Abstract
Introduction
In the literature on security protocol design and analysis, protocols are commonly described using an informal notation that leaves many properties of a protocol unspecified. For example, a short challenge-response section of a protocol might be written like this:
A ,! B : fng K B ,! A : ffng K In this notation, a message of the form fxg y consists of a plaintext x encrypted with key y. In this example protocol, Partially supported by DoD MURI "Semantic Consistency in Information Exchange" as ONR Grant N00014-97-1-0505, and by NSF Grants CCR-9509931, CCR-9629754, and CCR-9800785 to various authors.
Alice chooses a random number n and sends its encryption to Bob. There is no specific indication of how Bob determines what to send in response, but we can see that Bob returns a message that contains the encryption of fn. By analogy with familiar protocols, we might assume that he decrypts the message he receives to determine n, then applies f to n and returns the result to Alice (encrypted with the same key).
As written, the protocol description only gives an intended trace or family of traces involving the honest principals. There is no standard way of determining the initial conditions or assumptions about shared information, nor can we see how the principals will respond to messages that differ from those explicitly written. For example, in the case at hand, we must explain in English that K is assumed to be a shared key and that n is generated by Alice. Otherwise, it is a perfectly reasonable interpretation of the two lines above that Alice and Bob initially share a number n. In this case, Alice might send fng K to Bob, with Bob returning ffng K to Alice only if he receives precisely fng K .
While the two readings of the protocol give the same sequence of messages when no one interferes with network transmission, the effects are different if an intruder intercepts the message from Alice to Bob and replaces it with another message. For this reason, the notation commonly found in the literature does not provide a precise basis for security protocol analysis.
Most formal approaches to protocol analysis are based on a relatively abstract set of modeling assumptions, commonly referred to as the "Dolev-Yao model," which appear to have developed from positions taken by Needham and Schroeder [26] and a model presented by Dolev and Yao [11] . In this approach, messages are composed of indivisible abstract values, not sequences of bits, and encryption is modeled in an idealized way. Although the same basic modeling assumptions are used in theorem proving [27] , modelchecking methods [18, 20, 25, 28, 29] and symbolic search tools [17] , there does not appear to be any standard presentation of the Dolev-Yao model as it is currently used in a variety of projects. One goal of this paper is to identify the modeling assumptions using the simplest formalism possible, so that the strengths and weaknesses of the Dolev-Yao model can be analyzed, apart from properties of logics or automated tools in which the model is commonly used.
While we began with the idea of creating a new formalism for this purpose, we naturally gravitated toward some form of rewriting, so that protocol execution could be carried out symbolically. In addition to rewriting to effect state transitions, we also needed a way to choose new values, such as nonces or keys. While this seems difficult to achieve directly in standard rewriting formalisms, the proof rules associated with existential quantification appears to be just what is required. Therefore, we have adopted a notation, first presented in [24] , that may be regarded as either an extension of multiset rewriting (see, e.g., [3, 4] ), with existential quantification, or a Horn fragment of linear logic [14] . A similar fragment of linear logic is used in [16] to represent real-time finite-state systems. Two other efforts using linear logic to model the state-transition aspect of protocols (but not existential quantification for nonces) are [8, 9] .
Using this formalism, it is relatively straightforward to characterize the Dolev-Yao intruder and associated cryptographic assumptions. The formalism also seems appropriate for analyzing the complexity of protocol problems, and as a potential intermediate language for systems or approaches that might combine several different protocol analysis tools. We develop a format for presenting finite-length protocols, as the disjoint union of a set of initialization rules and sets of independent transition rules for each protocol participant. Using this form of protocol theory, we show that secrecy is an undecidable property even if data constructors, message depth, message width, number of distinct roles, role length, and depth of encryption are bounded by constants. If any of these restrictions are lifted, prior results, folklore, or a small amount of thought can be used to show undecidability, but we show even for the very small fragment with only nonces secrecy is undecidable. Finally, we have used a linear logic tool, LLF [5] in two ways. The first is to search executions of a protocol and intruder for protocol flaws. While symbolic search by a logic programming tool is not as efficient as optimized search by tools such as Mur' [10] , this method does have the advantage that the input is substantially easier to prepare. The second use of LLF is to formally verify proofs of protocol optimizations. This provides a basis for simplifying search-based analysis and theorem-proving analysis of protocols.
Multiset rewriting with existential quantification

Protocol Notation
The notation we use involves facts and transitions. Our facts are first-order atomic formulas, and transitions are given by rewrite rules containing a precondition and postcondition. One important property of this formalism is that in applying a rule to a collection of facts, each fact that occurs in the precondition of the rule is removed. This gives us a direct way of representing state transitions, and provides the basis for the connection with linear logic. Another key property is that the postconditions of a rule may contain existentially quantified variables. Following the standard proof rules associated with existential quantification (in natural deduction or sequent-style systems), this provides a mechanism for choosing new values that are distinct from any other in the system.
More formally, our syntax involves terms, facts and rules. If we want to represent a system in this notation, we begin by choosing a vocabulary, or first-order signature. This is a standard notion from many-sorted algebra or first-order logic (see, e.g., [13, section 4.3] .) As usual, the terms over a signature are the well-formed expressions produced by applying functions to arguments of the correct sort. A fact is a first-order atomic formula over the chosen signature. This means that a fact is the result of applying a predicate symbol to terms of the correct sorts. A state is a multiset of facts (all over the same signature).
A state transition is a rule written using two multisets of facts, and existential quantification, in the following syntactic form: F 1 ; : : : ; F k ,! 9 x 1 : : : 9x j :G 1 ; : : : ; G n The importance of existential quantification, for security protocols, is that it provides a direct mechanism for choosing a new value that is different from other values used in the execution of a system. Since many protocols involve choosing fresh nonces, fresh encryption keys, and so on, existential quantification seems like a useful primitive for describing security protocols.
The way that existential quantification is used in our formalism is based on the existential elimination rule from natural deduction. This proof rule is commonly written as follows.
9 elim y=x . . .
9x:
y not free in any other hypothesis
If we have an existentially quantified axiom, 9x: , then this rule says that if we wish to prove some formula , we can choose a new symbol y for the "x that is presumed to exist" and proceed to derive from y=x . The side condition "y not free in any other hypothesis in the proof of " means that the only hypothesis in the proof of that can contain y is the hypothesis y=x .
Simplified Needham-Schroeder
As a means of explaining the Dolev-Yao intruder and encryption models using our notation, we begin with an overly simplified form of the Needham-Schroeder publickey protocol [26] Each rule corresponds to an action by a principal. In the first rule, Alice chooses a nonce, sends it on the network, and remembers the nonce by moving into a local state that retains the nonce value. In the second step, Bob receives a message on the network, chooses his own nonce, transmits it and saves it in his local state. In the third step, Alice receives Bob's message and replies, while in the fourth step Bob receives Alice's final message and changes state.
In Table 1 is a sample trace generated from these rules, beginning from state A 0 ; B 0 . Spacing is used to separate the facts that participate in each step from those that do not.
Formalizing the intruder
There are two main parts of the Dolev-Yao model as commonly used in protocol analysis. The first is the set of possible intruder actions, applied nondeterministically throughout execution of the protocol. The second is a "black-box" model of encryption and decryption. We explain the intruder actions here, with the encryption model presented in Section 2.4.
The protocol adversary or "intruder" may nondeterministically choose among the following actions at each step:
Read any message and block further transmission, Decompose a message into parts and remember them, Generate fresh data as needed, Compose a new message from known data and send. By combining a read with resend, we can easily obtain the effect of passively reading a message without preventing another party from also receiving it. In general, the intruder processes data in three phases. The first is to read and decompose data into parts. The second is to remember parts of messages, and the third is to compose a message from parts it remembers. We illustrate the basic form of the intruder actions using one unary network-message predicate N 1 and one binary networkmessage predicate N 2 . Using predicates D for decomposable messages and M for the intruder "memory", the basic rules for intercepting, decomposing and remembering messages are
While the predicate D may appear to be an unnecessary intermediary here, a protocol with more complicated messages will lead to more interesting ways of destructuring messages. As noted in [7] , it is important in proof search to separate the decomposition phase from the composition phase, which is accomplished here using separate D and C predicates. The rules for composing messages from parts are written using the C, for "composable", predicate as follows:
The rule for generating new data is
,! 9x:Mx
The reason we need the last transition rule (which can be applied any time without any hypothesis) is that the intruder may need to choose new data in order to trick an honest participant in a protocol. This is illustrated in the following attack on the simplified (and obviously insecure) form of the Needham-Schroeder protocol. For the simplified example at hand, we can compose rules to eliminate the D and C predicates as follows:
This reduces the number of steps in the trace, shown in Table 2 , which has actions of the honest participants in the left column and actions of the intruder indented. For simplicity, duplicate copies of M facts are not shown, since these have no effect on the execution of the protocol or intruder.
In this attack, the intruder intercepts messages between
A and B, replacing data so that the two principals have a different view of the messages that have been exchanged.
Specifically, the intruder replaces Alice's nonce nA by a value n chosen by the intruder. When Bob responds to the altered message, the intruder intercepts the result and replaces n by nA so that Alice receives the message she expects.
Modeling Perfect Encryption
The commonly used "black-box" model of encryption may be written in our multiset notation using the following vocabulary. For concreteness, we discuss public-key encryption. Symmetric or private-key encryption can be characterized similarly. We assume that plaintexts have sort plain and ciphertexts have sort cipher. Intruder sends n to Bob ,! B 1 n; nB; N 2 n; nB; A 1 nA; M nA; M n Bob receives, generates nonce, replies ,! A 1 nA; B 1 n; nB; M nA; M n; M nB
Intruder intercepts message with n ,! A 1 nA; N 2 nA; nB; B 1 n; nB; M nA; M n; M nB Intruder sends message with nA ,! A 2 nA; nB; N 3 nB; B 1 n; nB; M nA; M n; M nB Alice receives and responds ,! B 2 n; nB; A 2 nA; nB; M nA; M n; M nB The first rule (without hypotheses) lets Bob generate a key pair, while the second announces the public key so that other principals can choose to communicate with Bob. Alice similarly chooses and publishes her public key. After doing so, she chooses a principal to communicate with from the set of announced public keys and transmits a message. The composition rule allows the intruder to encrypt a message with any encryption key known to the intruder.
Mk; Cx ,! Cenc(k,x); Mk
Bounded protocols
It is relatively straightforward to use the multiset rewriting framework summarized in the preceding section to describe finite-state and infinite-state systems. Using function symbols, it is possible to describe computation over unbounded data types. In particular, it is easy to encode counter machines or Turing machines, implying that implication is undecidable. However, the principal authentication and secrecy protocols of interest are all of bounded length (see [6] for a relevant survey).
In order to study finite-length protocols more carefully, we identify the syntactic form of a class of well-founded protocol theories, called simply well-founded theories in this paper.
Creation, consumption, persistence
Some preliminary definitions involve the ways that a fact may be created, preserved, or consumed by a rule. While multiple copies of some facts may be needed in some derivations, we are able to eliminate the need for multiple copies of certain facts.
Definition 1.
A rule l ! r in a theory T creates P facts if some Pt occurs more times in r than in l. A rule l ! r in a theory T preserves P facts if every Pt occurs the same number of times in r and l. A rule l ! r in a theory T consumes P facts if some fact Pt occurs more times in l than in r. A predicate P in a theory T is persistent if every rule in T which contains P either creates or preserves P facts.
To give an example, a rule of form Px ! Pỹ does not preserve P facts, since it can be used to create a fact Pt and consume a fact Ps.
Since a persistent fact is never consumed by any rule, there is no need to generate more than one copy of a particular fact -as long as that fact is never needed twice by a single rule. By simple transformation, it is possible to eliminate the need for more than one copy of any persistent fact. For example, a rule of form:
Px; P ỹ; : : : ! Qx;ỹ; P x; P ỹ; : : :
(with P a persistent predicate) can be replaced by rules of form:
Px ! P 1 x; P x Px ! P 2 x; P x P 1 x; P 2 ỹ; : : :! Qx;ỹ; P 1 x; P 2 ỹ; : : :
where P 1 and P 2 are persistent predicates. Definition 2. A rule l ! r in a theory T is a singlepersistent rule if all predicates that are persistent in theory T appear at most once in l. A theory T is a uniform theory if all rules in T are single-persistent rules.
Since any theory can be rewritten as a uniform theory, we will assume that all theories discussed from this point are uniform theories. Definition 3. Let P be a set of predicates, each persistent in a uniform theory T. Two states S and S 0 are P-similar 
Protocol theories
In many protocols, there is an implicit or explicit initialization phase that distributes keys or establishes other shared information. We incorporate this into our formal definitions by letting a protocol theory consist of an initialization theory, together with the disjoint union of bounded subtheories that characterize the behavior of each protocol agent (role). In order to bound the entire protocol, we must assume that the initialization theory is bounded, and that initialization can be completed prior to the execution of the protocol steps proper. In particular, if a theory T precedes a theory R, then no predicates that appear in the left hand side of rules in T are created by rules that are in R. By defining a principal theory in this way, we ensure that each application of a rule in A advances the state forward.
Each instance of a principal role can only result in a finite number of steps in the derivation. The structure of protocol theories allows derivations to be broken down into two stages -the initialization stage, and the non-initialization (protocol run) stage. Any derivation in the theory can be reordered to contain all initialization steps before any non-initialization steps. 
Intruder theory
One motivation for using multiset rewriting for protocol analysis is that this framework allows us to use essentially the same theory for all adversaries for all protocols. In this subsection, we specify the properties of intruder theories that are needed to bound the number of intruder steps needed to produce a given message. As explained in [7] , the actions of the standard intruder can be separated into two phases, one in which messages are decomposed into smaller parts, and one in which these parts are (re)assembled into a message that will be sent to some protocol agent. An additional detail is that we sometimes need to postpone decomposition of a specific fact until a later time, such as until a decryption key becomes available.
In determining the size of a fact, we count the predicate name, each function name, and each variable or constant symbol. For example, fact PA; B has size 3, and fact PfA; B; C has size 5. Definition 8. A rule R = l ! r is a composition rule if the non-persistent facts in r have larger size than the facts in l. A rule R = l ! r is a decomposition rule if the nonpersistent facts in r have smaller size than the facts in l. For the intruder theories we will consider, we allow persistent facts to appear in both the left and right hand sides. So, in general a decomposition rule is of form:
DhA; Bi;P : : : ! DA; D B;P 0 : : : whereP andP 0 are sets of persistent predicates, withP P 0 (and similarly for composition rules). We also need to introduce more complicated decomposition rules, which we call "Decomposition rules with Auxiliary facts". These are pairs of rules of form: A.3 shows an example of when this type of decomposition rule is needed, in order to allow for decrypting an old fact with a newly learned encryption key.
Definition 9. A theory T is a two-phase theory if its rules can be divided into three disjoint theories, T = I C D,
where I is a bounded sub-theory preceding C and D, C contains only composition rules, D contains only decomposition rules, and no rules in C precede any rules in D.
Definition 10.
A normalized derivation is a derivation where all rules from the decomposition theory are applied before any rules from the composition theory.
As also shown in [7] in a slightly different context, all derivations in a two-phase theory can be expressed as normalized derivations.
Lemma 3. If a theory T is two-phase, and we limit the size of terms, and we limit the number of times each existential is instantiated, then there are a finite number of normalized derivations in the theory.
Protocol and intruder
Definition 11. Given a well-founded protocol theory P = I A and a two-phase intruder theory M, a standard trace is a derivation which has all steps from the initialization theory I first, then interleaves steps from the principal theories A with normalized derivations from the intruder theory M.
Theorem 1. Let P be any well-founded protocol theory and M be any two-phase intruder theory. If we bound the number of uses of each existential, and we bound the size of each
term, then the set of standard traces of P M is finite.
Intractability
There are many undecidable properties of arbitrary protocols. If we consider all possible systems that are definable using Horn logic as protocols, then undecidability follows easily from the undecidability of Horn-clause logic. In particular, it is possible to give finite descriptions of infinite-state systems using function symbols. For example, if we have 0 : nat and suc : nat ! nat, then we can write expressions for arbitrarily many natural numbers. It is straightforward to go from there to various undecidability results based on counter machines. However, this kind of intractability result ignores the fact that most protocols used in practice have a fixed number of steps and communicate data of bounded complexity. If we restrict our attention to finite-length protocols, of the form identified in the previous section, then it does not seem possible to write protocols whose behavior is as complicated as arbitrary Turing machines. However, as shown in this section, there are nontrivial lower bounds if we combine protocols with an intruder. Throughout this section, we will restrict our attention to runs in which all terms have fewer than some fixed number of symbols and the protocol principals have bounded activity.
Protocols without nonces
Even without generating new data, determining a security property may require exponentially-many runs of a protocol and the decision problem is PSPACE-Complete. The first result, that there are protocols without nonces where the shortest insecure run is exponential, is illustrated by the following family of protocols, one for each integer k. The protocol for integer k assumes that a private symmetric key K is shared between principals A; B 1 ; :::; B k and C. (The same effect can occur achieved in a public key protocol, by first running secure key exchange steps.) In Table 3 we show the protocol for k = 4 .
In this artificial protocol, A sends C a message containing 0; 0; 0; 0 but C will only respond to a message with 1; 1; 1; 1. However, principals B 1 ; : : : ; B k implement a k-bit increment on encrypted tuples. Therefore, if an intruder routes the initial message from A through 2 k , 1 B principals in repeated runs of the protocol, C will expose the secret key. It is easy to see that unless an exponential number of messages are sent, the key K remains secret.
If we formulate security as a decision problem without requiring the faulty trace as output, it is easy to show that the problem is PSPACE-hard by straightforward reduction from linear-bounded Turing machines. An interesting aspect of the protocol above is that it shows that a protocol can be secure against polynomial-time attack, but considered insecure under Dolev-Yao assumptions.
Undecidability
Restricted protocol form
In general, it is convenient to write the steps of a protocol agent A in the form The proof involves representing existential Horn theories as protocols, as described below. While space limitations prevent us from presenting the proof in detail, we will sketch the main ideas.
Representation of existential Horn theories
Given a set of existential Horn formulas, of the form described in Appendix B and repeated below, we can construct a protocol so that, when combined with the standard intruder theory, the intruder memory may contain formulas representing all consequences of the theory.
In order to do this, we must use the intruder in an essential way. Specifically, each agent can only execute a finite sequence of steps. Therefore, we use a separate agent for each Horn clause. The role of the intruder is to convert the final message sent by one agent to an initial message received by another agent. As a result of intruder actions, a datum may pass through an unbounded number of protocol steps.
At the same time, in order to represent the Horn theory faithfully, we cannot give the intruder complete access to all to atomic formulas used in a Horn clause. In particular, we cannot let the intruder combine data from different messages. For example, if one agent sends a message representing Pa; b, we cannot allow the intruder to intercept this message and replace it with Pb; a. However, it is easy to prevent this form of interference if we encrypt atomic formulas with a shared private key.
Putting these two ideas together, we represent an existential Horn clause theory by a protocol with one agent per way, intended to keep syntactic complication to a minimum, is to assume that for each k, we have a k-ary encryption function Encrypt k . For notational simplicity, we will suppress k in the description below. We also assume that for each sequence of predicates P 1 ; : : : ; P k that occurs together in the left or right hand side of is a given Horn clause, we have a constant symbol P 1 :P 2 : : : : : P k . (Although we have used a sequence of letters, numbers and subscripts to write out our name for this constant symbol, we assume it is an atomic constant symbol of the language.) Given these assumptions, we let dP 1 t 1;1 ; : : : t 1;i1^: : : P j t j;1 ; : : : ; t j;i1 e = EncryptP 1 :P 2 : : : : : P k ; t 1;i1 ; : : : ; t j;1 ; : : : ; t j;i1
We assume that all encryption is done using the same key, the key is shared among honest participants, but not revealed to the intruder. (It suffices to have one principal executing several roles, using a private key.)
The final main idea in the representation of Horn theories is the way that a set of conjunctions may be combined to produce the conjunction of atomic formulas needed to apply another Horn clause. This is perhaps best illustrated by example.
Suppose that the existential Horn clause 8x8y P x^Qx; y^Ry = 9zPz^Qy;z is part of the Horn theory we wish to represent by a protocol. In order to use this implication, the protocol must produce a message containing dPa^Qa; b^Rbe for some a and b. However, the protocol agents that represent Horn clauses produce encodings of conjunctions of atomic formulas, and the atomic formulas here may come from different rules. Therefore, we need additional protocol agents that select atomic formulas out of conjunctions and combine them. The process is very similar to the encoding of the intruder, except that protocol agents can manipulate encrypted values. For each conjunction form (including variables) that appears on the right-hand side of a Horn clause, such as Pz^Qy;z, we include decomposition agents of the form A 0 ; N 0 dP z^Qy;ze ! A 1 ; N 1 dP ze and B 0 ; N 0 dP z^Qy;ze ! B 1 ; N 1 dQy;ze for predicates A 0 ; A 1 ; B 0 ; B 1 not used for other agents. We also need a composition agent for the left-hand-side of each original Horn clause. For the clause above, the agent will have states A 0 ; A 1 ; A 2 and A 3 . At each step, the agent reads one of the atomic formulas in its target conjunction, sending out either a dummy message or, at the last step, a message containing the conjunction of atomic formulas needed. In order to assemble dPx^Qx; y^Rye, we can use an agent A with the following steps:
A 0 ; N 0 dP xe ! A 1 dP xe; N 1 A 1 dP xe; N 2 dQx; ye ! A 2 dP x^Qx; ye; N 3 A 2 dP x^Qx; ye; N 4 dRye ! A 3 ; N 5 dP x^Qx; y^Rye
After this agent sends message N 5 , the intruder can read the data dPx^Qx; y^Rye contained in this message and forward it to the agent representing the Horn clause with hypothesis Px^Qx; y^Ry.
In each of our examples, we have numbered the network messages N 0 ; N 1 ; : : : , but it is possible to renumber them so that each message number has a fixed format.
Multiset rewriting and LLF
Linear logic and LLF
The multiset-rewriting notation used in this paper is the first-order Horn fragment of linear logic [14] , with existential quantification. Specifically, each transition rule Under this correspondence, every derivation using multiset rewriting corresponds to a linear logic derivation, and conversely. This allows us to use linear logic tools for protocol analysis. In particular, we have used the linear logical framework LLF [5] to simulate the execution of protocols, detect attacks, and construct formal proofs about protocol transformations. Similar results could be obtained using other linear logic systems such as Forum [23] or Lygon [15] , except that our proofs about protocol transformations rely on the proof-term representation of LLF, discussed below.
Since we will describe some aspects of the protocol proofs carried out using LLF, we give a brief overview of LLF. Although operators and 9 are not provided directly in LLF, it is possible to write rules as logically equivalent formulas using other linear logic connectives. Although the exact syntax is not overly important, we give an illustration since it provides an opportunity to illustrate an operational reading of linear logic formulas. As in other forms of logic, conjunction in hypotheses, A B , C, is equivalent to nested implication, A , B , C. There is also a double-negation property of linear logic, with A , false , false equivalent to A, that allows us to write existential quantification using negated universal quantification. In place of false, we use a propositional variable, which is implicitly universally quantified. This leads to a form of "continuation-passing" logic program, of the sort usually associated with double-negation in constructive logic. Using loop as our propositional variable, the formula 
Protocol Formulation in LLF
The signature used to describe protocols uses different types for messages, keys, nonces, and so on. For example, we use type key for both public keys and principal names, which we identify. Nonces have type atm, for atomic message, while other messages have type msg. The function symbols @ and k2m are used as type conversion functions from nonces and keys to messages, respectively. Composite messages are obtained from their parts using the infix * operator, and a message M encrypted with key K is written crypt M K. A key K is made public by a fact of the form annKey K. The inverse of a key K is specified as inv K.
Messages sent by a principal have the form toNet P N M, where P identifies the protocol, N is the message number within that protocol, and M is the message itself. Principals receive messages in packets of the form fromNet P N M. As we will see, both the network and the intruder can convert toNet assertions to fromNet assertions.
In actual LLF syntax, Alice's first step in the NeedhamSchroeder protocol is written as follows:
Here nsA1 is a label, used to name this clause in traces, and fNa:atmg indicates a quantified variable Na of type atm.
Network and intruder
The network simply converts every toNet assertion into a fromNet assertion, so that each message sent to the network can be read as message from the network by other principals. The intruder can intercept a message and decompose it into its atomic constituents (of the form @ N or k2m K). The intruder then builds up a message from these fragments and possibly newly generated data. Finally it sends it off in the form of a fromNet message.
An equivalence proof
As an example equivalence proof, we describe an optimization of our Needham-Schroeder model and prove the equivalence between the "standard" model with network and intruder and an optimized version in which the network is eliminated. Since the intruder can simulate the network, by decomposing and then recomposing each message, the two models are equivalent, in the sense that for every trace of the system with network and intruder, there is a corresponding trace of the system without the network in which all honest parties see exactly the same sequences of messages, and conversely.
We state the equivalence using standard logical notation. 
Formal proof in LLF
While LLF is not a complete proof checker, there is a precise sense in which LLF can be used to develop machinecheckable proofs. In comparison with proof methods using more standard logics, e.g. [27] , LLF has some advantages and disadvantages. One advantage is that the constructive nature of proofs is immediately apparent: from an LLF proof of the equivalence above, we obtain an algorithm that transform a trace of one system into a trace of the other. This is in part a result of the way we formalize the equivalence, and in part a consequence of the constructive nature of our fragment of linear logic. A disadvantage of LLF is that it supports only a restricted fragment of linear logic. Moreover, we must write proofs in a certain style in order for LLF to be able to check their correctness.
Overview of the proof We wish to prove that for every trace, possibly relying on the network to carry messages to principals, there exist an equivalent trace where the network is never used. We do this by formulating two versions of the protocol. Traces of the system including a separate network have type loop1, while traces of the system without a network have type loop2. Our definition of equivalent traces is that there is no noticeable difference from the point of view of any honest participant in the protocol: they send and receive the same messages and apply the same transitions. The LLF formalization of this proof involves definition of a binary predicate net2intr which relates a derivation possibly involving the network (of type loop1), and a derivation that is network free (of type loop2). The arguments of this predicate are LLF terms corresponding to derivations and therefore representing traces. The proof of equivalence proceeds by induction on the structure of the derivation using the network, using a nested induction on the structure of the messages whenever we encounter a network transmission.
LLF proof checking
The LLF equivalence proof consists of clauses that formalize each inductive case of the proof. While LLF checks the type of each clause, type checking does not guarantee that the proof is correct since (a) the LLF implementation does not guarantee that each case is covered, and (b) it does not check whether uses of the induction hypothesis are well-founded. However, we can prove an adequacy theorem which shows that any type-checked proof of a certain form must be a correct proof.
In order to state this result, we write `L LF M : A for the judgment that the LLF term M has type A with respect to the (intuitionistic and linear) declarations in . Let NS be the complete set of declarations used in the equivalence proof. There are several advantages and intentional disadvantages of the formalism used in this paper. The intent of the design is that this formalism provides exactly the primitives needed to formalize protocols, no more. This makes it possible to analyze protocols without having to confront complications that might be inherent in a formalism but not intrinsic to protocols themselves. In particular, we are able to prove lower bounds on protocol analysis that seem faithful to the notion of finite-length protocol. Since the formalism is based on linear logic, we have a direct method for describing state changes. In contrast, axiomatizing protocol traces in higher-order logic requires rather complex conditions to guarantee that when a principal moves from one state to another, the previous state is no longer available for further use. In comparison with using CSP [18, 28, 29] or Mur' [25] , our notation allows us to describe unbounded runs of the protocol simply, recovering bounded instances of th protocol by restricting the uses of existential quantification. Perhaps the closest formalism is spi-calculus [1] . However, there are several characteristics of the underlying pi-calculus, such as creation of new channels, that are absent from our system, making it simpler to prove metatheoretic results. Finally, we should make clear that the formalism presented in this paper is not intended to be a logic for specifying and reasoning about protocols, only a notation for defining the behavior of a protocol in the face of network intruder.
Theorem 4 (Adequacy of representation
We have found the linear-logic tool LLF useful for reasoning about protocols. As a first step toward developing an algorithmic meta-theory of protocols, we have proved correctness of a protocol/intruder optimization using this tool. We expect to develop and verify additional optimizations and transformations. In addition to meta-results, LLF also seems useful for searching the possible runs of a protocol and intruder. While we do not expect pure LLF to be more efficient or more comprehensive than tools such as the NRL analyzer [21] that have been refined over many years, there is some benefit in the simplicity of the tool. If we can improve our search-strategy language to make it more effective in common cases, then this may lead to better understanding of general techniques that could be adopted in a variety of settings.
Finally, although not discussed in this paper, we believe that there may be some advantage in developing translations between the notation used here and other standard protocol formalisms. We believe the translation into Mur' is straightforward and easy to implement, as is a translation into process calculus with operator [12] . On this basis, we believe there may be practical translations into CSP, for example, based on choosing bounds on the number of new values that are to be generated in any run. It also seems feasible to translate protocol definition languages such as CASPER [19] and CAPSL [22] into this formalism, making it possible to use our framework as an intermediate language in some kind of federated protocol analysis environment.
A.2 Protocol Theory
The protocol theories, shown in Table 4 , are derived directly from the specification of the Needham-Schroeder protocol. Theory A corresponds to the role of "Alice", and theory B corresponds to "Bob".
In rule A1, which corresponds to the first line of the protocol, a principal k e , in its initial state A 0 , decides to talk to another principal k 0 e , whose key has been announced. A new nonce x is generated, along with a network message N S1 corresponding to the first message sent in the protocol, and the principal moves to the new state A1, remembering the values of x and k 0 e . Note that since AnnK is persistent, it must also appear on the right hand side of the rule.
In step B1, corresponding to the second step of the pro- Similarly, A2 corresponds to the third line of the protocol, and B2 corresponds to the implicit step where the responder actually receives the final message.
Note that sent messages are denoted by N Si and received messages are denoted by a corresponding predicate N Ri . The intruder theory, described in the next section, can be thought of as providing a network that, at a minimum, transforms N Si 's to N Ri 's, so the protocol can execute.
