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Abstract
We consider the following singularly perturbed elliptic problem⎧⎨
⎩
ε2u− u+ f (u) = 0, u > 0 in B1,
∂u
∂ν
= 0 on ∂B1,
where  = ∑Ni=1 ∂2∂x2i is the Laplace operator, B1 is the unit ball centered at the origin in RN (N  2),
ν denotes the unit outer normal to ∂B1, ε > 0 is a constant, and f is a superlinear nonlinearity with subcrit-
ical exponent. We will prove that for any given positive integer K (K  1) there exists a solution which is
axially symmetric and has exactly K local maximum points located on the axis of symmetry, when ε > 0 is
sufficiently small.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main result
In the past twenty years, there has been much work on the following singularly perturbed
elliptic Neumann problem
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ε2u− u+ up = 0, u > 0 in Ω,
∂u
∂ν
= 0 on ∂Ω, (1.1)
where  =∑Ni=1 ∂2∂x2i is the Laplace operator, Ω is a bounded smooth domain in RN (N  2)
with its unit outward normal ν, ε > 0 is a constant, and the exponent p satisfies 1 < p < N+2
N−2
for N  3 and 1 < p < ∞ for N = 2. This problem may be viewed as a prototype of pattern
formation in biology. Indeed, it can be reduced from the steady state problem for a chemotactic
aggregation model with logarithmic sensitivity by Keller and Segel [15]. Moreover, it also plays
an important role in the study of activator–inhibitor systems modeling biological pattern forma-
tion proposed by Gierer and Meinhardt [11] when the diffusion rate of the inhibitor is sufficiently
large.
In [17,23,24], the authors established the existence of “least-energy” solution uε to (1.1) and
showed that for ε sufficiently small, uε has only one (local) maximum point Pε and Pε ∈ ∂Ω .
Moreover, Pε must be located near the “most curved” part of ∂Ω, i.e., H(Pε) → maxP∈∂Ω H(P )
as ε → 0, where H(P ) is the mean curvature of ∂Ω at P . More precisely, uε must tend to 0 as
ε → 0 everywhere on Ω¯ except at Pε . Such points Pε will be referred as peaks or spikes.
Since the pioneering work of Ni and Takagi, problem (1.1) has received a great deal
of attention because of its rich and interesting structures. Significant progress has been
made in describing the “shape” of solutions, in particular, the “concentration” behavior of
solutions. Positive solutions concentrating near isolated points, i.e., spike-layer solutions,
and the location of these points have been obtained. Besides single spike, solutions with
multiple spikes are constructed. For details, see [3–9,12–16,18,24–31] and the references
therein.
A spike-layer solution has the property that its “energy” concentrates near isolated points,
namely, its spikes, which are 0-dimensional. Therefore we view a spike-layer solution as a so-
lution with zero-dimensional concentration set. Another direction is to study the solutions of
(1.1) concentrating on multi-dimensional subsets of Ω , e.g. curves or surfaces. Progress in this
direction, although still limited, has also been made. See [1,2,19–22].
The motivation of this paper comes from [12]. It was established in [12] that for any given
positive integer K , problem (1.1) has a solution with exactly K interior spikes for ε sufficiently
small. At the same time, the location of K spikes is connected with the ball packing problem.
In this paper, we study Eq. (1.1) when Ω is the unit ball B1(0) in RN . An interesting phe-
nomenon is that when the domain has some symmetric character, we can construct solutions
which are symmetric with respect to some symmetric axis and concentrate on this particular
axis.
Here we should mention a very recent work of Lin, Ni and Wei [18]. The authors explored
the question of the maximal number of spikes, in terms of the small parameter ε > 0, a solution
of (1.1) could possibly have. It is the first result concerning the relationship between the number
of spikes and ε. In a forthcoming paper, we will consider a similar problem and establish the
dependence of spikes on ε.
In this paper, we intend to probe Eq. (1.1) when Ω is the unit ball in RN centered at the origin
with more general nonlinearities, namely,
{
ε2u− u+ f (u) = 0, u > 0 in B1,
∂u = 0 on ∂B1. (1.2)
∂ν
Y. Wang / J. Math. Anal. Appl. 331 (2007) 927–946 929Associated with (1.2) is the energy functional Jε defined by
Jε(u) = 12
∫
B1
(
ε2|∇u|2 + u2)− ∫
B1
F(u) for u ∈ H 1(B1),
where F(u) = ∫ u0 f (s) ds. We will construct a family of multiple interior spikes solutions which
are symmetric with respect to xN -axis. It is known that any solution of (1.2) is a critical point of
Jε and vice versa. First, we construct an approximate solution by using the Liapunov–Schmidt
reduction with its spikes located at prescribed points. Then we perturb these points and find a
critical point of the “energy” functional, which in fact is an interior spike solution of (1.2). Such
method has also been used by many authors, e.g. [12–14,18].
Before stating our main result, we first give some conditions on the function f .
We will always assume that f :R → R is of class C1+σ for some 0 < σ < 1 and satisfies the
following conditions (f1)–(f3):
(f1) f (u) ≡ 0 for u 0 and f (u) → +∞ as u → ∞.
(f2) f (0) = 0, f ′(0) = 0, and f (u) = O(|u|p1), f ′(u) = O(|u|p1−1) as |u| → ∞ for some 1 <
p1 < (
N+2
N−2 )+ (= N+2N−2 if N > 2; = ∞ if N = 2) and there exists 1 < p2 < (N+2N−2 )+ such
that ∣∣fu(u+ φ)− fu(u)∣∣
{
C|φ|p2−1 if p2 > 2,
C(|φ| + |φ|p2−1) if p2  2.
(f3) The following equation⎧⎨
⎩
w −w + f (w) = 0 in RN,
w > 0, w(0) = maxz∈RN w(z),
w → 0 at ∞,
(1.3)
has a unique solution w(y) (by the results of [10], w is radial, i.e., w = w(r) and w′ < 0 for
r = |y| = 0) and w is nondegenerate. Namely, the operator
L := − 1 + f ′(w) (1.4)
is invertible in the space H 2r (RN) := {u = u(|y|) ∈ H 2(RN)}.
Let K  1 be a positive integer, I = {x = (x1, x2, . . . , xN) ∈ B1 | x1 = x2 = · · · = xN−1 = 0}.
For any P = (P1,P2, . . . ,PK) ∈ IK = I × I × · · · × I , we define the function
ϕ(P1,P2, . . . ,PK) = min
i,k,l=1,...,K;k =l
(
d(Pi, ∂B1),
1
2
|Pk − Pl |
)
and the subset Λ of IK ,
Λ = {(P1, . . . ,PK) ∈ IK ∣∣ |Pi − Pj | > 2δ, i = j, d(Pi, ∂Ω) > δ > 0, i, j = 1, . . . ,K}
(1.5)
for some small δ > 0. Observe that, given K  1, we can always find δ such that Λ is non-empty.
From the definitions of ϕ(P1,P2, . . . ,PK) and Λ, the following inequality
max
(P1,...,PK)∈Λ
ϕ(P1, . . . ,PK) > max
(P1,...,PK)∈∂Λ
ϕ(P1, . . . ,PK) (1.6)
is always valid.
Now we can state the main result of this paper.
930 Y. Wang / J. Math. Anal. Appl. 331 (2007) 927–946Theorem 1.1. Let f satisfy assumptions (f1)–(f3). Then for any fixed positive integer K and
ε sufficiently small, Eq. (1.2) has a solution uε(x) = uε(|x′|, xN) which possesses exactly
K local maximum points Qε1, . . . ,Q
ε
K with x = (x′, xN) and (Qε1, . . . ,QεK) ∈ Λ such that
ϕ(Qε1, . . . ,Q
ε
K) → max(Q1,...,QK)∈Λ ϕ(Q1, . . . ,QK) as ε → 0. Moreover, we have
uε(x) a exp
(
−bmini=1,...,K(|x −Q
ε
i |)
ε
)
(1.7)
for certain positive constants a, b.
Remark 1.2. In fact, it can be showed that the maximum of ϕ(P1, . . . ,PK) in Λ is equal to 1/K ,
which in turn locates the K spikes.
Remark 1.3. The K local maximum points of uε(x) can be located on any diameter of the unit
ball.
This paper is organized as follows. Notation, preliminaries and some useful estimates are
explained in Section 2. Section 3 contains the study of a linear problem which is the first step
in the Liapunov–Schmidt reduction process. In Section 4 we will use the Liapunov–Schmidt
reduction method to reduce the problem to a finite-dimensional problem. Section 5 contains
a maximization problem which locates the K spikes. Finally in Section 6 we show that the
solution to the maximization problem is indeed a solution of (1.2) and satisfies all the properties
of Theorem 1.1.
Throughout this paper, unless otherwise stated, the letter C will always denote various generic
constants which are independent of ε, for ε sufficiently small. δ > 0 is a very small number.
2. Notation and some preliminary analysis
In this section, we will introduce some notation and present preliminary analysis on approxi-
mate solutions.
Let w be the unique solution of (1.3). By the well-known result of Gidas, Ni and Niren-
berg [10], w is radially symmetric, decreasing, and have the following asymptotic behavior
lim|y|→∞w(y)e
|y||y|(n−1)/2 = c0, lim|y|→∞
w′(|y|)
w(|y|) = −1. (2.1)
Let
I (w) = 1
2
∫
RN
(|∇w|2 +w2)− ∫
RN
F(w)
be the energy of w.
For any smooth bounded domain U in RN , we define PUw to be the unique solution of{
u− u+ f (w) = 0 in U,
∂u
∂ν
= 0 on ∂U.
For P ∈ I , we denote
B1/ε =
{
y ∈ RN ∣∣ |y| < 1/ε}, Bε,P := B1/ε
(
−P
)
=
{
y ∈ RN
∣∣∣
∣∣∣∣y + P
∣∣∣∣< 1/ε
}
.ε ε
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Pwi(y) = PBε,Pi w, wi = w(y − Pi/ε), y ∈ B1/ε.
Recall that PBε,P w is the unique solution of{
v − v + f (w) = 0 in Bε,P ,
∂v
∂ν
= 0 on ∂Bε,P . (2.2)
Then PBε,P w(y) = PBε,P w(|y′|, yN) with y = (y1, . . . , yN−1, yN) = (y′, yN) and by the Maxi-
mum Principle, PBε,P w(y) > w(y) for any y ∈ Bε,P .
Set
ϕε,P (x) = w
( |x − P |
ε
)
− PBε,P w(y), εy + P = x,
ϕDε,P (x) = w
( |x − P |
ε
)
− PDBε,P w(x),
ψε,P (x) = −ε log
(−ϕε,P (x)),
ψDε,P (x) = −ε log
(
ϕDε,P (x)
)
,
where PDBε,P w is the unique solution of{
ε2v − v + f (w) = 0 in B1,
v = 0 on ∂B1. (2.3)
Then ϕε,P (x) and ϕDε,P (x) satisfy respectively⎧⎨
⎩
ε2v − v = 0 in B1,
∂v
∂ν
= ∂
∂ν
w
( |x − P |
ε
)
on ∂B1,
(2.4)
and ⎧⎨
⎩
ε2v − v = 0 in B1,
v = w
( |x − P |
ε
)
on ∂B1.
It is immediately seen by (2.1) that on ∂B1,
∂
∂ν
w
( |x − P |
ε
)
= 1
ε
w′
( |x − P |
ε
) 〈x − P,ν〉
|x − P |
= −1
ε
(|x − P |−(N−1)/2ε(N−1)/2e−|x−P |/ε(1 +O(ε))) 〈x − P,ν〉|x − P |
= −ε(N−3)/2e−|x−P |/ε(1 +O(ε)) 〈x − P,ν〉|x − P |(N+1)/2 . (2.5)
To analyze PBε,P w, we connect PBε,P w with PDBε,P w. By the definition of ψ
D
ε,P (x), it is not
difficult to prove that ψDε,P (x) satisfies⎧⎨
⎩
εv − |∇v|2 + 1 = 0 in B1,
v = −ε log
(
w
( |x − P |))
on ∂B1.ε
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ψDε,P (x) = −ε log
(( |x − P |
ε
)−(N−1)/2
e−|x−P |/ε
(
1 +O(ε)))
= |x − P | + N − 1
2
ε log
( |x − P |
ε
)
+O(ε2).
We have the following
Lemma 2.1.
(1) ∂ψDε,P /∂ν = −(1 +O(ε))(〈x − P,ν〉/|x − P |),
(2) ψDε,P (x) → ψ0(x) = infz∈∂B1(|z − x| + |z − P |) as ε → 0 uniformly in B¯1. In particular,
ψ0(P ) = 2d(P, ∂B1).
For the proof, see Section 4 of [26] and Section 3 in [31].
Let us now compare ϕε,P (x) and ϕDε,P (x). To this end, we will prove
Lemma 2.2. ϕε,P (x) = −(1 +O(ε))ϕDε,P (x) for ε sufficiently small.
Proof. Because B1 is convex with respect to P , i.e., there is a constant c0 > 0 such that
〈x − P,νx〉 c0 > 0
for all x ∈ ∂B1, where νx is the unit normal at x ∈ ∂B1. Then on ∂B1, we have
∂ϕDε,P
∂ν
= e−ψDε,P (x)/ε
(
−1
ε
)
∂ψDε,P (x)
∂ν
= −1
ε
w
∂ψDε,P (x)
∂ν
= 1
ε
w
(
1 +O(ε)) 〈x − P,ν〉|x − P | = −
(
1 +O(ε))∂ϕε,P
∂ν
due to Lemma 2.1 and (2.1). Hence by comparison principles
−(1 + η0ε)ϕDε,P  ϕε,P −(1 − η0ε)ϕDε,P
for some η0 > 0, ε sufficiently small and we have ∂ϕDε,P /∂ν > 0 because of the fact that B1 is
convex with respect to P . 
By Lemmas 2.1 and 2.2, we have
ψε,P (P ) = −ε log
(−ϕε,P (P ))→ 2d(P, ∂B1).
Let
Vε,P (y) = 1
ϕε,P (P )
ϕε,P (εy + P), y ∈ Bε,P .
Then Vε,P (0) = 1,Vε,P (y) > 0 and we have
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uniformly on every compact set of RN , where V¯ is a positive solution of⎧⎨
⎩
u− u = 0 in RN,
u > 0 in RN,
u(0) = 1.
(2.6)
Moreover, for any c1 > 0, supz∈Bεkl ,P e
−(1+c1)|z||Vεkl,P (z)− V¯ | → 0 as εkl → 0.
For the proof, see Lemma 4.4(ii) in [26].
Next we introduce a useful lemma about the interactions of two w’s.
Lemma 2.4. For |P1−P2|
ε
large, it holds∫
RN
f (w1)w2 =
(
γ + o(1))w( |P1 − P2|
ε
)
with
γ =
∫
RN
f
(
w(y)
)
e−y1 dy > 0. (2.7)
Proof. For the proof of γ > 0, see Lemma 4.7 of [26].
By (2.1), we have for |εz|  |P1 − P2|,
w
(
z+ P1 − P2
ε
)
= (c0 + o(1))
(
ε
|εz+ P1 − P2|
)N−1
2
e−|z+
P1−P2
ε
|
= w
( |P1 − P2|
ε
)
e
−〈z, P1−P2|P1−P2| 〉+o(|z|).
Then by Lebesgue’s Dominated Convergence Theorem∫
RN
f (w1)w2 =
∫
RN
f
(
w
(
y − P1
ε
))
w
(
y − P2
ε
)
=
∫
RN
f
(
w(z)
)
w
(
z+ P1 − P2
ε
)
= (1 + o(1))w( |P1 − P2|
ε
) ∫
RN
f
(
w(z)
)
e
−〈z, P1−P2|P1−P2| 〉 dz
= (γ + o(1))w( |P1 − P2|
ε
)
. 
Finally we state the following which is the key lemma in this section and plays an impor-
tant role in the proof of the maximization problem in Section 5. The proof of it is delayed to
Appendix A.
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Jε
(
K∑
i=1
Pwi
)
= εN
{
KI (w)− 1
2
(
γ + o(1)) K∑
i=1
e(−1/ε)ψε,Pi (Pi )
− (γ + o(1)) K∑
i,l=1, i =l
w
( |Pi − Pl |
ε
)}
, (2.8)
where γ is defined by (2.7).
3. An auxiliary linear problem
In this section we study an auxiliary linear problem which allows us to perform the finite-
dimensional reduction procedure in Section 4. The most important is that all the constants are
independent of ε.
Fix P ∈ Λ. Let X be defined by
X =
{
u ∈ H 1(B1/ε)
∣∣∣ u(y) = u(|y′|, yN ),
〈
u,
∂wi
∂yj
χi(y)
〉
ε
= 0,
i = 1, . . . ,K, j = 1, . . . ,N, and ∂u
∂ν
= 0 on ∂B1/ε
}
,
where the inner product is defined by
〈u,v〉ε =
∫
B1/ε
uv for u,v ∈ L2(B1/ε),
and χi(y) := χ(εy − Pi) is a cut-off function such that χ(z) = 1 for |z|  14δ and χ(z) = 0
for |z| > 12δ with δ small (actually we choose δ as in (1.5)). We consider the following linear
problem: Given h(y) = h(|y′|, yN) ∈ L2(B1/ε), find a function φ ∈ X satisfying
Lε[φ] := φ − φ + f ′
(
K∑
i=1
Pwi
)
φ = h+
∑
k,l
ck,l
∂wk
∂yl
χk(y) (3.1)
for some constants ck,l , k = 1, . . . ,K , l = 1, . . . ,N .
We have the following result:
Proposition 3.1. Let φ ∈ X satisfy (3.1). Then for ε sufficiently small and P ∈ Λ, we have
‖φ‖H 2(B1/ε) C‖h‖L2(B1/ε), (3.2)
where C is a positive constant independent of ε,P.
Proof. Suppose (3.2) is false, i.e., assume that
‖φ‖H 2 = 1, ‖h‖L2 = o(1).
Multiplying (3.1) by ∂wi χi(y) and integrating over B1/ε , we obtain∂yj
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k,l
ck,l
〈
∂wk
∂yl
χk(y),
∂wi
∂yj
χi(y)
〉
ε
+
〈
h,
∂wi
∂yj
χi(y)
〉
ε
=
〈
φ − φ + f ′
(
K∑
i=1
Pwi
)
φ,
∂wi
∂yj
χi(y)
〉
ε
. (3.3)
From the assumption and the exponential decay of w one finds〈
h,
∂wi
∂yj
χi(y)
〉
ε
= o(1).
Integrating by parts, we deduce〈
φ − φ + f ′
(
K∑
i=1
Pwi
)
φ,
∂wi
∂yj
χi(y)
〉
ε
=
〈

(
∂wi
∂yj
χi(y)
)
− ∂wi
∂yj
χi(y)+ f ′
(
K∑
i=1
Pwi
)
∂wi
∂yj
χi(y),φ
〉
ε
=
〈(
f ′
(
K∑
i=1
Pwi
)
− f ′(wi)
)
∂wi
∂yj
χi(y),φ
〉
ε
+
〈
2∇y ∂wi
∂yj
∇yχi + (χi)∂wi
∂yj
,φ
〉
ε
= o(1).
Thus it is easy to see that (3.3) becomes
ci,j = o(1), i = 1, . . . ,K, j = 1, . . . ,N. (3.4)
To obtain a contradiction, we introduce a new function
φi(y) = χ ′i (y)φ(y), y ∈ B1/ε, (3.5)
where χ ′i (y) := χ ′(εy − Pi) is another cut-off function such that χ ′(z) = 1 for |z|  12δ and
χ ′(z) = 0 for |z| > 32δ. Note that χi(y)χ ′i (y) = χi(y) for all y ∈ B1/ε .
Then the condition 〈φ, ∂wi
∂yj
χi(y)〉ε = 0 is equivalent to〈
φi,
∂wi
∂yj
χi(y)
〉
ε
= 0.
It is easy to compute that φi satisfies
φi − φi + f ′
(
K∑
i=1
Pwi
)
φi =
∑
j
ci,j
∂wi
∂yj
χi(y)+ hχ ′i + 2∇φ∇χ ′i +
(
χ ′i
)
φ.
Then a contradiction argument similar to that of Proposition 3.1 of [12] gives
‖φi‖2H 2(B1/ε)  C‖hχi‖
2
L2(B1/ε)
+C∥∥2∇φ∇χi + (χi)φ∥∥2L2(B1/ε). (3.6)
Next, we decompose
φ =
K∑
φi +Φ,
i=1
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Φ −Φ + f ′
(
K∑
i=1
Pwi
)
Φ = h
(
1 −
K∑
i=1
χ ′i
)
− 2
K∑
i=1
∇φ∇χ ′i −
K∑
i=1
(
χ ′i
)
φ.
By standard regularity theorem, we get
‖Φ‖2
H 2(B1/ε)
 C
∥∥∥∥∥h
(
1 −
K∑
i=1
χ ′i
)∥∥∥∥∥
2
L2(B1/ε)
+C
∥∥∥∥∥2
K∑
i=1
∇φ∇χ ′i +
K∑
i=1
(
χ ′i
)
φ
∥∥∥∥∥
2
L2(B1/ε)
.
(3.7)
Combining (3.6) and (3.7), we get
‖φ‖2
H 2  C
∥∥∥∥∥
K∑
i=1
φi
∥∥∥∥∥
2
H 2
+C‖Φ‖2
H 2 C
K∑
i=1
‖φi‖2H 2 +C‖Φ‖2H 2
 C
(
K∑
i=1
∥∥hχ ′i∥∥2L2 +
∥∥∥∥∥h
(
1 −
K∑
i=1
χ ′i
)∥∥∥∥∥
2
L2
)
+C
K∑
i=1
∥∥2∇φ∇χ ′i + (χ ′i )φ∥∥2L2
 C‖h‖2
L2 + o(1)‖φ‖2H 2,
where we omit the argument B1/ε .
This gives ‖φ‖H 2(B1/ε) = o(1). A contradiction!
Thus we finish the proof of Proposition 3.1. 
Proposition 3.2. Given h(y) = h(|y′|, yN) ∈ H 2(B1/ε). For ε > 0 sufficiently small, there exists
a unique pair (φ, c) = (φ, {ci,j }i=1,...,K, j=1,...,N ) such that φ ∈ X and
Lε[φ] = h+
∑
i,j
ci,j
∂wi
∂yj
χi(y). (3.8)
Moreover, we have
‖φ‖H 2(B1/ε) C‖h‖L2(B1/ε) (3.9)
for some positive constant C.
Proof. The inequality (3.9) follows from Proposition 3.1 and (3.4). In the following, we will
prove the existence of φ.
Observe that φ satisfies (3.8) if and only if φ ∈ X satisfies
∫
B1/ε
(∇φ∇ψ + φψ)−
〈
f ′
(
K∑
i=1
Pwi
)
φ,ψ
〉
ε
= −〈h,ψ〉ε, ∀ψ ∈ X.
This equation can be written as
φ + S(φ) = h¯ in X, (3.10)
where h¯ is defined by duality and S :X → X is a linear compact operator.
Y. Wang / J. Math. Anal. Appl. 331 (2007) 927–946 937Using Fredholm’s alternative, showing that Eq. (3.10) has a unique solution for each h¯, is
equivalent to showing that the equation has a unique solution for h¯ = 0, which in turn follows
from Proposition 3.1 and the proof is complete. 
Thus, if φ is the unique solution given in Proposition 3.2, we can write
φ =Aε(h). (3.11)
Then (3.9) is rewritten as∥∥Aε(h)∥∥H 2  C‖h‖L2 . (3.12)
4. Liapunov–Schmidt reduction: A nonlinear problem
In this section we reduce problem (1.2) to a finite-dimensional one.
For ε small and for P = (P1, . . . ,PK) ∈ Λ, we are going to find a function φε,P ∈ X such that
for some constants ci,j , i = 1, . . . ,K , j = 1, . . . ,N, the following equation holds true

(
K∑
i=1
Pwi + φ
)
−
(
K∑
i=1
Pwi + φ
)
+ f
(
K∑
i=1
Pwi + φ
)
=
∑
k,l
ck,l
∂wk
∂yl
χk(y) in B1/ε. (4.1)
In order to solve (4.1), we can rewrite this equation as
φ − φ + f ′
(
K∑
i=1
Pwi
)
φ = −Sε
(
K∑
i=1
Pwi
)
+Nε,P(φ)+
∑
k,l
ck,l
∂wk
∂yl
χk(y),
where
Sε(u) = u− u+ f (u)
and
Nε,P(φ) = −
[
f
(
K∑
i=1
Pwi + φ
)
− f
(
K∑
i=1
Pwi
)
− f ′
(
K∑
i=1
Pwi
)
φ
]
. (4.2)
Lemma 4.1. For P ∈ Λ and ε small enough, we have∥∥Nε,P(φ)∥∥L2  C‖φ‖1+σH 2 , (4.3)∥∥Nε,P(φ1)−Nε,P(φ2)∥∥L2  C(‖φ1‖σH 2 + ‖φ2‖σH 2)‖φ1 − φ2‖H 2, (4.4)∥∥∥∥∥Sε
(
K∑
i=1
Pwi
)∥∥∥∥∥
L2
Ce−((1+σ)/2)(1/ε)ϕ(P1,...,PK) (4.5)
for ‖φ‖H 2 + ‖φ1‖H 2 + ‖φ2‖H 2  1.
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such that
f
(
K∑
i=1
Pwi + φ
)
− f
(
K∑
i=1
Pwi
)
= f ′
(
K∑
i=1
Pwi + θφ
)
φ.
Since f ′ is Hölder continuous with exponent σ , we deduce∣∣∣∣∣f
(
K∑
i=1
Pwi + φ
)
− f
(
K∑
i=1
Pwi
)
− f ′
(
K∑
i=1
Pwi
)
φ
∣∣∣∣∣C|φ|1+σ ,
which implies (4.3). The proof of (4.4) goes along the same way.
As for the inequality (4.5), observe that
Sε
(
K∑
i=1
Pwi
)
= f
(
K∑
i=1
Pwi
)
−
K∑
i=1
f (wi).
Then the proof of it is similar to that of Lemma 3.3 of [12] and we omit here. 
Proposition 4.2. For P ∈ Λ and ε sufficiently small, there exists a unique φε,P ∈ X satisfy-
ing (4.1) and
‖φε,P‖H 2(B1/ε)  Ce−((1+σ)/2)(1/ε)ϕ(P1,...,PK). (4.6)
Proof. Let Aε be as defined in (3.11). Then (4.1) can be written as
φ =Aε
[
−Sε
(
K∑
i=1
Pwi
)
+Nε,P(φ)
]
. (4.7)
Define an operator Gε,P as
Gε,P :X ∩H 2(B1/ε) → H 2(B1/ε),
Gε,P(φ) =Aε
[
−Sε
(
K∑
i=1
Pwi
)
+Nε,P(φ)
]
for φ ∈ X ∩H 2(B1/ε). We are going to show that the operator Gε,P is a contraction on
Dδ ≡
{
φ ∈ X ∩H 2(B1/ε)
∣∣ ‖φ‖H 2(B1/ε) < δ}
if δ is sufficiently small. By (3.12) and Lemma 4.1, for ε sufficiently small, we have
∥∥Gε,P(φ)∥∥H 2(B1/ε) C
(∥∥∥∥∥Sε
(
K∑
i=1
Pwi
)∥∥∥∥∥
L2(B1/ε)
+ ∥∥Nε,P(φ)∥∥L2(B1/ε)
)
C
(
δε + c(δ)δ
)
,
where δε = e−((1+σ)/2)(1/ε)ϕ(P1,...,PK) and c(δ) → 0 as δ → 0. Similarly we have∥∥Gε,P(φ1)−Gε,P(φ2)∥∥H 2(B1/ε) C∥∥Nε,P(φ1)−Nε,P(φ2)∥∥L2(B1/ε)
 1‖φ1 − φ2‖H 2(B1/ε),2
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a unique fixed point φε,P ∈ X ∩H 2(B1/ε) which is a solution of (4.1). What is more,
‖φε,P‖H 2(B1/ε)  C
(
δε + c(δ)‖φε,P‖H 2(B1/ε)
)
,
we get
‖φε,P‖H 2(B1/ε)  Cδε,
thus the proof of Proposition 4.2 is complete. 
In the remaining part of this section we will show that φε,P is C1 in P. The proof of this result
is similar to that in [18]. We reproduce the proof here for completeness.
Proposition 4.3. Let φε,P be defined by Proposition 4.2. Then φε,P is of class C1 in P.
Proof. Consider the following map Hε :Λ × X ∩ H 2(B1/ε) × RNK → X ∩ H 2(B1/ε) × RNK
of class C1:
Hε(P, φ, c) =
⎛
⎜⎜⎜⎝
(− 1)−1(Sε(∑Ki=1 Pwi + φ))−∑i,j ci,j (− 1)−1( ∂wi∂yj χi(y))
〈φ, (− 1)−1( ∂w1
∂y1
χ1(y))〉ε
...
〈φ, (− 1)−1( ∂wK
∂yN
χK(y))〉ε
⎞
⎟⎟⎟⎠ .
(4.8)
Equation (4.1) is equivalent to Hε(P, φ, c) = 0. We know that, given P ∈ Λ, there is a unique
local solution φε,P, cε,P obtained with the above procedure. We prove that the linear operator
∂Hε(P, φ, c)
∂(φ, c)
∣∣∣∣
(P,φε,P,cε,P)
:X ∩H 2(B1/ε)×RNK → X ∩H 2(B1/ε)×RNK
is invertible for ε small. Then the C1-regularity of P → (φε,P, cε,P) follows from the Implicit
Function Theorem. Indeed we have
∂Hε(P, φ, c)
∂(φ, c)
∣∣∣∣
(P,φε,P,cε,P)
[ψ,d]
=
⎛
⎜⎜⎜⎝
(− 1)−1(S′ε(
∑K
i=1 Pwi + φε,P)(ψ))−
∑
i,j di,j (− 1)−1( ∂wi∂yj χi(y))
〈ψ, (− 1)−1( ∂w1
∂y1
χ1(y))〉ε
...
〈ψ, (− 1)−1( ∂wK
∂yN
χK(y))〉ε
⎞
⎟⎟⎟⎠ .
Since ‖φε,P‖H 2(B1/ε) is small, the same proof as in that of Proposition 3.1 shows that
∂Hε(P,φ,c)
∂(φ,c) |(P,φε,P,cε,P) is invertible for ε small.
This concludes the proof of Proposition 4.3. 
5. The reduced problem: A maximization procedure
In this section, we study a maximization problem.
Fix P ∈ Λ. Let φε,P be the solution given by Proposition 4.2. We define a new functional
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(
K∑
i=1
Pwi + φε,P
)
: Λ¯ → R. (5.1)
We shall prove
Proposition 5.1. For ε small, the maximization problem
max
{
Mε(P): P ∈ Λ¯
} (5.2)
has a solution P ε ∈ Λ.
Proof. Since Jε(
∑K
i=1 Pwi +φε,P) is continuous in P, the maximization problem has a solution.
Let Mε(P ε) be the maximum where P ε ∈ Λ¯.
We claim that P ε must stay in Λ.
We first obtain an asymptotic formula for Mε(P). In fact for any P ∈ Λ¯, we have
Mε(P) = Jε
(
K∑
i=1
Pwi
)
+ εN
{ ∫
B1/ε
K∑
i=1
(∇Pwi∇φε,P + Pwiφε,P)
−
∫
B1/ε
f
(
K∑
i=1
Pwi
)
φε,P +O
(‖φε,P‖2H 2)
}
= Jε
(
K∑
i=1
Pwi
)
+ εN
{ ∫
B1/ε
[
K∑
i=1
f (wi)− f
(
K∑
i=1
Pwi
)]
φε,P +O
(‖φε,P‖2H 2)
}
= Jε
(
K∑
i=1
Pwi
)
+ εN (O(e−(1+σ)(1/ε)ϕ(P1,...,PK))),
the last equality above thanks to Hölder inequality and (4.5), (4.6). Combining Lemma 2.5 with
Proposition 4.2, we have
Mε(P) = εN
{
KI (w)− 1
2
(
γ + o(1))
(
K∑
i=1
e−(1/ε)ψε,Pi (Pi )
)
− (γ + o(1))∑
k =l
w
( |Pk − Pl |
ε
)
+O(e−(1+σ)(1/ε)ϕ(P1,...,PK))
}
. (5.3)
Since Mε(P ε) is the maximum, we have
1
2
K∑
i=1
e
−(1/ε)ψε,P ε
i
(P εi ) +
∑
k =l
w
( |P εk − P εl |
ε
)
 1
2
K∑
i=1
e−(1/ε)ψε,Pi (Pi ) +
∑
k =l
w
( |Pk − Pl |
ε
)
+ o(1)
for any P = (P1, . . . ,PK) ∈ Λ¯. By ψε,P (P ) → 2d(P, ∂B1) and the exponential decay of w, we
conclude
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(
P ε1 , . . . ,P
ε
K
)
max
P∈Λ¯
ϕ(P1, . . . ,PK)− δ
for any δ > 0.
So ϕ(P ε1 , . . . ,P
ε
K) → maxP∈Λ¯ ϕ(P1, . . . ,PK) as ε → 0. By (1.6), we have P ε ∈ Λ. This com-
pletes the proof of Proposition 5.1. 
6. Proof of Theorem 1.1
In this section, we will finish the proof of Theorem 1.1.
Proof of Theorem 1.1. By Propositions 4.2 and 4.3, there exists ε0 > 0 such that for ε < ε0 we
have a C1 map which, to any P ∈ Λ¯, associates φε,P ∈ X such that
Sε
(
K∑
i=1
Pwi + φε,P
)
=
∑
k=1,...,K; l=1,...,N
ckl
∂wk
∂yl
χk(y) (6.1)
for some constants ckl ∈ RKN .
By Proposition 5.1, we have P ε ∈ Λ, achieving the maximum of the maximization problem
in Proposition 5.1. Let uε =∑Ki=1 PBε,Pε
i
w + φε,P ε . Then we have
DPi,j |Pi=P εi Mε
(
P ε
)= 0, i = 1, . . . ,K, j = 1 . . . ,N.
Hence we have∫
B1/ε
[
∇uε∇ ∂(Pwi + φε,P)
∂Pi,j
∣∣∣∣
Pi=P εi
+ uε ∂(Pwi + φε,P)
∂Pi,j
∣∣∣∣
Pi=P εi
− f (uε)∂(Pwi + φε,P)
∂Pi,j
∣∣∣∣
Pi=P εi
]
= 0
for i = 1, . . . ,K and j = 1, . . . ,N , which gives
∑
k=1,...,K; l=1,...,N
ckl
∫
B1/ε
∂wk
∂yl
χk(y)
∂(Pwi + φε,P)
∂Pi,j
∣∣∣∣
Pi=P εi
= 0. (6.2)
We claim that (6.2) is a diagonally dominant system. In fact, since φε,P ∈ X, we have that∫
B1/ε
∂wk
∂yl
χk(y)
∂φε,P
∂Pi,j
= −
∫
B1/ε
∂
∂Pi,j
(
∂wk
∂yl
χk(y)
)
φε,P

∥∥∥∥ ∂∂Pi,j
(
∂wk
∂yl
χk(y)
)∥∥∥∥
L2
‖φε,P‖L2
O
(
e−((1+σ)/2)(1/ε)ϕ(P ε1 ,...,P εK)
)
for P = P ε.
Thus Eq. (6.2) becomes a system of homogenous equations for ckl and the matrix of the
system is nonsingular. So ckl ≡ 0, k = 1, . . . ,K , l = 1, . . . ,N.
Hence uε =∑Ki=1 PBε,Pε w + φε,P ε is a symmetric solution of (1.2) about xN -axis.
i
942 Y. Wang / J. Math. Anal. Appl. 331 (2007) 927–946By our construction and Maximum Principle, it is easy to see that uε > 0 in B1. Moreover,
by (5.3), Jε(uε) → εNKI (w) and uε has only K local maximum points Qε1, . . . ,QεK . By the
structure of uε we see that (up to a permutation) |Qεi − P εi | = o(1). Hence ϕ(Qε1, . . . ,QεK) →
maxP∈Λ ϕ(P1, . . . ,PK). This proves Theorem 1.1. 
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Appendix A. Proof of Lemma 2.5
We prove the energy expansion formula in Lemma 2.5. We shall only prove the case when
K = 2. The other cases are similar.
By the definition of Λ, we have that d(Pi, ∂B1) > δ > 0, i = 1,2, |P1 − P2| > 2δ > 0.
Note that by Lemma 2.3 and similar arguments as in the proof of Lemma 5.1 of [26] we have
ε2
∫
B1
|∇PBε,P w|2 +
∫
B1
|PBε,P w|2
= εN
∫
Bε,P
f (w)PBε,P w
= εN
( ∫
Bε,P
f (w)w +
∫
Bε,P
f (w)(PBε,P w −w)
)
= εN
( ∫
RN
f (w)w − ϕε,P (P )
∫
Bε,P
f (w)Vε,P + o
(
ϕε,P (P )
))
= εN
( ∫
RN
f (w)w − ϕε,P (P )γ + o
(
ϕε,P (P )
))
since
γ =
∫
RN
f (w)V˜ =
∫
RN
f (w)e−y1
for any solution V˜ of (2.6) (see [26, Lemma 4.7]).
Similarly we have
∫
B
F(PBε,P w) = εN
( ∫
N
F (w)− ϕε,P (P )γ + o
(
ϕε,P (P )
))
.1 R
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B1
f (w1)Pw2 = εN
(
γ + o(1))w( |P1 − P2|
ε
)
+ εNo(ϕε,P2(P2)),
∫
B1
f (Pw1)Pw2 = εN
(
γ + o(1))w( |P1 − P2|
ε
)
+ εNo
( 2∑
i=1
ϕε,Pi (Pi)
)
.
Let δ > 0 be a sufficiently small number. We then have∫
B1
F(Pw1 + Pw2) =
∫
B1,1
F(Pw1 + Pw2)+
∫
B1,2
F(Pw1 + Pw2)+
∫
B1,3
F(Pw1 + Pw2)
= I1 + I2 + I3,
where Ii , i = 1,2,3, are defined at the last equality and
B1,1 =
{
x ∈ B1
∣∣∣ |x − P1| 1 − δ2 |P1 − P2|
}
,
B1,2 =
{
x ∈ B1
∣∣∣ |x − P2| 1 − δ2 |P1 − P2|
}
,
B1,3 = B1 \ (B1,1 ∪B1,2).
For I3, we have
|I3|C
∫
B1,3
(w1 +w2)2+σ = O
(
εNe−(1+σ/2)(1/ε)|P1−P2|
)
.
To estimate I1, we first observe that∫
B1,1
∣∣F(Pw1 + Pw2)− F(Pw1)− f (Pw1)Pw2∣∣
C
∫
B1,1
|Pw1|p2−σ |Pw2|1+σ
(
for 0 < σ < min
(
1, (p2 − 1)/2
))
O
(
εNe−(1+σ/2)(1/ε)|P1−P2|
)
since p2 − σ > 1 + σ.
Therefore, we have
I1 =
∫
B1,1
(
F(Pw1)+ f (Pw1)Pw2
)+O(εNe−(1+σ/2)(1/ε)|P1−P2|)
=
∫
B1
F(Pw1)+
∫
B1,1
f (Pw1)Pw2 +O
(
εNe−(1+σ/2)(1/ε)|P1−P2|
)
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[ ∫
RN
F(w)− γ ϕε,P1(P1)
]
+
∫
B1,1
f (w1)w2 +O
(
εNe−(1+σ/2)(1/ε)|P1−P2|
)
+ o
(
εN
2∑
i=1
ϕε,Pi (Pi)
)
.
Similarly,
I2 = εN
[ ∫
RN
F(w)− γ ϕε,P2(P2)
]
+
∫
B1,2
f (w2)w1
+O(εNe−(1+σ/2)(1/ε)|P1−P2|)+ o
(
εN
2∑
i=1
ϕε,Pi (Pi)
)
.
Hence
ε−NJε
( 2∑
i=1
Pwi
)
=
∫
B1/ε
[
1
2
( 2∑
i=1
(|∇Pwi |2 + (Pwi)2)
)
+ ∇Pw1∇Pw2 + Pw1Pw2
]
−
∫
B1/ε
F (Pw1 + Pw2)
=
∫
B1/ε
[
1
2
( 2∑
i=1
(|∇Pwi |2 + (Pwi)2)
)]
+
∫
B1/ε
f (w1)Pw2 −
∫
B1/ε
F (Pw1 + Pw2)
= 2I (w)+ 1
2
(
γ + o(1)) 2∑
i=1
ϕε,Pi (Pi)+
∫
B1/ε
f (w1)Pw2 −
∫
B1/ε,1
f (w1)w2
−
∫
B1/ε,2
f (w2)w1 + o
(
w
( |P1 − P2|
ε
))
= 2I (w)+ 1
2
(
γ + o(1)) 2∑
i=1
ϕε,Pi (Pi)−
(
γ + o(1))w( |P1 − P2|
ε
)
since ∫
B1/ε
f (w1)w2 =
(
γ + o(1))w( |P1 − P2|
ε
)
,
∫
B1,1
f (w1)w2 = εN
(
γ + o(1))w( |P1 − P2|
ε
)
,
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B1,2
f (w2)w1 = εN
(
γ + o(1))w( |P1 − P2|
ε
)
.
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