The Role of Emission Trading in Domestic Climate Policy

InTRoDuCTIon
With the arrival of a new US administration, the debate on climate policy in Washington has moved into high gear. There is widespread agreement that we need to set a price on carbon dioxide (CO 2 ) and perhaps other greenhouse gasses (GHGs); the question is how best to do this. Among economists, the two obvious candidates are an emissions tax or a cap-and-trade program. In the policy arena, cap and trade has emerged as the preferred approach in the U.S. While cap and trade and a tax both generate price signals, cap and trade has the advantage with the regard to the political economy of distributional concerns and the compensation of impacted sectors. This paper focuses on two specific issues in the design of a domestic cap and trade program for GHGs -whether the cap should be located upstream or downstream, and whether trading alone will suffice to achieve the desired reduction in GHGs or will need to be supplemented with some additional regulatory measures. The standard view -for example, Aldy and Pizer (2009) favors an upstream cap unaccompanied by complementary measures other than an R&D policy. Instead, I argue for a downstream cap accompanied, in addition to an R&D policy, by measures such as a renewable portfolio standard, efficiency standards for vehicles, appliances and buildings, and a low carbon fuel standard. 1 The standard view is that "there is no basis in economic theory nor any empirical evidence whatsoever" for what I am proposing.
2 It is necessary, therefore, to address both the theory and the empirical evidence before making my case.
Section 2 reviews the theoretical analysis supporting the standard argument for emission trading. Section 3 then examines in some detail the actual experience in the U.S. with emission trading for SO 2 , followed by a very brief discussion of trading for lead in gasoline, to see whether the assumptions used in the theory actually applied in practice, and whether the predictions generated by the theory were fulfilled. I will argue that what actually happened deviated in several important respects from what was supposed to happen according to the conventional theorizing, and therefore some aspects of the theory may need to be modified. Section 4 then goes on to discuss the design of a cap and trade program for GHG. Section 4.1 reviews the similarities and differences between the past regulation of air pollutants and the challenge posed by GHGs. Sections 4.2 and 4.3 make the case for a downstream cap and complementary policies. Section 5 closes with a few conclusions and caveats.
THEoRY oF EMISSIon TRADInG
While the concept of emissions trading as a strategy for controlling pollution was first proposed by Crocker (1966) and Dales (1968) , the first formal theoretical treatment was given by Montgomery (1972) . Montgomery's framing has remained the standard one and is commonly cited in the policy literature. 3 There are one or more polluting firms which face a choice between abating their emissions or participating in an emissions trading market. The decision is based on the criterion of profit maximization or, equivalently, cost minimization. Operating indexed by k = 1,..,N, who produce commodities using other commodities as inputs, like steel or electricity, and also using labor. 7 ≤ 0, j ≠ k). The production function for the k th producer is given in implicit form by f k (y k ,e k ;γ k ) = 0, where e k is the amount of pollutants emitted by the k th producer, treated for simplicity here as a scalar, and γ k is an index of the technology of production for the k th commodity, taken as exogenous. This representation of the production technology allows for pollution to be either an input to production or a joint product with output. On the consumption side, it is simplest to imagine a single, representative household which consumes commodities and supplies labor, with a utility function denoted u (x,e) , where x j is the consumption of the j th commodity, j = 1,..,N, x N+1 is the aggregate supply of labor, and e = Σ k e k is the aggregate emission of pollution. The household takes e as given. Commodity balance requires y
The vector of prices is given by p = (p 1 ,...,p N ,p N+1 ). Taking these prices as given, producers maximize profit subject to the production function, and the household maximizes utility subject to a budget constraint.
It should be noted that this general set-up is used both in the theoretical analyses of pollution abatement policy and also in the empirical analyses with computable equilibrium (CGE) models that have been employed in the U.S. to quantify the economic impacts of climate mitigation policy.
In the case of an emissions tax, market equilibrium involves each producer choosing inputs, output, and emissions so as to maximize profit, Σ j p j y k j -τe k , where τ is the unit emissions tax, assumed constant. With emissions trading, each producer maximizes profit, Σ j p j y k j -τ(e k -A k ), where A k is the initial allotment of emission permits and τ is the unit price of emission permits in the market which adjusts endogenously so that aggregate emissions just match the preset cap, Σ k e k = -e ≡ (Σ k A k ). This formulation of the emissions trading equilibrium assumes no market power, and no non-linearity in the cost of purchasing or using emission permits. Given those assumptions, it follows that the equilibrium vector of commodity prices and the wage rate, p*, and the equilibrium price of emissions permits, τ*, depend on the aggregate cap on emissions, -e, but not on the particular pattern of the individual allotments (A 1 ,…,A N ): p * j = p * j ( -e; γ 1 ,...,γ N ) j = 1,…,N+1 and τ * = τ * ( -e; γ 1 ,...,γ N ). Moreover, the outcome with the emissions market is identical to the outcome with an emissions tax if the tax rate is set equal to τ*. Both equilibria achieve the given overall level of emissions -e at minimum aggregate cost. This simple framework generates the key insights regarding the design of a cap-and-trade system which are ubiquitous in the literature. First, the literature emphasizes the role of price changes as the drivers of behavioral change. Consider, for example, what happens when a price is put on CO 2 emissions from fossil fuel use, through either a tax on CO 2 or a cap on the CO 2 associated with fossil fuel production. The prices of fossil fuels rise to reflect the carbon price signal. As a result, the demand for fossil fuels falls. In turn this may lower fossil fuel producers' demands for their inputs, reducing those prices and passing the cost burden backward as well as forward along the supply chain. Similarly, commodities which are fossil-fuel intensive become more expensive, leading to a reduction in their demand. At the same time, there is increased demand for inputs that might reduce the generation of emissions, including inputs to abatement and substitutes for fossil fuels such as renewables. These changes radiate throughout the economy, inducing a suite of price-driven demand and supply responses in sectors both upstream and downstream of the sectors that are taxed or capped.
Second, because equilibrium prices are the same economy-wide with an emissions market and with an emissions tax that induces the same reduction in aggregate emissions, -e, it makes no difference in theory which instrument is used -the two are economically equivalent.
8 Third, because the economy-wide equilibrium prices are independent of the initial allocation of emission permits among individual producers, it makes no difference in theory whether there is an upstream cap (the point of regulation is the point of entry of fossil fuels into the economy, i.e., the point of extraction, processing or distribution) or a downstream cap (the point of regulation is the end user of the fossil fuels where combustion occurs, or the end user of energy derived from fossil fuels) -the two are economically equivalent.
9
A question arises: given that an incentive-based regulation is introduced at some point in the economy -whether upstream, downstream, or somewhere inbetween, and whether in the form of a cap-and-trade system or an emissions tax -where is the main response to the resulting price changes located? Obviously, responses can occur throughout the economy. But, does more of the adjustment occur within the particular sector that is the point of regulation (intra-sectoral adjustment), 10 or does more of the adjustment occur in the other sectors (intersectoral adjustment)? Suppose, for example, that the electricity generation sector is the point of regulation. Is the main economic response a change in how electricity is produced, or is it a reduction in the downstream demand for electricity due to 8. As in footnote 3, I assume auctioning of permits and lump-sum disposition of tax revenues. 9. There are some caveats to the equivalence result (Pizer, 2007) . The administrative costs of an upstream and downstream cap may be different (the former are very likely to be lower). Because of administrative costs, the coverage of the cap is likely to be different, with an upstream cap more comprehensive. Also, the equivalence may not hold if there are deviations from perfect competition in some economic sectors -for example, if the railroads which deliver low-sulfur coal have market power, or the rates charged by pipeline companies are regulated, or there are long-term fuel supply contracts that do not allow for price adjustments.
10. Intra-sectoral adjustment would include input substitution and changes in the choice of technique by firms in the regulated sector. Another form of intra-sectoral adjustment arises when there is heterogeneity among establishments within the sector reflecting differences in capital vintage and/or productivity: intra-industry reallocation can then arise from exit or entry (Melitz, 2003) . To the extent that empirical CGE models represent the regulated sector as a homogeneous entity characterized in terms of a single representative firm, while this may be able to capture input substitution and changes in the choice of technique, it may not account adequately for entry and exit of heterogeneous producers.
an increase in its price?
11 While the answer is an empirical issue, it is worth noting that price-driven inter-sectoral adjustment is strongly emphasized by writers in the policy literature arguing the case for an upstream cap on emissions.
12
The theoretical model on which these predictions -the equivalence of an appropriately structured emissions tax and a trading system, and the equivalence of appropriately structured upstream and downstream caps -are based simplifies reality in several important respects, in addition to the linearity noted above. It is a purely static model. There is no distinction between capital cost and operating cost, no fixed capital, no investment, and no allowance for time lags associated with the turnover in capital. Also, technology (and tastes) are fixed. The question to be addressed next is whether the actual experience with emissions trading conformed to the assumptions of the model and matched its predicted outcomes.
THE EXPERIEnCE WITH EMISSIon TRADInG
The Reduction in Emissions
While there have now been several emission trading systems, trading in sulfur dioxide (SO 2 ) emission permits under the Title IV Acid Rain program of the 1990 US Clean Air Act (CAA) Amendments is widely cited as the poster child for the cap and trade approach. Accordingly, I focus primarily on that program, with a brief note on another U.S. trading program, for lead used by refineries, at the end of this discussion.
The SO 2 component of Title IV covers emissions from fossil-fuel burning power plants located in the continental 48 states of the United States. The program was instituted in two phases. During Phase I, lasting from 1995 through 1999, electricity generating units larger than 100 MWe in generating capacity, and with an annual average emission rate greater than 2.5 pounds of SO 2 per million Btu of heat input in 1985, were required to reduce emissions to a level that would be, on average, no greater than 2.5 pounds of SO 2 per million Btu of heat input. 13 In Phase II, beginning in 2000, the program was expanded to include fossil-fuel electricity generating units greater than 25 MWe, or virtually The total SO 2 emissions from the generating units covered by Phase I had been 9.4 million tons in 1980 and 8.7 million tons in 1990. In Phase I these units' SO 2 emissions were capped at 5.5 million tons; by 1999, their actual emissions were 3.5 million tons, a reduction of almost 60% compared to the 1990 emissions.
14 With Phase II, the total SO 2 emissions from the units covered in that phase had been 17.3 million tons in 1980 and 15.7 million tons in 1990. These units' emissions were capped at a declining rate, starting at 10 million tons in 2000 and declining to 8.95 million tons in 2010, remaining fixed at that level thereafter. In 2008, these units' emissions were capped at 9.5 million tons, but their actual emissions were 7.6 million tons, a reduction of almost 52% compared to the 1990 emissions.
15
How did the reductions in emissions come about? One option for the owner of a regulated unit was to install a flue gas desulfurization system (scrubber) if there was not one already. In 1991, there were 155 generating units with scrubbers in the US; by 1998, 192 units had scrubbers; and by 2007, 247 units had scrubbers. 16 The number of scrubbers retrofitted for Phase I was about half the number that had been projected before emission trading began. Nevertheless, it is estimated that, by 2001, 37% of the SO 2 emission reductions was due to the installation of scrubbers.
17 Thus, installation of scrubbers was an important part of the response, but not the dominant part.
Another option was to change the dispatch order, switching generation from a coal-fired unit to a nuclear unit, which generates no SO 2 , or a natural gas unit, which generates only trace amounts of SO 2 . Moreover, there was a shift from coal to natural gas in the construction of new generating units. 18 This made a relatively limited contribution to the reduction of SO 2 emissions in Phase I, since trading was then limited to coal-fired units, but it became more important in Phase II. Ellerman and Dubroeucq (2004) estimate that the reduction in SO 2 emissions due to the introduction of efficient new combined-cycle natural gas plants accounts for about 13% of the SO 2 emission reduction occurring between 1994 and 2002.
In fact, the largest component of the reduction in SO 2 emissions was due to other factors which were essentially innovations in the production of low-14. These data pertain to Table A emission electricity. Ellerman and Dubroeucq (2004) estimate that about 85% of the reduction in SO 2 emissions between 1994 and 2002 was associated with a reduction of emissions at individual generating units (i.e., cleaning up old plants) as opposed to switching generation from high-to low-emitting units. As noted above, some of this reduction was due to the retrofitting of scrubbers. But, the remainder -about half or more of the total reduction in SO 2 emissions -was due to two factors other than the retrofitting of scrubbers and the substitution of gas or nuclear for coal, namely a switch from high-to low-sulfur coal, and a substantial reduction in capital and operating costs for both new and existing scrubbers.
Coal switching, in part, involved the introduction of western lowsulfur coal to power plants in the Midwest. This was a consequence of railroad deregulation in 1976 and 1980, which gave railroads greater operating freedom. The result was more efficient railroads, lower costs of operation, and more competition for freight. Busse and Keohane (2007) show that the two dominant railroads in the Powder River Basin (PRB), the source of western low-sulfur coal, engaged in price discrimination, raising the rates to transport coal to captive western power plants but lowering them for power plants in the Midwest.
19 Price discrimination aside, Burtraw (1996) points out that the railroads engaged in major investment initiatives to expand the capacity for transporting PRB coal and lower the cost, including laying more track, and innovations in train technology such as increasing the size of unit trains and the number of locomotives, using aluminum cars, improving motors, and raising car dump speed. Burtraw (2000) refers to this as a "realignment of investment plans" and comments: "[t]his is not the usual form of innovation imagined as part of technical change. However, it does represent a diffusion of new technology and an organizational adaptation to market opportunity."
In 1990, PRB coal had accounted for less than 20% of the coal burned at Table A power plants west of the Mississippi; in 1999, it accounted for 95%.
20
East of the Mississippi, PRB coal accounted for about 40-50% of the coal burned at Table A plants by 1999. The boilers in the Midwest units had been designed to burn bituminous Midwestern coal. "It was always recognized," Ellerman (2003, pp 30-31) notes, "that these units could be converted to the use of sub-bituminous coals, but the higher water and ash content of the latter would lead to a significant derating, or reduction, in the generating capacity of the unit. As a result, it was expected that the predominantly high-sulfur burning units in the Midwest would either install scrubbers or switch to low-sulfur bituminous coal produced in the Appalachian region. As the effects of rail deregulation increasingly reduced the significant transportation component in the cost of western low sulfur, sub-bituminous coals delivered to the Midwest, power plant engineers began to experiment with blending these coals with locally produced high-sulfur 19. Railroad rates for coal shipments from the PRB to the Midwest fell by more than half between 1983 and 1993; much of this decline occurred before the enactment of Title IV (Ellerman and Montero, 1998) .
20. Busse and Keohane (2007) .
/ 81 The Role of Emission Trading in Domestic Climate Policy / 81 bituminous coals…. [T] he answer emerged that, depending on the unit and the coals being blended, mixtures of up to 60% of low-sulfur, sub-bituminous coal (and sometimes higher) could be used without significant derating in the generating capacity of the unit." This development was "not observed before and not expected." It was a refinement of known technology, but nevertheless an innovation.
In addition to western coal, there were what Ellerman (2003) calls "[o] ther cost-reducing changes that might be termed innovations" in the other major coal production regions. "Mid-sulfur coal mines were developed in the Midwest where none existed before. … A similar shifting downward of the average sulfur content of coal being supplied was observed in Northern Appalachia, the other high-sulfur coal-producing region. … The causes were new mines now made economic in local markets, changes in mining practices that reduced the sulfur content of coal being already mined, and increased sulfur removal in coal preparation plants."
There was also innovation with regard to scrubbers. The price of new scrubbers dropped by nearly half between 1989 and 1994. 21 The operating efficiency increased, the average removal efficiency of new scrubbers rising from about 85% before 1992 to about 95% by 1995. 22 Also, there was an increase in the utilization of the retrofitted scrubbers.
23 As a result, there was a substantial reduction in the cost of using scrubbers; Ellerman (2003) estimates that scrubber O&M costs fell from an anticipated $464 per ton of SO 2 removed prior to Phase I, to $286 during Phase I, and $204 during Phase II.
24
Another factor which Burtraw (1996) called "cost savings without emissions trading" is that the act of giving plant operators the freedom to choose between buying emission allowances, installing a scrubber, changing the dispatch order and switching fuels created an element of competition among the suppliers of inputs to abatement that was not formerly present. By itself, the enhanced competition among abatement alternatives caused a reduction in the cost of abatement.
In short, " [w] hat emerges from the experience with Title IV," Ellerman (2003, p.32) notes, "is that [abatement] costs are lower for reasons beyond the ability to trade emission reductions among sources." Carlson et al. (2000) estimate that, for a typical coal-fired generating unit, the marginal cost of abatement fell by about $250 per ton of SO 2 between 1985 and 1995. This should be compared to a 1985 marginal cost of about $360 per ton at the pre-Title IV level of abatement, and a 1985 estimated marginal cost of about $540 per ton at the full Title IV level 21 . GAO (1994) ; Taylor, Rubin and Hounshell (2003) . 22. Popp (2003) . 23. Ellerman and Montero (1998); Ellerman (2003) notes a 25% higher utilization of the retrofitted units. Some utilities with scrubbers actually increased their usage of higher-sulfur coal because it was cheaper and thus more profitable to use when combined with a scrubber.
24. See also Taylor (2001) . Popp (2003) shows that scrubber O&M costs at covered units declined by about 22% during Phase I. of abatement. 25 Carlson et al. estimate that $200 of the cost reduction was due to the decline in the price of low-sulfur coal between 1985 and 1995, while $50 was due to innovations in abatement technology between 1985 and 1995.
Whether or not these innovations constituted technological change is a matter of terminology. Scrubbers became cheaper, as noted above, but there does not appear to have been any fundamental change in scrubber technology. The data on patent counts relating to post-combustion SO 2 control technology actually show a decline in the number of new patents starting around 1990, and steepening after 2001. 26 Moreover, there was no obvious boost to other low-emission technologies for coal combustion such as Integrated Gasification Combined Cycle (IGCC) which results in lower emissions of SO 2 , particulates and mercury as well as improved combustion efficiency compared to conventional pulverized coal.
27
Developments like the burning of low-sulfur coal in boilers designed for highsulfur coal and the increased operating efficiency of scrubbers were primarily refinements in operating practices rather than fundamentally new technologies.
One should also note what did not happen. Despite increased demand, the prices of inputs used for the abatement of SO 2 in electricity production did not rise -as indicated, they fell. And there was virtually no discernible increase in the price of electricity as a result of the Title IV program. The total value of electricity sales in 2000 was $233 billion while the total cost of compliance with the Phase II program that year is estimated to have been about $1.5 billion (i.e., about 0.6% of sales).
28 Moreover, the retail price of electricity fell continuously throughout this period from (in $2000) 9.7 cents per Kwh in 1982 to 8.05 cents in 1990, 7.66 cents in 1994, and 6.81 cents in 2000.
29 Thus, although SO 2 abatement may have raised the cost of electricity production by about 0.6% in 2000 compared to prePhase I, the retail price of electricity fell by more than 10% between 1994 and 25. The marginal cost of abatement rises with a higher level of abatement. These figures are in $1995 and are derived from Carlson et al. (2000, figure 2 ).
26. By 2004, the annual number of new patents was less than half the annual average for the period 1975 -1989 (Taylor, 2008 . Popp (2003) shows that there is a correlation between the increase in scrubber operating efficiency after 1990 and the cumulative stock of new patents issued after 1990. But it is not clear whether the specific focus of post-1990 patents related to operating efficiency, or that the relationship found by Popp is a causal one. The cumulative stock of new patents may function in his regression as something rather similar to a time trend.
27. There are currently only two IGCC plants generating power in the U.S., which started operating in 1995 and 1996; several new IGCC plants are expected to come online in the U.S. around 2012-2020. 
2000
. 30 There also was no obvious reduction in the production of electricity -net generation grew from 3,247 billion Kwh in 1994 to 3,802 billion Kwh in 2000 (an increase of 17%). 31 It also appears that the cap on SO 2 emissions had virtually no effect in promoting either energy conservation or the use of renewable sources of electricity. Net generation from renewables rose only about 6% from 337 billion Kwh in 1994 to 357 billion Kwh in 2000. One provision of Title IV created the Conservation and Renewable Energy Reserve, under which bonus allowances worth 300,000 tons of SO 2 were set aside to be allocated to utilities for energy efficiency and renewable energy development.
32 However, little use was made of these allowances; as of February 2002, only about 49,000 of these allowances had been awarded (Vine, 2003) .
In summary, actual SO 2 emissions were reduced from 15.7 million tons in 1990 to 11.2 million tons in 2000, and 7.6 million tons in 2008. But, the way in which the reduction occurred was not exactly what would be predicted based on the static model in section 2. Induced innovation within the electricity sector and its immediate suppliers played a key role, whether in the form of market evolution associated with increased competition, or operational innovations by coal producers, railroads, boiler operators, and scrubber manufacturers and operators. The trading program triggered a rush to find new ways of reducing SO 2 emissions at a lower cost, which built on other innovations associated with railroad deregulation that were already under way. There were not only movements along demand and supply curves in the various sectors of the economy but also shifts in those curves induced by changes in market structure and production innovations. In the terminology used above, what happened was a shift in some of the γ j 's. Some of this may perhaps also be interpreted as a reduction in X-inefficiency within the electricity generation industry triggered by a tighter regulatory cap on pollution emissions and increased competition among abatement options. 33 30. Some of the price decline may have been a consequence of the restructuring of the electricity industry starting in the mid-1990s, but not much. Roughly 20% of the generating capacity was affected by restructuring. Bushnell and Wolfram (2005) find that restructuring had little positive and possibly negative impacts on fuel efficiency. Fabrizio, Rose and Wolfram (2007) find that, between 1990 and 1999, restructuring reduced labor and nonfuel expenses by about 3-5% in restructured plants relative to other plants, and those expenses amount to about 25% of the cost of electricity generation.
31. This is consistent with Ellerman's (2003) assumption that "no emissions reduction can be attributed to changes in demand [for electricity]." He continues: "Since the demand for electricity is price inelastic, the cost of SO 2 controls is relatively small on a kilowatt-hour basis, and the major element determining the dispatch, or utilization, of individual generating plants is the cost of fuel, the error arising from assuming no effect on demand is probably small." 32. Of this amount, 60,000 tons were set aside just for renewables. Note that participation was limited to utilities; end users and energy service companies could not claim allowances.
33. The existence of X-inefficiency in electricity generation has been suggested by Stevenson (1982) and Nelson and Primeaux (1988) among others.
Emission Trading as a Performance Standard for So 2
These observations should not be seen as an indication that the introduction of emission trading for SO 2 was unimportant or of little economic benefit. Even setting aside the substantial reduction in SO 2 emissions mandated by Title IV of the 1990 CAA Amendments, the manner in which the emission reduction was regulated was a significant improvement compared to the prior regulatory regime established under the 1970 Clean Air Act and the 1977 CAA Amendments.
Under the prior regime, power plants in existence when the regulations implementing the 1970 CAA became effective in 1971 had to meet emission rate limits imposed by State Implementation Plans (SIPs), which the individual states were required to develop to ensure compliance with National Ambient Air Quality Standards (NAAQS) for six "criteria" air pollutants, including SO 2 . New power plants constructed after that date were regulated more stringently. They were required to meet the New Source Performance Standard (NSPS) which included an emissions limit of 1.2 pounds of SO 2 per million Btu of heat input (the limit that was subsequently imposed on all power plants under Phase II of Title IV). Following the 1977 CAA Amendments, the NSPS for SO 2 was modified to require the installation of a scrubber in new power plants, ruling out any reliance on low-sulfur coal alone.
While the emissions limit established under Phase II of Title IV is the same as the prior NSPS limit, the Title IV program is vastly more flexible. Installation of a scrubber is no longer required. A power plant operator is free to use low-sulfur coal, vary the dispatch order, substitute emissions among facilities and/or purchase emission allowances in order to comply with the emissions limit. The reduction in the costs of a scrubber has already been noted. One factor that may have contributed is the flexibility provided by Title IV with regard to redundant scrubber capacity (Burtraw, 1996) . Before the 1990 CAA Amendments, scrubber systems usually included a spare module to maintain low emission rates when any one module became inoperative. The alternatives afforded by Title IV lessened the need to install a spare module, thereby reducing the capital cost of a new scrubber. The key point is that, instead of mandating a particular abatement technology, Title IV established a performance standard for SO 2 .
A performance standard is economically superior to a technology standard because it allows firms to attain the given emission limit at a minimum cost. Much of the existing policy literature on emission trading has focused on differences in the marginal cost of SO 2 abatement among different electricity generating units and the resulting gains from trade if emission reduction can be shifted from high-to low-cost units. 34 In this view, emission trading is advantageous because it reallocates emission reduction among production units in a long-run cost-minimizing manner. 
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But, there are other forms of cost-minimization which become available through emission trading. These are associated with short-run, cost-minimizing operating flexibility as opposed to long-run cost-minimizing reallocation of emission reduction. One form of operating flexibility is the ability of a power company controlling several units to reallocate abatement among alternative units in order to cope with short-run fluctuations in operating conditions. Another source of flexibility is the ability to reallocate emission reductions over time. Companies can better control the timing of investment in new lumpy capital in an economically opportune manner. If interest rates are low, for example, a company can install new abatement equipment before it is fully needed, and either bank or sell the excess emission reduction; or, a company can postpone abatement investments until more favorable financial circumstances arise, buying emission allowances in the interim.
A third source of operating flexibility arises from the firm's ex ante uncertainty regarding what its emissions will be during the relevant regulatory period. This is only one of several sources of uncertainty that may confront participants in an emissions market. There is also likely to be uncertainty about future emission permit prices and abatement costs, and perhaps also uncertainty about prices in output markets and regulatory uncertainty regarding the administration of the emission trading system. These all can affect firms' decisions regarding investment in abatement (e.g., the installation of a scrubber) and participation in buying or selling emission permits. 35 But, uncertainty about emissions is surely ubiquitous. A power plant operator cannot know what the demand for electricity will be next week, let alone for the rest of the year, and he cannot be sure of future prices for fuels of different sulfur content. 36 The significance of this is that SO 2 and other emissions markets are designed so that production and compliance are asynchronous: emissions occur during a particular period (the calendar year, for SO 2 ) while the emissions permits must be turned over at the end of the period, or shortly thereafter. 37 Buying permits is a way to hedge against the uncertainty regarding emissions. Emissions permits have a convenience value (Burtraw, 1996) which physical abatement equipment lacks: if there is a shortfall on December 31, say, it is possible to acquire additional permits in the last minute, but it is too late to lower the year's emissions by installing a scrubber. 36. Ellerman and Montero (2007, p.50) . 37. SO 2 permits for a given calendar year must be turned in to the EPA by February 28 of the following year. By contrast, the model in section 2 characterizes the decision as synchronous -i.e., the allowance constraint is binding at the exact moment when the emissions decision is made. The asynchronicity is discussed by Carlson and Sholtz (1994) .
38. In addition, the purchase of permits is reversible (the permits can be resold), while the installation of a scrubber is irreversible; the difference in reversibility gives rise to an option value for permits (Chao and Wilson, 1993) . Rousse and Sevi (2005) analyze the implications of emission uncertainty for permit banking.
Thus, given the asynchronicity between emissions and the surrender of emissions permits, the ex ante uncertainty regarding emissions is a reason to purchase or sell permits at the end of the compliance period when actual emissions become known.
39 This is separate from the motivation created by the time value of money, which forms the basis for the analyses of intertemporal permit use in Rubin (1996) , Kling and Rubin (1997) and Holland and Moore (2008) . 40 Moreover, the asynchronicity complicates any assessment of the empirical relationship between permit allocations and emissions. The linear version of the theoretical model in section 2 implies that emissions are independent of the initial allocation of permits; but, as noted, if the firm is risk averse or there are nonlinear transaction costs or other nonlinearities, the allocation should affect the firm's choice of emissions. Even if this were true, however, with asynchronicity and uncertainty about emissions there need not be a tight link between the permit allocation and actual emissions. Short-run operating flexibility and long-run reallocation of emission reduction both provide motives to buy and sell emissions permits, but they are distinct phenomena and they serve different purposes. Operating flexibility, while economically valuable, does not necessarily lead to a long-run reallocation in emission reduction. For example, changing the dispatch order is a short-run fix to reduce emissions but with growth in power demand it is not necessarily a substitute for the installation of new, low-emitting generation capacity in the long-run. Thus, short-run flexibility and long-run reallocation of emission reductions are likely to lead to different patterns of participation in the emissions market, including a different timing and perhaps a different level of participation. Nevertheless, the existing literature, including the empirical literature to which I turn next, has not distinguished between these two motives for emission trading.
The Allowance Market
A striking feature of the SO 2 allowance market is that allowance prices turned out to be significantly lower than was anticipated before trading began. Burtraw and Palmer (2004) list five studies published between 1990 and 1995 which estimated the long-run (2010) annual cost of the Phase II program. The estimates clustered around about $2.3 billion, with the lower end of one range being low as $1.4 billion and the upper end of another range being as high as $5.9 billion. The projected marginal costs were mostly about $520-540 per ton of 39. In interviews with 114 Swedish firms during the first phase of the EU's CO 2 allowance market, Sandoff and Schaad (2009, Table 8) found that 79% of the firms may have acted like this.
40. Holland and Moore (2008) allow for uncertainty about abatement costs, but not uncertainty about future emissions.
41. In the EU Emission Trading System for CO 2 , Reguant and Ellerman (2008) find no significant relationship between the initial allocation of permits and the daily operation of coal-fired electricity generating units in Spain. But, ex ante uncertainty regarding emissions and the flexibility to buy or sell permits after the actual emissions are known might be a factor in this finding. SO 2 .
42 Those estimates did not anticipate the innovations that occurred. 43 Based on the experience with trading after 1995, Ellerman et al. (2000) subsequently estimated the long-run (2010) annual cost of the Phase II program at $1.4 billion while Carlson et al. (2000) estimated it at $1.1 billion; their corresponding marginal cost estimates are $350 and $291 per ton of SO 2 ($1995).
In the earlier studies, it was assumed that allowance prices would generally be equal to the estimated long-run marginal cost of abatement, as implied by the first-order condition in (1). In fact, however, allowance prices with banking reflect a mix of short-and long-run factors. The prices have generally been well below long-run marginal cost --they have mostly been under $200 per ton of SO 2 except for a price spike between 2004 and 2008, due to a proposed tightening of emission limits under the Clean Air Interstate Rule (CAIR).
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A second distinctive feature of the allowance market is over-compliance in emission reduction and the banking of allowances -see Figure 1 . In Phase I, 30% of all allowances distributed during 1995-99 were banked; equivalently, the reduction in emissions was about twice what was required to meet the Phase I cap (Montero and Ellerman, 2007) . Between 2000 and 2005 the bank was drawn down -albeit at a fairly modest rate -to cover emissions in excess of the annual allotment of new allowances. In 2007 and 2008, there has again been some overcompliance in emission reduction, and the allowance bank has started to grow. In an analysis of banking between 1995 and 2002, Ellerman and Montero (2007) concluded that, contrary to the general impression of an excessive amount of banking, the amount of banking that occurred during this period was actually 42. These costs are in $1995. 43. Besides the failure to anticipate the use of low-sulfur coal, another reason for low allowance prices during Phase I, noted by Montero (1999) , is that non-Table A firms were allowed to opt in, and firms affected by Phase I were allowed substitute alternative units. He shows that this caused adverse selection, with units being enrolled when their actual emissions were lower than the allowances that would be assigned to them, leading to an over-allocation of allowances and thus reducing the market price of allowances in Phase I. quite efficient based on economic fundamentals. 45 At the time, Ellerman and Montero projected that an efficient bank would decline to about 3 million tons in 2008. This is about half the amount actually banked now. Their analysis was conducted prior to the CAIR, which so strongly affected spot prices and could also have affected banking. Risk aversion, not included in their analysis, may also be a factor. One cannot rule out the possibility of over-compliance in emission reduction beyond that called for by pure economic efficiency. A third feature of the allowance market is a significant degree of autarky. This is when firms do not comply with their cap by purchasing allowances in arms-length transactions; they either reduce emissions to stay within the cap or, if there are excess emissions, they draw on their own past banked allowances or on allowances available from other units that they control. One measure of this is the extent to which, when firms submit allowances to the EPA to cover their emissions, those are allowances that had originally been allocated to them rather than allowances obtained from someone else. Kreutzer (2006) Between 1997 and 1999 , about 70% of the allowances retired each year were redeemed by the same unit to which they had originally been allocated, and only about 30% were originally allocated to another unit. 46 Between 2000 45. Efficiency aside, Burtraw and Palmer (2003) note an important political benefit of banking: "Once firms had built up a bank of unused allowances, they had a vested interest in maintaining the value of those banked credits, and thus in furthering the program itself."
46. In a personal communication with EPA staff, I have been told that, until 2006, account IDs represented individual boilers. Therefore, "the same unit" here means the same boiler.
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Even when allowances are transferred, this may not be an arms-length transaction since the same corporation may own multiple plants with multiple boilers, each with its own allocation of allowances. It its annual summary of allowance transaction data, the EPA distinguishes between what it calls "economically significant transactions (i.e., between economically unrelated parties)," and "transactions between related entities." 48 In 2007, for example, the EPA deducted 8.9 million allowances from sources accounts to cover their emissions that year. In addition, "nearly 4,700 private allowance transfers moving roughly 16.9 million allowances of past, current and future vintages were recorded in the EPA allowance Tracking System. About 9.1 million (54%) were transferred in economically significant transactions." The other 46% were transfers between related entities. As shown in Figure 2 , the large proportion of transfers between related parties has been an enduring feature of the SO 2 allowance market. Table 12 ), who found that 46% of firms thought they would handle a potential allowance deficit by reducing emissions internally rather than purchasing allowances.
48. The EPA comments that "transfers between economically unrelated parties are 'arms length' transactions and are considered a better indicator of an active, functioning market than transactions among the various facility and general accounts associated with a given company" (EPA, 2008, p 12) .
49. Another phenomenon, commented on by Swift (2000) and Burtraw and Palmer (2003) , was the relatively close physical proximity between buyers and sellers in allowance transactions, at least during Phase I. Swift showed that more than 80% of the allowances used to offset emissions during the period 1995-1998 came from the same state as the emitting source. The limited geographical extent of the market possibly implies some failure to exploit gains from trade to the fullest extent possible.
Title IV mandated a massive reduction in SO 2 emissions by 2010. As noted above, allowance trading could lower the cost of this emission reduction in two ways: by providing some short-run flexibility with respect to when the emission occurred, and by promoting a long-run reallocation of where the emission reduction occurred by reassigning abatement from relatively high-cost units to relatively low-cost one (i.e., gains from trade). To the extent that there was autarky, less of the latter would occur.
Nevertheless, significant gains from trade did occur. Carlson et al. (2000) estimate the potential cost savings attributable to formal emission trading at $250 million per year during Phase I, compared to the counterfactual of a uniform emissions rate standard, and $784 million per year during Phase II ($1995); the Phase II saving is about 43% of the total compliance costs under a uniform standard. Similarly, Ellerman et al. (2000) estimate the Phase II cost savings, including savings attributable to banking, at about 55% of total compliance costs under a command-and-control approach. But, these savings do not mean that the allowance market was perfectly efficient and that all gains from trade were successfully exploited. Carlson et al (2000) find that, in the first years of Phase I, there were some differences in marginal abatement costs among facilities, and absolute compliance costs could have been reduced further with additional trades. Ellerman et al. (2000) reach a similar qualitative conclusion, although their estimate of the unexploited gains from trade is smaller. In addition, plantlevel studies of production and abatement efficiency by Coggins and Swinton (1996) and Swinton (2002 Swinton ( , 2004 indicate that some plant owners did not taken full advantage of the allowance market; they controlled emissions when it would have been cheaper to purchase allowances. 50 The conventional explanation is that, in some states, public utility regulations and other state laws deliberately discouraged power plants from purchasing allowances and, for local political reasons, pressured them instead to resort to scrubbing and/or fuel switching. 51 But, a degree of preference for autarky may also have played some role.
Most of the existing empirical studies of the SO 2 allowance market use data through about 2002; more recent data have yet to be investigated. It may thus be premature to make a final assessment of the functioning of the market. Recall Ellerman and Dubroeucq's (2004) conclusion that about 85% of the reduction in SO 2 emissions between 1994 and 2002 was associated with a reduction of emissions at individual generating units as opposed to switching generation from high-to low-emitting units. If this finding continues to hold through 2009, it would suggest that allowance trading may have played a larger role in providing shortrun flexibility than in promoting long-run reallocation of emission reduction.
50. Keohane (2007) reaches a similar conclusion. 51. For example, Rose et al. (1993) and Lile and Burtraw (1998) document some actions that promoted the use of locally mined coal. A dozen such studies are listed by Burtraw et al. (2005, pp. 265-6) . However, Bailey (1996) concluded that local regulatory actions did not discourage use of the SO 2 allowance market.
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It would be useful to have a more extensive analysis of which firms did not trade, which did, and the pattern of their trading. If allowance trading functions as an instrument for the long-run reallocation of emission reduction one would expect to find that, since 1995 or 2000, certain power plants have consistently purchased allowances and emitted beyond their original allocation, while others have consistently sold allowances and emitted below their allocation, with the former having high abatement costs and the latter low abatement costs. If certain plants consistently purchased allowances for a number of years, but then installed a scrubber and switched to consistently selling allowances, this could be an indication of the use of the allowance market to obtain flexibility in the timing of long-run abatement. Alternatively, if low-abatement-cost plants commonly buy allowances, and high-abatement-cost plants sell allowances, or if plants randomly switch from buying allowances in one year to selling allowances in another year, this could be an indication of the use of permits to smooth abatement in the face of uncertainty regarding annual emissions. Only by investigating the pattern of abatement and trading at the individual firm level can one pinpoint the particular contribution of allowance trading to the very successful reduction of SO 2 emissions since 1994. 
So 2 Trading Behavior
As noted above, a definitive assessment of the SO 2 allowance market over the period 1995-2009 remains to be undertaken. Here we offer some preliminary, and still speculative, conclusions. When viewed through the lens of the simple economic model outlined in section 2, there appear to have been some anomalies. Not all market transactions that ought to have occurred from the perspective of a cost-minimizing allocation of abatement appear to have occurred -some firms which ought to have bought allowances, abated their SO 2 emissions instead. And some firms which ought not to have purchased allowances, or ought to have sold allowances, accumulated allowances and banked them. There are at least overtones of two types of behavior not accounted for in the simple model of section 2. One is the use of the allowance market to provide short-run operational flexibility of various forms. The other is occasional indications that managers' behavior might sometimes be influenced by the allotted limit on their emissions; this could lead some firms to stay out of the market.
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There are several possible reasons for this behavior, including both transaction costs and managerial perceptions and attitudes. There could be a pure preference for autarky -a wish not to bother with the complexity of the market.
52. For example, Keohane (2007) analyzes firms' decisions to install a scrubber and how this was affected by their being regulated under Phase I of the trading program; but there is no analysis of whether a firm then sold allowances if it installed a scrubber, or purchased allowances if it did not. 53. In a different context, a recent experimental study of allowance trading by Goeree et al. (2009) finds some indication of a predilection to autarky when allowances are grandfathered, although not when they are auctioned.
There could be a preference to comply with the law by keeping emissions within the limit set by the EPA. 54 There could be risk aversion in the face of uncertainty about future emissions, about future allowance prices, about future program regulations. Another possible factor is loss aversion, which Kreutzer (2006) suggests might have come into play and promoted autarky. A firm that does not sell allowances when it should do so foregoes a gain; a firm that sells allowances when it should not do so, and then has to buy them back at a higher price, suffers a loss which may receive a heavier weight than a gain of the same magnitude.
55
While these are different stories, they could all end up generating a profit maximization decision which takes the form
where d > 0 is a preference weight in favor of autarky. While there may have been some bias against participation in the allowance market, the opening of the allowance market ignited an unexpected wave of innovation leading to a significant reduction in the cost of abating SO 2 emissions, innovation which "went beyond the ability to trade" in the allowance market. It could be that the cap on emissions, A k , made abatement more salient for senior managers and attracted their attention more strongly than would have occurred with a price signal, τ, alone.
An intriguing thought-experiment is: what would have happened if there had been a tax on coal based on its sulfur content rather than the cap and trade program for SO 2 ? This is equivalent to an upstream cap on sulfur. Would it have led to the same outcomes -the same reduction in aggregate SO 2 emissions at about the same economic cost? Such a tax/upstream cap would have fostered the use of low sulfur coal, including the development of mid-sulfur mines in the Midwest and Northern Appalachia. But, to the extent that the SO 2 cap functioned as a performance standard on emissions, a sulfur tax/upstream cap alone might not have triggered the same wave of innovation in the operation of scrubbers, and the same reduction in the cost of using them. Also, to the extent that managers' behavior conformed to the structure in (2) with d > 0, there might not have been the same degree of degree of over-compliance in SO 2 abatement, and the same reduction in aggregate SO 2 emissions. 54. Tyler (1990) . 55. Greene et al. (2009) argue for a similar loss aversion on the part of a consumers contemplating the purchase of a new, fuel-efficient vehicle. Risk aversion and loss aversion both create a convexity in the marginal valuation function. Loss aversion is similar to the "excess caution" which Borenstein et al. (2007) detected in natural gas distribution companies, leading them to forego surplus-increasing gas trades.
Comparison with Lead Trading
Before the SO 2 allowance trading program, there was the lead trading program which operated in the U.S. from 1982 to 1987. This was a success and is widely cited by proponents of emission trading. I consider it briefly here because it sheds light on some of the issues raised above in connection with the SO 2 program.
The phase-out of lead in gasoline in the U.S. began in July 1974 when the EPA both required the use of unleaded gasoline in new cars equipped with catalytic converters, and ordered gasoline retailers to offer unleaded gasoline for sale. In 1979, the EPA issued individual facility performance standards for refineries. These varied according to the size of the refinery. Large refineries were required to produce gasoline (leaded and unleaded combined) averaging no more than 0.5 gram of lead per gallon (gpg) per calendar quarter. Small refineries faced less stringent limits, starting out at 2.65 gpg to 0.8 gpg depending on the refinery size, because it was believed to be more difficult for them to achieve high octane levels without lead. However, small refineries were scheduled to reach 0.5 gpg by October 1982. In early 1982, the Reagan administration proposed to defer the 0.5 gpg limit for small refineries and also to consider relaxing the limit on large refineries. Following strong opposition, the administration announced that it was no longer planning to relax the standard and it would significantly narrow the definition of "small" refineries that were regulated less tightly. The final rule, issued in October 1982, changed the basis of lead regulation and introduced emission trading. The new rule set a standard that limited the allowable content of lead in leaded gasoline specifically, set at a quarterly average of 1.1 grams per leaded gallon (gplg). 56 The standard applied to large refineries immediately, and to small refineries starting July 1, 1983. In addition, the rule allowed averaging of lead content across refineries. The inter-refinery averaging was in effect a trading program. Each refinery could use each quarter an amount of lead (in grams) equal to 1.1 times the number of leaded gallons of gasoline it produced, with any shortfall in the amount of lead used being available for transfer to another refinery.
Further analysis by the EPA in 1984 showed that the lead standard could and should be tightened further. To provide refineries with some flexibility and time for adjustment, the standard was reduced to 0.5 gplg starting July 1, 1985, and 0.1 gplg starting January 1, 1986. Also, beginning in January 1985, refineries were permitted to bank excess lead rights for use in a future quarter. Trading and banking of lead rights were terminated at the end of 1987. 57 56. This was, in effect, slightly tighter than the current standard for large refineries (Nichols, 1997) . See also Newell and Rogers (2003) .
57. Starting in January 1988 a performance standard of 0.1 gplg was imposed on each refinery individually, with no option for trading. Lead was eventually banned as a fuel additive in the U.S. in 1996.
Thus, the lead trading program was used to bring the overall lead content of leaded gasoline sold in the U.S. down from a little over 1.1 gplg in 1982 to 0.1 gplg by the end of 1987.
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Four points about the lead program should be noted. First, in the terminology introduced above, lead trading served as a mechanism for short-run flexibility, as opposed to a mechanism for the long-run reallocation of abatement. It smoothed the transition to a low lead standard. By January 1988, all refineries that produced leaded gasoline had found a way to reduce their individual lead usage to 0.1 gplg. The notion that lead trading was a mechanism for short-run flexibility is supported by the observation of Kerr and Mare (1998, p. 15 ) of a "lack of consistency" in trading behavior. They found in their data that two thirds of both consistent traders and occasional traders swapped sides of the market, switching between buying permits in some quarters and selling in others.
Second, Kerr and Mare found a significant amount of non-arms length trading, in the form of internal transfers among different refineries owned by the same company. In their data, 67% of the quantity of lead bought was bought within the same company, and 70% of the lead sold was sold within the same company.
59 This is consistent with a possible preference for autarky. Third, although unleaded gasoline was more costly to produce than leaded gasoline, the cost increase was small: the wholesale price of unleaded gasoline was only 3-4% higher than that of leaded gasoline between January 1983 and January 1987; by January 1988, the wholesale price differential was less than 1%. 60 Thus, while lead trading may be regarded as an example of an upstream cap and trade program (Stavins, 2007) , there was not much of a price signal downstream.
Fourth, there does not appear to have been a wave of innovation comparable to that which occurred with SO 2 . Kerr and Newell (2003) focus on a technology known as isomerization used by refineries to replace octane when lead is restricted. The technology was introduced in the late 1960s. By 1980, the cost of isomerization had fallen by about 40%; during the 1980s, the cost fell hardly at all. More than half the adoption of isomerization occurred after 1986, when the phase-out of lead trading had been set. 61 58. During this period, the share of leaded gasoline in total U.S. gasoline sales by volume fell from about 50% in January 1983 to 23% in January 1988 (Borenstein, 1991, Table 2 ).
59. Kerr and Mare (1998, p. 8) . 60. Borenstein (1991, Table 2 ). The retail price of unleaded gasoline was 6-8% higher than that of leaded gasoline, but Borenstein finds the higher retail margin on unleaded gasoline to have been the result of local market power and price discrimination by gas stations. By contrast, the wholesale prices of gasoline seemed to be competitively determined.
61. Kerr and Newell (2003, Figures 2, 4) . The short-run flexibility afforded by lead trading may have permitted some refineries to postpone the installation of isomerization, say, from 1985 to 1987.
EMISSIon TRADInG FoR GREEnHouSE GASSES
So 2 versus GHGs: Similar or Different?
The successful use of emission trading in the U.S. for lead and SO 2 is commonly cited in support of emission trading for GHGs. In this section I consider the similarities between the past regulation of pollutants and the challenge posed by the regulation of GHGs.
GHGs might seem to be a better candidate for emission trading than SO 2 because there can be no "hot spots" for them: the environmental consequences of their emission in terms of climate change depend just on the aggregate volume of emissions, regardless of the location where the emissions occur. 62 However, there are other physical and economic differences between SO 2 and GHGs which confound the comparison.
The emission of GHGs, especially CO2, is profoundly dispersed throughout the economy, unlike SO 2 . About 70% of SO 2 emissions in the U.S. in 1995 came from electricity generation, but only 34% of the GHG emissions in the U.S. today come from electricity generation. 63 Nearly as many GHG emissions (28%) come from transportation. 64 The reduction of SO 2 emissions engaged a relatively small number of decision makers -fewer than 300 power companies accounted for the vast majority of SO 2 emissions. Narrowing the focus of GHG reduction to electricity generation alone would leave the majority of U.S. emissions untouched. To accomplish a more substantial reduction in GHG emissions requires engaging with millions of actors in other sectors, including large industrial facilities, automobiles and other modes of transportation, agriculture, commercial buildings, businesses and households.
With SO 2 , a 50% reduction in emissions was accomplished virtually overnight without any major technological breakthrough. The emission reduction was accomplished through technologies that had long been familiar. By 1995, scrubbers were a mature technology and, as noted above, if anything there appears to have been a decline in new patents relating to scrubber technology after emission trading was initiated. Burning low-sulfur coal in boilers designed for high-sulfur coal was a challenge for boiler operators and represented a significant operational advance, but was hardly a major technology breakthrough.
62. The impact depends on the composition of GHGs emitted (with methane, for example, being more potent in the short run than CO 2 ), but not the location. The consensus in the literature is that hot spots have not so far been a major problem with SO 2 allowance trading (Swift, 2000; Burtraw et al, 2005) .
63. Electricity's share of CO 2 emissions alone is 39% (EPA 2009c). CO 2 accounts for about 85% of the 7.15 billion metric tons of CO 2 -equivalent GHG emissions in the United States in 2007; but methane, nitrous oxides, and other gases also contributed. About 94% of the CO 2 comes from the combustion of fossil fuels, with the rest from changes in land use (deforestation, etc). The methane comes mainly from landfills and cows.
64. In California, by contrast, electricity (including electricity imported from out of state) accounts for 22% of the CO 2 emissions, and transportation accounts for 40% of the emissions.
By contrast, reducing CO 2 emissions is more difficult. There is no low-CO 2 coal. CO 2 is the primary product of breaking down hydrocarbon chains; there is no end-of-pipe treatment per se. There is the possibility of carbon capture and sequestration, but this has hardly yet been practiced at the scale of a coal-fired generating plant. When this technology does become operational, it is unlikely to be applicable to existing power plants because retrofitting is estimated to be as expensive as building a brand new plant.
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Working with existing power plants, one can reduce CO 2 emissions by changing the dispatch order -electricity generated from nuclear power and renewables has no CO 2 emissions, electricity from natural gas has about half the CO 2 emissions of coal, and electricity from oil is about half way between natural gas and coal. CO 2 can also be reduced by co-firing coal with biomass which, since it is renewable, has effectively zero carbon intensity. Until recently it was thought this could be this could be done on a very limited scale (under 5% of biomass). It is now believed this can be done with up to 15% of biomass.
66 This may improve further with experience, as happened with the use of low-sulfur coal. But still, it seems unlikely that co-firing with biomass will be as much of a boon as low-sulfur coal was for SO 2 reduction.
Co-firing with biomass aside, the only way to significantly reduce CO 2 emissions from existing fossil-fuel power plants is to operate them less. For the electricity sector, there needs to be a sharper focus on influencing the design of new fossil-fuel power plants. In particular, it will be necessary to promote greater use of renewables and perhaps nuclear power. And, if new fossil-fuel plants are built, it is important that they attain higher thermal efficiencies than what is conventional now, using state-of-the art technologies such as supercritical combustion or IGCC, and that they are designed from the beginning to accommodate carbon capture and sequestration once that technology has been refined and becomes available. Apart from this, the electricity sector today needs to focus on promoting conservation and energy efficiency. It should be noted that the SO 2 trading program had no measurable effect in promoting either the use of renewable energy or energy conservation.
There are three fundamental differences between GHGs and other the other air pollutants regulated by the Clean Air Act that affect the potential for cap-and-trade as a tool for climate policy. (1) We cannot rely on existing technologies to achieve the requisite emission reduction. It will be necessary to develop new technologies for the generation of electricity with low emissions of GHGs, for CO 2 capture, storage and sequestration, and for reducing the reliance on fossil fuels (e.g., electric or fuel cell vehicles). (2) There will have to be a very significant turnover of capital stocks in order to deploy the new technologies. The problem is that today we have the wrong types of power plants, the wrong types of motor vehicles (gas guzzlers rather than fuel-efficient, smaller vehicles), and 65. Massachusetts Institute of Technology (2007) . 66. I owe this observation to Dallas Burtraw. perhaps the wrong types of urban development with urban sprawl and limited public transit. With the other air pollutants, emission reduction was accomplished for the most part with existing capital assets: it was possible to retrofit existing production facilities with end-of-pipe treatment and/or to modify the production process. There was not a wholesale retirement of capital assets well before the end of their normal lives. It is unlikely that the major reductions in GHG emissions required by mid-century can be accomplished with existing capital stocks left mostly unscathed. (3) In the interim, while new technologies are being developed and capital is being replaced, it will be necessary to promote greater energy efficiency in major energy-using sectors of the economy for example by promoting a degree of behavioral change among energy users This is a more daunting challenge than was faced when dealing with SO 2 . With regard to the distinctive differences of GHGs just noted, Montgomery and Smith (2007) comment: "These features limit the need for and value of immediate emission reductions in GHGs, which is the primary and well-proven advantage of the cap-and-trade approach. At the same time, these features demand a policy prescription that is effective in stimulating future technology development without imposing inefficiently high costs in the near-term stages of the policy. The ability of the cap-and-trade approach to perform in the latter manner has not been demonstrated by any of its previous applications, nor has it been explored adequately in modeling or in theory." 67 Besides these differences between GHGs and SO 2 , the political climate in the U.S. today for reducing GHGs is more clouded than it was in 1990 for SO 2 . During the 1980s, over 70 pieces of legislation had been assayed to deal with SO 2 emissions and related environmental problems. One major proposal in 1983 would have reduced SO 2 emissions by 10 million tons from pre-1980 levels (Burtraw and Palmer, 2004) , which is about the same amount of reduction as was eventually required under the 1990 CAA Amendments.
68 By 1990, scrubbing was well accepted and there was finally a readiness to move forward using a capand-trade approach. But there was still disagreement about the size of the overall emission reduction: the electric utility industry wanted a total reduction of only 8 million tons of SO 2 by 2010, while environmentalists wanted a reduction of 12 67. They continue: "Thus, the main problem that cap-and-trade resolves so handily is how to find and induce use of the best controls from a large array of options. In practice it has almost entirely focused on existing technology, and making reductions that are economically feasible to achieve right now. In doing so, cap-and-trade applications have also demonstrated an ability to motivate innovation that further reduces costs of meeting caps beyond what would have been the least cost in the absence of such innovation. However, this incentive for innovation has only been demonstrated in situations where innovation could have immediate implications for cost savings (because the policies in question imposed the full force of the intended emissions reductions within only five years or less from program initiation), and where the ultimate cap would be achievable at a socially-acceptable cost using existing technologies, even if the innovations were not to have materialized." In their view, that situation does not apply to GHGs.
68. 10 million tons includes mandated non-utility emission reductions required by the 1990 Amendments. million tons. The final figure of 10 million tons was a compromise. 69 With CO 2 there exists less agreement, with the GHG reduction proposals in the U.S. ranging from about 5 to 15% relative to 2005 emission levels, and with some uncertainty as to whether there yet exists a sufficient majority of votes in the U.S. Senate to pass meaningful CO 2 emission legislation this year.
upstream Cap or Downstream Cap?
A topic of active debate in policy circles is where emissions should be capped in the U.S. economy -upstream downstream. Several economists have advocated an upstream approach, including Stavins (2007a) , and Aldy and Pizer (2009) . For example, the latter argue that the dispersed nature of CO 2 emissions throughout the economy makes regulation at the point of production/import both most complete and least cumbersome administratively. They emphasize that downstream approaches entail some incompleteness of coverage, which is economically inefficient. The most cost-effective emission reduction exploits abatement opportunities among as many sources as possible, while downstream approaches facilitate leakage. However, other policy analysts have advocated a downstream approach, arguing that firms are more likely to change their behavior in response to direct regulation, and will not react equally to changes in the prices of fuel inputs.
70 Aldy and Pizer (2009) characterize this as an "anecdotal" concern. Stavins (2007b, p. 9) rejects it, saying "There is no basis in economic theory nor any empirical evidence whatsoever for this proposition. On the contrary, the strong financial incentives for emissions reductions are identical with an upstream system, as powerful price signals are sent throughout the economy."
As earlier noted, the equivalence between upstream and downstream caps arises because of certain assumptions built into the theoretical model, including the assumption of linearity (no risk aversion, no loss aversion, etc), and the static model formulation (no distinction between operating and capital costs, no investment decisions per se, etc). It is unclear whether the assumptions really hold. If firm behavior corresponded instead to the model in (2), whether because of risk aversion, a desire to comply with the law, a preference for autarky, or something else, this could justify a downstream approach: the cap, A k , would influence a firm's behavior, as well as the allowance price, τ.
Moreover, with SO 2 and lead trading, essentially no price signals were sent downstream from the capped sector. All the adjustment took place within the capped sector itself. Thus, the existing experience with emission trading provides no evidence one way or the other with regard to the strength of the price signals 69. This was an economically favorable deal for electric utilities: they accepted 2 million more tons of emission reduction in exchange for a trading system where they could make money by selling unused allowances.
70. This view was held by some members of California's Market Advisory Committee (2008) who were "convinced that incentives for reducing emissions are strongest when downstream entities must submit allowances." radiating throughout the economy from the capped sector, or the magnitude of the response to those signals in other sectors of the economy. Stavins (2007b) refers to the "the dramatic change that was anticipated and has been observed in the SO 2 allowance market" but, according to the major observers of the market, innovation occurred for reasons "beyond the ability to trade;" the innovation was characterized as "cost savings without emission trading." While there was substantial trading activity, the full economic significance of the trading remains to be determined -it may have served to provide short-term flexibility rather than long-run, cost-minimizing abatement reallocation. While most of the firms in the regulated sector reduced their emissions, it is not yet clear whether this was in response to the caps that they faced, as opposed to the allowance price signal. At any rate, some firms clearly exhibited a degree of autarkic behavior and there was a significant amount of banking.
Aldy and Pizer are correct in saying that one ideally wants to equalize the marginal cost of abatement across all emission sources in the economy. But, this is not necessarily accomplished through the price signal from an upstream cap once one allows for behavioral considerations and/or recognizes the dynamic context in which abatement may occur. In the real world, short-and long-run elasticities are often different, in ways that vary across sectors, and equalizing the marginal cost of abatement across sectors in the long-run is not necessarily best accomplished by equalizing it in the short-run.
To illustrate the power of a price signal from an upstream cap, Aldy and Pizer (2009, p. 187) cite the recent run-up in energy prices. Consider the consumer response to an increase in retail gasoline prices. In 2005, the average retail price for regular gasoline in the U.S. was about $2.24 per gallon. Imagine a 10% increase in that price, an increase of 22 cents. This increase is equivalent to the imposition of a carbon price of about $25 per ton of CO 2 . How might this affect a household 's vehicular CO 2 emissions? The Congressional Budget Office (2008) uses a short run price elasticity of demand for gasoline of -0.06. Thus, there might be an 0.6 per cent reduction in household gasoline usage in response to a carbon price of $25/CO 2 ton. 71 Arguably, a downstream cap on automobile manufacturers based on the emissions of their annual fleet of new vehicles, with the same carbon price of $25/CO 2 ton, would do more to induce them to offer a line up of fuel-efficient vehicles.
Decision makers do respond to prices. But, they respond to prices that are visible and salient to them. Not all price changes are equally visible or salient to all decision makers. Moreover, decision makers respond to other factors as well, besides price.
71. To be sure, in the summer of 2008 at the height of the run-up in gas prices, there was a larger consumer response. Retail gas prices in the U.S. rose from an average of about $2.92/gallon in JuneAugust 2007 to an average of $3.91 in June -August 2008, an increase equivalent to a carbon price of about $113/CO 2 ton. While gas prices rose by 34%, vehicle miles travelled in the U.S. fell during this period by about 4.6%. The implicit short-run elasticity was therefore about 0.14. This higher elasticity reflects both the very high price and the large price increase. But still, the elasticity is not large.
When price changes are small, or the background level of prices is subject to significant variation, a given price change may not be very visible to decision makers. In 2005, for example, before the major run-up in gas prices, the average weekly retail price of regular gasoline in the U.S. varied from as low as $1.75/ gallon (first week of January) to as high as $3.04 (first week of September); the average for the year was $2.24. In that context, an increase of 22 cents per gallon due to a carbon price of $25/CO 2 ton is not likely to be visible to most motorists; hence the limited predicted response. In addition to visibility, there is a growing literature in behavioral economics on the importance of salience. For example, Chetty et al. (2007) analyze the effect of salience on consumer's responses to prices in a supermarket. They find that when commodity taxes are included in the posted price that consumers see when shopping (and thus are more salient) they have a have much larger effect on consumer demand. Similarly, Gallagher and Muehlegger (2008) show that more salient sales tax waivers given at the time of purchase have seven times as large an effect on hybrid vehicle purchases as income tax credits of an equivalent amount. 72 In the terminology of Gabaix and Laibson (2006) , such studies show that prices may become "shrouded attributes."
Furthermore, even if a price is visible and salient, it may not always influence behavior as theory supposes. In the world of economic theory, firms are considered to act as a single, unitary decision maker, with a single objective, namely profit maximization. In real life, there are multiple decision makers and, quite possibly, multiple objectives. They have different responsibilities, they face different incentives, which are subject to the principal-agent problem.
73 Thus, the decision-maker when a firm faces a cap on its emissions is not necessarily the same as when it faces an increase in its fuel price, and the response may be different. An emissions cap may turn out to be a more visible and more salient trigger than an increase in fuel price.
Why Complementary Measures?
With SO 2 , not only was a 50% reduction in emissions accomplished virtually overnight, but the only policy action required of the federal government was to establish the allowance trading program under Title IV. Will the same hold true for CO 2 emissions -will allowance trading alone secure whatever reduction in CO 2 emissions is eventually mandated? Here, too, opinion is divided. 72. Chetty (2009) provides a number of additional examples. He points out that, when salience is a factor, "contrary to conventional wisdom … the economic incidence of a tax depends on its statutory incidence." The same can apply in the production context with a tax versus a cap. To the extent that visibility and salience mute the response to price, they sever the tight link between demand elasticity and marginal cost of abatement. Inferring the marginal cost of abatement from the response to a price change may require some additional manipulation analogous to that applied by Chetty for consumer behavior.
73. As Borenstein et al. (2007) demonstrate, this can induce excessively cautious behavior, leading the agent to forego surplus maximizing market transactions.
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There is general agreement of the need for some form of R&D policy for GHG mitigation because, as noted earlier, low-carbon and zero-carbon technologies are still in their infancy. Private incentives to invest in R&D are weakened by the public good nature of knowledge which reduces the ability to appropriate all the rents from an innovation. Thus, Aldy and Pizer argue for a government-sponsored climate-oriented R&D policy to complement mitigation policy; they recommend this be targeted especially at basic research. They also point out that policies which impose a price on GHG emissions, such as cap and trade or a carbon tax, would also induce technological change.
As earlier noted, the actual experience with emission trading for SO 2 and lead was mixed. Emission trading promoted the adoption of technologies which were already available. For SO 2 , at least, the evidence is that the rate of patenting declined when emission trading began. Schumpeter famously identified three stages in the process of technological change: invention, innovation and diffusion. Invention is the first development of a scientifically or technically new product or process, which may involve both basic and applied research. Innovation is accomplished when the new product or process is commercialized, i.e., made available on the market. Diffusion is when the product or process comes to be widely used through adoption by many firms or individuals. In the case of climate change, invention and innovation are the core issues -the development and commercialization of technologies that do not exist yet or, at best, are still highly experimental (e.g., carbon capture and sequestration). With emission trading for SO 2 and lead, in Schumpeter's terminology, while there was diffusion, there was no invention or innovation.
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R&D policy aside, some believe that a cap and trade program should suffice for a GHG mitigation policy while others believe that complementary measures will be required. The Regional Greenhouse Gas Initiative (RGGI) set up by ten Northeastern and Mid-Atlantic states relies solely on cap-and-trade.
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By contrast, the seven states which constitute the U.S. members of the Western Climate Initiative (WCI) have determined that GHG emission reduction requires a suite of other policies working in concert with cap and trade. These complementary policies include efficiency standards for motor vehicles (a GHG emission limit per vehicle mile), energy efficiency standards for appliances and buildings, a renewable energy standard, a low-carbon fuels standard, and government procurement policies. At the national level, the legislation currently being considered by Congress, HR 2454 (Waxman-Markey), calls for a renewable portfolio standard and energy efficiency standards for buildings, appliances and vehicles. Stavins (2007b) and Aldy and Pizer (2009) regard such complementary measures as unwise. They fear that these measures may only raise the cost of meeting a GHG reduction target because their narrow focus relative to that of 74. Except for the burning of low-sulfur coal in boilers originally designed for high-sulfur coal. 75. At least 25% of the allowances have to be auctioned, with auction revenues directed to strategic energy investments.
an (upstream) cap and trade program may edge out other, cheaper abatement alternatives.
The force of this argument depends on one's assessment of the potency of a price signal from an (upstream) cap and trade program. As noted earlier, some of the benefits of the existing trading programs for SO 2 and lead appear to have been due to the fact that the cap functioned as a performance standard, rather than to the reallocation of abatement driven by a price signal. To the extent that the complementary measures are crafted as performance standards they may be similarly efficacious.
Much of the existing theoretical literature on R&D and pollution abatement assumes that the firm which does the invention is the same as the firm which causes pollution and invests in abatement. In fact, however, this is generally false: the vast majority of the inventers are not the polluters but rather machinery suppliers and other outside sources. 76 The fact that different parties engage in invention, innovation and pollution abatement creates the possibility of what is known as a coordination problem (Rodrik, 1996) ; the coordination problem arises because each of the various actors does not know the others' expectations and intentions. For an innovation to be successful, these expectations need to be coordinated, especially when the innovation is costly and capital intensive. The polluting firm must be reasonably confident it can recoup the investment if it invests in an expensive new production process that lowers GHG emissions. The equipment supplier, likewise, must be reasonably confident that there will be an industrial market before he invests in commercializing this product. And the venture capitalist must be reasonably confident that the product will be marketable if it is successfully commercialized before he finances the R&D. Given the time lags and uncertainties, the coordination problem is likely to be especially severe for many carbon control technologies. How likely is it that a carbon price signal from an (upstream) cap and trade program will generate sufficient coordination? May additional policy instruments not be required?
This point of view underpins the recommendation for complementary measures along with allowance trading. The complementary measures are targeted at particular groups of decision makers who play a strategic role in the reduction of GHG emissions. In addition to the carbon price signal generated by allowance trading in capped sectors, the automotive GHG emission standards target the automobile manufacturers; the low carbon fuel standard targets the oil companies and may discourage them from committing investment funds to the development of highly CO 2 -intensive oil from Canadian tar sands; the building efficiency standards target developers and owners; the appliance efficiency standards target appliance manufacturers; and the renewable portfolio standard targets the retail 76. Lanjouw and Mody (1996) estimate that machinery suppliers were the source of about 80% of the patents for the control of industrial air pollution, water pollution, oil spills, and the exploitation of non-fossil fuel energy sources. Taylor (2007) shows that electric utilities and oil companies accounted for only about 18% of the patents for SO 2 control, while 82% of the patents are held by research institutions and, especially, other entities. sellers of electricity. Taken together, and in combination with a cap and trade program, they are likely to induce more decisive actions by a broader group of decision makers than the price signal from allowance trading alone.
It is sometimes said that complementary measures are not needed because the cap in a cap and trade system will by itself ensure the desired reduction in emissions. The market has to clear, albeit at some price. But this argument misses the point. If the market price is excessively high, it will become politically unsustainable. The market will be suspended, either because a price cap mechanism kicks in, or because politicians intervene in an ad hoc way and suspend or bypass the market. If the price cap is triggered too frequently, or trading is suspended too frequently, this could destroy the credibility of the market. Thus, there is a public policy interest in not having the market clear at an excessively high price. This is where complementary measures can play a useful role. They have the potential to change the demand and supply curves for emission reductions and make them more price elastic. If used successfully, they reduce the possibility that the market clearing price reaches an excessively high and politically unsustainable level. Aldy and Pizer (2009, p. 202 ) see the issue differently. Because complementary measures accelerate the deployment of existing technologies, they argue, "this will tend to lower the allowance price in the emissions market, as the new regulation takes some of the pressure off the cap and trade program to reduce emissions. This lower allowance price lowers the incentive for innovation and technological adoption in those industries that are not targeted by the performance standard." Which of us is right depends in part on the stringency of the cap. If the cap is quite tight, high allowance prices may become a problem. If the cap is lax, low allowance prices may become a problem; but, if so, this does not necessarily produce a strong case for relying on emission trading alone.
While I think that well-crafted complementary measures may do more than the price signal from an allowance market alone to ignite a period of innovation in emission reduction, there are two caveats. First, at some point there needs to be flexibility to trade off between the measures. Second, to the extent that the allowance market becomes more liquid over time, and also that there is learning by doing and/or induced technical change in abatement, there is less need for the supplementary measures and they can eventually be phased out. I see them primarily as mechanisms to smooth the transition to GHG reduction.
ConCLuSIonS
The purpose of this paper is not to attack cap and trade. I do not doubt that emission trading for SO 2 or lead was economically very beneficial, and I agree that emission trading should be one of the policy instruments used now for GHGs. The article's purpose is to argue the need for a more nuanced understanding of how emission trading has functioned in the past, and how it may function for GHGs. Against the conventional wisdom, I have argued for a downstream system, accompanied by complementary measures. I have suggested that some of the benefits attributed to allowance trading were due to the use of downstream caps that functioned as a performance standard and provided shortrun flexibility, rather than a long-run reallocation of abatement effort. Allowance trading triggered a wave of adoption (in Schumpeter's sense) and operational experimentation. Whether this was due just to the price signal or also the cap is the question that needs to be answered.
While I have stressed the behavioral elements of firm and household decision making regarding GHG reduction, I recognize that behavior evolves as preferences change and new information is acquired. People may come to see things differently: risk-aversion, loss aversion, and a preference for autarky are attitudes that can change. If they do, this will increase the potency of market price signals.
Also, while I have stressed the features of GHGs which may make them a more daunting challenge than SO 2 or lead, I recognize that "history is always a surprise and innovation takes many forms." 77 A cap and trade system creates incentives; not all the responses to those incentives can be predicted ahead of time and there may be some surprises, as was the case with SO 2 . But, what causes the surprises -is it just the price signal or also the cap?
