This paper investigates the transmission mechanisms of structural shocks and volatility between economies through trade links, and the effects of synchronization on business cycles. We investigate the transmission of outside structural shocks and the fluctuations that the shocks generate. We identify conditions under which international economic links reduce the volatility and unpredictability of economic output emanating from shocks within the individual economies. Under certain conditions, devaluation of a country's currency causes reduction in the unpredictability of the business cycle and its volatility as seen by that country's exporters, while increased valuation of a country's currency produces higher unpredictability and volatility, as seen by the country's importers.
1.

Introduction
From a dynamical systems perspective, this paper provides a rigorous analysis of synchronization of economies. The relevant literature contains two unanswered questions that we address: (1) identification of the role of trade links on the transmission of country specific shocks and thereby on increased unpredictability and (2) whether or not synchronization facilitates the reduction of unpredictability and volatility in economies connected with trade links.
The motivation for this paper is the findings about the relationship between output volatility and openness. Anderson, Kwark, and Vahid (1999) find weak negative correlation between the standard deviation of the HP-filtered logarithms of industrial production and the ratio of exports to GDP. Their sample is a group of 37 countries including both developed and developing economies. They also report a weak positive correlation between the ratio of trade volume to GDP, and standard deviation of the HP-filtered logarithms of industrial production. Bejan (2004) reports significant negative correlation between standard deviation of per-capita GDP growth and ratio of trade volume to GDP, after accounting for proxies for trade risk: terms of trade, and "export concentration index." Eicher and Hull (2004) report decreasing variances of GDP growth in the majority of 11 European countries, Australia, and New Zealand, after financial liberalization. Christodoulakis, Dimelis, and Kollintzas (1995) find negative correlation between the standard deviation of the HP-filtered real GDP and the ratio of exports to GDP for 12 EU countries. This observation is also valid with one year lag. Barrell and Gottschalk (2004) also report a significant negative correlation between openness, measured as the ratio of total trade to GDP, and mean squared deviation from output gap, measured as deviation of GDP from its trend predicted by the HP filtered GDP series. Since the impulse of an outside shock will be more severe for a more open economy, the findings of negative correlation between openness and output volatility pose a controversy. This paper is an attempt to explain this observation theoretically, with further comments on the effect of synchronization with the outside world. Kose, Prasad, and Terrones (2003) find very significant positive relation between business cycle correlations and trade linkages within G7 countries. Imbs (2004) identifies positive effect of trade on business cycle correlations, and calls his finding an empirical fact. Baxter and Kouparitsas (2005) find bilateral trade is a "robust" variable in explaining the business cycle comovement, unlike industrial structure, and currency unions. Based on the above empirical findings in the literature, in this paper, we specifically use trade between countries as the only determinant of level of correlation in output series.
We use three models to investigate the effect of trade on the transmission of shocks. The first model is a linear stochastic differential equations system. The second model is a nonlinear stochastic equation system to account for changing trade links between countries. These two models assume that the economies are already synchronized. The third model enables us to investigate a case in which the economies are not fully synchronized. In this case, we find that partial synchronization increases the unpredictability in both economies' business cycles, relative to the unpredictability under perfect synchronization.
The models demonstrate that there are two effects of external linkages across countries: (1) generating predictable cycles in the domestic economy, while reducing unpredictability within the domestic economy, and (2) transmitting additional structural shocks from the outside world into the domestic economy. In a two country model, we show that the exporter country benefits, through decreased unpredictability and fluctuations, from devaluating its currency, whereas the importer country does not benefit, in terms of unpredictability and fluctuations, from increased valuation of their currency.
In the economics literature, the concept of synchronization has been identified with correlation between economic aggregates. However, two deterministic periodic series may yield a correlation coefficient of less than one, while two deterministic time-trend series that are monotonically increasing or decreasing can produce a correlation coefficient of one. In the systems theory literature, any two deterministic series that have a constant phase difference in time should be denoted as fully synchronized. An example is the two monotonic series, having phase difference zero. From our point of view, two economies will be considered as fully synchronized during a long period of time, if the time lag between their activity peaks is constant during that time period. Having analyzed the two country case, we extend to the general multi-country case. In this general case, we focus on the possibility that linkage across countries could cause domestic fluctuations to vanish altogether. In the systems theory literature, this phenomenon is called "amplitude-death." We find that the possibility of taming fluctuations depends on the level of synchronization across countries.
The paper is organized as follows. Section 2 presents justification for usage of continuous-time models. Section 3 presents three alternative 2-country models that exhibit cycles. These models are used as base models to explore transmission of shocks among economies. Section 4 generalizes to more than two countries, and derives the conditions under which all business cycles vanish. Through that derivation, section 4 differs from section 3. In particular, section 4 seeks conditions under which fluctuations are wiped out altogether and investigates the depth of cycles, whereas section 3 derives exchange rate policies to minimize the unpredictability in domestic output cycles and investigates the predictability of cycles. Section 5 concludes. Federici and Gandolfo (2002) consider the choice between continuous or discrete time modeling a "moot" question. Among other authors, Bergstrom (1996) also express a strong preference of continuous-time models. Both works collect advantages of continuous time economic models under a few headings.
Economic Models in Continuous Time
Here we rearrange these headings.
1. Economic variables are aggregates of actions by many economic agents, scattered to different points in time. What the economist observes is the accumulated effect of these actions and decisions. The time intervals between these decisions and actions are much smaller than the observation time interval. So assuming the time intervals between the actions of agents are infinitely small, and thus assuming the system is continuous will be closer to reality.
2. Distinction between the stock and flow variables is easier in continuous time models as opposed to discrete time models. A continuous-time model makes it clear that a flow variable cannot be observed at a certain point in time, but the observation is the integral of the variable between two points in time. Whereas in a discrete-time model, there is no distinction intrinsic to the model, between a flow and a stock variable.
3. Another difficulty of the discrete models could be the lack of an obvious time interval that could serve as the natural unit of time from an analytical point of view. If the model does not impose an optimal choice of time interval to be used, an arbitrary time interval will be as appropriate as any other, including an infinitesimal time interval. This, in turn, leads to the continuous version of the model.
4. The applied mathematical work on continuous-time systems is abundant, compared to the theoretical work on discrete time systems. Partially owing to this, differential equation systems are usually easier to handle compared to the difference equation systems. Moreover, once the parameters of a continuous-time system is identified, it is possible to make predictions for any choice of time interval, not only for the pre-determined time interval of the discrete model. T he current work has the choice of continuous-time models relying on the above comments. As Koopmans (1974, pp. 92-94) shows, the effect of observing a continuous time variable in discrete time will act as a low-pass filter on the continuous variable. The frequencies higher than the observation frequency will be lost, but all the information relevant for lower frequencies (longer periods) will be preserved. Thus, the discrepancy between the properties of the continuous system and the real life observations will be minimal for all practical purposes in economics.
Endogenous and Exogenous Cycles of Coupled System Pairs
Dynamic economic models are usually in the form of first order difference or differential equations systems. A reason is the difficulties in interpreting second order derivatives (i.e., accelerations) in economics. However, much of the systems-theoretic literature on fluctuations requires second or higher-order differential equations. A way to circumvent this wedge between economics and systems theory is to model a number of interconnected economies or subsystems of the same economy. Two systems represented by first order differential equations, coupled together, will form a system that is capable of generating endogenous oscillations. We model such coupled systems to investigate international business cycle dynamics. For an extensive coverage of dynamic economic models, see Barnett et al. 1989 Barnett et al. , 1996 Barnett et al. , 2000 Barnett et al. , 2002 Barnett et al. , and 2004 . As customary in the physical sciences, we use a single over-dot to designate a first order time derivative and double over-dots to designate a second time derivative. A simple system that generate an oscillatory solution path is the familiar second order differential equation
which could be converted into a two equation system of first order differential equations by introducing a second variable x =˙y.
The growth rate of the variable y is governed by x, and while the growth rate of x is governed by negative y. As a result, the system can represent interactions between two opposing forces. In that manner, we identify models of opposing forces to generate oscillations. The above system, for instance, has the general solution
where y o and x o are values of x and y at time zero. Without any interaction, both systems would stay at the steady state, which is the initial values (x o , y o ). Unless x o = y o = 0 the "cost" of interaction is fluctuations. However, the gains from synchronization appear, when stochastic systems are considered. We show that the gains will be in the form of reduction in variances and reduced amplitudes of the processes converging to the steady state.
A Stochastic model of endogenous cycles
One of the earliest business cycle models was Samuelson's (1939) well-known multiplier-accelerator model, named after the two parameters involved. The model was a second order autoregressive output equation. The model represents consumption as a function of last period's total expenditure, and investment as a function of the present and past period's total expenditure. With constant government expenditure, G, the system yields the desired AR(2) process for total income, Y t :
We use the overbar notation to designate steady state value. Depending on the value of (γ, α), the process has the ability to generate a variety of time paths, including perpetual oscillations.
Another "base model" of an AR(2) process of output is Romer (2001, pages 174-186) , which does not have the capacity to generate endogenous oscillations. Romer's model is a macroeconomic model requiring a stream of exogenous shocks to produce economic fluctuations. Similar models can be found in Prescott (1986) , Christiano and Eichenbaum (1992) , King (1993), and Campbell (1994) .
We now generate a model which, similarly to Samuelson's model, is capable of turning shocks into oscillations, without the need for a continuous sequence of shocks. As motivated by the previous section, government and consumer-investors will act as opposing forces on the economy leading to oscillatory fluctuations.
In the following closed economy income equation, C t is consumption expenditure, I t is investment expenditure, and G t is government expenditure during time period t:
(3.5)
The steady state values satisfy, 6) so that
Consumption and investment are related with the previous year's expenditure through the marginal propensities:
where c is the marginal propensity to consume, and i is the marginal propensity to invest. Subtracting Y t−1 − Y from both sides yields
In continuous time, with the addition of a Gaussian noise term, equation (3.9) becomes 
This equation is also mean-reverting. The government increases its spending, when it is at steady state G, and when output is below the steady state value Y . Conversely, when output is above its steady state, government cools off the economy by reducing its spending. When output is at steady state and G is not, G reverts to steady state following a smooth path at a rate of δ 1 . For the sake of simplicity, the control equation is assumed to be noise-free. The government is assumed to have perfect information on the output series, whereas consumers and investors observe a noisy output process Z such that
where V is again a Wiener process similar to and independent of U. Combining these three equations together, we obtain the system of equations (3.15) where the first two equations are the system equations, and the last equation is the observation equation. For the sake of simplicity, we adopted an approach to represent the observation equation that differs from the mainstream filtering theory representation. Substituting the observation equation in the second system equation, we obtain the system in reduced form.
Definition 3.1.1. The system in reduced form is
(3.17)
We may represent the above system in vector form as
where
The solution is given by
A n is a particular matrix having the same dimension as A.
If we assume that the output and government spending return to their steady state values, with the same rate when other variables are already at their steady state values, so that δ 1 =δ 2 ≡δ, then the matrix e tA could be factored out as follows: 
For our model, the expected value of the process X t could be defined as a deterministic process by itself, so thaṫ
Proposition 3.1.1. The solution for M t given the case δ 1 =δ 2 =δis
For the more general case δ 1 =δ 2 , the condition for the mean process M to be oscillatory is (δ 1 −δ 2 ) 2 < 4ω 2 , which clearly holds for the particular case δ 1 =δ 2 . In the general case, oscillations could still be possible, if the government responds to the disturbances in production, U t , more severely by keeping the response coefficient ω 2 high. For convergence of M t , the condition is δ 1 +δ 2 > 0, which is assumed for this particular model. Under this condition, the oscillations generated by a larger value of U t will die out, and the economy will return to smaller fluctuations until the next shock to the system. In general, ω 2 represents the responsiveness of the government to the random walk nature of the output shocks, and δ 1 represents the speed with which the government gets back to a normal level of spending. If for some reason, the government spending change, which start as a response to output deviation, becomes persistent and generates further changes in the same direction, then δ 1 turns negative, and perpetual oscillations becomes a possibility. One of the reasons for staggering change in G in positive direction could be growth concerns. If the government has growth concerns, then the government may adopt a negative value for δ 1 . As a result, government will keep increasing spending in the steady state of the economy to promote economic growth. In this case, if the condition δ 1 +δ 2 = 0 is satisfied, with the additional condition δ 2 2 =δ 2 1 ≡δ 2 < ω 2 , there will be no damping to the system, and output and government spending will oscillate indefinitely, even without any disturbance to the system. On the other hand, when government further decreases spending for political reasons after a corrective budget cut, δ 1 < 0 will again hold.
The stability conditions for the actual noisy system are harder to determine. Generally speaking, the law of motion for the covariance matrix V is˙V
where Σ is as defined in (3.19). When the above covariance system is stable, the variances for the series will tend to steady state values as t → ∞. For the case δ 1 +δ 2 > 0, the covariance matrix steady state can be found by settinġ V t = 0 to yield the following:
For the case −δ 1 =δ 2 ≡δ, the covariance matrix V t perpetually oscillates. With this model, stability conditions for the mean process M t and the covariance process V t are identical. Whenever M t fluctuates, V t fluctuates; whenever M t oscillates perpetually, V t oscillates perpetually.
The stochastic system under consideration here is non-diffusive; that is, the system noise term is not a function of the variables of the system. Therefore, it is generally not possible to identify a system which is strictly stable in the stochastic sense. However, if the expected-value system is stable, the stochastic system may also be stable under "small" observation and system noise.
The model distinguishes between the short run "reflex" action of the government, and the concerns of growth. When the government does not have long-term growth concerns but takes action for some other reason, the economy will eventually return to its steady state. If the multiplier effect is large, this return to steady state may take a long time. In contrast the long-term growth concerns of the government and the frictions in the political decision-mechanism could yield a variety of system dynamics. For instance, the system mean and variance will oscillate indefinitely if −δ 1 =δ 2 ≡δ<ω 2 . In general, if the multiplier effect in the economy is large, so that the return to steady state is slow, strong government action against deviations may generate further deviations and fluctuations.
Stochastic models of business cycles: two open economies
Another application of a system of coupled subsystems is the analysis of economies with financial and trade links. In an attempt to avoid a complex model with many parameters, we assume only trade links in this section. We use two different modeling approaches: linear and nonlinear.
Linear case
The model is again one of the basic models of macroeconomics:
The above model is from Rødseth (2000, p.293) , but our discussion and use will differ from his. The two countries are assumed to be their only trade partners. As a result, the trade balances satisfy the condition T + RT * = 0, where the real exchange rate is defined to be R≡eP * /P , where e is the exchange rate, and P and P * are the price levels at home country and foreign country respectively. Consumption, investment, and government spending are functions of domestic output. We again assume that there are constant marginal propensities to consume and invest, and government spending has a constant share in total expenditure. The propensities to consume and invest and the government's share in total expenditure sum up to 1 −δ. Constant interest rates are assumed for simplification.
The trade balance is assumed to be linear in expenditure of both countries, so that
This representation is similar to the gravity approach of trade volume (Feenstra, 2002) , when the output figures are in logarithms. But here the model is for the trade balance rather then the trade volume of the gravity model.
Each country is identified with one side of the trade. Home is affiliated with imports, since an increase in expenditure above the home steady state level yields an increase in imports, and the trade balance turns negative. Likewise, an increase in foreign output above steady state level will increase imports of home and again yield a higher negative trade balance. Foreign, on the other hand, is identified with exports. An increase in home expenditure will increase foreign exports, and a positive output shock in foreign will have the same affect.
The trade functions may be considered as a first degree local approximation of a more complex nonlinear function within the business cycle band for both countries. So, −λ 2 represents the response of home trade balance to one unit change in home income, and ω 2 is the response of foreign trade balance to one unit increase in foreign output. Tables 1 and 2 of the appendix display cross-correlations of output and bilateral trade for OECD countries. The signs of the coefficients for the trade equation above could be justified for many pairs of countries. For instance, the signs are valid for country pairs US-Canada, US-Denmark, and US-France for the period 1985Q1-2003Q4.
The output equations then become
The propensities to trade are constant for both countries. If we further assume growth rates with local and global shocks, (3.29) will become as follows. 
where σ (σ * ) is the standard deviation of the domestic shock for the home (or foreign) country, and ν(ν * ) is the standard deviation of the world shock, as observed by the home (or foreign) country. We define U, U * , and B to be independent Wiener processes.
In matrix form, (3.30) becomes
and
T is the vector of initial values. All the shocks in the system represent both the cumulative shocks to the output growth rate and to trade. The open form exact solution for this case is fairly complex, except under the very restrictive condition −λ 2 −δ= ω 2 −δ * . However, the existence of stable oscillatory solutions can be investigated without the open form solution. The conditions under which the mean output series will be oscillating and will be stable are given by the following proposition.
and (ii) oscillations converge to the steady state values
The steady state variances of (Y, Y * ) will satisfy
Specifically, the variances, covariance, and the correlation coefficient are
The gains from trade are certain, when we compare the above results with the no trade case, λ 2 = ω 2 = 0:
The gains from trade in that respect could be smaller variances and covariance. The trade connecting two economies could stabilize both sides, thereby generating systems that are easier to predict.
Proposition 3.2.1.2. Both home country and foreign country will face a reduction in variances, if
σ 2 +ν 2 > 0 without any restrictions imposed on δor δ * .
Note that the above expression also imposes positivity of λ 2 −ω 2 since the expressions inside the brackets have opposite signs (uδ−δ * = −u(−δ+u −1 δ * )). Attention should be paid to the relationship between the steady-state variances, as expressed by (3.33). The overall gain from trade is the smaller variances. However, the variances in the limit could be even lower for home with lower R, and for foreign with higher R.
If we investigate the amplitudes as expressed by the variation of output series from the steady state at peak (r) to that at (−r):
We set −α= −λ 2 −δ= ω 2 −δ * for the sake of simplicity, albeit with some loss of generality. It is also apparent that home is better off with lower R, and foreign is better off with higher R. That is, both countries benefit from devaluation of their currencies in terms of predictability and volatility. This theoretical derivation is also supported by the empirical work by Rose (1995) . In his work, Rose considers twenty industrial countries between 1959 an 1993. In a panel data of 81 devaluations against Deutsche mark, Rose reports statistically significant reduction in the volatility of difference between home country and German percentage change in real GDP after devaluation.
We will conclude this section by observing that trade links could generate interesting dynamics that cannot be observed in linear first order-single equation systems. For example, in a multi-equation system, economic fluctuations could be generated and regulated through trade links and exchange rate regimes.
Nonlinear case
The constant-propensities-to-import assumption for the linear model was restrictive and did not allow us to observe the system dynamics, when the trade links are subject to change. Table 2 of the appendix illustrates the changing relationship between output and trade among the USA and other OECD countries. The nonlinear model constructed in this section will assume that trade links in the linear model may change direction. That is, a country prone to import rather than export may turn into a competitive exporter as a result of the economic dynamics inside or outside the country.
Here, it will be assumed that the trade balance is a function of the output of the other country, with a normally distributed coefficient. The model is similar to (3.30), but the trade component related to the other country's output has a random coefficient, so that
For the home country, the coefficient of own output in (3.30) is now consolidated to one parameter γ, and the coefficient of the other country's output is normally distributed with zero mean and variance σ 2 . The arrangements are similar for foreign. Note that here σ represents the magnitude of the shocks, as well as its effect on both economies as a coefficient of interaction.
The solution for the system above is called "Brownian motion on an ellipse," with center (Y , Y * ) and radii (X 0 , R −1 X 0 ), where X 0 = Y 0 − Y is home's output at time zero. The solution could be represented as
38)
Because of the restrictive nature of the model, the phase difference between the series should always be π/2. Therefore, the economies are fully synchronized with our definition of synchronization. If we investigate the expected values of these series, one can observe the following limits: Proposition 3.2.2.1.
The expected value series behave similarly to the case with no trade: for nonnegative γ, both series are converging. The difference made by trade is apparent for the variance series:
With small variance of the random trade link, the series will converge. However, if the variance of the random coefficient is high, then both variance series will be explosive. A stationary or even deterministic series will result, if noise in the trade coefficient is small enough. However, for high noise variance, the variance of both output series will be explosive.
In the nonlinear model, reducing trade for the sake of a stationary variance series is necessary. Since σ is also directly proportional to trade balance, both countries will have an incentive to reduce trade for a non-explosive variance series. The result will be the Pareto-inefficient solution of no trade.
Partial synchronization
The stochastic model above represents a fully synchronized pair of economies, benefiting from trade through volatility reduction. This section is devoted to an alternative approach, in which the economies may not be phase-locked. For a comprehensive introduction for the concepts used in this section, see Selover, Roderick, and Kroll (2003) and the references therein. In this context, we need to use complex variables.
Definition 3.2.3.1. The output in complex format is the variable
where X is the imaginary part of z and i 2 ≡−1.
Here, it is assumed that the output follows the process Y (t) − Y = r(t) cos φ(t) and X(t) = r(t) sin φ(t) is the corresponding imaginary process with amplitude r(t) and phase φ(t). The model to be employed is a simple equation in complex variables that is capable of generating a stable limit cycle.
Definition 3.2.3.2. The output of a closed economy is given by the deterministic process˙z = (q 2 − |z| 2 + iω)z, where the absolute value notation means amplitude of the complex variable.
The above equation has a limit cycle of amplitude q and frequency ω and could be separated into amplitude and phase equations such thaṫ
where the time scripts are dropped for the sake of simplicity.
The amplitude equation has stable equilibrium at r = q and an unstable equilibrium at r = 0. In the next section, the discussion will be concentrated on how to make the zero state stable through synchronization. In this section, we find that the amplitude will eventually revert to its steady state value and stay mostly intact under small noise in the system. Unlike r, the phase φ does not have a value to which to converge. The "speed of revolution" could be disturbed by external shocks and stay at the new value forever. In other words, under additive noise, φ is a random walk process. This section is concentrated on regulating phase through links with other economies.
We now represent trade as follows. Exports are assumed to be a function of foreign expenditure, and imports are assumed to be a function of home expenditure. The trade balances then become
Definition 3.2.3.3. The output series of open economies in a two economy system is given by the deterministic processeṡ
The equation for the law of motion of the output of an open economy could be decomposed into amplitude and phase components such that ˙r 1 = (q 2 1 − r 2 1 −δ 1 )r 1 + ρ 1 Rr 2 cos(φ 2 − φ 1 ), (3.44)
The equations are similar for the foreign economy with variables that are denoted by subscript 1 replaced by subscript 2, and vice versa; and also with R replaced by R −1 . The system of noisy equations for phases (φ 1 , φ 2 ) then becomė
Proposition 3.2.3.1. The variances of the coupled system above is lower than the variances of separate closed economies, when ρ 2 /ρ 1 > 0 and when the following condition also is satisfied:
with the economies are in or close to phase-locking state.
Note that when σ 2 2 = σ 2 1 , there are no restrictions on R. That is, when the intensity of country specific shocks are close for both economies, these economies will enjoy a reduction in the intensity of effective shocks when they trade, regardless of the value of the exchange rate. If the intensity of country specific shocks are not close, then there is an upper bound for the exchange rate for home country when the trade partner has more uncertainty in their output series, and there is a lower bound for the exchange rate when the trade partner has less uncertainty in their output series.
Proof.
The proof closely follows Malakhov (1968) as translated in Pikovsky et al. (2001.) 
Write the phases in the form φ 1 = 1 ψ+θ 1 + 2 and φ 2 = − 2 ψ+θ 1 + 2
. When the economies are phase locked, their phase difference is constant, so that˙ψ= 0. We find
(3.48)
For the closed economies, V ar(φ j ) is σ 2 j , j = 1, 2. It is easy to verify that
when the proposition is satisfied. For practical purposes, note that q j , j = 1, 2, which are the steady state values of r j , j = 1, 2, could be substituted for r j , j = 1, 2.
Notice that without the condition˙ψ= 0, equation (3.48) would yield higher variances for both economies. Both economies benefit from phase synchronization in this situation.
Attention should be paid to the regulating feature of the trade link in the phase equations. In (3.45), since the phase difference is always within the interval [−π, π], the sine function takes the sign of its argument, the phase difference, and regulates the phase of one economy while using the other as a milestone. Although the other economy might be a noisy milestone, it is better than none, as is the case of the closed economies. The coupling introduces a mechanism for the phase to "return" to a certain level, although this may be impossible for the closed economy case. In the closed economy case, the phase will be drifting away from its current value once disturbed by an exogenous shock to the economy. The linearization of the phase equations around zero phase-difference also can produce a stable solution.
The ideas presented in this section could be generalized to a system of many countries by treating economy number 2 as the "rest of the World" and carrying out the analysis exactly as above. The World then should be viewed as a collection of economies close to phase-locking with each other, so that we may talk about a World business cycle with given natural frequency and amplitude.
Concluding remarks
We have investigated the dynamics of economies from a stochastic dynamic point of view. The stability conditions identified are in parallel with rationality and the economic literature. Relative to variance of output fluctuations, there are benefits from a balanced trade. In a more general sense, if the trade partner has higher "noise" in their output stream, the lower that the output fluctuations of the trade partner are reflected at home, the milder the fluctuations at home would be for a wider range of exchange rate values.
Further analysis is needed for the case in which a group of economies interact in a "World Economy." Then, the analysis is much more complex, since we are in the domain of systems of dimension greater than two. The valuable aid from the Poincare-Bendixton theorem will be lost, and other techniques need to be employed to identify steady states of the system. This analysis is done in the next section.
Canonical Model for International Synchronization: The Multicountry Case
In this section, we propose a canonical model for business cycle synchronization through trade links. It is assumed that all accounting are done in terms of one numeraire currency, so exchange rate terms could be omitted. The "exports" of each country are a function of total world expenditure, and imports are a function of domestic expenditure. In particular, we have
where N is the number of countries in the system under consideration. Here, exports are assumed to be a function of average total expenditure in an attempt to keep coefficients ρ and δin the same order of magnitude. This convention will also serve to switch to the asymptotic case, when the number of countries in the system gets large.
The economies are assumed to go through a stable limit cycle with a predetermined constant frequency and amplitude. Also, the steady state is an unstable equilibrium. Definitions 3.2.3.1 and 3.2.3.2 apply also for this section. Appending the trade links to the equation in Definition 3.2.3.2, we geṫ
Rearranging terms,
When linearized at the rest state |z j | = 0, ∀j, the equation becomeṡ
where P (t) = 1 N k z k is the "World Business Cycle" defined in the Introduction.
So, an "economy" is identified by four parameters: q j for amplitude, ω j for frequency, ρ j for foreign effect on trade balance, and δ j for domestic effect on trade balance, or the marginal propensity to import. The solution for the above equation then could be represented in terms of P (t) as follows (Ermentrout, 1990) :
At this point, the requirement for rescaling the system is apparent. Equations for all economies should be rescaled to satisfy q 2 j <δ j in which case the real part of the first term of the solution vanishes as t → ∞.
After a series of approximations and manipulations, the following condition is derived for stability of the steady state, at which all fluctuations vanish.
Proposition 4.1. The rest state for (4.5) is stable, if
is required for amplitude death to be stable. We also are assuming that frequencies have high enough variance. However, when natural frequencies are more concentrated, mean "amplitude square" would need to be smaller for the zero amplitude state to be stable.
Returning to (4.1), observe that when k T k (t) = 0 is satisfied, then D = k ρ k becomes an aggregate for δ j 's, Q = 1 N k Y k becomes an aggregate for Y j 's and Fisher's factor reversal test is satisfied: DQ = j δ j Y j . Asymptotically, we find that E[ρ] is closely related to E[δ].
The economic interpretation is that, when World economies are close to synchronized state, or the variance differences term is negative, policies favoring imports will decrease the left side of the condition, but decrease the right hand side as well since the exports will be increasing on the average. In this case, policies favoring imports will not help stabilize the World economic system.
Conclusion
This paper investigates the transmission mechanisms of structural shocks among countries through trade links, and the effects of synchronization on the domestic business cycles. We identify conditions under which international economic links reduce aggregate volatility and unpredictability emanating from the structural shocks embedded within the individual economic systems. From the dynamical systems approach, we find that there are two effects of external links: (1) regulating the cycles of the domestic economies, thereby reducing volatility and unpredictability and (2) transmitting additional shocks from outside the economies. We find under certain conditions that economies benefit from international links, regardless of the magnitude of external shocks. We also find that exchange rate regimes play a role in the control of unpredictability and volatility. Generally speaking, a higher real exchange rate for a mostly-importing home country may increase the unpredictability and volatility in that country's business cycle. If such a country completely blocks trade in an attempt to reduce transmission of outside shocks, the result will be the Pareto inferior state of no trade. Bilateral cooperation of countries on trade issues is shown to be preferable to unilateral action.
The final section derives conditions under which linkage among all economies of the world smooths out their business cycles. The result is to set the zeroamplitude state as the steady state. Then the "World economy" system may be free of fluctuations under small shocks. The conclusion depends upon testable hypotheses regarding model parameters. In contrast, we find that when the domestic economies have similar natural fluctuation frequencies, stronger links between economies generate stronger international business cycles, and decrease the chance for the no-fluctuation state to be stable. 
