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Abstract
Maximally monotone operators are fundamental objects in modern optimization. The main
classes of monotone operators are subdifferential operators and positive semidefinite matrices.
In this paper, we study in detail another nice class of monotone operators: displacement
mappings of isometries of finite order. We derive explicit formulae for resolvents, Yosida ap-
proximations, and (set-valued and Moore-Penrose) inverses. We illustrate our results by con-
sidering rational rotators and circular shift operators.
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1 Introduction
Throughout this paper, we assume that
X is a real Hilbert space with inner product 〈·, ·〉 : X × X → R, (1)
and induced norm ‖ · ‖, and that R : X → X is a linear isometry of finite order m:
Rm = Id . (2)
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Here Id denotes the identity operator on X. It follows that R is surjective and that
‖R‖ = 1 and hence R is nonexpansive, (3)
i.e., Lipschitz continuous with constant 1. Therefore, by, e.g., [3, Theorem VI.5.1],
R∗ = R−1 = Rm−1. (4)
We also define throughout the paper
M := Id−R. (5)
Following [10, Exercise 12.16], we shall refer to M as the displacement mapping of R. Indeed, [10,
Exercise 12.16] states that M is maximally monotone when X = Rn; this result remains true in
general as well [1, Example 20.29]. Monotone operators play a major role in modern optimization
due to the fact that their zeros are often solutions to inclusion or optimization problems. For more
on monotone operator theory, we refer the reader to [1], [4], [5], [10], [11], [12], [14], and [15].
The main examples of monotone operators are subdifferential operators of convex functions and
positive semidefinite matrices. The displacement mappings considered here form another nice
class of monotone operators.
The purpose of this paper is to provide a comprehensive analysis of M from the point of view of monotone
operator theory. We provide resolvents and Yosida approximations for M and its inverse.
The paper is organized as follows. In Section 2, we derive a formula for the resolvent of γM
(see Corollary 2.2) and discuss asymptotic behaviour as γ → 0+ or γ → +∞. The set-valued and
Moore-Penrose inverses of M are provided in Section 3. In Section 4, we obtain formulae for the
resolvents and Yosida approximations. The final Section 5 presents concrete examples based on
rational rotators and circular shift operators. Notation is standard and follows largely [1].
2 The resolvent of γM
From now on, let
γ > 0. (6)
Themain purpose of this section is to derive a closed form for the resolvent JγM := (Id+γM)
−1,
which is always a well defined full domain operator because γM is maximally monotone, and
explore consequences. We start with a result that holds true for displacement mappings of linear
nonexpansive mappings.
Theorem 2.1. Let S : X → X be nonexpansive and linear. Then
Jγ(Id−S) =
∞
∑
k=0
γk
(1+ γ)k+1
Sk. (7)
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Proof. We have, using [6, Theorem 7.3-1],
Jγ(Id−S) =
(
Id+γ(Id−S))−1 (8a)
=
(
(1+ γ)
(
Id− γ1+γS
))−1
(8b)
=
(
Id− γ1+γS
)−1 ◦ 11+γ Id (8c)
= 11+γ
(
Id− γ1+γS
)−1
(8d)
= 11+γ
∞
∑
k=0
( γ
1+γ )
kSk (8e)
because ‖γ/(1+ γ)S‖ ≤ γ/(1+ γ) < 1. 
Corollary 2.2. (resolvent of γM)We have
JγM =
1
(1+ γ)m − γm
m−1
∑
k=0
(1+ γ)m−1−kγkRk. (9)
Proof. Using Theorem 2.1 and the assumption that R is of finite order m, we have
JγM =
1
1+ γ
∞
∑
k=0
( γ
1+ γ
)k
Rk (10a)
=
1
1+ γ
( m−1
∑
k=0
( γ
1+ γ
)k
Rk +
( γ
1+ γ
)m m−1
∑
k=0
( γ
1+ γ
)k
Rk + · · ·
)
(10b)
=
1
1+ γ
(
1+
( γ
1+ γ
)m
+
( γ
1+ γ
)2m
+ · · ·
) m−1
∑
k=0
( γ
1+ γ
)k
Rk (10c)
=
1
1+ γ
1
1−
( γ
1+ γ
)m
m−1
∑
k=0
( γ
1+ γ
)k
Rk (10d)
=
(1+ γ)m−1
(1+ γ)m − γm
m−1
∑
k=0
( γ
1+ γ
)k
Rk (10e)
and the result follows. 
Remark 2.3. Consider the formula for JγM from Corollary 2.2. The coefficients for R
k are positive and sum
up to 1; hence,
JγM ∈ conv {Id, R, . . . , Rm−1} (11)
and JγM|kerM = Id |Fix R. In particular, if FixR = kerM % {0}, then JγM cannot be a Banach contrac-
tion.
Next, we set
D := ker(M) = FixR, (12)
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which is a closed linear subspace of X. This allows us to describe the asymptotic behaviour of JγM
as γ tends either to 0+ or to +∞.
Proposition 2.4. We have
lim
γ→0+
JγM = Id (13)
and
lim
γ→+∞ JγM = PD =
1
m
m−1
∑
k=0
Rk, (14)
where the limits are understood in the pointwise sense and PD denotes the orthogonal projector onto D.
Proof. The main tool is Corollary 2.2.
The limit (13) is either clear or it follows also from [1, Theorem 23.48] by noting that domM =
domM = X and hence PdomM = PX = Id.
Let’s turn to (14). The left equation follows directly from [1, Theorem 23.48(i)] because D =
M−1(0). Finally, as γ → +∞, we have
JγM =
1
(1+ γ)m − γm
γm
m−1
∑
k=0
(1+ γ)m−1−kγk
γm
Rk (15)
=
1(
1+ 1γ
)m − 1m
1
γ
m−1
∑
k=0
(
1+ 1γ
)m−1−k
Rk (16)
=
1(
1+ 1γ
)m − 1m
1
γ
m−1
∑
k=0
(
1+ 1γ
)m−1−k
Rk (17)
→ 1
m
m−1
∑
k=0
Rk (18)
because the derivative of ξ 7→ ξm at 1 is m. 
Remark 2.5. If both T1 and T2 are operators that are polynomials in R, then clearly T1 and T2 commute:
T1T2 = T2T1. (19)
In particular, by Proposition 2.4, both PD and PD⊥ = Id−PD, the projector onto D and its orthogonal
complement respectively, commute with any operator that is a polynomial in R.
We conclude this section with a connection to the mean ergodic theorem.
Remark 2.6. The linear mean ergodic theorem (see, e.g., [7, Theorem II.11] and [8, Chapter X, Section 144])
states that
PFix S = lim
n→∞
1
n
n
∑
k=0
Sk (20)
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pointwise for any surjective isometry (or even just nonexpansive) linear operator S : X → X. Because
Rm = Id and D = FixR, this yields in particular as N → +∞ that
PD ← 1
Nm− 1
Nm−1
∑
k=0
Rk =
N
Nm− 1
m−1
∑
k=0
Rk → 1
m
m−1
∑
k=0
Rk, (21)
i.e., an alternative proof of the right identity in (14).
3 The inverse and the Moore-Penrose inverse of M
In this section, we will study the (set-valued and Moore-Penrose) inverse of M. We start by con-
sidering the kernel and the range of M.
Proposition 3.1. We have
kerM = D = kerM∗ (22)
and
ranM = D⊥ = ranM∗; (23)
in particular, ranM is closed.
Proof. By [1, Proposition 20.17],
kerM = kerM∗ and ranM = ranM∗. (24)
This and the definition of D yield (22).
Now let y ∈ X.
Assume first that y ∈ ranM. Then y ∈ ranM = ranM∗ = (kerM)⊥ = D⊥.
Conversely, we assume that y ∈ D⊥ and we set
x :=
1
m
m−2
∑
k=0
(m− 1− k)Rky. (25)
Using (14), we obtain
Mx = (Id−R)x (26a)
=
1
m
m−2
∑
k=0
(m− 1− k)Rky− 1
m
m−2
∑
k=0
(m− 1− k)Rk+1y (26b)
=
1
m
m−2
∑
k=0
(m− 1− k)Rky− 1
m
m−1
∑
k=1
(m− k)Rky (26c)
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=
m− 1
m
y− 1
m
Rm−1y− 1
m
m−2
∑
k=1
Rky (26d)
=
(
Id− 1
m
m−1
∑
k=0
Rk
)
y (26e)
=
(
Id−PD
)
y (26f)
= PD⊥y (26g)
= y. (26h)
Hence y = Mx ∈ ranM and thus D⊥ ⊆ ranM.
Altogether, we see that
ranM = D⊥ is closed. (27)
The remaining conclusion follows by combining (27), (24), and the fact that ranM∗ is closed
(because ranM [1, Corollary 15.34]). 
We now define the continuous linear operator
T :=
1
2m
m−1
∑
k=1
(m− 2k)Rk (28)
which will turn out to be key to the study of M−1.
Proposition 3.2. The operator T satisfies the following:
(i)
T =
1
2m
⌊m/2⌋
∑
k=1
(m− 2k)(Rk − Rm−k). (29)
(ii) T∗ = −T, i.e., T is a skew linear operator.
(iii) ran T ⊆ D⊥.
Proof. (i): This follows easily by considering two cases (m is odd and m is even).
(ii): The skew part of Rk is 12(R
k − (Rk)∗) = 12 (Rk − (R∗)k) = 12(Rk − (R−1)k) = 12(Rk − Rm−k)
is, of course, skew. Hence each term we sum over in (29) is skew, and therefore so is T.
(ii): The formula for PD in (14) yields
PD⊥ =
m− 1
m
Id− 1
m
m−1
∑
i=1
Ri. (30)
Using this and (28), we obtain
2m2PD⊥T (31a)
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=(
(m− 1) Id−
m−1
∑
i=1
Ri
)( m−1
∑
j=1
(m− 2j)Rj
)
(31b)
=
(
−
m−1
∑
i=1
(m− 2(m− i))
)
Id (31c)
+
m−1
∑
k=1
(
(m− 1)(m− 2k) −
k−1
∑
i=1
(m− 2(k− i))−
m−1
∑
i=k+1
(m− 2(m+ k− i))
)
Rk (31d)
= (0) Id+
m−1
∑
k=1
(
(m− 1)(m− 2k)− (k− 1)(m− k) + k(m− 1− k)
)
Rk (31e)
=
m−1
∑
k=1
m(m− 2k)Rk = 2m2T. (31f)
Hence PD⊥T = T; equivalently, ran T ⊆ D⊥. 
We are now able to provide a formula for the inverse of M.
Theorem 3.3. We have
M−1 − 12 Id = T + ND⊥ , (32)
and thus
M−1 = 12 Id+T + ND⊥ . (33)
Proof. Using (23), we observe that dom(T + ND⊥) = D
⊥ = ranM = domM−1 = dom(M−1 −
1
2 Id). So pick an arbitrary
y ∈ D⊥. (34)
We must show that
M−1y− 12y
?
= Ty+ D. (35)
Let x ∈ M−1y. Then Mx = y and M−1y = x+ kerM = x+ D by (22). Hence we must show that
x+ D− 12y
?
= Ty+ D, (36)
which is equivalent to x+ D− 12 (x− Rx)
?
= T(x− Rx) + D and to
(x+ Rx) + D
?
= 2T(x− Rx) + D. (37)
Note that PD⊥(x+ Rx) = PD⊥(2T(x− Rx))⇔ 2T(x− Rx)− (x+ Rx) ∈ D = kerM⇔ M(2T(x−
Rx)) = M(x+ Rx) = (Id−R)(x+ Rx). Hence we must prove that
M
(
2T(x− Rx)) ?= x− R2x. (38)
We now work towards (38). First, note that
2mT(x− Rx) =
m−1
∑
k=1
(m− 2k)Rk(x− Rx) (39a)
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=
m−1
∑
k=1
(m− 2k)Rkx−
m−1
∑
k=1
(m− 2k)Rk+1x (39b)
=
m−1
∑
k=1
(m− 2k)Rkx−
m
∑
k=2
(m+ 2− 2k)Rkx (39c)
= (m− 2)x+ (m− 2)Rx− 2
m−1
∑
k=2
Rkx, (39d)
which implies
2T(x− Rx) = m− 2
m
x+
m− 2
m
Rx− 2
m
m−1
∑
k=2
Rkx. (40)
Using (40), we see that
M
(
2T(x− Rx)) = (Id−R)(2T(x− Rx)) (41a)
=
(
2T(x− Rx))− R(2T(x− Rx)) (41b)
=
m− 2
m
x+
m− 2
m
Rx− 2
m
m−1
∑
k=2
Rkx (41c)
− R
(
m− 2
m
x+
m− 2
m
Rx− 2
m
m−1
∑
k=2
Rkx
)
(41d)
=
m− 2
m
x− 2
m
m−1
∑
k=2
Rkx− m− 2
m
R2x+
2
m
m−1
∑
k=2
Rk+1x (41e)
=
m− 2
m
x− 2
m
R2x− m− 2
m
R2 +
2
m
x (41f)
= x− R2x, (41g)
i.e., (38) does hold, as desired! 
Remark 3.4. Consider Theorem 3.3. Then M−1 − 12 Id is monotone; in other words, M−1 is 12 -strongly
monotone. If R 6= Id, then D 6= X; hence D⊥ % {0} and T|D⊥ − ε Id cannot be monotone because T is
skew. It follows that the constant 12 is sharp:
M−1 is not σ-strongly monotone if R 6= Id and σ > 12 . (42)
We are also able to provide a pleasant formula for the Moore-Penrose inverse of M.
Theorem 3.5. The Moore-Penrose inverse of M is
M† = 12PD⊥(Id+2T) =
m−1
∑
k=0
m− 1− 2k
2m
Rk. (43)
Proof. Recall that
PD⊥ = Id−
1
m
m−1
∑
k=0
Rk, (44)
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which is a polynomial in R. Using also [2, Proposition 2.1], we have
M† = PranM∗ ◦M−1 ◦ PranM = PD⊥ ◦ ( 12 Id+T+ ND⊥) ◦ PD⊥ (45a)
= 12PD⊥ + PD⊥TPD⊥ (45b)
= 12PD⊥(Id+2T) (45c)
=
1
2m
(
(m− 1) Id−
m−1
∑
i=1
Ri
)(
Id+2T
)
(45d)
=
1
2m
(
(m− 1) Id−
m−1
∑
i=1
Ri
)(
Id+
1
m
m−1
∑
j=1
(m− 2j)Rj
)
(45e)
=
1
2m2
(
(m− 1) Id−
m−1
∑
i=1
Ri
)(
m Id+
m−1
∑
j=1
(m− 2j)Rj
)
(45f)
=
1
2m2
(
(m− 1) Id−
m−1
∑
i=1
Ri
)( m−1
∑
j=0
(m− 2j)Rj
)
(45g)
because T is also a polynomial in R (see Remark 2.5). We thus established the left identity in (43).
To obtain the right identity in (43), we use the very last expression (45g) for M† and compute the
coefficients of Id, R, R2, . . . , Rm−1.
The coefficient for Id is
1
2m2
(
(m− 1)m−
m−1
∑
i=1
(m− 2(m− i))
)
=
m− 1
2m
(46)
as needed.
The coefficient for R is
1
2m2
(
(m− 1)(m− 2)− (m)−
m−1
∑
i=2
(m− 2(m+ 1− i))
)
=
m− 3
2m
(47)
as needed.
The coefficient for the general Rk is
(m− 1)(m− 2i)−
k
∑
i=1
(m− 2(k− i))−
m−1
∑
i=k+1
(m− 2(m+ k− i))
2m2
=
m− 1− 2k
2m
(48)
as needed. 
Corollary 3.6. For all y ∈ ranM = D⊥, we have
M−1y = M†y+ D = D+
m−1
∑
k=0
m− 1− 2k
2m
Rky. (49)
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Proof. It is well known (see, e.g., [1, Proposition 3.31]) that MM† = PranM which readily implies
the conclusion. 
Remark 3.7. We mention in passing that the results in this section combined with work on decompositions
of monotone linear relations lead to a Borwein-Wiersma decomposition
M−1 = ∂
(
1
4‖ · ‖2 + ιD⊥
)
+ T (50)
of M−1. The required background is nicely detailed in Liangjin Yao’s PhD thesis [13].
4 Resolvents and Yosida approximations
Given a maximally monotone operator A on X, recall that its resolvent is defined by JA =
(Id+A)−1 and its Yosida approximation of index γ by γA = 1γ (Id−JγA). The Yosida approxi-
mation γA is indeed an approximation of A because γAx→ PAx(0) ∈ Ax as γ → 0+; for this and
more, see [1, Chapter 23].
Recall that we proved in Corollary 2.2 that
JγM =
1
(1+ γ)m − γm
m−1
∑
k=0
(1+ γ)m−1−kγkRk; (51)
indeed, this will give us the following result quickly.
Theorem 4.1. We have
JγM−1 = Id−J(1/γ)M, (52)
γM = 1γ
(
Id−JγM
)
, (53)
and
γ(M−1) = 1γ J(1/γ)M =
1
(1+ γ)m − 1
m−1
∑
k=0
(1+ γ)m−1−kRk. (54)
Proof. By the linearity of M and [1, Proposition 23.20], we have
JγM−1 = (1/γ)J(1/γ)−1M−1 ◦ (1/γ)−1 Id = Id−J(1/γ)M, (55)
and (52) holds. (53) is just the definition, while (54) is clear from (52). The remaining identity
follows by employing (51). 
Wealready observed inM−1 is 12 -stronglymonotone and that the constant
1
2 is sharp (unless R =
Id). This implies that the resolvent JγM−1 is a Banach contraction — in general, this observation is
already in Rockafellar’s seminal paper [9]:
Proposition 4.2. JγM−1 is a Banach contraction with Lipschitz constant 2/(2+ γ) < 1. If D 6= {0},
then JγM cannot be a Banach contraction.
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Proof. Using Remark 3.4 and [1, Proposition 23.13], we have the implications M−1 − 12 Id is skew
(and hence monotone) ⇔ γM−1 − (γ/2) Id is monotone ⇔ γM−1 is β-strongly monotone with
β := γ/2⇔ JγM−1 is (1+ β) cocoercive⇒ JγM−1 is a Banach contraction with constant 1/(1+ β) =
2/(2+ γ) < 1.
Finally, if D 6= {0}, then D = ker(γM) = Fix JγM contains infinitely many points and thus JγM
cannot be a Banach contraction. 
We will see in Section 5.1 below that the contraction constant cannot be improved in general.
5 Examples
In this last section, we present both JγM and JγM−1 for two different types of isometries of finite
order.
5.1 Rational rotators
In this subsection, we assume that
X = R2 and R =
(
cos(2pi/m) − sin(2pi/m)
sin(2pi/m) cos(2pi/m)
)
. (56)
Then
Rm = Id and D = FixR = {(0, 0)} ⊆ X. (57)
Using (51) and (52), we record JγM and JγM−1 for m ∈ {2, 3, 4}:
m = 2 ⇒ JγM = 1
1+ 2γ
(
1 0
0 1
)
and JγM−1 =
2
2+ γ
(
1 0
0 1
)
; (58)
m = 3 ⇒ JγM =
(
2+ 3γ −√3γ√
3γ 2+ 3γ
)
2+ 6γ + 6γ2
and JγM−1 =
(
6+ 3γ
√
3γ
−√3γ 6+ 3γ
)
6+ 6γ + 2γ2
; (59)
and
m = 4 ⇒ JγM =
(
1+ γ −γ
γ 1+ γ
)
1+ 2γ + 2γ2
and JγM−1 =
(
2+ γ γ
−γ 2+ γ
)
2+ 2γ + γ2
. (60)
Higher values of m lead to unwieldy matrices. We do note that for m = 2, we have JγM−1 =
2/(2+ γ) Id; consequently, the constant 2/(2+ γ) in Proposition 4.2 is sharp.
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5.2 Circular shift operators
In this subsection, we assume that H is another real Hilbert space,
X = Hm and R : X → X : (x1, x2, . . . , xm) 7→ (xm, x1, . . . , xm−1) (61)
is the circular right-shift operator. Then
Rm = Id and D = FixR =
{
(x, x, . . . , x) ∈ X ∣∣ x ∈ H}, (62)
which is the “diagonal” subspace of X with orthogonal complement
D⊥ =
{
(x1, x2, . . . , xm) ∈ X
∣∣ x1 + x2 + · · ·+ xm = 0}. (63)
Some of our results in this paper were derived in [2]; however, with less elegant proofs (some-
times relying on the specific form of R).
Using (51) and (52) once again, we record JγM and JγM−1 for m ∈ {2, 3, 4}:
m = 2 ⇒ JγM = 1
1+ 2γ
(
1+ γ γ
γ 1+ γ
)
and JγM−1 =
1
2+ γ
(
1 −1
−1 1
)
; (64)
m = 3 ⇒ JγM = 1
2+ γ

 (1+ γ)
2 γ2 (1+ γ)γ
(1+ γ)γ (1+ γ)2 γ2
γ2 (1+ γ)γ (1+ γ)2

 ; (65)
m = 3 ⇒ JγM−1 =
1
3+ 3γ + γ2

 2+ γ −1 −(1+ γ)−(1+ γ) 2+ γ −1
−1 −(1+ γ) 2+ γ

 ; (66)
m = 4 ⇒ JγM =


(1+ γ)3 γ3 (1+ γ)γ2 (1+ γ)2γ
(1+ γ)2γ (1+ γ)3 γ3 (1+ γ)γ2
(1+ γ)γ2 (1+ γ)2γ (1+ γ)3 γ3
γ3 (1+ γ)γ2 (1+ γ)2γ (1+ γ)3


1+ 4γ + 6γ2 + 4γ3
; (67)
and
m = 4 ⇒ JγM−1 =


3+ 3γ + γ2 −1 −(1+ γ) −(1+ γ)2
−(1+ γ)2 3+ 3γ + γ2 −1 −(1+ γ)
−(1+ γ) −(1+ γ)2 3+ 3γ + γ2 −1
−1 −(1+ γ) −(1+ γ)2 3+ 3γ + γ2


4+ 6γ + 4γ2 + γ3
. (68)
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