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C O N T E N T S 
 i 
 
 
The theory of domination has been of deep interest for several 
decades. This is because of its applications in many areas like science, 
Social Sciences, and so on. Over 1200 research papers have been 
published including various generalizations of the concepts of the 
domination.  
 
We found that graphs which are critical with respect to the 
domination have been studied by several authors. We believed that it 
was possible and interesting to investigate those graphs which are 
critical with respect to some other variants. Our study is about this.       
 
The present dissertation consists of six chapters which include 
historical remarks and applications. 
  
Chapter  1 is all about graphs which are critical with respect to 
the domination. This provides basic  information about graphs which 
are critical particularly when a vertex is removed. The results of this 
chapter can be found in [18] and [19]. 
 
Chapter  2 is about the total domination and what happens to the 
total domination number of a graph when a vertex is removed from 
the graph. We have obtained some characterizations for different  
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types of vertices using    T -set in a graph G. Some examples have 
been given.  
 
In chapter 3, we consider the concept of a connected 
dominating set and graphs which are critical with respect to the 
connected  domination. Here also we consider  vertex removal and 
also take care of cut points and non-cut points. We characterize points 
which lie in +CV , -CV  and 0CV . 
 
In the next chapter 4, we deal with k-dominating sets and the 
effect of removing a vertex on the k-domination of a graph. For this 
purpose, we define the concept of the private k-neighbourhood of a 
vertex with respect to a k-dominating set containing the vertex. 
 
 In chapter 5, we consider distance-k domination and prove 
several results about vertices whose removal increase or decrease or 
keep unchanged in the distance-k domination  number of a graph.  
     
In the final 6th chapter, we provide historical background of the 
domination and its variants. Also we provide some applications of the 
domination, the total domination, the connected domination and the 
distance-k domination.  
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 N T R O D U C T I O N : As we shall see, there are many useful applications of graph 
theory. The mathematical study of dominating sets in graphs began around 1960, the 
subject has historical roots go back to 1862 when C. F. De Jaenisch [11] studied the 
problem of determining the minimum number of queens which are necessary to cover 
(or dominate) as   n x n chessboard.  
In this chapter we include the basic definitions, examples and theorems regarding the concept 
of dominations in graphs. We have used several references to include all results of this 
chapter. One can refer to references [18] and [19]. We have provided proofs for most 
theorems in this chapter. 
We have assumed that all graphs are simple. This chapter is concerned about what happens to 
domination number when a vertex is removed from the graph. These vertices have been 
characterized using minimum dominating sets, which are called  - sets. Thus, all vertices of 
graphs are divided into three mutually disjoint sets namely V+, V- and V0 which have been 
defined at appropriate places in this chapter. It has been proved that if the domination number 
of a graph changes whenever every vertex is removed from the graph, then actually the 
domination number decreases.          
I 
C H A P T E R  1 
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The concepts of  the domination and its variants are well studied 
and well researched in graph Theory. They have many applications in 
other areas like computer networks, communication networks, 
telecommunications and operations research. At least twelve hundred 
research papers have been published in this area. 
 It is important to study those graphs which are critical with 
respect to the vertex removal or the edge removal in the context of the 
domination and its variants. When a vertex is removed, the 
domination in a graph may remain same or may increase or may 
decrease.  
 This chapter provides an introduction of the area which has been 
studied and in which research papers have been published by various 
authors.  
 We consider three types of vertices: 
(i) Those vertices whose removal increases the domination number 
(or its variants). 
(ii) Those vertices whose removal decreases the domination number 
(or its variants). 
(iii) Those vertices whose removal does not change the domination 
number (or its variants).   
Characterization of vertices of type (i), (ii) and (iii) has been 
presented in this chapter.  
It may happen that more than one vertex must be removed in 
order to change the domination number (or its variants). This concepts 
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has also been studied by various authors like [18], [19] and we present 
the results published by them.  
 
First of all, we define the concept of a dominating set and the 
domination number of a graph . 
 
1.1  DEFINITION. Let G be a graph and V(G) be the set of all 
vertices of G. Let S be a subset of V(G). Then S is said to be a 
dominating set in the graph G if and only if for any w Є V(G) – S, 
we can find at least one vertex  v Є S such that w is adjacent to v. 
 
EXAMPLE  1 
GRAPH  G. 
 
 
 
Take  S = {0, 1, 3}. 
We can see that 4 is adjacent to 0 and 2 is adjacent to 1. 
Therefore, S is a dominating set in the graph G 
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EXAMPLE  2 
GRAPH  G. 
 
S = {0, 2, 4} is a dominating set in G( because 1 and 5 is adjacent to 0 
and 3 is adjacent to 2). 
Next we define the concept of a minimal dominating set. 
 
1.2  DEFINITION. Let G be any graph. A dominating set S in the 
graph G is said to be a minimal dominating set in the graph G if and 
only if for any v Є S, S – v is not a dominating set in the graph G. 
 
EXAMPLE   3          
GRAPH  G. 
 
S = {0} is a minimal dominating set in G. 
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EXAMPLE  4 
GRAPH  G. 
 
Let   S = {0, 3, 4}. Clearly S is a dominating set in the graph G. 
But  each of S – 0, S – 3, S – 4 is not a dominating set in the graph G.  
Therefore, S is a minimal dominating set in the given graph G. 
 
1.3  DEFINITION. Let S be a subset of V(G) and v Є S. Then the 
private neighbourhood of v with respect to the set S is denoted by       
Pr [v, S] and defined as follows: 
                        Pr [v, S] = {w Є V(G) / N[w] ∩ S = {v}}. 
 
 
NOTE. S is a dominating set in a graph G and v Є S. Then 
(1)  if w Є V(G) – S and w is adjacent to only v in S, then                
w Є Pr [v, S], 
(2) if w Є S and w ≠ v, then w Pr [v, S], 
(3)  if w = v is not adjacent to any vertex of S, then w Є Pr [v, S]. 
Now  we give a characterization of a minimal dominating set in 
a graph.  
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1.1  THEOREM. A dominating set S in the graph G is a 
minimal dominating set in the graph G if and only if  for every 
vertex v Є S,  Pr [v, S] ≠ ø. 
 
PROOF. Let G be any graph.  
Let S be a minimal dominating set in the graph G and v Є S be 
arbitrary vertex.  
By definition 1.2(page 4), S – v is not a dominating set in the given 
graph G. 
We may therefore there exists a vertex w Є V(G) – {S – v} such that 
w is not adjacent to any vertex of S – v. 
But S is a dominating set in G.   
Therefore, w is adjacent to at least one vertex of S.  
Case 1. If w = v, then w is not adjacent to any vertex of S – v.  
Then,  w Є Pr [v, S]. 
Therefore, Pr [v, S] ≠ ø.  
Case 2.  If w ≠ v,  then w is adjacent to only v in S.  
By definition 1.3(page 5),  w Є Pr [v, S]. 
Therefore, Pr [v, S] ≠ ø.  
Conversely, suppose for any vertex v Є S, Pr [v, S] ≠ ø.   
Let w Є Pr [v, S] and S1 = S – v. 
Case 1.  If w = v then, w is not adjacent to any vertex of S. 
Therefore, w Є V(G) – S1 is not adjacent to any vertex of S1. 
By definition 1.1(page 3), S1 is not a dominating set in G. 
Case 2. If w ≠ v, then w is adjacent to only v in S. 
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Therefore, w is not adjacent to any vertex of S1. 
Therefore, S1 is not a dominating set in  G. 
Thus we have proved that any vertex v Є S, S – v is not a dominating 
set in the given graph G.  
It follows that S is a minimal dominating set in  G(by definition 1.2). 
 
1.4  DEFINITION. Let G be any graph. A dominating set S in G 
with minimum cardinality is called a minimum dominating set in the 
graph G.  
A minimum dominating set in G is called a γ -set in the graph G. 
 
1.5  DEFINITION. Let G be any graph and S be a minimum 
dominating set in G. Then |S| ( = cardinality of the set S) is called  the 
domination number of the graph and it is denoted by γ (G).  
 
NOTE. (i) If S is a dominating set in a graph G, then γ(G) ≤ |S|. 
NOTE. (ii) Every minimum dominating set in G is a minimal 
dominating set in G.   
 
EXAMPLE  5 
GRAPH  G. 
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S = {0} is a minimum dominating set in G. 
Therefore, γ(G) = 1. 
 
EXAMPLE  6 
GRAPH  G. 
 
We see that S = {0, 2, 4} is a minimum dominating set in G.  
Therefore,  γ(G) =3. 
 
It may happen that more than one vertex must be removed in 
order to  change the domination number (or its variants). This idea 
gives the following definition. 
 
1.6  DEFINION. A graph G is said to be  vertex critical graph  
with respect to the property of the domination number if γ (G – v) is 
not equal to γ (G)  for any v Є V(G).  
 
EXAMPLE  7 
 Cycle C4 is  vertex critical with respect to the domination number.   
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REMARK. (i) A graph may or may not be  vertex critical.  
EXAMPLE  8 
GRAPH  G.  
P3 = the path graph with 3 vertices. 
 
If S = {2}, then S is a minimum dominating  set in the graph G. 
Therefore, γ (G) =1. 
Also γ(G – 1) = 1, γ(G – 2) = 2 and  γ(G – 3) = γ(G – 1) = 1.  
It follows from the definition 1.6(page 8), P3 is not the vertex critical 
graph. 
 
REMARK. (ii) There may be a vertex whose removal increases 
or decreases the domination number in a graph.  
 
EXAMPLE  9 
GRAPH  G. 
P3 = the path graph with 3 vertices. 
 
Let, S = {2}. Then S is a minimum dominating set in G. 
Therefore,  γ (G) =1. 
Also γ (G – 2) = 2. 
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Therefore, γ (G) < γ (G – 2). 
REMARK. (iii)  There may be a vertex in a graph whose 
removal does not change the domination number in the graph. 
 
EXAMPLE  10 
GRAPH  G. 
P3 = the path graph with 3 vertices. 
 
Let S = {2}. Then S is a minimum dominating set in G with γ (G) =1 
and γ (G) = γ (G – 1). 
In general, it is not true that removal of every vertex changes the 
domination number in a graph. 
Also, it happens that removal of an edge from a graph may or 
may not change the domination number. 
  
1.2  THEOREM. If e is an edge of a graph G, then                  
γ (G – e) ≥ γ (G). 
 
PROOF.  This is clear. 
 
EXAMPLE  11 
GRAPH  G.  
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γ (G) = 1 
GRAPH  G – e1 .    
 
γ (G – e1) = 2. 
Therefore, γ (G – e1) > γ (G). 
 
Now we define the following concepts. 
 
1.7  DEFINITION. Let G be any Graph. 
Then   V+ = {v Є V(G) / (G – v) > (G)}. 
 
EXAMPLE  12 
GRAPH  G 
 
 
 
 
 
 
 
 
γ (G) = 1. 
γ (G – 0) = 6. 
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It follows from the above definition,  0 Є V+. 
 
1.8  DEFINITION. Let G be any graph. 
Then,                   V- = {v Є V(G)/ γ (G – v) < γ (G)}. 
 
 
EXAMPLE  13 
GRAPH  G. 
 
 
S = {0, 2, 4} is a minimum dominating set in the graph G.  
γ (G) = 3. 
γ (G – 0) = 2. 
Therefore,  γ (G – 0) < γ (G). 
By above definition,  0 Є V-. 
 
1.9  DEFINITION. Let G be a graph. 
Then,              V0 = {v Є V(G) / γ (G – v) = γ (G)}. 
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EXAMPLE  14 
GRAPH  G. 
 
 
Let S = {2}. Then S is a minimum dominating set in G. 
Therefore γ (G) =1. 
Also  γ(G – 1) = 1.  
Therefore, γ (G) = γ (G – 1). 
By above definition,  1 Є V0. 
 
The above three definitions can be found in [19]. 
 
NOTE. 
(i) V+ ∩ V- = V+ ∩ V0 = V0 ∩ V- = . 
(ii) V+ U V- U V0 = V(G). 
 
 
1.10  DEFINITION. Let G be any graph. Then we define the open 
neighbourhood of v in G as follows : 
                      N(v) = { w Є V(G) / w is adjacent to v }. 
1.11  DEFINITION. Let G be any graph. Then we define the closed 
neighbourhood of v in G as follows : 
                      N[v] = { w Є V(G) / w is adjacent to v } U {v}. 
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EXAMPLE  15 
GRAPH  G. 
 
Then, N(0) = { 1, 5 } and N[0] = {0, 1, 5}. 
Now we find a relation between the domination number of G and      
G – v. 
 
1.3  THEOREM. Let G be a graph and (G –v) < (G).  Then 
(G) = (G – v) + 1. 
 
PROOF. Let G be any graph and v Є V(G). 
Let S be a minimum dominating set in G – v. 
It is clear that v  S. 
Let  N(v) = {1, 2, …, n}. 
Suppose S contains at least one neighbour (say) 1 of v.   
If w = v, then w is adjacent to a vertex 1 Є S. 
If w ≠ v Є V(G) – S and S is a dominating set in the graph G – v, we 
can find some vertex z Є S such that w is adjacent to z.  
It follows that S is a dominating set in the graph G. 
Therefore, (G ) ≤ |S| =  (G – v) < (G).  
That is, (G) < (G), a contradiction. 
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Therefore our assumption is wrong. 
Therefore, S is a subset of V(G) – N[v]. 
Let  S1 = S  {1}. 
If w ≠ 1 Є V(G – v) – S and  S is a dominating set in the  graph         
G – v, then there exists some vertex  z Є S such that w is adjacent to   
z Є S which is a subset of S1. 
Thus if w ≠ 1 Є V(G – v) – S, then w is adjacent to some z Є S1. 
If w = v, then w is adjacent to a vertex 1 Є S1. 
It follows that S1  is  a  dominating  set  in  the  graph  G  with          
|S1| = (G – v)  + 1. 
But, (G – v) < (G). 
Thus,  S1 must be a minimum dominating set in the given graph G.  
Therefore, (G) = (G – v) + 1. 
 
1.4  THEOREM. Let G be a graph and v Є V(G). Then a vertex 
v Є V+ if and only if the following conditions hold: 
(i) v is not an isolated vertex. 
(ii) v belongs to every γ - set in the graph G. 
(iii) If any set S is a subset of V(G) – N[v] with |S| = γ (G), then S is 
not  a dominating set in the graph G – v. 
 
PROOF. Let G be a graph and v Є V(G). 
Suppose v Є V+ and  v is an isolated vertex. 
It is clear that every γ - set in the given graph G contains v. 
Let S be a γ - set in G containing v. 
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Let  S1 = S – v. 
Clearly, S1 is a dominating set in the graph G – v. 
Therefore γ (G – v) < γ (G), a contradiction to the fact that v Є V+. 
Therefore, v is not an isolated vertex if v Є V+. 
Therefore, condition (i) holds if v Є V+.  
Suppose v Є V+ and condition (ii) is not satisfied.  
Let S be a minimum dominating set in the graph G not containing v. 
Therefore S is also a dominating set in G – v.  
It follows from the definition 1.5(page 7), γ (G – v) ≤ |S| = γ (G),                      
a contradiction to the fact that v Є V+. 
Therefore, condition (ii) holds if v Є V+. 
Suppose v Є V+ and condition (iii) is not satisfied. 
Therefore, we can find a dominating set S in G – v which is a subset 
of V(G) – N[v] with |S| = γ (G).   
By definition 1.5, γ (G – v) ≤ |S| = γ (G), a contradiction to the fact 
that  v Є V+. 
Therefore, condition (iii) is satisfied if v Є V+. 
Conversely, Suppose v Є V(G) satisfies the conditions (i), (ii)            
and (iii). 
Suppose v Є V0. 
By definition 1.9(page 12), γ (G – v) = γ (G). 
Let S be a minimum dominating set in the graph G – v. 
Therefore,  |S| = γ (G – v) = γ (G) and v does not belong to S. 
Let   N(v) = {1, 2, ……., n}. 
Suppose S is a subset of V(G) – N(v) with |S| = γ (G – v) and v  S. 
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Therefore, S is a subset of V(G) – N[v] with |S| = γ (G – v) = γ (G).                
Therefore, by condition (ii) S is not  a dominating set in G – v, a 
contradiction to the fact that S is a minimum dominating set in G – v. 
It follows that S contains at least one vertex (say) 1 of N(v). 
If w = v, then w is adjacent to a vertex 1 Є S. 
If w Є V(G – v) – S and S is a minimum dominating set in the graph                
G – v, then w is adjacent to some vertex z Є S. 
Therefore, from the above cases we can say that S is a dominating set 
in G with |S| = γ (G – v) = γ (G). 
That is, S is a minimum dominating set in the graph G not containing 
v, a contradiction to condition (ii).  
Therefore,   v  V0. 
Suppose   v Є V-. 
By definition 1.8,  γ (G - v) < γ (G). 
Therefore, γ (G) =  γ (G - v) + 1(by theorem 1.3). 
Let S be a minimum dominating set in G – v. 
It is clear that v S and |S| = γ (G – v) = γ (G) – 1. 
Let   N(v) = {1, 2, …., n}. 
Suppose S is a subset of V(G) – N(v). 
Let S1 = S U {1}. 
If w = v, then w is adjacent to a vertex 1 Є S1. 
If w ≠ v Є V(G) – S1 , then w Є V(G – v) – S. 
But S is a minimum dominating set in the graph G – v.  
Then w is adjacent to some vertex z Є S  S1. 
Therefore, S1 is a dominating set in G with | S1| = |S| + 1 = γ (G). 
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That is, S1 is a minimum dominating set in G not containing v, a 
contradiction to condition (ii). 
Therefore, S contains at least one vertex (say) 1 of N(v). 
If w = v, then w is adjacent to a vertex 1 Є S. 
If w ≠ v Є V(G) – S and S is a minimum dominating set in the graph                
G – v, then w is adjacent to some vertex z Є S. 
Therefore,  S is a dominating set in the graph G. 
Therefore, γ (G) ≤  |S| = γ (G - v). 
Therefore,  v  V-.  
Thus,  v  V- and v  V0.  
But  V(G) = V+ U V- U V0. 
Therefore, v Є V+. 
EXAMPLE  16 
GRAPH  G. 
 
(i) 0 is not an isolated vertex 
(ii) S = {0} is only γ-set in G. 
(iii) If S is any subset of V(G) – N[v], then S is not a 
dominating set in G – v. 
Therefore by above theorem, 0 Є V+. 
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1.5  THEOREM. Let G be any graph and v Є V(G). Then v Є V- 
if and only if there is a minimum dominating set S in the graph G  
containing v such that Pr [v, S] = {v}. 
 
PROOF. Let G be any graph. 
Suppose  v Є V-. 
By definition 1.8(page 12), γ (G – v) < γ (G). 
Therefore, γ (G) =  γ (G - v) + 1(by theorem 1.3). 
Let S be any minimum dominating in the graph G – v. 
Let  N(v) = {1, 2, …, n}. 
If S contains at least one vertex (say) 1 of N(v), then S is a dominating 
set in the graph G. 
By definition 1.5(page 7), γ (G) ≤ |S| = γ (G – v), a contradiction to the 
fact that v Є V-. 
Therefore S is a subset of V(G) – N[v]. 
Let   S1 = S  {v}. 
Clearly, S1 is a dominating set in the graph G with | S1| = |S| + 1=γ (G) 
and v is an isolated vertex in S1. 
Therefore, S1 is a minimum dominating set in the graph G containing             
v and v Є Pr [v, S1]. 
We want to show that  Pr [v, S1] = {v}.  
Suppose  Pr [v, S1] contains at least one vertex w other then v. 
Therefore, w  S1 and w is adjacent to only v in S1. 
Therefore, w is not adjacent to any vertex of S. 
Thus, w Є V(G – v) – S and w is not adjacent to any vertex of S. 
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Therefore, S is not a dominating set in the graph G – v, a 
contradiction to the fact that S is a minimum dominating set in G – v. 
Therefore, our assumption is wrong. 
Therefore, Pr [v, S1] = {v}. 
Conversely, suppose there is a minimum dominating set S in the 
graph G containing v such that Pr [v, S] = {v}. 
Let   S1 = S – v. 
Let w Є V(G – v) – S1 be any arbitrary vertex. 
Clearly, w ≠ v and therefore w Є V(G) – S is adjacent to at least one 
vertex z of S different from v(because S is a dominating set in G and 
if w is adjacent to only v in S, then Pr [v, S] contains vertex w 
different from v). 
That is, w is adjacent to some vertex  z Є S1.  
It follows that S1 is a dominating set in G - v. 
Therefore, γ (G – v ) ≤ |S1| (= γ (G) – 1) < γ (G). 
That is, γ (G – v ) < γ (G). 
Therefore, v Є V-. 
 
EXAMPLE  17 
GRAPH  G. 
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S = {0, 2, 4} is a minimum dominating set in G containing 0 and                            
Pr [0, S] = {0}. 
Therefore, 0 Є V-. 
 
1.6  THEOREM. Let G be any graph and vЄV(G).  
(a) If v Є V+, then for every minimum dominating set S in the 
graph G containing v, Pr [v, S] contains at least two non-
adjacent vertices.  
(b) If v Є V+ and w Є V-, then v and w are not adjacent., 
(c) |V0| ≥ 2|V+|. 
(d) If γ (G – v)  ≠ γ (G)  for every v Є V(G), then γ (G – v) < γ (G) 
for every v Є V(G). 
 
PROOF. (a) Let G be any graph and v Є V(G). 
Let v Є V+ and S be a minimum dominating set in the graph G. 
Therefore by theorem 1.4(page 15), S is a minimum dominating set in 
the graph G containing v. 
It follows from the theorem 1.1(page 6), Pr [v, S] ≠ . 
Suppose  Pr [v, S] contains only one vertex (say) w of V(G). 
Case1. If w = v, then w is not adjacent to any vertex of S. 
Let   S1 = S – v. 
If z Є V(G – v) – S and S is a minimum dominating set in the graph 
G, then z ≠ v is  adjacent to some vertex  x Є S different from v 
(because if z is adjacent to only v in S, then Pr [v, S] contains vertex z 
different from v, a contradiction to the fact that Pr [v, S] = {v}).  
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Therefore if z Є V(G – v) – S1, then z is adjacent to some vertex  x  in 
S1. 
Therefore,  S1 is a dominating set in the graph G – v. 
It follows that γ (G – v) ≤ |S1| < γ (G). 
Therefore  v Є V- , a contradiction to the fact that v Є V+. 
Therefore,  Pr [v, S] contains more than one vertex. 
Case2. If w ≠ v and S is a minimum dominating set in the graph 
G, then w is adjacent to only a vertex v in S. 
Let  S1 = S – {v}  {w}. 
If z = v, then z is adjacent to w in S1. 
If z ≠ v Є V(G) – S1, then z ≠ w Є V(G) – S.  
But S is a dominating set in the graph G.  
Therefore, z is adjacent to some vertex x in S different from v 
(because if z is adjacent to only v in S, then Pr [v, S] contains vertex z 
different from v, a contradiction to the fact that Pr [v, S] = {v}).  
Therefore if z ≠ v Є V(G) – S1, then z is adjacent to some vertex  x  in 
S1. 
Thus, S1 is a dominating set in the graph G not containing v with 
γ (G) = |S1|. 
That is, S1 is a minimum dominating set in the graph G not containing 
v, a contradicting to fact that v Є V+. 
Therefore our assumption is wrong. 
Therefore, Pr [v, S] contains at least two vertices. 
Now we want to show that Pr [v, S] contains at least two                        
vertices different from v. 
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Suppose  Pr [v, S] = {v, w}. 
Let  S1 = S – {v}  {w}. 
If z = v, then z is adjacent to w in S1. 
If z ≠ v Є V(G) – S1, then z ≠ w Є V(G) – S.  
But S is a dominating set in the graph G.  
Therefore, z is adjacent to some vertex x in S different from v 
(because if z is adjacent to only v in S, then Pr [v, S] contains a vertex 
z different from v and w, a contradiction to the fact that                      
Pr [v, S] = {v, w}).  
Therefore if z ≠ v Є V(G) – S1, then z is adjacent to some vertex  x  in 
S1. 
It follows from the definition 1.1, S1 is a dominating set in the graph 
G  not containing v with γ (G) = |S1|. 
That is, S1 is a minimum dominating set in the graph G not containing 
v, a contradicting to the fact that v Є V+. 
Therefore, our assumption is wrong. 
Therefore, Pr [v, S] contains at least two vertices different from v. 
Next we want to show that Pr [v, S] contains at least two                        
non-adjacent vertices different from v. 
Suppose all vertices of  Pr [v, S] – {v}  are adjacent to each other. 
Let  {1, 2, …, n}  Pr [v, S]- {v}. 
Let  T1 = S – {v}  {1}. 
If z = v, then z is adjacent to a vertex 1 in T1. 
If z ≠ v Є (V(G) – T1) ∩ Pr [v, S], then z Є (V(G) – S) ∩ Pr [v, S]. 
But S is a dominating set in the graph G. 
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Therefore, z is adjacent to a vertex 1 in T1 (because all vertices of     
Pr [v, S] adjacent to each other and therefore z is adjacent to 1). 
If z ≠ v Є V(G) – T1 and z  Pr [v, S], then z Є V(G) – S and              
z  Pr [v, S]. 
Therefore, z is adjacent to some vertex x in S different from v 
(because S is a dominating set in G and z  Pr [v, S]). 
Thus if z ≠ v Є V(G) – T1, then z is adjacent to some vertex  x  in T1. 
Therefore T1 is a dominating set in G not containing v with |T1|= γ(G). 
That is, T1 is a minimum dominating set in G not containing v, a 
contradicting to fact that v Є V+. 
Therefore, our assumption is wrong. 
Therefore, Pr [v, S] contains at least two non–adjacent vertices 
different from v. 
 
(b) 
Let G be any graph and let  w Є V-. 
Therefore by theorem 1.5(page 19),  there is a minimum dominating 
set S in the graph G containing w such that Pr [w, S] = {w}. 
Therefore, w is not adjacent to any vertex of S. 
Let v Є V+.  
Therefore  v Є S. 
Thus, v and w both are in S and therefore v and w are non-adjacent. 
 (c) 
Let G be any graph. 
Let v Є V+ and S be a minimum dominating set in the graph G 
containing v. 
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Therefore, Pr [v, S] contains at least two non-adjacent vertices (say) 
w1 and w2 different from v. 
Therefore, w1  S and w2  S. 
Therefore, w1  V+ and w2  V+ (by theorem 1.4, page 15). 
Also v is adjacent to w1, w2 and v Є V+. 
Therefore, w1  V- and w2  V- (by theorm 1.6 (b)). 
Therefore, w1 Є V0 and w2 Є V0. 
Thus, every vertex v Є V+ gives rise to two distinct vertices of V0.  
Suppose v1 and v2 are two distinct vertices of V+ such that w1 and w2 
(different from v) both belongs to V0 corresponds to a vertex v1 with 
respect to a minimum dominating set T in the graph G and w3 and w4 
(different from v) both belongs to V0 corresponds to a vertex v2 with 
respect to the same minimum dominating set T in the graph G. 
 
 
Suppose, w2 = w3. 
Therefore, w2 is adjacent to two distinct vertices of S.  
Therefore, w2  Pr [v1, S], a contradiction to the fact that                    
w2 Є Pr [v1, S]. 
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Thus, we have proved that two distinct vertices V+ gives rise to two 
disjoint two elements sets of V0. 
Therefore, |V0| ≥ 2|V+|. 
(d) 
We must prove that v Є V-, for every vertex v Є V(G).  
That is, V- = V(G). 
Since γ (G – v) ≠ γ (G) for every v Є V(G), v  V0 for every                 
v Є V(G). 
Therefore, V0 = . 
Therefore, |V0| = 0. 
But  |V0| ≥ 2|V+|(theorem 1.6(b)).  
Therefore, |V+| = 0. 
Therefore, V+ = . 
Therefore, V(G) = V-. 
 
We consider the following examples  relevant to the above theorems. 
 
EXAMPLE  18 
GRAPH  G. 
C7 = Cycle with seven vertices. 
 
Chapter 1  Domination       27 
 
We can see that S = {3, 4, 0} is a minimum dominating set in G.  
Therefore,  (G) = 3. 
G – v = path with 6 vertices and (G – v) = 2. 
Therefore, v Є V  for every vertex v Є V(G). 
In this case, V =  and | 0V | ≥ 2 |V |. 
That is, graph G satisfies the theorem 1.6.  
 
EXAMPLE  19 
GRAPH  G. 
 
 
 
We can see that S = {0} is a minimum dominating set in the graph G. 
Therefore,  γG) = 1 and γG – 0) = 6. 
Therefore, 0 Є V+. 
Pr [0, S] contains  vertices  1, 2, 3, 4, 5, 6 of 0V . 
In this case, | 0V | ≥ 2 |V |. 
That is, graph G satisfies the theorem 1.6. 
 
EXAMPLE  20 
GRAPH  G. 
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Let S = { 1, 9, 3} be a minimum dominating set in the given graph G. 
Therefore  (G) = 3. 
Also  (G – v) = 2  for every v Є V(G). 
Therefore, (G – v) ≠ (G)  for every v Є V(G). 
Therefore, v Є V   for every v Є V(G). 
In this case, V =  and | 0V | ≥ 2 |V |. 
That is, graph G satisfies the theorem 1.6. 
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 N T R O D U C T I O N : The concept of the total domination is stronger than the 
domination. In this chapter, we give the definitions of a total dominating set , a 
minimum total dominating set and the total domination number and its examples which 
are from references namely [7] and [8]. 
It is interesting to study those graphs which are critical with respect to the total domination. 
The effect of removal of a vertex from the graph is obvious, the total domination number of 
resulting graph may increase, decrease, or remain same. These vertices have been 
characterized using a minimum total dominating sets, which are called T - sets. We have also 
defined the concept of the total private neighbourhood of a vertex with respect to a set 
containing this vertex. We have characterized minimal total dominating sets in terms of the 
total private neighbourhood. 
The purpose of this chapter is to study those graphs which are critical with respect to the total 
domination. In particular, we will focus on vertex removal action. For this purpose, we will 
defined four types of sets namely iTV , 
0
TV , TV
 , +TV  which are mutually disjoint. As 
happened in the case of domination, we will make attempt to characterized vertices in the two 
of above four sets, namely +TV  and  TV
 . It has been deduced that in a graph if iTV =, then 
there are more vertices in 0TV  than
+
TV . 
It may be noted that if a graph has an isolated vertex, then it is not possible to define a totally 
dominating set. Thus we will assume that all graphs in this chapter are simple and without 
isolated vertices. Also, we will assume that  totally dominating sets have at least two vertices. 
I 
C H A P T E R  2 
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In the 1850s, chess enthusiasts in Europe considered the problem of 
determining the minimum number of queens that can be placed on a 
chessboard so that all squares are either attacked by a queen or are 
occupied by a queen.  The queen in figure-1 can move to (or attack, or 
dominate) all of the squares marked with ‘X’. A solution to the 
famous Five Queens Problem inspired E. J. Cockayne, R. M. Dawes, 
and S. T. Hedetniemi [8] to introduce the total domination. They 
observed that in the solution show in figure-2 not only are the squares 
without queens dominated by queens, but each queen is dominated by 
another queen. 
  
 
 
  
 
 
 
 
 
 
 
 
 
 
Figure – 1. 
 
 
 
 
 
 
 
 
 
 
 
                    
Figure – 2. 
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We begin with the definition of a total dominating set in a graph. 
 
2.1  DEFINITION. Let G be a graph. A subset S of V(G) is said to 
be a total dominating set in the graph G if any vertex v of the graph 
G is adjacent to at least one vertex of the set S. 
 
NOTE. Thus, by definition we can say that if S is a total 
dominating set in G, then |S| > 1. 
 
EXAMPLE  1 
GRAPH  G. 
 
 
S ={0, 1} is a total dominating set in G. 
 
NOTE. Every total dominating set is a dominating set, but the 
converse is not true. 
 
EXAMPLE  2 
GRAPH  G. 
In example 1, S ={0, 1} is a dominating set in the graph G. 
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 S = {0} is a dominating set in G but it is not a total dominating set in 
the graph G, because it has only one vertex. 
 
2.2  DEFINITION. Let G be a graph and S be a subset of V(G). A 
total dominating set S in the graph G is said to be a minimal total 
dominating set in the graph G if for any vertex v of S, S – v is not a 
total dominating set in the graph G. 
 
EXAMPLE  3 
GRAPH  G.  
 
S = {0, 2} is a minimal total dominating set in G. 
 
2.3  DEFINITION. Let G be a graph and S be a subset of V(G). For 
v S, the total private neighbourhood of v with respect to the set S 
in the graph G which is denoted by TPr [v, S] and defined as follows:  
TPr [v, S] = {w  V(G) / N (w)  S= {v}}. 
 
NOTE. S is a total dominating set in the graph G and v Є S. Then 
(1)  if w Є V(G) – {v} and w is adjacent to only v in S, then                
w Є Pr [v, S], 
Chapter 2  Total Domination       33 
 
(2) if w = v Є S, then w   TPr [v, S]. 
 
Now, we give a characterization of a minimal total dominating set. 
  
2.1  THEOREM. Let G be a graph and S be a subset of V(G). A 
total dominating set S in the graph G is a minimal total dominating 
set in G if and only if for every vertex  v  S,  TPr [v, S]  . 
 
PROOF. Let S be a minimal total dominating set in the graph G and   
v  S be any arbitrary vertex. 
Therefore, S – v is not a total dominating set in G(by definition 2.2).  
Therefore, there exits w  V(G) such that w is not adjacent to any 
vertex of  S – v. 
If w = v, then w is not adjacent to any vertex of S. 
Therefore, S is not a total dominating set in the graph G, a 
contradiction. 
Therefore,  w ≠ v V(G).  
But, S is a total dominating set in the given graph G.  
Therefore, w is adjacent to only v in S. 
Therefore, w  TPr [v, S] 
Therefore,   TPr [v, S]    for any vertex v Є S. 
Conversely, suppose S is a total dominating set in the graph G and 
for any vertex v  S  TPr [v, s]  . 
Let  S1 = S – v and w  TPr [v, S]. 
Therefore, w ≠ v  is adjacent to only v in S. 
Chapter 2  Total Domination       34 
 
Therefore, w is not adjacent to any vertex of S1. 
Therefore, S1 is not a total dominating set in the graph G.  
Thus for any vertex v Є S,  S – v is not a total dominating set in the 
graph G.  
It follows from the definition 2.2, S is a minimal total dominating set 
in the graph G. 
 
2.4  DEFINITION. Let G be a graph. A total dominating set S in 
the graph G with minimum cardinality is called a minimum total 
dominating set in the graph G.  
A minimum total dominating set is called a T – set in the graph G. 
2.5  DEFINITION. Let G be any graph and S be a minimum total 
dominating set in the graph G. Then |S| (= cardinality of S) is called 
the total domination number of the graph G and it is denoted by 
T(G). 
 
NOTE. (i) If S is a total dominating set in G, then  γT(G) ≤ |S|. 
NOTE. (ii) If S is a minimum total dominating set in G, then S is 
a minimal total dominating set in G. 
 
EXAMPLE  4 
GRAPH  G. 
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S = {0, 2} is a minimum total dominating set in G. 
Therefore, T(G) = 2. 
 
EXAMPLE  5 
GRAPH  G. 
 
 
 
 
S = {0, 1, 3, 4} is a minimum total dominating set in G. 
Therefore, T(G) = 4. 
 
NOTE. (i) It may be noted that for any graph G, T(G) ≥ (G). 
NOTE. (ii) It may be noted that if a graph with an isolated 
vertex, then a total dominating set in G does not exists and hence 
T(G) is not defined in this case.  
 
2.2  THEOREM.  Let G be a graph and T(G –v) < T(G). Then, 
T(G) = T(G – v) + 1. 
 
PROOF. Let G be any graph and v Є V(G). 
Let S be a minimum total dominating set in G – v. 
It is clear that v  S. 
Let  N(v) = {1, 2, …, n}. 
Suppose S contains at least one neighbour (say) 1 of v.   
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Therefore  if w = v, then w is adjacent to a vertex 1 Є S. 
If w ≠ v Є V(G) and S is a total  dominating set in the graph G – v, we 
can find some vertex z Є S such that w is adjacent to z.  
Therefore, S is a total dominating set in the graph G. 
Therefore, T(G ) ≤ |S| =  T(G – v) < T(G).  
That is,  T(G) < T(G), a contradiction. 
Therefore, our assumption is wrong. 
Therefore, S is a subset of V(G) – N[v]. 
Let S1 = S  {1}. 
If w  Є V(G – v) and S is a total dominating set in the graph G – v, 
then there exists some vertex z Є S such that w is adjacent to              
z  Є S C S1. 
If w = v, then w is adjacent to a vertex 1 Є S1. 
It follows from the definition 2.1, S1 is a total dominating set in the 
graph G and |S1| = T(G – v)  + 1.  
But, T(G – v) < T(G). 
Therefore, S1 must be a minimum total dominating set in the graph G.  
Therefore, T(G) = T(G – v) + 1. 
 
We assume that our graphs have no isolated vertex throughout 
this chapter.  
It may happen that more than one vertex must be removed in 
order to change the total domination number (or its variants). This 
idea gives the following definitions. 
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2.6  DEFINITION. Let G be any graph. 
Then,  iTV = {v Є V(G) / G – v has an isolated vertex}. 
 
EXAMPLE  6 
GRAPH  G. 
 
 
 
 
 
 
We can see that G – 0 has isolated vertices namely 1, 2, 3, 4,5. 
Therefore, 0 Є iTV  
 
2.7  DEFINITION. Let G be any graph.  
Then,             TV
 = {v Є V(G) / T(G – v) > T(G)}.  
 
EXAMPLE  7 
GRAPH  G. 
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S = {0, 1} is a T -set in the graph G.  
Therefore, T(G) = 2. 
GRAPH  G – 0. 
   
 
S = {1, 2, 4, 5} is a T -set in G – 0. 
Therefore, T(G – 0) = 4. 
Thus, T(G – 0) > T(G). 
Therefore, 0 Є TV  . 
 
2.8  DEFINITION. Let G be any graph. 
Then,                TV
= {v Є V(G) / T(G – v) < T(G)}.  
 
EXAMPLE  8 
GRAPH  G. 
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S = {1, 2, 3} is a T -set in G. 
Therefore, T(G) = 3. 
GRAPH  G – 4. 
 
 
S = {2, 3} is a T -set in G – 4. 
Therefore, T(G – 4) = 2. 
Thus, T(G – 4) < T(G). 
Therefore, 4 Є TV
 . 
 
2.9  DEFINITION. Let G be any graph.  
Then,               0TV  = {v Є V(G) / T(G – v) = T(G)}. 
 
EXAMPLE  9 
GRAPH  G.   
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S = {1, 2} is a T -set in G. 
Therefore, T(G) = 2. 
GRAPH  G – 1. 
 
S = {2, 3} is a T -set in G – 1. 
Therefore, T(G - 1) = 2. 
Thus, T(G – 1) = T(G). 
Therefore, 1 Є 0TV . 
NOTE. (i) TV
  ∩ TV
  = TV
  ∩ 0TV
 = 0TV  ∩ TV
  = . 
NOTE. (ii)    TV  U TV  U 0TV  U iTV = V(G). 
 
2.10  DEFINITION. Let G be any graph. Then we define the open 
neighbourhood of v in G as follows: 
                      N(v) = { w Є V(G) / w is adjacent to v }. 
2.11  DEFINITION. Let G be any graph.Then we define the closed 
neighbourhood of v in G as follows: 
                      N[v] = { w Є V(G) / w is adjacent to v } U {v}. 
 
EXAMPLE  10 
GRAPH  G. 
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Then, N(0) = { 1, 5 } and N[0] = {0, 1, 5}. 
Now, we provide a characterization of vertices of TV
 . 
 
2.3  THEOREM. Let G be any graph and v Є V(G) such that       
v   iTV . Then v Є TV
  if and only if the following conditions are 
satisfied:  
(a)  Every  T -set of the graph G contains v.  
(b)  If S is a subset of V(G) – N[v]  such that |S| = T(G), then S is  
not a  total dominating set in G – v. 
 
PROOF. Let G be any graph and v Є V(G) such that v  iTV .  
Suppose  v Є TV
 . 
We want to prove that v satisfies the conditions (a) and (b). 
Suppose v Є TV
  and condition (a) is not satisfied. 
Therefore, we can find a minimum total dominating set S in the given 
graph G not containing v. 
Therefore, S is a total dominating set in  G – v. 
Therefore  T(G – v) ≤ |S| = T(G), a contradiction to the fact that         
v Є TV
 . 
Therefore, condition (a) is true if v Є TV
 . 
Suppose v Є TV
  and condition (b) is not satisfied. 
Therefore, we can find a set S which is a subset of V(G) – N[v] with 
|S| = T(G) such that S is a total dominating set in G – v. 
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Therefore  T(G – v) ≤ |S| = T(G), a contradiction to the fact that         
v Є TV
 . 
Therefore, condition (b) is true if v Є TV
 . 
Thus  if v Є TV
 , then the conditions (a) and (b) are satisfied. 
Conversely, suppose v satisfies conditions (a) and (b). 
We want to prove that v Є TV
 . 
Suppose  v Є 0TV . 
Therefore, T(G – v) = T(G). 
Let S be a minimum total dominating set in G – v.  
It is clear that v  S and T(G – v) = |S| = T(G). 
Let  N(v) = {1, 2, 3, …., n}. 
Suppose S is a subset of V(G) – N(v) with |S| = T(G) and v  S. 
Then, S is a subset of V(G) – N[v] with |S| = T(G). 
Then by condition (b), S is not a total dominating set in G – v, a 
contradiction to the fact that S is a minimum total dominating set in 
the graph G – v.  
Therefore, S contains at least one vertex (say) 1 of N(v). 
If w ≠ v Є V(G) and S is a total dominating set in the graph G – v, 
then w is adjacent to some vertex z of S. 
If w = v Є V(G), then w is adjacent to a vertex 1 of S. 
Therefore, S is a total dominating set in the graph G not containing v 
with |S| = T(G). 
That is, S is a minimum total dominating set in the graph G not 
containing v, a contradiction to the fact that v satisfies condition (a). 
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Therefore, our assumption is wrong. 
Therefore, v  0TV . 
Suppose  v Є TV
 . 
Therefore, T(G – v) < T(G). 
Therefore, T(G – v) = T(G) – 1(by theorem 2.2). 
Let S be a minimum total dominating set in the graph G – v. 
It is clear that v S. 
Let  N(v) = {1, 2, …., n}. 
Suppose S contains at least one vertex (say) 1 of N(v). 
If w ≠ v Є V(G) and S is a total dominating set in the graph G – v, 
then w is adjacent to some vertex z of S. 
If w = v, then w is adjacent to a vertex 1 of S. 
Therefore, S is a total dominating set in the graph G.  
Therefore, T(G) ≤ |S| = T(G – v), a contradiction to the fact that          
v Є TV
 . 
Therefore, S is a subset of V(G) – N[v]. 
Let S1 = S  {1}.  
If w ≠ v Є V(G) and S is a total dominating set in the graph G – v, 
then there exists some vertex z Є S such that w is adjacent to z  Є S 
which is a subset of S1. 
If w = v, then w is adjacent to a vertex 1 Є S1. 
It follows from the definition 2.1, S1 is a total dominating set in the 
graph G not containing v and |S1| = T(G – v)  + 1 = T(G). 
That is, S1 is a minimum total dominating set in the graph G not 
containing v, a contradiction to the fact that v satisfies condition (a). 
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Therefore, v  TV
 . 
Therefore, v  TV
  and v  0TV . 
Also, we are given that v  iTV . 
But, TV
  U TV
  U 0TV  U
 i
TV = V(G). 
Therefore, v Є TV
 . 
 
EXAMPLE  11 
GRAPH  G. 
 
(i) 0  iTV . 
(ii) We can see that every T-set in the graph G contains 0, for 
example S = {0, 1} is a T-set in the graph G containing 0. 
(iii) Here N[0] = {0, 1, 2, 3, 4, 5, 6} and if S is a subset of      
V(G) – N[0]  such that |S| =  T(G), then S is not a total 
dominating set in G – 0. 
Therefore by above theorem, 0 Є TV
 .  
 
REMARK. The assumption in the above theorem that iTV  =  
can not be dropped as can be seen from the following example. 
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EXAMPLE  12 
GRAPH  G.  
 
The middle vertex 2 satisfied all the three conditions of the above 
theorem. 
But 2  TV
 . 
This does not contradict to our theorem because the removal of the 
vertex 2 gives only isolated vertices and therefore 2 Є iTV . 
Thus, the assumption in the above theorem that iTV  =  can not be 
dropped. 
 
2.4  THEOREM. Let G be any graph and v Є V(G) such that     
v  iTV . Then v Є TV
  if and only if there exists a T -set S not 
containing v and a vertex w Є S such that TPr [w, S] = {v}. 
 
PROOF. Let G be any graph. 
Let v Є V(G) such that v  iTV . 
Suppose   v Є TV
 . 
Therefore, T(G – v) <  T(G). 
Therefore, |S| = T(G – v) = T(G) – 1(by theorem 2.2). 
Let S be a minimum total dominating set in the graph G – v.  
Therefore, v  S. 
 Let N(v) = {1, 2, …, n}. 
Suppose S contains at least one vertex (say) 1 of N(v). 
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If w ≠ v Є V(G) and S is total dominating set in the graph G – v, then 
w is adjacent to some vertex z of S. 
If w = v, then w is adjacent to a vertex 1 of S. 
Therefore, S is a total dominating set in the graph G.  
Therefore, T(G) ≤ |S| = T(G – v), a contradiction to the fact that          
v Є TV
 . 
Therefore, S is a subset of V(G) – N[v]. 
Let S1 = S  {1}.  
If y Є V(G – v) and S is a total dominating set in the graph G – v, then 
there exists some vertex z Є S such that y is adjacent to z  Є S C S1 
If y = v, then y is adjacent to a vertex 1 Є S1. 
It follows from the definition 2.1, S1 is a total dominating set in the 
graph G and |S1| = T(G – v)  + 1 = T(G)(by theorem 2.2). 
That is, S1 is a minimum total dominating set in the graph G not 
containing v. 
Also v  S1 and v is adjacent to only one vertex w (= 1) of S1. 
Therefore,  v Є TPr [w, S1]. 
Suppose TPr [w, S1] contains a vertex  y Є V(G) different from v. 
But y ≠ v Є V(G) and S is a total dominating set in G – v. 
Therefore, y is adjacent to some vertex  x  in S  S1 and w = 1  S. 
Therefore, y is adjacent to a vertex  x Є S different from w = 1. 
Thus y is adjacent to two distinct vertices w, x of S1. 
Therefore, y  TPr [w, S1], a contradiction to the fact that TPr [w, S1] 
contains a vertex  y Є V(G) different from v. 
Therefore, our assumption is wrong. 
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Therefore, TPr [w, S] = {v}. 
Thus, if v Є TV
 , then there exists a T -set S1 not containing v and a 
vertex w = 1 Є S such that TPr [w, S] = {v}. 
Conversely, suppose S is a minimum total dominating set in the 
graph G not containing v and there is a vertex w Є S such that                       
TPr [w, S] = {v}. 
Therefore, v is adjacent to only w in S. 
Let  S1 = S – w.  
If z ≠ w Є V(G – v)  and S is a total dominating set in the graph G, 
then z is adjacent to some vertex  x  in S different from w(because if z 
is adjacent to only w in S, then TPr [w, S] contains a vertex z different 
from v, a contradiction to the fact that TPr [w, S] = {v}). 
Thus, if z ≠ w Є V(G – v), then z is adjacent to some vertex  x  in S1. 
If z = w and S is a total dominating set in the graph G, then z is 
adjacent to some vertex x in S different from w. 
If z = w, then z is adjacent to some vertex x in S1. 
Therefore, S1 is a total dominating set in the graph G – v. 
Therefore, T(G – v) ≤  |S1| <  |S| =  T(G). 
That is, T(G – v) <  T(G). 
Therefore, v Є TV
 . 
EXAMPLE  13 
GRAPH  G. 
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S = {2, 3, 4} is a minimum total dominating set in the graph G not 
containing 1. 
Also, 2 Є S such that TPr [2, S] = {1}. 
Therefore, 1 Є TV
 . 
We can see that T(G – 1) = 2, T(G) = 3. 
 
2.5  THEOREM. Let G be any graph and let v Є V(G) with         
v  iTV . If for any w Є N(v), the subgraph induced by N(w) is 
complete, then v  TV
 . 
 
PROOF. Let G be any graph and v Є V(G) such that v  iTV .  
Let the subgraph induced by N(w) be complete for every w Є N(v). 
We want to prove v  TV
 . 
Suppose  v Є TV
 . 
Therefore, there is a minimum  total dominating set S in the graph G 
not containing v and a vertex z in S such that TPr [z, S] = {v}. 
Therefore, v  S is adjacent to only one vertex z in S. 
Therefore, z Є N(v). 
Also, z Є S and S is a total dominating set in the graph G.  
Then, z is adjacent to some vertex  x  in S. 
Therefore  both x and v are in N(z).  
But, the subgraph induced by N(z) is complete. 
Therefore, v is adjacent to a vertex  x.  
Therefore, v is adjacent to two distinct vertices x, z of S. 
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Therefore, v  TPr [z, S], a contradiction to the fact that                       
TPr [z, S] = {v}. 
Therefore, our assumption is wrong. 
Therefore, v  TV
 . 
 
2.6  THEOREM. Suppose v Є TV
  and S is a minimum total 
dominating set in the graph G containing v with v  iTV . Then the 
following statements are true: 
 
(i)  If TPr [v, S] = {w}, then w  S. 
(ii)  TPr [v, S] contains at least two vertices different from v. 
(iii) If TPr [v, S] contains more than one vertex and w1, w2 are 
such adjacent vertices,  then at least one wi  S. 
 
PROOF. (i) Let G be any graph and v Є V(G) such that v  iTV . 
Let v Є TV
  and S be a minimum total dominating set in the graph G 
containing v. 
Suppose  TPr [v, S] = {w}.  
We want to show that w  S. 
Suppose w Є S. 
Therefore, w is adjacent to only v in S. 
But v Є TV
  imply  v  iTV . 
Therefore, the graph G – v does not contain any isolated vertex. 
Therefore, we can find some vertex z  S such that w is adjacent to z  
(because if z Є S, then w  TPr [v, S]). 
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Let    S1 = S – {v}  {z}. 
Case 1. If x = w, then x is adjacent to a vertex z Є S1. 
Case 2. If x ≠ w Є V(G-v), then x is adjacent to some vertex  y Є S 
different from v (because S is a total dominating set  in the graph G 
and therefore if x is adjacent to only v Є S, then TPr [v, S] contains x 
different from w, a contradiction to the fact that TPr [v, S] = {w}). 
That is  if x ≠ w Є V(G – v), then x  is adjacent to some vertex y Є S1. 
Case 3. If x = v, then x is adjacent to a vertex  w Є S1. 
Thus, from all cases we can say that S1 is a total dominating set in the 
graph G not containing v with |S1| = T(G).  
That is, S1 is a T -set in the graph G not containing v, a contradiction 
to the fact that v Є TV
 . 
Therefore, w  S. 
(ii) Suppose, v Є TV
  and S is a minimum total dominating set in G 
containing v.  
Therefore by theorem 2.1, TPr [v, s] ≠ . 
Suppose, TPr [v, S] = {w}.  
Therefore, w  S (by Theorem  2.6 (i)). 
Also v  iTV . 
Therefore, the graph G – v does not contain any isolated vertex. 
Therefore, there is a vertex z ≠ v in v(G) such that w is adjacent to z. 
(because if w is adjacent to only v in G, then G – v contains an 
isolated vertex w and therefore v Є iTV , a contradiction to the fact that             
v  iTV ). 
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Also  z  S (because if z Є S, then w is adjacent to two distinct 
vertices z, v of S and therefore  w  TPr [v, S], a contradiction to the 
fact that TPr [v, S] = {w}). 
But S is a total dominating set in G. 
Therefore, z is adjacent to some vertex x Є S different form v 
(because if z is adjacent to only v in S, then TPr [v, S] contains one 
element z different from w, a contradiction to the fact that                
TPr [v, S] = {w}). 
Let  S1 = S – {v}  {z}. 
Case 1. If y = w, then y is adjacent to a vertex z Є S1. 
Case 2. If y ≠ w Є V(G – v), then y is adjacent to some vertex       
p Є S different from v (because S is a total dominating set  in the 
graph G and if y is adjacent to only v Є S, then TPr [v, S] contains y 
different from w, a contradiction to the fact that TPr [v, S] = {w}). 
That is, if y ≠ w Є V(G – v), then y is adjacent to some vertex p Є S1. 
Case 3. If  y = v, then y is adjacent to some vertex  p in S (because 
S is a total dominating set in the graph G). 
Therefore  y = v, then y is adjacent to some vertex  p in S1. 
Thus, from all cases we can say that S1 is a total dominating set in the 
given graph G not containing v with |S1| = T(G). 
Therefore, S1 is a T -set in the graph G not containing v, a 
contradiction to the fact that v Є TV
 . 
Therefore, TPr [v, S] contains at least two vertices. 
Therefore, TPr [v, S] contains at least two vertices different from v. 
(iii) Let w1, w2 Є TPr [v, S] and w1, w2 are two adjacent vertices. 
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Suppose w1, w2 Є S. 
Therefore, w1 is adjacent to w2 and v, both are in S. 
Therefore, w1  TPr [v, S], a contradiction to the fact that                     
w1 Є TPr [v, S]. 
Therefore, our assumption is wrong. 
Therefore, at least one wi  S for i = 1, 2. 
 
2.7  THEOREM. Let G be any graph and iTV  = . If v Є TV
  
and w Є TV
  then v and w are non-adjacent vertices. 
 
PROOF. Let G be any graph. 
Let  v Є TV
  and w Є TV
 . 
Suppose v and w are adjacent.  
Since w Є TV
 , there is a minimum total dominating set S in the graph 
G not containing w and a vertex z Є S different from v such that      
TPr [z, S] = {w}(because if z = v and  v Є TV
  such that v  iTV , then 
by theorem 2.6(ii), TPr [v, S] contains at least two vertices different 
from v, a contradiction to the fact that TPr [v, S] = {w}). 
But v Є TV
 . 
Therefore, v Є S.  
Therefore, w is adjacent to two vertices v and z,  both are in S. 
Therefore w  TPr [z, S], a contradiction to the fact that                   
TPr [z, S] = {w}. 
Therefore, our assumption is wrong.  
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Therefore, v and w are non-adjacent.  
2.8  THEOREM. Let G be any graph and iTV  = . Then,          
| 0TV | ≥ 2 | TV
 |.  
 
PROOF. Let G be any graph and iTV  = . 
Let  v Є TV
  and S be a T -set in the graph G containing v. 
Therefore by theorem 2.6(ii), TPr [v, S] contains at least two vertices 
w1, w2 different from v. 
Since w1 is adjacent to v, w1  TV
 (by theorem 2.7). 
Similarly, we can say that w2  TV
 . 
Case 1. Suppose  w1, w2  S. 
Therefore  w1, w2  TV
 (by theorem 2.3). 
Therefore  w1, w2 Є 0TV . 
Thus, a vertex v Є TV
  gives rise to at least two  vertices of  0TV . 
Case 2. Suppose  w1 or w2 belongs to S. 
Without loss of generality, suppose w1 Є S and w2  S. 
From above case, w2 Є 0TV . 
If w1  TV
 , then w1 Є 0TV . 
Thus, a vertex of TV
  gives rise to at least two vertices of 0TV . 
If w1 Є TV
 , then by theorem 2.6(ii), TPr [w1, S] contains at least two 
vertices different from w1 in which one vetex (say) z1 is different from 
v and z1  S (because if z1 Є S, then w1 is adjacent to two vertices v  
and z1,both are in S and therefore w1  TPr [v, S]). 
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Therefore, z1  TV
 (by theorem 2.3) and w1 is adjacent z1. 
It follows that z1  TV
(by theorem 2.7). 
Therefore,  z1 Є 0TV . 
Also, w2  TPr [w1, S] (because if w2 Є TPr [w1, S], then w1 is 
adjacent to v and w2 (both are in S) and therefore w1 TPr [v, S], a 
contradiction to the fact w1Є TPr [v, S] ). 
Therefore, z1 ≠  w2 and z1,  w2 Є 0TV . 
Thus, a vertex v Є TV
  gives rise to two distinct vertices of 0TV . 
Case 3. Let  w1, w2 Є S. 
If  w1  TV
  and w2  TV
 , then w1, w2 Є 0TV .  
Thus, a vertex v Є TV
  gives rise to two distinct vertices of 0TV . 
If w1 Є TV
  and w2  TV
 , then from case 2, we can say that a vertex  
v Є TV
  gives rise to two distinct vertices of 0TV . 
If w1, w2 Є TV
 , then as per above case, there exists two distinct 
vertices z1, z2 such that zi Є TPr [wi, S],  for i = 1, 2 with both            
z1, z2  S (because if zi Є S, then wi is adjacent to v and zi, both are in 
S and therefore wi  TPr [v, S], i = 1, 2).   
Therefore  z1, z2  TV
 (by theorem 2.3). 
But wi is adjacent to zi and wi Є TV
 , for i = 1, 2. 
Therefore, zi  TV
    , i = 1 ,2(by theorem 2.7). 
Therefore  z1, z2 Є 0TV . 
Therefore, a vertex v Є TV
   gives rise to two distinct vertices of 0TV . 
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Thus, we have proved that every vertex v Є TV
   gives rise to at least 
two distinct vertices of 0TV .  
Suppose, v1 and v2 are two distinct vertices of TV
  such that x1,                      
x2 Є 0TV  corresponds to v1 with respect to a T -set S in the graph G 
and x3, x4 Є 0TV  corresponds to a vertex v2 with respect to the same    
T -set S. 
 
 
 
 
 
Here the possibility for xi is either wi or zi. 
Suppose x2 = x3. 
Then, x2 is adjacent to two distinct vertices of S. 
Therefore, x2  TPr [w, S]  for any w Є S.  
Therefore, x2  TPr [w, S], for w = w1, w2, v1, v2, a contradiction.  
Thus, we have proved that two distinct vertices of TV
  gives rise to 
two disjoint two elements sets of 0TV . 
Therefore, | 0TV | ≥ 2 | TV
 |. 
 
2.9  THEOREM. Let  G be any graph and iTV  = . If            
T(G – v) ≠ T(G)  for every vertex v Є V(G), then T(G – v) < T(G)   
for every v Є V(G). 
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PROOF. We must prove that v Є TV
 . 
That is, TV
  = V(G). 
Since  T(G – v) ≠ T(G) for every v Є V(G), v  0TV  for every             
v Є V(G). 
Therefore, 0TV  = . 
Therefore, | 0TV | = 0. 
But | 0TV | ≥ 2 | TV
 |(theorem 2.7). 
Therefore, | TV
 | = 0. 
Therefore, TV
  = . 
Also we are given that iTV  = . 
But,  TV
  U TV
  U 0TV  U
 i
TV = V(G). 
Therefore, V(G) = TV
 . 
Therefore, T(G –v) < T(G)  for every v Є V(G). 
 
We consider the following examples  relevant to the above theorems. 
 
EXAMPLE  14 
GRAPH  G. 
 
 
Here S = {3, 4} is a minimum total dominating set in the graph G. 
Therefore, T(G) = 2. 
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GRAPH  G – 3.  
 
Therefore, T(G – 3 ) = 4. 
Therefore, T(G) < T(G – 3). 
Therefore, 3 Є TV
 . 
But  2 and 4 Є iTV (because G – 2 has an isolated vertex 1 and G – 4 
has an isolated vertex 5). 
Also 1, 5 Є 0TV . 
But  5  TPr [3, S]. 
Thus, 3 Є TV
  does not give rise to two distinct vertices of 0TV . 
But, this does not contradict to our theorem because  condition        
i
TV  =  is not satisfied by the given graph G. 
 
EXAMPLE  15 
GRAPH  G. 
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We can see from the graph that iTV  = .  
Let S = {3, 4, 6, 7} is a minimum total dominating set in the graph G.  
Therefore,  T(G) = 4. 
G – v = path with 6 vertices and T(G – v) = 4. 
Therefore, v Є 0TV  for every vertex v Є V(G). 
In this case, TV
 =  and | 0TV | ≥ 2 | TV
 |. 
That is, graph G satisfies the theorem 2.8. 
 
EXAMPLE  16 
GRAPH  G. 
 
 
We can see from the graph that iTV  = .  
Let S = {3, 4} is a minimum total dominating set in the graph G.  
Therefore, T(G) = 2. 
Also, T(G – 3) = T(G – 4) = 4. 
Therefore  3, 4 Є TV
 . 
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Now  3 Є TV
  and TPr [3, S] = {1, 2}. 
But 1, 2  S and therefore  1, 2  TV
 . 
Also, 3 is adjacent to 1 and 2. 
Therefore by theorem 2.7,  1, 2  TV
  and also 1, 2  iTV  
Therefore  1, 2 Є 0TV . 
Thus, 3 Є TV
  gives rise to two  distinct vertices of 0TV . 
Similarly, 4 Є TV
  gives rise to two distinct vertices 5, 6 of 0TV . 
Thus, the graph G satisfies the theorem 2.6 and 2.8. 
 
EXAMPLE  17 
GRAPH  G. 
 
We see that iTV  = . 
Let S= { 1, 2, 4, 5} is a minimum  total dominating set in the graph G. 
Therefore, T(G) = 4. 
Also  T(G – v) = 3, for every v Є V(G). 
Therefore  T(G – v) ≠ T(G)  for every v Є V(G). 
Therefore, v Є TV
   for every v Є V(G). 
That is, graph G satisfies the theorem 2.9. 
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 N T R O D U C T I O N : A dominating set may or may not be connected. In fact  
connected dominating sets have been studied by several authors like [18] and [26]. In 
order to study graphs which are critical with respect to the connected domination, it is 
necessary to have that the graph obtained by removing a vertex from the given 
connected graph is also connected. Thus, we will assume that our graphs are simple and 
connected. The minimality of the connected dominating set has two aspects, (i) the set 
obtained by removing a vertex is not connected (although it may be a dominating set) and (ii) 
the set obtained by removing a vertex is not a dominating set (although it may be connected). 
Thus, we have a complex situation in this case. We have characterized minimal connected 
dominating sets in terms of the private neighbourhood. 
 Also there is no apparent relation between cut vertices and domination. Therefore, we may 
have to make assumptions about the presence of cut vertices in a set. Thus we define the four 
sets iCV  
+
CV , 
-
CV and 
0
CV  which are mutually disjoint. We will make attempt to characterized 
vertices in the two of above four sets, namely +CV  and  
-
CV . It has been deduced that in 
general, there are more vertices in 0CV  than 
+
CV  for those graphs in which any vertex v of  
+
CV , there is a C – set containing v and  v is not a cut vertex of that C –set. Note that every 
connected dominating set is a total dominating set.             
I 
C H A P T E R  3 
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3.1  DEFINITION. A walk of length k in W is an alternating 
sequence W = u0 e1 u1 e2 u2..... ek uk of vertices and edges with           
ei = ui-1ui. 
 
NOTE. (1) Because every two distinct vertices are either non 
adjacent or are incident with exactly one common edge, W can be 
denoted more simple as W = u0 u1. …. uk. 
NOTE. (2) We say that the above walk W is a u0 – uk walk or a 
walk from u0 to uk. The vertex uo is called the origin of the walk W, 
while uk is called the terminus of W. Note that u0 and uk need not be 
distinct.  
NOTE.      (3) A trivial walk is one containing no edges.  
 
EXAMPLE  1 
GRAPH  G. 
 
 
 
 
 
 
 
 
 
In above example; 
W1 = 1 e2 2 e4 4 e6 3 is a walk of length 3. 
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W2 = 2 e2 1 e9 5 e7 3 e6 4 e4 2  is  a  walk of length 5. 
 
3.2  DEFINITION. Given two vertices u and v of a graph G, a        
u – v walk is called closed or open depending on whether u = v or      
u ≠ v.  
 
In the example above, W1 is open and W2 is closed. 
 
3.3  DEFINITION. If the edges e1, e2, …, ek of the walk W = v0 e1 
v1 e2 v2 …. ek vk  are distinct then W is called a trail. 
 
In other words, a trail is a walk in which no edge is repeated.  
In  the example above, W1 and  W2 both are trail. 
 
3.4  DEFINITION. If the vertices v0, v1, …, vk of the walk W = v0 
e1 v1 e2 v2 … ek vk  are distinct then W is called a path.  
 
A path with n vertices will sometimes be denoted by Pn.  
 
Note that Pn has the length n – 1. 
 
NOTE. In other words, a path is a walk in which no vertex is 
repeated. Thus, in a path no edge can be repeated either, so every path 
is trail. Not every trail is a path, though. 
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3.5  DEFINITION. A graph with only one vertex is connected 
graph. 
A graph G with more than one vertex is said to be a connected 
graph if for every pair v, x of vertices there exists a v – x path.  
 A graph G is said to be a disconnected graph if it is not a 
connected graph. 
 
NOTE. The empty set is a disconnected graph because it does not 
contain any vertex. 
 
3.6  DEFINITION. Let G be any connected graph. A vertex v of 
V(G) is said to be a cut vertex of the graph G if G – v is a 
disconnected graph.  
 
NOTE. (i) If  G is a graph with only one vertex, then v is a cut           
vertex of the graph G(because G – v is the empty set and the empty 
set is disconnected).  
NOTE. (ii) If v is not a cut vertex of the graph G, then by        
note (i), the graph G contains more than one vertex 
 
E. Sampathkumar and H. B. Walikar [26] defined a connected 
dominating set S to be a dominating set S whose induced subgraph is 
connected. Since a dominating set must contain at least one vertex 
from each component of G, it follows that only connected graphs have 
a connected dominating set. 
First of all, we begin with a definition. 
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3.7  DEFINITION. Let G be a connected graph and S be a subset 
of V(G). Then  S is said to be a connected dominating set in the 
graph G if and only if the following conditions hold:  
(i) S is a dominating set in the graph G. 
(ii) The subgraph  induced by S is connected. 
 
EXAMPLE  2 
GRAPH  G. 
 
Let   S = {0, 1, 3}. 
We see that S is a dominating set in G (because 4 is adjacent to 0 and 
2 is adjacent to 1). 
Also,the subgraph  induced by S is connected. 
Therefore, S is a connected dominating set in G. 
 
EXAMPLE  3 
GRAPH  G. 
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S = {0, 2, 4} is a dominating set in G (because 1 and 5 is adjacent to 0 
and 3 is adjacent to 2). 
But, the subgraph  induced by S is not connected. 
Therefore, S is  not a connected dominating set in G. 
 
Next we define the concept of a minimal connected dominating set. 
 
3.8  DEFINITION. Let G be any connected graph. A connected 
dominating set S in the graph G is said to be a minimal connected 
dominating set in the graph G  if and only if for any v Є S, S – v is 
not a connected dominating set in  G. 
 
EXAMPLE  4 
GRAPH  G. 
 
 
S = {0} is a  connected dominating set in G. 
But S – 0  is not a connected dominating set in G.  
Therefore by definition 3.8, S is a minimal connected dominating set 
in G. 
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EXAMPLE  5 
GRAPH  G. 
 
 
Let S = {0, 3, 4, 5} be a connected dominating set in G. 
But, each of S – 0, S – 3, S – 4, S – 5  is not a connected dominating 
set in G.  
Therefore, S is a minimal connected dominating set in G. 
 
3.9  DEFINITION. Let S be a subset of V(G) and v Є S. Then the 
private neighbourhood of v with respect to the set S is denoted by     
Pr [v, S] and defined as follows: 
                        Pr [v, S] = {w Є V(G) / N[w] ∩ S = {v}}. 
 
NOTE. S is a connected dominating set in the graph G and v Є S. 
Then 
(1)  if w Є V(G) – S and w is adjacent to only v in S, then                
w Є Pr [v, S], 
(2) if w Є S and S contains at least two vertex, then w  Pr [v, S], 
(3) if S = {v}, then v Є Pr [v, S]. 
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 Now, we give a characterization of a minimal connected 
dominating set. 
  
3.1  THEOREM. Let G be any connected graph and S be a 
subset of V(G). A connected dominating set S in the graph G is a 
minimal connected  dominating set in the graph G if and only if at 
least one of the following conditions are satisfied by every vertex              
v Є S. 
(i) Pr [v, S] ≠ ø. 
(ii) v is a cut vertex of S. 
 
PROOF. Let S be a minimal connected dominating set in the graph 
G and v Є S.  
Therefore, S – v is not a connected dominating set in the graph G. 
Therefore, either the sub-graph induced by S – v is not connected or  
S – v is not a dominating set in the graph G. 
Case 1. Suppose the sub-graph induced by S – v is not connected. 
Therefore, v is a cut vertex of S. 
Case 2.  Suppose S – v is not a dominating set in  G. 
Therefore, there exists w Є V(G) – {S – v} such that w is not adjacent 
to any vertex of S – v. 
But, S is a connected dominating set in G.  
Therefore, w is adjacent to only one vertex of S.  
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If w = v, then w is not adjacent to every vertex of S and therefore the 
subgraph induced by S is not connected, a contradiction to the fact 
that S is a connected dominating set in the graph G.  
Therefore, w ≠ v and w is adjacent to only v in S.  
Therefore, w Є V(G) – S and w is adjacent to only v in S. 
Therefore, w Є Pr [v, S] 
Therefore, Pr [v, S] ≠ ø. 
Conversely, suppose S is a connected dominating set in the graph G 
and at least one of the following conditions are satisfied by every 
vertex  v Є S. 
(i)  Pr [v, S] ≠ ø. 
(ii) v is a cut vertex of S. 
Case 1. Suppose v is not a cut vertex of S. 
Then, the subgraph  induced by S – v is connected.    
Therefore, S contains at least two vertices. 
Let  w Є Pr [v, S]. 
Therefore, w  S and w is adjacent to only v in S. 
Let  S1 = S – v. 
Therefore, w is not adjacent to any vertex of S1. 
Therefore, S1 is not a dominating set in  G. 
Thus,we have proved that if a vertex v Є S  is not a cut vertex of S, 
then  S – v is not a connected dominating set in the graph G.  
Case 2. If v is a cut vertex of S, then the subgraph  induced by      
S – v is  not connected. 
Therefore, S – v is not a connected dominating set in G. 
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Thus, from all cases we have proved that for any v Є V(G), S – v is 
not a connected dominating set in G. 
Therefore, S is a minimal connected dominating set in the graph G. 
 
EXAMPLE  6 
GRAPH  G. 
                1            2 
 
 
    3    4    5 
 
         6          7  
Clearly S = {3, 4, 5} is a connected dominating set in G. 
Pr [3, S] = {1, 6} and Pr [5, S] = {2, 7}, both are non-empty. 
Also Pr [4, S] = , but 4 is a cut vertex of S. 
Therefore,  at least one of the following conditions is satisfied by 
every vertex v Є S. 
(i) Pr [v, S] ≠ ø.  
(ii) v is a cut vertex of S. 
Therefore by above theorem, S is a minimal connected dominating set 
in G.   
 
3.10  DEFINITION. Let G be any connected graph. A connected 
dominating set S in the graph G with minimum cardinality is called a 
minimum connected dominating set in the graph G.  
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A minimum connected dominating set in the graph G  is called a  
γC  -set in the graph G. 
 
3.11  DEFINITION. Let G be any connected graph and S be a 
minimum connected dominating set in the graph G. Then |S|                
(= cardinality of the set S) is called the connected domination 
number of the graph G and it is denoted by γC(G).  
 
NOTE. (i) If S is a connected dominating set in the graph G, 
then  γC(G) ≤ |S|. 
 
 
NOTE. (ii) Every minimum connected dominating set in G is a 
minimal connected dominatig set in G.   
 
NOTE. (iii) Obviously  γ(G) ≤ γC(G) and if γ(G) = 1, then      
γ(G)  =  γC(G)  =  1. 
 
NOTE. (iv) Since any connected dominating set with more than 
one vertex  is also a total dominating set, γ(G) ≤ γT(G) ≤ γC(G) for any 
connected graph G with Δ(G)(=  the maximum degree of G) ≤  n – 1. 
 
The sharpness of this inequality can be seen with the complete 
bipartite graph Kr,s ,which has γ(Kr,s) = γT(Kr,s) = γC(Kr,s).  
On the other hand the inequality is strict, for example,                  
γ(C12) (= 4) < γT(C12)(= 6) < γC(C12) (=12), for any cycle C12. 
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EXAMPLE  7 
GRAPH  G. 
 
 
 
 
 
S = {0} is a minimum connected dominating set in G. 
γC(G)  =  1. 
 
EXAMPLE  8 
GRAPH  G. 
 
 
 
 
 
 
T = { 0, 1, 2, 3} is a minimum connected dominating set in G.  
Therefore, γC(G) = 4.  
 
3.2 THEOREM. Let G be any connected graph.                         
Let v ЄV(G) is not a cut vertex of G and C(G –v) < C(G). Then                         
C(G ) = C(G – v) +1. 
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PROOF. Let S be a minimum connected dominating set in G – v. 
It is clear that v  S. 
Let   N(v) = {1, 2, …, n}. 
Suppose S contains at least one neighbour (say) 1 of a vertex v.   
Therefore, if w = v, then w is adjacent to a vertex 1 Є S. 
If w ≠ v Є V(G) – S  and S is a connected dominating set in the graph 
G – v,  then  we  can  find  some  vertex   z Є S  such  that  w  is 
adjacent to z.  
It follows that S is a dominating set in G. 
Also, the sub-graph induced by S is connected. 
By definition 3.7, S is a connected dominating set in the given graph 
G. 
Therefore, C(G ) ≤ |S| =  C(G – v) < C(G).  
That is, C(G) < C(G), a contradiction. 
Therefore, our assumption is wrong. 
Therefore, S is a subset of V(G) – N[v]. 
Let S1 = S  {1}. 
Case 1. If w ≠ 1 Є V(G – v) – S and S is a connected dominating 
set in  the   graph   G – v , then there exists some vertex z Є S such 
that w is adjacent to z Є S CS1. 
Thus, if w ≠ 1 Є V(G – v) – S, then w is adjacent to z Є S1. 
Case 2. If w = v, then w is adjacent to a vertex 1 Є S1. 
Therefore, S1 is a connected dominating set in the graph G. 
Also,  1 Є V(G – v) – S and S is a connected dominating set in G – v. 
Therefore, 1 is adjacent to some vertex  x  Є S. 
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Therefore, the subgraph  induced by  S1 is connected. 
Thus by definition 3.7, S1 is a connected dominating set in the given 
graph G with  |S1| = C(G – v)  + 1.  
But,  C(G –v) < C(G). 
Therefore, S1 must be a minimum connected dominating set in the 
graph G.  
Therefore,   C(G) = C(G – v) +1. 
 
It may happen that more than one vertex must be removed in order to  
change the connected domination number (or its variants).This idea 
gives the following definitions.  
 
3.12  DEFINITION. Let G be any graph. 
Then,  iCV = {v Є V(G) / v is a cut vertex of G}. 
 
EXAMPLE  9 
GRAPH  G. 
 
 
 
We can see that G – 0 is a disconnected graph. 
Therefore, 0 Є iCV . 
 
3.13  DEFINITION. Let G be any connected graph. Then 
CV
 = {v Є V(G) / v is not a cut vertex of G and C(G – v) > C(G)}.  
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EXAMPLE  10 
GRAPH  G. 
 
 
 
 
 
S = {0} is a C – set in  G. 
Therefore, C(G) = 1.   
GRAPH  G – 0. 
                                   
 
S = {1, 2, 3, 6} is a C – set in G – 0. 
Therefore, C(G – 0) = 4. 
Thus, C(G – 0) > C(G). 
Therefore,  0 Є CV
  . 
 
3.14  DEFINITION. Let G be any connected graph.Then 
CV
  = {v Є V(G) /v is not a cut vertex of G and C(G – v) < C(G)}.  
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EXAMPLE  11 
GRAPH  G. 
 
 
              
 
 
 
We see that  S = {1, 2, 3} is C – set in G. 
Therefore, C(G) = 3.  
GRAPH  G – 4. 
   
S = {2, 3} is a C – set in G – 4. 
Therefore, C(G – 4) = 2 
Therefore,  4 Є CV
  . 
 
3.15  DEFINITION. Let G be any connected graph. Then 
0
CV  = {v Є V(G) / v is not a cut vertex of G and C(G – v) = C(G)}. 
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EXAMPLE  12 
GRAPH  G.  
P3 = the path graph with 3 vertices. 
 
 
 
If S = {2}, then S is a minimum connected dominating  set in the 
graph G. Therefore, C(G) = 1. 
GRAPH  G – 1. 
 
  
 
S = {2} is a C – set in G – 1. 
Therefore, C(G - 1) = 1 
Therefore, 1 Є 0CV . 
 
NOTE. (i) CV
  ∩ CV
  = CV
  ∩ 0CV
 = 0CV
 ∩ CV
= . 
NOTE. (ii)    CV
  U CV
   U 0CV U 
i
CV
 = V(G). 
 
Now we give the characterization of vertices of  CV
 . 
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3.3  THEOREM. Let G be any connected graph and v Є V(G) 
such that v  iCV . A vertex v Є CV
   if and only if the following 
conditions are satisfied: 
(i) v belongs to every C - set in the  graph G. 
(ii) If any connected set S is a subset of V(G) – N[v] with              
|S| = C(G), then S is not a connected dominating set in G – v. 
 
PROOF. Let G be any graph and v Є V(G) such that v  iCV . 
Suppose v Є CV
   and condition (i) is not satisfied.  
Let S be a minimum connected dominating set in the graph G not 
containing v. 
Therefore, S is also a connected dominating set in G – v.  
Therefore, C(G – v) ≤  |S| = C(G), a contradiction to the fact that        
v Є CV
 . 
Therefore, condition (i) is satisfied if v Є CV
 . 
Suppose v Є CV
   and condition (ii) is not satisfied. 
Therefore, we can find a connected dominating set S in G – v which is 
a subset of V(G) – N[v] with |S| = C(G).   
Therefore, C(G – v) ≤  |S| = C(G), a contradiction to the fact that         
v Є CV
 . 
Therefore, condition (ii) is satisfied if v Є CV
 . 
Conversely, suppose v Є V(G) such that v  iCV  and v satisfies the 
conditions (i) and (ii) . 
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Suppose v Є 0CV . 
Therefore, C(G – v) = C(G). 
Let S be a minimum connected dominating set in G – v. 
Therefore, |S| = C(G – v) = C(G) and v does not belong to S. 
Let  N(v) = {1, 2, ……., n}. 
Suppose S is a subset of V(G) – N(v) with |S| = C(G – v) = C(G). 
Therefore, S is a subset of V(G) – N[v] and with |S| = C(G)(because   
v  S).               
Then by condition (ii), S is not a connected dominating set in  G – v, a 
contradiction to the fact that S is a minimum connected dominating 
set in G – v. 
Therefore, S contains at least one vertex (say) 1 of N(v). 
If w = v,  then w is adjacent to a vertex 1 Є S. 
If w ≠ v Є V(G) – S and S is a minimum connected dominating set in 
the graph G – v, then w is adjacent to some vertex  z Є S. 
Therefore, S is a dominating set in G. 
Also, the subgraph  induced by S is connected. 
It follows from the definition 3.7,  S is a connected dominating set in 
G not containing v with  |S| = C(G). 
That is, S is a minimum connected dominating set in the graph G not 
containing v, a contradiction to condition (i).  
Therefore, v  0CV . 
Suppose  v Є CV
 . 
Therefore,  C(G - v) <  C(G). 
Therefore, C(G) = C(G - v) + 1(by theorem 3.2). 
Chapter 3  Connected Domination       79 
 
Let S be a minimum connected dominating set in G – v. 
It is clear that v S and |S| =  C(G – v) =  C(G) – 1. 
Let  N(v) = {1, 2, …., n}. 
Suppose S is a subset of V(G) – N[v]. 
Let  S1 = S U {1}. 
Now  1 Є V(G – v) – S and S is a connected dominating set in G – v. 
Therefore, 1 is adjacent to some vertex  x  Є S. 
Therefore, the sub-graph  induced by  S1 is connected. 
If w = v,  then w is adjacent to a vertex 1 Є S1. 
If w ≠ v Є V(G) – S1, then w ≠ 1 Є V(G – v) – S.   
But S is a minimum connected dominating set in the graph G – v. 
Therefore w is adjacent to some vertex  z  Є S  S1. 
Therefore, S1 is a  dominating set in G. 
Therefore by definition 3.7, S1 is a connected dominating set in G not 
containing v with | S1| = C(G). 
That is, S1 is a minimum connected dominating set in G not 
containing v, a contradiction to condition (i). 
Therefore, S contains at least one vertex (say) 1 of N(v). 
If w = v,  then w is adjacent to 1 Є S. 
If w Є V(G – v) – S and S is a minimum connected dominating set in 
the graph G – v, then w is adjacent to some vertex  z Є S. 
Therefore,  S is a dominating set in G. 
Also, the subgraph induced by S is connected(because S is a 
connected dominating set in G – v). 
Therefore by definition 3.7, S is a connected dominating set in G. 
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Therefore, C(G)  |S| = C(G - v). 
Therefore, v  CV
 .  
Thus,  v  CV
   and v  0CV .  
Also we are given that v  iCV . 
But,  CV
  U CV
   U 0CV U 
i
CV
 = V(G). 
Therefore, v Є CV
 . 
 
EXAMPLE  13 
GRAPH  G. 
 
 
 
Clearly from the graph that S = {0} is only a  C – set in the graph G 
containing 0 and 0  iCV .  
Thus, every   C – set in G contains 0. 
Also, any set S  V(G) – N[0] is not a connected dominating set in    
G – 0, where N[0] = {0, 1, 2, 3, 4, 5, 6}. 
Therefore by the above theorem, 0 Є CV
  . 
Now we give the characterization of verices of CV
 . 
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3.4  THEOREM. Let G be any connected graph and v Є V(G) 
such that v  iCV . Then v Є CV
  if and only if there exists a C – set S 
not containing v and a vertex w Є S which is not a cut vertex of S  
such that  Pr[w, S] = {v}. 
 
PROOF. Let G be any graph and v Є V(G) such that v  iCV . 
Suppose  v Є CV
 . 
Therefore,  C(G - v) <  C(G). 
Therefore, C(G) = C(G - v) + 1(by theorem 3.2). 
Let S be a minimum connected dominating set in G – v.  
Therefore, v  S and |S| = C(G – v). 
Let   N(v) = {1, 2, …, n}. 
Suppose  S contains at least one vertex (say) 1 of N(v). 
If w = v,  then w is adjacent to a vertex 1 Є S. 
If w Є V(G – v) – S and S is a minimum connected dominating set in 
the graph G – v, then w is adjacent to some vertex z Є S. 
Therefore, S is a  dominating set in G. 
Also, the subgraph induced by S is connected(because S is a 
connected dominating set in G – v). 
Therefore by definition 3.7, S is a connected dominating set in G. 
Therefore, C(G)  |S| = C(G – v), a contradiction to the fact that        
v Є CV
 . 
Therefore, S is a subset of V(G) – N[v]. 
Let   S1 = S   {1}.  
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Also, 1 Є V(G – v) – S and S is a connected dominating set in the 
graph  G – v. 
Therefore, 1 is adjacent to some vertex  y in S. 
Therefore, subgraph induced by  S1 is connected. 
Also, subgraph  induced by S = S1 – 1 is connected. 
Therefore, w = 1 is not a cut vertex of S1.  
Case 1. If z = v,  then z is adjacent to only a vertex  w(=1) in S1. 
Therefore, Pr [w, S1] = {v}. 
Case 2.  If z Є V(G – v) – S1 , then z is adjacent to some vertex  y 
in  S  S1 (because z ≠ 1 Є V(G – v) – S and  S is a connected 
dominating set in  the graph G – v). 
That is,  z ≠ v Є V(G) – S1, then w is adjacent to some vertex  y in S1. 
Therefore, S1 is a dominating set in the graph G 
Therefore by definition 3.7, S1 is a connected  dominating set in the 
graph G  not containing v with |S1| = |S| + 1 = C(G – v) + 1 = C(G). 
Therefore, S1 is a minimum connected  dominating set in the graph G  
not containing v. 
Also, v  S1 and v is adjacent to only one vertex  w(=1) of S1. 
Therefore, we can find a C -set S1 in G not containing v and a vertex         
w (= 1) Є S which is not a cut vertex of S such that  Pr [w, S] = {v}. 
Conversely,  suppose S is a minimum connected dominating set in 
the graph G not containing v and there is a vertex  w Є S which is not 
a cut vertex of S such that Pr [w, S] = {v}. 
Therefore, v is adjacent to only w in S. 
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Let   S1 = S – w. 
Therefore, |S1| = |S| - 1 < C(G). 
But w is not a cut vertex of S. 
Therefore, the subgraph  induced by S1 is connected and S contains at 
least two vertices(by definition 3.6).  
If z = w and the subgraph  induced by S is connected, then z is 
adjacent to some vertex y in S different from w. 
Thus if z = w, then z is adjacent to some vertex y in S1. 
If z ≠ w Є V(G – v) – S1, then z Є V(G – v) – S. 
But S is a connected dominating set in the graph G.  
Therefore z is adjacent to some vertex  x in S different from 
w(because if z is adjacent to only w in S, then Pr [w, S] contains a 
vertex z different from v, a contradiction to the fact that                        
Pr [w, S] = {v}). 
Thus, if  z ЄV(G – v) – S1, then z is adjacent to some vertex  x  in S1. 
Therefore, S1 is a dominating set in the graph G – v. 
Therefore by definition 3.7, S1 is a connected  dominating set in the 
graph G – v. 
Therefore, C(G – v) ≤  |S1| < C(G). 
That is, C(G – v) < C(G). 
Therefore, v Є CV
 . 
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EXAMPLE  14 
GRAPH  G. 
                         
      
 
 
 
We see that, S = {1, 2, 3} is a C – set in G not containing a vertex 4 
and 4   iCV . 
Also, there is a vertex 1 Є S which is not a cut vertex of S such that    
Pr [1, S] = {4} 
Therefore by the above theorem, 4 Є CV
  . 
 
3.5  THEOREM. Let G be any connected graph and v Є V(G) 
such that v  iCV . If for any w Є N(v), the subgraph induced by 
N(w) is complete, then v  CV
 . 
 
PROOF. Let G be any graph and v Є V(G) such that v  iCV . 
Suppose the subgraph induced by N(w) is complete for every             
w Є N(v). 
We want to prove v  CV
 . 
Suppose  v Є CV
 . 
Chapter 3  Connected Domination       85 
 
By theorem 3.4, there is a minimum connected dominating set S in 
the graph G not containing v and a vertex z which is not a cut vertex 
of S such that    Pr [z, S] = {v}. 
Therefore, v  S is adjacent to only one vertex z in S. 
Also, z Є S and S is a connected dominating set in the graph G.  
Therefore, the subgraph  induced by S is connected. 
Therefore, z is adjacent to some vertex  x in S. 
Therefore, x, v Є N(z). 
But, the subgraph induced by N(z) is complete. 
Therefore,  x  is adjacent to a vertex v.  
Therefore, v is adjacent to two distinct vertices x and  z, both are in S. 
Therefore, v  Pr [z, S], a contradiction to the fact that                       
Pr [z, S] = {v}. 
Therefore, our assumption is wrong. 
Therefore  v  CV
 . 
 
3.6  THEOREM. Let G be any connected graph and v ЄV(G) 
such that v  iCV . If for v Є CV
 , there is a minimum connected  
dominating set  S in the graph G containing v in which v is not a cut 
vertex of S,  then Pr [v, S] contains at least two vertices different 
from v.  
 
PROOF. Suppose v Є CV
  and there is a minimum connected 
dominating set S in the graph G containing v in which v is not a cut 
vertex of S. 
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Therefore, Pr [v , S] ≠ . 
Suppose  Pr [v, S] = {w}.  
Since v is not a cut vertex of S, S contains more than one vertex. 
Therefore, w  S and w is adjacent to only v in S(by definition 3.9). 
Also, there is a vertex z ≠ v in v(G) such that w is adjacent to z 
(because if w is adjacent to only a vertex v in G, then G – v  is not 
connected graph and therefore v is a cut vertex of the graph G). 
But  z  S (because if z Є S, then w is adjacent to two distinct vertices 
z, v of S and therefore w  Pr [v, S]) and S is a connected dominating 
set in the graph G. 
Therefore, z is adjacent to some vertex y Є S different form v 
(because if z is adjacent to only a vertex v in S, then Pr [v, S] contains 
one vertex  z different from w, a contradiction to the fact that            
Pr [v, S] = {w}). 
Let  S1 = S – {v}  {z}. 
But v is not a cut vertex of S. 
Therefore, the subgraph induced by S – v is connected and z is 
adjacent to y Є S different from v.  
Therefore, the subgraph  induced by S1 is connected. 
Case 1. If x = w, then x is adjacent to z Є S1. 
Case 2. If x ≠ w Є V(G – v) – S1, then x ≠ z Є V(G – v) – S. 
But S is a connected dominating set in G. 
Therefore, x is adjacent to some vertex p Є S different from v 
(because if x is adjacent to only v Є S, then Pr [v, S] contains x 
different from w, a contradiction to the fact that  Pr [v, S] = {w}). 
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Thus, if x ≠ w Є V(G – v) – S1, then x is adjacent to some vertex        
p Є S1. 
Case 3. If  x = v, then x is adjacent to some vertex  p in S different 
from v (because S is a connected dominating set in a graph G and 
therefore the subgraph  induced by S is connected ). 
Therefore if x = v , then x is adjacent to some vertex  p in S1. 
Therefore, S1 is a dominating set in the graph G 
It follows from the definition 3.7, S1 is a connected dominating set not 
containing v in the graph G with |S1| = C(G). 
Therefore, S1 is a C -set in G not containing v, a contradiction to the 
fact that v Є CV
 . 
Therefore, Pr [v, S] contains at least two vertices. 
Since v is not a cut vertex of S, S contains more than one vertex. 
Therefore,  v  Pr [v, S](by definition 3.9). 
Therefore, Pr [v, S] contains at least two vertices different from v. 
 
EXAMPLE  15 
GRAPH  G. 
 
                1            2 
 
 
    3    4    5 
 
         6          7  
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Here, 4 is not a cut vertex of G. 
Therefore, 4  iCV . 
Also, S = {3, 4, 5} is only one minimum connected dominating set in 
G containing 4. 
We can see from the graph that 4 Є CV
 . 
But, Pr [4, S] = . 
But this does not contradict to the above theorem because 4 is a cut 
vertex of S and there is no any other C – set containing 4 in which 4 
is not a cut vertex of S. 
Thus, a condition that v is not a cut vertex of S can not be dropped in 
the above theorem 
 
3.7  THEOREM. Let G be any connected graph and iCV  = . If 
v Є CV
  and w Є CV
 , then v and w are non-adjacent vertices. 
 
PROOF. Let  v Є CV
  and w Є  CV
 . 
Suppose  v and w are adjacent.  
Since w Є CV
 , there is a minimum connected dominating set S in the 
graph G not containing w and a vertex z Є S which is not a cut vertex 
of  S such that Pr[z, S] = {w}. 
Suppose z = v and v Є CV
  such that v  iCV . 
Also there is a minimum connected dominating set S in the graph G 
not containing w and a vertex z = v Є S which is not a cut vertex of  S 
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such that Pr[v, S] = {w}, a contradiction to the theorem 3.6 that         
Pr [v, S] contains at least two vertices different from v. 
Therefore, S is a minimum connected dominating set in the graph G 
not containing w and a vertex z Є S different from v, which is not a 
cut vertex of  S such that Pr[z, S] = {w}. 
Also by theorem 4.3,  v Є S.  
Therefore, w is adjacent to two vertices v and z, both are in S. 
Therefore, w  Pr [z, S], a contradiction to the fact that                      
Pr [z, S] = {w}. 
Therefore, our assumption is wrong.  
Therefore, v and w are non-adjacent.  
 
3.8  THEOREM. Let G be any connected graph and iCV  = .  
For any v Є CV
 , there is a minimum connected  dominating set  S in 
the graph G containing v in which v is not a cut vertex of S. Then 
the following statements are true. 
 (a)     | 0CV | ≥ 2| CV
 |. 
(b)     If G has no cut vertices and C(G – v) ≠  C(G)  for every  vertex                 
v Є V(G), then  C(G – v) < C(G)  for every v Є V(G). 
 
PROOF. (a) Let  v Є CV
  and iCV  = .  
Then, we can find a set S which is a C -set in the graph G containing 
v in which v is not a cut vertex of S. 
Therefore, S contains more than one vertex(by definition 3.9). 
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Therefore by theorem 3.7(a), Pr [v, S] contains two vertices w1, w2 
different from v. 
Since w1 is adjacent to v, w1  CV
  (by theorem  3.6). 
Similarly, we can say that w2  CV
 . 
Also,  w1, w2  S (because wi Є Pr [v, S], for i = 1, 2 and S contains 
more than one vertex). 
Therefore   w1, w2  CV
 . 
Thus, w1, w2  CV
  and w1, w2  CV
 . 
Also we are given that iCV  = . 
Therefore, w1, w2  iCV . 
But,  CV
  U CV
   U 0CV U 
i
CV
 = V(G). 
Therefore, w1, w2 Є 0CV . 
Thus, every vertex v Є CV
  gives rise to at least two vertices of 0CV . 
Suppose, v1 and v2 are two distinct vertices of CV
  such that w1 and w2 
(different from v) both belongs to 0CV  corresponds to a vertex v1 with 
respect to a minimum connected dominating set T in the graph G and 
w3 and w4 (different from v) both belongs to 0CV  corresponds to a 
vertex v2 with respect to the same minimum connected dominating set 
T in the graph G. 
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Suppose, w2 = w3. 
Therefore, w2 is adjacent to two distinct vertices of S.  
Therefore, w2  Pr [v1, S], a contradiction to the fact that                    
w2 Є Pr [v1, S]. 
Thus, we have proved that two distinct vertices of CV
  gives rise to 
two disjoint two elements sets of 0CV . 
Therefore, | 0CV | ≥ 2| CV
 |. 
(b)     
We must proved that v Є CV
 , for every vertex v Є V(G). 
That is, CV
  = V(G). 
Since  C(G – v) ≠ C(G), for every v Є V(G). 
Therefore, v  0CV   for every v Є V(G). 
Therefore, 0CV = . 
Therefore, | 0CV | = 0. 
But | 0CV | ≥ 2| CV
 |. 
Therefore, | CV
 | = 0. 
Therefore, CV
 = . 
Also we are given that iCV  = . 
But,  CV
  U CV
   U 0CV U 
i
CV
 = V(G). 
Therefore, V(G) = CV
 . 
Therefore, C(G –v) < C(G)  for every v Є V(G). 
 
We consider the following examples  relevant to the above theorems. 
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EXAMPLE  16 
GRAPH  G. 
 
 
 
 
 
We can see from the graph iCV  = . 
S = {0, 1} is a C -set in  G containing 0 and 0 is not a cut vertex of S.  
Therefore, C(G) = 2.   
GRAPH  G – 0. 
 
S = {1, 2, 3, 6} is a C -set in G – 0. 
Therefore, C(G – 0) = 4. 
Thus, C(G – 0) > C(G). 
Therefore, 0 Є CV
 . 
Also,  Pr [0, S] = {3, 4, 5, 6} and  {3, 4, 5, 6} Є 0CV . 
Also 1 Є CV
  and 2 Є 0CV . 
Therefore, | 0CV | ≥ 2| CV
 |. 
That is, graph G satisfies the theorems 3.8(a) and 3.6.  
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EXAMPLE  17 
GRAPH  G. 
 
 
 
 
 
We can see from the graph iCV  = . 
S = {1, 2, 3, 0} is a C -set in G. 
Therefore, C(G) = 4. 
G – v = path with 5 vertices and C(G – v) = 3, for every vertex          
v Є V(G).    
Therefore, v Є CV
    for every vertex v Є V(G). 
Thus graph G satisfies the theorem 3.8(b) 
In this case, CV
 =  and 0CV = . 
Therefore,  | 0CV | ≥ 2 | CV
 |. 
That is, graph G also satisfies the theorem 3.8(a).  
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 N T R O D U C T I O N : The concept of k-domination is a stronger than the concept 
of the domination. There are dominating sets which are not k-dominating sets for k ≥ 2. 
Now we consider graphs which are vertex critical for k-domination, we define the 
sets +kV , kV
  and 0kV  in similar manner. We have also defined the concept of private              
k-neighbourhood of a vertex with respect to a set containing this vertex. We have 
characterized minimal k-dominating sets in terms of the private k-neighbourhood. Theorems 
characterizing vertices in +kV , kV
  have been proved. Several examples also have been 
provided. It has been deduced that in general there are more vertices in kV
  and 0kV  than
+
kV . 
There are graphs in which +kV is empty. Unlike in the case of domination, a vertex in 
+
kV  and 
kV
  may be adjacent. In this chapter we have assumed that all graphs are simple.  
I 
C H A P T E R  4 
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 In this chapter, we will consider a condition in which we insist 
that each vertex in V(G) – S be dominated by at least k vertices in S 
for a fixed positive integer k. The concept of k-domination was 
introduce by J. F. Fink and M. S. Jacobson [14]. In this chapter we 
review basic results and other interesting results about this type of 
domination. We begin with a definition. 
 
4.1  DEFINITION. Let G be a graph and k be a positive integer. A 
subset S of V(G) is said to be  a k-dominating set in the graph G if 
every vertex v Є V(G) – S is adjacent to at least k  vertices of S. 
 
EXAMPLE  1 
GRAPH  G. 
 
S = {1, 0, 3} is a 2-dominating set in G. 
 
EXAMPLE  2 
GRAPH  G. 
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S = {1, 2, 3, 4, 5} is a 3-dominating set in G. 
  
4.2  DEFINITION. Let G be a graph. A   k-dominating set S in G is 
said to be a minimal k-dominating set in the graph G if for any v Є S,   
S – v is not a k-dominating set in  G. 
 
EXAMPLE  3 
GRAPH  G. 
 
We can see that  S = {1, 0, 3} is a minimal 2-dominating set in G 
because each of S – 1, S – 0 and S – 3 is not a 2-dominating set in G. 
But  S = {1, 0, 2, 3} is not a minimal 2-dominating set in G because  
S – 2  is  a  2-dominating set in G.  
 
EXAMPLE  4 
GRAPH  G. 
 
 
 
 
 
Chapter 4  k-domination  97      
 
S = {2, 3} is a minimal 2-dominating set in G because each of S – 2 
and S – 3 is not a 2-dominating set in G.   
 
It is desirable to give a characterization of a minimal dominating set 
in a graph in terms of the private k-neighbourhood which defines as 
follows: 
 
4.3  DEFINITION. Let G be any graph and S be a subset of V(G). 
Let v Є S and k ≥ 1. Then the private k-neighbourhood of v with 
respect to S which is denoted by PRk [v, S] and defined as follows:  
PRk [v, S] = { wЄ V(G) – S / w is adjacent to exactly k vertices of S 
including v }  { v / if v is adjacent to at most k – 1 vertices of S }. 
 
EXAMPLE  5 
GRAPH  G. 
 
S = {2, 3} be subset of V(G). 
PR2 [2, S] = {1, 2, 4}. 
PR2 [3, S]= {1, 3, 4}.  
Now, we give a characterization of a minimal k-dominating set.  
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4.1  THEOREM. Let G be any graph. A  k-dominating set S in 
the graph G is a minimal k-dominating set in G if and only if every 
vertex v of  the set S,  PRk [v, S] ≠ . 
 
PROOF. Let G be any graph and S be a minimal k-dominating set 
in the graph G. 
Let v Є S be any arbitrary vertex. 
Therefore, S – v is not a k-dominating set in the graph G. 
Therefore, there exists a vertex w Є V(G) – (S – v) which is adjacent 
to  at most k – 1 vertices of S – v. 
Case 1. If w = v, then w = v Є S is adjacent to at most k – 1 
vertices of S.  
Therefore,   v Є PRk [v, S]. 
Therefore,   PRk [v, S] ≠ . 
Case 2. If w ≠ v Є V(G) – (S – v), then w  S. 
Since  S is a k-dominating set in the graph G and w is adjacent to at 
most  k – 1 vertices of S – v, w must be adjacent to v. 
Therefore, w is adjacent to exactly k vertices of S and one of them 
must be v.  
Therefore,  w Є PRk [v, S]. 
Therefore,  PRk [v, S]  ≠  . 
Conversely, suppose  PRk [v, S] ≠    for every v Є S. 
Let v Є S be arbitrary vertex and w Є PRk [v, S]. 
Case 1. If w = v, then w is adjacent to at most k – 1 vertices of S.  
Therefore, w = v is adjacent to at most k – 1 vertices of S – v. 
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Therefore, S – v is  not a k-dominating set in the graph G.   
Case 2. If w ≠ v, then w  S. 
Therefore, w is adjacent to exactly k vertices of S including v.  
Therefore, w is adjacent to exactly k – 1 vertices of S – v.  
Therefore, S – v is not a k-dominating set in G.   
Thus, from all cases we can say that S – v is not a k-dominating set in 
G, for every v Є S.   
Therefore, S is a minimal k-dominating set in G.  
 
EXAMPLE  6 
GRAPH  G. 
 
 
S = {1, 3} is 2-dominating set in G.  
PR2 [1, S] = {1, 2, 4} ≠ . 
PR2 [3, S] = {3, 2, 4} ≠ . 
Therefore, S is a minimal 2-dominating set in G.  
 
Next, we define the concept of a minimum k-dominating set.  
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4.4  DEFINITION. Let G be a graph. A  k-dominating set in the 
graph G with minimum cardinality is called a minimum                    
k-dominating set in the graph G.  
 
A minimum k-dominating set in the graph G is sometimes called          
a k - set in the graph G.  
 
4.5  DEFINITION. Let G be a graph and S be a minimum              
k-dominating set in the graph G. Then |S| ( = cardinality of S) is called     
the k-domination number of the graph G and it is denoted by k(G). 
 
NOTE. (i) If S is a k-dominating set in the graph G, then      
γk(G) ≤ |S|. 
 
NOTE. (ii) Every minimum k-dominating set in G is a minimal 
k-dominatig set in G.   
 
NOTE. (iii) If k = 1, then  1(G) =  (G). 
 
NOTE. (iv) Also for 1 ≤  j ≤ k, if S is a k-dominating set, then it 
is also j-dominating set, and therefore  j(G)   k(G). 
 
NOTE. (v) If G is a graph with Δ(G)(=  the maximum degree of 
G) ≥ 3 and k ≥ 3, then  k(G) > (G)[19]. 
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EXAMPLE  7 
GRAPH  G. 
 
We can see that S = {1, 0, 4} is a minimum 2-dominating set in G.  
Therefore, 2(G) = 3. 
 
EXAMPLE  8 
GRAPH  G. 
 
S ={1, 2, 3} is a minimum 3-dominating set in the graph G.  
Therefore,  3(G)=3. 
 
It may happen that more than one vertex must be removed in order to 
change the domination number (or its variants). This idea gives the 
following definition. 
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4.6  DEFINITION. Let G be a graph. Then 
kV
 = {v Є V(G) / k(G – v) > k(G)}. 
 
EXAMPLE  9 
GRAPH  G. 
 
 
 
 
 
S = {1, 0, 3} is a minimum 2-dominating set in the graph G. 
2(G) = 3. 
GRAPH  G – 0. 
 
S = {1, 2, 3, 4} is a minimum 2-dominating in G – 0. 
Therefore, 2(G – 0) = 4. 
Thus, 2(G – 0) > 2(G). 
Therefore, 0 Є 2V
 . 
 
4.7  DEFINITION. Let G be any graph. Then  
kV
  = {v Є V(G) / k(G – v) < k(G)}. 
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EXAMPLE  10 
GRAPH  G. 
 
S = {1, 2, 3, 4} is a minimum 2-dominating set in the graph G. 
Therefore, 2(G) = 4. 
GRAPH  G – 1. 
 
 
 
S = {2, 3, 4} is a minimum 2-dominating set in  G – 1. 
Therefore, 2(G – 1) = 3. 
Therefore, 2(G – 1) < 2(G). 
Therefore, 1 Є 2V
 . 
   
4.8  DEFINITION. Let G be any graph. Then 
0
kV = {v Є V{G} / k(G – v) = k(G)}. 
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EXAMPLE  11 
GRAPH  G. 
 
 
S = {1, 2, 3, 4} is a minimum 2-dominating set in G. 
Therefore, 2(G) = 4. 
Therefore, 2(G) = 2(G – 0). 
Therefore, 0 Є 02V . 
 
NOTE. (i) kV
  ∩ kV
  = kV
  ∩ 0kV
 = 0kV
 ∩ kV
= . 
NOTE. (ii)    kV
  U kV
   U 0kV
 = V(G). 
 
 
4.9  DEFINITION. Let G be any  graph. Then we define the open 
neighbourhood of v in G as 
                      N(v) = { w Є V(G) / w is adjacent to v }. 
4.10  DEFINITION. Let G be any graph. Then we define the closed 
neighbourhood of v in G as 
                      N[v] = { w Є V(G) / w is adjacent to v } U {v}. 
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EXAMPLE  12 
GRAPH  G. 
 
 
 
 
 
 
Then, N(0) = { 1, 5 } and N[0] = {0, 1, 5}. 
 
Now we find a relation between the k-domination number of G and      
G – v. 
 
4.2  THEOREM. Let G be a graph and k(G –v) < k(G).  Then 
k(G) = k(G – v) + 1. 
 
PROOF. Let G be any graph and v Є V(G). 
Let S be a minimum k-dominating set in G – v. 
Therefore, v  S and S is not a k-dominating set in G. 
Therefore, v is adjacent to at most k – 1 vertices of S. 
Let  S1 = S  {v}. 
If w Є V(G – v) – S and S is a k-dominating set in the  graph  G  – v , 
then  w is adjacent to at least k vertices of S. 
Thus, if w  Є V(G ) – S1, then w is adjacent to at least k vertices of S1. 
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Thus,  S1  is  a  k-dominating  set  in  the  graph  G  and            
|S1| = k(G – v)  + 1  
But, we are given that  k(G –v) < k(G). 
Therefore, S1 must be a minimum k-dominating set in the graph G.  
Therefore, k(G) = k(G – v) + 1. 
 
Next we give a characterization of vertices of kV
 . 
 
4.3  THEOREM. Let G be any graph and v Є V(G). Then  
V Є kV
   if and only if the following conditions are satisfied: 
(i) v is not an isolated vertex. 
(ii) v belongs to every k - set in the graph G. 
(iii)  If  S is a subset of V(G – v) which contains at most k – 1 
neighbours of v  with |S| = k(G) or  |S| = k(G) – 1, then S is 
not a  k- dominating set in  G – v. 
 
PROOF. Let G be any graph and v Є V(G). 
Suppose v Є kV
 and  v is an isolated vertex.  
Let S be a minimum k-dominating set in the graph G. 
Therefore, v must belongs to S. 
 Let S1 = S – v. 
Clearly, S1 is a k-dominating set in the graph G – v.  
Therefore, k(G – v) ≤ |S| = k(G) – 1 < k(G). 
Therefore, k(G – v) < k(G), a contradiction to the fact that v Є kV
 . 
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Thus, v is not an isolated vertex if v Є kV
 . 
Suppose, v does not satisfy condition (ii). 
That is, we can find a minimum k-dominating set S in the graph G 
which does not contain v. 
Therefore, S is a k-dominating set in the graph G – v. 
Therefore,  k(G – v) ≤ |S| = k(G), a contradiction to the fact that            
v Є kV
 .  
Therefore, v satisfies condition (ii) if v Є kV
 . 
Suppose v does not satisfy condition (iii) if v Є kV
 . 
That is, there is a subset S of V(G – v) which contains at most k – 1 
neighbours of v with |S| = k(G) or |S| = k(G) – 1 such that S is a       
k-dominating set in  G – v. 
Therefore, k(G – v) ≤ |S| ≤ k(G) , a contradiction to the fact that       
v Є kV
 . 
Therefore, our assumption is wrong. 
Therefore, v satisfies condition (iii) if v Є kV
 . 
Thus, if v Є kV
 , then v satisfies all three conditions.  
Conversely, suppose v satisfies all three conditions (i), (ii) and (iii). 
We want to prove v Є kV
 . 
Suppose v Є kV
 . 
Therefore, k(G – v) <  k(G). 
Therefore, k(G) = k(G - v) + 1(by theorem 4.2). 
Let S be a minimum k-dominating set in the graph G – v.  
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Case 1. If v is adjacent to at least k vertices of S, then S is a k-
dominating set in G. 
Therefore, k(G) ≤ |S| = k(G – v) <k(G). 
That is,  k(G) < k(G), a contradiction. 
Case 2. Suppose v is adjacent to at most k – 1 vertices of S. 
Therefore, S is a subset of V(G – v) which contains at most k – 1 
neighbours of v  with |S1| = k(G) – 1 and still it is a k-dominating set 
in G – v, a contradiction to condition (iii).        
Therefore, our assumption is wrong. 
Therefore, v  kV
 . 
Suppose  v Є 0kV . 
Therefore, k(G – v) = k(G). 
Let S be a minimum k-dominating set in the graph G – v. 
Case 1. If v is adjacent to at least k-vertices of S, then S is a          
k-set in G not containing v, a contradiction to condition (ii). 
Case 2. If v is adjacent to at most k – 1 vertices of S, then S is a 
subset of V(G – v) which contains k – 1 neighbours of v with            
|S| = k(G) and still it is a k-dominating set in G – v, a contradiction to 
condition (iii). 
Thus, from all cases our assumption is wrong. 
Therefore, v  0kV . 
Thus, if v satisfies all three conditions, then v  kV
  and v  0kV . 
But kV
  U kV
   U 0kV
 = V(G). 
Therefore, v Є kV
 . 
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EXAMPLE  13 
GRAPH  G. 
 
 
 
 
 
We see that  0 is not isolated vertex and γ2(G) = 3. 
Also 0 belongs to every γ2 – set in G. 
If any set S which is a subset of V(G – 0) with |S| = 3 contains one 
neighbour of 0, then S is not a  2-dominating set in G – 0. 
It follows from the above theorem,   0  Є 2V
 . 
Next, we give a characterization of vertices of kV
  in terms of           
PRk [v, S]. 
 
4.4  THEOREM. Let G be any graph and v Є kV
  if and only if 
there is a minimum k-dominating set S in the graph G  containing v 
and PRk [v, S] = {v}. 
 
PROOF. Let G be any graph and v Є kV
 . 
Therefore, k(G – v) <  k(G). 
Therefore, k(G) = k(G - v) + 1(by theorem 4.2). 
Let S be a minimum k-dominating set in the graph G - v. 
Since  S is not a k-dominating set in the graph G, v is adjacent to at 
most  k – 1 vertices of S.  
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Let S1 = S  {v}.  
Clearly, S1 is a k-dominating set in the graph G with                         
|S1| = k(G - v) + 1 =  k(G).  
Therefore, S1 is a minimum k-dominating set in G containing v . 
Also, v is adjacent to at most k – 1 vertices of S and v Є S1. 
Therefore, v Є PRk [v, S1]. 
Suppose w ≠ v Є PRk [v, S1]. 
Therefore, w  S1 and w is adjacent to exactly k vertices of S1 
including v.  
Therefore, w  S and w is adjacent to exactly k - 1 vertices of S. 
Therefore, S is not a k-dominating set in G – v, a contradiction to the 
fact that S is  a k-dominating set in the graph G - v. 
Therefore, PRk [v, S1] = {v}. 
Thus, if v Є kV
 , then there is a minimum k-dominating set S1 in the 
graph G containing v such that PRk [v, S1] = {v}.  
Conversely, suppose S is a minimum k-dominating set in the graph G 
containing v such that PRk [v, S] = {v}. 
Let S1 = S – v. 
Therefore,  |S1| = |S| - 1 < k(G).  
Let w ≠ v Є V(G) – S1 be arbitrary.  
Therefore, w ≠ v Є V(G) – S and S is k-dominating set in the graph G. 
Therefore, w is adjacent to at least k vertices of S.  
Case 1. If w is adjacent to at least k + 1 vertices of S, then w is 
adjacent to at least k vertices of S1. 
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Case 2. If w is adjacent to exactly k vertices of S not including v, 
then w is adjacent exactly k vertices of S1. 
Case 3. If w is adjacent to exactly k vertices of S including v, then 
w ≠ v Є PRk [v, S], a contradiction to the fact that PRk [v, S] = {v}. 
From all cases, we can say that S1 is a k-dominating set in G – v. 
Therefore, k (G – v)  ≤  |S1|  < |S| = k (G). 
That is, k (G – v) < k (G). 
Therefore, v Є kV
 . 
 
We consider the following example  relevant to the above theorem. 
 
EXAMPLE  14 
GRAPH  G. 
 
S = {1, 2, 3, 4} is a minimum 2-dominating set in G containing 1. 
Therefore, 2(G) = 4. 
Also PR2 [1, S] = {1}. 
Therefore, 1 Є 2V
 . 
Similarly, 2, 3, 4 Є 2V
 . 
Chapter 4  k-domination  112      
 
4.5  THEOREM. Let G be any graph and v Є kV
 .Then for any 
k-set in the graph G containing v contains at least two non-adjacent 
vertices different from v.  
 
PROOF. Suppose v Є kV
  and S is a k-set in G containing v.  
Therefore, S is a minimal k-dominating set in the graph G. 
Therefore, PRk [v, S]  ≠   (by Theorem 4.1). 
Suppose  PRk [v, S] contains exactly one vertex (say) w of V(G). 
Case 1. If w = v, then PRk [v, S] = {v}. 
Therefore, v Є kV
  (by Theorem 4.4), a contradiction to the fact that   
v Є kV
 .  
Therefore, PRk [v, S] contains more than one vertex. 
Case 2. If w ≠ v Є PRk [v, S], then  v  PRk [v, S] and w  S. 
Therefore, v is adjacent to at least k vertices of S different from w.  
Let  S1 = S – {v}  {w}. 
Let z Є V(G) – S1 be arbitrary vertex. 
If z = v, then z is adjacent to at least k vertices of S different from w. 
Therefore, z is adjacent to at least k vertices of S1. 
If z ≠ v ,  then  z Є V(G) – S and z ≠ w. 
But  S is k-dominating set in the graph G.  
Therefore, z is adjacent to at least k vertices of S not including v 
(because if z is adjacent to exactly k  vertices of S including v, then     
z ≠ w Є PRk [v, S], a contradiction to the fact that PRk [v, S] = {w}). 
Therefore, z is adjacent to at least k vertices of S1. 
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Thus, we can say that S1 is a k-dominating set in the graph G not 
containing v with |S1| = k(G).  
Therefore, S1 is a minimum k-dominating set in the graph G not 
containing v, a contradiction to the fact that v Є kV
 . 
Therefore, PRk [v, S] contains more than one vertex. 
From case 1 and 2, we conclude that PRk [v, S] contains more than 
one vertex. 
Now, we will show that PRk [v, S] contains at least two vertices 
different from v.  
Suppose, PRk [v, S] = {v, w}.  
Therefore, w2  S. 
Let  S1 = S – {v}  {w}.    
Let   z Є V(G – v) – S1. 
Clearly, z ≠ v and z ≠ w. 
Then, z Є V(G) – S. 
But  S is k-dominating set in the graph G. 
Therefore, z is adjacent to at least k vertices of S. 
Case 1. If z is adjacent to at least k + 1 vertices of S, then z is 
adjacent to at least k vertices of S1. 
Case 2. If z is adjacent to exactly k vertices of S not including v, 
then z is adjacent exactly k vertices of S1. 
Case 3. If z is adjacent to exactly k vertices of S including v, then  
z Є PRk [v, S] which is different from v and w, a contradiction to the 
fact that PRk [v, S] = {v, w}. 
It follows from  above cases, z is adjacent to at least k vertices of S1. 
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Therefore, S1 is a k-dominating set in G – v. 
Therefore, k(G – v)  ≤  |S1| = |S| = k(G), a contradiction to the fact 
that v Є kV
 . 
Therefore, PRk [v, S] contains at least two vertices different from v. 
Next, we want to show that PRk [v, S] contains at least two non-
adjacent vertices different from v. 
Suppose  {w1, w2, …., wp}  PRk [v, S] – {v}, where all of them are 
mutually adjacent ( assumption 1). 
Let  S1 = S – {v}  {w1}.  
Let  x Є V(G – v) – S1. 
Therefore  x ≠ v and x ≠ w1. 
Therefore, x Є V(G) – S. 
But S is k-dominating set in the graph G.  
Therefore, x is adjacent to at least k  vertices of S. 
Case1. If x is adjacent to at least k + 1 vertices of S, then x is 
adjacent to at least k vertices of S1. 
Case2. If x is adjacent to exactly k vertices of S not including v, 
then x is adjacent to exactly k vertices of S1. 
Case3. If x is adjacent to exactly k vertices of S including v, then 
x Є PRk [v, S] and x ≠ v. 
Therefore, x is adjacent to w1 Є S1(by assumption 1).  
Therefore, x is adjacent to exactly k vertices of S1. 
Thus, from all cases we conclude that S1 is a k-dominating set in             
G – v. 
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Therefore, k(G – v) ≤ |S1| =  k(G), a contradiction to the fact that       
v Є kV
 . 
Therefore, our assumption is wrong.  
Therefore, PRk [v, S] contains at least two non-adjacent vertices 
different from v. 
 
Now we give an example relevant to above theorem. 
 
EXAMPLE  15 
GRAPH  G. 
 
 
S = {1, 0, 4} is a minimum 2-dominating set in G containing 0. 
Therefore, 2(G) = 3. 
S = {1, 2, 3, 4} is a minimum 2-dominating set in G – 0. 
Therefore, 2(G – 0) = 4. 
Therefore, 0 Є 2V
 . 
PR2 [0, S] = {2, 3} and 2, 3 are non-adjacent vertices. 
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4.6  THEOREM.    Let G be any graph. Then, | kV
   0kV | ≥ 2 | kV
 |. 
 
PROOF. Let v Є kV
  and S be a minimum k-dominating set in the 
graph G. 
Then  PRk [v, S] contains at least two vertices namely w1, w2 which 
are non-adjacent and different from v.  
Therefore, w1, w2  S. 
Therefore, w1, w2  kV
 . 
Therefore, w1, w2 Є kV
   0kV . 
Therefore, every vertex in kV
  gives rise to at least two distinct 
vertices in 0kV   kV
 . 
Suppose, v1 and v2 are two distinct vertices of kV
  such that w1 and w2 
(different from v) both belongs to kV
   0kV  corresponds to a vertex v1 
with respect to a minimum k-dominating set T in the graph G and w3 
and w4 (different from v) both belongs to kV
   0kV  corresponds to a 
vertex v2 with respect to the same minimum k-dominating set T in the 
graph G. 
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Suppose, w2 = w3. 
Therefore, w2 is adjacent to two distinct vertices of S.  
Therefore, w2  PRk [v, S], a contradiction to the fact that                    
w2 Є PRk [v, S]. 
Thus, we have proved that two distinct vertices of kV
  gives rise to 
two disjoint two elements sets of kV
   0kV . 
Therefore, | kV
   0kV | ≥ 2| kV
 |. 
 
EXAMPLE  16 
GRAPH  G. 
 
 
 
 
 
S = {1, 0, 4} is a minimum 2-dominating set in G containing 0. 
Therefore, 2(G) = 3. 
S = {1, 2, 3, 4} is a minimum 2-dominating set in G – 0. 
Therefore, 2(G – 0) = 4. 
Therefore, 0 Є 2V
 . 
PR2 [0, S] = {2, 3} and 2, 3 are non – adjacent vertices of 02V . 
Also, we can see that 1, 4 Є 02V . 
Therefore, | 2V
   02V | ≥ 2| 2V
 |. 
That is, graph G satisfies the theorem 4.6 .  
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EXAMPLE  17 
GRAPH  G. 
 
S = {1, 2, 3, 4} is a minimum 2-dominating set in G containing 1. 
Therefore, k(G) = 4. 
Also PR2 [1, S] = {1}. 
Therefore, 1 Є 2V
 . 
Similarly, 2, 3, 4 Є 2V
  and also 0 Є 02V .  
Therefore, | 2V
   02V | ≥ 2| 2V
 |. 
In this case, 2V
  =   and all vertices  belong  to 2V
   02V . 
Unlike in the case of domination, a vertex in kV
 and kV
  may be 
adjacent. 
EXAMPLE  18 
GRAPH  G. 
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Let S = {0, 1, 3, 6}. 
We see that S is a minimum 2-dominating set in the graph G.  
Therefore, 2(G) = 4, 
1 Є S and PR2 [1, S] = {1}. 
Therefore, 1 Є 2V
 . 
GRAPH  G – 0   
 
 
 
 
 
 
 
 
 
 
 
Clearly T = {1, 2, 4, 5, 6} is a minimum 2-dominating set in the graph  
G – 0. 
Therefore, 2(G – 0) = 5, 
Therefore, 0 Є 2V
 . 
But, 0 Є 2V
 and 1 Є 2V
  are adjacent. 
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 N T R O D U C T I O N : In this chapter we assume that all graphs are simple. The 
concept of the distance-k domination is generalization of the concept of the domination. 
In general, the distance-k domination number is less than or equal to the domination 
number. This concept has been studied by several authors like [13], [14],[18] and [19]. 
Properties of the distance function play key role in the theory of the distance-k domination. 
We also need the concept of the distance-k neighbourhood of a vertex (k is a positive 
integer). Further we define the concept of private distance-k neighbourhood of a vertex with 
respect to a set containing a vertex. We have characterized minimal distance-k dominating 
sets in terms of the private distance-k neighbourhood. Theorems characterizing vertices 
in +dkV  and dkV
  have been proved.    
 Since the distance-k domination is a generalization of the domination, the theorems 
regarding critical graphs with respect to the distance-k domination have some what slightly 
different statements. Also not all results about graphs which are critical with respect to the 
domination carry over to the distance-k domination. For example, if v Є +dkV , then v may not 
belong to every dk – set.   
I 
C H A P T E R  5 
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5.1  DEFINITION. A walk of length k in W is an alternating 
sequence W = u0 e1 u1 e2 u2..... ek uk of vertices and edges with          
ei = ui-1ui. 
 
NOTE. (1) Because every two distinct vertices are either non 
adjacent or are incident with exactly one common edge, W can be  
denoted more simple as W = u0 u1. …. uk. 
NOTE. (2) We say that the above walk W is a u0 – uk walk or a 
walk from u0 to uk. The vertex uo is called the origin of the walk W, 
while uk is called the terminus of W. Note that u0 and uk need not be 
distinct.  
NOTE.      (3) A trivial walk is one containing no edges.  
 
EXAMPLE  1 
GRAPH  G. 
 
In above example; 
 
W1 = 1 e1 2 e4 4 e6 3 is a walk of length 3. 
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W2 = 2 e2 1 e1 2 e5 3 e7 4 e4 2  is  a  walk of length 5. 
 
5.2  DEFINITION. Given two vertices u and v of a graph G, a        
u – v walk is called closed or open depending on whether u = v or      
u ≠ v.  
 
In above, example, W1 is open and W2 is closed. 
 
5.3  DEFINITION. If the edges e1, e2, …, ek of the walk W = v0 e1 
v1 e2 v2 …. ek vk  are distinct, then W is called a trail. 
 
In other words, a trail is a walk in which no edge is repeated.  
 
In above example, W1 and  W2 both are trail. 
 
5.4  DEFINITION. If the vertices v0, v1, …, vk of the walk W = v0 
e1 v1 e2 v2 … ek vk  are distinct, then W is called a path.  
 
A path with n vertices will sometimes be denoted by Pn. Note that Pn 
has the length n – 1. 
 
NOTE. In other words, a path is a walk in which no vertex is 
repeated. Thus, in a path no edge can be repeated either, so every path 
is trail. Not every trail is a path, though. 
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5.6  DEFINITION. Let G be a graph and let u, v Є V(G) be any 
arbitrary vertex. Then the distance between u and v in G which is 
denoted by d (u, v) and defined as follows: 
 d (u, v)  =  minimum length of  u – v path, if u ≠ v, 
              =  0                                                ,if  u = v. 
 
NOTE 1. If for u ≠ v, no u – v walk exists, then we write                  
d (u, v) = ∞(infinite) and we treat that d (u, v) is grater than every 
positive integer . 
NOTE 2. For any u, v Є V(G), d (u, v) = d (v, u). 
In example 1,  d (1, 2) = 1, d (1, 3) = 1. 
  
5.7  DEFINITION. Let G be any graph and S be a subset of V(G). 
Then the distance between v and S in G is defined as follows: 
                               d (v, S) = min {d (v, x) / x Є S}. 
 
EXAMPLE  2 
GRAPH  G. 
 
 
 
 
 
If  S ={0, 4}, then d (1, S) = min{1, 3} = 1 and  d (2, S) = min{2} = 2. 
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5.8  DEFINITION. Let G be a graph. A subset S of V(G) is said to 
be a distance-k dominating set in the graph G, where k is a positive 
integer if for any vertex v Є V(G) – S, there is at least one vertex        
u Є S such that d (u, v) ≤ k.     
 
EXAMPLE  3 
GRAPH  G. 
 
 
S = {0} is a distance-1 dominating set in the graph G.  
 
EXAMPLE  4 
GRAPH  G. 
 
 
S = {0} is a distance-2 dominating set in the graph G.  
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5.9  DEFINITION. Let G be any graph and v Є V(G). The closed 
distance-k neighbourhood of a vertex v in G is denoted by Ndk[v] and 
defined as  follows: 
                        Ndk[v] = {  w Є V(G) / d (v, w) ≤ k }. 
 
5.10  DEFINITION. Let G be any graph and v Є V(G). The open 
distance-k neighbourhood of a vertex v in G is denoted by Ndk(v) and 
defined as follows: 
                       Ndk(v) = { w Є V(G) / 0 < d (v, w) ≤ k }. 
 
EXAMPLE  5 
GRAPH  G. 
 
 
We can see that Nd1[0] = {0, 1, 4} and  Nd1(0) = {1, 4}. 
Also, Nd2(0) = {1, 4, 2, 3} and Nd2[0] = {1, 2, 3, 4, 0}. 
 
5.11  DEFINITION. The distance-k dominating set S in the graph G 
is said to be a minimal distance-k dominating set in the graph G if 
for any vertex v Є S, S – v is not a distance-k dominating set in G. 
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EXAMPLE  6 
GRAPH  G. 
 
 
 
 
 
S = {0, 4} is a minimal distance-2 dominating set in the graph G, 
because each of S – 0 and S – 4 is not a distance-2 dominating set in 
G.  
 
5.12  DEFINITION. Let G be any graph. Let S be a subset of V(G) 
and v Є S. Then the private distance-k neighbourhood of v with 
respect to the set S  is denoted by PRdk [v, S] and defined as follows: 
PRdk [v, S] = {  w Є V(G) / Ndk [w] ∩ S = {v}}. 
 
NOTE. Thus, from the definition we can say that  
(i)     if w Є V(G) – S and   d (w, x) ≤ k, if  x = v Є S,    
                                            d (w, x) > k, if  x ≠ v Є S,  
        then w Є PRdk [v, S], 
(ii) if w = v and v is an isolated vertex in S, then v Є PRdk [v, S], 
(iii) if w ≠ v Є S, then w  PRdk [v, S]. 
 
Chapter 5  Distance-k Domination       127 
 
EXAMPLE  7 
GRAPH  G. 
 
 
 
 
 
Let S = { 1, 2, 3, 4} be subset of V(G). 
1 Є S and PRd2 [1, S] = {7} (because Nd2[0] ∩ S = {1, 2}, Nd2[5] ∩ S 
= { 3, 4}, Nd2[6] ∩ S = {4} and Nd2[7] ∩ S = {1}). 
Now, we give a characterization of a minimal distance-k dominating 
set. 
 
5.1  THEOREM. Let G be any graph. A distance-k dominating 
set S in the graph G is a minimal distance-k dominating set in G if 
and only if  for every vertex v Є S, PRdk [v, S] ≠ . 
 
PROOF. Let S be a minimal distance-k dominating set in the graph 
G and v Є V(G) be any arbitrary vertex. 
Therefore, S – v is not a distance-k dominating set in a graph G. 
Therefore, we can find a vertex w Є V(G) – (S – v) such that              
d (w, S – v) > k  in  G. 
Therefore, d (w, x) > k, if any x Є S – v.  
But S is a minimal distance-k dominating set in the graph G. 
Therefore, there is only one vertex v Є S such that d ( w, v) ≤ k. 
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Thus, if w Є V(G) – S,  then in G, d (w, x) ≤ k, if  x = v Є S,    
                                                       d (w, x) > k, if  x Є S – v. 
Case 1. If w = v, then in G, d (w, v) = 0 and 
                                                  d (v, x) > k, for any x Є S – v. 
Therefore, v is an isolated vertex in S.  
Therefore, v Є PRdk [v, S]. 
Therefore, PRdk [v, S] ≠ . 
Case 2. If w ≠ v, then w  S. 
Also in G, d (w, x) ≤ k  if x = v Є S and   
                 d (w, x) > k  if x ≠ v Є S. 
Therefore, w Є PRdk [v, S]. 
Therefore, PRdk [v, S]  ≠ . 
Thus for any v Є S,  PRdk [v, S] ≠ . 
Conversely, suppose for any v Є S  PRdk [v, S] ≠ , where S is                 
a minimum distance-k dominating set in the given graph G. 
Let S1 = S – v and w Є PRdk [v, S]. 
Case1 If w = v, then v is not adjacent to any vertex of S. 
Therefore, w is not adjacent to any vertex of S1. 
Therefore, S1 is not a distance-k dominating set in  G.  
Case2 If w ≠ v, then in G, d (w, v) ≤ k and  
                                                 d (w, x) > k, for every  x Є S – v. 
Therefore  w  S1 and in G, d (w, x) > k  for every x Є S1. 
Therefore, S1 is not a distance-k dominating set in  G. 
Thus, from all cases we can say that S – v is not a distance          
k-dominating set in the graph G, for any v Є S.  
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Therefore, S is a minimal distance-k dominating set in  G. 
 
EXAMPLE 8 
GRAPH G. 
 
 
 
 
Let S = {0, 4}. 
PRd2 [0, S] = {1} 
PRd2 [4, S] = {3} 
Therefore, PRd2 [v, S] ≠ , for any v Є S. 
Therefore, S is a minimal distance-2 dominating set in the graph G. 
 
5.13  DEFINITION. Let G be a graph. A distance-k dominating set 
S in the graph G is said to be a minimum distance-k dominating set 
in the graph G if cardinality of  the set S is minimum. 
 
A minimum distance-k dominating set in the graph G is called a 
dk -set in the graph G.  
 
5.14  DEFINITION. Let G be a graph and S be a minimum distance-
k dominating in the graph G. Then |S| (= cardinally of S) is called the 
distance-k domination number of the graph G and it is denoted by 
dk(G). 
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NOTE. (i) If S is a distance-k dominating set in a graph G, then 
γdk(G) ≤ |S|. 
NOTE. (ii) Every minimum distance-k dominating set in G is a 
minimal distance-k dominating set in G.   
 
EXAMPLE  9 
GRAPH  G. 
 
Let S = {0}.Then S is a minimum distance-1 dominating set in G. 
Therefore, d1(G) = (G) = 1. 
 
EXAMPLE  10 
GRAPH  G. 
 
Let S = {0}. 
Then S is a minimum distance-2 dominating set in the graph G.  
Therefore, d2(G) (= 1) < (G) (= 2). 
That is, d2(G) < G). 
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It may happen that more than one vertex must be removed in order to 
change the distance-k domination number (or its variants). This idea 
gives the following definitions. 
 
5.15  DEFINITION. Let G be a graph. Then 
dkV
 = {v Є (G) / dk(G – v) > dk(G)}. 
 
EXAMPLE  11 
GRAPH  G. 
 
Let S = {0}. 
Then S is a minimum distance-2 dominating set in the graph G. 
Therefore, d2(G) = 1. 
Graph G – 0. 
 
Let S = {1, 4}.  
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Therefore, S is a minimum distance-2 dominating set in the graph     
G – 0. 
Therefore, d2(G – 0) = 2. 
Therefore, 2 Є d2V
 . 
 
5.16  DEFINITION. Let G be a graph. Then 
0
dkV = {v Є V(G) / dk (G – v) = dk(G)}. 
 
EXAMPLE  12 
GRAPH  G. 
 
Let S = {1, 4} and S be a minimum distance-2 dominating set in the 
graph G.  
d2(G) = 2. 
Graph G – 4. 
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Let S = {1, 5} and S be a minimum distance-2 dominating set in the 
graph G – 4. 
d2(G – 4) = 2. 
Therefore, 4 Є 0d2V . 
 
5.12  DEFINITION. Let G be a graph. Then 
dkV
  = {v ЄV(G) / dk(G – v) < dk(G)}. 
 
EXAMPLE  13 
GRAPH  G. 
 
 
  
Let S = {1, 6}.  
Therefore, S is a minimum distance-2 dominating set in the graph G. 
Therefore,γd2(G) = 2. 
 
Graph G – 1.  
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Let S = {4} and S be a minimum distance-2 dominating set in the 
graph G – 1. 
γd2(G – 1) = 1 
Therefore, 1 Є d2V
 . 
 
NOTE. (i) dkV
  ∩ dkV
  = dkV
  ∩ 0dkV
 = 0dkV
 ∩ dkV
 = . 
NOTE. (ii)    dkV
  U dkV
   U 0dkV
 = V(G). 
 
 
5.2  THEOREM. Let G be a graph and dk(G –v) < dk(G).  Then 
dk(G) = dk(G – v) + 1. 
 
PROOF. Let  G be any graph and v Є V(G). 
Let S be a minimum distance-k dominating set in G – v. 
Let S1 = S U {v}. 
Clearly, S1 is a distance-k dominating set in G with                            
|S1| = dk(G – v) + 1. 
But we are given that dk(G –v) < dk(G). 
Therefore, dk(G)  ≥  dk(G – v) + 1 and S1 is a distance-k dominating 
set in G with |S1| = dk(G – v) + 1. 
Therefore, S1 is a dk – set in G. 
Therefore, dk(G)  = dk(G – v) + 1. 
 
Chapter 5  Distance-k Domination       135 
 
5.3  THEOREM. Let  G be a graph and v Є V(G). Then v Є dkV
   
if and only if the following conditions are satisfied. 
(i) v is not an isolated vertex in G. 
(ii) If  S is a γdk – set in the  graph G, then d (v, S) ≤ k – 1  in G                  
and there is some vertex w ≠ v Є V(G) – S such that                   
d (w, S – v) > k in the  graph G – v. 
(iii) If S is a subset of V(G) – Ndk[v] with |S| = dk(G), then S is not 
a distance  k-dominating set in G – v. 
 
PROOF. Let  v Є dkV
  and S be a dk – set in the graph G.  
Suppose v is an isolated vertex in G.  
Therefore, v Є S. 
Therefore, S – v  is a distance-k dominating set in G – v.  
Therefore, dk(G – v) ≤ |S – v| < dk(G), a contradiction to the fact that 
v Є dkV
 . 
Therefore, v is not an isolated vertex if v Є dkV
 . 
Let v Є dkV
 . 
Therefore, dk(G – v) > dk(G).     
Let S be a minimum distance-k dominating set in the graph G. 
Therefore, S – v  can not be a distance-k dominating set in  G – v. 
Therefore, there is a vertex w ≠ v Є V(G) – S such that                        
d (w, S – v) > k in the  graph G – v. 
But  S is a distance-k dominating set in the graph G. 
Therefore, d (w, S) ≤ k  in G. 
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Case 1.  Suppose v Є S. 
Then, d (v, S) = 0 ≤ k – 1. 
Case 2.  Suppose v  S and d (w, S) ≤ k  in G. 
Therefore, there exists v0 (≠ v) Є S such that d(w, v0) ≤ k in G.  
Therefore, there is a path w – v0 in G with length less than or equal to 
k.  
Suppose the above path w – v0 does not contain v. 
Therefore, d (w, v0)  ≤  k in G – v. 
Therefore, d (w, S)  ≤  k in G – v. 
Therefore, d (w, S – v)  ≤  k in G – v(because v  S and therefore       
S – v = S), a contradiction to the fact that d (w, S – v) > k  in G – v. 
Therefore, the path w – v0 must contain v. 
Therefore, d (v, v0)  ≤  k – 1   in G. 
That is, d (v, S)  ≤  k – 1 in G. 
Thus, if v Є dkV
 , condition (ii) is satisfied. 
Suppose v Є dkV
  and condition (iii) is not satisfied. 
Therefore, we can find a distance-k dominating set S in G – v which 
is a subset of V(G) – Ndk[v] with |S| = dk(G).   
Therefore, dk(G – v) ≤ |S| = dk(G), a contradiction to the fact that      
v Є dkV
 . 
Therefore, condition (iii) is satisfied if v Є dkV
 . 
Conversely, suppose a vertex v Є V(G) satisfies conditions (i), (ii) 
and (iii). 
We want to prove that v Є dkV
 . 
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 Suppose  v Є 0dkV . 
Therefore, dk(G – v) = dk(G). 
Let  S be a dk – set in G – v. 
Then, v  S and |S| = dk(G – v) = dk(G). 
Case 1. Suppose d (v, S)  ≤ k  in G. 
Therefore, S is a dk – set in the graph G and v  S.  
Then,  condition (ii) is satisfied. 
Therefore, there is a vertex w ≠ v Є V(G) – S such that d (w, S) > k  
in G – v(because v  S and therefore S – v = S). 
Therefore, S is not a distance-k dominating set in G – v, a 
contradiction to the fact that S is a minimum distance-k dominating 
set in G – v. 
Case 2. Suppose  d (v, S) > k in G. 
Therefore, S does not contain any neighbours of v and v  S. 
Therefore, S is a subset of V(G) – Ndk[v] with |S| = dk(G – v)= dk(G). 
Then by condition (iii), S is not a distance-k dominating in G – v, a 
contradiction to the fact that S is a dk – set in the graph G – v. 
Therefore, in all cases we get a contradiction.  
Therefore, our assumption is wrong. 
Therefore, v  0dkV . 
Suppose v Є dkV
 . 
Let S be a dk – set in the graph G – v. 
Then v  S and |S| = dk(G) – 1(by theorem 5.2).  
Therefore, S can not be a distance-k dominating set in the graph G.  
Therefore, d (v, S) > k in G.  
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Therefore there exists v0 Є S such that d (v, v0) > k  in G.  
Suppose z ≠ v Є V(G) – S is a vertex on the path v – v0 such that                 
d (v, z) = k  in the graph G.  
Let S1 = S  {z}. 
Therefore, S1 is a subset of V(G – v). 
If w ≠ v Є V(G) – S1, then w ≠ z Є V(G – v) – S.  
But S is a distance-k dominating set in the graph G – v.  
Thus d (w, S) ≤  k  in G – v.  
Therefore, d (w, S1) ≤  k  in G – v(because d (v, z) = k). 
Therefore, if  w ≠ v Є V(G) – S1, then d (w, S1) ≤ k  in G(because        
d (w, S1) in G is less than or equal to d (w, S1) in G – v).  
If w = v Є V(G) – S1, then d (w, S1) = k in G (because d (v, z) = k and 
d (v, S) > k in G) . 
Therefore,  S1 is a dk – set in the graph G and v  S1. 
Then condition (ii) is satisfied. 
Therefore, there is a vertex w ≠ v Є V(G) – S1 such that d(w, S1) > k 
in G – v(because v  S and therefore S1 – v = S1).  
Therefore, d(w, S) > k in G – v (because S  S1). 
Thus, there is a vertex w Є V(G –v) – S such that d(w, S) > k             
in G – v. 
Therefore, S is not a distance-k dominating set in the graph G – v, a 
contradiction to the fact that S is a dk – set in the graph G – v.  
Therefore, our assumption is wrong.  
Therefore, v  dkV
 . 
Thus, v  dkV
  and  v  0dkV . 
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But V(G) = dkV
   dkV
   0dkV  
Therefore, v Є dkV
 . 
Now we consider the following example  relevant to the above 
theorem. 
EXAMPLE  14 
GRAPH  G. 
 
(i)  1 is not an isolated vertex. 
(ii) We see that S1 = {2, 3}, S2 = {1, 4} and S3 = {2, 4} are            
minimum distance-2 dominating sets in the graph G with                  
d(1, S1) ≤ 2 – 1, d(1, S2) ≤  2 – 1 and d(1, S3) ≤ 2 –1. 
Also 7 Є V(G) – S1 and d (7, S1 – 1) > 2 in the  graph G – 1. 
Also 7 Є V(G) – S2 and d (7, S1 – 1) > 2 in the  graph G – 1. 
Also7 Є V(G) – S3 and d (7, S3 – 1) > 2 in the  graph G – 1. 
(iii) From the graph we can see that if S is a subset of V(G) – Nd2[1] 
with |S| = d2(G) = 2, then S can not be a distance-2 dominating set in        
G – 1. 
Therefore by  theorem 5.3, 1 Є d2V
 . 
 
5.4  THEOREM. Let  G be a graph and v Є V(G). A vertex         
v Є dkV
  if and only if there is a minimum distance-k dominating set 
S in the graph G containing v such that  PRdk [v, S] = {v}. 
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PROOF. Let  G be a graph and v Є V(G). 
Suppose v Є dkV
 . 
Let S be a dk-set in the graph G – v. 
Therefore, |S| = dk(G) – 1(by theorem 5.2). 
Suppose  d(v, S) ≤  k   in the graph G. 
Therefore, S is a distance  k-dominating set in G.  
Therefore, dk(G) ≤ |S| < dk (G). 
That is, dk(G) < dk(G), a contradiction.  
Therefore  d(v, S) > k in G.  
Let  S1 = S  {v}. 
Clearly S1 is a distance-k dominating set in the graph G with            
|S1| =|S| + 1 = dk(G). 
Thus, S1 is a dk – set in the graph G containing v with d(v, S) > k in 
G. 
Therefore, v is an isolated vertex in S. 
Therefore, v Є PRdk [v, S1]. 
Suppose w  ≠ v Є PRdk [v, S1]. 
Therefore, w  S1 and d (w, x) ≤ k in G if x = v, 
                                     d (w, x) > k in G if x ≠ v. 
Also  w  S and S  is a distance-k dominating set in the graph G – v. 
Therefore, d(w, S) ≤ k  in G – v.  
Therefore, there is a vertex z Є S  S1 such that d (w, z) ≤ k in G – v.  
Also, d (w, z) ≤ k in G and z ≠ v(because d (w, z) in G is less than or 
equal to  d (w, z) in G – v). 
Thus, d (w, v) ≤ k and d(w, z) ≤ k in G, where v and z both are in S1. 
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Therefore, w  PRdk [v, S1]. 
Therefore our assumption is wrong. 
Thus, PRdk [v, S1] = {v}. 
Thus if v Є dkV
 , then there is a minimum distance-k dominating set in 
the graph G containing v such that  PRdk [v, S] = {v}. 
Conversely, suppose v Є V(G) and there is a dk – set S in the graph 
G containing v such that PRdk [v, S] = {v}. 
Therefore, v is an isolated vertex in S. 
Let S1 = S – v.         
If w Є V(G – v) – S1, then w ≠ v. 
Therefore, w  PRdk [v, S]. 
Therefore, there is a vertex z Є S different from v such that            
d(w, z) ≤  k in G.  
Therefore, w – z is a path not containing v(because v is an isolated 
vertex in S).  
Thus, for each w Є V(G – v) – S1, there is a vertex z Є S1 such that 
d(w, z) ≤ k in G – v.  
Therefore, S1 is a distance-k dominating set in the graph G – v. 
Therefore, dk(G – v) ≤ |S1| < dk(G)  
That is, dk (G –v) < dk(G). 
Therefore, v Є dkV
 . 
EXAMPLE  15 
GRAPH  G. 
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Let S = {1, 4}.  
Therefore, S is a minimum distance-2 dominating set containing 1 in 
the graph G. 
Therefore, γd2(G) = 2. 
We can see that PRd2 [1, S] = {1}. 
Therefore by above theorem, 1 Є d2V
 . 
 
5.13  DEFINITION. Let G be any graph and S be a subset of V(G). 
Then S is said to be a distance-k complete if for every pair of two 
vertices u and v of S, d (u, v) ≤ k. 
 
 
 
5.5  THEOREM. Suppose G is any graph and v Є V(G) is not 
an isolated vertex in G. If for any w Є Ndk(v), the subgraph induced 
by Ndk(w) is distance-k complete, then v  CV
 . 
 
 
PROOF. Let G be any graph and v Є V(G). 
Suppose the subgraph induced by Ndk(w) is distance-k complete for 
every w Є Ndk(v). 
We want to prove v  dkV
 . 
Suppose  v Є dkV
 . 
Therefore, there is a minimum distance-k dominating set S in the 
graph G containing v such that  PRdk [v, S] = {v}. 
Therefore, v is an isolated vertex in S. 
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But v is not an isolated vertex in G. 
Therefore, there is some vertex z Є V(G) – S such that d(v, z) ≤ k in 
G. 
But S is a minimum distance-k dominating set in the graph G and       
z  PRdk [v, S]. 
Therefore, there exists some vertex w Є S different from v such that 
d(z, w) ≤ k. 
Therefore, w, v Є Ndk(z). 
Therefore, d(v, w) ≤ k in G(because the subgraph induced by Ndk(z) is  
distance-k complete). 
Thus, there exists some vertex w Є S different from v such that       
d(v, w) ≤ k in G. 
Therefore, v  PRdk [v, S], a contradiction to the fact that                       
PRdk [v, S] = {v}. 
Therefore, our assumption is wrong. 
Therefore  v  dkV
 . 
 
If we wish that the theorem like 1.5(page no 21) which has been 
proved for the domination may also remain true for the distance         
k-domination, then perhaps we can state the following result. 
 
“If v Є dkV
  and S is a minimum distance-k dominating set in the 
graph G containing v, then PRdk [v, S] contains at least two vertices 
w1, w2 such that d (w1, w2) > k in G.” 
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However, the result is not true which can be seen from the following 
example.  
 
EXAMPLE  16 
GRAPH  G. 
 
We see that S = {2, 3} is a minimum distance-2 dominating set in the 
graph G with d (1, S) = 1. 
Therefore, γd2(G) = 2. 
GRAPH  G – 1. 
 
 
Clearly, T = {3, 7, 8} is a minimum distance-2 dominating set in the 
graph G – 1.  
Therefore, γd2(G – 1) = 3. 
Therefore, 1 Є d2V
 . 
But, PRd2 [1, S] contains exactly two vertices 7, 8 such that                    
d (7, 8) = 2  in G. 
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 N T R O D U C T I O N : This final chapter is  about the history of the domination in 
graphs, and other related concepts. So we provide some application of domination and 
related topics.   I 
C H A P T E R  6 
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The mathematical study of Domination theory in graphs started 
around 1960. Its roots go back to 1862 when C. F. De Jaenisch [11] 
studied the problem of determining the minimum number of queens  
necessary to cover an n x n chess board in such a way that every 
square is attacked by one of the queens. 
Domination theory studied to solve basically three types of problems 
which are described at [19]: 
(1) Covering - what is the minimum number of chess pieces of a 
given type which are necessary to cover/attack/dominate every 
square of an n x n board ? This is an example of the problem of 
finding a dominating set of minimum cardinality. 
(2) Independent Covering - what is the minimum number of 
mutually non attacking chess pieces of a given type which are 
necessary to dominate every square of an n x n board? This is an 
example of the problem of finding a minimum cardinality 
independent dominating set. 
(3) Independence - what is the maximum number of chess pieces of 
a given type which can be placed on an n x n chess board in 
such a way that no two of them attack/dominate each other ? 
This is an example of the problem of finding the maximum 
cardinality of an independent set. When the chess piece is the 
queen, this problem is known as the N-queens Problem. It is 
known that for every positive integer n ≥ 4, it is possible to 
place n non attacking (independent) queens on an  n x n board. 
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For over a hundred years people have studied ways of doing 
this. 
These problems were studied in detail by two brothers A. M. Yaglom 
and I. M. Yaglom [32] around 1964. 
They have derived solutions of some of these kinds of problems for 
rooks, knights, kings and bishops. 
C. Berge [5] wrote a book on graph theory in which he defined the 
concept of the domination number of graphs in 1958. 
He called this number the coefficient of external stability. Actually 
the names “Dominating set” and “Domination number” were used for 
the first time by O. Ore [25] in his book “Graph theory” published in 
1962.He used the notation d(G) for the domination number of a graph. 
The notation γ(G) was first used by E. J. Cockayne and S. T.  
Hedetniemi [10] for the domination number of a Graph which 
subsequently became the accepted notation.  
If a graph-theoretic property is worth studying at all, it is worthwhile 
to investigate those graphs that are extremal with respect to that 
property. This is particularly true in discrete mathematics. 
There are many ways in which a graph can be extremal with respect 
to a given property P. A graph is said  be vertex-critical with respect 
to the property P( which may be domination, k-domination, total 
domination, distance-k domination, connected domination, etc.), if G 
has P, but for every vertex v, G – v does not have the property P. In 
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place of vertices, if one can write an edge, then G is said to be edge-
critical with respect to the given property P. However there are other 
ways of considering extremality with respect to the property P. In the 
case of the domination number, there are many of possible definitions 
of extremal concepts. 
 In order to study a special class of extremal graphs, the concepts 
of the following terms were introduced by J. R. Carrington, F. Harary, 
T. W. Haynes [7]. 
 
(CVR)                (G – v)  ≠  (G)    for all v Є V 
(CER)  (G – e)  ≠  (G)    for all v Є V 
(CEA)  (G + e)  ≠  (G)    for all v Є V 
(UVR)  (G – v)  =  (G)    for all v Є V 
(UER)  (G – e)  =  (G)    for all v Є V 
(UEA)  (G + e)  =  (G)    for all v Є V 
 
They also introduce V+ , V- and  V0. They proved several interesting 
results using these definitions. 
The concepts of domination and its variants are well studied and 
well researched in graph Theory. They have many applications in 
other areas like computer networks, communication networks, 
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telecommunications and operations research. Some of applications are 
given below which are discussed at [19]. At least twelve hundred 
research papers have been published in this area. 
APPLICATIONS : 
(1) Sets of Representatives  
 
Let the vertices of the graph shown in the figure represent a group of 
people. The common thing between two people is shown by an edge. 
We want to form a committee with as few member as possible, such a 
way that every one is not included in committee has something in 
common with one person in committee. Thus, we require a minimum 
cardinality dominating set. Notice that the set S = {Raju, Vishva, 
Mukesh, Sanjay, Rupa} is a minimal dominating set in the given 
graph, while the set D = {Rupa, Renu, Vishva} is a minimum 
dominating set or γ-set for this graph. The set S has another property 
of interest. Every person is adjacent to a member of S, including the 
members of S themselves, that is no member of S is an isolate in S. 
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Since each committee member might feel more comfortable knowing 
at least one other member of the committee, a set with this property 
could enhance committee performance.  
A set S is a total dominating set if N(S) = V or equivalently if for 
every vertex v Є V(G), there exists a vertex u Є S, u ≠v such that u is 
adjacent to v. The total domination number γT(G) equals the minimum 
cardinality of a total dominating set in G. The total domination 
number of the graph G in above figure is four, that is γT(G) = 4 and a 
γT set is {Rupa, Renu, Vishva, Raju}. 
(2) School Bus Routing 
Most school provides facilities of school buses for transporting 
children. The system is operated under certain rules, for example no 
child shall have to walk farther than certain distance to reach at 
pickup point. Thus, the bus route is to be designed such a way that 
every child should get a bus within one quarter mile of the distance. 
Another rule might stipulate that no bus ride can take more than some 
specified number of minutes, and another rule puts limits on the 
number of children that a bus can carry at any one time. 
 
                                                  
 
 
Figure - 1 
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Consider a graph in figure - 1. Let us say that this represents a street 
map of part of a city, where each edge represents one city block. The 
school is located at the large vertex. Let us assume that the school has 
decided that no child shall have to walk more that two blocks in order 
to be picked up by a school bus. Therefore we must construct a route 
for school bus that leaves the school, gets within two block of every 
child and returns to the school. One such simple route is shown in the 
figure - 1.  
 
 Figure - 2 
A second possible route is indicated in figure - 2. With this route also 
the purpose is served. Both routes(figure – 1 and figure – 2) are called 
distance-2 dominating sets in the sense that every vertex not on the 
route is within distance two of at least one point on the route. These 
routes also define what are called connected dominating sets in the 
sense that the set of shaded vertices on the route forms a connected 
subgraph of the entire graph. The connected domination number γc(G) 
equals the minimum cardinality of a dominating set S such that 
subgraph induced by S is connected. The route in figure – 1 is a 
connected dominating set. 
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(3) Computer Communication Networks 
Consider a computer network modelled by a graph G = (V, E) for 
which vertices represents computers and edges represents direct 
communication links between pairs of computers. Let the vertices in 
figure represents an array or network of 16 computers or processors. 
Each processor can pass information to the processors to which it is 
directly connected. Assume that from time to time we need to collect 
information from all processors. We do this by having each processor 
route its information to one of a small set of collecting processors            
(a dominating set). Since, this must be done relatively often and 
relatively fast we can not route this information over too long a path. 
Thus, we need to identify a small set of processors which are close to 
all other processors. Let us say that we will tolerate at most a two unit 
delay between the time a processor sends it information and the time 
it arrives at a nearby collector. The two shaded vertices form a 
distance-2 dominating set in the hypercube network in figure below. 
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Abstract 
In this paper we study the effect of removing a vertex from the graph on the parameter total 
domination in graphs. We define three types of vertices and characterize them using 
minimum total dominating sets. In particular we prove that, if the total domination number 
changes whenever every vertex is removed, then the total domination number decreases. We 
also provide some examples. 
Introduction 
When a vertex is removed from a graph. Its total domination number may increase, decrease 
or remains unchanged. In this paper we define three sets namely +TV , TV
  and 0TV  in a graph. 
We prove several theorems giving characrzations of vertices in these sets. We also provide 
some examples supporting the theorems. We will assume that all graphs are simple and a 
total dominating set contains at least two vertices. Also the graphs considered have no 
isolated vertices.  
Preliminaries 
If G is a graph then V(G) will denote the vertex set of G.  
If v is a vertex of G, then G – v will denote the subgraph obtained by removing the vertex v 
from the graph.  
We begin with definition. 
1  DEFINITION. Let G be a graph. A subset S of V(G) is said to be a total dominating 
set in the graph G if any vertex v of the graph G is adjacent to at least one vertex of the set S.  
2  DEFINITION. A total dominating set S of a graph G is said to be a minimal total 
dominating set in the graph G if for any vertex v of S, S – v is not a total dominating set in 
the graph G. 
3  DEFINITION. Let G be a graph. A total dominating set S in the graph G with 
minimum cardinality is called a minimum total dominating set in the graph G.  
A minimum total dominating set is called a T – set in the graph G. 
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4  DEFINITION. Let G be any graph and S be a minimum total dominating set in the 
graph G. Then |S| (= Cardinality of S) is called the total domination number in the graph G 
and its denoted by T(G).  
5  DEFINITION. Let G be any graph. Then we define the open neighbourhood of v in G 
as N(v) = { w Є V(G) / w is adjacent to v }. 
6  DEFINITION. Let G be any graph.Then we define the closed neighbourhood of v in 
G as N[v] = { w Є V(G) / w is adjacent to v } {v}.  
7  DEFINITION. Let G be a graph and S be a subset of V(G). For v S, the total private 
neighbourhood of v with respect to the set S in the graph G which is denoted by TPr [v, S] 
and defined as follows:  
TPr [v, S] = {w  V(G) / N (w)  S= {v}}. 
NOTE. S is a total dominating set in the graph G and v Є S. Then 
(1) if w Є V(G)–{v} and w is adjacent to only v in S, then w Є TPr [v, S], 
(2) if w = v Є S, then w   TPr [v, S].  
The converse is also true. 
We give a characterization of a minimal total dominating set.  
1  THEOREM. A total dominating set S of a graph G is a minimal total dominating 
set in G if and only if for every vertex  v  S, TPr [v, S]  .  
PROOF. The proof is standard and hence it is omitted. 
Next we define the following sets.  
8  DEFINITION. Let G be any graph.  
Then, iTV = {v Є V(G) / G – v has an isolated vertex}. 
9  DEFINITION. Let G be any graph.  
Then,  TV

= {v Є V(G) / T(G – v) > T(G)}. 
10 DEFINITION. Let G be any graph. 
Then,   TV

= {v Є V(G) / T(G – v) < T(G)}.  
11  DEFINITION. Let G be any graph.  
Then,   0TV  = {v Є V(G) / T(G – v) = T(G)}. 
Now, we provide a characterization of vertices of TV
 . 
2  THEOREM. Let G be any graph and v Є V(G) such that  v   iTV . Then v Є TV
  
if and only if the following conditions are satisfied:  
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(a)  Every  T-set of the graph G contains v.  
(b)  If S is a subset of V(G) – N(v)  such that |S| =  T(G), 
then S is not a total dominating set in G – v. 
PROOF. Let G be any graph and v Є V(G) such that v  iTV .  
Suppose  v Є TV
 . 
We want to prove condition (a) and (b). 
Suppose v Є TV
  and condition (a) is not satisfied. 
Therefore, we can find a minimum total dominating set S in the given graph G not            
containing v. 
Therefore, S is a total dominating set in  G – v. 
Therefore  T(G – v) ≤  T(G), a contradiction to the fact that v Є TV
 . 
Therefore, condition (a) is true if v Є TV
 . 
Suppose v Є TV
  and condition (b) is not satisfied. 
Therefore, we can find a total dominating set in G – v which is a subset of V(G) – N(v) with 
|S| = T(G). 
Therefore  T(G – v) ≤  T(G), a contradiction to the fact that v Є TV
 . 
Therefore, condition (b) is true if v Є TV
 . 
Thus  if v Є TV
 , then the conditions (a) and (b) are satisfied. 
Conversely, suppose v satisfies conditions (a) and (b). 
We want to prove that v Є TV
 . 
Suppose  v Є 
0
TV . 
Therefore, T(G – v) = T(G). 
Let S be a minimum total dominating set in G – v.  
It is clear that v  S and T(G – v) = |S| = T(G). 
Let  N(v) = {1, 2, 3, …., n}. 
Suppose S is a subset of V(G) – N(v) with |S| = T(G) . 
Therefore, S is not a total dominating set in G – v, a contradiction to the fact that S is a 
minimum total dominating set in the graph G – v.  
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Therefore, S contains at least one vertex (say) 1 of N(v). 
We know that S is a total dominating set in the graph G – v. 
Thus  if w ≠ v Є V(G), then w is adjacent to some vertex z of S. 
If w = v Є V(G), then w is adjacent to a vertex 1 of S. 
Therefore, S is a total dominating set in the graph G not containing v with |S| = T(G). 
That is, S is a minimum total dominating set in the graph G not containing v, a contradiction 
to the fact that v satisfies condition (a). 
Therefore, our assumption is wrong. 
Therefore, v  0TV . 
Suppose  v Є TV
 . 
Therefore, T(G – v) < T(G). 
Let S be a minimum total dominating set in the graph G – v. 
It is clear that v S and T(G – v) = T(G) – 1(by theorem 2.2). 
Let  N(v) = {1, 2, …., n}. 
Suppose S contains at least one vertex (say) 1 of N(v). 
We know that S is total dominating set in the graph G – v. 
Thus  if w  Є V(G – v), then w is adjacent to some vertex z of S. 
If w = v, then w is adjacent to a vertex 1 of S. 
Therefore, S is a total dominating set in the graph G.  
Therefore, T(G) ≤ |S| = T(G – v), a contradiction to the fact that v Є TV
 . 
Therefore, S is a subset of V(G) – N(v). 
Let S1 = S  {1}.  
Case 1. If w  Є V(G – v) and S is a total dominating set in the graph G – v, then there 
exists some vertex z Є S such that w is adjacent to z  Є S C S1. 
Case 2. If w = v, then w is adjacent to a vertex 1 Є S1. 
It follows from the definition 2.1, S1 is a total dominating set in the graph G and |S1| = T(G – 
v)  + 1 = T(G). 
That is, S is a minimum total dominating set in the graph G not containing v, a contradiction 
to the fact that v satisfies condition (a). 
Therefore, v  TV
 . 
Therefore, v  TV
  and v  0TV . 
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Also, we are given that v  iTV . 
But, TV
  U TV
  U 0TV  U 
i
TV = V(G). 
Therefore, v Є TV
 . 
REMARK 
The assumption in the above theorem that iTV  is empty can not be dropped as can be seen 
from the following. 
EXAMPLE  1 
GRAPH  G.  
P3 = the path graph with 3 vertices. 
 
The middle vertex satisfied all the three conditions of the above theorem but the removal of 
the vertex gives only isolated vertices. 
Therefore, 2  TV
 . 
LEMMA. Let G be a graph and T(G –v) < T(G). Then, T(G) = T(G – v) + 1.  
PROOF. Let G be any graph and v Є V(G). 
Let S be a minimum total dominating set in G – v. 
It is clear that v  S. 
Let  N(v) = {1, 2, …, n}. 
Suppose S contains at least one neighbour (say) 1 of v.   
Therefore  if w = v, then w is adjacent to a vertex 1 Є S. 
If w ≠ v Є V(G) and S is a total  dominating set in the graph G – v, we can find some vertex  
z Є S such that w is adjacent to z.  
Therefore, S is a total dominating set in the graph G. 
Therefore, T(G ) ≤ |S| =  T(G – v) < T(G).  
That is  T(G) < T(G), a contradiction. 
Therefore, our assumption is wrong. 
Therefore, S is a subset of V(G) – N(v). 
Let S1 = S  {1}. 
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Case 1. If w Є V(G – v) and S is a total dominating set in the graph   G – v , then there 
exists some vertex z Є S such that w is adjacent to z  Є S C S1. 
Case 2. If w = v, then w is adjacent to a vertex 1 Є S1. 
It follows from the definition 2.1, S1 is a total dominating set in the graph G and                         
|S1| = T(G – v)  + 1.  
But, T(G – v) < T(G). 
Therefore, S1 must be a minimum total dominating set in the graph G.  
Therefore, T(G) = T(G – v) + 1. 
The following theorem provide a necessary and sufficient condition for a vertex to be    
in TV
 . 
3  THEOREM. Suppose v Є V(G) such that v  iTV . Then v Є TV
  if and only if 
there exists a T -set S not containing v and a vertex w Є S such that TPr [w, S] = {v}. 
 
PROOF. Let G be any graph. 
Let v Є V(G) such that v  iTV . 
Suppose   v Є TV
 . 
Therefore, T(G – v) <  T(G). 
Let S be a minimum total dominating set in the graph G – v.  
Therefore, v  S and |S| = T(G – v) = T(G) – 1(by theorem 2.2). 
Let N(v) = {1, 2, …, n}. 
Suppose S contains at least one vertex (say) 1 of N(v). 
We know that S is total dominating set in the graph G – v. 
Thus  if w Є V(G – v), then w is adjacent to some vertex z of S. 
If w = v, then w is adjacent to a vertex 1 of S. 
Therefore, S is a total dominating set in the graph G.  
Therefore, T(G) ≤ |S| = T(G – v), a contradiction to the fact that  v Є TV
 . 
Therefore, S is a subset of V(G) – N(v). 
Let S1 = S  {1}.  
Case 1. If y Є V(G – v) and S is a total dominating set in the graph G – v, then there 
exists some vertex z Є S such that y is adjacent to z  Є S C S1. 
Case 2. If y = v, then y is adjacent to a vertex 1 Є S1. 
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It follows from the definition 2.1, S1 is a total dominating set in the graph G and                    
|S1| = T(G – v)  + 1 = T(G)(by theorem 2.2). 
Therefore, we can say that S1 is a minimum total dominating set in the graph G not 
containing v. 
Also v  S1 and v is adjacent to only one vertex w (= 1) of S1. 
Therefore,  v Є TPr [w, S1]. 
Suppose TPr [w, S1] contains a vertex  y Є V(G) different from v. 
But y Є V(G) and S is a total dominating set in G – v. 
Therefore, y is adjacent to some vertex  x  in S  S1. 
Thus y is adjacent to two distinct vertices w, x of S1. 
Therefore, y  TPr [w, S1], a contradiction to the fact that TPr [w, S1] contains a vertex               
y Є V(G) different from v. 
Therefore, our assumption is wrong. 
Therefore, TPr [w, S] = {v}. 
Conversely, Suppose S is a minimum total dominating set in the graph G not containing        
v and there is a vertex w Є S such that TPr [w, S] = {v}. 
Therefore, v is adjacent to only w in S. 
Let  S1 = S – w.  
If z Є V(G – v)  and S is a total dominating set in the graph G, then z is adjacent to some 
vertex  x  in S different from w(because if z is adjacent to only w in S, then TPr [w, S] 
contains a vertex z different from v, a contradiction to the fact that TPr [w, S] = {v}). 
Thus, if z Є V(G – v), then z is adjacent to some vertex  x  in S1. 
Therefore, S1 is a total dominating set in the graph G – v. 
Therefore, T(G – v) ≤  |S1| <  |S1| (=  T(G)). 
That is, T(G – v) <  T(G). 
Therefore, v Є TV
 . 
4  THEOREM. Suppose v Є TV
  and S is a minimum total dominating set in the 
graph G containing v with v  iTV . Then the following statements are true: 
(i)  If TPr [v, S] = {w}, then w  S. 
(ii)  TPr [v, S] contains at least two vertices different from v. 
(iii) If TPr [v, S] contains more than one vertex and w1, w2 are such adjacent vertices,  
then at least one wi  S. 
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PROOF. (i) Let G be any graph and v Є V(G) such that v  iTV . 
Let v Є TV
  and S be a minimum total dominating set in the graph G containing v. 
Suppose  TPr [v, S] = {w}.  
We want to show that w  S. 
Suppose w Є S. 
Therefore, w is adjacent to only v in S. 
But v Є TV
  imply  v  iTV . 
Therefore, the graph G – v does not contain any isolated vertex. 
Therefore, we can find some vertex z  S such that w is adjacent to z.  
Let    S1 = S – {v}  {z}. 
Case 1. If x  =  z, then  x  is adjacent to w Є S1. 
Case 2. If x ≠ z Є V(G) – S, then x is adjacent to some vertex y Є S different from v 
(because S is a total dominating set  in the graph G and therefore if x is adjacent to only v Є 
S, then TPr [v, S] contains x different from w, a contradiction to the fact that                     
TPr [v, S] = {w} ). 
That is  if x ≠ z Є V(G) – S, then x  is adjacent to some vertex y Є S1. 
Case 3. If x = v, then x is adjacent to a vertex  w Є S1. 
Case 4. If x ≠ v Є S, then x is adjacent to some vertex y Є S different from v (because 
S is a total dominating set  in G and therefore if x is adjacent to only v Є S, then TPr [v, S] 
contains x different from w, a contradiction to the fact that TPr [v, S] = {w} ). 
That is if  x ≠ v Є S, then x is adjacent to some vertex  y Є S1. 
Thus, from all cases we can say that S1 is a total dominating set in the graph G not containing 
v with |S1| = T(G).  
That is, S1 is a T -set in the graph G not containing v, a contradiction to the fact that                  
v Є TV
 . 
Therefore, w  S. 
(ii) Suppose, v Є TV
  and S is a minimum total dominating set in G containing v.  
Therefore by theorem 2.1, TPr [v, s] ≠ . 
Suppose, TPr [v, S] = {w}.  
Therefore, w  S (by Theorem  1.7 (i)). 
Also v  iTV . 
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Therefore, the graph G – v does not contain any isolated vertex. 
Therefore, there is a vertex z ≠ v in v(G) such that w is adjacent to z. (because if w is adjacent 
to only v in G, then G – v contains an isolated vertex w and therefore v Є iTV , a 
contradiction to the fact that v  iTV ). 
Also z  S (because if z Є S, then w is adjacent to two different vertices z, v of S and 
therefore  w  TPr [v, S], a contradiction to the fact that TPr [v, S] = {w}). 
But S is a total dominating set in G. 
Therefore, z is adjacent to some vertex x Є S different form v (because if z is adjacent to only 
v in S, then TPr [v, S] contains one element z different from w, a contradiction to the fact that                
TPr [v, S] = {w}). 
Let  S1 = S – {v}  {z}. 
Case 1. If y = z, then y is adjacent to a vertex x ≠ v Є S1. 
Case 2. If y ≠ z Є V(G) – S, then y is adjacent to some vertex p Є S different from v 
(because S is a total dominating set  in the graph G and if y is adjacent to only v Є S, then 
TPr [v, S] contains y different from w, a contradiction to the fact that TPr [v, S] = {w}). 
That is  if y ≠ z Є V(G) – S, then z is adjacent to some vertex p Є S1. 
Case 3. If  y = v Є S, then y is adjacent to a vertex  p in S (because S is a total 
dominating set in the graph G). 
Therefore  y = v Є S, then y is adjacent to some vertex  p in S1. 
Case 4. If y ≠ v Є S, then y is adjacent to some vertex  p in S different from v (because 
S is a total dominating set in the graph G and therefore if y is adjacent to only v Є S, then  
TPr [v, S] contains y different from w, a contradiction to the fact that TPr [v, S] = {w}). 
That is  if y ≠ v Є S, then y adjacent to some vertex  p Є S1. 
Thus, from all cases we can say that S1 is a total dominating set in the given graph G not 
containing v with |S1| = T(G). 
Therefore, S1 is a T -set in the graph G not containing v, a contradiction to the fact that                
v Є TV
 . 
Therefore, TPr [v, S] contains at least two vertices. 
Therefore, TPr [v, S] contains at least two vertices different from v. 
(iii) Let w1, w2 Є TPr [v, S] and w1, w2 are two adjacent vertices. 
Suppose w1, w2 Є S. 
Therefore, w1 is adjacent to w2 and v both are in S. 
Therefore, w1  TPr [v, S], a contradiction to the fact that w1 Є T Pr [v, S]. 
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Therefore, our assumption is wrong. 
Therefore, at least one wi  S for i = 1, 2. 
 
5  THEOREM. Let G be any graph. If v Є TV

 and w Є TV
  then v and w are non-
adjacent vertices. 
 
PROOF. Let G be any graph. 
Let  v Є TV

 and w Є TV
 . 
Suppose v and w are adjacent.  
Since w Є TV
 , there is a minimum total dominating set S in the graph G not containing w 
and a vertex z Є S such that, TPr [z, S] = {w}. 
But v Є TV
 . 
Therefore, v Є S.  
Therefore, w is adjacent to two vertices v and z  both are in S. 
Therefore w  TPr [z, S], a contradiction to the fact that TPr [z, S] = {w}. 
Therefore, our assumption is wrong.  
Therefore, v and w are non-adjacent.  
6  THEOREM. Let G be any graph and iTV  = . Then, |
0
TV | ≥ 2 | TV
 |.  
PROOF. Let G be any graph. 
Let  v Є TV
  and S be a T -set in the graph G containing v. 
Therefore, by theorem 2.6(ii), TPr [v, S] contains at least two vertices w1, w2 different             
from v. 
Since w1 is adjacent to v, w1  TV
 (By theorem 2.7). 
Similarly, we can say that w2  TV
 . 
Case 1. Suppose  w1, w2  S. 
Therefore  w1, w2  TV
 (By theorem 2.3). 
Therefore  w1, w2 Є 
0
TV . 
Thus, a vertex v Є TV
  gives rise to at least two  vertices of  0TV . 
Case 2. Suppose  w1 or w2 belongs to S. 
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Without loss of generality, suppose w1 Є S and w2  S. 
From above case, w2 Є 
0
TV . 
If w1  TV
 , then w1 Є 
0
TV . 
Thus, a vertex of TV
  gives rise to at least two vertices of 0TV . 
If w1 Є TV
 , then by theorem 2.6(ii), TPr [w1, S] contains at least two vertices different from 
w1 in which one vetex (say) z1 is different from v and z1  S (because if z1 Є S, then w1 is 
adjacent to two vertices v  and z1 both are in S and therefore w1  TPr [v, S]). 
Therefore, z1  TV
 (By theorem 2.3) and w1 is adjacent z1. 
It follows that z1  TV
 (By theorem 2.7). 
Therefore,  z1 Є 
0
TV . 
Also, w2  TPr [w1, S] (because if w2 Є TPr [w1, S], then w1 is adjacent to v and w2 (both are 
in S) and therefore w1 TPr [v, S], a contradiction to the fact w1Є TPr [v, S] ). 
Therefore, z1 ≠  w2 and z1,  w2 Є 
0
TV . 
Thus, a vertex v Є TV
  gives rise to two distinct vertices of 0TV . 
Case 3. Let  w1, w2 Є S. 
If  w1, w2 Є 
0
TV , then a vertex v Є TV
  gives rise to two distinct vertices of 0TV . 
If w1 Є TV
  and w2  TV

, then from case 2, we can say that a vertex  v Є TV
  gives rise to 
two distinct vertices of 0TV . 
If w1, w2 Є TV
 , as per above case, there exists two distinct vertices z1, z2 such that zi Є TPr 
[wi, S],  for i = 1, 2. 
Also both z1, z2  S. 
(because if zi Є S, then wi is adjacent to v and zi both are in S and therefore wi  TPr [v, S],    
i = 1, 2).   
Therefore  z1, z2  TV
 (by theorem 2.3). 
But wi is adjacent to zi and wi Є TV
 , for i = 1, 2. 
Therefore, zi  TV
 , i = 1 ,2(by theorem 2.7). 
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Therefore  z1, z2 Є 
0
TV . 
Therefore, a vertex v Є TV
   gives rise to two distinct vertices of 0TV . 
Thus, we have proved that every vertex v Є TV
   gives rise to at least two distinct vertices    
of 0TV .  
Suppose, v1 and v2 are two distinct vertices of TV
  such that x1, x2 Є 
0
TV  corresponds to v1 
with respect to T -set S in the graph G and x3, x4 Є 
0
TV  corresponds to vertex v2 with respect 
to same T -set S. 
 
Here, the possibility for xi is either wi or zi. 
Suppose x2 = x3. 
Then, x2 is adjacent to two distinct vertices of S. 
Therefore, x2  TPr [w, S]  for any w Є S.  
Therefore, x2  TPr [w, S]  w = w1, w2, v1, v2, a contradiction.  
Thus, we have proved that two distinct vertices of TV
  gives rise to two disjoint two 
elements sets of 0TV . 
Therefore, | 0TV | ≥ 2 | TV
 |. 
7  THEOREM. Let  G be any graph and iTV  = . If T(G – v) ≠ T(G)  for every 
vertex v Є V(G), then T(G – v) < T(G)   for every v Є V(G). 
PROOF. We must prove that v Є TV
 . 
That is, TV
  = V(G). 
Since  T(G – v) ≠ T(G) for every v Є V(G), v 
0
TV  for every v Є V(G). 
Therefore, 0TV  = . 
Therefore, | 0TV | = 0. 
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But | 0TV | ≥ 2 | TV
 |. 
Therefore, | TV
 | = 0. 
Therefore, TV
  =  and also iTV  = . 
But,  TV
  U TV
  U 0TV  U 
i
TV = V(G). 
Therefore, V(G) = TV
 . 
Therefore, T(G –v) < T(G)  for every v Є V(G). 
We consider the following examples  relevant to the above theorems. 
EXAMPLE  2 
GRAPH  G. 
 
Here S = {3, 4} is a minimum total dominating set in the graph G. 
Therefore, T(G) = 2. 
Graph: G – 3. 
 
Therefore, T(G – 3 ) = 4. 
Therefore, T(G) < T(G – 3). 
Therefore, 3 Є TV
 . 
But  2 and 4 Є 
i
TV . 
(because G – 2 has an isolated vertex 1 and G – 4 has an isolated vertex 5). 
Also 1, 5 Є 
0
TV . 
But  5  TPr [3, S]. 
Thus, 3 Є TV
  does not give rise to two distinct vertices of 0TV . 
But, this does not contradict to our theorem because condition iTV  =  is not satisfied by the 
given graph G. 
EXAMPLE  3 
GRAPH  G. 
G = C7 = Cycle with seven vertices. 
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We can see that S = {3, 4, 6, 7} is a minimum total dominating set in the graph G.  
Therefore, T(G) = 4. 
G – v = path with 6 vertices and T(G – v) = 4. 
Therefore, v Є 
0
TV  for every vertex v Є V(G). 
In this case, TV
 =  and | 0TV | ≥ 2 | TV
 |. 
That is, graph G satisfies the theorem.  
EXAMPLE  4 
GRAPH  G. 
 
S = {3, 4} is a minimum total dominating set in the graph G.  
Therefore, T(G) = 2. 
Also, T(G – 3) = T(G – 4) = 4. 
Therefore  3, 4 Є TV
 . 
Now  3 Є TV
  and TPr [3, S] = {1, 2}. 
But 1, 2  S and therefore  1, 2 Є TV
 . 
Also, 3 is adjacent to 1 and 2. 
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Therefore by theorem 2.7,  1, 2  TV
  and also 1, 2  iTV  
Therefore  1, 2 Є 
0
TV . 
Thus, 3 Є TV
  gives rise to two  distinct vertices of 0TV . 
Similarly, 4 Є TV
  gives rise to two distinct vertices 5, 6 of 0TV . 
EXAMPLE  5 
GRAPH  G. 
 
S= { 1, 2, 4, 5} is a minimum  total dominating set in the graph G. 
Therefore, T(G) = 4. 
Also  T(G – v) = 3, for every v Є V(G). 
Therefore  T(G – v) ≠ T(G)  for every v Є V(G). 
Therefore, v Є TV

  for every v Є V(G). 
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