Many studies in the software reliability have attempted to develop a model for predicting the faults of a software module because the application of good prediction models provides the optimal resource allocation during the deve lopment period. In this paper, we consider the change r equest data collected from the field test of a large-scale software system and develop statistical models of the software module that incorporate a functional relation between the faults and some software metrics. To this end, we discuss the general aspect of regression method, the problem of multicollinearity and the measures of model evaluation. We consider four possible regression models including two stepwise regression models and two nonlinear models. Four developed models are evaluated with respect to the predi ctive quality. Manuscript received September 1, 1998; revised August 27, 1999. a) Electronic mail: ysp@etri.re.kr.
I. INTRODUCTION
When a software system is developed, the majority of faults are found in a few of its modules [1] , [13] . In the case of a telecommunication system, 55 % of faults exist within 20 % of source code as shown on Figure 1 [6] . It is, therefore, much of interest to find out fault-prone software modules at early stage of a project.
Many authors have studied on the relation between the inherent faults and various software metrics. In general, it is believed that the program size strongly related to the inherent faults. Inherent faults mean the faults that are associated with a software product as originally written or modified [10] . Typical coefficient of determination relating the program size and inherent faults ranges between 0.5 and 0.6 [1] , [5] , [10] .
Takahashi and Kamayachi [19] have studied the effect of other factors on improving inherent faults prediction, based on data taken for 30 projects and find three significant additional factors, which are specification change activity, average programming skill and thoroughness of design documentation. In another study, authors have tried to find some factors that impact software reliability or software development performance. Sawyer and Guinan [17] show the effect on software development performance due to production methods of software development and social processes of how software developer work together. Robert, Jr. et al. [14] conduct an empirical study and identify five important factors for implementing system development methodology (SDM). Zhang and Pham [20] perform a survey in order to find some factors important to the software reliability.
In the area of the identification of fault-prone modules using software metrics, authors have considered two broad modeling approaches that are the estimative approach and the classification approach. In the estimative approach, regression models are used to predict the actual number of faults that will be disclosed during testing period [2] , [7] , [8] , [9] , [18] . In the classification approach, software modules are categorized into two or more classes. And then classification methods such as discriminant analysis have been used to develop a classification model [9] , [15] . Gaffney [4] develops a model which explains the relation between the number of faults and the number of lines of code. Most of studies are, however, focusing on a small size system whose total sum of source code statements is far below from 1 million lines. And those studies need some detailed data of a software system such as the complexity of the software modules, control flow documents, the amount of modified or reused program and programmers skill and so on [9] , [10] , [15] . But it is hard to get the above detailed data for a large-scale software system, because of the vast program size, the lack of detailed documents and the incessant change of programmers during the development progress.
In this paper, we consider the change request data (hereafter, CR data) collected from the field test of a large scale switching system and, based on this data, develop a statistical model for identifying fault-prone blocks of a software system. In Section II, the functional structure of the large scale switching system and the CR data is briefly described. And Section III is devoted to summarize the basic statistical issues of regression analysis including the problem of multicollinearity and several methods for evaluating the alternative models. In Section IV, the results of our analysis are presented and some statistical models for fault prediction are recommended. All computational results are obtained by using SAS [16] .
II. THE CR DATA OF TDX-10 ISDN SWITCHING SYSTEM
The data considered in this paper is obtained from the field test of TDX-10 ISDN Switching System. This data is called the CR data. The software system of TDX-10 ISDN Switch Sy stem developed by Electronics & Telecommunications R esearch Institute (ETRI) consists of 1.3 million source code statements and 140 software blocks. This software system consists of the following five functional modules:
The blocks in call processing (CP) module are mainly related to the job of providing PSTN, ISDN, and packet service. The function of data handling (DH) module includes the collection of data from call processing and insertion, modification and deletion of the data. administration (Ad) module conducts a set of functions related to system administration such as charging and statistics of the subscribers' or trunks' numbers. operation and maintenance (OM) module monitors the state of the system while it is operating. The blocks in kernel (K) module are related to jobs of tasks scheduling, the memory management, and the communication control between processors. The number of blocks and the number of source code in each module are summarized in Table 1 . When an error occurs during the testing period, the causes of the error are discovered and appropriate correction actions are taken. And a change request (CR) form is reported to manage efficiently the system development and to keep the historical record of the development. The CR data simply contains the description of the error, the action for correcting the error and other related information of the error. Figure 2 shows the brief flow of collecting CR statements. Once a failure occurs while the software is being tested, a number of CR statements related to the failure are reported. A CR statement simply consists of a problem description part and a summarized correction part. In the review meeting, some of statements are selected to be solved. After the appropriate corrections and tests are conducted, it is decided whether to r eplace the failed block by the corrected block or not in Configu- ration Control Board (CCB) meeting. For 93 weeks, we obtain 1500 CR statements including CRs due to specification changes.
There are many factors that cause software faults. Most of studies conclude that the size of a software block is strongly related to the faults. But the size factor alone is not enough to explain the faultiness of a software block. Even if several software complexity metrics can be obtained by analyzing the structure of the software, this would be a difficult task for a large-scale software system. The number of messages between software blocks would be another good metric which indicates the complexity of a software block. This means that any block including more messages is apt to have more faults. Also, the number of conditional statements is adopted as a metric because of the close relation between the number of conditional statements and the McCabe's cyclomatic complexity. The developer's career would naturally be accepted as the other metric; the more experienced the developer is, the fewer faults the developer makes. Since a large-scale system as a telecommunications system has a long-term development and maintenance life, some new software blocks may be added by supplementary requirements from users from time to time. Considering this situation, we consider one more metric, the level of newness of a block. Finally, we consider the number of processes, which might have great effect on the faults.
The sizes of blocks are measured by the number of source code lines including comment lines, and the number of message is the number of statements related to exchange messages between blocks. The developer's career of a module is measured by computing arithmetic average career years of all developers who have been responsible for the module. The levels of the newness of blocks are marked as 1, 2, and 3 according to the development year of the blocks. The blocks of level 1 are considered at the design phase while the blocks of level 3 are added recently.
Software metrics used in this study and their abbreviations are summarized as follows.
LOC the number of source code including comment lines DC the arithmetic average of developers' career (in years) who had been responsible for a block M the number of external messages related to a block N the level of newness of a block P the number of processes in a block C the number of conditional statements in a block
III. STATISTICAL METHOD FOR DEVELOP-MENT OF FAULT PREDICTION MODEL
Regression analysis is a statistical tool that utilizes the relation between a dependent variable and several independent variables so that the dependent variable can be predicted by independent variables. The model development is to select independent variables from a set of variables so that the most amount of variance in a dependent variables is explained by the selected independent variables. The coefficients for the independent variables are computed by a least square fit of these variables to sample data.
The Problem of Multicollinearity
In most regression application, independent variables are sometimes correlated among themselves and with other variables that are related to the dependent variable but are not included in the model. Especially, in software development, software metrics are so strongly correlated that the regression results are ambiguous [7] .
Such cases are referred to as the problem of multicollinearity and have following effects on the regression results [12] . (i) Adding or deleting independent variables greatly change the regression coefficients.
(ii) The extra sum of squares associated with an independent variable varies, depending upon which independent variable already is included in the model. (iii) The estimated regression coefficients individually may not be statistically significant even though a definite statistical relation exists between the dependent variable and the set of independent variables. A variety of informal or formal methods have been developed for detecting the presence of serious multicollinearity. The presence of multicollinearity can be detected by investigating some diagnostics from regression results. The diagnostics are well summarized in [12] . One formal method of detecting the presence of multicollinearity is by means of variance inflation factors (VIF). It means how much the variances of the estimated regression coefficients are inflated as compared to when the independent variables are not linearly related. Also, the tolerance limit, 1/VIF, is frequently used in many computer programs.
Several approaches to remedy the problems of multicollinearity have been developed. These include regression with principle components, where the independent variables a linear combination of the original independent variables, and Bayesian regression, where prior information about the regression coefficients is incorporated into the estimation procedures. Also Ridge regression is proposed by modifying method of least squares to allow biased estimators of the regression coefficients.
Selection of Regression Model
The most widely used method for selection of best regression model is to examine iteratively some potential independent variables. That is referred to as a stepwise regression procedure. The details of this procedure are excellently discussed in [3] , [12] . An initial model is formed by selecting a variable with the highest correlation with the dependent variable. In subsequent iterations, the order is determined by considering the partial correlation coefficient with variables in the model as a measure of the importance of variable not yet in the model. Variables in this model may be removed from the regression equation when they no longer contribute significantly to the explained variance. There must be a priori level of significance chosen for the inclusion or deletion of variables from the model.
Evaluation of Regression Models
The effort of developing the prediction model produces more than one possible model. The model evaluation process is excellently discussed in Myers [11] . These are several statistical measures of the performance of a regression model. 
, where p represents the number parameters in the regression equation, SSR is the regression sum of squares for the fitted subset regression model with p parameters, and SSTp is the total sum squares.
There is a generic problem associated with the use of The statistic, p C , is concerned with the total mean squared, error of the n fitted values for each of the various subset regression. The p C is defined as follows:
is an unbiased estimator of σ 2 and σ IV. ANALYSIS RESULTS OF CR DATA
Preliminary Analysis
The first step to explore the relation between faults and the selected software metrics would be make a plot with the metrics and the faults considered and to compute correlation coefficients, which represent the strength of linear relationship. Table 2 , 3, 4 and 5 show the correlation coefficients and their corresponding p-value for module CP, DH, Ad and OM, respectively. We note that the module K is excluded from our analysis since small number of observations might lead us to distorted results.
The correlation structures of four modules are not exactly the same but have some common aspect. For example, LOC, P and C are highly related to the faults for most of modules. It is noted from Table 2 ~ 5 that the correlation coefficient between the faults and the number of messages (M) is highly significant for modules CP and DH while it is not for the other modules. That is natural since the blocks related to the job of call processing or data handling need to have more messages to be exchanged. Since the number of messages of a block depends on the specified behavior of the module, the blocks in module having such a behavior would be carefully tested in testing phase. It is also noted that the correlation coefficients between the number of faults and the developer's career do not come up to our expectation. We review the CR raw data again, and conclude the following two possible major reasons for it. One is the existence of well-defined development methodology, which makes the programmer's skill to be independent of the implementation of the product. Another is that the developer's career over a certain degree hardly affects the number of faults. An inspection of Table 2 ~ 5 shows that the correlation coef- ficients between some of metrics considered are greater than 0.7. For example, LOC is strongly correlated with the number of processes (P) and the number of conditional statements (C) in Table 3 . This reflects the existence of multicollinearity among those metrics. There is also a relatively high correlation between the fault and some of individual metrics. Thus several regression models could be formed that incorporate the software metrics as independent variables and the fault as a dependent variable.
As the remedy of possible multicollinearity in explanatory variables, we conduct a factor analysis with faults as a variable in the analysis. Table 6 shows the resulting factor pattern after factor rotation. It is noted that the dimension of independent variables has been reduced to two factors which are denoted by Factor 1 and Factor 2 in Table 6 . Factor 1 has associated with those metrics mostly related to the size dimension such as LOC and P. That is an expected result since the number of processes are positively related to LOC. Factor 2 consists of the environmental metrics for developing a software. The values in Table 6 , which are referred to as factor loadings, represent the correlations of variables with factors. For example, for the Module CP, the correlation of LOC with Factor 1 is 0.9290 while the correlation with Factor 2 is 0.1320. From the factor pattern presented in Table 6 , factor scores are computed for each observation vector so that the problem of multicollinearity in regression modeling is eliminated. We note that standardized data are used to compute the factor scores.
Regression Models for CR Data
In this subsection, we explore the potential use of software metrics considered for their predictive value in terms of factor. To this end, we conduct a stepwise regression with software metrics as independent variables and fault a dependent variable, Also we run another stepwise regression with two factors as independent variable and the fault as a dependent variable.
For the purpose of investigating the more detailed relations, we develop two nonlinear regression models. The close investigation of the relationship between LOC and faults leads the following two nonlinear regression model with only LOC as an explanatory variable. One of nonlinear models is as follows: Table 7 , 8, 9, and 10 show the results of the regression analysis of variance for the four models for each module. We note The inspection of the model predictive quality concludes that different models are recommended for different modules as follows: Model 2 would be recommended for Module p C , Model 2 or nonlinear models are seemed to be the best model for Module DH and OM, and nonlinear models would be suggested for Module Ad. Table 12 shows estimates of parameters and their corresponding standard errors of recommended models for four modules. The final regression model for Model 2 consists of three metrics which are different for Module CP, DH, and OM. It is noted that LOC is commonly included in the model for all three modules. The frequently used methods for searching the solution of the nonlinear model are Gauss-Newton method, Marquardt algorithm, and DUD method among which the first two methods need partial derivatives of parameters while DUD method does not. In this study, we examine all three methods and obtain similar results. The values in Table 12 are from Gauss-Newton method.
V. CONCLUSIONS
This study is devoted to investigate some aspect of the relationship between software metrics and the faults and to develop a statistical model for the prediction of faults. To this end, we adopt regression method with several software metrics as independent variables and the number of faults as a dependent variable. We consider four regression models which are a stepwise regression model with two factors produced by factor analysis, a stepwise regression model with software metrics, a generalized model of Gaffney's model with LOC, and Poisson regression model with LOC.
Although, the predictive model shows promising results, its accuracy need further improvement. And those recommended models could be changed under the development environments of various software development projects. Finally we have the following conclusive remarks. The comparison of predictive quality shows that nonlinear models are useful for all modules. Hence the nonlinear model should be considered in new project. The software metrics considered are easily obtained at the early stage of the development, this predictive procedure can be used to control the software system development. And owing to the standardization of software development environments such as CASE tools, there are not much difference of the total amount of source codes and messages in similar projects. Therefore, our predictive model can still be useful in any similar new project.
