Abstract: We present a new data structure for a set of n convex simply-shaped fat objects in the plane, and use it to obtain e cient and rather simple solutions to several problems including (i) vertical ray shooting | preprocess a set K of n non-intersecting convex simply-shaped at objects in 3-space, whose xy-projections are fat, for e cient vertical ray shooting queries, (ii) point enclosure | preprocess a set C of n convex simply-shaped fat objects in the plane, so that the k objects containing a query point p can be reported e ciently, (iii) bounded-size range searching | preprocess a set C of n convex fat polygons, so that the k objects intersecting a`not-too-large' query polygon can be reported e ciently, and (iv) bounded-size segment shooting | preprocess a set C as in (iii), so that the rst object (if exists) hit by a`not-too-long' oriented query segment can be found e ciently. For the rst three problems we construct data structures of size O( s(n) 
Informally, an object c in the plane is`fat' if it is not too long and thin and it does not have long and thin parts. For example, any disk is fat. In the last few years it was recognized that fat objects possess several desirable properties. This has led many authors to reconsider various known problems in computational and combinatorial geometry under the assumption that the input objects are fat, which resulted in an array of more e cient solutions than in the general case. See 2, 4, 9, 11, 18, 22, 25, 26, 30, 31, 32, 34] for a small sample of these results. In practice, the fatness assumption often holds, thus the search for more e cient solutions for collections of fat objects is de nitely justi ed. We use the following de nition of fatness (also used in 2]). An object c in the plane is -fat, for some parameter > 1, if there exists an axis-parallel square s + containing c and an axis-parallel square s ? that is contained in c, such that the ratio between the edge lengths of s + and s ? is at most . Lemma 1.1 below, which is used in Section 2, follows immediately from a result of van der Stappen 30, Chap. 2, Theorem 2.6]. It shows that when the underlying objects are convex, our de nition implies an alternative de nition of fatness that was introduced by van der Stappen et al. 31] for objects that are not necessarily convex. (van der Stappen et al. actually use disks rather than axis-parallel squares in their de nition, but the two de nitions are clearly equivalent, and squares are more convenient for our applications. The converse of Lemma 1.1 is also true. That is, if c is a convex -fat object by the de nition of van In this paper we present a new data structure for a set of n (possibly intersecting) convex simply-shaped -fat objects in the plane whose size is nearly linear in n, and use several variants of it to obtain e cient and rather simple solutions to several basic problems, as stated in the abstract and in more details below. We also present a simple algorithm for computing a depth order for an appropriate set of objects in 3-space (see below), that is based on the solution to the vertical ray shooting problem. In many practical situations is a small constant. In these situations the solutions that are presented here are both more e cient and simpler than the corresponding general solutions (that are based on the theory of epsilon-nets), and thus, we believe, are more attractive. In this introduction, we state our results and compare them with previous related results, assuming, as usual, that is a constant. In the subsequent sections, however, we will treat as a not necessarily constant parameter, and show that the results are e cient also when is quite large. (For example, our solution to the point enclosure problem is faster than the best known general solutions using nearly linear storage for any = O(n 1=4?" ), for " > 0.) Vertical ray shooting. Let K be a set of n non-intersecting convex simplyshaped (not necessarily horizontal) at objects in 3-space, and assume that the xy-projections of the objects in K are -fat. We want to preprocess the set K for e cient vertical ray shooting, that is, we want to preprocess K so that, for a given query point p, the object of K lying immediately below p (if such an object exists) can be found quickly.
Consider rst the following simple and well known solution to the vertical ray shooting problem for a set D of n horizontal disks. (We present this solution only to emphasize the two subtle di erences between a set such as D and the set K. These di erences make the vertical ray shooting problem for the set K signi cantly more di cult.) Sort the disks in D by their z-coordinate and store them, in sorted order, at the leaves of a balanced binary tree T. 19] , and this union can be computed in O(m log m) time 5] . Moreover, the union can also be preprocessed for logarithmic-time point location in O(m) space and O(m log m) time. It follows that the whole structure requires O(n log n) space, and it can be computed in O(n log 2 n) time. Now, given a query point p in space, we can easily detect the disk lying immediately below it, if such a disk exists, in O(log 2 n) time, as follows. First search in T with the z-coordinate (i.e., height) of p to obtain the set of all disks of D whose height is less than the height of p, as a collection of O(log n) disjoint canonical sets. Now consider these sets one by one, beginning with the set whose height range is the highest, until a set D v for which the xy-projection of p lies in the corresponding region U v is encountered. Finally, perform O(log n) point location queries in the sub- and can be computed e ciently (in O(n log n) time in this case). Thus, the above solution can be applied also to other classes of objects satisfying these conditions, e.g., horizontal fat triangles, where the rst property follows from 22] (see 10]).
However, in the general case considered here, if a depth order for K does not exist, then this solution is not applicable. Even if a depth order exists, the best known algorithm for computing it, as given in 2], is still ine cient; it runs in roughly O(n 3=2 ) time, and requires, in addition, that the xy-projections of the given objects be more or less of the same size. Moreover, the size of the union of the xy-projections of the objects in K is not necessarily close to linear. (A counter example, where the union has quadratic complexity, is given in 22]. However, in this construction the objects do not have constant description complexity. It appears to be an open problem whether the size of the union of convex simply-shaped -fat objects is close to linear.)
In Section 2 we present an e cient solution to the general case, that is, to the vertical ray shooting problem for the set K. Our solution requires O( s (n) log 3 n) storage and O( s (n) log 4 n) preprocessing time, and a vertical ray shooting query can be answered in O(log 4 n) time, where s is the maximum number of intersections between the boundaries of the xy-projections of any pair of objects in K. 1 Point enclosure. In Section 3 we present e cient solutions to two versions of the point enclosure problem. Let C be a set of n convex simply-shaped -fat objects in the plane. The rst (standard) version, referred to as the point enclosure problem, is to preprocess C so that, for a query point p, one can e ciently report the objects of C containing p. For the second version, we also assume that the objects of C are colored by a set of 1 m n colors. In this problem, which is sometimes called the generalized point enclosure problem, we want to preprocess C so that, for a query point p, one can e ciently report the distinct colors u for which there exists an object of C of color u containing p.
E cient solutions for these problems for a collection of disks or fat triangles are known. In 28] Sharir has presented a randomized algorithm for the point enclosure problem for a collection of disks in the plane. It requires O(n log 2 n) expected preprocessing time and O(n log n) expected storage, and the query cost is O(log n+k log n), where k is the output size. His method can also be applied to the case of fat triangles, with a slight increase in the preprocessing time and storage. Another algorithm is an appropriate simpli cation of the algorithm presented above for the case of disks. Its query cost is O(log n + k log 2 n). This method may also be applied for the case of fat triangles.
However, both the method of Sharir and the latter method are not appropriate in our case, since we can not assume that the combinatorial complexity of the union of the objects in C is small (see discussion above), as required by these methods. We are not aware of any other solutions to the point enclosure problem with nearly linear preprocessing time and a query time which is of the form O(polylog(n) + k polylog(n)), except, of course, for axis-parallel rectangles (using standard orthogonal range searching techniques 23]). When removing the fatness assumption, the best known solutions using nearly linear storage (see e.g. 8, 20, 21] ) have roughly O( p n + k) query time.
The generalized problem was studied in a series of papers by Janardan and Lopez 17] and by Gupta et al. 12, 13, 14] . They present a solution for the case of disks 14] which requires O(n log 2 n) preprocessing time and O(n log n) storage, and the query cost is O(log n + k log n), where k is the output size. Their solution for the case of fat triangles requires O(n log 2 n) storage and the query cost is O(log 3 n + k log n). Another solution for the case of fat triangles with query cost O(log n + k log 2 n) requires O(n log n log log n) storage, and is based on the second method above for the standard version. However, as in the standard version, these methods are not appropriate in our case.
Our solutions to the point enclosure problem and to the generalized point enclosure problem both require O( s (n) log 3 n) storage and O( s (n) log 4 n) preprocessing time, where s is the maximum number of intersections between the boundaries of any pair of objects in C. A point enclosure query can be answered in O(log 3 n + k log 2 n) time, and a generalized point enclosure query can be answered in O(log 3 n+k log 4 n) time, where in the former expression k is the number of objects containing the query point, and in the latter expression k is the number of distinct colors of objects containing the query point.
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Bounded-size range searching and arc shooting. In Section 4 we present a solution to the bounded-size range searching problem. Let C be as above, and let be the diameter of the object in C with smallest diameter. In this problem, we wish to preprocess C so that, for a given query range R whose diameter is at most h , one can e ciently report all objects of C intersecting R, where h is some constant. Overmars and van der Stappen 26] present an e cient solution to this problem assuming the objects in C are disjoint. Their solution requires O(n log n) storage to answer a query in O(log n) time. (In their setting, i.e., disjoint objects and bounded-size ranges, the output set of a query is necessarily of constant size.) Their solution is also appropriate for higher dimensions, and it can also handle non-convex (fat) polytopes. However, the solution of Overmars and van der Stappen does not apply to sets of intersecting objects. Moreover, in this problem, unlike in the point enclosure problem, it does not seem to help to assume that the underlying objects belong to some class of objects for which the combinatorial complexity of the union is small (e.g., fat triangles or disks). When removing the fatness assumption, the best known solutions using nearly linear storage (see e.g. 8, 20, 21, 33] ) require roughly O( p n + k) time.
We present e cient solutions to the bounded-size range searching problem when the objects of C are either (convex -fat) polygons or disks, and the query ranges are either not necessarily convex and fat polygons or disks. Our solutions require nearly linear preprocessing time and storage, and a range query can be answered in O(polylog(n) + k polylog(n)) time. See Table 1 for the exact bounds.
input objects query object preprocessing storage query polygons polygon O( s (n) log 4 n) O( s (n) log 3 n) O(log 3 n + k log 2 n) polygons disk O( s (n) log 6 n) O( s (n) log 6 n) O(log 6 n + k log 5 n) triangles polygon O(n log 4 n) O(n log 3 n) O(log 3 n + k log 2 n) triangles disk O(n log 6 n) O(n log 6 n) O(log 6 n + k log 5 n) disks polygon or O(n log 6 n) O(n log 6 n) O(log 6 n + k log 5 n) disk In the bounded-size arc shooting problem, we wish to preprocess C so that, for a given oriented query arc r of length at most h , the rst object of C that is hit by r (i.e., the object whose intersection with r is nearest to a designated endpoint of RR n 2583 r) can be found e ciently. We present e cient solutions to this problem when the objects of C are either (convex -fat) polygons or disks and the query arc is either a line segment or a circular arc. Our solutions require nearly linear preprocessing time and storage, and a shooting query can be answered in O(polylog(n)) time. See Table 2 for the exact bounds.
input objects query object preprocessing storage query Computing a depth order. Let K be a set of n non-intersecting convex simplyshaped (not necessarily horizontal) at objects in 3-space, and assume that the xy-projections of the objects in K are -fat. We would like to determine whether the`above-below' relation over K contains cycles, and, if it does not, to compute a depth order for K (i.e., a linear order of K such that if K 1 ; K 2 2 K and K 1 lies vertically above K 2 then K 1 precedes K 2 ).
In 2] Agarwal et al. present a roughly O(n 3=2 log 4 n) algorithm for computing a depth order for K, assuming that (i) such an order exists, and (ii) the xy-projections of the objects in K are more or less of the same size, more precisely, the ratio between the largest diameter and the smallest diameter is at most . The rst assumption is problematic, since it is very likely that we do not know in advance whether there exists a depth order for K. In this case, if we apply the algorithm of 2], we might obtain an order of K which we will believe is a depth order while such an order does not even exist. In Section 5 we present a simple algorithm that overcomes this problem. It either determines that the above-below relation contains cycles, or computes a depth order for K. The second assumption above is not necessary as well. However, our algorithm is e cient only when there exists a`good' upper bound (that is known to us) for where c i and c j are the xy-projections of K i and K j . This condition is quite strong (although it is in some sense weaker than the second assumption above), but, still, it often holds in practical situations, and it allows us to remove the problematic assumption above. The algorithm runs in O(( 2 log 2 )n log 5 n) time. Thus, if is some small constant implied, e.g., by the underlying drawing package, then we get an expression that is nearly linear in n. In general, the algorithm is more e cient than the previous algorithm of Agarwal et al. when = O(n 1=4?" ). Even if is larger, i.e., = O(n 1=2?" ), our algorithm may still be the preferred choice (when it is not known whether a depth order exists). The algorithm is based on the solution of Section 2 to the vertical ray shooting problem, and on an observation that allows us to maintain the underlying data structure while objects obeying a certain condition are deleted from it.
Vertical Ray Shooting
Using the terminology of 2], we say that a set C of objects in the plane has the common point property if all the objects in C have a point in common. In 2] we have established the following simple and useful results, which we state here as a lemma for the reader's convenience. Lemma 2.1 Let C be a set of n convex simply-shaped objects in the plane and assume that C has the common point property. Then the combinatorial complexity of the boundary of the union of the objects in C is O( s (n)), where s is the maximum number of intersections between the boundaries of any pair of objects in C, and under an appropriate model of computation, the union can be computed in time O( s (n) log n). Moreover, it is possible to determine in O(log n) time (after O( s (n) log n) preprocessing) whether a query point p lies within the union, and, if it does, also to obtain a witness, i.e., an object of C containing p.
Since our objects are also -fat, we can obtain in some cases better results than those implied by the above lemma. For example, in the case of fat triangles the union size is only linear in n, and the union can be computed in O(n log n) time (as shown in 2]).
Let K = fK 1 ; : : : ; K n g be a set of n non-intersecting convex simply-shaped at objects in 3-space, and assume that the xy-projections of the objects in K are -fat. Let c i denote the xy-projection of K i , and put C = fc 1 ; : : : ; c n g. Clearly the objects in C are all convex, simply-shaped, and -fat. For each object c i 2 C, let s i be a smallest axis-parallel square containing c i , and put S = fs 1 ; : : : ; s n g.
In the rst stage we construct a data structure for S so that, given a query point p in the plane, one can report all squares of S containing p as a disjoint union of canonical pre-stored subsets. This structure is simply a two-dimensional segment tree T (see, e.g., 27]). It can be built in O(n log 2 n) time, it uses O(n log 2 n) storage, and a query takes O(log 2 n) time, which is also the number of canonical sets constituting the output of the query.
In the second stage we process each node v of T separately. We associate with v the (non empty) rectangle s v , equal to the intersection of all the squares in the canonical set S v S that is associated with v. Denote by C v the subset of C corresponding to S v , and denote by K v the subset of K corresponding to C v . Clearly, any query point that has S v as one of the sets in its output must necessarily lie inside s v . We can therefore discard from C v all objects that do not intersect s v . This is justi ed by observing that if p is a query point in 3-space whose xy-projection has S v as one of its canonical output sets, then none of the objects of K v , corresponding to the discarded objects in C v , can lie below (or above) p. For notational convenience, we continue to denote the set of projections in C v that intersect s v by C v . We now wish to partition the set C v into a small number (dependent on ) of subsets, such that each subset has the common point property. For this we rst need the following lemma. Denote by s min the smallest square in S v and let min be its edge length.
We know that each of the objects in C v intersects s min (since s min s v ). Expand s min by a factor of two about its center and denote by s min the expanded square. canonical subsets of T is O(n log 2 n), the overall storage required for our structure is O( s (n) log 3 n) and the total preprocessing time is O( s (n) log 4 n).
We next describe how a query is answered using the above structure. Let p be a query point in 3-space. Our goal is to locate the object of K lying immediately below p, if such an object exists. We rst perform a query with the xy-projection of p in the two-dimensional segment tree T that was constructed in the rst stage. The cost of this query is O(log 2 n) and its output consists of O(log 2 n) canonical subsets of S, each associated with a unique node of T.
For each of these nodes v we will nd the object of K v lying immediately below p (if such an object exists). By computing the heights in which the vertical ray emanating from p and directed downwards intersects these objects, and by selecting the object with the highest such height, we can determine the output to the original query. Recall that at the node v we have l = O( 2 log ) associated trees, for the sets K 1 v ; : : : ; K l v . We query each of these trees separately, obtaining a candidate object from each tree. We then select from these candidates, as above, the one with the highest intersection with the downward-directed ray from p.
It remains to describe the query procedure applied to the tree i v of a set K i v . The simple procedure that is used in the case of horizontal disks, described in the introduction, does not apply in our case, since we can not compare p with the objects of K i v based on their heights over the common point of C i v . If p did lie above or below each object in K i v , then we could use an appropriate binary search procedure for this task, but, in general, p need not have this property. Instead, we apply here the procedure that was described in 2] for`merging' the objects in a set R with the objects in a set B, whose corresponding set of xy-projections has the common point property. In our case, the set R consists of a single object, namely the point p, the set B is K i v , and we wish to nd the object K 0 of K i v lying immediately below p and the object K 00 of K i v lying immediately above p (if they exist). For the reader's convenience, we now describe this merging procedure in the context of our somewhat simpler setting.
The search in i v proceeds by levels, beginning at the root level. At each level at most four nodes are visited, so that K 0 and K 00 are stored at the leaves of (one or two) of their at most four corresponding subtrees. At the leaves level, K 0 and K 00 INRIA are selected from the (at most) four objects of K i v that are stored at the (at most) four visited leaves. At each internal node that is visited, we need to determine if the xy-projection of p intersects the union (of a subset of C i v ) that is associated with that node, and, if so, to nd a witness object containing the xy-projection of p. This can be done in O(log n) time (see Lemma 2.1).
Let U root denote the region associated with the root of i v . If the xy-projection of p does not lie in U root , then p does not lie above or below any object of K i v . If, however, the xy-projection of p does lie in U root , then we must determine the nodes of the next level that should be visited. Let K be the object of K i v corresponding to the witness that was found at the root, and assume that K lies above p. If K is stored in a leaf of the subtree of the node left(root), then we only have to visit the node left(root) in the level of the children of the root (assuming the lowest object in K i v is stored at the leftmost leaf of i v ). This is because, in this case, both K 0 and K 00 are necessarily stored at the leaves of the subtree of left(root), since they are stabbed by the vertical line through the common point of C i v at points than are lower than the stabbing point of K (where the stabbing point of K 0 is lower than that of K 00 ). This follows from our assumptions about the objects in K, i.e., they are non-intersecting and convex. Otherwise, if K is stored in the subtree of a leaf of right(root), both the children of the root must be visited. The case where K lies below p is treated symmetrically. The invariant maintained by the procedure (at most four visited nodes per level) clearly holds at the level of the children of the root. At a general level j, we rst visit the at most four nodes identi ed at this level, and select at most two of them (the rightmost of these nodes for which a below witness of p was found, and the leftmost of these nodes for which an above witness was found), whose children we still may need to visit. We determine these at most four children, based on a criterion similar to that used at the root. The validity of the invariant property follows easily by induction on j. Thus we spend O(log 2 n) time in nding the object of K i v lying immediately below p. Since we repeat this procedure O( 2 log ) times, the time spent at node v is O(( 2 log ) log 2 n) and the overall cost of the query is thus O(( 2 log ) log 4 n).
The following theorem summarizes the result of this section.
Theorem 2.3 Let K be a set of n non-intersecting convex simply-shaped at objects in 3-space, and assume that the xy-projections of the objects in K are all -fat. It is possible to construct a data structure of size O( s (n) log 3 n) in O( s (n) log 4 n) time, where s is the maximum number of intersections between the boundaries of the xy-projections of any pair of objects in K, so that, for a given query point p, the object of K lying immediately below p (if such an object exists) can be found in O(( 2 log ) log 4 n) time. If the objects in K are fat triangles or disks or belong to any other class of objects for which the factor s (n) in Lemma 2.1 can be replaced by n, then the above bounds on the storage and preprocessing time can be replaced by O(n log 3 n) and O(n log 4 n), respectively.
The following observation is needed for Section 5. Assume we have constructed the data structure above for the set K, but now some of the objects in K maỳ disappear' (one by one), so that whenever an object K 2 K disappears it is the highest object in all the O(log 2 n) subsets K i v in which it is stored. We would like to maintain our data structure during this process. This is easily done by storing with each tree i v of the data structure a pointer to the leaf storing the current highest object in K i v . Initially, this pointer points to the extremal leaf of i v storing the highest object in K i v . When an object K 2 K is deleted, we update the pointers that are associated with the O(log 2 n) trees i v in which K is stored. This takes O(log 2 n) time. Now, when searching with a query point p in some tree i v whose pointer is not pointing to one of its extremal leaves, we would like to consider only the active objects of K i v , that is, only the objects that lie below the current highest object (including the current highest object). By traversing the path in i v from the leaf storing the previous highest object to the root, we obtain the set of active objects as a collection of O(log n i v ) disjoint subtrees. We search with p, as before, in these subtrees beginning with the subtree with the highest height range, until one of these searches yields a candidate object. This candidate object is taken as the candidate object of i v . Notice that in the worst case this may increase the query cost by a logarithmic factor. Thus, the cost of a query during this process is O(( 2 log ) log 5 n).
Point Enclosure
In this section we present e cient solutions to the standard and generalized point enclosure problems. Let C be a set of n convex simply-shaped -fat objects in the plane. In the standard version, the goal is to preprocess the set C so that, for a given query point p, all k objects of C containing p can be reported e ciently. Our solution to this problem is very similar to the solution presented in the previous section for vertical ray shooting. The data structure that we construct here di ers from the one constructed above only in the nal step of the construction, where we do not have to store the objects of C i v at the leaves of its corresponding tree in any particular order.
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The query proceeds also in a very similar manner. The di erence again is in the procedure applied to the tree i v of a set C i v . This procedure now has to report all k i v objects of C i v containing the query point p. Based on Lemma 2.1, this can be done in O(log n + k i v log 2 n) time: Simply traverse i v in a top-down fashion, visiting all nodes whose corresponding subtrees store an object that contains p, and spending O(log n) time at each such node. The above bound on the query time follows by observing that the number of visited nodes is O(k i v log n). By repeating this to all the relevant sets C i v , we obtain the following theorem that summarizes our result on the point enclosure problem. Theorem 3.1 Let C be a set of n convex simply-shaped -fat objects in the plane.
It is possible to construct a data structure of size O( s (n) log 3 n) in O( s (n) log 4 n) time, where s is the maximum number of intersections between the boundaries of any pair of objects in C, so that, for a given query point p, the k objects of C containing p can be reported in O(( 2 log ) log 3 n + k log 2 n) time. If the objects in C belong to a class of objects for which the factor s (n) in Lemma 2.1 can be replaced by n, then the above bounds on the storage and preprocessing time can be replaced by O(n log 3 n) and O(n log 4 n), respectively.
In the generalized version of the point enclosure problem, we assume that the objects of C are colored. The goal here is to preprocess C so that, for a given query point p, all k distinct colors u for which there exists an object of C of color u containing p can be reported e ciently. Again the only di erence between our construction for this problem and the construction for the vertical ray shooting problem is in the nal step. Consider a set C i v , and let m i v be the number of distinct colors the objects of C i v have. We build a balanced binary tree for C i v . The tree has m i v leaves, and at each leaf we store the union of all objects of some color. At an internal node we store the union of all objects whose colors are associated with the leaves of the subtree rooted at . The procedure that is applied to this tree when processing a query p is similar to the one used above for the standard point enclosure problem, and outputs all k i v colors u for which there exists an object of C i v of color u containing p. The cost of the application of this procedure to a single set C i v is, as above, O(log n + k i v log 2 n).
By repeating this to all the relevant sets C i v , and by noticing that, unlike in the standard version, a member of the output set (i.e., a color) may be reported more than once (actually O(( 2 log ) log 2 n) times), we obtain the following theorem that summarizes our result for the generalized point enclosure problem (note, in view of the above comment, the di erence between the query times in Theorem 3.1 and Theorem 3.2). Theorem 3.2 Let C be a set of n convex simply-shaped -fat objects in the plane, and assume that each object of C is assigned some color. It is possible to construct a data structure of size O( s (n) log 3 n) in O( s (n) log 4 n) time, where s is the maximum number of intersections between the boundaries of any pair of objects in C, so that, for a given query point p, the k colors u, for which there exists an object of C of color u containing p, can be reported in O( 2 log (log 3 n + k log 4 n)) time. If the objects in C belong to a class of objects for which the factor s (n) in Lemma 2.1 can be replaced by n, then the above bounds on the storage and preprocessing time can be replaced by O(n log 3 n) and O(n log 4 n), respectively.
4 Bounded-Size Range Searching and Arc Shooting Let C be a set of n convex simply-shaped -fat objects in the plane, and let be the diameter of the object in C with smallest diameter. In the bounded-size range searching problem, we wish to preprocess C, so that, for a given query range R with diameter at most h , for some constant h, all k objects of C intersecting R can be reported e ciently. Our solution to this problem is based on a result of Overmars and van der Stappen 26] . It is e cient whenever the following test can be performed e ciently (after some preprocessing of C). Given a star-shaped region U, which is the union of the objects in some subset of C with the common point property, determine whether U intersects a query range R. We are able to perform this test e ciently, using known results, only when the set C consists of either polygons (i.e., convex -fat polygons, each with a constant number of edges) or disks, and the query range is either a polygon with a constant number of edges that is not necessarily convex and -fat or a disk.
Overmars and van der Stappen 26] show that given a bounded-size query range R, it is possible to construct a small set of points , such that the set of all objects in C that contain at least one of the points of is a superset of the output set of the query. The size of depends only on and on h; more precisely it is O( 4 h 2 ), and can be constructed in O(j j) time. They use this set to answer the range searching query in the following way. They perform j j point location queries, and then determine, for each of the candidate objects that were found, whether it really intersects the range R. In their setting this approach is possible, since they assume that the underlying objects are disjoint, and hence the number of candidates is at most j j. However, since we do not make this assumption, we can not a ord to simply perform j j point enclosure queries, since we may collect as many as (n) candidate objects, while the nal output set may be of only constant size.
For our solution we employ the data structure of the previous section. In addition, we preprocess each region associated with a node w of a tree i v for e cient ray shooting queries, using the methods of 3, 6, 7, 16] .
We next describe the query procedure. Given a query range R, we rst compute the appropriate point set . Then, for each point p 2 we perform the following procedure. We rst identify, as in the preceding sections, the O(log 2 n) relevant nodes of the segment tree T. Consider such a node v. We now replace p by the original query range R, and, for each of the trees i v associated with v, we report all k i v objects in C i v that intersect R. It remains to describe how we determine for a node w of i v whether the star-shaped region U w that is associated with w intersects R. First check, in O(log n) time, whether one of the vertices of R lies in U w , by performing a constant number of point location queries (if R is a disk, we take the leftmost and rightmost points of its boundary). If none of the vertices of R lies in U w , then pick any point in U w , and check, in constant time, whether it lies in R. If the answer is negative again, then U w intersects R if and only if an edge of R intersects the boundary of U w . Thus perform for each of the edges e of R a shooting query using the methods of 3, 6, 7, 16] , to determine whether e intersects the boundary of U w . If R is a polygon, shoot with a ray emanating from one of the vertices of e and containing e, if R is a disk, simply shoot with e (which is a half circle).
Assuming the underlying objects of C are polygons, preprocessing the region U w for ray shooting queries takes O(jwj) time 6, 7, 16] , and for circular arc shooting queries O(jwj log 3 jwj) 3]. A ray shooting query can be answered in O(log jwj) time, and a circular arc shooting query in O(log 4 jwj) time. If the underlying objects of C are disks, then U w can be preprocessed for both ray shooting queries and circular arc shooting queries in O(jwj log 3 jwj) time 1, 3] , and a shooting query can be answered in O(log 4 jwj) time.
The following theorem summarizes our results (see also Table 1 ). Theorem 4.1 Let C be a set of n convex -fat polygons in the plane, with minimum diameter greater than .
(i) It is possible to construct a data structure of size O( s (n) log 3 n) in O( s (n) log 4 n) time, where s is the maximum number of intersections between the boundaries of any pair of objects in C, so that, for a given query polygon R (that is not necessarily convex and -fat) with diameter less than h , for some constant h, the k objects of C intersecting R can be reported in O(( 6 log ) log 3 n + ( 4 )k log 2 n) time.
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(ii) It is possible to construct a data structure of size O( s (n) log 6 n) in O( s (n) log 6 n) time, so that, for a given query disk R of diameter less than h , for some constant h, the k objects of C intersecting R can be reported in O(( 6 log ) log 6 n+ ( 4 )k log 5 n) time.
(iii) If the polygons in C are triangles or belong to any other class of polygons for which the factor s (n) in Lemma 2.1 can be replaced by n, then the factor s (n) can be replaced by n in the above bounds on the storage and preprocessing time.
Let C be a set of n disks in the plane, with minimum diameter greater than . It is possible to construct a data structure of size O(n log 6 n) in O(n log 6 n) time, so that, for a given query range R with diameter less than h , which is either a polygon (that is not necessarily convex and -fat) or a disk, the k objects of C intersecting R can be reported in O(( 6 log ) log 6 n + ( 4 )k log 5 n) time.
In the bounded-size arc shooting problem, we wish to preprocess C, so that, for a given oriented query arc r of length at most h , for some constant h, the rst object of C hit by r (if such an object exists) can be found e ciently. Our solution to this problem follows immediately from the solution above to the bounded-size range searching problem. We use the same data structure, however, here, we do not need to construct the trees i v beyond their roots, so we can save a logarithmic factor in the storage and preprocessing.
Given an oriented query arc r of length less than h , for some constant h, we rst compute the set , as above, for some axis-parallel square with, say, edge length 2h that contains r. Then, for each of the points p 2 we perform the following procedure. We rst identify, as in the preceding sections, the O(log 2 n) relevant nodes of the segment tree T. Then, for each of these nodes v, we perform a shooting query with r in each of the degenerate trees i v that are associated with v. The nal answer is simply the object of C that is hit by r at a point that is the nearest to the designated endpoint of r among all the hitting points that were found throughout the entire process. The following theorem summarizes our results (see also Table 2 ).
Theorem 4.2 Let C be a set of n convex -fat polygons in the plane, with minimum diameter greater than .
(i) It is possible to construct a data structure of size O( s (n) log 2 n) in O( s (n) log 3 n) time, where s is the maximum number of intersections between the boundaries of any pair of objects in C, so that, for a given oriented query line segment r INRIA of length less than h , for some constant h, the rst object of C hit by r (if such an object exists) can be found in O(( 6 log ) log 3 n) time. (ii) It is possible to construct a data structure of size O( s (n) log 5 n) in O( s (n) log 5 n) time, so that, for a given oriented query circular arc r of length less than h , for some constant h, the rst object of C hit by r (if such an object exists) can be found in O(( 6 log ) log 6 n) time.
Let C be a set of n disks in the plane, with minimum diameter greater than .
It is possible to construct a data structure of size O(n log 5 n) in O(n log 5 n) time, so that, for a given oriented query arc r of length less than h , which is either a segment or a circular arc, the rst object of C hit by r (if such an object exists) can be found in O(( 6 log ) log 6 n) time.
Computing a Depth Order
Let K be a set of n non-intersecting convex simply-shaped at objects in 3-space, and assume that the xy-projections of the objects in K are -fat. where c i and c j are the xy-projections of K i and K j . We would like to determine whether the`above-below' relation over K contains cycles, and, if it does not, to compute a depth order for K (i.e., a linear order of K such that if K 1 ; K 2 2 K and K 1 lies vertically above K 2 then K 1 precedes K 2 ). Our algorithm is based on the solution of Section 2 to the vertical ray shooting problem, and on the observation of the last paragraph of that section that allows us to e ciently maintain the underlying data structure while objects obeying a certain condition are deleted from it. The algorithm tries to compute a depth order for K by successively nding an object of K that is completely visible (from z = 1) and removing it from K. If, at some point, there is no such object (and K 6 = ;), then the above-below relation over K contains cycles. Otherwise, the order in which the objects were removed is a depth order for K.
Let D be the data structure of Section 2 for downwards-directed vertical ray shooting amidst K. Notice that whenever an object is removed from K it satis es the condition that is mentioned in the last paragraph of Section 2 concerning its position in D (since it is completely visible). Therefore, according to the observation of that paragraph, we can e ciently maintain D during this process. More precisely, a currently completely visible object can be deleted from D in O(log 2 n) time, and a vertical ray shooting query can be answered in O(( 2 log ) log 5 n) time.
We now describe the procedure that determines in O(( log )( 2 log ) log 5 n) time whether an object K 2 K is currently completely visible. Since the area of the intersection between the xy-projection c of K and the xy-projection of any other object in K is either zero or at least 1= of the area of c, we can compute, as above, a set P K of O( log ) points within c, so that each of the xy-projections (of objects in K) that intersects c contains at least one of these points. We now lift the points in P K to the plane z = 1, and perform with each of the lifted points a vertical ray shooting query using D. Clearly K is completely visible if and only if all the answers that are obtained are K itself.
In the initial stage of the algorithm, we compute, using the procedure above, the set X of all objects in K that are completely visible. The complexity of this stage is O(( log )( 2 log )n log 4 n) time (since in this stage we can still use the static version of D which has query time O(( 2 log ) log 4 n)). Now assume that an object K that is currently completely visible is about to be removed. We wish to nd all the objects that are revealed by this operation, i.e., all the objects that become completely visible after K is removed. To this end, we lift each of the points in P K to the (not necessarily horizontal) plane containing K, and perform a ray shooting query with each of the lifted points. Clearly, if K 0 is an object that becomes completely visible after the removal of K, then K 0 was obtained as the answer to at least one of these queries. Thus, in this way we obtain a set Y K of O( log ) candidates that we now need to test (after removing K), as above, to determine which of them are completely visible.
The main stage of the algorithm consists of the following loop.
while X 6 = ; do 1. pick any object K 2 X 2. nd the appropriate set of candidates Y K 3. delete K from D (and from K) 4 . check for each of the objects in Y K , whether it is currently completely visible; if it is, add it to X INRIA If at the end of this stage K is empty, then we have found a depth order for K, otherwise, the above-below relation over K contains cycles. The complexity of a single iteration in the above loop is O(( 2 log 2 )( 2 log ) log 5 n) time. Thus, the complexity of the entire algorithm is O(( 2 log 2 )( 2 log )n log 5 n).
