Most of the variational Monte Carlo applications on quantum chemistry problems rely on variance-optimized wave functions. Recently, M. Snajdr and S. M. Rothstein, ͓J. Chem. Phys. 112, 4935 ͑2000͔͒ have concluded that energy optimization allows one to obtain wave functions that provide better values for a wide variety of ground state properties. In this work we study the quality of energy-optimized wave functions obtained by using the methodology of Lin, Zhang, and Rappe ͓J. Chem. Phys. 112, 2650 ͑2000͔͒, as compared with variance-optimized ones for He to Ne atoms. In order to assess this problem we calculate the energy and some other selected properties. The accuracy and performance of the energy-optimization method is studied. A comparison of properties calculated with energy-optimized wave functions to those existing in the literature and obtained by means of variance-optimized wave functions shows a better performance of the former.
I. INTRODUCTION
The variational Monte Carlo ͑VMC͒ method has become a powerful tool in quantum chemistry calculations.
1 It makes use of the Variational Principle and Monte Carlo techniques to provide accurate upper bounds to the exact ground state energy. One of the main advantages of these methods is that any analytical form for the wave function may be used, aside from antisymmetry and integrability conditions. This flexibility allows the use of trial wave functions including explicitly interelectronic distances dependencies, which present a better convergence rate than those based on Slater determinant expansions. In practical implementations some free parameters are considered in the wave function. They are calculated by making use of a minimum condition. Once an optimum set of parameters is fixed, the Monte Carlo integration can be used again to evaluate some other properties of the system under study.
One crucial task in VMC calculations is the minimization method used to obtain the optimal values of the variational parameters considered. Because of the freedom provided by Monte Carlo, the trial wave function may involve many linear and nonlinear parameters. Most applications of the VMC method in quantum chemistry are based on a minimization of the variance of the Hamiltonian of the system instead of the energy itself. The main reasons for that are that a variance optimization procedure avoids the problem of the high accuracy required when the energy is optimized, and it has a known a priori lower bound of zero. 1 Two recent papers 2,3 deal with the problem of the quality of the wave function provided by the energy optimization and variance-optimization schemes within the VMC method. In Ref. 2 an algorithm is proposed to optimize the energy based on analytical derivatives. They found that the method provides a lower VMC energy than variance-minimization ones for the first row atoms. In Ref. 3 they address the question of the accuracy of nonenergy-related physical properties calculated starting from an energy-optimized wave function as compared with those obtained by variance-optimized ones.
By using VMC and diffusion Monte Carlo with an exact sampling of the ground state wave function ͑within the nodal error͒ they concluded that energy-optimized wave functions provide better estimates of several ground state properties of He, H 2 , and LiH. The calculation of atomic properties using variational Monte Carlo techniques has been carried out starting from wave functions of different types.
1 Some of them are those of Schmidt and Moskowitz 4 which are expressed as the product of a symmetric correlation factor F which includes the dynamic correlation among the electrons, times a model wave function ⌽ that provides the correct properties of the exact wave function, such as the spin and the angular momentum of the atom, and is antisymmetric in the electronic coordinates.
⌿ϭF⌽. ͑1͒
For the correlation factor, the parametrization proposed by Boys and Handy 5 with the prescription of Schmidt and Moskowitz 4 is quite often used. Within this scheme the correlation factor has 4, 7, 9, or 17 variational parameters, including electron-electron, electron-nucleus, and electronelectron-nucleus correlations. This parametrization provides simple wave functions containing a small number of variational parameters having an adequate convergence and accuracy.
For the model wave function ⌽ it is possible to adopt different forms. The first one corresponds to a Slater determinant ͑for example the Clementi and Roetti 6 solution of the Hartree-Fock equations͒. In this case the trial wave function ⌿ is denoted by ⌿ n , where n is the number of variational parameters in the correlation factor. Another possibility for ⌽ especially adequate for the atoms beryllium, boron, and carbon, for which the so called 2s -2p near degeneracy effect 7 is present, is to use a multideterminantal wave function including both configurations in the following way:
where ⌽ 1 and ⌽ 2 are either ͑a͒ the Hartree-Fock solutions corresponding to the configurations 1s 2 2s 2 2 p k and 1s 2 2p kϩ2 , respectively, where kϭ0, 1, 2 for beryllium, boron, and carbon, respectively; or ͑b͒ the multiconfigurational Hartree-Fock ͑MCHF͒ solutions corresponding to the same configurations. 8 Here is a new variational parameter, and we denote the total wave function by ⌿ n,1 in the former case and by ⌿ n,1 Ј in the latter.
These parametrizations for the ground state wave function have been used before to determine the ground state energy and some other atomic properties; see, e.g., Refs. 4 and 9-15. In all these works a variance-optimization scheme was followed to determine the optimum set of parameters. Although a remarkable agreement was found with respect to those results provided by more sophisticated wave functions, some inconsistencies were found, for example, a nonuniform trend of the energy for atomic lithium. However, the most important issue appeared when these variance-optimized wave functions were used to calculate some ground state properties, especially those related to high electron-nucleus and electron-electron separations, and also some properties in momentum space. In particular, expectation values of operators such as r n and r 12 n , where nϭ2, 3, 4, and r and r 12 stand for the electron-nucleus and the electron-electron distance, respectively, overestimate those that can be considered as exact. 12 Furthermore, the results did not improve as the wave function was generalized by including more variational parameters. [9] [10] [11] [12] [13] In principle, the reason for this disagreement may lie in the limitations of the trial wave function employed and/or in the minimization algorithm used to determine the optimum set of parameters.
The aim of this work is twofold. First, we shall determine the optimum wave function with 17 nonlinear variational parameters, within the Schmidt-Moskowitz framework. In doing so, we will follow the algorithm proposed in Ref. 2 to optimize the set of free parameters of the wave function based on an energy minimization. Then we shall calculate with them some atomic properties. A comparison with the values obtained from some other wave functions will be carried out for some atoms. Atomic units are used throughout this paper.
II. RESULTS
We have worked with 17 nonlinear variational parameters, i.e., with ⌿ 17 for the atoms helium to neon, and also with ⌿ 17,1 and ⌿ 17,1 Ј for beryllium, boron, and carbon, to take into account their 2s -2p near degeneracy. The results obtained for the energy are shown in Table I where they are compared with others obtained from wave functions with 9 and 42 nonlinear variational parameters when they are energy-optimized ͑e͒ or variance-optimized ͑v͒. Several conclusions can be extracted from that Table: ͑1͒ For He we reach the same conclusion as in Ref. 3 using different parametrizations of the trial wave function: variational energies of the variance-optimized and energy-optimized wave functions agree within the statistical error. However, for the rest of the atoms here considered this is not the case; energy-optimized wave functions yield better ground state energies than varianceoptimized ones using the same analytical dependence of the trial function. I. Ground state energies for the atoms helium to neon obtained from different trial wave functions calculated by using energy optimization ͑e͒ and variance-optimization ͑v͒ minimization. In parentheses we give the statistical error in the last digit, and in brackets is shown the percentage of correlation energy recovered in each calculation. ͑3͒ The 2s -2p near degeneracy effect for Be, B, and C is very important, independently of the optimization procedure. It is even more important in the energyoptimization case, especially for the beryllium atom, for which more than 90% of the correlation energy can be recovered. ͑4͒ The use of a MCHF wave function greatly improves the ground state energy of the beryllium atom, although it is not important to describe either boron or carbon. This can be due to the fact that within the Hartree-Fock framework, the 2s and 2 p orbitals are obtained in two different runs for Be, while they are obtained consistently in a single run for B and C. Thus, the MCHF solutions will be quite different from the HF ones only for Be, leading to an important improvement in the energy for this atom.
We have studied the performance of the energyoptimization and variance-optimization methods to determine properties of interest of the system apart from the energy. In particular, we have calculated some radial expectation values such as ͗r n ͘ and ͗r 12 n ͘. We have checked that when the energy-optimization method is employed, the quality of nonenergy-related properties improves as the energy does. As the number of free parameters in the trial wave function increases, the numerical values of the different properties studied here approach those considered as exact. Thus, we only show the results obtained from those wave functions with 17 nonlinear variational parameters.
In Table II we show, for the atoms beryllium and oxygen, some expectation values obtained from different wave functions. The first part of the table is devoted to the single particle density, (r ជ). In particular, the values of the singleparticle at the nucleus ͑0͒ and the moments ͗r n ͘, nϭ Ϫ2,...,4 are shown. It is apparent how the main effect of the energy-optimization is to describe, in a much more efficient manner, the large-r region in the atom, diminishing the moments of positive order, which were not adequately described by using a variance-optimized wave function. This effect for the beryllium atom does not depend on the consideration of the 2s -2p near degeneracy effect, although a better description is obtained with ⌿ 17,1 ͑e͒ than with ⌿ 17 ͑e͒. This same situation holds for oxygen, although the effect is not so important. A study of the interelectronic density h(r ជ 12 ) by means of h(0) and ͗r 12 n ͘, leads to the same conclusions, as can be seen at the bottom of of negative order. In general, this same conclusion holds for the rest of the atoms considered in this work, except for helium and neon which slightly increase their moments of negative order and decrease those of positive order when energy-optimized wave functions are considered.
In Tables III, IV , and V we show the values of ͗r n ͘, ͗r 12 n ͘, and ͗R n ͘, respectively, where R stands for the center of mass coordinate of two electrons in the atom. We also show in these Tables the values of the single-particle ͑͒, the interelectronic ͑h͒, and the center of mass ͑d͒ densities at their corresponding origin. In general, the values obtained from energy-optimized wave functions improve those provided by the variance-optimized ones. It is also worth mentioning here that they follow a good convergence trend, i.e., the greater the number of parameters in the wave function, the better the value for these properties. This fact make us confident that this energy optimization method is less affected by local minima.
In Table VI we report values for ͚͗ iϾ j r ជ i •r ជ j ͘ and for the 
This quantity is bound in magnitude by unity, Ϫ1рр1. ϭ1(ϭϪ1) means there is perfect positive ͑negative͒ correlation and ϭ0 is for noncorrelated variables. For atomic systems this coefficient is a measure of the averaged relative angle of the position vectors of each pair of electrons, and it is related to quantities that may be obtained from experimental measurements, such as the diamagnetic susceptibility and the dipole oscillator strength distribution. The values here obtained are compared in Table VI with those extracted from the small-momentum-transfer behavior of x-ray and highenergy electron scattering intensities 17, 18 obtained from CItype wave functions.
In position space these results indicate that the atoms here considered present negative angular correlation. The most important effect appears in the Be atom, and it decreases from B to Ne. This is an indication of the fact that the 2s -2p near degeneracy effects become less important, and the angular Fermi correlation between s and p electrons start to be more important. 18 The wave functions used here for the atoms N-O-F do not reproduce the dip obtained in Ref. 18 for ͑exp͒, that can indicate a deficiency in the description of the electron correlation for some of these atoms.
III. CONCLUSIONS
Energy-optimized wave functions for the ground state of the atoms He to Ne have been obtained by means of the variational Monte Carlo method. They have been used to calculate atomic properties. A systematic comparison of the accuracy with respect to the usual variance-optimized wave function is performed. A better convergence trend and more accurate results are found for all the properties studied in this work when the search of the variational parameters is performed by minimizing the expectation value of the Hamiltonian. Our results suggest that the lack of a monotonic convergence for some atomic properties previously found is a result of the variance-optimization method. TABLE V. Center of mass expectation values for the helium to neon atoms obtained from energy optimized ͑e͒ wave functions as compared to those obtained from variance optimized ͑v͒ wave functions. In parentheses we give the statistical error in the last digit. 
