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(K.R. Narayanan), asrinivasa@tamu.edu (A.R. SrinivasaIn this work, we present a novel technique to ﬁnd approximate minimum energy conﬁgurations for thin
elastic bodies using an instance of dynamic programming called the Viterbi algorithm. This method can
be used to ﬁnd approximate solutions for large deformation constrained buckling problems as well as
problems where the strain energy function is non-convex. The approach does not require any gradient
computations and could be considered a direct search method. The key idea is to consider a discretized
version of the set of all possible conﬁgurations and use a computationally efﬁcient search technique to
ﬁnd the minimum energy conﬁguration. We illustrate the application of this method to a laterally con-
strained beam buckling problem where the presence of unilateral constraints together with the non-con-
vexity of the energy function poses challenges for conventional schemes. The method can also be used as
a means for generating ‘‘very good’’ starting points for other conventional gradient search algorithms.
These uses, along with comparisons with a direct application of a gradient search and simulated anneal-
ing, are demonstrated in this work.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
The aim of this work is to demonstrate a new technique based
on dynamic programming (Bellman, 1954) to obtain minimum en-
ergy conﬁgurations for certain types of elasticity problems. Though
instances of dynamic programming have been used for various
purposes, hitherto such an approach has not been exploited in
elasticity, because dynamic programming is generally used as a
technique to solve certain kinds of discrete problems. The exten-
sion of dynamic programming to problems in elasticity enables a
new perspective to solve these problems. A specialized version of
dynamic programming called the Viterbi algorithm (Viterbi,
1967) is utilized here. This algorithm has been used to ﬁnd global
minima of a variety of cost functions in a number of applications
such as in communication theory (Forney, 1973), computer vision
(Oliver et al., 2000) and peptide sequencing (Fischer et al., 2005)
etc. This work introduces the application of Viterbi algorithm to
problems with unilateral constraints in elasticity.
To explain the working of the algorithm, an example problem of
ﬁnding the minimum energy conﬁguration of a cantilever beam
under the action of compressive as well as lateral tip loads, con-
ﬁned to deform within two lateral walls (see Fig. 1) is solved in this
work. This problem is chosen because it is relatively easy to eval-ll rights reserved.
iswamy), krn@ece.tamu.edu
).uate the performance of the algorithm. The problem is ﬁrst discret-
ized by assuming the beam to be a connection of discrete links. To
ﬁnd the global minimum, we search through the conﬁgurations of
the beam. This search can obviously only be performed on ﬁnite
sets. So the space of possible conﬁgurations is discretized, also
known in this paper as range discretization. The main idea behind
the algorithm is to consider this ﬁnite subset of all possible conﬁg-
urations of the beam and cleverly search through to ﬁnd the lowest
energy conﬁguration in this discretized space.
Conventional gradient descent methods for minimization per-
form extremely well for smooth and/or convex functions and/or
when the initial guess is close to a local minimum. In the case of
heuristic techniques (Yang, 2010; Kirkpatrick et al., 1983) where
the results are heavily dependent on the value of the parameters
involved and choice of the initial guess,1 the solution is not guaran-
teed to be the global minimum. On the other hand for problems
where the energy is non-convex/non-smooth and where there are
constraints such as the cantilever beam problem considered here,
these techniques do not perform well unless one is close to a mini-
mum. For example, gradient search techniques give quadratic con-
vergence rates when one is close to a minimum, but there is no a
priori way to ﬁnd initial guesses which are close to minima. The
algorithm presented in this work can be used in two ways: a stand-
alone technique for ﬁnding the global minimum for the discretized1 Such methods were indeed implemented for the problem stated in Section 2 and
the dependence of the solution on the parameters is explained in Section 5.
(a)
(b)
Fig. 1. The ﬁgure (a) shows a cantilever beam AB ﬁxed at A, constrained to deform
within two walls separated by a distance of 2ylimit. Forces Tx and Ty act at the free
end B as shown. Figure (b) shows the discretized version of the beam, with the dots
representing the nodes of the discretized beam.
2 For the unconstrained problem, the minima can be found analytically.
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algorithms (see Section 1.4.1 of Boyd and Vandenberghe (2004)). In-
deed, the latter path provides excellent dividends as can be seen in
Section 6.
The particular problem that we are going to consider in this pa-
per (namely that of a planar Euler beam ﬁxed at one end and free at
the other constrained between two parallel frictionless walls with
a given separating distance) is not new (see Domokos et al., 1997;
Holmes et al., 1999). In Holmes et al. (1999) a related problem of a
planar simply supported beam is considered and a procedure for
ﬁnding local equilibria is laid out, based on the notion of a ‘‘hybrid
dynamical system’’. It has been well documented (see e.g. Flaherty
and Keller, 1973), that based on the loading, solutions with differ-
ent types of contact with the side walls appear. The central idea be-
hind the approach developed in Holmes et al. (1999) is the
classiﬁcation of different kinds of behavior of the beam solutions
with no contact (unconstrained), solutions with one point of con-
tact, solutions with a whole line in contact, solutions with combi-
nation of points and lines of contact etc. They introduce the notion
of solution classes or sheets to specify the particular type of branch
that can arise.
The aim of this paper is not to carry out a complete investiga-
tion of this kind but to illustrate a different strategy that might
possibly be used for a larger variety of problems. The approach
proposed here is based on the following ‘‘direct minimization’’method: ‘‘Given a large but ﬁnite number of possible conﬁgura-
tions for a discretized version of the beam, ﬁnd the ones with the
lowest energy by direct search’’. This strategy will make sense only
if (1) the number of conﬁgurations chosen is sufﬁciently large that
it can approximate the continuum of possibilities to a reasonable
degree of satisfaction and (2) an efﬁcient means for searching
through these conﬁgurations that does not suffer from exponential
growth problems, can be found. The ﬁrst problem can be dealt with
by considering a simple ‘‘range discretization scheme’’ wherein the
beam is divided into N nodes and each node takes on one ofM pos-
sible y displacements. While the ﬁrst step is routine in any numer-
ical scheme, it is the second step that is unique to the method
proposed here. By choosing M sufﬁciently large while at the same
time restricting the possible values of y to be within the allowed
values, we can simultaneously impose the unilateral wall con-
straints and approach any possible allowed conﬁguration of the
beam as closely as we wish. We then exploit the fact that the en-
ergy functional of the beam possesses a special ‘‘Markov structure’’
that enables rapid searching (using a dynamical programming
technique) in polynomial time rather than exponential time.
In this paper, we will illustrate this technique be considering a
discrete set of conﬁgurations that satisfy the wall constraints alone
with no speciﬁc restriction being placed on the number or type of
contact with the wall. The proposed approach then answers the
question: ‘‘For a given load, the set of allowed conﬁgurations,
which conﬁguration(s) has the least energy’’. Admittedly this par-
ticular problem statement does not capture all the equilibrium
states, since it ignores the local minima. However, it is possible
to ﬁnd all the local minima (among the set of allowed conﬁgura-
tions) by considering a modiﬁed version of the algorithm (see
Appendix for details of such an algorithm). We do not pursue this
route here because this will make the illustration of the algorithm
very complex.
A question may arise, as to what is the use of ﬁnding only global
minima for such problems when there is a likelihood of local min-
ima which can also serve as stable equilibria. We ﬁrst note that:
1. We are ﬁnding the global minimum for the constrained prob-
lem, not for the unconstrained problem.2
2. Our ﬁrst aim is to show the feasibility of the algorithm for solv-
ing these kinds of problems without resorting to experimenta-
tion/guesswork.
3. For micro and nano beams where thermal ﬂuctuations become
a major issue, from a statistical mechanical point of view, the
probability of occurrence of a particular conﬁguration is propor-
tional to e(bE) where b = 1/KT where T is the temperature and E
is the energy of a particular beam conﬁguration. It is then easy
to show that the most likely conﬁguration of the beam is the
one which corresponds to the global minimum.
1.1. Organization of the paper
In this paper, the beam problem is formally stated in Section 2.
In Section 3, the discretization required to use the Viterbi algo-
rithm for the energy minimization problem is set up and based
on this discretization, the labeling for a state is deﬁned. The details
of the Viterbi algorithm are given as an appendix to this paper. Fol-
lowing the setup for the Viterbi algorithm, a brief discussion of the
convergence of this technique is discussed in Section 4. In Section
5, the two algorithms, active-set method and simulated annealing,
are explained and implemented for the beam problem considered.
Section 6 lists the speciﬁcations used for the simulations and pre-
sents the discussion of results of the comparison of different meth-
ods for a beam buckling example.
3 Furthermore, heuristic techniques like simulated annealing have several adjust-
able parameters whose values determine to a large extent whether or not the method
converges. There are no a priori methods to determine the values of such parameters
especially for unconventional problem as mentioned in this paper.
4 Of course these conﬁgurations are not decided a priori and the number of possible
conﬁgurations is much larger than, say, 21100.
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Consider an inextensible cantilever beam AB of length L, ﬁxed at
end A, and free at end B, subject to loads Tx and Ty in the X and Y
directions respectively. Let the elastic modulus be E and the mo-
ment of inertia of the cross section be Ib. The beam deforms to the
curve AC under the action of the loads at the free end. Let s be the
arc length parameter along the curve. Let x(s) and y(s) be the x
and y coordinates of a point on the curve and h(s) be the angle made
by the tangent to the current shape of the curve as shown in Fig. 1.
The problem considered here is to ﬁnd the deﬂected shape of
the beam under the loads and subject to the constraints. For this
elastica problem, it is well known that this can be stated as the fol-
lowing energy minimization problem.
Find xðsÞ; yðsÞ; h^ðsÞ such that
h^ðsÞ ¼ arg min FðhðsÞ; Tx; TyÞ
:¼
Z L
0
EIb
dh
ds
 2
 Ty sinðhðsÞÞ þ Tx½1 cosðhðsÞÞ
" #
ds ð1Þ
subject to
ylimit 6 yðsÞ 6 ylimit 8s 2 ½0; L dyds ¼ sin h and
dx
ds
¼ cos h
ð2Þ
The minimization problem (1) without the constraints (2) can be
solved in a number of ways, and if Tx is negative, gives rise to various
buckled states of the beam. This is a well known problem and solu-
tions with the small deformation assumption are readily available in
Feodosyev (1916) as well as without this assumption in Lee (2001).
The introduction of the unilateral constraints makes traditional
solutions to these problems exceedingly difﬁcult. It is not known a
priori when and where the beam will contact the two walls. This
coupled with the fact that buckling can occur, makes this a compli-
cated and difﬁcult problem in mechanics. Several attempts have
been made to solve the problem, for example, (Chai, 1998) develops
the solutions by assuming point/line contact regions and computing
the reaction forces at these regions to ﬁnd the buckled shape. Chen
and Li (2007) solve for the buckled shape of a beam inside a curved
tube by considering different cases of contact with the wall depend-
ing on the curvature of the tube. Suchmethods require some a priori
knowledge of the contact regions to ﬁnd the buckled conﬁgurations.
In effect, this is similar to guessing the starting points for conven-
tional gradient search methods for minimization.
We will now explore a new discretization technique introduced
by Narayanan and Srinivasa (2009) based on ideas of dynamic pro-
gramming (see Bellman, 1954) to obtain approximate solutions to
this problem. The technique that is presented here replaces the set
of all possible conﬁgurations with a large but ﬁnite set which auto-
matically satisﬁes the constraints. In return we do not need to
know a priori whether or where contacts occur nor do we have
to be close to any global minimum. By searching through the set
in clever way we will be able to determine those conﬁgurations
which have minimum energy. In the remainder of this section
we will describe how this is done.
2.1. Problem discretization
In order to solve the problem stated in Eq. (1) numerically, ﬁrst
a ﬁnite difference scheme is chosen to discretize the beam. Thus
the beam is assumed to be made of N links, of equal length, Ds,
and the ends are labeled Xi, i = 0, . . . ,N. (see Fig. 1b). The links are
assumed to be rigid and are allowed to rotate only about the Z-axis.
Let the angle made by the link joining the ith node with the (i + 1)
st node, with the X-axis, be hi.Let the Y displacement of the ith node be denoted by yi. There-
fore the Y displacement between the ends of the ith link is given by
yi+1  yi. This discretization is represented by Fig. 1b.
The set of his of this discretized beam is represented by an N
dimensional vector h = [h0, . . . ,hN1] corresponding to the N links.
Similarly, the Y displacements are represented by an N + 1 dimen-
sional vector y = [y0, . . . ,yN] corresponding to the N + 1 nodes. Based
on such a scheme, Eq. (1) can be rewritten as, (with h0 = 0)
Find h^ such that
h^ ¼ arg min fðh; Tx; TyÞ
:¼
XN1
i¼0
EIb
hiþ1  hi
Ds
 2
 Ty sinðhiÞ þ Tx½1 cosðhiÞ
" #
ð3Þ
subject to
ylimit 6 yi 6 ylimit i ¼ 0; . . . ;N and
yiþ1  yi
Ds
¼ sin hi ð4Þ
At this stage it is possible to eliminate hi by using the requirement
hi ¼ yiþ1  yiDs ð5Þ
We choose to write the equations as in (3), because it is cumber-
some to represent the functional f in terms of yi. At this stage, a vari-
ety of numerical minimization techniques may be applied to solve
this minimization problem for y, along with the constraints (4).
Theminimization problem (3) is aminimization of a non-convex
functionwithmultipleminima in particularwhen Tx is negative and
the constraints are complicated. Under these circumstances, con-
ventional gradient search methods are not guaranteed to provide
solutions to this problem.
For more recent techniques such as simulated annealing, the
solution is heavily dependent on the initial guess.3 The proposed
solution technique (to be described in the next section) is based
on a clever global search method and does not require convexity
or smoothness in f, in order to ﬁnd approximate solutions. The per-
formance of this method is markedly better than the other men-
tioned techniques as will be seen in the later sections.
3. Range discretization and the Viterbi algorithm
Conventional numerical techniques are based on discretizing
only the domain (ﬁnite element or ﬁnite difference) as was done
in Eq. (3). On the other hand, the argument vectors h and y, are al-
lowed to take any value from RN . In the technique that we are
about to describe we will restrict the elements of the vector y to
belong to a ﬁnite subset Y of the entire y-displacement space,
i.e., Y ¼ fY1; . . . ;YLg where maxðYÞ ¼ ylimit;minðYÞ ¼ ylimit. Then
there would be a ﬁnite number of possible beam conﬁgurations,
y 2 YN (see Fig. 2 where N is 3).
Thus, for example, if yi can take on any integer value between
10 and 10 and there are 100 links in the beam, our restricted
problem will consider ‘‘only’’ 21100 possible conﬁgurations of the
beam. It should be noted that this is a major approximation of
the original problem because even with the domain discretization,
the problem statement (3) allows for an uncountably inﬁnite num-
ber of conﬁgurations. However, since we are planning to use a
computational tool, every computer is only a ﬁnite state machine
and hence a numerical solution of this problem in reality can only
consider a very large but ﬁnite subset of conﬁgurations.4 This
Fig. 2. The ﬁgure shows the different conﬁgurations that the beam can take with
N = 3 links and L = 5 levels for Y. A typical deformed beam conﬁguration is shown
by the dashed lines.
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rithms in solving this problem which are not calculus based. In this
restricted class (restricted set of conﬁgurations) the problem now
reduces to ﬁnding the minimum energy conﬁguration from a ﬁnite
number of conﬁgurations, i.e.,
Find h^ such that
h^ ¼ arg min fðh; Tx; TyÞ
¼
XN1
i¼0
EIb
hiþ1  hi
Ds
 2
 Ty sinðhiÞ þ Tx½1 cosðhiÞ
" #
ð6Þ
subject to
ylimit 6 yi 6 ylimit where yi 2 Y8i ¼ 0; . . . ;N and yiþ1  yiDs
¼ sin hi
A naïve exhaustive search can be used to ﬁnd the minimum
amongst these conﬁgurations but the size of the set to be scanned
increases in size exponentially for there are a total of LN conﬁgura-
tions to be checked.
3.1. Markov structure
After this range discretization the function f has a special discrete
Markov structure that can be exploited by means of the well known
Viterbi algorithm to ﬁnd the minimum. The application of the algo-
rithm to the beam problem has been detailed elsewhere (Naraya-
nan and Srinivasa, 2009). Hence we will provide only a brief idea
of how the Viterbi algorithm works.
In order to study this system, we will draw an analogy of a ﬁnite
state machine to our problem. Let SIJm be the state where the y dis-
placements of the (m  1)th and mth nodes are given by
½ym1 ¼ YI; ym ¼ YJ where YI;YJ 2 Y. With this deﬁnition, a partic-
ular sequence of states of the ﬁnite state machine would corre-
spond to a deformed conﬁguration of the beam. In general, let SIJ
denote the state where two consecutive y displacements are
ðYI;YJÞ. Now, Eq. (3) can be rewritten in the following form:
Find h^ such that
h^ ¼ arg min f ¼
XN1
m¼1
gðSIJm; SJKmþ1Þ ð7Þ
¼
XN1
m¼1
EIb
2
f ðSJKmþ1Þ  f ðSIJmÞ
h i2
 Tyg1ðSIJmÞ þ Txg2ðSIJmÞ
 
ð8Þ
This Markov structure (dependence of g on Sm,Sm+1 only) is
exploited in the Viterbi algorithm. It can also be seen that, in (8),the constraints are completely eliminated due to the choice of the
range discretization. It can be shown that the complexity of the
problem of ﬁnding the minimum energy conﬁguration is now re-
duced to the order of NL4 (for the example considered earlier, this
is 100  214). The details of the Viterbi algorithm applied to this
problem are given in Appendix A.4. Convergence of the results to the continuous case
The method presented here, is based on a global search for the
actual minimum of the energy, hence issues of whether or not it
has converged to a global minimum do not arise. In other words,
the Viterbi algorithm, by construction, is guaranteed to ﬁnd, a glo-
bal minimum of the discretized problem (6).
The following key will help in identifying the references of the
different problem statements compared in this section.
 Problem (1) is the original statement of the problem with no
discretization.
 Problem (3) is the statement of the problem with discretized
domain.
 Problem (6) is the statement of the problem with discretized
domain and range.
It needs to be emphasized that problem (6) was obtained from
(1) by carrying out two kinds of discretization: discretization of
range and discretization of domain. In principle, since the Viterbi
algorithm is guaranteed to ﬁnd the global minimum for (6), the
only question of convergence that remains is whether will (6) con-
verges to (3) and whether (3) converges to (1). Both of these con-
vergences can be established very simply. Since (6) was obtained
from (3) by range discretization it is a simple matter to verify by
inspection that as the number of elements in the set Y increases,
(6) approaches (3) and in the limit, if Y takes on any value between
ylimit to +ylimit then (6) will be identical to (3). Hence convergence
of (6) to (3) is established. In a similar manner we note that as
Ds? 0 and N?1 the term hiþ1hiDs tends to dhds, by deﬁnition of deriv-
atives and hence (3) converges to (1). This two step convergence
process guarantees that the solution of the Viterbi algorithm con-
verges to the solution of (1) as the range and domain are reﬁned.
It is to be noted that this reﬁnement process has to occur in a par-
ticular sequence in order for this convergence to occur. The range
has to be reﬁned before the domain is reﬁned. Otherwise, most
of the conﬁgurations (increasingly larger number of conﬁgura-
tions) will be rejected because the constraints will not be met. This
phenomenon is the counterpart of locking in conventional ﬁnite
element methods with constraints. A detailed convergence study
has been carried out by Narayanan and Srinivasa (2009) and there-
fore will not be pursued in detail here.
One of the drawbacks of the Viterbi algorithm for this applica-
tion is the fact that range has to be discretized. On the other hand
the algorithm is entirely complementary to gradient search meth-
ods, in the sense that gradient search methods are local search
methods, and their efﬁcacy is very dependent on initial guesses.
Furthermore, gradient search algorithms are extremely accurate
and fast when one is reasonably close to a minimum. On the other
hand, the Viterbi algorithm is completely independent of starting
point, and there is no concept of being close to the minimum. This
complementary feature can be very conveniently exploited by
using the Viterbi algorithm as a starting point to get ‘‘close’’ to a
global minimum and then switching to one of the conventional
gradient search methods. We shall illustrate this by comparing
the active-set method (implemented by using MATLAB’s fmin-
con), Viterbi algorithm alone and a combination of the two and
it can be seen that the combination reﬁnes the minimum.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 3. The buckled conﬁgurations predicted by the three methods: Viterbi algorithm ((a), (d), (g)), Simulated Annealing ((b), (e), (h)) and the active-set method ((c), (f), (i)) for
the case where ylimit ¼ 0:01;N ¼ 30; Ty ¼ 0, and Tx ¼ 100 (ﬁrst row), -200 (second row), 400 (third row). The results for simulated annealing and active-set methods here
are based on the initial guess as the straight, undeformed conﬁguration of the beam. Note that the latter two methods do not provide a shape with lower energy but the
Viterbi algorithm does.
Table 1
Table of non-dimensionalized energy values ðFL=EIbÞ for different values of the non-
dimensional compressive load TxL2/EIb: initial conﬁguration being a straight beam
(Fig. 3).
Tx ¼ TxL2=EIb Viterbi
algorithm
Simulated
annealing
Active-set
method
100 0.0652 0 0
200 0.2302 0 0
400 0.8811 0 0
Table 2
Table of non-dimensionalized energy values for different values of the non-
dimensional compressive load: Random initial conﬁguration (Fig. 4).
Tx Viterbi algorithm Simulated annealing Active-set method
100 0.0652 0.7564 0.0720
200 0.2302 0.7266 0.2458
400 0.8811 0.4130 0.6579
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Since the problem is stated as a minimization problem, other
numerical techniques for minimization problems can also be
applied. The active-set method and simulated annealing are two
such well known and commonly used methods. However boththese techniques have issues of convergence and ﬁnding the global
minimum when the starting points and parameters are not judi-
ciously chosen. But, as noted earlier, a combination of the advanta-
ges of Viterbi algorithm and conventional techniques can be
achieved by using the solution obtained from Viterbi algorithm
as the initial guess for the active-set method.
Table 3
Table of non-dimensionalized energy values: Comparison of random conﬁguration
and Viterbi algorithm solution as initial guess to active set method. The initial
conﬁguration for the active set method are given in parentheses. (Fig. 5).
Tx Viterbi
algorithm
Active set (random
conﬁg.)
Active set (Viterbi
solution)
100 0.0652 0.0720 0.0720
200 0.2302 0.2458 0.2526
300 0.8811 0.6579 0.9656
Fig
the
are
pre
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algorithm which is used for constrained optimization problems.
In essence the algorithm proceeds by determining the active set
at the current iterate (the set of all inequality constraints which
become equality constraints at the iterate) and solving a qua-
dratic approximation of the objective function (with constraints
enforced through Lagrange multipliers). Successive iterations of
solving the quadratic programming problems converges to(a) (b)
(e) (e)
(g) (h)
. 4. The buckled conﬁgurations predicted by the three methods: Viterbi algorithm ((a), (d)
case where ylimit ¼ 0:01;N ¼ 30; Ty ¼ 0,and Tx ¼ 100 (ﬁrst row), 200 (second row), 4
based on the initial guess as a conﬁguration with the nodes being assigned random y disp
dicts conﬁgurations with energy less than the Viterbi solutions (compare for e.g. (a), (c)solving the constrained optimization problem (for details see
Chapter 16 of Nocedal and Wright (2006), Gould et al.
(2005)). The implementation of active-set in the fmincon func-
tion, which is a part of the Optimization Toolbox with MATLAB,
is used in this work. More details about the algorithm and its
implementation can be found in the documentation provided
with MATLAB.
The problem as stated in (3) is solved using active-set method.
The constraints are supplied as lower and upper bounds. The
results of this method are discussed in Section 6. It is to be
noted that, this algorithm requires an initial guess and can only
ﬁnd a local minimum. This algorithm, therefore, does not guar-
antee to ﬁnd the global minimum for the problem (3).
Simulated annealing Simulated annealing (Laarhoven and
Aarts, 1987) is one such heuristic method which is capable of
obtaining the global minimum by using randomization tech-
niques. The simulated annealing algorithm is popularly used(c)
(f)
(i)
, (g)), Simulated annealing ((b), (e), (h)) and the active-set method ((c), (f), (i)) for
00 (third row). The results for simulated annealing and active-set methods here
lacements from Y. Notice that the active-set method with a random initial guess
and (d), (f)) but not always (compare (g), (i)).
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 5. The buckled conﬁgurations predicted by the: Viterbi algorithm ((a), (d), (g)), active-set method with Viterbi initial guess ((b), (e), (h)) and active-set method with
random initial guess ((c), (f), (i)) for the case where ylimit ¼ 0:01;N ¼ 30; Ty ¼ 0, and Tx ¼ 100 (ﬁrst row), 200 (second row), 400 (third row). Notice here that the active set
method provides a lower energy solution when the initial guess is the Viterbi solution as compared to the random initial guess. By comparing the ﬁrst and third columns, it is
evident that even though the energy values may be close, the conﬁgurations are widely different and in every case the solution provided by the Viterbi algorithm is closer to
the minimum than that obtained by the active-set method alone.
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salesman problem and wiring and component placement of
microchips (Kirkpatrick et al., 1983). The basic idea of simulated
annealing starts from choosing a candidate solution, and ran-
domly perturbing it slightly to check if the cost function (energy
function in the current problem) decreases or increases. If the
cost function decreases, the perturbed solution is made the best
available solution, and this solution is again subjected to a ran-
dom perturbation and the process continues thereupon.
In thecasewhere thecost functiondoesnotdecrease, the solution
is still allowed with a probability and this probability is given by,
P ¼ e
DEij
T
 
; ð9Þ
where
DEij ¼ Ej  Ei ð10Þwhich is the difference in energy between candidate solution i and
the perturbed solution j, and T is the ‘‘temperature’’ of the process.
This feature avoids getting trapped in the well of a local minimum
and is thus capable of obtaining the global minimum.
The simulated annealing algorithm for the problem is imple-
mented using simulannealbnd in MATLAB’s Global Optimization
toolbox. The details of the speciﬁc parameters can be found in the
documentation provided with MATLAB. The simulated annealing
algorithm was also implemented from scratch to compare with
the results obtained fromMATLAB and it was found that the results
were not better than those from using simulannealbnd. The re-
sults of this algorithm applied to (6) is given in Section 6.
6. Results and discussion
This section presents various results for the trials with using the
Viterbi algorithm, active-set method and the simulated annealing
Fig. A.1. The Trellis diagram corresponding to the example discussed in Appendix A
with N = 4 and L = 3. Only a subset of the paths is shown for m = 4. A schematic for
the computation of CðS324 Þ is shown.
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sionalized, Tx ¼ TxL
2
EIb
) is negative since that leads to a non-convex f
in (1). For this buckling problem, the beam was discretized to be
made of N = 30 links and the discretization for the y displacement
was set at L = 101. Under these conditions, three different buckling
loads were considered: Tx ¼ 100;200;400. The non-dimen-
sionalized force in the Y direction was set as Ty ¼ 0. Fig. 3 shows
the predicted responses for the three methods with end forces
Tx ¼ 100;200;400. The Tables 1–3 show the values of the
non-dimensionalized energy versus the non-dimensionalized com-
pressive loads corresponding to each of the Figs. 3–5.
In comparison with the results for the Viterbi algorithm it can
be seen that both simulated annealing and the active-set method
have picked the initial guess as the ﬁnal solution. Indeed, the
straight beam conﬁguration is a local minimum for the beam buck-
ling problem which explains why this solution is picked. Based on
the arguments in Section 4, the results for the Viterbi algorithm are
the global optimal solutions in the discretized space (domain and
range). Since active-set method and simulated annealing are both
heavily dependent on the initial guess, further simulations were
carried out to test the efﬁcacy of these methods with random ini-
tial conﬁgurations. Conﬁgurations with the nodes of the beam tak-
ing random y displacement values from Y were supplied as the
initial guesses to the two algorithms. Once again, the dependence
of the performance of these algorithms on the initial guesses can
be observed in Fig. 4.
In Fig. 5, the dependence on initial guess, in particular for the
active-set method is exempliﬁed in two ways. Fig. 5(a), (d), (g))
are the results of the Viterbi algorithm. When compared with these
results, Fig. 5(b), (e), (h), which are the results from active-set
method with the initial guess as the Viterbi solution, one can see
that the shapes do not change signiﬁcantly, but a lower energy
conﬁguration is found. On the other hand, by comparing the above
mentioned results to the prediction of active-set method when a
random conﬁguration is given as input (Fig. 5(c), (f), (i)) it can be
observed that the energies are not consistently lower. Further,
these predictions do not have energy lower than those where the
initial guess is from the Viterbi algorithm. This shows that though
Viterbi algorithm by itself may not directly give the minimum en-
ergy conﬁguration for a given domain discretization, the combina-
tion with the active-set method (or any such gradient search
algorithm capable of ﬁnding local minima) gives a reﬁned mini-
mum energy conﬁguration for the discretized domain.
6.1. Finding local minima
Although the focus of this paper has been on ﬁnding the global
minimum of the energy function, the ideas presented in this paper
can be extended to ﬁnding conﬁgurations corresponding to local
minima of the energy function, since a stable equilibrium of the
beam could be any local minimum of the energy function. This
can be done, in principle, by minimizing the magnitude of the gra-
dient of the energy function in (8) for the case of an unconstrained
beam and by introducing an augmented energy function for a con-
strained beam. Note that the magnitude of the gradient (for the
unconstrained case) can be written as
XN1
m¼1
@f
@Sm
 2 ¼XN1
m¼1
khðSm1; Sm; Smþ1Þk2: ð11Þ
This has the same Markov structure as in (8) with a larger state
space. It is possible to use the list Viterbi algorithm (Seshadri and
Sundberg, 1994) to produce a rank ordered list of paths with
increasing magnitude of the gradient within the discretized state
space. These conﬁgurations can be used as good starting conﬁgura-
tions along with a gradient descent algorithm to ﬁnd local minima.A detailed analysis of the effectiveness of this approach is left for fu-
ture study.
Appendix A. The Viterbi algorithm
The details of implementing the Viterbi algorithm (Forney,
1973) for the problem as stated in (8) are explained in this section.
The following example shows the nature of the states and the tran-
sitions that arise in the problem. Consider the cantilever beam to
be made of N = 4 links with the nodes allowed to occupy L = 3 posi-
tions. The trellis diagram which represents the corresponding
states, SIJ is shown in Fig. A.1. In Eq. (8) the function g SIJ1 ; S
JK
2
	 

is
the energy corresponding to the two states SIJ1 ; S
JK
2
	 

and in
Fig. A.1, this is shown by gðSIJ1 ; SJK2 Þ on the arrow connecting SIJ at
node 1 and SJK at node 2. A path through the trellis is a sequence
of states which also corresponds to a sequence of y displacements.
Notice that corresponding to every conﬁguration of the beam,
there is a path through the trellis and the problem to be solved
is equivalent to ﬁnding the path through the trellis that has the
least energy.
Let survivor SJKm
	 

be the path with the least metric that ends in
the state SJKm . Let C S
JK
m
	 

be the partial metric (energy) of this path
up to nodem. The central idea of the Viterbi algorithm is to ﬁnd the
survivor SJKm
	 

for every J and K given the set of paths, survivor SIJm1
	 

.
Once the set of survivors is computed at node N, the required min-
imum energy conﬁguration is given by the survivor with the least
metric at node N. The following steps detail the implementation of
the Viterbi algorithm for this problem.
Step 0 Initialization: Let bI be the index such that YbI ¼ 0. For
example, in Fig. A.1 bI ¼ 2. Initialize C’s according toC SIJ1
	 

¼ 0; if ðI; JÞ ¼ ðbI;bIÞ ¼ þ1; otherwise: ðA:1Þ
For m = 2, . . . ,N and every J & K, perform Step 1 and Step 2.
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ends at state SJKm :5 If theI ¼ arg minI C SIJm1	 
þ g SIJm1; SJKm	 
h i ðA:2Þ
Step 2 Update C SJKm
	 

and survivor SJKm
	 

:C SJKm
	 

¼ C SeI Jm1 þ g SeI Jm1; SJKm  ðA:3Þ
survivor SJKm
	 

¼ survivor SeI Jm1 ; SJKm  ðA:4ÞStep 3 Find a path with the least metric: Let C SJKN
	 

be the least
among all C SJKN
	 

for all J, K. The conﬁguration of the beam
with the least metric is given by survivor SJKN
	 

. If there are
multiple minima, one of the paths is chosen arbitrarily.
This procedure is guaranteed to ﬁnd one of the globally best
paths when there are multiple global minima.
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