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Résumé 
Cette thèse présente l'étude de la modélisation des interactions qui surviennent 
lorsque plusieurs robots mobiles, équipés de senseurs visuels. partagent un mëme 
environnement. 
Dans un premier temps, la modélisation des capacités motrices et sensorielles d'un 
robot mobile est envisagée. Le concept de Carte Dynamique est ainsi introduit pour 
représenter de faqon géométrique la mobilité du robot dans son environnement. Ce 
concept est basé sur la théorie des régions atteignables d'un système dynamique. 
Les méthodes de construction des Cartes Dynamiques de plusieurs types de robot 
mobile sont décrites. ainsi qu'un algorithme d'apprentissage de la Carte d'un robot 
par lui-même. La relation intime existant entre la caméra du robot et ses capacités 
de déplacement est également explorée au travers du concept de Carte Dynamique. 
Dans un deuxième temps. le concept de Carte Dynamique est utilise pour générer 
une représentation des interactions entre les robots mobiles. Ainsi. i partir des con- 
ditions environnementales et  des positions relatives des robots récupérées par les 
senseurs du robot considéré, la Carte Dynamique du robot auto-apprise par un robot 
particulier et les Cartes Dynamiques estimées des autres robots sont combinées. Cette 
combinaison permet de faire apparaître la distribution de l'espace at  teignable du 
robot en fonction non seulement de ses capacités mais également de celles des autres 
robots dans le cadre d'une tâche à accomplir en coopération ou en compétition. Cette 
représentation est utilisée par la suite pour permettre la planification de trajectoires 
pour le robot considéré. L'exemple de la planification d'une trajectoire d'évasion par 
un robot poursuivi est présente. 
Plusieurs méthodes d'apprentissage des Cartes Dynamiques sont Cgalement eii- 
visagkrs. Par ailleurs, les résultats obtenus par un système d'apprentissage d'tine 
stratégie de poursuite par renforcement permettent de prouver l'utilité de la Carte 
Dynamique comme un outil d'analyse des interactions entre robots. 
L'n banc d'essai expérimental basé sur des robots radioguidés a été développé 
afin de mettre en pratique les concepts décrits dans le cadre de cette thèse. Cne 
implantation du système planification basé sur les Cartes Dynamiques ainsi que les 
resul t ats expérimentaux associés sont par ailleurs présentés. 
viii 
Abstract 
This thesis presents a study of the interactions created by several vision-giiitletl 
riiobilr robots that must operate within the same workspacc?. and tlierdoro rniist 
c:oortliuatc! t heir actions. 
K i t  have proposed the concept of Dynamic Map, which allows to reprcsriit thtl 
iiit riusicb dynarnics capübili ties of a vehicle. and thereforr to wiitrol i ts tlispla(:t~iiierits 
n h i  the grornetry of this map is knowu. This coucept is basecl on t h  t h w y  of 
reachablr rrgions of a dynamic systern. Our work ou the concept o f  Dyianiic .\I;rp 
tias roticentrated on (1) the construction and representatiori of the rriap. ( 2 )  rhc. 
L~aruing by a robot of its own map, and (3) describing the sensori-tnotor rdation 
t)ctwwu the robot's camera and displacement using the Dynamic Map. 
The exploitation of the Dynarnic Map to mode1 interactions between robots ir i  the 
euvirounient has been explored. The estimated Maps of the other robots are combined 
on the learned Map of the robot considered in order to define a new distribution of the 
reactiable space of the robot according to a task to accomplish. This representation 
is theu used to plan optimal trajectories in function of the robot kiuetic capabilitics 
as w d l  as the other robots' and the environmentai conditions. This representation is 
shown to be effective in pursuit 1 evasion purposes. 
A cornplernentary approach to the pursuit strategies leüsning for a mobile robot 
by reiuforcement has proven the feasibility of the Dpamic  hlap as a tool to analyze 
interactions between robots. 
An experimental setup based on radio-controlled robots has been developed to 
valid the concept presented in this thesis. The planning procedure based on the 
Dynarnic Map concept has been implemented on the testbed and various experimental 
resiilts are presented. 
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Chapitre 1 
Introduction 
Initialement, la recherche en robotique rno bile s'est intéressée au problème de 
navigation autonome d'un seul robot dans un environnement statique structuré. Par 
la suite. des environnements dynamiques ont été considérés pour en arriver finalement 
à des études intégrant à la fois plusieurs robots évoluant dans des environnements 
dynamiques partiellement connus ou totalement inconnus. 
Cependant, malgré les efforts investis dans l'étude des systèmes à multiples robots, 
le développement d'outils d'analyse et de représentation des interactions existant dans 
ces systèmes reste encore un problème en quête de solution. Sous voulons introduire 
dans cette these UR concept de modélisation des capacités motrices d'un robot afin 
de représenter et d'analyser les interactions entre robots. Cette modélisation des 
interactions permet par la suite de générer des trajectoires à court terme. prenant en 
compte la situation courante des divers éléments de l'environnement et les capacités 
motrices du robot considéré. Un des aspects intéressants de cette modélisation réside 
dans son aptitude à relier la physique du robot (et donc ses capacités motrices) à son 
système sensoriel. 
Nous d o n s  donc tout d'abord présenter la problématique considérée. puis donner 
un aperçu de la solution proposée pour finalement présenter le cheminement de la 
thèse. 
1.1 Problème considéré 
Le contexte de ce travail se situe au niveau de l'étude des interactions qui se 
produisent lorsque plusieurs robots dotés d'un systeme visuel sont mis en présence 
dans un même environnement. Les robots agissent en cooperation ou en compétition 
afin de resoudre une tâche commune. Les tâches considérées dans cette thèse seront 
typiquement comp8titives. Un exemple de tache de planification est la recherche 
d'une trajectoire d'évasion pour un robot poursuivi dans un environnement contenant 
des obstacles. Dans le cadre de ce travail. l'existence de communication explicite 
(autre que visuelle) entre les différents robots ne sera pas considérée. Nous faisons 
l'hypothèse que le systeme visuel des robots permet d'appréhender l'environnement. 
Le lien de communication sera assuré par le système d'acquisition d'images de chaque 
robot. En effet, les informations pertinentes sur I'environnernent et les autres robots 
seront supposées disponibles lors des phases de planification de trajectoires. 
Le concept de Carte Dynamique que nous allons proposer pour représenter et gérer 
les interactions dynamiques entre robots doit s'intégrer a un système plus général 
de plamfication. La Carte Dynamique permettra en effet une planification à court 
terme et réactive (c'est à dire sensible au changement de l'environnement et des 
actions des autres robots). La figure 1.1 présente une vue d'ensemble d'un exemple 
de système intégrant notre approche. Au niveau supérieur se situe généralement un 
planificateur global géométrique qui prendra en compte un point initial: un but final 
et éventuellement des contraintes supplémentaires. comme la longueur du chemin. ou 
la présence d'obstacles statiques dans l'environnement. .lu second niveau. ce chemin 
global est découpé en UR ensemble de tronçons sur lesquels le chemin est transformé 
pour prendre en compte les différentes contraintes non-holonomesl du robot. Notre 
travail concerne le niveau de base de cette pyramide: le robot obtient. à partir de 
ses senseurs, un ensemble d'informations sur la situation courante. Grâce à une 
'Le terme sera introduit plus en detail dans le chapitre suivant. Considérons ici qu'il s'agit de 
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Figure 1.1 : Système pyramidal pour la génération de chemin et trajectoire englobant 
le concept de Carte Dynamique 
interprktation de ces données. exprimée sous la forme de Carte Dynamique. il pourra 
alors planifier une trajectoire locale en accord avec la tâche qu'il faut accomplir. 
Prenons l'exemple d'un robot devant se rendre d'une position initiale à une posi- 
tion finale tout en évitant les obstacles et les éventuels robots qui tentent de l'inter- 
cepter (ou simplement gênent son mouvement) en cours de chemin. Les deux pre- 
miers niveaux de la p.mamide générent un chemin que le robot peut alors suivre. 
Lorsqu'un autre robot apparaît dans le champ de vision et que suffisamment d'infor- 
mation est collectée. il est nécessaire de planifier une trajectoire permettant d'éviter 
cette interférence et les obstacles détectés dans l'environnement. La Carte Dynamique 
permet l'intégration de l'ensemble de ces informations sur une même représentation 
géométrique. Une trajectoire en accord avec cette nouvelle représentation est alors 
planifiée. Cne fois que la source de la perturbation est évitée, le robot peut faire a p  
pel a u  planificateurs de plus haut niveau pour regénérer un chemin afin d'atteindre 
l'objectif final. après avoir repéré sa position dans l'environnement. 
Xous d o n s  maintenant présenter la solution que nous proposons pour représenter 
les interactions entre robots. 
1.2 Solution proposée 
Nous allons introduire dans cette thèse le concept original de Carte Dynamique, 
permettant de représenter les capacités motrices d'un robot mobile en se basant sur le 
concept de régions atteignables2. Il s'agit d'une représentation permettant. à partir 
de M a t  courant du robot considéré, de représenter chaque position de son espace 
de travail en termes d'accessibilite et d'efficacité d'accès, en fonction de ses capacités 
motrices. Ces informations sont combinées par la suite pour l'ensemble des robots 
considérés afin de représenter leurs interactions dans l'accomplissement d'une tache. 
Comme nous le verrons dans l'ensemble de la thése, les principaux avantages de 
la Carte Dynamique pour la planification sont : 
de fournir un outil générique d'analyse des interactions. En effet. nous verrons 
qu'il est possible de représenter les capacités motrices d'un grand nombre de 
modèles dynamiques de robots par l'intermédiaire du seul concept de Carte D -  
uamique. La Cane Dynamique permet ainsi une indépendance structurelle ap- 
préciable. non seulement lorsque l'on veut considérer une population hétérogène 
de robots. mais également lorsque l'on désire apprendre les capacités motrices 
d'un autre robot sans pour autant connaître le modèle sous-jacent. 
de faire de la replanification dynamique de trajectoires. Puisque le but de la 
Carte est de générer des trajectoires efficaces à relativement court terme. cela 
permet de transférer la puissance de calcul en permettant à des processus lents 
de pouvoir s'exécuter compléternent dés lors que la trajectoire est obtenue. Il 
est bien connu. par exemple. que les systèmes d'analyse d'images sont générale- 
ment lents et qu'il est nécessaire de planifier une trajectoire entre deux analyses. 
SElément classique de l'Automatique et de la théorie du contrde optimal que nous introduirons 
dans le chapitre 3 
Le robot ne devant généralement pas s'arrêter entre deux analyses (nous dis- 
cuterons des différents modèles de contrôle visuel dans le chapitre 2) .  la Carte 
Dynamique permet de donner au robot un chemin à suivre dans le laps de temps 
nécessaire aux traitements des images. 
0 d'obtenir un système dont la complexité croit linéairement avec le nombre de 
robots. En effet. nous verrons dans le chapitre 4 que la planification de tra- 
jectoires est identique quelque soit le nombre de robots consideré. malgré le 
fait que chaque nouveau robot impose une combinaison supplémentaire avec la 
nouvelle Carte Dynamique. Beaucoup de méthodes ont une complexité algorith- 
mique qui augmente de façon polynomiale. voire exponentielle avec le nombre de 
robots. En d'autres termes. rajouter un robot supplémentaire dans l'espace de 
travail augmente le temps de calcul de la solution d'un facteur (au mieux) poly- 
nomial (voir. par exemple. une description des complexités <l'algorithme dans 
Ir livre de Latombe (Latombe 1991)). Par exemple. une méthode se basant sur 
l'utilisation des états de tous les robots devra considérer le produit cartésien 
des espaces de travail individuels de chaque robot. 
de générer des trajectoires correspondant à un modèle complexe de robots. Bien 
que dans le cadre de cette thèse nous n'ayons envisagé que des modèles rela- 
t iwment simples de robots mobiles. il est possible d'utiliser des modélisations 
plus complexes sans modifier la base théorique des Cartes Dynamiques. 
d'intégrer les capacités sensorielles aux capacités motrices du robot. L'imper- 
fection sensorielle est souvent peu considérée et elle est souvent difficile à insérer 
dans des méthodes dites complètes. Comme nous le verrons dans le chapitre 3 
la Carte Dynamique permet de relier plus intimement l'aspect sensoriel et le 
contrôle du robot pour l'étude du couplage visuo-moteur. 
cl'int égrer les O bsenrations de l'environnement en fonction des capaci tés motrices 
des robots. En effet. la Carte Dynamique constitue une observation du monde 
& un instant donnée en fonction des capacités motrices du robot. L'environ- 
nement est donc perçu par le robot. suivant ses propres capacités sensorielles et 
physiques. pour ensuite être intégré aisément dans la Carte Dynamique. 
dca permettre d'analyser des phénoménes de compétition (theme central de l 'ap  
plication des Cartes Dynamiques dans cette thèse) mais également de coop&ra- 
tion (la problématique et l'application des Cartes Dynamiques à la représenta- 
tion de ce problème seront présentées dans le chapitre 4) 
La Carte Dynamique offre un point de vue unificateur à la planification de tra- 
jectoires (grace. par exemple, à l'indépendance structurelle). dans le cas dr plusieurs 
robots et de diffkrentes tâches à accomplir. ainsi qu'à l'étude du couplage visiio-moteur 
pour un robot unique. 
11 est nécessaire avant de poursuivre. de mentionner les différences qui existent 
entre notre approche et les approches purement réactives utilisant par exemple un 
rhseau de neurones (plus de détails sur ces approches seront donnés dans L'ensemble 
du chapitre 2 et l'annexe B). Dans ce genre d'approche réactive. il est généralement 
facile de définir une action en fonction d'un seul événement dans l'environnement 
(cornnie nous le verrons dans le chapitre 5 ) .  Toutefois. lorsque le nombre de robots 
à considérer augmente. les lois reliant perception et actionqeviennent complexes et 
il est ghéralement inévitable de connaître a prion le nombre &événements4 avant 
de procéder à l'apprentissage du couplage visuo-moteur. De plus. dans ces systèmes 
cités comme "schizophréniques" par Connell (Conne11 1990). il est parfois difficile 
de prouver la convergence des algorithmes vers la résolution de la tache désirée. où 
meme de taire des analyses d'optimalité suivant les paramètres des modèles. La Carte 
Dynamique permet d'inclure directement des critères d'optimalité qui dépendeut d la 
fois du robot et de la tâche. Des trajectoires non-holonomes satisfaisant ces critères 
JCes lois correspondent ii la description de l'action qu'il faut appliquer en fonction des données 
acquises sur l'environnement pour résoudre la tache 
.'Les rvénernents désignent ici les données à extraire des senseurs 
d'optimalité sont ensuite calculkes à partir des informations combinées sur les Cartes. 
1.3 Survol de la thèse 
Dans le chapitre 2. nous allons explorer les différentes facettes du problPme que 
nous considérons dans cette thèse au travers des recherches accomplies dans plusieurs 
domaines. Yous commencerons par évoquer le contrôle de robots mobiles i l'aicle 
de senseurs visuels. puisque nous avons choisi d'équiper nos robots de caméras et de 
fernier la boucle de contrôle par une contre-réaction sensorielle. La planification de 
chemin et les nombreuses ramifications des algorithmes seront décrites par la suite. 
Les liens entre notre concept de Carte Dynamique et les algorithmes de planification 
seront donnés dans l'ensemble de ce chapitre. Finalement, un aperçu des systèmes 
à multiples robots sera introduit. Yotre problème sera comparé aux méthodes déjà 
proposkes dans la littérature. 
Lr chapitre 3 introduira le concept de Carte Dynamique pour la représentation 
cles capacités motrices d'un robot. NOUS évoquerons tout d'abord les méthodes de 
construction de ces Cartes pour différents types de robot. Par la suite. une représen- 
t atiou minimaliste de ces Cartes Dynamiques sera présentée. afin d'en faciliter l'auto- 
apprentissage par un robot ou l'apprentissage de la Carte Dynamique d'un autre 
robot par la vision. L'apprentissage des Cartes Dynamiques sera décrites dans le 
chapitre 5 .  Finalement. la relation étroite existant entre le senseur du robot et les 
capacités motrices du robot matérialisées par la Carte Dynamique sera explorée. 
Dans le chapitre 4. nous décrirons comment le concept de Carte Dynamique peut 
Otre exploité afin de représenter les interactions entre des robots dans le cadre d'une 
tache à accomplir. La façon d'utiliser cette représentation pour planifier les trajec- 
toires sera ensuite introduite. Afin d'étendre les capacités des Cartes Dynamiques 
à un système temps-réel dans l'avenir. une modélisation appropriée sera présentée5. 
.'Cette modélisation a pour but de pouvoir utiliser simplement des cartes de traitement d7irnages 
L'exemple d'un robot devant planifier une trajectoire dlCvasiori sera iitilisé poiir uion- 
trpr l'efficacité des Cartes Dynamiques en simulation. Les problènies tlc la poursuite 
pt  de la coopération entre robots. ainsi que uotre soliition b2tsi.e sur les C;lrtm Dy- 
namiqiies. seront brihement introciiiits & la fin de ce chapitre. 
Le chapitre 5 prksentera deux approches poiir l'apprcntissage t l ~  la C;rr t~ Dy- 
namicliie d'iin robot. La première approche est iine alternative au point (Ir vue rhc -  
tif pour l'apprentissage d'une stratégie (lc poursuite par rcnforcmcnt. Cric rcviic3 
t~ibliographique sur l'apprentissage par renforcement est clorinée daris l'anritw B. 
Birw qiie cette méthode soit quasiment à l'opposé de l'spprocii~ par los C;rrt,cs Dy- 
rianiiqiits. rious avons constaté d'importantes resseniblauces (laris 1f.s rcsiiltats. Noiis 
wrroiis ainsi <pie la Cirrtc D ynaniiqiic est iin bon niovm d'cxplicl~irr or. i k ~ r i t ~ i i c ~ l l r -  
rnmt t k  prédire les r6ssiiltats obtenus. comme par cxeniplc la forniatioii tltb ri:gioris 
attcignables clans le plan image de la caméra d'iixi robot. La clcwxii~rnt~ approctifb s~ 
hase sur le volume de représentation décrit dans le chapitre 3. L'd~jrctif  (1st ainsi 
t l~ t rarisformer des trajectoires acquises par l'interm6cliaire drs syst brries srrisorirds 
( 1 ~  syst(.tne d'observation central dans le cas cle l'auto-apprentissage tlcs Cartrs et 1 ~ .  
systilme de vision embarqué poiir l'apprcntissage des Cartes d'iin autrcl robot, ) pour 
t roiiv~r la forme adéquate du volume de représent at iori. 
Finalement. notre effort pour construire lin banc d'essai e ~ p ~ r i n i e n t a l  sera décrit 
dans Ir chapitre 6. Le but est de prouver qu'il est possible clc çr&r un systénie 
flexible à faible coiit. pour étre utilisé dans le cadre d'études sur (les c o ~ p ~ r a t i o n s  
de robots à guidage sensoriel. 'Tous montrerons comment nous avons pu baser ce 
banc d'essai sur des modéles réduits radioguidés pour construire cles robots ayant 
ilne caméra active avec un système rudimentaire cl'arialyse d'images. iirie odomktrie 
visuelle et une capacité de contrôle assurée par im réseau de stations de travail. Des 
exemples d'applications de notre banc d'essai expérimental seront présentés à. la fin 
de ce chapitre. Finalement, nous montrerons que le système de planification basé 
pour générer les déplacements du robot 
sur I rs  Cartes Dynamiques et décrit dans le chapitre 4 peut-être teste en temps-réel 
sur notre banc d'essai expérimental. La description de l'implantation du systéme 
ainsi que les conditions expérimentales seront introduites et plusieurs rsrniplrs de 
trajectoires executés par les robots dans des situations de poursuitr: lvasion seront 
par ailleurs présentés. 
Dans la conclusion, nous résumerons les divers éléments originaux introduits dans 
cet te thèse. Les extensions futures seront également discutées. 
Chapitre 2 
Revue bibliographique 
Dans ce chapitre. nous allons présenter une étude bibliographique des travaux liés 
à cette thése. Comme le sujet de ce travail englobe un grand nombre de domaines 
(allant de la vision pour les robots mobiles, jusqu'à la planification non-holonome, 
en passant par l'apprentissage par renforcement à base de réseaux de neurones et la 
collaboration de robots) la revue bibliographique est particulièrement extensive. 
Nous présenterons tout d'abord les travaux liés à la vision comme un outil néces- 
saire à la navigation de robots mobiles. Par la suite. nous présenterons une revue 
détüillee sur les méthodes de planification pour des robots mobiles. Nous Gvoquerons 
eusuite les études portant sur les régions atteignables, thème central aux Cartes Dy- 
uamiques. avant de poursuivre par une bibliographie (légère par rapport à la masse 
d'articles existants) sur la collaboration de robots mobiles. C'ne revue bibliographique 
sur l'apprentissage par renforcement sera donnée dans l'annexe B. 
2.1 La vision pour les robots mobiles 
Pour qu'un robot soit autonome daos un environnement. il ne peut se baser 
complètement sur les données odométriques de ses capteurs. En effet les erreurs 
pour ce type de senseurs sont cumulatives et, après un temps relativement court. le 
robot n'est plus capable de se repérer dans son environnement de façon fiable. Des 
senseurs externes sont donc très importants pour fournir une information supplénien- 
taire de recdage. Deux types principaux de senseurs existent : actifs (comme un laser 
qui explore l'environnement) et passifs (comme une caméra qui observe simplenient). 
Puisqiir nous avons Fait le choix d'équiper nos robots de caméra. nous allons ici nous 
interesser seulement aux travaux faits en vision par ordinateur avec des senseurs pas- 
sifs. 
2.1.1 Les premiers temps de la vision par ordinateur 
Les senseurs devaient fournir initialement une carte de profondeur de l'environne- 
ment. afin de planifier ensuite un chemin dans l'environnement reconstruit. .-\ cause 
de la cornplexit6 de la reconstruction, l'approche s'est ensuite étendue à des méthodes 
plus qualitatives et à des systèmes où vision et action sont plus intimement lies. 
Dans (Marr l982), Marr présente une des premières tentatives de formalisation 
de l'approche par reconstruction. Son étude est à trois niveaux : 
la théorie calculatoire (quoi). 
les représentations et  les algorithmes (comment). 
a l'implantation (où). 
Son approche a généré une profusion d'articles. Horn (Hom 1986) résume assez bien 
les progrès qui ont été accomplis. Toutefois malgré l'énorme quantité de travail mise 
en e u n e .  les systèmes réeis se sont heurtés rapidement à une barrière calculatoire 
difficile a franchir. 
Daus le cas d'analyse à la structure à partir du mouvement. on reléve trois étapes 
fondament ales : 
a l'étude de I'existence des solutions (Longuet-Kggins 1961) : 
la recherche de l'unicité de ces solutions (Poggio et Koch 1983) : 
r enfin la robustesse des méthodes de calculs (Tomasi et Kanade 1991). 
 CI^ exemple assez significatif des progrès dans le domaine est donnée par Tomasi 
et Kanade (Tomasi et Kanade 1991), où la reconstruction presque parfaite d'iin objet 
est présentée. Les calculs sont faits directement dans un référentiel centre sur l'objet. 
ce qui permet d'utiliser une profondeur relative moins bruitée que la profondeur abso- 
lue par rapport au référentiel de la caméra. Toutefois. les résultats impressionnants 
cachent des defauts majeurs pour une utilisation dans le cadre d'un robot mobile. 
Principalement, le nombre d'images utilisées pour obtenir cet te qualité est trop im- 
portant pour s'appliquer A un quelconque système temps réel. 
Dans (Baker et Bolles 1988, Baker et Garvey 1991). le volume temporel des images 
(x. y. t )  est analysé directement pour trouver des informations intéressantes pour le 
contrôle d'un robot. Ce genre d'approche nécessite une grande puissance de calcul 
du fait dc la grande masse d'informations à traiter. 
2.1.2 Les indices visuels 
Plutôt que de reconstruire complètement la scène ou les objets d'intérêt. on peut 
s'intéresser à des indices visuels simples à extraire des images. portant des informa- 
tions pertinentes sur l'environnement où le robot évolue. 11 s'agit d'une forme du 
principe d'effort minimum. 
Par exemple. Nelson et Aloimonos (Nelson et Aloimonos 1989) introduisent un 
opérateur donnant la divergence (taux d'expansion) suivant une direction du flux 
optique (variation temporelle des points) permettant de savoir si un objet en mouve- 
ment indépendant se rapproche du robot. Ce type d'opérateur est un moyen simple 
de décider comment éviter un obstacle. Cet opérateur permet d'obtenir ensuite un 
autre indice précieux : le temps avant collision. qui représente le temps qu'un objet 
se dtplaçant en direction du robot va mettre avant de l'atteindre. (Duric. Rosenfeld 
et Duucan 1994) présente une méthode de calcul de cet indice en reliant I'intégrale 
de la divergence sur une surface a une intégrale sur un contour fermé du flux o p  
tique. Le calcul intégral permet généralement une plus grande robiistesse par rapport 
au bruit. Dans (Cipolla et Blake 1992), Cipolla et Blake proposent une approche 
similaire pour calculer le temps avant collision et l'orientation des surfaces des objets 
ri partir des valeurs des descripteurs du premier ordre du Bus optique (divcrgi?nce. 
rotationnel et déformation. Voir les travaux de Kœnderink et  al. (Iiwriderink et van 
Doorn 1975. Koenderink 1986) pour une description mathématique fornielle de ces 
descripteurs) . Ces descripteurs ont également la propriété intéressante de fournir des 
bornes aux valeurs du temps avant collision (Subbarao 1990). 
Dans (François 199 1 ), aprés une segmentation en régions de moiivement ho- 
mogènes. les difFérentes régions sont étiquetées suivant la prédominance des valeurs 
des descripteurs du flux optique. Ceci permet d'identifier par exemple des régions de 
danger potentiel afin d'y concentrer l'analyse. 
L'article (Kundur et  Raviv 1994) expose un indice visuel similaire au temps avant 
collision: le VTC (*'C*isual Threat Cue" ou indice visuel de danger) qui indique le 
changement relatif de distance. Cet indice est inversement proportionnel au temps 
mais ne dépend pas de la profondeur. C'est un avantage par rapport au temps avant 
collision. Les lignes de même valeurs de VTC dans l'espace permettent de faire une 
partition en zones de danger et de sécurité. 
C m e  partition donnée par le C'Tc se rapproche des résultats présentés dans le 
chapitre 3 lorsque la Carte Dynamique est projetée dans le plan image des caméras 
des robots. En effet, la Carte Dynamique va permettre de gérer des zones d'attention 
dans l'image pour le robot en fonction de ces capacités motrices. 
2.1.3 Analyse d'images par rupture de contraintes 
11 est trCv important de pouvoir distinguer le mouvement d'un objet du mouve- 
ment propre du robot. Thompson et Pong (Thompson et Pong 1990) présentent des 
méthodes basées sur le flux optique et la rupture de contraintes de rigidité. Le mème 
type de contrainte est utilisée par Nelson dans (Nelson 1991). L'idée principale est 
que lorsque le mouvement de l'utilisateur est connu. la vitesse 3D projetée tan chaque 
point de l'image est contrainte de s'étendre sur une droite unidimensionnelle (dépen- 
dant seulement des paramet res de mouvement de 1'0 bservateur ) cl sus 1 'espace des 
vitesses. Le flux normal (projection du flux optique suivant le gradient de l'image) 
est utilisé car il peut être extrait de façon plus fiable. L'ambiguïté que cela introduit 
remplace la contrainte de la droite par l'appartenance des valeurs du flux à. une région 
dont les frontiéres sont connues. Le mouvement indépendant est simplement repéré 
par la rupture de cette contrainte. 
L'article (Zhang, Weiss et Hanson 1994) utilise un test sur la consistance? d'un 
systerne d'équations. Ce système relie les coordonnées des points dans l'image suivant 
une contrainte coplanaire. L'inconsistance indique la présence de points au dessus du 
plan et donc d'obstacles potentiels. 
Il est possible d'utiliser le foyer d'expansion (point particulier d'où émanent les 
vecteurs de mouvement dans le cas d'une translation pure) pour extraire des informa- 
tions de l'image. (Burger et Bhanu 1992) donne l'exemple d'un svstéme de navigation 
entièrement basé sur le foyer d'expansion. Plusieurs algorithmes découplant l'effet de 
la translation et de la rotation sur le flux optique sont donnés. Ils peuvent ensuite 
interpréter et qualifier les différents vecteurs de mouvements par rapport à une région 
où doit se trouver le foyer d'expansion. 
(Aloimonos et Duric 1994. Sinclair. Blake et Murray 1994. Ferm~lller 19936) sont 
d'autres méthodes de calcul du foyer à partir des vecteurs de fius normaux, qui 
examinent également l'aspect de robustesse du calcul. Elles se basent sur la contrainte 
suivante : le foyer d'expansion se trouve toujours dans le demi espace opposé à la 
direction du vecteur de mouvement. 
Dans le chapitre 6, nous allons présenter un algorithme de détection de mouvement 
basé sur cette approche de rupture de contraintes. 
2.1.4 Vers des architectures visuelles intégrées 
Cependant, la recherche d'indices dans l'image ne permet pas de réaliser des robots 
capables d'appréhender totalement le monde exterieur 11 est alors necessaire d'en- 
visager la construction d'architectures de systémes robotiques permettant d'intégrer 
ces informations. 
L'approche d'Aloimonos (.-\loirnonos 1990) est complètement 3. l'opposi. d u  principe 
d'effort minimum. La vision étant trop complexe pour être considérée de façon 
générale. il faut identifier les taches à exécuter par le robot et résoudre les problèmes 
de vision dans le cadre particulier de cette application. L'architecture d'un robot mo- 
bile simple. capable de réaliser des taches complexes est présentée. Dans (Rivlin et 
Rosenfeld 1994). les auteurs ont décomposé l'attitude d'un robot en évitement d'obs- 
tacles. interception des objets et référence par rapport aux couloirs. Les différents 
comportements sont connectds avec un ordre de priori t t .  
Selon cette même méthodologie. (Ferm~ller 19930) propose l'approche -synthé- 
tique" de conception de système robotique. Les points essentiels de la méthode sont la 
conception d'une hiérarchie de capacités visuelles et l'utilisation de méthodes quali- 
tatives pour avoir plus de robustesse. Les capacités visuelles de base sont ici la 
recherche du mouvement propre (paramètres du mouvement de l'observateur) grace 
aux calculs du foyer d'expansion et i'estimation du mouvement des objets. 
Brooks (Brooks 19916. Brooks 1 9 9 1 ~ )  introduit l'architecture "subsumption". Elle 
est composée de comportements indépendants parallèles qui communiquent directe- 
ment par perception et action avec le monde plutôt qu'entre e u .  Le monde est ici 
considéré comme le dépositaire de l'information et les représentations intermédiaires 
n'ont plus alors de raisons d'exister (Horswill et Brooks 1988). 
Connell (Connell 1990) donne un exemple de ce type de décornpositiou verti- 
cale du système de contrôle où la tache de perception est distribuée à l'ensemble 
des comportements. L'esprit du robot est donné comme une collection d'impulsions 
schizophréniques qui se battent pour le controle du corps. 
Deux autres types de t h h i e  sont également apparu : La vision active et la vision 
animée. Ces théories tentent de franchir le pas existant entre perception et action. 
Bajcsy et al. (Bajcsy 1988. Bajcsy et Campos 1992) définissent les concepts de la 
perception active pour résoudre les problernes "mal-posés!' de la vision. Ballard et 
Brown dans (Ballard 1991, Bandopadhay et Ballard 1991. Grosso et Ballard 1993) 
présentent les 3 aspects fondamentaux de la vision animée : l'importance du con- 
trôle de la fixation de l'attention ; le traitement séquentiel pour réduire la complexité 
calculatoire : l'apprentissage. L'utilisation d'un repère centré sur l'objet pour la re- 
connaissance plutôt que sur celui de la caméra est également une des idées clefs de ce 
concept. 
Proposer une nouvelle architecture visuelle est iine tâche bien au-delà du cadre 
cette thèse. Toutefois. le chapitre 3 expose la relation intime qui existe entre la Carte 
Dynamique et les senseurs du robot. 
2.1.5 Le contrôlevisuel 
On peut approcher le problème du controle d'un robot différemment. Plutôt que 
d'extraire des images des informations et ensuite prendre des décisions sur le chemin i 
suivre et finaiement envoyer une commande aux moteurs: on peut relier la perception 
et l'action de façon plus intime. En robotique classique. le controle est un concept 
bien rnaitrisé. Sanderson et Weiss (Sanderson et Weiss 1983) présentent les différents 
aspects du controle à partir de la vision. 
Il y a deus types de controle possibles : 
basé sur l'image (extraction de caractéristiques saillantes de l'image). Ce type de 
controle est ii contre-réaction non Linéaire (à cause de la complexité du couplage 
entre les caractéristiques et les positions) . 
basé sur la position qui est à contre-réaction linéaire (c.a.d. que la différence 
entre les valeurs de positions désirées et obtenues est linéaire). mais instable à 
cause de la cintmatique du robot A recalculer. 
Il existe également deux types de structure de contrôleur : 
"regarder-puis-bouger" où il y a une boucle fermée sur le contrôle des joints. avec 
un point de vue statique (perception et action non-co~ncidents) et dynamique 
(perception et action en paralléle A des temps d'khantillonnagc différents). 
0 "suivi visuel" : boucle fermée directement sur les caractéristiques sensorielles. 
Lorsqu'on s'intéresse à des systèmes avec de multiples robots, il n'est pas possible 
de travailler dans le cadre du paradigme "regarder-puis-bougert'. Cn robot ne peut 
en effet rester statique et analyser son environnement alors que les autres robots sont 
toujours actifs. Yous avons donc choisi de considérer que nos robots sont toujours 
en mouvement quel que soit le temps nécessaire au traitement des iniages. Conime 
iioiis allons le montrer dans les deux chapitres suivants. la Carte Dynamique est bien 
adaptée ii ce genre de paradigme. 
Ln exemple de système qui ne peut pas se baser sur une reconstruction %ors- 
ligne" de l'environnement est donnée dans (Anderson 1989). En effet. le système de 
contrôle d'un joueur de ping-pong ne peut séparer les phases de planification. suivi 
de trajectoire et perception. Malgré le fait que l'environnement soit très contrôlé. des 
problèmes de perception subsistent. Ce système est basé sur un grand nombre de 
connaissances a priori. 
Pour faire le contrôle d'une voiture sur une route, une caméra regardant dans le 
sens de la marche est utilisée dans (Raviv et Hermann 1991). Les points singuliers 
(point de valeur de Bux optique nulle) sont reliés alors directement aux paramètres 
de moiivement da  robot par le biais d'équations différentielles. Cn contrôleur sur les 
parami.tres utilisant la position de ces points peut alors être construit pour suivre 
la route 3. une certaine distance. Les méthodes de type "suivi de route"(Crisman et 
Thorpe 1993) ont connu un grand succès grâce au travaux de Dickmanns ( D i c h u  
et Graefe 1988 6. Dickmanns et Graefe 19880) - basés sur une approche dynamique. 
oY le but est de traiter le plus rapidement possible le minimum d'infomiation utile 
- et ceux de Pomerleau (Jochem et Pomerleau 1996) par l'intermédiaire de &eau 
de riciirones. 
Les deux articles (Coombs et Roberts 1993. Santos-Victor. Sandini. Ciirotto et 
Garibaldi 1993) parlent d'un même type de contrôle pour la navigation d'un robot 
mobile dans un environnement contraint. Les techniques sont inspirées par les système 
de guidage des abeilles qui ont tendance B équilibrer les flux optiques sur les zones 
périphériques opposées des yeux. Le contrôle est alors simplement formule comme la 
différence des valeurs moyennes ou maximales du flux optique dans les deux zones 
pkriphériques opposées. 
Crie autre exemple d'approche. dans le cadre un peu différent de la coordination 
main-œil est donnée dans (Hervé 1993). avec une méthode de contrôle direct $ partir 
d'images non calibrées et un apprentissage géométrique des configurations singulières. 
2.2 Planification de chemin pour les robots mo- 
biles 
Sous allons donner dans cette section une vue d'ensemble des méthodes de plan- 
ificat ion usuelles. 
2.2.1 Planification de base 
La planification de chemù? a pour but de trouver un ensemble de points par lesquels 
le robot doit passer pour aller d'une configuration initiale y, à une configuration finale 
(11 sans que le robot ne rentre en contact avec un obstacle. Lorsqu'une relation entre 
le robot et sa position dans le temps est envisagé on parle alors de planification de tra- 
jectoire plutôt que de chemin. Latombe (Latombe 1991) et Huang et .A.huja (Hwang 
et Ahuja 1992) présentent des revues des travaux dans ce domaine. 
11 est 
nomcs et 
nécessaire de définir tout d'abord la clifference entre des contraintes holo- 
non- holonornes. 
Les contraintes holonomes peuvent ètre caractérisées par un ensemble d'éqiia- 
tions prenant en compte seulement l'état du système. Cela signifie que les con- 
traintes holonomes réduisent la dimension de l'espace de configuration permettant 
alors l'utilisation de méthodes usuelles (géométriques) de planification de chemin. 
Les contraintes de connexion entre les articulations d'un robot sont iin exemple de 
contraintes holonomes (Craig 1989). 
Cne contrainte non-holonome est caractérisée par une équation uon intégrable. 
fonction non seulement de l'état du système mais aussi des dérivées par rapport au 
temps des variables d'états. Parce que ces équations ne peuvent être intégrées. les 
contraintes non-holonomes ne réduisent pas la dimension de l'espace de configuration. 
Cependant, elles permettent d'imposer des restrictions sur la direction du mouvement. 
Donc poiir un robot non-holonome. tous les chemins sans collision ne sont pas des 
chemins admissibles. 
Par exemple. un robot de type voiture est non-holonome. Physiquement. la non- 
holonornie est due au fait qu'on suppose que les roues ne doivent pas glisser sur le sol. 
Cela impose une relation entre l'orientation et la vitesse admissible. Cette relation 
s'exprime par l'équation non intégrable suivante1 : 
oii r. y. 0 représentent la position et l'orientation du robot (voir figure 3.3) dans 
l'espace de configuration. 
L'ensemble des configurations où le robot n'a aucune intersection avec les obstacles 
forme l'espace GIhe. Il existe plusieurs méthodes pour trouver cet espace à partir 
des ciifferentes représentations du robot et de l'environnement. Toutefois l'idée est 
'2 désigne la derivée par rapport au temps de la variable z (& /d t )  
globalement la même : on "grossit" les obstacles de façon à avoir une représentation 
équivalente de l'espace dans laquelle le robot n'est plus référencé que par un point (voir 
figure 2.1). Il y a principalement 3 approches possibles aux problèmes de planification 
Point de référence 
Robot (en translation seulement) 
Figure 2.1 : Transformation des obstacles pour trouver l'espace libre pour un 
robot se déplaçant en translation seulement 
de chemin : 
1. approche par réduction de l'espace libre (squelettisation ou "carte routière" ) : 
2. décomposition et approximation de l'espace libre (décomposition en cellules) : 
3. planification par I'intermédiaire de flux de potentiel. 
2.2.1.1 Approche par réduction de l'espace libre 
Le concept de la squelettisation est basé sur la réduction de l'espace libre C'liee 
d un réseau de courbes unidimensionnelles. Le chemin se décompose alors en trois 
sous-chemins : 
1. un chemin allant de qi au réseau ; 
Arrivée 
Figure 2.2 : Exemple de graphe de visibilité pour un environnement simple 
2. un chemin intra-réseau ; 
3. iin chemin entre le réseau et q l .  
Dans la plupart des méthodes. ces réseaux de courbes peuvent être représentés par 
un graphe. Cne fois cette réduction faite. la planification n'est plus alors que le 
problème d'intelligence artificielle bien connu de recherche dans un graphe. On relPve 
-4 méthodes pour ce concept de squelettisation : 
1. Le graphe de visibilité où les sommets du graphe sont les sommets des obstacles, 
qz et q~ (voir figure 2.2). Dew sommets sont liés si. dans l'espace des configura- 
tions. les sommets correspondants peuvent être joints par un segment n'avant 
aucune intersection avec les obstacles. La planification est faite par l'algori t hme 
A'. par exemple. pour trouver le chemin le plus court. 
2. La rétraction dont un exemple est le diagramme de Yoronoï. Cu point appar- 
tient au diagramme si la distance minimale à un obstacle se vérifie en au moins 
deux points des obstacles. Dans le cas d'obstacles polygonaux le diagramme 
de \*oronoï est constitué de segments de droite et d'arcs de paraboles. 11 suffit 
alors de chercher un chemin dans cet espace unidimensionnel. 
Figure 2.3 : Construction d'un réseau d'autoroute 
3. LP réseau d'autoroutes consiste h extraire des figures géométriques appekes 
autoroutes de l'espace de travail et à les connecter par un graphe (figure 2.3). 
Cne "freeway" est un cylindre généralisé linkaire strict dont l'axe est annoté 
avec une description conservatrice de l'orientation libre du robot. Le graphe est 
construit en liant les axes dont les orientations libres se touchent. L'ne simple 
recherche dans un graphe permet alors de trouver un chemin. 
4. La silhouette est une méthode complexe permettant de réduire progressivement 
la dimension de l'espace Clibre Pour cela. l'espace courant (de dimension rn par 
exemple) est balayé par un hyperplan de dimension inférieure (rn - 1) et les 
points extrémaux sont retenus. Ces points forment alors le nouvel espace dans 
lequel de nouveau sera fait un balayage. Finalement un graphe contenant des 
courbes de dimension croissante est construit. sur lequel une recherche de type 
-4' est possible. 
(Svestka et Ovemars 1995) propose une approche statistique à la construction de 
graphes pour la planification. Les nœuds sont choisis de façon aléatoire dans l'espace 
et une planification locale (prenant en compte des contraintes non-holonomes) 
est ensuite utilisée pour determiner si un chemin admissible peut-6tre troiivé entre 
deux riœuds. Chaque chemin admissible fournit alors un arc stippkmcritairr dans le 
graphe. L'idée principale de l'algorithme est la rapidité. qui dtpendra fortement de 
I'algorithme de planification locale. 
2.2.1.2 Decomposition et approximat ion  de l'espace l ibre  
La décomposition en cellules est une approche en deux étapes : 
1. l'cspüce Clibre st décomposé en cellules. Deux types de cellules existent : ex- 
i1ctt.s (l'union est Cliee) ou approximative (l'union des cellules est incluse dans 
C71ibrr) : 
2 .  la proximité des cellules est utilisée pour construire un graphe dans lequel est 
faite une recherche de chemin. 
11 existe beaucoup de méthodes de décomposition : par arbre quaternaire. par balaya- 
ge. par division et étiquetage. etc. 
2.2.1.3 Planification par l ' intermédiaire de champs de potent ie l  
L'approche par f i u  de potentiel provient d'une analogie avec la phvsique des 
particules. En effet. on peut considérer que la configuration (11 induit une force 
artificielle attractive sur le robot. Les obstacles exercent des forces répulsives pour 
empécher le robot d'entrer en contact avec e u .  La méthode de résolution est alors 
simple. il faut tout d'abord générer le champ de potentiel en chaque point. résultant 
cles forces artificielles de qf  et des obstacles. et laisser un programme d'optimisation 
trouver im chemin vers le minimum global q f .  L'approche est intéressante. toutefois 
les fonctions de potentiels sont souvent choisies arbitrairement et bien souvent le flux 
de potentiel créé présente plusieurs minimum locaux. Cela nécessite alors souvent 
des méthodes de planification dites aléatoires (par exemple la marche aléatoire pour 
sortir d'un minimum local). Khatib (Khatib 1983). Gutsche et al. (Gutsche. Laloni 
et Kahl l%N). Arkin (Arkin 1990, Arkin 1992) utilisent ce principe pour planifier les 
trajectoires de robots dans un espace semi inconnu. Afin de pallier à des problèmes de 
minimums locaux, (Xarn, Lee et Ko 1995) utilise une notion supplémentaire de rtgion 
atteignable pour un obstacle en mouvement. Dans l'approche unificatrice présentée 
dans (Schoner et Dose 1992), l'ensemble des éléments du svstème sont représentes 
par des systèmes dynamiques dont les propriétés peuvent être caractérisées. -4 partir 
de cette modélisation, la création d'un champ de potentiel cohérent est possible. 
Comme nous le verrons par la suite. notre solution se rapproche de ce type de 
niéthodes. Toutefois. la plupart des systémes par flux de potentiel se basent sur des 
potentiels arbitraires, alors que nous proposons ici une base cohérente par l'intermé- 
diaire des Cartes Dynamiques représentant les capacités motrices des robots. Les 
potentiels sont créés par rapport à la physique des modèles dynamiques des robots. 
2.2.2 Méthodes par optimisation 
(Hwang et Ahuja 1992) décrit également une quatrième approche classique au 
problème de planification, où l'évitement d'obstacles est formulé comme un problème 
d'optimisation mathématique pour trouver une courbe minimisant une certaine quan- 
tite scalaire. 
Dans l'article (Shiller et Gwo 1991). une fonction simple basée sur la distance est 
utilisée afin de planifier la trajectoire d'un robot sous la forme d'une courbe B-spline 
sur un terrain représenté de façon similaire. Bien que la fonction soit simple, I'opti- 
misation prend en compte un grand nombre de contraintes. allant d'une contrainte 
de retournement du véhicule à des contraintes de vitesse ou de dynamique du robot. 
-4 partir d'un ensemble d'inéquations algébriques et d'une modélisation en sys- 
tème d'équations différentielles. l'article (Spiteri. Ascher et Pai L 995) propose une 
solution numérique au problème de planification. La méthode se base sur un glisse- 
ment (mathématique) à proximité des frontières définies par les contraintes. 
(Conno& et Grupen 1994) utilise des fonctions harmoniques pour représenter 
les contraintes non-holonomiques. Ces fonctions permettent ainsi de représenter le 
problème de planification par un réseau de type "resistant" (représentation cubique 
tic l'espace (x, y. 8 )  avec des résistances entre chaque point de l'espace discrktisé). 
Le potmtiel produit par le réseau fournit un chemiri qui est une approsiniation du 
chemin *bnon-holonomement" idéal. 
On doit noter ici que la plupart des méthodes par optimisation numérique tiennent 
compte des contraintes non-holonomes d'un systéme contrairement aux méthodes de 
planification "géométrique" . 
-4 partir des Cartes Dynamiques combinées pour représenter lcs interactions. 
pour planifier des trajectoires optimales basées sur les flux de potentiel mentionnés 
préci.clemruent. nous utiliserons de simples algorithmes d'optimisatiun. 
2.2.3 Extension temporelle des approches classiques 
Lü. plupart des méthodes citées fonctionnent bien dans le cas d'obstacles statiques. 
hlalheiireusement. la complexité du probkme, quand des obstacles sont en mouvement 
oii quand il y a d'autres robots. interdit souvent de les utiliser telles quelles. 
Daus ce cas. une extension temporelle des méthodes est parfois envisagée. le temps 
induisant une contrainte non négligeable d'irréversibilité des actions. On peut ainsi 
représenter l'espace Ciiae par une ensemble de couches à des temps discrets et planifier 
alors dans cet espace sur-dimensionné de couche en couche de façon ascendante. 
Fujimura et Samet (Fujimura 1989, Fujimura et Samet 1989) présentent un tel type 
d'extension. où une étude centralisée sur la planification de trajectoire de robot dans 
un erivironnernent dynamique est envisagée. La résolution du problème dans le cas 
oii Ir robot est plus rapide que les obstacles est faite grâce à un graphe de visibilite 
prenant en compte l'aspect temporel par une notion de front de collision. (Rude 
1994) propose une extension supplémentaire à ce genre d'approche en introduisant 
ilne notion de priorité afin de p l d e r  la trajectoire de plusieurs robots. 
Kant et Zucker (Kant et Zucker 1988) présentent pour ce même type de problé- 
matique. une méthode en deux étapes : 
O une planification est faite avec seulement les obstacles statiques : 
0 les horaires où le robot ne doit pas se trouver sur le chemin qui est fourni par 
le premier algorithme indiquent les différents changements de vitesse que doit 
faire le robot pour éviter les obstacles en mouvement. 
En considhint le chemin déjà planifié, (Aronov. Fortune et CVilfong 1991) iritro- 
duit une méthode basée sur des graphes de visibilité pour les obstacles statiques afin 
de contrôler la vitesse d'un robot qui doit éviter des obstacles en mouvement. Dans 
le mGme type d'approche (Griswold et Eem 1990) utilise une fonction à optimiser en 
tant qu'information statistique pour contrôler la vitesse du robot. (Ferrari. Pagel10 
et .-\rai 1995) étend ce genre de résultat pour la coordination de plusieurs robots sur 
des graphes de visibilité en créant des graphes sans collision. 
11 faut noter que I'ensemble des méthodes citées ici ne sont pas complètes. c'est- 
à-dire qu ï l  n'y a aucune garantie de trouver une solution méme si elle esiste. 
2.2.4 Planificateur à plusieurs niveaux 
Dans la plupart des rnéthûdes de planification usuelles. ni la dynamique ni la 
cinématique. du robot ne sont prises en compte, à cause principalement du coût de 
calcul et de l'augmentation de la complexité du problème. 
Afin de pallier ces problèmes, la planification peut être faite en plusieurs ttapes. 
Lors de la première étape. un premier chemin est défini grâce à une planification 
holonome classique. Par la suite. le chemin initialement obtenu est modifié pour 
refléter les contraintes non-holonomes imposées au robot. 
Laumond et al. (Laumond. Jacobs. Taïx et Murray 1994) proposent un planifica- 
teur exact à deux niveaux pour un robot de type automobile. Dans cette approche. 
le chemin initial est divisé en un ensemble de sous-chemins holonomes qui sont alors 
modifiés par l'intermédiaire des courbes de type "Reeds et Shepp" (Reeds et Shepp 
1990) (suite d'arcs de cercle et de segments de droite) pour faire l'approximation du 
chemin géométrique. (Bicchi, Casalino et Santilli 1995) présente une approche très 
similaire au même probléme. 
Barraquand et Latombe (Barraquand et Latombe 1993) proposent une heuristique 
"complCte" pour la planification de chemin d'un véhicule avec remorque. L'algorithme 
consiste d construire heuristiquement un graphe B partir de cellules qui sont connectkes 
s'il existe un chemin permettant d'aller d'un configuration A iin autre dans les deux 
cellules. La complexité de I'algorithrne diminue cepeudant I'intérét de ltapproche. 
Cherif et Laugier (Cherif et Laugier 1995) proposent le méme type d'approche 
en ajoutant également des contraintes de contact et d'environnement pour un robot 
d'exploration spatiale à trois axes indépendants. 
Dans le rapport technique (Sekhavat. Svestka. Laumond et Overman 1996). les 
auteurs proposent un algorithme de planification de chemin A plus de deux niveau. 
Les contraintes non-holonomes du robot sont d'abord décomposées en un ensemble de 
contraintes "sous-non-holonornes" . La planification se fait ensuite en rajoutant une 
contrainte ~sous-non-holonomes:'2 qu'il faut satisfaire à chaque niveau. Le premier 
niveau est créé par l'intermédiaire d'un algorithme probabiliste de planification (Over- 
mars et Svestka 1996). 11 est ainsi possible de planifier la trajectoire d'un vehicule 
avec plusieurs remorques. 
Il esiste également des représentations comme les diagrammes de sauts (dia- 
gramme dont les liens sont des trajectoires génériques entre des configurations de 
l'ensemble Ciihe) pour un véhicule qui peuvent permettre de contraindre la recherche 
à des courbes cohérentes par rapport à la dynamique. Les résultats de ce genre 
d'approche permettent une étude théorique des problèmes mais pas pratique. princi- 
palement à. cause de la complexité et de la restriction sur les trajectoires possibles. 
(Chatila. Alami. Degallaiu et Lanielie 1992) propose une architecture à trois 
niveaus pour l'intégration de système de planification et d'exécution des contrôles 
'correspondant à une décomposition d'une contrainte non-holonome en un ensemble d'équations 
pour un robot autonome. Comme nous l'avons suggért dans l'introdiiction. notre 
modèle de Carte Dynamique s'intègre parfaitement à ce genre de système à plusieurs 
niveaux de planification. 
2.2.5 Planification avec incertitude 
11 faut aussi envisager les incertitudes qui peuvent exister dans les contrôleurs. afin 
d'obtenir une convergence quasi-certaine. Ainsi. quand un modèle de l'incertitude est 
disponible. la planification peut en tenir compte et des méthodes comme le -chainage 
arrière" peuvent permettre d'identifier des zones où. même avec un contrôle incertain. 
on est certain d'obtenir le résultat désiré. 
Dans (Takeda, Facchinetti et Latombe 1994)' l'incertitude sensorielle et la planifi- 
cation dans un environnement connu sont étudiées conjointement. Le but est d'avoir 
un contrôle qui se base à la fois sur des données odométriques et sur des données 
sensorielles. Pour cela. il faut connaître les positions pour lesquelles l'incertitude des 
senseurs est la plus faible. L'espace Cilte est donc modifié eri accord avec les différents 
modeles. et une planification à mi-chemin entre une approche par odométrie pure et 
une approche par senseurs seulement peut alors ëtre faite. 
(Bouilly. Siméon et .Aiami 1995) utilise le même paradigme. en faisant l'ktude 
de l'influence de "landmarks" sur l'incertitude globale du chemin et en utilisant un 
méthode d'optimisation numérique. 
Page et Sanderson (Page et Sanderson 1993) représentent les incertitudes par 
un ensemble de configurations où des mesures peuvent être prises. Cne méthode 
de chainage arrière ou d'optimisation numérique est ensuite utilisée pour calculer la 
trajectoire optimale. L'article (Barraquand et Ferbach 1995) utilise la même approche 
pour représenter l'incertitude de façon cumulative et ensuite appliquer un algorithme 
de programmation dynamique. 
Cne autre approche aux problèmes d'incertitudes est d'utiliser une modélisation 
simple des probabilités Liées au système. Dans (Zhu 1991) des chaines de Markov 
sont utilisées pour prédire la transition d'un obstacle vers une autre position. (Saito 
et Fukuda 1995) se base sur un modèle de prédiction multiple : A base d'une dé- 
composition en série temporelle, à base de connaissance (modéle d'inférence de type 
intelligence artificielle) et adaptatif (apprentissage continu). Des alarmes. ainsi qu'une 
rnodelisation de la replanification sont utilisées dans (Sharrna 1992) pour planifier en 
milieu incertain. Le fait que la modélisation soit souvent Faite sans tenir compte du 
sens physique réel constitue le principal inconvénient de ces approdies. 
Nous verrons dans notre approche de modélisation de l'incertitude du mouvement 
(les autres robots que nous avons rajoute un sens physique cohérent par rapport aux 
capacités motrices du robot. 
2.2.6 Planification non-holonome d'un véhicule automobile 
L'automobile a été souvent le modèle de prédilection pour la planification de 
chemin non-holonome. principalement à cause de l'attrait naturel de ce type de 
véhicule. 
Reeds et Shepp (Reeds et Shepp 1990). en se basant sur les travaux de (Dubins 
1957) concernant les courbes de longueur minimale ayant une contrainte sur la cour- 
bure. introduisent une classification exhaustive des trajectoires optimales pour une 
voiture pouvant aller en avant ou en arrière. Les trajectoires sont formées d'un ensem- 
ble d'arcs de cercle ou de segments de droite. Nous nous sommes également inspirés 
de ce genre de travaux pour fonder notre concept de Carte Dynamique. 
Par la suite' (Bui, Boissomat, souères et Laumond 1993) ont utilisé cette ciassi- 
fication pour caractériser les trajectoires de plus court chemin suivant une partition 
de l'espace. Cette volonté de trouver le plus court chemin est assez commune au 
problème de planification et a toujours reçu beaucoup dkt  tention (Lyustemik 1964). 
Bui et Boissomat (Boissonnat et Bui 1994) proposent une suite des travaux précé- 
dents pour obtenir les régions accessibles d'un robot mobile allant en marche avant. 
Sotre approche au problème des régions at teignables d'un robot mobile est similaire 
a ces travaux. Nous avons cependant étendu ces idées dans le cadre moins restreint 
de tous les types de robots mobiles. 
Lurnelsky et al. (Lumelskp. Mukhopadhyay et Sun 1990). (Lurnelsky rt Slikel 
1993) ont proposé une approche identique pour éviter des obstacles en suivant leur 
contour. L'idée est que le robot essaye toujours de tourner au maximum de ses 
capacités et qu'en fonction du résultat le robot ajustera le but ii atteindre pour éviter 
1'0 bstacle. 
2.3 Les régions at t eignables d'un système dynami- 
Le concept de régions atteignables est un élément très important du domaine du 
contrôle optimal. Le point de départ essentiel de ces approches consiste à modéliser 
le robot comme un systéme d'équations différentielles ou système dynamique (voir 
(Campion. Bastin et D'Andrea-Xovel 1996) pour avoir un aperçu des différents mo- 
dèles dynamiques de robots). 
Snow (Snow 1967). Gupta (Gupta 1981a. Gupta 19816) présentent bien le pro- 
blème lié au contrôle pour trouver des trajectoires optimales pour un robot. Le 
principe de maximum de Pontryagin évoqué dans (Snow 1967) est un outil important 
pour étudier et produire une condition nécessaire sur les trajectoires optimales. Yous 
verrons dans le chapitre 3 la théorie des régions atteignables plus en détail. 
Le principe de Pontryagin est utilisé dans (Zheng et lloore 1993) afin d'obtenir 
Ir contrôle optimal d'un robot à deux roues motrices qui tentent d'appréhender une 
cible en mouvement. 
(Nam, Lee et Ko 1998) e-xploite les régions atteignables d'un obstacle en mouve- 
ment pour ainsi créer un champ de potentiel cohérent. 
Bui et Boissomat (Boissonnat et Bui 1994) utilisent les courbes de "Reeds et 
Sliepp" afin d'obtenir les régions atteignables d'un robot mobile ayant une courbure 
maximale. mais dont le changement de courbure 
Souères. Laumond et Chatila 1995), un modèle 
est infiniment rapide. Dans (Fleury. 
plus complexe de courbes en forme 
de clotlioïde est utilisé pour modifier une trajectoire initialement optirnale. Les ré- 
gions accessibles pour un véhicule à deux roues motrices sont également proposées. 
Pour le même type de véhicule. Reister et Pin (Reister et Pin 1994) proposent une 
&tude compléte des régions accessibles suivant un certain nombre de conditions finales 
désirees. Notre approche au problPme est inverse puisque nous étudions l'accessibilité 
d'un robot par rapport à un ensemble de condition initiale alors que la destination et 
la configuration finale sont inconnues. 
Simmons (Simmons 1996) transforme la notion d'at teignabili té dans lkipace des 
courbures! vitesses afin de planifier des trajectoires a court terme pour I'évi tement 
d'obstacles. En utilisant le même genre de représentation (Singh et Kelly 1996) 
propose également de réduire l'espace des configurations en eliminant les trajectoires 
impossibles. La méthode est utilisée à la fois pour un véhicule et pour un robot 
excavateur. 
Il est également intéressant de constater que les régions atteignables sont utilisées 
dans le cadre de la coopération de robot manipulateur (Bien et Lee 1992). Dans (Sun- 
dar et Shiller 1995). le système dynamique d'un robot manipulateur est résolu par 
I'intermédiaire des outils de contrôle optimal comme l'équation de Hamiltori- J aco bi- 
Belmanri. L'approche est étendue par la suite dans (Fiorini et Shiller M 6 ) ,  où des 
cônes de collision sont introduits pour déduire les vitesses afin de générer des manœu- 
vres dëvi tement. 
2.4 La coopération et l'interaction de robots mo- 
biles 
Sous allons utiliser dans cette section la tasonomie decrite dans l'article (Cao. 
Fulrunaga. Iiahng et hlang 1995). 
L'évolution vers l'étude des systèmes à plusieurs robots s'est fait de façon na- 
turelle depuis plusieurs années. L'augmentation des taches qu'un robot n'est capable 
d'accomplir qu'avec l'aide d'un autre robot. ou l'étude des sociCtés dr r0bot.s pousse 
de plus en plus la robotique vers l'étude des coopérations et. des iiiteractioris entrr 
robots. 
Les axes principaux de recherche sont : 
l'architecture du groupe : 
les conflits de ressources : 
0 l'firude des comportements émergeants : 
l'apprentissage de coopération ; 
les problèmes géométriques ("rester en formation" et la planification multiple) : 
la coopération de robot pour le déplacement d'objet. 
2.4.1 Architecture du groupe 
L'architecture d'un système multi-agent est primordiale. Elle fournit l'infrastruc- 
ture sur laquelle les interactions vont être implantées et détermine également les 
capacités du système à résoudre une classe de problème. 
Cne première distinction importante se fait si on caractérise le système de façon 
centralisé ou décentralisé. Le premier type de système revient à dire qu'il y a en fait 
un seul robot qui contrôle à toute instant l'ensemble de ces éléments constituants 
comme par exemple la population des robots. Cne architecture purement décen- 
rralisée suppose que chaque robot prend des décisions pour lui même sans qu'il se 
concerte avec les autres. Cette dichotomie est parfois discutable comme le décrit 
Parker (Parker 1993) puisqu'il arrive que des systèmes soient décentralisés de façon 
hiérarchique. Par exemple dans (Wang, Xakano et Matsukawa 1994) les robots sont 
c:oordouriés par un station centrale de façon grossière puis de faqoii fine par une irrchi- 
tectiire de type "subsumption" . Sahoca (Sahota 1994) prtsente une architecture où le 
contrdc. des robots est dtcentraiisé mais où les capacites sensorielles sont centralisées 
par l'intermédiaire d'une caméra au dessus de l'aire de jeu. 
Ltl systéme que nous allons proposer dans cette thése est base sur un paradigme 
compktement décentralisé. 
L'homogénéité/hétérogénéité de la population de robots est également un critéire 
important à considérer. Dans la plupart des travaux. 1'hornogi.néité des robots est 
considérée. toutefois l'hétérogénéité est une réalité qiiïl rie faut pas oublier suivant 
le type de tiiche à accomplir. Yotre approche au problème permet de prendre en 
compte l'hétérogénéité des robots tout en gardant une représentation unique. Cette 
indépendance structurelle est appréciable. 
Les iné t hodes de communication (explicite ou non) conditionnent aussi I'archi- 
trctiire d'un système rnulti-robots. Les communications sont laites gtnéralement soit, 
par l'ruvironnement lui-même (comme une mémoire partagée). soit par les senseurs 
("rester en formation" en regardant le Leader). soit finalement par communication 
explicite (peu d'attention a été porté sur ce genre de problème : 17oir (I'aniaguchi er 
. h i  1994) .(Yoshida. .\rai. Ota et Miki KM)) .  
11 existe plusieurs architectures typiques comme : SK-\R.\I. qui correspond ii 
avoir un nombre très important de robots: CEBOT Fukuda ui. (Fukuda et Iritani 
1993 ) . une architecture inspirée de l'organisation cellulaire des entités biologiques : 
ALLIANCE pour des équipes assez réduites de robots : une architecture basée sur 
des comportements comme par exemple dans la thèse de Mataric (.\Iatarif 1994). 
Dans (Kosecka. Christensen et Bajcsy 1993) et (Kosecka 1996) l'architecture du sys- 
tème est à mi-chemin entre des comportements simples et une description temporelle 
discrète (comme les réseaux de Petri) pour décrire les modèles coopératifs des robots. 
Daus (.\Iitsumoto. Fukuda. Shimojima et Ogawa 1995) et  (Ishiguro. Watanabe et 
Cchikam 1995) une analogie avec les systèmes biologiques humains est faite et les 
auteurs proposent une architecture ayant des ressemblances avec le système immuni- 
taires. 
2.4.2 Conflits de ressources 
Le problème de coopération entre robot peut également être vu comme un pro- 
blème d'accès & une ressource. Cependant, cela nécessite généralement une mémoire 
partagée explicite comme dans (Alami, Robert, Ingrand et Suzuki 1995), ou implicite 
(Rude 1994). 
Beaucoup des méthodes de planification temporelles présentées précédemment se 
caractérisent comme un conflit de ressources (Kant et Zucker 1988). 
L'article (Svestka et Overmars 1995) propose une approche où un premier graphe 
est utilisé pour construire l'espace libre de l'ensemble des robots. Cn super-graphe est 
ensui te construit itérativement. où chaque élément du graphe contient un ensemble 
de positions dans lesquelles aucun des robots n'est en collision avec un autre. 
(\'idal. Ghallab et hlami 1996) utilise une allocation incrémentale des différentes 
missions des robots par l'intermédiaire d'un graphe afin de planifier les déplacements 
d'un grand nombre de robots devant transporter des containers. 
2.4.3 Etude des comportements émergeants 
Plusieurs approches tentent de prendre à contre-pied la traditionnelle décomposi- 
tion hiérarchique de haut en bas. Ainsi les comportements dans les systèmes multi- 
robots sont appréhendés comme le résultat de la coopération de comportements dé- 
centralisés de robots. Par exemple Gaussier et Zrehen (Gaussier et Zrehen 1994) 
présentent comment un ensemble de robots ayant des comportements simples peu- 
vent produire un comportement complexe de formation de tas d'objets. Cependant. 
comme pour l'approche de Brooks, on remarque qu'il y a ici un barrière difficile à 
pénétrer. Ainsi, pour obtenir des comportements simples d'animaux prirnit ifs il est 
assez simple d'y arriver. !dais des comportements plus complexes qui requièrent plus 
qu'un simple interaction de comportements élémentaires sont difficiles iî concevoir 
clans ce genre d'approche. Xotre approche au problème de coorcliriatioii t.st rotale- 
ment inverse, nous avons une tache à accomplir. le but est mairitenant dr savoir 
comment rcpresenter au mieux les informations disponibles aux robots pour arriver 
ii résoudre le problème de façon efficace. 
2.4.4 Apprentissage de coopération 
II existe peu de systèmes qui possédent une capacité inlitrente d'apprentissage. 
Les systèmes A comportements émergeants sont censés être B apprentissage. niais il 
est plus raisonnable de penser qu'il s'agit d'une manipulation de paramètres sans 
que le vrai processus d'apprentissage ne soit connu. Il en est un peu de même pour 
les approches par réseau de neurones oii finalement le mécanisme fondamental de 
l'apprentissage est compléternent escamoté derrière une formulation mat hématique 
complexe. Beaucoup de système ont basé l'apprentissage sur le paradigme d'enseigne- 
ment par renforcement (voir l'annexe B). 
Sous proposons dans notre approche de permettre un apprentissage géométrique 
des capacités d'un robot afin de permettre la représentation des interactions entre 
robots mobiles. 
2.4.5 problème géométrique 
Les méthodes de planification usuelles. que nous avons décrites dans ce chapitre. 
sont parfois utilisées pour resoudre des problèmes de coopération de robots (Latombe 
1991). Comme par exemple, en ajoutant le temps à l'espace d'états des robots. Cela 
se rapproche des méthodes par conflits de ressources, où la ressource est l'espace li- 
bre dans l'environnement. Ces méthodes bénéficient des solides bases établies d u s  
les approches de planification pour un seul robot. Par exemple. (Valle et Hutchin- 
son 1996) proposent d'utiliser des  réseau^ d'autoroutes augmentés d'index de perfor- 
mances individuels afin de planifier les trajectoires de plusieurs robots ayant des buts 
indépendants. 
Les problèmes de formation de groupe gkométrique sont également trés inté- 
ressants. Le but ici est de proposer un seul algorithme pour chacun des robots d'un 
groupe pour qu'ils convergent vers une figure géométrique stable (Parker 1993). Yoiis 
avons tous à l'esprit les bancs de poissons. ou les formations en triangle de certains 
oiseaiix. Le probléme est complexe puisqu'à ce jour et à ma connaissance, il n'existe 
pas d'algorithme permettant ii des robots de décrire un cercle (Cao. Fukunaga. Kahng 
et hlang 1995). 
2.4.6 Coopération de robots pour le déplacerne~t d'objet 
Cne attention considérable a été dévolue au problème di1 déplacement coopératif 
cl'objets (Chen et Luh 1994). 
(Brown et Jennings 1995) propose une approche avec uu robot qui pousse Pen- 
dant que l'autre contrôle la direction de l'objet. Dans (Ota. Miyata. hrai. Yoshida. 
Kurabayashi et Sasaki 1993) la planification se fait en deux étapes : la trajectoire 
de ['objet est tout d'abord planifié. sans tenir compte des robots: dans la deuxième 
+tape. les trajectoires individuelles de chaque robot sont planifiées afin de porter con- 
jointement 1'0 b jet suivant la trajectoire planifiée à la première étape. Dans ( 'Yoreils 
1993). une architecture à plusieurs niveaux est proposée pour intégrer la coopération 
entre robot. Les robots s'organisent en équipes qui coopèrent pour déplacer l'ob- 
jet. Chaque équipe se coordonne de façon interne. L'approche de (Matarit. Nilsson 
et Simsarian 1995) est basée sur des comportements simples. mais la présence d'un 
protocole de communication détruit l'esprit du concept utilisé. 
2.5 Conclusions sur la bibliographie 
La modélisation du mouvement d'un robot est un tache particulièrement corn- 
plese. considérer plusieurs robots complique d'autant plus les choses. 11 est clair 
d'après la bibliographie que l'étude des interactions entre robots mobiles requiert 
cL'appr6hender un grand nombre de techniques couvrant un large spectre de dornaines. 
Bien que cela puisse sembler être un probième. il s'agit en fait d'une bonne chose En 
offet. Ir cadre trop restreint de certain domaine est brisé par cette intc!rpénStration 
dlespc?riences. ce qui fournit une opportunité à une recherche plus intéressante. 
Nous avons essayé de coaliser plusieurs techniques et  domaines dans le concept de 
la Carte Dynamique que nous allons présenter dans le prochain chapitre. En effet. 
la Carte Dynamique est basée sur le concept des régions atteignables. et s'inspire 
ainsi des travaux décrits dans la section 2.3. Afin d'ajouter ii l'inforniation contenue 
dans les régions atteignables. nous nous sommes inspires des travaux faits dans le 
domaine de la modélisation de l'incertitude. Sous proposerons également par la 
suite la fason de relier les senseurs d'un robot et ses capacités motrices à l'aide de 
la Carte Dynamique dans la méme ligne des études sur le couplage visuo-moteur. 
La combinaison des Cartes Dynamiques aiin de planifier les trajectoires des robots se 
rapproche des modélisations par champs de potentiel et des techniques de planification 
non-holonorne pour un véhicule automobile. Le banc d'essai expériniental. que nous 
allons présent 6 .  est également le résultat de l'intégration de plusieurs t echriiques et 
modélisations concernant les systèmes mu1 ti-agents. 
Chapitre 3 
Concept de Carte Dynamique 
Dans ce chapitre. nous allons décrire le concept de Carte Dynamique pour un 
système dynamique. avant de présenter dans le chapitre suivant l'utilisation d'une 
telle représentation dans le cadre d'un système composé de plusieurs robots mobiles. 
Cr chapitre est organisé de la façon suivante : le concept général de Carte Dy- 
namique sera d'abord présenté (Zanardi, Hervé et Cohen 1995, Zanardi. Hervé et 
Cohen 1996b. Zanardi. Hervé et Cohen 19960). puis nous appliquerons ce concept 
dans le cas de plusieurs véhicules ayant des modéles cinématiques différents. C'ne re- 
présentation bien adaptée à l'apprentissage des Cartes Dynamiques par un robot sera 
ensuite présentéeL. Finalement, nous exposerons plus en détails la relation étroite 
entre la Carte Dynamique et les senseurs du robot. 
3.1 Concept général 
Nous allons présenter dans cette section le concept général de Carte Dynamique 
pour un système dynamique quelconque. Xous appliquerons ce concept dans le cas 
de trois véhicules différents dans la section suivante. 
La fonction principale de la Carte Dynamique est de permettre l'intégration des 
'L'apprentissage des Cartes Dynamiques sera décrit dans le chapitre 5 
capacités intrinséques de déplacement d'un robot ainsi que les interactions de ce 
robot avec son environnement à l'intérieur d'une même representation géométrique. 
En effet. cette représentation indiquera non seulement les positions que le robot est 
capable d'atteindre (nous utiliserons le terme de région atteignable pour désigner ces 
positions). mais également des informations supplémentaires sur la façon dont ces 
positions sont atteintes, ainsi que sur l'environnement. 
La Carte Dynamique est A la base de notre modélisation d'interactions entre 
robots. Nous verrons ainsi dans le chapitre 4 comment les informations contenues 
dans les Cartes Dynamiques peuvent être combinées de façon à. décrire les interac- 
tious entre les différents robots en présence. Cette modélisation est dors utilisee pour 
plauifier la trajectoire du robot considéré en fonction d'une tàche à ac:complir. Noiis 
avons envisagé dans notre travail seulement la tache reliée à la planification de tra- 
jectoires d'évasion pour un robot mobile poursuivi. Cependant. la généralité de la 
Carte Dynamique nous permet de pouvoir considérer dans de futurs travaux d'autres 
taches coopératives ou compétitives entre robots. Nous discuterons également dans 
le chapitre 5 d'une méthode alternative aux Cartes Dynamiques pour la planification 
de trajectoires pour une tâche d'interception d'un robot par un autre. qui permettra 
Pgelement l'apprentissage des zones accessibles d'un robot. 
X ce stade, il est nécessaire de préciser que la Carte Dynamique n'est pas conçue 
pour construire en chaque point de L'espace la trajectoire optimale permettant de l'at- 
teindre (comme dans des méthodes exactes teiles que présentées par Bui et Boissonnat 
(Boissonnat et Bui 19941, Reeds et Shepp (Reeds et Shepp 1990), Dubins (Dubins 
1957) ). mais plutôt pour obtenir une indication sur la distribution non uniforme de 
l'espace atteignable par un robot. afin de permettre une planification se basant sur 
des rklités physiques (la capacité à se déplacer du robot) et sur des informations 
reliées la tâche à accomplir (dans notre cas la recherche de trajectoires citevasion). 
Comme nous le verrons. la forme de la Carte D ~ a m i q u e  st fonction des para- 
mètres internes du modèle dynamique ou cinématique du robot considéré. Prenons 
par exemple le cas d'une automobile : les contraintes non-holonomes dr ce genre de 
véhicule font que l'espace qu'il est possible d'atteindre eii un temps fini di.pend de 
l'orientation initiale des roues du robot. Nous devons faire remarquer kgalement que 
la Carte Dynamique est sans mémoire, c'est-à-dire qu'elle représente un clichk de la 
situation du robot dans son environnement A un instant précis, sans tenir compte de 
la trajectoire éventuellement planifiée auparavant. De ce fait. lorsque nous parlerons 
de valeurs initiales. la notion sera relative à l'instant considéra. 
La Carte Dynamique permet egalernent de se soustraire ê. une dépendance struc- 
turelle des robots et de leurs modkles dynamiques. Dans la sectiou 3.3. nous diwirons 
ainsi la représentation générique des Cartes Dynamiques d'un robot mobile quel- 
conque. Lorsque l'on considére une population de robots hétérogènes. les Cartes 
Dynamiques permettent d'unifier l'approche de planification et d'obtenir ainsi une 
indépendance structurelle intéressante. Cette indépendance est également fondamen- 
tale lorsque l'on considère le problème d'apprentissage des Cartes Dynamiques d'un 
robot. Nous n'envisagerons cependant dans ce travail que l'auto-apprentissage des 
Cartes (section 5.2). 
La Carte Dynamique comporte donc deux aspects, un premier correspondant i 
la capacité intrinsèque de déplacement (ou région atteignable) que nous définirons 
formellement dans la section 3.1.1, et un deuxième aspect constitué de fonctions qui 
fournissent en chaque point de l'espace atteignable des informations concernant l'envi- 
ronnement et les informations pertinentes sur les trajectoires permettant d'atteindre 
le voisinage de ce point. Ces fonctions seront introduites dans la section 3.1.2. 
3.1.1 Concept de régions atteignables 
Le concept de régions atteignables est un élément classique de la théorie de la 
commande optimale (Snow 1967). Le problème fondamental de contrôle se pose sous 
la forme d'un système d't?quations differentielles 
~ = f ( t .  x. u), 
f = ( f 1 . .  . . ? f n ) .  
où t est une variable indépendante (par exemple représentant le temps). x est l'état 
courant du système et u est le vecteur de commande. Pour des états initial xo et final 
x ~ .  il s'agit de produire un controle admissibie c'est-à-dire une fonction de controle 
u J t ) .  u E {l. . . . . m}.  telle que x ( t o )  = xo et x ( T )  = XT. Le contrôle sera optimal 
s'il minimise une fonction 
où Lu est une fonction scalaire. 
Dénotons maintenant L' c IRm l'ensemble de tous les vecteurs de controle. L'ne 
région T-atteignable est définie comme l'ensemble de tous les états qui peuvent être 
atteints dans un temps T i l'aide d'un controle appartenant Q l'ensemble C'. avec 
la même condition initiale x( to )  = xo (voir figure 3.1). Une région T-contrôlable 
correspond à l'ensemble des conditions initiales qui permettent d'atteindre x ( T )  = 
XT (voir figure 3.2). Cn système est dit complètement contrôlable si pour deux 
etats qiiclconques. il existe un controle u permettant d'aller de l'un à l'autre. Cne 
voit urr est un exemple de système complètement contrôlable ( Laumond. Jacobs. L ï x  
et Murray 1994). Les régions T-contrôlables ont été utilisées pour la planification 
en milieu incertain. la méthode étant plus connue suivant l'appellation de chainage 
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Figure 3.1 : Exemple de régions atteignables : position que peut atteindre le robot 
aux temps T. T + 1 et T + 2 en partant de la même position initiale mais avec des 
orientations différentes 
C h e  d'incctutude 
sur I'angie initial 
Mouvement du robot & 
Figure 3.2 : Exemple de région contrôlable : ensemble des positions du robot permet- 
tant d'atteindre la zone S avec une contrainte sur l'orientation initiale du robot 
arrière (notion de -'Preirnage Backchaining présentée dans (Latombe 199 1)). 
Le probléme précédent est équivalent à la résolution d'un système d'équations 
différentielles d'Hamilton-Jacobi qui peut être résolu à l'aide du principe de maximum 
de Pontvagin. La démonstration est disponible dans (Snow 1967) et sort ici du cadre 
de la thèse. 
Les méthodes basées sur les ensembles atteignables ont été également utilisées sous 
la formulation d'un jeu ditférentiel concernant un problème similaire de guidage de 
missile (Gupta 1981a). En effet, pour intercepter un avion, connaissant ses capacités à 
manœuvrer. un missile doit garder à chaque instant l'ensemble de l'espace at teignable 
de l'avion à l'interieur de son propre ensemble. En utilisant les modèles dynamiques 
de l'avion et du missile, les valeurs admissibles pour les paramétres de contrôle de 
I'avion peuvent être décrites dans l'espace de contrôle du missile. et ainsi permettre 
la ghération d'une loi de guidage basée sur cette information (Gupta 1981 b). 
Les frontières des régions atteignables sont d'un intérêt particulier pour notre 
problème. Considérons par exemple la fonction 
qui définit un probléme à temps minimum. et un état x E IR-'. La loi optimale de 
contrôle en boucle fermée ü = i i ( t , x )  définit l'ensemble XT des points qui peuvent 
etre r~joints à partir de xo dans un temps minimum T. Alors. l'enveloppe de cette 
région représente l'ensemble des points les plus éloignés qui peuvent etre atteints en 
partant du même point initial dans un temps inférieur à 2'. 
3.1.2 Extension de l'atteignabilité 
Bien que le fait de savoir quels points peuvent etre atteints dans un temps T 
permet te à un robot de planifier des trajectoires admissibles. tel que cela a été montré 
pour un bras manipulateur dans (Latornbe 1991), une meilleure fonction de contrôle 
peut etre générée si le robot a des connaissances sur la qualité des trajectoires permet- 
tant d'atteindre ces points. En d'autres mots, l'information fournie par les Frontières 
des régions T-atteignables peut être renforcée par l'adjonction d'une estimation de la 
qualité des points qui les composent. 
Sous définissons ainsi une extension à la notion de régions atteignables en intro- 
duisant une fonction du temps et de la position dont la Forme peut dépendre de la 
tache à accomplir : 
9 : ( t ,  x)-g(t. x). (3.7) 
Corisidtrons par exemple un robot dont la trajectoire planifiee peut changer en 
accord avec les conditions environnementales alors que le but final reste le méme. 
II serait important. dans ce cas. de connaître le nombre de trajectoires différentes 
permettant d'atteindre une position similaire -comme une mesure de confiance dans 
la trajectoire planifiée. Par exemple, si on considère le cas d'un robot mobile qui est 
poursuivi. il est utile de savoir s'il existe de nombreux contrôles u permettant d'aller 
au voisinage d'une position oh le robot est en sécurité. parce que cela indiquerait 
intuitivement que. même s'il y a des perturbations sur le parcours. la destination 
finale ue sera pas trop affectée. Dans ce cas. la fonction correspondrait à la densite 
de fonctions de contrôle u pour un voisinage donné d'un point x à l'intérieur d'une 
région T-at teignable. 
En fonction des objectifs du robot. d'autres fonctions peuvent être définies. Idéa- 
lement. la fonction g devrait prendre en compte des critères importants comme la 
présence d'obstacles, la consommation d'énergie. la longueur du chemin et la nombre 
de trajectoires différentes. En effet. les valeurs correspondant aux points appartenant 
à un obstacle devraient être négatives pour prévenir qu'une trajectoire ne passe par 
e u .  La consommation d'énergie est également un important critère lorsqu'un robot 
doit par exemple se joindre périodiquement à un autre pour se recharger. Les fonctions 
peuvent aussi refléter les conditions environnementales, telles que l'humidité de la 
route. la texture du sol (douce ou dure). la présence de graviers sur la route. etc. 
Tuutes ces fonctions ne sont pas pnses en compte pour construire les lois de 
contrôle optimales ü(t.x) et ne sont utilisées que lors de la phase de planification, 
lorsque le robot utilise sa Carte Dynamique pour générer sa trajectoire. 
Pour utiliser des méthodes classiques d'optimisation. la valeur de la fonction de- 
vrait préferablement être réelle et scalaire. évitant ainsi les problémes relies a la maxi- 
rnisat ion d'une fonction multidimensionnelle. 11 faut donc combinpr les différent es 
valeurs des fonctions. comme par exemple lorsqu'on tient compte chi nombre nor- 
malisée de trajectoires (fonction d) et de la présence d'un obstacle (fonction O )  pour 
résoudre une tâche spkcifique, la valeur de g ( t ,  x) sera d(x ,  t) .  si o(x. t )  = 0. o(x. t )  
sinon. La fonction combinée finale valeur réelle pourra ainsi étre utilisée dans une 
représentation de type bitmap. 
On introduit alors la fonction de transformation t ,  (qui sera ci~penciante de la t iche 
B accomplir) pour décrire la faqon dont les fonctions individuelles g,. 1 E (1.. . . . rn} 
doivent étre combinées pour créer la fonction g de la Carte Dynamique : 
(R, IR3) +R 
g : ( t .x ) *g( t .x )  = t , ( g l ( t . x ) : .  . . g , ( t . x ) )  (3.8) 
Les régions T-atteignables du système dynamique modélisant le robot fornient 
avec la fonction g ce que nous appelons la Carte Dynamique. 
Cn des grands avantages de la Carte Dynamique est qu'elle est constmite à l'échelle 
du robot lui-même. Cela signifie que la Carte Dynamique est une représentation 
intrinsèque des capacités du robot, et est donc invariante par rapport à sa taille lorsque 
l'environnement n'est pas considéré. De ce fait la Carte dynamique d'un modèle réduit 
d'une automobile sera la même (relativement à la taille) que celle de l'automobile en 
grandeur réelle. Par taille. nous entendons ici la valeur de L par exemple dans le 
cas tlr la voiture. L'encombrement du véhicule impliquera un agrandissement des 
obstacles qui dépendra évidemment de la taille et de l'encombrement du véhicule 
contredisant l'invariance. La propriété d'invariance reste cependant vrai pour les 
régions T-atteignables. 
Dans la section suivante. nous allons appliquer le concept que nous avons introduit 
ici à différents types de robots mobiles. 
Application du concept à différents modèles de 
robots mobiles 
.Afiri de montrer que la Carte Dynamique est un concept applicable d différents 
modèles de robots mobiles. nous allons construire les cartes respect ives d'une au tu- 
mobile. d'un robot ayant deux roues motrices indépendantes et d'un véhicule articulé. 
Nous considérons ici. un axe des temps discrétisé et nous considérerons que les robots 
sont représentés par un seul point (le point de référence). Des techniques ci'agran- 
dissement des obstacles (Latombe 1991) pourront être utilisées pour tenir compte de 
l'encombrement du véhicule. 
3.2.1 Robots de type véhicule automobile 
La carte va représenter les capacités de manceuvre d'un robot mobile avec un 
ensemble de courbes emboîtées Co,. . . , CT. Chaque courbe Cl entoure l'ensemble des 
points qui peuvent être atteints à partir de la même position initiale dans le temps 
T,. La forme de chaque Cl, et le domaine contenu entre deux courbes consécutives. 
dépeud de la vitesse initiale du robot. de l'orientation initiale de ces roues. et du 
modèle dynamique du robot. 
La construction d'une carte dynamique pour n'importe quel type de véhicule se 
fait toujours en deux étapes : 1,; la construction des limites externes des régions 
atteignables et 2 :  le calcul de la valeur de la fonction en chaque point de ces régions. 
3.2.1.1 Approche exhaustive 
Sous avons choisi un modèle cinématique simple d'une voiture pour étudier la 
construction des Cartes D~arn iques .  Le comportement d ~ a m i q u e  du véhicule induit 
Ire 3.3 : Paramètres d'un modèle simple de voitu 
par la masse. les forces de Coriolis. etc. est négligé pour l'instant dans la construction 
de la carte'. Ainsi, le modèle dynamique du véhicule (il s'agit d'un modèle cinema- 
tique du point de vue de la robotique. cependant ce modèle correspond ii un systeme 
dynamique représente par l'équation x = f (x. t .  u)) conformément 3. la figure 3.3 est : 
oii r. !j t!st la position dans ie plan du centre de I'essieu arrière. 6i rst l'orientation de 
l'ase longit udinai de la voiture. est la vitesse suivant ce même axe. CI est l'orientation 
des roues et L est la distance entre l'axe des roues arrière et atant. L'utilisation 
des commandes < bang-bang >nécessitent la discretisation temporelle. Nous utili- 
p. -- - - - 
'C'est-à-dire qu'on utilise les vitesses directement lors de la construction sans chercher à savoir 
comment on les obtient 
serotis AT pour désigner le temps entre deux commarides discrétes. La voiturc est 
commandée par l'intermédiaire des accélerations des parametres O et I '. L'orientation 
initiale cles roues est donnée par do. Puisque les Cartes Dynamiques sont centrées 
sur le robot lui-même, les valeurs initiales de r et g sont nulles. pour simplicité de 
représentation nous avons choisi la valeur initiale de B à n/2. 
Dans les tâches que devront décrire les robots. nous avons supposé que le profil 
<l'acci.lération serait connu a priori (par exemple un profil d'accékration maximale 
d partir de la position initiale ou un freinage d'urgence). Toutefois. sans rkduire 
la généralité du modéle nous avons choisi ici de considérer la vitesse des véhicules 
constante I' = Lm,. Bien que ce choix semble restrictif. nous discuterons plus loin 
d'itventuels relâchement de cet te contraire. 
La seule variable de contrôle sera 9 (parfois notée IL). c'est-à-dire le taux de change- 
ment de I'angle des roues o. 
Daris (Suow 1967). il est précisé que les régions atteignables sont obtenues d partir 
tir trajectoires générées par des contrôles de type "bang- bang". Nous allons tout 
d'abord calculer quels sont ces contrôles "bang-bang" associés au système décrit par 
les équations 3.9. 
On suppose que I'on cherche une trajectoire entre une position initiale au temps 
to.  et une position finale au temps T. Il a été prouvé que les véhicules basées sur 
le rnodkle précédent sont complètement contrôlables et qu'il existe ainsi toujours 
lin controle admissible pour atteindre n'importe quelle configuration à partir d'une 
positiou initiale (Laumond. Jacobs. Taïx et Murray 1994). 
La fonction que l'on désire maximiser par rapport au controle u correspond à 
trouver les trajectoires à temps minimum pour atteindre chaque point de la carte. La  
fonction de coiit (au sens du controle optimal (Snow 1967)) est de la forme : 
Pour avoir des trajectoires à temps minimum. il suffit de prendre la fonction 
LU(x. IL. t )  identiquement égale à un. La fonction J [ u ]  devient alors : 
Traiisformons maintenant le système 3.9 dans le formalisme de Pontryagin et 
Snow (Snow 1967) : 
avec la vitesse V considérée comme constante. 
L'Hamiltonien de ce système est défini par : 
où pz.  i E 1.2.3.4 sont les variables adjointes qui satisfont le système d'équations 
différentielles suivant : 
3H 
p t = - - ( t .  L p .  u). 
axa 
iJLa 
avec - (t. zo u )  = O d'après l'équation 3.12. 
dsi 
Trajectoire 
Variation de l'angle 
des roues du vehicule 
pour compenser 
p4 equivalent 
à une courbure 
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recherché 
Figure 3.4 : Explication physique de la maximisation de Ho 
Par le théorème de maximisation de Pontvagin. les trajectoires optimales sont 
obtenues pour les valeurs de ,u qui maximisent 1'Harniltonien Ho. 
Le système décrivant les variables adjointes est alors : 
La dernière équation correspondant à p4 ressemble 3. l'équation de la variation de 
la courbure instantanée du chemin suivante (également présentée dans I'kquation 6.2 
du chapitre 6): 
P- 
ic=- (1 + tan2(o)) si. 
L 
où r; est la courbure instantanée du mouvement du robot et ; = $ est la ritesse 
angulaire de l'angle des roues avant. 
On obtient ainsi Ho = pl f + p 2  f2 +p3  /3+p4u- 1. Puisque l'on cherche a maximiser 
Ho par rapport à u. il apparaît que : 
0 si p4 > O, le maximum est obtenu pour u = uma,. Ceci correspondrait à tourner 
les roues le plus rapidement possible vers la gauche. lorsqu*un éqaivalent de la 
courbure p, du chemin désiré est positif (voir figure 3.4). 
0 si p.! < O, le maximum est obtenu pour u = -u,. (inverse de précédemment). 
si p, = O. le contrôle est alors singulier et le cas requiert un peu plus d'6tiide. 
11 faut d'abord préciser que. dans notre étude. les valeurs initiales et finales seront 
fixées de la façon suivante : x ( t o )  = (O? 0, x / 2 ,  &) (correspondant toujours à la même 
position initiale mais avec une valeur de l'angle des roues différentes) et  z ( T )  = 
(2. ! j .  H .  oT). et que la valeur de l'orientation finale de la trajectoire est libre. De ce 
fait. par la condition de transversaiité de Pontryagin. p~ est nulle a u  temps T. 
Etiidions maintenant le cas où p4 est nulle sur un intervalle [ t l .  t z ] .  Puisque p4 est 
nulle sur cette intervalle, sa dérivée est aussi nulle sur cet intervalle. p4 = O. D'après 
l'équation 3.17. puisque (1 + tan(p4)) > O. cela implique que pl = O sur l'intervalle 
[t l .  t 2 ] .  Ceci est équivalent à : 
Quatre cas se présentent alors : 
Les trois premiers cas impliquent que x3 est une constante (tan(x3) = p / p l  par 
exemple pour le premier cas), ce qui implique que x3 est nul sur I'intervalle [ t l .  t?]. 
D'après l'équation 3.13. si on suppose que lx41 5 al2 (cette contrainte physique est 
rkaliste, aucune voiture ne p o u m t  tourner ses roues à angle droit). alors rd est nul 
sur [ t l ,  t a ] ,  ce qui correspond à un controle u identiquement nul. 
Le quatrieme cas induit que I'Hamiltonien est constant (puisque le système est 
stationnaire). De plus. puisque qu'il n'y a pas de critere terminal. la valeur finale 
de llHamiltonien est nulle. De ce fait avec pl = p2 = p : j  = p., = O oii obtierit la 
contradiction Ho = O = - 1. Ce cas est donc rejeter. 
De cette étude, on retire le fait que toutes les trajectoires optimales au sens où 
nous l'avons défini sont produites à partir d'une skquences de controles "bangbang", 
c'est-à-dire u prend sa valeur dans l'ensemble { -um,, 0. u,, }. 
Ceci constitue la condition nécessaire que doivent satisfaire les trajectoires opti- 
males. mais ne correspond pas à une condition suffisante d'optimalité. 
Il est cependant possible de calculer toutes les positions qu'il est possible d'attein- 
dre à partir d'une même position initiale. par un calcul récursif. Ainsi. en chaque 
position (x( t ) , y ( t )  ) on peut calculer les trois positions atteintes au temps t + 6t grâce 
a u  trois controles {-IL,,, O, u,,} . Pour obtenir les régions T-atteignables. il sufEit 
de récupérer les trajectoires finissant à l'instant T et correspondant à la surface 
externe des régions atteignables. 
La figure 3.5 présente deux exemples de carte construites de façon exhaustive. 
11 est toutefois évident qu'un calcul exhaustif de toutes les positions devient quasi 
impossible lorsque le temps augmente. Il est donc nécessaire de trouver une approxi- 
mation de la Carte Dynamique. 
3.2.1.2 Approche par courbes limites 
La constmction des régions atteignables pour un robot ayant une vitesse de 
braquage Om, infime est décrite dans (Boissomat et Bui 1994). La démonstration 
Frontière regions Orientation 
T-atteignables des roues Direction en 
( b) @O = Qmar 
Figure 3.5 : (a) = O (b) = dm= 
repose sur les travaux présentes dans (Reeds et Shepp 1990. Dubins 1957) qui ont 
classifié toutes les trajectoires possibles pour une voiture possédant cette propriété 
de variation infinie du taux de changement de l'angle des roues. De (Boissonnat et 
Bui 1994). il ressort que les trajectoires qui constituent la surface externe des régions 
T-atteignables sont du type RS ou LS (R = "right" , L = *;leftl' et S = *.straight"). 
c'est-&-dire que les roues sont à droite ou A gauche pendant un temps t l  puis l'an- 
gle des roues passe ii zéro (voir figure 3.6). Deux autres types de trajectoire sont 
considérés dans (Boissomat et Bui 1994), les types RL et LR. Toutefois, nous allons 
montrer plus loin que ces trajectoires ne sont pas nécessaires pour la construction de 
la carte dynamique. 
La faiblesse cependant de ce genre de méthode, est de ne pas tenir compte de 
l'effet (important) que la valeur initiale des roues induit sur l'atteignabilité de l'espace. 
Ainsi. les courbes formées par les trajectoires LS et R S  seront identiques quelle que 
soit la valeur initiale de 4. 
Il est possible de faire une analogie avec les études présentées dans (Boissonnat et 
Bui 1994) et (Reeds et Shepp 1990) en utilisant des courbes de transition. En effet. 
on peut voir dans la figure 3.6 que les cercles CL et CR correspondant à la valeur 
maximale de I'angle 4 jouent un rôle important dans la construction des courbes 
LS et RS. Dans notre modéiisation, nous avons tenu compte du fait que les roues ne 
pouvaient tourner avec une vitesse infinie, ce qui implique une trajectoire de transition 
entre une valeur initiale de $ et l'une de ses valeurs maximales (-&, ou +@,,). La 
situation est inversée lorsque l'on passe de cette valeur maximale ii une valeur nulle 
pour l'angle des roues. 
Ainsi. les courbes formant les régions atteignables seront créées de la faqon sui- 
vante : pour une courbe équivalente à une courbe R S  et pour une valeur de o = do 
au temps to, la première courbe de transition (vers la courbe R. voir figure 3.7) est 
calculée en faisant varier # le plus rapidement possible (cette variation maximale est 
déterminée par la valeur de f &,) de t& à 4,. L'instant tl  correspond à l'instant où 
(b) RS 




Figure 3.7 : .\nalogie aux courbes R S  à l'aide de courbes de tra~isition 
o est égal A Q,,. Une fois cette valeur obtenue on parcourt le cercle de la même façon 
que pour une courbe R usuelle. Par la suite pour un temps quelconque t2 supérieur 
au temps t l .  on calcule la courbe de transition (vers la courbe S) avec O variant à 
nouveau le plus rapidement possible vers pour revenir à O. On laisse ensuite la valeur 
de l'angle des roues A O par obtenir l'équivalent des courbes S. La figure 3.7 illustre 
le processus expliqué précédemment. En ce qui concerne les courbes de t-ype RL. il 
s'agit des courbes de longueur minimale permettant d'atteindre l'intérieur des cercles 
CR et CL (voir figure 3.8). Ces trajectoires ne sont pas fondamentales pour créer 
les cartes dynamiques puisque nous nous attachons plutôt à trouver des trajectoires 
tentant en quelque sorte de %'éloigner" du point initial. 
L 'optimalité des trajectoires de type RS  et L S  avec les transitions que nous avons 
introduites a été vérifiée expérimentalement. Ainsi. en calculant tout es les trajectoires 
finissant dans un temps compris entre T - 1 et T, il est possible de constater qu'aucune 
trajectoire ne permet d'atteindre les points finaux des courbes précédentes (mis à part 
les courbes optimales elles-mêmes). 
Cne fois toutes les trajectoires RS et L S  construites, il ne reste plus qu'à construire 
la surface externe des régions T-atteignables en liant les points des trajectoires au 
même temps T. La figure 3.9 montre comment construire les régions T-atteignables 
Position finale 
courbe non optimale 
Position finale 
courbe optimale 
Figure 3.8 : Courbes de type RL optimale ou non 
\ Région TA-atteignable 
Région T+5-atteignable 
Figure 3.9 : SIéthode de constniction des régions T-atteignables 
à partir des courbes précédentes. 
II est nécessaire cependant de trouver l'intersection (si elle existe) entre les courbes 
RS et LS au même instant. Il est en effet évident que les courbes se recouvrent à 
l'arrière du véhicule. Les courbes ne sont alors plus développées au delà de ces 
Figure 3.10 : Intersection entre courbes R S  et LS au meme instant 
intersections. car notre optique est toujours d'obtenir l'enveloppe externe des régions 
at teignables. 
La figure 3.10 présente la situation lorsque les courbes R S  et L S  se rejoignent. 
Sous sommes maintenant en mesure de construire les régions T-atteignables. Il s'agit 
désormais de calculer les fonctions qui seront utiles à un robot lors de la tache à 
accomplir. 
Les fonctions seront évidemment toujours dépendantes de la tëche à accomplir. 
Par esemple. nous parlerons dans le chapitre suivant de fonctions permettant à tin 
robot d'6viter un obstacle et d'essayer d'échapper à son adversaire. 
C'ne des fonctions les plus importantes est le nombre de trajectoires finissant dans 
un temps T entre les limites externes des régions T-1-atteignables et T-atteignables. 
Dans le cadre des taches que nous avons considéré, il est préférable d'avoir plusieurs 
L'. b I $ 1 
Propagation 8 1 s 1 
Figure 3.11 : Approximation du nombre de trajectoires à partir des valeurs de con- 
trôles distinctes pour construire les courbes RS  et L S  
trajectoires possibles pour atteindre une même région. Le riombre de trajectoires 
indique alors la facilité d'accès de la zone de l'espace considérée. Par exemple. dans 
le cas de la recherche de trajectoires d'évasion. un robot doit avoir à sa disposition 
plusieurs trajectoires possibles pour choisir celle qui lui facilitera son évasion. 
Lorsque nous avons calculé les Cartes de façon récursive lors de l'approche ex- 
haustive de construction. le calcul du nombre de trajectoires revenait simplement 
à utiliser des accumulateurs pour les points finaux de chaque trajectoire et de nor- 
maliser ensuite l'ensemble des valeurs. Ce calcul n'est bien entendu pas possible pour 
la méthode de construction utilisant les courbes LS et RS. Toutefois. il est possible 
d'obtenir une approximation des valeurs de la fonction du nombre de trajectoires en 
utilisant le nombre de contrôles différents nécessaires pour atteindre une position (voir 
figure 3.11). Nous considérons en effet qu'entre deux courbes optimales. la différence 
du nombre de contrôles pour les générer évalue grossièrement combien de trajectoires 
non-optimales aurait pu être insérées entre les deux Les figures 3.12 et 3.13 donnent 
quelques exemples de Cartes Dynamiques pour une voiture avec la fonction de nombre 
de trajectoires ainsi calculée et avec des variations sur les paramètres de la voitiire. 
Remarque : Il est important de préciser que certaines figures utilisent un point 
de vue 3D. La quantification discréte des valeurs d'orientation des roues du véhicule 
va alors induire dans certains cas des discontinuités dans la représentation 3D des 
cartes. Ainsi suivant les points de vue, certaines défauts d ' f ichage (ou sauts) peuvent 
apparaître. Ce défaut visuel est éliminé sur les représentation a bi tmap d e s  cartes. 
Les figures 3.14 et 3.15 présentent deux exemples de Cartes Dynamiques avec 
des fonctions prenant en compte l'environnement (obstacles et direction de rnouve- 
ment privilégiée s ~ i b o l i s a n t  par exemple une route et son bas-côté). Les Cartes 
Dynamiques que nous avons montrées ne sont déterminées que pour des valeurs extré- 
males de la vitesse. Cependant, si on venait à utiliser un profil d'accélération (ou de 
vitesse) connu3, les Cartes pourraient être modifiées en changeant les longueurs des 
segments R ou L puis S (ainsi que des transitions entre les courbes) permettant de 
générer les Cartes en fonction de la vitesse. Par exemple. dans la figure 3.16. plusieurs 
profils C'  = V ( t )  sont utilisés pour construire la mëme courbe RS. Cela serait équiva- 
lent à appliquer une déformation non linéaire de l'ensemble des trajectoires constitu- 
ant la base de la Carte Dynamique et d'obtenir ainsi une Carte Dynamique en accord 
avec le profil de vitesse. 
3.2.2 Carte Dynamique d'un robot à deux roues motrices 
indépendantes 
Ln autre type de robot communément répandu est celui pour lequel deux roues 
seulement contribuent aux déplacements (propulsion et direction) du véhicule. les 
autres roues n'ayant qu'un rôle de soutien d'équilibre. Les moteurs des deus roues 
actives sont contrôlables de façon indépendante. ce qui permet par exemple au robot 
JDans le cadre des taches que nous avons envisagees. cette hypothése est trks raisonnable. 
orientation 
initiale 




Figure 3.12 : Exemples de Cartes Dynamiques pour une voiture avec L = 0.22. 
AT = 0.033. Omm = ~ 1 4 . 0 ,  @,, = 4,,/(5.0 * AT), CI = 1.0 e t  (a) 00 = O. (b) 
00 = -Omu. 
Figure 3.13 : Exemple de Carte Dynamique pour une voiture avec L = 0.22. AT = 
0.033. @,, = r/4.0. #,, = #*,/(5.0 * AT), V = 1.0 et #O = @,,/2 
projection obstacle 
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Figure 3.14 : Carte D~rnamîque pour un robot avec un obstacle 
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Figure 3.18 : Carte Dynamique d'un robot dans un environnement contenant deux 
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Figure 3.16 : (a) La même courbe RS (définie par la variation de @ (b ) )  pour plusieurs 
profils de vitesse : (c) accéleration et (d) freinage. 
de tourner sur lui-même. (Reister et Pin 1994) présente une étude complète sur les 
régions atteignables de ce type de robot. Leur contexte est toutefois un peu différent 
par rapport à nos objectifs puisque leur robot est censé toujours partir d'un état 
statique. faire une trajectoire optimale et s'arrêter complètement. 
Le modèle cinématique du robot présenté à la figure 3.17 est : 
où (2. y) est la position du milieu de l'axe des roues. 0 l'orientation du robot. JD. sic 
les vitesses des roues droite et gauche en mètres par seconde. î c  les translations 
des roues droite et gauche (la vitesse angulaire multipliée par le rayon des roues) 
mesurées en mètres. D la distance entre les roues et uo. uc les contrôles appliqués au 
robot. Dans (Reister et Pin 1994)' il a été prouve que les courbes optimales (.taient 
obtenues grace à des controles de types "bang-bangf' (c'est-à-dire uc  = ku,,,, et 
u~ = -tu,,). Une chose importante n'est cependant pas prise en compte dans cet 
article : les vitesses maximales des roues ne sont jamais considértes. Il semble en 
effet que les accélérations maximales (ou minimales) soient appliquées sans donner de 
bornes supérieures sur les vitesses des roues. Cependant, l'effet de ce défaut n'est pas 
évident. étant donné que leurs trajectoires sont relativement courtes. et que le robot 
part d l'arrêt et s'arrête à la fin de chaque trajectoire. Il est nécessaire pour nous de 
considérer cet effet et d'ajouter une borne sur les vitesse des roues. 
Nous allons créer la frontiére extérieure des régions atteignables de la façon suivan- 
te : pour une valeur initiale de w c  et w ~ ,  un contrôle est généré avec uc = f u, et 
U D  =  FU^^^^ jusqu'a ce que wc = -wo = kwma, ce qui représente une situation où le 
robot tourne sur lui-même le plus vite possible. A partir de chaque point de la courbe 
ainsi générke. on applique un contrôle u, sur uc et uo. Cela permet ainsi de trouver 
l'équivalent de la courbe de transition faisant passer de K ~ ,  vers zero. Finalement. 
de la même façon que pour la voiture, on génère les régions T-atteignables en reliant 
l'ensemble des points au même temps T. 
La figure 3.18 résume ce processus de construction. Le caicul des fonctions se fait 
de la même façon que pour le robot voiture. La figure 3.19 présente quelques exem- 
ples de Carte Dynamique d'un robot "skid-steer" pour plusieurs conditions initiales 
différentes. 
3.2.3 Carte Dynamique d'un véhicule articulé 
Nous considérons ici un véhicule articulé se composant de deux parties identiques 
aux robots à deux roues motrices indépendantes de la section prkédente. qui sont 
liées et dont l'orientation relative est contrôlée par un vérin. Le véhicule est donc 
contrôlé par l'intermédiaire de ce vérin et des vitesses des roues de chaque élément 
Figure 3.17 : (a) 1Iodèle d'un véhicule à deux roues motrices indépendantes ( "skid- 
steer" platform) (b) Un exemple de véhicule : le robot SCOLT Nomad de la com- 
pagnie Nornadic Technologies, Inc. 
Figure 3.18 : La construction des regions T-atteignables pour un robot de type "Skid- 
S teer" 
(une relation existe toutefois entre les vitesses des roues de chaque élément en fonction 
de l'angle de pliage (vérin) pour éviter le glissement des roues). Le modèle cinématique 
du véhicule articulé présenté à la figure 3.20 est (voir (Polotski 1995)) : 
où (x. y )  sont les coordonnées du premier élément du véhicule. 19 est l'orientation du 
premier élément. 6 la direction du mouvement du centre de pliage, O l'angle de pliage 
et u le contrôle appliqué pour changer l'angle de pliage. 
La Carte Dynamique du véhicule est créée de la même façon que pour une voiture : 
les courbes limites RS  et L S  sont générées avec les courbes de transition et les posi- 
(b) LJG = w D  = O 
Figure 3.19 : Exemples de Carte Dynamique pour un robot à deux roues indépen- 
dantes avec . r ' ~  = uf,/2 et  w~ = O  (a) et wc = w~ = 0 (b) 
Figure 3.20 : (a) hlod4e d'un robot articulé (b) Robot articulé développé dans le 
Groupe de Recherche en Perception et Robotique, Montréal. Canada. 
Il est nécessaire de préciser 
ne précisent les trajectoires 
tions atteintes au méme instant sont ensuite connectées. 
qu'aucune étude jusqu'à présent et a notre connaissance 
de temps minimum pour un véhicule articulé. Cependant. dans la situation ou le 
véhicule est en marche avant seulement, le problème est équivalement à celui d'une 
voiture. 
Les fonctions sont également calculées de la même façon que pour une automobile. 
La figure 3.21 présente les exemples de quelques Cartes Dynamiques pour des 
orientations initiales différentes de @ et différentes fonctions. 
Bien que nous ayons fait l'étude des Cartes Dynamiques dans le cas de trois 
modèles cinématiques différents de robots. il serait préférable dans le futur de vérifier 
la validité de la Carte Dynamique pour toutes les classes de robots mobiles telles 
qu'elles sont définies dans (Campion, Bastin et D'Andréa-Novel 1996). Des modèles 
plus complexes pour des robots incluant les forces dynamiques pourraient également 
être utilisés (Julier et Dunant- Whyte 1995). 
3.3 Représentation des Cartes Dynamiques 
.Afin de ne pas être liés aux modèles dynamiques des robots et de permettre 
l'apprentissage des Cartes Dynamiques. nous d o n s  présenter dans cette section une 
autre façon de représenter les régions atteignables. En effet. l'utilisation du modè- 
le dynamique des robots est contraignante et n'offre pas une grande flexibilité en 
ce qui concerne les possibles variations par rapport à la réalité. De plus. on peut 
vouloir apprendre la Carte Dynamique d'un robot sans connaitre à l'avance le modèle 
dynamique sous-jacent . 
Comme nous l'avons vu dans les trois exemples de Carte Dynamique d'un automo- 
bile. d'un véhicule à deux roues indépendantes et d'un véhicule articulé, les courbes 
extrêmes correspondant à la variation maximale de l'angle des roues de la voiture. de 
I'accélération maximale des roues du véhicule à deux roues indépendantes ou de la 
Figure 3.21 : Exemples de Carte Dynamique pour un véhicule articulé avec O = Q,, 
(a) et O = O (b) 
Figure 3.22 : Exemples de volume pour différentes valeurs des paramètres (a) C' = 
1.Ornl.s. O,, = r/4. AT = 33ms, #,,,, = &,/(5AT), L = 0.22 (b) V = 1.5mls. 
O,, = 3 ~ 1 8 .  AT = 33ms, &, = 6,,/(20AT), L = 1.0 
variation maximale de l'angle de pliage du véhicule articulé sont primordiales pour la 
construction des cartes. Ces courbes dépendent bien sûr des conditions initiales du 
système. comme par exemple l'angle initial des roues de la voiture. 
Par exemple. dans le cas d'une automobile, si nous représentons dans l'espace 
(x. y. Q). l'ensemble de ses courbes, nous obtenons un volume qui dépend des ca- 
ractéristiques du robot. Les figures 3.22 et 3.23 présentent plusieurs volumes créés 
pour différentes valeurs des parametres du modele. Toutefois cette représentation 
dépend du modèle du véhicule par l'intermédiaire de 4 et ne pourra pas être utilisée 
pour apprendre les capacites d'un autre robot sans connaître auparavant son modèle 
dynamique. Il est plus intéressant de voir ce volume dans l'espace (z? y, n) , où n 
représente la courbure instantanée de la trajectoire. En effet: la courbure est une 
variable différentielle qu'il est possible d'extraire d'un ensemble de données sans con- 
Figure 3.23 : Exemple d'un volume de 
paramètres V = l.Om/s, <Pm, = 7r/4, 
représentation des Cartes Dynamiques pour les 
AT = 100ms, #mu = &ma/(5AT). L = 0.22 
Figure 3.24 : Exemples de volume reconstruit pour le véhicule articulé (a) V = 
1O.Oml.s. O,, =*/3. AT = 33ms, Gm, = @,,/(IO*AT). Li = 1.5. L1 = 1.0 (b) 
I' = 30.0mls. O*, = r/4, AT = 100ms. = @mol/(10 * AT), LI = 5.0. L, = 3.5 
naître a priori le modèle de L'objet considéré. Dans le cas de la voiture. ii = tan(@)/ L. 
ce qui correspond à une relation bijective sur l'intervalle de définition 1 -a/2: n/2[ de Q. 
Cette transformation n'induit donc aucune perte d'information d'un espace à l'autre. 
Il en est de même dans le cas du véhicule articulé, avec K = sin(4)/(L2 + Li cos(p)) 
qui est bijective sur ] - a/2; a/2[. Les figures 3.26, 3.24 et 3.25 donnent des exem- 
ples dr volume de représentation de la carte dynamique dans l'espace (x. y. K )  pour 
l'automobile et le véhicule articulé. 
Pour le véhicule ii deux roues motrices, la situation est un peu différente puisqu'il 
est nécessaire de prendre en compte la vitesse initiale du robot. Toutefois. pour une 
vitesse Co initiale fixe, on a initialement 
Figure 3.23 : Exemple de volume pour le véhicule articulé. C' = 30.0m/s, O, = a/6. 
AT = 100ms. = 0,,/(20 * AT), L I  = ?.O. Lp = 3-5 
ourbe de transition 
Figure 3.26 : Volume de représentation des Cartes pour une automobile dans l'espace 
( r . y . ~ )  et \ ' =  l.Om/s, L =0.22. = n/4, AT = 100ms. om, = 0,,/(5 * AT) 
Figure 3.27 : Exemples de volume de représentation pour le véhicule ri deux roues 
indépendantes (a) C' = ~ , , / 2 .  D = 1 .?6, AT = 33ms. u, = 5.0. dm,, = 20 * AT * 
Umoz (b)  I.' = dmps/2. D = 0.76, AT = 33ms. umG = 5.0. = 20 * AT * u,
et la relation entre la courbure n et les vitesses initiales des roues sera bijective. En 
effet. pour le modèle du véhicule à deux roues indépendantes l'équation de la courbure 
est : 
Il y aura donc un volume pour chaque valeur de \/; considérée. Ceci ne restreint pas 
la généralité de la représentation, puisque la valeur de la vitesse peut également être 
extraite d'un ensemble de données de la même façon que la courbure. Les figures 3.27 
et 3.28 présentent plusieurs volumes pour un même modèle pour des vitesses initiales 
différentes. On peut également remarquer la forme un peu spéciale des volumes 
Figure 3.28 : Volume de représentation des Cartes Dynamiques d'un robot à deux 
roues indépendantes V = u,, D = 0.76, AT = 33ms, um, = 5.0, w, = 20 *AT * 
dans le cas de ce robot. Cela provient de sa capacité à tourner sur lui même. d'oii il 
découle que les cercles CL ou CR mentionnés auparavant sont de rayon nul, quelles 
que soient les bornes sur les vitesses des roues. 
11 est nécessaire de montrer que cette représentation est suffisante pour coustruire 
la Carte Dynamique du robot. Il est ainsi possible d'obtenir les courbes de transition. 
mentionnées lors de la phase de construction de la Carte Dynamique d'une voiture. 
qui font passer d'une courbure maximum (correspondant dans le cas de la voiture à 
t a n ( ~ ~ , ) / L )  A une courbure nuile (voir figure 3.7) directement B partir du volume. 
Par exemple, si l'on prend la tranche du volume pour n = O, on obtient la courbe 
n(t) .  avec n(0) = O et  ic(T) = *rem, (correspondant donc à une courbe de transition 
suivi d'une courbe R ou L).  La valeur de T désigne ici le temps au point de contact 
entre le cercle CR OU CL et la courbe de transition. La courbe de transition passant 
de ri = - f n,, à O (correspondant donc à une courbe de transition suivi d'une 
courbe S). de résoudre le systeme suivant (voir figure 3.29) : 
t € [O: Tl, 
où z(0). y (O) ,  e(0) correspondent au point considéré pour créer la courbe de transition. 
et ~ ( t )  est la courbe mentionnée plus haut. Cela permet d'obtenir la courbe de 
transition. et cela quel que soit le modele dynamique du véhicule. 
Dans l'ensemble des exemples que nous avons présentés pour différents modèles 
de véhicules. on remarque que la représentation est topologiquement identique et 
similaire quel que soit le modèle de véhicule, et que la Carte Dynamique permet 
ainsi de se soustraire à une dépendance structurelle des robots donnée par leurs mo- 
dèles d~amiques .  Si on considère une population de robots hétérogènes. ce genre 
de représentation permet db i i i e r  l'approche de planification et d'obtenir alors une 
tranche du volume (K = 0) 
solution du système 
8 
Figure 3.29 : Construction d'une courbe de la Carte Dvnamiqur A partir du volume 
dr représentation 
iridépendance structurelle intéressante. Cette représentation expose également les 
capacités limites de déplacement du robot. 
3.4 Utilisation de la Carte Dynamique dans le plan 
image d'un robot 
La Carte Dynamique constitue une abstraction (ou représentation) des capaci- 
tés cinématiques d'un robot. Toutefois, bien que la représentation de la Carte soit 
intrinsèque au robot. l'aspect sensoriel semble être seulement une source externe d'in- 
formation. Dans cette section, nous allons tenter de franchir ce fossé pour montrer 
l'étroite relation qui existe réellement entre la Carte Dynamique et le (ou les) senseur 
du robot. 
Sous allons nous concentrer essentiellement sur les capteurs visuels passifs tels 
que caméras CCD (dont nos robots sont équipés comme expliqué au chapitre 6)? bien 
que d'autres types senseurs puissent être substitués sans problème apparent. 
Le premier aspect intéressant avec une "Carte Dynamique" dans le plan image. 
réside dans l'utilisation directe qui est faite des données sensorielles en évitant l'utili- 
sation de transformations inverses pour aller du plan image vers la Carte Dynamique 
plan image 
zone sans intérêt 
zone de collision 
r /  
régions atteignables 
Figure 3.30 : La Carte Dynamique. le robot et son senseur 
bidimensionnelle. De plus, un examen de la plupart des techniques actuelles d'ana- 
lyse d'images révèle qu'une partie non négligeable du temps est consacrée ii reduire 
l'information en provenance du ou des senseurs à sa partie signifiante. Ce pokt de 
vue est profondément défendu par les travaux de Dickmanns (Dickmünns et Graefe 
19886). L'intérêt de porter alors la Cane Dynamique dans l'image est d'obtenir un 
senseur "déformé" suivant les capacités de déplacement du robot. Par exemple. un 
algorithme coûteux d'évitement d'obstacles peut être amélioré en désignant a prion 
les zones de l'image que le robot aura "tendance" ou sera capable d'atteindre. Cette 
information est fournie par la Carte Dynamique une fois qu'elle est projetée dans le 
plan image de la caméra (ou n'importe quel espace de senseur pour autant qu'il existe 
une mtthode de projection depuis l'espace de coordonnées du robot vers le senseur). 
La figure 3.30 montre la Carte Dynamique dans le plan 2D avec la relation avec sa 
caméra. 
L'ne application possible de la Carte Dynamique dans l'image est également de 
prévoir en fonction de la trajectoire planifiée. la zone image où se trouvera le robot 
dans le futur par rapport à l'instant présent et ahsi prédire si cette trajectoire est 
faisable pour le robot. Dans le cas contraire, une replanification de la trajectoire est 
demandée pour éviter par exemple de rentrer en contact avec un obstacle. La repro- 
Plan image 
Figure 3.31 : Reprojection de trajectoire planifiée dans le plan image pour vérifier la 
cohérence des chemins. Par exemple une trajectoire passant derrière un obstacle doit 
couper une des lignes d'occlusion de cet obstacle 
jection dynamique de trajectoire (voir figure 3.31) peut éventuellement être utilisée. 
Construction de la Carte Dynamique dans le plan image La construction de 
la Carte Dynamique dans le plan image est faite a partir de la Carte déjà construite 
dans l'espace du robot. Pour cela, il est nécessaire de connaître la méthode de pro- 
jection depuis l'espace du robot vers le plan de la caméra. Cette projection nécessite 
la connaissances de plusieurs transformations : en premier la relation entre la Carte 
Dynamique et le référentiel du robot (immédiat), ensuite la transformation entre le 
référentiel du robot et le repère de la caméra (transformation robot ,'senseur), finale- 
ment la projection dans le plan image de la caméra (voir figure 3.32). La dernière 
étape est facilement obtenue par une calibration de la caméra à l'aide du meme iogi- 
ciel de calibrage de Tsai-Wilson mentionné dans le chapitre 6. La difficulté se situe 
au niveau de la transformation robot/caméra. En effet, il est délicat de trouver la 
relation entre la caméra et le référentiel du robot: comme le prouvent les nombreux 
travaux existants (Hervé 1993). 
1 Plan image I 
robot 
Plan 2D du robot 
Figure 3.32 : Projection de la Carte Dynamique dans le plan image 
11 existe cependant un moyen simple de faire la calibration de la caméra et de 
déterminer la transformation robot/caméra. La calibrage de la caméra nécessite une 
grille de calibration disposée sur le sol, afin de connaître la relation entre les points de 
l'image et les points dans le plan de la grille. A partir de cette relation. une calibration 
de type Tsai (Tsai et Huang 1984) est utilisée. 11 faut savoir que le résultat de la 
calibration est d'obtenir à la fois les pararnetres intrinsèques de la caméra (distance 
focale, taille des pixels de la caméra, etc.) ainsi que les paramètres extrinsèques 
définissant les transformations entre le repère de la caméra et le repère associé à la 
grille. L'astuce est donc de créer une grille dont le repére sera volontairement placé 
au milieu de l'essieu arriére du robot (bien que le placement soit fait i la main, 
un repérage physique peut être utilisé pour améliorer la précision). De ce fait la 
relation entre la Carte Dynamique et le plan image est immédiate (pour une caméra 
rigidement k e e  au robot) puisque le repère de la grille se déplace avec le robot et 
que la configuration de la caméra n'évolue pas. 
Fonctions de la Carte Dynamique dans le plan image Par analogie aux 
Cartes Dynamiques dans l'espace de configuration du robot. les fonctions utilisées 
pour la planification peuvent être définies dans le plan image pour aider ii l'analyse 
des séquences d'images. 
Les possibilités de fonctions sont nombreuses. Elles pourront étre choisies suivant 
la t k h e  à accomplir. Toutefois. la representation des fonctions est différente dans le 
cas de l'image. En effet, une valeur numérique est sans signification dans une image. 
et la représentation des valeurs doit être cohérente avec la physique de la caméra. Par 
exemple. la valeur d'une fonction peut correspondre à un masque pour créer. du flou 
(%lurr"). ou à une diminution de la résolution dans la partie considérée. 
Citons plusieurs possibilités de fonctions : 
a La valeur du temps avec la forme des courbes T-atteignables indique des zones 
de sécurité. Ainsi! un algorithme d'évitement d'obstacle peut mettre à profit 
cette information pour savoir quelles zones de l'image doivent étre analysées 
en premier pour détecter un fisque de collision (en quelque sorte cela sert de 
Temps-avant-Collision (TTC) augmenté avec les régions T-atteignables. En 
effet. chaque région de l'image est étiquetable avec la valeur du temps associée. 
Chaque étiquette indique alors le temps avant que le robot arrive sur la région 
désignée. (Kundur et Raviv 1994) introduit également ce genre d'indice visuel 
(VTC : "Visual Threat Cue" )). 
a La valeur de la fonction du nombre de trajectoires permet d'indiquer le taux 
de transparence d'uo masque sur l'image. Les régions peu susceptibles d'être 
visitées par le robot (et ayant ainsi un valeur faible de la fonction) peuvent donc 
Ptre cachées afin de diminuer les zones de recherches d'algorithme de détection 
de mouvement indépendant. 
a La valeur des fonctions combinées du nombre de trajectoires avec la valeur 
du temps associée à la région T-atteignable permet de réduire la résolution 
Figure 3.33 : Exemple de courbes T-atteignables projetées d a s  le plan image avec 
0 0  > O 
dans certaines portions de l'image dans le but de réduire l'information de façon 
cohérente pour d'autres algorithmes d'analyse d'images. 
etc. 
La combinaison des Cartes comme nous d o n s  le présenter dans le chapitre suivant 
est également un élément important de la modélisation des interactions entre robots 
mobiles. Il est ainsi possible de la même façon que pour les fonctions de projeter ces 
interactions dans le plan image pour faciliter l'étude des images pour la planification. 
Les interactions à nouveau seront représentées par des masques. ou des régions d'at- 
tention (dans (Labonté 1997), les régions d'attention sont utilisées pour des systèmes 
de codage intelligent. Les Cartes Dynamiques fournissent une méthode de création de 
ces régions d'attention en se basant sur une réalité physique (les régions atteignableç) 
et des informations supplémentaires en fonction de la tâche) qui seront appliquées sur 
l'image. 
Les figures 3.33 et 3.31 présentent deux exemples de Cartes Dynamiques dans 
le plan image. Pour l'instant, les techniques de planification et les fonctions dans 
1-image n'ont pas été implantées. 
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Figure 3.34 : Projection des courbes T-atteignables pczr qio 
3.5 Conclusion 
Les principaux avantages du concept de Carte Dynamique que nous avons intro- 
duit dans ce chapitre sont : 
0 La Carte Dynamique d'un robot représente une modélisation géométrique des 
capacités cinématiques du robot. La construction des Cartes Dynamiques a 
partir des modéles de trois robots mobiles différents a ainsi été présentée. 
La Carte Dynamique est une représentation intrinsèque invariante par rapport 
à la taille du robot. 
Ln volume géometrique de représentation des Cartes Dynamiques a été in- 
troduit dans ce chapitre. Cette représentation est générique par rapport aux 
modèles de robots, fournissant ainsi une indépendance structureile intéressante 
pour un système multi-agent. 
Grâce à cette représentation l'apprentissage de la forme des Cartes Dynamiques 
est également indépendant du modèle du robot considéré. L'apprentissage de la 
Carte des robots du banc d'essai eaxpérimental est présenté dans le chapitre 5. 
La Carte Dynamique permet de projeter les capacités cinématiques d'un robot 
dans l'espace du senseur. fournissant ainsi un couplage entre perception et pla- 
nification. 
Xous allons presenter dans le chapitre suivant comment les Cartes Dynamiques 
de plusieurs robots peuvent être combinées &n de représenter les interactions entre 
ces robots. 
Chapitre 4 
Utilisation des Cartes Dynamiques 
pour la planification 
Nous allons analyser dans ce chapitre. la façon d'exploiter les informations con- 
tenues dans les Cartes Dynamiques afin de planifier des trajectoires dans le cadre 
de taches précises à accomplir (Zanardi, Hervé et Cohen 19976). La première sec- 
tion va présenter la méthode générale de combinaison des Cartes Dynamiques pour 
représenter les interactions entre robots. Dans la section suivante. nous présenterons 
différentes techniques d'optimisation pour générer les trajectoires que devra ensuite 
suivre le robot. Notre technique de représentation des Cartes Dynamiques afin de 
faire une combinaison efficace est décrite par la suite. avant de présenter des exem- 
ples d'utilisation des Cartes Dynamiques pour planifier des trajectoires. 
4.1 Principe général de la combinaison de Cartes 
Dynamiques 
Comme nous l'avons vu dans le chapitre précédent. les Canes Dynamiques re- 
présentent ii la fois les capacités motrices intrinsèques d'un robot ainsi que d'au tres 
conditions environnement ales. 
Figure 4.1 : Les paramètres de pose relative de robots 
Cn robot peut donc exploiter ces connaissances a priori sur ses capacités ainsi 
que celles des autres robots. Ainsi, à partir d'une estimation des poses relatives des 
robots envers le robot considéré. la Carte D ~ a m i q u e  du robot est combinée avec 
les estimations des Cartes Dynamiques des autres robots. La figure 4.1 présente des 
exemples de pose relative. L'apprentissage des Cartes Dynamiques des autres robots 
sera décrit dans le chapitre 5. Nous supposerons pour l'instant que le robot possède 
un moyen d'obtenir une estimation des capacités dynamiques des autres robots grâce 
a ses senseurs. ainsi que des poses relatives des robots. 
Cne fois que les paramètres de pose sont identifiés. le robot doit seulement appli- 
quer une transformation aux Cartes Dynamiques des autres robots suivant les posi- 
tions relatives respectives. Les différentes Cartes transformées sont alors combinées 
sur la Carte Dynamique du robot de façon a refléter les interactions correspondant à 
la tâche à accomplir. 
Le robot a ainsi accès a u  capacités dynamiques des autres robots ainsi qu'à des 
informations pertinentes telles que le nombre normalisée de trajectoires. La figure 4.2 




Figure 4.2 : Transformation des Cartes Dynamiques 
les robots sont alors rendues explicite dans la manière de combiner les fonctionnelles 
de chaque robot. Par exemple, considérons le cas d'un robot mobile qui est poursuivi 
et qui doit donc planifier une trajectoire d'kvasion. Intuitivement. le robot va essayer 
de trouver les zones qu'il peut atteindre avant ses adversaires et avec la meilleure 
*-confiance" associée. 
Définissons maintenant le processus de représentation des interactions entre un 
ensemble de robots &, i E {O, . . . , n), du point de vue du premier robot Ro. Soient 
tpi i E (1. . . . , n) les transformations de pose relative (translation et rotation) entre 
le robot & et le robot &,i # O. Considérons g i , i  {O, .  ..Jz}, les valeurs des 
fonctionnelles respectives des robots &, i {O, . . . , n}, et T,: i E {O. . . . . n). une 
fonction donnant la valeur du temps pour la région T-atteignable dans laquelle se 
trouve le point. dors les interactions sont représentées par la fonctionnelle G donnée 
par la fonction de combinaison I, : 
La fonction G peut ensuite être utilisée dans une procédure d'optimisation numérique 
afin de trouver une 
la façon suivante : 
trajectoire admissible. Le probkme se formule g6néralement de 
f 
Tl 
1 x(T)  E régions T-atteignable, 
rnax C G(T, x ( T ) ) ,  contraint à C ( x ( T ) )  = O, 
W).T=(O....J'~ 1 T Z O  i 
avec C et D représentant des contraintes additionnelles sur la trajectoire du robot. 
comme par exemple les contraintes non-holonomes d'une voiture. 
Cn avantage intéressant de la Carte Dynamique réside dans la possibilité de faire 
de la replanification dynamique (au sens donnée par Feddema (Feddema et Lee 1990) 
pour un bras manipulateur). En effet, considérons un robot qui a planifié sa trajec- 
toire pour les quelques secondes suivantes. Cette trajectoire est optimale au sens de 
la fonction G mais les conditions environnementales ainsi que les attitudes des autres 
robots vont forcément s'alther de plus en plus avec le temps. De ce fait cette trajec- 
toire qui devient sous optimale avec le temps permet au robot d'acquérir et  de traiter 
de nouvelles informations sur l'environnement et les autres robots et de les intégrer 
à nouveau sur une Carte Dynamique du robot dans le futur (car la trajectoire du 
robot est connue. les formes intrinséques des Cartes Dynamiques seront connues A 
l'avance) qui sera alors utilisée pour faire la replanification d'une nouvelle trajectoire 
optimale en accord avec une nouvelle fonction G. La figure 4.3 résume cette idée de 
replanificat ion dynamique. 
Trajectoire planifiee initialement 




Nouvelle trajectoire replanifiée 
en accord avec les nouvelles canditions 
Figure 4.3 : Replanification dynamique de trajectoire par l'intermédiaire des Cartes 
Dynamiques 
4.2 Planification de trajectoires 
Lae fois que les différentes Cartes Dynamiques des robots ont été combinées et 
que la fonction G est obtenue, il est nécessaire de planifier la trajectoire du robot. Il 
est également nécessaire lors de la planification de la trajectoire de prendre en compte 
les contraintes non-holonomes du robot concerne. 
Xous avons utilisé plusieurs techniques d'optimisation numérique pour le calcul 
de trajectoires. Les algorithmes travaillent à différents niveaux d'abstraction (10- 
cal global) afin d'étudier les effets sur les trajectoires planifiées. Nous avons assumé 
dans la plupart des algorithmes, que le modèle cinématique du robot considéré était 
connu. Cependant en ce qui concerne les autres robots, seulement leurs Cartes Dy- 
namiques sont connues. pas leurs modèles cinématiques. Il est important de préciser 
que lors de procédure d'optimisation, les trajectoires obtenues ne sont pas forcé- 
ment optimales. Toutefois, dans les méthodes proposées de calcul des trajectoires, 
chaque point des trajectoires va se trouver dans la zone entre deux régions T et 
T-1-atteignables. De ce fait. les courbes sous-optimales planifiées bénéficient des in- 
formations fournies par la Carte Dynamique bien que celle ci soit construite li partir 
de courbes optimales. 
Le premier algorithme se base sur le plus simple algorithme d'optimisation connu : 
suivre la plus forte pente sur la surface tridimensionnelle formée par la fonction G 
dans l'espace (2, y, IR). Afin d'inclure les contraintes non-holonomes du véhicule dans 
la trajectoire planifiée, nous avons utilise le modéle simple d'une voiture. L'algo- 
rit hme est alors le suivant : pour la position (x, y, O , @ )  du système modélisant le 
robot. les trois positions qu'il est possible d'atteindre par contrôle "bangbang" (voir 
chapitre 3) sont calculées. Parmi ces positions, celle ayant la valetir maximale de G 
sera choisie afin de recommencer le processus. L'avantage évident de cette technique 
est la rapidité pour trouver une trajectoire pour le robot. Toutefois. puisque cet al- 
gorithme d'optimisation fonctionne de façon locale il est possib!e de se trouver dans 
des situations où le robot est bloqué définitivement par un obstacle. 11 est possible 
de remédier a ce probléme en appliquant une fonction de potentiel répulsive pour les 
obstacles. plutôt qu'une simple valeur de présence. Toutefois. la fonction de rt.pulsion 
n'est pas toujours simple à créer et de plus. beaucoup de travaux ont montré que ce 
genre de potentiel avait tendance à crker des minimums locaux artificiels. 
Il faut cependant préciser que dans le cadre de cette méthode. il est nécessaire 
d'envisager des trajectoires à trés court terme. En effet, la trajectoire peut devenir 
clairement sous-optimale rapidement puisque cette méthode ne garantie pas I'appar- 
tenance d'un point à un temps T à une région T-atteignable. Ce problème pourrait 
éventuellement être résolu en utilisant la valeur des temps reliés aux zones entre deux 
courbes T-atteignables : ainsi si le point choisi par la descente de gradient au temps 
T + 1 se trouvent entre les courbes T - 1 et TI ce point sera rejeté est un éventuel 
retour en arrière pourra être utilisé pour garantir que chaque point planifié par la 
descente de gradient est un point entre deux courbes optimales pour la bonne valeur 
Cne autre façon de voir le problème est d'envisager l'optimisation globale de la 
trajectoire. Un premier algorithme que nous avons utilisé est basé sur une heuristique 
originale. 
La procédure d'optimisation suppose qu'il existe un point appartenant à la trajec- 
t oire recherchée sur chaque limite extérieure des régions T-at teignables. L'al go rit hme 
fonctionne ensuite de façon heuristique en déplaçant les points sur les frontières pour 
obtenir une trajectoire optimale. Le but est ici d'obtenir une valeur maximale pour 
la sommation des valeurs de la fonction G suivant la trajectoire. L'heuristique fonc- 
tionne de la façon suivante : soit un ensemble initial de point (xU, g o ) ,  . . . , (xT,. g ~ ,  j 
avec (x,, gz) appartenant à la Frontiére de la region T,-atteignable. Soit 1 tel que 
G(t, (x,. y,)) = min, G(t ,  (x, , y,)).  Le point (x,, y,) est alors déplacé à gauche et à 
droite sur la limite externe de la région T,-atteignable. Les autres valeurs des points 
(x,. y,), j # i sont également modifiées de manière a respecter !es contraintes de 
courbure maximale le long de la trajectoire. Si le déplacement provoque une augmen- 
tation de la somme G(t,  (x,, y,)) la nouvelle suite de point est prise comme point 
de départ de la nouvelle itération. La maximisation s'arréte lorsqu'il n'existe plus de 
déplacement permettant d'obtenir une augmentation de cette somme. 
Du fait de l'aspect itératif de la méthode, il est impossible de prévoir le temps 
nécessaire pour obtenir une trajectoire. De plus. les trajectoires obtenues maximisent 
la somme des valeurs de la fonction G le long du parcours. mais il se peut qu'en 
certains points le robot ait de grandes chances d'être attrapé. ce qui contredit le but 
des Cartes Dynamiques. Un exemple de trajectoires planifiées par cet algorithme 
sera donnée dans la section 4.4.3. La figure 4.4 illustre le fonctionnement de cet 
algorithme. 
Les dei= dernières méthodes d'optimisation que nous proposons se basent sur 
le même principe : un ensemble de trajectoires est testé sur la Carte Dynamique 
combinée et la trajectoire optimale au sens désiré est choisie. Sous avons mentionné 
que dans le cas de l'algorithme d'optimisation globale. c'était la somme des valeurs 
de la fonction G suivant la trajectoire considérée qui constituait la fonctionnelle i 
optimiser. Il est clair qu'il peut y avoir des cas où le robot a de grandes chances de 
se faire attraper Le long du parcours. Pour pallier ce défaut, il est possible de faire 
si ( S ,-So ) >O choisir 
Sn trajectoire S 1 
Figure 4.4 : Procédure d'optimisation heuristique pour déterminer une trajectoire 
appel à une optimisation de type Minirnax. En effet. avec Traj,. i E { 1. . . . . .VI. les 
trajectoires testées sur la Carte, il suffit ici de choisir la trajectoire avant sa valeur 
minimale égale à : 
Dans la première des deux méthodes. nous avons choisi d'utiliser les courbes de 
type R S  et L S  qui nous ont permis initialement de construire la Carte D ~ a m i q u e .  Le 
nombre de ces courbes étant relativement faible. il suffit de les projeter dans l'espace 
de la Carte combinée et d'utiliser les valeurs correspondantes de la fonction G suivant 
le parcours pour trouver la trajectoire minimax. Le problème réside cependant dans 
le manque de flexibilité qu'offrent ces courbes. En effet. l'orientation finde du robot 
ne pourra plus varier suivant la courbe S et cela limite grandement les possibilités de 
replanification. de plus la valeur de l'angle des roues sera souvent maintenue à zéro: 
c r  qui est parfois un net désavantage. 
Sous avons alors proposé dans une deuxième méthode d'utiliser un réseau de 
courbes non-optimales, mais qui présentent l'intérêt de couvrir un spectre plus large 
de valeur d'orientation et d'angle des roues possible lors de la planification. Les 
courbes sont formées de deus parties de même durée. La première courbe passe de 
la valeur initiale à une valeur <pl, puis dans la seconde de 01 à 02,  avec 01~02 E 
[ -  1 .  11 faut supposer que le temps donne a chaque courbe est suffisant 
pour tourner les roues de à Q,, (afin de couvrir un espace plus important). 
Comme dans le cas de la descente de gradient, il est impératif de ne pas prendre 
des trajectoires trop longues. Ainsi, les trajectoires obtenues dans le cas des réseaux 
de courbes sont donc sous-optimales au sens qu'elles ne sont pas formées de points 
appartenant aux limites des régions T-atteignables. Elles conservent cependant les 
critères qui sont définis entre deux régions T-atteignables. Forcément si la longueur 
des trajectoires du réseaux est augmentée de façon trop importante. la sous-optimalité 
de ces trajectoires est alors de plus en plus prononcée. 
L'objectif de cette méthode est de proposer un ensemble suffisamment significatif 
de trajectoires dont la pertinence à la résolution de la tâche sera comparée. Pour 
construire cet ensemble de courbes, nous avons donc proposé deux arcs de clotoïde 
dont les courbures initiale et finale décrivent le spectre complet des valeurs possibles. 
La courbure initiaie de la première clotoïde est fixée par l'orientation initiale des roues 
du robot. L'algorithme suivant permet de faire la construction de ces courbes : 
Lg = longueur de chaque courbe 
x = y = 0: theta = 7 ~ 1 2 :  O = 00;  
pour T = O; Lg - 1 faire 
fin pour 
pour T = Lg; 2 * Lg faire 
v 
B = 0 + - tan($) *AT 
L 




La figure 4.5 présente deux exemples de réseaux de courbes générés par cet aigo- 
rithme. Sur cette figure. on constate que l'orientation b a i e  du robot est très variable. 
bien que les positions hales  obtenues soient similaires. Cela présente l'avantage cer- 
tain de produire un ensemble de courbes plus intéressantes et plus représentatives de 
ce que peut faire le robot. On remarque toutefois que certaines portions de l'espace 
ne sont pas couvertes. Ce problème pourrait être résolu en supposant que la vraie 
trajectoire optimale se situe a u  environs de la trajectoire appartenant au réseau qui 
a été choisie. et que de ce fait. il serait possible de générer un nouveau réseau de 
trajectoires autour de celle déjà obtenue. 
4.3 Représentation pour une combinaison efficace 
Sous avons choisi de représenter les Cartes Dynamiques pour la conibinaison. par 
des "bitmaps". ou images en niveaux de gris. Le choix a été motivé à la fois par 
la rapidité potentielle de combinaison des bitmaps par des architectures dédiées et 
également par Leur simplicité de construction. 
Orientation 
des roues et 
1 du véhicule 
Orientation T Orientation du véhicule 
des roues \ I 
Figure 4.5 : Exemple de réseau de courbes sous-optimales avec (aj 00 = O et (b)  
00 = bmux pour la génération de trajectoires sur la Cane Dynamique 
\ Région T+4-atteignable 
Région T+5-atteignable 
Figure 4.6 : Méthode de construction des régions 7'-atteignables 
Ainsi. un bitmap de taille fixe est créé, puis chaque Carte Dynamique. qui cor- 
respond à une valeur initiale de o (nous avons discretisé cette valeur). est construi- 
te. Chaque quadrilatère composant la carte (voir figure 4.6. déjà présentée dans le 
chapitre précédent) est construit à l'aide de simples routines graphiques de remplis- 
sage de polygone (la valeur de la fonctionnelle a l'intérieur du quadrilatère indique 
la valeur des points correspondant sur le bitmap). La figure 4 . i  présente un exem- 
ple de bitmap créé de cette façon. Les conditions environnementales sont également 
representées par un bitmap. qui est combiné avec la Carte Dynamique pour créer la 
nouvelle valeur de la fonction sur la Carte du robot pour être par la suite utilisée par 
les fonctions d'optimisation. Les obstacles sont créés également avec les routines de 
remplissage de polygone avec une valeur constante maximale (lors de la combinaison 
le birmap est inversé). 
Pour rajouter un autre type de condition, nous avons utilisé une droite avec une 
distribution normale orthogonalement. Cela permet de représenter par exemple une 
Figure 4.7 : Exen-ple de bitmap représentant une Carte Dynamique. les valeurs de la 
fonctionnelle sont données par les niveaux de gris avec la couleur noire indiquant la 
valeur maximale 
direction privilégiée ou une route et son bas-côté. Un exemple de bitmap pour les 
conditions environnementales avec un obstacle est presenté dans la figure 4.8. Nous 
essayerons en général d'utiliser des fonctions de combinaisons séparables. comme 
par exemple une simple différence entre les valeurs des temps pour les régions T- 
atteignables. Cela permet ainsi des opérations simple sur les bitmaps pour combiner 
les Cartes Dynamiques. Les quatre opérations élémentaires suivantes sont nécessaires 
pour faire la combinaison : rotation, translation (offset), mise à l'échelle et addi- 
tion/soustraction (voir figure 4.9). La combinaison des Cartes de deux robots permet 
d'obtenir une Carte de situation instantanée. 
Si plusieurs robots sont envisagés, la méthode est similaire mais requiert toutefois 
deux étapes : une combinaison de chaque Carte des robots Ri. i # O pour obtenir 
les Cartes de situation instantanée ISiCI,, i # O. avec celle du robot & : puis les 
ISM,. i # O sont combinées en un Carte de situation instantanée combinée avec un 
Figure 1.8 : Un bitmap avec un obstacle et une droite privilégiée 
choix de la valeur à considérer en fonction de toutes les Cartes Dynamiques combinées 
obtenues. L'ensemble des calculs sont faisables en paralléle. La figure 4.1 O présente 
la méthode de combinaison parallèle de plusieurs Cartes D~arniques.  
4.4 Exemple 
Dans cette section, nous dons utiliser La Carte Dynamique pour résoudre le pro- 
blème de l'évasion d'un robot mobile qui est poursuivi par un ou plusieurs autres 
robots. Ce problème est également analysé à partir des jeux différentiels au travers 
de travaux de Isaacs (Isaacs 1965) dans l'annexe C. 
Dam un premier temps, le contexte du probléme sera introduit, ensuite la méthode 
à partir des Cartes Dynamiques sera présentée. 
Posc Relative Robot2 / Robot I 
Robot 1 Robot 2 





me de situatio 
Fonction de Combinaison <-2 
Figure 4.9 : (a) Principe de la combinaison des cartes à paxtir des bitmaps (b) Com- 
binaison des cartes entre deux robots pour obtenir la Carte de situation instantanée. 
Robot #1 Robot #2 Robot #3 
& ISM #I  6 ISM #2 
* 
Combinaison 
Figure 4.10 : Combinaison en paralléle de plusieurs Cartes Dynamiques 
4.4.1 Le contexte 
Nous considérons un ou plusieurs robots mobiles R (pour Renard) qui doivent 
essayer de capturer un ou plusieurs robots mobiles L (pour Lapin). Ces derniers 
tentent bien sûr d'échapper à leurs adversaires. 
Plusieurs types de scénarios sont envisageables : 
a Plusieurs robots R poursuivant un L : 
- Les R doivent prédire et analyser le comportement de leur proie et colla- 
borer pour l'attraper ; 
- L doit éviter de se faire capturer en s'éloignant ou en se cachant. 
a Ln seul robot R à la poursuite de plusieurs robots L : 
- R doit optimiser ces décisions suivant qu'il désire attraper un seul L (le plus 
proche de lui) ou le plus grand nombre possible de L, l'un après l'autre : 
- Les L peuvent avoir une stratégie de collaboratios pour troubler leur ad- 
versaire en s'enfuyant dans des directions opposees par exemple. 
Plusieurs R face à plusieurs L : les interactions sont conlplexes et multiples. Les 
situations seront des instances des deux précédents types de scénario. 
Dans ce contexte, nous allons présenter, suivant les situtltions. le comportement 
que l'on attend des robots et la problématique soulevée. 
4.4.1.1 Tactique d'un L face B un R 
Xous envisagerons que les robots sont capables de se percevoir l'un l'autre. Intui- 
tivement, deux tactiques existent pour L : 
1. Sortir du champ de vision de R qui peut être limité eii se cachant derrière un 
obstacle. ou en utilisant les défauts des capacités visu~lles du R (par exemple 
on peut imaginer qu'un robot ne perçoit l'environneme~t que dans un domaine 
limité). 
2. Si le robot L a un moyen d'estimer les capacités dynamiques de R (Sa courbure 
maximale. sa vitesse maximale. etc.), il peut utiliser cette connaissance pour 
trouver une trajectoire qui va lui permettre de se soustraire à son ennemi. 
Devenir invisible pour son adversaire Si on n'envisage pas les techniques des 
camouflages que certains animaux utilisent, UR L peut se soustraire visuellement à un 
autre robot en disparaissant derrière un obstacle ou en utilismt les défauts de vision 
du robot R. 
Utilisation d'un obstacle pour se cacher. 
Supposons toujours la situation d'un robot R pris en chasse par un robot F, 
mais avec un obstacle à proximité. 
L doit alors pour utiliser l'obstacle comme protection être capable de : 
- Reconnaître l'obstacle ; 
- Déterminer la meilleure trajectoire pour aller derrière l'obstacle et etre 
invisible : 
- Choisir entre rester cache (au risque de se faire attraper facilement). con- 
tinuer sa route (en espérant que R ne pourra pas prédire sa trajectoirt'). 
ou changer complètement de trajectoire. 
* Utilisation des défauts d'un systeme de vision. 
Ln R capable d'estimer l'orientation de I'aue optique de son adversaire pourra 
utiliser cette information pour planifier une trajectoire au deld des limites siip- 
posées du champ de vision d'un F. 
Tactique dynamique d'evasion Une bonne tactique d'échappement pour L se 
baserait sur une connaissance complète de la dynamique de son adversaire (vitesse 
maximale et minimale. sa courbure maximale, etc.) .  
Ainsi. L serait plus en sécurité dans des régions que R peut difficilement atteindre 
i causa de ses capacités dynamiques. Cela peut par exemple se définir en termes de 
nombre de trajectoires que peut suivre R pour aller dans une certaine région. 
La tactique de L sera alors de planifier des trajectoires qui passent par des régions 
que R n'est pas capable d'atteindre avant L ou au pire atteindre difficilement. 11 
s'agit. de problème qui sont typiquement résolus a l'aide des Cartes Dynamiques. 
4.4.1.2 Tactiqued'un R face à un L 
Le robot mobile R doit être capable de : 
a Reconnaître le robot L : 
Prédire la trajectoire de sa proie : 
Contrder ses mouvements à parti. des données recueillies. 
4.4.2 Tactique d'évasion à l'aide des Cartes Dynamiques 
Parce que le problème d'évasion,/poursuite est trés complexe. nous allons nous con- 
centrer seulement sur les stratégies d'évasion d'un robot poursuivi par un ou plusieurs 
autres robots A l'aide des Cartes Dynamiques. Yotre problème est similaire ii ceux 
dvoquts dans la theorie des jeux differentiels (Isaacs 1965). 
Les points de la trajectoire que devra suivre L afin de s'échapper peuvent étre 
facilement trowés à partir de l'heuristique suivante : choisir des points qui seront 
atteints d'abord par L et avec le maximum de délai avant l'arriver de R 1 la rnême 
position. Comme nous l'avons vu auparavant. la Carte Dynamique est parfaiternent 
adaptrr pour résoudre ce genre de problème. 
Ainsi. L ayant une estimation a la fois de la pose relative avec son adversaire 
(disponible par analyse du mouvement indépendant dans l'image 6) et de la Carte 
Dynamique de son adversaire. il suffit alors de combiner les deux cartes comme nous 
l'avons vii précédemment. La Carte indique alors les zones de sécurité pour L par 
les points oi i  le temps TL (temps du L pour aller au point considéré) est inférieur au 
temps TR (temps du robot R pour atteindre le même point). 
Pour ut iiiser les connaissances associées aux Cartes Dynamiques. Les fonctionnelles 
peuvent ëtre combinées de façon à refléter les meilleures conditions pour le robot 
L. Nous allons tester plusieurs combinaisons de fonctionnelIes afin de planifier les 
trajectoires. Les fonctionnelles utilisées dans le cadre de cette tache sont seulement 
le nombre de trajectoire et les conditions environnementales. 
Bien que nous n'ayons envisagé pour l'instant qu'un adversaire. si le nombre de R 
venait augmenter. la stratégie de L resterait la merne: il n'aurait qu'A superposer 
la carte de tous ces adversaires sur une même carte en accord avec les poses relatives 
envers L. 11 faut cependant faire attention à ce que les effets positifs d'un robot R 
n'occultent pas les effets négatifk d'un autre. Pour éviter ce genre de problème. le 
minimum des valeurs combinées des fonctionnelles entre le robot L et chaque robot 
R est utilisée pour construire la Carte Dynamique combinée. 
Différents fonctions de combinaison Nous adoptons les notations suivantes : 
TRabol(x, y )  designe le temps associé A la région T-atteignable du robot dans laquelle 
se trouve le point (x. y). dRobot (z, y )  indique de la même laqon la distribution au point 
(2. y )  de la fonctionnelle. R,, i E (1,. . . . n) représentent les différents robots renards. 
La première fonction de combinaison simple correspond à. la différence des trnips 
rntrr les régions T-atteignables : 
G(x.y)= min (TR, - TL) 
x€{l ,..., n} 
La combinaison suivante utilise la valeur du nombre de trajectoires dans la Carte 
Dynamique : 
G ( x .  y) = min dL - cfR,  x (TL - SR.) 
z ~ { l ,  -...n} 
La combinaison exprime l'interaction en diminuant (ou augmentant) la valeur du 
nombre de trajectoires du robot R en fonction de La différence de temps pour atteindre 
la zone considérée et la valeur du nombre de trajectoires relatif l'adversaire. La 
valeur de la fonction refltite deux choses : 
lorsque TR, > TL! il est préférable que le nombre de trajectoires ciRl soir grand 
(laissant ainsi beaucoup de mauvaises trajectoires pour l'adversaire) et cela 
augmente donc la valeur de la fonction de L (car TL - TR, est négatif) : 
lorsque TL > TR,, il est préférable que peu de trajectoires permettent à R, 
d'atteindre cette zone potentiellement dangereuse pour L. De ce fait la valeur 
de la fonction de L est diminué (car TL - TRt est positif). 
La uou-séparabilité de la fonction de combinaison pose cependant un problème lors 
de l'utilisation de la représentation par bitmap présentée à la section précédente. 
-\fin de rendre la troisième fonction de combinaison séparable. la valeur utilisée sur 
le bitmap est TRobot/dRobot qui fournit une information sur le nombre de trajectoires 
relativement au temps. En faisant ensuite une différence simple on obtient : 
min 
T t (  T L ~ Y )  - 
G(x '  y ) = g ~ ( ~ . . . . . ~ )  dR,  (2. y) &(x. !/) 
avec Tn, (x. y)/dR, (x, y )  une récompense pour le robot L et TL (x. y ) / t l L  (r. y )  une pu- 
nition. En effet, le robot L ne doit pas aller dans des régions où le robot adversaire a 
un nombre de trajectoires importante (de ce fait le terme inversement proportionnel) 
et avec un temps faible (de ce fait le terme proportionnel au temps). 
4.4.3 Expériences 
Dans cette section. nous allons présenter les résultats sur la planification de tra- 
jectoires d'évasion dans le cas d'un face-à-face et dans le cas ou un robot est poursuivi 
par trois autres. L'ensemble des résultats obtenus dans cette section ont été réalisés 
en simulation. Les robots poursuivants ont une tactique simple mais efficace de pour- 
suite rn utilisant la position réelle du robot L. Pour l'instant. l'évitement de collision 
pour les robots poursuivants n'a pas été implanté. 11 faut donc savoir que les résul- 
tats sont susceptibles d'être meilleurs lorsque les robots poursuivant seront e u  aussi 
genés par les obstacles. La figure 4.11 illustre la planification de trajectoires avec les 
différents robots en présence. 
4.4.3.1 Face-à-face 
Considérons d'abord le cas d'un face-à-face entre deux robots. Pour chaque mé- 
thode de calcul de la trajectoire. nous avons utilisé les trois types dr combinaisons 
de fonctions présentées dans la section précédente. Nous utiliserons les termes DT. 
DD1 et DD2 pour désigner respectivement la fonction de combinaison de différence 
des temps de l'équation 4.3 et les deux fonctions de combinaison avec le nombre de 
trajectoires des équations 4.4 et 4.5. 
Sous allons présenter maintenant. une étude comparative de la planification de 
Figure 4.11 : Illustration de la planification d'une trajectoire avec plusieurs robots 
trajectoires à l'aide de la technique par descente de gradient et par réseau de courbes 
(méthodes prksentées dans la section précédente). L'étude s'est faite dans deux situa- 
tions : (1) les deux robots sont identiques; (2) le robot poursuivant est plus rapide 
(environ 50% plus rapide) mais à un rayon de braquage plus faible. Les tests ont été 
effectués sur un même ensemble de valeurs aléatoires des positions initiales du robot 
poursuivant et de l'angle des roues de L. Dans toutes les figures. le robot L est orienté 
suivant l'axe vertical. De plus, pour les figures en niveaux de gris la couleur blanche 
correspond au minimum de la fonction et la couleur noire indique le maximum de la 
fonction. 
Descente de gradient. Les figures 4.12: 4.13'4.14 et 4.15 présentent des exemples 
de trajectoires planifiées par la méthode de descente de gradient pour les d e u  types 
de robots et les trois fonctions de combinaison1. 
On peut constater dans les figure 4.12 et 4.13 que les trajectoires planifiées pour 
%es figures correspondant à des memes cas ont &te separées pour etre plus visible 
(b) DDl 
Figure -1.12 : Trajectoires obtenues avec la méthode de descente de gradient avec des 
robots adversaires plus rapides, pour la même position initiale et les deux fonctions 
de combinaison DT (a) et DD1 (b) 
Figure 4.13 : Trajectoire obtenue avec la méthode de descente de gradient avrc t l ~ s  
rohors ;~<lv~rsaires plus rapides, pour la même position initiale et la Foii~:tiori do wni- 
t)ii~aisori D D I  
les trois fonctions de combinaisons sont pratiquement identiques. La forrnc 
fonction combinée dans la figure 4.12(a) exprime bien l'effet de la fonction (le 1 
robot sur le robot L. On peut voir en effet que les zones maximales se sout dép 
wrs l'arrière du robot. Dans les figures 4.14 et 4.15 les mêmes effets sont. observables. 
LPS t ab lea~x  4.1 et 4.2 présentent les résultats numériques reliés h la oiéthocle 
(le (lesc~nte de gradient pour les deux cas de robots. Ces résultats correspondent 
à ( 1 ~ s  simulations effectuées de la façon suivante : le robot planifie c!n prcmitlr sa 
trajectoire par l'algorithme de descente de gradient puis. à la fin de sa trajectoire. m e  
nouvelle combinaison des Cartes est effectuée dans la nouvelle situation (les autres 
robots se sont bien entendu déplacés) pour planifier à nouveau une trajectoire et 
ainsi de suite. L'expérience est faite dans un temps fini identique pour tolites les 
expkriences. Une capture est déterminée lorsque la distance entre le robot poursuivant 
et L est inférieure A un seuil prédéfini. Dans les tableaux, Winirnuui" iudiqiie la 
valeur moyenne de la distance minimale entre les deux robots dans chaque expérience. 
(b) DD1 
Figure 4.14 : Trajectoires obtenues avec la méthode de descente de gradient pour des 
robots identiques. pour la même position initiale et les deux fonctions de combinaison 
DT (a) et DDl  (b) 
Figure 4.15 : Trajectoire obtenue avec la méthode de descente dt 
robots identiques, pour la même position initiale et la fonction de 
gradient pour des 
combinaison DD2 
"Slauimum" indique la valeur moyenne de la distance maximale entre les deux robots 
dans chaque expérience, "Temps moyen avant capture" désigne en moyenne le temps 
nécessaire au robot pour être capturé et "% capture" correspond a u  pourcentage des 
expériences qui s'achévent par la capture du robot. 
D'après les valeurs données dans les tableaux, la deuxième fonction DD1 semble 
permettre au robot de s'échapper le plus souvent (avec également une valeur moyenne 
de minimale de distance plus importante). Toutefois, le temps moyen avant capture 
semble indiquer que dans le cas de la premiere fonction même s'il y a moins d'éva- 
sion. la capture est souvent plus retardée dans le temps. La fonction DD2 est assez 
décevante dans ce cas. 
Dans le tableau 4.2, il apparaît que les résultats sont sunilaires au cas précédent. 
Cependant. la fonction DD 1 a ici des résultats nettement supérieures aux deux autres 
fonctions. Les résultats sont évidemment meilleurs pou.  toutes les fonctions puisque 
les deus robots sont identiques et ont donc la même vitesse. 
Tableau 4.1 : Rksultats de l'algorithme de descente de gradient avec le robot poursui- 
vant plus rapide 
Tableau 4.2 : Résultats de l'algorithme de descente de gradient avec les deux robots 
identiques 
( Fonction 1 Minimum 1 Maximum 1 Temps moyen 1 taux de / 










Reseau de courbes. Les trajectoires planifiées dans le cas de la méthode de réseaux 
de courbes sont présentées dans les figures 4.16, 1.17. 4.18 et 4.19. 
Contrairement à la première methode par descente de gradient. certaines des tra- 
jectoires dans la même situation initiale sont qualitativement différentes suivant !I 
fonction de combinaison utilisée (voir figures 4.16 et 4.17). 
Les trajectoires obtenues dans les différentes situations initiales des figures 4.18 
et 4.19 exprime bien la diversité des trajectoires que le réseau de courbes permet de 
créer. 
Les tableaux 4.3 et 1.4 présentent les résultats numériques d'expériences effectuées 
à nouveau en simulation. L a  planification est un peu différente par rapport à la 
descente de gradient. En effet, la trajectoire est planifiée pour un temps deux fois 
supérieur au temps des trajectoires planifiées par la descente de gradient. Cependant 
le robot ne se déplace que dans la moitié de la trajectoire planifiée (cela permet 
aussi de faciliter la comparaison des deux algorithmes). Dans le cas des réseaux. les 















1 avant capture 




Figure 4-16 : Trajectoires obtenues avec la méthode des réseaux pour la même position 
initiale et les deux fonctions de combinaison DT (a) et D D l  (b) 
Figure 4.17 : Trajectoire obtenue avec la méthode des réseaux pour la même position 
initiale et la fonction de combinaison DD2 
terme (tel que les obstacles). Les valeurs entre parenthése correspondent a u  valeurs 
obtenues par l'algorithme de descente de gradient. 
Dans le tableau 1.3, on peut voir facilement que, dans ce cast c'est la fonction DD2 
qui semble nettement supérieure aux autres. Le même effet sur les temps moyens 
avant capture que dans le cas de la descente de gradient est observé ici. On remarque 
toutefois la grande différence d'efficacité entre les deux méthodes de planification. 
Ainsi. pour la fonction DD2, il y a une diminution de presque 50% du t a u  de capture. 
Cet effet était prévisible puisque la descente est essentiellement une méthode locale, 
tandis que les réseaux de courbes permettent de faire un compromis entre planification 
locale et globale. 
Les mêmes effets observés dans le tableau 4.3 sont également obtenus dans le cas 
des deus robots identiques (tableau 4.4). Il faut remarquer ici que, dans le cas de 
l'algorithme des réseaux de courbes, les résultats correspondant à la fonction DD1 
ont subi une augmentation de l'efficacité (taux de capture diminuant de 36% à 26%) 
plus faible en comparaison de celle des deux autres fonctions (de 53% à 20% et 30% à 
(b) DDl 
Figure 4.18 : Trajectoires obtenues avec la méthode des réseaux pour la même position 
initiale et  les deux fonctions de combinaison DT (a) et  DD1 (b) 
Figure 4.19 : Trajectoire obtenue avec la methode des réseaux pour la même position 
initiale et la fonction de combinaison DD2 
Tableau 4.3 : Résultats de l'algorithme par réseau de courbes avec le robot poursui- 

















1 72.8 (70.4) 
58 (64.6) 
Tableau 4.4 : Résultats de l'algorithme par réseau de courbes avec les deux robots 
identiques 
1 Fonction 1 Minimum 1 Maximum 1 Temps moyen 1 taux de 1 
13%). Ceci aurait tendance à suggérer que la fonction DD1 exprime mieux de façon 
locale les interactions entre les robots, alors que les fonctions DT et DD2 sont plus 
représentatives globalement . 
Les résultats obtenus dans cette section sont encourageants. La tactique d'évasion 
est assez efficace daos le cas d'un adversaire plus rapide. La méthode par rtseau de 
courbes est ici nettement supérieure à la technique par descente de gradient. 
DT 
4.4.3.2 Trois contre un 
Dans cette section, nous allons étendre l'étude de planification de trajectoires 
d'évasion pour un robot ayant trois adversaires. 
Dans un premier temps. nous avons utilisé l'algorithme heuristique pour obtenir les 
trajectoires d'évasion du robot. Un exemple de trajectoire obtenue par cet algorithme 
est présenté à la figure 4.20. 
Nous avons toutefois constaté que cet algorithme ne parvenait pas à trouver une 
solut ion dans un temps acceptable (dans certains cas, aucune solution satisfaisante 
n'était même obtenue). Il est ainsi impossible de prévoir à l'avance le temps nécessaire 
i la recherche d'une trajectoire optimale. 
De la mëme façon que dans le cas du face-à-face, nous avons procédé: à une étude 
comparative des deux techniques de planification de trajectoires par descente de gra- 
dient et par réseau de courbes. Les tests ont été effectués sur un même ensemble de 
valeurs aléatoires des positions initiales et des valeurs de l'angle des roues pour les 
1.19 (0.3) 
1 avant capture 
2.14 (2.16) 1 85.6 (76.3) 
capture 
20% (33%) 
Figure 4.20 : Trajectoire obtenue par l'algorithme heuristique de planification avec 
trois robots à éviter 
quatre robots présents dans l'environnement. 
Descente de gradient. Les figures 4.21 et 4.22 présentent des exemples de trajec- 
toires à court terme planifié par I'algorithme de descente de gradient avec les trois 
différentes combinaisons de fonctions lorsque les robots poursuiwt sont plus rapides. 
Des exemples de trajectoires obtenues par le même algorithme dans le cas où tous 
les robots sont identiques sont présentés dans les figures 4.23 et 4.24. 
On peut observer dans la figure 4.21(a) que l'algorithme de descente de gradient 
va se diriger dans la zone où le robot a du mal à tourner (à l'intérieur du cercle CR). 
On doit remarquer également la complexité de la fonction combinée pour les quatre 
robots. 
Comme nous l'avons mentionné auparavant, l'avantage de l'algorithme de descente 
de gradient est sa rapidité, cependant il anive parfois que le robot soit bloqué par 
lin obstacle lors d'une plimification. La figure 4.25 propose un exemple de trajec- 
toire planifiée pour laquelle le robot se trouvera bloqué par l'obstacle à la fin de sa 
trajectoire sans espoir de pouvoir tourner assez vite pour l'éviter. 
(b) DDi 
Figure 4.21 : Trajectoires obtenues par l'algorithme de descente de gradient lorsque 
les robots adversaires sont plus rapides et avec les deux fonctions de combinaison D S  
(a) et D D l  (b) 
Figure 4.22 : Trajectoire obtenue par l'dgorithme de descente de gradient lorsque les 
robots adversaires sont plus rapides et avec la fonction de combinaison DD2 
Les tableaux 4.5 et 4.6 donnent les différents résultats numériques associés aux 
calculs des trajectoires par descente de gradient pour les deux configurations de robots 
considérées. "Somme Distances" désigne la valeur moyenne de la somme des distances 
du robot poursuivi par rapport aux autres (il s'agit d'un indice sur l'espace libre 
qui existe en moyenne entre le robot et ses poursuivants. Une forte valeur indique 
que le robot a réussi à maintenir un espace libre entre lui et ses adversaires le plus 
large possible). Les autres éléments sont identiques à ceux données dans la section 
précédentes. 
Le résultat le plus frappant du tableau 4.5 concerne le taux de réussite de la 
fonction DDL. En effet, les autres fonctions ont un taux de capture de 100%. Ceci 
aurait donc tendance à renforcer que la fonction DD2 exprime bien les interactions 
localement par rapport aux robots ainsi bien adapté à la descente de gradient. 
Cette hypothèse est cependant contrariée par les résultats concernant la fonction 
DD 1 dans le tableau 4.6 qui sont assez mauvais. Cependant. il faut noter ici la v a h r  
moyenne du temps avant capture qui semblerait indiquer que dans le cas où le robot 
(b) DD1 
Figure 4.23 : Trajectoires obtenues par l'algorithme de descente de gradient lorsque 
les robots adversaires sont plus rapides et avec les deux fonctions de combinaison DT 
(a) et DD1 (b) 
Figure 4.24 : Trajectoire obtenue par l'algorithme de descente de gradient 




Figure 4.25 : Problème lors de la planification par descente de gradient : 
trouve bloqué par l'obstacle à la fin de sa trajectoire 
le robot 
Tableau 4.5 : Resdtats de l'algorithme de descente de gradient avec les robots pour- 
suivant plus rapides 






est capturé avec l'aide de la fonction DD1 c'est avec un temps plus important. 
Les résultats obtenus dans cette section sont ii nouveau encourageants mais sem- 
blent poser un dilemme quant a la fonction qu'il faut choisir pour accommoder 3. la 
fois le cas où les robots poursuivants sont plus rapides et celui où ils sont identiques 
au robot poursuivi. 






Reseau de courbes. Les résultats produits par la méthode des réseaux de courbes 
pour les deux types de robots et pour les différentes fonctions de combinaison sont 
proposés dans les figures 4.26, 4.27, 4.28 et 4.29. 
Les deux figures 4.26 et 4.27 présentent la diversité des trajectoires qu'il est pos- 
sible d'obtenir par l'intermédiaire des reseaux de courbes. On peut voir par exemple 
dans la figure 426(a) que le robot profite de la zone morte du cercle CL (définie dans 
le chapitre 3) pour échapper à son adversaire. Dans la figure 4.27(b) on peut voir le 
"couloiit formé par les différentes combinaisons des fonctions des robots dans lequel 











































Figure 4.26 : Trajectoires obtenues par l'algorithme réseau de courbe lorsque les 
robots adversaires sont plus rapides et avec les deux fonctions de combinaison DT (a) 
et DD1 (b) 
(a) DDl 
(b) DD2 
Figure 4-27 : Trajectoires obtenues par l'algorithme réseau de courbe lorsque les 
robots adversaires sont plus rapides et avec les deux fonctions de combinaison DD1 
(a) et DD2 (b) 
(b) DDi 
Figure 4.28 : Trajectoires obtenues par l'algorithme réseau de courbe lorsque les 
robots adversaires sont plus rapides et avec les deux fonctions de combinaison DT (a) 
et DD1 (b) 
Figure 4.29 : Trajectoire obtenue par l'algorithme réseau de courbe lorsque les robots 
adversaires sont plus rapides et avec la fonction de combinaison DD2 
Dans les figures 4.28 et 4.29, on peut remarquer de nouveau la formation de ces 
couloirs dans les différentes Cartes. Il sera intéressant dans de iuturs travaux d'aug- 
menter le nombre de robots pour observer la modification de la forme des fonctions 
sur les Cartes combinées. On peut également remarquer dans la figure 4.28 que le 
robot évite à la fois d'être capturé et de rentrer en contact avec l'obstacle. 
Dans la figure 4.30, des trajectoires cornpktes des quatre robots identiques sont 
présentées dans le même repére pour des mêmes conditions initiales. La figure 4.31 
présente la succession des Cartes Dynamiques obtenues pour les trajectoires de la 
figure -4.30(b). Les figures 4.32 et 4.33 présentent en simulation 3D les positions rela- 
tives des robots qui correspondent à ces mêmes Cartes Dynamiques. Les trajectoires 
du robot sont obtenues par la méthode des réseaux de courbes et les trois différentes 
fonctions de combinaison- On peut voir clairement que les trajectoires sont qualita- 
tivement identiques. Toutefois, il apparait dans le cas de la fonction DT par exemple 
que La trajectoire du robot est moins chaotique, alors que dans le cas des d e u  autres 







(b )  DD1 
(c) DD2 
Figure 4.30 : Trajectoires compktes des quatre robots identiques. avec la tactique 
tl'i.vasion fournit par les trois fonctions de combinaisons DT (a): DDI (b )  et DD2 (c) 
trajectoire du deuxième robot) de déplacement. Par exemple dans la figure 4.3O(c), 
le deuxième robot est obligé de faire un tour complet pour atteindre son adversaire, 
perdant ainsi du terrain sur son objectif. 
Les résultats numériques des expériences réalisées de la même façon que dans le 
cas d'un seul robot sont présentées dans les tableaux 4.7 et 4.8. Entre parenthèses les 
résultats obtenus dans le cas de la descente de gradient sont présentés à nouveau. On 
peut voir de nouveau que la méthode de descente de gradient est inférieure en terme 
d'efficacité à la méthode des réseaux de courbes. Toutefois, a nouveau- l'amélioration 
des résultats est moins significatives pour la fonction DD 1 (tableau 4.7). 
Dans le cas des robots identiques, les trois fonctions sont équivalentes. Notons 
Figure 4.31 : (a)-(h) Séquence des Cartes Dynamiques en correspondance avec les 
trajectoires des robots dans la figure 4.30(c) 
Figure 4.32 : (a)-(d) Simulation des positions relatives des robots dans I'environ- 
nement correspondant aux Cartes (a) ,(b),(c) et (d) de la figure 4.31 
Tableau 1.7 : Résultats de l'algorithme par réseau de courbes avec les robots pour- 
suivants plus rapides 



















70% ( 100%) 
80% ( 86%) 
86% ( 100%) 
Figure 4.33 : (a)-(d) Simulation des positions relatives des robots dans l'environ- 
nement correspondant aux Cartes (e),(f),(g) et (h) de la figure 4.31 
Tableau 4.8 : Resultats avec &eau de courbes et des robots identiques 
1 Fct 1 Somme Distances Minimum 1 Maximum 1 Temps moyen 1 taux de / 
cependant l'amelioration des valeurs de "Somme Distances" dans le cas des réseau 
de courbes. Ceci signifie que la méthode par réseaux de courbes (lorsque les robots 
sont identiques) utilise l'espace libre créé par les capacités motrices des robots pour- 
suivants. En moyenne, l'espace autour du robot est deux fois plus important dans ce 
cas. 
DT 
D D l  
DD2 
La figure 4.34 montre la valeur du temps avant capture pour chacune des expé- 
riences. On peut voir, dans le cas de la fonction DD1, par exemple, qu'il existe 
une séparation trés nette entre les valeurs faibles de capture et les valeurs élevées 
(figure 1.34(b)). Cette séparation est moins nette dans le cas de la fonction DT et 
quasi inexistante dans le cas de la fonction DD2. Ce résultat suggère que la fonction 




4.4.3.3 Conclusions sur les experiences 




méthodes de planification proposées. Cependant, la descente de gradient présente 
l'avantage d'être rapide et simple utiliser. Suivant l'application recherchée, il sera 
utile de regarder plus en détail le rapport qualité/coût des deux méthodes. 
En ce qui concerne les fonctions de combinaison, il apparaît que la fonction DD1 est 
supérieure aux autres en conjonctions avec la descente de gradient. Il reste cependant 




couteux à implanter. Le choix d'une fonction de combinaison est ici assez délicat. De 






20% ( 70%) 
26% ( 80%) 
23% ( 73%) ' 

être pris en compte. 
4.4.4 Et la poursuite? 
Le probléme de la poursuite à partir des Cartes Dynamiques n'a pas été envisagé 
dans cette thèse. Cependant, nous devons faire remarquer que cela semble facilement 
envisageable à partir des Cartes Dynamiques. Par exemple. dans la figure 4.35. une 
Carte Dynamique combinée dans le but de capturer trois robots est présenté. Les 
zones noires correspondent aux positions pour lesquelles le temps des des régions 
atteipables du robot poursuivant et d'un des robots poursuivis est identique. La 
fonction de combinaison devra ainsi mettre en relief ce genre de position. Il s'agit ici 
de l'exemple le plus simple de fonction de combinaisoz. Il sera intéressant par la suite 
d'étudier quelle fonction est la plus appropriée dans le cas du problème de poursuite. 
11 faut noter que dans le cas du probleme de capture, l'objectif est un peu différent 
et que la Carte Dynamique va permettre non seulement de planifier une trajectoire 
de capture mais également de choisir la cible qui semble être optimalement la plus 
simple à capturer. 
Ce problème de capture nous a également amené à réfléchir A la coopération 
de robot à partir des Cartes Dynamiques. Considérons une situation de 2 robots 
devant en intercepter un autre. Grâce aux techniques présentée dans ce chapitre: 
chaque robot poursuivant (R) peut obtenir une Carte D ~ a m i q u e  combinée. similaire 
3. celle présentée dans la figure 4-35), représentant leurs interactions avec le robot 
poursuivi (L).  Assumons maintenant que soit les robots F sont en mesure de partager 
leurs Cartes Dynamiques combinées. soit sont chacun capable d'extrapoler la Carte 
Dynamique combinée de leur partenaire. Grâce à ce partage explicite ou implicite' 
chaque robot F va pouvoir utiliser la Carte Dynamique combinée de son partenai~e 
pour savoir les positions où il est plus en mesure d'intercepter le R que son partenaire 
(La valeur sur la Carte Dynamique devant être ainsi augmentée) ou inversement les 
zones où son partenaire aurait tendance à plus facile attraper R (Correspondant à 
Figure 4.35 : La Carte Dynamique combinée dans le cadre d'une tâche de capture 
une diminution de la valeur sur la Carte Dynamique). Cette opération est faite à 
nouveau en combinant les Carte Dynamiques des deux partenaires. 
La figure 4.36 présente un exemple simple de ce processus de coopération avec 
les trois robots. Les figures 4.36(a) and 436(b) présentent deux exemples de Carte 
Dynamique combinée pour l'interception. Les régions en noir indiquent les positions 
où le robot R pourrait être intercepte. Dans la figure 4.36(d) le second F a combinée 
sa Carte avec celui de l'autre F. Comme indiqué sur la figure. certaines zones ont subi 
une diminution de leur valeur alors que d'autres ont été augmentées. Cet effet sera 
additionnel au fur et à mesure que le nombre de robot poursuivant augmente. Cela 
aurait pour conséquence de réduire plus les rôles de chaque robot à l'intérieur de la 
tache de capture. 
Positions avec Io 
probabilitd d'intcrccption 











Posrtrons des Rs 
(d 1 
Figure 4.36 : (a) Carte Dynamique combinée entre le premier F et R (b) Carte 
Dynamique combinée entre le second F et R (c) Pose relative du robot R avec les 
3 robots Fs (d) Carte Dynamique combinée du deuxième F avec la coopération du 
premier F 
Chapitre 5 
Apprentissage des Cartes 
Dynamiques 
Dans ce chapitre. nous allons étudier trois types d'apprentissage reliés aux Cartes 
Dynamiques : tout d'abord, la section 5.1 a pour but d'explorer l'apprentissage par 
renforcement de trajectoire d'interception. Nous verrons également que cet te tech- 
nique permet d'apprendre les régions accessibles d'un robot. Après avoir mis en 
avant Les qualités et les défauts de cette méthode d'apprentissage, nous allons envisa- 
ger deux techniques d'apprentissage qui se base sur ie volume de représentation des 
Cartes Dynamiques. Nous envisagerons en premier l'auto-apprentissage de la Carte 
d'un robot (Section 5.2). Finalement. nous étudions. dans la Section 5.3. la possibilité 
d'apprendre les Cartes Dynamiques aes autres robots par l'intermédiaire de la vision. 
5.1 Apprentissage par renforcement d'une stratégie 
de poursuite et des régions atteignables d'un 
robot 
Cette section a pour but d'explorer une solution alternative. aux Cartes Dy- 
namiques pour Faire de la planification réactive (Zanardi 1995. Zanardi 1996). Nous 
verrons cependant, que le comportement de l'algorithme décrit dans ce chapitre était 
prévisible par l'intermédiaire des Cartes Dynamiques et qu'il est également possible 
d'utiliser ces résultats pour générer les régions accessibles d'un robot. 
5.1.1 Introduction 
Sous étudions dans ce chapitre. comment un robot R (pour Renard) peut appren- 
dre à capturer des robots L (pour Lapin), en s'adaptant à sa stratégie d'évasion à 
l'aide d'un réseau neuronal. 11 serait utile également que R apprenne les situations 
pour lesquelles ses actions n'auront aucune influence sur la suite des événements. 
Cette faculté permettrait ainsi à un robot de regarder dans des zones qui sont in- 
teressantes a priori et ainsi prendre de meilleures décisions sur d'éventuels multiples 
proies ou épargner ses ressources calculatoires (qui sont grandement limitées) afin de 
se concentrer sur l'essentiel. Ceci revient donc à déterminer les régions accessibles du 
robot. 
Apprendre à capturer est défini ici comme l'abilité à trouver la bonne association 
entre un état du système (par exemple 1:état interne de R et la pose relative de L) et 
le contrôle que R doit appliquer dans le but de suivre une trajectoire interceptant L. 
En faisant l'hypothèse que R n'a aucune information a prion' sur les capacités 
dynamiques de son adversaire. la seule façon pour R d'apprendre est d'essayer des 
stratégies (des séquences de contrôle) et d'analyser ensuite les succès et les défaites- 
Le paradigme d'apprentissage par renforcement est ûinsi bien adapté à ce genre de 
situation. De plus. l'algorithme d'apprentissage se doit d'étre autonome et  l'üsso- 
ciation entre les états possibles du système et les actions (ou contrôles) clrvrüit. Ctrr~ 
continue. 
Nous avons donc choisi de representer cette association par ilri réseau de neurones. 
qui non seulement a la capacité de réduire la dimension de l'espace de correspondance 
mais qui prksente également des aptitudes à la genéralisation. 
Sous allons tout d'abord présenter l'algorithme d'apprentissage. dans deux situa- 
tions : premièrement, avec R ayant accès directement aux informations de pose rela- 
tive des deux robots. deuiémement dans la situation où le robot poiirsiiivaiit il tilise 
la vision comme seule source de renseignements. 
5.1.2 Apprendre à capturer par renforcement 
Comme notre objectif est de vouloir implanter ce système en temps réel de façon 
logicielle. nous avons utilisé un réseau de type feed-fonuurd avec .Vr > 1 couches et 
des fonctions d'activation de type sigmoïde. En effet le calcul d'une réponse pour c r  
genre de réseau est quasi immédiat. 
Les entrées sont les valeurs normalisées de l'état du systéme dynamique S. Il est 
à noter que les robots R et L sont engagés dans un jeu différentiel représentable par 
un système dynamique. Chaque neurone de la couche de sortie indique un contrôle 
différent et exclusif qui peut être appliqué au système. 
La figure 5.1 présente l'architecture générale du système. 
L'algorithme consiste en devv phases qui sont répétées indéfiniment. Dans la 
premitre phase. partant d'une position initiale aléatoire. le réseau procède de façon 
à produire une séquence d'états et de contrôles avec leurs valeurs de renforcement 
associkes (sans modification de la valeur de ses poids). L'état initial. S(0). est donné 
en entrée du réseau de neurones, et produit en sortie le vecteur A(0). Soit a(0)  
lïndes dans le vecteur .-I(O) du neurone ayant le taux d'activation maximum. Le 
contrôle correspondant est alors appliqué au système qui évolue (le l'état S(0)  vers 
Figure 5.1 : Structure du systeme d'apprentissage 
l'état .Y( l) ,  avec le renforcement r (0 )  qui lui est associé. Ces opérations sont répétées 
jusqu'ii atteindre un état X ( n )  ayant un renforcement r ( n  - 1) qui indique soit un 
succès (valeur + 1) ou un échec (valeur -1). 
Dans la seconde phase, le réseau doit apprendre si les choix des actions correspon- 
dant aux 6tats en entrée effectués dans la première phase étaient judicieux. 
Il est d'abord nécessaire de calculer un renforcement rétropropage i qui correspond 
h l'influence du dernier choix (bon ou mauvais) sur l'ensemble de la séquence des 
vecteurs de contrôle : 
a est un paramètre d'influence entre les états successifs. Les valeurs des vecteurs 
de sortie. A(0)' . A(n - 1). sont également modifiées pour refléter la pertinence des 
contrôles choisis. a(0) .  . . . . a(n - l), associés aux états S(0). . . S ( n  - 1). Ainsi avec 
r l k ( j )  Iü valeur du neurone k de sortie à l'itération j. est modifiée suivant la formule : 
Ak((j) +dF1. si k = a ( j )  
. d k ( j )  - -tl, si k # a ( j )  
3 3  E [O. 11. 
J e t  correspondent à des paramètres d'importance de la modification des raleurs 
des neurones gagnants et/ou perdants. La valeur d'activation du neurone vainqueur 
est ainsi augmentée si la propagation arrière du renforcement est positive. ou diminuée 
si ce n'était pas l'action appropriée. Dépendant de la valeur de les neurones per- 
dants sont modifiés pour amplifier les effets de correction sur des bonnes ou mauvaises 
actions. 
Finalement. le réseau apprend à associer les valeurs d'entrées .Y (O) .  .* *. S (n - 
- - 
1) avec. les valeurs .Ao, a- . A,-l, en utilisant un algorithme bien connu de rétro- 
propagation (Hinton 1989). Toutefois. du fait de la complexité de notre réseau et 
pour accélérer la convergence, nous avons utilisé un algorithme légèrement modifié 
de rétro-propagation incluant des momentums (ou moment d'inertie) pour éviter une 
descente dans un des multiples minimums locaux. La figure 3.2 présente une vue 
d'ensemble de l'dgorithme. 
Comme nous I'avons déjà mentionné, le système dynamique que nous étudions 
ici est composé de deux robots mobiles engagés dans une poursuite. Le modèle 
cinématique de chaque robot est donné par (voir figure 5.3) : 
Dari.; le but de prouver la validité de l'algorithme. nous avons considéré deux 
répéter: 
[ni tialiser S (O)  
répéter tant que r = -1 or r = 1 
A ( t )  = sortie du  réseau ( S ( t )  ) 
a ( t )  = rnax, N ( t )  
Appliquer contrôle a ( t )  pour obtenir S(t + 1) 
r ( t )  = renforcement ( X ( t ) ,  X ( t  + 1 )  ) 
fin répeter 
F = retro-propagation de r 
= réponse modifiée ( A, i ) 
Apprentissage de l'association ,Y, 
fin répéter 
Figure 5.2 : Survol de l'algorithme d'apprentissage 
Figure 5.3 : Robot de type voiture 
scénarios : 
1. R a accés à la pose relative et la vitesse de L ; 
2. R a seulement accés à des informations acquises par son système visuel. 
Accés direct aux informations relatives à L Dans le premier scénario, nous 
utilisons le vecteur d'état suivant (voir figure 5.4) : 
Nous avons choisi de contrôler seulement l'angle des roues du robot R puisqu'on peut 
se dire que le poursuivant et le poursuivi seront à leurs vitesses maximums respectives. 
Il n'y a donc que 3 neurones de sortie correspondant à une augmentation de l'angle 
des roues. une diminution, ou au maintien de la valeur précédente de o. On dira 
que R a réussi à attraper son adversaire quand la distance entre les deux robots est 
inférieure à une marge de sécurité prédéfinie. 
Ln échec survient quand soit L est trop loin. ou derrière R (on considère un champ 
de vision limité pour un robot et qu'un robot à l'extérieur de ce champ de vision est 
impossible a attraper). Bien qu'il soit possible de supposer que le robot puisse tenter 
d'estrapoler la trajectoire de son adversaire, compte-tenu des capacités dynamiques 
d'un robot, il est quasiment impossible de rattraper un adversaire qui est sorti du 
champ de vision du robot. Pour accélérer la convergence. le renforcement indique si R 
se rapproche de L (récompense) ou non (punition). Cette information peut d'ailleurs 
être obtenue à l'aide des senseurs. 
L'algorithme doit non seulement fournir des séquences de contrôle pour attraper 
l'adversaire. mais aussi déterminer les régions où L ne pourra être rejoint quelles que 
vitesse de R 
angle des roues de R 
coordonnées polaires de L 
orientation relative de L 
= 







Figure 5.4 : Paramètres de pose relative entre R et L 
Direction Orientation 
Figure 5.5 : Régions atteignables pour un robot mobile (les niveaux de g i s  correspon- 
dent ii la distribution des régions atteignables) 
soient les actions de R. Le lien est évident avec les Cartes Dynamiques que nous avons 
décrites dans les chapitres précédents. En effet, ces cartes nous ont permis de montrer 
que la distribution des régions atteignables pour un robot mobile n'était pas uniforme 
(voir figure 5.5) et que certaines portions de l'espace ne sont pas atteignables dans 
un certain laps de temps. Donc, nous nous attendions a un même comportement de 
la part de notre algorithme d'apprentissage. Nous allons discuter plus en profondeur 
des résultats dans la section 5.1.3. 
Accès à des informations visuelles sur L. Dans un second scénario. un senseur 
de vision simulé est utiiisé. Ici, R a accès à une information partielle sur son ad- 
versaire. Puisque le systeme devra être implanté en temps réel. on ne peut pas se 
fier à une analyse basée sur la reconstmction. Nous avons fait le choix de travailler 
directement sur l'image. Le vecteur d'état du système est alors composé de l'état 
interne du robot R (vitesse V et angle des roues d), de la projection dans l'image 
d'un point connu sur L (z,, Y i )  et de la vitesse instantanée de ce point dans l'image 
(u. c )  (voir figure 5.6) .  
Puisque la projection sur l'image élimine l'information de profondeur. nous avons 
Figure 5.6 : Parametres visuels pour lz poursuite 
ajouté un autre élément au vecteur d'état, la valeur du temps-avant-col!ision (TTC 
voir (Nelson et Xloimonos 1989) pour une définition plus formelle), qui mesure le 
temps restant avant que la cible ne rentre en contact avec le plan image. 
Une remarque importante est que, puisque R connaît son propre mouvement, il 
est possible d'extraire les composantes de rotation des vitesses images et de calculer 
le TTC facilement, comme presenté dans (Burger et Bhanu 1992). 
Egalement, on peut remarquer que la caméra devrait être préférablement placée 
entre les roues arrières du véhicule car. dans cette position, la composante de transla- 
tion dans l'image due à la rotation de la voiture coïncide avec le vecteur de translation 
instantané. 
Afin de calculer la valeur du renforcement, on fait l'hypothèse que R connait la 
hauteur de la caméra H et la hauteur h du point traqué ( x i ,  y i )  sur le robot L par rap- 
port au sol (comme par exemple une lampe rouge sur le robot facilement repérable). Il 
est ainsi possible de déterminer a pion' dans l'image les positions indiquant que L est 
proche d'être capturé (récompense) ou qu'il est trop loin (punition) (voir figure 5.7). 
Une punition est également produite si L sort de l'image. D'une façon similaire 
au premier scénario. nous utilisons une valeur de renforcement qui indique si L se 
* C 
Dismcc de capcure position cnprure 
Figure 5.7 : Positions dans l'image qui indique la capture ou une évasion 
rapproche et si la valeur du TTC diminue pour accékrer la convergence. 
11 est important de noter que l'atteignabilité est directement accessible dans le 
plan image. En effet. les positions images correspondant ii des zones non atteignables 
sont identifiables et ainsi R n'a pas besoin de porter son attention. c'est à dire. sa 
puissance de calcul. à de telles positions, afin d'épargner ses ressources pour d'autres 
taches. 
5.1.3 Résultats 
Dans cette section, nous allons présenter les résultats pour le système d'appren- 
tissage décrit dans ce chapitre. Le cas où le robot a un accès direct aux informations 
concernant I'autre robot sera d'abord envisage. Par la suite, nous étudierons les ré- 
sultats lorsque le robot ne possède qu'une information sensorielle. Dans l'ensemble 
des deus sections suivantes, le taux de réussite est obtenu en faisant des tentatives à 
partir de paramètres initiaux aléatoires et ensuite en divisant le nombre de succès par 
le nombre total d'essais. Les positions citées comme succès (ou échec). dans l'espace 
du robot ou le plan image, correspondent aux positions initiales du robot L pou.  
lesquelles le réseau produit une séquence de contrôles permettant de l'intercepter (ou 
au robot L de s'échapper). 
5.1.3.1 Apprentissage avec accés direct aux informations de pose relative 
Sous avons envisagé ici trois cas : 
* L est immobile; - L a une trajectoire rectiligne et un mouvement uniforme ; 
le robot adversaire est actif et possede une méthode efficace tl'iwasion. 
Dans tous les cas, le réseau est à trois couches. avec 80 neurones sur les tleiix pre- 
riiièrt?~ c-oiiches cachées et 3 neurones sur la couche de sortie. CP choix s'pst fait par 
ilxpi.ri(w:c?. piiisqii'il n'existe pas vraiment d'autre moyen 3. notrri umriaissancc* tlt. 
choisir o ptinialement le nombre de neurones sur les coiiches caclii'rs d'un r6soaci t 10 
nmroncs. 
5.1.3.2 Robot immobile 
Lorsqiie le robot adversaire est immobile, la dimension de l'e~pik<:cl C I O  rt~priwii t i- 
r ioti  vsi ainsi diminuée puisque les valeurs d'états de l'adversaire cwny~orid;uit ails 
nioiivttnients w et 9 sont inutiles. Nous avons cependant pensé qu'il po~ivirit Gtrr iitiltl 
(Ir garder la même structure de réseau afin de pouvoir utiliser lc réswu appris clans (:cl 
(:or~i~lie une videur initiale pour les autres cas. Environ 150 itérations tltl la boiic:lt) 
t m t  a t ive apprentissage ont été nécessaires pour obtenir lin taux de siicc+s (le 45% 
(voir figure 5.8). Ce résultat peut paraître décevant si on considére que le robot L cst 
irnmot~ilr . Toutefois, en approfondissant l'étude des résultats. nous avons cons tüt i. 
qiit* IP phénomène des régions at  teignables permet tait de les expliquer. L'iluglc. ilrs 
roues initial implique en effet que portion non négligeable de l'espactl deviriirie non 
at teignable quelles que soient les actions du robot. 
La figure 5.9 montre, par exemple, la limitation qui est imposée sur les positions 
que le robot est capable d'atteindre lorsque l'angle de ses roues est initialement au 
maximum. Dans cette figure, on peut également considérer que les succès et khecs de 
la figure .5.8 représentent désormais des zones accessibles ou inaccessibles. Il Faut aussi 
garder ii l'esprit que, dés que le robot à capturer disparaît. cela est considéré (:orunie 
" succès 
échec 
Figure 5.8 : Les succès et les échecs du réseau de neurones avec pour toutes les valeurs 
de o(O) 

- -  - 
Taux 10.2% 10.6% 
de réuiite , , 
21 54 1 03 134 159 169 
Nombre de configurations 
Figure 5.10 : Variation du taux de réussite du réseau pour @ ( O )  = O,, 
contradictoires ou non-optimales lors de la phase d'apprentissage. 
5.1.3.3 Robot avec une trajectoire rectiligne et un mouvement uniforme 
Dans le deuxième cas que nous avons étudié, le robot qui est poursuivi se déplace 
suivant une ligne droite. Le &eau initial fourni à notre systeme est celui obtenu dans 
le cas précédent (sous-section 5.1.3.2). Les résultats obtenus ici correspondent à un 
apprentissage avec 143 cycles tentative /apprentissage. Le taux de réussi te dans ce cas 
là est d'environ 30%. Cette diminution était à prévoir par rapport au cas précédent. 
Le robot poursuivi étant en mouvement, le poursuivant est restreint à la fois par sa 
propre atteignabilité (définie lors de la première expérience avec le robot immobile) 
et par le mouvement de l'autre robot qui sortira donc plus facilement des régions 
at teignables du poursuivant 
Si la valeur de d(O) est fixée à zéro. le taux de réussite augmente jusqu'à 45% (voir 
figure 5-11). On obtient ainsi le même genre de résultats que dans le cas du robot 
immobile. c'est-à-dire des régions atteignables en fonction des paramètres initiaux du 
système. Dans ce cas, la forme des régions atteignables dépend à la fois de l'orientation 
initiales des roues du robot mais également de l'orientation et de la vitesse initiale du 
robot à poursuivre. 
Figure 5. l 1 : Résultat du réseau dans le cas du robot en déplacerrierit rwtiligiie i-lt 
o(0)  = O 
E n  i!ffct. dans La figure 5.12(a), il est clair que la zone atteigriable awc l'orieritatiori 
iriitiale du robot poursuivi indiquée est plus grande que celle présentée dans la section 
prixkltme. Le phénomene est inversé dans la figure .i.lZ(b) avec iiu taux cie r6iissitcb 
qiiasiriieut nul. 
La figure 5.13 présente deux exemples de résultats obtenus aver cles orimtat ioris 
initiales différentes du robot poursuivi et deux angles des roues initiaux. Ces résiiltats 
riiontwnt bien la disparité des résultats que l'on peut obtenir avec des pararuetres 
ini t iaxx différents. 
La fi y r e  5. U(b )  présente toutefois une autre limitation de 1' algorithme puisqiie 
d'après les valeurs initiales utilisées, les zones atteignables devraient ètre symétrique 
par rapport à l'axe des y. Une solution (coûteuse) à ce Iéger problème serait d'imposer 
au réseau de fournir des résultats symétriques. Finalement, la figure 5.14 présente 
qiielques exemples de trajectoires planifiées par le réseau en fonction de position 
initiale de L. 
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Figure 5.12 : Succès et échecs du réseau lorsque le robot à capturer se déplace de façon 
rectiligne suivant la direction @(O) = n et avec Q@) = Qmu (a) et o(0) = -o,,(L>) 
(b) o(0) = O et w(0)  = - x / 2  
Figure 3.13 : Exemples de résultats du réseau avec d(0) = Q ~ , ,  c(0)  = r/2 (a) et 
0 ( 0 )  = O. ~ ( 0 )  = - ~ / 2  (b) 
3 mouvements linéaires de L 
Position initiale de R 
Figure 5.14 : Exemples de trajectoires effectivement planifiées par le réseau de neu- 
rones pour plusieurs positions initiales de L 
deux robots de notre banc d'essai expérimental (voir chapitre 6). aiin de planifier 
par la suite des trajectoires directement sur les robots. Toutefois. la contre-rkaction 
odométrique n'étant pas disponible au moment des expériences, nous avons utiliser 
le réseau sans contre-réaction de position. Un exemple de trajectoire réalisé par le 
robot est présenté dans la figure 5.15. 
Des que les données odométriques seront utilisables en temps réel. il sera possible 
de planifier directement les trajectoires pour les robots. 11 faut préciser que les réseau 
seront appris en simulation avec des parametres les plus proches possibles des valeurs 
réelles. Il serait en effet impraticable de procéder à l'apprentissage en situation réelle. 
Robot actif 
Dans ce cas, nous avons doté le robot adversaire d'une tactique d'évasion active 
(malheureusement. pour l'instant. il n'était pas possible d'utiliser l'algorithme basé 
sur les Cartes Dynamiques), se basant sur la position du robot qui tente de le pour- 
suivre. L a  tactique est très simple mais efficace : le robot tourne ses roues pour avoir 
Figure 5-15 : Exemple de trajectoire planifiée pour un des robots de notre banc d'essai 
expérimental 
son adversaire dans son dos, puis part en ligne droite. Par analogie avec le cas préce- 
dent. nous avons utilise comme valeur initiale du réseau, le résultat de l'algorithme 
du cas précédent. Logiquement, le taux de réussite diminue dans ce cas. Toutefois 
!es résultats sont un peu décevants puisque le robot arrive à capturer son adversaire 
dans moins de 10% des cas aprés 200 itérations. Ces résultats peuvent s'expliquer par 
la complexité que l'adversaire actif induit sur l'apprentissage. En effet. la tactique du 
robot étant active quand une mauvaise configuration est obtenue et que le réseau est 
alors modifié. l'adversaire va s'adapter de nouveau et augmenter ainsi la probabilité 
d'obtenir une mauvaise séquence de contrôles. La figure 5.16 présente les résultats 
pour deux valeurs différentes de l'angle des roues m. 
De faqon surprenante. lorsque nous avons testé le réseau appris precédernment 
contre la tactique active d'évasion, les résultats ont augmenté de façon significative 
(jusqu'i un taux de réussite de 30%). La figure 5.17 présente un exemple de résul- 
tat avec le réseau appris dans le cas précédent après 143 itérations de l'algorithme. 
L'apprentissage d'une stratégie de capture face à une tactique complexe d'évasion 
semble ainsi superflu. Les capacités d'anticipation du réseau appris dans la sec- 
tion 5.1.3.3 sont apparemment suffisantes pour appréhender les mouvements d'un 
robot. Le système fonctionnant continuellement. le robot va anticiper chaque varia- 
tion du mouvement de l'autre robot comme un mouvement rectiligne. D'après les 
Cartes Dynamiques, ce genre de mouvement est parmi les plus probables (voir la 
forme des Cartes Dynamiques par rapport à 4 = O) pour un robot. 
5.1.3.5 Apprentissage avec donnees sensorielles 
Dans ce cas. le robot a accès seulement à des informations acquises par son senseur 
visuel. L'apprentissage est toujours fait en simulation. en choisissant au hasard des 
positions et des orientations initiales dans l'espace du robot et en les projetant ensuite 
dans le plan image de la caméra. La caméra étant inclinée vers le sol, la distribution 
des positions initiales dans le plan image n'est pas aussi uniforme que dans les esem- 
Y,' 
(a) #(O) = O et 0 = n/2 
Figure 5.16 : Résultats de l'algorithme avec un adversaire ayant une tactique d'éva- 
sion active o(0) = O (taux de réussite 6.1%) (a) 6 = &,/2 (taux de réussite 8.1%) 
(b) 
Figure 5.17 : Exemple de résultat avec le réseau appris dans le cas précédent pour 
une adversaire actif o(0) = O et @(O) = 3a/2 (taux de réussite 30%) 
ples précédents. Cela ne gène cependant pas l'analyse des résultats. La  figure 5.18 
présente les succès et les échecs pour des positions et paramètres quelconques du 
système pour 200 itérations du cycle d'apprentissage. 
Comme nous l'avons observé dans les trois types d'exemples de la section précé- 
dente. le robot est soumis à des régions atteignables dont les formes dépendent des 
valeurs initiales des paramètres du systérne. Nous avons élaboré dans le chapitre 3 la 
relation qui existe entre les capacites motrices d'un robot et ses capacités sensorielles. 
Les résultats obtenus par notre système d'apprentissage sont en parfait accord avec 
les prédictions faites par les Cartes Dynamiques. En effet, dans les figures 3.19 et 5.20 
les régions atteignables apparaissent clairement en fonction à la fois de I'orientation 
initiale des roues du robot, ainsi que de l'orientation initiale du robot à capturer. 
* Position initiale aboutissant à une capture 
Position initiale permettant une évasion 
Position finale d'évasion 
t (Plan image) 
Position Finale de capture 
Figure 3.18 : Succès e t  échecs pour les positions initiales du robot à capturer dans le 
plan image (taux de réussite 10%) 
"'p + & ~ , * ~ + X - - - ~ + - Q . . ~ ~ >  > -r+,g- 
Direction 
robot 
(b) @(O) = &,/2 et direction du robot 3 ~ / 2  
Figure 5.19 : Régions atteignables obtenues dans le plan image avec @(O) = -L/5qme+ 
(taux de réussite 13.2%) (a) et $(O) = @rnU/2, direction du robot 3a/2 (taux de 
réussite 26.4%) (b) 
Direction - robot 
Figiir<l 5.20 : Régions atteignables obtenues dans le plau image avec: dO) = O v i  ia 
direction chi robot L 6(0) = n (taux de réussite 16.3%) 
5.1.4 Avantages et inconvénients de l'apprentissage par ren- 
forcement 
Di11l.i lhsemble des rPsriltats obtenus, la notion de regions atteignables a forte- 
riient irifiueucé l'iriterprétation des résultats. Dans la littérature. peu d'attcmtion cst 
géneralement consacrée à l'analyse des échecs d'un algorithme. Soiis pensons qu'il 
s'agit ici d'un élément important d'une quelconque analyse. En effet. comme nous 
l'avons vu. dans certains cas, queiles que soient les actions du robot, il ne parviendra 
pas à capturer son adversaire. Le robot peut ainsi savoir à l'avance si ces actions 
peuvent permettre la capture de son adversaire. Dans le cas contraire, le robot peut 
cousacrer ses ressources de calcul à d'autres tâches plus importantes. Le robot a donc 
appris ses régions accessibles par rapport aiLu paramètres actifs de la tache et peut 
à l'avarice déterminer les actions a prendre. Dans un environnement avec plusieurs 
robots. ce genre d'analyse peut être utile lorsqu'un choiv doit se faire entre plusieurs 
robots à intercepter. 
L'avantage essentiel de cette technique d'apprentissage réside dans sa capacité à 
apprendre avec un minimum de connaissance a priori sur les robots. Le système va 
ainsi apprendre les trajectoires d'interception en ayant A sa seule disposition le résultat 
final de chaque expérience. De plus, l'apprentissage prodigue avantageusement à la 
fois les trajectoires d'interception et les régions atteignables du robot. 
Les défauts de la méthode d'apprentissage par renforcement sont les suivants : 
1. l'apprentissage dépend de la stratégie du poursuivi : En effet? le système se 
base sur la supposition que la stratégie du poursuivi est toujours la même. afin 
que la relation états/actions soit unique. Si le poursuivi change de stratégie. 
il est nécessaire de refaire l'apprentissage au complet car à chaque état pourra 
correspondre une autre action. 
2 .  lbapprentissage ne renseigne pas vraiment sur les capacités du poursuivant : ce 
défaut découle du premier point. Si l'apprentissage dépend des capacités du 
robot a dévader, les régions accessibles vont refléter la capacité du poursuivant 
à attraper le poursuivi avec sa stratégie d'évasion. La Carte Dynamique nous 
fournit. elle. une information sur les capacités intrinsèques de déplacement du 
robot dans son environnement. 
3. la relation étatsi'actions peut être longue à obtenir : plusieurs centaines de ten- 
tatives sont parfois nécessaire pour obtenir la correspondance entre les états et 
les actions. C'est le problème généralement rencontré par les systèmes d'appren- 
tissage par renforcement. Le robot est donc e aveugle wdurant cette période. 
4. l'apprentissage est basé sur des systèmes neuronaux et hérite donc des avan- 
tages et inconvénients inhérents à ce genre de système. Xous avons mentionné 
les principaux probkmes rencontrés dans l'ensemble de la section sur L'appren- 
tissage par renforcement. 
Les deux techniques d'apprentissage que nous allons présenter rnaintt!nant ont 
l'avantage de résoudre les défauts de l'apprentissage par renforcement ainsi qiir (l'ap- 
porter d'autres propriétés intéressantes : 
1. Lrpprent issage fournit une représentation intririséqiie des capilci tés (le t lkplactl- 
rrirrit (lu robot : l'apprentissage n'est pas ckperidant clt? 1ü strati?gic? rlii robot, 
(lui? l'on observe. 
'2. c:haqiie observation fournit des renseignements imxrikliat au robot sur 1t.s forr~ivs 
dcs Cartes Dynamiques. En effet. chaque trajectoire di1 rohot qiic l'on obscrvc~ 
coritient des informations sur ces capacités cle dbp!acenient iluc' l'algarithnic 
mploi te directement. 
3.  IV r6siiltat est directement utilisable par le robot : Itl robot pcaiit c~xploitc~r IV 
rdsiiitat de l'apprentissage en générant la Carte Dyriamioiic~ (111 robot t)l>st!rv6 t?t 
ainsi tirer avantage de l'éventail des possibilités de planification t ~ i  cornpkt i tiou 
~ t .  coopération (ce qui n'était pas le cas dans la techniqiie par rcnforcrmctnt). 
5.2 Auto-Apprentissage de la Carte Dynamique 
par un robot 
Noiis envisagerons dans le cadre de la section suivante l'apprentissage des capacités 
motrices des autres robots à partir de la vision. Xous allons étudier dans cette partie 
une méthode simple d'apprentissage par un robot de sa propre Carte Dynamiqiie. 
Nous allons montrer dans cette section comment il est possible de calciilet la Carte 
Dyniirnicpie d'un robot par apprentissage. 
D u s  l'auto-apprentissage des cartes, la supposition est Faite c p  le ru t ~ o t  conriait 
les corriniandes qu'il envoie à ses moteurs et donc qu'il peut effectuer une séquence h i  
perniet tarit d'exposer ses capacités limites. Ainsi, si le robot. partÿiit d'iiric posi tiori 
initiale quelconque. tourne ses roues a u  maximum à droite ou ii gauche et maiutierit 
<*nt c valeur. le robot décrira une tranche du volume cle repritsrntation. 
11 vst bien sûr possible d'utiliser un systeme d'estiniatiori (ltl p;rrarrii!tros potir 
iiri riiodPle décrivant le robot, mais cela ne correspond p u  à i'optiquc~ (lm Ciirttl~ 
Dynarriiqiies. Nous avons choisi d'utiliser pour l'apprentissage une cles c:apacit(.s dii 
h n c  tl't?ssai que nous présenterons au chapitre 6. En cfkt. noirs disposons d'un 
syst(.rric~ cl'observat ion central qui permet de connaître la position ahsoliir clrs roho ts 
clans l'cspiicc de travail. Comme nous le verrons, ce systi.me cbs t figaiernmt poi ir~-ii 
d'iiii filtr(1 de Kalman qui va filtrer les données bruitees t l i i  systtnicl ri'otlonii.tric~ pour 
o h m i r  les valciirs différentielles de la courbure K, (lu ditmiri. Soirs cievoris fiiircb 
rc1rri;irqiic?r ici que. malgré le Fait que les donriées odonii.triqiies suicot cc:titr;disétbs. 
rio t rtl sys tètne demeure conceptuellement décentralisé. La méthode d'acqiiisi t ion tlrs 
tlouri(.tls odomé triques constitue seulement la solution d'un probleme technologic~t ie  
(corrime nous le montrerons lors de la présentation du l~aiic d'essai r.upi.rinienta1 d t i  
c-hapitrtb 6). Chaque robot aura donc seulement accès a u  données le concernant. 
Aiiisi. lc robot exécute une trajectoire correspondant ii iinth sécpcuc~ tlc (:ont rdv 
liuiitck. Les valeurs des positions absolues sont obtenues d partir (lu systi.r~ir cwitrül 
d'obscwation, et le filtre de Kalman permet alors de récupérer la séquence cle positions 
r. ! j .  d'orientation 0 et de courbure ri en chaque point. 
Le temps de réaction du robot est imposé par le taux de traitement de l'information 
visuelle fournie par l'observateur. Nous supposons que les capacités dynamicpes du  
robot sont symétriques par rapport à l'angle de ses roues (c'est-à-dire que IP robot 
a la meme capacité de tourner à gauche qu'à droite). 11 est à noter clue cela n'est 
pas nécessairement vrai dans le cas d'un robot subissant une usure non uniforme 
des engrenages ou d'une distribution de forces non uniforme dans le cas du vérin de 
Figure 5.21 : Trajectoire obtenue par I'odométre central (voir chapitre 6 pour le robot 
Tom 
contrôle d'un véhicule articulk. 
Afin ne pas avoir à multiplier les expériences pour chaque valeur initiale de K. 
il est possible d'utiliser des trajectoires déjà obtenues pour créer une autre tranche 
du volume. En effet. considérons la trajectoire limite xi ( t ) .  gr ( t  ). Ol ( t  ). nc ( t )  ( posi- 
tion.orientation et courbure instantanée associée) avec ~ ~ ( 0 )  = yl (0) = 0. 01 (0 )  = 
r/2. rir (0)  = rco. Pour t = t l .  une nouvelle trajectoire limite est calculée eri utili- 
sant la transformation 7;, composée d'une translation de vecteur (-xi ( t  ) . -gl (t  1 ) )  
et d'une rotation d'angle Ol(0) - Bi(ti), pour ainsi recaler la trajectoire sur la mème 
position et orientation initiale. La nouvelle trajectoire est alors : 
Cn esemple de trajectoire acquise pour le robot Tom par l'odomttre central est 
présenté a la figure 5.21. Le résultat obtenu par tiltrage de K a h a n  sur cette trajec- 
toire est donnée dans la figure 5.22. 
Les volumes recréés pour les deux robots du banc d'essai expérimental sont don- 

Figure 3.23 : Le volume reconstruit couche par couche pour le robot Tom 
nés dans les figures 5.23 et 5.24. L'apprentissage des Cartes n'était réalisable pour 
l'instant que sur les véhicules automobiles présentés dans le chapitre 6. 
5.3 Apprentissage des Cartes Dynamiques des autres 
robots par la vision 
L'objectif de cette section est de démontrer qu'il est possible d'apprendre les 
Cartes Dynamiques des autres robots se trouvant dans I'environnement par l'intermé- 
diaire du système visuel d'un robot (ici une caméra CCD embarquée. voir le chapitre 6 
pour plus de détails). Il est à noter cependant que certains éléments de l'analyse ont 
été simplifiés. Par exemple. la détection du mouvement du robot dans l'image a étt 
simplifiée en utilisant les lampes rouges (et donc détectable par une caméra munie 
d'un filtre infra-rouge) se trouvant sur les robots de notre banc d'essai expérimental. 
De plus. le robot qui utilise son système visuel pour apprendre ne bouge pas. 
(b) 
Figure 5.24 : Le volume reconstruit pour le robot Tom (a) et .Jerry (b). 
Comme dans le cas de l'auto-apprentissage, l'objectif final de l'apprentissage est 
d'obtenir le volume de représentation des Cartes Dynamiques tel que décrit dans 
le chapitre 3. Une fois le volume caractéristique du robot est obtenu. il est alors 
simple d'obtenir la Carte Dynamique du robot (voir chapitre 3). L'apprentissage 
se fait en trois étapes : 1) Les mouvements du robot dont on cherche i obtenir la 
Carte Dynamique sont acquis par I'intermédiaire du système visuel (section 5.3.1 ) 
2) Une approximation des trajectoires est utilisée pour extraire les données différen- 
tielles nécessaire à la génération du volume (section 5.3.2) 3) On génère le volume qui 
correspond au mieux à l'ensemble des données acquises (section 5.3.3). 
5.3.1 Acquisition des mouvements du robot 
Cette section est dédiée essentiellement à l'étude du problème d'acquisition des 
déplacements du robot dont on cherche à apprendre la Carte Dynamique à partir de 
la caméra embarquée d'un autre robot. Yous avons décomposé ce problerne en deux 
taches : tout d'abord. il est important d'obtenir une technique fiable d'extraction et 
par la suite de procéder à l'extraction en temps réel des données. 
Technique d'extraction des donnees : Xous nous sommes heurtés dès le début 
au problème d'instabilité numérique pour reconstruction tridimensionnelle à partir 
d'une seule caméra. Notre technique initiale était de calibrer la caméra embarquée 
du robot par rapport au sol en utilisant une grille posée à terre. La figure 5.25 
présente un exemple de grille de caübration utilisée. Les positions des cercles sont 
estraites dans l'image puis à partir de la connaissance des positions réelles dans le 
plan de ces cercles, l'algorithme de calibration de Tsai-Wilson (Willson 1994) est 
utilisé pour obtenir les données de calibration de la caméra. La hauteur des lampes 
que nous désirons détecter étant connue, il est alors simple d'obtenir la position du 
robot adverse dans le plan. en utilisant la position image de la lampe. sa hauteur et 
F i  5.25 : La grille de calibration utilisée pour la caméra embarquée clil robot 
la calibration inverse de la caméra1. 
L'iristabilité numérique de cette approche a été cepeudant trop importante pour 
o h t ~ r i i r  tiri cpelconque résultat significatif sur le mouvement du robot qiir l'ori observa. 
Afin de pallier ce probMme, nous avons décidé d'utiliser 1'odonii.t rt. ceut ral ( voir 
chapitre 6) et qui permet d'obtenir la position (x, y)  d'un robot dans l'espace c 1 f 1  travail 
defini par la caméra. .Ainsi, le robot observé est déplacé dans l'espace de travail et 
cliiiqiie position (x. ZJ) dans cet espace est extraite précisément à partir de l'odomètre. 
Pour wtte  même position (x, y) dans l'espace de travail, la position image (r, .  yl)  
aux lampes est extraite de l'image acquise par la caméra embarquée du robot. La 
figure 3.26 illustre ce processus d'appariement. Quand un nombre sufisant de couples 
(.K. y. x,. 9,) est obtenu l'algorithme de Tsai- Wilson est de nouveau utilisé pour obtenir 
les données de calibrage de la caméra. Cette technique a le double avantage d'utiliser 
une calibration "en situation" de la caméra. partir des positions réelles du robot. 
et également de permettre une vérification des résultats obtenus grâce a u  données 
fournies par l'odomètre. L'ensemble des expériences sont faites daos ces conditions. 
La cdibration inverse founit  la position ( x ,  y) d'un point dans le repère de la grille de calibration 
B partir de la hauteur z de ce point et sa position ( x i , y i )  dans le plac image 
Figure 3.26 : Processus de calibration "en situation" : correspondance entre ICI point 
(S. y) dans l'espace de travail (odométrie) et le point image ( x i ,  y i )  cle la camera dii 
robot embarquée. 
avec iine calibration préalable de la caméra du robot. 
Acquisition des trajectoires du robot en mouvement : Une fois que la cdibra- 
tiou de la caméra a été réalisée par l'intermédiaire de la technique décrite précédem- 
ment. il est relativement simple d'acquérir les positions du  robot en mouvement. Pour 
cela. nous avons utilisé un algorithme similaire à celui développé pour l'odomètre cen- 
tral (voir chapitre 6) pour obtenir la position du robot dans l'espace de travail. Le 
filtrage de K h a n  n'est cependant pas nécessaire dans ce cas. Le traitement est fait H 
15 images/seconde. Chaque position dans l'image (x,, y,) est immédiatement conver- 
tie en ilne position (2, y)  dans l'espace de travail grâce a la calibration de la caméra. 
La figure 5.27 présente deux exemples de trajectoires acquises. Ces données sont alors 
disponibles pour la suite de l'apprentissage : l'extraction des données différentielles 
Paaioon du robot cbse~3  dans l'espace dh travail 
Figure 5-77 : Deux trajectoires représentant le mouvement du robot observ0 
des trajectoires. 
Nous devons faire remarquer que les mouvements du robot que l'on observe Ctaient 
dirigés par un opérateur humain a l'aide de la télécommande. Nous verrons que 
cela a une influence sur les résultats. Nos ressources étant limitées. les mouvements 
générés par l'intermédiaire de la télecommande ont fortement diminue le lourd travail 
d'acquisition des nombreuses données nécessaire à l'apprentissage. 
5.3.2 Approximation des trajectoires 
Dans de cas de l'auto-apprentissage des Cartes Dynamiques. nous avions besoin 
d'extraire des données de la trajectoire, tel que la courbure (afin de choisir la tranche 
du volume i représenter) et l'orientation du véhicule (afin de pouvoir aligner la tra- 
jectoire suivant la même orientation initiale). Lors de cet auto-apprentissage. les 
donnees sont fournies par le filtrage de Kalman des positions successives des robots 
dans l'espace de travail. A nouveau. nous allons devoir obtenir ces données différen- 
tielles des trajectoires du robot. Il n'est cependant pas possible d'utiliser le filtrage de 
Kalman puisque, par exemple, les contrôles envoyés au  robot que l'on observe ne sont 
pas disponibles. De plus. comme on peut le voir dans la figure 5.27. les trajectoires 
obtenues ne sont pas s u f f i s ~ e n t  lisses pour que des opérations de différentiation 
puissent être utiliser sans provoquer une instabilité numérique (la courbure est en 
effet une composition de dérivée du deuxième ordre de la trajectoire). 
L'approximation des courbes obtenues est une intéressante alternative à ces cal- 
culs. Les fonctions servant d'approximation peuvent en effet être dérivées de faqon 
explicite. ce qui permet de réduire les effets d'instabilité numérique du cas discret. De 
plus. cela permettra également de lisser les données et d'obtenir ainsi des trajectoires 
qui seront moins sujettes au bruit introduit lors de la procédure d'acquisition des 
données. 
L'approximation des trajectoires est faite en trois étapes que nous allons détailler 
dans la suite de cette section : la première étape consiste à transformer les données 
dans un espace plus adéquat a la procédure d'optimisation. Lors de la deuxième 
etape. des fonctions polynomiales sont utilisées pour approximer les données dans 
leur nourel espace. Finalement, les données différentielles sont extraites à partir des 
approximations polynomiales des données extraites. 
Transformation des donnees : 11 est en général difficile de faire l'approxima- 
tion d 'me courbe quelconque dans l'espace 2D. Nous avons choisi de proc(.der d 
une p;tramétrisation des données que nous avons obtenu afin de perni"tr~ une iip- 
proxirnation dans un espace ii une dimension. Ainsi, chaque ensem~le de points 
(S,. 1 ; ) .  i E (1,. . . . m) obtenus à l'@tape précédente est transformée en deux couples 
di. points ( S .  S ( s ) )  et (s, Y ( $ ) )  avec : 
Les deus nouveaux ensembles de données ainsi obtenues vont permettre de faire 
une approximation de type f (xi) = y' puisque la transformation rr pedhis d'obtenir 
une suite monotone croissante de valeurs de S. 
Approximation par des fonctions polynomiales : L'objectif est désormais de 
trouver ia fonction polynomide y = f (z) qui est au sens des moindres cturkes la pius 
proche des couples de données (s, .Y (s)) ou (s, Y (s)) . Nous avons utilisé Pour fair- 
ces approximations les outils fournis avec le logiciel de simulation mathématique Ma- 
tll~niatica. Cne des fonctions permet ainsi de faire l'approximation avec po l~ncme  
de degr(. n d'un ensemble de couple de points (x" y'). Un avantage de cette fonction 
est de permettre une stabilité numérique des p o l ~ ô m e ç  même lorsqur' le degré du 
polynôme est élevé. On obtient ainsi des fonctions d'approximation du t4'Pe : 
t E [O: 11 
Espérimentalement nous avons déterminé que la valeur n = 6 6tait un bon com- 
promis entre stabilité et précision. Les figures 5.28 et 5.29 présentent deux exemples 
d'approximatiûn sur des ensembles de données (s, X(s)) ou ( S .  Y ( s ) )  et les trajectoires 
résultats (S(t). Y ( t ) )  avec t E [O; 11. 
Calcul des donnees diffbrentielles : Comme nous l'avons déjii mentionné. afin 
de proci.der à l'apprentissage des Cartes Dynamiques il est nécessaire d'obtenir les 
valeurs de la courbure n (kappa) ainsi que l'orientation du robot B (theta). 
La formule genérale pour obtenir l'orientation d'une courbe paramétrique de type 
(.S(t). Y ( t ) )  est : 
La courbure (qui correspond à la variation de l'angle B avec le temps) est donnée par 
la formule : 
I 
[(g)' ( t )  + (%)' ( t ) ]  
Le logiciel de simulation Mathematica nous a ainsi permis de générer les expres- 
sions de 0 et n pour les listes de données. La figure 5.30 présente les valeurs de K et 
H pour les deux trajectoires décrites dans les figures 5.28 et ,529. 
Figure 5.28 : (a) Approximation des données (S. S (s))  par S ( t) . t E [O: 1 j (b) Approxi- 
mation des données ( S .  Ig(s))  par I'(t). t E [O: I] (c) Trajectoire (S(t). Y ( t ) ) .  t E [O; I] 
correspondante dans l'espace (X, 1') 
Figure 3.29 : (a) Approximation des données (s, S ( s ) )  par S(t). t E [O: 11 (b) Approxi- 
mation des domees (s, 1 ' (s)) par k ' ( t ) ,  t E [O: 11 ( c )  Trajectoire (S(t). k ' ( t ) ) .  t E [O: 11 
correspondante dans l'espace (S, Y) 
(a) 8 (figure 5.28) 
< d F D & i  t 1 
(b) 8 (figure 5.29) 
a.09.1 C !  
(c) rl (figure 5.28) (d) K (figure 5.29) 
Figure 5.30 : (a),@) orientation ( O )  et (c),(d) courbure (n) pour les deux trajectoires 
des figures 5.28 et 5.29 
5.3.3 Recherche du volume de représentation des Cartes Dy- 
namiques 
Au niveau de cette étape, l'objectif est de pouvoir trouver le volume de représen- 
tation de la Carte Dynamique qui correspond aux données qui ont été acquises par la 
caméra du robot. Nous allons procéder en deux nouvelles étapes : 1) les trajectoires 
et leurs données differentielles sont transformées dans l'espace (x. y,  K )  que nous avons 
mentionné dans le chapitre 3 : 2) la recherche du volume est Faite dans cette espace 
de façon itérative. 
Transformation des trajectoires dans l'espace (x. y, K )  : Afin de transformer 
la trajectoire en une surface dans l'espace (x. y. K ) ,  nous avons utilisé la technique 
décrite dans la section 5.2 afin de générer le volume de représentation des vehicules 
du banc d'essai expérimental. Les équations 5.5 permettent ainsi de transformer 
les valeurs de positions x ( t ) ,  y ( t )  et les valeurs différentielles B ( t )  et K dans l'espace 
( K .  Finalement les valeurs contiguës sont liées afin de former une surface à partir 
de la trajectoire extraite des senseurs. 
La figure 5.31 présente deux exemples de trajectoires qui sont transformées en 
des surfaces dans l'espace ( x ,  y. K ) .  Cette transformation permet ainsi de limiter la 
croissance des volumes de représentation lors de la phase suivante de recherche. La 
surface devient donc une surface de contrainte à l'intérieur de laquelle le volume de 
représentation doit se trouver. Nous allons exploiter cette propriété afin de trouver 
le volume de représentation. 
Recherche du volume dans (2, y, n) : Pour trouver le volume de représentation. 
uoris allons générer un volume paramétré par la vitesse de changement de La courbure 
. La  valeur de la courbure maximum K,, du chemin est extraite de l'ensemble 
des données différentielles calculées sur les trajectoires. Initialement la valeur de km, 
est infinie. ce qui permet de passer instantanément de -K, à +n,. Le volume 
Figure 5.31 : (a),(b) Surfaces obtenues 
et 5.29 
à partir des deux trajectoires des figures 3.28 
Figure 5.32 : Phsieurs trajectoires correspondantes à iiri ensemble dr valriirs r i ( .  h'rr,,l, 
aVf?[' K I ]  = K",,, 
forrrii. rist dors  deux cylindres rectilignes de rayon L / K , ~ , ,  . 
La valeiir de km,, est alors diminuée petit à petit. Le volunie croit ainsi à I'iri- 
t6rieiir de la surface de contrainte obtenue à l'étape préctdentr. Di% que le voli ini~ 
(le représentation généré depasse la frontiére de la surface de contrainte. Io. proc6diirc~ 
( IF  recherche est terminée et le volume ainsi obtenu est utilis6 pour ropr6seiiter les 
rw;rpac:i tks dynamiques du robot observé. 
La figure 5.32 présente plusieurs trajectoires correspondant à iiri  ensenible do 
valeurs de K,. Dans la figure 533,  le volume correspondant ii une valeiir de i~,,~,, tbst 
comparé à l'ensemble des trajectoires constituant la surface de contrainte. Finalenient 
la figure 5.34 donne La forme du volume de représentation. ainsi que celle d'une 
trajectoire transformée dans l'espace (I, y, n). 
Figure 5.33 : Le volume correspondant à une valeur de est comparée à l'ensemble 





Figure 3.34 : Forme du volume de représentation appris avec une trajectoire trans- 
formée dans l'espace (x. y, r c )  
5.3.4 Conclusion sur l'apprentissage des Cartes Dynamiques 
d'un autre robot 
Co~nrne on peut le voir dans la figure 3.34, la forme clri volume de rrpresentütion 
~ s t  clifF6rcnte de celle obtenue lors de l'auto-apprentissage des Cartes Dvriariiicliies. Eri 
t!fft?t. I t r  voliinie s'étericl plus suivant l'axe n et les cercles c:orrt?sponrlaat aiix v;iIoiirs 
tlt? K,,,, sont plus petits. L'explication de cette différence est trPs simple : nous m n s  
utilisé directement la télécommande dans le deiixiéme cas ci'apprentissage. Noiis 
avons t?ri effet pensé qu'il était préferable d'utiliser directement Ies t814cornriiün(les 
idhi (10 gimérer l'ensemble des trajectoires du robot qui est observfi poiir pcrrnvttrcl 
1';ipproritissage de ces Certes. Le nombre d'expériences d realiser {!tant ii~iporr~arit. ( : ~ l i i  
a gr;tri(lonierit facilité l'acquisition des données. Ccci a eii cepeiidaut pour corisi?qiir~nc~~ 
r i ( .  changer les caractéristiques dynamiques du robot de deux f a p i s  : 1. le t a i s  t l ~  
thaugement des roues n'est pas contraint par la conversion numérique, analogique. 
iti~isi que 1e transfert des commandes depuis la station de travail vers Ir contrdeiir tlr 
bas niveau du  robot 2; l'angle de braquage maximal a eté contraint de hqou logicir!llc. 
c:r qiii n'cist pas le cas lors de l'utilisation de la téléconimancle. 
011 wrait tenté de dire qu'il s'agit ici de problèmes poiir la r6alisatiori tl'iiri s~-s t iwe  
i~sp~rinitlutal puisque cela démontre qu'un systéme rie peut etre considéri. cornniti iiiit! 
sornnir de morceaux attachés, mais qu'il est nécessaire de le considerer dans sou 
ensemble. Ceci met en avant à nouveau l'atout fondamerital des Cartes Dynamiques 
(le pouvoir appréhender les capacités intrinsèques d'un robot qui est couipos& rloiine 
station de travail. d'un convertisseur digital/analogique, d'une liaison sans BI. etc. La 
ruoclélisation de chaque élément afin d'obtenir le modèle du robot serait [in travail 
sans fin. La Carte Dynamique décrit finalement le résultat : son mouvement clans 
l'espace de travail en fonction de ses capacités. 
Chapitre 6 
Banc d'essai expérimental 
Cc chapitre présente en détail le banc d'expérimentation développé dans notre 
laboratoire pour l'étude de probléme avec plusieurs robots (Zanardi. Hervi. et Co- 
hen 1997~) .  Xous donnons d'abord un aperçu global du système. avec i i w  descrip- 
tion dr son architecture fonctionnelle. Une description des robots et de leur système 
d'odométrie simulé est donnée par la suite. Le problème de l'étalonnage des différents 
robots du système sera décrit dans l'annexe D. Le protocole de communication en- 
tre stations de travail nécessaire pour l'architecture distribuée de notre système est 
ensuite décrit. Par la suite. un bref aperçu du système de vision active des robots 
est prksentt. Ce chapitre finit sur la description de l'implantation sur nos robots du 
syst(.nie de planification réactive basé sur les Cartes Dynamiques dans le cadre d'une 
tache de poursuite,/ évasion. 
6.1 Idée globale du système 
Le banc d'essai expérimental se compose, pour L'instant. de deus robots mobiles 
construits à partir de véhicules de loisir radiocommandés (figure 6.1). Ces v6hicules 
manquent malheureusement de codeurs de position. Cn système basé sur une caméra 
calibrée en situation et un tiltrage de Kalman opérant sur les informations de position 
Figure 6.1 : Les deux premiers robots du système expérimental 
a étk créé afin de simuler l'odométrie interne du robot et fournir ainsi des valeurs de 
retour dans les boucles de controle visuel. 
Le système d'estimation d'etat (un exemple d'un système d'estimation d'états par 
observation est donnée dans (Ishikawa et Sampei 1995)) et les caméras sur les robots 
forment un système visuel distribué qui nous à amenés à utiliser un ensemble de 
stations de travail en réseau pour répartir la charge de calcul. La figure 6.2 présente 
une vue d'ensemble du banc d'expérimentation. 
Architecture fonctionnelle Les différents blocs de la figure 6.2 décrivent les élé- 
ments fonctionnels du projet. Chaque v6hicule est contrôlable par l'intermédiaire 
d'une interface graphique (voir figure 6.3) qui permet également l'afichage du signal 
vidéo provenant du robot (bloc 1). L'interface permet ainsi a un utilisateur d'entrer 
des commandes et d'observer les états courants des différents robots. L'ensemble des 
commandes fournies par l'opérateur sont ensuite transmisses à une boucle de controle 
(bloc 2). 
Le système d'odométrie (bloc 4) fournit en retour une position qui est utilisée 
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Figure 6.2 : Vue d'ensemble du banc d'essai expérimental 
Figure 6.3 : Interface graphique pour le contrôle des robots 
dans la boucle de contrôle. Les valeurs de contrôle générées sont envoyés au port 
serie d'une station de travail afin d'être transmisses au véhicule par l'intermédiaire 
de la télécommande (bloc 3). 
Ce type d'architecture s'est montrée très efEcace pour des problèmes typiques de 
coordination de robots en Intelligence .hificielle (Sahota 1994). L'information de 
position foumie par l'odométrie simulee peut être par exemple utilisée pour manoeu- 
vrer les véhicules afin d'éviter qu'ils n'entrent en collision durant l'exécution de leurs 
taches respectives, ou pour transporter de concert une longue barre droite (Lacroix, 
Polotski. Cohen et Hervé 1997). Ce genre d'architecture est également bien adapté 
3 l'étude de planification de trajectoires - centralisée ou non - en présence d'in- 
certitude. puisque le système central permet d'obtenir des mesures précises sur l'état 
courant du robot, et le degré d'incertitude ainsi fourni au module de planification 
peut alors etre ajusté. 
11 est également possible de developper des stratégies de coordination décentra- 
IisCes pour de multiples robots mobiles autonomes équipés d'un systeme visuel. Dans 
ce cas. l'odométrie simulée ne fournit à chaque robot qu'une estimation de son propre 
vecteur d'état. Les informations sur les autres robots et l'environnement sont obtenues 
par le système de vision autonome monté sur le robot. Le bloc 5 sert ainsi à regrouper 
les informations sur l'environnement et sur les autres robots à partir de la détection 
de mouvement indépendant et/ou d'obstacles. 
Les stations de travail concernées sont : deux Silicon Graphics (type Indy et 
Indigo 2)  pour l'afiichage de l'interface graphique et l'envoi de commandes (bloc 1). 
un Power Macintosh 8500/120 pour calculer les valeurs d'odométrie (bloc 4). deux 
Power Macintosh 7500/100 (blocs 2 et 5) pour analyser les images et transmettre les 
valeurs de contrôles, et halement deux Macintosh IIci qui sont utilisés pour fournir 
les valeurs de tension directement aux télécommandes des véhicules (Bloc 3). 
6.2 Description des robots mobiles 
SOS robots sont basés sur des véhicules radiocommandés miniatures disponible 
dans des centres de modélisme. La grande variété de fabricants et le coüt modique 
de ces véhicules ont motivés leur achat. Le comportement dynamique d'un robot est 
également facilement modifiable par le changement d'un moteur ou le remplacement 
de la structure de base. Les véhicules ont été modifiés afin de limiter leur vitesse 
maximale à 1 m/s et leur accélération à environ 0.5 ml s2. 
Les télécommandes permettant de contrôler les servo-moteurs possèdent quatre 
voies. Deux voies sont utilisées le contrdle de l'orientation des roues et de la vitcsse du 
véïiiciile. ce qui laisse deux voies libres pour la commande d'une plate-forme tilt pari 
sur laquelle se trouve une carnera. 
Afin de permettre a u  robots de soulever une barre en collaboration. un petit bras 
a été rajouté à l'avant du véhicule. Le controle du bras est substitué au controle de 
l'inclinaisoo de la c a d r a .  Le schéma technique de la partie supérieure des robots est 
présenté à la figure 6.4. 
Pour reduire la zone morte des moteurs et ainsi avoir un meilleur controle sur la 
vitesse. un contrôleur de vitesse a été rajouté. 
LP principal désavantage de ce genre de vehicuie provient de l'absence d'odométrie 
interne. En effet, pour utiliser directement les valeurs de retour sur la tension des 
moteurs il est nécessaire de transmettre l'information en sens inverse vers la télécom- 
mande. ce qui n'est malheureusement pas possible. 
Pour pallier à ce défaut, nous utilisons un observateur central (caméra CCD muni 
d'un filtre infiarouge) pour détecter la présence de lampes rouges montées sur le robot 
et fournir les données d'odométrie. De plus amples détails sur le système d'odométrie 
simulée sont donnés dans la section 6.3. 
Contrale des robots à partir d9une station de travail. Chaque voie de la 
t+lécommande correspond à un potentiometre dont la valeur oscille entre O et 2 volts. 
Il est tlémentaire de simuler ce genre de controle et d'éliminer ainsi le contrôle transmis 
par les potentiomètres. 
Les tensions sont envoyées via un générateur de tension cont rôlable par l'intermé- 
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Figure 6.4 : Schéma technique de la partie supérieure des robots 
Par ailleurs. les valeurs des tensions, qui sont appliquées à iü. ttlécommande sont 
stockées dans des registres dont l'évolution est seulement contrdée par une riouvelle 
commande. Gne tension reste donc active sur la télécommande tarit qu'une nouvelle 
valeur n'est pas venue la remplacer. 
Transmission du signal vidéo en provenance des cameras des robots. La 
place sur le robot étant limitée, le traitement des images provenant de la caméra ne 
peut se faire directement sur le robot. 11 est alors nécessaire de transmettre le signal 
XTSC en sortie des caméras vers les stations de travail sans utiliser de cable vidéo. 
Afin de ne pas provoquer d'interfkrence entre les signaux vidéo provenant des 
deux voitures. nous avons choisi deux systèmes sans fil opérant dans des gammes de 
fréquence séparées. 
L'alimentation des transmetteurs (ainsi que des caméras et des lampes) s~ fait 
par l'intermédiaire de batteries qui sont placées entre la base du robot et la plrrtie 
supérieure où se trouve les lampes et la caméra (figure 6.1). 
6.3 Système d'odométrie simulée 
Comme nous l'avons déjà mentionné. les véhicules constituant la base de nos 
robots ne sont pas équipés d'un systeme d'odométrie interne. Des lampes rouges 
sont disposées sur le dessus de la voiture aiin d'être facilement repérables par une 
caméra équipée d'un filtre infrarouge. Le vecteur d'état x du système pour le filtre 
de Kalman étendu diffère légèrement de celui du modèle cinématique que nous avons 
utilisé jusqu'à présent. Le vecteur d'état du système est : 
avec k l'index de temps ( t k  = kAT).  .Yk et ki les coordonnées du véhicule dans le 
repère de travail, Bk et Li l'orientation et la vitesse du véhicule, et KL = tan ok/L la 
courbure instantanée de la trajectoire (voir figure 6.5). L'équation d'état du véhicule 
Figure 6.2 : Paramètres du modèle cinématique simple d'un robot de type voiture 
est dors : 
pour que : 
avec -f I'accélération tangentielle du véhicule et ~1 la vitesse angulaire des roues direc- 
trices. les deux param6tres de contrôle des robots. Le terme ( correspond à un bruit 
blanc gaiissien non corr81é de dimension 5 qui indique l'erreur de déviation entre le 
modCle et la réalité (modele non exact, glissement des roues. etc.). 
Le filtre de Kalman étendu utilise une forme linéarisée de cette équation. x( k+ 1) = 
Ak ~ ( k )  t UL + C, obtenue par : 
;\fin dc connaître les paramétres intrinsèques et extrinsèques de la caméra (nécessaire 
pour relier les coordonnees images aux coordonnées tridimensionnelles). nous avons 
utilise l'algorithme de calibrage de Tsai- Wilson ( Willson 1994) dout le code source 
était disponible. 
L'ttalonnage de la camera est effectué en disposant des cibles sur le sol suivant 
une disposition connue, et en extrayant précisément les positions dans lYmage dr ces 
cibles. Le logiciel d'étalonnage fournit alors les paramètres qui permettent (Ir relier 
ilne position dans l'image à une position dans l'espace de travail et inversement (la 
hauteur du point consideré doit être connue car la projection perspective affaisse la 
dimension de l'espace). 
La localisation des lumieres sur la voiture est facilitée à la fois par le filtre infra- 
rouge sur l'objectif de la caméra (qui les fait ainsi apparaître comme des points blancs 
sur un fond noir). mais également par la sortie du filtre de Kalman qui va indiquer 
les positions prédites des lumières dans l'image. 
L'ensemble du processus d'odométrie se passe donc de la fason suivante : pour 
une position initiale .Y0, Io, aO1 à chaque instant k. une prédiction de L'état (et en 
particulier de sa position) du robot pour l'instant suivant, ik+I, est calculée. et va 
permettre de guider le repérage des lampes dans l'image. En effet, en reprojetant cette 
position dans le plan image (grâce aux paramètres intrinsèques et extrinsèques de la 
caméra), on obtient une position image dans laquelle devraient se trouver les lampes 
du robot. Cn carré de détection variable est alors utilisé pour faire la recherche 
des points blancs constituant les lampes. Par la suite, à partir de la position et 
de l'orientation donnée par la disposition des lampes dans l'image. ri',, si ,  ek. une 
correction est appliquée pour obtenir xk qui constitue la mesure d'odométrie simulée 
(voir eu annexe A pour plus de précision sur le filtrage de Kalman). 
Pour obtenir la position et l'orientation du robot à partir des mesures des positions 
des S lampes du robot (2i7 y*). i E (1.. . . :NI. et des positions de référence ( . C l ,  y,). i € 
( 1. . . . . N ) ,  nous utilisons la formulation de projection inverse suivanteL : 
cos(@) = -B  * ratio 
sin(0) = A  * ratio, 
ce qui permet d'obtenir la position et l'orientation par les équations : 
Le filtre de Kalman a été conçu de manière à accélérer le calcul de la prédiction et de 
la correction. Ces améliorations sont basées sur des techniques présentées dans (Chui 
et Chen 1991) et sont données en annexe -4. 
La figure 6.6 présente un exemple de simulation de trajectoire estimée par le filtre 
- - 
' Set. Si.. et Sy rkpresentent les sommes des coordoonks pour les mesures (designées par le 
chapeau) et les refhrences (designées par la barre) : Pet y - y -t et P-t-t+ répresentent les produits 




Figure 6.6 : Une trajectoire du robot avec les positions estimées par le filtrage de 
Kalman (a) et l'erreur résiduelle du processus (b). 
de Kalrnan. Il est ainsi possible de voir que l'erreur de positionnement diminue au 
fur et à mesure que le système procéde à la suite des prédiction et correction malgré 
les fort es erreurs de positionnement. 
6.4 Protocole de communication entre les stations 
de travail 
Comme nous l'avons suggéré dans la première section. plusieurs ordinateurs. de 
différents types, sont nécessaires pour pouvoir analyser de façon efficace les informa- 
tions provenant du système de vision, ou de l'odométrie. L'ensemble des stations de 
travail étant connectées sur un réseau de type Ethernet, un protocole de communica- 
tion entre les machines pour transmettre les informations pertinentes est nécessaire. 
Ce piotocole consiste tout d'abord en un langage de haut niveau qui permet 
de coder les informations nécessaires. comme par exemple la position courante du 
robot ou les commandes a appliquer aux actionneurs du robot. et d'un protocole de 
communication bas niveau basé sur des sockets Ethernet. Nous avons choisi d'utiliser 
des sockets de type Stream qui ont l'avantage d'avoir un protocole sécuritaire de 
traiismission incluant le renvoie des message perdus et la garantie de séquencement 
correct des messages (le dernier message envoyé ne peut arriver avant le message 
precedente) . 
Le langage de haut niveau transmet une instruction par corrimande envoyer aux 
robots. Chaque instruction est formée de trois parties : la partie préfixe iudique le 
type de commande (s'il s'agit d'une commande d'accélération des roues. la valeur 
l'orientation des roues. des valeurs directes de voltage A appliquer. orientation du 
pan: tilt e tc . )  avec un dictionnaire associé connu. La seconde partie de l'instniction 
indique la valeur numérique associée au type de commande (voltage. accélération en 
ni .  S. etc.). Finalement. la durée d'application de la commande (en millisecondes) 
constitue la dernière partie de l'instruction. 
11 existe toutefois quelques exceptions : par exemple. la commande d'arret d'ur- 
gence "Stop" ne nécessite pas de valeur numérique explicite puisqu'il s'agit d'une 
remise à zéro immédiate des valeurs de voltage envoyées au robot et d'une élimi- 
nation des commandes toujours en attente. Comme le système expérimental doit 
servir aussi à faire de la replanification dynamique (au sens donnée dans (Feddema et 
.\litchel1 1989)) il doit ëtre possible d'écraser les commandes prkcedernment crivoyées. 
Certaines instructions permettent ainsi d'indiquer que pour un certain intervalle de 
temps. il faut extraire les valeurs des files d'attente. 
En ce qui concerne la transmission des valeurs d'odométrie. le format étant tou- 
jours le même (5 valeurs à virgule flottante), l'instruction est formée de ces cinq 
valeurs à la suite. 
Finalement. la valeur des commandes à transmettre à l'odomètre (qui sont rou- 
jours les valeurs de l'accélération tangentielle de la voiture et la vitesse de rotation 
de l'angle des roues avants) sont transmisses directement. 
La figure 6.7 présente une vue d'ensemble des communications dans le système 
final. Puisque la valeur de la tension à appliquer pour changer la vitesse du robot 
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Figure 6.7 : Les communications entre les niachines 
dépend li la fois de la vitesse courante du robot et de l'accélération appliquée. il est 
nécessaire d'obtenir de la part de l'odomètre la vitesse actuelle du robot. 
Les instructions de commande générées par le contrôleur sont mises dans des 
files d'attente à l'envoi et à. la réception. Cne fois les commandes recpes et placées 
clans les files d'attente correspondant à un servo-moteur (roues. vitesse. pan, tilt. 
bras 1. la première instruction de chaque file est traduite périodiquement en voltage. 
par l'intermédiaire de tables de conversion. et est ensuite envoyée au port série en 
correspondance avec le servo-moteur. La commande dors  effectivement envoyée est 
transmise à l'odomètre pour être intégrée dans le cycle de prédiction et de correction 
et fournir les valeurs d'odoinétrie au contrôleur. 
Toutefois. comme le montre le diagramme de la figure 6.8. Ir délai obligatoire 
entre reception et traitement oblige ë effectuer une correction sur la vitesse courante 
du robot en fonction de la valeur fournie par l'odomètre. 
Communication par Sockets. .-\fin d'utiliser un protocole de communication en- 
tre des ~iiachines de différents types et architectures. nous avons utilisé un système 
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Figure 6.8 : Compensation du temps de traitement des images pour la vitesse 
de communication bas-niveau base sur les sockets Ethernet. 
Sur les ordinateurs de type Macintosh. une libraire de fonction GUSI permet de 
simuler les fonctionnalités usuelles des sockets. Lors de l'établissement d'un protocole 
de socket entre deux ordinateurs (pour une communication point ii point). il est 
nécessaire de désigner un serveur et un client. 
Le serveur va créer en premier lieu le descripteur de socket (identique a un des- 
cripteur de fichier en UNIX). La socket ainsi créée. est liée à l'adresse IP du serveur 
(par exemple peridot . a i .  polymtl . ca) pour attendre d'éventuelles connections de 
client. Ln serveur peut recevoir plusieurs connections de clients différents. Il suffit de 
prévoir le même nombre de réception aux serveurs que le nombre de clients prévus. 
Le client. pour sa part, crée de la même façon le descripteur de socket, mais ensuite 
il se connecte à l'adresse IP spécifique au serveur. La communication se fait alors dans 
les deux sens par l'intermédiaire de fonctions d'écriture et de lecture de chaînes de 
caractères. Cn avantage notable des sockets réside dans le fait qu'un message n'est 
jarnais écrasé par un autre message s'il n'a pas dCjà été lu. 
Dans le cas de notre système. l'odométre simulé sert de serveur. sur lequel se con- 
nectent les contrôleurs (pour recevoir les valeurs d'odométrie) et les machines générant 
les tensions (pour recevoir la vitesse et envoyer les commandes). Ces dernières font 
kgalement office de serveurs où les contrôleurs se connectent afin de transmettre les 
séquences de commandes à l'aide du langage de commande de tiaut-niveau (voir figu- 
re 6.7). 
6.5 Système de vision active 
Dans cet te section, nous allons décrire l'équipement sensoriel des robots. 
Tout d'abord. il a étk decide de ne pas faire le traitement d'images directement 
ii bord des voitures. mais de transmettre plutôt le signal STSC des caméras jusqu'à 
une station de travail pour y être analysé. Cette approche aü probléme d'malyse 
d'images pour des robots autonomes a eté egdement envisagée dans (Inaba. Kagami. 
Ishikawa. Kanehiro, Takeda et Inoue 1994). 
Un problème d'interférence entre les signaux des caméras se pose cependant avec 
deux robots dans l'aire de jeux. Les systèmes de sécurité à distance offrent plusieurs 
solutions à ce genre de problème. mais à des prix prohibitifs. Nous avons opté pour des 
systèmes grand public dans deux gammes de fréquences a h  d'éviter les interférences. 
Le premier système Recoton opère dans la bande de fréquence 440-45OiCIHz. alors que 
le systéme Wavecom utilise les fréquences autour de 1400bIHz. 
Le modèle Recoton nécessite toutefois un système de réception pour 
signal XTSC provenant des caméras, avant de le digitaliser. L'apparei 
fournit un signal vidéo de type YTSC utilisable directement. 
traduire Le 
1 Wavecorn 
Le signal transmis peut alors être digitalisé par une station de travail. pour pouvoir 
être subséquemment analysé. Les Macintosh 7500 ont une capacité de digitalisation 
intégrée à cadence vidéo de 30 images par seconde. La carte de digitalisation fonc- 
tionne de façon asynchrone et en mode d'accès mémoire direct. Gne image peut 
donc être digitalisée alors que le CPU analyse les images précédemment acquises. En 
utilisant plusieurs tampons, il est donc possible d'utiliser des algorithmes simples de 
détection de mouvement indépendant. 
La figure 6.9 présente une vue d'ensemble du processus de digitalisation avec le 
svstème d'analyse d'image. 
Analyse d'images 
(en parallèle) 
Figure 6.9 : L'acquisition et l'analyse d'images 
Le tilt e t  pan de la caméra permettent également l'utilisation d'algorithmes de 
suivi de cible actif ou de perception active usuels. 
6.6 Implantation du syst6me de planification basée 
sur les Cartes Dynamiques sur le banc d'essai 
expérimental 
6.6.1 Introduction et  généralités 
Dans l'ensemble de cette thèse: nous avons indiqué à plusieurs reprises qu'un 
avantage essentiel du concept de Carte Dynamique était de permettre une planifica- 
tion réactive prenant en compte les capacités dynamiques des agents (ou robots) en 
présence. Cette partie de la thèse est dédiée à l'application de ces principes à notre 
banc d'essai e.xpérîmentaJ décrit dans les sections précédentes. Il est évident que nous 
iivons du hire certains choix en fonction des possibilités niatérielles. Sous allons au 
fur et à mesure de cette section décrire ces choix et leur impact sur les conditions 
expérimentales. 
Le premier choix a porté sur le nombre de robots que nous avons pu employer. 
Alors qu'en simulation. il était possible d'augmenter le nombre de robots. en ex- 
périmentation le nombre a étk limité à 2. Ce nombre restreint de robots rie permet 
pas de refléter pleinement l'avantage de la Carte Dynamique par rapport à d'autres 
méthodes de planification lorsque le nombre de robots augmente. 
Toutefois. l'implantation complète du système de planification ii partir des Cartes 
Dyamiques permet de montrer que le premier pas (le plus dur) peui etre faii et que 
cette technique peut être utiliske dans des situations plus complexes dans lesquelles 
le matériel nécessaire est disponible ouvrant ainsi la voie a d'autres travaux. 
Cn autre choix difficile a faire était de savoir à quel point la vision embarquée 
pouvait etre utilisée. De nouveau un problème technique se posait : nous avions besoin 
de trois unités de calcul capables de faire de l'acquisition et traitement (l'une devant 
calculer I'odométrie. les deux autres l'acquisition des images des caméras embarquées 
sur les robots), dors que seulement deux unités étaient disponibles dans le cadre de 
ce projet. Comme nous allons le voir. nous avons implanté deux scénarios avec dans 
un premier temps aucune vision embarquée (et donc seulement l'odomètre central) et 
dans un deuxième temps. l'utilisation de la vision embarquée pour le robot poursui- 
\rant (qui n'utilise pas l'algorithme de planification basé sur les Cartes Dynamiques). 
.luant de passer aux détails de l'implantation qui seront donnés dans les sec- 
tions 6.6.1 et 6.6.3. nous d o n s  décrire de façon globale les deux scénarios que nous 
avons envisagé pour nos expériences. 
La figure 6.10 présente un schéma global de l'expérimentation dans le cadre du 
premier scénario. Dans le cadre de ce scénario. nous nous sommes placés dans la 
même situation que lors des simulations. c'est-à-dire que tous les robots ont accès à 
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Figure 6.1 1 : Second scénario utilisant la vision embarquée du robot pour intercepter 
de façon réactive 
robot (Jerry. le poursuivi) utilise donc les informations de position/orientation qui 
lui sont fournies par l'odomètre central, ainsi que les données sur l'état interne du 
robot qui le poursuit (Tom, le poursuivant) afin de générer la Carte Dynamique de 
la situation et planifier la trajectoire qu'il va suivre pour les quelques instants qui 
vont suivre. Le second robot utilise les mêmes informations de position; orientation 
relative pour planifier sa trajectoire d'interception. 
Pour le scénario 3. nous avons utiliser la vision embarquée du robot poursuivant 
(Tom. le poursuivant) afin d'utiliser un algorithme de vision réactive pour générer les 
controles d'interception. La figure 6.11 résume le deuxième scénario proposé. Dans 
ce scénarioo le poursuivant utilise son système de vision embarquée pour poursuivre le 
robot Jerry. La technique d'interception se basant sur la vision sera décrite plus loin. 
Le plus sérieux probkme de ce systeme est que le robot poiirsiiivant (Tom) a un champ 
de vision rkcluit (celui de la caméra) et peut parfois perdre trace de 1';riitrr robot. Le 
poiirstiivi (.Jerry), a en effet un très important avantage sur son aclversaire cri ayant 
lin diiirrip de vision quasi illimité. Notre objectif est ici dr nioritrcr q ~ i ' ~ i r i ~  i ' t , ; rp  
siippliwitmtaire peut être franchie. L'étape suivante logiqiie serait l'iitilisütion de la 
vision pour trouver les données de position/orientation relative entre les robots afin de 
plariifier à l'aide des Cartes Dynamiques. Dans le chapitre 3 iioiis avons approché le 
p r o h l h e  rie planification dans le plan image, il reste cependant un iniportiuit travail 
(ltt tl(?vrloppernent avant que l'on puisse directement utiliser les Cartos Dyniirniqiies. 
Nous allons maintenant détailler dans la section 6.6.2 l'irnplantntion (Ir la procb- 
tliirca (Ir plariificatiou. par les Cartes Dynamiques. ainsi que les sacrifices qui 011r dîi 
+trv faits. La section 6.6.3 s'attache à présenter la procédure de plariificatiou d'iu- 
tmeption clans le cas des scénarios 1 et 2. 
6.6.2 Planification A l'aide des Cartes Dynamiques en temps 
réel 
D'aprts les résultats que nous avons obtenus daris le chapitre 4. il semble prEF6rablr 
c l '  tit iliser la technique de planification utilisant les réseaux de clotoïdes. Xoiis avons 
aussi adopté la procédure de combinaison de l'équation 4.4. Le problème est désorniais 
de planifier suffisamment vite afin de permettre au robot de souvent replanifier en 
fonction des changements de comportement du robot poursuivant. Dam le cadre 
des expériences que nous avons faites en simulation, le temps de calcul d'une Carte 
Dynamique combinée n'était pas important puisque les robots était fictifs. A pliisieurs 
reprises. nous avons suggéré comment la combinaison des Cartes Dynamiques pouvait 
étre faite en temps réel à l'aide de cartes possédant des accélérateurs graphiques pour 
la combinaison rapide de bitmaps. Nous n'avons malheiireusement pas eu accès à 
ce genre de matériel pour l'instant et le défi était donc de faire les combinaisons au 
niveau logiciel en un temps le plus faible possible. 
Poiir cela, nous avons utilisé les propriétés de l'dgorithnie de planificatiori par 
rCseaux cle courbes se basant sur les Cartes Dynamiques combinées. Eri effet, lorsqiic 
l'ou observe plus en détail les courbes générées par cet algorithme. on rcrriarcpie 
qu'elles couvrent en général une surface relativement faible de la Cartc Dy riarriicjur 
c:onihiri6ti. De pliis, de par leur construction, certaine courbas ont en conimiiri pliisieiirs 
portioris de la Carte Dynamique. Grâce ii ces observations. noiis avons pms8 qu'il 
etait alors préférable de ne procéder au calcul de la Carte Dynamiqiie q i i ~  clans 1 ~ s  
aonts iitilisbes par l'algorithme de planification et en plils d'éviter qiic crrtairis calculs 
soient faits en double. L'ensemble de ces ameliorations noiis out permis (IV r6cLiiiri~ le 
tmips  t h ?  calciil bien en dessous de 0.1 seconde, autorisant ainsi iiri s y s t èm~ fonction- 
riant ii 10 images par seconde. 
Par la suite. le calcul des Cartes Dynamiques et le systiwie  cl^ plir~iific;ition ont 
iatl intégrts à l'intérieur d'un systéme de repérage des vi.tiicciles dans l'ospacr t k  
travail. Ce système est similaire ii celui utilisé dans lc cas de l'odorriétre central tlii 
chapitrc 6. Il permet de détecter la position et l'orientation de chaque vihiciiles tbt 
airisi de pouvoir les transmettre au second robot. 
;\firi de permettre au système d'appréhender des changements significatifs tlaus 
l'trnvironnement. la planification par les Cartes Dynamicpes clst faittl 1 fois toutes I rs  
5 ~ i r i i t ~ s  de temps (daris nos expériences, nous avons utilisé une iinitk de temps tlc 
0.1 s). Entre deux planifications, la courbe fournie par la procédiire dt. planification 
est utilisée pour diriger la voiture en boucle ouverte (c'est également pour cette raison 
que l'intervalle entre deux planifications est gardé assez bas). Pendant cet intervalle. 
le système de détection traque les deux robots dans l'environnement et trausmet par 
l'intermédiaire de sockets ces informations à l'autre robot (Tom, le poursuivant). qui 
en échange transmet son état interne. 
La  figure 6.12 présente le diagramme fonctionnel correspondant à la planification 
par ires Cartes Dynamiques et le repérage des robots. 





Figure 6.12 : Schéma fonctionnel de la planification à l'aide des Cartes Dynamiques 
et du repérage des robots 
suivant. 
6.6.3 Planification d'interception simple en temps-réel 
Nous avons proposé deux simples algori thmes de planification d'interception : sans 
vision et avec la vision embarquée. 
Le premier algorithme fonctionne sur un principe similaire au système de pour- 
suite réalisé par la stagiaire Fabienne Lathuilière dans le cadre de son projet de fin 
d'étude (Lathuiliére 19%'). Ainsi dans son systéme, l'objectif était de se positionner 
directement en arrière de l'autre robot en orientant les roues à l'aide de simple rela- 
tions géométriques. Dans le cas de notre système, nous allons simplement orienter 
les roues dans la direction du robot en envisageant le déplacement de Jerry en ligne 
droite. Ce type de planification est bien adaptée a notre situation. où la position 
réelle du poursuivi sera connue au fur et à mesure dans le temps. permettant ainsi de 
compenser pour le manque de connaissance sur son mouvement. 
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Figure 6.13 : L'angle des roues désiré au temps To.Ti .T2..  . est donnOr par I'orienta- 
tion de la droite entre la position des roues avants du poursuivant et les roues arriEres 
de Jerry (poursuivi) en prenant en compte son déplacement en ligne droite. 
Sous nous sommes pour l'instant intéressés seulement au point de vile clu pour- 
suivi. mais comme nous en discuterons rapidement dans la conclusion. l'introduction 
d'un svstème de poursuite basé sur Les Cartes Dynamiques est une des ouvertures 
possibles de notre travail. 
La figure 6.13 présente le calcul simple permettant d'obtenir l'angle des roues 
Le principe du deuxiéme algorithme de planification de poursuite se base sur le 
principe de réactivité. En effet. L'orientation des roues du robot poursuivant est 
changée à chaque fois qu'une analyse d'images est faite. s'adaptant ainsi au change- 
ment de comportement de Je- Le changement est fait en fonction de la position 
dans l'image des lampes rouges du poursuivi. Ainsi, si les lampes se trouvent a droite 
(respectivement à gauche) dans l'image, l'angle des roues est graduellement diminué 
(respectivement augmenté). La force de ce système réside dans sa simplicité. Afin 
d'accélérer le traitement, un filtre infra-rouge est à nouveau utilisé. Par la suite. un 
simple coutrole linéaire de la forme Q = G d .  où G est un gain constant et d la dis- 
tance des lampes par rapport au centre de l'image. La figure 6.14 résume :e principe 
de l'algorithme. 11 est evident que ce contrde pourrait être amélioré si la distance des 
lampes par rapport au robot était connue. Cependant. même si cela peut être fait. 
il s'agit d'un effort coûteux en temps (recalibration à chaque expérience) pour une 
Angle des roues nul 
Figure 6.14 : Valeur de l'angle des roues en fonction de la position des lampes dans 
le plan image 
amélioration qui serait à mon avis minime. 
6.6.4 Résultats des expériences 
Dans cette section, nous d o n s  présenter les résultats obtenus avec le banc d'es- 
sai espérimental. Ces résultats concernent essentiellement le premier scénario car il 
permet d'obtenir les résultats les plus significatifs. Comme nous l'avons déjà men- 
tionné le deuxième scénario est fait pour montrer que l'on peut franchir une étape 
supplémentaire dans l'implantation d'un systéme de planification basé sur les Cartes 
Dynamiques. 
Les résultats sont présentés de la façon suivante : tout d'abord, un ensemble de 
trajectoires réalisées par les deux robots sera présenté avec leurs Cartes Dynamiques 
associées. Ensuite, nous allons nous intéresser a la stabilité de nos expériences en 
refaissant la même expérience plusieurs fois. En plus de refaire ces expériences. nous 
appliquerons une séquence en boucle ouverte au robot poursuivant pour observer la 
répétabilité de l'algorithme de planification basé sur les Cartes Dynamiques. 
6.6.4.1 Exemples de trajectoires pour les deux robots 
Figure 6.15 : Exemple de trajectoire des deux robots : le poursuivi est en bas à 
gauche sur la première image 
Dans les figures 6.15 et 6.16 présentent deux séquences d'images correspondant 
B deux expériences rhlisées. On peut voir dans ces deux séquences que le robot 
poursuivi force le poursuivant à être aux limites de ces capacités de déplacement. 
Le poursuivant doit faire, par exemple, demi-tour dans une expérience en perdant 
ainsi beaucoup de temps lors de la poursuite. Le poursuivi prends ainsi avantage des 
Figure 6.16 : Exemple de trajectoire des deux robots : le poursuivi est en bas de 
l'image au début 
cléfauts du poursuivant pour s'enfuir. Les figures 6.17,6.18 et 6.19 présentent plusieurs 
exemples de trajectoires qui ont été réalisées par les deux robots pour plusieurs s i tu -  
tions initiales. La figure 6.20 présente les trajectoires des robots ainsi que les Cartes 
Dynamiques associées aux situations. 
Dans la figure 6.18, on peut observer des erreurs dans le positionnement des robots 
Trajectoires des robm 
- Trapctoire de Jarry i 
- - Trapctotre de Tom I I 
+ Postltari irubale Jerry 
Figure 6.17 : Deux exemples de trajectoires réalisées p a ~  les deux robots 
Tralectoires des robots 
2.5 1 I 1 1 1 1 I 
I I - Position initiale Jerry 
I \ x Positon nitiale Tom i.sc 1 
Figure 6.18 : Deux exemples de trajectoires réalisées par les deux robots 
(c!rri?iir supérieure à la moyenne usuelle). Bien que rioiis n'ayons pas iitilisk de filtxagi. 
clr K.;;ilrrian, on peut voir que les deux robots ont pu compenser dans les cleiix cas 
rnalg' ces fortes erreurs. 
Pour les trajectoires (a) de la figure 6.19, on peut observer que. malgré lr fait 
(pie 1t.s deux robots soient partis l'un derriére l'autre, la trajectoire ideale n'est pas 
rwt,iligne pour le poursuivi. En effet, celui-ci finit par tourner ses roues pour tenter 
cltas rmtrer dans la zone morte de Tom (le poursuivant) et cette tactique scirrihlt' 
tiiialriiient payer. La trajectoire (b) de la nieme figure est également intéressantti. avrc 
i iri  zigaagement qui force peu ii peu le poursuivant A lui uiêrne osciller et finalciriwt, 
ii s'dloigner d'un bonne trajectoire d'interception. 
Dans la figure 6.20, on peut voir que le poursuivi s'est bien adapté aux ctiiriigc- 
rnerits de comportement du poursuivant. 
6.6.4.2 Stabilite et répétabilité 
Lit figure 6.21 illustre la stabilité des trajectoires obtenues. Les trajectoires sont 
obtenues en répétant les expériences à partir des mêmes positions et orientatioris des 
robots. On constate facilement que les trajectoires sont fortement siniilaires pour lrs 
(leus robots. On constate egalement que, malgré une forte erreur lors de la dét(x:rion 
de .Jerry (le poursuivi), il est capable de s'adapter a u  mouvements c h i  Tom. 
Dans la figure 6.22, l'objectif est de montrer la répétabilité des résultats en effec- 
tiiaiit les expériences en partant de mêmes positions et orientations des robots. niais 
aussi tbn faisant subir au poursuivant une suite de contrôles identiques er(iciit@t~s eu 
boucle ouverte. .A nouveau, on peut remarquer la forte similarité entre les diverses 
trajectoires de Jerry en fonction de la trajectoire en boucle ouverte du poursuivant 
(Tom) et cela malgré plusieurs erreurs de position par le système d'odornétrie. 11 
est important aussi de préciser que le repositionnement aux mêmes positions initiales 
pour les robots est fait à la main, ce qui influence fortement la précision des résultats. 
Tqectolm des robots 
3.4 
t 
Figure 6.19 : Dertv exernples de trajectoires realisees par les deux robots 
Figure 6.20 : (a) Trajectoires réalisées par les deux robots (b)-(h) Carte Dynamique 
et trajectoire planifiée aux instants indiqués dans la figure (a) 
Stabiiite des Tralectoires 
4 
I 1 
Figure 6.21 : Stabilité de l'exécution des trajectoires 
RepeTabiüte des Trapaoires 
Figure 6.22 : Répétabilité de l'exécution des trajectoires 
6.6.5 Conclusion sur les expbriences 
La figure 6.23 présente deux exemples de trajectoires qui ont kt& r6alisées piir les 
~ L P I ~ X  robots dans le cadre du deuxieme scbnario. A nouveau, il s'agit ici dc nioritrrr 
qu'il t s t  possible de Eranchir une étape supplémentaire en direction d'un systim-it. 
cornpktternent autonome. 
La conclusion majeure de ces expériences est que le systémc se comporte bien 
en fonction du comportement de Tom (le poursuivant). Il n'a pas kt(! possiblc pour 
1'inst;iiit. par faute de temps, de tester de façon extensive l'ensemble des corifigiirations 
drs  rohots qui aménent à la capture ou à l'évasion de Jerry. D'aprk l'c?nsernblti tlt,s 
cxpi.rimces réalisées, nous pouvons vraiment constater la viabilitk chi concept <Ir 
Carte Dumamique comme une aiternative à la planification réactive pour l'tvasion. II 
s~rai t .  interessant par la suite de tester un système se basant sur les Cartes Dynamiques 
polir planifier des trajectoires d'interception afin de pouvoir constater. par exrrnplr. 
si le système (les d e i ~ ~  robots avec leurs systémes de pianificatiou) se dirigerait vers 
iiu bqiiilibre stable. Cet équilibre permettrait par exemple de savoir si le poiirsiiivi 
ilt le poursuivant ont des chances équivalentes de survie en fonction de leiir structure 
(rayon de courbure maximum et système dynamique sous-juisccnt). 
Tra(eclolre8 cies robots avec vision reactrve 
3 1 
x Posttion inibale Tom l 
- - TqcKtoire de Tom i 
1 .  1 + Pomm inniale Jeny i 0 ! 
Figure 6.23 : Deux exemples de trajectoires réalisées par les robots avec le poursuivant 
utilisant la vision pour détecter les mouvements du poursuivi 
Chapitre 7 
Conclusion 
Ltt bit principal de cette thése était d'introduire une méthodologicl dr rcprkvrit;t- 
tion tk~s interactions qui se produisent entre plusieurs robots clans ciri envirorinmient. 
Xoiis woiis ainsi proposé le concept de Carte Dynamique pour rnocléliser les rapa- 
c-iths motrices d'un robot, en nous basant sur la théorie des régions atteignables d'un 
systknie dynamique. La Carte Dynamique permet également d'unifier les infornia- 
sions acquises pas les senseurs du robot sur son environnement. ainsi qutl celles sur les 
aiit rr3s robots. L'iudépeudauce structurelle par rapport au rot~o t que propostl la Car t t b  
Duniiiiiiqtie est aussi un aspect intéressant de la niodélisatiou. Nous wons prkeritit 
1111(~ representation géométrique simple de la Carte Dynamique afin de simplifier l'ap- 
prentissage de la forme des Cartes. 
Par le biais du concept de Carte Dynamique, nous avons tenté de franchir la bar- 
rière existant entre le senseur du robot et ses capacités dynamiques de mouvement. 
Essentiellement, nous avons montré comment il était possible d'utiliser la Cartel Dy- 
namique pour produire des régions d'intérêt dans une image sur lescluelles I'utilisatioii 
d'algorithmes usuels d'analyse d'image est possible. Sous avons toutefois considér+ 
seulement cette relation avec une seul robot. L'extension à la combinaison des Cartes 
Dynamiques directement dans l'image, ou la replanification dynamique de trajeç toires 
à l'aide des Cartes Dynamiques constitue de futurs défis intéressants à l'utilisation 
des Cartes Dynamiques. 
La combinaison de Cartes Dynamique permet également de representer les inte- 
ractions du point de vue d'un robot par rapport aux aiitres dans I'environnemerit. En 
r?fff>t.  la Carte Dynamique (apprise) du robot considéré est con1bini.e avec ICS Cirrt(is 
Dyriarriic~ues (estimées) cles autres robots en fonctiou des poses relat,ivrs tlcs rot~ots et. 
(lm informations contenues sur les Cartes Dynamiques. La combinaison eît rffec:t,ii(.e 
afin de proposer une représentation des interactions dans le cadre d'iine tache prficise 
A accoriiplir. La Carte Dynamique obtenue après la combinaison contient A la fois 
les informations relatives aux régions atteignables du robot niais égalenient de (:ellrs 
(les autres robots, indiquant ainsi par exemple des zones cl<! danger oii (IP si?cwit.i.. 
Des rnkthodes d'optimisation se basant sur les Cartes conibiuées ;ifin dc prodiiiro 
t1t.s rrajectoires non-holonomes pour le robot ont aussi été proposets Cnp 6tiitltr clcs 
interactions dans le cadre d'une tache de capture/&vasion a été préseritee par la siiittl. 
La representation d'interactions coopératives a également été envisagée. 
Deux méthodes d'apprentissage ont été également développées : Le première sys- 
tt?mt. d'apprentissage de stratégie de capture par renforcemeut a Cté propose commc 
i i w  al trrnative à notre concept de planification réactive des Cartes Dyuarniqutis. Soiis 
avoris cependant constaté que ces dernières nous ont porniis t i c  niiecis corriprvriclrr les 
rfisiilt a ts et d'expliquer à nouveau le phénoméne des regions at  teigna bles. La deux- 
ième méthode consiste i apprendre la forme du volume de représeutation des Cartes 
Dynamiques, soit du robot lui-mème (auto-apprentissage) soit d'un autre robot à 
partir des informations visuelles disponibles (apprentissage visuel) ; 
Yous avons introduit dans cette thèse. un banc d'essai expérimental qui a été 
développé dam le Groupe de Recherche en Perception et Robotique de I'Ecolr Poly- 
tcchniqiie de Montréal. Ce systéme présente des caractéristiques originales inréres- 
santes. telies que l'utilisation d'une odométrie simulée centralisée et le partage des 
ressources de calcul sur un réseau de stations de travail. Plusieurs exemples de travaux 
réalisés sur le banc d'essai expérimental ont été présentés. Nous avons également 
niontr6 que les Cartes Dynamiques pouvaient ètre utilisées sur notre biiric c17c!ssiii ex- 
périmental. Divers exemples de trajectoires réalisées par nos deux robots dans iiri cas 
r k l  (le poursiiite/évasion ont étk ainsi présentés. 
.-\v;rrit de décrire le futur des travaux reliés aux Cartes Dyriarnicprs. rkwrioiis 
r;ipicltmc?nt les diff6rentes contributions originales de notre travail au tlorriiii~it~ c h  
systCrrit's niiilti-robots : 
1. Par le biais des Cartes Dynamiques, nous avons introduit iine niéthodologitt 
(le représentation des capacitks de déplacement cl'iiri robot dans son cnvinm- 
rwmcnt. 
2 C f ~ t t e  méthodologie permet de représenter les interactions entre robots polir t l ~ s  
taches cle type coopératif et/ou compétitif. En nous basarit sur w t t t *  rclpri.sw- 
tlatiou. nous avons montré qii'un robot était crrpübli! tle planifitbr sa t,r;rjwtoirc. 
cln tenant compte des capacités de déplacement des autres robots ou bien d'ma- 
lyser le type d'interactions obtenues. 
3 .  h i s  avons également proposé une représentation "bitmap" (lcs Cartrls Dy- 
riamiqiies qui permet d'accélérer les méthodes dc constructio~i (1t.s interactions 
rritre robots A partir de systèmes d'accélérations graptiiqcies .sr,xistèmts. 
4. Cne des grandes forces de notre méthode de construction des interactions entre 
robots repose sur le fait qu'elle évite l'explosion combinatoire communément 
rencontrée dans des systèmes multi-ro bots. 
5 .  Le banc d'essai expérimental possède plusieurs innovations : la capacité de 
surveiller les mouvements des robots dans L'espace de travail. L'odométrie simiilétl. 
l'ii t ilisation de véhicule radio-guidé simple et finalemerit Ir. partage t lu  r ravail 
sur un réseau de stations de travail. 
6. Lors de nos expériences, nous avons démontré l'efficacité des Cartes Dynamiques 
pour faire de la planification en temps réel. Les Cartes Dynamiques permet- 
tent ainsi une planification dynamique des trajectoires d'évasion d'un robot en 
s'adaptant à la situation courante. 
7. Finalement. nous avons également proposé des méthodes originales d'apprentis- 
sage des capacités de déplacement (par l'intermédiaire des Cartes Dynamiques) 
cl'iin robot par lui-même ou celle d'un autre A partir de la vision. 
Comme nous l'avons mentionné dans la thèse. il serait intéressant d'étudier plus 
en (i6tail les Cartes Dynamiques de chaque type de robot mobile tel que défini par la 
nomenclature de Campion et al. (Campion, Bastin et D'Andréa-Novel 1996). Afin de 
montrer que le concept de Carte Dynamique constitue réellement un outil générique 
de génération et d'analyse des interactions entre robots. il est essentiel d'envisager 
d'autres taches et diverses façons de combiner les Cartes Dynamiques. 
Dans le futur. nous allons étudier le problème de la capture d partir des Cartes 
Dynamiques. Dans la figure 7.1. un exemple préliminaire de Carte Dynamique com- 
bintr pour la capture de trois robots est présenté. Les zones noires correspondent 
aiLu positions pour lesquelles le temps des des régions atteignables du robot poursui- 
vant et d'un des robots poursuivis est identique. La fonction de combinaison devra 
ainsi mettre en relief ce genre de position. Yous avons également décrit comment la 
coopération entre robots pouvait être faite au travers des Cartes D ~ a m i q u e s .  La 
figure 7.2 reprend l'exemple simple de ce processus de coopération avec trois robots. 
L-intégration des incertitudes à l'intérieur de la Carte Dynamique constitue éga- 
lement un important travail à envisager d a m  le futur. Malgré que l'incertitude dans 
la position du robot lui-meme ne soit pas importante à cause de l'aspect égocentrique 
des Cartes. il est nécessaire de pouvoir intégrer l'incertitude sur les positions relatives 
des autres robots. Par exemple, si une modélisation des incertitudes est disponible 
quant a u  positions des autres robots! il sera possible de générer un nouvel ensemble 
de courbes T-atteignables. pour chaque robot. avant de procéder à la combinaison 
qui vuut prendre en compte ces incertitudes. Prenons l'exemple d'une modélisation 
eu cercle de l'incertitude. les régions T-atteignables sont alors augmentées en prenant 
F r  1 : La Carte Dynamique combinée dans le cadre d'une tache dt. cirptiirr 
l a  peripherie extérieur du cercle se déplaçant sur la courbe T-ütteignühle. Il s'agit Id 
tl'iirie ruet hode analogue à l'augmentation des obstacles pour obtenir l'espace Clie, 
présentkes dans le chapitre 2. 
Cne application possible du systéme dynamique (l'évasion se basant stir les C h  t ta 
Dyuaniiques est par exemple la planification d'une trajectoire d%vitt!nient cic wllision 
pour une voiture à grande vitesse avec une autre voiture (dont le coniportement 
sera considéré comme agressif pour envisager le pire cas) ou avec un piéton (son 
déplacement est restreint mais possible) en rajoutant des contraintes sur le maintien 
du contrôle de la voiture par le chauffeur. En effet? lors de la construction du réseau 
de courbes il est possible d'ajouter des informations sur la perte de controle éventuelle 
du dhicule lors de changements trop brusques de la trajectoire de la voiture. 
Nous pouvons noter également qu'il est possible d'étendre le concept de Carte 
D y u m i q u e  à d'autres types de robots holonomes tels qu'un robot manipulateur. 
En effet. ce genre de robot est modélisable par un système dynamique auquel le 
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Figure 7.2 : (a) Carte Dynamique combinée entre le premier F et R (b) Carte Dy- 
namique combinée entre le second F et R (c) Pose relative du robot R avec les 2 
robots Fs (d) Carte Dynamique combinée du deuxième F avec la coopération du 
premier F 
concept de Carte Dynamique est applicable. Dans cette optique. Hervé (Hervé 1993) 
a proposé une méthode de représentation des régions atteignables d'un robot avec 
deux ou trois degrés de liberté. utilisé par la suite pour Lier la perception active 
du robot à ces régions par la Carte Perceptuelle Cinématique (PKM: "Perceptual 
Kinetic Mapt ). La Carte Dynamique serait une eautension de ce genre de méthode en 
permet tant d'ajouter des informations supplémentaires pour optimiser la planification 
Figure 7.3 : (a) un modele de robot manipulateur avec deux degrés de liberté (b)  la 
zone atteignable du robot construit en fixant une valeur d'un joint et en procédant à 
la rotation complète du deuxième joint 
des mouvements du robot. 
Ln aspect intéressant de cette approche est de permettre d'analyser des pheno- 
mènes complexes de couplage visuel entre le système visuel et le bras manipulateur 
(ou coordination main/œil). Il a en effet été proposé par exemple que les saccades 
visuelles chez le singe sont concentrées autour des positions dans l'image les plus 
probables des membres du primate (Bu% 1988). 
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Annexe A 
Le filtre de Kalman (base et 
étendu) 
A.1 Principe de base du filtre de Kalman 
Le filtre de Kalman est un processus permet tant d'obtenir les paririri(.trcs rl'iiri sus- 
r i.nit1 linéaire à partir d'un ensemble de mesures brui tées. Il existe hciliico~p d'exem- 
pics dkpplications basées sur le filtre de Kalman. en coutrole. en corriniaritle optinial. 
cm robotique et même en vision (comme Le montre par exemple (Matthies. I<anade ct 
Szeliski 1989) et les travaux de Dickmanns (Dickmanns et Crack 19886)). 
Le filtre est dérivé partir du critère d'optimalité d'un estimateiu non biasé su 
sens des moindres carrés. L'algorithme est en deus phases : une première phase de 
prédiction de l'état suivant du système et une seconde phase de correction des valeurs 
en fouction de la variance du bruit et des valeurs mesurées. 
Considérons le système linéaire ayant la descript ion dans l'espace d o t  at suivant : 
kivec Ak: Bk, rki Ck, Dk matrices connues de taille respective n x n. n x m. n x y. q x n. 
q x nL ( 1 5 rn, p, q 5 n ), et m c  {um }. iine séquence connue cle vtxrttmrs ci<: t,;lillt. rn 
(appelée sequence d'entrée cieterministe) et finalement avec {( } et {yk } tics skpencrs 
-k 
inconnues de bruits correspondant respectivement au systErne ct à. L'observation dont 
les moyennes, variances et  covariances sont connues. 
Cr. gmrr cic systthrie est appelé linéaire determiuistt!/sto(:t~üsti(-liir à caiisr (Ir la 
pri!scnci. tlc {uk} .  {L} et {%} dans les équations. 
CP système est décomposable en deux sous systèmes, un liriéérirr dctermiriistc : 
clt un piircnient stochastique : 
;LVPCI wk = sk + vk et yk = z k  + x k .  
tqk  ~orresponds aux observations à l'instant k de l'ctat tlii systimir ( obstirlat ion 
part i d e ) .  
La solution du premier est donnée par l'équation de transition : 
Il faut donc résoudre la solution du deuxième système par un estirnateur optinial xk 
et obtenir yk = z k  + Hg. 
Les séquences de bruits de mesure et sur le système {L} et (3.) sont blancs. 
Catissiens: et de moyenne nulle, avec Crar(G) = Qtl  et  kWnr(qJ = Rk matrices 
positives définies, et avec finalement E ( L ~ ~ ) ?  Vk. 1 .  
'Vnr(z)  désigne la. variance de la variable aléatoire x 
E (x) designe l'espérance mathématique de z 
L;i formule de calcul en temps réel c h  filtre clc Kalman que I'ori clfirive à partir 
(l'lino nihthode d'estimiitcur optimal au sens des moindres carrts t s t  : 
La rriatrice Gk pst la niatrice de gain tlt? Kiilman. Le point dt! (ICpiirt do la Formtilt~ 
rficiirsivrb est xo = xalo Gk doit aussi étrc calcidi? de f q o n  r6ciirsivc: à l'ai&! tlcs 
rri;itricts tlr variance de l'erreur de mesure et du syst6nie. 
Ainsi. la formule rkiirsive cornpletc clii filtre de Kalman cst  : 
A.3 Filtre de Kalman étendu 
Le filtre de Kalrnan estime le vecteur d'état d'un modèle Linéaire doim systcme. 11 
est cependant possible d'étendre le filtre ii des systèmes non linéaires en procédant 
à ime approximation linéaire du modèle (comme par exemple une approximation de 
Taylor au premier ordre). 
+ + 
-S. t 





I *klk- 1 
I 
I 
Figure A. l : Xlgori thme tle precliction:'correct,ion t h  filtre tlti Kalrnirri 
Soit i h r s  lc systèmr non linkairr suivant : 
avec fi. et gk cles fonctions vecteurs dont l'espace de cldinition est rrspc~ctivr?rrimt RrL 
rxt R'i ( i 5 (1 5 r1 ), et avec Hk une fonction matrice &finit clans Rn x R? 




(A. I l )  
(A 12) 
Dans le filtre de Kalrnan étendu, la prédiction est obtmiir par : 
o i i  lcs niatrices AkT uk. rk .  wk et Ck doivent etrc prises dc la h q o n  siiivirnto. Coiisi- 
tli'roris 1t.s approxirnatious de Taylor i l'ordre dciix tic fk (x4) w kI. cLt c:dr di) g k ( x k )  
t3rl xk ik -  1
De lh. en ayant 
le moclèle non linéaire est approximé par le modèle linéaire proposé. La formule de 
correction est dors : 
Figure A.2 : Diagramme de l'aIgorit,hnie tle IGlIman Qtcd i i  
Annexe B 
Apprentissage par renforcement 
Lc principe de base dc l'apprentissngc par rcnforcc!rnmt rrqwscl sur i i r i  prowssiis 
ti'wsais t?t th? récornprnses, dans le but d'apprenrlrc ilno ;issociatioii c?ritrrb 1'6tat chi 
s y s t h e  et les actions ii y appliquer pour niauimiser iinr valeur (Ir pt.rlorrniiric:c~ ;rppc+i? 
signal {Ir) renforcenient (Haykin 199 1 ) . 
I l  miste plusieurs méthotles se basant sur ce paradigme. niais elle s'irispircvit prinri- 
palerricnt tk  la fameiisr méthode de programmation d~uiiniiqiio c l c l  Bollrtian ( B(4niari 
1957) : soit un systkrne dynamique S. avec des Ctats discrets . c l .  i = 0. .... r r r .  cBt. i i r i  
mseriible .4 égalemcnc discret d'actions a,. j = O. .... n. qui pcrnictttlrit CIP rrio(1ific.r 
l ' h t  c:oiirant du système. Poiir une action a ( t )  E .-I app1icpi.e à l0i.tat coiirant .c(l) .  
on reçoit Q l'instant t + 1 un signal de renforcement r ( t  + 1) inclicpant iiritl rkonipense 
ou ilne punition dépendant de 1'6tat r(t + 1) atteint et de l'action accomplie. 
Poiir maximiser la rtcompense envers les actions à prendre d chaqiie 6tat. il faut 
maximiser la valeur de la fonction suivante1 : 
avec 7 lin paramètre d'influence rétroactive d'une récompense [si = 1 dors  la valeur 
E [ r ]  correspond à l'espérance mathématique de x 
(le r lorsqiie t est 1 l'infini influence r ( l ) ,  si y = O il n'y a pas tl'infliirnce cmtrc (lc~ix 
ronforcc?rnents). A cause de la complexiti! de .J(x), les méthodcs clliippri?~itissagt. par 
reriforcerrient tentent seillement de nmxi~niser iinc estimation (le crttc? fonction de 
perfor~rimicc. 
Critb prtmiére niéthode. présentée par Barto. Siirron et  al. (B~ir ro  c t  Siittoti 1981. 
Barto. Siitton et Brouwer 1981. Bürto. Siittou et .Auclerson 1383. Siittori L9OO). se 
1)ase sur lin réseau à iinr seule couche de neurones ayant en encrk  l ' i u t  S dii systime 
rlt  ri sortir l'action -4. Le changement cles poids dans le ras d'un sml rieuront. A sortit. 
bipolaire est le suivant : 
avec t r  le t a u  d'apprentissage. r ( t )  le renforcement au temps t et e , ( t )  iine variable 
indiquant si le poids wi est éligible à un changement de sa valetir. L'kpiation B.3 
donne la loi d'éligibilité suivant un coefficient d'atténuation o. Il est possible de 
rajouter lin "critique", sous la forme d'un autre réseau de neurones prédisant la valeur 
clu renforcement i suivant les valeurs de l'état courant. .Lfalheureusement. ce type 
d'apprentissage n'est valide que pour une seule couche de neurones et il est nécessaire 
d'iivoir des entrées orthogonales. Le nouveau s y s t h e  est donni. .:i la figtirr B.2. L m  
lois c k  pr&diction vont étrc clonnks de la fqou suivante : «ri prtlrid p corrinict lit sortit. 
t h  (lriixi6me neiirone. 
L a  loi tlt? changemerit des poids oi est : 
Valeur de r réelle 
Figure B.2 : Le système "Heuristic Adaptive Critic" 

Cri clos points forts de l'algorithme est que, pour iiri proccssiis ni;irkovic.n. la con- 
vcrgrncp (le Q vers la politique optimale est assiirbr (LVatkins 1989). ltl poiiit Faiblr 
fitalit. qiir la cliscrétisation induit une faible propension d la gi.ri6réilis;itioii. tlt i i r i  (:oiit 
riiclrioirc 61iorme. Par exemple. clans (Tan KXIl). les btats rlii systkrncb rqxiwritoiit 
Iris c:èrscls d'cine grillr clans laquelle le robot peut se rléplawr siiivmit qiiirtrc tliro(:tions 
intliqiièirit chaciine m e  nctiori possiblc. L;i volonti. tlii r o h t  cwt do pirvoriir èui Iiiit 
S ~ S  <lrittrw (ln coritac t des obstacles ct en ayant ailciin<% c:orinaissaii<:o f r  priori. 
I l  (1st chir. cl';ipr(.s Ics rfisiiltats c?xpCriiricntaiix c t  crrtairir. q)6rit~1i(:rs pLrsoii- 
ri(1llrs. q i i ~  Ir temps dr  calcul ct la place mémoire pour stockm la, wlciir t l ~  ()(.x.!j) 
ticvioriric~rit corrip1i:temcnt prohibitifs avec une grille tlc téiillc siip6rirw-(1 ;i 16 j< 16. 
X cwiscl tlt l  re probli'me. les espaces de rcpri?seiit;ition d r s  ;ictioiis ctt ( 1 ~ s  6t;rts sont 
gfini.r;ilvnierit simples. Ccla ne diminue cependant pas les capiic:itfis tl'ètpprcwissagr 
di' w t ,  ètlgorit hrne. conirrie le prouve (-Asada. Cchibc. Notla. Tawaratsiirriitla et Hosot la 
199-1). oii iin robot apprend 3. envoyer une balle dans un filet tic Foott);iIl tout cari rvitarit 
iiu aiitrc. robot. Toutefois. il est important de constater qiie L'(!spaw th1 rcyrkrritat ion 
tlovirnt ;ilors lc produit cartésien des espaces des deiis t;î(:h~s fi!vitcmflrit, ti'ohstiicmlt~ 
clt tir au but) concurrentes et que la procédure d'apprentissag~ clst net tcnimt plus 
con1 plexc. 
Afin de diminuer la taille de cet espace de représentation. plusieurs travaus ont 
iitilisi! iiri réseau de neurones pour faire ilne approximation de la fonction Q(.ï. y) .  
Dans (Saito et Fukuda 1995). par exemple. un réseau tic type CSIAC tbst iitilis6. 
Cr type de réseau a en entrée les états du systèmes et une liste de paramètres. Le 
comportement du réseau est contrôlé par les actions sur le système. Eri sortie. la valeur 
de Q est clonnée, ainsi qu'une mesure de la fiabilité de cette valeur. Cr réseail permet 
ii un robot pendulaire d'apprendre un impressionnant mouvement de brachiatiou 
(balancement cl'un singe de branche en branche). Plusieurs autres types de réseau de 
rirwronr sorit utilisés clans (Lin 1093) pour hire  l'approxiniation (Ic la  rihtiori critrr 
les tbut rks  et les sorties d'un systime. Lü recluc t iori CIC I ' P S ~ ~ C P  ( 1 ~  rcprfist?ntat ion 
iririsi qiir les possibilitks inhérentes de gfi~iéralisa~iori eridcrit les r6scaiix clc ritriironcls 
irt traytrits pour l'apprentissage par renforcement. 
Annexe C 
Étude du problème de 
poursuite/évasion dans le cadre 
des jeux différentiels 
Notis avons introduit succintement les jeux différentiels clms 1'6t.11~1~ t)iblogri~[~liiclii[! 
1 1  h é ~ p i r  2. Dans cet te section. nous allons tcntrr de tlkrivrr iiri t~riscwl)ic? <IP rki i l -  
r a t s  i i  partir de la théorie des jeux différentiels. Noiis ;illoris ciails 11x1 prcmiirlr tfinips 
nous iutCresser au problème du chauffeur homicide. Par la suite. ~ioiis allons dikiver 
1'C.tiide di1 problème des deux voitures. Dans ces deux exetxiples. tioiis allons niontrcr 
que l'introduction des capacités de déplacement de chaque robot rend les problimt? 
difficile ii résoudre. C'est ce genre d'argument qui nous ont poiissé vers la construc- 
t ion des Cartes Dynamiques qui permet tent L'analyse et la represerit atiou heiirist ique 
(hi problème de poursuite et d'évasion avec plus de 2 opposants. Dans la méthode 
d'analyse des j e u  différentiels, le problème principal est de carac t kriser les f r m  t ières 
entre des zones de capture ou d'évasion. Ces frontières formeut des surf*aci!s semi- 
perméables, qui correspondent aux terminaisons neutres du jeu différentiel. Sur ces 
siirfaces, pour chaque adversaire il existe un déplacement (matérialisfi par la variable 
de contrde de l'angle des roues par exemple) qui fait que quel que soit le cléplacement 
tle l'autre participant, le jeu sera neutre. 
C.l  Problème du chauffeur homicide 
Daris cr prohlèrnr, on suppose qii'iin cheiiffciir probablcniciit i\loritrC;rl;ris tmte 
t l 'krast lr  un pauvre pifiton. .A ['encontre de lit witiirc. IC piéton 11'i~ I>its (10 rvst,ri(:tio~l 
(1;riis sou di.placenicrit. 11 peut donc h (:haque instant se ~I(!pl;rwr orririiclirc~~:tioiiricll~~- 
i t  L a voitiirc a par contre m e  contrairitc de coiirbiirc triasitii;rlo. La figiircl C. 1 
priwnttl  iinr vile tl'msemblc de la situation. 
Ltl itioiivrrrient de la voiture est donri& par la forrriiile tarriilifirt~ :
LP moiivement du pikton est simplement : 
L a  dimension de l'espace d'état est ici 5 : (q , YI, x2. y2. B I ) .  OU pi?tlt cep~ri(Lmt 
utiliser iin espace de dimension réduite avec (z, 9) (voir figure C. 1). 
On  obtient alors les équations : 
La solution optimale du jeu différentiel est obtenue par l'intermkcliaire de l'équa 
Figiirca C.1 : Probli.me clu chauffeur hotnicide : la voitiirc tc.ntcl tic. poiirsuivrr lit 
paiivro pi6tori 
niin n ias  C v, /,(x. O. m )  = O  
m (9 
iwoc I L  l i ~  diniensiou de l'espace (ici 2).  u, la normale i la t~nrri iw tmtrr lcs zones dtb 
capt tire et <l'évasion (surface semi-perméable). f, les Forictions t h  systi~mes d'6cliia- 
t ions differentielles. x l'état du système. Cet te équation s u p p o s ~  bien mtenclii que 11: 
poiirsui~ant (la voiture) tente de minimiser le résultat du .jeil (cornnie par esemple le 
temps de capture), tandis que le poursuivi tente de maximiser la timriinaison du jeu 
(augrneriter le temps avant capture). 
Avec les eqiiations C.3 et C.4 ii l'interieur de l'équation on obtirnt : 
r/; min rnax {-G [y * v, - r * tan@) - Ci- + Ci jv, sin(i?.)) + u2 i:os(l;)) 
0 0 
Posons -4 = y * YI - x * Y. Alors, la solution optimale du poursuivant s'fhxprime 
- 
par rb = si~pe(.4)<p,n,12 = O et avec p = T u, + u.! alors on obticrit : 
Ditris 1~ cas tlii cliauffeiir homicide. les écpatioiis rerivcrsiwi ( R P E )  soiit : 
(C. 1 O )  
'ioiis allons maintenant déterminer les conditions initiales poiir ce systfinie dYqtia 
t ions renversées. 
Nous avons défini la zone de capture par le cercle centrée sur la voiture et (IP rayon 
I .  Une paramétrisation de cette zone est donnée par : 
y = l  cos s 
(h i  recherche les positions initiales utilisables séparant les points sur la zonr rlc 
c:ap t,iire oii iinc capt lire est irnrnédia te et inkvi table (comme par twniplo t lwan t la 
voittire) et des positions oi i  I'kvasion est encore possible. Crttc liriiito ( B Y P )  clst 
cxrntrtfirisiie par : 
avcr 7 ,  Ir vectciir normal iî. la siirfacr. (Ir t,crniiriaison. 
:\firi (Ir trouver la pertic iitilisablr (oii la captiirc rst possible) o r i  c:orisi(lh~ l ' iyi i i i-  
piiisclii'~ino valeiir négative incliqu~ ilne capt.iirc. 
O n  ot~ticnt alors : 
En tii+inissant S par O < 5 5 n/2 et cos(S) = I -/Ci. la partita iltilt. est spilc:ifii>f> 
p a r :  1 . ~ 1  < S. 
On notera que sur la zone de capture. on a .L = O. De ce fait. il n'pst pas possiblc 
tle déterminer le signe de .4 et ainsi d'obtenir 6. Cependant. ou peut s'int(.rrsser à 
d c i i l e r  la valeiir renversée de i. En différenciant la valeiir de A et en utilisant les 
C.qiiations renversées clu système. on obtient : 
On pourra donc prendre sur la zone cle capture cr = .signe(vl )&,,, = .~iyne(s)(p,~, ,  . 
Lcs tronclitions initiales pour l'intégration des kliiations rcnvcrsivs soiit donc : 
x=1 sin S 
c, 
y= l  c o s s  = 1- 
r/, 
L'iiitkgration cles Cqiiations C. 13 ct C. 14 donne : 
Do c:tl fait. les deux premières équations renversées sont alors : 
i = c g  - C sin(S + (7) 
Y=-. + c; - c.; cosrs + cr) 
Les solutions de ces équations. avec les conditioris initiales prkcistes plus haut 
sont : 
L I  x = ( l  - I . $ ~ ) s i n ( S + n )  + -(1 - COS(LT)) 
tan O 
t 
I J = ( ~  - -  V7r) COS(S + ~ 7 )  + - sin cr  
tan a 
En intégrant l'équation différentielle correspondant à -4. on obtieut : 
L 1 -4 = - [cos S - cos(S + cr)] 
tan (0) 





(c)  Intersection des frontiPres 
Figure C.2 : Les frontières de capture pour le problème du chauffeur homicide : (a) 
G; = Vl/2 (b) I/; = [.i (c) Intersection entre frontières droite et gauche. 
Figirta C.3 : Situation dii problhxie tlcs tlc~ix wi t i i r~s .  
L'klciation principale est alors : 
C r ?  qui donne alors les conditions : 
Les équations renversées sont alors : 
L71 
c=- tanal  
LI  
k=nj  - v* cos O 
Figiirc CA : Cylindre tir capture : la sBparation permet dc u~riuai trr  lm portions 
I I  t i1is;ihlrs <Ir ce cylindre polir g e n h r  1~ soliit ions ailx jcwx diff6rrn t,ioIs. 
ilt ou a aussi -4 = V&. 
Poiir les conditions initiales, on paranietrise la zone tic ciiptiirr. par s (voir fia- 
lire C . 3 )  et & E [O: Zr[: 
:c=l COS s 
y = l  sin s 
e=&, 
La figure CA présente le volume de capture dans l'espace L.. g. 0. En prenant 
r' = r' + IJ' e t  en différenciant, on obtient : 
Figiirc C.5 : Projection sur zone (le ciiptiirt. 
Lorsque q11c Ibn se trouve sur la zone tlc capture. on ir r = 6 f i t  i. = 0 c:o qui Mini t  
alors Li partit? utilisable par : 
La forme générale de la fonction atans obtenue est doriri6t. daus Iii figiirc! C.5 (lt 
projet6 sur la zone de capture dans la figire CA. 
Il est  maintenant nécessaire de déterminer les valeurs initiales du signe dr .4 r t cl(. 
u3 sur la zone de capture. Sur cette zone, ul = sin s et PZ = COS .Y (normale au cercle 
de capture). et u3 = O. Cc qui donne finalement -4 = O. 
Les signes de -4 et u:j vont donc dépendre des valeurs des dérivees renvrrsées 
(6quation C.42 à C.48) -4 et V3.  On a donc signeal = sigrle.4 = . s i g n w l  = sin s qui 
est positif droite (axe des r positif) et négatif de l'autre coté. D'un aiitrr cott. on 
a .signeo2 = signeli3 = .sipe(C; cos Bo - V2) .  NOUS d o n s  supposer par la suite que 
l'on s'intéresse au cas où VI > b; et 01 positif. 
En étudiant le signe de 02, il est facile de voir que pour S tel que cos S = Li/\; 
on a trois intervalles pour : 
Figure C.6 : Partage mtre capture ot +v:rsiori 
O,, E [O :  S[ .  0 2  = 1 
& E [S:  7~ - Si. 02 = - 1 
0" E [Zr - S: 2r[, 0 2  = 1 
cbs briisqiies changements [le signe produisent soit des t:oiirhi.s ( 1 ~  tlisptmiori oc1 
t l ~ s  coiirbcs iiniversc~lles. Les premières correspondent h (los coiirhc.~ pour lrsc~iidlrs 
i r s  solutions ayant une fin de jeu nulle (équivdeut de la coiirbc t.roiivQe dans l'iwwiplr 
di1 chauffeur homicidej divergent à partir cle cette coiirbt.. Ltls c*onrt)c>s ii!iivtw~~llt~s 
c»rrt~spondent ail contraire B une fusion cl'un ensemble tle coiirbm. Lii figtirr C.6 
pr6sentr une idée des deau types de courbes obtenues sur la siirface à jeu nulle. Cette 
surfacc partage de nouveau l'espace entre les zones de capture et d'évasion. 
C.3 Conclusion sur les jeux différentiels 
Les jeux différentiels nous ont permis de ghérer explicitement les b a r r i h s  d'at- 
teignabilité dans le cadre d'une tâche de capture entre deux robots. La  repr6scntation 
des barrières devient cependant de plus en plus fastidieuse à chaque fois qii'tinc di- 
mension est ajoutée au probléme. Par exemple, pour traiter le cas où les clei~u voitures 
ont une contrainte de courbure maximale du chemin mais figalement une contrainte 
siir la vittwe de changement de l'orientation inciiiit cl'étiicler la fornir tlc la siirlact. 
iitilc daris iin espace de dimension 5. 
Par Minition, les jeux différentiels ont besoin cies motlfilos clyriiimiqiic?~ tlt? hiqii'iin 
cles joiieiirs et il nc sera donc possible de faire qu'un apprciitissagc p;irurrii.triqur (les 
wilviirs t l ' i ir i  nio&le de robots. 11 semble égalemerit difficile cI'int6gr~r les c*«riditioris 
cwvironrionicntaIcs (tel que des obstacles) ii. I'int,brii?iir dti j w  tlifffiroritk4 hi-nierut?. 
Annexe D 
Et alonnage des véhicules 
La p h s ~  d'(.talonri:tge est ilne étape priniortliale r k  la coiistriict iori tl'iiri rotmt. 
Il ost im offct n k m a i r e  de connaître ii l'avarict! la rrlatiori qui flsistcb ibiitro 1t.s tlif- 
f6r~rits iictiiateiirs dii robot (dans notrt3 cas les pot~ntiorrii'trtls (Itls tPlE(*oriirri;iii(li~s) 
clt los pdorninnces reelles du robot (sa vitesse. la caiirbiirc cl<. son tli.pl;ic*cmc~nt oii 
son ac*dCriit,ion cn fonction des tensions cnvoyfiris a11 ti.li.c:orrirri;rric!<.). Lorsc li I V  c0vt rl 
ït1liLt iori ost connue. il  est alors possible dc s'abstrairr dcs d4tails tcv:hriicptls ( ic i  la 
riiodélisation (les tensions applicables) rt de commander le robot par l'iritc~rni6cli;rirc. 
cle rwhniqiirs iisiiellt?~ de cont rùle en acci4érat ioii. vi t t w e  oii p s i  t, ioii. L ' ( s r  aloririagc~ 
obtenu permet ainsi de procéder d une simple iriterpolat ion rut re les wlriirs t lesirétls 
t l r  cwritrdc et les tensions à appliquer. 
C'ric aiitomatisation de la technique de calibrage décrite par la sui tc. a i l t t ' h  rbalisée 
tlaris le cnclre du projet de fin d'etuaes de Fabienne Lathiiilifirr (LathiiiliPrcl 1397) 
soiis la supervision conjointe de Philippe Lacroix et Christian Zanartli. Soiis allons 
dhcrir~ dans cet te partie la technique gtnérale d'étalonnage de nos v6hicules. Cotte 
phase tl'étalonnage est divisée en trois parties consécutives : la calibration di1 rayon 
de courbure, de la vitesse et de l'accélération du véhicule. 
D. 1 Estimation du rayon de courbure 
L'iltalonnagc de l'orientation cles roiies du robot consiste à ot) tcwir poiir chaqiir 
valciir dibsirée de l'oritmtation des roiies du véhicule (oii le valmr Cqiiivnl~rit<? chi rayon 
titi coiirbiire de la trajectoire), la valeur dc la tension i appliquer d la tOli~c*oriirii;i~i<Ir h i
v6hic:iik~. Cette phifie se déroule en deux 6tapes : eu prcamitlr litw. 1t.s (:;lr;ictibristiclii(?s 
ii~iportxit~cs (lii ~16placrrnent chi robot, obtenues lors de ltapplicat.iori d'iiri wsmible 
(le wleiirs (Ir tension possible, sont extraites ct analysees. Piir la stiitr. lors ( 1 ~  Iii 
r1oiixii.riw i!tap<a. les clorin6t.s ainsi obtcniies sont alors utilisées pour gimiwr la ti)ii(:tion 
rvlitirit le rayon de coiirbiire désiré à. la tension B ;ipplicliicr A ln ti)lib(-orii~iiari(i(~. 
Calcul du rayon de courbure : Le but est, ici. dc troiiwr ln fo~ictio~i tir c o r r w  
pouclanw ontre la tension V et la coiirbiire K tiii robot. 
En  utilisant le système d'ociornétrie comme un obscrvatciir crntral. rioiis poiivoris 
obtcwir lcs positions absolues et les orientations tlii robot rlms sori (B~p;i(:(l ( i ~  travail. 
Afin (l'obtenir le rayon de courbure du robot (le rayon de coiirbiirr X tat iiiwrscweut 
proportionnel 3. la courbure 6). une tension constante est appl iqi i~t~ iï la fois poiir la 
vitmsc longitudinde du robot et pour l'angle de ses roues. Le robot (ikcrit ;ilors un 
cercle dont le rayon correspond au rayon de courbure de la trajectoire. 
Afin de pailier a u  erreurs de localisatiou de 1'otloiiii.tre. la trajtactoir~ tlii robot 
est qqxoximée par un cercle parfait. dont le centre O et le rayori R sont obtenues 
par un algorithme de minimisation dite du simplexe. Cette algorithme utilise comme 
fonction de coût l'erreur quadratique moyenne entre les points formant le cercle et les 
paramètres O = (Q, go) et R : 
Lercle crpirmisani les points de ia trapaoire 
Figiircl D.1 : Cercle obtcniie par la minimisation du siniplcxe sur 1c.s points tl6signi.s 
par 10s ibt«iIrs. 
( . I : ~  t?t !ji ) Ptilut l'eiisenible (les .V (:oiiplcs de points cxt raits par I'odorrictrc~. LX-  
gorithnie d u  simplexe (Press, Flannery. Teiikolsky ct \ét,tmlirig 1965) cst rmsiiito 
dirrict,t?rnrnt appliqiii. poiir obtenir les valeurs (le La.!/o et R. 
L a  figure D.1 presente un exemple de ccrcle obteniic par la procfidiirr~ t l ~  minimi- 
satiori du simplexe appliquées sur les points extraits par l'odoniétrit: sirridile. 
Interpolation des tensions : L'étape précédente d'étslonriage a permis d'o t~ tenir 
l'association d'une tension à un rayon de courbure. ;\fin de pwniettrr le controlc 
(lu robot par l'intermédiaire du rayon de courbure (ou par la coiirbiirr 6 = l / R  oii 
l'angle des roues c h  robot tan(@)/ L = l /R) ,  il faut maintenant poiivoir gén6rt.r poiir 
toute valeur du rayon de courbure la tension correspondante. Pour cela. nous allons 
interpoler les valeurs discrètes obtenues Lors de l'étape précéclrnte. Le but cls t clou(: 
d'obtenir la fonction suivante : 
Rswn en fanam de la tension 
i 
1 5  2 2.5 3 3 5 
Tension en V 
Figiirtl D.2 : Allure (les courbes exprimant le rayon (le coiirbiirc~ ori foiirt,ioii (10 la 
trmsion de braquagr appliquée. 
Figure D.3 : Interpolation des valeurs de tension en fonction de la courbure. 
L'interpolation directe des rayons de courbure est assez clifficile. essentiellement à 
catise de la forme hyperbolique de la courbe (voir figure D.2). 
Nous avons alors choisi d'interpoler la courbure de la trajectoire ( K  = 1/R)  qui 
sera quasiment Linéaire, par des splines cubiques. Le résultat de l'interpolation des 
courbiires est présenté dans la figure D.3. 
D.2 Etalonnage de la vitesse et de l'accélération 
L'o bjtlc tif est ici cle parvenir A modéliser les caractéris t iqiics t lyriamiqiirs cles 
v6hictiles en fonction clrs tensions appliquées. Dans le (:;fi cl'iin contrî~lt. vri ;ic*c+l(?ra- 
t h r i  par cxcmple, la valeur de l'accfilération est fonction c l r  la vitrssrb art,lirllc (111 
r o  t ~ o  t,. Dans cc c'u. lin tableau A deux tliniensioris ( Vi t~*sstl c3t .\ccClPratioii) ~ s t  i l  t i l isk 
clouarit pour cirie vi tcsse donnée et iiric acci4iira tioa disiri't*. la ttmioii ii irppliqiivr 
(*orrc~s~)oricl;riitc. 011  rie peut pas. cn effet, calibrclr la vitcwj iritlP~1c~ticlarrirr1~111t cl(* 
1';lc~:f lérat ion inst;int;int'ie. 
Polir ohtrnir ilne loi exprimaut la vitessc en forictiori <Ir la tmsioii. i l  s c u i t  tior- 
iriiiltmieiit facile d'observer la rkponse clil vfihiciilc à iine rariipc tir torisiori. ;rfir i  (l'èrp- 
prosirrior la vitesse par ilne réponse clil premier orclrc par wrrriplib. II cbst c-c.poritl;iiit 
cl6lic:at tl'obtmir une rampe cle trnsion. Ctant donriél qiic les iiivt1;iiis r l ~  tciisioii soiit 
tliscriltisbs t3t le fait que l'on dispose clc relativement peu c h  poiuts poiir visiialistlr La 
t riijoc*t,t~irc~ sur un intervalle de temps suffisamment long. Dc (*rx fait . rioiis i i r  ilisorons 
clrs coiirhrs qui seront les approximations aux moindres carr6s CIOS iic*ci.IQrations 6.1 
vit,clss~s t1c.s véhiciiles. 
Etalonnage de la vitesse seule : la vitesse du vPhiciile est mtraitcl siniplcment 
$ partir de l'odomètre central poiir une trajectoire linéaire et linc tension constantch 
appliquée. Pour les deux véhicules les résultats obtenus sont les suivants : 
2C' < Cvit < 2.41V 0.34m/s < vitesse < 0.48rn/s cn rri;trche avant 
2.61V < Cvit < 2.63V -0.29m/s < vitesse < -O.2lm/s en niarche arrière 
Voiture 2 (Tom) 
1.JV < Civit < 2.33V 0.28m/s < vitesse < O33m/s en niarche avant 
2.8V < Uvit < 3 . W  -0.39mIs < vitesse < -0.30m/s en marche arrière 
L a  fonction donnant la tension corresponclaritc à la v;rlciir cl(. vitossck wiist;iritr 
rli.siri!e est décrite par ilne simple interpolation linkaire eritrr 1t.s diff6rr?ntcis c:oiiplcs 
t,msiori : vi tcsse obtimus. 
Etalonnage vitesse/accélérat ion : au vi? hiciile irii  t ialernmt mi rtlp«s. ~ i r i ~  t vri-
sion coristarite pst appliqiiée. L'odornCtre pctrniet alors c1'acqiii:rir IP profil cici vi tcssr 
c:orr(aporidatit ;LU passage d'une vitesse niillc à la vitessr fiiialc tli!siriv. 
Espi.rirrimtalcnient. nous avons obscrvcr qiir 1;i vitcssci en foriction dii t~irips i'tiiit, 
sirriilaircl à cinr cxponeriticlle. La r(.porisr dc la vitcssc il lin klic?lo~i (Ic tmsiori ( i i i  
t'oric:tiori [hi temps ctst ainsi ciécrite par 1;i i:oiirbr? i?xponc?ritic?llc ;i trois piir;irtiOtro~ 
( ~ ~ ; r , t i J .  1. Ï )  tl'i.quation suivante: 
La  tcdiriiqiie tle riiiriiniisat ion du siniplrxe pst lit i1isi.e afiu tlv rkliiircl l'ivxrt clnt rr 
la cvtir br  obtenue expériinentalement par l'otlonii.tri~ dr la vi t ~ s w  i3ri foric:t ioii dii 
t tbriips ,sc.t l'c~xporienticllc. L'optimisation cist faitc daris c:e ~:;Ls par rapport atis t, rois 
p r r r i t r s  , 1. T La figure D.44 présente lin rserriplr t l ~  profil v i t cw~  
irpprosiiri6 par une fonction de ce type (équation D.2). 
La  tl(.rivée A([) = d V ( t ) / d t  de la Fonction V ( t )  par rapport aii tmips pc3met  
[le calculer simplement l'accélération du véhicule (voir fi giire D.4 ( b) ) . Les cotir hes 
de teusion observées expérirnentaleme~t en fonction de l'act*(.l&ratiou c3t d 'me vitesstl 
donnée ont l'allure de paraboles ((voir figure D.5). La courbe cl'iqiiat ion si~ivatiute :
est ainsi choisi pour interpoler la valeur de tension en fonction de la vitesse et t i r  
L'accdération- Cette fonction est à nouveau optimisé par l'algorithme t h  simplexe 
pour choisir les valeurs adéquates de a et c. 
I 
0 5 t i 5 2 2.5 3 
Temps 8 
Figure D.4 : Vitcsse ct accélht ion approxirnécs par une cyxmrntidlr 
Figure D.5 : Tension en fonction de l'accéltration pour une vitt~ssc donnée 
Cne procédure similaire est utilisée pour l'étalonnage de la voiture en marche 
arrière et en décélération. La figure D.6 présente finalement l'ensemble des courbes 
permettant d'obtenir la valeur de la tension pour une accélération positive ou négative 
par rapport à l'ensemble des valeurs de vitesse. 
Tension en fonction de I'acceleration pour une vitesse donnee 
I 1 1 1 l I 1 1 l 
-1 -0.8 -0.6 -0.4 -0.2 O 0.2 0.4 0.6 0.8 1 
Acceleration 
Figure D.6 : Rtiseau de courbes de calibration pour une vitesse tIonn6~ dans les quatre 
cpadraut s 
