In this work, we study solving (decoupled) forward-backward stochastic differential equations (FBSDEs) numerically using the regression trees. Based on the general theta-discretization for the time-integrands, we show how to efficiently use regression tree-based methods to solve the resulting conditional expectations. Several numerical experiments also with high-dimensional problems are included to demonstrate the accuracy and the performance of the tree-based approach. For the applicability of FBSDEs in financial problems, we apply our tree-based approach to the Heston stochastic volatility model and the high-dimensional Rainbow option pricing problem.
Introduction
It is well known that many problems (e.g., pricing, hedging) in the field of financial mathematics can be represented in terms of FBSDEs, which makes problems easier to solve but exhibits usually no analytical solution, see e.g., [Karoui et al., 1997a] . However, compared to the forward stochastic differential equations (SDEs), it is more challenged to effciently find an accurate numerical solution of the FBSDEs. In this work, we show how to solve FBSDEs using the regression tree-based methods.
The general form of (decoupled) FBSDEs reads
where X t , a ∈ R n , b is a n×d matrix, f (t, X t , Y t , Z t ) : [0, T ]×R n ×R m ×R m×d → R m is the driver function and ξ is the square-integrable terminal condition. We see that the terminal condition Y T depends on the final value of a forward SDE. For a = 0 and b = 1, namely X t = W t , one obtains a backward stochastic differential equation (BSDE) of the form
where
The existence and uniqueness of solutions of such equations under the Lipschitz conditions on f, a(t, X t ), b(t, X t ) and g are proved by Pardoux and Peng [Pardoux and Peng, 1990, Pardoux and Peng, 1992] . Since then, many works try to relax this condition, e.g., the uniqueness of solution is extended under more general assumptions for f in [Lepeltier and Martin, 1997] but only in the one dimensional case. The solution of a (F)BSDE is a pair of adapted processes (Y, Z), the role of Z, namely Z t dW t is to render the process Y be adapted. Moreover, in the application, the process Z can possess some useful informations. For example, in option pricing problems, the process Z represents the hedging portfolio while the process Y corresponds to the option price.
In recent years, many numerical methods have been proposed for coupled and decoupled (F)BSDEs. For the numerical algorithms with (least-squares) Monte-Carlo approaches we refer to [Bender and Steiner, 2012 , Bouchard and Touzi, 2004 , Gobet et al., 2005 , Lemor et al., 2006 , Zhao et al., 2006 , the multilevel Monte Carlo method based on Picard approximation for high-dimensional nonlinear BSDEs can be found in [E. et al., 2019] . Some numerical methods for BSDEs applying binomial tree are investigated in [Ma et al., 2002] . There exists connection between BSDEs and PDEs, see [Karoui et al., 1997b , Peng, 1991 , some numerical schemes with the aid of this connection can be found e.g., in [Douglas et al., 1996 , Ma et al., 1994 , Milsetin and Tretyakov, 2006 . For the deep-learning-based numerical method we refer to [E. et al., 2017] . The approach based on the Fourier method for BSDEs is developed in [Ruijter and Oosterlee, 2015] . See also [Crisan and Manolarakis, 2010] for the numerical schemes using cubature methods and [Teng, 2018] for the tree-based approach. And many others e.g., [Bally, 1997 , Bender and Zhang, 2008 , Fu et al., 2017 , Gobet and Labart, 2010 , Ma et al., 2009 , Ma and Zhang, 2005 , Zhang, 2004 , Zhang et al., 2013 , Zhao et al., 2010 , Zhao et al., 2014 .
In this paper, we show how to efficiently use regression tree-based approaches to find accurate approximations of (F)BSDEs (1) and (2). We apply the general theta-discretization method for the time-integrands and approximate the resulting conditional expectations using the regression tree-based approach. The schemes with different theta values are analyzed for the tree-based approach. Several numerical experiments of different types including high-dimensional problems and applications in pricing options are performed to demonstrate our findings. We include a numerical example of 100-dimensional FBSDE to check the performance and applicability of our tree-based approach for a high-dimensional problem.
In the next section, we start with notation and definitions and discuss in Section 3 the discretization of time-integrands using the theta-method, and derive the reference equations according to the tree-based method. Section 4 is devoted to how to use the regression tree-based approaches to approximate the conditional expectations. In Section 5, several numerical experiments on different types of (F)BSDEs including financial applications are provided to show the accuracy and applicability for high-dimensional problems. Finally, Section 6 concludes this work.
Preliminaries
Throughout the paper, we assume that (Ω, F, P ; {F t } 0≤t≤T ) is a complete, filtered probability space. In this space, a standard d-dimensional Brownian motion W t with a finite terminal time T is defined, which generates the filtration {F t } 0≤t≤T , i.e., F t = σ{X s , 0 ≤ s ≤ t} for FBSDEs or F t = σ{W s , 0 ≤ s ≤ t} for BSDEs. And the usual hypotheses should be satisfied. We denote the set of all F t -adapted and square integrable processes in
is the solution of the (F)BSDEs (1) or (2) if it is F t -adapted and square integrable and satisfies (1) or (2) as
As mentioned above, these solutions exist uniquely under Lipschitz conditions.
Suppose that the terminal value Y T is of the form g(X t,x T ), where X t,x T denotes the solution of dX t in (1) starting from x at time t. Then the solution (Y t,x t , Z t,x t ) of FBSDEs (1) can be represented [Karoui et al., 1997b , Ma and Zhang, 2005 , Pardoux and Peng, 1992 , Peng, 1991 as
which is the solution of the semilinear parabolic PDE of the form
with the terminal condition u(T, x) = g(x). Clearly, the corresponding PDE to the BSDEs (2)
In turn, suppose (Y, Z) is the solution of (F)BSDEs,
is a viscosity solution to the PDEs. As mentioned above, BSDE is a special case of FBSDE with a = 0 and b = 1. Thus, we introduce the numerical schemes concerning FBSDEs in the sequel.
Discretization of the FBSDE using theta-method
For simplicity we discuss the discretization with one-dimensional processes, namely m = n = d = 1. And the extention to higher dimensions is possible and straightforward. We introduce the time partition for the time interval [0, T ]
Let ∆t i = t i+1 − t i be the time step, and denote the maximum time step with ∆t. For the FBSDEs, one needs to additionally discretize the forward SDE in (1)
Suppose that the forward SDE (8) can be already discretized by a process X
which means strong mean square convergence of order 1/2. In the case of that X t follows a known distribution (e.g., geometric Brownian motion), one can obtain good samples on ∆ t using the known distribution, otherwise the Euler scheme can be employed.
Then one needs to discretize the backward process (3), namely
θ is the discretization error of the integral in (10). Due to
, obviously, we have obtained an implicit scheme which can be directly solved by using iterative methods, e.g., Newton's method or Picard scheme.
By choosing the different values for θ 1 and θ 2 , one can obtain different schemes. For example, one obtain the Crank-Nicolson scheme by setting θ 1 = θ 2 = θ 3 = 1/2, which is second-order accurate. When θ 1 = θ 2 = θ 3 = 1, the scheme is first-order accurate, see [Zhao et al., 2006 . In our experiments we find that the numerical secondorder convergence rate can only be achieved when the number of samples is sufficiently large. The convenience rate of the tree-based method is one divided by the square root of sample size, to receive the accuracy (∆t) 2 = ( T N T ) 2 , the number of samples should be around (
For example, when T = 0.5 and N T = 32, one needs 64 4 samples to obtain that accuracy, that is a quite large integer. Therefore, to evaluate the performance of the tree-based methods with smaller sample size, in this work we consider the first-order accurate scheme for solving the FBSDEs by choosing θ 1 = 1/2, θ 2 = 1, θ 3 = 1/2:
For i = N T − 1, · · · , 0 :
The error estimates for the scheme above is given in Section 4.3. With our numerical results in Section 5 we will explain again why we choose θ 1 = 1/2, θ 2 = 1, θ 3 = 1/2 for the tree-based approach.
Computation of conditional expectations with the tree-based approach
In this section we introduce how to use the tree-based approach to compute the conditional expectations included in the schemes introduced above, which actually are all of the form E[Y |X] for square integrable random variables X and Y. Therefore, we present the regression approach based on the form E[Y |X] throughout this section.
Nonparametric regression
We assume that the model in nonparametric regression reads
where has a zero expectation and a constant variance. Obviously, it can be thus implied that
To approximate the conditional expectations, our goal in regression is to find the estimator of this function,η(x). By nonparametric regression, we are not assuming a particular form for η. Instead of,η is represented in a regression tree. Suppose we have a set of samples, (
, where X denotes a predictor variable and Y presents the corresponding responce variable. With such samples we construct a regression tree, which can then be used to determine E[Y |X = x] for an arbitrary x, whose value is not necessarily equal to one of sampleŝ
As an example, we specify the procedure for (18) in case of FBSDEs, namely where
). We assume that (X ∆t i , F t i ) t i ∈∆t is Markovian. Hence, (18) can be rewritten as
And there exist deterministic functions z ∆t i (x) such that
Starting from the time T, we construct the regression treeT z for the conditional expectation in (22) using samples (
is estimated and presented by a regression tree. Based on the constructed tree, by applying (24) to the samplesx N T −1,M one can directly obtain the samplesẑ
Recursively, backward in time, these samplesẑ N T −1,M will be used to generate samplesẑ N T −2,M of the random variables Z ∆t N T −2 at the time t N T −2 . At the initial time t = 0, we have a fix initial value x 0 for dX t , no samples are needed. Using the regression trees constructed at time t 1 we receive the solution Z 
Binary regression tree
As mentioned above, regression tree is used to estimate the relationship between the predictor variable X and the responce variable Y, namely to find the estimatorη of η in (21) and then to predict given future samples of X. In this section, we review the procedure in [Breiman et al., 1984, Martinez and Martinez, 2007] for constructing a best regression tree based on the given samples. Basically, we need to grow, prune and finally select the tree. We firstly give the notation:
• (x M ,ŷ M ) denote samples, namely observed data.
•t is a node in the treeT ,t L andt R are the left and right child nodes.
• T is the set of terminal nodes in the the treeT with the number |T |
• n(t) represents the number of samples in nodet.
•ȳ(t) is the average of samples falling into nodet, namely predicted response Growing a Tree We define predicted response as the average value of the samples which are contained in a nodet, namelyȳ
Obviously, the squared error in the nodet reads
The mean squared error for the treeT is defined as the sum of the squared errors in all of the terminal nodes and given by
Basically, the tree is constructed by partitioning the space for the samplesx using a sequence of binary splits. For a split s and notet, the change in the mean squared error can be thus calculated as
The regression tree is thus obtained by iteratively splitting nodes with s, which yields the largest ∆R(s,t). Thereby, decrease in R(T ) is maximized. Obviously, the optimal stopping criterion is that all responses in a terminal node are the same, but that is not really realistic. There are some other criteria are available, e.g., growing the tree until the number of samples in a terminal node is five, which is suggested in [Breiman et al., 1984] .
Pruning a tree When using the optimal stopping criterion, all responses in a terminal node are same, i.e., each terminal node contains only one response, then the error R(t), therewith R(T ), will be zero. However, first of all, this is unrealistic as already mentioned. Secondly, the samples is thereby over fitted and the regression tree will thus not generalize well to new observed samples. Breiman et al. [Breiman et al., 1984] suggested to grow an overly large regression treê T max and then to find nested sequence of subtrees by successively pruning branches of the tree. This procedure is called pruning a tree. We define an error-complexity measure as
where α represents the complexity cost per terminal node. The error-complexity should be minimized by looking for trees. LetT max be the overly large tree, in which each terminal node contains only one response. Thus, we have R α (T max ) = α|T | which indicates a high cost of complexity, while the error is small. To minimize the cost we delete the branches with the weakest linkt * k in treeT k , which is defined as
whereT kt is the branchTt corresponding to the internal nodet of subtreeT k . Then, we prune the branch defined by the nodet *
and thus obtain a finite sequence of subtrees with fewer terminal nodes and decreasing complexity until the root node asT max
On the other hand, we set
and thus obtain an increasing sequence of values for the complexity parameter α, namely
By observing the both sequences (32) and (34), it is not difficult to find: for k ≥ 1, the tree T k is the one which has the minimal cost complexity for α k ≤ α < α k+1 .
Selecting a Tree
We have to make a trade-off between the both criteria of error and complexity, namely we need to choose the best tree from the sequence of pruned subtrees such that the complexity of the tree and the squared error are both minimized. To do this, there are two possible ways introduced in [Breiman et al., 1984, Martinez and Martinez, 2007] , namely independent test samples and cross-validation. As an example, we illustrate the independent test sample method, for cross-validation we refer to [Breiman et al., 1984, Martinez and Martinez, 2007] . Clearly, we need honest estimates of the true error R * (T ) to select the right size of the tree.
To obtain that estimates, we should use samples that were not used to construct the tree to estimate the error. Suppose we have a set of samples L = (x M ,ŷ M ), which should be randomly divide into two subsets L 1 and L 2 . We use the set L 1 to grow a large tree and to obtain the sequence of pruned subtrees. Thus, the samples in L 2 is used to evaluate the performance of each subtree by calculating the error between the real response and the predicated response. We denote the predicated response using samplesx to the treeT k withȳ k (x), then the estimated error isR
where n 2 is the number of samples in L 2 . This estimated error will be calculated for all subtrees. As mentioned above, if one directly select the tree with the smallest error, then the cost of complexity will be higher. Instead of, we can pick a subtree that has the fewest number of nodes, but still keeps the accuracy of the tree with the smallest error, sayT 0 with the error R min (T 0 ). To do this, we define the standard error for this estimate as [Breiman et al., 1984 ]
and then choose the smallest treeT * k such that
T * k is the tree with minimal complexity cost but has equivalent accuracy as the tree with minimum error.
Practical Applications
Note that we do not need to construct the individual tree for each conditional expectation in the schemes. Due to the linearity of conditional expectation, we construct the trees for the possible combinations of the conditional expectations. We denote the tree's regression error with R tr , the error of the used iterative method with R impl and reformulate the scheme (17)- (19) by combining conditional expectations and including all errors aŝ
[Y] denotes calculated conditional expectation E[Y|X =x i,M ] using the constructed regression tree with the samples of Y. For example, using samples of the predictor variable X i (which arex i,M ) and samples of the response variable
From the error (27) and (36) we can assume that the approximation error of the tree-based approach is approximately 1/ √ n 2 for a large number n 2 = M 2 , which is the number of samples in L 2 as introduced above. Theoretically, the regression error can be neglected by choosing sufficiently high n 2 , namely M. However, the tree-based approach is computationally not that efficient for a quite high value M. For this our idea is to split a quite large set of samples into several small sets of samples, e.g., we can split a set of 20000 samples into 10 sets of 2000 samples. The major reason is that the many times tree-based computations for a small sample number are still more efficient than one computation for a large sample number. We observe, from t N T → t 1 in the proposed scheme, the samples of Y ∆t 1 and Z ∆t 1 are generated backward iteratively starting from the samples of Y ∆t
. When splitting the samples, the procedure can be seen as the projection of samples from t N T → t 1 but in different groups. Moreover, for the step t 1 → t 0 , one has a constant as the predictor variable, namely W 0 = 0 for the BSDE or X 0 = x 0 for the FBSDE. In fact, in the case of constant predictor, the computation can be done rapidly. We know that the quality of the approximations for Y ∆t 0 and Z ∆t 0 relies directly on the samples of Y ∆t 1 and Z ∆t 1 . Our numerical results show that the splitting error of samples projection from t N T → t 1 could be neglected.
Consequently, we propose to split a large sample size into a few groups of small-size samples at t N T , for each group we generate backward iteratively the samples for Y ∆t 1 and Z ∆t 1 1 . Then, at t 1 we combine the samples of Y ∆t 1 and Z ∆t 1 from all groups, which are used as the samples of responce variables for the last step t 1 → t 0 , whereas the predictor variable is a constant as mentioned already. Note that in the analysis above we have considered a linear regression model, i.e., the proposed scheme is designed to the linear (F)BSDEs.
We summarize our algorithm to solve the FBSDEs as follows.
• Generate M samples und split them into G different groups, the sample number in each group is M g = M/G.
• For each group, namely M = 1, · · · , M g , computê
• Collect all the samples of (ẑ 1,M ,ŷ 1,M ) for M = 1, · · · , M and use all these samples to compute
Error estimates
Suppose that R tr and R impl can be neglected by choosing M and Picard iterations sufficiently high, we consider the discretization errors in the first place. We denote the global errors by
Firstly, we give some remarks concerning related results on the one-step scheme:
• The absolute values of the local errors R Y i θ and R Z i θ in (13) and (16) can be bounded by C(∆t i ) 3 when θ i , i = 1, 2, 3 and by C(∆t i ) 2 when θ 1 = 1/2, θ 2 = 1, θ 3 = 1/2, where C is a constant which can depend on T, a, b and functions f, g in (1), see e.g., [Zhao et al., 2009 , Zhao et al., 2012 .
• For notational convenience we might omit the dependency of the local and global erros on the state of the FBSDEs and the discretization errors of dX t , namely we assume that
• For the implicit schemes we will apply Picard iterations which converges for any initial guess when ∆t i is small enough. In the following analysis, we consider the the equidistant time discretization ∆t.
We start to perform an error analysis for the scheme with θ 1 = 1/2, θ 2 = 1, θ 3 = 1/2. For the Z-component (0 ≤ i ≤ N T − 1) we have
where the f i+1 can be bounded using Lipschitz continuity of f by
with Lipschitz constant L. And it holds that
Consequently, we calculate
where Hölder's inequality is used.
For the Y -component in the implicit scheme we have
Again using Lipschitz continuity, this error can be bounded by
By the inequality (a + b) 2 ≤ a 2 + b 2 + γ∆ta 2 + 1 γ∆t b 2 we calculate
Theorem 4.1. Given
It holds then
where Q is a constant which only depend on T, f, g and a, b in (1).
Proof. By combining (44) and (47) we straightforwardly obtain
+ 3E
We choose γ such that
2γ (i.e.γ ≥ 18L 2 ), by which the latter inequality can be rewritten as By induction we obtain then
With the known conditions and the bounds of the local errors we complete the proof.
Numerical experiments
In this section we use some numerical examples to show the accuracy of the our methods for solving the (F)BSDEs. As introduced already above, N T and M are the total discrete time steps and sampling number, respectively. For all the examples, we consider an equidistant time and perform 20 Picard iterations. We ran the algorithms 10 times independently and take the average values, whereas the two different seeds are used for every five simulations. Numerical experiments were performed with an Intel(R) Core(TM) i5-8500 CPU @ 3.00GHz and 15 GB RAM.
Example of BSDE
The first BSDE we consider is
with the analytical solution
The generator f is highly oscillatory function and contains the component Z t . For this example we set T = 1 2 , the analytical solution of (Y 0 , Z 0 ) is (0, 1). Firstly, in order to see the computational acceleration by using the samples-splitting introduced above, we compare the scheme between using and not using the samples-splitting in Figure 1 . Since the algorithm without splitting are slow, we thus compare them up to the sample size 50000. Let Y We see that there are no considerable differences between using and not using the sample-splitting for approximating Y 0 . And the approximations of Z 0 with the sample-splitting against M converge in a very stable fashion. Furthermore, the application of sample-splitting allows a much efficient computation, e.g., when M = 50000, the scheme without splitting used 326.4 seconds while it used only 14.4 seconds by using the splitting with G = 1000. In the remaining of this paper we perform all the schemes always using the splitting with G = 1000. Comparison of absolute errors among schemes not using and using sample-splitting with different sample sizes of group (G), the average runtimes are given in seconds.
Next we study the influence of M on the error. For this we fix the number of steps to 2 and report the absolute error and the empirical standard deviation Table 1 . We observe, even for N T = 2, the second-order scheme (
2 ) converges only for a quite large M. In particular, the error |Z 0 − Z ∆t 0 | approaches the convergence value first from M = 100000. Thus, the second-order scheme is here not appropriate for the tree-based approach. Furthermore, the error for the scheme (
) is approximately only half of them for (θ 1 = 1, θ 2 = 1, θ 3 = 1). This is the reason why we consider the scheme for (θ 1 = 1 2 , θ 2 = 1, θ 3 = 1 2 ). For the convergence with respect to the time step we refer to Figure 2 , where we plot log 2 (|Y 0 − Y ∆t 0 |) and log 2 (|Z 0 − Z ∆t 0 |) with respect to log 2 (N T ). To estimate the convergence rate with respect to the time step sizes we adjust roughly sample sizes M according to the time partitions, i.e., larger M for smaller dt, the used sample sizes M are listed in Table 2 . The results shown in Table 2 and Figure 1 are consistent with the conclusions in Theorem 4.1. Actually, the obtained numerical convergence rates in Table 2 are even higher than theoretical rates. 0.1 0.5 2.3 11.5 117.2 Table 2 : Errors, standard deviations, average runtimes in seconds and convergence rates (CR) for the Example of BSDE 49.
Example of FBSDE
In the remaining examples we consider only the scheme for (θ 1 = 1 2 , θ 2 = 1, θ 3 = 1 2 ). For the example of FBSDE we compute the price of a European call option V (t, S t ) via a FBSDE where the underlying asset as the forward process, which follows a geometric Brownian motion given by dS t = µS t dt + σS t dW t .
It is well known that the exact solution is analytically given in [Black and Scholes, 1973] , namely Black-Scholes price. We assume that the asset pays dividends with the rate d. As introduced in [Karoui et al., 1997b] , the corresponding FBSDE for the price of option can be derived by setting up a self-financing portfolio Y t , which consists of π t assets and Y t −π t bonds with risk-free return rate r, which reads
Y t corresponds to the option value V (t, S t ), Z t is related to the hedging strategy,
For S ∆t , we simulate the forward process dS t by using Euler-Method, although its analytical solution is available. Note that, although the function g(x) = max(x, 0) is not differentiable in this example, we still use it to generate samples for (Y T , Z T ) in our tree-based approaches: Table 3 . Note that we have in this example the simulation error by using the Euler-Method for the forward process dS t . Furthermore, terminal condition for Y T is not differentiable at the point S T = K, which leads to a jump for the component Z T at that points. Although that, without any smoothing techniques we still obtain the satisfactory results using the tree-based approach.
Example of two-dimensional FBSDE
For the two-dimensional FBSDE we consider the Heston stochastic volatility model [Heston, 1993] which reads
where S t is the spot price of the underlying asset, ν t is the volatility. It is well known that the Heston model (55) can be reformulated as 
where U (t, ν t , S t ) is the value of another option for hedging volatility, dP t = rP t dt is used for the risk-free asset, a t , b t and c t are numbers of the option, underlying asset and risk-free asset, respectively. We assume that
which can be substituted into (58) to obtain
with
In the Heston model [Heston, 1993] , the market price of the volatility risk is assumed to λν t . With the notations used in (56), the Heston pricing PDE including λ reads
The solution of the FBSDE (60) is exactly the solution of the Heston PDE (62) by choosing rU (t, ν t , S t ) − η(t, ν t , S t ) ≡ −λν t . The equations (60) and (61) can thus be reformulated as
with Z t defined in (61). Note that the generator in this example can be not Lipschitz continuous. The European-style option can be replicated by hedging this portfolio. We consider e.g., a call 
Hence, Y t is the Heston option value V (t, ν t , S t ), Z t presents the hedging strategies, where
The semi-analytical solution of the Heston model is available, the corresponding Delta hedging ∂V ∂S can thus be obtained also in a closed form. However, the Vega hedging against volatility risk is defined as the derivative of option value with respect to the volatility ν t , which is driven by the Cox-Ingersoll-Ross process in the Heston model and thus not analytically available. For this reason we can only consider the approximation of Y -component, namely the option price in the Heston model. The parameter values used for this numerical test are
which give the exact solution Y 0 = 3.1825. The forward processes dS t and dν t are simulated using the Euler-method, for the final values at the maturity T we take
where M = 1, · · · , M. The corresponding relative errors are reported in Table 4 . We observe that we obtain quite accurate approximation for the Heston option price by solving the twodimensional FBSDE, although the generator is not Lipschitz continuous.
Example of high-dimensional FBSDE
It is interesting for us to test performance of tree-based approach in solving high-dimensional FBSDE. For this we consider the pricing problem of Rainbow option [Stulz, 1982 , Johnson, 1987 . We suppose that D stocks, which are for simplicity assumed to be independent and identically distributed and driven by
where σ > 0 and µ ∈ R. For the terminal condition we take that of a Call on max
The driver f is then defined by
In this example we take K = S 0 = 100, r = 0.04, µ = 0.06, T = 0.1.
The reference prices are computed by the multilevel Monte Carlo method based on Picard approximation proposed in [E. et al., 2019] with 7 Picard iterations.
We consider firstly the 10-dimensional pricing problem, i.e., D = 10. All the relative errors, empirical standard deviation and convergence rate are reported in Table 5 price Y 0 = 10.4689 is computed by means of the multilevel-Picard approximation method in [E. et al., 2019] with 7 Picard iterations, whereas the average runtime are 3223.4 seconds. It is not difficult to see that our results are quite promising, and show that the 10-dimensional problem can be highly effective and accurate approximated using the tree-based approach. The obtained convergence rate of the proposed scheme is 1.9. For this 10-dimensional pricing problem, our scheme is much faster than the approximation method in [E. et al., 2019] .
Finally, we test our scheme for the 100-dimensional pricing problem. Note that due to the Table 6 : Errors, standard deviations, average runtimes in seconds and convergence rate for the max option in the case D = 100.
limitation of memory, we only set M = 300000 for N T = 20 in the 100-dimensional case. In Table 6 , the average runtime of using the multilevel-Picard method for 100-dimension (4173.6) is not much longer than that (3223.4) in Table 5 for 10-dimension. Especially, by comparing the average runtime in Table 5 in Section 4.3 in [E. et al., 2019] for 1-dimensional to that in Table 6 in the same section in [E. et al., 2019] , it seems that the multilevel-Picard method in [E. et al., 2019] is not sufficiently efficient for a lower dimensional problem. In contrast, in the previous numerical experiments (10-dimensional problem) we have seen that our proposed approach is much more efficient. Although the computational expense in our proposed approach increases for the increasing dimensionality, the computation time reported in Table 6 is still quite satisfactory. The proposed scheme converges with the rate of 1.09 for the 100−dimensional pricing problem.
Conclusion
In this work, we have studied solving forward-backward stochastic differential equations numerically using the regression tree-based methods. We show how to use the regression tree to approximate the conditional expectations arised by discretizing the time-integrands using the general theta-discretization method. We have performed several numerical experiments for different types of (F)BSDES including its application to 100-dimensional pricing problem. The numerical results are promising and indicate that the tree-based approach is very attractive to solve high-dimensional (F)BSDEs. We would like to note that the nonlinear regression tree-based approach for nonlinear (F)BSDEs is still under our investigation.
