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TIME-CHANGED FRACTIONAL ORNSTEIN-UHLENBECK
PROCESS
GIACOMO ASCIONE∗, YULIYA MISHURA†, AND ENRICA PIROZZI∗
Abstract. We define a time-changed fractional Ornstein-Uhlenbeck process
by composing a fractional Ornstein-Uhlenbeck process with the inverse of a
subordinator. Properties of the moments of such process are investigated and
the existence of the density is shown. We also provide a generalized Fokker-
Planck equation for the density of the process.
Subordinator, generalized Caputo derivative, fractional Brownian motion, Time-
changed process, generalized Fokker-Planck equation
1. Introduction
The fractional Ornstein-Uhlenbeck (fOU) process is constructed as the solution
of the stochastic differential equation (SDE) ([10]), for t ≥ 0 and θ > 0,
(1.1) dUHt = −
1
θ
UHt dt+ dB
H
t ,
where BHt is the fractional Brownian motion (fBm) with Hurst parameter H ∈
(0, 1). This process is gaining an increasing attention due to its mathematical
properties and stochastic features particularly suitable to model phenomena gener-
ated by processes with correlations. Indeed, the fOU process turns out to be useful
to specialize models based on both OU-type processes and fBm-type processes, be-
cause it evolves according to the differential dynamics (1.1), typical for a classical
OU process, and, at the same time, it preserves some stochastic aspects of the fBm.
More specifically, it can be viewed as a transformed fBm by the equation (1.1);
in this sense, it is a process with a decay time θ towards the zero attractive level
disrupted by a specialized noise, that is the fractional one dBHt ([34]). Nevertheless,
the fOU preserves some properties of fBM: for instance, the long-range dependence
is detectable in the asymptotic behavior of its covariance ([2, 10, 22]). Theoretical
results about the standard OU process that are particularly useful for applications,
have also been investigated for the fOU process providing a more general stochastic
process and, in the same time, specializing and refining consolidated application
models.
Indeed, the behaviour of the covariance of the fBm turns out to be really useful
to describe phenomena with memory. In the field of finance, for instance, models
driven by the fBm are introduced to describe financial markets subject to mem-
ory effects ([1, 15]). This application leads, for instance, to the study of fractional
Cox-Ingersoll-Ross processes as square of fOU processes ([35, 36]) and thus on fur-
ther investigation of the first passage time of a fOU process through 0. In physics,
fBm models are used for instance to describe reaction-kinetics under subdiffusive
dynamics ([21]), while in IT security, it is used to recognize Distributed Denial of
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Service attacks ([27]). In biology, in particular in the fields of the computational
neuroscience, the ineffectiveness of the OU process to describe some neuronal dy-
namics with memory ([41]) led to the definition of linear models of neuronal dy-
namics with different correlated noises ([3, 39]), considering among them a fBm
noise, thus leading to a fOU process ([2]). All these applications are also supported
by a growing theory on parameter estimation and hypotheses testing on the fOU
process ([19, 22]) together with the study of the distribution of the maxima and
the first passage time of the fBm ([12, 21, 35]) and some advances in simulation of
the fractional white noise ([7, 37]).
On the other hand, this is not the only way to introduce strongly correlated
processes. Indeed, in different contexts semi-Markov models are a growing up
field. In finance, for instance, a semi-Markov extension of the Black-Scholes model
can be adopted to describe option pricing ([20]). In epidemiology, semi-Markov
models are preferred to Markov ones to describe some infective dynamics, such
as, for instance, AIDS ([24]). A common way to generate semi-Markov processes
is considering a time-changed Markov process obtained from an additive Markov
process ([11]). One of the simpler cases is given by a time-change made by using
the inverse of a subordinator (see [6] for a more detailed description) which is
independent from the starting Markov process. In the specific case of an α-stable
subordinator ([31]), this kind of construction is strictly linked to fractional calculus
via a fractionalization of the time-derivative in the backward Kolmogorov equation
of the starting Markov process ([30]). With these methods, for instance, fractional
(in the sense of the time-change) Pearson diffusion are introduced and studied
([26]) and in particular these processes have been shown to exhibit a long-range
behaviour ([25]). An extension of this theory to general inverse subordinator has
been made by introducing a generalized Caputo derivative as a particular pseudo-
differential convolution operator ([42]). By using this more general theory, one can
construct general time-changed processes and study their generalized backward
Kolmogorov equations, as done in [14]. The delay that is obtained via the time-
change is quite useful to describe models in various field of research. In finance,
fractional M/M/1 queues are seen to better adapt to some financial datasets ([9]).
The same happens in population dynamics for fractional Yule processes ([8]). In
physics, such models are used to describe sub-diffusive behaviours of particles ([43]).
Finally, in computational neuroscience, such a time-changed OU process could lead
to spike trains that better fit some experimental data ([4]).
Lately, there is a growing interest on time-changed non-Markov processes, in par-
ticular on the time-changed fBm. For instance, in [13] generalized Fokker Planck
equations for the time-changed fBm are studied while in [33] the correlation struc-
ture of such processes is exploited. A particular kind of time-changed fBm is also
studied in [23]. An important factor of such time-changed non-Markov processes
is the interplay between the two different kind of memory, as one can observe in
[33]. This interplay makes time-changed fBm-driven processes interesting tools for
applications. Indeed, this kind of models have already shown their importance in
finance, to generalize Black-Scholes models for option pricing ([16, 17]).
In this paper, we consider a fOU process time-changed by the inverse of a sub-
ordinator with Laplace exponent Ψ independent from the starting fOU process: we
denote with UΨH(t) this time-changed process. Our aim is to study some properties
of this process, such as the existence of its moments, their asymptotic behaviour,
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and the existence of the density. Moreover, we aim to introduce a generalized
Fokker-Planck equation that is solved by its density. The problem is quite difficult
because of the time non-homogeneity of the diffusion coefficient (i. e. the deriv-
ative of the variance of the fOU) of the original Fokker-Planck equation for the
fOU. These difficulties are similar to the one encountered for the fBm in [13] and
for a general Gaussian process in [18]. Here we need to focus on some additional
properties of the variance of the fOU and then we need to introduce some ad-hoc
operators in order to obtain the generalized Fokker-Planck equation.
The structure of the paper is the following:
• In Section 2 we introduce the basic notation and preliminaries on the fBm
and the subordinators, then we define the time-changed fOU UΨH ;
• In Section 3 we show that the absolute moments of UΨH are bounded and
then we show monotonicity and we exhibit the limit of such moments;
• In Section 4 we use the characteristic function to show that the variables
UΨH(t) admit density for any t > 0 under some assumption on the inverse
subordinator;
• In Section 5 we provide further properties of the variance function of a fOU
without time-change, concerning in particular its Laplace transform and
the behaviour of its first derivative;
• In Section 6, we introduce two operators that will be involved in the gener-
alized Fokker-Planck equation proposed for the density of UΨH . In particular
we show that the density of the fOU belongs to the domain of the first op-
erator while the Lapalce transform of the density of the time-changed fOU
belongs to the domain of the second one; in particular, by exploiting the
relation between the Laplace transforms of the two densities, we are able
to exploit a relation between the two operators;
• Finally, Section 7 is devoted to the introduction and the study of the gen-
eralized Fokker-Planck equation. In particular we prove that the density
of the time-changed fOU is a mild solution (in a sense that will be ex-
plained later) of such equation. Under additional hypothesis, we are also
able to prove that such density is also a classical solution of the general-
ized Fokker-Planck equation. In Subsection 7.1 we re-consider the problem
to find classical solutions of the generalized Fokker-Planck equation under
less restrictive hypotheses, re-formulating it by using a different operator.
Finally, we give some hypotheses on the Laplace exponent of the inverse
subordinator under which the generalized Fokker-Planck equation can be
rewritten as an integral equation.
2. Definition of the Time-Changed Fractional Ornisten-Uhlenbeck
process
Let (Ω,F , P ) be a complete probability space supporting all stochastic processes
that will be considered below. Let us fix Hurst index H ∈ ( 12 , 1) and consider a
fractional Brownian motion BH = {BH(t), t ≥ 0} with Hurst index H , that is, a
Gaussian process with zero mean and covariance function
E[BH(t)BH(s)] = 1/2(t2H + s2H − |t− s|2H), s, t ∈ R+.
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Let us also fix some number θ > 0 and introduce the fractional Ornstein-Uhlenbeck
process, starting from zero at zero ([10]) as
UH(t) = e
− t
θ
∫ t
0
e
s
θ dBH(s), t ≥ 0.
Let us denote by σ = {σ(y), y ≥ 0} a driftless subordinator with Le´vy measure ν
([5]). The Le´vy measure ν is such that ν(−∞, 0) = 0 and fulfills the integrability
condition
(2.1)
∫ +∞
0
(1 ∧ x)ν(dx) < +∞,
and we have that
E[e−λσ(y)] = e−yΨ(λ)
with Laplace exponent
Ψ(λ) =
∫ +∞
0
(1 − e−λx)ν(dx),
that is a Bernstein function ([40]). Recall that Bernstein functions are invertible
and belong to C1(0,+∞) with completely monotone derivative. Moreover, they
admit a unique extension to H := {λ ∈ C : ℜ(λ) ≥ 0} that is holomorphic in
H∗ := {λ ∈ C : ℜ(λ) > 0} (see [40, Proposition 3.5]). Let us also denote by L
the Laplace transform operator acting on the variable t ∈ [0,+∞) and by L−1 its
inverse. Let us suppose that ν(0,+∞) = +∞. This is enough to ensure that the
process σ(y) is strictly increasing (see [6, Proposition 1.3]).
Given a subordinator σ(y), we can define the inverse subordinatorE = {E(t), t ≥ 0}
as
E(t) = inf{y > 0 : σ(y) > t}.
Moreover, from ν(0,+∞) = +∞ we know that E(t) admits a probability density
function fE(t, y) for any t > 0.
For the probability density function fE(t, y) it is well known the following Laplace
transform formula (see [29, Equation 3.13]):
(2.2) L[fE(·, y)](λ) = Ψ(λ)
λ
e−yΨ(λ).
Finally, let us consider a fractional Ornstein-Uhlenbeck process UH and an inverse
subordinator E, independent from UH . Then we define the time-changed fractional
Ornstein-Uhlenbeck process as UΨH(t) := UH(E(t)), t ≥ 0.
3. Absolute moments of the time-changed fOU process and their
asymptotic behavior
Let us denote
Vn,H(t) = E[|UH(t)|n], n ∈ N,
and
V Ψn,H(t) = E[|UΨH(t)|n], n ∈ N.
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Recall, in particular, that
(3.1)
V2,H(t) = H(2H − 1)
∫ t
0
∫ t
0
e−
(t−s)
θ e−
(t−u)
θ |u− s|2H−2duds
= H(2H − 1)
∫ t
0
∫ t
0
e−
s
θ e−
u
θ |u− s|2H−2duds
= H(2H − 1)θ2H
∫ t
θ
0
∫ t
θ
0
e−s−u|u− s|2H−2duds.
Since UH(t) is a Gaussian process, we can immediately present the higher moments
of the even order:
V2n,H(t) =
2nΓ
(
2n+1
2
)
√
pi
(V2,H(t))
n
=
2nΓ
(
2n+1
2
)
√
pi
Hn(2H − 1)n
(∫ t
0
∫ t
0
e−
(t−s)
θ e−
(t−u)
θ |u− s|2H−2duds
)n
=
2nΓ
(
2n+1
2
)
√
pi
Hn(2H − 1)nθ2nH
(∫ t
θ
0
∫ t
θ
0
e−s−u|u− s|2H−2duds
)n
.
Returning to the variance, we see with evidence that t 7→ V2,H(t) is a continuous
strictly increasing in t function with the limit value
V2,H(∞) = lim
t→+∞
V2,H(t) = θ
2HHΓ(2H),
(see [22]). Hence, in particular, V2,H(t) is bounded by V2,H(∞), and consequently
V2n,H(t) is bounded by V2n,H(∞) := 2
nΓ( 2n+12 )√
pi
(V2,H(∞))n.
Now, let us establish some properties of the moments of time-changed fOU pro-
cess. In what follows, we shall use the notation L[V2n,H(·)](λ), L[V Ψ2n,H(·)](λ) and
L[fE(·, y)](λ) for the Laplace transform of V2n,H(·), V Ψ2n,H(·) and fE(·, y), respec-
tively.
Lemma 3.1. 1) If the density fE(t, y) of the inverse subordinator exists, then
V Ψ2n,H(t) =
∫ +∞
0
V2n,H(y)fE(t, y)dy ≤ V2n,H(∞),
which means that the absolute moments of UΨH are bounded, too. If the density
fE(t, y) of the inverse subordinator is a continuous in t function, then V
Ψ
2n,H(t) is
continuous in t as well.
2) The moments V Ψ2n,H(t) are increasing in t.
3) For any n ∈ N we have that
(3.2)
lim
t→+∞
V Ψ2n,H(t) = H
n(2H − 1)nΓ(2nH + 1)θ2nH
×
∫
[0,+∞)2n
∏n
i=1 |xi − yi|2H−2
(1 +
∑n
i=1 xi +
∑n
i=1 yi)
2nH+1
n∏
i=1
dxidyi =: V
Ψ
2n,H(∞),
and the multiple integral containing in V Ψ2n,H(∞), is correctly defined.
Proof. Statement 1) is evident. In order to prove statement 2), consider 0 ≤ s ≤ t
and, for any Borel set A ⊆ R2, define the measureH(s, t, A) = P((E(s), E(t)) ∈ A).
Since 0 ≤ E(s) ≤ E(t), then, defining D = {(x, y) ∈ R2 : 0 ≤ x ≤ y}, we have
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that for any Borel set A ⊆ R2 it holds H(s, t, A) = H(s, t, A∩D) (in particular the
measure H(s, t, ·) is concentrated on D). Therefore
V Ψ2n,H(t)− V Ψ2n,H(s) =
∫
D
(V2n,H(y)− V2n,H(x))H(s, t, dxdy) ≥ 0
because V2n,H(y)− V2n,H(x) ≥ 0 for any (x, y) ∈ D.
Consider statement 3). In terms of Laplace transform, we have from (2.2) that
(3.3) L[V Ψ2n,H(·)](λ) =
∫ +∞
0
Ψ(λ)
λ
V2n,H(y)e
−yΨ(λ)dy =
Ψ(λ)
λ
L[V2n,H(·)](Ψ(λ)).
Now we need to determine L[V2n,H(·)](λ). To do this, observe first that, with a
change of variable,
V2,H(y) = H(2H − 1)y2H
∫ 1
0
∫ 1
0
e−
y
θ
(z+v)|z − v|2H−2dzdv.
Now, with the notation An = H
n(2H − 1)n and Bn = AnΓ(2nH + 1), we have
L[V2n,H(·)](λ) = An
∫ +∞
0
(
y2H
∫ 1
0
∫ 1
0
e−
y
θ
(z+v)|z − v|2H−2dzdv
)n
e−λydy
= An
∫ +∞
0
∫
[0,1]2n
n∏
i=1
|zi − vi|2H−2e−(
1
θ (
∑
n
i=1 zi+
∑
n
i=1 vi)+λ)yy2Hn
n∏
i=1
dzidvidy
= An
∫
[0,1]2n
n∏
i=1
|zi − vi|2H−2
∫ +∞
0
e−(
1
θ (
∑n
i=1 zi+
∑n
i=1 vi)+λ)yy2Hndy
n∏
i=1
dzidvi
= Bn
∫
[0,1]2n
∏n
i=1 |zi − vi|2H−2(
λ+ 1θ (
∑n
i=1 zi +
∑n
i=1 vi)
)2nH+1 n∏
i=1
dzidvi
= Bnλ
−2nH−1
∫
[0,1]2n
∏n
i=1 |zi − vi|2H−2(
1 + 1θ
(∑n
i=1
zi
λ +
∑n
i=1
vi
λ
))2nH+1 n∏
i=1
dzidvi
= Bnλ
−1θ2nH
∫
[0, 1
θλ
]2n
∏n
i=1 |xi − yi|2H−2
(1 +
∑n
i=1 xi +
∑n
i=1 yi)
2nH+1
n∏
i=1
dxidyi.
Now let us observe that for any β > 0 and n ∈ N
∫
[0,β]2n
∏n
i=1 |xi − yi|2H−2
(1 +
∑n
i=1 xi +
∑n
i=1 yi)
2nH+1
n∏
i=1
dxidyi ≤
(∫ β
0
∫ β
0
|x− y|2H−2
(1 + x+ y)2H+
1
n
dxdy
)n
≤
(∫ β
0
∫ β
0
|x− y|2H−2
(1 + x)H+
1
n (1 + y)H+
1
n
dxdy
)n
.
Concerning the integral
∫ β
0
∫ β
0
|x−y|2H−2
(1+x)H+
1
n (1+y)H+
1
n
dxdy, we can directly apply to it
the Hardy–Littlewood theorem, or observe that, according to [3
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and Corollary 1.9.4], it holds that for a fractional Brownian motion BH
1
H(2H − 1) E
[∫ β
0
1
(1 + x)H+
1
n
dBH(x)
]2
=
∫ β
0
∫ β
0
|x− y|2H−2
(1 + x)H+
1
n (1 + y)H+
1
n
dxdy
≤ C(H)
(∫ β
0
(
1
(1 + x)H+
1
n
) 1
H
dx
)2H
= C(H)
(∫ β
0
dx
(1 + x)1+
1
Hn
)2H
≤ C(H)
(∫ ∞
0
dx
(1 + x)1+
1
Hn
)2H
≤ C(H)(Hn)2H ,
so, the multiple integral V Ψ2n,H(∞) in (3.2) is correctly defined. Furthermore, we
have as λ→ 0:
L[V2n,H(·)](λ) ≃ V Ψ2n,H(∞)λ−1.
and, from (3.3), we also have
L[V Ψ2n,H(·)](λ) ≃ V Ψ2n,H(∞)λ−1.
Thus, by Tauberian theorem for the Laplace transform, we have as t→ +∞∫ t
0
V Ψ2n,H(s)ds ≃ V Ψ2n,H(∞)t.
Since, according to statement 2), V Ψ2n,H(t) is increasing, the limit limt→+∞ V
Ψ
2n,H(t)
is well defined. Moreover, we can use a modification of the l’Hospital’s rule to the
case when the integral
∫ t
0 V
Ψ
2n,H(s)ds has a derivative V
Ψ
2n,H(t) at all points except
a countable set, and get that
lim
t→+∞
∫ t
0 V
Ψ
2n,H(s)ds
t
= lim
t→+∞V
Ψ
2n,H(t).
Therefore,
lim
t→+∞
V Ψ2n,H(t) = V
Ψ
2n,H(∞).

4. Existence of the density of UΨH(t)
Now we investigate the problem of the existence of probability density function
of time-changed fractional Ornstein-Uhlenbeck process. Denote by pH(t, x) proba-
bility density function of UH(t) and by p
Ψ
H(t, x) the probability density function of
UΨH(t), if this probability density function exists for all t > 0.
Proposition 4.1. Suppose that the density fE(t, y) of the inverse subordinator
exists, and additionally, E[E−H(t)] < +∞ for any t > 0. Then the probability
density function pΨH(t, x) exists for all t > 0 and satisfies the equation
pΨH(t, x) =
∫ +∞
0
pH(y, x)fE(t, y)dy.
Proof. Let us observe that the characteristic function ϕH(t, z) = E[e
izUH(t)] of fOU
UH is given by the following formula
ϕH(t, z) = e
− z22 V2,H (t).
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Define ϕΨH(t, z) = E[e
izUΨH (t)]. From the independence of E(t) and UH(t) we have
(4.1) ϕΨH(t, z) =
∫ +∞
0
ϕH(y, z)fE(t, y)dy =
∫ +∞
0
e−
z2
2 V2,H (y)fE(t, y)dy.
We want to show that z 7→ ϕΨH(t, z) is an L1(R)–function for any t ≥ 0. In order
to do this, observe that we can formally apply Fubini theorem, taking into account
that all the functions are non-negative, and get that
(4.2) ∫
R
ϕΨH(t, z)dz =
∫
R
∫ +∞
0
e−
z2
2 V2,H (y)fE(t, y)dydz
=
∫ +∞
0
fE(t, y)
(∫
R
e−
z2
2 V2,H (y)dz
)
dy = (2pi)1/2
∫ +∞
0
fE(t, y)
1√
V2,H(y)
dy
= (2pi)1/2
∫ 1
0
fE(t, y)
1√
V2,H(y)
dy + (2pi)1/2
∫ +∞
1
fE(t, y)
1√
V2,H(y)
dy.
According to equality (3.1) for V2,H(t), we have that V2,H(y) ≃ H(2H − 1)y2H as
y → 0. Therefore, V2,H (y)y2H ≥ C1(H) > 0 for y ∈ [0, 1]. It means that∫ 1
0
fE(t, y)
1√
V2,H(y)
dy ≤ C1(H)− 12
∫ 1
0
y−HfE(t, y)dy ≤ C1(H)− 12 E[E−H(t)] < +∞.
Moreover, since V2,H(y) is an increasing function with V2,H(1) > 0, the following
upper bound holds:∫ +∞
1
fE(t, y)
1√
V2,H(y)
dy ≤ (V2,H(1))−1/2
∫ +∞
1
fE(t, y)dy ≤ (V2,H(1))−1/2 < +∞.
If to summarize, we get that for any t > 0 a Fourier transform z 7→ ϕΨH(t, z) ∈
L1(R). A standard application of Le´vy inversion theorem implies the existence of
pΨH(t, x). Let us return to the equalities (4.1). Taking them into account, together
with the integrability of the characteristic function ϕΨH(t, z), and applying inverse
Fourier transform, we get the following equation for the density pΨH :
pΨH(t, x) =
1
2pi
∫
R
e−izxϕΨH(t, z)dz =
1
2pi
∫
R
e−izx
∫ +∞
0
ϕH(y, z)fE(t, y)dydz.
Now, the relations (4.2) and the subsequent upper bounds imply that conditions of
the theorem guarantee the possibility to apply the Fubini theorem to the integral∫
R
e−izx
∫ +∞
0
ϕH(y, z)fE(t, y)dydz and to get that∫
R
e−izx
∫ +∞
0
ϕH(y, z)fE(t, y)dydz =
1
2pi
∫
R
∫ +∞
0
e−izxϕH(y, z)fE(t, y)dydz
=
1
2pi
∫ +∞
0
∫
R
e−izxϕH(y, z)fE(t, y)dzdy
=
∫ +∞
0
(
1
2pi
∫
R
e−izxϕH(y, z)dz
)
fE(t, y)dy
=
∫ +∞
0
pH(y, x)fE(t, y)dy,
and the proof follows. 
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Remark 4.2. If E(t) is an inverse α-stable subordinator, then for any t > 0
fE(t, y) =
t
α
y−1−
1
α gα(ty
− 1
α ),
where gα is the density of a one-sided α-stable random variable Sα. Then
E[E(t)−H ] =
t
α
∫ +∞
0
y−Hy−1−
1
α gα(ty
− 1
α )dy.
With the change of variable z = ty−
1
α we have dz = − 1α ty−1−
1
α dy, and y =
(
z
t
)−α
,
therefore
E[E−H(t)] = t−αH
∫ +∞
0
zHαgα(z)dz = t
−αH
E[SHαα ] < +∞,
since Hα < α, and Sα has any moment of positive order less than α.
From the integral representation of the characteristic function ϕΨH , we also have
the following corollary.
Corollary 4.3. Fix n ∈ N. If E[E−(n+1)H(t)] < +∞ for any t > 0, then the
density pΨH(t, x) is differentiable n times.
Proof. By using [38, Theorem 9.2], it is only necessary to show that the function
znϕΨH(t, z) is in L
1(0,+∞). As before, we can formally apply Fubini’s theorem,
since inte integrand functions are non-negative, obtaining∫ +∞
0
znϕΨH(t, z)dz =
∫ +∞
0
fE(t, y)
(∫ +∞
0
zne−
z2
2 V2,H (y)dz
)
dy
= Cn
∫ +∞
0
fE(t, y)(V2,H(y))
− n+12 dy
where
Cn =
∫ +∞
0
zne−
z2
2 dz.
Since V2,H(y) is an increasing function with V2,H(1) > 0, we have the following
upper bound∫ +∞
1
fE(t, y)(V2,H(y))
−n+12 dy ≤ (V2,H(1))−
n+1
2
∫ +∞
1
fE(t, y)dy
≤ (V2,H(1))−
n+1
2 < +∞.
Moreover, since we know that V2,H(y) ≥ C1(H)y2H for y ∈ [0, 1], we have that∫ 1
0
fE(t, y)(V2,H(y))
−n+12 dy ≤ C1(H)−
n+1
2
∫ 1
0
fE(t, y)y
−n+12 dy
≤ C1(H)−
n+1
2 E[E−
n+1
2 (t)] < +∞
concluding the proof. 
Remark 4.4. This is not the case of an inverse α-stable subordinator. Indeed, by
using the same manipulations as we did before, we have
E[E−(n+1)H(t)] = t−α(n+1)H E[S(n+1)Hαα ]
that, being H > 1/2, is finite if and only if n = 0.
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5. Some further properties of the variance function V2,H(·)
In this section we want to exploit some further properties of the variance function
V2,H of the fractional Ornstein-Uhlenbeck process. First of all, let us recall, as done
in Section 3, that variance V2,H(t) is bounded hence its Laplace transform is well
defined for any λ ∈ H∗. Moreover, we have the following Lemma. Recall that
L[V2,H(·)](λ) stands for the Laplace transform of V2,H(·).
Lemma 5.1. For any λ ∈ H∗ the following formula holds
(5.1) L[V2,H(·)](λ) = 2Hθ
2HΓ(2H)
λ(θλ + 2)(θλ+ 1)2H−1
.
Proof. To obtain formula (5.1) for L[V2,H(·)](λ), let us recall the following alterna-
tive representation of V2,H(t):
(5.2) V2,H(t) = H
(∫ t
0
e−
z
θ z2H−1dz + e−
2
θ
t
∫ t
0
e
z
θ z2H−1dz
)
,
as given in [22]. Thus we have
L[V2,H(·)](λ) =
∫ +∞
0
e−λtV2,H(t)dt = H
∫ +∞
0
∫ t
0
e−λte−
z
θ z2H−1dzdt
+H
∫ +∞
0
∫ t
0
e−(λ+
2
θ )te
z
θ z2H−1dzdt
= H
∫ +∞
0
∫ +∞
z
e−λte−
z
θ z2H−1dtdz
+H
∫ +∞
0
∫ +∞
z
e−(λ+
2
θ )te
z
θ z2H−1dtdz
= H
∫ +∞
0
e−
z
θ z2H−1
(∫ +∞
z
e−λtdt
)
dz
+H
∫ +∞
0
e
z
θ z2H−1
(∫ +∞
z
e−(λ+
2
θ )tdt
)
dz
=
H
λ
∫ +∞
0
e−(λ+
1
θ )zz2H−1dz +
θH
θλ+ 2
∫ +∞
0
e−(λ+
1
θ )zz2H−1dz
=
2H(θλ+ 1)
λ(θλ + 2)
∫ +∞
0
e−(λ+
1
θ )zz2H−1dz
=
2Hθ2H(θλ+ 1)
λ(θλ + 2)(θλ + 1)2H
∫ +∞
0
e−yy2H−1dy =
2Hθ2HΓ(2H)
λ(θλ + 2)(θλ+ 1)2H−1
,
where we used the change of variable y =
(
λ+ 1θ
)
z. 
Moreover, let us give some information on the derivative of covariance V2,H(t).
Lemma 5.2. Function V2,H ∈ C1[0,+∞). Moreover, its derivative satisfies the
following relations:
(i) limt→+∞ e
t
θ t2−2HV ′2,H(t) = 2H(2H − 1)θ; in particular, it means that
limt→+∞ V ′2,H(t) = 0.
(ii) limt→0
V ′2,H (t)
t2H−1 = 2H; in particular, it means that limt→0 V
′
2,H(t) = 0.
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Proof. The fact that V2,H(t) is a C
1 function in (0,+∞) follows easily from equation
(5.2). Indeed, differentiating this equation and then integrating by parts, we get
that or any t > 0
V ′2,H(t) = H
(
2e−
t
θ t2H−1 − 2
θ
e−
2
θ
t
∫ t
0
e
z
θ z2H−1dz
)
= H
(
2e−
t
θ t2H−1 − 2
θ
e−
2
θ
t
(
θe
t
θ t2H−1 − θ(2H − 1)
∫ t
0
e
z
θ z2H−2dz
))
= 2H(2H − 1)e− 2θ t
∫ t
0
e
z
θ z2H−2dz.
(5.3)
The derivative at zero can be calculated using the L’Hospital’s rule:
V ′2,H(0) = lim
t→0
V2,H(t)
t
= 2H lim
t→0
t2H−1 = 0,
and it follows from (5.3) that limt↓0 V ′2,H(t) = 0. So, V2,H ∈ C1[0,+∞). Now, to
obtain (i), we use again the L’Hospital’s rule:
lim
t→+∞
V ′2,H(t)
e−
t
θ t2H−2
= lim
t→+∞
2H(2H − 1) ∫ t
0
e
u
θ u2H−2du
e
t
θ t2H−2
= lim
t→+∞
2H(2H − 1)e tθ t2H−2
1
θ e
t
θ t2H−2 + 2(H − 1)e tθ t2H−3
= lim
t→+∞
2H(2H − 1)θ
1 + 2θ(H − 1)t−1 = 2H(2H − 1)θ.
Further, to obtain (ii), let us use the L’Hospital’s rule once again and evaluate:
lim
t→0
V ′2,H(t)
t2H−1
= lim
t→0
2H(2H − 1) ∫ t0 euθ u2H−2du
e
2t
θ t2H−1
= lim
t→0
2H(2H − 1)e tθ t2H−2
2
θe
2t
θ t2H−1 + (2H − 1)e 2tθ t2H−2
= lim
t→0
2H(2H − 1)
e
t
θ
(
2
θ t+ (2H − 1)
) = 2H.

With such asymptotics, we can easily establish the following fact.
Corollary 5.3. V ′2,H(t) is in L
2(0,+∞).
Proof. Indeed, limt→0 V ′2,H(t) = 0 and as t→ +∞ we have that
V ′2,H(t) ≃ t2H−2e−
t
θ .

Moreover, we also have the following Laplace transform formula for V ′2,H(t).
Lemma 5.4. V ′2,H(·) is Laplace transformable for any λ ∈ C such that ℜ(λ) > − 1θ .
In particular,
(5.4) L[V ′2,H(·)](λ) =
2Hθ2HΓ(2H)
(θλ + 2)(θλ+ 1)2H−1
.
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Moreover, L[V ′2,H(·)](λ) is holomorphic in
{
λ ∈ C : ℜ(λ) > − 1θ
}
and for any c ∈ R
such that c > − 1θ the function ω ∈ R 7→ L[V ′2,H(·)](c + iω) is in L1(R) ∩ L2(R).
Proof. Consider λ ∈ C such that ℜ(λ) > − 1θ . We have∫ +∞
0
e−λtV ′2,H(t)dt =
∫ 1
0
e−λtV ′2,H(t)dt +
∫ +∞
1
e−λtV ′2,H(t)dt
For t ∈ [0, 1], let us just observe that, since V ′2,H(t) is continuous, there exists a
constant C1 such that
|e−λtV ′2,H(t)| ≤ C1e
t
θ
that is in L1([0, 1]). For t ∈ [1,+∞), let us recall from Lemma 5.2, property (i),
that there exists a constant C2 such that
V ′2,H(t) ≤ C2t2H−2e−
t
θ
and then
|e−λtV ′2,H(t)| ≤ C2t2H−2e−(ℜ(λ)+
1
θ )t
where t2H−2e−(ℜ(λ)+
1
θ )t is in L1(1,+∞) since ℜ(λ) + 1θ > 0. Hence L[V ′2,H(·)](λ)
is well defined for any λ ∈ C such that ℜ(λ) > − 1θ . Moreover, since V ′2,H(t)
is continuous, it belongs to L1loc(0,+∞) and then, from [44, Theorem 1.5.1], we
know that L[V ′2,H(·)](λ) is holomorphic in
{
λ ∈ C : ℜ(λ) > − 1θ
}
. Equation (5.4)
for λ ∈ H∗ follows from the relation
L[V ′2,H(·)](λ) = λL[V2,H(·)](λ)
and the fact that it holds also for ℜ(λ) > − 1θ follows from the fact that L[V ′2,H(·)](λ)
is analytic. Finally, consider ω ∈ R 7→ L[V ′2,H(·)](c + iω). For ω ∈ [−1, 1],
L[V ′2,H(·)](c+ iω) is bounded, while for ω ∈ (−∞,−1) ∪ (1,+∞) we have
| L[V ′2,H(·)](c+ iω)| =
2Hθ2HΓ(2H)
|ω|2 ∣∣ θc+2ω + θi∣∣ ∣∣ θc+1ω + θi∣∣2H−1 ≤
2Hθ2HΓ(2H)
|ω|2 .
Hence ω ∈ R 7→ L[V ′2,H(·)](c+ iω) is in L1(R) ∩ L2(R) for any c ≥ 0. 
6. Some operators involving V2,H
In this section we will introduce some operators involving the variance function
V2,H . These operators will be used in the next section to introduce a generalized
Fokker-Planck equation.
Let us define, for any measurable function u : [0,+∞)×R, the operator
L(u)(λ, x) =
∫ +∞
0
e−λsV ′2,H(s)u(s, x)ds, λ ∈ H∗, x ∈ I ⊂ R.
Denote by D(L, I) the domain of such operator, i.e., the set of measurable func-
tions u : [0,+∞) × R, for which L(u)(λ, x) is well defined for any x ∈ I. Now
we investigate the belonging of some particular functions to domains D(L, I), for
respective I. Introduce the notation R∗ = R \ {0}.
Lemma 6.1. The following relations hold:
(iii) pH(t, x) ∈ D(L,R);
(iv) ∂pH∂x (t, x) ∈ D(L,R);
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(v) For any x ∈ R∗ and λ ∈ H we have that
(6.1) L
(
∂pH
∂x
)
(λ, x) =
∂
∂x
L(pH)(λ, x),
this formula holds also for x = 0 when λ ∈ H∗;
(vi) ∂
2pH
∂x2 (t, x) ∈ D(L,R∗) and
L
(
∂2pH
∂x2
)
(λ, x) =
∂2
∂x2
L(pH)(λ, x).
Proof. Without loss of generality, let us prove our lemma for λ ∈ R with λ ≥ 0.
Recall that the density pH(t, x) of the Gaussian r.v. UH(t) equals
(6.2) pH(t, x) =
1√
2piV2,H(t)
e
− x2
2V2,H (t) .
Let us fix x ∈ R and observe that
L(pH)(λ, x) =
∫ 1
0
e−λtV ′2,H(t)pH(t, x)dt+
∫ +∞
1
e−λtV ′2,H(t)pH(t, x)dt.
Observe that since V ′2,H(t) ≃ t2H−1 and V2,H(t) ≃ t2H as t→ 0, we have that there
exists a constant C1(H) such that for any t ∈ [0, 1]
V ′2,H(t)√
2piV2,H(t)
≤ C1(H)tH−1.
In turn, it means that ∣∣e−λtV ′2,H(t)pH(t, x)∣∣ ≤ C1(H)tH−1
and consequently∫ 1
0
e−λtV ′2,H(t)pH(t, x)dt ≤ C1(H)
∫ 1
0
tH−1 < +∞.
Furthermore, since V ′2,H(t) ≃ e−
t
θ t2H−2 as t → +∞ and for t ∈ [1,+∞) we have
V2,H(t) ≥ V2,H(1), there exists a constant C2(H) such that
V ′2,H(t)√
2piV2,H(t)
≤ C2(H)t2H−2e− tθ .
Hence, in particular ∣∣e−λtV ′2,H(t)pH(t, x)∣∣ ≤ C2(H)t2H−2e− tθ
and then ∫ +∞
1
e−λtV ′2,H(t)pH(t, x)dt ≤ C2(H)
∫ +∞
1
t2H−2e−
t
θ dt < +∞.
It means that L(pH)(λ, x) < +∞ for any x ∈ R and λ ≥ 0, whence (iii) follows.
For the derivative, let us observe that
∂pH(t, x)
∂x
= − x
V2,H(t)
√
2piV2,H(t)
e
− x2
2V2,H (t) = − x√
2piV
3/2
2,H (t)
e
− x2
2V2,H (t) .
In particular, for x = 0 we have ∂pH∂x (t, 0) = 0 for any t > 0 and then∫ +∞
0
e−λtV ′2,H(t)
∂pH
∂x
(t, 0)dt = 0.
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Now let us consider x 6= 0. Observe that
L
(
∂pH
∂x
)
(λ, x) =
∫ 1
0
e−λtV ′2,H(t)
∂pH
∂x
(t, x)dt+
∫ +∞
1
e−λtV ′2,H(t)
∂pH
∂x
(t, x)dt.
Now we have that, as t→ 0,
V ′2,H(t)√
2piV
3/2
2,H (t)
≃ 1
t1+H
hence there exists a constant C3(H) such that for any t ∈ [0, 1]
V ′2,H(t)√
2piV
3/2
2,H (t)
≤ C3(H)
t1+H
.
Moreover, since V2,H(t) ≃ t2H as t→ 0, we have that there exists a constant C4(H)
such that for any t ∈ [0, 1] V2,H(t) ≤ C4(H)t2H . Hence we have∣∣∣∣e−λtV ′2,H(t)∂pH∂x (t, x)
∣∣∣∣ ≤ C3(H)xt1+H e− x2C4(H)t2H ,
and
(6.3)
∫ 1
0
C3(H)x
t1+H
e
− x2
C4(H)t
2H dt =
C3(H)x
2H
∫ +∞
1
1√
y
e
− x2
C4(H)
y
dy < +∞.
Moreover, the obtained upper bounds imply that
∫ 1
0 e
−λtV ′2,H(t)
∂pH
∂x (t, x)dt con-
verges uniformly in the interval (x2 ,
3x
2 ), for any x > 0, and in the interval (
3x
2 ,
x
2 )
for any x < 0. For t ∈ [1,+∞), let us observe, as before, that V ′2,H(t) ≃ t2H−2e−
t
θ
as t→ +∞ and V2,H(t) ≥ V2,H(1), therefore∣∣∣∣e−λtV ′2,H(t)∂pH∂x (t, x)
∣∣∣∣ ≤ C5(H)xt2H−2e− tθ
which is integrable. Hence we have L
(
∂pH
∂x
)
(λ, x) < +∞ for any x ∈ R and
λ ≥ 0, whence (iv) follows. Moreover, as before, ∫∞1 e−λtV ′2,H(t)∂pH∂x (t, x)dt con-
verges uniformly in the interval (x2 ,
3x
2 ), for any x > 0, and in the interval (
3x
2 ,
x
2 )
for any x < 0. Now turn to (v), but for x 6= 0 this statement is an immediate
consequence of convergence of integral L(pH)(λ, x) and uniform convergence of the
integral L
(
∂pH
∂x
)
(λ, x) in some interval surrounding x, as it was just stated, and
the theorem on the differentiation of improper integral in the parameter.
Let x = 0. Then
∂
∂x
(
L(pH)(λ, x)
)∣∣∣∣
x=0
= lim
x→0
∫ ∞
0
e−λtV ′2,H(t)
e− x22V2,H (t) − 1
x
 dt,
and for any t > 0,
pi(x) :=
e
− x2
2V2,H (t) − 1
x
→ 0 as x→ 0
and pi(x) is bounded in absolute value by
|x|
2V2,H(t)
≤ 1
2V2,H(t)
for |x| < 1,
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supplying that e−λt
V ′2,H (t)
V2,H (t)
is an integrable dominant when λ > 0. It means by the
Lebesgue dominant convergence theorem that
∂
∂x
(
L(pH)(λ, x)
)∣∣∣∣
x=0
= 0 = L
(
∂pH
∂x
)
(λ, 0).
Now let us consider the second derivative. We have
∂2pH
∂x2
(t, x) =
(
− 1√
2piV
3/2
2,H (t)
+
x2√
2piV
5/2
2,H (t)
)
e
− x22V2,H (t) .
Fix x ∈ R∗ and, as usual, divide the corresponding integral into two parts:
(6.4)
L
(
∂2pH
∂x2
)
(λ, x) =
∫ 1
0
e−λtV ′2,H(t)
∂2pH
∂x2
(t, x)dt +
∫ +∞
1
e−λtV ′2,H(t)
∂2pH
∂x2
(t, x)dt.
Concerning the first part, note that we have, as t→ 0:
V ′2,H(t)√
2piV
5/2
2,H (t)
≃ 1
t3H+1
,
therefore, there exists a constant C6(H) such that, for t ∈ [0, 1],
V ′2,H(t)√
2piV
5/2
2,H (t)
≤ C6(H)
t3H+1
.
Hence we have
(6.5)
∣∣∣∣e−λtV ′2,H(t)∂2pH∂x2 (t, x)
∣∣∣∣ ≤ (C3(H)t1+H + C6(H)x2t3H+1
)
e
− x2
C4(H)t
2H
which is a L1(0, 1) function, due to (6.3), and the following evident transformations:∫ 1
0
C6(H)x
2
t3H+1
e
− x2
C4(H)t
2H dt =
C6(H)x
2
2H
∫ +∞
1
√
ye
− x2
C4(H)
y
dy < +∞.
For t ∈ [1,+∞), let us recall that V ′2,H(t) ≃ t2H−2e−
t
θ as t → +∞ and V2,H(t) is
increasing, to obtain that
(6.6)
∣∣∣∣e−λtV ′2,H(t)∂2pH∂x2 (t, x)
∣∣∣∣ ≤ C7(H)t2H−2e− tθ
which is a L1(1,+∞) function. Hence we have that L
(
∂2pH
∂x2
)
(λ, x) < +∞ for any
x ∈ R∗ and λ ≥ 0. In order to prove the second part of property (vi), we need to
differentiate (6.1) in x ∈ R∗. It can be performed similarly as we obtained (6.1)
for x ∈ R∗, applying the theorem on the differentiation of improper integral in the
parameter, only to note that both integrals in the right -hand side of (6.4) converge
uniformly in some interval surrounding x ∈ R∗, due to the upper bounds (6.5) and
(6.6). 
Remark 6.2. Let us observe that for x = 0 we have
∂2pH
∂x2
(t, 0) = − 1√
2piV
3/2
2,H (t)
,
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so, for λ ≥ 0 we have that
(6.7)
∣∣∣∣e−λtV ′2,H(t)∂2pH∂x2 (t, 0)
∣∣∣∣ = e−λtV ′2,H(t)√
2piV
3/2
2,H (t)
,
and for t → 0 the function in the right -hand side of the (6.7) has the asymptotic
behavior
e−λtV ′2,H(t)√
2piV
3/2
2,H (t)
≃ 1
t1+H
,
the latter expression being a non-integrable in (0,+∞) function.
Now let us show that pH and p
Ψ
H are bounded functions for fixed x ∈ R∗.
Lemma 6.3. For any x ∈ R∗ there exists a constant CH(x) such that
sup
t∈(0,+∞)
{pH(t, x), pΨH(t, x)} ≤ CH(x).
Proof. Let us recall that, since as t → 0 V2,H(t) ≃ t2H , there exists two constants
C1(H) and C2(H) such that for any t ∈ [0, 1] we have√
2piV2,H(t) ≥ C1(H)tH and 2V2,H(t) ≤ C2(H)t2H .
From these bounds, combined with (6.2), we get that for t ∈ (0, 1] and x 6= 0
pH(t, x) ≤ 1
C1(H)tH
e
− x2
C2(H)t
2H
and then, taking the limit as t→ 0 we have
lim sup
t→0
pH(t, x) ≤ lim
t→0
1
C1(H)tH
e
− x2
C2(H)t
2H = 0.
Moreover, posing 0 < V2,H(∞) := limt→+∞ V2,H(t) < +∞ we have
lim
t→+∞
pH(t, x) =
1√
2piV2,H(∞)
e
− x2
2V2,H (∞) < +∞.
Since pH(t, x) is continuous in (0,+∞), we have that for any x ∈ R∗ there exists a
constant CH(x) such that pH(t, x) ≤ CH(x) for any t ∈ (0,+∞).
Moreover, we have
pΨH(t, x) =
∫ +∞
0
pH(y, x)fE(y, t)dy ≤ CH(x)
∫ +∞
0
fE(y, t)dy = CH(x),
and this completes the proof. 
From now on, in order to simplify, we introduce the notation for Laplace trans-
form of pH(t, x) in t: pH(λ, x) := L[pH(·, x)](λ). Applying Lemma 6.3, we obtain
the following useful corollary.
Corollary 6.4. The Laplace transform pH(λ, x) is well defined for any λ ∈ H∗
and x ∈ R∗. Moreover, for fixed c > 0 and x ∈ R∗ the function
ω ∈ R 7→ pH(c+ iω, x)
is bounded.
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Proof. The first assertion follows easily from Lemma 6.3, since we have for λ ∈ R
with λ > 0 ∫ +∞
0
e−λtpH(t, x)dt ≤ CH(x)
λ
< +∞.
This upper bound also gives the second assertion, since we have for λ = c+ iω:
|pH(c+ iω, x)| ≤
∫ +∞
0
e−ctpH(t, x)dt ≤ CH(x)
c
.

We need another control on the growth of pH(t, x).
Lemma 6.5. Fix x ∈ R∗. Then the map t 7→ pH(t, x) is Lipschitz. Moreover, for
x ∈ R∗, ∂pH∂t (t, x) is Laplace transformable in H∗ and then for any λ ∈ H∗
(6.8) L
[
∂pH
∂t
(·, x)
]
(λ) = λpH(λ, x).
Proof. Observe that
∂pH
∂t
(t, x) =
V ′2,H(t)
2
(
−V2,H(t) + x2
V 22,H(t)
√
2piV2,H(t)
)
e
− x2
2V2,H (t)
that is continuous in (0,+∞). In particular we have
lim
t→+∞
∂pH
∂t
(t, x) = 0.
Now fix x ∈ R∗. By Lemma 5.2, property (i), we know that for t ∈ (0, 1) there
exists a constant C1(H) such that V
′
2,H(t) ≤ 2C1(H)t2H−1. Moreover, since as
t → 0+ we have V2,H(t) ≃ t2H , there exist two constants C2(H) and C3(H) such
that for t ∈ (0, 1)∣∣∣∣∣ V2,H(t) + x2V 22,H(t)√2piV2,H(t)
∣∣∣∣∣ ≤ C2(H) t2H + x2t5H e− x2C3(H)t2H
and then we have, for t ∈ (0, 1)∣∣∣∣∂pH∂t (t, x)
∣∣∣∣ ≤ C4(H) t2H + x2t5H e− x2C3(H)t3H+1
where C4(H) = C1(H)C2(H). Finally, taking the limit as x→ 0+ we have
lim sup
t→0+
∣∣∣∣∂pH∂t (t, x)
∣∣∣∣ ≤ limt→0+ C4(H) t2H + x2t5H e− x2C3(H)t3H+1 = 0,
and then limt→0+
∂pH
∂t (t, x) = 0 for any x ∈ R∗. Thus we have that t 7→ ∂pH∂t (t, x)
is bounded for any x ∈ R∗ and t 7→ pH(t, x) is Lipschitz.
The fact that t 7→ ∂pH∂t (t, x) is Laplace transformable in H∗ for any x ∈ R∗ follows
from the fact that it is bounded. Finally, formula 6.8 follows from the Laplace
transform of the derivative and the fact that pH(0, x) = 0 for any x ∈ R∗. 
Now we are ready to prove the following Proposition.
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Proposition 6.6. Fix c1 < 0 < c2 such that c1 − c2 > − 1θ . Then, for x ∈ R∗ and
λ ∈ H∗, we have the following equality
L(pH)(λ, x) =
1
4pi2
∫ +∞
0
e−λt lim
R2→+∞
∫ +∞
−∞
e(c1+iw)t
×
∫ R2
−R2
L[V ′2,H(·)](c1 − c2 + i(w − v))pH(c2 + iv, x)dvdwdt.
(6.9)
Proof. Let us fix R1, R2 > 0. Consider the value
I(R1, R2) :=
∫ R1
−R1
e(c1+iw)t
∫ R2
−R2
L[V ′2,H(·)](c1 − c2 + i(w − v))pH(c2 + iv, x)dvdw.
Since all the involved functions are bounded for fixed c1, c2 and x, we can use Fubini
theorem to obtain
I(R1, R2) =
∫ R2
−R2
pH(c2 + iv, x)
∫ R1
−R1
e(c1+iw)t L[V ′2,H(·)](c1 − c2 + i(w − v))dwdv
=
∫ R2
−R2
e(c2+iv)tpH(c2 + iv, x)
×
∫ R1
−R1
e((c1−c2)+i(w−v))t L[V ′2,H(·)](c1 − c2 + i(w − v))dwdv
=
∫ R2
−R2
e(c2+iv)tpH(c2 + iv, x)
∫ R1−v
−R1−v
e((c1−c2)+iu)t L[V ′2,H(·)](c1 − c2 + iu)dudv.
(6.10)
Recall that, since V ′2,H is in L
2(0,+∞), by Paley-Wiener theorem (see [38, Theorem
19.2])
(6.11) lim
R1→+∞
1
2pi
∫ R1−v
−R1−v
e((c1−c2)+iu)t L[V ′2,H(·)](c1 − c2 + iu)du = V ′2,H(t).
Furthermore, we have shown that u 7→ L[V ′2,H(·)](c1 − c2 + iu) is a L1(R) function
and |e((c1−c2)+iu)t| ≤ e(c1−c2)t. Additionally, it holds that |e(c2+iv)tpH(c2+iv, x)| ≤
ec2tC(c2, x). Hence∣∣∣∣∣e(c2+iv)tpH(c2 + iv, x) 12pi
∫ R1−v
−R1−v
e((c1−c2)+iu)t L[V ′2,H(·)](c1 − c2 + iu)du
∣∣∣∣∣
≤ ec1t
∫ +∞
−∞
| L[V ′2,H(·)](c1 − c2 + iu)|du < +∞.
In particular we have from (6.11), since the integral is finite,
1
2pi
∫ +∞
−∞
e((c1−c2)+iu)t L[V ′2,H(·)](c1 − c2 + iu)du = V ′2,H(t).
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Thus, by dominated convergence theorem, we can take the limit as R1 → +∞ in
equation (6.10), to obtain
lim
R1→+∞
I(R1, R2) =
∫ R2
−R2
e(c2+iv)tpH(c2 + iv, x)
×
∫ +∞
−∞
e((c1−c2)+iu)t L[V ′2,H(·)](c1 − c2 + iu)dudv
= 2piV ′2,H(t)
∫ R2
−R2
e(c2+iv)tpH(c2 + iv, x)dv.
(6.12)
Now, since pH(t, x) is Lipschitz, we can use the complex inversion theorem (see [44,
Theorem 2.3.4]) together with Equation 6.8 to state that
lim
R2→+∞
1
2pi
∫ R2
−R2
e(c2+iv)tpH(c2 + iv, x)dv = pH(t, x).
Hence, taking the limit as R2 → +∞ in equation (6.12) we have
1
2pi
lim
R2→+∞
∫ +∞
−∞
e(c1+iw)t
1
2pi
∫ R2
−R2
L[V ′2,H(·)](c1 − c2 + i(w − v))
× pH(c2 + iv, x)dvdw = V ′2,H(t)pH(t, x).
Now, taking the Laplace transform on both sides, we conclude the proof. 
Now let us observe that, from Proposition 4.1, we have
pΨH(t, x) =
∫ +∞
0
pH(y, x)fE(t, y)dy,
and then, taking the Laplace transform, for any λ ∈ H∗ we have
(6.13)
pΨH(λ, x) := L[pΨH(·, x)](λ) =
∫ +∞
0
pH(y, x)
Ψ(λ)
λ
e−yΨ(λ)dy =
Ψ(λ)
λ
pH(Ψ(λ), x).
Let us observe that since Ψ is a Bernstein function, then for λ ∈ R with λ > 0 we
have Ψ′(λ) ≥ 0. However, Ψ can be extended uniquely as an holomoprhism to H∗,
hence the zeros of Ψ′ are isolated (and in particular create at most a countable set).
This means in particular that if Ψ′(λ) = 0 for some λ ∈ R with λ > 0, then there
exists a neighborhood U of λ such that Ψ′(ξ) > 0 for any ξ ∈ U \ {λ}, hence Ψ is
strictly increasing on the positive real axis. In particular, since Ψ′ is holomorphic
and completely monotone on the positive real axis, Ψ′′(λ) ≤ 0 for any λ > 0 and
its zeros are isolated. Hence Ψ′ is strictly decreasing and then, being Ψ′(λ) ≥ 0
for λ > 0, it cannot achieve 0. This guarantees invertibility of Ψ over the positive
real axis, but it is not enough to guarantee invertibility of Ψ all over H∗. However,
since the set of the zeros Z of Ψ′ is at most countable, then Ψ is local invertible
in any λ ∈ H∗ \ Z. Fix then λ ∈ H∗ \ Z and consider a local inverse of Ψ (let us
denote it by Ψ−1). From (6.13) we have that
(6.14) pH(λ, x) =
Ψ−1(λ)
λ
pΨH(Ψ
−1(λ), x).
In particular the quantity Ψ
−1(λ)
λ p
Ψ
H(Ψ
−1(λ), x) is independent from the choice of
the local inverse map of Ψ.
Now let us define another operator. Fix c1 < 0 < c2 such that c1 − c2 > − 1θ , as
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done in Proposition 6.6. Consider v : H∗× I → R where I ⊆ R. Then we say that
v ∈ D(Lˆ, I) if for all λ ∈ H∗, x ∈ I and for any z ∈ R such that c2 + iz 6∈ Z, the
quantity Ψ
−1(c2+iz)
c2+iz
v(Ψ−1(c2 + iz), x) is independent from the choice of the local
inverse map Ψ−1 of Ψ in c2 + iz and
Lˆv(λ, x) :=
∫ +∞
0
e−Ψ(λ)t
1
2pi
lim
R2→+∞
∫ +∞
−∞
e(c1+iw)t
1
2pi
×∫ R2
−R2
L[V ′2,H(·)](c1 − c2 + i(w − z))
Ψ−1(c2 + iz)
c2 + iz
v(Ψ−1(c2 + iz), x)dzdwdt
is well defined, i.e., is some complex number. Recall that the integrand is well
posed since Ψ
−1(c2+iz)
c2+iz
v(Ψ−1(c2 + iz), x) is well defined except for z ∈ R such that
c2 + iz ∈ Z, which is at most a countable (and then of null measure) set. Now we
are ready to prove the following Lemma.
Lemma 6.7. pΨH ∈ D(Lˆ,R∗) and
(6.15) LˆpΨH(λ, x) = LpH(Ψ(λ), x).
Proof. Let us just prove equation (6.15): the fact that pΨH ∈ D(Lˆ,R) will follow
from that. First of all, recall that from (6.14) we have that Ψ
−1(c2+iv)
c2+iv
pΨH(Ψ
−1(c2+
iv), x) is defined independently from the choice of the local inverse Ψ−1 of Ψ on the
imaginary line ℜ(λ) = c2. Moreover, local integrability of Ψ
−1(c2+iv)
c2+iv
pΨH(Ψ
−1(c2 +
iv), x) follows from the local integrability of pH(c2 + iv, x). Thus, we have from
equations (6.14) and (6.9) that
LˆpΨH(λ, x) :=
∫ +∞
0
e−Ψ(λ)t
1
2pi
lim
R2→+∞
∫ +∞
−∞
e(c1+iw)t
1
2pi
×∫ R2
−R2
L[V ′2,H(·)](c1 − c2 + i(w − v))
Ψ−1(c2 + iv)
c2 + iv
pΨH(Ψ
−1(c2 + iv), x)dvdwdt
=
∫ +∞
0
e−Ψ(λ)t
1
2pi
lim
R2→+∞
∫ +∞
−∞
e(c1+iw)t
1
2pi
×∫ R2
−R2
L[V ′2,H(·)](c1 − c2 + i(w − v))pH(c2 + iv, x)dvdwdt = LpH(Ψ(λ), x).

7. The generalized Fokker-Plack equation for the pdf of UΨH(t)
In this section we want to show that pΨH(t, x) is a solution (in the sense that we
will specify later) of a generalized Fokker-Planck equation.
Let us consider the Le´vy measure ν of the subordinator σ and let us define ν∞(t) =
ν(t,+∞) for t > 0. The well-definition of such function is given by (2.1). Indeed,
for t > 1,
ν(t,+∞) =
∫ +∞
t
ν(dx) =
∫ +∞
t
(1 ∧ x)ν(dx) ≤
∫ +∞
0
(1 ∧ x)ν(dx) < +∞
Instead, for t ∈ (0, 1), we have ∫ +∞1 ν(dx) < +∞ as before, while∫ 1
t
ν(dx) =
∫ 1
t
x
x
ν(dx) ≤ 1
t
∫ 1
t
xν(dx) =
1
t
∫ 1
t
(1 ∧ x)ν(dx) < +∞.
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As done in [13, 42], let us define the generalized Caputo derivative of a function v
in a certain function space as
∂Ψt v(t) =
d
dt
∫ t
0
ν∞(t− τ)(v(τ) − v(0))dτ.
Let us denote with D(∂Ψt ) the domain of such operator.
In particular, let us recall that, for λ ∈ H∗,
L[ν∞(·)](λ) = Ψ(λ)
λ
,
and for any v ∈ D(∂Ψt ) such that v(λ) := L[v(·)](λ) and L[∂Ψt v(·)](λ) are defined
for λ ∈ H∗, it holds that
L[∂Ψt v(·)](λ) = Ψ(λ)v(λ) −
Ψ(λ)
λ
v(0).
Finally, let us also recall that if v ∈ C1(0,+∞), then
∂Ψt v(t) =
∫ t
0
ν∞(t− τ)dv
dt
(τ)dτ.
Now, consider a function v : [0,+∞) × I 7→ R such that the Laplace transform
v(λ, x) := L[v(·, x)](λ) is well defined for x ∈ I and λ ∈ H∗. Suppose moreover
that v(λ, x) ∈ D(Lˆ, I) and ∂2∂x2 Lˆv(λ, x) is well defined for any x ∈ I and λ ∈ H∗.
Finally, suppose that ∂
2
∂x2 Lˆv(λ, x) is the Laplace transform of some L
∞ function.
On such function we can define the operator
Gv(t, x) =
[
ν∞ ∗ L−1λ→t
[
∂2
∂x2
Lˆv(λ, x)
]]
(t);
let us denote with D(G, I) the domain of G.
Now we are in position to prove that pΨH is a solution, in some sense, of the following
equation
(7.1) ∂Ψt v(t, x) =
1
2
Gv(t, x), (t, x) ∈ (0,+∞)× I
for some I ⊆ R. Following the lines of [14, 28], we will first introduce a weaker
notion of solution and then a stronger one.
Definition 7.1. We say that v : (0,+∞)× I → R with I ⊂ R is a mild solution
of equation (7.1) if
• v admits a Laplace transform v(λ, x) = L[v(·, x)](λ) for λ ∈ H∗;
• its Laplace transform v(λ, x) is solution of
(7.2) Ψ(λ)v(λ, x) − Ψ(λ)
λ
v(0, x) =
Ψ(λ)
2λ
∂2
∂x2
Lˆv(λ, x), λ ∈ H∗, x ∈ I.
Definition 7.2. We say that v : (0,+∞)×I → R with I ⊆ R is a classical solution
of equation (7.1) if
• v ∈ D(G, I);
• v(·, x) ∈ D(∂Ψt ) for any x ∈ I;
• for any x ∈ I the identity (7.1) holds for almost any t ∈ (0,+∞).
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Practically a mild solution is a weaker solution of equation (7.1). Indeed, we
say that v is a mild solution if it is Laplace transformable and its Laplace trans-
form solves equation (7.2), that is the family of second order ordinary differential
equation (in x) obtained from (7.1) by formally applying the Laplace transform in
t on both sides of the equation. In particular if v is a classical solution of (7.1) in
(0,+∞) × I, then it is Laplace transformable (since v ∈ D(G, I)). Thus, if ∂Φt v
is Laplace transformable, we can really apply the Laplace transform in t on both
sides of (7.1) obtaining Equation (7.2). This means that if v is a classical solution
of (7.1) and ∂Φt v is Laplace transformable, then v is also a mild solution of (7.2).
Now let us show in which sense pΨH(t, x) is solution of (7.1).
Theorem 7.1. pΨH(t, x) is a mild solution of equation (7.1) in (0,+∞)×R∗.
Proof. First of all, let us observe that we have pΨH ∈ D(Lˆ,R∗). Moreover, for
x ∈ R∗ we have, by using equation (6.15) and Lemma 6.1 that
∂2
∂x2
LˆpΨH(λ, x) =
∂2
∂x2
LpH(Ψ(λ), x) = L
(
∂2pH
∂x2
)
(Ψ(λ), x).
Now let us recall that pH(t, x) is a solution of the following equation:
∂pH
∂t
(t, x) =
1
2
V ′2,H(t)
∂2pH
∂x2
(t, x).
Now, since we have shown in Lemma 6.1 that the right hand side of this equation
is transformable for x 6= 0, let us consider its Laplace transform for λ ∈ H∗ and
x ∈ R∗:
λpH(λ, x) − pH(0, x) =
1
2
∂2
∂x2
LpH(λ, x).
Substituting Ψ(λ) in place of λ we have from equation (6.15) that
Ψ(λ)pH(Ψ(λ), x) − pH(0, x) =
1
2
∂2
∂x2
LpH(Ψ(λ), x) =
1
2
∂2
∂x2
LˆpΨH(λ, x).
Now let us use equation (6.13) to obtain
λpΨH(λ, x) − pH(0, x) =
1
2
∂2
∂x2
LˆpΨH(λ, x).
Now, since E(0) = 0 almost surely, we have pH(0, x) = p
Ψ
H(0, x) and then
λpΨH(λ, x) − pΨH(0, x) =
1
2
∂2
∂x2
LˆpΨH(λ, x).
Finally, multiplying by Ψ(λ)λ , we have
Ψ(λ)pΨH(λ, x) −
Ψ(λ)
λ
pΨH(0, x) =
Ψ(λ)
2λ
∂2
∂x2
LˆpΨH(λ, x).

Now we want to investigate under which hypotheses pΨH(t, x) is also a classical
solution of (7.1) in (0,+∞)×R∗. To do this, let us introduce the integrated tail
of the Le´vy measure, defined as
I(x) =
∫ x
0
ν∞(y)dy.
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In particular we have∫ x
0
ν∞(y)dy =
∫ x
0
∫ +∞
y
ν(dz)dy
=
∫ x
0
∫ x
y
ν(dz)dy +
∫ x
0
∫ +∞
x
ν(dz)dy
=
∫ x
0
∫ z
0
dyν(dz) + xν∞(x)
=
∫ x
0
zν(dz) + xν∞(x) < +∞
hence I(x) is well defined.
Let us show some asymptotic properties of such function.
Lemma 7.2. The following properties hold:
i For any λ ∈ H∗ we have limx→+∞ e−λxI(x) = 0;
i′ We have limx→+∞
I(x)
x = 0;
ii We have limx→0 I(x) = 0.
Proof. Let us recall that since
∫ +∞
0 (1∧ x)ν(dx) < +∞ we have that ν∞(x) < +∞
for any x > 1. Without loss of generality, we can suppose that λ ∈ R with λ > 0.
Hence we have
lim
x→+∞
I(x)
eλx
= lim
x→+∞
ν∞(x)
λeλx
= 0.
Moreover, since limx→+∞ ν∞(x) = 0, we have
lim
x→+∞
I(x)
x
= lim
x→+∞
ν∞(x) = 0.
Now recall from [5, Section 3.1, Proposition 1] that there exists a constant C such
that
I
(
1
x
)
≤ CΨ(x)
x
.
Moreover, from [40, Remark 3.3] and the fact that σ is a driftless subordinator, we
know that limx→+∞
Ψ(x)
x = 0. Hence we have
lim sup
x→+∞
I
(
1
x
)
≤ C lim
x→+∞
Ψ(x)
x
= 0
concluding the proof. 
To give some condition under which pΨH(t, x) is a classical solution of (7.1), we
need to introduce a particular function space that is the Widder space ([44])
CW (0,+∞) = {f ∈ C∞(0,+∞) : ‖f‖W < +∞}
where
‖f‖W = sup
λ>0, k∈N
λk+1
k!
|f (k)(λ)| < +∞.
For a function f : H∗ → R, we say that f belongs to the Widder space CW (0,+∞)
if and only if its restriction to the real line R+ belongs to CW (0,+∞).
A classical result (see [44] also for generalization) shows that the Lapalce transform
is an isometric isomorphism between L∞(0,+∞) and CW (0,+∞).
Now we are ready to prove the following result.
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Proposition 7.3. Suppose that for any x ∈ R∗ the function ∂2∂x2 LˆpΨH(·, x) belongs
to the Widder space CW (0,+∞). Then pΨH(t, x) is a classical solution of Equation
(7.1) for (t, x) ∈ (0,+∞)×R∗.
Proof. First of all, let us show that pΨH belongs to D(G,R∗). To do this, let us
just observe that since ∂
2
∂x2 Lˆp
Ψ
H(·, x) belongs to the Widder space CW (0,+∞), then
∂2
∂x2 Lˆp
Ψ
H(·, x) is the Laplace transform of some L∞(0,+∞) function. Moreover,
since ν∞ is in L1loc(0,+∞), the convolution product in G is well defined. Hence pΨH
belongs to D(G,R∗). Moreover, for any x ∈ R∗ there exists a constant CH(x) such
that ∣∣∣∣L−1λ→t [ ∂2∂x2 LˆpΨH(·, x)
]
(t)
∣∣∣∣ ≤ CH(x).
Now, let us recall, by property i′ of the previous Lemma, that there exists a constant
C1 such that I(t) ≤ C1t for any t ≥ 1. Hence we have, for t ≥ 1
|GpΨH(t, x)| ≤ I(t)CH(x) ≤ C1CH(x)t
and in particular there exists a constant C2 > 0 such that∣∣∣∣∫ t
0
GpΨH(s, x)ds
∣∣∣∣ ≤ C2CH(x)t2.
We have then that the function t 7→ ∫ t0 GpΨH(s, x)ds is Laplace transformable and
the Laplace transform is given by (sinceGpΨH is by definition Laplace transformable)
L
[∫ ·
0
GpΨH(s, x)ds
]
(λ) =
1
λ
L[GpΨH(·, x)](λ) =
Ψ(λ)
λ2
∂2
∂x2
LˆpΨH(λ, x).
Now, since pΨH(t, x) is mild solution of (7.1), we have that (by multiplying (7.2) by
1
λ and recalling that p
Ψ
H(0, x) = 0 for any x ∈ R∗)
Ψ(λ)
λ
pΨH(λ, x) =
Ψ(λ)
2λ2
∂2
∂x2
LˆpΨH(λ, x)
thus, by bijectivity of the Laplace transform, we have
(ν∞ ∗ pΨH(·, x))(t) =
1
2
∫ t
0
GpΨH(s, x)ds
Finally, since we have that |GpΨH(t, x)| ≤ C1CH(x)t, it is a L1loc(0,+∞) function,
hence (ν∞ ∗ pΨH(·, x))(t) is an absolutely continuous function and we can take the
derivative almost everywhere, concluding the proof. 
7.1. A revisited generalized Fokker-Planck equation. However, asking for
∂2
∂x2 Lˆp
Ψ
H(·, x) to be in CW (0,+∞) could be quite a strong assumption. To overcome
such problem, let us introduce another operator. Consider a function v : (0,+∞)×
I 7→ R for some I ⊆ R such that the Laplace transform v(λ, x) = L[v(·, x)](λ) is
well defined for λ ∈ H∗. Suppose moreover that v(λ, x) ∈ D(Lˆ, I) and ∂2∂x2 Lˆv(λ, x)
is well defined for any λ ∈ H∗ and x ∈ I. Finally, suppose that the function
λ ∈ H∗ 7→ Ψ(λ)λ ∂
2
∂x2 Lˆv(λ, x) is the Laplace transform of some function. Then we
can define on such function the operator
G v(t, x) = L−1λ→t
[
Ψ(λ)
λ
∂2
∂x2
Lˆv(λ, x)
]
(t);
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let us denote with D(G, I) the domain of such operator.
Let us observe that by definition D(G, I) ⊆ D(G, I) and if v ∈ D(G, I) then
G v(t, x) = Gv(t, x).
We can now investigate the following equation
(7.3) ∂Ψt v(t, x) =
1
2
G v(t, x) (t, x) ∈ (0,+∞)× I.
Concerning the definition of solution, mild solutions of (7.1) and (7.3) coincide.
However, we need to give a different definition of classical solution.
Definition 7.3. We say that v : (0,+∞)×I → R with I ⊆ R is a classical solution
of Equation (7.3) if
• v ∈ D(G, I);
• v(·, x) ∈ D(∂Ψt ) for any x ∈ I;
• for any x ∈ R∗ the identity (7.3) holds for almost any t ∈ (0,+∞).
Obviously, classical solutions of (7.1) are also classical solutions of (7.3), but the
vice-versa is not true.
Now, we want to show that pΨH(t, x) is classical solution of (7.3). To do this, we
will need the following Lemma.
Lemma 7.4. Suppose that pΨH(t, x) belongs to D(∂Ψt ). Then ∂Ψt pΨH(t, x) is Laplace
transformable.
Proof. Let us first consider 0 < ε < M , λ ∈ H∗ and x ∈ R∗. Without loss of
generality, we can consider λ ∈ R with λ > 0. We have, since pΨH(0, x) = 0,
∫ M
ε
e−λt
d
dt
(∫ t
0
ν∞(τ)pΨH(t− τ, x)dτ
)
dt = λe−λε
∫ ε
0
ν∞(τ)pΨH(ε− τ, x)dτ
− λe−λM
∫ M
0
ν∞(τ)pΨH(M − τ, x)dτ
+ λ
∫ M
ε
e−λt
(∫ t
0
ν∞(τ)pΨH(t− τ, x)dτ
)
dt.
(7.4)
Let us pose
I1(ε) := e
−λε
∫ ε
0
ν∞(τ)pΨH(ε−τ, x)dτ I2(M) := e−λM
∫ M
0
ν∞(τ)pΨH(M−τ, x)dτ.
For I1(ε), we have from Lemma 6.3
I1(ε) ≤ CH(x)I(ε)
and then, taking the limit as ε→ 0 and using property ii of Lemma 7.2 we have
lim sup
ε→0
I1(ε) ≤ C(x) lim
ε→0
I(ε) = 0.
For I2(M), we have from Lemma 6.3
I2(M) ≤ CH(x)e−λM I(M)
and then, taking the limit asM → +∞ and using property i of Lemma 7.2 we have
lim sup
M→+∞
I1(M) ≤ C(x) lim
M→+∞
e−λMI(M) = 0.
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Now, taking the limit for ε→ 0 and M → +∞ in Equation (7.4) we have∫ +∞
0
e−λt
d
dt
(∫ t
0
ν∞(τ)pΨH(t− τ, x)dτ
)
dt = λ
∫ +∞
0
e−λt
(∫ t
0
ν∞(τ)pΨH(t− τ, x)dτ
)
dt.
Now let us consider the function
I3(τ) = λ
∫ +∞
τ
e−λtν∞(τ)pΨH(t− τ, x)dt.
By Fubini’s theorem, it is enough to show that I3(τ) ∈ L1((0,+∞), dτ) to conclude
the proof. To do that, let us observe, by Lemma 6.3, that
I3(τ) ≤ CH(x)ν∞(τ)
∫ +∞
τ
λe−λtdt = CH(x)ν∞(τ)e−λτ
and ∫ +∞
0
I3(τ)dτ ≤ CH(x)
∫ +∞
0
ν∞(τ)e−λτdτ =
Ψ(λ)
λ
concluding the proof. 
Now we can prove the following result.
Theorem 7.5. If pΨH(t, x) ∈ D(∂Ψt ) then pΨH(t, x) is classical solution of (7.3) in
(0,+∞)×R∗.
Proof. Let us recall that pΨH is mild solution of (7.1), hence
Ψ(λ)pΨH(λ, x) −
Ψ(λ)
λ
pΨH(0, x) =
Ψ(λ)
2λ
∂2
∂x2
LˆpΨH(λ, x).
Now, since pΨH and ∂
Ψ
t p
Ψ
H are Laplace transformable for x ∈ R∗, we have that
L[∂Ψt pΨH(·, x)](λ) = Ψ(λ)pΨH(λ, x) −
Ψ(λ)
λ
pΨH(0, x)
hence in particular Ψ(λ)λ
∂2
∂x2 Lˆp
Ψ
H(λ, x) is the Laplace transform of some function
(that is ∂Ψt p
Ψ
H itself). Thus we have that p
Ψ
H ∈ D(G,R∗). Finally, to obtain
equation (7.3), one just have to apply the inverse Laplace transform to both sides
of (7.2). 
Remark 7.6. Recall that ([40]) a Bernstein function Ψ is said to be special if the
conjugate function Ψ∗(λ) = λΨ(λ) is still a Bernstein function. In such case, denoting
with ν∗ the Le´vy measure associated with Ψ∗ and with ν∗∞(t) = ν
∗(t,+∞), we can
defined the operator
I
Ψ∗u(t) = (u ∗ ν∗∞)(t).
For u sufficiently smooth, as stated in [32], the operator IΨ
∗
acts as the inverse of
∂Ψt , in particular
I
Ψ∗∂Ψt u(t) = u(t)− u(0).
For this reason, for x ∈ R∗, if pΨH(t, x) belongs to D(∂Ψt ), then pΨH(t, x) is also
solution of the integral equation
pΨH(t, x) =
1
2
I
Ψ∗GpΨH(t, x), (t, x) ∈ (0,+∞)×R∗.
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However, taking the Laplace transform of the right-hand side we have
L
[
I
Ψ∗GpΨH(·, x)
]
(λ) =
1
Ψ(λ)
Ψ(λ)
λ
∂2
∂x2
L̂pΨH(λ, x)
=
1
λ
∂2
∂x2
L̂pΨH(λ, x).
Defining the operator
Gu(t, x) = L−1λ→t
[
1
λ
∂2
∂x2
L̂u(λ, x)
]
where u(λ, x) = L[u(·, x)](λ) (denoting its domain as D(G)) we have then, by taking
the inverse Laplace transform, that pΨH is solution of the following equation
pΨH(t, x) =
1
2
GpΨH(t, x), (t, x) ∈ (0,+∞)×R∗.
Moreover, if ∂
2
∂x2 L̂p
Ψ
H(λ, x) belongs to CW (0,+∞), then
GpΨH(t, x) =
∫ t
0
L−1λ→τ
[
∂2
∂x2
L̂pΨH(λ, x)
]
(τ)dτ
and then pΨH is solution of the equation
pΨH(t, x) =
1
2
∫ t
0
L−1λ→τ
[
∂2
∂x2
L̂pΨH(λ, x)
]
(τ)dτ, (t, x) ∈ (0,+∞)×R∗.
In particular pΨH is an absolutely continuous function and it solves, for any x ∈ R∗
and almost every t > 0,
d
dt
pΨH(t, x) =
1
2
L−1λ→t
[
∂2
∂x2
L̂pΨH(λ, x)
]
(t).
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