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Re´sume´
Une partition floue assigne a` chaque objet (parmi n objets) une distribution sur a
cate´gories. Par des me´thodes d’alge`bre line´aire e´le´mentaire, on de´finit et e´tudie des pro-
prie´te´s telles que l’emboˆıtement des partitions, leur ite´ration, ou leur stabilite´ en relation
avec une autre partition. L’introduction de mesures de similarite´s “naturelles” entre ob-
jets, non ponde´re´es (R) ou ponde´re´es (T , P ) permet de de´finir des distances euclidiennes
entre objets, mais aussi entre partitions, lesquelles peuvent alors eˆtre repre´sente´es comme
des points dans un espace factoriel de basse dimensionalite´ par MDS classique. Les
versions ponde´re´es T et P diffe`rent pour les partitions floues, et engendrent diverses
constructions formelles n’ayant pas d’e´quivalent au niveau des partitions ordinaires
(=de´terministes). Ce travail sugge`re une certaine vue de l’analyse multivarie´e de va-
riables cate´gorielles floues, autrement dit de l’analyse des correspondances floues mul-
tiples1.
1 Matrices d’appartenance
De´finition 1 Une partition floue A de n objets en a groupes est de´finie par une matrice
(n × a) d’appartenance ZA = (zij) telle que zij ≥ 0,
∑a
j=1 zij = 1 (∀i = 1, . . . , n) et
nAj :=
∑n
i=1 z
A
ij > 0 (∀j = 1, . . . , a). La notion d’appartenance en jeu peut s’interpre´ter
comme zij = “probabilite´ que l’objet i appartienne au groupe j”.
La partition est de´terministe si zij = 1 ou zij = 0 pour tous i, j, i.e. si z2ij = zij . La
partition est pleine si rang(Z) = a, et de´fective si rang(Z) < a.
Une partition de´terministe est pleine. En ge´ne´ral, Z est forme´ de c(A) ≤ a sous-blocs
irre´ductibles indice´s par J = 1, . . . , c(A). Chaque composante J est constitue´e (en lignes)
de groupes j tels que zij′ = 0 si zij > 0, pour j ∈ J et j′ /∈ J ; de meˆme, chaque composante
J est constitue´e (en colonnes) d’objets i tels que zij = 0 si j /∈ J . On de´finit les matrices
(a× a)
B := Z ′Z i.e. bjj′ :=
∑
i
zijzij′ N := diag(1′Z) i.e. njj′ := δjj′ nj (1)
1Le travail a be´ne´ficie´ de discussions stimulantes avec M. Rajman dans le cadre du projet UNIL-EPFL
“Clavis” (2001).
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On a bjj′ = 0 si j et j′ appartiennent a` des composantes J et J ′ diffe´rentes. Aussi
c(A) = m ⇔ A est de´terministe ⇔ B = N
rang(Z) = m ⇔ A est pleine ⇔ B−1 existe
Lorsque A n’est pas de´terministe, G := N−1B diffe`re de l’identite´ et ge´ne`re des partitions
itere´es d’ordre r de´finies comme Z(r) := Z Gr−1, avec limite z(∞)ij = nj I(i ∈ J(j))/nJ(j)
(ou` I(E) est la fonction caracte´ristique de l’e´ve´nement E). La partition Z(∞) est pleine ssi
A est de´terministe.
Exemple 1 : on conside`re la partition floue A de n = 5 objets dans a = 4 groupes avec
ZA =

1 0 0 0
0.2 0.8 0 0
0 1 0 0
0 0 0.6 0.4
0 0 0.2 0.8
 N =
 1.2 0 0 00 1.8 0 0
0 0 0.8 0
0 0 0 1.2
 B =
 1.04 0.16 0 00.16 1.64 0 0
0 0 0.4 0.4
0 0 0.4 0.8

2 Similarite´s et distances entre objets
Soit S = (sii′) une matrice ge´ne´rale de similarite´s entre objets, de´finie non ne´gative, et
telle que sii′ ≥ 0, sii′ = si′i et sii′ ≤ √sii si′i′ . Les matrices R := ZZ ′, T := ZN−1Z ′ et
(pour une partition pleine) P := ZB−1Z ′ constituent trois candidats naturels pour S :
rii′ :=
a∑
j=1
zij zi′j tii′ :=
a∑
j=1
zij zi′j
nj
pii′ :=
a∑
j,j′=1
zij b
(−1)
jj′ zi′j′ (2)
R = (rii′) de´finit, pour une partition de´terministe, la relation d’e´quivalence “i et i′ ap-
partiennent au meˆme groupe”. T = (tii′) est une matrice de transition markovienne de
distribution stationnaire pii = 1/n, ve´rifiant
∑
i′ tii′ = 1 ; P = (pii′) (pour lequel pii′ ≥ 0
peut eˆtre viole´, |pii′ | ≤ √pii pi′i′ restant valide) est une matrice de projection ve´rifiant
P 2 = P . On a T = P ssi la partition est de´terministe. Aussi, les ite´re´s de T et P construits
a` partir de Z(r) := Z Gr−1 ve´rifient T (r) = T 2r−1 et P (r) = P .
Par le the´ore`me de Schoenberg2 (MDS classique), les quantite´s DSii′ := (d
S
jj′)
2 = sii +
si′i′ − 2sii′ constituent des (carre´s de) distances euclidiennes, pour lesquelles une configura-
tion exacte de dimension ≤ n−1 peut eˆtre reconstitue´e par MDS classique (diagonalisation
de S). Explicitement
DRii′ =
∑
j
(zij − zi′j)2 DTii′ =
∑
j
(zij − zi′j)2
nj
DPii′ =
∑
jj′
(zij − zi′j)b(−1)jj′ (zij′ − zi′j′)
(3)
2SCHOENBERG, I.J. (1935) : “Remarks to Maurice Fre´chet’s article “Sur la de´finition axiomatique
d’une classe d’espaces vectoriels distance´s applicables vectoriellement sur l’espace de Hilbert”” Annals of
Mathematics, 36, 724-732
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Ainsi, pour une partition de´terministe, on a
rii′ = 1 tii′ = pii′ =
1
nj
DRii′ = D
T
ii′ = D
P
ii′ = 0 pour i, i
′ ∈ j
rii′ = tii′ = pii′ = 0 DRii′ = 2 D
T
ii′ = D
P
ii′ =
1
nj
+ 1nj′ pour i ∈ j, i
′ ∈ j′ avec j 6= j′
Exemple 1, suite : les matrices de similarite´ et distances entre objets associe´es sont
R =

1 .2 0 0 0
.2 .68 .8 0 0
0 .8 1 0 0
0 0 0 .52 .44
0 0 0 .44 .68
 T =

.83 .17 0 0 0
.17 .39 .44 0 0
0 .44 .56 0 0
0 0 0 .58 .42
0 0 0 .42 .58
 P =

.98 .12 −.10 0 0
.12 .40 .48 0 0
−.10 .48 .62 0 0
0 0 0 1 0
0 0 0 0 1

DR =
(
0 1.28 2 1.52 1.68
1.28 0 .08 1.2 1.36
2 .08 0 1.52 1.68
1.52 1.2 1.52 0 .32
1.68 1.36 1.68 .32 0
)
DT =
(
0 .89 1.39 1.42 1.42
.89 0 .06 .97 .97
1.39 .06 0 1.14 1.14
1.42 .97 1.14 0 .33
1.42 .97 1.14 .33 0
)
DP =
(
0 1.14 1.79 1.98 1.98
1.14 0 .07 1.40 1.40
1.79 .07 0 1.62 1.62
1.98 1.40 1.62 0 2
1.98 1.40 1.62 2 0
)
3 Partitions emboˆıte´es
De´finition 2 La partition B (de´finie par la matrice (n × b) d’appartenance ZB) est plus
grossie`re que la partition A (de´finie par la matrice (n × a) d’appartenance ZA), i.e. A est
plus fine que B, note´ B ≤ A, si ZB = ZA WAB ou` WAB = (wABjk ) est une matrice (a × b)
avec wABjk ≥ 0 et
∑b
k=1w
AB
jk = 1.
La relation “B ≤ A” est un ordre partiel, d’e´le´ment minimal O (avec zOij ≡ 1 : partition
a` un groupe) et d’e´le´ment maximal N (avec zNij = δij : partition a` n groupes). Aussi, si
B ≤ A (partitions pleines), alors PAPB = PBPA = PB. La se´quence A(r) de partitions
associe´es a` Z(r) est de´croissante : A(r+1) ≤ A(r).
4 Distances entre partitions
SA = (sAii′) et S
B = (sBii′) e´tant les similarite´s associe´es aux partitions A et B, une
distance euclidienne (quadratique) entre ces dernie`res peut eˆtre de´finie comme
DSA,B :=
∑
ii′
(sAii′ − sBii′)2 = Tr(SA − SB)2 = Tr((SA)2) + Tr((SB)2)− 2Tr(SA SB) (4)
Par construction, le MDS classique applique´ a` un ensemble de partitions munies de la
distance DSA,B permet de visualiser exactement la configuration de fac¸on euclidienne, chaque
partition e´tant repre´sente´e par un point (voir figure 1).
Exemple 2 Soient n = 5 objets. On de´finit A comme dans l’exempls 1 ; B comme la
partition (123; 45) ; C comme(12; 345) ; D ≡ N comme (1; 2; 3; 4; 5) ; E ≡ O comme (12345),
et F ≡ A(∞) comme la partition ite´re´e limite :
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Fig. 1 – Visualisation euclidienne des distances entre partitions DSA,B, pour les 6 partitions
de l’exemple (2), dans les versions S = R (gauche), S = T (milieu) and S = P (droite). D
and E sont confondues dans les versions T et P ; B et F sont confondues dans la version T .
Enfin, F est de´fective et donc non repre´sentable dans la version P .
ZB =
(
1 0
1 0
1 0
0 1
0 1
)
ZC =
(
1 0
1 0
0 1
0 1
0 1
)
ZD =
(
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
)
ZE =
(
1
1
1
1
1
)
ZF =
(
0.4 0.6 0 0
0.4 0.6 0 0
0.4 0.6 0 0
0 0 0.4 0.6
0 0 0.4 0.6
)
qui de´finissent les dissimilarite´s entre partitions suivantes (dans l’ordre alphabe´tique) :
DT =

0 0.63 1.37 1.74 1.74 0.63
0.63 0 1.11 3 3 0
1.37 1.11 0 3 3 1.11
1.74 3 3 0 0 3
1.74 3 3 0 0 3
0.63 0 1.11 3 3 0
 D
P =

0 2 2.63 1 1
2 0 1.11 3 3
2.63 1.11 0 3 3
1 3 3 0 0
1 3 3 0 0

En ge´ne´ral, pour des partitions floues et pleines, B ≤ A entraˆıne DPA,B = Tr(PA) −
Tr(PB) = a− b, et donc DPA,C = DPA,B +DPB,C pour C ≤ B ≤ A (ou A ≤ B ≤ C) .
Dans le cas de partitions A et B de´terministes a` a et b groupes, on a DRA,B = NA,A +
NB,B− 2NA,B et DTA,B = DPA,B = (a− 1)+ (b− 1)− 2n χ2A,B, ou` NA,B est le nombre de paires
d’objets classe´s dans le meˆme groupe j de A et k de B, et χ2A,B est le chi2 usuel associe´ a`
la table de contingence njk (=nombre d’objets dans le groupe j de A et k de B). De plus,
DRA,B =
∑a
j=1 ρ
B
j et D
T
A,B = D
P
A,B =
∑a
j=1 τ
B
j , ou` ρ
B
j := n
2
j−2
∑
i,i′∈j r
B
ii′ +
∑
i∈j;i′ r
B
ii′ ≥ 0 et
τBj := 1− 2nj
∑
i,i′∈j p
B
ii′ +
∑
i∈j p
B
ii ≥ 0. Les quantite´s ρBj et τBj s’interpre`tent comme mesures
d’instabilite´ du groupe j de A relativement a` la partition B. En particulier, ρNj = nj (nj−1)
et τNj = nj−1, qui souligne l’instabilite´ des grands groupes face a` N ; aussi, ρOj = (n−nj)nj
(groupes moyens instables face a` O) et τOj = n−njn (petits groupes instables face a` O).
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