We show that the enclosure method introduced here is applicable to inverse scattering problems in two dimensions. Using the single set of the Cauchy data of a solution of the Helmholtz equation, we give some formulae for extracting the value of the support functions of unknown sound-hard polygonal obstacles and piecewise linear cracks from the set. AMS: 35R30
Introduction
The aim of this paper is to show that the enclosure method introduced by the author is applicable to inverse scattering problems in two dimensions.
First we review the enclosure method in a typical inverse problem (see [11] for a survey on the method). Let Here ν is the outward normal relative to B R (0) \ D. In [9] we considered the problem of extracting information about the location and shape of D from the single set of the Cauchy data u and ∂u/∂ν on |x| = R. Define Note that there is no restriction of u or ∂u/∂ν on |x| = R at the cost of the condition (1.1); v satisfies the Laplace equation v = 0. In [13] a numerical implementation of an algorithm based on the formula (1.2) has been done. In this paper, we establish a formula similar to (1.2) in the case when u satisfies the Helmholtz equation u + k and k > 0 are fixed. This means that our method makes use of only one incident plane wave at fixed wave number. For another approach sharing this feature see [14] . Therein a summary of several methods in inverse obstacle scattering problems is also given.
The enclosure method presented in this paper makes use of a special solution of the Helmholtz equation with a large parameter τ that has a different behaviour across a line as τ −→ ∞. The property affects the different behaviour of the indicator function (see (2. . (1.4) Note that v satisfies the Helmholtz equation v + k 2 v = 0. In [12] we considered a similar problem in which D is replaced with sound-hard linear cracks and studied an integral with large parameter τ similar to (1.3). It turned out that it is quite difficult to determine the complete asymptotic expansion as τ −→ ∞. In this paper, we introduce the new parameter s given by
We see that τ is represented by s rationally as
Then we discovered that (1.3) has a simple complete asymptotic expansion as s −→ ∞. And using the argument similar to that of [9] and the special feature of u, one concludes that there is a nonzero coefficient in the expansion of ( 
Extend ξ(s) for an arbitrary nonzero complex number z just by replacing s with z. It is easy to see that the map ξ( · ) :
is injective and its image coincides with the set {aω + ibω
This fact has been described and used in [5] for a different purpose. Note that (1.5) is equivalent to the equation
It would be interested to apply the method presented in this paper to the corresponding problems: for the equation ∇ · γ∇u + k 2 u = 0 where γ is piecewise constant (see [10] for the case when k = 0 which gives us a quantitative explanation of Friedman-Isakov's uniqueness theorem ([6])); for the Maxwell equations or in three-dimensions. Those belong to our future works. Anyway it is sure that the enclosure method provides us with many mathematical problems.
The outline of this paper is as follows. In Section 2 we describe the definition of the indicator function and the two main results. These are proved in Section 5. The proof is based on the complete asymptotic expansion formula of the indicator function as derived in Section 4. To establish the expansion formula we require an expansion formula of an oscillatory integral with a large parameter modulo rapidly decreasing with respect to the parameter; this formula is found in Section 3.
Description of the two main results
We divide the results into two cases. 
the condition at infinity
Note that u is identified with a smooth function in R
2
\ D and thus (2.2) has a meaning. (2.1) is a weak formulation of the boundary condition ∂u/∂ν = 0 on ∂D. Note that ν stands for the unit outward normal relative to B R (0) \ D. We do not assume anything more about u. This is the minimum requirement for the enclosure method. Remark 2.1. One can easily show that the radiation condition for the reflected wave
2) keeping other conditions on u. The proof of this fact proceeds along the same lines as Appendix of [12] . See also [4] for the radiation condition and its consequences; applying the variational method presented in [8] 
where −∞ < t < ∞, τ > 0 and v is given by (1.4). The first result is 
Needless to say, the counting number of ω that is not regular with respect to D is finite. Therefore we do not need to worry about the choice of such ω. There is no additional assumption on D like (1.1) and the incident direction d. 
is a weak formulation of the boundary condition ∂u/∂ν = 0 on Σ. Define the indicator function I ω (τ, t) just by replacing u in (2.3) with u in this subsection.
Theorem 2.2. Let ω be regular with respect to Σ. If every end points of
is valid. Moreover, we have: Note that ν on Σ j ∩ B η (x 0 ) for sufficiently small η > 0 becomes a constant vector if x 0 is an end point of Σ j . Theorem 2.2 is an extension of a result in [12] . Therein we did not introduce s given by (1.5). This yields an unnecessary complexity of the analysis of the asymptotic behavior of the indicator function at t = h Σ (ω) when the line x · ω = h Σ (ω) hits a vertex of D that belongs to some Σ j and not an end point of Σ j . Thus we could treat only the case when all Σ j are given by closed segments.
An expansion formula of an oscillatory integral
Let −π < θ < 0, µ ≥ 0 and η > 0. Set
where τ > 0 and J µ denotes the Bessel function of order µ given by the formula
In this section we prove the following.
Proposition 3.1. Let τ be given by (1.6). As s −→ ∞ the formula
is valid.
This section is divided into three parts:
(1) description of three lemmas; (2) a proof of Proposition 3.1 by using those three lemmas; (3) proofs of three lemmas. The followings are needed for the proof of Proposition 3.1.
is valid where
Lemma 3.3.
Proof of Proposition 3.1. A combination of (3.3) and (3.4) for σ = 2j + µ gives
(3.6) Now let l = l . Then (3.6) becomes
.
Now from (3.5), (3.7) and (3.8) one obtains
Then from (3.9) we obtain
Since l is arbitrary, we obtain the desired formula (3.2) . This completes the proof of Proposition 3.1.
Then we have
(3.10)
By [15] , p.59, Ex.9.6., we have
Using this together with integration by parts, we have the estimation of the third term on the right-hand side of (3.10):
On the other hand, since as x −→ 0
for sufficiently small η l > 0 we have
This yields
dr.
(3.13)
Note that
Then from those and (3.13) one gets
(3.14)
Therefore from (3.10), (3.12) and (3.14) we obtain (3.3). A combination of this with (3.16) yields
Proof of Lemma 3.2. Define
On the othr hand we already know the formula (see [9] )
A combination of (3.15) for α = σ + n 1 + 1 and (3.18) gives One can write
If n = 0, then we have
Let n ≥ 1. Since Γ(σ + n 1 + 1 + (n 2 − 1) + 1) = {σ + n 1 + 1 + (n 2 − 1)}Γ(σ + n 1 + (n 2 − 1))
. . .
From (3.21) ∼ (3.23), we obtain
Now from this and (3.20) we obtain the desired formula. 
one can rewrite 
Since 1 − ϕ = 1 on |x| = R, we have the first formula
Since ∂D is Lipschitz and v is smooth on B R (0) \ D , we have the second formula
Note that ν is outward to Ω \ D. From these two formulae we obtain
However, since ϕ v = 0 on |x| = R, from (2.1) one has
In this subsection we always assume that ω is regular with respect to D. Let x 0 denote the only one point of the set {x | x · ω = h D (ω)} ∩ ∂D. x 0 has to be a vertex of D. We denote by Θ the outside angle at the vertex x 0 . Θ satisfies π < Θ < 2π since ω is regular with respect to D. If one chooses a sufficiently small η > 0, then one can write
Note that η can be arbitrary small; det (a a ):
It is easy to see that
Note that ν is the unit outward normal relative to Ω \ D. From these we have
Here we state a fact which can be easily seen with a minor modification of the proof of the corresponding fact in the case when k = 0 given in [7] (see also [3] ).
where 
Fix l ≥ 1. Recalling (3.1) for µ = µ m , from (4.2) ∼ (4.4), (4.7) and (4.8) one obtains
).
(4.9)
Then (4.9) becomes
where
and A m (τ ) is independent on u. Note that we have used the relationship Θµ m = (m−1)π.
Here we introduce the new parameter given by (1.5) and make use of the crucial formula (3.2) for µ = µ m . Then, from (4.10) we obtain the complete asymptotic expansion of the indicator function as s −→ ∞.
Theorem 4.1. As s −→ ∞ the formula
Sound-hard piecewise linear cracks
Next we consider Case II. The starting point is the expression whose proof is essentially same as that of Proposition 4.1. We omit the description of the proof.
Proposition 4.3. The formula
The case divided into two subcases. First consider the case when every end points of
should be a vertex of D and a point where two segments in some Σ j meet. This means Γ p and Γ q in Subsection 4.1 should be a part of Σ j . Then we take the completely same polar coordinates as those of Subsection 3.1.
The same comment as that on Proposition 4.2 works for the following. 
A combination of (4.13) and (4.14) gives
A combination of (4.15) and (4.16) gives 
Then, from (4.17) and (4.18) we have, for each l = 1,
(4.19) Recalling (3.1) for µ = λ ± m , from (4.3) and (4.4) one can write
Here we introduce the new parameter s given by (1.5). Then, from (3.2) for µ = λ 
Here from the relationship Θ + p = 2π + q, we see the cancellation of the coefficient of the expansion that contains α Therefore we obtain 
This formula is similar to that of Theorem 4.1. The coefficients of u − do not appear in the expansion.
Finally we lightly comment on the case when there is an end point of some Σ j such that x·ω = h Σ (ω). Since ω is regular with respect to Σ, x 0 ∈ Σ with x 0 ·ω = h Σ (ω) should be just the point. Then, it is not difficult to prove the following proposition and theorem which correspond to the case when p = q in Proposition 4.2, Theorem 4.1, respectively. 
, 0 < r < η.
Theorem 4.3. As s −→ ∞ the formula
, is valid. Then, a combination of the standard reflection argument (e.g. [2] ) and the uniqueness of the Cauchy problem for the Helmholtz equation yields that ∂u/∂ν p = 0 on the half line starting at x 0 toward infinity opposite to another endpoint of Γ p ; ∂u/∂ν q = 0 on the half line starting at x 0 toward infinity opposite to another endpoint of Γ q . Here ν p and ν q denote the unit vector normal to Γ p and Γ q , respectively. They are linearly independent. Then (2.2) yields that d · ν p = d · ν q = 0. However, this is impossible. The case when every end points of Σ 1 , Σ 2 , · · · , Σ m satisfies x · ω < h Σ (ω), the proof is almost parallel to that of Theorem 2.1 by virtue of Theorem 4.2. The proof in the case when there is an end point x 0 of some Σ j such that x 0 · ω = h Σ (ω) is almost similar to that of [12] .
