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ABSTRACT
The quantum internet is one of the frontiers of quantum information science. It will revolutionize the
way we communicate and do other tasks, and it will allow for tasks that are not possible using the
current, classical internet. The backbone of a quantum internet is entanglement distributed globally
in order to allow for such novel applications to be performed over long distances. Experimental
progress is currently being made to realize quantum networks on a small scale, but much theoretical
work is still needed in order to understand how best to distribute entanglement and to guide the
realization of large-scale quantum networks, and eventually the quantum internet, especially with
the limitations of near-term quantum technologies. This work provides an initial step towards
this goal. The main contribution of this thesis is a mathematical framework for entanglement
distribution protocols in a quantum network, which allows for discovering optimal protocols using
reinforcement learning. We start with a general development of quantum decision processes,
which is the theoretical backdrop of reinforcement learning. Then, we define the general task
of entanglement distribution in a quantum network, and we present ground- and satellite-based
quantum network architectures that incorporate practical aspects of entanglement distribution. We
combine the theory of decision processes and the practical quantum network architectures into an
overall entanglement distribution protocol. We also define practical figures of merit to evaluate




Quantum mechanics is the study of physical phenomena that occur at the atomic and molecular
levels. It is well known by now that superposition, entanglement, and tunneling are phenomena that
arise at such microscopic levels and are not predicted by the theory of classical mechanics. The
existence of these phenomena have profound consequences for science, technology, and humanity
as a whole, one of which is the possibility of a quantum internet, which is the subject of this thesis.
The quantum internet [1–5] is envisioned to be a global-scale interconnected network of
devices that exploit these uniquely quantum-mechanical phenomena, particularly superposition and
entanglement. By operating in tandem with today’s internet, it will allow people all over the world
to perform quantum communication tasks.
“Quantum communication”, broadly speaking, refers to the task of sending information that is
encoded into the states of a quantum-mechanical system. The study of quantum communication
arises from the merging of the fields of information theory and quantum mechanics, often called
quantum information theory, or quantum information science more broadly. The main idea is to
think of quantum systems as carriers of information. Then, just as the “bit” is the basic unit of
information in classical information theory, the “qubit” is the basic unit of information in quantum
information theory. From an information-theoretic perspective, a qubit is any two-level quantum
system, and the details of how the qubit is realized in practice are typically not important. Examples
of physical realizations of qubits include the ground state and first excited state of an atom, or a
single photon in one of two modes of light.
One of the most remarkable practical applications in quantum communication, and one of the
primary use cases of the quantum internet in the near term, is quantum key distribution (QKD)
[6–11]. QKD is a quantum communication protocol that uses qubits to enable secure (classical)
communication. QKD offers, in principle, unconditional (information-theoretic) security, even
against adversaries with a quantum computer. This level of security is important because most
current global communication systems rely on encryption protocols that are secure only under
computational hardness assumptions, and the discovery of Shor [12–14] tells us that a quantum
computer is capable of breaking them.
We are now at the point where we can begin to realize a global-scale quantum internet. Indeed,
with several metropolitan-scale QKD systems already in place [15–22], and with the development
of quantum computers proceeding at a steady pace [23–25], the time is right to begin transitioning
to quantum communication systems before quantum computers render current communication
systems defenseless [26–28]. In addition to QKD, a quantum internet will allow for the execution of
other quantum-information-processing tasks, such as quantum teleportation [29–31], quantum clock
synchronization [32–35], distributed quantum computation [36], distributed quantum metrology
and sensing [37–39]. A quantum internet will also allow for exploring fundamental physics [40],
and for forming an international time standard [41].
Building the quantum internet is a major challenge. All of the aforementioned tasks make
use of shared entanglement between distant locations on the earth, which is typically distributed
using single-photonic qubits sent through either the atmosphere or optical fibers. These schemes
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Figure 1.1. Representation of a quantum network as a hypergraph. The vertices
represent the nodes (senders and receivers) of the network, and the edges represent
entangled states shared by the corresponding nodes. (We provide a brief overview of
graph theory in Section 2.3.) Edges between two nodes (shown in red) represent bipartite
entanglement, while hyperedges (consisting of more than two nodes and indicated by a
blue bubble) represent multipartite entanglement. Nodes can be connected by multiple
edges, indicating that they can share multiple entangled states simultaneously.
require reliable single-photon sources, quantum memories with high coherence times, and quantum
gate operations with low error. From the theoretical side, it is well known that optical signals
transmitted through either the atmosphere or optical fibers undergo an exponential decrease in the
transmission success probability with distance [42–44], limiting direct transmission distances to
roughly hundreds of kilometers. Therefore, one of the central research questions in the theory of
quantum networks is how to overcome this exponential loss and thus to distribute entanglement
over long distances efficiently and at high rates.
The initial theoretical proposal [45–47] for long-distance entanglement distribution involves
placing devices called quantum repeaters at intermediate points between the end points of a
communication line, whose task is to mitigate the effects of loss and noise along the communication
line, thereby making the quantum information transmission more reliable. A vast body of literature
now exists on a variety of theoretical quantum repeater schemes [45, 46, 48–77]. (See also Refs. [47,
78, 79] and the references therein.). All of these proposals deal almost exclusively with a single
transmission line connecting a sender and a receiver. However, for a quantum internet, we need to
go beyond a single transmission line, and we need to consider multiple transmission lines operating
in parallel. A proper theoretical framework needs to be established in order to guide real-world
implementations. The first step in this direction is to consider small-scale quantum networks.
As shown in Figure 1.1, a quantum network can be modeled as a graph. The vertices of the
graph represent the senders and receivers in the network, and the edges represent elementary links,
which are entangled states shared by the corresponding nodes. The edges can be between two nodes
only, as indicated by the red lines, or they can be hyperedges connecting three or more nodes, as
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indicated by the blue bubbles. Groups of nodes can be connected by more than one edge, and
in this case the graph is called a multigraph. Multiple edges between nodes are shown explicitly
in Figure 1.1 for two-node edges, although we can also have multiple hyperedges between a set
of adjacent nodes. Each of these edges is regarded as a distinct edge in the graph. The goal of
entanglement distribution in a quantum network is to use the elementary links to form virtual links,
i.e., entangled states shared by nodes that are not physically connected to each other by elementary
links.
Considering a quantum network such as the one in Figure 1.1, as opposed to just one line
between a sender and a receiver, is a much more complicated setting that leads to questions about,
e.g., routing [80–89] and multicast communication (simultaneous communication between several
senders and receivers). Consequently, protocols in a general quantum network can be much more
varied than protocols along a linear chain of nodes. As done in classical networking, it is possible to
develop a so-called “quantum network stack”, which divides the various steps of a quantum network
protocol into distinct layers of functionality [62, 65, 90, 91]. Along these lines, quantum network
protocols have been described from an information-theoretic perspective in Refs. [86, 87, 92–96],
and limits on communication in quantum networks have been explored in Refs. [86, 87, 92–102].
Linear programs, and other techniques for obtaining optimal entanglement distribution rates in a
quantum network, have been explored in [102–105].
In order to physically realize quantum networks, and the quantum internet more generally, the
continual challenge to is to bridge theoretical statements about what can be achieved to statements
that are directly useful for the purpose of implementation. This link between theory and reality
should also take into account the limitations of current and near-term quantum technologies, which
include imperfect sources of entanglement, quantum memories with relatively low coherence times,
and imperfect measurements and gate operations. Many of the aforementioned theoretical works do
not explicitly take these practical limitations into account. What is currently lacking is a formal
theoretical framework for quantum network protocols that incorporates both the limitations of near-
term quantum technologies and is general enough to allow for optimization of protocol parameters.
The purpose of this thesis is to begin such a development.
The core conceptual contribution of this thesis is to propose viewing entanglement distribution
protocols in quantum networks from the lens of decision processes [106]. In a decision process, an
agent interacts with its environment through a sequence of actions, and it receives rewards from
the environment based on these actions. The goal of the agent is to devise a policy that maximizes
its expected total reward. In this thesis, we consider a particular quantum generalization of a
decision process given in Ref. [107] (see also Ref. [108]), called a quantum partially observable
Markov decision process. In such a decision process, the agent’s action at each time step results
in a transformation of the quantum state of the environment, and the agent receives both partial
(classical) information about the new quantum state of the environment along with a reward.
Using the language and formalism of quantum decision processes, in this thesis we propose a
general framework for entanglement distribution protocols in quantum networks. The basic idea is
illustrated in Figure 1.2. Given a quantum network represented as a graph, we associate to every
edge an agent. At every time step, the agent decides to either request an entangled state from a
source station, or to keep the entangled state it currently has in its quantum memory. A quantum
3
Edge
Figure 1.2. Given a quantum network represented as a graph, in this thesis we develop
a quantum network protocol based on decision processes in which we associate to every
edge an agent. At every time step, the agent decides to either request an entangled
state from a source station, or to keep the entangled state it currently has in its quantum
memory. The collection of policies for all of the agents then forms an element of the
overall quantum network protocol. The protocol is outlined in detail in Chapter 5.
network protocol then corresponds to a collection of policies for the agents.
One advantage of the approach taken in this thesis is based on the fact that, in the classical
setting, decision processes form the theoretical foundation for reinforcement learning [109] and
artificial intelligence [110]. Therefore, due to this connection between decision processes and
reinforcement learning in the classical case, the main message of this thesis is that reinforcement
learning can be used to discover optimal quantum network protocols, and the developments of this
thesis provide the tools needed to do so. (See Ref. [111] for related work on machine learning for
quantum communication.) Another advantage of our approach is that, even though reinforcement
learning techniques cannot always be applied efficiently to large-scale problems, decision processes
provide us with a systematic framework for combining optimal small-scale protocols in order to
create large-scale protocols; see Ref. [112] for similar ideas. Our framework also allows for a
systematic consideration of agents with local and global knowledge of the network, as well as agents
that are independent and/or cooperate with each other. We do not go through all of these aspects in
detail in this thesis; however, we provide the starting point for the future exploration of some of
these ideas in Appendix D.
The remainder of this thesis is organized as follows.
• Chapter 2. We provide a brief introduction to quantum mechanics from an information-
theoretic perspective. In particular, the concept of LOCC (“local operations and classical
communication”) quantum channels plays a crucial role in the developments of this thesis,
and we outline several examples of such channels as they arise in quantum communication
and quantum networks. We also provide brief introductions to quantum key distribution and
graph theory.
• Chapter 3. We develop the theory of quantum decision processes in which both the agent
and the environment are described by quantum systems. This development extends prior
work [107, 108] on quantum partially observable Markov decision processes. Due to the
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wide applicability of quantum decision processes in quantum information processing tasks
(as explained in Section 3.4), the material of this chapter is expected to be of independent
interest outside of the quantum network context.
• Chapter 4. We present a mathematical model for describing quantum networks, as well as
quantum states and channels in a quantum network. We also present a theoretical framework
for entanglement distribution in a quantum network based on graph transformations, as in
Refs. [81, 85], and we present practical ground- and satellite-based network architectures that
take into account the limitations of near-term quantum technologies.
The content of this chapter is based on the work of Refs. [63, 113, 114].
• Chapter 5. Using the formalism of quantum decision processes developed in Chapter 3, and
based on the task of entanglement distribution as outlined in Chapter 4, in this chapter we
provide an explicit quantum network protocol using quantum decision processes to model
elementary link generation under practical settings. We also define practical figures of merit
for evaluating policies.
The content of this chapter is based on the work of Ref. [113, 115].
• Chapter 6. We consider an explicit example of a policy for elementary link generation, called
the memory-cutoff policy. This is a natural policy to consider for near-term quantum networks,
and it has been considered extensively in prior work, although not explicitly in the language
of quantum decision processes. For this policy, we provide expressions for the key elements
of the corresponding quantum decision process, and we also evaluate the figures of merit
defined in Chapter 5.
The content of this chapter is based on the work of Refs. [113, 115].
• Chapter 7. In this chapter, we bring together all of the elements considered in this thesis and
provide a complete example of elementary link generation using satellite-to-ground photon
transmission. We first provide estimates for secret key rates for quantum key distribution
as a function of satellite altitude and ground distance separation. Then, we consider the
memory-cutoff policy for elementary link generation. Finally, we perform policy optimization
using the algorithms described in Chapter 3.




We start with a brief exposition of some of the background material needed for this thesis. We start
in Section 2.1 with a summary of the basics of quantum mechanics from an information-theoretic
perspective, with definitions of quantum states, measurements, and channels. The concept of local
operations and classical communication (LOCC) plays an important role in quantum communication
and quantum networks, so we devote Section 2.1.1 to a detailed explanation of LOCC channels,
with three specific examples that are relevant for communication in a quantum network. Another
important element of quantum networks, particularly from a practical perspective, is quantum key
distribution (QKD), which is a protocol for secure quantum communication (see, e.g., Refs. [8–11]
for reviews). In Section 2.2, we provide a brief overview of the basics of both device-dependent and
device-independent QKD protocols. Finally, because quantum networks can be visualized using
(mathematical) graphs, in Section 2.3, we provide a summary of the basic definitions and concepts
of graph theory as they pertain to the contents of this thesis.
2.1 Quantum states, measurements, and channels
The formal, mathematical treatment of the theory of quantum mechanics was initiated by von
Neumann [116, 117] and Dirac [118], who presented an axiomatic approach to quantum theory. An
advantage of such an axiomatic approach, especially for theoretical work, is that the specific details
pertaining to the physical systems involved are not important. This approach has proved to be very
fruitful in quantum information and quantum computing, and it is now the standard approach to
teaching these subjects; see Refs. [119–123], which we also refer to for detailed treatments of all of
the topics presented in this section.
The foundation on which the mathematics of quantum mechanics is built is the Hilbert space.
A Hilbert space is an inner product space (vector space equipped with an inner product) that is
complete (see, e.g., Ref. [124] for details). Throughout this thesis, we are concerned only with
finite-dimensional complex Hilbert spaces, which means that every d-dimensional Hilbert space,
d ≥ 1, can be thought of as the vector space Cd equipped with the Euclidean inner product1. The
theory of linear algebra and matrix analysis (see, e.g., Refs. [125, 126]) are therefore sufficient for
our purposes.




α j| j〉, (2.1)
where α j ∈ C and {| j〉}d−1j=0 is the (standard) orthonormal basis for Cd, whose elements can be
1All finite-dimensional inner product spaces are trivially complete, and thus are Hilbert spaces.
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α jβ j, (2.3)
where α j denotes the complex conjugate of α j.
Quantum states
To every quantum system, call it A, we associate a Hilbert space, which we denote by HA, and we
denote its (finite) dimension by dA. A qudit is a quantum system with d ≥ 2 levels and associated
Hilbert space Cd. When d = 2, we use the term qubit, and when d = 3, we use the term qutrit.
Given a quantum system A, the wavefunctions that describe the system are unit-norm vectors
(often called state vectors) in the Hilbert space, and we denote them by |ψ〉A. Note that the system
label A is placed in the subscript of the vector, which is helpful when dealing with composite




αk|k〉, αk ∈ C,
d−1∑
k=0
|αk|2 = 1. (2.4)
More generally, the state of a quantum system is given by a density operator, which is a linear
operator that is positive semi-definite and has unit trace.
Definition 2.1 (Quantum state). Given a quantum system A, the quantum state of A is given by a
density operator acting on HA: a linear operator ρA : HA → HA that is positive semi-definite and
has unit trace, i.e., ρA ≥ 0 and Tr[ρA] = 1. We let D(HA) denote the set of all quantum states of the
system A. J
Unit-rank density operators of the form ρA = |ψ〉〈ψ|A, where |ψ〉A is a state vector as in (2.4), are
called pure states. We often use the abbreviation ψA = |ψ〉〈ψ|A. In general, every density operator





where X is some finite set, {|ψx〉}x∈X is a set of state vectors, and p : X→ [0, 1] is a probability mass
function, meaning that 0 ≤ p(x) ≤ 1 for all x ∈ X and ∑x∈X p(x) = 1. The decomposition in (2.5)
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can be thought of as arising from a probabilistic preparation of the quantum system A, such that the
system A is prepared in the pure state ψxA with probability p(x), for some x ∈ X, but the person in
possession of the quantum system does not know x. The state of the quantum system is therefore
the average (expectation) with respect to all x ∈ X.
Bipartite quantum systems are quantum systems with two constituent subsystems. Multipartite
quantum systems are quantum systems with two or more constituent subsystems. The Hilbert
space of a multipartite quantum system is the tensor product of the Hilbert spaces of the constituent
subsystems. Specifically, if A1, A2, . . . , Ak are k ≥ 2 distinct quantum systems, then the composite
k-partite quantum system containing all k systems is denoted by A1A2 · · · Ak, and its associated
Hilbert space is
HA1A2···Ak = HA1 ⊗HA2 ⊗ · · · ⊗HAk . (2.6)
If {| j1〉A1}dA1−1j1=0 , {| j2〉A2}
dA2−1
j2=0
, . . . {| jk〉Ak}
dAk−1
jk=0
are orthonormal bases for HA1 ,HA2 , . . . ,HAk , then
{| j1〉A1 ⊗ | j2〉A2 ⊗ · · · ⊗ | jk〉Ak : 0 ≤ j1 ≤ dA1 − 1, 0 ≤ j2 ≤ dA2 − 1, . . . , 0 ≤ jk ≤ dAk − 1
}
(2.7)
is an orthonormal basis for HA1A2···Ak . For brevity, we often write
| j1, j2, . . . , jk〉A1A2···Ak ≡ | j1〉A1 ⊗ | j2〉A2 ⊗ · · · ⊗ | jk〉Ak . (2.8)











The fidelity quantifies the closeness of two quantum states. In particular, F(ρ, σ) = 1 if and
only if ρ = σ, and F(ρ, σ) = 0 if and only if ρ and σ are supported on orthogonal subspaces. If one
of the states, say σ, is pure, then it is straightforward to show that
F(ρ, |ψ〉〈ψ|) = 〈ψ|ρ|ψ〉. (2.10)
The fidelity is also multiplicative, meaning that
F(ρ1 ⊗ ρ2, σ1 ⊗ σ2) = F(ρ1, σ1)F(ρ2, σ2), (2.11)
for all states ρ1, ρ2, σ1, σ2.
Definition 2.3 (Separable and entangled states). Let A and B be two quantum systems. We say that




p(x)σxA ⊗ τxB, (2.12)
where X is some finite set, {σxA}x∈X and {τxB}x∈X are sets of quantum states, and p : X → [0, 1]
is a probability mass function. If ρAB does not have a decomposition as in (2.12), then ρAB is
entangled. J
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An important example of a set of entangled states is the four two-qubit Bell states Φ±AB =
|Φ±〉〈Φ±|AB and Ψ±AB = |Ψ±〉〈Ψ±|AB, where
|Φ±〉AB B 1√
2
(|0, 0〉AB ± |1, 1〉AB) , (2.13)
|Ψ±〉AB B 1√
2
(|0, 1〉AB ± |1, 0〉AB) . (2.14)
In the case of two-qubit states (as well as qubit-qutrit states), it is well known that a quantum
state ρAB is separable if and only if its partial transpose ρ
TB
AB is positive semi-definite [128, 129],











|i, `〉〈k, j|AB. (2.15)
In other words, ρAB is entangled if and only if the partial transpose ρ
TB
AB contains a negative eigen-
value2. We emphasize that this is known to be true only for qubit-qubit and qubit-qutrit states. In
general, if a quantum state ρAB is separable, then its partial transpose is positive semi-definite, but
the converse statement does not necessarily hold.
The log-negativity [130–132] is an entanglement measure that can be used to quantify the extent







where ‖X‖1 B Tr[
√
X†X] is the trace norm of a linear operator X, which is equivalent to the sum
of the singular values of X. As a result of the previous paragraph, the log-negativity is a faithful
entanglement measure for all qubit-qubit and qubit-qutrit states: if A and B are both qubit systems,
or if one is a qubit and the other a qutrit, then a state ρAB is entangled if and only if EN(ρAB) > 0.
A simple, yet important set of quantum states that we consider in Chapter 7 of this thesis is the
set of two-qubit Bell-diagonal states:







where 0 ≤ p1, p2, p3, p4 ≤ 1 and p1 + p2 + p3 + p4 = 1. In this case, it is straightforward to show





|1 − 2p1| + 12 |1 − 2p2| +
1
2
|1 − 2p3| + 12 |1 − 2(p1 + p2 + p3)|
)
. (2.18)
In the case that
p1 = α + β, p2 = α − β, p3 = p4 = γ, (2.19)









+ α + β
)
. (2.20)
2The same statement holds if one instead considers the partial transpose ρTAAB with respect to the system A.
9
This means that, if the coefficients of the Bell-diagonal state in (2.17) are constrained as in (2.19),
then ρAB is entangled if and only if α + β > 12 . Observing that α + β = p1 = 〈Φ+|ρAB|Φ+〉, we see
that the entanglement of ρAB is given simply by its fidelity to the state Φ+; i.e., ρAB is entangled if
and only if F(ρAB,Φ+AB) >
1
2 .
A type of quantum state that we frequently encounter in this thesis is a classical-quantum state.
Definition 2.4 (Classical-quantum state). A quantum state ρXB is called a classical-quantum state




p(x)|x〉〈x|X ⊗ ρxA, (2.21)
where X is a finite set, p : X→ [0, 1] is a probability mass function, and {ρxA}x∈X is a set of quantum
states. J
Classical-quantum states can be used to model scenarios in which classical information accom-
panies the state of a quantum system. Specifically, if a quantum system A is prepared in a state from
the set {ρxA}x∈X according to the probability distribution given by p : X→ [0, 1], then knowledge of
the label x ∈ X is stored in the classical register X.
Quantum measurements
A measurement of a quantum system is a procedure that is used to extract classical information
from the system. Mathematically, measurements in quantum mechanics are defined as follows.
Definition 2.5 (Quantum measurement). Let A be a quantum system with associated Hilbert space
HA. A measurement of A is defined by a finite set {MxA}x∈X of linear operators, called a positive
operator-valued measure (POVM), that satisfies the following two properties.





Elements of the set X label the possible outcomes of the measurement. Given a state ρA, the
probability of obtaining the outcome x ∈ X is given by the Born rule as Tr[MxAρA]. J
A special case of a measurement as defined above is the measurement of an observable (i.e., a
Hermitian operator). Let R be a Hermitian operator. From linear algebra, it is known that R can be






where X is some finite set, {λx}x∈X are the (distinct) eigenvalues of R, and Πx are the corresponding
spectral projections, which satisfy
∑
x∈X Πx = 1 and ΠxΠx
′
= δx,x′Π
x for all x, x′ ∈ X. The
measurement of R is then described mathematically by the POVM {Πx}x∈X.
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Quantum channels
A quantum channel is a mathematical description of the evolution of a quantum system. Let
L(HA) denote the vector space of linear operators acting on the Hilbert space HA. A linear map
T : L(HA)→ L(HB) is often called a superoperator, and it is such that
T(αX + βY) = αT(X) + βT(Y) (2.23)
for all α, β ∈ C and all X,Y ∈ L(HA). It is often helpful to explicitly indicate the input and output
Hilbert spaces of a superoperator T : L(HA)→ L(HB) by writing TA→B. The identity superoperator
is denoted by idA, and it satisfies idA(X) = X for all X ∈ L(HA). A quantum channel is a particular
kind of superoperator.
Definition 2.6 (Quantum channel). A quantum channel NA→B is a linear, completely positive, and
trace-preserving superoperator acting on the vector space L(HA) of linear operators of the Hilbert
space HA of the quantum system A. Given an input state ρA of the system A, the output is the state
of a new quantum system B given by NA→B(ρA).
• A superoperator N is completely positive if the map idk ⊗N is positive for all k ∈ N, where
idk : L(Ck) → L(Ck) is the identity superoperator. In other words, (idk ⊗ N)(X) ≥ 0 for all
linear operators X ≥ 0.
• A superoperator N is trace preserving if Tr[N(X)] = Tr[X] for all linear operators X. J
Theorem 2.7 (Choi [133], Kraus [134], and Stinespring [135]). Given two Hilbert spaces HA and
HB, a superoperator N : L(HA)→ L(HB) is a quantum channel if and only if:
• (Choi) The operator
ΓNAB B (idA ⊗NA′→B)(ΓAA′) (2.24)




|i, i〉〈i′, i′|AA′ , (2.25)
and A′ is a system with the same dimension as A.











i Ki = 1A.
• (Stinespring) There exists a linear operator V : HA → HB ⊗HE satisfying V†V = 1A, with
dE ≥ rank(ΓNAB), such that
NA→B(XA) = TrE[VXAV†] (2.27)
for all linear operators XA.
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Remark 2.8. Our definition of a quantum channel is in the spirit of the axiomatic treatment of





|ψ(t)〉 = H|ψ(t)〉, (2.28)
where H is the Hamiltonian of the system and |ψ(t)〉 is the state vector of the system at time t ∈ R.




= [H, ρ(t)], (2.29)
where [H, ρ(t)] = Hρ(t) − ρ(t)H is the commutator of H and ρ(t); see, e.g., Ref. [136]. With (2.29)
as the starting point, one can obtain both the Kraus and Stinespring forms of a quantum channel;
see Refs. [137–140], as well as Refs. [141–144] for pedagogical reviews. J
A simple example of a quantum channel is the partial trace, which corresponds to the physical
operation of discarding a quantum system. Given a linear operator XAB, the partial trace over B is a




(1A ⊗ 〈 j|B)XAB(1A ⊗ | j〉B). (2.30)





(〈 j|A ⊗ 1B)XAB(| j〉A ⊗ 1B). (2.31)
We often write XA ≡ TrB[XAB] and XB ≡ TrA[XAB] to denote the operators at the output of the partial
trace channels over B and A, respectively.
Another example of a quantum channel, which arises very frequently in this thesis, is the
quantum instrument channel.
Definition 2.9 (Quantum instrument). A quantum instrument is a finite set {Mx}x∈X of completely
positive trace non-increasing maps3 such that the sum
∑
x∈XMx is a trace-preserving map, and thus
a quantum channel. The quantum instrument channel M associated to the quantum instrument




|x〉〈x| ⊗Mx(·). J (2.32)
A quantum instrument {Mx}x∈X can be thought of as a generalized form of a measurement, in
which the completely positive maps Mx represent the evolution of the quantum system conditioned
on the outcome x. The trace non-increasing property of the maps Mx represents the fact that the
outcome x occurs probabilistically. Specifically, the probability of obtaining the outcome x is equal
to Tr[Mx(ρ)], which can be thought of as a generalized form of the Born rule given in Definition 2.5.
The quantum instrument channel in (2.32) can be thought of as an operation that stores both the
outcome x of the instrument in the classical register as well as the corresponding output state.




Consider two parties, Alice and Bob, who are spatially separated. Suppose that they have the ability
to perform arbitrary quantum operations (quantum channels, measurements, instruments) in their
respective labs and that they are connected by a classical communication channel. It is often the case
that Alice and Bob are also connected by a quantum channel and/or share an entangled quantum
state, and their task is to make use of these resources as sparingly as possible in order to accomplish
their desired goal. Their local operations and classical communication (abbreviated “LOCC”)
can be used freely to help with achieving the goal4, which could be feedback-assisted quantum
communication [147] (see also Ref. [123]), which includes quantum teleportation and entanglement
swapping [29–31, 148], or it could be entanglement distillation [147]. In the network setting, the
task is repeater-assisted quantum communication, and we explain this in detail in Chapter 4. For
now, we focus on the basic mathematical definition of an LOCC channel and provide some examples
of LOCC channels. For more mathematical details about LOCC channels, we refer to Ref. [149].
Definition 2.10 (LOCC channel). An LOCC channel LAB→ÂB̂ is a quantum channel with input




(SxA→Â ⊗ TxB→B̂)(ρAB) (2.33)
for all quantum states ρAB. Here, {Sx}x∈X and {Tx}x∈X are completely positive trace non-increasing
maps such that the sum
∑
x∈X Sx ⊗ Tx is a trace-preserving map, and thus a quantum channel. J
Remark 2.11. Quantum channels with the form shown in (2.33) are known more generally as
separable channels. It is important to remark that not all separable channels are LOCC channels.
Only those separable channels that can be realized by an LOCC protocol, as described below, are
LOCC channels. See Ref. [123, Section 3.2.11] for an example of a separable channel that is not an
LOCC channel. J
In order to understand why LOCC channels are defined in this way, consider the scenario shown
in Figure 2.1, which is an LOCC protocol over t rounds. The corresponding channel from A0B0 to
AtBt can then be derived as follows.
We start with the initial state σ0A0B0 shared by Alice and Bob. Then, in the first round, Alice






where X1 is a finite set and {M0;x1A0→A1}x1∈X1 is a quantum instrument. The classical register X1 is then
communicated to Bob, who applies the conditional quantum instrument channel given by
N0X1B0→X1Y1B1(|x1〉〈x1|X1 ⊗ τB0) = |x1〉〈x1|X1 ⊗N0;x1B0→Y1B1(τB0), (2.35)
4From a resource-theoretic perspective, LOCC channels are regarded as the free operations of the resource theory of




































Figure 2.1. Depiction of a t-round LOCC protocol between Alice and Bob. The chan-
nels M0,M1, . . . ,Mt−1 represent Alice’s local operations, the channels N0,N1, . . . ,Nt−1
represent Bob’s local operations, and the registers H1,H2, . . . ,Ht represent the classical
communication to and from Alice and Bob. The final quantum state σAt Bt(t) shared by
Alice and Bob has the form shown in (2.58).





with {N0;x1,y1B0→B1}y1∈Y1 being a quantum instrument, i.e., every N
0;x1,y1





B0→B1 is a trace-preserving map. Bob sends the outcome y1 ∈ Y1 of
the quantum instrument to Alice. This completes the first round, and the quantum state shared by





















|x1, y1〉〈x1, y1|X1Y1 ⊗ σ̃A1B1(1; x1, y1), (2.39)
where in the last line we let







Now, in the second round, Alice applies the conditional quantum instrument channel given by
M1X1Y1A1→X1Y1X2A2(|x1, y1〉〈x1, y1|X1Y1 ⊗ ρA1) B |x1, y1〉〈x1, y1|X1Y1 ⊗M1;x1,y1A1→X2A2(ρA1), (2.41)
where M1;x1,y1A1→X2A2 is a quantum instrument channel in which the underlying quantum instrument
{M1;x1,y1,x2A1→A2 }x2∈X2 is conditioned on the histories {(x1, y1) : x1 ∈ X1, y1 ∈ Y1} of hers and Bob’s prior
outcomes. She sends the outcome x2 ∈ X2 of the quantum instrument to Bob, who then applies the
conditional quantum instrument channel given by
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N1X1Y1X2B1→X1Y1X2Y2B2(|x1, y1, x2〉〈x1, y1, x2|X1Y1X2 ⊗ τB1)
B |x1, y1, x2〉〈x1, y1, x2|X1Y1X2 ⊗N1;x1,y1,x2B1→Y2B2(τB1), (2.42)
where N1;x1,y1,x2B1→Y2B2 is a quantum instrument channel in which the underlying quantum instrument
{N1;x1,y1,x2,y2B1→B2 }y2∈Y2 depends on the prior outcomes x1 ∈ X1, y1 ∈ Y1, x2 ∈ X2. The outcome of the























|h2〉〈h2|H2 ⊗ σ̃A2B2(2; h2), (2.44)
where in the last line we used the abbreviations
H2 ≡ X1Y1X2Y2, (2.45)
h2 ≡ (x1, y1, x2, y2), x1 ∈ X1, x2 ∈ X2, y1 ∈ Y1, y2 ∈ Y2. (2.46)
Proceeding in the manner presented above, at each step j ≥ 1 of the protocol, Alice and Bob
apply conditional quantum instrument channels of the form
M
j
H jA j→H jX j+1A j+1
(
|h j〉〈h j|H j ⊗ ρA j
)
= |h j〉〈h j|H j ⊗M j;h
j
A j→X j+1A j+1(ρA j), (2.47)
N
j
H jX j+1B j→H j+1B j+1
(
|h j, x j+1〉〈h j, x j+1|H jX j+1 ⊗ σB j
)
= |h j, x j+1〉〈h j, x j+1|H jX j+1 ⊗N j;h
j,x j+1





A j→X j+1A j+1(ρA j) =
∑
x j+1∈X j+1
|x j+1〉〈x j+1|X j+1 ⊗M j;h
j,x j+1
A j→A j+1(ρA j), (2.49)
N
j;h j,x j+1
B j→Y j+1B j+1(σB j) =
∑
y j+1∈Y j+1
|y j+1〉〈y j+1|Y j+1 ⊗N j;h
j,x j+1,y j+1
B j→B j+1 (σB j). (2.50)
Therefore, at the end of the tth round, the classical-quantum state shared by Alice and Bob is
σ̂HtAt Bt(t) =
(
Nt−1Ht−1Xt Bt−1→Ht Bt ◦Mt−1Ht−1At−1→Ht−1XtAt ◦ · · ·






|ht〉〈ht|Ht ⊗ σ̃At Bt(t; ht), (2.52)






























and we have defined
htj B (x1, y1, x2, y2, . . . , x j, y j), 1 ≤ j ≤ t − 1. (2.55)





At−1→At ◦ · · · ◦M
1;ht1,x2










Now, if Alice and Bob forget the history of their outcomes, then this corresponds to discarding
the classical history register Ht, and it results in the state














which is precisely of the form in (2.33). In particular, observe that the sum map
∑
ht S
t;ht ⊗ Tt;ht is
indeed trace preserving, because for all 1 ≤ j ≤ t − 1, all histories h j−1 up to time j − 1, and all







A j−1→A j ⊗N
















h j−1,x j,y j
B j−1→B j


















A j−1→A j (TrB j−1[XA j−1B j−1])
 (2.61)
= Tr[XA j−1B j−1], (2.62)
where we have used the fact that
∑
y j N
h j−1,x j,y j




A j−1→A j are trace-preserving maps. There-


































































































So we conclude that the sum map
∑
ht S
t;ht ⊗ Tt;ht is trace preserving.
Remark 2.12 (LOCC instruments). From (2.52) and (2.54), the classical-quantum state σ̂HtAt Bt(t)




























x∈X of completely positive trace non-increasing LOCC maps such that sum∑
x∈XLxAB→ÂB̂ is a trace-preserving map, and thus an LOCC quantum channel. J
Let us now consider some examples of LOCC channels.
Example 2.13 (Entanglement swapping protocol). Let ρA~R1~R2···~RnB be a multipartite quantum state,
where n ≥ 1 and ~R j ≡ R1jR2j is an abbreviation for two the quantum systems R1j and R2j . The
entanglement swapping protocol with n intermediate nodes is defined by a Bell-basis measurement
of the systems ~R j, i.e., a measurement described by the POVM {Φz,x : 0 ≤ z, x ≤ d − 1}, where
Φz,x = |Φz,x〉〈Φz,x| and
|Φz,x〉 B (ZzXx ⊗ 1)|Φ+〉 (2.72)







d |k〉〈k|, X B
d−1∑
k=0
|k + 1〉〈k|. (2.73)





applied to the system B, where the addition is performed modulo d. Let [d] = {0, 1, . . . , d − 1}, and













































Figure 2.2. A chain of five nodes corresponding to the entanglement swapping protocol
with n = 3 intermediate nodes. The red lines represent maximally entangled states. The
goal of the entanglement swapping protocol is to establish entanglement between A and
B. The protocol proceeds by first performing a Bell-basis measurement on the systems
at the nodes ~R j, 1 ≤ j ≤ n, and communicating the results of the measurement to B,
who applies a correction operation based on the outcomes.
where the addition in the second line is performed modulo d. Then, the LOCC quantum channel











































Furthermore, the standard teleportation protocol [29] corresponds to n = 1 and the input state































(|0, 0, 0〉 + |1, 1, 1〉)
Figure 2.3. The GHZ entanglement swapping protocol with one intermediate node.
The two qubits in the central node are entangled using the CNOT gate, after which the
qubit R21 is measured in the standard basis. The result x ∈ {0, 1} of the measurement is
communicated to B, where the gate XxB is applied; i.e., if the result of the measurement
is x = 0, then no correction is needed, and if the result is x = 1, then XB (the Pauli-x
gate) is applied.
Example 2.14 (GHZ entanglement swapping protocol). The previous example takes a chain of Bell
states and transforms them into a Bell state shared by the end nodes of the chain. In this example,
we look at a protocol that takes the same chain of Bell states and transforms them instead to a
multi-qubit GHZ state, which is defined as [150]
|GHZn〉 B 1√
2
(| 0, 0, . . . , 0︸      ︷︷      ︸
n times
〉 + |1, 1, . . . , 1〉). (2.81)
We call this protocol the GHZ entanglement swapping protocol.
The protocol for taking a chain of two Bell states to a three-party GHZ state is shown in
Figure 2.3. First, the two qubits R11 and R
2
1 in the central node are entangled with a CNOT gate,
followed by a measurement of R21 in the standard basis (with corresponding POVM {|0〉〈0|, |1〉〈1|}.
The result x ∈ {0, 1} is communicated to B, where the correction operation XxB is applied. The LOCC






















Kx~R B 〈x|R21CNOT~R1 , CNOT~R1 B |0〉〈0|R11 ⊗ 1R21 + |1〉〈1|R11 ⊗ XR21 . (2.83)
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The protocol shown in Figure 2.3, with corresponding LOCC quantum channel in (2.82), can
be easily extended to a scenario with n > 1 intermediate nodes. In this case, the node ~R1 starts by
applying the gate CNOT~R1 to its qubits and then measuring the qubit R
2
1 in the standard basis. The
outcome of this measurement is sent to the node ~R2, and the corresponding correction operation
is applied to the qubit R12. Then, the gate CNOT~R2 is applied to the qubits at
~R2, followed by
a standard-basis measurement of R22 and communication of the outcome to ~R3 and a correction
operation on R13. This proceeds in sequence until the n
th intermediate node ~Rn, which sends its
measurement outcome to B, which applies the appropriate correction operation. The LOCC channel




















































= |GHZn+2〉〈GHZn+2|. J (2.87)
Example 2.15 (Graph state distribution protocol). We now consider an example of distributing an
arbitrary graph state, which can be viewed as a special case of the procedure considered in Ref. [60].
A graph state [151–153] is a multi-qubit quantum state defined using graphs. (In Section 2.3 below,
we provide a brief review of graph theory.)
Consider a graph G = (V, E), which consists of a set V of vertices and a set E of edges. For the
purposes of this example, G is an undirected graph, and E is a set of two-element subsets of V . The




(−1) 12 ~αTA(G)~α|~α〉, (2.88)
where A(G) is the adjacency matrix of G, which is defined as
A(G)i, j =
{
1 if {vi, v j} ∈ E,
0 otherwise, (2.89)
and ~α is the column vector (α1, . . . , αn)T. It is easy to show that





















0 0 1 0
0 0 0 1
1 0 0 0





















Figure 2.4. Depiction of a protocol for distributing a graph state among four nodes
A1, A2, A3, A4, all of which initially share Bell states with the central node.
where |+〉 B 1√
2




CZAiA j , (2.91)
with CZAiA j B |0〉〈0|Ai ⊗ 1A j + |1〉〈1|Ai ⊗ ZA j being the controlled-Z gate.
Now, consider the scenario depicted in Figure 2.4, in which n = 4 nodes share Bell states with
a central node. The task is for the central node to distribute the graph state |G〉 to the outer nodes.
One possible procedure is for the central node to locally prepare the graph state and then to teleport
the individual qubits using the Bell states. However, it is possible to perform a slightly simpler
procedure that does not require the additional qubits needed to prepare the graph state locally. In
fact, the following deterministic procedure produces the required graph state |G〉 shared by the
nodes A1, . . . , An.
1. The central node applies CZ(G) to the qubits R1, . . . ,Rn.
2. On each of the qubits R1, . . . ,Rn, the central node performs the measurement given by the
POVM {|+〉〈+|, |−〉〈−|}, where |±〉 = 1√
2
(|0〉 ± |1〉). The outcome is an n-bit string ~x =
(x1, . . . , xn), where xi = 0 corresponds to the “+” outcome and xi = 1 corresponds to the “−”
outcome. The central node communicates outcome xi to the node Ai.
3. The nodes Ai apply Zxi to their qubit. In other words, if xi = 0, then Ai does nothing, and if
xi = 1, then Ai applies Z to their qubit.
Let us prove that this protocol achieves the desired outcome. First, observe that





|~α〉A1···An |~α〉R1···Rn . (2.92)
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(−1) 12 ~αTA(G)~α|~α〉A1···An |~α〉R1···Rn , (2.93)
where we have used the fact that
CZ(G)|~α〉 = (−1)
∑
i, j:{vi ,v j}∈E αiα j = (−1) 12 ~αTA(G)~α. (2.94)
Then, using the fact that 〈+|α〉 = 1√
2
for all α ∈ {0, 1} and 〈−|α〉 = 1√
2
(−1)α for all α ∈ {0, 1},
we find that for every outcome string (x1, . . . , xn) of the measurement on the qubits R1, . . . ,Rn the





(−1) 12 ~αTA(G)~α 1√
2n
(−1)α1 x1+···+αn xn |~α〉A1···An . (2.95)
Then, using the fact that Zx|α〉 = (−1)αx|α〉 for all x, α ∈ {0, 1}, we find that at the end of the second
step the (unnormalized) state is
1√
2n





(−1) 12 ~αTA(G)~α|~α〉A1···An =
1√
2n
(Zx1A1 ⊗ · · · ⊗ ZxnAn)|G〉A1···An (2.96)
for all (x1, . . . , xn) ∈ {0, 1}n. From this, we see that, up to local Pauli-z corrections, the post-
measurement state is equal to the desired graph state |G〉 with probability 12n for every measurement
outcome string (x1, . . . , xn). Once all of the nodes Ai receive their corresponding outcome xi and
apply the correction ZxiAi , the nodes A1, . . . , An share the graph state |G〉. As a result of the classical
communication of the measurement outcomes and the subsequent correction operations, the protocol
is deterministic.




























⊗ · · · ⊗ ZxnAn . (2.98)
We have also used the abbreviation An1 ≡ A1A2 · · · An, and similarly for Rn1. Using the fact that
CZ(G)H⊗n|~x〉 = Z~x|G〉 (2.99)
for all ~x ∈ {0, 1}n, and letting
|G~x〉 B Z~x|G〉, (2.100)









































Figure 2.5. Depiction of the simple entanglement distillation protocol from Ref. [154].
The protocol takes two isotropic states ρiso, jA jB j , j ∈ {1, 2} (see (2.108)), and transforms
them probabilistically to a state σA1B1 with higher fidelity.





~x∈{0,1}n and, conditioned on the outcome ~x, applying the correction operation




~x∈{0,1}n is indeed a POVM due to the fact that
|G~x〉 = CZ(G)H⊗n|~x〉 (2.102)







︸       ︷︷       ︸
1
H⊗nCZ(G)† = 1. J (2.103)
Example 2.16 (Entanglement distillation). The term “entanglement distillation” refers to the task of
taking many copies of a given quantum state ρAB and transforming them, via an LOCC protocol, to
several (fewer) copies of the maximally entangled state Φ+AB. Typically, with only a finite number of
copies of the initial state ρAB, it is not possible to perfectly obtain copies of the maximally entangled
state, so we aim instead for a state σAB whose fidelity F(ΦAB, σAB) to the maximally entangled state
is higher than the fidelity F(ΦAB, ρAB) of the initial state. Mathematically, the task of entanglement
distillation corresponds to the transformation
ρ⊗nAB 7→ LAnBn→AmBm(ρ⊗nAB) = σ⊗mAB , (2.104)
where n,m ∈ N, m < n, and LAnBn→AmBm is an LOCC channel.
Typically, in practice, we have n = 2 and m = 1, with the task being to transform two two-qubit
states ρ1A1B1 and ρ
2
A2B2 to a two-qubit state σA1B1 with a higher fidelity. Protocols achieving this aim
are typically probabilistic in practice, meaning that the state σA1B1 with higher fidelity is obtained
only with some non-unit probability.
We are not concerned with any particular entanglement distillation protocol in this thesis. All we
are concerned with is their mathematical structure. In particular, entanglement distillation protocols
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that are probabilistic can be described mathematically as an LOCC instrument, which we now
demonstrate with a simple example, depicted in Figure 2.5, which comes from Ref. [154]. In this
protocol, Alice and Bob first apply the CNOT gate to their qubits and follow it with a measurement
of their second qubit in the standard basis. They then communicate the results of their measurement
to each other. The protocol is considered successful if they both obtain the same outcome, and a







(K0A ⊗ K1B)(ρiso,1A1B1 ⊗ ρiso,2A2B2)(K0A ⊗ K1B)†




(K0A ⊗ K0B)(ρiso,1A1B1 ⊗ ρiso,2A2B2)(K0A ⊗ K0B)†




KxA ≡ KxA1A2→A1 B 〈x|A2CNOTA1A2 ∀ x ∈ {0, 1}, (2.106)
KxB ≡ KxB1B2→B1 B 〈x|B2CNOTB1B2 ∀ x ∈ {0, 1}. (2.107)











UA j ⊗ UB j
)
(ρ jA jB j)
(
UA j ⊗ UB j
)†
, (2.108)
where TU is the isotropic twirling channel; see, e.g., [122, Example 7.25].
In general, the isotropic twirling channel TUAB, with dA = dB = d ≥ 2, is an LOCC channel that
is defined by an LOCC protocol in which Alice (who holds system A) picks a unitary U uniformly
at random (i.e., from the Haar distribution), applies it to her system, and communicates her choice
to Bob, who applies the complex conjugate U of the unitary to his system. The choice of the unitary
is then forgotten. For every linear operator XAB, the output of the isotropic twirling channel has the










d2 − 1 , (2.110)
β̃(XAB) B
d2 (Tr[XAB] − 〈Φ+|XAB|Φ+〉)
d2 − 1 . (2.111)
In other words, the isotropic twirling channel takes a linear operator and makes it “isotropic”, i.e.,
invariant under the action of U ⊗ U for all unitaries U.
It is a straightforward calculation to show that if f1 = F(Φ+A1B1 , ρ
1





are the fidelities of the initial states, then the protocol depicted in Figure 2.5, with corresponding




















In general, every probabilistic entanglement distillation protocol has a corresponding LOCC
quantum instrument channel with a form analogous to (2.105), namely,
L(·) = |0〉〈0| ⊗ L0(·) + |1〉〈1| ⊗ L1(·), (2.114)
where the classical register indicates failure (‘0’) and success (‘1’), and L0 and L1 are the corre-
sponding completely positive trace non-increasing LOCC maps such that L0 + L1 is an LOCC
channel. J
2.2 Quantum key distribution
Quantum key distribution (QKD) is a method for creating a secret key using the principles of
quantum mechanics, which can be used for private communication (e.g., via the one-time pad). A
secret key is a random string of bits shared by the desired trusted parties that is not known to any
eavesdropper or adversary. Intuitively, the underlying quantum-mechanical principles that make
quantum key distribution secure are no-cloning, the Heisenberg uncertainty relation, and the fact
that measurements disturb quantum systems. Long-distance QKD is one of the most prominent
applications of quantum networks and of the quantum internet in general. The purpose of this
section is to provide a brief summary of the basic concepts and language of QKD in order to use
them later in Chapter 7 when we discuss satellite-based entanglement distribution. We refer to
Refs. [8–11, 155–157] for pedagogical introductions and reviews of state-of-the-art QKD research.
Let us consider the following scenario of so-called entanglement-based QKD. Suppose that
Alice and Bob have access to a source that distributes entangled states ρAB to them, and that their
task is to use many copies of this quantum state to distill a secret key. The general strategy of Alice
and Bob is to measure their quantum systems. Based on their measurement statistics, they decide
whether or not to use their classical measurement data to distill a secret key. The measurement
statistics are of the form






, x ∈ X, y ∈ Y, a ∈ A, b ∈ B, (2.115)
where A and B are finite sets of POVMs, such that {Πa,xA }x∈X is a POVM for Alice’s measurement
for every a ∈ A and {Λb,yB }y∈Y is a POVM for Bob’s measurement for every b ∈ B.
From a cryptographic perspective, we would like to make as few assumptions as possible
about what can be trusted when proving the security of QKD, i.e., when determining how much
eavesdropping can be tolerated and what rates are achievable in principle. One basic assumption
is that the source itself is untrusted, which means that Alice and Bob cannot base their protocol
on any prior knowledge of the state ρAB. Beyond this basic assumption, one can ask whether the
measurement devices being used by Alice and Bob in order to obtain the correlation in (2.115) can
be trusted. In this context, we consider two scenarios.
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• Device-dependent scenario: The devices implementing the measurement are known and
trusted. Alice and Bob can thus use not only their measurement statistics, but their knowledge
of the specific measurements being implemented, in order to distill a secret key.
• Device-independent scenario: The devices implementing the measurement are assumed to be
untrusted, and thus, from a cryptographic perspective, are part of the eavesdropper’s domain.
Furthermore, no assumption on the dimensions of the systems A and B are made (except
that they are finite). This means that, in this scenario, Alice and Bob can use only their
measurement statistics to distill a secret key. We refer to Ref. [158] for a general introduction
to device-independent quantum information processing.
Proving security in the device-independent scenario means that Alice and Bob can distill a
secret key even without trusting their devices, which is ideal from a practical perspective because
the future quantum internet will be comprised of devices made by third-party manufacturers, which
may not be trustworthy and might be susceptible to hacking by adversaries.
Device-dependent protocols
Two well-known device-dependent protocols that we discuss here are the BB84 [6] and six-state
[159, 160] protocols. The original formulation of these protocols is as so-called prepare-and-
measure protocols, which do not require Alice and Bob to share entanglement. However, these
protocols can be viewed from an entanglement-based point of view, in which Alice and Bob possess
an entangled state; see Ref. [156] for a discussion on the equivalence of entanglement-based and
prepare-and-measure-based protocols, and Ref. [161] for a more general discussion of the security
of prepare-and-measure-based and entanglement-based QKD protocols. In this device-dependent
scenario, we explicitly assume that the state ρAB is a two-qubit state, and the correlation in (2.115)
is given by measurement of the qubit Pauli observables X, Z, and Y = iXZ. In other words, the
sets A and B indicate which observable to be measured, and the sets X and Y contain the outcomes
of the measurements. It can be shown via certain symmetrization procedures that, without loss of
generality, ρAB is a Bell-diagonal state; see Refs. [156, 162] for details. It then suffices to estimate
the following three quantities, called quantum bit-error rates (QBERs), in order to characterize the
eavesdropper’s knowledge:




(1 − Tr[(X ⊗ X)ρAB]), (2.117)




(1 + Tr[(Y ⊗ Y)ρAB]), (2.119)




(1 − Tr[(Z ⊗ Z)ρAB]), (2.121)
where |±〉 = 1√
2
(|0〉 ± |1〉) and | ± i〉 = 1√
2
(|0〉 ± i|1〉). For example, Qx is simply the probability that
Alice and Bob’s measurement outcomes disagree when they both measure the observable X, and
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similarly for Qy and Qz.
A standard figure of merit for QKD protocols is the number of secret key bits obtained per
copy of the source state; see, e.g., Ref. [162] for precise definitions. For the BB84 protocol, the
asymptotic secret key rate is [163–168]
KBB84(ρAB) = 1 − 2h2(Q), (2.122)
where Q = 12 (Qx + Qz) and
h2(Q) B −Q log2(Q) − (1 − Q) log2(1 − Q) (2.123)
is the binary entropy.
For the six-state protocol, the asymptotic secret key rate is [159, 169].


















where Q = 13 (Qx + Qy + Qz).
Remark 2.17. The QBERs Qx,Qy,Qz in (2.116), (2.118), and (2.120) have a useful interpretation
in terms of the fidelity of an arbitrary two-qubit state ρAB to the maximally entangled state Φ+AB. In
particular,
F(ρAB,Φ+AB) = 1 −
1
2
(Qx + Qy + Qz) (2.125)




(1A ⊗ 1B + XA ⊗ XB − YA ⊗ YB + ZA ⊗ ZB) . (2.126)
Then, using the definitions in (2.116), (2.118), and (2.120), we obtain (2.125). J
Device-independent protocols
The device-independent protocol that we present here is the one introduced in Refs. [170, 171], and
the basic idea behind the protocol comes from the protocol in Ref. [7]. The security of the protocol
is based on violation of a Bell inequality, specifically the CHSH inequality [172] (see Ref. [173] for
a pedagogical introduction). In this protocol, unlike the device-dependent protocols shown above, it
is not required to assume that ρAB is a two-qubit state. However, like the device-dependent protocols
considered above, there are symmetrization procedures and other reductions from which it can be
argued that ρAB is a two-qubit Bell-diagonal state without loss of generality; see Refs. [170, 171] for




A for system A
and observables Q1B,Q
2
B for system B, and we assume that they all have spectral decompositions of
the form
P jA = Π
j,0
A − Π j,1A , j ∈ {0, 1, 2}, (2.127)
T kB = Λ
k,0
B − Λk,1B , k ∈ {1, 2}. (2.128)
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Figure 2.6. Plots of the secret key rates for device-dependent and device-independent
(DI) QKD protocols. Shown is the secret key rate in (2.122) for the BB84 protocol, the
secret key rate in (2.124) for the six-state protocol, and the secret key rate in (2.131)
for the DI protocol. For the DI protocol, we plot the secret key rate for the example
considered in Ref. [171], in which P0A = T
1
B = Z, T
2









(Z −X), and S = 2√2(1−2Q). The BB84 secret key rate vanishes at Q ≈ 11%,
while the six-state secret key rate vanishes at Q ≈ 12.7% and the DI secret key rate
vanishes at Q ≈ 7.1%.
In other words, A = {0, 1, 2}, B = {1, 2}, and X = Y = {0, 1}.
Two quantities in this case characterize the secret key rate:
S B Tr
[(





and the quantum bit-error rate (QBER) Q, which is defined as
Q B Tr[(Π0,0A ⊗ Λ1,1B )ρAB] + Tr[(Π0,1A ⊗ Λ1,0B )ρAB]. (2.130)
As with the QBERs defined previously, the QBER here is the probability that the outcomes of Alice
and Bob disagree when a measurement of P0A is performed by Alice and a measurement of T
1
B is
performed by Bob. The asymptotic key rate is then [171, 174]







In Figure 2.6, we plot the key rates in (2.122) and (2.124) for the BB84 and six-state protocols,
as well as the rate in (2.131) for the device-independent protocol. As one might expect, due to the
stronger trust assumptions on the device-independent protocol, its key rate is lower than both the
device-dependent BB84 and six-state protocols.
Remark 2.18. We note that the key rate formulas presented here in (2.122), (2.124), and (2.131) are
achievable rates in the IID (i.e., collective attack) and asymptotic setting under certain assumptions
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on the nature of the protocol. Also, to be clear, let us state that these formulas represent the number
of secret key bits that can be obtained per copy of ρAB in the asymptotic and IID setting. More
sophisticated procedures, such as noisy pre-processing and advantage distillation [175], can be used
to increase the key rate threshold. See Refs. [176–179] for noisy pre-processing and Refs. [178,
180–185] for advantage distillation for the BB84 and six-state protocols; see Ref. [186] for noisy
pre-processing and Ref. [187] for advantage distillation for device-independent protocols.
2.3 Graph theory
We end this chapter with a brief overview of graph theory. Graphs provide a visual representation
of quantum networks (see Chapter 4), and many graph-theoretic results are relevant for determining
rates of entanglement distribution in a quantum network. In this section, we provide the basic
definitions and theorems that are needed for this thesis. For further details, and proofs of the
theorems presented here, please consult, e.g., Refs. [188, 189]. Throughout this thesis, we consider
only undirected graphs.
An undirected graph is a pair G = (V, E), where V is a set of objects, called vertices or nodes,
and E ⊆ P(V) \ {∅} is a set of edges, where P(V) denotes the power set (set of subsets) of V . For
an ordinary graph, each element e ∈ E is a two-element set, i.e., e = {vi, v j} for vi, v j ∈ V , while
in the case of a hypergraph, each element e ∈ E is a set {vi1 , vi2 , . . . , vik} of k ≥ 2 vertices and is
called a hyperedge. The degree d(v) of a vertex v ∈ V is defined to be the number of edges that are
incident to v, i.e., d(v) = |{e ∈ E : v ∈ e}|. The size of the graph G, denoted by |G|, is equal to the
number of edges, i.e., |G| B |E|. The term multigraph is used if vertices can be connected to each
other by multiple edges, often called parallel edges. In this case, the graph is specified by a triple,
G = (V, E, c), where V and E ⊆ P(V) \ {∅} are defined as before, and c : E → N is a function such
that c(e) is equal to the number of parallel edges connecting the vertices in e. For a given e ∈ E, we
let e1, e2, . . . , ec(e) denote the c(e) parallel edges connecting the vertices in e, and we regard each of
these parallel edges as distinct objects. The set of edges is then {e j : 1 ≤ j ≤ c(e), e ∈ E} rather
than E, which means that the size of a multigraph is |G| = ∑e∈E c(e), and the degree of a node v ∈ V
is d(v) =
∑
e∈E:v∈e c(e). We often suppress the dependence of a multigraph G on the function c when
there is no chance of confusion.
Graphs are depicted visually by drawing the vertices as dots and the edges as lines connecting
the appropriate vertices. Hyperedges are drawn as a bubble surrounding the appropriate vertices.
See Figure 2.7 for a visual representation of a multigraph.
For every graph G = (V, E) consisting of only two-element edges, its adjacency matrix is a
|V | × |V | matrix denoted by A(G), and it is defined as
A(G)i, j B
{
1 if {vi, v j} ∈ E,
0 otherwise, (2.132)
for all 1 ≤ i, j ≤ |V |.
Given a graph G = (V, E), for all v, v′ ∈ V we write v ↔ v′ if there exists a finite sequence
W = (v, e1,w1, e2,w2, . . . ,wn−1, en, v′) of edges ei ∈ E and vertices wi ∈ V such that v,w1 ∈ e1,

















Figure 2.7. Visual representation of a multigraph G = (V, E, c).
two distinct vertices is a walk in which all vertices and edges are distinct.
The relation “↔” defined in the previous paragraph is an equivalence relation. Indeed, it
satisfies the following three properties:
• v↔ v for all v ∈ V by taking W = (v).
• If v↔ v′, then v′ ↔ v by reversing the walk from v to v′.
• If v↔ v′ and v′ ↔ v′′, then v↔ v′′, which follows by concatenating the walks from v to v′
and from v′ to v′′.
We say that v and v′ are connected if v↔ v′. Since “↔” is an equivalence relation, it can be used to
partition the set V of vertices. In particular, we let
[v] B {v′ ∈ V : v′ ↔ v} (2.133)
denote the equivalence class corresponding to v ∈ V , i.e., the set of all vertices connected to V .
Then, V =
⊔
[v], i.e., V is the disjoint union of the equivalence classes under “↔”. We denote the
set of edges connecting all of the vertices in [v] by E[v], and we note that E[v] ⊆ E for all v ∈ V .
Consequently, Cv(G) B ([v], E[v]) is a subgraph of G.
Given a graph G, consider a subgraph G′ B (V ′, E′) of G, so that V ′ ⊆ V and E′ ⊆ E. We call
G′ a connected subgraph if v↔ w for all v,w ∈ V ′. A maximal connected subgraph is a connected
subgraph such that no element of V \ V ′ is connected to a vertex in V ′. A maximal connected
subgraph is also called a (connected) component. The connected components partition a graph, and
thus we can label every connected component by the equivalence classes under “↔”. In particular,
observe that the subgraph Cv(G) is precisely a connected component of G. We let
G/↔ B {Cv(G) : v ∈ V} (2.134)
be the set of all connected components of G, and we let S max(G) denote the size of the largest
connected component of G, i.e.,
S max(G) B max{|Cv(G)| : v ∈ V} = max{|C| : C ∈ G/↔}. (2.135)
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An important problem in graph theory, which is also relevant in the context of bipartite
entanglement distribution in quantum networks, is to determine the number of edge-disjoint paths
(i.e., paths that have no edges in common) between vertices in graphs and hypergraphs; see, e.g.,
Ref. [190]. In the case of graphs, the solution is provided by Menger’s theorem, and the analogous
statement holds for hypergraphs; see, e.g., Ref. [191, Theorem 1.11].
Theorem 2.19 (Menger [192]). Let G be an undirected graph and let v and v′ be distinct vertices of
G. Then, the maximum number of edge-disjoint paths between v and v′ is equal to the minimum
number of edges that separates v and v′.
A tree (sometimes called a Steiner tree) in a (hyper)graph G is a connected acyclic sub-
(hyper)graph. Given a subset V ′ ⊆ V , a spanning tree for V ′ is a tree in G whose vertices contain the
vertices in V ′. See Ref. [193] for more information on trees in graphs and hypergraphs. When G is
a graph, we have the following result pertaining to the number of edge-disjoint spanning trees of the
entire graph G, and it is relevant for distributing multipartite entanglement in a quantum network.
Theorem 2.20 (Tutte [194] and Nash-Williams [195]). An undirected graph G contains k edge-
disjoint spanning trees if and only if EG(P) ≥ k(|P| − 1) holds for every partition P of V into
non-empty subsets, where EG(P) denotes the number of edges connecting distinct member of P.
For more information on the general problem of finding edge-disjoint Steiner trees in (hy-
per)graphs (often called the Steiner tree packing problem), we refer to Refs. [196–198]. Specifically,
in Ref. [197], it is shown that the Steiner tree packing problem is NP-complete, and Refs. [197, 198]





In this chapter, we detail the main mathematical tool that we use to develop quantum network
protocols, namely, quantum decision processes. The notion of quantum decision process that
we define in this chapter builds on the notion of a quantum partially observable Markov decision
process as defined in Ref. [107] (see also Refs. [108, 199]). The name “quantum partially observable
Markov decision process” is based on classical (partially observable) Markov decision processes
[106, 200], which provide a simple mathematical model for agent-environment interactions and
have been widely studied [200–209]. Markov decision processes also provide the mathematical
foundation for reinforcement learning [109] and artificial intelligence [110].
A classical Markov decision process is depicted in the left panel of Figure 3.1. At each time
step, the environment is assumed to be in one of a discrete set X of states, and the agent can perform
an action from a discrete set A of actions. Starting at time t = 1, the agent perceives a state x1 of
the environment. Based on this knowledge, the agent picks an action a1 ∈ A, and sends it to the
environment. The environment then transitions to the state x2 ∈ X, and this transition is governed
by a function T1(x1, a1, x2), which gives the probability that the environment transitions to the state
x2 ∈ X at time t = 2 given that the state at time t = 1 was x1 ∈ X and the action taken at that time
was a1 ∈ A. The agent also receives a reward R(1)(x1, a1, x2), which depends on the current state of
the environment, the action taken, and the state that the environment transitions to. This process
continues either indefinitely, until a given amount of time has elapsed, or until some stopping
criterion is satisfied. The agent’s goal is to devise a policy, i.e., a mapping from states to actions,
such that its expected reward is maximized. Markov decision problems can be seen as a special
case of dynamic programming/control theory/scheduling problems in which the set of actions is
discrete instead of continuous. Also, the term “schedule” is sometimes used instead of “policy”.
A straightforward quantum generalization of a Markov decision process is shown in the right
panel of Figure 3.1, and it is essentially a quantum partially observable Markov decision process as
defined in Ref. [107]. (See Refs. [108, 199] for similar quantum generalizations.) The environment
is now a quantum system, which we call E. The state of the environment at time t ≥ 1 is given
by a density operator σEt . What the agent receives at each time step is not this quantum state
but some observations pertaining to the environment’s quantum state, which is classical data that
contains some desired classical property of the environment and is captured by the value xt ∈ X.
The agent is still classical, and it sends an action at ∈ A to the environment. Based on the agent’s
action, the environment transitions to a new quantum state σEt+1 , while outputting a new observation
xt+1 ∈ X. The agent’s reward is given by Tr[Rt;xt ,at ,xt+1Et+1 σEt+1], where Rt;xt ,at ,xt+1Et+1 is a Hermitian operator
that depends on xt, at, xt+1. As before, the agent’s goal is to determine an optimal policy, i.e., a
mapping from observations to actions such that its expected reward is maximized. This quantum
generalization of a Markov decision process is called “partially observable” because the agent
never receives full information about the quantum state of the environment. Strictly speaking,
therefore, quantum partially observable Markov decision processes should be thought of as a
quantum generalization of classical partially observable Markov decision processes as defined in
Refs. [200, 205].























Figure 3.1. Schematic diagrams of classical (left) and quantum partially observable
(right) Markov decision processes. See Refs. [106, 200] for details on classical Markov
decision processes. The quantum generalization shown on the right has been defined
previously in Ref. [107] (see also Refs. [108, 199]), and it involves making the environ-
ment a quantum system and defining the reward as the expectation value of a Hermitian
operator Rt;xt ,at ,xt+1 . Note that the agent is still classical, in the sense that it sends the















ht+1 = (x1, a1, x2, a2, . . . , at, xt+1)
Figure 3.2. Schematic diagram of a quantum decision process as we define it in
Definition 3.1. They key difference between this formulation and the one in the right
panel of Figure 3.1 is that the agent is allowed to possess a quantum system, so that its
action can correspond to a quantum state rather that just a classical value from the set
A. This so-called action state is measured by the environment, and its outcome is sent
to the agent as part of the observation. We also allow the reward to take a more general
form, and we keep track of the full history of the agent-environment interaction via the
classical quantum states σ̂(t).
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Markov decision process, and we call it simply a quantum decision process; see Figure 3.2 and
Definition 3.1 below. Roughly speaking, instead of sending one out of a set of possible (classical)
actions to the environment at each time step, in a quantum decision process we allow the agent to
send a quantum state, which we call an action state, to the environment. The agent’s observation
of the environment remains classical, but it consists now of the pair (xt+1, at), where xt+1 ∈ X as
before, but the value at ∈ A results from the environment’s measurement of the action state sent
by the agent. In this case, a policy is a sequence of action states, and we focus specifically on
the problem of obtaining an optimal policy with respect to the expected reward criterion. Unlike
classical Markov decision processes, our results in Section 3.2.1 tell us that the optimal policy
cannot necessarily be described in terms of a classical probabilistic decision among the different
possible actions. Instead, we find that, under certain conditions, the optimal decision at each time
can involve a superposition of the different possible actions. Under these conditions, an agent
equipped with a quantum system is necessary to achieve the optimal expected reward. A purely
classical agent, therefore, cannot in general achieve the optimal reward in the presence of a quantum
environment.
Just as classical Markov decision processes provide the mathematical framework for reinforce-
ment learning, so too do quantum decision processes provide the mathematical framework for
quantum reinforcement learning. A general framework for fully-quantum reinforcement learning
has been laid out in Refs. [210, 211] (see also Refs. [212–214]). In particular, in Ref. [211], the
authors provide general conditions under which a quantum-enhanced learning agent that has access
to a quantum-oracular variant of a classical environment can outperform a classical agent acting
in the same (classical) environment, and these results have been used to demonstrate exponential
speed-ups in learning efficiency for particular classes of Markov decision processes [215] (see
also Ref. [216]). Other examples of quantum reinforcement learning have been considered in
Refs. [217–219]. These prior works deal primarily with quantum strategies for solving classical
reinforcement problems. The developments of this chapter provide the theoretical framework for
reinforcement learning in a purely quantum setting. We discuss this point further in Appendix D.
Specifically, in the context of this thesis, the developments of this chapter provide the tools needed
in order to perform reinforcement learning of practical quantum network protocols.
3.1 Definition and basic properties
Let us start by first formally defining a classical Markov decision process, as depicted in the left
panel of Figure 3.1. We follow the definition presented in Ref. [106, Chapter 2]. A Markov decision
process is a sequence of interactions between an agent and its environment that is defined by the
following elements.
• A finite set X of states of the environment, with associated random variables X(t) for all t ≥ 1
whose values are contained in X. We also have a finite set A of actions of the agent, with
associated random variables A(t) for all t ≥ 1 whose values are contained in A. The sequence
H(t) B (X(1), A(1), X(2), A(2), . . . , A(t − 1), X(t)) (3.1)
of state and action random variables tells us the history of the agent-environment interaction
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up to some time t ≥ 1. Every realization of the history is a sequence of the form
ht B (x1, a1, x2, a2, . . . , at−1, xt), (3.2)
where x j ∈ X and a j ∈ A. Given a history ht of the form shown above, we let
htj B (x1, a1, x2, a2, . . . , a j−1, x j) (3.3)
denote the history up to time j ≥ 2. For j = 1, we let ht1 = x1. Then, we can regard the state
and action random variables as functions such that, for every history ht as in (3.2),
X( j)(ht) = x j, A( j)(ht) = a j (3.4)
for all 1 ≤ j ≤ t. We let Ω(t) B {X ×A}t−1 × X denote the set of all histories up to time t ≥ 1.
• Transition functions Tt : X × A × X → [0, 1] for all t ≥ 1 such that Tt(xt, at, xt+1) =
Pr[X(t + 1) = xt+1|X(t) = xt, A(t) = at]. In other words, the transition function gives us the
probability that, at time t, the environment transitions to a particular state at time t + 1 given
its state at time t and the agent’s action at time t.
• Reward functions R(t) : X ×A × X→ R for all t ≥ 1 such that R(t)(xt, at, xt+1) is the reward
received by the agent at time t based on the state xt of the environment at time t, the agent’s
action at at time t, and the new state xt+1 of the environment at time t + 1 based on the agent’s
action.
• Decision functions dt : Ω(t) ×A→ [0, 1] for all t ≥ 1 such that
dt(ht)(at) B Pr[A(t) = at|H(t) = ht]. (3.5)
In other words, the decision function gives us the probability that, at time t, the agent takes
the action at conditioned on the history ht of the interaction up to time t. The sequence
π B (d1, d2, . . . ) is called a policy for the agent, and it tells us how action decisions are made
at each time step.
The agent’s goal is to perform actions that maximize its long-term reward. Specifically, in the
finite-horizon setting, the agent’s goal is to maximize the expected value of the quantity
∑T
t=1 R(t)
up to a given amount T < ∞ of time, called the horizon time. In the infinite-horizon setting, the
agent’s goal is to maximize the expected value of the quantity
∑∞
t=1 γ
t−1R(t), where γ ∈ (0, 1] is
a discount factor. A thorough introduction to classical Markov decision processes can be found
in Refs. [106, 200]. Note that what makes a classical Markov decision process Markovian is the
fact that the transition function and the reward function at each time step depend only on the state
and action of the previous time step. However, the decision functions can in general depend on the
entire history of the interaction, even in a Markov decision process.
By the basic rules of probability, the probability of every history ht is given by
Pr[H(t) = ht] = Pr[X(t) = xt|H(t − 1) = htt−1, A(t − 1) = at−1]·
Pr[A(t − 1) = at−1|H(t − 1) = htt−1] · Pr[H(t − 1) = htt−1] (3.6)
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Pr[X( j) = x j|H( j − 1) = htj−1, A( j − 1) = a j−1] ·
Pr[A( j − 1) = a j−1|H( j − 1) = htj−1]
)
(3.7)




T j−1(x j−1, a j−1, x j) · d j−1(htj−1)(a j−1)
)
. (3.8)
Having recalled the definition of a classical Markov decision process, let us now turn to the
quantum case.
Definition 3.1 (Quantum Decision Process). A quantum decision process (QDP) is defined as a
pair Q = (E,A), where
E =
(
E, σE0 ,X,A, {E0} ∪ {Et}t≥1, {Rt}t≥1, {R(t)}t≥1
)
(3.9)
is the environment of the QDP, and it consists of the following elements.
1. A quantum system E. We let Et denote the quantum system at time t ≥ 0. The state of the
environment at time t = 0 is σE0 .
2. A finite set X of observations (or classical states) of the quantum system, which correspond
to some classical property of the quantum system. To the set X there corresponds a Hilbert
space HX B span{|x〉 : x ∈ X} defined by the orthonormal basis {|x〉}x∈X. We denote the
corresponding classical register storing the observations at time t ≥ 1 by Xt.
3. A finite set A of actions that can be performed by the agent. To this set corresponds a Hilbert
space HA B span{|a〉 : a ∈ A} defined by the orthonormal basis {|a〉}a∈A. We associate a
quantum system At to this Hilbert space and a classical register At for all t ≥ 1.
For all t ≥ 1, a history of the QDP is given by
ht B (x1, a1, x2, a2, . . . , at−1, xt) ∈ {X ×A}t−1 × X C Ω(t), (3.10)
where Ω(t) is the set of all histories. We let ht1 B x1, and
htj B (x1, a1, x2, a2, . . . , a j−1, x j), 2 ≤ j ≤ t − 1 (3.11)
denote “slices” of the history up to time j. Note that htj ∈ Ω( j) for all 1 ≤ j ≤ t − 1.
For all t ≥ 1, we define the Hilbert space
HΩ(t) B (HX ⊗HA)⊗t−1 ⊗HX, (3.12)
and an associated classical register Ht corresponding to the history given by Ht = (X1, A1,
. . . , At−1, Xt). We have that HΩ(t) = span{|ht〉 : ht ∈ Ω(t)}, where
|ht〉Ht = |x1, a1, . . . , at−1, xt〉Ht ≡ |x1〉X1 ⊗ |a1〉A1 ⊗ · · · ⊗ |at−1〉At−1 ⊗ |xt〉Xt (3.13)
for all ht ∈ Ω(t), with x j ∈ X for all 1 ≤ j ≤ t and a j ∈ A for all 1 ≤ j ≤ t − 1.
36
4. A set {E0} ∪ {Et}t≥1 of (environment) response channels. The channel E0E0→H1E1 is a quantum










being a quantum instrument, which we recall from Definition 2.9 is a set of





trace-preserving map. For t ≥ 1, we have















t≥1 is a set of transition maps and {M
t;at
At
: at ∈ A} is a POVM for every t ≥ 1,













constitute a quantum instrument for all t ≥ 1, ht ∈ Ω(t),
and at ∈ A.















is a quantum instrument of reward maps.
Associated to the reward channels are functions (random variables) R(t) : Ω(t + 1) × Yt → R
such that R(t)(ht+1, st) is the value of the reward at time t.
Interacting with the environment is an agent, which is defined as
A B (T, πT ) , (3.17)
where the elements are defined as follows.
• T ≥ 1 is the horizon time. If T < ∞, then we refer to Q as a finite-horizon QDP; otherwise, if
T = ∞, then Q is called an infinite-horizon QDP.
• πT B (ρ
hTt
At
)Tt=1 is a T-step policy, which is a sequence of action states ρ
hTt
At
. The action states
are in one-to-one correspondence with decision channels DtHt→HtAt , which are defined as
DtHt→HtAt(|ht〉〈ht|Ht) = |ht〉〈ht|Ht ⊗ ρh
t
At (3.18)
for all t ≥ 1 and all histories ht ∈ Ω(t).
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Ht−1At−1Et−1→HtEt ◦Dt−1Ht−1→Ht−1At−1 ◦ · · · ◦ E1H1A1E1→H2E2 ◦D1H1→H1A1 ◦ E0E0→H1E1 (3.19)
for all t ≥ 1, and the classical-quantum state of the QDP is defined as
σ̂(E,A)HtEt (t) = P
(E,A);t
E0→HtEt(σE0) (3.20)
for all t ≥ 1. J
Remark 3.2. We make several remarks about our definition of a quantum decision process.
• The environment quantum system E, although specified ostensibly as a single quantum
system, is allowed to be a multipartite quantum system. In particular, then, the transition maps
and the reward channels can be defined such that they act either independently or jointly only
on some subset of the subsystems comprising E, which can be used to model the situation in
which the agent might have access only to a part of the environment.
• As stated earlier, our definition of a quantum decision process differs slightly from the
definitions of quantum partially observable Markov decision processes provided in Refs. [107,
108, 199] due to the fact that the agent, in our definition, is equipped with a quantum
system and can send decisions to the environment that are encoded in a quantum state. In
other words, it is possible, for example, for the agent to send a superposition of different
action basis elements to the environment. Note that this goes beyond classical probabilistic
policies in general (as we show explicitly later), because the measurements involved in the
environment response channels need not be given by projective measurements onto the action
basis elements, but instead could be described by a more general POVM. Furthermore, in our
definition both the transition channels and the rewards can depend on the entire history of the
interaction.
On the other hand, our definition of a quantum decision process falls into the general frame-
work of agent-environment interactions developed in Ref. [211] (see also Ref. [212]). These
works consider in detail the interaction of a classical or quantum agent in a classical or quan-
tum environment. In this framework, both the agent and environment are given by sequences
of quantum channels. Specifically, it is pointed out that every agent-environment interaction
is an example of a quantum strategy/quantum comb/quantum causal network [220–222] (see
also Ref. [223]). Furthermore, the concept of a history of the interaction is captured by a
so-called “tester”, which is a controlled unitary acting on the interface between the agent
and the environment. Our definition of a quantum decision process does indeed fall into
this general framework, because the agent and environment are specified by sequences of
quantum channels, and the classical history is encoded in the individual completely positive
maps constituting the quantum instruments of the environment. Also, because the action
values of the history are given by measurements of the quantum systems At that contain the
action states, according to the classification in Ref. [212], the agent-environment interaction
in a quantum decision process is purely classical.
Furthermore, because the agent-environment interaction in a quantum decision process is
simply a sequence of quantum channels, based on the observation in Ref. [211] we can














Figure 3.3. A quantum decision process (see Definition 3.1) as a quantum causal
network. The channels in red correspond to the actions of the agent, and the channels in
blue correspond to the transitions of the environment. The classical registers H j contain
the history of the interaction up to time j, the quantum registers A j contain the action of
the agent at time j, and the quantum registers E j contain the state of the environment at
time j. Shown is the agent-environment interaction up to time t = 3.
• Our notion of a quantum decision process essentially corresponds to a communication scenario
between the agent and the environment in which the agent has the ability to send a quantum
system to the environment through an ideal, noiseless quantum channel, but the environment
provides only classical feedback to the agent. Furthermore, we assume that the agent does
not make use of a quantum memory in order to determine future actions, only the classical
memory that stores the history of observations from the environment.
• Important special cases of the reward channel are when they are given by POVMs and by
Hermitian operators. We deal exclusively with the latter case in this thesis, so let us look at it













is a spectral decomposition of Rt;h
t+1
Et+1












and we define the functions R(t) for t ≥ 1 as
R(t)(ht+1, st) B λt;h
t+1
st . (3.23)
In other words, the reward values are simply the eigenvalues of the corresponding Hermitian
operator.
In addition to rewards being defined via Hermitian operators, another special case that arises
later is one in which the reward should be non-zero if and only if the classical state at time
t + 1 is equal to a particular value xt+1 ∈ X. In this case, the definition in (3.23) gets modified
to
R(t)(ht+1, st) = δX(t+1)(ht+1),xt+1λ
t;ht+1
st . (3.24)
• In our definition of the environment of a quantum decision process, the transition and reward
maps can depend both on the entire history of the interaction as well as on time. The POVMs
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defining the environment response channels can also be time dependent. There are two special
and simplified settings that are widely considered.
– Markovian setting: In this case, both the transition and reward maps depend only on the









= Rt;xt ,at ,xt+1,stEt+1 ∀ t ≥ 1. (3.26)
– Stationary setting: The transition and reward maps, and the POVMs {Mt;atAt : at ∈ A, t ≥













∀ t ≥ 1. (3.29)
Note that even when the transition and reward maps are Markovian, the evolution of the
environment can still be non-Markovian in general because the quantum comb defined by the
quantum channels (E0,E1,E2, . . . ) (see Figure 3.3) contains the memory systems Et.
• A special case of the POVMs {Mt;atAt }at∈A in the definition of the environment response channel
is when they are equal simply to rank-one projections onto the action basis elements, i.e.,
Mt;atAt = |at〉〈at|At for all t ≥ 1 and all at ∈ A. In this case, it suffices to consider classical action
states, i.e., action states that are diagonal in the action basis. Specifically, without loss of
generality, every action state ρh
t
At







where we recall the decision functions dt that we defined in (3.5) for classical Markov
decision processes. This scenario then corresponds to a classical decision process in which
the transition probabilities are non-Markovian. In particular,







where the state σEt(t|ht) is defined in (3.38) below. J
Proposition 3.3. Let Q = (E,A) be a quantum decision process. The classical-quantum state of Q,




|ht〉〈ht|Ht ⊗ σ̃(E,A)Et (t; ht) (3.32)





















































Et−1→Et ◦ · · · ◦ T
2;ht2,a2,x3
E2→E3 ◦ T1;x1,a1,x2E1→E2 ◦ T0;x1E0→E1 . (3.37)
Remark 3.4. Note that the operators σ̃(E,A)Et (t; h
t) are unnormalized. The (normalized) conditional







The joint probability distribution of the history Ht is given by




for all histories ht ∈ Ω(t). Also, the expected quantum state of the QDP is defined as









Proof of Proposition 3.3. It is relatively simple to see this by making use of Figure 3.3 and the
definitions of the decision channels and environment response channels in Definition 3.1.
With σE0 being the starting state of the environment, the state σ̂
(E,A)
H1E1






|x1〉〈x1|H1 ⊗ σ̃E1(1; x1), (3.41)
where
σ̃E1(1; x1) B T
0;x1
E0→E1(σE0). (3.42)
This proves the desired result for t = 1.
Now, suppose that the agent’s policy is given by the actions states ρh
t
At
for all t ≥ 1, ht ∈ Ω(t).
Then, the agent’s first decision, given by the action states ρx1A1 , x1 ∈ X, and the corresponding channel




|x1〉〈x1|H1 ⊗ ρx1A1 ⊗ σ̃E1(1; x1). (3.43)
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T1;x1,a1,x2E1→E2 (σ̃E1(1; x1)). (3.44)























which proves the desired result for t = 2.
The agent’s next decision, given by the action states ρh
2
A2
, h2 ∈ Ω(2), and the corresponding





























E2→E3 ◦ T1;x1,a1,x2E1→E2 ◦ T0;x1E0→E1
)
(σE0), (3.50)
proving the result for t = 3. Proceeding in this manner for t > 3, it is clear that the expression in
(3.32) holds. 
By observing that the classical-quantum state in (3.32) has the form of the classical-quantum
state in (2.52) that is obtained at the output of an arbitrary LOCC protocol, we immediately obtain
the following result.
Corollary 3.5. For all t ≥ 1, the quantum channel P(E,A),tE0→HtEt defined in (3.19) is an LOCC quantum
instrument channel for all quantum decision processes Q = (E,A).











































































which has exactly the form of the output state in (2.52) and (2.53) of a t-round LOCC protocol,




E0→Et act only the agent’s and environment’s systems, respectively.
Therefore, P(E,A);tE0→HtEt is an LOCC quantum instrument channel. 
The expected reward
The figure of merit that we use to evaluate policies and to perform policy optimization is the
expected reward at the horizon time T . For simplicity, we consider policy optimization only in the
finite-horizon setting, so that T < ∞ throughout.
Consider an arbitrary QDP Q = (E,A), with A = (T, πT ). Then, the expected reward at time T is






R(T )(hT+1, s) Pr
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σ̂(E,(T,πT ))HT+1ET+1(T + 1)
)]
, (3.61)























for all hT+1 ∈ Ω(T + 1) and all linear operators σEt+1 . A straightforward consequence of this formula,
along with (3.33) and (3.35) is the following algorithm for policy evaluation.
Proposition 3.6 (Finite-horizon policy evaluation). Let Q = (E,A) be a quantum decision process,

























t−1, at−1, xt, at) (3.65)
for all 2 ≤ t ≤ T , ht−1 ∈ Ω(t − 1), and at−1 ∈ A, and
v(E,A)T+1 (h









σ̃(E)ET+1(T + 1; h
T , aT , xT+1)
)]
(3.66)
for all hT ∈ Ω(T ) and aT ∈ A.
Remark 3.7. The functions v(E,A)t that we have defined in the statement of the proposition can be
thought of as analogous to action-value functions in classical Markov decision processes; see, e.g.,
Refs. [106, 109]. Also, as in the classical case, observe that (3.65) and (3.66) specify a backward
recursion algorithm for evaluating a given policy. For every history hT ∈ Ω(T ) and action aT ∈ A,
the algorithm proceeds by first evaluating the function v(E,A)T+1 , then proceeding backwards, calculating
v(E,A)t for all T ≥ t ≥ 2 in order to finally obtain F(E,A). J
Proof of Proposition 3.6. Using (3.33) and (3.35), we have that














































v(E,A)2 (x1, a1), (3.69)
where






















Then, separating the sum over x2 ∈ X and a2 ∈ A in the above equation leads to




















































t−1, at−1, xt, at). (3.73)

































T , aT , xT+1), (3.75)
where
v(E,A)T+1 (h










T , aT , xT+1)
)]
. (3.76)
This completes the proof. 
Remark 3.8. There is an advantage to using the backward recursion algorithm (as specified by
Proposition 3.6) to evaluate a policy, rather than simply using the definition of the expected reward
in (3.60) or (3.61). This advantage comes from the fact that the function v(E,A)T+1 defined in (3.66)
is independent of the policy—it depends only on the elements of the environment and on the
horizon time. Therefore, for a given environment E and a given horizon time T , the function values
v(E,A)T+1 (h
T , aT ) can be computed once and need never be computed again. Then, given any T -step
policy πT , the backward recursion algorithm can be used to quickly evaluate the expected reward. J
Remark 3.9 (Episodic and non-episodic decision processes). We have assumed in our definition of
a quantum decision process that the reward is given entirely at the end of the agent-environment
interaction, i.e., at the horizon time T . Such decision processes are called episodic. We consider
only episodic processes in this thesis.
In general, rewards can be given at intermediate times as well. In this case, we define the agent
more generally as follows:
A B (T, S ⊆ [T ], πT ) , (3.77)
where S ⊆ [T ] B {1, 2, . . . ,T } is a countable subset of rewarding times, and we let rS B {st : t ∈
S, st ∈ Yt} be the set of reward labels for the rewarding times and RS = (Rt : t ∈ S) the corresponding
classical registers. An episodic QDP corresponds to taking S = {T }.
Allowing for rewards at intermediate times leads to a change in the definition of the t-step QDP
channel given in (3.19). To see how, suppose that S = {1, 3, 5}, so that rewards are given at times
t = 1, 3, 5. Then, the new definition of the t-step QDP channel is
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P(E,A);t = Et−1 ◦Dt−1 ◦ · · · ◦ E6 ◦D6 ◦ R5 ◦ E5 ◦D5
◦ E4 ◦D4 ◦ R3 ◦ E3 ◦D3 ◦ E2 ◦D2 ◦ R1 ◦ E1 ◦D1 ◦ E0, (3.78)
where for brevity we have suppressed the system labels in the subscripts of the channels. In other
words, we place a reward channel at every time step in S. In general, if S = {t1, t2, . . . , tn}, with
t1 < t2 < · · · < tn and n ≤ T , then
P(E,A);t = Et−1 ◦Dt−1 ◦ · · · ◦ Rtn ◦
(
©tnj=tn−1+1E j ◦D j
)
◦ · · ·
◦ Rt2 ◦
(




©t1j=1E j ◦D j
)
◦ E0. (3.79)
The figure of merit for the agent, for the purpose of policy evaluation and optimization, is then the




t∈S R(t). It can be shown that a
backward recursion algorithm analogous to the one given in Proposition 3.6 can be used to evaluate
policies in this setting. J
3.2 Policy optimization
We now discuss methods for obtaining optimal policies. As mentioned earlier, throughout this
thesis, we focus our attention on finite-horizon episodic decision processes, i.e., decision processes
in which the reward is given only at the horizon time T < ∞.
Given an environment E and horizon time T < ∞, the task is to maximize the expected reward
at time T (as defined in (3.57)–(3.61)) with respect to T -step policies πT . In other words, the task is
to solve the following optimization problem:
maximize F(E, (T, πT ))

















= 1 ∀ 1 ≤ t ≤ T, ht ∈ Ω(t).
(3.80)
In general, we could add additional constraints to this optimization problem if the policies are
required to be constrained. Throughout this thesis, we consider only the basic optimization problem
in (3.80).
3.2.1 Backward recursion
Using the result of Proposition 3.6 allows us to determine an optimal policy via the backward
recursion algorithm.
Theorem 3.10 (Finite-horizon policy optimization). Let E be the environment corresponding to a
quantum decision process, and let T < ∞. Then,
max
πT







































T , aT ), (3.83)









σ̃(E)ET+1(T + 1; h
T , aT , xT+1)
)]
. (3.84)






)| : ht ∈ Ω(t), 1 ≤ t ≤ T
)
, (3.85)
where |λmax(H)〉 denotes an eigenvector corresponding the largest eigenvalue of the Hermitian
operator H.





At : 1 ≤ t ≤ T, ht ∈ Ω(t)
)
(3.86)





A j : t ≤ j ≤ T, h j ∈ Ω( j)
)
(3.87)
to be the “slices” of πT from time t onwards. By observing that v
(E,A)
t depends only on the policy
from time t onwards, i.e., on πt→TT , we find that
max
πT

















v(E,A)2 (x1, a1), (3.88)






















t−1, at−1, xt, at) (3.89)
for all 2 ≤ t ≤ T , ht−1 ∈ Ω(t − 1), and at−1 ∈ A. By defining the quantities
w(E,T )t B max
π(t→T )T
v(E,A)t ∀ 2 ≤ t ≤ T, (3.90)
w(E,T )T+1 B v
(E,A)
T+1 , (3.91)
(recall that v(E,A)T+1 does not depend on πT ; see Remark 3.8) we see that the optimization problem
















w(E,T )2 (x1, a1) : ρ
x1
A1

















t, at) : ρ
xt
At
≥ 0, Tr[ρxtAt] = 1, xt ∈ X

(3.93)
for all 2 ≤ t ≤ T , ht−1 ∈ Ω(t − 1), and at−1 ∈ A.








































w(E,T )2 (x1, a1). Similarly, in (3.93), the objective































t, at). Therefore, we have
max
πT










: ρx1A1 ≥ 0, Tr[ρx1A1] = 1, x1 ∈ X1
 , (3.97)
w(E,T )t (h











: ρxtAt ≥ 0, Tr[ρxtAt] = 1, xt ∈ Xt
 , (3.98)
for all 2 ≤ t ≤ T , ht−1 ∈ Ω(t − 1), and at−1 ∈ A. Now, notice that at every iteration the optimization





subject to ρs ≥ 0, Tr[ρs] = 1 ∀ s ∈ S,
(3.99)
where S is some finite set and {H s}s∈S is some set of Hermitian operators. Because the optimization
is with respect to the independent variables {ρs}s∈S, the maximum can be brought inside the sum, so





where we have used to fact that, for all Hermitian operators H,
max
ρ:ρ≥0,Tr[ρ]=1
Tr[Hρ] = λmax(H), (3.101)
where λmax(H) denotes the largest eigenvalue of H [224]. A state ρ achieving the maximum
is given by an eigenvector |λmax(H)〉 corresponding to the largest eigenvalue, i.e., by the state
|λmax(H)〉〈λmax(H)|. Applying this result to (3.97) and (3.98) leads to the desired result.
Note that the optimal solution at the tth iteration gives us the optimal decision states at time t.
Specifically, the optimal decision state at time t for the history ht = (ht−1, at−1, xt) ∈ Ω(t) is given by
the optimal solution corresponding to the function w(E,T )t (ht−1, at−1). 
Theorem 3.10 tells us that we can determine the optimal policy by going backwards in time: we




, then optimize the actions for the time T − 1 by finding the largest eigenvalue of the operators
M̃T−1;h
T−1
AT−1 , and so on, until finally we optimize the actions for the first time step by finding the largest
eigenvalue of the operators M̃1;x1A1 . This technique is well known from dynamic programming and is
used also for obtaining optimal policies in classical Markov decision processes. Furthermore, this
procedure is related to the density-matrix renormalization group (DMRG) algorithm [225, 226],
which is used for tensor network optimization. In fact, as pointed out in Ref. [227], which uses
tensor network techniques to solve classical Markov decision problems, the backward recursion
procedure is nothing but one reverse sweep in the DMRG algorithm, in which the policies are
viewed as tensors. Intuitively, the main reason why optimization via a backward recursion procedure
can be done is that each term in the objective function is a product of terms, with each term in the
product corresponding to an independent action state. This allows the joint optimization over all
action states to be split up into optimizations over the individual factors in a successive fashion
starting from the actions states for the final time.
3.2.2 Forward recursion
Observe that the backward recursion algorithm presented in Theorem 3.10 is exponentially slow in
the horizon time because of the fact that the number of histories grows exponentially in time—the
number of histories up to time t is |Ω(t)| = |X|t|A|t−1. Therefore, given a finite horizon time T ,
the functions w(E,T )t used to determine the optimal action states have an exponentially increasing
number of values. For this reason, it is useful to have efficient methods for estimating the maximum
expected reward. One such method is the following.
Instead of starting from the horizon time and finding the optimal actions by going backwards,
we could instead find the optimal actions by going forwards, i.e., by selecting the action such
that the immediate expected reward is maximized. Such a “forward recursion” approach is more
natural from the perspective of a real-world learning agent, who has to make decisions in real time
and does not necessarily have complete knowledge of the environment in order to perform the
backward recursion algorithm. However, the forward recursion algorithm will not necessarily lead
to a globally optimal policy. In fact, a globally optimal policy can be obtained using the backward
recursion algorithm, which we proved in Theorem 3.10. Nevertheless, it is worthwhile to briefly
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discuss the forward recursion algorithm because many reinforcement learning algorithms are based
on it, and they give efficiently computable lower bounds on the maximum expected reward. In
Appendix A, we investigate upper bounds on the maximum expected reward that are based on
semi-definite programming.




|ht〉〈ht|Ht ⊗ σ̃(E,A)Et (t; ht). (3.102)
Now, the forward recursion algorithm is defined by the task of determining the action state such that
the immediate expected reward is maximized. After one step of the agent-environment interaction,
we have






































































Maximizing the expected reward is therefore an optimization problem of the form (3.99), so that






with the optimal decision states being |λmax(Ñht)〉〈λmax(Ñht)|. In other words, given that the agent





If the POVM {Mt;atAt }at∈At is a set of rank-one projections onto action states, i.e., Mt;atAt = |at〉〈at|At


























































We note that an optimal policy obtained via the forward recursion algorithm is often called a
“greedy” policy; see, e.g., Ref. [109].
3.3 Classical vs. quantum agents
At the end of the previous subsection, we briefly discussed, in the context of the forward recursion
algorithm, the case that the environment response channels are defined by POVMs {Mt;atAt }at∈A such
that Mt;atAt = |at〉〈at|At for all at ∈ A. In other words, the POVMs consist of rank-one projections
onto the action basis elements. Let us now look at this special case in the context of the backward
recursion algorithm and use Theorem 3.10 to explicitly write down that algorithm for this case.








t, at)|at〉〈at|At ∀ 1 ≤ t ≤ T, ht ∈ Ω(t) (3.110)







t, at) ∀ 1 ≤ t ≤ T, ht ∈ Ω(t). (3.111)
The result of Theorem 3.10 therefore simplifies as follows:
max
πT














t−1, at−1, xt, at) ∀ 2 ≤ t ≤ T, (3.113)
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. (3.114)
Furthermore, the optimal policy is
π∗T =





t) B arg max
at∈A
w(E,T )t+1 (h
t, at) ∀ 1 ≤ t ≤ T. (3.116)
Notice that the optimal action states are nothing more than rank-one projections onto the action
basis elements. This means that the optimal actions are purely classical and deterministic, meaning
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that when the POVMs of the environment response channels are rank-one projections onto the
action basis elements, a classical agent is sufficient for achieving the optimal expected reward. A
classical agent is similarly sufficient if the POVM elements have rank greater than one but are
diagonal in the action basis.
On the other hand, when the POVM elements M j;a jA j are not diagonal in the action basis elements,
the optimal action states need not be diagonal in the action basis. In particular, from Theorem 3.10,
we see that, in general, the optimal action states will involve superpositions of action basis elements.
In this case, therefore, a quantum agent is needed to obtain the optimal expected reward.
3.4 Connections to quantum information tasks
We pointed out in Remark 3.2, and showed explicitly in Figure 3.3, that every quantum decision
process can be viewed as a quantum causal network/quantum comb. Drawing this connection to
quantum causal networks is particularly powerful because quantum causal networks are general
enough that they arise in virtually all quantum information processing tasks that contain a causal
structure. Thus, by viewing quantum decision processes as an example of a quantum causal network,
we come to the realization that many quantum information processing tasks that involve sequential
interaction between different parties can be thought of as a quantum decision process. Let us briefly
consider some examples for which this is the case.
• Device-independent quantum information processing. This includes device-independent
quantum key distribution [171, 228, 229]; see Ref. [158, Chapter 6] for a broad introduction.
In this case, the blue channels in Figure 3.3 should be thought of as a device at different points
in time, such that the agent interacting with the device has access only to the input and output
systems H j, A j and H j+1, while the systems E j represent the device’s internal memory, which
is inaccessible to the agent. The agent’s goal is then to interact optimally with the device
relative to a given task.
The CHSH game [172, 230] (see Ref. [173] for a pedagogical introduction) is an important
subroutine in many device-independent quantum information processing tasks (see, e.g.,
Refs. [231, 232]). In this case, the environment is the underlying quantum system(s) de-
scribing the device, and the agents’ actions represent measurement settings for the quantum
system. The classical outputs from the device are labels corresponding to the outcome of
the measurement. A policy in this setting is a mapping from prior measurement outcomes to
future measurement setting choices, and the reward is the score of the CHSH game.
• Quantum games. These are quantum generalizations of stochastic games [233–235], which
themselves are multi-agent generalizations of (classical) Markov decision processes [236–
239]. The agents are the players in the game, who may or may not cooperate, and the
environment can be thought of as the referee, which assigns a reward/score to the players in
every round.
See Refs. [240–250] for examples of quantum games, and see Refs. [251, 252] for reviews.
Although the presentation in this chapter has been restricted to quantum decision processes
with a single agent, it is possible to generalize Definition 3.1 to multiple agents.
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• Quantum control. See, e.g., Refs. [253, 254]. In these works, the agent is an experimentalist
whose task is to “control” a quantum system, i.e., to drive the quantum system to a particular
state, and the environment is simply the quantum system itself. The actions of the agent
correspond to the physical evolutions of the quantum system, and the reward is typically the
fidelity (or some other distinguishability measure) with respect to the target state.
• Quantum-enhanced parameter estimation. See, e.g., Refs. [255–259]. In these works, in
particular Refs. [257, 259], the task of the agent is to estimate an unknown phase shift
applied to a quantum system (which represents the environment). In each round, the agent
makes an estimate of this phase, and the classical outputs from the environment are particular
measurement outcomes. The agent’s policy is a function from prior measurement outcomes
to future estimates, and the reward is the variance of the estimate; see Ref. [259] for details.
• Quantum error correction. See, e.g., Refs. [260–262]. In these works, roughly speaking,
the environment is the quantum system to be protected by an error-correction code, and the
agent’s task is to perform actions (which correspond to physical evolutions of the quantum
system) in order to keep the state of the quantum system in the codespace.
3.5 Summary
In this chapter, we developed the primary concept that we use throughout the rest of this thesis,
namely, the concept of quantum decision processes. Our notion of a quantum decision process
builds on the notion of a quantum partially observable Markov decision process as defined in
Refs. [107, 108], which itself generalizes the concept of a classical (partially observable) Markov
decision process. In a quantum decision process, an agent (which could be described by a classical
or a quantum system) interacts with its environment (which is described by a quantum system) via a
sequence of actions. Every action of the agent changes the quantum state of the environment, and in
return the agent receives (classical) observations about the environment, along with a reward. The
agent uses the observations it receives in order to decide its next action, and its goal is to maximize
the reward it receives after a pre-specified, finite horizon time. Several quantum information
processing tasks can be thought of in the context of quantum decision processes, and we provide
examples of some of these tasks in Section 3.4.
We began the chapter with the formal definition of a quantum decision process in Section 3.1,
and thereafter we determined some basic facts, such as the classical-quantum state and the expected
quantum state of a quantum decision process. Then, in Section 3.2, we considered finite-horizon
policy optimization, in which the goal is to determine the optimal sequence of actions that should
be performed by an agent in order to maximize its expected reward at the horizon time. The
backward recursion algorithm presented in Section 3.2.1 gives us the optimal policy, but it is
rarely used in practice because it is exponentially slow in the horizon time. The forward recursion
algorithm, presented in Section 3.2.2, is generally sub-optimal and provides only a lower bound
on the maximum expected reward, but it is at the basis of algorithms that are more efficient than
backward recursion. In Section 3.3, we showed how the backward recursion algorithm, and the
resulting optimal policy, simplifies when the agent can be described classically.
Decision processes form the theoretical foundation for reinforcement learning. To be precise,
53
reinforcement learning algorithms take as their underlying model for the environment a (classical)
decision process, and they generally provide lower bounds on the maximum expected reward of the
agent. In fact, the forward recursion algorithm presented in Section 3.2.2 is at the basis of many
reinforcement learning algorithms. We refer to Ref. [109] for more information about reinforcement
learning. Due to the connection between decision processes and reinforcement learning in the
classical case, we can use quantum decision processes as a basis for a quantum generalization
of reinforcement learning. Although reinforcement learning is not the primary subject of this
thesis, the developments of this chapter, and of this thesis as a whole, provide the tools needed for




In this chapter, we begin the study of quantum networks. We discuss how to describe a quantum
network mathematically. Then, we define the general task of entanglement distribution in a quantum
network along with a figure of merit for entanglement distribution protocols in a quantum network.
From these general considerations, we motivate a more practically-oriented model for entanglement
distribution. The developments of this chapter prepare us for devising practical quantum network
protocols using quantum decision processes in Chapter 5.
What exactly do we mean by the term “quantum network”? Generally speaking, the term
“network” can be used to describe any collection of entities that interact with each other and whose
behavior must be described collectively rather than with the individual components [263]. In a
communication context, like the networks that comprise the current internet, a quantum network is
simply a collection of spatially-separated quantum-mechanical devices, some of which are directly
connected to each other via communication channels. Consequently, every quantum network
(specifically, its physical layout) has a natural association to a (multi)graph G = (V, E, c), in which
the nodes of the network are associated to the vertices of the graph, and the nodes that are directly
connected to each other in the network with a quantum channel are represented in the graph by
an edge connecting the corresponding vertices. As we describe in Section 4.3, for the types of
networks that we consider in this thesis the quantum channels are used to distribute entangled states
to the nodes connected by the channels. Consequently, we can equivalently think of the edges of
the graph as representing an entangled state shared by the corresponding nodes. We refer to these
entangled states associated with the edges as elementary links.
In Figure 4.1, we illustrate an arbitrary quantum network using its corresponding graph G.
The left panel of the figure depicts the physical layout of the network, which we assume to be
fixed. Every gray edge indicates a quantum channel, and whenever the quantum channel is used to
successfully distribute an entangled state to the corresponding nodes, we color the edge red (in the
case of bipartite states) or blue (in the case of multipartite states), and we refer to all such edges as
“active elementary links”. The collection of active elementary links in the network forms a subgraph
of G. In this way, we can think of G as describing the “physical (elementary) links” in the network.
The overall goal in a quantum network is to use the elementary links to create “virtual links”, which
is entanglement shared by nodes that are not physically connected, allowing them to accomplish a
desired task, such as quantum teleportation or quantum key distribution. In Section 4.2, we formally
define entanglement distribution in a quantum network in terms of graph transformations, and we
define a figure of merit for evaluating entanglement distribution protocols.
In Section 4.3, we explain why the generation of elementary links is typically probabilistic in
practice, and how the finite coherence time of quantum memories limits the time duration of active
elementary links. These facts necessitate thinking of the subgraphs of active elementary links as
random variables, which we formalize in Section 4.3.2, and we define the corresponding quantum
state of the network in Section 4.3.3.
Remark 4.1. An alternative mathematical description of a quantum network as a graph is one in
which every edge represents a vector space and every vertex represents a linear transformation of
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Figure 4.1. Graphical description of a quantum network. (Left) The physical layout
of the quantum network is described by a hypergraph G, which should be thought
of as fixed, in which the vertices represent the nodes (senders and receivers) in the
network and the edges represent quantum channels that are used to distribute entangled
states (elementary links) shared by the corresponding nodes. (Right) At any point
in time only a certain number of elementary links in the network may be active. By
“active”, we mean that an entangled state has been distributed successfully to the nodes
and the corresponding quantum systems stored in the respective quantum memories.
Active bipartite links are indicated by a red line, and active k-partite elementary links,
k ≥ 3, corresponding to the hyperedges are indicated by a blue bubble. The active
elementary links collectively constitute a subgraph of G. In Section 4.3, we describe
how information transmission in a quantum network is typically probabilistic in practice,
which means that the subgraphs are random.
the vector spaces corresponding to the edges incident to the vertex. This type of object is typically
called a tensor network (see, e.g., Ref. [264–266]), because the linear transformations at the vertices
can be thought of as tensors. The usual diagrammatic representation of quantum circuits in quantum
computing (see, e.g., Ref. [119]) can be thought of as a tensor network. More generally, quantum
(causal) networks, as defined in Ref. [221], are tensor networks, because the edges represent Hilbert
spaces and the vertices represent completely positive maps, and the latter can be thought of as a
tensor via the Choi representation. J
4.1 Quantum states and channels
Along with the abstraction of a quantum network as a graph, which we have put into place above
and is summarized by Figure 4.1, in order to have a formal theoretical study of quantum networks,
we need a systematic way of referring to the quantum systems and channels that are involved in
the physical functioning of the network. We can then talk about, for example, the overall quantum
state of the network and communication between different nodes in the network via the underlying
quantum channels.
Given a graph G = (V, E) corresponding to a quantum network, we label the quantum systems
in the network as Ave, with v ∈ V and e ∈ E, which tells us that the system Ave is located at the vertex
v and is associated with the edge e incident to v, i.e., v ∈ e; see Figure 4.2 for an example. We can
label quantum systems in the same way for a multigraph, i.e., in the case that a pair of vertices is



















Figure 4.2. (Left) A graph with 5 vertices and 7 edges corresponding to a quantum
network in which all of the adjacent nodes share bipartite entanglement. (Right)
Focusing on the vertex v5, we define at least three quantum systems located at that
vertex, one system for each edge attached to the vertex.
As described at the beginning of this chapter, every active elementary link of the network
corresponds to a quantum state, which we denote by
ρe ≡ ρ{Ave:v∈V, v∈e}. (4.1)
In other words, ρe is the quantum state for the systems located at the nodes that are attached to e.
Note that if e is a hyperedge, with k ≥ 2 vertices attached to it, then ρe is a k-partite quantum state.
As an example, let us refer to Figure 4.2. We have
ρe1 ≡ ρAv1e1 Av2e1 , ρe2 ≡ ρAv2e2 Av3e2 , (4.2)
and similarly for all of the other edges. Given any subgraph G′ = (V ′, E′) of G, consisting of the
active elementary links and their associated nodes, we define the quantum state of G′ as




Note that in this formulation, the quantum state of any subgraph is always a tensor-product state
with respect to the different edges.
We also define the following partial trace functions:
Tre B Tr{Ave:v∈V, v∈e} ∀ e ∈ E, (4.4)
Trv B Tr{Ave:e∈E, v∈e} ∀ v ∈ V. (4.5)
For example, referring again to Figure 4.2, we have that










More generally, for subsets V ′ ⊆ V and E′ ⊆ E, we have
TrV′ B Tr{Ave:v∈V′, v∈e, e∈E}, (4.8)
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TrE′ B Tr{Ave:e∈E′, v∈e, v∈V}. (4.9)
Using these definitions, we can define reduced/marginal states of the overall quantum state of the
network.
All of the definitions above apply to hypergraphs and multigraphs. In the following, however,
let us restrict ourselves to multigraphs with bipartite edges. In this case, a path in the graph can be
specified by a sequence (v1, e1, v2, e2, v3, · · · , vn−1, en−1, vn), such that vi, vi+1 ∈ ei for all 1 ≤ i ≤ n.
Let us now discuss how to describe channels for joining elementary links, starting with the
entanglement swapping channel defined in (2.76). For n > 2, given a particular path (v1, e1, v2, e2,
v3, · · · , vn−1, en−1, vn) between the nodes v1 and vn, such that there are n − 2 intermediate nodes, we
define the channel LES;n−2v1e1v2e2v3···vn−1en−1vn→{v1,vn} to be the entanglement swapping channel given in (2.76)


















We sometimes refer to the quantum state corresponding to the edge e′ as a virtual link when we want
to distinguish it from an elementary link. Note that, instead of the output systems being Av1e1 A
vn
en−1 , we
have assigned new systems Av1e′ A
vn
e′ for the output in order to signify the creation of a new (virtual)
link. In other words, the output state of the channel is put into two entirely new quantum systems,
which allows for the systems Av1e1 and A
vn
en−1 to be used again as part of the elementary links. As an















where e′ = {v1, v3}.
We make an analogous definition for the GHZ entanglement swapping channel defined in (2.84).
Given n > 2 and a path (v1, e1, v2, e2, v3, · · · , vn−1, en−1, vn) between the nodes v1 and vn, such that
there are n− 2 intermediate nodes, we define the channel LGHZ;n−2v1e1v2e2v3···vn−1en−1vn→{v1,v2,...,vn} to be the GHZ
entanglement swapping channel that connects the vertices v1, v2, . . . , vn and thus creates a new edge



















Like before, we assign the output of the channel to new quantum systems in order to signify the
creation of a new (virtual) link, as well as to allow for the creation of new elementary links with the
systems that were consumed by measurements in the GHZ entanglement swapping protocol. As an

















where e′ = {v1, v2, v3}.
We describe distillation channels in a manner similar to how we did for entanglement swapping
channels. Given a hyperedge e = {v1, . . . , vk}, with k ≥ 2, such that c(e) = n is the number of






























Figure 4.3. Depiction of entanglement distribution as a transformation of a graph Gin of
active elementary links of the physical graph to a new graph Gout consisting of the edges
of Gin plus two additional virtual edges indicated in orange. The transformation occurs
through an LOCC protocol executed by the nodes in the network, which is described by
the LOCC channel LLOCC. This formulation of the task of entanglement distribution in
terms of transformations of graphs is based on Refs. [81, 85].
the entanglement distillation channel that takes all n parallel edges and transforms them to a number
n′ < n of parallel edges.
4.2 The entanglement distribution task
The central task that we consider in this thesis is entanglement distribution, which we define to
be the task of transforming elementary links, which are entangled states shared by the nodes that
are physically connected to each other, to virtual links, which are entangled states shared by non-
adjacent nodes in the network. This transformation takes places through the execution of an LOCC
protocol; see Figure 4.3 for a generic depiction. Importantly, in a real network, there are multiple
simultaneous user requests that have to be accommodated, not just a request between one set (e.g.,
pair) of users, and protocols for entanglement distribution should accommodate such multi-user
requests [104].
Entanglement distribution protocols can be described in terms of graph transformations, as
done in Ref. [81, 85] and depicted in Figure 4.3. We start with the quantum state corresponding
to a collection of elementary links in a network, as in (4.3). This collection of elementary links
corresponds to a graph Gin = (Vin, Ein). Note that the graph Gin could be a subgraph of the full
graph G consisting of all of the physical links, as described at the beginning of this chapter and
shown in right panel of Figure 4.1. If σGin is the state of the graph Gin, as in (4.3), then a general
entanglement distribution protocol is an LOCC protocol among the nodes Vin, with corresponding
LOCC channel LLOCC, such that
σGin 7→ σGout B LLOCC(σ⊗nGin). (4.15)







where {ρoute : e ∈ Eout} is a set of quantum states corresponding to the edges of Gout. Observe that
the new graph Gout has the same set Vin of nodes as the input graph Gin. Also, in (4.15), we allow
for the protocol to take n ∈ N = {1, 2, . . . } copies of the state σGin .
A basic example of an entanglement distribution protocol consists of the following three steps.
1. Generate elementary links in the physical graph.
2. Perform entanglement distillation protocols, such as the one in Example 2.16, on (parallel)
elementary links.
3. Perform joining protocols, such as the ones in Examples 2.13, 2.14, and 2.15, to create virtual
links.
Typically, the task of entanglement distribution in a quantum network is defined not only by the
physical graph Gin consisting of active elementary links, but also by a target graph Gtarget and its







This is the case, for example, in a real-world scenario in which multiple user requests for entangle-
ment are made, and thus the topology of the graph Gtarget is given as part of the problem. The goal
is then to have the output state σGout be close to the quantum state of the target graph. We discuss
this further in Section 4.2.1 below.
Note that all three of the LOCC protocols considered in Section 2.1.1 (specifically, the ones in
Examples 2.13, 2.14, and 2.15) are nothing more than special cases of entanglement distribution
protocols as we have described them here, and they can be thought of in terms of a graph transfor-
mation; see Figure 4.4. Indeed, let us first consider the entanglement swapping channel defined in
(2.76). As shown in the top panel of Figure 4.4, we start with the physical graph of two elementary
links. The entanglement swapping channel LES;1 takes these two elementary links and transforms
them to a virtual link between the end nodes. Similarly, in the central panel of Figure 4.4, we see
that the same physical graph of two elementary links can be transformed to a single hyperedge
of the three nodes via the GHZ entanglement swapping channel LGHZ;1 defined in (2.84). Finally,
as shown in the bottom panel of Figure 4.4, the graph state distribution channel L(G̃) defined in
(2.101) takes the graph of four physical, elementary links and transforms them to a hyperedge
consisting of the four outer nodes in the network. Note that, unlike what is shown in Figure 4.4, the
elementary links used in the transformation do not have to be inactive after the transformation. We
can incorporate the fresh preparation of those elementary links as part of the transformation, so that
the graphs Gout on the right-hand side have active elementary links in addition to the new virtual
link.
In Chapter 5, we use quantum decision processes to provide an explicit form for the LOCC
channel in (4.15) corresponding to a quantum network protocol.
Remark 4.2 (Quantum repeaters). In Chapter 1, we briefly mentioned quantum repeaters as devices,



























Figure 4.4. The three basic LOCC protocols defined in Section 2.1.1 can be thought
of as graph transformations. (Top) The physical graph of three vertices and two active
elementary links can be transformed into a graph of just one edge e3 = {v1, v2} via the
entanglement swapping channel LES;1 defined in (2.76). (Center) The same physical
graph of three vertices and two active elementary links can be transformed into a graph
of one hyperedge e3 = {v1, v2, v3} via the GHZ entanglement swapping channel LGHZ;1
defined in (2.84). (Bottom) The five-node physical graph with four active elementary
links can be transformed it into a graph with the single hyperedge e5 = {v2, v3, v4, v5}
via the graph state distribution channel L(G̃) defined in (2.101), where G̃ is an arbitrary
four-vertex graph.
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a path connecting a sender and a receiver, thereby making the quantum information transmission
more reliable. Specifically, quantum repeaters perform entanglement distillation [147, 154, 267] (or
some other form of quantum error correction) and entanglement swapping [29, 148] to iteratively
extend the entanglement range to the desired distance. In the network setting, any node in the
network that is not either a sender or a receiver can function as a quantum repeater, and it can
be thought of simply as a helper node that functions in a manner similar to the original proposal,
except that the repeater would in general have the additional task of routing incoming signals in
the required directions using the appropriate measurement settings; see Figure 4.6 below for an
example. J
4.2.1 Figure of merit
How do we quantify the performance of a given quantum network protocol? Given a graph
Gin = (Vin, Ein) of elementary links, as described above, along with a protocol whose associated
LOCC quantum channel is LLOCC, we would like the output state LLOCC(σ⊗nGin) of the protocol to be
close to the state σGtarget corresponding to a given target graph Gtarget = (Vin, Etarget). A basic figure






Now, the quantum network protocol should be such that the graph Gout corresponding to the
state LLOCC(σ⊗nGin) has the same edge set as the target graph Gtarget, i.e., we require Eout = Etarget. The
goal is then to calculate the fidelity between the states in (4.16) and (4.17). Using multiplicativity


























Remark 4.3. Protocols for achieving the task of entanglement distribution as we have described it
here are a special case of general quantum network protocols that have been described in Refs. [86,
87, 92–96, 102, 268]. The figure of merit considered in all of these works is the trace distance to the
target state instead of fidelity (however, Ref. [96] uses fidelity). Furthermore, the primary goal in
these works is to determine the optimal rates at which the target state can be created. This involves
determining the maximum number of edge-disjoint paths in the network between the desired non-
adjacent target nodes, which is when theorems such as Menger’s theorem (Theorem 2.19) and the
theorem of Tutte and Nash-Williams (Theorem 2.20) are helpful, and allow for the problem to be
formulated as a flow-optimization problem, which typically have formulations as linear programs;
see Ref. [193] for more information. We also mention that multi-user requests are dealt with
explicitly in [87, 102, 104].
In this thesis, we are primarily concerned with developing explicit forms for the channel
LLOCC in (4.18) under practical conditions rather than with optimal rates, as we outline in detail in
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Section 4.3 below. However, in Section 5.2, we explain how the methods developed here can be
used to determine optimal rates using the aforementioned flow-optimization techniques. J
Let us now discuss one simple strategy for achieving the desired target graph Gtarget and its
associated state σGtarget . For concreteness, let us suppose that input graph Gin contains only two-
element edges, so that the elementary links correspond to bipartite entanglement (see, e.g., the left
panel of Figure 4.3). Then, a simple strategy is to first perform entanglement distillation of the
elementary links (in order to increase the fidelity to the target state), then to execute joining protocols
(i.e., protocols to create virtual links) along appropriate paths. The latter requires an algorithm for
finding paths in the network that can accommodate multi-user requests. For example, in the right
panel of Figure 4.3, the virtual link {v1, v3} can be established along the path (v1, e1, v2, e2, v3), and
the virtual link {v2, v4} can be established along the path (v2, e5, v5, e4, v4). Once a path to create a
particular virtual link has been identified, then the appropriate joining protocol is performed along
that path in order to create the virtual link. If we let e′ ∈ Etarget denote this new virtual link and we







where we have made use of the notation defined in Section 4.1 for the joining channel, which is an
LOCC channel. Then, from (4.20), the task is then to calculate the fidelity between the state ρoute′
and the corresponding target state ρtargete′ . The target state is typically a pure entangled state, i.e.,
ρ
target






 |ψ〉e′ . (4.22)
As examples, let us consider calculating the fidelity in (4.22) for the three LOCC joining
channels defined in Section 2.1.1. In each case, we find that fidelity of the output state of the channel
with respect to the target state can be written in terms of the fidelities of the bipartite input states
with respect to the maximally entangled state. We provide the proofs in Appendix C.
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|Φz1,x1〉 · · · 〈Φzn,xn |ρn+1R2nB|Φzn,xn〉. (4.23)
Proof. See Appendix C.1. 
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|Φz1,0〉 · · · 〈Φzn,0|ρn+1R2nB|Φzn,0〉. (4.24)
Proof. See Appendix C.2. 
Proposition 4.6. For all n ≥ 2, all graphs G with n vertices, and all two-qubit states ρ1A1R1 , ρ2A2R2 , . . . ,
ρnAnRn , the fidelity with respect to the graph state |G〉 of the state after the graph state distribution
channel applied to ρ1A1R1 , ρ
2












〈Φz1,x1 |ρ1A1R1 |Φz1,x1〉〈Φz2,x2 |ρ2A2R2 |Φz2,x2〉 · · · 〈Φzn,xn |ρnAnRn |Φzn,xn〉, (4.25)
where the column vector ~z = (z1, . . . , zn)T is given by ~z = A(G)~x, with A(G) the adjacency matrix of
G.
Proof. See Appendix C.3. 
4.3 Practical network architecture
In Section 4.2, we presented the task of entanglement distribution in a quantum network in general
terms. Essentially, the task corresponds to the transformation of a graph of elementary links into
a graph with virtual links (shared entanglement between non-adjacent nodes in the network). We
also introduced a figure of merit that quantifies (using fidelity) how close the quantum state of the
transformed graph is to the quantum state of a target graph. Let us now point out three important
facts that are relevant in practice but are not explicitly taken into account in the general formulation
presented in Section 4.2:
• The generation of elementary links, as well as entanglement swapping and entanglement
distillation protocols, are all typically probabilistic.
• The quantum memories at the nodes of the network have limited coherence times.
• Every node has a limited number of quantum memories.
All of these practical limitations mean that the LOCC channel LLOCC in (4.15) that defines the
quantum network protocol for entanglement distribution cannot be too general. In this section, we
consider these practical limitations in detail. We start with probabilistic elementary link generation
in Section 4.3.1, and we consider both ground-based and satellite-based models. Probabilistic
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Figure 4.5. Our model for elementary link generation in a quantum network consists of
source stations associated to every physical (elementary) link that distributes entangled
states to the corresponding nodes [63, 113, 269, 270].
elementary link generation implies that the subgraphs Gin of the physical graph of the network,
which are the inputs to the quantum network protocol, need to be thought of as random variables,
and in Section 4.3.2 we formalize this. Finally, in Section 4.3.3, we define the quantum state of
the network, as well as the joining and distillation channels, within the model of probabilistic
elementary link generation.
4.3.1 Elementary link generation
Our basic model for probabilistic elementary link generation is illustrated in Figure 4.5, and it has
been considered in Refs. [63, 113, 269, 270]. For every physical link in the network, there is a
source station that prepares and distributes an entangled state to the corresponding nodes. In general,
all of these source stations operate independently of each other, distributing entangled states as they
are requested.
Let G = (V, E) be the graph of physical links, and let e ∈ E be an arbitrary (hyper)edge with
k ≥ 2 nodes v1, v2, . . . , vk. The source corresponding to this physical link prepares a k-partite
quantum state ρSe ≡ ρSAv1e Av2e ···Avke . This quantum state is distributed to the nodes by sending each
quantum system Av je through a quantum channel Se, j ≡ SAv je , so that the state after transmission is
ρS ,oute B
(
Se,1 ⊗ Se,2 ⊗ · · · ⊗ Se,k) (ρSe ) = Se(ρSe ), (4.26)
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where
Se B Se,1 ⊗ Se,2 ⊗ · · · ⊗ Se,k. (4.27)
After transmission from the source to the nodes, the nodes typically have to execute a heralding
procedure, which is an LOCC protocol executed by the nodes that confirms whether all of the
nodes received their quantum systems; the reason for this will be clarified below, when we consider
specific transmission channels. If the heralding procedure succeeds, then the nodes store their
quantum systems in a quantum memory. Mathematically, the heralding procedure can be described
by a quantum instrument {M0,M1}, which we recall means that M0 and M1 are completely positive
trace non-increasing maps such that M0 + M1 is trace preserving. The map M0 corresponds to
failure of the heralding procedure, and the map M1 corresponds to success. The outcome of the
heralding procedure can then be captured by the following transformation of the state ρS ,oute to a
classical-quantum state:
ρS ,oute 7→ |0〉〈0| ⊗M0e(ρS ,oute ) + |1〉〈1| ⊗M1e(ρS ,oute ) = |0〉〈0| ⊗ σ̃e(0) + |1〉〈1| ⊗ σ̃e(1), (4.28)
where the classical register holds the binary outcome of the heralding procedure (‘1’ for success
and ‘0’ for failure) and the quantum register holds the quantum state of the nodes corresponding to
the outcome. In particular,
σ̃e(0) B (M0e ◦ Se)(ρSe ) (4.29)
is the (unnormalized) quantum state corresponding to failure, and
σ̃e(1) B (M1e ◦ Se)(ρSe ) (4.30)
is the (unnormalized) quantum state corresponding to success. The quantum states conditioned on








The superscript ‘0’ in ρ0e indicates that the quantum memories of the nodes are in their initial state
immediately after success of the heradling procedure; we expand on this below. We let
pe B Tr[σ̃e(1)] (4.32)
denote the overall probability of success of the transmission from the source and of the heralding
procedure, and we call it the transmission-heralding success probability from now on. We also let
σ̂e B |0〉〈0| ⊗ (M0e ◦ Se)(ρSe ) + |1〉〈1| ⊗ (M1e ◦ Se)(ρSe ) (4.33)
= |0〉〈0| ⊗ σ̃e(0) + |1〉〈1| ⊗ σ̃e(1) (4.34)
denote the quantum state of the elementary link corresponding to the edge e ∈ E immediately after
transmission and heralding.
Now, as mentioned above, once the heralding procedure succeeds, the nodes store their quantum
systems in their local quantum memory. Quantum memories have been made using trapped ions
[271], Rydberg atoms [272, 273], atom-cavity systems [274, 275], NV centers in diamond [276–
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281], individual rare-earth ions in crystals [282], and superconducting processors [283]. The
quantum memories are in general imperfect, which means that the quantum systems decohere over
time. We describe this decoherence by a quantum channel Ne, j acting on each quantum system A
v j
e
of the elementary link, j ∈ {1, 2, . . . , k}. The decoherence channel is applied at every time step in
which the quantum system is in memory. The overall quantum channel acting on all of the quantum
systems in the elementary link is
Ne B Ne,1 ⊗Ne,2 ⊗ · · · ⊗Ne,k. (4.35)
The quantum state of the elementary link after m time steps in the memories is therefore given by
ρe(m) B N◦me (ρ
0
e), (4.36)
where N◦me = Ne ◦ Ne ◦ · · · ◦ Ne (m times). For a particular target/desired quantum state of the
elementary link, which we assume to be a pure state ψe = |ψ〉〈ψ|e, we let
f em(ρ
0
e;ψe) B 〈ψ|eρe(m)|ψ〉e = 〈ψ|eN◦me (ρ0e)|ψ〉e (4.37)
denote the fidelity of the state ρe(m) with respect to the target state ψe. For brevity, we suppress
the dependence of f em on the target state ψe whenever it is understood or is unimportant. We also
suppress, for brevity, the dependence of f em on the decoherence channels of the quantum memories.
Let us now consider specific examples of transmission channels that are relevant in practice. In
what follows, we suppress the dependence of quantum states, channels, etc., on the edge e ∈ E of
the physical graph when it is not important, with the understanding that all such expressions hold
for an arbitrary edge.
4.3.1.1 Ground-based transmission
The most common medium for quantum information transmission for communication purposes is
photons traveling either through either free space or fiber-optic cables. These transmission media
are modeled well by a bosonic pure-loss/attenuation channel Lη [284], where η ∈ (0, 1] is the
transmittance of the medium, which for fiber-optic or free-space transmission has the form η = e−
L
L0
[42–44], where L is the transmission distance and L0 is the attenuation length of the fiber.
Before the k quantum systems corresponding to the source state ρS are transmitted through the
pure-loss channel, they are each encoded into d bosonic modes with d ≥ 2. A simple encoding is
the following:
|0d〉 B |1, 0, 0, . . . , 0〉, |1d〉 B |0, 1, 0, . . . , 0〉, . . . , |(d − 1)d〉 B |0, 0, 0, . . . , 1〉. (4.38)
In other words, using d bosonic modes, we form a qudit quantum system by defining the standard
basis elements of the associated Hilbert space by the states corresponding to a single photon in each
of the d modes. We let
|vac〉 B |0, 0, . . . , 0〉 (4.39)
denote the vacuum state of the d modes, which is the state containing no photons.
67






pS1 |ψS1 〉 +
√
pS2 |ψS2 〉 + · · · , (4.40)
where |ψSn 〉 is a state vector with n photons in total for each of the k parties and the numbers pSn ≥ 0




n = 1. For example, in the case k = 2 and d = 2, the following













(−1)m|n − m,m; m, n − m〉, (4.42)
where r and q are parameters characterizing the process. One often considers a truncated version of
this state as an approximation, so that [286]









(|2, 0; 0, 2〉 + |1, 1; 1, 1〉 + |0, 2; 2, 0〉), (4.43)
where p0 + p1 + p2 = 1.
Typically, the encoding into bosonic modes is not perfect, which means that a source state of
the form (4.40) is not ideal and that the desired state is given by one of the state vectors |ψSj 〉, and
the other terms arise due to the naturally imperfect nature of the source. For example, for the state
in (4.43), the desired bipartite state is the maximally entangled state
|Ψ+〉 = 1√
2
(|1, 0; 0, 1〉 + |0, 1; 1, 0〉). (4.44)
Once the source state is prepared, each mode is sent through the pure-loss channel. Letting
Lη,(d) B Lη ⊗ Lη ⊗ · · · ⊗ Lη︸                  ︷︷                  ︸
d times
(4.45)
denote the quantum channel that acts on the d modes of each of the k systems, the overall quantum
channel through which the source state ρS is sent is
L~η,(k;d) B Lη1,(d) ⊗ Lη2,(d) ⊗ · · · ⊗ Lηk ,(d)︸                               ︷︷                               ︸
k times
, (4.46)
where ~η = (η1, η2, . . . , ηk) and η j is the transmittance of the medium to the jth node in the edge. The
quantum state shared by the k nodes after transmission from the source is then ρS ,out = L(k;d)
~η
(ρS ).
Now, it is well known (see, e.g., Ref. [287]) that the action of the bosonic pure-loss channel
on any linear operator σd encoded in d modes according to the encoding in (4.38) is equivalent
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to the output of an erasure channel [288, 289]. In general, a d-dimensional quantum erasure
channel E(d)p , with p ∈ [0, 1], is defined as follows. Consider the vector space Cd with orthonormal
basis elements {|0〉, |1〉, . . . , |d − 1〉}, and the vector space Cd+1 with orthonormal basis elements
{|0〉, |1〉, . . . , |d − 1〉, |d〉}. Then, for all linear operators X ∈ L(Cd), E(d)p (X) = pX + (1 − p)|d〉〈d|.
Note that the output is an element of L(Cd+1). In particular, note that the vector |d〉 is orthogonal to
the input vector space Cd.
Lemma 4.7. Let d ≥ 2. For all linear operators X acting on a d-dimensional Hilbert space defined
by the basis elements in (4.38), we have that
Lη,(d)(X) = (Lη ⊗ · · · ⊗ Lη)(σd) = ηX + (1 − η)Tr[X]|vac〉〈vac|. (4.47)












where a and a† are the annihilation and creation operators of the bosonic mode, which are defined
as a|n〉 = √n|n − 1〉 for all n ≥ 1 (with a|0〉 = 0), and a†|n〉 = √n + 1|n + 1〉 for all n ≥ 0.
Now, every linear operator σd acting on a d-dimensional space that is encoded into d bosonic





for α`,`′ ∈ C. Using (4.48), it is straightforward to show that
Lη(|0〉〈0|) = |0〉〈0|, (4.50)
Lη(|0〉〈1|) = √η|0〉〈1|, (4.51)
Lη(|1〉〈0|) = √η|1〉〈0|, (4.52)
Lη(|1〉〈1|) = (1 − η)|0〉〈0| + η|1〉〈1|. (4.53)
Using this, we find that
(Lη ⊗ · · · ⊗ Lη)(|`d〉〈`′d|) =
{
η|`d〉〈`d| + (1 − η)|vac〉〈vac| if ` = `′,
η|`d〉〈`′d| if ` , `′.
(4.54)
Therefore,
(Lη ⊗ · · · ⊗ Lη)(X) = η
d−1∑
`,`′=0






= ηX + (1 − η)Tr[X]|vac〉〈vac|, (4.56)
as required. 
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Figure 4.6. The ground-based quantum network architecture considered in Ref. [63].
The solid black dots are the senders and the receivers, while the circular dots represent
the source stations and the symbols “⊗” represent measurement stations. As shown in
the top three panels on the right, the source stations can send Bell states in one of three
configurations. Similarly, as shown in the bottom three panels on the right, the measure-
ment stations can perform a Bell-basis measurement in one of three configurations, for
the purpose of entanglement swapping and routing.
After transmission from the source to the nodes, the heralding procedure typically involves
doing measurements at the nodes to check whether all of the photons arrived. In the ideal case the
quantum instrument {M0,M1} for the heralding procedure corresponds simply to a measurement in
the single-photon subspace defined by (4.38). To be specific, let
Λ1 B Π(d) B |0d〉〈0d| + |1d〉〈1d| + · · · + |(d − 1)d〉〈(d − 1)d|, (4.57)
Λ0 B 1Hd − Λ0, (4.58)
where Π(d) is the projection onto the d-dimensional single-photon subspace defined by (4.38), and
1Hd is the identity operator of the full Hilbert space Hd of d bosonic modes. Then, letting ~x ∈ {0, 1}k
and defining
Λ~x B Λx1 ⊗ Λx2 ⊗ · · · ⊗ Λxk , (4.59)
the maps M0 and M1 have the form






These maps correspond to perfect photon-number-resolving detectors. However, the detectors are
typically noisy due to dark counts and other imperfections (see, e.g., Refs. [286]), so that in practice
the maps M0 and M1 will not have the ideal forms presented in (4.60) and (4.61).
Also, in practice, for the photonic state transmission that we are considering here, the combina-
tion of heralding and storage of the qubit in quantum memory occurs as follows. Each node has
locally an optical Bell measurement device. First, a memory-photon entangled state is generated,
and then a Bell measurement is performed on the photon from the memory-photon pair and the
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incoming photon from the source. This strategy allows for direct knowledge about the arrival of
the photon, which is then communicated to the neighboring node (see, e.g., Ref. [279]). At the
same time, conditioned on the success of the Bell measurement, the state of the photonic qubit
is transferred to the memory qubit. Linear-optical Bell measurements are limited to a success
probability of 50% [292–294], although higher success probabilities are in principle possible using
nonlinear elements or by increasing the number of photons [274, 295–298].
If the source produces the ideal quantum state, such as the state in (4.44), and if the heralding
procedure is also ideal, then using (4.47) we obtain
σ̃(1) = η1η2Ψ+, (4.62)
σ̃(0) = η1(1 − η2)Π
(2)
2
⊗ |vac〉〈vac| + (1 − η1)η2|vac〉〈vac| ⊗ Π
(2)
2
+ (1 − η1)(1 − η2)|vac〉〈vac| ⊗ |vac〉〈vac|, (4.63)
which means that the transmission-heralding success probability as defined in (4.32) is simply
p = Tr[σ̃(1)] = η1η2.
In Figure 4.6, we show the ground-based network architecture introduced in Ref. [63], in which
the senders and receivers are at two ends of a network of source stations and measurement stations
arranged in a grid-like fashion. The measurement stations perform a Bell-basis measurement as part
of the entanglement swapping protocol presented in Example 2.13, and the measurements can be
done in different configurations in order to allow for different paths to be used.
Remark 4.8 (Multiplexing). In practice, in order to increase the transmission-heralding success
probability, multiplexing strategies are used. The term “multiplexing” here refers to the use of a
single transmission channel to send multiple signals simultaneously, with the signals being encoded
into distinct (i.e., orthogonal) frequency modes; see, e,g., Ref. [299]. If M ≥ 1 distinct frequency
modes are used, then the source state being transmitted is (ρS )⊗M. If p denotes the probability that
any single one of the signals is received and heralded successfully, then the probability that at least
one of the M signals is received and heralded successfully is 1 − (1 − p)M.
4.3.1.2 Transmission from satellites
Let us now consider the model of elementary link generation proposed in Ref. [114], in which the
entanglement sources are placed on satellites orbiting the earth.
Satellites are one of the best methods for achieving global-scale quantum communication with
current and near-term resources [2, 269, 300–303]. Several proposals for satellite-based quantum
networks have been made that use satellite-to-ground transmission, ground-to-satellite transmission,
or both [269, 302–312]. Recent experiments [308, 313–319] (see also Ref. [320] for a review)
between a handful of nodes has opened up the possibility of building a global-scale quantum internet
using satellites.
The global-scale orbiting constellation of satellites proposed in Ref. [114] is illustrated in
Figure 4.7. There are NR equally spaced rings of satellites in polar orbits and NS equally spaced
satellites in each ring, so that there are NRNS satellites in total, all of which are at the same altitude.
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Figure 4.7. Depiction of the satellite constellation proposed in Ref. [114], which
consists of NR equally-spaced rings of satellites in polar orbits and NS satellites per ring.
The satellites contain a source of bipartite entanglement for establishing elementary
links between ground stations.
This type of satellite constellation falls into the general class of Walker star constellations [321],
and it is similar to the Iridium communications-satellite constellation [322, 323]. Prior works have
examined various other types of satellite constellations [321, 324–326], and the recent Starlink
constellation [327] is being used to provide a global satellite-based (classical) internet service.
As mentioned, the satellites act as source stations that transmit pairs of entangled photons to
ground stations for the purpose of establishing elementary links. Note that the satellites could
alternatively be used as quantum repeaters [328, 329], which would require ground-to-satellite
transmission [306]. The photon sources on the satellites produce polarization-entangled photon
pairs. State-of-the-art sources of entangled photons are capable of producing polarization-entangled
photons on a chip with a fidelity up to 0.97 [330–333].
When modeling photon transmission from satellites to ground stations, we must take into
account background photons. Here, we analyze the scenario in which a source generates an
entangled photon pair and distributes the individual photons to two parties, Alice (A) and Bob (B).
We allow the distributed photons to mix with background photons from an uncorrelated thermal
source. Also, as before, we use the bosonic encoding defined in (4.38), but we stick to d = 2, i.e.,
qubit source states and thus bipartite elementary links. In this scenario, it is common for the two
modes to represent the polarization degrees of freedom of the photons, so that
|H〉 ≡ |02〉 = |1, 0〉, |V〉 ≡ |12〉 = |0, 1〉 (4.64)
represent the state of one horizontally and vertically polarized photon, respectively.
Now, consider a tensor product of thermal states for the horizontal and vertical polarization
modes:




















where nk is the average number of photons in the thermal state for the polarization mode k. We
assume this state comes from an incoherent source with no polarization preference (e.g., the sun),
so that nH = nV = n/2 for some n ≥ 0. Furthermore, we assume some (non-polarization) filtering
procedure, which reduces the number of background thermal photons, such that n  1. We then
rewrite the above state to first order in the small parameter n:
Θ
n



















≈ (1 − n)|vac〉〈vac| + n
2
(|H〉〈H| + |V〉〈V |) . (4.67)
We thus define our approximate thermal background state as
Θ̃n B (1 − n)|vac〉〈vac| + n
2
(|H〉〈H| + |V〉〈V |) . (4.68)














where Uηsg is the beamsplitter unitary (see, e.g., Ref. [284]), and A1 and A2 refer to the horizontal
and vertical polarization modes, respectively, of the dual-rail quantum system being transmitted;
similarly for E1 and E2. Note that for n = 0, the transformation in (4.69) reduces to the one in (4.47)
with d = 2.
The transmittance ηsg generally depends on atmospheric conditions (such as turbulence and
weather conditions) and on orbital parameters (such as altitude and zenith angle) [334–336]. In
general, we can decompose ηsg as
ηsg = ηfsηatm (4.70)
where ηfs is the free-space transmittance and ηatm is the atmospheric transmittance. Free-space loss
occurs due to diffraction (i.e., beam broadening) over the channel and due to the use of finite-sized
apertures at the receiving end. These effects cause ηfs to scale as the inverse squared distance in the
far-field regime. Atmospheric loss occurs due to absorption and scattering in the atmosphere and
scales exponentially with distance as a result of the Beer-Lambert law [43, 337, 338]. However,
since atmospheric absorption is relevant only in a layer of thickness 10–20 km above the earth’s
surface [43], free-space diffraction is the main source of loss in satellite-to-ground transmission. In
order to characterize the free-space and atmospheric transmittances with simple analytic expressions,
we ignore turbulence-induced effects in the lower atmosphere, such as beam profile distortion, beam
broadening (prominent for ground-to-satellite transmission [43, 306]), and beam wandering (see,
e.g., Ref. [335]). Note that turbulence effects can be corrected using classical adaptive optics
[43]. We also ignore the inhomogeneous density profile of the atmosphere, which can lead to
path elongation effects at large zenith angles. A comprehensive analysis of loss can be found in
Refs. [335, 338].
Consider the spatial mode for an optical beam traveling a distance L between the sender and
receiver, with a circular receiving aperture of radius r. Then, the free-space transmittance ηfs is
given by [42]

















is the beam waist at a distance L from the focal region (L = 0), LR B πw20λ
−1 is the Rayleigh range,
λ is the wavelength of the optical mode, and w0 is the initial beam-waist radius.
In order to characterize ηatm, we model the atmosphere as a homogeneous absorptive layer of
finite thickness. Uniformity of the atmospheric layer then implies uniform absorption (at a given
wavelength), such that ηatm depends only on the optical path traversed through the atmosphere.





sec ζ if − π2 < ζ < π2 ,
0 if |ζ | ≥ π2 ,
(4.73)
with ηzenatm the transmittance at zenith (ζ = 0). For |ζ | > π2 , we set ηatm = 0, because the satellite is









for a circular orbit of altitude h, with R⊕ ≈ 6378 km being the earth’s radius.
Note that the model of atmospheric transmittance given by Eq. (4.73) and Eq. (4.74) is quite
accurate for small zenith angles [43]. However, for satellite-to-ground transmission at or near the
horizon (i.e., for ζ = ±π/2), more exact methods relying on the standard atmospheric model must
be used [335]. In practice, it makes sense to set ηatm = 0 at large zenith angles, because the loss will
typically be too high for the link to be practically useful.
For a source state ρSAB, with A ≡ A1A2 and B ≡ B1B2, the quantum state shared by Alice and










where η(1)sg and η
(2)
sg are the transmittances to the ground stations and n1 and n2 are the corresponding
thermal background noise parameters. In Chapter 7, we look at a specific example of a source state
ρSAB, and thus provide an explicit form for the state ρ
S ,out
AB . We also consider the heralding procedure
defined by (4.57)–(4.61), and thus provide explicit forms for the states ρ0 and τ∅ corresponding to
success and failure, respectively, of the heralding procedure.
4.3.2 Random subgraphs
Having established that elementary link generation is in practice probabilistic, we see that, given
a graph G = (V, E) corresponding to the physical (elementary) links of a quantum network, the
subgraphs of active elementary links are in general random, and thus vary from time to time. In
particular, then, the graph Gin in (4.15) that is the input to an entanglement distribution protocol is
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in general random. For every e ∈ E, we therefore define the binary random variable Xe, called the
elementary link status random variable, such that
pe B Pr[Xe = 1] =⇒ Pr[Xe = 0] = 1 − pe, (4.76)
where pe ∈ [0, 1] is the transmission-heralding success probability for the elementary link corre-
sponding to the edge e ∈ E, as defined in (4.32). If G = (V, E, c) is a multigraph and there are c(e)
parallel edges connecting the vertices in e (recall the discussion in Section 2.3), then we use Xe j to





to be the random variable for the total number of parallel edges connecting the vertices in e. We let
pe j B Pr[Xe j = 1] be the probability that the jth parallel edge is active.
We define all of the random variables Xe j , e ∈ E, 1 ≤ j ≤ c(e), to be mutually independent, so
that
Pr[Xe j = α, Xe′ j′ = β] = Pr[Xe j = α] · Pr[Xe′ j′ = β] (4.78)
for all distinct combinations of (e, j) and (e′, j′) and for all α, β ∈ {0, 1}.
Let ~p B (pe j : e ∈ E, 1 ≤ j ≤ c(e)), and let ΞG = {0, 1}|G| denote the set of all configurations of
the graph G, where we recall that |G| denotes the size of the graph, which is by definition the total
number of edges in G. By definition, every ~x = (xe
j
: e ∈ E, 1 ≤ j ≤ c(e)) ∈ ΞG, xe j ∈ {0, 1}, tells
us whether the elementary link corresponding to the edge e is active (xe
j
= 1) or inactive (xe
j
= 0).
Then, we can think of the random variables Xe j as functions Xe j : ΞG → {0, 1} such that
Xe j(~x) = xe
j
. (4.79)
We define G~p to be a random variable such that, for all ~x ∈ ΞG, G~p(~x) = (V(~x), E(~x), c) is the
subgraph of G consisting only of the edges corresponding to active elementary links, meaning that
{e j : xe j = 1, e ∈ E, 1 ≤ j ≤ c(e)} (4.80)
is the set of edges and V(~x) ⊆ V is the corresponding set of vertices. We can think of G~p as being a
“random graph”, in the sense that every random sample from ΞG gives us a subgraph of G. Then,
because all of the random variables Xe j are defined to be mutually independent, the probability of a
particular subgraph G~p(~x), with ~x ∈ ΞG, is simply the product of the probabilities of the individual
elementary links, i.e.,
Pr[G~p(~x)] = Pr[Xe j = xe
j


























Xe j , (4.84)
which is simply the product of the status random variables for the elements in E′, so that






is the probability that all of the elementary links specified by E′ are active. Observe then that








be the random variable for the number of active elementary links in G, so that for all configurations




















pe j . (4.89)
Recall the definition of the size of the largest connected component of the graph G from (2.135).
Now, for the random variable G~p, we define S max(G~p) to be the random variable for the largest
connected component of G~p, so that
S max(G~p)(~x) B S max(G~p(~x)) = max{|C| : C ∈ G~p(~x)/↔} (4.90)
for all ~x ∈ ΞG. Recalling that the connected components of a graph partition the graph, we
immediately have the following simple fact.
Lemma 4.9. For all graphs G = (V, E, c) and all vectors ~p = (pe j : e ∈ E, 1 ≤ j ≤ c(e)) of
probabilities, the size of the largest connected component of G~p is bounded from above by the size
of G~p, i.e.,
S max(G~p) ≤ L(G~p). (4.91)
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Proof. Let ~x ∈ ΞG be an arbitrary configuration of G. Then,




because the size of a connected component is always a natural number. Then, because the connected
components partition the graph, the sum of the sizes of the connected components is equal simply
to the size of the graph, i.e., ∑
C∈G~p (~x)/↔
|C| = |G~p(~x)| = L(G~p)(~x), (4.93)
where the last equality holds due to (4.88). We thus have that S max(G~p)(~x) ≤ L(G~p)(~x) for all ~x ∈ ΞG,
which means that S max(G~p) ≤ L(G~p), as required. 
Remark 4.10. Although related, the notion of “random graph” that we consider here is different
from the usual notion of a random graph (see, e.g., Ref. [189, Chapter 13]), in which only the
number of vertices (and sometimes the number of edges) is fixed, but the vertices can be connected
arbitrarily. Here, by starting with the underlying physical graph G, the topology is fixed, so that
vertices can only be connected based on the topology of G. J
4.3.3 Quantum states and channels revisited
Given the practical elements of elementary link generation that we have described so far, let us now
revisit the development in Section 4.1 on quantum states and channels in a quantum network.
Let G = (V, E, c) be a graph corresponding to the physical (elementary) links of a quantum
network. Let e j, e ∈ E, 1 ≤ j ≤ c(e), be an arbitrary edge in the graph. Recall the classical-quantum
state σ̂e j of the elementary link corresponding to the edge e j defined in (4.34). From this, we have









|~x〉〈~x|XG ⊗ σ̃G~p(~x). (4.94)









where we recall that xe
j ∈ {0, 1} and
σ̃e j(0) = (M0e j ◦ Se j)(ρSe j), (4.96)
σ̃e j(1) = (M1e j ◦ Se j)(ρSe j). (4.97)
(Recall (4.29) and (4.30).) Observe that
Tr[σ̃e j(1)] = pe j = Pr[Xe j = 1], (4.98)
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and thus the probability of a configuration ~x ∈ ΞG, as in (4.83), is given by








The expected quantum state of the network is




and it is simply the average of the quantum states of the configurations ~x ∈ ΞG.
In addition to probabilistic elementary link generation, we also have probabilistic joining
protocols and probabilistic entanglement distillation protocols in practice. We can describe these
mathematically using quantum instrument channels. In particular, following the notation in Sec-
tion 4.1, given a path w of active elementary links in the network, the joining channel Lw→e′ that
forms the new virtual link e′ is given in the probabilistic setting by
Lw→e′(·) = |0〉〈0| ⊗ L0w→e′(·) + |1〉〈1| ⊗ L1w→e′(·), (4.101)
where L0w→e′ and L
1
w→e′ are completely positive trace non-increasing LOCC maps such that
L0w→e′ + L
1
w→e′ is a trace-preserving map, and thus an LOCC quantum channel. Specifically,
L0w→e′ corresponds to failure of the joining protocol and L
1
w→e′ corresponds to success of the joining
protocol. Given an input state ρw corresponding to the given path w, the success probability of the





Probabilistic entanglement distillation protocols have an analogous mathematical description.
Given an element e ∈ E with c(e) = n parallel edges, every probabilistic entanglement distillation
protocol has the form










e1···en→e1···en′ is a trace-preserving map, and thus an LOCC quantum channel.
Specifically, De;0
e1···en→e1···en′ corresponds to failure of the protocol and D
e;1
e1···en→e1···en′ corresponds to
success of the protocol.
We have already seen an example of a probabilistic entanglement distillation protocol in
Example 2.16. Let us now look particular examples of probabilistic versions of the joining protocols
defined in Examples 2.13, 2.14, and 2.15.
Example 4.11 (Probabilistic joining protocols). The joining protocols defined in Examples 2.13,
2.14, and 2.15 all involve measurements. The main reason these protocols do not have unit success
probability in practice is that these measurements cannot be implemented perfectly, meaning that
they have a non-unit probability of executing the ideal measurement, which leads to the overall
protocol having a non-unit success probability1. In this example, we consider a simple way to
1Sometimes, the gate operations involved in the protocol also cannot be implemented perfectly with unit probability,
thus contributing to the overall probabilistic nature of the protocol.
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model probabilistic measurements. The actual mathematical model of the measurement depends on
the specifics of the particular implementation being considered, but ultimately the overall quantum
channel for the protocol can be written as a quantum instrument channel of the form in (4.101).











































⊗ · · · ⊗ Λzn,xn,αn
~Rn
, (4.106)
where {Λz j,x j,α j
~R j













= (1 − q j)1~R j . (4.108)
The values q j ∈ [0, 1] represent the success probability of the Bell-basis measurement at the
jth intermediate node. We then define the LOCC instrument channel for the probabilistic








































































= q1 · · · qn (4.113)
for all states ρA~R1···~RnB.
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2. The GHZ entanglement swapping channel defined in (2.84) can be made probabilistic in a





























for all ~x ∈ {0, 1}n and
Kx j
~R j
= 〈x|R2j CNOT~R j (4.116)

























⊗ · · · ⊗ XxnB . (4.119)






⊗ · · · ⊗ Λxn,αn
R2n
, (4.120)
where {Λx j,α j
R2j










= (1 − q j)1R2j . (4.122)
The values q j ∈ [0, 1] represent the success probability of the standard-basis measurement at
the jth intermediate node. Then, we define the LOCC quantum instrument channel for the















































































= q1 · · · qn (4.127)
for all states ρA~R1···~RnB.
































In order to make the protocol probabilistic, we can make the following modification:
|G~x〉〈G~x|Rn1 → Λ~x,αRn1 , (4.130)
where {Λ~x,αRn1 }~x∈{0,1}n,α∈{0,1} is a POVM such that
Λ~x,1Rn1




= (1 − q)1Rn1 . (4.132)
The value q ∈ [0, 1] represents the success probability of the measurement given by the
POVM {|G~x〉〈G~x|Rn1}~x∈{0,1}n . Then, we define the LOCC quantum instrument channel for the











































































for all states ρAn1Rn1 . J
4.4 Summary
In this chapter, we provided an introduction to quantum networks. Specifically, we provided precise
definitions of what a quantum network is and how to model it mathematically (see the introduction
to the chapter and Section 4.1). In Section 4.2, we defined the task of entanglement distribution in a
quantum network. The task of entanglement distribution can be thought of as taking the graph of
physical (elementary) links and transforming it into a new graph that contains the elementary links
as well as a desired set of virtual links, i.e., links that are obtained by performing so-called “joining
protocols” on elementary links, examples of which we provide in Section 2.1.1. Then, in Section 4.3,
we take our first step toward practical schemes for entanglement distribution. We start by presenting
ground-based and satellite-based elementary link generation schemes in Section 4.3.1, and from
these developments it becomes clear that elementary link generation is in general probabilistic. We
also consider quantum memories with finite coherence times and how they should be modeled. With
these practical considerations in mind, we then refine our initial mathematical model of quantum
networks and entanglement distribution in Sections 4.3.2 and 4.3.3.
This chapter, along with the previous chapter on quantum decision processes, sets the stage for
the next chapter, in which we combine the developments of this chapter and the previous chapter in
order to develop an explicit quantum network protocol using quantum decision processes.
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CHAPTER 5.
QUANTUM NETWORK PROTOCOLS VIA DECISION PROCESSES
In the previous chapter, we discussed the basic theoretical framework of quantum networks—their
description as graphs, the task of entanglement distribution, and practical considerations that need
to be taken into account. In this chapter, we bring together this general theory of quantum networks
from the previous chapter and we combine it with the general theory of quantum decision processes
from Chapter 3 in order to develop explicit protocols for entanglement distribution in a quantum
network.
Our task of interest in quantum networks is entanglement distribution, as described in Sec-
tion 4.2. Given a graph G = (V, E, c) describing the physical (elementary) links of the network,
the goal is to obtain a network corresponding to a target graph Gtarget = (V, Etarget, ctarget), which
contains not only elementary links but also virtual links, i.e., entanglement shared by nodes that are
not physically connected. A simple achievable strategy for this, as described in Section 4.2.1 and
discussed in Refs. [93, 94] (see also Ref. [113]), is to generate the appropriate target state in the
elementary links, and then to apply the appropriate joining protocols to create virtual links.
In Section 4.3, we discussed important practical aspects of entanglement distribution that need
to be taken into account when developing such quantum network protocols, one of which is that
elementary link generation is probabilistic. This fact led to the conclusion that the initial quantum
state of every elementary link, as defined in (4.34), is the following classical-quantum state:
σ̂e j = |0〉〈0| ⊗ σ̃e j(0) + |1〉〈1| ⊗ σ̃e j(1), (5.1)
for all e ∈ E and 1 ≤ j ≤ c(e), where
σ̃e j(x) = (Mxe j ◦ Se j)(ρSe j) ∀ x ∈ {0, 1}, (5.2)
and ρSe j , Se j , and M
x
e j are the source state, transmission channel, and heralding map, respectively, for
the elementary link given by the edge e j. The classical register tells us whether or not the elementary
link is active (i.e., whether the transmission and heralding succeeded), and the quantum register
contains the corresponding quantum state of the elementary link. From this, we found that the initial




|~x〉〈~x|XG ⊗ σ̃G~p(~x). (5.3)
The classical register now gives us the configuration ~x ∈ ΞG of the network, i.e., it tells us which
of the elementary links are active, and the quantum register contains the quantum states after
transmission from the source and heralding.
Now, given the initial quantum state of the network in (5.3), how should the protocol described
above for achieving the target network given by Gtarget proceed? If the configuration obtained after
the initial step, along with the fidelities of the links, does not correspond to the target network—for
example, some of the required elementary links attempts might have failed—then it makes sense
to try the source distribution again for the failed elementary links. For the ones that succeeded, it
might make sense to keep the quantum states in memory rather than discard the states, request new
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Figure 5.1. Our approach to quantum network protocols via quantum decision processes.
Given a graph G = (V, E, c) corresponding to the physical (elementary) links of a
quantum network, we define an (independent) agent for every element e ∈ E, and the
associated environment is defined to be the quantum systems distributed to the nodes
of e by the corresponding source station. The agents are classical, and they have two
possible actions, either to “wait” (i.e., keep the entangled state currently in quantum
memory) or to “request” (i.e., discard the entangled state currently in quantum memory
and request a new one from the source). The set of observations of each agent is
the status of elementary link, i.e., whether or not it is active. We can also allow the
agents to perform entanglement distillation, which corresponds to a separate action; see
Appendix D.1.
ones from the sources, and risk some of these new attempts failing. From these considerations,
some questions naturally arise:
1. What is the (optimal) sequence of actions that should be performed for every elementary link,
as a function of time, in order to achieve the target network with the desired probability and
fidelity?
2. How long does it take to achieve the target network with the desired probability and fidelity?
These questions fall under the domain of quantum decision processes, so it makes sense to try to
view quantum network protocols from the lens of quantum decision processes. A basic first step in
this direction is to determine the agent(s) and the environment(s).
In Figure 5.1, we illustrate our approach to quantum network protocols via quantum decision
processes. We associate an (independent) agent to every elementary link (more precisely, to
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every element of E), and its environment is the collection of quantum systems distributed to the
corresponding nodes by the corresponding source station. We define the agent to be classical
here, such that at every time step it can choose one of two possible actions: “wait” (i.e., keep
the entangled state currently in quantum memory), or “request” (i.e., discard the entangled state
currently in quantum memory and request a new one from the source). Based on this action, the
agent receives one of two possible observations: either the link is active or it is inactive. We also
allow for the agent to execute an additional action, “distill” (i.e., perform entanglement distillation
on a subset of parallel elementary links), with the observations again being whether or not the
corresponding parallel links are active (i.e., whether or not the entanglement distillation succeeded).
With these basic elements in place, the sequence of actions that should be performed as part of
the network protocol is nothing more than the policy of the agent(s), meaning that the policy itself
defines the protocol. Indeed, let us recall Lemma 3.5, which tells us that every quantum decision
process corresponds to an LOCC quantum channel. Furthermore, as we show in Section 5.1, each
of the actions of the agents corresponds to an LOCC channel. This means that every policy of
the elementary link quantum decision process outlined above is a particular case of the LOCC
channel LLOCC in (4.15) that defines the quantum network protocol for entanglement distribution.
Furthermore, the quantum decision process provides us with an explicit decomposition of the LOCC
channel into discrete time steps.
The developments of the previous paragraph, summarized in Figure 5.1, mean that our overall
approach to quantum network protocols is the following. Starting with the graph G = (V, E, c) of
physical elementary links, all of the elementary links independently undergo T -step policies πe
j
T ,
with e ∈ E, 1 ≤ j ≤ c(e), and T ∈ [1,∞). After T time steps, an algorithm finds paths for creating
the virtual links specified by the target graph Gtarget and the corresponding joining protocols are
performed. If entire target network cannot be achieved in T time steps, then a decision is made to
either conclude the protocol with the current configuration or to continue for another T time steps
under the same policies. We summarize this approach in Figure 5.2.
Let ~πT = {πe jT : e ∈ E, 1 ≤ j ≤ c(e)} denote the collection of T -step policies for all of the










e j (t) (5.4)
where σ̂π
e j
e j (1) = σ̂e j . For 2 ≤ t ≤ T , every state σ̂π
e j
e j (t) is given by the general expression in (3.32),
which is defined in terms of the transition maps and measurement operators of the environment.
In Section 5.1, we explicitly define these environment elements, along with the reward functions.
Then, in Section 5.2, we define figures of merit for evaluating policies that are important in practical
settings.
Remark 5.1. The tensor product structure in (5.4) holds because all of the agents for the elementary
links are independent. This means that all of the agents have knowledge only of the status of their
own elementary link. We stick to this setting throughout this thesis. We can use the quantum
decision processes for the elementary links as building blocks for quantum decision processes
for groups of elementary links. Furthermore, we can use quantum decision processes to develop
quantum network protocols in which the agents can cooperate, so that they have knowledge of the
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Quantum network protocol via quantum decision processes
Given
• Graph G = (V, E, c) of physical (elementary) links.
• Source states ρSe j , transmission channels Se j , and heralding instruments{M0e j ,M1e j} for every e ∈ E and 1 ≤ j ≤ c(e).
• Time T ∈ [1,∞).
• T -step policies πe
j
T for every e ∈ E and 1 ≤ j ≤ c(e).
Required
A target graph Gtarget = (V, Etarget, ctarget), with corresponding target states ρ
target
e j
and fidelity thresholds fe j for every e ∈ Etarget and 1 ≤ j ≤ ctarget(e).
Protocol
1. Every elementary link corresponding to e j, e ∈ E and 1 ≤ j ≤ c(e), follows
the policy πe
j
T for T time steps.
2. Given the configuration of active elementary links at the end of T time steps,
an algorithm [81, 83, 85] determines paths for forming the virtual links
specified by Etarget and ctarget, and the corresponding joining protocols are
performed.
3. If the required target graph and fidelity thresholds are reached, then STOP;
otherwise, decide:
(a) STOP; or
(b) CONTINUE: repeat Steps 1–3.
Figure 5.2. Outline of our quantum network protocol based on quantum decision
processes. Every elementary link in the network undergoes a quantum decision process
specified by a T -step policy, with T finite. At the end of the T time steps, the appropriate
paths in the network are found and the corresponding joining protocols are performed
in order to achieve the network corresponding to the target graph Gtarget.
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network in a certain local neighborhood of their elementary link. We discuss these possibilities as a
direction for future work in Appendix D.
Physically, the agents of the quantum decision processes should be thought of as (classical)
devices, and the policies as algorithms that are executed by the devices. Cooperating agents then
correspond to devices that can communicate (classically) with each other. We emphasize that the
agents are not necessarily the end users of the network making decisions according to the policies
in real time. The end users should be thought of simply as providing the target graph Gtarget in
Figure 5.2 based on their desired application.
The protocol outlined in Figure 5.2 is a relatively simple one in which the quantum decision
process is used simply for the elementary links. In principle, it is possible to incorporate routing
and path-finding algorithms into the decision process framework, so that using the algorithms in
Refs. [81, 83, 85], as done for the algorithm described in Figure 5.2, is not required. This also leads
to the possibility for performing reinforcement learning of path-finding and routing algorithms. We
discuss these possibilities, and other possibilities for developing more sophisticated protocols using
quantum decision processes, in Appendix D. J
Now, in order to achieve the target graph Gtarget at time T + 1, the physical graph must have
a particular configuration by time T—specifically, a certain subset of elementary links must be
active—and the corresponding elementary links must have a certain fidelity to the appropriate
target states, so that after the joining protocols the virtual links in Gtarget meet the desired fidelity






|1〉〈1|Xe j ⊗ ψ
target
e j , (5.5)
where E′ ⊆ E corresponds to the elementary links that are required to be active, and ψtargete j are the














































e j (T )
]
. (5.7)
So the task is to optimize the quantity in (5.7) with respect to policies πe
j
for the elementary links in
G. The quantum decision process for elementary links that we develop in Section 5.1 is such that
expected reward for every elementary link is precisely the function in each term of the product in
(5.7). This fact allows us to use the methods from Chapter 3 to determine optimal policies, and we
discuss this in Section 5.3.
5.1 Quantum decision process for elementary link generation
We now start with the formal development of the quantum decision process for elementary link
generation outlined in Figure 5.1, and it is based on the model for elementary link generation
87
outlined in Section 4.3.1. Roughly speaking, the decision process for every elementary link is such
that, at each time step, the agent (which we define to be all of the nodes in the elementary link as
a collective entity) either requests entanglement from a source station (which we define to be the
collection of quantum systems distributed to the nodes by the source stations) or keeps the quantum
state currently stored in memory. For every time step that the quantum state is held in memory, the
decoherence channel defined in (4.35) is applied to each of the quantum systems comprising the
quantum state of the elementary link. This process goes on for a given time T < ∞, after which a
reward is given. This is the basic quantum decision process that we develop in this section. We defer
the discussion of quantum decision processes for elementary link generation with entanglement
distillation to Appendix D.
The quantum decision process for elementary link generation is defined as follows.
Definition 5.2 (QDP for elementary link generation). Let G = (V, E, c) be the graph corresponding
to the physical (elementary) links of a quantum network, and let e j, e ∈ E, 1 ≤ j ≤ c(e), be arbitrary.
As shown in Figure 5.1, we define a quantum decision process for e j by defining the agent for
e j to be collectively the nodes belonging to e j, and we define its environment to be the quantum
systems distributed by the source station to the nodes of e j. Then, the other elements of the quantum
decision process are defined as follows.
• We denote the quantum systems of the environment collectively by Ee
j
, and we let Ee
j
t denote




• We let X = {0, 1} tell us whether or not the elementary link is active at a particular time. In
particular, then, we define random variables Xe j(t) for all t ≥ 1 as follows:
– Xe j(t) = 0: elementary link is inactive (transmission and heralding not successful);
– Xe j(t) = 1: elementary link is active (transmission and heralding successful).
We let A = {0, 1} be the set of possible actions of the agent, and we define corresponding
random variables Ae j(t) for all t ≥ 1 as follows:
– Ae j(t) = 0: wait/keep the entangled state;
– Ae j(t) = 1: discard the entangled state and request a new entangled state.
We let Ω(t) denote all histories up to time t, where every element ht ∈ Ω(t) is a sequence of
the form
ht = (x1, a1, x2, a2, . . . , at−1, xt), (5.8)
with x j ∈ X for all 1 ≤ j ≤ t and a j ∈ A for all 1 ≤ j ≤ t − 1. The corresponding random
variable for the history is
He j(t) B (Xe j(1), Ae j(1), Xe j(2), Ae j(2), . . . , Ae j(t − 1), Xe j(t)). (5.9)
The random variables Xe j(t), Ae j(t), and He j(t) are mutually independent by definition for
all e j.
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for all xt, at, xt+1 ∈ {0, 1} and all t ≥ 1, where
Txt ,1,1e j (σ) B Tr[σ](M
1
e j ◦ Se j)(ρSe j) ∀ xt ∈ {0, 1}, (5.10)
Txt ,1,0e j (σ) B Tr[σ](M
0
e j ◦ Se j)(ρSe j) ∀ xt ∈ {0, 1}, (5.11)
T1,0,1e j (σ) B Ne j(σ), (5.12)
T0,0,0e j (σ) B σ (5.13)
for all linear operators σ, where we recall the definitions of the source transmission channel
Se j , the heralding quantum instrument {M0e j ,M1e j}, and the decoherence channel Ne j from
Section 4.3.1. Superscript combinations not defined above are equal to the zero map by
definition, i.e., T0,0,1e j = 0 and T
1,0,0
e j = 0. The maps T
0;x1




e j ◦ Se j , (5.14)
T0;1e j BM
1
e j ◦ Se j . (5.15)








e j , (5.16)
Rt;h
t+1,0
e j (·) = (1e j − ψ
target
e j )(·)(1e j − ψ
target
e j ), (5.17)
for all ht+1 ∈ Ω(t), and the functions Re j(t) : Ω(t + 1) × {0, 1} → R are defined as follows:
Re j(t)(ht+1, 0) = 0, (5.18)
Re j(t)(ht+1, 1) = δxt+1,1, (5.19)
for all histories ht+1 = (x1, a1, . . . , xt, at, xt+1) ∈ Ω(t + 1).






2 , . . . , d
e j
T ), where the
decision functions de
j




t)(at) B Pr[Ae j(t) = at|He j(t) = ht] (5.20)
for all 1 ≤ t ≤ T , all histories ht ∈ Ω(t), and all at ∈ A. J
Remark 5.3. Let us make some remarks about our definition of the quantum decision process for
elementary link generation.
• The quantum decision process uses discrete time steps to model the generation of elementary
links in a quantum network. Physically, each time step is equivalent to the classical com-
munication time between the nodes for the purpose of heralding. A discrete-time model for
quantum networks is also used in Ref. [85].
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• Our definition of the transition maps is consistent with our description of the decision process
given at the beginning of Section 5.1: if the action is to wait, and the elementary link is
currently active, then we apply the decoherence channel Ne to the quantum state of the
elementary link; if the action is to request, then the current quantum state of the elementary
link is discarded and the source transmission and heralding is performed again. If the
elementary link is currently not active and the action is to wait, then the quantum state stays
as it is.
• Note that Xe(1) = Xe, where Xe is the random variable defined in Section 4.3.2. When we
have a multigraph G = (V, E, c) describing the physical (elementary) links in the network,
then recall that c(e) is the number of parallel edges between the nodes in e ∈ E. Therefore,
c(e) is the maximum number of entangled states that can be shared by the nodes of the edge





to be the number of active parallel elementary links at time t, where Xe j(t) is the status of
the jth parallel elementary link of corresponding to e ∈ E at time t. In general, Ne(t) is a
Poisson-binomial random variable (see, e.g., Ref. [339]).
In the context of flow problems in graphs, c(e) represents the capacity of e ∈ E, and Ne(t)
represents the flow along e at time t. The task of finding the maximum number of edge-disjoint
paths in a network (as outlined in Section 2.3) can be phrased as a flow problem, in which
case the expected flows E[Ne(t)]π for all e ∈ E can be used to determine the rates at which
virtual links can be created in the network; see Refs. [93, 94, 102, 104, 268].
• The probability distributions of the random variables Xe j(t) and Ae j(t), and more generally
the probability distribution of the histories He j(t), depend on the particular policy under
consideration. We use the notation Pr[He j(t) = ht]πe jt to denote the probability of a history
ht ∈ Ω(t) according to a policy πe jt .
Also, we note that the set of all histories is Ω(t) = {0, 1}2t−1 for all t ≥ 1, because both the set
A of actions and the set X of observations are equal to {0, 1}.
• Using (3.31) and the definition of the transition maps, we have the following values for the
transition probabilities for all t ≥ 1 and for any history ht = (x1, a1, . . . , at−1, xt):
Pr[Xe j(t + 1) = 0|Xe j(t) = xt, Ae j(t) = 1]πe j = 1 − pe j , (5.22)
Pr[Xe j(t + 1) = 1|Xe j(t) = xt, Ae j(t) = 1]πe j = pe j , (5.23)
Pr[Xe j(t + 1) = xt+1|Xe j(t) = xt, Ae j(t) = 0]πe j = δxt ,xt+1 ∀ xt+1 ∈ {0, 1}. (5.24)
Observe that the transition probabilities are time independent.
• Note that in this decision process the agent is classical. We thus denote the policy of the agent
in terms of decision functions, as in the classical case, which give us the probability that a
particular action is taken conditioned on the history. J
90
Definition 5.4 (Memory time random variable). Let G = (V, E, c) be the graph corresponding to
the physical (elementary) links of a quantum network, and let e j, e ∈ E, 1 ≤ j ≤ c(e), be arbitrary.
For every policy π for the elementary link corresponding to e j, we define the random variable Mπe j(t)
to be the amount of time that the quantum state of the elementary link corresponding to e j is held in
memory at time t when following the policy π. It is defined by the recursion relation
Mπe j(t) =
{
Mπe j(t − 1) + Xe j(t) if Ae j(t − 1) = 0,
Xe j(t) − 1 if Ae j(t − 1) = 1, (5.25)
where Mπe j(0) ≡ −1. Alternatively, an explicit expression for Mπe j(t) is the following:
Mπe j(t) = Ae j(0)(Xe j(1) + Xe j(2) + · · · + Xe j(t) − 1)Ae j(1) Ae j(2) · · · Ae j(t − 1)
+ Ae j(1)(Xe j(2) + Xe j(3) + · · · + Xe j(t) − 1)Ae j(2) Ae j(3) · · · Ae j(t − 1)
+ Ae j(2)(Xe j(3) + Xe j(4) + · · · + Xe j(t) − 1)Ae j(3) Ae j(4) · · · Ae j(t − 1)
+ · · ·













where Ae j(0) ≡ 1 and Ae j(k) B 1 − Ae(k) for all k ≥ 1. J
Intuitively, the quantity Mπe j(t) is the number of consecutive time steps up to the t
th time step
that the action “wait” is performed since the most recent “request” action. The value Mπe j(t) = −1
can be thought of as the resting state of the quantum memory, when it is not loaded.
Now, from Proposition 3.3, we have that the classical-quantum state of an elementary link
corresponding to an edge e j of a graph G = (V, E, c) of a quantum network, with e ∈ E and





















































and the probability of a history ht ∈ Ω(t) under a policy πe j is given by
Pr[He j(t) = ht]π = Tr[σ̃πEe jt
(t; ht)]. (5.31)
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From now on, for ease of notation, we make frequent use of the abbreviations





(t; ht), σπe j(t|ht) ≡ σπEe jt (t|h
t). (5.32)
In other words, we simply write “e j” in the subscript instead of “Ee
j
t ” whenever the time-dependence
of the quantum system of the environment is understood or unimportant.
Using the definition of the transition maps in (5.10)–(5.15), along the memory time random




Theorem 5.5 (Quantum state of an elementary link). Let G = (V, E, c) be the graph corresponding
to the physical (elementary) links of a quantum network, and let e j, e ∈ E, 1 ≤ j ≤ c(e), be arbitrary.
For all t ≥ 1 and histories ht = (x1, a1, . . . , at−1, xt) ∈ Ω(t), and for all policies π, we have





+ (1 − xt)τ∅e j , (5.33)
where from (4.36) we recall that
ρe j(m) = N◦me j (ρ
0
e j), (5.34)
and from (4.31) and (4.32) we recall that
ρ0e j =
(M1e j ◦ Se j)(ρSe j)
pe j
, τ∅e j =
(M0e j ◦ Se j)(ρSe j)
pe j
, pe j = Tr[(M1e j ◦ Se j)(ρSe j)]. (5.35)
Furthermore,















for all histories ht, where
Nreqe j (t) B
t∑
j=1
Ae j( j − 1), Nsucce j (t) B
t∑
j=1
Ae j( j − 1)Xe j( j) (5.37)
are the number of link requests and the number of successful link requests, respectively, up to time t.
Proof. First, let us observe that the statement of the proposition is true for t = 1, because by (5.14),
(5.15), and (5.29) we can write
σ̃πe j(1; x1) = x1ρ̃
0
e j + (1 − x1)̃τ∅e j , (5.38)
where ρ̃0e j B (M
1
e j ◦Se j)(ρSe j) and τ̃∅e j B (M0e j ◦Se j)(ρSe j). Then, indeed, we have Mπe j(1) = 0 according
to the definition in (5.25), as required, if x1 = 1. Furthermore,




x1ρ̃0e j + (1 − x1)̃τ∅e j




ρ0e j if x1 = 1,
τ∅e j if x1 = 0,
(5.41)
= x1ρ0e j + (1 − x1)τ∅e j (5.42)
where we recall the definitions of ρ0e j and τ
∅
e j from (5.35).
Now, for t ≥ 2, we use (5.29). Based on the definition of the transition maps, for every time
step j > 1 in which the action “wait” (i.e., Ae j( j) = 0) is performed and the elementary link is
active (i.e., Xe j( j) = 1), the elementary link stays active at time step j + 1, and thus by definition the
memory time must be incremented by one, which is consistent with the definition of the memory
time Mπe j(t) given in (5.25), and the quantum state of the elementary link goes from ρe j(M
π
e j(t)) to
ρe j(Mπe j(t)+1). If instead the elementary link is active at time j and the action “request” is performed
(i.e., Ae j( j) = 1), then the quantum state of the elementary link is discarded and is replaced either
by the state ρ0e j (if Xe j( j + 1) = 1) with probability pe j or by the state τ
∅
e j (if Xe j( j + 1) = 0) with
probability 1 − pe j . In the former case, the memory time must be reset to zero, consistent with
(5.25), and in the latter case, the memory time is −1, also consistent with (5.25).
Furthermore, by definition of the transition maps, every time the action “request” is performed,
we obtain a factor of pe j (if the request succeeds) or 1 − pe j (if the request fails). If the action “wait”
is performed, then we obtain no additional multiplicative factors. The quantity Nsucce j (t − 1) is, by
definition, equal to the number of requests that succeeded in t − 1 time steps. Therefore, overall, we




e j at the (t − 1)st time step for the number of successful requests. The number
of failed requests in t − 1 time steps is given by
t−1∑
j=1
Ae j( j − 1)(1 − Xe j( j)) =
t−1∑
j=1
Ae j( j − 1) −
t−1∑
j=1
Ae j( j − 1)Xe j( j) (5.43)
= Nreqe j (t − 1) − Nsucce j (t − 1), (5.44)





(t−1) at the (t − 1)st time step for the failed
requests. Also, the memory time at the (t − 1)st time step is Mπe j(t − 1)(htt−1), and then because the






























































t)) + (1 − xt)τ∅e j).
(5.47)
Then, because Pr[He j(t) = ht]π = Tr[σ̃πe j(t; h
t)], we have



























+ (1 − xt)τ∅e j , (5.49)
which completes the proof. 
Using Theorem 5.5, we immediately obtain an expression for the expected quantum state of an
elementary link for all times t ≥ 1, which is defined according to the general definition in (3.40).
Corollary 5.6 (Expected quantum state of an elementary link). Let G = (V, E, c) be the graph
corresponding to the physical (elementary) links of a quantum network, and let e j, e ∈ E, 1 ≤ j ≤
c(e), be arbitrary. For all t ≥ 1 and for all policies π, the expected quantum state of the elementary
link corresponding to e j is
σπe j(t) = (1 − Pr[Xe j(t) = 1]π)τ∅e j +
∑
m
Pr[Xe j(t) = 1,Mπe j(t) = m]π ρe j(m), (5.50)
where the sum is over all possible values of the memory time, which in general depends on the
policy π.
Proof. Using the result of Theorem 5.5, along with (3.40), the expected quantum state of the link at
time t ≥ 1 is given by




























Pr[He j(t) = ht]π τ∅e j +
∑
ht∈Ω(t):xt=1






= (1 − Pr[Xe j(t) = 1]π)τ∅e j +
∑
m
Pr[Xe j(t) = 1,Mπe j(t) = m]π ρe j(m), (5.55)
where to obtain the last equality we rearranged the sum over the set {ht ∈ Ω(t) : xt = 1} so that the
sum is over the possible values of the memory time m, which in general depends on the policy π.
This completes the proof. 
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Theorem 5.7 (Elementary link success probability). Let G = (V, E, c) be the graph corresponding
to the physical (elementary) links of a quantum network, and let e j, e ∈ E, 1 ≤ j ≤ c(e), be arbitrary.
For all t ≥ 1 and for all policies π,









= E[Xe j(t)]π, (5.56)


















Pr[He j(t) = ht]π. (5.57)
The expression on the right-hand side of this equation is equal to Pr[Xe j(t) = 1]π by definition of
the random variable Xe j(t). The second equality in (5.56) holds because Xe j(t) is a binary/Bernoulli
random variable. 
The expected quantum state of the elementary link at time t ≥ 1, given that the elementary link
is active at time t, is defined to be















Pr[Mπe j(t) = m|Xe j(t) = 1]π ρe j(m). (5.59)
Observe that the expressions in (5.50) and (5.59) hold for any policy of the agent. Given a
particular policy, determining the expected quantum state means determining the joint probability
distribution of the random variables Xe j(t) and Me j(t), i.e., determining the quantities Pr[Xe j(t) =
1,Mπe j(t) = m]π for all possible values of m. The probability distribution of Xe j(t) can then be
obtained via marginalization, i.e., via Pr[Xe j(t) = 1]π =
∑
m Pr[Xe j(t) = 1,Mπe j(t) = m]π, where the
sum is over all possible values of the memory random variable Mπe j(t) (which can depend on the
policy), or it can be obtained using (5.59).
Let us now prove a simple expression for the expected reward after t time steps of the decision
process.
Theorem 5.8. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a
quantum network, and let e j, e ∈ E, 1 ≤ j ≤ c(e), be arbitrary. For all t ≥ 1 and for all policies π,
E[Re j(t)]π = Tr
[(




σ̂πe j(t + 1)
]
, (5.60)
where ψtargete j is a pure target state for the elementary link corresponding to e
j; see Definition 5.2.
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e j . (5.61)

















e j (σEe jt+1
)ψtargete j (5.62)



























for an arbitrary state ρHe jt+1Ee
j
t+1
. Therefore, using (3.61), we obtain
E[Re j(t)]π = Tr
[(




























Before moving on, we mention that the entirety of Chapter 6 is devoted to the study of a
particular policy for the quantum decision process defined in Definition 5.2, namely the “memory-
cutoff” policy. For this policy, we derive explicit forms for all of the results derived above.
5.2 Figures of merit
Let us now consider figures of merit for evaluating policies in the context of entanglement distribu-
tion. This is in preparation for policy optimization, which we consider in Section 5.3 below. The
reward scheme given in Definition 5.2 already provides us with a figure of merit (the expected
reward) for evaluating policies, and in this section we justify the particular form of that reward
scheme by showing that the expected reward is related to the fidelity of the quantum state of the
elementary link to the target state. However, in practical settings, we might be interested in more
than just the fidelities of the elementary and virtual links to the target states. Indeed, due to the
probabilistic nature of elementary link generation, in the context of entanglement distribution as
outlined in Section 4.2, we must regard the input and output graphs Gin and Gout in (4.15) as random
variables, based on the formulation in Section 4.3.2. We must therefore take into consideration the
probability that the desired subgraphs are obtained. In addition, because memory coherence times
are finite, the figures of merit that we define (particularly the fidelity) should take the memory times
into account. In this section, we provide such “practical” figures of merit.
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5.2.1 Link statuses
The figures of merit that we define in this section are based on obtaining the target graph of an
entanglement distribution protocol with high probability. Before defining the figures of merit, let us
briefly review the content of Section 4.3.2.
To start, let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a
quantum network. Recall from Section 4.3.2 that the set ΞG gives us the configurations of the
graph based on probabilities ~p = (pe j : e ∈ E, 1 ≤ j ≤ c(e)) assigned to the individual elementary
links. Then, we define G~p to be a random variable such that G~p(~x) = (V(~x), E(~x), c), ~x ∈ ΞG, is the
subgraph of G that contains only those edges corresponding to active elementary links, as specified






Pr[Xe j = xe
j
], (5.66)
where Xe j is the random variable for the edge e j such that Pr[Xe j = x] = pxe j(1 − pe j)1−x for all
x ∈ {0, 1}.
Now, a quantum decision process for the elementary links, as given by Definition 5.2, provides
time-dependent elementary link probabilities via the random variables Xe j(t). From this, we
have that the random graphs G~p are also time dependent. Specifically, for a collection ~π =(
πe
j
: e ∈ E, 1 ≤ j ≤ c(e)
)
of policies for every elementary link, we define
G~π(t) B G~p~π(t), ~p~π(t) B
(
Pr [Xe j(t) = 1]πe j : e ∈ E, 1 ≤ j ≤ c(e)
)
(5.67)






Pr[Xe j(t) = xe
j
)]πe j (5.68)
for all configurations ~x ∈ ΞG. Note that the product form for this probability is due to the fact
that all of the agents are independent, which means that the random variables Xe j(t) are mutually
independent for all e j.
The expression in (5.68) can be written in a simpler way by making the following definition.
Definition 5.9 (Collective elementary link status). Let G = (V, E, c) be the graph corresponding to







to be the collective elementary link status, so that





Pr[Xe j(t) = 1]πe j (5.70)




: e ∈ E′, 1 ≤ j ≤ c(e)
)
of elementary link policies. J
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Using (5.70), the expression in (5.68) can be rewritten as
Pr[G~π(t)(~x)] = Pr[XE(~x)(t) = 1]~π · Pr[XE\E(~x)(t) = 0]~π. (5.71)
Now, suppose that we have a desired target graph of active elementary links, and this target
graph corresponds to the configuration ~xtarget. In order to have a high probability of obtaining this
configuration, we thus have to maximize the quantity in (5.71) with respect to policies. On the
other hand, it might be the case that we are concerned more about establishing the elementary links
corresponding to the subset E(~xtarget) than about obtaining the exact configuration ~xtarget; i.e., we
might not necessarily care about the status of the elementary links that are not in E(~xtarget). The
relevant probability is then obtained by marginalizing the probability in (5.71) over the elements
of E \ E(~xtarget), and doing so results in Pr[XE(~xtarget)(t) = 1]~π. Therefore, it makes sense in many
cases to simply maximize the quantity Pr[XE′(t) = 1]~π = E[XE′(t)]~π, for some desired subset E′ of
elementary links, rather than the product in (5.71).
In addition to the status of elementary links, we also need to consider the status of virtual links.
For simplicity, in the definition below we consider a graph G consisting only of two-element edges.
Definition 5.10 (Virtual link status). Let G = (V, E, c) be the graph corresponding to the physical
(elementary) links of a quantum network, and let E be a set of two-element subsets of V . Given a
pair v1, vn ∈ V of distinct non-adjacent vertices and a path w = (v1, e1, v2, e2, . . . , en−1, vn) between
them for some n ≥ 2, the virtual link status, i.e., the status of the virtual link given by the edge
{v1, vn}, is defined to be the random variable
X{v1,vn};w(t) = Xe1(t)Ye1,e2 Xe2(t)Ye2,e3 · · · Xen−2(t)Yen−2,en−1 Xen−1(t), (5.72)
where Yei,e j is the binary random variable for the joining measurement that connects the elementary
links given by ei and e j, such that
Pr[Yei,e j = 1] = qei,e j , (5.73)
for probabilities qei,e j ∈ [0, 1]. J
5.2.2 Fidelity
We now look at the fidelity of elementary and virtual links.
Definition 5.11 (Elementary link fidelity). Let G = (V, E, c) be the graph corresponding to the
physical (elementary) links of a quantum network, let e j, e ∈ E, 1 ≤ j ≤ c(e), be arbitrary, and
consider the quantum decision process for e j given by Definition 5.2. For an arbitrary policy π and
a target pure state ψ, we define the following two random variables:










Pr[Xe j(t) = 1]π
, (5.74)










e j;ψ) is defined in (4.37); see Section 4.3.1. J
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We discuss the distinction between the random variables F̃ and F in detail in Section 5.3 in the
context of policy optimization. For now, it suffices to note that, intuitively, F can be thought of as
the fidelity of the elementary link given that the elementary link is active. As for F̃, it turns out that
it is related to the reward of the quantum decision process defined in Definition 5.2.
Proposition 5.12. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links
of a quantum network, let e j, e ∈ E, 1 ≤ j ≤ c(e) be arbitrary, and consider the quantum decision
process for e j given by Definition 5.2. For an arbitrary policy π and a target pure state ψ,
E[Re j(t)]π = E[F̃πe j(t + 1;ψ)] = Tr
[(
|1〉〈1|Xe jt+1 ⊗ ψe j
)
σ̂πe j(t + 1)
]
. (5.75)
Proof. First of all, by the definition of expectation, we have







e j;ψ) Pr[Xe j(t + 1) = 1,M
π
e j(t + 1) = m]π, (5.76)
where the sum is over all possible values of the random variable Mπe j(t), which depends on the policy
π. Then, by Theorem 5.8 and Theorem 5.5,
E[Re j(t)]π = Tr
[(
|1〉〈1|Xe jt+1 ⊗ ψe j
)
























e j;ψ) Pr[Xe j(t + 1) = 1,M
π
e j(t + 1) = m]π, (5.80)
where the last equality holds because the sum with respect to the set {ht+1 : xt+1 = 1} can be
rearranged into a sum with respect to the possible values of the memory time Mπe j(t + 1) when the
elementary link is active. This completes the proof. 
Let us now consider the fidelity of virtual links. For simplicity, we consider the situation in
which the graph G contains only two-element edges.
Let G = (V, E) be the graph corresponding to the physical (elementary) links of a quantum
network, such that E is a set of two-element subsets of V . Consider a pair v1, vn+1 ∈ V of distinct
non-adjacent vertices and a path w = (v1, e1, v2, e2, . . . , en, vn+1) between them for some n ≥ 2, and
let Lw→e′ denote the quantum channel corresponding to a joining protocol that creates the virtual
link corresponding to the edge e′ B {v1, vn+1}, as in (4.101). Then, for policies πei for the elementary








ei (t|Xei(t) = 1)






ei (t|Xei(t) = 1)

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ei (t|Xei(t) = 1)
 , (5.81)
where the states σπ
ei
ei (t|Xei = 1) are defined in (5.58). If |ψtarget〉〈ψtarget|e′ is a target pure state for the
virtual link given by the edge e′, then the fidelity of the output state with respect to the target state,









ei (t|Xei(t) = 1)













An important question when dealing with probabilistic elementary link generation is the expected
waiting time, which is a figure of merit that indicates how long it takes (on average) to establish an
elementary or virtual link. This figure of merit has been considered in prior work in the context
of a linear chain of quantum repeaters [49, 52, 340–342]. Here, we define the waiting time for
elementary and virtual links in the context of quantum network protocols using quantum decision
processes.
When defining the waiting times, we imagine a scenario in which elementary link generation is
continuously occurring in the network [85] and that an end-user request for entanglement occurs at
a time treq ≥ 0. The waiting time is then the number of time steps from time treq onward that it takes
to establish the entanglement.
Definition 5.13 (Elementary link waiting time). Let G = (V, E, c) be the graph corresponding to the
physical (elementary) links of a quantum network, let e ∈ E be arbitrary, and consider the quantum
decision process for e j given by Definition 5.2, where 1 ≤ j ≤ c(e). For all treq ≥ 0, the waiting time







(1 − Xe j(i)). (5.84)




t Pr[Xe j(treq + 1) = 0, Xe j(treq + 2) = 0, . . . , Xe j(treq + t) = 1]π, (5.85)
where π is an arbitrary policy for the elementary link corresponding to the edge e j. J
Using the collective elementary link status defined in Definition 5.9, we make the following
definition for the waiting time for a collection of elementary links.
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Definition 5.14 (Collective elementary link waiting time). Let G = (V, E, c) be the graph corre-
sponding to the physical (elementary) links of a quantum network, and let treq ≥ 0 be arbitrary. For
every subset E′ ⊆ E, the waiting time for the elementary links corresponding to the elements of E′







(1 − XE′(i)). J (5.86)
In other words, the collective elementary link waiting time is the time it takes for all of the









: e ∈ E′, 1 ≤ j ≤ c(e)
)
is an arbitrary collection of policies for the elementary links
corresponding to E′.
Let us now consider virtual links.
Definition 5.15 (Virtual link waiting time). Let G = (V, E, c) be the graph corresponding to the
physical (elementary) links of a quantum network, and let treq ≥ 0 be arbitrary. Given a pair
v1, vn ∈ V of distinct non-adjacent vertices and a path w = (v1, e1, v2, e2, . . . , en−1, vn) between them
for some n ≥ 2, the virtual link waiting time along this path is defined to be the amount of time it




tYw(1 − Yw)t−1, (5.88)
where Ew = {e1, e2, . . . , en−1} is the set of edges corresponding to the path w, WEw(treq) is the
collective elementary link waiting time from Definition 5.14, and YEw is a binary random variable
for the success of the joining protocol along the path w, so that Yw = 1 corresponds to success of the
joining protocol and Yw = 0 to failure. We define Yw and WEw to be independent random variables. J
The formula for the virtual link waiting time in Definition 5.15 is based on the formula in
Ref. [49]. It corresponds to the simple strategy of waiting for all of the elementary links along the
path w to be established, then performing the measurements for the joining protocol. Note that this
strategy is consistent with our overall quantum network protocol in Figure 5.2. The expected value




tE[Yw(1 − Yw)t−1] (5.89)
= E[WEw(treq)]π
(








: e ∈ Ew, 1 ≤ j ≤ c(e)
)
is an arbitrary collection of policies for







We now define two types of rates.
Definition 5.16 (Success rate of an elementary link). Let G = (V, E, c) be the graph corresponding
to the physical (elementary) links of a quantum network, let e ∈ E be arbitrary, and consider the
quantum decision process for e j given by Definition 5.2, with 1 ≤ j ≤ c(e). For all t ≥ 1, we define
the success rate up to time t of e j as
S e j(t) B
t∑
i=1
Ae j(i − 1)Xe j(i)
t∑
i=1
Ae j(i − 1)
, (5.92)
which is simply the ratio of the number of successful transmissions when a request is made to the
total number of requests made within time t. We let A(0) ≡ 1. J
The success rate can also be thought as the number of successful requests per channel use up to
time t. Indeed, notice that the quantity
∑t
i=1 Ae j(i − 1) in the denominator of S e j(t) is the number of
uses of the transmission channel in t time steps.
Definition 5.17 (Elementary link activity rate). Let G = (V, E, c) be the graph corresponding to the
physical (elementary) links of a quantum network, and let e ∈ E be arbitrary. Then, the elementary







where Ne(i) is defined to be the number of parallel elementary links corresponding to e at time i,
given by (5.21). J
We can define an activity rate for virtual links as well. In this case, we must look at the number
of edge-disjoint paths (or Steiner trees, as the situation warrants) between the nodes given by e.
See Section 2.3 and Ref. [94, Section 5] for more information on finding edge-disjoint paths in
(hyper)graphs.
Definition 5.18 (Virtual link activity rate). Let G = (V, E, c) be the graph corresponding to the
physical (elementary) links of a quantum network, and let e′ B {v1, . . . , vk} < E be a collection of
distinct nodes corresponding to a virtual link for some k ≥ 2. Then, the virtual link activity rate up













is the number of edge-disjoint paths (or Steiner trees) corresponding to e′, with w j denoting the paths
and Xe′;w j(i) the virtual link status as given in Definition 5.10. N
max
e′ is defined to be the maximum
number of edge-disjoint paths (or Steiner trees) in the physical graph G.
It is often of interest to determine the quantity
lim inf
t→∞







(see, e.g., Ref. [103]), where ~π is a collection of policies and e refers to either an elementary link
or virtual link. In Chapter 6, we provide a closed-form expression for this quantity in the case of
elementary links under the memory-cutoff policy.
Key rates for QKD
We are also interested in secret key rates for quantum key distribution (QKD); see Section 2.2 for a
brief overview of QKD. In order to determine these rates, we need to keep track of the quantum
state of the relevant elementary links as a function of time and the policy being used. The following
discussion and formulas for the secret key rates are based on Ref. [299].
Suppose that K is a function that gives the number of secret key bits per entangled state shared
by the nodes of either an elementary link or virtual link. (K is, for example, KBB84, K6-state, or KDI, as
defined in Section 2.2.) Then, suppose that G = (V, E, c) is the graph corresponding to the physical
(elementary) links of a quantum network.
• Elementary links. Let e j, with e ∈ E and 1 ≤ j ≤ c(e), be an arbitrary edge corresponding to
an elementary link in the network. Then, at each time step, once the elementary link has been
established (i.e., both transmission and heralding succeed), the nodes of the elementary link
perform the required measurements for the QKD protocol being considered. Then, the secret
key rate (in units of secret key bits per second) is
K̃e j = pe jν
rep
e j K, (5.97)
where pe j is given by (4.32) and ν
rep
e j is the repetition rate (in units of time steps per second).
The quantity K is calculated based on the quantum state ρ0e j (defined in (4.31)) that is shared
by the nodes immediately upon successful transmission and heralding. The factor of pe j is
present because it is the average number of entangled states shared successfully by the nodes
of the elementary link corresponding to e j per time step. The repetition rate νrepe j corresponds
to the duration of each time step, and it can be thought of as being the refresh rate of the
measurement devices; see, e.g., Ref. [343]. In Chapter 7, we provide an example calculation
of the key rate in (5.97) in the context of elementary link generation with satellites.
• Virtual links. Consider a collection e′ B {v1, . . . , vk} < E of distinct nodes corresponding to a
virtual link for some k ≥ 2, and let w be a path in the physical graph leading to the virtual
link given by e′. Suppose that all of the elementary links in the path w, denoted by Ew, follow
independent policies in ~π = (πe : e ∈ Ew) up to some time t ≥ 1. Then, a joining protocol
103
along w is performed to establish the virtual link. Conditioned on success of the joining





















e (t|Xe(t) = 1)

 (5.99)
is the success probability of the joining protocol. Then, the secret key rate (in units of secret









Here, K is calculated using the state in (5.98). The repetition rate νrepe′ in this case is a function
of the time t as well as the end-to-end classical communication time required for executing
the joining protocol.
5.2.5 Cluster size
The last figure of merit that we consider is the cluster size [63, 113]. In Section 2.3, we defined the
quantity S max(G), which is the size of the largest connected component, or cluster, of a graph G. As
explained in Section 4.3.2, in our model of probabilistic elementary link generation, the physical
graph G = (V, E, c) of elementary links in a quantum network becomes a random variable G~p. Then,
as explained in Section 5.2.1, in the context of quantum decision processes this random variable
becomes the time- and policy-dependent random variable G~π(t) defined in (5.67). The figure of
merit that we consider in this section is the expected largest cluster size of the subgraphs G~π(t)(~x) of
the physical graph G corresponding to configurations ~x ∈ ΞG.
Definition 5.19 (Expected largest cluster size of elementary links). Let G = (V, E, c) be the
graph corresponding to the physical (elementary) links of a quantum network, and let ~π =(
πe
j
: e ∈ E, 1 ≤ j ≤ c(e)
)






to be the (normalized) expected value of the random variable S max(G~π(t)) defined in (4.90). J

















Pr[Xe j(t) = xe
j
]πe j , (5.103)
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where the last equality is due to (5.68).
The expected largest cluster size is a figure of merit that is explicitly topology dependent, and it
can be used to evaluate not only policies but also the network topology itself, as done in Ref. [63].
The latter is due to the phenomenon of percolation (see Ref. [344] for an introduction) that occurs
for graphs that have lattice topologies. For such graphs, there exist critical probabilities beyond
which a large cluster is guaranteed to exist. Such critical probabilities thus quantify the robustness
of the network to transmission losses. We illustrate this concept explicitly in Section 6.4.5 in the
context of the memory-cutoff policy.
5.3 Policy optimization
In this section, we consider policy optimization for the quantum decision process for elementary link
generation defined in Definition 5.2. Let us recall from that definition that a policy for an elementary
link corresponding to an edge e j of a physical graph G = (V, E, c), with e ∈ E and 1 ≤ j ≤ c(e), is a




2 , . . . ), where the d
e j




t)(at) = Pr[Ae j(t) = at|He j(t) = ht] (5.104)
for all t ∈ [1,∞), at ∈ A, and ht ∈ Ω(t). In other words, the decision functions give the probability
distributions over actions conditioned on histories.
In the previous section, we laid out five figures of merit with respect to which one could
optimize policies. Although it is possible in principle to optimize policies with respect to any one
of those figures of merit, in this section we stick to the standard optimization problem in quantum
decision processes (as laid out in Section 3.2), in which the objective function is the expected
reward at the horizon time. From the discussion at the beginning of this chapter, this figure of
merit corresponds precisely to the fidelity figure of merit for entanglement distribution protocols, as
defined in Section 4.2.1. Specifically, let G = (V, E, c) be the graph corresponding to the physical
(elementary) links of a quantum network. Recall from (5.3) that the overall quantum state of the








e j (t), (5.105)
where the states σ̂π
e j




: e ∈ E, 1 ≤ j ≤ c(e)
)
is a collection of policies for the elementary links. From the discussion at the beginning of this
chapter, we would like the physical graph G to have a subset E′ ⊆ E in which all of the corresponding





|1〉〈1|Xe j ⊗ ψtargete j , (5.106)

























































where to obtain the second-last line we used Theorem 5.8 and to obtain the last line we used
Proposition 5.12. The task is therefore to optimize the quantity in (5.109) with respect to the
policies πe
j
of the elementary links. We have assumed throughout this chapter that the agents act
independently, which means that every policy πe
j
is an independent variable. Our strategy for
optimizing the objective function in (5.109) is to optimize each term in the product individually, so
in what follows we consider optimizing the policy for just one elementary link.
Remark 5.20. As explained in Remark 5.1, let us emphasize again that the policies being discussed
here are not necessarily executed by the end-users themselves. The policies should be thought of
as describing how the devices located at the nodes of the end users should operate, given certain
performance/resource requirements by the end users for their desired application. The training of
the devices proceeds via an optimization algorithm which could be backward or forward recursion
(which we discuss below), or it could be a reinforcement learning algorithm (which we discuss in
Appendix D). J
5.3.1 Backward recursion
Recall that the agent in the definition of our quantum decision process in Definition 5.2 is classical.
Therefore, from the discussion in Section 3.3, we immediately obtain the following result.
Theorem 5.21 (Optimal finite-horizon policy for elementary link generation). Let G = (V, E, c) be
the graph corresponding to the physical (elementary) links of a quantum network, and let e j, with
e ∈ E and 1 ≤ j ≤ c(e), correspond to an arbitrary elementary link in the network. Then, for all













where π = (d1, d2, . . . , dt) and





w j+1(h j−1, a j−1, x j, a j) ∀ 2 ≤ j ≤ t, (5.111)
wt+1(ht, at) = 〈ψ|σ̃(E)e j (t + 1; ht, at, 1)|ψ〉, (5.112)
and
σ̃(E)e j (t + 1; h
t, at, 1) B
(




Furthermore, the optimal policy is deterministic and given by
d∗j(h
j) = arg max
a j∈{0,1}
w j+1(h j, a j) ∀ 1 ≤ j ≤ t. (5.114)
Proof. The result follows immediately from the discussion in Section 3.3, because the agent is




(·) = δxt+1,1ψEe jt+1(·)ψEe jt+1 , (5.115)
which leads to the expression in (5.112). 
As mentioned at the beginning of Section 3.2.2, the backward recursion algorithm is exponen-
tially slow in the horizon time because of the fact that the number of histories grows exponentially
in time. In this particular case, the number of histories up to time t is |Ω(t)| = |{0, 1}2t−1| = 22t−1.
Therefore, the functions w j in the statement of Theorem 5.21, which are used to determine the
optimal actions, have an exponentially increasing number of values. Therefore, in practice, it is
necessary to make use of other, more efficient algorithms, such as those based on forward recursion,
or more generally reinforcement learning algorithms. We discuss these possibilities in Appendix D.
In Appendix A, we derive upper bounds on general quantum decision processes.
5.3.2 Forward recursion
Let us now consider the forward recursion policy, which we discussed in general terms in Sec-
tion 3.2.2. Intuitively, in this policy, the agent deterministically picks the action at at time t that
maximizes the quantity E[F̃π(t + 1)] at the next time step. We let πFR = (dFR1 , d
FR
2 , . . . ) denote this
policy.
Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a quantum
network, and let e j, with e ∈ E and 1 ≤ j ≤ c(e), correspond to an arbitrary elementary link in the
network. Let π = (d1, d2, . . . , dt−1) be an arbitrary policy of the elementary link up to time t − 1.








Now, for an arbitrary decision function dt corresponding to the decision at time t, we obtain the
following classical-quantum state of the elementary link at time t + 1:
σ̂(π,dt)e j (t + 1) =
∑
ht+1∈Ω(t+1)
|ht+1〉〈ht+1|He jt+1 ⊗ σ̃
(π,dt)
Ee jt+1























|1〉〈1|Xe jt+1 ⊗ ψe j
)
σ̂(π,dt)e j (t + 1)
]
. (5.119)
Using (5.33) we have two possibilities for every history ht (assuming both actions are taken
deterministically):
at = 0⇒ E
[
F̃(π,dt)e j (t + 1;ψe j)
]





















at = 1⇒ E
[
F̃(π,dt)e j (t + 1;ψe j)
]
















higher. If the elementary link is not active at time t, meaning that Xe j(t)(ht) = 0, then requesting a
link, i.e., selecting at = 1, is gives a higher value than selecting at = 0 (because the latter leads to a
value of E[F̃πe j(t + 1;ψe j)] = 0 for all pe j > 0). On the other hand, if the elementary link is active at











e j) (at = 1) (5.122)
for all histories ht ∈ Ω(t). Which of these two quantities is higher (and thus which action is taken)
depends on the success probability pe j ∈ (0, 1), the noise model of the quantum memory, and on the





1 if xt = 0,























for all t ≥ 1, where π = (d1, d2, . . . , dt−1) is an arbitrary policy providing the actions of the agent up
to time t − 1.
Remark 5.22. We end this chapter with a remark about our choice of the objective function for
policy optimization.
We have justified our use of the fidelity random variable F̃ as the objective function for policy
optimization because it arises naturally in the context of entanglement distribution as defined in
Section 4.2. However, it is possible to justify this choice in a slightly different way, which is worth
pointing out. We do this by considering two alternatives to the function F̃.
The first alternative is to use the expectation value of the link status random variable X, as
defined in Definition 5.2. If we use E[X(t)] as the objective function for policy optimization, then
it is clear that the policy consisting of the action “request” at every time step before the link is
established, and the action “wait” at every time step after the link is established, is optimal, in the
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sense that it achieves the highest value of E[X(t)] for all t ≥ 1. In other words, the optimal policy in
this case is simply the policy π = (d1, d2, . . . ) given by
dt(ht) =
{
1 if xt = 0,
0 if xt = 1,
(5.124)
for all t ≥ 1 and all histories ht ∈ Ω(t). A higher value of E[X(t)] comes, of course, at the cost of
a lower fidelity, because each “wait” action decreases the fidelity of the quantum state stored in
memory.
The second alternative to F̃ is the fidelity random variable F defined alongside F̃ in (5.74).
Then, if we attempt to maximize E[F(t)] with respect to policies, then it is clear that the action
“request” at every time step is optimal, because then the quantity E[F(t)] is equal to the initial fidelity
f0 at all time steps, which is the highest that can be obtained (without entanglement distillation).
In other words, the optimal policy in this case is given by π = (d1, d2, . . . ), where dt(ht) = 1 for all
t ≥ 1 and all histories ht ∈ Ω(t). A higher value of the fidelity comes at the cost of a lower expected
link value, because the probability that the link is active stays at p for all times under this policy,
i.e., Pr[X(t) = 1] = p for all t ≥ 1 if at every time step the agent requests a link.
The quantity E[F̃(t)] = E[X(t) fM(t)(ρ0)] by definition incorporates the trade-off between the link
value and the link fidelity, and can lead to non-trivial policies. J
5.4 Summary
The developments of this chapter constitute one of the core contributions of this thesis: a protocol
for entanglement distribution in a quantum network using quantum decision processes, summarized
in Figure 5.2. The protocol is a relatively simple one in which a quantum decision process is used
to model the evolution of the elementary links of the network for a certain horizon time T , before
the required entanglement distillation and joining protocols are performed in order to transform
the network of elementary links into a network of virtual links. We defined the quantum decision
process for elementary links in Section 5.1, and then we provided an expression for the expected
quantum state of an elementary link along with other important facts. In Section 5.2, we defined
figures of merit that are relevant for evaluating policies for elementary link generation. These
figures of merit take into account the practical aspects of entanglement distribution as presented in
Section 4.3 of the previous chapter, such as probabilistic elementary link generation and quantum
memories with finite coherence times. Then, in Section 5.3, we applied the general backward and
forward recursion algorithms presented in Chapter 3 to the case of elementary link generation.
These algorithms provide us with an optimal sequence of actions that should be performed by
the agents in a quantum network for the purpose of achieving entanglement distribution using the
protocol in Figure 5.2.
The most important aspect of the developments of this chapter is that, with quantum decision
processes, we have a systematic method for understanding and developing quantum network
protocols, and we are able to incorporate crucial practical aspects of entanglement distribution
that are not typically taken into account in information-theoretic treatments of quantum network
protocols, such as probabilistic elementary link generation and quantum memories with finite
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coherence times. Furthermore, such information-theoretic works are typically only concerned with
optimal rates for entanglement distribution and not with explicit (practical) protocols to attain them.
The work of this chapter, and of this thesis as a whole, is meant to provide a step toward achieving




In the previous chapter, we developed a quantum network protocol using a quantum decision
process to model the generation of elementary links; see Figure 5.1 and Figure 5.2 for a summary.
The upshot of the development of the previous chapter is that we have a systematic method for
determining an optimal sequence of actions that should be performed in a quantum network for the
purpose of entanglement distribution. In order to make these developments more concrete, and also
to connect to prior work, in this chapter we look at a specific example of a policy.
A natural policy to consider, and one that has been considered extensively previously [49–52,
113, 270, 279, 281, 340, 345, 346], is the following. An elementary link is requested at every
time step until it is established, and once it is established it is held in quantum memory for some
pre-specified amount t? of time (usually called the “memory cutoff” and not necessarily equal to the
memory coherence time) before the quantum state of the elementary link is discarded and requested
again. The cutoff t? can be any value in the set N0 ∪ {∞}, where N0 = {0, 1, 2, . . . }. There are two
extreme cases of this policy: when t? = 0, a request is made at every time step regardless of whether
the previous request succeeded; if t? = ∞, then an elementary link request is made at every time
step until the elementary link is established, and once it is established the corresponding entangled
state remains in memory indefinitely—no further request is ever made. In this chapter we provide a
complete analysis of this policy for all values t? ∈ N0 ∪ {∞}. The following are our primary goals
in this chapter.
• Determine the expected quantum state of an elementary link under the memory-cutoff policy,
as given by the general expression in (5.50). We do this in Section 6.2 in the finite-horizon
(t < ∞) and infinite-horizon (t → ∞) cases.
• Calculate the figures of merit defined in Section 5.2 for elementary links under the memory-
cutoff policy. We do this in Section 6.4.
Throughout this chapter, we deal exclusively with elementary links. Therefore, for convenience
and ease of notation, throughout this chapter we suppress the dependence of functions, random
variables, probability distributions, and policies on the edge e j of the physical graph corresponding
to an elementary link, unless it is required, with the understanding that the expressions hold for an
arbitrary elementary link.
6.1 Definition and basic properties
The memory-cutoff is a deterministic policy that is defined as follows.







2 , . . . ), where










if t? = ∞ : d∞t (ht) B
{
0 if M∞(t)(ht) ≥ 0,
1 if M∞(t)(ht) = −1, (6.2)
where the memory time random variable Mt
?








X( j) − 1
 mod(t
? + 1) if t? ∈ N0,
t∑
j=1
X( j) − 1 if t? = ∞,
(6.3)
and X(t), t ≥ 1, are the elementary link status random variables defined in Definition 5.2. J
Remark 6.2. We start by making the following initial remarks about the definition of the memory-
cutoff policy.
• Our definition of the memory time in (6.3) for t? ∈ N0 is different from the general definition
provided in (5.27), and we make this modification for convenience. With this formula, the
memory time is always in {0, 1, . . . , t?} when t? ∈ N0. Also note that, with this formula,
we get a memory value of −1mod(t? + 1) = t? even when the memory is not loaded. The
advantage of this is that, if Mt
?
(t) < t?, then X(t) = 1. For t? = ∞, the definition of M∞(t) is
consistent with (5.27). In particular, the possible values of M∞(t) are −1, 0, 1, . . . , t − 1.
• Note that for t? = 0, we have M0(t)(ht) = 0 for all t ≥ 1, which means that the decision
function is simply
d0t (h
t) = 1 ∀ t ≥ 1, ht ∈ {0, 1}2t−1. (6.4)





0 if X(t)(ht) = 1,
1 if X(t)(ht) = 0. (6.5)
In other words, for the t? = ∞ memory-cutoff policy, it suffices to look at the status of the
elementary link at the current time in order to determine the next action.
• We denote probability distributions of histories H(t) = (X(1), A(1), . . . , A(t − 1), X(t)) under
the t? memory-cutoff policy by Pr[H(t) = ht]t? , and similarly for marginal distributions.
• We can use (5.24) to conclude that
Pr[X(t + 1) = xt+1|H(t) = ht, A(t) = 0]t? =
{
0 if xt+1 = 0,
1 if xt+1 = 1.
(6.6)
The transition probabilities given in (5.22)–(5.24) therefore reduce to the following for the t?
memory-cutoff policy for all ht ∈ Ω(t) and all t? ∈ N0 ∪ {∞}:
Pr[X(t + 1) = 0|H(t) = ht, A(t) = 1]t? = 1 − p, (6.7)
Pr[X(t + 1) = 1|H(t) = ht, A(t) = 1]t? = p, (6.8)
Pr[X(t + 1) = 0|H(t) = ht, A(t) = 0]t? = 0, (6.9)
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Pr[X(t + 1) = 1|H(t) = ht, A(t) = 0]t? = 1. (6.10)
The following conditional probabilities then hold for all t? ∈ N0:
Pr[X(t + 1) = 1,Mt
?
(t + 1) = 0|X(t) = 0,Mt?(t) = m]t? = p, 0 ≤ m ≤ t?, (6.11)
Pr[X(t + 1) = 1,Mt
?
(t + 1) = 0|X(t) = 1,Mt?(t) = t?]t? = p, (6.12)
Pr[X(t + 1) = 0,Mt
?
(t + 1) = t?|X(t) = 0,Mt?(t) = m]t? = 1 − p, 0 ≤ m ≤ t?, (6.13)
Pr[X(t + 1) = 0,Mt
?
(t + 1) = t?|X(t) = 1,Mt?(t) = t?]t? = 1 − p, (6.14)
Pr[X(t + 1) = 1,Mt
?
(t + 1) = m + 1|X(t) = 1,Mt?(t) = m]t? = 1, 0 ≤ m ≤ t? − 1, (6.15)
with all other possible conditional probabilities equal to zero. Since these transition prob-
abilities are time-independent, and since the pair (X(t + 1),Mt
?
(t + 1)) depends only on
(X(t),Mt
?
(t)), we have that ((X(t),Mt
?
(t)) : t ≥ 1) is a stationary/time-homogeneous Markov
process. As such, the conditional probabilities can be organized into the transition matrix






B Pr[X(t + 1) = x,Mt
?
(t + 1) = m|X(t) = x′,Mt?(t) = m′]t? ,
x, x′ ∈ {0, 1}, m,m′ ∈ {0, 1, . . . , t?}. (6.16)
For t? = ∞, observe that the action at time t ≥ 1 depends only the current value of the
elementary link, not on its entire history. In particular,
A(t) = 1 − X(t) (when t? = ∞). (6.17)
Indeed, if X(t) = 0, then by definition of the t? = ∞ memory-cutoff policy a request is made,
so that A(t) = 1, as required. If X(t) = 1, then the elementary link is kept in memory, meaning
that A(t) = 0. The transition probabilities in (6.7)–(6.10) can therefore be simplified to the
following when t? = ∞:
Pr[X(t + 1) = 0|X(t) = 0]∞ = 1 − p, (6.18)
Pr[X(t + 1) = 1|X(t) = 0]∞ = p, (6.19)
Pr[X(t + 1) = 0|X(t) = 1]∞ = 0, (6.20)
Pr[X(t + 1) = 1|X(t) = 1]∞ = 1. (6.21)
These transition probabilities are time-independent and Markovian, so they can be organized
into the transition matrix T (∞) defined as follows:
(T (∞)) x
x′
B Pr[X(t + 1) = x|X(t) = x′]∞, x, x′ ∈ {0, 1}. (6.22)
In Section 6.2.2 (see Remark 6.10 therein), we determine the stationary (i.e., t → ∞)
distribution of the Markov processes defined by the transition matrix T (t?) defined in (6.16). J
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6.2 Expected quantum state of an elementary link
Recall from (5.50) that the expected quantum state of an elementary link of a quantum network
undergoing a policy π is given by
σπ(t) = (1 − Pr[X(t) = 1]π)τ∅ +
∑
m
Pr[X(t) = 1,Mπ(t) = m]π ρ(m), (6.23)
where τ∅ and ρ(m) are defined in (4.31) and (4.36), respectively. We also have the conditional state
in (5.59):
σπ(t|X(t) = 1) =
∑
m
Pr[Mπe (t) = m|X(t) = 1]πρ(m). (6.24)
We see that these states can be found by calculating the probability distributions given by Pr[X(t) =
1,Mπ(t) = m]π and Pr[X(t) = 1]π. Let us now do exactly this for the memory-cutoff policy.
Specifically, we provide analytic expressions for the expected quantum state for all t? ∈ N0 ∪ {∞} in
both the finite-horizon (t < ∞) setting and the infinite-horizon (t → ∞) setting. We defer all of the
proofs to Appendix B.
6.2.1 Finite-horizon setting
In the finite-horizon setting, we obtain the following result for the joint probability distribution of
the link value X(t) and memory time Mt
?
(t) random variables.
Theorem 6.3. For all t ≥ 1, t? ∈ N0 ∪ {∞}, and p ∈ [0, 1],
Pr[Mt
?










t − (m + 1) − xt?
x
)
1t−(m+1)−x(t?+1)≥0 px+1(1 − p)t−(m+1)−x(t?+1),
t > t? + 1, 0 ≤ m ≤ t?. (6.26)
Proof. See Appendix B.1. 
As an immediate corollary of Theorem 6.3, we obtain the probability distribution of the link
value random variable X(t).
Corollary 6.4. For all t ≥ 1, t? ∈ N0 ∪ {∞}, and p ∈ [0, 1], the probability that an elementary link
of a quantum network undergoing the t? memory-cutoff policy is active at time t is
Pr[X(t) = 1]t? =









t − k − xt?
x
)
1t−k−x(t?+1)≥0 px+1(1 − p)t−k−(t?+1)x, t > t? + 1.
(6.27)
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t = 8, t? = 5
t = 30, t? = 10
t = 50, t? = 15











p = 0.3, t? = 5
p = 0.3, t? = 10
p = 0.3, t? = 15
Figure 6.1. (Left) The expected elementary link value, given by (6.27), as a function
of the transmission-heralding probability p for various values of t and t?. (Right) The
expected elementary link value, given by (6.27), as a function of t for fixed values of p
and t?.
Proof. This follows immediately from the fact that Pr[X(t) = 1]t? =
∑t−1
m=0 Pr[X(t) = 1,M
t?(t) = m]t?
for t ≤ t? + 1 and that Pr[X(t) = 1]t? = ∑t?m=0 Pr[X(t) = 1,Mt?(t) = m] for t > t? + 1. 
See Figure 6.1 for plots of E[X(t)]t? = Pr[X(t) = 1]t? as a function of the time steps t and as a
function of the transmission-heralding success probability p.
Combining Theorem 6.3 and Corollary 6.4 immediately leads to our desired expressions for the
quantum states in (6.23) and (6.24).
Corollary 6.5. For all t ≥ 1, t? ∈ N0 ∪ {∞}, and p ∈ [0, 1], the expected quantum state of an





(1 − p)tτ∅ +
t−1∑
m=0
p(1 − p)t−(m+1)ρ(m), t ≤ t? + 1,





(t) = m, X(t) = 1]t?ρ(m) t > t? + 1,
(6.28)
where for t > t? + 1 the expressions for Pr[X(t) = 1]t? and Pr[Mt
?
(t) = m, X(t) = 1]t? are given in
(6.27) and (6.26), respectively. From (5.59), we also have
σt
?











(t) = m, X(t) = 1]t?
Pr[X(t) = 1]t?
ρ(m), t > t? + 1,
(6.29)
where again for t > t? + 1 the expressions for Pr[X(t) = 1]t? and Pr[Mt
?
(t) = m, X(t) = 1]t? are
given in (6.27) and (6.26), respectively.
Let us also determine the probabilities Pr[Mt
?
(t) = m, X(t) = 0]t? .
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Proposition 6.6. For all t ≥ 1, t? ∈ N0, p ∈ [0, 1], and m ∈ {0, 1, . . . , t?},
Pr[Mt
?
(t) = m, X(t) = 0]t? =








t − 1 − xt?
x
)
px(1 − p)t−(t?+1)x, t > t? + 1.
(6.30)
For t? = ∞,
Pr[M∞(t) = m, X(t) = 0]∞ = δm,−1(1 − p)t (6.31)
for all m ∈ {−1, 0, 1, . . . , t − 1}.
Proof. See Appendix B.2. 
6.2.2 Infinite-horizon setting
Let us now consider the t → ∞, or infinite-horizon behavior of an elementary link under the
memory-cutoff policy.
Theorem 6.7. For all t? ∈ N0 ∪ {∞} and p ∈ [0, 1], the expected elementary link status of an







Proof. See Appendix B.3. 










which is what we expect, because if t? = ∞, then the elementary link, once established, never has to
be discarded.

















Proof. See Appendix B.4. 
As an immediate consequence of Theorem 6.7 and Theorem 6.8, we obtain the following.
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Corollary 6.9. For all t? ∈ N0 and p ∈ [0, 1], the expected quantum states of an elementary link























Proof. The result is immediate from (6.28) and (6.29) along with Theorems 6.7 and 6.8. In















(t) = m, X(t) = 1]






which holds for all t? ∈ N0. 
Remark 6.10. The expressions in (6.34) and (6.35) constitute a stationary distribution for the
Markov process ((X(t),Mt
?
(t)) : t ≥ 1) with transition matrix T (t?), t? ∈ N0, defined in (6.16).





(t) = m, X(t) = x]t? , (6.41)
for all m ∈ {0, 1, . . . , t?} and x ∈ {0, 1}. Then, it is straightforward to show that
T (t?)~p(t?) = ~p(t?). (6.42)
In other words, ~p(t?) is a stationary probability distribution. J
6.3 Quantum state of the network
Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a quantum




: e ∈ E, 1 ≤ j ≤ c(e)
)
be a collection of policies for the elementary links
of the network. From (5.28), we have that the classical-quantum state of the elementary link

























are (independent) policies for the elementary links.
Now, if the elementary link corresponding to the edge e j undergoes the t?e j memory-cutoff policy








e j (t). (6.45)
By tracing out the history registers in the classical-quantum states σ̂
t?
e j
e j (t), we obtain the expected












e j (t) is given by the expression in (6.28). In the limit t → ∞, and when t?e j ∈ N0 for all






1 − pe j
1 + t?e j pe j
τ∅e j +
pe j





 (t → ∞), (6.47)
where {pe j : e ∈ E, 1 ≤ j ≤ c(e)} is the set of success probabilities for the elementary links, as
defined in (4.32). Similarly, the quantum state of the network at time t ≥ 1, conditioned on all of








e j (t|Xe j(t) = 1). (6.48)













6.4 Figures of merit
We now evaluate the figures of merit defined in Section 5.2 for the memory-cutoff policy.
6.4.1 Link statuses


























































Figure 6.2. The expected collective elementary link status E[XE′(t)]~π of a collection of
elementary links, all undergoing the memory-cutoff policy. (Left) When E′ = {e1, e2},
with c(e1) = c(e2) = 1, in the limit t → ∞. One elementary link has success probability
pe1 and cutoff t?e1 = 5, and the other elementary link has success probability pe2 and
cutoff t?e2 = 2. We use the notation E[XE′(∞)]~π ≡ limt→∞ E[XE′(t)]~π. (Right) When
E′ = {e1, e2, e3, e4}, with c(e1) = c(e2) = c(e3) = c(e4) = 1, after t = 50 time steps. Two
of the elementary links have success probability p1 with cutoffs 5, 15, and the other two
links have success probability p2 with cutoffs 10, 20.
where E′ ⊆ E and G = (V, E, c) is a graph corresponding to the physical (elementary) links of





: e ∈ E, 1 ≤ j ≤ c(e)
)






E[Xe j(t)]πe j . (6.51)
Now, let us suppose that the elementary link given by the edge e j follows the t?e j memory-cutoff
policy, for all e ∈ E′ and 1 ≤ j ≤ c(e). Then, by Corollary 6.4, we obtain an analytic expression for
expected collective elementary link status for all t ≥ 1. In the limit t → ∞, using Theorem 6.7 we








(t?e j + 1)pe j
1 + t?e j pe j
, (6.52)
where {pe j : e ∈ E, 1 ≤ j ≤ c(e)} is the set of transmission-heralding success probabilities for the
elementary links, as defined in (4.32). See Figure 6.2 for plots of expected collective elementary
link status.
Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a quantum
network. Recall from (5.21) that, given an e ∈ E, the number of active parallel elementary links at
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If we assume that all of the parallel elementary links given by e j undergo the t?e j memory-cutoff
policy, then using Corollary 6.4 we obtain an analytic expression for E[Ne(t)]~π =
∑c(e)
j=1 E[Xe j(t)]t?e j






(t?e j + 1)pe j
1 + t?e j pe j
, (6.54)
where, as before, {pe j : e ∈ E, 1 ≤ j ≤ c(e)} is the set of transmission-heralding success probabilities
for the elementary links, as defined in (4.32). If pe j = pe and t?e j = t





1 + t?e pe
. (6.55)
As mentioned in Remark 5.3, in the context of flow problems in graphs the quantity c(e) can be
thought of as the capacity of the element e ∈ E, and it represents the maximum number of entangled
states that can be shared by the nodes of e per unit time. Then, Ne(t) can be thought of as the flow
along e, and E[Ne(t)] is the expected flow. The task of finding the maximum number of edge-disjoint
paths in a network (as outlined in Section 2.3) can be phrased as a flow problem, in which case the
expected flows E[Ne(t)]π for all e ∈ E can be used to determine the rates at which virtual links can
be created in the network; see Refs. [93, 94, 102, 104, 268].
6.4.2 Fidelity
Let us now consider the elementary link fidelity random variables defined in Section 5.2.2:




where π is an arbitrary policy, ρ0 is the state of the elementary link after successful transmission and








fm(ρ0;ψ) Pr[Mπ(t) = m|X(t) = 1]π, (6.58)
where fm(ρ0;ψ) is given by (4.37) and the sum is over all possible values of Mπ(t), which in general
depends on the policy π.
Now, if an elementary link undergoes the t? memory-cutoff policy, then from Theorem 6.3 and
Corollary 6.4, we immediately obtain the following analytic expressions for the expectation values
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(t) = m, X(t) = 1]t?
Pr[X(t) = 1]t?
t > t? + 1,
(6.60)
where in (6.59) and (6.60) the expression for Pr[Mt
?
(t) = m, X(t) = 1]t? for t > t? + 1 is given in
(6.26), and the expression for Pr[X(t) = 1]t? for t > t? + 1 is given in (6.27).




















fm(ρ0;ψ), t? ∈ N0. (6.62)
6.4.3 Waiting time
Let us now consider the waiting time for elementary links undergoing the memory-cutoff policy. We
considered the waiting time for general policies in Section 5.2.3, and we defined the waiting time for
a single elementary link and a collection of elementary links in Definition 5.13 and Definition 5.14,
respectively.
As described in Section 5.2.3, we consider the scenario in which the elementary link gen-
eration process is persistent, even if no end-user request is made. In other words, we consider
an “always-on”/continuous elementary link generation procedure that is ready to go whenever
end-user entanglement is requested, rather than have the entire process begin only when end-user
entanglement is requested [85]. In this scenario, let us first consider a single elementary link, and
let us the expression in (5.85) to find an analytic expression for the expected waiting time.
Theorem 6.11. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a
quantum network, let e j, with e ∈ E and 1 ≤ j ≤ c(e), be an arbitrary edge of the graph, and let the
elementary link corresponding to e j have transmission-heralding success probability p ∈ [0, 1]. For
all t? ∈ N0 and treq ≥ 0, the expected waiting time for the elementary link corresponding to e j, when




(treq + 1) = t?, X(treq + 1) = 0]t?
p(1 − p) . (6.63)
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For t? = ∞,
E[We j(treq)]∞ =
Pr[X(treq + 1) = 0]∞




Remark 6.12. As a check, let us first observe the following:
• If treq = 0, then because Pr[Mt
?
(1) = t?, X(1) = 0]t? = 1 − p for all t? ∈ N0 (see Proposi-
tion 6.6), we obtain E[W(0)]t? = 1p , as expected. We get the same result for t
? = ∞.
• If t? = 0, then we get Pr[Mt
?
(treq + 1) = 0, X(treq + 1) = 0]0 = 1 − p for all treq ≥ 0 (see
Proposition 6.6), which means that E[We j(treq)]0 = 1p for all treq ≥ 0. This makes sense,
because in the t? = 0 policy the elementary link is never held in memory. J
Proof of Theorem 6.11. Using (5.85), we have
Pr[We j(treq) = t]t?




Pr[X(treq + 1) = 0,Mt
?
(treq + 1) = m1, . . . , X(treq + t) = 1,Mt
?
(treq + t) = mt]t? . (6.66)
Using the transition matrix T (t?) defined in (6.11)–(6.16), we obtain












(treq + 1) = m1, X(treq + 1) = 0]t? . (6.67)
Using (6.30), along with (6.11)–(6.16), we have that
Pr[We j(treq) = t]t? = Pr[Mt
?
(treq + 1) = t?, X(treq + 1) = 0]t? p(1 − p)t−2, (6.68)
for all t ≥ 1. The result then follows.
For t? = ∞, using the transition matrix T (∞) defined in (6.22) leads to





· · · (T (∞))0
0
Pr[X(treq + 1) = 0]∞. (6.69)
Then, from (6.27), we have that Pr[X(treq + 1) = 0] = (1 − p)treq+1, so that
Pr[We j(treq) = t]∞ = p(1 − p)t−2(1 − p)treq+1 (6.70)
for all t ≥ 1. The result then follows. 






, t? ∈ N0. (6.71)
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p = 0.3, t? = 0
p = 0.3, t? = 5
p = 0.3, t? = 10
p = 0.3, t? = 15
Figure 6.3. The expected waiting time for a single elementary link, given by (6.63), as
a function of the request time treq. We let p = 0.3, and we take various values for the
cutoff t?.
See Figure 6.3 for plots of the expected waiting time, given by (6.63), as a function of the request
time treq for various values of t?. As long as t? is strictly greater than zero, the waiting time is
strictly less than 1p , despite the oscillatory behavior for small values of treq. In the limit treq → ∞,
we see that the waiting time is monotonically decreasing with increasing t?, which is also apparent
from (6.71).
Let us now consider a collection of elementary links undergoing the memory-cutoff policy. Prior
work [52, 340, 347] has established formulas for the expected waiting time in the case of a linear
chain of elementary links, all of which have the same transmission-heralding success probability as
well as the same cutoff. Here, let us consider an arbitrary collection of elementary links, and we let
all of them undergo the t? = ∞ memory-cutoff policy. The proof of the expected waiting time in
this scenario is provided in [113, Appendix A], but here we present a different proof method.
Theorem 6.13. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a
quantum network, and let E′ ⊆ E be arbitrary and such that |E′| = M ≥ 1. If all of the M elementary
links undergo the t? = ∞ memory-cutoff policy, and if all of the elementary links have the same














, pk B 1 − (1 − p)k. (6.72)
Proof. See Appendix B.5. 
6.4.4 Rates
Let us now consider the rate quantities defined in Section 5.2.4, starting with the elementary link
success rate in Definition 5.16.
Theorem 6.14. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a
quantum network, let e j, with e ∈ E and 1 ≤ j ≤ c(e), be an arbitrary edge of the graph, and let the
elementary link corresponding to e j have transmission-heralding success probability p ∈ [0, 1]. For
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all t? ∈ N0 ∪ {∞} and t ≥ 1, the expected success rate for the elementary link corresponding to e j,
when undergoing the t? memory-cutoff policy, is





p(1 − p) j, t ≤ t? + 1. (6.73)
For t > t? + 1,

















t − k − t?x + 1
(





Proof. See Appendix B.6. 
Let us now consider the elementary link activity rate in Definition 5.17.
Theorem 6.15. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of a
quantum network, and let e ∈ E be arbitrary. Let the elementary links corresponding to the edges e j,
with 1 ≤ j ≤ c(e), have transmission-heralding success probabilities pe j ∈ [0, 1], and suppose that
every such elementary link undergoes the t?e j memory-cutoff policy, with t
?
e j ∈ N0 ∪ {∞}. Then, the












(t?e j + 1)pe j
1 + t?e j pe j
, (6.75)
where ~π denotes the collection of memory-cutoff policies for the elementary links.
Proof. The expected rate E[re(t)]~π is, by defintion, the Cesáro mean of the sequence (E[Ne(i)]~π)ti=1.
It is known that the limit of Cesáro means of a sequence is equal to the limit of the sequence itself;
see, e.g., [348]. Therefore, because limi→∞ E[Ne(i)]~π exists and is given by (6.54), we obtain the
desired result. 
6.4.5 Cluster size
The last figure of merit that we look at is the cluster size, which we defined in Section 5.2.5. In





where G = (V, E, c) is the graph corresponding to the physical (elementary) links of a quantum




: e ∈ E, 1 ≤ j ≤ c(e)
)
is a collection of policies for the elementary links in
the network.
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t? = 0 t? = 2 t? = 5 t? = 10
Figure 6.4. The (normalized) expected largest cluster size in the limit t → ∞ for
networks corresponding to a square lattice (left) and triangular lattice (right) with 500
edges. Every elementary link in the network has a transmission-heralding success
probability of p and undergoes the t? memory-cutoff policy.
Now, in order to illustrate the usefulness of this figure of merit, let us consider the simple sce-
nario considered in Ref. [113], in which there is only a single parallel elementary link corresponding
to every e ∈ E, which means that |G| = |E|. Also, let us suppose that all of the elementary links have
the same transmission-heralding success probability p ∈ [0, 1], and that all of the elementary links
undergo the same t? memory-cutoff policy, with t? ∈ N0 ∪ {∞}. We let smaxG (t; p, t?) ≡ smaxG (t;~π)
denote the (normalized) expected largest cluster size in this scenario. In Figure 6.4, we plot this
quantity in the limit t → ∞ when the graph G is the square lattice and the triangular lattice of size
|G| = 500. In both cases, for every value of t? there is a value of the transmission-heralding success
probability p, call it pcrit(G; t?), below which the expected largest cluster size is effectively zero,
and beyond which the expected largest cluster size increases monotonically with p. The critical
probability pcrit(G; t?) is a clear dividing point between these two regimes. Furthermore, we see
that the critical probability decreases with increasing t?.
The phenomenon observed in Figure 6.4 is called bond percolation, and it has been deeply
studied; see, e.g., Ref. [344]. In bond percolation theory, one considers a graph G in which every
edge of the graph is present with bond probability pbond ∈ [0, 1] and absent with probability 1− pbond.
It is then well known that for graphs G that are regular lattices (such as the square and triangular
lattices), there exists a probability pcrit(G), known as the critical bond probability, such that as the
size |G| of the graph increases the probability of having a large connected component vanishes for
all pbond < pcrit and approaches one for all pbond ≥ pcrit. For the square lattice, pcrit(G) = 12 [349];
for the triangular lattice, pcrit(G) = 2 sin( π18 ) ≈ 0.34730 [350, 351].
The scenario that we consider in Figure 6.4 corresponds to the standard bond percolation
scenario described in the previous paragraph when t? = 0, because in this case pbond = Pr[X(t) =
1]0 = p (see Corollary 6.4). For t? > 0, the scenario that we consider is equivalent to the bond
percolation scenario with pbond = Pr[X(t) = 1]t? . In particular, then, in the limit t → ∞, by
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Theorem 6.7 we have that pbond =
(t?+1)p
1+t?p . From this, we immediately obtain an expression for the
critical probability pcrit(G; t?):
pcrit(G; t?) =
pcrit(G)
1 + t?(1 − pcrit(G)) , (6.77)
for all t? ∈ N0 ∪ {∞}.
As pointed out in Ref. [63], the critical probability pcrit(G; t?) can be interpreted as measure of
the robustness of a quantum network to transmission losses. In particular, it gives us the value of
the transmission-heralding success probability that needs to be achieved in order to have a large
cluster of active elementary links as the size of the network increases. Notably, because the critical
probability is different for the square and triangular lattices, the critical probability can be used as
a method for evaluating the topology of the network—networks corresponding to lower critical
probabilities are more robust than networks with higher critical probabilities, because for the former
a large cluster can be achieved with a lower transmission-heralding success probability. We also see
in Figure 6.4 that the critical probability decreases with the cutoff t?, and it is made clear by the
expression in (6.77). Based on our interpretation of the critical probability, the advantage of using a
higher cutoff becomes clear, because higher cutoffs decrease the critical probability.
One can also consider inhomogeneous bond percolation, which is when the edges of the graph
have different bond probabilities. In this scenario, instead of a single critical probability we obtain a
so-called critical surface that separates a highly connected network from a disconnected network.
Examples of this in the context of quantum networks have been considered in Ref. [63].
In Lemma 4.9, we showed that the largest cluster size of a network is bounded from above
by the total number of active elementary links in the network. Let G = (V, E, c) be the graph












: e ∈ E, 1 ≤ j ≤ c(e)
)
is the collection of policies for the elementary links. Then,






E[Xe j(t)]πe j . (6.79)
Now, let the elementary links corresponding to the edges e j, with 1 ≤ j ≤ c(e), have transmission-
heralding success probabilities pe j ∈ [0, 1], and suppose that every such elementary link undergoes
the t?e j memory-cutoff policy, with t
?
e j ∈ N0 ∪ {∞}. Then, using Corollary 6.4, we obtain an analytic
expression for the expected number of active elementary links in the network for all t ≥ 1. In the








(t?e j + 1)pe j




In this chapter, we considered an explicit example of a policy for the quantum decision process
for elementary link generation presented in Chapter 5, which we called the memory-cutoff policy.
This is an intuitive policy that has been considered extensively in prior work, and in this chapter we
have explicitly cast it within the framework of quantum decision processes. The policy is defined
as follows: if the elementary link is not currently active (meaning that the corresponding nodes
do not share an entangled state), then the agent requests an entangled state from its associated
source station. If the elementary is active (meaning that the nodes share an entangled state and it
is stored in their respective quantum memories), then they keep the entangled state stored in the
quantum memory if it has been stored for less than t? time steps, and they discard the entangled
state and request a new one if it has been stored for exactly t? time steps. Here, t? ∈ N0 ∪ {∞} is the
memory cutoff. For this policy, we provided analytic expressions for the expected quantum state
of an elementary link in both the finite-horizon case (t < ∞) as well as the infinite-horizon case
(t → ∞). We also provided analytic expressions for the figures of merit defined in Section 5.2. The
memory-cutoff policy is useful not only because of its simple mathematical form, but also because it
is practical, especially for near-term quantum memories that do not have very high coherence times.
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CHAPTER 7.
ELEMENTARY LINK GENERATION WITH SATELLITES
In this chapter, we put together all of the pieces developed in Chapters 3–6 and present an example
of elementary link generation using the satellite-based network architecture from Ref. [114] that we
presented in Section 4.3.1.2.
Although many ground-based quantum networking schemes have been developed, experimental
demonstrations performed so far have been limited [352–354] and do not scale to the distances
needed to realize a global-scale quantum internet. On the other hand, satellites have been recognized
as one of the best methods for achieving global-scale quantum communication with current and
near-term resources [2, 269, 300–303]. As we show in Section 7.1, using satellites is advantageous
due to the fact that the majority of the optical path traversed by an entangled photon pair is in free
space, resulting in lower loss compared to ground-based entanglement distribution over atmospheric
or fiber-optic links. Satellites can also be used to implement long-distance QKD with untrusted
nodes, which is missing from most current (ground-based) implementations of long-distance QKD
due to the lack of a quantum repeater. A satellite-based approach also allows for the possibility to
use quantum strategies for tasks such as establishing a robust and secure international time scale via
a quantum network of clocks [41], extending the baseline of telescopes for improved astronomical
imaging [355–357], and exploring fundamental physics [40, 358].
7.1 Quantum state of an elementary link
In Section 4.3.1.2, we determined that the (approximate) channel for satellite-to-ground transmission

















where ηsg, n ∈ [0, 1], with n being the average number of background photons and ηsg being the
transmittance of the satellite-to-ground medium. In particular, if the satellite is at altitude h and the
path length from the satellite to the ground station is L, then
ηsg(L, h) = ηfs(L)ηatm(L, h), (7.2)
where



















sec ζ , if − π2 < ζ < π2 ,
0, if |ζ | ≥ π2 ,
(7.4)










Table 7.1. Parameters used in the modeling of loss from satellites to ground stations;



















for a circular orbit of altitude h, with R⊕ ≈ 6378 km being the earth’s radius. The following
parameters thus characterize the total transmittance from satellite to ground: the initial beam
waist w0, the receiving aperture radius r, the wavelength λ of the satellite-to-ground signals, and
the atmospheric transmittance ηzenatm at zenith. See Table 7.1 for the values that we use for these
parameters in this chapter.
Using the values in Table 7.1, we plot in the right panel of Figure 7.1 the total transmittance as
a function of the ground distance d between two ground stations with a satellite at the midpoint,
as depicted in the left panel of Figure 7.1 (top). We observe that for larger ground separations
the total transmittance η2sg is actually larger for a higher altitude than for a lower altitude; for
example, beyond approximately d = 1600 km the transmittance for h = 1000 km is larger than
for h = 500 km. We also observe that there are altitudes at which the transmittance is maximal.
Intuitively, beyond the maximum point, the atmospheric contribution to the loss is less dominant,
while below the maximum (i.e., for lower altitudes) the atmosphere is the dominant source of
loss. This feature is unique for optical transmission from satellite to ground. Furthermore, we
can compare the transmittances in the left-hand plot of Figure 7.1 with the transmittance e−d/L0 for
ground-based transmission with fiber-optics, with L0 ≈ 22 km [44]. For example, with satellites,
we have a transmittance of approximately 10−7 for d = 1500 km and h = 4000 km, while for the
same distance we have e−1500/22 ≈ 10−30 using fiber-optic transmission.
Now, consider two ground stations, one corresponding to Alice and one corresponding to Bob.
Given a state ρSAB produced by the source on the satellite, the state after transmission of the system










where η(1)sg and η
(2)
sg are the transmittances to the ground stations and n1 and n2 are the corresponding
thermal background noise parameters.
After transmission, we assume a heralding procedure defined by post-selecting on coincident
events using (perfect) photon-number-resolving detectors. One can justify this assumption because,
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Figure 7.1. Optical satellite-to-ground transmission. (Left) Two ground stations g1 and
g2 are separated by a distance d with a satellite at altitude h at the midpoint. Both ground
stations are the same distance L away from the satellite, so that the total transmittance
for two-qubit entanglement transmission (one qubit to each ground station) is η2sg, where
ηsg = ηfsηatm, with ηfs given by (7.3) and ηatm given by (7.4). (Right) Plots of the total
transmittance η2sg as a function of d and h.
in the high-loss and low-noise regimes (η(1)sg , η
(2)
sg , n  1), the probability of four-photon and three-
photon occurrences is negligible compared to two-photon events. Therefore, upon successful











ΠAB B (|H〉〈H|A + |V〉〈V |A) ⊗ (|H〉〈H|B + |V〉〈V |B) (7.8)
is the projection onto the two-photon-coincidence subspace. Note that the projection ΠAB is exactly
the projection Λ1 ⊗ Λ1, with Λ1 defined in (4.57). Then, the transmission-heralding success
probability is, as per the definition in (4.32),













We refer to the discussion in Section 4.3.1.1 for an explanation of how the heralding procedure
described here mathematically is conducted in practice.
Now, let us take the source state ρSAB to be the following:












where fS ∈ [0, 1] and
Φ±AB B |Φ±〉〈Φ±|AB, |Φ±〉 B
1√
2
(|H,H〉 ± |V,V〉), (7.11)
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Ψ±AB B |Ψ±〉〈Ψ±|AB, |Ψ±〉 B
1√
2
(|H,V〉 ± |V,H〉). (7.12)
Using (2.20), we have that the source state ρSAB is entangled if and only if fS >
1
2 .
Using (7.10), we obtain an explicit form for the (unnormalized) state σ̃AB(1) in (7.7).
Proposition 7.1. Let η(1)sg , η
(2)
sg , n1, n2 ∈ [0, 1], and consider the source state ρSAB given by (7.10).



























































a B x1x2 + y1y2, b B z1z2, c B x1y2 + y1x2, (7.14)
and























for i ∈ {1, 2}.
Proof. See Appendix C.4. 
From (7.13), we have that the transmission-heralding success probability is given by
p = Tr[σ̃AB(1)] = a + c = (x1 + y1)(x2 + y2), (7.18)







7.1.1 Basic figures of merit
Let us now evaluate the quality of entanglement transmission from a satellite to two ground stations.
To do this, we make use of two of the figures of merit defined in Section 5.2. In particular, we want
to determine how these figures of merit vary as a function of ground station separation distance
and satellite altitude. For illustrative purposes, and for simplicity, we focus primarily on the simple
scenario depicted in the left-most panel of Figure 7.1, in which a satellite passes over the midpoint
between two ground stations, and is also in the same plane as the ground stations. In this case, the
satellite is an equal distance away from both ground stations, so that η(1)sg = η
(2)
sg . We also let n1 = n2.
This means that x1 = x2 ≡ x, y1 = y2 ≡ y and z1 = z2 ≡ z, so that
a = x2 + y2, b = z2, c = 2xy (η(1)sg = η
(2)
sg = ηsg and n1 = n2 = n). (7.20)
In this scenario, given a distance d between the ground stations and an altitude h for the satellite, by
simple geometry the distance L between the satellite and either ground station is given by
L =
√






where R⊕ is the radius of the earth.
Now, one basic figure of merit from Section 5.2 is the expected initial link status E[XAB(1)],
which is equal simply to the transmission-heralding success probability p in (7.18). Due to the
altitude of the satellites, there typically has to be multiplexing of the signals (see Remark 4.8)
in order to maintain a high probability of both ground stations receiving the entangled state. In
Figure 7.2, we plot the success probability with multiplexing, which is given by 1− (1− p)M, where
M is the number of distinct frequency modes used for multiplexing.
We also plot in Figure 7.2 the fidelity figure of merit E[F(1; Φ+)], which is given by











(a + 2c − b), (7.23)
with a, b, c given by (7.14) in general and by (7.20) in the special case depicted in the left-most
panel of Figure 7.1.
The fidelity of ρ0AB with respect to Φ
+
AB is related in a simple way to the entanglement of ρ
0
AB. In
particular, as we now show, ρ0AB is entangled if and only if its fidelity with respect to Φ
+
AB is strictly
greater than 12 , and this leads to constraints on the loss and noise parameters of the satellite-to-ground
transmission.
Proposition 7.2. The quantum state ρ0AB after successful satellite-to-ground transmission, as defined
in (7.19), is entangled if and only if the fidelity of the source state in (7.10) satisfies fS > 12 , and
2( fS − 1)a + (4 fS − 1)b − (1 + 2 fS )c > 0, (7.24)
with a, b, c given by (7.14) in general and by (7.20) in the special case depicted in the left-most
panel of Figure 7.1.
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h = 500 km
h = 1000 km
h = 2000 km
h = 3000 km
h = 4000 km
h = 5000 km
























d = 1000 km
d = 2000 km
d = 3000 km
d = 4000 km
d = 5000 km
d = 6000 km
Figure 7.2. Plots of the transmission-heralding success probability as well as the initial
fidelity of the quantum state ρ0AB conditioned on successful heralding for the situation
depicted in the left-most panel of Figure 7.1, in which η(1)sg = η
(2)
sg = ηsg and n1 = n2 = n.
Indicated is the threshold fidelity of 12 beyond which the state ρ
0
AB is entangled (see
Proposition 7.2). The success probability is shown in a multiplexing setting with
M = 105 (see Remark 4.8). Also, we have let n = 10−4 and fS = 1.
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Proof. Observe that the state ρ0AB is a Bell-diagonal state of the form
ρ0AB = (α + β)Φ
+
AB + (α − β)Φ−AB + γΨ+AB + γΨ−AB, (7.25)










(a + 2c) +
1
2


































































(2a + c). (7.30)
Now, using (2.20), we have that ρ0AB is entangled if and only if 〈Φ+|ρ0AB|Φ+〉 > 12 . Then, from (7.22),
we have that
































Simplifying this leads to
2( fS − 1)a + (4 fS − 1)b − (1 + 2 fS )c > 0, (7.33)
as required. 
Now, for the scenario depicted in the left-most panel of Figure 7.1, we have that x1 = x2 = x,
y1 = y2 = y, and z1 = z2 = z, so that from (7.20) we have a = x2 + y2, b = z2, and c = 2xy.
Substituting this into (7.24) leads to 2( fS − 1)(x2 + y2) + (4 fS − 1)z2 − 2(1 + 2 fS )xy > 0 as the
condition for ρ0AB to be entangled. We plot this condition in Figure 7.3. The inequality gives us the
colored regions, and the values within the regions are obtained by evaluating the fidelity according
to (7.22).
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Figure 7.3. Plots of the entanglement region for the state ρ0AB obtained after successful
satellite-to-ground transmission for the scenario depicted in the left-most panel of
Figure 7.1. For both plots, we assume fS = 1. For the right-hand plot, we take
n1 = n2 = 10−4.
7.1.2 Key rates for QKD
Let us also consider key rates for quantum key distribution (QKD) between Alice and Bob, who
are at the ends of the elementary link whose quantum state is ρ0AB (conditioned on successful
transmission and heralding), as given by (7.19). (See Section 2.2 for a brief overview of QKD.)
Recalling from the proof of Proposition 7.2 that ρ0AB is a quantum state of the form
ρ0AB = (α + β)Φ
+
AB + (α − β)Φ−AB + γΨ+AB + γΨ−AB, (7.34)













(Qx + Qy + Qz) =
2
3
(1 − (α + β)). (7.36)
For the device-independent protocol, we assume that the correlation is such that Q(d,h)DI = Q
(d,h)
6-state and
S (d,h) = 2
√
2(1 − 2Q(d,h)DI ); see Section 2.2 and the caption of Figure 2.6 for more information. Then,
assuming that M signals per second are transmitted from the satellite, using (5.97) we have
K̃BB84(d, h) = M(a + c)KBB84(Q
(d,h)
BB84) = M(a + c)(1 − 2h2(Q(d,h)BB84)), (7.37)
K̃6-state(d, h) = M(a + c)K6-state(Q
(d,h)
6-state) (7.38)

























































































































Figure 7.4. Asymptotic secret key rates for the BB84, six-state, and device-independent
(DI) quantum key distribution protocols (see Section 2.2) for the scenario depicted in
Figure 7.1. When calculating the error rates in (7.35) and (7.36), we take fS = 1. To
calculate the key rates in (7.37), (7.39), and (7.41), we have taken M = 109. See the
caption of Figure 2.6 for more information on how the secret key rate for the DI protocol
is calculated.
where we recall the definitions of the functions KBB84, K6-state, and KDI in (2.122), (2.124), and
(2.131), respectively. Also, recall that p = a + c is the transmission-heralding success probability,
so that M(a + c) is the average number of signals received successfully per second. We plot these
secret key rates in Figure 7.4.
In Figure 7.4, notice that the region of non-zero secret key rate is largest for the six-state
protocol, with the region for the BB84 protocol being smaller and the region for the DI protocol
being even smaller. This is due to the fact that the error threshold for the DI protocol is the smallest
among the three protocols, with the error threshold for the BB84 protocol slightly larger, and the
error threshold for the 6-state protocol the largest; see Figure 2.6.
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7.2 Quantum memory model
Having examined the quantum state immediately after successful transmission and heralding, let us
now consider a particular model of decoherence for the quantum memories in which the transmitted
qubits are stored. For illustrative purposes, we consider a simple amplitude damping decoherence
model for the quantum memories. The amplitude damping channel Aγ is a qubit channel, with
γ ∈ [0, 1], such that [119]
ρ =
(





1 − x(1 − γ) α√1 − γ
α
√
1 − γ x(1 − γ)
)
. (7.42)
Note that for γ = 0 we recover the noiseless (identity) channel. We can relate γ to the coherence
time of the quantum memory, which we denote by tcoh, as follows [359, Section 3.4.3]:
γ B 1 − e− 1tcoh . (7.43)
Note that infinite coherence time corresponds to an ideal quantum memory, meaning that the
quantum channel is noiseless. Indeed, by relating the noise parameter γ to the coherence time as in
(7.43), we have that tcoh = ∞ ⇒ γ = 0.
For m ≥ 1 applications of the amplitude damping channel, it is straightforward to show that
A◦mγ (ρ) =
(
1 − (1 − γ)mx α(1 − γ) m2
















where in the last equality we let
λm B e
− mtcoh . (7.45)
In particular, we have
A◦mγ (|0〉〈0|) = |0〉〈0|, A◦mγ (|0〉〈1|) =
√
λm|0〉〈1|, A◦mγ (|1〉〈0|) =
√
λm|1〉〈0|, (7.46)
A◦mγ (|1〉〈1|) = (1 − λm)|0〉〈0| + λm|1〉〈1|, (7.47)
Using this, it is straightforward to show that, for all m ≥ 1,








































(1 − λm) (|Φ+〉〈Φ−|AB + |Φ−〉〈Φ+|AB) , (7.51)
where α and β are given by (7.28) and (7.29), respectively. Note that we have assumed that the
memories corresponding to systems A and B have the same coherence time. It follows that
fm(ρ0AB; Φ









Note that fm(ρ0AB; Φ
+) ≤ f0(ρ0AB; Φ+) for all m ∈ N0.
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7.3 Policies
We now consider policies for elementary links. Specifically, we consider the quantum decision
process for elementary links given in Definition 5.2. Recall that the main elements needed for evalu-
ating policies are the quantum state ρ0AB immediately after successful transmission and heralding,
which we determined in (7.19), and the fidelity “decay” function fm(ρ0AB; Φ
+), which we determined
in (7.52) under the amplitude damping decoherence model. With these elements in place, let us
start by evaluating the memory-cutoff policy.
7.3.1 Memory-cutoff policy














for all t ≥ 1 and all histories ht ∈ {0, 1}2t−1, where t? ∈ N0 is the cutoff and Mt?(t) is the memory
time random variable, whose definition is in (6.3). Intuitively, in the memory-cutoff policy, the
entangled state, once successfully stored in quantum memories at the nodes, is kept there for t? time
steps, at which point it is discarded and a new one is requested from the source.
From (6.29), the expected quantum state σt
?
AB(t|X(t) = 1) at time t ≥ 1 of an elementary link
obtained via satellite-to-ground distribution, conditioned on the elementary link being active at time
t, is given by
σt
?











(t) = m, X(t) = 1]t?
Pr[X(t) = 1]t?
ρAB(m), t > t? + 1,
(7.54)
where the expression for ρAB(m) is given by (7.51).
































(t) = m, X(t) = 1]t?
Pr[X(t) = 1]t?
t > t? + 1,
(7.56)
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for all t ≥ 1, where the expression for fm(ρ0AB; Φ+) is given in (7.52). In the limit t → ∞ and for









































Then, using the fact that λm = e






















































































































p(1 − p)t−1−m (7.62)








tcoh − (1 − p)t
)











tcoh − (1 − p)t
)





1 − (1 − p)t) . (7.63)







Let us now focus primarily on the t? = ∞ memory-cutoff policy by considering an example.
Consider the situation depicted in the left-most panel of Figure 7.1, in which we have two ground
stations separated by a distance d and a satellite at altitude h that passes over the midpoint between
the two ground stations and is also in the same plane as the ground stations. Now, given that the
ground stations are separated by a distance d, it takes time at least 2dc to perform the heralding
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d = 1000 km, h = 1000 km
d = 1500 km, h = 1500 km
d = 2000 km, h = 2000 km
d = 2000 km, h = 3000 km
d = 4000 km, h = 2000 km
d = 1000 km, h = 5000 km
Figure 7.5. The t? = ∞ memory-cutoff policy for satellite-to-ground elementary
link generation for various ground distances d and satellite altitudes h, according
to the situation depicted in the left-most panel of Figure 7.1. The solid lines are
E[F̃∞(t; Φ+)] (as given by (7.63)), the dashed lines are E[F∞(t; Φ+)], and the dotted
lines are E[X(t)] = Pr[X(t) = 1] = 1 − (1 − p)t (see (6.4)), where p = 1 − (1 − (a + c))M,
with a and c given by (7.20) and M = 105. We let fS = 1 be the fidelity of the source,
we let n1 = n2 = 10−4 be the average number of background photons, and we take the
memory coherence times to be 1 s (left) and 60 s (right). The dots are placed at the
maxima of the curves for E[F̃∞(t; Φ+)].
procedure, as this is the round-trip communication time between the ground stations (c is the speed
of light). We thus take the duration of each time step in the quantum decision process for the
elementary link to be 2dc . If the coherence time of the quantum memories is x seconds, then tcoh =
xc
2d
time steps. In Figure 7.5, we plot the quantities E[F̃∞(t; Φ+)] (solid lines), E[F∞(t; Φ+)] (dashed
lines), and E[X(t)]∞ (dotted lines) for the t? = ∞ memory-cutoff policy under this scenario.
We can see clearly in Figure 7.5 the advantage of using the random variable F̃ as the figure
of merit for evaluating policies. In particular, we can see the trade-off between the quantities F̃,
F, and X. On the one hand, the fidelity E[F∞(t; Φ+)] is always highest at time t = 1, but at this
point the elementary link activity probability E[X(t)]∞ is simply p. Since we want not only a high
fidelity for the elementary link but also a high probability that the elementary link is active, by
optimizing F̃ it is possible to achieve a higher link activity probability at the expense of a slightly
lower fidelity. Specifically, in Figure 7.5, we see that for every configuration of d and h there exists
a time step tcrit ≥ 1 at which F̃ is maximal. At this point, the link activity probability is 1− (1− p)tcrit ,
which in many cases is dramatically greater than p, while the fidelity E[F∞(tcrit; Φ+)] is only slightly
lower than the fidelity at time t = 1. Therefore, by waiting until time tcrit, it is possible to obtain
an elementary link that is almost deterministically active, while incurring only a slight decrease in
the fidelity. The time tcrit, obtained by optimizing the quantity E[F̃∞(t; Φ+)] with respect to time
t and can be found using the formula in (7.63), can be viewed as the optimal horizon time T that
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should be chosen for the quantum network protocol presented in Figure 5.2. We refer to Ref. [85]
for an argument similar to the one presented here, except that in Ref. [85] the time tcrit is obtained
by considering a desired value of the fidelity E[F∞(t; Φ+)] rather than by optimizing E[F̃∞(t; Φ+)]
with respect to t, which is what we do here.
7.3.2 Forward recursion policy
We defined the forward recursion policy in Section 5.3.2 as the policy such that the action at time t
is equal to the one that maximizes the quantity E[F̃π(t + 1;ψ)] at the next time step. Mathematically,




1 if xt = 0,
0 if xt = 1 and fMπ(t)(ht)+1(ρ0) > p f0(ρ0),
1 if xt = 1 and fMπ(t)(ht)+1(ρ0) ≤ p f0(ρ0),
(7.65)
for all t ≥ 1 and all histories ht ∈ {0, 1}2t−1. The forward recursion policy is useful because it
provides an efficient method for obtaining lower bounds on the maximum expected reward for a
quantum decision process; see Section 3.2.2.
Observe that if p = 1, then the second condition in (7.65) is always false, because of the fact
that fm(ρ0AB) ≤ f0(ρ0AB) for all m ∈ N (see (7.52)). Therefore, when p = 1, we have that dFRt = d0t ,
i.e., the forward recursion policy is equal to the t? = 0 memory-cutoff policy; see (6.4). We now
show that the forward recursion policy reduces to a memory-cutoff policy even when p < 1.
Proposition 7.3. Consider satellite-to-ground bipartite elementary link generation, as developed in
Section 7.1, with n1 = n2 = 0 and fS = 1, and let p ∈ (0, 1) be the transmission-heralding success
probability, as given by (7.18). Let tcoh be the coherence time of the quantum memories, as defined
in Section 7.2. Then, for all t ≥ 1,
dFRt =

d∞t if p ≤ 12 ,
dt
?









ln(2p − 1) − 1
⌉
. (7.67)
In other words, if p ≤ 12 , then the forward recursion policy is equal to the t? = ∞ memory-cutoff
policy; if p > 12 , then the forward recursion policy is equal to the t
? memory-cutoff policy, with t?
given by (7.67).
Proof. Let m ≡ M(t)(ht). Then, for the state ρ0AB given by (4.31), using (7.52) the second condition



































Now, this inequality is satisfied for all m ∈ N0 if and only if p ≤ 12 . In other words, if p ≤ 12 , then
for all possible memory times the action is to wait if the link is currently active, meaning that the




1 if xt = 0,
0 if xt = 1,
(7.71)
which is precisely the decision function d∞t for the t






, whether the inequality in (7.70) is satisfied or not depends on the memory time
m. Consider the largest value of m for which the inequality is satisfied, and denote that value by
m∗. Since the action is to wait, at the next time step the memory value will be m∗ + 1, which by
definition will not satisfy the inequality in (7.68). This means that, for all memory times strictly
less than m∗ + 1, the forward recursion policy dictates that the agent wait if the elementary link is
currently active. As soon as the memory time is equal to m∗ + 1, then the forward recursion policy
dictates that the agent request a new elementary link. This means that m∗ + 1 is a memory cutoff
value. In particular, by rearranging the inequality in (7.70), we obtain
m < − tcoh
2
























. This means that p = 1
is not the only transmission-heralding success probability for which the forward recursion policy is






≤ p ≤ 1, the transmission-
heralding success probability is high enough that it is not necessary to store the quantum state in
memory—for the purposes of maximizing the expected value of F̃, it suffices to request a new
quantum state at every time step. At the other extreme, for 0 ≤ p ≤ 12 , the probability is too low to
keep requesting—for the purposes of maximizing the expected value of F̃, it is better to keep the
quantum state in memory indefinitely.
Remark 7.4. The result of Proposition 7.3 goes beyond elementary link generation with satellites,
because we assumed that n1 = n2 = 0 and fS = 1. As a result of these assumptions, the result
of Proposition 7.3 applies to every elementary link generation scenario (such as ground-based
elementary link generation as described in Section 4.3.1.1) in which the transmission channel is a
pure-loss channel, the heralding procedure is described by (4.57)–(4.61), the source state is equal to
the target state, and the quantum memories are modeled as in Section 7.2.
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Figure 7.6. Optimal values of E[F̃π(t + 1; Φ+)] for a single elementary link distributed
by a satellite to two ground stations. We take various values for the transmission-
heralding success probability p, and we assume that n1 = n2 = 0 and fS = 1. The
panels correspond to different values of the memory coherence time: tcoh = 30 (top left),
tcoh = 20 (top right), tcoh = 10 (bottom left), and tcoh = 6 (bottom right).
7.3.3 Backward recursion policy
Finally, to end this chapter, let us consider the backward recursion policy, which we know to be
optimal from Theorem 5.21. However, from the discussion at the end of Section 5.3.1, we know
that the backward recursion algorithm presented is exponentially slow in the horizon time, which
limits its usefulness in practice. The most common thing to do in practice is to use reinforcement
learning algorithms to come up with lower bounds on the optimal reward. In this section, therefore,
we simply provide results from the backward recursion algorithm for small horizon times, just as a
proof of concept.
First, in Figure 7.6, we plot optimal values of E[F̃π(t + 1; Φ+)] for a single elementary link for
various values of the transmission-heralding success probability p and memory coherence time tcoh.
We assume that n1 = n2 = 0 (no background photons) and fS = 1 (source state is ρS = Φ+). For
large values of p, we find that the optimal value is reached very quickly, within a couple of time
steps. For values of p close to one (such as p = 0.9), we see that for certain values of the coherence
time tcoh the initial value of E[F̃π(t + 1); Φ+] (i.e., the value for t = 0) is optimal. In this case, the
optimal policy is to request an elementary link at every time step.
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In Figure 7.7, we similarly plot optimal values of E[F̃π(t + 1; Φ+)] for a single elementary link,
except now we plot them as a function of the ground station distance d and the satellite altitude h as
per the situation depicted in the left-most panel of Figure 7.1. We also plot the expected link values
E[X(t + 1)]π and the expected fidelities E[Fπ(t + 1; Φ+)] associated with the optimal policies. As
before, we assume that fS = 1, but unlike before we assume that n1 = n2 = 10−4, and we consider
multiplexing with M = 105 distinct frequency modes per transmission. We assume a coherence time
of 1 s throughout. For small distance-altitude pairs, we find that the optimal value is reached within
five time steps. For these cases, it is worth pointing out that the optimal value of E[F̃π(t + 1; Φ+)]
corresponds to a link activity value E[X(t + 1)]π of nearly one, while the fidelity (although it drops,
as expected) does not drop significantly, meaning that the elementary link can still be useful for
performing entanglement distillation of parallel elementary links or for creating virtual links. It
is also interesting to point out that for a ground distance separation of d = 2000 km, the optimal
values for satellite altitude h = 1000 km is higher than for h = 500 km. This result can be traced
back to the top-left panel of Figure 7.2, in which we see that the transmission-heralding success
probability curves for h = 500 km and h = 1000 km cross over at around 1700 km, so that h = 1000
km has a higher probability than h = 500 km when d = 2000 km.
7.4 Summary
In this chapter, we applied all of the concepts developed in this thesis to the example of satellite-to-
ground elementary link generation, based on the satellite-to-ground transmission model presented
in Ref. [114]. We used the explicit satellite-to-ground transmission channel developed in Sec-
tion 4.3.1.2 to determine the quantum state of the elementary link after successful transmission
and heralding. We evaluated the fidelity of this quantum state as a function of ground station
separation distance and satellite altitude, and we provided estimates of secret key rates for quantum
key distribution. Then, using a particular noise model for the quantum memories at the ground
stations, we examined policies for the elementary link generation quantum decision process devel-
oped in Chapter 5. We looked first at the memory-cutoff policy and then at the forward recursion
policy. Interestingly, for the latter, we found that the forward recursion policy is simply the t?
memory-cutoff policy, with the cutoff t? depending explicitly on the coherence time of the quantum
memories and on the transmission-heralding success probability. Finally, we applied the backward
recursion algorithm to determine optimal policies for small horizon times.
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Figure 7.7. Optimal values of E[F̃π(t + 1; Φ+)], along with the associated link values
E[X(t + 1)]π and fidelities E[Fπ(t + 1; Φ+)], for a single elementary link distributed by a
satellite to two ground stations, according to the symmetric situation depicted in the
left-most panel of Figure 7.1. We assume that fS = 1 and that n1 = n2 = 10−4, and
we assume that the quantum memories have a coherence time of 1 s. We also assume




The central topic of this work is the theory of quantum networks—specifically, how to describe them
and how to develop protocols for entanglement distribution in practical scenarios with near-term
quantum technologies. The goal in this area of research is to develop protocols that can handle
multiple-user requests, work for any given network topology, and can adapt to changes in topology
and attacks to the network infrastructure, with the ultimate goal being the realization of the quantum
internet. The main message of this work is that reinforcement learning can be used to discover such
protocols.
Before embarking on this ambitious endeavor of using reinforcement learning to discover
entanglement distribution protocols in quantum networks, several important elements need to be
put into place. First, because reinforcement learning algorithms are defined for decision processes,
we require a mathematical framework for general quantum decision processes, because both the
agent and the environment in a quantum network protocol can, in principle, be quantum mechanical
systems. We also need a systematic language for describing quantum networks and entanglement
distribution protocols in general. Finally, by combining the previous two elements, we need a
theoretical framework for entanglement distribution protocols in a quantum network based on
quantum decision processes. This thesis provides several initial steps in this direction, and thus
initial steps towards the goal of reinforcement learning-based quantum network protocols. The
following are the main contributions of this thesis.
1. A theory of quantum decision processes in which both the agent and the environment are
described by quantum systems (Chapter 3). This development extends prior work [107, 108]
on quantum partially observable Markov decision processes. Due to the wide applicability
of quantum decision processes in quantum information processing tasks (as described in
Section 3.4), the material of this chapter is expected to be of independent interest outside of
the quantum network context.
2. A mathematical model for describing quantum networks, as well as quantum states and
channels in a quantum network; a theoretical framework for entanglement distribution in a
quantum network based on graph transformations, as in Refs. [81, 85]; and practical ground-
and satellite-based network architectures that take into account some of the limitations of
near-term quantum technologies (Chapter 4).
3. An explicit entanglement distribution protocol using quantum decision processes to model
elementary link generation under practical settings, and corresponding figures of merit
(Chapter 5).
As a proof of concept for these theoretical contributions, in Chapters 6 and 7 we considered explicit
examples of policies and elementary link generation scenarios. In Chapter 6, we considered the
so-called memory-cutoff policy for elementary link generation. Then, in Chapter 7, we applied
all of the concepts developed in this thesis to the example of satellite-to-ground elementary link
generation.
The majority of the main results of this thesis are analytical in nature, and while some of
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these results might not be directly applicable to real quantum networks, the true value of the
developments of this thesis is in the tools and techniques that have been provided that pave the way
for developing more sophisticated quantum network protocols using quantum decision processes,
and to computationally obtain optimal policies using reinforcement learning algorithms. Therefore,
moving forward, here are some general directions to be explored.
• Incorporate more sophisticated operations into the quantum decision process presented in
Definition 5.2, such as entanglement distillation and entanglement swapping protocols.
• Examine quantum decision processes with multiple cooperating agents, which would involve
extending the developments of Chapter 3 to multiple agents. Doing so would then also allow
for quantum decision processes to be used for developing routing protocols for quantum
networks in a manner analogous to the classical case; see, e.g., Refs. [360–364]. We also
refer to Ref. [85] for routing strategies that are closely aligned with the techniques presented
in this thesis.
• Use reinforcement learning algorithms to perform policy optimization, as opposed to the
backward and forward recursion algorithms used in the examples considered in this thesis.
See Ref. [109] for an introduction to reinforcement learning algorithms.
We provide details about some of these directions for future work in Appendix D.
Quantum networks for entanglement distribution provide us with some of the best opportunities
for using near-term quantum technologies, because entanglement is an important and central
resource for many quantum information processing tasks, such as quantum teleportation, quantum
key distribution, and distributed quantum computing. Devising efficient methods for distributing
entanglement to spatially separated parties is therefore an important task. This thesis provides a
general framework for devising such protocols with the practical limitations of near-term quantum




UPPER BOUNDS FOR QUANTUM DECISION PROCESSES
In this appendix, we derive five upper bounds on the maximum expected reward of quantum decision
processes.
Theorem A.1 (QDP Upper Bound 1). Let Q = (E,A) be a quantum decision process, with
A = (T, πT ), T < ∞, and πT an arbitrary T -step policy. Then,
F(E, (T, πT )) ≤ FUB1(E,T ), (A.1)
where
FUB1(E,T )

















σ̃(E)ET+1(T + 1; h




Proof. Let us start by rewriting the expression for F(E, (T, πT )) in (3.68):









































Now, let us define the following operators:























|hT+1〉〈hT+1|HT+1 ⊗ σ̃(E)ET+1(T + 1; hT+1). (A.7)
Then, we have that
F(E, (T, πT ))
= |Ω(T )|Tr
[






















where we recall the definition of the map R̂(E)HT+1ET+1→ET+1 in (3.63). Now, because ρ̂HT AT1 (T ) is a
density operator by definition, using (3.101) we obtain





































σ̃(E)ET+1(T + 1; h




















σ̃(E)ET+1(T + 1; h
T , aT , xT+1)
)]
. (A.12)
The operator on the last line is block diagonal, which means that its largest eigenvalue can be found
































σ̃(E)ET+1(T + 1; h




which gives us the desired result. 
The upper bound derived in Theorem A.1 involves a search over all histories up to time T ,
which makes calculating it exponentially slow. Furthermore, the bound is in general very loose,
particularly because of the prefactor of |Ω(T )|, which we know increases exponentially in T . The
following upper bound can in general be tighter, although it is still exponentially slow to compute
in terms of the horizon time.
Theorem A.2 (QDP Upper Bound 2). Let Q = (E,A) be a quantum decision process, with
A = (T, πT ), T < ∞, and πT an arbitrary T -step policy. Then,
F(E, (T, πT )) ≤ FUB2(E,T ), (A.14)

































Z1;x1,a1E0 = σE0 ∀x1 ∈ X, a1 ∈ A.
(A.15)
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Proof. We start by recalling that
















































M j;a jA j ρ
htj
A j
]σE0 ∀ 1 ≤ t ≤ T. (A.19)
These operators are positive semi-definite by definition. Furthermore, because {Mt;atAt }at∈A is POVM














































as defined in (A.19) are therefore a feasible choice for the variables in the SDP
in (A.15). Furthermore, because
σ̃(E,(T,πT ))ET+1 (T + 1; h












































We can thus conclude that the optimal value of the SDP in (A.15) is bounded from below by












σ̂(1) ρ̂(1) σ̂(2) ρ̂(2) σ̂(3)
Figure A.1. A quantum decision process up to horizon time T = 2. In addition to
the classical-quantum states σ̂(t) that we have already defined in (3.20), we define the
classical-quantum states ρ̂(t) immediately after the decision channels.











1 − |X||A| , (A.25)
where each term in the sum arises because there are |Ω(t)||A| operators of the form Zt;ht ,at . Therefore,
although FUB2 can be computed using a semi-definite program, it is not very efficient due to the
extremely high number of variables. Similarly, the upper bound FUB1 is not very efficient, because
it involves a search over all histories in Ω(T ). Calculating these two upper bounds is therefore
essentially just as time-efficient as computing the exact reward, which is to say not very efficient.
In order to obtain efficiently computable upper bounds, we now use the technique described
in [223, Section 4.3]. This technique, along with some simplifying assumptions on the transition
and reward maps of the environment, leads to simple, efficient efficient upper bounds that are
computable using semi-definite programs (SDPs).
In Figure A.1, we have shown a QDP with horizon time T = 2. As pointed out in [223,
Section 4.3], the following constraints should be satisfied by the states σ̂(t) and ρ̂(t) before and after








] ∀ 1 ≤ t ≤ T. (A.26)
These constraints arise from the simple fact that the reduced state of system Et obtained from
ρ̂HtAtEt(t) and σ̂HtEt(t) should be unchanged because the decision channel D
t does not act on it, as
we can clearly see in Figure A.1. From these constraints, we obtain the following result.
Theorem A.3 (QDP Upper Bounds 3 & 4). Let Q = (E,A) be a quantum decision process, with
A = (T, πT ), T < ∞, and πT an arbitrary T -step policy. Let the environment E be such that the









Et→Et+1 ∀ 1 ≤ t ≤ T, ht ∈ Ω(t). (A.28)
Then,
F(E, (T, πT )) ≤ FUB3(E,T ), (A.29)
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where we recall the definition of M j;a jA j→∅ in (3.54). We also have
F(E, (T, πT )) ≤ FUB4(E,T ), (A.31)






























Proof. We start by proving the inequality in (A.29). First, notice that for 2 ≤ t ≤ T , the condition

























At ⊗ σ̃(E,A)Et (t; ht). (A.35)




























































for all 2 ≤ t ≤ T , where in the second line we have used the assumption that Tt−1;ht−1,at−1,xtEt−1→Et = Tt−1;at−1,xtEt−1→Et .










Using the fact that
σ̃(E,A)ET+1 (T + 1; h
T , aT , xT+1) =
(







along with the assumption that R̃T ;h
T ,aT ,xT+1
ET+1
































Therefore, we see that the choice in (A.35) leads to the feasible choice in (A.42) for the variables
of the SDP in (A.30) that defines FUB3(E,T ). We can thus conclude that F(E,A) ≤ FUB3(E,T ), as
required.

























, and for the second line we have used (A.34). Then,
because the channel Mt
At→A
does not act on the system Et, we obtain the following condition



































































































Then, using the fact that
σ̃(E,A)ET+1 (T + 1; h









along with the assumption that R̃T ;h
T ,aT ,xT+1
ET+1














































Therefore, we see that the choice in (A.46) leads to the feasible choice in (A.56) for the variables
of the SDP in (A.32) that defines FUB4(E,T ). We can thus conclude that F(E,A) ≤ FUB4(E,T ), as
required. 
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Observe that there are only T variables in the SDP in (A.30), and there are T |A| variables in
the SDP in (A.32). The SDPs in (A.30) and (A.32) thus provide upper bounds that are efficient to
compute relative to the first two upper bounds considered in this section; however, we note that
(A.30) and (A.32) are upper bounds in the case that the reward maps and transition maps satisfy
(A.27) and (A.28), respectively.
Let us derive one more upper bound that applies when the assumptions in (A.27) and (A.28)
are relaxed slightly.
Theorem A.4 (QDP Upper Bound 5). Let Q = (E,A) be an arbitrary quantum decision process,
with A = (T, πT ), T < ∞, and πT an arbitrary T -step policy. Let the environment E be such that the









Et→Et+1 ∀ 1 ≤ t ≤ T, ht ∈ Ω(t). (A.58)
Then,
F(E, (T, πT )) ≤ FUB5(E,T ), (A.59)







































Remark A.5. Observe that the SDP in (A.60) has T |X| variables. J






























At ⊗ σ̃(E,A)Et (t; ht) (A.62)
for all 1 ≤ t ≤ T and all ht ∈ Ω(t). Now, by assumption, Tt−1;ht−1,at−1,xtEt−1→Et = Tt−1;xt−1,at−1,xtEt−1→Et , which means








































Furthermore, using the assumption that R̃t;h
t ,at ,xt+1
Et+1





































Therefore, the choice in (A.62) leads to the feasible choice in (A.66) for the variables of the SDP in
(A.60) that defines FUB5(E,T ). We can thus conclude that F(E,A) ≤ FUB5(E,T ), as required. 
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APPENDIX B.
DETAILS OF THE MEMORY-CUTOFF POLICY
In this appendix, we go through the details of the memory-cutoff policy.
Let us start by considering what the histories ht look like through an particular example.
Consider an elementary link for which t? = 3, and let us consider the values of the elementary link
up to time t = 10. Given that each elementary link request succeeds with probability p and fails
with probability 1 − p, in Table B.1 we write down the probability for each sequence of elementary
link values according to the formula in (5.36). Note that we only include those histories that have
non-zero probability (indeed, some sequences ht = (x1, a1, . . . , at−1, xt) ∈ {0, 1}2t−1 = Ω(t) will
have zero probability under the memory-cutoff policy). We also include in the table the memory
times Mt
?
(t), which are calculated using the formula in (6.3). Since the memory-cutoff policy is
deterministic, it suffices to keep track only of the elementary link values (x1, . . . , xt) and not of the
action values, because the action values are given deterministically by the elementary link values.
For the elementary link value sequences, we define two quantities that are helpful for obtaining
analytic formulas for the figures of merit defined in Section 5.2. The first quantity is Y t
?
1 (t), which
we define to be the number of full blocks of ones (having length t? + 1) in elementary link value
sequences up to time t − 1. The values that Y t?1 (t) can take are 0, 1, . . . , b t−1t?+1c if t? < ∞, and 0 if
t? = ∞. We also define the quantity Y t?2 (t) to be the number of trailing ones in elementary link value
sequences up to time t. The values that Y t
?
2 (t) can take are 0, 1, . . . , t
? + 1 if t? < ∞, and 0, 1, . . . , t
if t? = ∞.
Using the random variables Y t
?
1 (t) and Y
t?
2 (t), along with the general formula in (5.36), we
obtain the following formula for the probability of histories with non-zero probability.
Proposition B.1. For all t ≥ 1, t? ∈ [0,∞), p ∈ [0, 1], and histories ht = (x1, a1, x2, a2, . . . , at−1, xt)
with non-zero probability,
Pr[H(t) = ht]t? = pY
t?
1 (t)(h
t)(1 − p)t−(t?+1)Y t?1 (t)(ht)δY t?2 (t)(ht),0








t) is defined to be the number of full blocks of ones of length t? + 1 up to time t − 1 in
the sequence (x1, x2, . . . , xt) of elementary link values, and Y t
?
2 (t)(h
t) is defined to be the number of
trailing ones in the sequence (x1, x2, . . . , xt). For t? = ∞,
Pr[H(t) = ht]t? = (1 − p)tδY t?2 (t)(ht),0 + (1 − δY t?2 (t)(ht),0)p(1 − p)
t−Y t?2 (t)(ht). (B.2)
Proof. The result in (B.1) follows immediately from the formula in (5.36) by observing that
Nsucc(t) = Y t
?
1 (t) + 1 − δY t?2 (t),0 and Nreq(t) = t − (t
? + 1)Y t
?
1 (t) − Y t
?
2 (t). For t
? = ∞, we only ever
have trailing ones in the elementary link value sequences, so that Y1(t)∞(ht) = 0 for all t ≥ 1 and all
histories ht. The result in (B.2) then follows. 
Next, let us count the number of elementary link value sequences with non-zero probability.
Using Table B.1 as a guide, we obtain the following.
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Table B.1. Elementary link value sequences (x1, x2, . . . , x10) for an elementary link with
t? = 3 up to time t = 10. The quantity Y t
?
1 (t) is the number of full blocks of ones in link
value sequence up to time t − 1, and Y t?2 (t) is the number of trailing ones in elementary
link value sequence up to time t. Mt
?
(t) is the memory time at time t, given by the
formula in (6.3).






t) Pr[H(t) = ht]t? Mt
?
(t)(ht)
0 0 0 0 0 0 0 0 0 0 0 0 (1 − p)10 3
1 1 1 1 0 0 0 0 0 0 1 0 p(1 − p)6 3
0 1 1 1 1 0 0 0 0 0 1 0 p(1 − p)6 3
0 0 1 1 1 1 0 0 0 0 1 0 p(1 − p)6 3
0 0 0 1 1 1 1 0 0 0 1 0 p(1 − p)6 3
0 0 0 0 1 1 1 1 0 0 1 0 p(1 − p)6 3
0 0 0 0 0 1 1 1 1 0 1 0 p(1 − p)6 3
1 1 1 1 1 1 1 1 0 0 2 0 p2(1 − p)2 3
1 1 1 1 0 1 1 1 1 0 2 0 p2(1 − p)2 3
0 1 1 1 1 1 1 1 1 0 2 0 p2(1 − p)2 3
0 0 0 0 0 0 0 0 0 1 0 1 p(1 − p)9 0
0 0 0 0 0 0 0 0 1 1 0 2 p(1 − p)8 1
0 0 0 0 0 0 0 1 1 1 0 3 p(1 − p)7 2
0 0 0 0 0 0 1 1 1 1 0 4 p(1 − p)6 3
1 1 1 1 0 0 0 0 0 1 1 1 p2(1 − p)5 0
0 1 1 1 1 0 0 0 0 1 1 1 p2(1 − p)5 0
0 0 1 1 1 1 0 0 0 1 1 1 p2(1 − p)5 0
0 0 0 1 1 1 1 0 0 1 1 1 p2(1 − p)5 0
0 0 0 0 1 1 1 1 0 1 1 1 p2(1 − p)5 0
0 0 0 0 0 1 1 1 1 1 1 1 p2(1 − p)5 0
1 1 1 1 0 0 0 0 1 1 1 2 p2(1 − p)4 1
0 1 1 1 1 0 0 0 1 1 1 2 p2(1 − p)4 1
0 0 1 1 1 1 0 0 1 1 1 2 p2(1 − p)4 1
0 0 0 1 1 1 1 0 1 1 1 2 p2(1 − p)4 1
0 0 0 0 1 1 1 1 1 1 1 2 p2(1 − p)4 1
1 1 1 1 0 0 0 1 1 1 1 3 p2(1 − p)3 2
0 1 1 1 1 0 0 1 1 1 1 3 p2(1 − p)3 2
0 0 1 1 1 1 0 1 1 1 1 3 p2(1 − p)3 2
0 0 0 1 1 1 1 1 1 1 1 3 p2(1 − p)3 2
1 1 1 1 0 0 1 1 1 1 1 4 p2(1 − p)2 3
0 1 1 1 1 0 1 1 1 1 1 4 p2(1 − p)2 3
0 0 1 1 1 1 1 1 1 1 1 4 p2(1 − p)2 3
1 1 1 1 1 1 1 1 0 1 2 1 p3(1 − p) 0
1 1 1 1 0 1 1 1 1 1 2 1 p3(1 − p) 0
0 1 1 1 1 1 1 1 1 1 2 1 p3(1 − p) 0
1 1 1 1 1 1 1 1 1 1 2 2 p3 1
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Lemma B.2. For all t ≥ 1 and all t? ∈ [0,∞], let Ξ(t; t?) denote the set of elementary link value
sequences for the t? memory cutoff policy that have non-zero probability. Then, the number of










t − 1 − xt?
x
)
δk,0 + (1 − δk,0)
(






For t? = ∞, |Ξ(t;∞)| = 1 + t.
Proof. We start by counting the number of elementary link value sequences when the number of




of full blocks of ones in time t − 1 be equal to one, then there are t? + 1 ones and t − t? − 2 zeros up
to time t − 1. The total number of elementary link value sequences is then equal to the number of
ways that the single block of ones can be moved around in the elementary link value sequence up
to time t − 1. This quantity is equivalent to the number of permutations of t − 1 − t? objects with
t − t? − 2 of them being identical (these are the zeros), which is given by
(t − 1 − t?)!
(t − 2 − t?)!(t − 1 − t? − t + t? + 2)! =
(t − 1 − t?)!
(t − t? − 2)!(1)! =
(




We thus have the x = 0 and k = 0 term in the sum in (B.3). If we stick to k = 0 but now consider
more than one full block of ones in time t − 1 (i.e., let x ≡ Y t?1 (t)(ht) ≥ 1), then the number of
elementary link value sequences is given by a similar argument as before: it is equal to the number
of ways of permuting t − 1 − xt? objects, with x of them being identical (the blocks of ones) and
















Let us now consider the case k ≡ Y2(t)(ht) > 0. Then, the number of time slots in which full
blocks of ones can be shuffled around is t − k. If there are x blocks of ones in time t − k, then by
the same arguments as before, the number of such elementary link value sequences is given by the
number of ways of permuting t − k − xt? objects, with x of them being identical (the full blocks of
ones) and the remaining t − k − x(t? + 1) of them also identical (these are the zeros up to time t − k).
In other words, the number of link value sequences with k > 0 and x ≥ 0 is
(




We must put the indicator function 1t−k−x(t?+1)≥0 in order to ensure that the binomial coefficient
makes sense. This also means that, depending on the time t, not all values of k between 0 and t? + 1
can be considered in the total number of elementary link value sequences (simply because it might
not be possible to fit all possible values of trailing ones and full blocks of ones within that amount
of time). By combining (B.5) and (B.6), we obtain the desired result.
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In the case t? = ∞, because there are never any full blocks of ones and only trailing ones, we
have t link value sequences, each containing k trailing ones, where 1 ≤ k ≤ t. We also have an
elementary link value sequence consisting of all zeros, giving a total of t+1 link value sequences. 
































1t−1−x≥0︸  ︷︷  ︸
1 ∀x
(B.8)
= 2t−1 + 2t−1 (B.9)
= 2t. (B.10)
In other words, when t? = 0, all t-bit strings are valid link value sequences.






























= 1 + t. (B.13)
This coincides with the result for t? = ∞, because when t? = ∞ the condition t ≤ t? + 1 is satisfied
for all t ≥ 1. J
B.1 Proof of Theorem 6.3
For t ≤ t? + 1, because no full blocks of ones up to time t − 1 are possible, the possible values for
the memory time are 0, 1, . . . , t − 1. Furthermore, for each value of m ∈ {0, 1, . . . , t − 1}, there is
only one elementary link value sequence for which Mt
?
(t) = m, and this sequence has Y t
?
2 (t) = m + 1
trailing ones and thus probability p(1 − p)t−1−m by Proposition B.1.
For t > t? + 1, we proceed similarly by considering the number Y t
?
1 (t) of full blocks of ones in
time t − 1 and the number Y t?2 (t) of trailing ones in elementary link value sequences (x1, x2, . . . , xt)
such that xt = 1. Since we must have xt = 1, we require Y2(t) ≥ 1. Now, in order to have a
memory time of Mt
?
(t) = m, we can have elementary link value sequences consisting of any number
x = Y t
?
1 (t) of full blocks of ones ranging from 0 to b t−1t?+1c as long as Y t
?
2 (t) = m + 1. (Note that at the
end of each full block of ones the memory time is equal to t?.) The number of such elementary link
value sequences is (




as given by (B.6), and the probability of each such link value sequence is px+1(1 − p)t−(m+1)−x(t?+1).
By summing over all 0 ≤ x ≤ b t−1t?+1c, we obtain the desired result.
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B.2 Proof of Proposition 6.6
For finite t?, when t ≤ t? + 1, there is only one elementary link value sequence ending with a zero,
and that is the sequence consisting of all zeros, which has probability (1 − p)t. Furthermore, since
the value of the memory for this sequence is equal to t?, only the case Mt
?
(t) = t? has non-zero
probability. When t > t? + 1, we can again have non-zero probability only for Mt
?
(t) = t?. In this
case, because every link value sequence has to end with a zero, we must have Y t
?
2 (t) = 0. Therefore,
using (B.1), along with (B.5), we obtain the desired result.
For t? = ∞, only the link value sequence consisting of all zeros ends with a zero, and in this
case we have M∞(t) = −1. The result then follows.
B.3 Proof of Theorem 6.7
Since we consider the limit t → ∞, it suffices to consider the expression for Pr[X(t) = 1]t? in (6.27)












t − k − xt?
x
)
px+1(1 − p)t−k−(t?+1)x. (B.15)
Next, consider the binomial expansion of (1 − p)t−k−(t?+1)x:




t − k − (t? + 1)x
j
)
(−1) j p j. (B.16)
Substituting this into (B.15) gives us
lim
t→∞







t − k − t?x
x
)(
t − k − (t? + 1)x
j
)










t − k − t? j
j
)(
t − k − (t? + 1) j
` − j
)
(−1)`− j p`. (B.18)





a − t? j
j
)(




We start by expanding the binomial coefficients to get
(
a − t? j
j
)(




(a − t? j)!


































is the (unsigned) Stirling number of the first kind1. Performing the binomial expansion of



















































Since i ranges from 0 to n, and n itself ranges from 0 to `, the sum in (B.25) is zero except for when














(−1)i(t?)ian−i = (−1)`(t?)`, (B.26)










a − t? j
j
)(


























1This number is defined to be the number of permutations of ` elements with n disjoint cycles.
2This number is defined to be the number of ways to partition a set of i objects into ` non-empty subsets.
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B.4 Proof of Theorem 6.8
The proof is very similar to the proof of Theorem 6.7. Using the result of Theorem 6.3, in the limit










t − (m + 1) − xt?
x
)
px+1(1 − p)t−(m+1)−x(t?+1). (B.30)















t − (m + 1) − xt?
x
)(
t − (m + 1) − (t? + 1)x
j
)









t − (m + 1) − jt?
j
)(
t − (m + 1) − (t? + 1) j
` − j
)
(−1)`− j p`. (B.32)





t − (m + 1) − jt?
j
)(
















The proof of (6.35) is similar, and it involves making use of the result of Proposition 6.6.
B.5 Proof of Theorem 6.13
By definition,
Pr[WE′(treq) = t]∞ = Pr[XE′(treq + 1) = 0, . . . , XE′(treq + t) = 1]∞. (B.35)
Note that
Pr[WE′(treq) = 1]∞ = Pr[XE′(treq + 1) = 1]∞ = (1 − (1 − p)treq+1)M = pMtreq+1, (B.36)
which holds because all of the elementary links are generated independently and because they all
have the same success probability.
Now, for t ≥ 2, our first goal is to prove that
Pr[WE′(treq) = t]∞ = (1 − (1 − ptreq+1)(1 − p)t−1)M − (1 − (1 − ptreq+1)(1 − p)t−2)M. (B.37)
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In order to prove this, let us for the moment take treq = 0. Then, XE′(1) = 0 means that at least one
of the M elementary links is not active in the first time step, and the same for all subsequent time
steps except for the tth time step, in which all of the M elementary links are active. Then, because
t? = ∞, the links that are active in the first time step always remain active. This means that we can
evaluate Pr[WE′(0) = t]∞ by counting the number of elementary links that are inactive at each time
step. For example, for t = 2, we obtain




























(1 − p)k1 . (B.39)
Similarly, for t = 3, we find that




























(1 − p)k1(1 − p)k2 . (B.41)
In general, then, for all t ≥ 2,






















































(1 − p)k2 · · · (1 − p)kt−1










(1 − p)k1 pM−k1 Pr[Wk1(0) = t − 1]∞ (B.44)
Using this, we can immediately prove the following result by induction on t:
Pr[WE′(0) = t]∞ = (1 − (1 − p)t)M − (1 − (1 − p)t−1)M. (B.45)








(1 − p)k1 = −1 + (2 − p)M = 1
pM
(




we see that (B.45) holds for t = 2 as well. Now, assuming that (B.45) holds for all t ≥ 2, using
(B.44) we find that















(1 − p)k1 pM−k1
(
(1 − (1 − p)t)k1 − (1 − (1 − p)t−1)k1
)
(B.48)
= (1 − (1 − p)t+1)M − (1 − (1 − p)t)M, (B.49)
as required. Therefore, (B.45) holds for all t ≥ 1.
We are now in a position to prove (B.37). Recall that for the t? = ∞ policy, Pr[X(t) = 1]∞ =
1 − (1 − p)t = pt. Therefore, at time step treq + 1, the probability that k1 ≥ 1 elementary links are
inactive is (1 − ptreq+1)k1 and the probability that M − k1 elementary links are active is pM−k1treq+1. In
the subsequent time steps, each inactive elementary link from the previous time step is active with
probability p and inactive with probability 1 − p. Therefore,






















































(1 − ptreq+1)k1 pM−k1treq+1 Pr[Wk1(0) = t − 1]∞ (B.52)
= (1 − (1 − ptreq+1)(1 − p)t−1)M − (1 − (1 − ptreq+1)(1 − p)t−2)M, (B.53)
which is precisely (B.37).
Now, for brevity, let
q̃ ≡ 1 − ptreq+1, q ≡ 1 − p. (B.54)
Then,























(−1)kq̃k(qt−1)k(1 − q−k). (B.57)
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t Pr[WE′(treq) = t]∞ (B.59)












(1 − q−k) (B.60)

















































































B.6 Proof of Theorem 6.14
We start with the observation that, for all histories ht, the number of successful requests can be
written in terms of the number Y t
?
1 (t)(h








t) + 1 − δY t?2 (t)(ht),0. (B.66)
Similarly, the total number of failed requests is









t) + 1 − δY t?2 (t)(ht),0
t − Y t?2 (t)(ht) − (t? + 1)Y t
?
1 (t)(h
t) + Y t?1 (t)(h







t) + 1 − δY t?2 (t)(ht),0
t − Y t?2 (t)(ht) − t?Y t
?
1 (t)(h
t) + 1 − δY t?2 (t)(ht),0
. (B.69)
Now, for t ≤ t? + 1, we always have Y t?1 (t)(ht) = 0 for all histories ht, and the link value sequence
can consist only of a positive number of trailing ones not exceeding t. Thus, from Proposition B.1,
the probability of any such history is p(1 − p)t−Y t?2 (t)(ht). Using (B.69) then leads to
E[S e j(t)]t? =
∑
ht∈Ω(t)












p(1 − p) j (B.72)
for t ≤ t? + 1, as required, where the last equality follows by a change of summation variable.
For t > t? + 1, we use (B.69) again, keeping in mind this time that the number of trailing ones
can be equal to zero, to get
E[S e j(t)]t? =
∑
ht∈Ω(t)
















t − t?x Pr[H(t) = h
t : Y t
?
1 (t)(h








t − k − t?x + 1 Pr[H(t) = h
t : Y t
?
1 (t)(h





Using Proposition B.1, we arrive at the desired result.
See Figure B.1 for a plot of the expected rate E[S (t)] as a function of time for various values
of the cutoff. We find that the rate has essentially the shape of a decaying square wave, which is
clearer for larger values of the cutoff. In particular, the “plateaus” in the curves have a period of
t? + 1 time steps. Let us now consider the values of these pleateaus. The largest plateau can be
found by considering the case t? = ∞, because in this case the condition t ≤ t? + 1 is satisfied for
all t ≥ 1, and it is when this condition is true that the largest plateau occurs. Using Theorem 6.14
with t? = ∞, we find that the value of the largest plateau approaches
lim
t→∞






p(1 − p) j = − p ln p
1 − p , (B.76)
for all p ∈ (0, 1). In the case t? ∈ [0,∞), as we see in Figure B.1, there are multiple plateaus, with
each plateau lasting for a period of t? + 1 time steps, as mentioned earlier. The values of these
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p = 0.3, t? = 25
p = 0.3, t? = 50
p = 0.3, t? = 75
Figure B.1. The expected success rate, as given by the expressions in Theorem 6.14,
for an elementary link with p = 0.3 and various cutoffs.
pleateaus depend on the number x ≥ 0 of full blocks of ones in the link value sequence. Specifically,






t − k − t?x + 1
(














px+1(1 − p) j−(t?+1)x = p · 2F1(1, 1, 2 + x, 1 − p), (B.77)
for all x ≥ 0, where 2F1(a, b, c, z) is the hypergeometric function. Then, using the fact that
limx→∞ 2F1(1, 1, 2 + x, 1 − p) = 1 [365], we conclude that the plateaus approach the value of p, i.e.,
lim
t→∞




In this appendix, we present some of the longer proofs of the facts that are presented in this thesis.
C.1 Proof of Proposition 4.4
For simplicity, and because we are mainly interested in qubits in this thesis, we show the proof only
for d = 2. The steps for d > 2 are analogous but cumbersome.



















a B z1 + · · · + z1, b B x1 + · · · + xn. (C.2)





(−1)iz|i, i + x〉, (C.3)





for all i, j, x, z ∈ {0, 1}. Then,

























(−1) jb+i1z1+···inzn(−1) jb′δi1, j+a′ |Φb′,a′〉AR11
(−1)(i1+x1)z′1δi2,i1+x1+x′1 |Φz′1,x′1〉R21R12 · · ·
(−1)(in+xn)z′nδ j+a,in+xn+x′n |Φz′n,x′n〉R2nB (C.8)
After some simplification, and using the fact that
∑
~γ∈{0,1}n
(−1)~γT~x = 2nδ~x,~0 (C.9)
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for all ~x ∈ {0, 1}n, we obtain







|Φz′1+···+z′n,x′1+···+x′n〉AR1 ⊗ |Φz′1,x′1〉R21R12 ⊗ · · · ⊗ |Φz′n,x′n〉R2nB. (C.10)















|Φz1+···zn,x1+···+xn〉AR11 ⊗ |Φz1,x1〉R21R12 ⊗ · · · ⊗ |Φzn,xn〉R2nB
)
, (C.11)
which holds for all states ρA~R1···~RnB. It therefore holds for the tensor product state in the statement of
the proposition. This concludes the proof.
C.2 Proof of Proposition 4.5



















2 · · · Lxn†n |x′, x′, . . . , x′〉, (C.12)
where





























|x′1, . . . , x′n〉〈x′1, x′2 + x1, x′3 + x2, . . . , x′n + xn−1|R11R12···R1n
⊗ 〈x1 + x′1, x2 + x′2, . . . , xn + x′n|R21R22···R2n ⊗ X
xn
B , (C.16)
so that, using (C.4),
〈x, x, . . . , x|AR11R12···R1nBL
xn
n · · · Lx22 Lx11
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= 〈x|A〈x, x + x1, x + x2, . . . , x + xn−1|R11R12···R1n〈x1 + x, x2 + x, . . . , xn + x|R21R22···R2n〈x + xn|B (C.17)






(−1)z1 x(−1)z2(x+x1) · · · (−1)zn+1(x+xn)〈Φz1,0|AR11〈Φz2,0|R21R12 · · · 〈Φzn+1,0|R2nB. (C.19)













|Φz2+···+zn+1,0〉|Φz2,0〉 · · · |Φzn+1,0〉. (C.20)
This holds for all states ρA~R1···~RnB, so it holds for the tensor product state in the statement of the
proposition, thus completing the proof.
C.3 Proof of Proposition 4.6
Let ρAn1Bn1 be an arbitrary 2n-qubit state. Then, by definition of the channel L
















where we recall the definition of |G~γ〉 in (2.100). Now,





(−1)γ1(α1+β1)+···γn(αn+βn)(−1) 12 ~αTA(G)~α+ 12~βTA(G)~β|~α〉An1 ⊗ |~β〉Rn1 , (C.22)
and, for all ~α, ~β ∈ {0, 1}n,





(−1)α1z1+···+αnznδβ1,α1+x1 · · · δβn,αn+xn |Φz1,x1〉A1R1 ⊗ · · · ⊗ |Φzn,xn〉AnRn , (C.23)









(−1)~γT~x+~αT~z(−1) 12 ~αTA(G)~α+ 12 (~α+~x)TA(G)(~α+~x)|Φx1,z1〉A1R1 ⊗ · · · ⊗ |Φzn,xn〉AnRn . (C.24)
Now, because A(G) is a symmetric matrix, we have that ~αTA(G)~x = ~xTA(G)~α. We thus obtain









(−1)~γT~x+~αT~z(−1) 12 ~xTA(G)~x+~αTA(G)~x|Φz1,x1〉A1R1⊗· · ·⊗ |Φzn,xn〉AnRn . (C.26)
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|Φz′1,x′1〉A1R1 ⊗ · · · ⊗ |Φz′n,xn〉AnRn
)
. (C.27)













(〈Φz1,x1 |A1R1 ⊗ · · · ⊗ 〈Φzn,xn |AnRn
) (
ρAn1Rn1
) (|Φz1,x1〉A1R1 ⊗ · · · ⊗ |Φzn,xn〉AnRn
)
, (C.28)
where ~z = A(G)~x. Since this holds for all states ρAn1Rn1 , it holds for the tensor product state in the
statement of the proposition, which completes the proof.
C.4 Proof of Proposition 7.1
The statement of Proposition 7.1 follows from the following expressions, which we prove here:
ΠAB(L
η1,n1
A ⊗ Lη2,n2B )(Φ±AB)ΠAB =
1
2
(x1x2 + y1y2 ± z1z2)Φ+AB +
1
2




(x1y2 + y1x2)Ψ+AB +
1
2
(x1y2 + y1x2)Ψ−AB, (C.29)
ΠAB(L
η1,n1
A ⊗ Lη2,n2B )(Ψ±AB)ΠAB =
1
2











(x1x2 + y1y2 ∓ z1z2)Ψ−AB, (C.30)
for all η1, η2, n1, n2 ∈ [0, 1].
First, consider the system A ≡ A1A2, which is acted upon by the channel Lη1,n1 . The beamsplitter
unitary Uη1 acts on the creation and annihilation operators of the system and environment modes as
follows [284]:
â 7→ Uη1 âUη1† = √η1â +
√
1 − η1ê, (C.31)
ê 7→ Uη1 êUη1† =
√
1 − η1â − √η1ê. (C.32)
Then, it is straightforward to show that
Uη1A1E1 |0, 1〉A1E1 =
√
1 − η1|1, 0〉A1E1 −
√
η1|0, 1〉A1E1 , (C.33)
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1 − η1|0, 1〉A1E1 , (C.34)
Uη1A1E1 |1, 1〉A1E1 =
√
2η1(1 − η1)|2, 0〉A1E1 + (1 − 2η1)|1, 1〉A1E1 −
√
2η1(1 − η1)|0, 2〉A1E1 . (C.35)




|1, 1〉〈1, 1|A1E1Uη1†A1E1] = 2η1(1 − η1)|2〉〈2|A1 + (1 − 2η1)2|1〉〈1|A1




|0, 1〉〈1, 1|A1E1Uη1†A1E1] =
√
2η1(1 − η1)|1〉〈2|A1 −
√




|1, 0〉〈1, 1|A1E1Uη1†A1E1] =
√
2(1 − η1)η1|1〉〈2|A1 +
√




|0, 0〉〈1, 1|A1E1Uη1†A1E1] =
√




















|0, 1〉〈0, 1|A1E1Uη1†A1E1] = (1 − η1)|1〉〈1|A1 + η1|0〉〈0|A1 . (C.43)
Analogous expressions hold for TrE2[U
η1
A2E2
|i, j〉〈k, `|A2E2Uη1†A2E2] for i, j, k, ` ∈ {0, 1}.
Now, writing an arbitrary linear operator XA1A2 as
XA1A2 = α|0, 1〉〈0, 1| + β|0, 1〉〈1, 0| + β′|1, 0〉〈0, 1| + γ|1, 0〉〈1, 0|, (C.44)
with α, β, β′, γ ∈ C, we have that
XA1A2 ⊗ Θ̃n1E1E2 = α(1 − n1)|0, 0, 1, 0〉〈0, 0, 1, 0|A1E1A2E2 + α
n1
2








|0, 0, 1, 1〉〈1, 0, 0, 1|A1E1A2E2 + β
n1
2
|0, 1, 1, 0〉〈1, 1, 0, 0|A1E1A2E2 (C.47)
+ β′(1 − n1)|1, 0, 0, 0〉〈0, 0, 1, 0|A1E1A2E2 + β′
n1
2








|1, 0, 0, 1〉〈1, 0, 0, 1|A1E1A2E2 + γ
n1
2
|1, 1, 0, 0〉〈1, 1, 0, 0|A1E1A2E2 , (C.50)















|0〉〈0|A1 ⊗ (2η1(1 − η1)|2〉〈2|A2 + (1 − 2η1)2|1〉〈1|A2





((1 − η1)|1〉〈1|A1 + η1|0〉〈0|A1) ⊗ (η1|1〉〈1|A2 + (1 − η1)|0〉〈0|A2) (C.54)









2η1(1 − η1)|2〉〈1|A2 −
√






2η1(1 − η1)|1〉〈2|A1 −
√
η1(1 − 2η1)|0〉〈1|A1) ⊗
√
η1|1〉〈0|A2 (C.57)









2η1(1 − η1)|1〉〈2|A2 −
√






2η1(1 − η1)|2〉〈1|A1 −
√
η1(1 − 2η1)|1〉〈0|A1) ⊗
√
η1|0〉〈1|A2 (C.60)








(2η1(1 − η1)|2〉〈2|A1 + (1 − 2η1)2|1〉〈1|A1
+ 2η1(1 − η1)|0〉〈0|A1) ⊗ |0〉〈0|A2 . (C.63)




(|0, 1〉〈0, 1|A1A2) = w1|0, 0〉〈0, 0|A1A2 + x1|0, 1〉〈0, 1|A1A2 + y1|1, 0〉〈1, 0|A1A2




(|0, 1〉〈1, 0|A1A2) = z1|0, 1〉〈1, 0|A1A2 +
√
2u1|0, 2〉〈1, 1|A1A2 +
√




(|1, 0〉〈0, 1|A1A2) = z1|1, 0〉〈0, 1|A1A2 +
√
2u1|1, 1〉〈0, 2|A1A2 +
√




(|1, 0〉〈1, 0|A1A2) = w1|0, 0〉〈0, 0|A1A2 + y1|0, 1〉〈0, 1|A1A2 + x1|1, 0〉〈1, 0|A1A2
+ u1|1, 1〉〈1, 1|A1A2 + 2u1|2, 0〉〈2, 0|A1A2 , (C.67)
where
w1 B (1 − n1)(1 − η1) + 32n1η1(1 − η1), (C.68)
x1 B (1 − n1)η1 + n12 ((1 − 2η1)








η1(1 − η1), (C.71)
z1 B (1 − n1)η1 − n1η1(1 − 2η1). (C.72)





(|0, 1, 0, 1〉A1A2B1B2 ± |1, 0, 1, 0〉A1A2B1B2), (C.73)
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we find that







(|0, 1〉〈0, 1|A1A2) ⊗ Lη2,n2B1B2(|0, 1〉〈0, 1|B1B2) (C.74)
±Lη1,n1A1A2(|0, 1〉〈1, 0|A1A2) ⊗ L
η2,n2
B1B2
(|0, 1〉〈1, 0|B1B2) (C.75)
±Lη1,n1A1A2(|1, 0〉〈0, 1|A1A2) ⊗ L
η2,n2
B1B2




(|1, 0〉〈1, 0|A1A2) ⊗ Lη2,n2B1B2(|1, 0〉〈1, 0|B1B2)
)
. (C.77)
Then, using (C.64)-(C.67), we obtain
ΠAB(L
η1,n1
A ⊗ Lη2,n2B )(Φ±AB)ΠAB =
1
2
((x1|H〉〈H|A + y1|V〉〈V |A) ⊗ (x2|H〉〈H|B + y2|V〉〈V |B) (C.78)
±z1|H〉〈V |A ⊗ z2|H〉〈V |B (C.79)
±z1|V〉〈H|A ⊗ z2|V〉〈H|B (C.80)




(x1x2 + y1y2)(|H,H〉〈H,H|AB + |V,V〉〈V,V |AB) (C.82)
± 1
2








(x1x2 + y1y2 ± z1z2)Φ+AB +
1
2




(x1y2 + y1x2)Ψ+AB +
1
2
(x1y2 + y1x2)Ψ−AB, (C.86)
where the last equality is precisely (C.29), as required. The calculation to obtain (C.30) is analogous.
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APPENDIX D.
DIRECTIONS FOR FUTURE WORK
In this appendix, we outline some directions for future work. We state ideas and also outline some
concrete steps that can be taken.
D.1 Elementary link QDP with distillation
In Chapter 5, we defined a quantum decision process for elementary link generation without
including entanglement distillation protocols. In order to develop more sophisticated entanglement
distribution protocols using quantum decision processes, it is crucial that entanglement distillation
be included in the quantum decision process for elementary link generation. Let us describe in
detail how this can be done.
The setting of elementary link generation with entanglement distillation applies specifically to
the case that the network is described by a multigraph G = (V, E, c), where the function c : E → N
tells us how many parallel edges correspond to the elements of E. We denote the parallel edges
corresponding to e ∈ E by e1, e2, . . . , ec(e) (see Section 2.3). This means that up to c(e) of the parallel
elementary links can be distilled at once. As before, we associate an agent to every e ∈ E, but now
the environment of each agent consists of all of the quantum systems for all of the c(e) parallel
elementary links associated with e. The agents are allowed to perform the same actions as before on
each of their parallel elementary links, but now they can also distill some number j ≤ c(e) of the
parallel elementary links.
Throughout this development, we leave the actual distillation protocol arbitrary and simply
assume, as described in Section 4.3.3, that it can be described by some LOCC quantum instrument
channel. See Refs. [147, 154, 267] for examples of bipartite entanglement distillation protocols,
and Refs. [366–371] for examples of multipartite entanglement distillation protocols. See also
Refs. [372–381]. Upper bounds on the fidelity that can be achieved after an entanglement distillation
protocol, in the non-asymptotic setting, can be calculated using a semi-definite program (SDP),
as shown in Ref. [382]. For practical entanglement distillation schemes, which typically only
consist of one round of local operations and classical communication and also have non-unit success
probability, SDP upper bounds have been provided in Ref. [380]. In Ref. [111], the authors use
reinforcement learning to discover protocols for entanglement distillation. See Refs. [46, 345, 383,
384] for an analysis of quantum repeater protocols with entanglement distillation.
Definition D.1 (QDP for elementary link generation with distillation). Let G = (V, E, c) be the
multigraph corresponding to the physical (elementary) links of a quantum network, and let e ∈ E
consists of k nodes, k ≥ 2. We define a quantum decision process for e by defining the agent for e to
be collectively the nodes belonging to e, and we define its environment to be the collection of all
kc(e) quantum systems distributed by the source station to the nodes of e. Then, the other elements
of the quantum decision process are defined as follows.
• We denote the quantum systems of the environment collectively by Ee, and we let Eet denote
these quantum systems at time t ≥ 0. We use Ee jt , 1 ≤ j ≤ c(e), to refer to the quantum
systems of the jth parallel elementary link of e at time t ≥ 0. The state of the environment
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is the source state for the jth
parallel elementary link. We use the abbreviation ρSe j ≡ ρSEe j0 throughout.
• We let Xe = {0, 1}c(e) tell us whether or not the parallel elementary links are active. In other
words, every element ~x = (x1, x2, . . . , xc(e)) ∈ Xe is such that x j = 0 indicates that the jth
parallel elementary link is inactive and x j = 1 indicates that the jth parallel elementary link is
active. We then define random variables Xe j(t), t ≥ 1 taking values in {0, 1} as follows:
– Xe j(t) = 0: the jth parallel elementary link is inactive;








(1; j, j′, s j, ~a) : 2 ≤ j ≤ c(e), j′ < j, s j ⊆ [c(e)], ~a ∈ {0, 1}c(e)− j
}
(D.1)
be the set of actions of the agent. An action of the form (0;~a) indicates that no distillation
is to be performed, and the values in ~a = (a1, a2, . . . , ac(e)) indicate whether the parallel
elementary link should be kept (“wait”) or discarded and reattempted (“request”); i.e., a j = 0
indicates that the jth parallel elementary link should be kept (“wait”) and a j = 1 indicates
that the jth parallel elementary link should be discarded and reattempted (“request”). An
action of the form (1; j, j′, s j, ~a) indicates that a distillation protocol from j to j′ parallel
elementary links should be performed on the j parallel elementary links specified by the set
s j = {i1, i2, . . . , i j} ⊆ [c(e)], and on the remaining c(e) − j parallel elementary links the action
is given by the elements of ~a = (ai : i ∈ [c(e)] \ s j) ∈ {0, 1}c(e)− j should be performed. Based
on these definitions, we define random variables A(t), t ≥ 1 that take values in Ae.
A history He(t) is of the form
He(t) = (~Xe(1), Ae(1), ~Xe(2), Ae(2), . . . , Ae(t − 1), ~Xe(t − 1)), (D.2)
where ~Xe(t) = (Xe1(t), . . . , Xec(e)(t)). The set of all histories is Ωe(t) and every ht ∈ Ωe(t) is of
the form ht = (~x1, a1, ~x2, a2, . . . , at−1, ~xt) for all t ≥ 1, with h1 = ~x1.







e j ◦ Se j
)
(D.3)
for all ~x1 = (x11, x
2
1, . . . , x
c(e)
1 ) ∈ {0, 1}c(e), where Se j is the source transmission channel for the
jth parallel elementary link and {M0e j ,M1e j} is the heralding quantum instrument for the jth
parallel elementary link.
For t ≥ 1, we denote the transition maps by T~xt ,at ,~xt+1
e;e1,...,ec(e) , with ~xt, ~xt+1 ∈ Xe and at ∈ Ae. Using
the transition maps for individual parallel elementary links as defined in Definition 5.2, for












ei ∀ ~at ∈ {0, 1}c(e), (D.4)
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ei are defined in Definition 5.2. In other words, if no distillation is to be
performed, then the individual parallel elementary links evolve independently, exactly as they
do in the quantum decision process without distillation. For actions of the form (1; j, j′, s j, ~at),
with s j = {i1, . . . , i j : 1 ≤ i1 < · · · < i j ≤ c(e)}, we let
T





















t · · · xi jt = 0,
De;1



















t · · · xi jt = 1,























t · · · xi jt = 1,
xi`t+1 = 0







e j ◦ Se j (D.6)
for all 1 ≤ j ≤ c(e). In words, if at least one of the parallel links in the set s j is inactive (so
the first condition is satisfied), then no distillation is performed and all of the j links in s j are
evolved according to the “wait” transition map for the individual links. If if all of the j links
in the set s j are active and the distillation succeeds (so the second condition is satisfied), then
the distillation map corresponding to success is applied to the j links in s j, on the remaining
j − j′ links we request a new link, and on the links not in s j we apply the actions specified by
~at individually. Finally, if all of the links in s j are active but the distillation fails (so the third
condition is satisfied), then the distillation map corresponding to failure is applied to the s j
links, on the remaining j − j′ links we request a new link, and on the links not in s j we apply
the actions specified by ~at individually.
• Given a target kc(e)-partite pure quantum state ψtargete = |ψtarget〉〈ψtarget|e, the reward at time
t ≥ 1 is defined as follows:
Rt;h
t+1,1
e (·) = ψtargete (·)ψtargete , (D.7)
Rt;h
t+1,0
e (·) = (1e − ψtargete )(·)(1e − ψtargete ), (D.8)
for all ht+1 ∈ Ωe(t + 1), and the functions Re(t) : Ωe(t + 1) × {0, 1} → R are defined as follows:
Re(t)(ht+1, 0) = 0, (D.9)
Re(t)(ht+1, 1) = δ~xt+1,~1, (D.10)
for all ht+1 ∈ Ωe(t + 1).
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2, . . . , d
e
T ), where the
decision functions det : Ωe(t) ×Ae → [0, 1] are defined to be
det (h
t)(at) B Pr[Ae(t) = at|H(t) = ht] (D.11)
for all 1 ≤ t ≤ T , all histories ht ∈ Ωe(t), and all at ∈ Ae. J
Remark D.2. A couple of remarks about Definition D.1 are in order.
• First, let us count the number of actions in the set Ae. When no distillation is performed,
there are 2c(e) actions, corresponding to waiting or requesting for every individual parallel
elementary link individually. When distillation is performed, the agent can choose the number
2 ≤ j ≤ c(e) of parallel elementary links to be distilled, and the for remaining c(e)− j parallel


















( j − 1) = 2c(e)+1 + (c(e) − 3)3c(e)−1. (D.12)
• The reward scheme given in Definition D.1 provides a non-zero reward at time t if and only
if all of the parallel elementary links at time t + 1 are active. One simple alternative to this
is to define the reward scheme by looking at the statuses of particular subsets of parallel
elementary links. To do this, let ψ j;targete j be a k-partite target state for the j
th parallel elementary
link, for 1 ≤ j ≤ c(e). Also, let
Λ1e j B ψ
j;target
e j , Λ
0
e j B 1e j − ψ j;targete j , (D.13)





e2 ⊗ · · · ⊗ Λs
c(e)
ec(e) . (D.14)
Then, we define the reward maps as
Rt;h
t+1,~st
e (·) B Λ~ste (·)Λ~ste (D.15)
for all t ≥ 1, all ht+1 ∈ Ωe(t + 1), and all ~st ∈ {0, 1}c(e). We define the associated functions









The reward is thus the average of the rewards for the individual parallel elementary links. J
In order to make Definition D.1 more concrete, particularly in terms of the transition maps, let
us look at examples with two and three parallel elementary links.
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Example D.3. In the case of two parallel elementary links, the elements in Definition D.1 are given
as follows.
Xe = {(0, 0), (0, 1), (1, 0), (1, 1)}, (D.17)
Ae = {(0; (0, 0)), (0; (0, 1)), (0; (1, 0)), (0; (1, 1)), (1; 2, 1, {1, 2},∅)}. (D.18)
We see that with two parallel elementary links there are there are five possible actions. Then, for all









































































e1e2→e1 ⊗ S̃1e2(ρSe2). J (D.27)
Example D.4. In the case of three parallel elementary links, the elements in Definition D.1 are
given as follows.
Xe = {0, 1}3, (D.28)
Ae = {(0;~a) : ~a ∈ {0, 1}3} ∪ {(1; 2, 1, {1, 2}, 0), (1; 2, 1, {1, 2}, 1), (D.29)
(1; 2, 1, {1, 3}, 0), (1; 2, 1, {1, 3}, 1), (D.30)
(1; 2, 1, {2, 3}, 0), (1; 2, 1, {2, 3}, 1), (D.31)
(1; 3, 1, {1, 2, 3},∅), (1; 3, 2, {1, 2, 3},∅)}. (D.32)


























































































































t+1 = 0. J
(D.41)
The expressions in (5.28)–(5.31) for the quantum decision process without entanglement
distillation have analogous forms here when the quantum decision process incorporates entanglement
distillation protocols. Specifically, for an arbitrary policy π
σ̂Het Eet (t) =
∑
ht∈Ωe(t)
|ht〉〈ht|Het ⊗ σ̃πEet (t; h
t), (D.42)























Pr[He(t) = ht] = Tr[σ̃πEet (t; h
t)]. (D.45)
Also, following the steps of the proof of Theorem 5.8, we find the expected reward of the










for all e ∈ E, t ≥ 1, and all policies π, where ψtargete is a kc(e)-partite target state for all of the parallel
elementary links corresponding to e.
For the alternative reward scheme defined in (D.13)–(D.16), we have the following result.
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Proposition D.5. Let G = (V, E, c) be the graph corresponding to the physical (elementary) links of
a quantum network, and let e ∈ E be arbitrary. Consider the reward scheme defined in (D.13)–(D.16)






























































⊗ · · · ⊗ Λsetec(e)
)
. (D.50)






































































σ̃e(t + 1; ht+1)
]
(D.53)
where the last line holds because of the cyclicity of the trace and because every Λs
j
t






e j = Λ
s jj





e j = 1e j , Λ
1
e j = ψ
j;target






































for all 1 ≤ j ≤ c(e), we obtain the desired result. 
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Remark D.6. As we can see, by including entanglement distillation in the quantum decision
process, analytical expressions and derivations quickly become cumbersome and unmanageable.
However, it is straightforward to deal with the quantum decision process computationally by
explicitly programming the behavior of the transition maps and then applying reinforcement
learning algorithms to discover optimal policies.
D.2 QDP with entanglement swapping
In addition to entanglement distillation, we can define a quantum decision process that incorporates
entanglement swapping. The following is a definition of a simple such quantum decision process,
in which we consider only one parallel elementary link per element e ∈ E of the physical graph
G = (V, E, c).
Definition D.7 (QDP for two elementary links with entanglement swapping). Let G = (V, E, c) be
the multigraph corresponding to the physical (elementary) links of a quantum network, and let
e1, e2 ∈ E be such that c(e1) = c(e2) = 1, and both e1 and e2 correspond to bipartite elementary links.
We define a quantum decision process for e1, e2 by defining the agent to be collectively the nodes
belonging to e1 and e2, and we define its environment to be the four quantum systems (two systems
for e1 and two for e2) that are distributed to the nodes by source stations. Then, the other elements
of the quantum decision process are defined as follows.
• We denote the quantum systems corresponding to e1 by E
e1
t for all times t ≥ 0, the quantum
systems corresponding to e2 by E
e2
t for all times t ≥ 0, and we let Ee1,e2t ≡ Ee1t Ee2t denote both











is the source state for the jth elementary link, j ∈ {1, 2}.
• We let Xe1,e2 = {0, 1}3 tell us whether or not the two elementary links corresponding to e1 and
e2 are active. In other words, every string ~x = (x1, x2, x3) ∈ Xe1,e2 is such that x j = 0 indicates
that the jth elementary link is inactive and x j = 1 indicates that the jth elementary link is
active, with j ∈ {1, 2}. For j = 3, x3 = 0 indicates that the virtual link arising from joining the
elementary links corresponding to e1 and e2 is inactive, while x3 = 1 indicates that the virtual
link is active. We then define random variables Xe j(t), j ∈ {1, 2} and t ≥ 1, taking values in
{0, 1} as follows:
– Xe j(t) = 0: the jth elementary link is inactive;
– Xe j(t) = 1: the jth elementary link is active.
Letting e′ denote the edge corresponding to the virtual link obtained by joining the elementary
links corresponding to e1 and e2, we define Xe′(t), t ≥ 1, such that
– Xe′(t) = 0: the virtual link e′ is inactive;
– Xe′(t) = 1: the virtual link e′ is active.
We let
Ae1,e2 = {0, 1}2 ∪ {Z}, (D.57)
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where the symbol “Z” indicates that the joining operation corresponding to the quantum
channel Lv1e1v2e2v3→e′ as defined in (4.101) should be performed, where e
′ is the new edge
arising from the joining operation. We then define random variables Ae1,e2(t), t ≥ 1, that take
values in Ae1,e2 .
A history He1,e2(t) is of the form
He1,e2(t) = (~Xe1,e2(1), Ae1,e2(1), ~Xe1,e2(2), Ae1,e2(2), . . . Ae1,e2(t − 1), ~Xe1,e2(t)), (D.58)
where ~Xe1,e2(t) = (Xe1(t), Xe2(t), Xe′(t)). The set of all histories is Ωe1,e2(t), and every h
t ∈
Ωe1,e2(t) is of the form h
t = (~x1, a1, ~x2, a2, . . . , at−1, ~xt) for all t ≥ 1, with h1 = ~x1.


















1) ∈ {0, 1}3, where Se j is the source transmission channel for the jth
elementary link and {M0e j ,M1e j} is the heralding quantum instrument for the jth elementary
link, j ∈ {1, 2}.
For t ≥ 1, we denote the transition maps by T~xt ,at ,~xt+1e1,e2 , with ~xt, ~xt+1 ∈ Xe1,e2 and at ∈ Ae1,e2 , and
we define them as follows when at ,Z and at = (a1t , a
2
t ) ∈ {0, 1}2:














































ei are defined in Definition 5.2. In other words, if the action is not to
join the elementary links, and if the virtual link is active at the tth time step, then the individual
links evolve independently, exactly as they do in the quantum decision process for elementary























































where S̃xe j = M
x
e j ◦ Se j , j ∈ {1, 2}.
• Given a target bipartite state ψtargete′ = |ψtarget〉〈ψtarget|e′ for the virtual link e′, the reward at time





ide1 ⊗ ide2 if x3t+1 = 0,
ψ
target







0 if x3t+1 = 0,
(1e′ − ψtargete′ )(·)(1e′ − ψtargete′ ) if x3t+1 = 1,
(D.63)
for all ht+1 ∈ Ωe1,e2(t + 1), and the functions Re1,e2(t) : Ωe1,e2(t) × {0, 1} → R are defined as
follows:
Re1,e2(t)(h
t+1, 0) = 0, (D.64)
Re1,e2(t)(h
t+1, 1) = δx3t+1,1, (D.65)
for all ht+1 ∈ Ωe1,e2(t + 1). In other words, the reward is based on the fidelity of the quantum
state of the virtual link to the target state ψtargete′ . Note that if the virtual link is not active at
time t + 1, then the reward is zero and the quantum systems of the elementary links evolve
according to the identity channel.




2 , . . . , d
e1,e2
T ), where
the decision functions de1,e2t : Ωe1,e2 ×Ae1,e2 → [0, 1] are defined to be
de1,e2t (h
t)(at) = Pr[Ae1,e2(t) = at|H(t) = ht] (D.66)
for all 1 ≤ t ≤ T , all histories ht ∈ Ωe1,e2(t), and all at ∈ Ae1,e2 . J
As with the quantum decision process for entanglement distillation in Definition D.1, there are
other ways of defining the reward scheme. We leave this investigation, as well as investigations of
the properties of this quantum decision process, to future work. Also, as with the quantum decision
process defined in Definition D.1, analytical expressions and derivations can be cumbersome and
unmanageable for the quantum decision process defined in Definition D.7; however, it is straightfor-
ward to deal with the quantum decision process computationally by explicitly programming the
behavior of the transition maps and then applying reinforcement learning algorithms to discover
optimal policies.
D.3 Cooperating agents
The quantum decision process with entanglement swapping in Definition D.7 is a simple example of
a quantum decision process with multiple cooperating agents. When we say that agents “cooperate”,
we mean that the agents are allowed to communicate with each other. When the agents are purely
classical, this means that they can communicate arbitrary classical information to each other,
which then means that the agents have access to each other’s histories. Consequently, multiple
cooperating agents can be combined into a single “superagent”, which is essentially what was
done in Definition D.7. In the context of quantum networks, agents who cooperate have more than
the knowledge of their own nodes. If every agent cooperates with an agent corresponding to a
neighboring elementary link, then we can extend the definitions of the quantum decision processes
in Definitions 5.2, D.1, and D.7 to take multiple agents into account, and with these definitions we
can define an entanglement distribution protocol that is more sophisticated than the one we consider
in Chapter 5, which is summarized in Figure 5.2. In particular, in such a protocol, the agents would
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have knowledge of the network in their local vicinity, and this would in principle improve waiting
times and rates for entanglement distribution. Furthermore, the quantum state of the network would
not be a simple tensor product of the quantum states corresponding to the individual agents, as we
have in (5.4) when all the agents are independent. See Refs. [83, 85] for a discussion of nodes with
local and global knowledge of a quantum network in the context of routing.
Let us now briefly discuss cooperating agents in quantum decision processes more generally,
i.e., outside the quantum network context. Recall from Definition 3.1 that in general the agents of a
quantum decision process can be quantum systems. It is possible to extend the definition to include
multiple agents, which may or may not cooperate. Such an extension would constitute a quantum
generalization of stochastic games [233–235], which themselves are multi-agent generalizations
of (classical) Markov decision processes [236–239]. When the agents are described quantum
mechanically, there are different ways in which we can define the word “cooperate”. For example,
“cooperate” could mean that the agents start with some prior shared entanglement, and thereafter
communicate only classically. Another possibility is that the agents are allowed to communicate
quantum information to each other in addition to classical information. Exploring these possibilities
is an interesting avenue for future work and is of interest even outside the context of quantum
networks.
D.4 Reinforcement learning algorithms for optimal policies
We have mentioned that the backward recursion algorithm for finding an optimal policy for finite-
horizon quantum decision processes is exponentially slow in the horizon time; see Section 3.2.
One common solution to this is to use reinforcement learning algorithms, which are often more
efficient and can find optimal (generally sub-optimal) policies. Since the agents in the quantum
decision processes defined in Definitions 5.2, D.1, and D.7 are classical, it is possible to use standard
reinforcement learning algorithms directly to find optimal policies; see Ref. [109] for an introduction
to reinforcement learning algorithms.
Let us also point out that, in the backward recursion algorithm, we assume complete knowledge
of the environment, in the sense that the transition maps and other elements of the environment
are known to the agent. The problem of finding an optimal policy thus reduces essentially to a
dynamic programming problem, also sometimes called a planning problem. However, in general,
a reinforcement learning algorithm is based on the agent acting in the environment in real time,
without necessarily having prior knowledge of the environment. As such, the agent must first learn
about the environment (hence the “learning” in reinforcement learning), and reinforcement learning
algorithms typically involve an exploration stage in which the agent attempts to first learn about the
environment by employing different combinations of actions. The agent then uses its accumulated
knowledge of the environment to develop an optimal policy.
D.5 Quantum algorithms for decision processes and reinforcement learning
Instead of using standard (classical) reinforcement learning algorithms, as described in the previous
section, another possibility that has gained attention recently is to develop a quantum algorithm, i.e.,
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an algorithm that would run on a quantum computer, for finding an optimal policy. In this section,
we provide a brief review of work that has been done in this direction.
An initial proposal for solving (classical) partially observable Markov decision processes with a
quantum algorithm was made in Ref. [385]. Then, in Ref. [210], quantum algorithms analogous to
the well-known temporal difference (TD) learning and Q-learning (classical) reinforcement learning
algorithms were provided, which essentially make use of Grover’s algorithm as a way of searching
through the space of all possible actions of the agent in order to find the action sequence with the
highest reward. Similar ideas have been used in subsequent work to develop quantum algorithms
for reinforcement learning problems [211, 212, 215, 216, 386–388] (see also Refs. [213, 214] for
reviews). Finding an optimal policy for a given decision process can be thought of as special kind
of dynamic programming problem. Quantum algorithms for solving such problems have been
considered in Refs. [389, 390].
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