Abstract. An interior-point trust-region algorithm is proposed for minimization of general (perhaps, non-convex) quadratic objective function over the domain obtained as the intersection of a symmetric cone with an affine subspace. The algorithm uses a trust-region model to ensure descent on a suitable merit function. Convergence to first-order and second-order optimality conditions is proved. Numerical results are presented.
Introduction
In the last two decades, interior-point algorithms for convex programming have been developed quite well in both theory and practice. However, the non-convex programming is considerably more difficult, which makes interior-point algorithms for non-convex programming still quite an active research area. We mention here some of the recent works. For semi-definite relaxation, we refer Zhang(2000) , Ye and Zhang(2003) . For linesearchbased algorithms, we refer Absil and Tits(2005) , Bakry, Tapia, Tsuchiya and Zhang (1996) , Forgren and Gill(1998), Gay, Overton and Wright(1998),Tits, Waechter, Bakhtiari, Urban and Lawrence(2003), Vanderbei and Shanno(1999) and Waechter (2002) . By contrast, for trust-region type of interior-point algorithm, Ye(1992) developed an affine scaling algorithm for indefinite quadratic programming by solving sequential trust-region subproblem. Global first-order and second-order convergence results were proved, and later enhanced by Sun(1993) for convex case. The idea of affine-scaling can be traced back to Dikin(1967) . An affine-scaling potential-reduction interiorpoint trust-region algorithm was developed for the indefinite quadratic programming in the chapter 9 of Ye(1997) . This algorithm has recently been extended to minimize quadratic objective function over the domain obtained as the intersection of a symmetric cone with an affine subspace by Faybusovich and Lu(2004) . In this paper, we call this problem symmetric cone programming and develop an affine-scaling primal barrier interior-point trust -region algorithm to solve this problem. Since the class of symmetric cones contains the positive orthant in R n , the second-order cone and cone of positive semidefinite symmetric matrices, our approach will enable one to analyze a large class of optimization problems. In the trust-region literature, we want to mention Conn, for their work in primal barrier algorithm, please see chapter 13 of this book. Under their theoretical body, we bring the properties of ϑ − normal barrier and symmetric cone into our analysis. By doing so, we show that the primal barrier algorithm developed in Conn, can be extended to solve symmetric cone programming without losing any good properties! Moreover, the constraint(13.2.1) of the algorithm on page 499 and the constraint(13.3.1) of the algorithm on page 505 in Conn, can be removed in our case. And we can establish inequality (4.22) in the section 4 of this paper to explicitly estimate the convergence of the algorithm. This is quite rare since our analysis includes non-convex case! This paper is organized as follows. In section 2, we present some concepts and results about symmetric cone and ϑ−normal barrier in the theory of interior-point methods. In section 3, we formulate the first-order and second-order optimality conditions for our optimization problem. In section 4, we present and give convergence analysis of our interior-point trust-region algorithm. Except using the the properties of ϑ − normal barrier, the techniques of proof in Lemma 4.3-4.6 follow those presented in the chapter 13 of Conn, . In section 5, we apply the algorithm to solve large-scale trust-region subproblem. In section 6, we apply the algorithm to solve a class of quadratic programming and discuss some further implementation issues. Concluding remarks and recommendations are made in section 7.
Symmetric cone and ϑ-normal barrier
In this section we present some concepts and relevant results for the following sections.
The concept of ϑ − normal barrier was developed in Nesterov and Nemirovskii (1994) . Now it becomes the most useful tool in the analysis of all interior-point methods. It will also be very useful in our analysis. We assume that K is a convex cone in a finite-dimensional real vector space E. The following is the definition of ϑ − normal barrier. for all x ∈ K • and for all h ∈ E. Then F is called a ϑ − normal barrier for K and ϑ is called barrier parameter of F .
In principle, every convex cone admits a ϑ − normal barrier(see chapter 4 of Nesterov and Nemirovskii (1994) ). But in this paper we will always be concerned with a kind of convex cones called symmetric cone. As a regular convex cone K in a finite-dimensional real vector space E endowed with an inner product , we know the dual of K is defined as
Then the following is the definition of symmetric cone. We define Aut(K) be the set of automorphisms of the convex cone K, that is, AK = K for any A ∈ Aut(K). 
which is the direct sum of n copies of R ++ .
++ with ϑ = n The second-order cone. This is the cone defined by
The function
) is a ϑ − normal barrier for the second-order cone SOC with ϑ = 2.
The cone of positive semi-definite matrices. This is the cone of all positive semi-definite matrices
Let F (x) denote the Hessian of ϑ − normal barrier F (x). Since it is positive definite, for every
denote the open ball of radius r centered at y, where the radius is measured w.r.t.
x . This ball is called the Dikin ball. The following lemmas are very crucial for the analysis of our algorithm in next sections. For the proofs, see e.g. the chapter 2 of Renegar(2001).
This Lemma 2.1 tells us the ball measured w.r.t.
x with radius 1 is always contained in
This Lemma 2.2 shows us that at least locally, the quadratic approximation is very good for the ϑ − normal barrier F . Lemma 2.3. Let F be a ϑ − normal barrier for K, then:
This Lemma 2.3 will play a important role in our proof of Lemma 4.1 in the section 4.
This Lemma 2.4 is the special property for symmetric cone, which is one of the reasons why we focus on symmetric cone programming in this paper.
Optimality conditions
In this section, we formulate the first-order and second-order optimality conditions of our optimization problem.
We consider the following optimization problem
Here Q : E → E is a symmetric linear operator, c ∈ E. A : E → R m is a linear operator and b ∈ R m . K is a symmetric cone. We assume that our feasible set p = {x ∈ E|Ax = b, x ∈ K} is bounded and has relative interior. The following theorem is the first-order optimality condition for our optimization problem. For a proof, see e.g. Bonnans and Shapiro (2000) or Faybusovich and Lu(2004 Let x be a point in our feasible set p = {x ∈ E|Ax = b, x ∈ K}. Since p is a convex set, we know there must be a unique face x of p such that x is a relative interior point of x . We let Af f ( x ) be the affine space generated by x and V x be the vector space such that Af f ( x ) = V x + x. Now we are ready to formulate the second-order optimality condition. 
P roof . ∀d ∈ V x * , since x * is a relative interior of x * , we know x * + td ∈ x * for sufficiently small t > 0. Since x * is a locally minimal solution,
which implies that
The last inequality follows by the assumption that
. If x ∈ ∂K, things will become much more complicated. But fortunately, we can get some very helpful results in the case of symmetric cones.
as the positive orthant case, we want to claim V A = V . Fortunately, this is true. We will give a proof in the appendix.
The following theorem tells us it is hold for general symmetric cone. We will give a proof of this theorem in the appendix with the help of Jordan algebra techniques.
We want to mention that F (x * ) − 1 2 is well defined on the boundary of the cone since it is the quadratic representation of x * in Jordan algebra. This theorem immediately implies the following corollary, which is extremely important to prove that our algorithm generates a sequence of solutions that will satisfy the second-order optimality condition. 
4 Interior-point trust-region algorithm
In this section, we present our interior-point trust-region algorithm for problem (3.1)-(3.3). Convergence to first-order and second-order optimality conditions is proved.
We assume F (x) is the ϑ − normal barrier for the symmetric cone K and define the merit function as
We want to decrease the value of f η k (x) for every fixed η k in each inner iteration, and increase η k to positive infinity in outer iterations. From Lemma 2.1, for any
Therefore, we get
Now, it is obviously that for decreasing f η k (x), we solve the following ball-constrained problem 9) and using the transformation
the above problem (4.4)-(4.6) can be rewritten as
Instead of solving the (4.11)-(4.13) exactly, we only need to find an approximating solution d k,j such that it satisfies the following two inequalities.
and
where θ ∈ (0,
is the projection of c k,j onto the null space of A k,j , and λ k,j is the least eigenvalue of (N k,j ) * Q k,j N k,j , N k,j being an orthonormal basis spanning the null space of A k,j . we can see that inequality (4.15) makes sense only when λ k,j < 0. The two conditions (4.14) and (4.15) are common in trust-region methods. The inequality (4.14) can be obtained at the Cauchy point and inequality (4.15) can be obtained when the negative curvature is exploited. Projected conjugate-gradient/Lanczoslike methods are able to produce such a step at a reasonable cost(see Gould, Lucidi, Roma and Toint(1999)).
Once d k,j is computed, we obtain the trial step 16) and define the predicted reduction in the merit function (4.1) by
The feasible set is denoted by p = {x ∈ E|Ax = b, x ∈ K}. Now we are ready to give our path following algorithm.
Algorithm 4.1. (An Interior-Point Trust Region Algorithm)
Step 0 Initialization. An initial point x 0,0 ∈ ri{ p }, an initial trustregion radius α 0,0 ∈ (0, 1) and an initial parameter η 0 > 0 are given. The constants η 1 , η 2 , γ 1 and γ 2 are also given and satisfy 0 < η 1 ≤ η 2 < 1 and 0 < γ 1 ≤ γ 2 < 1. Two tolerance numbers 1 , 2 ∈ (0, 1) are given. Set k = 0 and j = 0.
Step Step 3 Acceptance of the trial point.
, and go to Step 4; otherwise compute the ratio
Step 4 Trust-region radius update.
Increase j by 1 and go to Step 1.
Step 5 Update parameter η. Choose η k+1 > η k in such a way as to ensure that η k → +∞, when k → +∞. Increase k by 1 and go to step 1.
Just like the usual notation in trust-region literature, if ρ k,j ≥ η 2 , we call this iteration very successful; if ρ k,j ≥ η 1 , we call this iteration successful; if ρ k,j < η 1 , we call this iteration failure. The next lemma shows that η k p k,j < 1 < 1 will guarantee that the limit point of the sequences our algorithm generates will satisfy first-order optimality condition. Because p k,j is the projection of c k,j onto the null space of A k,j , there exists a vector y ∈ R m such that
Lemma 4.1. Let p k,j be given by (4.20) and
Therefore, the above relation and our assumption η k p k,j < 1 imply that
Here the last equality follows from Lemma 2.3. Then from Lemma 2.1, we know that
. Consequently we have that
The last two equalities follow from Lemma 2.3. This estimate of convergence is very rare in the non-convex programming. We are able to obtain such a good result due to our exploitation of the special properties of ϑ − normal barrier. From this estimate, we can see that the barrier parameter ϑ determines the complexity of our problem, which coincide with its role in the interior-point algorithm for convex programming.
For the rest part of this section, we will show the stop rule of inner algorithm can be satisfied in finitely many iterations. First, the following two lemmas are indispensable for our further analysis.
For the positive orthant case, F (x)
is obviously true for these two cases. For the general symmetric cone, it is still true from the Jordan algebra view. We will give an explanation in the appendix. Part (b) follows immediately form part (a) and our assumption that p is bounded. 26) then the iteration {k, j} is very successful and α k,j+1 ≥ α k,j .
P roof . Let C = 1 + C 2 Q , here C is defined as in Lemmma 4.2. It follows from the definition of β k,j and the last lemma that
C , the inequality (4.14) becomes
It follows from inequalities (4.3) and (4.28) that
consequently the iteration is very successful and
holds for all j.
P roof . It is easy to see that (4.30) holds for j = 0 as α k,0 > . Assume that j is the first integer such that α k,j+1 ≤ min{
From the above inequality and the last lemma, we have that α k,j+1 ≥ α k,j , which contradicts to the assumption that α k,j+1 is the first trust region radius violating (4.30). The contradiction shows that the lemma is true.
Now we are ready to prove that the first part of the stop rule, that is, η k p k,j < 1 , can be satisfied in finitely many iterations. 
The mechanism of the algorithm ensures that x * = x k,j 0 = x k,j for all j > j 0 , where {k, j 0 } is the index of the last successful iterate. Since all iterations are unsuccessful for sufficiently large j, we know α k,j will converge to zero. If p(x * ) = p k,j 0 > 0, Lemma 4.4 implies that α k,j will be bounded from zero. This contradiction means that p k,j 0 has to be zero. (b) For the purpose of deriving contradiction, we assume for all j, η k p k,j ≥ for some > 0. From Lemma 4.4 we know that α k,j ≥ min{
We consider all successful iterations {k, j}, then
here the last inequality follows by inequality (4.14). From the above analysis,
here σ is some positive constant number that is independent of j. If we have infinitely many successful iterations, the difference between f η k (x k,0 ) and f η k (x k,j ) will be unbounded when j → +∞. This contradicts to the assumption that f η k (x) is bounded below on the feasible set. Therefore, we conclude that lim inf j→∞ η k p k,j = 0. (c)For the purpose of deriving a contradiction, assume there is a subsequence of successful iterations {x k,j i } such that η k p k,j i ≥ 2 , for some > 0 and for all {j i }. Our part (b) ensures the existence for each {j i } of a first suc-
here S means the successful iterations. For j ∈ κ, from inequality (4.33) we have
Since the sequence f η k (x k,j ) is monotonically decreasing and bounded below, it is convergent. Therefore, the left side of (4.33) must tend to zero when j tend to infinity. This gives that lim j→∞,j∈κ α k,j = 0. As a consequence, the second term dominates in the minimum of (4.33) and we obtain that for j ∈ κ sufficiently large,
We then deduce from this bound that, for i sufficiently large,
Here the third inequality follows by Lemma 4.2 part (b), the fourth inequality follows by inequality (4.35). Again, since the sequence f η k (x k,j ) is monotonically decreasing for j and bounded below, it is convergent. Consequently,
to zero when i → +∞. We therefore obtain that x k,j i − x k,l i tends to zero when i → +∞. Without loss of generality, we can assume x * be the common limit point of sequences {x k,
. Since the sequences of our algorithm make the value of f η k (x) decrease, the limit point x * must be in the interior of the feasible set p . We know
From Lemma 4.2 part (a), we know that c k,j is continuous for x. Since p k,j is the projection of c k,j over the null space of A k,j , p k,j is also continuous for x. Therefore, the right side of inequality (4.37) will converge to zero when i tends to infinity. But on the other hand, we know
Therefore, we get a contradiction, which means our initial assumption that η k p k,j does not converge to zero cannot be true. This completes our proof. Now we will prove that, the second part of the stop rule η k λ k,j > − 2 , can also be satisfied in finitely many iterations. P roof . For the purpose of deriving a contradiction, we assume that for all j, λ k,j ≤ λ * , for some λ * < 0. From inequality (4.15) we know that
From this inequality, there exists a constant
, which means this iteration is very successful and α k,j+1 ≥ α k,j . Now we assume {k, j 0 } is the first iteration such that α k,j 0 ≤ δ 1 , then from our above analysis, we know that
whenever {k, j} is successful. If there are infinitely many successful iterations after {k, j 0 }, then it contradicts that f η k (x) is bounded from below. If there are finitely many successful iterations, the mechanism of our algorithm ensures that α k,j converges to zero. But it again contradicts to α k,j ≥ min{γ 1 δ 1 , α k,j 0 } := δ 2 for all j ≥ j 0 . Hence our original assumption that ∃λ * < 0 such that for all j, λ k,j ≤ λ * can not be true. We complete the proof of this theorem.
From Lemma 4.5 part (c) and Lemma 4.6, it is obviously that the stop rule of our inner algorithm can be satisfied in finite many iterations.
Theorem 4.1. For every fixed η k , the step 1 to step 4 can be terminated in finitely many iterations.
Finally we can derive that the limit point of the sequences our algorithm generates will satisfy both first-order and second-order optimality conditions. P roof . We assume that s k+1,0 is defined from equality (4.21). From Lemma 4.1, we know
must satisfy the first-order optimality condition. Moreover, we know that
Therefore, while k → ∞, λ k+1,0 → 0, which means that
is positive semi-definite on the vector space {x|AF (x * ) − 1 2 x = 0, x ∈ E}. From corollary 3.1, we know x * satisfies second-order optimality condition.
Solve large-scale trust-region subproblem
In this section, we show how to apply our algorithm to solve trust-region subproblem exactly and approximately. Numerical results are presented.
Consider the following standard form of trust-region subproblem
here is the 2 -norm. By introducing a new extra variable x n+1 , we can transform this problem to the following nonlinear second-order cone programming
Obviously, this is a special symmetric cone programming with A = (0 · · · 0, 1) and
i ≤ x 2 n+1 and x n+1 ≥ 0}. With this observation, we can apply algorithm 4.1 to solve problem (5.3) − (5.5). The question is how to solve the sequences of problem (4.11)−(4.13). Since we are only interested in solving large-scale problems, this motivates us to choose the methods that only rely on matrix-vector product. The first method in this class is the Steihaug-Toint truncated conjugate gradient method, which is due to Toint(1981) and Steihaug(1983) . And the adaptation to handle additional affine constraint can be found in Gould, Hribar and Nocedal(2001). Here, we give the version of the algorithm for solving problem (4.11)−(4.13).
Algorithm 5.1. (The Steihaug-Toint method with affine constraint)
Step 0 Initialization.
For fixed {k, j} in (4.11)-(4.13), let
d 0 = 0, g 0 = c k,j , v 0 = P A k,j c k,j and p 0 = −v 0 . For h = 0, 1, .
. . until converge, perform the iteration:
Step 1 Check the negative curvature.
and stop. End if
Step 2 Check the boundary constraints.
Step 3 Perform the conjugate-gradient step.
here P A k,j means the projection onto the null space of A k,j . There are several advantages of this algorithm.
(1) It only requires matrix-vector product. This Steihaug-Toint method is basically unconcerned with the trustregion until it blunders into its boundary and stops. This is rather unfortunate, particularly, as considerable experience has shown that this frequently happens during the first few iterations when the negative curvature is present, which makes the algorithm has the following drawbacks. Can we fix these drawbacks of algorithm 5.1 while saving its advantages? The answer is yes. After transforming problem (5.1) − (5.2) to problem (5.3) − (5.5), we apply algorithm 4.1 to solve it. In each step we use Steihaug-Toint conjugate-gradient method to solve problem (4.11) − (4.13). Since we basically repeat using algorithm 5.1 in each step, we can save all the advantages of algorithm 5.1 as long as the number of steps is not big. You are about to see that the number of steps is very reasonable from the numerical results presented in the late of this section. What can we get by doing this? We can get at least a first-order critical point of problem (5.3) − (5.5). This will give an optimal solution of problem (5.1) − (5.2) if Q is convex. Thus we can fix the drawback (a). Algorithm 5.1 sometimes can not give us a good approximate solution because it hits the boundary too early. By adding a ϑ−norm barrier to the quadratic-model, it won't meet the boundary too soon. This idea will give us a much better approximate solution, which will be verified by the extensive numerical results in the late of this section. Therefore, we can fix the drawback (b). We know that algorithm 5.1 can not handle the hard case. If c = 0 and Q is indefinite, the method will terminate at d = 0 with no decrease in the model. This will not happen in our new frame. For algorithm 4.1, a first-order critical point is always ensured even if we are in the hard case. Therefore, we can fix drawback (c). Moreover, algorithm 4.1 can be improved to find optimal solution of problem (5.1)-(5.2) for all the cases (including the noncovex case and potential hard case)!!! We first need the following lemma, which is wellknown in trust-region literature. The following algorithm can fix the drawback (d).
Algorithm 5.2. (An algorithm for optimal solution)
Step 0 Make Q convex. Find s, the smallest eigenvalue of Q and v, its corresponding eigenvector. if s < 0, set Q = Q − sI, end if.
Step 1 5.2). Therefore, we have fixed all the drawbacks of Steihaug-Toint method while our algorithms mainly rely on conjugate gradient method. For finding optimal solution of the problem whnen it is nonconvex, we need compute the least eigenvalue. However, those eigenvalue-based algorithms like Sorensen(1997), Rojas, Santos and Sorensen(2000) and Rendl and Wolkowicz(1997) need compute sequences of least eigenvalues, we only need compute the least eigenvalue once for all! As pointed out to us by a referee, Gertz and Gill(2005) independently applied a truncated conjugate-gradient algoirthm to a shifted quadratic function to solve the trust region subproblem.
We need mention two implementation techniques when we apply algorithm 5.1 to solve (4.11) − (4.13) in each step of inner iteration.
We can see that the dominant computation in this algorithm is the product of the matrix Q k,j with a vector. In practice, we do not formate Q k,j explicitly because it is expensive and destroys the sparse structure of Q. 
have the following explicit forms.
here y = (x 1 . . . x n ) T . For more details about second-order cone and its barrier, see e.g. Alizadeh and Goldfarb (2000) or Faybusovich and Tsuchiya(2003) .
The first technique is that we do not have to formulate F (x) The second technique is about the projection P A k,j . This is extremely easy in this case. For any vector u ∈ R n+1 ,
The only thing left is to compute the product of F (x k,j )
with a vector, which has been taken care by O(n) arithmetic operations.
By the above two techniques, each step of our algorithm takes barely more extra work than Steihaug-Toint truncated conjugate gradient method.
When applying algorithm 4.1, we change the stop rule of inner iteration to make the algorithm more efficient. We remind that there are two conditions of our stop rule. a)η k p k,j < 1 and b)η k λ k,j > − 2 for some in the second-order cone. Then, we stop the inner iteration as soon as we find x k,j such that x k,j , s k,j ≤ η k for some constant . Lemma 4.1 suggests that = √ ϑ + ϑ is a good choice. Here ϑ = 2 for second-order cone. From our practical experiences, it works very well in the convex case. In the nonconvex case, it seems that a few more steps after this condition is satisfied will make the convergence faster in the next inner iteration. The algorithm is halted as soon as x k,j is found such that x k,j , s k,j ≤ 10 −4 . In algorithm 4.1, η 1 = 0.05 and η 2 = 0.9 are used and the trust-region is updated according to the usual rule.
The initial value of parameter η is ∆ c and is updated by η k+1 = 10η k . In each step, the Steihaug-Toint conjugate-gradient method (algorithm 5.1) is stopped as soon as g h ≤ 10
The algorithms are tested in Matlab 7.0 on a linux system. We run our experiments on a gateway computer with a Pentium IV 3.2G processor and 1G RAM. We compare our results with a software called "newtrust4b" based on Rendel and Wolkowicz(1997). We choose"newtrust4b" because it is one of the best softwares for finding the optimal solution of trustregion subproblem and because it is also implemented by Matlab code. For the test problems, Q and c are randomly generated with entries uniformly distributed on (0,1). We set the trust-region radius ∆ = 1. For different radiuses, the computation time and total number of steps may vary, but they vary reasonably. In the following tables, n is the dimension of problem. d is the density of Q, that is, Q has d * n 2 nonzero entries. The data in those columns under the algorithms' names is the computational time by seconds. And its is the number of steps of our algorithm. We first test some convex problems. Since they are convex, algorithm 4.1 gives us optimal solution. These test problems include the cases that the optimal solution is in the interior or on the boundary of the trust-region, Q is positive definite or positive semi-definite. We can see that our algorithm 4.1 outperforms newtrust4b in the convex case. The success of algorithm 4.1 for convex case is a good basis for algorithm 5.2. When the problem is nonconvex and we still want the optimal solution, we use algorithm 5.2. The following are two groups of results. From these two groups of results, we can see that our algorithm 5.2 is competitive with newtrust4b in both sparse and dense cases. Moreover, the number of steps of our algorithm is independent of the dimension of the problems. Our experience tells us that computational time of least eigenvalue becomes dominant when the problems get large. In this paper, we have reduced this part to the minimum level (we only need compute the least eigenvalue once for all).
How does the algorithm 4.1 perform on finding an approximate solution for nonconvex problems? Table 4 gives some results. The number of steps is very reasonable and independent of the dimension of problems, which makes the computational time attractive. Another good part is that it usually converges to an optimal solution though this is not ensured. But we have to say that the performance of algorithm 4.1 on finding an approximate solution for nonconvex problems is not as stable as its performance on finding exact solution for convex problems. This is reflected by the fact that the number of steps for convergence is sensitive to the inner iteration stope rule. To make the algorithm 4.1 efficient for the nonconvex programs, we have to run a few more steps after the condition
is satisfied. Here, we terminate the inner iteration after five more steps or when the reduction of the function f η k (x) is less than some small value. This inner stop rule is efficient for a large number of test problems, but we can still find some problems such that the stop rule of inner iteration is inefficient for them (we mean that the number of steps can reach over one hundred and the computational time can be as much as the computational time of algorithm 5.2). On the positive side, the convergence of inner iteration slows down only when η k gets large and our solution is close to optimal solution. Even if we terminate the algorithm when the convergence slows down, we can still get a very good approximate solution. From our extensive numerical experiences, our approximate solution can always give at least 80% of optimal reduction, which normally cannot be attained by the Steihaug-Toint conjugate-gradient method. Therefore, we have achieved our goal of improving the solution quality of Steihaug-Toint method while keeping its computational advantages.
In summary, techniques developed in this section give us two algorithms for solving trust-region subproblem. Algorithm 5.2 gives us optimal solution in both convex and non-convex cases. Algorithm 4.1 gives us a good approximate solution for non-convex problems and an optimal solution for convex problems.
Further numerical results and implementation issues
In this section, we mention some implementation issues that we will need handle for solving general symmetric cone programming. We also present some numerical results of solving a class of quadratic programming.
To solve the general symmetric cone programming. We have to handle three basic implementation issues. The first issue is to find a starting point in our feasible set. This feasible set has been well studied in the interior-point algorithms literature. We can use the same technique to find a feasible starting point for our problem. The second issue is to handle the equality constraint. This requires us either to solve the normal equations or to project iterates onto the null space of A k,j . This is a common problem in interior-point algorithm literature. Gould, Hribar and Nocedal (2000) is also a good reference for handling this issue. The third issue is about preconditioning. We recall that
When we are getting close to the optimal solution, η k is getting large, and consequently the right part 1 η k I is about to disappear. At the same time, the iterate x k,j is getting close to the boundary. Therefore, F (x k,j ) − 1 2 becomes nearly singular, which can make the condition number of Q k,j become large. As we know, the convergence behavior of conjugate gradient method is strongly dependent on the conditioning of Q k,j . Therefore, the appropriate preconditioning technique is necessary to make the algorithm efficient.
We do not handle these implementation issues here since this paper has already contained a lot of stuff. However, To see how our algorithm performs on solving problems other than the trust-region subproblem, we present some numerical results for a class of quadratic programming, which is minimization of a strictly convex quadratic objective function over the positive orthant. This problem is bounded from below. We use the vector e with every entry 1 as our starting point. Q is randomly generated with entries uniformly distributed on (0,1). We make it convex by letting Q = Q+(−s+1)I if s, the least eigenvalue of Q, is negative. c is randomly generated with entries uniformly distributed on (-1,0). In this way, the problem will have nontrivial solution. In each step, the conjugate gradient method is stopped if the iterate hits the boundary or g h ≤ 10 −2 g 0 . The inner iteration is stopped when we find x k,j such that s k,j = Qx k,j + c belongs to positive orthant and
. The algorithm is halted as soon as x k,j is found such that x k,j , s k,j ≤ 10 −4 . All other implementation techniques is similar to those we discussed in section 5. The following is a group of results. The number of steps is independent of the dimension of problems. The computational time is approximately proportional to O(n 9 4 ), which is better than the usual O(n 3 ). These two features make our algorithm especially valuable to large-scale problems. We should mention one practical observation here. The computational time of reducing x k,j , s k,j from 10 −3 to 10 −4 is even more than the computational time of reducing it from the starting value to 10 −3 . This is caused by the fact that the convergence of conjugate gradient algorithm considerably slows down when the iterate is close to optimal solution and consequently the boundary, which agrees our theoretical analysis above.
The performance of our algorithm in section proves again that it is practical and promising for large-scale problems.
Concluding remarks
In this paper, we have showed that combining the techniques developed in trust-region literature (especially Conn, Gould and Toint (2000)) with those techniques in interior-point algorithms literature can be very powerful both in theoretical analysis and practical implementation. For further research in this area, we refer Lu and Yuan (2005) for more complexity analysis of interior-point trust-region algorithm for convex programming. And in practical side, the algorithm's performance on solving problems in this paper shows that it is promising for large-scale problems. Since a large class of optimization problems belong to symmetric cone programming, it worths investigating to implement this algorithm to solve them.
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9 Appendix.
In this appendix, we describe the face V A for semi-definite case. We will use Jordan algebra technique to prove Theorem 3.3 and give an explanation why Lemma 4.2 holds for general symmetric cone.
If
In section 3, we have claimed that V A = V . Now we give a proof. P roof. First, we need to characterize V A . Since A is a semi-definite matrix, we can find an orthogonal matrix U , such that Before we prove Theorem 3.3, we introduce some notation of Jordan algebra. Since every symmetric cone K can be realized as a cone of squares in an appropriated Euclidean algebra (see Faraut and Koranyi(1994) for detail), we can use Jordan algebra technique to prove Theorem 3.3.
Let V be an Euclidean Jordan algebra and Ω be a cone of invertible squares in V. We define x, y = tr(x • y) as the canonical scalar product in V. Let F (x) = − log det(x), x ∈ Ω. Then F (x) = P (x) −1 , here F (x) is the Hession of F evaluated at x ∈ Ω with respect to the canonical scalar product , . P (x) is the quadratic representation of x. We assume rank(V ) = r. When x is on the boundary ∂Ω of Ω, rank(x) = j < r.
In the following, we fix a Jordan frame c 1 , · · · , c r and denote e j = c 1 + · · · + c j , V (j) = V (e j , 1). We denote by Ω j the symmetric cone associated with the subspace V (j) , i.e. the interior relative to V (j) . Then Ω j ⊂ ∂Ω. The following lemma characterizes the boundary of symmetric cone. For a proof, see Proposition IV.3.1 in Faraut and Koranyi(1994). c) the rank of P (x) is equal to the dimension of V (j) .
Now, we assume x * ∈ Ω and rank(x * ) = j. From Lemma 8.1, we know that x * ∈ kΩ j for some k in K. It can be verified that V x * = kV (j) . Now we are ready to prove Theorem 3.3.
Proof of Theorem 3.3.
From the above analysis, we only need to prove P (x * ) 1 2 V = kV (j) , Since P (x * ) is a positive semi-definite linear operator, P (x * ) 1 2 V = P (x * )V . Therefore we only need to prove P (x * )V = kV (j) . Then P (x * ) = p(kP (a)e j ) = kP (P (a)e j )k * = kP (a)P (e j )P (a)k * , here the second equality follows by Proposition III.5.2 in Faraut and Koranyi(1994) and the last equality follows by Proposition II.3.3 in Faraut and Koranyi(1994) . Since P (e j ) is the orthogonal projection onto V (j) and P (a) maps V (j) onto V (j) , it is easy to see that P (x * )V ⊂ kV (j) . Since from part c) of Lemma 8.1, we know rank(P (x * )) = rank(V (j) ) = rank(kV (j) ), we conclude that P (x * )V = kV (j) . We complete the proof. 
