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For a wide class of rings R that contains all local and semilocal rings,
we consider the group SLVK (R) of all matrices over R of the form(
a b
0 c
)
, in which a is a finite matrix with determinant 1 and c is an
upper triangular infinite matrix with the main diagonal (1, 1, . . .).
We describe all subgroups of SLVK (R) that contain all its upper tri-
angular matrices and study their properties.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let R be an associative ring with identity 1. We denote by SL(n, R) the group of n× nmatrices over
R generated by all elementary transvections (i.e., n × n matrices that differ from the identity matrix
only in one nondiagonal entry). If R is a semilocal commutative ring, then SL(n, R) coincides with the
group of all n × nmatrices with determinant 1 (see [2]).
We denote by SLVK(R) the group of all matrices of the form
g =
⎛⎝ g1 g3
0 g2
⎞⎠ , (1)
where g1 is a matrix from SL(n, R) for some n ∈ N, g2 is an upper triangular infinite N × N matrix
with diagonal (1, 1, . . .), and g3 is an arbitrary matrix of proper size. All upper triangular matrices
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in SLVK(R) form a subgroup denoted by TS(∞, R). Thus, the elements of TS(∞, R) have the form (1),
where g1 is an upper triangular matrix such that the product of all their diagonal entries is equal to 1.
The main purpose of this paper is to describe all subgroups H of SLVK(R) containing TS(∞, R), i.e.
SLVK(R) ⊇ H ⊇ TS(∞, R). (2)
Each subgroup H satisfying (2) is called parabolic. In our description we use the notions of T-nets and
net subgroups.
A system σ = (σij) (i, j ∈ N) of two sided ideals σij of R is called T-net if
σir · σrj ⊆ σij for all i, j, r ∈ N and σij = R for i  j. (3)
If every index belongs to the set I = {1, 2, . . . , n}, then σ is called a finite dimensional net. If σ, τ are
T-nets, then the system σ ∩ τ = (σij ∩ τij) is a T-net as well. The relation ‘σ  τ ’ means ‘σij ⊆ τij for
all i, j’ and defines a partial order on the set of all T-nets with maximal and minimal T-nets:
σmax =
⎛⎜⎜⎜⎜⎜⎜⎝
R R R · · ·
R R R · · ·
R R R · · ·
...
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ , σmin =
⎛⎜⎜⎜⎜⎜⎜⎝
R R R · · ·
0 R R · · ·
0 0 R · · ·
...
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ .
We denote by (σ) the maximal subgroup of SLVK(R) of matrices g = (gij) such that gij ∈ σij for
all i, j ∈ N. We call (σ) a net subgroup corresponding to T-net σ . Clearly, (σmax) = SLVK(R) and
(σmin) = TS(∞, R).
It is known, that linear equations have particularly transparent solutions when the matrix of coef-
ficients is either a triangular matrix or a product of triangular matrices. The triangular factorization of
invertible matrices over a ring R is linked with the following definition. We say that R has stable range
one if aR + bR = R with a, b ∈ R implies that there exists some y ∈ R such that a + by is invertible.
The class of rings having stable range one include local rings, semilocal rings, unit-regular rings and
exchange rings with artinian primitive factors [15]. It is proved in [6] (see also [11,12,15,16]) that R
has stable range one if and only if for any invertible n × nmatrix g over Rwe have
g =
⎛⎜⎜⎜⎜⎜⎜⎝
∗
∗ ∗
...
...
. . .
∗ ∗ · · · ∗
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1 ∗ · · · ∗
1 · · · ∗
. . .
...
1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1
∗ 1
...
...
. . .
∗ ∗ · · · 1
⎞⎟⎟⎟⎟⎟⎠ .
In Lemma 2.1 belowwe give a more suitable factorization called Gauss’ decomposition. We use it in the
proof of our main theorem.
Theorem 1.1. Let R be a ring of stable range one, in which 1 is a sum of two invertible elements. If H is a
parabolic subgroup of SLVK(R) then H = (σ) for some uniquely determined T-net σ .
Using Theorem 1.1 we can prove ‘standard properties’ (see Section 2 in [5]) of parabolic subgroups
of SLVK(R).
Theorem 1.2. If R has stable range one and 1 is a sum of two invertible elements, then:
(i) If P1, P2 are two parabolic subgroups of SLVK(R) and gP1g
−1 ⊂ P2 for some g ∈ SLVK(R), then
g ∈ P2 and P1 ⊂ P2.
(ii) Two distinct parabolic subgroups of SLVK(R) are not conjugate.
(iii) Every parabolic subgroup of SLVK(R) coincides with its own normalizer.
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Moreover, if we denote by Sym(∞) the regularmatrix representation of all permutations ofNwith
finite support, then the following holds.
Theorem 1.3 (Bruhat Decomposition). For any field K,
SLVK(K) = TS(∞, K) · Sym(∞) · TS(∞, K).
We recall that the Vershik–Kerov group consists of all invertible infinite matrices with only finitely
many number of nonzero entries below the principal diagonal (see [18,9]). It is clear that SLVK(R)
contains the commutator subgroup of Vershik–Kerov group. Our investigations were inspired by the
problem posed by V. Sushchanskii at the conference “Groups and Their Actions", Bedlewo, 2010.
Problem. Does SLVK(R) coincide with the commutator subgroup of the Vershik–Kerov group?
The solution of this problem for infinite fields is given in [8], but for finite fields it is still open.
Other subgroups of Vershik–Kerov group were studied in [13]. We note that there is not known any
reasonable generating set for SLVK(R) suitable for calculations.
2. Proofs of main results
We denote by e the infinite identity matrix, by eij the unit matrix that has 1 as the (i, j)th entry
and zeros elsewhere. By tij(ζ )we denote the elementary transvection e+ ζ eij , where ζ ∈ R, i, j ∈ N.
Further for an invertible θ we define di(θ) = e + (θ − 1)eii, di,j(θ) = e + (θ − 1)eii + (θ−1 − 1)ejj .
Recall that [x, y] = xyx−1y−1. We use the following known identities
drp(γ )trs(β)dpr(γ ) = trs(γβ), dps(γ )trs(β)dsp(γ ) = trs(βγ )
which hold for every β ∈ R, γ ∈ R..
For a fixed n ∈ N we denote by SL(n,∞, R) the group of all matrices of the form (1) where g1 is
a matrix from SL(n, R), g2 is an upper triangular infinite matrix with diagonal (1, 1, . . .) and g3 is an
arbitrary matrix of proper dimension. It is clear that SLVK(R) = ⋃n>0 SL(n,∞, R).
If the ring R has stable range one (see [2]) then every n× n invertible matrix g can be decomposed
in the following way (this is called Gauss’ decomposition) g = u · v · d · w, where u,w are upper
unitriangular, v is lower unitriangular and d diagonal (see [15,16] for more details and [3] for a simple
proof of this fact for semilocal rings). Clearly, Gauss’ decomposition immediately implies a similar
factorization of affine group.
Lemma 2.1. Let R has stable range one. For every matrix g˜ ∈ SL(n + 1, R) such that g˜n+1,n+1 = 1 and
g˜n+1,i = 0 for all 1  i  n, there exist upper unitriangular matrices u˜, w˜, a lower unitriangular v˜ and a
diagonal d˜ such that g˜ = u˜ · v˜ · d˜ · w˜ and v˜n+1,i = 0 for all 1  i  n.
Proof. Let g˜ ∈ SL(n + 1, R) be of the form(
g c
0 1
)
,
whereg ∈ SL(n, R). FromGauss’decompositionwehaveg = uvdw,whereu,w areupperunitriangular,
v is lower unitriangular and d is diagonal. Since g ∈ SL(n, R), we have d∈ SL(n, R). Then matrices
u˜ =
(
u 0
0 1
)
, v˜ =
(
v 0
0 1
)
, d˜ =
⎛⎝ d 0
0 1
⎞⎠ , w˜ =
⎛⎝w d−1v−1u−1c
0 1
⎞⎠
give the required decomposition.
Now we prove our main results.
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ProofofTheorem1.1. Assumethatθ, 1−θ ∈ R.. LetH bea subgroupof SLVK(R) containingTS(∞, R).
We define the nets σ = (σij), σ(m) = (σij(m)), by
σij =
⎧⎨⎩ {α ∈ R : tij(α) ∈ H} if i > j,R if i  j;
σij(m) =
⎧⎨⎩ 0 if i > max{m, j},σij otherwise.
We put H(m) = H ∩ SL(m,∞, R). It is clear that H = ⋃m H(m) and (σ) = ⋃m (σ(m)). If g ∈ H,
then g ∈ H(n) for some n ∈ N and
g =
⎛⎝ g1 g3
0 g2
⎞⎠ ,
where g1 ∈ SL(n, R) and g2 is upper triangular infinite matrix with diagonal (1, 1, . . .). We define
g˜ ∈ SL(n + 1, R) as follows:
g˜ =
⎛⎝ g1 h
0 1
⎞⎠ ,
where h is the first column of g3. From Lemma 2.1 we have the decomposition g˜ = u˜ · v˜ · d˜ · w˜. Since
σij = R for i  j, it suffices to show that if v˜ ∈ H(n + 1), then tij(vij) = tij (˜vij) ∈ H(n + 1).
Thematrix v˜ is equal to
∏n
k=2 vk , where vk =
∏k−1
l=1 tkl(vkl). Let j < n. From the fact that dn,n+1(θ) ∈
SL(n+1, R), it follows that the commutatorofdn,n+1(θ)and v˜will bealso inH(n+1). The resultingma-
trix equals to v̂ = ∏nl=1 tnl((θ − 1)vnl). Now, for arbitrary 1  j  n, the commutator [dj,n+1(θ−1), v̂]
must be in H(n + 1), so that
tnj (̂vnj(θ − 1)) = tnj((θ − 1)vnj(θ − 1))
also lies in H(n + 1) for all j < n.
Thus,
dnp((θ − 1)−1) · tnj((θ − 1)vnj(θ − 1)) · dpn((θ − 1)−1) = tnj(vnj(θ − 1)),
drj((θ − 1)−1) · tnj(vnj(θ − 1)) · djr((θ − 1)−1) = tnj(vnj)
are again in the same subgroup H(n+ 1). From this we conclude that tnj(vnj) lies in H(n+ 1) for all j.
Now multiplying v˜ from the right by
∏n−1
j=0 tn,n−j(−vn,n−j) we obtain
∏n−1
k=2 vk ∈ H(n + 1) and
repeating the above procedure with dn,n+1(θ) replaced by di,n+1(θ) for i = n − 1, n − 2 . . . , 2, we
can conclude that:
tij(vij) ∈ H(n + 1) for all 1  j < i  n.
This shows that if v˜ ∈ H(n+1), then tij(vij) ∈ H(n+1). This implies that tij(gij) ∈ H(n + 1). Since
σ is a net of ideals, we conclude that if g ∈ H(n + 1), then gij ∈ σij and H(n + 1) = (σ(n + 1)).
Thus, we have shown that H = (σ).
Proof of Theorem 1.2. (i). Suppose that g(σ)g−1 ⊂ (σ ′). There existsm ∈ N such that
g =
⎛⎝ g1 g3
0 g2
⎞⎠ ∈ (σ(m))
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and ⎛⎜⎝ g1 g3
0 g2
⎞⎟⎠(σ)
⎛⎜⎝ g−11 −g−11 g3g−12
0 g
−1
2
⎞⎟⎠ ⊂ (σ ′).
It follows that the inclusion g˜1(σ̂ (m + 1))˜g−11 ⊂ (σ̂ ′(m + 1)) holds in the group SL(m + 1, R),
where
g˜1 =
⎛⎜⎝ g1 h
0 1
⎞⎟⎠ .
We prove that the matrix g˜1 is in (σ˜ ′(m + 1)), which imply that g ∈ (σ ′(m)). We use notation
and arguments similar to those given in the preceding proof. From Lemma 2.1 we know that g˜1 can be
written in the form u˜ · v˜ · d˜ · w˜. It suffices to show that v˜ ∈ (σ ′(m+1)). As in the proof of Theorem 1.1
we proceed by induction. Assume that for some r, 2  r  m, we have proved that v˜ ∈ (σ ′(m+ 1))
for all 2  k < r. Taking z = ∏ml=r vl we get the inclusion z(σ(m + 1))z−1 ⊂ (σ ′(m + 1)). The
commutator [ds,r(θ), [dr−1,r(θ), z]] is in(σ ′(m+1)) and thus in particular zrs = (θ −1)vrs(θ −1)
is in σ ′rs. From this we obtain that vrs ∈ σ ′rs and vr ∈ (σ ′).
Obviously (i) immediately implies (ii) and (iii).
Proof of Theorem 1.3. For any field K we have
SL(m, K) = TS(m, K) · Sym(m) · TS(m, K),
where Sym(m) is the regular matrix representation of the symmetric group on m elements and
TS(m, K) is the group ofm×m upper triangular matrices with determinant 1 (see [14,17,1]). It means
that
SL(m,∞, K) = TS(∞, K) · Sym(m) · TS(∞, K)
and since Sym(∞) is a direct limit of Sym(m) under natural embeddings, the Theorem 1.3
follows.
3. Remarks
(1) The group SLVK(R) contains known examples of simple groups of infinite matrices [7] and
Lashinger’s SL–groups [10], which have applications in the theory of quadratic forms. The
Vershik–Kerov group plays a significant role in asymptotic representation theory of finite di-
mensional linear groups GL(n, R) (see [18]).
(2) In general linear group GL(n, K) over a field K , the ‘parabolic subgroups’ (i.e. containing the
group of all upper triangular matrices T(n, K)) are ‘staircase groups’ (see [1], p. 53 and [5] for
more general result in the context of groups with BN-pair). In [9] this result was extended to
parabolic subgroups of Vershik–Kerov group bymeans of net subgroups, whichwere introduced
in finite dimensional case by Borevich [3].
(3) We note that in a semilocal ring R the identity element 1 is a sum of two invertible elements if
and only if every summand in the decomposition of the factor ring of R modulo the Jacobson
radical is not a two-element field (more information can be found in [4,3]). Some additional
considerations allow to extendTheorem1.1 to the ringR that is additively generatedby invertible
elements and in which 1 is a sum of two units. We do not know a proof or a counterexample to
Theorem1.1when R is a field of two elements. A positive solution of this problem is equivalent to
finding a proof by means of unipotent elements alone, rather than both unipotent and diagonal
ones.
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