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Strongly correlated materials show unique solid-state phase transitions with rich nanoscale phenomenology that
can be controlled by external stimuli. Particularly interesting is the case of light–matter interaction in the proximity
of the metal–insulator transition of heteroepitaxial nickelates. In this work, we use near-infrared laser light in the
high-intensity excitation regime to manipulate the nanoscale phase separation in NdNiO3. By tuning the laser
intensity, we can reproducibly set the coverage of insulating nanodomains, which we image by photoemission
electron microscopy, thus semipermanently configuring the material state. With the aid of transport measurements
and finite element simulations, we identify two different timescales of thermal dynamics in the light–matter
interaction: a steady-state and a fast transient local heating. These results open interesting perspectives for locally
manipulating and reconfiguring electronic order at the nanoscale by optical means.
DOI: 10.1103/PhysRevMaterials.2.085002
I. INTRODUCTION
Rare-earth nickelates have received significant research
attention, motivated by their unique properties that include a
sharp metal–insulator transition (MIT) and unusual magnetic
order [1,2]. The microscopic origin of these phenomena is still
intensely studied and various models of charge localization are
being considered in light of a bond disproportionated insulating
state observed in experiments [3–10]. Independently of the
exact microscopic picture, it is clear that these materials are
characterized by a delicate balance between lattice distortions,
covalency, and electronic correlations [11–15]. This leads to
a remarkable tunability of the MIT with chemical and static
pressure, epitaxial strain, heterointerfaces, and even near- or
midinfrared light excitation [16–23]. From this perspective,
the case of light–matter interaction is particularly interesting.
For near-infrared charge excitations it was demonstrated that
the system shows an ultrafast demagnetisation process driven
by a photoexcited electronic mechanism [24–26]. Only at high
excitation intensities an energy redistribution to the lattice
becomes apparent. Since heteroepitaxial nickelates show rich
nanoscale physics, including phase separation at the MIT, there
is an increasing interest to explore the effects of light excitation
on the domain structure [27–29]. Furthermore, ultrashort light
pulses offer the unique possibility of providing energy with
high intensity to localised regions of a material, allowing us to
engineer the physical properties at the local scale.
In this work, we perform high-intensity laser excitations
in the vicinity of the MIT of NdNiO3 thin films, while
*g.mattoni@tudelft.nl
imaging the nanoscale phase separation with photoemission
electron microscopy (PEEM). We show that, by tuning the
intensity of a near-infrared ultrafast laser, the equilibrium
properties of heteroepitaxial nickelates can be controlled in
two ways. First, different configurations of surface insulat-
ing nanodomains can be reproducibly realized. Second, the
sharpness and width of MIT hysteresis can be manipulated. We
discuss the observed effects in the framework of the interplay
between light–matter interaction, heat transfer, and localized
temperature increments, supporting our findings with both
resistive measurements and finite element simulations. Our
results pave the way to using ultrashort laser pulses to control
local phase transitions in strongly correlated materials.
II. RESULTS
A. Light effects on the MIT
The experiment is performed on a 25-unit-cell-thick
(9.5 nm) NdNiO3 (NNO) film grown on a (110) NdGaO3
substrate. X-ray diffraction measurements indicate that the
NNO has single crystal quality, and it is coherently strained
to the substrate lattice (further details in the Supplemental
Material [30]). Electrical transport characterization [30] shows
the presence of a sharp resistive transition from a high-
temperature metallic state to a low-temperature insulating
state, in agreement with what is expected for high-quality NNO
thin films [19,31,32]. The sample is irradiated with a pulsed
laser source (140 fs pulse length, 800 nm wavelength, 25 kHz
repetition rate) focused on a 80 μm × 100 μm spot. The laser
photon energy (1.5 eV) matches a broad absorption peak of
NNO, which has negligible temperature dependence within the
range explored in the experiment [33]. We track the changes
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FIG. 1. MIT imaged by PEEM and controlled by light. (a) Schematic description of the experimental setup. (b) Homogeneous metallic
state at 200 K and (c) striped insulating state at 130 K imaged by PEEM. (d) Hysteretic temperature dependence of the insulating domain
coverage measured by PEEM upon cooling (squares) and warming (circles). The data is fitted with Eq. (1). (e) Effect of the laser light on the
domain configuration at 152 K. The system is prepared with the laser off (grayed out symbol) in the state (i) indicated in (d), and laser light
with different fluence (red symbols) is used to control the phase separation (solid and dashed lines are guides to the eye). (f) PEEM images
corresponding to the states (i), (ii), and (iii) indicated in (e).
induced by optical excitation by imaging the spatial distribu-
tion of metallic and insulating areas with PEEM, as sketched in
Fig. 1(a). Our imaging contrast is based on the different Ni L3
x-ray absorption in the metallic and insulating phases, which in
this case peak at 852.7 and 853.4 eV, respectively, as detailed
in Ref. [29]. The sample is mounted on a cold finger, allowing
controlled heating and cooling between 130 and 300 K. At
200 K, above the MIT, we find a homogeneous metallic phase
[Fig. 1(b)], while at 130 K, right below the MIT, the material is
in a mixed-phase state [Fig. 1(c)], with coexistence of insulat-
ing and metallic regions. Their striped shape is determined by
the step and terrace surface morphology imposed by the sub-
strate, as confirmed by topographic images acquired by atomic
force microscopy [30]. As discussed in our previous work
[29], the PEEM technique probes only the phase-separation
occurring on the material surface, which typically has a
slightly different transition temperature with respect to the
bulk.
Figure 1(d) shows the temperature evolution of the insulat-
ing domains during a cycle of cooling (squares) and warming
(circles) while the laser is off. Each data point is calculated
from a single PEEM image as discussed in the Supplemental
Material [30]. The data shows the typical hysteresis of NNO
phase transition, where the insulating area increases upon
cooling from 0% to a saturation coverage of 50%. This
temperature dependence is well described by two sigmoid
functions, representing the ramps of cooling (dashed) and
warming (solid), with equation
Ains(T ) = A
max
ins
1 + e−wi (T −Ti ) , (1)
where Amaxins = 50% is the maximum area covered by the
insulating phase and wi , Ti are fitting parameters. In this case,
we find TMI = 146 K and TIM = 155 K, which determine the
hysteresis width TMIT = 9 K.
To study the effects of the optical excitation we start with
the laser off and set the thermal bath at 152 K by heating
the sample from base temperature. This initial state (i) lies
on the upper branch of the hysteresis loop and corresponds
to a saturated insulating phase, as indicated in Fig. 1(e) and
shown by the corresponding PEEM image in Fig. 1(f). The
size of the region measured by PEEM (5 μm × 5 μm) is much
smaller than the laser light spot, ensuring the probing of a
homogeneously excited region. We acquire a series of PEEM
images for different values of laser fluence  and report the
resulting coverage of insulating domains in Fig. 1(e). The
images represent a steady-state condition of the system because
the acquisition of a single PEEM measurement requires about
30 s of integration time, a time scale much longer than the
40 μs laser repetition period. An example of the effect of the
laser excitation on the domain structure is shown in Fig. 1(f),
where the laser fluence = 7 mJ cm−2 reduces the insulating
domain coverage Ains from 50% to about 10%, leaving on the
surface a few disconnected insulating regions in the state (ii).
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Upon turning the laser off, Ains does not recover to its initial
value, but settles to an intermediate coverage of 25% shown
in the state (iii). This partial recovery is a consequence of the
hysteretic nature of the NNO phase transition, which keeps
memory of the laser excitation as will be discussed below.
The process described above is fully reproducible and the
final coverage is set by the laser fluence. The data in Fig. 1(e)
shows that, by increasing the laser fluence, it is possible to
gradually reduce Ains down to a complete suppression of the
insulating domain coverage with  = 9 mJ cm−2 at 152 K.
Upon switching the laser off, a few insulating patches reappear
also in this case. This insulating domain configuration is stable
over time and the initial condition can be restored by cooling
the sample below TMI. In the following, we argue that the
dominant mechanism for the laser control of the domain
configuration can be attributed to thermal effects. A first
indication of this comes from the threshold behavior observed
in the fluence dependence in Fig. 1(e) where a reduction of Ains
is observed only for fluence  > 5 mJ cm−2. Previous reports
indicated that, below this threshold, ultrafast photoexcitation
in nickelates determines an ultrafast dynamics that can lead
to a complete melting of the low temperature insulating phase
[24,25]. Thermal effects were shown to take place in the higher
excitation regime, involving energy redistribution to the crystal
lattice, a phenomenology which we investigate in this work.
B. MIT cycles with photoexcitation
A first insight into the light control mechanism of the
insulating domains of NNO is obtained by measuring the tem-
perature dependence of Ains for different fixed laser fluences.
To this purpose, we acquired a series of PEEM spectroscopic
maps under pulsed laser irradiation at different bath tempera-
tures. Before cycling the temperature we reach a steady-state
condition by maintaining a constant laser fluence for several
minutes at T = 170 K. Each cycle presents a hysteresis loop
for Ains, shown by the cooling (dashed) and warming (solid)
curves in Fig. 2(a) (raw data in the Supplemental Material
[30]). Upon increasing , the hysteresis loop changes in two
ways: It shifts to lower temperatures and it shrinks in width.
These effects are summarised in Fig. 2(b), where the values of
TMI (squares) and TIM (circles) are shown as a function of .
Both temperatures have a decreasing trend, but the slope of
TMI is smaller, resulting in a decrease of the hysteresis width
TMIT [Fig. 2(c)]. A linear extrapolation also suggests that
TMIT ∼ 0 at about = 20 mJ cm−2, indicating that the MIT
hysteresis can be fully suppressed by high intensity laser light.
The reduction of the hysteresis width cannot be explained
by a steady-state increase of the sample temperature because
that would lead to identical changes of both TMI and TIM, thus
rigidly shifting the hysteresis loop to lower temperature. In the
following, we show that changes inTMIT stem from the MIT
memory effect and that they can be explained by considering
the detailed temporal evolution of the material temperature.
C. Transient heating by transport
We consider the effects of a transient heating on the NNO
phase transition by studying selected warming and cooling cy-
cles. Inside the MIT hysteresis window it is possible to perform
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FIG. 2. MIT hysteresis with different laser fluence. (a) Change
of the PEEM hysteresis loop with different laser fluence. (b) TIM
(circles), TMI (squares), and (c)TMIT extracted from the sigmoid fit.
The lines are linear regressions of the data.
nested loops by sweeping the temperature over a range that is
narrower than the full hysteresis width. We carry out electrical
transport measurements to monitor the sample resistivity while
slowly varying the temperature at a rate of 0.5 K min−1, thus
preserving a quasistatic condition. We note that because this
analysis probes properties intrinsic to hysteretic MITs our
results apply both to the bulk and the surface domain structure.
We present the resistance versus temperature characteristic in
Fig. 3, where the black lines show the full hysteresis loop, with
the lower branch relative to cooling (dashed line) and the upper
branch relative to warming (solid line). For comparison with
the PEEM data in Fig. 2, the thermal bath is initially fixed
to the middle of the hysteresis at T0 = 155 K (vertical dotted
line). This value is reached by starting from base temperature,
to set the sample into a state on the upper branch, with
maximum coverage of insulating domains. Nested loops are
then measured by increasing the temperature of an amountT
and then bringing it back toT0. At the end of the loop the sample
resistance at T0 [circles in Fig. 3(a)] remains approximately
constant forT  8 K, after which it decreases monotonously
and reaches the lower hysteresis branch for T ∼ 20 K. At
this point the insulating domains have turned metallic and no
further change is observed. The lower branch, in fact, is the
minimum resistivity curve that can be reached in the hysteresis
region. We now repeat the experiment starting from a state on
the lower branch [Fig. 3(b)], which is obtained by cooling
to T0 = 150 K starting from room temperature. Performing
nested loops we find that all the end points, marked as squares,
lie on top of each other.
This analysis shows that if the system is probed at a certain
T0 after a transient temperature increase T , the domain
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FIG. 3. Nested MIT cycles measured by electrical transport.
Warming–cooling loops of width T obtained starting from (a) the
upper branch of the hysteresis loop at T0 = 155 K and (b) the lower
branch at T0 = 150 K. The end point of each nested cycle is indicated
by a dot or a square.
population is not affected if the initial state is on the lower
hysteresis branch. The behavior is similar to what is observed
in other oxides characterized by hysteretic MIT [34–36], and
explains how a transient temperature spike, as the one induced
by the laser pump, can shrink the hysteresis width as observed
in Fig. 2. Most of the heat transferred by a laser pulse is, in
fact, dissipated in a time scale faster than the laser repetition
period of 40 μs, so that the material experiences transient
temperature spikes on top of a steady-state temperature raise.
Because PEEM measurements average the surface state over
30 s, the transient temperature spike shifts the upper branch of
the hysteresis loop to lower temperature, while it does not affect
the lower branch. This effect is responsible for the reduction
ofTMIT that we observed in the PEEM data. Conversely, the
shift of the lower branch should be related to a steady-state
temperature rise determined by the average incident light
power. Since it is not possible to access the transient heating
dynamics in our experimental configuration, we qualitatively
study the thermal response of the NNO material using classical
heat transfer theory.
D. Laser heating simulation
We model the interaction of the laser with the sample by
considering its heating implications through a finite element
simulation. The geometry of the system is schematically illus-
trated in Fig. 4(a). We use a Gaussian time profile to describe
the laser excitation [Fig. 4(b)]. We calculate the heat transferred
to the lattice with a linear response function with characteristic
time τ = 100 ps and we use it as the input power for our
simulation (details in the Supplemental Material [30]). This
model allows us to focus directly on the energy redistribution
to the crystal lattice and neglect ultrafast dynamics of the
system, which occur on shorter time scales [24]. In the initial
conditions the system is in equilibrium with a thermal bath
at 150 K [state (i) of Figs. 4(c) and 4(d)]. Since the light
absorption coefficient is much larger in the film rather than in
the substrate (αNNO  αNdGaO3 ), the former absorbs the input
power with higher density, determining a sharp temperature
rise, which peaks at t = 100 ps [state (ii)]. After 1 ns [state (iii)]
most of this heat has diffused into the colder substrate. The
same temperature spike Ttransient is observed for each laser
pulse. Because of the slow heat dissipation toward the thermal
bath, residual heat is retained at the arrival of the following
laser pulse (t = 40 μs). After multiple pulses, the residual
heat determines a steady-state temperature rise Tsteadystate.
These two temperature variations are indicated by arrows in
Fig. 4(d), where the simulation is performed with a laser
fluence  = 1 mJ cm−2. We show in Figs. 4(e) and 4(f) that
both Ttransient and Tsteadystate increase linearly with .
In accordance with the analysis carried out in Fig. 3, we
identify the transient spike as responsible for the shrink-
ing of the MIT hysteresis (Ttransient () ∼ [TMIT() −
TMIT(0)]), while the steady-state rise is responsible for
the shift of the whole hysteresis loop to lower temperatures
(Tsteadystate() ∼ [TMI() − TMI(0)]). In Figs. 4(e) and 4(f)
we compare our experimental data with the simulation re-
sults. The curves show similar trends, with Ttransient () and
Tsteadystate() linearly increasing as a function of laser flu-
ence. However, the experimental and simulated slopes differ by
a factor of about 3, indicating that our finite element model does
not achieve a quantitative description of the NNO response. A
possible explanation for this discrepancy is an underestima-
tion of the material reflectivity [30], responsible for a lower
laser power absorbed in the low-angle geometry used in our
experiment. In addition, our model is based on a linear optical
response, while in the considered regime of high laser fluence
the absorption might become saturated, reducing the effective
value of αNNO [30]. Another source of uncertainty is the value
of the linear response relaxation time τ = 100 ps that we
used in the simulation [30]. Finally, additional heat dissipation
effects that are not included in our model might also affect the
system thermal response. Although these different sources of
uncertainty prevent an accurate quantitative description, our
simulations indicate that a dual transient and steady-state tem-
perature rise is intrinsic to this experiment, and is observed for
all realistic combinations of the simulation parameters (for an
extended discussion see the Supplemental Material [30]). The
calculated temperature dynamics is in good agreement with
the PEEM data of insulating and metallic domains, making our
analysis a consistent description of the experimental results.
III. CONCLUSIONS
To conclude, we have shown how ultra-fast laser radiation
in the high-intensity excitation regime can be used to control
the phase transition in nickelates. By tuning the laser fluence,
we were able to manipulate the equilibrium properties of
the material and semipermanently configure the coverage of
insulating nanodomains. With the aid of electrical transport
measurements and finite element simulations, we identified
thermal effects on two different time scales to be the driving
mechanism for the achieved light control. Our results show
how ultrafast laser pulses can be used to selectively regulate
nanoscale order in strongly correlated materials, opening new
possibilities for controlling phase transitions at the local level.
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