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Abstract
This paper concerns the problem of learning control policies for an unknown
linear dynamical system to minimize a quadratic cost function. We present a
method, based on convex optimization, that accomplishes this task robustly: i.e.,
we minimize the worst-case cost, accounting for system uncertainty given the
observed data. The method balances exploitation and exploration, exciting the
system in such a way so as to reduce uncertainty in the model parameters to which
the worst-case cost is most sensitive. Numerical simulations and application to a
hardware-in-the-loop servo-mechanism demonstrate the approach, with appreciable
performance and robustness gains over alternative methods observed in both.
1 Introduction
Learning to make decisions in an uncertain and dynamic environment is a task of fundamental
importance in a number of domains. Though it has been the subject of intense research activity since
the formulation of the ‘dual control problem’ in the 1960s[17], the recent success of reinforcement
learning (RL), particularly in games [32, 36], has inspired a resurgence in interest in the topic.
Problems of this nature require decisions to be made with respect to two objectives. First, there is
a goal to be achieved, typically quantified as a reward function to be maximized. Second, due to
the inherent uncertainty there is a need to gather information about the environment, often referred
to as ‘learning’ via ‘exploration’. These two objectives are often competing, a fact known as the
exploration/exploitation trade-off in RL, and the ‘dual effect’ (of decision) in control.
It is important to recognize that the second objective (exploration) is important only in so far as it
facilitates the first (maximizing reward); there is no intrinsic value in reducing uncertainty. As a
consequence, exploration should be targeted or application specific; it should not excite the system
arbitrarily, but rather in such a way that the information gathered is useful for achieving the goal.
Furthermore, in many real-world applications, it is essential that exploration does not compromise
the safe and reliable operation of the system.
This paper is concerned with control of uncertain linear dynamical systems, with the goal of maxi-
mizing (minimizing) rewards (costs) that are a quadratic function of states and actions; cf. §2 for
a detailed problem formulation. We derive methods to synthesize control policies that balance the
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exploration/exploitation tradeoff by performing robust, targeted exploration: robust in the sense
that we optimize for worst-case performance given uncertainty in our knowledge of the system, and
targeted in the sense that the policy excites the system so as to reduce uncertainty in such a way
that specifically minimizes the worst-case cost. To this end, this paper makes the following specific
contributions. We derive a high-probability bound on the spectral norm of the system parameter
estimation error, in a form that is applicable to both robust control synthesis and design of targeted
exploration; cf. §3. We also derive a convex approximation of the worst-case (w.r.t. parameter
uncertainty) infinite-horizon linear quadratic regulator (LQR) problem; cf. §4.2. We then combine
these two developments to present an approximate solution, via convex semidefinite programing
(SDP), to the problem of minimizing the worst-case quadratic costs for an uncertain linear dynamical
system; cf. §4. For brevity, we will refer to this as a ‘robust reinforcement learning’ (RRL) problem.
1.1 Related work
Inspired, perhaps in part, by the success of RL in games [32, 36], there has been a flurry of recent
research activity in the analysis and design of RL methods for linear dynamical systems with quadratic
rewards. Works such as [1, 23, 15] employ the so-called ‘optimism in the face of uncertainty’ (OFU)
principle, which selects control actions assuming that the true system behaves as the ‘best-case’
model in the uncertain set. This leads to optimal regret but requires the solution of intractable non-
convex optimization problems. Alternatively, the works of [34, 3, 4] employ Thompson sampling,
which optimizes the control action for a system drawn randomly from the posterior distribution over
the set of uncertain models, given data. The work of [30] eschews uncertainty quantification, and
demonstrates that ‘so-called’ certainty equivalent control attains optimal regret. There has also been
considerable interest in ‘model-free’ methods[38] for direct policy optimization [16, 29], as well
partially model-free methods based on spectral filtering [22, 21]. Unlike the present paper, none
of the works above consider robustness which is essential for implementation on physical systems.
Robustness is studied in the so-called ‘coarse-ID’ family of methods, c.f. [12, 13, 11]. In [11], sample
convexity bounds are derived for LQR with unknown linear dynamics. This approach is extended to
adaptive LQR in [12], however, unlike the present paper, the policies are not optimized for exploration
and exploitation jointly; exploration is effectively random. Also of relevance is the field of so-called
‘safe RL’ [19] in which one seeks to respect certain safety constraints during exploration and/or policy
optimization [20, 2], as well as ‘risk-sensitive RL’, in which the search for a policy also considers the
variance of the reward [31, 14]. Other works seek to incorporate notions of robustness commonly
encountered in control theory, e.g. stability [33, 7, 10]. In closing, we mention that related problems
of simultaneous learning and control have a long history in control theory, beginning with the study
of ‘dual control’ [17, 18] in the 1960s. Many of these formulations relied on a dynamic programing
(DP) solution and, as such, were applicable only in special cases [6, 8]. Nevertheless, these early
efforts [9] established the importance of balancing ‘probing’ (exploration) with ‘caution’ (robustness).
For subsequent developments from the field of control theory, cf. e.g. [24, 25, 5].
2 Problem statement
In this section we describe in detail the problem addressed in this paper. Notation is as follows: A>
denotes the transpose of a matrix A. x1:n is shorthand for the sequence {xt}nt=1. λmax(A) denotes the
maximum eigenvalue of a matrix A. ⊗ denotes the Kronecker product. vec (A) stacks the columns of
A to form a vector. Sn+ (Sn++) denotes the cone(s) of n× n symmetric positive semidefinite (definite)
matrices. w.p. means ‘with probability.’ χ2n(p) denotes the value of the Chi-squared distribution with
n degrees of freedom and probability p. blkdiag is the block diagonal operator.
Dynamics and cost function We are concerned with control of linear time-invariant systems
xt+1 = Axt +But + wt, wt ∼ N
(
0, σ2wInx
)
, x0 = 0, (1)
where xt ∈ Rnx , ut ∈ Rnu and wt ∈ Rn denote the state (which is assumed to be directly
measurable), input and process noise, respectively, at time t. The objective is to design a feedback
control policy ut = φ({x1:t, u1:t−1}) so as to minimize the cost function
∑T
t=i c(xt, ut), where
c(xt, ut) = x
>
t Qxt + u
>
t Rut for user-specified positive semidefinite matrices Q and R. When the
parameters of the true system, denoted {Atr, Btr}, are known this is exactly the finite-horizon LQR
problem, the optimal solution of which is well-known. We assume that {Atr, Btr} are unknown.
2
Modeling and data As {Atr, Btr} are unknown, all knowledge about the true system dynamics
must be inferred from observed data, Dn := {xt, ut}nt=1. We assume that σw is known, or has been
estimated, and that we have access to initial data, denoted (with slight notational abuse) D0, obtained,
e.g. during a preliminary experiment. For the model (1), parameter uncertainty can be quantified as:
Proposition 2.1. Given observed data Dn from (1), and a uniform prior over the parameters
θ = vec ([A B]), i.e., p(θ) ∝ 1, the posterior distribution p(θ|Dn) is given by N (µθ,Σθ), where
µθ = vec
(
[Aˆ Bˆ]
)
= arg min
θ∈Rn2x+nxnu
∑n−1
t=1 |xt+1 − [x>t u>t ]⊗ Inxθ|2, i.e., the ordinary least
squares estimator, and Σθ−1 = 1σ2w
∑n−1
t=1
[
xt
ut
] [
xt
ut
]>
⊗ Inx .
Proof : cf. §A.1.1. Based on Proposition 2.1 we can define a high-probability credibility region by:
Θe(Dn) := {θ : (θ − µθ)>Σθ−1θ − µθ) ≤ cδ}, (2)
where cδ = χ2n2x+nxnu(δ) for 0 < δ < 1. Then, θtr = vec ([Atr Btr]) ∈ Θe(Dn) w.p. 1− δ.
Policies Though not necessarily optimal, we will restrict our attention to static-gain policies of
the form ut = Kxt + Σ1/2et, where et ∼ N (0, I) represent random excitations for the purpose
of learning. A policy comprises K ∈ Rp×n and Σ ∈ Snu+ , and is denoted K = {K,Σ}. Let
{ti}Ni=0 ∈ N, with 0 = t0 ≤ t1 ≤ . . . ,≤ tN = T , partition the time horizon T into N intervals.
The ith interval is of length Ti := ti − ti−1. We will then design N policies, {Ki}Ni=1, such thatKi = {Ki,Σi} is deployed during the ith interval, t ∈ [ti−1, ti]. For convenience, we define the
function I : R+ 7→ N given by I(t) := arg mini∈N{i : t ≤ tj}, which maps time t to the index
i = I(t) of the policy to be deployed. We also make use of the notation ut = K(xt) as shorthand for
ut = Kxt + Σ
1/2et.
Worst-case dynamics We are now in a position to define the optimization problem that we wish to
solve in this paper. In the absence of knowledge of the true dynamics, {Atr, Btr}, given initial data
D0, we wish to find a sequence of policies {Ki}Ni=0 that minimize the expected cost
∑T
t=1 c(xt, ut),
assuming that, at time t, the system evolves according to the worst-case dynamics within the high-
probability credibility region Θe(Dt), i.e.,
min
{Ki}Ni=1
E
[
T∑
t=0
sup
{At,Bt}∈Θe(Dt)
c(xt, ut)
]
, s.t. xt+1 = Atxt +Btut + wt, ut = KI(t)(xt), (3)
where the expectation is w.r.t. wt ∼ N
(
0, σ2wInx
)
and et ∼ N (0, Inu). We choose to optimize for
the worst-case dynamics so as to bound, with high probability, the cost of applying the policies to the
unknown true system. In principle, problems such as (3) can be solved via dynamic programing (DP)
[17]. However, such DP-based solutions require gridding to obtain finite state-action spaces, and are
hence computationally intractable for systems of even modest dimension [6]. In what follows, we
will present an approximate solution to this problem, which we refer to as a ‘robust reinforcement
learning’ (RRL) problem, that retains the continuous sate-action space formulation and is based on
convex optimization. To facilitate such a solution, we require a refined means of quantifying system
uncertainty, which we present next.
3 Modeling uncertainty for robust control
In this paper, we adopt a model-based approach to control, in which quantifying uncertainty in
the estimates of the system dynamics is of central importance. From Proposition 2.1 the posterior
distribution over parameters is Gaussian, which allows us to construct an ‘ellipsoidal’ credibility
region Θe, centered about the ordinary least squares estimates of the model parameters, as in (2).
To allow for an exact convex formulation of the control problem involving the worst-case dynamics,
cf. §4.2, it is desirable to work with a credibility region that bounds uncertainty in terms of the
spectral properties of the parameter error matrix [Aˆ−Atr, Bˆ −Btr], where {Aˆ, Bˆ} are the ordinary
least squares estimates, i.e. vec
(
[Aˆ Bˆ]
)
= µθ, cf. Proposition 2.1. To this end, we will work with
3
informationcost
time t
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T1
<latexit sha1_base64="p+Gcgm6AHyPhppn7Wf1aXBV+h fs=">AAAkRHicpVrbcty4EZ3d3DbKzZs85oWVsapsr6WVlIekXLVVa8lZa23ZZVuWrMRjTWFIzAwi3kSAczHNb8hr8kP5 h/xD3lJ5TaUbIGfIblrrtabKHg7O6QbQQDe6QY3SUGmzs/OvTz79wQ9/9OOffPbTjZ/9/Be//NWNz399qpM88+WJn4RJ djYSWoYqlidGmVCepZkU0SiUr0YXB4i/mslMqyR+aZapfBOJSazGyhcGmk5uvhzu3hze6O9s79iPxx92q4d+r/o8G37ev z0IEj+PZGz8UGj9encnNW8KkRnlh7LcGORapsK/EBP5Gh5jEUn9prCjLb1NaAm8cZLBv9h4trUpUYhI62U0AmYkzFRTDB u7sNe5Gf/xTaHiNDcy9l1H4zz0TOLh1L1AZdI34RIehJ8pGKvnT0UmfAMG2tjY2PT2hYZGp3lz64M/G4NYzv0kikQcFI NshotRFoOphpHJO8XWQGSZWMJEYazlwMLvAcu2qhS0pGhVERIkWoIRivOBkQuTpwX8IATYBCFI41xGo+IFhcHA5evdNyv CcXle9HcpK4mlBiVVJ/Z7NC6AVm6QgSbaJNBfMZCpVmESU02RWDiC3zESkO4azLBWSzrT/jTPqrn5IgQ6VWnESIXqrQAv AN5IZC0y1RcnGRhjD/oP5dgMTmVm+ruDTE2m7sew6O/RLlAGDGylatVPS6vgFo79Lso4Hbc7RWEbh0x+LUqF5Gy9mH+C wWy20JnI1suEP4i0wyvxUyZuwAfkWoFh8o5gl2jN8QYejLZNBM+arBXZX4QxCi/aJPttTFEDVMBP4tmabX/R0aWhedsYf iIhckILNQI4f/a2NQtoqtasXnBq90zEFy0R28Bk2kLhCM0N/6PViD4LZRVEtq2axOtp6EnMdmqELg3x3afeZfc5AvKSQm hqnftMZCIrgIvEKBM7ITKCqYrHDdc7LIfFAJrMklp7auYJITInyoi2F2W3YuoKvogTtJScAelSxcrcHaT4xblp4kOcfM naFymcOmABuj4AOGc5VpNIULFAGNEY7wMW5ZJAhg3CE76CyNDSAOnlVBrWA8wswqNDmOI+c501tk+xPPYhUpUwpK72wC/ rx0Hga/0eEs7NqDCQK31Xsmd1bG2TicmkiMFptXFk74BFX0gjcJXgoHlKMXhCwUdMKXZUDFdxxmd2DnyjIljf4mWLRWlZ wmgZZ2nNWNB/yZxjlAcTXNpHKxpsJ6ZtYVcDDbdgq7iCciZmslin9shPUhZwItXcl2znAD5q4Gz3AO438IMOPGjgzzrw ph9/04FPGvjDDnzaChZ0glM0zGHXbhwj8k0XMkHkYRfiI3JQb1duCrvpjof0cAMoXIoUob1uKMgx6Tq+amP6yWxRh5dhs VjYXYS55xOl/e2Pzzqtg9Wbc9tsUxMHcgyBvrj3FQ14l4CUxVf3WP441hI3xTHLPLvbpWoc6viDOTMELgm1SGkTtIwZxq aP9TEfci8MwEA+5pCZDCC59/B3rrGyqWuIJvuvUBRY9ijM5XfTIxULS4f6CKoa0SnBxwPwOjuwpMY4MZ/+oHEyFavBf5 AKHDtTsZrQ+1TgnjteaiOj71fr0OxdX5WJT6FeazGsa296hwIcxiSxErGnTT4ef/zGj2FXB6Tbb2OJRVMJBzBJdVWNRHR 7XUbo2pglFpds79kkoz7upliv0EqtRYjgoGYq7Ol9eX6HnS4Ga6a3mI7VxRNLDCHBiydY8Q1kSEtBQK2KsjhiYTPyoXwU EXrWREDjKjIBwj0sWooQnPh+ONmmTj8arys0XMdvIT+z9SLhZarqcGBETtE8AAvn5+v6IO0Yg1ikydxGCbTlCSOAoWM4 jHZKu4MfKG0yNcrxNuMaNTvEI3tywzrShc1UklUAr3mlQ9mBnGoTQeKDG59ZQc5Se8C49NWa6x1LnyEJrVjw1KJRZVVOi sqW7xzPFnDE9Elq0PZ3WDJnc0qX9fGkY2nFlkxs2RRb8kxoGVhrrnGSATXQBa/H82hpk0HaemkdmhwbWAsoH8/d1IYWtM c1okke4SZ9SbMMKbS9WGqEshM+7bGKyqaPsJlVzhHXK+qiIRhZReqtvZL7EpJlkyWh9/FzmEusSsviFe1+DIl6Rzbt8p 1TtmXgCLFlQyAzvLKy24MwxKKZr5JYO5qXxf5wTqsYaH1YUq4wWaPsIXpW2D7H5isQNZO+rNbi/rB5s0GHYyn7V1JsH/h NWKSzEELwuq+QnREjJOy3CSylgPMb66pnNA5VkBtJ9ePK4azisCszNznodFn8qulTLgQDmmlnSZ66/uwh4W4+8Hqk857D MsWoHtuwuL/v/ODBdV0X/CZMcqN59ABEQeZI7YDNwC5u2afb7IKigp14R5yCXNHFX1a6LtIwB9HFsPiChT9wrArbYlgO NTzUBXdzZ5Kj5y++X3a26dnrdRV7YFwvTozUJF1Y1dTtzZmAozvIetMjyBppBuPg59RIrvkFK1gTI0JXOLP7F7BbCib1l 3iyTlVJx52KVJIsd8Wvw+tjFgzqmUG6GyZA8bCBzD6PKtYQ1y+i12IIWlOszUDyE59TKlXneFc5pgqr7s7xhYSHBBXI2J deJicuGadDjNYi9RhBMvI9kaZZslCRPSeIQS9SfH1QvEMqvhHJoNaylnzsAe5ZR0Pjomq6rq6oPeOJFqQ3MzxY2fLZeW JNGWJoYZCbGvqNveOq7GIX+WAq4on0krEHeY3CC3pNe5258fyZKoZjMXTQEc2AQ6iXHPQXtgvFEt86sRMdEpj67Drjl/u R0/Ze+KLCHrOgcBFeQm+P11H+kidj4P/Q9xnLqqB9tFglRmcddwfxzL5FaRQKUMSZxJ8KbZR/nUIub6SzropJFZu43Yw8 B9MiSmEhG0lddbnpVn7lafRWzbfHRWchMVd6KjLTfkHyqjwvtnbLW/3du/09elOPEkDEs3NKD0/EggS3bMzScUjVWze+ 7fQ6St15bC3iGDTH0IxhR9m8v970nkgzTYJrVCg2EcfxTAubLoJf8m1ZM+ARyn/GmPs1YZ5k2mz5QksW39RCQmS7eTjc+ /Jw6KZws4ujbOJltUGYl1kMEWeLvTnyV65kmQdH7BVjnukahfAGuxC67+pP8940z8BFhkYQYToVQ7qYqbQx24Fp6a7djo +Or3P9geuNl7zV45UXv9m4vkQdjfkb2aiJPmGL20SfsvvTJnrErbJo4vzWuYmyJH/ZRFkpN2+ic14/tqvEtmhUeU2XWF MtaqF+2cQlz32bMLutvmiiPILDqbawSTaebkNmLWhermFekaN4a/RX6OngdRTTgfRthJrRHVMDp/SF6NhlEA+H/HV7lf5 gkOxC3V62IDer0K7EWV80h5pXS5Y0YiQSF2zp6J/fWXkMNlifbA/IaqvfEWteVCHBvjVZU74I+LygOU6Ulm2ia2LHM0A6 s7Fizb1nWzrUjhlz7JjuM7zR36V/SsMfTve2d3+/vfd8r//1fvVnNp/1ftv7Xe9Wb7f3h97XvcPes95Jz++p3t96f+/9 o//P/r/7/+n/11E//aSS+U2v9en/7/8WgL5y</latexit>
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<latexit sha1_base64="KtxAY6QnR4n0zDmMsuYKHAh28ko=">AAAkRHicpVrbcty4EZ3d3DbKzZs85oWVsapsr6WVl IekXLVVa8lZa23ZZVuWrMRjTWFIzAwi3kSAczHNb8hr8kP5h/xD3lJ5TaUbIGfIblrrtabKHg7O6QbQQDe6QY3SUGmzs/OvTz79wQ9/9OOffPbTjZ/9/Be//NWNz399qpM88+WJn4RJdjYSWoYqlidGmVCepZkU0SiUr0YXB4i/mslMqyR+aZapfBO JSazGyhcGmk5uvhzu3Rze6O9s79iPxx92q4d+r/o8G37evz0IEj+PZGz8UGj9encnNW8KkRnlh7LcGORapsK/EBP5Gh5jEUn9prCjLb1NaAm8cZLBv9h4trUpUYhI62U0AmYkzFRTDBu7sNe5Gf/xTaHiNDcy9l1H4zz0TOLh1L1AZdI34RIehJ8p GKvnT0UmfAMG2tjY2PT2hYZGp3lz64M/G4NYzv0kikQcFINshotRFoOphpHJO8XWQGSZWMJEYazlwMLvAcu2qhS0pGhVERIkWoIRivOBkQuTpwX8IATYBCFI41xGo+IFhcHA5evdNyvCcXle9HcpK4mlBiVVJ/Z7NC6AVm6QgSbaJNBfMZCpVmESU 02RWDiC3zESkO4azLBWSzrT/jTPqrn5IgQ6VWnESIXqrQAvAN5IZC0y1RcnGRhjD/oP5dgMTmVm+ruDTE2m7sew6O/RLlAGDGylatVPS6vgFo79Lso4Hbc7RWEbh0x+LUqF5Gy9mH+CwWy20JnI1suEP4i0wyvxUyZuwAfkWoFh8o5gl2jN8QYejLZ NBM+arBXZX4QxCi/aJPttTFEDVMBP4tmabX/R0aWhedsYfiIhckILNQI4f/a2NQtoqtasXnBq90zEFy0R28Bk2kLhCM0N/6PViD4LZRVEtq2axOtp6EnMdmqELg3x3afeZfc5AvKSQmhqnftMZCIrgIvEKBM7ITKCqYrHDdc7LIfFAJrMklp7auYJ ITInyoi2F2W3YuoKvogTtJScAelSxcrcHaT4xblp4kOcfMnaFymcOmABuj4AOGc5VpNIULFAGNEY7wMW5ZJAhg3CE76CyNDSAOnlVBrWA8wswqNDmOI+c501tk+xPPYhUpUwpK72wC/rx0Hga/0eEs7NqDCQK31Xsmd1bG2TicmkiMFptXFk74BFX 0gjcJXgoHlKMXhCwUdMKXZUDFdxxmd2DnyjIljf4mWLRWlZwmgZZ2nNWNB/yZxjlAcTXNpHKxpsJ6ZtYVcDDbdgq7iCciZmslin9shPUhZwItXcl2znAD5q4Gz3AO438IMOPGjgzzrwph9/04FPGvjDDnzaChZ0glM0zGHXbhwj8k0XMkHkYRfiI3J Qb1duCrvpjof0cAMoXIoUob1uKMgx6Tq+amP6yWxRh5dhsVjYXYS55xOl/e2Pzzqtg9Wbc9tsUxMHcgyBvrj3FQ14l4CUxVf3WP441hI3xTHLPLvbpWoc6viDOTMELgm1SGkTtIwZxqaP9TEfci8MwEA+5pCZDCC59/B3rrGyqWuIJvuvUBRY9ijM 5XfTIxULS4f6CKoa0SnBxwPwOjuwpMY4MZ/+oHEyFavBf5AKHDtTsZrQ+1TgnjteaiOj71fr0OxdX5WJT6FeazGsa296hwIcxiSxErGnTT4ef/zGj2FXB6Tbb2OJRVMJBzBJdVWNRHR7XUbo2pglFpds79kkoz7upliv0EqtRYjgoGYq7Ol9eX6Hn S4Ga6a3mI7VxRNLDCHBiydY8Q1kSEtBQK2KsjhiYTPyoXwUEXrWREDjKjIBwj0sWooQnPh+ONmmTj8arys0XMdvIT+z9SLhZarqcGBETtE8AAvn5+v6IO0Yg1ikydxGCbTlCSOAoWM4jHZKu4MfKG0yNcrxNuMaNTvEI3tywzrShc1UklUAr3mlQ9m BnGoTQeKDG59ZQc5Se8C49NWa6x1LnyEJrVjw1KJRZVVOisqW7xzPFnDE9Elq0PZ3WDJnc0qX9fGkY2nFlkxs2RRb8kxoGVhrrnGSATXQBa/H82hpk0HaemkdmhwbWAsoH8/d1IYWtMc1okke4SZ9SbMMKbS9WGqEshM+7bGKyqaPsJlVzhHXK+qi IRhZReqtvZL7EpJlkyWh9/FzmEusSsviFe1+DIl6Rzbt8p1TtmXgCLFlQyAzvLKy24MwxKKZr5JYO5qXxf5wTqsYaH1YUq4wWaPsIXpW2D7H5isQNZO+rNbi/rB5s0GHYyn7V1JsH/hNWKSzEELwuq+QnREjJOy3CSylgPMb66pnNA5VkBtJ9ePK4 azisCszNznodFn8qulTLgQDmmlnSZ66/uwh4W4+8Hqk857DMsWoHtuwuL/v/ODBdV0X/CZMcqN59ABEQeZI7YDNwC5u2afb7IKigp14R5yCXNHFX1a6LtIwB9HFsPiChT9wrArbYlgONTzUBXdzZ5Kj5y++X3a26dnrdRV7YFwvTozUJF1Y1dTtzZm AozvIetMjyBppBuPg59RIrvkFK1gTI0JXOLP7F7BbCib1l3iyTlVJx52KVJIsd8Wvw+tjFgzqmUG6GyZA8bCBzD6PKtYQ1y+i12IIWlOszUDyE59TKlXneFc5pgqr7s7xhYSHBBXI2JdeJicuGadDjNYi9RhBMvI9kaZZslCRPSeIQS9SfH1QvEMq vhHJoNaylnzsAe5ZR0Pjomq6rq6oPeOJFqQ3MzxY2fLZeWJNGWJoYZCbGvqNveOq7GIX+WAq4on0krEHeY3CC3pNe5258fyZKoZjMXTQEc2AQ6iXHPQXtgvFEt86sRMdEpj67Drjl/uR0/Ze+KLCHrOgcBFeQm+P11H+kidj4P/Q9xnLqqB9tFglR mcddwfxzL5FaRQKUMSZxJ8KbZR/nUIub6SzropJFZu43Yw8B9MiSmEhG0lddbnpVn7lafRWzbfHRWchMVd6KjLTfkHyqjwvtnbLW/3du/09elOPEkDEs3NKD0/EggS3bMzScUjVWze+7fQ6St15bC3iGDTH0IxhR9m8v970nkgzTYJrVCg2EcfxTAu bLoJf8m1ZM+ARyn/GmPs1YZ5k2mz5QksW39RCQmS7eTjc+/Jw6KZws4ujbOJltUGYl1kMEWeLvTnyV65kmQdH7BVjnukahfAGuxC67+pP8940z8BFhkYQYToVQ7qYqbQx24Fp6a7djo+Or3P9geuNl7zV45UXv9m4vkQdjfkb2aiJPmGL20SfsvvT JnrErbJo4vzWuYmyJH/ZRFkpN2+ic14/tqvEtmhUeU2XWFMtaqF+2cQlz32bMLutvmiiPILDqbawSTaebkNmLWhermFekaN4a/RX6OngdRTTgfRthJrRHVMDp/SF6NhlEA+H/HV7lf5gkOxC3V62IDer0K7EWV80h5pXS5Y0YiQSF2zp6J/fWXkMN lifbA/IaqvfEWteVCHBvjVZU74I+LygOU6Ulm2ia2LHM0A6s7Fizb1nWzrUjhlz7JjuM7zR36V/SsMfTve2d3+/vfd8r//1fvVnNp/1ftv7Xe9Wb7f3h97XvcPes95Jz++p3t96f+/9o//P/r/7/+n/11E//aSS+U2v9en/7/86Xb5z</latexit>
T3
<latexit sha1_base64="kceIvuMu3WtsjiW5/fmb384FIdI=">AAAkRHicpVrbcty4EZ3d3DbKzZs85oWVsapsr6WVt A9JuWqr1pKz1tqyy7YsWYnHmsKQmBlEvIkA52Ka35DX5IfyD/mHvKXymko3QM6Q3bTitabKHg7O6QbQQDe6QY3SUGmzs/PPTz79wQ9/9OOffPbTjZ/9/Be//NWNz399qpM88+WJn4RJdjYSWoYqlidGmVCepZkU0SiUr0YXB4i/mslMqyR+aZapfBO JSazGyhcGmk5uvhx+dXN4o7+zvWM/Hn/YrR76verzbPh5//YgSPw8krHxQ6H1692d1LwpRGaUH8pyY5BrmQr/Qkzka3iMRST1m8KOtvQ2oSXwxkkG/2Lj2damRCEirZfRCJiRMFNNMWzswl7nZvyHN4WK09zI2HcdjfPQM4mHU/cClUnfhEt4EH6m YKyePxWZ8A0YaGNjY9PbFxoanebNrQ/+bAxiOfeTKBJxUAyyGS5GWQymGkYm7xRbA5FlYgkThbGWAwu/ByzbqlLQkqJVRUiQaAlGKM4HRi5MnhbwgxBgE4QgjXMZjYoXFAYDl69336wIx+V50d+lrCSWGpRUndjv0bgAWrlBBppok0B/xUCmWoVJT DVFYuEIfsdIQLprMMNaLelM+9M8q+bmixDoVKURIxWqtwK8AHgjkbXIVF+cZGCMPeg/lGMzOJWZ6e8OMjWZuh/Dor9Hu0AZMLCVqlU/La2CWzj2uyjjdNzuFIVtHDL5tSgVkrP1Yv4RBrPZQmciWy8T/iDSDq/ET5m4AR+QawWGyTuCXaI1xxt4MNo 2ETxrslZkfxHGKLxok+y3MUUNUAE/iWdrtv1FR5eG5m1j+ImEyAkt1Ajg/Nnb1iygqVqzesGp3TMRX7REbAOTaQuFIzQ3/I9WI/oslFUQ2bZqEq+noScx26kRujTEd596l93nCMhLCqGpde4zkYmsAC4So0zshMgIpioeN1zvsBwWA2gyS2rtqZkn hMicKCPaXpTdiqkr+CJO0FJyBqRLFStzd5DiF+emiQ9x8iVrX6Rw6oAF6PoA4JzlWE0iQcUCYURjvA9YlEsCGTYIT/gKIkNLA6SXU2lYDzCzCI8OYYr7zHXW2D7F8tiHSFXCkLraA7+sHweBr/V7SDg3o8JArvRdyZ7VsbVNJiaTIgan1caRvQMWf SGNwFWCg+YpxeAJBR8xpdhRMVzFGZ/ZOfCNimB9i5ctFqVlCaNlnKU1Y0H/JXOOUR5McGkfrWiwnZi2hV0NNNyCreIKypmYyWKd2iM/SVnAiVRzX7KdA/iogbPdA7jfwA868KCBP+vAm378bQc+aeAPO/BpK1jQCU7RMIddu3GMyLddyASRh12Ij8h BvV25KeymOx7Sww2gcClShPa6oSDHpOv4qo3pJ7NFHV6GxWJhdxHmnk+U9rc/Puu0DlZvzm2zTU0cyDEE+uLe1zTgXQJSFl/fY/njWEvcFMcs8+xul6pxqOMP5swQuCTUIqVN0DJmGJs+1sd8yL0wAAP5mENmMoDk3sPfucbKpq4hmuy/QFFg2aMw l/+fHqlYWDrUR1DViE4JPh6A19mBJTXGifn0B42TqVgN/oNU4NiZitWE3qcC99zxUhsZfb9ah2bv+qpMfAr1WothXXvTOxTgMCaJlYg9bfLx+OM3fgy7OiDdfhdLLJpKOIBJqqtqJKLb6zJC18Yssbhke88mGfVxN8V6hVZqLUIEBzVTYU/vy/M77 HQxWDO9xXSsLp5YYggJXjzBim8gQ1oKAmpVlMURC5uRD+WjiNCzJgIaV5EJEO5h0VKE4MT3w8k2dfrReF2h4Tp+B/mZrRcJL1NVhwMjcormAVg4P1/XB2nHGMQiTeY2SqAtTxgBDB3DYbRT2h38QGmTqVGOtxnXqNkhHtmTG9aRLmymkqwCeM0rHco O5FSbCBIf3PjMCnKW2gPGpa/WXO9Y+gxJaMWCpxaNKqtyUlS2fOd4toAjpk9Sg7a/w5I5m1O6rI8nHUsrtmRiy6bYkmdCy8Bac42TDKiBLng9nkdLmwzS1kvr0OTYwFpA+Xjupja0oD2uEU3yCDfpS5plSKHtxVIjlJ3waY9VVDZ9hM2sco64XlEX DcHIKlJv7ZXcl5AsmywJvY+fw1xiVVoWr2j3Y0jUO7Jpl++csi0DR4gtGwKZ4ZWV3R6EIRbNfJXE2tG8LPaHc1rFQOvDknKFyRplD9GzwvY5Nl+BqJn0ZbUW94fNmw06HEvZv5Ji+8BvwiKdhRCC132F7IwYIWG/TWApBZzfWFc9o3GogtxIqh9XD mcVh12ZuclBp8viV02fciEY0Ew7S/LU9WcPCXfzgdcjnfcclilG9diGxf195wcPruu64DdhkhvNowcgCjJHagdsBnZxyz7dZhcUFezEO+IU5Iou/rLSdZGGOYguhsUXLPyBY1XYFsNyqOGhLribO5McPX/x/bKzTc9er6vYA+N6cWKkJunCqqZub84 EHN1B1pseQdZIMxgHP6dGcs0vWMGaGBG6wpndv4DdUjCpv8STdapKOu5UpJJkuSt+HV4fs2BQzwzS3TABiocNZPZ5VLGGuH4RvRZD0JpibQaSn/icUqk6x7vKMVVYdXeOLyQ8JKhAxr70MjlxyTgdYrQWqccIkpHviTTNkoWK7DlBDHqR4uuD4h1S 8Y1IBrWWteRjD3DPOhoaF1XTdXVF7RlPtCC9meHBypbPzhNryhBDC4Pc1NBv7B1XZRe7yAdTEU+kl4w9yGsUXtBr2uvMjedPVDEci6GDjmgGHEK95KA/s10olvjWiZ3okMDUZ9cZv9yPnLb3whcV9pgFhYvwEnp7vI7ylzwZA/+Hvs9YVgXto8UqM TrruDuIZ/YtSqNQgCLOJP5UaKP86xRyeSOddVVMqtjE7WbkOZgWUQoL2UjqqstNt/IrT6O3ar49LjoLibnSU5GZ9guSV+V5sbVb3urv3u3v0Zt6lAAinp1TengiFiS4ZWOWjkOq3rrxbafXUerOY2sRx6A5hmYMO8rm/fWm90SaaRJco0KxiTiOZ1r YdBH8km/LmgGPUP4zxtyvCfMk02bLF1qy+KYWEiLbzcPh3peHQzeFm10cZRMvqw3CvMxiiDhb7M2Rv3Ilyzw4Yq8Y80zXKIQ32IXQfVd/mvemeQYuMjSCCNOpGNLFTKWN2Q5MS3ftdnx0fJ3rD1xvvOStHq+8+M3G9SXqaMzfyEZN9Alb3Cb6lN2f NtEjbpVFE+e3zk2UJfnLJspKuXkTnfP6sV0ltkWjymu6xJpqUQv1yyYuee7bhNlt9UUT5REcTrWFTbLxdBsya0Hzcg3zihzFW6O/Qk8Hr6OYDqRvI9SM7pgaOKUvRMcug3g45K/bq/QHg2QX6vayBblZhXYlzvqiOdS8WrKkESORuGBLR//8zspjs MH6ZHtAVlv9jljzogoJ9q3JmvJFwOcFzXGitGwTXRM7ngHSmY0Va+4929KhdsyYY8d0n+GN/i79Uxr+cLq3vfvV9t7zvf43+9Wf2XzW+23vd71bvd3e73vf9A57z3onPb+nen/t/a339/4/+v/q/7v/H0f99JNK5je91qf/3/8BXjq+dA==</latex it>
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<latexit sha1_base64="MwCq1joccNwjGmzoYh46vmhJssA=">AAAkRHicpVrbcty4EZ3d3DbKzZs85oWVsapsr6WVl IekXLVVa8lZa23ZZVuWrMRjTWFIzAwi3kSAczHNb8hr8kP5h/xD3lJ5TaUbIGfIblrrtabKHg7O6QbQQDe6QY3SUGmzs/OvTz79wQ9/9OOffPbTjZ/9/Be//NWNz399qpM88+WJn4RJdjYSWoYqlidGmVCepZkU0SiUr0YXB4i/mslMqyR+aZapfBO JSazGyhcGmk5uvhw+vTm80d/Z3rEfjz/sVg/9XvV5Nvy8f3sQJH4eydj4odD69e5Oat4UIjPKD2W5Mci1TIV/ISbyNTzGIpL6TWFHW3qb0BJ44ySDf7HxbGtTohCR1stoBMxImKmmGDZ2Ya9zM/7jm0LFaW5k7LuOxnnomcTDqXuByqRvwiU8CD9T MFbPn4pM+AYMtLGxsentCw2NTvPm1gd/NgaxnPtJFIk4KAbZDBejLAZTDSOTd4qtgcgysYSJwljLgYXfA5ZtVSloSdGqIiRItAQjFOcDIxcmTwv4QQiwCUKQxrmMRsULCoOBy9e7b1aE4/K86O9SVhJLDUqqTuz3aFwArdwgA020SaC/YiBTrcIkp poisXAEv2MkIN01mGGtlnSm/WmeVXPzRQh0qtKIkQrVWwFeALyRyFpkqi9OMjDGHvQfyrEZnMrM9HcHmZpM3Y9h0d+jXaAMGNhK1aqfllbBLRz7XZRxOm53isI2Dpn8WpQKydl6Mf8Eg9lsoTORrZcJfxBph1fip0zcgA/ItQLD5B3BLtGa4w08GG2 bCJ41WSuyvwhjFF60SfbbmKIGqICfxLM12/6io0tD87Yx/ERC5IQWagRw/uxtaxbQVK1ZveDU7pmIL1oitoHJtIXCEZob/kerEX0WyiqIbFs1idfT0JOY7dQIXRriu0+9y+5zBOQlhdDUOveZyERWABeJUSZ2QmQEUxWPG653WA6LATSZJbX21MwT QmROlBFtL8puxdQVfBEnaCk5A9KlipW5O0jxi3PTxIc4+ZK1L1I4dcACdH0AcM5yrCaRoGKBMKIx3gcsyiWBDBuEJ3wFkaGlAdLLqTSsB5hZhEeHMMV95jprbJ9ieexDpCphSF3tgV/Wj4PA1/o9JJybUWEgV/quZM/q2NomE5NJEYPTauPI3gGLv pBG4CrBQfOUYvCEgo+YUuyoGK7ijM/sHPhGRbC+xcsWi9KyhNEyztKasaD/kjnHKA8muLSPVjTYTkzbwq4GGm7BVnEF5UzMZLFO7ZGfpCzgRKq5L9nOAXzUwNnuAdxv4AcdeNDAn3XgTT/+pgOfNPCHHfi0FSzoBKdomMOu3ThG5JsuZILIwy7ER+S g3q7cFHbTHQ/p4QZQuBQpQnvdUJBj0nV81cb0k9miDi/DYrGwuwhzzydK+9sfn3VaB6s357bZpiYO5BgCfXHvKxrwLgEpi6/usfxxrCVuimOWeXa3S9U41PEHc2YIXBJqkdImaBkzjE0f62M+5F4YgIF8zCEzGUBy7+HvXGNlU9cQTfZfoSiw7FGY y++mRyoWlg71EVQ1olOCjwfgdXZgSY1xYj79QeNkKlaD/yAVOHamYjWh96nAPXe81EZG36/Wodm7vioTn0K91mJY1970DgU4jEliJWJPm3w8/viNH8OuDki338YSi6YSDmCS6qoaiej2uozQtTFLLC7Z3rNJRn3cTbFeoZVaixDBQc1U2NP78vwOO 10M1kxvMR2riyeWGEKCF0+w4hvIkJaCgFoVZXHEwmbkQ/koIvSsiYDGVWQChHtYtBQhOPH9cLJNnX40XldouI7fQn5m60XCy1TV4cCInKJ5ABbOz9f1QdoxBrFIk7mNEmjLE0YAQ8dwGO2Udgc/UNpkapTjbcY1anaIR/bkhnWkC5upJKsAXvNKh7I DOdUmgsQHNz6zgpyl9oBx6as11zuWPkMSWrHgqUWjyqqcFJUt3zmeLeCI6ZPUoO3vsGTO5pQu6+NJx9KKLZnYsim25JnQMrDWXOMkA2qgC16P59HSJoO09dI6NDk2sBZQPp67qQ0taI9rRJM8wk36kmYZUmh7sdQIZSd82mMVlU0fYTOrnCOuV9RF QzCyitRbeyX3JSTLJktC7+PnMJdYlZbFK9r9GBL1jmza5TunbMvAEWLLhkBmeGVltwdhiEUzXyWxdjQvi/3hnFYx0PqwpFxhskbZQ/SssH2OzVcgaiZ9Wa3F/WHzZoMOx1L2r6TYPvCbsEhnIYTgdV8hOyNGSNhvE1hKAec31lXPaByqIDeS6seVw 1nFYVdmbnLQ6bL4VdOnXAgGNNPOkjx1/dlDwt184PVI5z2HZYpRPbZhcX/f+cGD67ou+E2Y5Ebz6AGIgsyR2gGbgV3csk+32QVFBTvxjjgFuaKLv6x0XaRhDqKLYfEFC3/gWBW2xbAcanioC+7mziRHz198v+xs07PX6yr2wLhenBipSbqwqqnbmzM BR3eQ9aZHkDXSDMbBz6mRXPMLVrAmRoSucGb3L2C3FEzqL/FknaqSjjsVqSRZ7opfh9fHLBjUM4N0N0yA4mEDmX0eVawhrl9Er8UQtKZYm4HkJz6nVKrO8a5yTBVW3Z3jCwkPCSqQsS+9TE5cMk6HGK1F6jGCZOR7Ik2zZKEie04Qg16k+PqgeIdU fCOSQa1lLfnYA9yzjobGRdV0XV1Re8YTLUhvZniwsuWz88SaMsTQwiA3NfQbe8dV2cUu8sFUxBPpJWMP8hqFF/Sa9jpz4/kzVQzHYuigI5oBh1AvOegvbBeKJb51Yic6JDD12XXGL/cjp+298EWFPWZB4SK8hN4er6P8JU/GwP+h7zOWVUH7aLFKj M467g7imX2L0igUoIgziT8V2ij/OoVc3khnXRWTKjZxuxl5DqZFlMJCNpK66nLTrfzK0+itmm+Pi85CYq70VGSm/YLkVXlebO2Wt/q7d/t79KYeJYCIZ+eUHp6IBQlu2Zil45Cqt2582+l1lLrz2FrEMWiOoRnDjrJ5f73pPZFmmgTXqFBsIo7jmRY 2XQS/5NuyZsAjlP+MMfdrwjzJtNnyhZYsvqmFhMh283C49+Xh0E3hZhdH2cTLaoMwL7MYIs4We3Pkr1zJMg+O2CvGPNM1CuENdiF039Wf5r1pnoGLDI0gwnQqhnQxU2ljtgPT0l27HR8dX+f6A9cbL3mrxysvfrNxfYk6GvM3slETfcIWt4k+Zfen TfSIW2XRxPmtcxNlSf6yibJSbt5E57x+bFeJbdGo8pousaZa1EL9solLnvs2YXZbfdFEeQSHU21hk2w83YbMWtC8XMO8Ikfx1uiv0NPB6yimA+nbCDWjO6YGTukL0bHLIB4O+ev2Kv3BINmFur1sQW5WoV2Js75oDjWvlixpxEgkLtjS0T+/s/IYb LA+2R6Q1Va/I9a8qEKCfWuypnwR8HlBc5woLdtE18SOZ4B0ZmPFmnvPtnSoHTPm2DHdZ3ijv0v/lIY/nO5t7/5+e+/5Xv/r/erPbD7r/bb3u96t3m7vD72ve4e9Z72Tnt9Tvb/1/t77R/+f/X/3/9P/r6N++kkl85te69P/3/8BJsW+jw==</latex it>
apply policy K1
<latexit sha1_base64="vP4ylOZWtBQuWW/srvOw7wLrz 38=">AAAkWXicpVptb9y4Ed5c31L3Ldf7UqBfhNoGklzs87ofWgQ44GKnF1/iBEmcOG6z8YIrcXdZ680itS9R1F/Tr+3/ KfpnOkNKu9KM4t7FCySr5fPMkBxyhjOUR2motNnb+8+Nz37045/89Gc3f77xi1/+6te/ufX5b091kme+fO0nYZKdjYSW oYrla6NMKM/STIpoFMo3o4tDxN/MZKZVEr8yy1S+i8QkVmPlCwNNw1u/E2kaLr00CZW/9LYG7mHY3xre2tzb3bMfjz/0q 4fNXvV5Pvx8884gSPw8krHxQ6H12/5eat4VIjPKD2W5Mci1TIV/ISbyLTzGIpL6XWGnUHrb0BJ44ySDf7HxbGtTohCR1s toBMxImKmmGDZ2YW9zM/7zu0LFaW5k7LuOxnnomcRDe3iByqRvwASBEn6mYKyePxWZ8A1YbWNjY9s7EBoanebtne/92R jEcu4nUSTioBhkM1yhshhMNYxM3i12BiLLxBImCmMtBxb+CFi2VaWgJUWripAg0RKMUJwPjFyYPC3gByHAzghBGucyGhU vKQwGLt/2360IJ+V5sdmnrCSWGpRUndjv0bgAWrlBBppok0B/xUCmWoVJTDVFYuEIfsdIQLprMMNaLelM+9M8q+bmixDo VKURIxWq9wJcA3gjkbXIVF+cZGCMfeg/lGMzOJWZ2ewPMjWZuh/DYnOfdoEyYGArVat+VloFt3Hs91DG6bjTKQrbOGTy a1EqJGfrxfwLDGa7hc5Etl4m/EGkHV6JnzJxAz4g1woMk3cEu0RrjjfwYLRtInjWZK3I/iKMUXjRJtlvY4oaoAJ+Es/Wb PuLji4NzfvG8BMJ4RRaqBHA+bP3rVlAU7Vm9YJTu2civmiJ2AYm0xYKR2hu+B+tRvRZKKsgsm3VJF5PQ09itlMjdGkI+j 71LrvPEZCXFEJT69xnIhNZAVwkRpnYCZERTFU8brjeUTksBtBkltTaUzNPCJE5UUa0vSy7FVNX8EWcoKXkDEiXKlbm3i DFL85NEx/i5CvWvkjh1AEL0PUBwDnLiZpEgooFwojGeB+yKJcEMmwQnvIVRIaWBkivptKwHmBmER4dwhQPmOussQOK5bE PkaqEIXW1B35ZPw4CX+uPkHBuRoWBXOm7kj2rY2ubTEwmRQxOq40je4cs+kIagasEB80zisETCj5mSrGjYriKMz6zc+Ab FcH6Fq9aLErLEkbLOEtrxoL+S+YcozyY4NI+XtFgOzFtC7saaLgFW8UVlDMxk8U6tUd+krKAE6nmvmQ7B/BRA2e7B3C/ gR924EEDf96BN/342w580sAfdeDTVrCgE5yiYY66duMYkW+7kAkij7oQH5HDertyU9hNdzKkhxtA4VKkCO13Q0GOSdfJV RvTT2aLOrwMi8XC7iLMPZ8q7e9+etZpHazenLtml5o4kGMI9MX9r2nAuwSkLL6+z/LHsZa4KU5Y5tndLlXjUMcfzJkhcE koUEqboGXMMDZ9rI/5kHthAAbyMYfMZADJvYe/c43lTl1DNNl/h6LAskdhLv8/PVKxsHQomqCqEZ0SfDwAr7MDS2qME/ Pp7zVOpmI1+O+lAsfOVKwm9DEVuOdOltrI6IfVOjR711dl4lOo11oM69rb3pEAhzFJrETsaZOPx5++8WPY1QHp9rtYYtF UwgFMUl1VIxHdXpcRujZmicUl23s2yaiPuynWK7RSaxEiOKiZCnt6X57fZaeLwZrpPaZjdfHEEkNI8OIJVnwDGdJSEFCr oiyOWdiMfCgfRYSeNRHQuIpMgHAPi5YiBCd+EE52qdOPxusKDdfxO8jPbL1IeJmqOhwYkVM0D8DC+fm6Pkg7xiAWaTK3 UQJt+ZoRwNAxHEZ7pd3BD5U2mRrleMVxjZod4pE9uWEd6cJmKskqgNe80qHsQE61iSDxwY3PrCBnqT1gXPpqzfWBpc+Qh FYseGrRqLIqJ0Vlyw+OZws4YvokNWj7uyyZszmly/p40rG0YksmtmyKLXkmtAysNdc4yYAa6ILX43m0tMkgbb20Dk2ODa wFlI/nbmpDC9rjGtEkj3CTvqJZhhTaXiw1QtlrPu2xisqmj7CZVc4R1yvqoiEYWUXqvb2n+wqSZZMloffpc5hLrErL4g 3tfgyJekc27fKdU7Zl4AixZUMgM7yystuDMMSima+SWDual8XBcE6rGGh9VFKuMFmj7CF6VtgBx+YrEDWTvqzW4sGwebN Bh2MpB1dSbB/4TViksxBC8LqvkJ0RIyQctAkspYDzG+uq5zQOVZAbSfXjyuGs4rArM7c56HRZ/KrpUy4EA5ppZ0meuv7s IeFuPvB6pPOewzLFqB7bsHhw4Pzg4XVdF/wmTHKjefQAREHmSO2AzcAubtunO+yCooKdeEecglzRxV9Wui7SMAfRxbD4 koU/cKwK22FYDjU81AX3cmeS4xcvf1h2tu3Z63UVe2BcL06M1CRdWNXU7c2ZgKM7yHrTY8gaaQbj4BfUSK75JStYEyNCV ziz+xewm3v9gCfrVJV03KlIJclyV/w6vD5hwaCeGaS7YQIUDxvI7POoYg1x/SJ6LYagNcXaDCQ/8TmlUnWOd5VjqrDq7h xfSHhIUIGMfellcuKScTrEaC1SjxEkI98TaZolCxXZc4IY9CLF1wfFB6TiG5EMai1rySce4J51NDQuqqbr6oraM55oQX ozw4OVLZ+dJ9aUIYYWBrmpod/YO67KLnaRD6cinkgvGXuQ1yi8oNe015kbz1+pYjgWQwcd0ww4hHrJQX9ju1As8a0TO9E hganPrjN+uR85bR+FLyrsCQsKF+El9PZkHeUveTIG/g99n7GsCtpHi1VidNZxdxDP7FuURqEARZxJ/KnQRvnXKeTyRjrr qphUsYnbzchzMC2iFBaykdRVl5tu5VeeRm/VfHtcdBYSc6WnIjPtFyRvyvNip1/e3uzf29ynN/UoAUQ8O6f08EQsSHDL xiwdh1S9dePbTq+j1J3H1iKOQXMMzRh2lM37623vqTTTJLhGhWITcRzPtLDpIvgl35Y1Ax6h/GeMuV8T5kmmzY4vtGTxT S0kRLato+H+V0dDN4WtLo6yiZfVBmFeZjFEnB325shfuZJlHh6zV4x5pmsUwhvsQui+qz/Ne9M8AxcZGkGE6VQM6WKm0s ZsB6alu3Y7OT65zvUHrjde8laPV178ZuP6EnU05m9koyb6lC1uE33G7k+b6DG3yqKJ81vnJsqS/GUTZaXcvInOef3Yrh LbolHlNV1iTbWohfplE5c8923C7Lb6oonyCA6n2sIm2Xi6DZm1oHm5hnlFjuKt0V+hp4PXUUwH0rcRakZ3TA2c0heiY5d BPBry1+1V+oNBsgt1e9mC3KxCuxJnfdEcal4tWdKIkUhcsKWjf3535THYYH2yPSCrrX5HrHlRhQT71mRN+TLg84LmOFFa tomuiR3PAOnMxoo1975t6VA7ZsyxY7rP8NZmn/4pDX843d/t/3F3/8X+5jcH1Z/Z3Oz9vveH3u1ev/en3je9o97z3uue 3/tH75+9f/X+vfnfrRtbN7c2HPWzG5XMF73WZ+uL/wH5GMLz</latexit>
apply K1
<latexit sha1_base64="yE+5U6gcExkR3YroZM45iFIfg kw=">AAAkUnicpVpLc9y4ER7v5rFRNomdHHNhZaQq22tpJeWQlKu2ai05a60tu2zLlpV4rCkMiZlBxJcIcB6m+VNyTf5Q LvkrOaUbIGfIblrZtabKHg6+rxtAA93oBjVKQ6XN7u5/bnz2+U9++rOff/GLjV9++atf/+bmrd+e6iTPfPnaT8IkOxsJ LUMVy9dGmVCepZkU0SiUb0YXh4i/mclMqyR+ZZapfBeJSazGyhcGmoY3b4k0DZfe5iBNQuUvh3ubw5v93Z1d+/H4w1710 O9Vn+fDW/07gyDx80jGxg+F1m/3dlPzrhCZUX4oy41BrmUq/AsxkW/hMRaR1O8KO/bS24KWwBsnGfyLjWdbmxKFiLReRi NgRsJMNcWwsQt7m5vxn98VKk5zI2PfdTTOQ88kHhrCC1QmfQNzD5TwMwVj9fypyIRvwFwbGxtb3oHQ0Og0b23/4M/GIJ ZzP4kiEQfFIJvh0pTFYKphZPJusT0QWSaWMFEYazmw8EfAsq0qBS0pWlWEBImWYITifGDkwuRpAT8IAbZECNI4l9GoeEl hMHD5du/dinBSnhf9PcpKYqlBSdWJ/R6NC6CVG2SgiTYJ9FcMZKpVmMRUUyQWjuB3jASkuwYzrNWSzrQ/zbNqbr4IgU5V GjFSoXovwCeANxJZi0z1xUkGxtiH/kM5NoNTmZn+3iBTk6n7MSz6+7QLlAEDW6la9bPSKriNY7+HMk7HnU5R2MYhk1+L UiE5Wy/mX2AwWy10JrL1MuEPIu3wSvyUiRvwAblWYJi8I9glWnO8gQejbRPBsyZrRfYXYYzCizbJfhtT1AAV8JN4tmbbX 3R0aWjeN4afSIij0EKNAM6fvW/NApqqNasXnNo9E/FFS8Q2MJm2UDhCc8P/aDWiz0JZBZFtqybxehp6ErOdGqFLQ7T3qX fZfY6AvKQQmlrnPhOZyArgIjHKxE6IjGCq4nHD9Y7KYTGAJrOk1p6aeUKIzIkyou1l2a2YuoIv4gQtJWdAulSxMvcGKX 5xbpr4ECdfsfZFCqcOWICuDwDOWU7UJBJULBBGNMb7kEW5JJBhg/CUryAytDRAejWVhvUAM4vw6BCmeMBcZ40dUCyPfYh UJQypqz3wy/pxEPhaf4SEczMqDORK35XsWR1b22RiMilicFptHNk7ZNEX0ghcJThonlEMnlDwMVOKHRXDVZzxmZ0D36gI 1rd41WJRWpYwWsZZWjMW9F8y5xjlwQSX9vGKBtuJaVvY1UDDLdgqrqCciZks1qk98pOUBZxINfcl2zmAjxo42z2A+w38 sAMPGvjzDrzpx9914JMG/qgDn7aCBZ3gFA1z1LUbx4h814VMEHnUhfiIHNbblZvCbrqTIT3cAAqXIkVovxsKcky6Tq7am H4yW9ThZVgsFnYXYe75VGl/59OzTutg9ebcMTvUxIEcQ6Av7n9DA94lIGXxzX2WP461xE1xwjLP7napGoc6/mDODIFLQm VS2gQtY4ax6WN9zIfcCwMwkI85ZCYDSO49/J1rrHPqGqLJ/jsUBZY9CnP5/+mRioWlQ7UEVY3olODjAXidHVhSY5yYT/ +gcTIVq8H/IBU4dqZiNaGPqcA9d7LURkY/rtah2bu+KhOfQr3WYljX3vKOBDiMSWIlYk+bfDz+9I0fw64OSLffxxKLphI OYJLqqhqJ6Pa6jNC1MUssLtnes0lGfdxNsV6hlVqLEMFBzVTY0/vy/C47XQzWTO8xHauLJ5YYQoIXT7DiG8iQloKAWhVl cczCZuRD+Sgi9KyJgMZVZAKEe1i0FCE48YNwskOdfjReV2i4jt9DfmbrRcLLVNXhwIiconkAFs7P1/VB2jEGsUiTuY0S aMvXjACGjuEw2i3tDn6otMnUKMe7jWvU7BCP7MkN60gXNlNJVgG85pUOZQdyqk0EiQ9ufGYFOUvtAePSV2uuDyx9hiS0Y sFTi0aVVTkpKlt+cDxbwBHTJ6lB299lyZzNKV3Wx5OOpRVbMrFlU2zJM6FlYK25xkkG1EAXvB7Po6VNBmnrpXVocmxgLa B8PHdTG1rQHteIJnmEm/QVzTKk0PZiqRHKXvNpj1VUNn2EzaxyjrheURcNwcgqUu/tBd3XkCybLAm9T5/DXGJVWhZvaP djSNQ7smmX75yyLQNHiC0bApnhlZXdHoQhFs18lcTa0bwsDoZzWsVA66OScoXJGmUP0bPCDjg2X4GomfRltRYPhs2bDTo cSzm4kmL7wG/CIp2FEILXfYXsjBgh4aBNYCkFnN9YVz2ncaiC3EiqH1cOZxWHXZm5xUGny+JXTZ9yIRjQTDtL8tT1Zw8J d/OB1yOd9xyWKUb12IbFgwPnBw+v67rgN2GSG82jByAKMkdqB2wGdnHbPt1hFxQV7MQ74hTkii7+stJ1kYY5iC6GxVcs /IFjVdg2w3Ko4aEuuJc7kxy/ePnjsrMtz16vq9gD43pxYqQm6cKqpm5vzgQc3UHWmx5D1kgzGAe/oEZyzS9ZwZoYEbrCm d2/gN3c6wc8WaeqpONORSpJlrvi1+H1CQsG9cwg3Q0ToHjYQGafRxVriOsX0WsxBK0p1mYg+YnPKZWqc7yrHFOFVXfn+E LCQ4IKZOxLL5MTl4zTIUZrkXqMIBn5nkjTLFmoyJ4TxKAXKb4+KD4gFd+IZFBrWUs+8QD3rKOhcVE1XVdX1J7xRAvSmx kerGz57DyxpgwxtDDITQ39xt5xVXaxi3w4FfFEesnYg7xG4QW9pr3O3Hj+ShXDsRg66JhmwCHUSw76G9uFYolvndiJDgl MfXad8cv9yGn7KHxRYU9YULgIL6G3J+sof8mTMfB/6PuMZVXQPlqsEqOzjruDeGbfojQKBSjiTOJPhTbKv04hlzfSWVfF pIpN3G5GnoNpEaWwkI2krrrcdCu/8jR6q+bb46KzkJgrPRWZab8geVOeF9t75e3+3r3+Pr2pRwkg4tk5pYcnYkGCWzZm 6Tik6q0b33Z6HaXuPLYWcQyaY2jGsKNs3l9veU+lmSbBNSoUm4jjeKaFTRfBL/m2rBnwCOU/Y8z9mjBPMm22faEli29qI SGybR4N978+GropbHZxlE28rDYI8zKLIeJsszdH/sqVLPPwmL1izDNdoxDeYBdC9139ad6b5hm4yNAIIkynYkgXM5U2Zj swLd2128nxyXWuP3C98ZK3erzy4jcb15eoozF/Ixs10adscZvoM3Z/2kSPuVUWTZzfOjdRluQvmygr5eZNdM7rx3aV2B aNKq/pEmuqRS3UL5u45LlvE2a31RdNlEdwONUWNsnG023IrAXNyzXMK3IUb43+Cj0dvI5iOpC+jVAzumNq4JS+EB27DOL RkL9ur9IfDJJdqNvLFuRmFdqVOOuL5lDzasmSRoxE4oItHf3zuyuPwQbrk+0BWW31O2LNiyok2Lcma8pXAZ8XNMeJ0rJN dE3seAZIZzZWrLn3bUuH2jFjjh3TfYY3+3v0T2n4w+n+zt4fd/Zf7Pe/Paj+zOaL3u97f+jd7u31/tT7tnfUe9573fN7 894/ev/s/av/7/5/N29sfu6on92oZH7Xa302v/wfjf7A/A==</latexit> apply K2
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Figure 1: Cartoon depiction of the problem addressed in this paper. The goal is to design N policies,
{Ki}Ni=1, so as to minimize the worst-case cost (blue area) over the time horizon [0, T ]; cf. §2.
models of the form M(D) := {Aˆ, Bˆ,D} where D ∈ Snx+nu specifies the following region, in
parameter space, centered about {Aˆ, Bˆ}:
Θm(M) := {A, B : X>DX  I, X = [Aˆ−A, Bˆ −B]>}. (4)
The following lemma, cf. §A.1.2 for proof, suggests a specific means of constructing D, so as to
ensure that Θm defines a high probability credibility region:
Lemma 3.1. Given data Dn from (1), and 0 < δ < 1, let D = 1σ2wcδ
∑n−1
t=1
[
xt
ut
] [
xt
ut
]>
, with
cδ = χ
2
n2x+nxnu
(δ). Then [Atr, Btr] ∈ Θm(M) w.p. 1− δ.
For convenience, we will make use of the following shorthand notation:M(Dti) = {Aˆi, Bˆi, Di}.
Credibility regions of the form (4), i.e. bounds on the spectral properties of the estimation error, have
appeared in recent works on data-driven and adaptive control, cf. e.g., [11, Proposition 2.4] which
makes use of results from high-dimensional statistics [39]. The construction in [11, Proposition
2.4] requires {xt+1, xt, ut} to be independent, and as such is not directly applicable to time series
data, without subsampling to attain uncorrelated samples (though more complicated extensions to
circumvent this limitation have been suggested [37]). Lemma 3.1 is directly applicable to correlated
time series data, and provides a credibility region that is well suited to the RRL problem, cf. §4.3.
4 Convex approximation to robust reinforcement learning problem
Equipped with the high-probability bound on the spectral properties of the parameter estimation
error presented in Lemma 3.1, we now proceed with the main contribution of this paper: a convex
approximation to the ‘robust reinforcement learning’ (RRL) problem in (3).
4.1 Steady-state approximation of cost
In pursuit of a more tractable formulation, we first introduce the following approximation of (3),
N∑
i=1
sup
{A,B}∈
Θm(M(Dti ))
E
 ti∑
t=ti−1
c(xt, ut)
 , s.t. xt+1 = Axt +But + wt, ut = Ki(xt). (5)
Observe that (5) has introduced two approximations to (3). First, in (5) we only update the ‘worst-
case’ model at the beginning of each epoch, when we deploy a new policy, rather than at each time
step as in (3). This introduces some conservatism, as model uncertainty will generally decrease
as more data is collected, but results in a simpler control synthesis problem. Second, we select
the worst-case model from the ‘spectral’ credibility region Θm as defined in (4), rather than the
‘ellipsoidal’ region Θe defined in (2). Again, this introduces some conservatism as Θe ⊆ Θm, cf.
§A.1.2, but permits convex optimization of the worst-case cost, cf. §4.2. For convenience, we denote
Jτ (x1,K,Θm(M)) := sup
{A,B}∈
Θm(M)
∑τ
t=1
c(xt, ut), s.t. xt+1 = Axt +But + wt, ut = K(xt).
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Next, we approximate the cost between epochs with the infinite-horizon cost, scaled appropriately for
the epoch duration, i.e., between the i− 1th and ith epoch we approximate the cost as
JTi(xti ,Ki,Θm(M(Dti−1))) ≈ Ti×{J∞(Ki,Θm(M(Dti−1))) := lim
τ→∞
1
τ
Jτ (0,Ki,Θm(M(Dti−1)))}.
(6)
This approximation is accurate when the epoch duration Ti is sufficiently long relative to the time
required for the state to reach the stationary distribution. Substituting (6) into (5), the cost function
that we seek to minimize becomes
E
[∑N
i=1
Ti × J∞
(Ki,Θm(M(Dti−1)))] . (7)
The expectation in (7) is w.r.t. to wt and et, as Dti depends on the random variables x1:ti and u1:ti ,
which evolve according to the worst-case dynamics in (5).
4.2 Optimization of worst-case cost
The previous subsection introduced an approximation of our ‘ideal’ problem (3), based on the worst-
case infinite horizon cost, cf. (7). In this subsection we present a convex approach to the optimization
of J∞(K,Θm(M)) w.r.t. K, givenM. The infinite horizon cost can be expressed as
lim
τ→∞
1
τ
E
[
τ∑
t=1
x>t Qxt + u
>
t Rut
]
= tr
([
Q 0
0 R
]
lim
τ→∞
1
τ
τ∑
t=1
E
[[
xt
ut
] [
xt
ut
]>])
. (8)
Under the feedback policy K, the covariance appearing on the RHS of (8) can be expressed as
E
[
lim
τ→∞
1
τ
τ∑
t=1
[
xt
Kxt + Σ
1/2et
] [
xt
Kxt + Σ
1/2et
]>]
=
[
W WK>
KW KWK> + Σ
]
, (9)
where W = E
[
xtx
>
t
]
denotes the stationary state covariance. For known A and B, W is given by
the (minimum trace) solution to the Lyapunov inequality
W  (A+BK)W (A+BK)> +BΣB> + σ2wInx , (10)
i.e., arg minW tr W s.t. (10). To optimize J∞(K,Θm(M)) via convex optimization, there are two
challenges to overcome: i. non-convexity of jointly searching for K and W , satisfying (10) and
minimizing (8), ii. computing W for worst-case {A,B} ∈ Θm(M), rather than known {A,B}.
Let us begin with the first challenge: nonconvexity. To facilitate a convex formulation of the RRL
problem (7) we write (10) as
W  [A B]
[
W WK>
KW KWK> + Σ
]
[A B]
>
+ σ2wInx , (11)
and introduce the change of variables Z = WK> and Y = KWK> + Σ, collated in the variable
Ξ =
[
W Z
Z> Y
]
. With this change of variables, minimizing (8) subject to (11) is a convex program.
Now, we turn to the second challenge: computation of the stationary state covariance under the
worst-case dynamics. As a sufficient condition, we require (11) to hold for all {A,B} ∈ Θm(M). In
particular, we define the following approximation of J∞(K,M)
J˜∞(K,M) := min
W∈Snx++
tr
([
Q 0
0 R
] [
W WK>
KW KWK> + Σ
])
, s.t. (11) holds ∀ {A,B} ∈ Θm(M).
(12)
Lemma 4.1. Consider the worst-case cost J∞(K,M), cf. (6), and the approximation J˜∞(K,M),
cf. (12). J˜∞(K,M) ≥ J∞(K,M).
Proof: cf. §A.1.3. To optimize J˜∞(K,M), as defined in (12), we make use of the following result
from [28]:
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Theorem 4.1. The data matrices (A,B, C,P,F ,G,H) satisfy, for all X with I −X>PX  0, the
robust fractional quadratic matrix inequality[ H F + GX
(F + GX)> C +X>B + B>X +X>AX
]
 0, iff
 H F GF> C − λI B>
G> B A+ λP
  0,
(13)
for some λ ≥ 0.
To put (11) in a form to which Theorem 4.1 is applicable, we make use of of the nominal parameters
Aˆ and Bˆ. With X defined as in (4), such that [A B] = [Aˆ Bˆ]−X ′, we can express (11) as
Ψ := W−[Aˆ Bˆ]Ξ[Aˆ Bˆ]>+X>Ξ[Aˆ Bˆ]>+[Aˆ Bˆ]ΞX−X>ΞX  σ2wInx ⇐⇒
[
I σwI
σwI Ψ
]
 0,
where the ‘iff’ follows from the Schur complement. Given this equivalent representation, by Theorem
4.1, (11) holds for all X>DM I (i.e. all {A,B} ∈ Θm(M)) iff
S(λ,Ξ, Aˆ, Bˆ,D) :=
 I σwI 0σwI W − [Aˆ Bˆ]Ξ[Aˆ Bˆ]> − λI [Aˆ Bˆ]Ξ>
0 Ξ[Aˆ Bˆ]> λD − Ξ
  0, (14)
which is simply (13) with the substitutions A = −Ξ, B = Ξ[Aˆ Bˆ]>, C = W − [Aˆ Bˆ]Ξ[Aˆ Bˆ]>,
F = σwI , G = 0, and P = D. We now have the following result, cf. §A.1.4 for proof.
Theorem 4.2. The solution to minK J˜∞(K,Θm(M)), cf. (12), is given by the SDP:
min
λ,Ξ
tr (blkdiag(Q,R)Ξ) , s.t. S(λ,Ξ, Aˆ, Bˆ,D)  0, λ ≥ 0, (15)
with the optimal policy given by K = {Z>W−1, Y − Z>W−1Z}.
Note that as minK J˜∞(K,Θm(M)) is purely an ‘exploitation’ problem Σ→ 0 in the above SDP; in
general, Σ 6= 0 in the RRL setting (i.e. (7)) where exploration is beneficial.
4.3 Approximate uncertainty propagation
Let us now return to the RRL problem (7). Given a model M, §4.2 furnished us with a convex
method to minimize the worst-case cost. However, at time t = 0, we have access only to data D0,
and therefore, onlyM(D0). To optimize (7) we need to approximate the models {M(Dti)}N−1i=1
based on the future data, {Dti}N−1i=1 , that we expect to see. To this end, we denote the approximate
model, at time t = tj given data Dti , by M˜j(Dti) := {A˜j|i, B˜j|i, D˜j|i} ≈ E
[M(Dtj )|Dti]. We
now describe specific choices for A˜j|i, B˜j|i, and D˜j|i, beginning with the latter.
Recall that the uncertainty matrix D at the ith epoch is denoted Di. The uncertainty matrix at the
i + 1th epoch is then given by Di+1 = Di + 1σ2wcδ
∑ti+1
t=ti
[
xt
ut
] [
xt
ut
]>
. We approximate the
empirical covariance matrix in this expression with the worst-case state covariance Wi as follows:
E
[
ti+1∑
t=ti
[
xt
ut
] [
xt
ut
]>]
≈ Ti+1
[
Wi WiK
>
i
K>i Wi KiWiK
>
i + Σi
]
= Ti+1Ξi. (16)
This approximation makes use of the same calculation appearing in (9). The equality makes use of
the change of variables introduced in §4.2. Note that in proof of Theorem 4.2, cf. §A.1.4, it was
shown that Ξ =
[
W WK>
K>W KWK> + Σ
]
, when Ξ is the solution of (15).
Next, we turn our attention to approximating the effect of future data on the nominal parameter
estimates {Aˆ, Bˆ}. Updating these (ordinary least squares) estimates based on the expected value
of future observations involves difficult integrals that must be approximated numerically [27, §5].
To preserve convexity in our formulation, we approximate future nominal parameter estimates with
the current estimates, i.e., given data Dti we set A˜j|i = Aˆi and B˜j|i = Bˆi. To summarize, our
approximate model at epoch j is given by M˜j(Dti) = {Aˆi, Bˆi, Di + 1σ2wcδ
∑j
k=i+1 Tk+1Ξk}.
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4.4 Final convex program and receding horizon application
We are now in a position to present a convex approximation to our original problem (3). By
substituting J˜∞(·, ·) for J∞(·, ·), and M˜i(D0) for M(Dti) in (7), we attain the cost function:∑N
i=1Ti × J˜∞
(
Ki,Θm(M˜i−1(D0))
)
. Consider the ith term in this sum, which can be optimized
via the SDP (15), with D = D˜i−1|0. Notice two important facts: 1. for fixed multiplier λ, the
uncertainty D˜i−1|0 enters linearly in the constraint S(·)  0, cf. (15); 2. D˜i−1|0 is linear in the
decision variables {Ξk}i−1k=1, cf. end of §4.3. Therefore, the constraint S(·)  0 remains linear in the
decision variables, which means that the cost function derived by substituting M˜i(D0) into (7) can
be optimized as an SDP, cf. (17) below.
Hitherto, we have considered the problem of minimizing the expected cost over time horizon T
given initial data D0. In practical applications, we employ a receding horizon strategy, i.e., at the
ith epoch, given data Dti−1 , we find a sequence of policies {Kj}i+hj=i that minimize the approximate
h-step-ahead expected cost
Jˆ(i, h, {Kj}i+hj=i ,Dti−1) := TiJ˜∞(Ki,Θm(M(Dti−1))) +
i+h∑
j=i+1
Tj J˜∞(Kj ,Θm(M˜(Dti−1))),
and then apply Ki during the ith epoch. At the beginning of the i+ 1th epoch, we repeat the process;
cf. Algorithm1. The problem min{Kj}Nj=i Jˆ(i, h, {Kj}
i+h
j=i ,Dti−1) can be solved as the SDP:
min
λi≥0,{Ξj}i+hj=i
∑i+h
j=i
tr (blkdiag(Q,R) Ξj) , s.t. S(λi,Ξi, Aˆi, Bˆi, Di)  0, Ξj  0 ∀j, (17a)
S
(
λj ,Ξk, Aˆi, Bˆi, Di +
1
σ2wcδ
j∑
k=i+1
Tk+1Ξk
)
 0 for j = i+ 1, . . . , i+ h. (17b)
Selectingmultipliers For optimization of J˜∞(K,M) given a modelM, i.e., (15), the simultaneous
search for the policy K and multiplier λ is convex, as D is fixed. However, in the RRL setting,
‘D’ is a function of the decision variables Ξi, cf. (17b), and so the multipliers {λj}i+hj=i+1 ∈
Rh−1+ must be specified in advance. We propose the following method of selecting the multipliers:
given Dti−1 , solve K¯ = arg minK J˜∞(K,Θm(M(Dti−1))) via the SDP (15). Then, compute the
cost Jˆ(i, h, {K¯}i+hj=i ,Dti−1) by solving (17), but with the policies fixed to K¯, and the multipliers
{λj}i+hj=i ∈ Rh+ as free decision variables. In other words, approximate the worst-case cost of
deploying the K¯, h epochs into the future. Then, use the multipliers found during the calculation of
this cost for control policy synthesis at the ith epoch.
Computational complexity The proposed method can be implemented via semidefinite program-
ing (SDP) for which computational complexity is well-understood. In particular, the cost of solving the
SDP (15) scales as O(max{m3, mn3,m2n2}) [26], where m = (1/2)nx(nx + 1) + (1/2)nu(nu +
1) + nxnu + 1 denotes the dimensionality of the decision variables, and n = 3nx + nu is the
dimensionality of the LMI S  0. The cost of solving the SDP (17) is then given, approximately, by
the cost of (15) multiplied by the horizon h.
5 Experimental results
Numerical simulations In this section, we consider the RRL problem with parameters
Atr =
[
1.1 0.5 0
0 0.9 0.1
0 −0.2 0.8
]
, Btr =
[
0 1
0.1 0
0 2
]
, Q = I, R = blkdiag(0.1, 1), σw = 0.5.
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Algorithm 1 Receding horizon application to true system
1: Input: initial data D0, confidence δ, LQR cost matrices Q and R, epochs {ti}Ni=1.
2: for i = 1 : N do
3: Compute/update nominal modelM(Dti−1).
4: Solve convex program (17).
5: Recover policy Ki: Ki = Z>i W−1i and Σi = Yi − Z>i W−1i Zi.
6: Apply policy to true system for ti−1 < t ≤ ti, which evolves according to (1) with ut =
Kixt + Σ
1/2
i et.
7: Form Dti = Dti−1 ∪ {xti−1:ti , uti−1:ti} based on newly observed data.
8: end for
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Figure 2: Results for the experiments described in §5. (a) total costs (sum of costs at each epoch) for
the numerical simulations. On the left, we plot the costs when the methods are applied to the true
system. In the middle, we plot the worst-case costs, when the model uncertainty is updated using the
data obtained from applying the methods to the true system. On the right, we plot the worst-case
costs when the model uncertainty is updated using the theoretical worst-case system behavior. (b)
total costs sum of costs at each epoch) for the hardware-in-the-loop experiments. (c) on the left
axis, we plot the (median) costs at each epoch for numerical simulations. On the right axis, we
plot the information, a scalar measure of uncertainty defined in §5. The shaded region denotes the
inter-quartile range. The scenarios are in the same order as (a). (d) (median) costs at each epoch for
the hardware-in-the-loop experiments. The shaded region covers the best/worst costs at each epoch.
We partition the time horizon T = 103 intoN = 10 equally spaced intervals, each of length Ti = 100.
For robustness, we set δ = 0.05. Each experimental trial consists of the following procedure. Initial
data D0 is obtained by driving the system forward 6 time steps, excited by u˜t ∼ N (0, I). This
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open-loop experiment is repeated 500 times, such that D0 = {x˜i1:6, u˜1:6}500i=1. We then apply three
methods: i. rrl - the method proposed in §4.4, with look-ahead horizon h = 10; ii. nom - applying
the ‘nominal’ robust policy Ki = arg minK J˜∞(K,Θm(M(Dti))), i.e., a pure greedy exploitation
policy, with no explicit exploration; iii. greedy - first obtaining a nominal robustly stabilizing policy
as with nom, but then optimizing (i.e., increasing, if possible) the exploration variance Σ until the
greedy policy and the rrl policy have the same theoretical worst-case cost at the current epoch.
This is a greedy exploration policy. We perform 100 of these trials and plot the results in Figure 2.
In Figure 2(a) we plot the total costs (i.e. the sum of the costs for each epoch over the entire time
horizon). In each setting (see caption for details), rrl attains lower total cost than the other methods.
In Figure 2(c) we plot the costs at each epoch; as may be expected, nom (which does no explicit
exploration) often attains lower cost than rrl at the initial epochs, rrl, which does exploration,
achieves lower cost in the end. We emphasize that this balance of exploration/exploitation occurs
automatically. rrl always outperforms greedy. In Figure 2(c) we also plot the information, defined
as 1/λmax(D−1i ), at the ith epoch, which is the (inverse) of the 2-norm of parameter error, cf. (4).
The larger the information, the more certain the system (in an absolute sense). Observe that rrl
achieves larger information than nom (which does no exploration), but less information than greedy;
however, rrl achieves lower cost than greedy. This suggests that rrl is reducing the uncertainty in
a structured way, targeting uncertainty reduction in the parameters that ‘matter most for control’.
Hardware-in-the-loop experiment In this section, we consider the RRL problem for a hardware-
in-the-loop simulation comprised of the interconnection of a physical servo mechanism (Quanser
QUBE 2) and a synthetic (simulated) LTI dynamical system; cf. Appendix A.2 for full details of
the experimental setup. An experimental trial consisted of the following procedure. Initial data was
obtained by simulating the system for 0.5 seconds, under closed-loop feedback control (cf. Appendix
A.2) with data sampled at 500Hz, to give 250 initial data points. We then applied methods rrl (with
horizon h = 5) and greedy as described in §5. The total control horizon was T = 1250 (2.5 seconds
at 500Hz) and was divided into N = 5 intervals, each of duration 0.5 seconds. We performed 5 of
these experimental trials and plot the results in Figure2. In Figure 2(b) and (d) we plot the total cost
(the sum of the costs at each epoch), and the cost at each epoch, respectively, for each method, and
observe significantly better performance from rrl in both cases. Additional plots decomposing the
cost into that associated with the physical and synthetic system are available in Appendix A.2.
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A Supplementary material
A.1 Proofs
A.1.1 Proof of Proposition 2.1
Proof. Observe that the dynamics in (1) can be rewritten as
xt+1 = Axt +But + wt = x
>
t ⊗ Inxvec (A) + u>t ⊗ Inxvec (B) + wt
= [x>t u
>
t ]⊗ Inx︸ ︷︷ ︸
Φt
vec ([A B]) + wt
= Φtθ + wt.
By Bayes’ rule, the posterior distribution over parameters can be written as
p(θ|Dn) = 1
p(Dn)p(Dn|θ)p(θ) ∝ p(Dn|θ), (18)
where proportionality follows from the assumption of a uniform prior, p(θ) ∝ 1. As wt ∼ N
(
0, σ2wI
)
the
likelihood can be expressed as
p(Dn|θ) =
n−1∏
t=1
p(xt+1|xt, ut) ∝ exp
(
− 1
2σ2w
n−1∑
t=1
|xt+1 − Φtθ|2
)
=
exp
(
− 1
2σ2w
n−1∑
t=1
x>t+1xt+1 − 2x>t+1Φtθ + θ′Φ>t Φtθ
)
∝ exp
(
−1
2
|θ − µθ|Σθ−1
)
which has the norm of the Gaussian distributionN (µθ,Σθ). From (18), we know that the posterior is propor-
tional to the likelihood; therefore the posterior is given byN (µθ,Σθ).
A.1.2 Proof of Lemma 3.1
Proof. As θ = vec ([A B]) and µθ = vec
(
[Aˆ Bˆ]
)
we have θ − µθ = vec
(
X>
)
. Substituting this representa-
tion of θ − µθ into (2) we have, w.p. 1− δ,
1 ≥ vec
(
X>
)>( 1
σ2wcδ
n−1∑
t=1
[
xt
ut
] [
xt
ut
]
⊗ Inx
)
vec
(
X>
)
(19a)
= tr
(
XX>D
)
(19b)
= tr
(
X>DX
)
(19c)
≥ λmax
(
X>DX
)
, (19d)
where (19a) is attained by dividing (2) by cδ = χ2n2x+nxnu(δ); (19b) follows by combining the matrix identities
tr A>B = vec (A)> vec (B) (20)
c.f., [35, Equation 521], and
vec (CEF ) = (F ⊗ C)vec (E) (21)
c.f., [35, Equation 520] to get
tr XX>D = vec
(
X>
)>
(D ⊗ I) vec
(
X>
)
, (22)
by choosing A = X>, B = X>D, C = I , E = X> and F = D> = D; (19c) is simply the cyclic trace
property; (19d) follows from the fact that the Frobenius norm upper bounds the spectral norm (2-norm) of a
matrix. As λmax
(
X>DX
) ≤ 1 =⇒ X>DX  I
A.1.3 Proof of Lemma 4.1
Proof. The worst-case cost J∞(K,M) is given by
min
W∈Snx++
tr
([
Q 0
0 R
] [
W WK>
KW KWK> + Σ
])
, s.t. (11) holds for A = Awc, B = Bwc, (23)
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where Awc and Bwc are the ‘worst-case’ A and B, respectively, within Θm(M), as defined in (6).
The approximate cost J˜∞(K,M) is given by
min
W∈Snx++
tr
([
Q 0
0 R
] [
W WK>
KW KWK> + Σ
])
, s.t. (11) holds ∀ {A,B} ∈ Θm(M). (24)
As the feasible set in (24) is a subset of the feasible set in (23), the cost of (24) cannot be less than that of (23).
Therefore, J˜∞(K,M) ≥ J∞(K,M).
A.1.4 Proof of Theorem 4.2
Proof. As Theorem 4.1 is non-conservative (i.e. if and only if), minK J˜∞(K,Θm(M)) is equivalent to solving
min
λ,W0,K,Σ0
tr
(
blkdiag(Q,R)Σ¯
)
, s.t. S(λ, Σ¯, Aˆ, Bˆ,D)  0, λ ≥ 0 (25)
where
Σ¯ :=
[
W WK>
KW KWK> + Σ
]
.
When we solve the convex SDP (15) in Theorem 4.2, we solve with Ξ  0, as a free variable, instead of Σ¯, i.e.,
we ignore the structural constraints implicit in Σ¯. As we remove constraints from the problem, the SDP (15) has
a solution that is at least as good as the solution to (25) (which in the optimal solution).
However, as we enforce Ξ  0, one can recover a feasible policy K = Z>W−1 and Σ = Y − Z>W−1Z =
Y −KWK>, as the Schur complement implies
Ξ  0 ⇐⇒ Y  Z>W−1Z ⇐⇒ Σ := Y −KWK>  0. (26)
Therefore, as the policy from the SDP (15) in Theorem 4.2 is: i) at least as good as the optimal policy, and ii)
feasible, it must be equivalent to the optimal policy.
A.2 Description of hardware in the loop experiment
For the hardware-in-the-loop experiment described in §5, we consider a system comprised of two subsystems:
i. a Quanser QUBE-Servo 2 physical (i.e. real-world) servomechanism, cf. Figure 3, and ii. a synthetic (i.e.
simulated) LTI system of the form (1), with parameters
Asyn =

0.95 0.5 0 0 0
0 0.95 0.5 0 0
0 0 0.95 0 1
0 0 0 −0.9 0.5
0 0 0 0.8 −0.9
 , Bsyn =

0
0
0
0
1
 .
For the purpose of implementation in MATLAB Simulink, we set Csyn = I5x5 and Dsyn = 05x6 so as to output
the full state xt. The two subsystems are interconnected as depicted in the Simulink block diagram shown in
Figure 4. The coupling between these two systems, cf. Figure 4, is Ccoup =
[
0.1 0 0 0 0
]
. Data was
sampled from the physical system at 500 Hz, i.e., a sampling time of Ts = 0.002, and the position (measured
directly via an encoder) was passed through a high-pass filter to obtain velocity estimates. Band-limited white
noise (of unit power) was added to all states of the system, as shown in Figure 4. The gain for each ‘noise
channel’ was set to
√
Ts × 10−3.
The experiment consisted of five trials, each comprising the following procedure. Initial data D0 was generated
by simulating the system for 0.5 seconds, i.e. 250 samples at 500 Hz, under feedback control with the policy
K = {K,Σ} given by
K =
[
2.1847 0.7384 0.0756 0.0625 0.0355 −0.0087 0.0217
−0.0062 0.0006 0.0789 0.3477 0.6417 1.7401 −0.9099
]
, Σ =
√
Ts×10−3 I2×2.
We then applied the methods rrl and greedy, as defined in §5. The matrices specifying the cost function were
given byQ = diag(1, 0.1, 0.1, 0.1, 0.1, 10, 0.1) andR = diag(0.1, 0.1). The total time horizon was T = 1250,
i.e. 2.5 seconds at 500 Hz, which was divided into N = 5 equal intervals.
In Figure 5 we decompose the total cost plotted in Figure 2(d) into the costs associated with the physical system
and the synthetic (simulated) system.
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Figure 3: The Quanser QUBE-Servo 2. Photo: www.quanser.com/products/qube-servo-2.
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Figure 4: Simulink block diagram showing the interconnection of the physical system (Quarc) and
the synthetic (simulated) system.
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Figure 5: The (median) cost of rrl and greedy controllers on the synthetic system and the physical
system. The shaded region covers the best and worst costs at each epoch.
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