Certain three-dimensional images arising in medicine and astrophysics are modelled as a smooth random field, and experimenters are interested in the number of 'peaks' or 'hot-spots' present in such an image. This paper studies the Hadwiger characteristic of the excursion set of a random field; the excursion set is the set of points where the image exceeds a fixed threshold, and the Hadwiger characteristic, like the Euler characteristic, counts the number of connected components in the excursion set minus the number of 'holes'. For high thresholds the Hadwiger characteristic is a measure of the number peaks. The geometry of excursion sets has been studied by Adler (1981) who defined the IG (integral geometry) characteristic of excursion sets as a multidimensional analogue of the number of 'upcrossings' of threshold by a unidimensional process. The IG characteristic equals the Euler characteristic of an excursion set provided that the set does not touch the boundary of the volume, and Adler (1981) found the expected IG charactersitic for a stationary random field inside a fixed volume. Worsley et al. (1992) used the IG characteristic as an estimator of the number of regions of activation of positron emission tomography (PET) images of blood flow in the brain, and Worsley et al. (1993) derived the exact bias of this estimator. Unfortunately the IG characteristic is only defined on intervals, it is not invariant under rotations and it only partially counts connected regions that touch the boundary. This is important since activation often occurs in the cortical regions near the boundary of the brain. In this paper we study the Hadwiger characteristic, which is defined on arbitrary sets, is invariant under rotations and does count connected regions whether they touch the boundary or not. Our main result is a simple expression for the expected Hadwiger characteristic for an isotropic stationary random field in two and three dimensions, and on a smooth surface embedded in three dimensions. Results are applied to PET studies of pain perception and word recognition.
Introduction
Many studies of brain function with positron emission tomography (PET) involve the interpretation of subtracted PET images, usually the difference between two three-dimensional images of cerebral blood flow under baseline and stimulation conditions. The purpose of these studies is to see which areas of the brain show an increase in blood flow, or 'activation', due to the stimulation condition. The experiment is repeated on several subjects, and the subtracted images are averaged to improve the signal to noise ratio. The averaged image is standardized to have unit variance and then searched for local maxima, which might indicate points in the brain that are activated by the stimulus. An example of such an image is shown in Figure 1 , and a more detailed explanation is given in section 6. The main statistical problem has been to assess the significance of these local maxima. Worsley et al. (1992 Worsley et al. ( ,1993 have shown that the averaged image can be modelled as a Gaussian random field with a covariance function depending on the known resolution of the PET camera. The maximum of the random field was used to test for activation at an unknown point in PET images, and the IG (integral geometry) characteristic of excursion sets was used to estimate the number of regions of activation. The excursion set inside a fixed set C is just the set of points where the field exceeds a fixed threshold value. The IG characteristic of Adler(1981) equals the Euler characteristic of an excursion set provided that the set does not touch the boundary of C, and so it counts the number of connected components minus the number of 'holes'. The number of regions of activation is estimated using the IG characteristic for a high threshold, chosen so that if no activation is present the expected IG characteristic equals a small value α = 0.1, say. Worsley et al. (1993) then showed that the bias of this estimator is controlled to be approximately α provided the activation is sufficiently strong.
Similar problems arise in astrophysics. Hamilton, Gott and Weinberg (1986) and more recently Beaky, Scherrer, and Villumsen (1992) have applied methods similar to those discussed in this paper to study the density of matter in the universe. Gott, Park, Juskiewicz, Bies, Bennett, Bouchet and Stebbins (1986) have used similar tools to study the fluctuations in the cosmic microwave background which were recently discovered by Smoot et al. (1992) .
Unfortunately the IG characteristic is only defined on intervals, it is not invariant under rotations and it can fail to count connected regions that touch the boundary. This is important since activation in cognitive experiments often occurs in the cortical regions near the boundary of the brain. The Hadwiger characteristic, which is defined on arbitrary sets, is invariant under rotations and does count connected regions whether they touch the boundary or not, should provide a better estimator of the number of regions of activation. The purpose of this paper is to extend the work of Adler (1981) to derive the expected Hadwiger characteristic of the excursion set of a random field. In section 2 we define and compare the different excursion characteristics. In section 3 we shall derive results in two dimensions and in section 4 we shall derive results in three dimensions. Alternative derivations are presented in section 5, based on the kinematic fundamental formula of integral geometry, and another derivation for small convex sets based on a linear approximation to the field. In section 6 we shall apply this work to some PET images from studies in pain perception and word recognition.
Excursion set characteristics
Let X(t), t = (t 1 , . . . , t N ) ∈ IR N be a stationary random field in N dimensions and let C be a compact subset of IR N . Two examples in three dimensions are shown in Figure 1 . We define the excursion set A x (X, C) of X(t) above a threshold x to be the set of points in C where X(t) exceeds x: A x (X, C) = {t ∈ C : X(t) ≥ x}. Adler (1981) considers two different characteristics of an excursion set: the DT (differential topology) characteristic and the IG (integral geometry) characteristic. Both characteristics equal the Euler characteristic of the excursion set when the set does not touch the boundary of C. When the set does touch the boundary, as inevitably happens for a random field, then the characteristics can differ, depending on the way in which the set touches the boundary and its orientation. Thus even though the Euler characteristic is invariant under translations, rotations, or indeed any elastic deformation of Euclidean space, the same is not in general true of the DT and IG characteristics, as illustrated in Figure 2 . Nevertheless, as Adler (1981) shows, both characteristics have the same expectation, which is invariant under translations and rotations. Worsley et al. (1993) show that their expectations do differ when the field is non-stationary. The precise definitions of the characteristics are as follows, and illustrations are shown in Figure 2 .
Definition of the DT characteristic
The DT characteristic is defined on arbitrary compact sets C ⊂ IR N directly from the field X(t), provided that X(t) is suitably regular as defined by Adler (1981) , Chapter 3. These conditions ensure that the derivatives of X(t) up to second order exist with probability one.
The DT charactersitic is defined by Adler (1981) , section 4.4, as
where ν l (x) is the number of points t ∈ C satisfying the conditions: (a) 
Definition of the Hadwiger characteristic
where E u = {t ∈ C : t N = u} and
The Hadwiger characteristic is the only characteristic which satisfies the following additivity property: if A, B, A ∪ B and A ∩ B are basic complexes then
If X(t) is sufficiently regular, as defined by Adler (1981) , chapter 3, then the excursion set A x = A x (X, C) is almost surely a basic complex. The Hadwiger characteristic is then defined as
Definition of the IG characteristic
The IG characteristic is based on the Hadwiger characteristic (Adler, 1981, section 4.2) . It is defined only on intervals I = {t :
be the 'faces' of I which contain the point (a 1 , . . . , a N ). The IG characteristic is then defined as
The IG characteristic is the direct analogue of the number of 'upcrossings' of a threshold x by a one-dimensional process X(t). Adler (1981) shows that the IG characteristic is in fact invariant under a permutation of the coordinate axes, so that E u could be replaced by {t ∈ I : t j = u} for any 1 ≤ j ≤ N . For more general sets that are the union of a finite number of intervals which only intersect on N − 1 dimensional faces the IG characteristic is defined as the sum of the IG characteristics on each interval.
Expectation of the DT characteristic
Using the point set representation given in section 2.1, Adler and Hasofer (1978) and Adler (1981) give the expectation of the DT characteristic for a stationary random field X(t). This result requires some conditions on the regularity of the process X(t). Adler (1981) gives some simpler conditions on the correlation function of X(t) which ensure that these conditions are met; one such example is the Gaussian correlation function used for the applications in section 6. These conditions depend on the moduli of continuity of X j and X jk inside C, defined as:
where the supremum is taken over all t, s ∈ C, j, k = 1, · · · , N .
Theorem 1 (Adler, 1981, Theorem 5.2.1, page 105) Assume that for any > 0 
is the density of X, and define the rate of the DT characteristic as
Then the expected DT characteristic is
where |C| is the Lebesgue measure of C. Adler (1981) , Theorem 5.3.1, evaluates λ N for a Gaussian field, and Worsley (1994) evaluates it for χ 2 , t and F fields.
The choice of characteristic
The definitions of the characteristics appear superficially to be unrelated. However Adler (1981) shows that within the domain of definition of all characterisitcs, and when the excursion set does not touch the boundary of C = I, then the characteristics are equal, and equal the Euler or Euler-Poincaré characteristic of the excursion set, that is χ DT (x) = χ HA (x) = χ IG (x). The proof of this relies on Morse's theorem, an important result from differential topology. In two and three dimensions the difference between the characteristics comes from points on the boundary of I. From our point of view, an important advantage of the DT characteristic is that it has a point-set representation in all dimensions. It is this key feature which enabled Adler and Hasofer (1976) and Adler (1981) to find the expectation of the DT characteristic in all dimensions as given in Theorem 1. Point-set representations for the IG characteristic are more difficult to obtain. Adler (1981) gives such a representation for the IG characteristic in two dimensions and Worsley et al. (1993) extends this to three dimensions. It is easy to show using symmetry arguments that for stationary fields the expectation of the IG characteristic is the same as that of the DT characteristic, at least in two and three dimensions. Another advantage of the DT characteristic is that it is defined over arbitrary sets, such as the brain, whereas the IG characteristic is only defined over intervals.
However from a practical point of view the IG characteristic has one overriding advantage: Adler (1977) and Adler (1981) , page 117, give a very simple method, based on Serra (1969) , of approximating its value when X(t) is sampled on a finite lattice of voxels. On the other hand, approximation of the DT characteristic would involve some very awkward calculations of the curvature of contours of X(t). The fact that the IG characteristic is only defined over intervals or a finte union of intervals is still a disadvantage, but in practice the brain C is approximated by the union of a large number of intervals or 'voxels'.
The last drawback is that both the DT and the IG characteristics are not invariant under rotations and reflections of the coordinate system, as illustrated in two dimensions in Figure  2 , although this will occur rarely if the threshold is large. Worsley et al. (1993) partially overcame this by definingΓ(A), as the average of Γ(A) over all reflections of the coordinate axes formed by replacing t j by a j + b j − t j , 1 ≤ j ≤ N ; note that Γ(A) is already invariant under permutations of the axes. The AIG characteristic is then defined as χ AIG (x) =Γ(A x ). This approach has been taken by Worsley et al. (1992) and similar methods have been used by Gott, Melott, and Dickinson (1986) . This will obviously not affect its expectation, but it does mean that the averaged characteristic takes fractional values. These fractional values turn out to have a simple interpretation: if a connected component of the excursion set with no holes touches the boundary (see Figure 2 ) then its contribution to the AIG characteristic decreases below one. Its value depends on the shape of the boundary where the excursion set touches. If the boundary is flat then the contribution is one half; if it is convex then the contribution lies between zero and one half; if it is concave then the contribution lies between one half and one. Thus the AIG characteristic measures, in some sense, the proportion of the solid angle of a connected component of the excursion set that lies in C. This is close in spirit to Poincaré's interpretation of the Euler characteristic as the integrated curvature of the boundary of A inside C.
In practice regions of activation in PET images frequently occur in the cortex of the brain which is close to the boundary of C and so these regions are partially missed by the AIG characteristic. The Hadwiger characteristic seems to overcome all these difficuties. It takes integer values, it counts regions near the boundary, it is defined on any set C, and it is invariant under any rotations or reflections.
3 The Hadwiger characteristic in two dimensions 3.1 Point-set representation A crucial step in deriving statistical properties of excursion characteristics is to obtain a point-set representation which expresses the characteristic in terms of local properties of the excursion set rather than global properties such as connectedness. The definition of the DT characteristic is already a point-set representation. Adler (1981) , page 84, gives a pointset representation of the IG characteristic in N = 2 dimensions similar to that of the DT characteristic, provided realisations of the field X(t) satisfies the same regularity conditions as those required for the DT characteristic. Worsley et al. (1993) extends this to three dimensions. We shall now do the same for the Hadwiger characteristic.
We shall assume that ∂C, the boundary of C, is smooth except at a finite number of points. At a point t ∈ ∂C, let X N denote the derivative of X(t) in the direction of t 1 pointing into C, so that X N = X 1 if t is on the left boundary of C, and X N = −X 1 if t is on the right boundary of C (see Figure 3) . For points where the tangent to ∂C is parallel to the t 1 axis, let X N = X 1 when the tangent is above ∂C and let X N = −X 1 when the tangent is below ∂C. Let X U denote the derivative of X tangent to ∂C in the positive direction of t 2 . Finally let ∂C H be the set of points in ∂C that contribute to ψ(C), the Hadwiger characteristic of C, and let ψ(C; t) be their contribution at t, so that
where the summations are taken over t (see Figure 3 , points A and B). We shall adopt the notation advocated by Knuth (1992) , where a logical expression in parentheses takes the value one if the expression is true and zero otherwise.
Lemma 1 Assume that the field X(t), t ∈ IR

2
, satisfies the same regularity conditions given in section 2.1. Let
Then with probability one
Proof. We shall drop the subscript x and write A = A x throughout this proof. Recall that the definition of the Hadwiger characteristic is
. We shall start with the case where ∂C is smooth. For points in the interior of C, Adler (1981) , section 4.2, shows that their contribution to the IG characteristic, and hence the Hadwiger characteristic, is the same as the DT characteristic of A in C: points with X = x, X 1 = 0 and X 2 > 0 contribute +1 if X 11 < 0 and -1 if X 11 > 0, respectively, to ψ(A) (Figure 3 , points D and E). We now consider the boundary ∂C.
and this point contributes +1 to ψ(A) (Figure 3 , points C and F). Finally, points in ∂C H that contribute to ψ(C) will also contribute to ψ(A) whenever X ≥ x (Figure 3 , points A and B). Summing over all these regions gives the result for a smooth boundary. It is now straightforward to extend the result to the case where there are a finite number of points where ∂C is not smooth, since if these points lie in ∂C\∂C H then they will almost surely never contribute to ψ(A).
Expectation
We shall use the notation du, where u is a unit vector, to denote the unsigned scalar differential in the direction of u.
Lemma 2 Assume that the conditions of Theorem 1 hold. Let t U denote a unit vector tangent to ∂C in the positive direction of t 2 . Then
Proof. We evaluate the expectation of the point set representations give in Lemma 1 following the methods used to prove Theorem 5.1.1 of Adler (1981) , page 95. For any > 0 let δ (x) be a function on IR defined to be 1/(2 ) on |x| < and zero elsewhere. Under the conditions of the above theorem applied to the point-set representation of ψ B we have
where J is the jacobean
Following a similar method of proof to that of Theorem 5.2.1 of Adler (1981) , page 105, we obtain the result.
Isotropic fields Theorem 2 Assume that the conditions of Theorem 1 hold for an isotropic stationary random field X(t), t ∈ IR
2
. Then
where |∂C| is the perimeter length of C.
Proof. We take expectations term by term of the result of Lemma 1. The first term follows from Theorem 1. For the second term, we evaluate the expectations in Lemma 2 by changing to polar coordinates. Let X N = r cos α and X 2 = r sin α, r ≥ 0, 0 ≤ α < 2π. Let θ be the angle between t U and the direction of t 1 pointing inside C, 0 ≤ θ < π, so that
Since the field is isotropic then α is uniformly distributed on [0, 2π) independent of r, conditional on X. Thus
Integrating round the boundary of C we have
Converting back from polar coordinates,
Combining these results we get
The third term follows on taking expectations of ψ H from Lemma 1 and (3.3).
Hadwiger characteristic in three dimensions
Point set representation
As for two dimensions in the previous section, we start with a point set representation for the Hadwiger characteristic, find its expectation , then simplify it for the special case of an isotropic field. We shall assume that ∂C is smooth except for a set ∂C E of smooth 'edges' or 'creases' of finite length, where the tangent to ∂C exists in only one direction, and a finite set ∂C V of 'vertices' or 'corners' where no tangent exists in any direction. We shall drop the subscript x and write A = A x throughout this section. Recall that the definition of the Hadwiger characteristic is
. For points in the interior of C, Adler (1981) , section 4.2, shows that their contribution to the IG characteristic, and hence the Hadwiger characteristic, is the same as the DT characteristic of A in C: points with X = x, X 1 = 0 X 2 = 0 and
Let ∂C S = ∂C\∂C E \∂C V be the smooth portion of ∂C. There are two ways in which
The first is when a point which contributes +1 to Figure 4 , point A). This will occur if A ∩ E u contains only the point t = (t 1 , t 2 , u) and A ∩ E v , v < u, is empty in a neighbourhood of t. Let X N denote the derivative of X in the plane E u in the direction of the inward normal to ∂C ∩ E u . Let X U denote the derivative of X tangent to ∂C, orthogonal to the plane E u in the positive (upwards) direction of t 3 . Let X T denote the derivative of X in the plane E u tangent to ∂C ∩ E u , and let X TT denote the second derivative of X in this direction. Finally, let c TT denote the curvature of ∂C ∩ E u in the plane E u . By the implicit function theorem, the curvature of ∂A ∩ E u is X TT /(−X N ). Then ∂A ∩ E u will intersect ∂C ∩ E u only at the point t in a neighbourhood of t if X N < 0, X T = 0 and the curvature X TT /(−X N ) is less than c TT . If in addition we have X U > 0 then ∂A ∩ E u will not intersect ∂C ∩ E v in a neighbourhood of t. We thus conclude that the point t will contribute +1 to
The second possibility is that a point t = (t 1 , t 2 , u) does not contribute to (Figure 4 , point B2), making a contribution of -1 to ψ(A) in either case. This will occur when ∂C ∩ E u contains ∂A ∩ ∂C ∩ E u in a neighbourhood of t, but ∂A ∩ ∂C ∩ E v , v < u, contains a 'hole'. Following the same reasoning as above, this will happen when X = x at t, X N < 0, X U > 0, X T = 0 and the curvature of ∂A ∩ E u is greater than the curvature of ∂C ∩ E u , that is if X TT + c TT X N > 0. Combining these two types of contribution we obtain, on summing over t,
We now consider points t = (t 1 , t 2 , u) at the intersection of an edge ∂C E and the plane E u . We shall partition ∂C E into two sets, those points where ∂C ∩ E u is convex, denoted by ∂C E+ (Figure 4 , point C), and those points where ∂C ∩ E u is concave, denoted by ∂C E− ( Figure  4, point D) . We shall first assume that ∂C ∩ E u is convex at t. Then t will contribute +1 to ψ(A) if A ∩ E u contains only the point t and A ∩ E v , v < u, is empty in a neighbourhood of t. Let X E denote the derivative of X tangent to the edge ∂C E in the positive (upwards) direction of t 3 . Let X T1 and X T2 denote the two derivatives of X in the plane E u in the direction of the two tangents to ∂C ∩E u on either side of the edge at t. Then t will contribute +1 to ψ(A) if X = x at t, X E > 0, X T1 < 0 and X T2 < 0. Next we shall assume that ∂C ∩E u is concave at t. Then t will contribute -1 to
Combining these two types of contribution we obtain, on summing over t,
Finally let ∂C H be the set of points in ∂C that contribute to ψ(C) and let ψ(C; t) be their contribution at t, so that on summing over t,
as in two dimensions. These points will also contribute to ψ(A) whenever X ≥ x, so that their contribution to ψ(A) is
(4.5)
Vertices in ∂C V not included in any of the above contributions will almost surely never contribute to ψ(A). We have thus proved the following result.
Lemma 3 Assume that the field X(t), t ∈ IR
3
, satisfies the same regularity conditions given in section 2.1. Then with probability one
Expectation
The next result gives the expectation of contributions to ψ(A) from the smooth part of ∂C.
Lemma 4 Assume that the conditions of Theorem 1 hold. Let t T be a unit vector in the plane E u tangent to ∂C ∩ E u and let t U be a unit vector orthogonal to t T and tangent to ∂C, pointing in the positive (upwards) direction of t 3 at the point t = (t 1 , t 2 , u). Let φ T (x, x T ) be the density of (X, X T ). Then
Proof. We evaluate the expectation of the point set representations give in Lemma 3 following the methods used to prove Theorem 5.1.1 of Adler (1981) , page 95. For any > 0 let b( ) be the ball of radius defined by b( ) = {(x 1 , x 2 ) : ||(x 1 , x 2 )|| < } and δ (x 1 , x 2 ) is a function on IR 2 defined to be constant on b( ) and zero elsewhere, normalised so that δ (x 1 , x 2 )dx 1 dx 2 = 1. Under the conditions of the above theorem applied to the point-set representation of ψ S we have
and X TU is the partial derivative of X with respect to t T and t U . Note that as → 0, X T → 0 and so
The next result gives the expectation of contributions to ψ(A) from edges of ∂C. The proof is similar to that of Lemma 2 and is omitted.
Lemma 5 Assume that the conditions of Theorem 1 hold. Let t E denote the unit vector tangent to the edge ∂C E in the positive (upwards) direction of t 3 . Then
Isotropic fields Lemma 6 Assume that the conditions of Theorem 1 hold for an isotropic stationary random field X(t), t ∈ IR
3
. Let θ be the angle between the outward normal to ∂C and the positive direction of the t 3 axis, 0 ≤ θ < π. Then
where |∂C| is the surface area of C.
Proof. We evaluate the expectation in Lemma 4 by changing to polar coordinates. Let X N = r cos α and X 3 = r sin α, r ≥ 0, 0 ≤ α < 2π, so that we can write
Since the field is isotropic and X T , X N and X 3 are derivatives of X in orthogonal directions then α is uniformly distributed on [0, 2π) independent of r or X TT , conditional on X = x and X T = 0. Taking expectations over α conditional on X = x and X T = 0 we have
We start with the first term of (4.6). Converting back from polar coordinates, we have, conditional on X = x and X T = 0,
7) and since X(t) is isotropic,
(4.8)
We now tackle the second term of (4.6). Since X(t) is isotropic we can write the joint density of (
Now converting to polar coordinates X T = y cos ω and X N = y sin ω for y ≥ 0 and 0 ≤ ω < 2π we have
Combining this with (4.9) applied to X 3 as well as X N , and noting that r
putting together (4.6), (4.7), (4.8) and (4.11) we have
We obtain the final result by integrating over the surface of ∂C and using
Lemma 7 Assume that the conditions of Theorem 1 hold for an isotropic stationary random field X(t), t ∈ IR
. Let θ 1 and θ 2 be the angles between the positive direction of the t 3 axis and the two outward normals to ∂C on either side of an edge in ∂C E in a neighbourhood of t, 0 ≤ θ 1 < π, 0 ≤ θ 2 < π. Let ω 1 and ω 2 be the angles between the tangent to the edge in the positive (upwards) direction of t 3 at t = (t 1 , t 2 , u) and the two tangents to ∂C ∩ E u in E u on either side of the edge at t. Finally, let δ be the internal angle of ∂C at t between the two outward normals to ∂C on either side of the edge. Then
Proof.
We start with the case where ∂C ∩ E u is convex at t and we evaluate the expectation of the first term in Lemma 5 by changing to polar coordinates. Let X 1 = r cos α sin β, X 2 = r sin α sin β and X 3 = r cos β, r ≥ 0, 0 ≤ α < 2π and 0 ≤ β ≤ π. Let θ be the angle between the edge ∂C E in the positive (upwards) direction of t 3 and the plane E u at t = (t 1 , t 2 , u). Then for some 0 ≤ α 1 < 2π, 0 ≤ α 1 < 2π, 0 ≤ α E < 2π, 0 ≤ θ ≤ π we can write
Since the field is isotropic then r, α and β are independent random variables conditional on X; α is uniformly distributed on [0, 2π) and the density of β is (sin β)/2 on [0, π]. Then since r ≥ 0, sin β ≥ 0 and sin θ ≥ 0,
where γ = cot (4.12)
Because the edge is convex, we can assume without loss of generality that 0
Then taking expectations over α we have
Using standard Euclidean geometry it can be shown that
Combining these results we obtain
Similar arguments show that for the concave case
and combining these two results proves the lemma.
We now have all the ingredients for the expectation of the Hadwiger characteristic in three dimensions, but before putting them together, we shall prove the following lemma, which we shall use to put the result in a more familiar form. Let c max and c min be the maximum and minimum inside curvatures, respectively, of ∂C S at a point t in planes normal to the tangent plane at t; c max and c min are also known as the principal curvatures of ∂C S .
Lemma 8 Let S be a subset of ∂C S with a boundary ∂S that is composed of a finite number of piecewise smooth curves. Let θ, t U , t T , c TT , c max and c min be defined as above. Let r denote a unit vector tangent to ∂S, pointing in the same direction round ∂S, and let ω be the angle between r and t T . Then
Proof. Let c T be the curvature of S in the direction of t T and let c U be the curvature of S in the direction of t U . Since t U is inclined at an angle θ to E u then c T = c TT sin θ, and by the Frenet formula c U = −dθ/dt U . Since the sum of curvatures in orthogonal directions is invariant under rotation we have
Substituting this into the first term of the right hand side of the lemma we have
(4.13) It remains to show that the second term of the right hand side of (4.13) cancels with the line integral of the second term of the left hand side of the lemma. To do this, define the vector field F = θt T so that F • r = θ cos ω and so by Stokes's theorem, 14) where N is the unit outside normal to S. Let t T and t U be coordinates with respect to axes t T and t U and origin at t on S. Then dF/dt U = (dθ/dt U )t T and by the Frenet formula dF/dt T = c TT θt N , where as before t N is the unit inside normal to S ∩ E u . Since t U is inclined at angle θ to t N then
Combining (4.13), (4.14) and (4.15) gives the result. We now come to our main theorem. Define
If ∂C is smooth everywhere, so that the second term is zero, then M (C) is known as the mean curvature of ∂C (see Santaló, 1976, page 222) . If C is a polyhedron, so that the first term is zero, then M (C) is half the sum of the lengths of the edges of C multiplied by their angular deficiency. If C is convex, let ∆(C) be the average, over all rotations, of the maximum perpendicular distance between two parallel planes that touch ∂C; this is known in stereology as the mean caliper diameter of C. Then it can be shown that ∆(C) = M (C)/(2π) (see Santaló, 1976, page 226) . Values of M (C) for some common geometric solids are given by Santaló (1976) , page 229.
Theorem 3 Assume that the conditions of Theorem 1 hold for an isotropic stationary random field X(t), t ∈ IR
3
Proof. Combining Lemmas 3, 6, 7 and result (4.5) we get
Let us partition the surface of C into a finite number of components, each with a piecewise smooth boundary. This can be done, for example, by incorporating the edges ∂C E and the vertices ∂C V into the boundaries of the components of the partition. Then Lemma 8 can be applied to each component and summed over all components. Clearly the surface integrals add to give the surface integral of 2M (C). Consider the boundary where two adjacent components of the partition meet. The line integrals round the boundary of one partition will contribute − θ 1 cos ω 1 dt E and the line integral round the boundary of the second will contribute − θ 2 cos ω 2 dt E . This contribution is zero if the components do not meet on an edge of C, since θ 1 = θ 2 and ω 1 + ω 2 = π. The summation of Lemma 8 applied to all components thus equals the first three integrals of I and so I = 2M (C).
Applying Theorem 3 to a sphere C of radius a, we have |C| = (4/3)πa 
Application to surfaces embedded in IR 3
We can use the result of Theorem 3 to find the expected Hadwiger characteristic of the intersection of the excursion set of an isotropic stationary field in IR 3 with a piecewise smooth surface S. Suppose we form a solid S h by 'thickening' S by a small amount h. If we apply Theorem 3 to S h and let the thickness h tend to zero, then the first term vanishes since the volume of S h tends to zero. The second term approaches |S|λ 2 (x). As h approaches zero, the curvatures and angular deficiencies cancel on either side of S h , the mean curvature M (S h ) approaches |∂S|π/2, and so the third term approaches |∂S|λ 1 (x)/2. Since ψ(S h ) approaches ψ(S h ) the last term is just ψ(S)P(X ≥ x) and so we have
(4.17)
It is rather surprising that this is identical to the result of Theorem 2 in two dimensions, obviously a special case of (4.17) when S is flat. Thus no matter how S is folded or even creased, the expectation of the Hadwiger characteristic is given by (4.17). If S is homeomorphic to the surface of a sphere, so that it has no boundary, then E{χ HA (x)} = |S|λ 2 (x) + 2P(X ≥ x) since the surface of a sphere has a Hadwiger characteristic of 2. This result could be useful for directional data, such as the cosmic microwave background, which is modelled as a random field on the surface of a sphere.
Alternative derivations for isotropic fields
In this section we shall use a heuristic argument, based on the kinematic fundamental formula of integral geometry (see Santaló, 1976, page 113) , to find the expected Euler-Poincaré characteristic of the excursion set of an isotropic random field. Becuase the Euler-Poincaré characteristic equals the Hadwiger characteristic within the domain of definition of both, we shall see that results for the Euler-Poincaré characteristic agree with those for the Hadwiger characteristic given by Theorems 2 and 3.
Kinematic fundamental formula in two dimensions
Let B and C be two sets in IR where the integral is over all rotations and translations of C (see Santaló, 1976, page 113) . Let S be a fixed disk of large radius s, and suppose C moves relative to S. As s tends to infinity the proportion of positions of C in which C intersects the boundary of S, relative to the interior of S, will tend to zero. Applying the kinematic fundamental formula to S and C we obtain χ(S ∩ C) → 2π|S| as s → ∞, over all movements of C. Now let B be the excursion set of an isotropic random field X(t) inside S above the threshold x, B = {t ∈ S : X(t) ≥ x}. If X(t) satisfies the conditions of Theorem 1 then B is almost surely bounded by a finite number of piecewise smooth curves. Now suppose that X(t) is fixed so that B is fixed, but C moves relative to B. Applying the kinematic fundamental formula to B and C, normalising by 2π|S|, and writing A = B ∩ C for the excursion set of X(t) inside C, we have
Taking expectations over X(t), letting s tend to infinity, and noting that X(t) is isotropic, the right hand side converges to E{χ(A)} and we obtain
The last term is proportional to the mean boundary length of the excursion set per unit area, which can be found by another application of the kinematic fundamental formula to the special case where C is a thin rectangle T of length l and breadth h. We then have
Dividing both sides by l and letting l → ∞ and h → 0, so that T approaches a line, the left hand side approaches the rate λ 1 (x) of the Euler characteristic of the excursion set along a line, and we have lim s→∞ E(|∂B|/|S|) = πλ 1 (x). Combining these results we obtain 19) which is identical to the result of Theorem 2.
Kinematic fundamental formula in three dimensions
Let B and C be two sets in IR 3 bounded by smooth surfaces except for a finite number of smooth edges of finite length and a finite number of vertices. Suppose B is fixed and C moves rigidly under rotations and translations, and assume that for all positions of C the intersection B ∩ C has a finite number of connected components. Then the kinematic fundamental formula states that
( 5.20) where the integral is over all rotations and translations of C (see Santaló, 1976, page 262) . Let S be a fixed ball of large radius s, and suppose C moves relative to S. Applying the kinematic fundamental formula to S and C we obtain χ(S ∩ C) → 8π 2 |S| as s → ∞. Now let B = {t ∈ S : X(t) ≥ x} where X(t) is an isotropic random field satisfying the conditions of Theorem 1. Applying the kinematic fundamental formula to B and C, normalising by 8π 2 |S|, and writing A = B ∩ C for the excursion set of X(t) inside C, we have
Taking expectations over X(t), letting s tend to infinity, and noting that X(t) is isotropic, we obtain
As before E(|B|/|S|) → P(X ≥ x) and E{χ(B)/|S|} → λ 3 (x) as s → ∞. The third term is proportional to the mean surface area of the excursion set per unit volume, which can be found by another application of the kinematic fundamental formula to the special case where C is a cylinder T of radius l and height h. We then have M (T ) = πh + π 2 l (Santaló, 1976, page 230) and so
Dividing both sides of (5.21) by the height h and letting letting l → 0 and h → ∞, so that T approaches a line, the left hand side approaches the rate λ 1 (x) of the Euler characteristic of the excursion set on a line, and so lim s→∞ E{|∂B|/|S|} = 4λ 1 (x). Now dividing both sides of (5.21) by the base area πl 2 and letting l → ∞ and h → 0, so that T approaches a plane, the left hand side approaches the rate λ 2 (x) of the Euler characteristic of the excursion set in a plane, and so lim s→∞ E{M (B)/|S|} = 2πλ 2 (x). Combining these results we obtain 22) which is identical to the result of Theorem 3. This immediately suggests a generalisation to higher dimensions, but we shall not pursue it in this paper. The similarity between (5.19) and Theorem 2, and between (5.22) and Theorem 3, runs deeper. A closer inspection of the proof of the kinematic fundamental formula, given for example by Santaló (1976) , pages 114 and 262, shows exactly how the the terms in (5.18) and (5.20) arise. The proof uses the Gauss-Bonnet theorem which expresses the EulerPoincaré characteristic of a set bounded by a piecewise smooth boundary as the the product of the principal curvatures averaged over the boundary. The first term |B|χ(C) comes from the part of ∂C inside B; this becomes the last term χ(C)P(X ≥ x) of (5.19) and (5.22), which corresponds to the contribution of ∂C inside the excursion set in Theorems 2 and 3. The second term |C|χ(B) comes from the part of ∂B inside C; this becomes the first term |C|λ 3 (x) of (5.19) and (5.22), which corresponds to the contribution from the excursion set in the interior of C in Theorems 2 and 3. Finally the third and fourth terms of (5.18) and (5.20) come from the intersection of ∂B with ∂C which correspond with the contributions of Lemmas 2, 4 and 5.
Small convex sets
We can check the results of Theorems 2 and 3 for small compact convex sets C ⊂ IR N as follows. Let t be an interior point of C and approximate X(s), s = (s 1 , . . . , s N ) ∈ C by the linear functionX
where h j = s j − t j , j = 1, . . . , N . Then χ HA (x) approximates the Hadwiger characteristic of the excursion set ofX(s), which is one if its maximum, which must occur on ∂C, exceeds x and zero otherwise. Thus
Let φ (x; x 1 , . . . , x n ) be the density of X conditional on X 1 = x 1 , . . . , X N = x N . Then conditioning on X 1 = x 1 , . . . , X N = x N and approximating the distribution function of X as a linear function about x we have (x; x 1 , . . . , x N ) .
Taking expectations over X 1 , . . . , X N and reversing the order of conditioning we have
N and u is a unit vector. Because X(t) is isotropic, u is uniformly distributed on the surface of the unit N -sphere independent of r. Thus max s∈∂C N j=1 (s j − t j )X j is just r times the maximum perpendicular distance of ∂C from t projected onto u; averged over all u this becomes r times half the average caliper diameter of C, or r∆(C)/2. Thus
In two dimensions an elementary result of integral geometry states that the mean caliper diameter of a piecewise smooth convex set equals the perimeter length divided by π, ∆(C) = |∂C|/π (see Santaló, 1976, page 30) . Combining this with (3.4) we get E{χ HA (x)} ≈ |∂C|λ 1 (x)/2 + P(X ≥ x), which agrees with the last two terms of the result of Theorem 2. In three dimensions it can be shown that ∆(C) = M (C)/(2π) (see Santaló, 1976, page 226) . Combining this with (4.12) we get
which agrees with the last two terms of the result of Theorem 3. This agreement suggests that the expected Hadwiger characteristic can serve as a good approximation for the exceedence probability of the maximum of an isotropic random field above high thresholds in a small convex set. This is of particular interest in the medical applications described in the next section, where C is often restricted to a small part of the brain such as the left temporal lobe. This approximation is related to work by Knowles and Siegmund (1989) and Sun (1993) , and it will be studied in a future paper. In practice random fields are sampled on a square lattice of 'pixels' in two dimensions, or a cubic lattice of 'voxels' in three dimensions. If the set C is an interval, Adler (1977) and Adler (1981) , page 117, gives a method based on Serra (1969) of approximating the IG characteristic in two and three dimensions. It is straightforward to show that the Hadwiger characteristic can be approximated in a similar way, as follows. In two dimensions, suppose C = {(t 1 , t 2 ) : a n ≤ t n ≤ b n , n = 1, 2} and the lattice points are
Let P M be the number of lattice points inside the excursion set A x , let E M be the number of 'edges' joining two adjacent lattice points l ij and l i+1,j , or l ij and l i,j+1 , both of whose end points are in A x , and let F M be the number of 'faces' of four adjacent lattice points l ij , l i+1,j , l i,j+1 and l i+1,j+1 all of which are inside A x . Following the proof of Adler (1981) , Theorem 5.5.1 it is straightforward to show that for a random field in two dimensions satisfying the regularity conditions of Theorem 1,
with probability one. For three dimensions, let C = {(t 1 , t 2 , t 3 ) : a n ≤ t n ≤ b n , n = 1, 2, 3} and the lattice points are
Let P M be the number of lattice points inside the excursion set A x , let E M be the number of 'edges' joining two adjacent lattice points {l ijk , l i+1,j,k }, {l ijk , l i,j+1,k } or {l ijk , l i,j,k+1 }, both of whose end points are in A x , let F M be the number of 'faces' of four adjacent lattice points {l ijk , l i+1,j,k , l i,j+1,k , l i+1,j+1,k }, {l ijk , l i+1,j,k , l i,j,k+1 , l i+1,j,k+1 } or {l ijk , l i,j+1,k , l i,j,k+1 , l i,j+1,k+1 } all of which are inside A x , and let Q M be the number of 'cubes' {l ijk , l i+1,j,k , l i,j+1,k , l i+1,j+1,k , l i,j,k+1 , l i+1,j,k+1 , l i,j+1,k+1 , l i+1,j+1,k+1 }, all of whose vertices are in A x . Then for a random field in three dimensions satisfying the regularity conditions of Theorem 1,
with probability one.
Three dimensional sets C that have piecewise smooth boundaries can be tesselated with a finite number of components all of which are bounded by a ball or radius for any > 0 in such a way that tangent planes of the tesselation approach those of C as → 0. Let P , E , F and Q be the number of points, edges, faces and components of the tesselation contained in A x . Then extending the above arguments it can be shown that for a random field satisfying the regularity conditions of Theorem 1,
with probability one, with the obvious extension to a tiling in two dimensions.
In practice it is a difficult programming task to carry out such a tesselation in three dimensions working with data sampled on a cubic lattice. One possibility is to choose the components as the cubes entirely contained in C together with truncated cubes, with faces suitably triangulated, whose vertices touch the boundary of C. Another possibility, which we shall use in the example in the next section, is to simply drop all cubes that touch the boundary of C, and letC be the union of all cubes entirely contained in C. Although the volume ofC approximates the volume of C,C is not very satisfactory, since now the tangent planes ofC do not approximate those of C, but it is very easy to work with. The expectation of χ HA (x) insideC for a suitably regular isotropic field can be calculated as follows. LetP be the number of points inC, letẼ 1 ,Ẽ 2 andẼ 3 be the number of edges inC in the t 1 , t 2 and t 3 directions, respectively, letF 23 ,F 31 andF 12 be the number of faces inC normal to the t 1 , t 2 and t 3 directions, respectively, and letQ be the number of cubes inC. Finally, let δ 1 , δ 2 and δ 3 be the seperation between adjacent voxels in the directions t 1 , t 2 , and t 3 . Generalising (4.16), it can be shown that
Substituting these in Theorem 3 gives the desired expectation. The observed Hadwiger characteristic of the excursion set inC can be approximated by P − E + F − Q, where P , E, F and Q are the numbers of points, edges, faces and cubes, respectively, ofC entirely contained in the excursion set. 23) where He N −1 (x) is the Hermite polynomial of degree N − 1 in x. Worsley et al. (1992 Worsley et al. ( ,1993 and Worsley (1994) modelled the noise in PET images in IR 3 as a white noise Gaussian random field convolved with a kernel or 'point response function' proportional to exp(−h Λh), where h is a vector in IR 3 , Λ is a 3 × 3 shape matrix, and prime denotes transpose. The shape matrix is approximated by a diagonal matrix with diagonal elements measured in terms of the 'full width at half maximum', or the width of the kernel at half its maximum value. It is straightforward to show that if F 1 , F 2 and F 3 are the full width at half maxima in three dimensions then the jth diagonal element of Λ is 4 log e 2/F 2 j . Re-scaling the image by multiplying the jth coordinate by (4 log e 2) 1 2 /F j gives an isotropic point response function and thus an isotropic Gaussian random field with Gaussian correlation function R(h) proportional to the convolution of the kernel with itself.
Gaussian random fields with a Gaussian correlation function
6.3 Application to the study of pain perception Talbot et al. (1991) carried out an experiment in which PET cerebral blood flow images were obtained for eight subjects while a thermistor was applied to the forearm at both warm (42 o C) and hot (48 o C) temperaratures, each condition being studied twice on each subject. The purpose of the experiment was to find regions of the brain that were activated by the hot stimulus, compared to the warm stimulus. For the present work, we shall analyse the difference images of the two warm conditions as a dataset which should have an expectation of zero throughout. The difference images were reconstructed to a resolution of F 1 = 20mm, F 2 = 20mm and F 3 = 7.6mm, then aligned and sampled on a 128 × 128 × 80 lattice of voxels, separated at approximately d 1 = 1.4mm, d 2 = 1.7mm and d 3 = 1.5mm on the front-back, left-right and vertical axes, respectively. Re-scaling the coordinates to produce an isotropic field gives δ j = (4 log e 2) 1 2 (d j /F j ), j = 1, 2, 3. These images were averaged and divided by a pooled estimate of their standard deviation to produce an image X(t) that was modelled as a zero mean, unit variance, isotropic stationary Gaussian random field with a Gaussian correlation function R(h) (see Worsley et al., 1992 , 1993 , and Worsley, 1994 .
The region of the brainC of interest occupied a volume of |C| = 1564, with surface area |∂C| = 490, mean curvature M (C) = 43.7 and Hadwiger characteristic ψ(C) = 1 calculated from section 6.1. The expected Hadwiger characteristic from Theorem 3 and (6.23) was plotted against the threshold x in Figure 5 (a), together with the observed Hadwiger characteristic approximated as at the end of section 6.1. Also shown for comparison is the AIG characteristic and its expected value, which equals the first term |C|λ 3 (x) of Theorem 3 (Worsley et al., 1993) . The agreement between observed and expected seems reasonable, and both characteristics are very close for excursion sets above high thresholds ( Figure 5(b) ). The number of regions of activation was estimated using the method of Worsley et al. (1993) . For a nominal bias of α = 0.1, the value x α chosen so that E{χ HA (x α )} = α was x α = 4.24. The observed Hadwiger characteristic at this threshold was χ HA (x α ) = 0, indicating no regions of activation, as predicted. The same result was obtained with the AIG characteristic.
6.4 Application to the word recognition study Bub (1992) (private communication) carried out an experiment in which PET cerebral blood flow data were collected from ten normal volunteers. Visual stimuli were presented for 1 sec with an interstimulus interval of 1 sec on a monochrome monitor, suspended in front of the subject and covered by a light-tight curtain. The baseline condition was a black plus-sign on a white background and for the activation condition, single words were presented on the monitor for 1 second with an inter-stimulus interval of 1 sec. The same methodology as for the pain study was repeated. The region of the brainC of interest occupied a volume of |C| = 997, with |∂C| = 1159, M (C) = 29.5 and ψ(C) = −3, since in this caseC contained several 'holes' in the thin 'shell' chosen as the search volume. Note also that the surface area is large and the mean curvature is small, sinceC is a thin shell. Figure 5 (c) plots the same information as in Figure 5 (a), but this time there are substantial discrepancies between observed and expected Hadwiger characteristic, particularly for high threshold values as shown in Figure 5(d) . The estimator of Worsley et al. (1993) based on the Hadwiger characteristic gives x α = 4.22 for α = 0.1 and χ HA (x α ) = 3. This was attributed by Worsley et al. (1992) to increased activation in three regions: the extrastriate, left temporal and left frontal. These regions are shown in Figure 1 (b) close to t = (−2.8, −6.7, −0.9)cms, t = (−5.8, −0.3, −0.9) cms and t = (−4.7, 4.3, 0. 3)cms, respectively. The observed AIG characteristic at the α = 0.1 threshold of 4.07 is 1.125. Since the excursion set touches the boundary ofC the AIG characteristic fails to pick up the three regions of activation. This example clearly shows the superiority of the Hadwiger characteristic when the regions of activation are close to the boundary ofC. . Three horizontal slices throught the set C for (a) the pain study (section 6.3) and (b) the word recognition study (section 6.4). For the pain study, C covered the top half of the brain. For the word recognition study, C was restricted to a thin 'shell' covering the outer cortex of the brain. The average blood flow difference across the subjects, divided by its estimated standard deviation, X(t), is shown inside C; high values are more darkly shaded, as shown on the legend below. No activation was expected for the pain study, but three areas of activation were identified in the word recognition study (arrows). . Two planes through C are shown schematically; C ∩ E u whose boundary is the inside curve; and C ∩ E v , v < u, whose boundary is the outside curve. Portions of the excursion set in these planes are shown as shaded regions. (c), respectively. For the pain study the observed characteristic is close to the expected characteristic, indicating no evidence of increased activation. For the word recognition study the observed Hadwiger characteristic is approximatly three units larger that expected in the upper tail (4 < x < 5), indicating evidence of at least three regions of activation. The AIG characteristic, on the other hand, indicates only one region of activation.
