Abstract. In this paper we first establish the relation between the zeta-determinant of a Dirac Laplacian with the Dirichlet boundary condition and the APS boundary condition on a cylinder. Using this result and the gluing formula of the zetadeterminant given by Burghelea, Friedlander and Kappeler with some assumptions, we prove the adiabatic decomposition theorem of the zeta-determinant of a Dirac Laplacian. This result was originally proved by J. Park and K. Wojciechowski in [11] but our method is completely different from the one they presented.
M r into contributions coming from M 1,r , M 2,r and a cylinder part plus some error terms. They proved that the error terms tend to zero as r → ∞ and finally computed the contribution coming from the cylinder part as r → ∞. Recently they improved their result in [12] by deleting the assumption of the non-existence of L 2 -solutions on M i,∞ (i = 1, 2). For this work they strongly used the scattering theory developed in [10] . In this paper we, however, take different approach for the proof of Theorem 1.5. We are going to use Burghelea-Friedlander-Kappeler's gluing formula established in case of the Dirichlet boundary condition. The original form of this formula contains a constant which can be expressed in terms of zero coefficients of some asymptotic expansions ( [4] , [8] ). Under the assumption of the product structures near Y , it is shown by the author in [9] that this constant is − log 2 · (ζ B 2 (0) + dimKerB) and hence Theorem 1.2 and 1.3 are obtained. We are going to use this result intensively. Finally we use Theorem 1.4 to compare the case of the Dirichlet boundary condition with the APS boundary condition and use Theorem 1.1 to 6 compute the adiabatic limit as r → ∞. One of the advantages for this approach is that this method works in not only odd but also even dimensional manifolds. §2 Proof of Theorem 1.4
In this section we are going to prove Theorem 1.4. Throughout this section every computation will be done on the cylinders [−r, 0] × Y and [0, r] × Y .
First of all, one can check by direct computation that the spectra of
In (2) and (3) µ λ,l 's are the solutions of the equation
We next introduce the boundary condition ∂ u + |B| on Y 0 and consider the Laplacian (−∂
Then the spectrum of this operator is :
where µ λ,l 's are the solutions of the equation
Hence from (1), (2) , (3), (4), we have
Now we are going to use the method in [6] and [8] to analyze
From now on, we simply denote (−∂ 
. Suppose that γ −r and γ 0 are the restriction operators from
and C ∞ (Y 0 ), respectively. Then the Dirichlet boundary conditions D −r and D 0 on Y −r and Y 0 are defined by the operators γ −r and γ 0 . We can check easily that for each α k and t > 0,
is an invertible operator and we can define the Poisson operator
, which is characterized as follows.
Now we are going to define boundary conditions corresponding to the operator
Then the Poisson operatorP
is given as follows (c.f. [4] , [8] ).
I.e.P D 0,m (t) (t) defined as above satisfies the following properties.
Note that for i = −r, 0,
Then one can check by direct computation that
,
Next we consider 
we have
Hence, we have
We now define
and for simplicity we denote Q (∂ u +|B|),r by Q. We also define Q m (t),Q m (t) :
and hence Q m (t) andQ m (t) are isospectral and have the same determinants.
Now we are going to describe
Lemma 2.1.
From the following identities
From (2.5) and (2.6), the result follows. From Lemma 2.1 and (2.2),
From (2.3), (2.4) and (2.7), we have
is of the following upper triangular matrix,
and hence we have
Finally by (2.8), (2.9), we have
log DetQ(α k t), (2.10) wherec does not depend on t. It is known in [4] that log Det( 
In the next section, we are going to show that this constant c = 0 by using the method in [13] , which completes the proof of Theorem 1.4 §3 Computation of the constant term in Theorem 2.3
Recall that c = 1 m m−1 k=0 c k , where c k is the zero coefficient in the asymptotic expansion of log DetQ (∂ u +|B|),r (α k t) as t → ∞. Note that for f ∈ C ∞ (Y ) with
Here we take the negative real axis as a branch cut for square root of α k . Since the asymptotic expansion of log DetQ (∂ u +|B|),r (α k t) as t → ∞ is completely determined up to smoothing operators (c.f. [4] ), log DetQ (∂ u +|B|),r (α k t) and log Det( √ B 2 + α k t+|B|) have the same asymptotic expansions. Hence it's enough to consider the asymptotic expansion of log Det( √ B 2 + α k t + |B|).
Since Re(α k ) can be negative, to avoid this difficulty we choose an angle φ k so that 0 ≤ |φ k | < π 2 and Re(e i(θ k −φ k ) ) > 0, where
where z j = e −iφ k λ 2 j + e iθ k t. Consider the contour integral C z s+q−1 e −z dz for
Res > −q, where for arg(z j ) = ρ j ,
and oriented counterclockwise. Then one can check that
Using the equation (3.3) again, we obtain that
Putting rt = u,
It is known in [7] (see also [3] ) that as r → 0
Hence, as t → ∞,
For q ≥ 1, the zero coefficients in the asymptotic expansions of ζ q (0) and −ζ ′ q (0) as t → ∞ can be obtained only from the term
One can check by using (3.3) that
Hence, the equation (3.6) can be simplied as
Lemma 3.1. For each q ≥ 1, a m−1 = 0. Therefore, the zero coefficients in the asymptotic expansions of ζ q (0) and −ζ ′ q (0) as t → ∞ are zero. Proof We denote by β(s)
Then from (3.5), 
