Introduction {#Sec1}
============

Any system with interacting agents or particles is capable of supporting waves. The hydrodynamic approximation to liquids and gases and elastic approach to solids, collectively known as the continuum approximation, is widely used in many areas of physics. It predicts propagating long-wavelength longitudinal density fluctuations, sound. As useful as it is, the continuum approximation does not describe many important properties: for example, the solid state theory and in particular thermodynamics of solids relies on the atomistic description. The atomistic description relies, in turn, on the knowledge that the range of wavelengths λ in solids varies from approximately system size to the shortest interatomic separation *a* on the order of Angstroms where atomistic effects operate.

Theoretical understanding of waves in liquids remains challenging, particularly in view that widely-used perturbation approaches do not apply^[@CR1]^. Until fairly recently, this difficulty extended to experimental studies as well. However, the deployment of next-generation synchrotron sources enabled physicists to make the same assertion about waves in liquids as in solids: phonon-like excitations in liquids extend up to the shortest interatomic separation as they do in solids^[@CR2]--[@CR8]^. This solid-like property of liquids is remarkable because traditionally, liquids have been studied in the hydrodynamic approximation λ ≫ *a* only^[@CR9]^. It suggests that liquids are amenable to understanding using solid-like concepts and their implications^[@CR10]^.

The recent evidence of non-hydrodynamic solid-like waves in liquids (waves with large *k* vectors)^[@CR2]--[@CR8],[@CR10]^ prompts an intriguing question of whether these waves can extend to the third state of matter, gases, and thus be common to *all three states*. In familiar gases at ambient conditions, this would appear impossible because the particle mean free path *l* is much larger than *a*, implying that the system can not support solid-like wavelengths close to *a*. *l* can be decreased by increasing pressure or lowering the temperature but this results in the first-order gas-liquid transition well before *l* approaches Angstroms. However, the supercritical state where no gas -- liquid phase transition intervenes, offers more flexibility: one can change the density *continuously*, from gas-like to liquid-like values. Therefore, studying the supercritical state offers an intriguing possibility to see whether the longitudinal wave in the gas-like state (traditionally known as sound wave) can support ever-decreasing wavelengths up to the shortest solid-like atomistic lengths where λ becomes comparable to Angstroms. This would imply new unanticipated properties of waves that gas-like states can support.

The theory of dilute gases is tractable due to the concept of mean free path (MFP), based on the idea that molecules mostly move freely between binary collisions. The theory gives specific predictions for important system properties such as temperature dependence of viscosity and thermal conductivity^[@CR11]^. For dense gases and fluids (loosely defined as systems where intermolecular distances are comparable to molecular sizes) at moderate temperature, this approach does not apply because a molecule continuously moves in the field of forces of others. This involves three and higher-order encounters, and treating these is of considerable difficulty. As a result, common gas theories are unable to describe important properties of dense gases such as temperature dependence of viscosity^[@CR11]^.

The division into dilute and dense gases has traditionally been done at moderate pressure and temperature^[@CR11]^. However, experiments have been increasingly probing the matter at extreme conditions including deeply supercritical ones, calling for new theories to be developed^[@CR12]^. Indeed, the supercritical state has remained poorly understood in general, despite the wide deployment of supercritical fluids in important industrial applications^[@CR12]^. This has stimulated our interest in a hitherto unexplored question: what kind of collective excitations can exist in the supercritical state of matter?

Central to our proposal is that both temperature and density (rather than density alone as traditionally assumed) are important for the concept of the mean free path to emerge. Indeed, let us consider a supercritical fluid at density close to, for example, water density at the triple point where the system would be characterized as "dense" as opposed to "dilute" in the traditional classification. If this system is at very high supercritical temperature, a molecule, even though it moves in the field of others, has enough energy to move with little deflection for a certain distance. More specifically, the high energy of the particle results in small deflection angles and small momentum transfer in the collision integrals featuring in transport properties^[@CR11]^. This implies that the concept of the mean free path *l* emerges in dense systems provided the particle energy is high, and is not limited to dilute gases as assumed previously. In the somewhat crude picture of the mean free path in the system with particles of size *a*, the increase of $\documentclass[12pt]{minimal}
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We can therefore develop and use theoretical predictions of dynamical and thermodynamic properties in dense and hot supercritical fluids in the MFP regime. Testing this idea constitutes one of the general aims of this paper.

Apart from the general question of the nature of collective excitations at deep supercritical conditions, we consider the important implication of the MFP regime for the wave propagation. In the MFP regime, the system cannot support an oscillatory motion with wavelengths shorter than the mean free path *l*. We therefore predict that supercritical dispersion curves should undergo a *crossover* from the phonon regime at small *k* vectors to the MFP regime where no phonons exist with wavelengths shorter than *l*.

In this paper, we perform extensive molecular dynamics (MD) simulations and obtain direct evidence for propagating solid-like longitudinal modes with short wavelengths deep in the supercritical state at temperatures up to 3,300 times the critical temperature. We subsequently observe that the crossover of dispersion curves develops at *k* points reducing with temperature and interpret this effect as the crossover from the phonon to the MFP regime on the basis of (a) closeness of the crossover points to those corresponding to the shortest available wavelength in the system; (b) closeness of the crossover points to those corresponding to the particle mean free path; and (c) the same power-law temperature dependence of the shortest wavelength and the mean free path.

We note that traditionally, the supercritical state was thought to disallow any difference between a gas and a liquid^[@CR12]^. We recently proposed that the supercritical state can be separated into the gas-like and liquid-like properties by the Frenkel line (FL)^[@CR13]--[@CR15]^. Above the line, particle dynamics are purely diffusive as in gases. In contrast, particle dynamics below the line have two components of motion: solid-like oscillatory motion and diffusive jump motion which enables the system to flow. This regime of particle dynamics below the FL is similar to that in low-temperature liquids, including the viscous liquids in the glass transformation range^[@CR16],[@CR17]^.

Different regimes of particle dynamics above and below the FL have important implications for the ability of the supercritical system to support collective modes. Below the FL, the supercritical system supports both longitudinal and transverse modes^[@CR18]--[@CR20]^. However, temperature increase results in shrinking the range of *k*-points at which transverse operate^[@CR18]^. At the FL, transverse modes disappear from the system spectrum, and only one longitudinal mode remains propagating above the FL^[@CR19],[@CR20]^. Hence the Frenkel line provides a useful guide as to where on the supercritical phase diagram we expect to find a gas-like state with the longitudinal mode only. In this paper we consider the conditions well above the FL in order to study the evolution of the longitudinal mode at deep supercritical conditions.

Results and Discussion {#Sec2}
======================

We have performed extensive molecular dynamics (MD) simulations^[@CR21]^ of supercritical liquid Ar^[@CR22]^ using the Lennard-Jones (LJ) potential and constant volume and energy ensemble. The simulated temperature starts from 500 K (just above the FL temperature) and increases to very high temperatures deep in the supercritical state up to 500,000 K, corresponding to over 3,000 times the critical temperature (Ar critical temperature is 151 K). The simulated densities are 0.4, 0.65 and 0.8 g/cm^3^. We simulated 8,000 atoms in the system. The time step varies between 1 fs at low temperature and 0.1 fs at high temperature to account for faster dynamics.

The reason for simulating high temperature (the highest temperature is in excess of the Ar ionization energy) is that, as discussed below, *l* is a slowly-varying function of temperature at constant density. This is due to two competing mechanisms: on one hand temperature increases *l* but on the other hand the buildup of pressure with temperature at constant density decreases *l*.

We have calculated the longitudinal current correlation functions^[@CR23]^ in order to address the evolution of longitudinal collective modes directly:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${C}_{L}(k,t)=({k}^{2}/N)\langle {J}_{x}({\bf{k}},t)\cdot ({J}_{x}(\,-\,{\bf{k}},\mathrm{0)}\rangle $$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$J({\bf{k}},t)={\sum }_{j\mathrm{=1}}^{N}\,{{\bf{v}}}_{j}(t){e}^{-i{\bf{k}}\cdot {{\bf{r}}}_{j}(t)}$$\end{document}$ is the longitudinal current, *N* is the number of particles, **v** is the particle velocity, and the wave vector **k** is along the *x* axis. *k*-points were sampled as *k* = 2*πn*/*L*, where *L* is the system size.

The spectra of longitudinal currents are calculated by the Fourier transform of *C*~*L*~(*k*, *t*). In order to reduce the noise in calculating the spectra, we have repeated our simulations 20 times for each temperature by using different starting velocities and then we averaged the current results^[@CR18]^. Examples of intensity maps of $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{C}}_{L}$$\end{document}$(*k*, *ω*) are shown in Fig. [1](#Fig1){ref-type="fig"}.Figure 1Intensity map of *C*~*L*~(*k*, *ω*) for supercritical Ar at (top panel) 500 K and (bottom panel) 100,000 K. The maximal intensity corresponds to the middle points of the dark red areas and reduces away from them.

We observe that the mode frequency increases with *k* up to large k-points corresponding to wavelengths comparable to interatomic separations as is the case in solids. In fact, the spectra look remarkably similar to those in solids. The similarity of liquid and solid phonon spectra was noted earlier at low temperature^[@CR24]^. Figure [1](#Fig1){ref-type="fig"} shows that this similarity extends to very high temperature deep into the supercritical state.

The frequency at which the intensity is maximal corresponds to the mode frequency at the corresponding *k*-point. We show examples of $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{C}}_{L}$$\end{document}$(*k*, *ω*) at different *k* in Fig. [2](#Fig2){ref-type="fig"}. The ratio of the peak width at half-height Γ to the peak frequency *ω* is 1.2--1.5 for the intensity peaks considered in this work, including in the examples shown in Fig. [2](#Fig2){ref-type="fig"}. This is consistent with the experimental findings reporting propagating modes in liquids (see, e.g., ref.). The calculated $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{\rm{\Gamma }}}{\omega } < \sqrt{3}$$\end{document}$ for propagating modes derived theoretically^[@CR25]^.Figure 2Examples of *C*~*L*~(*k*, *ω*) calculated at density 0.65 g/ml and *T* = 500 K and shown at *k* = 0.67 Å^−1^ (black) and *k* = 1.34 Å^−1^ (red).

We now focus on detailed examination of longitudinal dispersion curves and their change with temperature. The maxima of Fourier transforms $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{C}}_{L}$$\end{document}$(*k*, *ω*) give the frequencies of longitudinal excitations^[@CR23]^. The resulting dispersion curves are shown in Fig. [3](#Fig3){ref-type="fig"}. The slope of the linear part of the dispersion curve at small *k* gives the speed of sound, *c*, which can be compared with experiments probing the speed of sound at small *k* and *ω*. As follows from Fig. [4](#Fig4){ref-type="fig"}, the calculated *c* agrees with the experimental *c* available at low temperature well. The increase of *c* with temperature is due to large pressure buildup in the system at constant density. For example, the pressure increases to 46 GPa, 80 GPa and 103 GPa at the highest simulated temperature at three simulated densities (0.4, 0.65 and 0.8 g/cm^3^).Figure 3Phonon dispersion curves of supercritical Ar at density *ρ*~1~ = 0.8 g/cm^3^ (top panel), *ρ*~2~ = 0.65 g/cm^3^ (middle panel) and *ρ*~3~ = 0.4 g/cm^3^ (bottom panel). The corresponding temperatures are (from left to right, top to bottom of each density) are 500 K, 2000 K, 10000 K, 50000 K, 200000 K and 500000 K, respectively. The blue star points are *k*^\*^ calculated by Eq. ([3](#Equ3){ref-type=""}). The red star points are *k*-points calculated as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{\pi }{l}$$\end{document}$, where the mean-free path *l* is evaluated from experimental gas-like viscosity. The dashed vertical lines mark the zone boundary for an isotropic system calculated in the spherical Debye approximation as $\documentclass[12pt]{minimal}
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We observe that the regime of collective phonon excitations starts to deviate from linearity in Fig. [3](#Fig3){ref-type="fig"}. This crossover takes place at temperatures well above the FL. This is expected because, as discussed above, crossing the FL from below corresponds to the regime of diffusive particle motion where the concept of the MFP applies.

Importantly, the crossover of dispersion curves takes place at *k* points which decrease with temperature. This behavior is consistent with our hypothesis above: in the MFP regime above the FL where atoms move freely up to distance *l* on average, the increase of *l* with temperature implies that the shortest wavelength of the longitudinal phonons increases, resulting in the decrease of their largest *k* points. We note that the MFP regime (and the corresponding slope of *ω* vs *k*) is intermediate between the sound regime at small *k* and free-particle regime at large *k* discussed later.

We support this interpretation with three quantitative estimates. We start with evaluating λ and note that one straightforward evaluation involves a relationship between λ and specific heat *c*~*υ*~. Indeed, free motion of atoms up to distances comparable to *l* in the MFP regime contributes only to kinetic energy but not to the potential term. Then, the energy of the system with one longitudinal mode only is the sum of the kinetic term $\documentclass[12pt]{minimal}
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Equation ([2](#Equ2){ref-type=""}) gives specific heat $\documentclass[12pt]{minimal}
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                \begin{document}$${c}_{\upsilon }=\frac{3}{2}+\frac{1}{2}\frac{{a}^{3}}{{{\rm{\lambda }}}^{3}}$$\end{document}$ (the variation of λ with temperature is neglected due to the very slow increase of *l*(*T*) as discussed below). This gives λ as$$\documentclass[12pt]{minimal}
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Equation ([3](#Equ3){ref-type=""}) applies to the regime above the Frenkel line where *c*~*υ*~ \< 2^[@CR13]--[@CR15]^ (under this condition, Eq. ([3](#Equ3){ref-type=""}) implies λ \> *a* as required). We have calculated $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{3}{2}$$\end{document}$ (see Fig. [5](#Fig5){ref-type="fig"}). We observe *c*~*υ*~ decreases very slowly at high temperature. According to Eq. ([3](#Equ3){ref-type=""}), λ is predicted to vary similarly slowly at high temperature. This will be discussed later in the paper.Figure 5Specific heat as a function of temperature for three simulated densities.

Using the calculated *c*~*υ*~, we have evaluated the shortest wavelength λ using Eq. ([3](#Equ3){ref-type=""}). Some care is needed to find the corresponding *k*. In Eq. ([2](#Equ2){ref-type=""}), the shortest λ is assumed to be *a*, corresponding to *E* = 2*NT* and *c*~*υ*~ = 2^[@CR26]^. For specific evaluations of λ, we recall that the shortest wavelength in the system with the shortest length scale *a* is 2*a*, therefore *k* at the crossover from the sound to the MFP regime, $\documentclass[12pt]{minimal}
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                \begin{document}$${k}^{\ast }$$\end{document}$ lies close to the deviation of the sound regime from linearity. This constitutes our *first* quantitative evidence in support to our hypothesis that the crossover of dispersion curves is related to the shortest wavelength available in the system.
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                \begin{document}$$\begin{array}{l}{k}^{\ast }\propto \frac{1}{{T}^{\alpha }}\\ {\rm{\lambda }}\propto {T}^{\alpha }\end{array}$$\end{document}$$where *α* is about 0.1.Figure 6Dependence of *k*^\*^ on temperature. The lines are fits to the power-law dependence.

The existence of a power law is important because it often implies an underlying dynamical process leading to universal scaling relationships, as it does in, for example, the phase transitions area. We will re-visit this point below in our evaluation of *l*.

As proposed above, the crossovers in Fig. [3](#Fig3){ref-type="fig"} are related to the shortest wavelength of the system governed by the mean free path *l*. *l* can be directly evaluated from viscosity in the mean-free path regime: $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\upsilon }$$\end{document}$ is average velocity. Using experimental *η* from the NIST database at 500 K, we calculate *l* and the corresponding *k*-point as $\documentclass[12pt]{minimal}
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                \begin{document}$${k}^{\ast }$$\end{document}$ calculated on the basis of Eq. ([3](#Equ3){ref-type=""}) and to the crossover of dispersion curves. The NIST database does not extend to high temperature, and so we fit the experimental low-temperature viscosity to the power law (see the discussion below) and extrapolate *η* to high temperature. Similarly to 500 K, the calculated *k*-points from extrapolated viscosity remain close to $\documentclass[12pt]{minimal}
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                \begin{document}$${k}^{\ast }$$\end{document}$ calculated on the basis of Eq. ([3](#Equ3){ref-type=""}) and to the crossover of dispersion curves. The increase of the distance between red and blue stars at high temperature compared to low can be related to the reduced reliability of extrapolation to high temperature.

The proximity of *k*-points evaluated from λ in Eq. ([3](#Equ3){ref-type=""}) and the mean free path *l* to each other and to the crossover of dispersion curves constitutes our *second* quantitative evidence in support to our hypothesis that the crossover of dispersion curves is related to the crossover from the phonon regime to the MFP regime where the mean-free path limits the shortest available wavelength as λ = *l*.

Importantly, the small value of *α* we observe for λ in Eq. ([4](#Equ4){ref-type=""}) is the same as the temperature exponent of the mean free path *l* in both experiment and theory. Experimentally, evaluating *l* from the experimental supercritical gas-like viscosity gives *l* ∝ *T*^*α*^ with *α* close to 0.1^[@CR26]^.

Interestingly, the same result *l* ∝ *T*^*α*^ with *α* close to 0.1 follows from the kinetic gas theory. Approximating the Enskog series by the first term and considering the interatomic interaction in the form of the inverse-power law $\documentclass[12pt]{minimal}
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The temperature dependence of *l* can be predicted using Eq. ([5](#Equ5){ref-type=""}) and viscosity in the MFP regime $\documentclass[12pt]{minimal}
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In the limit of large *m* corresponding to the hard sphere system, ([5](#Equ5){ref-type=""}) predicts $\documentclass[12pt]{minimal}
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                \begin{document}$$s=\frac{1}{2}$$\end{document}$ and, therefore, temperature-independent *l*. In this limit, *l* is governed by density only. Some care is needed to evaluate *s* for the LJ potential used in this work. We recall that the function describing the repulsive part of the LJ potential is governed by both repulsive $\documentclass[12pt]{minimal}
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                \begin{document}$$U\propto \frac{1}{{r}^{m}}$$\end{document}$ with *m* = 18--20^[@CR27]^. Using this *m* in ([5](#Equ5){ref-type=""}) gives *s* ≈ 0.6. Using *l* ∝ *T*^*s*−0.5^ gives *l* ∝ *T *^0.1^, and we obtain the same exponent calculated for λ in ([4](#Equ4){ref-type=""}).

The coincidence of the temperature behavior of λ and *l* as power law ∝ *T*^*α*^ with the same exponent *α* constitutes our *third* quantitative evidence in support to our hypothesis that the crossover of dispersion curves is related to the crossover from the sound to the MFP regime and λ = *l*.

Taken together, the three quantitative estimates support the interpretation of the crossover to the MFP regime, rather than a trivial deviation of dispersion curves from linearity close to the zone boundary.

We note that at larger *k*, the mean free path regime is followed by the free-particle regime. Indeed, very large *k* and *ω* correspond to particles moving short distances at short times, i.e. the regime of free particles and the dispersion *ω* = *υk*, where *υ* is particle velocity (this also applies to crystals where large *k* correspond to scattering from both free particles and phonons in higher Brillouin zones). We have calculated the dispersion relationship for large *ω* and *k* and show examples in Fig. [7](#Fig7){ref-type="fig"}. The calculated slope at large *k* agrees with the most probable thermal speed $\documentclass[12pt]{minimal}
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                \begin{document}$${\upsilon }_{p}=\sqrt{2{k}_{{\rm{B}}}T/m}$$\end{document}$ within 9--13% for different densities. Hence, the MFP regime we considered earlier is intermediate between the sound regime and the free-particle regime in terms of *k*-values.Figure 7Phonon dispersion curves of supercritical Ar at large *k* at different density and temperature. Dashed lines are guides for the eye and show the speed of sound at small *k* and thermal velocity at large *k*.

We make a remark regarding the values of *l*. The shortest wavelengths at *k*-points in Fig. [6](#Fig6){ref-type="fig"} and the corresponding *l* are approximately 10--15 Å, or about 3--4 interatomic separations (the small range of *l* is due to its slow decrease on the isochores as discussed earlier). This is shorter than *l* generally envisaged in the kinetic theory of gases and is to be expected for dense supercritical fluids as compared to dilute gases^[@CR11]^. This can explain why the slope of *ω* vs *k* differs from thermal velocity in the MFP regime (thermal velocity is recovered at large *k* as discussed above). Even though *l* is short, it is nevertheless important from the thermodynamic point of view because it cuts off phonons with largest frequencies which contribute most to the system energy^[@CR10]^. As a result, *c*~*υ*~ decreases from about 2 at the Frenkel line (this value has contributions from the kinetic term $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{3}{2}$$\end{document}$. This is seen in Fig. [5](#Fig5){ref-type="fig"}. Short *l* also implies that, since *l* is an average property, its relative fluctuations around the mean value may be non-negligible, which could explain that in some cases λ and *l* may deviate from the observed crossover of dispersion curves in Fig. [3](#Fig3){ref-type="fig"}.

We note that high temperatures were required to detect the decreasing *k* at the crossover at fixed density. Although these temperatures might seem unusually high, there are three reasons why they are relevant to real systems and experiments. First, liquid argon remains an unmodified system up to fairly high temperature: the first ionization potential of condensed liquids is on the order of 10^5^ K. Hence most of our temperature range where the dispersion relations and crossovers are seen corresponds to the unmodified non-ionized argon describable by the LJ potential. Second, performing experiments at realistic constant pressure, rather than constant density used here, lowers the crossover temperature significantly due to faster increase of the mean free path when volume increases. Third, performing the experiments in systems with lower critical point such as Ne implies that the crossover temperature is lower: the crossover at the largest temperature simulated here is predicted to be lower by the ratio of Ar and Ne critical temperatures, or over 3 times.

Summary {#Sec3}
=======

In summary, we presented evidence for propagating solid-like longitudinal phonons deeply in the supercritical regime, with wavelengths extending to interatomic separations and observed the crossover of dispersion curves. By studying temperature dependence of the shortest available wavelength and mean free paths, we related this effect to the crossover from the collective phonon to the collisional mean-free path regime of particle dynamics.
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