Blind multichannel identification is generally sensitive to background noise. Although there have been some efforts in the literature devoted to improving the robustness of blind multichannel identification with respect to noise, most of those works assume that the noise is Gaussian distributed, which is often not valid in real room acoustic environments. This paper deals with the more practical scenario where the noise is not Gaussian. To improve the robustness of blind multichannel identification to non-Gaussian noise, a robust normalized multichannel frequencydomain least-mean M-estimate algorithm is developed. Unlike the traditional approaches that use the squared error as the cost function, the proposed algorithm uses an M-estimator to form the cost function, which is shown to be immune to non-Gaussian noise with a symmetric a-stable distribution. Experiments based on the identification of a single-input/multiple-output acoustic system demonstrate the robustness of the proposed algorithm.
I. INTRODUCTION
Blind multichannel identification, which estimates the channel impulse responses of an unknown system based only on the output signals, has the great potential to be used in many applications such as multimedia signal processing (Abed-Meraim et al., 1997) , geophysical exploration (Luo and Li, 1998) , and communications (Tugnait, 2002) to name a few. As a result, the blind multi-channel identification techniques have drawn a significant amount of research attention in recent years, and many algorithms have been developed, such as the subspace algorithm (Moulines et al., 1995) , the least-squares method (Xu et al., 1995) , the cross-relation algorithm (Xu et al., 1995; Tong et al., 1994) , the two-step maximum likelihood algorithm (Hua, 1996) , the higher-order statistics method (Cadzow, 1996) , the blind deconvolution approach (Roan et al., 2003) , the normalized multichannel frequency-domain least-mean-square (NMCFLMS) algorithm (Huang and Benesty, 2003) , etc.
Among those methods, the NMCFLMS algorithm is of particular interest because it employs the fast Fourier transform to identify the impulse responses of a single-input/ multiple-output acoustic system in the frequency domain and is, therefore, computationally very efficient. However, this algorithm was found not very robust to additive noise. An improved version of the NMCFLMS algorithm, called robust normalized multichannel frequency-domain least-meansquare (RNMCFLMS), was then developed (Haque and Hasan, 2008) ; it introduced a constraint on the fullband spectral energy to make it immune to additive Gaussian noise.
However, in many practical environments, noise is generally not Gaussian. For example, in typical teleconferencing applications, there are many different types of acoustic noises such as chair creaks, a keyboard clicking, noise produced from footsteps, a telephone ringing, noise due to pages turning, door slams, and objects dropping (Georgiou et al., 1999) . These noise signals are not Gaussian, and the NMCFLMS algorithm and its improved versions often fail to converge in such noise environments. Therefore to make the NMCFLMS-type algorithms robust to non-Gaussian noise has become an important issue.
In this paper, we present a robust normalized multichannel frequency-domain least-mean-M-estimate (RNMCFLMM) algorithm. Unlike the traditional NMCFLMS-type algorithms that use the squared error as the optimization cost function, the presented RNMCFLMM method employs an M-estimate function to form the cost function of the multichannel frequencydomain adaptive filter. Due to the fact that an M-estimator has the ability to deal with outliers picked up by microphones, the resulting algorithm is more robust than the traditional NMCFLMS-type algorithms to non-Gaussian noise with a symmetric a-stable (SaS) distribution. Consequently, the presented RNMCFLMM algorithm is robust to both nonGaussian and Gaussian noises as it will be justified by experiments.
The rest of this paper is organized as follows. In Sec. II, we formulate the related work and the explicit problem. Section III describes the SaS noise model. In Sec. IV, we first derive the proposed RNMCFLMM algorithm, then select a proper M-estimator and give an adaptive approach to determine the parameters of the M-estimator, and finally analyze the convergence condition of the RNMCFLMM algorithm. Section V experimentally evaluates the robustness of the RNMCFLMM algorithm in non-Gaussian and Gaussian noise environments. Finally, we give our conclusions in Sec. VI.
II. PROBLEM FORMULATION
The input-output relationship, at the discrete-time index n, of a single-input/multiple-output acoustic system is given by
where s(n) is the source signal, h k is the channel impulse response between the sound source and the kth microphone, which is typically modeled by a finite-impulse-response filter, v k (n) is the additive noise at the kth microphone, and M is the number of microphones. If we neglect the noise term in Eq. (1), the following relation can be obtained for any two different channels i and j (i, j ¼ 1, 2,…, M, and i 6 ¼ j):
This relation can be written in a matrix-vector form as
where
are the observation signal vectors,
are the impulse response vectors of length L, and [Á] T stands for the transpose of a vector or a matrix.
The cross-relation given in Eq. (3) forms the basis for identifying the M impulse responses. Suppose thatĥ k n ð Þ is an estimate of h k at time n. Ifĥ k n ð Þ deviates from h k , which is generally true in practice due to several reasons such as the presence of noise, the right-hand side of Eq. (3) is no longer zero, and an a priori error signal between the ith and jth channels can be written as
This error signal can then be used to define a cost function that should be minimized to find an optimal estimate of the impulse responses. The NMCFLMS algorithm employs the sum of the squared instantaneous errors between different channels to define the cost function in the frequencydomain (Huang and Benesty, 2003) . Using the mth block of the error signal e ij (n), i.e.,
the cost function of the NMCFLMS algorithm is defined as 
(Á) H denotes the conjugate-transpose of a vector or a matrix, 0 LÂL is the null matrix of size L Â L, I LÂL is the identity matrix of size L Â L, diag[Á] denotes a diagonal matrix with the indicated vector along the diagonal or a column vector formed from the main diagonal of a square matrix, F LÂL and F
À1
LÂL are, respectively, the Fourier and inverse Fourier matrices of size L Â L, with the (p, q)th element of F LÂL being
and | is the imaginary unit with | 2 ¼ À1. Then the update equations of the NMCFLMS algorithm are derived aŝ
where l f is the step size, the superscript * denotes the conjugate operator,
The NMCFLMS algorithm can achieve good estimation performance in high signal-to-noise ratio (SNR) environments. The performance of this algorithm, however, deteriorates in low SNR cases. Haque and Hasan proposed an RNMCFLMS algorithm by introducing a constraint on the fullband spectral energy into the NMCFLMS algorithm (Haque and Hasan, 2008) . The update equations of the RNMCFLMS algorithm are then formulated aŝ
denotes element-by-element division of two vectors, j Á j 2 is carried out in a component-wise way, and k Á k 2 denotes the ' 2 norm. The spectral constraint introduced by the RNMCFLMS algorithm ensures spectral flatness of the estimated channel coefficients in the presence of Gaussian noise (Haque and Hasan, 2008; Haque et al., 2011; Haque et al., 2007) . Thus the RNMCFLMS algorithm is robust to Gaussian noise. However, this algorithm is sensitive to non-Gaussian noise. In the following sections, we first model non-Gaussian noise and then propose a robust algorithm for blind identification of a single-input/multiple-output acoustic system.
III. THE SaS NOISE MODEL
A broad and increasingly important class of nonGaussian phenomena encountered in practice can be characterized as impulsive, such as chair creaks, a keyboard clicking, noise produced from footsteps, a telephone ringing, noise due to pages turning, door slams, and objects dropping (Georgiou et al., 1999) . Noises in this class tend to produce large-amplitude excursions from the average value more frequently than Gaussian noise. They are more likely to exhibit sharp spikes or occasional bursts than one would expect from normally distributed noise. Generally, such noise can be modeled by a "zero-centered" SaS distribution (Nikias and Shao, 1995) . For noise v with an SaS distribution, its characteristic function is described as
where the parameter c, usually called the dispersion, is a positive constant related to the scale of the distribution, and the shape parameter a (0 < a 2) is called the characteristic exponent. The Gaussian distribution is the limiting case with a ¼ 2. The corresponding probability density functions (PDFs) for different values of a are plotted in Fig. 1 . It can be seen that a smaller value of a corresponds to a statistical distribution that has a heavier tail. This indicates that there exist more samples far away from the mean or median values; larger bursts (sharp pulses) or more outliers are more likely present in the random process. An important property of the SaS distribution is that only the pth-order (0 p < a) moment exists; this indicates that the second-order statistics (SOS) does not exist if a < 2.
IV. THE PROPOSED RNMCFLMM ALGORITHM

A. Algorithm derivation
As mentioned previously, although the RNMCFLMS algorithm is more robust to Gaussian noise, it often fails to converge if the noise is not Gaussian. The underlying reason is that the mean-squared error (MSE)-based criterion can be greatly affected by outliers in the microphone signals, making the resulting algorithm sensitive to non-Gaussian noise (Huber, 1981) .
FIG. 1. PDFs of the SaS distribution for different values of a.
This subsection derives the RNMCFLMM algorithm that is more robust than the NMCFLMS-type algorithms to non-Gaussian noise. Instead of using the squared error, we use an M-estimator (Huber, 1981) to form the cost function of the multichannel frequency-domain adaptive filter. The cost function is then defined as
where q[Á] is an M-estimator, which is a real-valued even function, and its first-order derivative is an odd function (more detailed description of the function q[Á] will be given in Sec. IV B). The comparison between a typical Mestimator and a traditional quadratic function is shown in Fig. 2 . It can be seen that when the error signal is small, the M-estimator approaches the quadratic function. However, the M-estimator changes more slowly with the error signal than the quadratic function when the error is large. The purpose of using the M-estimate function, instead of the squared error, is to smooth out the momentary fluctuations due to large bursts, thereby limiting the adverse effect of large bursts on the cost function. Newton's method (Huang and Benesty, 2003 ) is used to develop the RNMCFLMM algorithm. To this end, we need to calculate the first-order gradient of J FM ðmÞ with respect toĥ Ã k ðmÞ and the corresponding Hessian matrix. First of all, we formulate the conjugate of e ij (n) (n ¼ mL, ðmÞ Àĥ
is the ith column of the identity matrix I LÂL . Then the derivative of
q½e kj ðnÞ
where q 0 (Á) is the first-order derivative of q(Á),
and the fourth step follows from the fact Àq
Therefore the first-order gradient of J FM ðmÞ with respect toĥ The Hessian matrix is then derived as follows: 
q 00 (Á) is the second-order derivative of q(Á), and so by substituting Eq. (34) into Eq. (33) the Hessian matrix is obtained as
Using Newton's method, we can write the update equations of the channel estimates aŝ
where l is the step size. Substitute Eqs. (31) and (36) into Eq. (38) and pre-multiplying both sides by G 10 2LÂL , we then obtain the RNMCFLMM algorithm
Define the matrix
and note that
then 
If L is large, G 10 2LÂ2L % I 2LÂ2L =2 (Buchner et al., 2005) . Using this approximation, we deduce the unconstrained (Haykin, 2002) RNMCFLMM algorithm aŝ
where the new step size l f ¼ l/2. To reduce the computational complexity, let us simplify Eq. (35) as
where q 00 ½e ik ðmÞ max ¼ max
Then using
where 
Note that the preceding simplifications may slightly affect the convergence rate and robustness of the algorithm as it is conservative to use only the maximum in Eq. (48). However, it can be seen from Eq. (51) that P k ðmÞ is simplified to a diagonal matrix, which largely reduces the computational load of the inversion of P k ðmÞ.
When there are large bursts present in the microphone signals, the normalization by P k ðmÞ in Eq. (51) greatly diminishes the gradient by exploiting the maximum element in {q 00 [e ik (mL þ l)]}, which smoothes out the fluctuation due to large bursts of the microphone signals. Furthermore, unlike the NMCFLMS-type algorithms that are based on the use of e ik (m), the RNMCFLMM algorithm uses u½e ik ðmÞ, which can limit the adverse effect of large bursts on the update equations when the error signal becomes very large.
To make the proposed algorithm immune to Gaussian noise, we also introduce a similar spectral constraint (Haque and Hasan, 2008; Haque et al., 2011) into the proposed algorithm. So, the update equations of the final RNMCFLMM algorithm are as follows: k ðmÞ to that of other elements. In implementation, the power spectrum of the multiple channel outputs can be obtained by the classical recursive estimate 
where d is a small positive number.
To avoid trivial estimates with all zero elements for the impulse responses, the filter coefficient vectors are normalized to have a unit norm at each update.
B. Choice of the M-estimator
Commonly used M-estimators include the Huber estimator, the Fair estimator, the Geman-McClure estimator, etc. (Zhang, 1997; Wu and Qiu, 2013) . For simplicity, the Huber estimator is selected, and then the corresponding estimate function between the ith and jth channels is written as
If je ij ðnÞj n ij , the cost function employs the MSE criterion. However, if je ij ðnÞj ! n ij , the cost function employs the mean-absolute error (MAE) criterion to deemphasize the effect of outliers, thereby ensuring the convergence of the update equations.
It is seen that the threshold parameter n ij plays an important role on the performance of the proposed RNMCFLMM algorithm. This parameter can be estimated by employing the approach in Chan and Zou, (2004) as n ij ¼ 2.576r ij (m), where r 2 ij ðmÞ is the estimated variance of the mth block of the error signal e ij (n). A robust estimation of r 2 ij ðmÞ is given as
where med[Á] denotes the median operator, A e ij ðmÞ¼ & fe
ij (mL þ L À1) g, Q is the length of the estimation window, k r ij is a forgetting factor, and c M ¼ 1.483 [1 þ 5/(Q À 1)] is a finite sample correction factor. As can be seen, a small Q causes a partial reflection of med½A e ij ðmÞ on the recent multiple error blocks. A large Q yields a wide reflection of med½A e ij ðmÞ on the recent multiple error blocks; this results in a smoother med½A e ij ðmÞ; but the use of a large Q increases the use of memory space. Therefore a proper value of Q should be selected in implementation.
C. Convergence analysis of the RNMCFLMM algorithm
In this subsection, we analyze the convergence condition of the RNMCFLMM algorithm. Let us concatenate the M impulse response vectors into a stacked one; then we can write the update equations in Eq. (52) 
where e 10 ðmÞ ¼ĥ 10 ðmÞ À h 10 is the misalignment vector in the frequency domain.
The underlying idea of the RNMCFLMM algorithm is to minimize the cost function from iteration m to iteration m þ 1. In light of this idea, it is reasonable that we analyze the convergence of the RNMCFLMM algorithm based on the mean-square deviation, which is defined as This section investigates the robustness of the proposed RNMCFLMM algorithm in Eq. (52) to both non-Gaussian and Gaussian noises in acoustic environments. We also compare the RNMCFLMM algorithm with the original NMCFLMS and RNMCFLMS algorithms in different noisy environments to demonstrate the superiority of the proposed algorithm.
As to the aforementioned three algorithms, the initialization of the modeling filter coefficients is similar to Huang and Benesty (2003) , the step size l f is set to 0.5 unless otherwise specified,
, the regularization factor d is initially set to one-fifth of the total power over all channels at the first block. For the proposed RNMCFLMM algorithm, k r ij ; i; j ¼ 1; 2; …; M, are set to 0.95, r 2 ij ð0Þ ¼ 0, the length of the estimation window Q is set to 10 L unless otherwise stated.
A. Experimental environment
The channel impulse responses used in this paper were measured in the Varechoic chamber at Bell Labs (H€ arm€ a,  2001 ). The dimension of the chamber is 6.7 m Â 6.1 m Â 2.9 m. For convenience, positions in the room are designated by (x, y, z) coordinates with reference to the northwest corner of the chamber floor. An equispaced linear array that consists of three omnidirectional microphones is employed in the measurement, and the spacing between adjacent microphones is 0.7 m. The three microphones of the array are situated at (2.337, 0.500, 1.400), (3.037, 0.500, 1.400), and (3.737, 0.500, 1.400), respectively. A sound source (a loudspeaker) is placed at (0.337, 3.938, 1.600). The impulse responses of the acoustic channels between the source and microphones were measured at a 48 kHz sampling rate when 89% panels on the walls were open and the corresponding reverberation time T 60 of the chamber was about 280 ms (H€ arm€ a, 2001 ). Then the obtained channel impulse responses are downsampled to a 16 kHz sampling rate and truncated to 256 samples (the zeros shared by all the impulse responses at the beginning are removed). The measured impulse responses will be treated as the actual impulse responses in the experiments.
The sound source signals are white Gaussian noise and a speech signal (from a female English speaker) sampled at 16 kHz, respectively, which have the same sample length of 1.5015 Â 10 6 . The multichannel system outputs are computed by convolving the sound source signal with the corresponding measured channel impulse responses and adding synthetic noise to the results at a given pseudo-SNR (PSNR) [note that the variance of the noise does not exist when a < 2; so we use the PSNR to measure the noise level for finite sample realizations (Tsakalides and Nikias, 1995) ]. The noise is modeled by the SaS distribution in Sec. III in which the parameter a controls the amount of the sharp pulses in the noise. We employ an effective method presented in Nikias and Shao (1995) and Chambers et al. (1976) to simulate the non-Gaussian noise. This method involves a nonlinear transformation of two independent uniform random variables into one stable random variable. This stable random variable is a continuous function of each of the uniform random variables and of a and a modified skewness parameter throughout their respective permissible ranges. Figure 3 depicts the non-Gaussian noises for different values of a.
B. Performance criterion
Different from non-blind channel identification methods, blind single-input/multiple-output identification algorithms determine the channel impulse responses up to a scale. As a result, the normalized projection misalignment (NPM) (Morgan et al., 1998) is extensively used as a performance measure for assessing a blind single-input/multiple-output identification. So we also adopt the NPM as the criterion to evaluate the performance improvement of blind channel identification algorithms in this paper. The NPM at block m is defined as
consists of the true impulse responses,
is the projection misalignment vector,ĥðmÞ is defined in a similar way to Eq. (69); but it consists of the estimates of the impulse responses. In the following experiments, all the plotted results are obtained by averaging over 100 runs. Figure 4 plots the convergence performance of the NMCFLMS, RNMCFLMS, and proposed RNMCFLMM algorithms for the identification of a three-channel acoustic system (which is excited by a white Gaussian noise) in SaS noise where L ¼ 256, PSNR ¼ 15 dB, and a ¼ 1.2. It is observed that the NMCFLMS and RNMCFLMS algorithms diverge due to the SOS-based cost function, while the proposed RNMCFLMM algorithm converge because the Mestimator can deal with outliers in microphone signals. It is clear that the proposed algorithm is robust to non-Gaussian noise. Figure 5 plots the convergence performance of the NMCFLMS, RNMCFLMS, and RNMCFLMM algorithms for the identification of a three-channel acoustic system in white Gaussian noise where L ¼ 256, PSNR ¼ 15 dB, and a ¼ 2.0. The system is again excited by a white Gaussian noise. It is seen that the NMCFLMS algorithm is not robust to Gaussian noise. The RNMCFLMS algorithm outperforms the NMCFLMS algorithm in the Gaussian noise environment because a spectral energy constraint is introduced by the former to ensure spectral flatness of the estimated channel coefficients (Haque and Hasan, 2008; Haque et al., 2007) . The proposed RNMCFLMM algorithm outperforms the other two, achieving a good compromise between convergence rate and low estimation variance. Due to the dynamic change of the threshold n ij of the M-estimator, it is possible that the error signal je ij ðnÞj ! n ij even under Gaussian noise conditions. So, the M-estimator alternately employs the MAE and MSE criteria as shown in Fig. 6 , such that the proposed RNMCFLMM algorithm obtains the smaller steady-state error but at the cost of a slower convergence rate. Note that in the implementation, the estimate of q[e ij (n)] is smoother than e ij (n) in RNMCFLMS because several blocks of data are used to estimate n ij in the M-estimator. This can also reduce the steady-state error of the proposed RNMCFLMM algorithm as shown in Fig. 7 .
C. Experimental results
In this experiment, we compare the NMCFLMS, RNMCFLMS, and RNMCFLMM algorithms for their performance in different PSNR conditions. Again, we consider the same three-channel acoustic system studied in the previous experiments. The system is excited by a white Gaussian noise. Figure 8 depicts the NPM of the three studied algorithms as a function of PSNR in different types of noise environments. It can be seen from Fig. 8 that the NMCFLMS algorithm is sensitive to both non-Gaussian and Gaussian noises. Although the RNMCFLMS algorithm is more robust to Gaussian noise than the NMCFLMS method, this algorithm is seen sensitive to non-Gaussian noise. The proposed RNMCFLMM algorithm is robust to both non-Gaussian and Gaussian noises in all the different PSNR conditions.
In the fourth experiment, we investigate the scenario where the system is excited by speech. The experimental configuration is the same as the previous experiments except that now the excitation is a speech signal instead of a white Gaussian noise. The PSNR is 15 dB. Figures 9 and 10 plot the convergence performance of the NMCFLMS, RNMCFLMS, and RNMCFLMM algorithms in both SaS (a ¼ 1.2) and Gaussian (a ¼ 2.0) noises, respectively. It is observed that the non-stationarity of speech degrades the performance of all the algorithms as compared to the case with white noise excitation. It is seen that the proposed RNMCFLMM algorithm exhibits the best performance regardless of whether the noise is Gaussian or non-Gaussian, which, again, demonstrates the good performance of this new algorithm.
In the fifth experiment, we compare the NMCFLMS, RNMCFLMS, and RNMCFLMM algorithms for their performance in different PSNR conditions when the system is excited by a speech signal. Figure 11 depicts the NPM of the three algorithms as a function of the PSNR in four different types of noise. Similar to what was observed in Fig. 8 , one can see that the RNMCFLMS method is more robust to white Gaussian noise than the original NMCFLMS FIG. 6 . The alternative operation of the M-estimator corresponding to channels 1 and 2 between the MSE and MAE criteria when considering a segment of adaptive iteration for once implementation [(a): n from 500 to 800, (b): n from 3000 to 3300], where the amplitude of 1 denotes that the MSE criterion works while the amplitude of À1 implies that the MAE criterion does. The parameters are: L ¼ 256, PSNR ¼ 15 dB, and a ¼ 2.0. The system is excited by a white Gaussian noise. algorithm. But these two algorithms have similar performance when the noise is not Gaussian. In comparison, the proposed RNMCFLMM algorithm yields the best performance in both Gaussian and non-Gaussian noises.
The previous experiments investigate the performance of the unconstrained RNMCFLMM algorithm as a result of Eq. (46). In this experiment, we compare the constrained with unconstrained versions (Haykin, 2002) of the proposed RNMCFLMM algorithm where the system is excited by white noise with the PSNR of 15 dB. Figures 12 and 13 illustrate the convergence performance of the two versions of the RNMCFLMM algorithm in both Gaussian (a ¼ 2.0) and non-Gaussian (a ¼ 1.2) noises, respectively. It is seen from Fig. 12 that in the Gaussian noise environment, the constrained version has faster convergence rate than the unconstrained one, and the latter needs about twice more iterations than the former to achieve the same NPM, which is consistent with the classical frequency-domain adaptive filter theory (Haykin, 2002; Lee and Un, 1989) . Comparing Figs. 12 and 13, one can see that the difference between the convergence rates of the constrained and unconstrained versions of the RNMCFLMM algorithm is similar in the non-Gaussian and Gaussian noises. Please note that in the non-Gaussian noise case, the step size l f is set to 1.2 to converge fast.
VI. CONCLUSIONS
In this paper, an adaptive RNMCFLMM algorithm is developed to blindly identify the impulse responses of a single-input/multiple-output acoustic system, which is interfered by SaS non-Gaussian and Gaussian noises. The RNMCFLMM algorithm employs an M-estimator to construct the cost function of the multichannel frequencydomain adaptive filter. The ability of the M-estimator to discriminate outliers of ouput signals help improve the robustness of the RNMCFLMM algorithm to non-Gaussian noise. Experiments were performed to identity a singleinput/multiple-output acoustic system in different noise environments. The results demonstrated that the proposed RNMCFLMM algorithm is robust to noise in different PSNR conditions regardless of whether the noise is Gaussian and non-Gaussian. 
