Abstract-In crowded cities, selection of the suitable location for fire stations within the town is a vital issue in terms of rapid response to fires and minimizing loss of life and property. For the selection of the suitable fire station location, at first it is necessary to divide the whole city into certain zones and the need for a fire station service should be questioned for each zone. In this study, based on existing fire stations service area, classification of fire station requirement by zones was carried out using machine learning classification algorithms. In order to estimate fire station requirement according to the zones, a classification study was conducted by using some data such as the travel time of the fire engines to zone from closed fire stations, population density of the zone, the mean number of main and assistant vehicles travelling to the zone from closed fire stations, and the fire station existence data in the zone. The purpose of this study was to determine the most successful classification algorithm for the classification of the fire station requirement of 808 zones determined by Izmir Metropolitan Municipality. As a result of the analysis of fire records between 2015 and 2017, it was found that for the classification of the zones, the most successful algorithm was Random Forest algorithm with 93.84% accuracy rate. Experimental evaluation of the study; according to the 5-minute access distance of the existing fire stations, the fire station requirements of the regions and the fire station needs of the regions covered by the machine learning algorithm classification results were found to be 85.43% similar.
I. INTRODUCTION
In recent years, urban population has been increasing rapidly due to the high birth rates and increased external migration. Since there is not enough infrastructure in the cities, the increasing population causes the municipality services as fire service to not be provided at the desired level. In cities where population density is high and which are not planned, due to the result of the lack of resource management, malfunctions experienced in fire services result in the failure of fire engines to catch fire event in time. Resource management includes the proper distribution of the stations so that fire engines can arrive at the scene as quickly as possible. During this distribution of the stations, the boundary of the fire service has been accepted as the service boundary of the metropolitan municipality defined as the provincial border. Service boundaries have been divided into 808 zones in total in this study. In order to examine whether these zones receive fire service from the fire stations, the current situation has been first determined. When the current situation is examined, it is seen that there are 50 fire stations connected to the Fire Department of the Izmir Metropolitan Municipality. According to the world standards, fire stations need to respond (intervene) to the events occurring in close vicinity within 5 minutes. Within the scope of this bindingness, in line with the buffer zone analysis conducted through considering the current traffic density of fire stations in Izmir province, it is observed that the stations could not provide enough service to 482 of the 808 zones ( Fig. 1) . In this context, the new fire stations should be proposed in order to provide services to the zones that do not receive adequate fire service in line with the abovementioned standards. In order to determine which zones the new fire stations should be established, first a classification study was carried out according to the fire station needs of the zones by using machine learning methods ( [1] , [2] , [3] , [4] with machine learning algorithm was carried out in two stages: pre-processing of the data, classification of the model [5] . Pre-processing of the data aims to compile the existing data into a representative array of inputs, to correct and convert them, or create a subset, and it also makes possible to prepare data to include information about the requested application ( [6] , [7] ). In this stage the capabilities of geographic information systems have been utilized in order to obtain and preprocess the data in the data set to be used for classification. Spatial data was obtained by analyzing and querying by using ArcGIS Pro, which is one of the tools of geographic information systems. Naive Bayes, KNN, Decision Tree, SVM, Random Forest, Gradient Boosting Trees (Logit Boost) algorithms are selected for comparing accuracy results. For the classification of the training and performance data, techniques such as k-fold (K=10) and cross-validation are used. The performance of the trained classification model is usually determined by taking the sum or arithmetic mean of the k-fold results. The results of the analyzed data were evaluated by Kappa and accuracy analysis.
II. RELATED WORK
Many different studies have been encountered when the literature on the selection of the fire station locations and the prediction of fires were examined. In 2017, Connor and his colleagues used the boosted regression tree (BRT), which is a machine learning method, to determine fire stations' locations within the framework of fire management [8] . The BRT method is a flexible nonparametric machine learning approach that automatically identifies and modulates the variable interactions and that can overcome sharp discontinuities that are less common than the generalized linear or generalized additive models of candidate variables ( [9] , [10] ). In another study, a fire prediction model was carried out by using artificial neural networks method and the determined zones were classified in four categories with an accuracy of 0.789 [11] . In order to predict in which regions the forest fires would occur in a long-term, high and low fire risk areas were classified by using fuzzy machine learning methods [12] . In another study conducted for the estimation of the forest fires, prediction was carried out by using meteorological data and data mining methods. In that study, support vector machines and random forest algorithms were used. In the classification algorithm, temperature, humidity, rain and wind data were used [13] . In 2006, Amatulli and his colleagues carried out a long-term fire risk assessment by using decision trees method [14] . Song (2017) compared the spatial econometric models with the random forest algorithm for the fire occurrence model. In the scope of that study, it was determined that in terms of determining the location of fire stations, the machine learning methods gave better results [15] . In a study conducted in 2017, by using the genetic algorithm approach, the optimum locations of the airport fire stations were estimated. That study was carried out in two parts: first was the determination of the required fire station and second was the determination of the optimum locations [16] . As well as it is used in many different areas, machine learning algorithms are also used for the classification of satellite images. For example, machine learning algorithms were used to detect oil leaks [17] . In 2014, machine learning algorithms were also used to make geological maps by using satellite images [5] . The study also compared the results of Naive Bayes, nearest neighbor analysis, random forest, supporting vector machines and artificial neural networks algorithms. When the results of the study were examined, it was found that the algorithm giving the best result was the random forest algorithm. The aim of the fire stations location selection problem is to ensure that all fire stations provide optimum service. When the studies on this subject are examined, it is observed that the probability of the fire outbreak has been calculated by using some criteria such as service area, population density, accessibility, traffic density, number of incidents [18] . In the selection of location of the fire stations, there are some purposes such as to provide services to the zones from which the most request come according to the number of events, to minimize the longest distance used to go (travel) from the station to the scene, and to minimize the average travel time from the station. In line with these purposes, some methods such as linear programming or coverage models, which are among optimization methods, have been used in the solution of this problem until now.
On the other side, in this study, the needs of fire stations were estimated by using the classification method with machine learning methods. For classification, the arrival time of the fire engines to that zone, population density, the average number of main and assistant vehicles going to the zone, and the availability of fire station in the region were used. The data set used for classification was obtained by using geographic information system tools in accordance with a specific model. For example, the data for population density was obtained using thematic mapping method. The total numbers of fires of the zones were obtained with SUM function and were spatially revealed. The aim of the study was to determine the fire station needs of the zones so that all the zones could receive service within five minutes. Innovativeness of this study is using machine learning techniques with spatial data which analyzed from geographical information system tools. Spatial data mining usage increased accuracy of determining fire station locations rather than the other studies.
III. MATERIALS AND METHODS

A. Data Collection
The data used within the scope of the study was obtained by digitalizing the fire reports which were kept within the Directorate of Fire Department of the Metropolitan Municipality of Izmir. Between 2015 and 2017, 5400 fire reports were digitalized and they were marked spatially on the map in the environment of geographic information systems. information in the fire reports, the average arrival times of fire engines (trucks) to fires were calculated by zones. Besides, the number of fire engines of the main team and the number of fire engines of the assistant team were calculated. The numbers of fire engines of main and assistant teams are directly related to the size and scope of the fire. In this context, the high number means that the fire is big. In addition to this information, the population density of the zones and whether there was a fire station in the zone were also achieved. While calculating population density, a new population data was obtained by summing the student population, employmentpopulation, and the Izmir Metropolitan Municipality's projection population data belonging to the year of 2030 according to the regions. The reason why student and employment data were added to the future population data when calculating population data was the idea that since the fire could occur any time of day and night, it would be incomplete to consider only the housing population when calculating the population data (Table 1) . Therefore, population data was calculated by summing the population of the zones, employment-population and the number of students in the university districts. 
B. Data preprocessing
Data collected and digitalized from fire reports were filtered from 2014-2017 those from İzmir. Population density by zones, number of fires by zones and layer of fire station status data are obtained from spatial data with using spatial queries and analysis. Determining fire station status by zones, there is need data preprocessing because of coverage problem occurs with this data. According to the world standards five-minute access duration standard are used for determining fire station status by zones in line with the buffer zone analysis conducted through considering the current traffic density of fire stations in Izmir province, it is observed that the stations could not provide enough service to 279 of the 808 zones. The determination of whether or not there is any fire station within the boundaries of the zones was also carried out by spatial join (Fig. 2) . In this context, it was accepted that all the zones touching to the buffer zone assigned to fire stations were receiving service. Regarding this service status, the value of 1 was given to the zones receiving service and the value of 0 was given to all other zones that did not receive service (Fig. 3) . During the problem definition of the study, it was detected that some mistakes had been made in this conducted analysis study. Examining the details of the error, it was seen that when the value of 1 was directly given to only the zones touching to the buffer zone assigned to the fire stations, the coverage area error was performed (Fig. 3) . The reason for this is that in some zones, the residential spots may be located on the side of the zone that do not touch to the buffer zone. Therefore, another analysis study was carried out and the residential spots of the zones were determined. This time, our criterion for the analysis of the buffer zone assigned to the fire stations were changed as touching to the residential spot as well as touching to the buffer zone. In this way, the value of service status given to the zones has been changed. The condition in which the assigned buffer zone touch to the residential spot has been determined as the value of 1 and the other condition has been determined as the value of 0 (Fig. 4) . As a result of the analysis of the buffer zone assigned to the fire stations, it has been seen that the stations cannot provide adequate service for 482 of the 808 zones. This obtained result makes possible to obtain better results for the data used for defining the problem and machine learning algorithm. Second data preprocessing operation, the capabilities of geographic information systems have been utilized in order to obtain and preprocess the data in the data set to be used for classification. Spatial data was obtained by analyzing and querying by using ArcGIS Pro, which is one of the tools of geographic information systems. For example, for the population data of the zones, the number of students in the zones, the number of employment in the region and the population estimate of 2030 were summed and then it was imported in Comma Separated Value (CSV) format by matching the unique value (ID) of each zone. Then, SPATIAL JOIN process was carried out for the layer of fires and the layer of zones, and the numbers of fires within the boundaries of the zones were obtained using the SUM function (Fig. 5) . Again, based on the event table, the travel times were calculated by taking the differences between the exit times of fire engines from the stations and their arrival time to the scene. The numbers of fire engines of the main and assistant teams were also obtained from the database. The classification table has been created by combining all data with the specified ID column for the events (Fig. 6) . 
C. Selection of the Algorithm
In the context of this study, Naive Bayes (NB), Support Vector Machines (SVM), Decision Tree (J48), k-Nearest Neighbors (KNN), Random Forest (RF), Gradient Boosted Trees (GBT) classification algorithms were used.
Naive Bayes (NB) is a well-known statistical learning algorithm proposed as a basic level classifier for comparison with other algorithms. NB predicts the probability of a class condition neutrally by assuming that entries for a particular class are independent of each other. NB reduces the problem of separator classes in order to find conditional marginal density of the classes; this represents the probability of becoming one of the possible target classes for a particular instance (Molina et al., 1994) . NB performs well against other algorithms unless it contains inputs associated with each other [7] .
k-Nearest Neighbors (KNN) is an algorithm in which the proximity of the new object, which is wanted to be classified, to the K in previous objects is [19] . During classification, test samples and training samples are compared with each other. For the neighborhood distance, the Euclidean distance is used. The estimations are based on the majority vote of the neighbor objects. It is necessary to be careful because there is a tendency to overreact with high k values [3] .
Decision Tree: In this algorithm, a tree structure is created, class tags are expressed at the level of the leaves of the tree, and the operations on the properties are expressed with the arms that are coming from the beginning and going to the leaves [20] . Decision tree is one of the basic algorithms and the random forest and gradient boosted tree have been derived from the structure of this algorithm. The algorithm is simple to understand and interpret. It can be used for processing both numeric and class data.
Support Vector Machines (SVM): This algorithm is capable of identifying nonlinear decision boundaries in a high-dimensional variable space by solving the second order optimization problem [21] . The basic SVM theory states that for a set of data that contains points from two classes and can be disjointed in a nonlinear manner, there is an infinite number of lines dividing the classes. The selection of a line that best separates two classes (i.e. the decision boundary) is achieved by using only a subset of the training samples known as support vectors. The maximum boundary distance between the support vectors is taken to represent the optimal decision boundary. For the problems where classes cannot be parsed linearly, SVM uses an implicit transformation of input variables by using the kernel function. Kernel functions allow SVM to separate non-linear separable support vectors using a linear plane [22] . For most applications, a suitable kernel function and kernel width must be selected to optimize performance [21] .
Random Forest is an algorithm that increases the classification rate by producing multiple decision trees during the classification process. Randomly selected decision trees come together and they form the decision forest. For many datasets, this algorithm produces more accurate results than Support Vector Machines. It gives good results in datasets that contain a categorical variable with a large number of variables and class labels that have missing data, or that exhibit an uneven distribution.
Gradient Boosting Trees is an algorithm, similar to the random forest algorithm, works with decision trees. The main difference is that the final estimate is a linear sum of all trees, and the purpose of each tree is to minimize the residual error of the previous trees. The XGBoost, that is, the gradient boost trees algorithm, ensures efficiently implementation of this algorithm, which can be scaled in all scenarios [23] . 
IV. EXPERIMENTS AND EVALUATION
A. Prediction Evaluation
When determining the most successful algorithm, the performances of the algorithms were measured with the Accuracy Ratio, Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Kappa values. While 66% of the dataset was determined as training data, 33% of it was determined as test data.
Accuracy rate; the most commonly used method to measure the success of the model is the accuracy rate measurement [24] . The accuracy ratio is the ratio of the data, which has been correctly classified, to all data. Accuracy Rate is calculated as follows (1): (1) Accuracy Rate
In this equation, Tp+Tn is the number of data classified correctly and Fp+Fn is the number of data classified incorrectly.
Mean Absolute Error (MAE); it measures the average size of errors in a series of estimates. The mean absolute error refers to the mean of the validation sample of absolute values of the differences between the predicted and observed (2).
∑ (2) Calculation of mean absolute error
Root Mean Square Error (RMSE); this is a seconddegree scoring rule that measures the average size of the error. The sum of the squares of the differences between the predicted and observed values is taken and then averaged on the sample. Both evaluation tools can be used together to identify the variation of errors in a series of estimates. RMSE will always be greater than or equal to MAE. The greater the difference between them, the greater the variance of the individual errors in the sample. The formula of RMSE is shown in the equation 3.
√ ∑ (3) Calculation of RMSE
Kappa test is a statistical method that measures the reliability of the agreement between two or more observers. The Kappa coefficient varies between -1 and +1. If the observed agreement is bigger or equal than the agreement by chance, then K≥0. If the observed agreement is less than the agreement by chance, then K<0. The interpretable range of kappa coefficient is between 0 and +1 and the negative values (k <0) do not make any sense in terms of the reliability. If the Kappa score is above 0.4, it is considered a reasonable value. The Kappa value is calculated as follows (4):
where Po is relative observed agreement among observers and Pe is the hypothetical probability of chance agreement.
In this section, the results of five different machine learning algorithms were compared. The results have provided the classification of zones' status of receiving service from the fire stations. When the results of the algorithms were compared, it was observed that the Random Forest algorithm performed a classification with accuracy of 93.8402% (Table 2 ) and the results related to the zones' status of receiving service were marked as spatial on the map. After marking the test data on the map, buffer zones were drawn for the proposed stations by taking into account the fire stations' 5-minutes travel distance, and the coverage areas were compared ( Figure  7) . 
V. CONCLUSION
This study proposed classification of fire station requirement by zones was carried out using machine learning classification algorithms. For this purpose, population density by zones, number of fires by zones, number of fire engines of the main and assistant teams by zones, travel time of fire engines by zones and fire station status by zones were collected from fire reports with using spatial query and analysis. In the data preparation phase of the study, the coverage problem of fire stations was analyzed and solved, then the data set was prepared. During the preprocessing phase of the data, the spatial data was prepared in the appropriate format by using geographic information systems in the preparation of data for analysis. Then, the data were tested by using five different machine learning algorithms and the results were compared. Experimental evaluation of the study; according to the 5-minute access distance of the existing fire stations, the fire station requirements of the regions and the fire station needs of the regions covered by the machine learning algorithm classification results were found to be 85.43% similar. To contribution of this study can be summarized as;
To the best our knowledge this is the first study that machine learning algorithm is used for fire station requirement classification.
Population calculation consist sum of day and night population in which New population data calculation technique application was obtained by summing the student population, employment-population, and the projection population data belonging to the year according to the regions with choosing suitable fire station location.
Fire engines situation data, fire statistics were combined as variables for classification.
In future studies, in order to obtain better results, some variables such as traffic density and road width can be added to the variables determined for the machine learning algorithm. In the present study, historical data obtained from archive records were used. If the current data will obtained with a certain systematic system, the algorithm can be continuously trained with new data and get better classification results. When a new zone is added to the system, it can be predicting with using a trained data set whether the region needs a fire service or not.
