With the growth of internet world has transformed into a global market with all monetary and business exercises being carried online. Being the most imperative resource of the developing scene, it is the vulnerable object and hence needs to be secured from the users with dangerous personality set. Since the Internet does not have focal surveillance component, assailants once in a while, utilizing varied and advancing hacking topologies discover a path to bypass framework"s security and one such collection of assaults is Intrusion. An intrusion is a movement of breaking into the framework by compromising the security arrangements of the framework set up. The technique of looking at the system information for the conceivable intrusions is known intrusion detection. For the last two decades, automatic intrusion detection system has been an important exploration point. Till now researchers have developed Intrusion Detection Systems (IDS) with the capability of detecting attacks in several available environments; latest on the scene are Machine Learning approaches. Machine learning techniques are the set of evolving algorithms that learn with experience, have improved performance in the situations they have already encountered and also enjoy a broad range of applications in speech recognition, pattern detection, outlier analysis etc. There are a number of machine learning techniques developed for different applications and there is no universal technique that can work equally well on all datasets. In this work, we evaluate all the machine learning algorithms provided by Weka against the standard data set for intrusion detection i.e. KddCupp99. Different measurements contemplated are False Positive Rate, precision, ROC, True Positive Rate.
INTRODUCTION
With the rapid development of business, the growth of the cyber community, hacker community and other transactions over Internet, computer security has become a critical issue [1] .
No matter how much care is taken to lay down a secure system, computer security vulnerabilities surface up every day. The time between announcement of the vulnerability and reporting the first occurrence of it is diminishing. This keeps the network managers on their toes to defend and recover from any of the attacks that creep into the system. Threat prevention on the system was possible with conceivable and fairly manageable cyber community. With the development in the cyber-criminal community, the evolvement of hacking technologies and the availability of many free to use tools, prevention is simply not possible. Along these lines, "secure" is a relative term, sufficiently given time and assets, any framework can be compromised. There are lots of threats pertaining to the system and in the networks one such threat is Intrusion.
An intrusion is an assault on the availability, integrity and confidentiality of the system [2] . Intrusions can originate from insiders such as uneducated man force, disgruntled employs or from outsiders such as hackers, crackers, cyber terrorists and hacktivists [3] . Intruders have large number of motives, greed, hatred, military, economic espionage etc. The process of evaluating the system logs to look for the footprints and uncover intervention if any is called Intrusion Detection. Over the years, intrusion detection has been reached in varied approaches like statistical, bio-inspired, fuzzy, Markov etc. Comprehensively there are two distinctive methodologies namely, anomaly and misuse for intrusion detection with the difference in what they try to model. Anomaly detection presumes that normal user behaviour is perfectly observable and adequately different from intrusive. It builds up a model for the normal user profile and the user behaviour that differs from the established one, flagged as intrusion [4] . Contrast to this misuse detection on the hand has a signature base of well-known threats and looks for the match"s in the monitored data and reports an intrusion if there is a match. The added advantage of using anomaly detection over misuse detection is that novel attacks (if they are different from normal) can be flagged but with this advantage comes the problem of too many false alarms with least consideration for evolving normal behaviour. Misuse detection, on the other hand has minimal false alarms but they tend to detect only the attacks for which they have a signature in their database, but fail to recognize the ones that are not covered by their signature base. Off late to fuse both anomaly and misuse detection in a way that they supplement each other so that the resulting system has the ability to detect the novel attacks and has lessened false alarms a considerable measure of endeavours has been put so far.
Over the years, intrusion detection has received a lot of attention and up to the moment, researchers have developed Intrusion Detection Systems (IDS) proficient of detecting attacks in several available environments. A boundlessness of methods for misuse detection as well as anomaly detection has been applied most popular of the all is using machine learning techniques. Machine learning is a vast field and has a broad range of applications including natural language processing, medical diagnosis, search engines, speech recognition, game playing and a lot more. Comprehensively machine learning strategies can be delegated as supervised or unsupervised depending on whether there is a need to train the algorithm on labelled instances. In the case of supervised learning techniques, the algorithm is trained on labelled sets and it determines a function to map instances to classes. Later in the testing stages, it has to predict the class for unforeseen instances according to the function. In the case of unsupervised techniques, there is no proper training of the learning technique on labelled data; rather they are presented with data items which they group in a set of groups with the aim of maximizing the intra-group similarity and minimizing inter-group similarity. Various machine learning techniques have been produced for different applications over the years. However, no single machine learning algorithm can be used appropriately for all learning problems rendering it impossible to create a general learner for all problems because there are varied sorts of genuine datasets that can't be taken care of by a single learner. Here in this paper, we show a relative investigation of execution of the different machine learning methods using Weka over KDDCUPP9 (benchmark data set for intrusion detection) using 10 fold cross validation and report how they perform in terms of True Positive Rate(Tp_Rate), False Positive Rate( Fp_Rate), precision, accuracy etc.
The rest of the paper is organized as follows. A brief review of the related literature is given in Section 1. Section 3 gives subtle elements on machine learning, Section 4 examines the machine learning methods provided by weka, in Section 5 the dataset utilized for the study is discussed, Section 5 describes about the performance measures taken into consideration, in Section 6 results of system on both full and diminished dataset are given and finally conclusion is given in Section 7.
LITERATURE REVIEW
A review of supervised machine learning techniques is given in [5] . A discussion about the Network Intrusion Detection, techniques and open issues is given in [6] . A detailed survey of the research efforts spared for intrusion detection over last few decades is given in our work [7] , with the plenty of works listed in the paper the authors conclude that Hybrid Machine Learning techniques have been used vastly. Authors in [8] proposed the hybrid Audit Data Analysis and Mining, where the anomaly detection is followed by misuse detection. A model based on rule based analysis and statistical model was proposed in [9] . Authors in [10] have examined the feasibility of leaving some of the features of the dataset out, without compromising on the detection rate and had used CFS for feature selection. The detection rate of the reduced dataset was rather improved as CFS selected the best features and eliminated the redundant features. In [11] an approach of misuse detection followed anomaly detection was proposed. To process the large amount of data authors in [12] have proposed anomaly intrusion detection using improved Self Adaptive Bayesian Algorithm. A Fuzzy Rule based approach for anomaly detection was proposed in [13] .In [14] authors propose a novel idea to reduce the dimensionality of the data by using triangle based k-nn approach.
MACHINE LEARNING
Machine learning is the study of algorithms that improve their performance with experience and are meant to computerize exercises; the machine takes every necessary step consummately furthermore in a maintained way. It is a type of artificial intelligence that provides computers with the ability to learn without being explicitly programmed [15] . It includes various learning techniques classified as supervised, unsupervised and reinforcement learning depending on the presence or the absence of labelled data. Supervised learning trains the program with labelled samples; thereby the trained program can predict similar unlabelled samples. It includes Prediction, Knowledge extraction and Compression tasks. Unsupervised learning doesn"t have any training samples; it uses the statistical approach of density estimation. Unsupervised learning works by the principle of finding the hidden design of the data by clustering or grouping data of similar kind. It includes works like Pattern Recognition and Outlier Detection. Reinforcement learning is focused on software agents that need to take action in an environment so that it maximizes cumulative reward [16] . Each step of the agent is not considered individually for success or failure but on a sequence of actions taken together should have a direction towards good policy. This learning is much used in Gaming theory and Robot Navigation.
Figure 1. Classification of Machine Learning
This paper concentrates on the relative examination on the issue of Intrusion Detection in systems by applying different Prediction procedures under supervised learning. Essential to say, Intrusion detection depends on the presumption that the conduct of gatecrashers is different from a lawful user [2] . Prediction is at the important aspect of almost every scientific discipline, and the study of the forecast (prediction) from information is the focal theme of machine learning and statistics. Machine learning and statistical methods are used all over the scientific world for their use in handling the "information overload" that characterizes our current digital age [17] . This Paper centres over different prediction techniques that are utilized for examination, which include J48, Random forests, Zero R, One R, Naïve Bayes, Naïve Bayes updateable, Multilayer Perception, K star, AdaBoost, M1 and Bagging.
DATASET
The KDD Cup 1999 dataset, utilized for benchmarking intrusion detection issues, is used in our experiments. The dataset is a gathering of simulated crude TCP dump data over a time of 9 weeks on a LAN. The training data was processed to about 5 million connections records from seven weeks of network traffic and two weeks of testing data yielded around 2 million connection records. A labelled set of records is given for training purpose and once the classifier is trained its effectiveness is checked on a different set of unlabelled records. Both training and testing data are taken from the different distribution with testing data containing some records which are not present in the training set [18] . The training data consists of 22 different types of attacks and 39 attacks are present in the test data [19] . This is the standard dataset for intrusion detection and for the last decade and a half and in this work, this dataset has been used for assessing the viability of different procedures.
Each record is formed of 41 attributes and 42nd being the class attribute. Data records in total consist of 22 attacks spanned across five groups, four of them being attacks i.e. DOS, R2L (Remote to Local), U2R (User to Root), and PROBE and one representing normal data. Each record of the dataset has 32 continuous, 3 categorical and 6 are nominal attributes [20] . This dataset being very large is seldom used because of computational considerations.
Most of the research efforts use only a subset of this, and hence in this work also we use 10% KDDCUP99 dataset. This dataset forms a subset of the actual KDDCUP99 dataset. Moreover, for evaluating each of the technique 10 cross-validation is used. In 10 cross validation the dataset is broken into ten subsets and in each of the iteration nine of them are used for training the classifier and 1 is used for testing. This process is repeated 10 times and the mean of results is taken for the consideration. This way the classifier is trained and tested on each of the subsets. Names and detailed description of all 41 features of the dataset are listed in the work [21] . Features can be classified into four groups i.e., Basic features consisting of all the attributes that are from TCP/IP connection, Content features used to evaluate the payload of the packet and look for suspicious behaviour, Time-based features designed to capture properties that mature over a 2-second temporal window, connection-based features computed over a historical window estimated over the number of connections [22] .
It is well known that features constructed from the data content of the connections are more important when detecting R2L and U2R attack types in KDD99 intrusion dataset [23] , while time-based and connection-based features are more important for detection of DoS (Denial of Service) and probing attack types [24] . Table 1 given below lists out the three variations of datasets mostly used. For each dataset, the number of different groups of attacks and number of normal connections is listed. 
Figure 2. Weka Explorer
As evident from the snapshot that weka gathers various machine learning techniques under different tabs. Here in this work, the methods from the classify tab are used. Various classification techniques are grouped into different groups. As already mentioned that our problem is a multi-class classification problem with and the dataset available has both numerical and nominal attributes, so only those machine learning techniques are taken into consideration which is appropriate for multi class classification and feed on both nominal and numerical attributes.
In Table 2 given below the techniques employed are listed and for each technique a brief description and the class it belongs to is given. Simple most classifier and is used as a baseline, ZeroR classifier simply predicts the majority category.
OneR OneR, short for "One Rule", is a simple, yet accurate, classification algorithm that generates one rule for each predictor in the data, and then selects the rule with the smallest total error as its "one rule". PART Builds a partial C4.5 decision tree in each iteration and makes the "best" leaf into a rule.
2.
Bayes Rule BayesNet Provides data structures (network structure, conditional probability distributions, etc.) and facilities common to Bayes Network learning algorithms like K2 and B.
NaiveBayes
The Naive Bayesian classifier is based on Bayes theorem with independence assumptions between predictors. Despite its simplicity, the Naive Bayesian classifier often does surprisingly well and is widely used because it often outperforms more sophisticated classification methods [26] .
Functions MultiLayerPerceptron
It is a feed foreword network that makes use of back propagation for classifying the instances, it is a directed graph with many nodes at a layer and each layer being fully connected to next layer making it appropriate for solving linearly inseparable problems [27] .
SMO SMO automatically transforms all the nominal attributes into binary attributes, solves the multiclass problems by pair wise classification.
Simple Logistic Classifier for building linear logistic regression models, optimal number of LogitBoost iterations to perform is cross-validated, which leads to automatic attribute selection.
Lazy Learners
IBk Instance based with parameter k also known as K-Nearest Neighbours, or KNN, is a family of simple classification and regression algorithms based on Similarity (Distance) calculation between instances.
Kstar K* is one of the lazy learning approaches. These are also called memory-based methods. These methods work by learning the structure of a domain by storing examples with their classification LWL Locally Weighted Learning for classification and regression uses an instance-based algorithm to assign instance weights which are then used by a specified Weighted Instances Handler.
Tree
DecisionStump A decision stump is a one-level decision tree having internal node (the root) which is immediately connected to the terminal nodes (its leaves). A decision stump makes a prediction based on the value of just a single input feature [28] .
J48
A decision tree is a predictive machine-learning model that decides the target value (dependent variable) of a new sample based on various attribute values of the available data. In WEKA C4.5 learner is implemented as J4.8.
Misc InputMappedClassifier
Wrapper classifier that addresses incompatible training and test data by building a mapping between the training data that a classifier has been built with and the incoming test instances" structure [19] .
PERFORMANCE METRICS
All the techniques take into consideration are checked for some performance metrics derived from confusion matrix. A confusion matrix is a table that is often used to describe the performance of a classification model on a set of test data for which the true values are known. All the metrics are based on the confusion matrix given in Table 3 below. The metrics used are listed in Table 4 given below. For each metric a brief discussion and the calculating formulae are given. Table 5 a given below presents the results of all the techniques applied on full dataset. It is very clear from the table that PART Classifier (Rule Based) performs best on the dataset with 99.970% correctly classified with a Mean Absolute Error of 0. Input Mapped Classifier has worst results on the dataset with 56.838% correctly classified and mean absolute error of0.0514. 
Results

6.1.Feature Reduction
Feature reduction is the set of techniques that are aimed at reducing the complexity of dataset by eliminating some of the non-descriptive attributes. Works have shown that for the purpose of classification, seldom are all the features of dataset equally needed and hence we could enjoy as good results as given when all attributes are taken into consideration with very less computational resources. Table 6 given below provides the results of various feature selection techniques available in weka. Feature selection methods either select a subset of the features or rank the whole set in order of importance. 
6.2.Results on Reduced Dataset
The Table 7 given below presents the results of machine learning techniques on the reduced dataset consisting of 11 features. In the second set of experiments 11 features given by CfsSubsetEval and BestFirst Search are provided as input to each of the technique and results of each technique are documented. 
CONCLUSION
In this paper, a comparative analysis of various machine learning strategies for network intrusion detection was performed. The experiments were carried on benchmark dataset (KDDCUP99) for intrusion detection. We have performed two sets of experiments, one on a full dataset having 41 features and one on the reduced one with only 11 elements attributes. Experiments showed that classification algorithms doesn't depend all the 41 features thus the technique could easily get better results with an appreciable cutback in resources needed by working on the same dataset with reduced number of attributes.
