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Предложены метод и алгоритм нахождения квазиоптимального плана на-
значения при прямоугольных матрицах эффективности. Разработанный 
алгоритм позволяет существенно снизить затраты времени и памяти 
ЭВМ на его реализацию по сравнению с оптимальными методами. 
 
квазиоптимальный план назначения, матрицах эффективности 
 
Постановка задачи. В [1], [3] задача нахождения оптимального на-
значения сформулирована следующим образом: найти набор параметров 
назначения {xij}, i = 1, 2, … , m; j = 1, 2, … , n, максимизирующий пока-
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,случае  противном в ,0
;работы й-j  выполнения
для  назначен ьисполнител  й-i  если  ,1
x ij                (4) 
где ;n,...,2,1j;m,...,2,1i,PBQ ijjij   Bj – важность j-й работы, Вj > 0; 
Pij – эффективность выполнения j-й работы i-м исполнителем, Pij  0;      
m, n – количество исполнителей и работ соответственно. 
Для нахождения оптимального плана  назначения, как правило, ис-
пользуют венгерский метод [1], [3]. Венгерским методом получают оп-
тимальный план назначения, минимизирующий ПЭ (1) при квадратной 
матрице эффективностей (МЭ) Qij, (m = n). Поэтому задачу максими-
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зации предварительно трансформируют в задачу минимизации; если 
mn, то матрицу эффективности  расширяют до квадратной. С этой це-
лью могут вводиться фиктивные работы или фиктивные исполнители, 
для которых  0Q ij  . 
Алгоритмы нахождения оптимальных планов  сложны [2], [3]. Для 
их реализации на ЭВМ в реальном масштабе времени требуются значи-
тельные затраты времени и объема памяти. Целью статьи является раз-
работка более простых в реализации, но эффективных методов и алго-
ритмов решения задачи назначения при прямоугольных матрицах эф-
фективности.  
Постановку задачи нахождения квазиоптимального (близкого по 
эффективности к оптимальному) плана назначения сформулируем сле-
дующим образом: 
найти набор параметров назначения {xij}, максимизирующий ПЭ 
(целевую функцию (ЦФ)) (1), и удовлетворяющий следующим системам 
ограничений: 
при m = n: (2), (3), (4); 
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ij 1x ;          m,...,2,1i  .        (6) 
При описании метода и алгоритма воспользуемся отдельными резуль-
татами, изложенными авторами в [2], применительно к задаче назначения. 
Метод и алгоритм нахождения квазиоптимального плана на-
значения. При нахождении плана назначения с использованием предла-
гаемого метода выполняется предварительный этап и не более чем (m – 1) 
последовательно повторяющихся итераций. Опишем содержание опера-
ций для случаев m = n; m < n, а затем покажем особенности решения 
задачи при m > n. 
На предварительном  этапе находим максимальные элементы строк 





,        (7) 
где k – номер столбца, которому принадлежит максимальный элемент    
i-й строки, а элементы 
        ,Nk;kj;m,...,2,1i;n,...,2,1j;QQ ijik          (8) 
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где N – множество номеров столбцов матрицы эффективностей. 
Максимальные элементы строк МЭ для наглядности отмечаем зна-
ком  (*). Если число столбцов с элементами *ijQ , которые обозначим "b", 
будет равно пороговому значению 
пbb  ,    (9) 
где              )n,m(minbп  ,              (10) 
то параметры назначения, координаты которых соответствуют коорди-
натам *ijQ , будут равны единице. Для параметров назначения выполня-
ются ограничения (2), (4), (5). Следовательно, при m  n решение в этом 
случае найдено на предварительном этапе, а найденный план назначения 
1x *ij   будет оптимальным [2], что может быть подтверждено путем эк-
вивалентных преобразований. Найденный план назначения максимизи-
рует ПЭ (1), так как выполняется условие (8). Если число столбцов "b" с 
элементами *ijQ  меньше порогового значения (9) (для m  n величина 
mbп   (10)), то в некоторых столбцах будут находиться несколько эле-
ментов *ijQ , отдельные же столбцы останутся без таких элементов. По-
этому необходимо выполнить не более (m – 1) итераций, при которых 
максимальные элементы строк заменяются либо равными им (выполня-
ется условие jk,QQ ijik   (8)), либо наиболее близкими по величине  
элементами строк. 
Для поиска координат элемента 0j0iQ , который заменит Qik, исполь-







,         (11) 
где ikQ  – максимальный элемент i-й строки (7), находящийся в k-м 
столбце множества L2; l – номера столбцов множества L0; L2 – множест-
во столбцов, содержащих более одного элемента ikQ , k  L2 (число эле-
ментов в k-м столбце обозначим qk, столбцы множества L2 выделим зна-
ком (+)); Rk – множество номеров строк, максимальные элементы кото-
рых попали в столбцы множества L2 (k  L2) (строки множества Rk вы-
делим знаком (+)); L0 – множество столбцов без максимальных элемен-
тов строк (столбцы множества L0 выделим знаком (–)); i0, j0 – координа-
ты элемента ijQ  наиболее близкого по величине к максимальному эле-
менту i0-й строки. 
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Элементы Qi0j0 выделяем знаками: (*) при i0j0 = 0, () при i0j0  0. 
Элемент, выделенный , будем называть квазимаксимальным элементом 
i0-й строки. Операция (11) выполняется только для тех столбцов, в кото-
рых находятся не менее двух элементов *ijQ  (множество L2), при нали-
чии номеров столбцов множества L0. 
На предварительном этапе или в ходе выполнения итераций из про-
цесса распределения будем исключать столбцы (соответственно и стро-
ки), в которых находится по одному элементу отмеченному знаком (*) 
или (). Такие столбцы образуют множество L1. 
Если b = bп при m  n, то процесс выполнения итераций завершает-
ся. В этом случае множество L2 будет пустым, а число столбцов с мак-
симальными  и квазимаксимальными  элементами станет равным m. При 
m = n множество L0 будет пустым, а при m < n множество L0 может со-
держать несколько столбцов. По координатам максимальных и квази-
максимальных элементов определяем координаты плана назначения 
;1x*ij   i = 1, 2, … , m;  j  L1. 
При m > n величина bп = n . Если b = n, то в отдельных столбцах бу-
дут находиться несколько элементов *ijQ . Следовательно, не будут вы-
полняться все ограничения (3). Необходимо прекратить выполнение 
итераций и добиться выполнения ограничений (3) на завершающем эта-
пе формирования плана назначения. Для всех столбцов множества L2 из 










.          (12) 
У всех остальных элементов этих столбцов стираем знаки выделе-
ния, формируем план назначения, при необходимости формируем мно-
жество "свободных" исполнителей работ и множество работ, на которые 
не назначены исполнители. 
При m > n стремление получить лучший план назначения за счет 
расширения МЭ до квадратной и использования метода в полном объеме 
при m = n не приводит к положительному эффекту, так как результаты 
получаются тождественными. 
Схема алгоритма, соответствующая изложенному  методу, изобра-
жена на рис. 1. Используя схему алгоритма и его описание для иллюст-
рации метода при m < n и m > n, приведем примеры. 
Пример 1. Найти квазиоптимальный план назначения, максимизи-
рующий ПЭ (1), удовлетворяющий ограничениям (2),(4), (5), если мат-
рица эффективностей имеет вид 
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   .  
0,15    0,40     0,60     0,15     0,30 
0,10        0     0,55     0,50     0,20 
0,20        0     0,40     0,35     0,30 
   0,10    0,70     0,80     0,75     0,55 














 Стирание зн.(-) j0-
го столбца, искл. 
его из мн. L0, вкл. 
в мн. L1. b:=b+1 
Стирание зн. (+) 
k-го столбца, 
искл. его из мн. 
L2, вкл. в мн. L1 
Стирание зн. (*) 
элемента Qi0k,  
qk:=qk-1 
Стирание зн. 
(+) i0-й строки, 
исключение ее 




















































Решение. После выполнения предварительного этапа, получим 
  ; 
0,15    0,40      0,60     0,15    0,30 
0,10        0      0,55     0,50    0,20 
0,20        0     0,40      0,35    0,30 
  0,10    0,70     0,80     0,75     0,55 











                 (14) 
L0 = {1; 2; 4; 5}; L1 = 0; L2 = {3}; R3 = {1; 2; 3; 4}; bп = min{4; 5} = 4;b = 1. 
Так как b < bп, то выполнив три итерации (блоки 3; 4; … ; 12), полу-
чим 12 = 0,05; Q

12 = 0,75; 21 = 0,10; Q

21 = 0,30; 44 = 0,20; Q

44 = 0,40; 
L1 = {1; 2; 3; 4}; L0 = {5}; L2 = 0; b = 4; b = bп.  
Матрица (14) примет вид 
  .  
0,15   0,40     0,60       0,15     0,30 
0,10         0    0,55       0,50     0,20 
0,20         0     0,40        0,35  0,30 






                        (15) 
По координатам элементов матрицы (15), выделенных знаками (*) и 
(), определяем квазиоптимальный план назначения x*12 = 1; x
*
21 = 1; 
x*33 = 1; x
*
44 = 1;  и рассчитываем значение ПЭ (1)  
М(хk0) = 0,75 + 0,30 + 0,55 + 0,40 = 2,00 ед. 
Так как m < n, то на пятую работу исполнители не будут назначены. 
При использовании оптимальных методов [2], [3], получим 
   .  
0     0    1     0      0
0     0     0     1     0
0     0     0     0     1
0     1     0     0     0
Xо   
Значение ПЭ (1) при оптимальном плане назначения будет равно 
М(Хо) = 0,70 + 0,30 + 0,50 + 0,60 = 2,10 ед. 
Значение ПЭ при квазиоптимальном плане назначения несколько 
меньше, чем при оптимальном плане назначения. 
Пример 2. Решить задачу, если m > n и МЭ имеет вид 
 .  
    1      1      1      1 
     1      3     7     2 
     4     9     7     6 
     2     6     8     4 
  8     5     6     9 
Q                              (16) 
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В этом случае план назначения должен удовлетворять ограничени-
ям (3), (4), (6). 
Решение. После выполнения предварительного этапа получим 
 ; 
   1       1     1     1 
1      3   7      2 
4    9     7      6 
2     6    8      4 
8     5     6     9 












                                (17) 
L0 = {4}; L1 = {3}; L2 = {1; 2}; R1 = {1; 5}; R2 = {2; 4}; bп = min(5; 
4) = 4; b = 3. 
Так как b < bп, то выполнив одну итерацию (блоки 3; 4; … ; 12), по-
лучим 54 = 0; Q
*
54 = 1; L1 = {1; 3; 4}; L0 = 0; L2 = {2}.  
Матрица (17) примет вид 
.  
    1     1     1       1 
1     3   7      2 
4   9     7      6 
2     6    8      4 







                                  (18) 
Так как b = bп (блок 3), m > n (блок 13), то найдем наибольший эле-
мент среди максимальных элементов второго столбца (блок 14). МЭ (18) 
примет вид  
.  
    1     1     1       1 
1      3    7      2 
4   9     7      6 
2     6    8      4 






                                   (19) 
Квазиоптимальный план назначения, соответствующий МЭ (19)  
x*11 = 1; x
*
22 = 1; x
*
33 = 1; x
*
54 = 1; четвертый исполнитель не назначен ни 
на одну из работ.  Значение ПЭ будет равно  
М(хk0) = 9 + 8 + 9 + 1 = 27 ед. 
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При использовании оптимального метода  получим 
 .  
0     0    0     0
 0     0     1     0
 0     1     0     0
0     0     0     1
1     0     0     0
X  о   
Значение ПЭ при оптимальном плане назначения будет равно 
М(Хо) = 8 + 4 + 9 + 7 = 28 ед. 
Как и ранее выполняется условие 
М(Хk0) < М(Хо). 
Таким образом, значения ПЭ при квазиоптимальном и оптимальном 
планах назначения, как правило, будут незначительно отличаться друг 
от друга. В отдельных случаях они будут совпадать. 
Выводы. Алгоритм отличается простотой нахождения элементов 
матрицы эффективности, наиболее близких по величине к максимальному 
элементу строки. Он состоит из предварительного этапа, ограниченного 
числа последовательно повторяющихся итераций, заключительного этапа 
формирования плана назначения.  
В предложенном методе задача максимизации  предварительно не 
преобразуется в  задачу минимизации, а прямоугольная матрица эффек-
тивности не расширяется до квадратной. Алгоритм может быть использо-
ван при распределении средств, если математическая постановка задачи 
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