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Résumé
Ce mémoire est consacré à des résultats d’analyse harmonique réelle dans des cadres
géométriques discrets (graphes) ou continus (groupes de Lie).
Soit Γ un graphe (ensemble de sommets et d’arêtes) muni d’un laplacien discret
∆ = I − P , où P est un opérateur de Markov. Sous des hypothèses géométriques conve-
nables sur Γ, nous montrons la continuité Lp de fonctionnelles de Littlewood-Paley frac-
tionnaires. Nous introduisons des espaces de Hardy H1 de fonctions et de 1-formes diffé-
rentielles sur Γ, dont nous donnons plusieurs caractérisations, en supposant seulement la
propriété de doublement pour le volume des boules de Γ. Nous en déduisons la continuité
de la transformée de Riesz sur H1. En supposant de plus des estimations supérieures
ponctuelles (gaussiennes ou sous-gaussiennes) sur les itérées du noyau de l’opérateur P ,
nous obtenons aussi la continuité de la transformée de Riesz sur Lp pour 1 < p < 2.
Nous considérons également l’espace de Besov Bp,qα (G) sur un groupe de Lie unimodu-
laire G muni d’un sous-laplacien ∆. En utilisant des estimations du noyau de la chaleur
associé à ∆, nous donnons plusieurs caractérisations des espaces de Besov, et montrons
une propriété d’algèbre pour Bp,qα (G)∩L∞(G), pour α > 0, 1 ≤ p ≤ +∞ et 1 ≤ q ≤ +∞.
Les résultats sont valables en croissance polynomiale ou exponentielle du volume des
boules.
Abstract
This thesis is devoted to results in real harmonic analysis in discrete (graphs) or
continuous (Lie groups) geometric contexts.
Let Γ be a graph (a set of vertices and edges) equipped with a discrete laplacian
∆ = I − P , where P is a Markov operator. Under suitable geometric assumptions on
Γ, we show the Lp boundedness of fractional Littlewood-Paley functionals. We introduce
H1 Hardy spaces of functions and of 1-differential forms on Γ, giving several characte-
rizations of these spaces, only assuming the doubling property for the volumes of balls
in Γ. As a consequence, we derive the H1 boundedness of the Riesz transform. Assu-
ming furthermore pointwise upper bounds for the kernel (Gaussian of subgaussian upper
bounds) on the iterates of the kernel of P , we also establish the Lp boundedness of the
Riesz transform for 1 < p < 2.
We also consider the Besov space Bp,qα (G) on a unimodular Lie group G equipped with
a sublaplacian ∆. Using estimates of the heat kernel associated with ∆, we give several
characterizations of Besov spaces, and show an algebra property for Bp,qα (G)∩L∞(G) for
α > 0, 1 ≤ p ≤ +∞ and 1 ≤ q ≤ +∞. These results hold for polynomial as well as for
exponential volume growth of balls.
i
Structure de la thèse
Le mémoire est divisé en 10 chapitres.
Dans le premier chapitre, nous rappelons des résultats classiques concernant les diffé-
rentes notions rencontrées dans ce mémoire (transformées de Riesz, fonctionnelles de
Littlewood-Paley, espaces de Hardy et espaces de Besov), puis nous énonçons brièvement
les principaux résultats obtenus.
Les trois chapitres suivants sont consacrés à la présentation détaillée des résultats : fonc-
tionnelles de Littlewood-Paley fractionnaires sur les graphes (Chapitre 2), espaces de
Hardy et transformées de Riesz sur les graphes (Chapitre 3), espaces de Besov sur les
groupes de Lie unimodulaires (Chapitre 4).
Le cinquième chapitre propose quelques questions ouvertes et perspectives de travail à
partir des résultats de cette thèse.
Enfin, les cinq derniers chapitres rassemblent les articles consacrés au contenu des cha-
pitres 2 à 4.
Structure of the thesis
The memoir is divided in ten chapters.
In Chapter 1, we recall classical results about the notions dealt with in this thesis (Riesz
transforms, Littlewood-Paley functionals, Hardy and Besov spaces), and we give a short
account of our main results.
The next three chapters are devoted to the detailed presentation of our results : fractional
Littlewood-Paley functionals on graphs (Chapter 2), Hardy spaces and Riesz transforms
on graphs (Chapter 3), Besov spaces on unimodular Lie groups (Chapter 4).
In Chapter 5, some open problems and perspectives are proposed.
Finally, in the last five chapters, the complete papers devoted to the results of Chapters
2,3 and 4 can be found.
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Notations
Nous donnons ici les notations utilisées pour les cinq premiers chapitres du mémoire.
Le paragraphe où la notation est introduite est donné à la fin de la ligne.
Relations d’ordre et d’équivalence
. . . . . . . . . . . . . . . A(x) . B(x) s’il existe C > 0 indépendant
de x tel que A(x) ≤ CB(x).
Les paramètres dont la constante C est indépendante
seront évidents de par le contexte ou rappelés.
' . . . . . . . . . . . . . . A(x) ' B(x) ssi A(x) . B(x) et B(x) . A(x).
∼ . . . . . . . . . . . . . . x ∼ y si x et y sont voisins dans le graphe . . . . . . . . . . . . . . . §2.1
⊂ . . . . . . . . . . . . . . Deux espaces vectoriels normés X, Y vérifient X ⊂ Y
ssi X s’injecte continûment dans Y .
= . . . . . . . . . . . . . . Deux espaces vectoriels normés X, Y vérifient X ⊂ Y
ssi X ⊂ Y et Y ⊂ X.
Ensembles
N∗ . . . . . . . . . . . . . L’ensemble des entiers naturels non nuls.
R∗+ . . . . . . . . . . . . L’ensemble des réels strictement positifs.
In . . . . . . . . . . . . . Ensemble des mots de longueur inférieure à n dans [[1, k]] p. 59
(G,X) ou G . . . Groupe de Lie unimodulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . §1.3.2
(Γ, µ) ou Γ . . . . Graphe (pondéré non-orienté) . . . . . . . . . . . . . . . . . . . . . . . . . . . .§2.1
(Γ, µ, ρ) ou Γ . . Graphe muni d’une quasidistance . . . . . . . . . . . . . . . . . . §2.1 et 3.1
TΓ . . . . . . . . . . . . . “Fibré tangent” au graphe Γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . §3.3
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Chapitre 1
Introduction
1.1 Transformées de Riesz et fonctionnelles de
Littlewood-Paley
1.1.1 Cas du laplacien de Rd
Soit d ∈ N∗. Dans Rd, les transformées de Riesz sont les opérateurs ∂j(−∆)− 12 , j ∈
[[1, d]]. Un moyen de les définir est d’utiliser la transformée de Fourier. Plus précisément,
si on note F la transformée de Fourier, pour toute f ∈ L2(Rd) et tout ξ ∈ Rd,
F(∂j(−∆)− 12 f)(ξ) = i ξj|ξ|F(f)(ξ).
Les transformées de Riesz sont des opérateurs à noyaux, c’est-à-dire que, pour toute
f ∈ L2(Rd),
∂j(−∆)− 12 f = kj ∗ f
où le noyau kj(x) = cd
xj
|x|d+1 est une distribution tempérée définie par valeur principale.
Les transformées de Riesz rentrent dans la catégorie des opérateurs à noyaux dits “de
Calderón-Zygmund”. Le noyau k d’un opérateur de Calderón-Zygmund vérifie k ∈ L2(Rd),
F(k) ∈ L∞(Rd) et |∇k(x)| ≤ C|x|d+1 pour tout x ∈ Rd \ {0}. Ces opérateurs sont en
particulier continus sur Lp(Rd) pour tout p ∈ (1,+∞) (cf [Ste70a, Chapter 2, Theorem
1]).
L’un des intérêts des transformées de Riesz est de montrer que les espaces de Sobolev
W 1,p(Rd) peuvent, pour 1 < p < +∞, se définir à l’aide du laplacien. La continuité Lp, p ∈
(1,+∞), des transformées de Riesz permet d’obtenir, à l’aide de l’égalité ‖(−∆) 12f‖2L2 =∑d
j=1 ‖∂jf‖2L2, d’un argument de dualité et d’un argument de densité, l’équivalence
‖∇f‖p :=
d∑
i=1
‖∂if‖p ' ‖(−∆) 12 f‖p
pour tout p ∈ (1,+∞). Un aspect remarquable de cette équivalence est que l’opérateur ∇
est local alors que (−∆) 12 ne l’est pas. Cela nous permet de définir de manière équivalente
l’espace de Sobolev W 1,p(Rd) comme l’espace {f ∈ Lp, (−∆) 12 f ∈ Lp} 1.
1. Cela suggère une définition des espaces de Sobolev fractionnaires, voir paragraphe 1.3.4.
1
Par la suite, on parlera de la transformée de Riesz, comme de l’opérateur ∇(−∆)− 12
où ∇ est l’opérateur gradient. La continuité Lp de cet opérateur est équivalente à celle
de d(−∆)−1/2, où d est l’opérateur de différentiation extérieure.
Les fonctionnelles de Littlewood-Paley sont une classe de fonctionnelles quadratiques.
Dans le cas euclidien, leur prototype est la fonctionnelle g définie comme suit. Soient
p ∈ (1,+∞) et f ∈ Lp(Rd). On définit, pour tout t > 0 et tout x ∈ Rd, u(x, t) par
u(x, t) = ht ∗ f(x) = Htf(x), avec Ht l’opérateur de la chaleur 2 et ht son noyau, donné
par
ht(x) :=
1
(4pit)
d
2
exp
(
−|x|
2
4t
)
(1.1)
pour tout t > 0 et tout x ∈ Rd. Alors, pour tout x ∈ Rd,
g(f)(x) :=
∫ +∞
0
∣∣∣∣∣t∂u∂t (x, t)
∣∣∣∣∣
2
+
∑
1≤i≤n
∣∣∣∣∣√t ∂u∂xi (x, t)
∣∣∣∣∣
2
 dt
t
1/2 .
Un résultat classique sur cette fonctionnelle ([Ste70a, Chapter 4, Theorem 1] pour la
fonctionnelle avec le noyau de Poisson, et [CDL03, Section 1.5] et les références données
dans ce dernier papier pour celle avec la noyau de la chaleur) est que, pour tout p ∈
(1,+∞) et toute f ∈ Lp(Rd),
‖g(f)‖Lp(Rd) ' ‖f‖Lp(Rd) . (1.2)
Pour présenter les extensions de ce résultat à des contextes variés, on remarque
d’abord que la fonctionnelle g peut se décomposer en la somme de deux fonctionnelles dis-
tinctes aux propriétés différentes. Une première partie, appelée fonctionnelle de Littlewood-
Paley horizontale, est définie pour tout f ∈ Lp(Rd) (1 < p < +∞) et tout x ∈ Rd par
g1f(x) :=
(∫ +∞
0
|t∆Htf(x)|2 dt
t
)1/2
et ne s’exprime qu’à l’aide du laplacien.
La deuxième partie est la fonctionnelle verticale, définie pour tout f ∈ Lp(Rd) (1 < p <
+∞) et tout x ∈ Rd par
g˜0f(x) :=
(∫ +∞
0
∣∣∣√t∇Htf(x)∣∣∣2 dt
t
)1/2
.
À l’aide du calcul fonctionnel, on peut définir (−∆)β comme un opérateur non borné
sur Lp(Rd) lorsque p ∈ (1,+∞) et β ∈ R. Cela nous permet de définir une classe plus
large de fonctionnelles en remplaçant le laplacien par une puissance du laplacien. On
définit ainsi gβ et g˜β pour tout f ∈ Lp(Rd) et tout x ∈ Rd par
gβf(x) :=
(∫ +∞
0
∣∣∣(−t∆)βHtf(x)∣∣∣2 dt
t
)1/2
2. Il y a en réalité deux versions de la fonctionnelle g. L’autre possibilité est de définir u(x, t) = Ptf(x)
avec Pt l’opérateur de Poisson (cf [Ste70a, Chapter 4]). En d’autres termes, u est l’extension harmonique
de f à Rd × (0,+∞). Cette version ne sera pas considérée dans la suite de ce mémoire.
2
et
g˜βf(x) :=
(∫ +∞
0
∣∣∣√t∇(−t∆)βHtf(x)∣∣∣2 dt
t
)1/2
.
Une conséquence immédiate de (1.2) est que les deux fonctionnelles g1 et g˜0 sont continues
sur Lp, p ∈ (1,+∞). En fait, pour tout p ∈ (1,+∞), on peut montrer les équivalences
‖gβ f‖Lp(Rd) ' ‖f‖Lp(Rd) (1.3)
dès lors que β > 0 et
‖g˜β f‖Lp(Rd) ' ‖f‖Lp(Rd) (1.4)
si 3 β > −1
2
. Pour (1.3), voir [Med95, Theorem 1.1, Theorem 1.5]. L’équivalence (1.4),
que nous n’avons pas réussi à localiser explicitement dans la littérature, peut se montrer
à l’aide d’arguments analogues à ceux de [Fen15b].
1.1.2 Opérateurs elliptiques d’ordre 2 sous forme divergence
dans Rd
Une première extension est de remplacer −∆ par des opérateurs elliptiques d’ordre 2
sous forme divergence. On reste toujours dans le cadre euclidien Rd. Soit A une matrice
de taille d × d à coefficients dans L∞(Rd) et vérifiant la condition d’ellipticité uniforme
suivante : il existe 0 < α < M tels que, pour presque tout x ∈ Rd,
α|ξ|2 ≤ Re(A(x)ξ · ξ) et |A(x)ξ · ζ¯ | ≤M |ξ||ζ | ∀ξ, ζ ∈ Cd.
On définit l’opérateur L comme l’unique opérateur maximal accrétif avec domaine maxi-
mal dans L2(Rd) tel que, pour tout f ∈ D(L) et toute ϕ ∈W 1,2(Rd),
〈Lf, ϕ〉 =
∫
Rd
A(x)∇f(x) · ∇ϕ(x)dx.
On dira alors que Lf = − div(A∇f). Que deviennent les résultats du paragraphe précé-
dent si on remplace le semigroupe de la chaleur Htf par e−tLf ? Pour formuler la réponse,
on définit les intervalles de [1,+∞] suivants :
(a) I1 est l’intervalle des p tels que g 1
2
est continue sur Lp,
(b) I2 est l’intervalle des p tels que le semi-groupe (e−tL)t>0 est uniformément borné sur
Lp,
(c) J1 est l’intervalle des p tels que g˜0 est continue sur Lp,
(d) J2 est l’intervalle des p tels que (
√
t∇e−tL)t>0 est uniformément borné sur Lp,
(e) J3 est l’intervalle des p tels que la transformée de Riesz ∇L− 12 est continue sur Lp.
Précisons que J3 est d’intérieur non vide car il existe  > 0 tel que ‖∇L− 12 f‖Lp ' ‖f‖Lp
pour tout p ∈ (2 − , 2 + ) (cf [Aus07, p.xiii] ; le cas p = 2 est la conjecture de Kato
prouvée dans le cas général par Auscher, Hofmann, Lacey, Mc Intosh et Tchamitchian
dans [AHL+02]). Dans cette situation, Auscher a montré le résultat suivant (cf [Aus07,
Theorem 4.1, Theorem 4.6 et Theorem 6.1]) :
Théorème 1.1.1. Les intérieurs de I1 et I2 sont égaux.
Les intérieurs de J1, J2 et J3 sont égaux et inclus dans celui de I1.
3. La borne − 12 pour le domaine de β pour lequel g˜β est continu sur Lp est dû à la présence du
gradient. En effet, on remarque que ‖g˜β− 12 f‖2→2 = ‖gβf‖2→2 < +∞ si et seulement si β > 0. De plus,
− 12 est la puissance du laplacien dans l’expression de la transformée de Riesz.
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1.1.3 Fonctionnelles de Littlewood-Paley horizontales, cas des
espaces mesurés généraux
Les résultats de continuité Lp de la fonctionnelle de Littlewood-Paley horizontale
peuvent s’étendre à des contextes très généraux, plus précisément celui d’un espace mesuré
(X,m).
On considère d’abord le cas des semigroupes de diffusion symétriques. Soit (Tt)t>0 un
semigroupe agissant sur Lp(X) pour tout 1 ≤ p ≤ +∞, avec limt→0 Ttf = f pour toute
f ∈ L2(X). On suppose que :
1. ‖Ttf‖p ≤ ‖f‖p pour tout 1 ≤ p ≤ +∞ et toute f ∈ Lp(X),
2. pour tout t > 0, Tt est auto-adjoint sur L2(X),
3. Ttf ≥ 0 si f ≥ 0,
4. Tt1 = 1.
On définit pour tout f ∈ Lp(X) et tout x ∈ X,
g1f(x) :=
∫ +∞
0
∣∣∣∣∣t∂Tt∂t f(x)
∣∣∣∣∣
2
dt
t
 12 .
Alors ([Ste70b, Chapter 4, Theorem 10]) :
Proposition 1.1.2. Soit 1 < p < +∞. Pour toute fonction f ∈ Lp(X) ,
‖g1f‖Lp . ‖f‖Lp .
Un autre cadre dans lequel des inégalités semblables à celle de la proposition 1.1.2
peuvent être obtenues est celui des opérateurs non nécessairement auto-adjoints mais
possédant un calcul fonctionnel H∞. Pour θ ∈ [0, pi), on définit Sθ = {z ∈ C∗, | arg(z)| <
θ}.
Soit ω ∈ (0, pi). Un opérateur T sur un espace de Banach X est dit de type ω (avec
ω ∈ [0, pi)) si T est fermé, σ(T ) ⊂ Sω (où σ(T ) désigne le spectre de T ) et pour tout
θ ∈ (ω, pi),
‖(T − zI)−1‖ ≤ Cθ|z|−1 ∀z ∈ C\Sθ.
Soit µ ∈ (0, pi). On définit H∞(Sµ) comme l’espace des fonctions holomorphes et bornées
sur Sµ. Nous avons le résultat suivant (cf [CDMY96, Section 6]) :
Théorème 1.1.3. Soient p ∈ (1,+∞) et 0 ≤ ω < pi. Définissons p′ ∈ (1,+∞) tel que
1
p
+ 1
p′
= 1. Soit L un opérateur injectif de type ω dans Lp(Ω). Les assertions suivantes
sont équivalentes :
(a) Pour un β > 0, les fonctionnelles gLβ et g
L∗
β , définies pour tout f ∈ L2(X) et tout
x ∈ X par
gDβ f(x) =
(∫ +∞
0
∣∣∣(tD)βe−tDf(x)∣∣∣2 dt
t
)1/2
avec D = L ou L∗,
sont continues sur respectivement Lp(Ω) et Lp
′
(Ω).
(b) Pour tout β > 0, gLβ et g
L∗
β sont continues sur respectivement L
p(Ω) et Lp
′
(Ω).
(c) L’opérateur L possède un calcul H∞ borné, c’est-à-dire que pour tout µ ∈ (ω, pi), il
existe Cµ > 0 tel que, pour tout b ∈ H∞(Sµ), on ait{
b(L) est un opérateur continu sur Lp(Ω)
‖b(L)‖p→p ≤ Cµ‖b‖∞.
4
1.1.4 Cas des variétés riemanniennes
Les résultats décrits dans le paragraphe 1.1.3 ne concernent que les fonctionnelles
de Littlewood-Paley horizontales. Si on considère maintenant une fonctionnelle verticale
dans un contexte géométrique où la notion de gradient a un sens (variétés riemanniennes,
espaces métriques munis d’une forme de Dirichlet et d’un carré du champ, graphes), la
présence du gradient ne permet pas d’appliquer les méthodes utilisées pour les fonction-
nelles de Littlewood-Paley horizontales pour montrer la continuité Lp des transformées
de Riesz ou des fonctionnelles g˜β.
Considérons M une variété riemannienne complète, d la distance géodésique et µ
la mesure riemannienne. L’opérateur ∇ est le gradient riemannien et ∆ l’opérateur de
Laplace-Beltrami. Les résultats du paragraphe 1.1.3 (en particulier la proposition 1.1.2)
sont applicables. Pour montrer la continuité Lp des fonctionnelles de Littlewood-Paley
verticales, ou des transformées de Riesz, on formule certaines hypothèses géométriques
sur M .
Pour tout x ∈ M et tout r > 0, B(x, r) est la boule ouverte (pour d) de centre x et de
rayon r. On dit que M a la propriété de doublement si, et seulement si,
µ(B(x, 2r)) . µ(B(x, r)) (1.5)
pour tout x ∈M et tout r > 0.
On dit que M vérifie l’inégalité de Poincaré L2 sur les boules si, et seulement si, pour
toute boule B = B(x, r) et toute fonction f ∈ C∞(B),∫
B
|f(x)− fB|2 dµ(x) . r2
∫
B
|∇f(x)|2 dµ(x), (1.6)
avec fB = 1µ(B)
∫
B f(y)dµ(y).
Soit ht le noyau de Ht := e−t∆, appelé noyau de la chaleur. On dit que ht satisfait des
estimations gaussiennes ponctuelles supérieures si, et seulement si, pour tout t > 0 et
tous x, y ∈M ,
ht(x, y) .
1
µ(B(x,
√
t))
exp
(
−cd
2(x, y)
t
)
. (1.7)
On utilisera aussi une hypothèse d’uniforme continuité du gradient du semi-groupe : si
1 ≤ q ≤ ∞, il s’agit de l’estimation
‖√t∇e−t∆f‖Lq . ‖f‖Lq (1.8)
pour tout t > 0 et toute f ∈ Lq.
Une dernière condition est la majoration suivante de ∇e−t∆f pour tout t > 0 et toute
fonction f ∈ C1(M) : ∣∣∣∇e−t∆f ∣∣∣2 . Ht (|∇f |2) . (1.9)
On peut alors énoncer :
Proposition 1.1.4. Soit M une variété riemannienne complète. Alors :
1. la fonctionnelle g˜0 est continue sur Lp(M) pour tout p ∈ (1, 2],
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2. si (1.5) et (1.7) sont satisfaites, alors la transformée de Riesz ∇∆−1/2 et les fonc-
tionnelles g˜β (et gβ) sont de type (1, 1) faible 4, et donc continues sur Lp pour tout
p ∈ (1, 2],
3. si (1.5) et (1.6) sont vérifiées, et si q > 2, alors ∇∆−1/2 est continue sur Lp pour
tout p ∈ (2, q) si, et seulement si, (1.8) est satisfaite pour tout p ∈ (2, q),
4. si q > 2, si (1.5), (1.6) et (1.8) sont satisfaites pour tout p ∈ (2, q), alors g˜β est
continue sur Lp pour tout p ∈ (2, q).
Pour 1, voir [CDL03, Theorem 1.2]. La partie de l’assertion 2 consacrée à∇∆−1/2 se trouve
dans [CD99, Theorem 1.1] et celle relative à g˜β peut se montrer à l’aide d’arguments
analogues à ceux de [Fen15b, Theorem 1.13]. L’assertion 3 est montrée dans [ACDH04,
Theorem 1.3]. Notons que l’hypothèse (1.6) peut être affaiblie : il suffit en fait de supposer
une inégalité de Poincaré Lp0 ainsi que (1.8) pour q = p0 avec un p0 > 2, [BCF14,
Theorem 1.1]. Enfin, l’assertion 4 peut se montrer à l’aide d’arguments analogues à ceux
de [Fen15b, Theorem 1.13]. Notons que la continuité Lp de la version de g˜1/2 faisant
intervenir le noyau de Poisson (c’est-à-dire celui de e−t∆
1/2
) est montrée dans [CD03]
pour toute variété riemannienne complète pour laquelle (1.9) est satisfaite.
La continuité Lp des transformées de Riesz pour 2 < p < p0 peut aussi se traduire en
termes d’inégalités de Hölder inverses pour le gradient de fonctions harmoniques (c’est-
à-dire solutions de ∆u = 0). On a le résultat suivant ([AC05, Theorem 2.1]) :
Proposition 1.1.5. On suppose (1.5) et (1.6). Il existe p0 > 2 tel que, pour tout q ∈
(2, p0), les assertions suivantes sont équivalentes :
1. ∇∆−1/2 est continue sur Lp pour tout p ∈ (2, q),
2. pour tout p ∈ (2, q), toute boule B ⊂ M et toute fonction u harmonique dans 3B,
on a l’inégalité de Hölder inverse suivante pour ∇u :
(
1
µ(B)
∫
B
|∇u(x)|p dµ(x)
) 1
p
.
(
1
µ(B)
∫
B
|∇u(x)|2 dµ(x)
) 1
2
.
Ce résultat a été amélioré très récemment dans [BF15, Theorem 1.1] : l’inégalité de
Poincaré peut être remplacée par des inégalités de type Gaffney L2−Lp0 pour e−t∆ pour
un p0 > 2 (les estimations de type Gaffney seront présentées dans la section 1.2.2 plus
loin).
Relevons que les hypothèses précédentes ((1.5), estimations (1.7), inégalité de Poincaré
(1.6), estimation (1.8) pour un q ∈ (2,+∞]) sont satisfaites dans différentes situations
géométriques : Rd, groupes de Lie unimodulaire à croissance polynomiale 5 (cf [VSCC92]),
variétés riemanniennes à courbure de Ricci positive ou nulle (voir [ACDH04, Sections 1.3
et 1.4] et les références données dans ces sections).
Néanmoins, ces hypothèses ne sont pas vérifiées en toute généralité.
Les estimations (1.7) sont vérifiées pour les variétés à courbure de Ricci positive. Lorsque
la courbure de Ricci est seulement minorée, les estimations (1.7) ne sont vérifiées que
4. On rappelle qu’un opérateur sous-linéaire T est de type (1, 1) faible si
sup
λ>0, f∈L1
λµ({|Tf |(x) > λ})
‖f‖L1 < +∞.
5. où le gradient et le sous-laplacien ∆ sont définis à l’aide d’une famille de champs de vecteurs
invariants à gauche vérifiant la condition de Hörmander. Voir paragraphe 1.3.2.
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pour t ∈ (0, 1]. Des exemples explicites de variétés riemanniennes qui ne vérifient pas
les estimations gaussiennes lorsque t > 1 sont donnés par des fractals de type Sierpin`ski,
pour lesquels on a des estimations sous-gaussiennes lorsque t est grand (cf [BB92, Gri01]).
De plus, la variété riemannienne formée de deux copies de R2 reliées par un cylindre est
un exemple de variété riemannienne vérifiant les estimations gaussiennes (1.7) mais où
la transformée de Riesz n’est continue sur Lp pour aucun p > 2 (cf [CD99]) et (1.6)
est fausse. Il existe aussi des variétés coniques pour lesquelles on a (1.5), (1.6) et pour
lesquelles il existe p0 > 2 tel que (1.8) ne soit satisfaite pour aucun p > p0 ([CL04, Li99]).
1.1.5 Cas des graphes
Les fonctionnelles de Littlewood-Paley et les transformées de Riesz ont aussi été consi-
dérées sur des graphes. Précisons que dans notre contexte, un graphe Γ est un ensemble
(infini) de sommets reliés entre eux par des arêtes. On le munit d’une marche aléatoire
de pas 1 (l’opérateur de Markov associée à la marche aléatoire noté P , et pl est le noyau
de P l) à partir de laquelle on définit un laplacien positif ∆ := I − P et une longueur de
gradient ∇ (voir le paragraphe 2.1 pour une présentation complète).
Comme dans le cas des variétés, Dungey a montré dans [Dun08] que la fonctionnelle
verticale g˜0 (utilisant le semi-groupe de la chaleur engendré par ∆) est bornée sur Lp, 1 <
p < 2, sous une hypothèse de doublement pour des boules de petit rayon. Cependant, les
preuves du cas des variétés utilisant des estimations gaussiennes ponctuelles supérieures
du semi-groupe ne peuvent pas être adaptées au cas des graphes, car ces estimations
gaussiennes sur le semi-groupe ne sont pas vérifiées même pour les cas les plus simples
comme Zd et les groupes discrets (cf [Pan93], où Pang a établi des estimations optimales
pour Z). Par contre, sous des hypothèses convenables, des estimations gaussiennes sont
obtenues sur le noyau de la chaîne de Markov P l (cf [Del99], et [HSC93] pour le cas
des groupes discrets de type fini à croissance polynomiale). Cette observation conduit à
introduire des fonctionnelles de Littlewood-Paley “discrétisées en temps” définies pour
f ∈ L2(Γ) et tout x ∈ Γ par :
gdβf(x) :=
(
+∞∑
l=1
1
l
∣∣∣(l∆)βP l−1f(x)∣∣∣2)1/2 (1.10)
si β > 0 et
g˜dβf(x) :=
(
+∞∑
l=1
1
l
∣∣∣√l∇(l∆)βP l−1f(x)∣∣∣2)1/2 (1.11)
si β > −1
2
. Comme leur version continue, les fonctionnelles de Littlewood-Paley horizon-
tales discrètes sont continues sur Lp pour tout p ∈ (1,+∞) dès que P est un opérateur
positif contractant (cf [LMX12]). Ce résultat de continuité s’applique en particulier au
cas des graphes précédemment décrit ([Fen15b, Remark 1.16], voir aussi le chapitre 2 du
présent mémoire).
Si on suppose des hypothèses correspondant à (1.5) et (1.7) dans ce contexte discret,
on peut montrer que gd1 est aussi de type (1, 1) faible ([BR09, Theorem 1.16]). Nous
reviendrons sur la continuité de gdβ et de g˜
d
β dans L
p(Γ) au chapitre 2. Ajoutons que les
résultats sur la continuité Lp de la transformée de Riesz ∇∆−1/2 correspondant à ceux de
[AC05, ACDH04] (et rappelés dans les propositions 1.1.4 et 1.1.5) ont été obtenus dans
[BR09].
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1.2 Espaces de Hardy
Nous avons pu constater dans la partie précédente que les espaces Lp pour p ∈ (1,+∞)
se prêtent bien à l’étude des fonctionnelles de Littlewood-Paley et de la transformée de
Riesz. Il est raisonnable de se poser la question suivante : que se passe-t-il dans le cas
limite p = 1 ? Une réponse possible est de considérer les espaces L1,∞ et obtenir ainsi la
continuité de la transformée de Riesz de L1 dans L1,∞ (cf [CD99] dans le cas de variétés
riemanniennes et [Rus00] pour le cas des graphes). L’autre possibilité est de restreindre
l’espace de départ. On veut trouver un espace (que l’on va appeler H1), le plus grand
possible, tel que la transformée de Riesz soit continue de H1 dans L1.
1.2.1 L’espace H1(Rd)
Le terme “espace de Hardy” a été utilisé pour la première fois dans les années 1910. Les
espaces de Hardy sont issus de l’analyse complexe à une variable et étaient les noms don-
nés, dans la première moitié du 20e siècle, à des sous-espaces des fonctions holomorphes
sur D (le disque unité) ou P (le demi-plan supérieur complexe).
En définissant une notion de système de fonctions harmoniques conjuguées qui géné-
ralisent les équations de Cauchy-Riemann, Stein et Weiss ont défini dans les années 1960
les espaces H1(Rd+1+ ) 6 (cf [SW60]) généralisant l’espace H1(P) à des dimensions supé-
rieures. Les fonctions de H1(Rd+1+ ) ont une limite non tangentielle en presque tout point
de Rd. L’espace de Hardy à variables réelles H1(Rd) 7 est l’espace des fonctions défini à
partir de H1(Rd+1+ ) par
f ∈ H1(Rd)⇔ f ∈ L1(Rd) et ∃F ∈ H1(Rd+1+ ); f(x) = limt→0F (x, t) p.p. x ∈ R
d.
Fefferman et Stein ont donné dans [FS72] différentes caractérisations de ces espaces
H1(Rd), notamment en termes de fonction maximale et de fonctionnelles quadratiques,
et ont développé des méthodes pour l’étude de ces espaces de Hardy à variable réelle.
Dans le théorème qui suit, pour toute fonction φ : Rd → R, tout t > 0 et tout x ∈ Rd,
on définit φt(x) := t−dφ
(
x
t
)
.
Théorème 1.2.1. Soit d ∈ N∗ et f ∈ S ′(Rd). Les assertions suivantes sont équivalentes :
(a) f ∈ H1(Rd),
(b) sup
t>0
|f ∗ φt| ∈ L1(Rd) pour tout φ ∈ S(Rd),
(c) sup
t>0
|f ∗ φt| ∈ L1(Rd) pour une fonction φ ∈ S(Rd) vérifiant ∫Rd φ(x)dx 6= 0,
(d) x 7→ sup
|x−y|<t
|f ∗ φt(y)| ∈ L1(Rd) pour tout/un φ ∈ S(Rd) vérifiant∫
Rd
φ(x)dx 6= 0,
(e)
(∫ ∞
0
|f ∗ φt|2dt
t
) 1
2
∈ L1(Rd) pour tout/un φ ∈ S(Rd) vérifiant ∫
Rd
φ(x)dx 6= 0,
6. La notation Rd+1+ est utilisée pour désigner le demi espace R
d × (0,+∞).
7. En réalité, on peut définir de façon similaire Hp(Rd) pour p > 0, mais on ne s’intéressera jamais
dans notre mémoire au cas p 6= 1 Notons que Hp(Rd) = Lp(Rd) si 1 < p < +∞.
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(f) x 7→
(∫
|x−y|<t
|f ∗ φt|2dy dt
td+1
) 1
2
∈ L1(Rd) pour tout/un φ ∈ S(Rd) vérifiant∫
Rd
φ(x)dx 6= 0,
(g) f ∈ L1(Rd) et ∇(−∆)− 12 f ∈ L1(Rd).
Dans l’item (f) du théorème 1.2.1, on peut remplacer f ∗ φt par t(−∆)1/2e−t(−∆)1/2f =
t∂tPtf ( où Pt est le semigroupe de Poisson) ou bien par t2∆et
2∆ = t∂tHt2 . Notons que,
dans (f), l’intégrale est calculée sur un cône de sommet x. Une telle intégrale sera qualifiée
de non tangentielle par la suite.
La dernière caractérisation de l’espace H1(Rd) dans le Théorème 1.2.1 montre que H1(Rd)
est exactement l’espace des fonctions de L1(Rd) dont les transformées de Riesz sont dans
L1(Rd), et est donc le bon substitut à L1(Rd) lorsque l’on travaille avec des transformées
de Riesz. On peut ajouter que H1 et les espaces Lp pour p > 1 s’interpolent par la
méthode complexe : [H1, Lp]θ = Lq avec 1q = (1 − θ) + θp , 1 < p < +∞ ([FS71, Section
5],[Ste93, Chapter 4, Section 6.17]).
Quelques années plus tard, une caractérisation importante des espaces de Hardy,
appelée décomposition atomique, fut découverte (le cas d = 1 a été prouvé par Coifman
dans [Coi74] et le cas d ≥ 2 par Latter dans [Lat78]). L’espace H1(Rd) est, via cette
caractérisation, l’espace des fonctions f ∈ L1(Rd) vérifiant f = ∑i∈N λiai où la série
converge dans L1, avec (λi)i ∈ `1(N) où chacun des atomes ai vérifie, pour une boule Bi,
(i) ai est à support dans Bi,
(ii)
∫
Rd
ai = 0,
(iii) ‖ai‖∞ ≤ 1|Bi| .
De plus, la norme ‖f‖H1at = inf{
∑ |λi|, f = ∑λiai} est équivalente à celle de H1(Rd).
Cette caractérisation a permis à Coifman et Weiss d’étendre la définition de H1 à des
espaces métriques mesurés (X, d, µ) de type homogène (c’est-à-dire que la mesure µ est
de Radon et vérifie µ(B(x, r)) < +∞ pour tout x ∈ X et tout r > 0 et µ(B(x, 2r)) .
µ(B(x, r)) pour tout x ∈ X et tout r > 0, cf [CW77]). 8
Le dual deH1(Rd) est isomorphe à l’espace BMO(Rd) des fonctions d’oscillation moyenne
bornée ([FS72, Theorem 2]). Rappelons que, si f ∈ L1loc(Rd), f ∈ BMO(Rd) si, et seule-
ment si,
sup
B⊂Rd
1
|B|
∫
B
|f(x)− fB| dx < +∞,
où la borne supérieure est prise sur toutes les boules B ⊂ Rd et fB désigne la moyenne
de f sur B.
L’espace H1(Rd) est également relié aux espaces de tentes introduits par Coifman,
Meyer et Stein dans [CMS85]. Compte tenu de l’importance de ce lien dans la suite de
ce mémoire, nous présentons ici la situation euclidienne. Pour tout x ∈ Rd, on définit le
cône Γ(x) par
Γ(x) :=
{
(y, t) ∈ Rd+1+ ; |y − x| < t
}
.
8. De nombreux outils essentiels en analyse harmonique, comme les fonctions maximales de Hardy-
Littlewood, les lemmes de recouvrement, la décomposition de Whitney, la décomposition de Calderón-
Zygmund, s’étendent aux espaces de nature homogène
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Si B = B(x, r) ⊂ Rd est une boule ouverte, on définit la tente au-dessus de B par
T (B) :=
{
(y, t) ∈ Rd+1+ ; |y − x| ≤ r − t
}
.
Pour toute fonction mesurable F : Rd+1+ → R et tout x ∈ Rd, on pose
SF (x) :=
(∫∫
Γ(x)
|F (y, t)|2
td
dydt
t
) 1
2
.
On dit que F appartient à l’espace de tentes T 1,2(Rd+1+ ) si, et seulement si, SF ∈ L1(Rd)
et on pose alors ‖F‖T 1,2(Rd+1+ ) := ‖SF‖L1(Rd).
Un aspect important de cet espace T 1,2(Rd+1+ ) est qu’il possède lui aussi une décomposition
atomique. On appelle atome de T 1,2(Rd+1+ ) toute fonction A : R
d+1
+ → R telle que :
1. il existe une boule B ⊂ Rd telle que A soit à support dans T (B),
2.
∫
R
d+1
+
|A(y, t)|2 dydt
t
≤ 1|B| .
La décomposition atomique pour T 1,2(Rd+1+ ) s’énonce alors ainsi ([CMS85, Theorem 1]) :
Proposition 1.2.2. Soit F une fonction mesurable sur Rd+1+ . Alors F ∈ T 1,2(Rd+1+ ) si,
et seulement si, il existe une suite (λi)i≥1 ∈ l1 et une suite d’atomes (Ai)i≥1 tels que
F =
∑
i≥1 λiAi avec convergence dans L
1. On a alors ‖F‖T 1,2(Rd+1+ ) ' inf
∑
i≥1 |λi|, la
borne inférieure étant prise sur toutes les décompositions possibles de F .
Le lien entre T 1,2(Rd+1+ ) et H1(Rd) peut être décrit comme suit. Soit f ∈ L1(Rd).
D’après la remarque suivant le théorème 1.2.1, f ∈ H1(Rd) si, et seulement si, t∂tPtf ∈
T 1,2(Rd+1+ ) (où Ptf est l’extension harmonique de f à R
d+1
+ ). On a aussi l’équivalence des
normes ‖f‖H1(Rd) ' ‖t∂tPtf‖T 1,2(Rd+1+ ).
De plus, si f ∈ H1(Rd) ∩ L2(Rd), on peut écrire la formule reproduisante suivante :
f = 4
∫ +∞
0
t(−∆)1/2e−t(−∆)1/2t(−∆)1/2e−t(−∆)1/2f dt
t
.
Comme F := t(−∆)1/2e−t(−∆)1/2f ∈ T 1,2(Rd+1+ ), on peut décomposer F = ∑i λiAi (pro-
position 1.2.2), et puis on obtient une décomposition atomique (ou plus précisément
moléculaire) de f en utilisant l’opérateur
F 7→
∫
R
d+1
+
t(−∆)1/2e−t(−∆)1/2F (t, ·)dt
t
qui envoie, à une constante près, un atome de T 1,2(Rd+1+ ) vers une “molécule” de H1(Rd)
(voir [CMS83, Théorème 3]). Les molécules, dont on ne donne pas la définition exacte
ici, sont des fonctions qui possèdent une décroissance L2 suffisante sans être supposées à
support compact, et appartiennent à H1 avec une borne uniforme sur la norme H1.
1.2.2 Espaces de Hardy et opérateurs
La condition d’annulation des atomes de H1(Rd) (
∫
a = 0) s’avère adaptée à l’étude
des opérateurs à noyau k(x, y) 9 vérifiant la condition de Hörmander, c’est-à-dire pour
9. Un opérateur intégral T est de noyau k(x, y) si Tf(x) =
∫
Rd
k(x, y)f(y)dy dès que f ∈ S(Rd) et
x ∈ Rd.
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lesquels il existe des constantes c, C > 0 telles que∫
B(y,2|y−y′|)c
|k(x, y)− k(x, y′)|dx ≤ C ∀y, y′ ∈ Rd. (1.12)
En effet, les opérateurs T continus sur L2(Rd) et dont le noyau K vérifie (1.12) se pro-
longent en des opérateurs continus de H1 dans L1 ([Ste93, Theorem 3, Chapter 3]). Ce
résultat s’applique à la transformée de Riesz dans Rd, mais aussi ([Rus01]) à la transfor-
mée de Riesz dans une variété riemannienne vérifiant la propriété de doublement (1.5)
et l’inégalité de Poincaré L2 sur les boules (1.6) (dans ce dernier cas, l’espace de Hardy
considéré est défini en termes d’atomes, au sens de Coifman Weiss, voir [CW77]).
Dans le cas d’une variété riemannienne vérifiant (1.5) et (1.6), la condition (1.12)
s’obtient de la manière suivante : on écrit que
∇∆−1/2 = c
∫ +∞
0
√
t∇e−t∆dt
t
,
et on utilise le fait que, sous les hypothèses sur M , le noyau de la chaleur ht vérifie non
seulement (1.7) mais aussi une propriété de régularité hölderienne : il existe η > 0 tel que
|ht(x, y)− ht(x, y′)| .
(
d(y, y′)√
t
)η
, (1.13)
pour tout t > 0 et tous x, y, y′ ∈M .
Toutefois, les espaces de Hardy caractérisés en termes d’atomes d’intégrale nulle, et
en particulier l’espace H1(Rd), se révèlent inadaptés à l’étude de la continuité de certains
opérateurs de type transformée de Riesz. Nous allons illustrer ce phénomène par deux
exemples.
Soit L = −div(A∇) un opérateur uniformément elliptique dans Rd, à coefficients
mesurables bornés et à valeurs complexes (cf Section 1.1). En général, la transformée
de Riesz ∇L−1/2 n’est pas continue de H1(Rd) dans L1(Rd), car cela entraînerait, par
interpolation avec la continuité L2, que ∇L−1/2 serait continu sur Lp(Rd) pour tout
p ∈ (1, 2), ce qui est faux en général ([Aus07, p. xiii]). Cela montre en particulier que
le noyau de cette transformée de Riesz ne vérifie pas la condition (1.12). Notons que,
dans cette situation, le noyau du semigroupe engendré par L ne vérifie pas en général
de majoration gaussienne ponctuelle du type (1.7), ni de régularité hölderienne de type
(1.13). Le fait de ne pas avoir assez de régularité sur le noyau du semigroupe engendré
par L empêche d’utiliser une condition d’intégrale nulle pour des atomes.
Obtenir un résultat limite de continuité (pour p = 1) pour ∇L−1/2 suppose donc de
construire un espace de Hardy adapté à l’opérateur L. Cet espace H1L(R
n), et plus géné-
ralement HpL(R
n) pour 0 < p < +∞, a été construit dans [HM09, HMM11]. Ces espaces
forment une échelle d’interpolation complexe, peuvent être caractérisés en termes de fonc-
tionnelles quadratiques et de décompositions moléculaires et redonnent les espaces Hp
(pour p ≤ 1) et Lp (pour p > 1) lorsque le semigroupe engendré par L possède des esti-
mations gaussiennes en taille et régularité. De plus ([HMM11, Proposition 5.6]), ∇L−1/2
est continu de H1L(R
d) dans L1(Rd). On précise ici que les molécules sont des fonctions
a ∈ L2 telles que a = Lkb pour un entier k ≥ 1, b ∈ L2 et a et b ont une décroissance L2
convenable. La condition d’intégrale nulle pour les atomes de H1(Rd) est remplacée par
la condition a = Lkb.
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Un autre cadre géométrique qui nécessite l’introduction d’espaces de Hardy adaptés
à des opérateurs est celui des variétés riemanniennes complètes M doublantes, qui sont
des espaces de type homogènes. Par conséquent, on peut définir un espace de Hardy
noté H1CW (M) au sens de Coifman Weiss (à l’aide d’une décomposition atomique, voir le
paragraphe précédent). On reprend les notations de la section 1.1.
Si on suppose toujours (1.7) et (1.5) mais plus l’inégalité de Poincaré (1.6), le noyau de
e−t∆ ne vérifie pas de régularité hölderienne (1.13) et ∇∆−1/2 n’est pas en général continu
de H1CW (M) dans L
1(M) (en particulier lorsque M est la variété formée par deux copies
de R2 reliées par un cylindre, [AMR08, Section 8.2.1]). Il est toutefois possible, sous
les hypothèses (1.7) et (1.5), d’introduire un espace de Hardy H1(M) adapté à ∆ (voir
[DY05b, DY05a] pour une construction analogue dans Rd).
On peut aussi définir un espace de Hardy H1(M), et même des espaces Hp(M) pour
1 ≤ p ≤ +∞, associés à l’opérateur de Laplace-Beltrami, sous la seule hypothèse
(1.5), et d’obtenir une théorie “satisfaisante” pour ces espaces ([AMR08]). Comme pour
[HM09, HMM11], ces espaces forment une échelle d’interpolation complexe et sont ca-
ractérisés en termes de fonctionnelles quadratiques non tangentielles. L’espace H1, qui
est un sous-espace de L1, et même de l’espace H1CW (M), peut être caractérisé en termes
de décompositions moléculaires et de fonctions maximales. De plus, sous les hypothèses
(1.5) et (1.6), il coïncide avec H1CW (M).
Nous rappelons brièvement ici ces diverses descriptions des espaces de Hardy de
[AMR08], renvoyant à [AMR08] et [AMM] pour les énoncés exacts. Les espaces de Hardy
dans [AMR08] sont définis grâce au lien avec les espaces de tentes, comme décrit dans le
cas euclidien au paragraphe 1.2.1. Cela entraîne que f ∈ H1 ssi hβf ∈ L1 où h est une
fonctionnelle de Lusin, donnée par
hβf(x) =
(∫ ∞
0
∫
|x−y|<√t
|(t∆)βe−t∆f(y)|2 dy dt
tµ(B(x,
√
t))
) 1
2
,
qui peut être vue comme une version non tangentielle de gβ 10.
Une des caractérisations de H1 se formule à l’aide d’atomes 11. Schématiquement, un
atome a est une fonction pouvant s’écrire a = Lb, avec b supportée dans une boule B
de rayon r, et vérifiant r‖a‖L2 + ‖b‖L2 ≤ r
V (B)
1
2
. Une fonction f ∈ L1(M) est alors dans
H1 si, et seulement si, elle peut s’écrire f =
∑
i∈N
λiai avec (λi)i∈N ∈ `1(N), (ai)i ∈ N
une suite d’atomes et où la convergence à lieu dans L1(M). On notera que la condition
d’annulation
∫
a = 0 des atomes de l’espace de Hardy H1(Rd) est remplacée par le fait
que a = Lb.
La caractérisation maximale de H1 obtenue dans [AMR08] est comparable à celle donnée
dans le théorème 1.2.1 pour H1(Rd), mais la borne supérieure doit être remplacée par
une moyenne L2 appropriée pour compenser le manque de régularité pour le semigroupe
e−t∆ ([AMR08, Theorem 7.1]).
10. Dans Rd, si L = −∆, on a ‖gβf‖L1 ' ‖hβf‖L1 (cf [FS72, Corollary 3]).
11. En fait, c’est une décomposition moléculaire qui est obtenue dans [AMR08]. Il est toutefois possible
d’obtenir une décomposition atomique, comme le montrent les résultats de [HLM+11]. Contrairement
aux atomes, les molécules ne sont pas à support compact mais vérifient des conditions de décroissance L2
adaptées. La définition donnée ici est déjà une version simplifiée de ce qu’est un atome. Voir le chapitre
3.
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Une observation fondamentale dans [AMR08, HM09, HMM11] est que e−tL et e−t∆
vérifient des estimations “de Gaffney” L2 (beaucoup plus faibles que les estimations ponc-
tuelles), et que ces estimations sont suffisantes pour définir correctement les espaces de
Hardy associés à L ou ∆ et obtenir toutes les propriétés citées précédemment. Les esti-
mations de Gaffney sont du type
‖e−tL[1lF f ]‖L2(E) . exp
(
−cd
2(E,F )
t
)
‖f‖L2, (1.14)
pour tous sous-ensembles E,F 12. Ces estimations L2-L2 signifient que, si f ∈ L2 est à
support dans F , la norme L2(E) de e−tLf décroît selon un facteur exponentiel. Elles sont
plus faibles que les estimations ponctuelles du noyau de e−tLf , qui sont des estimations
L1-L∞. En particulier, les estimations (1.14) ne font pas intervenir le noyau de e−tL et
sont satisfaites dans des situations où on n’a pas de majoration gaussienne du type (1.7).
Elles sont notamment satisfaites quand L = −div(A∇) dans Rd avec A uniformément
elliptique à coefficients mesurables bornés, et quand L est l’opérateur de Laplace Beltrami
sur une variété riemannienne complète vérifiant (1.5).
Une construction d’espaces de Hardy comparables peut être faite quand L est un opéra-
teur autoadjoint sur L2(X), où X est un espace métrique doublant et sous l’hypothèse
que e−tL vérifie des estimations de Gaffney L2 (cf [HLM+11]).
1.2.3 Espaces de Hardy et transformées de Riesz
Revenons à la transformée de Riesz. Nous voulions construire un espace de Hardy
H1 le plus grand possible tel que la transformée de Riesz soit continue de H1 dans L1.
Comme indiqué dans le paragraphe 1.2.2, si M est une variété riemannienne complète
vérifiant (1.5), ∇∆−1/2 est continu de H1 dans L1 (H1 désigne l’espace de Hardy associé
à ∆).
En réalité, dans le cas euclidien, on a le résultat plus fort suivant : ∂j(−∆)− 12 est
continue de H1(Rd) dans H1(Rd) pour tout j ∈ [[1, d]]. On peut traduire ce fait en disant
que ∇(−∆)−1/2 est continue de H1(Rd) dans H1(Rd,Rd). Notons que, contrairement au
cas des espaces Lp, on ne peut pas traduire l’appartenance de ∇(−∆)−1/2f à un espace
de Hardy en utilisant uniquement la fonction scalaire |∇(−∆)− 12f |. En effet, les atomes
(et donc toutes les fonctions dans H1) vérifient des conditions d’annulation (intégrale
nulle) qui ne sont pas vérifiées par des fonctions positives.
Si on remplace −∆ par L = −div(A∇) comme plus haut, la transformée de Riesz ∇L−1/2
est continue de H1L(R
d) dans H1(Rd) ([HMM11, Theorem 5.2]).
L’extension de cet énoncé de continuité des transformées de Riesz de H1 dans H1 au cas
des variétés riemanniennes suppose donc de définir un espace de Hardy “de gradients”
ou de 1-formes différentielles.
Dans [AMR08], les auteurs ont en fait défini l’espace H1∆(ΛT
∗M), où
ΛT ∗M =
⊕
k∈[[0,dimM ]]
ΛkT ∗M,
ΛkT ∗M désigne l’espace des k-formes différentielles pour k ∈ [[0, dimM ]] et ∆ est le lapla-
cien de Hodge-de Rham. Comme expliqué dans le paragraphe 1.2.2, cette construction ne
12. Dans certaines situations, la décroissance peut n’être que polynomiale, mais cela suffit encore
pourvu que la décroissance soit assez rapide.
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repose que sur (1.5) et les estimations Gaffney L2 pour le laplacien de Hodge de Rham.
Cette construction peut se présenter sous la forme (simplifiée) suivante :
Théorème 1.2.3. Soit M une variété riemannienne complète vérifiant (1.5).
Il existe un espace H1∆(ΛT
∗M) ⊂ L1(ΛT ∗M) tel que
– L’espace H1∆(ΛT
∗M) est caractérisé de manière équivalente en terme de fonction-
nelle de Lusin ou en terme de décomposition en atomes.
– La transformée de Riesz D∆−
1
2 est continue de H1∆(ΛT
∗M) dans H1∆(ΛT
∗M) (et
donc dans L1(ΛT ∗M)), où D = d+ d∗ est l’opérateur de Dirac.
La caractérisation de H1 à l’aide d’une fonctionnelle quadratique (de Lusin) donne
la continuité de la transformée de Riesz tandis que la décomposition en atomes donne
l’inclusion dans L1.
1.3 Espaces de Besov sur les groupes de Lie
1.3.1 Cas euclidien
On rappelle d’abord ici les définitions et quelques propriétés classiques des espaces de
Besov dans Rd.
Ces espaces sont définis à l’aide d’une décomposition de Littlewood-Paley. On utilisera la
notation suivante : si (fj)j≥0 est une suite de fonctions mesurables sur Rd et 1 ≤ p ≤ +∞,
1 ≤ q ≤ +∞, on note
‖(fj)‖lq(Lp) :=
∑
j≥0
(∫
Rd
|fj(x)|p dx
)q/p1/q ,
avec la modification immédiate si p =∞ ou q =∞.
On se donne une suite de fonctions (ϕj)j≥0 ∈ S(Rd) telle que :
1. supp ϕ0 ⊂ B(0, 2) et supp ϕj ⊂ B(0, 2j+1) \B(0, 2j−1) pour tout j ≥ 1,
2. pour tout β ∈ Nd, il existe cβ > 0 tel que
∣∣∣Dβϕj(x)∣∣∣ ≤ cβ2−j|β|, pour tout x ∈ Rd
et tout j ≥ 0,
3. pour tout x ∈ Rd, ∑j≥0 ϕj(x) = 1.
On définit alors les espaces de Besov inhomogènes de la façon suivante :
Définition 1.3.1. Soient α ∈ R, 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞. On définit Bp,qα (Rd) comme
l’espace des f ∈ S ′(Rd) telles que
‖f‖Bp,qα (Rd) :=
∥∥∥(2αjF−1 (ϕjFf(·)))∥∥∥
lq(Lp)
<∞.
L’espace Bp,qα (R
d) ainsi défini ne dépend pas du choix de la suite (ϕj)j≥0 ([Tri83, Sec-
tion 2.3.2, Proposition 1, p. 46]). Si f ∈ Bp,qα (Rd), on appelle f =
∑
j≥0 fj la décomposition
de Littlewood-Paley de f . Notons que cette série converge dans S ′(Rd).
Pour définir la version homogène des espaces de Besov, on se donne maintenant une suite
de fonctions (ϕj)j∈Z telle que :
1. supp ϕj ⊂ B(0, 2j+1) \B(0, 2j−1) pour tout j ∈ Z,
2. pour tout β ∈ Nd, il existe cβ > 0 tel que
∣∣∣Dβϕj(x)∣∣∣ ≤ cβ2−j|β|, pour tout x ∈ Rd
et tout j ∈ Z,
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3. Pour tout x ∈ Rd \ {0}, ∑j∈Z ϕj(x) = 1.
Les espaces de Besov homogènes sont des espaces de distributions modulo les polynômes.
Plus précisément, soit Z(Rd) le sous-espace de S(Rd) formé des fonctions ϕ ∈ S(Rd)
telles que ∂βϕ(0) = 0 pour tout β ∈ Nd. Soit Z ′(Rd) l’espace dual de Z(Rd). On vérifie
facilement ([Tri83, Section 5.1.2]) que Z ′(Rd) s’identifie au quotient S ′(Rd)/P(Rd), où
P(Rd) est l’espace des polynômes sur Rd.
Définition 1.3.2. Soient α ∈ R, 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞. On définit alors B˙p,qα (Rd)
comme l’espace des f ∈ Z ′(Rd) telles que
|f |Bp,qα (Rd) :=
∥∥∥(2αjF−1 (ϕjFf(·)))∥∥∥
lq(Lp)
<∞.
Cette définition est correcte. En effet, pour tout polynôme P et toute f ∈ S ′(Rd),
|f |Bp,qα (Rd) = |f + P |Bp,qα (Rd).
Comme dans le cas inhomogène, B˙p,qα (R
d) est un espace de Banach et ne dépend pas du
choix de la suite (ϕj)j∈Z [Tri83, Section 5.1.5, Theorem, p. 240].
Pour tout α > 0 et tous 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, on a ([Tri92, Section 2.3.3, Theorem])
Bp,qα (R
d) = Lp(Rd) ∩ B˙p,qα (Rd) et ‖f‖Bp,qα (Rd) ' ‖f‖Lp(Rd) + |f |Bp,qα (Rd) . (1.15)
L’espace Bp,qα (R
d) possède plusieurs caractérisations. L’une d’entre elles fait intervenir
des différences d’ordre fini. Pour toute fonction f : Rd → R, tout entier M ≥ 0 et tous
x, h ∈ Rd, on définit
∇Mh f(x) =
M∑
l=0
(
M
l
)
(−1)M−lf(x+ lh).
On a alors la caractérisation suivante des espaces de Besov ([Tri83, Section 2.5.12] et
[RS96, Theorem, p.41] pour le cas inhomogène et [Tri83, Section 5.2.3, Theorem 2] pour
le cas homogène) :
Proposition 1.3.3. Soient α > 0, 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞. Soit M > α un entier.
Alors (avec la modification convenable si q = +∞), pour toute fonction mesurable f sur
Rd :
1. on a l’équivalence de semi-normes suivante :
|f |Bp,qα (Rd) '
(∫
Rd
|h|−αq
∥∥∥∇Mh f∥∥∥qLp(Rd) dh|h|d
)1/q
. (1.16)
2. Pour tout δ > 0,
‖f‖Bp,qα (Rd) ' ‖f‖Lp(Rd) +
(∫
|h|≤δ
|h|−αq
∥∥∥∇Mh f∥∥∥qLp(Rd) dh|h|d
)1/q
.
On peut également caractériser Bp,qα en utilisant le noyau de la chaleur ([Tri82], [Tri83,
Section 2.12.2, Theorem, p. 184]).
Proposition 1.3.4. Soient α > 0, 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞. Pour tout entier M > α
2
, on
a, pour toute f ∈ Lp,
‖f‖Bp,qα (Rd) ' ‖f‖Lp(Rd) +
∫ ∞
0
t(M−
α
2 )q
∥∥∥∥∥∂MHtf∂tM (·)
∥∥∥∥∥
q
Lp(Rd)
dt
t
1/q ,
où Ht = et∆ est le semigroupe engendré par −∆ dans Rd.
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Cette proposition relie la norme Besov de f à la norme d’une extension à Rd×(0,+∞)
dans un espace de Sobolev à poids. Notons qu’on peut aussi donner une caractérisation du
même type utilisant l’extension harmonique de f ou d’autres extensions de f obtenues
par convolution (ces idées remontent à [Usp61], voir [MRre] pour une approche plus
complète).
On termine cette présentation par une propriété d’algèbre pour les espaces de Besov
([Dan12, Proposition 1.4.3], [Run86, Theorem 2, p. 336], [MRre, Proposition 6.2]).
Proposition 1.3.5. Soient α > 0, 1 ≤ p < +∞ et 1 ≤ q ≤ +∞. Alors Bp,qα (Rd)∩L∞(Rd)
est une algèbre pour le produit ponctuel. Plus précisément, il existe C > 0 telle que, pour
tous f, g ∈ Bp,qα (Rd) ∩ L∞(Rd), on a
‖fg‖Bp,qα ≤ C
(
‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα
)
. (1.17)
L’approche de [Dan12] consiste à utiliser des paraproduits (introduits à l’origine par
Bony dans [Bon81]) pour évaluer le produit fg si f, g ∈ Bp,qα (Rd)∩L∞(Rd). L’idée est la
suivante. On écrit les décompositions de Littlewood-Paley de f et de g :
f =
∑
j≥0
fj et g =
∑
j≥0
gj.
On pose alors
Tfg :=
∑
j,k; j≤k−2
fjgk
et
R(f, g) :=
∑
k
fkg˜k
avec
g˜k := gk−1 + gk + gk+1.
Ainsi,
fg = Tfg + Tgf +R(f, g),
et on estime séparément chaque terme, obtenant à chaque fois une estimation dans
Bp,qα (R
d). Nous reviendrons sur cette approche par des paraproduits à propos de l’ex-
tension de ce résultat aux groupes de Lie.
La preuve de la propriété d’algèbre dans [MRre] repose sur des propriétés d’extension
analogues à la proposition 1.3.4. Comme expliqué après l’énoncé de la proposition 1.3.4,
on étend f et g à Rd × (0,+∞) en des fonctions appartenant à des espaces de Sobolev
à poids et on est ramené à des propriétés d’algèbre pour des espaces de Sobolev portant
sur un nombre entier de dérivées.
La propriété d’algèbre pour les espaces de Besov a des conséquences importantes. Elle
permet notamment, par des arguments de point fixe, de donner des résultats d’existence
pour une classe d’équations d’ondes semilinéaires avec des nonlinéarités quadratiques
([BCD11, Theorem 8.47]), ou de Schrödinger non linéaire ([BCD11, Corollary 10.4]).
1.3.2 Groupes de Lie unimodulaires
Nous allons faire ici un rappel des notions sur les groupes de Lie qui nous seront utiles
dans ce mémoire.
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Soit G un groupe de Lie réel connexe unimodulaire. Le terme “unimodulaire” signifie
que la mesure de Haar dx est invariante à la fois à gauche et à droite. On appelle L
l’algèbre de Lie de G et on considère une famille X = {X1, . . . , Xk} de champs de vecteurs
sur G invariants à gauche et satisfaisant la condition de Hörmander (ce qui signifie que
l’algèbre de Lie engendrée par la famille associée à X est L). Si I = (i1, . . . , in), on utilisera
la notation XI pour Xi1 . . .Xin.
Le groupeG est muni d’une métrique standard d, appelée distance de Carnot-Caratheodory.
Elle est définie comme il suit. Soit l : [0, 1]→ G un chemin absolument continu. On dit
que l est admissible s’il existe des fonctions mesurables a1, . . . , ak : [0, 1]→ C telles que
l′(t) =
k∑
i=1
ai(t)Xi(l(t)) pour presque tout t ∈ [0, 1].
Si l est admissible, sa longueur est définie par |l| =
∫ 1
0
(
k∑
i=0
|ai(t)|2
) 1
2
dt. Pour tous les
éléments x, y ∈ G, la distance d(x, y) entre x et y est la borne inférieure des longueurs des
chemins admissibles reliant x à y (un tel chemin existe grâce à la condition de Hörmander).
Précisons que l’invariance à gauche des Xi implique l’invariance à gauche de d. Nous
utiliserons aussi |x| pour désigner la distance de x à e (et donc |y−1x| pour la distance
de x à y).
Pour r > 0 et x ∈ G, la notation B(x, r) sera utilisée pour désigner la boule ouverte
de centre x et de rayon r. On écrira aussi V (r) pour le volume de n’importe quelle boule
de rayon r.
À partir de maintenant, nous allons écrire G pour (G,X, d, dx). Rappelons les résultats
suivants. D’abord G a une dimension locale (cf [NSW85]) :
Proposition 1.3.6. Soit G un groupe de Lie unimodulaire et X une famille de champs
de vecteurs invariants à gauche vérifiant la condition de Hörmander. Alors G a une
dimension locale, c’est-à-dire qu’il existe une constante C > 0 un entier d ∈ N tels que
V (r) ' rd ∀r ∈ (0, 1].
Par conséquent, G vérifie la propriété de doublement locale, c’est-à-dire qu’il existe une
constante C > 0 telle que
V (2r) ≤ CV (r) ∀r ∈ (0, 1].
Lorsque les boules ont un rayon plus grand que 1, le comportement de V (r) est décrit
par un résultat de Guivarc’h (cf [Gui73]) :
Proposition 1.3.7. Si G est un groupe de Lie unimodulaire, seules deux situations
peuvent se produire :
1. Soit G est à croissance polynomiale, ce qui signifie qu’il existe D ∈ N∗ tel que
V (r) ' rD ∀r ≥ 1.
Dans ce cas, D, qui ne dépend pas de X, est appelée dimension à l’infini de G.
2. Soit G est à croissance exponentielle, ce qui signifie qu’il existe quatre constantes
c1, c2, C1, C2 > 0 telles que
c1e
c2r ≤ V (r) ≤ C1eC2r ∀r ≥ 1.
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On considère le sous-laplacien positif ∆ sur G défini par
∆ = −
k∑
i=1
X2i .
On écrira Ht := e−t∆ pour désigner le semi-groupe de la chaleur sur G.
1.3.3 Cas des groupes de Lie
Soit (G,X) un groupe de Lie unimodulaire muni d’un système de champs de vecteurs
X comme précédemment. On suppose G à croissance polynomiale. Une théorie des espaces
de Besov sur G a été développée, et présente de nombreuses analogies avec le cas euclidien.
On définit d’abord l’espace de Schwartz S(G) ([FMV06, Skr02]). Si f ∈ C∞(G), f ∈ S(G)
si, et seulement si, pour tout β ∈ N et tout multi-indice I,
pβ,I(f) := sup
x∈G
(1 + |x|)β |XIf(x)| < +∞
(cette définition est adaptée dans [Skr02] au cas de la croissance du volume au plus
exponentielle, et une adaptation comparable sera utilisée pour la théorie des espaces de
Besov dans des groupes de Lie unimodulaires généraux). Il s’agit d’un espace de Fréchet
pour cette famille de seminormes. On définit ensuite S ′(G) comme l’espace dual de S(G).
Une première façon de définir des espaces de Besov sur G est d’utiliser une décom-
position de Littlewood-Paley. Suivant [FMV06], on fixe une fonction φ : [0,+∞[→ R de
classe C∞, à support dans [0, 1] et telle que φ(t) = 1 pour tout t ∈ [0, 1
4
]. On définit
ensuite ψ(t) := φ
(
t
4
)
− φ(t) pour tout t ≥ 0. On vérifie immédiatement que, pour tout
t ≥ 0,
φ(t) +
∑
j≥0
ψ(2−2jt) = 1.
On montre ensuite, en utilisant des théorèmes de multiplicateurs, que, pour tout j ≥ 0,
les noyaux de φ(2−2j∆) et ψ(2−2j∆) sont dans S(G). Alors ([FMV06, Proposition 4.1]),
la décomposition
f = φ(∆)f +
∑
j≥0
ψ(2−2j∆)f := φ(∆)f +
∑
j≥0
fj
est vérifiée si f ∈ L2(G) (resp. f ∈ S(G), f ∈ S ′(G)) avec convergence dans L2(G) (resp.
dans S(G), S ′(G)).
Si α ∈ R, 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞, on définit Bp,qα (G) comme l’espace des distributions
f ∈ S ′(G) telles que
‖f‖Bp,qα (G) := ‖φ(∆)f‖Lp(G) +
∑
j≥0
2jαq ‖fj‖qLp(G)
 1q ,
avec la modification usuelle si q =∞.
Comme dans la proposition 1.3.4, les espaces Bp,qα (G) peuvent être décrits au moyen
du noyau du semigroupe engendré par ∆ ([FMV06, Proposition 5.2]) :
Proposition 1.3.8. Soient α ∈ R, 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞. Soit M > α un entier.
Alors, pour toute f ∈ S ′(G), les assertions suivantes sont équivalentes :
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1. f ∈ Bp,qα (G),
2. pour tout t > 0, e−t∆f ∈ Lp(G) et ∫ 10 (t−α2 ∥∥∥(t∆)M2 e−t∆f∥∥∥Lp(G)
)q
dt
t
< +∞.
Notons que, si f ∈ S ′ et t > 0, on définit e−t∆f ∈ S ′ par
〈e−t∆f, ϕ〉 := 〈f, e−t∆ϕ〉.
Si α > 0, on peut remplacer dans cette proposition e−t∆f ∈ Lp(G) par f ∈ Lp(G) dans
2, et
∫ 1
0 par
∫+∞
0 .
Comme dans la proposition 1.3.3, on peut également caractériser les espaces de Besov
en utilisant des différences finies ([SC90, Théorème 2], [GS12, Proposition 3.1]). Pour
toute fonction f sur G et tous x, y ∈ G, on pose
∇yf(x) := f(xy)− f(x).
Proposition 1.3.9. Soient α ∈ (0, 1), 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞. Alors, pour toute
fonction mesurable f sur G, ‖f‖Bp,qα (G) ' Lp,qα (f) avec
Lp,qα (f) :=
(∫
G
(‖∇yf‖Lp(G)
|y|α
)q
dy
V (|y|)
) 1
q
.
Les espaces de Besov possèdent la propriété d’algèbre suivante ([GS12, Theorem 1]) :
Proposition 1.3.10. Soient α ∈ (0, 1), 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞. L’espace Bp,qα (G) ∩
L∞(G) est une algèbre pour le produit ponctuel. Plus précisément, il existe C > 0 telle
que, pour tous f, g ∈ Bp,qα (Rd) ∩ L∞(Rd), on a
‖fg‖Bp,qα ≤ C
(
‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα
)
. (1.18)
Si α ≥ 1, on a la même conclusion si on suppose 1 < p <∞ et 1 ≤ q ≤ ∞.
Cette proposition étend le résultat de la proposition 1.3.5 au cas des groupes de Lie
à croissance polynomiale. La preuve pour α ∈ (0, 1) est une conséquence facile de la
proposition 1.3.9. Le cas α ≥ 1 se déduit du cas α < 1 par une caractérisation récursive
des espaces de Besov : f ∈ Bp,qα+1(G) si, et seulement si, f ∈ Bp,qα (G) et Xif ∈ Bp,qα (G)
pour tout i ∈ [[1, k]]. L’argument présenté dans [GS12] pour le cas α ≥ 1 semble toutefois
incomplet 13.
Rappelons (Propositions 1.3.4 et 1.3.8) que les espaces de Besov sur Rd ou plus gé-
néralement dans un groupe de Lie à croissance polynomiale peuvent être caractérisés au
moyen du noyau de la chaleur associé au (sous)-laplacien considéré. Cela conduit (pour
α ∈ (−1, 1)) à une définition générale des espaces de Besov associés à des opérateurs
L dans des espaces métriques mesurés X dont le volume des boules croît de manière
au plus polynomiale ([BDY12], avec une hypothèse de majoration gaussienne ponctuelle
pour le noyau de e−tL, une autre approche nécessitant de la régularité sur le noyau de
e−tL avait été proposée dans [DHY06]). Cette étude a été complétée dans [GLre], où une
caractérisation par différences finies est aussi prouvée. Des résultats d’injections pour ces
espaces sont établis dans [BB15].
13. La preuve donnée dans le paragraphe 3.2 de [GS12], semble conduire à l’inégalité ‖fg‖Bp,q
α+1
.
(‖f‖Bp,qα+1 + ‖f‖L∞)(‖g‖Bp,qα+1 + ‖g‖L∞). On obtiendrait donc la propriété d’algèbre mais avec une esti-
mation plus faible.
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1.3.4 Espaces de Sobolev fractionnaires sur les groupes de Lie
Les propriétés d’algèbre, ainsi que les caractérisations en termes de différences finies
pour les espaces de Besov rappelées dans les propositions 1.3.5 et 1.3.10 ont des analogues
dans l’échelle des espaces de Bessel Lpα. Nous rappelons ici les résultats obtenus dans le
cas des groupes de Lie, dont les idées de preuves ont partiellement inspiré les résultats
de ce mémoire concernant les espaces de Besov sur les groupes de Lie.
Soit (G,X) un groupe de Lie unimodulaire muni d’un système de champs de vecteurs
comme dans le paragraphe 1.3.3. Si α ≥ 0 et p ∈ [1,+∞], on définit
Lpα(G) :=
{
f ∈ Lp(G); ∆α2 f ∈ Lp(G)
}
,
muni de la norme
‖f‖Lpα(G) := ‖f‖Lp(G) +
∥∥∥∆α2 f∥∥∥
Lp(G)
.
Cette définition étend bien celle de Rd ([Ste70a, Chapter 5]). Les propriétés d’algèbre de
ces espaces pour 1 < p < +∞ ont été étudiées dans [CRTN01]. Si Sα est défini par
Sαf(x) =
∫ ∞
0
(
1
rαV (r)
∫
y∈B(x,r)
|f(y)− f(x)|dy
)2
dr
r

1
2
,
on a l’équivalence, pour toute f ∈ Lp(G) ([CRTN01, Theorem 5])
‖f‖Lpα ' ‖Sαf‖Lp + ‖f‖Lp (1.19)
pour tout α ∈ (0, 1) et tout p ∈ (1,+∞). On en déduit la propriété d’algèbre suivante :
si f, g ∈ Lpα(G) ∩ L∞(G), alors fg ∈ Lpα(G) ∩ L∞(G) et
‖fg‖Lpα . ‖f‖Lpα‖g‖L∞ + ‖f‖L∞‖g‖Lpα (1.20)
pour α ∈ (0, 1) et p ∈ (1,+∞).
Enonçons maintenant la règle de Leibniz. Cette règle ([CRTN01, Theorem 4]) affirme
que
‖fg‖Lrα . ‖f‖Lp1α ‖g‖Lq1 + ‖f‖Lp2‖g‖Lq2α (1.21)
dès que f ∈ Lp1α ∩ Lp2 , g ∈ Lq2α ∩ Lq1 et 1r = 1pi + 1qi pour i ∈ {1, 2}.
Les espaces Lpα possèdent la propriété de récursivité suivante ([CRTN01, Proposition 19]) :
f ∈ Lpα+1 si, et seulement si, f ∈ Lpα et Xif ∈ Lpα pour tout 1 ≤ i ≤ k 14 Cette propriété
permet de montrer que, si (1.21) est satisfaite pour un α > 0, alors elle est satisfaite pour
α + 1 ([CRTN01, Section 3.2]). Il suffit donc de prouver (1.21) pour α ∈ (0, 1).
Dans [BBR12], les auteurs présentent deux approches pour montrer la propriété d’al-
gèbre (1.20) sur des variétés riemanniennes pour α ∈ (0, 1) sous des hypothèses conve-
nables 15. La première utilise les fonctionnelles de Strichartz Sα, et la seconde méthode,
qui montre plus généralement une règle de Leibniz (1.21), utilise des paraproduits (dont
14. La preuve utilise en particulier le fait que, pour tout entier k, les espaces Lpk(G) et W
k,p(G)
coïncident, où l’espace de Sobolev W k,p(G) est défini au moyen des champs de vecteurs Xi. Ce dernier
fait signifie que les transformées de Riesz itérées locales XI(∆ + Id)
−|I|/2 sont bornées sur Lp(G) pour
tout 1 < p < +∞.
15. Le cas α > 1 est très peu considéré dans [BBR12], car les hypothèses connues sur la variété M qui
garantissent la coïncidence de Lpk et W
k,p sont trop fortes.
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l’idée remonte à [Bon81]) et qui permettent aussi de montrer la propriété d’algèbre dans
les espaces de Besov sur Rd, voir la proposition 1.3.5, ainsi que la règle de Leibniz pour
les espaces Lpα(R
d) ([BMN10]). Dans le contexte de [BBR12], l’approche par paraproduits
consiste à écrire
fg = Π(f, g) + Πf(g) + Πg(f)
où
Π(f, g) =
∫ ∞
0
ψt(L)(φt(L)f · φt(L)g)dt
t
et
Πf (g) =
∫ ∞
0
φt(L)(φt(L)f · ψt(L)g)dt
t
où ψ et φ sont des fonctions bien choisies et L le (sous)-laplacien considéré. Nous revien-
drons sur cette approche dans le chapitre 4.
1.4 Description rapide des résultats du mémoire
Nous présentons ici brièvement les principaux résultats de ce mémoire, renvoyant aux
chapitres suivants pour des énoncés détaillés.
1.4.1 Fonctionnelles de Littlewood-Paley sur les graphes
Les principaux résultats du deuxième chapitre de ce mémoire concernent la continuité
Lp de gdβ et g˜
d
β. Le cadre est celui d’un graphe connexe Γ localement uniformément fini,
muni de la distance naturelle d, d’une mesure m et d’un opérateur de Markov P , de noyau
p. Le laplacien considéré est l’opérateur I−P . Pour tout entier l ≥ 1, on note pl le noyau
de P l. Pour tout x ∈ Γ et tout k ≥ 1, on note V (x, k) la mesure de la boule ouverte de
centre x et de rayon k. Les énoncés qui suivent font intervenir différentes hypothèses.
On dit que Γ vérifie la propriété de doublement local si, et seulement si, pour tout x ∈ Γ,
V (x, 2) . V (x, 1). (1.22)
On dit que Γ vérifie la propriété de doublement global si, et seulement si, pour tout x ∈ Γ
et tout k ≥ 1,
V (x, 2k) . V (x, k). (1.23)
On dit que pl vérifie une majoration gaussienne ponctuelle si, et seulement si, il existe
c > 0 tel que, pour tous x, y ∈ Γ et tout k ≥ 1,
pl(x, y) .
1
V (x,
√
k)
exp
(
−cd
2(x, y)
k
)
. (1.24)
On renvoie au paragraphe 2.1 pour des définitions complètes.
Nous obtenons les résultats suivants :
Théorème 1.4.1. Soit Γ un graphe connexe localement uniformément fini. Alors
(a) sous l’hypothèse (1.22), la fonctionnelle g˜d0 est continue sur L
p pour tout p ∈ (1, 2].
(b) sous les hypothèses (1.23) et (1.24), alors gdβ et g˜
d
β sont de type (1, 1) faible et bornées
sur Lp pour 1 < p ≤ 2,
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(c) si on suppose en plus que Γ vérifie une inégalité de Poincaré L2 sur les boules et que√
l∇P l est uniformément borné sur Lq pour un q > 2, alors g˜dβ est continue pour tout
p ∈ (2, q).
Ces résultats permettent d’obtenir, sur un graphe Γ vérifiant des hypothèses convenables,
la version discrète des résultats de [CRTN01]. Les récents développements de [BCF14]
permettront probablement d’améliorer les énoncés, y compris dans un contexte discret.
Cela pourra faire l’objet d’un travail ultérieur.
1.4.2 Espaces de Hardy sur des graphes
Le troisième chapitre porte sur les espaces de Hardy et comprend deux résultats de
nature différente.
Le premier de ces résultats concerne la continuité H1 des transformées de Riesz sur
les graphes, dans l’esprit du Théorème 1.2.3, c’est-à-dire faisant intervenir des 1-formes
différentielles. Il est possible de donner un sens à la notion de 1-forme différentielle dans
ce contexte (il s’agit de fonctions définies sur l’ensemble TΓ des arêtes du graphe, suivant
des idées de [BR09]). On définit également la différentielle d, de telle sorte que |d| = ∇,
la “longueur du gradient”.
On a alors :
Théorème 1.4.2. Soit Γ un graphe connexe localement uniformément fini vérifiant
(1.23). Il existe un espace de Hardy de fonctions (noté H1(Γ)) et un espace de Hardy
de 1-formes différentielles (noté H1(TΓ)) tels que
– L’espace H1(Γ) ⊂ L1(Γ) est caractérisé de manière équivalente en terme de fonc-
tionnelles de Lusin ou en terme de décomposition en atomes.
– L’espace H1(TΓ) ⊂ L1(TΓ) est caractérisé de manière équivalente en terme de fonc-
tionnelles de Lusin ou en terme de décomposition en atomes.
– La transformée de Riesz d∆−
1
2 est continue de H1(Γ) dans H1(TΓ).
Dans le théorème 1.4.2, la continuité H1 −H1, donc H1−L1 de la transformée de Riesz
est établie sous la seule hypothèse (1.23). On ne sait pas si cette condition suffit à obtenir
la continuité Lp de ∇∆−1/2 pour 1 < p < 2. En particulier, on ne sait pas si un opérateur
continu de H1(Γ) dans L1(Γ) et de L2(Γ) dans lui-même est aussi continu sur Lp(Γ) pour
1 < p < 2.
On sait par contre ([Rus00, Theorem 1]) que, sous les hypothèses (1.23) et (1.24), alors
∇∆−1/2 est continu sur Lp pour 1 < p < 2 et de type (1, 1) faible. Dans la suite, nous allons
montrer un résultat analogue, en supposant que le noyau de P l vérifie une majoration
ponctuelle plus générale, faisant intervenir une quasi-métrique ρ sur le graphe. Cette
classe de majorations englobe le cas gaussien, mais aussi des situations où la majoration
gaussienne (1.24) n’est pas vérifiée. La méthode consiste à définir un espace de Hardy H1
associé au laplacien, montrer la continuité H1 de la transformée de Riesz puis interpoler
avec L2. Plus précisément, on appellera quasidistance adaptée à (Γ, P ) (ou Γ) toute
quasidistance ρ vérifiant
pk−1(x, y) ≤ C
Vρ(x, k)
exp
(
−c
(
ρ(x, y)
k
)η)
∀x, y ∈ Γ, ∀k ∈ N∗ (UEρ)
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pour des constantes C, c > 0 et η ∈ (0, 1]. En particulier, si on a (1.24), alors (UEρ) est
vérifiée avec ρ = d2. Si le graphe vérifie des estimations sous-gaussiennes (comme dans le
cas des tapis de Sierpinski, [BB99]), (UEρ) sera vérifiée avec ρ = dβ, pour un β ≥ 2 fixé.
Nous avons alors :
Théorème 1.4.3. Soit Γ un graphe connexe localement uniformément fini. On suppose
qu’il existe une quasidistance ρ adaptée à Γ et satisfaisant une propriété de doublement
pour le volume des boules. Alors il existe un espace de Hardy pour les fonctions (noté
H1(Γ)) et un espace de Hardy pour les 1-formes différentielles (noté H1(TΓ)) tels que
– L’espace H1(Γ) ⊂ L1(Γ) est caractérisé de manière équivalente en terme de fonc-
tionnelles de Lusin ou en terme de décomposition en atomes.
– L’espace H1(TΓ) ⊂ L1(TΓ) est caractérisé de manière équivalente en terme de fonc-
tionnelles de Lusin ou en terme de décomposition en atomes.
– Si T est un opérateur continu de H1(Γ) dans L1(Γ) et sur L2(Γ), alors T est continu
sur Lp(Γ).
– La transformée de Riesz d∆−
1
2 est continue de H1(Γ) dans H1(TΓ). Ainsi ∇∆− 12
est continue de H1(Γ) dans L1(Γ), et sur Lp(Γ) pour tout p ∈ (1, 2).
Ce dernier théorème, dont on pourrait donner une version analogue dans une variété
riemannienne, améliore un résultat de Chen ([Che14, Theorem 0.32]). Elle y énonce la
continuité Lp(Γ), p ∈ (1, 2) des quasi transformées de Riesz ∇∆−α pour α ∈ (0, 1
2
)
sous des conditions très faibles. Lorsque le noyau de Markov vérifie les estimations sous-
gaussiennes
pk−1(x, y) .
1
V
(
x, k
1
β
) exp
−c(dβ(x, y)
k
) 1
β−1
 ,
elle montre aussi que ∇∆−α est de type (1, 1) faible et définit des espaces de Hardy de
fonctions (mais pas de 1-formes) similaires à ceux introduits dans le présent mémoire.
Notons que [Che14] ne donne pas de résultat de continuité Lp pour ∇∆−1/2. Nous mon-
trons dans ce mémoire plus de propriétés sur nos espaces Hardy de fonctions que dans
[Che14]. Une comparaison plus détaillée sera faite au paragraphe D.1.5.
1.4.3 Espaces de Besov sur les groupes de Lie
On donne d’abord une définition des espaces de Besov inhomogènes sur des groupes
de Lie unimodulaires (à croissance polynomiale ou exponentielle) par une décomposition
de Littlewood-Paley adaptée (faisant intervenir le semigroupe de la chaleur) et on donne
plusieurs définitions équivalentes de ce type.
On donne ensuite une caractérisation en termes de différences finies, dont on déduit une
propriété d’algèbre. On donne une autre approche de cette propriété, et plus généralement
de la règle de Leibniz, par des paraproduits. Nous obtenons en particulier :
Théorème 1.4.4. Soient G un groupe de Lie unimodulaire, p, q ∈ [1,+∞] et α > 0. Il
existe C > 0 tel que
‖fg‖Bp,qα . ‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα .
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Nous étendons ainsi les résultats de [GS12], qui ne concernent que le cas de la crois-
sance polynomiale, et qui excluent les valeurs limites de p (1 et +∞) lorsque α ≥ 1.
La question des espaces de Besov homogènes semble plus délicate, nous reviendrons sur
ce point dans la remarque 4.7.5.
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Chapitre 2
Graphes et fonctionnelles de
Littlewood-Paley
Dans ce chapitre, nous allons présenter les résultats obtenus par l’auteur dans l’article
[Fen15b] (rappelé dans le chapitre A) portant sur la continuité Lp des fonctionnelles de
Littlewood-Paley discrètes.
Nous présenterons précisément les graphes. Nous discuterons ensuite sur les hypo-
thèses que l’on met sur les graphes sur lesquels on travaille, en commençant par les
conditions les plus faibles que nous considèrerons pour aller vers les plus fortes, et en
présentant les liens entre les unes et les autres. Nous finirons par présenter les outils de
démonstration utilisés, renvoyant à [Fen15b] pour les preuves exactes.
2.1 Présentation des graphes
Dans l’ensemble de cette thèse, nous appellerons graphe (pondéré non-orienté) tout
couple (Γ, µ) où Γ est un ensemble infini et µ : Γ× Γ → R+
(x, y) 7→ µxy
un poids symétrique
sur Γ× Γ.
Nous retrouvons une structure “classique” de graphe si nous définissons Γ comme
l’ensemble des sommets et l’ensemble
E = {(x, y) ∈ Γ× Γ, µxy > 0}
comme étant l’ensemble des arêtes. Nous dirons alors que x et y sont voisins (et on
notera x ∼ y) ssi (x, y) ∈ E. On vérifie que le graphe est bien non orienté, c’est-à-dire
que (x, y) ∈ E ⇔ (y, x) ∈ E, car le poids µ est symétrique.
Nous supposerons toujours que le graphe est connexe et localement uniformément fini.
Un graphe Γ est connexe si pour tous x, y ∈ Γ, il existe un chemin x = x0, x1, . . . , xn = y
tel que pour tout i ∈ [[1, n]], xi−1 ∼ xi (la longueur d’un tel chemin est alors n). Un
graphe Γ est dit localement uniformément fini si le nombre de voisins d’un sommet est
uniformément borné, c’est-à-dire s’il existe M0 ∈ N tel que pour tout x ∈ Γ, #{y ∈
Γ, y ∼ x} ≤M0.
Le graphe est muni d’une métrique naturelle d, où d(x, y) est définie, pour tous x, y ∈
Γ, comme la longueur du plus court chemin reliant les deux sommets x et y. Pour tout
x ∈ Γ et tout r > 0, la boule de centre x et de rayon r est définie par B(x, r) = {y ∈
Γ, d(x, y) < r}. À l’inverse, remarquons que l’on a :
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Lemme 2.1.1. Si (x, r) ∈ Γ×R∗+, alors B(x, r) = B(x, dre) où dre indique le seul entier
tel que dre − 1 < r ≤ dre.
De plus, si (x, y, r, s) ∈ Γ2× (N∗)2 sont tels que B(x, r) = B(y, s) alors r ' s (en fait
r ≤ 2s ≤ 4r) et d(x, y) ≤ min{r, s} − 1.
Pour toute boule B = B(x, r) et tout λ > 0, on définit λB := B(x, λr). On introduit
ensuite les ensembles Cj(B) := 2j+1B\2jB pour j ∈ N\{0, 1} et C1(B) = 4B.
Remarque 2.1.2. Les notations λB et Cj(B) sont abusives (on devrait écrire λB(x, r) ou
B(x, λr) et Cj(B(x, r)) ou Cj(x, r)) mais commodes. De plus, on parlera facilement “du”
rayon d’une boule même s’il n’est pas uniquement déterminé. Nous laissons cependant le
lecteur remarquer que cela n’a aucune incidence sur les preuves.
Nous définissons le poids m(x) d’un sommet x ∈ Γ par la somme du poids des arêtes,
i.e. m(x) :=
∑
x∼y
µxy. Plus généralement, le poids (ou mesure ou volume) d’un ensemble
E est défini par m(E) :=
∑
x∈E m(x). On utilise la notation V (x, r) pour le volume de la
boule B(x, r) et V (B) pour le volume de la boule B.
Des exemples de graphes sont donnés par les graphes de Cayley de groupes discrets
(par exemple Zd), dont la définition est donnée ci-dessous :
Définition 2.1.3. Soit G un groupe infini de type fini et S une partie génératrice symé-
trique (c’est-à-dire s ∈ S ⇔ s−1 ∈ S) finie du groupe G. Soit n le cardinal de S.
Le graphe de Cayley de (G, S) (ou G par abus de notation) est le graphe (G, µ) avec
µxy = 1n si x
−1y ∈ S et µxy = 0 sinon.
Le poids sur les arêtes nous permet de construire une marche aléatoire sur le graphe.
Si x, y ∈ Γ, le noyau de Markov p est défini par p(x, y) = µxy
m(x)m(y)
. Remarquons que
p(x, y) = p(y, x), ce qui revient à dire que la marche aléatoire est réversible par rapport
à la mesure m.
Le noyau discret pl(x, y) est alors défini récursivement pour tout l ≥ 0 par{
p0(x, y) =
δ(x,y)
m(y)
pl+1(x, y) =
∑
z∈Γ p(x, z)pl(z, y)m(z).
(2.1)
Remarque 2.1.4. Notons que la définition de pl diffère de celle donnée dans [Rus00],
[BR09] ou [Del99], à cause du facteur m(y). Cependant pl coïncide avec Kl dans [Dun06].
Remarquons que dans le cas des graphes de Cayley de groupes discrets, où m(x) = 1 pour
tout x, les définitions sont identiques.
Nous définissons maintenant les espaces Lp(Γ). Pour p ∈ [1,+∞), une fonction f
définie sur Γ appartient à Lp(Γ, m) (ou Lp(Γ)) ssi
‖f‖p :=
∑
x∈Γ
|f(x)|pm(x)

1
p
< +∞,
tandis que L∞(Γ) est l’espace des fonctions satisfaisant
‖f‖∞ := sup
x∈Γ
|f(x)| < +∞.
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Observons que lorsque l ≥ 1, nous avons
‖pl(x, .)‖L1(Γ) =
∑
y∈Γ
pl(x, y)m(y) =
∑
d(x,y)≤l
pl(x, y)m(y) = 1 ∀x ∈ Γ. (2.2)
Pour toute fonction f sur Γ, nous définissons P comme l’opérateur de noyau p, i.e.
Pf(x) =
∑
y∈Γ
p(x, y)f(y)m(y) ∀x ∈ Γ. (2.3)
Remarque 2.1.5. Un opérateur P est appelé opérateur de Markov symétrique (ou ré-
versible par rapport à m) ssi le noyau de p de P , défini comme en (2.3), est symétrique
et vérifie (2.2).
Donner (Γ, µ) est équivalent à donner (Γ, m, P ) où m est la mesure et P est un
opérateur de Markov symétrique.
Il est facile de vérifier que, pour tout l ∈ N, P l est l’opérateur de noyau pl.
Remarque 2.1.6. Même si la définition de pl est différente de celle de [Rus00] ou
[BR09], P l est le même opérateur dans les deux cas.
Comme l’égalité (2.2) est vérifiée, on a, pour tout p ∈ [1,+∞] ,
‖P‖p→p ≤ 1. (2.4)
Remarque 2.1.7. Soit 1 < p < +∞. Comme, pour tout l ≥ 0,
∥∥∥P l∥∥∥
p→p ≤ 1, les
opérateurs (I − P )β et (I + P )β sont bornés dans Lp pour tout β > 0 (cf [CSC90], p.
423).
Nous définissons maintenant un laplacien positif sur Γ par ∆ = I − P . On a alors
< ∆f, f >L2(Γ) =
∑
x,y∈Γ
p(x, y)(f(x)− f(y))f(x)m(x)m(y)
=
1
2
∑
x,y∈Γ
p(x, y)|f(x)− f(y)|2m(x)m(y),
(2.5)
en utilisant (2.2) pour la première égalité et la symétrie du noyau p(x, y) pour la seconde.
Le dernier calcul montre que l’opérateur
∇f(x) =
1
2
∑
y∈Γ
p(x, y)|f(y)− f(x)|2m(y)
 12 ,
appelé “longueur du gradient” (et dont la définition est tirée de [CG98]) vérifie
< ∆f, f >L2(Γ)= ‖∇f‖2L2(Γ). (2.6)
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2.2 Hypothèses d’analyticité et de doublement
Commençons par présenter les hypothèses les plus faibles que nous considèrerons.
La première hypothèse est la propriété de doublement :
Définition 2.2.1 (Propriété de doublement). Le graphe pondéré (Γ, µ) satisfait la pro-
priété de doublement s’il existe C > 0 tel que
V (x, 2r) ≤ CV (x, r) ∀x ∈ Γ, ∀r > 0. (DV)
Rappelons que sous l’hypothèse (DV), il existe d > 0 tel que
V (x, λr) . λdV (x, r) ∀r > 0, x ∈ Γ, λ ≥ 1. (2.7)
Remarque 2.2.2. Supposer (DV) signifie que (Γ, m, d) est un espace de nature homogène
([CW77]).
Certains graphes ne vérifient pas (DV), comme par exemple F2, le groupe des mots
de deux lettres ou l’arbre binaire (sans feuilles / de profondeur infinie), pour lequel la
croissance du volume est exponentielle. On peut aussi avoir une croissance intermé-
diaire, même dans le cas de graphes de Cayley de groupes ([Gri84]), c’est-à-dire que
exp
(
C−1rβ
)
≤ V (x, r) ≤ exp (Crα) pour tout x ∈ Γ et tout r ≥ 1, avec 0 < β ≤ α < 1.
Nous aurons aussi besoin d’une version locale de (DV) pour énoncer certains de nos
résultats.
Définition 2.2.3. On dit que (Γ, µ) satisfait (LDV) s’il existe c > 0 tel que
V (x, 2) ≤ cm(x) ∀x ∈ Γ. (LDV)
Remarque 2.2.4. L’hypothèse (LDV) est équivalente à la conjonction des deux condi-
tions suivantes :
(i) Le graphe est uniformément localement fini (toujours satisfaite par hypothèse sur le
graphe, d’après le paragraphe précédent),
(ii) Pour tous x, y ∈ Γ , x ∼ y ⇒ m(x) ' m(y).
Notre deuxième hypothèse est
Définition 2.2.5. Un graphe (Γ, µ) satisfait (LB) s’il existe  > 0 tel que
µxx ≥ m(x) ∀x ∈ Γ. (LB)
Remarque 2.2.6. Présentons une hypothèse plus forte que (LB) : il existe  > 0 tel que
pour tout x ∈ Γ, x ∼ x et
µxy ≥ m(x) ∀x ∼ y. (LB2)
Même si (LB2) joue un rôle important dans des estimations de régularité parabolique sur
les graphes ([Del99]), nous ne ferons pas cette hypothèse dans les résultats obtenus dans
ce mémoire. Elle n’interviendra que dans les rappels de certains résultats obtenus par
d’autres auteurs.
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Remarque 2.2.7. Du fait de (2.4), on sait que SpL2(P ) ⊂ [−1, 1].
L’hypothèse (LB) implique (voir par exemple [Dun06]) que −1 n’est pas dans le spectre
L2 de P , et implique que pour tout j ∈ N, il existe Cj > 0 tel que
‖∆jP l−1‖2→2 ≤ Cj
l
∀l ∈ N∗,
qu’on traduit par l’analyticité de P dans L2(Γ), est la version discrète des estimations
‖∆je−t∆f‖2→2 . 1tj .
Une conséquence est qu’on a alors pour tout p ∈ (1,+∞), on a (cf [CSC90])
‖∆jP l−1‖p→p ≤ Cj
l
∀l ∈ N∗.
Notons que l’hypothèse (LB) est vérifiée par P 2 dès lors que le graphe Γ vérifie (LDV)
(cf [CGZ05]).
Nous savons que si le graphe satisfait (LB), alors −1 n’est pas dans le spectre de
P dans L2. A-t-on la réciproque ? Non, mais nous montrons le résultat suivant (voir
Chapitre B).
Théorème 2.2.8. Soient (Γ, m) un graphe vérifiant (DV) et P un opérateur de Markov
réversible par rapport à la mesure m. Les assertions suivantes sont équivalentes :
(i) −1 ∈ SpLq(P ) pour tout q ∈ [1,+∞),
(ii) −1 ∈ SpL2(P ),
(iii) pour tout k ∈ N, (Γ, m, P 2k+1) ne satisfait pas (LB).
L’hypothèse (DV) peut être légèrement affaiblie (voir chapitre B). Néanmoins, dans
notre preuve, nous avons besoin d’une hypothèse “de doublement” plus forte que la
propriété de doublement locale (LDV). Notons aussi que l’assertion (i) du théorème inclut
le cas q = 1.
2.3 Estimations sur le noyau de Markov
Même dans des graphes très simples, le noyau du semigroupe engendré par ∆ ne
vérifie pas de borne supérieure gaussienne, contrairement à ce qui se passe pour le noyau
de la chaleur dans Rd ou certaines variétés riemanniennes.
En effet, Pang a montré dans [Pan93] des estimations ponctuelles non gaussiennes
pour le noyau ht de e−t∆ lorsque ∆ est le laplacien sur Zd 1 :
ht(x, y) . t−
d
2 exp
[
c1dF
(
c2
d
2t
)]
où d = d(x, y) est la distance entre x et y et F est telle que
F (x) '
{ −x lorsque x est petit
− log(x) lorsque x est grand.
1. En fait, Pang suppose une condition sur ses graphes, vérifiée par Zd.
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Nous pouvons observer que ces estimations sont gaussiennes lorsque d
t
est petit mais ne
le sont plus lorsque d
t
est grand.
De plus, Pang a montré que ces estimations sont optimales lorsque le graphe est celui
de Cayley de Z.
En particulier, nous n’avons pas d’estimations de Gaffney (1.14) pour e−t∆, le se-
migroupe engendré par le laplacien . Néanmoins, il a été constaté que dans le cas des
graphes, la chaine de Markov P l est susceptible d’avoir des propriétés analogues à celles
du semi-groupe sur des variétés riemanniennes. En effet, sous des conditions très faibles,
un graphe satisfait des estimations de type Gaffney pour P l (démontrées par Coulhon,
Grigor’yan et Zucca dans [CGZ05]) :
Théorème 2.3.1. Soit (Γ, µ) un graphe satisfaisant (LB) ou bien (LDV). Alors il existe
des constantes C, c > 0 telles que, pour tous E,F ⊂ Γ et toute fonction f à support dans
F , on ait
‖P l−1f‖L2(E) ≤ C exp
(
−cd(E,F )
2
l
)
‖f‖L2 ∀l ∈ N∗. (GUE)
Il nous sera souvent utile d’avoir des estimations ponctuelles du noyau pl.
Définition 2.3.2 (Estimations supérieures diagonales de pl). On dit que (Γ, µ) satisfait
(DUE) s’il existe une constante C > 0 telle que, pour tout x ∈ Γ et tout l ∈ N∗,
pl−1(x, x) ≤ C
V (x,
√
l)
. (DUE)
Remarque 2.3.3. Ces estimations ponctuelles sont vérifiées dès lors que Γ est le graphe
de Cayley d’un groupe discret à croissance polynomiale (cf [HSC93]). Elles restent vraies
par exemple pour le graphe Γ constitué de deux copies de Zd reliées par une arête.
L’union des trois hypothèses (LB), (DV) et (DUE) nous donne des estimations sup-
plémentaires sur le noyau pl. Premièrement, on a ([CG98, Theorem 1.1] ou [CGZ05,
Theorem 5.2, Theorem 6.1]) :
Proposition 2.3.4. Soit (Γ, µ) un graphe pondéré vérifiant (DV) et (LB). Alors (DUE)
est équivalent à l’estimation gaussienne supérieure suivante :
pl−1(x, y) ≤ C
(
1
V (x,
√
l)V (y,
√
l)
) 1
2
exp
(
−cd
2(x, y)
l
)
∀x, y ∈ Γ, ∀l ∈ N∗. (UE)
En outre, (DUE) implique l’estimation diagonale inférieure :
pl−1(x, x) ≥ c
V (x,
√
l)
∀x ∈ Γ, ∀l ∈ N∗. (DLE)
Remarque 2.3.5. [CG98, Theorem 1.1] nous donne en réalité que la conjonction de
(DUE) et (DV) est équivalente à une inégalité relative de Faber-Krahn, qui signifie qu’il
existe des constantes a, ν > 0 telles que pour toute boule B(x, r) avec x ∈ Γ et r ≥ 1
2
et
pour tout sous-ensemble non vide Ω ⊂ B(x, r), on ait
λ1(Ω) ≥ a
r2
(
V (x, r)
|Ω|
)ν
,
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où λ1(Ω) est la première valeur propre de ∆ avec condition de Dirichlet dans Ω, aussi
égale à
λ1(Ω) = inf
{‖∇f‖2L2
‖f‖2L2
; f ∈ C0(Ω)
}
.
Remarque 2.3.6. Supposons que Γ est un graphe vérifiant (DV). On peut alors vérifier
facilement que (UE) est équivalent à
pl−1(x, y) ≤ C
V (y,
√
l)
exp
(
−cd
2(x, y)
l
)
(2.8)
ou
pl−1(x, y) ≤ C
V (x,
√
l)
exp
(
−cd
2(x, y)
l
)
. (2.9)
Nous avons établi des estimations sur les différences “temporelles” de pl (les estima-
tions pour les différences d’ordre 1 ont été montrées pour la première fois par Christ dans
[Chr95] mais une preuve plus simple est donnée par Dungey dans [Dun06] ; nous avons
étendu ce résultat aux différences d’ordre supérieur).
Théorème 2.3.7. Soit (Γ, µ) un graphe pondéré. Supposons que Γ satisfasse (DV), (LB)
et (DUE). On définit D(1) comme l’opérateur suivant agissant sur les suites :
(D(1)u)l = ul − ul+1.
Alors, pour tout j ≥ 0, il existe deux constantes Cj, cj > 0 telles que, pour tout l ∈ N∗ et
tous x, y ∈ Γ,
|(D(1)jp)l(x, y)| ≤ Cj
ljV (x,
√
l)
exp
(
−cj d
2(x, y)
l
)
. (TDUE)
L’estimation (TDUE) permet de déduire les estimations L1-L2 suivantes :
Théorème 2.3.8. Soit (Γ, µ) un graphe pondéré satisfaisant les hypothèses (DV), (LB)
et (DUE). L’estimation de Gaffney L1-L2 suivante est vérifiée : pour tout j ∈ N, il existe
c, C > 0 tels que pour tous E,F ⊂ Γ, tout x0 ∈ Γ, tout l ∈ N∗ satisfaisant l’une des
conditions suivantes
(i) sup {d(x0, y), y ∈ F} ≤ 3d(E,F ),
(ii) sup {d(x0, y), y ∈ F} ≤
√
l,
(iii) sup {d(x0, x), x ∈ E} ≤ 3d(E,F ),
(iv) sup {d(x0, x), x ∈ E} ≤
√
l,
et toute fonction f à support dans F , on a
‖(I − P )jP lf‖L2(E) ≤ C
lj
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F ) (GT2)
et
‖∇(I − P )jP lf‖L2(E) ≤ C
lj+
1
2
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F ). (GGT2)
Remarque 2.3.9. Le théorème précédent va être classiquement utilisé pour
(E,F ) ∈ {(B,Cj(B)), B boule , j ≥ 1} ∪ {(Cj(B), B), B boule , j ≥ 1}.
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2.4 Hypothèses pour le cas p > 2
Dans ce paragraphe, nous introduisons les hypothèses que nous considérons comme
fortes. Elles ne seront utilisées dans ce mémoire que pour avoir des résultats de continuité
Lp lorsque p > 2 des fonctionnelles de Littlewood-Paley verticales.
Présentons d’abord les inégalités de Poincaré :
Définition 2.4.1 (Inégalité de Poincaré sur les boules). Soit s ∈ [1,+∞). Le graphe
pondéré (Γ, µ) satisfait l’inégalité de Poincaré (Ps) s’il existe C > 0 et b ∈ N tels que
pour tout x ∈ Γ, tout r > 0 et toute fonction f sur Γ
1
V (x, r)
∑
y∈B(x,r)
|f(y)− fB|sm(y) ≤ C r
s
V (x, r + b)
∑
y∈B(x,r+b)
|∇f(y)|sm(y), (Ps)
où
fB =
1
V (B)
∑
x∈B
f(x)m(x). (2.10)
Remarque 2.4.2. Dans [HK00], on peut trouver la preuve du fait que la propriété (Ps1)
implique (Ps2) si s1 ≤ s2. De plus ([KZ08, Theorem 1.0.1]), si le graphe vérifie la propriété
de doublement (DV), alors l’ensemble {s ∈ [1,+∞], Γ vérifie (Ps)} est ouvert.
Remarque 2.4.3. Soit (Γ, µ) un graphe. Soient s ∈ [1,+∞], a ≥ 1 et b ∈ N. On
introduit une variante de de (Ps) : on dit que (Pa,bs ) est satisfaite si, et seulement si, il
existe C > 0 tel que pour tout x ∈ Γ, tout r > 0 et toute fonction f sur Γ
1
V (x, r)
∑
y∈B(x,r)
|f(y)− fB|sm(y) ≤ C r
s
V (x, ar + b)
∑
y∈B(x,ar+b)
|∇f(y)|sm(y), (Pa,bs )
Soit X un espace géodésique muni d’une mesure doublante µ. On suppose qu’on a une
inégalité de Poincaré de la forme suivante : il existe λ ≥ 1 tel que, pour toute boule B ⊂ X,
toute fonction u : X → R intégrable sur les boules de X et tout gradient supérieur ρ de
u dans X,
1
µ(B)
∫
B
|u(x)− uB|p dµ(x) . diam B
(
1
µ(λB)
∫
λB
ρp(x)dµ(x)
) 1
p
.
Alors ([HKST15, Remark 9.1.19], voir aussi [HK95] et [HK00, Corollary 9.8]) cette in-
égalité s’améliore en :
1
µ(B)
∫
B
|u(x)− uB|p dµ(x) . diam B
(
1
µ(B)
∫
B
ρp(x)dµ(x)
) 1
p
,
pour toute boule B ⊂ X, toute fonction u : X → R intégrable sur les boules de X et
tout gradient supérieur ρ de u dans X. Les arguments de [HK00, HK95, HKST15] ne
semblent pas inclure le cas des graphes. Cependant, les preuves de [HK95] peuvent être
adaptées pour montrer les résultats suivants :
(i) Soit (Γ, µ) satisfaisant (DV) et (LB2) et s ∈ [1,+∞]. Alors, pour tous a ≥ 1 et
b ∈ N, l’hypothèse (Pa,bs ) est équivalente à (P1,0s ).
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(ii) Soit (Γ, µ) satisfaisant (DV) et (LB) et s ∈ [1,+∞]. Alors, pour tous a ≥ 1 et
b ∈ N, il existe b′ ∈ N tel que l’hypothèse (Pa,bs ) est équivalente à (P1,b′s ).
La conjonction des inégalités de Poincaré et de (DV) implique en particulier les es-
timations supérieures gaussiennes du noyau de Markov comme l’ont montré Coulhon et
Grigor’yan (cf [CG98, Proposition 2.3]). En même temps, Delmotte a montré dans [Del99]
que l’inégalité de Poincaré L2 était liée à la conjonctions des estimations supérieures et
inférieures du noyau de Markov :
Théorème 2.4.4. Soit Γ un graphe. Les assertions suivantes sont équivalentes
(i) Γ satisfait les hypothèses (LB2), (DV) et (P2),
(ii) il existe C, c > 0 telles que le noyau pl vérifie les estimations ponctuelles supérieures
et inférieures, i.e.
c
V (x,
√
l)
exp
(
−C d
2(x, y)
l
)
≤ pl−1(x, y) ≤ C
V (x,
√
l)
exp
(
−cd
2(x, y)
l
)
dès que d(x, y) < l.
Remarque 2.4.5. En réalité, Delmotte a montré dans [Del99] que (i) et (ii) sont aussi
équivalentes à une inégalité de Harnack parabolique.
Il a aussi donné des estimations sur le noyau du semi-groupe engendré par ∆ similaires
à celles trouvées dans [Pan93].
La deuxième hypothèse est une borne Lp uniforme sur les opérateurs
√
l∇P l.
Définition 2.4.6. Soit p ∈ [1,+∞]. On dit que le graphe pondéré (Γ, µ) vérifie (GGp) si
‖∇P lf‖Lp ≤ Cp√
l
‖f‖Lp ∀l ∈ N∗, ∀f ∈ Lp(Γ). (GGp)
Remarque 2.4.7. Notons que les hypothèses (P1) et (GG∞) sont satisfaites dès lors que
Γ est le graphe de Cayley d’un groupe de type fini. En effet l’hypothèse (P1) est prouvée
dans [HK00, Proposition 12.3] et (GG∞) est une conséquence des estimations
∇xpl(x, y) .
(
1
lV (x,
√
l)V (y,
√
l)
) 1
2
exp
(
−cd
2(x, y)
l
)
prouvées dans [HSC93, Theorem 5.1] (dans le cas d’une croissance polynomiale du vo-
lume).
Néanmoins, ces hypothèses ne sont pas vérifiées en toute généralité. Par exemple, si
d ≥ 2, le graphe Γd constitué de deux copies de Zd reliées par une arête ne vérifie pas
(Ps) pour s ≤ d.
De plus l’hypothèse (GGp) n’est pas vérifiée pour Γ2 si p > 2. En effet, supposons par
l’absurde que (GGq) est vérifiée sur Γ2 pour un q > 2. On peut vérifier aussi que, comme
q > 2, (Pq) est aussi satisfaite. L’argument de Bernicot, Coulhon et Frey [BCF14, Theo-
rem 1.1] montre que, dans un espace de Dirichlet doublant muni d’un carré au champ,
la combinaison de (GGq) et (Pq) implique la majoration et la minoration gaussienne
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du noyau du semi-groupe de la chaleur. Cet argument doit pouvoir s’adapter au cas des
graphes, ce qui entraîne
1
V (x,
√
k)
e−C
d2(x,y)
k . pΓ2k−1(x, y) .
1
V (x,
√
k)
e−c
d2(x,y)
k ∀k ∈ N∗, ∀x, y ∈ Γ. (2.11)
Par le Théorème 2.4.4, (2.11) implique que (P2) est vraie sur Γ2, ce qui est faux.
Remarque 2.4.8. Dungey a prouvé dans [Dun08] que (GGp) était vérifiée dès lors que
p ∈ (1, 2] et Γ vérifie (LB) et (LDV). Nous retrouverons ce résultat dans le Corollaire
2.5.4 plus bas.
2.5 Résultats sur la continuité Lp des fonctionnelles
de Littlewood-Paley
Pour tout β > 0, toute fonction f sur Γ et tout sommet x ∈ Γ, définissons la fonc-
tionnelle
gdβf(x) =
∑
l≥1
l2β−1
∣∣∣(I − P )βP l−1f(x)∣∣∣2
 12 .
De même, pour tout β > −1
2
, toute fonction f sur Γ et tout sommet x ∈ Γ, on définit
g˜dβf(x) =
∑
l≥1
l2β
∣∣∣∇(I − P )βP l−1f(x)∣∣∣2

1
2
.
Théorème 2.5.1. Soit (Γ, µ) un graphe pondéré satisfaisant (DV), (LB) et (DUE).
Alors :
1. pour tout β > 0, gdβ est de type (1, 1) faible, ce qui signifie qu’il existe C > 0 telle
que, pour tout λ > 0,
m
({
x ∈ Γ; gdβf(x) > λ
})
≤ C
λ
‖f‖L1(Γ) ,
et (fortement) continue sur Lp(Γ) pour tout 1 < p < +∞, i.e. il existe une constante
C > 0 telle que
‖gdβf‖Lp ≤ C‖f‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ).
2. Pour tout β > −1
2
, g˜dβ est de type (1, 1) faible, et fortement continue sur L
p(Γ) pour
tout 1 < p ≤ 2. Si (Γ, µ) satisfait en plus (P2) et (GGq) pour un q > 2, alors g˜β est
fortement continue sur Lp(Γ) pour tout p ∈ (2, q).
3. Pour tout 1 < p < +∞,
‖f‖Lp ≤ C‖gdβf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ),
pour tout 2 ≤ p < +∞
‖f‖Lp ≤ C‖g˜dβf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ)
et si (P2) et (GGq) sont satisfaites pour un q > 2, alors pour tout p ∈ (q′, 2) (avec
1
q′
+ 1
q
= 1),
‖f‖Lp ≤ C‖g˜dβf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ).
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Remarque 2.5.2. L’intervalle β > −1
2
pour la continuité Lp de g˜dβ est lié à la présence de
∇ dans la définition de g˜dβ. Pour s’en convaincre, remarquons que l’égalité (2.6) implique
que l’on a, pour tout f ∈ L2(Γ), ‖g˜dβf‖L2 = ‖gdβ+ 1
2
f‖L2.
Notre second résultat porte sur la continuité Lp de la fonctionnelle g˜d0 sous des hypo-
thèses très faibles sur Γ :
Théorème 2.5.3. Soit (Γ, µ) un graphe satisfaisant (LB) et (LDV). Alors g˜d0 est bornée
sur Lp pour tout p ∈ (1, 2].
Corollaire 2.5.4. Soit (Γ, µ) un graphe satisfaisant (LB) et (LDV). Alors (GGp), c’est-
à-dire
‖∇P l−1f‖Lp . 1√
l
‖f‖Lp ∀l ∈ N∗
est vérifiée pour tout p ∈ (1, 2].
Remarque 2.5.5. 1. La continuité Lp de gd1 a été prouvée dans [BR09, Theorem
1.16]. Le Théorème 2.5.1 étend ce résultat à une version fractionnaire de gd1. De
plus, nous prouvons une continuité similaire pour g˜dβ et établissons les inégalités
réciproques.
2. La continuité Lp de gdβ peut être déduite des résultats de [ALM14]. En effet, comme
g1 est continue sur L
p pour tout p ∈ (1,+∞) par [BR09, Theorem 1.16], [ALM14,
Theorem 3.1] entraîne que P est un opérateur de R-Ritt, et le fait que gdβ est conti-
nue sur Lp pour tout p ∈ (1,+∞) est alors une conséquence de [ALM14, Theorem
3.3]. Cependant, ces arguments ne montrent pas que gdβ est de type (1, 1) faible. De
plus, ils ne donnent aucun résultat concernant g˜dβ.
2.6 Théorèmes sur les opérateurs de Calderón-
Zygmund “sans noyau” et leurs conséquences.
Nous allons commencer par nous intéresser à la preuve du Théorème 2.5.1. La preuve
s’inspire de celle de [BR09, Theorem 1.16].
Un opérateur sous-linéaire T est dit de type (p, p) faible s’il existe C > 0 tel que pour
tout λ > 0 et toute fonction f ∈ Lp,
m ({x ∈ Γ; |Tf(x)| > λ}) ≤ C
λp
‖f‖pLp(Γ) .
Pour monter la continuité Lp des opérateurs gdβ et g˜
d
β, nous allons utiliser les théo-
rèmes suivants, qui portent sur la continuité Lp d’opérateurs de Calderón-Zygmund “sans
noyaux” ([BR09, Theorems 1.14 et 1.17] et [Aus07, Theorems 1.1 et 1.2]).
Le premier théorème concerne le cas p < 2. Il est dû à Blunck et Kunstmann (cf
[BK03, Theorem 1.1]) généralisant un travail plus ancien de Duong et Mc Intosh (cf
[DMI99, Theorem 1]).
Théorème 2.6.1. Soit p0 ∈ [1, 2). Supposons que Γ satisfasse la propriété de doublement
(DV) et prenons T un opérateur sous-linéaire continu sur L2(Γ).
Pour chaque boule B, soit AB un opérateur linéaire agissant sur L
2(Γ).
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Supposons encore que pour tout j ≥ 1, il existe ϕ(j) > 0 tel que, pour toute boule
B ⊂ Γ et toute fonction f à support dans B, on ait
1
V (2j+1B)
1
2
‖T (I −AB)f‖L2(Cj (B)) ≤ ϕ(j)
1
V (B)
1
p0
‖f‖Lp0 (2.12)
pour tout j ≥ 2 et
1
V (2j+1B)
1
2
‖ABf‖L2(Cj(B)) ≤ ϕ(j)
1
V (B)
1
p0
‖f‖Lp0 . (2.13)
pour tout j ≥ 1.
Si
∑
j≥1
ϕ(j)2jd < +∞, avec un d vérifiant (2.7), alors T est de type (p0, p0) faible, et
donc continu sur Lp pour tout p ∈ (p0, 2].
Le deuxième résultat traite le cas p > 2. Il est dû à Auscher, Coulhon, Duong et
Hofmann (cf [ACDH04, Theorem 2.1]).
Théorème 2.6.2. Soit p0 ∈ (2,+∞]. Supposons que Γ satisfasse la propriété de double-
ment (DV) et que T soit un opérateur sous-linéaire continu sur L2(Γ).
Pour chaque boule B, soit AB un opérateur linéaire agissant sur L
2(Γ).
Supposons ensuite qu’il existe une constante C > 0 telle que, pour toute fonction
f ∈ L2(Γ), tout x ∈ Γ et toute boule B 3 x, on ait
1
V (B)
1
2
‖T (I −AB)f‖L2(B) ≤ C
(
M|f |2(x)
) 1
2 (2.14)
et
1
V (B)
1
p0
‖TABf‖Lp0 (B) ≤ C
(
M|Tf |2(x)
) 1
2 . (2.15)
Alors, pour tout p ∈ (2, p0), T est continu sur Lp(Γ).
Lorsque l’on suppose les estimations gaussiennes ponctuelles (UE), on choisit I−AB =
(I−P r2)M avec r le rayon de la boule B etM ∈ N∗ fixé. On va vérifier que les hypothèses
des théorèmes 2.6.1 et 2.6.2 sont satisfaites avec T = gdβ et T = g˜
d
β.
(a) L’estimation (2.13) est alors une conséquence des estimations (GT2).
(b) Les estimations (2.12) et (2.14) sont obtenues en utilisant judicieusement les estima-
tions (GT2) (pour gdβ) et (GGT2) (pour g˜
d
β). La principale difficulté, que n’avaient
pas rencontrée Badr et Russ dans [BR09], est la présence d’une puissance non entière
du laplacien dans la définition de gdβ et g˜
d
β lorsque β /∈ N. On surmonte ce problème
en travaillant sur les espaces de suites pour pouvoir obtenir des inégalités de Hölder
inverses (voir paragraphe 2.7).
(c) L’estimation (2.15) pour gdβ est basée sur les estimations ponctuelles gaussiennes
(UE). En particulier, elle n’utilise ni (P2) ni (GGq).
(d) L’estimation (2.15) pour g˜dβ nécessite les hypothèses (P2) et (GGq) pour un q > p0.
En effet, la combinaison de (UE) et (GGq) nous permet de montrer qu’il existe
C, c > 0 tels que pour toute boule B de rayon r, tout j ∈ N∗ et toute fonction f à
support dans Cj(B), on a
1
V (B)
1
p
‖∇P 2r2f‖Lp(B) ≤ Ce
−c4j
k
1
V (2jB)
‖f‖L2(Cj(B).
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C’est une estimation L2-Lp, qui présente des similitudes avec l’estimation L1-L2
(GGT2) utilisée dans le cas p < 2.
On conclut la preuve de (2.15) en utilisant l’inégalité de Poincaré (P2).
Nous pouvons constater que la méthode repose de manière importante sur les es-
timations (GT2) et (GGT2). La plus grande difficulté vient de (GGT2) qui généralise
l’estimation suivante de [Rus00, Lemma 7] établissant :
∑
y∈B
|∇ypl(y, x)|2ec
d2(x,y)
l m(y) ≤ C
lV (x,
√
l)
∀l ∈ N∗, ∀x ∈ Γ
pour un c > 0 suffisamment petit. Pour la preuve de (GGT2), on procède par intégration
par parties et on utilise les estimations ponctuelles sur les différences “temporelles” du
noyau données par le Théorème 2.3.7.
Pour montrer les inégalités inverses, nous avons montré que si (Γ, µ) satisfait (LB), il
existe une fonctionnelle hdβ telle que
(i) pour tout β > 0,
‖g˜dβ− 1
2
f‖L2 = ‖gdβf‖L2 ' ‖hdβf‖L2 ∀f ∈ L2(Γ),
(ii) hβ est une isométrie sur L2, c’est à dire, pour toute f ∈ L2(Γ),
‖hβf‖L2(Γ) = ‖f‖L2(Γ).
Les estimations inférieures se déduisent alors des estimations supérieures par dualité.
2.7 Inégalités de Hölder inverses pour les suites
Soit (λl)l≥1 une suite positive. Il est immédiat de vérifier que l’inégalité suivante∑
l∈N∗
λl|ul|2
 12 ≤ ∑
l∈N∗
λl|ul| ∀(ul)l ∈ RN∗
est satisfaite si et seulement si λl ≥ 1 pour tout l ≥ 1.
Par conséquent, si M > 0, l’inégalité∑
l∈N∗
1
l
|ul|2
 12 ≤M 12 ∑
l∈N∗
1
l
|ul| < +∞
n’est satisfaite que sur un sous-ensemble EM strictement inclus dans l’espace des suites
(ul)l≥1 telles que
∑
l∈N∗
1
l
|ul| < +∞.
Par exemple, on veut établir (2.12) pour l’opérateur gd1
2
et I − AB = (I − P r2), où r
est le rayon de la boule B. L’inégalité de Minkowski généralisée entraîne que, si f est à
support dans B,
‖g 1
2
(I − P r2)f‖L2(Cj(B)) ≤
∞∑
k=0
ak
∑
l≥1
‖(I − P )P k+l−1(I − P r2)f‖2L2(Cj(B))

1
2
,
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où
∑
akz
k est la série de Taylor de la fonction (1− z)− 12 . En utilisant (DV) et les estima-
tions (GT2), on en déduit que
1
V (2jB)
1
2
‖g 1
2
(I − P r2)f‖L2(Cj (B)) .
‖f‖L1
V (2jB)
∞∑
k=0
ak
∑
l≥1
r2 sup
s∈[0,r2]
exp(−c
4jr2
l+k+s
)
(l + k + s)2

2

1
2
(2.16)
La majoration
∑
l≥1
r2 sup
s∈[0,r2]
exp(−c
4jr2
l+k+s
)
(l + k + s)2

2

1
2
≤∑
l≥1
r2 sup
s∈[0,r2]
exp(−c
4jr2
l+k+s
)
(l + k + s)2

n’est pas assez fine pour nous donner l’estimation souhaitée. Nous avons donc montré
que l’ensemble des suites
A = {(uk,dl )l∈N∗ , d > 0, k ∈ N, r ∈ N}
où
ak,dl = l
1
2 sup
s∈[0,r2]
exp
(
− dr2
l+k+s
)
(l + k + s)2

est inclus dans un EM pour un M assez grand.
Par conséquent, nous avons la majoration
∑
l≥1
r2 sup
s∈[0,r2]
exp(−c
4jr2
l+k+s
)
(l + k + s)2

2

1
2
≤M∑
l≥1
r2√
l
sup
s∈[0,r2]
exp(−c
4jr2
l+k+s
)
(l + k + s)2
 ,
et donc (2.16) devient
1
V (2jB)
1
2
‖g 1
2
(I − P r2)‖L2(Cj (B)) .
‖f‖L1
V (2jB)
∞∑
k=0
ak
∑
l≥1
r2√
l
sup
s∈[0,r2]
exp(−c
4jr2
l+k+s
)
(l + k + s)2

.
‖f‖L1
V (2jB)
∞∑
m=0
r2 sup
s∈[0,r2]
exp(−c
4jr2
m+s
)
(m+ s)2

m−1∑
k≥0
ak√
m− k .
(2.17)
On remarque ensuite que ak ' (k + 1)− 12 (cf Lemma A.6.1) puis en utilisant les sommes
de Riemann (cf p. 81)
m−1∑
k≥0
ak√
m− k .
∫ 1
0
t−
1
2 (1− t)− 12dt < +∞.
La majoration (2.17) nous donne alors
1
V (2jB)
1
2
‖g 1
2
(I − P r2)‖L2(Cj(B)) .
‖f‖L1
V (2jB)
∞∑
m=0
r2 sup
s∈[0,r2]
exp(−c
4jr2
m+s
)
(m+ s)2
 ,
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qui s’estime par 4
−j
V (2jB)
‖f‖L1 (cf p. 81 pour le calcul).
Pour montrer que A ⊂ EM pour un M assez grand, nous avons exhibé un ensemble
E˜M inclus dans EM , qui est stable par le “shift” à gauche (généralisé) et par passage à
la borne supérieure, pour pouvoir nous restreindre à montrer que
A0 = {(vdl )l∈N∗ , d > 0}
où
vdl = l
− 3
2 exp
(
−d
l
)
est inclus dans un E˜M pour un M assez grand.
2.8 Méthode de Stein pour la continuité de g˜0
Dans ce paragraphe, nous présentons l’idée de la preuve de la continuité Lp de g˜0.
Par analogie, nous expliquerons d’abord la démarche dans le cadre de Rd, puis nous
présenterons les difficultés particulières aux graphes.
La méthode de Stein consiste à remarquer que l’on a si q > 1 et f > 0 est une fonction
régulière définie sur Rd, on a (cf [Ste70b, Chapter 2, Paragraph 2, Lemma 2])
q(q − 1)f q−2|∇f |2 = −qf q−1∆f +∆(f q),
et donc
q(q − 1)|∇f |2 = −qf∆f + f 2−q∆(f q).
Ainsi, si ut(x) = u(t, x) est défini sur R∗+ ×Rd, on a
q(q − 1)|∇ut|2 = −qut[∂t +∆]ut + (ut)2−q[∂t +∆](uqt )
et donc si ut(x) = e−t∆f est solution de l’équation de la chaleur, alors ∂tu +∆u = 0, et
on obtient
q(q − 1)|∇ut|2 = u2−qt [∂t +∆](uqt ) := Nq(ut) (2.18)
Ensuite, on peut montrer (cf [CDL03, Theorem 1.2], basé sur la preuve de [Ste70b,
Chapter 2, Paragraph 2, Theorem 2]), que
g˜0f :=
(∫ ∞
0
|∇e−t∆f |2dt
) 1
2
'
(∫ ∞
0
Nq(e−t∆f)dt
) 1
2
est continue sur Lq(G).
Remarque 2.8.1. La méthode ne s’adapte pas pour montrer la continuité de g˜β pour
β 6= 0.
Nous allons présenter ici un calcul similaire à celui de [Ste70b, Chapter 2, Paragraph
2, Theorem 2] (et nouveau) qui va nous donner le résultat suivant :
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Proposition 2.8.2. Pour tout q ∈ (1, 2], il existe C > 0 tel que pour tout E ⊂ Rd et
toute fonction positive f ∈ S(Rd), on a
‖∇e−t∆f‖Lq(E) ≤ C‖e−t∆f‖1−
q
2
Lq(E)‖∆e−t∆f‖
1
2
Lq‖e−t∆f‖
q−1
2
Lq ∀t > 0.
Corollaire 2.8.3. Pour tout q ∈ (1, 2), il existe C, c > 0 tels que pour tous E,F ⊂ Rd
et toute fonction f à support dans F , on a
‖∇e−t∆f‖Lq(E) ≤ C
t
exp
(
−cd(E,F )
2
t
)
‖f‖Lq(F ) ∀t > 0.
Remarque 2.8.4. Le plus simple pour prouver le Corollaire 2.8.3 d’utiliser l’expres-
sion explicite du noyau de la chaleur dans Rd donnée en (1.1). La démarche (montrer
le Corollaire 2.8.3 à l’aide de la Proposition 2.8.2) utilisant le pseudo-gradient Nq est
néanmoins susceptible de se généraliser à des contextes non euclidien. L’important est de
remarquer que, par la Proposition 2.8.2, on peut déduire des estimations de type Gaffney
Lp, p ∈ (1, 2) sur le gradient du semigroupe dès lors que l’on en a sur le semi-groupe lui
même.
Démonstration: (Corollaire)
D’abord, remarquons que l’on peut supposer sans perte de généralité que f est positive
(en écrivant f = f+ − f−) et dans S(Rd) (par densité de S(Rd) dans Lp(Rd), p ∈ (1, 2]).
La démonstration du corollaire est alors une conséquence immédiate de la proposition et
les estimations de Gaffney (1.14) sur le semi-groupe e−t∆ (qui peuvent être déduites de
l’expression du noyau de la chaleur ht donnée en (1.1)). 
Démonstration: (Proposition)
Notons ut pour e−t∆f . L’égalité (2.18) implique
‖∇ut‖qLq(E) .
∫
E
[Nq(ut)(x)]
q
2 dx
=
∫
E
[ut(x)]
q(2−q)
2 [(∂t +∆)[u
q
t ](x)]
q
2 dx
≤
(∫
E
[ut(x)]
qp(2−q)
2 dx
) 1
p
(∫
E
[(∂t +∆)[u
q
t ](x)]
qp′
2 dx
) 1
p′
où la dernière ligne est une conséquence de l’inégalité de Hölder (et du fait que (∂t +
∆)[uqt ](x) ≥ 0 pour tout x ∈ Γ, t > 0). On choisit p′ tel que qp
′
2
= 1. On a alors p′ = 2
q
,
1
p
= 1− q
2
et p = 2
2−q . D’où
‖∇ut‖qLq(E) . ‖ut‖
q(1− q
2
)
Lq(E)
(∫
E
(∂t +∆)[u
q
t ](x)dx
) q
2
. (2.19)
Il nous reste à estimer
∫
E(∂t +∆)[u
q
t ](x)dx. Comme (∂t +∆)[u
q
t ] ≥ 0, il vient∫
E
(∂t +∆)u
q
t (x)dx ≤
∫
Rd
(∂t +∆)u
q
t (x)dx
=
∫
Rd
∂tu
q
t (x)dx
= q
∫
Rd
uq−1t (x)∂tut(x)dx.
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Précisons que la deuxième ligne provient du fait que
∫
G∆hdx = 0 dès lors que ∆h est
intégrable, ce qui est le cas car h = uqt ∈ S(Rd) dès lors que t > 0. Ceci nous donne, en
utilisant l’inégalité de Hölder,∫
E
(∂t +∆)u
q
t (x)dx ≤ ‖ut‖q−1Lq ‖∂tut‖Lq . (2.20)
La combinaison de (2.19) et (2.20) conclut la preuve de la proposition. 
Un pseudo-gradient Nq a été utilisé pour montrer la continuité Lq (q ∈ (1, 2]) des fonc-
tionnelles de Littlewood-Paley verticales dans des contextes différents du cadre euclidien (
cf [CDL03], [Dun08] ou encore le Théorème 2.2.8 de ce mémoire). Dans [CDL03, Theorem
1.2], Coulhon, Duong et Li ont montré la continuité de g˜0 (cas des variété riemanniennes).
Dungey ([Dun08, Theorem 1.1]) a quant à lui prouvé la continuité Lq, q ∈ (1, 2], de la
fonctionnelle g˜0 (faisant intervenir le semi-groupe engendré par le laplacien discret) dans
le cas des graphes. Le Théorème 2.2.8 prouvé dans ce mémoire énonce la continuité de la
fonctionnelle g˜d0 lorsque l’espace est un graphe.
Pour montrer le Théorème 2.2.8, nous avons utilisé le pseudo-gradient suivant
Nq(ul) = u
2−q
l [∂l +∆](u
q
l ) (2.21)
où ul = P lf et ∂lvl = vl+1 − vl.
La principale difficulté revient alors à montrer la majoration de |∇ul|2 par Nq(ul), ou
plus exactement la majoration
|∇ul(x)|2 .
∑
y∼x
Nq(ul)(y). (2.22)
Chaque discrétisation (en temps et en espace) apporte une difficulté supplémentaire,
traitée grâce à la formule de Taylor avec reste intégral et un argument de convexité.
Comme corollaire, nous avons alors le résultat suivant :
Proposition 2.8.5. Soit (Γ, µ) un graphe. Alors pour tout q ∈ (1, 2], il existe C > 0 tel
que pour tout E,F ⊂ Γ et toute fonction positive f ∈ L∞(Γ) à support dans F , on a
‖∇P kf‖Lq(E) ≤ C‖P kf‖1−
q
2
Lq(E)‖∆P kf‖
1
2
Lq‖P kf‖
q−1
2
Lq ∀t > 0.
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Chapitre 3
Espaces de Hardy sur les graphes et
transformée de Riesz
Dans ce chapitre, nous allons présenter les résultats obtenus dans [Fen14] et [Fen15c]
(rappelés dans les chapitres C et D).
Contrairement aux deux articles que nous avons présentés de manière différente, nous
allons ici rassembler les deux approches que nous avons développées sur les espaces de
Hardy. À cause de cela, nous allons énoncer des résultats plus généraux que ceux de
[Fen14], mais les preuves de [Fen14] s’adaptent sans aucune difficulté.
Nous donnons dans ce chapitre la version discrète de résultats dans [AMR08] et
[HLM+11].
3.1 Quasidistances
On définit d’abord la notion de quasidistance sur un graphe.
Définition 3.1.1. Une quasidistance sur le graphe (Γ, µ) est une application ρ : Γ2 → N
vérifiant :
(i) la propriété de symétrie : pour tous x, y ∈ Γ, ρ(x, y) = ρ(y, x),
(ii) la propriété de séparation des points : ρ(x, y) = 0⇔ x = y,
(iii) pour tous x, y ∈ Γ tels que x ∼ y, x 6= y, on a ρ(x, y) = 1,
(iv) la quasi-inégalité triangulaire : il existe C > 0 telle que pour tous x, y, z ∈ Γ,
ρ(x, y) ≤ C[ρ(x, z) + ρ(z, y)]. (3.1)
La plus petite valeur C pour laquelle (3.1) est vérifiée (qui existe bien) est nommée Cρ.
On définit ensuite les boules Bρ(x, k) par
Bρ(x, k) = {y ∈ Γ, ρ(x, y) < k}
puis les poids Vρ(x, k) des boules Bρ(x, k) par
Vρ(x, k) = m(Bρ(x, k)) =
∑
x∈B(x,k)
m(x).
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L’indexation par ρ va être supprimée par la suite et ne sera rappelée que lorsque l’on
manipulera plusieurs quasidistances différentes.
On définit ensuite les anneaux Cj(x, k) par
Cj(x, k) = {y ∈ Γ, ρ(x, y) ∈ [Cρ2jk, Cρ2j+1k)}
si j ∈ N∗ et C0(x, k) par C0(x, k) = {y ∈ Γ, ρ(x, y) < 2Cρk)}.
Dans ce contexte, on rappelle l’hypothèse de doublement :
Définition 3.1.2. Le graphe (Γ, µ, ρ) satisfait (DVρ) si
Vρ(x, 2k) . Vρ(x, k) ∀x ∈ Γ, ∀k ∈ N∗. (DVρ)
Remarque 3.1.3. La propriété de doublement implique, comme avec la distance usuelle,
l’existence de d ∈ R∗+ tel que
V (x, λk) . λdV (x, k) ∀x ∈ Γ, ∀λ, r ∈ N∗. (3.2)
La borne inférieure des d vérifiant (3.2) est notée d0.
Remarque 3.1.4. Dans ces espaces mesurés (Γ, µ, ρ), la fonction maximale de Hardy-
Littlewood est toujours continue sur Lp(Γ) et de type (1, 1) faible ([CW77, Theorem 3.5]).
De plus, nous conservons un lemme de recouvrement “M.r” (où la constante M vaut
5 lorsque Cρ = 1) ([CW77, Theorem 3.1]) et la décomposition de Whitney ([CW77,
Theorem 3.2], voir aussi [MMMM13, Theorem 4.21]).
3.2 Espaces de tentes
Les espaces de tentes sont des espaces de fonctions définies sur X × R∗+, où l’espace
métrique mesuré X représente “l’espace” et R∗+ est “le temps”. Ces espaces sont en par-
ticulier bien adaptés à l’étude, par exemple, de fonctions maximales et de fonctionnelles
quadratiques. Ainsi (voir paragraphe 1.2.1), ils apparaissent naturellement pour l’étude
des espaces de Hardy.
Les espaces de tentes dans le cadre euclidien X = Rd ont été introduits et étudiés
par Coifman, Meyer et Stein dans [CMS85]. Néanmoins, les méthodes employées dans
[CMS85] peuvent être généralisées au cadre des espaces de type homogène (cf [Rus07]).
Dans ce paragraphe, nous présentons les espaces de tentes sur les graphes (Γ, µ, ρ).
Nous allons aussi énoncer le résultat sur la décomposition atomique de ces espaces établi
par l’auteur dans [Fen15c]. Les différences par rapport à [Rus07] sont que la droite du
“temps” est discrétisée et devient N∗, et que l’on considère une quasidistance et non plus
une distance.
Définition 3.2.1. On introduit les sous-ensembles de Γ× N∗ suivants. Si x ∈ Γ,
γ(x) := {(y, k) ∈ Γ× N∗, ρ(x, y) < k}
est le cône de sommet x.
Si F ⊂ Γ,
R(F ) = ⋃
x∈F
γ(x) = {(y, k) ∈ Γ×N∗, ρ(y, E) < k},
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et si O ⊂ Γ,
T (O) = {(y, k) ∈ Γ×N∗, ρ(y, Oc) ≥ k}.
On définit ensuite les fonctionnelles A et C envoyant des fonctions sur Γ × N∗ vers des
fonctions sur Γ par
Af(x) =
 ∑
(y,k)∈γ(x)
m(y)
kV (x, k)
|f(y, k)|2

1
2
et
Cf(x) = sup
x∈B
 1
V (B)
∑
(y,k)∈T (B)
m(y)
k
|f(y, k)|2

1
2
.
Pour tout p ∈ [1,+∞), l’espace de tentes T p(Γ) est l’espace des fonctions f sur Γ× N∗
telles que Af ∈ Lp(Γ). De plus, l’espace de tentes T∞(Γ) est l’espace des fonctions f sur
Γ × N∗ telles que Cf ∈ L∞(Γ). L’espace T p(Γ) est muni de la norme ‖f‖T p = ‖Af‖Lp
(ou ‖f‖T∞ = ‖Cf‖L∞ lorsque p =∞).
Remarque 3.2.2. Nous avons l’égalité des ensembles suivante
R(Oc) = (T (O))c .
Définition 3.2.3. Une fonction a définie sur Γ × N∗ est un T 1-atome s’il existe une
boule B ⊂ Γ telle que
(i) a est à support dans T (B),
(ii)
∑
(y,k)∈T (B)
m(y)
k
|a(y, k)|2 ≤ 1
V (B)
.
Lemme 3.2.4. Il existe une constante C > 0 telle que, pour tout T 1-atome a, on a
‖a‖T 1 ≤ C.
Nous avons alors la dualité des espaces T 1(Γ) et T∞(Γ), ainsi que la décomposition
atomique de l’espace T 1(Γ).
Théorème 3.2.5. (i) L’inégalité suivante est vérifiée dès lors que f ∈ T 1(Γ) et g ∈
T∞(Γ) : ∑
(y,k)∈Γ×N∗
m(y)
k
|f(y, k)g(y, k)| .∑
x∈Γ
Af(x)Cf(x)m(x).
(ii) Le crochet de dualité
〈f, g〉 = ∑
(y,k)∈Γ×N∗
m(y)
k
f(y, k)g(y, k)
définit un isomorphisme entre T∞(Γ) et (T 1(Γ))∗.
(iii) Chaque fonction f ∈ T 1(Γ) peut être écrite comme f = ∑ λjaj où les aj sont des
T 1-atomes, λj ∈ R et ∑ |λj| . ‖f‖T 1.
(iv) De plus, si f ∈ T 1(Γ) ∩ T 2(Γ), la décomposition atomique peut être choisie conver-
gente dans T 2(Γ).
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3.3 1-formes différentielles sur les graphes
On définit pour tout x ∈ Γ, l’ensemble Tx = {(x, y) ∈ Γ2, y ∼ x} qui joue le rôle de
l’espace tangent à Γ en x et puis,
TΓ =
⋃
x∈Γ
Tx = {(x, y) ∈ Γ2, y ∼ x}.
En particulier, TΓ va être pour nous le fibré tangent de Γ.
Définition 3.3.1. Si x ∈ Γ, on définit, pour toute fonction Fx définie sur Tx la norme
|Fx|Tx =
(
1
2
∑
y∼x
p(x, y)m(y)|Fx(x, y)|2
) 1
2
.
De plus, la fonction F : TΓ → R appartient Lp(TΓ) si
(i) F est antisymétrique, c’est-à-dire F (x, y) = −F (y, x) pour tout x ∼ y,
(ii) ‖F‖Lp(TΓ) := ‖x 7→ |F (x, .)|Tx‖Lp(Γ) < +∞.
L’espace de Hilbert L2(TΓ) est muni du produit scalaire 〈, 〉 défini comme
〈F,G〉 = 1
2
∑
x,y∈Γ
p(x, y)F (x, y)G(x, y)m(x)m(y).
Remarque 3.3.2. Une fonction antisymétrique sur TΓ sera appelée une 1-forme diffé-
rentielle, ou forme différentielle d’ordre 1.
Définition 3.3.3. Soient f et F deux fonctions sur respectivement Γ et TΓ . On définit
les opérateurs d (envoyant les fonctions sur les 1-formes) et d∗ (envoyant les 1-formes
sur les fonctions) par
df(x, y) := f(x)− f(y) ∀(x, y) ∈ TΓ
et
d∗F (x) :=
∑
y∼x
p(x, y)F (x, y)m(y) ∀x ∈ Γ.
Remarque 3.3.4. On vérifie facilement que d∗d = ∆ et |df(x, .)|Tx = ∇f(x). En parti-
culier, la norme (ou longueur) de d est égal à la longueur du gradient ∇. Nous appellerons
l’opérateur d la différentielle.
Comme suggéré par la notation, d∗ est l’adjoint de d, c’est-à-dire
Proposition 3.3.5. Pour tout f ∈ L2(Γ) et G ∈ L2(TΓ), on a
〈df,G〉L2(TΓ) = 〈f, d∗G〉L2(Γ) . (3.3)
Nous introduisons à présent un sous-espace de L2(TΓ), appelé H2(TΓ), défini comme
l’adhérence dans L2(TΓ) de
E2(TΓ) := {F ∈ L2(TΓ), ∃f ∈ L2(Γ) : F = df}. (3.4)
Remarquons que d∆−1d∗ = IdE2(TΓ). L’opérateur d∆
−1d∗ peut donc être étendu en un
opérateur borné sur H2(TΓ) et
d∆−1d∗ = IdH2(TΓ). (3.5)
Plus précisément, nous avons le résultat suivant
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Proposition 3.3.6. Pour tout p ∈ [1,+∞], l’opérateur d∗ est continu de Lp(TΓ) dans
Lp(Γ).
La transformée de Riesz d∆−
1
2 est une isométrie de L2(Γ) dans H2(TΓ), et son adjoint
∆−
1
2d∗ est donc une isométrie de H2(TΓ) dans L2(Γ).
3.4 Estimations de Gaffney et leurs conséquences
Les estimations de Gaffney sont des estimations L2-L2 (ou plus généralement Lp-Lp)
hors diagonale, c’est-à-dire que si f est à support dans F , la norme L2(E) de P lf décroit
avec un facteur exponentiel en ρ(E,F ). Plus précisément :
Définition 3.4.1. On dit que (Γ, µ, ρ) satisfait les estimations de Gaffney (GUEρ) s’il
existe C, c > 0 et η ∈ (0, 1] tels que pour tous ensembles E,F ⊂ Γ et toute fonction f ,
on a
‖P k−1[f1lF ]‖L2(E) ≤ C exp
(
−c
[
ρ(x, y)
k
]η)
‖f‖L2 ∀k ∈ N∗. (GUEρ)
Remarque 3.4.2. Si ρ = d2, alors (Γ, µ, d2) satisfait (GUEd2) dès lors que (Γ, µ) satisfait
(LB) ou (LDV) (cf [CGZ05]).
Si (Γ, µ, ρ) vérifie (UEρ) (cf paragraphe 3.5), alors il vérifie (GUEρ).
Enfin notons que si ρ1 . ρ2, alors (GUEρ2) implique (GUEρ1).
Les estimations de Gaffney sur (P k)k∈N∗ se “transmettent” alors à d’autres familles
d’opérateurs, comme en particulier la résolvante (cf [Fen14, Proposition 2.6].
Proposition 3.4.3. Supposons que le graphe (Γ, µ, ρ) vérifie (GUEρ) et (LB). Alors
1. pour tout j ∈ N∗, il existe cj > 0 tel que pour tous E,F ⊂ Γ,
‖(k∆)jP k−1[f1lF ]‖L2(E) . exp
(
−cj
[
ρ(x, y)
k
]η)
‖f‖L2 ∀k ∈ N∗,
2. pour tout m ∈ N, il existe cm > 0 tel que pour tous E,F ⊂ Γ,
‖(I + s∆)−m[f1lF ]‖L2(E) . exp
−cm
[
ρ(x, y)
s
]η
2
 ‖f‖L2 ∀s ∈ R∗+,
et
‖[I − (I + s∆)−1]m[f1lF ]‖L2(E) . exp
−cm
[
ρ(x, y)
s
] η
2
 ‖f‖L2 ∀s ∈ R∗+,
3. pour tout m ∈ N, il existe cm > 0 tel que pour tous E,F ⊂ Γ,
‖(I − P k1) . . . (I − P km)[f1lF ]‖L2(E) . exp
(
−cm
[
ρ(x, y)
k1
]η)
‖f‖L2
pour tout m-uplet (k1, . . . , km) ∈ (N∗)m tel que k1 ≤ · · · ≤ km ≤ 2k1.
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Précisons que l’exposant η apparaissant dans les estimations de cette proposition est le
même que celui apparaissant dans (GUEρ).
En combinant la Proposition 2.8.5 avec les méthodes utilisées pour montrer la propo-
sition précédente, on obtient (cf [Fen14, Corollary 2.11]) :
Proposition 3.4.4. Soit (Γ, µ, ρ) un graphe vérifiant (GUEρ) et (LB), et p ∈ (1, 2).
Alors
(i) pour tout j ∈ N∗, il existe cp,j > 0 tel que pour tous E,F ⊂ Γ,
‖∇(k∆)jP k−1[f1lF ]‖Lp(E) . exp
(
−cp,j
[
ρ(x, y)
k
]η)
‖f‖Lp ∀k ∈ N∗,
(ii) pour tout m ∈ N∗, il existe cp,m > 0 tel que pour tous E,F ⊂ Γ et tout s > 0
‖sm− 12∇∆m−1(I + s∆) 12−m[f1lF ]‖Lp(E) . exp
−cp,m
[
ρ(x, y)
s
] η
2
 ‖f‖Lp.
Dans le cas particulier où ρ = d2, alors les estimations de cette proposition sont aussi
vraies pour p = 2.
3.5 Estimations ponctuelles supérieures
Pour avoir plus de propriétés sur nos espaces de Hardy, nous allons parfois avoir besoin
de supposer des estimations ponctuelles sur le noyau de Markov.
Définition 3.5.1. On dit que (Γ, µ, ρ) satisfait les estimations ponctuelles (UEρ) s’il
existe C, c > 0 et η ∈ (0, 1] tels que pour toute fonction f , on a
pk−1(x, y) ≤ C√
V (x, k)V (y, k)
exp
(
−c
[
ρ(x, y)
k
]η)
∀k ∈ N∗, ∀x, y ∈ Γ. (UEρ)
Comme dans le le chapitre précédent, les estimations (UEρ) sont équivalentes, sous
(DVρ), à
pk−1(x, y) ≤ C
V (x, k)
exp
(
−c
[
ρ(x, y)
k
]η)
∀k ∈ N∗, ∀x, y ∈ Γ.
Ces estimations ponctuelles permettent d’avoir des estimations ponctuelles sur les
différences “en temps” de pk(x, y).
Proposition 3.5.2. Soient (Γ, µ, ρ) un graphe vérifiant (UEρ) (DVρ) et (LB), et j ∈ N.
On rappelle que D(1) est l’opérateur agissant sur les suites par D(1)uk = uk+1 − uk.
Alors il existe deux constantes Cj, cj > 0 telles que
∣∣∣D(1)jpk−1(x, y)∣∣∣ ≤ Cj
kjV (x, k)
exp
(
−cj
[
ρ(x, y)
k
]η)
∀k ∈ N∗, ∀x, y ∈ Γ.
La valeur de η dans l’inégalité précédente est égale à celle apparaissant dans (UEρ).
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3.6 Espaces BMO : définitions & résultats
Fixons x0 ∈ Γ et définissons B0 = B(x0, 1) = {x0}. Pour  > 0 et M ∈ N, pour toute
fonction φ ∈ L2(Γ) telle que φ = ∆Mϕ avec ϕ ∈ L2 à support fini, on définit
‖φ‖MM,0 := supj≥1
[
2jV (2jB0)
1
2‖ϕ‖L2(Cj(B0))
]
∈ [0,+∞].
On définit ensuite
MM,0 :=
{
φ = ∆Mϕ ∈ L2(Γ), ‖φ‖MM,0 < +∞
}
.
Définition 3.6.1. Pour tout M ∈ N, on définit les espaces de “distributions”
EM =
⋃
>0
(MM,0 )∗
et
FM =
⋂
>0
(MM,0 )∗.
Proposition 3.6.2. Soient M ∈ N, s ∈ N∗ et (s1, . . . , sM) ∈ [[s, 2s]]M .
Soit ϕ ∈ L2(B) pour une boule B ⊂ Γ. Alors les fonctions (I −P s1) . . . (I −P sM )ϕ et
(I − (I + s∆)−1)Mϕ sont dans MM,0 pour tout  ∈ (0,+∞).
Soit f ∈ EM . Il existe  > 0 tel que f ∈ (MM,0 )∗. Alors on peut définir (I−P s1) . . . (I−
P sM )f et (I − (I + s∆)−1)Mf comme des formes linéaires continues sur les fonctions
ϕ ∈ L2(Γ) à support fini par
〈(I − P s1) . . . (I − P sM )f, ϕ〉 = 〈f, (I − P s1) . . . (I − P sM )ϕ〉(MM,0 )∗,MM,0
et 〈
(I − (I + s∆)−1)Mf, ϕ
〉
=
〈
f, (I − (I + s∆)−1)Mϕ
〉
(MM,0 )∗,MM,0
.
Définition 3.6.3. Soient M ∈ N et f ∈ EM .
On dit que f appartient à BMOBZ1,M (Γ) si
‖f‖BMOBZ1,M
:= sup
s∈N∗,
(s1,...,sM )∈[[s,2s]]M ,
x∈Γ
 1
V (x, s)
∑
y∈B(x,s)
|(I − P s1) . . . (I − P sM )f(y)|2m(y)
 12
< +∞.
(3.6)
On dit que f appartient à BMOBZ2,M(Γ) si
‖f‖BMOBZ2,M := sup
s∈N∗,
x∈Γ
 1
V (x, s)
∑
y∈B(x,s)
|[I − (I + s∆)−1]Mf(y)|2m(y)

1
2
< +∞. (3.7)
On a alors le résultat suivant :
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Théorème 3.6.4. Soit (Γ, µ, ρ) vérifiant (GUEρ), (DVρ) et (LB). Soit M ∈ N∗.
Alors on a l’égalité des espaces BMOBZ1,M(Γ) = BMOBZ2,M(Γ) et leurs normes sont
équivalentes.
Remarque 3.6.5. Ce résultat peut être vu comme l’analogue de [HLM+11, Lemma
6.1] ou de [HM09, Lemma 8.1]. Il établit que les espaces BMO peuvent être définis
de manière équivalente en utilisant la chaine de Markov P k (ou le semigroupe, dans
[HM09, HLM+11]) et la résolvante.
On s’attendrait à avoir l’équivalence entre BMOBZ2,M (Γ) et l’espace BMOBZ1bis,M(Γ)
des fonctions vérifiant
‖f‖BMOBZ1bis,M := sup
s∈N∗,
x∈Γ
 1
V (x, s)
∑
y∈B(x,s)
|(I − P s)Mf(y)|2m(y)

1
2
< +∞.
Néanmoins, nous ne savons pas si on a effectivement BMOBZ1,M (Γ) = BMOBZ1bis,M(Γ)
pour tout M ∈ N∗.
Notons que lorsque M ∈ {0, 1}, l’égalité BMOBZ1,M (Γ) = BMOBZ1bis,M(Γ) est immé-
diate. Il est aussi possible de montrer cette égalité pour M = 2 en utilisant la relation
2(1− a)(1− b) = (1− a)2 + (1− b)2 − (a− b)2.
De plus,
Théorème 3.6.6. Soit (Γ, µ, ρ) vérifiant (GUEρ), (DVρ) et (LB). Soit M ∈ N∗.
Alors les espaces BMOBZ,M(Γ), initialement définis comme des sous-espaces de EM ,
sont en fait inclus dans FM , i.e.
BMOBZ1,M(Γ) = BMOBZ1,M (Γ) ∩ FM = BMOBZ2,M(Γ) = BMOBZ2,M (Γ) ∩ FM .
Remarque 3.6.7. Ce résultat fait le lien entre [HLM+11] où l’espace BMO est défini
à partir de FM et [DY05b] où BMO est un sous ensemble d’un espace de distribution
assimilable à EM .
3.7 Espaces de Hardy de fonction définis par décom-
position moléculaire
On définit deux types de molécules, correspondant aux deux types d’espaces BMO
introduits dans le paragraphe précédent.
Définition 3.7.1. Soit M ∈ N∗. Quand  ∈ (0,+∞), une fonction a ∈ L2(Γ) est appelée
(BZ1,M, )-molécule s’il existe s ∈ N∗, un M-uplet (s1, . . . , sM) ∈ [[s, 2s]]M , x ∈ Γ et une
fonction b ∈ L2(Γ) tels que
(i) a = (I − P s1) . . . (I − P sM )b,
(ii) ‖b‖L2(Cj(x,s)) ≤ 2−jV (x, 2js)−
1
2 , ∀j ≥ 0.
Une fonction a ∈ L2(Γ) est appelée (BZ1,M,∞)-molécule (ou (BZ1,M)-atome) s’il
existe s ∈ N∗, un M-uplet (s1, . . . , sM) ∈ [[1,M ]]M , un sommet x ∈ Γ et une fonction
b ∈ L2(Γ) à support dans B(x, s) tels que
(i) a = (I − P s1) . . . (I − P sM )b,
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(ii) ‖b‖L2 = ‖b‖L2(B(x,s)) ≤ V (x, s)− 12 .
On dit que la (BZ1,M, )-molécule a est associée à s, au M-uplet (s1, . . . , sM) et au
sommet x quand on veut se référer aux s, (s1, . . . , sM) et x donnés par la définition.
Le second type de molécules est défini à l’aide de la résolvante :
Définition 3.7.2. SoitM ∈ N∗. Lorsque  ∈ (0,+∞), une fonction a ∈ L2(Γ) est appelée
(BZ2,M, )-molécule s’il existe s ∈ N∗, un sommet x ∈ Γ et une fonction b ∈ L2(Γ) tels
que
(i) a = [I − (I + s∆)−1]Mb,
(ii) ‖b‖L2(Cj(x,s)) ≤ 2−jV (x, 2js)−
1
2 , ∀j ≥ 0.
Une fonction a ∈ L2(Γ) est appelée (BZ2,M,∞)-molécule (ou (BZ2,M)-atome) s’il
existe s ∈ N∗, un sommet x ∈ Γ et une fonction b ∈ L2(Γ) à support dans B(x, s)
tels que
(i) a = [I − (I + s∆)−1]Mb,
(ii) ‖b‖L2 = ‖b‖L2(B(x,s)) ≤ V (x, s)− 12 .
On dit que la (BZ2,M, )-molécule a est associée à s et au sommet x quand on veut se
référer aux s et x donnés par la définition.
Comme conséquence de la Proposition 3.4.3, on a le résultat suivant
Proposition 3.7.3. Soit (Γ, µ, ρ) vérifiant (GUEρ), (DVρ) et (LB).
Si a est une molécule vérifiant la Définition 3.7.1 ou la Définition 3.7.2, alors ‖a‖L1 .
1.
Définissons maintenant les espaces de Hardy associés à ces molécules.
Définition 3.7.4. Soient M ∈ N∗ et κ ∈ {1, 2}.
Soit  ∈ (0,+∞]. On dit que f appartient à H1BZκ,M,(Γ) si f admet une (BZκ,M, )-
représentation moléculaire, c’est-à-dire s’il existe une suite (λi)i∈N ∈ `1 et une suite
(ai)i∈N de (BZκ,M, )-molécules telles que
f =
∞∑
i=0
λiai (3.8)
où la série converge simplement (point par point). L’espace est muni de la norme
‖f‖H1
BZκ,M,
= inf

∞∑
j=0
|λj|,
∞∑
j=0
λjaj , est une (BZκ,M, )-repr. mol. de f
 .
Proposition 3.7.5. Soit M ∈ N∗, κ ∈ {1, 2} et  ∈ (0,+∞]. Alors l’espace H1BZκ,M,(Γ)
est complet. De plus, H1BZκ,M,(Γ) ⊂ L1(Γ).
Démonstration: L’injection H1BZκ,M,(Γ) ⊂ L1(Γ) est une conséquence immédiate de la
Proposition 3.9.2, qui montre que, si f ∈ H1BZκ,M,(Γ), la série (3.8) converge dans L1(Γ),
et donc converge vers f dans L1(Γ). De plus, l’espace H1BZκ,M,(Γ) est complet s’il a la
propriété
∞∑
j=0
‖fj‖H1
BZκ,M,
< +∞ =⇒
∞∑
j=0
fj converge dans H1BZκ,M,(Γ).
Ceci est dans notre cas aussi une conséquence de ‖a‖L1 . 1 dès que a est une molécule.

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Remarque 3.7.6. Les molécules “BZκ” sont des molécules au sens de Bernicot et Zhao
(cf [BZ08], et donc nos espaces de Hardy sont des espaces de Hardy au sens de Bernicot
et Zhao.
Remarquons que la définition des molécules est légèrement différente de celle trou-
vée dans [AMR08], [HM09] ou [HLM+11]. Nous reviendrons sur nos choix et ferons la
comparaison avec les autres molécules dans le paragraphe 3.12.
Les espaces de Hardy introduits ici sont les préduaux des espaces BMO introduits au
paragraphe précédent.
Théorème 3.7.7. Soit (Γ, µ, ρ) vérifiant (GUEρ), (DVρ) et (LB). Soient M ∈ N∗, κ ∈
{1, 2} et  ∈ (0,+∞].
Alors l’espace dual de H1BZκ,(Γ) est BMOBZ1,M(Γ) = BMOBZ2,M (Γ).
Par conséquent l’espace H1BZκ,M,(Γ) ne dépend ni de  ni de κ. On écrira H
1
mol,M(Γ)
pour désigner l’un de ces espaces.
Si on suppose les estimations ponctuelles, on a alors le résultat supplémentaire sui-
vant :
Théorème 3.7.8. Soit (Γ, µ, ρ) vérifiant (UEρ), (DVρ) et (LB).
Si un opérateur sous-linéaire T est continu de H1mol,M(Γ) dans L
1(Γ) et sur L2(Γ),
alors il s’étend en un opérateur continu sur Lp(Γ) pour tout p ∈ (1, 2).
Démonstration: C’est une application du Theorem 5.3 dans [BZ08] pour l’espace de
Hardy H1BZ1,M,∞(Γ). 
3.8 Espaces de Hardy de fonctions définis à l’aide de
fonctionnelles quadratiques
Définition 3.8.1. On définit, pour β > 0, les fonctionnelles quadratiques Lβ sur L2(Γ)
par
Lβf(x) =
 ∑
(y,k)∈γ(x)
k2β−1
V (x, k)
|∆βP k−1f(y)|2m(y)

1
2
où on rappelle que γ(x) = {(y, k) ∈ Γ×N∗, ρ(x, y) < k}.
Remarque 3.8.2. Cette fonctionnelle est une version non tangentielle de gβ. Plus pré-
cisément, on obtient gβ lorsque l’on remplace (dans Lβ) pour chaque x ∈ Γ et k ∈ N∗ la
moyenne de |∆βP k−1f |2 sur B(x, k) par la valeur de |∆βP k−1f |2 en x.
Définition 3.8.3. L’espace E1quad,β(Γ) est défini par
E1quad,β(Γ) :=
{
f ∈ L2(Γ), ‖Lβf‖L1 < +∞
}
.
Il est muni de la norme
‖f‖H1
quad,β
:= ‖Lβf‖L1 .
Remarque 3.8.4. Notons que ‖f‖H1
quad,β
est une norme parce que le noyau de ∆ est
réduit à {0} (et ceci parce que l’ensemble Γ est infini par hypothèse). Donc, si k > β est
un entier et f ∈ L2(Γ) est telle que ∆βf = 0, alors ∆kf = ∆k−β∆βf = 0, et ainsi f = 0.
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Remarque 3.8.5. L’espace E1quad,β(Γ) peut être défini de la manière équivalente suivante
E1quad,β(Γ) :=
{
f ∈ L2(Γ),
(
[k∆]βP k−1f
)
k∈N∗ ∈ T
1(Γ)
}
avec la norme ‖f‖H1
quad,β
:= ‖[k∆]βP k−1f‖T 1. On a aussi
E1quad,β(Γ) :=
{
f ∈ L2(Γ), ∃g ∈ T 2(Γ) ∩ T 1(Γ) : f = piβ (g)
}
avec la norme ‖f‖H1
quad,β
:= inf{‖g‖T 1, f = piβ (g)} et où piβ est une application continue
de T 2 dans L2. La méthode est d’établir une formule reproduisante de Calderón ; puis
définir piβ telle que piβ([k∆]βP k−1f) = f .
Théorème 3.8.6. Soit (Γ, µ, ρ) un graphe satisfaisant (GUEρ), (DVρ) et (LB).
Pour tout β > 0, la complétion de E1quad,β(Γ) dans L
1(Γ) existe. Elle sera notée
H1quad,β(Γ).
Remarque 3.8.7. La complétion d’un espace vectoriel normé existe toujours en tant
qu’espace métrique. La conclusion du Théorème 3.8.6 (qui est une version discrète du
cas p = 1 de [AMM, Theorem 1.1]) est que cette complétion (qui a priori est un espace
métrique abstrait) peut être identifiée à un sous-espace de L1(Γ).
Il faut noter que, de façon générale, il peut arriver que, si X est un sous-espace d’un espace
de Banach Y tel que l’injection de X dans Y est continue, il n’existe pas de complétion
de X dans Y . Soit en effet Y un espace de Banach de dimension infinie, muni d’une
norme N . On définit X comme l’espace Y muni de la norme N1(y) := N(y) + |f(y)|
pour tout y ∈ Y , où f est une forme linéaire non continue sur Y . On suppose que X˜
est une complétion de X dans Y . Cela signifie que X ↪→ X˜ ↪→ Y , X est dense dans
X˜, ‖y‖
X˜
= ‖y‖N1 pour tout y ∈ X et X˜ est complet pour la norme ‖·‖X˜. Cela entraîne
que X˜ = X = Y comme ensembles, et ‖y‖
X˜
= N1(y) pour tout y ∈ X. Ainsi, Y serait
complet pour la norme N1.
L’application y 7→ y est un isomorphisme continu de (Y,N1) sur (Y,N) et (Y,N) et
(Y,N1) sont complets. D’après le théorème de l’application ouverte, la réciproque est
continue, ce qui signifie que N1 . N , donc |f(y)| . N(y) pour tout y ∈ Y , ce qui
est impossible.
3.9 Espaces de Hardy de 1-formes différentielles
Dans ce paragraphe, nous définissons des espaces de Hardy de 1-formes différentielles,
à l’aide de molécules d’une part et de fonctionnelles quadratiques d’autre part.
Définition 3.9.1. Soient M ∈ N∗ et  ∈ (0,+∞). Une 1-forme a ∈ L2(TΓ) est appelée
une (M − 1
2
, )-molécule s’il existe un sommet x ∈ Γ, un entier s ∈ N∗ et une fonction
b ∈ L2(Γ) tels que
(i) a = sM−
1
2d∆M−1(I + s∆)
1
2
−Mb ;
(ii) ‖b‖L2(Cj(x,s)) ≤ 2−jV (x, 2js)−
1
2 pour tout j ≥ 0.
Comme conséquence de la Proposition 3.4.4, on a le résultat suivant :
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Proposition 3.9.2. Soit (Γ, µ, ρ) vérifiant (GUEρ), (DVρ) et (LB).
Si a est une molécule vérifiant la Définition 3.9.1, alors ‖a‖L1 . 1.
Les espaces de Hardy de 1-formes associés à ces molécules sont alors :
Définition 3.9.3. Soit M ∈ N∗.
Soit  ∈ (0,+∞). On dit que f appartient à H1
mol,M− 1
2
,
(TΓ) si f admet une (M− 12 , )-
représentation moléculaire, c’est-à-dire s’il existe une suite (λi)i∈N dans `1(N) et une suite
(ai)i∈N de (M − 12 , )-molécules telles que
f =
∞∑
i=0
λiai (3.9)
où la série converge simplement. L’espace est muni de la norme
‖f‖H1
mol,M,
= inf

∞∑
j=0
|λj |,
∞∑
j=0
λjaj , est une (M − 1
2
, )-repr. mol. de f
 .
On a de même
Proposition 3.9.4. SoitM ∈ N∗ et  ∈ (0,+∞). Alors l’espace H1mol,M,(TΓ) est complet.
De plus, H1mol,M,(TΓ) ⊂ L1(TΓ).
Passons maintenant aux espaces définis par les fonctionnelles quadratiques. On rap-
pelle que H2(TΓ) est défini comme l’adhérence de E2(TΓ) dans L2(TΓ) (cf (3.4)).
Définition 3.9.5. L’espace E1quad,β(TΓ) est défini à partir de E
1
quad,β(Γ) comme étant
E1quad,β(TΓ) :=
{
f ∈ H2(TΓ), ∆− 12d∗f ∈ E1quad,β(Γ)
}
.
On le muni de la norme
‖f‖H1
quad,β
:= ‖Lβ∆− 12d∗f‖L1 = ‖∆− 12d∗f‖H1
quad,β
.
Remarque 3.9.6. Remarquons que, si ‖F‖H1
quad,β
= 0, on a ∆−1/2d∗F = 0, et donc
d∆−1/2∆−1/2d∗F = 0,
ce qui impose, avec (3.5), que F = 0 car F ∈ H2(TΓ).
Nous pouvons, comme pour les espaces de Hardy de fonctions, effectuer la complétion
dans L1(TΓ).
Théorème 3.9.7. Soit (Γ, µ, ρ) un graphe satisfaisant (GUEρ), (DVρ) et (LB).
Pour tout β > 0, la complétion de E1quad,β(TΓ) dans L
1(TΓ) existe. Elle sera notée
H1quad,β(TΓ).
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3.10 Liens entre les différents espaces de Hardy
Théorème 3.10.1. Soit (Γ, µ, ρ) un graphe satisfaisant (GUEρ), (DVρ) et (LB). Soient
M ∈ N∗,  ∈ (0,+∞) et β > 0.
(a) Nous avons l’égalité (avec normes équivalentes) des espaces de Hardy suivante
H1mol,M(Γ) = H
1
quad,β(Γ)
dès lors que M > d0
2
.
(b) De plus, nous avons l’égalité des espaces de Hardy suivante
H1mol,M− 1
2
,(TΓ) = H
1
quad,β(TΓ)
dès lors que M − 1
2
> d0
2
.
(c) Enfin, si (Γ, µ, ρ) vérifie les estimations ponctuelles (UEρ), alors on a
H1mol,M(Γ) = H
1
quad,β(Γ)
et
H1mol,M− 1
2
,(TΓ) = H
1
quad,β(TΓ)
pour tout M ∈ N∗.
On appelle H1(Γ) l’espace H1quad,1(Γ) (resp. H
1(TΓ) l’espace H1quad, 1
2
(TΓ)). On utilisera
ces notations pour désigner n’importe quel espace égal à H1(Γ) (resp. à H1(TΓ)).
Théorème 3.10.2. Soit (Γ, µ, ρ) un graphe satisfaisant (GUEρ), (DVρ) et (LB). Alors
la transformée de Riesz d∆−
1
2 est continue de H1(Γ) dans H1(TΓ). Par conséquent, la
transformée de Riesz ∇∆− 12 est continue de H1(Γ) dans L1(Γ).
Démonstration: Comme d∗d = ∆, on a
‖d∆− 12 f‖H1(TΓ) ' ‖d∆−
1
2 f‖H1
quad,1
(TΓ) = ‖∆−
1
2d∗d∆−
1
2 f‖H1
quad,1
(Γ)
= ‖f‖H1
quad,1
(Γ) ' ‖f‖H1(Γ).
Ainsi, d∆−
1
2 est continue sur H1. 
Combiné avec le Théorème 3.7.8, on a
Corollaire 3.10.3. Soit (Γ, µ, ρ) un graphe satisfaisant (UEρ), (DVρ) et (LB). Alors, la
transformée de Riesz ∇∆− 12 est continue de Lp(Γ) dans Lp(Γ).
Remarque 3.10.4. Dans le cas où ρ = d2, ce qui correspond au cas où on a des esti-
mations gaussiennes ponctuelles supérieures sur le noyau pl, ce résultat est prouvé dans
[Rus00, Theorem 1]. Nous étendons donc la continuité Lp, p ∈ (1, 2), des transformées
de Riesz au cas où pl satisfait des estimations sous-gaussiennes. Nous obtenons ainsi une
version limite de [Che14, Proposition 4.2], qui donne la continuité Lp (1 < p < 2) des
“quasi”-transformées de Riesz, i.e. les opérateurs ∇∆−β avec β ∈ (0, 1
2
), en supposant
seulement la propriété de doublement local.
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3.11 Méthode
Réécrivons le théorème de continuité Lp pour les opérateurs de Calderón-Zygmund
sans noyau de Blunck et Kunstmann (vu au paragraphe 2.6) avec les notations du présent
chapitre.
Théorème 3.11.1. Supposons que Γ satisfasse la propriété de doublement (DVρ) et
prenons T un opérateur sous-linéaire continu sur L2(Γ).
Pour chaque entier k ∈ N∗, soit Ak un opérateur linéaire agissant sur L2(Γ).
Supposons encore que pour tout j ∈ N, il existe ϕ(j) > 0 tel que, pour tout entier
k ∈ N∗, tout sommet x ∈ Γ et toute fonction f à support dans B(x, k), on ait
1
V (x, 2jk)
1
2
‖T (I −Ak)f‖L2(Cj(x,k)) ≤ ϕ(j)
1
V (x, k)
‖f‖L1 (3.10)
pour tout j ∈ N∗ et
1
V (x, 2jk)
1
2
‖Akf‖L2(Cj (x,k)) ≤ ϕ(j)
1
V (x, k)
‖f‖L1 (3.11)
pour tout j ∈ N.
Si
∑
j≥1
ϕ(j)2jd < +∞, avec un d vérifiant (2.7), alors T est de type (1, 1) faible, et
donc continu sur Lp(Γ) pour tout p ∈ (1, 2].
Bernicot et Zhao ont montré la variante suivante ([BZ08, Theorem 5.11]) :
Théorème 3.11.2. Supposons que Γ satisfasse la propriété de doublement (DV) et pre-
nons T un opérateur sous-linéaire continu sur L2(Γ).
Pour chaque entier k ∈ N∗, soit Ak un opérateur linéaire agissant sur L2(Γ).
Supposons encore que pour tout j ∈ N, il existe ϕ(j) > 0 tel que, pour tout entier
k ∈ N∗, tout sommet x ∈ Γ et toute fonction f à support dans B(x, k), on ait
1
V (x, 2jk)
1
2
‖T (I − Ak)f‖L2(Cj (B)) ≤ ϕ(j)
1
V (x, k)
1
2
‖f‖L2 (3.12)
pour tout j ∈ N∗ et
1
V (x, 2jk)
1
2
‖Akf‖L2(Cj(B)) ≤ ϕ(j)
1
V (x, k)
‖f‖L1 (3.13)
pour tout j ≥ N.
Si
∑
j≥1
ϕ(j)2jd < +∞, avec un d vérifiant (2.7), alors T est continu sur Lp(Γ) pour
tout p ∈ (1, 2].
Dans notre cas I−Ak = [I− (I+k∆)−1]M (resp. I−Ak = [I−P k]M ). À l’aide de ces
familles d’opérateurs, nous avons construit des espaces de Hardy à l’aide de molécules
comme dans [BZ08], que nous avons appelés H1BZ2(Γ) (resp. H
1
BZ1(Γ)). Dans [Fen14] et
[Fen15c], nous avons utilisé les estimations de Gaffney pour en déduire les estimations
L2-L2 hors diagonale (3.12) pour les fonctionnelles Lβ. Ces estimations sont le principal
argument pour montrer que H1BZκ(Γ) ⊂ H1quad,β(Γ), κ ∈ {1, 2}.
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L’injection H1quad,β(Γ) ⊂ H1BZ2(Γ) se montre en utilisant la décomposition atomique
des espaces de tentes. Néanmoins, on ne peut pas adapter simplement cette méthode
pour avoir H1quad,β(Γ) ⊂ H1BZ1(Γ). Pour montrer l’égalité des deux espaces H1BZ1(Γ) et
H1BZ2(Γ), sachant que H
1
BZ1(Γ) ↪→ H1BZ2(Γ), il suffit de prouver l’égalité des duaux. Pour
cela, on prouve et on utilise un résultat dans l’esprit de [DY05b, Proposition 2.6].
On définit l’espace H1quad,β de 1-formes de sorte que la transformée de Riesz d∆
− 1
2 soit
une isométrie de H1quad,β(Γ) dans H
1
quad,β(TΓ).
On peut procéder similairement au cas des espaces de fonctions pour montrer l’égalité
des espaces de Hardy de 1-formes différentielles H1BZ2(TΓ) = H
1
quad,β(TΓ), ce qui nous
permet en particulier d’obtenir l’inclusion H1quad,β(TΓ) ⊂ L1(TΓ). La transformée de Riesz
d∆−
1
2 est alors continue de H1(Γ) dans L1(TΓ), et par conséquent ∇∆− 12 est continue de
H1(Γ) dans L1(Γ).
L’argument qui nous permet de déduire la continuité L2(Γ) de la continuité H1-L1 de
la transformée de Riesz est le Théorème 3.7.8. Ce dernier, c’est-à-dire qu’un opérateur
sous-linéaire continu de H1BZ1,M,(Γ) dans L
1(Γ) et sur L2(Γ) est aussi continu sur Lp(Γ)
pour tout p ∈ (1, 2), peut être montré en supposant une estimation semblable à (3.13),
nécessaire pour appliquer le Théorème 5.3 de [BZ08].
3.12 Discussion sur les molécules
Dans ce paragraphe, on considère un graphe (Γ, µ, ρ) satisfaisant (GUEρ), (DVρ) et
(LB).
Si on avait déduit la définition des molécules (pour les espaces de fonctions) en adap-
tant [AMR08, HM09, HLM+11], on aurait eu :
Définition 3.12.1. Soit M ∈ N∗ et  ∈ (0,+∞). Une fonction a ∈ L2(Γ) est appelée
une (HM,M, )-molécule 1 s’il existe un sommet x ∈ Γ, un entier s ∈ N∗ et une fonction
b ∈ L2(Γ) tels que
(i) a = [s∆]Mb,
(ii) ‖[s∆]kb‖L2(Cj (x,s)) ≤ 2−jVρ(x, 2js)−
1
2 , ∀j ∈ N∗, ∀k ∈ [[0,M ]].
L’espace H1HM,M,(Γ) est ensuite défini de la même façon que H
1
BZκ,M,(Γ).
En utilisant les méthodes employées dans [HLM+11] et [Fen14] (et [Fen15c]), on peut
prouver que si M > d0
2
(ou si M ∈ N∗ si on suppose la condition plus forte (UEρ)), il y a
égalité entre les espaces H1HM,M,(Γ) et H
1
quad,1(Γ) = H
1(Γ). Par conséquent, cette autre
définition est équivalente à la nôtre.
Cependant, en utilisant notre définition des molécules, on explicite les espaces pré-
duaux de tous les espaces BMO que l’on introduits. Ainsi les opérateurs (I − P k)M et
(I − (I + s∆)−1)M apparaissent à la fois dans la définition des espaces BMO et la défi-
nition des espaces de Hardy H1mol. De plus, donner une définition dans l’esprit 3.12.1 des
molécules pour les espaces de Hardy de 1-formes n’est pas clair.
Des espaces de Hardy ont déjà été introduits sur les graphes par Bui et Duong (cf
[BD14]) de la manière suivante :
1. La notation HM fait référence à l’article [HM09] de Hofmann et Mayboroda.
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Définition 3.12.2. Soit M ∈ N∗ et  ∈ (0,+∞). Une fonction a ∈ L2(Γ) est appelée
une (BD,M, )-molécule s’il existe une boule B de rayon r (pour la distance d) et une
fonction b ∈ L2(Γ) telles que
(i) a = [r∆]Mb,
(ii) ‖[r∆]kb‖L2(Cj(B)) ≤ 2−jVd(2jB)−
1
2 , ∀j ∈ N∗, ∀k ∈ [[0,M ]].
L’espace H1BD,M,(Γ) est ensuite défini de la même façon que H
1
BZκ,M,(Γ).
Les résultats de [BD14] supposent toujours l’estimation (UEd2) où d est la distance
classique définie au paragraphe 2.1. Sous cette estimation, la Définition 3.12.1 devient :
Définition 3.12.3. Soit M ∈ N∗ et  ∈ (0,+∞). Une fonction a ∈ L2(Γ) est appelée
une (HM,M, )-molécule s’il existe une boule B de rayon r (pour la distance d) et une
fonction b ∈ L2(Γ) telles que
(i) a = [r2∆]Mb,
(ii) ‖[r2∆]kb‖L2(Cj(B)) ≤ 2−jVd(2jB)−
1
2 , ∀j ∈ N∗, ∀k ∈ [[0,M ]].
L’espace H1HM,M,(Γ) est ensuite défini de la même façon que H
1
BZκ,M,(Γ).
et diffère donc de la Définition 3.12.2 car on a remplacé r par r2 dans les conditions (i)
et (ii). Les espaces H1BD,M,(Γ) sont donc seulement inclus dans les espaces H
1
HM,M,(Γ)
et nous ne savons pas si l’inclusion
H1HM,M,(Γ) ⊂ H1BD,M,(Γ)
est vraie.
On rappelle que l’équivalence des différentes définitions des espaces de Hardy dans [Fen14]
sont valables sans aucune hypothèse de majoration ponctuelle pour les itérées du noyau
de P .
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Chapitre 4
Espaces de Besov sur les groupes de
Lie
Dans ce chapitre, nous présentons les résultats obtenus dans l’article [Fen15a] (rappelé
dans le chapitre E). Nous commencerons par donner les définitions utiles sur les groupes
de Lie unimodulaires. Ensuite, nous énoncerons une définition des espaces de Besov sur
les groupes de Lie et nous donnerons des définitions équivalentes et des résultats d’in-
terpolation. Puis, nous présenterons deux approches pour montrer la propriété d’algèbre
des espaces de Besov : la première en utilisant des fonctionnelles “de Strichartz” utilisant
des différences de fonctions et la seconde utilisant des paraproduits.
On utilisera la notation suivante : si n ∈ N, on définit I∞ :=
⋃
l≤∞
{1, . . . , k}l. Puis si
I = (i1, . . . , in) ∈ I∞, la longueur de I, notée |I| désignera l’entier n.
4.1 Estimations sur le noyau de la chaleur
Dans tout ce chapitre, G sera un groupe de Lie réel connexe unimodulaire. Nous
reprenons les notations du paragraphe 1.3.2 du chapitre 1.
Grâce à l’invariance à gauche de ∆ et à l’hypoellipticité de ∂t +∆, l’opérateur de la
chaleur Ht a un noyau de convolution C∞(G), que l’on appellera ht, vérifiant, pour tout
t > 0 et tout x ∈ G,
Htf(x) =
∫
G
ht(y−1x)f(y)dy =
∫
G
ht(y)f(xy)dy
où la seconde égalité est due à la symétrie de ht. Nous avons les estimations suivantes
sur le noyau ht (cf [VSCC92, Chapter V, Theorems V.4.2 et V.4.3]) :
Proposition 4.1.1. Pour tout I ∈ I∞, il existe CI , cI > 0 telles que pour tout x ∈ G et
tout t ∈ (0, 1], on a
|XIht(x)| ≤ CI
t
|I|
2 V (
√
t)
exp
(
−cI |x|
2
t
)
.
Nous en déduisons le résultat suivant (cf [Fen15a]) :
Proposition 4.1.2. Pour tout p ∈ [1,+∞], tout I ∈ I∞(N) et tout t ∈ (0, 1), on a
‖XIHtf‖p ≤ CIt−
|I|
2 ‖f‖p ∀f ∈ Lp(G).
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Remarque 4.1.3. Soit m ∈ N. On en déduit en particulier que ‖(t∆)mHtf‖p ≤ Cm pour
tous t ∈ (0, 1) et p ∈ [1,+∞]. Dans le cas p ∈ (1,+∞), ce résultat est une conséquence
de l’analyticité de ∆ sur Lp(G), donnant même que
‖(t∆)mHtf‖p ≤ Cm ∀t > 0.
4.2 Définition des espaces de Besov
Nous avons introduit dans [Fen15a] la définition des espaces de Besov. Pour cela, nous
définissons d’abord l’espace des fonctions C∞ à décroissance rapide.
Définition 4.2.1. On définit l’espace de Schwartz S(G) comme l’espace des fonctions
ϕ ∈ C∞(G) pour lesquelles toutes les semi-normes
Nc,I(ϕ) = sup
x∈G
ec|x||XIϕ(x)| c ∈ N, I ∈ I∞ (4.1)
sont finies.
L’espace S ′(G) est ensuite défini comme étant le dual de S(G).
Remarque 4.2.2. Relevons que nous avons les inclusions continues S(G) ⊂ Lp(G) pour
n’importe quel p ∈ [1,+∞]. Par conséquent, pour tout p ∈ [1,+∞], Lp(G) ⊂ S ′(G).
Remarque 4.2.3. Le facteur ec|x| dans l’expression des semi-normes précédentes est dû
au fait que l’on considère des groupes à croissance au plus exponentielle et permet de
garantir l’inclusion de S(G) dans Lp(G) pour tout 1 < p < +∞ (la définition est donc
différente de celle de [FMV06] où seul le cas de la croissance polynomiale est considéré).
Remarque 4.2.4. Pour tout t > 0 et tout I ∈ I∞, XIht ∈ S(G). En effet, la Proposition
4.1.1 implique que XIht ∈ S(G) pour t ∈ (0, 1) et I ∈ I∞. Le cas t ≥ 1 est dû au fait que
S(G) ∗ S(G) ⊂ S(G).
Remarque 4.2.5. La Remarque précédente nous donne que HtXIϕ ∈ S(G) dès que
t > 0, ϕ ∈ S(G) et I ∈ I∞. Quand f ∈ S ′(G), alors pour tout t > 0 et tout I ∈ I∞,
XIHtf est défini comme la distribution dans S ′(G) donnée par
〈XIHtf, ϕ〉 := 〈f,HtXIϕ〉 ∀ϕ ∈ S(G).
Nous avons prouvé la formule reproduisante de Calderón-Zygmund suivante :
Lemme 4.2.6. Soit m ∈ N∗. Pour tout ϕ ∈ S(G) et tout f ∈ S ′(G), nous avons les
identités suivantes :
ϕ =
1
(m− 1)!
∫ 1
0
(t∆)mHtϕ
dt
t
+
m−1∑
k=0
1
k!
∆kH1ϕ
où l’intégrale converge dans S(G), et par dualité
f =
1
(m− 1)!
∫ 1
0
(t∆)mHtf
dt
t
+
m−1∑
k=0
1
k!
∆kH1f
où l’intégrale converge dans S ′(G).
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Définition 4.2.7. Soient α ≥ 0 et p, q ∈ [1,+∞]. L’espace Bp,qα (G) est défini comme
l’espace des distributions f ∈ S ′(G) vérifiant
‖f‖Bp,qα := Λp,qα f + ‖H 12 f‖p < +∞,
où
Λp,qα f :=
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
(avec la modification usuelle si q = +∞) et m est l’unique entier vérifiant α
2
< m ≤ α
2
+1.
4.3 Normes équivalentes
Le résultat suivant donne des normes équivalentes à la norme Bp,qα , qui s’expriment
uniquement en termes de l’opérateur ∆ et ne font pas intervenir explicitement les champs
de vecteurs Xi. Sa preuve n’utilise que le fait que ‖(t∆)mHtf‖p ≤ Cm pour tout t ∈ (0, 1)
et p ∈ [1,+∞].
Théorème 4.3.1. Soient α ≥ 0 et p, q ∈ [1,+∞].
Si m > α
2
est un entier et t0 est un réel dans
{
(0, 1) si α = 0
[0, 1) si α > 0
, alors les normes
suivantes sont équivalentes à la norme de Bp,qα (G) :
(i)
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p,
(ii) ‖Ht0f‖p +
 ∑
j≤−1
[
2j(m−
α
2
)‖∆mH2jf‖p
]q
1
q
,
(iii) ‖Ht0f‖p +
 ∑
j≤−1
2−j α2 ∥∥∥∥∥
∫ 2j+1
2j
|(t∆)mHtf | dt
t
∥∥∥∥∥
p
q
1
q
si on suppose la condition supplémentaire α > 0.
Remarque 4.3.2. Ici et dans la suite, “une norme N est équivalente à la norme de
Bp,qα (G)” si et seulement si l’espace des distributions f ∈ S ′(G) telles que N(f) < +∞
coïncide avec Bp,qα (G) et la norme N est équivalente à ‖·‖Bp,qα .
Remarque 4.3.3. Le Lemme 4.2.6 nous donne la décomposition de Littlewood-Paley
suivante pour toute f ∈ S ′(G) :
f = g +
∑
j≤−1
fj
avec
g =
m−1∑
k=0
1
k!
∆kH1f
et pour tout j ≤ −1
fj =
1
(m− 1)!
∫ 2j+1
2j
(t∆)mHtf
dt
t
.
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On notera toutefois que la norme de f dans Bp,qα (G) n’est pas définie comme
‖f‖B˜p,qα := ‖g‖p +
∑
j≤−1
[
2−j
α
2 ‖fj‖p
] 1q , (4.2)
et nous ne savons pas si ‖f‖Bp,qα (G) est équivalente à la norme donnée par (4.2).
Le prochain résultat est une autre caractérisation des espaces de Besov, utilisant
explicitement la famille de champs de vecteurs X.
Théorème 4.3.4. Soient p, q,∈ [1,+∞] et α > 0. Soit m¯ > α un entier. Alors
‖H 1
2
f‖p +
∑
j≤−1
[
2j
m¯−α
2 max
t∈[2j ,2j+1]
sup
|I|≤m¯
‖XIHtf‖p
]q
1
q
(4.3)
est une norme équivalente à celle de Bp,qα (G).
4.4 Plongement et interpolation
Le Théorème 4.3.1 nous permet d’étendre aux groupes de Lie unimodulaires des ré-
sultats de plongement et d’interpolation pour les espaces de Besov dans Rd.
Corollaire 4.4.1. Soient p, q, r ∈ [1,+∞] et α ≥ 0.
Nous avons l’injection continue suivante
Bp,qα (G) ⊂ Bp,rα (G)
dès que q ≤ r.
Corollaire 4.4.2. Soient s0, s1 ≥ 0, 1 ≤ p0, p1, q0, q1 ≤ ∞ et θ ∈ (0, 1).
Définissons
s∗ = (1− θ)s0 + θs1
1
p∗
=
1− θ
p0
+
θ
p1
1
q∗
=
1− θ
q0
+
θ
q1
.
Les espaces de Besov forment une échelle d’interpolation pour la méthode complexe,
c’est-à-dire, si s0 6= s1,
(Bp0,q0s0 , B
p1,q1
s1 )[θ] = B
p∗,q∗
s∗ .
4.5 Propriété d’algèbre : approche par une fonction-
nelle aux différences finies
Lorsque α ∈ (0, 1), on obtient une caractérisation supplémentaire des espaces Bp,qα (G)
à l’aide d’une fonctionnelle définie par différences de fonctions.
Pour toute fonction f sur G et tous x, y ∈ G, définissons ∇yf(x) := f(xy) − f(x).
Considérons la fonctionnelle Lp,qα (f) définie pour toute fonction f sur G par
Lp,qα (f) :=
(∫
|y|≤1
(‖∇yf‖p
|y|α
)q
dy
V (|y|)
) 1
q
.
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Théorème 4.5.1. Soient p, q,∈ [1,+∞] et α ∈ (0, 1). Alors, pour tout f ∈ Lp(G),
Lp,qα (f) + ‖f‖p ' Λp,qα (f) + ‖f‖p.
Remarque 4.5.2. Lorsque G est à croissance polynomiale, le Théorème 4.5.1 est montré
dans [GS12, Proposition 3.1]. On a en fait, dans ce cas, une version homogène de la
conclusion du théorème 4.5.1 :
Λp,qα (f) ∼
(∫
y∈G
(‖∇yf‖p
|y|α
)q
dy
V (|y|)
) 1
q
pour toute f ∈ C∞0 (G) (voir [SC90, Théorème 2]). Le théorème 4.5.1 étend donc celui
de Gallagher et Sire au cas des groupes de Lie réel s connexes unimodulaires (donc à
croissance polynomiale ou exponentielle).
Du théorème précédent, on déduit une règle de Leibniz pour les espaces de Besov
Bp,qα (G) lorsque α ∈ (0, 1).
Théorème 4.5.3. Soit α ∈ (0, 1). Nous avons la règle de Leibniz suivante.
Si p1, p2, p3, p4, p, q ∈ [1,+∞] sont tels que
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
,
alors pour tout f ∈ Bp1,qα (G) ∩ Lp3(G) et tout g ∈ Bp4,qα (G) ∩ Lp2(G), on a
‖fg‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
Démonstration: D’abord, on remarque que
∇y(f · g)(x) = g(xy) · ∇yf(x) + f(x) · ∇yg(x).
La règle de Leibniz est ensuite la conséquence immédiate de l’inégalité de Hölder et du
Théorème 4.5.1. 
4.6 Caractérisation récursive des espaces de Besov
Comme les espaces de Bessel, les espaces de Besov peuvent être caractérisés récursi-
vement.
Théorème 4.6.1. Soient p, q ∈ [1,+∞] et α > 0. Alors
f ∈ Bp,qα+1(G)⇔ ∀i, Xif ∈ Bp,qα (G) et f ∈ Lp(G).
De plus,
‖f‖Bp,qα+1 ' ‖f‖Lp +
k∑
i=1
‖Xif‖Bp,qα .
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Remarque 4.6.2. Si G est nilpotent (donc à croissance polynomiale), une version du
théorème 4.6.1 pour 1 < p < +∞ est montrée dans [GS12, Proposition 4.1] pour les
espaces de Besov homogènes (la restriction sur p est due à l’utilisation de la continuité
Lp des transformées de Riesz dans la preuve de [GS12, Proposition 4.1]). La conclusion
du théorème 4.6.1 (i.e. dans le cas des espaces de Besov inhomogènes) est montrée dans
[GS12, Paragraphe 3.2] quand G est à croissance polynomiale et 1 < p < +∞. La conclu-
sion du théorème 4.6.1, qui ne concerne que le cas des espaces de Besov inhomogènes,
est valable pour tout groupe unimodulaire et pour tout p ∈ [1,+∞].
Dans notre preuve du théorème 4.6.1, nous estimons les termes faisant intervenir la
différentiation Xi à l’aide de la Proposition 4.1.2, valide pour tout p ∈ [1,+∞].
Remarque 4.6.3. On pourrait espérer que la méthode utilisée dans [CRTN01] pour dé-
duire la règle de Leibniz pour α > 1 du cas α ∈ (0, 1) dans le cas des espaces de Bessel
puisse être adaptée. Cependant, nous n’avons pas réussi à montrer des inégalités multi-
plicatives appropriées entre les espaces Lp et les espaces de Besov (similaires à [CRTN01,
Proposition 31]). Par ailleurs, la proposition 3.4 de [GS12] énonce une règle de Leibniz
pour les espaces de Besov homogènes dans le cas où G est à croissance polynomiale. Tou-
tefois, la preuve, qui utilise la caractérisation récursive des espaces de Besov inhomogène,
nous semble donner en fait l’estimation
‖fg‖Bp,qα . (‖f‖Bp,qα + ‖f‖L∞)(‖g‖Bp,qα + ‖g‖L∞)
.
4.7 Propriété d’algèbre : approche par les parapro-
duits
Nous allons utiliser des paraproduits faisant intervenir le semi-groupe Ht, inspirés par
[Ber12]. Cependant, nous allons légèrement modifier la définition trouvée dans [Ber12]
pour tenir compte du fait que la croissance du volume des boules de G peut être ex-
ponentielle, alors que les résultats de [Ber12] ne concernent que le cas où le volume des
boules vérifie la propriété de doublement.
Pour tout t > 0, on définit
φt(∆) = −
m−1∑
k=0
1
k!
(t∆)kHt,
et on observe que la dérivée de t 7→ φt(∆) est donnée par
φ′t(∆) =
1
(m− 1)!
1
t
(t∆)mHt :=
1
t
ψt(∆).
Le produit ponctuel de deux fonctions peut alors se décomposer comme une somme
de trois paraproduits.
Proposition 4.7.1. Soient p, q, r ∈ [1,+∞] avec 1
r
:= 1
p
+ 1
q
≤ 1 et (f, g) ∈ Lp(G) ×
Lq(G).
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On a l’identité
fg = Πf(g) + Πg(f) + Π(f, g)− φ1(∆)[φ1(∆)f · φ1(∆)g] [dans S ′(G).
où
Πf (g) =
∫ 1
0
φt(∆)[ψt(∆)f · φt(∆)g]dt
t
,
Πg(f) =
∫ 1
0
φt(∆)[φt(∆)f · ψt(∆)g]dt
t
et
Π(f, g) =
∫ 1
0
ψt(∆)[φt(∆)f · φt(∆)g]dt
t
sont trois éléments de S ′(G).
Nous avons les estimations suivantes sur les paraproduits dans les espaces de Besov.
Proposition 4.7.2. Soient α > 0 et p, p1, p2, q ∈ [1,+∞] tels que
1
p1
+
1
p2
=
1
p
.
Alors pour tout f ∈ Bp1,qα (G) et tout g ∈ Lp2(G), on a
Λp,qα [Πf(g)] . ‖f‖Bp1,qα ‖g‖Lp2 .
Proposition 4.7.3. Soient α > 0 et p, p1, p2, p3, p4, q ∈ [1,+∞] tels que
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
.
Alors, pour tout f ∈ Bp1,qα (G) ∩ Lp3(G) et tout g ∈ Bp4,qα (G) ∩ Lp2(G), on a
Λp,qα [Π(f, g)] . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
Nous en déduisons alors la règle de Leibniz pour les espaces de Besov Bp,qα (G) pour
tout α > 0.
Théorème 4.7.4. Soient α > 0 et p, p1, p2, p3, p4, q ∈ [1,+∞] tels que
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
.
Alors, pour tout f ∈ Bp1,qα (G) ∩ Lp3(G) et tout g ∈ Bp4,qα (G) ∩ Lp2(G), on a
‖fg‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
La preuve de la Proposition 4.7.2 utilise principalement la Proposition 4.1.2. Pour la
Proposition 4.7.3, on utilise l’estimation
‖∆m[f · g]‖Lp .
2m∑
k=0
sup
|I1|=k
sup
|I2|=2m−k
‖XI1f ·XI2g‖Lp,
qui nous permet de conclure en utilisant, en plus de la Proposition 4.1.2, le Théorème
4.3.4 et l’interpolation donnée par le Corollaire 4.4.2.
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Remarque 4.7.5. Dans le cas de Rd, les espaces de Besov homogènes B˙p,qα sont, en
général, des espaces de distributions définies modulo les polynômes (voir le paragraphe
1.3.1 dans le chapitre 1). Cette définition peut être étendue au cas des groupes de Car-
not ([FM12]). Une autre définition possible des espaces de Besov homogènes consiste à
imposer une condition de limite nulle dans la décomposition de Littlewood Paley (voir
[GS12, Paragraph 2.2]). Toutefois, même en adoptant ce point de vue, nous ne savons
pas montrer l’analogue des résultats énoncés dans le présent chapitre pour les espaces de
Besov homogènes dans le cas des groupes de Lie unimodulaires, car les preuves semblent
nécessiter des estimations ponctuelles de ht pour tout t > 0 qui ne sont pas vérifiées en
toute généralité. Notons que, dans [CRTN01], les résultats pour des espaces de Bessel
homogènes sont obtenus uniquement dans le cas des groupes de Lie à croissance polyno-
miale.
Dans [BDY12], Bui, Duong et Yan construisent des espaces de Besov homogènes Bp,qα (X)
pour p, q ∈ [1,+∞], α ∈ (−1, 1) et X un espace métrique mesuré satisfaisant une condi-
tion de croissance polynomiale à l’infini. De plus, ils donnent les formules reproduisantes
de Calderón correspondantes. Il est possible que l’on puisse étendre leurs résultats pour
construire des espaces de Besov homogènes sur un groupe de Lie même quand α /∈ (−1, 1).
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Chapitre 5
Perspectives
5.1 Fonctionnelles de Littlewood-Paley
Soit Γ un graphe connexe localement uniformément fini, comme dans le chapitre 2. On
a vu dans ce chapitre que les fonctionnelles de Littlewood-Paley gdβ et g˜
d
β sont continues
sur Lp(Γ) pour 1 < p < 2 et de type (1, 1) faible si on suppose la mesure doublante et
une majoration gaussienne ponctuelle du noyau pk.
• Peut-on montrer les mêmes résultats en supposant seulement une majoration sous-
gaussienne de pk ? La preuve présentée dans le chapitre 2 ne semble pas s’adapter.
L’adaptation semble nécessiter des estimations L2 Gaffney pour ∇P k. Cependant,
on ne sait montrer que des estimations Lp Gaffney pour ∇P k avec p ∈ (1, 2).
Une autre approche possible serait d’adapter les méthodes de [ALM14], qui per-
mettent, de façon très générale, de passer de la continuité de gd1 à celle de g
d
β.
• Pour p > 2, on montre la continuité de gdβ et g˜dβ sur Lp en supposant, en plus
des hypothèses déjà faites pour le cas p < 2, une inégalité de Poincaré L2 sur
les boules et une borne uniforme dans Lq pour
√
l∇P l pour un q > 2. Peut-on
affaiblir l’hypothèse sur l’inégalité de Poincaré ? Un travail récent sur la continuité
des transformées de Riesz ([BF15]) suggère qu’on pourrait remplacer l’inégalité de
Poincaré L2 par une inégalité Lq pour un q > 2.
5.2 Transformées de Riesz
On considère à nouveau un graphe Γ comme dans le paragraphe 5.1. On dit que (Rp)
est vérifiée si la transformée de Riesz est continue sur Lp(Γ), i.e.
‖∇∆− 12 f‖Lp . ‖f‖Lp. (Rp)
On dit que (GGp) est vérifiée si
‖∇P k−1f‖Lp . k− 12‖f‖Lp ∀k ∈ N∗. (GGp)
Dans le cas des graphes, le résultat suivant a été établi (cf [BR09, Theorem 1.4], et
[ACDH04, Theorem 1.3] pour un analogue dans le cadre des variétés riemanniennes) :
Théorème 5.2.1. Soit (Γ, µ) un graphe vérifiant (DV ), (UEd2), (P2) et (LB2). Soit
q ∈ (2,+∞]. Les assertions suivantes sont équivalentes
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(i) (Rp) est vraie pour tout p ∈ (2, q),
(ii) (GGp) est vraie pour tout p ∈ (2, q).
Le fait que (Rp) implique (GGp) est immédiat avec l’analyticité de P sur Lp, et ne
nécessite aucune des hypothèses (DV ), (UEd2), (P2). Sous l’hypothèse (DV ), l’implication
réciproque a été affaiblie 1 en (GGq) + (Pq) implique (Rp) pour tout p ∈ (2, q) (voir la
remarque après le Theorem 1.1 dans [BF15]).
• Peut-on se passer complètement des inégalités de Poincaré dans le Théorème 5.2.1 ?
Dans le cadre continu, une réponse a été apportée par Bernicot et Frey dans l’ar-
ticle [BF15] en remplaçant les inégalités de Poincaré par des inégalités de Hölder
inverse pour les fonctions harmoniques. Peut-on donner un résultat analogue sur
un graphe ?
• Que se passe-t-il pour (Rp) lorsque p > 2 si on suppose des estimations sous-
gaussiennes ? La conjonction de (DV), de la minoration (LB2) et de l’inégalité
de Poincaré L2 sur les boules est équivalente à la conjonction de la majoration
et de la minoration gaussiennes de pk ([Del99, Theorem 1.7]). Une solution dans
le cas sous-gaussien pourrait être de remplacer l’inégalité de Poincaré (P2) par
des estimations ponctuelles sous-gaussiennes supérieures et inférieures du noyau de
Markov, de manière similaire à ce qu’a fait Chen dans [Che14, Theorem 2.15] dans
le cadre des variétés riemanniennes.
• Dans le cas sous-gaussien, nous obtenons la continuité Lp de la transformée de
Riesz pour 1 < p < 2, mais notre approche, qui passe par des espaces de Hardy, ne
permet pas de montrer que la transformée de Riesz est de type (1, 1) faible. Il serait
intéressant de montrer ce dernier résultat. Rappelons que, sous des estimations
gaussiennes ponctuelles supérieures (UE) (équivalentes à (UEd2)), ∇∆− 12 est de
type (1, 1) faible ([Rus00, Theorem 1]). De plus, Chen a prouvé dans sa thèse
[Che14] que les quasi-transformées de Riesz ∇∆−α sont de type (1, 1) faible dès que
l’on a des estimations sous-gaussiennes ponctuelles.
• La construction d’espaces de Hardy associés au laplacien discret nous a permis de
montrer la continuité Lp de la transformée de Riesz pour 1 < p < 2, en supposant
qu’il existe une quasidistance ρ pour laquelle (Γ, µ, ρ) satisfait (UEρ) et (DVρ).
Existe-t-il toujours une telle quasidistance ? Une façon de la construire pourrait
être de procéder comme Grigor’yan et Telcs dans [GT01] en définissant la métrique
à partir du noyau de Green. Cependant, cette méthode semble liée à des estimations
sous-gaussiennes inférieures, ce qui la rend difficilement applicable dans un contexte
général.
• Peut-on montrer la continuité Lp des transformées de Riesz (1 < p < 2) sans sup-
poser (DV ) ? Des résultats de cet ordre existent pour les transformées de Riesz “lo-
cales” ∇(∆+αId)−1/2 dans le cas des variétés riemanniennes ([ACDH04, Theorem
1.6]), et une hypothèse de minoration du spectre L2 du laplacien permet d’obtenir
la continuité Lp pour∇∆−1/2. On rappelle également que des résultats de continuité
Lp pour les transformées de Riesz dans certains groupes de Lie à croissance expo-
nentielle ont été obtenus dans [Sjö99, SV08] pour le groupe affine ou des produits
semi-directs de R2 et R+. Les preuves reposent toutefois de manière importante sur
la structure de produit.
1. Dans le cadre des variétés mais le cas des graphes ne pose pas de difficulté.
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5.3 Propriétés d’algèbre pour des espaces de Bessel
et des espaces de Besov
• Comme précisé dans l’introduction, la continuité Lp des fonctionnelles de Littlewood-
Paley discrètes sur un graphe vérifiant des hypothèses convenables permet de mon-
trer des propriétés d’algèbre, et plus généralement une règle de Leibniz pour des
espaces de Bessel sur un graphe. Ces résultats sont l’analogue discret de ceux de
[CRTN01, BBR12]. La nouvelle approche des estimées du noyau de la chaleur dé-
veloppée dans [BCF14] devrait toutefois permettre d’améliorer ces résultats.
• Peut-on étendre les résultats du chapitre 4 au cas des espaces de Besov homogènes
sur les groupes de Lie à croissance polynomiale ? La propriété d’algèbre pour les
espaces de Besov homogènes n’est connue que pour les groupes de Lie nilpotents et
le résultat n’est pas exactement la généralisation de celui de Rd ([GS12, Theorem
2]). Comme nous l’avons indiqué à la fin du chapitre 4, ces espaces posent un
problème de définition. Les espaces de Besov homogènes dans Rd sont des espaces
de distributions modulo les polynômes, et cette définition semble difficile à étendre
au-delà du cas des groupes de Carnot. On peut espérer que la définition des espaces
de Besov homogènes donnée dans [BDY12] (qui traite le cas α ∈ (−1, 1) sur des
espaces mesurés très généraux) puisse être étendue à α ≥ 1.
• Peut-on étendre les résultats du chapitre 4 au cas des variétés riemanniennes (ou
plus généralement des espaces métriques munis d’une forme de Dirichlet) ou des
graphes ? Le cas des espaces de Bessel a été traité dans le cadre des variétés rie-
manniennes dans [BBR12]. Des questions analogues peuvent être posées pour les
espaces de Triebel-Lizorkin.
• Soit (M,µ, d) un espace métrique mesuré vérifiant la propriété de doublement. Soit
L un opérateur autoadjoint positif sur L2(M) à domaine dense tel que e−tL ad-
mette un noyau ht vérifiant des estimations ponctuelles supérieures gaussiennes.
Supposons que L définisse un carré au champ E , on note ∇f = E(f, f) 12 . Sous ces
conditions, Bernicot, Coulhon, Frey montrent (cf [BCF15]) que l’uniforme conti-
nuité Lp(M) du gradient du semigroupe
√
t∇e−t∆ (et donc la continuité Lp de la
transformée de Riesz ∇∆− 12 ) entraîne que, pour tout α ∈ (0, 1), L˙pα(M) ∩ L∞(M)
est une algèbre pour le produit ponctuel, c’est-à-dire que
‖∆α/2(fg)‖p . ‖∆α/2f‖p‖g‖L∞ + ‖f‖L∞‖∆α/2g‖p.
Peut-on se passer de l’hypothèse sur l’estimation gaussienne ponctuelle de ht ? Dans
le cas positif, et avec nos travaux sur la continuité de la transformée de Riesz sous
des hypothèses sous-gaussiennes 2 , cela permettrait d’étendre la propriété d’algèbre
de L˙pα(M) ∩ L∞(M) à des espaces M plus généraux.
Peut-on se passer de l’hypothèse de doublement ? Une réponse positive à cette
question nous permettrait d’obtenir une propriété d’algèbre pour L˙pα(G) ∩ L∞(G)
pour certains groupes de Lie unimodulaires à croissance exponentielle (ceux pour
lesquels on peut établir la continuité des transformées de Riesz, voir le dernier
point du paragraphe précédent). À ce jour, l’auteur ne connait des résultats sur les
propriétés d’algèbre de L˙pα(G)∩L∞(G) que lorsque G est à croissance polynomiale.
2. Les résultats de [Fre14] sont établis en travaillant avec le semi-groupe e−tL tandis que nous utilisons
la chaîne de Markov P k. Cependant, il est raisonnable de penser que les résultats de Bernicot, Coulhon,
Frey s’adaptent au cas des graphes et que les nôtres s’adaptent à leur contexte.
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Appendix A
Littlewood-Paley functionals on
graphs
A.1 Introduction
Throughout the paper, we use the following notations. If E is a nonempty set and A and B are
some quantities depending on x ∈ E, the notation A(x) . B(x) means that there exists C such that
A(x) ≤ C B(x) for all x ∈ E, while A(x) ' B(x) means that A(x) . B(x) and B(x) . A(x).
If E and F are Banach spaces and T : E → F is a bounded linear operator, ‖T ‖E→F stands for the
operator norm of T . When E = Lp and F = Lq for 1 ≤ p, q ≤ +∞, ‖T ‖Lp→Lq will also be denoted by
‖T ‖p,q.
This paper is devoted to the Lp-boundedness of Littlewood-Paley type square functionals on graphs.
The prototype of these functionals is the g-function in the Euclidean space, defined in the following way.
If f is, say, in D(Rn) and u(x, t) denotes “the” harmonic extension of f , that is u(x, t) = Pt ∗ f(x) for
all t > 0 and all x ∈ Rn, where Pt stands for the Poisson kernel, define
g1f(x) :=
∫ +∞
0
∣∣∣∣∂u∂t (x, t)
∣∣∣∣2 + ∑
1≤i≤n
∣∣∣∣ ∂u∂xi (x, t)
∣∣∣∣2
 dt
t
1/2 .
It is a well-known fact ([Ste70a, Chapter 4, Theorem 1]) that, for all p ∈ (1,+∞),
‖g1f‖Lp(Rn) ∼ ‖f‖Lp(Rn) . (A.1)
This result was extended in various directions, and we only recall some of them. In the Euclidean
framework, the harmonic extension can be replaced by e−tL, where L is a second order uniformly elliptic
operator in divergence form. In this case, the range of p in (A.1) is related to the Lp boundedness of
e−tL or t∇e−tL (see [Aus07, Chapter 7]).
If, in the functional g, one is only interested in the “horizontal” part, i.e. the derivative with respect
to t, then the Lp boundedness of the corresponding Littlewood-Paley functional holds in the much more
general context of measured spaces endowed with appropriate Markov semigroups ([Ste70b, Corollaries 1
and 2]). Notice also that similar results can be proved when the derivative ∂∂t is replaced by a “fractional”
derivative ([CRW78]).
Littlewood-Paley functionals were also considered in the context of complete Riemannian manifolds. Let
M be a complete Riemannian manifold, ∇ be the Riemannian gradient and ∆ the Laplace-Beltrami
operator. Consider the “vertical” functionals
G(f)(x) :=
(∫ +∞
0
∣∣∣t∇e−t√∆f(x)∣∣∣2 dt
t
)1/2
and
Hf(x) :=
(∫ +∞
0
∣∣∣√t∇e−t∆f(x)∣∣∣2 dt
t
)1/2
.
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Several Lp-boundedness results for G and H are known. Let us recall here that, when 1 < p ≤ 2, G and
H are Lp(M)-bounded when M is an arbitrary complete Riemannian manifold ([CDL03, Theorem 1.2]),
while the Lp(M)-boundedness of G and H for p > 2 holds under much stronger assumptions, expressed
in terms of the domination of the gradient of the semigroup by the semigroup applied to the gradient
([CD03, Proposition 3.1]).
Littlewood-Paley functionals on graphs were also considered. In [Dun08], if ∆ is a Laplace operator on
a graph Γ, a “vertical” Littlewood-Paley functional, involving the (continuous-time) semigroup gener-
ated by ∆, is proved to be Lp(Γ)-bounded for all 1 < p ≤ 2 under very weak assumptions on Γ. In
[BR09], “discrete time” Littlewood-Paley functionals are proved to be Lp(Γ)-bounded under geometric
assumptions on Γ (about the volume growth of balls, or L2 Poincaré inequalities), while similar results
are obtained for weighted Lp-norms in [BM12]. Note also that the Lp-boundedness of discrete time
Littlewood-Paley functionals in abstract settings was recently established in [ALM14].
The present paper is devoted to the proof of the Lp-boundedness on graphs of some discrete time
fractional Littlewood-Paley horizontal or vertical functionals. Before stating our results, let us present
the graphs under consideration.
A.1.1 Presentation of the discrete framework
General setting
Let Γ be an infinite set and µxy = µyx ≥ 0 a symmetric weight on Γ× Γ. The couple (Γ, µ) induces
a (weighted unoriented) graph structure if we define the set of edges by
E = {(x, y) ∈ Γ× Γ, µxy > 0}.
We call then x and y neighbors (or x ∼ y) if (x, y) ∈ E.
We will assume that the graph is connected and locally uniformly finite. A graph is connected if for all
x, y ∈ Γ, there exists a path x = x0, x1, . . . , xN = y such that for all 1 ≤ i ≤ N , xi−1 ∼ xi (the length of
such path is then N). A graph is said to be locally uniformly finite if there exists M0 ∈ N such that for
all x ∈ Γ, #{y ∈ Γ, y ∼ x} ≤M0 (i.e. the number of neighbors of a vertex is uniformly bounded).
The graph is endowed with its natural metric d, which is the shortest length of a path joining two points.
For all x ∈ Γ and all r > 0, the ball of center x and radius r is defined as B(x, r) = {y ∈ Γ, d(x, y) < r}.
In the opposite way, the radius of a ball B is the only integer r such that B = B(xB , r) (with xB the
center of B). Therefore, for all balls B = B(x, r) and all λ > 0, we set λB := B(x, λr) and define
Cj(B) = 2
j+1B\2jB for all j ≥ 2 and C1(B) = 4B.
We define the weight m(x) of a vertex x ∈ Γ by m(x) = ∑x∼y µxy. More generally, the volume of a
subset E ⊂ Γ is defined as m(E) :=∑x∈Em(x). We use the notation V (x, r) for the volume of the ball
B(x, r), and in the same way, V (B) represents the volume of a ball B.
We define now the Lp(Γ) spaces. For all 1 ≤ p < +∞, we say that a function f on Γ belongs to Lp(Γ,m)
(or Lp(Γ)) if
‖f‖p :=
(∑
x∈Γ
|f(x)|pm(x)
) 1
p
< +∞,
while L∞(Γ) is the set of functions satisfying
‖f‖∞ := sup
x∈Γ
|f(x)| < +∞.
Let us define for all x, y ∈ Γ the discrete-time reversible Markov kernel p associated to the measure m
by p(x, y) =
µxy
m(x)m(y) . The discrete kernel pl(x, y) is then defined recursively for all l ≥ 0 by{
p0(x, y) =
δ(x,y)
m(y)
pl+1(x, y) =
∑
z∈Γ p(x, z)pl(z, y)m(z).
(A.2)
Remark A.1.1. Note that this definition of pl differs from the one of pl in [Rus00], [BR09] or [Del99],
because of the m(y) factor. However, pl coincides with Kl in [Dun06]. Remark that in the case of the
Cayley graphs of finitely generated discrete groups, where m(x) = 1 for all x, the definitions coincide.
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Notice that for all l ≥ 1, we have
‖pl(x, .)‖L1(Γ) =
∑
y∈Γ
pl(x, y)m(y) =
∑
d(x,y)≤l
pl(x, y)m(y) = 1 ∀x ∈ Γ, (A.3)
and that the kernel is symmetric:
pl(x, y) = pl(y, x) ∀x, y ∈ Γ. (A.4)
For all functions f on Γ, we define P as the operator with kernel p, i.e.
Pf(x) =
∑
y∈Γ
p(x, y)f(y)m(y) ∀x ∈ Γ. (A.5)
It is easily checked that P l is the operator with kernel pl.
Remark A.1.2. Even if the definition of pl is different from [Rus00] or [BR09], P l is the same operator
in both cases.
Since p(x, y) ≥ 0 and (A.3) holds, one has, for all p ∈ [1,+∞] ,
‖P‖p→p ≤ 1. (A.6)
Remark A.1.3. Let 1 < p < +∞. Since, for all l ≥ 0, ∥∥P l∥∥
p→p ≤ 1, the operators (I − P )β and
(I + P )β are Lp-bounded for all β > 0 (see [CSC90], p. 423).
We define a nonnegative Laplacian on Γ by ∆ = I − P . One has then
< (I − P )f, f >L2(Γ) =
∑
x,y∈Γ
p(x, y)(f(x)− f(y))f(x)m(x)m(y)
=
1
2
∑
x,y∈Γ
p(x, y)|f(x)− f(y)|2m(x)m(y),
(A.7)
where we use (A.3) for the first equality and (A.4) for the second one. The last calculus proves that the
following operator
∇f(x) =
1
2
∑
y∈Γ
p(x, y)|f(y)− f(x)|2m(y)

1
2
,
called “length of the gradient” (and the definition of which is taken from [CG98]), satisfies
< (I − P )f, f >L2(Γ)= ‖∇f‖2L2(Γ). (A.8)
Geometric assumptions and estimates for the Markov operator
Under suitable geometric assumptions on Γ, the iterates of P satisfy various Lp−Lq estimates, which
we now review.
Our first assumption is:
Definition A.1.4. A graph (Γ, µ) satisfies (LB) if there exists  > 0 such that
µxx ≥ m(x) ∀x ∈ Γ. (LB)
Remark A.1.5. Let us state a stronger assumption than (LB): there exists  > 0 such that for all
x ∈ Γ, x ∼ x and
µxy ≥ m(x) ∀x ∼ y. (LB2)
Even if (LB2) plays a crucial role in some parabolic regularity estimates on graphs ([Del99]), it will play
no role in our results.
The second assumption is the following one:
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Definition A.1.6 (Doubling property). The weighted graph (Γ, µ) satisfies the doubling property if there
exists C > 0 such that
V (x, 2r) ≤ CV (x, r) ∀x ∈ Γ, ∀r > 0. (DV )
Recall that, under the assumption (DV ), there exists d > 0 such that
V (θx, r) . θdV (x, r) ∀r > 0, x ∈ Γ, θ ≥ 1. (A.9)
In the sequel, a local version of (DV ) will also be needed:
Definition A.1.7. Say that (Γ, µ) satisfies (LDV) if there exists c > 0 such that
V (x, 2) ≤ cm(x) ∀x ∈ Γ. (LDV)
Let us also state the Poincaré inequalities needed in the sequel.
Definition A.1.8 (Poincaré inequality on balls). Let s ∈ [1,+∞). The weighted graph (Γ, µ) satisfies
the Poincaré inequality (Ps) if there exists C > 0 such that, for all x ∈ Γ, all r > 0 and all functions on
Γ
1
V (x, r)
∑
y∈B(x,r)
|f(y)− fB|sm(y) ≤ C r
s
V (x, 2r)
∑
y∈B(x,2r)
|∇f(y)|sm(y), (Ps)
where
fB =
1
V (B)
∑
x∈B
f(x)m(x). (A.10)
Remark A.1.9. It is a known fact that (Ps1) implies (Ps2) if s1 ≤ s2 (cf [HK00]).
Let us now introduce some estimates on pl, which will be needed in the statement of our results.
Definition A.1.10 (On diagonal upper estimate of pl). We say that (Γ, µ) satisfies (DUE) if there
exists C > 0 such that, for all x ∈ Γ and all l ∈ N∗,
pl(x, x) ≤ C
V (x,
√
l)
. (DUE)
Definition A.1.11. Let p ∈ [1,+∞]. Say that a weighted graph (Γ, µ) verifies (GGp) if
‖∇P lf‖Lp ≤ Cp√
l
‖f‖Lp ∀l ∈ N∗, ∀f ∈ Lp(Γ). (GGp)
Remark A.1.12. Note that the assumption (GG∞) holds when Γ is the Cayley graph of a finitely
generated discrete group (as well as assumption (P1), see [HK00]). Indeed, in this case,
∇xpl(x, y) .
(
1
lV (x,
√
l)V (y,
√
l)
) 1
2
exp
(
−cd
2(x, y)
l
)
.
A.1.2 Main results
For all β > 0, all functions f on Γ and all x ∈ Γ, define
gβf(x) =
∑
l≥1
l2β−1
∣∣(I − P )βP l−1f(x)∣∣2

1
2
.
For all β > − 12 , all functions f on Γ and all x ∈ Γ, define
g˜βf(x) =
∑
l≥1
l2β
∣∣∇(I − P )βP l−1f(x)∣∣2

1
2
.
Here is our main result:
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Theorem A.1.13. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE). Then
1. gβ is of weak type (1, 1), which means that there exists C > 0 such that, for all λ > 0,
m ({x ∈ Γ; gβf(x) > λ}) ≤ C
λ
‖f‖L1(Γ) ,
and of strong type (p, p) for all 1 < p < +∞, i.e. there exists a constant C > 0 such that
‖gβf‖Lp ≤ C‖f‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ).
2. g˜β is of weak type (1, 1), and of strong type (p, p) for all 1 < p ≤ 2. Moreover, if (Γ, µ) satisfies
(P2) and (GGq) for some q > 2, then g˜β is of strong type (p, p) for p ∈ (2, q).
3. For all 1 < p < +∞,
‖f‖Lp ≤ C‖gβf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ),
for all 2 ≤ p < +∞
‖f‖Lp ≤ C‖g˜βf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ)
and if (P2) and (GGq) are true for some q > 2, then for all q′ < p < 2 (with 1q′ +
1
q = 1),
‖f‖Lp ≤ C‖g˜βf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ).
Our second result deals with the Lp-boundedness of g˜0, under very weak assumptions on Γ:
Theorem A.1.14. Let (Γ, µ) be a graph satisfying (LB) and (LDV). Then g˜0 is Lp-bounded for all
p ∈ (1, 2].
Remark A.1.15. The range β > − 12 for the Lp-boundedness of g˜β is related to the presence of ∇ in g˜β.
Remark A.1.16. 1. The Lp-boundedness of g1 was proved in [BR09, Theorem 1.16]. Theorem
A.1.13 extends this fact to a fractional version of g1. Moreover, we prove a similar estimate for
the vertical Littlewood-Paley functional g˜β and also establish converse inequalities.
2. The Lp-boundedness of gβ can be deduced from arguments in [ALM14]. Indeed, since g1 is of
strong type (p, p) for all p ∈ (1,+∞) by [BR09, Theorem 1.16], [ALM14, Theorem 3.1] yields that
P is an R-Ritt operator, and the fact that gβ is of strong type (p, p) for all p ∈ (1,+∞) follows
from [ALM14, Theorem 3.3]. However, these arguments do not yield the fact that gβ is of weak
type (1, 1). Moreover, they do not provide any information about g˜β.
Acknowledgements: the author would like to thank C. Le Merdy for pointing out reference
[ALM14] to him.
A.2 Preliminary results
A.2.1 Estimates on the kernels
In this paragraph, we gather various estimates on pl which will be instrumental in our proofs. The
conjunction of (LB), (DV ) and (DUE) provide us with further estimates on pl. First, one has ([CGZ05,
Theorem 5.2, Theorem 6.1]):
Proposition A.2.1. Let (Γ, µ) be a weighted graph satisfying (DV ) and (LB). Then, assumption
(DUE) is equivalent to the off-diagonal upper estimate:
pl(x, y) ≤ C
(
1
V (x,
√
l)V (y,
√
l)
) 1
2
exp
(
−cd
2(x, y)
l
)
∀x, y ∈ Γ, ∀l ∈ N∗. (UE)
Remark A.2.2. An immediate consequence of (DV ) is that, for all x, y ∈ Γ and l ∈ N∗,
pl−1(x, y) ≤ C
(
1
V (x,
√
l)V (y,
√
l)
) 1
2
exp
(
−cd
2(x, y)
l
)
.
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Remark A.2.3. Assume that Γ is a graph satisfying (DV ). It is easily checked that assumption (UE)
is equivalent to
pl(x, y) ≤ C
V (y,
√
l)
exp
(
−cd
2(x, y)
l
)
(A.11)
or
pl(x, y) ≤ C
V (x,
√
l)
exp
(
−cd
2(x, y)
l
)
. (A.12)
We will now state some “time regularity” estimates for higher order differences of pl (first proved for
first order differences by Christ ([Chr95]) but an easier proof was given by Dungey in [Dun06]).
Theorem A.2.4. Let (Γ, µ) be a weighted graph. Assume that Γ satisfies (DV ), (LB) and (DUE). We
define D(r) as the following operator which acts on sequences
(D(r)u)l = ul − ul+r.
Then, for all j ≥ 0 there exist two constants Cj , cj > 0 such that, for all l ≥ 1 and all x, y ∈ Γ,
|(D(1)jp)l(x, y)| ≤ Cj
ljV (x,
√
l)
exp
(
−cj d
2(x, y)
l
)
. (TD − UE)
Theorem A.2.4 (actually a slightly more general version) will be established in Section A.5.1 in the
appendix. From the previous estimates, we derive the following result, the proof of which will be given
in Section A.5.2 in the appendix.
Theorem A.2.5. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE). The following
Gaffney type inequalities hold: for all j ∈ N, there exist c, C > 0 such that for all sets E,F ⊂ Γ, all
x0 ∈ Γ, all l ∈ N∗ satisfying one of the following conditions
(i) sup {d(x0, y), y ∈ F} ≤ 3d(E,F ),
(ii) sup {d(x0, y), y ∈ F} ≤
√
l,
(iii) sup {d(x0, x), x ∈ E} ≤ 3d(E,F ),
(iv) sup {d(x0, x), x ∈ E} ≤
√
l,
and all functions f supported in F , we have, for all j ∈ N,
‖(I − P )jP lf‖L2(E) ≤ C
lj
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F ) (GT2)
and
‖∇(I − P )jP lf‖L2(E) ≤
C
lj+
1
2
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F )
‖∇(I − P )jP lf‖L2(E) ≤ C
lj+
1
2
e−c
d(E,F )2
l ‖f‖L2(F ).
(GGT2)
Remark A.2.6. The theorem above will be used for
(E,F ) ∈ {(B,Cj(B)), B ball , j ≥ 2} ∪ {(Cj(B), B), B ball , j ≥ 2}.
A.2.2 Results on the Hardy-Littlewood maximal function
Definition A.2.7. Denote by M the Hardy-Littlewood maximal operator
Mf(x) = sup 1
V (B)
∑
y∈B
|f(y)|m(y)
where the supremum is taken over the balls B of Γ containing x.
In the same way, for s ≥ 1, Ms will denote
Msf = (M|f |s)
1
s .
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The following observation will turn to be useful: under the assumption (UE), for all k ≥ 1, all
functions f on Γ and all x0, x ∈ Γ with d(x, x0) ≤
√
k,∣∣P kf(x)∣∣ ≤Mf(x0). (A.13)
Indeed,
∣∣P kf(x)∣∣ =
∣∣∣∣∣∣
∑
y∈Γ
pk(x, y)f(y)m(y)
∣∣∣∣∣∣
.
∑
y∈Γ
1
V (x,
√
k)
exp
(
−cd(x, y)
2
k
)
|f(y)|m(y)
.
1
V (x,
√
k)
∑
d(x,y)<
√
k
|f(y)|m(y) +
∑
j≥0
e−c2
2j
V (x,
√
k)
∑
2j
√
k≤d(x,y)<2j+1
√
k
|f(y)|m(y)
.
1
V (x,
√
k)
∑
d(x,y)<
√
k
|f(y)|m(y)
∑
j≥0
2(j+1)de−c2
2j
V (x, 2j+1
√
k)
∑
2j
√
k≤d(x,y)<2j+1√k
|f(y)|m(y)
≤
1 +∑
j≥0
2(j+1)de−c2
2j
Mf(x0)
.Mf(x0),
where we use for the fifth line the doubling property and the fact that d2(x, x0) ≤ k.
Proposition A.2.8. Let (Γ, µ) be a weighted graph satisfying (DV ). If (q, q0, β) ∈ (1,+∞]2 × [0, 1)
satisfy 1q =
1
q0
− β, then Mβ is bounded from Lq0(Γ) to Lq(Γ).
We also recall the Fefferman-Stein inequality.
Theorem A.2.9. Let (Γ, µ) be a weighted graph satisfying (DV ) and s ≥ 1. Then, if p, q ∈ (s,+∞),
there exists Cp,q > 0 such that for all sequences (fn)n∈N of measurable functions defined on Γ,∥∥∥∥∥∥
[
+∞∑
n=0
(Msfn)q
] 1
q
∥∥∥∥∥∥
p
≤ Cp,q
∥∥∥∥∥∥
[
+∞∑
n=0
|fn|q
] 1
q
∥∥∥∥∥∥
p
.
This result is proven in Rd in [FS71] and the proof easily extends to spaces of homogeneous type.
A.2.3 Lp boundedness for Calderón-Zygmund operators
We will make use of the following theorems about Calderón-Zygmund operators “without kernels”,
which can be found in [BR09], Theorem 1.14 and Theorem 1.17. See also [Aus07], Theorem 1.1 and 1.2.
Before stating these results, recall (see Theorem A.1.13) that a sublinear operator T is of weak type
(p, p) (1 ≤ p < +∞) if there exists C > 0 such that, for all λ > 0 and all f ∈ Lp(Γ),
m ({x ∈ Γ; |Tf(x)| > λ}) ≤ C
λp
‖f‖pLp(Γ) .
Furthermore, T is said to be of strong type (p, p) if there exists C > 0 such that, for all f ∈ Lp(Γ),
‖Tf‖Lp(Γ) ≤ C ‖f‖Lp(Γ) .
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Theorem A.2.10. Let p0 ∈ (2,+∞]. Assume that Γ satisfies the doubling property (DV ) and let T be
a sublinear operator of strong type (2, 2) defined on Γ. For all balls B, let AB be a linear operator acting
on L2(Γ). Assume that there exists a constant C > 0 such that, for all f ∈ L2(Γ), all x ∈ Γ and all balls
B 3 x,
1
V (B)
1
2
‖T (I −AB)f‖L2(B) ≤ CM2f(x) (A.14)
and
1
V (B)
1
p0
‖TABf‖Lp0(B) ≤ CM2|Tf |(x). (A.15)
Then, for all p ∈ (2, p0), T is of strong type (p, p).
Theorem A.2.11. Let p0 ∈ [1, 2). Assume that Γ satisfies the doubling property (DV ) and let T be
a sublinear operator of strong type (2, 2). For all balls B, let AB be a linear operator acting on L2(Γ).
Assume that, for all j ≥ 1, there exists ϕ(j) > 0 such that, for all B ⊂ Γ and all functions supported in
B and all j ≥ 2,
1
V (2j+1B)
1
2
‖T (I −AB)f‖L2(Cj(B)) ≤ ϕ(j)
1
V (B)
1
p0
‖f‖Lp0 (A.16)
and for all j ≥ 1
1
V (2j+1B)
1
p0
‖ABf‖L2(Cj(B)) ≤ ϕ(j)
1
V (B)
1
p0
‖f‖Lp0 . (A.17)
If
∑
j≥1
ϕ(j)2jd < +∞, where d is given by Proposition A.9, then T is of weak type (p0, p0), and therefore
of strong type (p, p) for all p0 < p < 2.
A.3 Littlewood-Paley functionals
A.3.1 L2(Γ)-boundedness of g2β
In order to prove Theorem A.1.13, let us introduce an extra functional.
Lemma A.3.1. Let (Γ, µ) be a weighted graph. Let P be the operator defined by (A.5).
Define, for all β > 0 and all functions f ∈ L2(Γ), g2βf by
g2βf(x) =
∑
l≥1
bl
∣∣(I − P 2)βP l−1f(x)∣∣2

1
2
where
∑
l≥1 blz
l−1 is the Taylor series of the function z 7→ (1− z)−2β. Then g2β is L2(Γ) bounded. More
precisely, g2β is an isometry on L
2(Γ), which means that, for all f ∈ L2(Γ),
‖g2βf‖L2(Γ) = ‖f‖L2(Γ).
Proof. Since ‖P‖2 ≤ 1, by spectral theory, P can be written as
P =
∫ 1
−1
λdE(λ).
It follows that for all l ≥ 1, one has
(I − P 2)βP l−1 =
∫ 1
−1
(1− λ2)βλl−1dE(λ)
so that, for all f ∈ L2(Γ) and l ≥ 1,
‖(I − P 2)βP l−1f‖2L2 =
∫ 1
−1
(1− λ2)2βλ2(l−1)dEf,f (λ).
78
The L2-norm of g2βf can be now computed as
‖g2βf‖2L2 =
∑
l≥1
bl‖(I − P 2)βP l−1f‖2L2
=
∫ 1
−1
(1− λ2)2β
∑
l≥1
blλ
2(l−1)dEf,f (λ)
=
∫ 1
−1
dEf,f (λ)
= ‖f‖2L2
where the third line is a consequence of the definition of bl.
Lemma A.3.2. Let (Γ, µ) be a weighted graph satisfying (LB).
Then gβ and g˜β are L2(Γ)-bounded.
Proof. Since Γ satisfies (LB), −1 is not in the L2 spectrum of P (see for instance Lemma 1.3 in [Dun06]).
Therefore there exists a > −1 such that
P =
∫ 1
a
λdE(λ).
Proceeding as in the proof of the Lemma A.3.1, we obtain
‖gβf‖2L2 =
∫ 1
a
(1− λ)2β
∑
l≥1
l2β−1λ2(l−1)dEf,f (λ)
.
∫ 1
a
(1− λ)2β 1
(1− λ2)2β dEf,f (λ)
=
∫ 1
a
1
(1 + λ)2β
dEf,f (λ)
. ‖f‖2L2
where, for the second line, we use Lemma A.6.1.
For g˜β, just notice that, by definition of ∇,
‖g˜βf‖L2 = ‖gβ+ 12 f‖L2.
A.3.2 Lp(Γ)-boundedness of gβ, 2 < p < +∞
The proof of the Lp- boundedness of gβ for p > 2 is based on the following Lemma and Theorem
A.2.10. The idea of the proof comes from Theorem 1.16 in [BR09].
Lemma A.3.3. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE).
For all n ∈ N∗, there exists a constant Cn > 0 such that, for all balls B = B(x0, r) of Γ, all j ≥ 2
and all f supported in Cj(B), one has∥∥∥gβ(I − P r2)nf∥∥∥
L2(B)
≤ Cn2j( d2−2n)
(
V (B)
V (2jB)
) 1
2
‖f‖L2
Proof. First fix n ∈ N∗. Denote by η the only integer such that η+1 ≥ β > η ≥ 0. We use the fact that
(I − P )β−1−η =
∑
k≥0
akP
k
where
∑
akz
k is the Taylor series of the function (1− z)β−η−1. Note that the equality holds on L2(Γ)
by spectral theory and (A.6). Moreover, notice that if β is an integer, then ak = δ0(k).
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By the generalized Minkowski inequality, we get
∥∥∥gβ(I − P r2)nf∥∥∥
L2(B)
≤
∑
k≥0
ak
∑
l≥1
l2β−1
∥∥∥(I − P )1+ηP k+l−1(I − P r2)nf∥∥∥2
L2(B)

1
2
.
We divide the sequel of the proof in 3 steps.
1- Estimate of the inner term
Notice that I − P r2 = (I − P )∑r2−1s=0 P s. Then, we get
‖(I − P )1+ηP k+l−1(I − P r2)nf‖L2(B) ≤ r2n sup
s∈[[0,nr2]]
‖(I − P )1+η+nP k+l+s−1f‖L2(B)
We now estimate the terms ‖(I − P )1+ηP k+l+s−1f‖L2(B). For 0 ≤ s ≤ nr2, since f is supported
in Cj(B) and by Remark A.2.2, one has,
‖(I − P )1+n+ηP k+l−1+sf‖L2(B)
.
1
(l + k + s)1+η+n
exp
(
−c (2
j − 1)2r2
l + k + s
)
‖f‖L2(Cj(B))
.
1
(l + k + s)1+η+n
exp
(
−c 4
jr2
l + k + s
)
‖f‖L2(Cj(B))
. 2
jd
2
(
V (B)
V (2jB)
) 1
2 1
(l + k + s)1+η+n
exp
(
−c 4
jr2
l + k + s
)
‖f‖L2
where the first line follows from (GT2) and Cauchy-Schwarz and the third one from (DV ).
Consequently, we obtain
‖(I − P )1+ηP k+l−1(I − P r2)nf‖L2(B)
. r2n2
jd
2 sup
s∈[[0,nr2]]
 exp
(
−c (4jr2l+k+s
)
(l + k + s)(1+η+n)
( V (B)
V (2jB)
) 1
2
‖f‖L2
≤ r2nl−η2 jd2 sup
s∈[[0,nr2]]
exp
(
−c 4jr2l+k+s
)
(l + k + s)1+n
( V (B)
V (2jB)
) 1
2
‖f‖L2.
(A.18)
2- Reverse Hölder estimates
According to Proposition A.7.2 below , the set of sequences {Ak,r,jl , k ∈ N, r ∈ N∗, j ≥ 2}, where
Ak,r,jl = l
β−η sup
s∈[[0,nr2]]
exp
(
−c 4jr2l+k+s
)
(l + k + s)1+n
 ,
is included in
EM =
{
(al)l≥1, ∀l ∈ N∗, 0 ≤ al ≤M
∑
k∈N∗
1
k
ak
}
for some M > 0. Therefore, Lemma A.7.1 below yields
V (B)−
1
2
∥∥∥gβ(I − P r2)nf∥∥∥
L2(B)
. r2n2
jd
2 V (2jB)−
1
2 ‖f‖L2
∑
k≥0
ak
∑
l≥1
1
l
(Ak,r,jl )
2

1
2
. r2n2
jd
2 V (2jB)−
1
2 ‖f‖L2
∑
k≥0
ak
∑
l≥1
1
l
Ak,r,jl .
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3- End of the calculus
Note, thanks to Lemma A.6.1, that, when β is not an integer,
m−1∑
k=0
ak(m− k)β−1−η . 1 +
m−1∑
k=1
kη−β(m− k)β−η−1
= 1 +
1
m
m−1∑
k=1
(
k
m
)η−β (
1− k
m
)β−1−η
−−−−−→
m→+∞
1 +
∫ 1
0
tη−β(1− t)β−1−ηdt < +∞.
The integral converges since η − β > −1 and β − 1− η > −1. It follows that
m−1∑
k=0
ak(m− k)β−η−1 . 1. (A.19)
Since ak = δ0(k) and β − 1− η = 0 when β is an integer, the result above holds for all β > 0.
Using the expression of Ak,r,jl , we have
V (B)−
1
2
∥∥∥gβ(I − P r2)nf∥∥∥
L2(B)
. V (2jB)−
1
2 r2n2
jd
2 ‖f‖L2
+∞∑
m=1
sup
s∈[[0,nr2]]
exp
(
−c 4jr2m+s
)
(m+ s)1+n

But, for some c′ ∈ (0, c),
+∞∑
m=1
sup
s∈[[0,nr2]]
exp
(
−c 4jr2m+s
)
(m+ s)1+n

=
1
(4jr2)1+n
+∞∑
m=1
sup
s∈[[0,nr2]]
exp
(
−c 4
jr2
m+ s
)(
4jr2
m+ s
)1+n
.
1
(4jr2)1+n
4jr2∑
m=1
exp
(
−c′ 4
jr2
m+ nr2
)
+
1
(4jr2)1+n
+∞∑
m=4jr2+1
(
4jr2
m
)1+n
. 4−jnr−2n.
The proof of Lemma A.3.3 is now complete.
Proof. The proof of the Lp-boundedness of gβ for p > 2 is analogous to the one found in [BR09],
Theorem 1.16, when 2 < p < +∞. Let us give the argument for the completeness. We are aiming to use
Theorem A.2.10. It is enough to verify the validity of the assumptions (A.14) and (A.15). We choose
AB = I − (I − P r2)n, where r is the radius of B and n > d4 .
Proof of (A.14)
We need to check that, for all f ∈ L2, for all x0 ∈ Γ and all balls B 3 x0, one has
1
V (B)
1
2
‖gβ(I − P r
2
)nf‖L2(B) .
(M|f |2) 12 (x0).
We can decompose
f =
∑
j≥1
f1lCj(B) =:
∑
j≥1
fj .
First, since gβ and I − AB = (I − P r2)n are L2(Γ)-bounded and by the doubling property,
1
V (B)
1
2
‖gβ(I − P r
2
)nf1‖L2(B) .
1
V (B)
1
2
‖f‖L2(4B) .
(M|f |2) 12 (x0).
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For j ≥ 2, Lemma A.3.3 provides:
1
V (B)
1
2
‖gβ(I − P r2)nfj‖L2(B) . 2j( d2−2n) 1
V (2jB)
1
2
‖fj‖L2
. 2j(
d
2−2n)(M|f |2) 12 (x0).
Since n > d4 , we can sum in j ≥ 1, which gives the result.
Proof of (A.15)
What we have to show is that, for all m ∈ [[1, n]], all f ∈ L2(Γ) ∩ L∞(Γ), all x0 ∈ Γ and all balls
B 3 x0, one has,
‖gβPmr
2
f‖L∞(B) . (M|gβf |2)
1
2 (x0).
First, since
∑
y∈G p(x, y)m(y) = 1, and by the use of Cauchy-Schwarz inequality, we obtain, for
all x ∈ Γ and h ∈ L2(Γ), ∣∣∣Pmr2h(x)∣∣∣ ≤ (Pmr2 |h|2(x)) 12 .
Hence, it follows that for all l ≥ 1∣∣∣Pmr2(I − P )βP l−1f(x)∣∣∣2 ≤ Pmr2 |(I − P )βP l−1f |2(x),
so that, summing up in l,
(gβP
mr2f)(x)2 =
∑
l≥1
l2β−1|Pmr2(I − P )βP l−1f(x)|2
≤ Pmr2
∑
l≥1
l2β−1|(I − P )βP l−1f |2
 (x)
= Pmr
2 (|gβf |2) (x)
.M (|gβf |2) (x0),
where the last line is due to (A.13). Here ends the proof of (A.15), and the one of the Lp-
boundedness of gβ for p ∈ (2,+∞).
A.3.3 Lp-boundedness of g˜β, 2 ≤ p < p0
Lemma A.3.4. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE).
For all n ∈ N∗, there exists a constant Cn such that, for all balls B = B(x0, r) of Γ, all j ≥ 2 and
all f supported in Cj(B) = 2j+1B\2jB, we get
∥∥∥g˜β(I − P r2)nf∥∥∥
L2(B)
≤ Cn2j( d2−2n)
(
V (B)
V (2jB)
) 1
2
‖f‖L2.
Proof. (Lemma A.3.4)
The proof is analogous to the one of Lemma A.3.3, and we only indicates the main differences.
Define η as in the proof of Lemma A.3.3. By the use of the generalized Minkowski inequality, we get
∥∥∥g˜β(I − P r2)nf∥∥∥
L2(B)
≤
∑
k≥0
ak
∑
l≥1
l2β
∥∥∥∇(I − P )1+ηP k+l−1(I − P r2)nf∥∥∥2
L2(B)

1
2
.
We now distinguish the cases β > 0 ( i.e. η ∈ N) and − 12 < β ≤ 0 ( i.e. η = −1).
First case: β > 0. In this case, the proof is analogous to the one in Lemma A.3.3, using (GGT2)
instead of (GT2).
Second case: −1
2
< β ≤ 0.
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1. By (GGT2),
‖∇P k+l−1(I−P r2)nf‖L2(B) . 2
jd
2 r2n sup
s∈[[0,nr2]]
exp
(
−c 4jr2l+k+s
)
(l + k + s)n+
1
2
( V (B)
V (2jB)
) 1
2 ‖f‖L2(Cj (B)).
2. Define now Bk,r,jl by
Bk,r,jl = l
β+ 12 sup
s∈[[0,nr2]]
exp
(
−c 4jr2l+k+s
)
(l + k + s)n+
1
2

Remark A.7.5 below therefore shows
V (B)−
1
2
∥∥∥g˜β(I − P r2)nf∥∥∥
L2(B)
. 2
jd
2 V (2jB)−
1
2 ‖f‖L2r2n
∑
k≥0
ak
∑
l≥1
1
l
(Bk,r,jl )
2

1
2
. 2
jd
2 V (2jB)−
1
2 ‖f‖L2r2n
∑
k≥0
ak
∑
l≥1
1
l
Bk,r,jl .
(A.20)
3. Thanks to Lemma A.6.1, one has
m−1∑
k=0
ak(m− k)β− 12 . mβ− 12 +
m−1∑
k=1
k−β−1(m− k)β− 12
.
1√
m
∫ 1
0
t−β−1(1− t)β− 12 dt,
if β ∈ (− 12 , 0). If β = 0, we have ak = δ0(k), so that, in both cases,
m−1∑
k=0
ak(m− k)β− 12 . 1√
m
. (A.21)
Using (A.20) and (A.21), one obtains
V (B)−
1
2
∥∥∥gβ(I − P r2)nf∥∥∥
L2(B)
. 2
jd
2 V (2jB)−
1
2 ‖f‖L2r2n
+∞∑
m=1
sup
s∈[[0,nr2]]
 exp
(
−c 4jr2m+s
)
√
m(m+ s)n+
1
2
 .
However, one has,
+∞∑
m=1
sup
s∈[[0,nr2]]
 exp
(
−c 4jr2m+s
)
√
m(m+ s)n+
1
2

=
1
(4jr2)n+1
+∞∑
m=1
2jr√
m
sup
s∈[[0,nr2]]
{(
4jr2
m+ s
)n+ 12
exp
(
−c 4
jr2
m+ s
)}
.
1
(4jr2)n+1
4jr2∑
m=1
2jr√
m
+
1
(4jr2)n+1
+∞∑
m=4jr2+1
(
4jr2
m
)n+1
. 4−jnr−2n.
It yields the desired result
V (B)−
1
2
∥∥∥gβ(I − P r2)nf∥∥∥
L2(B)
. 2j(
d
2−2n)V (2jB)−
1
2 ‖f‖L2
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Proof. ( Lp-boundedness of g˜β for 2 < p < p0)
We use Theorem A.2.10 as well. The proof of (A.14) for g˜β is analogous to the corresponding one for
gβ, by use of Lemma A.3.4. Let us now check (A.15). We argue as in [ACDH04] pp 932-936, using (P2)
and (GGp0 ).
We want to prove that, for all 2 < p < p0, there exists Cn such that for all balls B ⊂ Γ of radius r,
all m ∈ [[0, n]], all functions f on Γ and x ∈ B,
1
V
1
p (B)
∥∥∥g˜βP 2mr2f∥∥∥
Lp(B)
≤ Cn
(M(|g˜βf |2)) 12 (x). (A.22)
Let f ∈ L2(Γ). Since P l1 ≡ 1 for all l ∈ N, we may write, if gl = (I − P )βP l−1f ,
∇Pmr2(I − P )βP l−1f = ∇Pmr2 (gl − (gl)
4B
)
.
Write gl − (gl)
4B
=
∑
i≥1
gli with g
l
i =
(
gl − (gl)
4B
)
1lCi(B). For i = 1, Lemma 4.2 in [BR09] and (P2)
yield ∑
l≥1
l2β
(
1
V
1
p (B)
‖∇Pmr2gl1‖Lp(B)
)2
1
2
.
1
rV (4B)
1
2
∑
l≥1
l2β‖gl1‖2L2(4B)

1
2
.
 1
V (8B)
∑
l≥1
l2β
∑
y∈8B
|∇gl1(y)|2m(y)

1
2
.M2 (g˜βf) (x).
For i ≥ 2, Lemma 4.2 in [BR09] shows that∑
l≥1
l2β
(
1
V
1
p (B)
‖∇Pmr2gli‖
)2
1
2
.
e−c4
i
r
 1
V (2i+1B)
∑
l≥1
l2β‖gli‖2L2(Ci(B))

1
2
.
But for all l ≥ 1,
‖gli‖L2(Ci(B)) ≤ ‖gl −
(
gl
)
4B
‖L2(2i+1B)
≤ ‖gl − (gl)
2i+1B
‖L2(2i+1B) + V (2i+1B)
1
2
i∑
j=2
| (gl)
2jB
− (gl)
2j+1B
|.
For all j ∈ [[2, i]], (P2) implies
| (gl)
2jB
− (gl)
2j+1B
| . 1
V (2j+1B)
1
2
‖gl − (gl)
2j+1B
‖L2(2j+1B)
. 2j+1r
1
V (2j+1B)
1
2
‖∇gl‖L2(2j+1B),
while
‖gl − (gl)
2i+1B
‖L2(2i+1B) . 2i+1r
∥∥∇gl∥∥
L2(2i+1B)
,
so that
‖gli‖L2(Ci(B)) .
i∑
j=2
2jr
V (2i+1B)
1
2
V (2j+1B)
1
2
∥∥∇gl∥∥
L2(2j+1B)
.
As a consequence, by the Minkowski inequality, 1
V (2i+1B)
∑
l≥1
l2β‖gli‖2L2(Ci(B))

1
2
.
i∑
j=2
2jr
1
V (2j+1B)
1
2
∑
l≥1
l2β‖∇gl‖2L2(2j+2B)

1
2
.
i∑
j=2
2jrM2g˜βf(x)
. 2irM2g˜βf(x).
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A.3.4 Lp-boundedness of gβ and g˜β, 1 < p ≤ 2
The proof of the Lp-boundedness of gβ for 1 < p < 2 relies on Theorem A.2.11, via the following
lemma:
Lemma A.3.5. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE).
For all n ∈ N∗, there exists a constant Cn such that, for all balls B = B(x0, r) of Γ, all j ≥ 2 and
all f ∈ L1(Γ) supported in B, we get∥∥∥gβ(I − P r2)nf∥∥∥
L2(Cj(B))
≤ Cn2−2jnV (2
jB)
1
2
V (B)
‖f‖L1.
Proof. The proof of Lemma A.3.5 is very similar to the one of Lemma A.3.3, and we will therefore by
sketchy. First, we still have
∥∥∥gβ(I − P r2)nf∥∥∥
L2(Cj (B))
≤
∑
k≥0
ak
∑
l≥1
l2β−1
∥∥∥(I − P )1+ηP k+l−1(I − P r2)nf∥∥∥2
L2(Cj(B))

1
2
where ak is defined as in the proof of A.3.3.
1- Estimate of the inner term
Let B = B(x0, r). As in Lemma A.3.3 and using (GT2),
‖(I − P )1+ηP k+l−1(I − P r2)nf‖L2(Cj(B))
. r2n sup
s∈[[0,nr2]]
‖(I − P )1+η+nP k+l+s−1f‖L2(Cj(B))
. l−ηr2n‖f‖L1(B) sup
s∈[[0,nr2]]
 1
V (x0,
√
l + k + s)
1
2
exp
(
−c 4jr2l+k+s
)
(l + k + s)1+n

. l−ηr2n
V (2jB)
1
2
V (B)
‖f‖L1 sup
s∈[[0,nr2]]
exp
(
− c2 4
jr2
l+k+s
)
(l + k + s)1+n

(A.23)
where we use for the second line the following fact, consequence of (DV )
V (B)
V (x0,
√
l + k + s)
.
(
1 +
r2
l + k + s
) d
2
. exp
(
c
2
4jr2
l+ k + s
)
.
2/3- Conclusion
The proof is then the same (with obvious modifications) as the proof of Lemma A.3.3, using the
same sequence Ak,r,jl as in the proof of Lemma A.3.3.
We can now conclude for the Lp-boundedness of gβ and g˜β for 1 < p < 2.
Proof. ( Lp-boundedness and weak (1, 1) type of gβ for 1 < p < 2 )
We apply Theorem A.2.11. It is enough to check (A.16) and (A.17) with g(j) = 2−j . We take AB = P r
2
where r is the radius of B. The inequality (A.16) is then a consequence of Lemma A.3.5 for n = 1. For
the estimate (A.17), it suffices to prove that, for all balls B of Γ, all j ≥ 1, and all f supported in B,
‖P r2f‖L2(Cj(B)) .
V (2j+1B)
1
2
V (B)
e−c4
j‖f‖L1(B).
The case j ≥ 2 is a consequence of (GT2) and (DV ), while the case j = 1 follows from (UE) and
(A.45).
Proof. ( Lp-boundedness and weak (1, 1) type of g˜β )
For β > 0, the proof is the analogous to the one of the Lp-boundedness of gβ, using (GGT2) instead of
(GT2).
The case β ∈ (− 12 , 0] is analogous, with minor changes identical to the corresponding case in the
proof of Lp-boundedness of g˜β for p > 2.
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A.3.5 Reverse Lp inequalities for gβ and g˜β
Let us now end up the proof of Theorem A.1.13. What remains to be proved is:
Theorem A.3.6. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE). For all 1 < p <
+∞ and β > 0, there exist three constants C1, C2, C3 > 0 such that
‖f‖Lp ≤ C1‖gβf‖Lp ≤ C2‖g2βf‖Lp ≤ C3‖f‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ).
Remark A.3.7. Notice that Theorem A.3.6 implies Theorem A.1.13 for gβ. A statement analogous to
Theorem A.3.6 holds with g˜β, with the same proof, which ends the proof of Theorem A.1.13.
Proof. By Lemma A.6.1, we get
g2βf(x) ' gβ(I + P )βf(x) ∀f ∈ Lp(Γ) ∩ L2(Γ), ∀x ∈ Γ.
As a consequence of this fact and Remark A.1.3, for all p ∈ (1,+∞), we have the inequalities
‖g2βf‖Lp . ‖gβ(I + P )βf‖Lp . ‖(I + P )βf‖Lp . ‖f‖Lp. (A.24)
The proof will then be complete if we establish, for all 1 < p < +∞,
‖f‖Lp ≤ ‖g2βf‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ). (A.25)
Indeed, assume that (A.25) is established. The conjunction of (A.24) and (A.25) provide the equivalences
‖g2βf‖Lp ' ‖f‖Lp ∀f ∈ Lp(Γ) ∩ L2(Γ)
and
‖gβf‖Lp ' ‖f‖Lp ∀f ∈ A = {(I + P )βg, g ∈ Lp ∩ L2}
and it is therefore enough to check that A is dense in Lp(Γ).
To that purpose, notice that (A.24) and (A.25) also provide the equivalence ‖(I+P )βf‖Lp(Γ) ' ‖f‖Lp(Γ)
for all f ∈ L2(Γ)∩Lp(Γ), then for all f ∈ Lp(Γ) by the Lp-boundedness of (I+P )β and since L2(Γ)∩Lp(Γ)
is dense in Lp(Γ). This entails that (I + P )β is one-to-one on Lp
′
(Γ) (with 1p +
1
p′ = 1), which implies
that A is dense in Lp(Γ).
The inequality (A.25) can be proven by duality. Actually, for all f, h ∈ L2(Γ), Lemma A.3.1 shows that
4 < f, h > = ‖f + h‖22 − ‖f − h‖22
= ‖g2β(f + h)‖22 − ‖g2β(f − h)‖22
≤ ‖g2βf + g2βh‖22 − ‖g2βf − g2βh‖22
= 4 < g2βf, g
2
βh > .
For the third line, notice that
g2βf − g2βh ≤ g2β(f − h),
and interverting the roles of f and h, we obtain∣∣g2βf − g2βh∣∣ ≤ g2β(f − h),
so that ∥∥g2βf − g2βh∥∥L2 ≤ ∥∥g2β(f − h)∥∥L2 .
Thus, if 1p +
1
p′ = 1, we have for all f ∈ Lp(Γ) ∩ L2(Γ), 1 < p < +∞,
‖f‖Lp(Γ) = sup
h∈L2∩Lp′
‖h‖
Lp
′≤1
< f, h >
≤ sup
h∈L2∩Lp′
‖h‖
Lp
′≤1
< g2βf, g
2
βh >
≤ ‖g2βf‖Lp sup
h∈L2∩Lp′
‖h‖
Lp
′≤1
‖g2βh‖Lp′
. ‖g2βf‖Lp sup
h∈L2∩Lp′
‖h‖
Lp
′≤1
‖h‖Lp′
= ‖g2βf‖Lp
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where the third line is a consequence of Hölder inequality and the fourth one follows from the boundedness
of g2β on L
p′(Γ). We obtain the desired result
‖f‖Lp . ‖g2βf‖Lp .
A.4 Lp-boundedness of g˜0, 1 < p < 2
Define, for all q ∈ (1, 2] and all functions f on Γ,
N˜qf := qf∆f − f2−q∆f q
and, for all functions un : N× Γ→ R,
Nqun := qun[∂n +∆]un − u2−qn [∂n +∆]uqn = N˜qun + qun∂nun − u2−qn ∂nuqn.
Here and after, ∂nun = un+1 − un for all n ∈ N.
Remark A.4.1. – Dungey proved in [Dun08] that 0 ≤ N˜q(f) ≤ q2 |∇f |2.
– The Young inequality shows at once that
∂nu
q
n ≥ quq−1n ∂nun, (A.26)
and then Nq(un) ≤ N˜q(un).
– As will be shown in Proposition A.4.8 below, Nq(Pnf) ≥ 0 for all nonnegative functions f and all
n ∈ N.
We also introduce the functional
g˜0,qf(x) =
∑
n≥0
Nq(Pnf)(x)

1
2
.
Theorem A.4.2. If q ∈ (1, 2], then there exists a constant c > 0 such that
‖g˜0,qf‖q ≤ c‖f‖q
for all nonnegative functions f ∈ Lq.
Corollary A.4.3. Let (Γ, µ) be a graph satisfying (LB) and (LDV) and let q ∈ (1, 2] Then there exists
cq > 0 such that
‖∇Pnf‖q ≤ cq√
n
‖f‖q
Remark A.4.4. In [Dun08], using semigroup arguments, Dungey proved the conclusion of Corollary
A.4.3 under the weaker assumption that −1 does not belong to the L2 spectrum of P .
A.4.1 Proof of Theorem A.4.2
The proof of this result is based on Stein’s argument in [Ste70b], Chapter II, also used in Riemannian
manifolds in [CDL03] and on graphs with continuous time functionals in [Dun08].
Let us first state the maximal ergodic theorem for Markov kernels ( see [Ste61], see also [Ste70b], Chapter
IV, Theorems 6 and 9 ):
Lemma A.4.5. Let (X,m) be a measurable space. Assume that P is a linear operator simultaneously
defined and bounded from L1(X) to itself and from L∞(X) to itself that satisfies
i. P is self adjoint,
ii. ‖P‖L1→L1 ≤ 1.
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Let f∗(x) = supn≥0 |Pnf(x)|. Then there exists a constant cq > 0 such that
‖f∗‖q ≤ cq‖f‖q
for all q ∈ (1,+∞].
We can now turn to the proof of Theorem A.4.2.
If un = P
n−1f , then [∂n +∆]un = 0 and, as will be proved in Proposition A.4.8 below, one has
Nqun = −u2−qn [∂n +∆]uqn ≥ 0. (A.27)
Consequently, we have
g˜0,qf(x)
2 =
∑
n≥0
Nq(P
nf)(x) = −
∑
n≥0
[Pnf(x)]2−q [∂n +∆]([Pnf(x)]q)
≤ −f∗(x)2−q
∑
n≥0
[∂n +∆]([P
nf(x)]q).
It follows, with J(x) = −∑n≥0[∂n +∆]([Pnf(x)]q) ≥ 0,
‖g˜0,qf‖qq ≤
∑
x∈Γ
f∗(x)
(2−q)q
2 J(x)
q
2m(x)
≤
(∑
x∈Γ
f∗(x)qm(x)
) 2−q
2
(∑
x∈Γ
J(x)m(x)
) q
2
.
(A.28)
Yet, by Lemma A.4.5, (∑
x∈Γ
f∗(x)qm(x)
)
. ‖f‖qq. (A.29)
Besides, note that (A.27) implies that −[∂n +∆][Pnf ]q ≥ 0. By Fubini’s theorem, one has∑
x∈Γ
J(x)m(x) = −
∑
n≥0
∑
x∈Γ
[∂n +∆][P
nf ]qm(x).
Since [Pnf ]q ∈ L1(Γ) and
∑
x∈Γ
∆g(x)m(x) = 0 for all g ∈ L1(Γ), we have then
∑
x∈Γ
J(x)m(x) = −
∑
n≥0
∑
x∈Γ
∂n[P
nf(x)]qm(x)
= −
∑
n≥0
[‖Pn+1f‖qq − ‖Pn‖qq]
≤ ‖f‖qq.
(A.30)
Using (A.28), (A.29) and (A.30), we thus obtain the conclusion of Theorem A.4.2.
A.4.2 Proof of Theorem A.1.14
Recall some facts proved by Dungey in [Dun08]. Define the “averaging” operator A by setting
(Af)(x) =
∑
y∈B(x,2)
f(y) =
∑
y∼x
f(y)
for x ∈ Γ and functions f : Γ→ R.
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Proposition A.4.6. Suppose that (Γ, µ) satisfies property (LDV), and let q ∈ (1, 2]. There exists cq > 0
such that
|∇f |2(x) ≤ cq A(N˜qf)(x)
for all x ∈ Γ and all nonnegative functions f ∈ Lq. Moreover, there exists c′q > 0 such that
‖AF‖ q
2
≤ c′q‖F‖ q2 (A.31)
for all nonnegative functions F on Γ.
Remark A.4.7. The first part of the previous proposition was stated by Dungey for all nonnegative
functions 0 ≤ f ∈ L∞(Γ). However, since the estimate is a local one, we only need f ∈ L∞loc(Γ) ⊃ Lq(Γ).
Note that q2 ≤ 1 in (A.31), and that we use the notation ‖F‖r :=
(∑
x∈Γ
m(x)|F (x)|r
) 1
r
for r ∈ (0, 1].
In order to prove Theorem A.1.14, we need the following result.
Proposition A.4.8. Let (Γ, µ) be a weighted graph and let q ∈ (1, 2]. Then Nq(Pnf) ≥ 0 for all
functions 0 ≤ f ∈ Lq.
Moreover, if (Γ, µ) satisfies (LB), there exists a constant cq > 0 such that
0 ≤ N˜q(Pnf) ≤ cqNq(Pnf).
Proof. (Theorem A.1.14)
Proposition A.4.6 yields the pointwise estimate
|∇Pnf |2 . A(N˜q(Pnf))
for 0 ≤ f ∈ Lq, so that, by Proposition A.4.8,
(g˜0f)
2 =
∑
n≥0
|∇Pnf |2
.
∑
n≥0
A(Nq(P
nf))
= A
∑
n≥0
Nq(P
nf)
 = A (g˜0,qf)2 .
Theorem A.4.2 and (A.31) provide the conclusion of Theorem A.1.14 for all nonnegative functions f .
We obtain then Lq-boundedness of g˜0 by subadditivity of g˜0.
It remains to prove Proposition A.4.8.
Proof. (Proposition A.4.8)
Taylor expansion of the function t 7→ tq, q ∈ (1, 2], gives
tq − sq = qsq−1(t− s) + q(q − 1)
∫ t
s
τq−2(t− τ)dτ
= qsq−1(t− s) + q(q − 1)(t− s)2
∫ 1
0
(1− u)du
((1− u)s+ ut)2−q
(A.32)
for t, s ≥ 0 with s 6= t. From this expansion, one has, for q ∈ (1, 2], 0 ≤ g and x ∈ Γ,
N˜q(g)(x) =
∑
y∈Γ
p(x, y)m(y)
[
qg(x)(g(x) − g(y)) − g(x)2−q(g(x)q − g(y)q)
]
= q(q − 1)
∑
y: g(y)6=g(x)
p(x, y)m(y)(g(x) − g(y))2
∫ 1
0
(1− t)g(x)2−q
((1 − t)g(x) + tg(y))2−q dt
= q(q − 1)g(x)2−q
∫ 1
0
(1− t)
∑
y: g(y)6=g(x)
p(x, y)m(y)
(g(x) − g(y))2
((g(x) + t(g(y) − g(x))2−q dt.
(A.33)
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Let f ≥ 0 and n ∈ N. Define g := Pnf and notice g ≥ 0. Therefore,
∂n(P
nf)(x) = (P − I)g(x) =
∑
y∼x
p(x, y)m(y)(g(y)− g(x))
and with (A.32), one has
∂n(P
nf(x))q−q(Pnf(x))q−1∂n(Pnf)
= q(q − 1)((P − I)g(x))2
∫ 1
0
(1− t)dt
(g(x) + t(P − I)g(x))2−q
so that
[N˜q −Nq]g(x) = g(x)2−q∂n(Pnf(x))q − qg(x)∂n(Pnf)
= q(q − 1)g(x)2−q
∫ 1
0
(1− t) ((P − I)g(x))
2
(g(x) + t(P − I)g(x))2−q dt
If g(x) = 0, then Nq(g)(x) = [N˜q −Nq]g(x) = 0, therefore the conclusion of Proposition A.4.8 holds
at x. Assume now that g(x) 6= 0. Define, for all y ∈ Γ, h(y) = g(y)−g(x)g(x) ≥ −1 and, for all t ∈ (0, 1) and
all s ∈ [−1,+∞),
Ft(s) = s
2
(1 + ts)2−q
.
One has
N˜q(g)(x) = q(q − 1)g(x)2−q
∫ 1
0
(1 − t)
∑
y: g(y) 6=g(x)
p(x, y)m(y)Ft(h(y))dt
and
[N˜q −Nq]g(x) = q(q − 1)g(x)2−q
∫ 1
0
(1− t)Ft
 ∑
y: g(y) 6=g(x)
p(x, y)m(y)h(y)
 dt.
Assume for a while that it is known that Ft is convex on [−1,+∞) for all t ∈ (0, 1), and let us conclude
the proof of Proposition A.4.8. One has N˜q(g)(x) ≥ [N˜q − Nq]g(x), which means that Nq(g)(x) ≥ 0.
Moreover, since p(x, x) > , then
∑
y: g(y) 6=g(x)
p(x,y)m(y)
1− ≤ 1, so that
∑
y: g(y) 6=g(x)
p(x, y)m(y)
1−  Ft(h(y)) ≥ Ft
 ∑
y: g(y) 6=g(x)
p(x, y)m(y)
1−  h(y)

≥ (1− )−qFt
 ∑
y: g(y) 6=g(x)
p(x, y)m(y)h(y)
 ,
where the first inequality is due to the convexity of Ft and the last one to the definition of Ft. We
deduce
[N˜q −Nq]g(x) ≤ (1− )q−1N˜q(g)(x),
which means
N˜q(g)(x) ≤ 1
1− (1− )q−1Nq(g)(x).
It remains to prove the following lemma
Lemma A.4.9. The function Ft is convex on [−1,+∞) for all t ∈ (0, 1).
Proof. Let F (x) = x
2
(1+x)2−q . Easy computations show that F is convex on (−1,+∞). Since, for all
t ∈ (0, 1), Ft = 1t2F (tx), Ft is convex on (− 1t ,+∞) ⊃ [−1,+∞).
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A.4.3 Proof of Corollary A.4.3
First we will prove the following result. If q ∈ (1, 2], n ∈ N∗ with n ≥ 1 and 0 ≤ f ∈ L1 ∩ L∞, one
has
‖N 12q (Pnf)‖q ≤ cq√
n
‖f‖q (A.34)
Let un = P
nf and Jn := −(∂n +∆)(uqn). Then
‖N 12q (Pnf)‖qq =
∑
x∈Γ
m(x)N q/2q (un)(x)
=
∑
x∈Γ
m(x)u
q(2−q)
2
n Jn(x)
q/2
≤
[∑
x∈Γ
m(x)un(x)
q
] 2−q
2
[∑
x∈Γ
Jn(x)m(x)
] q
2
(A.35)
where the last step follows from Hölde inequality. Yet,∑
x∈Γ
m(x)un(x)
q = ‖Pnf‖qq ≤ ‖f‖qq
and ∑
x∈Γ
Jn(x)m(x) = −
∑
x∈Γ
∂n(u
q
n)(x)m(x)
≤ −q
∑
x∈Γ
m(x)uq−1n (x)∂nun(x)
≤ q‖un‖q/q′q ‖∂nun‖q
where the first line holds because
∑
x∈Γ∆g(x)m(x) = 0 if g ∈ L1, the second line follows from (A.26),
and the third one from Hölder inequality again (with 1q +
1
q′ = 1). Here ‖un‖q ≤ ‖f‖q while ‖∂nun‖q =
‖∆un‖q . 1n‖f‖q by the analyticity of P on Lq. Thus∑
x∈Γ
Jn(x)m(x) .
1
n
‖f‖qq
Substitution of the last two estimates in (A.35) gives
‖N 12q (Pnf)‖q . 1√
n
‖f‖q,
which ends the proof of (A.34).
Now just use Propositions A.4.6 and A.4.8 to get Corollary A.4.3.
A.5 Appendix: Further estimates for Markov chains
A.5.1 Time regularity estimates
The theorem we prove here is slightly more general than (and clearly implies) Theorem A.2.4.
Theorem A.5.1. Let (Γ, µ) be a weighted graph satisfying (LB), (DV ) and (DUE). Then, for all
j ≥ 0, there exist two constants Cj , cj > 0 such that, for all (r1, . . . , rj) ∈ N∗j for all l ≥ maxi≤j ri and
all x, y ∈ Γ,
|(D(r1) . . . D(rj)p)l(x, y)| ≤ Cjr1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj d
2(x, y)
l
)
.
We first recall the following result (Lemma 2.1 in [Dun06]).
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Lemma A.5.2. Let P be a power bounded and analytic operator in a Banach space X. For each j ∈ N
and p ∈ (1,+∞), there exists a constant cj > 0 such that
‖(I − P r1)(I − P r2) . . . (I − P rj )P l‖p→p ≤ cjr1 . . . rj l−j
for all j1, . . . , jk ∈ N, all (r1, . . . , rj) ∈ Nj and all l ∈ N∗.
Proof. let us now establish Theorem A.5.1. We follow closely the proof of Theorem 1.1 of [Dun06],
arguing by induction on j.
The case j = 0 is obvious since the result is the assumption. The case j = 1 and r1 = 1 is the one proven
by Dungey in [Dun06] and we will just here verify that the proof for j = 1 can be extended to all j ∈ N.
Assume now that, for some j ∈ N, the kernel pl satisfies for all (r1, . . . , rj) ∈ N∗j and all l ≥ maxi ri
|D(rj) . . . D(r1)pl(x, y)| ≤ Cjr1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj d
2(x, y)
l
)
(A.36)
where the constant Cj depends only of the graph Γ and j.
Let (r1, . . . , rj+1) ∈ N∗(j+1). We then use the abstract identity (which can easily be proved by induction
on k) for all linear operators A and all k ∈ N:
I −A = 2−(k+1)(I −A2k+1) +
k∑
i=0
2−(i+1)(I −A2i)2 (A.37)
where I denotes the identity operator. Hence we have, applying (A.37) with (Au)l = ul+rj+1 ,
D(rj+1) = 2
−(k+1)D(2k+1rj+1) +
k∑
i=0
2−(i+1)D(2irj+1)2
and if we apply this formula to (D(rj) . . . D(r1)p)l, we obtain, for all l ∈ N, k ∈ N and x, y ∈ Γ,
|D(rj+1) . . .D(r1)pl(x, y)| ≤ 2−(k+1)|D(2k+1rj+1)D(rj) . . . D(r1)pl(x, y)|
+
k∑
i=0
2−(i+1)|D(2irj+1)2D(rj) . . . D(r1)pl(x, y)|.
(A.38)
Suppose that 0 < 2krj+1 ≤ l, hence l + 2k+1rj+1 ≤ 3l and (A.36) provides the estimate
|D(2k+1rj+1)D(rj) . . .D(r1)pl(x, y)|
≤ |D(rj) . . . D(r1)pl(x, y)|+ |D(rj) . . .D(r1)pl+2k+1rj+1(x, y)|
≤ Cj r1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj d
2(x, y)
3l
)
.
(A.39)
Besides, observe that
|D(n)2D(rj) . . . D(r1)pl(x, y)|
= ‖(I − Pn)2(I − P rj ) . . . (I − P r1)P l‖L1({y})→L∞({x})
≤ ‖P l1‖L2→L∞({x})‖(I − Pn)2(I − P rj ) . . . (I − P r1)P l2‖2→2‖P l3‖L1({y})→L2 .
(A.40)
whenever l = l1 + l2 + l3. Moreover, let us notice that for all l0 ∈ N∗ and all z ∈ Γ, (DUE) provides
‖P l0‖L2→L∞({x}) = ‖P l0‖L1({x})→L2 =
∑
y∈Γ
[pl0(x, y)]
2m(y)

1
2
= p2l0(x, x)
1
2
≤ C
V (x,
√
l0)
1
2
.
(A.41)
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The two last results ((A.40) and (A.41)) combined with Lemma A.5.2 and the doubling property
(DV ) give, with l1, l2, l3 ∼ l3
|D(n)2D(rj) . . . D(r1)pl(x, y)| ≤ C′j
n2r1 . . . rj
lj+2V (x,
√
l)
1
2V (y,
√
l)
1
2
. (A.42)
Collecting estimates (A.38), (A.39) and (A.42) and using that
k∑
i=0
2i−1 ≤ 2k, we obtain
|D(rj+1) . . . D(r1)pl(x, y)| . 2−(k+1) r1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj d
2(x, y)
3l
)
+
k∑
i=0
2−(i+1)
22ir2j+1rj . . . r1
lj+2V (x,
√
l)
1
2V (y,
√
l)
1
2
. 2−(k+1)
r1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj d
2(x, y)
3l
)
+
2kr1 . . . rjr
2
j+1
lj+2V (x,
√
l)
for all l ≥ 1, k ∈ N with 2krj+1 ≤ l.
We will now choose k to obtain the desired inequality. If l, j, x, y satisfy
l exp
(
−cj d
2(x, y)
4l
)
≥ rj+1.
We choose k such that
2krj+1 ≤ l exp
(
−cj d
2(x, y)
4l
)
< 2k+1rj+1
which gives
|D(rj+1) . . . D(r1)pl(x, y)| . r1 . . . rj+1
lj+1V (x,
√
l)
1
2V (y,
√
l)
1
2
exp
(
− cj
12
d2(x, y)
l
)
.
In the other case, i.e. l exp
(
−cj d
2(x,y)
4l
)
≤ rj+1, observe that by (A.36)
|D(rj+1) . . .D(r1)pl(x, y)|
≤ |D(rj) . . . D(r1)pl(x, y)|+ |D(rj) . . .D(r1)pl+rj+1 (x, y)|
≤ Cj r1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj d
2(x, y)
l + rj+1
)
≤ Cj r1 . . . rj
ljV (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj
2
d2(x, y)
l
)
≤ Cj r1 . . . rj+1
lj+1V (x,
√
l)
1
2 V (y,
√
l)
1
2
exp
(
−cj
4
d2(x, y)
l
)
where the third line holds because l ≥ rj+1.
A.5.2 Gaffney-type inequalities
This paragraph is devoted to the proof of Theorem A.2.5. Actually, we establish more general
versions in Theorem A.5.3 and Corollary A.5.4.
Theorem A.5.3. Let (Γ, µ) be a weighted graph. Assume (LB), (DV ) and (DUE). Then, for all
j ∈ N, there exist c, C > 0 such that for all (r1, . . . , rj) ∈ Nj, for all sets E,F ⊂ Γ and x0 ∈ Γ such that
sup {d(x0, y), y ∈ F} ≤ 3d(E,F ) and all functions f supported in F ,
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(i) ‖(I − P r1) . . . (I − P rj )P lf‖L2(E) ≤ C r1 . . . rj
lj
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F ),
for all (r1, . . . rj) ∈ N∗ and all l ≥ maxi≤j ri.
(ii) ‖∇(I − P r1) . . . (I − P rj )P lf‖L2(E) ≤ C r1 . . . rj
lj+
1
2
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F ),
for all (r1, . . . rj) ∈ N∗ and all l ≥ maxi≤j ri.
(iii) ‖∇(I − P r1) . . . (I − P rj )P lf‖L2(E) ≤ C r1 . . . rj
lj+
1
2
e−c
d(E,F )2
l ‖f‖L2(F ),
for all (r1, . . . rj) ∈ N∗ and all l ≥ maxi≤j ri.
Corollary A.5.4. Let (Γ, µ) be a weighted graph satisfying (LB), (DV ) and (DUE). The conclusions
of Theorem A.5.3 still hold under any of the following assumptions on E,F, x0 and l:
1. sup {d(x0, y), y ∈ F} ≤
√
l,
2. sup {d(x0, x), x ∈ E} ≤ 3d(E,F ),
3. sup {d(x0, x), x ∈ E} ≤
√
l.
The proof of Theorem A.5.3 relies on:
Lemma A.5.5. Let (Γ, µ) be a weighted graph satisfying (DV ), (LB) and (DUE), then we have the
following estimates: for all j ∈ N, there exist Cj , cj > 0 such that for all (r1, . . . rj) ∈ N∗j and all
l ≥ maxi≤jri ∑
y∈Γ
| (D(rj) . . . D(r1)p)l (y, x)|2ecj
d(x,y)2
l m(y) ≤ Cj
r21 . . . r
2
j
l2jV (x,
√
l)
(A.43)
and ∑
y∈Γ
|∇y (D(rj) . . . D(r1)p)l (y, x)|2ecj
d(x,y)2
l m(y) ≤ Cj
r21 . . . r
2
j
l2j+1V (x,
√
l)
. (A.44)
The proof of this Lemma is analogous to Lemmas 4 and 7 in [Rus00], where we use the estimates in
Theorem A.5.1 instead of the estimate (UE).
Proof. (Theorem A.5.3)
(i) We can assume without loss of generality that ‖f‖L1 = 1. Then
‖(I − P r1) . . . (I − P rj )Plf‖2L2(E)
=
∑
x∈E
m(x)
(∑
z∈F
(D(rj) . . . D(r1)p)l (x, z)f(z)m(z)
)2
≤
∑
x∈E
m(x)
∑
z∈F
| (D(rj) . . .D(r1)p)l (x, z)|2|f(z)|m(z)
≤ exp
(
−cd(E,F )
2
l
)∑
z∈F
|f(z)|m(z)
∑
x∈E
m(x)|D(rj) . . . D(r1)pl(x, z)|2 exp
(
c
d(x, z)2
l
)
.
r21 . . . r
2
j
l2j
exp
(
−cd(E,F )
2
l
)∑
z∈F
|f(z)|m(z) 1
V (z,
√
l)
.
r21 . . . r
2
j
l2jV (x0,
√
l)
exp
(
−cd(E,F )
2
l
)
where, for the 4th line, we use the estimate (A.43) and, for the last line, the doubling property
shows
V (x0,
√
l)
V (z,
√
l)
≤ V (z,
√
l + 3d(E,F ))
V (z,
√
l)
.
(
1 +
3d(E,F )√
l
)d
. exp
(
c
2
d(E,F )2
l
)
(A.45)
which leads to the result (with a different value of c).
(ii) Similar to (i) using (A.44) instead of (A.43).
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(iii) This result is a consequence of (i). In fact,
‖∇(I − P r1) . . . (I − P rj )P lf‖L2(E) . r1 . . . rj
lj+
1
2
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F )
≤ r1 . . . rj
lj+
1
2
(
m(F )
V (x0,
√
l)
) 1
2
e−c
d(E,F )2
l ‖f‖L2(F )
.
r1 . . . rj
lj+
1
2
e−c
d(E,F )2
l ‖f‖L2(F )
where, for the last line, the doubling property yields
m(F )
V (x0,
√
l)
≤ V (x0, 3d(E,F ))
V (x0,
√
l)
.
(
1 +
3d(E,F )√
l
)d
. exp
(
c
2
d(E,F )2
l
)
. (A.46)
Proof. (of Corollary A.5.4)
1. Under this assumption, the proof is analogous to the one of Theorem A.5.3, replacing (A.45) by
V (x0,
√
l)
V (z,
√
l)
. 1 ∀z ∈ F,
which is provided by (DV ) and (A.46) by
m(F )
V (x0,
√
l)
≤ 1,
which is due to the fact that F ⊂ B(x0,
√
l).
2. Decompose F =
⋃
i≥0
Fi, with
Fi = F ∩ {y ∈ Γ, 3id(E,F ) ≤ d(y,E) < 3i+1d(E,F )}.
Remark that, if Fi 6= ∅,
sup
y∈Fi
d(x0, y) ≤ (3 + 3i+1)d(E,F ) ≤ (3 + 31−i)d(E,Fi) ≤ 6d(E,Fi).
Let T be one of the operators involved in the left-hand sides in Theorem A.5.3. Let cT > 0 be
such that, for all (E˜, F˜ ) such that sup
y∈F˜
d(x0, y) ≤ 6d(E˜, F˜ ) and all f supported in F˜ , we have
‖Tf‖L2(E˜) ≤ cT e−c
d(E˜,F˜ )2
l ‖f‖L1(F˜ ).
(Remember that Theorem A.5.3 can be proven with constant 6 instead of 3.) Then, one has
‖Tf‖L2(E) ≤
+∞∑
i=0
‖T (f1lFi)‖L2(E) ≤ cT
+∞∑
i=0
e−c
d(E,Fi)
2
l ‖f‖L1(Fi) ≤ cT e−c
d(E,F )2
l ‖f‖L1(F ),
which proves the second point of the corollary (note that the above sum can be restricted to the
indexes i such that Fi 6= ∅).
3. Let R = supx∈E d(x, x0). Decompose F =
⋃
i≥1
Fi with
F1 = F ∩B(x0, 4R)
and if i ≥ 2
Fi = F ∩ {y ∈ Γ, 2iR < d(y, x0) ≤ 2i+1R}.
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Write
‖Tf‖L2(E) ≤
+∞∑
i=1
‖T (f1lFi)‖L2(E)
(where T is one of the sublinear operators of Theorem A.5.3 and f is supported in F ). We want
to estimate each ‖T (f1lFi)‖L2(E). First, notice that sup
x∈F 1
{d(x, x0)} ≤ 4R ≤ 4
√
l. Use then point
1 of Corollary A.5.4 to obtain
‖T (f1lF1)‖L2(E) ≤ cT e−c
d(E,F1)
2
l ‖f‖L1(F1)
≤ cT e−c
d(E,F )2
l ‖f‖L1(F1).
Next, remark that, if i ≥ 2 and since d(E,Fi) ≥ (2i − 1)R,
sup
x∈Fi
{d(x, x0)} ≤ 2i+1R ≤ 2
i+1
2i − 1d(E,Fi) ≤ 3d(E,Fi).
Hence, using Theorem A.5.3, one has
‖T (f1lFi)‖L2(E) ≤ cT e−c
d(E,Fi)
2
l ‖f‖L1(Fi)
≤ cT e−c
d(E,F )2
l ‖f‖L1(Fi).
Summing up over i yields the desired conclusion.
A.6 Appendix: Estimates for the Taylor coefficients
of (1− z)−β
Lemma A.6.1. Let γ > −1. Let
∑
l≥1
alz
l be the Taylor series of the function 1(1−z)γ+1 . We have
al ' lγ ∀l ∈ N∗.
A consequence of this result is ∑
l≥0
lγzl ' z
(1− z)γ+1 ∀z ∈ [0, 1).
Proof. For |z| < 1, the holomorphic function 1(1−z)γ+1 is equal to its Taylor series,
1
(1− z)γ+1 =
∑
l≥0
l∏
i=1
(
1 +
γ
i
)
zl ∀z ∈ BC(0, 1).
Let us check that
lγ '
l∏
i=1
(
1 +
γ
i
)
∀l ≥ 1. (A.47)
Indeed, one can write
ln
l∏
i=1
(
1 +
γ
i
)
=
l∑
i=1
ln
(
1 +
γ
i
)
= γ
l∑
i=1
1
i
+
l∑
i=1
[
ln
(
1 +
γ
i
)
− γ
i
.
]
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Yet, one has ∣∣∣∣∣
l∑
i=1
[
ln
(
1 +
γ
i
)
− γ
i
]∣∣∣∣∣ ≤
∞∑
i=1
∣∣∣ln(1 + γ
i
)
− γ
i
∣∣∣
.
∞∑
i=1
γ2
i2
< +∞.
Hence we get
ln
l∏
i=1
(
1 +
γ
i
)
= γ ln l +O(1),
which yields (A.47) by applying the exponential map.
From the last result, and since the convergence radius of the series under consideration are 1, we deduce
∑
l≥1
lγzl '
∑
l≥1
l∏
i=1
(
1 +
γ
i
)
zl ∀z ∈ [0, 1)
=
1
(1− z)γ+1 − 1
=
1− (1− z)γ+1
(1− z)γ+1
' z
(1− z)γ+1 .
A.7 Appendix: Reverse Hölder estimates
for sequences
For all M > 0, define the following sets of sequences
EM =
{
(an)n≥1, ∀n, 0 ≤ an ≤M
∑
k∈N∗
1
k
ak
}
and
E˜M =
(an)n≥1, ∀n, 0 ≤ an ≤M ∑
k≥n
1
k
ak
 .
First, we state this obvious lemma:
Lemma A.7.1. ∑
n≥1
1
n
a2n

1
2
≤M 12
∑
n≥1
1
n
an ∀(an)n ∈ EM .
Let A = {(Ak,r,jl )l∈N∗ , k ∈ N, r ∈ N∗, j ≥ 2}, where
Ak,r,jl = l
β−η sup
s∈[[0,nr2]]
exp
(
−c 4jr2l+k+s
)
(l + k + s)1+n
 .
The parameters β and η are chosen as in section A.3 and therefore β − η ∈ (0, 1].
Proposition A.7.2. There exists M > 0 such that A ⊂ EM .
In order to prove Proposition A.7.2, we will need the following Lemmata:
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Lemma A.7.3. One has the next three results:
i. E˜M ⊂ EM ,
ii. if M > 0 and {(apn)n, p ∈ I} is a set of sequences such that for all p ∈ I, (apn)n ∈ E˜M , then(
sup
p∈I
apn
)
n
∈ E˜M ,
iii. For a positive sequence λ, we define, for all sequences a ∈ RN , ρλ(a) by
[ρλ(a)]n =
λn
λn+1
an+1.
Then, if (λn)n is non decreasing and
(
λn
n
)
n
is non increasing, E˜M is stable by ρλ.
Proof. (i) and (ii) are easy to prove. Let us check (iii).
Since (an)n ∈ E˜M , we have for all n ∈ N∗
[ρλ(a)]n =
λn
λn+1
an+1
≤M λn
λn+1
∑
k≥n+1
1
k
ak
= M
λn
λn+1
∑
k≥n
1
k + 1
ak+1
= M
λn
λn+1
∑
k≥n
1
k
kλk+1
(k + 1)λk
[ρλ(a)]k
≤M
∑
k≥n
1
k
[ρλ(a)]k
because
(
λk
k
)
k
is non increasing and (λn)n is non decreasing.
Define for c, α > 0,
Aαc = {(an)n∈N∗ , ∃n0 ∈ N∗ such that ∀n < n0, an ≤ an+1
and ∀n ≥ n0, can0
(n0
n
)α
≤ an ≤ 1
c
an0
(n0
n
)α}
.
Lemma A.7.4. For all (an)n ∈ Aαc and all n ≥ n0 (where n0 is given by the def of Aαc ),
an '
∑
k≥n
1
k
ak.
In particular, there exists M (only depending on α and c) such that Aαc ⊂ E˜M .
Proof. One has if (an)n ∈ Aαc and n ≥ n0 ,∑
k≥n
1
k
ak ' an0nα0
∑
k≥n
1
kα+1
' an0
(n0
n
)α
' an.
We are now ready for the proof of Proposition A.7.2.
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Proof. (of Proposition A.7.2)
According to Lemma A.7.3 and Lemma A.7.4, we only need to prove that
A0 =

lβ−η exp
(
−c 4jr2l
)
l1+n

l∈N∗
, r ∈ N∗, j ≥ 2

is in some Aαc . Indeed, once we proved A0 ⊂ Aαc , Lemma A.7.4 implies that there exists M > 0 such
that A0 ⊂ E˜M . The use of Lemma A.7.3(iii) with λl = lβ−η yields, since β − η ∈ (0, 1],
A1 :=
⋃
k∈N
(ρλ)
k(A0) =

lβ−η exp
(
−c 4jr2l+k
)
(l + k)1+n

l∈N∗
, r ∈ N∗, k ∈ N, j ≥ 2
 ⊂ E˜M .
Lemma A.7.3(ii) thus provides that A ⊂ E˜M and Lemma A.7.3(i) that A ⊂ EM .
It remains to prove that A0 ⊂ Aαc . The result is a consequence of the following facts.
For γ ∈ [0, 1] and n ≥ 1, the function
F : t ∈ R+ 7→ tγ
exp
(− dt )
tn+1
satisfies
– F (0) = 0 and lim
t→+∞
F (t) = 0,
– F reaches its unique maximum at t0 =
d
n+1−γ ,
–
eγ−n−1
tn+1−γ
≤ F (t) ≤ 1
tn+1−γ
for all t ≥ t0.
Remark A.7.5. If β ∈ (− 12 , 0] and
Bk,r,jl = l
β+ 12 sup
s∈[[0,nr2]]
exp
(
−c 4jr2l+k+s
)
(l + k + s)n+
1
2
 ,
a careful inspection of the proof of Proposition A.7.2 shows that the conclusion of Proposition A.7.2 also
holds for Bk,r,jl .
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Appendix B
Assumption (LB)
B.1 Introduction and statement of the results
The definitions of a graph (Γ, µ), of the measure m(x), of the Markov chain P l, and of the kernels
p(x, y), pk(x, y) can be found in subsections 2.1 or A.1.1 for
B.1.1 The discrete setting
Definition B.1.1. We say that x, y ∈ Γ are neighbours in (Γ, µ) if p(x, y) > 0. We write x ∼ y.
Let  ≥ 0. We say that x, y ∈ Γ are -neighbors if p(x, y)min{m(y),m(x)} > . We write x ∼ y.
Definition B.1.2. A path (joining x to y, of length n) in Γ is a sequence x = x0, x1, . . . , xn = y of
vertices of Γ such that xi−1 ∼ xi for all i ∈ [[1, n]]. Say that the path is closed if x = y.
Let  ≥ 0. An -safe path (joining x to y, of length n) in Γ is a sequence x = x0, x1, . . . , xn = y of
vertices of Γ such that xi−1 ∼ xi for all i ∈ [[1, n]].
Definition B.1.3. Let  ≥ 0. If x 6= y, the distance d(x, y) between x and y is the length of the shortest
-safe path linking x to y. If x = y, let d(x, y) = 0. We write d(x, y) = +∞ if no -safe path from x to
y exists.
An -ball B = B(x0, r) is the set containing all vertices x ∈ Γ such that d(x, y) < r.
We also need to define the border of a set.
Definition B.1.4. The border of a set E ⊂ Γ is the set ∂E = {x ∈ Γ, d(x,E) = 1}.
In the same way, the -border of a set E ⊂ Γ is the set ∂E = {x ∈ Γ, d(x,E) = 1}.
We use the following assumptions:
Definition B.1.5. We say that (Γ, µ) (or P ) satisfies (LB) if there exists  = LB > 0 such that
p(x, x)m(x) ≥  ∀x ∈ Γ. (LB)
Remark B.1.6. The assumption (LB) implies that −1 /∈ SpL2(P ), which implies ([CSC90, p. 426])
that P is analytic in Lq, 1 < q < +∞.
Definition B.1.7. We say that (Γ, µ) satisfies (PDV) if there exists Cpdv, d > 0 such that
V (x, r) ≤ Cpdvrdm(x) ∀x ∈ Γ, ∀r ∈ N∗. (PDV)
Remark B.1.8. Recall the doubling property (DV): there exists Cdv > 0 such that
V (x, 2r) ≤ CdvV (x, r) ∀x ∈ Γ, ∀r ∈ N∗. (DV)
Recall also the local doubling property (DVL): there exists Cdvl > 0 such that
V (x, 2) ≤ Cdvlm(x) ∀x ∈ Γ, ∀r ∈ N∗. (DVL)
We have the following implications: (DV) ⇒ (PDV) ⇒ (DVL).
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Remark B.1.9. The local doubling property implies the existence of a uniform bound Ndvl for the
number of neighbours of a vertex.
Definition B.1.10. A subset E ⊂ (Γ, µ) is said to be 2-pathed if all closed paths in E are of even length.
Let  ≥ 0. A subset E ⊂ (Γ, µ) is said to be (2, )-pathed if all closed -safe paths in E are of even
length.
Remark B.1.11. If E is 2-pathed, then for all x ∈ E, p(x, x) = 0.
If E is (2, )-pathed, then for all x ∈ E, p(x, x)m(x) ≤ .
Let us state the following result, proven in subsection B.2.1. Note that, here and after, if E ⊂ Γ, by
“partition” of E, we mean a collection of pairwise (possibly empty) disjoint subsets of E.
Proposition B.1.12. The following conditions are equivalent
(i) E is (2, )-pathed.
(ii) There exists a partition (E0, E1) of E such that if, for some i ∈ {0, 1},
x, y ∈ Ei ⇒ x 6∼ y. (B.1)
B.1.2 Main result
Theorem B.1.13. Let (Γ, µ) be a graph satisfying (PDV). The following conditions are equivalent:
(i) −1 ∈ SpLq(P ) for all q ∈ [1,+∞),
(ii) −1 ∈ SpL2(P ),
(iii) for all k ∈ N, P 2k+1 does not satisfy (LB),
(iv) for all  > 0 and all r ∈ N∗, there exists an -ball B of radius r that is (2, )-pathed.
B.2 Proofs
B.2.1 Proof of Proposition B.1.12
Proof: Let us prove (i) ⇒ (ii). We can assume without loss of generality that E is -connected, that
is, for all x, y ∈ E, there exists a -safe path included in E linking x to y. Indeed, let A,B ⊂ Γ such
that (x, y) ∈ A× B implies x 6∼ y. If (EA0 , EA1 ) and (EB0 , EB1 ) are two partitions of respectively A and
B satisfying (B.1), then (EA0 ∪ EB0 , EA1 ∪ EB1 ) and (EA0 ∪ EB1 , EA1 ∪ EB0 ) are both a partition of A ∪ B
satisfying (B.1).
Let now E be -connected. Fix e ∈ E. Define now
E0 = {x ∈ E, there exists an -safe path of even length in E linking e to x}
and
E1 = {x ∈ E, there exists an -safe path of odd length in E linking e to x}.
– Since E is -connected, one has E0 ∪ E1 = E.
– Check that E0 ∩ E1 = ∅. Assume the contrary and let f ∈ E0 ∩ E1. Then, since f ∈ E0, there
exists an integer n and an -safe path in E such that:
e = x0, . . . , x2n = f,
and since f ∈ E1, there exists an integer m and an -safe path in E such that:
e = y0, . . . , y2m+1 = f.
Thus x0, . . . , x2n, y2m, . . . , y0 is a closed -safe path in E of odd length, which is a contradiction.
– Let x, y ∈ E such that x ∼ y. If x ∈ Ei, then there exist an integer n and an -safe path
e = x0, . . . , x2n+i = x. Consequently, e = x0, . . . , x2n+i, y is an -safe path of length 2n+ 1 + i,
and thus y ∈ E1−i.
Let us now turn to the proof of (ii) ⇒ (i). Let e = x0, . . . , xn = e be a closed -safe path in E.
Without loss of generality, we can assume e ∈ E0. Then, for all k ∈ [[0, n]], xk ∈ Ei if and only if k − i
is even. As a consequence, since xn = e ∈ E0, the integer n is even. As a conclusion, any closed -safe
path in E is of even length. 
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B.2.2 First part of the proof of Theorem B.1.13
Proof: [Theorem B.1.13, (i) implies (ii) and (ii) implies (iii)].
(i) implies (ii) is immediate. For the second implication, notice that −1 ∈ Sp(P ) =⇒ ∀k ∈ N, −1 ∈
Sp(P 2k+1) =⇒ ∀k ∈ N, P 2k+1 does not satisfy (LB). 
Proof: [Theorem B.1.13, (iii) implies (iv)].
Fix  > 0 and r ∈ N∗.
First step We claim that there exists x0 ∈ Γ such that there doesn’t exist any -safe path of
length 2r − 1 starting from x0.
Indeed, since P 2r−1 does not satisfy (LB), there exists x0 ∈ Γ such that p2r−1(x0, x0)m(x0) ≤
2r−1.
Let x0, x1, . . . , x2r−1 = x0 be a path of length 2r − 1. One has∏
i∈[[1,2r−1]]
p(xi−1, xi)m(xi) ≤ p2r−1(x0, x0)m(x0) ≤ 2r−1.
Then there exists xi such that p(xi−1, xi)m(xi) ≤ (2r−1) 12r−1 =  and the path is not a -safe
path.
Second step
In the first step, we proved that there exists x0 ∈ Γ such that there don’t exist any -safe path of
length 2r − 1 starting from x0.
Define now
E0 = {x ∈ B(x0, r), d(x0, x) is even}
and
E1 = {x ∈ B(x0, r), d(x0, x) is odd}.
The couple (E0, E1) forms a partition of B(x0, r). Let x, y ∈ B(x0, r) such that x ∼ y. Then
|d(x, x0)− d(x0, y)| ≤ 1.
We claim that |d(x, x0)−d(x0, y)| = 1. Assume indeed that n := d(x0, x) = d(x0, y) < r. Then
there exist two -safe paths x0, . . . , xn = x and x0, y1, . . . , yn = y. Thus x0, . . . , xn, yn, . . . , y1, x0
is an -safe path of length 2n+ 1. We want to extend this -safe path to a -safe path of length
2r − 1. Either n = 0 and then x0, x0 is an -safe path of length 1, since x0 = x = y, and thus
x0, x0, . . . , x0︸ ︷︷ ︸
2r times
is an -safe path of length 2r − 1. Or n > 0 and x0, x1, x0 is an -safe path of length 2 and thus
x0, x1, . . . , x0, x1︸ ︷︷ ︸
r−n−1 times
, x0, . . . , xn, yn, . . . , y1, x0
is an -safe path of length 2r − 1.
By contradiction with the first step, one has then
|d(x, x0)− d(x0, y)| = 1. (B.2)
The identity (B.2) yields that d(x, x0) and d(x0, y) don’t have the same parity, and thus that x
and y do not belong to the same Ei.
Conclusion
In the second step, we built a partition (E0, E1) of B(x0, r) such that if x, y ∈ B(x0, r) are such
that x ∼ y, then x ∈ Ei and y ∈ E1−i for some i ∈ {0, 1}. Another way to say this is: (E0, E1)
is a partition of B(x0, r) such that if x, y ∈ Ei for some i ∈ {0, 1}, then x 6∼ y.
Proposition B.1.12 yields then that B(x0, r) is (2, )-pathed.

Remark B.2.1. Notice that we didn’t use the assumption (PDV) for this part of the proof of Theorem
B.1.13.
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B.2.3 Fourth implication of Theorem B.1.13
Definition B.2.2. Say that a collection of -balls (Bp)p∈N∗ has the property (NB) if and only if, for all
p ≥ 1,
m(∂Bp) ≤ 1
p
m(Bp) (NB)
Proposition B.2.3. Let (Γ,m, P ) be a weighted graph satisfying (PDV) and  ≥ 0. Let (B¯n)n∈N∗ a
collection of -balls such that, for all n ≥ 1, the radius of B¯n is equal to n. Then there exists a collection
(Bp)p∈N∗ of -balls that satisfies:
(i) For all p ∈ N∗, there exists n ∈ N∗ such that Bp ⊂ B¯n.
(ii) (Bp)p∈N∗ has the property (NB).
Proof: Define xn as the center of the -ball B¯n. Assume that there exists K > 0 such that for all n ∈ N∗
and all l ∈ [[1, n− 1]],
m(∂B(xn, l)) ≥ Km(B(xn, l)) (B.3)
Since we have the disjoint union
B(xn, l + 1) = ∂B(xn, l) ∪B(xn, l)
one has for all n ∈ N and all l ∈ [[0, n− 2]],
m(B(xn, l+ 1)) ≥ (1 +K)m(B(xn, l)),
and thus by induction, one obtains for all n ∈ N∗
m(B¯n) = m(B(xn, n)) ≥ (1 +K)n−1m(xn).
Yet, assumption (PDV) yields, for all n ∈ N∗,
m(Bn) . n
dm(xn).
Hence, we obtain for all n ∈ N∗
(1 +K)n−1 . nd,
which is impossible. This yields that (B.3) is false. That is, for all p ∈ N∗, there exist np ∈ N∗,
lp ∈ [[1, np − 1]] such that
m(∂B(xnp , lp)) ≤
1
p
m(B(xnp , lp)).
The collection (Bp)p∈N∗ where Bp = B(xnp , lp) ⊂ B¯np satisfies (i) and (ii). 
Proof: [Theorem B.1.13, (iv) implies (i)].
Assume (iv). Let  > 0. Then there exists a collection of -balls (B¯r)r∈N∗ such that for all r ∈ N∗,
B¯r is of radius r and B¯

r is (2, )-pathed.
According to Proposition B.2.3, there exists then a collection (Bp)p∈N∗ of -balls that satisfies
1. m(∂B

p) ≤ 1pm(Bp),
2. for all p ∈ N∗, there exists rp ∈ N∗ such that Bp ⊂ B¯rp . Hence, for all p ∈ N∗, Bp is (2, )-pathed.
Fix now η > 0 and q ∈ [1,+∞). We want to prove that there exists a nonzero function fη on Γ such
that
‖(I + P )fη‖qLq ≤ η‖fη‖qLq . (B.4)
Let p ∈ N∗ and  ≥ 0 to be fixed later. Since Bp is (2, )-pathed, Proposition B.1.12 provides a partition
(E0, E1) of B

p. Define fη : Γ→ R by
fη(x) =

0 if x /∈ Bp
1 if x ∈ E0
−1 if x ∈ E1
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One has then
‖(I + P )fη‖qLq =
∑
x∈Γ
∣∣∣∣∣∣
∑
y∈Γ
[fη(x) + fη(y)]p(x, y)m(y)
∣∣∣∣∣∣
q
m(x)
≤
∑
x∈Γ
∑
y∈Γ
|fη(x) + fη(y)|qp(x, y)m(y)m(x)
≤
∑
y∼x
|fη(x) + fη(y)|qp(x, y)m(y)m(x) +
∑
y 6∼x
|fη(x) + fη(y)|qp(x, y)m(y)m(x).
Let us estimate the first term. Since |fη(x) + fη(y)| = 0 when x, y ∈ Bp or x, y ∈ (Bp)c (remember that,
since x ∼ y, either x ∈ E0 and y ∈ E1, or x ∈ E1 and y ∈ E0), we have∑
y∼x
|fη(x) + fη(y)|qp(x, y)m(y)m(x)
≤
∑
y∈∂Bp
∑
x∈Bp
|fη(x) + fη(y)|qp(x, y)m(y)m(x) +
∑
x∈∂Bp
∑
y∈Bp
|fη(x) + fη(y)|qp(x, y)m(y)m(x)
= 2
∑
y∈∂Bp
∑
x∈Bp
|fη(x) + fη(y)|qp(x, y)m(y)m(x)
≤ 2
∑
y∈∂Bp
∑
x∈Bp
p(x, y)m(y)m(x)
≤ 2
∑
y∈∂Bp
(∑
x∈Γ
p(x, y)m(x)
)
m(y)
= 2m(∂B

p)
≤ 2
p
m(Bp).
We turn now to the estimate of the second term∑
y 6∼x
|fη(x) + fη(y)|qp(x, y)m(y)m(x)
≤
∑
x∼y
p(x,y)m(y)≤
|fη(x) + fη(y)|qp(x, y)m(y)m(x) +
∑
x∼y
p(x,y)m(x)≤
|fη(x) + fη(y)|qp(x, y)m(y)m(x)
≤ 
∑
x∼y
|fη(x) + fη(y)|q[m(x) +m(y)]
≤ 2q
∑
x∈Bp
∑
x∼y
[m(x) +m(y)] +
∑
y∈Bp
∑
x∼y
[m(x) +m(y)]

= 2q+1
∑
x∈Bp
∑
x∼y
[m(x) +m(y)]
≤ 2q+1
∑
x∈Bp
[Cdvl +Ndvl]m(x)
≤ 2q+1[Cdvl +Ndvl]m(Bp).
As a consequence, since ‖f‖qLq = m(Bp), we obtain
‖(I + P )fη‖qLq ≤
(
2
p
+ 2q+1[Cdvl +Ndvl]
)
‖f‖qLq
We fix p big enough and  small enough (both depend of η and q) such that 2p +2
q+1[Cdvl +Ndvl] ≤ η,
which gives (B.4).
We conclude by noticing that (B.4) yields that −1 ∈ SpLq(P ). 
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Appendix C
Hardy and BMO spaces on graphs,
application to Riesz transform
C.1 Introduction and statement of the results
The study of real variable Hardy spaces in Rn began in the early 1960’s with the paper of Stein
and Weiss [SW60]. At the time, the spaces were defined by means of Riesz transforms and harmonic
functions. Fefferman and Stein provided in [FS72] various characterizations (for instance in terms of
suitable maximal functions) and developed real variable methods for the study of Hardy spaces.
In several issues in harmonic analysis, H1(Rn) turns out to be the proper substitute of L1(Rn).
For example, the Riesz transforms, namely the operators Rj = ∂j(−∆)− 12 , are Lp(Rn) bounded for all
p ∈ (1,+∞), H1(Rn)-bounded, but not L1(Rn)-bounded (see [Mey90]).
Hardy spaces were defined in the more general context of spaces of homogeneous type by Coifman and
Weiss in [CW77], by means of an atomic decomposition. An atom is defined as a function supported in a
ball, with zero integral and suitable size condition. However, even in the Euclidean context, the definition
of the Hardy space H1 given by Coifman and Weiss is not always suited to the H1-L1 boundedness of
some Calderòn-Zygmund type operators. Indeed, the cancellation condition satisfied by atoms does not
always match with differential operators (consider the case of − div(A∇) on Rn, for instance).
To overcome this difficulty, Hardy spaces adapted to operators were developed in various frameworks
during the last decade. In 2005, in [DY05a] and [DY05b], Duong and Yan defined Hardy and BMO
spaces for an operator L when the kernel of the semigroup generated by L satisfies a pointwise Gaussian
upper bound. It was discovered later that, together with the doubling condition for the volumes of balls,
L2 Davies-Gaffney type estimates for the semigroup generated by L are enough to develop a quite rich
theory of Hardy spaces on Riemannian manifolds (see [AMR08]) and for second order divergence form
elliptic operator in Rn with measurable complex coefficients (see [HM09]). These ideas were pushed
further in the general context of doubling measure spaces when L is self-adjoint (see [HLM+11]).
The present work is devoted to an analogous theory of Hardy spaces in a discrete context, namely in
graphs Γ equipped with a suitable discrete Laplace operator, given by I−P where P is a Markov operator
(see [Gri09] and the references therein). We define and give various characterizations of the Hardy space
H1(Γ) adapted to P , under very weak assumptions on Γ. The first characterization is formulated in
terms of quadratic functionals (of Lusin type), relying on results and methods developed in [BR09] and
[Fen15b]. The second one is the molecular (or atomic) decomposition of H1(Γ). A description of the
dual space of H1(Γ) as a BMO-type space is obtained.
We also deal with the Riesz transform on Γ, namely the operator d(I − P )− 12 , where d stands for
the differential on Γ (i.e. df(x, y) := f(y) − f(x) for all functions f on Γ and all edges (x, y)). When
p ∈ (1,+∞), the Lp-boundedness of the Riesz transform was dealt with in [BR09, Rus00]. Here, we
prove an endpoint boundedness result for p = 1: roughly speaking, the Riesz transform is H1-bounded.
In the same spirit as [AMR08], this assertion requires the definition a Hardy space of “exact 1-forms“ on
the edges of Γ. We define and give characterizations of this space by quadratic functionals and molecular
decompositions. Finally, the H1-boundedness of the Riesz transform is established.
Some Hardy spaces associated with I − P were introduced and characterized in [BD14], together
with a description of their duals and the H1-L1 boundedness of Riesz transform was proved. Even if
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the authors in [BD14] also deal with the case of Hp for p < 1, their assumptions on P are stronger than
ours (they assume a pointwise Gaussian upper bound on the iterates of the kernel of P , which is not
required for most of our results) and they do not consider Hardy spaces of forms. Moreover, the Hardy
spaces introduced in the present work are bigger than the ones in [BD14].
C.1.1 The discrete setting
Let Γ be an infinite set and µxy = µyx ≥ 0 a symmetric weight on Γ× Γ. The couple (Γ, µ) induces
a (weighted unoriented) graph structure if we define the set of edges by
E = {(x, y) ∈ Γ× Γ, µxy > 0}.
We call then x and y neighbors (or x ∼ y) if (x, y) ∈ E.
We will assume that the graph is connected and locally uniformly finite. A graph is connected if for all
x, y ∈ Γ, there exists a path x = x0, x1, . . . , xN = y such that for all 1 ≤ i ≤ N , xi−1 ∼ xi (the length of
such path is then N). A graph is said to be locally uniformly finite if there exists M0 ∈ N such that for
all x ∈ Γ, #{y ∈ Γ, y ∼ x} ≤M0 (i.e. the number of neighbors of a vertex is uniformly bounded).
The graph is endowed with its natural metric d, which is the shortest length of a path joining two points.
For all x ∈ Γ and all r > 0, the ball of center x and radius r is defined as B(x, r) = {y ∈ Γ, d(x, y) < r}.
In the opposite way, the radius of a ball B is the only integer r such that B = B(xB , r) (with xB the
center of B). Therefore, for all balls B = B(x, r) and all λ ≥ 1, we set λB := B(x, λr) and define
Cj(B) = 2
j+1B\2jB for all j ≥ 2 and C1(B) = 4B.
If E,F ⊂ Γ, d(E,F ) stands for the distance between E and F , namely
d(E,F ) = inf
x∈E, y∈F
d(x, y).
We define the weight m(x) of a vertex x ∈ Γ by m(x) = ∑x∼y µxy. More generally, the volume of a
subset E ⊂ Γ is defined as m(E) :=∑x∈Em(x). We use the notation V (x, r) for the volume of the ball
B(x, r), and in the same way, V (B) represents the volume of a ball B.
We define now the Lp(Γ) spaces. For all 1 ≤ p < +∞, we say that a function f on Γ belongs to Lp(Γ,m)
(or Lp(Γ)) if
‖f‖p :=
(∑
x∈Γ
|f(x)|pm(x)
) 1
p
< +∞,
while L∞(Γ) is the space of functions satisfying
‖f‖∞ := sup
x∈Γ
|f(x)| < +∞.
Let us define for all x, y ∈ Γ the discrete-time reversible Markov kernel p associated with the measure
m by p(x, y) =
µxy
m(x)m(y) . The discrete kernel pl(x, y) is then defined recursively for all l ≥ 0 by{
p0(x, y) =
δ(x,y)
m(y)
pl+1(x, y) =
∑
z∈Γ p(x, z)pl(z, y)m(z).
(C.1)
Remark C.1.1. Note that this definition of pl differs from the one of pl in [Rus00], [BR09] or [Del99],
because of the m(y) factor. However, pl coincides with Kl in [Dun06]. Remark that in the case of the
Cayley graphs of finitely generated discrete groups, where m(x) = 1 for all x, the definitions coincide.
Notice that for all l ≥ 1, we have
‖pl(x, .)‖L1(Γ) =
∑
y∈Γ
pl(x, y)m(y) =
∑
d(x,y)≤l
pl(x, y)m(y) = 1 ∀x ∈ Γ, (C.2)
and that the kernel is symmetric:
pl(x, y) = pl(y, x) ∀x, y ∈ Γ. (C.3)
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For all functions f on Γ, we define P as the operator with kernel p, i.e.
Pf(x) =
∑
y∈Γ
p(x, y)f(y)m(y) ∀x ∈ Γ. (C.4)
It is easily checked that P l is the operator with kernel pl.
Since p(x, y) ≥ 0 and (C.2) holds, one has, for all p ∈ [1,+∞] ,
‖P‖p→p ≤ 1. (C.5)
Remark C.1.2. Let 1 ≤ p < +∞. Since, for all l ≥ 0, ∥∥P l∥∥
p→p ≤ 1, the operators (I − P )β and
(I + P )β are Lp-bounded for all β ≥ 0 (see [CSC90]).
We define a nonnegative Laplacian on Γ by ∆ = I − P . One has then
Remark C.1.3. One can check that ‖∆‖1→1 ≤ 2. Moreover, the previous remark states that ∆β is
L1(Γ)-bounded. Note that the L1-boundedness of the operators ∆β is not true in the continuous setting
(such as Riemannian manifolds), and makes some proofs of the present paper easier than in the case
of Riemannian manifolds. In particular, we did not need then to prove similar results of the ones in
[AMM].
< (I − P )f, f >L2(Γ) =
∑
x,y∈Γ
p(x, y)(f(x)− f(y))f(x)m(x)m(y)
=
1
2
∑
x,y∈Γ
p(x, y)|f(x)− f(y)|2m(x)m(y),
(C.6)
where we use (C.2) for the first equality and (C.3) for the second one. The last calculus proves that the
following operator
∇f(x) =
1
2
∑
y∈Γ
p(x, y)|f(y)− f(x)|2m(y)

1
2
,
called “length of the gradient” (and the definition of which is taken from [CG98]), satisfies
‖∇f‖2L2(Γ) =< (I − P )f, f >L2(Γ)= ‖∆
1
2 f‖L2(Γ). (C.7)
C.1.2 Assumptions on the graph
Definition C.1.4. We say that (Γ, µ) satisfies the doubling property if there exists C > 0 such that
V (x, 2r) ≤ CV (x, r) ∀x ∈ Γ, ∀r > 0. (DV)
Proposition C.1.5. Let (Γ, µ) satisfying the doubling property. Then there exists d > 0 such that
V (x, λr) . λdV (x, r) ∀x ∈ Γ, r > 0 and λ ≥ 1. (C.8)
We denote by d0 the infimum of the d satisfying (C.8).
Definition C.1.6. We say that (Γ, µ) (or P ) satisfies (LB) if there exists  = LB > 0 such that
p(x, x)m(x) ≥  ∀x ∈ Γ. (LB)
Remark C.1.7. In particular, the condition (LB) implies that −1 does not belong to the L2-spectrum
of P , which implies in turn the analyticity of P in Lp(Γ), 1 < p < +∞ ([CSC90]).
From now on, all the graphs considered ( unless explicitly stated) satisfy the doubling property
and (LB). In this context, Coulhon, Grigor’yan and Zucca proved in [CGZ05] (Theorem 4.1) that the
following Davies-Gaffney estimate holds:
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Theorem C.1.8. Assume that (Γ, µ) satisfies (DV). Then there exist C, c > 0 such that for all subsets
E,F ⊂ Γ and all functions f supported in F , one has
‖P l−1f‖L2(E) ≤ C exp
(
−cd(E,F )
2
l
)
‖f‖L2(F ) ∀l ∈ N∗. (GUE)
The estimate (GUE), also called Gaffney estimate, will be sufficient to prove most of the results
of this paper. However, some results proven here can be improved if we assume the following stronger
pointwise Gaussian estimate:
Definition C.1.9. We say that (Γ, µ) satisfies (UE) if there exist C, c > 0 such that
pl−1(x, y) ≤ C 1
V (x,
√
l)
exp
(
−cd(x, y)
2
l
)
∀x, y ∈ Γ, ∀l ∈ N∗. (UE)
Remark C.1.10. Under (DV), property (UE) is equivalent to
pl−1(x, x) ≤ C
V (x,
√
l)
∀x ∈ Γ, ∀l ∈ N∗. (DUE)
The conjunction of (DV) and (UE) (or (DUE)) is also equivalent to some relative Faber-Krahn inequality
(see [CG98]).
C.1.3 Definition of Hardy spaces on weighted graphs
We introduce three different definitions for Hardy spaces. The first two ones rely on molecular
decomposition.
Definition C.1.11. Let M ∈ N∗. When  ∈ (0,+∞), a function a ∈ L2(Γ) is called a (BZ1,M, )-
molecule if there exist s ∈ N∗, a M -tuple (s1, . . . , sM ) ∈ [[s, 2s]]M , a ball B of radius
√
s and a function
b ∈ L2(Γ) such that
(i) a = (I − P s1) . . . (I − P sM )b,
(ii) ‖b‖L2(Cj(B)) ≤ 2−jV (2jB)−
1
2 , ∀j ≥ 1.
A function a ∈ L2(Γ) is called a (BZ1,M,∞)-molecule (or a (BZ1,M)-atom) if there exist s ∈ N∗,
a M -tuple (s1, . . . , sM ) ∈ [[1,M ]]M a ball B of radius √s and a function b ∈ L2(Γ) supported in B such
that
(i) a = (I − P s1) . . . (I − P sM )b,
(ii) ‖b‖L2 = ‖b‖L2(B) ≤ V (B)−
1
2 .
We say that a (BZ1,M, )-molecule a is associated with an integer s, a M -tuple (s1, . . . , sM ) and a ball
B when we want to refer to s, (s1, . . . , sM ) and B given by the definition.
The second kind of molecules we consider are defined via the operators I − (I + s∆)−1:
Definition C.1.12. Let M ∈ N∗. When  ∈ (0,+∞), a function a ∈ L2(Γ) is called a (BZ2,M, )-
molecule if there exist s ∈ N∗, a ball B of radius √s and a function b ∈ L2(Γ) such that
(i) a = [I − (I + s∆)−1]Mb,
(ii) ‖b‖L2(Cj(B)) ≤ 2−jV (2jB)−
1
2 , ∀j ≥ 1.
A function a ∈ L2(Γ) is called a (BZ2,M,∞)-molecule (or a (BZ2,M)-atom) if there exist s ∈ N∗, a
ball B of radius
√
s and a function b ∈ L2(Γ) supported in B such that
(i) a = [I − (I + s∆)−1]Mb,
(ii) ‖b‖L2 = ‖b‖L2(B) ≤ V (B)− 12 .
We say that a (BZ2,M, )-molecule a is associated with an integer s and a ball B when we want to refer
to s and B given by the definition.
Remark C.1.13. 1. When b is the function occurring in Definition C.1.11 or in Definition C.1.12,
note that ‖b‖L2 . V (B)− 12 .
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2. As will be seen in Proposition C.2.7 below, when a is a molecule occurring in Definition C.1.11
or in Definition C.1.12, one has ‖a‖L1 . 1.
Definition C.1.14. Let M ∈ N∗ and κ ∈ {1, 2}. Let  ∈ (0,+∞].
We say that f belongs to H1BZκ,M,(Γ) if f admits a molecular (BZκ,M, )-representation, that is if there
exist a sequence (λi)i∈N ∈ `1 and a sequence (ai)i∈N of (BZκ,M, )-molecules such that
f =
∞∑
i=0
λiai (C.9)
where the convergence of the series to f holds pointwise. The space is outfitted with the norm
‖f‖H1
BZκ,M,
= inf

∞∑
j=0
|λj |,
∞∑
j=0
λjaj , is a molecular (BZκ,M, )-representation of f
 .
Proposition C.1.15. Let M ∈ N∗ and κ ∈ {1, 2}. Then the space H1BZκ,M,(Γ) is complete. Moreover,
H1BZκ,M,(Γ) ⊂ L1(Γ).
Proof: That H1BZκ,M,(Γ) ⊂ L1(Γ) follows at once from assertion 2 in Remark C.1.13, which shows
that, if f ∈ H1BZκ,M,(Γ), the series (C.9) converges in L1(Γ), and therefore converges to f in L1(Γ).
Moreover, the space H1BZκ,M,(Γ) is complete if it has the property
∞∑
j=0
‖fj‖H1
BZκ,M,
< +∞ =⇒
∞∑
j=0
fj converges in H
1
BZκ,M,(Γ).
This fact is a straightforward consequence of the fact that ‖a‖L1 . 1 whenever a is a molecule (see
Remark C.1.13 and Proposition C.2.7). See also the argument for the completeness of H1L in [HM09], p.
48. 
Remark C.1.16. The BZκ molecules are molecules in the sense of Bernicot and Zhao in [BZ08] (and
then BZκ are Hardy spaces in the sense of Bernicot and Zhao). Note that the definition of molecules
is slightly different from the one given in [AMR08], [HM09] or [HLM+11]. The article [BZ08] provides
some properties of the spaces H1BZκ,M,. In particular, under the assumption (UE), these Hardy spaces
are suited for Lp interpolation (see Remark C.1.41 below) .
The third Hardy space is defined via quadratic functionals.
Definition C.1.17. Define, for β > 0, the quadratic functionals Lβ on L2(Γ) by
Lβf(x) =
 ∑
(y,l)∈γ(x)
(l + 1)2β−1
V (x,
√
l + 1)
|∆βP lf(y)|2m(y)

1
2
where γ(x) =
{
(y, l) ∈ Γ× N, d(x, y)2 ≤ l}.
Remark C.1.18. One can also use instead of Lβ the Lusin functional L˜β defined by
L˜βf(x) =
 ∑
(y,k)∈γ˜(x)
1
(k + 1)V (x, k + 1)
|(k2∆)βP k2f(y)m(y)|2

1
2
where γ˜(x) = {(y, k) ∈ Γ× N, d(x, y) ≤ k}.
The functionals Lβ and L˜β are two different ways to discretize the “continuous Lusin functional
defined by
Lcβf(x) =
(∫ ∞
0
∫
d(y,x)2<s
1
sV (x,
√
s)
|(s∆)βe−s∆f(y)|2dµ(y) ds
) 1
2
=
(∫ ∞
0
∫
d(y,x)<t
1
tV (x, t)
|(t2∆)βe−t2∆f(y)|2dµ(y) dt
) 1
2
.
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Definition C.1.19. The space E1quad,β(Γ) is defined by
E1quad,β(Γ) :=
{
f ∈ L2(Γ), ‖Lβf‖L1 < +∞
}
.
It is outfitted with the norm
‖f‖H1
quad,β
:= ‖Lβf‖L1.
Remark C.1.20. Notice that ‖f‖H1
quad,β
is a norm because the null space of ∆ is reduced to {0} (because
the set Γ is infinite by assumption). So, if k > β is an integer and f ∈ L2(Γ) is such that ∆βf = 0, then
∆kf = ∆k−β∆βf = 0, so that f = 0.
Remark C.1.21. Replacing Lβ by L˜β in the definition of E1quad,β yields an equivalent space E˜
1
quad,β, in
the sense that the sets are equal and the norms are equivalent. The proof of this nontrivial fact can be
done by adapting the proof of Theorem C.1.36 below (details are left to the reader).
C.1.4 Definition of BMO spaces on weighted graphs
Fix x0 ∈ Γ and let B0 = B(x0, 1) = {x0}. For  > 0 and M ∈ N, for all functions φ ∈ L2(Γ) which
can be written as φ = ∆Mϕ for some function ϕ ∈ L2, define
‖φ‖MM,0 := supj≥1
[
2jV (2jB0)
1
2 ‖ϕ‖L2(Cj(B0))
]
∈ [0,+∞].
We set then
MM,0 :=
{
φ = ∆Mϕ ∈ L2(Γ), ‖φ‖MM,0 < +∞
}
.
Definition C.1.22. For any M ∈ N, we set,
EM =
⋃
>0
(MM,0 )∗
and
FM =
⋂
>0
(MM,0 )∗.
Proposition C.1.23. Let M ∈ N, s ∈ N∗ and (s1, . . . , sM ) ∈ [[s, 2s]]M . If f ∈ EM , then the functions
(I − P s1) . . . (I − P sM )f and (I − (I + s∆)−1)Mf can be defined in the sense of distributions and are
included in L2loc(Γ).
Proof: The proof of this fact is done in Lemma C.3.2. 
Definition C.1.24. Let M ∈ N. Let f ∈ EM .
We say then that f belongs to BMOBZ1,M (Γ) if
‖f‖BMOBZ1,M := sup
s∈N∗,
(s1,...,sM )∈[[s,2s]]M ,
B of radius
√
s
(
1
V (B)
∑
x∈B
|(I − P s1) . . . (I − P sM )f(x)|2m(x)
) 1
2
< +∞. (C.10)
We say then that f belongs to BMOBZ2,M (Γ) if
‖f‖BMOBZ2,M := sup
s∈N∗,
B of radius
√
s
(
1
V (B)
∑
x∈B
|[I − (I + s∆)−1]Mf(x)|2m(x)
) 1
2
< +∞. (C.11)
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C.1.5 Definition of Hardy spaces of 1-forms
We define, for all x ∈ Γ, the set Tx = {(x, y) ∈ Γ2, y ∼ x} and
TΓ =
⋃
x∈Γ
Tx = {(x, y) ∈ Γ2, y ∼ x}.
Definition C.1.25. If x ∈ Γ, we define, for all Fx defined on Tx the norm
‖Fx‖Tx =
(
1
2
∑
y∼x
p(x, y)m(y)|Fx(x, y)|2
) 1
2
.
Moreover, a function F : TΓ → R belongs to Lp(TΓ) if
(i) F is antisymmetric, that is F (x, y) = −F (y, x) for all x ∼ y,
(ii) ‖F‖Lp(TΓ) < +∞, with
‖F‖Lp(TΓ) = ‖x 7→ ‖F (x, .)‖Tx‖Lp(Γ) .
Definition C.1.26. Let f : Γ → R and F : TΓ → R be some functions. Define the operators d and d∗
by
df(x, y) := f(x)− f(y) ∀(x, y) ∈ TΓ
and
d∗F (x) :=
∑
y∼x
p(x, y)F (x, y)m(y) ∀x ∈ Γ.
Remark C.1.27. It is plain to see that d∗d = ∆ and ‖df(x, .)‖Tx = ∇f(x).
The definition of Hardy spaces of 1-forms is then similar to the case of functions. First, we introduce
Hardy spaces via molecules.
Definition C.1.28. Let M ∈ N and  ∈ (0,+∞). A function a ∈ L2(TΓ) is called a (BZ2,M + 12 , )-
molecule if there exist s ∈ N∗, a ball B of radius √s and a function b ∈ L2(Γ) such that
(i) a = sM+
1
2 d∆M (I − s∆)−M− 12 b;
(ii) ‖b‖L2(Cj(B)) ≤ 2−jV (2jB)−
1
2 for all j ≥ 1.
Remark C.1.29. As in the case of functions, Corollary C.2.12 below implies a uniform bound on the
L1 norm of molecules, that is, for all M ∈ N and all  ∈ (0,+∞), there exists C > such that each
(BZ2,M, )-molecule a satisfies
‖a‖L1(TΓ) ≤ C.
Definition C.1.30. Let M ∈ N and  ∈ (0,+∞). We say that F belongs to H1
BZ2,M+ 12 ,
(TΓ) if F
admits a molecular (BZ2,M + 12 , )-representation, that is if there exist a sequence (λi)i∈N ∈ `1 and a
sequence (ai)i∈N of (BZ2,M + 12 , )-molecules such that
F =
∞∑
i=0
λiai
where the sum converges pointwise on TΓ . The space is outfitted with the norm
‖f‖H1
BZ2,M+1
2
,
= inf
{ ∞∑
i=0
|λi|,
∞∑
i=0
λiai is a molecular (BZ2,M +
1
2
, )-representation of f
}
.
Remark C.1.31. The space H1
BZ2,M+ 12 ,
(TΓ) is complete. The argument is analogous to the one of
Proposition C.1.15.
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In order to define the Hardy spaces of forms associated with operators, we introduce the L2 adapted
Hardy spaces H2(TΓ) defined as the closure in L
2(TΓ) of
E2(TΓ) := {F ∈ L2(TΓ), ∃f ∈ L2(Γ) : F = df}.
Notice that d∆−1d∗ = IdE2(TΓ). The functional d∆
−1d∗ can be extended to a bounded operator on
H2(TΓ) and
d∆−1d∗ = IdH2(TΓ). (C.12)
Proposition C.1.32. For all p ∈ [1,+∞], the operator d∗ is bounded from Lp(TΓ) to Lp(Γ).
The operator d∆−
1
2 is an isometry from L2(Γ) to L2(TΓ) (or H2(TΓ)), and the operator ∆−
1
2 d∗ is an
isometry from H2(TΓ) to L2(Γ).
Proof: First, the Lp-boundedness of d∗ is provided by
‖d∗F‖pLp(Γ) =
∑
x∈Γ
∣∣∣∣∣∣
∑
y∈Γ
p(x, y)m(y)F (x, y)
∣∣∣∣∣∣
p
m(x)
.
∑
N∗x∈Γ
‖F (x, .)‖pTxm(x) = ‖F‖
p
Lp(TΓ)
.
The L2-boundedness of d∆−
1
2 is obtained by the calculus
‖d∆− 12 f‖2L2(TΓ) =
1
2
∑
x∼y
p(x, y)|∆− 12 f(x)−∆− 12 f(y)|2m(x)m(y)
= ‖∇∆− 12 f‖2L2(Γ) = ‖∆
1
2∆−
1
2 f‖2L2(Γ)
= ‖f‖2L2(Γ).
The L2-boundedness of ∆−
1
2 d∗ is then a consequence of (C.12). Indeed, if F ∈ H2(Γ),
‖∆− 12 d∗F‖L2(Γ) = ‖d∆− 12∆− 12 d∗F‖L2(TΓ)
= ‖F‖L2(TΓ).

Definition C.1.33. The space E1quad,β(TΓ) is defined by
E1quad,β(TΓ) :=
{
F ∈ H2(TΓ), ‖Lβ[∆− 12 d∗F ]‖L1 < +∞
}
equipped with the norm
‖F‖H1
quad,β
:= ‖Lβ[∆− 12 d∗F ]‖L1.
Note that, if ‖F‖H1
quad,β
= 0, one has ∆−1/2d∗F = 0, so that d∆−1/2∆−1/2d∗F = 0, which implies
that F = 0 since F ∈ H2(TΓ). Moreover, check that for all F ∈ H2(TΓ), ‖F‖H1
quad,β
= ‖∆− 12 d∗F‖H1
quad,β
C.1.6 Main results
In the following results, Γ is assumed to satisfy (DV) and (LB).
Theorem C.1.34. Let M ∈ N∗. Then BMOBZ1,M (Γ) = BMOBZ2,M (Γ).
Theorem C.1.35. Let M ∈ N∗ and κ ∈ {1, 2}. Let  ∈ (0,+∞].
Then the dual space of H1BZκ,(Γ) is BMOBZ1,M (Γ) = BMOBZ2,M (Γ). In particular, the spaces
H1BZκ,M,(Γ) depend neither on  nor on κ.
Moreover, BMOBZκ(Γ), initially defined as a subspace of EM , is actually included in FM .
114
Theorem C.1.36. Let β > 0 and κ ∈ {1, 2}. The completion H1quad,β(Γ) of E1quad,β(Γ) in L1(Γ) exists.
Moreover, if M ∈ (d04 ,+∞) ∩ N∗ and  ∈ (0,+∞], then the spaces H1BZ1,M,(Γ), H1BZ2,M,(Γ) and
H1quad,β(Γ) coincide. More precisely, we have
E1quad,β(Γ) = H
1
BZκ,M,(Γ) ∩ L2(Γ).
Once the equality H1BZ1,M,(Γ) = H
1
BZ2,M,(Γ) = H
1
quad,β(Γ) is established, this space will be denoted
by H1(Γ).
Corollary C.1.37. Let M1,M2 > d04 . Then we have the equality
BMOBZ1,M1(Γ) = BMOBZ2,M2(Γ).
Theorem C.1.38. Let β > 0. The completion H1quad,β(TΓ) of E
1
quad,β(TΓ) in L
1(TΓ) exists.
Moreover, if M ∈ (d04 − 12 ,+∞) ∩ N and  ∈ (0,+∞), then the spaces H1BZ2,M+ 12 ,(TΓ) and
H1quad,β(TΓ) coincide. More precisely, we have
E1quad,β(TΓ) = H
1
BZ2,M+ 12 ,
(TΓ) ∩ L2(TΓ).
Again, the space H1
BZ2,M+ 12 ,
(TΓ) = H
1
quad,β(TΓ) will be denoted by H
1(TΓ).
Theorem C.1.39. For this theorem only, assume furthermore that (Γ, µ) satisfies (UE). Then M can
be chosen arbitrarily in N∗ in Theorem C.1.36 and Corollary C.1.37, M can be choose arbitrarily in N
in Theorem C.1.38.
Theorem C.1.40. The Riesz transform d∆−
1
2 is bounded from H1(Γ) to H1(TΓ). As a consequence
the Riesz transform ∇∆− 12 is bounded from H1(Γ) to L1(Γ).
Proof: By definition,
‖d∆− 12 f‖H1(TΓ) ' ‖d∆−
1
2 f‖H1
quad,1
(TΓ) = ‖∆−
1
2 d∗d∆−
1
2 f‖H1
quad,1
(Γ) = ‖f‖H1
quad,1
(Γ) ' ‖f‖H1(Γ).
Therefore, d∆−
1
2 is H1-bounded. Moreover,
‖∇∆− 12 f‖L1(Γ) = ‖d∆− 12 f‖L1(TΓ) . ‖d∆−
1
2 f‖H1(TΓ).
Indeed, the uniform L1-bound of (BZ2,M + 12 , )-molecules (see Corollary C.2.12) yields
H1(TΓ) = H
1
BZ2,M+ 12 ,
(TΓ) ↪→ L1(TΓ)
for any M > d04 − 12 . 
Remark C.1.41.
(a) It is easily checked that under (UE), the Hardy space H1(Γ) = H1BZ2,1,∞(Γ) satisfies the assumption
of Theorem 5.3 in [BZ08]. As a consequence, the interpolation between H1(Γ) and L2(Γ) provides
the spaces Lp(Γ), 1 < p < 2. Together with Theorem C.1.40, we can recover the main result of
[Rus00], that is: under (UE), the Riesz transform ∇∆− 12 is Lp-bounded for all p ∈ (1, 2].
(b) An interesting byproduct of Theorem C.1.36 is the equality, for any  ∈ (0,+∞] and any M > d04 ,
between the spaces H1BZκ,M,(Γ) ∩ L2(Γ) and E1BZκ,M,(Γ) defined by
E1BZκ,M,(Γ) :=
f ∈ L2(Γ),
∞∑
j=0
λjaj is a molecular (BZκ,M, )-representation of f
and the series converges in L2(Γ)

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and outfitted with the norm
‖f‖E1
BZκ,M,
= inf
∑
i∈N
|λi|,
∞∑
j=0
λjaj is a mol. (BZκ,M, )-repr. of f
and the series converges in L2(Γ)
 .
We have similar byproducts of Theorems C.1.38 and C.1.39. Precise statements and proofs are done
in Corollary C.4.13.
As a consequence, the completion of E1BZκ,M,(Γ) in L
1(Γ) exists and is equal to H1BZκ,M,. On
Riemannian manifolds or in more general contexts, the proof of this fact is much more complicated
and is the main result of [AMM]. Let us emphasize that the proofs of our main results does not go
through the E1BZκ,M, spaces.
(c) We may replace (i) in the definition of (BZ2,M, )-molecules by
(i’) a = (I − (I + s1∆)−1) . . . ((I − (I + sM∆)−1)b, where (s1, . . . , sM ) ∈ [s, 2s]M
or
(i”) a = (I − (I + r2∆)−1)M b, where r is the radius of the ball B (or the smallest integer greater
than
√
s)
and still get the same space H1BZ2,M,(Γ).
(d) However, when M ≥ 3, it is unclear whether replacing (i) of the definition of (BZ1,M, )-molecules
by
(i’) a = (I − P s)M
yields the same space H1BZ1,M,(Γ).
Section 2 is devoted to the proof of auxiliary results that will be useful for the next sections. The
proof of Theorem C.1.34 is treated in paragraph 3.2 and the proof of Theorem C.1.35 is done in paragraph
3.3. In the last section, we establish Theorems C.1.36, C.1.38 and C.1.39.
C.1.7 Comparison with other papers
– Comparison with [AMR08]: In [AMR08], the authors proved analogous results (that is the H1
boundedness of the Riesz transform under very weak assumptions and the various characterizations
of H1 ) on Riemannian manifolds. Some differences between the two papers can be noted. First,
BMO spaces are not considered there. They also choose to define some Hardy spaces via tent
spaces (while we prefer to use Lusin functionals). Contrary to us, they introduced the spaces Hp,
for all p ∈ [1,+∞] , and proved that these spaces form an interpolation scale for the complex
method.
– Comparison with [HLM+11]: This article develops Hardy and BMO spaces adapted to a sym-
metric operator L in a general context of doubling measure spaces when the semigroup generated
by L satisfies L2 Gaffney estimates. However, on graphs, it is unclear whether these L2 Gaffney
estimates for the semigroup generated by the Laplacian hold or not. Yet, Coulhon, Grigor’yan
and Zucca proved in [CGZ05] that we have L2 Gaffney type estimates for the discrete iterates of
Markov operators and we only rely on these estimates in the present paper.
– Comparison with [BD14]: First of all, as in [HLM+11], there are no results about Hardy
spaces on 1-forms and the authors do not prove the H1 boundedness of the Riesz transforms.
Then, as said in the introduction, they assume in all their paper a pointwise Gaussian bound of
the Markov kernel while it is not required for most of our results. Moreover, the results of the
present paper stated under (UE) are stronger that those stated in [BD14]. Indeed, in the results
stated in [BD14], the constant M need to be greater than d02 while, in the present paper, we used
the pointwise Gaussian bound in order to get rid of the dependence of M on the “dimension” d0.
Besides, the definitions of their Hardy spaces and ours a priori differ. Let us begin with the
Hardy spaces defined via molecules. For convenience, we introduce a new definition of molecules.
Definition C.1.42. Let M ∈ N∗ and  ∈ (0,+∞). A function a ∈ L2(Γ) is called a (HM,M, )-
molecule if there exist a ball B of radius r ∈ N∗ and a function b ∈ L2(Γ) such that
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(i) a = [r2∆]M b,
(ii) ‖[r2∆]kb‖L2(Cj(B)) ≤ 2−jV (2jB)−
1
2 , ∀j ∈ N∗, ∀k ∈ [[0,M ]].
The space H1HM,M,(Γ) is then defined in the same way as H
1
BZκ,M,(Γ).
Using methods developed in [HLM+11] and in the present paper, it can be proved that, ifM > d04
(or if M ∈ N∗ if we assume the extra condition (UE)), there is equality between the spaces
H1HM,M,(Γ) and H
1
quad,1(Γ) = H
1(Γ). The proofs are similar to those of the present paper. The
molecules introduced by Bui and Duong - we call them (BD,M, )-molecules - are the (HM,M, )-
molecules where we replaced r2 by r in (i) and (ii). It is easily checked that a (BD,M, )-molecule
is a (HM,M, )-molecule and hence, under assumption (UE), our Hardy spaces are bigger than
theirs.
Since they proved (as we do here) that Hardy spaces defined with molecules and with quadratic
functionals coincide, the Hardy spaces via quadratic functionals in [BD14] are also different from
ours. Indeed, our Hardy spaces are of parabolic type (heat kernel) while those of [BD14] are
modeled on the Poisson semigroup. Furthermore, they only consider one Lusin functional, while
we consider a family of Lusin functionals (indexed by β > 0), and the independence of Hardy
spaces H1quad,β(Γ) with respect to β is a key point of the proof of the boundedness of Riesz
transforms.
Acknowledgements: the author is grateful to E. Russ for comments and suggestions that im-
proved the paper. He would also like to thank P. Auscher and A. Morris for interesting discussions.
C.2 Preliminary results
C.2.1 L2-convergence
Proposition C.2.1. Let β > 0. Let P satisfying (LB). One has the following convergence: for all
f ∈ L2(Γ),
N∑
k=0
ak(I − P )βP kf N→+∞−−−−−→ f in L2(Γ)
where
∑
akz
k is the Taylor series of the function (1 − z)−β.
Remark C.2.2. This result extends Lemma 1.13 in [BR09]. It provides a discrete version of the identity
f = cβ
∫ ∞
0
(t∆)βe−t∆fdt.
Corollary C.2.3. Let (Γ, µ) a weighted graph. One has the following convergence: for all f ∈ L2(Γ),
N∑
k=0
ak(I − P 2)βP 2kf N→+∞−−−−−→ f in L2(Γ)
Proof: (Proposition C.2.1)
First, notice that Corollary C.2.3 is an immediate consequence of Proposition C.2.1 since P 2 is a
Markov operator satisfying (LB) (see [CGZ05]).
Let f ∈ L2(Γ). Let us check the behavior of∥∥∥∥∥
[
N∑
k=0
ak(I − P )βP k − I
]
f
∥∥∥∥∥
L2
(C.13)
when N → +∞. Since ‖P‖2→2 = 1 and P satisfies (LB), there exists a > −1 such that
P =
∫ 1
a
λdE(λ).
Thus ∥∥∥∥∥
[
N∑
k=0
ak(I − P )βP k − I
]
f
∥∥∥∥∥
2
L2
=
∫ 1
a
[
N∑
k=0
ak(1− λ)βλk − 1
]2
dEff (λ). (C.14)
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However,
N∑
k=0
ak(1− λ)βλk N→∞−−−−→
{
1 for all λ ∈ [a, 1)
0 if λ = 1
and since the sum is nonnegative and increasing in N , then∣∣∣∣∣
N∑
k=0
ak(1− λ)βλk − 1
∣∣∣∣∣ ≤ 1 ∀λ ∈ [a, 1].
We use this result in (C.14) to get the uniform bound∥∥∥∥∥
[
N∑
k=0
ak(I − P )βP k − I
]
f
∥∥∥∥∥
2
L2
≤
∫ 1
a
dEff (λ) = ‖f‖2L2. (C.15)
Let us focus on (C.13) when we furthermore assume that f ∈ R(∆), that is f = ∆g for some
g ∈ L2(Γ). The identity (C.14) reads as∥∥∥∥∥
[
N∑
k=0
ak(I − P )βP k − I
]
f
∥∥∥∥∥
2
L2
=
∫ 1
a
[
N∑
k=0
ak(1− λ)β+1λk − (1− λ)
]2
dEgg(λ).
Yet,
∑N
k=0 ak(1 − λ)β+1λk − (1− λ) converges uniformly to 0 for all λ ∈ [a, 1].
Consequently, for all  > 0, there exists N0 such that, for all N > N0,∥∥∥∥∥
[
N∑
k=0
ak(I − P )βP k − I
]
f
∥∥∥∥∥
2
L2
≤ 
∫ 1
a
dEgg(λ) = ‖g‖2L2.
This implies
N∑
k=0
ak(I − P )βP kf N→∞−−−−→ f in L2 and for all f ∈ R(∆). (C.16)
Since L2 = R(∆), the combination of (C.15) and (C.16) provides the desired conclusion. Indeed,
(C.16) provides the L2-convergence on the dense space R(∆) and the uniform boundedness (C.16) allows
us to extend the convergence to L2(Γ). 
C.2.2 Davies-Gaffney estimates
Definition C.2.4. We say that a family of operators (As)s∈N satisfies Davies-Gaffney estimates if there
exist three constants C, c, η > 0 such that for all subsets E,F ⊂ Γ and all functions f supported in F ,
there holds
‖Asf‖L2(E) ≤ C exp
(
−c
[
d(E,F )2
s
]η)
‖f‖L2. (C.17)
Hofmann and Martell proved in [HM03, Lemma 2.3] the following result about Davies-Gaffney
estimates:
Proposition C.2.5. If As and Bt satisfy Davies-Gaffney estimates, then there exist C, c, η > 0 such
that for all subsets E,F ⊂ Γ and all functions f supported in F , there holds
‖AsBtf‖L2(E) ≤ C exp
(
−c
[
d(E,F )2
s+ t
]η)
‖f‖L2 (C.18)
In particular, (AsBs)s∈N satisfies Davies-Gaffney estimates.
More precisely, if ηA and ηB are the constants involved in (C.17) respectively for As and Bt , then
the constant η that occurs in (C.18) can be chosen equal to min{ηA, ηB}.
Proposition C.2.6. Let M ∈ N. The following families of operators satisfy the Davies-Gaffney esti-
mates
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(i)
M∏
i=1
 1
tis
tis∑
k=0
P k
, where for all i ∈ [[1,M ]], tis ∈ [[1, 2s]],
(ii)
M∏
i=1
(I − P tis), where for all i ∈ [[1,M ]], tis ∈ [[s, 2s]],
(iii) (s∆)MP s,
(iv) (I + s∆)−M ,
(v) (I − (I + s∆)−1)M = (s∆)M (I + s∆)−M .
In (i), (ii) and (iii), the parameter η is equal to 1 and in (iv) and (v), η is equal to 12 .
Proof: (i) and (ii) are direct consequences of (GUE) and Proposition C.2.5. Assertion (iii) is the
consequence of (GUE) and (LB) and a proof can be found in [Dun06].
We turn now to the proof of (iv) and (v). According to Proposition C.2.5, it remains to show the
Davies-Gaffney estimates for (I + s∆)−1, and since s∆(I + s∆)−1 = I − (I + s∆)−1, it is enough to deal
with (I + s∆)−1. The L2-functional calculus provides the identity
(I + s∆)−1f =
1
1 + s
(
I − s
1 + s
P
)−1
f
=
+∞∑
k=0
1
1 + s
(
s
1 + s
)k
P kf,
(C.19)
where the convergence holds in L2(Γ).
Let f be a function supported in F . Then, one has with the Gaffney-Davies estimates (GUE):
‖(I + s∆)−1f‖L2(E) .
+∞∑
k=0
1
1 + s
(
s
1 + s
)k
‖P kf‖L2(E)
.
+∞∑
k=0
1
1 + s
(
s
1 + s
)k
exp
(
−cd(E,F )
2
1 + k
)
‖f‖L2(F )
. ‖f‖L2(F )
[
s∑
k=0
1
1 + s
exp
(
−cd(E,F )
2
1 + k
− c′ k
1 + s
)
+
+∞∑
k=s
1 + s
(1 + k)2
exp
(
−cd(E,F )
2
1 + k
− c′ k
1 + s
)]
.
Yet, the function ψ : k ∈ R+ 7→ cd(E,F )21+k + c′ k1+s is bounded from below and
ψ(k) &
d(E,F )√
1 + s
.
Hence, the use of Lemma C.6.1 proved in the appendix yields
‖(I + s∆)−1f‖L2(E) . ‖f‖L2(F ) exp
(
−cd(E,F )√
1 + s
)[ s∑
k=0
1
1 + s
+
+∞∑
k=s
1 + s
(1 + k)2
]
. ‖f‖L2(F ) exp
(
−cd(E,F )√
1 + s
)
.

Proposition C.2.7. Let κ ∈ {1, 2}. Let a be a (BZκ,M, )-molecule. Then
‖a‖L1 . 1 and ‖a‖L2(Cj(B)) .
2−j
V (2jB)
1
2
∀j ∈ N∗.
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Proof: We will only prove the case where κ = 1. The case κ = 2 is proven similarly and will therefore
be skipped.
Since
‖a‖L1 ≤
∑
j≥1
V (2j+1B)
1
2 ‖a‖L2(Cj(B)),
we only need to check the second fact. Let s ∈ N, (s1, . . . , sM ) ∈ [[s, 2s]]M and a ball B associated with
the molecule a.
Define C˜j(B) =
j+1⋃
k=j−1
Ck(B) and observe that d(Cj(B),Γ\C˜j(B)) & 2j
√
s. Then Proposition C.2.6
provides
‖a‖L2(Cj(B)) ≤ ‖(I − P s1) . . . (I − P sM )[b1lC˜j(B)]‖L2(Cj(B))
+ ‖(I − P s1) . . . (I − P sM )[b1lΓ\C˜j(B)]‖L2(Cj(B))
. ‖b‖L2(C˜j(B)) + e−c4
j‖b‖L2
.
2−j
V (2jB)
1
2
+
e−c4
j
V (B)
1
2
.
2−j
V (2jB)
1
2
.

C.2.3 Gaffney estimates for the gradient
Proposition C.2.8. Let (Γ, µ) satisfying (LB) (note that (DV) is not assumed here). Let c > 0 such
that
8ce8c
LB
≤ 1. (C.20)
There exists C > 0 such that for all subsets F ⊂ Γ and all f supported in F , one has∥∥∥∥P kfec d2(.,F )k+1 ∥∥∥∥
L2
≤ C‖f‖L2.
The proof of Proposition C.2.8 is based on the following result of Coulhon, Grigor’yan and Zucca:
Lemma C.2.9. Let (Γ, µ) satisfying (LB). Let (k, x) 7→ gk(x) be a positive function on N × Γ. Then,
for all finitely supported functions f ∈ L2(Γ) and for all k ∈ N,∥∥√gk+1P k+1f∥∥2L2 − ∥∥√gkP kf∥∥2L2 ≤∑
x∈Γ
|P kf(x)|2
(
gk+1(x) − gk(x) + |∇gk+1(x)|
2
4LBgk+1(x)
)
m(x)
Proof: This fact is actually established in the proof of [CGZ05, Theorem 2.2, pp. 566-567]. 
Proof: (Proposition C.2.8).
First, let us prove the result for f supported in a finite set F ⊂ Γ. Let f (finitely supported and)
supported in F . We wish to use Lemma C.2.9 with
gk(x) = e
2c
d2(x,F )
k+1 .
Check that, with Taylor-Lagrange inequality
gk+1(x)− gk(x) ≤ max
t∈[k,k+1]
{
−2cd
2(x, F )
(t+ 1)2
e2c
d2(x,F )
t+1
}
= −2c
(
d(x, F )
k + 2
)2
gk+1(x).
In the same way, one has
∇gk+1(x) ≤ 4c[d(x, F ) + 1]
k + 2
e2c
[d(x,F )+1]2
k+2 .
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Since f is supported in F , then P kf is supported in {x ∈ Γ, d(x, F ) ≤ k}. As a consequence, we can
assume in the previous calculus that d(x, F ) ≤ k and thus
[d(x, F ) + 1]2
k + 2
≤ d
2(x, F )
k + 2
+ 2.
Then
|∇gk+1(x)|2
4LBgk+1(x)
≤
(
[d(x, F ) + 1]
k + 2
)2
4c2e8c
LB
gk+1(x).
First case: d(x, F ) ≥ 1, then
|∇gk+1(x)|2
4LBgk+1(x)
≤
(
d(x, F )
k + 2
)2
16c2e8c
LB
gk+1(x)
and by (C.20),
gk+1(x)− gk(x) + |∇gk+1(x)|
2
4LBgk+1(x)
≤ 0.
Second case, d(x, F ) = 0, then
gk+1(x) − gk(x) + |∇gk+1(x)|
2
4LBgk+1(x)
≤ 1
(k + 2)2
16c2e8c
2LB
≤ 2c
(k + 2)2
In all cases, one has then P kf(x) = 0 or
gk+1(x) − gk(x) + |∇gk+1(x)|
2
4LBgk+1(x)
≤ 2c
(k + 2)2
.
Lemma C.2.9 yields ∥∥∥∥P k+1fec d2(.,F )k+2 ∥∥∥∥2
L2
−
∥∥∥∥P kfec d2(.,F )k+1 ∥∥∥∥2
L2
≤ 2c
(k + 2)2
‖P kf‖2L2,
and hence, by induction,∥∥∥∥P kfecd2(.,F )k+1 ∥∥∥∥2
L2
≤ ‖f‖2L2 +
k−1∑
l=0
2c
(l + 2)2
‖P lf‖2L2 . ‖f‖2L2.
Consider now a general f ∈ L2(Γ). Without loss of generality, we can assume that f is nonnegative.
Let (Γi)i∈N an increasing sequence of finite subsets of Γ such that
⋃∞
i=0 Γi = Γ. Let fi = f1lΓi . One has
then for any x ∈ Γ and k ∈ N,
fi ↑ f and P kfi ↑ P kf.
By the monotone convergence theorem, we obtain,∥∥∥∥P kfiec d2(.,F )k+1 ∥∥∥∥2
L2
↑
∥∥∥∥P kfec d2(.,F )k+1 ∥∥∥∥2
L2
so that ∥∥∥∥P kfec d2(.,F )k+1 ∥∥∥∥2
L2
= lim
i→∞
∥∥∥∥P kfiec d2(.,F )k+1 ∥∥∥∥2
L2
. sup
i∈N
‖fi‖2L2
= ‖f‖2L2.

Proposition C.2.10. Let (Γ, µ) satisfying (LB) (note that (DV) is not assumed here). Let c > 0 as in
Proposition C.2.8. There exists C > 0 such that for all subsets F ⊂ Γ and all functions f supported in
F , one has ∥∥∥∥∇P kfe c2 d2(.,F )k+1 ∥∥∥∥
L2
≤ C ‖f‖L2√
k + 1
.
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Proof: The proof of this proposition is very similar to the one of Lemma 7 in [Rus00]. We define
I = Ik(f) :=
∥∥∥∥∇P kfe c2 d2(.,F )k+1 ∥∥∥∥2
L2
.
One has then
I =
∑
x,y∈Γ
p(x, y)|P k(x) − P k(y)|2ec d
2(x,F )
k+1 m(x)m(y)
=
∑
x,y∈Γ
p(x, y)[P kf(x)− P kf(y)]P kf(x)ec d
2(x,F )
k+1 m(x)m(y)
−
∑
x,y∈Γ
p(x, y)[P kf(x)− P kf(y)]P kf(y)ec d
2(x,F )
k+1 m(x)m(y)
= 2
∑
x,y∈Γ
p(x, y)[P kf(x)− P kf(y)]P kf(x)ec d
2(x,F )
k+1 m(x)m(y)
+
∑
x,y∈Γ
p(x, y)[P kf(x)− P kf(y)]P kf(x)
[
ec
d2(y,F )
k+1 − ec d
2(x,F )
k+1
]
m(x)m(y)
:= 2I1 + I2.
We first estimate I1. One has
I1 =
∑
x∈Γ
P kf(x)ec
d2(x,F )
k+1 m(x)
∑
y∈Γ
p(x, y)[P kf(x)− P kf(y)]m(y)
=
∑
x∈Γ
(I − P )P kf(x)P kf(x)ec d
2(x,F )
k+1 m(x).
Consequently, with the analyticity of P and Proposition C.2.8, we get
I1 ≤ ‖(I − P )P kf‖L2
∥∥∥∥P kfec d2(.,F )k+1 ∥∥∥∥
L2
.
1
k + 1
‖f‖2L2.
(C.21)
We now turn to the estimate of I2. One has, since d(x, y) ≤ 1 (otherwise p(x, y) = 0),∣∣∣∣ec d2(y,F )k+1 − ec d2(x,F )k+1 ∣∣∣∣ ≤ 2 [d(x, F ) + 1]k + 1 ec d2(x,F )k+1
.
1√
k + 1
e
3c
2
d2(x,F )
k+1 .
Since f is supported in F , P kf is supported in {x ∈ Γ, d(x, F ) ≤ k}. Consequently, we can assume that
d(x, F ) ≤ k + 1 so that
[d(x, F ) + 1]2
k + 1
≤ d
2(x, F )
k + 1
+ 2.
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Therefore, the term I2 can be estimated by
|I2| . 1√
k + 1
∑
x,y∈Γ
|P kf(x)− P kf(y)||P kf(x)|e 3c2 d
2(x,F )
k+1 m(x)m(y)
.
1√
k + 1
 ∑
x,y∈Γ
|P kf(x)− P kf(y)|2ec d
2(x,F )
k+1 m(x)m(y)

1
2
 ∑
x,y∈Γ
|P kf(x)|2e2c d
2(x,F )
k+1 m(x)m(y)

1
2
=
1√
k + 1
√
I
∥∥∥∥P kfec d2(.,F )k+1 ∥∥∥∥
L2
.
√
I
k + 1
‖f‖L2,
(C.22)
where we used again Proposition C.2.8 for the last line.
The estimates (C.21) and (C.22) yield
I .
1
k + 1
‖f‖2L2 +
√
I
k + 1
‖f‖L2,
that is
I .
1
k + 1
‖f‖2L2,
which is the desired conclusion. 
Corollary C.2.11. Let (Γ, µ) satisfying (LB) (note that (DV) is not assumed here). Let M ∈ N. The
following families of operators satisfy the Davies-Gaffney estimates
(i) sM+
1
2∇∆MP s,
(ii) sM+
1
2∇∆M (I + s∆)−M− 12 .
Proof: According to Propositions C.2.5 and C.2.6, it is enough to check that
√
s∇P s and√s∇(I+s∆)− 12
satisfy Davies-Gaffney estimates.
Indeed, Proposition C.2.10 yields, if E,F ⊂ Γ, f supported in F and c > 0 satisfy (C.20)
‖√s∇P sf‖L2(E)e
c
2
d(E,F )
s+1 ≤ √s
∥∥∥∥∇P sfe c2 d2(.,F )k+1 ∥∥∥∥
L2
.
√
s√
s+ 1
≤ 1.
It suffices now to check that
√
s∇(I + s∆)− 12 satisfies Davies-Gaffney estimates. First notice that
‖√s∇(I + s∆)− 12 f‖L2 = ‖(s∆) 12 (I + s∆)− 12 f‖L2
=
∥∥∥(I − (I + s∆)−1) 12 f∥∥∥
L2
≤ ‖f‖L2.
Then the family of operators
√
s∇(I + s∆)− 12 is L2-uniformly bounded. Hence, we can suppose without
loss of generality that d(E,F )2 ≥ 1 + s. Write,
(I + s∆)−
1
2 f =
1√
1 + s
(
I − s
1 + s
P
)− 12
f
=
1√
1 + s
∞∑
k=0
ak
(
s
1 + s
)k
P kf
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where
∑
akz
k is the Taylor series of the function (1 − z)− 12 and the convergence holds in L2(Γ). Note
that ak '
√
k + 1 (see for example Lemma A.6.1) and
‖√s∇(I + s∆)− 12 f‖L2(E) .
√
s√
1 + s
∞∑
k=0
1√
1 + k
(
s
1 + s
)k
‖∇P kf‖L2(E)
. ‖f‖L2
∞∑
k=0
1
1 + k
(
s
1 + s
)k
e−c
d(E,F )2
1+k
. ‖f‖L2 1
d(E,F )2
∞∑
k=0
(
s
1 + s
)k
e−c
d(E,F )2
1+k
. ‖f‖L2 1
d(E,F )2
[
s∑
k=0
e
−c
[
d(E,F )2
1+k +
k
1+s
]
+
∞∑
k=s+1
(
1 + s
1 + k
)2
e
−c
[
d(E,F )2
1+k +
k
1+s
]]
where we used (i) for the second estimate and Lemma C.6.1 for the last one.
Arguing as in the proof of Proposition C.2.6, we find
‖√s∇(I + s∆)− 12 ‖L2(E) . ‖f‖L2 1 + s
d(E,F )2
e
−c d(E,F )√
1+s
. ‖f‖L2,
since we assumed that d(E,F )2 ≥ 1 + s. 
Corollary C.2.12. Let M ∈ N. Then if a = sM+ 12 d∆M (I + s∆)−M− 12 b is a (BZ2,M + 12 , )-molecule
associated with the ball B, then
‖a‖L1(TΓ) . 1 and ‖a‖L2(TCj(B)) .
2−j
V (2jB)
1
2
∀j ∈ N∗.
Proof: First, notice that
‖a‖L1(TΓ) ≤
∑
j≥1
V (2j+1B)
1
2 ‖x 7→ ‖a(x, .)‖Tx‖L2(Cj(B)).
Then it remains to check the last claim, that is
‖a‖L2(TCj(B)) := ‖x 7→ ‖a(x, .)‖Tx‖Cj(B) .
2−j
V (2jB)
1
2
.
Since a = sM+
1
2 d∆M (I + s∆)−M−
1
2 b, then
x 7→ ‖a(x, .)‖Tx = sM+
1
2∇∆M (I + s∆)−M− 12 b(x).
We conclude as in Proposition C.2.7, using the Davies-Gaffney estimates provided by Corollary C.2.11.

C.2.4 Off diagonal decay for Littlewood-Paley functionals
Lemma C.2.13. Let M > 0 and α ∈ [0, 1]. Define A = {(Ad,ul )l∈N∗ , d ∈ R+, u ∈ N}, where, for all
l ≥ 1,
Ad,ul = l
α
exp
(
− dl+u
)
(l + u)1+M
.
Then there exists C = CM,α such that(∑
l∈N∗
1
l
a2l
) 1
2
≤ C
∑
l∈N∗
1
l
al ∀(al)l ∈ A.
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Proof: The proof is similar to Proposition A.7.2. 
Lemma C.2.14. Let M ∈ N∗ and β > 0. Then there exists CM,β such that for all sets E,F ⊂ Γ, all f
supported in F , all s ∈ N and all M -tuples (s1, . . . , sM ) ∈ [[s, 2s]]M , one has
‖Lβ(I − P s1) . . . (I − P sM )f‖L2(E) ≤ CM,β
(
1 +
d(E,F )2
s
)−M
‖f‖L2.
Proof: The proof follows the ideas of Lemma A.3.3 (or [BR09] Lemma 3.2 if β = 1). First, since Lβ and
(I − P s1) . . . (I − P sM ) are L2-bounded (uniformly in s) and without loss of generality, we can assume
that s ≤ d(E,F )2.
Denote by η the only integer such that η +1 ≥ β +M > η ≥ 0. Notice that M − η ≤ 1− β < 1 and
thus M − η ≤ 0.
We use the following fact, which is an immediate consequence of Proposition C.2.1
∆β+Mf = (I − P )β+Mf =
∑
k≥0
akP
k(I − P )η+1f ∀f ∈ L2(Γ)
where
∑
akz
k is the Taylor series of the function (1 − z)β+M−η−1 Notice that if β +M is an integer,
then ak = δ0(k).
By the use of the generalized Minkowski inequality, we get∥∥Lβ(I − P s)Mf∥∥L2(E)
≤
∑
k≥0
ak
∑
l≥1
l2β−1
∑
x∈E
m(x)
V (x,
√
l)
∑
y∈B(x,
√
l)
m(y)|∆1+η−M (I − P s1) . . . (I − P sM )P k+l−1f(y)|2

1
2
. sM sup
t∈[[0,2Ms]]
∑
k≥0
ak
∑
l≥1
l2β−1
∑
x∈E
m(x)
V (x,
√
l)
∑
y∈B(x,√l)
m(y)|∆1+ηP k+l+t−1f(y)|2

1
2
. sM sup
t∈[[0,2Ms]]
∑
k≥0
ak
∑
l≥1
l2β−1
∑
y∈Dl(E)
m(y)|∆1+ηP k+l+t−1f(y)|2
∑
x∈B(y,
√
l)
m(x)
V (x,
√
l)

1
2
. sM sup
t∈[[0,2Ms]]
∑
k≥0
ak
∑
l≥1
l2β−1‖∆1+ηP k+l+t−1f‖2L2(Dl(E))

1
2
:= sM sup
t∈[[0,Ms]]
Λ(t)
where Dl(E) = {y ∈ Γ, dist(y,E) <
√
l}, and where we notice that
∑
x∈B(y,
√
l)
m(x)
V (x,
√
l)
. 1 with the
doubling property.
1- Estimate when l < d(E,F)
2
4
The important point here is to notice that dist(F,Dl(E)) ≥ 12d(E,F ) & d(E,F ). Then, using
Davies-Gaffney estimates (Proposition C.2.6, (iii) ) , we may obtain
‖∆1+ηP k+l+t−1f‖L2(Dl(E)) .
exp
(
−cd(E,F )2l+k+t
)
(l + k + t)(1+η)
‖f‖L2
≤ lM−η
exp
(
−cd(E,F )2l+k+t
)
(l + k + t)1+M
‖f‖L2
(C.23)
since M − η ≤ 0.
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2- Estimate when l ≥ d(E,F)2
4
We use the analyticity of P to obtain,
‖∆1+ηP k+l+t−1f‖L2(Dl(E)) ≤ ‖(I − P )1+ηP k+l+t−1f‖L2(Γ)
.
1
(k + l + t)1+η
‖f‖L2
. lM−η
1
(k + l + t)1+M
‖f‖L2
. lM−η
exp
(
−cd(E,F )2l+k+t
)
(l + k + t)1+M
‖f‖L2
(C.24)
where the third line is due to M − η ≤ 0 and the last one holds because l+ k & d(E,F )2.
3- Conclusion
The first two steps imply the following estimate on Λ(t):
Λ(t) . ‖f‖L2(F )
∑
k≥0
ak
∑
l≥1
1
l
∣∣∣∣∣∣l(β+M−η)
exp
(
−cd(E,F )2l+k+t
)
(k + l + t)1+M
∣∣∣∣∣∣
2

1
2
. ‖f‖L2(F )
∑
k≥0
ak
∑
l≥1
1
l
l(β+M−η)
exp
(
−cd(E,F )2l+k+t
)
(k + l + t)1+M
where we used Lemma C.2.13 for the last line (indeed, β+M − η ∈ (0, 1]). Check that Thus since
m−1∑
k=0
ak(m− k)β+M−η−1 . 1.
Indeed, when β+M − η = 1, the result is obvious. Otherwise, it is a consequence of the fact that
ak ' kη−M−β (see Lemma A.6.1). Hence, one has
Λ(t) . ‖f‖L2(F )
∑
m≥1
exp
(
−cd(E,F )2m+t
)
(m+ t)1+M
= d(E,F )−2(1+M)‖f‖L2(F )
∑
m≥1
d(E,F )2(1+M)
(m+ t)1+M
exp
(
−cd(E,F )
2
m+ t
)
. d(E,F )−2(1+M)‖f‖L2(F )
d(E,F )2∑
m=1
1 +
∑
m>d(E,F )2
d(E,F )2(1+M)
(m+ t)1+M

. d(E,F )−2M‖f‖L2(F ).
As a consequence, ∥∥Lβ(I − P s)Mf∥∥L2(E) . (d(E,F )2s
)−M
‖f‖L2(F )
which is the desired conclusion.

Lemma C.2.15. Let M ∈ R∗+ and β > 0 such that either M ∈ N or β ≥ 1. Define the Littlewood-Paley
functional Gβ on L2(Γ) by
Gβf(x) =
∑
l≤1
l2β−1|∆βP l−1f(x)|2

1
2
∀x ∈ Γ.
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Then there exists CM > 0 such that for all sets E,F ⊂ Γ, all functions f supported in F and all s ∈ N,
one has ∥∥Gβ(s∆)Mf∥∥L2(E) ≤ CM (d(E,F )2s
)−M
‖f‖L2.
Proof: The proof is similar to the one of Lemma C.2.14. Notice that sup
t∈[[0,Ms]]
Λ(t) is replaced by
Λ := Λ(0). Then the end of the calculus is the same provided that η −M ≥ 0, which is the case under
our assumption on M and β. See also Lemma A.6.1. 
Lemma C.2.16. Let M ∈ N. Then there exists CM > 0 such that for all sets E,F ⊂ Γ, all f supported
in F and all s ∈ N, one has
∥∥∥L 1
2
(I − (I + s∆)−1)M+ 12 f
∥∥∥
L2(E)
≤ CM
(
1 +
d(E,F )2
s
)−M− 12
‖f‖L2.
Proof: Since L 1
2
and (I−(I+s∆)−1)M+ 12 are L2-bounded (uniformly in s) and without loss of generality,
we can assume that s ≤ d(E,F )2.
We use the following computation,
(I + s∆)−M−
1
2 f = ((1 + s)I − sP )−M− 12 = (1 + s)−M− 12
(
I − s
1 + s
P
)−M− 12
f
= (1 + s)−M−
1
2
∑
k≥0
ak
(
s
1 + s
)k
P kf
(C.25)
where
∑
akz
k is the Taylor series of the function (1− z)−M− 12 and the convergence holds in L2(Γ).
By the use of the generalized Minkowski inequality, we get∥∥∥L 1
2
(I − (I + s∆)−1)M+ 12 f
∥∥∥
L2(E)
≤ s
M+ 12
(1 + s)M+
1
2
∑
k≥0
ak
(
s
1 + s
)k∑
l≥1
∑
x∈E
m(x)
V (x,
√
l)
∑
y∈B(x,
√
l)
m(y)|∆1+MP k+l−1f(y)|2

1
2
≤ s
M+ 12
(1 + s)M+
1
2
∑
k≥0
ak
(
s
1 + s
)k∑
l≥1
∑
y∈Dl(E)
m(y)|∆1+MP k+l−1f(y)|2
∑
x∈B(y,
√
l)
m(x)
V (x,
√
l)

1
2
.
sM+
1
2
(1 + s)M+
1
2
∑
k≥0
ak
(
s
1 + s
)k∑
l≥1
‖∆1+MP k+l−1f‖2L2(Dl(E))

1
2
.
When l < d
2(E,F )
4 , notice that d(F,Dl(E)) & d(E,F ) so that
‖∆1+MP k+l−1f‖L2(Dl(E)) .
exp(−cd2(E,F )l+k )
(l + k)M+1
‖f‖L2. (C.26)
Moreover, when l ≥ d2(E,F )4 , one has
‖∆1+MP k+l−1f‖L2(Dl(E)) ≤ ‖∆1+MP k+l−1f‖L2
.
1
(l + k)M+1
‖f‖L2
.
exp(−cd2(E,F )l+k )
(l + k)M+1
‖f‖L2.
(C.27)
127
As a consequence
∥∥∥L 1
2
(I − (I + s∆)−1)M+ 12 f
∥∥∥
L2(E)
.
sM+
1
2
(1 + s)M+
1
2
‖f‖L2
∑
k≥0
ak
(
s
1 + s
)k∑
l≥1
exp(−cd2(E,F )l+k )
(l + k)2(M+1)

1
2
.
sM+
1
2
(1 + s)M+
1
2
‖f‖L2
∑
k≥0
ak
(
s
1 + s
)k∑
n≥1
exp(−cd2(E,F )n )
n2(M+1)

1
2
.
sM+
1
2
d(E,F )2M+1
1
(1 + s)M+
1
2
‖f‖L2
∑
k≥0
ak
(
s
1 + s
)k
=
(
s
d(E,F )2
)M+ 12
(1 + s(1− 1))−M− 12 ‖f‖L2
=
(
s
d(E,F )2
)M+ 12
‖f‖L2.

Let us now recall a result that can be found in Theorem A.2.5.
Proposition C.2.17. Assume that (Γ, µ) satisfy (UE). Let K > 0 and j ∈ N. There exist C, c > 0
such that for all sets E,F ∈ Γ and all x0 ∈ Γ all l ∈ N∗ satisfying
sup
y∈F
d(x0, y) ≤ Kd(E,F ) (C.28)
or
sup
y∈F
d(x0, y) ≤ K
√
l (C.29)
and all functions f supported in F , there holds
‖∆jP l−1f‖L2(E) ≤
C
lj
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F )
and
‖∇∆jP l−1f‖L2(E) ≤ C
lj+
1
2
1
V (x0,
√
l)
1
2
e−c
d(E,F )2
l ‖f‖L1(F ).
Lemma C.2.18. Assume that (Γ, µ) satisfy (UE). For all M ∈ N∗ and all β > 0, there exists CM > 0
such that for all disjoint sets E,F ∈ Γ and all x0 satisfying (C.28), all f supported in F and all s ∈ N∗,
one has ∥∥Lβ(I − P s)Mf∥∥L2(E) ≤ CMV (x0, d(E,F )) 12
(
d(E,F )2
s
)−M
‖f‖L1.
Proof: The proof of this Lemma is similar to the one of Lemma C.2.14 and we only indicate the main
changes.
When l < d(E,F )
2
4 , replace first (C.23) by
‖∆1+ηP k+l+t−1f‖L2(Dl(E)) .
1
V (x0,
√
k + l + t)
1
2
exp
(
−cd(E,F )2l+k+t
)
(l + k + t)(1+η)
‖f‖L1
.
lM−η
V (x0, d(E,F ))
1
2
exp
(
−cd(E,F )2l+k+t
)
(l + k + t)1+M
‖f‖L1
(C.30)
where the second line holds because M − η ≤ 0 and the first one holds by Proposition C.2.17. Indeed,
there exists K > 0 such that
sup
y∈F
d(x0, y) ≤ Kd(E,F ).
Thus, x0, Dl(E) and F satisfy (C.28) with constant 4K .
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When l ≥ d(E,F )24 , replace also (C.24) by
‖∆1+ηP k+l+t−1f‖L2(Dl(E)) .
1
V (x0,
√
k + l+ t)
1
2
1
(k + l+ t)1+η
‖f‖L1
.
lM−η
V (x0, d(E,F ))
1
2
exp
(
−cd(E,F )2l+k+t
)
(k + l + t)1+M
‖f‖L1
(C.31)
where the first line follows from Proposition C.2.17, since x0, F and k + l + t satisfy (C.29), and the
second line to the facts that k + l & d(E,F )2 and M − η ≤ 0. 
Lemma C.2.19. Assume that (Γ, µ) satisfy (UE). For all M > 0 , there exists CM such that for all
sets E,F ∈ Γ and all x0 satisfying (C.28), all f supported in F and all s ∈ N∗, one has∥∥∥L 1
2
(I − (I + s∆)−1)M+ 12 f
∥∥∥
L2(E)
≤ CM
V (x0, d(E,F ))
1
2
(
d(E,F )2
s
)−M− 12
‖f‖L1.
Proof: The proof of this Lemma is similar to the one of Lemma C.2.16 and we only indicate the main
changes.
When l < d(E,F )
2
4 , replace (C.26) by
‖∆1+MP k+l−1f‖L2(Dl(E)) .
1
V (x0,
√
k + l)
1
2
exp
(
−cd(E,F )2l+k
)
(l + k)(1+M)
‖f‖L1
.
1
V (x0, d(E,F ))
1
2
exp
(
−cd(E,F )2l+k
)
(l + k)1+M
‖f‖L1
(C.32)
where the first line holds due to Lemma C.2.17 since x0, Dl(E) and F satisfy (C.28).
When l ≥ d(E,F )24 , replace also (C.27) by
‖∆1+MP k+l−1f‖L2(Dl(E)) .
1
V (x0,
√
k + l)
1
2
1
(k + l)1+M
‖f‖L1
.
1
V (x0, d(E,F ))
1
2
exp
(
−cd(E,F )2l+k
)
(k + l)1+M
‖f‖L1
(C.33)
where the second line follows from Lemma C.2.17, since x0, F and k+ l+ t satisfy (C.29), and the third
line to the fact that k + l & d(E,F )2. 
C.3 BMO spaces
C.3.1 Dense sets in Hardy spaces
Lemma C.3.1. Let M ∈ N and κ ∈ {1, 2}.
For all  ∈ (0,+∞), we have the following inclusion
MM,0 (Γ) ↪→ H1BZκ,M,∞(Γ)
and for all φ ∈ MM,0 (Γ),
‖φ‖H1
BZκ,M,∞
≤ CM,‖φ‖MM,0 .
Proof: Let φ in MM,0 (Γ). Then there exists ϕ ∈ L2(Γ) such that φ = ∆Mϕ and for all j ≥ 1,
‖ϕ‖L2(Cj(B0))2j . ‖φ‖MM,0 .
Observe that
ϕ(x) =
∑
y∈Γ
ay
1l{y}(x)
m(y)
∀x ∈ Γ (C.34)
where ay = ϕ(y)m(y). In order to prove that φ ∈ H1BZκ,M,∞, it suffices to prove
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(i) for every y ∈ Γ, ∆M 1l{y}m(y) is, up to a harmless multiplicative constant, a (BZκ,M)-atom,
(ii)
∑
y∈Γ
|ay| . ‖φ‖MM,0 ,
(iii) φ =
∑
y∈Γ
ay∆
M 1l{y}
m(y)
where the convergence holds in L1(Γ).
It is easy to check that ∆M
1l{y}
m(y) is a (BZ1,M)-atom associated with s = 1, (1, . . . , 1) and the ball
B(y, 1). When κ = 2, notice that
∆M
1l{y}
m(y)
=
(
I − (I + (M2 + 1)∆)−1)M (I + (M2 + 1)∆
M2 + 1
)M 1l{y}
m(y)
.
Moreover,
(
I+(M2+1)∆
M2+1
)M 1l{y}
m(y) is supported in B(y,M + 1) and∥∥∥∥∥
(
I + (M2 + 1)∆
M2 + 1
)M 1l{y}
m(y)
∥∥∥∥∥
L2
≤
(
2M2 + 3
M2 + 1
)M ∥∥∥∥ 1l{y}m(y)
∥∥∥∥
L2
.
1
m(y)
1
2
.
1
V (y,M + 1)
1
2
.
For point (ii), remark that∑
y∈Γ
|ay| =
∑
j≥1
∑
y∈Cj(B0)
|ay|
≤
∑
j≥1
 ∑
y∈Cj(B0)
|ay|2
m(y)

1
2
(m(Cj(B0)))
1
2
.
∑
j≥1
V (2jB0)
1
2
 ∑
y∈Cj(B0)
|ϕ(y)|2m(y)

1
2
=
∑
j≥1
V (2jB0)
1
2 ‖ϕ‖L2(Cj(B0))
≤
∑
j≥1
2−j‖φ‖MM,0
. ‖φ‖MM,0 .
For point (iii), notice that (ii) implies the L1-convergence in (C.34). The result is then a consequence of
the L1-boundedness of ∆. 
Lemma C.3.2. Let M ∈ N∗ and let B ⊂ Γ be a ball. For all s ∈ N∗, define As as either (I−P s1) . . . (I−
P sM ) with (s1, . . . , sM ) ∈ [[1, 2s]]M , or (I − (I + s∆)−1)M . If ϕ ∈ L2(B) then, for all s ∈ N∗,  > 0 and
M ∈ N∗, Asϕ ∈ MM,0 (Γ).
As a consequence, if f ∈ EM for some M ∈ N, then for all s ∈ N we can define Asf as a linear form
on finitely supported functions and
Asf ∈ L2loc(Γ)
Remark C.3.3. In the case of graphs, a distribution g is in L2loc(Γ) means that we can write g(x) for
all x ∈ Γ, that is g is a function. On the contrary, notice that each function on Γ belongs to L2loc(Γ) and
we use then the notation L2loc(Γ) only by analogy to the case of continuous spaces.
Proof: Fix  > 0 and let ϕ ∈ L2(B) for some ball B and k ∈ N such that B ⊂ 2k+2B0. The uniform
L2-boundedness of As(s∆)
−M yields
sup
j∈[[1,k+1]]
2jV (2jB0)
1
2
∥∥As∆−Mϕ∥∥L2(Cj(B0)) . sM2kV (2kB0) 12 ‖ϕ‖L2(B).
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Moreover, Proposition C.2.6 implies, for j ≥ k + 2
2jV (2jB0)
1
2
∥∥As∆−Mϕ∥∥L2(Cj(B0)) . sM2jV (2jB0) 12 e−c 2j√s ‖ϕ‖L2(B)
. sM+

2+
d0
4 +1V (B0)
1
2 ‖ϕ‖L2(B)
where d0 is given by Proposition C.1.5. One concludes that Asϕ ∈ MM,0 (Γ) and
‖Asϕ‖MM,0 . s
M+ 2+
d0
4 +12kV (2kB0)
1
2 ‖ϕ‖L2(B). (C.35)
Let us prove the second claim of the lemma. Let  such that f ∈ (MM,0 (Γ))∗. For all balls B and
all functions ϕ supported in B, one has
|〈Asf, ϕ〉| := |〈f,Asϕ〉|
. ‖f‖(MM,0 )∗ ‖Asϕ‖MM,0
. ‖f‖(MM,0 )∗‖ϕ‖L2(B),
which proves the lemma since the estimate works for any ball B and any ϕ ∈ L2(B). 
Definition C.3.4. Let κ ∈ {1, 2} and M ∈ N∗. Define H1BZκ,M,(Γ) as the subset of H1BZκ,M,(Γ) made
of the functions g that can be written as g =
∑N
i=0 λiai where λi ∈ R and ai is a (BZκ,M, )-molecule
and
N∑
i=0
|λi| . 2‖g‖H1
A,
.
Lemma C.3.5. For κ ∈ {1, 2} and M ∈ N∗, the set H1BZκ,M,(Γ) is dense in H1BZκ,M,(Γ).
Remark C.3.6. This lemma is identical to Lemma 4.5 in [BZ08]. However, we present here a different
proof.
Proof: Let κ ∈ {1, 2} and M ∈ N∗.
Let f ∈ H1BZκ,M,(Γ). There exist a numerical sequence (λi)i∈N ∈ `1(N) and a sequence (ai)i∈N of
(BZκ,M, )-molecules such that f =
∑
λiai and∑
i∈N
|λi| ≤ 3
2
‖f‖H1
BZκ,M,
.
Let η ∈ (0, 14). There exists N ∈ N such that ∑i>N |λi| ≤ η‖f‖H1BZκ,M, . We set g = N∑
i=0
λiai. Then
‖f − g‖H1
BZκ,M,
=
∥∥∥∥∥∑
i>N
λiai
∥∥∥∥∥
H1
BZκ,M,
≤
∑
i>N
|λi| ≤ η‖f‖H1
BZκ,M,
and, therefore ‖f‖H1
BZκ,M,
≤ ‖g‖H1
BZκ,M,
+ η‖f‖H1
BZκ,M,
, which implies
N∑
i=0
|λi| ≤ 3
2
‖f‖H1
BZκ,M,
≤ 3
2(1− η)‖g‖H1BZκ,M,
≤ 2‖g‖H1
BZκ,M,
.

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Lemma C.3.7. Let κ ∈ {1, 2} and M ∈ N. Let 0 <  < ¯ ≤ +∞. Then H1BZκ,M,¯(Γ) ⊂MM,0 .
Proof: Since MM,0 is a vector space, it is enough to prove that for each (BZκ,M, ¯)-molecule a, one
has a ∈MM,0 .
Notice that the case ¯ =∞ is proven in Lemma C.3.2. Let ¯ < +∞ and a = Asb be a (BZκ,M, ¯)-
molecule associated with s ∈ N∗ and the ball B of radius √s. For all j ≥ 1, Corollary C.5.2 provides
a covering of Cj(B) with balls of radius
√
s and with bounded overlapping. We label these balls as
(Bi)i∈Ij . . Consequently,
‖a‖MM,0 ≤
∑
j≥1
‖As(b1lCj(B))‖MM,0
≤
∑
j≥1
∑
i∈Ij
‖As(b1lBi)‖MM,0 .
Moreover, d(Bi, B0) . 2
j+k where k is such that B ⊂ 2k+2B0. Thus Lemma C.3.2 implies
‖a‖MM,0 ≤ Cs
∑
j≥1
∑
i∈Ij
2(j+k)V (2j+kB0)
1
2 ‖b‖L2(Bi)
≤ Cs
∑
j≥1
2(j+k)V (2j+kB0)
1
2 ‖b‖L2(C˜j(B))
≤ Cs
∑
j≥1
2(j+k)
2j¯
(
V (2j+kB0)
V (2j−1B)
) 1
2
≤ Cs2k(+ d2 )
∑
j≥1
2j(−¯)
< +∞
where C˜j denote Cj(B)∪Cj−1(B)∪Cj+1(B), and where we use the definition of a (BZκ,M, ¯)-molecule
for the third line and the fact that 2j+kB0 ⊂ 2j+k+2B. 
C.3.2 Inclusions between BMO spaces
Lemma C.3.8. There exists C > 0 such that for all s ∈ N∗, all M -tuples (s1, . . . , sM ) ∈ [[s, 2s]]M , all
balls B of radius
√
s and all functions f ∈ BMOBZ2,M , one has
‖(I − P s1) . . . (I − P sM )f‖L2(B) ≤ CV (B) 12 ‖f‖BMOBZ2,M .
Proof: For s ∈ N∗, the operator Qs stands for
Qs :=
1
s
s−1∑
k=0
P k = (I − P s)(s∆)−1.
For all s ∈ N∗, all s0 ∈ [[s, 2s]] and all f ∈ E0, one has
(I − P s0)f = (I − P s0)(I + s∆)(I + s∆)−1f
=
(
1
s
s0−1∑
k=0
P kf
)
(I + s∆)s∆(I + s∆)−1f
=
[s0
s
Qs0 + (I − P s0)
]
(I − (I + s∆)−1)f
Recall that all terms make sense and are in L2loc(Γ), according to Lemma C.3.2. As a consequence, for
(s1, . . . , sM ) ∈ [[s, 2s]]M , one has
(I − P s1) . . . (I − P sM )f =
M∏
i=1
[si
s
Qsi + (I − P si)
]
(I − (I + s∆)−1)Mf (C.36)
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Since sis ≤ 2, Proposition C.2.6 yields that
M∏
i=1
[si
s
Qsi + (I − P si)
]
satisfies Gaffney-Davies estimates.
Hence,
‖(I − P s1) . . . (I − P sM )f‖L2(B) ≤
∑
j≥1
∥∥∥∥∥
M∏
i=1
[si
s
Qsi + (I − P si)
] [
1lCj(B)(I − (I + s∆)−1)Mf
]∥∥∥∥∥
L2(B)
.
∑
j≥1
e−c4
j‖(I − (I + s∆)−1)Mf‖L2(Cj(B))
.
∑
j≥1
e−c4
j‖(I − (I + s∆)−1)Mf‖L2(2j+1B)
.
∑
j≥1
e−c4
j
V (2j+1B)
1
2 ‖f‖BMOBZ2,M
. V (B)
1
2 ‖f‖BMOBZ2,M
where the last line holds thanks to Proposition C.1.5. 
Corollary C.3.9. Let M ∈ N∗. Then BMOBZ2,M (Γ) ⊂ BMOBZ1,M (Γ). More precisely, for all
f ∈ BMOBZ2,M (Γ),
‖f‖BMOBZ1,M . ‖f‖BMOBZ2,M .
Proof: Immediate consequence of Lemma C.3.8. 
We want now to prove the converse inclusion, that is BMOBZ1,M (Γ) ⊂ BMOBZ2,M (Γ). We begin
with the next proposition, inspired from Proposition 2.6 in [DY05b].
Proposition C.3.10. Let M ∈ N∗. There exists C > 0 only depending on Γ and M such that for all
f ∈ BMOBZ1,M (Γ), for all balls B = B(x0,
√
s) and all integers (a, b1, . . . , bM ) ∈ N× [[0, 2s]]M ,
‖P a(I − P b1) . . . (I − P bM )f‖L2(B) ≤ Ca
d0+1
2
s V (B)
1
2 ‖f‖BMOBZ1,M
where as = max
{
1, as
}
.
Remark C.3.11. We can replace ad0+1s by a
d0+
s with  > 0 in the conclusion of the Proposition C.3.10
(in this case, C depends on ).
Proof: (Proposition C.3.10)
(1) Let us prove the proposition when s ≤ min
i∈[[1,M ]]
bi. The case where a = 0 is a consequence of the
definition of BMOBZ1,M and will therefore be skipped. Let (Bi)i∈Ij be the covering of Cj(B)
provided by Corollary C.5.2. Then,
‖P a(I − P b1) . . . (I − P bM )f‖L2(B)
. ‖(I − P b1) . . . (I − P bM )f‖L2(C1(B)) +
∑
j≥2
exp
(
−c4
jb
a
)
‖(I − P b1) . . . (I − P bM )f‖L2(Cj(B))
≤ ‖(I − P b1) . . . (I − P bM )f‖L2(4B) +
∑
j≥2
exp
(
−c4
jb
a
)
‖(I − P b1) . . . (I − P bM )f‖L2(2j+1B)
. V (4B)
1
2 ‖f‖BMOBZ1,M +
∑
j≥2
∑
i∈Ij
exp
(
−c4
jb
a
)
‖(I − P b1) . . . (I − P bM )f‖L2(Bi)
. V (B)
1
2 ‖f‖BMOBZ1,M
1 +∑
j≥2
2jd0+1 exp
(
−c4
jb
a
)
. V (B)
1
2 ‖f‖BMOBZ1,Ma
d0+1
2
s
(C.37)
where we use the Davies-Gaffney estimates for the first line and the doubling property for the last
but one line.
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(2) General case. For each bi < s, write
(I − P bi) = (I − P 2s)− P bi(I − P 2s−bi).
Hence, P a(I − P b1) . . . (I − P bM ) can be written as a sum of terms
P a˜(I − P b˜1) . . . (I − P b˜M )
where b˜i ∈ [[s, 2s]] and a˜ ∈ [[a, a +Ms]]. The general case can be then deduced from the previous
case.

Proposition C.3.12. Let M ∈ N∗. There exists C > 0 such that for all balls B of radius √s, all
integers b ∈ [[0, 2s]] and all f ∈ BMOBZ1,M , one has
‖(I − (I + b∆)−1)Mf‖L2(B) ≤ CV (B) 12 ‖f‖BMOBZ1,M .
Proof: Let ϕ ∈ L2(Γ) supported in B. Recall that Lemma C.3.2 states that ϕ, (I −P k1) . . . (I −P kM )ϕ
and (I − (I + b∆)−1)Mϕ are in MM,0 for all  > 0. Moreover, for all b ∈ N, one has
(I + b∆)−1ϕ = (1 + b)−1
(
I − b
1 + b
P
)−1
ϕ
=
+∞∑
k=1
(
1
1 + b
)(
b
1 + b
)k
P kϕ
where the convergence holds in L2(Γ). Consequently,
(I − (I + b∆)−1)ϕ =
+∞∑
k=1
(
1
1 + b
)(
b
1 + b
)k
(I − P k)ϕ
and thus,
(I − (I + b∆)−1)Mϕ =
(
1
1 + b
)M +∞∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
(I − P k1) . . . (I − P kM )ϕ
where the convergence still holds in L2(Γ).
In order to prove that the convergence holds in MM,0 for all  > 0, it suffices to show that
S :=
(
1
1 + b
)M +∞∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
‖(I − P k1) . . . (I − P kM )ϕ‖MM,0 < +∞.
Indeed, according to (C.35), one has
S .
(
1
1 + b
)M +∞∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
k

2+
d
4+1‖ϕ‖L2(B)
.
+∞∑
k=1
(k + 1)M+

2+
d
4
(1 + b)M
(
b
1 + b
)k
‖ϕ‖L2(B)
. b

2+
d
4+2
+∞∑
k=1
1
(1 + k)2
‖ϕ‖L2(B)
< +∞
where the third line comes from Lemma C.6.1.
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For f ∈ EM , there exists  > 0 such that (MM,0 )∗. Moreover, Lemma C.3.2 states that (I − (I +
s∆)−1)Mf and (I − P k1) . . . (I − P kM )f (for all (k1, . . . , kM ) ∈ NM ) are in L2loc(Γ). As a consequence,
‖(I − (I + b∆)−1)Mf‖L2(B)
= sup
‖ϕ‖2=1
Suppϕ⊂B
| 〈f, (I − (I + b∆)−1)Mϕ〉 |
≤
(
1
1 + b
)M +∞∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
sup
‖ϕ‖2=1
Suppϕ⊂B
| 〈f, (I − P k1) . . . (I − P kM )ϕ〉 |
=
(
1
1 + b
)M +∞∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
‖(I − P k1) . . . (I − P kM )f‖L2(B)
where the pairing is between MM,0 and its dual. Therefore
‖(I − (I + b∆)−1)Mf‖L2(B) .
(
1
1 + b
)M +∞∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
‖(I − P k1) . . . (I − P kM )f‖L2(B)
.
(
1
1 + b
)M b∑
k=1
(
b
1 + b
)k ∑
k1+···+kM=k
‖(I − P k1) . . . (I − P kM )f‖L2(B)
+
(
1
1 + b
)M ∞∑
k=b+1
(
b
1 + b
)k ∑
k1+···+kM=k
‖(I − P k1) . . . (I − P kM )f‖L2(B)
:= I1 + I2.
We estimate the first term with Proposition C.3.10 and Lemma C.6.1:
I1 .
b∑
k=1
(1 + k)M−1
(1 + b)M
(
b
1 + b
)k
‖f‖BMOBZ1,MV (B)
1
2
. (1 + b)−1
b−1∑
k=0
‖f‖BMOBZ1,MV (B)
1
2
. ‖f‖BMOBZ1,MV (B)
1
2 .
We turn now to the estimate of the second term. One has, using Proposition C.3.10 and Lemma C.6.1
again,
I2 .
(
1
1 + b
)M ∞∑
k=b+1
(
b
1 + b
)k ∑
k1+···+kM=k
‖(I − P k1) . . . (I − P kM )f‖
L2(
√
k
b
B)
.
∞∑
k=b+1
1
1 + k
(
1 + k
1 + b
)M (
b
1 + b
)k
‖f‖BMOBZ1,MV
(√
k
b
B
) 1
2
.
∞∑
k=b+1
1
1 + k
(
1 + k
1 + b
)M+ d02 +1( b
1 + b
)k
‖f‖BMOBZ1,MV (B)
1
2
.
∞∑
k=b+1
1
1 + k
(
1 + k
1 + b
)−1
‖f‖BMOBZ1,MV (B)
1
2
. ‖f‖BMOBZ1,MV (B)
1
2 ,
where we used Proposition C.1.5 for the third line. 
Corollary C.3.13. Let M ∈ N. Then BMOBZ1,M (Γ) ⊂ BMOBZ2,M (Γ). More precisely, for all
f ∈ BMOBZ1,M (Γ),
‖f‖BMOBZ2,M . ‖f‖BMOBZ1,M .
Proof: Immediate consequence of Proposition C.3.12. 
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C.3.3 Duals of Hardy spaces
Proposition C.3.14. Let κ ∈ {1, 2} and M ∈ N∗.
Let ` be a bounded linear functional on H1BZκ,M,∞(Γ). Then ` actually belongs to BMOBZκ,M (Γ)∩
FM and for all g ∈ H1BZκ,M,∞(Γ), there holds
`(g) = 〈`, g〉 (C.38)
where the pairing is between MM,0 (Γ) and its dual. Moreover,
‖`‖BMOBZκ,M . ‖`‖(H1BZκ,M,∞)∗
Proof: Let κ ∈ {1, 2} and M ∈ N.
Let ` in
[
H1BZκ,M,∞(Γ)
]∗
. According to Lemma C.3.1, ` ∈ ⋂>0 [MM,0 ]∗ = FM . The following two
claims
(i) H1BZκ,M,∞(Γ) ⊂MM,0 ,
(ii) H1BZκ,M,∞(Γ) is dense in H
1
BZκ,M,∞(Γ),
are respectively a consequence of Lemma C.3.7 and of Lemma C.3.5. They imply that (C.38) makes
sense and uniquely describes `.
It remains to check the last claim, that is
‖`‖BMOA . ‖`‖(H1
BZκ,M,∞)
∗
Fix s ∈ N∗, a M -tuple (s1, . . . , sM ) ∈ [[s, 2s]]M , and a ball B of radius
√
s. We wrote As for (I −
P s1) . . . (I − P sM ) if κ = 1 and for (I − (I + s∆)−1)M if κ = 2.
Let ϕ ∈ L2(B) with norm 1. Then
1
V (B)
1
2
Asϕ
is a (BZκ,M)-atom. Thus, ∥∥∥∥ 1V (B) 12 Asϕ
∥∥∥∥
H1
BZκ,M,∞
≤ 1,
i.e.,
1
V (B)
1
2
| 〈As`, ϕ〉 | = 1
V (B)
1
2
| 〈`, Asϕ〉 |
. ‖`‖(H1
BZκ,M,∞)
∗ .
Lemma C.3.2 provides that As` ∈ L2loc(Γ). Taking the supremum over all ϕ supported in B, we obtain(
1
V (B)
∑
x∈B
|As`(x)|2m(x)
) 1
2
. ‖`‖(H1
BZκ,M,∞)
∗ .
Finally, taking the supremum over all s ∈ N∗, all M -tuples (s1, . . . , sM ) ∈ [[s, 2s]]M and all balls B of
radius
√
s leads us to the result. 
Proposition C.3.15. Let κ ∈ {1, 2} and M ∈ N∗.
Let  > 0 and f ∈ BMOBZκ,M (Γ) ∩ FM . The linear functional given by
`(g) := 〈f, g〉
initially defined on H1BZκ,M,2(Γ), and where the pairing is between MM,0 and its dual, has a unique
bounded extension to H1BZκ,M,2(Γ) with
‖`‖(H1
BZκ,M,2
)∗ . ‖f‖BMOBZκ,M (Γ).
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Proof: Let κ ∈ {1, 2} and M ∈ N∗. In the proof, As will denote (I − P s1) . . . (I − P sM ) (for some
(s1, . . . , sM ) ∈ [[s, 2s]]M ) or (I − (I + s∆)−1)M , depending whether κ is equal to 1 or 2.
Let us prove that for every (BZκ,M, 2)-molecule a, one has
| 〈f, a〉 | . ‖f‖BMOBZκ,M . (C.39)
Since f ∈ FM , then f ∈
(
MM,0
)∗
. In particular, Lemma C.3.2 provides that Asf ∈ L2loc(Γ). Thus, if
a = Asb is a (BZκ,M, 2)-molecule associated with a ball B of radius
√
s, we may write
| 〈f, a〉 | =
∣∣∣∣∣∑
x∈Γ
Asf(x)b(x)m(x)
∣∣∣∣∣
≤
∑
j≥1
‖Asf‖L2(Cj(B))‖b‖L2(Cj(B))
≤
∑
j≥1
2−2jV (2jB)−
1
2 ‖Asf‖L2(2j+1B)
.
∑
j≥1
2−2jV (2jB)−
1
2 V (2j+1B)
1
2 ‖f‖BMOBZκ,M
. ‖f‖BMOBZκ,M ,
where we used for the last but one line Proposition C.3.10 (if κ = 1) or Proposition C.3.8 and Corollary
C.3.9 (if κ = 2).
Our next step is to show that for every g ∈ H1BZκ,M,2, we have
| 〈f, g〉 | . ‖g‖H1
BZκ,M,2
‖f‖BMOBZκ,M .
Indeed, let N ∈ N, (λi)i ∈ [[0, N ]] ∈ RN and (ai = Asibi)i∈[[0,N ]] a sequence of (BZκ,M, 2)-molecules
that satisfies g =
∑
λiai and
∑ |λi| . 2‖g‖H1
BZκ,M,2
, then
|` (g)| ≤
N∑
i=0
|λi| |`(ai)|
. ‖f‖BMOBZκ,M
N∑
i=0
|λi|
. ‖f‖BMOBZκ,M ‖g‖H1BZκ,M,2 .
Since H1BZκ,M,2 is dense in H
1
BZκ,M,2, ` has an unique bounded extension that satisfies
‖`‖(H1
BZκ,M,2
)∗ . ‖f‖BMOBZκ,M .

Proposition C.3.16. Let κ ∈ {1, 2} and M ∈ N∗.
Let f ∈ BMOBZκ,M (Γ) and let  > 0 such that f ∈ (MM,0 (Γ))∗. The linear functional given by
`(g) := 〈f, g〉
initially defined on H1BZκ,M,∞(Γ) which is a dense subset of MM,0 , and where the pairing is that between
MM,0 and its dual, has a unique extension to H1BZκ,M,∞(Γ) with
‖`‖(H1
BZκ,M,∞)
∗ . ‖f‖BMOBZκ,M .
Proof: Same proof than Proposition C.3.15 with obvious modifications. The only difference is: in
Proposition C.3.15,  > 0 is given by the Hardy space H1BZκ,M,2 and in Proposition C.3.16,  > 0 is
given by the functional f ∈ EM . 
We turn now to the proof of Theorem C.1.35.
Proof: Let κ ∈ {1, 2} and M ∈ N∗.
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Proposition C.3.14 and Corollary C.3.16 provide the continuous embeddings
(H1BZκ,M,∞)
∗ ↪→ BMOBZκ,M ∩ FM ↪→ BMOBZκ,M ↪→ (H1BZκ,M,∞)∗.
As a consequence, BMOBZκ,M is the dual space of H
1
BZκ,M,∞ and is actually included in FM .
Besides, Propositions C.3.14 and C.3.16 yield, for any  > 0
(H1BZκ,M,∞)
∗ ↪→ BMOBZκ,M ∩ FM ↪→ (H1BZκ,M,)∗.
Since the inclusion (H1BZκ,M,)
∗ ↪→ (H1BZκ,M,∞)∗ is obvious, we obtain that BMOBZκ,M ∩ FM =
BMOBZκ,M is also the dual space of H
1
BZκ,M,.
The last claim of the Theorem, that is for a fixed M ∈ N∗, the spaces H1BZκ,M,(Γ) for κ ∈ {1, 2}
and  ∈ (0,+∞] are all equivalent, is only a consequence of the proposition C.3.17 below. Indeed, for
m ∈ N∗ and κ ∈ {1, 2}, the inclusion H1BZκ,M, ⊂ H1BZκ,M,η when 0 < η <  ≤ +∞ is obvious and then
Proposition C.3.17 yields the equality between the spaces H1BZκ,M, for  ∈ (0,+∞], together with the
equivalence of norms. It remains to check that, for example, H1BZ1,M,∞ ⊂ H1BZ2,M,1. For this, notice
first that similarly to (C.36), for a (BZ1,M)-atom a associated with s ∈ N∗, (s1, . . . , sm) ∈ [[s, 2s]]M , a
ball B of radius
√
s and a function b ∈ L2(B), one has
a = (I − P s1) . . . (I − P sM )b
= (I − (I + s∆)−1)M
M∏
i=1
[si
s
Qsi + (I − P si)
]
b.
We have to check that
∏M
i=1
[
si
s Qsi + (I − P si)
]
b satisfies, up to a multiplicative constant, the estimates
given by (ii) of the definition of a (BZ2,M, 1)-molecule. This calculus, which is a straightforward
consequence of the Gaffney estimates provided by Proposition C.2.6, is left to the reader. 
Proposition C.3.17. If (E, ‖.‖E) and (F, ‖.‖F ) are two Banach spaces with the same dual (G, ‖.‖G)
and moreover if we have the continuous inclusion E ⊂ F , then E = F with equivalent norms.
Proof: Let T be the linear operator defined by
T : e ∈ E 7→ e ∈ F.
T is bounded and its adjoint T ∗ is
T ∗ : g ∈ G 7→ g ∈ G,
that is the identity on G. Theorem 4.15 in [Rud91] implies that E = F , and then, by the open mapping
theorem, we deduce that the norm of E is dominated by the norm of F . 
C.4 Inclusions between Hardy spaces
C.4.1 H1BZ1,M, ∩ L2 ⊂ E1quad,β: the case of functions
Proposition C.4.1. Let  > 0 , M ∈ (d04 ,+∞)∩N and β > 0. Then H1BZ1,M,(Γ)∩L2(Γ) ⊂ E1quad,β(Γ)
and
‖f‖H1
quad,β
. ‖f‖H1
BZ1,M,
Proof: Let f ∈ H1BZ1,M, ∩L2(Γ). Then there exist (λi)i∈N ∈ `1 and (ai)i∈N a sequence of (BZ1,M, )-
molecules such that f =
∑
λiai and ∑
i∈N
|λi| ' ‖f‖H1
BZ1,M,
.
First, since ‖P k‖1→1 ≤ 1 for all k ∈ N, the operators ∆β and then ∆βP l−1 are L1-bounded for
β > 0 (see [CSC90]). Consequently,
∆βP l−1
∑
i∈N
λiai =
∑
i∈N
λi∆
βP l−1ai.
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Since the space Γ is discrete, the L1-convergence implies the pointwise convergence, that is, for all x ∈ Γ,∣∣∣∣∣∆βP l−1∑
i∈N
λiai(x)
∣∣∣∣∣ =
∣∣∣∣∣∑
i∈N
λi∆
βP l−1ai(x)
∣∣∣∣∣
≤
∑
i∈N
|λi|
∣∣∆βP l−1ai(x)∣∣ .
From here, the estimate
‖Lβf‖L1 =
∥∥∥∥∥Lβ∑
i∈N
λiai
∥∥∥∥∥
L1
.
∑
i∈N
|λi|‖Lβai‖L1
is just a consequence of the generalized Minkowski inequality.
It remains to prove that there exists a constant C such that for all (BZ1,M, )-molecules a, one has
‖Lβa‖L1 ≤ C. (C.40)
Let s ∈ N∗, (s1, . . . , sM ) ∈ [[s, 2s]]M and a ball B associated with the molecule a. By Hölder
inequality and the doubling property, we may write
‖Lβa‖L1 .
∞∑
j=1
V (2jB)
1
2 ‖Lβa‖L2(Cj(B)). (C.41)
We will estimate now each term ‖Lβa‖L2(Cj(B)).
The result is then a consequence of Lemma C.2.14 which can be reformulated as follows
‖Lβ(I − P s1) . . . (I − P sM )[f1lF ]‖L2(E) ≤ CM
(
1 +
d(E,F )2
s
)−M
‖f‖L2(F ). (C.42)
Notice that
d(Ck(B), Cj(B)) '

0 if |j − k| ≤ 1
2j
√
s if k ≤ j − 2
2k
√
s if k ≥ j + 2
.
Thus,
‖Lβa‖L2(Cj(B)) ≤
∑
k≥1
‖Lβ(I − P s1) . . . (I − P sM )[b1lCk(B)]‖L2(Cj(B))
.
∑
k≤j−2
4−jM‖b‖L2(Ck(B)) +
j+1∑
k=j−1
‖b‖L2(Ck(B)) +
∑
k≥j+2
4−kM‖b‖L2(Ck(B))
.
∑
k≤j−2
4−jM2−kV (2kB)−
1
2 + 2−jV (2jB)−
1
2 +
∑
k≥j+2
4−kM2−jV (2kB)−
1
2
. 2−¯jV (2jB)−
1
2
where ¯ = min{, 2M − d02 }.
As a consequence, one has
‖Lβa‖L1 .
∑
j≥1
2−¯j
(
V (2jB)
V (2jB)
) 1
2
< +∞.

Proposition C.4.2. Let (Γ, µ) satisfying (UE), M ∈ N∗,  > 0 and β > 0. Then H1BZ1,M (Γ)∩L2(Γ) ⊂
E1quad,β(Γ) and
‖f‖H1
quad,β
. ‖f‖H1
BZ1,M,
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Proof: As in the proof of Proposition C.4.1, it remains to check that for all (BZ1,M, )-molecules
a = (I − P s1) . . . (I − P sM )b associated with s ∈ N, (s1, . . . , sM ) and B = B(xB , rB), one has
∞∑
j=1
V (2jB)
1
2 ‖Lβa‖L2(Cj(B)) . 1.
The case j = 1 follows from the L2-boundedness of Lβ and of (I − P s)M , thus
‖Lβa‖L2(Cj(B)) . ‖a‖L2 .
1
V (B)
1
2
.
For the case j ≥ 2, we introduce C˜j(B) defined by
C˜j(B) =
⋃
1≤k≤j−2
Ck(B).
Check that C˜j(B), Cj(B), and xB satisfy (C.28), since d(C˜j(B), Cj(B)) & 2
jrB. Thus, Lemma C.2.18
yields
‖Lβa‖L2(Cj(B)) ≤ ‖Lβ(I − P s)M [b1lC˜j(B)]‖L2(Cj(B)) + ‖Lβ(I − P s)M [b1lΓ\C˜j(B)]‖L2(Cj(B))
.
4−jM
V (xB, 2jrB)
1
2
‖b‖L1(C˜j(B)) + ‖b‖L2(Γ\C˜j(B))
.
2−j¯
V (2jB)
1
2
where ¯ = min{2M, }. Summing in j ≥ 1 ends the proof. 
C.4.2 H1BZ2,M+ 12 ,
∩H2 ⊂ E1quad,β: the case of 1-forms
Proposition C.4.3. Let  > 0 , M ∈ (d04 − 12 ,+∞)∩N. Then H1BZ2,M+ 12 (TΓ)∩H
2(TΓ) ⊂ E1quad, 12 (TΓ)
and
‖f‖H1
quad, 1
2
. ‖f‖H1
BZ2,M+1
2
,
.
Proof: Let F ∈ H1
BZ2,M+ 12 ,
(TΓ) ∩ H2(TΓ). Then there exist (λi)i∈N ∈ `1 and (ai)i∈N a sequence of
(BZ2,M + 12 , )-molecules such that F =
∑
λiai and∑
i∈N
|λi| ' ‖f‖H1
BZ1,M,
.
First, by L1-boundedness of the operators P and d∗ (see Proposition C.1.32) and by the Minkowski
inequality, one has
‖L 1
2
∆−
1
2 d∗F‖L1 =
∑
x∈Γ
m(x)
∑
l≥1
∑
y∈B(x,
√
l)
m(y)|P l−1d∗F (y)|2

1
2
=
∑
x∈Γ
m(x)
∑
l≥1
∑
y∈B(x,
√
l)
m(y)|P l−1d∗
∑
i∈N
λiai(y)|2

1
2
.
∑
i∈N
|λi|
∑
x∈Γ
m(x)
∑
l≥1
∑
y∈B(x,
√
l)
m(y)|P l−1d∗ai(y)|2

1
2
.
It remains to prove that there exists a constant C such that for all (BZ2,M + 12 , )-molecules a, one
has ∑
x∈Γ
m(x)
∑
l≥1
∑
y∈B(x,
√
l)
m(y)|P l−1d∗ai(y)|2

1
2
. 1. (C.43)
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Let a = d∆−
1
2 (I − (I + s∆)−1)M+ 12 b be a (BZ2,M + 12 , )-molecule associated with s ∈ N∗ and the ball
B. Since d∗d∆−
1
2 = ∆
1
2 , (C.43) becomes
‖L 1
2
(I − (I + s∆)−1)M+ 12 b‖ . 1.
We end the proof as we did for Proposition C.4.1, using Lemma C.2.16 instead of Lemma C.2.14. 
Proposition C.4.4. Let (Γ, µ) satisfying (UE). Let  > 0 , M ∈ N. Then H1
BZ2,M+ 12
(TΓ) ∩H2(TΓ) ⊂
E1
quad, 12
(TΓ) and
‖f‖H1
quad, 1
2
. ‖f‖H1
BZ2,M+1
2
,
.
Proof: We begin the proof as the one of Proposition C.4.3. We end the proof as Proposition C.4.2
instead of Proposition C.4.1, using Lemma C.2.19 instead of Lemma C.2.16. 
C.4.3 E1quad,β ⊂ H1BZ2,M, ∩ L2: the case of functions
In this paragraph, we will need a few results on tents spaces (see [CMS85], [Rus07], [HLM+11]).
However, we need in our proofs some "discrete" tent spaces, defined below:
Definition C.4.5. For x ∈ Γ, we recall
γ(x) =
{
(y, k) ∈ Γ× N, d(x, y)2 ≤ k}
and for a set O ⊂ Γ, we define
Oˆ = {(y, k) ∈ Γ× N, d(y,Oc)2 > k}.
For a function F defined on Γ× N, consider for all x ∈ Γ
AF (x) =
 ∑
(y,k)∈γ(x)
1
k + 1
m(y)
V (x,
√
k + 1)
|F (y, k)|2

1
2
.
For p ∈ [1,+∞), the tent space T p2 (Γ) is defined as the space of functions F on Γ × N for which
AF ∈ Lp(Γ), and is outfitted with the norm ‖F‖Tp2 = ‖AF‖Lp (the space T
p
2 is then complete).
Definition C.4.6. A function A on Γ×N is said to be a T 12 -atom if there exists a ball B ⊂ Γ such that
A is supported in Bˆ and
‖A‖2T 22 :=
∑
(x,k)∈Bˆ
m(x)
k + 1
|A(x, k)|2 ≤ 1
V (B)
.
Proposition C.4.7. For every element F ∈ T 12 (Γ), there exist a scalar sequence (λi)i∈N ⊂ `1 and a
sequence of T 12 -atoms (Ai)i∈N such that
F =
+∞∑
i=0
λiAi in T 12 (Γ). (C.44)
Moreover, ∑
i≥0
|λi| ' ‖F‖T 12
where the implicit constants only depend on the constant in (DV). Finally, if F ∈ T 12 (Γ) ∩ T 22 (Γ), then
the decomposition (C.44) also converges in T 22 (Γ).
Proof: This proof is analogous to the one of Theorem 1.1 in [Rus07] and of Theorem 4.10 in [HLM+11]
with obvious modifications. 
We introduce the functional piη,β : T
2
2 (Γ)→ L2(Γ) defined for any real β > 0 and any integer η ≥ β
by
piη,βF (x) =
∑
l≥1
cηl
lβ
[
∆η−β(I + P )ηP l−1F (., l − 1)] (x)
where
∑
l≥1
cηl z
l−1 is the Taylor series of the function (1− z)−η.
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Lemma C.4.8. The operator piη,β is bounded from T 22 (Γ) to L
2(Γ).
Proof: Let g ∈ L2(Γ). Then, for all F ∈ T 22 (Γ),
〈piη,βF, g〉 =
∑
l≥1
cηl
lβ
〈
∆η−β(I + P )ηP l−1F (., l), g
〉
=
∑
l≥1
cηl
lβ
〈
F (., l − 1),∆η−β(I + P )ηP l−1g〉
≤
∑
l≥1
cηl
lβ
‖F (., l− 1)‖L2‖∆η−β(I + P )ηP l−1g‖L2
≤
∑
l≥1
1
l
‖F (., l− 1)‖2L2

1
2
∑
l≥1
l1−2β(cηl )
2‖∆η−β(I + P )ηP l−1g‖2L2

1
2
. ‖F‖T 22 ‖(I + P )ηg‖L2
. ‖F‖T 22 ‖g‖L2
where the last but one line comes from the L2-boundedness of Littlewood-Paley functionals (since
l1−2β(cηl )
2 ' l2(η−β)−1, see Lemma A.6.1). 
Lemma C.4.9. Suppose that A is a T 12 (Γ)-atom associated with a ball B ⊂ Γ. Then for every M ∈ N∗,
β > 0 and  ∈ (0,+∞), there exist an integer η = ηM,β, and a uniform constant CM,β, > 0 such that
C−1M,β,piη,β(A) is a (BZ2,M, )-molecule associated with the ball B.
Proof: Let η = dd04 + 2 + βe+M + 1, that is the only integer such that
η ≥ d0
4
+

2
+ β +M + 1 > η − 1.
Let A be a T 12 -atom associated with a ball B of radius r. We write
a := piη,β(A) = (I − (I + r2∆)−1)M b
where
b :=
∑
l≥1
cηl
lβ
(
I + r2∆
r2
)M
∆η−β−M (I + P )ηP l−1A(., l − 1)
Let us check that a is a (BZ2,M, )-molecule associated with B, up to multiplication by some harmless
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constant CM,. First, one has, for all g ∈ L2(4ηB),
|〈b, g〉| ≤
M∑
m=0
cm
r2(M−m)
∑
l≥1
cηl
lβ
∣∣〈∆η−β−M+m(I + P )ηP l−1A(., l − 1), g〉∣∣
=
M∑
m=0
cm
r2(M−m)
∑
l≥1
cηl
lβ
∣∣〈A(., l − 1),∆η−β−M+m(I + P )ηP l−1g〉∣∣
.
M∑
m=0
1
r2(M−m)
∑
l≥1
lη−β−1‖A(., l − 1)‖L2(B)‖∆η−β−M+m(I + P )ηP l−1g‖L2(B)
.
M∑
m=0
1
r2(M−m)
‖A‖T 22
 r2∑
l=1
l2(η−β)−1‖∆η−β−M+m(I + P )ηP l−1g‖2L2(B)

1
2
.
M∑
m=0
‖A‖T 22
 r2∑
l=1
l2(η−β−M+m)−1‖∆η−β−M+m(I + P )ηP l−1g‖2L2(B)

1
2
. ‖A‖T 22
M∑
m=0
‖Gη−β−M+m(I + P )ηg‖L2
. ‖A‖T 22 ‖(I + P )ηg‖L2
.
1
V (B)
1
2
‖g‖L2
where we used the L2-boundedness of the quadratic Littlewood-Paley functional for the last but one line
(see [Fen15b], [ALM14]).
Let j > log2(η) + 1 and g ∈ L2(Cj(B)). Since Supp(I + P )ηg ∈ Cj,η(B) = {x ∈ Γ, d(x,Cj(B)) ≤ η}
and d(Cj,η(B), B) & 2
jr,
|〈b, g〉| .
M∑
m=0
1
r2(M−m)
‖A‖T 22
 r2∑
l=1
l2(η−β)−1‖∆η−β−M+m(I + P )ηP l−1g‖2L2(B)

1
2
.
M∑
m=0
r2(η−β−M−1)‖A‖T 22
 r2∑
l=1
l2(1+m)−1‖∆η−β−M+m(I + P )ηP l−1g‖2L2(B)

1
2
. r2(η−β−M−1)‖A‖T 22
M∑
m=0
∥∥G1+m∆η−β−M−1(I + P )ηg∥∥L2(B)
.
r2(η−β−M−1)
(4jr2)η−β−M−1
‖A‖T 22 ‖(I + P )ηg‖L2
. 2−j(
d0
2 +)‖A‖T 22 ‖g‖L2
.
2−j
V (2jB)
1
2
‖g‖L2
where we used Lemma C.2.15 for the last but two line and Proposition C.1.5 for the last one. We
conclude that, up to multiplication by some harmless constant, b is a (BZ2,M, )-molecule. 
Proposition C.4.10. Let M ∈ N∗,  > 0 and β > 0. Then E1quad,β(Γ) ⊂ H1BZ2,M,(Γ) ∩ L2(Γ) and
‖f‖H1
BZ2,M,
. ‖f‖H1
quad,β
.
Proof: Let f ∈ E1quad,β(Γ). We set
F (., l) = [(l + 1)∆]βP lf.
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By definition of H1quad,β(Γ), one has that F ∈ T 12 (Γ). Moreover, since f ∈ L2(Γ), L2-boundedness of
Littlewood-Paley functionals (see [BR09], [Fen15b]) yields that F ∈ T 22 (Γ). Thus, according to Lemma
C.4.7, there exist a numerical sequence (λi)i∈N and a sequence of T 12 -atoms (Ai)i∈N such that
F =
∞∑
i=0
λiAi in T
1
2 (Γ) and T
2
2 (Γ)
and ∑
i∈N
|λi| . ‖F‖T 12 = ‖f‖H1quad,β .
Choose η as in Lemma C.4.9. Using Corollary C.2.3, since f ∈ L2(Γ),
f = piη,βF (., l)
=
+∞∑
i=0
λipiη,β(Ai)
(C.45)
where the sum converges in L2(Γ). According to Lemma C.4.9, piη,β(Ai) are molecules and then (C.45)
would provide a (M, )-representation of f if the convergence held in L1(Γ). By uniqueness of the limit,
it remains to prove that
∑
λipiη,β(Ai) converges in L
1. Indeed,∑
i∈N
|λi| ‖piη,β(Ai)‖L1 .
∑
i∈N
|λi|
< +∞
where the first line comes from Proposition C.2.7 and the second one from the fact that (λi)i∈N ∈ `1(N).

C.4.4 E1quad,β ⊂ H1BZ2,M+ 12 , ∩H
2: the case of 1-forms
Lemma C.4.11. Suppose that A is a T 12 (Γ)-atom associated with a ball B ⊂ Γ. Let M ∈ N and  > 0,
there exist an integer η = ηM, and a uniform constant CM, > 0 such that C
−1
M,d∆
− 12piη, 12 (A) is a
(BZ2,M +
1
2 , )-molecule associated with the ball B.
Proof: Let η = dd04 + 2e+M + 2. We will also write t for dd04 + 2e ∈ N∗.
Let A be a T 12 -atom associated with a ball B of radius r. We write
a := d∆−
1
2 piη, 12 (A) = r
2M+1d∆M (I + r2∆)−M−
1
2 b
where
b :=
∑
l≥1
cηl√
l
(
I + r2∆
r2
)M+ 12
∆η−1−M (I + P )ηP l−1A(., l − 1)
=
√
r2
1 + r2
∞∑
k=0
ak
(
r2
1 + r2
)k∑
l≥1
cηl√
l
(
I + r2∆
r2
)M+1
∆1+t(I + P )ηP l+k−1A(., l − 1)
(C.46)
where
∑
akz
k is the Taylor series of the function (1− z)− 12 (cf (C.25)).
Let us check that a is a (BZ2,M +
1
2 , )-molecule associated with B, up to multiplication by some
harmless constant CM,.
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Let g ∈ L2(4ηB). One has with the first equality in (C.46),
|〈b, g〉| ≤ r−2M−1
∑
l≥1
cηl√
l
∣∣∣〈A(., l − 1), (I + r2∆)M+ 12 ∆1+t(I + P )ηP l−1g〉∣∣∣
. r−2M−1
∑
l≥1
cηl√
l
‖A(., l − 1)‖L2(B)‖
(
I + r2∆
)M+ 12 ∆1+t(I + P )ηP l−1g‖L2
. ‖A‖T 22 r−2M−1
 r2∑
l=1
l2(η−1)‖ (I + r2∆)M+ 12 ∆1+t(I + P )ηP l−1g‖2L2

1
2
. ‖A‖T 22 r−2M−1
 r2∑
l=1
l2(1+t+M)‖ (I + r2∆)M+ 12 ∆1+t(I + P )ηP l−1g‖2L2

1
2
. ‖A‖T 22 ‖(I + P )ηg‖L2
. ‖A‖T 22 ‖g‖L2
where we use that the functionals g 7→ r−2M−1
 r2∑
l=1
l2(1+t+M)| (I + r2∆)M+ 12 ∆1+tP l−1g|2
1/2 are
L2-bounded uniformly in r. Indeed, since (−1) /∈ Sp(P ), functional calculus provides, for some a > −1,
‖ (I + r2∆)M+ 12 ∆1+tP l−1g‖2L2 = ∫ 1
a
(1 + r2(1 − λ))2M+1(1− λ)2(1+t)λ2(l−1)dEgg(λ)
.
∫ 1
a
[
1 + r2(2M+1)(1− λ)2M+1
]
(1− λ)2(1+t)λ2(l−1)dEgg(λ).
Thus,
r−2(2M+1)
r2∑
l=1
l2(1+t+M)‖ (I + r2∆)M+ 12 ∆1+tP l−1g‖2L2
.
∫ 1
a
(1− λ)2(1+t)
r2∑
l=1
l2(1+t)−1λ2(l−1)dEgg(λ) +
∫ 1
a
(1− λ)2(1+t+M)+1
r2∑
l=1
l2(1+t+M)λ2(l−1)dEgg(λ)
.
∫ 1
a
(1− λ)2(1+t)
∞∑
l=1
l2(1+t)−1λ2(l−1)dEgg(λ) +
∫ 1
a
(1− λ)2(1+t+M)+1
∞∑
l=1
l2(1+t+M)λ2(l−1)dEgg(λ)
.
∫ 1
a
(1− λ)2(1+t)
(1 − λ2)2(1+t) dEgg(λ) +
∫ 1
a
(1− λ)2(1+t+M)+1
(1− λ2)2(1+t+M)+1 dEgg(λ)
=
∫ 1
a
[
(1 + λ)−2(1+t) + (1 + λ)−2(1+t+M)−1
]
dEgg(λ)
.
∫ 1
a
dEgg(λ) = ‖g‖2L2
where the third inequality comes from the fact that lξ−1 ∼ cξl (see Lemma A.6.1).
Let j > log2(η)+1 and g ∈ L2(Cj(B)). One has d(Cj,η(B), B) & 2jr (cf Lemma C.4.9). The second
identity in (C.46) provides
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|〈b, g〉| ≤
M+1∑
m=0
cm
r2(M+1−m)
√
r2
1 + r2
∞∑
k=0
ak
(
r2
1 + r2
)k∑
l≥1
cηl√
l
∣∣〈A(., l − 1),∆1+t+m(I + P )ηP l+k−1g〉∣∣
.
M+1∑
m=0
cm
r2(M+1−m)
∞∑
k=0
ak
(
r2
1 + r2
)k∑
l≥1
cηl√
l
‖A(., l − 1)‖L2(B)‖∆1+t+m(I + P )ηP l+k−1g‖L2(B)
. ‖A‖T 22
M+1∑
m=0
1
r2(M+1−m)
∞∑
k=0
ak
(
r2
1 + r2
)k r2∑
l=1
l2(η−1)‖∆1+t+m(I + P )ηP l+k−1g‖2L2(B)

1
2
. ‖A‖T 22 ‖(I + P )
ηg‖L2
M+1∑
m=0
r2(η−M−2+m)
∞∑
k=0
ak
(
r2
1 + r2
)k r2∑
l=1
e−c
4jr2
l+k
(l + k)2(1+t+m)

1
2
. ‖A‖T 22 ‖g‖L2
M+1∑
m=0
r2(t+m)
∞∑
k=0
ak
(
r2
1 + r2
)k( ∞∑
l=1
e−c
4jr2
l+k
(l + k)2(1+t+m)
) 1
2
. ‖A‖T 22 ‖g‖L2
M+1∑
m=0
r2(t+m)+1
1√
1 + r2
∞∑
k=0
ak
(
r2
1 + r2
)k
1
(4jr2)t+m+
1
2
. ‖A‖T 22 ‖g‖L2
M+1∑
m=0
r2(t+m)+1
(4jr2)t+m+
1
2
(1 + r2(1− 1))− 12
. 2−j(2t+1)‖A‖T 22 ‖g‖L2
.
2−j
V (2jB)
‖g‖L2
where we used the estimate (GUE) for the forth line. 
Proposition C.4.12. Let M ∈ N and  > 0. Then E1
quad, 12
(TΓ) ⊂ H1BZ2,M+ 12 (TΓ) ∩H
2(TΓ) and
‖G‖H1
BZ2,M+1
2
,
. ‖G‖H1
quad, 1
2
∀G ∈ E1quad, 12 (TΓ)
Proof: Let G ∈ E1
quad, 12
(TΓ). We set
F (., l) =
√
l + 1P ld∗G.
By definition of H1
quad, 12
(TΓ), one has that F ∈ T 12 (Γ). Moreover, Proposition C.1.32 yields that
∆−
1
2 d∗G ∈ L2(G) and therefore F ∈ T 22 (Γ) with the L2-boundedness of Littlewood-Paley function-
als.
Thus, according to Lemma C.4.7, there exist a scalar sequence (λi)i∈N ∈ `1(N) and a sequence of
T 12 -atoms (Ai)i∈N such that
F =
∞∑
i=0
λiAi in T
1
2 (Γ) and in T
2
2 (Γ)
and ∑
i∈N
|λi| . ‖F‖T 12 = ‖G‖H1quad, 1
2
.
Choose η as in Lemma C.4.9. Using Lemma C.2.3, since ∆−
1
2 d∗G ∈ L2(Γ),
∆−
1
2 d∗G = piη, 12F (., l)
=
+∞∑
i=0
λipiη, 12 (Ai)
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where the sum converges in L2(Γ). Recall that d∆−1d∗ = IdH2(TΓ). Moreover, d∆
− 12 is bounded from
L2(Γ) to L2(TΓ) (see Proposition C.1.32). Then
G =
+∞∑
i=0
λid∆
− 12piη, 12 (Ai) (C.47)
where the sum converges in L2(TΓ). According to Lemma C.4.11, d∆
− 12piM, 12 (Ai) are (BZ2,M +
1
2 , )-
molecules and then (C.47) would provide a (BZ2,M+ 12 , )-representation of f if the convergence held in
L1(Γ). By uniqueness of the limit, it remains to prove that
∑
λid∆
− 12piη, 12 (Ai) converges in L
1. Indeed,∑
i∈N
|λi|
∥∥∥d∆− 12 piη, 12 (Ai)∥∥∥L1(TΓ) .∑
i∈N
|λi|
< +∞
where the first line comes from Corollary C.2.12 and the second one because (λi)i∈N ∈ `1(N). 
C.4.5 Proof of Theorems C.1.36, C.1.38 and C.1.39
Proof: (Theorem C.1.36)
Let β > 0, M ∈ N∗ ∩ (d04 ,+∞) and  > 0. Propositions C.4.1 and C.4.10 yield the continuous
embeddings
H1BZ1,M,(Γ) ∩ L2(Γ) ⊂ E1quad,β(Γ) ⊂ H1BZ2,M,(Γ) ∩ L2(Γ).
However, Theorem C.1.34 states that H1BZ1,M,(Γ) = H
1
BZ2,M,(Γ). Thus, we deduce
H1BZ1,M,(Γ) ∩ L2(Γ) = E1quad,β(Γ) = H1BZ2,M,(Γ) ∩ L2(Γ) (C.48)
with equivalent norms. In particular, E1quad,β(Γ) ⊂ L1(Γ).
Let us now prove that the completion of E1quad,β(Γ) in L
1 exists. To that purpose, it is enough (see
Proposition 2.2 in [AMM]) to check that, for all Cauchy sequences (fn)n in E
1
quad,β(Γ) that converges to
0 in L1(Γ), fn → 0 for the ‖.‖H1
quad,β
norm. Equivalent norms in (C.48) implies that (fn)n is a Cauchy
sequence in H1BZκ,M,(Γ) that converges to 0 in L
1(Γ). Since H1BZκ,M,(Γ) is complete, it follows that
fn → g for some g ∈ H1BZκ,M,(Γ), but then also for the L1-norm, which entails that g = 0. Thus, fn → 0
for the norm H1BZκ,M,(Γ) and so for the norm ‖.‖H1quad,β (the norms being equivalent on E1quad,β(Γ)).
Therefore, the completion H1quad,β(Γ) of E
1
quad,β(Γ) exists and is defined by
H1quad,β(Γ) = {f ∈ F, there exists (fn)n Cauchy sequence in E1quad,β(Γ) such that fn → f in L1(Γ)}.
The fact that H1quad,β(Γ) = H
1
BZκ,M(Γ) is then a straightforward consequence of (C.48) and the fact
that the space H1BZκ,M(Γ) ∩ L2(Γ) is dense in H1BZκ,M(Γ). 
Proof: (Theorem C.1.38)
LetM ∈ N∩(d04 − 12 ,+∞) and  > 0. Propositions C.4.3 and C.4.12 yield the continuous embeddings
H1BZ2,M+ 12 ,
(TΓ) ∩H2(TΓ) ⊂ E1quad, 12 (TΓ) ⊂ H
1
BZ2,M+ 12 ,
(TΓ) ∩H2(TΓ),
from which we deduce the equality of the two spaces, with equivalent norms.
Since H1
BZ2,M+ 12 ,
(TΓ) is dense in H
1
BZ2,M+ 12 ,
(TΓ) ⊂ L1(TΓ) and is included in H1BZ2,M+ 12 ,(TΓ) ∩
H2(Γ), it follows that H1
BZ2,M+ 12 ,
(TΓ) is the completion in L
1(TΓ) of H
1
BZ2,M+ 12 ,
(TΓ)∩H2(Γ) and thus
also of E1
quad, 12
(TΓ) with the same arguments than those used in the proof of Theorem C.1.36.
Moreover, notice that if F ∈ H2(TΓ),
F ∈ E1quad,β(TΓ)⇐⇒ ∆−
1
2 d∗F ∈ E1quad,β(Γ).
Indeed, the implication ∆−
1
2 d∗F ∈ E1quad,β(Γ) ⇒ F ∈ E1quad,β(TΓ) is obvious, and the converse is due
to Proposition C.1.32. As said in Theorem C.1.36, the spaces E1quad,β(Γ) are all equivalent once β > 0;
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and so are the spaces E1quad,β(TΓ). Consequently, for all β > 0, the completion of E
1
quad,β(TΓ) in L
1(TΓ)
exists and is the same as the one of E1
quad, 12
(TΓ). 
Proof: (Theorem C.1.39)
Just use Proposition C.4.2 instead of Proposition C.4.1 (in the proof of Theorem C.1.36), and
Proposition C.4.4 instead of Proposition C.4.3 (in the proof of Theorem C.1.38). 
Let us state and prove now item b) of Remark C.1.41. We first introduce E1BZκ,M,(Γ) defined by
E1BZκ,M,(Γ) :=
f ∈ L2(Γ),
∞∑
j=0
λjaj is a molecular (BZκ,M, )-representation of f
and the sum converges in L2(Γ)

and outfitted with the norm
‖f‖E1
BZκ,M,
= inf
∑
i∈N
|λi|,
∞∑
j=0
λjaj is a molecular (BZκ,M, )-representation of f
and the sum converges in L2(Γ)
 .
In the same way, we define E1
BZ2,M+ 12 ,
(TΓ) by
E1BZ2,M+ 12 ,
(TΓ) :=
f ∈ H2(TΓ),
∞∑
j=0
λjaj is a mol. (BZ2,M +
1
2
, )-representation of f
and the sum converges in L2(TΓ)

and we equipped it with the norm
‖f‖E1
BZκ,M+1
2
,
= inf
∑
i∈N
|λi|,
∞∑
j=0
λjaj is a mol. (BZ2,M +
1
2
, )-representation of f
and the sum converges in L2(TΓ)
 .
Corollary C.4.13. Let Γ be a weighted graph satisfying (DV) and (LB).
(i) If κ ∈ {1, 2},  ∈ (0,+∞) and M ∈ N∗ ∩ (d04 ,+∞), then
E1BZκ,M,(Γ) = H
1
BZκ,M,(Γ) ∩ L2(Γ) = E1quad,1(Γ)
with equivalent norms. As a consequence, the completion of E1BZκ,M,(Γ) in L
1(Γ) exists and is
equal to H1(Γ) = H1BZκ,M,(Γ).
(ii) If  ∈ (0,+∞) and M ∈ N ∩ (d04 − 12 ,+∞), then
E1BZ2,M+ 12 ,
(TΓ) = H
1
BZ2,M+ 12 ,
(TΓ) ∩ L2(Γ) = E1quad, 12 (TΓ)
with equivalent norms. As a consequence, the completion of E1BZ2,M,(TΓ) in L
1(TΓ) exists and is
equal to H1(TΓ) = H1BZ2,M+ 12 ,
(TΓ).
(iii) If the Markov kernel p(x, y) satisfies the pointwise Gaussian bound (UE), then M can be chosen
arbitrarily in N∗ in (i) and in N in (ii).
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Proof: The proof consists in noticing, as the proofs show, that the (BZκ,M, ) (resp. (BZ2,M + 12 , ))
representation of f ∈ E1quad,1(Γ) (resp. F ∈ E1quad, 12 (TΓ)) constructed in Proposition C.4.10 (resp.
C.4.12) also converges in L2(Γ) (resp. L2(TΓ)).
Therefore, we proved in Propositions C.4.10 and C.4.12 that
E1quad,1(Γ) ⊂ E1BZκ,M,(Γ) ⊂ H1BZκ,M,(Γ) ∩ L2(Γ)
and
E1quad, 12
(TΓ) ⊂ E1BZ2,M+ 12 ,(TΓ) ⊂ H
1
BZ2,M+ 12 ,
(TΓ) ∩ L2(TΓ).
We end then the proof as in Theorems C.1.36, C.1.38 and C.1.39. 
C.5 Appendix: A covering lemma
Lemma C.5.1. Let B a ball of radius r ∈ N∗ and α ≥ 1. There exists a collection of pairwise disjoint
balls (Bi)i∈lα of radius r such that ⋃
i∈Iα
Bi ⊂ αB ⊂
⋃
i∈Iα
3Bi.
Proof: It is a classical fact and we provide a proof for completeness. Let B be a ball of radius r and of
center x0. Let (Bi)i∈Iα be a set of disjoint balls included in αB and of radius r. Assume that (Bi)i∈Iα
is maximal, that is, for every ball B0 of radius r, either B0 is not included in αB, or there exist i ∈ Iα
such that B0 ∩Bi 6= ∅. Let us prove that
αB ⊂
⋃
i∈Iα
3Bi. (C.49)
Let x ∈ αB and let us prove that the ball B(x, 2r) intersects one of the Bi’s. Assume the opposite.
There exists a path x0, x1, . . . , xn−1, x joining x0 to x and of length n = d(x, x0) < αr. Then the
balls B(xmax{0,n−r}, r) is included in B(x, 2r) and in αB, that is the set (Bi)i∈Iα is not maximal. By
contradiction, there exists i ∈ Iα such that B(x, 2r) ∩Bi 6= ∅, that implies x ∈ 3Bi. 
Corollary C.5.2. There exist M ∈ N and C > 0 such that for all balls B of radius r and all j ≥ 1,
there exists a covering (Bi)i∈Ij of Cj(B) such that
(i) each ball Bi is of radius r,
(ii) the covering is included in C˜j := Cj−1(B) ∪ Cj(B) ∪ Cj+1(B) (with the convention C0(B) = ∅),
that is ⋃
i∈Ij
Bi ⊂ C˜j
(iii) each point is covered by at most M balls Bi.
(iv) the number of balls #Ij is bounded by C2j(d0+1)
Proof: Let B be a ball of radius r and j ≥ 1. Notice that (iv) is a consequence of the three first points.
Indeed,
#Ij =
1
V (2jB)
∑
i∈Ij
V (2jB)
≤ 1
V (2jB)
∑
i∈Ij
V (2j+3Bi)
.
2j(d0+1)
V (2jB)
∑
i∈Ij
V (Bi)
≤M2j(d0+1) 1
V (2jB)
V (2j+2B)
. 2j(d0+1).
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where the second line is a consequence of (i) and (ii), the third one holds thanks to Proposition C.1.5,
and the forth one is due to (ii) and (iii).
Let us now prove the first three conclusions of the corollary.
Assume that r ∈ {1, 2}. Then the collection of balls (B(x, r))x∈Cj(B) satisfies (i), (ii) and (iii).
Indeed, only (iii) for r = 2 is not obvious, but is a consequence of the uniform local finiteness of Γ.
Assume now that r ≥ 3. Let s ∈ [ r5 , r3] ∩ N. By Lemma C.5.1 (with α = 2j+1 sr ), there exists a
collection (B˜i)i∈Iα of balls of radius s such that⋃
i∈Iα
B˜i ⊂ 2j+1B ⊂
⋃
i∈Iα
3B˜i.
We set
Ij = {i ∈ Iα, 3B˜i ∩Cj(B) 6= ∅}
and then Bi =
r
s B˜i. Let us check that the collection of balls (Bi)i∈Ij satisfies the conclusions of the
corollary. (i) is a consequence of the construction. (ii) is true since⋃
i∈Ij
Bi ⊂ {x ∈ Γ, d(x,Cj(B)) < 2s}.
For the point (iii), define for x ∈ Γ,
Ix = {i ∈ Ij , B(x, s) ∩Bi 6= ∅}.
Since all B˜i are disjoints, one has then∑
i∈Ix
V (B˜i) ≤ V (x, r + s) ≤ V (x, 6s).
However, notice that B(x, 6s) ⊂ V (12B˜i) for all i ∈ Ix. Hence, with the doubling property,
V (x, 6s) &
∑
i∈Ix
V (12B˜i) &
∑
i∈Ix
V (x, 6s)
and therefore, #Ix . 1. 
C.6 Appendix: Exponential decay of some functions
Lemma C.6.1. For all m ∈ [0,+∞), there exists Cm, c > 0 such that for all t ≥ 0 and k ∈ N, one has(
1 + k
1 + t
)m(
t
1 + t
)k
≤ Cm exp
(
−c k
1 + t
)
.
Proof: First check that the function
ϕ(t) ∈ R∗+ 7→
(
1− 1
1 + t
)1+t
satisfies 0 < ϕ(t) < 1 for all t > 0 and lim
t→∞
ϕ(t) = e−1 < 1. Then there exists c > 0 such that
ϕ(t) ∈ (0, e−c) for all t > 0. From here, one has(
1 + k
1 + t
)m(
t
1 + t
)k
≤
(
1 +
k
1 + t
)m(
t
1 + t
)k
=
(
1 +
k
1 + t
)m
exp
(
k
1 + t
lnϕ(t)
)
≤
(
1 +
k
1 + t
)m
exp
(
−c k
1 + t
)
≤ Cm exp
(
− c
2
k
1 + t
)
.

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Appendix D
Riesz transform on graphs under
subgaussian estimates
D.1 Introduction and statement of the results
Let d ∈ N∗. In the Euclidean case Rd, the Riesz transforms are the linear operators ∂j(−∆)− 12 . A
way to define them is to use the Fourier transform F : for all f ∈ S(Rd) and all ξ ∈ Rd, one has
F(∂j(−∆)− 12 f)(ξ) = i ξj|ξ|F(f)(ξ).
The Riesz transforms have a convolution kernel, that is ∂j(−∆)− 12 f = kj ∗ f where kj = cd xj|x|d+1 is a
tempered distribution. A remarkable property of the Riesz transform is that they are Lp bounded for
all p ∈ (1,+∞) (see [Ste70a, Chapter 2, Theorem 1]).
This result have been extended to other settings. Let M be a complete Riemannian manifold, with
∇ the Riemannian gradient and ∆ the Beltrami Laplace operator. Assume M is doubling. Under
pointwise Gaussian upper estimate of the heat kernel ht, the Riesz transform ∇∆− 12 is bounded on
Lp(M) for all p ∈ (1, 2] (see [CD99]). When p > 2, the Lp boundedness of the Riesz transform holds
under much stronger condition, expressed in term of Poincaré inequalities on balls and of the domination
of the gradient of the semigroup in Lq for some q > p (with L2 Poincaré inequality, see [CD03]; with
Lq Poincaré inequality, see [BCF14]). Similar results were established in the case of graphs (see [Rus00]
when p < 2, see [BR09] when p > 2).
We are interested now by the limit case p = 1. It appears than the Hardy space H1 is the proper
substitute of L1 when Riesz transforms are involved. In the Euclidean case, H1(Rd) can be defined as the
space of functions f ∈ L1(Rd) such that ∂j(−∆)− 12 f ∈ L1(Rd) for all j ∈ [[1, d]] (see [FS72]). Moreover,
the Riesz transforms ∂j(−∆)− 12 , that are bounded from H1(Rd) to L1(Rd), are actually bounded on
H1(Rd).
This last result, namely the H1 boundedness of the Riesz transform, have been extended to complete
Riemannian manifolds in [AMR08] (completed in [AMM]), under the only assumption that the space is
doubling. In order to do this, Auscher, Mc Intosh and Russ introduced for functions and forms some
Hardy spaces defined by using the Laplacian. In [AMR08], whenM is a (complete doubling) Riemannian
manifold, the authors deduced then a Hp(M) boundedness of the Riesz transform for p ∈ (1, 2), where
the spaces Hp are defined by means of quadratic functionals. Under pointwise Gaussian upper estimates
Hp(M) = Lp(M) and thus they recover Lp(M) boundedness of the Riesz transform obtained in [CD99].
The problem was also considered on graphs Γ. In the same spirit as [AMR08], the present author
established in [Fen14] the H1 = H1w(Γ)-boundedness of the Riesz transform. In the present paper, we will
assume some pointwise subgaussian upper estimates on the Markov kernel. Under this assumption, we
define a new Hardy space H1s (Γ) which H
1
w(Γ) is continuously embedded in. Note that H
1
w(Γ) = H
1
s (Γ)
if we assume some pointwise Gaussian estimates on the Markov kernel. We prove again the H1 = H1s (Γ)
boundedness of the Riesz transform on graphs. However, those new Hardy spaces H1s (Γ) satisfy an
interpolation property that make us able to get the Lp(Γ) boundedness of the Riesz transform on graphs.
Hence, for p ∈ (1, 2), we extend the Lp(Γ) boundedness of the Riesz transform to a larger class of graphs
than the one considered in [Rus00].
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In the context of Riemannian manifolds and graphs, under pointwise subgaussian estimates of the
heat (or Markov) kernel, quasi-Riesz transforms and Hardy spaces have been studied by Chen in [Che14].
We make a comparison in subsection D.1.5
D.1.1 The discrete setting
Let Γ be an infinite set and µxy = µyx ≥ 0 a symmetric weight on Γ× Γ. The couple (Γ, µ) induces
a (weighted unoriented) graph structure if we define the set of edges by
E = {(x, y) ∈ Γ× Γ, µxy > 0}.
We call then x and y neighbors (or x ∼ y) if and only if (x, y) ∈ E.
We will assume that the graph is locally uniformly finite, that is there exists M0 ∈ N such that for all
x ∈ Γ,
#{y ∈ Γ, y ∼ x} ≤M0. (D.1)
In other words, the number of neighbors of a vertex is uniformly bounded.
We define the weight m(x) of a vertex x ∈ Γ by m(x) =∑x∼y µxy.
More generally, the volume (or measure) of a subset E ⊂ Γ is defined as m(E) :=∑x∈Em(x).
We define now the Lp(Γ) spaces. For all 1 ≤ p < +∞, we say that a function f on Γ belongs to Lp(Γ,m)
(or Lp(Γ)) if
‖f‖p :=
(∑
x∈Γ
|f(x)|pm(x)
) 1
p
< +∞,
while L∞(Γ) is the space of functions satisfying
‖f‖∞ := sup
x∈Γ
|f(x)| < +∞.
Let us define for all x, y ∈ Γ the discrete-time reversible Markov kernel p associated with the measure
m by p(x, y) =
µxy
m(x)m(y) . The discrete kernel pk(x, y) is then defined recursively for all k ≥ 0 by{
p0(x, y) =
δ(x,y)
m(y)
pk+1(x, y) =
∑
z∈Γ p(x, z)pk(z, y)m(z).
(D.2)
Notice that for all k ≥ 1, we have
‖pk(x, .)‖L1(Γ) =
∑
y∈Γ
pk(x, y)m(y) =
∑
d(x,y)≤l
pk(x, y)m(y) = 1 ∀x ∈ Γ, (D.3)
and that the kernel is symmetric:
pk(x, y) = pk(y, x) ∀x, y ∈ Γ. (D.4)
For all functions f on Γ, we define P as the operator with kernel p, i.e.
Pf(x) =
∑
y∈Γ
p(x, y)f(y)m(y) ∀x ∈ Γ. (D.5)
It is easily checked that P k is the operator with kernel pk.
Since p(x, y) ≥ 0 and (D.3) holds, one has, for all p ∈ [1,+∞] ,
‖P‖p→p ≤ 1. (D.6)
Remark D.1.1. Let 1 ≤ p < +∞. Since, for all k ≥ 0, ∥∥P k∥∥
p→p ≤ 1, the operators (I − P )β and
(I + P )β are Lp-bounded for all β ≥ 0 (see [CSC90]).
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We define a nonnegative Laplacian on Γ by ∆ = I − P . One has then
〈∆f, f〉L2(Γ) =
∑
x,y∈Γ
p(x, y)(f(x) − f(y))f(x)m(x)m(y)
=
1
2
∑
x,y∈Γ
p(x, y)|f(x) − f(y)|2m(x)m(y),
(D.7)
where we use (D.3) for the first equality and (D.4) for the second one. The last calculus proves that the
following operator
∇f(x) =
1
2
∑
y∈Γ
p(x, y)|f(y)− f(x)|2m(y)

1
2
,
called “length of the gradient” (and the definition of which is taken from [CG98]), satisfies
‖∇f‖2L2(Γ) =< ∆f, f >L2(Γ)= ‖∆
1
2 f‖2L2(Γ). (D.8)
We recall now definitions of 1-forms on graphs and their first properties (based on [Fen14]). We define,
for all x ∈ Γ, the set Tx = {(x, y) ∈ Γ2, y ∼ x} and for all set E ⊂ Γ,
TE =
⋃
x∈E
Tx = {(x, y) ∈ E × Γ, y ∼ x}.
Definition D.1.2. If x ∈ Γ, we define, for all functions Fx defined on Tx the norm
|Fx|Tx =
(
1
2
∑
y∼x
p(x, y)m(y)|Fx(x, y)|2
) 1
2
.
Moreover, a function F : TΓ → R belongs to Lp(TΓ) if
(i) F is antisymmetric, that is F (x, y) = −F (y, x) for all x ∼ y,
(ii) ‖F‖Lp(TΓ) := ‖x 7→ |F (x, .)|Tx‖Lp(Γ) < +∞.
The Hilbert space L2(TΓ) is outfitted with the inner product 〈·, ·〉 defined as
〈F,G〉 = 1
2
∑
x,y∈Γ
p(x, y)F (x, y)G(x, y)m(x)m(y).
Definition D.1.3. Let f a function on Γ and F an antisymmetric function on TΓ. Define the operators
d and d∗ by
df(x, y) := f(x)− f(y) ∀(x, y) ∈ TΓ
and
d∗F (x) :=
∑
y∼x
p(x, y)F (x, y)m(y) ∀x ∈ Γ.
Remark D.1.4. It is plain to see that d∗d = ∆ and |df(x, .)|Tx = ∇f(x).
As the notation d∗ suggests, d∗ is the adjoint of d, that is for all f ∈ L2(Γ) and G ∈ L2(TΓ),
〈df,G〉L2(TΓ) = 〈f, d∗G〉L2(Γ) . (D.9)
The proof of this fact can be found in [BR09, Section 8.1].
We introduce a subspace of L2(TΓ), called H
2(TΓ), defined as the closure in L
2(TΓ) of
E2(TΓ) := {F ∈ L2(TΓ), ∃f ∈ L2(Γ) : F = df}.
Notice that d∆−1d∗ = IdE2(TΓ) (see [Fen14]). The functional d∆
−1d∗ can be extended to a bounded
operator on H2(TΓ) and
d∆−1d∗ = IdH2(TΓ). (D.10)
Let us recall Proposition 1.32 in [Fen14] .
Proposition D.1.5. For all p ∈ [1,+∞], the operator d∗ is bounded from Lp(TΓ) to Lp(Γ).
The operator d∆−
1
2 is an isometry from L2(Γ) to H2(TΓ), and the operator ∆−
1
2 d∗ is an isometry from
H2(TΓ) to L2(Γ).
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D.1.2 Assumptions on the graph
Definition D.1.6. We say that (Γ, µ) satisfies (LB) if there exists  = LB > 0 such that
µxx
m(x)
= p(x, x)m(x) ≥  ∀x ∈ Γ. (LB)
Let us recall a result in [CSC90].
Lemma D.1.7. The condition (LB) implies that −1 does not belong to the L2-spectrum of P , which
implies in turn the analyticity of P in Lp(Γ), 1 < p < +∞. Namely,
‖(I − P )Pn‖p→p .
1
n
.
We will need some assumptions that depends of the metric.
Definition D.1.8. Let X be a nonempty set and ρ : X → [0,+∞). Say that ρ is a quasidistance if, and
only if there exists C > 0 such that, for all x, y, z ∈ X:
(i) ρ(x, y) = 0 if, and only if, x = y,
(ii) ρ(x, y) = ρ(y, x),
(iii) we have the inequality
ρ(x, y) ≤ C (ρ(x, z) + ρ(z, y)) . (D.11)
Throughout all the paper, whenever ρ is a quasidistance on a graph Γ, we will assume that ρ take values
in N and that ρ(x, y) = 1 if x ∼ y with x 6= y.
Definition D.1.9. Let ρ be a quasidistance on Γ.
(i) Define Cρ as the infimum of the constants C > 0 such that (D.11) holds. Note that (D.11) is
satisfied with Cρ.
(ii) For x ∈ Γ and k ∈ R∗+, the ball B(x, k) (or Bρ(x, k)) is defined by
B(x, k) = {y ∈ Γ, ρ(x, y) < k}.
Conversely, B is a ball (for ρ) if there exists (xB, kB) ∈ Γ × N∗ such that B = B(xB , kB). The
radius of B is defined as sup{ρ(y,Bc), y ∈ B}. Note that the radius r of the ball B(x, k) satisfies
k ≤ r ≤ 2Cρk.
(iii) If j ≥ 1, Cj(x, k) denotes the annulus B(x,Cρ2j+1k)\B(x,Cρ2jk). Moreover, C0(x, k) denotes
B(x, 2Cρk)
(iv) We will use the notation Vρ(x, k) or only V (x, k) for m(B(x, k)).
Definition D.1.10. Let ρ be a quasidistance. We say that (Γ, µ, ρ) satisfies (DV) if the measure m is
doubling with respect to the quasidistance ρ, that is if there exists Cdv > 0 such that
V (x, 2k) ≤ CdvV (x, k) ∀x ∈ Γ, ∀k ∈ R∗+; (DV)
Proposition D.1.11. Let (Γ, µ, ρ) satisfying (DV). Then there exists d > 0 such that
V (x, λr) . λdV (x, r) ∀x ∈ Γ, r > 0 and λ ≥ 1. (D.12)
Definition D.1.12. Let ρ be a quasidistance. We say that (Γ, µ, ρ) satisfies (UE) if there exist three
constants cue, Cue > 0 and η ∈ (0, 1] such that pk satisfies the subgaussian estimates
pk−1(x, y) .
Cue
V (x, k)
exp
[
−cue
(
ρ(x, y)
k
)η]
, ∀x, y ∈ Γ, ∀k ∈ N∗. (UE)
Remark D.1.13. Notice that when ρ = d2, assumption (UE) is the pointwise Gaussian upper estimate
of the Markov kernel. It corresponds then to the estimate (on the Markov kernel) made in [Rus00] or
[Fen15b]. In particular, when ρ = d2, assumption (UE) is satisfied when Γ is the Cayley graph of finitely
generated groups. Other graphs satisfying (UE) are presented in section D.5.
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D.1.3 Definition of Hardy spaces
We define two kinds of Hardy spaces. The first one is defined using molecules.
Definition D.1.14. Let M ∈ N∗, p ∈ (1,∞] and  ∈ (0,+∞). A function a ∈ Lp(Γ) is called a
(M,p, )-molecule if there exist x ∈ Γ, s ∈ R∗+ and a function b ∈ Lp(Γ) such that
(i) a = [I − (I + s∆)−1]Mb,
(ii) ‖b‖Lp(Cj(x,s)) ≤ 2−jV (x, 2js)
1
p
−1, ∀j ≥ 0.
We say that an (M,p, )-molecule a is associated with a vertex x and a real s when we want to refer to
x and s given by the definition.
Definition D.1.15. Let M ∈ N∗, p ∈ (1,∞] and  ∈ (0,+∞). A function a ∈ Lp(TΓ) is called an
(M − 12 , p, )-molecule if there exist x ∈ Γ, s ∈ R∗+ and a function b ∈ Lp(Γ) such that
(i) a = sM−
1
2 d∆M−1(I + s∆)−M+
1
2 b;
(ii) ‖b‖Lp(Cj(x,s)) ≤ 2−jV (x, 2js)
1
p
−1 for all j ≥ 0.
Remark D.1.16. In the particular case p = 2, these definitions of molecules can be found in [Fen14].
Remark D.1.17. As will be seen in Propositions D.2.6 and D.2.9 below, when a is a molecule occurring
in Definition D.1.14 or in Definition D.1.15, one has ‖a‖L1 . 1.
Definition D.1.18. Let M ∈ N∗, p ∈ (1,∞] and  ∈ (0,+∞). We say that a function f on Γ
belongs to H1mol,M,p,(Γ) if f admits a molecular (M,p, )-representation, that is if there exist a sequence
(λi)i∈N ∈ `1 and a sequence (ai)i∈N of (M,p, )-molecules such that
f =
∞∑
i=0
λiai (D.13)
where the convergence of the series to f holds pointwise. Define, for all f ∈ H1mol,M,p,(Γ),
‖f‖H1
mol,M,p,
= inf

∞∑
j=0
|λj |,
∞∑
j=0
λjaj, is a molecular (M,p, )-representation of f
 .
Definition D.1.19. Let M ∈ N∗, p ∈ (1,∞] and  ∈ (0,+∞). We say that a function f on TΓ belongs
to H1
mol,M− 12 ,p,
(TΓ) if f admits a molecular (M − 12 , p, )-representation, that is if there exist a sequence
(λi)i∈N ∈ `1 and a sequence (ai)i∈N of (M − 12 , p, )-molecules such that
f =
∞∑
i=0
λiai (D.14)
where the convergence of the series to f holds pointwise. Define, for all f ∈ H1
mol,M− 12 ,p,
(TΓ),
‖f‖H1
mol,M− 1
2
,p,
= inf

∞∑
j=0
|λj |,
∞∑
j=0
λjaj , is a molecular (M − 1
2
, p, )-representation of f
 .
Proposition D.1.20. Let M ∈ N∗, p ∈ (1,∞] and  ∈ (0,+∞). Then:
(i) the map f 7→ ‖f‖H1
mol,M,p,
(resp. f 7→ ‖f‖H1
mol,M− 1
2
,p,
) is a norm on the space H1mol,M,p, (resp.
H1
mol,M− 12 ,p,
),
(ii) the space H1mol,M,p,(Γ) (resp. H
1
mol,M− 12 ,p,
(TΓ)) is complete and continuously embedded in L1(Γ)
(resp. L1(TΓ)).
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Proof: Remark D.1.17 shows that, if f is in H1mol the series (D.13) (or (D.14)) converges in L
1, and
therefore converges to f in L1. This yields (i) and the embeddings in (ii). Moreover, a normed linear
vector space X is complete if and only if it has the property
∞∑
j=0
‖fj‖X < +∞ =⇒
∞∑
j=0
fj converges in X.
Using this criterion, the completeness of the Hardy spaces under consideration is a straightforward
consequence of the fact that ‖a‖L1 . 1 whenever a is a molecule. See also the argument for the
completeness of H1L in [HM09], p. 48. 
The second kind of Hardy spaces is defined via quadratic functionals.
Definition D.1.21. Define, for β > 0, the quadratic functional Lβ on L2(Γ) by
Lβf(x) =
 ∑
(y,k)∈γ(x)
k2β−1
V (x, k)
|∆βP k−1f(y)|2m(y)

1
2
where γ(x) = {(y, k) ∈ Γ× N∗, ρ(x, y) < k}.
Definition D.1.22. The space E1quad,β(Γ) is defined for all β > 0 by
E1quad,β(Γ) :=
{
f ∈ L2(Γ), ‖Lβf‖L1 < +∞
}
.
It is outfitted with the norm
‖f‖H1
quad,β
:= ‖Lβf‖L1.
The space E1quad,β(TΓ) is defined from E
1
quad,β as
E1quad,β(TΓ) :=
{
f ∈ E2(TΓ), ∆− 12 d∗f ∈ E1quad,β(Γ)
}
.
It is outfitted with the norm
‖f‖H1
quad,β
:= ‖Lβ∆− 12 d∗f‖L1.
Remark D.1.23. The fact that the map f 7→ ‖f‖H1
quad,β
is a norm is proven in Remark C.1.20.
D.1.4 Main results
In all the following statements, let (Γ, µ, ρ) be a weighted graph outfitted with a quasidistance and
satisfying (LB), (DV) and (UE).
Definition D.1.24. Let (E, ‖.‖E) a normed vector space and (G, ‖.‖F ) a Banach space such that E ⊂ F .
A Banach space (F, ‖.‖F ) is the completion of E in G if
(i) we have the continuous embeddings
E ⊂ F ⊂ G
,
(ii) the set E is dense in F ,
(iii) for all e ∈ E, ‖e‖E = ‖e‖F .
Remark D.1.25. The completion F of E always exists. However, F is defined in an abstract space.
Even if E is continuously embedding in a Banach G, F cannot always be identified to a subspace of G.
Theorem D.1.26. Let β > 0. The completion H1quad,β(Γ) of E
1
quad,β(Γ) in L
1(Γ) exists. Moreover,
if M ∈ N∗, p ∈ (1, 2] and  ∈ (0,+∞), then the spaces H1mol,M,p,(Γ) and H1quad,β(Γ) coincide. More
precisely, we have
E1quad,β(Γ) = H
1
mol,M,p,(Γ) ∩ L2(Γ).
Once the equality H1mol,M,p,(Γ) = H
1
quad,β(Γ) is established, this space will be denoted by H
1(Γ).
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Theorem D.1.27. Let β > 0. The completion H1quad,β(TΓ) of E
1
quad,β(TΓ) in L
1(TΓ) exists. Moreover,
if M ∈ N∗, p ∈ (1, 2] and  ∈ (0,+∞), then the spaces H1
mol,M− 12 ,p,
(TΓ) and H1quad,β(TΓ) coincide.
More precisely, we have
E1quad,β(TΓ) = H
1
mol,M− 12 ,p,(TΓ) ∩ L
2(TΓ).
Again, the space H1
mol,M− 12 ,p,
(TΓ) = H
1
quad,β(TΓ) will be denoted by H
1(TΓ).
Remark D.1.28. Note that the previous theorem provides that H1mol,M,p,(Γ) (resp. H
1
mol,M− 12 ,p,
(TΓ))
is independent of M ∈ N∗,  ∈ (0,+∞) and p ∈ (1, 2].
Theorem D.1.29. If T is linear operator acting on L2(Γ) such that
1. T is L2(Γ) bounded, that is there exists C2 > 0 such that
‖Tf‖L2 ≤ C2‖f‖L2 ∀f ∈ L2(Γ),
2. T is bounded from H1(Γ) to L1(Γ), that is there exists C1 > 0 such that
‖Tf‖L2 ≤ C1‖f‖L2 ∀f ∈ H1(Γ) ∩ L2(Γ).
Then for all p ∈ (1, 2],
‖Tf‖p ≤ Cθ2C1−θ1 ‖f‖p ∀f ∈ Lp(Γ) ∩ L2(Γ)
where θ is given by
1
p
=
θ
2
+
1− θ
1
.
Corollary D.1.30. The Riesz transform d∆−
1
2 is bounded from H1(Γ) to H1(TΓ). As a consequence
the Riesz transform ∇∆− 12 is bounded from H1(Γ) to L1(Γ), and thus is Lp-bounded for all p ∈ (1, 2].
Proof: Theorems D.1.26 and D.1.27 yields,
‖d∆− 12 f‖H1(TΓ) ' ‖d∆−
1
2 f‖H1
quad,1
(TΓ) = ‖∆−
1
2 d∗d∆−
1
2 f‖H1
quad,1
(Γ) = ‖f‖H1
quad,1
(Γ) ' ‖f‖H1(Γ).
Therefore, d∆−
1
2 is H1-bounded. Moreover, by Proposition D.1.20,
‖∇∆− 12 f‖L1(Γ) = ‖d∆− 12 f‖L1(TΓ) . ‖d∆−
1
2 f‖H1(TΓ) . ‖f‖H1(Γ). (D.15)
Define now for any function φ on TΓ the linear operator
∇φf(x) =
∑
y∈Γ
p(x, y)df(x, y)φ(x, y)m(y).
Then the boundedness (D.15) yields the estimate
‖∇φf‖L1 . ‖f‖H1 sup
x∈Γ
|φ(x, .)|Tx .
Moreover, since ‖∇∆− 12 f‖L2 = ‖f‖L2 (cf (D.8)), one has
‖∇φf‖L2 . ‖f‖L2 sup
x∈Γ
|φ(x, .)|Tx .
Define now φf (x, y) =
df(x, y)
∇f(x) . Note that supx∈Γ |φf (x, .)|Tx = 1. With Theorem D.1.29, one has then
‖∇∆− 12 f‖Lp = ‖∇φf∆−
1
2 f‖Lp . ‖f‖Lp

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D.1.5 Comparison with previous results
For all x, y ∈ Γ, let d(x, y) be length of the shortest path linking x to y, where x0, . . . , xn is a path
of length n if for any i ∈ [[1, n]], xi−1 ' xi.
Russ established in [Rus00] the following result:
Theorem D.1.31. Let (Γ, µ, d2) satisfying (LB), (DV) and (UE).
Then the Riesz transform is of weak type (1, 1), that is
sup
λ>0
λm({∇∆− 12 f > λ}) . ‖f‖L1 ∀f ∈ L1(Γ)
and of strong type (p, p) (or Lp bounded) for all p ∈ (1, 2].
In the present paper, as in [Rus00], we established the Lp boundedness of the Riesz transform for
p ∈ (1, 2]. However, the class of graphs that satisfies our assumptions (Corollary D.1.30) is strictly bigger
than the one satisfying the assumptions of Theorem D.1.31. Indeed, fractal-type graphs (see Section D.5)
such as the Sierpinski carpet fit into our theory but not into the one of [Rus00]. Contrary to [Rus00],
we do not prove the weak type (1, 1) of the Riesz transform. It was replaced in the present paper by a
H1(Γ) boundedness of the Riesz transform.
In [Che14], Chen stated
Theorem D.1.32. Let (Γ, µ) be a graph satisfying (LB) and the local doubling property
m(x) ' m(y) ∀x ∼ y.
Then, for all α ∈ (0, 12 ), the quasi-Riesz transforms ∇∆−α are Lp bounded for all ∈ (1, 2).
Let β > 0 such that (Γ, µ, dβ) satisfy (LB), (DV) and (UE). Then, for all α ∈ (0, 12 ), the quasi-Riesz
transforms ∇∆−α is of weak type (1, 1), and thus of strong type (p, p) for all p ∈ (1, 2].
Notice that the Lp boundedness of the Riesz transform ∇∆− 12 implies the Lp boundedness of all
quasi-Riesz transforms ∇∆− 12 , α ∈ (0, 12 ). Therefore, Corollary D.1.30 and Theorem D.1.32 have a
non-empty intersection. Chen proved more general results than us on quasi-Riesz transforms while we
succeeded, under subgaussian estimates, to prove the boundedness of the “complete” Riesz transform.
In the context of complete Riemannian manifolds M with the doubling property, Chen also intro-
duced in [Che14] some results on Hardy spaces “adapted” to some elliptic operators satisfying pointwise
subgaussian estimates. She proved H1L,s(M) := H
1
L,mol(M) = H
1
L,quad(M), i.e. we can define a Hardy
space H1L,s(M) that have two equivalent characterizations. The first one, H
1
L,mol(M) is the space of
functions in L1 that have a molecular decomposition while H1L,quad(M) is defined by using quadratic
functionals of Lusin type. The space H1∆,s(M) is bigger than the one introduced in [AMR08] and, for
p ∈ (1, 2), the “interpolated” spaces Hp∆,s(M) are equal to Lp(M).
The main difference between the present paper and [Che14] is that Chen did not make the same
work on graphs and for 1-forms. Working on graphs brings some difficulties that do not appear, for
examples, on Riemannian manifolds. Moreover, the present work extends also the notion of subgaussian
estimates met in [Che14]. Besides, by considering all the functionals Lβ for β > 0, we have a difficulty
that was not considered in [Che14], where only the functional L1 was introduced.
Hardy spaces under subgaussian estimates of the heat kernel was defined previously in [KU12]. Let
X be a space of homogeneous space, L be a injective, non-negative, self-adjoint operator in L2(X) such
that the semigroup generated by −L satisfies Gaffney estimates of arbitrary order m. As in [Che14], the
authors of [KU12] defined Hardy spaces HpL(X) for p ∈ [1, 2]. They showed that Lp(X) = Hp(X). As
an application, they proved H1L(X) and L
p(X) boundedness of some spectral multipliers of L.
D.2 Off-diagonal estimates
D.2.1 Gaffney estimates, first results
Definition D.2.1. Let (X,m, ρ) be a measured space equipped with a quasidistance and p ∈ [1,+∞].
We say that a family of operators (Ak)k∈, I = N∗ or R∗+, satisfies L
p(X,m, ρ) (or Lp) Gaffney estimates
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if there exist C, c, η > 0 such that, for any sets E,F ⊂ X and any function f ∈ Lp(X,m),
‖Ak[f1lF ]‖Lp(E) ≤ C exp
[
−c
(
ρ(E,F )
k
)η]
‖f‖p. (D.16)
It is plain to observe that (D.16) is equivalent to
‖Ak(f)‖Lp(E) ≤ C exp
[
−c
(
ρ(E,F )
k
)η]
‖f‖p
whenever f is supported in F .
Arguing as in [HM03, Lemma 2.3], one can establish the following composition property about Gaffney
estimates:
Proposition D.2.2. If As and Bt satisfy Lp Gaffney estimates, then there exist C, c, η > 0 such that
for all subsets E,F ⊂ Γ and all functions f ∈ Lp,
‖AsBt(f1lF )‖Lp(E) ≤ C exp
(
−c
[
ρ(E,F )
s+ t
]η)
‖f‖Lp (D.17)
In particular, (AsBs)s∈I satisfies Davies-Gaffney estimates. More precisely, if ηA and ηB are the con-
stants involved in (D.16) respectively for As and Bt , then the constant η that occurs in (D.17) can be
chosen equal to min{ηA, ηB}.
Proposition D.2.3. Let (Γ, µ, ρ) be a weighted graph satisfying (DV) and (UE). Then (P k−1)k∈N∗
satisfies Lp Gaffney estimates for any p ∈ [1,+∞].
Moreover the coefficient η that appears in the Gaffney estimates is the same as the one given by
(UE).
Proof: We will prove the cases p = 1 and p = +∞. The conclusion can be then deduced from these
endpoint estimates by interpolation. Moreover, since P k is uniformly bounded on L1(Γ) and L∞(Γ), we
can assume without loss of generality that ρ(E,F ) ≥ k.
We begin with p = 1. Let E,F ⊂ Γ and f ∈ L1(Γ). Then, for all k ≥ 1
‖P k−1(f1lF )‖L1(E) =
∑
x∈E
m(x)
∣∣∣∣∣∑
z∈F
pk−1(x, z)f(z)m(z)
∣∣∣∣∣
≤
∑
z∈F
|f(z)|m(z)
∑
x∈E
pk−1(x, z)m(x)
.
∑
z∈F
|f(z)|m(z)
∑
x∈E
m(x)
V (z, k)
exp
(
−c
(
ρ(x, z)
k
)η)
≤
∑
z∈F
|f(z)|m(z)
∑
j≥0
∑
2jρ(z,E)≤ρ(x,z)<2j+1ρ(z,E)
m(x)
V (z, k)
exp
(
−c
(
2jρ(z, E)
k
)η)
≤
∑
z∈F
|f(z)|m(z)
∑
j≥0
V (z, 2j+1ρ(z, E))
V (z, k)
exp
(
−c
(
2jρ(z, E)
k
)η)
.
∑
z∈F
|f(z)|m(z)
∑
j≥0
(
1 +
2jρ(z, E)
k
)d
exp
(
−c
(
2jρ(z, E)
k
)η)
.
∑
z∈F
|f(z)|m(z)
∑
j≥0
exp
(
− c
2
(
2jρ(E,F )
k
)η)
. ‖f‖L1
∑
l≥1
[
exp
(
− c
2
(
ρ(E,F )
k
)η)]l
. ‖f‖L1 1
1− exp(− c2 )
exp
(
− c
2
(
ρ(E,F )
k
)η)
. ‖f‖L1 exp
(
− c
2
(
ρ(E,F )
k
)η)
,
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where the third line holds thanks to (UE), the sixth one is a consequence of (D.12) and the last but one
because ρ(E,F ) ≥ k.
We turn to the case p = +∞. One has for all x ∈ E,
|P k−1(f1lF )(x)| . 1
V (x, k)
∑
z∈F
|f(z)|m(z) exp
(
−c
(
ρ(x, z)
k
)η)
≤ ‖f‖L∞
∑
j≥0
∑
2jρ(z,E)≤ρ(x,z)<2j+1ρ(z,E)
m(z)
V (x, k)
exp
(
−c
(
2jρ(x, F )
k
)η)
. ‖f‖L∞ exp
(
− c
2
(
ρ(E,F )
k
)η)
,
where the first line holds because of (UE) and the last line is obtained as in the case p = 1. 
Proposition D.2.4. Let (Γ, µ, ρ) be a weighted graph satisfying (LB), (DV) and (UE). Let m ∈ N.
Then the family (km∆mP k−1)k∈N∗ satisfies Lp Gaffney estimates for any p ∈ (1,+∞). Moreover the
coefficient η that appears in the Gaffney estimates is the same as the one given by (UE).
Proof: The proof is similar to the one of Theorem 1.2 in [Dun06]. We give it for completeness. First,
with Proposition D.2.2, we only need to prove the case m = 1. Then notice that we have for any k ∈ N
the following operator identity (see (8) in [Dun06]),
I − P =
n∑
l=0
2−l−1(I − P 2l)2 + 2−n−1(I − P 2n+1).
As a consequence, one has
‖(I − P )P k−1(f1lF )‖Lp(E)
≤
n∑
l=0
2−l−1‖(I − P 2l)2P k−1(f1lF )‖Lp(E) + 2−n−1‖(I − P 2
n+1
)P k−1(f1lF )‖Lp(E).
(D.18)
When 2n ≤ k, Proposition D.2.3 yields
‖(I − P 2n+1)P k−1(f1lF )‖Lp(E) ≤ ‖P k−1(f1lF )‖Lp(E) + ‖P k−1+2
n+1
(f1lF )‖Lp(E)
. exp
[
−c
(
ρ(E,F )
3k
)η]
.
(D.19)
Also, Lemma 2.1 in [Dun06] (which is only a consequence of the analyticity of P in Lp) implies
n∑
l=0
2−l−1‖(I − P 2l)2P k−1(f1lF )‖Lp(E) ≤
∑
l=0n
2−l−1‖(I − P 2l)2P k−1‖p→p‖f‖p
.
n∑
l=0
2−l−1
(
2l
k
)2
‖f‖p
≤ 2
n
k2
‖f‖p.
(D.20)
In order to end the proof, we only need to choose the right n. If k exp
(
−c
[
ρ(E,F )
5k
]η)
≥ 1, we choose
n ∈ N such that
2n ≤ k exp
(
−c
[
ρ(E,F )
5k
]η)
< 2n+1
and the Gaffney estimates of k∆P k−1 is a consequence of (D.18), (D.19) and (D.20). Otherwise
exp
(
−c
[
ρ(E,F )
5k
]η)
≤ 1k and the desired result is a consequence of Proposition D.2.3. 
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Corollary D.2.5. Let (Γ, µ, ρ) be a weighted graph satisfying (LB), (DV) and (UE). Let M ∈ N∗. Then
([I − (I + s∆)−1]M )k∈R∗+ satisfies Lp Gaffney estimates for any p ∈ (1,+∞).
Moreover the coefficient η that appears in the Gaffney estimates is the half of the one given by (UE).
Proof: The proof is analogous to the one of Proposition C.2.6 once we have Proposition D.2.3. 
Corollary D.2.6. Let (Γ, µ, ρ) be a weighted graph satisfying (LB), (DV) and (UE). Let M ∈ N∗,
p ∈ (1,+∞] and  > 0. Then the (M,p, )-molecules are uniformly bounded in L1(Γ).
Proof: Let q ∈ (1, p] ∩ (1,+∞). Then ([I − (I + s∆)−1]M )s∈R∗+ satisfies Lq Gaffney estimates. Thus,
if a = [I − (I + s∆)−1]M b is a molecule associated with the vertex x ∈ Γ and the real s > 0, Corollary
D.2.5 yields
‖a‖1 ≤
∑
j≥0
V (x, 2js)1−
1
q
∥∥[I − (I + s∆)−1]M b∥∥
Lq(Cj(x,s))
.
∑
i≥0
∑
j≥0
V (x, 2js)1−
1
q
∥∥[I − (I + s∆)−1]M [b1lCi(x,s)]∥∥Lq(Cj(x,s))
.
∑
|i−j|≥nρ
V (x, 2js)1−
1
q e−c2
ηmax{i,j} ‖b‖Lq(Ci(x,s)) +
∑
|i−j|<nρ
V (x, 2js)1−
1
q ‖b‖Lq(Ci(x,s))
.
∑
|i−j|≥nρ
V (x, 2js)1−
1
q V (x, 2is)
1
q
− 1
p e−c2
ηj ‖b‖Lp(Ci(x,s))
+
∑
|i−j|<nρ
V (x, 2js)1−
1
q V (x, 2is)
1
q
− 1
p ‖b‖Lp(Ci(x,s))
.
∑
|i−j|≥nρ
(
V (x, 2js)
V (x, 2is)
)1− 1
q
e−c2
ηj
2−i +
∑
|i−j|<nρ
(
V (x, 2js)
V (x, 2is)
)1− 1
q
2−i
.
∑
|i−j|≥nρ
2jd(1−
1
q
)e−c2
ηj
2−i +
∑
|i−j|<nρ
2−i
. 1,
where nρ denote 2 + ln2(Cρ), so that ρ(Cj(x, s), Ci(x, s)) & 2
max{i,j}s if j ≥ i+ nρ. 
D.2.2 Gaffney estimates for the gradient
We establish in this paragraph some additional Gaffney estimates.
Proposition D.2.7. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE). Let p ∈ (1, 2). There exist C, c > 0
such that for all sets E,F ⊂ Γ, there holds
‖
√
k∇P k−1[f1lF ]‖Lp(E) ≤ C exp
[
−c
(
ρ(E,F )
k
)η]
‖f‖Lp (D.21)
for any function f ∈ Lp(Γ) and any k ∈ N∗.
Moreover, the value of η occurring in (D.21) is the same as the one in (UE).
Proof: First, assume that f is nonnegative and in L1(Γ) ∩ L∞(Γ). We define for all k ∈ N∗ and all
p ∈ (1, 2) a “pseudo-gradient” by
Np(P
k−1f) = −(P k−1f)2−p[∂k +∆][(P k−1f)p]
where for any function uk defined on Γ× N∗, ∂kuk = uk+1 − uk.
Moreover we define for any function f defined on Γ the operator A defined by
Af(x) =
∑
y∼x
f(y).
Propositions A.4.6 and A.4.8 state the following results.
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(i) For all x ∈ Γ, Np(P k−1f)(x) ≥ 0. That is, for all x ∈ Γ,
Jkf(x) := −[∂k +∆][(P k−1f)p](x) ≥ 0. (D.22)
(ii) For all p ∈ (1, 2], there exists C = Cp such that for all k ∈ N∗ and all nonnegative function
f ∈ L∞(Γ), there holds ∣∣∇P k−1f(x)∣∣2 ≤ C [ANp(P k−1f)] (x). (D.23)
As a consequence of (ii), if 0 ≤ f ∈ L∞ and E,F ⊂ Γ, one has∥∥∇P k−1f∥∥p
Lp(E)
.
∥∥ANp(P k−1f)∥∥ p2
L
p
2 (E)
≤
∑
x∈E
(∑
y∼x
[
Np(P
k−1f)(y)
]) p2
m(x)
.
∑
y∈E+1
[
Np(P
k−1f)(y)
] p
2 m(y)
. ‖[Np(P k−1f)] 12 ‖pLp(E+1),
where
E+1 = {y ∈ Γ, ∃x ∈ E : x ∼ y} ⊂ {y ∈ Γ, ρ(y,E) ≤ 1}.
It remains to estimate ‖ (Np(P k−1f)) 12 ‖Lp(E+1). Without loss of generality, we can assume that
ρ(E,F ) ≥ 2Cρk ≥ 2Cρ (otherwise, Corollary A.4.3 or Corollary 1.2 in [Dun08] would provide the
conclusion of Proposition D.2.7). Under this assumption, one has ρ(E+1, F ) ≥ ρ(E,F )Cρ − 1 ≥
ρ(E,F )
2Cρ
&
ρ(E,F ). The proof of the case where f is nonnegative will be thus complete if we prove that for all
p ∈ (1, 2) and for all E,F ⊂ Γ
‖ (Np(P k−1[f1lF ])) 12 ‖Lp(E) ≤ C√
k
exp
[
−c
(
ρ(E,F )
k
)η]
‖f‖Lp ∀f ∈ Lp, ∀k ∈ N∗ (D.24)
with some constant C, c > 0 independent of E and F .
In order to do this, we follow the idea of the proof of Corollary A.4.3. Let uk = P
k−1[f1lF ], then
‖N 12p (uk)‖pLp(E) =
∑
x∈E
m(x)Np/2p (uk)(x)
=
∑
x∈E
m(x)u
p(2−p)
2
k Jkf(x)
p/2
≤
[∑
x∈E
m(x)uk(x)
p
] 2−p
2
[∑
x∈E
Jkf(x)m(x)
] p
2
≤ ‖uk‖p(1−
p
2 )
Lp(E)
[∑
x∈Γ
Jkf(x)m(x)
] p
2
(D.25)
where the last but one step follows from Hölder inequality and the last one from (D.22) stated above.
Yet, ∑
x∈Γ
Jkf(x)m(x) = −
∑
x∈Γ
∂k(u
p
k)(x)m(x)
≤ −p
∑
x∈Γ
m(x)up−1k (x)∂kuk(x)
≤ p‖uk‖p/p′p ‖∂kuk‖p
where the first line holds because
∑
x∈Γ∆g(x)m(x) = 0 if g ∈ L1, the second line follows from Young
inequality, and the third one from Hölder inequality again (with 1p +
1
p′ = 1). Here ‖uk‖p ≤ ‖f‖p while
‖∂kuk‖p = ‖∆uk‖p . 1k‖f‖p by the analyticity of P on Lp. Thus∑
x∈Γ
Jkf(x)m(x) .
1
k
‖f‖pp.
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Substitution of the last estimate in (D.25) gives
‖N 12p (uk)‖Lp(E) . 1√
k
‖f‖
p
2
p ‖uk‖1−
p
2
Lp(E),
which ends the proof of (D.24) if we replace ‖uk‖Lp(E) by the upper estimate given by Proposition D.2.3.
The result for the case where f ∈ L∞(Γ) ∩ L1(Γ) is deduced by writing f = f+ − f−, with f+ =
max{0, f} and f− = max{0,−f}. Then
‖∇P k−1[f1lF ]‖Lp(E) ≤ ‖∇P k−1[f+1lF ]‖Lp(E) + ‖∇P k−1[f−1lF ]‖Lp(E)
.
1√
k
exp
[
−c
(
ρ(E,F )
k
)η]
[‖f+‖p + ‖f−‖p]
.
1√
k
exp
[
−c
(
ρ(E,F )
k
)η]
‖f‖p.
The result for the general case f ∈ Lp(Γ) is then a consequence of the density of L∞(Γ)∩L1(Γ) in Lp(Γ).

Corollary D.2.8. Let (Γ, µ, ρ) be a weighted graph satisfying (LB), (DV) and (UE). Let M ∈ N∗.
Then (kM−
1
2 d∆M−1(I + k∆)−M+
1
2 )k∈N∗ satisfies Lp Gaffney estimates for any p ∈ (1, 2).
Moreover the coefficient η occurring in the Gaffney estimates is the half of the one given by (UE).
Proof: The proof is analogous to the one of Corollary C.2.11, using Proposition D.2.7. 
Corollary D.2.9. Let (Γ, µ, ρ) be a weighted graph satisfying (LB), (DV) and (UE). Let M ∈ N∗,
p ∈ (1,+∞] and  > 0. Then the (M − 12 , p, )-molecules are uniformly bounded in L1(TΓ).
Proof: The proof is analogous to the one of Corollary D.2.6, using Corollary D.2.8. 
D.2.3 Lq-Lp Gaffney estimates
Definition D.2.10. Let (X,m) a measured space equipped with a quasidistance ρ and α > 0. Let
E,F ⊂ X , x0 ∈ X and k ∈ N.
We say that (E,F, x0) is α-Gaffney suited if it satisfies one of the following conditions
(i) sup {ρ(x0, y), y ∈ F} < αρ(E,F ),
(ii) sup {ρ(x0, x), x ∈ E} < αρ(E,F ).
Moreover, we say that (E, x0, k) is α-Gaffney suited if it satisfies
sup {d(x0, x), x ∈ E} < αk.
At last, we say that (E,F, x0, k) is α-Gaffney suited if either (E,F, x0) or (E, x0, k) or (F, x0, k) is
α-Gaffney suited.
Proposition D.2.11. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE). Then for all a ∈ N, there exists
Ca, ca > 0 such that
|Dapk−1(x, y)| . Ca
kaV (x, k)
exp
[
−ca
(
ρ(x, y)
k
)η]
∀x, y ∈ Γ, ∀k ∈ N∗ (D.26)
where D is the operator acting on sequences as Dak = ak − ak+1.
Moreover, the value of η occurring in (D.26) is the same as the one in (UE).
Proof: The proof is similar to Theorem A.5.1 (see also Theorem 1.1 in [Dun06]). 
Proposition D.2.12. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE). Let j ∈ N, α > 0, p, q ∈ [1,+∞]
such that q ≤ p.
There exists cj and Cj,α such that, for all sets E,F ⊂ Γ, all x0 ∈ Γ, all k ∈ N such that (E,F, x0, k)
is α-Gaffney suited, there holds
‖(k∆)aP k−1[f1lF ]‖Lp(E) ≤ Cj,αV (x0, k)
1
p
− 1
q exp
[
−cj
(
ρ(E,F )
k
)η]
‖f‖Lq (D.27)
for any function f ∈ Lq(X).
Moreover, the value of η occurring in (D.27) is the same as the one in (UE).
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Proof: When E,F and x0 satisfy (i) in Definition D.2.10 and when q = 1, the proof is inspired by the
one of Theorem A.5.3.
We need the following result. There exist C′j , c
′
j > 0 such that
Ic′
j
:=
∑
y∈Γ
|(kD)jpk−1(x, y)|pec
′
j
(
ρ(x,y)
k
)η
m(y) ≤ C′jV (x, k)1−p. (D.28)
Indeed, the estimate (D.26) yields, with c′j =
cj
2 ,
Ic′
j
.
∑
y∈Γ
1
V (x, k)p
e
− cj2
(
ρ(x,y)
k
)η
m(y)
.
1
V (x, k)p
+∞∑
j=0
∑
y∈Cj(x,k)
e−
cj
2 2
jη
≤
+∞∑
j=0
V (x, 2j+1k
V (x, k)p
e−
cj
2 2
jη
.
1
V (x, k)p−1
+∞∑
j=0
2jde−
cj
2 2
jη
.
1
V (x, k)p−1
.
We can assume without loss of generality that ‖f‖1 = 1. Then, Jensen inequality implies
‖(k∆)aP k−1(f1lF )‖pLp(E) =
∑
x∈E
m(x)
(∑
z∈F
(kD)apk−1(x, z)f(z)m(z)
)p
≤
∑
x∈E
m(x)
∑
z∈F
|(kD)apk−1(x, z)|p|f(z)|m(z)
≤ e−c′a
(
ρ(E,F )
k
)η ∑
z∈F
|f(z)|m(z)
∑
x∈E
m(x)|(kD)apk−1(x, z)|pec
′
a
(
ρ(x,z)
k
)η
. exp
(
−c′a
(
ρ(E,F )
k
)η)∑
z∈F
|f(z)|m(z) 1
V (z, k)p−1
.
1
V (x0, k)p−1
exp
(
−c
(
ρ(E,F )
k
)η)
where, for the 4th line, we use the estimate (D.28). The doubling property (D.12) shows
V (x0, k)
V (z, k)
≤ V (z, Cρ[k + αρ(E,F )])
V (z, k)
.
(
1 +
αρ(E,F )
k
)d
. (1 + α)d exp
(
c
2
(
ρ(E,F )
k
)η)
, (D.29)
then the last line in the previous calculus holds for some c < c′a.
Let us now prove the result when E,F and x0 still satisfy (i) in Definition D.2.10 with q ∈ (1, p].
Without loss of generality, we can assume that f is supported in F and in this case, one has
‖(k∆)aP k−1[f1lF ]‖Lp(E) . 1
V (x0, k)
1− 1
p
exp
(
−c
(
ρ(E,F )
k
)η)
‖f‖L1(F )
.
(
m(F )
V (x0, k)
)1− 1
q 1
V (x0, k)
1
q
− 1
p
exp
(
−c
(
ρ(E,F )
k
)η)
‖f‖Lq(F ).
Then it remains to check that (D.12) yields
m(F )
V (x0, k)
≤ V (x0, αρ(E,F ))
V (x0, k)
. (1 + α)d
(
1 +
ρ(E,F )
k
)d
. (1 + α)d exp
(
c
2
(
ρ(E,F )
k
)η)
. (D.30)
164
The proof when (F, x0, k) is α-Gaffney suited is the same as the case where (E,F, x0) satisfies (i) in
Definition D.2.10, once we replaced (D.30) and (D.29) by
m(F )
V (x0, k)
. αd and
V (x0, k)
V (z, k)
. αd ∀z ∈ F,
which are both consequences of (D.12).
When (E,F, x0) satisfies (ii) in Definition D.2.10 or when (E, x0, k) is α-Gaffney suited, the proof
of Proposition D.2.12 can be deduced from the previous cases. A way to do this is to adapt the proof of
Corollary A.5.4. 
D.2.4 Off diagonal decay of Lusin functionals
Proposition D.2.13. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE), and α, β,M > 0. Then there exists
C, c > 0 such that, for all x0 ∈ Γ and all sets E,F ⊂ Γ such that (E,F, x0) is α-Gaffney suited, there
holds for all s > 0 and all f ∈ L1(Γ) ∩ L2(Γ),
‖Lβ(I − (I + s∆)−1)M [f1lF ]‖L2(E) ≤ C
V (x0, ρ(E,F ))
1
2
(
s
ρ(E,F )
)M
‖f‖L1.
The proof of Proposition D.2.13 is similar to the one of Lemma A.3.5 (based itself on Lemma 3.1
in [BR09]). We need the following result, whose proof is analogous to the ones of Lemma A.7.1 and
Proposition A.7.2.
Lemma D.2.14. Let M > 0 and α ∈ [0, 1]. Define A = {(Ad,uk )k∈N∗ , d ∈ R+, u ∈ N}, where, for all
l ≥ 1,
Ad,uk = k
α
exp
(
−
(
d
k+u
)η)
(k + u)1+M
.
Then there exists C = CM,α such that(∑
k∈N∗
1
k
a2k
) 1
2
≤ C
∑
k∈N∗
1
k
ak ∀(ak)k ∈ A.
Proof: (Proposition D.2.13)
Without loss of generality, we can assume that f is supported in F . We also assume that x0, E and
F satisfy (i) of Definition D.2.10 (if they satisfy (ii) instead of (i), the proof is similar).
First, if
∑
m b˜mz
m is the Taylor series of the function (1− z)−M , one has the identity
(I − (I + s∆)−1)Mf = (s∆)M (I + s∆)−Mf
=
(
s∆
1 + s
)M (
I − s
1 + s
P
)−M
f
=
(
s∆
1 + s
)M +∞∑
m=0
b˜m
(
s
1 + s
)m
Pmf
= (s∆)M
∞∑
m=0
bmP
mf,
(D.31)
where bm := b˜m
sm
(1+s)m+M and the series converges in L
2(Γ). Notice that
∞∑
m=0
bm = 1. (D.32)
Moreover, let κ be the only integer such that κ < β +M ≤ κ + 1. Since β > 0 and both κ and M are
integers, notice that
M ≤ κ (D.33)
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If
∑
l alz
l is the Taylor series of the function (1− z)β+M−κ−1, then one has
∆β+Mf =
∑
l≥0
alP
l∆κ+1f (D.34)
where the sum converges in L2(Γ) (see Proposition C.2.1 for the proof of the convergence).
The Minkowski inequality together with the identities (D.31) and (D.34) yields
‖Lβ(I − (I + s∆)−1)Mf‖L2(E)
=
∑
k≥1
k2β−1
∑
x∈E
m(x)
V (x, k)
∑
y∈B(x,k)
m(y)|∆βP k−1(I − (I + s∆)−1)Mf(y)|2

1
2
≤
∑
k≥1
k2β−1
∑
y∈Dk(E)
m(y)|∆βP k−1(I − (I + s∆)−1)Mf(y)|2
∑
x∈B(y,k)
m(x)
V (x, k)

1
2
.
∑
k≥1
k2β−1‖∆βP k−1(I − (I + s∆)−1)Mf‖2L2(Dk(E))

1
2
≤ sM
∑
l,m≥0
albm
∑
k≥1
k2β−1‖∆1+κP k+l+m−1f‖2L2(Dk(E))

1
2
:= sM
∑
l,m≥0
albm
∑
k≥1
1
k
I(k, l,m)2

1
2
,
where Dk(E) denotes the set {y ∈ Γ, ρ(y,E) < k}
We want to get the following estimate estimate: there exists c > 0 such that
I(k, l,m) . J(k, l,m) := kM+β−κ
1
V (x0, ρ(E,F ))
exp
[
−c
(
ρ(E,F )
k+l+m
)η]
(k + l +m)1+M
‖f‖L1. (D.35)
We will first establish (D.35) when k ≤ ρ(E,F )2Cρ . In this case, notice that
ρ(Dk(E), F ) ≥ ρ(E,F )
Cρ
− k ≥ ρ(E,F )
2Cρ
and thus (Dk(E), F, x0) are 2Cρα-Gaffney suited. Proposition D.2.12 implies then
I(k, l,m) .
kβ
(k + l +m)κ+1
1
V (x0, k + l+m)
1
2
exp
(
−c
(
ρ(E,F )
2Cρ(k + l +m)
)η)
‖f‖L1
.
kβ+M−κ
(k + l +m)M+1
1
V (x0, ρ(E,F ))
1
2
exp
(
− c
2
(
ρ(E,F )
2Cρ(k + l +m)
)η)
‖f‖L1
where the last line holds thanks to estimate (D.30) and (D.33).
Otherwise, k > ρ(E,F )2Cρ and then (F, x0, k+ l+m) is 2Cρα-Gaffney suited and Proposition D.2.12 yields
I(k, l,m) .
kβ
(k + l +m)κ+1
1
V (x0, k + l+m)
1
2
‖f‖L1
.
kβ+M−κ
(k + l +m)M+1
1
V (x0, ρ(E,F ))
1
2
‖f‖L1
.
kβ+M−κ
(k + l +m)M+1
1
V (x0, ρ(E,F ))
1
2
exp
(
−
(
ρ(E,F )
k + l +m
)η)
‖f‖L1
(D.36)
where the second line holds thanks to (DV) and (D.33). This ends the proof of (D.35).
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Recall that M + β − κ ∈ (0, 1]. Then Lemma D.2.14 implies
‖Lβ(I − (I + s∆)−1)Mf‖L2(E) . sM
∑
k,l,m≥0
1
k
albmJ(k, l,m)
= sM
‖f‖L1
V (x0, ρ(E,F ))
1
2
∑
m≥0
bm
∑
n≥1
exp
[
−c
(
ρ(E,F )
n+m
)η]
(n+m)1+M
n−1∑
l=0
al(n− l)M+β−κ−1.
(D.37)
We claim
n−1∑
l=0
al(n− l)M+β−κ−1 . 1.
Indeed, when M + β = κ + 1, one has al = δ0(l) and the estimate is true. Otherwise, Lemma A.6.1
yields that al . (l + 1)
κ−M−β and therefore
n−1∑
l=0
al(n− l)M+β−κ−1 .
∫ 1
0
tκ−M−β(1− t)M+β−κ−1dt < +∞.
Besides,
∑
n≥1
exp
[
−c
(
ρ(E,F )
n+m
)η]
(n+m)1+M
= ρ(E,F )−M−1
∑
n≥1
(
ρ(E,F )
n+m
)1+M
exp
[
−c
(
ρ(E,F )
n+m
)η]
. ρ(E,F )−M−1
ρ(E,F )∑
n=1
1 +
∑
n>ρ(E,F )
(
ρ(E,F )
m+ n
)M+1
. ρ(E,F )−M .
Consequently, the estimate (D.37) yields
‖Lβ(I − (I + s∆)−1)Mf‖L2(E) . 1
V (x0, ρ(E,F ))
1
2
(
s
ρ(E,F )
)M
‖f‖L1
∑
m≥0
bm
=
1
V (x0, ρ(E,F ))
1
2
(
s
ρ(E,F )
)M
‖f‖L1
where the last line is due to (D.32). 
Let us define a discrete version of the Littlewood-Paley functionals, that can be found in [Fen15b].
For any β > 0, the functional gβ is defined as
gβf(x) =
( ∞∑
k=1
k2β−1|∆βP k−1f(x)|2
)2
.
Proposition D.2.15. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE), and α, β > 0. Then there exists
C > 0 such that, for all x0 ∈ Γ and all sets E,F ⊂ Γ such that (E,F, x0) is α-Gaffney suited, there
holds for all k ∈ N∗ and all f ∈ L1(Γ) ∩ L2(Γ),
‖Lβ(I − P k)[f1lF ]‖L2(E) ≤ C
V (x0, ρ(E,F ))
1
2
k
ρ(E,F )
‖f‖L1
and
‖gβ(I − P k)[f1lF ]‖L2(E) ≤ C
V (x0, ρ(E,F ))
1
2
k
ρ(E,F )
‖f‖L1
Proposition D.2.16. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE), M > 0, β ∈ (0, 1] and α > 0.
Then there exists C > 0 such that, for all x0 ∈ Γ and all sets E,F ⊂ Γ such that (E,F, x0) is α-Gaffney
suited, there holds for all k ∈ N∗ and all f ∈ L1(Γ) ∩ L2(Γ),
‖gβ(k∆)M [f1lF ]‖L2(E) ≤ C C
V (x0, ρ(E,F ))
1
2
(
k
ρ(E,F )
)M
‖f‖L1
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Proof: The proofs of these two propositions are similar to the one of Proposition D.2.13 and is left to
the reader. See also Lemma A.3.5 and Lemmata C.2.14 and C.2.15. 
D.2.5 Application to interpolation results
Definition D.2.17. A function a ∈ L2(Γ) is called an atom if there exist x ∈ Γ and k ∈ N∗ and a
function b ∈ L2(Γ) supported in B(x, k) such that
(i) a = (I − P k)b,
(ii) ‖b‖L2 = ‖b‖L2(B(x,k)) ≤ V (x, k)− 12 .
We say that f belongs to E10(Γ) if f admits an atomic representation, that is if there exist a finite
sequence (λi)i=0..N and a finite sequence (ai)i=0..N of atoms such that
f =
N∑
i=0
λiai. (D.38)
The space is outfitted with the norm
‖f‖E10 = inf

∞∑
j=0
|λj |,
∞∑
j=0
λjaj , is a atomic representation of f
 .
Theorem D.2.18. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE). If T is an L2(Γ) bounded linear
operator and if there exists C > 0 such that for all atoms
‖Ta‖L1 ≤ C,
then for all p ∈ (1, 2], there exists a constant C = C(p) > 0 such that
‖Tf‖p ≤ Cp‖f‖p ∀f ∈ Lp ∩ L2.
The next result is an immediate corollary of Theorem D.2.18.
Corollary D.2.19. Let (Γ, µ, ρ) satisfying (LB), (DV) and (UE). Let (H10 (Γ), ‖.‖H10 ) a normed vector
space that satisfies the continuous embedding
E10(Γ) ⊂ H10 (Γ) ⊂ L1(Γ).
If T is an L2(Γ)-bounded linear operator that verifies
‖Tf‖L1 . ‖f‖H10 ∀f ∈ H10 (Γ) ∩ L2(Γ),
then for all p ∈ (1, 2], there exists a constant C = C(p) > 0 such that
‖Tf‖p ≤ Cp‖f‖p ∀f ∈ Lp ∩ L2.
The constant Cp can be chosen equal to ‖T ‖θL2→L2‖T ‖1−θH10→L1 , where θ is defined with
1
p
=
θ
2
+
1− θ
1
.
Remark D.2.20. The result holds even if the normed vector space H10 is not a Banach space.
This corollary will be used for the Hardy space H10 = H
1(Γ). However, since we did not establish
Theorem D.1.26 yet, we cannot speak of H1(Γ).
Proof: (Theorem D.2.18)
The Vitali lemma, the weak L1-boundedness and the Lp-boundedness (for p > 1) of the Hardy-
Littlewood maximal function, or the Whitney decomposition are classical results from harmonic analysis
and are proven in particular when the metric is a quasidistance. These tools are the only ones needed
to prove Theorem 5.3 in [BZ08], which thus remains true in our context. That is, Theorem D.2.18 is a
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straightforward consequence of Theorem 5.3 in [BZ08] if we prove that for any x ∈ Γ, any k ∈ N∗ and
any h ∈ L2, we have
sup
y∈B(x,k)
|P kh(y)| . CM inf
z∈B(x,k)
[M(|h|2)(z)] 12 . (D.39)
With Proposition D.2.12, since (B(x, k), x, k) is 1-Gaffney suited, there holds for any z ∈ C0(x, k) ⊃
B(x, k),
sup
y∈B(x,k)
|P kh(y)| ≤
∑
j≥0
‖P k[h1lCj(x,k)]‖L∞(B(x,k))
.
∑
j≥0
1
V (x, 2jk)
1
2
e−c2
jη‖h‖L2(Cj(x,k))
.
∑
j≥0
1
V (x,Cρ2j+1k)
1
2
e−c2
jη‖h‖L2(B(x,Cρ2j+1k))
.
∑
j≥0
e−c2
jη
[M(|h|2)(z)] 12
. [M(|h|2)(z)] 12
where the third line is due to (DV). Hence, (D.39) holds true. 
Let us recall a result on Lp boundedness of Calderòn-Zygmund operators (originally due to Blunck
and Kunstmann, see Theorem 1.1 in [BK03], see also Theorem 1.1 in [Aus07]).
Definition D.2.21. A function f on Γ is in L1,∞(Γ) if
‖f‖L1,∞ := sup
λ>0
λm({x ∈ Γ, |f(x)| > λ}) < +∞.
Theorem D.2.22. For any ball B, let AB be a linear operator in L2(Γ). Let T be a L2-bounded sublinear
operator such that for all balls B = B(x, k) and all functions f supported in B
1
V (x, 2jk)
1
2
‖T (I −AB)f‖L2(Cj(x,k)) ≤ αj(B)
1
V (x, k)
‖f‖L1(B)
for all j ≥ 1 and
1
V (x, 2jk)
1
2
‖ABf‖L2(Cj(x,k)) ≤ αj(B)
1
V (x, k)
‖f‖L1(B)
for all j ≥ 0.
If the coefficients αj(B) satisfy
sup
B=B(x,k) ball
∑
j≥0
V (x, 2j+1k)
V (x, k)
αj(B) < +∞
then there exists a constant C such that
‖Tf‖L1,∞ ≤ C‖f‖L1 ∀f ∈ L2 ∩ L1.
So by interpolation, for all p ∈ (1, 2], there exists a constant C = Cp such that
‖Tf‖Lp ≤ Cp‖f‖Lp ∀f ∈ L2 ∩ Lp.
As a consequence, we have the following result
Theorem D.2.23. Let (Γ, µ, ρ) be a weighted graph satisfying (LB), (DV) and (UE). Then for all
β > 0, the functional Lβ is Lp bounded for any p ∈ (1, 2] and also bounded from L1,∞ to L1.
Moreover, if gβ is the discrete Littlewood-Paley quadratic functional defined for any β > 0 as
gβf(x) =
( ∞∑
k=1
k2β−1|∆P k−1f(x)|2
)2
,
then gβ is also Lp bounded for any p ∈ (1, 2] and also bounded from L1,∞ to L1.
Proof: We set AB = P kB . It is then a straightforward consequence of Theorem D.2.22, Proposition
D.2.15 and Proposition D.2.12. 
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D.3 Tent spaces
In all this section, (Γ, µ, ρ) is a weighted graph satisfying (DV). We will prove that in this context,
the atomic decomposition in tent spaces still holds (see [CMS85] and [Rus07] for similar results).
Definition D.3.1. We introduce the following sets in Γ× N∗. If x ∈ Γ,
γ(x) = {(y, k) ∈ Γ× N∗, ρ(x, y) < k},
if F ⊂ Γ,
R(F ) =
⋃
x∈F
γ(x) = {(y, k) ∈ Γ× N∗, ρ(y,E) < k}
R(F ) = {(y, k) ∈ Γ× N∗, ρ(y,E) < k
2Cρ
},
and if O ⊂ Γ,
T (O) = {(y, k) ∈ Γ× N∗, ρ(y,Oc) ≥ k}
T(O) = {(y, k) ∈ Γ× N∗, ρ(y,Oc) ≥ k
2Cρ
}.
We define the functionals A and C mapping functions on Γ× N∗ to functions on Γ by
Af(x) =
 ∑
(y,k)∈γ(x)
m(y)
kV (x, k)
|f(y, k)|2

1
2
and
Cf(x) = sup
x∈B
 1
V (B)
∑
(y,k)∈T (B)
m(y)
k
|f(y, k)|2

1
2
.
For any p ∈ [1,+∞), T p(Γ) denotes the space of functions f on Γ×N∗ such that Af ∈ Lp(Γ). Moreover,
T∞(Γ) is the space of functions f on Γ × N∗ such that Cf ∈ L∞(Γ). The tent space T p(Γ) is equipped
with the norm ‖f‖Tp = ‖Af‖Lp (or ‖f‖Tp = ‖Cf‖L∞ when p =∞).
Remark D.3.2. One has the following equality of sets
R(Ec) = T (O)c and R(Oc) = T (O)c .
Moreover, T (O) ⊂ T(O) and R(F ) ⊃ R(F ).
Definition D.3.3. A function a defined on Γ× N∗ is a T 1-atom if there exists a ball B such that
(i) a is supported in T (B),
(ii)
∑
(y,k)∈T (B)
m(y)
k
|a(y, k)|2 ≤ 1
V (B)
.
Lemma D.3.4. There exists a constant C > 0 such that, for every T 1-atom a, one has
‖a‖T 1 ≤ C
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Proof: Indeed, if a is a T 1-atom, there holds
‖a‖T 1 =
∑
x∈Γ
m(x)
 ∑
(y,k)∈γ(x)
m(y)
kV (x, k)
|a(y, k)|2

1
2
=
∑
x∈B
m(x)
 ∑
(y,k)∈γ(x)
m(y)
kV (x, k)
|a(y, k)|2

1
2
≤
V (B)∑
x∈B
m(x)
∑
(y,k)∈γ(x)
m(y)
kV (x, k)
|a(y, k)|2

1
2
=
V (B) ∑
(y,k)∈T (B)
m(y)
k
|a(y, k)|2
∑
x∈B(y,k)
m(x)
V (x, k)

1
2
.
V (B) ∑
(y,k)∈T (B)
m(y)
k
|a(y, k)|2

1
2
. 1,
where the last but one line holds because the doubling property (DV) implies
∑
x∈B(y,k)
m(x)
V (x, k)
. 1. 
Definition D.3.5. Let F ⊂ Γ and δ ∈ (0, 1). We say that a point x0 ∈ Γ has global δ-density with
respect to F if, for all k ∈ N∗,
m(F ∩B(x0, k))
V (x0, k)
≥ δ.
We define F ∗ as the set made of the points in Γ with δ-density with respect to F . If O = F c, then we
define O∗ as
O∗ := (F ∗)c.
Proposition D.3.6. Let δ ∈ (0, 1). One has
(i) F ∗ ⊂ F ,
(ii) there exists cδ > 0 such that any set O = F c with finite measure verify m(O∗) ≤ cδm(O).
Proof: The point (i) is obvious. For (ii), notice that O∗ ⊂ {x ∈ Γ,M(1lO) > 1 − δ}, where M denote
the Hardy-Littlewood maximal function. We conclude then by applying the weak L1-boundedness of the
maximal function. 
Lemma D.3.7. There exists δ ∈ (0, 1) (sufficiently close to 1) so that whenever F ⊂ Γ and φ is a
non-negative function on Γ× N∗, there holds∑
(y,k)∈R(F∗)
φ(y, k)V (y, k)m(y) .
∑
x∈F
m(x)
∑
(y,k)∈γ(x)
φ(y, k)m(y).
Proof: We only need to check that for any (y, k) ∈ R(F ∗), one has
m{x ∈ F, x ∈ B(y, k)} & V (y, k). (D.40)
Indeed, once (D.40) is established, Fubini theorem yields∑
(y,k)∈R(F∗)
φ(y, k)V (y, k)m(y) .
∑
(y,k)∈R(F∗)
φ(y, k)m(y)
∑
x∈Γ
m(x)1lF∩B(y,k)(x)
=
∑
x∈F
m(x)
∑
(y,k)∈R(F∗)
φ(y, k)m(y)1lB(x,k)(y)
≤
∑
x∈F
m(x)
∑
(y,k)∈γ(x)
φ(y, k)m(y).
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We turn now to the proof of (D.40). Since (y, k) ∈ R(F ∗), there exists x0 ∈ F ∗ such that y ∈ B
(
x0,
k
2Cρ
)
.
Notice then that B
(
x0,
k
2Cρ
)
⊂ B(y, k). Consequently, assumption (DV) implies
m(B(x0, k) ∩B(y, k)) ≥ V
(
x0,
k
2Cρ
)
≥ cV (x0, k)
for some constant c ∈ (0, 1] depending only of Cdv and Cρ. Thus
m(B(x0, k) ∩B(y, k)c) ≤ (1− c)V (x0, k)
Therefore,
m(F ∩B(y, k)) ≥ m(F ∩B(x0, k))−m(B(x0, k) ∩B(y, k)c)
≥ (δ + c− 1)V (x0, k)
& (δ + c− 1)V (y, k)
where the last line holds because the doubling property (DV) implies V (y, k) ≤ V (x0, 2Cρk) . V (x0, k)
. As a consequence, (D.40) holds and the lemma is proven if we choose δ ∈ (1− c, 1). 
Theorem D.3.8. (i) The following inequality holds, whenever f ∈ T 1(Γ) and g ∈ T∞(Γ):∑
(y,k)∈Γ×N∗
m(y)
k
|f(y, k)g(y, k)| .
∑
y∈Γ
Af(x)Cf(x).
(ii) The pairing
〈f, g〉 =
∑
(y,k)∈Γ×N∗
m(y)
k
f(y, k)g(y, k)
realizes T∞(Γ) as equivalent to the Banach space dual of T 1(Γ).
(iii) Every element f ∈ T 1(Γ) can be written as
f =
∑
λjaj in T 1(Γ),
where aj are T 1-atoms, λj ∈ R,
∑ |λj | . ‖f‖T 1.
(iv) Moreover, if f ∈ T 1(Γ)∩T 2(Γ), the atomic decomposition can be chosen to be convergent in T 2(Γ).
We use the following Whitney decomposition.
Lemma D.3.9. Let (Γ, µ) a weighted graph equipped with a quasidistance ρ satisfying (DV).
There exists C > 0 such that, for all subset E ⊂ Γ with finite measure, there exists a finite sequence
of sets (Qi)i∈[[1,n]] such that
(i) E =
n⋃
i=1
Qi,
(ii) Qi ∩Qj = ∅ if i 6= j,
(iii)
1
C
ρ(Qi, E
c) ≤ ri := max{ρ(x, y), x, y ∈ Qi}+ 1 ≤ Cρ(Qi, Ec).
Proof: (Lemma D.3.9)
Let M (depending only of Cρ) be the constant replacing 5 in the version of the lemma ‘5r’ adapted
to quasidistances. Define for all x ∈ E, Bx = B(x, ρ(x,E
c)
M ). We use then Lemma ‘Mr’ and we end the
proof as in [CMS83].
Notice that in the particular case of graphs, under assumption (DV), m(E) < +∞ is equivalent to
E finite. Thus the sequence (Qj)j is necessary finite. 
Proof: (Theorem D.3.8)
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(i) Let us define the truncated cone γh(x) by
γh(x) = {(y, k) ∈ Γ× N∗, ρ(x, y) < k < h}
and define
A(f |h)(x) =
 ∑
(y,k)∈γh(x)
m(y)
kV (x, k)
|f(y, k)|2

1
2
.
Check that A(f |h)(x) is nondecreasing in h, and that A(f |∞)(x) = Af(x). For every g, we define
the stopping time h(x) as
h(x) = sup{h ∈ N∗,A(g|h)(x) ≤MCg(x)}
where M is a large constant that will be fixed later.
Define for x ∈ Γ and k ∈ N∗ the sets B2(x, k) and B3(x, k) by
B2(x, k) := {a ∈ Γ, ∃y ∈ Γ : max{ρ(x, y), ρ(y, a)} < k}
and
B3(x, k) := {a ∈ Γ, ∃y, z ∈ Γ : max{ρ(x, y), ρ(y, z), ρ(z, a)} < k}.
Let us prove first that for any x ∈ Γ and k ∈ N∗, one has⋃
y∈B(x,k)
γk(y) ⊂ T (B3(x, k)). (D.41)
Indeed, if (a, l) ∈
⋃
y∈B(x,k)
γk(y), then there exists y ∈ B(x, k) such that ρ(a, y) < l < k. As a
consequence max{ρ(x, y), ρ(y, a)} < k and a ∈ B2(x, k). From the definition of B3(x, k), one get
easily that ρ(B2(x, k), B3(x, k)
c) ≥ k. Hence ρ(a,B3(x, k)c) ≥ k > l, which yields that (a, l) ∈
T (B3(x, k)).
Let us prove now the following result: whenever x ∈ Γ and k ∈ N∗, there holds
m({y ∈ B(x, k), h(y) ≥ k}) ≥ 1
2
V (x, k). (D.42)
Check that B(x, k) ⊂ B3(x, k) ⊂ B(x, αk) where α = Cρ(1 + 2Cρ) ≥ 1. Together with (D.41), it
yields
1
V (x, k)
∑
y∈B(x,k)
[A(g|k)]2(y)m(y) = 1
V (x, k)
∑
y∈B(x,k)
m(y)
∑
(z,l)∈γk(y)
m(z)
lV (y, l)
|g(z, l)|2
≤ 1
V (x, k)
∑
(z,l)∈T (B(x,αk))
m(z)
l
|g(z, l)|2
∑
y∈B(z,l)
m(y)
V (y, l)
.
1
V (x, αk)
∑
(z,l)∈T (B(x,αk))
m(z)
l
|g(z, l)|2
≤ inf
y∈B(x,k)
Cg(y)2
where the third line is a consequence of the doubling property (DV) and the fact that∑
y∈B(z,l)
m(y)
V (y, l)
. 1.
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Thus, we deduce
M2
V (x, k)
m({y ∈ B, h(y) < r}) inf
y∈B(x,k)
Cg(y)2 ≤ 1
V (x, k)
∑
y∈B(x,k)
1l{h(y)<r}[MCg(y)]2m(y)
≤ 1
V (x, k)
∑
y∈B(x,k)
1l{h(y)<r}A(g|r)2m(y)
≤ 1
V (x, k)
∑
y∈B(x,k)
A(g|r)2m(y)
≤ Cρ,dv inf
y∈B(x,k)
Cg(y)2.
where Cρ,dv depends only of Cρ and Cdv We choose then M such that
Cρ,dv
M2 ≤ 12 and we obtain
(D.42).
From (D.42) and with Fubini theorem, one has for any non-negative function φ on Γ× N∗,∑
(y,k)∈Γ×N∗
φ(y, k)V (y, k)m(y) .
∑
(y,k)∈Γ×N∗
φ(y, k)m(y)
∑
x∈Γ
m(x)1l{x∈B(y,k), h(x)≥k}
=
∑
x∈Γ
m(x)
∑
(y,k)∈Γ×N∗
φ(y, k)m(y)1l{y∈B(x,k), k≤h(x)}
=
∑
x∈Γ
m(x)
∑
(y,k)∈γh(x)(x)
φ(y, k)m(y).
Take φ(y, k) = |f(y, k)||g(y, k)| 1kV (y,k) and by Cauchy-Schwarz inequality,∑
(y,k)∈Γ×N∗
m(y)
k
|f(y, k)g(y, k)| .
∑
x∈Γ
A(f |h(x))(x)A(g|h(x))(x)m(x)
≤M
∑
x∈Γ
Af(x)Cg(x)m(x)
(ii) The fact that every element g ∈ T∞ induces a linear functional on T 1 is immediate from (i). The
converse is obtained by a classical argument. Indeed, if l ∈ (T 1(Γ))∗, we construct a function
g ∈ L2loc(Γ) such that l(f) =< f, g > for any function f with finite support. We check that g ∈ T∞
and we conclude by noticing that the space made of finitely supported functions is dense in T 1(Γ).
Consequently, T∞(Γ) is the dual of T 1(Γ). See proof of Theorem 1 in [CMS85] for details.
(iii) Let δ ∈ (0, 1) sufficiently close to 1 so that Lemma D.3.7 is verified. Define for all i ∈ Z the set Oi
as Oi = {x ∈ Γ, A(f) > 2i} and let Fi = (Oi)c. We can define then F ∗i and Oi∗ and Proposition
D.3.6 provides Oi∗ ⊃ Oi and m(Oi∗) . m(Oi). Notice that
⋃ T (Oi) and then ⋃T(Oi∗) contain the
support of f . Indeed if f(y, k) > 0, then for all x ∈ B(y, k), Af(x) > y,k > 0. Thus B(y, k) ⊂ Oi
for some i ∈ Z and then (y, k) ∈ R(Oi).
Remark that m(Oi∗) . m(O
i) . 2−i‖f‖T 1 < +∞. Let (Qij)j∈N be the Whitney decomposition of
Oi∗ provided by Lemma D.3.9. Then we can write T(O
i
∗)\T(Oi+1∗ ) as a disjoint union
⋃
j ∆
i
j where
∆ij = (Q
i
j × N∗) ∩ (T(Oi∗)\T(Oi+1∗ )).
Denote by rij the diameter of Q
i
j and x
i
j ∈ Qij, we claim that there exists C > 0 such that any j, i,
there holds
∆ij ⊂ T (Bij) := T (B(xij , Crij)). (D.43)
It suffices to check that max{k ∈ N∗, ∃x ∈ Γ : (x, k) ∈ ∆ij} . rij . But for all y ∈ Qij,
rij & ρ(Q
i
j , (O
i
∗)
c)
& ρ(y, (Oi∗)
c)
≥ 1
2Cρ
max{k ∈ N∗, (y, k) ∈ T(Oi∗)}.
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And thus
rij & max{k ∈ N∗, ∃y ∈ Qij : (y, k) ∈ T(Oi∗)}
= max{k ∈ N∗, ∃y ∈ Γ : (y, k) ∈ (Qij × N∗) ∩ T(Oi∗)}
≤ max{k ∈ N∗, ∃y ∈ Γ : (y, k) ∈ ∆ij}
Now write
aij = f1l∆i
j
V (Bij)
− 12 (µij)
− 12
where
µij =
∑
(y,k)∈∆i
j
m(y)
k
|f(y, k)|2
and set
λij = V (B
i
j)
1
2 (µij)
1
2 .
We have then
f =
∑
i,j
λija
i
j , (D.44)
where the convergence holds pointwise. Observe first that by construction, aij is a T
1-atom associ-
ated with the ball Bij . Thus the series in (D.44) converge in T
1(Γ) and provide the desired atomic
decomposition if we have that
∑
λij . ‖Af‖L1. However, since x /∈ Bij implies that (y, k) /∈ Bˆij for
all (y, k) ∈ γ(x), remark that
µij ≤
∑
(y,k)∈T (Bi
j
)∩R(F∗
i+1
)
m(y)
k
|f(y, k)|2
=
∑
(y,k)R(F∗
i+1
)
m(y)
k
|f(y, k)|21lT (Bi
j
)(y, k)
.
∑
x∈Fi+1
m(x)
∑
(y,k)∈γ(x)
m(y)
kV (y, k)
|f(y, k)|21lT (Bi
j
)(y, k)
≤
∑
x∈Fi+1
m(x)
∑
(y,k)∈γ(x)
m(y)
kV (y, k)
|f(y, k)|21lBi
j
(x)
=
∑
x∈Bi
j
∩Fi+1
|Af(x)|2m(x)
≤ V (Bij)4i+1,
where we used Lemma D.3.7 for the third line and the definition of Fi+1 for the last one. We
conclude by noticing that ∑
i,j
λij .
∑
i,j
V (Bij)2
i
.
∑
i,j
m(Qij)2
i
=
∑
i∈Z
|O∗i |2i
.
∑
i∈Z
|Oi|2i
. ‖Af‖L1.
(iv) For the last point, it suffices to show that if f ∈ T 2(Γ) ∩ T 1(Γ) the decomposition constructed in
(iii) converges in T 2. Notice that
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First, since
∑
x∈V (y,k)
m(x)
V (x,k) . 1, check that
‖f‖2T 2 .
∑
(y,k)∈Γ×N∗
m(y)
k
|f(y, k)|2.
Recall that the sets ∆ij form a partition of the support of f . Thus∥∥∥∥∥∥
∑
|i|,j>N
λija
i
j
∥∥∥∥∥∥
2
T 2
'
∑
(y,k)∈Γ×N∗
m(y)
k
∣∣∣∣∣∣
∑
|i|,j>N
1l∆i
j
f(y, k)
∣∣∣∣∣∣
2
≤
∑
|i|,j>N
∑
(y,k)∈∆i
j
m(y)
k
|f(y, k)|2
N→∞−−−−→ 0.

D.4 Equality of Hardy spaces
In all this section, (Γ, µ) is a weighted graph, equipped with a quasidistance ρ and satisfying (LB)
and (DV) and (UE).
D.4.1 H1mol ∩ L2 ⊂ E1quad
Proposition D.4.1. Let  > 0, M ∈ N∗, p ∈ (1, 2] and β > 0. Then H1mol,M,p,(Γ)∩L2(Γ) ⊂ E1quad,β(Γ)
and
‖f‖H1
quad,β
. ‖f‖H1
mol,M,p,
∀f ∈ H1mol,M,p,(Γ) ∩ L2(Γ).
Proof: The proof is similar to the one of Proposition C.4.1. Let f ∈ H1mol,M,p,∩L2(Γ). Then there exist
(λi)i∈N ∈ `1 and a sequence (ai)i∈N of (M,p, )-molecules such that f =
∑
λiai where the convergence
is in L1(Γ) and ∑
i∈N
|λi| ' ‖f‖H1
mol,M,p,
.
First, since ‖P k‖1→1 ≤ 1 for all k ∈ N, the operators ∆β and then ∆βP k−1 are L1-bounded for
β > 0 (see [CSC90]). Consequently,
∆βP l−1
∑
i∈N
λiai =
∑
i∈N
λi∆
βP l−1ai.
Since the L1-convergence in Γ implies the pointwise convergence, that is, for all x ∈ Γ,∣∣∣∣∣∆βP k−1∑
i∈N
λiai(x)
∣∣∣∣∣ =
∣∣∣∣∣∑
i∈N
λi∆
βP k−1ai(x)
∣∣∣∣∣
≤
∑
i∈N
|λi|
∣∣∆βP k−1ai(x)∣∣ .
From here, the estimate
‖Lβf‖L1 =
∥∥∥∥∥Lβ∑
i∈N
λiai
∥∥∥∥∥
L1
.
∑
i∈N
|λi|‖Lβai‖L1
is just a consequence of the generalized Minkowski inequality.
It remains to prove that there exists a constant C such that for all (M,p, )-molecules a, one has
‖Lβa‖L1 ≤ C. (D.45)
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Let x ∈ Γ and s > 0 associated with the (M,p, )-molecule a. By Hölder inequality and the doubling
property, we may write
‖Lβa‖L1 .
∞∑
j=0
V (x, 2js)1−
1
p ‖Lβa‖Lp(Cj(x,s)). (D.46)
We will now estimate each term of the above sum. We treat first the case j = 0. Remark that
‖(I + s∆)−1‖Lp→Lp ≤ 1. Then (I − (I + s∆)−1)M is Lp-bounded by 1. Together with the fact that Lβ
is Lp-bounded (see Theorem D.2.23), one has
‖Lβa‖Lp(C0(x,s)) . ‖a‖Lp ≤ ‖b‖Lp .
1
V (x, s)1−
1
p
.
When j ≥ 1, decompose ‖Lβa‖Lp(Cj(x,s)) as
‖Lβa‖Lp(Cj(x,s)) ≤
∑
k≥0
∥∥Lβ(I − (I + s∆)−1)M [1lCk(x,s) b]∥∥Lp(Cj(x,s)) .
Notice, if |j − k| ≥ nρ, that
ρ(Ck(x, s), Cj(x, s)) ' 2max{j,k}s
where nρ stands for 2 + ln2 Cρ.
If |j − k| < nρ, the Lp-boundedness of Lβ and the uniform Lp-boundedness of (I − (I + s∆)−1)M
implies ∥∥Lβ(I − (I + s∆)−1)M [1lCk(x,s) b]∥∥Lp(Cj(x,s)) . ‖b‖Lp(Ck(x,s)).
Besides, there exists α > 0 such that (Ck(x, s), Cj(x, s), x) are α-Gaffney suited whenever |j − k| ≥ nρ.
Thus, Proposition D.2.13 yields
‖Lβa‖Lp(Cj(B)) .
∑
|j−k|≥nρ
V (x, 2js)
1
p
− 12
∥∥Lβ(I − (I + s∆)−1)M [1lCk(x,s) b]∥∥L2(Cj(x,s))
+
∑
|j−k|<nρ
‖b‖Lp(Ck(x,s))
.
∑
|j−k|≥nρ
V (x, 2js)
1
p
−12−max{j,k}M‖b‖L1(Ck(x,s)) +
∑
|j−k|<nρ
‖b‖Lp(Ck(x,s))
.
∑
|j−k|≥nρ
V (x, 2js)
1
p
−12−max{j,k}M +
∑
|j−k|<nρ
2−k
V (x, 2ks)1−
1
p
. 2−j¯V (x, 2js)
1
p
−1
 ∑
|j−k|≥nρ
2−k
M
2 +
∑
|j−k|<nρ
2−k

2

. 2−¯jV (x, 2js)
1
p
−1
where ¯ = 12 min{,M}.
As a consequence, one has
‖Lβa‖L1 .
∑
j≥0
2−¯j
(
V (x, 2js)
V (x, 2js)
)1− 1
p
. 1.

Proposition D.4.2. Let  > 0, M ∈ N∗, p ∈ (1, 2]. Then H1
mol,M− 12 ,p,
(TΓ) ∩ L2(TΓ) ⊂ E1quad, 12 (TΓ)
and
‖f‖H1
quad, 1
2
. ‖f‖H1
mol,M− 1
2
,p,
∀f ∈ H1mol,M− 12 ,p,(TΓ) ∩ L
2(TΓ).
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Proof: The proof is similar to the previous one then we will point out only the main differences. Since
d∗ and P k are L1-bounded, it is enough to prove the uniform boundedness of ‖L 1
2
∆−
1
2 d∗a‖L1 when a is
a (M,p, )-molecule.
However, notice that if a = sM−
1
2 d∆M−1(I + s∆)−M+
1
2 b (with s, b associated with a), one has
‖L 1
2
∆−
1
2 d∗a‖L1 = ‖L 1
2
(I − (I + s∆)−1)M− 12 b‖L1.
We conclude then as in Proposition D.4.1. 
Proposition D.4.3. The space E10 (Γ) is continuously embedded in E
1
quad, 12
(Γ) and
‖f‖H1
quad, 1
2
. ‖f‖E10 ∀f ∈ E
1
0(Γ).
Proof: We refer to subsection D.2.5 for the definition of E10(Γ) and of atoms.
Due to the definition of E10(Γ), we only need to check that the quantity ‖Lβa‖L1 is uniformly bounded
on atoms. The proof is analogous to the one of Proposition D.4.1, using Proposition D.2.15. 
D.4.2 E1quad ⊂ H1mol ∩ L2
Proposition D.4.4. Let M ∈ N∗,  > 0 and β > 0. Then E1quad,β(Γ) ⊂ H1mol,M,2,(Γ) ∩ L2(Γ) and
‖f‖H1
mol,M,2,
. ‖f‖H1
quad,β
∀f ∈ H1quad,β(Γ).
Proposition D.4.5. Let M ∈ N∗,  > 0 and β > 0. Then E1quad,β(TΓ) ⊂ H1mol,M− 12 ,2,(Γ) ∩ L
2(Γ) and
‖f‖H1
mol,M− 1
2
,2,
. ‖f‖H1
quad,β
∀f ∈ H1quad,β(TΓ).
Proof: The proofs of the two above results are analogous to the ones in subsections C.4.3 and C.4.4,
using the atomic decomposition in Theorem (D.3.8) and Propositions D.2.16 and D.2.12.
The use of L1-L2 off-diagonal estimates instead of the L2-L2 ones enable to simplify the proof (the
homogeneous dimension do not need to appear). 
D.4.3 Proof of Theorems D.1.26, D.1.27 and D.1.29
.
Proof: (Theorem D.1.26)
Let β > 0, M ∈ N∗, p ∈ (1, 2] and  > 0. Propositions D.4.1 and D.4.4 yield the continuous
embeddings
H1mol,M,p,(Γ) ∩ L2(Γ) ⊂ E1quad,β(Γ) ⊂ H1mol,M,2,(Γ) ∩ L2(Γ) ⊂ H1mol,M,p,(Γ) ∩ L2(Γ).
Thus, we deduce
H1mol,M,p,(Γ) ∩ L2(Γ) = E1quad,β(Γ) (D.47)
with equivalent norms. In particular, E1quad,β(Γ) ⊂ L1(Γ).
Since the space of finite sum of (M,p, )-molecule is dense in H1mol,M,p,(Γ) (see Lemma 4.5 in
[BZ08] or Lemma C.3.5), the space H1mol,M,p,(Γ) is the completion of H
1
mol,M,p,(Γ)∩L2(Γ) in L1. The
completion H1quad,β(Γ) of E
1
quad,β(Γ) in L
1 exists then too and satisfies
(i) the two sets H1quad,β(Γ) and H
1
mol,M,p,(Γ) are equal,
(ii) the norms in H1quad,β(Γ) and H
1
mol,M,p,(Γ) are equivalent.

Proof: (Theorem D.1.27)
Let M ∈ N∗, p ∈ (1, 2] and  > 0. Propositions D.4.2 and D.4.5 yield the continuous embeddings
H1mol,M− 12 ,p,(TΓ) ∩ L
2(TΓ) ⊂ E11
2 ,β
(TΓ) ⊂ H1mol,M− 12 ,2,(TΓ) ∩ L
2(TΓ) ⊂ H1mol,M− 12 ,p,(TΓ) ∩ L
2(TΓ).
from which we deduce the equality of the all the spaces, with equivalent norms.
It follows that the completion of E1
quad, 12
(TΓ) in L
1(TΓ) exists and satisfies, since H
1
mol,M− 12 ,p,
(TΓ)
is the completion of H1
mol,M− 12 ,p,
(TΓ) ∩ L2(TΓ) in L1(TΓ),
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(i) the two sets H1
quad, 12
(TΓ) and H
1
mol,M− 12 ,p,
(TΓ) are equal,
(ii) the norms in H1
quad, 12
(TΓ) and H
1
mol,M− 12 ,p,
(TΓ) are equivalent.
Moreover, notice that if F ∈ H2(TΓ),
F ∈ E1quad,β(TΓ)⇐⇒ ∆−
1
2 d∗F ∈ E1quad,β(Γ). (D.48)
Indeed, the implication ∆−
1
2 d∗F ∈ E1quad,β(Γ) ⇒ F ∈ E1quad,β(TΓ) is obvious, and the converse is due
to Proposition D.1.5. Theorem D.1.26 implies that all the spaces E1quad,β(Γ), β > 0, coincide. Together
with (D.48), for all β > 0, the spaces E1quad,β(TΓ) coincide with E
1
quad, 12
(TΓ). Hence, for all β > 0, the
completion H1quad,β(TΓ) of E
1
quad,β(TΓ) in L
1(TΓ) exists and satisfies
(i) the two sets H1quad,β(TΓ) and H
1
quad, 12
(TΓ) are equal,
(ii) the norms in H1quad,β(TΓ) and H
1
quad, 12
(TΓ) are equivalent.

Proof: (Theorem D.1.29)
According to Corollary D.2.19, it suffices to shows that H1(Γ) = H1mol,1,2,3(Γ) is continuously em-
bedded in L1(Γ) and that E10 (Γ) is continuously embedded in H
1(Γ) = H1quad,1(Γ). However, the first
embedding is stated in Proposition D.1.20 and the second one is due to Proposition D.4.3. 
D.5 Examples of graph satisfying (DV) and (UE)
In this paragraph, we need to recall some classical definitions on graphs.
A path joining x to y is a sequence x = x0, x1, . . . , xn = y where for any i ∈ [[1, n]] we have xi−1 ∼ xi.
The length of such path is n. We define then on the graph Γ the “classical” distance d(x, y) as the length
of the shortest path joining x to y. We denote by Bd(x, r) and Vd(x, r) respectively the ball and the
volume of the ball of center x and of radius r.
Let (Γ, µ) be a weighted graph with the doubling property for the distance d and that satisfy some
Gaussian upper estimates of the Markov kernels
pk−1(x, y) .
1
Vd(x,
√
k)
exp
(
−cd
2(x, y)
k
)
∀x, y ∈ Γ, ∀k ∈ N∗.
It is the case, for example, of the Cayley graph of a discrete group with polynomial growth (see [HSC93]).
We define then ρ(x, y) = d2(x, y) and one can easily check that both (DV) and (UE) are verified.
As a consequence, the Riesz transform ∇∆− 12 is Lp bounded on Γ for all p ∈ (1, 2] and we find again
the main result in [Rus00].
The second example are fractal-like graphs, that is doubling graphs where the Markov kernel satisfies
some subgaussian estimates such as
pk(x, y) .
1
Vd(x, k
1
β )
exp
(
−c
[
dβ(x, y)
k
] 1
β−1
)
∀x, y ∈ Γ, ∀k ∈ N∗ (D.49)
for some β > 2. An example of such graphs is the Sierpinski carpets (see [BB99], [Jon96]).
In this case, we choose ρ(x, y) = bdβ(x, y)c, where brc denotes the integer part of r ∈ R+. Since the
collections of balls induced by ρ and by d coincide, one has
Vρ(x, 2r) = Vd(x, s2) and Vd(x, s1) = Vρ(x, r)
with for all i ∈ {1, 2}, si such that bsβi c ≤ ir < b(si + 1)βc. Therefore, the assumption (DV) is implied
by the fact that d is a doubling metric. Besides, assumption (UE) with η = 1β−1 ∈ (0, 1] is easily deduced
from (D.49).
For our third example, we will present a graph that satisfies (DV) and (UE) for some quasidistance
ρ, but where the collections of balls defined with ρ and d do not coincide.
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Definition D.5.1. Let (Γ1, µ1, ρ1) and (Γ2, µ2, ρ2) be two weighted graphs. The graph (Γ, µ, ρ) is the
free product of Γ1 and Γ2 if
(i) Γ = Γ1 × Γ2,
(ii) for all x = (x1, x2) ∈ Γ and y = (y1, y2) ∈ Γ, µxy = µ1x1y1µ2x2y2 ,
(iii) for all x = (x1, x2) ∈ Γ and y = (y1, y2) ∈ Γ, ρ(x, y) = max{ρ1(x1, y1), ρ2(x2, y2)}.
Remark D.5.2. Let (Γ, µ, ρ) be the free product of (Γ1, µ1, ρ1) and (Γ2, µ2, ρ2). Then the following facts
are satisfied
(i) (x1, x2) ∼ (y1, y2) if and only if x1 ∼ y1 and x1 ∼ y1.
(ii) If x ∼ y and x 6= y, then ρ(x, y) = 1.
(iii) d((x1, x2), (y1, y2)) = max{d(x1, y1), d(x2, y2)}.
Proposition D.5.3. Let (Γ1, µ1, ρ1) and (Γ2, µ2, ρ2) satisfying (LB), (DV) and (UE). Let (Γ, µ, ρ) be
the graph defined as the free product of Γ1 and Γ2. Then the graph (Γ, µ, ρ) satisfies (LB), (DV) and
(UE).
Corollary D.5.4. There exists a graph (Γ, µ) satisfying (LB) that can be outfitted with a quasidistance
ρ such that
– the graph (Γ, µ, ρ) satisfies (DV) and (UE),
– there does not exist any β ≥ 2 such that ρ ' dβ.
Proof: (Corollary)
Take Γ1 and Γ2 two infinite graphs satisfying subgaussian estimates (D.49) with β1 6= β2 (for example
Γ1 = Z
n and Γ2 is the Sierpinski carpet). Proposition D.5.3 implies that Γ = Γ1 × Γ2 satisfies (LB),
(DV) and (UE). Notice then that ρ((x, y), (x, z)) ' dβ22 (y, z) ' dβ2((x, y), (x, z)) and ρ((y, x), (z, x)) '
dβ11 (y, z) ' dβ1((y, x), (z, x)) 
Proof: (Proposition)
The fact that Γ satisfies (LB) if and only if both Γ1 and Γ2 satisfies (LB) is immediate.
By construction, one has Bρ(x, k) = Bρ1(x1, k)×Bρ2(x2, k). As a consequence,
Vρ(x, k) = Vρ1(x1, k)Vρ2 (x2, k)
and then assertion (DV) follows from the doubling property of the graphs Γ1 and Γ2.
We have by construction p(x, y) = p1(x1, y1)p
2(x2, y2). Therefore, by induction, we got pk(x, y) =
p1k(x1, y1)p
2
k(x2, y2). As a consequence,
pk(x, y) .
1
Vρ1 (x1, k)Vρ2(x2, k)
exp
[
−c1
(
ρ1(x1, y1)
k
)η1
− c2
(
ρ2(x2, y2)
k
)η2]
.
1
Vρ(x, k)
exp
[
−c
(
ρ1(x1, y1)
k
)η
− c
(
ρ2(x2, y2)
k
)η]
≤ 1
Vρ(x, k)
exp
[
−c
(
ρ(x, y)
k
)η]
where c = min{c1, c2} and η = min{η1, η2}. Thus Γ satisfies (UE).

We finish the article with a question:
Question:
Let (Γ, µ, d) be any graph satisfying (LB) (DV). Does there always exist a quasidistance ρ such
that (Γ, µ, ρ) satisfies (DV) and (UE)?
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Appendix E
Algebra properties for Besov spaces
on unimodular Lie groups
E.1 Introduction and statement of the results
E.1.1 Introduction
Let d ∈ N∗. In Rd, the Besov spaces Bp,qα (Rd) are obtained by real interpolation of Sobolev spaces
and can be defined, for p, q ∈ [1,+∞] and α ∈ R, as the subset of distributions S′(Rd) satisfying
‖f‖Bp,qα := ‖ψ ∗ f‖Lp +
( ∞∑
k=1
[
2kα‖ϕk ∗ f‖Lp
]q) 1q
< +∞ (E.1)
where, if ϕ ∈ S(Rd) is supported in B(0, 2)\B(0, 12 ), ϕk and ψ are such that Fϕk(ξ) = ϕ(2−kξ) andFψ(ξ) = 1−∑∞k=1 ϕ(2−kξ).
The norm of the Besov space Bp,qα (R
d) can be also written by using the heat operator. Indeed,
Triebel proved in [Tri82, Tri92, Section 2.12.2] that for all p, q ∈ [1,+∞], all α > 0 and all integer
m > α2 ,
‖f‖Bp,qα ' ‖f‖Lp +
(∫ ∞
0
t(m−
α
2 )q
∥∥∥∥∂MHt∂tM f
∥∥∥∥q
Lp
dt
t
) 1
q
(E.2)
where Ht = e
t∆ is the heat semigroup (generated by −∆). Note that we can give a similar characteri-
zation by using, instead of the heat semigroup, the harmonic extension or another extensions obtained
by convolution (see [Usp61, MRre]).
Another characterization in term of functional using differences of functions was done. Define for
M ∈ N∗, f ∈ Lp(Rd), x, h ∈ Rd the term
∇Mh f(x) =
M∑
l=0
(
M
l
)
(−1)M−lf(x+ lh)
and then for M > α > 0, p, q ∈ [1,+∞]
Sp,qα,Mf =
(∫
Rd
|h|−αq‖∇Mh f‖qLp
) 1
q
. (E.3)
We have then for all α > 0, p, q ∈ [1,+∞] and M ∈ N with M > α,
‖f‖Bp,qα ' ‖f‖Lp + Sp,qα,Mf. (E.4)
One of the remarkable property of Besov spaces (see [Dan12, Proposition 1.4.3], [Run86, Theorem
2, p. 336], [MRre, Proposition 6.2]) is that Bp,qα (R
d) ∩ L∞(Rd) is an algebra for the pointwise product,
that is for all α > 0, all p, q ∈ [1,+∞], one has
‖fg‖Bp,qα . ‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα . (E.5)
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The idea of [Dan12] consists in decomposing the product fg by some paraproducts. The authors of
[MRre] wrote Bp,qα (R
d) as a trace of some weighted (non fractional) Sobolev spaces, and thus deduced
the algebra property Bp,qα (R
d) ∩ L∞(Rd) from the one of W p,k(Rd) ∩ L∞(Rd). Notice also that, when
α ∈ (0, 1) and M = 1, the algebra property of Bp,qα (Rd) ∩ L∞(Rd) is a simple consequence of (E.4).
The property (E.5) have also been studied in the more general setting of Besov spaces on Lie groups.
Gallagher and Sire stated in [GS12] an algebra property for Besov spaces on H-type groups, which are a
subclass of Carnot groups. In order to do this, they used a some paradifferential calculus and a Fourier
transform adapted to H-groups.
Moreover, in the more general case where G is a unimodular Lie group with polynomial growth, they
used the definition of Besov spaces obtained using Littlewood-Paley decomposition proved in [FMV06].
When α ∈ (0, 1), they proved a equivalence of the Besov norms with some functionals using differences
of functions, in the spirit of (E.3), and thus they obtained an algebra property for Bp,qα (G) ∩ L∞(G).
They shows a recursive definition of Besov spaces and wanted to use it to extend the property (E.5) to
α ≥ 1. However, it seems to us that there is a small gap in their proof and they actually proved the
property ‖fg‖Bp,qα . (‖f‖Bp,qα + ‖f‖L∞)(‖g‖Bp,qα + ‖g‖L∞).
In our paper, we defined Besov spaces on unimodular Lie group (that can be of exponential growth)
for all α > 0, and then we proved an algebra property on them. We used two approaches. One with
functionals in the spirit of (E.3) and the other one using paraproducts. We did not state any results on
homogeneous Besov spaces because the definition of these spaces need a particular work (a extension of
the work in [BDY12] to α /∈ (−1, 1) should work). However, we have no doubt that our methods work
once we get the proper definition of homogeneous Besov spaces with some good Calderón-Zygmund
formulas.
Note that methods used in [GS12] or in the present paper are similar to the ones in [CRTN01]
and [BBR12], where fractional Sobolev spaces Lpα(G) are considered on unimodular Lie groups (and
on Riemannian manifolds). In these two last articles, the authors proved the algebra property for
Lpα(G) ∩ L∞(G) when p ∈ (1,+∞) and α > 0.
E.1.2 Lie group structure
In this paper, G is a unimodular connected Lie group endowed with its Haar measure dx. We recall
that “unimodular” means that dx is both left- and right-invariant. We denote by L the Lie algebra of G
and we consider a family X = {X1, . . . , Xk} of left-invariant vector fields on G satisfying the Hörmander
condition (which means that the Lie algebra generated by the family X is L). Denote for n ∈ N ∪ {∞},
In(N) =
⋃
l≤n
{1, . . . , k}l. Then if I = (i1, . . . , in) ∈ I∞(N), the length of I will be denoted by |I| and is
equal to n, whereas XI denotes the vector field Xi1 . . . Xin .
A standard metric, called the Carnot-Caratheodory metric, is naturally associated with (G,X) and
is defined as follows. Let l : [0, 1]→ G be an absolutely continuous path. We say that l is admissible if
there exist measurable functions a1, . . . , ak : [0, 1]→ C such that
l′(t) =
k∑
i=1
ai(t)Xi(l(t)) for a.e. t ∈ [0, 1].
If l is admissible, its length is defined by |l| =
∫ 1
0
(
k∑
i=0
|ai(t)|2
) 1
2
dt. For any x, y ∈ G, the distance
d(x, y) between x and y is then the infimum of the lengths of all admissible curves joining x to y
(such a curve exists thanks to the Hörmander condition). The left-invariance of the Xi’s implies the
left-invariance of d. For short, |x| denotes the distance between the neutral e and x, and therefore
d(x, y) = |y−1x| for all x and y in G.
For r > 0 and x ∈ G, we denote by B(x, r) the open ball with respect to the Carnot-Caratheodory
metric centered at x and of radius r. Define also by V (r) the Haar measure of any ball of radius r.
From now and abusively, we will write G for (G,X, d, dx). Recall that G has a local dimension (see
[NSW85]):
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Proposition E.1.1. Let G be a unimodular Lie group and X be a family of left-invariant vector fields
satisfying the Hörmander condition. Then G has the local doubling property, that is there exists C > 0
such that
V (2r) ≤ CV (r) ∀0 < r ≤ 1.
More precisely, there exist d ∈ N∗ and c, C > 0 such that
crd ≤ V (r) ≤ Crd ∀0 < r ≤ 1.
For balls with radius bigger than 1, we have the result of Guivarc’h (see [Gui73]):
Proposition E.1.2. If G is a unimodular Lie group, only two situations may occur.
Either G has polynomial growth and there exist D ∈ N∗ and c, C > 0 such that
crD ≤ V (r) ≤ CrD ∀r ≥ 1,
or G has exponential growth and there exist c1, c2, C1, C2 > 0 such that
c1e
c2r ≤ V (r) ≤ C1eC2r ∀r ≥ 1.
We consider the positive sublaplacian ∆ on G defined by
∆ = −
k∑
i=1
X2i .
We will denote by Ht = e
−t∆ the heat semigroup on G associated with ∆.
E.1.3 Definition of Besov spaces
Definition E.1.3. Let G be a unimodular Lie group. We define the Schwartz space S(G) as the space
of functions ϕ ∈ C∞(G) where all the seminorms
NI,c(ϕ) = sup
x∈G
ec|x||XIϕ(x)| c ∈ N, I ∈ I∞(N)
are finite.
The space S′(G) is defined as the dual space of S(G).
Remark E.1.4. Note that we have the inclusion S(G) ⊂ Lp(G) for any p ∈ [1,+∞]. As a consequence,
Lp(G) ⊂ S′(G).
Definition E.1.5. Let G be a unimodular Lie group and let α ≥ 0, p, q ∈ [1,+∞]. The space f ∈ Bp,qα (G)
is defined as the subspace of S′(G) made of distributions f such that, for all t ∈ (0, 1), ∆mHtf ∈ Lp(G)
and satisfying
‖f‖Bp,qα := Λp,qα f + ‖H 12 f‖p < +∞,
where
Λp,qα f :=
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
if q < +∞ (with the usual modification if q = +∞) and m stands for the only integer such that
α
2 < m ≤ α2 + 1.
Remark E.1.6. Lemma E.2.6 provides that the heat kernel ht is in S(G) for all t > 0. Thus Htϕ ∈ S(G)
whenever t > 0 and ϕ ∈ S(G). When f ∈ S′(G), the term XIHtf denotes the distribution in S′(G)
defined by
〈XIHtf, ϕ〉 = (−1)|I| 〈f,HtXIϕ〉 ∀ϕ ∈ S(G).
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E.1.4 Statement of the results
Proposition E.1.7. Let G be a unimodular Lie group. The one has for all p ∈ [1,+∞], all multi
indexes I ∈ I∞(N) and all t ∈ (0, 1),
‖XIHtf‖p ≤ CI t−
|I|
2 ‖f‖p ∀f ∈ Lp(G) .
Remark E.1.8. In particular, one has that ‖t∆Ht‖p . 1 once t ∈ (0, 1) and for all p ∈ [1,+∞]. When
p ∈ (1,+∞), since ∆ is analytic on L2 (and thus on Lp), we actually have ‖t∆Ht‖p . 1 for all t > 0.
The case
The following result gives equivalent definitions of the Besov spacesBp,qα only involving the Laplacian.
Theorem E.1.9. Let G be a unimodular Lie group and p, q ∈ [1,+∞] and α ≥ 0.
If m > α2 and t0 a real in
{
(0, 1) if α = 0
[0, 1) if α > 0
, then the following norms are equivalent to the norm
of Bp,qα (G).
(i)
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p.
(ii) ‖Ht0f‖p +
∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
.
(iii) ‖Ht0f‖p +
∑
j≤−1
2−j α2 ∥∥∥∥∥
∫ 2j+1
2j
|(t∆)mHtf | dt
t
∥∥∥∥∥
p
q
1
q
if we assume that α > 0.
Remark E.1.10. Here and after, we say that “a norm N is equivalent to the norm in Bp,qα ” if and only
if the space of distributions f ∈ S′ such that ∆mHtf is a locally integrable function in G for all t > 0
and N(f) < +∞ coincides with Bp,qα and the norm N is equivalent to ‖·‖Bp,qα .
The previous theorem allows us to recover some well known facts about Besov spaces in Rd.
Corollary E.1.11. [Embeddings] Let G a unimodular Lie group, p, q, r ∈ [1,+∞] and α ≥ 0. We have
the following continuous embedding
Bp,qα (G) ⊂ Bp,rα (G)
once q ≤ r.
Corollary E.1.12. [Interpolation]
Let G be a unimodular Lie group. Let s0, s1 ≥ 0 and 1 ≤ p0, p1, q0, q1 ≤ ∞.
Define
s∗ = (1− θ)s0 + θs1
1
p∗
=
1− θ
p0
+
θ
p1
1
q∗
=
1− θ
q0
+
θ
q1
.
The Besov spaces form a scale of interpolation for the complex method, that is, if s0 6= s1,
(Bp0,q0s0 , B
p1,q1
s1 )[θ] = B
p∗,q∗
s∗ .
The following result is another characterization of Besov spaces, using explicitly the family of vector
fields X.
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Theorem E.1.13. Let G be a unimodular Lie group, p, q ∈ [1,+∞] and α > 0. Let m¯ be an integer
strictly greater than α. Then
‖H 1
2
f‖p +
∑
j≤−1
[
2j
m¯−α
2 max
t∈[2j,2j+1]
sup
|I|≤m¯
‖XIHtf‖p
]q
1
q
(E.6)
is an equivalent norm in Bp,qα (G).
With the use of paraproducts, we can deduce from Corollary E.1.12 and Theorem E.1.13 the complete
following Leibniz rule.
Theorem E.1.14. Let G be a unimodular Lie group, 0 < α and p, p1, p2, p3, p4, q ∈ [1,+∞] such that
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
.
Then for all f ∈ Bp1,qα ∩ Lp3 and all g ∈ Bp4,qα ∩ Lp2 , one has
‖fg‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα . (E.7)
Remark E.1.15. The Leibniz rule implies that Bp,qα (G)∩L∞(G) is an algebra under pointwise product,
that is
‖fg‖Bp,qα . ‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα .
Let us state another characterization of Bp,qα in term of functionals using differences of functions.
Define ∇yf(x) = f(xy) − f(x) for all functions f on G and all x, y ∈ G. Consider the following
sublinear functional
Lp,qα (f) =
(∫
|y|≤1
(‖∇yf‖p
|y|α
)q
dy
V (|y|)
) 1
q
.
Theorem E.1.16. Let G be a unimodular Lie group. Let p, q ∈ [1,+∞]. Then for all f ∈ Lp(G),
Lp,qα (f) + ‖f‖p ' Λp,qα (f) + ‖f‖p
once α ∈ (0, 1).
Remark E.1.17. When G has polynomial volume growth, Theorem E.1.16 is the inhomogeneous coun-
terpart of Theorem 2 in [SC90]. Note that this statement is new when G has exponential volume growth.
Remark E.1.18. From Theorem E.1.16, we can deduce the Leibniz rule stated in Theorem E.1.14 in
the case α ∈ (0, 1).
As Sobolev spaces, Besov spaces can be characterized recursively.
Theorem E.1.19. Let G be a unimodular Lie group. Let p, q ∈ [1,+∞] and α > 0. Then
f ∈ Bp,qα+1(G)⇔ ∀i, Xif ∈ Bp,qα (G) and f ∈ Lp(G).
Remark E.1.20. Note that a similar statement is established in [GS12]. However, we prove this fact
for p ∈ [1,+∞] while the authors of [GS12] used the boundedness of the Riesz transforms and thus are
restricted to p ∈ (1,+∞).
E.2 Estimates of the heat semigroup
E.2.1 Preliminaries
The following lemma is easily checked:
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Lemma E.2.1. Let (A, dx) and (B, dy) be two measured spaces. Let K(x, y) : A×B → R+ be such that
sup
x∈A
∫
B
K(x, y)dy ≤ CB
and
sup
y∈B
∫
A
K(x, y)dx ≤ CA.
Let q ∈ [1,+∞]. Then for all f ∈ Lq(B)(∫
A
∣∣∣∣∫
B
K(x, y)f(y)dy
∣∣∣∣q dx)
1
q
≤ C1−
1
q
B C
1
q
A‖f‖q,
with obvious modifications when q = +∞.
Lemma E.2.2. Let (a, b) ∈ (Z∪{±∞})2 such that a < b, 0 < α < β two real numbers and q ∈ [1,+∞].
Then there exists Cα,β > 0 such that for any sequence (cn)n∈Z, one has
b∑
j=a
[
2jα
b∑
n=a
2−max{n,j}βcn
]q
.
b∑
n=a
[
2(α−β)ncn
]q
.
Proof: We have
b∑
j=a
[
2jα
b∑
n=a
2−max{n,j}βcn
]q
=
b∑
j=a
[
b∑
n=a
K(n, j)dn
]q
with dn = 2
n(α−β)cn and K(n, j) = 2(j−n)α2(n−max{j,n})β.
According to Lemma E.2.1, one has to check that
sup
j∈[[a,b]]
b∑
n=a
K(n, j) . 1
and
sup
n∈[[a,b]]
b∑
j=a
K(n, j) . 1.
For the first estimate, check that
sup
j∈[[a,b]]
b∑
n=a
K(n, j) = sup
j∈[[a,b]]
2j(α−β) j∑
n=a
2n(β−α) + 2jα
b∑
n=j+1
2−nα

≤ sup
j∈Z
2j(α−β) j∑
n=−∞
2n(β−α) + 2jα
+∞∑
n=j+1
2−nα

. 1,
since β − α > 0 and α > 0.
The second estimate can be checked similarly:
sup
n∈[[a,b]]
b∑
j=a
K(n, j) = sup
j∈[[a,b]]
2−nα n∑
j=a
2jα + 2n(β−α)
b∑
j=n+1
2j(α−β)

. 1.

186
Proposition E.2.3. Let s ≥ 0 and c > 0. Define, for all t ∈ (0, 1) and all x, y ∈ G,
Kt(x, y) =
( |y−1x|2
t
)s
1
V (
√
t)
e−c
|y−1x|2
t .
Then, for all q ∈ [1,+∞], (∫
G
(∫
G
Kt(x, y)g(y)dy
)q
dx
) 1
q
. ‖g‖q.
Proof: Let us check that the assumptions of Lemma E.2.1 are satisfied. For all x ∈ G and all t ∈ (0, 1),∫
G
Kt(x, y)dy =
1
V (
√
t)
∫
G
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
=
1
V (
√
t)
∫
|y−1x|2<t
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
+
1
V (
√
t)
∫
|y−1x|2≥t
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
= I1 + I2.
The term I1 is easily dominated by 1. As for I2, it is estimated as follows:
I2 =
∞∑
j=0
1
V (
√
t)
∫
2j
√
t≤|y−1x|<2j+1√t
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
.
∞∑
j=0
V (2j+1
√
t)
V (
√
t)
4jse−c4
j
.
Notice that Propositions E.1.1 and E.1.2 imply that V (2
j+1
√
t)
V (
√
t)
. 2jd if 2j
√
t ≤ 1 and
V (2j+1
√
t)
V (
√
t)
=
V (2j+1
√
t)
V (1)
V (1)
V (
√
t)
. eC2
j
2jd (E.8)
if 2j
√
t ≥ 1. Hence,
∞∑
j=0
V (2j+1
√
t)
V (
√
t)
4jse−c4
j
.
∞∑
j=0
e−c
′4j . 1,
which yields with the uniform estimate ∫
G
Kt(x, y)dy . 1. (E.9)
In the same way, one has ∫
G
Kt(x, y)dx . 1.
Lemma E.2.1 provides then the desired result. 
Proposition E.2.4. Let s ≥ 0 and c > 0. Define
K(t, y) =
( |y|2
t
)s
V (|y|)
V (
√
t)
e−c
|y|2
t .
Then, for all q ∈ [1,+∞],(∫ 1
0
(∫
G
K(t, y)g(y)dy
)q
dt
t
) 1
q
.
(∫
G
|g(y)| dy
V (|y|)
) 1
q
.
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Proof: Let us check again that the assumptions of Lemma E.2.1 are satisfied, that are in our case
sup
t∈(0,1)
∫
G
K(t, y)dy ≤ CB
and
sup
y∈G
∫ 1
0
K(t, y)
dt
t
≤ CA.
The first one is exactly as the estimate (E.9).For the second one, check that∫ 1
0
K(t, y)
dt
t
=
∫ 1
0
V (|y|)
V (
√
t)
( |y|2
t
)s
e−c
′ |y|2
t
dt
t
.
∫ |y|2
0
V (|y|)
V (
√
t)
( |y|2
t
)s
e−c
′ |y|2
t
dt
t
+
∫ ∞
|y|2
( |y|2
t
)s
dt
t
.
+∞∑
j=0
∫ 4−j |y|2
4−(j+1)|y|2
V (|y|)
V (
√
t)
( |y|2
t
)s
e−c
′ |y|2
t
dt
t
+ 1
.
+∞∑
j=0
V (|y|)
V (2−j+1|y|)4
jse−c4
j
+ 1
.
+∞∑
j=0
2j(d+2s)eC2
j
e−c4
j
+ 1
. 1,
where the last but one line is obtained with the estimate (E.8). 
E.2.2 Estimates for the semigroup
Because of left-invariance of ∆ and hypoellipticity of ∂∂t + ∆, Ht = e
−t∆ has a convolution kernel
ht ∈ C∞(G) satisfying, for all f ∈ L1(G) and all x ∈ G,
Htf(x) =
∫
G
ht(y
−1x)f(y)dy =
∫
G
ht(y)f(xy)dy =
∫
G
ht(y)f(xy
−1)dy.
The kernel ht satisfies the following pointwise estimates.
Proposition E.2.5. Let G be a unimodular Lie group. For all I ∈ I∞(N), there existCI , cI > 0 such
that for all x ∈ G, all t ∈ (0, 1], one has
|XIht(x)| ≤ CI
t
|I|
2 V (
√
t)
exp
(
−cI |x|
2
t
)
.
Proof: It is a straightforward consequence of Theorems VIII.2.4, VIII.4.3 and V.4.2. in [VSCC92]. 
Lemma E.2.6. Let G be a unimodular group. Then ht ∈ S(G) for all t > 0.
Proof: The case t < 1 is a consequence of the estimates on ht. For t ≥ 1, just notice that S(G)∗S(G) ⊂
S(G). 
Proposition E.2.7. For all I ∈ I∞(N) and all p ∈ [1,+∞], one has
‖XIHtf‖p . t−
|I|
2 ‖f‖p ∀t ∈ (0, 1], ∀f ∈ Lp(G).
Proof: Proposition E.2.5 yields for any t ∈ (0, 1]
‖XIHtf‖p . t−
|I|
2
(∫
G
∣∣∣∣∫
G
Kt(x, y)f(y)dy
∣∣∣∣p dx)
1
p
where Kt(x, y) =
1
V (
√
t)
exp
(
−c |y−1x|2t
)
.
The conclusion of Proposition E.2.7 is an immediate consequence of Proposition E.2.3. 
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E.3 Littlewood-Paley decomposition
We need a Littlewood-Paley decomposition adapted to this context. In [GS12], the authors used the
Littlewood-Paley decomposition proven in [FMV06, Proposition 4.1], only established in the case of poly-
nomial volume growth. We state here a slightly different version of the Littlewood-Paley decomposition,
also valid for the case of exponential volume growth.
Lemma E.3.1. Let G be a unimodular group and let m ∈ N∗. For any ϕ ∈ S(G) and any f ∈ S′(G),
one has the identities
ϕ =
1
(m− 1)!
∫ 1
0
(t∆)mHtϕ
dt
t
+
m−1∑
k=0
1
k!
∆kH1ϕ
where the integral converges in S(G), and
f =
1
(m− 1)!
∫ 1
0
(t∆)mHtf
dt
t
+
m−1∑
k=0
1
k!
∆kH1f
where the integral converges in S′(G).
Proof: We only have to prove the first identity since the second one can be obtained by duality.
Let ϕ ∈ S(G). Check first the formula
(m− 1)! =
∫ +∞
0
(tu)me−tu
dt
t
=
∫ 1
0
(tu)me−tu
dt
t
+
m−1∑
k=0
(m− 1)!
k!
uke−u.
Thus by functional calculus, since ϕ ⊂ L2(G), one has
ϕ =
1
(m− 1)!
∫ 1
0
(t∆)mHtϕ
dt
t
+
m−1∑
k=0
1
k!
∆kH1ϕ, (E.10)
where the integral converges in L2(G). Since the kernel ht of Ht is in S(G) for any t > 0 (see Lemma
E.2.6), the formula (E.10) will be proven if we have for any c ∈ N and any I ∈ I∞(N),
lim
u→0
NI,c
(∫ u
0
(t∆)mHtϕ
dt
t
)
= 0. (E.11)
Let n > |I|2 be an integer. Similarly to (E.10), one has for all x ∈ G and all t ∈ (0, 1),
Htϕ(x) =
1
(n− 1)!
∫ 1
t
(v − t)n−1∆nHvϕ(x)dv +
n−1∑
k=0
1
k!
(1 − t)k∆kH1ϕ(x).
Hence, for all x ∈ G and all u ∈ (0, 1), we have the identity∫ u
0
(t∆)mHtϕ(x)
dt
t
=
1
(n− 1)!
∫ 1
t
∆n+mHvϕ(x)
(∫ min{u,v}
0
tm−1(v − t)n−1dt
)
dv
+
n−1∑
k=0
1
k!
∆k+mH1ϕ(x)
∫ u
0
tm−1(1 − t)kdt.
Note that ∫ min{u,v}
0
tm−1(v − t)n−1dt . umvn−1
and ∫ u
0
tm−1(1− t)kdt . um.
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Therefore, the Schwartz seminorms of
∫ u
0
(t∆)mHtϕ
dt
t can be estimated by
NI,c
(∫ u
0
(t∆)mHtϕ
dt
t
)
. um
∫ 1
0
vn−1 sup
x∈G
ec|x||XI∆m+nHvϕ(x)|dv
+ um
n−1∑
k=0
sup
x∈G
ec|x||XI∆k+mH1ϕ(x)|.
(E.12)
Check then that for all w ∈ (0, 1] and all l ∈ N, we have
sup
x∈G
ec|x||XI∆lHwϕ(x)| = sup
x∈G
ec|x|
∣∣XIHw∆lϕ(x)∣∣
≤ sup
x∈G
ec|x|
∫
G
∣∣XIhw(y−1x)∣∣ |∆lϕ(y)|dy
. sup
x∈G
∫
G
ec|y
−1x| ∣∣XIhw(y−1x)∣∣ ec|y||∆lϕ(y)|dy
.
(
sup
x∈G
∫
G
ec|y
−1x| ∣∣XIhw(y−1x)∣∣ dy) ∑
|I|=2l
NI,c(ϕ)
(E.13)
where the third line holds because |x| ≤ ∣∣y−1x∣∣+ |x|.
However, for all x ∈ G and all w ∈ (0, 1], Proposition E.2.5 yields that, for all x ∈ G,∫
G
ec|y
−1x| ∣∣XIhw(y−1x)∣∣ dy . w− |I|2 1
V (
√
w)
∫
G
ec|y
−1x|e−c
′ |y−1x|2
w dy
. w−
|I|
2
1
V (
√
w)
∫
G
e−c
′ |y−1x|2
2w dy
. w−
|I|
2 .
(E.14)
By gathering the estimates (E.12), (E.13) and (E.14), we obtain
NI,c
(∫ u
0
(t∆)mHtϕ
dt
t
)
. um
 ∑
|I|≤2(m+n)
NI,c(ϕ)
[∫ 1
0
vn−1v−
|I|
2 dv +
n−1∑
k=0
1
]
. um
∑
|I|≤2(m+n)
NI,c(ϕ)
u→0−−−→ 0,
which proves (E.11) and finishes the proof. 
E.4 Proof of Theorem E.1.9 and of its corollaries
E.4.1 Proof of Theorem E.1.9
In this section, we will always assume that α ≥ 0, p, q ∈ [1,+∞].
Proposition E.4.1. For all t1, t0 ∈ (0, 1) and all integers m > α2 ,
‖f‖p . ‖Ht0f‖p +
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
∀f ∈ S′(G)
when α > 0 and
‖Ht1f‖p . ‖Ht0f‖p +
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
∀f ∈ S′(G)
when α ≥ 0 and q < +∞, with the usual modification when q = +∞.
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Proof: Lemma E.3.1 (recall that Lp(G) ⊂ S′(G)) yields the estimate
‖f‖p .
∫ 1
0
tm‖∆mHtf‖p dt
t
+
m−1∑
k=0
‖∆kH1f‖p.
However, for all k ∈ N, ‖∆kH1f‖p ≤ C(1−t0)k ‖Ht0f‖p. Then, when α > 0,
‖f‖p .
∫ 1
0
tm ‖∆mHtf‖p
dt
t
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
(∫ 1
0
t
q′α
2
dt
t
) 1
q′
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p,
which prove the case α > 0.
If α = 0, Lemma E.3.1 for the integer m+ 1 implies
‖Ht1f‖p .
∫ 1
0
tm+1
∥∥∆m+1Ht+t1f∥∥p dtt +
m∑
k=0
‖∆kH1+t1f‖p
.
∫ 1
0
tm+1
t1
‖∆mHtf‖p
dt
t
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm ‖∆mHtf‖p
)q dt
t
) 1
q
(∫ 1
0
(
t
t1
)q′
dt
t
) 1
q′
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p.

Proposition E.4.2. For all integers m > α2 ,(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
. ‖f‖p +
(∫ 1
0
(
tm+1−
α
2
∥∥∆m+1Htf∥∥p)q dtt
) 1
q
.
Proof: We use Lemma E.3.1 and get
∆mHtf =
∫ 1
0
s∆Hs∆
mHtf
ds
s
+H1∆
mHtf.
Thus, (∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
≤
(∫ 1
0
(
tm−
α
2
∫ 1
0
∥∥∆m+1Ht+sf∥∥p ds)q dtt
) 1
q
+
(∫ 1
0
(
tm−
α
2 ‖∆mHt+1f‖p
)q dt
t
) 1
q
:= I1 + I2.
We start with the estimate of I1. One has ∆
m+1Ht+sf = Hs∆
m+1Htf = Ht∆
m+1Hsf . Then
I1 ≤
(∫ 1
0
(
tm−
α
2
∫ t
0
∥∥∆m+1Htf∥∥p ds)q dtt
) 1
q
+
(∫ 1
0
(
tm−
α
2
∫ 1
t
∥∥∆m+1Hsf∥∥p ds)q dtt
) 1
q
:= II1 + II2.
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Notice
II1 =
(∫ 1
0
(
tm+1−
α
2
∥∥∆m+1Htf∥∥p)q dtt
) 1
q
which is the desired estimate. As far as II2 is concerned,
II2 =
(∫ 1
0
(∫ 1
0
K(s, t)g(s)
ds
s
)q
dt
t
) 1
q
with g(s) = sm+1−
α
2
∥∥∆m+1Hsf∥∥p and K(s, t) = ( ts)m−α2 1ls≥t. Since∫ 1
0
K(s, t)
ds
s
. 1 and
∫ 1
0
K(s, t)
dt
t
. 1,
Lemma E.2.1 yields then
II2 .
(∫ 1
0
g(s)q
ds
s
) 1
q
which is also the desired estimate.
It remains to estimate I2. First, verify that Proposition E.2.7 of Ht implies ‖∆mHt+1f‖p . ‖f‖p.
Then we obtain
I2 . ‖f‖p
since
∫ 1
0 t
q(m−α2 ) dt
t < +∞. 
Proposition E.4.3. For all integers β ≥ γ > α2 ,(∫ 1
0
(
tβ−
α
2
∥∥∆βHtf∥∥p)q dtt
) 1
q
.
(∫ 1
0
(
tγ−
α
2 ‖∆γHtf‖p
)q dt
t
) 1
q
.
Proof: Proposition E.2.7 implies
∥∥∥∆β−γH t
2
f
∥∥∥
p
. tγ−β‖f‖p. Then
(∫ 1
0
(
tβ−
α
2
∥∥∆βHtf∥∥p)q dtt
) 1
q
.
(∫ 1
0
(
tγ−
α
2
∥∥∥∆γH t
2
f
∥∥∥
p
)q
dt
t
) 1
q
.
(∫ 1
2
0
(
uγ−
α
2 ‖∆γHuf‖p
)q du
u
) 1
q
≤
(∫ 1
0
(
tγ−
α
2 ‖∆γHtf‖p
)q dt
t
) 1
q
.

Remark E.4.4. Propositions E.4.1, E.4.2 and E.4.3 imply (i) of Theorem E.1.9.
Proposition E.4.5. Let m > α2 . Then
‖f‖p +
∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
is an equivalent norm in Bp,qα (G).
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Proof: Assertion (i) in Theorem E.1.9 and the following calculus prove the equivalence of norms:∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
≤
∑
j≤−1
∫ 2j
2j−1
[
2j(m−
α
2 )‖∆mHtf‖p
]q dt
t

1
q
.
(∫ 1
2
0
[
tm−
α
2 ‖∆mHtf‖p
]q dt
t
) 1
q
≤
(∫ 1
0
[
tm−
α
2 ‖∆mHtf‖p
]q dt
t
) 1
q
=
∑
j≤−1
∫ 2j+1
2j
[
tm−
α
2 ‖∆mHtf‖p
]q dt
t

1
q
≤
∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
.
This proves item (ii) in Theorem E.1.9. 
Proposition E.4.6. Let α > 0 and l > α2 . Then
‖H 1
2
f‖p +
∑
j≤−1
2−j α2 ∥∥∥∥∥
∫ 2j+1
2j
∣∣(t∆)lHtf ∣∣ dt
t
∥∥∥∥∥
p
q
1
q
(E.15)
is an equivalent norm in Bp,qα (G).
Proof: We denote by ‖.‖Bp,qα,1 the norm defined in (E.15). It is easy to check, using assertion (i) in
Theorem E.1.9, the Hölder inequality and the triangle inequality, that
‖f‖Bp,qα,1 . ‖f‖Bp,qα .
For the converse inequality, we proceed as follows. Fix an integer m > α2 .
1. Decomposition of f :
The first step is to decompose f as in Lemma E.3.1
f =
1
(l − 1)!
∫ 1
0
(t∆)lHtf
dt
t
+
l−1∑
k=0
1
k!
∆kH1f in S′(G).
We introduce
fn = −
∫ 2n+1
2n
(t∆)lHtf
dt
t
dt
and
cn =
∥∥∥∥∥
∫ 2n
2n−1
∣∣(t∆)lHtf ∣∣ dt
t
∥∥∥∥∥
p
.
Remark then that
f =
1
(l − 1)!
−1∑
n=−∞
fn +
l−1∑
k=0
1
k!
∆kH1f in S′(G).
2. Estimates of ∆mH2jfn
Note that
∆mH2jfn
= −∆mH2n−1+2j
∫ 3.2n−1
2n
(t∆)lHt−2n−1f
dt
t
−∆mH2n+2j
∫ 2n+1
3.2n−1
(t∆)lHt−2nf
dt
t
= −∆mH2n−1+2j
∫ 2n
2n−1
(t+ 2n−1)l∆lHtf
dt
t
−∆mH2n+2j
∫ 2n
2n−1
(t+ 2n)l∆lHtf
dt
t
.
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Then Proposition E.2.7 implies,
‖∆mH2jfn‖p . [(2(n−1) + 2j ]−m
∥∥∥∥∥
∫ 2n
2n−1
(t+ 2n−1)l∆lHtf
dt
t
∥∥∥∥∥
p
+ [2n + 2j ]−m
∥∥∥∥∥
∫ 2n
2n−1
(t+ 2n)l∆lHtf
dt
t
∥∥∥∥∥
p
. [2n + 2j ]−m
∥∥∥∥∥
∫ 2n
2n−1
∣∣(t∆)lHtf ∣∣ dt
t
∥∥∥∥∥
p
.
(E.16)
In other words,
‖∆mH2jfn‖p .
{
2−nmcn if j ≤ n
2−jmcn if j > n
. (E.17)
3. Estimate of Λp,qα (
∑
fn)
As a consequence,
∑
j≤−1
2j(m−α2 )
∥∥∥∥∥∥∆mH2j
∑
n≤−1
fn
∥∥∥∥∥∥
p
q . ∑
j≤−1
2j(m−α2 ) ∑
n≤−1
2−mmax{j,n}cn
q .
According to Lemma E.2.2, since 0 < m− α2 < m, one has
∑
j≤−1
[
2j(m−
α
2 )
∥∥∥∆mH2j ∑ fn∥∥∥
p
]q
.
−1∑
n=−∞
[
2−n
α
2 cn
]q
.
4. Estimate of the remaining term
Remark that
‖f‖Bp,qα . ‖Ht0f‖p + Λp,qα
(∑
fn
)
+
l−1∑
k=0
Λp,qα
(
∆kH1f
)
.
From the previous step and Proposition E.4.5, we proved that
Λp,qα
(∑
fn
)
. ‖f‖Bp,q
α,1
.
In order to conclude the proof of Proposition E.4.6, it suffices then to check that for all k ∈ [[0, l−1]],
one has
‖∆kH1f‖Bp,qα . ‖f‖Lp . (E.18)
Indeed, one has for all j ≤ −1
‖∆mH2j∆kH1f‖p = ‖∆m+kH1+2jf‖p
.
(
1 + 2j
)−(m+k) ‖f‖p
. ‖f‖p.
Consequently, ∑
j≤−1
[
2j(m−
α
2 )‖∆mH2j∆kH1f‖p
]q
. ‖f‖qp
∑
j≤−1
2jq(m−
α
2 )
. ‖f‖qp.

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E.4.2 Proof of Theorem E.1.13
Proof: (Theorem E.1.13)
We denote by ‖.‖Bp,q
α,Xsup
the norm defined in (E.6). Since
‖∆mH2jf‖p ≤ max
t∈[2j ,2j+1]
sup
|I|≤2m
‖XIHtf‖p ,
it is easy to check that
‖f‖Bp,qα . ‖f‖Bp,qα,Xsup .
For the converse inequality, it is enough to check that
‖f‖Bp,q
α,Xsup
. ‖f‖Bp,qα,1.
We proceed then as the proof of Proposition E.4.6 since Proposition E.2.7 yields
max
t∈[2j ,2j+1]
sup
|I|≤m¯
‖XIHtfn‖p .
{
2−n
m¯
2 cn if j ≤ n
2−j
m¯
2 cn if j > n
with a proof analogous to the one of (E.17). 
E.4.3 Embeddings and interpolation
Proof: (of Corollary E.1.11) The proof is analogous to the one of Proposition 2.3.2/2 in [Tri83] using
Proposition E.4.5. It relies on the monotonicity of lq spaces, see [Tri83, 1.2.2/4]. 
Let us turn to interpolation properties of Besov spaces, that implies in particular Corollary E.1.12.
Corollary E.4.7. Let s0, s1, s ≥ 0, 1 ≤ p0, p1, p, q0, q1, r ≤ ∞ and θ ∈ (0, 1).
Define
s∗ = (1 − θ)s0 + θs1,
1
p∗
=
1− θ
p0
+
θ
p1
,
1
q∗
=
1− θ
q0
+
θ
q1
.
i. If s0 6= s1 then
(Bp,q0s0 , B
p,q1
s1 )θ,r = B
p,r
s∗ .
ii. In the case where s0 = s1, we have
(Bp,q0s , B
p,q1
s )θ,q∗ = B
p,q∗
s .
iii. If p∗ = q∗ := r,
(Bp0,q0s0 , B
p1,q1
s1 )θ,r = B
r,r
s∗ .
iv. If s0 6= s1,
(Bp0,q0s0 , B
p1,q1
s1 )[θ] = B
p∗,q∗
s∗ .
Proof: The proof is inspired by [BL76, Theorem 6.4.3].
Recall (see Definition 6.4.1 in [BL76]) that a space B is called a retract of A if there exists two
bounded linear operators J : B → A and P : A→ B such that P ◦ J is the identity on B.
Therefore, we just need to prove that the spaces Bp,qα are retracts of l
α
q (L
p) where, for any Banach space
A (see paragraph 5.6 in [BL76]),
lαq (A) =
u ∈ AZ− , ‖u‖`αq (A) :=
∑
j≤0
[
2−j
α
2 ‖uj‖A
]q
1
q
< +∞
 .
Then interpolation on the spaces lαq (L
p) (see [BL76], Theorems 5.6.1, 5.6.2 and 5.6.3) provides the result.
Note the weight appearing lαq (A) is 2
−j α2 (and not 2j
α
2 ) because we sum on negative integers.
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Fix m > α2 . Define the functional J by J f = ((J f)j)j≤0 where
(J f)j = 2jm∆mH2j−1f
if j ≤ −1 and
(J f)0 = H 1
2
f.
Moreover, define P on lαq (Lp) by
Pu =
2m−1∑
k=0
1
k!
∆kH 1
2
u0 +
1
(2m− 1)!
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m∆mHt−2j−1uj
dt
t
.
We will see below that P is well-defined on lαq (Lp). Proposition E.4.5 implies immediately that J is
bounded from Bp,qα to l
α
q (L
p). Moreover, Lemma E.3.1 easily provides that
P ◦ J = IdBp,qα .
It remains to verify that P is a bounded linear operator from lαq (Lp) to Bp,qα . The proof is similar to the
one of Proposition E.4.6. Indeed, proceeding as the fourth step of Proposition E.4.6, one gets∥∥∥∥∥
2m−1∑
k=0
1
k!
∆kH 1
2
u0
∥∥∥∥∥
Bp,qα
. ‖u0‖p.
It is plain to see that∥∥∥∥∥∥H 12
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m∆mHt−2j−1uj
dt
t
∥∥∥∥∥∥
p
≤
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m
∥∥∥H 1
2
∆mHt−2j−1uj
∥∥∥
p
dt
t
≤
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m
∥∥∥H 1
2
∆muj
∥∥∥
p
dt
t
.
∑
j≤−1
2jm‖uj‖p
. ‖u‖lαq (Lp).
Then the proof of the boundedness of P is reduced to the one of
I :=
∑
k≤−1
2k(m−α2 )
∥∥∥∥∥∥∆mH2k
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m∆mHt−2j−1uj
dt
t
∥∥∥∥∥∥
p
q
1
q
. ‖u‖lαq (Lp). (E.19)
Indeed,
Iq .
∑
k≤−1
2k(m−α2 )
∥∥∥∥∥∥
∑
j≤−1
2−jm
∫ 2j+1
2j
(t∆)2mHt−2j−1+2kuj
dt
t
∥∥∥∥∥∥
p
q
.
∑
k≤−1
2k(m−α2 ) ∑
j≤−1
2jm
∥∥∆2mH2j−1+2kuj∥∥p
q
.
∑
k≤−1
2k(m−α2 ) ∑
j≤−1
2jm
(2j + 2k)2m
‖uj‖p
q
.
∑
k≤−1
2k(m−α2 ) ∑
j≤−1
2−2mmax{j,k}2jm ‖uj‖p
q
Check that 0 < m− α2 < 2m. Thus, Lemma E.2.2 yields
Iq .
∑
j≤−1
[
2−j(
α
2+m)2jm‖uj‖p
]q
≤ ‖u‖qlαq (Lp),
which proves (E.19) and thus concludes the proof. 
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E.5 Algebra under pointwise product -
Theorem E.1.14
We want to introduce some paraproducts. The idea of paraproducts goes back to [Bon81]. The term
“paraproducts” is used to a denotes some non-commutative bilinear forms Λi such that fg =
∑
Λi(f, g).
They are introduced in some cases, where the bilinear forms Λi are easier to handle than the pointwise
product.
In the context of doubling spaces, a definition of paraproducts is given in [Ber12, Fre11]. We need to
slightly modify the definition in [Ber12] to adapt them to non-doubling spaces.
For all t > 0, define
φt(∆) = −
m−1∑
k=0
1
k!
(t∆)kHt,
and observe that the derivative of t 7→ φt(∆) is given by
φ′t(∆) =
1
(m− 1)!
1
t
(t∆)mHt :=
1
t
ψt(∆).
Remark E.5.1. Even if φt actually depends on m, we do not indicate this dependence explicitly.
Recall that Lemma E.3.1 provides the identity
f =
∫ 1
0
ψt(∆)f
dt
t
− φ1(∆)f in S′(G). (E.20)
Proposition E.5.2. Let p, q, r ∈ [1,+∞] such that 1r := 1p + 1q ≤ 1. Let (f, g) ∈ Lp(G)× Lq(G).
One has the formula
fg = Πf (g) + Πg(f) + Π(f, g)− φ1(∆)[φ1(∆)f · φ1(∆)g] in S′(G),
where
Πf (g) =
∫ 1
0
φt(∆)[ψt(∆)f · φt(∆)g]dt
t
and
Π(f, g) =
∫ 1
0
ψt(∆)[φt(∆)f · φt(∆)g]dt
t
.
Proof: Since fg ∈ Lr ⊂ S′(G), the formula (E.20) provides in S′(G)
[f · g] =
∫ 1
0
ψt(∆)[f · g]dt
t
− φ1(∆)[f · g]. (E.21)
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We can use again twice (one for f and one for g) the identity (E.20) to get
[f · g] =
∫ 1
0
ψt(∆)
[{∫ 1
0
ψu(∆)f
du
u
− φ1(∆)f
}
·
{∫ 1
0
ψv(∆)g
dv
v
− φ1(∆)g
}]
dt
t
− φ1(∆)
[{∫ 1
0
ψu(∆)f
du
u
− φ1(∆)f
}
·
{∫ 1
0
ψv(∆)g
dv
v
− φ1(∆)g
}]
=
∫ 1
0
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
−
∫ 1
0
∫ 1
0
ψt(∆)[φ1(∆)f · ψv(∆)g]dt dv
tv
−
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · φ1(∆)g]dt du
tu
−
∫ 1
0
∫ 1
0
φ1(∆)[ψu(∆)f · ψv(∆)g]du dv
uv
+
∫ 1
0
ψt(∆)[φ1(∆)f · φ1(∆)g]dt
t
+
∫ 1
0
φ1(∆)[ψu(∆)f · φ1(∆)g]du
u
+
∫ 1
0
φ1(∆)[φ1(∆)f · ψv(∆)g]dv
v
− φ1(∆)[φ1(∆) · φ1(∆)]
:= R(f, g) +
∫ 1
0
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
− φ1(∆)[φ1(∆) · φ1(∆)].
(E.22)
The domain [0, 1]3 can be divided in the subsets D(t, u, v), D(u, t, v) and D(v, u, t) where D(a, b, c) =
{(a, b, c) ∈ [0, 1]3, a < min{b, c}}. Consequently,∫ 1
0
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
=
∫ 1
0
∫ 1
t
∫ 1
t
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
+
∫ 1
0
∫ 1
u
∫ 1
u
ψt(∆)[ψu(∆)f · ψv(∆)g]du dt dv
utv
+
∫ 1
0
∫ 1
v
∫ 1
v
ψt(∆)[ψu(∆)f · ψv(∆)g]dv du dt
vut
=
∫ 1
0
ψt(∆)[{φ1(∆)f − φt(∆)f} · {φ1(∆)g − φt(∆)g}]dt
t
+
∫ 1
0
{φ1(∆)− φu(∆)}[ψu(∆)f · {φ1(∆)g − φu(∆)g}]du
u
+
∫ 1
0
{φ1(∆)− φv(∆)}[{φ1(∆)f − φv(∆)f} · ψv(∆)g]dv
v
:= S(f, g) + Πf (g) + Πg(f) + Π(f, g).
(E.23)
It remains to check that R(f, g)+S(f, g) = 0. This identity, that can be proven with similar computations
as (E.23), is left to the reader. 
Proposition E.5.3. Let G be a unimodular Lie group. Let α > 0 and p, p1, p2, q ∈ [1,+∞] such that
1
p1
+
1
p2
=
1
p
.
Then for all f ∈ Bp1,qα and all g ∈ Lp2 , one has
Λp,qα [Πf (g)] . ‖f‖Bp1,qα ‖g‖Lp2 .
Proof: Let m > α2 and j ≤ −1. Notice that, for all u ∈ (0, 1),
‖∆mHuΠf (g)‖p ≤
∫ 1
0
‖∆mHuφt(∆)[ψt(∆)f · φt(∆)g]‖p
dt
t
.
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Remark that
‖φt(∆)h‖r . ‖H t
2
h‖r
for all r ∈ [1,+∞] and all h ∈ Lr. As a consequence,
‖∆mHuφt(∆)[ψt(∆)f · φt(∆)g]‖p = ‖φt(∆)∆mHu[ψt(∆)f · φt(∆)g]‖p
.
∥∥∥∆mH t
2+u
[ψt(∆)f · φt(∆)g]
∥∥∥
p
.
(
t
2
+ u
)−m
‖ψt(∆)f · φt(∆)g‖p
. min
{
t−m, u−m
} ‖ψt(∆)f · φt(∆)g‖p
. min
{
t−m, u−m
} ‖ψt(∆)f‖p1 ‖φt(∆)g‖p2
. min
{
t−m, u−m
} ‖(t∆)mHtf‖p1 ‖g‖p2 .
We deduce then
Λp,qα [Πf (g)]
q
. ‖g‖qp2
∫ 1
0
(
um−
α
2
∫ 1
0
(max{u, t})−m ‖(t∆)mHtf‖p1
dt
t
)q
du
u
. ‖g‖qp2
∑
j≤−1
(
2j(m−
α
2 )
−1∑
n=−∞
2−mmax{j,n} ‖(2n∆)mH2nf‖p1
)q
. ‖g‖Lp2
 ∑
n≤−1
2−n
α
2 q2nmq‖∆mH2nf‖qp1

1
q
,
where we used Lemma E.2.2 for the last line. As a consequence, we obtain if α ∈ (0, 2m),
Λp,qα [Πf (g)] . ‖g‖Lp2
 ∑
n≤−1
2nq(m−
α
2 )‖∆mH2nf‖qp1

1
q
. ‖g‖Lp2‖f‖Bp1,qα
where we used Proposition E.4.5 for the last line. 
Proposition E.5.4. Let G be a unimodular Lie group. Let α > 0 and p, p1, p2, p3, p4, q ∈ [1,+∞] such
that
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
.
Then for all f ∈ Bp1,qα ∩ Lp3 and all g ∈ Bp4,qα ∩ Lp2 , one has
Λp,qα [Π(f, g)] . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
Proof: Notice first that
‖∆mHuΠ(f, g)‖p ≤
∫ 1
0
‖∆mHuHt(t∆)m[φt(∆)f · φt(∆)g]‖p
dt
t
.
Let us recall then that Xi(f · g) = f ·Xig +Xif · g. Consequently, since ∆ =
∑k
i=1X
2
i , one has
‖∆m[f · g]‖p . ‖∆mf · g‖p + ‖f ·∆mg‖p +
2m−1∑
k=1
sup
|I1|=k
sup
|I2|=2m−k
‖XI1f ·XI2g‖p.
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In the following computations, (YI1 , ZI2) denotes the couple (XI1 , XI2) if |I1| 6= 0 and |I2| 6= 0, (∆|I1|/2, I)
if |I2| = 0 and (I,∆|I2|/2) if |I1| = 0. With these notations, one has
‖∆mHu+t(t∆)m[φt(∆)f · φt(∆)g]‖p
. min
{
t−m, u−m
} ‖(t∆)m[φt(∆)f · φt(∆)g]‖p
. min
{
t−m, u−m
} m−1∑
k,l=0
∥∥(t∆)m[(t∆)kHtf · (t∆)lHtg]∥∥p
. min
{
t−m, u−m
} m−1∑
k,l=0
2m∑
i=0
tm sup
|I1|=i
sup
|I2|=2m−i
∥∥YI1(t∆)kHtf · ZI2(t∆)lHtg∥∥p
= min
{
t−m, u−m
} m−1∑
k,l=0
2m∑
i=0
tm+k+l sup
|I1|=i
sup
|I2|=2m−i
∥∥YI1∆kHtf · ZI2∆lHtg∥∥p
. min
{
t−m, u−m
} m−1∑
k,l=0
2m∑
i=0
tm+k+l sup
|I1|=i+2k
sup
|I2|=2m+2l−i
‖YI1Htf · ZI2Htg‖p
. min
{
t−m, u−m
} ∑
2m≤k+l≤6m−4
k+l even
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p .
Setting cn =
∑
2m≤k+l≤6m−4
k+l even
∫ 2n+1
2n
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p
dt
t
, one has
Λp,qα [Π(f, g)]
q
.
∫ 1
0
(
um−
α
2
∫ 1
0
‖∆mHu+t(t∆)m[φt(∆)f · φt(∆)g]‖p dt
t
)q
du
u
.
∫ 1
0
um−α2 ∫ 1
0
min
{
t−m, u−m
} ∑
2m≤k+l≤6m−4
k+l even
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p
dt
t

q
du
u
.
−1∑
j=−∞
[
2j(m−
α
2 )
−1∑
n=−∞
2−mmax{n,j}cn
]q
.
∑
n≤−1
2−nq
α
2 cqn
where the last line is a consequence of Lemma E.2.2, since 0 < m− α2 < m.
It remains to prove that for any couple (k, l) ∈ N2 satisfying 6m− 4 ≥ k + l ≥ 2m and k + l even,
we have
T :=
 ∑
n≤−1
2−nq
α
2
(∫ 2n+1
2n
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p
dt
t
)q
1
q
. ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
(E.24)
1. If k = 0 or l = 0:
Since k and l play symmetric roles, we can assume without loss of generality that l = 0. In this
case, k is even and if k = 2k′,
sup
|I1|=k
sup
|I2|=0
‖YI1Htf · ZI2Htg‖p =
∥∥∥∆k′Htf ·Htg∥∥∥
p
≤
∥∥∥∆k′Htf‖p1‖Htg∥∥∥
p2
≤
∥∥∥∆k′Htf∥∥∥
p1
‖g‖p2 .
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Therefore,
T ≤ ‖g‖Lp2
 ∑
n≤−1
2−nq
α
2
(∫ 2n+1
2n
tk
′
∥∥∥∆k′Htf∥∥∥
p1
dt
t
)q
1
q
. ‖g‖Lp2‖f‖Bp1,qα
where the second line is due to the fact that k′ ≥ m > α2 .
2. If k ≥ 1 and l ≥ 1:
Define α1, α2, r1, r2, q1 and q2 by
α1 =
k
k + l
α , α2 =
l
k + l
α,
k + l
r1
=
k
p1
+
l
p3
,
k + l
r2
=
k
p2
+
l
p4
,
k + l
q1
=
k
q
,
k + l
q2
=
l
q
.
In this case, notice that k > α1 and l > α2. One has then
sup
|I1|=k
sup
|I2|=l
‖XI1Htf ·XI2Htg‖p ≤ sup|I1|=k
‖XI1Htf‖r1 sup|I2|=l
‖XI2Htg‖r2
and thus Hölder inequality provides
T ≤
 ∑
n≤−1
(
2n
k−α1
2 max
t∈[2j ,2j+1]
sup
|I1|=k
‖XI1Htf‖r1
)q1
1
q1
∑
n≤−1
(
2n
l−α2
2 max
t∈[2j ,2j+1]
sup
|I2|=l
‖XI2Htg‖r2
)q2
1
q2
. ‖f‖Br1,q1α1 ‖g‖Br2,q2α2
where the second line is due to Theorem E.1.13.
Let θ = kk+l . Complex interpolation (Corollary E.1.12) provides
(Bp3,∞0 , B
p1,q
α )[θ] = B
r1,q1
α1
and
(Bp4,qα , B
p2,∞
0 )[θ] = B
r2,q2
α2 .
Remark also that Ls(G) is continuously embedded in Bs,∞0 (G) (this can be easily seen from the
definition of Besov spaces). As a consequence,
T . ‖f‖Br1,q1α1 ‖g‖Br2,q2α2
. ‖f‖θLp3‖f‖1−θBp1,qα ‖g‖
θ
B
p4,q
α
‖g‖1−θLp2
. ‖f‖Lp3‖g‖Bp4,qα + ‖f‖Bp1,qα ‖g‖Lp2
which is the desired conclusion.

Let us now prove Theorem E.1.14
Proof: With the use of Propositions E.5.2, E.5.3 and E.5.4, it remains to check that
‖H 1
2
[f · g]‖Lp . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα (E.25)
and
‖φ1(∆)[φ1(∆)f · φ1(∆)g‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα . (E.26)
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The inequality (E.25) is easy to check. By Proposition E.4.1, one has
‖H 1
2
[f · g]‖Lp ≤ ‖f · g‖p ≤ ‖f‖p1‖g‖p2 ≤ ‖f‖Bp1,qα ‖g‖Lp2 .
For (E.26), recall that (E.18) implies
‖φ1(∆)[φ1(∆)f · φ1(∆)g]‖Bp,qα . ‖φ1(∆)f · φ1(∆)g‖Lp
. ‖φ1(∆)f‖p1‖φ1(∆)g‖p2
. ‖f‖Bp1,qα ‖g‖Lp2 .

E.6 Other characterizations of Besov spaces
E.6.1 Characterization by differences of functions - Theorem
E.1.16
Lemma E.6.1. Let p, q ∈ [1,+∞] and α > 0. There exists c > 0 such that, for all f ∈ Lp(G),
Λp,qα (f) .
(∫
G
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
.
Proof:
Since
∫
G
∂ht
∂t (y)dx = 0,
∂Ht
∂t
f(x) =
∫
G
∂ht
∂t
(y)f(xy)dy
=
∫
G
∂ht
∂t
(y)[f(xy) − f(x)]dy
=
∫
G
∂ht
∂t
(y)∇yf(x)dy.
(E.27)
Consequently, ∥∥∥∥∂Ht∂t f
∥∥∥∥
p
≤
∫
G
∣∣∣∣∂ht∂t (y)
∣∣∣∣ ‖∇yf‖pdy.
Proposition E.2.5 provides
Λp,qα (f) .
(∫ 1
0
(
t1−
α
2
∫
G
1
tV (
√
t)
e−c
|y|2
t ‖∇yf‖pdy
)q
dt
t
) 1
q
.
(∫ 1
0
(
t1−
α
2
∫
G
1
tV (
√
t)
e−c
′ |y|2
t ‖∇yf‖pe−c′
|y|2
t dy
)q
dt
t
) 1
q
.
(∫ 1
0
(
t1−
α
2
∫
G
1
tV (
√
t)
e−c
′ |y|2
t ‖∇yf‖pe−c
′|y|2dy
)q
dt
t
) 1
q
=
(∫ 1
0
(∫
G
K(t, y)g(y)
dy
V (|y|)
)q
dt
t
) 1
q
with c′ = c2 , g(y) =
‖∇yf‖p
|y|α e
−c′|y|2 and K(t, y) = V (|y|)
V (
√
t)
(
|y|2
t
)α
2
e−c
′ |y|2
t (note that we used the fact that
t ∈ (0, 1) in the third line). Lemma E.2.1 and Proposition E.2.4 imply then
Λp,qα (f) .
(∫
G
|g(y)|q dy
V (|y|)
) 1
q
=
(∫
G
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
.

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Proposition E.6.2. Let p, q ∈ [1,+∞] and α > 0, then
Λp,qα (f) . L
p,q
α (f) + ‖f‖p.
Proof:
According to Lemma E.6.1, it is sufficient to check that(∫
G
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
. Lp,qα (f) + ‖f‖p.
Since we obviously have (∫
|y|≤1
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
≤ Lp,qα (f),
all we need to prove is
T =
(∫
|y|≥1
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
. ‖f‖p.
Indeed, ‖∇yf‖p ≤ 2‖f‖p and thus
T . ‖f‖p
(∫
|y|≥1
(
e−c|y|
2
)q
dy
) 1
q
. ‖f‖p
 ∞∑
j=0
e−cq4
j
V (2j+1)

1
q
. ‖f‖p,
where the last line holds because V (r) have at most exponential growth. 
Proposition E.6.3. Let p, q ∈ [1,+∞] and α ∈ (0, 1). Then
Lp,qα (f) . Λ
p,q
α (f) + ‖f‖p ∀f ∈ Bp,qα (G).
Proof:
1. Decomposition of f :
The first step is to decompose f as
f = (f −H1f) +H1f.
We introduce
fn = −
∫ 2n+1
2n
∂Htf
∂t
dt = −
∫ 2n+1
2n
∆Htfdt
and
cn =
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
p
dt.
Remark then that
‖fn‖p ≤ cn+1
and Lemma E.3.1 provides
f −H1f =
−1∑
n=−∞
fn in S′(G).
203
2. Estimate of Xifn:
Let us prove that if n ≤ −1, one has for all i ∈ [[1, k]]
‖Xifn‖p . 2−n2 cn (E.28)
Indeed, notice first
fn = −2
∫ 2n
2n−1
∆H2tfdt
= −2H2n−1
∫ 2n
2n−1
Ht−2n−1∆Htfdt
:= H2n−1gn.
Proposition E.2.7 implies then
‖Xifn‖p . 2−n2 ‖gn‖p
. 2−
n
2
∫ 2n
2n−1
∥∥∥∥Ht−2n−1 ∂Htf∂t
∥∥∥∥
p
dt
. 2−
n
2
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
p
dt
= 2−
n
2 cn.
If ϕ : [0, 1]→ G is an admissible path linking e to y with l(ϕ) ≤ 2|y|,
∇yfn(x) =
∫ 1
0
d
ds
fn(xϕ(s))ds
=
∫ 1
0
k∑
i=1
ci(s)Xifn(xϕ(s))ds.
Hence, (E.28) implies
‖∇yfn‖p ≤
∫ 1
0
k∑
i=1
|ci(s)|‖Xifn(.ϕ(s))‖pds
= ‖Xifn‖p
∫ 1
0
k∑
i=1
|ci(s)|ds
. 2−
n
2 cn
∫ 1
0
k∑
i=1
|ci(s)|ds
. |y|2−n2 cn
where the second line is a consequence of the right-invariance of the measure and the last one
follows from the definition of l(ϕ). Thus, one has
‖∇yfn‖p .
{ |y|2−n2 cn if |y|2 < 2n
cn+1 if |y|2 ≥ 2n (E.29)
3. Estimate of Lp,qα (f −H1f)
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As a consequence of (E.29),
[Lp,qα (f −H1f)]q =
−1∑
j=−∞
∫
2j<|y|2≤2j+1
(‖∇yf‖p
|y|α
)q
dy
V (|y|)
.
−1∑
j=−∞
∫
2j<|y|2≤2j+1
( −1∑
n=−∞
‖∇yfn‖p
|y|α
)q
dy
V (|y|)
.
−1∑
j=−∞
2−
jα
2 q
 j∑
n=−∞
cn+1 +
−1∑
n=j+1
2
j−n
2 cn
q
.
−1∑
j=−∞
2jq(1−
α
2 )
( −1∑
n=−∞
2−
max{j,n}
2 [cn+1 + cn]
)q
.
−1∑
n=−∞
(
2−
nα
2 [cn+1 + cn]
)q
.
0∑
n=−∞
(
2−
nα
2 cn
)q
Note that the third line holds since 2j ≤ 1, so that V (2j+1) . V (2j) and the fifth one is obtained
with Lemma E.2.2, since α ∈ (0, 1).
However
0∑
n=−∞
[
2−n
α
2 cn
]q
=
0∑
n=−∞
[
2−n
α
2
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
p
dt
]q
.
0∑
n=−∞
2−nq
α
2 2n(q−1)
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥q
p
dt
.
0∑
n=−∞
∫ 2n
2n−1
(
t1−
α
2
∥∥∥∥∂Htf∂t
∥∥∥∥
p
)q
dt
t
=
∫ 1
0
(
t1−
α
2
∥∥∥∥∂Htf∂t
∥∥∥∥
p
)q
dt
t
= (Λp,qα (f))
q
.
(E.30)
4. Estimate of Lp,qα (H1f)
With computations similar to those of the second step of this proof, we find that
‖∇yH1f‖p . |y|‖f‖p.
Consequently,
Lp,qα (H1f) ≤ ‖f‖p
(∫
|y|≤1
|y|q(1−α) dy
V (|y|)
) 1
q
≤ ‖f‖p
∑
j≤−1
∫
2j<|y|≤2j+1
|y|q(1−α) dy
V (|y|)

1
q
. ‖f‖p
∑
j≤−1
2qj(1−α)

1
q
. ‖f‖p
where the third line is a consequence of the local doubling property.
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Theorem E.6.4. Let G be a unimodular Lie group and α ∈ (0, 1), then we have the following Leibniz
rule.
If p1, p2, p3, p4, p, q ∈ [1,+∞] are such that
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
then for all f ∈ Bp1,qα (G) ∩ Lp3(G) and all g ∈ Bp4,qα (G) ∩ Lp2(G), one has
‖fg‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
Proof: Check that
∇y(f · g)(x) = g(xy) · ∇yf(x) + f(x) · ∇yg(x).
Thus, with Hölder inequality,
‖fg‖Bp,qα ' ‖f · g‖p + Lp,qα (f · g)
. ‖f‖p1‖g‖p2 + Lp1,qα (f) · ‖g‖Lp2 + ‖f‖Lp3 · Lp4,qα (g)
. ‖f‖Bp1,qα ‖g‖p2 + ‖f‖Lp3‖g‖Bp4,qα .

E.6.2 Characterization by induction - Theorem E.1.19
Proposition E.6.5. Let p, q ∈ [1,+∞] and α > −1. Let m > α2 . One has for all i ∈ [[1, k]]
Λp,qα (Xif) . Λ
p,q
α+1f + ‖f‖p = ‖f‖Bp,qα+1.
Proof: The scheme of the proof is similar to Proposition E.4.6.
1. Decomposition of f :
Let M be an integer with M > α+12 . We decompose f as in Lemma E.3.1:
f =
1
(M − 1)!
∫ 1
0
(t∆)MHtf
dt
t
+
M−1∑
k=0
1
k!
∆kH1f
and we introduce
fn = −
∫ 2n+1
2n
(t∆)MHtf
dt
t
and
cn =
∫ 2n
2n−1
tM
∥∥∆MHtf∥∥p dtt .
Remark then that
‖fn‖p ≤ cn+1
and
f =
1
(M − 1)!
−1∑
n=−∞
fn +
M−1∑
k=0
1
k!
∆kH1f.
2. A first estimate of ∆mHtXifn:
Let us prove that if n ≤ −1, one has for all i ∈ [[1, k]]
‖∆mXifn‖p . 2−n(m+ 12 )cn. (E.31)
Indeed, notice first
fn = −2M
∫ 2n
2n−1
(t∆)MH2tf
dt
t
= −2MH2n−1
∫ 2n
2n−1
Ht−2n−1(t∆)
MHtf
dt
t
:= H2n−1gn.
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Thus, since ∆ = −∑ki=1X2i can be written as a polynomial in the Xi’s, we obtain with the upper
estimate of the heat kernel (Proposition E.2.5),
‖∆mXifn‖p .
(∫
G
∣∣∣∣∫
G
|∆MXih2n−1(z−1x)|gn(z)dz
∣∣∣∣p dx)
1
p
.
2−n(m+
1
2 )
V (2
n
2 )
(∫
G
∣∣∣∣∫
G
exp
(
−c |z
−1x|2
2n
)
gn(z)dz
∣∣∣∣p dx)
1
p
. 2−n(m+
1
2 )‖gn‖p
. 2−n(m+
1
2 )cn
where the second line is due to the fact that V (2
n
2 ) . V (2
n−1
2 ) and the last two lines are obtained
by an argument analogous to the one for (E.28).
‖∆mHtXifn‖p . 1tm ‖Xifn‖p
. 1tm ‖XiH2n−1gn‖p
As a consequence, one has for all t ∈ (0, 1],
‖∆mHtXifn‖p = ‖Ht∆mXifn‖p . 2−n(m+
1
2 )cn,
since Ht is uniformly bounded.
3. A second estimate of ∆mHtXifn:
Let us prove that for all f ∈ Lp(G) and for all i ∈ [[1, k]], one has
‖∆mHtXif‖p . t−m−
1
2 ‖f‖p. (E.32)
First, notice that
∆mHtXif(x) =
∫
G
∂m
∂tm
ht(y)(Xif)(xy)dy
=
∫
G
∂m
∂tm
ht(y)[Xif(x.)](y)dy
= −
∫
G
Xi
∂m
∂tm
ht(y)f(xy)dy
= −
∫
G
Xi∆
mht(x
−1y)f(y)dy.
Then, using the estimates on the heat kernel (Proposition E.2.5)and the fact that ∆ = −∑X2i ,
we obtain
‖∆mHtXif‖p .
(∫
G
∣∣∣∣∣ t−m−
1
2
V (
√
t)
∫
G
exp
(
−c |x
−1y|2
t
)
|f(y)|dy
∣∣∣∣∣
p
dx
) 1
p
:= t−m−
1
2
(∫
G
∣∣∣∣∫
G
K(x, y)|f(y)|dy
∣∣∣∣p dx)
1
p
with K(x, y) = 1
V (
√
t)
exp
(
−c |x−1y|2t
)
. Proposition E.2.3 yields the estimate (E.32).
4. Estimate of Λp,qα (
∑
fn)
The two previous steps imply
‖∆mHtXifn‖p .
{
2−n(m+
1
2 )cn if t < 2
n
t−m−
1
2 cn+1 if t ≥ 2n .
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As a consequence,
∫ 1
0
tm−α2 ∥∥∥∥∥∆mHtXi
−1∑
n=−∞
fn
∥∥∥∥∥
p
q dt
t
.
−1∑
j=−∞
∫
2j<t≤2j+1
(
tm−
α
2
−1∑
n=−∞
‖∆mHtXifn‖p
)q
dt
t
.
−1∑
j=−∞
2j(m−α2 ) j∑
n=−∞
2−j(m+
1
2 )cn+1 +
−1∑
n=j+1
2−n(m+
1
2 )cn
q
.
−1∑
j=−∞
(
2j(m−
α
2 )
−1∑
n=−∞
2−max{j,n}(m+
1
2 )[cn + cn+1]
)q
.
−1∑
n=−∞
[
2−n
α+1
2 [cn + cn+1]
]q
.
0∑
n=−∞
[
2−n
α+1
2 cn
]q
where we used Lemma E.2.2 for the fourth estimate, relevant since −1 < α2 < m by assumption.
We get then the domination
∫ 1
0
tm−α2 ∥∥∥∥∥∆mHtXi∑
n
fn
∥∥∥∥∥
p
q dt
t
.
0∑
n=−∞
[
2−n
α+1
2 cn
]q
. (E.33)
However computations analogous to those leading to (E.30) prove that
0∑
n=−∞
[
2−n
α+1
2 cn
]q
.
∫ 1
0
(
tM−
α+1
2
∥∥∆Mf∥∥
p
)q dt
t
.
(
Λp,qα+1f
)q
.
(E.34)
5. Estimate of the remaining term.
Recall that
f =
1
(M − 1)!
−1∑
n=−∞
fn +
M−1∑
k=0
1
k!
∆kH1f.
We already estimated Λp,qα (
∑
fn). What remains to be estimated is Λ
p,q
α (
∑ 1
k!∆
kH1Xif).
Proposition E.2.7 provides as well∥∥∆mHtXi∆kH1f∥∥p ≤ ∥∥∆mXi∆kH1f∥∥p . ‖f‖p.
As a consequence, we get,
∫ 1
0
tm−α2 ∥∥∥∥∥∆mHtXi
M−1∑
k=0
1
k!
∆kH1f
∥∥∥∥∥
p
q dt
t
.
(
‖f‖p
∫ 1
0
tq(m−
α
2 )
dt
t
)q
. ‖f‖qp.

Corollary E.6.6. Let p, q ∈ [1,+∞] and α > 0.
‖f‖Bp,q
α+1
' ‖f‖Lp +
k∑
i=1
‖Xif‖Bp,qα .
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Proof: The main work was done in the previous proposition. Indeed, notice that Proposition E.6.5
implies
Λp,qα+1f = Λ
p,q
α−1(∆f)
≤
k∑
i=1
Λp,qα−1Xi(Xif)
.
k∑
i=1
‖Xif‖Bp,qα ,
which provides the domination of the first term by the second one.
The converse inequality splits into two parts. The first one is the domination of Λp,qα (Xif) by
‖f‖Bp,qα+1, which is an immediate application of Proposition E.6.5. The second one is the domination of
‖Xif‖p. But recall that Theorem E.1.9 states that we can replace ‖Xif‖p by ‖H 1
2
Xif‖p in the Besov
norm, and (E.32) provides that
‖H 1
2
Xif‖p . ‖f‖p ≤ ‖f‖Bp,qα .

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