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a b s t r a c t
In this paper we consider ecoepidemic models in which the basic demographics is
represented by predator–prey interactions, with the disease modeled by an SEI system.
At first we consider a basic Lotka–Volterra type of interaction. Then we also introduce
competition for resources among individuals of the prey population. Several variations
of the model are presented, in which the prey intra-specific population pressure assumes
different forms, depending on the virulence of the disease. Indeed, the latter may affect the
exposed and infected individuals so much that they may not be able to compete with the
sound ones for resources. A further distinguishing feature of this investigation lies in the
way in which the predator actively selects the prey for hunting. For instance in some cases
predators may discard the diseased ones, as less palatable, while in other situations they
would instead search expressly for the infected, since these are weaker individuals and
thus easier to hunt. The equilibria of the systems are analyzed, showing that in some cases
bifurcations arise, contrary to what happens to similar classical Holling type I ecoepidemic
models. These persistent oscillations seem to be triggered by the number of subpopulations
present in the system,which is larger than those introduced in the formermodels, counting
also the latent class. Furthermore, adding predation to an SEI epidemicmodel has profound
effects on the stability of its equilibria. In particular, once the predators are introduced
into an SEI epidemic at a stable endemic equilibrium, their presence destabilizes this
equilibrium making the previous stable conditions unrecoverable.
© 2010 Elsevier B.V. All rights reserved.
1. A very brief background on mathematical population theory
Populationmodels date back two centuries, since the pioneeringwork ofMalthus [1], later corrected for logistic behavior
in [2–4]. Modern biomathematics originated from the works of Volterra and Lotka [5,6] about a century ago. In fact, it was
from thebiologists’ observations of unexpected results of fish catches in theAdriatic Sea in the years immediately afterWorld
War I that these studies were prompted [7]. Later on, more complex structures were introduced, such as spatial models as
well as food webs, in which several trophic levels exist; various other demographic aspects have also been considered, such
as competition for food among species and symbiotic interactions or commensalism [8]. These have an important field of
application for instance in the recent study of plankton dynamics [9,10].
Mathematical epidemiology instead originated from works of Kermack and McKendrick and von Foerster, the former of
whichwas almost a contemporary research of Volterra’s [11,12]. The ultimate role of this science is the study of prophylactic
measures against epidemics; see for instance the recent papers [13–15]. Only in the not so far past epidemic models
accounting for non-constant total population sizes have been investigated [16,17] in contrast to classical epidemiological
systems [18]. Also, a latency period can be introduced [19–21] modeling the fact that in general there is a time lag between
the instant of a ‘‘successful contact’’ between an infected and a sound individual, leading to a new case of the disease, and the
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moment atwhich the latter becomes infectious, i.e., able in turn to spread the disease to other individuals. A thorough review
of the state of the art is contained in [22].
Ecoepidemic models originated much more recently, about twenty years ago; see [23–26], and in the past decade many
other papers followed, see for instance [27–32]. The characteristic of thesemodels is themerging of the demographic aspects
with the epidemic ones, allowing a disease to spread in interacting population models. Fairly recent accounts of the state of
the art in ecoepidemiology can be found in [33,34,8]. The general ecoepidemic model can be written
dS
dt
= R(S)− β(S, I)− pS(S, P), (1a)
dI
dt
= β(S, I)− pI(I, P)−MI(I), (1b)
dP
dt
= pI(I, P)+ pS(S, P)−MP(P), (1c)
where S = S(t), I = I(t), P = P(t). Eq. (1a) describes the evolution of sound prey, accounting for reproduction, infection and
predation respectively in each of its terms, (1b) describes the dynamics of infected prey, entering this class from the sound
class via interactions with diseased individuals, and then being subject to predation and disease-related mortality, and (1c)
describes the predators, feeding on both infected and susceptible prey and being subject to their own natural mortality. The
function R denotes the reproduction function of the prey, β is the disease incidence, pS and pI are the hunting functions of
predators on sound and infected prey respectively, and MI and MP denote the mortalities, specifically the disease-related
mortality of infected prey, and the one of predators, respectively. Various situations can be described in this framework and
have already beenmodeled; see [35–38] and the references cited in [33,34,8]. Note that classical epidemic models would be
modeled by the first two equations, without pS and pI and classical predator–preymodels would neither contain the second
equation nor the functions β , pI .
We summarize the themes that appear in this paper: We introduce, in the context of ecoepidemic models, the novel
feature of the exposed class. From an alternative perspective, we consider an SEI epidemic (see for instance [21,19,20,22])
affecting a species which is hunted by a natural predator. In addition, in more complex models, we will consider the role
that intra-specific population competition can have on some of the subpopulations. This represents a second novel feature of
this paper: at times this population pressure has been neglected in several ecoepidemic situations. The hunting preferences
of predators (for sound or for infected prey) is debatable, since on one hand the infected prey (being weaker) might be
captured more easily, but on the other one hand the infected prey may be less palatable. To account for this issue, we
construct separate models for each scenario.
The paper is organized as follows. In the next section we discuss the introduction of the exposed class in Lotka–Volterra
type ecoepidemic models [24,26]. In the following two sections the population pressure is also taken into consideration.
Section 3 contains two simple models with selective hunting. The analysis gives conditions under which a Hopf bifurcation
arises. In Section 4 we consider more complicated models, accounting for various kinds of intra-specific competition
among the prey. Equilibria of these systems are analytically derived and their stability is investigated, mainly by means
of simulations. A final discussion of the findings concludes the paper.
2. Ecoepidemic models with possible reproduction of exposed and infected individuals
We formulate thismodel starting from the epidemiologicalmodels considered in [21,19]. Consider the SEImodel for prey
in which (a) the disease is transmitted only horizontally, i.e., all newborns are sound (that is, healthy), and in which (b) both
exposed and infected possibly reproduce [21] and in which (c) a predator population is also introduced. From an alternative
viewpoint, this can be regarded as a Lotka–Volterra predator–prey model, with a disease spreading in the prey population:
With S = S(t), E = E(t), I = I(t), P = P(t), we have
dS
dt
= (r − n)S + r(1− δ)E + r(1− θ)I − γ SI − aSP (2a)
dE
dt
= γ SI − (n+ α)E − bEP (2b)
dI
dt
= αE − (n+ µ)I − cIP (2c)
dP
dt
= e(aSP + bE + cI)P −mP. (2d)
Here r and n represent respectively the prey reproduction and natural mortality rates. (For, respectively, δ < 1 and θ < 1
exposed and infected individuals also reproduce, following [21].) For the remaining parameters, γ is the disease incidence,α
the transition from latency to infectiousness,µ the disease-related mortality. Finally, hunting rates on susceptible, exposed
and infected classes are a, b and c respectively, while e denotes the predators’ conversion factor andm their mortality. Note
that throughout the paper all the parameters are assumed to be nonnegative.
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2.1. Equilibria
The four boundary equilibria of (2) are (i) R0 = (0, 0, 0, 0) (the origin), (ii) the disease-free equilibrium R1 =
(S1, 0, 0, P1), S1 = mae , P1 = r−na , and (iii) the predator-free equilibrium R2 = (S2, E2, I2, 0), with
S2 = (n+ α)(n+ µ)
αγ
, E2 = n+ µ
α
I2, I2 = (r − n)(n+ α)(n+ µ)
γ {(n+ α)(n+ µ)− r[(1− θ)α + (1− δ)(n+ µ)]} .
Note that R1 is feasible for r > n, while R2 is feasible if either one of the pair of conditions
r > n, (n+ α)(n+ µ) > r[(1− θ)α + (1− δ)(n+ µ)], (3a)
r < n, (n+ α)(n+ µ) < r[(1− θ)α + (1− δ)(n+ µ)], (3b)
is satisfied. Here, condition (3b) is impossible to satisfy if exposed and infected do not reproduce, i.e., if θ = δ = 1, but in
such a case (3a) is trivially satisfied if r > n.
In addition to R0, R1 and R2, there is the coexistence equilibrium R3 = (S3, E3, I3, P3).
2.1.1. The equilibrium R3
The equilibrium R3 can be assessed analytically in several special cases, as we now outline.
Case 1. For a = b = 0, i.e., hunting only on infected prey, we find
Sc3 =
(n+ α)ceEc3
mγ
, Ec3 =
γ rm2(1− θ)
ce[γm(n+ α − r(1− δ))− ce(r − n)(n+ α)] , I
c
3 =
m
ce
,
Pc3 =
eαEc3
m
− n+ µ
c
,
with feasibility condition
αγ rm(1− θ)
γm[n+ α − r(1− δ)] − ce(r − n)(n+ α) > n+ µ. (4)
If infected do not reproduce (θ = 1), R3 becomes infeasible, since for θ → 1 (4) is violated.
Case 2. For c = 0, i.e., hunting only on sound and exposed prey, considering the disease mild enough so as not to affect the
latter too much, we have instead
Sab3 =
rm
be
[
1− δ + (1− θ)α
n+ µ
]{
ar
b
(
1− δ + α(1− θ)
n+ µ
)
+ mαγ
be(n+ µ) −
a
b
(n+ α)− r + n
}−1
,
Eab3 =
m− aeSab3
be
, Iab3 =
α
n+ µ
m− aeSab3
be
, Pab3 =
1
b
[
αγ
n+ µS
ab
3 − (n+ α)
]
,
(5)
with feasibility conditions
m
ae
≥ rm[(1− δ)(n+ µ)+ (1− θ)α]
aer[(n+ µ)(1− δ)+ α(1− θ)] +mαγ − ae(n+ α)(n+ µ)− be(r − n)(n+ µ) ≥
(n+ µ)(n+ α)
αγ
. (6)
Case 3. δ = θ = 1. We consider now the situation for δ = θ = 1, i.e., when only susceptibles reproduce as in [39].
Whether it is more realistic also to assume that the exposed reproduce is a debatable question, discussed in [21]. The
case a = b = 0 leads to the condition ec(r − n) = mγ which in general cannot be satisfied, so that the coexistence
equilibrium does not exist in general. Also for δ = θ = 1, the case c = 0 gives a strong relation for the system’s parameters,
αγm = e(n+µ)[a(n+α)+ b(r−n)], which in general is not satisfied. Thus in this case, also, the interior equilibrium does
not exist. For indiscriminate hunting, i.e., a 6= 0, b 6= 0, c 6= 0 the coexistence equilibrium can be investigated, instead. It is
immediately seen that r < n implies P < 0, so that we take r > n. Then
Sδθ3 =
m
ae
− b
a
Eδθ3 −
c
a
Iδθ3 , P
δθ
3 =
1
a
(
r − n− γ Iδθ3
)
. (7)
Substituting (7) into the remaining system’s equations (2b), (2c), we find equations representing two parabolas 01. 02,
namely
01 : E
[
b
a
(r − n)+ n+ α
]
= − c
a
γ I2 + m
ae
γ I, 02 : αE = − caγ I
2 + I
[ c
a
(r − n)+ n+ µ
]
.
Both parabolas are concave and cross the origin, so to ensure an intersection the remaining zero of01must be larger than the
remaining zero of 02, and the slope at the origin of 01must be smaller than the corresponding slope of 02. Alternatively, the
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converse situations can hold, thereby giving either one of the conditions
αam
b(r − n)+ a(n+ α) >
e
γ
[c(r − n)+ a(n+ µ)] > m;
αam
b(r − n)+ a(n+ α) <
e
γ
[c(r − n)+ a(n+ µ)] < m.
(8)
Either one of (8) represents the condition for existence of a value Rδθ3 . Feasibility conditions for this interior equilibrium give
further restrictions on the location of the intersection of 01 and 02, namely r > n + γ Iδθ3 and ebEδθ3 + ecIδθ3 < m. These
conditions can be analyzed by observing that the intersection lies within the rectangle bounded by the coordinate axes, the
vertical line through the smallest zero of 01 and 02 (other than the origin), and the horizontal line through the smallest
vertex of 01 and 02, i.e., we can require
Iδθ3 < min
{
m
ce
,
c(r − n)+ a(n+ µ)
γ
}
≤ r − n
γ
,
Eδθ3 < min
{
γm2
4ce2[b(r − n)+ a(n+ α)] ,
[c(r − n)+ a(n+ µ)]2
4αγ ac
}
≤ 1
b
(
m
e
− c r − n
γ
)
.
(9)
2.2. Stability analysis
We now discuss the stability of the equilibria. In the analysis, we fix attention on a chosen equilibrium of the nonlinear
evolution equations. Our approach is standard: we linearize the evolution equations about a solution, taken to be any of
the equilibria. The coefficient matrix in the linearized system will be the Jacobian, denoted J . We consider, for a chosen
equilibrium, its eigenvalues σ(J) := {z ∈ C| det(zI − J) = 0} and the spectral abscissa µ(J) := max{<(λ)|λ ∈ σ(j)}. If
µ(J) < 0 then the linearized system is asymptotically stable and we can deduce that the chosen equilibrium is a stable
solution of the nonlinear equations. Ifµ(J) > 0 then the equilibrium is unstable. Whenµ(J) = 0, further analysis would be
required to analyze the stability of the equilibrium.
The Jacobian of (2) on the solution S = S(t), E = E(t), I = I(t), P = P(t) is
J =
r − n− γ I − aP r(1− δ) r(1− θ)− γ S −aSγ I −(n+ α + bP) γ S −bE0 α −(n+ µ+ cP) −cI
aeP beP ceP e(aS + bE + cI)−m
 . (10)
Now, for stability we shall be assisted by the Routh–Hurwitz conditions [40,41].
Case 1. At the origin (S = E = I = P ≡ 0), the eigenvalues of the Jacobian are r − n,−(n+ µ),−(n+ α),−m, for which it
is stable when r < n.
Case 2. At R1 we find that the characteristic equation factors, to give the roots of the quadratic
λ2 + λ[2n+ α + µ+ (b+ c)P1] + (n+ α + bP1)(n+ µ+ cP1)− αγ S1 = 0
and two purely imaginary eigenvalues λ± = ±i√m(r − n), if r > n; otherwise for r < n it follows λ+ > 0 making R1
unstable. The Routh–Hurwitz conditions for stability give
e[a(n+ α)+ b(r − n)][a(n+ µ)+ c(r − n)] > amαγ . (11)
If they are satisfied, then, the trajectories approach the plane E = I = 0, in which neutrally stable cycles around R1 exist.
Case 3. At R2 one eigenvalue is immediate, e(aS2 + bE2 + cI2)− m, and the others are the roots of the cubic∑3i=0 a˜iλi = 0,
with
a˜3 = 1, a˜2 = (3n+ α + µ+ γ I2 − r), a˜1 = (γ I2 + n− r)(2n+ α + µ)− γ I2r(1− δ),
a˜0 = (γ I2 + n− r)(n+ α)(n+ µ)− αγ I2r(1− θ)+ αγ S2(r − n)− γ I2r(1− δ)(n+ µ).
First, we consider the particular case δ = θ = 1, a 6= 0, b 6= 0, c 6= 0. The condition a˜0 > 0 holds for r > n and a˜2 > 0 can
be assessed, but since a˜1 = 0, it follows that a˜1˜a2 − a˜0 = −˜a0 < 0, so that in this situation R2 is unconditionally unstable.
For the general case instead a˜0 > 0, a˜2 > 0, follow by the feasibility of I2 and a˜1˜a2 − a˜0 > 0 holds if and only if
(γ I2 + n− r)(2n+ α + µ)[γ I2 + 3n− r + α + µ]
> γ I2[r(1− δ)(γ I2 + 2n− r + α)+ (n+ α)(n+ µ)− αr(1− θ)].
Note that there is no contradiction between this result and the former one, since as δ, θ → ∞, we find I2 → γ−1(r − n),
thereby reducing to zero the left hand side, thus violating the feasibility condition.
Case4.We consider only oneparticular instance for the stability analysis of the interior equilibrium (R3), namely the situation
in which a = b = 0, i.e., the predators select only the infected prey for hunting.
E. Venturino / Journal of Computational and Applied Mathematics 234 (2010) 2883–2901 2887
Let J[i,j;k,`] denote the submatrix of J obtained by selecting rows i and j and columns k and `. Observing the structure of
the Jacobian (10), the minor J[1,2,3;1,2,3] with c = 0 corresponds to the Jacobian of the purely epidemic SEI model, JSEIP(λ).
The Jacobian of the ecoepidemic model JSEIP(λ) therefore borders it with an extra row and column, and changes slightly the
element J33. Thus the following relationship between the two Jacobians holds
JSEIP(λ) = −λJSEI(λ)− α(1+ λ)J[1,2;1,3](λ)+ cPc3(m+ λ)J[1,2;1,2](λ).
Assuming now that the endemic equilibrium for the SEI model is stable, the roots of the characteristic polynomial JSEI(λ)
have negative real parts and this implies that JSEI(0) = −(n+µ)J[1,2;1,2](0)−αJ[1,2;1,3](0) < 0. Looking at the ecoepidemic
model, its characteristic polynomial is a quartic and it follows that
JSEIP(0) = cmPc3 J[1,2;1,2](0)− αJ[1,2;1,3](0).
To ensure that at least one of the eigenvalues is positive, i.e., that the corresponding interior equilibrium R3 is unstable, it
suffices to require that JSEIP(0) < 0. Letting
L(x) ≡ m{(n+ µ)[(r − n)(n+ α)x+mγ ((1− δ)r − (n+ α))] + αγ rm(1− θ)}, (12a)
R(x) ≡ αγ
2m2r(1− θ)[n+ α − r(1− δ)]
(r − n)(n+ α)x− γm(n+ α − r(1− δ)) , (12b)
this condition can be recast in the form L(ce) < R(ce). The equations y = L(x) and y = R(x) represent a straight line
and a hyperbola, respectively. The former has always positive slope, and height at the origin L0 = L(0), with L0 > 0 if
(n + µ)r(1 − δ) + αr(1 − θ) > (n + α)(n + µ). The latter has the x axis as horizontal asymptote and the vertical one at
x∞, with
x∞ = γm[n+ α − r(1− θ)]
(r − n)(n+ α) . (13)
Now x∞ > 0 if and only if n+ α > r(1− θ). It follows that the straight line and hyperbola intersect at a point ( x̂, ŷ ). The
inequality L(ce) < R(ce) is thus satisfied in Î ≡ [x∞, x̂] for the case x∞ > 0 and in Î ≡ [0, x̂ ] for x∞ < 0 and L0 < R0 < 0.
Hence, for values of ce in the interval Î the coexistence equilibrium in the ecoepidemic model becomes unstable.
2.3. Interpretation
The analytical results so far derived show that the ecosystem collapses if not enough prey are born, since the prey
newborns are the only input in the system.
R1 is the equilibrium inherited from the Lotka–Volterra system, with neutrally stable cycles around it in the E = I = 0
plane. These are approached if (11) is satisfied, i.e., for small enough m or γ or for large enough µ, c , r , e. Therefore small
values of the predator’s mortality or of the disease incidence favor the disappearance of the disease, as do large disease-
related mortality, predators’ conversion factor and hunting rate and high prey reproduction. Opposite conditions instead
lead to endemicity of the disease.
The predators-free equilibrium R2 is always unstable. In an SEI epidemic model the disease can settle at an endemic
equilibrium [21]. If, in such a situation, predators are introduced, one cannot have these wiped out and, at the same time,
the previous endemic environmental conditions restored. Since the stable coexistence equilibrium of the purely epidemic
SEI model can be destabilized introducing the predators, the latter can have a relevant influence on the outcome of an SEI
epidemics.
3. Introducing the intra-specific population pressure only on susceptibles
In this and the next section we will consider only the case in which exposed and infected individuals are unable to
reproduce, corresponding to taking θ = δ = 1 in (2). In addition we take them here also impaired enough by the disease so
as not to be able to compete for resources with the susceptibles, and, less realistically, not being able to feel their pressure.
These assumptions will be relaxed in Section 4. The underlying assumption for the exposed class is based on the fact that
these individuals, though not infectious, are nevertheless affected (andweakened) by the disease. Denoting this competition
rate by (r − n)K−1, with the same meanings for the other parameters as in the previous model, the system is
dS
dt
= (r − n)S
(
1− ηS + ξE + ωI
K
)
− γ SI − aSP (14a)
dE
dt
= γ SI − (n+ α)E − pi(r − n)ηS + ξE + ωI
K
E − bEP (14b)
dI
dt
= αE − (n+ µ)I − σ(r − n)ηS + ξE + ωI
K
I − cIP (14c)
dP
dt
= [e(aS + bE + cI)−m]P. (14d)
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The new parameters η, ξ ,ω could be interpreted as weights for each subpopulation in the intra-specific competition; σ and
pi are further scaling factors for the corresponding terms for exposed and infected individuals relative to the intra-specific
competition for susceptibles. In practice we will always consider them as switches, to investigate particular instances,
η, ξ, ω, σ , pi ∈ {0, 1}. Note that a logistic growth in SEI type epidemic models has been introduced in [20], in which the
whole population constitutes a pressure on each subpopulation.
The Jacobian of (14) reads
J =

J11 − r − nK ξS −
r − n
K
ωS − γ S −aS
γ I − pi r − n
K
ηE − bP J22 γ S − r − nK piωE −bE
− r − n
K
ησ I α − r − n
K
ξσ I J33 −cI
aeP beP ceP e(aS + bE + cI)−m

(15)
with
J11 = r − n− r − nK (2ηS + ξE + ωI)− γ I − aP, J22 = −(n+ α)− pi
r − n
K
(2ξE + ηS + ωI)
and
J33 = −(cP + n+ µ)− σ r − nK (ηS + ξE + 2ωI).
In this section we always take η = 1, ξ = ω = σ = pi = 0. This corresponds to assuming, somewhat unrealistically, that
sound individuals compete for resources only among themselves, while the other subpopulations are so much affected by
the disease so as not to feel this demographic pressure. In this situation we consider instead two types of selective hunting:
only on infected prey and only on sound prey.
3.1. Selective hunting only on infected prey
Consider then at first the model with selective harvesting only on the infected prey, namely (14) with
η = 1, ξ = ω = σ = pi = 0, a = b = 0. (16)
There are only four possible equilibriaQk = (Sk, Ek, Ik, Pk), k = 0, . . . , 3 in the SEIP phase space: the origin, the boundary
points Q1 = (K , 0, 0, 0),
Q2 =
(
1
αγ
(n+ α)(n+ µ), r − n
αγ
(n+ µ)
[
1− (n+ α)(n+ µ)
αγK
]
,
r − n
γ
[
1− (n+ α)(n+ µ)
αγK
]
, 0
)
(17)
and the coexistence equilibrium
Q3 =
(
K
r − n
[
r − n− γ m
ce
]
,
γmK
ce(r − n)(n+ α)
[
r − n− γ m
ce
]
,
m
ce
,
αγK
c(r − n)(n+ α)
[
r − n− γ m
ce
]
− n+ µ
c
)
.
Feasibility conditions for Q2 and Q3 respectively are
αγK > (n+ α)(n+ µ); αγK
[
1− γm
(r − n)ce
]
> (n+ µ)(n+ α) ≥ 0. (18)
The origin is always unstable since the eigenvalues are r − n, −(n + α), −(n + µ), −m. Q1 has the eigenvalues −(r − n),
−m, and the roots of the quadratic
λ2 + (2n+ α + µ)λ+ (n+ α)(n+ µ)− αγK = 0. (19)
The negativity of the first eigenvalue requires r > n and the Routh–Hurwitz conditions for stability of Q1 give
αγK < (n+ α)(n+ µ). (20)
Thus Q2 and Q3 are feasible if and only if Q1 is unstable. Furthermore in this model the neutrally stable equilibrium of the
demographic model does not exist, hence either only the sound prey survive at Q1 or the disease remains endemic.
AtQ2 three eigenvalues come from the roots of amonic cubic. The negativity of the remaining eigenvalue ceI2−m together
with the Routh–Hurwitz conditions give unconditional stability whenever the equilibrium is feasible. Indeed â2 > 0 and
the feasibility condition for Q2, namely the first of (18), implies â0 > 0 as well as â1̂a2 − â0 > 0, as the latter reads
â1̂a2 − â0 = r − nK S2
[(
r − n
K
S2 + 2n+ α + µ
)
(2n+ α + µ)+ αγK − (n+ α)(n+ µ)
]
> 0.
Stability is then regulated by
ce(r − n) (αγK − (n+ α)(n+ µ)) < αγ 2Km. (21)
The stability of the interior equilibrium instead leads to a complicated quartic, for the analysis of which we turn to
numerical simulations, all performed with Matlab.
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Fig. 1. Model (16): Four left frames: Equilibrium Q2; Four right frames: Equilibrium Q1 .
Fig. 2. Oscillations for all the prey subpopulations for model (16); on the right the time interval is much longer, showing that they are indeed limit cycles.
For the following choice of parameters r = 1.1, K = 300, γ = 0.9, n = 0.3, α = 0.009, c = 0.07, µ = 2.5, e = 0.7,
m = 0.45, we obtain the equilibrium Q2 (see Fig. 1 left) while by changing the value of γ = 0.1 so that (20) is satisfied, we
recover Q1 (see Fig. 1 right). This also shows that there is a transcritical bifurcation when (20) becomes an equality.
Q3 is obtained by the choice of the parameters r = 7.1, K = 300, γ = 0.35, n = 0.3, α = 0.009, c = 0.07, µ = 0.5,
e = 0.7 and m = 0.45. No substantial differences except for the equilibrium values are observed by increasing the value
of r , while decreasing it to r = 5.1 entails that Q3 becomes infeasible and the equilibrium shifts to Q2. The same occurs by
increasing γ to the value γ = 0.635. Past this value,Q2 is always found, but its stability changes at about γ = 0.85, an onset
point of sustained oscillations for all the prey subpopulations. In Fig. 2 we show them for γ = 0.91 over a not too much
extended time interval, on the left, and on the right for the value of γ = 0.85 over a longer time interval, to substantiate
that these are in fact limit cycles.
Decreasing γ to the value γ = 0.35 we obtain Q3, Fig. 3 left, and further decreasing it to the value γ = 0.105 leads again
to infeasibility of Q3 and once more the equilibrium shifts to Q2. A further reduction to γ = 0.091 brings the system back
to equilibrium Q1 which is then found for further decreases of γ until γ = 0.
Considering the parameter n, its decrease has no effect, the systemmoves always to the stable equilibrium Q3. Note also
that in all these situationsQ2 is feasible, but always unstable and thereforeQ1 is unstable in view of (18) and (20). Increasing
n to n = 0.5 leads to the stable equilibrium Q2 and increasing it further, past n = 0.75, the system settles to Q1.
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Fig. 3. Four left frames: Interior equilibrium Q3 for model (16); Four right frames: Q3 is heavily affected by a different predators’ mortality.
Decreasing α to α = 0.003 leads to the equilibrium Q2 and then a further decrease to α = 0.001 gives the equilibrium
Q1. The increase of the parameter α does not lead to changes in the equilibrium, coexistence is still found, but the levels of
the populations change. For instance a tenfold increase of α gives a similar increase in the predators population, with little
change in the three prey subpopulations. The choice α = 0.5 leads to a predators’ equilibrium level of about 500, which is
50 times larger than the one obtained with the reference value; in this case the exposed prey drop from roughly 1500 to
about 600, less than half their original size.
Halving the parameter c gives a sharp rise in the sound prey, almost doubling them, and a pronounced decrease in all
the other populations, roughly halving their sizes. For c = 0.01 the predators are completely wiped out, while all the other
subpopulations survive. Larger values such as c = 0.3 or c = 0.5 lead to larger sound prey population sizeswhile decreasing
the predators and all the other prey subpopulations.
A decrease in the disease-related mortality leads to higher predators population values. The opposite effect is observed
by an increase, until forµ = 1.8 the predators are wiped out and Q2 is obtained. For still larger values, namely e.g.µ = 3.2,
equilibrium Q1 is found.
For e = 0.1 the equilibrium Q2 is obtained, while a higher value of the conversion factor, e = 0.99 leads still to
coexistence, and has the effect of decreasing the sound prey population, while all the other ones are increased.
Decreasing the predators’ mortality to m = 0.01 leads to damped oscillations which ultimately result still in the
coexistence equilibrium, in which however the exposed and infected prey levels are much lower than formerly (see Fig. 3
right). Higher values instead lead to decreases in all populations but for the exposed and infected prey, which increase. For
m = 0.9 the predators vanish and Q2 is recovered.
3.2. Selective hunting on sound prey only
In this case in (14) we take
η = 1, ξ = ω = σ = pi = 0, b = c = 0. (22)
Here we find four equilibria. The origin again is unstable for r > n in view of the eigenvalues r − n,−(n+ α),−(n+µ),
−m. The point Z1 ≡ Q1 = (K , 0, 0, 0) has two explicit eigenvalues−(r − n), aeK −m and the remaining ones are the roots
of (19). The Routh–Hurwitz conditions applied on the latter indicate that it is stable if and only if both (20) and the following
condition are satisfied,
aeK < m. (23)
The equilibrium
Z2 =
(
m
ae
, 0, 0,
r − n
a
[
1− m
aeK
])
(24)
if r > n is feasible for aeK > m, a condition which also implies negativity of two eigenvalues, namely the roots of
λ2 + λ(r − n)m
aeK
+m(r − n)
(
1− m
aeK
)
= 0. (25)
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Fig. 4. Four left frames: Damped oscillations toward Z2; Four right frames: Stable limit cycles of the whole ecosystem populations for model (22).
The other eigenvalues are the roots of
λ2 + λ(2n+ α + µ)+ (n+ α)(n+ µ)− αγ m
ae
= 0
and in this case the Routh–Hurwitz conditions for stability require
ae(n+ α)(n+ µ) > αγm. (26)
Note that in these conditions, Z1 is stable if and only if Z2 is infeasible. Searching for possible Hopf bifurcations in its neigh-
borhood, we find that they cannot arise, since purely imaginary eigenvalues arise only for (r − n)m = 0 or 2n+ α+µ = 0
which are impossible conditions to satisfy, if we exclude the trivial case for which r = n. However, damped oscillations of
populations converging to this equilibrium are possible (see Fig. 4 left).
The next equilibrium is Z3 = Q2 (see (17)). Feasibility is ensured by the first of (18), i.e., the opposite of (20). Thus Z1 is
stable if and only if Z3 is infeasible. One eigenvalue is aeS3 −m, the remaining ones are roots of the monic cubic,
3∑
i=0
aiλi = 0, a3 = 1, a2 = r − nk S3 + 2n+ α + µ, a1 = (2n+ α + µ)
r − n
K
S3, a0 = αγ 2I3S3.
The Routh–Hurwitz conditions require a0 > 0 and a2 > 0 and D2 ≡ a2a1 − a0 > 0; of these, the first two are both
satisfied and the last reduces explicitly to
(n+ α)(n+ µ)+ (2n+ α + µ)
(
r − n
K
S3 + 2n+ α + µ
)
> αγK . (27)
Looking for possible bifurcations, we need to factor the cubic as (λ2 + ζ 2)(λ+ ρ) = λ3 + ρλ2 + ζ 2λ+ ρζ 2 = 0. Thus we
find that a2a1 − a0 = 0 and this occurs for a critical value of the bifurcation parameter r ,
r∗ = n+ αγK
(n+ α)(n+ µ)(2n+ α + µ)
[
αγK − (n+ α)(n+ µ)− (2n+ α + µ)2] . (28)
This must be combined with the transversality condition
dD2
dr
∣∣∣∣
r=r∗
6= 0.
Explicitly, we find
dD2
dr
∣∣∣∣
r=r∗
= S3
K
[
2
S3
K
(2n+ α + µ)r∗ − αγK + (n+ µ)(n+ α)+ (2n+ α + µ)2
]
(29)
= S3
K
[
2
n
K
(n+ α)(n+ µ)(2n+ α + µ)− αγK + 5n2 + 5n(α + µ)+ α2 + µ2 + 3αµ
]
, (30)
which in general does not vanish. Thus, around Z3 at r = r∗ a Hopf bifurcation occurs, shown in Fig. 4 right, giving rise to
stable limit cycles in all the populations of the ecosystem.
2892 E. Venturino / Journal of Computational and Applied Mathematics 234 (2010) 2883–2901
Finally, note that for this model the interior equilibrium Z4 does not exist in general, unless the very special condition on
the system parameters holds αγm = ae(n+ α)(n+ µ) in which case it becomes a line of equilibria, with I4 possessing an
arbitrary value, therefore losing uniqueness.
4. Intra-specific population pressure exerted and felt by each subpopulation
This section is devoted to the analysis of the role that intra-specific competition plays in the prey dynamics, while
retaining all the other basic ecoepidemiological assumptions. In contrast to the two simplemodels presented in the previous
section, more refined models need to assume that the susceptibles’ population pressure is felt also by the exposed and
infected individuals. As there are good reasons for assuming that exposed and infected individuals do compete for resources
and are subject to intra-specific competition when the disease is mild and does not impair them too much, but also that the
same may affect them more heavily and therefore makes them unable to compete with their fellows, we consider for this
case several possible variants, listed below, which are formulated always including the population pressure feature.
Let us assume at first that there is no intra-specific competition except for the susceptibles, and the predators hunt only
sound prey. However, here the exposed and the infected prey, although unable to compete, feel the susceptibles’ pressure.
The model (A) corresponds then to (14) with
(A) : η = 1, ξ = 0, ω = 0, σ = 1, pi = 1, b = 0, c = 0. (31)
In the second model (B) the same assumption holds for the intra-specific competition, while the predators feed on both
susceptibles and exposed. That is to say, in model (B) we take (14) with
(B) : η = 1, ξ = 0, ω = 0, σ = 1, pi = 1, c = 0. (32)
Next, it is known that in several cases the large predators tend to hunt large prey, like elephants, which after becoming sick
tend to live more isolated. This fact makes themmore vulnerable to attacks from predators, which therefore prefer this kind
of prey for ease in capture. In this case with the same conditions for intra-specific competition, we assume hunting only on
infected individuals. The basic system gets modified as follows
(C) : η = 1, ξ = 0, ω = 0, σ = 1, pi = 1, a = 0, b = 0. (33)
In the following two reformulations, we take both susceptibles and exposed to be able to exert intra-specific competition,
while the infected ones only feel this pressure, but do not contribute to it. First, for model (D), we consider both the former
classes subject to predation,
(D) : η = 1, ξ = 1, ω = 0, σ = 1, pi = 1, c = 0, (34)
and in the next model, model (E), predation affects only the class of infected, namely
(E) : η = 1, ξ = 1, ω = 0, σ = 1, pi = 1, a = 0, b = 0. (35)
In the last two cases, we assume that the infected are not toomuch debilitated by the disease, so that they can also contribute
to the intra-specific competition. In this way we obtain a model with assumptions more similar to those considered
in [19,20]. We distinguish the two systems between predation only on the sound and exposed class,
(F) : η = 1, ξ = 1, ω = 1, σ = 1, pi = 1, c = 0 (36)
and only on the infected one,
(G) : η = 1, ξ = 1, ω = 1, σ = 1, pi = 1, a = 0, b = 0. (37)
4.1. Equilibria
It is easily seen that for a negative net birth rate r < n, and writing the coefficient of the quadratic term in the first
equation as−|r−n|K−1 so that it retains a negative sign and still represents intra-specific competition, the systems (31)–(37)
are all doomed. Indeed the prey newborns are the only input in the models. If the latter becomes negative, the prey, sound,
exposed and infected, will in the long run die out, but this in turn also affects the predators, since they feed only on these
prey. Thus ultimately the system collapses, showing in this case that the origin attracts every orbit. This argument can be
made mathematically rigorous, since it can be shown that the origin is also globally asymptotically stable. In fact we can
define a Lyapunov function V , given by the whole system’s population, namely V = S+E+ I+P . It does satisfy trivially the
properties V (0) = 0, V (t) > 0 inR2\{(0, 0, 0, 0)}, and for all times, we find that it decreases along the system’s trajectories,
dV
dt
= dS
dt
+ dE
dt
+ dI
dt
+ dP
dt
= (r − n)S − r − n
K
(ηS + ξE + ωI)(S + piE + σ I)− nE − (n+ µ)I
− a(1− e)PS − b(1− e)PE − c(1− e)PI −mP ≤ 0.
From now onwards, without explicitly repeating this assumption in every circumstance, we only consider the case r > n.
There are two common equilibria to all the models (31)–(37), namely the origin and the point where only susceptibles
survive, Z1 ≡ Q1 = (K , 0, 0, 0). In all models the former possesses the eigenvalue r − n, so that it is always unstable. The
disease- and predators-free equilibrium Z1 always requires, for stability, the conditions listed in Table 1.
The purely demographic equilibrium Z2 in which only sound prey and predators survive, given by (24), exists only in
some of the models, specifically (31), (32), (34), (36). Its components are invariably those of the underlying demographic
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Table 1
Stability conditions for Z1 = (K , 0, 0, 0).
Model Conditions
(31), (32), (34), (36) aeK < m αγK < (α + r)(µ+ r)
(33), (35), (37) αγK < (α + r)(µ+ r)
Table 2
Stability conditions for Z2 = (S2, 0, 0, P2).
Model Conditions
(31) αγ mae <
(
n+ α + (r − n) maeK
) (
n+ µ+ (r − n) maeK
)
(32), (34), (36) αγ mae <
[
n+ α + (r − n) maeK + b(r−n)a
(
1− maeK
)] (
n+ µ+ (r−n)maeK
)
model, which is not changed in all these variants, and thus the feasibility condition always yields the condition opposite to
(23), namely
aeK > m. (38)
The stability analysis instead displays slight differences depending on the model. In all of the models, the characteristic
equation reduces to the product of two quadratic equations, where the first one is always the same, (25), for which the
Routh–Hurwitz conditions show that the feasibility condition (38) always implies characteristic values with negative real
parts. The second quadratic equation varies according to the case considered, and gives the stability conditions listed in
Table 2. Note that the stability condition of this equilibrium in model (31) is somewhat stricter compared to the one of the
same equilibrium in the remaining models. Moreover no Hopf bifurcation can arise here, since the coefficients of the linear
terms in the quadratics factorizing the characteristic equation are strictly positive. Indeed, in such cases purely imaginary
roots can never be found. This corresponds to the well-known result that no stable periodic orbits exist for two dimensional
quadratic systems.
We now list the remaining equilibria of each model, indicating the model by a superscript. For (A) we have the predator-
free point
ZA3 =
(
K
r − n [r − n− γ I±],
1
α
I±[µ+ r − γ I±], I±, 0
)
,
where I± solves the quadratic A2I2 + A1I + A0 = 0, with A2 = (r − n)γ 2, A1 = γ [αγK − (r − n)(2r + µ + α)],
A0 = (r − n)[(r + µ)(α + r) − αγK ]. For feasibility we need A0 < 0 ensuring thus one positive root I+ or A1 < 0
and A0 > 0, A21 > 4A0A2, so that I± > 0 and
I± ≤ 1
γ
min{r − n, µ+ r} = r − n
γ
. (39)
Around this equilibrium we found stable limit cycles, Fig. 5 left, which are turned off for instance by a larger value of the
parameter n, Fig. 5 right. The interior coexistence equilibrium in this case does not exist, unless a very particular parameter
combination is satisfied, and in that case it is not unique. However, simulations show that the whole ecosystem can thrive
through stable oscillations (see Fig. 6 left).
For the model (B) the predator-free equilibrium is
ZB3 =
(
S±,
r − n
αγ
[
r − n
K
S± + n+ µ
]
[1− S±] , r − n
γ
[1− S±] , 0
)
,
where now S± solves the quadratic b2S2 + b1S + b0 = 0, with b2 = (r − n)2, b1 = [(r − n)(2n + α + µ) − αγK ]K ,
b0 = (n+α)(n+µ)K 2. Since b2, b0 > 0, for b1 > 0 there are no feasible roots, while otherwise there are two positive roots
if b21 > 4b2b0. For feasibility, the remaining components of the equilibriummust also be nonnegative, so that we must have
upper bounds on S±. Feasibility conditions reduce to
(r − n)2 + (2n+ α + µ)(r − n)+ (n+ α)(n+ µ) ≥ αγK ≥ (r − n)(2n+ α + µ). (40)
The interior equilibrium is
ZB4 =
(
m− bEB4
ae
−, EB4 ,
αEB4
n+ µ+ r−naeK (m− beEB4)
,
r − n
a
[
1− m− beE
B
4
aeK
]
− αγ E
B
4
a[n+ µ+ r−naeK (m− beEB4)]
)
,
where now EB4 solves B2E
2 + B1E + B0 = 0, with
B1 = (r − n)baK
(
2n+ α + µ+ 2(r − n)m
aeK
)
+ (r − n)
2b2
a2K
(
1− m
aeK
)
− (r − n)b
2
a2K
(
n+ µ+ (r − n)m
aeK
)
,
B2 = (r − n)
2b2
a3K 2
(b− a), B0 = αγmae −
(
n+ µ+ (r − n)m
aeK
)(
n+ α + (r − n)m
aeK
+ (r − n)b
a
− bm(r − n)
a2eK
)
.
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Fig. 5. Model (31): Four left frames: Stable limit cycles around the interior equilibrium ZA3; Four right frames: Stable equilibrium Z
A
3 .
Fig. 6. Four left frames: Stable limit cycles for the whole ecosystem of model (31); Four right frames: Stable limit cycles around ZB2 for model (32).
It is possible to identify the cases leading to positive roots, but since Bi ∈ R for all i, thiswill not be performed here. Feasibility
of ZB4 requires that the first and last components be nonnegative,
EB4 ≤
m
be
, (r − n)
[
1− m− beE
B
4
aeK
]
≥ αγ E
B
4
n+ µ+ r−naeK (m− beEB4)
. (41)
In this case, the numerical simulations show stable limit cycles involving only the predators and sound prey (see Fig. 6
right). Further, stable limit cycles around the coexistence equilibrium are found for certain parameter values, but also more
irregular oscillations (see Fig. 7 left). Although we do not explore this feature in depth, this might be an indicator that also
chaotic behavior might arise in such ecoepidemic models. Fig. 7 right shows the projections of the above time series and the
behavior of the predator–prey P , S+ E+ I ecosystem. Fig. 8 left shows the irregular oscillations for the prey subpopulations
in the three dimensional phase space.
Model (C) has a double predator-free equilibrium
ZC3 =
(
S±,
r − n
αγ
[
n+ µ+ r − n
K
S±
] [
1− 1
K
S±
]
,
r − n
αγ
[
1− 1
K
S±
]
, 0
)
,
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Fig. 7. Four left frames: Time series of the irregular persistent oscillations of thewhole ecosystem formodel (32); their projections onto the prey coordinate
hyperplanes, and total prey–predator hyperplane (right).
Fig. 8. Left: Three dimensional portrait of the irregular persistent oscillations of the prey subpopulations for model (32); Four right frames: Limit cycles
of the whole ecosystem (33).
with S± solving the quadratic C2S2 + C1S + C0 = 0, where
C2 = (r − n)
2
αγK 2
, C1 = r − n
αγK
(2n+ µ+ α)− 1, C0 = 1
αγ
(n+ α)(n+ µ).
For feasibility, we need 0 ≤ S± ≤ K . For nonnegativity, since C2, C0 > 0, we need C1 < 0, but we must also ensure that the
roots are real. Thus the feasibility requirements reduce to
C21 ≥ 4C0C2, (r − n)(2n+ µ+ α) ≤ αγK ≤ (r − n)2 + (r − n)(2n+ µ+ α)+ (n+ µ)(n+ α). (42)
The simulations carried out using as initial condition the equilibrium itself perturbed by an amount of 10−4 however seem
to indicate its instability, leading to limit cycles of the prey subpopulations in the predator-free environment.
Also, recalling that SC4 represents its first component, the interior equilibrium is explicitly
ZC4 =
(
K
r − n
[
r − n− γ m
ce
]
,
γmK
ce(r − n)
(r − n)ce− γm
ce(α + r)− γm ,
m
ce
,
αγ eSC4
ce(α + r)− γm +
γm
c2e
− r + µ
c
)
.
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For its feasibility, SC4 ≥ 0 gives the first one of (43) below from which also EC4 ≥ 0 follows. To ensure PC4 ≥ 0 we need to
solve the quadratic inequality c2S2 + c1S + c0 ≤ 0 with
c2 = (r − n)
2
K 2
, c1 = r − nK (2n+ α + µ)− αγ , c0 = (n+ α)(n+ µ),
for SC4 , which allows for real solutions if its discriminant1C4 is nonnegative, and S
4− ≤ S4C ≤ S4+ where S4−, S4+ are the roots
of the associated quadratic. Thus the feasibility conditions become
ce(r − n) > γm,
(
r − n
K
(2n+ α + µ)− αγ
)2
≥ 4 (r − n)
2
K 2
(n+ α)(n+ µ), (43)
r − n− K
2(r − n)
√
1C4 ≤ γmce +
K
2(r − n)
[
αγ − 2(r − n)
K
(n+ α)
]
≤ r − n+ K
2(r − n)
√
1C4.
Numerical experiments show that this equilibrium can be destabilized thereby originating stable limit cycles of the whole
ecosystem, Fig. 8 right.
The predator-free equilibrium in models (D) and (E) is the same,
ZD3 = ZE3 =
(
K
r − n (r − n− γ Î3)−
1
α
Î3(µ+ r − γ Î3), 1
α
Î3(µ+ r − γ Î3), Î3, 0
)
with
Î3 = r − n
γ
· (µ+ r)(α + r)− αγK
(r − n)(α + r)− αγK
with feasibility conditions
Î3 ≤ r + µ
γ
, [αγK − (α + r)(µ+ r)][αγK − (r + α)(r − n)] > 0, (44)
which combined give
αγK < (α + r)min{r − n, (µ+ r)} = (r + α)(r − n). (45)
In addition, 0 ≤ I ≤ Î− or I ≥ Î+, where Î± are the roots of the quadratic d2I2 − d1I + d0 = 0, together with the condition
for it to have real roots, d21 ≥ 4d0d2,
d2 = γ (r − n)
αK
, d1 = r − n
αK
(µ+ r)+ γ , d0 = r − n.
In model (D), the interior equilibrium is obtained geometrically via an intersection of conic sections, a parabola and a
hyperbola, respectively given by
γ 2I2 + 2aγ IP + a2P2 − γ CI I − aCPP + a(r − n)a− b
(
1− m
aeK
)
(α + r) = 0, P = γ I
2 − HI I + H0
H1 − aI ;
CI = r − n+ aa− b (α + r), CP = CI −
m(r − n)
aeK
,
HI = µ+ r + αγ aK
(r − n)(a− b) , H0 =
aαK
a− b
(
a− m
ae(r − n)
)
, H1 = αa
2K
(r − n)(a− b) .
Sufficient conditions for their intersections could be derived as done for (8), but are omitted for brevity. In model (E) the
interior equilibrium reads
ZE4 =
(
K
r − n
[
r − n− γm
ce
]
− EE4 , EE4 ,
m
ce
,
e
m
[
αEE4 −
(
µ+ r − γm
ce
) m
ce
])
with
EE4 =
γmK
ce(r − n)(α + r)
(
r − n− γm
ce
)
.
Around both these equilibria, if properly destabilized, persistent oscillations are numerically shown to arise (see Fig. 9 for
model (34) and Fig. 10 for model (35)).
For the model (F ) the boundary equilibrium with no predators is explicitly
ZF3 =
(
K
r − n [r − n− γ I
F
3 ] − IF3 −
1
α
IF3 (µ+ r − γ IF3 ),
1
α
IF3 (µ+ r − γ IF3 ), IF3 , 0
)
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Fig. 9. Model (34): Limit cycles for the prey populations (four left frames) and for the whole ecosystem (four right frames).
Fig. 10. Model (35): Limit cycles for the prey populations (four left frames) and for the whole ecosystem (four right frames).
where
IF3 = (r − n)
αγK − (µ+ r)(α + r)
γ [r(r − n)− αγK ] .
Feasibility, following the same analysis as for model (D), gives
αγK > (µ+ r)(α + r). (46)
In addition 0 ≤ I ≤ IF− or I ≥ IF+, the latter being the roots of the following quadratic for which the discriminant must be
nonnegative,
γ
α
I2 − I
(
γ
r − nK + 2+
r
α
)
+ K = 0,
(
γ
r − nK + 2+
r
α
)2
> 4
γ
α
K . (47)
The interior equilibrium comes graphically again from the intersection of the following conic sections,
γ
(
Kγ
r − n + 1
)
I2 +
(
a+ 2γK
r − n
)
IP + a
2K
r − nP
2 − fI I − afPP + f0 = 0, P = γ I
2 − hI I + h0
h1 − aI ;
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Fig. 11. Four left frames: Limit cycles for the prey populations of model (36); Four right frames: The coexistence equilibrium for model (37) is attained via
damped oscillations.
fI = γK + a(r + α)a− b
(
γK
r − n + 1
)
, fP = aKr − n
n+ α
a− b + K −
m
ae
, f0 = a(n+ α)a− b
(
K − m
ae
)
,
hI = µ+ r +
(
γK
r − n + 1
)
aα
a− b , h0 =
aα
a− b
(
K − m
ae
)
, h1 = αa
2K
(r − n)(a− b) .
The second one is a hyperbola, the first one is a hyperbola, parabola or ellipse, respectively according to 2 < 0, 2 = 0,
2 > 0, with
2 = (a
2 − 1)K 2γ 2
(r − n)2 +
a(a− 1)Kγ
r − n −
a2
4
.
Conditions for existence could be derived again as in the discussion leading to (8), but are omitted.We found experimentally
oscillations for the whole ecosystem for instance for the parameter values r = 7.6, K = 300, γ = 0.9, a = 1.4, n = 1.8,
α = 1.9, b = 0.007, µ = 0.05, e = 0.09, m = 1.9, Fig. 11 left. Decreasing the mortality rate up to the value m = 0.55
the oscillations damp down to the interior coexistence equilibrium, but decreasing it further just to the valuem = 0.54 the
equilibrium shifts immediately to ZF2 .
For the model (G), letting
IG3 =
(r − n)[αγK − (α + r)(µ+ r)]
γ [αγK − r(r − n)]
the boundary equilibrium is
ZG3 =
(
K
r − n (r − n− γ I
G
3 )−
1
α
IG3 (µ+ r − γ IG3 )− IG3 ,
1
α
IG3 (µ+ r − γ IG3 ), IG3 , 0
)
and the interior equilibrium, Fig. 11 right, is
ZG4 =
(
SG4 , E
G
4 ,
m
ce
,
1
c
[
αγ (ce(r − n)K −mγK −m(r − n))
ce(r − n)(α + r) − (µ+ r)+
mγ
ce
])
where
SG4 =
1
ce(r − n) [K(ce(r − n)−mγ )−m(r − n)]− E
G
4 , E
G
4 =
γmK(ce(r − n)K −mγK −m(r − n))
c2e2(r − n)(α + r) .
For the boundary point feasibility the analysis as for models (D) and (F ) requires
[αγK − (α + r)(µ+ r)][αγK − r(r − n)] > 0, (48)
and 0 ≤ I ≤ IG− or I ≥ IG+, where IG± are the roots of the quadratic g2I2 − g1I + g0 = 0, together with the condition for it to
have real roots g21 ≥ 4g0g2,
g2 = γ (r − n)
αK
, g1 = r − n
αK
(µ+ r − n)+ r − n
K
+ γ , g0 = r − n.
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Fig. 12. Model (37): Limit cycles for the prey populations (four left frames) and for the whole ecosystem (four right frames).
For the coexistence equilibrium, feasibility is ensured by
ce(r − n)K ≥ m(γK + r − n), α + r ≥ γm, ce(r − n)K − γmK −m(r − n)
α + r
αγ
ce(r − n) +
γm
ce
> r + µ. (49)
Once again, limit cycles are observed, Fig. 12.
5. Discussion
The models introduced here account for a class of exposed prey, which will develop the disease at a later time. We have
at first introduced a Lotka–Volterra model with an SEI type of disease in the prey. Then two simple models with selective
hunting on infected prey only and just on sound prey. Finally more elaborated models have been proposed, accounting
for the role that the intra-specific population pressure may play on each prey subpopulation. A common equilibrium to all
models is the origin, which is always unstable if the prey have a positive net growth rate r > n; conversely, the ecosystem
is doomed to collapse. Another one, but for the case of the Lotka–Volterra underlying demographic system, is given by the
point at which only the sound prey survive, Q1 which is conditionally stable: large enough prey mortalities, both disease-
related and disease-independent, combined with small carrying capacity or disease incidence, ensure its stability, (20). In
case of selective hunting on the sound prey only, also a large predators’ mortality is required, (23). Similar conditions hold
also for the more elaborated models, but involve a large prey reproduction rate instead of the mortalities (see Table 1).
The Lotka–Volterra model shows similar features as for the model without predators [21]. But the endemic equilibrium
of the latter is destabilized by the presence of the predators. Then either predators and endemic disease coexist, at R3, of the
disease is wiped out, at R1.
The two simplemodels have the common endemic predators-free equilibrium,Q2 ≡ Z3, and differ from each other since
in the former, in which predation is exerted just on infected prey, there is the interior equilibrium, while in the latter, where
predators hunt only sound prey, all the populations cannot coexist at a stable equilibrium, but the two populations, sound
prey only and predators, can both survive together. Around the disease-free equilibrium limit cycles have been shown to
arise, via a Hopf bifurcation.
Some of these features are present also in the more complex models, where all these equilibria reappear. In some
instances the analytical conditions for existence and stability are too complicated to be fully analyzed. We have therefore
supplied numerical experiments implemented in Matlab to overcome this difficulty.
Some simulations have been performed at first on the simplest models, to investigate the role that the various model
parameters play in the system analysis. The numerical results show that all equilibria that have been found analytically are
indeed feasible and stable for suitable parameter ranges. In particular it is also observed that bifurcations occur, leading to
limit cycles. The sustained oscillations are foundwhen the disease incidence increases over a critical value. The rate at which
exposed become infected,α, in the few simulations performed, does not appear to lead to cyclic behavior. Its decrease brings
the system from coexistence first to a predator-free equilibrium and a further decrease to the situation in which only the
sound prey survive. Increasingα instead leads to rather remarkable changes in the coexistence equilibrium levels, increasing
the predators and correspondingly decreasing the sound prey populations. Thus shorter disease incubation times favor the
predators, longer ones wipes them out from the system; this could be a tool e.g. for eliminating a pest, using its natural
infected prey as a device. Changes in the mortalities of either the prey or the predators lead to corresponding opposite
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changes in the other populations, which is a fact rather foreseeable, as e.g. a lower mortality for the predators increases
their numbers, so that they hunt more and correspondingly the equilibrium levels of the prey must decrease.
Similar results hold also for the systems with intra-specific competition for resources, (31)–(37). Some inferences from
this experience show that even when the interior equilibrium does not exist or is unstable, the coexistence of the whole
ecosystem can be ensured via stable limit cycles. Although the simulations are not exhaustive, in one case they seem to
indicate that the ecosystem oscillations are irregular, perhaps leading to chaotic behavior. Similar persistent oscillations
arise also for all the prey subpopulations in the case of the predator-free environment, i.e., the pure epidemic model [21,42].
The ultimate systems’ behavior shows that in the environment the disease can be eradicated, leaving only the sound
prey thriving, in all cases, since the equilibrium (K , 0, 0, 0) is always attainable. In some of the models the disease-free
predator–prey underlying demographic model is also obtained, while in the other models (33), (35), (37), this is impossible.
Note that in allmodels inwhich the sound prey is not hunted, the underlying sound prey–predator, disease-free equilibrium,
does not exist. Hence a policy directed at disease eradication should be implemented carefully, since in some instances it
may also wipe out the predators. This is bound to happen when predators feed only on infected prey.
We have also discovered that, under certain favorable conditions, adding the exposed class to an ecoepidemic model,
and thus obtaining an SEIP system, introduces persistent oscillations into it. Stable limit cycles have already been observed
in three dimensional SIP ecoepidemic systems [29,27,33] but only using some other kind of nonlinearities such as Holling
type II functional responses. Note however that all models (2), (16), (22) and (31)–(37) contain just quadratic nonlinearities,
or Holling type I, in the interaction terms. In fact, in corresponding ecoepidemicmodels with quadratic functional responses
in which the underlying disease is represented only via an SI or SIS system, no similar oscillations have been found [35–38].
Similarly, it is also well known that for quadratic demographic models limit cycles cannot exist [43]. Therefore the dis-
ease latency introduces limit cycles as a new feature and may provide an alternative explanation for periodic behaviors of
interacting populations, affected by diseases. Also, results on chaotic behavior of similar ecoepidemiological system that
involve an underlying SIR epidemics model have recently been obtained [44]. The latter result and the experience gath-
ered on the models presented here may indicate that a larger number of the ecosystem populations can trigger these richer
system-dynamics, in spite of using the simple Holling type I nonlinearities in themodel. Therefore the role of the incubating
class in shaping these behaviors should not be disregarded. Instead, the intra-specific population pressure, due to compe-
tition for resources, seems to have a less relevant role, since in fact similar dynamics are observed in all systems (31)–(37).
However, its influence is essential to make the endemic, predator-free equilibrium stable, since the latter condition cannot
be achieved in the simple Lotka–Volterra SEIP ecoepidemic model.
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