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ALMOST COMMUTING MATRICES, COHOMOLOGY, AND
DIMENSION
DOMINIC ENDERS AND TATIANA SHULMAN
Abstract. It is an old problem to investigate which relations for families of
commuting matrices are stable under small perturbations, or in other words,
which commutative C∗-algebras C(X) are matricially semiprojective. Extend-
ing the works of Davidson, Eilers-Loring-Pedersen, Lin and Voiculescu on al-
most commuting matrices, we identify the precise dimensional and cohomo-
logical restrictions for finite-dimensional spaces X and thus obtain a complete
characterization: C(X) is matricially semiprojective if and only if dim(X) ≤ 2
and H2(X;Q) = 0.
We give several applications to lifting problems for commutative C∗-algebras,
in particular to liftings from the Calkin algebra and to l-closed C∗-algebras in
the sense of Blackadar.
1. Introduction
Questions concerning almost commuting matrices have been studied for many
decades. Originally, these types of questions first appeared in the 1960’s and were
popularized by Paul Halmos who included one such question in his famous list of
open problems [Hal76]. Specifically he asked:
Is it true that for every ǫ > 0 there is a δ > 0 such that if matrices A,B satisfy
‖A‖ ≤ 1, ‖B‖ ≤ 1 and ‖AB −BA‖ < δ,
then the distance from the pair A,B to the set of commutative pairs is less than ǫ?
(here ǫ should not depend on the size of matrices, that is on the dimension of the
underlying space).
Is the same true in additional assumption that A and B are Hermitian?
First significant progress was made by Voiculescu [Voi83] who observed that
almost commuting unitary matrices need not be close to exactly commuting unitary
matrices. Later, in [Cho88], Choi gave an example of almost commuting matrices
which were not close to any commuting ones, thus answering the first of Halmos’s
questions above. Shortly thereafter Exel and Loring found an alternative, short and
elementary proof of Voiculescu’s result which in addition revealed that Voiculescu’s
pair was also not close to any pair of commuting matrices ([EL89]).
Already in [Voi83], Voiculescu explained that questions about almost commut-
ing matrices have a C*-algebraic nature and relate to a particular type of lifting
property. To make this precise, consider the C*-algebra∏
Mn(C) = {(Tn)n∈N | Tn ∈Mn(C), sup
n
‖Tn‖ <∞}
Date: December 4, 2019.
2010 Mathematics Subject Classification. 46L05, 46L80.
1
2 DOMINIC ENDERS AND TATIANA SHULMAN
together with the ideal
⊕
Mn(C) of sequences (Tn)n∈N with limn→∞ ‖Tn‖ = 0.
Then the question of whether matrices almost satisfying some relationsR are always
close to matrices exactly satisfying these relations can be reformulated as a lifting
problem for the corresponding universal C*-algebra C∗(R) of these relations:∏
Mn(C)

C∗(R)
66♠
♠
♠
♠
♠
♠
// ∏Mn(C)/⊕Mn(C)
Voiculescu discusses the question of whether C(X) has this property for various X .
However, the lifting property as described above makes perfect sense for arbitrary,
not necessarily commutative C*-algebras as well and has been given many differ-
ent names by various authors - matricial stability, matricial weak semiprojectivity,
matricial semiprojectivity, just to name a few. We adopt the latter name here.
In this terminology, Voiculescu’s result on two almost commuting unitaries states
that C(T2), the universal C*-algebra for two commuting unitaries, is actually not
matricially semiprojective. Similarly, Halmos’s question about almost commuting
Hermitian matrices now reads as whether C(X) is matricially semiprojective for
X = [0, 1]2. This problem remained unanswered for a very long time, but was
eventually solved by Lin in the positive [Lin95]. Many further results and techniques
around matricial semiprojectivity of C(X) have been established over time, and
numerous applications to C*-theory have been found. It is impossible to trace and
name them all here, so we only mention [BW18] and [Wil19] as two of the most
recent examples to illustrate the point.
Beyond the world of C*-algebras, almost commuting matrices have found their
way into many other areas of mathematics. Striking applications can be found
in Operator Theory (e.g. [FR01], [BD91], [KS15], [HZ16]), Quantum Physics and
Condensed Matter Physics ([HL11], [HLor10], [Has08], [Lor14], [Lor15], [FPL16],
[LS13], [HL10], [Has09]) and even computer science ([CS96], [GFS03]). Variations
in which matrices almost commute with respect to various other norms have also
found applications, e.g. in Group Theory (e.g. [ESS18], [HS18], [CGLT17], [BL18],
[Arz14], [AP15], [Atk18], [MM01], [BLT18], [BM18], [GR09]).
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Coming back to the central question of this paper - When is C(X) matricially
semiprojective? - we summarize the state of the art, i.e. the main examples for
which the answer is known, below.
Space X
Is C(X) matricially
semiprojective? Reference
Voiculescu 83 [Voi83],
T2 No a short proof by
(2-torus) Exel and Loring 89 [EL89]
Lin 95 [Lin95],
[0, 1]2 Yes a short proof by
Friis and Rørdam 96 [FR96]
[0, 1]3 No Voiculescu 81 [Voi81],
Davidson 85 [Dav85]
Voiculescu 81
S2 No ([Voi81] + a remark in [Voi83]),
(2-dimensional sphere) Loring 88 [Lor88]
RP 2 Yes Eilers, Loring, Pedersen
(real projective plane) [ELP98]
1-dimensional CW-complexes Yes Loring 89 [Lor89]
Despite receiving great attention, this problem still remains open. In this paper
we solve the problem under the very mild additional assumption that X has finite
covering dimension. (In terms of generators and relations, this means we only look
at finite families of matrices (almost) satisfying possibly infinitely many relations.)
Before stating our main result, we would like to mention a few other important
lifting properties for C*-algebras which are related to matricial semiprojecivity –
projectivity, semiprojectivity, and weak semiprojectivity (see section 2 for defini-
tions). In contrast to matricial semiprojectivity, the question of when C(X) has one
of these lifting properties has been successfully resolved [CD10], [ST12], [End11].
An important first step in the solutions to all these cases was to obtain information
on X by restricting to the category of commutative C*-algebras, i.e. by only con-
sidering lifting problems with commutative targets. This immediately led to the
understanding that C(X) can be projective only when X is an absolute retract,
and that C(X) can be (weakly) semiprojective only when X is an (approximate)
absolute neighborhood retract. Thus in all three cases the spaces involved were
reasonably well-behaved, and this information was fully used later on. We want
to point out that nothing like this is possible for matricial semiprojectivity. Re-
stricting to the commutative subcategory gives no extra information in this case
(we make this precise in Remark 5.2) and we are thus forced to cope with general
spaces, possibly without any form of regularity. This is one of the main points
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which distinguishes matricial semiprojectivity from the other lifting properties and
which makes it highly intractable.
In this paper, it is therefore crucial to develop a technique which allows us to keep
track of our lifting property of interest while approximating a space by nicer, more
regular ones. Using approximations of compact, metric spaces by CW-complexes,
we manage to reduce the problem to this more tractable case. Even for this case
the question is still open, but there is a very useful result by Eilers, Loring and
Pedersen ([ELP98]) which gives sufficient conditions for matricial semiprojectivity
of 2-dimensional (noncommutative) CW-complexes in terms of K-theory. Further-
more, in [GL98] Gong and Lin provide sufficient conditions for matricial semipro-
jectivity of compact metric spaces (not necessarily CW-complexes!) of dimension
not larger than 2 in terms of KK-theory. Our main result stated below in particular
will show that the sufficient conditions of Eilers, Loring and Pedersen for matricial
semiprojectivity of commutative 2-dimensional CW-complexes are also necessary.
At this moment it is unclear to us whether these agree with the conditions of Gong
and Lin in [GL98].
So what answer can one expect? The dimension of the underlying space was
expected play a role after the negative answer for the 3-dimensional cube ([Voi81],
[Dav85]). One can use this to show that any space in which the 3-dimensional cube
can be embedded is not matricially semiprojective either. However, the necessity
of dimensional restrictions in the case of general spaces is fully open. Besides that,
it was already hinted by Voiculescu in [Voi83] that vanishing second cohomologies
of the underlying space X should be of importance here (see also [Lor88]). This is
not exactly right as the example of RP 2 shows, but it is quite close – coefficients
will also play a role. For spaces of finite covering dimension we give an answer here:
Main theorem. Let X be a compact metric space with dimX <∞. Then C(X)
is matricially semiprojective if and only if dimX ≤ 2 and H2(X ;Q) = 0.
It is not clear whether the finiteness assumption on the dimension of X is actu-
ally necessary. It is only used to guarantee the existence of closed subsets of any
smaller dimension. However, there do exist infinite dimensional compact spaces all
whose finite dimensional closed subsets are 0-dimensional (e.g., [Hen67],[Wal79]),
and we do not know whether the methods developed here can be adjusted to cover
these examples as well. Once the existence of closed subsets of smaller dimension
is guaranteed, we can further establish the necessity of the dimensional restrictions
stated in the main theorem. To this end, we prove an auxiliary, purely topological
result. This statement might be of independent interest, so we state it here.
Corollary 3.8. Suppose n < dimX < ∞. Then there exists a closed subset A of
X such that dimA = n and Hn(A,Q) 6= 0.
Despite being an active research topic for half a century, matricial semiprojec-
tivity of general C*-algebras still lacks a well-developed theory due to technical
difficulties arising in the study of its permanence properties. The main result of
this paper can be considered as a step towards a systematic investigation of this
concept.
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Let us mention some further applications of our main result and of the techniques
developed along the way. First, we obtain new results concerning liftings from the
Calkin algebra Q(H). Much of our understanding of operators on Hilbert spaces
comes from analyzing their images in the Calkin algebra instead. Vice versa, often
one studies the Calkin algebra by ’lifting its properties’, that is by showing that an
element has a certain property only when some operator in the corresponding coset
does. The list of works on this topic is immense, but the celebrated work of Brown-
Douglas-Fillmore needs of course to be mentioned here. BDF-theory originated as
a classification of essentially normal operators, i.e. normal elements in the Calkin
algebra, and was the first instance of algebraic topology methods being applied to
C*-algebras. It is concerned with the study of extensions, i.e. with injective ∗-
homomorphisms from commutative C*-algebras into the Calkin algebra Q(H), and
in particular studies the question when such extensions are trivial, that is when
they can be lifted to B(H). The BDF-machinery requires the ∗-homomorphism
to be injective, so that liftability questions for possibly non-injective maps are not
covered and corresponding results appear to be unknown. We use our main theorem
to give, for 1-dimensional spaces, a necessary and sufficient condition for liftability
in this more general case.
Theorem 5.9. Let X be a compact metric space and dimX ≤ 1. The following
are equivalent:
(1) All ∗-homomorphisms from C(X) to Q(H) are liftable;
(2) Hom(H1(X),Z) = 0.
When applied to planar sets, Brown-Douglas-Fillmore theory gives a classifi-
cation of essentially normal operators and in particular answers the question of
when a normal element of the Calkin algebra lifts to a normal operator on B(H).
However, conditions under which all normal elements with spectrum contained in
a given subset of the plane are liftable seem to be unknown. Below we also give
necessary and sufficient conditions for that.
Proposition 5.11. Let X be a compact subset of the plane. The following are
equivalent:
(i) Any normal element of the Calkin algebra with spectrum contained in X lifts
to a normal operator;
(ii) Any normal element of the Calkin algebra with spectrum contained in X
lifts to a normal operator with the same spectrum;
(iii) dimX ≤ 1 and H1(X) = 0.
One further application is concerned with l-closed C*-algebras as introduced
by Blackadar in [Bla16]. He defined l-closed and l-open C*-algebras as noncom-
mutative analogues of topological spaces with certain natural properties regarding
extendability of continuous maps (see Section 5.2 for definitions). It turns out that
l-openness is, as was shown by Blackadar, closely related to semiprojectivity. l-
closedness, on the other hand, remains quite mysterious. There is no idea yet how
to characterize it, but Blackadar states that ”It seems reasonable that if X is any
ANR (absolute neighborhood retract), then C(X) is l-closed”. We show that this is
actually not the case, namely that dimensional obstructions need to be taken into
account.
Corollary 5.15. Let X be a CW-complex. If C(X) is l-closed then dimX ≤ 3.
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This paper is organized as follows. Section 2 contains preliminaries on matri-
cial semiprojectivity. In Section 3 we prove our auxiliary topological result, while
Section 4 contains the proof of the main theorem. Applications are discussed in
Section 5.
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2. Preliminaries
2.1. Matricial semiprojectivity and related lifting properties of C*-algebras.
By an ideal of a C*-algebra we always will mean a closed two-sided ideal. For a
C*-algebra A and an ideal I in A, the quotient map A→ A/I we will denote by π.
Definition 2.1. A C∗-algebra A is projective if for any C*-algebra B and any
ideal I of B, any ∗-homomorphism ϕ : A → B/I lifts to a ∗-homomorphism ϕ :
A→ B with ϕ = π ◦ ϕ. In diagrammic notation:
B
π

A
ϕ
==
⑤
⑤
⑤
⑤
⑤ ϕ // B/I
Definition 2.2. A C∗-algebra A is semiprojective if for any C∗-algebra A, any
increasing chain of ideals In in A and every ∗-homomorphism ϕ : A→ B/I, where
I =
⋃
In, there exist n ∈ N and a ∗-homomorphism ϕ : A → B/In making the
following diagram commute:
B

B/In

A
ϕ
==
④
④
④
④ ϕ // B/I
Definition 2.3. Let B be a class of C*-algebras. A C*-algebra A is weakly
semiprojective with respect to B if for any sequence Bn ∈ B, any ∗-homomorphism
ϕ : A→
∏
Bk/
⊕
Bk lifts to a ∗-homomorphism ϕ : A→
∏
Bk with ϕ = π ◦ ϕ.
If the class B above is the class of all C∗-algebras then we say that A is weakly
semiprojective.
Definition 2.4. A separable C∗-algebra A is matricially semiprojective if one
of the following equivalent conditions holds:
ALMOST COMMUTING MATRICES, COHOMOLOGY, AND DIMENSION 7
(1) For any sequence kn, any ∗-homomorphism
ϕ : A→
∏
Mkn(C)/
⊕
Mkn(C)
lifts to a ∗-homomorphism ϕ : A →
∏
Mkn(C) with π ◦ ϕ = ϕ, i.e. A is
weakly semiprojective with respect to the class of matrix algebras.
(2) For any sequence Fn of finite dimensional C
∗-algebras, any ∗-homomorphism
ϕ : A→
∏
Fn/
⊕
Fn
lifts to a ∗-homomorphism ϕ : A →
∏
Fn with π ◦ ϕ = ϕ, i.e. A is weakly
semiprojective with respect to the class of finite dimensional C∗-algebras.
Of course projectivity implies semiprojectivity, semiprojectivity implies weak
semiprojectivity, and weak semiprojectivity implies matricial semiprojectivity.
The following reformulation of matricial semiprojectivity from [Lor] will be used
several times throughout the paper.
Proposition 2.5. ([Lor, 19.1.3]) A C∗-algebra A is matricially semiprojective if
and only if for any sequence kn, any ∗-homomorphism
ϕ : A→
∏
Mkn(C)/
⊕
Mkn(C),
any finite subset F ⊂ A and ǫ > 0, there exists a ∗-homomorphism ϕ : A →∏
Mkn(C) with
‖(π ◦ ϕ)(a)− ϕ(a)‖ ≤ ǫ
for all a ∈ F .
Definition 2.6. A ∗-homomorphism α : A → B is matricially semiprojective
if one of the following equivalent conditions holds:
(1) For any sequence kn and any ∗-homomorphism ϕ : B →
∏
Mkn(C)/
⊕
Mkn(C),
the ∗-homomorphism ϕ ◦ α lifts to a ∗-homomorphism ϕ : A →
∏
Mkn(C)
with π ◦ ϕ = ϕ ◦ α.
(2) For any sequence Fn of finite dimensional C
∗-algebras and any ∗-homomorphism
ϕ : B →
∏
Fn/
⊕
Fn, the ∗-homomorphism ϕ◦α lifts to a ∗-homomorphism
ϕ : A→
∏
Fn with π ◦ ϕ = ϕ ◦ α.
2.2. Matricial semiprojectivity of 2-dimensional NCCW complexes. The
class of n-dimensional noncommutative CW (NCCW) complexes is defined recur-
sively by saying that the 0-dimensional ones are exactly the finite-dimensional C∗-
algebras, and that the n-dimensional ones are pullbacks of the form
An = C(I
n, Fn)⊕C(∂In,Fn) An−1
where An−1 is an (n − 1)-dimensional NCCW, Fn is finite-dimensional, and the
pullback is taken over the canonical map from C(In, Fn) to C(∂I
n, Fn) on one
hand, and an arbitrary unital ∗-homomorphism γn : An−1 → C(∂In, Fn) on the
other.
Recall that an element [x] of the ordered K-group K0(A) of a C
∗-algebra A is
called an infinitesimal if
−[1A] ≤ n[x] ≤ [1A]
for any n ∈ Z. Any K0-map induced by a unital ∗-homomorphism will map in-
finitesimals to infinitesimals.
8 DOMINIC ENDERS AND TATIANA SHULMAN
Example 2.7. Let S2 denote the 2-dimensional sphere, and Bottn be the projection
in M2(C0(R
2)+) =M2(C(S
2)) given by
Bottn =
(
|zn|2 zn(1− |zn|2)1/2
z¯n(1 − |xn|2)1/2 1− |zn|2
)
,
where R2 is identified with {z : |z| < 1}. It is well known that
K0(C(S
2)) = Z · bott⊕Z · [1]
where bott = Bott1 − [1]. Moreover, the positive cone is given by
K0(C(S
2))+ = {(n,m) | m > 0} ∪ {(0, 0)},
i.e. the order is the strict order from the second summand. It follows that the set
of infinitesimals equals {(n, 0) | n ∈ Z}.
Eilers, Loring and Pedersen proved that any 2-dimensional NCCW complex
which has only torsion infinitesimals in its ordered K0-group is matricially semipro-
jective ([ELP98, 8.2.2(ii)]).
3. Proofs of auxilliary topological results
3.1. A theorem on extending mappings to spheres. As is well known, a
compact metric space X satisfies the inequality dimX > n if and only if there
exists a closed subspace A of the space X and a continuous mapping f : A → Sn
which cannot be extended to X ([Eng, Th. 1.9.3]). We will need a similar statement
but with additional requirement that dimA ≤ n.
Recall that a shrinking of the cover Ass∈S of a topological space X is any cover
Bss∈S of the space X such that Bs ⊂ As, for every s ∈ S. A shrinking is open
(closed) if all its members are open (closed) subsets of the space X .
Let X be a topological space and A,B a pair of disjoint subsets of the space X .
A set L ⊆ X is a partition between A and B if there exist open sets U,W ⊆ X
satisfying
A ⊂ U, B ⊂W, U ∩W = ∅, X \ L = U ∪W.
We will need the following notions of dimension which for compact metric spaces
coincide. For a subset U of a topological space X , let ∂U denote its boundary.
The large inductive dimension of X is the smallest n, denoted by Ind X , such
that for every closed set A ⊂ X and each open set V ⊂ X which contains A there
exists an open set U ⊂ X such that A ⊂ U ⊂ V and Ind ∂U ≤ n − 1 ([Eng, Def.
1.6.1]).
Let X be a set and A be a family of subsets of X . The order of A, denoted
by ord A, is the largest n such that A contains (n + 1) sets with a non-empty
intersection ([Eng, Def. 1.6.6]). The covering dimension of X , denoted by dim X ,
is the smallest n such that any finite open cover of X has a finite open refinement
of order n ([Eng, Def. 1.6.7]).
In this paper X will always be a compact metric space.
Lemma 3.1. Suppose dimX ≤ n+1. Then every finite open cover {Ui} of X has
(i) a closed shrinking {Bi} such that dim ∂Bi ≤ n, for each i,
(ii) an open shrinking {Vi} such that dim ∂Vi ≤ n, for each i.
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Proof. (i): We will prove it by induction. At first suppose we have a 2-element
cover,
X = U1
⋃
U2.
Then
(X \ U1)
⋂
(X \ U2) = ∅
and X \ Ui is closed, i = 1, 2. Since for compact metric spaces the large inductive
dimension coincides with the covering dimension (([Eng, Th. 1.6.11])), there exist
open subsets Vi ⊃ (X \ Ui), i = 1, 2, such that V1
⋂
V2 = ∅ and dim ∂Vi ≤ n,
i = 1, 2. Let Bi = X \ Vi. Then {Bi} is a closed shrinking of {Ui} and since
∂Bi = ∂Vi, we have dim ∂Bi ≤ n, i = 1, 2.
Suppose the statement is true for any k-element open cover of X . Consider a
cover {Ui}
k+1
i=1 . Let U˜1 = U1
⋃
U2. Then for the cover U˜1, U3, . . . , Uk+1 there exists
a closed shrinking {Bi} such that dim ∂Bi ≤ n, for each i. Since B1
⋂
U1 and
B1
⋂
U2 form an open cover of B1 and since dimB1 ≤ n+1, there exists its closed
shrinking Gi ⊃ B1
⋂
Ui, i = 1, 2, such that dim ∂Gi ≤ n, for i = 1, 2. It follows
that G1, G2, B3, . . . , Bk+1 is a required shrinking.
(ii) Let {Ci} be any closed shrinking of {Ui}. For each Ci, there is an open
subset Wi such that
Ui ⊃Wi ⊃ Ci
and dim ∂Wi ≤ n. Hence {Wi} is a required shrinking.

Lemma 3.2. Let A and B be two closed disjoint subsets of X. Let L be a partition
between ∂A and ∂B. Then there exists a partition L˜ between A and B such that
L˜ ⊆ L. Moreover as L˜ one can take L \ (L
⋂
(A
⋃
B)).
Proof. Since L is a partition between ∂A and ∂B, there are open subsets U and V
such that
∂A ⊂ U, ∂B ⊂ V, U
⋂
V = ∅, L = X \ (U
⋃
V ).
Let
U ′ =
(
U \
(
U
⋂
B
))⋃(
V
⋂
A
)
,
V ′ =
(
V \
(
V
⋂
A
))⋃(
U
⋂
B
)
.
Since V
⋂
∂A = ∅, the set V
⋂
A is open. Hence U ′ is open. Similarly V ′ is open.
We notice also that
(3.1) U ′ ⊃ ∂A, V ′ ⊃ ∂B,
(3.2) U ′
⋂
V ′ = ∅, U ′
⋂
B = ∅, V ′
⋂
A = ∅
and
(3.3) X \
(
U ′
⋃
V ′
)
= X \
(
U
⋃
V
)
= L.
Let
U˜ = U ′
⋃
A,
V˜ = V ′
⋃
B.
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By (3.1), U˜ and V˜ are open. By (3.2), U˜
⋂
V˜ = ∅. Let
L˜ = X \
(
U˜
⋃
V˜
)
.
Then L˜ is a partition between A and B and it follows from (3.3) that L˜ ⊃ L. 
Lemma 3.3. Suppose dimX = n+1. Then there exists a sequence (A1, B1), . . . , (An+1, Bn+1)
of n + 1 pairs of disjoint closed subsets of X satisfying dimAi ≤ n, dimBi ≤ n,
i = 1, . . . , n+1, such that for any partition Li between Ai and Bi, i = 1, . . . , n+1,
n+1⋂
i=1
Li 6= ∅.
Proof. According to the proof of Th. 1.7.9 in [Eng], dimX = n + 1 implies that
for any (n+2)-element cover {Ui} and any its closed shrinking {Mi}, the sequence
of (n + 1) pairs (Ni = X \ Ui, Mi)
n+1
i=1 has the property that for any partition Pi
between Mi and Ni, i = 1, . . . , n+ 1,
n+1⋂
i=1
Pi 6= ∅.
Now let {Ui}
n+2
i=1 be any (n+2)-element open cover of X . By Lemma 3.1 we can find
its open shrinking {Vi}
n+2
i=1 such that dim ∂Vi ≤ n for each i and a closed shrinking
{Mi}
n+2
i=1 of {Vi}
n+2
i=1 such that dim ∂Mi ≤ n for each i.
As noticed above, for any partition Pi betweenNi = X\Vi andMi, i = 1, . . . , n+
1,
n+1⋂
i=1
Pi 6= ∅.
Let Ai = ∂Ni, Bi = ∂Mi, i = 1, . . . , n+ 1. Then dimAi ≤ n, dimBi ≤ n for each
i. Let Li be a partition between Ai and Bi, for each i. By Lemma 3.2 there exists
a partition L˜i between Ni and Mi such that L˜i ⊆ Li. Hence
n+1⋂
i=1
Li ⊇
n+1⋂
i=1
L˜i,
and thus
n+1⋂
i=1
Li 6= ∅.

Theorem 3.4. Suppose dimX = n+ 1. Then there exists a closed subset A of X
with dimA ≤ n and a continuous map f : A→ Sn which cannot be extended to X.
Proof. Let Ai, Bi, i = 1, . . . , n+ 1, be as in Lemma 3.3. Let
A =
n+1⋃
i=1
(
Ai
⋃
Bi
)
.
Since all Ai’s and Bi’s are closed, by Th. 1.5.3 in [Eng], dimA ≤ n. The proof
of Th.1.9.3 in [Eng] shows that there exists a continuous map f : A → Sn which
cannot be extended to X .

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3.2. Hopf’s extension theorem for rational cohomology. We will need an
analogue of Hopf’s Extension Theorem when integral cohomologies are replaced by
the rational ones. By cohomologies we mean Cech cohomologies. All necessary
information on Cech cohomologies can be found in [Nag83].
For any continuous mapping f we will denote by f∗ the map induced by f in
cohomologies.
Let R be a space, C its closed subspace and G an abelian group. Let h∗ :
Hn(R,G)→ Hn(C,G) be the homomorphism induced by the embedding of C into
R. An element e ∈ Hn(C,G) is called extendible over R if it is the image of some
element e˜ ∈ Hn(R,G) under h∗ ([Nag83]).
Theorem 3.5. Let R be a compact metric space of dimR ≤ n+ 1 and C a closed
subset of R. Suppose f is a continuous mapping of C into Sn. Then f can be
extended to a continuous mapping F of R into Sn if and only if f∗e ∈ Hn(C,Q) is
extendible over R for every element e ∈ Hn(Sn,Q).
Proof. There is only one step in the proof of Hopf’s Extension Theorem (Th. VIII.1
in [Nag83]) which requires a modification for the rational case. Namely the proof
uses a statement, called the statement En in [[Nag83], page 232]:
Let L be a subcomplex of an (n+1)-complex K and suppose f is a simplicial
mapping of L into Sn. For a fixed positively oriented simplex yn0 of S
n and n-
simplices xnα of L we define f
α
0 as
fα0 =


1 ; f(xnα) = y
n
0 ,
−1 ; f(xnα) = y
n
0 ,
0 ; otherwise.
If the n-cocycle φn = f∗yn0 =
∑
α∈A f
α
0 x
n
α of L is the restriction of a cocycle of K,
then f can be extended to a mapping F of K into Sn which is continuous on the
closure of every simplex of K.
Moreover for the proof of Hopf’s Extension Theorem for a compact metric space
one can assume that the complex K in the statement En is finite, since all the
nerves (which are used in the definition of Cech cohomologies) are finite complexes.
The proof of our theorem will be completed after we prove the rational analogue
of the statement En. We will do it in a separate lemma. 
Lemma 3.6. Let L be a subcomplex of a finite (n+1)-complex K and suppose f is
a simplicial mapping of L into Sn. For a fixed positively oriented simplex yn0 of S
n
and n-simplices xnα of L we define f
α
0 as
fα0 =


1 ; f(xnα) = y
n
0 ,
−1 ; f(xnα) = y
n
0 ,
0 ; otherwise.
If the n-cocycle φn = f∗yn0 =
∑
α∈A f
α
0 x
n
α of L is the restriction of a rational cocycle
of K, then f can be extended to a mapping F of K into Sn which is continuous on
the closure of every simplex of K.
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Proof. Let
df (K) =
∑
α
fα0 ,
where the sum is taken over all positively oriented simplices xnα of K. In [Nag83]
there was proved a statement (not involving cohomologies) called Dn:
Let either of K and Sn be an oriented n-sphere or one of its succesive barycentric
subdivisions. Suppose f is a simplicial mapping of K into Sn. If df (K) = 0, then
f is homotopic to 0.
The statement En in [Nag83] was deduced from Dn. We also will deduce our
lemma from Dn. For that we will make only minor modification in the proof of
Dn ⇒ En in [Nag83]. We will describe only this modification to not copy the whole
proof of Dn ⇒ En. Since φ
n is the restriction of a rational cocycle ψn =
∑
β g
βxnβ ,
we have that all gβ are rational (in contrast to the proof of Dn → En, where they
are integers). Since K is a finite complex, the sum is finite, so we can find N ∈ N
such that all Ngβ are integers. In the same way as in the proof of Dn → En,
assuming without loss of generality that gβ ≥ 0 and using successive barycentric
subdivisions, we will construct Ngβ subsimplices xnβk (in contrast to the proof of
Dn → En, where they construct gβ such subsimplices). The rest of the proof goes
without change. 
3.3. Subspaces with nonvanishing cohomology. The following theorem, or
rather its corollary, will be crucial for proving that matricial semiprojectivity for
C(X) forces a bound on the covering dimension of X .
Theorem 3.7. Suppose dimX = n+ 1. Then there exists a closed subset A of X
such that dimA = n and Hn(A,Q) 6= 0.
Proof. By Theorem 3.4 there exists a closed subset A of X with dimA ≤ n and a
continuous mapping f : A→ Sn which cannot be extended to X . By Theorem 3.5
there is a non-extendible element in Hn(A,Q). Hence the map
h∗ : Hn(X,Q)→ Hn(A,Q)
is not onto (here h is used for the inclusion A ⊂ X). In particular Hn(A,Q) 6= 0.
Since Hn(A) 6= 0 implies that dimA ≥ n, we have dimA = n. 
Corollary 3.8. Suppose n < dimX < ∞. Then there exists a closed subset A of
X such that dimA = n and Hn(A,Q) 6= 0.
4. Matricial semiprojectivity for commutative C∗-algebras
In this section we give a proof of our main result.
Main theorem. Let X be a compact metric space with dimX <∞. Then C(X)
is matricially semiprojective if and only if dimX ≤ 2 and H2(X ;Q) = 0.
The sufficiency of the above criterion is proved in Theorem 4.4, the necessity is
shown in Theorem 4.12. It is not clear whether the finiteness assumption on the
dimension of X is actually necessary, here it is only needed to guarantee the ex-
istence of finite dimensional closed subsets with prescribed cohomology (Corollary
3.8). However, there do exist infinite dimensional compact spaces all whose finite
dimensional closed subsets are 0-dimensional (e.g., [Hen67],[Wal79]), and we do not
know whether the methods developed here can be adjusted to cover these examples
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as well. We therefore ask
Question: Can the assumption dimX <∞ be dropped?
4.1. Sufficiency.
Lemma 4.1. Let X be a finite CW-complex of dimension at most 2, Y a compact
metric space, α : C(X) → C(Y ) a unital ∗-homomorphism with H2(α∗;Q) = 0.
Then α is matricially semiprojective.
Proof. Theorem 8.1.1 and Corollary 8.2.2(ii) in [ELP98] show that α is matricially
semiprojective provided that a certain subgroup G0 of K0(C(X)) is mapped to the
torsion subgroup of K0(C(Y )) under K0(α). We will identify G0 and show that
the assumption on α forces K0(α)(G0) to be torsion.
Following [ELP98], the subgroup G0 is defined in the following way: write
C(X) = C(D,Cn)⊕C(S1,Cn) C(X
(1))
as a 2-dimensional NCCW (with X(1) the 1-skeleton of X), then G0 is given as
ker(ρr)∗ where ρr : C(X) → C(X(1)) denotes the projection onto the right sum-
mand. By the 6-term exact sequence in K-theory, G0 thus coincides with the image
of K0(i), where
i = id⊕ 0: C0(R
2,Cn)→ C(X),
and hence comes from the inclusion of all 2-cells into X . Using K0(C0(R
2)) =
H2(R2) ([Thi09, Theorem B.7]), we find the image of G0 under the Chern character
ch: K0(C(X))→ H0(X ;Q)⊕H2(X ;Q) to be contained in H2(X ;Q). But then
ch(K0(α)(G0)) = H
2(α∗;Q)(ch(G0)) = 0,
which implies that K0(α)(G0) is torsion as ch is rationally an isomorphism. 
Lemma 4.2. Let X,Y be compact spaces and α : C(X)→ C(Y ) a unital, injective
∗-homomorphism. Then any ∗-homomorphism ϕ : C(X) → Mn(C) extends to a
∗-homomorphism ϕ making
C(X)
ϕ //
 _
α

Mn(C)
C(Y )
ϕ
::
commute.
Proof. Since ϕ is unitarily equivalent to a sum of irreducible representations, we
may assume that ϕ = evx1 ⊕... ⊕ evxn for some points x1, ..., xn ∈ X . Using
surjectivity of the dual map α∗ : Y → X , we choose preimages y1, ..., yn ∈ Y and
set ϕ := evy1 ⊕...⊕ evyn which then satisfies ϕ ◦ α = ϕ. 
Lemma 4.3. Let
C(X) = lim
−→
(C(Xi), θ
i+1
i )
be separable and suppose all connecting maps θi+1i : C(Xi)→ C(Xi+1) are injective.
Then the following holds: if all θ∞i : C(Xi)→ C(X) are matricially semiprojective,
then C(X) is matricially semiprojective.
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Proof. Let φ : C(X) →
∏
Mdi(C)/
⊕
Mdi(C) be a lifting problem for C(X). To
prove that φ is liftable, by Proposition 2.5 it is sufficient to show that for any
finite subset F of C(X) and any ǫ > 0 there exists a ∗-homomorphism ψ : C(X)→∏
Mdi(C) such that ‖π ◦ ψ(g) − φ(g)‖ ≤ ǫ for all g ∈ F . So let a finite subset
F ⊂ C(X) and ǫ > 0 be given. There is N and fg ∈ C(XN ), for each g ∈ F , such
that
(4.1) ‖g − θ∞N (fg)‖ ≤ ǫ/2.
By assumption, φ ◦ θ∞N lifts to some ∗-homomorphism φN : C(XN )→
∏
Mdi(C).
C(XN )
φN //
 _
θ∞
N

∏
Mdi(C)
π

C(X)
ψ
66♠
♠
♠
♠
♠
♠
♠ φ // ∏Mdi(C)/⊕Mdi(C)
Now each coordinate C(XN ) → Mdi(C) of φN extends to C(X) by Lemma 4.2
and hence so does φN , i.e. we obtain a ∗-homomorphism ψ with ψ ◦ θ∞N = φN as
indicated above. Now for any g ∈ F one verifies
‖(π ◦ ψ)(g)− φ(g)‖ ≤ ‖(π ◦ ψ)(θ∞N (fg))− φ(θ
∞
N (fg))‖ + ǫ
= ‖π((ψ ◦ θ∞N )(fg)− φN (fg))‖+ ǫ
= ǫ.

Theorem 4.4. Let X be a compact metric space such that dim(X) ≤ 2 and
H2(X ;Q) = 0. Then C(X) is matricially semiprojective.
Proof. Since dim(X) ≤ 2, it is possible to write X as an inverse limit of 2-
dimensional CW-complexes Xn where the connecting maps can be chosen to be
surjective ([Fre37], p. 183; see also [Mar60], footnote 1 on p. 278). The induced
connecting maps in C(X) = lim
−→
C(Xi) are therefore injective and, moreover, ma-
tricially semiprojective by Lemma 4.1. The claim now follows from Lemma 4.3. 
4.2. Necessity. Below we use the abbreviation c.p.c. for completely positive con-
tractive maps.
Let A,B be C*-algebras, G ⊆ A, δ > 0. We say that a map φ : A → B is
(G, δ)-multiplicative if
‖φ(a1a2)− φ(a1)φ(a2)‖ ≤ δ,
for any a1, a2 ∈ G.
We will need a few lemmas.
Lemma 4.5. Let A be a separable, nuclear C∗-algebra. The following are equiva-
lent:
(1) A is matricially semiprojective.
(2) For every finite subset F ⊂ A and ǫ > 0 there exist a finite subset G ⊂ A
and δ > 0 such that the following holds: For every n and every (G, δ)-
multiplicative c.p.c. map ϕ : A → Mn(C) there exists a ∗-homomorphism
ψ : A→Mn(C) with
‖ϕ(x) − ψ(x)‖ ≤ ǫ for all x ∈ F .
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Proof. (1) ⇒ (2): Assume (2) is false, i.e. there exists a finite subset F ⊂ A
and ǫ > 0 such that there is a increasing sequence of finite subsets Gn with dense
union in A and (Gn, 1/n)-multiplicative c.p.c. maps ϕ : A → Mkn(C) for some kn
such that no ϕn is close (up to ǫ on F ) to a ∗-homomorphism. We then obtain a
c.p.c. map ϕ = (ϕn) : A →
∏
Mkn(C) which drops to a ∗-homomorphism π ◦ ϕ
after dividing out
⊕
Mkn(C). Since A is matricially semiprojective, there exists
a ∗-homomorphism ψ = (ψn) : A →
∏
Mkn(C) which lifts π ◦ ϕ. But this means
‖ψn(x) − ϕn(x)‖ → 0 for any x ∈ A, contradicting the assumption that the ϕn’s
could not be approximated on F by ∗-homomorphisms.
(2) ⇒ (1): Let (Fm)m be an increasing sequence of finite subsets with dense
union in A and choose (Gm, δm) as in (2) according to (Fm, ǫm = 1/m). Now
if ϕ : A →
∏
Mkn(C)/
⊕
Mkn(C) is a lifting problem for A, we first apply the
Choi-Effros lifting theorem to obtain a c.p.c. lift ϕ = (ϕn) : A →
∏
Mkn(C) of
ϕ. Since π ◦ ϕ = ϕ is a ∗-homomorphism, the coordinate c.p.c. maps ϕn will
be (Gm, δm)-multiplicative for all n ≥ Nm for some Nm. By (2), there now exist
∗-homomorphisms ψn : A → Mkn(C) with maxx∈Fm ‖ψn(x) − ϕn(x)‖ ≤ 1/m for
Nm ≤ n < Nm+1. It follows that ‖ψn(x) − ϕn(x)‖ → 0 on a dense set, i.e. the
resulting ∗-homomorphism ψ = (ψn) lifts ϕ. 
Lemma 4.6. Let A be separable, nuclear and matricially semiprojective, then the
following holds: For every finite subset F ⊂ A and every ǫ > 0 there exists a
finite subset G ⊂ A and δ > 0, so that for any sequence (kn)n and any (G, δ)-
multiplicative c.p.c. map
ϕ : A→
∏
n
Mkn(C)/
⊕
n
Mkn(C)
there exists a ∗-homomorphism ψ : A→
∏
Mkn(C) with
‖(π ◦ ψ)(x) − ϕ(x)‖ < ǫ
for all x ∈ F .
Proof. Choose G, δ as in Lemma 4.5 and let a (G, δ/2)-multiplicative c.p.c. map ϕ
as in the statement be given. We use the Choi-Effros theorem to lift ϕ to a c.p.c.
map ϕ = (ϕn) from A to
∏
nMkn(C). The coordinates ϕn will then be (G, δ)-
multiplicative for all large n, hence by Lemma 4.5 there exist ∗-homomorphisms
ψn : A→Mkn(C) which agree up to ǫ with ϕn on F . Then ψ = (ψn)n (with ψn = 0
for small n) is the desired ∗-homomorphism satisfying
‖(π ◦ ψ)(x) − ϕ(x)‖ = lim sup
n
‖ψn(x)− ϕn(x)‖ ≤ ǫ
for all x ∈ F . 
Lemma 4.7. Let (An, θ
n+1
n ) be a unital inductive system of C
∗-algebras and con-
sider the canonical inclusion
ι : lim
−→
An →
∏
An/
⊕
An,
θ∞N (a) 7→ [θ
n
N (a)]
then the following holds: if all C∗-algebras An have cancellation, then the induced
map K0(ι) is injective.
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Proof. We may assume that A := lim
−→
An is unital. Let an element x ∈ K0(A) be
given, then there are N0, k and projections p, q in Mk(AN0) with
x = (θ∞N0)∗([p]− [q]).
Now if ι∗(x) = 0, we in particular find
[θnN0(p)] = [θ
n
N0(q)]
in K0(An) for all large n. Hence there is N1 and, by cancellation of AN1 , a partial
isometry v ∈M2k(AN1) such that
θN1N0 (p) = v
∗v ∼ vv∗ = θN1N0 (q).
Consequently, we find θnN0(p) ∼ θ
n
N0
(q) via θnN1(v) for all large n, i.e. θ
∞
N0
(p) ∼ θ∞N0
in A and hence x = 0. 
Lemma 4.8. Let (An, θ
n+1
n ) be an inductive system of C
∗-algebras such that A =
lim
−→
An is nuclear. Let n ∈ N, F ⊂ An and G ⊂ A be finite sets, ǫ > 0, δ > 0. Then
there are m ≥ n and a (G, δ)-multiplicative c.p.c. map σ : A→ Am with
‖(σ ◦ ϕ∞m )(a)− a‖ < ǫ
for all a ∈ ϕmn (F ).
Proof. Since A is nuclear, by the Choi-Effros theorem the canonical inclusion
A→ lim
−→
m
Am ⊂
∏
Am/
⊕
Am
lifts to a c.p.c. map γ = {γm}m∈N : A→
∏
Am. It implies that for all sufficiently
large m, γm is (G, δ)-multiplicative and also that for any f ∈ An
lim
m→∞
‖γm(ϕ
∞
n (f))− ϕ
m
n (f)‖ = 0.
In particular there is m > n such that γm is (G, δ)-multiplicative and
‖γm(ϕ
∞
n (f)− ϕ
m
n (f)‖ < ǫ,
for all f ∈ F . Set σ = γm. 
The following is well known.
Lemma 4.9. If A is a C∗-algebra with finitely generated K-theory, then there exists
a finite subset F ⊂ A and some ǫ > 0 such that any two ∗-homomorphisms which
agree up to ǫ on F induce the same morphisms on K-theory.
Now we are ready to prove the necessity of the conditions in the main theorem.
Theorem 4.10. If X is compact metric, 2-dimensional space with H2(X ;Q) 6= 0,
then C(X) is not matricially semiprojective.
Proof. By contradiction. We start by writing X as a surjective inverse limit of finite
2-dimensional CW-complexes Xn ([Fre37], p. 183, see also [Mar60], footnote 1 on
page 278) to obtain C(X) = lim
−→
C(Xn) with injective connecting homomorphisms
ϕmn . We shall proceed in several steps:
(1) As Cech cohomology is a continuous functor and H2(X,Q) 6= 0 by assump-
tion, there exists a non-torsion element x ∈ H2(Xn) such that (ϕ∞n )∗(x) is
a non-torsion element in H2(X).
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(2) Let bott ∈ K0(S2) denote the Bott element, i.e. a fixed generator for
the kernel of rank: K0(S
2) → Z, so that K0(S2) = Z · [1]0 ⊕ Z · bott.
We claim that there exists a ∗-homomorphism ̺ : C(S2) → C(Xn) with
K0(̺)(bott) = x.
Indeed, according to [HW, Th. VIII 2 on p.149] there is a 1-1-correspondence
between homotopy classes of continuous maps X → S2 and the group
H2(X) which identifies a map α with the image of 1 under H2(α) : Z =
H2(S2) → H2(X). Since under the identification K0(S2) = H0(S2) ⊕
H2(S2) the Bott element generates H2(S2), this shows that we can find a
suitable α which induces a homomorphism α∗ with the desired property.
(3) We apply Lemma 4.9 to the C∗-algebraC(S2), let a finite subset F ⊂ C(S2)
and ǫ > 0 be accordingly.
(4) Choose G ⊂ C(X), δ > 0 with respect to (ϕ∞n ◦̺)(F ) and ǫ/2 as in Lemma
4.6.
(5) By Lemma 4.8 we can find m ≥ n and a (G, δ)-multiplicative c.p.c. map
σ : C(X)→ C(Xm) with
‖(σ ◦ ϕ∞m )(a)− a‖ < ǫ/2
for all a ∈ (ϕmn ◦ ̺)(F ).
(6) We use Theorem 1.1 of [DL92] to find a unital AF-algebra A = lim
−→
Fk (with
finite dimensional Fk’s) and a unital embedding φ : C(Xm) → A which is
rationally an isomorphism on K0. By Lemma 4.7 we may regard φ as a
map from A by
∏
Fk/
⊕
Fk which is still rationally injective on K0. This
in particular implies that
φ∗ ((ϕ
m
n )∗(x)) 6= 0.
(7) Since (φ ◦ σ) is (G, δ)-multiplicative, we may apply Lemma 4.6 to find a
∗-homomorphism φ′ : C(X)→
∏
Fk/
⊕
Fk with
‖φ′(a)− (φ ◦ σ)(a)‖ < ǫ/2
for all a ∈ (ϕmn ◦ ̺)(F ). Now by matricial semiprojectivity of C(X), φ
′ lifts
to a homomorphism φ :
C(X)
φ //
σ

φ′
&&▼
▼
▼
▼
▼
∏
Fk
π

C(Xm)
ϕ∞
m
OO
φ // ∏Fk/⊕Fk
C(S2)
̺ // C(Xn)
ϕm
n
OO
(8) It follows that the two homomorphisms φ′ ◦ ϕ∞n ◦ ̺ and φ ◦ ϕ
m
n ◦ ̺ agree
up to ǫ on F and hence induce the same K0-map by step (3). However,
the first map factors through
∏
Fk and therefore kills all infinitesimals in
K0(C(S
2)) (because there are no infinitesimals in K0(
∏
Fk)), in particular
the element bott (cf. Example 2.7). The second map, on the other hand,
does not vanish on bott by construction. Contradiction.

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Lemma 4.11. Let X be a compact metric space. Then the C∗-algebra C(X) is
matricially semiprojective if and only if C(Y ) is matricially semiprojective for every
closed subset Y ⊆ X.
Proof. ’If’ is obvious. For the other implication we fix a metric d onX , let Y ⊆ X be
a closed subset and assume that C(X) is matricially semiprojective. By Proposition
2.5, it will be sufficient to prove that for any finite subset G ⊂ C(X) and ǫ > 0,
any lifting problem ϕ : C(Y ) →
∏
Mnk(C)/
⊕
Mnk(C) admits a solution up to ǫ
on G|Y = {g|Y : g ∈ G}. By compactness of X , the elements of G are uniformly
continuous, i.e. (ǫ, δ)-continuous for some δ > 0 (meaning d(x, x′) < δ implies
|g(x)− g(x′)| < ǫ for all g ∈ G). For r ≥ 0, we consider the compact neighborhood
Yr = {x : d(x, Y ) ≤ r} of Y in X and denote by ρXYr : C(X)→ C(Yr) the restriction
map.
We claim that if we solve the lifting problem ϕ◦ρXY (which we can by assumption),
we can also solve the lifting problem ϕ ◦ ρYδY . Indeed, let ϕ be any lift of ϕ ◦ ρ
X
Y ,
then it suffices to show that its coordinates ϕk : C(X) → Mnk(C) factor through
̺XYδ for all sufficiently large k. For this consider the element h ∈ C(X) given by
h(x) = d(x, Y )
which is strictly positive for ker(̺XY ). We have ‖ϕk(h)‖ < δ for large k as π(ϕ(h)) =
0, hence also ϕk((h − δ)+) = 0 for large k. But as (h − δ)+ is strictly positive for
ker(̺XYδ ), the claim follows.
Now let ϕδ be any lift of ϕ ◦ ρ
Yδ
Y .
C(X)
ϕ //
ρX
Yδ

∏
Mnk(C)
π

C(Yδ)
ϕδ
66♠♠♠♠♠♠♠♠♠♠♠♠♠
ρ
Yδ
Y

C(Y )
ϕ //
ψ
==
∏
Mnk(C)/
⊕
Mnk(C)
Each coordinate (ϕδ)k : C(Yδ)→Mnk(C) is unitarily equivalent to a direct sum of
point evaluations evy with y ∈ Yδ. Replacing each occurrence of evy by evy′ for some
y′ ∈ Y with d(y, y′) ≤ δ, we obtain a ∗-homomorphism ψ : C(Y ) →
∏
kMnk(C).
Furthermore, by the choice of δ we have ensured that
‖ψ ◦ ρYδY (g|Yδ)− (ϕδ)(g|Yδ )‖ < ǫ
holds for all g ∈ G. Therefore we find for all g ∈ G
‖(π ◦ ψ)(g|Y )− ϕ(g|Y )‖ < ‖(π ◦ ϕδ)(g|Yδ )− (ϕ ◦ ̺
Yδ
Y )(g|Yδ )‖+ ǫ = ǫ.

Theorem 4.12. Let X be a compact metric space with dimX < ∞. If C(X) is
matricially semiprojective, then dim(X) ≤ 2 and H2(X ;Q) = 0.
Proof. We first show that dim(X) ≤ 2. Assume for contradiction that dimX > 2,
then by Corollary 3.8 there exists a closed subset Y ⊆ X such that dim Y = 2 and
H2(Y ;Q) 6= 0. Then C(Y ) is not matricially semiprojective by Theorem 4.10 and
hence neither is C(X) by Lemma 4.11, a contradiction. Thus dim(X) ≤ 2, and by
Theorem 4.10 we conclude H2(X ;Q) = 0. 
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5. Further applications
5.1. Liftings from the Calkin algebra. Theorem 5.1 below states that in the
categories of separable Banach spaces, Banach algebras and C*-algebras any mor-
phism to l∞/c0 lifts. What we really will need is the C
∗-algebraic part of this
theorem, but it is of interest that there is a unified proof for all 3 cases. This
theorem is inspired by Sobczyk’s theorem about c0 being complemented in any
separable Banach space.
Theorem 5.1. For any separable C∗-algebra (or Banach algebra, or Banach space)
A, any ∗-homomorphism (or continuous homomorphism or continuous linear map
respectively) from A to l∞/c0 lifts to a ∗-homomorphism (or continuous homomor-
phism or continuous linear map respectively) from A to l∞.
Proof. Let τ : A → l∞/c0 be a nonzero ∗-homomorphism (or continuous homo-
morphism or continuous linear map respectively). Let π : l∞ → l∞/c0 be the
canonical surjection, B = τ(A) and D = π−1(B). Let en, n ∈ N, be the coordinate
functionals on l∞, that is en(x) = xn, for any x = (xn)n∈N ∈ l∞.
Claim: There exist ∗-multiplicative (linear multiplicative or just linear respec-
tively) functionals gn on D such that
1) en(x)− gn(x)→ 0, for any x ∈ D,
2) gn vanishes on c0, for each n ∈ N,
3) ‖gn‖ ≤ 1, for each n ∈ N.
Proof of the claim: Let B1(D
∗) denote the unit ball of the dual space D∗ of D.
Let
F = {g ∈ B1(D
∗) | g is ∗ −multiplicative and vanishes on c0}
(F = {g ∈ B1(D
∗) | g is multiplicative and vanishes on c0},
F = {g ∈ B1(D
∗) | g vanishes on c0}
respectively). Then F is a non-empty subset ofB1(D
∗), since each (∗-multiplicative,
multiplicative respectively) functional φ ∈ B1(D/c0)
∗ defines a (∗-multiplicative,
multiplicative respectively) functional φ˜ ∈ F by the formula
φ˜(x) = φ(π(x)).
Since D is separable, B1(D
∗) with the ∗-weak topology is metrizable (namely, one
defines a metric by d(f, g) =
∑ |f(xi)−g(xi)|
2i , where x1, x2, . . . is a dense subset
of the unit ball of D). Thus we need to prove that d(en, F ) → 0. Suppose, via
contradiction, that there is a subsequence nk and C > 0 such that d(enk , F ) > C,
for all k. Since the unit ball of D∗ is a compact metric space w.r.t. ∗-weak topology,
there is a subsequence nkl such that enkl converges ∗-weakly to some e ∈ D
∗. Then
e vanishes on c0 (and is obviously ∗-multiplicative, multiplicative, respectively), so
belongs to F . Hence d(enkl , F )→ 0, a contradiction. The claim is proved.
We define a ∗-homomorphism (homomorphism, linear map, respectively) s : A→
l∞ by
s(a) = (gn(x))n∈N,
a ∈ A, where x is any preimage of τ(a) and gn’s are as in the claim. It is well-
defined by the condition 2) of the claim. It follows easily from the condition 3) of
the claim that ‖s‖ ≤ ‖τ‖. For any a ∈ A,
s(a)− x = (gn(x))n∈N − (en(x))n∈N
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and hence belongs to c0 by the condition 1) of the claim. Hence π(s(a)) = τ(a), for
any a, so s is a lift of τ . 
Remark 5.2. In the category of commutative C∗-algebras the notion of matricial
semiprojectivity is obtained by replacing matrix algebras by their maximal abelian
selfadjoint subalgebras, that is by the algebras of diagonal matrices relative to some
basis. Thus in the commutative category matricial semiprojectivity reduces to lifting
∗-homomorphisms to l∞/c0 which is automatic by Theorem 5.1.
Corollary 5.3. Let Y be a closed subset of a compact metric space X and let
φ : C(Y )→ Q(H). Let r : C(X)→ C(Y ) be the restriction map. If φ ◦ r lifts, then
φ lifts.
Proof. Let ψ˜ be a lift of φ ◦ r. By Voiculescu’s theorem, ψ˜ is approximately uni-
tarily equivalent to direct sum of irreducible representations of C(X), which are
evaluations at points of X . In particular it implies that there is an orthonormal
basis {ek} of H and points xk ∈ X , k ∈ N, such that
ψ˜(f)− diag(f(xk)) ∈ K(H),
for all f ∈ C(X), where by diag(f(xk)) we mean the diagonal operator relative to
the basis {ek} with the diagonal entries f(xk), k ∈ N. Define ψ : C(X) → B(H)
by
ψ(f) = diag(f(xk)).
Then ψ is a lift of φ ◦ r and its range is contained in the set of diagonal operators
relative to the basis {ei}, which can be identified with l∞. The image in the Calkin
algebra of the set of diagonal operators can be identified with l∞/c0. Thus we
can think of φ ◦ r, and hence of φ because it has the same range as φ ◦ r, as of
a ∗-homomorphism to l∞/c0. By Theorem 5.1 φ lifts (to a ∗-homomorphism with
range consisting of diagonal operators relative to the basis {ek}). 
Remark 5.4. The preceding corollary could alternatively be obtained by arguments
similar to those of Lemma 4.11 combined with Voiculescu’s theorem. The other
way around, Lemma 4.11 could also be deduced from Theorem 5.1.
Let {dn} be a sequence of natural numbers. Let us fix an orthonormal basis in
H . We define an embedding
i :
∏
Mdn → B(H)
by sending the sequence (xn)n∈N of matrices to the corresponding block-diagonal
operator, relative to the basis we fixed. Define an embedding
j :
∏
Mdn/
⊕
Mdn → Q(H)
as
j
(
(xn)n∈N +
⊕
Mdn
)
= i((xn)n∈N) +K(H).
Then
π
(
i
(∏
Mdn
))
= j
(∏
Mdn/
⊕
Mdn
)
.
We will say that a ∗-homomorphism f : A → Q(H) is a limit of liftable ∗-
homomorphisms if it is a pointwise limit of ∗-homomorphisms fn : A → Q(H)
and all fn’s are liftable to B(H).
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Theorem 5.5. Let X be a compact, metrizable space. The following are equivalent:
1) Each ∗-homomorphism from C(X) to Q(H) which is a limit of liftable ∗-
homomorphisms, is liftable itself;
2) For any sequence dn of natural numbers and any ∗-homomorphism φ : C(X)→∏
Mdn/⊕Mdn, the ∗-homomorphism j ◦φ : C(X)→ Q(H) lifts. This lifting prop-
erty can be illustrated by the diagram
B(H)
π

C(X)
φ
//
66
∏
Mdn/⊕Mdn j
// Q(H)
Proof. 1)⇒ 2): Let φ : C(X)→
∏
Mn/⊕Mn. Since π−1(j◦φ(C(X)) ⊆ i (
∏
Mn)+
K(H), we find π−1((j ◦ φ)(C(X)) to be a quasidiagonal set of operators. Define
ψ : C(X)/Ker(j ◦ φ)→ Q(H)
by
ψ(f +Ker(j ◦ φ)) = (j ◦ φ)(f),
for any f ∈ C(X). Since π−1 (ψ (C(X)/Ker(j ◦ φ))) = π−1((j ◦ φ)(C(X)), ψ is a
quasidiagonal extension of a commutative C∗-algebra C(X)/Ker(j ◦ φ). By [Dav,
Th. IX.8.2], ψ is a limit of liftable ∗-homomorphisms. Hence so is j ◦φ. Hence j ◦φ
is liftable.
2)⇒ 1): Suppose φ : C(X)→ Q(H) is a limit of liftable ∗-homomorphisms. By
[Dav, Th. IX.8.2], whose proof holds for non-necessarily injective ∗-homomorphisms
as well, we conclude that π−1(φ(C(X)) is a quasidiagonal family of operators.
Therefore there is an increasing sequence of projections Pn ↑ 1 such that ‖[Pn, T ]‖ →
0 for any T ∈ π−1(φ(C(X)). Let φ′ : C(X) → B(H) be a cpc lift of φ and let
a1, a2, . . . be a dense subset in the unit ball of C(X). Without loss of generality we
can assume that
‖[Pn, φ
′(ak)]‖ <
1
2n
,
when n ≥ k. Then for any k ∈ N
∑
(Pn+1 − Pn)[Pn+1, φ
′(ak)] ∈ K(H),
∑
(Pn+1 − Pn)[Pn, φ
′(ak)] ∈ K(H).
Define a map φ′′ : C(X)→ B(H) by
φ′′ =
∑
(Pn+1 − Pn)φ
′Pn+1 − Pn)
(the sum here and all sums below converge with respect to the strong operator
topology). For any k ∈ N we have
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φ′(ak)− φ
′′(ak) =
∑
(Pn+1 − Pn)φ
′(ak)−
∑
(Pn+1 − Pn)φ
′(ak)(Pn+1 − Pn)
=
∑
(Pn+1 − Pn)
2φ′(ak)−
∑
(Pn+1 − Pn)φ
′(ak)(Pn+1 − Pn)
=
∑
(Pn+1 − Pn)[(Pn+1 − Pn), φ
′(ak)]
=
∑
(Pn+1 − Pn)[Pn+1, φ
′(ak)]−
∑
(Pn+1 − Pn)[Pn, φ
′(ak)] ∈ K(H).
Therefore φ′′ is a lift of φ. Let dn = dim(Pn+1 − Pn). Then φ = π ◦ φ
′′ lands in∏
Mdn/⊕Mdn and lifts by assumption. 
Corollary 5.6. If dimX ≤ 2 and H2(X,Q) = 0, then each ∗-homomorphism from
C(X) to Q(H) which is a limit of liftable ∗-homomorphisms, is liftable itself.
Proof. Suppose dimX ≤ 2 and H2(X,Q) = 0. By our Main Theorem C(X)
is matricially semiprojective and hence satisfies the condition 2) of Theorem 5.5.
Now the statement follows from Theorem 5.5. 
Lemma 5.7. Let
C(X) = lim
−→
(C(Xi), θ
i+1
i )
and suppose all connecting maps θi+1i : C(Xi) → C(Xi+1) are injective. Let φ :
C(X)→ Q(H). Then the following holds: if all φ◦θ∞i : C(Xi)→ C(X) are liftable
then φ is a limit of liftable ∗-homomorphisms.
Proof. We need to show that for any finite subset F of C(X) and any ǫ > 0 there
is a ∗-homomorphism ψ : C(X) → B(H) such that ‖π ◦ ψ(g) − φ(g)‖ ≤ ǫ for all
g ∈ F .
Since C(X) is an inductive limit of C(Xi) with all the connecting maps θ
i+1
i :
C(Xi) → C(Xi+1) being injective, there is N and fg ∈ C(XN ), for each g ∈ F ,
such that
(5.1) ‖g − θ∞i (fg)‖ ≤ ǫ/2.
By the assumption φ ◦ θ∞N lifts to some ∗-homomorphism φN : C(XN ) → B(H).
By Voiculescu’s theorem, φN is approximately unitarily equivalent to a direct sum
of irreducible representations, which are just evaluations at some points zk ∈ XN ,
k ∈ N. Thus there is an orthonormal basis in H such that for each f ∈ C(XN ),
φN (f)−⊕kf(zk) ∈ K(H), where ⊕kf(zk) means the diagonal, relative to this basis,
operator with eigenvalues f(zk), k ∈ N. Hence
(5.2) π(φN (f)) = π(⊕kf(zk)).
Let γN : X → XN be a surjection such that
θ∞N (f)(x) = f(γN(x)),
for all f ∈ C(XN ), x ∈ X . For each zk fix some its preimage xk under the map
γN , that is γN (xk) = zk. Define a ∗-homomorphism ψ : C(X)→ B(H) by
ψ(g) = ⊕g(xk),
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(meaning the diagonal operator relative to the same basis as before). Then, by
(5.1) and (5.2), for any g ∈ F we have
(5.3) ‖π(ψ(g))− φ(g)‖ ≤ ‖π(ψ(g))− π(φN (fg)‖+ ‖π(φN (fg)− φ(g)‖ =
‖π(ψ(g))− π(⊕kfg(zk))‖+ ‖φ(θ
∞
N (fg))− φ(g)‖ =
‖π(⊕kg(xk))− π(⊕kfg(zk))‖ + ‖φ(θ
∞
N (fg))− φ(g)‖ ≤
‖ ⊕k g(xk)−⊕kfg(zk)‖+ ‖θ
∞
N (fg)− g‖ ≤
‖ ⊕k (g − θN,∞(fg))(xk)‖+ ‖θ
∞
N (fg)− g‖ ≤ ǫ/2 + ǫ/2 = ǫ.

Lemma 5.8. Let X be the disjoint union of a finite number of finite bouquets of
circles. Let φ : C(X) → Q(H) be a ∗-homomorphism such that K1(φ) = 0. Then
φ is liftable.
Proof. First we will prove the lemma for a finite bouquet of circles X =
∨
i T
(i) and
unital φ. Extending a continuous function on T(i) by an appropriate constant on
the other circles we obtain an embedding C(T(i)) ⊆ C(
∨
i T
(i)). The base-point in
the bouquet we will identify with 0 via the parametrization of each copy of T by
points of the unit interval.
By semiprojectivity of C(X) ([Lor89]) and Blackadars homotopy lifting theorem
([Bla16]) the question of whether φ lifts or not depends only on the homotopy type
of φ. Define a ∗-homomorphism φ′ : C(X)→ Q(H) to be equal to φ on all C(T(i))’s
on which φ is injective, and to be φ′(f) = f(0)1 on all C(T(i))’s on which φ is not
injective. Then φ′ is homotopic to φ. Indeed φ is not injective on C(T(i)) if and
only if the unitary operator Ui = φ(id
(i)) has a hole in its spectrum. Such operator
can be connected by a continuous path of unitaries with the identity operator which
gives us a homotopy between φ and φ′. HenceK1(φ
′) = 0. Let X ′ be the bouquet of
all circles T(i) such that φ is injective on C(T(i)). Restricting φ′ to functions which
are constant outside X ′ we obtain an injective ∗-homomorphism φ′′ : C(X ′) →
Q(H). Then K1(φ
′′) is the restriction of K1(φ
′) onto the summands of K1(C(X))
corresponding to X ′ inside X , and hence is 0. Since a bouquet of circles is a planar
set, Ext(X) = Hom(K1(C(X)), Z) by Brown-Douglas-Fillmore, which implies that
φ′′ represents a trivial extension, i.e. it lifts. Being the composition of φ′′ and the
restriction map C(X)→ C(X ′), φ′ also lifts.
Now suppose that X is the disjoint union of a finite number of finite bouquets of
circles, X = ⊔Xi. Then C(X) = ⊕C(Xi). We will identify C(Xi) with its copy in
⊕C(Xi). Let pi = φ(1C(Xi)). As is well known, mutually orthogonal projections in
Q(H) lift to mutually orthogonal projections in B(H), so we can lift pi’s to mutually
orthogonal projections Pi ∈ B(H). Let φi : C(Xi)→ Q(PiH) be the restriction of
φ onto C(Xi). The φi is unital and K1(φ) = 0 implies that K1(φi) = 0, for all i.
Hence φi lifts to a ∗-homomorphism ψi, for all i. Then ψ : C(X)→ B(H) defined
as ψ(⊕fi) = ⊕ψi(fi), for any fi ∈ C(Xi), is a lift of φ. 
Theorem 5.9. Let X be a compact metric space and dimX ≤ 1. The following
are equivalent:
(1) All ∗-homomorphisms from C(X) to Q(H) are liftable;
(2) Hom(H1(X),Z) = 0.
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Proof. (2) ⇒ (1): Let φ : C(X)→ Q(H). We need to prove that φ is liftable. We
write X as inverse limit of 1-dimensional CW-complexes Xn with all the connecting
maps being surjective ([Fre37], p. 183). Then
C(X) = lim
−→
(C(Xi), θ
i+1
i )
with all the connecting maps θi+1i : C(Xi) → C(Xi+1) being injective. Since each
1-dimensional finite CW-complex is homotopic to the disjoint union of a finite
number of finite bouquets of circles (see e.g. [Lor89]), there are ∗-homomorphisms
fi : C(Xi)→ C(∨
mi
α=1Tα) and gi : C(∨
mi
α=1Tα)→ C(Xi) such that
fi ◦ gi ∼hom idC(∨mi
α=1
Tα)
and gi ◦ fi ∼hom idC(Xi).
Since for compact metric spaces of dimension not larger than 1, H1(X) = K1(X)
([Thi09]), we have Hom(K1(C(X)),Z) = 0. Since K1(Q(H)) = Z, it implies that
K1(φ ◦ θ
∞
i ) = 0 and hence K1(φ ◦ θ
∞
i ◦ gi) = 0. By Lemma 5.8, φ ◦ θ
∞
i ◦ gi is
liftable. Hence φ ◦ θ∞i ◦ gi ◦ fi is liftable too. Since Xi is a CW-complex and
dimXi ≤ 1, C(Xi) is semiprojective ([Lor89], [ST12]). Since φ ◦ θ∞i is homotopic
to φ ◦ θ∞i ◦ gi ◦ fi, by Blackadar’s Homotopy Lifting Theorem ([Bla16]) φ ◦ θ
∞
i is
liftable. By Lemma 5.7, φ is a limit of liftable ∗-homomorphisms. Since dimX ≤ 1,
we have H2(X,Q) = 0 and by Corollary 5.6, φ is liftable.
(1) ⇒ (2): Since dimX ≤ 1, X embeds into R3 and by [[D], 6.4 (c)] we conclude
that Ext(X) = Hom(H1(X),Z). Hence if Hom(H1(X),Z) 6= 0, there exists a
non-liftable (injective) ∗-homomorphism from C(X) to Q(H). 
Remark 5.10. It seems reasonable that the condition dimX ≤ 1 in Theorem
5.9 is necessary, i.e. we expect that for X of finite covering dimension all ∗-
homomorphisms from C(X) to Q(H) are liftable if and only if dimX ≤ 1 and
Hom(H1(X),Z) = 0. The missing ingredient for a proof is an analogue of Corol-
lary 3.8 with cohomologies replaced by Hom(Hn(·),Z). We therefore ask:
Question: Does ∞ > dimX > n imply that there exists a closed subset Y ⊆ X
with dimY = n and Hom(Hn(Y ),Z) 6= 0?
We finish this section with a lifting result for normal elements in the Calkin alge-
bra Q(H). The question of when a normal element of the Calkin algebra lifts to a
normal operator in B(H) has been completely resolved by Brown-Douglas-Fillmore
theory. However, as we learned in private communication with specialists in the
field, the following question appears to be still open:
Question: For which compact subsets X ⊂ R2 does the following hold: Every nor-
mal element of the Calkin algebra with spectrum contained in X lifts to a normal
element in B(H)?
We give a complete answer below.
Proposition 5.11. Let X be a compact subset of the plane. The following are
equivalent:
(i) Any normal element of the Calkin algebra with spectrum contained in X lifts
to a normal operator;
(ii) Any normal element of the Calkin algebra with spectrum contained in X lifts
to a normal operator with the same spectrum;
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(iii) dimX ≤ 1 and H1(X) = 0.
Proof. (i) ⇒ (ii): Let a ∈ Q(H) be a normal element (with spectrum inside X).
Define a ∗-homomorphism φ : C(σ(a)) → Q(H) by φ(z) = a (here by z we denote
the identity function on the plane). By assumption a lifts to a normal operator
A ∈ B(H). Let r : C(σ(A)) → C(σ(a)) be the restriction map. Since A is
a lift of a, φ ◦ r is liftable. By Corollary 5.3 φ lifts to some ∗-homomorphism
ψ : C(σ(a))→ B(H). Then ψ(z) is a normal lift of a and σ(ψ(z)) = σ(a).
(ii)⇒ (iii): (ii) clearly implies that all ∗-homomorphisms from C(X) to Q(H)
are liftable. Therefore if dimX ≤ 1, then (iii) follows from Theorem 5.9. It
remains to show that dimX 6= 2. Suppose by contradiction that dimX = 2, then
by Corollary 3.8 there is Y ⊂ X such that dimY = 1 and H1(Y ) 6= 0. Since
for planar sets the first cohomology group is free abelian ([Dav, Th. IX. 7.1]),
we conclude that Hom(H1(Y ),Z) 6= 0. By Theorem 5.9 there is a non-liftable
∗-homomorphism φ : C(Y )→ Q(H). Let r : C(X)→ C(Y ) be the restriction map.
By Corollary 5.3 φ ◦ r is non-liftable, a contradiction.
(iii)⇒ (i): Let a ∈ Q(H) be a normal element with spectrum inside X . Define
a ∗-homomorphism φ : C(X)→ Q(H) by φ(z) = a. By Theorem 5.9 it must lift to
some ∗-homomorphism ψ : C(X)→ B(H). Then ψ(z) is a normal lift of a. 
Remark 5.12. The implication (i) ⇒ (ii) above could alternatively be deduced
using classification of essentially normal operators of Brown, Douglas and Fillmore.
5.2. Around Blackadar’s l-closedness. In [Bla16] Blackadar introduced the fol-
lowing notion of l-closed and l-open C∗-algebras. For any C∗-algebra B and any
ideal I in B, let Hom(A,B) denote the set of all ∗-homomorphisms from A to B
and let Hom(A,B, I) denote the set of all ∗-homomorphisms from A to B/I which
are liftable.
Definition 5.13. [Bla16] A C∗-algebra A is l-closed (l-open) if for any C∗-algebra
B and any ideal I in B, the set Hom(A,B, I) is closed (open) w.r.t. the topology
of pointwise convergence in the set Hom(A,B/I).
Recall that ANR is a standard abbreviation for absolute neighborhood retracts
in topology. In [Bla16] Blackadar writes: ”It seems reasonable that if X is any
ANR, then C(X) is l-closed”. In particular, every finite CW-complex should have
this property. We will see below that this is actually not the case.
Note that Corollary 5.6 provides us with sufficient conditions for a space X so
that Hom(C(X), B(H),K(H)) is closed in Hom(C(X), Q(H)), namely dimX ≤ 2
andH2(X,Q) = 0. At least for CW-complexs, we can also find necessary conditions
as follows.
Lemma 5.14. Let Y be a closed subset of a compact, metrix space X. Then the
following holds: If Hom(C(X), B(H),K(H)) is closed in Hom(C(X), Q(H)), then
so is Hom(C(Y ), B(H),K(H)) in Hom(C(Y ), Q(H)).
Proof. Let r : C(X)→ C(Y ) be the restriction map. If φ : C(Y )→ Q(H) is a limit
of liftable ∗-homomorphisms, then so is φ ◦ r. Since Hom(C(X), B(H),K(H)) is
closed, φ ◦ r is liftable. By Corollary 5.3, φ is liftable as well. 
Proposition 5.15. Let X be a CW-complex. If Hom(C(X), B(H),K(H)) is
closed, then dimX ≤ 3.
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Proof. Let K be the suspended solenoid from [Dav, example IX.11.3]. In [D] it is
shown that there exists an extension of C(K) which is a limit of trivial extensions,
but which is not trivial itself. Thus Hom(C(K), B(H),K(H)) is not closed in
Hom(C(K), Q(H)). Now suppose, by contradiction, that dimX ≥ 4. Let I denote
the unit interval. Since K ⊂ I4, we have K ⊂ X . By Lemma 5.14 it follows that
Hom(C(X), B(H),K(H)) is not closed, a contradiction. 
Corollary 5.16. Let X be a CW-complex. If C(X) is l-closed, then dimX ≤ 3.
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