The method proposed in this paper uses a fit statistic based on the empirical cumulative distribution to examine whether a model set bounds the truth. The power of the test to detect observed behavior that is outside the bounds of the model set is an important property for a decision-maker-such detection is the first step in the diagnostic and development process to improve the model set for future predictions. False detections, however, would trigger unnecessary effort to examine the existing model set. Thus, the decision maker will want to balance the Type I and Type II error rates in a manner fitting the particular decision context. For the particular type of test proposed (a sequential goodness-of-fit test to a best-weighted model with a moving window), the Type I and Type II error rates will be affected by the type of test, the length of the window, the degree of autocorrelation in the underlying process, the models in the proposed set, and the difference between the true process and the bounds of the model set. In
explored.

Methods
Type I error rate. To examine the Type I error rate of the proposed method, 50-year time series data of annual observations were simulated from a generating model with a constant mean (54. 5) and standard deviation (1.5), using a normal distribution. The Kolmogorov-Smirnov test statistic was calculated for the empirical distribution function for sequential 10-year windows, beginning at year 10 and incremented annually, compared to a proposed distribution that was the same as the generating model. For each of 10,000 replicates of this process, the maximum test statistic across the 41 sequential windows was calculated. The distribution of the maximum test statistic was used to calculate critical values that correct for the multiple comparisons across time.
Power analysis. To test the power of the proposed method to detect an underlying truth that is not bounded by the model set, three scenarios were simulated. The simulations all assumed annual observations over a 50 year period. The simulations were modeled loosely after the northern pintail case study presented in the main body of the paper. Weighted models. Weighted models were formed from the component models with linear weighting of the first two moments. The best-fit weighted model at each point in time was found by searching for the set of weights that minimized the goodness-of-fit statistic, using the fmincon function in MATLAB with the active-set optimization algorithm, which uses sequential quadratic programming 4 .
Results
Type I error rate. The critical value (α=0.05) for a two-sided Kolmogorov-Smirnov test with a sample size n = 10 is 0.40925 (Table 1) (Table 1) .
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Detecting failure of climate predictions M.C. Runge et al. page SI-5 Power analysis. The proposed method readily detects true means outside of the bounds of the model set at some point in the sequence of 41 overlapping moving windows ( Fig. SI-1 ). Using a nominal critical value, there is a fairly high false-positive rate of the true mean within, but near, the bounds of the model set ( Fig. SI-1 , black line). Using a critical value corrected for multiple comparisons (Table 1) , the sensitivity of the test is reduced close to the model set boundary, but gains power the farther the true mean is from the bounds ( The proposed test (using the Kolmogorov-Smirnov statistic) is less powerful at detecting a true standard deviation outside the bounds of the model set than it is at detecting a mean outside the bounds ( Fig. SI-3 ). The nominal critical values produce a high false-positive rate, even for true standard deviations well within the bounds of the model set ( Fig. SI-3 , black line). When these critical values are corrected for multiple comparisons (Table 1) , the Type I error rate is appropriate, but the power is greatly reduced, especially for true standard deviations that are The data show the fraction of simulated replicates (n = 100) in which the goodness-of-fit test of the bestweighted model exceeded a nominal error rate (α = 0.05) at some point during the 50 year simulation, with exact 95% binomial confidence intervals. The shaded region shows the bounds of the model set, which included two models (σ 1 = 1.1, σ 2 = 1.9; both models used µ = 54.5).
In a simulated time series with a changing mean, the average weight on the two models remains around 0.5 when the true mean lies between them (Fig. SI-5B ). In the first 10 years after the true mean leaves the bounds of the model set (years 20-30 in the simulation), the weight on model 1
( Fig. SI-5A , red dashed line) drops to nearly 0 (Fig. SI-5B ). At the same time, the KolmogorovSmirnov test (using a nominal critical value) begins to detect failure of the model set ( Fig. SI-5C ). By year 30 (10 years after the true mean has moved outside of the bounds of the model set), In the situation where the underlying true dynamics are changing over time, it is worth noting that the weights on the models begin changing before the test starts detecting departures from the model set ( Fig. SI-5) . Thus, the weights are an indicator of system change, and might also be a useful early indicator of the failure of the model set. In a decision-making context, the key question is how to balance the Type I and Type II error rates: the decision maker will want to detect departures from the model set as early as possible, but will not want to invest unnecessarily in the expense of model diagnosis and development.
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One approach would be to carefully weigh the costs of Type I and Type II errors and set an appropriate critical value (taking account of multiple comparisons). Another approach is to use a nominal critical value that produces a high false-positive rate, but use any test failure simply as an opportunity to inspect the time series and model performance, not necessarily as a commitment to a full effort in model revision. The details of how to set and manage the error rates are value judgments that depend on the specifics of the decision-making context.
