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Abstract10
The Earth’s deep interior contains signiﬁcant reservoirs of volatiles such as H, C, and N. Due11
to the incompatible nature of these volatile species, it has been diﬃcult to reconcile their12
storage in the residual mantle immediately following crystallization of the terrestrial magma13
ocean (MO). As the magma ocean freezes, it is commonly assumed, very small amounts14
of melt is retained in the residual mantle, limiting the trapped volatile concentration in the15
primordial mantle. In this article, we show that ineﬃcient melt drainage out of the freezing16
front can retain large amounts of volatiles hosted in the trapped melt in the residual mantle17
while creating a thick early atmosphere. Using a two-phase ﬂow model, we demonstrate that18
compaction within the moving freezing front is ineﬃcient over time scales characteristic of19
magma ocean solidiﬁcation. We employ a scaling relation between the trapped melt fraction,20
the rate of compaction, and the rate of freezing in our magma ocean evolution model. For21
cosmochemically plausible fractions of volatiles delivered during the later stages of accre-22
tion, our calculations suggest that up to 77% of total H2O and 12% of CO2 could have been23
trapped in the mantle during magma ocean crystallization. The assumption of a constant24
trapped melt fraction underestimates the mass of volatiles in the residual mantle by more25
than an order of magnitude.26
1 Introduction27
The distribution of major volatiles (H, C, N) between the Earth’s principal reservoirs,28
the mantle, exosphere, and core, has great inﬂuence on both surface and interior dynamics29
[Hirschmann, 2006; Dasgupta and Hirschmann, 2010; McGovern and Schubert, 1989; Sleep30
and Zahnle, 2001; Hayes and Waldbauer, 2006; Rüpke et al., 2004]. An outstanding prob-31
lem in understanding Earth’s deep volatile cycles, however, is the initial conditions resulting32
from the evolution of the terrestrial magma ocean (MO). During the very early stages of the33
Earth’s history, the abundances of these volatile species in the diﬀerent reservoirs were deter-34
mined by the coupled evolution of the magma ocean and the primitive atmosphere [Abe and35
Matsui, 1988; Elkins-Tanton, 2008; Hamano et al., 2013]. As the magma ocean crystallized,36
incompatible volatiles were released to form a thick primitive greenhouse atmosphere, which37
subsequently slowed down the crystallization rate of the magma ocean. Recent evidence of38
isotopically light carbon inclusions in detrital zircon indicates that liquid water and biogenic39
carbon might have been present on the surface of the Earth as early as 4.1 Ga ago, implying40
that magma ocean crystallization must have been a rapid process [Bell et al., 2015].41
In current models of MO crystallization, an enduring puzzle has been the origin of the42
mantle reservoir of major volatiles, as early loss to the primitive atmosphere could render43
the residual mantle virtually volatile-free [Hamano et al., 2013]. Crucially, the present day44
inventory of major volatiles, though imperfectly known, includes substantial reservoirs in the45
mantle. Estimates of the fraction of hydrogen, carbon, and nitrogen in the bulk silicate Earth46
(BSE, the whole Earth except the core) that resides in the mantle range from 38-93%, 50-47
98%, and 15-60%, respectively [Hirschmann and Dasgupta, 2009; Sleep and Zahnle, 2001;48
Marty, 2012; Halliday, 2013].49
An important aspect of volatile content of the residual mantle involves the eﬃciency of50
retention of volatile-rich melt in the MO freezing front. Previous models of MO solidiﬁca-51
tion paid relatively little attention to the retention of melt and dissolved volatiles within the52
compacting freezing front [Elkins-Tanton, 2008; Hamano et al., 2013; Snyder et al., 1992;53
Suckale et al., 2012; Lebrun et al., 2013]. Geochemical models of MO diﬀerentiation typ-54
ically consider ideal fractional or equilibrium crystallization or alternatively assume that a55
constant small (1-5%) [Elkins-Tanton, 2008; Snyder et al., 1992] fraction of melt is trapped.56
The assumption that a relatively small volume fraction of melt is trapped in the residual man-57
tle leads to a relatively volatile depleted mantle upon the completion of the MO crystalliza-58
tion.59
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The amount of melt trapped in the crystal cumulates has great implications for the60
volatile content of the residual mantle. As the volatiles dissolve preferentially in the melt,61
higher fraction of melt trapped in the residual mantle will lead to an increase in its trapped62
volatile content. Upon further cooling, the melt will be trapped in volatile-free silicates as63
inclusions, crystallize into volatile-rich accessory minerals, or occur along grain boundaries.64
This eﬀect is particularly important for the lower mantle, where the solubility of volatiles65
in the crystal structure of nominally volatile-free mineral phases is relatively small [Bolfan-66
Casanova, 2000, 2002; Shcheka et al., 2006]. For example, based on cosmochemical con-67
straints, Marty [2012] estimates that the mantle contains ∼3000 ppm H2O and ∼500 ppm68
C. In contrast, laboratory measurements indicate that the lower mantle phases such as mag-69
nesiowustite dissolve only up to 20 ppm of H2O [Bolfan-Casanova, 2002], upper mantle70
silicates dissolve 12 ppm or less of C, and the C concentration in transition zone and lower71
mantle phases are less than 30-200 ppb [Shcheka et al., 2006]. This discrepancy in esti-72
mated reservoir size of the mantle volatiles and their low solubility in the silicate mineral73
structures can be reconciled by the presence of a volatile-rich trapped melt resulting from74
crystallization of the MO. Upon cooling, this trapped melt can result in solid carbonates and75
carbonate-rich melts in the upper mantle [Hier-majumder and Tauzin, 2017] and diamond76
and metal carbides in the mid and lower mantle as storage sites of mantle C [Dasgupta and77
Hirschmann, 2010].78
Solidiﬁcation and melt entrapment in crystallizing terrestrial magma chambers provide79
smaller scale natural analogs to MO crystallization. Such studies of layered maﬁc intrusions80
have long documented that melt extraction from crystallizing cumulate mushes can be inef-81
ﬁcient [Wager, 1960; Irvine, 1980; Cawthorn and Walraven, 1998], sequestering up to 40%82
melt and dissolved incompatible elements in the residuum [Tegner et al., 2009]. As the83
rate of crystallization increases, these studies indicate, the volume fraction of trapped melt84
also increase. Typical solidiﬁcation rates for layered maﬁc intrusions are on the order of 1-585
cm/year [Cawthorn and Walraven, 1998], much slower than typical magma ocean solidiﬁ-86
cation rates of 10 cm to a few meters per year [Hamano et al., 2013; Elkins-Tanton, 2008].87
The ratio between the rate of crystallization and characteristic velocity of the matrix during88
compaction is an indicator of the eﬃciency of melt trapping, a higher value of the ratio indi-89
cating a higher volume fraction of melt trapped. Following our dimensionalization scheme90
outlined in supplementary text (Section S1 and table 1), the characteristic velocity of com-91
paction within the mushy layer is ∼ 1 cm/yr. The ratio of the two velocities, therefore, are92
between 5 to 10 for magma chambers and between 10 to 100 for magma oceans. This sim-93
ple scaling indicates that the freezing front of the MO should be at least as eﬃcient as the the94
magma chambers in retaining interstitial melt upon rapid freezing.95
The amount of volatile stored through trapped interstitial melt in the residual mantle96
arises from a competition between two processes operating at two distinct length scales. On97
a global scale, crystallization of the terrestrial MO depends on the surface heat ﬂux, modu-98
lated by the mass of greenhouse gases in the overlying primitive atmosphere; the shape of the99
solidus and the liquidus curves; and the latent heat of crystallization. Combination of these100
processes control the rate of cooling of the MO and the rate of evolution of the sizes of the101
reservoirs. In the scale of the freezing front, the volatile content is controlled by the volume102
fraction of melt trapped within the compacting matrix. This volume fraction, in turn, is con-103
trolled by the eﬃciency of compaction and melt expulsion from the freezing front. If the rate104
of MO crystallization is substantially slower than compaction, then the freezing front will be105
relatively depleted due to eﬃcient melt expulsion from the freezing front. The situation will106
be reversed if the melt is frozen in-place due to rapid rates of MO crystallization. The com-107
petition between these two distinct processes and their implications for the volatile content of108
the nascent mantle remains relatively poorly understood.109
In this article, we address the dynamic coupling between the rate of magma ocean110
crystallization and volatile retention in the residual mantle by melt entrapment. To address111
the two diﬀerent length scales of the problem, we ﬁrst analyze the eﬃciency of melt expul-112
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sion in a compacting freezing front. This small scale model leads to a parameterization of113
the trapped melt fraction as a function of competitions between rates of compaction and crys-114
tallization. Next, we combine this parameterization with a planetary scale thermochemical115
evolution model. While the compaction and the thermochemical evolution models are not116
directly coupled, the parameterization serves as the link between them. In Section 2, we dis-117
cuss the formulations of these models in detail. In section 3, we present results for the evolu-118
tion of the volatile masses in the three primary reservoirs, the MO, the primitive atmosphere,119
and the residual mantle. Finally, we discuss the implications of our results in section 4.120
2 Model121
The two models in this work are coupled by a parameterization of the melt fraction122
trapped in the residual mantle as a function of the characteristic time scale for compaction123
and the characteristic time scale for freezing. In section 2.1, we discuss the model of com-124
paction within the freezing front followed by a detailed derivation of the thermal and chemi-125
cal evolution equations in section 2.2.126
In this article, we assume that the MO crystallizes bottom-up. The schematic diagram127
in Figure 1(a) outlines a schematic diagram of the model. The thickness of the freezing front128
is exaggerated for visibility. The three primary reservoirs, the residual mantle (RM), the129
magma ocean (MO), and the primitive atmosphere (PA) have the shape of concentric spheri-130
cal shells. As the simulation proceeds, the sizes of the PA and RM increase while that of the131
MO decreases. In panel (b), we outline a schematic diagram of the algorithm for the calcu-132
lation. We start with a prescribed initial condition for the mantle potential temperature and133
volatile masses in the bulk, described in section 2.3. At each step of the iteration, we calcu-134
late the thermal structure within the MO to determine the depth of intersection of the MO135
adiabat and the freezing front (FF). Once the MO starts to crystallize, we also calculate the136
radius of the residual mantle and the rate of cooling dependent trapped melt volume fraction137
at this stage. We then calculate the masses of each reservoir and their volatile content. Using138
this information, we quantify the pressure of the PA and the thermal emmissivity of the at-139
mosphere, which leads to the potential temperature for the next time step. Once the MO has140
crystallized completely, the iteration terminates. In the following subsections, we present the141
details involved in each of these steps. Additional details of the calculations are provided in142
the supplementary information.143
2.1 Compaction within the freezing front144
As the magma ocean crystallizes, the compacting freezing front sweeps through the145
ocean, leaving the solidifying mantle behind. In this work, we deﬁne the freezing front in146
a rheological sense, such that the mineral grains are contiguous and form a load-bearing,147
viscous matrix, within which the melt is embedded in grain edge tubules. The boundary be-148
tween the freezing front and the magma ocean is marked by the disaggregation melt frac-149
tion, at which the intergranular contact is lost leading to a sharp drop in the matrix viscosity150
[Scott and Kohlstedt, 2006; Hier-Majumder et al., 2006; Wimert and Hier-Majumder, 2012].151
This deﬁnition of the freezing front implies that the front is a thin region of partial melt, with152
the melt volume fraction varying from 1 atop the front to 0.3 at the bottom. Solomatov and153
Stevenson [1993a] discussed the idea of a ‘rheological front’ of a crystallizing MO, which is154
diﬀerent from a ‘solidiﬁcation front’, marked by the intersection between the MO adiabat and155
the solidus. The freezing front in this article is similar in nature to this ‘rheological front’,156
with a small but ﬁnite thickness.157
In a viscous matrix with interstitial melt, freezing and compaction are governed by158
three coupled partial diﬀerential equations conserving mass and momentum of the melt and159
matrix phases and conservation of concentration of components (such as dissolved volatiles)160
within each phase in the freezing front. The detailed derivations of these governing partial161
diﬀerential equations for multicomponent, multiphase ﬂow can be found in a number of arti-162
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cles [McKenzie, 1984; Bercovici et al., 2001; McKenzie, 2011; Rudge et al., 2011; Takei and163
Hier-Majumder, 2009]. For the sake of brevity, we refer the reader to these articles for the164
detailed derivations. The details of our governing equations, initial and boundary conditions,165
and results are outlined in the supplementary online section S1.166
2.2 Thermal and chemical evolution of the magma ocean167
Next, we derive the governing equation for cooling of the magma ocean and the evo-168
lution of the concentration of dissolved volatiles in the three reservoirs; the magma ocean169
(MO), the residual mantle (RM), and the primitive atmosphere (PA). Similar to the two re-170
cent works by Hamano et al. [2013] and Elkins-Tanton [2008], we use a thermal evolution171
equation where the primitive atmosphere is treated as a gray body and the thermal emmissiv-172
ity depends on the concentration of the volatiles. The unique aspect of our model, however,173
is dynamically coupling the trapped melt volume fraction within the residual mantle with the174
cooling rate using the parameterization described in the following subsection.175
2.2.1 Parameterization for dynamic melt trapping176
As originally outlined by McKenzie [2011], the volume fraction of the trapped melt,177
Ftl , depends on the ratio of time scales between two competing processes, compaction within178
the freezing front and the rate of freezing. Compaction within the freezing front leads to the179
expulsion of trapped melt, while rapid crystallization of the front freezes the melt in place,180
inhibiting expulsion.181
In a reference frame within the freezing front, the rate at which melt fraction is trapped182
within the front can be deﬁned as the gain in melt fraction minus volume change due to ma-183








where Γ is the dimensional volumetric crystallization rate, ρ is the density, and τ, the185
upper limit of the integral, is a characteristic time scale for compaction. The right hand side186
of the equation arises from mass conservation within the melt, as outlined in the supplemen-187
tary online section S2. The characteristic time scale τ can be considered as the ratio be-188
tween the thickness of the compacting layer and the matrix sedimentation velocity [McKen-189
zie, 2011]. As discussed in section 4.2, we test the end results for several diﬀerent values of190
τ.191
Next, we express the rate of crystallization as a function of the thermal state of the192









where φc is the disaggregation melt fraction, ∆T (< 0) is the depth dependent diﬀerence194
between the solidus and the liquidus temperatures, and dT/dt(< 0) is the secular cooling rate195
of the magma ocean. Combining equation (1) with equation (2), and assuming that dT/dt196
remains constant over the interval of the integration, we obtain the following expression for197







Rapid crystallization, marked by a high negative value of dT/dt, leads to a high value of Ftl ,199
while rapid compaction, indicated by a low value of τ leads to a lower value of Ftl . Knowing200
the rate of secular cooling at a given time, and the temperature contrast between the liquidus201
and the solidus at the depth corresponding to the freezing front, we evaluate Ftl at each time202
step.203
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The trapped melt volume fraction in equation (3) depends on the compaction time τ.204
We can deﬁne the compaction as the time taken for a unit volume of the matrix to travel205
across the length of the freezing front. The compaction time, then, is given by the ratio be-206
tween the thickness of the freezing front and the velocity of matrix sedimentation. While it207
is diﬃcult to know the thickness of the freezing front, we assume a value of 50 km, similar208
to the average present day crustal thickness. As discussed in detail in supplementary section209
S1, the characteristic velocity of matrix sedimentation is ∼ 1.2 cm/yr, leading to a character-210
istic compaction time of 4.35 Ma. In our calculations, we use a compaction time of 1.2 Ma,211
which, as discussed later, leads to a more conservative estimate of volatile retention in the212
mantle. We also carry out an additional series of simulations by varying the compaction time213
from 0.1 to 2.5 Ma. The sensitivity of the ﬁnal results to the value of the compaction time is214
discussed in Section 4.2.215
2.2.2 Thermal evolution216
Consider the magma ocean with a potential temperature T overlying a crystalline spher-217
ical shell of thickness a, measured from the core-mantle boundary to the top of the crystalliz-218
ing mantle. The secular cooling results from a balance between the latent heat of solidiﬁca-219





























where Cp is the heat capacity, R is the planetary radius, ∆S is the entropy of crystallization,221
da/dT is the rate of increase in a with cooling, σ is the Stefan-Boltzmann constant, ǫ is the222
thermal emmissivity of the atmosphere, T∞ is the temperature of the surrounding space, and223
Fs is the incoming solar heat ﬂux. The term on the left hand side arises from volumetric heat224
loss minus the latent heat released due to crystallization and the term on the right hand side225
arises from loss of heat due to surface heat ﬂux and warming of the planet by incoming solar226
heat ﬂux. The thermal emmissivity, ǫ , depends on the concentration of volatiles in the at-227
mosphere, primarily H2O and CO2 [Elkins-Tanton, 2008]. We present the equations used to228
calculate the time and composition dependent thermal emmissivity in supplementary Section229
S3.1.230
Equation (4) needs to be supplemented with the radius of the mantle, a, and the mass231
of volatiles in the atmosphere to calculate the thermal emmissivity, ǫ . The mantle radius a232
is calculated from the thermal structure in the MO at each time step, with known values of233
solidus and liquidus temperatures in the mantle. We use the solidus and liquidus from the234
work of Monteux et al. [2016]. While it is well known that small quantities of dissolved235
volatiles can reduce the solidus temperature signiﬁcantly, studies of such volatile-induced236
solidus depression are currently unavailable for the lower mantle. Consequently, our solidus237
and liquidus correspond to a volatile free system.238
We deﬁne the top of the freezing front as the intersection between the mantle adiabat239
and the isopleth for 30 vol% melt, which marks the rheological boundary for the freezing240
front. Knowing the solidus and liquidus temperatures as functions of depth, we determine241
the temperature of the 30 vol% isopleth, TFF (r), as242
TFF (r) = Tsol (r) + 0.3∆T (r), (5)
where Tsol (r) is the solidus temperature at radius r , and ∆T (r) is the diﬀerence between the243
liquidus and the solidus temperature at radius r . In using this formulation, we made the sim-244
pliﬁcation that the volume fraction of the melt is the same as the mass fraction.245
The geotherm within the MO follows an adiabat in regions where a single phase ex-246
ists, i.e. above the liquidus or below the solidus temperatures. Within the partially molten247
zone, however, the geotherm should follow an isentropic path [McKenzie, 1984; Asimow248
et al., 1997; Stolper and Asimow, 2007]. We present the detailed derivation of the thermal249
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structure in supplementary section S3.4. From the thermal structure within the MO, we can250
describe the mantle radius a as a function of the potential temperature T .251
We display the thermal structure within the MO for four diﬀerent potential tempera-252
tures in Figure 2(a). We also plot the liquidus, solidus and the freezing front curves as func-253
tions of pressure. As the plots demonstrate, the isentrope within the partially molten region254
is marked by a diﬀerent slope from the adiabat. The slope of the isentrope is weakly nonlin-255
ear and changes between diﬀerent curves shown in the ﬁgure. The plot in panel (b) outlines256
the radius of the mantle, a, marked by the location of the intersection between the isentrope257
and the freezing front. To determine da/dT in equation (4), we ﬁt the data in panel (b) with a258
piece wise polynomial curve, a = a(T ) (in m), given by,259
a =

0, T > 2100
−1.18 × 10−3T4 + 9.06T3 − 2.6 × 104T2
+3.32 × 107T − 1.59 × 1010, 1810 < T ≤ 2100
3.48 × 106, T ≤ 1810
Using this expression, we evaluate da/dT analytically at each time step.260
We use a fourth order Runge-Kutta algorithm to integrate the ordinary diﬀerential261
equation (4). We use an adaptive time-step method, to ensure that the length of each time262
step is optimal to obtain a smooth solution of temperature and the resultant trapped melt frac-263
tion. Once the potential temperature is obtained for a time step, we use it to calculate the264
thermal structure and a as described above.265
2.2.3 Chemical evolution266
We consider three reservoirs for each of the three volatile species, CO2, H2O, and N2;267
the magma ocean (MO), the primitive atmosphere (PA), and the residual mantle (RM). As268
crystallization progresses, the initially liquid magma ocean is diﬀerentiated into a solid resid-269
ual mantle and a gaseous primitive atmosphere. In the following formulation, we express the270
mass of volatile Z (H2O, CO2 or N2 ) in reservoir B (MO, PA, and RM) as MBZ . The concen-271
tration of volatiles in each reservoir evolves, as the size of the reservoirs change.272
We can write the total mass of volatile Z , MT
Z











Owing to extremely low solubility of N2 in solids, the last term in the right hand side of275
equation (6) for N2 is signiﬁcantly smaller than the ﬁrst two. As a result, we ignore this term276
in the equation for N2.277
As the MO crystallizes, the size of the reservoirs evolve. The mass of greenhouse278
volatiles (primarily CO2) in the PA inﬂuence the cooling rate through the thermal emmissiv-279
ity in equation (4), coupling the thermal evolution with the chemical evolution. We present280
a detailed derivation of the equations governing the chemical evolution in the supplementary281
material.282
2.3 Numerical simulations283
In this work, we carry out 360 numerical simulations of the thermal and chemical evo-284
lution. We conduct three series of simulations with initial H:C abundance ratios of 0.2, 0.3,285
and 0.4. In each series, the CO2:N2 ratio was ﬁxed at 0.05, and the abundance of H2O var-286
ied from 1 to 10 ocean masses, with the other volatiles masses set by the ﬁxed ratios. For287
each of these 30 initial conditions, we carried out the calculations for both dynamic melt288
trapping and a constant 1% trapped melt fraction. Each of these simulations were repeated289
in 5 sets, varying the compaction time between 0.1 to 2.5 Ma. Additionally, we carried out290
another set of 60 numerical simulations for a constant compaction time of 0.5 Ma with the291
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freezing rate numerically evaluated from the intersection of the linear freezing front and the292
adiabat. In this article, we report the results for a compaction time of 1.2 Ma unless stated293
otherwise. In all our numerical simulations, the initial mantle potential temperature is 3000294
K.295
3 Results296
The results of our numerical simulations demonstrate that the volatile content of the297
residual mantle depends strongly on the competition between compaction within the freez-298
ing front and crystallization of the MO. For a compaction time of 1.2 Ma, the concentration299
of mantle volatiles is underestimated by nearly a factor of 14 when a constant trapped melt300
volume fraction is assumed. Our simulations also portray that the time to crystallization in-301
creases with an increase in the amount of CO2 in the initial composition, up to ∼ 6 ocean302
masses, at which point it takes ∼ 3 Ma for the MO to fully crystallize. Details of these results303
are discussed next.304
3.1 Evolution of volatile inventories305
The evolution of the volatile content in the three reservoirs, MO, PA, and RM follow306
distinct trajectories. These trajectories are diﬀerent for H2O and CO2. In the series of plots307
in Figure 3 (a) and (b) we compare the evolution of the masses of these two volatiles in the308
three reservoirs. The H:C ratio for this set of simulations were 0.4, with an initial H2O abun-309
dance of 10 ocean mass. In this simulation, the MO remains largely molten for the ﬁrst 2.8310
Ma. During this period, the majority of the CO2 is partitioned into the primitive atmosphere,311
as the mass of CO2 in the atmosphere is nearly 1.5 times higher than the MO. In contrast,312
nearly all of the initial H2O remains trapped in the MO for the ﬁrst 2.8 Ma. Since the MO is313
molten, the radius of the residual mantle is zero (panel (d)) during this period. The subse-314
quent history of MO crystallization is marked by a steady nonlinear solidiﬁcation of the MO315
over the next 700 ka. As a result of this solidiﬁcation, the primitive atmosphere is enriched316
further in both H2O and CO2. Upon solidiﬁcation, the atmospheric pressures of CO2 and317
H2O are ∼3160 and ∼1800 bars, respectively. Combined, these pressures are higher than the318
combined pressure of 3150 bars from the calculations of Elkins-Tanton [2008], for a 2000 km319
deep MO, containing 0.5 wt% H2O and 0.1 wt% CO2.320
A hygrostat-like action of the freezing front can be observed by comparing the two321
curves for H2O in Mantle in panel (b). Contrary to the established models of constant trapped322
melt fraction plotted in broken lines, rapid solidiﬁcation actually helps the mantle retain323
more volatiles, as a larger volume fraction of volatile-rich melt is trapped in the matrix ac-324
cording to our dynamic trapping model. This physical process is ignored in the model of325
constant trapped melt volume fraction, which leads to a volatile poor residual mantle. In326
panel (b) of both ﬁgures, we show the last 400 ka of the MO evolution when the distinction327
between the two models become most evident. The area between the curves for each reser-328
voir is shaded red when the constant trapped melt fraction underestimates the volatile content329
in a given reservoir, and in green otherwise. As the inset plots indicate, the amount of H2O330
trapped in the mantle is underestimated by the model of constant melt volume fraction.331
The abundance of CO2 in the initial atmosphere plays a signiﬁcant role in the duration332
of MO crystallization. In the evolution scenario in Figure 4, the initial CO2 and N2 abun-333
dances were 2 times lower than in Figure 3. During crystallization, the partial pressure of334
CO2 in the atmosphere increases from ∼1000 to ∼1300 bars, substantially lower than in Fig-335
ure 3. The lower CO2 partial pressure in the atmosphere increases the crystallization rate,336
leading to the onset of solidiﬁcation at 2.3 Ma. The partial pressure of the volatiles in these337
plots are also higher than the combined partial pressure of 240 bars resulting from the crys-338
tallization of a 2000 km deep MO containing 0.05 wt% H2O and 0.01 wt% CO2, estimated339
by Elkins-Tanton [2008]. The sharp contrast in the solidiﬁcation time between these two Fig-340
ures demonstrates that within the range of radiative heat loss considered in this article, the341
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greenhouse eﬀect caused by CO2 played a more dominant role in the crystallization time of342
the terrestrial MO than H2O.343
3.2 Volatile concentration upon crystallization344
Comparison between the estimates of CO2 and H2O concentrations in the current man-345
tle and our predictions for the residual mantle reveals the important role played by dynamic346
melt trapping. These results are outlined in Figure 5. In the present day, two end member347
compositions, the ocean island basalt (OIB) source and midoceanic ridge basalt (MORB)348
source are commonly used to constrain the volatile content of the mantle. The enriched OIB349
source likely contains 350-900 ppm H2O and 400-800 ppm CO2, compared to the modest350
concentrations of 50-150 ppm H2O and 25-75 ppm CO2 in the MORB source [Hirschmann351
and Dasgupta, 2009]. The likely present day mantle concentration of CO2 and H2O should352
have a value between these two end members source regions.353
The plots in Figure 5 compare the volatile concentration in the residual mantle imme-354
diately after crystallization from the MO for dynamic melt trapping (circles) and a constant355
trapped melt volume fraction of 1 vol% (squares). All plots correspond to a compaction time356
of ∼1.2 Ma. As the H2O content in the BSE increases from 1 to 10 ocean masses (1 ocean357
mass = 1.6 × 1021 kg), the H2O concentration in the residual mantle formed by dynamic melt358
trapping increases from ∼200 ppm to ∼ 1300 ppm. For a constant trapped melt volume frac-359
tion, the same initial H2O abundances produce a residual mantle containing ∼ 40 ppm and ∼360
320 ppm H2O, respectively. Dynamic melt trapping, therefore, leads to a mantle enriched in361
H2O by a factor of 4 to 5. This eﬀect is even more pronounced for CO2, as illustrated by the362
plot in panel (b). The residual mantle produced by dynamic melt trapping contains up to 14363
times higher concentration of CO2 compared to a mantle produced by constant melt trapping.364
The model of constant melt fraction fails to produce a residual mantle with CO2 concentra-365
tion somewhere between OIB and MORB source.366
3.3 Evolution of trapped melt fraction367
An important outcome of dynamic melt trapping is the interaction between cooling368
rate and the amount of trapped melt fraction. Periods of rapid freezing are marked by large369
trapped melt fractions. The series of plots in Figure 6(a) depict the evolution of the trapped370
melt fraction for 28 diﬀerent cases, with initial H2O contents varying from 1 to 10 oceans371
and H:C ratios varying between 0.2 to 0.4. In each simulation, the trapped melt fraction in-372
creases steadily, in a nonlinear fashion with progressive crystallization of the MO. The hor-373
izontal line compares the constant trapped melt volume fraction of 0.01 with the dynamic374
melt volume fractions. The plot in Figure 6(b) shows the time to complete solidiﬁcation of375
the magma ocean as a function of CO2 content (in units of ocean mass, 1.6 × 1021 kg). As376
the mass of CO2 in the BSE increases from 1 to 7 oceans, the surface heat ﬂux decreases due377
to increasing greenhouse eﬀect, increasing the time of complete solidiﬁcation in a nonlin-378
ear fashion. For larger CO2 content in the BSE, the solidiﬁcation time becomes insensitive379
to CO2 content saturating at a value of ∼ 3 Ma. For a given CO2 content, the solidiﬁcation380
time is insensitive to the H:C ratio, since the inﬂuence of H2O on the thermal emmissivity is381
much weaker than CO2.382
The volatile content of the solidifying mantle is substantially inﬂuenced by dynamic383
melt trapping. Since this is the cumulative total of the volatile content of the residual man-384
tle, it increases monotonically with time. The plots in Figure 7 compares the evolution of385
concentrations of H2O and CO2 in the mantle for both dynamic melt trapping and a constant386
trapped melt fraction of 0.01. The concentration of CO2 and H2O in the solidifying mantle387
is deﬁned as the mass of the volatile species in the solidifying mantle divided by the mass of388
the solidiﬁed mantle.389
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4 Discussion390
4.1 Assumptions in this model and comparison with previous thermal models391
During the MO crystallization, fractionation of major elements is likely to take place,392
although Solomatov and Stevenson [1993a] argue that convective suspension of the crystals393
will prevent the melt from following a fractional crystallization path. If operative, fractiona-394
tion of major elements between the residual mantle and the MO can inﬂuence the evolution395
by changing the temperature of the solidus as crystallization progresses, changing the solu-396
bility of volatiles in the solid mineral phases [Zhao et al., 2004], and by rendering the upper397
part of the residual mantle denser, prone to subsolidus convective overturn subsequent to398
complete crystallization of the MO [Elkins-Tanton et al., 2003].In addition, the presence of399
volatiles will reduce the solidus and liquidus temperatures [e.g. Katz et al., 2003; Dasgupta400
and Hirschmann, 2006; Nomura et al., 2011, 2014], resulting in the beginning of crystalliza-401
tion at a later stage of cooling.402
The eﬀects arising from major element fractionation and depression of the solidus and403
the liquidus will result in a complex set of processes resulting in a more complex set of cou-404
pling between volatile storage, melt expulsion from the freezing front, and MO crystalliza-405
tion. In this article we do not account for these eﬀects. Instead, we chose to focus on a model406
dry solidus to identify the ﬁrst order eﬀects of compaction on volatile trapping. Future work407
incorporating the more complex chemical eﬀects will be extremely useful in obtaining tighter408
bounds on the volatile concentration.409
The issue of magma ocean crystallization has been discussed in a number of previous410
numerical models [Abe, 1997; Abe and Matsui, 1988; Solomatov and Stevenson, 1993b,a,c;411
Elkins-Tanton, 2008; Hamano et al., 2013; Lebrun et al., 2013; Monteux et al., 2016]. Of412
these articles, the works of Abe and Matsui [1988]; Elkins-Tanton [2008]; Hamano et al.413
[2013] and Lebrun et al. [2013] explicitly deal with the feedback between a volatile-rich pro-414
toatmosphere and the rate of MO crystallization. The results in this article extend these re-415
sults by incorporating the feedback between volatile concentrations in the MO and the rate416
of cooling, and its eﬀect on the volatile concentration in the residual mantle. As discussed417
earlier, the results of atmospheric pressure and crystallization times from our work agree well418
with the recent models by Elkins-Tanton [2008] and Hamano et al. [2013]. The ﬁnal atmo-419
spheric pressure in all of these studies, including ours, is substantially higher than the initial420
model of Abe and Matsui [1988]. In addition, an important diﬀerence between the models421
incorporating the eﬀect of a greenhouse atmosphere and those without, is the timing of MO422
crystallization. For example, the model of Monteux et al. [2016] suggests complete MO crys-423
tallization takes place within 20 ka, substantially lower than the estimates of a few Ma in this424
work and those of Hamano et al. [2013]. This diﬀerence outlines the crucial role played by425
a greenhouse atmosphere and neglecting this eﬀect can lead to substantial underestimation426
of MO crystallization time and its implications for the early evolution of the Earth. Finally,427
unlike the model of Lebrun et al. [2013], we do not consider the eﬀect of radiogenic heating.428
Radiogenic heating is usually neglected in MO crystallization models as the half lives of the429
majority of the heat producing elements are longer than MO crystallization time scales. Due430
to the presence of short-lived radiogenic isotopes in the early Earth, however, the relatively431
long Mo crystallization models can be inﬂuenced by radiogenic heating. This issue needs to432
be investigated further in future models.433
4.2 Sensitivity tests434
The primary outcome of the magma ocean crystallization and compaction model is the435
mass of volatiles in the residual mantle and primitive atmosphere following the crystalliza-436
tion. The thermal and chemical evolution model explored here diﬀers from previous calcula-437
tions because it incorporates a parameterization of the trapped melt fraction as a function of438
the rates of compaction within the freezing front and the rate of crystallization of the magma439
ocean (or the rate of propagation of the freezing front). It is, therefore, important to assess440
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the inﬂuence of these parameters on the ﬁnal volatile concentration in the mantle. One key441
parameter in our model is the compaction time, τ, the characteristic time scale for eﬀective442
segregation of melt through the compacting layer.443
To test the inﬂuence of compaction time on the ﬁnal concentration of H2O and CO2444
in the residual mantle, we carried out a series of numerical simulations where we varied the445
value of τ between 0.1 and 2.5 Ma. The result of the models are displayed in Figure 8.446
For a given initial mass, the ﬁnal concentration of both H2O and CO2 in the mantle447
increase with an increase in compaction time. Longer compaction times result in slow ex-448
pulsion of melt from the freezing front. Consequently, a larger volume of melt is trapped in449
the freezing front also trapping a larger amount of dissolved volatiles. The map in Figure 8450
illustrates the variations in the ﬁnal concentration of dissolve H2O and CO2 in the residual451
mantle as a function of initial volatile abundance and the compaction time. For a given initial452
volatile abundance, the ﬁnal mantle H2O concentration is reduced by approximately a factor453
of 5 due to a reduction in the compaction time by a factor of 25. The ﬁnal concentration of454
CO2 is reduced is by a factor of 15 for the same reduction in compaction time.455
The sensitivity tests presented above demonstrate that the ﬁnal volatile concentration in456
the residual mantle is strongly sensitive to the time of compaction. The compaction time is457
the ratio between the thickness of the compacting layer (or the freezing front in this case) and458
the average velocity of matrix sedimentation. While a large compaction length will increase459
the time of compaction, leading to a larger trapped volatile concentration in the residual man-460
tle, the inﬂuence of a larger matrix sedimentation velocity will be the opposite. We chose to461
report results for a compaction time of ∼1.2 Ma. The calculations presented in the supple-462
ment indicate that the characteristic compaction time for these simulations is 4.35 Ma. The463
estimate of the ﬁnal volatile concentration in the mantle (for a compaction time of 1.2 Ma),464
therefore, provides a conservative estimate of trapped volatiles. These results also identify465
the shortcoming of previous thermochemical models of magma ocean solidiﬁcation for quan-466
tifying the mantle volatile content, as they overestimate the eﬃciency of compaction.467
4.3 Volatile retention and H:C ratio468
One mechanism for creating early volatile reservoirs in the mantle is the crystallization469
of the magma ocean. We can compare the H:C ratios from our simulations with the available470
geochemical estimates for mantle H:C ratios to identify the eﬀectiveness of magma ocean471
crystallization in the relative sequestration of H and C in the early mantle.472
Since H is more soluble in magmas than C (at least under the relatively oxidizing con-473
ditions at which H2O and CO2 are the principle magmatic volatiles [e.g. Elkins-Tanton,474
2008]), the residual mantle, upon crystallization, should accumulate more H dissolved in the475
trapped melt, increasing the H:C ratio above the initial values. This preferential retention of476
H in the crystallizing mantle may account for the mantle’s high H:C ratio (between 0.5 and477
0.75)[Hirschmann and Dasgupta, 2009] compared to chondrites (generally <0.3) [Kerridge,478
1985].479
Our results identify the diﬀerences in the degree of C enrichment of the mantle due480
to dynamic melt trapping, as outlined in Figure 9(a). This plot of H:C ratio of the residual481
mantle as a function of the compaction time illustrates a nonlinear decrease in the H:C ra-482
tio with an increase in the compaction time (data points in solid circles). The data in solid483
squares represent the H:C ratio of the residual mantle resulting from crystallization with 1484
vol% trapped melt. The H:C ratio in this set of simulations remain at a constant level of 5.7.485
In these simulations, the initial H:C ratio of the BSE was 0.2. Extrapolating our results, a486
higher compaction time could lead to further reduction of the H:C ratio. In addition, other487
processes can also explain the diﬀerences between our predicted H:C ratios for the early488
mantle and the estimates for the present day mantle.489
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Figure 1. (a) A schematic diagram outlining the geometry of the freezing magma ocean. Notice that the
thickness of the freezing front is exaggerated for clarity. (b) A schematic diagram outlining the algorithm for
our simulations. Sections in the main article and the supplementary material containing the details of these
steps are indicated within the boxes. The initial conditions are described in Section 2.3. Relevant equations in








Our calculations do not account for the possibility of additional C being sequestered in490
the mantle by proposed C-pumping eﬀects [Hirschmann, 2012; Dasgupta et al., 2013] or for491
modiﬁcation of the mantle H:C ratio by processes subsequent to magma ocean solidiﬁcation.492
Also, the relative proportions of H and C sequestered will be sensitive to oxygen fugacity,493
which aﬀects relative volatile solubilities [e.g. Hirschmann et al., 2012; Stanley et al., 2014].494
Comparison between available geochemical estimates and our H:C ratios indicate that this is495
a dimension worthy of further exploration in future models.496
The fraction of volatiles retained in the mantle are strongly inﬂuenced by the com-497
paction time. The plots in Figures 9(b) and (c) compare the fraction of initial H2O and CO2498
retained in the mantle as a function of the compaction time. As the plots indicate, with an499
increase in the compaction time from 0.1 to 2.5 Ma, the wt% of retained H2O and CO2 in-500
crease from 19% and 0.8% to 77% and 12%, respectively. The mantle crystallizing by 1501
vol% melt trapping retains 13% water, similar to the estimate by Elkins-Tanton [2008], but502
higher than the estimate of 3% by Hamano et al. [2013].503
5 Conclusions504
In this article, we demonstrate that compaction within the freezing front of a crystalliz-505
ing MO is relatively ineﬃcient, with matrix compaction velocities 2-3 orders of magnitude506
smaller than the typical velocities of MO freezing front advancement. We propose that the507
trapped melt volume fraction in the MO freezing front is dynamically controlled by the ratio508
between the rate of MO freezing and the rate of compaction within the freezing front. We509
demonstrate that the residual mantle resulting from crystallization from an MO can contain510
considerable amounts of volatiles owing to melt trapped by the ineﬃciency of compaction.511
In the simulations that assume the longest compaction time and considerable initial volatile512
abundance, the residual mantle contains more than 2200 ppm H2O and 740 ppm CO2.513
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Figure 2. Thermal structure of the magma ocean. (a) Plot of the compiled solidus, liquidus, and the
freezing front as functions of pressure. Also shown in the plot are four diﬀerent geotherms. The potential
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Figure 3. Evolution of the major volatile reservoirs. In these simulations, the initial volatile mass consisted
of 10 oceans ( 1 ocean = 1.6 × 1021 kg) of H2O in the initial BSE composition. The H:C ratio for the simula-
tions was 0.4. The compaction time (τ) is ∼1.2 Ma in these simulations. The masses of (a) CO2 and (b) H2O
in the three reservoirs are compared. In both panels, solid curves correspond to simulations using dynamic
trapping and broken curves correspond to constant trapped melt fraction. Shades of green and red represent
excess and deﬁcit of a volatile species in a reservoir with respect to the constant trapped melt fraction, re-
spectively. (c) Partial pressure of each volatile species in the primitive atmosphere. (d) Evolution of the MO
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Figure 4. Evolution of the major volatile reservoirs, with an initial abundance of 2.2 ocean of H2O in the
BSE, and an H:C ratio of 0.2. The compaction time (τ) is ∼1.2 Ma in these simulations. The masses of (a)
CO2 and (b) H2O in the three reservoirs are compared. The shades and line colors have the same signiﬁcance
as in Figure 3. (c) Partial pressure of each volatile species in the primitive atmosphere. (d) Evolution of the
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Figure 5. Final concentration of (a) H2O and (b) CO2 in the residual mantle. Circles indicate data from
numerical experiments with dynamic melt trapping while ﬁlled squares indicate data from models with a
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Figure 6. (a) Evolution of trapped melt fraction and (b) time to complete crystallization of the magma
ocean. The compaction time (τ) is ∼1.2 Ma in these simulations. In (a) the stars corresponding to jumps in
the trapped melt fraction reﬂect rapid freezing in the lower mantle and near the transition zone. Results from
three sets of simulations are presented. In each of these sets of simulations, corresponding to a distinct H:C
ratio in the BSE, the total H2O content varied between 1 and 10 oceans of water (1.6 × 10
21 kg). The broken







































Figure 7. Evolution of volatile concentration in the solidifying mantle. The plot compares the evolution for
both dynamic melt trapping and a constant trapped melt fraction of 0.01. The compaction time (τ) is ∼1.2 Ma
in these simulations. Diﬀerent curves correspond to the initial H2O abundance in the BSE, which varied from
1 to 10 oceans (1.6 × 1021 kg). The initial CO2 abundance in the BSE is set by the H:C ratio of 0.2. Heights
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Figure 8. A map of ﬁnal concentrations (in ppm) of H2O and CO2 in the residual mantle after solidiﬁcation
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Figure 9. A comparison between volatile ratios in the residual mantle. The calculations are carried out
for an initial H:C ratio of 0.2 in the BSE and an initial H2O mass of 1.6 oceans (2.56 × 10
21kg). (a) Plot of
H:C ratio in the residual mantle as a function of compaction time. Circles represent models with dynamic
melt trapping, squares represent models with a constant trapped melt volume fraction of 1%. (b) Retention
of initial H2O content of the BSE in the the residual mantle upon crystallization. The line marked ET08 is
the estimate of H2O retained by the crystallization of a 2000 km thick magma ocean, initially containing 0.5
wt% H2O by Elkins-Tanton [2008]. The line marked HAG13 is the estimate provided by [Hamano et al., 2013
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the governing equations for the compaction and chemical evolution models. Section
4 presents results from the compaction model demonstrating the relative inefficiency
of compaction during the time scale of magma ocean crystallization. In Section 5
we present representative results from a set of numerical simulations in which the
rate of freezing a˙ was determined numerically from linear solidus and liquidus curves.
S1. Compaction within the freezing front In
a viscous matrix with interstitial melt, freezing and compaction are governed by cou-
pled partial differential equations conserving mass and momentum of the melt and ma-
trix phases and conservation of concentration of components (such as dissolved volatiles)
within each phase in the freezing front. The detailed derivations of these governing partial
differential equations for multicomponent, multiphase flow can be found in a number of
articles [McKenzie, 1984; Bercovici et al., 2001; McKenzie, 2011; Rudge et al., 2011; Takei
and Hier-Majumder , 2009]. For the sake of brevity, we refer the reader to these articles
for the detailed derivations and focus on the nature of the solution to these equations
within the freezing front. The goal of these simulations is to provide a first order estimate
of the efficiency of compaction as the freezing front propagates through the magma ocean.







((1− φ)w)− Γ′, (1)
where φ is the melt volume fraction, w is the matrix velocity, or the velocity of matrix
sedimentation, z is the height above the base of the freezing front, and Γ′ is the volumetric
crystallization rate. Physically, equation (1) implies that a temporal change in the melt
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volume fraction within any point of the column is guided by a balance between melt
migration by compaction and melting or crystallization.
Next, conservation of momentum within the layer leads to the balance between com-






















where δ is the compaction length, L is the height of the layer, ∆ρ is the density contrast
between the matrix and the melt, and ρ is the density of the matrix. The first term in
equation (2) arises from compaction, the second term arises from buoyancy-driven melt
segregation, and the third term arises from friction at the interface between the melt and
the matrix [Bercovici et al., 2001].
We nondimensionalized the dimensional governing equations by using a characteristic
length scale, L, of 50 km and a characteristic velocity ρg/c = 1.1 cm/yr, where ρ =
3300 kg/m3, is the matrix density and g = 10 m/s2 is the gravity. The coefficient
of frictional resistance, c, was calculated from equation 2 of Hier-Majumder [2011], for
a grain size of 100 microns, melt volume fraction of 0.05, and melt viscosity of 10 Pas,
leading to a value of 9.05 × 1013 Pas/m2. The compaction length is given by δ =√
µ/c =1.05 km, where µ = 1 × 1020 Pas is the matrix viscosity. The characteristic
timescale for the compaction is thus given by Lc/(ρg) = 4.35 Ma.The characteristic length
scale, L, can be considered as the distance between the points of intersection between the
isentrope (described in section 3) and the 30 vol% isopleth and the intersection between
the isentrope and the solidus. We list the values of the constant parameters used in the
nondimensionalizing scheme in supplementary Table 1.
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To solve equation (2) for w, we prescribe w(t, 0) = 0 at the base of the freezing front
(z = 0), which is also the top of the solidifying mantle. At the top of the freezing front
(z = 1), we prescribe ∂w/∂z = 0, which implies that for a constant Γ′, the top boundary
is permeable with a matrix velocity of w(t, 1) = −φ2(1− φ)∆ρ/ρ. If the matrix is denser
(∆ρ > 0), the mineral grains in the matrix at the top sink into the freezing front, as
indicated by the negative sign of the velocity. Since the formulation is an initial value
problem in porosity, we prescribe the initial profile of the melt volume fraction within the
freezing front as
φ(0, z) = 0.15 (1 + tanh 5π(z − 0.4)) + 0.005. (3)
Finally, the concentration of an incompatible volatile species, Z (CO2 , H2O , or N2 ),
within the freezing front is controlled by,






[(DZ − 1) (1− φ)wCZ ] = (DZ − 1) Γ
′, (4)
where DZ is the partition coefficient of the incompatible species and CZ is its concentra-
tion in the melt. Similar to McKenzie [2011] , we use the Boussinesq approximation (i.e.
the density related terms are ignored in all governing equations except for the momentum
equation) and the approximation that the rate of diffusive mass transfer of the species
dissolved in the melt is negligibly small compared to advective transport.
In the derivation of the conservation equations described above, we ignore three factors
that can influence the efficiency with which compaction can expel melt out of the freezing
front. The mobility of the melt can be enhanced by the dissolved volatile species, as they
reduce the viscosity of the melt. Although we consider the trapped melt as a reservoir
for volatiles, we do not consider the effect of these volatiles on the viscosity of the melt.
Such an effect, if present within the freezing front, can lead to a smaller amount of melt
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trapping in the freezing front. In contrast, we also ignore two other factors that can
reduce the efficiency of melt drainage. Surface tension on the grain-melt interface can
reduce the efficiency of compaction, especially at low dihedral angles [Hier-Majumder
et al., 2006] . We also consider that the melt is less dense than the matrix at all depths
of the freezing front, which may not be an appropriate assumption for the lower mantle
[Ohtani and Maeda, 2001; Stixrude et al., 2009]. In the absence of buoyancy or in the
presence of negative buoyancy, compaction will be less effective in expelling the melt out
of the freezing front. The influence of these two effects, therefore, will lead to a larger
volume of trapped melt fraction than our estimates.
We solved the governing partial differential equations using a finite volume discretization
with 1000 nodes. Once the matrix velocity, w, was calculated for a given time step, we
used the mass conservation equation (1) and the mass conservation of dissolved volatile
species (4) to update the melt volume fraction and volatile concentration for the next
time step using an Eulerian forward time marching. In order to obtain stable solutions
for melt volume fractions and volatile concentration, we used a Courant Friedrich Levy
criterion to constrain the length of each time step.
S2. Parameterized equation for trapped melt fraction
As the magma ocean crystallizes, the melt fraction trapped within the freezing front
varies as a result of competition between two processes. Here, we present a derivation for
the parametric relation between the trapped melt fraction, and the rate of secular cooling.
The derivation in this section follows primarily from the work of McKenzie [2011].
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+ v ·∇φ, (5)
where v is melt velocity in the compacting matrix, and the material time derivative is the
melt volume fraction change per unit time due to fluid circulation.
Similar to McKenzie [2011], we use the Boussinesq approximation, i.e. the density
contrast between the solid and the melt is ignored everywhere except for the momentum
conservation equation. In our notation, Γ > 0 during crystallization, leading to a reduction
in melt fraction with time. During two phase flow, the velocity of the matrix and the fluid
phase are divergent. As a result, compression of the solid matrix can lead to volume
change. We can define the trapped melt volume fraction as the difference between the
melt volume fraction increase per unit time minus the volume change due to compression















The third term on the right hand side of equation (6) arises from the dimensional version
of equation (1).
Next, we proceed to express the rate of crystallization as a function of secular cooling.
Following the work of McKenzie, [McKenzie, 2011, eq. A36], we notice that the ratio Γ/ρ
describes the fractional change in fluid mass over the total mass per unit time. With the
Boussinesq approximation, this becomes the rate of change of melt volume due to freezing
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where the first term on the right hand side indicates the change in melt fraction by
changing the temperature. On the zeroth order, we can assume that the amount of melt
increases linearly between the solidus and the liquidus, as the temperature is increased,









where ∆T is the temperature difference between the liquidus and the solidus.














assuming dT/dt remains constant over the time scale of integration. During the events
of rapid solidification, this assumption may not be strictly valid. Nevertheless, we use
this parameterization as a zeroth order approximation, keeping in mind the potential
limitations.
S3. Governing equations for thermochemical evolution
In the main article, we present the final equations governing the evolution of the mass
of the volatiles in the three primary reservoirs, the magma ocean (MO), the primitive
atmosphere (PA), and the residual mantle (RM). We can write the total mass of volatile








Owing to extremely low solubility of N2 in solids, the last term in the right hand side of
equation (10) for N2 is significantly smaller than the first two. As a result, we ignore this
term in the equation for N2.
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S3.1. Primitive atmosphere





where PZ is the partial pressure of Z in the atmosphere, A is the surface area of the planet,
and g is gravity. The mass of the greenhouse species in the primitive atmosphere controls









where kz is the absorption coefficient of volatile Z, and p0 is a reference pressure. The
values of these constants are listed in supplementary Table 2. The effective thermal
emmissivity ǫ is calculated from the optical depths of the two dominant greenhouse species,






As the mass of the solidifying mantle increases, the volatile species Z is partitioned into
the solid and stored in the trapped melt. The rate at which Z is added to the residual
mantle is then the sum of the amount of Z stored in each of these subreservoirs at each
increment of time. Assuming that fraction Ftl of the melt is trapped in the solidifying
mantle, we can derive a conservation equation governing the rate at which the volatile Z
is added to the RM.
If the rate of growth of the residual mantle is given by dMRM/dt, then the rate at which
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, respectively. Assuming the concentration of Z in the melt is
CZ and the mineral-melt partition coefficient of Z is given by DZ , the mass addition rate









, respectively. Taking these contributions into account, we can
write the total rate of mass increase of species Z in the residual mantle as
dMRMZ
dt




At each time step of the thermal evolution model, we calculate the radius of the residual
mantle as the intersection between the mantle adiabat and the 30 melt vol% isopleth. The
mass of the residual mantle is then given by the mass of a spherical shell with an outer
radius a and an inner radius equivalent to the radius of Earth’s core.
S3.3. Magma ocean







XZωZ + (1−XZ) ωMOZ
, (15)
where MMO is the total mass of the magma ocean, and the constant molar coefficients ω
are listed in supplementary Table 2. Finally, the equations are closed by using a relation
between the molar concentration XZ and the partial pressure PZ of the species. We use
the data from Pan et al. [1991] to determine this relation for CO2 and Moore et al. [1998]
for H2O. Due to the strongly nonlinear relation between PH2O and XH2O at low partial
pressures, we use an approximate relation between XH2O and PH2O for total H2O mass
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less than 3 ocean masses. These relations are given by,
XH2O = exp
(
A0/T + C0 lnPH2O +D0
2
)










where K is the equilibrium constant given by Pan et al. [1991],












Combining equations (15) to (18) to obtain MMOZ , using equations (11) and (14) to
obtain MPAZ and M
RM
Z , respectively, we obtain two equations for partial pressures of CO2
and H2O from the mass conservation equation (10). While we can solve forM
PA
CO2 directly,
by ignoring the first term in the denominator of equation (15), the transcendental equation
for H2O does not admit a direct solution. We used a nonlinear root search algorithm to
determine the value of MPAH2O at each time step.
The partial pressure of N2 in bars is given simply by the equation
PN2 =
MTN2
1× 105A/g + 2.7× 10−7MMO
. (20)
S3.4. Thermal structure within the magma ocean
As the magma ocean cools, the thermal structure within the ocean changes, leading to
the crystallization of the residual mantle. Here, we define the top of the residual mantle
in a rheological sense, i.e. it is marked by the isopleth of 30% melt, the disaggregation
fraction. To determine the location of the top of the residual mantle, two factors must
be taken care of. First, the thermal profile within parts of the MO, which are hotter
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than the liquidus temperature will follow an adiabatic temperature profile. Next, in the
partially molten regions where the temperature lies between the solidus and the liquidus,
the temperature profile will be different and a multiphase, isentropic thermal profile will
describe the thermal structure more accurately. In this section, we describe the methods
of calculating each of these geotherms.








where z is the depth from the surface, αf is the coefficient of thermal expansion in the
liquid, g is gravity, and CP is the heat capacity.
At temperatures between the liquidus and the solidus both the solid and melt phases
coexist. The thermal structure within this temperature range must therefore take into
account the energy changes associated with melting or crystallization. For simplicity, we
assume that the solid is monomineralic, thus neglecting the energy changes associated
with individual components within the solid phase. With these considerations, the path
taken by an ascending/descending unit volume of partially molten aggregate will follow an
isentrope, one on which the total entropy of the system remains constant [McKenzie, 1984;
Asimow et al., 1997; Stolper and Asimow , 2007]. Along the isentrope, the production of
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where T ′ is the depth dependent temperature within the isentrope, ∆S = 360 Jkg−1K−1
, is the entropy of fusion, αs = 4.0 × 10
−5 K−1 is the thermal expansion coefficient
of the solid, αf = 6.8 × 10
−5 K−1 is the thermal expansion coefficient of the melt,
ρs = 4050kgm
−3, is the density of the solid, ρf = 2800kgm
−3, is the density of the melt,
and CP = 1000Jkg
−1K−1, is the heat capacity, which is assumed to be equal within both
phases.
Our goal is to find a solution to equation (22) which also leads to an expression for T
within the multiphase region as a function of depth. To achieve this goal, an additional
closure relation is required, expressing T as a function of P and X within the multiphase
region. In previous works [e.g. McKenzie, 1984; Sramek et al., 2006], a linear function
T (X,P ), based on available petrological data has been prescribed. Here, we use our fit to
the experimental data for solidus and liquidus temperatures, and write this relation as,
T ′ = Ts(P ) +X [Tl(P )− Ts(P )] , (24)
where Ts(P ) and Tl(P ) are pressure dependent solidus and liquidus temperatures, provided



















= Tl(P )− Ts(P ) (25)
which can be directly evaluated at each depth from the known pressure.
To calculate the temperature of the isentrope at a given pressure, we start integrating
equation (22) from the pressure at which the MO adiabat intersects the liquidus. At this
point of intersection, X = 1. We then integrate forward (towards higher pressure) using
a 4th order Runge-Kutta scheme, until the value of X reduces to 0.3, which marks the
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top of the freezing front. We then convert the pressure corresponding to X = 0.3 as the
radius of the residual mantle.
In order to reduce computation time, we first carried out this calculation over a tem-
perature range of 1800 K to 2500 K, recording the radius of the residual mantle as a
function of the temperature. Next we gave a polynomial fit to this data, and used the
fit parameter during the thermal evolution calculations instead of carrying out the direct
numerical integration at each time step.
Once the thermal structure is obtained using the above algorithm, we calculate the
masses of each volatile within the three primary reservoirs, evaluate the coefficient of
thermal emmissivity, and move to the next step of the thermal evolution model.
S4. Results for compaction within the freezing front
As the MO crystallizes bottom-up, the freezing front sweeps vertically upward, as de-
picted in the schematic diagram on the right of Figure S1. The series of profiles in Figure
S1 depict the internal structure and composition of a freezing front, moving at a speed
of 1 m/yr. The profiles of melt fraction in Figure S1(a), characterized by a disaggre-
gated, mushy top and a crystalline base, remain nearly unchanged as the freezing front
propagates upwards. The maximum melt fraction, near the top of the freezing front is
equal to the disaggregation melt fraction of 0.3, which defines the rheological boundary
of the freezing front. Driven by the contrast in density, the matrix precipitates towards
the bottom of the freezing front. The profiles of matrix velocity in Figure S1(b) indicate
compaction and matrix sedimentation in the mushy zone, as the matrix sediments to the
crystalline base at peak velocities in this region. The magnitude of the peak sedimenta-
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tion velocity, however, is three orders of magnitude less than the propagation rate of the
freezing front.
The distribution of the incompatible volatile species within the freezing front is de-
picted in panel (c). The prescribed mineral-melt partition coefficient of 0.01, partitions
the volatiles strongly into the melt phase. Consequently, the shape of the curves in panel
(c) mimic the melt fraction profiles within the freezing front, indicating greater volatile
concentration within the melt-rich mushy top part of the freezing front. As the freezing
front propagates at a rate faster than compaction or diffusive transfer of the volatile, this
distribution of volatile content within the freezing front will be preserved upon crystal-
lization. For the scenario depicted in this figure, much of the initial volatiles dissolved
in the melt are never expelled from the freezing front by compaction. A rapidly moving
freezing front, thus, acts like a hygrostat, retaining volatiles within the residual mantle.
S5. Evolution with a linear solidus
We carried out a series of 60 simulations with a linear solidus, liquidus, and freezing
front curves. The solidus and liquidus curves were constructed by linear interpolation of
the surface and CMB temperatures determined by the curve used in the main article. The
plots in Figure S2 outline the evolution of the volatile reservoirs. In these plots, the H:C
ratio is 0.4 and the initial composition of the BSE contained 1.6 oceans of H2O .
The most remarkable distinction between the plots in Figure S2 and the nonlinear case in
the main article is the absence of an early rapid crystallization. The slower crystallization
rate influences the rate of release of the volatiles in the reservoirs. For example, using
both the model of constant trapped melt volume fraction and dynamic melt trapping, the
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MO remains a larger reservoir of H2O until nearly the end of complete crystallization, as
evidenced by the plot in Figure S2(b).
The plots in Figure S3 compare the evolution of trapped melt fraction for 30 different
cases with the constant trapped melt volume fraction. Besides the absence of sharp jumps
in the trapped melt volume fraction, associated with the lower mantle and transition zone
freezing events, the maximum trapped melt volume fraction is ∼0.05 in Figure S3. In
comparison, the similar plot in Figure 5(a) in the main article shows two jumps corre-
sponding to the two major mantle freezing events. The maximum trapped melt volume
fraction in those simulations (corresponding to the transition zone freezing) reach up to
∼0.25. The time to complete crystallization of the MO, however, is similar for both of
theses cases.
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Figure S1. Anatomy and evolution of the magma ocean freezing front. The cartoon illustrates
the different components of the crystallizing magma ocean. The set of profiles depict (a) the melt
volume fraction, (b) matrix sedimentation velocity, and (c) the concentration of an incompatible
volatile species with a mineral to melt partition coefficient of 0.01 within a freezing front migrating
upward at a velocity of 1 m/yr. The annotations on the curves in (a) depict the time in ka since
the beginning of the simulation.
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1.6 oceans of H2O in BSE
Figure S2. Evolution of volatiles in the reservoirs following a linear solidus and liquidus. The
compaction time for this problem is 0.5 Ma.
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Figure S3. (a) Evolution of trapped melt fraction and (b) time to complete crystallization
of the magma ocean. The compaction time (τ) is ∼1.2 Ma in these simulations. Results from
three sets of simulations are presented. In each of these sets of simulations, corresponding to a
distinct H:C ratio in the BSE, the total H2O content varied between 1 and 10 oceans of water
(1.6× 1021 kg).
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Table S1. The value of constants used.
Symbol Value Definition Units
φC 0.3 Rheologically critical melt fraction
Γ′ 0.3 Volumetric crystallization rate Dimensionless
L 5× 104 Length of the compacting layer m
ρ 3300 Matrix density kg m−3
∆ρ 330 Density contrast kg m−3
g 10 Gravity m s−2
µ 1020 Matrix viscosity Pas
c 9.05× 1013 Frictional resistance Pas/m2
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Table S2. The value of constants used. The different background colors correspond to the
compaction and the thermochemical evolution models.
Symbol Value Definition Units
CP 1000 Heat capacity J kg
−1 K−1
R 6.37× 106 Planetary radius m
∆S 300 Entropy change on melting J kg−1 K−1
σ 5.67× 10−8 Stefan-Boltzmann constant Wm−2K−4
ǫ Section S3.1 Thermal emmissivity
T∞ 293 Surrounding temperature K
Fs 300 Solar heat flux Wm
−2
τ Section S3.1 compaction time Ma
kCO2 0.05 Absorption coefficient kg m
−2
kH2O 0.01 Absorption coefficient kg m
−2
p0 1× 10
5 Reference pressure Pa
∆H 5.2× 103 Enthalpy of reaction J
R 8.314 Universal Gas constant Jmol−1K−1
K0 exp (−14.83) Equilibrium constant bar
−1
KH2O 2.1× 10
−7 Equilibrium constant bar−1
ωCO2 44 Constant g mole
−1
ωMOCO2 36 Constant g mole
−1
ωH2O 18 Constant g mole
−1





z > 660 km 1× 10−3
660 > z > 4100 km 1× 10−1
z < 4100 km 1× 10−2
A0 2565 Constant K
−1
C0 1.171 Constant [ln bar]
−1
D0 -14.21 Constant
D R A F T July 6, 2017, 6:48pm D R A F T
