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Cold atoms in cavity provides a new platform for exploring exotic many-body phases. Here we
explore the dynamics of a two-component condensate coupled to a finesse cavity, in which the Raman
coupling is mediated by pumping laser and cavity mode. In this model, the energy scale of cavity
mode is several order of magnitude bigger than that in the condensate, thus the small fluctuations
in the cavity field may have important consequence in the dynamics of condensate. Beyond the
steady-state approximation, we show the cavity can play two different roles to this dynamics. In
the first case, it imprints a gauge potential to the dynamics of condensate, giving rise to zero
and pi Josephson dynamics. Nevertheless, in the other case, it plays the role of non-reciprocial
transportation between the two hyperfine states, in which the stability of the fixed points are tuned
from elliptic to stable spiral for one of the trapped phase and unstable spiral for the other trapped
phase, thus the oscillating dynamics will finally ceased. The transition between these dynamics can
be controlled by the parameters of the cavity field and the driving field. Our results demonstrate
an novel way to engineer the dynamics of condensate by tuning the stability of the fixed points.
Cold atoms trapped in a finesse cavity provides an ideal
platform for exploring exotic many-body physics and as-
sociated dynamics [1, 2]. In a finesse cavity, the coupling
between cavity and the condensate [3, 4] can be much
larger than the dephasing rate, giving rise to strong cou-
pling [5–7]. For a quantized cavity, this coupling can
lead to superradiant phase [8–10] and supersolid phase
[11–13]. When an optical lattice is coupled to a cavity,
it is possible to realize the collective Dicke model, which
has been long-sought in particle physics and quantum op-
tics for more than half-century. Recently, this model was
realized by Baumann et al. [14], characterized by superra-
diant leaking of photon from the cavity. In the insulator
regime with cavity-mediated long-range interaction, this
platform can host supersolid phase and Mott insulator
phase. More intriguing phenomena such as strong non-
linear induced bistability [15–20], superradiant induced
gauge potential [21, 22], topological Kondo phase [23]
and even topological superradiant phase [24] can also be
realized. The similar physics may also be explored in
Fermi gases trapped in a cavity [25–31].
In this work, we investigate the dynamics of a two-
component condensate in a finesse cavity [32–36], in
which the Raman coupling between the two hyperfine
states is mediated by pumping laser and cavity mode.
We find that the energy scale of the cavity field is much
bigger than that in the condensate, thus the weak fluctu-
ation in the cavity may strongly influence the dynamics
of condensate, which can not be captured by replacing
the cavity mode by a c-number. This mechanism pro-
foundly influences the stability of the fixed points and
their corresponding dynamics. We find the cavity can
play two distinct roles during the dynamics of the con-
densate. In the oscillating phase, the cavity plays the role
of imprinting a gauge potential to the effective coupling
between the two hyperfine states, giving rise to zero and
pi Josephson oscillation about their fixed points. In the
trapped phase with small effective coupling, the cavity
plays the role of nonreciprocal coupling between the two
states. The stability of the fixed points are tuned from
elliptic in a double-well model to stable spiral and un-
stable spiral due to fluctuation of the cavity field, as a
consequence the condensate can only be trapped in one
of the hyperfine state, and the associated dynamics will
finally be ceased. The transition between these two dy-
namics can be controlled by the parameters of the cavity
field and the driving field. We estimate the possible ob-
servations with experimental accessible parameters.
FIG. 1. (Color online). Physical model for two-component
condensate in a finesse Fabry-Pe´rot cavity. The Raman cou-
pling between the two hyperfine states, |g1〉 and |g2〉, is medi-
ated by the pumping field and the cavity mode, far detuned
from the excited state |e〉. ηl denotes the driving field, which
can be controlled by the driving power ηl =
√
2κP/~ωl [37–
39], and κ is the decay rate of the cavity. For P = 1 nW and
κ = 1 MHz, ηl ≈ 8.9× 107 MHz.
We consider a two-component ultracold bosonic atoms
trapped in a high finesse cavity (see Fig. 1). The ground
states |gi〉 (i = 1, 2 for two hyperfine states) and excited
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2state |e〉 are coupled by the pumping laser with coupling
strength Ωp and frequency ωp, and cavity mode with cou-
pling strength Ωc cos(kcx)(aˆ+ aˆ
†) and frequency ωc [40].
In the large detuning limit, we can safely eliminate the
contribution from the excited states via second-order per-
turbation theory [27, 41, 42], and obtain
H =
∫
dr
∑
i=1,2
[
Ψ†i (r)
(
p2
2m
+ Vg(r) +H
i
int + ωi
)
Ψi(r)
]
+
[
Ω cos(kcx)(aˆ+ aˆ
†)e−iωptΨ1Ψ
†
2 + H. c.
]
+iηl
(
aˆ†e−iωlt − aˆeiωlt)+ ωcnˆa, (1)
where Hiint = U˜0Ψ
†
iΨi+
∑
j 6=i
V˜0
2 Ψ
†
jΨj denotes the many-
body interaction in the same trap, ωi is the energy of each
hyperfine state, Ω = ΩcΩp/∆ is the effective coupling
from the Raman coupling, with ∆ = (ωe−ω1)−ωp being
the energy detuning between atoms and pumping laser
frequency ωp, nˆa = aˆ
†aˆ, with aˆ (aˆ†), is the annihilation
(creation) operator of the cavity mode. ωl is the driving
laser of the cavity. In experiments, the detuning ∆ is
about tens or hundreds of GHz [6, 14]. The term ηl
denotes the effective driving strength [43].
It is convenient to make a rotation to the
above model via a unitary transformation U =
e−iωltaˆ
†aˆ−i∑m=1,2 ωmt|gm〉〈gm|, then the effective Hamilto-
nian may be written as H = U†HU − iU†∂tU . Under
rotating wave approximation, we have
H =
∫
dr
∑
i=1,2
[
Ψ†i (r)
(
p2
2m
+ Vg(r) +H
i
int
)
Ψi(r)
]
(2)
+Ω cos(kcx)
(
aˆ†Ψ1Ψ
†
2 + H. c.
)
+ iηl
(
aˆ† − aˆ)+ δcnˆa,
where the detuning δc = ωc − ωl ∼ kHz (see Fig. 1). In
previous models, without the trapped potential, the cou-
pling between the periodic cavity mode and condensate
may excite finite momentum modes in the condensate,
which may lead to bistability between them [16–18, 44].
Here we consider the dynamics of the condensate in a
relative tighter trap, where only the lowest mode needs
to be considered. In this case, we may write Ψ1 = ψb(r)bˆ
and Ψ2 = ψc(r)cˆ [45], where ψb and ψc correspond to
wave functions of each component. Then,
H = δcnˆa + U0(nˆ2b + nˆ2c) + V0nˆbnˆc
+(g0a
†bc† + h.c.) + iηl
(
aˆ† − aˆ) , (3)
where the interaction between the same atoms is as-
sumed to be the same U0 = U˜0
∫
dr |ψb/c|4, and between
different species is denoted as V0 = V˜0
∫
dr |ψb|2|ψc|2.
The coupling between the two species is mediated
by the second term in Eq. 1, that is, g0 =
Ω
∫
dr cos(kcx)ψb(r)ψ
†
c(r). In a harmonic trap, let us
assume ψb(r) = ψc(r) ∼ exp
(−r2/2ξ2), where oscil-
lating length ξ =
√
~/(mω¯). Then we find U0 =
4pi~2a
m
∫
dxψ4b = 2aω¯
√
m~ω¯ and g0 = Ω exp(−ER/2~ω¯).
For parameters in 87Rb: trap frequency ω¯ ∼ 2pi×150 Hz
[46–48], recoil energy ER = h × 3.77 kHz, Raman cou-
pling Ω = 2pi× 3.18 MHz and scattering length a = 20a0
(a0 is Bohr radius), we estimate U0 ∼ 24 Hz, g0 ≈ 70 Hz.
We let g0 to be real without losing of generality. The
dynamics of the condensate, beyond the steady-state ap-
proximation, can be captured by the following equations,
˙ˆa = i[aˆ,H] = −iδcaˆ− ig0cˆ†bˆ− κaˆ/2 + ηl, (4)
˙ˆ
b = i[bˆ,H] = −2iU0bˆ†bˆ2 − iV0bˆcˆ†cˆ− ig0cˆaˆ, (5)
˙ˆc = i[cˆ,H] = −2iU0cˆ†cˆ2 − iV0cˆbˆ†bˆ− ig0aˆ†bˆ, (6)
where κ denotes the decay rate of the cavity mode. The
total number of atoms is conserved, that is, N = nb +nc
and [N,H] = 0. For a finesse cavity with Q ∼ 108 − 109
[1, 6, 49–51], the decay rate κ ∼MHz. We can expand the
dynamics of these operators in number-phase representa-
tion [52, 53]: aˆ = eiθa
√
n′a, bˆ = e
iθb
√
nb and cˆ = e
iθc
√
nc,
then the above equations yield,
n˙a = g
√
na(1− z2) sinφ− κna + 2η√na cos(θ − φ),(7a)
z˙ = −2g
√
na(1− z2) sinφ, (7b)
θ˙ = −2Uz + V z + 2gz
√
na
1− z2 cosφ, (7c)
φ˙ = θ˙ + δc +
g
2
√
1− z2
na
cosφ+
η√
na
sin(θ − φ). (7d)
Hereafter, we regard N as a normalized factor, and define
g = g0
√
N , U = U0N , V = V0N , na = n
′
a/N , η =
ηl/
√
N . Other parameters are z = (nb − nc)/N , φ =
θb − θc − θa and θ = θb − θc. The variables (p, q) =
(ni, θi) are canonical conjugate pairs, following standard
Hamiltonian equations: p˙ = ∂Heff∂q , q˙ = −∂Heff∂p , we have
Heff = (δc − iκ)na + g
√
na(1− z2) cosφ+ K
2
z2
+2η
√
na sin(θa). (8)
where K = U − V/2. In experiments, while g ∼ kHz
for number of atoms N ∼ 104, the last term, η, is typi-
cally of the order of MHz. For the fixed points, one may
replace the operator aˆ by a c-number, in which case the
above model is the same as that in a double well potential
[54–56]. For this reason, we expect coherent oscillation
between the two hyperfine states. However, the interest-
ing point is that the fluctuation of the cavity field, both
from the fluctuation of phase and the number of pho-
tons, can have profound consequence to the stability of
the fixed points. The same picture may be applicable to
dynamics in other many-body models in the cavity.
From Eq. 7b, the fixed points can only be realized at
sin(φ) = 0. We find this model may host four different
superradiant fixed points with n∗a 6= 0. To simplify the
formula, we let δc = 0; we will take it back for δc  η in
3K > 0 K < 0
FPs φ∗ Q > 4η2g2 Q < 4η2g2 φ∗ Q > 4η2g2 Q < 4η2g2
(1) 0 Saddle Elliptic 0 Elliptic Elliptic
(2) 0 Saddle - pi Saddle -
(3) 0 Stable spiral - pi Stable spiral -
(4) pi Elliptic Elliptic pi Saddle Elliptic
TABLE I. The stability of the fixed points (FPs). Criteria for
these FPs are following. Saddle means ∃i, j, with Re(λi) < 0
and Re(λj) > 0. Stable means for all i, Re(λi) ≤ 0. Stable
spiral means that for all i, Re(λi) < 0 and Im(λi) 6= 0; while
elliptic means ∃i satisfies Re(λi) = 0.
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FIG. 2. (Color online). Phase diagrams from the long-time
dynamics. In (a), we have used initial phase θ0 = 0. The
condensate is at the trapped phase (TP) when g is small; and
otherwise in the Josephson oscillation phase (JP). (b) Same
as (a), but in the z0 − θ0 plane with g = 4.5 kHz. Besides
the Josephson oscillation around θ∗ ∼ 0, it is also possible to
realize the similar phase at θ∗ ∼ pi. (c) and (d) The real part
of the eigenvalues λ3 and λ4 as a function of g. λ1,2 = −κ/2
for all fixed points, thus is not shown. Parameters are η = 1
MHz, κ = 1 MHz, and K = 10 kHz. In experiment with
typical N = 5× 103, the parameters g = 5 kHz, K = 10 kHz
correspond to g0 = 70.7 Hz, and U0 − V0/2 = 2.0 Hz.
simulation. For φ∗ = 2npi, n ∈ Z, with fixed points: (1)
n∗a =
4η2 − g2
κ2
, z∗ = 0, θ∗ = −cos−1
√
4η2 − g2
2η
, (9)
(2) for z∗ > 0 and (3) for z∗ < 0 as following
n∗a =
4η2K2
Q , z
∗ = ±
√
1− 4η
2g2
Q , θ
∗ = −cos−1 κK√Q ,(10)
where Q = g4 +κ2K2. For φ∗ = pi+ 2npi, the fixed point
is (4)
n∗a =
4η2 − g2
κ2
, z∗ = 0, θ∗ = cos−1
−
√
4η2 − g2
2η
. (11)
For g  η, the fixed points (1) and (4) are always ex-
ist, while points (2) and (3) may break down when Q >
4η2g2. In the regime when K, g  κ, η, this inequality is
reduced to g < κK/2η. The normal phase with n∗a = 0
corresponds to the physics without coupling to cavity,
thus is trivial to us. These four fixed points have totally
different stability due to fluctuation of the cavity field.
If we define vector x = (na − n∗a, z − z∗, θ − θ∗, φ − φ∗),
then the evolution of x after linearization can be written
as x˙ = Amx, where Am (m = 1, 2, 3, 4) denote the sta-
bility matrix of the m-th fixed point. Upon a similarity
transformation, we find
P−1AmP =
(−κσz/4 um
vm −κσz/4
)
− κ
4
σ0, (12)
where σ0,z are Pauli matrices. Let λj(Am) being the j-th
eigenvalue of Am, then the dynamics of the condensate
are fully determined by the real part of these eigenvalues.
The system is stable only when all real parts are less
or equal to zero; otherwise, the system is unstable. A
detailed classification of these behaviors can be found in
Refs. [57, 58]. We present the relevant criteria for these
fixed points in Table I for sake of convenience.
Josephson oscillating phase. We plot the phase dia-
gram as a function of initial imbalance z0 = z(t = 0) and
effective coupling strength g in Fig. 2a. For K > 0,
we find two different oscillating phases at (1) θ ∼ 0
(φ∗ = 2npi, termed as zero Josephson oscillation phase)
[59–61], and at (4) θ ∼ pi (φ∗ = (2n + 1)pi, termed as
pi Josephson phase). These phases have been searched
in superconducting junctions [62–67]. Around these two
fixed points, um and vm in Eq. 12 read as,
u1 =
2ηg
κ
(
0 1
−2 −2
)
, v1 =
(
4ηg
κ
− 2K
)(
0 0
0 1
)
, (13)
u4 =
2ηg
κ
(−2 −1
2 2
)
, v4 = −(4ηg
κ
+ 2K)
(
0 0
0 1
)
. (14)
The eigenvalues are λ1,2(A1,A4) = −κ/2 and λ3,4(A1) =
±
√
8ηg(κK−2ηg)
κ , λ1,2(A4) = ±
√
8ηg(κK+2ηg)
κ i, indicating
of elliptic stability, following criteria in Tab. I. We find
the corresponding plasmon frequencies can be written as,
ω±J =
√
2Jeff(2Jeff ± 2K), (15)
where the effective coupling Jeff = g
√
n∗a = 2ηg/κ. No-
tice that the dynamics also depends on the initial con-
ditions (see Fig. 2a, b). Two typical examples for these
two oscillation phases are presented in Fig. 3b and c for
θ∗ ∼ 0 and θ∗ ∼ pi, respectively. One may understand
the stability and dynamical period of these two dynam-
ics by replacing aˆ with a c-number from a˙ = 0 (Eq. 4),
as was used in literatures [25, 68–70]. Thus the cavity
plays the role of imprinting a gauge potential to the dy-
namics of condensate. For |δc|  η, the imprinted phase
θa ≈ 2δcκ − g2η , which is always very small, but may still
observable via homodyne detection [71–73]. During this
oscillation, the phase fluctuation of the cavity field is es-
timated to be δθa ∼ gδφ2/η ∼ 10−5 (see Fig. 3a). We
also find the photon number fluctuation δna ∼ O(1/N).
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FIG. 3. (Color online). Dynamics of the oscillating phase.
(a) Periodic oscillation of imbalance z and phase, (θa− θ∗a)N .
(b) and (c) Dynamics in the zero and pi Josephson oscillating
phase, respectively. (d) Oscillating period, T = 2pi/ω±J deter-
mined by Eq. 15 (see the solid line). Inset gives the dynamics
at θ∗ ∼ pi.
FIG. 4. (Color online). Dynamics in the trapping dynam-
ics. (a) and (b) show the dynamics of condensate with initial
condition z0 < 0 and z0 > 0, respectively, and their corre-
sponding phase fluctuation of the cavity field. In (b), the
critical time tc defines the transition from the unstable spiral
point to the stable spiral point; see (c) for this transition in
phase space. (d) The transition time tc is typically of the or-
der of tens of ms, which will divergent at the phase boundary
between trapped and oscillating phases.
Trapped phase and dynamics. In this phase, the cavity
plays the role of nonreciprocal coupling between the two
hyperfine states. The dynamics of condensate will ap-
proach a steady state [68, 74, 75], in which the imbalance
z and phases will cease to oscillate anymore. Two typical
dynamics are presented in Fig. 4a-b. For z0 < 0, the con-
densate directly approach the stationary point; however,
for z0 > 0, a sudden switch from z(t) > 0 to z(t) < 0 will
happen at a critical time tc. This feature is totally dif-
ferent from the oscillating dynamics in the self-trapping
phase in a double-well potential. Let P = 2η2g2 − κ2K2
and R = K(Q− 4η2g2)/2η2g2, then in Eq. 12,
u2/3 =
4η2g2
κ2K
(
0 1
−2 −2
)
, v2/3 =
(
0 ± P8η2K
∓ P4η2K R
)
.(16)
The eigenvalues are λ3,4(A2,A3) = ± 2
√
Q−4η2g2
κ i +
2Pg2
K2κ3σ, and λ1,2(A2,A3) = −κ/2, where σ = −1 and
+1 correspond to fixed point (2) and (3), respectively.
These two fixed points exist in the regime when g <
κK/(2η), then P < 0 ensure that Re[λ3,4(A3)] < 0 and
Re[λ3,4(A2)] > 0. This result indicates unstable spiral
for z∗ > 0 and stable spiral for z∗ < 0, as summarized in
Tab. I. The numerical results are presented in Fig. 2d.
These two fixed points have opposite real parts (see Fig.
2d), due to that the cavity field can induce one of the
self-trapping point in the double-well potential model to
be unstable spiral and the other one to be stable spiral.
We find that this change arises from the fluctuation of
the cavity field (see Eq. 8). In Fig. 4c, we plot the
trajectory in phase space, which first oscillates around
the unstable spiral point, and then collapse to the stable
spiral point. The transition time tc depends on z0 and
g (see Fig. 4d). Especially, at the boundary between
oscillating phase and trapped phase, the transition time
will divergent. This time scale, of the order of 100 ms, is
accessible in experiments. In this regime θa ≈ 2δcκ − g
2
κK .
Since this phase is driven by nonreciprocal coupling be-
tween the two levels, the similar trapped phase can be
found even with finite Zeeman field δc.
Conclusion and discussion. Finally, let us briefly dis-
cuss the dynamics in several relevant limits, which al-
ways encounter in experiments. In the bad cavity limit
(Q ∼ 106, κ ∼ 100 MHz), the fast decay of the cav-
ity makes the system favor the trapped phase. However,
since their boundary is related to κU and ηg, thus their
dynamics can be controlled by scatter length, trapped
potential, as well as parameters of the cavity and driv-
ing fields. Secondly, as from the effective Hamiltonian
Heff , the fixed points may be interchanged between zero
to pi phases when K is changed from positive to negative
values. We summarize the properties of the fixed points
in this condition in Tab. I for a complete comparison.
It will change the properties of fixed points (1) and (4),
leaving (2) and (3) to be unaffected. Finally, we find
that during the transition from these two dynamics, the
value of of na and θa is still a smooth function. Thus in
experiments, we have to measure the condensate imbal-
ance z using photoemission spectroscopy method [76–78]
to visualize those dynamics.
To conclude, we consider a two-component condensate
coupled to a finesse cavity. Since the energy scales in
5the cavity field is several order of magnitude bigger than
that in the condensate, the small fluctuations in the cav-
ity field may totally influence the stability of the fixed
points, thus influence the corresponding coherent dynam-
ics. In our model, we find two distinct roles played by
the cavity field. In one hand, it may imprint a gauge
potential to the condensate, and on the other hand, it
plays the role of nonreciprocal coupling between the two
hyperfine states, which tunes the elliptic fixed points to
unstable and stable spiral fixed points. These results
demonstrate a novel way to engineer the dynamics by
tuning the bistability of the fixed points.
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