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Abstract
Wang and Wu characterized matrices which are sums of two square-zero matrices, and
proved that every matrix with trace-zero is a sum of four square-zero matrices. Moreover, they
gave necessary or sufficient conditions for a matrix to be a sum of three square-zero matrices.
In particular, they proved that if an n  n matrix A is a sum of three square-zero matrices,
the dim ker.A − I/ 6 3n=4 for any scalar  =D 0. Proposition 1 shows that this condition
is not necessarily sufficient for the matrix A to be a sum of three square-zero matrices, and
characterizes sums of three square-zero matrices among matrices with minimal polynomials
of degree 2. © 2000 Elsevier Science Inc. All rights reserved.
Let Cnm denote the space of all n  m complex matrices. The block diago-
nal matrix with diagonal blocks A1; : : : ; Am is denoted by A1      Am, and if
A1 D    D Am D A, then we write A1      Am D A.m/. Let In denote the n  n
identity matrix.
Proposition 1. Let A be an n  n matrix with tr A D 0 and assume that A is similar
to 
 0
0 
.m/
 Ir ;
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where  =D  and m, r > 1. Then A is a sum of three square-zero matrices if and only
if r is a divisor of 2m.
Lemma 1. Let
A D

 0
0 
.2/
2 C44 and  =D :
Then, for any γ and  such that γ =D  and γ C  D  C , there is a square-zero
matrix N such that A C N is similar to
γ 1
0 γ



 1
0 

:
Proof. Clearly, A is similar to
γ I2 I2
cI2 I2

;
where c D . − γ /.γ − /. By considering the matrix
S−1

γ I2 I2
cI2 I2

S for S D I1 

1 0
1 1

 I1;
we see that there is a square-zero matrix N such that A C N is similar to2
664
γ 1 1 0
0 γ 0 1
0 0  −1
0 0 0 
3
775 ;
which is similar to
γ 1
0 γ



 1
0 

because γ =D . 
The following lemma is a special case of Proposition 1.
Lemma 2. Let A be an n  n matrix with tr A D 0 and suppose that A is similar to
 0
0 
.m/
 Ir ;
where  and  are scalars with  =D . If r 6 2, then A is a sum of three square-zero
matrices.
Proof. Since tr A D 0, the condition  =D  is equivalent to  =D 0. The case when
r D 0 or 1 follows from [1, Proposition 3.3] and its proof. (Indeed, since  =D ,
the proof of [1, Proposition 3.3] with c D − shows the case of r D 1.) Thus we
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consider the case when r D 2. Suppose that m is even. Then A is similar to A1  A1,
where
A1 D

 0
0 
.m=2/
 I1 and tr A1 D 0:
As remarked above, A1 is a sum of three square-zero matrices, and hence so is A.
Next, suppose that m is odd and m D 2k C 1. The condition tr A D 0 implies  C
 D −2=m. By Lemma 1, for 1 6 i 6 k, there is a square-zero matrix Ni such that
 0
0 
.2/
C Ni
is similar to−.2i C 1/=m 1
0 −.2i C 1/=m



.2i − 1/=m 1
0 .2i − 1/=m

:
Also, there is a square-zero matrix M such that the matrix
 0
0 

C M
is similar to−=m 1
0 −=m

(see [1] or the proof of Lemma 1). Let
N D N1      Nk  M 

0 1
0 0

:
Then N2 D 0 and the matrix 
 0
0 
.m/
 I2
!
C N
is similar to
BD
kM
iD1
−.2i C 1/=m 1
0 −.2i C 1/=m



.2i − 1/=m 1
0 .2i − 1/=m


−=m 1
0 −=m



 1
0 

:
Clearly, B is similar to −B, and so by [1, Theorem 2.11] B is a sum of two square-
zero matrices. Therefore it follows that A is a sum of three square-zero matrices. 
Lemma 3. Let A be an n  n matrix whose minimal polynomial is m./ D . −
/. − /, and let N be an n  n square-zero matrix. If γ is the eigenvalue of A C N
and γ =D , , then  C  − γ is also the eigenvalue of A C N .
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Proof. Since N2 D 0, we can take an invertible matrix P such that
P−1NP D

0 0
N1 0

;
where N1 2 Cr.n−r/. Let
P−1AP D

A11 A12
A21 A22

;
where A21 2 Cr.n−r/. Then, since .A − I/.A − I/ D 0, we have
A11A12 C A12A22 D . C /A12
and the invariant polynomials of the matrix polynomials
TA11 − I;A12U and

A12
A22 − I

are divisors of . − /. − /.
Hence the lemma follows from [2, Theorem 6(b)]. 
Proof of Proposition 1. Suppose that 2m D rs for some integer s. Then, according
as r is odd or even, A is similar to C.r/ or D.r=2/, where
C D

 0
0 
.s=2/
 I1 and D D

 0
0 
.s/
 I2:
In each case, the condition tr A D 0 implies tr C D 0 or tr D D 0. By Lemma 2, the
matrices C and D are sums of three square-zero matrices and so A is a sum of three
square-zero matrices.
Conversely, assume that A is a sum of three square-zero matrices. Then there
is a square-zero matrix N such that A C N is a sum of two square-zero matrices.
Since rank.A − I/ < n=2 and rank N 6 n=2 because N is square-zero, we have
 2 .A C N/, so it follows from [1, Theorem 2.11] that − 2 .A C N/. Since
tr A D 0, the conditions  =D  and r > 1 imply that −.k C .k − 1// =D  for ev-
ery integer k > 1 (and − =D ). Therefore, if −.k C .k − 1// =D  for all integers
k > 2, then it follows from Lemma 3 and [1, Theorem 2.11] that k C .k − 1/ 2
.A C N/ for all k, which is impossible. Thus we have −.k C .k − 1// D  for
some integer k > 2 and therefore 2m D .k − 1/r because tr A D 0. 
For a matrix A, let A D maxfdim ker.A − I/ V  2 Cg. If tr A D 0 and A D
dim ker A, then the rational form of A shows that A is similar to A1      Am  0,
where each Ai is a cyclic matrix of size at least 2. By [1, Proposition 3.3], A1 
    Am is a sum of three square-zero matrices, hence so is A. Thus we consider
matrices A with A D dim ker.A − I/ for some  =D 0.
Lemma 4. Let A be an n  n matrix with A > n=2 and N be an n  n square-zero
matrix. Then there is an invertible matrix P such that
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P−1AP D
2
664
Ik1 0 0 0
 B11 B12 0
 B21 B22 0
   Ik2
3
775
and
P−1.A C N/P D
2
664
Ik1 0 0 0 B11 B12 0
 B21 C M B22 0
   Ik2
3
775 ;
where  is a scalar such that dim ker.A − I/ D A, k1 C k2 D 2A − n, Bij .i; j D
1; 2/ and M are .n − A/  .n − A/ matrices and  are some matrices.
Proof. Let r D n=2 or r D .n − 1/=2 according as n is even or odd. Since N is
square-zero, we may assume that
N D

0 0
N1 0

;
where N1 2 Cr.n−r/. We write
A D

A11 A12
A21 A22

;
where A21 2 Cr.n−r/. Then
rankTA11 − I; A12U 6 rankTA − I U D n − A
and
rank

A12
A22 − I

6 n − A:
Therefore there are invertible matrices Q1 2 C.n−r/.n−r/ and Q2 2 Crr such
that
"
Q1 0
0 Q2
#−1
A
"
Q1 0
0 Q2
#
D
2
6664
IA−r 0 0 0
 B11 B12 0
 B21 B22 0
   IACr−n
3
7775 ;
where Bij 2 C.n−A/.n−A/.i; j D 1; 2/, and we can write
"
Q1 0
0 Q2
#−1
N
"
Q1 0
0 Q2
#
D
2
6664
0 0 0 0
0 0 0 0
 M 0 0
  0 0
3
7775
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in the same block form as the one of the matrix
Q1 0
0 Q2
−1
A

Q1 0
0 Q2

:
This proves the lemma. 
Proposition 2. Let A be an n  n matrix with tr A D 0, and suppose that A D
dim ker.A − I/ for some  =D 0.
(1) If n D 4m and A D 3m, then A is a sum of three square-zero matrices if and
only if A is similar to A.m/1 , where A1 D diag.−3; ; ; /.
(2) If n D 4m − 1 and A D 3m − 1, then A is a sum of three square-zero matrices
if and only if A is similar to A.m−1/1  A2, where A1 D diag.−3; ; ; / and
A2 D diag.−2; ; /.
Proof. The “if” parts of the assertions (1) and (2) follow from the fact that A1 and
A2 are sums of three square-zero matrices (see [1, Corollary 3.5]). So suppose that A
is a sum of three square-zero matrices, or equivalently, there is a square-zero matrix
N such that A C N is a sum of two square-zero matrices.
(1) By Lemma 4, we may assume that
A D
2
6664
Ik1 0 0 0
B10 B11 B12 0
B20 B21 B22 0
B30 B31 B32 Ik2
3
7775
and
A C N D
2
6664
Ik1 0 0 0
B10 B11 B12 0
 B21 C M1 B22 0
  B32 Ik2
3
7775 ;
where B11, B22 and M1 are m  m matrices and k1 D k2 D m. Let
B D
"
B11 B12
B21 B22
#
and M D
"
0 0
M1 0
#
;
which are 2m  2m matrices. Since A C N is a sum of two square-zero matrices, it
follows from [1, Theorem 2.11] that A C N is similar to −.A C N/ and therefore
.B C M/ D f−g, which implies that A C N is similar to
Ik1 0
 Ik2

 .B C M/:
Then, since A C N and −.A C N/ are similar, it follows that .B C M C I/2 D 0.
On the other hand, the invertibility of B C M − I implies
rankTB11 − I; B12U D m D rank.A − I/:
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Hence there are matrices F and G such that
F TB10; B11 − I; B12U D TB20; B21; B22 − I U
and
GTB10; B11 − I; B12U D TB30; B31; B32U;
and therefore we have2
664
I 0 0 0
0 I 0 0
0 F I 0
0 G 0 I
3
775
−1
A
2
664
I 0 0 0
0 I 0 0
0 F I 0
0 G 0 I
3
775 D
2
664
I 0 0 0
B10 B11 C B12F B12 0
0 0 I 0
0 0 0 I
3
775
and 
I 0
F I
−1
.B C M/

I 0
F I

D

B11 C B12F B12
M1 I

:
Since .B C M C I/2 D 0, it follows that the matrix B12 is invertible and .B11 C
B12F C 3I/B12 D 0, so that B11 C B12F D −3I . Therefore we can conclude
that A is similar to A.m/1 because −3 =D .
(2) The argument similar to the proof of (1) with k1 D m and k2 D m − 1 shows
that the characteristic polynomial of B C M is p./ D . C /2m−1 and its mini-
mal polynomial is a divisor of . C /2. Thus B C M − I is invertible and as in
the proof of (1), we see that A and B C M are similar to2
664
I 0 0 0
 C B12 0
0 0 I 0
0 0 0 I
3
775 and

C B12
M1 I

;
where C 2 Cmm. We also have that rank.B C M C I/2 D 1. Hence rank.C C
3I/B12 6 1 and, since the invertibility of B C M − I implies that of B12,
dim ker.C C 3I/ > m − 1. This, together with the identity tr B D −.2m − 1/,
shows that −2 is the eigenvalue of C and dim ker.C C 3I/ D m − 1. =D 0/. Thus
A is similar to A.m−1/1  A2. 
Lemma 5. Let A D B  Ir , where B is an m  m cyclic matrix and r 6 m − 2.
Then, for any m C r scalars 1; : : : ; mCr with PmCriD1 i D tr A, there is a square-
zero matrix N such that
.A C N/ D f1; : : : ; mCr g:
Proof. The case of r D 0 is shown in [1, Lemma 3.2], and if  =2 .B/, then B 
I1 is cyclic. Thus, by considering B  I1 instead of B in this case, we may as-
sume that  2 .B/. Let p./ D QmiD1. − i/ be the characteristic polynomial of
B, where 1 D , and let P be an .m C r/  .m C r/ invertible matrix whose jth
column pj is
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pj D
8>>>>>>>><
>>>>>>>>:
0
@ jY
iD1
.B − iI/x
1
A 0 for j 6 m − 1;
x  0 for j D m;0
@j−mY
iD1
.B − iI/x
1
A ej−m for m C 1 6 j 6 m C r;
where x is a cyclic vector of B and fe1; e2; : : : ; er g is a basis for Cr . Then we have
P−1AP D

A11 A12
0 IrC1

;
where
A11 D
2
666666664
2 0       0
1 3 0   
:::
0
.
.
.
.
.
.
.
.
.
:::
:::
.
.
.
.
.
.
.
.
. 0
0    0 1 m
3
777777775
2 C.m−1/.m−1/
and
A12 D
2
6666666666666664
1 2 0    0
0 1 3
.
.
.
:::
:::
.
.
.
.
.
.
.
.
.
:::
:::
.
.
.
.
.
.
.
.
. rC1
:::
.
.
.
.
.
. 0 1
:::
.
.
.
.
.
.
.
.
.
:::
0          0
3
7777777777777775
2 C.m−1/.rC1/:
Since the pair .A11; A12/ is of full range, that is,
rankTA12; A11A12; : : : ; Am−211 A12U D m − 1;
and rank A12 D r C 1, by [2, Theorem 1] there is a matrix X such that


A11 A12
X I

D f1; : : : ; mCr g:
Therefore, if N is the square-zero matrix defined by
N D P

0 0
X 0

P−1;
then we have .A C N/ D f1; : : : ; mCr g, which proves the lemma. 
K. Takahashi / Linear Algebra and its Applications 306 (2000) 45–57 53
Lemma 6. Let A D B  Im−2, where B is an m  m cyclic matrix such that  2
.B/, and let 1 6 s 6 m − 1. Then, for scalars γ and 1; : : : ; 2.m−1/−s such that
sγ C
2.m−1/−sX
iD1
i D tr A and i =D  f or 1 6 i 6 2.m − 1/ − s;
there is a square-zero matrix N such that A C N is similar to C1  C2, where C1 2
Css and C2 2 C.2.m−1/−s/.2.m−1/−s/ are matrices such that
.C1 − γ I/2 D 0 and .C2/ D f1; : : : ; 2.m−1/−sg:
Proof. The proof of Lemma 5 with r D m − 2 shows that A12 is invertible and so
A is similar to
QA D

A1 I
0 I

;
where A1 2 C.m−1/.m−1/ is cyclic. Since D D A1 C I is cyclic, for a cyclic vector
x of D, the matrix Q whose jth column is Qj−1iD1 .D − di/x, where di D i C m−1Ci
for 1 6 i 6 m − 1 − s and di D i C γ for m − s 6 i 6 m − 1, is invertible, and
Q−1DQ D
2
666666664
d1 0       c1
1 d2
.
.
.
.
.
. c2
0
.
.
.
.
.
.
.
.
.
:::
:::
.
.
.
.
.
.
.
.
. cm−2
0       1 dm−1
3
777777775
;
for some scalars c1; c2; : : : ; cm−2. Let
G D Q
2
666666664
1 0       0
1 2
.
.
.
.
.
.
:::
0
.
.
.
.
.
.
.
.
.
:::
:::
.
.
.
.
.
.
.
.
. 0
0       1 m−1
3
777777775
Q−1
and H D D − G. Then
.G/ D f1; : : : ; m−1g and H D

H11 H12
0 H22

;
where H11 D diag.m; mC1; : : : ; 2.m−1/−s/,
H12 D
2
64
0    0 c1
:::    ::: :::
0    0 cm−1−s
3
75 2 C.m−1−s/s
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and
H22 D
2
666664
γ 0    cm−s
0 γ
.
.
.
:::
:::
.
.
.
.
.
. cm−2
0    0 γ
3
777775 2 C
ss :
Since γ =D i for all i, H is similar to diag.m; : : : ; 2.m−1/−s//  H22, and .H22 −
γ I/2 D 0. We also have
I 0
G − A1 I
−1
QA

I 0
G − A1 I

D

G I
HG − A1 H

;
so that if N is the square-zero matrix defined by
N D

I 0
G − A1 I
 
0 0
A1 − HG 0
 
I 0
G − A1 I
−1
;
then QA C N is similar to
G I
0 H

:
But, since γ =D i for all i, the matrix
G I
0 H

is similar to
G J
0 H11

 H22;
where
J D

Im−1−s
0

2 C.m−1/.m−1−s/:
This proves the lemma. 
Note that the proof of Lemma 6 shows that in Lemma 6, if s < m − 2, the matrix
C1 can be also taken to be C1 D γ I .
Proposition 3. Let A be an n  n matrix with tr A D 0, and let m be the number of
its invariant polynomials of degree 2. If A 6 .2n − m/=3, then A is a sum of three
square-zero matrices.
Proof. Let  be a scalar such that dim ker.A − I/ D A, and let ‘ and r be
the numbers of the invariant polynomials of A of degreeat least 3 and of degree 1,
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respectively. Using the rational form of A, we may assume that A D
L‘Cm
iD1 Bi


Ir , where each Bi is a cyclic matrix with  2 .Bi/ whose size ki is ki > 3 for
1 6 i 6 ‘ and ki D 2 for ‘ C 1 6 i 6 ‘ C m. (Indeed, B‘C1 D    D B‘Cm:/ Note
that since n D P‘iD1 ki C 2m C r and A D ‘ C m C r; the condition A 6 .2n −
m/=3 is equivalent to r 6
P‘
iD1.2ki − 3/. First suppose that r 6
P‘
iD1.ki − 2/,
which is equivalent to A 6 n=2. Take ‘ nonnegative integers r1; : : : ; r‘ such thatP‘
iD1 ri D r and ri 6 ki − 2 for all i, and let Ai D Bi  Iri for 1 6 i 6 ‘ and
Ai D Bi for ‘ C 1 6 i 6 ‘ C m. Then A is similar to QA D L‘CmiD1 Ai . Let ti D tr Ai
for 1 6 i 6 ‘ C m and take a scalar c such that c > P‘CmiD1 jti j. As in the proof of
[1, Proposition 3.3], we apply Lemma 5 to the matrices A1; : : : ; A‘Cm to obtain
square-zero matrices N1; : : : ; N‘Cm such that
.Ai C Ni/ D
8<
:c −
i−1X
jD1
tj ;
iX
jD1
tj − c; 0; : : : ; 0
9=
;
for 1 6 i 6 ‘ C m. Then, since c −Pi−1jD1 tj and PijD1 tj − c are different nonzero
numbers, each Ai C Ni is similar to
diag
0
@c − i−1X
jD1
tj ;
iX
jD1
tj − c; 0; : : : ; 0
1
A ;
and so the matrix QA C N , where N D L‘CmiD1 Ni , is similar to −. QA C N/. Hence
it follows from [1, Theorem 2.11] that QA C N is a sum of two square-zero
matrices. Since N2 D 0, we can conclude that A is a sum of three square-zero
matrices.
Next suppose that r >
P‘
iD1.ki − 2/, and let s D r −
P‘
iD1.ki − 2/. Then A is
similar to QA D .L‘CmiD1 Ai/  Is , where Ai D Bi  Iki−2 for 1 6 i 6 ‘ C m.
Since r 6
P‘
iD1.2ki − 3/ by assumption, 0 < s 6
P‘
iD1.ki − 1/, so we can take q
integers s1; : : : ; sq .q 6 ‘/ such that
Pq
iD1 si D s and 1 6 si 6 ki − 1 for each i. Let
ti D tr Ai C si for 1 6 i 6 q and ti D tr Ai for q C 1 6 i 6 ‘ C m, and let c be a
scalar with c >
P‘Cm
iD1 jti j C jj. Then, for each i, the numbers −, c −
Pi−1
jD1 tj andPi
jD1 tj − c are nonzero and mutually different. Hence, for 1 6 i 6 q , by Lemma
6 there is a square-zero matrix Ni such that Ai C Ni is similar to Ci  Di , where Ci
is an si  si matrix with .Ci C I/2 D 0 and
Di D diag
0
@c − i−1X
jD1
tj ;
iX
jD1
tj − c; 0; : : : ; 0
1
A 2 C.2.ki−1/−si /.2.ki−1/−si /:
Also, for q C 1 6 i 6 ‘ C m, we have a square-zero matrix Ni such that Ai C Ni is
similar to
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Di D
2
666664
c −
i−1X
jD1
tj 0
0
iX
jD1
tj − c
3
777775
(see [1] or Lemma 5). By [1, Theorem 2.11],L‘CmiD1 Di is a sum of two square-zero
matrices, and since .Ci/ D f−g, the matrices Ci  .Ci C 2Isi /, i D 1; : : : ; q ,
are sums of two square-zero matrices too. Now, let
N D
 
‘CmM
iD1
Ni
!

 
qM
iD1
.Ci C I/
!
:
Then N2 D 0 and QA C N is similar to 
‘CmM
iD1
Di
!

 
qM
iD1
.Ci  .Ci C 2I//
!
;
which is a sum of two square-zero matrices. Thus it follows that A is a sum of three
square-zero matrices. 
Corollary 1. Let A be an n  n matrix with tr A D 0. If A 6 n=2 C 1, then A is a
sum of three square-zero matrices.
Proof. Let ‘ and r be the numbers of the invariant polynomials of A of degree at
least 3 and of degree 1, respectively. The condition A 6 n=2 C 1 is equivalent to
r 6
P‘
iD1.ki − 2/ C 2, where k1; : : : ; k‘ are the degrees of the invariant polynomi-
als of A with degree > 3. So, if ‘ D 0, then r 6 2 and it follows from Lemma 2 that A
is a sum of three square-zero matrices. If ‘ =D 0, then the inequality r 6 P‘iD1.ki −
2/ C 2 implies r 6 P‘iD1.2ki − 3/, so the assertion follows from Proposition 3. 
Corollary 2. Let A be an n  n matrix with tr A D 0 and suppose that A D
dim ker.A − I/ for some  =D 0.
(1) When n D 6, A is a sum of three square-zero matrices if and only if A 6 4.
(2) When n D 7, A is a sum of three square-zero matrices if and only if (i) A 6 4
or (ii) A D 5 and A is similar to .−3I1/  .−2I1/  I5.
(3) When n D 8, A is a sum of three square-zero matrices if and only if (i) A 6 5
or (ii) A D 6 and A is similar to .−3I2/  I6.
Proof. The “only if” parts of (1)–(3) follow from [1, Theorem 3.1] and Proposition
2. On the other hand, the “if” parts follow from [1, Corollary 3.4] and Corollary
1. 
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