Particular solutions of nonlinear differential equations have been used successfully to achieve analytic simplification of systems of linear differential equations [7; 8]. In this note we will show that similar results are possible for systems of linear difference equations. To the author's knowledge, this is the first time this technique has been employed for difference equations.
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We are concerned with the system of linear difference equations
where y is a vector with n components, ix is an integer, and A (x) is an n by n matrix with elements analytic in a neighborhood of x = oo :
The most effective manner for determining the solutions formally 3 is to reduce the difference equation (1) into k systems of the same type and of lower order by a formal transformation 4 of the form
where 00 T(x) = YL T 9 x~9 (formally), det. To ^ 0. «»o More precisely speaking, let the resulting equation be
where Tix) has been constructed so that C(x) has the block diagonal form Here /x $ -are integers, X» are constants, /< are unit-matrices, Ni are nilpotent matrices, and txi-fij implies X»5^Xy.
The formal transformation T(x) will in general be divergent, but in appropriate sectors of the #-plane desirable analytic properties are available which in turn will also be available for C(x), since
C(x) -afT-ifr + l)A(x)T(x).
In this note we establish the following result. 
where the eigenvalues X# of A° satisfy the conditions Utilizing this fact, we can choose R so that % is mapped into $. Thus we can establish the existence of a bounded solution of (6) . The asymptotic properties of this solution can be proved in a manner analogous to the proof of case (5) in [ó] and will be omitted. We note that the results of the theorem are valid if we replace the condition that the elements of A(x) are analytic for \x\ >p by the condition that A{x) is analytic for | Im x\ >p and has an asymptotic expansion A fa)==yi,°ln A s x~8.
Then there exists a matrix T(x) with elements analytic for I m #^i?>0 and lm xS-R<0 if Ris sufficiently large for which
T~l{x + l)A(x)T(x) = B(x) = diag (B^x), • • , B*(x)).
Further T(x) has the asymptotic representation

AQ(x)Ao = iloö(*) -Q(*Mo + A(x)Q(x) -Q(x)F(x) + A(x) -F{x) -AQF(x) whereAQ(x) = Q(x+l)-Q(x). Put
Further results pertaining to properties of particular solutions of nonlinear difference equations will simplify and extend results for linear systems of difference equations. For example, the Borel summability of solutions of linear systems of difference equations may be studied conveniently if the Borel summability of the transformation T(x) can be established [4; 5] . BIBLIOGRAPHY 
