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ABSTRACT
A  th esis is presented w hich reports on an in vestigation  into air quality  w ith  an em p h asis on  
the d esign  and d evelopm en t o f  a num erical m odel for the transport o f  gaseou s and particulate  
pollutants in airborne and deposited  matter. T he reported program m e o f  research w as  
undertaken w ith  the dual aim  of; estab lish in g a program m e o f  m onitoring in order that am bient 
concentrations o f  se lected  air pollutants, released  from  various sou rces proxim ate to the  
D undee area, cou ld  be quantified and assessed; and im plem en ting  the d esign , d evelop m en t and 
verification  o f  a com putational prototype m odel for the sim ulation  o f  short term air pollutant 
transport u sing  availab le Personnal C om puter (PC ) tech n ology .
Four m onitoring program m es w ere su ccessfu lly  undertaken and reported on during the cou rse  
o f  research. Three o f  the m onitoring program m es w ere concerned  w ith  the quan tification  and  
assessm en t o f  am bient concentrations o f  traffic related pollutants in and around urban areas 
w ithin  the C ity  o f  D undee, Scotland. The fourth m onitoring program m e reports on  the  
quantification  and assessm en t o f  the potential environm ental im pact o f  the B a ld o v ie  M u n icip al 
W aste Incinerator w ith regards to the stack em iss ion  o f  the h eavy  m etals, C adm ium  (C d ) and  
Lead (Pb). T he find ings o f  the reported studies w ere found to form  original con trib ution s to  
local k n ow led ge as w ell as to the field o f  air quality. S om e o f  the find in g  have been  published  
in reputable journals (C ollett e t  a l, (1 9 9 7 )), (C ollett e t  al, (1 9 9 8 )).
A lso  presented is a detailed  report on the d esign , d evelop m en t and verification  o f  the Short­
term A tm osp heric Pollutant Transport A n alysis M od el (S A P T A M ). T he S A P T A M  m od el w as  
d evelop ed  to sim ulate short term pollutant d ispersal accoun ting  for the e ffec ts  o f  a tm osp heric  
stability , terrain and secondary transport dynam ics, such  as, dry d ep osition , w et d ep osition  and  
ch em ica l reactions. The m odel em p loys a sim p lified  three d im ensional Eularian w in d  fie ld  
generator (W IF S) coupled  to a Lagrangian particle in ce ll m odel (P IC A T S). T he P IC A T S  
m odel sim u lates pollutant d ispersion  by releasing p seudo particles into a reso lved  w in d  field  
and calcu lating  the con secu tive  trajectory o f  each particle over t im e . .
The find in gs o f  the reported research program m e clearly  dem onstrate that the S A P T A M  
m odel, w h ile  supporting a low  com putational overhead and high lev e l o f  descrip tion , is  capable  
o f  representing pollutant d ispersion  over a range o f  sca les  w ith an accep tab le level o f  em p irica l 
adequacy. The reported work undertaken as part o f  the d evelop m en t and ver ifica tion  o f  the  
SA P T A M  m odel co llec tiv e ly  form s an original contribution to k n ow led ge g iven  that the  
derivation and im plem entation o f  the approach on a PC based platform  is co m p lete ly  n o v el.
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CHAPTER ONE
INTRODUCTION
" E veryth ing is p erfec t com ing fro m  the hands o f  the creator, everyth in g  
degenerates in the hands o f  man."
Rousseau
1.0 BACKGROUND : A NEED FOR AIR QUALITY MODELLING
Atmospheric pollution, caused by widespread anthropogenic activity, is having an 
increasingly adverse effect on the environment. The problem o f  atmospheric pollution is a 
evolutionary one and is usually symptomatic o f  rapid growth rates in technology, population 
and commerce. Wide scale anthropogenic emissions to the atmosphere are likely to have 
coincided with the rise o f  the first human civilisations. The incomplete combustion o f  wood, 
waste and fossil fuels on a large scale through progressively settled lands is likely to have lead 
to the degeneration o f  localised air quality and laid the foundation stones for more acute 
environmental effects such as deforestation and acidification. The environmental impact o f  
domestic emissions has been observed throughout history on countless occasions. Seneca, a 
Roman Philosopher, reported in 61 AD, (Boubel e t al. (1994)), o f  the “heavy air o f  Rom e” with 
its “stink o f  smokey chimneys” and “pestilent vapours and soot”.
W illiam Shakespeare, in his play Julius Caesar, commented indirectly on the state o f air 
quality in Rome, writing " I Durst not laugh for fear o f  opening my lips and receiving the bad 
air.“ This quotation could be perceived as a historical comment on the degree o f  atmospheric 
pollution in Rome, though is more likely to be a casualty o f artistic license, arrived at from his 
own personal experience o f  air quality in London at that time i.e. circa 1564-1616.
In 1661, John Evelyn submitted his brochure “Fumifugium” (Lodge (1969)) to King Charles 
II and Parliament, discussing possible methods o f  air pollution control in combating the 
prevailing “smoake” o f  London. Many o f  these control methods are still workable in the 20th 
century.
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It is only recently, in the last 40 years or so, that the topic o f  atmospheric pollution has 
found public prominence, and only 20 years since it has achieved a global forum. In relation to 
Great Britain, this shift in focus can be attributed to several key events.
Up until the early part o f  the 1950’s, Great Britain’s only national air pollution legislation 
took the form o f  the Public Health Acts o f  1848, 1866 and 1875, and the Alkali Act o f  1863 
concerning emissions from the chemical industry. Many o f Great Britain’s cities and towns 
were suffering from acute air pollution episodes, a symptom o f  the industrial revolution and 
increasing urban expansion. The degree o f  these episodes, and o f  atmospheric contamination 
generally, is effectively portrayed in a nineteenth century engraving o f  a metal foundry taken 
from the Bettman Archive, {see figu re  1.1). The smog laden atmosphere is typical o f  the period, 
that is, 1800 to 1950. Emissions from the burning o f  fossil fuels acting in combination with 
meteorological conditions less favourable to dispersion often resulted in the occurrence o f  local 
urban air pollution episodes. Such episodes often resulted in acute health effects by 
exacerbating existing health conditions such as asthma, bronchitis, tuberculosis. On occasion, 
these acute effects were known to actively contribute or result in the deaths o f  several 
individuals.
The British government was forced to react following a major air pollution disaster which 
occurred London on the 5th o f December, 1952 {R eport fro m  the M in istry  o f  H ealth, M orta lity  
an d  M orb id ity  during the London Fog o f  D ecem ber 1952). Sulphur dioxide released from the 
combustion o f  wood and fossil fuels, coupled with prevailing stable meteorological conditions, 
is thought to have lead to a heavily polluted, four day, freezing fog, which reduced visibility to 
20 m over an area o f approximately 20 km by 40 km. The acute episode, coincided with an 
outbreak o f  influenza and claimed more than 3000 lives. In the case o f  the fatalities, the 
primary cause o f  death was thought to be due to the contact and inhalation o f  sulphuric acid 
mist which resulted from the chemistry associated with the dissolution o f  sulphur dioxide in the 
vapour and droplets o f the fog cloud. A similar episode had previously occurred in London in 
1948 and was responsible for approximately 300 excess deaths. The British government 
responded with the passing o f the Clean Air Act o f 1956 and the expansion o f  the Alkali 
Inspectorate. A second Clean Air Act was proposed in 1968. The principal effect was to 
change the way homes and buildings were heated. Smokeless fuels were introduced, in 
conjunction with gas, electrical and central heating technology. This culminated in an overall 
decrease o f  sulphur dioxide levels in the urban environment. The passing o f  the Clean Air Act 
o f 1956 is considered to be the birthstone o f  urban air quality management given that it was the 
first legislative document to recognise the potential impact on air quality arising from urban 
and domestic related emissions.
2
Figure 1.1 Engraving (1876) of a metal foundry refining department showing atmospheric emissions. Source from the Bettman Archive, Inc.
Ph.D. Thesis Chapter One - Introduction
The period between the late 1950’s and 1980’s saw the emergence o f  the environmental 
movement and the Green philosophy. The debated issues associated with atmospheric pollution 
found global esteem and recognition for the first time, with the most notable o f  these issues 
being the green house effect, the depletion o f  the stratospheric ozone layer, acidification, and 
trans-boundary pollutant transportation.
The economic and technological boom o f  the last forty years witnessed a dramatic world 
wide increase, not only in industry, but also in urban growth and public transportation. As a 
consequence, the issues surrounding urban air quality were beginning to change and evolve. 
Initially, the focus o f  air quality workers lay with reducing industrial and domestic atmospheric 
emissions to the urban environment. Many o f  the problems experienced by workers in these 
areas were solved by the 1950’s and late 6 0 ’s. As urban growth continued, increasing demands 
for more extensive transportation networks led to fresh concerns being voiced on the impact o f  
growing transport related emissions on the environment. The widespread usage o f  motor 
vehicles in day to day activities was beginning to have profound impacts on urban air quality.
The mid 80s and early 90s saw the first major courses o f  action for curbing atmospheric 
pollution, with the signing o f the Montreal Protocol o f 1987, signalling the halt in production o f  
the majority o f  ozone destroying chlorofluorocarbons by the year 1996; the establishment in 
1989 o f  EC mandatory air quality standards for nitrogen dioxide, ozone, lead and sulphur 
dioxide; and the passing o f  the Environmental Protection Act o f 1991 in the United Kingdom. 
The latter EC directives on nitrogen dioxide and lead represented the first measures to control 
the ambient levels o f  vehicular related pollutants in the urban environment.
In the United Kingdom new government agencies were established, e.g. HM Inspectorate o f  
Pollution (HMIP) or HM Industrial Pollution Inspectorate (HMIPI) in Scotland, which 
proposed an integrated approach to the control o f  industrial pollution i.e. Integrated Pollution 
Control (IPC). This act focused general concerns on the state o f  air quality in Great Britain and 
consequently to a wider implementation o f  urban monitoring networks as an attempt to provide 
a more detailed understanding o f the behaviour o f  atmospheric pollutants on a national scale. 
For the first time major initiatives such as the United Kingdom National Nitrogen Dioxide 
Survey were implemented, assessing ambient air quality in both rural and urban areas. The 
objective o f  these nationally co-ordinated assessments was to obtain an insight into what the 
current state o f  air quality was throughout the United Kingdom and consequently investigate 
the impact o f  rising traffic emissions on urban environments.
N ow  in the 90’s, air quality assessment is considered to have come o f age. The government, 
with its adopted strategy o f  Sustainable Development (1994), is proposing policies which will 
directly address air quality so as to ensure that air quality throughout the United Kingdom ‘
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p o se s  no sign ificant risks, e ith er to human health  or to the qu a lity  o f  the environm ent ’ 
(Improving Air Quality(1994)). A  new framework o f  national air quality standards and targets 
has been partly established (Air Quality: Meeting the Challenge (1995)) and complements new  
systems o f  Local Air Quality Management (LAQM), based on Urban Air Quality Management 
Areas (UAQM A) (Environment Act (1995)), together with effective controls for reducing 
exhaust emissions from motor vehicles.
During the initial implementation o f  this framework, an Expert Panel on Air Quality 
Standards (EPAQS) was formed with the charge o f identifying a set o f  primary criteria 
atmospheric pollutants, assessing their scientific and medical behaviour, and subsequently 
recommending levels o f  safe exposure. Nine criteria pollutants have been identified by the 
panel ( Lead, Carbon Monoxide, Nitrogen Dioxide, Benzene, 1,3 Butadiene, Ozone, Sulphur 
Dioxide, Particulates and Polycyclic Aromatic Hydrocarbons). All have been fully documented 
with accompanying air quality standards broadly in line those proposed by the European 
Community (EC) and the World Health Organisation (WHO). O f the nine pollutants 
recommended, all except Ozone and Sulphur Dioxide are primarily traffic related in origin.
The findings presented by EPAQS have been employed in advising local authorities and 
developing guidelines and policies for local air quality management. The Environment Act 
(1995) established the main framework for local air quality management by legally 
empowering local government with the responsibility for urban air quality management. This 
requires local authorities to carry out periodic reviews o f urban air quality throughout their 
particular areas o f  jurisdiction . Those areas which are seen to exhibit poor air quality or risk 
breaching air quality standards as defined by the EC and EPAQS, are designated as Urban Air 
Quality Management Areas(UAQMA). For each UAQMA, an air quality management strategy 
is developed, forming a detailed plan o f  action on how air quality w ill be improved within the 
targeted area over a twelve month period and beyond. Enforcement o f  this policy is carried out 
by a review body under central government control and is implemented under the premise o f  
Best Practicable Environmental Option (BEPO) which seeks to strike an appropriate balance 
between environmental impacts and the cost o f  mitigation, taking into account uncertainty and 
the magnitude o f  risks and effects on the community in health, amenity and economic terms. 
The object o f  the Government Framework is to realise air quality targets across the United 
Kingdom, as recommended by EPAQS, by the year 2005.
The increased pressure on local governments in managing urban air quality has been 
balanced by the removal o f  Local Authority Air Pollution Control (LAAPC) and the granting o f  
emission authorisations. The responsibility for LAAPC has now been assumed by a new  
national single tier authority, the Environment Agency (EA) or Scottish Environment
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P rotection  A g e n c y  (S E P A ) in Scotland, in accordance w ith  the precepts o f  Integrated P o llu tio n  
C ontrol (IPC ) estab lish ed  in  the late e igh ties and early n in eties. E A  w a s brought in to  b e in g  on  
the 1st o f  A pril 1996  w ith  the aim  o f  centralising and co-ordin ating integrated p o llu tio n  control.
T he Secretary o f  State for Transport announced  in O ctober 1995 that the a b o v e  fram ew ork  
w ou ld  b e supported b y prelim inary m easures in im proving the transport sector, particu larly  
v eh ic le  em iss io n s  and enforcem ent. A n  action  plan for som e 2 0  further transport related  
m easu res is n o w  p roposed  to  form  part o f  the general strategy for im provin g  air quality . F iv e  
m ain  th em es have b een  adopted for m anagin g  the interaction o f  transport w ith  air q uality . 
T h ese are :
I. N e w  standards for tech n ology , em iss io n s and fuels.
II. P lanning p o lic ie s  and loca l transport p o lic ie s  aim ed  at redu cing  th e n eed  to  travel and  
en cou raging  u se o f  le ss  p o llu ting m od es o f  transport.
III. N e w  environm ental resp onsib ilities in partnership w ith  p ub lic serv ice  and other f lee t  
operators.
IV . T ighter en forcem en t o f  em iss ion s regulations, targeting th o se  v e h ic le s  d o in g  m o st  
dam age to the environm ent.
V . V oluntary action  and guidance .
In M arch o f  1997  the G overnm ent’s U nited  K in gd om  N ation a l A ir  Q u ality  S trategy  
(U K N A Q S ) w as published . T his detailed  docu m ent essen tia lly  brought together a ll e x is tin g  air 
quality  leg is la tion  and G overnm ent air quality  in itia tives under a s in g le  n ation a lly  co -ord in ated  
strategy. In this resp ect the U K N A Q S  provided  com p reh en sive d ocu m entation  on  a ll criteria  
pollutants and their associated  standards and ob jectives to b e attained b y  the year 2 0 0 5 . T he  
strategy a lso  p rovid es lim ited  guidance on L A A P C  and L A Q M  in addition  to  p rov id in g  a  
historical o v erv iew  o f  the state o f  national air quality  and total em iss io n s .
T he m ain role o f  the U K N A Q S  can be co n v ey ed  from  it’s u se  o f  the w ord ‘stra tegy ’. In it ’s 
m o st fundam ental sen se  the w ord co n v ey s a com m itm en t to  a cou rse o f  a ction (s) a im ed  at 
im proving con d ition s in the future. C onsequ en tly , the U K N A Q S  sets out the G overn m en ts  
p o lic ie s  and in itia tives for m anaging air quality  over the next 5 to 10 years. T h ese  in itia tiv es  
and p o lic ies  are prim arily concerned  w ith  m anagin g  air quality  on lo ca l, reg ion a l and n ation al 
sca les  so  as to ensure that the stated air quality  standards and o b jectiv es  w ill atta ined  b y  the  
year 2 0 0 5 . T op ics for future attention under the strategy in clu d e d eta iled  gu id an ce on  L A Q M , 
tighter controls for L A A P C , and tighter controls and en forcem en t m easu res for v e h ic le  
em iss ion s .
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G iven  the p lanned p roposals for regular rev iew s o f  air quality, its m an agem en t and e m iss io n  
con tro ls, a real dem and for h igh  perform ance m od ellin g  has b een  recogn ised . T h is dem and is 
b ein g  driven  b y  industry, loca l authorities and central governm ent. L oca l authorities require  
ad vanced  m o d e llin g  cap ab ilities to ensure that urban air q uality  m an agem en t can  be  
im p lem en ted  w ith  m axim um  e ffec t and thus sa tisfy  leg is la tiv e  requirem ents. W here central 
governm ent b od ies ( i.e . E A , SE PA ) b ase w ith  industry and loca l authorities on  issu e s  o f  
p rocess em iss io n  com p lian ce and/or trans-boundary air quality  p rob lem s, m o d e llin g  o ffers  a 
m ean s b y  w h ich  all parties can jo in t ly  in vestigate  the various scen arios. Furtherm ore, 
m o d e llin g  is u sefu l to industry and loca l authorities for d ev elo p in g  p o llu tion  ab atem en t and  
em ergen cy  even t strategies for industrial p rocesses.
It is gen era lly  accep ted  b y  scien tists , that the atm osphere is a h ig h ly  c o m p le x  sy stem  to  
com prehend . T he accurate prediction and sim u lation  o f  the beh aviour o f  airborne p ollu tan ts  
through the atm osphere is a problem  w h ich  at b est is im m en sely  d ifficu lt  to a ch iev e . T h e rise  
o f  en vironm en tal id eo lo g y  in relation to  atm ospheric em iss io n s has brought w ith  it an in crease  
in p ub lic  aw areness, ch an ges in central and loca l governm ent structure and th e form ation  o f  
loca l, national and international leg is la tio n  con cern in g  air p o llu tion  issu es. T h e requirem ent  
for the control and abatem ent o f  atm ospheric em iss io n s is driven  b y  the d esire to  p rotect the  
health  and w e ll b ein g  o f  fe llo w  hum an b ein gs and the surrounding en vironm en t. A s  a d irect  
co n seq u en ce , there is continuous pressure to d evelop  and advance the cap ab ility  for p red icting  
and m o d e llin g  the behaviour o f  airborne p ollu tants in the atm osphere.
T he future prediction  o f  airborne p ollu tant behaviour has b eco m e a n ecessa ry  factor in  the  
p lanning and d evelop m en t o f  urban or rural am en ities, u tilities  and industries, that have  
assoc ia ted  atm ospheric em iss ion  inventories or em iss io n s resu lting  from  their d evelop m en t. 
M o d ellin g  the environm ental im pact o f  a source on its surrounding se n sitiv e  receptors, perm its  
the sim u lation  o f  a w id e  range o f  p o ssib le  scenarios, w h ich  gen erates in form ation  o n  the  
d ifferen t location s and release characteristics o f  the source prior to any m ajor e c o n o m ic  
expenditure or environm ental ram ifications.
G iven  that current m onitoring tec h n o lo g y  is  still largely  ex p en siv e  and lim ited  in  its 
versatility , the com puter m o d ellin g  o f  atm ospheric pollutant transport o ffers a h a lf  w a y  h o u se  
for th ose w orkers w h o se  budgets or practical considerations d en ies  them  the u se  o f  w id esp read , 
con tinu ous m onitoring program m es. M o d ellin g  system s can b e con figu red  to accep t lim ited , 
real tim e, m onitoring ob servation s so as to  indicate the b ehaviour o f  pollu tants in  areas w h ere  
m onitoring, for one reason  or another, m ay  prove to be im practical.
W hether m o d ellin g  is  em p loyed  for pred iction, real t im e  sim u lation  or ap p lied  in  
conjunction  w ith  m onitoring program s, it is clear that com puter m o d e llin g  o ffers  a d istin ct
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ad vantage in the p lanning and m anagem ent o f  em iss io n s into the environm ent. T o  date, a  v ast  
and varied  array o f  pollutant transport m o d e ls  ex ist, Turner e t  a l. (1 9 8 9 ), Z annetti (1 9 9 0 )  and  
Y eu n g  e t  a l. (1 9 9 1 ). T he p erceived  trend assoc ia ted  w ith  m o d e llin g  tec h n o lo g y  con sid ered  to  
be such  that throughout the industrial sector and loca l governm ent, resou rces and fa c ilit ie s  
appear to  poor in com parison  w ith  th ose  ava ilab le  to  central govern m en t b o d ies  and research  
in stitu tions. T he s lo w  infiltration o f  in form ation  into the public sector from  acad em ia , co u p led  
w ith  the relu ctance o f  the public sector to  com m it adequate funds to the d ev e lo p m en t o f  h igh  
p ow ered  m o d els , has resulted in a lack  o f  m od ellin g  cap ab ilities and op portu n ities. 
C on seq u en tly , the intended benefactors o f  such  m od ellin g  tec h n o lo g y  i.e . lo ca l govern m en t, 
plann in g  departm ents, con su ltancy  p ractices and the construction  industry are le ft  w ith  a le g a c y  
o f  dated m o d e ls  at their d isposa l e.g . D e s ig n  M anual for R oads and B rid ges (H ig h w a y s A g e n c y  
(la st updated 1995 )), A ir Q uality D isp la y  M o d el (T R W  S ystem s G roup (1 9 6 9 ) , H IW A Y -2  
(P e tersen (1 9 8 0 )), ER T A ir Q uality M o d el (T )n v? is (u n d a te d )) , R an d om -w alk  A d v e c tio n  and  
D isp ersio n  M o d el (A \is \ \n {u n d a te d )) .  M ore w id e ly  u sed  though eq u a lly  as dated are the range  
o f  U S E P A ’s freew are m od els, for exam p le, the Industrial S ource C o m p lex  M o d e l (IS C ) and  
H ig h w a y  pollu tant m od el (C A L IN E ). In the case  o f  the U S E P A ’s m od els, attem pts h a v e  b een  
m ade to  update their accuracy, perform ance and u sefu ln ess. A lth ou gh  a ccep ted  as standard  
to o ls  for dem onstrated  leg isla tive  com p lian ce , the m od els rem ain flaw ed  b y  th eir fun dam en tal 
re lian ce on  ‘B o x ’ or ‘G au ssian ’ type approaches.
The d e fic ien c ie s  inherent in the m ajority  o f  th ese  early m o d e ls  resu lt, ty p ic a lly , from  the  
n eed  to  s im p lify  the original problem , in order to  bring about an e ffic ien t, an a ly tica l or  
com p utational so lu tion . W ith the rapid ad vancem en ts in com p utin g  tec h n o lo g y  and the grow th  
o f  n ew  and ex istin g  solu tion  m ethods, the theoretica l argum ents and m ethod s o f  em b o d im en t o f  
such  com p utational m od els often  b eco m e outdated. A s the s ig n ifica n ce  o f  air q u a lity  
a ssessm en t and atm ospheric p ollu tion  abatem ent increases, the pressure on  the govern m en t, 
private and p ub lic  sectors to obtain h igher perform ance m od els w ill u nd oub ted ly  in crease a lso . 
In addition , very  few  h igh  perform ance m o d e ls  have b een  id en tified  w h ich  o ffer  a d eta iled  and  
com p reh en sive sim ulation  o f  the p henom en a assoc ia ted  w ith  airborne pollu tant transport.
There n o w  appears to  be an em erg in g  trend tow ards d ev e lo p in g  h igh  p erform an ce  
com m ercia l air quality  m od els. One particular in itiative undertaken b y  a group k n ow n  as th e  
C onsortium  for A dvan ced  M od ellin g  o f  R eg ion a l A ir  Q uality (C A M R A Q ) is in v estig a tin g  the  
p o ssib ility  o f  d evelop in g  a C om p rehensive M o d ellin g  S ystem  (C M S ) for air p o llu tio n . T h e  
con cep t o f  a C M S w as raised in H ansen  e t  a l. (1 9 9 4 ) and is d efin ed  as a “an ad van ced  set o f  
to o ls  for air q uality  m anagers and in vestigators to u se  in m aking sc ien tifica lly  b ased  d e c is io n s” . 
A s such  the C M S should  provide the fo llo w in g  features;
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•  A  platform  for m o d ellin g  pollutant em iss io n s , atm ospheric p h y sic s  and ch em istry , and  
the im pact o f  p ollu tion , in as sc ien tifica lly  sound a fash ion  as is  desired  or p o ss ib le .
•  A  read ily  a cc ess ib le  interface, so  that its u se  is  a b en efit, n o t a d istraction .
•  A  p ow erfu l set o f  an alysis and d ecis ion  support too ls , b e they  grap h ica l, v isu a l, 
ec o n o m ic  or sc ien tific; in clu d ing  report preparation.
•  A  m ethod  to  m ake m axim um  u se o f  the availab le com putational resou rces, in clu d in g  
C P U  p ow er, d isk  storage and com m un ication  system s.
T he C M S w ill support a variety  o f  m od el com p onents w h ich  can act in d iv id u a lly  or 
c o lle c tiv e ly  as the user requires. It is anticipated  b y  the m em bers o f  C A M R A Q  that su ch  a 
system  w ill  n ot b e availab le for another 3-5  years, w ith  m ore ad vanced  sy stem s fo llo w in g  
m uch later (Z anetti e t  a l. (1 9 9 5 )).
S im ilar though  less  pow erfu l version s o f  C M S type m o d e llin g  sy stem s are currently  
availab le in the U n ited  K ingdom , for exam p le, the A tm osp h eric D isp ersion  M o d e llin g  S ystem  
(A D M S ) d ev elo p ed  b y  CERC. A D M S  em p lo y s both G aussian  and n on-G aussian  ap proach es to  
provide p red ictions o f  pollutants over stable and unstable m eteo ro lo g ica l con d ition s, 
resp ective ly . T he CERC m odel supports data v isu a lisa tion , the con stru ction  o f  e m iss io n s  
in ventories and a statistical processor w h ich  exp resses resu lts in a form at that co m p lie s  w ith  
ex istin g  air quality  standards and ob jectives. W h ile A D M S  is not quite a true C M S  it does  
provide a flavour o f  w hat air quality  m o d ellin g  sy stem s w ill be lik e in the future.
The sco p e  o f  the present research project is therefore to d esign , d evelop  and ca librate a 
com puter m od el w h ich  w ill attem pt to  m eet som e o f  the dem ands currently fa ced  b y  th e m ore  
practical orientated w orkers in the fie ld  o f  air quality , for exam p le, loca l au th orities and  
industry. T he m od el w ill attem pt to accoun t for the sign ifican t co m p lex itie s  o f  a tm osp heric  
pollutant transport, w h ile  b ein g  constrained  to  operate u sin g  h igh -en d  PC  com p atib le  
tech n o logy . W h ile  the finan cia l or hum an resources com m itted  to th e research  p roject d o  n ot  
perm it anyth ing lik e a fu ll im plem entation  o f  a C M S type platform  approach, th e m o d e l w ill  
attem pt to  em b od y  the broader aspects o f  a C M S p h ilosop h y . T he purpose o f  th e  m o d e l shares  
the principal goal o f  a C M S in acting as a com p lem en tary  to o l w ith in  any p rogram m e o f  air 
quality assessm en t.
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1.1 SCOPE OF RESEARCH PROJECT
T h e sco p e  o f  the research  project is  fo cu sed  on  th e d esign , d evelop m en t and calibration  o f  a 
‘C M S  ty p e ’ com puter m od el capable o f  sim u lating  the loca l (m icro -sca le) and reg ion a l (m e so -  
sc a le )  sca le  phenom en a assoc ia ted  w ith  the transport o f  airborne pollutants. T h e aim  o f  the  
research  is three fold:
P h a s e  I  i ) T o m onitor and a ssess  the concentrations o f  air p ollu tan ts at a  m in im u m  o f  
tw o  sites , u sin g  at least on e p oint source and on e n on -p o in t sou rce. T h ese  
stud ies w ill  be used as in sights into the current state o f  air q u a lity  w ith in  
D un dee.
P h a s e  I I  i i ) T o  d evelop  a num erical m od el for pred icting the b eh av iou r o f  airborne 
pollu tant concentrations orig inating from  a sou rce o f  k n ow n  characteristics. 
T he m od el w il l  provide a fa c ility  for the representation  o f  p o in t and n on­
point sources, w hile attem pting to accoun t for a ll s ig n if ica n t transport 
phenom ena.
P h a s e  I I I  i i i ) T o d evelop  and calibrate com puter softw are, capable o f  p red ictin g  air 
pollutant transport, u sin g  the num erical m od el d ev e lo p ed  in P h ase II as a 
tem plate. C alibration and refin em en t w ill b e ach ieved  u sin g  th e air q u a lity  
data obtained  in  Phase I.
T he original contribution to k now ledge, proposed  w ith in  the research p rogram m e, is  tw o ­
fold;
F irstly , a n ew , h ig h ly  descrip tive m od el w ill be d evelop ed  w h ich  is lik e ly  to  fa c ilita te  a 
deep er understanding o f  the controlling d ynam ics assoc ia ted  w ith  air q uality  and a tm osp heric  
d ispersion . T he m od el w ill attem pt to accoun t for the sign ifican t d yn am ics a sso c ia ted  w ith  the  
transport o f  air p o llu tion  w h ile  b ein g constrained  to  operate u sin g  h igh-en d  PC  com p atib le  
tech n o lo g y . In this respect, the original contribution to  k n o w led g e  w ill b e  an ad van ced  air 
p o llu tion  m odel w h ich  supersedes current air p ollu tion  m od els and that can be run on the m ost  
com m on  o f  com p utin g  resources, that is, a PC.
S econ d ly , an insight into the state o f  air quality  in and around D u n d ee w ill  b e p resen ted  
w ith  the aid o f  fie ld  data obtained from  k ey  sites. Currently, o n ly  lim ited  w ork  has b een  
perform ed in th is area and therefore any w ork  w ill form  an original contribution  to  k n o w led g e .
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CHAPTER TWO
LITERATURE REVIEW
" To my mind there are two great unexplained m ysteries in our 
understanding o f  the universe. One is the nature o f  a unified generalised  
theory to explain both gravitation and electromagnetism. The other is an 
understanding o f  the nature o f  turbulence. After I  die, I  expect G od  to 
clarify general f ie ld  theory fo r  me. I  have no such hope fo r  turbulence."
v o n  K a r m e n
2 .0  IN T R O D U C T IO N  T O  L IT E R A T U R E  R E V IE W  ( P A R T S  I  &  I I )
This academic review examines the undercurrent of contemporary thought found within the 
field of air pollution modelling. The review forms a historical critique, identifying those key 
events and advances which have contributed in one way or another to the present state of 
scientific knowledge in the field. Given the wealth and depth of the subject matter, the 
literature review is presented in two parts.
The first part of the review {Part I, chapter 2) embraces the broader philosophical 
implications of atmospheric modelling and presents an overview of meteorological modelling 
as applied to the field of air quality modelling.
The second part of the review {Part II, chapter 3) examines specifically those approaches 
and schools of thought which have found particular favour within the subject of air quality 
modelling, or have played an active role in forming its philosophy.
A shortened review covering much of the material discussed in Chapters 2 and 3 can be 
found within Collett & Oduyemi (1997). Please Refer to Appendix A for a copy of this 
publication.
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LITERATURE REVIEW : PART I - A REVIEW OF 
MATHEMATICAL APPROACHES FOR MODELLING 
ATMOSPHERIC DYNAMICS
2 .1  A  P H IL O S O P H IC A L  IN T R O D U C T IO N  T O  A T M O S P H E R IC  M O D E L L IN G
Atmospheric and air quality modelling comprises two very distinct approaches, (Pielke 
(1984), Zannetti (1990)). The first approach is known as physical modelling, and attempts to 
reproduce both observed meteorological and air quality conditions through subjecting scaled 
replicas of a domain to a series of controlled flow regimes with varying physical input 
parameters e.g. air temperature, velocity etc. Modelling of this nature is typically performed 
within a wind or water tunnel. A scale model of a particular structure i.e. building, street, 
terrain etc, is placed in the tunnel and subjected to particular flow conditions. A tracer 
element(s) representing an airborne emission(s) is then released upwind/stream of the structure 
and its transport downwind/stream monitored using appropriate sensing instrumentation.
The second approach is classified as mathematical or computational modelling, and 
attempts to reproduce or predict air quality scenarios, by the intimation of mathematical and 
physical relationships. When these relationships become too tedious or complex to be used 
analytically, they are often expressed in algorithmic form and solved using computers. It is this 
second approach which is the intended focus of this review
Mathematical models essentially fall into two categories; deterministic models and 
stochastic models. The former approach employs analytical and/or numerical expressions to 
describe the complex dynamics of atmospheric transport. Stochastic models relate observed 
meteorological and air quality measurements to statistical functions so as to generate a range of 
probable outcomes commonly known as ‘forecasts’. Each approach has its own advantages 
and disadvantages depending on the intended nature of application. Deterministic models tend 
to be more widely applied as they provide the unambiguous predictive capacity necessary for 
the majority of decision making processes. Alternatively, stochastic models are utilised when 
the dynamics of a system are not well understood or are too complex to be computationally 
resolvable. Such models are said to possess a high component of unresolvability which can 
only be expressed through the use of probability theory and statistics. Meteorological 
forecasting models are examples of such types of models.
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When modelling the dynamics of the atmosphere, several questions immediately come to 
mind. Why is it necessary to model atmospheric systems? H ow do predictions made with 
atmospheric models compare with reality? H ow useful are such models?
In answer to the first question; Currently, no unified theory of atmospheric behaviour exists. 
Many scientists remain sceptical that such a unified theory will ever exist due the inherent 
complexity of the dynamics of the atmosphere. Consequently, modelling offers the only means 
of describing atmospheric systems. The intrinsic behaviour of the atmosphere is viewed as 
primarily stochastic. Phenomena such as turbulence, diffusion, and chemical kinetics all 
possess a random component in their dynamics which imparts them a degree of unresolvability. 
The scales associated with these random fluctuations vary considerably, demanding a micro 
(small scale) to macro (large scale) description of the entire process if the dynamics are to be 
suitably resolved. Wyngaard (From Niewstadt (1982)) performed a length scale analysis of 
turbulent atmospheric flow in the planetary boundary layer and showed that the associated 
scale of the significant fluctuations ranged from 1 mm to 300 m. Resolving the flow 
numerically on a grid 10 km x 10 km x 10 km would require 1021 grid points. This kind of 
resolution far exceeds the capabilities of any modern computational resource or any that are 
likely to be brought in to being in the foreseeable future. Even if such computational resolution 
could be achieved, the number of calculations and iterations performed by the computer could 
potentially be in excess of 1040 instructions per time step. Assuming the latest PC type 
computational resource to be handling » 1 0 9 instructions per second and running a simulation 
of a 100 time steps, then it would take « 1033 seconds or 3.17 x 1025 years to obtain the final 
solution. Obviously any modeller would find such simulation times detrimental to their health!
The conventional approach to overcoming this limitation is to consider space and time 
averaged parameters in which the random fluctuation, associated with the parameters, becomes 
zero upon averaging. Alternatively, the parameters assume a semi-random characteristic, each 
comprising a large resolvable component and a small unresolvable component. In either case 
the objective is to simplify or ‘model’ the dynamics of the parameter in order to enable a 
numerical solution to be obtained. Models must be viewed as approximations to observed 
phenomena and not exact descriptions of them.
The accuracy of a model solution depends on how closely the model replicates the 
behaviour of the dependant parameters. In atmospheric applications the system dynamics are 
highly complex and can not easily be predicted. Consequently models which attempt to 
simulate atmospheric phenomena have significant errors associated with them. Several types 
of error can be identified.
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• Measurement errors are associated with the real time measurement of atmospheric 
parameters that are required for priming the initial and boundary conditions of the 
model.
• Numerical errors originate from the translation of the problem from the ‘real life’ 
continuum into a discrete numerical description.
• Fundamental errors are errors which are intrinsic to the nature of the model and the 
assumptions on which it is based.
Collectively, these errors are known as the ‘uncertainty’ of the model and reflects a model’s 
ability to reflect physical reality. Model uncertainty can be minimised with the appropriate 
care during data collection and the implementation of more accurate numerical techniques. 
However, so long as the system dynamics remain unresolvable, model uncertainty will always 
remain a factor in model performance and is unlikely to be eliminated. Oreskes(1994) argued 
that it was the inherent errors associated with model uncertainty that prevented the successful 
validation and verification of any earth science model and concluded that the practical worth of 
mathematical modelling in earth/life sciences was highly questionable.
Lamb (1984) on atmospheric modelling, concluded that “due to a combination of our 
inability to quantify the precise state of the atmosphere, its boundary and the inherent 
instability of atmospheric motion, not even large-scale meteorological phenomena can be 
rendered deterministic”.
Despite the philosophical argument against atmospheric models, particularly those of a 
deterministic nature, modelling has proved itself to be valuable in a variety of ways. The 
author empathises with Oreskes (1994) in that the primary value of any atmospheric model is 
heuristic. However this argument fails to hold when the model attains a level of empirical 
adequacy, sufficient to satisfy the purpose for which it was principally engineered. The value 
of any model depends on the errors associated with its ‘uncertainty’. The underlying argument 
reduces to a question of model tolerance. At what point does the tolerance of a model 
determine its primary role? This is a subjective point of debate, depending on the modelling 
scenario and the required interpretation of results. In summary, the purpose of any model is to 
achieve empirical adequacy within its own sphere of application. The author holds with the 
optimistic view of Zannetti (1994) in affirming that atmospheric models have a greater role 
than simply acting as heuristic tools. Despite the precept that all atmospheric based models 
possess an intrinsic degree of uncertainty, a model can be considered deterministic if its 
predictive capabilities satisfies the required tolerance of empirical adequacy. It is this 
philosophy which the current research programme has embraced and evolved within.
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The remainder of the literature review concerns itself with the historical review of those 
academic investigations which have contributed to the contemporary practice and attitude of air 
pollution modelling.
2 .2  F U N D A M E N T A L S  O F  A T M O S P H E R IC  T U R B U L E N C E
Air pollution modelling attempts to describe the transportation of pollutants through a 
control volume, by the propagatory characteristics of the atmosphere. All air pollution transport 
models require some form of meteorological description on which to base their forecasts. This 
may range from a single, averaged parameter value to a highly resolved, time varying, three 
dimensional field of values. The accuracy of a model is directly proportional to the degree of 
description associated with the meteorological conditions inside the control volume. The state 
of the atmosphere within any control volume depends on spatial and temporal variants in 
pressure, density, temperature, specific humidity and wind velocity. The behaviour of these 
parameters is highly complex and non-linear, exhibiting distinct variations in magnitude and 
intensity over a wide range of scales. Consequently, atmospheric motions are strongly 
rotational and exhibit characteristics commonly associated with turbulent flows. This has 
resulted in the atmosphere being treated as a turbulent compressible fluid medium. As yet 
there is no universally agreed definition of turbulence, though its properties are well 
documented. Panofsky (1984) identified five primary characteristics of turbulent flow.
• The fluid velocity is chaotic and apparently a random function of both space and time.
• The flow is strongly rotational and three dimensional, with gradients occurring in all 
directions.
• Non-linearity is essential to turbulence and responsible for energy being distributed 
smoothly with wavelength.
• Gradients are created in the turbulent flow by stretching the vortices, a process that 
transfers kinetic energy to smaller wavelengths.
• Turbulent flows are diffusive and intermittent.
The concept of turbulence is important within air pollution modelling for two reasons. 
Firstly, it represents the primary mechanism through which air masses of different properties 
are mixed, thus creating fluxes of physical quantities. Secondly, turbulence creates spatial and 
temporal variations in the refractive index of the atmosphere, resulting in the scattering of 
electromagnetic radiation which is the primary input to the earth’s meteorological system.
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Two approaches {see section 2.1) are commonly employed in the description of turbulent 
phenomena, Pielke (1984).
I. The empirical/statistical approach attempts to express the entire spectrum of turbulent 
behaviour using statistical distributions and probabilities.
II. The deterministic approach seeks to employ physical laws and simplifying 
assumptions, in order to construct a dynamic model based on partial differential 
equations.
The inability of present computational technology to provide sufficiently detailed and 
accurate solutions, coupled with a general lack in current understanding of the complexities of 
atmospheric and natural systems, has meant that a complete treatment of the physical dynamics 
of the turbulent atmosphere using either of the above approaches is computationally impossible 
{see section 2.1). Nevertheless, mathematical modelling is accepted as the only medium/tool 
through which the dynamics of the atmosphere can be resolved with any degree of detail.
2 .3  M E T E O R O L O G IC A L  M O D E L L IN G
Mathematical models of atmospheric turbulence are usually divided into two groups 
(Pielke(1984)).
• Diagnostic Models : Those models which compute the steady state solution from 
available meteorological observation and so contain no time dependency terms.
• Prognostic Models : Those models which contain full time dependent equations.
2 .3 .1  D ia g n o s t ic  m o d e ls
Diagnostic models employ meteorological observations, in conjunction with appropriate 
interpolation and extrapolation techniques, to obtain a steady state solution to atmospheric 
dynamics for a given domain. Such models do not offer forecasts but provide a best case 
estimate of atmospheric conditions at a relevant point in time over which steady state 
conditions can be assumed to prevail. The performance of a diagnostic model is directly 
proportional to the quantity and accuracy of the meteorological observations which comprises 
the basis of the model. This dependence on greater densities of meteorological observations 
has the effect of producing highly reliable results even over areas of complex terrain (Pielke
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(1984)). Unfortunately, the availability of detailed meteorological data is limited for the 
majority of conventional applications with the result that diagnostic techniques cannot always 
be applied.
Sherman (1978) employed a diagnostic approach in MATHEW; a mass consistent model 
capable of resolving a steady state, minimally adjusted, three dimensional wind field. The 
numerical results from MATHEW show reasonably good agreement with observed field data, 
where 50% of the numerical calculations were shown to lie within a factor of 2 of the field 
data. The performance of MATHEW is directly dependent on the density of its meteorological 
inputs and so its application is severely limited. Further reviews of diagnostic models can be 
found in Zannetti (1990).
The application of diagnostic models as an input for air pollutant transport models is limited 
due to the intrinsic assumption of a meteorological steady state. The majority of diagnostic 
models were developed in the late seventies and early eighties when computing technology was 
still in its infancy though sufficiently advanced enough to permit both diagnostic and 
prognostic modelling applications to be undertaken. However, computational resources were 
still too limited to enable the coupling of complex prognostic models with atmospheric 
transport models. Diagnostic models offered a method of providing a detailed description of 
atmospheric conditions, without incurring excessive computational cost and that could be 
coupled with an atmospheric transport model. In the present climate of air pollution modelling 
the trend is firmly towards prognostic models. Diagnostic models have been reduced to purely 
meteorological applications or incorporated as special cases within prognostic models. As a 
result their stand-alone role in present day air pollution modelling is a minor concern.
2 .3 .2  P r o g n o s t ic  m o d e ls
Prognostic models attempt to forecast the time evolution of the atmospheric dynamics 
associated with a domain. Conventionally, this involves the solution of the equations of 
conservation of mass, momentum, heat/energy and water. The governing equations (equations
2.1 to 2.7) have been discussed by numerous workers (Pielke (1984), Panofsky (1984), 
Brown(1991)) with a variety of simplifications and special cases being proposed.
Conservation o f  M ass f  = -(v-pu) 2.1
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Conservation of Momentum —  = -U -V U  + i/V2U - —V p - g k - 2 f 2 x U  2.2
dt p
Conservation of Heat/Energy —  = -U -V 0  + 5'6 
dt 6
2.3
Conservation of Water
dt
■ u - v s r . + s ; q n 2.4
where all the symbols take their usual meaning (see list o f  symbols and nomenclature) 
and U is the turbulent wind field vector in x,y,z, SQ represents the heat sink source term, 0 is 
the potential temperature, qn represents the density of the various water phases and Sqn is the 
water phase sink/source term.
These governing equations form a set of highly non-linear coupled equations that possess 
more unknown variables than there are known equations. Consequently, the equations cannot 
be solved without some form of closing assumptions on the nature of turbulence. The issue of 
system closure is discussed in section 2.3.3. In the above system of equations, equation 2.1 is 
referred to as the continuity equation and ensures the conservation of mass within the control 
volume. Equation 2.2 ensures the conservation of motion and is formulated from Newton’s 
second law accounting for the acting forces of pressure and gravity. The conservation of heat 
equation, 2.3, assumes that the air behaves as an ideal gas in local thermodynamic equilibrium. 
The remaining equation, 2.4, ensures the conservation of water and humidity in the atmosphere. 
In addition to the conservation equations, three other relationship are frequently applied,
Potential Temperature e  = r
100^
VPmbJ
2.5
Ideal Gas Law p  = pRdTv 2.6
Virtual Temperature Tv = T{\ + 0.61#M) 2.7
Meteorological prognostic modelling attempts to simultaneously solve equations 2.1 to 2.7 or 
a subset of them. As no analytical solution is available, save for a few simplified cases, then an
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appropriate numerical method has to be employed in order to obtain a solution. An overview of
relevant numerical methods can be found in section 2.5.
2 .3 .3  T h e  p r o b le m  o f  sy ste m  c lo su r e
The problem of closure is concerned with the representation of turbulent behaviour in a 
given system. It is usual to express the dependent variables associated with turbulent flow using 
the Reynolds approximation. Here the ‘turbulent’ parameter is expressed as the sum of a mean 
component and a semi-random ‘fluctuating’ component. For example in the case of velocity, 
the perturbed form of the wind velocity vector becomes,
The mean component, u , can be inferred from meteorological measurements and 
observations. The semi-random component, u ' , is unresolvable and cannot be directly inferred 
from meteorological measurements. It is this fluctuating component which is the focus of 
system closure.
Substituting the perturbed form of the dependent variables into the relevant flow equations 
results in the introduction of additional flow terms and consequently more unknown variables 
than available equations. Consider the conservation of momentum equation, substituting in the 
perturbed dependent variables gives,
This assumes that p' / p « 1 ,  which is a very good approximation for all atmospheric 
problems, enabling equation 2.9 to be simplified using the approximation,
U = u + iT 2.7
2.8
P + P
Averaging so as to take advantage of the property iT = ~p* = = 0,
2.9
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1
P + P'
1
f l - P L l
p l  p j
2.10
Equation 2.9 is similar to the laminar momentum equation with the exception of the 
additional mean perturbation products. If the flow is assumed to be incompressible then the 
density fluctuation will be zero in accordance with the incompressible continuity equation. The
only additional component that requires to be resolved is the u ' • V u' term representing the 
gradient of the momentum flux per unit mass by the perturbation velocities or more simply the 
momentum fluxes by turbulent atmospheric diffusion eddies. The variable u ' is an 
unresolvable velocity component that can be "minimised but never eliminated" and is part of an 
infinite set of velocity functions that will satisfy the equation of motion. The ability to 
approximate, accurately, the solution to the unresolvable component is regarded as the closure 
problem.
Achieving closure depends on the purpose and scale of the model. Currently three orders of 
closure exist (Panofsky (1984)).
‘Zero order’ closure is the simplest closure method available and assumes that the 
magnitude of the fluctuating component is small enough so as to be considered negligible in 
comparison with the mean component. This type of closure is only valid in conditions where 
turbulence is not significant though is often applied as a form of linearisation in order to 
prevent numerical instabilities.
The most well known and widely applied method of achieving closure is to apply ‘first 
order’ closure. This applies the Boussinesq (1877) approximation, which assumes a general 
flux phenomenon to be proportional to the gradient of the dependant variable, and can be 
derived by examining the molecular diffusion term in conjunction with the eddy diffusion term. 
Therefore from equation 2.9 the two velocity terms can be combined to give,
—V2u -(u '-V ii')  = — v (nV u -  pu ’u j  2.11
P P
p u 'ii' represents the rate of transfer of momentum in atmospheric flow by turbulent eddies 
and is called the turbulent shear stress or Reynolds stress. Given that the rate of momentum 
transfer is proportional to the momentum gradient then the turbulent field resulting from the 
perturbing eddies can be described in terms of a horizontal mixing coefficient that is directly 
proportional to the vertical gradient of momentum transfer. This assumes that the turbulent
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shear stress resulting from the eddies, in a horizontal plane, is homogeneous and can be 
approximated by,
tt = p u 'u ' = -p jj,TVu 2.12
where is the eddy viscosity
Note that the eddy viscosity, like the laminar viscosity not only depends on the state of the 
fluid but also depends on the state of the flow itself.
So equation 2.11 can be rewritten as,
P
V^pVu -  p u 'u ') = fv[(v + n T)Vu] 2.13
However, from previous analysis, the effect of molecular diffusion on momentum can be 
assumed to be small in comparison with that resulting from the eddy viscosity. Applying a 
mixing or exchange coefficient Km , as suggested by K theory closure, yields,
-jV [(v + |xT)V u ]» V [£mVu] 2.14
The turbulent momentum equation under K theory then becomes,
^— 1
—  = - (u -V u )  + (V -£ mV u ) - - V / ? - g k - 2 Q x u  2.15
dt p
where = {Kxx ,Kyy ,KZZ } are the exchange coefficients in the x, y  and z direction 
respectively, and typically represent the rate of variation of flux phenomena with the dependant 
variables.
First order closure is best applied to near surface atmospheric flows using mean variables 
averaged over a period of between 30 minutes to 1 hour. This period represents the interval 
over which the standard deviations associated with the means of the dependent variables, that is 
temperature, pressure and flow velocity, are most likely to be small. Under these conditions, 
the gradient approximation associated with the exchange coefficients is most likely to well 
defined. The gradient approximation becomes progressively invalid with decreasing variable 
scale due to the increased magnitude of the random component associated with the variation in
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values of the dependent variables. On a larger scale, the gradient approximation becomes 
progressively invalid due to the fact that the averaging period associated with the dependent 
variables will be increased at the expense of representing diurnal variation and therefore the 
existence of well defined gradients which mirror reality will be less likely.
Recently Bartzis (1990) applied first order closure in a universal eddy viscosity model for 
wind flow and dispersion analysis. The model was capable of predicting satisfactorily the 
atmospheric boundary layer thickness over a diabatic atmosphere and showed satisfactory 
comparison with downstream mean velocity wind-tunnel experiments.
Higher forms of closure have been reported by several workers (Donaldson (1973), 
Lewellen (1975)) and are collectively referred to as second order closure methods. Such 
methods attempt to derive particular equations for the temporal changes in physical fluxes and 
for variances of all small scale products. This has the effect of introducing additional terms into 
the flow equations which have to be modelled for closure to be achieved. This area of flow 
modelling is still considered experimental as very few models exist though results appear to be 
encouraging (Melas (1993) ). The additional equations for describing the temporal changes of 
the fluxes and small scale motions increases the number of system equations to 14, excluding 
the conservation of moisture. This has profound consequences for computational performance 
and validation/ verification procedures.
2 .4  A T M O S P H E R IC  F L O W S  IN  T H E  P L A N E T A R Y  B O U N D A R Y  L A Y E R
Having considered the general properties of atmospheric flow, this section is dedicated to 
examining the behaviour of atmospheric flows near the Earth’s surface.
2 .4 .1  C o n c e p ts  in  b o u n d a r y  la y e r  flo w s
The Planetary Boundary Layer (PBL) is regarded as that region of the atmosphere which is 
closest to the Earth’s surface and experiences surface effects due to the vertical exchange of 
momentum, heat and moisture. Often referred to as the friction layer, the PBL exhibits 
extensive variations in depth. This variation is largely diurnal and attributable to daytime solar 
heating and night-time cooling.
The depth of the PBL can be characterised in several ways. Assuming the PBL to be well 
mixed, then its depth can be approximated by the mixing depth h, where h is the depth of the 
turbulent region near to the ground (Panofsky (1984)). Consequently some measurement of 
atmospheric stability and turbulent properties is required for h to be calculated. The mixing
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depth is additionally referred to as the height to which an air parcel, originating at the Earth’s 
surface, will rise due to the action of thermal convection before attaining equilibrium with its 
surroundings (Masters (1990)). This can be estimated from temperature profile measurements 
where h is distance between the surface and the point at which the adiabatic lapse rate crosses 
the diabatic lapse rate.
An alternative method of calculating the PBL depth is available from the estimation of the 
boundary layer depth z x which is the height of the lowest inversion (Pielke (1984)). Typically 
the temperature profile of the PBL decreases with height and begins to increase beyond h. 
Throughout the day time, h and zx are close enough to be considered equal though in reality h 
tends to be 10% greater than zx . This can be attributed to the lowest portion of the inversion 
layer remaining turbulent due to wind shear effects and the overshooting of thermal motions. 
At night, h and zx may differ considerably. The emission of infrared radiation, by the ground, 
cools the surface and the surrounding air. This creates a region of cooler air near the surface 
and consequently an inversion layer above it. If winds are light then only the lower part of z x 
may be turbulent. As a result h may be much less than zv
Pielke (1984) and Zannetti (1990) identify three major sublayers within the boundary layer.
I. Laminar Sublayer : This layer extends from the ground up to the roughness length (z0)
of the surface {see section 2.4.3) and is defined as ’the region above the ground in
which turbulence is intermittent or not fully developed.
II. Surface Layer : The surface layer extends from z0 to hs . The latter typically varies from 
10 m to 200 m. The coriolis effect is generally negligible in this layer and the fluxes of 
momentum, heat and moisture are assumed to be independent of height. 
Panoksky(1984) proposed that the depth of the surface layer could be estimated from 
hs = h / 10.
III. Transition (Ekman) Layer : This layer comprises the region between hs and z; where zx
is the top of the boundary layer and represents the point at which surface effects no
longer influence atmospheric flow. The transition layer extends from about 100 m up 
to 2  km or further, given special atmospheric conditions such as thunderstorms etc. 
Various formulations for calculating layer heights are discussed in section 2.4.2  below.
A more complex stratified layering system was identified by Holtslag(1986). Unfortunately, 
the system is too complex to be employed for any other application than for heuristic purposes.
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2 .4 .2  A tm o sp h e r ic  s ta b ility
The property of Stability is a measure of mechanical turbulence and heat convection within 
atmospheric flows. Three categories of stability’ conditions can be identified (Panoksky 
(1984)).
I. Neutral Conditions : A neutrally stable flow is one in which the temperature profile of 
the flow decreases upwards at an isentropic rate. The gradient of the profile is equal to 
the adiabatic lapse rate. In such conditions, workers( Panoksky (1984), Pielke (1984) 
and Zannetti (1990)) agree that the PBL height, h can be estimated by the relationship;
au<
f
2 .1 6
where a  varies between 0.15 and 0.25 and/  is the Coriolis parameter. The PBL height 
is then proportional to the surface friction velocity, u* (see section 2.4.3).
II. Stable Conditions : Stable conditions represent those conditions under which heat 
convection is minimal and the primary form of turbulence is mechanical. Typically, 
winds are light due to the decreased heat convection and consequently mechanical 
turbulence is weak. In such conditions estimation of the boundary layer height can be 
difficult. Zilitinkevich in Businger(1974) proposed an approximate method for h which 
is supported by various workers (Garret(1982) , Zannetti(1990)) where,
h = ° ' l  f L 2.17
where L is the Monin-Obukhov Length (see section 2.4.3)
III. Unstable Conditions : Unstable conditions are categorised by the occurrence of both 
mechanical turbulence and heat convection due to prevailing winds and a positive heat 
flux at the Earth’s surface. Although mechanical turbulence decreases rapidly with 
height in proportion to the vertical wind shear, heat convection varies slowly resulting 
in turbulent mixing in the upper PBL. Panoksky (1984) presented a method of 
estimating the boundary layer height, h, in such conditions, which gave the result,
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f  t x 1/2
2 \H dt
2.18
where y is the ambient lapse rate taken at sunrise, jd  is the adiabatic lapse, H  is the 
surface heat flux, and cp is the specific heat at constant pressure for dry air.
The evaluation of atmospheric stability is necessary if a near approximation to the PBL 
height is to be obtained. Historically, stability is evaluated using one of several methods, such 
as,
• Empirical methods e.g. Pasquil Stability Classes (see section 3.3)
• Calculation of the flux Richardson number, the gradient Richardson number or the bulk 
Richardson number.
• Evaluation of the Monin-Obukhov length. (see section 2.4.4)
The first and last of these methods are discussed in the corresponding sections. Several 
forms of Richardson numbers are employed in determining atmospheric stability. The flux 
Richardson number represents the ratio of the rate of destruction of turbulence by stable 
stratification to the rate of creation of turbulence by shear where,
The gradient Richardson number R, represents the ratio of convective to mechanical 
turbulence and is formally expressed through the relationship,
2.19
R, = 2 2.20
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Both R¥ and R, are difficult to measure in practice as they rely on gradient forms of their 
dependent variables. Further discussion on the application of Richardson numbers can be 
found in Panofsky (1984) and Pielke (1984).
2 .4 .3  T h e  n e u tr a l w in d  p r o file
Atmospheric flows in the PBL exhibit several characteristics which permit the formation of 
relationships describing their vertical structure close to the Earth’s surface e.g. surface wind 
shear. The basis of profile relationships are rooted in the following derivation;
Assume a surface layer, with uniform terrain and roughness, subjected to a turbulent 
atmospheric flow of wind vector U. The vertical component of the wind vector is assumed to 
be zero on average within the surface layer so that all momentum is transferred horizontally. 
The Reynold stresses associated with the flow are expressed using K theory by,
8u
= KmP~Tdz
v  dV= ^mP —dz
2.21
Assuming that horizontal momentum is transferred with equal efficiency by the turbulent 
properties of the flow then equation 2 . 2 1  becomes,
* = -^ mP
SU
dz
2.22
The components of the stress vector x are invariant with height. Assuming a no slip 
condition at the surface boundary then U(0) = 0, |dU/dz| < oo providing T /K m is well 
defined for z—>0. Rearranging equation 2.22 and integrating through the surface layer yields,
U(z) = j 4 4
p(zA m (4
dz 2.23
The integrated surface stresses are equal in direction to the wind vector and consequently 
act as a scalar. x(z) is a function of the friction velocity u * and is typically evaluated for
homogenous terrain using u* = ( r /p )1/2. The velocity profiles U(z) are described by the 
vertical variation in the eddy viscosity associated with the turbulent atmospheric flow. As a 
result a suitable expression forA^ is required ifU(z) is to be modelled.
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Assuming the atmospheric flow to be neutrally stratified so that when convection is 
minimal, the lapse rate is approximately adiabatic and the stratification is hydrostatically
flow is effectively a product of eddy velocity, eddy size and flow density. Given that the 
variation of density with height in the surface layer is negligible and that the eddy velocity is 
assumed invariant with height and is proportional to the friction velocity, then the length scale 
of the turbulent eddies is required to be a function of height. Assuming a proportional 
relationship then equation 2.24 is obtained, where,
K m = ku^z 2.24
A closer examination of K m reveals that equation 2.24 is only satisfied for smooth surfaces. 
If the surface is rough then K m fails to go to zero due to the generation of turbulent eddies by 
pressure differences across the roughness elements of the surface. A new surface height has to 
be defined in accordance with the roughness of the surface if equation 2.24 is to be satisfied. 
This roughness height or roughness length, z0, represents the height at which U(z) effectively 
becomes zero. Alternatively it may be taken as the size of the eddies generated by the pressure 
differences over the roughness elements. The roughness length is a complex function of height, 
and element shape and spacing. Historically, z0 is determined by experiment from wind profile 
measurements. Figure 2.1 (from Zannetti (1990)) shows the relation of z0 to various terrain 
types.
Returning to the argument, substituting equation 2.22 into equation 2.24 and using 
t  = pw* 2 , gives an expression for the vertical velocity gradient,
neutral, then a neutral wind profile law can be described. The eddy viscosity of the turbulent
a u  = %
dz kz
2.25
Integrating equation 2.25 in the limits of z = z0 and z = h yields the classic logarithmic wind 
profile law.
z > z. 2.26
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T he p rofile  is b een  correlated against m eteoro log ica l observations(C arl e t  a l. (1 9 7 3 ))  taken  
during con d ition s o f  neutral stab ility  and found  to be va lid  on ly  for uniform  terrain and h eigh ts  
up to  150 m . In ch an ging  terrain the profile  breaks d ow n  as the friction  v e lo c ity  is  a lo c a lly  
d erived  param eter and con seq u en tly  no lon ger constant in the horizontal p lane.
A n  alternative p rofile  form ulation to  equation  2 .2 6 , co m m o n ly  ap plied  w ith in  w in d  
en g in eerin g  practice, is  the p ow er law  (M asters (1 9 9 0 )) . In cluded  here for th e sak e o f  
co m p leten ess , the relationship  p rovides a p ow er law  fit b etw een  the v e lo c it ie s  at tw o  vertica l 
reference points.
(  z  V
2 .2 7
w here p  is a fun ction  o f  stability  and surface roughness. T h is relation sh ip  breaks d ow n  
w h en  the terrain is non-uniform  and m echan ica l turbulence p revails.
2.4.4 Wind profiles in diabatic conditions
In d iabatic con d ition s, m echanical and therm al forc in g  in flu en ces atm osp heric turbulence. 
M on in  and O bukhov (1 9 5 4 )  first proposed  a m ethod  to  incorporate both typ es o f  forc in g  so  that 
diabatic boundary layer f lo w s  cou ld  be param eterised.
P an ofsk y  (1 9 8 4 )  ( taken from  M onin  and O bukhov (1 9 5 4 ) ) d efined  the n o n -d im en sio n a l 
w in d  shear as,
k z  d u
u* dz
2 .2 8
w here S  is equal to un ity  in purely m ech an ica l turbulence. W h en  therm al fo rc in g  is  
introduced into equation  2 .2 8 , S  is assu m ed  to  be a fun ction  o f  a n o n -d im en sio n a l n um ber  
d escrib in g  the re lative contribution o f  heat con vection . It w as p ostu lated  that S  w a s a fu n ction  
o f  the flu x  R ichardson  num ber so  that,
S  =
SRf
~ Y
2 .2 9
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where /  represents a universal function. The product SRp has to be non-dimensional if 
equation 2.29 is to be satisfied. Substituting in for the flux Richardson number yields,
SRp = gHkz r  [ 0.07 
u lc pp T \  B
2.30
were
B is the Bowen ratio of sensible to latent heat flux at the surface.
As equation 2.30 is required to be non-dimensional then the quantity multiplying the height 
z on the RHS of equation 2.30 is the reciprocal of length and is written \IL. Equation 2.30 then 
becomes.
SRp
z
~L
2.31
where L is the Monin-Obukhov Length and is given by,
L _ ul cPpT
~ kgH{\ + 0.07 / B)
2.32
Substituting equation 2.31 into equation 2.29 gives the diabatic non-dimensional wind shear 
as,
s = M z )
where (j)m is a universal function that can be determined by measurement. The Monin- 
Obukhov Length is essentially independent of height in the surface layer and is computed from 
surface measurements. A negative ratio of z  / L  represents the relative importance of heat 
convection and mechanical turbulence. A positive ratio of z / L  represents the relative 
importance of the suppression of mechanical turbulence by temperature stratification. As z  I L  
approaches zero then turbulence is purely mechanical. It is worth noting that the general 
properties of z  / L are similar to those of the gradient Richardson number.
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Increasing turbulence increases mixing and therefore decreases the normalised windshear. 
Therefore in stable conditions (j)JM(z / L) is greater than unity while for unstable conditions 
(|> m (z / L) will be less than unity.
Equation 2.33 can be integrated without a commitment on the exact form of 4>WJ. Equating 
equation 2.28 with equation 2.33 gives,
kz du 
u * dz
2.34
Adding and subtracting 1 on the RHS of equation 2.34 and integrating from the surface 
roughness height to an arbitrary height z yields the diabatic velocity profile,
( /  *7 \
In
UJ 1
 ^|5
5-1
where
2.36
Several workers (Panofsky et al (1960), Businger et al. (1971), Carl et al. (1973)) have 
suggested empirical expressions for the universal function (|)W). In stable air all measurements 
suggest,
* .=  1 + 4-7 j-
For unstable conditions,
r z V 1/4
1 — 15 —
V L
-1 /3
Businger et al. (1971) 2.37
Businger et al. (1971) 2.38
Carl etal. (1973) 2.39
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(J),,,4 —15 — ([)WJ3 = 1 Panofsky et al. (1960) 2.40
L
Equations 2.37 - 2.40 are substituted into equation 2.36 in order to enable the diabatic wind 
profile in equation 2.35 to be evaluated. The results are reported by Panofsky(1984) as being 
cumbersome except in the case of equation 2.37 in which \|tm = - 5 (z / L ) .
At present the Monin-Obukhov method is the only available technique for estimating the 
diabatic wind profile. The use of the Richardson numbers in obtaining a suitable formulation 
for the diabatic wind profile is problematic due to the differential form of their dependent 
variables leading to an unseparable differential equation, in which the dependent variables 
cannot be singularly expressed in terms of the remaining dependent variables.
2 .5  N U M E R IC A L  M E T H O D S  IN  A T M O S P H E R IC  M O D E L L IN G
The set of flow equations 2.1 - 2.7 (see section 2.3.2) form a system of non-linear partial 
differential equations which cannot be solved using known analytical methods. Their solution 
can only be approximated using numerical methods of computation in which the equations are 
discretized and solved on a grid architecture. Five categories of solution schemes can be 
identified (Pielke(1984)).
I. Finite Difference Schemes, which utilise an appropriate form of the truncated Taylor 
series as an approximation to the behaviour of a given partial differential equation.
II. Finite Element Schemes, where the error between the actual solution and the 
approximate solutions are minimised using a local basis function.
III. Interpolation Schemes, in which nth order polynomials are employed to approximate 
the behaviour of the dependent variable in one or more spatial directions.
IV. Spectral Techniques. These schemes transform the dependent variables to wavenumber 
space using a global basis function.
V. Pseudospectral Techniques, which attempt to approximate the partial derivative using a 
truncated spectral series.
Only the finite difference, finite element and interpolation schemes are more commonly 
employed in atmospheric modelling. The spectral techniques though effective, can be limiting, 
cumbersome and require periodic boundary conditions if an effective solution is to be obtained. 
The finite element method is still in its experimental stages of application to atmospheric flows
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and problems currently exist in obtaining basis functions which reflect the non-linearity of 
atmospheric phenomena.
The comparison of techniques is well documented by workers e.g. (Abbot (1989), 
Jazcilevich (1994), Hertel (1993), Chock (1991), Hirch (1988).
A further discussion in relation to the numerical methods employed in the current research 
can be found in Chapter 7.
2.6 CHAPTER SUMMARY
This chapter presents the basic foundations of micro-meso-scale meteorological modelling as 
applied to the field of air pollution modelling. A discussion of the properties of a turbulent 
atmosphere and the potential difficulties encountered in modelling atmospheric dynamics in the 
planetary boundary layer were presented. A brief overview of available numerical solution 
schemes was presented.
The following chapter will review those methods which utilise the knowledge presented in 
Chapter 2 in order to establish modelling methodologies for the reproduction and forecasting of 
pollutant transport dynamics.
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CHAPTER THREE
LITERATURE REVIEW : PART II - A REVIEW OF 
MATHEMATICAL APPROACHES FOR MODELLING 
ATMOSPHERIC POLLUTANT DISPERSION.
"T h e s u b s ta n c e  o f  th e  m u d s  is  to o  th in  f o r  h u m a n  e y e s , th e ir  w r i t te n  
la n g u a g e  is  to o  d if f ic u lt  f o r  h u m a n  m in d s , a n d  th e ir  s p o k e n  la n g u a g e  m o s t ly  
to o  f a i n t  f o r  th e  ear ."
Joh n  M u ir
3.0  A N  IN T R O D U C T IO N  T O  M A T H E M A T IC A L  A IR  Q U A L IT Y  M O D E L L IN G
Air quality can be defined as a ‘measure of the degree of ambient atmospheric pollution, 
relative to the potential to inflict harm on the environment’. The concept of threat to public 
health is fundamental to this description and represents the driving motive behind current air 
quality research. The potential for deterioration and damage to both public health and the 
environment, through poor air quality, has been recognised at a legislative level, culminating in 
the establishment within the United Kingdom of the Environmental Protection Act 1990 (Lane 
(1995)), and the Environment Act 1995 (Tromans (1995)).
Air pollution modelling can be viewed as the attempt to predict or simulate, by physical or 
numerical means the ambient concentration of criteria pollutants found within the atmosphere 
of a domain. The principal application of air pollution modelling is to investigate air quality 
scenarios so that the associated environmental impact on a selected area can be predicted and 
quantified.
The application of mathematics to modelling atmospheric dispersion has been identified as 
being important in several ways, Seinfield (1986), Milford e t  a l  (1993). These are :
I. To aid in the evaluation of source-receptor relationships so that responsibility for 
specific impacts can be apportioned.
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II. To aid in project planning, site evaluation and/or environmental impact of 
present/future sources.
III. To enable the evaluation of existing sources in relation to compliance with legislation.
IV. To permit the evaluation of proposed abatement and control strategies, in relation to 
short and/or long term issues.
V. To permit the assessment of episodic tactics and disaster aversion strategies.
VI. To optimise emission inventories and operating conditions while ensuring compliance 
with legislative controls.
VII. To forecast in real time concentrations of accidental releases.
The following sections form a review of current methods and modelling techniques and 
attempts to quantify their success in meeting the above criteria.
3.1  B O X  M O D E L S
3 .1 .1  S in g le  b o x  m o d e ls
The simplest approach in estimating pollutant concentrations over a given domain, is to 
implement a single box model (Lettau (1970)). The model likens the airshed of a domain to a 
rectangular box (see figure 3.1), inside which, the mass of the pollutant is fully conserved. The 
box is orientated such that the directional component of the wind velocity is perpendicular and 
incident to one face of the box. The model also assumes that the incoming pollution is 
instantaneously mixed with the surrounding air, creating a homogeneous concentration 
throughout the airshed.
The mass conservation constraint permits the construction of a mass balance equation of the 
form ;
^  Rate o f  change o f  species concentration ^  (
within the volum e o f  the box
Source/Sink Terms
V J
\  C 
+
ARate at w hich  the pollutant 
^ species is entering the box ^
^Rate at w h ich  the pollutant'' 
^species is leav ing  the b ox  ^
or
d C V
QA + uC m WH  -  uC W H
dt
3.1
L\
D istance D ow nw ind
Figure 3.1 Schematic of a single box model.
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where V is the volume described by the box, C is the homogeneous species concentration 
within the airshed, Cjn is the species concentration entering the airshed, Q is the emission rate 
per unit area of sources within the box, u is the average wind speed normal to the box, A is the 
horizontal area of the box (L x  IV), IV is the width of the box and H  is the mixing depth. 
Integrating equation 3.1 gives (Venkatram (1978)),
The steady state solution provides a reasonable estimation of species concentration, if the 
dynamics of the mixing depth are quasi-stationary and the source emissions are constant. Work 
presented by Jensen et al. (1979), demonstrated a good agreement between observed daily 
average pollution levels and predictions generated by a single box model. The concentration
pollutant concentration forecast, then the magnitude of the predicted pollutant concentrations 
lie within a 15% error margin with respect to the observed data trend.
The single box model has been applied to both inert and reactive pollutants. In the case of 
reactive species, the chemical reaction dynamics can be incorporated into the mass balance 
equation (equation 3.1) as could wet and dry deposition effects.
Meszaro et al. (1978) presented a box model for assessing the atmospheric sulphur budget 
over Europe, accounting for natural/anthropogenic emissions and removal via dry/wet 
deposition. The equations for calculating the degree of material removed by deposition were 
incorporated into equation 3.1. The predictions obtained by Meszaro et al. (1978) were strictly 
general in nature, due to the characteristics of initial problem. Despite this, favourable 
comparisons were made with independent research performed by various workers, which 
suggested that the application of a box model approach to this type of problem was capable of 
generating useful solutions.
Top?u et al. (1991) employed a single box model in estimating the daily polluting 
concentration over the City of Erzurum in Turkey. Regression correlation coefficients ranging 
from 87.5% to 97%, for a data set of 40 points, were obtained when the predicted levels of
3.2
The steady state solution is then simply ;
3.3
forecast was shown to lag the observed data by approximately 2  hrs, in predicting the transient 
behaviour of the pollutant across the domain. If a best fit time-shift correction is applied to the
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sulphur dioxide were correlated with the observed daily averages of sulphur dioxide. Such 
high regression factors are typically rare in single box modelling applications, though they do 
serve to demonstrate the possible accuracy of the approach.
The application of a single box model is confined to those problems whose objective is the 
estimation of average pollution levels, across a specific airshed. The size of the airshed is 
typically large, given that the founding assumptions of homogeneity and instantaneous mixing 
break down at smaller scales of interest. It is worth noting that by allowing the mixing depth 
(.H) to be a function of the downwind distance x, so-called box models can be employed over 
smaller scales. In addition, the single box model is incapable of imparting any spatial 
information regarding the dispersive nature of a pollutant. The method is computationally fast 
and is capable of providing satisfactory predictions, particularly for scenarios where detailed 
information on the domain and meteorological conditions are unavailable.
3 .1 .2  M o r e  a d v a n c e d  b o x  m o d e ls
Various attempts have been made to increase the usefulness of the single box model 
approach. Venkatram (1978) proposed a slug model where the species concentration varies 
along the direction of the wind vector and in the vertical plane, though remains homogeneous 
in the y plane. Preliminary investigation showed that though slug model was documented as 
being superior in performance to the conventional box model, its forecasting ability still failed 
to describe temporal variation accurately.
Gifford et al. (1973) suggested a multi-box model with i x j  compartments and considered 
the mass flux of the pollutant between consecutive cells. Again the model was flawed by the 
assumptions inherent within the box model approach.
In summary, the box model approach is recommended only for those modelling scenarios in 
which the spatial dispersion of the pollutant is not a required factor, and where the assumptions 
of homogeneity and instantaneous mixing are held to be valid. This precludes the box model 
approach from a significant proportion of air quality modelling applications.
3 .2  G A U S S IA N  M O D E L S
3 .2 .1  T h e  b a sic  m o d el
The Gaussian model forms the basis for the majority of air pollution models, and is the most 
well known and documented approach. The model presupposes that the dispersion associated
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with the polluting species, can be described by a modified Gaussian or ‘normal’ distribution 
curve. A three dimensional axis system is employed to provide a downwind, crosswind and 
vertical resolution. The species concentration is defined as being proportional to the emission 
rate of the source, diluted by the wind velocity at the source of emission. The dispersion 
behaviour of a pollutant is determined by the standard deviations associated with the Gaussian 
distribution function. These standard deviations are typically functions of atmospheric stability 
and localised turbulence, decreasing with distance in relation to the source. The model is 
usually aligned so that the downwind axis corresponds to the direction of the prevailing 
vstmd(see figure 3.2).
The model equation is derived from basic considerations of the diffusion of gaseous matter 
in three dimensional space.
C  = Q
27ZUG y O’ 2
f
( V T f f - ( H - z ) 2]exp exp + ra exp
V l 2°y J, k k 2a\ ) l ))
3.4
where C is the species concentration at a location (x,y,z), Q is the source emission rate, u is 
the average wind speed normal to the box, oy is the standard deviation of the horizontal 
crosswind distribution of the plume concentration and is a function of the downwind distance x, 
gz is the standard deviation of the vertical crosswind distribution of the plume concentration 
and is a function of the downwind distance x, H  is the effective source height to which the 
plume has risen, rG is the ground reflection coefficient where ( 0 < rG — 1 ), y  is the crosswind 
distance and z is the receptor height above ground.
The effective source height (H) or plume rise is the height to which an emission will initially 
rise as a result of thermal buoyancy and vertical momentum. The upward movement of the 
plume is retarded on mixing with ambient air reaching an equilibrium point when the internal 
energy of the plume is equal to that of the surrounding atmosphere. A review of various semi- 
empirical methods for the estimation of plume rise can be found in Zannetti (1990).
Several assumptions are implied in the derivation of equation 3.4, namely th a t;
I. The emission characteristics of the source are uniform and time invariant.
II. The meteorological conditions within the domain of interest are homogeneous and time 
invariant.
III. The topography of the domain is weak (i.e. flat), so as not to affect pollutant 
dispersion.
IV. The plume is symmetrical with a straight line downwind trajectory
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V. The emission originates from a point source where the pollutants are both conservative 
and passive.
VI. A proportion of the plume is reflected back from the ground plane.
VII. No chemical reactions or deposition effects are accounted for.
These assumptions are not borne out in reality, as emissions and meteorological conditions 
can be highly variable and non-linear by nature i.e. a doubling in emissions may not incur a 
corresponding change in the downwind concentration of pollutants, or for that matter in the 
concentration of any secondary pollutants. This factor is particularly true in conditions of 
increasing turbulence, in which distortions in the trajectory and dispersion of the plume can 
mask out any discernible relationship between the downwind pollutant concentration and its 
source. Pollutants are also seldom passive and emissions are typically dependent on plant 
operation. In light of such limitations, the Gaussian model can only be considered workable 
when such factors are static enough to be regarded as homogeneous.
The predictive capabilities of the model are documented in CSA (1991).
F o r  d is ta n c e s  le s s  th a n  a b o u t 1 km  u n d e r  id e a l  c o n d itio n s  o f  u n ifo rm  f l a t  te r ra in ,  
s te a d y  m e te o r o lo g y  e tc ., th e  p r e d ic t io n  o f  th e  m a x im u m  d o w n w in d  g r o u n d  le v e l  t im e  
in te g r a te d  c o n c e n tr a tio n  is  o n ly  a c c u r a te  to  w ith in  2 0 %  f o r  a  g r o u n d  le v e l  r e le a s e  a n d  to  
w ith in  4 0 %  f o r  an  e l e v a te d  r e le a se . T he a c c u r a c y  o f  th e  m o d e l  w ith in  ±  2 o y  o f f  th e  
c e n tr e l in e  is  e s t im a te d  to  b e  w ith in  a  f a c t o r  o f  tw o
W h en  th e  G a u ss ia n  m o d e l is  a p p l ie d  to  r e a s o n a b le  c o n d itio n s  o f  m e te o r o lo g y ,  te r r a in  
a n d  d is ta n c e s  u p  to  1 0  km, th e  s c a t te r  o f  th e  e s t im a te  o f  th e  a v e r a g e  t im e  in te g r a te d  
c o n c e n tr a t io n  is  e x p e c te d  to  in c re a se  a n d  th e  a c c u r a c y  is  th en  e s t im a te d  to  b e  w i th in  a  
f a c t o r  o f  tw o .
Under certain conditions the equation 3.4 can be reduced to a variety of simplified forms 
(Masters (1991 ) ) { s e e  e q u a tio n  3 .5  to  3 .7 ) .  The simplified equations 3.5 to 3.7, assume a 
ground reflection coefficient of 1 so that 100% of the plume is reflected.
I. Ground level concentration model: { z =0 }
Q
f f v T / f - ( " )2Tlexp exp
VH U G  y O’ 2 l 2cyy j , l  2cyz )j
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II. Point source along a centre line model: {y=0 }
3.6
III. Traffic source model: { H= 0 }
3.7
These conditions are not mutually exclusive and thus the effects are cumulative. In all case 
the ground reflection coefficient is assumed to be unity. Non-point sources such as area and 
irregular line sources can be represented through a series of Gaussian plumes, with the total 
concentration being calculated in agreement with the principles of superposition.
The behaviour of the Gaussian model depends heavily, upon the correct calculation of the 
dispersion coefficients, ciy and oz . Various approaches currently exist for determining oy and 
az and are discussed below.
3.2.1.1 Non-dimensional Sy and Sz functions
Pasquill (1971) proposed a relationship for the dispersion coefficients where ;
where gv ,<j w are the standard deviations associated with the crosswind and vertical wind 
vector components respectively, and are functions of the downwind position x. Sy ,SZ are the 
universal function of the diffusion time, t, and T£ is the Lagrangian time scale.
A summary of methods for the estimation of gv and <5W can be found in Zannetti (1991). 
The calculation of the non-dimensional Sy ,SZ has received much attention. Work by 
Draxler (1976), Pasquill (1976) and Irwin (1979) led to a formulation for Sy, which became the 
established method, recommended by the American Meteorological Society Workshop on
3.8
° z = ° w t S z  —  \T l J
3.9
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Stability Classification Schemes and Sigma Curves (Hanna (1977)). The universal functions are 
typically obtained using the expressions;
Sy = (l + 0.0308x0'4548) ' '  * < l0 4m 3.10
Sy = 0.333(10,000 / x) 0-5 x > 1 0 4m 3.11
Much uncertainty still exists surrounding the validity of the above formulations for Sj, as is 
doubtful that S-y is solely dependent on the downwind position x.
Draxler (1976) proposed a formulation for Sz, for neutral and stable conditions in ;
S2 =
r
1 + 0.9
V ^ Tl )
0 . 5 \ -1
f
1 + 0.945
V
f  t '
V T J
0.8A
)
- 1
z < 50 m
z > 50 m
3.12
3.13
The non-dimensional approach is generally recognised as a superior method of calculating 
the dispersion coefficient, as it takes account of the wind fluctuation intensity in addition to the 
atmospheric stability.
3 .2 .1 .2  S e m i-e m p ir ic a l c a lc u la tio n s  o f  a n d  a z
In the case where specific information regarding the variation of the wind is unattainable, a 
second approach, utilising routine meteorological observations to provide a semi-empirical 
estimation of the dispersion coefficients, can be considered. Work by Smith (1951) and Singer 
(1953) led to a method for estimating the stability of the atmosphere using a wind direction 
trace obtained over 1 hr. Five stability classes were proposed on the empirical data collected. 
The dispersion coefficients are calculated using equation 3.14 and the relevant coefficients, 
referenced to the appropriate stability class, are provided in Table 3.1. Note both cry and crz  
have units of m where x is in km.
<5y =axb o’, =cxd 3.14
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A similar approach was suggested by Pasquill (1961). Pasquill advocated the use of 
fluctuation measurements for dispersion estimates but provided a scheme “for use in the likely 
absence of special measurements of wind structure”. The scheme did not require sophisticated 
measurement equipment but utilised basic values of wind speed, insolation and cloudiness in 
the estimation of atmospheric stability ( see Table 3.2). However, it was Gifford et al (1961) 
who restated the Pasquill stability classes in terms of cry and <jz so as to permit their use in the 
Gaussian plume equations.
Table 3.1 Table of coefficients and exponents for gustiness stability classes
Stab ility
C lass
a b c d C lassifica tion
A n a na na n a H igh ly  U nstab le , r |>  90°
B1 0.36 0 . 8 6 0.33 0 . 8 6 unstab le , 4 5 °< r|<  90°
B 2 0.40 0.91 0.41 0.91 unstab le , 150< r |< 4 5 o
C 0.32 0.78 0 . 2 2 0.78 neu tra l, r\~ 15°. C o re  o f  tra c e  is u n b ro k en  
and  rem ains in th e  sec to r fo r 1 h r
D 0.31 0.71 0.06 0.71 H igh ly  Stable r |<  15°. T race  ap p ro x im ate s  a 
stra igh t line
rj =  fluc tuation  in w in d  d irec tion  S ource  iG iffo rd  (1976) an d  S m ith (1 9 5 3 ) 
n a  =  n o t availab le
Table 3.2 Table of coefficients and exponents for Pasquill stability classes
Surface 
W ind  
speed  m /s
D ay N ig h t
Iso lation C loud iness
S trong M oderate S ligh t C loudy  ( >  4 /8 ) C lea r ( <  3 /8 )
< 2 A A -B B E F
2-3 A -B B C E F
3-5 B B -C C D E
5 - 6 C C -D D D D
> 6 C D D D D
A comparison between the gustiness classes and the Pasquill stability classes are given in 
Gifford (1976) and is summarised in Table 3.3.
44
Ph.D. T hesis Chapter Three - Literature R ev iew  : Part II
Table 3.3 Comparison of the gustiness and Pasquill stability classes
Pasqu ill
S tab ility
C lass
G ustiness S tab ility  C lass
A B 2 (very  unstab le )
B B1 (u n s ta b le )
C B1 (u n s ta b le )
D C ( n e u tr a l)
E C /D  (neu tra l/stab le)
F D  (stab le)
Turner (1970) and Gifford (1976) graphically related the Pasquill dispersion parameters to 
the downwind distance from the source (see figure 3.3). The dispersion coefficient is directly 
obtained by estimation, from the graph where curve represents the value of the dispersion 
coefficient at a specific stability class.
A formula method of estimating the dispersion coefficient was proposed by Martin (1976). 
Again, an exponent law was employed in obtaining the coefficient values for downwind 
distances, over short and long scales of interest.
ct y = ax0'894 a 2 =cxd + f  3.15
Table 3.4 Table of coefficients and exponents for Pasquill stability classes
S tab ility  C lass a
x  < 1 km x  > 1 km
c d / c d /
A 213 440.8 1.941 9.27 459 .7 2 .0 9 4 -9 .6
B 156 106.6 1.149 3.3 108.2 1.098 2 . 0
C 104 61.0 0.911 0 61.0 0.911 0
D 6 8 33.2 0.725 -1 .7 44 .5 0 .516 -1 3 .0
E 50.5 2 2 . 8 0 .678 -1.3 55 .4 0 .305 -3 4 .0
F 34 14.35 0 .740 -.035 62 .6 0 .180 -4 8 .6
Source (Martin 1976)
Similar formulations have been proposed by several workers e.g. Irwin(1980), Green et al. 
(1980) and Briggs(1973). The latter is of particular note as estimates of the Pasquill dispersion 
coefficients over urban and rural domains are provided.
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3 .2 .2  A d v a n c e d  m o d if ic a t io n s  an d  a p p lic a t io n s
In order to overcome several of the limitations inherent within the ‘simple’ Gaussian model, 
many workers have suggested additional modifications. Draxler and Heffter (1981) discussed a 
method for incorporating wet deposition into a Gaussian model by introducing an additional 
exponential decay function. Van Dop (1979) presented an approximate method for estimating 
coastal diffusion and shoreline fumigation using a Gaussian model which has since formed the 
basis of the OCD model (Hanna (1984)).
Green et al. (1980) discussed various analytical extensions of the Gaussian Plume Model, 
specifically the extension of the model into polar co-ordinate space so that an analytical 
solution could be developed, utilising wind velocity input data in a wind rose format. This 
approach sought to overcome the dependence of the Gaussian model on a constant velocity 
input vector and to provide a facility for a 360°C field of prediction.
A segmented approach (Hales et al. (1977) was developed to account for variations in the 
source emission and meteorology. The virtual plume is dissected into a number of segments 
whose dynamics are functions of the emission rate and the prevailing meteorological 
conditions, and are oriented according to the time variant wind direction. The model suffers 
from superposition effects, where the error, associated with a pollutant concentration close to 
the ends of the segment, varies proportionally with the angle between the consecutive 
segments.
More recently, van Jaarsveld et a l (1992) proposed a Gaussian 'Operational model for 
Priority Substances' (OPS) to predict the concentration and deposition removal of low-reactive 
pollutants. Comparison between the long range transport predictions and the data obtained from 
the LML-National Monitoring Network in the Netherlands showed good correlation and 
demonstrated that the OPS model is capable of describing accurately “the meteorological 
variability” and the “influence of sources at large distances” i.e. under averaged conditions.
The results from the AERAD model (Atmospheric Dispersion Model for Emergency 
Response, Zhuang (1993)) demonstrated that the Gaussian approach can be used to 
“approximate the real life situation “ of pollutant transport.
Despite the efforts of workers, the inherent limitations of the Gaussian model precludes its 
application to cases where the short term prediction of species concentration or the prediction 
of species concentrations, relative to complex environmental constraints, are the primary 
objective.
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3 .3  E U L E R IA N  M O D E L S
3 .3 .1  A  g e n e r a l o v e r v ie w
The Eulerian approach to dispersion modelling solves the conservation of mass equation for 
a given pollutant species of concentration (c). A stationary or ‘normal’ frame of reference is 
assumed with the dispersion phenomena being calculated as a concentration ‘field’ across the 
domain. The general form of the conservation of pollutant species (c) is stated in Zannetti 
(1990) as,
—  = -U  • Vc, + £>V2c, + S, 3.16dt . . .
where U are the co-ordinate component velocities, c is the concentration associated with the 
ith species, D is the molecular diffusivity and S  is the sink/source term of the ith species.
Equation 3.16 is valid only for laminar flow conditions where the primary cause of diffusion 
is from molecular motion. In the majority of cases the atmospheric flow is turbulent and 
equation 3.16 does not apply. In conditions of turbulence it can be said that any dependent 
variable is composed of an ‘average’ component, denoted overbar, and a ‘fluctuating’ 
component, denoted prime i.e. U = U + U' where U is the Eulerian wind field vector U(x,y,z). 
Given that (U) = U and (U') = 0 , where ( ) represents the ensemble average or theoretical 
mean and that c = (c) + c’(see section 2.3.3), then the general form for the equation of 
conservation of pollutant species (c) (equation 3.16) is
5 (c.)
dt
U •v(ci) - v - ( c iU ') + z>v2 (cl) + (,s;) 3.17
{Rate of change of 1 f Rate of advection pollutant concentrationj [of pollutant Rate of turbulent diffusion of pollutant + Rate of molecular diffusion of pollutant + Contribution of any sink(s) and source(s)
where q  is the concentration associated with the ith species, D is the molecular diffusivity 
and Sj is the sink/source term of the ith species and accounts for chemical reactions, deposition 
and emission sources.
The terms'll'^represents the turbulent atmospheric diffusion eddies whose magnitude and
effect are significantly greater than that of molecular diffusion. For the majority of cases it is 
usual to ignore the molecular diffusivity term as its overall contribution will be negligible. The
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eddy diffusivity term is unresolvable as d  is unknown and a suitable description of U ' is more 
often than not impossible to obtain. Consequently, the diffusivity term, (CjTJ'), has to be
modelled if equation (5) is to be closed. The conventional approach to achieving closure is to 
apply gradient-transport theory (see section 2.3.3) so that,
<C,XJ') = -K V (C,) 3.18
where K is the eddy diffusivity tensor
This assumes that the pollutant species diffuses at a rate that is proportional to the localised 
concentration gradient. The eddy diffusivity, K, accounts for the increased rate of dispersion 
due to localised turbulence and atmospheric instability. K is typically a function of localised 
meteorology, height (z) and surface characteristics.
Now substituting equation 3.18 into equation 3.17 yields a general equation of the form;
M  = - u . v ( C|) -  V • KV(C|) + £ V 2(C|) + {S) 3.19
Equation 3.19 describes the effective pollutant concentration at all defined points within a 
domain. Conventionally the molecular diffusivity is considered to be implicit to the eddy 
viscosity term and has only been shown here for completeness. The boundary conditions for 
equation 3.19 typically assumes that total reflection conditions exist at the ground and at the 
top of the computational domain.
Equation 3.19 is typically solved in 2 or 3 dimensions on a discrete mesh architecture using 
a suitable numerical method e.g. finite difference, finite volume, finite element (see section 2.5 
) although some analytical solutions have been presented for the steady state form of equation 
3.19 e.g. Pasquill (1983), Tirabassi (1986). It is important to note that the results obtained from 
Eulerian models of this nature are predictions of the ensemble average of the species 
concentration and not instantaneous values. For this reason such models are employed in 
predicting time averaged concentrations.
The main problem in finding a solution to equation 3.19 stems from the radically different 
character of each of its constituent parts. The advection component is hyperbolic, the turbulent 
diffusion component, parabolic and the source/sink term is typically representative of a set of 
stiff, differential equations. An attempt to obtain a comprehensive solution over each time step, 
given the magnitude of the problem and computational limitations, is currently impossible.
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However, general solutions have been proposed by many workers with the aid of simplifying 
assumptions.
Holnicki et al. (1994) proposed a solution to the two dimensional atmospheric transport 
equation in * and y  using first order closure methods and the finite element method. The model 
predicted downwind sulphur dioxide concentrations, over a meso-scale domain, accounting for 
deposition and chemical kinetics via simple rate equations. The model was demonstrated to be 
computationally efficient, providing one 24 hour forecast every 200 seconds. The sparseness of 
local field data prevented a full verification of the model from being performed.
Jazcilevich (1994) discussed the solution of the one dimensional atmospheric transport 
equation using first order closure techniques in conjunction with a combination of finite 
difference and random choice methods. An economic solution was presented, though without 
any account of chemistry or deposition phenomena.
Eulerian models suffer the disadvantage that their resolution is confined by the spatial and 
temporal discretization of the mesh on which they are solved. The use of a mesh is 
computationally expensive and traditionally requires some form of optimisation to achieve any 
degree of efficiency. However, the approach is information rich, providing a description of the 
relevant transport dynamics at all defined points throughout the domain.
3.3.1 Modelling eddy diffusivity
The gradient-transport method of closure, introduced above, is formally referred to as a 
‘first order’ closure method and forms the basis of the majority of atmospheric transport 
models. The errors introduced by ‘first order’ closure depend on the behaviour and accuracy of 
the eddy diffusivity term K. In three dimensions, K becomes a 3x3 tensor. A general 
simplification is to assume that the primary mode of diffusive transport lies along the vector of 
the turbulent eddy so that the eddy diffusivity tensor is diagonal and cross vector diffusivities 
are negligible i.e.
K
^ x x
0 0
0 0
0 0 N N
3.20
A horizontal diffusivity is defined assuming Kxx = Kyy = K\{ is further simplified if the 
model is oriented in ‘sync’ with the mean flow so that the contribution made by horizontal 
diffusivity in the x direction can be assumed to be negligible in comparison with that imparted 
by advection. It is acknowledged that in the majority of flow scenarios, the primary cause of
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diffusion emanates from the vertical movement of air resulting from variations in temperature 
and pressure, as well as crosswind dispersion due to wind meandering and turbulence.
Consequently, Kzz »  K\{ and so the contribution to the turbulent diffusion of a species by 
the horizontal component can be ignored. This assumption is only valid for stable and slightly 
unstable conditions and breaks down when strong crosswinds prevail.
The conditions of validity for first order closure were stated by Lamb (1973) who concluded 
that K theory was only applicable when;
—  «  1 3.21
Txc
where tQ is the maximum time over which the turbulent eddy maintains its integrity and Tc 
is the time scale associated with the turbulent flow field. The changes in the mean 
concentration field are required to have a larger scale than the time scale associated with the 
mean turbulent flow field. This is often violated near a strong isolated source in unstable 
conditions.
Higher order methods of closure i.e. second and above, have been proposed by several 
workers, Lewellen (1976), Nieuwstadt (1994), though these methods exhibit a tendency to be 
highly complex, computationally expensive and experimental. Second order methods are not 
as widely applied in comparison to more simple techniques. Zannetti (1990) concluded, on 
second order closure, that the practical applicability of higher order closure models is still 
questionable even though recent results are encouraging.
In summary, Eulerian models have been traditionally employed for scenarios where detailed 
predictions, on average pollutant levels throughout the domain, are desired. Such models are 
incapable of resolving the more transient characteristics of transport phenomena due to the 
assumption of an ensemble average species concentration. This averaging process precludes an 
Eulerian approach from being effectively applied to micro-scale transport applications since the 
errors associated with the predicted values are typically large.
3.4 LAGRANGIAN MODELS
3.4.1 A general overview
The Lagrangian approach to atmospheric dispersion modelling differs from its Eulerian 
counterparts in that its reference system follows the prevailing vector of atmospheric motion.
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The term ‘Lagrangian’ is applied to a wide range of models which simulate pollutant dispersal 
relative to a shifting reference frame. The general equation of motion (Zanetti (1990)) 
describing the atmospheric dispersion of a single pollutant species is ;
(c (r ,/))=  JJ/?(r,f|rV ')S(rV ')dr'd if' 3.22
where is the ensemble average concentration at r  at time t, S ( r ' , t ') is the source
term and p ( r , t \ r ' , t ') is the probability density function that an air parcel moves from r' at t ’ 
to r  at time t. Here, the integration in space is carried out across the entire modelling domain 
while it is assumed that for any r' where t> t ' then,
^ p { r ,t \r ', t ')  dr < a  3.23
For those cases where the conservation of mass is enforced then a  is assumed to be unity. 
If phenomena such as chemical reactions and deposition are considered then the condition 
0<a<l applies. In applying equation 3.22, it is necessary to obtain a suitable description of the 
probability density function p  where p  is solely a function of the prevailing meteorology. 
Obviously, this assumption applies only to those scenarios where the source emission is limited 
to the gas phase. If the source emission comprises particulate matter e.g. dust, ash etc., then 
particle characteristics have also to be accounted for.
A fundamental problem that workers have encountered with equation 3.22 and in a wider 
sense Lagrangian dispersion models generally, is the relative interpretation of their results. It is 
fair to assume that the great majority of real-time meteorological and air quality measurements 
are obtained relative to a stationary reference frame. As a consequence, the results from 
Lagrangian based models cannot be easily compared with observed measurements. This often 
presents difficulties during the initial validation and verification phases of model development. 
Also throughout the post-development period, where simulation results have to be mapped to 
real life scenarios if they are to be considered ‘useful’. This has resulted in a trend where those 
atmospheric dispersion models which have adopted a Lagrangian approach have typically 
utilised Lagrangian methods which can be more readily compared to a Eulerian reference frame 
e.g. particle/puff models. Those that have been successfully developed have been required to 
facilitate some form of Eulerian mapping of their results in order to achieve any degree of 
application within the field of air pollution modelling.
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3 .4 .2  L a g r a n g ia n  b o x  m o d e ls
The most elementary of Lagrangian models is the Lagrangian box model and is related to 
the Eulerian box model discussed in section 2.2. The obvious distinction between the two 
types of box models is that the Lagrangian approach assumes that the rectangular domain is 
advected horizontally at a rate equal to the local time varying average of the prevailing wind 
velocity (see figure 3.4 below).
The model suffers from the same flaws that are intrinsic to the Eulerian box model, namely 
a dependency on a constant wind velocity input vector and homogenous and instantaneous 
mixing. This results in an inability to represent shear layer behaviour and atmospheric flow 
regimes within the PBL. The Lagrangian box approach increases the degree of spatial 
information in relation to the pollutant concentrations it predicts, though this occurs at the 
expense of temporal information.
As a consequence of the inherent defects associated with box modelling, the Lagrangian box 
model has found little application within its field save for one specific area, known as 
photochemical modelling. Several models have been developed by workers for simulating 
photochemical reactions within a moving air mass. e.g. REM2 Drivas( 1977), TRACE 
Tran(1981). These models have proved useful in the prediction of secondary pollutant 
concentrations, though are too specialised for extensive discussion in this review.
3 .4 .3  L a g r a n g ia n  p a r t ic le  m o d e ls
Lagrangian particle models embody a type of model which is essentially, part Eulerian and 
part Lagrangian in nature. The conceptual view imagines a specified number of inert particles 
being transported through a defined domain in response to the application of a quantifiable 
force, with each particle being subjected to a known variable force and thereby experiencing a 
unique vector of motion. If the environmental phenomena responsible for particle motion are 
described using a Eulerian reference frame, then each Lagrangian particle is referenced to a 
common origin and ultimately to all particles within the domain. In atmospheric pollutant 
dispersion models the environmental forces responsible for instigating motion are attributed to 
wind flow conditions and gravitational effects. The resultant force of the prevailing wind and 
gravity provides each particle with an associated velocity component. The trajectory of each 
particle is expressed as the collective sum of its velocity components over the total trajectory 
time. With the simulation of hundreds and thousands of particle trajectories, complex advection 
and diffusion processes can be inferred. This versatility has resulted in an enhanced capability
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Figure 3.4 Trajectory Dynamics of a Lagrangian Box Model ( Source Zannetti 1990)
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for problem representation where the attribute time scale associated with individual particles 
can be varied as required.
Three principal forms of particle model have been suggested, Zanetti(1984), Hockney 
(1981).
I. Particle-Mesh {PM) models. The motion of the particle is attributed to environmental 
forces which are resolved locally using a computational mesh.
II. Particle-Particle (PP) models. Alternatively the motion of the particle is calculated 
solely from the inter-particle forces between all particles within the domain.
III. Hybrids models (PP-PM). This approach account for combinations of PP and PM 
models where the macro-scale component of motion is obtained from a mesh and the 
micro-scale contribution of motion is resolved from inter-particle reactions.
The particles used by any of these principle types may conceptually represent phenomena 
ranging from molecular levels to ‘super-particles’ ; super-particles being representative of a 
number of physical particles as is the case in cloud formations. This increases the possible 
scenarios that a single model may be capable of representing provided that the rudimentary 
physics of the problems are compatible.
Particle models employed, in the simulation of atmospheric dispersion, function in one of 
two possible modes. The first of these modes is commonly referred to as ‘single particle mode’ 
and considers the motion of each particle as being independent of its co-particles, except when 
instances of inter-particle collisions occur. A large number of particles, sufficient to generate a 
representative ensemble average, is required if the dispersion phenomenon is to be accurately 
reproduced. The frame of reference is intrinsically global and interpretation of the results are 
well suited to a Eulerian frame of reference. In contrast, the ‘two-particle mode’ describes the 
diffusion of a number of particles relative to a common, moving central point within a diffusing 
cloud of particles. This approach has been employed in Gaussian puff models, where the 
dispersion behaviour of a single puff is investigated in relation to its centre. If the two-particle 
mode is to be efficiently related to a Eulerian frame of reference then the trajectory of the 
particle representing the puffs centre is required to be independent and possesses information 
consistent with the single-particle mode.
In either case, a particle will disperse away from its origin of release according to its 
associated velocity derived from the prevailing atmospheric conditions. The trajectory of each 
particle is calculated over a pre-defined time step such that after a time interval At has elapsed, 
the particle moves from its pre-interval position x( t )  to a new position at x( t2) given by,
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h
x(^2) = x(/\) + Ju^x^),/1) dt
h
3.24
where u is the local instantaneous wind velocity vector at x(t) and t the trajectory time 
The solution of equation 3.24 requires the description of the local instantaneous wind 
velocity vector u. This is considered impossible in reality, as wind velocity component 
exhibits a semi-random behaviour resulting from the various contributions of differing scales of 
atmospheric motions and turbulent eddies. Historically, u is expanded into two parts; a 
resolvable component and a semi-random component.
u = u + iT 3.25
The resolvable component u is representative of the best estimate of the ensemble average 
of the Eulerian wind velocity vector. This term is usually calculated from meteorological 
observations. The diffusivity velocity term u ' acts to encompass all those phenomena which 
are semi-random or subject to variability. It is the description of this term which determines 
the focus and ultimately the characteristic bias of a particle model. In this respect, 1 1 ' may be 
described deterministically using a combination of numerical and empirical methods, or 
stochastically by representing the inherent randomness through statistical inferences and 
probabilities.
3 .4 .4  S ta tis t ic a l a p p r o a c h e s  to  p a r tic le  m o d e llin g
In coming to a statistical resolution of u', a stochastic model must be capable of 
reproducing the randomness of the wind velocity fluctuations. This is typically achieved 
through some form of weighted random function(s). A statistical approach to randomness is 
intuitively natural given that the full spectrum of velocity fluctuations can be described using a 
single weighted distribution function. The description of the weightings conventionally relies 
upon Eulerian measurements of u in implying statistical information about U '.
Hanna (1979), Pielke (1983), McNider (1981) and McNider (1993) suggested that both the 
Eulerian and Lagrangian wind velocity fluctuations could be simulated using a simple Markov 
process where,
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u'(^2) = R(Af)u'(f,) + u"(/j) 3.26
where R(Af) is a vector containing the autocorrelations with lag At of the ii' component, 
u"  is a purely random vector
It can be seen that equation 3.26 is a function of the previous value of u ' and a randomly 
generated vector. Consequently, velocity vectors with identical initial conditions will typically 
possess different vector attributes after a single time step. The motion of the particles are 
independent resulting in a higher computational efficiency during simulation. Two factors 
need to be considered before equation 3.26 can be successfully applied. The initial condition at
u '(f0) for each particle is required. Historically, the initial conditions are assumed to be a zero 
vector or random variance derived from Eulerian data. The second factor concerns the suitable 
evaluation of the Lagrangian autocorrelation function R(A0 which can be related to the 
Lagrangian turbulent time scale by,
TZ is a vector containing the Lagrangian time scales for the appropriate number of 
dimensions and is typically estimated from meteorological measurements.
Taking the variances of equation 3.26 and rearranging yields,
If u" is a purely random vector with independent, normally distributed zero mean 
components, then ii' is fully described by the distribution crw„. The solution of g m„ in 
equation 3.28 rests on finding a suitable description of the distribution g h, . This can be 
achieved using Eulerian wind velocity measurements to obtain an approximate distribution
number generator program in conjunction with equation 3.28 to predict each particle’s u" 
term. Knowing the autocorrelation function and substituting in the values for u "  , the new 
particle trajectory can be resolved.
This approach is valid only when turbulent conditions within the wind field are stationary, 
homogeneous and isotropic. Results presented in Ley (1982) and Pielke (1983) demonstrate
3.27
3.28
function. The common approach to solving equation 3.26 is to employ a Monte Carlo random
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that stochastic particle models are capable of accurately representing the dispersion behaviour 
of air borne pollutants to a very high degree. However, such models typically require detailed 
meteorological information which cannot always be provided. This information typically 
includes the mean wind velocity and standard deviations of the wind fluctuations in all 
orthogonal directions.
As is the case with the majority of random walk statistical models, an increased number of 
simulations are required if a representative study is to be established. This necessitates 
additional analysis of the simulation data and extends the overall simulation period.
Further work in this area can be found in Zanetti (1981), Ley (1982) and Zanetti (1984).
3 .4 .5  D e te r m in is t ic  a p p r o a c h e s  to  p a r t ic le  m o d e llin g
The deterministic approach to particle modelling assumes that the diffusivity velocity can be 
derived from considerations about the local species concentration field. Lange (1978) 
suggested a method of calculating the diffusivity velocity by manipulating the differential form 
of the conservation of mass equation. The method uses velocity values obtained from a 
Eulerian mesh architecture in conjunction with a linear interpolation scheme to generate 
localised velocities across the domain.
Consider the conservation equation of i species with m mass distributions ;
where c = concentration, i =l,2,...,n species and m= 1,2,...,n mass distributions, S  = Source 
Sink term and v k =  Settling velocity due to gravity
yim
Taking the ensemble (theoretical) average of the wind velocity (u )  and species
concentration (c) gives, U = U + U '  and c = c + c ' .  Substituting into equation 3.29 and 
applying K theory to achieve first order closure yields,
where KD is the eddy diffusivity exchange coefficient i.e. the diffusion of a species 
concentration due the presence of turbulent eddies.
3.29
3.30
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In order to obtain an expression for the diffusivity velocity equation 3.30 is written in the 
form,
dCim
dt
+ V-(UACim -  KDVcim) - S im 3.31
where KD is the turbulent diffusion exchange coefficient and Ua is the advection velocity 
and is given by UA = ui + vj + (w -  vg)k
UA is obtained directly from a coupled wind field. Now, defining the pseudo velocity Up as,
U p = U A + Up 3.32
where Up is the diffusion velocity
The roots of 3.31 can be expressed in the form of 3.32 as,
^  0 ^ A Ci m ^ D ^ C \ m ) 3.33
3.34
which is of the form UA + UD, therefore,
U„ = - K ° V c ' m
Equation 3.31 can now be rewritten as,
3.35
dCjm
dt +  ^  ’ ( Ci m ^ p )  _ ^ im
3.36
This equation describes the motion of a unit mass particle of concentration c through the 
domain by a pseudo velocity Up. The concentration of the particle is independent of transport 
and depends only on the effect of the sink/source term with time.
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The concentration c, specified for each cell at the beginning of the computational cycle, can 
be used through equation 3.36 to calculate the diffusive velocity. This is then combined with 
the advective velocity, obtained from the supporting wind flow model, to yield a pseudo 
velocity for each cell corner within the mesh. Each marker particle, present within a given cell, 
is then transported with a velocity calculated by the linear interpolation of the corner pseudo 
velocities. The new trajectory of the particle is obtained by forward differencing from the old 
co-ordinate. Once all particles have been moved, the new cell concentration can be calculated 
and the cycle repeats.
The modelling of larger scale transport events requires the release of a multitude of 
particles. Each particle is tracked and its position in relation to its Eulerian origin is recorded. 
Although the wind flow field is derived from a Eulerian grid model, the flow of the particles 
through the discretized mesh is grid independent. This facilitates a depth of resolution that a 
mesh architecture is incapable of providing. Converting the grid independent concentration 
field, into a resolution that is compatible with the wind field, is far from problematic in any 
case. The total number of particles (n), of concentration (c), is averaged to give the total cell 
concentration (c).
This hybrid particle in cell model was embodied by Lange (1978) in the Atmospheric 
Dispersion Particle In Cell code (ADPIC) utilising a Eulerian, mass adjusted, three dimensional 
wind field model (MATHEW) Sherman (1978) {see section 2.3.1). Preliminary verification 
demonstrated that model simulations of known analytical solutions generated results that were 
within 5% of the true solution. For individual case studies and without site specific tuning the 
model tended to be within a factor of 2 of the observed conditions, 60% of the time, while 96% 
of the time it agreed within an order of magnitude. Unfortunately, the computational 
technology of the late seventies prevented Lange from implementing a comprehensive model 
study in which the sensitivity and performance of ADPIC could be more closely examined.
Work by Sclarew (1971) and Amsden (1966) predate the work of Lange (1978) and deal 
with particle in cell modelling generally. Both workers agreed that Lagrangian particle 
approach is of a superior nature, surpassing traditional finite difference method in speed, 
performance and overall efficiency. Amsden (1966) concluded that limitation of this type of 
modelling was that the accuracy of the solution depended on the number of particles released in 
to the domain. Sclarew (1971) used a release of 10 particles per mesh cell to obtain a 
diffusivity of 0.9 of the actual value using his PICFIC code (a two dimensional particle in cell 
code). When employed in reproducing pollution scenario situated in the Los Angeles Basin, a 
correlation factor of 0.73 was obtained between the predicted concentration field and data 
observed from 12 monitoring stations in the surrounding area. Both Lange (1978) and Sclarew
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(1971) made provision for chemical reactions and deposition mechanics, though the 
computational resources of the period restricted the complexity with which such phenomena 
could be described. However, initial results of particle deposition agreed within a few percent 
of the expected values, though larger errors were experienced when accounting for chemical 
kinetics. Work by Sclarew (1971) suggested that errors in the simulation results of chemically 
reacting pollutants were related to the chemical mechanism used, to reproduce the chemical 
kinetics, and not the particle in cell model.
More recently Lee (1994) presented a numerical model for the calculation of three 
dimensional flow and pollutant dispersion around structures. The model comprised a finite 
element flow code (FEMTKE) for resolving the wind flow field, while the (ADPIC) code, 
developed by Lange (1978) was employed to predict pollutant dispersion. Again the model 
results demonstrated a close correlation between the flow and pollutant dispersion patterns 
observed near buildings in reality. However the model has not been consolidated and is 
complex in its implementation. In addition Lee (1994) takes no account of chemical kinetics 
and deposition phenomena within the model.
In summary, the work to date regarding the use of the particle in cell approach in simulating 
the advection and diffusion of wind borne pollutants supports the author’s view that this 
method is a highly descriptive, efficient and accurate solution for representing atmospheric 
transport phenomena. With the large gains recently made in computational resources, the cost 
of implementing such a modelling approach is justifiable given the overriding benefits and 
quality of information.
3 .5  M O D E L L IN G  S E C O N D A R Y  T R A N S P O R T  P H E N O M E N A
Secondary Transport Phenomena are essentially those sink/source mechanisms, excluding 
natural event and anthropogenic emission sources, which affect the air borne transportation of 
pollutants. Four main categories of sink/source terms can be identified.
I. Particle dynamics
II. Dry deposition
III. Wet deposition
IV. Chemical kinetics
The primary contribution of these mechanisms to current approaches to air quality 
modelling are summarised in the following sections.
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3 .5 .1  P a r t ic le  d y n a m ic s
The subject of particle dynamics concerns itself with describing the physical behaviour and 
interaction of all non-gaseous matter within the atmosphere. The various forms of particle 
interaction can be classified according to one of two categories; gravitational settling and 
flocculation.
3 .5 .1 .1  G r a v ita t io n a l se tt lin g
Gravitational settling can be regarded as a sub-process of dry deposition (see section 3.5.2) 
and describes the attraction of particulate matter ( d  > 1 0 pm) to the earth’s surface by 
gravitation forces. The rate at which particles settle is expressed as a downward velocity flux, 
known as the settling velocity, and is typically a function of shape, density and size. Zanetti 
(1990) discussed an expression for the settling velocity of particles up to 60pm based on Stokes 
equation where,
[^ p2g(pP -Pa)^]
18p
3.37
and
1 + f 2X]
f - c i 3d A
)
a , + a~, exp l 7  J
where Vg is the gravitational settling velocity, C is the Cunningham correction factor, dp is 
the particle diameter, pp is the particle density, g  is the gravitational acceleration, p a is the air 
density , X is the free mean path of air molecules ( 6.53 x 1 0 -6), a j  , a2 , are constants 
(1.257, 0.4, 0.55) and p is the dynamic viscosity of air.
Equation 3.37 assumes that the magnitude of the settling velocity, associated with a known 
group of particles, is greater than the upward velocity contributions originating from 
atmospheric motions. Consequently, the effects of gravitational settling can be ignored if the 
following conditions hold to be true.
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vg < U z and/or vg « V xy 3 .3 9
It should be noted that gravitational settling is independent of surface effects. At the surface 
layer interface the dynamic interaction of particles and surface is characterised by two 
processes, namely impaction and re-entrainment.
I. Impaction : Impaction occurs when a particle, of predetermined velocity, collides with 
a surface and becomes attached to or remains in contact with that surface. This 
phenomenon accounts for various degrees of impaction i.e. from gravitational settling 
to forced collision. Collisions at velocities higher than the settling velocity may result 
in the colliding particle being reflected or partially impacted, possibly fragmenting in 
the process.
II. Re-entrainment : This occurs when particles re-enter the atmosphere by the action of 
turbulent surface winds capturing particles from the surface. The rate of uptake is 
proportional to the entraining velocity and the sorption rate of the surface. The more 
efficient the surface behaves as a sink, the less pollutant matter is available for re-entry 
to the atmosphere
3 .5 .1 .2  F lo c c u la t io n
Flocculation describes the formation and reduction of particulate matter through collision 
due to atmospheric forces. These processes are highly complex and non-linear. Aloyan et al. 
(1993) applied the Smolukhovsky equation to express the size distribution and concentration of 
particles,
d c  l  8  ~  ~
- ^ -  = ^ ) ^ ( g - 8 < ’8 , ) c l.s cg d g - c g lK (g ,g t ) c l;dgl + l(c g, t ) 3.40
ol Z 0 0
where gj is the integration variable (mass), cg is the concentration of particles with the 
masses ranging from g to g + dg , K (x ,y )  is the collision frequency of particles of masses x 
and y and l(c g,t j  is the creation intensity of new particles of mass g.
The first term of the equation on the RHS describes the increase in the number of particles 
of size g, at the expense of the coagulation of the smaller particles. The second term expresses
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the decrease in the number of particles of size g, at the expense of the coagulation of the 
remaining particles.
A similar formulation was employed by Wexler et a l (1994) and embodied in an urban 
pollutant transport model. The model accounts for deposition, condensation, evaporation, 
coagulation, nucleation and gravitational settling. The effect of each of these mechanisms on 
the overall particle distribution within an urban area was estimated with the following 
observations. Coagulation and settling phenomena can be ignored in comparison with 
deposition and turbulent diffusion effects, except for areas with high aerosol loading. 
Nucleation was shown to be significant in areas where aerosol loadings were low and gas 
concentrations of S02 high. The dominating effects within particulate distribution were stated 
as condensation, evaporation and deposition. Wexler et al. (1994) discussed the algorithmic 
implementation of the model, though data on the sensitivity and accuracy of predictions based 
on ambient measurements were not available.
3 .5 .2  D r y  d e p o s it io n
Dry deposition concerns the removal of matter from the air through settling, impaction, 
absorption and adsorption processes. The theory of deposition is highly complex as both 
transport and sorption at the earth’s surface have to be accounted for. The phenomenon is 
typically restricted to the surface layer of the planetary boundary layer. Dry deposition is 
commonly measured by an effective deposition velocity, defined as
F_
C
3.41
where F  is the pollutant deposition flux and C is the pollutant concentration 
Conventionally defined as a velocity, the dry deposition velocity can only be visualised as 
an actual velocity for large particles dominated by gravitational effects. For gases or particles 
with a diameter less than 0.1pm Brownian motion is the key deposition mechanism. Mid-range 
particles i.e. 0 .1 pm to 1 pm are strongly dictated by impaction and interception phenomena, 
whereas gravitational settling is used to describe the motion of larger particles. The rate of dry 
deposition depends on the biological and chemical reactions which occur between the incident 
surface and the depositing matter. The accurate parameterisation and description of surface 
characteristics is therefore essential if quality models are to be developed.
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At the surface, the deposition flux attains a maximum which then decreases with increasing 
height. A variety of formulations have been proposed for the calculation of the deposition 
velocity. The most widely accepted method is the resistance layer model, Bockris (1977). The 
deposition velocity is expressed in terms of a sum of layered resistances, where each layer’s 
resistance is a function of the physical and chemical properties of the pollutant, the layer’s 
medium and the layer’s boundaries. Three resistance layers have so far been identified,
I. The surface layer, in which atmospheric fluxes are constant and pollutant transfer is 
characterised by atmospheric turbulence.
II. The deposition layer i.e. a thin layer just above the surface where deposition 
mechanisms become significant.
III. The vegetation layer i.e. the layer acting as a major sink for pollutants and is 
parameterised according to ground type.
The deposition velocity for gases is defined by,
given that ra is the atmospheric resistance through the surface layer, rtf is the deposition 
layer resistance and rc is the canopy resistance.
The deposition resistance model has been recently employed by workers (Yamartino (1989), 
van Jaarsveld et al. (1992), Russel (1993)) in transport models with some degree of success. 
Padro et al.{ 1991) specifically investigated the seasonal variation of dry deposition, in the 
Atmospheric Deposition Model (ADOM) code, utilising a ‘resistance’ type model. The 
ADOM model was verified with field data obtained for three terrain types; a forest, a carrot 
field and a snow region. Padro concluded that the sensitivity of the model depended on the 
way in which the surface and aerodynamic resistances were expressed. The worst case results 
were experienced when predicting dry deposition over snow covered regions. This was due to 
inability of the model to compensate for the effects of temperature on surface and 
aerodynamics resistances. This phenomenon became significant at times of melting and 
resulted in deviations of up to 200% in the predicted values of the model. A high degree of 
sensitivity to canopy parameters was also noted.
Other Workers have offered alternative formulations to the resistance model. A predictive 
model for dry deposition of particles and gases to environmental surfaces was presented by 
Sehmel et al.(1980). A generalised technique for predicting removal rates was discussed.
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Sehmel stated that predictive deposition velocity models must account not only for deposition 
at the surface but also deposition penetration to the underlying surface matter. However there
must adequately describe particle size distribution as deposition velocities are a function of 
particle diameter. The model suggested by Sehmel solves a dimensionless integral form of the 
equation,
where is the mono-dispersed particle gravity settling velocity, z is height, C is species 
concentration, D is the brownian diffusion coefficent, N  is the deposition flux and s  is the 
particle eddy diffusivity.
Sehmel recommended that future experimental data should account for friction velocity, 
surface roughness height, particle size distribution and atmospheric stability. In addition, 
species concentration should be measured at various height increments in order to generate a 
vertical concentration profile and to be able to investigate whether or not concentration is 
dependent on height.
Peters et al. (1992) presented a deposition model as a further development to existing 
methods (Slinn et a/. (1977), see section 3.5.3). The model accounts for turbulent diffusion, 
sedimentation and absorption phenomena. The performance of the model in comparison with 
field data was not possible as accurate field data could not be obtained for the region being 
observed. However calculation with known data suggested that the model could be " a more 
promising way of calculating" deposition effects. The model is described in two parts, a 
general macroscopic process equation,
is little or no field data to enable current models to account for this. In addition any model
N  = - ( g + D )-------vxC
dz
3.43
3.44
given
and
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where vs is the sedimentation velocity, u is the wind velocity, Kq is the particle turbulent 
diffusivity, (p is the angle of the particle trajectory to the horizontal, p  is the vegetation density 
and f5 is the absorption coefficient.
The second part of the model describes absorption processes in terms of probability theory.
Significant problems remain in the understanding and modelling of dry deposition 
phenomena. The lack of research has resulted in very little quantitative data being available for 
the purposes of model validation and verification. Consequently the majority of air quality 
models can only attempt a basic account of such phenomena.
3 .5 .3  W e t d e p o s it io n
Wet deposition is concerned with the removal of matter from the air through precipitation 
scavenging and wet surface deposition. In this use of the word, precipitation is regarded as a 
water based phase i.e. cloud, fog, rain, ice or snow. Unlike dry deposition, wet deposition is 
significant throughout the whole volume of the precipitation layer with two distinct 
characteristics.
I. Washout : Washout is the precipitation scavenging process that occurs beneath the 
precipitating clouds. Rain droplets, snow etc. react with gaseous compounds and 
collide with particulate matter removing them from atmospheric circulation.
II. Rain Out : Rain out occurs within the clouds and is the process by which vapour 
condenses around particles, forming droplets. The phenomenon is particularly relevant 
when a plume or emission cloud penetrates the cloud base as a result of turbulent 
diffusion. Droplets and liquid aerosol are formed as the pollutant particles act as a 
nucleus for condensation. The rain droplets, caused by rainout, descend through the 
atmosphere and contribute to the process of washout. When the precipitation falls as 
snow, then the process is referred to as snowout.
The physics of precipitation dynamics is far from fully understood. The highly complex and 
non-linear nature of precipitation phenomena can be difficult to recreate using mathematical 
modelling techniques (Summer (1988)). It has become traditional within the sphere of 
modelling to assume a uniform rate of removal when considering wet deposition effects. This 
removal rate is then modified if required, according to the local variability of the following 
parameters.
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• Origin o f Release. Sources of precipitation are directly attributed to cloud formations 
whose water vapour content has reached a critical saturation point with respect to the 
surrounding meteorological conditions. The release point of the precipitation dictates 
the nature of the removal processes it induces. Within the modelling domain this 
release point is set by two values. The first is a cloud-top height representing the upper 
limit of the cloud formation with respect to the domain. The second level is the cloud- 
base height, representing the lower limit of the cloud formation. The region between 
the cloud-top and cloud-base is concerned with the features of rain-out where as below 
the cloud-base, wash out is the dominate action.
• Spatial Distribution. The spatial distribution of rain clouds across a region dictates the 
intensity of rainfall at any given point. Over short distances i.e. less than 1 km, the 
precipitation rate can be assumed to be homogenous. Over larger distances the rainfall 
intensity will vary, lending a patch-like quality to the distribution of precipitation.
• Mean Drop Size. The mean drop size represents the average dimensions of the 
precipitation in terms of diameter or volume. If the average drop size of the 
precipitation is such that its settling velocity is small in comparison with the motions of 
the surrounding air, then the precipitation is generally referred to as rainout. In this 
case the downward motions of the precipitation is balanced within the surrounding 
motions of the air and the drop particles become effectively suspended within the 
atmosphere. Typically, drops less than 30pm induce rain-out while larger drop 
particles cannot remain suspended in the atmosphere and fall as rain or snow. 
Conventionally the average drop size is assumed to be vertically homogenous below 
the cloud base and dependent on the physical dimensions of cloud formations when in­
cloud rain out is considered.
• Average Intensity. This is the rate at which precipitation is falling and on which the 
removal rate of matter from the atmosphere is directly proportional.
• Ambient Temperature. The variation of ambient temperature is decisive in determining 
the form or phase of precipitation. Unfortunately an intrinsic description of such 
activity requires a detailed departure into thermodynamics which in itself would be 
incomplete. It is therefore traditional for the modeller to select the form of 
precipitation for those cases where a uniform removal rate has not been sought.
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The simplest approach to adopt in representing wet deposition events is to assume a 
constant removal rate of pollutant across the domain. Though crude, this method can provide 
satisfactory results (Zannetti (1990))
Recently Jaarsveld et al. (1993) accounted for wet deposition in an 'Operational model for 
Priority Substances' (OPS). The model was dedicated to resolving atmospheric pollutant 
transport on a regional scale and considered the removal by deposition, of low-reactive, 
particulate and soluble gaseous pollutants. The scavenging coefficients were formalised on the 
above parameters listed and can be seen in equations 3.45-3.47  below.
For short distances from the source, where the emission plume has not yet intercepted the 
cloud base, the rate of removal was expressed as,
For Particles Xp = s \ ° R '- <l 3.45
For Gases Xg = X 'D fR '- * 3.46
where 8 is the particle size dependent collision efficiency, A.°and [3 are parameters relating to 
the drop size spectrum of the rain drops, R is the rainfall intensity, Dg is the diffusion 
coefficient in air of the pollutant gas.
For distances beyond the point of cloud base penetration, the removal rate was suggested by 
a combined scavenging coefficient
X.
WR
H
3.47
where W is the ratio between concentrations in precipitation and air, H  is the mixing height 
(m) and R is the rainfall intensity.
Jaarsveld et al. (1993) derive an average wet deposition velocity using the scavenging 
coefficients, by assuming the distribution of wet and dry periods over the source-receptor 
trajectory is of Poisson form. This accounts for the intermittent nature of precipitation 
throughout the modelling domain. The OPS model has not yet been independently verified 
though case studies suggest that errors below 30% have been achieved for predicted monthly 
and yearly regional average pollutant concentrations. These errors primarily originate in the 
Gaussian approach (see Chapter 3, Section 3.2 ) adopted within the model and not necessarily 
by the wet deposition module discussed above.
An earlier, though more advanced mathematical formulation for describing wet deposition 
was proposed by Slinn et al.(1977), who discussed the precipitation scavenging of aerosol
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particles and gaseous matter. Slinn suggested a total scavenging equation for rainout and 
washout:
pQ )
2 JW*)
3.48
where /  is the fraction of the contaminant, p  is the precipitation rate, E  is the collection 
efficiency and is the volume-mean drop radius.
The collection efficiency E  is found by the multiplication of the collision efficiency and the 
retention efficiency. An semi-empirical equation is suggested for E  where
E  = —  fl + 0.4R e 1/2 5c1/31 + 4* 
P e 1 J
k  +
(1  + 2  Vk)
1 + KRe ' 1' 2
( S - S ^ 3/2
+
s + c
3.49
where Pe is the Peclet number (Pe = ReSc),Re is the Reynolds number( Re = Rv\ID), S  is the 
Stokes number, Sc is the Schimdt number (Sc—ufD), R is the raindrop radius, D  is the 
molecular diffusion coefficient, is the drop terminal velocity, k  is the non-dimensional 
reaction rate, V is the ratio of dynamic viscosities(water:air), C is the canopy removal rate and 
S* is the critical Stokes number and is given by,
0  _  1.2 +1 /12  ln(l + Re)
* _  1 + ln(l + Re)
The degree of removal is dependent on the height of the cloud. In the interest of simplicity, 
the variation of wet deposition characteristics inside the cloud, can be taken as being linear.
The temporal variation of precipitation within the domain can be implemented by 
introducing a time dependent relationship into the rainfall intensity and drop size terms. The 
formulations by Slinn et al. (1977) have a theoretical base where free parameters have been 
selected to agree with experimental data. The author expects the equations to be capable of 
predictions within a factor of 2 or 3 and expresses doubts whether this can be significantly 
improved due to the inability of accurately predicting gas concentrations in such atmospheric 
conditions.
Summarising, the dynamics of wet deposition events can be easily accounted for in micro- 
meso-scale models as assumption of homogeneity can be upheld. However, when the scale of
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interest increases to that of regional models or greater then the dynamics become more 
complicated and more descriptive models are required.
3 .5 .4  C h e m ic a l k in e tic s
The atmosphere comprises mainly a mixture of numerous gases and water vapour. Though 
its composition is largely gaseous, the atmosphere contains also liquid water droplets, natural 
impurities (chemical and biological matter, geological particles) and man made impurities 
(pollution).
A full description of the chemical kinetics of the atmosphere, would appear impossible. 
Any proposed model would be responsible for the tracking of hundreds of compounds, over 
many thousands of reactions. Even if such an approach were credible, the practical 
implications, as regards model verification and the definition of both initial and boundary 
conditions, would yield the model unworkable. The traditional approach is to reduce the range 
of compound reactions into groupings of fundamental sets, in accordance with their intrinsic 
physical and chemical properties. A single generic equation is then used to approximate the 
conservation of species for an entire group. Reaction groups can be ordered, into primary and 
secondary reaction sets, omitting reactions that do not contribute to the overall chemistry. 
Primary reactions are brought about by the direct chemical interaction of the pollutants being 
considered. Alternatively, secondary reactions result from the ongoing reactions of primary 
reaction products. The complexity of this situation is enhanced as primary reactions may 
produce relatively insignificant products in themselves, though may induce secondary reactions 
which produce harmful agents e.g. photochemical reactions, nitrogen dioxide and ozone.
The processes of group simplification requires knowledge a priori about the chemicals that 
are to be modelled.
Chemical reactions in atmosphere are typically non-linear and depend on such factors as 
local chemical concentrations, meteorology, temperature, pressure, reactivities etc. The 
simplest approach in formulating groups for chemical kinetics is to assume that the pollutant is 
fully conserved. This assumption is upheld when low or relatively non-reactive compounds are 
being modelled.
For compounds whose ambient chemical concentration depends on just a few major 
reactions then it is usual to employ a first order average reaction rate equation. Given that a 
chemical (A) reacts in isolation to give a product (P) then the first order reaction rate is given
by,
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In A = -kt or A
^0
where A is the concentration at time t, A q is the initial concentration and k  is the reaction 
rate constant.
The concentration of the product becomes
P = A0[ \ - e ki) 3.51
If the fraction of A is half its original value then,
A_ 
Ao
= e
2
3.52
The natural life t^/ 2 of A is given by,
e'kt = — then kt = 0.693 .\
2
3.53
0.693t =------
k
Most reactions involve one or more further reagents R  and result in more than one product P 
i.e.
A\ + Pj => Pk where i,j,k = { 0,1,2,3, etc. n }
therefore
3 - 5 4
Concentrations of the analyte, reagent and products can be calculated by reducing the 
specific molar masses to ratios and expressing the ratios in terms of the new mass values e.g.
reaction NO + O3 => NO2  + O2
72
Ph.D. T hesis Chapter Three - Literature R eview  : Part II
molar masses 30 + 48 46 + 32
% total mass 38.5% + 61.5% 59% + 41%
Assume an arbitrary reaction concentration of NO at 100 ppm then 153.3 ppm of NO2  is 
produced, assuming a complete reaction,
NO(100 ppm)+ O3 (160 ppm) => NO2  (153.3 ppm)+02( 106.7 ppm)
The above equations assume conditions to be homogeneous, isothermic and isobaric. 
Although this is not the case, satisfactory results can be obtained.
When entire systems of chemical reactions have to be tracked it is necessary to formulate 
more comprehensive chemical mechanisms i.e. the basic chemical groupings discussed at the 
beginning of this section. The relevant compounds and elements are ordered into group sets 
according to various chemical and physical characteristics. To date, several general air 
chemistry mechanisms have been proposed.
• Surrogate Mechanism : This method takes the chemistry of one or two elements or 
compounds in each family class to be representative of all species in that class.
• Lumped Mechanism : This method groups chemical elements or compounds into 
classes of similar structures and reactivities.
• Carbon Bond Mechanism : The carbon bond approach splits organic molecules into 
functional groups, assuming that the reactivity of the molecule is dominated by the 
chemistry of each functional group (Witten et al. (1985)).
The most recent developments in this area have been from Stockwell et <3/. (1986), who 
presented the Regional Acid Deposition Model, RADM (version 1) and Stockwell et a l (1990), 
with RADM (version 2). The RADM system is seen as a successor to previous mechanisms as 
the previous mechanisms have been more or less absorbed by the RADM mechanism.
3 .5 .4 .1  T h e  R A D M  1 an d  R A D M  2 c h e m ic a l m e c h a n ism s
Stockwell et a l (1986), describe a "state of the art gas phase chemical mechanism" designed 
to be less computationally expensive while still maintaining a high degree of accuracy that is
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comparable to more complex mechanisms i.e. the Carbon Bond Mechanism (Whitten et 
al.{ 1985)) and the Explicit Mechanism of (Leone et al.{ 1985)). StockwelTs mechanism was 
simulated in the RADM (version 1) code and was partially derived from the carbon bond and 
explicit mechanisms. The RADM model was shown to be in strong agreement over 1-day 
simulations in comparison with the two mechanisms discussed above. However, the RADM 
model proved to be sensitive to small differences in oxides of nitrogen and formaldehyde, 
resulting in considerable differences in the predicted concentrations of hydrogen 
peroxide(H202).
The RADM mechanism (version 1) covers 81 reactions including 12 photochemical 
reactions and involves 46 species. It uses a "lumped" molecular method to describe organic 
chemical reactions representing 16 stable classes and 8 radical intermediates.
Stockwell et al. (1990) presented an update of RADM (version 1) in RADM (version 2) with 
155 reactions and 63 species. The main improvement existed in the treatment and description 
of organic chemical reactions which resulted in a more accurate prediction of hydrogen 
peroxide . The RADM (version 2) was shown to accurately and reliably predict ozone, 
sulphate and nitric acid concentrations improving on predictions achieved using RADM 
(version 1). Stockwell et al. (1990) concluded that the RADM2 satisfied the requirement of 
being able to accurately model regional atmospheric chemical processes without placing 
"unworkable demands on limited computational resources". This was confirmed by 
independent review and evaluation.
Various workers have proposed methods for the numerical implementation of chemical 
mechanisms (Hesstvedt (1978), Hertel et al.{ 1993), Gong et al.{ 1993), Sillman (1991) and 
Shieh (1988)). These typically assume a first order approximation for the chemical 
conservation of species where,
- J - = B - L c :  i = 1 ,...nc 3.55
dt
where P is the chemical production term, L is the chemical loss term, c is the compound 
concentration, nc is the total number of compounds and t is time.
Equation 3.55 produces a series of coupled ordinary differential equations. These equations 
will be non-linear if second order chemical reactions are included and in either case have the 
potential for being highly stiff.
Hesstvedt (1978) proposed the quasi-steady state approximation (QSSA) which separated a 
mechanism of reactive compounds into three groups, according to their chemical lifetimes and
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relative to the time scale of interest. Independently evaluated by Hertel et al.{ 1993), the 
method was found not to conserve mass fully, though computational savings and errors were 
acceptable in comparison with other known numerical methods for evaluating sets of stiff 
equations e.g. Gear (1971). This was particularly so when a large number of iterations have to 
be made.
Sillman (1991) and Shieh (1988) proposed an explicit iterative approach in the Euler 
Backward Iterative method. Like the QSSA method, the EBI method failed to fully conserve 
mass. Further comparison of the methods (Hertel et al.{ 1993)) suggested that the EBI method 
was numerically superior to QSSA. A more in-depth discussion of these methods sadly fall out 
side the remit of this review.
Clearly the prerogative on how chemical kinetics in the atmosphere are to modelled rests 
with the modeller. Factors such as the properties of the pollutant, the availability of 
computational resources and the required level of solution accuracy all have to be considered.
3.6  T O W A R D S T H E  F U T U R E
The advancing trend in computing technology has extended the realms of computational 
possibility and has been responsible for opening a new chapter in air quality modelling. The 
availability of high speed, high storage, parallel processing technology has permitted 
increasingly advanced models to be developed. Up until the last decade, the lack of 
computational resources has forced many workers in air quality modelling to rely on simple 
Box or Gaussian type models running on small computers. It would be fair to say that only a 
minority of workers gained regular access to super fast, ‘CRAY’ type computers, and 
consequently the privilege of developing and running more advanced models. Such super 
computers were and still remain extremely cost prohibitive systems, especially for local 
authorities, industry and small consultancies. However, the recent advancement of PC 
technology has permitted a wider range of workers to enter the field by permitting the use of 
more complex models i.e. computational fluid dynamic models, particle models, advanced 
Gaussian models. The ADMS 2 system developed by CERC Environmental Software is an 
excellent example of a more advanced model. Running on an IBM compatible technology the 
system offers a wide range of features i.e. GIS support, high level user interface, and accounts 
for phenomena such as complex terrain, plume rise and deposition. ADMS 2 hints at a total 
approach to air quality management and environmental modelling generally . The total 
approach, Zannetti (1994) and Zannetti et al (1995), proposes an ideal computer application 
which equips the end user ‘with all of the relevant tools to perform environmental analysis,
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simulation, assessments and evaluations, including report preparation and visualisation of 
results’. A similar concept was presented by Hansen et al (1994) who proposed a 
Comprehensive Modelling System (CMS) approach. A CMS will provide a range of models 
which can be modified to suit the specific needs of the user. This approach will aid in the 
standardisation and bench-marking of air quality models. CMSs will inevitably be 
commercially available to a wide range of users, generating a significant amount of feedback 
information on model behaviour and limitations.
It is doubtful whether such generic multi-purpose systems will be developed much before the 
end of the century, Zannetti(1995) . However more dedicated systems i.e. more powerful 
variants of the ADMS type application may be available solely for air quality modelling. An 
extensive discussion of the total approach and CMSs can be found in Zannetti(1995). A 
collection of recent publications concerning air quality generally can be found in Baldasano et 
al (1994).
3.7  C H A P T E R  SU M M A R Y
This chapter presents a detailed review of what are considered to be the most current, 
significant, popular and/or promising techniques found within the field of atmospheric 
pollution modelling. The literature reviews presented in Chapters 2 and 3 have effectively 
sought to establish the state of current thinking and present a basis from which the proposed 
research project can move forward.
A shortened review covering much of the material discussed in Chapter 3 can be found 
within Collett & Oduyemi (1997). Please refer to Appendix A for a copy of this publication.
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CHAPTER FOUR
FIELD SITE AND INSTRUMENTATION
"Science is the attempt to make the chaotic diversity o f our sense experience 
correspond to a logically uniform system o f thought
A lb ert E in ste in
4.0 IN T R O D U C T IO N  T O  FIE L D  SITE
The model development aspect of the research programme required the collection and 
collation of field data for the validation, verification and calibration of the proposed Short-term 
Air Pollutant Transport Analysis Model (SAPTAM) (See Chapters 6,7 & 8). Verification data 
sets were procured, where necessary, from the public domain and through independent field 
investigations examining four local study sites in and around the Dundee area, Scotland, UK. 
A qualitative and quantitative assessment of local air quality within each site study area was 
performed. Where possible, criteria atmospheric pollutants were targeted to permit popular and 
statutory comparison. Both point and non-point emission type sources were investigated.
All the field investigations presented herein constitute novel contributions to local 
knowledge for atmospheric pollutant levels and urban air quality.
Sections 4.1 and 4.2 of this chapter, discuss the details of individual site investigations and 
the physical parameters measured. In all cases, good laboratory and sampling practices were 
observed. Section 4.3 documents the instrumentation deployed in measuring and recording the 
stated parameters. Where relevant, specific laboratory analysis techniques have been included 
in the discussion. Section 4.4 discusses the calibration of the field instrumentation presented in 
Section 4.3. The results of the individual site investigations are presented in Chapter5.0.
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4.1 ST U D Y  O F  A  P O IN T  SO U R C E
4.1.1 S ite 1 : T he B aldovie  Incin erator  field  stu d y
The Baldovie Incinerator (Ordinance Survey Co-ordinates 457 202) is on Baldovie Industrial 
Estate, situated off the Drumgeith road, on the north-east outskirts of Dundee, Scotland (see 
Fig. 1). Major roads of interest are the B961, B978 and the A92 which flank the incinerator to 
the north, east and south, respectively. The land use to the south and south west of the 
incinerator is predominantly urban, with the outlying areas to the north, east and west being 
generally regarded as agricultural. The topography of the area rises gently towards the north 
and north-east. The geology of the area around the incinerator is of Devonian Lower Old Red 
Sandstone (LORS) age, DERL( 1994). Since its initial deposition, the LORS geology of the 
area has been altered by several igneous intrusions of Dolerite, Andesite and Basalt. The area 
occupied by Whitfield housing estate to the north west of Dundee is an example of one such 
igneous intrusion. In some areas, glacial action has eroded the underlying rock formations 
resulting in the deposition of glacial till (boulder clay). Melt waters, caused by the action of 
glacial retreat, led to the formation of the Dighty Bum Valley. Substantial alluvial deposits of 
silts can still be found, particularly in areas close to the present line of the Dighty Water. The 
area within the immediate locality of the Baldovie incinerator was geologically surveyed in 
1993. The results of this survey show that the incinerator lies on deposits of sand and gravel, 
the thickness of these deposits varying between 3m and 7m across the site. In one area, 
groundwater was found as close as 3m underneath the surface. The soils of the area have been 
classified as being in grades 3.1 and 3.2 of the Macaulay Agricultural Land Use Classification 
System. Soils of this classification are considered to be capable of producing a moderate range 
of crops.
The Baldovie Incinerator was targeted for the following reasons;
I. The incinerator presented the best example of a point source in the Dundee area.
II. Work undertaken by Oduyemi (1994) into the potential environmental impact of the 
incinerator concluded that emission levels of certain criteria atmospheric pollutants, 
over the period of observation, were unlikely to make a “significant contribution to 
local background levels”, being “well below the corresponding health based air quality 
standards”. This conclusion was based on results obtained from a Gaussian type air 
pollution model (See Section 3.2, Chapter 3) and supported by a limited set of locally 
derived monitoring data. Consequently, scope existed for a more extensive field based 
investigation of the localised spatial distribution of levels of lead and cadmium.
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Figure 4.1 Map showing the location of the Baldovie Incinerator and prevailing wind 
distribution (Source DERL 1994).
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III. Recent public controversy (ENDS Reports 248, 250, 253, 254, 257) regarding the 
possible failure of the Baldovie incinerator to meet EC and UK Environmental 
Protection Act prescribed emission levels for certain toxic pollutants, such as dioxins, 
increased the interest factor of the site. Furthermore, particulate emissions from the 
incinerator have been observed to exceed limits laid down by the EC and UK 
Environmental Protection Act. Remaining criteria pollutants have been within their 
stipulated emission limits with the exception of carbon monoxide for which there is no 
current information.
The incinerator plant was constructed in 1979 for the incineration of local household and 
clinical waste materials. Waste is also imported and dealt with on a contractual basis. The site 
comprises two, 7 tonnes/hour municipal incinerators, a 500 kg/week animal carcass crematoria 
incinerator, and associated storage and handling facilities. The main emission point is a 70m 
high stack shared by the two municipal incinerators. A second 24m high stack is used by the 
animal carcass incinerator. In addition, the site possesses two emergency emission vents in 
case one of the stacks becomes inoperable. The primary contribution to the total emission 
inventory is from the main 70m emission stack. Emissions from the main stack are released at a 
temperature of approximately 300°C ± 5°C with an associated efflux velocity of between 15 
to 20 ms"l .
For the purposes of the field investigation the site area was initially constrained to a 20 km 
by 20 km region centred on the Baldovie Incinerator. This area was selected based on existing 
estimates of plume dispersion presented in Oduyemi (1994), who suggested that the peak 
ground level concentration of the emission plume would most likely occur 2-3 km north-east of 
the emitting stack in accordance with prevailing wind patterns. Given that the prevailing wind 
is a South Westerly for approximately 50% of the time, then the primary focus of the field 
investigation was set in the north-east quadrant. The purpose of the investigation was to derive 
information on the long term spatial and temporal behaviour of emissions from the Baldovie 
Incinerator. Local meteorological data for the study area was obtained from the Leuchars 
Weather Monitoring Station, 12 km due south from the incinerator site.
It is widely recognised that certain industrial processes release heavy metals into the 
atmosphere in such quantities that marked accumulation in soils and vegetation in the vicinity 
of the source can occur, Carter (1993). Aside from the explicit damage to the environment, 
questions have been raised concerning potential carcinogenic and non-carcinogenic risk to 
public health from long term and short term exposure to heavy metals. MWCFs have long 
been identified as potential environmental hazards and work in determining the particular
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heavy metals of interest, associated with MWCF emission inventories, is well established. 
Findings by Nriagu (1979) and Hutton (1983) concluded that refuse incineration was a major 
source of airborne Cadmium (Cd). A more detailed study by Hutton (1986) suggested that 
refuse incineration was the single most important source of airborne Cd and was responsible 
for about a third of the United Kingdoms total cadmium emissions due to anthropogenic 
activity. Additionally Lead (Pb), Mercury (Hg) and Arsenic (As) were also identified as being 
important criteria pollutants in the consideration of refuse incineration emission inventories. In 
the case of Lead the contribution to total released Lead is noteworthy, though is small in 
comparison with the releases from vehicular sources.
A specific assessment of heavy metals distribution around municipal incinerators is given in 
Hutton (1988), who reported on the environmental effect of Airborne Cd and Pb emissions 
from the Edmonton Incinerator, North London, concluding that the study showed ‘neither a 
marked nor extensive Cd and Pb contamination downwind of the incinerator’.
The findings of the above workers demonstrate that Cd and in some cases Pb, can be 
effectively employed as tracer elements, being specific to incinerator emission inventories. 
Considering the Baldovie study area, the incinerator represents the only major point source of 
Cd in the area. Consequently, Cd was considered as a near to a dedicated tracer as could be 
hoped for without having to introduce a foreign chemical tracer at source.
Emissions of Pb from motor vehicles are know to contribute to local Pb levels though only 
for those areas in immediate proximity to roadways and downwind of urban areas. In more 
isolated rural regions, Pb could potentially be employed as a dedicated tracer. The prevailing 
wind direction for the study area is such that the Baldovie incinerator and the surrounding study 
area were located downwind of the City of Dundee. Pb could not be relied upon as a dedicated 
tracer given the possibility of downwind contamination from emissions of Pb originating from 
other nearby source, for example, traffic within Dundee. Nevertheless, levels of Pb were 
measured within the vicinity of the incinerator in the event that a potential local impact could 
be identified and associated with Pb emissions from the incinerator.
Table 4.1 shows the principal parameters that were measured over the course of the site 
investigation. Both Cd and Pb were measured so as to assess whether marked contamination of 
the surrounding environment was occurring as a result of emissions from the Baldovie 
incinerator.
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Table 4.1 Table of Measured Parameters
Parameter Measuring Technique
Total Suspended Particulates 
Heavy Metals (Cadmium) 
Heavy Metals (Lead)
Gravimetric Analysis 
Atomic Absorption Spectroscopy 
Atomic Absorption Spectroscopy
Total Suspended Particulates (TSP) were measured using gravimetric techniques and 
provided spatial information on airborne particulate distribution in the area. The total collected 
mass was analysed for Cd and Pb content using Atomic Absorption Spectroscopy. Levels of Cd 
and Pb were also measured within aggregated soil core samples taken to a depth of 10 cm. The 
soil samples were ground and sieved using a 2 mm sieve prior to AAS sample preparation, (see 
section 4.3.5). It was considered that the levels of Pb and Cd in the soils may potentially reflect 
long term trends in deposited levels of Pb and Cd within the study area.
The results for the Baldovie Incinerator study can be found in Chapter 5, section 5.1.
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4.2 ST U D Y  O F  A  N O N -P O IN T  SO U R C E
Three sites, supporting urban, non-point traffic sources, were independently investigated. The 
sites were in close proximity to one another and concurrently present a detailed picture of 
vehicular related emissions in the area. Figure 4.2 shows a map of the urban centre of the city 
of Dundee, and depicts the relative position of each site and its associated study area.
4.2.1 S ite 2 : M ark etga it field  study
The Marketgait field study monitored levels of specific air pollutants within a region of the 
Marketgait Road, bounded by the Victoria Road junction and Lochee Road (Ordinance Survey 
co-ordinates 402 306). The Marketgait Road functions as a primary inner ring road for the city 
centre and is considered a main arterial connection for inner city traffic. Recent traffic count 
data (Dundee City Council Roads and Transport Department) shows substantial traffic flow for 
the road over peak periods i.e. 8:00 am, 12:00 pm and 4:00 pm. Such potentially high levels of 
vehicular activity would be expected to incur consummensurate levels of traffic related 
pollutants. Consequently, the aim of the site investigation was two fold. Firstly, to ascertain if 
measured levels of traffic related emissions were high enough to pose a threat to public health 
by breaching EC limit and guide values; And secondly to provide data for model development 
and verification. An assessment of the variation in ambient pollutant levels with increasing 
lateral distance away from a traffic source was undertaken. The purpose of this aspect of the 
study was to provide information on the nature of pollutant dispersion.
The Marketgait site is within close proximity to the University of Abertay Dundee (UAD) 
and consequently a secure monitoring site was established within its grounds. The site backed 
onto the Marketgait road and provided access to the kerbside. Unless specified, all 
measurements were observed from a height of 2 m above pavement level and a horizontal 
distance of 2m from the roadside. Table 4.2 below lists the parameters that were measured 
during the field investigation.
Table 4.2 Table of measured parameters for the site study of the Marketgait site
Parameter Measurement Technique
Total Suspended Particulates Gravimetric Analysis
Carbon Monoxide Photo-acoustic infra-red detection 
Electro-chemical detection
Wind Velocity Anemometer and Vane
Temperature Digital Thermometer
Rainfall Rain gauge
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Figure 4.2 Map Showing the Location of Field Sites 2, 3 and 4 within the Urban Centre of the City of Dundee, Scotland.
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Pollutant levels were determined using the Type 1302 Multi-gas meter (See Section 4.3.1) 
and the ELE MM900(tS'ee Section 4.3.2). The Type 1302 Multi-gas meter uses a determination 
method based on photo-acoustic infra-red detection. The ELE MM900 uses an electro-chemical 
detection method to determine pollutant levels. The monitoring programme was undertake over 
a period of two weeks commencing 13/02/95 and ending on 27/02/95. The results of the 
Marketgait monitoring program can be found in Chapter 5, section 5.2.
4.2.2 Site 3 : Seagate field study
Recent diffusion tube studies, undertaken within the vicinity of the Seagate Road, Dundee 
(Dundee City Councils Environmental Health and Consumer Protection Department, Report 
on nitrogen dioxide sampling within Dundee District, 1993) have indicated the possibility of 
potential breaches in EC regulatory air quality standards, resulting from high ambient 
concentrations of nitrogen oxides. A short but intensive case study of the area was undertaken 
in collaboration with the Dundee City Council Environmental Health and Consumer Protection 
Department and the Public Analyst.
The Seagate area of Dundee (OS 305406) constitutes a highly built up and enclosed urban 
section of the city. The sheltered nature of the area exhibits a real potential for pollutant 
entrapment, resulting in the potential localised deterioration of air quality. Emission sources 
within the area are primarily traffic related with the major sources of interest being the Seagate 
road itself, and the City Bus Station, Strathtay Scottish Omnibuses Ltd. A permanent 
monitoring site was established within the offices of the Bus Station, with access to the 
roadside. This location represented the optimum site in relation to the position of the previous 
diffusion tubes, site security and essential amenities. Samples were obtained using sampling 
probes extending 2 m from the office building at an approximate height of 2.5 m above ground 
level. The horizontal distance away from the road side was approximately 3m.
The objectives of the site investigation were four fold;
I. To monitor accurately, and where possible in real time, levels of NO2  within the 
Seagate Area;
II. To determine whether the levels of NO2  were in breach of the EC guidelines (EEC 
Directive, 1985. 85/203/EEC) as suggested by previous diffusion tube data (Dundee 
Environmental Health Department, Report on nitrogen dioxide sampling within 
Dundee District, 1993);
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III. To measure the local concentrations of any additional traffic related pollutants and test 
for compliance where applicable and;
IV. To collect data to aid in model development and verification.
The monitoring programme was carried out over a 12 day period commencing the 07/06/95. 
The month of June was specifically targeted based on the findings of a review of historical 
ambient nitrogen dioxide data measured within the vicinity of the Seagate Road, Dundee. The 
historical nitrogen dioxide data for 1992/93 and 93/94, collected as part of the National 
Nitrogen Dioxide Survey, revealed the month of June to be the period over which the highest 
monthly mean of ambient nitrogen dioxide was observed.
The physical parameters measured and the associated techniques of measurement are 
provided in table 4.3 below;
Table 4.3 Table of measured parameters for the site study of the Seagate site
Parameter Measurement Technique
Nitric Oxide Chemiluminescent detection
Nitrogen Dioxide Chemiluminescent detection
Total Oxides of Nitrogen Chemiluminescent detection
Total Suspended Particulates Gravimetric Analysis
Lead Atomic Absorption Spectroscopy
Carbon Monoxide Photo-acoustic infra-red detection 
Electro-chemical detection
Total Hydrocarbons (Ref.Methane) Photo-acoustic infra-red detection
Wind Velocity Anemometer and Vane
Temperature Digital Thermometer
Rainfall Rain gauge
The results of the Seagate study can be found in Chapter 5, section 5.3.
4.2.3 S ite 4 : C om m ercia l Street field  stu d y
Recent local government proposals, highlighting changes in the routing of city centre traffic 
for Dundee, have led to concerns being voiced regarding the potential impacts to local air 
quality arising from increase vehicle exhaust emissions. In response, a short term monitoring 
programme was undertaken to investigate the potential impact to local air quality which may 
arise as a result of the proposed traffic route changes. The programme was carried out in 
collaboration with Dundee City Council Environmental Health Department. An assessment of 
local air quality, prior to and after the traffic routing was implemented, was performed. A fixed
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site, air quality monitoring station was situated at the junction between Commercial Street and 
the Seagate. This location was considered as being most likely to experience worst case 
conditions, that is, the greatest number of passing vehicles and therefore the high potential 
pollutant levels due to traffic related emissions. The location also experienced the greatest 
degree of sheltering due to buildings.
A permanent and secure monitoring site was established using a specially equipped mobile 
trailer. The trailer was positioned approximately 3 m from the kerbside and permitted road side 
access. The sampling probes were extended vertically from the trailer to a height of 
approximately 2.5 m from the ground.
The aims of the monitoring programme were three fold;
I. To assess the impact on local air quality due to the changes in traffic routing;
II. To determine whether the observed levels of NO2  and particulates were in breach of 
the EC guidelines at any time during the monitoring programme and;
III. To provide data for model development and verification.
Monitoring was undertaken over a two week period commencing 15/04/96, with the changes 
in traffic routing occurring at the beginning of the second week. The physical parameters 
measured during the study are listed in table 4.4 below.
Table 4.4 Table of measured parameters for the site study of the Commercial Street site
Parameter Measurement Technique
Nitric Oxide Chemiluminescent detection
Nitrogen Dioxide Chemiluminescent detection
Total Oxides of Nitrogen Chemiluminescent detection
Total Suspended Particulates Reflectometry
The results of the Commercial Street monitoring programme can be found in Chapter 5, 
section 5.4.
4.3 IN ST R U M E N T A T IO N  A N D  A N A L Y SIS  T E C H N IQ U E S
The following sections document the various types of instrumentation and analysis techniques 
employed during the site monitoring investigations discussed in sections 4.1 and 4.2.
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4.3.1 ELE MM900 environmental monitoring station
The ELE MM900/950 is a combined environmental monitoring and data logging station 
(see plate 4.1). The system supports three main areas of operation; the data logging device, the 
environmental sensors and the DIALOG 900 software package. Additional information to that 
covered in sections 4.3.1.1 to 4.3.1.3 below, can be found in the ELE MM900 User Manual.
Plate 4.1 ELE MM900 Environmental Monitoring Station
4.3.1.1 The MM900/950 data logger
The MM900/950 is the data logging component of the ELE MM900 system and is designed 
to scan and log data directly from the systems sensors. The data logger supports 32, 
specifiable, input channels dedicated to either analogue or digital modes o f operation, 
depending on the requirements of the selected sensors. The outputs from the sensors are read 
by the logger at pre-programmed intervals and stored in memory. This is achieved through the 
use of a scan and logging sequence. The scanning phase activates a sensor at selected time 
intervals, temporarily recording its measurement. The logging sequence determines whether 
the measurement by a sensor is to be stored as an individual record or summed with existing 
values to obtain a statistical expression of the data over time e.g. mean, mode etc. In addition 
to general logging, the system provides an alarm and event facility. An alarm condition flag 
will register while a sensor monitors an input which persists in remaining above a designated
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level. The event flag is raised when an input passes through a specified level. The MM900 can 
be pre-programmed to react to these incidents. The configuration of the system can be 
performed by using the keyboard pad on the MM900 or off line by using PC support and the 
DIALOG software. Communication in the later case is via the RS232 interface. Unfortunately, 
the MM900 keyboard interface panel is limited to a single line, liquid crystal display, reducing 
the amount of information that can be displayed at any one time. As a result, off-line PC 
communication is preferred.
Once configured, the MM900’s operating system (OS) controls the task of data acquisition 
and storage. The standard memory allocated to the MM900 is 128 k bytes of RAM, allowing
64,000 entries. Data stored in memory can be down loaded to a PC without interfering with the 
systems scanning and logging operations. For continuous or lengthy periods of operation the 
MM900’s OS can be set to overwrite mode thereby replacing the oldest data with the most 
recent. The system also enables a direct connection to a printer.
All MM900 series Data Loggers can be run by a combination of power supplies. The 
system may be connected to an internal alkaline battery or a separate external 12 volt 
rechargeable supply. In case of power failure, the memory containing the logged data is 
protected by a lithium cell.
4.3 .1 .2  T he E L E  M M 9 0 0 ’s environm ental sensors
The ELE MM900 environmental monitoring system supports a number of sensors, ten in 
total ; four dedicated to the measurement of meteorological parameters while another six 
measure the concentration of gaseous pollutants. Each sensor is connected to the data logger 
via an input channel. The data logger is totally undedicated and requires characteristic 
information on each connected sensor before the system can be initialised. During operation 
the MM900 scans the input channels at defined intervals, logging the data to memory. Using 
the input data on each sensor, the logger converts the scanned signal into the appropriate 
engineering units for data analysis.
The MM900 supports both analogue and digital sensors. Two power channels cater for 
those sensors which require a supply for operation. Tables 4.5 and 4.6 below show the 
specifications of the sensors currently being employed by the system. The response times of 
the sensors range from 20s to 70s. The gas sensors are quoted as being incapable of detecting 
below 1 ppm accurately. Given that the ambient levels of all of the gases sensed, with the 
exception of carbon monoxide, typically occur well below the 1 ppm threshold, then the only
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sensor that could be effectively used for ambient monitoring applications was the carbon 
monoxide sensor.
Table 4.5 Gas sensor characteristics and associated errors of measurement
Gas Sensor 
Type & Code
Range
(ppm)
Accuracy
(ppm)
Error Range 
%min - %max
Response 
Time ( s )
%  Drift of Full 
Signal / Month
Hydrogen Sulphide Sensor 0 - 2 0 0 ± 1 0.5 % - 100% 60 2
Hydrogen Cyanide Sensor 0 - 2 0 0 ± 1 0.5% - 100% 60 2
Hydrogen Sensor 0  - 2 0 0 0 ± 1 0.05% - 100% 70 2
Sulphur Dioxide Sensor 0 - 1 0 0 ± 1 1 % - 1 0 0 % 2 0 2
Nitrogen Dioxide Sensor 0 - 1 0 0 ± 1 1 %- 1 0 0 % 30 2
Carbon Monoxide Sensor 0  - 2 0 0 0 ± 1 0.05% - 100% 30 2
Table 4.6 Meteorological sensor characteristics and associated errors of measurement
Gas Sensor 
Type & Code
Range Accuracy Error Range 
%min - %max
Misc. Characteristics
Wind Velocity Sensor 0.25 - 75 m/s 1 %+0 . 1  m/s 1.13%-41% Op.temp -25°C to 60°C 
1 Rotation = 4 Pulses
Wind Direction Sensor 0 ° to 360° o(N+1 const. 0.56% Resolution 0.5°
Max Wind Load 75 m/s
Air Temperature Sensor -20°C to 70°C 0.2°C at 20°C 1% at 20°C n/a
Range Gauge n/a n/a n/a Capacity 0.2 mm per tip 
Response 0.2 mm rain in 100 ms
The ELE MM900 manual specifies that the gas sensors have an electrical output of 10 mV 
per ppm from a continuous analogue signal. There exists the facility to increase this resolution 
by increasing the gain of the programmable gain amplifier. Typically the gain is set to handle 
the largest occurring input signal i.e. xl for ± 2000 mV to xlOOO for ± 2 mV giving resolutions 
of 0.5 mV and 0.5jnV respectively. By increasing the gain setting to maximum, the system 
will have an increased sensitivity to smaller measurements but at the expense of larger values. 
The auto range facility selects the most appropriate gain level for the signal being sampled.
4.3.1.3 The D IA L O G  900/EMS management software
The DIALOG 900 software has been developed in conjunction with the MM900 series of 
data loggers and runs on an IBM PC or compatible. The software is an interactive, pull-down, 
menu driven system and provides the means for configuring and operating the data logger. The 
DIALOG 900 comes with a data base containing configuration data for the sensor types
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supplied with the ELE system. All the initial information about a monitoring programme is 
stored in a configuration file (*.CFG ) which can be saved and retrieved when required.
DIALOG downloads the logged data from the MM900 via a serial RS232 link and saves it 
to a file(*.DAT ). This process does not interfere with the system’s logging operation and the 
data in these files can be viewed using various graphical displays provided by the DIALOG 
software package. The downloaded data can either be converted to a user defined format for 
export to other software packages ( e.g. Lotus 123, Excel, Quattro Pro etc.) or sent direct to a 
printer.
4.3 .2  T yp e 1302 M u lti-gas m onitor
The Multi-Gas Monitor type 1302 (see plate 4.2) is "a highly accurate, reliable and stable 
quantitative gas analyser which is microprocessor controlled" (MGM 1302 Reference 
Manual). It uses a photo-acoustic infra-red detection method and is therefore capable of 
measuring the concentration of virtually any gas which absorbs infra-red radiation. A carousel 
of optical filters enables the MGM 1302 to measure up to five gas concentrations sequentially 
from the same air sample. The selectivity of the device is determined by the narrow-band 
optical filters, installed in the optical filter carousel. Each filter is selected so as to allow only 
specific absorption spectra to pass. The reliability of the measurements are ensured by regular 
calibration and testing which the MGM 1302 can perform internally if desired. Furthermore, 
the repeated accuracy of concentration measurements is ensured as the MGM 1302 
compensates for fluctuations in temperature as well as counteracting for interference effects 
due to water vapour and/or gases with known interfering properties. In the case of water 
vapour this is achieved by measuring the transmission difference between a signal passing 
through the sample and a signal passing through a reference cell of dry air. Cross-interference 
transmission effects, caused by interfering gases, are handled by introducing an additional 
optical filter for each interfering gas. Given that gas X is to be measured at a characteristic 
wavelength X and is known to be cross-interferent with gases Y and Z, then additional optical 
filters are introduced such that Y and Z can then be measured at their corresponding 
characteristic wavelengths in the IR spectrum. The concentrations of the interfering gases Y 
and Z can then used to calculate an equivalent transmission loss correction factor by 
multiplying the concentration of each interfering gas by its known characteristic response at the 
original bandwidth W. The loss factor is then subtracted from the original concentration 
measurement for X to give its true concentration.
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Plate 4.2 Multi-gas monitor type 1302
The operation of the MGM 1302 is via a push-button front panel with a display screen. 
Control may also be implemented using a computer connected to the RS232 port or IEEE 488 
interface. Any results obtained by the MGM 1302 can be displayed, stored in memory and/or 
sent to a printer if required.
The MGM 1302 is quoted as having the following features :
• Selectively detects a wide range o f gas vapours.
• Possesses a linear response over a wide dynamic range.
• Extremely reliable due to self testing procedures.
• Exhibits a high stability i.e. low drift { S e e  s p e c i f i c a t i o n s  b e l o w ) .
• Has a user friendly operational interface.
• Is highly accurate.
• Extensive data-storage capacity.
• Is portable and requires no warm up period.
• Collects samples from up to 50 m away, using a variable length sampling tube.
• Immediately displays measured data.
The 1302 operates on the principle of photo-acoustic infra-red detection. The measurement 
cycle of the 1302 is initiated by the pump drawing air through the sampling tube via the fine air 
filters { S e e  f i g u r e  4 . 3  b e l o w ) . The old air is flushed out of the system and is replaced with the 
new sample. This is then hermetically sealed in the analysis cell. The light from the IR source 
is reflected by a concave mirror and passes through a chopper, creating a pulsed signal. The
92
Ph.D. Thesis Chapter Four - Field Site And Instrumentation
signal is then passed through a specified optical filter, allowing only selective bands of light to 
be transmitted. The light is then absorbed, by the gas to be measured, causing an increase in its 
internal energy. The temperature of the gas increases on exposure to the pulsed 'on' signal and 
decreases when the pulse is off. This pulsating temperature fluctuation induces a similar 
fluctuation in pressure. Two mounted microphones measure this pressure wave which is 
directly proportional to gas concentration. The result is recorded and the filter carousel is 
rotated. The measurement is then repeated for the next gas using a different selective 
bandwidth of light.
This process can measure up to five different gases and the water vapour content of the 
sample. For all five gases and the water vapour measurement, this takes about 105 s, or about 
30 s for a single gas including the water vapour content. Note however that these times assume 
the sampling tube to be short i.e. samples are collected from the ambient air around the 1302 at 
a distance of no greater than lm. For sampling distances up to 50 m, then the time taken for 
the measurement cycle may vary significantly being dependent on the additional interval 
required to purge the sample tube as well as the time taken for the sample to traverse the tube. 
In this case the duration of the measurement cycle cannot be calculated and will have to be 
assessed by field trials. The MGM 1302 requires a mains supply for operation though has an 
internal lithium battery to protect any data held in volatile memory.
Figure 4.3 Schematic o f  the 1302s operational m easurem ent cycle
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T he sp ec ifica tio n s  for the 1302 are p rovided  b e lo w  and have b een  quoted  d irectly  from  the  
M G M 1 3 0 2  R e fe r e n c e  M a n u a l.
•  R esp o n se  tim es : For a s in g le  gas sam ple (gas tube <  1 m ), »  30  s.
For fiv e  g a ses (gas tube <  1 m ) «  105 s.
•  M easu rem ent range : D etection  threshold  is gas dependent but is ty p ic a lly  in the
_3
region  o f  1 0  ppm  to  1  ppm .
D yn am ic range is ty p ica lly  fiv e  orders o f  m agnitu de from  the  
detection  threshold .
•  A ccu ra cy  : Z e r o  d r i f t , T y p ica lly  =  detection  threshold  per 3 m onths.
for tem perature e ffec ts  ±10%  o f  d etection  thresh old  °C . 
for pressure e ffec ts  ±  0.5%  o f  d etection  thresh old  m bar.
R a n g e  d r if t ,  ±  2 .5%  o f  m easured va lu e  per 3 m onths, 
for tem perature e ffec ts  ±  0.3%  o f  m easured  v a lu e  °C . 
for pressure e ffec ts  ±  0 .0 1 % o f  m easured  v a lu e  m bar.
•  R ep ea ta b ility : 1% o f  the m easured  valu e.
•  D etec tio n  lim its:
Filter Gas Detection Limit (ppm)
UA0970 S02 0.3
UA 0976 Benzene 0.63
UA 0983 C02 1.7
UA 0984 CO 0 . 2
UA 0987 TOC ( Meth Ref.) 0.3
C learly  the d etection  lim its o f  the T yp e 1302  as regards b en zen e and T O C ’s are in su ffic ien t  
to  perm it any am bient m onitoring o f  th ese  gases.
4.3 .3  1402 C h em ilum inescent sam pler
T herm o E nvironm ental Instrum ent’s ‘M od el 4 2  C h em ilu m in escen t N O , N O 2 , N O x  
A n a ly zer’ is a secon d  generation analytical instrum ent capable o f  m easu rin g  o x id e s  o f  n itrogen  
at le v e ls  from  0.5 ppb to 20  ppm . T he M od el 42  u tilises a sm all d iam eter (2 8  m m ) p h oto­
m ultip lier tube, tim e-m u ltip lexed  w ith  a reaction  cham ber for N O  and N O x  m easu rem en ts. 
T he d ifferen ce b etw een  the N O x  and N O  m easurem ents g iv e s  the lev e l o f  N O 2  present,
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a llo w in g  the generation  o f  three continuous output sign a ls, on e for each  pollu tant, that is , N O , 
N O x , and N O 2  . T he p rin cip le o f  operation o f  the M o d el 42  u tilises  the g as-p h ase reaction  o f  
nitric o x id e  and o zo n e  w h ich  produces a characteristic lu m in escen ce  w ith  an in ten sity  lin early  
proportional ( ±  1% fu ll sca le) to  the concentration  o f  n itric ox id e. S p ecifica lly ,
N O  +  O 3  —> N O 2  +  O 2  +  hv 4.1
L ight em iss io n  resu lts w h en  e lectron ica lly  ex c ited  N O 2  m o lec u les  d ecay  to  lo w er  en ergy  
states. N itrogen  d io x id e  m u st first be transform ed into nitric o x id e  before it can  b e  m easu red  
u sin g  the ch em ilu m in escen t reaction. A  m olyb d en u m  converter heated  to  ap p rox im ately  
3 2 5 °C , con verts N O 2  to  N O  v ia  the reaction ;
3 N 0 2  +  M o ->  3N O  +  M 0 O3  4 .2
T he am bient air sam ple is  introduced into the M o d el 4 2  through a s in g le  f lo w  con tro l 
cap illary  and is d irected  to  a so len o id  v a lv e  at a sam ple f lo w  rate o f  0 .7  1/min. T h e so le n o id  
v a lv e  routes the sam ple through either the N O 2  to N O  converter (N O x  m o d e) or around the  
converter (N O  m od e). W hen flo w in g  through the converter, the ch em ilu m in escen ce  m easu red  
w ith in  the reaction  cham ber is representative o f  the current N O x  lev e l. B y p a ss in g  the  
converter a llo w s m easurem ent o f  the N O  lev e l on ly . T he sign a ls generated  in the tw o  m o d es  
are stored and held  in m em ory b y  the M od el 4 2 ’s m icrocom pu ter and the d ifferen ce  b etw een  
the tw o  sign a ls is u sed  to generate a N 0 2  signal. A  d ig ita l to an alogue con verter th en  con verts  
the three stored va lu es into analogue sign a ls w h ich  are output to  the rear o f  the in strum ent and  
ty p ic a lly  recorded u sin g  a R S 232  com patib le data logger.
T h e operational characteristics o f  th e M od el 4 2  h ave b een  quoted  d irectly  from  th e M O D E L  
4 2  R e fe r e n c e  M a n u a l  and can be seen  b elow .
•  R esp on se tim es :
•  M easurem ent r a n g e :
•  A c c u r a c y :
•  R ep e a ta b ility :
•  D etection  lim its :
< 1 0 s
0  - 2 0 0 0 0  ppb
Z e ro  d r i f t  =  0 .5  ppb R a n g e  d r i f t  =  ±  1% fu ll-sc a le  drift 
±  0.5 ppb 
0.5 ppb
95
Ph.D. Thesis Chapter Four - Field Site And Instrumentation
Further details o f  the M o d el 42  can be found  in the M o d e l  4 2  R e fe r e n c e  M a n u a l.
4.3 .4  G rav im etric  analysis
G ravim etric A n a ly sis  is a m ass based m easurem ent approach, p rov id in g  a m easu re o f  tim e  
averaged  particulate concentration  as a fun ction  o f  dep osited  m ass. T he sam p le preparation  
m ethod  em p loyed  in the site  in vestigation s con form ed  to the ‘B ritish  Standard M eth od  for  
M easurem ent o f  Particulate E m ission  In clu ding Grit and D u st’ (B S  3 4 0 5 ). A  h igh  v o lu m e  air 
pum p ( 0 - 1 0 0  l/m in ) w as u sed  to con tinu ously  pass sam pled  air through a filter  m em brane, 
ty p ica lly  W hatm an®  G lass M icroFibre filter ( 1pm ). The dry w e ig h t o f  the filter  w a s recorded  
prior to  and after sam pling, and the co llec tiv e  m ass d ifferen ce ca lcu la ted . For m easu rem en ts  
undertaken in free am bient air the fo llo w in g  form ula can be u sed  to obtain  the appropriate tim e  
averaged  va lu es for particulate concentrations,
^  • Aw , .Concentration = ------- (g / m ) 4.3
Q x t
w here A m  is the m ass d ifference (g ), Q  is the f lo w  rate (m ^ /s) and t  is the total sam p lin g  
tim e in (s).
4.3 .5  A tom ic  absorption  spectroscopy
A to m ic  absorption sp ectroscop y is a ch em ica l an alysis m ethod  for determ in in g  the loca l 
concentration  o f  certain sp ec ific  elem en ts in a m ixed  elem en t sam ple.
A n  atom ic absorption system  con sists o f  a flam e unit, a prism  to  d isperse and iso la te  
em iss io n  lin es, a detector w ith  suitable am plifiers and a stable m on och rom atic  ligh t sou rce o f  
particular w ave  length. T he m ethod is based  on the princip le that each  ch em ica l e lem en t has 
characteristic w a v e  lengths o f  light w h ich  it w ill readily  absorb. A  ligh t sou rce, appropriate to  
a particular e lem en t to be determ ined, is d irected through the fla m e unit and a m easu re o f  its 
in tensity  is m ade w ithou t the sam ple. T he sam ple is then in troduced  into the flam e and the
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d ecreased  in tensity  is m easured  using an appropriate detector. T he d ecrease in tran sm ission  is 
proportional to  the concentration  o f  the e lem en t present in the sam ple. T he advantage o f  A A S  
is that it is  quite sp ec ific  for m any individual e lem en ts. A bsorption  d epends on  th e p resen ce  o f  
free u n excited  atom s in the fla m e , these are in m uch greater abundance than ex c ited  atom s, 
co n seq u en tly  e lem en ts such  as h eavy  m etals lend th em se lv es read ily  to  d etection  b y  A A S . The  
sp ec ific  unit em p loyed  in th e an alysis w as a Perkin E lm er 1100B  A to m ic  A bsorption  
S pectrom eter supporting an A ce ty len e  F lam e. The d etection  lim its vary in accord an ce w ith  the  
e lem en t b ein g  m easured. A sso c ia ted  d etection  lim its for C adm ium  and L ead are q uoted  at 0.01  
mg/1 and 0 .0 0 0 5  mg/1, resp ective ly . A  sp ec ific  d iscu ssion  o f  accuracy and d etec tio n  errors 
h ave b een  dealt w ith  in C h a p te r  5 . Further inform ation  on  the Perkin  E lm er 1 1 0 0  B  A A S  can  
be found  in Perkin E lm er (1 9 8 2 ).
Prior to  an alysis u sin g  A A S , each sam ple w as prepared, w here p o ssib le , in accord an ce w ith  
B S  7 755  and the E P A  M ethod  3 0 5 0 . T he sam ple w as dried, s ie v ed  and d isso lv e d  in N itr ic  acid  
(H N O 3 ) so lu tion  to  liberate the determ inands o f  interest. T he recovery  o f  the preparation  
m ethod  w a s a ssessed  b y  sp ik in g  various ‘c lea n ’ so il sam p les w ith  a k n o w n  m a ss o f  
determ inand. T h ese sam ples w ere  then reanalysed  to a sse ss  the quantity o f  m ass that cou ld  be  
recovered  com pared  w ith  the quantity o f  m ass w ith  w h ich  the sam ple w as in itia lly  sp iked . The  
total am ount o f  determ inand in  an y  analysed  sam ple can therefore be exp ressed  as;
m , Mass „
Total Mass = ------- x 100 4.4
m r
w here M r  is the ratio o f  th e recovered  m ass to  in itial sp iked  m ass, averaged  o v er  the total 
num ber o f  sp iked  sam ples analysed .
In addition  to the so il sam p les, blanks and standard so lu tion s w ere prepared p rov id in g  zero  
p oin t and reference m easurem ents during the sam ple an a lysis. T h ese w ere inserted  ran d om ly  
in to the sam ple order to ensure quality control. A  sp ec ific  d iscu ssio n  o f  th e preparation  
m eth od s and an alysis procedures can be found in A p p e n d ix  B .
4.4 C alibration  o f  instrum entation
T he calibration o f  the real-tim e m onitoring instrum entation, listed  in s e c t io n  4 .3 ,  is  
presented  in s e c t io n s  4 .4 .1  to  4 .4 .3  b elow . Instrum entation em p loyed  as part o f  a standard  
laboratory an alysis procedure (i.e . G ravim etric A n a ly s is  and A A S ) w a s o n ly  u sed  i f  va lid  
calibration  certificates w ere availab le.
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4.4.1 C alib ration  o f  E L E  M M 900
T he EL E M M 9 0 0  supports a variety  o f  sensors (s e e  ta b le s  4 .5  a n d  4 .6 )  w h ich  required  
calibration  prior to b ein g  dep loyed . T he E lectro-ch em ica l gas sensors ( s e e  ta b le  4 .5 ) w ere  
calibrated against k n ow n  concentrations o f  gases. T he resp onse sign al o f  each  sen so r  to  be  
u sed  w as adjusted in accord ance w ith  the stated output le v e ls  sp ec ified  in the u ser m anual, for a 
particular gas concentration , ty p ica lly  10 m V  per ppm . W here pre-m easured  ca libration  ga ses  
cou ld  not be obtained , then  the sensor w as calibrated relative to a m ore sen sitiv e  d e v ic e  su ch  as 
the T yp e 1302 M u lti-gas m eter. U nreactive g ases w ere a lso  in troduced  to in v estig a te  n o ise  and  
sign a l b ias. T he appropriate o ffsets and adjustm ents w ere im plem en ted  b ased  on  th ese  
observation s.
T he m eteoro log ica l sensors ( T a b le  4 .6 )  w ere calibrated again st k now n  p h y sica l con d ition s  
and adjusted accord in gly . T h is w as ach ieved  u sin g  ex istin g  calibrated  eq u ipm en t and routine  
m easurem ents.
4.4.2 C alibration  o f  type 1302 m ulti-gas m eter
T he T ype 1302  M u lti-gas m eter supported an internal calibration  fa c ility  v ia  an em b ed d ed  
softw are routine, w h ich  reset and calibrated the d ev ice . Further deta ils o f  th is p rocedu re can be  
foun d  in the M G M 1 3 0 2  R e fe r e n c e  M a n u a l.  T he type 1302  w a s loaned  to the research  project 
by the D un ferm lin e E nvironm ental H ealth  D epartm ent. A s  a con seq u en ce  o f  th is  loan  
agreem ent, it w as d eem ed  inappropriate to  p h ysica lly  adjust the d ev ic e  in  any other m anner. 
T herefore, the softw are calibration procedure, supported b y  the T yp e 1302, o ffered  the o n ly  
ava ilab le  m ean s o f  calibrating the d evice.
4.4.3 1402 C h em ilu m in escen t sam pler
T he 1402 C h em ilu m in escen t sam pler w as supplied  w ith  a certifica te o f  ca libration  b y  the  
Edinburgh E nvironm ental H ealth  Departm ent. A s  w as the case  for the T yp e 1 302 , the loan  
agreem ent offered  b y  the Edinburgh Environm ental H ealth  D epartm ent forb id  ad dition al 
calibration procedures from  b ein g  carried out due to  im p lica tion s o f  insurance and cost.
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CHAPTER FIVE
FIELD STUDY RESULTS
" Pollution is nothing but the resources we are not harvesting. We allow 
them to disperse because we've been ignorant o f  their value."
R . B u ck m in ster  F u ller .
5.0 IN T R O D U C T IO N
T h is chapter reports the results o f  the individual site  in vestigation s d iscu ssed  in  Chapter 4, 
sections 4.1 and 4.2. A  sum m ary o f  the b ase lin e  con d itions for the area en co m p a ssin g  the four  
targeted  fie ld  sites is  presented in section 5.1. T his is fo llo w ed  b y  sections 5.2 to  5.5 w h ich  
report on  the resu lts obtained at each fie ld  site.
5.1 A  SU M M A R Y  O F T H E  B A SE L IN E  C O N D IT IO N S.
T h e four se lec ted  fie ld  sites (see sections 4.1 and 4.2) all lie  w ith in  the im m ed ia te  v ic in ity  o f  
the C ity  o f  D un dee, Scotland. The regional c lim a to lo g y  and m eteo ro lo g y  a sso c ia ted  w ith  the  
area w ill  p o ten tia lly  b ias loca l air quality  con d itions. For the reg ion  o f  T aysid e , sp e c ific a lly  
D u n d ee and its surrounds, m eteoro log ica l data w as obtained  from  the W eather S tation  at R A F  
L euchars situated 12 km  south o f  D undee. T he prevailin g  average w in d  d istribution , ob served  
over  the period  0 1 /0 1 /1 9 5 9  to 3 1 /1 2 /1 9 9 2 , for the area can be seen  in figure 4.1, Chapter 4. 
T he dom inant w in d  is a sou th -w esterly  and fo llo w s  approxim ately  the lin e  o f  the T ay  estuary. 
C on seq u en tly , the predom inant d irection o f  atm ospheric pollu tant transport, d ue to  urban  
atm ospheric em iss io n s originating from  D u n d ee, can b e exp ected  to  lie  tow ards th e north-east.
Further c lim atic  param eters can be seen  in table 5.1 and in clu d e tem perature, ra in fa ll, hours 
o f  su nsh ine, days o f  sn ow  and days o f  frost,.
In com parison  to g lobal c lim ato log ica l data, table 5.1 in d icates that D u n d ee  ex h ib its  a  
coasta l clim ate com m on  to its latitude, w ith  co o l sunny sum m ers and co ld  m ild er w in ters  
(D E R L  (1 9 9 4 )).
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T able 5.1 Table o f  c lim a to lo g ica l m eans (0 1 /0 1 /5 9  to  3 1 /1 2 /9 2 )
Parameter 
(Monthly Average)
J F M A M J J A S O N D
Rainfall (mm) 69 46 52 45 52 57 59 6 6 67 67 62 63
Temp, max (°C) 10.5 1 1 . 0 13.3 17.3 2 0 . 2 24.3 23.9 23.7 2 1 . 2 17.2 13.6 11.4
Temp, min (°C) -4.8 -4.0 -2.3 -0.7 2 . 2 5.1 6.7 6 . 2 3.8 1.0 -2 . 8 -4.0
Sunshine hours 57 73 105 144 177 175 165 155 1 2 2 90 70 45
Snowfall days 1 1 17 4 2 0 0 0 0 0 0 0 2
Frost days 9 2 0 6 0 0 0 0 0 0 0 3 6
5.2 SIT E  1 : T H E  B A L D O V IE  IN C IN E R A T O R  F IE L D  ST U D Y
T he B a ld o v ie  stud y area { s e e  s e c t io n  4 .1 ) w as su bdivided  in to  1 km  square grids in  
accordance w ith  the sam pling tem plate provided  in f i g u r e  5 .1  b e lo w . Four so il core sam p les  
( 1 0 0  m m  depth, 1 2  m m  diam eter) w ere co llec ted  from  random ly se lec ted  loca tion s w ith in  each  
1 km  grid square and w ere thoroughly m ixed  together. The com b in ed  sam p le w a s then  
prepared in accordance w ith  the m eth od o logy  d iscu ssed  in A p p e n d ix  B  and an a lysed  for L ead  
(Pb) and C adm ium  (C d) content using A to m ic  A bsorption  S p ectroscop y  (A A S ).
9
8
7
6
5
A
3
2
1
/ A B C D E F G
F igure 5.1 Sam pling tem plate for the B a ld o v ie  study area
A  d etailed  d iscu ssio n  o f  the findings o f  the an a lysis  can  be foun d  in C ollett, R .S ., O d u yem i, 
K. and L ill, D .E ., (1 9 9 8 ). In the interests o f  brevity  the reader sh ou ld  refer to  th is p u b lica tion  
for further inform ation  and d iscussion . A  co p y  o f  C ollett, R .S ., O d u yem i, K . and L ill, D .E ., 
(1 9 9 8 )  can b e found in A p p e n d ix  A  o f  th is report. The resu lts o f  the a tom ic  ab sorption  
sp ectroscop y  an a lysis have b een  included  to  su pp lem ent th is report and can  b e foun d  in  
A p p e n d ix  B .
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5.3 SIT E  2 : M A R K E T  G A IT  F IE L D  ST U D Y
T he results o f  the M arketgait fie ld  study are presented in tw o  sectio n s . Section 5.3.1 reports 
on the observed  short term  am bient le v e ls  o f  Carbon M on ox id e  (C O ) and T otal S u sp en d ed  
Particulate m atter (T S P ) w ith in  the study area. Section 5.3.2 p resents the resu lts o f  a study  
in vestigatin g  the roadside d iffu sion  o f  Carbon M on oxid e. A  descrip tion  o f  the M arketgait site  
can  be found in section 4.2, Chapter 4.
5.3.1 A n assessm en t o f  tra ffic  related em ission s w ith in  the M ark etga it stu d y  area
A n  in vestigation  into a sse ss in g  loca l air quality  at a roadside location , based  on  am bient  
le v e ls  o f  carbon m o n o x id e  (C O ) and total suspended  particulates (T S P ), w a s carried out. {see 
table 4.2, Chapter 4 ). A m b ien t levels o f  CO  w ere m easured  u sin g  tw o  k inds o f  m on itorin g  
d ev ice; the M M 900  and the T ype 1302 {see sections 4.3). The rational for th is approach w a s to  
en ab le in ter-com parisons to be m ade o f  instrum entation perform ance and sen sitiv ity . U n le ss  
stated otherw ise all m easurem ents have b een  obtained  u sin g  the T yp e 1302  M u ltigas A n a ly ser  
w ith  a w orst case  error o f  ± 0 . 2  ppm.
A verage background le v e ls  o f  am bient CO  and T SP w ere foun d  to  b e around 0 .4 5  ppm  
(T yp e 1302 and M M 9 0 0 ) and 2 |agnr3, resp ective ly , based  on  sev en  d iscrete 2 4  hr m on itorin g  
periods. Favourable com p arison s, that is, o f  the sam e order o f  m agnitu de, can  be m ad e w ith  
background le v e ls  observed  at sim ilar urban road-side location s in Great B ritain  (A E A (1 9 9 4 ) ,  
A E A (1 9 9 5 ), E PA Q S on Carbon M o n o x id e(1 9 9 5 ), E PA Q S on P articu la tes(1995 ) ). For th is  
reason, the background le v e ls  recorded during the M arketgait m on itorin g  p rogram m e can  b e  
assu m ed  to b e in d icative o f  the area.
T he average d a ily  m ean CO concentration ob served  over the 2 w e e k  period w a s foun d  to  be  
1.32 ±  0.1 ppm  for con fid en ce lim its o f  95% . T he average w eek d a y  d a ily  m ean  w as  
m arginally  h igher at 1.44 ± 0 . 1  ppm for con fid en ce  lim its o f  95% . Figure 5.2 sh o w s the d a ily  
variation in the 24  hour and 12 hour m ean s o f  CO , w here the 12 hour m ean  w a s recorded  
b etw een  8 : 0 0  and 2 0 : 0 0  hrs.
It can b e seen  from  figure 5.2 that the 24  hr m ean ex ceed s the 12 hr m ean  (d ay) for the last  
Saturday and Sunday o f  the m onitoring period. T he lim ited  nature o f  the a sso c ia ted  traffic  
v o lu m e data precluded  a statistically  supported an a lysis o f  the p hen om en on . H o w ev er , it w a s  
su pp osed  that the h igher 24  hour m ean va lu es w ere attributed to  an in crease in ev e n in g  
recreational traffic v o lu m e betw een  2 1 :00  hrs and 2:00  hrs. T he d istin ctive  lo w  v a lu e  o f  C O
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.g . 12 hr mean 24 hr mean
F igu re 5 .2  D a ily  variation  in 24 hour and 12 hour m ean  v a lu es o f  CO  (T yp e 1 302 )
F igure 5.3 Graph sh ow in g  the average w eek d ay  hourly  m ean variation  in CO  recorded  u sin g  
both the T ype 1302 and the M M 900
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F igure 5 .4  Graph sh ow in g  the average w eek d ay  hourly m ean variation  in eastb ou n d  tra ffic  
vo lu m e w ith  m odal sp lit
F igure 5 .5  Graph sh ow in g  the average w eek d ay  hourly  m ean variation  in w estb ou n d  tra ffic  
vo lu m e w ith  m odal split
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con centration ,ob served  on  the first W ednesday, w as found  to co in c id e  w ith  a m ild  p recip itation  
even t (<  1 m m  ). T hroughout the m onitoring period, the ob served  le v e ls  o f  CO  rem ained  
w ith in  the 8  hr running average o f  10 ppm , as recom m en ded  b y  the E xpert P anel on  A ir  
Q u ality  Standards(E PA Q S for Carbon M o n o x id e(1 9 9 5 )).
F ig u r e  5 .3  sh ow s the average w eek d ay  hourly m ean variation in C O  recorded  u sin g  both  the  
T yp e 1302  and the M M 900 . F ig u r e s  5 .4  and 5 .5  sh o w  the h ourly  m ean  variation  in traffic  
m od al sp lit for the east bound and w est bound traffic vo lu m es.
The average w eek d ay  variation  in hourly  m ean am bient CO  (s e e  f ig u r e  5 .3  ) reach es a 
m inim u m  o f  0 .36  ppm  b etw een  1:00 hrs and 5:00 hrs. T he le v e ls  o f  am bient C O  then  in crease  
dram atically  from  0 .6  ppm  at 07:00 hrs, attaining a peak o f  3 .7  ppm  at 0 9 :0 0  hrs. T h is is  
q u ick ly  fo llo w ed  b y  a d ecrease in CO to  around 1.7 ppm  ex ten d in g  throughout the early  
afternoon. A m b ien t le v e ls  o f  CO then in crease o n ce m ore around 15:00 reach in g  a m axim u m  
o f  4 .3  ppm  at 17:00, before gradually decreasing  to  the n igh t-tim e m in im u m  o f  0 .3 6  ppm .
It can b e seen  from  f ig u r e  5 .3  that the M M 900  co n sisten tly  g iv e s  lo w er  v a lu es than the  
concentration  o f  CO m easured  u sing  the T ype 1302 b y around 0 .8  ± 0 . 1 8  ppm  for 95%  
co n fid en ce  lim its. T h is d ev ia tion  w as ex p ected  g iven  the finer d etection  lim its o f  the T yp e  
1302 ( i.e . ±  0 .2  ppm ) and is w ith in  the ±  1 ppm  m easurem ent error sp ec ified  b y  the M M 9 0 0 ’s 
m anufacturer.
In all ca ses  the recorded le v e ls  o f  am bient CO  sh o w  favourable com p arison  w ith  resu lts  
reported b y independent stud ies o f  urban roadside location s (A E A  T e c h n o lo g y (1 9 9 5 ), 
H ew itt(1 9 9 1 )).
The average w eek d ay  hourly m eans o f  CO  w ere correlated again st the average w eek d a y  
hourly  m eans for traffic vo lu m e, accoun ting  for m odal split. T he resu lts o f  the an a lysis  can  be  
seen  in ta b le  5 .2  b elow .
T able 5 .2  correlation co effic ien ts  for average w eek d ay  hourly  m ean s o f  C O  verses
average w eek d ay  hourly m ean s for traffic vo lu m e.
M od e
T raffic F low Cars L igh t G ood s B u ses H G V s
East Bound 0 .5 9 0 . 2 2 0.33 -0 .2 8
W est Bound 0 . 6 8 0.3 0.31 0 . 0 2
It can be seen  from  ta b le  5 .2  that the vo lu m e o f  cars sh o w  the greatest d egree o f  c o ­
d ep en d en cy  w ith  am bient CO. This w as exp ected  g iven  that cars, on  average w o u ld  em it
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h igher le v e ls  o f  CO than other m od es o f  transport (app roxim ately  69%  o f  cars are petrol driven  
Q U A R G (1 9 9 3 )) { s e e  ta b le  5 .3 ) .  W est bound car f lo w  revealed  a m arg in a lly  in creased  c o ­
d ep en d en cy  w ith  am bient CO in com parison  w ith  east bound car flo w . T h is w a s d ue to  the  
sam pling  probe b ein g  situated on  the w est  bound sid e o f  the M arketgait road.
T able 5.3 A verage  em iss io n  rates factors for b asic  v eh ic le  m od es (Q U A R G  1 9 93)
M od e E m iss ion  Rate 
(g /k m )
C ars(petrol) 27
C ars(petrol+cat) 2
C ars(d iese l) 0 .9
L igh t G ood s 1.75
B u ses 2 .75
H G V s 2 .75
T he occurrence o f  the ob served  peaks in am bient CO co in c id ed  w ith  corresp ond ing  p eak s in  
traffic vo lu m e and w ere attributed to  increased  em iss io n s from  rush hour traffic . T he  
percentage increases in peak hourly CO  concentration  com pared  w ith  the average w eek d a y  
m ean, w ere 156%  and 198%  for the m orning and ev en in g  rush hour p eriods, re sp ec tiv e ly . A  
sim ilar study b y K raw ack (1993) reported rush hour in creases in CO  em iss io n s o f  b etw een  80%  
and 1 2 0 %.
The co -d ep en d en cy  o f  am bient CO and traffic w as in vestigated  further u sin g  em iss io n  rate 
calcu lations. T he average w eek d ay  f lo w  o f  each  v eh ic le  type, b etw een  7 :00  and 18:00 , for both  
east and w est bound d irections, w as m ultip lied  b y  the CO exh au st em iss io n  factors sh ow n  in  
ta b le  5 .3  ab ove. B ased  on  data presented in D O E (1 9 9 6 ) and Q U A R G (1 9 9 3 ) it w a s  assu m ed  
that the breakdow n, b y fuel type, o f  the car flee t w as, 69%  petrol, 25%  petrol w ith  ca ta ly tic  
converters and 6 % d iese l. F ig u r e  5 .6  sh o w s the percentage o f  total CO  e m iss io n s  a sso c ia ted  
w ith  the m odal split.
It can be seen  that petrol driven cars, w ith  and w ithou t cata lytic  converters, con trib ute up to  
95.2%  and 2.6%  o f  the total CO traffic related em iss io n s in the M arketgait area, re sp ec tiv e ly . 
T his agrees w ith  the earlier, h igher co -d ep en d en cy  ob served  b etw een  am bient C O  and car f lo w . 
T he sin g le  largest source o f  traffic related CO is east bound cars at 56.1% . C orrelating the  
average w eek d ay  hourly m ean levels o f  C O  w ith  the total average w eek d ay  h ou rly  m ean  car 
em iss io n s y ie ld s a correlation factor o f  0 .7 4 . It can therefore be con clu d ed  w ith  a fair d egree o f  
certainty that cars are the principal source o f  traffic related CO in the area.
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Figure 5 .6  Graph sh ow in g  percentage CO e m iss io n s  from  m odal sp lit b ased  on  
1995 traffic v o lu m e  data.
D a ily  m ean  le v e ls  o f  T SP  w ere calcu lated  w ith  the aid o f  gravim etric an a lysis  and can  be  
seen  f ig u r e  5 .7  b elow .
T he d a ily  m ean  and w eek d ay  daily  m ean  T SP le v e ls  w ere foun d  to  b e 2 6 .4  ±  4 .8  p gm '3 for  
95%  con fid en ce  lim its and 28 .7  ± 6 .1 p g n r 3 for 95%  co n fid en ce  lim its, re sp ec tiv e ly . T he  
m axim um  and m inim um  d aily  m ean v a lu es recorded w ere 43 p g m 3 and 9 p gm '3.
T he occurrence o f  the 9 p g n r3 m inim um  w as found to  co in c id e  w ith  a m ild  precip itation  even t  
(<  1 m m ). A t no point did the observed  TSP le v e ls  ex c ee d  the 24  hr running average o f  
50p gm '3, as recom m en ded  b y  the Expert P anel on  A ir Q u ality  Standards for P M 10 (E P A Q S  for  
P a rtic les(1995 )). A s  resu lt le v e ls  o f  P M 10 w ill  a lso  be b e lo w  th is standard.
The d a ily  m ean TSP variation  w as correlated  again st the d a ily  m ean  CO  varia tion  (s e e  
f i g u r e  5 .8 ) .  A n  R2 correlation  factor o f  0 .8 4  w as obtained  for the an a lysis s ig n ify in g  that both  
the CO  and T SP are h ig h ly  co-dependent. It can therefore be con clu d ed  that am b ien t le v e ls  o f  
both CO and TSP are lik e ly  to  originate from  a com m on  source. G iven  that am b ien t le v e ls  o f  
CO  w ere earlier sh ow n  to be h eav ily  d ependent on  traffic v o lu m e, and that CO and T S P  appear  
h ig h ly  co-d ep en dent, then the primary source o f  CO and TSP in the M arketgait area is  from  
veh icu lar em iss ion s .
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Figure 5.7
Figure 5.8
Daily mean variation of TSP levels
Graph of daily mean CO concentration against daily mean TSP levels
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5.3.2 A study of atmospheric diffusion from a continuous line source
A limited study of the spatial variation of CO emitted from a traffic source due to the effects 
of diffusion was undertaken. Measurements of CO were obtained at heights of 0.1 m, 0.5 m, 1 
m, 2m with respect to horizontal distances of 0 m, lm, 2m and 5m, from the road. 
Measurements were obtained as a two-hourly average recorded between 12:00 am and 2:00 pm. 
This period was selected based on traffic count data supplied by Dundee City Council Roads 
and Transport Department and represents the period over which the traffic flow remains 
relatively homogeneous for the Marketgait Road, that is, 1175 ± 25 vehicles/hr. Measurements 
were only observed over consistent meteorological conditions where the wind speed remained 
within the limits of 2 m s 1 ± 1 ms'1 and flowed in a direction parallel with the road + 10°. The 
period remained dry with an average ambient temperature o f l 0°C ± 5 °C. Figure 5.9 below 
shows the spatial variation of CO with distance and height from the road and assumes the 
primary component of wind velocity to exists perpendicular to the y-z plane.
It can be seen from figure 5.9 that negative concentration gradients exist in both the y and z 
directions. As the prevailing wind vector lies perpendicular to the plane of measurement, it can 
be assumed that the primary mechanism by which CO transport occurs in the y-z plane is that 
of diffusion. A steady state condition can considered to exist over the 2 hour period of interest 
so that the transport of CO can be expressed through the relationship ;
u -  v„ . Vc = -VV(/im v ^D ^Ci m+ i^m 5.1
Equation 5.1 can be simplified to,
K, 02ci,YY
Kzz =
dy2
dz2
assuming that
5.2
• The prevailing wind vector is parallel to the line source and homogeneous in the 
horizontal plane.
• Diffusion is negligible in the primary direction of advection
• Gravitational settling and additional sink/source terms can be ignored
• CO concentration is constant in the direction of the line source
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Equation 5.2 is useful in assessing the relative significance of the vertical and lateral mixing 
coefficients. The original CO concentration values were employed in conjunction with 1/r2 
interpolation to calculate equivalent values of CO over a 0.25m x 0.5m mesh. In the 1/r2 
weighting above, r represents the radius between the mesh point under evaluation and the 
nearest data point in each 45° octant, centred on the mesh point. Equation 5.2 was solved using 
a second order finite difference expression of the form,
K zz (cilZ.i ~ 2 c j,z +c,iZ.i)Ay 1
K y y
j,z { f  j+1,z ~ ^ c i z  + c j-1 ,z)^2’
where Ay = 0.5 m, Az = 0.25 m, and cj z is the CO concentration at the node (j,z) given j = 0 to 
1 0  and z = 0 to 8 .
Figure 5.10 shows the corresponding frequency distribution obtained for the ratio of the 
mixing coefficients.
The major distribution of values for the ratio of the mixing coefficients, lie between the 
limits of 1 and 9 with a global average at 7.2. Given that the lateral concentration gradient of
CO {see figure 5.9) is greater than that in the vertical, and that globally \k zz/K yy\ >1, it can be 
concluded that in this case, vertical diffusion is the more dominant mechanism through which 
atmospheric transport of CO is affected. This observation is expected given tha t;
• Atmospheric turbulence typically increases with height in the surface layer i.e. below 
150m.
• The heat energy re-radiated by earth’s surface results in a large negative lapse rate and 
increased vertical mixing through heat convection.
• Vehicular emissions are released at a greater temperature than the surrounding 
environment resulting in upward buoyant forcing.
Work reviewed in Panofsky(1984) and Pielke(1984) suggests that for atmospheric diffusion, 
Kzz « 10 Kyy is a good approximation. This value is in strong agreement with the Kzz « 7.2 Kyy, 
obtained from this study. The uncontrolled nature of the test environment may have 
contributed to the discrepancy in magnitude between the ratio of the mixing coefficients.
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( All concentrations are given in CO ppm with 0.5 ppm colour contour intervals )
Figure 5.9 Contour plot for roadside diffusion of CO
Figure 5.10 Normalised frequency distribution for
K
K
zz
YY
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5.4 SITE 3 : SEAGATE FIELD STUDY
A discussion of the findings of the Seagate study has been reported in Collett, R.S., 
Oduyemi, K. and Davidson, B. (1997) and therefore in the interests of brevity the reader is 
referred to this publication for further information and discussion. A copy Collett, R.S., 
Oduyemi, K. and Davidson, B. (1997) can be found in Appendix A of this report.
5.5 SITE 4 : COMMERCIAL STREET FIELD STUDY
The Commercial Street field study was carried out in conjunction with Dundee District 
Council Environmental Health Department. The results and recommendations of the study 
were reported independently and in the interests of brevity have been included as Appendix C 
of this report.
5.6 CHAPTER SUMMARY
The results of four independent studies investigating ambient air quality in and around the 
vicinity of Dundee have been presented. At no instance did any of the studies reported breach 
EC or EPAQS ambient air quality standards for the criteria pollutants measured. The results of 
these studies form a novel contribution to local knowledge regarding levels of atmospheric 
pollutants and urban air quality, but also will be a useful resource for the calibration and 
validation of the SAPTAM model.
I ll
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CHAPTER SIX
MODEL DEVELOPMENT
“Mathematics, rightly reviewed, possesses not only truth, but supreme 
beauty - a beauty cold and austere, like that o f  sculpture"
Bertrand Russel
6.0 INTRODUCTION
The issues raised within Chapters 1, 2 & 3, firmly establish the need for more advanced yet 
practical computational models for the simulation of atmospheric transport mechanisms. The 
main aim of this research project is to develop an advanced prototype air pollution model which 
would help satisfy current requirements. The underlying context of model development was 
decided based upon examination of current user, market and legislative factors. Using 
information derived from literature sources, anecdotal exchanges with experts/end users and 
personal intuition, an awareness of the possible avenues for model development was cultivated. 
On the basis of the material gathered, two streams of development were considered.
The first approach concerned the development of a fundamental, investigative type model to 
better understand the complexities of atmospheric transport. A scoping study into the feasibility 
of conducting research of this nature was undertaken and concluded that such a technical 
direction would not be sustainable give the levels of resources allocated to the project.
The alternative development option involved the formulation of a less fundamental 
atmospheric transport model capable of finding practical acceptance within industry, 
consultancy services and the public sector. Where possible the prototype model would 
demonstrate a potential to succeed current standard practice. This objective was considered 
achievable in relation to the resources available to the project.
It is has already been suggested that many air pollution models commonly employed within 
both the public and private sectors (i.e. Box or Gaussian based models), whilst satisfying 
current legislative standards, are failing to meet the level of description, empirical accuracy and 
general adequacy necessary in meeting the widening demands of environmental/atmospheric 
engineering projects. (see items I to VII, section 3.0 fo r  a range o f air pollution modelling 
applications). One area in which this failing is particularly noticeable is that of assessing
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emergency preparedness, response and the prediction of short term pollutant concentrations. 
The ‘averaging’ assumptions adopted by many air pollution models in their account of 
atmospheric turbulence and pollutant transport typically lose their validity when applied to the 
description of short term atmospheric conditions. This is particularly so in the case of Gaussian 
dispersion models and box models which rely heavily on the assumptions of homogeneity and 
instantaneous mixing. Such models are usually only employed in the assessment of pollutant 
concentrations over averaging periods in excess of at least one hour, where the assumptions of 
homogeneity and instantaneous mixing are regarded as acceptable approximations to reality. 
Over shorter averaging periods, that is, less than one hour, these assumptions are incapable of 
resolving the physical dynamics of atmospheric pollutant transport. For example, over shorter 
time scales ( < 1 hour) the trajectory of a plume is more likely to be taken on a more irregular 
and snake like distribution than resembling any form of Gaussian distribution.
The majority of models which are capable of short term simulation tend to demand ‘high 
end’ computational overheads such as DEC VAX or CRAY type systems. Given that such 
computational systems are usually cost prohibitive, the popularity and widespread use of these 
kinds of models has been limited. In the existing climate of air quality assessment there is an 
increasing demand for short term forecasting capabilities to enable the potential impact of 
release events and episodes to be assessed as well as the assessment of risk from catastrophic 
failures of plant to surrounding sensitive receptors.
In response to the needs identified above, an advanced prototype model known as the Short­
term Atmospheric Pollutant Transport Analysis Model (SAPTAM) has been developed for 
event releases and short term air quality scenario prediction. A hybrid Eulerian-Lagrangian, 
deterministic modelling framework has been adopted which describes the micro-meso-scale 
transport dynamics of airborne pollutants in the planetary boundary layer (PBL). The model 
accounts for topographical variability, surface roughness characteristics, atmospheric stability 
and secondary transport phenomena e.g. atmospheric chemical kinetics, dry and wet deposition 
and simple particle dynamics.
The remainder of Chapter 6 is devoted to a discussion on the mathematical formulation of 
the model. The accompanying issues of numerical and software embodiment of the model are 
addressed in Chapter 7.
6.1 MODEL CONCEPTION
Modelling the behaviour of pollutants in the atmosphere conventionally requires a spatial 
and temporal estimate of a pollutant’s concentration relative to specified sensitive receptor 
site(s). The behaviour and life cycle of an airborne pollutant can be characterised through four 
stages of activity (Bouble(1995)).
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I. The emission and rise of the pollutant(s) before effectively moving with the ambient air.
II. The association of a transport velocity with the emission resulting from the pollutant(s) 
interaction with the prevailing meteorology.
III. The dispersion of the pollutant(s) as it varies spatially and temporally over the region of 
interest within the context of prevailing meteorological conditions and the variation of 
topographical characteristics.
IV. The effects of sources and sinks on the pollutants e.g. wash-out, deposition and 
chemical reactions.
Stages I) to IV) form the procedural skeleton of the vast majority of air pollution models 
(S e e  C h a p te r  3 ) . The significance of each stage typically depends on the considered scale of 
interest associated with the model. For micro-meso-scale flows in the PBL, all four stages are 
significant in determining local transport and flow dynamics, and as such were adopted as a 
generic template for the design and development of the SAPTAM prototype model.
Having established a formal development template then the issue of input/output data was 
addressed. Typically, advanced air quality models require and generate a significant amount of 
data. Given that input data sets for ‘advanced’ type models are often complex, incomplete and 
difficult to obtain then a decision was taken to adopt a policy of minimal data. The objective 
was to minimise the degree of input data required by the SAPTAM model while attempting to 
maximise model usability and retain a high accuracy, information rich output.
6.2 MODEL SPECIFICATION
The initial stages of model development involved identifying a set of general attributes 
which could be used to define a ‘less fundamental’ though relatively advanced computational 
model in opposition to the generation of air pollution models in current use. Using the 
information collected thus far, a ‘wish list’ of model attributes was devised. These attributes 
represent those model characteristics which are commonly perceived as either the major failing 
points of existing air pollution models or are considered desirable from the stand point of 
operation and performance.
W ish  L is t
•  R e s u lts  c a n  b e  c o m p a r e d  w ith  a ir  p o l lu t io n  le g is la t io n  a n d  s ta tu to r y  m e th o d s  o f  
a sse s sm e n t.
•  D e l i v e r  in c r e a s e d  a c c u r a c y  a n d  p e r fo r m a n c e .
•  P r o m o te  f le x ib i l i ty ,  u sa b ility , p o r ta b i l i t y  a n d  in te r -o p e r a b il i ty .
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•  P r o m o te  u s e r  f r ie n d l in e s s  a n d  o p e r a t io n a l  s im p lic i ty
•  P r o v id e  a  m o re  d e ta i le d  le v e l  o f  d e s c r ip t io n  o f  m e te o r o lo g ic a l  b o u n d a r y  la y e r  
p h e n o m e n a  th a n  e x is t in g  m o d e ls
•  P e r m i t  a  m o r e  d e ta i le d  le v e l  o f  d e s c r ip t io n  o f  tr a n s p o r t  p h e n o m e n a  th a n  e x is t in g  
m o d e ls
•  W h ere  a p p r o p r ia te  d e l iv e r  f a c i l i t i e s  f o r  th e  v i s u a l is a tio n  o f  d a ta  a n d  re su lts .
•  A t te m p t  to  m in im ise  th e  d e g r e e  o f  in p u t d a ta  n e c e s s a r y  to  ru n  th e  m o d e l
Using these design themes a semi-formal specification for the model was constructed. The 
specification document contained in A p p e n d ix  D  represents a brief but explicit statement of the 
intended attributes of the model. The specification was adopted as a formal standard so as to 
ensure consistency throughout the various phases of model development, numerical analysis and 
software embodiment.
6.3 MODEL OVERVIEW
The SAPTAM model was derived for the simulation of micro-meso-scale atmospheric 
transport phenomena and can be seen schematically in f ig u r e  6 .1 .  The SAPTAM model is 
constructed from the union of two models, a meteorological model called WIFS (Wind Field 
Simulator) and a mass transport model, PICATS (Particle In Cell Atmospheric Transport 
Simulator). Within SAPTAM, both models are coupled in time, though WIFS may used 
independently if required. The role of WIFS is to simulate a quasi-three dimensional wind field 
across a complex domain, given characteristics of non-uniform topography, surface roughness 
and atmospheric stability. WIFS can be linked to a geographical solver (TERRAIN) which 
models the variation of topographical and surface roughness characteristics within the 
modelling domain. TERRAIN estimates this surface variation from a minimal, random data 
population of the form (x, y ,  z T ) or (x, y ,  z 0 ) where z T is the terrain height at the point P(x, y )  and 
z 0 is the surface roughness at P(x, y ) .
The transport model, PICATS predicts the transfer of species mass from the wind field 
forecast generated by WIFS and accounts for secondary transport processes such as particle 
dynamics, deposition phenomena and chemical kinetics. The primary transport dynamics i.e. 
pollutant transport due to advection and diffusion, are calculated implicitly within PICATS. 
Secondary transport dynamics are evaluated by linking in two sub-modules, CHEMKIN and 
DEPOSITION. CHEMKIN is responsible for simulating atmospheric chemical kinetics using 
simple first order reaction rate equations. DEPOSITION calculates any additional effects on 
pollutant concentration due to wet and dry deposition phenomena.
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Figure 6.1 Schematic Representation of SAPTAM
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The sequential coupling of WIFS and PICATS assumes for the purposes of simplification, 
that all inter-model feedback has a negligible effect on processes within the two models. This is 
good approximation in reality, as the effect of localised mass transfer on prevailing meteorology 
is often immeasurably small. Consequently, the assumption of zero feedback is enforced by the 
vast majority of air quality models, with possible exceptions being made for those cases where 
models are being employed in the simulation of exotic scenarios i.e. major photochemical 
episodes or heavy, buoyant, wet plumes (Zannetti (1990)).
The development of the modules WIFS, PICATS, TERRAIN and CHEMKIN/DEPOSITION 
are discussed from first principles in sections 6.4 to 6 .7, respectively.
6.4 DEVELOPMENT OF WIFS
The SAPTAM model was developed to simulate pollutant transport over the micro and meso- 
scales of interest. Pielke (1984) demonstrates using scale analysis that the primary physical 
dynamics responsible for the transport of mass and momentum over the micro and mesoscales 
are inherently different. Only a fully three dimensional treatment of the wind and heat field over 
the scales of interest would permit a satisfactory solution to be obtained. This would require the 
resolution of length scales of the order of 1 mm to 300 m. As already illustrated in Section 2.1, 
Chapter 2, achieving this resolution is currently impossible using modem computational 
resources. Consequently, two independent modelling approaches were adopted for the 
description of the wind field in micro and meso scales.
6.4.1 Development of the Mesoscale Windfield Component
Given the relative merits of existing meteorological modelling techniques {see Chapter 2) a 
fully deterministic, Eulerian approach was adopted, which considered the conservation of mass 
and momentum from the perspective of traditional fluid dynamic theories.
The equations expressing the conservation of mass and momentum in a complex, three 
dimensional domain (see figure 6 .2 ), were derived from first principles and with the aid of 
simplifying conditions. An explicit derivation of these equations has been omitted from the 
main text of this thesis for reasons of brevity but can instead be found in Appendix E.
The finalised form of the model equations relate the variation in the depth average velocity 
components (U, V) to an evolving PBL depth H.
Continuity equation.
aff + e(«tf) + e ( ra )  = 0 61
d t  d x  d y
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Conservation of momentum in x
8 U  J r 8 U  r . d U  8 H  „  d 2U  „  d 2U----+ u -----+ V -----= g -----+ Kx— -  + K V— T-
d t  d x  d y  d x  d x 2 y d y 2 pH
'zxb + JV
Conservation of momentum in y
8 V  r l 8 V  3 V  8 H  „  d 2V  „  d 2V
—  + U— + V—  = g —  + K X— t  + K v— =- 
dt dx dy dy dx2 y dy2
Lzyb
"pH
- j u
6.2
6.3
where xzb is the shear stress at the bed given xzb » pU*2 (Benque et al. (1 9 8 2 ) , Panofsky 
(1 9 8 4 ))  and /  = 2Qsin(j) given Q is the earth’s angular velocity ( 7 .29  x 10'5 rads’1 ), cj) is the 
earth’s Latitude at the site of interest.
Equations 6.1, 6.2 and 6.3 were derived assuming that;
Axiom 1 
Axiom 2 
Axiom 3 
Axiom 4
Axiom 5
Axiom 6  
Axiom 7 
Axiom 8
The primary transfer of momentum in the PBL is horizontal.
Micro-meso scale flows in the PBL behave as an incompressible fluid.
The top of the PBL is a free surface flow.
The vertical variation of horizontal components of velocity (w, v) can be 
described through a profile relationship.
The vertical component of velocity (w), is a linear function of the elevation of 
the bed and the elevation of the free surface.
The flow is highly turbulent
There are no explicit sink/source terms for momentum within the domain.
The flow is hydrostatic.
The formulation of flow equations 6.1 to 6.3 is only made possible with the aid of the 
hydrostatic assumption i.e. P = -pgH (see Appendix E), which requires the magnitude of the 
vertical acceleration to be much less than the magnitude of the pressure gradient force. Over 
cases of uniform or weak terrain the hydrostatic assumption is satisfied (Pielke (1984)). When 
the topography is strong then the magnitude of the local vertical accelerations can no longer be 
said to be much less than the magnitude of the pressure gradient force as vertical accelerations 
are amplified from the mechanical interaction of the flow with the surface. Under such 
conditions both the vertical advective and diffusive components of the flow dominate. 
Considering equations 6.1 to 6.3 for the case of strong terrain, then the enforced hydrostatic 
assumption leads, through the conservation of mass, to significant variations in the domain 
depth, H. No explicit mechanism exists within equations 6.1 to 6.3 to account for the increase 
in vertical accelerations.
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As a result, the increased transfer of mass and momentum in the vertical direction is 
redistributed in the horizontal plane through the steepness terms, dH/dx. When dH/dx is large it 
dominates equations 6.2 and 6.3, leading to gross inaccuracies in the prediction of the horizontal 
velocity components. Pielke (1984) suggested that for the hydrostatic assumption to be satisfied
then \dzb/dx\« 1  where zb is the elevation of the bed. In terms of terrain representation this 
condition requires the slope of the terrain must have an angle of much less than 45°. Typically 
this means that the slope of terrain cannot exceed a value of 15° for practical purposes. A more 
critical examination of this condition was investigated as part of the verification procedure of 
the model and has been reported in Chapter 8 .
The closure of equations 6.2 and 6.3, is achieved via a first order gradient method, (Abbot et 
al. (1989)), where the localised shear stresses and turbulent phenomena are modelled using an 
eddy viscosity mixing length formulation,
t(z) = p K ^-1- where K(z) = — + juT « iU* 6.4
dXi p
where v is the molecular dynamic viscosity, / /T is the eddy viscosity, p  is the air density, Ue 
is the friction velocity, /  is the mixing length and K eddy diffusivity. In cases of turbulent 
flow it is usual to ignore the contribution made by the molecular dynamic viscosity as v «  pT •
Initially, a ‘ramp’ type turbulent mixing length scale, £ = kz (Benque et al. (1982), 
Panofsky (1984)), was selected to represent the variation of eddy size with altitude. 
Observations reported in Pielke (1984), Panofsky (1984) and Zannetti (1990) show that in the 
surface layer, the mixing length varies exclusively with altitude when the flow is neutrally or 
stably stratified, and the terrain is weak and homogeneous. Over such conditions, convective 
turbulence is typically suppressed so that mechanical turbulence becomes the dominant 
mechanism through which turbulent energy is transferred. However, neutrally stratified 
atmospheres are rarely witnessed in reality and the occurrence of stable atmospheric conditions, 
extending throughout the entire PBL, are at best, infrequent. If the wider dynamics of the 
atmosphere are to be resolved, then some account of the effect of atmospheric stability on the 
turbulent mixing length must be made. Consequently, a new formulation for the mixing length 
was investigated which could satisfy a broader range of stability conditions where,
£ = kzS 6.5
given S is a function of atmospheric stability and altitude.
Equation 6.5 assumes that the primary contribution of mechanical turbulence to the turbulent
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mixing length occurs from the interaction of the wind flow with the earth’s surface and remains 
dependent on altitude, irrespective of the stability of the atmosphere. The effect of convective 
turbulence is evaluated locally through the function, S, and for an unstable atmosphere will 
increase the dissipation of kinetic energy within the flow.
Traditionally, atmospheric stability is evaluated using a number of methods e.g. Pasquill 
Stability Classes (see section 3.3), Richardson Numbers e.g. Flux Richardson Number, 
Gradient Richardson Number, Bulk Richardson Number, (see section 2.4.2) , Monin-Obukhov 
Length (see section 2.4.4). The foremost of these methods infers the stability of the atmosphere 
from wind velocity observations, using one of six or seven stability classes, depending on which 
classification scheme is adopted. The method has a considerable degree of uncertainty 
associated with it in estimating the appropriate class value and can be considered too coarse for 
use in short term prediction. The evaluation of the Richardson numbers provide a more rigorous 
account of atmospheric stability by expressing the ratio of convective and mechanical 
turbulence. However, adoption of the Richardson numbers incurs several practical limitations 
when incorporated within the proposed model system equations 6.1, 6.2 and 6.3., namely that, 
a) the introduction of any of the Richardson Numbers into equations 6.1, 6.2 and 6.3 leads to a 
system of coupled non-linear equations and b) the evaluation of the Richardson numbers 
requires the vertical velocity gradient to be known. Although linearisation techniques can be 
applied, difficulties still remain in obtaining a computationally efficient form. Further problems 
are likely to be experienced when attempting to collect input or verification data sets due to the 
requirement for observations at different altitudes.
In light of the difficulties raised by the inclusion of these methods for the determination of 
atmospheric stability, it was decided to adopt the widely accepted approach proposed in the 
similarity arguments of Monin and Obukhov. The basis of this approach is the hypothesis that 
for any transferable property, the distribution of which is homogenous in space and stationary in 
time, the vertical flux profile relation, is in its simplest form, uniquely determined by a length 
scale L formed from the parameters z, p, g/T, u*, Hevp, where H  is the vertical heat flux carried 
by turbulence.(see section 2.4.4). Table 6.1 below, shows the interpretation of the Monin 
Obukhov Length (L) with respect to atmospheric stability where L is simply the height above 
the ground at which the production of turbulence by both mechanical and buoyant forces is 
equal.
Classically, the Monin-Obukhov length (L) is introduced through the logarithmic wind 
profile law (see equation 2.26) and takes the form shown in equation 2.35. Closure of the 
equation requires the introduction of a universal function, either i|/m or <|)m though typically the
latter is specified. In the absence of a theoretical derivation, the form of the functions or i\jm 
are specified empirically. Various forms of (|)„( are available, the most common of which are
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shown in equations 2.37 to 2.40. In the case of an unstable atmosphere the appropriate forms of 
<|) do not readily lend themselves to symbolic integration, thus making the derivation of a 
vertical wind profile problematic. Furthermore, as the various forms of <J) w are derived 
empirically they are bound by limits. In a stable atmosphere, that is L > 0, the region of validity 
of 4> w is typically 1 > z/L > 0. For an unstable atmosphere, that is L < 0, the region of validity is 
typically -2.2 < z/L <0. This restricts the application of <|>m as follows, i ) stable L > z and ii) 
unstable 2.2 L >  z. When ±L—>0 , the maximum height to which the various forms of (j)ni can 
be applied will decrease as L approaches zero . Therefore in very stable conditions (Z < 10 m) 
and in very unstable conditions (L > -100 m), (|)f;i can only be used to derive the vertical 
velocity profiles at heights up to 10 to 100 m or so. Consequently, it is usual to apply <|>BI in 
accordance with a step function of Z where is evaluated in its usual form values of z/L 
which lay within the associated area of validity . Values of z/L which lay out of the associated 
area of validity are restricted to the maximum value defined by the limits of (|>m e.g. in the case 
of a very stable atmosphere, that is Z=10 m, the ratio z/L = 1 for z > 10m. Alternatively, the 
truncation of z/L can also be achieved using limit L=zf where zf is the mixing height or height of 
the free surface. In both cases the truncation of z/L has the advantage that for scenarios in which 
L is less than the mixing height, the effects of stability on the velocity profile near to the height 
of the mixing layer may still be resolved.
Table 6.1 Interpretation of Z with respect to atmospheric stability
L Stability Condition
Small -ve -100 m < L < 0 Very unstable
Large -ve -105 <L<  -100 m Unstable
Very Large +ve or - ve 1L | > 105m Neutral
Large +ve 10 m <Z  < 105m Stable
Small +ve 0 < L < 10 m Very stable
Recalling equation 6.5, the stability function, S, accounts for the contribution made by heat 
convection to turbulent mixing and as such can be described through some empirical function. 
Introducing the Monin-Obukhov length, Z, and empirical forms (|),„into equation 6.5, and in 
accordance with Businger et al. (1971), S  becomes,
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S (L , z ) = (j)m {L, z) 1 where (j>m (L, z) = <
1 + 4 . 7 -
L
1-1 5  —
L )
- 1 /4
1.2 > — > 0 
L
2.2 <  —  <  0 
L
6.6
Substitution of equation 6.6 into equation 6.5 yields the diabatic mixing length,£, where,
e =
kz\ 1 + 4.7-
L
kz
( f - 1 / 4  ^
1-1 5  —
L ) J
1.2 > — > 0 
L
-2 .2  < — < 0 
L
6.1
Figure 6.3 shows the variation of turbulent mixing length for different positive Monin 
Obukhov Lengths. Figures 6.4 shows the variation of turbulent mixing length for different 
negative Monin Obukhov Lengths. Clearly in a stable atmosphere i.e. L > 0, convective mixing 
is suppressed, leading to the reduction in the average size of the turbulent eddies present. 
Alternatively, when the atmosphere is unstable i.e. L<0, convective mixing is increased, the size 
of the turbulent eddies become larger.
The solution of equations 6.1, 6.2 and 6.3 yields values of U, V and //w hich  are used to 
resolve the instantaneous three dimensional flow velocity components (u, v, w). In the case of 
the horizontal velocity components, u and v, a vertical structure must be inferred so that the 
vertical distribution of the horizontal velocity components can be related to the depth averaged 
velocity components U and V. Given that the depth average velocity can be related to the 
vertical structure of horizontal velocity components by equation 6 .8, then closure of the 
equations relies on obtaining suitable formulation for u(z).
u = J i  \ u^ dz
zb
6.8
where z f  and zb are the heights of the free surface and the bed, respectively. Various workers 
have suggested methods for the closure for equation 6.8 {See Chapter 2, section 2.4.3). The 
most common approach in deriving u{z) is to relate the turbulent mixing length to the vertical 
gradient of the horizontal velocity components by considering the Reyolds stress at the 
bed(Panofsky(1984)), given,
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Figure 6.3 Variation in the turbulent mixing length for different positive Monin Obukhov
Lengths.
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Figure 6.4 Variation in the turbulent mixing length for different negative Monin Obukhov 
Lengths
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exclusively with altitude.
In the case of non-uniform terrain and/or an unstable atmosphere, the increased magnitude of 
the pressure gradients and convective induced accelerations, breaks down any direct dependence 
of the horizontal velocity component with height. Consequently, the local evaluations of U* 
will no longer be independent of altitude.
Substitution of the stability adjusted turbulent mixing length formulation {see equation 6.7) 
into equation 6 . 1 1  and repeating the integration gives a formulation for the diabatic wind 
profile, Benoit (1977);
u{z) =
InM 4.1, x'+ - —( z - z  o)
U J L
( z \
InU J+ In
(*7o2 +l)(*7o+l)2>
f c + l f c . + l ) 2 ,
L>  0
6.13
L<  0
where
i i
„ z 4 Zr.
1-1 5  — IIo 1 — 15—
L_ L_
and z > zo
Unlike equation 6.12, equation 6.13 accounts for the effect of atmospheric stability on the 
horizontal velocity components, though remains constrained to application over a uniform 
terrain. Figure 6.5 shows the vertical variation in the horizontal flow velocity with altitude for 
different positive values of L. Figure 6.6 shows the vertical variation in the horizontal flow 
velocity with altitude for different negative values of L.
It can be seen from figures 6.3 & 6.5, that as the stability of the atmosphere becomes 
progressively more stable, the effects of turbulent mixing decrease. As less of the flow’s kinetic 
energy is dissipated through mixing and diffusion, then an increase in advection occurs.
Alternatively, in the case of an unstable atmosphere, figures 6.4 & 6.6 show that the 
increased effect of turbulent motions acts to dissipate a larger proportion of the flow’s kinetic 
energy. The diffusive component of the flow therefore increases at the expense of advection.
In figures 6.5 & 6.6, the velocity profiles for very stable and very unstable atmospheric 
conditions are grossly distorted as these profiles no longer satisfy the inequalities limiting the 
equations {see equation 6.7). In order to identify which values of u can be taken as valid, that is 
satisfy the inequalities of equation 6.7, a range of curves for zJL have been plotted. Figures 6.7 
& 6.8 shows the corresponding tJL curves for figures 6.5 & 6.6. By comparing figures 6.5 & 6.7 
and figures 6.6 & 6.8 it can be seen which curves lay within the region of validity bounded by
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Figure 6.5 Variation in the vertical gradient of the horizontal velocity components for 
different positive Monin Obukhov Lengths
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Figure 6.6 Variation in the vertical gradient of the horizontal velocity components for
different negative Monin Obukhov Lengths
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the limits of equation 6.7. The evaluation of velocity profiles which lay outside of the region’s 
validity would have to be achieved using the truncation method discussed earlier which replaces 
z/L with (z/L)lim where(yZ)iim is the upper limit of equation 6.7, for example, in very stable 
conditions where L < 100 m then z/L would be held constant at z/L = 1.2.
Finally, the vertical variation in the horizontal velocity components can be related to the depth 
averaged horizontal velocities through equation 6.14 which can be obtained by substituting 
equation 6.13 into 6.8.
U* *
k 2H zb
J l n
Vzo
4 .1 ,  ,
+ — (z - zo)
U D =
u * 2 zff r ,
k 2H Jlnzb
+ ln
v o y
{pi + l)foo + 1)
{rj2r +\\r/r + l)
2  ^
Y + 2(tan 1 -  tan 11j0)
L>  0
6.14
L<  0
Integrating 6.14 is cumbersome and is usually achieved by the numerical integration of the 
appropriate velocity profile. Furthermore, if the depth average velocity is known apriori, then 
equation 6.14 can be rearranged to yield the corresponding horizontal velocity profile.
Recalling equation 6.4, closure of equations 6.2 and 6.3, can now be achieved by substituting 
equation 6.7 into equation 6.4 to provide the diabatic eddy viscosity mixing length formulation. 
Figures 6.9 shows the variation in eddy diffusivity, K, with altitude for different positive values 
of L. Figure 6.10 shows the variation in eddy diffusivity, K, with altitude for different negative 
values of L. As the atmosphere becomes progressively stable i.e. L > 0 convective turbulence is 
suppressed causing the average size of turbulent eddies to decrease. Consequently, a decrease in 
the eddy diffusivity can be observed. Alternatively, as the atmosphere becomes progressively 
unstable i.e. L < 0 convective turbulence is gradually magnified, resulting in an increase in the 
average size of turbulent eddies and hence an increase in the eddy diffusivity. This completes 
the closure of equations 6.1, 6.2 and 6.3 .
As yet no discussion of the vertical variation in the vertical component of velocity, w, has 
been attempted. The magnitude of a vertical component of velocity will be primarily dependent 
on atmospheric stability, in this case represented by L and the effect of local topography.
The variation in the vertical velocity component w through Axiom 5 can be expressed in a 
similar manner to Benque et al. (1982) as a linear function of the elevation of the bed, zb and 
the elevation of the free surface, zf. This formulation requires that the horizontal components of 
velocity are vertically uniform. As this is clearly not the case within the present model a 
modification to the method has been made.
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At the bed the vertical velocity component, w, is given by,
/ 7\ 3zb 3zb w\zb) = u ----- 1- v-
3c 3y
6.15
and at the free surface.
dzf dzf dzfw(zf) = — + u—— + v—— 
dt dx dy
6.16
Consideration of equations 6.15 and 6.16 suggests that w{z) is of the form,
w(z) = x + ur\x + vt\y 6.17
where u and v are the horizontal velocity components at height z and,
z ( z ) = —H
' m ''
v & j
zb < z< zf 6.18
x ( z )
dzb z f  dzf dzb
dx H \d x  dx
zb < z< zf 6.19
Equation 6.17 accounts for the effect of terrain variability and mass flux on w. No account of 
the effects of atmospheric stability on w was considered. The main reason for this was that such 
an account would be regarded as tenuous and unpracticable from a verification viewpoint. The 
perceived implications of this are likely to be that the effects of dispersion are over or under 
estimated when considering conditions where strong vertical convective motions dominate 
mixing.
6.4.2 Initial And Boundary Conditions for the WIFS
Equations 6.1-6.19 form a set of non-linear equations describing a well posed, closed 
boundary and initial value problem. The initial Cauchy conditions are;
U 0 = f ( U ,  V, H ,  x , y )  V0 = f ( U ,  V, H ,  x , y )  H 0 = f ( x , y )  T0 = f ( z )  6.20
where T0 is the initial condition for the ambient lapse rate.
131
Ph.D. Thesis Chapter Six -  M odel D evelop m ent
Both Dirichlet and Von Neumann boundary conditions are applied where,
For boundaries on x:
Vx =V(x) f  = 0 
dy
dH
dy
= 0 6.21
For boundaries ony;
d v
U„=U(y) —  = 0
dx
^  = 0
dx
6.22
For boundaries on z;
^ Zb = 0 Kb =o
dU
dz zf
= 0 ^
dz
= 0
zf
6.23
The application of Von Neumann conditions is necessary as no information or physical 
relationship relating the variation of the dependent variables outside of the boundary to their 
behaviour on the boundary, is available.
Application of the boundary conditions stated in equations 6.21 and 6.22, together with 
equation 6.7, constructs a ‘ceiling’ effect at the free surface which covers the domain, growing 
or shrinking to satisfy the conservation of mass. The ceiling is held at a fixed height on the 
corners of the domain owing to the condition that dH/dt^O. Away from the corners, the height 
of the ceiling will be dependent on the mass flux into the domain.
A specific discussion of the numerical methods employed in obtaining a solution to the set of 
equations is presented in section 7.1, Chapter 7. The discussion includes a complete numerical 
treatment of the initial and boundary conditions.
6.4.3 D evelop m en t o f  the M icroscale W indfield  C om ponent
The development of a microscale windfield component was initially approached from a 
similar theoretical standpoint as its mesoscale counterpart. The application of scale analysis in 
conjunction with the conclusions reached in Pielke (1984) demonstrated that a truly accurate 
representation of micoscale windfield dynamics could only be achieved with a complete three 
dimensional, fluid dynamic description. The main consequence of implementing such a high 
level description would be that the computational overheads associated with the model would 
increase beyond the computational resources available to the majority of end-users. Given that 
one of the principal aims of the project was to develop a prototype model with the potential for
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wide scale use then clearly a more practicable solution had to be sought.
Modelling species concentration over the micro-scale requires the availability of local 
meteorological data. In practice, specific local meteorological data is rarely available and data 
must be extrapolated from the nearest and most appropriate weather station. It is therefore 
standard practice for organisations such as the Meteorological Office when selling 
meteorological data to recommend the most representative data set corresponding to the location 
of the area being modelled. Given the limited number of meteorological weather stations 
situated throughout the United Kingdom it is extremely unlikely that more than one source of 
meteorological data, that is, a weather station, will be located in close proximity to the area 
being modelled. It is therefore standard industry practice to extrapolate meteorological data 
from weather stations as far as 50 km away from the area or region being modelled. The lack of 
localised meteorological data is partly one of the reasons why the majority of commercially 
available air pollution models, such as ISC3, FDM, CALINE4, AERMOD, ADMS, are 
designed to operate using a single source of meteorological data. Such models typically employ 
basic descriptions of meteorology i.e. constant values of wind speed, direction, stability class 
and boundary layer height, respectively, to generate three dimensional concentration fields. In 
such cases the prevailing meteorological conditions are assumed to be spatially homogeneous 
and time invariant. The majority of commercially available models of this type are designed for 
regulatory modelling purposes, that is, to investigate whether or not air quality standards and 
objectives are being met within a specific area. Consequently, the application of these models 
tends mainly towards predicting air quality levels over significant periods of time, usually a 
year. The inherent spatial and temporal averaging assumptions associated with such models 
means that they perform poorly when applied to resolve micro-scale pollutant transport over 
relatively short periods of time, that is, less than 72 hours. Based on this fact, a model was 
derived which was capable of describing a three dimensional wind field using only a single 
source of meteorological data in addition to providing the necessary level of detail to resolve 
micro-scale transport dynamics. Initially, a three dimensional mass consistent model was 
proposed such as that presented by Sherman (1970), however, the commitment to development 
which such a model required was considered unfeasible within the resource and time-scale 
constraints of the current project. Consequently, a more simplified model was developed with 
the recommendation that a further investigation be undertaken into developing a more complex 
micro-scale wind field model as part of further ongoing work.
A microscale wind field was developed through the application of suitable interpolation 
techniques. Utilising a single source of meteorological data, meteorological conditions across 
the entire modelling domain were forecast through four stages of computation, which are;
I. Interpolation of the observed meteorological parameter with respect to time
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II. Estimation of depth average velocity based on the time interpolated meteorological 
parameters and accounting for topography and atmospheric stability.
III. The interpolation of all depth averaged wind velocities across the domain.
IV. The calculation of a vertical profile for the horizontal depth averaged velocity 
components, accounting for surface roughness and atmospheric stability.
V. The calculation of vertical velocity component.
The methods employed in the calculation of stages I to IV are chiefly numerical and require 
no mathematical derivation, consequently all discussion of these methods has been left until 
Chapter 7.0. The methods employed in points IV and V are derived directly from the mesoscale 
wind field component and have already bee discussed in section 6.4.1
6.5 DEVELOPMENT OF PICATS
6.5.1 Modelling Pollutant Transport
The PICATS model was constructed using a hybrid Eulerian/Lagrangian particle modelling 
approach. Built on earlier work by Lange (1978) (see section 3.5), the method employs a 
pseudo velocity, derived from a Eulerian velocity field, to move Lagrangian marker particles 
across a closed domain. The generation of the pseudo-velocity is derived directly from the 
turbulent flow transport equation.
dc.
dt
= - ( U - v 0 k) - Vc im+ f i l 6.24
where i =1,2,...,n species and m= l,2,...,n mass distributions, S = source/sink term and 
v_ k=  Settling velocity due to gravity.
yim
The source/sink term in equation 6.24 is necessary in preserving species conservation and 
describes changes of state, deposition, chemical transformations and any additional physical 
removal or source phenomena whose contributions to the overall transport process can be 
assessed as being significant. The term accounting for mass settling flux due to gravitational 
attraction (see section 3.6.1) becomes more significant with increasing particle size. Both terms 
are evaluated outwith of PICATS by the CHEMKIN and DEPOSITION modules (see section 
6.7)
In its current form, equation 6.24 is only valid when the atmospheric flow conforms to a 
laminar state. Rewriting equation 6.24 and accounting for the turbulent dynamics of the flow
i.e. u = u + u' and c = c + c' gives equation 6.25. A first order gradient method (see section
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2.3.3) was applied to achieve system closure.
Sc,m
dt
u -  v. ' ^ Ci m ^ ' ^ \ ^ C\ m + i^m 6.25
where KD is the exchange coefficient representing the diffusion of a species concentration 
due the presence of turbulent eddies and vg is the settling velocity.
In implementing a particle in cell approach, equation 6.25 must yield the required pseudo 
velocities to transport the Lagrangian marker particles through the domain. This is achieved by 
expressing equation 6.25 in the form ;
dc.
dt
+ V- (c imU P) = SI; 6.26
where
and
Up = UA + UD 6.27
UA is the advection velocity and is given by U A = ui 4- vj + ( w — vg )k
UD is the velocity associated with particle diffusion U D ^ D ^ Cim
C,
Equation 6.26 describes the motion of a particle of mass m through a domain by a pseudo 
velocity, UP, where the rate of dispersion of the particle relative to any neighbouring particles is 
dependent on the prevailing wind velocity and the local concentration gradient of the pollutant. 
The variation of the particles mass depends only on the effect of the sink/source term, S.
The philosophical concepts of a ‘super particle’ and ‘particle identity’ are intrinsic to 
equation 6.26. A super particle can be visualised as a virtual particle symbolising a cloud of 
physical particles, of which all share common attributes and subsequently a single species 
identity. As a one to one particle representation is impossible to implement in reality, super 
particles are introduced to reduce the magnitude of the computation to a manageable level. The 
performance of the model is dependent on the number of particles released into the domain and 
the number of grid cells in the mesh. Lange(1978) suggests a lower limit of operation for 
particle in cell models, of one particle per grid cell. Below this operating point, results were 
shown to be in danger of becoming meaningless due to the diffusive mechanism of the model.
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The upper limit of operation is undefined and depends on the characteristics of the 
computational resource as to the maximum number of particles that can be managed. A full and 
more detailed account of the operational limitations and sensitivities of the PICATS model is 
addressed in Chapters 7 & 8.
The solution of equation 6.26 is essentially grid independent when the pseudo velocity is 
either spatially homogenous throughout the domain or can be defined as a continuous function 
in space and time. Unfortunately, neither of these conditions can be realistically enforced. 
Homogeneity, being a conceptual state of uniformity, can only be seen to exist in natural 
systems when the resultant component of the dependent variables, over the various scales of 
action, are simultaneously equal and constant in each direction. In transient, three dimensional, 
atmospheric flows, the condition of homogeneity is never satisfied and must be discounted.
As the complexity of atmospheric systems prevents a resolvable and continuous description 
of flow dynamics from being obtained, a discrete approach for deriving the pseudo velocities 
has to be implemented. This implies that the grid independent, Lagrangian marker particles 
inherit their relative pseudo velocities from a discrete approximation to the solution of the flow 
equations 6.1 to 6.19. In the proposed model this approach was implemented through the 
coupling in time of WIFS and PICATS, where WIFS acts as pre-simulation component to 
PICATS, communicating the required discrete estimates of the localised variation in air flow 
velocities. The discrete architecture inherited from WIFS was mapped on to the Lagrangian 
domain of the particles, so that all particles reside within a particular discrete space or mesh cell. 
The local solutions of the atmospheric flow equations 6.1 to 6.19, are supported by WIFS at 
each cell node i.e. the point at which individual cells are joined. Consequently the advective 
component of the pseudo velocity in equation 6.27 is estimated by the interpolation of the 
surrounding nodal velocities, relative to the position of the particle within the cell volume.
The calculation of the diffusive velocity component {equation 6.27) is somewhat more 
complex, and depends on local concentration gradients and the diffusive effect of turbulent 
eddies. To calculate the local concentration gradients in Cartesian form, an explicit conversion 
is needed to relate the Lagrangian, grid independent position of each particle in space and time, 
to that of its origin and surrounding co-particles. The local concentration associated with a 
given mesh cell is found from a volume weighted summation of all particle masses within a 
given cell. As the upper limit of spatial resolution has already been set by the discrete 
architecture adopted within WIFS, then further spatial resolution of local cell concentrations 
would be meaningless. Consequently, the positions of all particles within a cell become 
irrelevant in the evaluation of that cell’s local, Eulerian concentration. Having computed all cell 
concentrations throughout the discrete mesh, then concentration gradients naturally exist 
between adjacent cells. These local concentration gradients are used to calculate the diffusive 
pseudo velocity component, which like the advective component, can then be inferred through a
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process of interpolation from adjacent cell values. The diffusive exchange coefficient KD , 
equation 6.27, accounts for the diffusive action of atmospheric stability and turbulence, and can 
be assumed to be equal to the turbulent eddy viscosity coefficient evaluated in WIFS, as any 
mass effects e.g. gravitational settling etc. can be accounted for as an explicit velocity term 
{see section 6.7.2.1).
The numerical schemes used to evaluate the particle pseudo velocity are addressed in 
Chapter 7.
6.5.2 Buoyant and high momentum emissions
Buoyant forcing and high momentum releases can have a significant effect on atmospheric 
transport. Buoyant forcing essentially results from the temperature differential between an 
emission(s) and the atmosphere. The temperature of the emission(s) is typically greater than its 
surroundings so that the emission experiences an initial upwards motion. As the emission rises, 
its heat energy is transferred to the atmosphere with the final result that a stable point of thermal 
equilibrium is attained. The distance the emission has risen due to the buoyant forcing is called 
the plume rise. Plume rise also describes the rise of a non-buoyant emission where the emission 
experiences excessive release momentum i.e. a jet.
A simple formulation for the buoyant velocity is obtained using Newton’s second law of 
motion where the force of gravity attempts to balance the upward directed pressure gradient, 
given that pressure decreases with height (Bouble (1995)). Assuming adiabatic conditions the 
buoyant velocity is given by,
U = gt{TP Te) 6.28
B TP
where Tp is the temperature of the particle, TQ is the temperature of the surrounding air, g is 
gravitational force and t is the duration over which the velocity is acting. Equation 6.28 is 
limited to neutrally stable atmospheres and provides no account of heat transfer or energy losses 
to or from the surrounding atmosphere.
High momentum releases can also be modelled using Newton’s second law. The upward 
acting forces provided by the artificial release velocity, are balanced by gravity and air 
resistance where the latter is dependent on localised turbulent conditions.
A complete mathematical treatment of buoyant forcing and high momentum emissions was 
considered to be too computationally expensive for the intended simulation platform e.g. PC 
technology . Given also that verification data sets for buoyant/jet plumes are typically sparse 
and difficult to obtain then clearly a more workable representation of the phenomena was
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required.
A decision was taken to incorporate the USEPA’s empirical plume rise formulations 
(reviewed in Zannetti (1990)) into the PIC ATS model. The existing plume rise models have the 
advantage of being computationally inexpensive to run and have already been validated, 
verified and calibrated. The most widely known and easiest to apply of all the plume rise 
formulations is the Briggs (1969) method. The method can be applied to both buoyant and high 
release momentum plumes.
The first phase in calculating the plume rise, Ah, is to evaluate a flux parameter, F, which 
depends on the nature of the plume i.e. buoyant or high momentum.
Buoyancy flux parameter Fh = gvsr2 —---- -
0 o D o oMomentum flux parameter Fm = vsrs — « vs rs
P
In the case of computing the rise for a buoyant plume i.e. Ts > Ta then the critical downwind 
distance, x*, is evaluated from an empirically derived condition, where,
I. For source heights < 305 m x* = 2.16i7b2/5zs3/5 6.31
II. For source heights > 305 m x* =61F^15 6.32
The altitude at which an emission is released is significant in determining the nature of the 
buoyant forcing it experiences. The buoyant rise of emissions released at heights of lower than 
305m is typically less than the buoyant rise experienced by emissions released at heights above 
305m. This is primarily caused by increased mixing near the earth’s surface, owing to 
mechanical and convective turbulence, resulting in the inhibition of buoyant motions. Above 
305m, the atmosphere tends to be more stable so that mixing is reduced and the effect of 
buoyant forcing is more pronounced.
For x < x*, where buoyant forcing dominates, then the plume rise is represented, for all 
atmospheric stability’s, by the “2/3 law” where,
Ah(x) = cF"3u~]x 2/3 6.33
where c is a constant between 1.6 and 1.8. A coefficient value of 1.6 has been adopted from 
Briggs (1972).
For a: > x*, where the dispersive effects of atmospheric turbulence begin to dominate and the
6.29
6.30
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plume’s initial buoyancy is lost by mixing, then the plume rise is represented, for all 
atmospheric stabilities, by the formula,
Ah{:0 = cFb1/3w_1x * 2/3
2 \6 x 11( x
— -^-----r  + ~  t5 25x 5 \x
6.34
In the case of non-buoyant, high release momentum plumes i.e. jets, then the plume rise is 
given over all stabilities by,
A h{x) = 2.3F" V 2/V /3 6.35
Equations 6.33, 6.34 and 6.35 have been reported by Zannetti (1990) as representing a 
reasonable compromise between accuracy and simplicity, though they tend to overestimate the 
plume rise at larger distances downwind. The plume rise formulations also become 
progressively unworkable for calmer conditions, where u < 1 ms'1 and u—>0, due to the 
dominating effect of mechanical and convective turbulence. Under such conditions the initial 
trajectory of the plume will be determined solely by it’s residual buoyancy and the rise of plume 
will be significantly greater than any initial downwind displacement the plume may experience. 
As w->0 in equations 6.33, 6.34 and 6.35, then A/?—>0 also, even when the plume is highly 
buoyant. Clearly, this is not the case in reality as Ah typically reaches a maximum when w->0. 
The use of the plume rise formulations for conditions of u < 1 ms'1 and u—>0, will lead to a 
progressive under estimation of Ah.
Incorporating the Briggs method into the PICATS module permits a plume rise correction, 
hx, to be evaluated for each particle with respect to time where,
/zzn+1 = Ahn+l -  Ahn 6.36
where hx has the units m and is added to the total vertical distance travelled by the particle 
over a given time step and n is the time step index.
6.5.3 Initial and Boundary Conditions for PICATS
The initial conditions for the PICATS model require that each particle be given a randomly 
determined release point P within a sub-domain fo-xi) representing the region of the source 
emission, so that,
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P (X )  =  Xj +  r n d ( x 2 -  x l ) 6 .3 7
w h ere x \ ,  x 2 are the d im ensions o f  the em iss ion  source in the x th p lane. PIC  A T S  a llo w s the 
random ly generated  p lacem ent o f  the particle to  be w eigh ted  b y  a linear or G aussian  
distribution function . A t the instance o f  release the horizontal com p on en ts o f  the p artic le’s 
p seu d o  v e lo c ity  are assu m ed  to b e zero, U p(« ,v )= 0 , though the particle m ay  p o sse ss  an in itial 
vertica l v e lo c ity  com p onent depending on  the release characteristics o f  the source. E ach  
particle is  re leased  instantaneously  into the dom ain. T he interaction o f  the w in d  fie ld  is then  
reso lv ed  and a transport v e lo c ity  apportioned to the particle. The transition to  th is transport 
v e lo c ity , particularly in the horizontal sense, is assu m ed  to  be both sm ooth  and instantaneous
B oundary con d itions for the m odel are not d efined  in the strict sen se  o f  D irich let and V o n  
N eu m an n  con d itions. E ssen tia lly , tw o con d itions are im posed  on  the dom ain  boundaries.
For the horizontal boundaries and at the free surface, a con d ition  o f  U p= 0  is  ap p lied  so  that 
any particle leav in g  the dom ain is  instantly frozen . T he particle is  then  rem oved  from  the  
sim u lation  and p lays no further part in the transport p rocess.
A t the bed, a con d ition  o f  U p= 0  is a lso  im posed . In this case  the particle is  con sid ered  to  
h ave b een  im pacted  or ‘captured’ by the bed. O n im paction, on e o f  tw o  boundary con d ition s  
m ay be applied . The first boundary con d ition  sp ec ifies  that the particle is rem oved  from  the  
sim u lation  and p lays no further part in the transport p rocess. A lternatively , the seco n d  boundary  
con d ition  sp ec ifies  that the particle is not rem oved  but rem ains frozen , con tin u in g  to  contribute  
to  the loca l ground lev e l concentration. T his latter feature w ou ld  be u sefu l for represen tin g  the  
d ep osition  o f  rad ioactive m aterials. This secon d  type o f  boundary con d ition  cou ld  a lso  b e  
m od ified  to account for the potential re-entrainm ent o f  the particle. T h is feature is n ot currently  
im plem en ted  w ith in  PIC A T S .
6 . 6  D E V E L O P M E N T  O F  T E R R A IN
T he variation in terrain height and surface rou gh ness can be sign ifican t in the determ ination  
o f  atm ospheric d ynam ics and pollutant transport w ith in  the PB L . A  surface m o d e llin g  
com p on en t ca lled  T E R R A IN  w as d eveloped  to support W IFS and P IC A T S w ith  in form ation  on  
the topographical variation in the d om ain’s surface boundary. In order to  m a x im ise  on  the  
u sab ility  o f  S A P T A M  it w as decided  that T E R R A IN  provide for both external and internal 
m od es o f  generating surface data. The external generation o f  topograph ical data w o u ld  be  
even tu a lly  ach ieved  w ith  the aid o f  a G eographical Inform ation S ystem  (G IS ) supporting  
d ig itised  ordinance survey m aps. This facility  has rem ained u n d evelop ed  as part o f  th is project  
g iven  that at the tim e o f  d evelopm ent a in -h ouse GIS w as u navailab le and the project bud get  
precluded  the purchase o f  a GIS. G iven that S A P T A M  is essen tia lly  a prototype m od el and that
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an internal fa c ility  for generating surface data w ou ld  be availab le, then the incorporation  o f  a 
G IS into S A P T A M  can be taken as a secondary requirem ent at th is point. T he issu e  o f  
p rovid in g  a G IS fa c ility  for S A P T A M  is addressed further in C h a p te r  9  under ad dition al w ork.
W ithout the m eans o f  generating topographical data from  a m inim al data set, terrain h eigh t  
data and surface roughness data w ou ld  have to  be m anually  input for each  n o d e  in  the m esh  
architecture u sed  b y  W IFS and PI C A T S. The m anual entry o f  data b eco m es u n accep tab le even  
for m esh es  as sm all as 1 0  x  1 0  nodes.
C on seq u en tly , a m ethod w as sought w h ich  cou ld  generate the required spatial in form ation  b y  
a p rocess o f  estim ation  from  a m inim al data set o f  random ly scattered data p oin ts o f  the fo r m X  
x, y ,  z T)  a n d X  x , y ,  z 0 ) w here z r is  the terrain heigh t and z 0 is the surface rou gh n ess h eigh t. A  
variety  o f  m athem atical approaches w ere rev iew ed  i.e . cu b ic  sp lin es (L ancaster (1 9 8 6 )) ,  
p olyn om ia l interpolation (Nakam ura (1 9 9 3 ))  and d irichlet tesse la tion  (G reen  (1 9 7 8 )) . R efer  to  
L ancaster (1 9 8 6 )  for a com prehensive rev iew  o f  surface fitting techn iqu es.
A  n um erical m ethod (Coulthard (1 9 9 5 ))  w as adopted based  on  a ‘c lo ses t  p o in t’ w e ig h tin g  
sch em e. T he approach w as se lected  for its ea se  o f  im plem entation  and su itab ility  to  the  
problem  posed . A s the m ethod is based on  a d iscrete approach it is d iscu ssed  further in C h a p te r
7.
6.7 SECONDARY TRANSPORT PHENOMENA
T he total sou rce/sink  term S im in equation 6 .2 6  d escrib es the p h ysica l creation  and rem oval o f  
m ass b y  natural phenom ena associated  w ith  a particular pollutant sp ec ies . T h e k ey  p ro cesses  
resp on sib le for sink/source action  in atm ospheric pollutant transfer are id en tified  in eq u ation  
6 .3 8 , b e lo w .
S t =  H -I+  F{ +  +  i?i +A ^ +  \}/j +  D j (i = 1 ,2 , ...n  sp ec ies) 6 .3 8
w h ere f f x is the degree o f  pollutant rem oved  b y  con d en sation  and evap oration , F\ is the  
concentration  variation due to particle floccu la tion , E\ are the source em iss io n s , R\ is the  
concentration  change due to ch em ical reactions and N\ , q/j, D x are the rem oval rates due to  
nucleation , precipitation and dry d eposition , resp ective ly .
The em iss io n s term , E ,  in equation 6 .38  accounts for any natural and/or an th rop ogen ic  
sou rces that can be identified  as contributing to the am bient concentration  o f  the sp ec ie s  o f  
interest. T he PIC A T S m odu le has b een  d evelop ed  to  enable m ultip le, three d im en sio n a l, grid  
independent sources to be defined  w here each  source o ccu p ies a d efined  v o lu m e  Q s(jc, y ,  z )  
w ith in  the dom ain  and is represented by n  particles, each  o f  w h ich  are tagged  w ith  a
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proportionate va lu e o f  m ass, m , according to;
„  . . .  , . E m ission  Rate (g /s) x  T im e Step (s)
Particle M ass m  ( g )  = ------------------------------------------------- -  y 6.39
N o. o f  Particles (n)
T h e source em ission  is  then m od elled  b y  sim u ltan eou sly  releasin g  each  particle from  a  
ran d om ly se lec ted  point w ith in  the source vo lu m e Q s(x, y ,  z ) .  For exam p le, traffic em iss io n s  
alon g  a  straight road w ou ld  b e represented b y  a lin e source o f  w id th  jc, length  y  at a h eigh t z  
relative to sea  lev e l. The ob v iou s lim itation in th is description  is that any n on -p o in t sou rce is 
con fin ed  to  a rectangular geom etry. T his can  incur inaccuracies in cases w h ere an area source  
varies w ith  height, e .g . a road m ay vary w ith  h eigh t over undulating terrain. T h is can  b e  
ov erco m e in extrem e cases b y  d iscretising  the source into a co llec tio n  o f  sm aller m ultip le  
sou rces each  w ith  their respective control vo lu m es.
T he relative sign ifican ce o f  the sin k /source p rocesses d escrib ed  in eq u ation  6 .2 6 , is  
d ependent on the p hysica l and tem poral sca les  o f  interest. A  d iscu ss in W ex ler  e t  a l  (1 9 9 4 )  
su g g ests  that for urban and regional (i.e . m icro -m esosca le ) fram es o f  reference, particle  
floccu la tion , gravitational settling, and n ucleation  have a near n eg lig ib le  e ffec t  in  d eterm in in g  
am bient concentrations o f  airborne pollutants. T he contribution m ade b y  particle f lo ccu la tio n  
m ay o n ly  b eco m e sign ifican t for locations w ith  h igh  aerosol load in g , and ev en  th en  load in gs are 
required to  be higher than the peak load in gs exp erienced  in the L os A n g e le s  B a s in  i.e . h igher  
than g lob a l w orst case scenarios.
T he contribution m ade by gravitation settlin g m ay  b e ignored  for particle s iz e s  up to  and  
in clu d ing  1 0  m icrons w hen  com pared w ith  the contributions m ade b y  dry d ep o sitio n  and  
turbulent d iffu sion . G ravitational settling is u sually  on ly  con sid ered  for particle re leases o f  
greater than 10 m icrons and even  then o n ly  w ith in  c lo se  p roxim ity  to  the p oint o f  re lease . It is  
w orth n otin g  a lso  that gravitational settlin g m ay b ecom e m ore pronounced  w ith  co n d itio n s o f  
increasing  atm ospheric stability w here the e ffec t o f  co n v ectiv e  turbulence is suppressed .
A s the S A P T A M  m odel w as d evelop ed  to run w ithin  a ‘low er grad e’ com p utational 
en vironm en t (i.e . PC based tech n o logy  as op posed  to  w ork station or m ainfram e te c h n o lo g y ), 
the representation o f  secondary transport d ynam ics w as constrained  to  a lo w  le v e l o f  
descrip tion .
R ecen t w ork  by van Jaarsveld (1 9 9 3 ) and H oln ick i (1 9 9 4 ) has dem onstrated the cap ab ility  o f  
m ore s im p listic  m od ellin g  approaches to  adequately  reproduce the contributions m ade b y  
secon dary  transport dynam ics. In both instances, the w orkers w ere restricted b y  com p utational 
resource or e ff ic ien cy  to a lim ited  accoun t o f  o n ly  the m ost sign ifican t secon d ary  transport 
phenom ena. A s a result o f  rev iew ing  the perform ance criteria o f  a variety  o f  atm osp heric  
dispersion  m od els, it is the author’s current op in ion  that w h ile  low er lev e l m o d e l d escrip tion s
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can perm it em p irica lly  u sefu l resu lts to be obtained, the degree o f  accuracy a ssoc ia ted  w ith  such  
m o d e ls  deteriorates rapidly w hen  the nature o f  the secondary transport d yn am ics b eco m es  
h ig h ly  co m p lex  and non-linear. L ow  le v e l m od ellin g  approaches exh ib it poorer or le ss  realistic  
perform ances, w hen  representing even ts such  as p hotochem ical ep iso d es or in c id en ces o f  h igh  
aeroso l load ing com b ined  w ith  con d itions o f  h igh  h um idity  or precip itation . In su ch  sp ec ia lised  
ca ses, the application  o f  m ore descrip tive m o d els  is often  a prerequisite i f  m ean in gfu l resu lts are 
to b e derived . O ften this increased  level o f  description  is im plem ented  at the ex p en se  o f  other 
m o d e llin g  cap abilities. W ith the excep tion  o f  the sp ec ia lised  u se , h igher le v e ls  o f  descrip tion  
m ay p otentia lly  hinder the u sab ility  and perform ance o f  a m odel for w hat appears to  be a m inor  
gain  in prediction  accuracy. T h is argum ent is g iven  additional w e ig h t b y  the fact that the 
p h ysica l and ch em ical dynam ics o f  m any secondary transport p henom en a are either still not 
fu lly  understood , or rem ain d ifficu lt to  quantify. M o d els  adopting m ore c o m p le x  approaches 
h ave often  su ffered  during validation  and ver ifica tion  phases due to  the practical im p lica tion s o f  
not b ein g  able to obtain appropriate verification  data sets. G iven  that natural sy stem s are 
inherently open  and that h igher lev e ls  o f  closure are b ein g  sought, then  h igh er descrip tive  
m o d e ls  b eco m e proportionally m ore d ifficu lt and exp en sive  to  d ev elo p . It is  the author’s 
understanding that w here atm ospheric m od els have a general sco p e  o f  ap p lication , then  the 
lo w est lev e l o f  description  should b e applied  w h ich  perm its both optim al com p utational 
e ff ic ien cy  and em pirical adequacy, to be attained. Support for th is v ie w  can again  b e fou n d  in 
van Jaarsveld (1 9 9 3 ) and H oln ick i (1994).
A  d ecis io n  w as taken to  d evelop  tw o  independent m odu les w h ich  w o u ld  b e resp on sib le  for  
provid in g  a lim ited  representation o f  secon dary  transport dynam ics over the m icro -m eso sca le  o f  
interest. T he first m odu le k now n as C H E M K IN  or the ch em ical k in etics m od u le , p rov id es a 
first order reaction rate description  o f  atm ospheric chem istry for the k ey  sp ec ies  o f  interest. T he  
secon d  m odu le, D E P O SIT IO N , deals w ith  the effects o f  w et and dry d ep osition  and in clu d es the  
p henom en on  o f  gravitational settling. C o llectiv e ly , both m od u les form  a s in g le  secon dary  
transport m odu le ca lled  SE C T R A N S.
6.7.1 Development o f CHEMKIN
C H E M K IN  com p rises a first order reaction  rate m echanism  w h ich  m o d ifie s  the m ass o f  each  
p seu d o  particle w ith in  the m odellin g  dom ain  in accordance w ith  a sp ec ified  T u m ped ’ reaction  
rate. T he ‘lu m p ed ’ reaction rate represents the average increase or d ecrease in the m ass o f  a 
particular sp ec ies over a sp ec ified  tim e period. V a lu es for the reaction rate o f  sp e c ie s  are w id e ly  
availab le from  a num ber o f  literature sources, S ein fie ld  (1998 ).
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6.7.2 Development of DEPOSITION
T he effec ts  o f  d ep osition  on  atm ospheric transport are accounted  for w ith in  S A P T A M  b y  a  
sp ec ia lised  m od u le ca lled  D E P O SIT IO N . The m odu le represents both w et and dry d ep osition  
p h en om en a  u sing  sim p le rem oval rates or particle v e lo c ity  correction  factors. S ection s 6 .7 .2 .1  
and 6 .1 .2 .2  d iscu ss the ca lcu lation  o f  th ese  correction  factors for dry and w et d ep osition  
resp ective ly .
6.7.2.1 Dry Deposition
T he dry d ep osition  com p onent o f  the D E P O SIT IO N  m od u le  accou n ts for b oth  dry 
d ep osition  and gravitational settlin g  effects. A s it is  usual to a ssign  a d ow nw ard  v e lo c ity  (m s'1) 
or a f lu x  ( m V )  w hen  referring to dry d ep osition  and gravitational settlin g , and that v a lu es  for  
su ch  param eters are readily availab le in literature or can b e su pp lem ented  from  external 
calcu lation , then  a facility  w as provided  w ithin  S A P T A M  to accep t va lu es for th e se  param eters 
as part o f  the input data criteria. I f  both param eters are exp ressed  in  a v e lo c ity  form , a 
correction  can be m ade w ith in  PIC A T S to  the vertical pseu do v e lo c ity  com p on en t o f  each  
particle w ith in  the m od ellin g  dom ain. T his p rocess has been  im plem en ted  by in troducing both  
the d ep osition  and/or settling v e lo c itie s  as correction factors in equation  6 .18 .
6.7.2.1 Wet Deposition
A s w ith  dry d eposition , the d evelop m en t o f  a m od el to represent the c o m p lex ity  o f  w et  
d ep osition  w as lim ited to b asic approach in order that S A P T A M  rem ained  w ith in  the sco p e  o f  
its in tended com putational environm ent. A  basic account o f  w et d ep osition  w a s incorporated  
into th e S A P T A M  m odel w ith  the aid o f  tw o  rem oval rate factors w h ich  d escrib e th e rate o f  
rem oval o f  a g iven  pollutant sp ec ies  both ab ove and b e lo w  a sp ec ified  clou d  base h eigh t. W ithin  
S A P T A M , th ese  factors are im plem ented  to provide a reduction  in the m ass o f  each  p seu do  
particle according to the sp ec ific  location  o f  the particle i.e. ab ove or b e lo w  the c lo u d  base. 
V alu es for w et deposition  rem oval can be extracted from  current literature, Sum m er (1 9 8 8 ), 
S ein fie ld  (1 9 9 8 ).
6.8 CHAPTER SUMMARY
T he theoretical d evelopm en t o f  a quasi-three d im ensional ad vection  d iffu sion  m o d e l capable  
o f  sim ulating the transport o f  airborne pollutants over co m p lex  terrain and in con d ition s o f  
ch an ging  atm ospheric stability, has b een  presented. The m od el takes into con sid eration  both
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w e t and dry d ep osition  p henom ena as w e ll as ch em ical k in etics. G iven  th e lim itations  
introduced into the m od el from  the over sim p lifica tion  o f  secon dary  transport issu es then  
caution  should  be u sed  w hen  interpreting results u sin g  th ese  features. A t best, resu lts sh ou ld  be  
regarded as heuristic and not quantitative u n less further in vestigation  or sp ec ific  con d ition s  
su g g est o therw ise . Further w ork  into the d evelop m en t o f  m ore accurate d escrip tion s for  
secon dary  transport d ynam ics has been  recom m ended  as part o f  further w ork.
T h e derivation  and d evelop m en t o f  the S A P T A M  m od el form s an original contribution  to  
k n o w led g e  g iven  that the reported approach both adapts and exten d s ex istin g  id eas foun d  w ith in  
the fie ld  o f  air quality  m od ellin g . Furtherm ore, the S A P T A M  m od el can be regarded as n o v e l 
g iv e n  that it has been  im plem en ted  u sin g  a PC based  com putational platform . T o  the author's 
k n o w led g e , the im plem entation  o f  Particle In C ell (PIC ) type m o d e ls  u sin g  PC te c h n o lo g y  has 
n ot b een  reported. T he b en efit o f  u sing  PC tech n o logy  is  o b v io u sly  that it represents the m ost  
w id e ly  used  com putational platform  availab le and therefore ensures a greater num ber o f  
potentia l users for the m odel.
T he num erical and softw are em bodim ent o f  the m od el is su b seq u en tly  d iscu ssed  in Chapter  
7, w ith  the validation, verification  and calibration procedures d ocu m ented  in Chapter 8 .
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CHAPTER SEVEN
NUMERICAL ANALYSIS AND SOFTWARE DEVELOPMENT
“ T h in k  w r o n g ly , i f  y o u  p le a s e ,  b u t  in  a l l  c a s e s  th in k  f o r  y o u r  s e l f ’
Doris Lessing (British Writer)
7.0 INTRODUCTION
T h is chapter presents an account o f  the num erical an a lysis  and softw are en g in eer in g  
tech n iq u es that w ere adopted in the com putational d esign  and d evelop m en t o f  the Short-term  
A ir P o llu tion  Transport A n a ly sis  M od el (S A P T A M ).
T he softw are d esign  o f  the m od el w as undertaken u sin g  a ‘top d o w n ’ d econ stru ction  
m eth od o logy . A n  appropriate O bject O riented Program m ing (O O P ) d esign  paradigm  w a s  then  
im plem en ted  a lon g  sid e the ‘spiral m o d e l’ o f  softw are d evelop m en t to create a p rototyp e  
softw are application. T he inform al sp ec ifica tion  estab lish ed  at the on set o f  the p roject { s e e  
A p p e n d ix  D )  w as em p loyed  as a constraint throughout the n um erica l and so ftw are d es ig n  and  
d evelop m en t process,
T he prototype S A P T A M  application  is  constructed  from  s ix  com p on en ts ;
I. Task M anager
II. D ata M anager
III. V isu a lisa tion  M anager
IV . W IFS M od u le
V . PIC A T S M od u le  supporting C H E M K IN  and D E P O S IT IO N
V I. T E R R A IN  M od u le
A  d iscu ssion  o f  the functionality , n um erical/softw are d esign  and d evelop m en t o f  each  
com p on en t is con sid ered  in s e c t io n s  7.1  to  7 .9  o f  th is chapter.
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7.1 TASK MANAGER
T he T ask  M anager is  a com b ined  user com m and  in terface and control sh ell. In p rom otin g  
the n on -fu n ction a l attributes o f  the S A P T A M  application  ( s e e  s e c t io n  D .3 , A p p e n d ix  D  ) a  
v isu a l ob ject oriented  approach to  softw are d esign  w as adopted  u sin g  Borland D elp h i v3.0™  
and the B orland V isu a l C om ponent Library (VCL)™ . A  32  bit W in d ow s 95™  com p atib le , 
in teractive, drop dow n, m enu m anaging sh ell w as constructed  w ith  the usual W in d o w s features, 
for exam p le, w in d o w  m anagem ent, m ain m en uin g  system , too l bars, status bar, f ile  
seria lisation , icon s and d ia log  b oxes. T h is approach w a s adopted in order to p rov id e the u ser  
w ith  v isu a lly  supported com m and access to  SA P T A M . F ig u r e  7.1  b e lo w  sh ow s a screen  dum p  
o f  the m ain  application  w in d ow .
T he T ask  M anager p rovid es a sim p le and lo g ica l m eans o f  a ccess  to the other S A P T A M  
com p on en ts. O n starting the SA P T A M  application , the Task M anager first d isp lays the D ata  
M anager com p onent. T he D ata M anager p rovid es a user friend ly  graphical in terface in  w h ich  
data can  be ea s ily  input. O n ce an appropriate input data set has b een  entered  in to  the D ata  
M anager, the data is then  validated  to  ensure it is correct b efore control is p a ssed  to  the  
Sim u lation  M anager. T he S im ulation  M anager then runs the required com p utational m o d e l(s ) , 
that is, W IFS, P IC A T S, D E P O SIT IO N  and/or C H E M K IN  to  p rocess the data con ta in ed  w ith in  
the D ata  M anager. O n com p letion  o f  th is task  the S im u lation  M anager transfers con tro l o v er  to  
the V isu a lisa tio n  M anager so  that any generated resu lts m ay be d isp layed .
7.2 DATA MANAGER
T he D ata  M anager com p onent w as im plem en ted  w ith  the in tention  o f  en cap su la tin g  a ll o f  
S A P T A M ’s input data requirem ents in a s in g le  graphical u ser in terface. T he D ata  M an ager  
com p rises f iv e  se lec tab le  ‘tabbed sh eets’. E ach  se lec tab le  sh eet a llo w s data to b e  e lec tr o n ic a lly  
input in  accordance w ith  the data groups sh ow n  in ta b le  7.7. A n  exam p le o f  the ‘G en era l’ data  
tab sh eet sh ow n  w ith in  the D ata M anager can  be seen  in F ig u r e  7.1  b elow .
T he D ata  M anager p rovid es file  and data seria lisation  through the usual w in d o w s com m an d s  
such  as N E W , O PE N , C LO SE, S A V E , S A V E  A S  w here the input data f ile s  are stored  in a 
ded icated  binary form at. Editing support is a lso  p rovid ed  through the u sual w in d o w s  
application  com m and s such as CO PY , C U T, P A ST E , etc. T h is has the advantage that data can  
be q u ick ly  transferred b etw een  applications, for exam p le, data from  a sp readsheet can  b e p asted  
d irectly  into the D ata M anager.
147
Ph.D. Thesis Chapter 7 -  Numerical Analysis And Software Development
Figure 7.1 Main SAPTAM application screen showing the ‘General’ data area within the 
S APT AM Data Manager.
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T ab le 7.1 D ata M anager data groups
Group Data Units
General data Title (optional) n/a
Comments (optional) n/a
SAPTAM components (picats,terrain,sectrans) n/a
Receptor grid size n/a
No o f receptors OS Co-ordinates (m)
Average surface roughness n/a
Height o f airshed m
PICATS release mode (puff/continuous) n/a
PICATS time step mode (auto/standard) n/a
PICATS diffusivity mode (constant/local) n/a
PICATS source resolution cells
Meteorological data Date dd/mm/yy
Time hr/min
Wind direction, deg
Wind speed m/s
Temperature deg C
Monin-Obukhov length m
Mixing height. m
Source data ID (optional) n/a
Location OS Co-ordinates (m)
Dimensions (length, width, height) m
Emission rate g/s
Release temperature deg C
Release velocity m/s
Status n/a
Terrain data Location OS Co-ordinates (m)
Height m
Surface roughness m
Settings Mast height m
Mast terrain height m
Mast surface roughness m
Boundary condition mode n/a
Deposition velocity m/s
Settling velocity m/s
Release mechanics (buoyancy and momentum) n/a
7 .3  V IS U A L IS A T IO N  M A N A G E R
T he graphical representation o f  data and inform ation  is w id e ly  ack n ow led ged  as o n e  o f  the  
m o st e ffec tiv e  to o ls  for the interpretation and understanding o f  m o d e llin g  resu lts . G raphical 
representation  is a m ajor requirem ent w h en  u sin g  advanced  m o d e ls  w h ich  gen erate s ig n ifica n t  
am ounts o f  output data such  as C om putational F lu id  D yn am ic type m o d e ls . F ou r k ind s o f  
v isu a lisa tion  fa c ility  w ere developed  w ith in  the S A P T A M  softw are and are as fo llo w s;
I. F lo w  F ie ld  V ie w e r  : The flo w  v iew er  grap h ica lly  d isp lays any tw o  d im en sio n a l vector  
f lo w  fie ld  taken from  the three d im en sion a l w ind  v e lo c ity  fie ld  p red icted  b y  W IFS.
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G raphical p lots m ay  be generated for any C artesian p lane, that is, x y , x z  and y z , for  
singular p lanes or for depth averaged va lu es.
II. P a r t ic le  V ie w e r  : The particle v ie w e r  p rovid es a 2  d im en sion a l p article p lo t d isp la y in g  
the location  o f  each  particle relative to  the m od ellin g  dom ain  for an y  C artesian  p lane, 
that is , x y , x z  and y z  p lanes.
III. T e rr a in  V ie w e r  : T h is fa c ility  creates a surface p lot o f  terrain h e ig h t or surface
rou gh ness. F ig u r e  7 .2  sh ow s an exam p le p lot o f  terrain h eigh t taken  from  the  
V isu a lisa tion  M anager.
IV . D a ta  V iew e r . T h is fa c ility  en ab les the user to  v ie w  any o f  S A P T A M ’s n um erica l 
resu lts as a standard tex t file . T he D ata  V iew e r  p rovides Cut, C opy, P aste  rou tines in  
addition  to file  seria lisation  so  that any generated  resu lts can be ea s ily  exp orted  to a 
third party application  for further an alysis. F ig u r e  7 .3  sh o w s an ex a m p le  o f  the D ata  
V iew er.
F or both  the f lo w  fie ld  and particle v ie w in g  fa c ilities , S A P T A M  supports run-tim e  
v isu a lisa tion . T his p rovid es the p ow erfu l cap ab ility  o f  b ein g able to  v isu a lis e  p rogressive  
particle d ispersion  or w in d  fie ld  evo lu tion  after each  iteration o f  the sim u la tion  p ro cess  has  
b een  com p leted . T his fa c ility  enab les the user to  v isu a lise  the s im u lation  p ro cess  as an  
anim ated  seq u en ce o f  graphs.
7 .4  S IM U L A T IO N  M A N A G E R
T he S im ulation  M anager is an interactive graphical in terface w h ich  con tro ls and reports on  
the sim u lation  p rocess. The S im ulation  M anager en ab les the user to  input data regard ing th e  
sim u lation  process, for exam p le, duration o f  tim e step, total no o f  step s etc . O n ce the  
sim u lation  p rocess is active , the S im ulation  M anager reports on the status and p rogress o f  the  
sim u lation  p rocess. F ig u r e  7 .4  sh ow s a screen  dum p taken from  the S im u lation  M an ager  
T h e S im u lation  M anager in vokes, in itia lises and co-ordinates the various S A P T A M  m od el 
com p on en ts, that is, W IFS, PIC A T S, D E P O S IT IO N , C H E M K IN  and T E R R A IN . T he  
Sim u lation  M anager a lso  provides for the seria lisation  o f  output data during runtim e, 
p erm itting the user to store fu ll sim ulation  h istories w h ich  can then  be an a lysed  and su bjected  
to p ost p rocessin g  at a later date.
O n ce the sim ulation  cy c le  has b een  com p leted  control is transferred to  th e V isu a lisa tio n  
M a n a g e r .
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Figure 7.2 Screen dump showing terrain height using the SAPTAM Terrain Viewer
File Edit Tools Help
Figure 7.3 Screen dump showing surface data displayed using the SAPTAM Data Viewer
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Figure 7.4 Screen dump showing the S APT AM Simulation Manager
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7.5 WIFS MODEL
T he num erical d evelop m en t o f  th e W IFS m odel is presented  in tw o  section s . S e c t io n  7 .5 .1  
d iscu sse s  the num erical d evelop m en t o f  the m eso sc a le  com p on en t o f  W IF S, S e c t io n  7 .5 .2  
d iscu sse s  the num erical d evelop m en t o f  the m icrosca le  com p on en t o f  W IFS.
7.5.1 WIFS MODEL -  Mesoscale component
E q uations 6.1 to  6 .23  { s e c t io n  6 .3 , C h a p te r  6 )  form  a se t o f  n on -lin ear eq u ation s d escrib in g  a 
w e ll posed , c lo sed  boundary and in itial va lu e problem . A  so lu tion  to  th is p rob lem  can  n ot b e  
a ch iev ed  u sing  current analytical techn iques and so  a su itable n um erical m eth od  u sin g  a 
d iscrete approach w as sought. H ow ever, a num ber o f  issu es had to  be reso lv ed  b efore a 
n um erical so lu tion  cou ld  be fu lly  im plem ented .
O btaining a so lu tion  to equations 6.1 to 6 .23  w as found to  b e prob lem atic g iv e n  that the  
eq u ation s p o ssess  com p on en t parts w hich  exh ib it d istinct m athem atical p rop erties and require  
sp ec ific  num erical treatm ents to  ensure a stable so lu tion  is ach ieved . T h ese m ath em atica l 
properties are form ally  c la ss ified  as hyperb olic , parabolic or e llip tica l in accord ance w ith  the  
d erived  roots o f  the eq u ation (s). T his form al m ethod  o f  c la ssifica tio n  states that a sy stem  o f  
q uasi-linear P D E ’s o f  the first order w ill  be ca lled  hyperb olic  i f  its h o m o g en o u s part adm its  
w a v e-lik e  so lu tion s (H irch (1 9 8 8 )). W here hyperb olic  eq u ation s are a sso c ia ted  w ith  
propagating w a v es, for exam p le, advection , parabolic equations adm it so lu tion s a sso c ia ted  w ith  
dam ped w a v es, for exam p le, d iffu sion . Further reading on  the c la ss ifica tio n  o f  eq u ation s can  be  
foun d  in K aplan (1 9 8 1 )  and K reysiz  (1 9 8 8 ). A p p lica tion  o f  th is form al sy stem  o f  c la ss ific a tio n  
to  equations 6 .1 , 6 .2  and 6 .3 , reveals that the base f lo w  equations contain  both h yp erb o lic  and  
parabolic parts. T he type o f  c la ssifica tion  assoc ia ted  w ith  an equation  in d icates w h ich  
num erical m eth od (s) can be em p loyed  to  obtain a so lu tion . T he d ifficu lty  arises in fin d in g  a 
so lu tion  to  an equation w h ich  has com p onents parts w h ich  exh ib it m ore than on e ty p e  o f  
cla ssifica tion . T his is due to  the fact that num erical m ethods are u su a lly  o n ly  su ited  to  so lv in g  a 
particular c la ss o f  equation, that is, hyperb olic , parabolic or e llip tica l. In the c a se  o f  eq u ation s
6 .1 , 6 .2  and 6 .3 , som e m ethod  o f  separating the various parts o f  the sy stem  o f  eq u ation s is  
required i f  a robust and stable so lu tion  is to be obtained. This w a s ach ieved  u sin g  the m eth od  o f  
fractional steps (Y an en ko (1 9 7 1 ), Sod (1 9 8 7 )) , w h ich  e ffe c tiv e ly  d eco m p o ses  the set o f  f lo w  
eq u ation s into subsets o f  on e or tw o  d im en sion a l su b-eq uation s or 'operators' o f  sim ilar  
m athem atical characteristics. The operators are then  so lv ed  in series or p arallel u sin g  
appropriate num erical sch em es. The va lu es o f  the dependant variab les are updated  w ith  each  
iteration in tim e and the p rocess repeats. S e c tio n  7 .5 .3  dem onstrates the ap p lica tion  o f  th is  
m ethod  to the govern ing  f lo w  equations.
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A  further d ifficu lty  arises in find ing a  so lu tion  to equations 6.1 to  6 .2 3 , as a resu lt o f  the  
non-lin earity  present in a num ber o f  the system  equations. W ithin  the atm osphere there are 
spatial sca les  in w h ich  k inetic  en ergy  is b ein g  produced, and a lso  sca les  in w h ich  k in etic  en ergy  
is b ein g  d issip ated  into heat b y  m olecu lar interactions. In the first ca se  the sca les  o f  m o tio n  are 
ty p ica lly  o f  the order o f  a hundred m eters to a hundred k ilom etres, w hereas the sc a le s  o f  
m otion  sign ifican tly  affected  b y  m olecu lar interactions are o f  the order o f  a cen tim etre or less. 
In b etw een  th ese  op p osite  sca les ex ists sca les  o f  m otion  that are n ot d irectly  in flu en ced  b y  
either m olecu lar d issip ation  or b y  the forces generating the k in etic  energy. C on seq u en tly , it 
can  b e  exp ected  that over  th ese interm ediate sca les, the k inetic  en ergy  per unit w a v e  num ber  
per unit m ass, E (k ) ,  as a function  o f  w a v e  num ber, is proportional to  the spatia l sca le  o f  the  
m otion  and the rate at w h ich  energy is b ein g  rem oved  at the m uch  sm aller  sca les  
(P ie lk e (1 9 8 4 )). S in ce  k in etic  energy d oes n ot accum u late o n ce  the larger sca le  forc in g  is  n o  
lon ger present then the en ergy  m ust be transform ed w ith  tim e into sm aller and sm aller  s iz e s  
until th ey  are o f  a centim etre or le ss  in m agnitude and can be rem oved  b y  m olecu lar  
in teractions. A ssu m in g  E {k )  is dependent o n ly  on  w a v e  num ber and d issip ation  rate w h ere ,
E ( k )  =  a e 2 /3 r 5 / 3  7.1
w here a  is a proportionality  constant, s  has units o f  en ergy  per unit tim e per unit m a ss and  
&=2tt/Z  g iven  L  is the w avelength . The reg ion  w here k inetic  en ergy  is in depend en t o f  the  
original forcing  o f  the m otion  and o f  its d issip ation  b y  m olecu lar v isc o s ity  is referred to  as the  
in e r t ia l  su b r a n g e .
W ithin  a num erical m od el, the cascade o f  en ergy  to sm aller and sm aller sc a le s  is  unable to  
take p lace due to  the fact that the m od el re lies on a d iscrete representation  o f  th e p h y sica l 
continuum . T he sm allest reso lvab le feature w h ich  can be obtained  b y  th is d iscrete  
representation has a w avelen g th  o f  tw o tim es the d iscrete resolu tion  o f  the m o d e l, that is, tw ic e  
the m esh  or grid interval e .g .2A x . Furtherm ore on ly  w a v es  o f  n A x  can be reso lv ed  b y  the m esh  
w here n >  2 and is an integer. C onsider tw o  w a v es  o f  equal am plitude a„,
0 Cj =  a 0  co s  Ax and a 2  =  oc0  cosA:2Ax 7 .2
then a non-linear interaction b etw een  the w a v es  can be sh ow n  as,
a , a 2  = 0 Cq c o s  A:, A x c o s  & 2  Ax 7.3
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or u sin g  trigon om etric id en tities,
a i a 2  =  —-[cos((& j +  k 2 )A x) +  c o s ^  -  k 2 )A x)] 7 .4
It can  be seen  from  equation  7 .4  that tw o  n ew  w a v es, w ith  w a v e  num bers (&,+ k2)  and ( k r  
k 2), resp ective ly , are created from  the in itial interaction. A ssu m in g  that a n um erica l so lu tio n  o f  
the in teraction  is attem pted and that a  2Ax and a 4 Ax w a v e  interact, then  u sin g  eq u ation  7 .4  it 
can be sh ow n  that the resu lting w a v e le ts  w ill h ave a w a v elen g th  o f  1.33 A c and 4A c. O b v io u s ly  
the 4A c w a v e  can be reso lved  b y  the m esh  but the 1.33 Ax cannot as it is le ss  than th e sm a lle st  
reso lvab le  w avelen g th  o f  2A c . Instead the 1 .33Ax w a v e  w ill b e seen  as a  4A x w a v e  as th is  is  
the first in teger m ultip le o f  1.33 A c to occur. W aves that appear in th is m anner are sa id  to  h ave  
a l ia s e d  to  lon ger w avelen gth s.
W h en  w a v e  interactions occur in the real w orld , w a v es o f  sm aller and larger w a v e le n g th s  
result. E ven tu a lly  w a v es  attain a s ize  at w h ich  m olecu lar d issip ation  can  e lim in ate  m o tio n . For  
a n um erical m od el u sin g  a d iscrete approach, w a v es  sm aller than 2A x are erron eou sly  seen  as  
larger sca le  w a v es. T h ese larger-scale w a v es  interact and again  transfer their en ergy  to  larger  
and sm aller sca les. A s  the natural cascad e o f  w a v e  en ergy  is  interrupted then  a fa lse  en erg y  
build-up  occurs as en ergy continues to  b e added to the m od el through the forc in g  term s, but 
w ith  its d issip ation  im properly represented. C onsequ en tly , the n um erical so lu tion  can  d egrad e  
into m ean in g less com putational n o ise  cau sin g  the dependent variab les o f  the m o d e l to  in crease  
in m agnitude w ithout bounds. T h is behaviour is referred to  as n on -lin ear in sta b ility  and  
ty p ica lly  resu lts in a d iverg in g  m ean in g less num erical so lu tion . N o n -lin ea r  in sta b ility  can  b e  
m in im ised  b y  the correct se lec tio n  o f  the tem poral and spatial in tervals w ith  resp ect to  the  
w a v elen g th s present. T h is can lead to  a reduction in the practical u se  o f  a m o d e l as it re lie s  
h ea v ily  on the exp erience o f  the m od eller  in d ecid in g  w hat th e op tim u m  sp acin gs sh o u ld  b e. 
For scen arios in vo lv in g  irregular topography then a variety  o f  larger and sm aller w a v e le n g th s  
m ay arise from  w ave interactions at the surface, adding further co m p lex ity  to th e p rob lem .
T he m in im isation  o f  a liasin g  and non-linear instability  w ith in  the W IFS m o d e l eq u ation s  
w as ach ieved  through a process o f  linearisation . T he use o f  depth averaged  variab les U ,V  
already reduces the vertical sub-grid  w a v es to  a s in g le  average w avelen g th . U n fortu n ately , n o  
such  m echan ism  cou ld  be em p loyed  to  prevent or reduce a liasin g  e ffec ts  from  h orizon ta l w a v e s
The linearisation  o f  the m ain  f lo w  equations 6 .1 , 6 .2  and 6 .3 , w a s ach ieved  u sin g  the  
con cep t that the depth average f lo w  v e lo c ity  can be exp ressed  as the sum  o f  a m ean  and  
fluctuating p a r t , that is, U  =  U  + U ' . A lthou gh  the m ajority o f  term s in eq u ation s 6 .1 , 6 .2  and
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6 .3 . are non-linear, o n ly  th ose term s that produce w a v e  products, that is, the a d v ectio n  term s  
and bed shear stresses n eed  be linearised.
L inearisation  o f  the ad vective  parts g iv e s  after som e m anipulation,
d t
+  U
d \J '
d x ay
7.5
T his form  o f  linearisation  assu m es that
* L o , * L o ,  and U ' ^  =  0
d t  d x  d x
7 .6
C learly  the equation  7 .6  b ecom es in con sisten t as the fluctu ating  term  approach es a sim ilar  
order o f  m agnitude to its m ean counterpart. T he approach a lso  n ecessita tes  pre-treatm ent o f  th e  
input data to  obtain  U and U' at the boundaries. U nfortunately , th is type o f  lin earisa tion  can  
o n ly  be ap plied  to  re la tively  h om ogen ou s f lo w s  w here the variation  o f  U' is at lea st an order 
o f  m agnitu de o f  le ss  than U .
In the present case, the application o f  the N ew to n  m ethod  o f  linearisation  w a s fou n d  to  b e  
m ore su itab le to the ev o lv in g  nature o f  the f lo w  problem . T his lin earisation  p ro cess  e ffe c t iv e ly  
d ecou p les  the n on-lin ear term s in tim e b y  representing the n on -lin earity  as a lin ear fu n ction  o f  
the d ep en dent variable evaluated  over current and h istorical p o in ts in tim e. E q uation  7 .7  sh o w s  
the N ew to n  linearised  form  taken by a on e d im en sion a l ad vection  operator w h e n  ex p ressed  
u sin g  forw ard tim e centre sp ace notation (FT C S).
TTn + 1  _  TTn f  r/ n + 1  _  r /n+MU i U i _  _ j jn  u i+\ u \-\ < 7 7
A t  1 V 2 Ax J
L inearisation  o f  the bed  shear stress term s takes a sim ilar form  w here
( t / , 2 ) n + 1  «E /,nC/*n + 1  7 .8
In the case  o f  both the advection  operator and the bed  shear stresses , the n o n -lin ea r ity  o f  the  
product term  has b een  rem oved by approxim ating the non-lin ear term  as the p rod u ct o f  the  
dep en dent variable at t  =  n + 1 , and a c o e ffic ie n t w here the va lu e o f  the c o e ffic ie n t is  eq u al to  the  
h istorica l va lu e o f  the dependent variable ob served  at t  =  n.
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T he accuracy  o f  equations 7 .7  and 7 .8  is in versely  proportional to  d U /d t  and to  the v e lo c ity  
step d U . T he assoc ia ted  errors can be m in im ised  b y  a su itable c h o ic e  for the s im u lation  tim e  
step , At. A  sm aller va lu e o f  At w ill  d ecrease the m agnitude o f  the v e lo c ity  step  d U ,  so  that U n 
- > £ / n + 1  as U n is updated m ore frequently.
A p p lica tion  o f  the fractional steps m ethod  in conjunction  w ith  the N ew to n  lin earisation  
approach perm its the d evelop m en t o f  a num erical sch em e for the so lu tion  o f  the f lo w  eq u ation s
6.1 to  6 .2 3 . T he equations are so lv ed  in series o f  com putational stages. T he prim ary stage  
so lv e s  the tw o  d im en sion a l depth average f lo w  equations ( s e e  e q u a tio n s  6 .1  to  6 .3 )  u s in g  a 
rectangular m esh  o f  x n  X y n  n od es. T he reso lved  depth average v e lo c it ie s  are then  transferred  
into the n ex t com putational stage from  w h ich  the vertical v e lo c ity  com p on en t, w ,  and a vertica l 
p rofile  o f  the horizontal v e lo c ity  com p onents, u  and v, are generated. T he fin a l output from  the  
m o d e l is a three d im ensional w in d  field  constructed  from  x n x y n x  z n  vectors.
T he fo llo w in g  su b -section s provide a d iscu ssio n  o f  the num erical m ethod s em p lo y ed  in  the  
com p utational stages o f  the m odel.
7.5.1.1 Preparation of the input data
T he input data em p loyed  b y  W IFS com p rises ob served  m eteo ro lo g ica l data recorded  at a 
sp ec ific  tim e relative to heigh t above the Earth’s surface, surface rou gh n ess and h eig h t ab ove  
sea  le v e l. T he m ajority o f  m eteoro log ica l ob servations are u sually  ob tain ed  u sin g  a  10m  or 30m  
w eather m ast. T he ob served  m eteoro log ica l data can be con sid ered  to  h ave b een  characterised  
b y  the environm ental features w ithin  the area in w h ich  the data w a s recorded, su ch  as, loca l 
surface roughness, terrain h eigh t etc. In order that the data can  be extrapolated  to  other  
loca tion s w ith in  the dom ain  it m ust first be ‘c lea n ed ’. T he ‘c le a n in g ’ p ro cess  in v o lv e s  
rearranging the vertical v e lo c ity  profile relationship  ( s e e  e q u a tio n  6 .1 3 ) in  order that the  
surface friction  v e lo c ity  can be evaluated  from  both the u and v v e lo c ity  com p on en ts g iv e n  that 
w in d  v e lo c ity , surface roughness, h eigh t and stability  are all k now n  input param eters. T he  
vertica l v e lo c ity  p rofile  relationship  ( s e e  e q u a tio n  6 .1 3 ) is then ap plied  in its orig in a l form  
together w ith  the calcu lated  surface friction  to estim ate the vertica l v e lo c ity  p ro file s , at the  
original po in t o f  observation , for the horizontal com ponents o f  v e lo c ity , u  and v. T h e vertica l 
v e lo c ity  p rofiles o f  the horizontal v e lo c ity  com p onents, u  and v, are then  n u m erica lly  in tegrated  
v ia  S im p so n ’s rule o f  integration to  y ie ld  the depth averaged , horizontal co m p o n en ts  o f  
v e lo c ity , U  and V . T he va lu es o f  U  and V  are then used  to so lv e  the appropriate boundary  
con d ition s ( s e e  s e c t io n  7 .5 .1 .2  f o l lo w in g ) .
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7.5.1.2 Solving the boundary conditions
G iven  that va lu es o f  the dependent variables, ( U ,V ,H ), are o n ly  a va ilab le  at th e corners o f  the  
d om ain  then a su itable m ethod w a s required to  generate va lu es o f  the d ep en d en t variab les a lon g  
the ed g es  o f  the dom ain. T h is w as a ch ieved  b y  reducing the p rob lem  to  severa l n um erical 
steps;
S te p  1 : A  linear interpolation  routine ( s e e  f ig u r e  7 .5 ) w as u sed  to  ca lcu la te  the v a lu es o f  U  
and V  a lon g  the ed g es  o f  the dom ain ly in g  perpendicular to  the resp ectiv e  d irection  o f  the  
v e lo c ity  com p onents.
V
U
i
T T
" X
V-
U edRe = U  corner! +  « A X |
^  comer 2 ^  comer 1
X
u
"V"
F igure 7.5 D iagram  sh ow in g  the declaration  o f  boundary con d ition s for s te p  1
S te p  2  : On application  o f  the boundary con d ition s stated in chapter 6 , n am ely  that 5 U /5 x j= 0 , 
then  the transfer o f  m om entum  equations, that is equations 6 .2  and 6 .3 , can  b e  s im p lif ie d  to a 
on e d im en sion a l form . L inearisation  o f  the ad vective  and shear stress term s g iv e s  th e transfer  
o f  m om entum  in U  as,
At y + u u
' T  rn+l r rn+1 N
Ui+\J U i - \ . j
= g
( J-In JJn \
ni+\,j ni-\J +K"i,i
r T / ”+1 IT / ”+1 _u T /"+1 ^
U  i+1,7 ZL/i,7
+ ™5i
2tx j 2A *  J  ^ J h ".j - + f K j
7 .9
w here i= \ ,2 . .x n  w ith y —1,2.. y n .  T he c o e ffic ie n t y is set to  un ity  in the ca se  o f  the transient 
so lu tion  to 7 .9  and set zero in the case o f  it’s steady state so lu tion  i.e . d \J /d t= 0 .  T h e stead y  
state so lu tion  to  equation 7 .9  is  on ly  required to prim e the in itial con d ition s prior to  th e first
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sim u lation  step , after w h ich  h istorical va lu es o f  the dependent variab les are av a ila b le  and the  
transient so lu tion  can b e reso lved .
C areful ob servation  revea ls that equation 7 .9  can be rearranged to form  a tri-d iagonal 
system  o f  equations in U , w h ere a U *Aj + 6 £/"j + c U *+l;j =  d .  C losu re o f  the tri-d iagonal
system  requires that both U "j and U "n J  be k now n a p r io r i .  T h is con d ition  is sa tisfied  as both
v a lu es o f  U  are availab le a lon g  the boundaries i=  1 and i =  x n  for all j ,  from  s te p  1 . T h e tri­
d iagonal system  o f  equations is  then so lv ed  u sin g  the T hom as A lgorith m . A  sim ilar resu lt is  
obtained  in V  so  that both U  and V  are d efin ed  a lon g  all w a ll boundaries o f  the d om ain .
S te p  3  : H av in g  calcu lated  the transfer o f  m om entum  alon g the d om ain  b oundaries then  th e  
con servation  o f  m ass m ust be ensured. A p p ly in g  a sim ilar approach to  that adopted  in  s te p  2 ,  
equation  6.1 can be reduced to  a one d im en sion a l form  as 3U /ck j= 0  and SH /5xj=0  so  that,
r j / l+ l  T i l l  \  f
HL U Z 3 j _ \  + u r«
At
T T l l + l  W " + l ^
ni+lj ni-\J
2 Ax
+ H;
f/'+iUi+i,j u
71+1 \
'-1,7
2 Ax
= 0 7 .10
A s  before, y is unity  for the transient so lu tion  to  equation 7 .1 0  and zero  for the stead y  state 
so lu tion . E quation 7 .1 0  form s a tri-d iagonal system  o f  equations in H  w h ich  are then  so lv e d  
u sin g  the T hom as A lgorithm . A s b efore a sim ilar result is obtained  for V.
A ll o f  the num erical sch em es em p loyed  in steps 1 to  3 are secon d  order accurate in sp ace  
and con d ition a lly  stable on  the hydrostatic assum ption  b ein g  sa tisfied  { s e e  s e c t io n  6 .4 ) .
7.5.1.3 Solving the initial conditions
T he tim e ev o lv in g  so lu tion  to the f lo w  equations 6.1 to 6 .3 , C h a p te r  6 , requ ires that the  
va lu e o f  the dependent variables are k now n  for som e initial con d ition  t0 w here U = U 0, V = V 0, 
and H = H 0. C learly, it w ou ld  be both im p ossib le  and im practical to  re so lv e  all o f  the in itia l 
con d ition s d irectly  from  fie ld  m easurem ents. A s  a result a su itab le n um erica l m eth od  is  
required to derive the in itial con d itions from  b asic considerations o f  the availab le input data.
N orm al practice (H irch (1 9 8 8 ),P ie lk e (1 9 8 4 ))  su ggests that the in itia l co n d itio n s can  b e  
derived  by setting the dependent variable to  zero at t0. The govern in g  f lo w  eq u ation s are then  
so lv ed  w ith  respect to  the appropriate boundary con d itions. A s  the so lu tion  m atures through  
the evo lu tion  o f  the boundary con d itions, the dependent variable take on n on -zero  va lu es. In  
th is w ay  the initial con d itions are ‘stead ily  grow n ’ over a period o f  tim e . E ven tu a lly  a con d ition  
is reached w hen  in fluence o f  the open ing zero assum ption has b een  co m p lete ly  lo st from  the
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m em ory  o f  the num erical so lu tion  and the va lu es o f  the d ependent variable are d ictated  so le ly  
b y the b ehaviour o f  the boundary con d ition s. H ow ever, the additional sim u lation  tim e  required  
to  grow  the in itial con d itions w as considered  too  m uch o f  a com p utational ex p en se  g iv e n  that 
the current m od el w as intended  for a low er grade com p utational en v iron m en t i.e . PC  
tech n o lo g y .
In order to op tim ise  on  com putational perform ance a m ethod  w a s d ev e lo p ed  w h ich  cou ld  
generate the in itia l con d itions at the very  o n set o f  sim ulation. T h is w as a ch iev ed  through tw o  
com putational steps;
S te p  1 : T he dom ain  depth H q w a s se t accord ing to equation  7.11 b e lo w , for  a ll i and j  
taking care that the hydrostatic assum ption  rem ained satisfied .
H q. j — ^max +  z ,U.I
7.11
w here z m a x  is the heigh t o f  the dom ain  taken from  the lo w est  terrain p oint, zT is th e terrain  
h eigh t at i j  and z q  is the surface roughness heigh t at i j .
S te p  2  : E quations 6 .2  and 6.3 can be s im p lified  assu m ing that d \ J / d t = Q  i.e . stead y  state 
con d ition s, and U S U /d x - t » K d 2X J / d x l 2  w here the contribution m ade by d iffu sion a l p ro cesses  
acting in U  w ill b e n eg lig ib le  in com parison  w ith  the contribution  m ade b y  a d vection  a lso  
acting in U . C onsiderin g the U  com p onent o f  v e lo c ity  then lin earisation  o f  the a d v ec tiv e  and  
shear stress term s g iv e s  the transfer o f  m om entum  in U  as,
u°.
ij
i f  —i f
UiJ Ui+ \j
Ax
+  V°- ij
I fu iJ+1 ■If-i j - 1
2 Av
T-Jll J]H
n i+ \j n i - \ j
2Ax
I f  -  U P  + TP Ui j +1 ZUi j  +  Ui j - 1
A /
u ? [ i f :
7 .1 2
w here u o  is the dom ain  averaged v e lo c ity  and evaluated  from  the v a lu es o f  U  on  the  
dom ain  boundaries. A pplication  o f  a B a c k w a r d  S p a c e (B S )  operator for U d U /d x  p erm its  
equation 7 .12  to b e rearranged into a c lo sed  system  o f  tri-d iagonal eq uations in i for j = \ , 2 . . y n .  
A s before, the tri-d iagonal system  o f  equation is  then so lv ed  u sin g  the T h om as A lgorith m . 
C losure o f  the system  is ach ieved  w ith  the aid o f  the boundary con d ition s ca lcu la ted  in s e c t io n
7 .5 .1 .2 .
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7.5.1.4 Solving the governing flow equations
T he so lu tion  o f  eq u ation s 6.1 to 6.3 requires the application  o f  the m ethod  o f  fractional steps  
(Y an en ko (1 9 7 1 ), Sod  (1 9 8 7 ))  to d ecom p ose  the govern ing  f lo w  eq u ation s in to  their  
con stituent parts. E ach  part o f  the equation then so lv ed  in the fo llo w in g  order for a g iv e n  tim e  
step n  as tn - > /n+1,
I.
II.
III.
IV .
V .
VI.
V II.
U l - U n _  j j d U  y d U  
A t d x  d y
V 1 -  V n d V  d V
- ______ l_-  - i / —— ~  V ——
A t d x  d y
U 2 - U x „  d 2 U  „  d 2 U  
=  K v — =- +  K ,
A t
V 2 -  V 1
A t
H n+l - H "
d x  
d 2 V
y d y ' 
d 2 V
d x ' y  . 2dy*
^ u M _ H c i u _ v d H _ H d v
A t  d x  d x  d y  d y
U n+l -  U 2 
A t
dH  U*g --------------- + j V
6  d x  H
y t l + \  _  y 2
A t
d H  K  fTT
=  8 l f y ~ ~ H ~ f U
A d v e ctio n  operator in  U  
A d v e ctio n  operator in  V
D iffu s io n  operator in  U  
D iffu s io n  operator in  V
C on servation  o f  M ass
M om en ts in U
M om en ts in V
The operators I to  V II are so lved  in series so  as to ev en ly  distribute an y  errors inherent in  
the num erical sch em es. The stability  o f  the fractional steps algorithm  is  su b ject to  the  
con d ition  that the num erical schem es u sed  to so lv e  the various operators, are th e m se lv e s  stable. 
E xam p les o f  the ap plication  o f  the m ethod o f  fractional step to  on e and tw o  d im en sion a l partial 
differential equations can  b e found in J azc ilev ich  (1 9 9 4 ) and H irch (1 9 8 8 ).
T he com putational so lu tion  o f  the f lo w  operators I to  V II, w a s ach ieved  w ith  th e  aid  o f  
linearisation  u sing  a variety  o f  im p lic i t  num erical sch em es. A s  a con seq u en ce , the n u m erica l 
sch em es are on ly  con d ition a lly  stable on  the hydrostatic assum ption  b ein g  sa tisfied .
O perators I to V  w ere so lved  using the A lternating D irection  Im p lic it (A D I) fin ite  d ifferen ce  
m ethod , (Peacem an  e t  a l. (1 9 5 5 )) . The im p lic it A D I m ethod  w a s se lec ted  for it ’s u n con d ition a l 
stability  in tw o  d im en sion a l space and it ’s secon d  order accuracy  in sp ace and tim e . A n  
o v erv iew  o f  the A D I m ethod  has been provided  in A p p e n d ix  E . T h e operators V I and V II w ere  
so lv ed  u sing  an im p lic it Forward T im e Centre Space (FT C S) sch em e. B oth  the A D I and Crank  
N ich o lso n  sch em es lead  to a c lo sed  tri-d iagonal system  o f  eq u ation s w h ich  can  b e so lv e d  u sin g  
an appropriate back substitution  m ethod i.e. T hom as A lgorithm .
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E xp ressin g  the f lo w  operators I to  V II in d iscrete notation  and w ith  resp ect to  their n um erica l 
so lu tion  sch em es g iv es,
I.
II.
III.
IV .
V .
V I.
VII. 
VIII 
IX.
X .
XI.
XII.
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= - u a-
U <J AAx 4Ax
- V 2.rtj
(  ijn+\ rrn+1 'X 
ni,j+1 nij-1
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■H?j'
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4Ay
J j n + \  T / 2  TTl l  +  \ Z J "+ 1  U ±
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w here TJa = U « + ((£ / 2 - £ / n) / 2 )  for a sw eep  in x  for IX  and a sw eep  in y  for X .
A s already stated all o f  the num erical sch em es em p loyed  are u n con d ition a lly  stab le  in sp ace  
and tim e subject to  the hydrostatic assum ption  b ein g  sa tisfied . T h is co n clu sio n  w a s reach ed  
based on the ap plication  o f  the Fourier an a lysis through the von  N eu m an n  stab ility  an a lysis
criteria (H irch). T h is requires substitution o f  U" =  < ^ " e ^ x e ^ y and V" =  h)2 e X^ x e ^ y into I
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to  X II ab ove. T he resultant equations are then rearranged to g iv e  the form  £ , " + 1  =£,(& ) x ^ n 
from  w h ich  the n um erical sch em e is said  to  be stable w hen  \% (k \  < 1 . 0  and u n con d ition a lly
stable w h en  \% {k \  < 1 . 0  for all w ave num bers and courant num bers.
T he ap plication  o f  the von  N eum ann m ethod  is dem onstrated for the lin earised  ad vection  
operator in U  i.e . I and III. Rearranging I and III, ab ove g iv e s
U n+m  +  <DX ( t / ^ j 2  -  U f iV 2 ) =  U n -  <Dy (t/Jj+ 1  
U n+l +  0 y (£/JJ 11 -  ^ | )  =  U n+m -  o x ( c / ^ j 2
7.13
7 .1 4
g iv en  0 „ = -------  and = -------w here a  and b  are the lin earised  ad vection  con stants.
6  * 4A x '  4  Ay
Substitu ting U" =  ^"e™ ^x e ^ y into 7 .13  &  7 .1 4  and d iv id in g  through b y  e ^ x e  ' ^ y g iv e s ,
4
h+1/2
1  +  0 , 1 - 0 y
r +1 l + <Dr e y -e y _ gn+1/2 l-4> i e ^  -eV J_
7 .15
7 .1 6
Substituting for e 1^  = c o s ^  —i s i n ^  into 7 .1 7  and 7 .18 , and rearranging to  obtain  the  
form , £ " + 1  = ^ { k ) x ^ n g ives,
^n+ 1 / 2  _^ n [ l - (D yi s i n ^ ]  
[l +  O ^ s i n ^ ]
for equation  7 .15 7 .1 7
and
h+ 1  trn+1 / 2 l - 0 , i s i n ^
1 + O i sin. ^
for equation  7 .16 7 .18
Equating 7 .17  and 7 .18  perm its the am p lification  factor %(&) to  b e  evaluated  as,
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(l +  z O xz s i n (f)x )(l +  z<Pyz s in  <fiy )
7 .19
For num erical stab ility  to  be ensured then  \% (k \  <  1 .0  . In the case  o f  7 .1 9  the d en om in ator
w ill  a lw a y s b e greater than its num erator irrespective o f  and O y  so  that th e stab ility  
con d ition  is  a lw ays satisfied . The sch em e is therefore said  to be u n con d ition a lly  stable.
7.5.1.5 Calculation of the instantaneous components o f velocity.
T he fin a l stage o f  com putation  requires the estim ation  o f  u ,v  and w  from  the p red icted  va lu es  
o f U ,  V a n d  H.
T he variation  o f  u  and v  w ith  height are obtained  b y  so lv in g  equation  6 .1 4  for each  i j  node. 
G iven  that the depth average ve lo c ity , UD, is a lready know n then the appropriate form  o f  6 .14  
can  b e rearranged in term s o f  the surface friction  v e lo c ity , U*v T he integral com p on en t o f  
equation  6 .1 4  is  evaluated  num erically  u sin g  the S im p son  rule o f  in tegration . E q uation  6 .1 4  is 
then  so lv e d  d irectly  to provide a va lu e for the surface friction  v e lo c ity  at each  i j  n o d e  . The  
va lu e o f  the surface friction  v e lo c ity  is  then  substituted  into the appropriate form  o f  the vertica l 
v e lo c ity  p rofile  equation (s e e  e q u a tio n  6 .1 3 ) .  T h e horizontal com p on en ts o f  v e lo c ity , u  and v, 
can  then  b e  ca lcu lated  from  equation 6.13 for all z  w here z  =  M z  g iven  k  =  1 ,2 , . .  n.
C alcu lation  o f  the vertical com ponent o f  v e lo c ity  w  is obtained b y so lv in g  eq u ation  6 .1 7 , that
is,
w ( z )  =  z ( z )  +  Ut j x ( z )  +  VT]y ( z ) 7 .2 0
w here
and
E xp ressin g  equation 7 .20  in a discrete form  g iv e s ,
7.21
w here
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and
2  A x H ”y  [  2 Ax
2A y  H ™  {  2  A y 2 A y
G iven  that equation 7.21 com p rises o n ly  a s in g le  unknow n param eter then  vertica l v e lo c ity  
com p on en t can be reso lved  through the substitution  o f  the appropriate param eter va lu es. 
H o w ev er , the horizontal com ponents o f  v e lo c ity  m ust b e k now n at all n o d es in  the x , y  ,z  grid  
b efore the vertica l v e lo c ity  com ponent can  be calcu lated .
T h is co m p letes  the num erical process lead in g  to  the estim ation  o f  the m e so -sc a le  w in d  fie ld .
7.5.2 WIFS MODEL -  Microscale component
G iven  that the m odel system  equations 6.1 to  6.23 cannot be ap plied  to  the m icro -sca le , a 
separate com p on en t w as d evelop ed  to  p rovide estim ates o f  the p reva ilin g  three d im en sion a l 
w in d  fie ld  over  the m icro-sca le  o f  interest, that is  , le ss  than 10 km . T he o b je ctiv e  in  th is case  
w as to  p rovide a s im p lified  m odel to  enab le PIC A T S to operate in the m icro -sca le . T his  
s im p lified  m od el w ou ld  be replaced at a later date w ith  a m ore ad vanced  m icro -sca le  w in d  fie ld  
m o d e l d evelop ed  as part o f  further work.
T he m icro -sca le  w ind  field  m odel e ssen tia lly  com p rises a series o f  com p u tation a l stages as 
fo llo w s;
S ta g e  1 - I n te r p o la t io n  o f  o b s e r v e d  m e te o r o lo g ic a l  d a ta  w ith  r e s p e c t  to  t im e  
T he ob served  m eteoro log ica l data are all referenced  to sp ec ific  in stan ces in tim e and  
averagin g  periods. In order that a global spatial in terpolation o f  the data can  be undertaken then  
all data m ust be referenced  to the sam e point in tim e. This is ach ieved  u sin g  a standard first 
order linear interpolation schem e, see equation  7 .2 2  b elow .
7 .22
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w here a  is the relevant m eteoro log ica l param eter, t  is the tim e at w h ich  the ob servation  w as  
recorded  and a , b  and n  are in dices assoc ia ted  w ith  tim e w here b >  n >  a. T h e va lu e o f  each  
m eteo ro lo g ica l param eter is evaluated  for each  p o in t in tim e tn. I f  tn >  t b then  a n= a b s im ilar ly  
i f  tn  <  ta  then o P = o f l .
S ta g e  2  -  E s tim a tio n  o f  d e p th  a v e r a g e d  v e lo c i ty  
T h e tim e interpolated m eteoro log ica l va lu es calcu lated  in S tage 1 are then  u sed  to  ca lcu la te  
the depth averaged  horizontal com p onents o f  v e lo c ity , U D. T h is is  ach ieved  u sin g  th e sam e  
n um erica l m ethod  presented in s e c t io n  7 .5 .1 .1 .  P lease  refer to  th is sectio n  for further 
d iscu ssion .
S ta g e  3  — S p a t ia l  I n te r p o la tio n
T h e m ethod  o f  spatial interpolation o f  the data depends largely  on  the n um ber o f  ava ilab le  
data points. B ased  on  the d iscu ssion  presented  in s e c t io n  6 .4 .3 , C h a p te r  6 , a o n e  d im en sion a l 
in terpolation  routine w as adopted. This a ssu m es that on ly  a s in g le  sou rce o f  data is lik e ly  to be  
a va ilab le  for a g iv en  dom ain.
S ta g e  4  — C a lc u la tio n  o f  th e  v e lo c i ty  c o m p o n e n ts  u,v, a n d  w.
T he fin a l stage o f  the p rocess is to ca lcu la te  the va lu es o f  the v e lo c ity  com p on en ts  u ,v ,  and w . 
T h is is ach ieved  u sing the num erical m ethod s presented  in s e c t io n  7 .5 .1 .4  su bject to  a num ber  
o f  m od ifica tion s. The e ffec t o f  the surface on  the f lo w  fie ld  is con strain ed  b y  the m ix in g  h eigh t  
so  that ab ove the m ix in g  heigh t u ,v , and w  are assu m ed  constant. B e lo w  the sp ec ified  m ix in g  
h eigh t, u ,v , and w  vary in accordance w ith  the relationships p resented  in s e c t io n  7 .5 .1 .4 .  
C onsequ en tly , in equations 6 .13 , 6 .14  and 7 .21 , H  is assigned  the va lu e  o f  the m ix in g  h eigh t. 
P lea se  refer to  s e c t io n  7 .5 .1 .4  for further d iscu ssion .
T he ab ove stages o f  com putation  are undertaken for each  iteration in tim e. T h is co m p letes  the  
n um erica l p rocess leadin g to the estim ation  o f  the m icrosca le  w in d  fie ld .
7 .6  P IC A T S  M O D E L
T he so lu tion  to  the system  o f  equations w h ich  form  the basis o f  P IC A T S m o d e l (s e e  c h a p te r  
6 .0 , s e c t io n  6 .5 ) ,  w as ach ieved  using a phased  num erical approach. Three d istin ct p h ases w ere  
id en tified  w hich  encapsulate the various stages o f  pollutant transport. T h ese p h ases are ;
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I. Particle R elease  P hase (PR P)
II. Trajectory E valuation  Phase (T E P)
III. S ink /S ource C orrection P hase (SC P )
T h e PR P and TEP con stitu te the b asis o f  the P IC A T S m od u le . T he SC P is e ssen tia lly  a  
m ech an ism  w h ich  en ab les PIC A T S to  accoun t for secondary transport d yn am ics through the  
C H E M K IN  and D E P O SIT IO N  m od els. A ll three p hases run c o n se cu tiv e ly  each  tim e step. T he  
n um erical im plem entation  o f  each  phase are addressed in s e c t io n s  7 .6 .1 , 7 .6 .2  and 7 .6 .3 ,  b e lo w .
7 .6 .1  P a r t ic le  R e le a se  P h a se (P R P )
T he PR P is prim arily con cern ed  w ith  the creation  and release o f  v irtual p articles w ith in  the  
m o d e llin g  dom ain. In reality , each  active em iss io n  source w ith in  the d om ain  re lea ses a sp e c ific  
quantised  d en sity  o f  pollutant over a f ix ed  period in accordance w ith  an a sso c ia ted  em iss io n  
rate. P IC A T S represents th is behaviour b y re leasin g  a num ber o f  v irtual particles o f  m ass, m , 
from  each  active em iss ion  source in  the m od ellin g  dom ain.
T h e release point o f  each  particle is random ly determ ined  and constrained  to  rem ain  w ith in  
the spatial boundaries a ssoc ia ted  w ith  the source so  that,
P ( X n) =  R N D ( X l , X 2 ) 7 .23
g iv en  P  (X n) is the C artesian based release co-ordinates o f  the «th  particle and R N D ( X }, X 2) 
is a random ly determ ined va lu e  b etw een  X , and X 2  w here X , and X 2  represent th e boundary  
lim its o f  the source in the C artesian p lane o f  interest.
T he random ising function  em p loyed  in equation  7 .23  generates a va lu e from  a linear ab o v e  
accoun ts for spatial fluctuation  in  the source em iss io n . N o  p rov ision  for tak in g  in to  accou n t  
any tem poral variation in the source em iss io n  has b een  catered for b y the in troduction  o f  error 
lim its.
O n ce a particle is created, its v e lo c ity  is in itia lised  to  zero prior to release. E ach  particle is  
g iv e n  a fix ed  m ass m , ca lcu lated  in accordance w ith  the em iss ion  rate o f  th e sou rce .
7 .6 .2  T r a je c to r y  E v a lu a tio n  P h a se  (T E P )
T he TEP im plem ents the interaction o f  a virtual particle w ith  the surrounding air m ass as it 
propagates through the dom ain. In the PRP, the particle is  created and re leased  in to  the dom ain .
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T he T E P then transports the particle through the dom ain  in accord ance w ith  a lo c a lly  derived  
p seu d o -v e lo c ity . The transition  o f  the particle to  the p seu d o -v e lo c ity  is a ssu m ed  to  b e both  
sm ooth  and instantaneous over the duration o f  the trajectory step . T he accu racy  o f  th is  
assu m p tion  is d ependent on  the tem poral resolu tion  em p loyed  w ith in  the m od el. T he p seu do  
v e lo c ity  assoc ia ted  w ith  a g iven  virtual particle is derived  from  lo c a lly  eva lu ated  v a lu es o f  
w in d  v e lo c ity  and pollu tant concentration . R eca llin g  equation  6 .2 7 , then  the p article p seu d o  
v e lo c ity  is  calcu lated  from ,
Up -  U A + U D 7,24
T he evaluation  o f  7 .2 4  rests on find in g  a su itable m ethod  for relating the grid  free, 
L agrangian nature o f  the particles, to the three d im en sion a l, orth ogonal, E u lerian  m esh  on  
w h ich  the m eteoro log ica l variables have b een  evaluated . T h is can b e a ch iev ed  through  
su perp osin g  the Eulerian m esh  on to the Lagrangian dom ain . A s  a result, each  virtual p article  
w ith in  th e dom ain  a lw ays resid es w ithin  a g iven  ce ll vo lu m e. T he p o sitio n  o f  any particle  can  
then  be d efin ed  re lative to  the com m on  origin  o f  the m esh .
Im p lem en tin g  this architecture, perm its the evaluation  o f  equation  7 .2 4  as fo llo w s . G iven  
that a ll particles, located  w ith in  the m od ellin g  dom ain , reside w ith in  a m esh  c e ll, then  each  
p artic le’s pseu do v e lo c ity  can  be inferred from  the linear in terpolation  o f  th e eq u iva len t p seu d o  
v e lo c ity  va lu es held  at the corner n odes o f  the ce ll, re lative to  the p o sitio n  o f  th e particle  w ith in  
that ce ll. The ca lcu lation  o f  the eq u ivalen t pseu do v e lo c it ie s  at each  corner n od e requires the  
ad vection  and d iffu sion  v e lo c ity  com ponents or equation 7 .2 4  to  be k now n. T h e a d v ectiv e  
com p on en t is readily  availab le at each n ode from  the corresponding m esh  so lu tio n  variab les  
calcu lated  by W IFS. C alcu lation  o f  the d iffu siv e  com p onent requires the n um erica l so lu tio n  to  
equation  7 .25 ,
U D = —
- 1
K ,
dCjrn
d x
+  K
d c ,
yy
d y
+  K . d c i „ ^
d z
7.25
T his w as ach ieved  u sin g  a forward fin ite  d ifferen cin g  algorithm  on  a staggered  m esh . A  
secon d  m esh  structure is im posed  on that supported b y  W IFS so  that each  e x istin g  m esh  ce ll is  
g iven  an additional n ode at its centre representing ce ll concentration . T h e total c e ll  
concentration  is calcu lated  by adding together all the particle m a sses w ith in  a g iv e n  ce ll. T he  
concentration  fie ld  can be constructed b y p lotting the total ce ll con centration s through out the  
m esh . In its sim p lest form  this can be im plem ented  as a ‘ta lly ’ search. T he co -ord in ates o f
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each  particle are referenced  against the ce ll co-ord in ates o f  the com p utational m esh . T he  
concentration  o f  each  particle is then added to  the centre n ode o f  the ce ll, that it is  p resen tly  
occu p y in g . In th is w a y  the concentration  fie ld  is updated after each  tim e step. A d o p tin g  th is  
b asic  approach is lik e ly  to lead  to  inaccuracies in the pred iction  o f  the con cen tration  f ie ld  as 
each  particle contributes its total m ass to  the c e ll in w h ich  it resid es regard less o f  its location  
w ith in  that ce ll. In order to  sm ooth  out the concentration  fie ld  then  a m ore d escr ip tive  m ethod  
is required. G iven  that each  particle represents a fix ed  m ass w ith in  a sp ec ific  v o lu m e , then  each  
particle v o lu m e is con sid ered  to  be o f  the sam e d im en sion s and v o lu m e as a grid  ce ll. 
C onsequ en tly , in ca lcu lating  the grid dependent concentration  fie ld , each  particle  w ill  
contribute so m e fraction  o f  its m ass to  the e igh t c e lls  w h ich  surround it. T h is procedure  
sm ooth es out the concentration  field  and therefore the p seu d o  d iffu sion  v e lo c ity  f ie ld  w h ich  is 
calcu lated  from  it.
T he separable nature o f  the d iffu sion  operator in equation  7 .25  a llo w s the p rob lem  to  be  
reduced  to three, on e d im en sion a l sw eeps, so lv in g  a on e d im en sion a l fin ite  d ifferen ce  eq u ation  
o f  the form ;
U D:i+1/2
_  ~ ^ i+ 1 /2  ( c i+l Ci-l)
2  A X C-.i+1/2
7 .2 6
w h ere U d and K  are the d iffu sion  v e lo c ity  and the ed d y  d iffu s iv ity  at the c e ll co m e rs , /+ 1 /2  
and c  is the sp ec ies  concentration  at the ce ll centres i and /+ 1 .
E xpanding 7 .2 6  to accoun t for the h a lf  step sh ift g iv e s ,
U
° i+ l/2
^ i+ 1 /2  {Ci+l Ci )
AX I(cltl+c,)
7 .2 7
T h is form ulation  has the advantage that the d iffu sion  v e lo c ity  d oes not b e c o m e  in fin ite  
w h en  the concentration  in the ith ce ll g o es  to  zero. The equation  a lso  has the ad vantage o f  o n ly  
requiring on e ou tside layer o f  c e lls  to sp ec ify  the boundary con d ition s, th ese  b ein g ,
U d i-1/2 =  U d i+1/2 w h e n  t h e  z't h  c e l1  =  7 . 2 8
H avin g  reso lved  both the ad vective and d iffu siv e  v e lo c it ie s  then the total p seu d o  v e lo c ity  
for every  n ode in the m esh  can be calcu lated . T he p seu d o  v e lo c ity  assoc ia ted  w ith  the virtual 
particles can then be derived  u sin g  linear interpolation from  the pseu do v e lo c ity  v a lu es  h eld  b y
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the surrounding grid n od es. C onsidering interpolation  in the Ah d im en sion , then  the  
com p on en t o f  particle p seudo v e lo c ity  actin g in i, can be estim ated  b y ,
Upn,i “  ^MPij
P  -  Y
x n,i ^M P i.j
AX=
+  U
P  — Y
r n,i ^M Pi.j+ i
MPj.j+1
A X ti
7 .2 9
w here Up : is the com p onent o f  pseu do v e lo c ity  actin g in i, for  particle n,  U MPl- ■ is the  
i i , i i ,j
p seu d o  v e lo c ity  h eld  at n ode j ,  in the Ah p lane, U MPj j+ j is  the p seu d o  v e lo c ity  h e ld  at n od e  
j + 1, in the Ah p lane, P w / is the co-ordinate p osition  o f  the /Ah particle in the Ah p lane, X MPi • 
is  the spatial co-ordinate o f  node j , in the Ah p lane, X MPj j + j is  the spatial co -ord in ate  o f  
n od e j + 1 , in the Ah plane.
T he so lu tion  o f  equation 7 .29  y ie ld s the n ecessary  particle p seu d o  v e lo c ity . T h e trajectory o f  
the particle can  then be calcu lated  using equation  7 .3 0 , b e lo w
^n,t+l — ^n ,t +  U p n .t  ' 7 .3 0
w here Pn?t is the Cartesian co-ordinate o f  the /Ah particle at tim e step t, Pn ,t+ 1  the  
C artesian co-ordinate o f  the «th particle at tim e step t+ 1 , A t  is  the sim u lation  tim e step .
T his co m p letes  the TEP. The calcu lated  trajectory is  n ot im p lem en ted  u ntil th e SC P is 
com p leted .
7 .6 .3  S in k /S o u r c e  C o rr ec tio n  P h a se (S C P )
The SCP is the runtim e m echanism  w h ich  en ab les P IC A T S to accoun t for an y  secon d ary  
transport dynam ics. O nce the PRP and TEP have been  com p leted  then P IC A T S  q ueries  
w hether or n ot inputs from  C H EM K IN  and/or D E P O SIT IO N  are required. In the ev e n t that 
secon dary  transport dynam ics are to be evaluated , then  the appropriate m o d u le (s) are ex ecu ted  
before P IC A T S returns control to  the S im u lation  M anager. S e c t io n s  7 .7  and 7 .8  d ea l w ith  the  
num erical im plem en tation  o f  C H E M K IN  and D E P O SIT IO N . C orrections for b u o y a n cy  and  
m om entum  are im plem en ted  in accordance w ith  the m ethod s d iscu ssed  in s e c t io n  6 .5 .2  and  
lead to a correction  to the vertical d isp lacem ent o f  a particle { s e e  e q u a tio n  6 .3 6 )
O n ce the n ecessary  correction  have b een  m ade then the final trajectory o f  each  p seu d o  
particle is  ca lcu lated  and each particle m oved  to a n ew  location .
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7.7 CHEMKIN
T he C H E M K IN  m od el adopts an approach based  on  correction  factors. D urin g the P IC A T S  
S in k /sou rce correction  phase (SC P ), C H E M K IN  is invoked  to correct the m ass o f  each  virtual 
particle in accordance w ith  the reaction rate param eter set for the p ollu tan t ty p e  b ein g  
m od elled . T he duration o f  the tim e step d ictates the m agnitude o f  the m ass redu ction . In the  
even t that m ass correction  results in a zero or n egative  m ass then the v irtual p article is  
con sid ered  to  h ave an in sign ifican t m ass contribution  and is destroyed .
7.8 DEPOSITION
L ike C H E M K IN , the D E P O SIT O N  m od el adopts an approach based  on  correction  factors. 
D uring th e P IC A T S Sink /source correction  p hase (S C P ), D E P O S IT IO N  ap p lies a correction  to  
the m ass and p suedo v e lo c ity  o f  each  virtual particle. The p su ed o  v e lo c ity  o f  each  virtual 
particle is corrected  b y  a d ep osition  v e lo c ity  factor and a settlin g  v e lo c ity  factor. T h e m a ss o f  
each  virtual particle is corrected for b y  a w et d ep osition  rem oval factor. In the ev e n t that the  
particle m ass is equal to  or le ss  than zero then  the particle is con sid ered  to  h ave b een  rem oved  
from  th e atm osphere and is destroyed.
7.9 TERRAIN
T he m ain  ob jective  o f  the T E R R A IN  m od el w as to  provide a cap ab ility  for represen tin g  
terrain h eigh t and surface roughness across a dom ain  surface u sin g  a m in im al se t o f  input data. 
T he fo llo w in g  num erical m ethod w as d ev ised  to  ach ieve this aim .
G iven  a set P ,  o f  random ly scattered, grid independent data p o in ts o f  the form  P (x, y ,  a )  and  
a regular d iscrete horizontal m esh  o f  d im en sion s (x  x  y ) , supporting x y  n od es { s e e  f i g u r e  7.6 ) ,  
then  the loca l va lu es o f  a  at any n ode (/, j ) ,  w here i=  1 ... x  and j =  1  ... y ,  can  b e  fou n d  b y  
con sid er in g  the relative contribution o f  the v a lu es held  b y  the data p oints c lo se s t  to  th e n od e (/, 
j ) .  E ach  n ode ( / , / )  in the (x x y )  m esh  is evaluated  b y segm en tin g  the reg ion  surrounding the  
n ode into octants. A  search is then perform ed throughout each  octant to  loca te  the c lo s e s t  data 
point to  the n od e ( i , j ), denoted  in f ig u r e  7 .6  b y  ‘® \
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F igure 7 .6  D iagram  sh ow in g  loca l grid n ode evaluation
T he loca l va lu e  held  at the n o d e(/,y ) is ca lcu lated  b y  averaging the e ffe c tiv e  con trib ution  o f  
each  data poin t located  in the various octants. T he e ffec tiv e  contribution  is  proportional to  
v a lu e  h eld  b y  the data point m odified  b y  1 /  d 1 w here d  is the d istance b etw een  a g iv e n  data  
p oint and the node This has the e ffec t  that nodal va lu es are p red om inan tly  a ffected  b y
loca l surface trends. M ore distant data p oints o n ly  contribute w hen  their v a lu es are s ig n if ica n tly  
large in d icating  the p resen ce o f  a  g lob al trend. Further inform ation  regarding the b eh aviour  
and accuracy  o f  the num erical m ethod can be foun d  in C h a p te r  8 .
7 .1 0  C H A P T E R  S U M M A R Y
T his chapter has presented a detailed  d iscu ssio n  o f  the issues surrounding the n u m erica l and  
com p utational d evelop m en t o f  the S A P T A M  m odel. Issu es con cern in g  lin earisa tion  and  
n um erical in stability  w ere addressed togeth er w ith  the num erical p rocedu res for the  
im plem en tation  o f  the proposed S A P T A M  m od el com p onents. W h ile  the n u m erica l m eth od s  
em p lo y ed  in representing the m odel's system  eq uations are w id e ly  referenced , the a sse m b ly  and  
im plem en tation  o f  the m od el u sing  PC T e ch n o lo g y  is original.
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CHAPTER EIGHT
MODEL VALIDATION, VERIFICATION AND CALIBRATION
“As fa r as the laws o f mathematics refer to reality, they are not certain, and 
as fa r as they are certain, they do not refer to reality''’
Albert Einstein
8 .0  IN T R O D U C T IO N
T his chapter presents a d iscu ssion  on the validation, ver ifica tion  and calibration  o f  the 
S A P T A M  softw are.
The term s validation, verification  and calibration are often  used c o lle c tiv e ly  to d escrib e the 
p rocess o f  determ ining a m odels ab ility  to accurately reproduce ideal or real life  con d ition s. 
T ech n ica lly , validation, verification  and calibration refer to d istinct stages w ithin  the p rocess o f  
determ in ing a m od els ab ility  to represent reality.
V alid ation  refers to the process o f  determ ining the inherent truth or correctness o f  a g iven  
m odel. T he validation  o f  a m odel is typ ica lly  undertaken by ensuring that all m athem atical, 
num erical and/or com putational form s o f  a m odel are con sistent. T he p roo f o f  co n sis te n c y  is 
obtained  by testing that the original system  equations o f  the m od el can be d erived  from  any  
num erical and/or com putational form s o f  the m odel. I f  the m odel is exp ressed  in a 
com putational form  then further validation is required to test the correctness o f  any algorithm s  
and program  cod e. In the case  o f  the prototype S A P T A M  m odel, the validation  o f  the program  
cod e w as undertaken by stepping through and rev iew in g  each line o f  program  co d e, ad opting  
standard cod in g  and variable nam ing con ven tions and em p loy in g  flow ch arts and path an a lysis  
to test the correctness o f  all control/data paths. The validation o f  S A P T A M  w as m ade easier  
through the adoption o f  a ‘top d o w n ’ deconstruction  m eth o d o lo g y  during softw are  
d evelop m en t. This approach enabled the functionality  o f  the S A P T A M  m odel to be broken  
dow n into a num ber o f  primal functions or procedures w hich cou ld  be in d iv id u a lly  validated  
before b ein g incorporated w ithin the m ain SA P T A M  application cod e.
The process o f  m odel verification  is ch ie fly  concerned  with d eterm in ing the ab ility  o f  a m odel 
to represent reality. V erification  tests a g iven  m o d e l’s ab ility  to reproduce ideal and/or real life
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scen arios by com paring the m agnitude o f  the error betw een  results generated using the m odel 
and a set o f  con d itions w hich  are know n apriori. The degree o f  error betw een  the tw o  sets o f  
results determ ines w hether the m odel over-estim ates or under-estim ates the con d ition s  
d escribed  by the verification  scenario. G iven that the process o f  verification  on ly  p rovides a 
m easure o f  a m o d e l’s accuracy relative to the con d itions described  w ith in  a sp ec ific  scen ario , it 
is usual to undertake a series o f  verifications over a w id e range o f  scen arios so  as to better  
understand the lim itations and perform ance o f  the m odel. It should  be recogn ised  that 
verifica tion  can be a long and exhaustive process and on e to w hich  entire research program m es 
are often  devoted . In this regard, the current project w as lim ited  by the am ount o f  tim e and 
resources that w ere availab le for the verification  o f  the S A P T A M  m odel. C onsequ en tly , the  
extent o f  the verification  undertaken prim arily focu sed  on dem onstrating the fundam ental 
b ehaviour o f  the m odel for a range o f  typical conditions. It is recom m en ded  that additional 
verifica tion  and supporting developm en t should  be undertaken as part o f  a course o f  further 
work to in vestigate the behaviour o f  S A P T A M  over a m ore ex ten siv e  range o f  scen arios.
F inally , the process o f  calibration refers to the process o f  im proving the ab ility  o f  a m odel to  
represent reality by m od ify in g  or ‘tw eak in g ’ on e or m ore o f  the dependent param eters w ith in  
the m odel. Calibration is typ ica lly  undertaken u sing inform ation derived  from  the va lid ation  
and/or verification  o f  a m odel. W here validation is usually  on ly  undertaken on ce to confirm  the 
correctness o f  a m odel, verification  and calibration form an o n -g o in g  iterative cy c le . The  
greater the num ber o f  d ifferent verification  procedures undertaken for a m odel, then the m ore is 
know n about a g iven  m o d e l’s behaviour and the greater the lev e l o f  con fid en ce that can be  
placed in the results o f  the m odel.
S e c t io n s  8 .1  to  8 .4  b elow , d iscu ss the individual validation, verification  and calibration  issu es  
related to the various com ponents o f  the S A P T A M  softw are.
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8.1 T E R R A IN
T he T E R R A IN  m odu le was d eveloped  based on a requirem ent to generate spatial 
topographical inform ation by a process o f  estim ation from  a m inim al data set o f  random ly  
scattered data points o f  the fo r m ^  x, y ,  z T) andy( x, y ,  z 0  ) w here z T is the terrain h eigh t and z Q 
is the surface roughness height. The TE R R A IN  m odule em p loys a ‘c lo ses t  p o in t’ w eig h tin g  
sch em e to estim ate the va lu es o f  terrain height and surface roughness h eight on a regular 
d iscrete grid. (S e e  C h a p te r  6, s e c tio n  6 .6  &  C h a p te r  7, s e c t io n  7 .7).
T he ab ility  o f  T E R R A IN  to accurately represent a particular surface feature is d ependent on  
the total num ber o f  d iscrete points or grid nodes w ithin  the grid. O b v iou sly , h igher resolu tion  
grids w ill provide a c loser  representation to reality than low er resolu tion  grids. The relationship  
b etw een  grid resolu tion  and accuracy cannot be eas ily  exp ressed  and depends largely  on the  
characteristics o f  the data set being considered . In determ ining system  accuracy, the sin g le  
m ost im portant characteristic o f  the data set is the total num ber o f  data points w ith in  the set. 
The accuracy o f  T E R R A IN ’S surface estim ate is d irectly  proportional to the num ber o f  data 
points in the set. W hen d iscu ssin g  data points it is im portant to d ifferentiate betw een  ‘cr itica l’ 
data points and ‘lo c a l’ data points. Critical data points are d efined  as data p oints w hich  
represent sign ifican t m axim a or m inim a on a surface, for exam p le, the top o f  a h ill, bottom  o f  a 
v a lle y  or the boundary o f  a plateau etc. Critical data points serve to d efine the fundam ental 
features o f  the surface. A lternatively, ‘local data p oin ts’ are d efined  as those data points w hich  
do not s ign ifican tly  contribute to the fundam ental features o f  the surface, but d efin e sm aller, 
loca lised  features. For exam ple, given  that the mid point and boundary point o f  a plateau are 
cla ssed  as critical points then any points betw een  these tw o critical points cou ld  be regarded as 
local points. The m ore critical and normal data points are present w ithin  the data set, the c lo ser  
the p hysical representation betw een the estim ated surface and the original surface. For data sets 
w ith  on ly  a sm all num ber o f  points, the accuracy o f  the estim ated  surface w ill be prim arily  
dictated by the total num ber o f  critical data points w ithin the data set.
A further issue w hich  is known to in fluence the accuracy o f  T E R R A IN  is the actual w eigh tin g  
used in the estim ation  o f  the surface values. Currently, an inverse squared relationship  is 
em p loyed  w hich  is statistically  defined w ithin the SA P T A M  sou rce code, that is, it cannot be 
altered w ithout recom p ilin g  the SA PT A M  source cod e. It is recom m en ded  as part o f  further 
w ork that; i ) an investigation  be undertaken into id en tify in g a range o f  su itable w eigh tin g  
relationships, and that ii ) this w eighting m echanism  be changed to a dynam ic param eter w hich  
can sp ecified  by the user at runtime. (S e e  s e c tio n  9 .2 .5 , C h a p te r  9 ).
A num ber o f  verification  tests were undertaken to investigate the perform ance o f  T E R R A IN . 
A test w as d evised  to investigate T E R R A IN ’S ability to m odel a sim p le , ‘sm o o th ’ surface. A
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sym m etrica l co n v ex  surface covering  a 1 0 0 0  units ( 2 1  grid n odes) by 1 0 0 0  units ( 2 1  grid  
n odes) dom ain  w ith a m axim um  at 500 units w as generated u sing the function z = f {x ,y )  w here
f ( x , y )  = 250
f
sin
X7T
1000
f
+ sin
V
y n
1000JJ
8.1
Figure 8.1 sh o w s the contour and surface p lots for z = f tx ,y ) ,  that is, equation 8.1 ab ove. 
T E R R A IN  w as then em p loyed  to estim ate the co n v ex  surface on  a corresponding 1000  units 
(21 grid n od es) by 1000 units(21 grid nodes) dom ain for data sets or 5, 9, 13, 17, 25  and 81 
points, taken from  the original grid. The ob jective o f  introducing a range o f  data sets o f  
increasing data points w as to investigate the accuracy o f  the estim ated  surface in relation  to  the  
total num ber o f  data points required to generate the estim ate. Each data set com p rised  the  
points in the previous data set plus a series o f  n ew  data points. A rogue data set com p risin g  17 
points w as the excep tion  to this rule and w as created using a d ifferent se lection  o f  data points  
(few er critical points) in an attem pt to h ighlight any potential sen sitiv ity  to point se lec tio n . A n  
an alysis o f  the variation betw een  the true surface and the estim ated  surfaces w as undertaken by  
exam in in g  the root square error between each estim ated  surface and the true surface. T he  
percentage d ifferen ce categorised  in term s o f  over estim ation  or under estim ation  w as a lso  
calcu lated .
Figure 8 .2  sh ow s the corresponding contour and surface plots o f  the estim ated su rface for the  
various data sets. Tables 8.1 & 8.2 show  a statistical sum m ary o f  the root square error and % 
d ifferen ce for com parisons betw een the estim ated surface and the ca lcu lated  surface.
T able 8.1 Table sh ow ing statistical sum m ary o f  root square error analysis
Number of points in data set
Statistic 5 9 13 17 25 81
Mean 105.62 73.97 22.18 24.88 22.08 7.86
Standard Error 1.79 1.95 0.66 0.77 0.75 0.24
Median 114.86 80.59 21.86 23.33 20.18 7.89
Standard Deviation 37.64 40.95 13.76 16.18 15.70 5.13
Kurtosis 0.35 -1.13 -1.02 1.51 -0.84 -0.68
Skewness -0.91 -0.18 0.15 0.64 0.36 0.22
Range 161.93 136.88 51.23 116.83 58.51 23.12
Minima 0.00 0.00 0.00 0.00 0.00 0.00
Maxima 161.93 136.88 51.23 116.83 58.51 23.12
Confidence Level (95%) 3.52 3.83 1.29 1.51 1.47 0.48
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F i g u r e  8.1 C o n t o u r  a n d  s u r f a c e  p l o t s  f o r  z = f ( x , y )
F i g u r e  8 .2 b  C o n t o u r  a n d  s u r f a c e  p l o t s  f o r  T E R R A I N  a p p r o x i m a t i o n  to z = f ( x , y )  u s i n g  9 d a t a  p o i n t s
F i g u r e  8 . 2c C o n t o u r  a n d  s u r f a c e  p l o t s  f o r  T E R R A I N  a p p r o x i m a t i o n  to z = f ( x , y )  u s i n g  13 d a t a  p o i n t s
F i g u r e  8 . 2 d  C o n t o u r  a n d  s u r f a c e  p lo t s  f o r  T E R R A I N  a p p r o x i m a t i o n  to z = f ( x , y )  u s i n g  17 d a t a  p o i n t s
F i g u r e  8 . 2 e C o n t o u r  a n d  s u r f a c e  p l o t s  f o r  T E R R A I N  a p p r o x i m a t i o n  to z = f ( x , y )  u s i n g  2 5  d a t a  p o i n t s
F i g u r e  8 . 2 f C o n t o u r  a n d  s u r f a c e  p l o t s  f o r T E R R A I N  a p p r o x i m a t i o n  to z = f ( x , y )  u s i n g  81 d a t a  p o i n t s
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Table 8.2 Table sh ow in g  statistical sum m ary o f  % d ifference an alysis.
N u m b e r  o f  p o in ts  in d a ta  se t
S tatistic 5 9 13 17 25 81
M ean 138.5 47.2 13.6 2.3 6 . 0 0 . 2
S tandard  E rror 10.4 3.1 2 . 1 1 . 2 0 . 6 0 . 2
M edian 6 8 . 1 38.4 4.8 0 . 1 6 . 8 1.4
S tandard  D eviation 217.4 65.0 43.9 25.8 1 1 . 6 5.0
K urtosis 13.5 25.1 30.0 24.9 15.0 7.6
Skew ness 3.5 4.6 5.2 4.5 2.3 -2.4
R ange 1203.8 554.2 351 .4 216.0 1 2 1 . 0 33.3
M inim um 0 . 0 -4.0 -16.8 -36.6 -26 .4 -25.2
M axim um 1203.8 550.2 334.6 179.4 94 .6 8 .1
C onfidence Level (95% ) 20.4 6 . 1 4.1 2.4 1 . 1 0.5
W hile TE R R A IN  both over predicts and under predicts at various points across the estim ated  
surfaces, the g lobal trend is b iased  towards over prediction g iven  that the m ean d ifferen ces for 
all the data sets are p ositive. The accuracy o f  the estim ated surface increases a lm ost  
exp on en tia lly  with the num ber o f  data points w ithin  the data sets. A  satisfactory  lev e l o f  
accuracy w as considered  to be attained using 25 points or 5.6%  o f  the original data set w here  
the test surface w as reproduced with a g lob al m ean over-estim ation  error o f  6 % ±  1 . 1 % 
assu m ing 95%  con fid en ce. The average error associated  with the estim ated terrain heigh t is 
show n from Table 8.2 to be 22.08 units ±  1.47 units, assum ing 95%  con fid en ce, w ith  the 
standard deviation  o f  the error being 1 1 . 6  units.
The rogue data set com p rising  the 17 d ifferent data points h igh lights T E R R A IN ’S sen sitiv ity  
to data point se lection . A lthough  a global m ean d ifference o f  2 .3%  ±  2.4% , a ssu m in g  95%  
con fid en ce, w as obtained, the mean error and m axim um  error w ere both found to be 
sign ifican tly  greater than for the preceeding 13 point data set. C om parison  o f  the 13 point and 
the 17 point data sets su ggests that the 13 point data set is m ore lik e ly  to com p rise a greater  
num ber o f  critical points than the 17 point data set and therefore is a better estim ate o f  the true 
surface.
N o  d efin ite relationship can be stated w ith respect to the m inim um  num ber o f  data points  
required to ach ieve a g iven  level o f  accuracy as it w ill be different for each surface con sid ered .
To further dem onstrate T E R R A IN ’S perform ance, a second verification  test w as d ev ised  in 
w hich T E R R A IN  was em p loyed  to estim ate a real topographical surface. Figure 8.3 sh o w s the 
contour and surface plots for an area o f  geographical re lie f  taken from a 9 x 7 km dom ain  u sing
180
Ph.D. Thesis Chapter 8 -  Model Validation, Verification and Calibration
a 31 x  31 node grid. Figure 8 .4  show s the corresponding estim ate o f  the surface generated  from  
a data set o f  22 points using TERRAIN.
T able 8.3 b elow , sh ow s the mean root square error and the m ean percentage d ifferen ce  
b etw een  the true surface and the estim ated surface. Figure 8.5 sh o w s a contour plot o f  the root 
square (R S ) error across the domain.
T able 8.3 T able sh ow in g  sum m ary statistics for RS error and % d ifferen ce an a lysis
Statistic RS E rror (m) % Difference
Mean 4.099 0.67
Standard Error 0.133 0.31
Median 2.875 -0.15
Standard Deviation 4.119 9.74
Kurtosis 4.957 4.70
Skewness 1.977 1.31
Range 26.603 80.53
Minimum 0 -25.56
Maximum 26.603 54.97
Confidence Level (95%) 0.261 0.62
Figure 8.5 sh ow s that for approxim ately 80% o f  the estim ated surface the root square error is 
b elo w  the m ean root square error value o f  4.1 ±  0 .26  m, assu m in g  95%  co n fid en ce  lim its. 
T herefore the w orst case scenario is that the height o f  the estim ated  surface is lik e ly  to be 
w ithin  ±  4 .3 6  m o f  the true surface height for at least 80%  o f  the estim ated  surface. T he m ean  
% d ifferen ce betw een  the true surface and the estim ated  surface is 0.67%  ±  0.62%  assu m in g  
95%  con fid en ce lim its. T h ose areas w here the local root squared error ex ceed s the m ean root 
square error by a factor o f  2 account for approxim ately less than 5% o f  the total surface. It is 
con sid ered  that these errors can be further m inim ised  by additional w ork into id en tify in g  m ore  
su itable w eigh tin g  factors. D ifferent w eigh ting  factors m ay prove to be m ore ap p licab le to  
reso lv in g  different terrain types. C o llectively  the statistical and visual ev id en ce  d em onstrates  
that the sam ple terrain constructed o f  961 data points can be satisfactorily  represented by  
T E R R A IN  using on ly  22 or 2.3%  o f the original data points.
The num erical m ethod used by TERRAIN is b iased  toward m o d ellin g  irregular terrain and 
d oes not a lw ays lend itse lf  to the representation o f  sm ooth  or uniform  surfaces as is the case  
with the sm ooth co n v ex  surface. This is due to what is term ed the ‘ island ’ e ffec t caused  by the 
inverse pow er w eigh tin g  used by TERRAIN during the estim ation  process. The ‘island e f fe c t ’ 
d enotes the tendency o f  the inverse squared estim ator to create islands around the orig inal data
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points, even  for irregular surfaces. T hese islands can be clearly  seen  in Figure 8 .5  as areas o f  
increased  error.
T he d iscu ssion  thus far has focused  o n ly  on the use o f  TE R R A IN  with m in im al data sets. 
T E R R A IN  w as a lso  d esign ed  to accept larger data sets should  they be availab le. T E R R A IN  is 
currently capable o f  handling up to a m axim um  o f  1 0 0 0  data points though this can be eas ily  
exten d ed  to 16 ,000 by ch an ging  the S A P T A M  source code. T E R R A IN  o n ly  p rov id es an 
estim ate o f  terrain height or surface roughness should a data va lu e not be a va ilab le  for the grid 
n ode being considered . For exam ple, T E R R A IN  is required to estim ate a surface across a 31 x  
31 n ode grid. A ssu m in g  that the input data set is availab le in the corresponding 3 1 x 3 1  grid 
form at, that is, 961 point o f  data, then under these conditions, TE R R A IN  w ill p rovid e a one to 
one representation. The accuracy o f  the output w ill be 100% as no estim ation  is required.
W h ile  T E R R A IN  is capable o f  accepting com p lete or near com p lete  topograph ical data sets 
it a lso  has the capability  to  generate an estim ate o f  a topographical surface based  on a lim ited  
data set. Care m ust a lw ays be applied w hen  attem pting to generate an estim ate from  a sm all 
sam ple set o f  data as the potential for sign ifican t error alw ays ex ist.
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8.2 WIFS
Before discussing the accuracy and performance o f  the WIFS component, a digression is 
required to address several performance issues which were identified during the initial testing 
phase o f the meso-scale component o f the WIFS model. The first issue concerns the definition 
o f suitable boundary conditions for the numerical ADI scheme {see section  7.5.1.3, C hapter  7) 
and the sensitivity o f the governing flow equation to the domain size, AX and the PBL height, 
H. The governing flow equations associated with the meso-scale component represent a 
modified form o f the ‘shallow wave’ equations which assume that A X » H  where H  is typically 
no larger than 5% o f AX. For an unstable atmosphere, the condition AX » H  is usually 
satisfied, however, for cases o f  stable and neutral atmospheric conditions, then higher ratios o f  
H  to A X  tend to occur. This results in the numerical scheme becoming unstable due to errors in 
the calculation o f H  becoming more significant as AX decreases in magnitude. Consequently, 
neutral and stable atmospheric conditions can only be simulated by extending the size o f  the 
domain, AX so as to ensure that A X » H \ s  satisfied. In doing so, the resolution o f  the wind field 
was observed to degrade to such an extent that only a small number o f  grid cells actually 
covered the area to be modelled by PICATS. This reduction in resolution results in PICATS 
employing only a small percentage o f the wind field to drive the dispersion o f any particles in 
the modelling domain. Under such conditions, the horizontal advection component o f  the wind 
field velocity was found to show little variation over the area being modelled by PICATS given 
that the velocities were being derived from a small subset o f proximate cells taken from a 
larger grid. Furthermore, practical difficulties were experienced in obtaining suitable boundary 
conditions as the maximum value o f the PBL height, H, determines AX and therefore the 
specification o f  U, V and H at the edges o f the domain. The incorrect specification o f  U, V and 
H at the edges o f the domain was observed to result in aliasing effects and wave reflections 
which filtered into the ADI scheme causing instability. This sensitivity to the ratio o f  AX and H  
was also observed to be a determining factor within the backward finite differencing scheme 
used to calculate the boundary conditions.
The computational expense o f running the meso-scale component typically ranged from 10 to 
30 minutes for a single time step on 31 x 31 x 31 grid compared with a run time o f  1 second per 
time step using micro-scale component.
Based on the issues presented above, a decision was taken to disable the meso-scale 
component in favour using o f the micro-scale component. This was considered to be an 
acceptable compromise given that:
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I. the micro-scale component comprised an interpolation scheme which could be 
practically applied to the meso-scale with potentially greater resolution than the 
proposed meso-scale model;
II. the computational overhead o f running the meso-scale component would significantly 
limit the performance o f the PICATS component, and;
III. continued development o f the meso-scale component could not be undertaken without 
limiting work in another area o f the project.
Acknowledging that one objective o f  the project was to demonstrate the potential o f  the 
approach adopted within the SAPTAM model, it was concluded that the extended development 
and /or redesign o f  the meso-scale component should be undertaken as part o f  a course o f  
further work. As a consequence o f  this decision, the micro-scale component was adopted as the 
primary meteorological driver for the PICATS model.
The accuracy and performance o f the micro-scale WIFS model is dependent on a number o f  
factors. These factors are;
I. Quality o f meteorological data
II. Numerical algorithms
III. Domain scale and grid size
The accuracy o f the WIFS model is dependent in part on the degree o f  uncertainty inherent in 
the meteorological data being input into the model. Typically, measurement errors associated 
with meteorological data tend to range between 1% and 10%, for example, ± 1° for wind 
direction, ± 0.1 m/s for wind speed and ± 0.1 °C for temperature. This error is typically lower 
when dealing with sequential averaged data where the degree o f uncertainty is minimised by 
averaging the data over a specified period, typically 1 hour. As with all models which require 
meteorological data as an input requirement, it is the modeller’s responsibility to ensure that 
the meteorological data is as representative and error free as possible.
The numerical algorithms employed within the WIFS model are presented in section  7.5, 
C hapter 7. Given that the current prototype o f WIFS does yet fully support the iterative 
numerical scheme designed as part of the meso-scale component, then any discussion regarding 
the accuracy o f  WIFS is largely focused on the accuracy o f the empirical functions employed 
within the model, such as, the vertical velocity profile function, the Monin-Obukhov length 
function etc. In each case, the empirical functions employed within WIFS have been 
extensively peer reviewed and verified {See Chapter 6).
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The translation o f  the adopted empirical functions into a computational environment was 
essentially conservative with little numerical approximation being requiring. WIFS also 
comprises a series o f supporting routines which are used to perform mathematical operations 
such as interpolation, integration and differentiation. The numerical algorithms for these 
routines have been adapted from well documented solutions, Hirch(1984),W illiams(1972). 
Unless stated otherwise, the degree o f  error associated with the numerical schemes in WIFS is 
never greater than 0.0001%. Given that the degree o f  uncertainty inherent in the meteorological 
data can be as high as 1% to 10% and that at no point do the numerical errors aggregate, then a 
level o f  0.0001% was consider to be acceptable.
The final factor which determines the accuracy and performance o f WIFS is the dimensions 
o f  the grid architecture associated with the modelling domain. Variations in grid size and scale 
have little effect on the accuracy of WIFS given that the empirical functions employed within 
the model are insensitive to scale. However, given that PICATS derives the advective pseudo 
velocity for each particle from the wind field generated by WIFS, then the accuracy o f  any 
prediction made by PICATS is dependent to a larger extent on the accuracy and degree to 
which the wind field can be resolved.
In this context, any comparison o f the output o f WIFS with observed meteorological 
conditions only seeks to reconfirm the already widely reported accuracy o f  the empirical 
functions employed within WIFS. Consequently, a study o f the accuracy o f  WIFS was 
considered to be intrinsic to the verification o f PICATS, where it will be evident whether or not 
the advective mechanism provided by WIFS is functioning correctly.
The remainder o f  this chapter is concerned with the validation o f WIFS, that is, demonstrating 
that WIFs exhibits the correct behaviour in accordance with its governing equations.
The response o f  WIFS was investigated by simulating a series o f meteorological conditions 
all with a mean velocity o f  3.0 m/s referenced to 10m with zo = 0.1 m and a mixing height o f  
800 m. Different values o f stability, that is, unstable (L=-1000m), neutral (L=± 1000000m) and 
stable (L=1000m) were introduced to investigate the variation in the wind field. The conditions 
were run using the TERRAIN component for an area o f geographical relief. Figures 8.6 a, b, c, 
d, e, and f  show the predicted velocity vector plots in the horizontal and vertical planes for the 
range o f atmospheric stability conditions. The predicted velocity values are consistent with the 
original model equations presented in section 6.4, Chapter 6.
The results demonstrate that as the atmospheric stability becomes progressively less stable, 
more horizontal kinetic energy is destroyed through convective turbulence. This results in a 
decrease in the horizontal component o f velocity, ranging from a 4% reduction at 50m from 
the surface to a 35% reduction at the top o f the PBL. Alternatively, as the atmosphere becomes
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more stable, tubulent convection is suppressed and the horizontal component o f  velocity  
increases.
The effect o f  terrain on both the horizontal and vertical components o f  velocity can be seen in 
Figures 8.6 a, b, c, d, e, and f  . The vertical component o f  velocity can be seen to vary in 
accordance with terrain height. Near to the surface the wind vectors closely follow the form o f  
the relief. At higher altitudes, that is close to the mixing layer, the variation of the wind vectors 
with relief is less prominent. In the case o f  the horizontal velocity components the horizontal 
wind vectors can be seen to increase in magnitude over areas o f higher relief. This is due to the 
condition that as an air mass moves over an area o f  increasing relief, it experiences a degree o f  
compression. This compression is caused by the action o f  the relief forcing the air mass 
upwards against the weight o f the atmosphere. The increased compression o f  the air mass 
results in an increase in kinetic energy. As the vertical expansion o f  the air mass is typically 
suppressed by the downard forcing o f the weight o f  the atmosphere then the increased kinetic 
energy is expressed as an increase in the horizontal motion o f  the air mass. This increase in the 
horizontal component o f velocity leads to the observation that the wind speed can be seen to be 
greater over areas o f high relief than over areas o f low relief. Over areas o f low relief the air 
mass expands resulting in an a decrease in the horizontal component o f velocity. Due to the 
nature o f  the equations employed to calculate the wind field, WIFS is incapable o f  representing 
re-circulating flows. Consequently, all advecting air masses are assumed to posses enough 
kinetic energy to avoid stagnation and hence re-circulation.
Figures 8.7 a, b, c, d and e show the evolution o f the wind field with time for the case where 
the wind field decreases in magnitude by 1 m/s with a shift in direction o f  30 degrees north. 
Due to the behaviour o f the interpolation routines adopted within WIFS, the model is capable 
o f representing 'bang bang' scenarios, that is, sudden changes in wind speed and direction.
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Figure 8.6c Plot of horizontal wind velocity field at 1000 m for a neutral atmosphere
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8.3 PICATS
8.3.1 General discussion
A discussion of the accuracy and performance of PICATS must remain largely empirical due 
to the half Eulerian and half Lagrangian nature of the model but also due to the fact that the 
release of any particle into the modelling domain is determined by a random number generator. 
Five major factors contribute to the accuracy and performance of the PICATS model, These 
factors are;
I. Numerical algorithms
II. Number of grid cells
III. Number of particles
IV. Particle generation
V. Boundary conditions
Two principal mechanisms exist through which factors I to V may contribute to the overall 
error associated with the PICATS model. The first mechanism is explicit and concerns the 
errors associated with the derivation of pseudo advection velocity. Given that the pseudo 
advection velocity is derived directly from the output of the WIFS model then any errors which 
may exist in the vector wind field generated by WIFS are transferred directly to PICATS. For 
example, under or over estimating the direction and/or magnitude of the wind field will result 
in a corresponding under or over estimation in the trajectory along which all particles will be 
advected.
The second mechanism through which errors may be introduced into the PICATS system is 
largely implicit and concerns the derivation of the diffusive pseudo velocity. A discussion of 
the numerical algorithms used to calculate the diffusive pseudo velocity within the PICATS 
model can be found in Chapter 7, section 7.6.2. By expanding the expression for the diffusive 
velocity (see equation 7.27) in a Taylor series it can be shown that the magnitude of the error 
associated with the calculation of the diffusive pseudo velocity is of the form
For most problems it can be found that the C'" «  C' so that the error term becomes small, 
Lange (1973).
8.2
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In relation to the total num ber o f  grid ce lls  w hich m ust be em p loyed  to reso lv e  a sp ec ific  
problem  then, as w ith all d iscrete problem s, it is important to sp ec ify  en ou gh  grid ce lls  to  
reso lve the particular type o f  particle distribution being m odelled . Lange (1 9 7 0 ) em p loyed  a 
T aylor expansion  to dem onstrate that for particle in cell type m od els, the error term relating a 
G aussian  particle distribution w ith the ce ll s ize  is o f  the form;
UpV’ICA TS) _  j 
^  D( IDEAL)
]_
24
^ X 2
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\
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U sin g  the fact that 99%  o f  all particles in a one d im ensional G aussian  distribution lie  w ithin  
2r=3crthen from equation 8.3 it can be seen  that w hen the ce ll s iz e  is large com pared  to the 
particle distribution, PICATS w ill d iffu se too slow ly . Furthermore, Lange dem onstrated  that 
the error term disappears when X ^ = 3 o ^ .
G iven  that the vast m ajority o f  particle distributions are u n lik e ly  to fo llo w  any prescribed  
m athem atical description, for exam ple, norm al, P oisson  etc, then ca lcu lation  o f  the total 
num ber o f  ce lls  required to ach ieve a g iven  level o f  error b ecom es prob lem atic. E xp erience o f  
u sing  PIC A TS su ggests that satisfactory results can be obtained for a sin g le  source u sing  a 
m inim um  m esh architecture o f  31 x 31 x  31 grid nodes or better. G iven  that the grid s ize  is 
dependent on the nature o f  the particle distribution being m odelled  then for m ultip le sou rces a 
m ore refined grid is lik ely  to be required. The grid size  is a lso  im portant in the con tex t o f  the 
ad vective  pseudo v e lo c ity  g iven  that the grid w ill need to be su ffic ien tly  d etailed  to reso lve  the 
local features o f  the w ind field.
T he accuracy o f  PICATS is also  directly dependent on the total num ber o f  particles released  
into the dom ain. In so m uch as a particle represents a quantised d en sity  then the greater the 
num ber o f  particles the m ore accurate the m odel prediction is lik ely  to be. W orkers exp erienced  
w ith the use o f  particle-in-cell type m odels su ggest that satisfactory results can be obtained
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with as few as one particle per grid cell. This is due to the fact that each particle represents a 
fixed mass within a specific volume. Each particle volume is of the same dimensions and 
volume as a grid cell. Consequently, in calculating the grid dependent concentration field, each 
particle will contribute some fraction of its mass to the eight cells which surround it. This 
procedure smoothes out the concentration field and therefore the pseudo diffusion velocity field 
which is calculated from it.
The calculation of entry locations for the particles was performed using a random number 
generator. A random location constrained by the boundaries of the source is generated for each 
particle. Initially, a simple random generator was tested and was found to produce irregular 
clustered distributions of particles. Due to the method by which the pseudo velocity is 
calculated these clusters were found to tend to hold together, often taking a large number of 
cycle before breaking up. Consequently, the random generator was modified to generate 
particle entry locations which conformed to a Gaussian distribution and had a greater number 
of potential entry locations. This approach was found to overcome the clustering problem with 
the additional benefit that the Gaussian distribution can be considered to be a more 
representative description when considering releases into the atmosphere.
The final pathway through which errors may arise in PICATS is due to the boundary 
condition associated with the model. PICATS annihilates all particles which touch or cross the 
boundaries of the domain. In this way particles held at the domain boundaries do not interfere 
with the calculation of the pseudo diffusive velocity field. PICATS does not introduce any 
errors through its own boundary conditions though errors may arise due to the boundary 
condition employed by WIFS. Historically, the majority of numerical wind field models are 
plagued by an inability to accurately resolve the wind field close to the outflow boundaries. In 
the context of PICATS, these errors manifest themselves within the advective pseudo velocity. 
Consequently, the best practise is to ensure the region in which the distribution is being 
modelled is located well away from the boundaries of the domain.
The PICATS model component was developed to run in one of two modes, that is, ‘standard 
mode or ‘auto’ mode. In the standard mode of operation, PICATS assumes a uniform time step 
for the full extent of the simulation period. Alternatively, in the ‘auto’ mode of operation, 
PICATS regulates the magnitude of the time step to better resolve particle dispersion. The auto 
mode of operation was developed based on the fact that PICATS uses an expanding grid 
architecture to resolve species concentration. The dimensions of the grid increases 
independently by a given ratio for any of the three Cartesian co-ordinates relative to the 
dimensions of the particle distribution. During the initial stages of particle distribution release, 
the concentration grid has not yet started to expand and the particle distribution is typically
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confined to a d  x d  x d  cell volume within the grid, where d  is typically set to 2  or 3 cells 
though can be set higher if required. Given that the diffusion of the particle distribution is 
determined chiefly by the local concentration gradient and that on the initial release of the 
particle distribution the local concentration gradient is a maximum, then the rate of change of 
the concentration field will also be a maximum at this point. If the interval of the grid is small 
relative to the values of particle pseudo velocities, then the potential exists for particles to be 
diffused across more than one grid cell during the initial trajectory calculation phase depending 
on the magnitude of the time step. Errors are therefore likely to arise if the magnitude of the 
time step does not sufficiently resolve the rate of change of the concentration field. This may 
then result in an over estimation in the calculation of particle trajectories. The ‘auto’ mode of 
operation was developed as a self regulating mechanism to ensure that the rate of diffusion is 
consistent with physical scales associated with the rate of change of the concentration field. 
The auto mode of operation prevents a particle from moving greater than one half the size of a 
grid cell. This is achieved by calculating the maximum values of all the component pseudo 
velocities, that is , u, v and w for all particles within the domain. The greatest overall velocity is 
then used to evaluate the magnitude of the time step. The ensured accuracy of this method 
incurs a greater computational overhead given that the pseudo velocities have to be calculated 
twice, once to determine the magnitude of the time step and again to calculate the final particle 
trajectories. It is feasible to store the original velocity calculation of the pseudo velocities and 
thereby bypass the need to recalculate them, however this incurs an increased memory 
overhead.
All verifications of the PICATS component were undertaken using the auto mode of 
operation unless stated otherwise. The verifications have been classified into 6 types of 
scenario;
I. Scenario 1 - Diffusion in the near field from a single puff source with constant K.
II. Scenario 2 - Diffusion in the far field from a single puff source with constant K.
III. Scenario 3 - Diffusion from a single continuous source with constant K.
IV. Scenario 4 - Dispersion from a single puff source with constant K.
V. Scenario 5 - Dispersion from multiple puff sources with constant K.
VI. Scenario 6 - Dispersion from a single continuous source with constant K.
VII. Scenario 7 - Comparison of PICATS with field observations.
The specific details of verifications I) to VI) are discussed in sections 8.3.2 to 8.3. 7 below
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8 .3 .2  S c e n a r io  1 -  D iffu s io n  in th e  n ea r  fie ld  from  a s in g le  p u ff  so u r c e  w ith  c o n s ta n t  K
A series o f  ver ifica tion s w ere undertaken to investigate the ab ility  o f  P IC A T s to represent 
sim p le d iffu sional p rocesses in three d im ensions. R esults obtained using the PIC A T S m odel for 
the case o f  sim p le  atm ospheric d iffusion  in three d im ensions from a p u ff release w ith  constant  
d iffu siv ity , K, w ere com pared with the solution to the G aussian d iffu sion  equation  o f  the form;
C(x,y,=,0 = {l4'\crln+2Kj)l\cr„,+2Kj)n(ol!0 + 2Kzl
-exr —  * 2
x2 y
a t  + 2 K j  cr;ro +  2 K j  ojn, + 2 K j
8.4
jj
A  sp herica lly  sym m etrical G aussian p u ff distribution o f  5000  particles w ith  a standard  
deviation  o f  crx o = 2A X  w as generated at the centre o f  a 51 x  51 x  51 grid w ith  x y z  d im en sio n s  
o f  3 000  x 3 0 0 0  x 1000 m. V erifications w ere then undertaken on tw o d ifferent spatial sca les  o f  
interest. The first verification  com prised a study o f  d iffu sional p rocesses in the near fie ld , that 
is, less than 100 m. The second  verification  { s e e  s e c t io n  8 .3 .3 )  con sisted  o f  a stud y o f  
d iffu sional p rocesses in the far field, that is, at a range greater than 500m .
In the case o f  d iffu sion  in the near field  a s in g le  source w as located in the centre o f  the 
dom ain w ith xyz d im ensions o f  1 x 1 x  5 m and an initial grid ce ll s ize  o f  Ajc =Ay -A z = 0.5 m. 
The d iffu siv ity  co e ffic ien ts , K x X ’ were set to unity i.e. Kxx = Kyy = Kzz =1. T he problem  w as  
run for 50 secon d s o f  sim ulation tim e taking 576 steps and 1629 secon d s o f  actual tim e to 
com p lete.
Figures 8.8 a, b, c, d, e, f, g, h, i, j , k and 1 sh ow  the evolu tion  o f  the particle ‘c lo u d ’ or 
distribution as v iew ed  in the X Y  and XZ planes for sim ulation  tim e va lu es o f  1, 2 .5 , 5, 10, 25  
and 50 secon d s, resp ectively . The plots sh ow  the particle cloud  to be exp an din g , attain ing a 
final radius o f  approxim ately 22m  after 50 seconds o f  sim ulation  tim e.
Figures 8.9 a, b, c, d, e, f, g, h, i, j, k and 1 sh ow  a com parison  betw een  concentration  va lu es  
calcu lated  using the ideal Gaussian d iffusion  equation (see  equation 8.4 ab o v e) and the 
corresponding concentration values predicted using the PICATS m odel for sim u lation  tim e  
valu es o f  1, 2 .5 , 5, 10 and 25 seconds. In all cases, the calcu lated  and predicted concentration  
va lu es are referenced to a sam pling line located in the X axis, w here Y = Z = 0 . It can be seen  
from  figures 8 .9  a to 1 that the predicted concentration values are in c lo se  agreem ent w ith  the 
calcu lated  concentration values. Linear least squares regression an alysis w as undertaken for the 
calcu lated  concentration versus the predicted concentration. Table 8.4 b elow , sh o w s the R2 
regression co e ffic ien ts  and the gradient o f  the fit, M, for sim ulation tim e va lu es o f  1, 2 .5 , 5, 10 
and 25 secon d s. T he regression analysis w as constrained by the requirem ent that y = x = 0  so  that
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the y-intercept of the fitted line passes through the origin. Under this constraint the ideal 
relationship between the calculated concentration and the predicted concentration would yield 
an R.2 regression factor of 1.0 and a gradient M of 1.0.
Table 8.4 Near field diffusion regression coefficients and the gradient values for 
different simulation times
Time (s) M
1 0.9861 0.9985
2.5 0.9958 0.9987
5 1.02 0.9913
10 1.0817 0.8916
25 1.03 0.6244
The results presented in Table 8.4 demonstrate that PICATS exhibits a high co-dependency 
with the Gaussian solution so that high, calculated concentrations occur with high, predicted 
concentrations and low, calculated concentrations occur with low predicted concentrations. 
Throughout the verification PICATS can be observed to maintain an approximate 1:1 ratio with 
the Gaussian solution. The R^ regression coefficients range from 0.999 to 0.624 and can be 
seen to decrease as the simulation time increases. This effect can be attributed to the fact that as 
the predicted concentration approaches a steady state value which is close to the limits of 
resolution associated with the PICATS model i.e. ± particle mass/cell volume, then the 
predicted concentration is likely to be more sensitive to noise and therefore to the random 
variation associated with the initial placement and movement of individual particles. This can 
be seen on examination of the errors between the calculated and predicted values of 
concentration.
Figures 8.10 a, b, c, d, e and f show the percentage error between the concentration values 
calculated using the ideal Gaussian diffusion equation and the concentration values predicted 
using the PICATS model. Again, the results show that the concentrations obtained using 
PICATS are in close agreement with the values calculated using equation 8.4. Within ± gc 
where ctc is the standard deviation associated with the concentration values obtained using the 
PICATS model, the % error is typically less than ± 10% when compared with the Gaussian 
solution. Within ± 2ac the % error is typically less than ± 50%. The magnitude of the % error 
can be seen to be increasing outwardly from the centre of the particle distribution. Given that 
PICATS employs a random number generator to initially spawn the initial particle distribution 
and that each particle represents a quantised density, then as c- » 0  as t—>co then the % error can
2 0 0
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be expected to increase as PICATS reaches its limits of resolution. Consequently, beyond ± 
2 gc, effects of small variations in the predicted concentration are likely to become more 
significant when compared with the Gaussian solution and therefore potentially result a greater 
% error. This effect can be seen in the decreasing R.2 correlation coefficients with time (see 
Table 8.4).
Table 8.5 below, shows the percentage difference between the total area under the calculated 
concentration curve and the total area under the predicted concentration curve for different 
simulation times. In all cases the % error was observed to remain within ± 16% of the 
Gaussian solution. Table 8.6 shows a comparison between the calculated peak concentration 
and the predicted peak concentration for different simulation times.
Table 8.5 Comparison between the total area under the calculated concentration curve and 
the total area under the predicted concentration curve for different simulation 
times for diffusion in the near field
Simulation Time (s)
1 2.5 5 10 25
Calculated area under curve 
Predicted area under curve 
% Difference
0.08706
0.08544
-1.9%
0.03402
0.03395
-0.2%
0.01724
0.01796
4.2%
0.00932
0.01073
15.1%
0.00628
0.00728
16.0%
Table 8.6 Comparison between the calculated peak concentration and the predicted peak 
concentration for different simulation times for diffusion in the near field.
Simulation Time (s)
1 2.5 5 10 25
Calculated cone @ AX/2 
Predicted cone @ AX/2 
% Difference
0.025254
0.024909
-1.4%
0.006233
0.006188
-0.7%
0.002257
0.002237
-0.9%
0.000902
0.000915
1.4%
0.000506
0.000437
-13.8%
Calculated cone @ -AX/2 
Predicted cone @ -AX/2 
% Difference
0.025254
0.025625
1.5%
0.006233
0.006271
0.6%
0.002257
0.002293
1.6%
0.000902
0.000896
-0.6%
0.000506
0.000466
-8.0%
Figures 8.11 a & b show the family of curves for both the calculated and predicted 
concentration values obtained using the ideal Gaussian diffusion equation and the PICATS
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m od el, resp ectively . It can be concluded from  the results o f  the near field  verification  that 
PIC A T S represents sim p le d iffusional p rocesses in the near field  to better than ±  5% w hen  
c Prcd>;>Ciim where eprcd is the predicted concentration and c lim is the lim it o f  resolu tion  associated  
w ith  the PICATS m odel. Throughout the near field  verification  no con sisten t trend in under 
prediction or in over prediction o f  the calcu lated  concentration w as observed .
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Figure 8.9a Graph showing the calculated and modelled concentration distributions at T = 1 sec
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Figure 8.9c Graph showing the calculated and modelled concentration distributions at T = 2.5 sec
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Figure 8.9d Plot of calculated concentration verses predicted concentration at T = 2.5 sec
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Figure 8.9e Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 5 sec
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Figure 8.9g Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 10 sec
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8.9f Plot of calculated concentration verses predicted concentration at T = 5 sec
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Figure 8.9i Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 25 sec
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8 .3 .3  S c e n a r io  2  -  D i f f u s i o n  in  t h e  f a r  f i e ld  f r o m  a  s in g le  p u f f  s o u r c e  w i t h  c o n s t a n t  K
For the case o f  d iffu sion  in the far field , a sin g le  source w as located in the centre o f  the  
dom ain  w ith x y z  d im en sion s o f  3 000  x  3 0 0 0 0  x 3 0 0 0  m and an in itial grid ce ll s iz e  o f  Ax =Ay  
= A z  =  50 m. The d iffu siv ity  coeffic ien ts, K x X ’ w ere set to 100 i.e. K xx  =  Ky-y =  K z z  =  100. 
The problem  w as run for 1000 seconds o f  sim ulation  tim e, taking 161 steps and 375  secon d s o f  
actual tim e to com p lete. Figures 8.12 a, b, c, d, e, f, g, h, i, j ,  k and 1 sh ow  the ev o lu tio n  o f  the 
particle distribution as v iew ed  in the X Y  and X Z planes for sim u lation  tim e v a lu es o f  10, 50, 
100, 2 5 0 , 500 and 1000 secon ds, resp ectively . The results sh o w  the particle clou d  to be 
expanding, attaining a final radius o f  approxim ately 900m  after 1000 secon d s o f  sim u lation  
tim e.
F igures 8.13 a, b, c, d, e, f, g, h, i, j , k and 1 sh ow  a com parison  b etw een  concentration  va lu es  
calcu lated  using the ideal G aussian d iffu sion  equation (se e  equation  8.4 ab ove) and the  
corresponding concentration values predicted u sing  the PIC A TS m odel for sim u lation  tim e  
va lu es o f  10, 50, 100, 250 , 500 and 1000 secon ds. In all ca ses , the calcu lated  and predicted  
concentration valu es are referenced to a sam pling line located a lon g  the X  axis, w here Y = Z = 0 . 
It can be seen from Figures 8 .12  a to 1 that the predicted concentration  lev e ls  are in c lo se  
agreem ent w ith the calcu lated  concentration levels . Linear least squares regression  an a lysis  w as 
undertaken for the calcu lated  concentration versus the predicted concentration. T able 8.7  
b elow , sh ow s the R.2 correlation co effic ien ts  and the gradient o f  the fit, M, for sim u lation  tim e  
va lu es o f  10, 50, 100, 250 , 500 and 1000 secon ds. A s w ith the near field  v er ifica tion  (see  
section  8 .3 .2 ), the regression analysis w as constrained by the requirem ent that y = x = 0  so  that 
the y-intercept o f  the fitted line passed through the origin. U nder this constraint the ideal 
relationship  betw een  the calcu lated  concentration and the predicted concentration  w ou ld  y ie ld  
an R. 2  regression  factor o f  1 . 0  and a gradient M  o f  1 .0 .
T able 8.7 Far field  R^ correlation co e ffic ien ts  and the gradient va lu es for d ifferent 
sim ulation tim es
Time (s) M
10 1.0017 0.9997
50 0.9963 0.9989
100 0.9917 0.9984
250 1.0069 0.9953
500 1.0228 0.981 1
1000 1.0829 0.9316
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The results presented in table 8 .7  sh ow  that PIC A TS exh ib its a high co -d ep en d en cy  w ith  the 
G aussian so lu tion , m aintain ing an approxim ate 1:1 ratio throughout the sim ulation  period. T he  
R.2 regression  co e ffic ien ts  range from 0 .9 9 9 7  to 0 .9 3 1 6  and can be seen  to d ecrease as the  
sim ulation  tim e increases.
Figures 8 .14  a, b, c, d, e and f  show  the percentage error betw een  the concentration  va lu es  
calcu lated  u sing  the ideal G aussian d iffu sion  equation and the concentration va lu es predicted  
u sing  the PIC A TS m odel. The results sh ow  PIC A TS to be in c lo se  agreem ent w ith  the va lu es  
derived  u sing equation 8.4. W ithin ±  ctc ? w here a c is the standard d eviation  a ssoc ia ted  w ith  
the concentration va lu es obtained using the PIC A TS m odel, the %  error is ty p ica lly  less than ±  
10% w hen com pared w ith the Gaussian solution. W ithin ±  2 a c the %  error is ty p ica lly  le ss  than 
±  50% . The m agnitude o f  the % error can be seen  to be increasing outw ardly from  the centre o f  
the particle distribution. This effec t w as a lso  observed  during the near field  verification .
Table 8 . 8  b e lo w , sh ow s the percentage d ifferen ce b etw een  the total area under the calcu lated  
concentration curve and the total area under the predicted concentration  curve for d ifferen t  
sim ulation  tim es. In all cases the %  error rem ained w ithin  ±  5% o f  the G aussian  so lu tion . 
Table 8.9 sh ow s a com parison betw een the calcu lated  peak concentration  and the predicted  
peak concentration for different sim ulation tim es. A gain , the % error rem ains w ith in  ±  5% o f  
the G aussian solu tion .
Figures 8.15 a & b show  the fam ily o f  curves for calcu lated  and predicted concentration  
values obtained u sing the ideal Gaussian d iffu sion  (see  equation 8 .4) and the PIC A TS m odel 
for sim ulation tim e valu es o f  10, 50, 100, 250 , 500  and 1000 secon d s. It can be con clu d ed  from  
the results o f  the far field  verification that PIC A TS represents sim p le  d iffu sion a l p rocesses  in 
the far field  to better than ± 5% when cprcd» c Mm w here cprcd is the predicted concentration  and c lin, 
is the lim it o f  resolution  associated with the PIC A TS m odel. Throughout the far field  
verification  no con sisten t trend in under prediction or in over prediction o f  the calcu lated  
concentration w as observed .
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T able 8 . 8  C om parison betw een  the total area under the calcu lated  concentration  cu rve and 
the total area under the predicted concentration curve for d ifferen t sim u lation  
tim es for d iffu sion  in the far field
Simulation Time (s)
10 50 100 250 500
Calculated area under curve 
Predicted area under curve 
% Difference
9.48E-07
9.36E-07
-1.3%
2.13E-07
2.08E-07
-2.1%
9.43E-08
9.18E-08
-2.7%
3.47E-08
3.50E-08
0.8%
1.72E-08
1.80E-08
4.3%
T able 8.9 C om parison betw een  the calcu lated  peak concentration and the p red icted  peak  
concentration for different sim ulation  tim es for d iffu sion  in the far fie ld .
Simulation Time (s)
10 50 500 250 500
Calculated cone @ AX/2 
Predicted cone @ AX/2 
% Difference
7.67E-07
7.64E-07
-0.4%
9.42E-08
9.34E-08
-0.8%
2.84E-08
2.93E-08
3.1%
6.42E-09
6.45E-09
0.5%
2.25E-09
2.25E-09
0.0%
Calculated cone @ -AX/2 
Predicted cone @ -AX/2 
% Difference
7.67E-07
7.75E-07
1.1%
9.42E-08
9.43E-08
0.2%
2.84E-08
2.85E-08
0.1%
6.42E-09
6.35E-09
-1.0%
2.25E-09
2.25E-09
0.0%
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Figure 8.12a Graph showing particle distribution in the XY Plane for T = 10 sec Figure 8.12b Graph showing particle distribution in the XZ Plane for T = 10 s
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Figure 8.12c Graph showing particle distribution in the XY Plane for T = 50 sec Figure 8.12d Graph showing particle distribution in the XZ Plane for T = 50 s
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Figure 8.12g Graph showing particle distribution in the XY Plane for T = 250 sec
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Figure 8.12h G raph showing particle distribution in the XY Plane for T = 250 :
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Figure 8 .12i Graph showing particle distribution in the XY Plane for T = 500 sec
- j * e L;;'
■ ■ • • • I
100000 100500 101000 101500 102000 102500 103000
X (m)
Figure 8.12j G raph showing particle distribution in the XY Plane for T = 500 s
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Figure 8.12k Graph showing particle distribution in the XY Plane for T = 1000 sec Figure 8.121 Graph showing particle distribution in the XY Plane for T = 1000
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Figure 8.13a Graph showing the calculated and modelled concentration distributions at T = 10 sec
—■ — Calculated —■— Predicted
Figure 8.13c Graph showing the calculated and modelled concentration distributions at T = 50 sec
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Figure 8.13d Plot of calculated concentration verses predicted concentration at T = 50 sec
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Figure 8.13e Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 100 sec
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Figure 8.13g Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 250 sec
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Figure 8.13h Plot of calculated concentration verses predicted concentration at T = 250 sec
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Figure 8 .13i Graph showing the calculated and modelled concentration distributions in the XZ Plane for T  = 500 sec
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Figure 8.13k Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 1000 sec
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Figure 8.14a Graph showing % error between the calculated and modelled concentration values for T = 10 sec
Figure 8.14c Graph showing % error between the calculated and modelled concentration values for T = 100 sec
Figure 8.14b Graph showing % error between the calculated and modelled concentration values for T  = 50 sec
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Figure 8.14e Graph showing % error between the calculated and modelled concentration values for T = 500 sec
Figure 8.14f Graph showing % error between the calculated and modelled concentration values for T = 1000 sec
P
re
di
ct
ed
 C
on
ce
nt
ra
tio
n 
(g
/m
3)
 
F
 
C
al
cu
la
te
d 
C
on
ce
nt
ra
tio
n 
(g
/m
3)
Dist X (m)
------- 1 0 s e c  -------- 50 sec 1 0 0 s e c  250 s e c -------- 500 s e c -------- 1 0 0 0 s e c
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Figure 8.15b Graph showing the variation of modelled concentration distribution with time in the XY Plane
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8 .3 .4  S c e n a r io  3  -  D i f f u s i o n  f r o m  a  s in g le  c o n t in u o u s  s o u r c e  w i t h  c o n s t a n t  K
A verification  test w as undertaken to dem onstrate PICATS ab ility  to represent atm ospheric  
d iffu sion  from  a con tinu ously  em itting source. T he far field  verifica tion  (se e  section  8 .3 .3 )  w as  
repeated w ith  the PICATS release m ode set to  ‘con tin u ou s’. The particle spaw n rate w as set to  
50 particles per tim e step w here the tim e step, At =  10 seconds. Figures 8 .16  a to 1 sh o w  the 
evolution  o f  the particle distribution as v iew ed  in the X Y  and X Z  planes for sim u lation  tim e  
valu es o f  10, 50, 100, 250 , 500  and 1000 secon d s. The predicted concentration  va lu es for  
t=  1000 secon d s w ere then com pared to a num erical tim e integration o f  the G aussian  d iffu sion  
equation sh ow n  in equation 8.4. Equation 8 .4  w as num erically  integrated w ith  resp ect to tim e  
so  that a concentration field  could  be generated based on the concentration  fie ld s a ssoc ia ted  
with each su cc ess iv e  p u ff starting at t =  0 secon d  and ending at t =  1000 secon d s. F igures 8 .17  
a & b sh o w  a com parison betw een the predicted and calcu lated  concentrations for t =  1 0 0 0  
secon d s. The results indicate that PIC A TS c lo se ly  predicts the m agnitude o f  the peak  
concentration  w ith an accuracy o f  better than ±2% . H ow ever, PIC A T S appears to co n sisten tly  
under estim ate the rate at w hich  the particle cloud  d iffu ses. This d iscrep ancy  w as con sid ered  
to be due to the fact that the concentration field  had not yet attained a steady state. T his  
hypothesis w as tested by extend ing the sim ulation  tim e to 2 0 0 0  secon d s. F igures 8 .18  a & b 
sh ow  a com parison  o f  the predicted and calcu lated  concentrations for t =  2 0 0 0  seco n d s in the 
range jc =  0 to 500 m. The results show  that PIC A TS no longer under estim ates the ca lcu lated  
concentration , confirm ing the hypothesis that at t =  1 0 0 0  secon d s the particle cloud  had not 
attained a steady state. For t= 2000  secon ds, PIC A TS again c lo se ly  predicts the m agnitude o f  
the peak concentration though w ith  an accuracy o f  better than ±0.5% . W ithin ± crc w here g c  is 
the standard deviation  associated  with the concentration values obtained  u sing  the PIC A T S  
m odel, the % error was found to be less than ±  5% when com pared w ith  the tim e integrated  
G aussian so lu tion .
C learly, w hen  em p loy in g  PICATS to represent steady state p rob lem s in v o lv in g  con tin u ou s  
sources then the m odeller m ust ensure that the sim ulation period is long enough  to enab le  
steady state con d itions to be attained.
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Figure 8.16a Graph showing particle distribution in the XY Plane for T = 10 sec Figure 8.16b Graph showing particle distribution in the XZ Plane for T = 10 s
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Figure 8.16c Graph showing particle distribution in the XY Plane for T = 50 sec
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Figure 8.16d Graph showing particle distribution in the XZ Plane forT = 50 s
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Figure 8.16e Graph showing particle distribution in the XY Plane for T = 100 sec Figure 8.16f Graph showing particle distribution in the XZ Plane for T = 100 5
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Figure 8.16g Graph showing particle distribution in the XY Plane for T = 250 sec
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Figure 8.16h Graph showing particle distribution in the XZ Plane for T = 25C
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Figure 8.16i Graph showing particle distribution in the XY Plane for T = 500 sec
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Figure 8.16k Graph showing particle distribution in the XY Plane for T = 1000 sec Figure 8 161 Graph showing particle distribution in the XZ Plane for T = 100<
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8.17a Graph showing the calculated and modelled concentration distributions in the XZ Plane for T = 1000 sec
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Figure 8.18a Graph showing the calculated and modelled concentration distributions in the XZ Plane for T
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Figure 8.17b Plot of calculated concentration verses predicted concentration at T = 1000 sec Figure 8.18b Plot of calculated concentration verses predicted concentration at T = 2000 sec
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8 .3 .5  S c e n a r io  4  -  D is p e r s io n  f r o m  a  s in g le  p u f f  s o u r c e  w i t h  c o n s t a n t  K
A verifica tion  w as designed  to investigate the ab ility  o f  PIC A TS to represent both pollutant 
ad vection  and d iffu sion . A  spherically sym m etrical G aussian p u ff d istribution o f  5 0 0 0  particles 
w ith a standard deviation  o f  ctxo= 2 AX w as generated at the centre o f  a 51 x 51 x  51 grid with  
x y z  d im en sion s o f  8000  x  3 000  x 1000 m . T he s in g le  p u ff source w as d efined  w ith  x y z  
d im en sion s o f  100 x  100 x  100 m on an in itial grid ce ll s ize  o f  Ax =A y  =Az  =  50  m . The 
m eteoro log ica l conditions w ere as fo llow s; w ind  speed  = 1  m s ' l ,  w ind  d irection  =  9 0 ° , 
am bient tem perature =  25°C  and a neutrally stable atm osphere, that is, L =  1 0 ^ and a m ix in g  
h eigh t o f  1000m . A ll m easurem ents w ere referenced to a 10 m m ast. T he d iffu s iv ity  
co e ffic ie n ts , K x x >  f ° r the PICATS m odel w ere set to 10 i.e. =  K y y  =  K z z  =  10. The 
verification  problem  w as run for 2000 secon d s o f  sim ulation tim e, taking 196 step s and 475  
secon d s o f  real tim e to com p lete. Figures 8 .19  a, b, c, d, e, f, g, h, i, j ,  k and 1 sh o w  the 
evo lu tion  o f  the particle distribution as v iew ed  in the X Y  and X Z  planes for s im u lation  tim e  
va lu es o f  50, 100, 250 , 500 , 1000 and 2 0 0 0  secon d s, resp ectively . A ll o f  the p lots sh o w  the 
particle cloud  to be expanding, attaining a final radius o f  approxim ately  500m  after 2 0 0 0  
secon d s o f  sim ulation  tim e.
F igures 8 .20  a, b, c, d, e, f, g, h, i, j, k and 1 sh o w  a com parison b etw een  con centration  va lu es  
calcu lated  using a m odified  form o f  the ideal G aussian d iffu sion  equation (se e  eq u ation  8.4  
ab ove) and the corresponding concentration va lu es predicted u sing the PIC A TS m od el for 
sim ulation  tim e values o f  10, 50, 100, 250 , 500  and 1000 secon ds. R ep lacing  x  in eq u ation  8.4  
with x -U t, w here U is the w ind speed and t is the sim ulation tim e, the p u ff  G aussian  d iffu sion  
equation  is transform ed into a p uff G aussian advection  d iffusion  equation. In all ca ses , the 
calcu lated  and predicted concentration valu es are referenced to a sam pling  line located  in the X 
axis, w here Y = Z = 0. Linear least square regression  analysis w as undertaken for the calcu lated  
concentration  versus the predicted concentration. Table 8.10 b elow , sh ow s the R^ correlation  
co e ffic ie n ts  and the gradient o f  the fit, M, for sim ulation  tim e va lu es o f  50, 100, 2 5 0 , 500 , 
1000 and 2 0 0 0  secon ds. A s with the previous verification s, the regression  an a lysis  w as  
constrained  by the requirem ent that y = x = 0  so  that the y-intercept o f  the fitted lin e passed  
through the origin.
The results presented in table 8.10 show  that PICATS again exh ib its a high co -d ep en d en cy  
w ith  the G aussian solu tion , m aintaining an approxim ate 1:1 ratio throughout the sim u lation  
period.
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T able 8 .10 R.2 correlation co effic ien ts  and the gradient va lu es for d ifferent s im u lation  tim es
Time (s) M
50 0.9926 0.9999
100 0.9903 0.9995
250 1.0015 0.9988
500 1.0039 0.9991
1000 0.9879 0.9977
2000 0.9938 0.9982
Figures 8.21 a, b, c, d, e and f  show  the percentage error b etw een  the con centration  valu es  
calcu lated  using the ideal G aussian d iffu sion  equation and the concentration v a lu es predicted  
u sing  the PICATS m odel. The results sh ow  PIC A TS to be in c lo se  agreem ent w ith  the va lu es  
derived  using equation 8 .4 . W ithin ±  ctc w here g c is the standard deviation  a ssoc ia ted  w ith  
the concentration values obtained using the PIC A TS m odel, the % error ty p ica lly  rem ains less  
than ±  10% w hen com pared with the G aussian  solu tion . W ithin ±  2 g c the % error is ty p ica lly  
less than ±  50%. The m agnitude o f  the % error can be seen to be increasing outw ardly  from  the 
centre o f  the particle distribution. It can be seen  from Figures 8.21 a, b, c, d, e and f  that 
PIC A T S con sistently  under estim ates the calcu lated  concentration for concentration  va lu es  
ou tside o f  a c . Table 8.11 sh ow s a com parison  betw een  the calcu lated  peak con centration  and 
the predicted peak concentration for d ifferent sim ulation  tim es.
T able 8.11 C om parison betw een the calcu lated  peak concentration and the pred icted  peak  
concentration for different sim ulation  tim es for d iffu sion .
Simulation Time (s)
50 100 250 500 1000 2000
Calculated cone @ AX/2 
Predicted cone @ AX/2 
% Difference
1.09E-06
1.07E-06
-1.4%
5.09E-07
5.02E-07
-1.4%
1.56E-07
1.59E-07
1.7%
8.12E-08
8.15E-08
0.3%
2.53E-08
2.50E-08
-1.2%
9.11E-09 
9.10E-09 
-0.1%
Calculated cone @ -AX/2 
Predicted cone @ -AX/2 
% Difference
1.09E-06
1.09E-06
0.0%
5.09E-07
5.11E-07
0.4%
1.56E-07
1.55E-07
-0.5%
8.12E-08
8.38E-08
3.2%
2.53E-08
2.46E-08
-2.8%
9.11 E-09 
8.95E-09 
-1.7%
It can be concluded  from the results that PIC A TS represents pollutant d ispersion  to better than 
± 5% when cprcd» c lim w here cprcd is the predicted concentration and c lin, is the lim it o f  resolution  
associated  with the PICATS m odel.
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Figures 8 .22  a & b sh ow  the fam ily  o f  curves for calcu lated  and predicted concentration  
va lu es obtained  using the ideal G aussian d iffu sion  (se e  equation 8 .4 ) and the PIC A T S m odel 
for sim ulation  tim e valu es o f  50, 100, 250 , 500 , 1000 and 2 0 0 0  secon d s, resp ective ly .
W ith respect to the ad vective m echanism , the w ind speed at the h eight o f  the centre point o f  
the source, i.e. 1550 m, w as found to be approxim ately 2 .0  m s 'l  based on the logarithm ic  
profile law  em p loyed  by W IFS. A t t =  2 000  secon ds then the centre point o f  the p u ff  w ill have  
advected  4 0 0 0  m. This is confirm ed from  analysis o f  Figure 8 .19  k &  1.
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Figure 8.19c Graph showing particle distribution in the XY Plane forT = 100 sec
Figure 8.19b Graph showing particle distribution in the XZ Plane forT = 50 sec
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Figure 8.19d Graph showing particle distribution in the XZ Plane for T = 100 sec
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19e Graph showing particle distribution in the XY Plane fo rT  = 250 sec
Figure 8.19g Graph showing particle distribution in the XY Plane forT = 500 sec
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Figure 8.20a Graph showing the calculated and modelled concentration distributions at T = 50 sec
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Figure 8.20c Graph showing the calculated and modelled concentration distributions at T = 100 sec
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8 .20b Plot o f calculated concentration verses predicted concentration at T  = 50 sec
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Figure 8.20e Graph showing the calculated and modelled concentration distributions for T = 250 sec
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Figure 8.20g Graph showing the calculated and modelled concentration distributions for T = 500 sec
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Figure 8.20i Graph showing the calculated and modelled concentration distributions for T = 1000 sec
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Figure 8.20k Graph showing the calculated and modelled concentration distributions for T = 2000 sec
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8 .3 .6  S c e n a r io  5 - D isp e r s io n  from  m u ltip le  p u f f  so u rces  w ith  c o n s ta n t  K
A verification was designed to investigate the ability of PICATS to represent both pollutant 
advection and diffusion from multiple puff sources. Two spherically symmetrical Gaussian 
puff distributions, each comprising 5000 particles and with standard deviations of crxo=2AX 
were generated on 51 x 51 x 51 grid with xyz dimensions of 8000 x 3000 x 1000 m and an 
initial grid cell size of Ax =Ay  =Az = 50 m. The puff sources were located at (101500, 101500) 
and (101500,102000) with xyz dimensions of 100 x 100 x 100 m. The meteorological 
conditions were as follows; wind speed = 1 ms^, wind direction = 90° , ambient temperature = 
25°C and a neutrally stable atmosphere, that is, L = 10  ^ and a mixing height of 1000m. All 
measurements were referenced to a 10 m mast. The diffusivity coefficients, Kxx> f°r the 
PICATS model were set to 10 i.e. K.xx = Kyy = Kzz = 10. The verification problem was run for 
2000 seconds of simulation time, taking 196 steps and 475 seconds of real time to complete. 
Figures 8.23 a, b, c and d show the evolution of the particle distribution as viewed in the XY 
plane for simulation time values of 50, 500, 1000 and 2000 seconds, respectively. Figures 8.24 
a, b, c and d show surface and centre line contour plots for the predicted concentration at 
simulation time values of 50, 500, 1000 and 2000 seconds. Figures 8.25 a, b, c and d show a 
comparison between concentration values calculated using a modified form of the ideal 
Gaussian diffusion equation (see equation 8.4 above) and the corresponding concentration 
values predicted using the PICATS model for simulation time values of 1000 and 2000 
seconds. Replacing x in equation 8.4 with x-U/, where U is the wind speed and t is the 
simulation time, the puff Gaussian diffusion equation is transformed into a puff Gaussian 
advection diffusion equation. In all cases, the calculated and predicted concentration values are 
referenced to a sampling line located along the X axis, where Y=Z=0. Linear least square 
regression analysis was undertaken for the calculated concentration versus the predicted 
concentration. Regression coefficients of 0.9967 and 0.9961 were obtained for t = 1000 seconds 
and t= 2000 seconds respectively. These results once again demonstrate that PICATS exhibits a 
high co-dependency with the calculated solution, maintaining an approximate 1 : 1  ratio 
throughout the simulation period.
Figures 8.26 a and b show the percentage error between the concentration values calculated 
using the ideal Gaussian diffusion equation and the concentration values predicted using the 
PICATS model. The results show PICATS to be in close agreement with the values derived 
using equation 8.4. Within ± ctc  ^ where ctc is the standard deviation associated with the 
concentration values obtained using the PICATS model, the % error is typically less than ± 
10% when compared with the calculated solution. Within ± 2ctc the % error is typically less
237
Ph.D. Thesis Chapter 8 -  Model Validation, Verification and Calibration
than ± 50%. The magnitude of the % error can be seen to be increasing outwardly from the 
centre of the particle distribution where at ± 3ac the error increases beyond 50%. Given that 
PICATS employs a random number generator to initially spawn the initial particle distribution 
and that each particle represents a quantised density, then as c- > 0  as t—>co the % error can be 
expected to increase as PICATS reaches its limits of resolution. Consequently, beyond ± 3ctc, 
effects of small variations in the predicted concentration are likely to become more significant 
when compared with the Gaussian solution and therefore potentially result a greater % error.
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Figure 8.23a Graph showing particle distribution in the XY Plane forT = 50 sec
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Figure 8.25c Graph showing the calculated and modelled concentration distributions at T = 2000 sec
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8 . 3 . 7  S c e n a r io  6  -  D is p e r s io n  f r o m  a  s in g le  c o n t in u o u s  s o u r c e  w i t h  c o n s t a n t  K
A verification test was undertaken to demonstrate the ability of PICATS to represent 
atmospheric dispersion from a continuously emitting source. A 51 x 51 x 51 node grid was 
employed with xyz dimensions of 8000 x 3000 x 1000 m and an initial grid cell size of Ax =Ay 
-tsz = 50 m. A 100 x 100 x 100 m, continuous source was located at (101500, 101500). The 
meteorological conditions for the test were as follows; wind speed = 1 ms~l, wind direction = 
90° , ambient temperature = 25°C and a neutrally stable atmosphere where L = 1 0  ^ and the 
mixing height was set at 1000 m. All measurements were referenced to a 10 m mast.
Figures 8.27 shows the particle distribution as viewed in the XY plane for a simulation time 
value of 2000 seconds. The predicted concentration values for t=2000 seconds were compared 
to a numerical time integration of a modified form of the Gaussian diffusion equation shown in 
equation 8.4. Replacing x in equation 8.4 with x-Ut, where U is the wind speed and t is the 
simulation time, the puff Gaussian diffusion equation is transformed into a puff Gaussian 
advection diffusion equation. The modified advection diffusion equation was then numerically 
integrated with respect to time so that a concentration field could be generated based on the 
concentration fields associated with each consecutively advected puff starting at t = 0 seconds 
and ending at t = 2000 seconds. Figure 8.28 shows a surface and contour plot of the predicted 
downwind centre line concentration. Figures 8.29 a, and b show a comparison between 
concentration values calculated using the ideal Gaussian diffusion equation (see equation 8.4 
above) and the corresponding concentration values predicted using the PICATS model for t 
=2000 seconds along the downwind centre axis of the plume (see line A in figure 8.27). Figures
8.30 a, and b show a comparison between concentration values calculated using the modified 
ideal Gaussian diffusion equation and the corresponding concentration values predicted using 
the PICATS model for t =2000 seconds along a crosswind section of the plume (see line B in 
figure 8.27).
Linear least square regression analysis was undertaken for the calculated concentration versus 
the predicted concentration. Regression coefficients of 0.984 and 0.996 were obtained for 
sampling lines A and B, respectively. These results again demonstrate that PICATS exhibits a 
high co-dependency with the calculated solution, maintaining an approximate 1 : 1  ratio 
throughout the simulation period. In both cases, the predicted and calculated results bear close 
agreement to each other. PICATS marginally over estimates the calculated solution at higher 
concentrations while marginally under estimating the calculated solution at lower 
concentrations. This was considered to be due to the fact that a true steady state condition had 
not yet been attained.
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Figures 8.31 a and b show the percentage error between the concentration values calculated 
using the ideal Gaussian diffusion equation and the concentration values predicted using the 
PICATS model. Within ± ctc  ^ where a c is the standard deviation associated with the 
concentration values obtained using the PICATS model, the % error is typically less than ± 
10% when compared with the calculated solution. Within ± 2ctc the % error is typically less 
than ± 30%.
The above verification was extended to demonstrate the ability of PICATS to represent 
multiple continuous sources. The original verification was repeated using two 100 x lOOx 100 
m sources located 500m apart. The meteorological conditions for the run were as follows; wind 
speed = 1 m s '* ,  wind direction = 90° , ambient temperature = 25°C and a neutrally stable 
atmosphere where L  = 1 0  ^ and the mixing height was set at 1000 m. All measurements were 
referenced to a 1 0  in mast.
Figure 8.32 shows the particle distribution as viewed in the XY plane for a simulation time 
value of 2000 seconds. Figure 8.33 shows a surface and contour plot of the predicted downwind 
centre line concentration. These results are intended to be purely illustrative and no comparison 
with a calculated solution was undertaken. The superposition of the plumes can be clearly seen 
in both figures 8.32 and 8.33.
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8.29a Graph showing the calculated and modelled concentration distributions along sampling line A for T = 2000 sec
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Figure 8.29b Plot of calculated concentration verses predicted concentration along sampling line A forT  = 1000 sec
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8.3.8 Comparison of PICATS with field observations
A verification test was undertaken to demonstrate the ability of PICATS to reproduce 
observed conditions close to a heavily trafficked road link. A scenario was devised based on the 
findings of the Marketgait field investigation {see Section 5.3, Chapter 5) using PICATS to 
predict hourly average concentrations of carbon monoxide over a one hour peak period, that is 
12:00AM to 1:00PM, at a series of locations perpendicular to the Marketgait dual carriageway. 
The physical dimensions of the road source were set to 20m x 100m x 5m. The representation 
of the road source as a ‘volume’ was adopted from (CALINE, (1989)) where the volume 
prescribes a ‘mixing zone’ within which exhaust emissions are considered to be uniformly 
mixed by the action of turbulent motions caused by the movement of passing vehicles. The 
effects of dispersion are therefore only considered once the uniformly mixed exhaust emissions 
have left the mixing zone. A traffic flow of 1175 vehicles per hour was adopted based on 
available traffic count data with an associated modal split of vehicles being derived from 
figures 5.9 and 5.10, section 5.3, Chapter 5. Using the available traffic census data, a series of 
emission rates per vehicle type were calculated based on the emission rates presented in Table
5.4, section 5.3, Chapter 5. These emission rates were then aggregated and used to obtain a 
total emission factor expressed in g/s.
A 51 x 51 x 51 node grid was employed with xyz dimensions of 200 x 200 x 100 m and an 
initial grid cell size of Ay =Ay  =Az = 2 m. The meteorological input data used was as follows; 
wind speed = 2 ms'l, wind direction = 90° , ambient temperature = 10°C , neutrally stable 
atmosphere i.e. L = 10  ^ and a mixing height of 100 m.
Figures 8.34a & b show the particle distribution as viewed in the XY and XZ planes for a 
steady state condition. The dispersion of the pollutant can be clearly exiting the top and sides of 
the mixing zone rising to a height of approximately 25m before attaining a steady state. Figure
8.35 shows a plot of the predicted and observed concentrations of carbon monoxide taken along 
sampling line A, at a height of 2 m. Analysis of the % errors difference between the predicted 
and observed concentrations of carbon monoxide show that the % error difference ranges from 
± 17%. This level of accuracy agrees with that observed in the previous verifications of 
PICATS though was better than originally anticipated given the inherent degree of uncertainty 
associated with the input data which ranged between ±5% and ±50%.
Given the statistical significance of using a limited number of comparative observations then 
caution has been used in the interpretation of the above results. Despite this, the results 
demonstrate the potential of the SAPTAM model to reproduce real life conditions.
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8.4 SECTRANS
Where relevant, a series of studies were undertaken to demonstrate the behaviour of 
SECTRANS in representing secondary transport dynamics such as buoyant and high 
momentum releases, gravitational settling, dry deposition, precipitation scavenging and 
chemical reactions.
8.4.1 Buoyant and Momentum driven releases
The representation within SECTRANS of both buoyant and high momentum releases has 
been achieved using the USEPA’s empirical plume rise formulations (reviewed in 
Zannetti(1990)). These plume rise models have the advantage of being computationally 
inexpensive to run and have already been extensively validated, verified and calibrated. 
SECTRANS has adopted the most widely known and easiest to apply of all the plume rise 
formulations, that is, the Briggs(1969) method (See section 6.5.2). Given that the Briggs plume 
rise formulations have already been verified by the USEPA, then further verification within the 
context of this project was considered to be unnecessary. However, validation was undertaken 
to ensure that the form of the Briggs plume rise formulations expressed within the SECTRANS 
model were consistent with those originally published (See section 6.5.2).
Figure 8.36 shows a comparison between the effective plume rise estimated using 
SECTRANS and that obtained by hand calculation using the Briggs equations for a high 
momentum release of 10 m/s from a 1 00  x 1 0 0  m source.
Figure 8.37 shows a comparison between the effective plume rise predicted using 
SECTRANS and that obtained by hand calculation using the Briggs equations for a buoyant 
release with dimensions 100 x 100m. The release temperature was specified at 373 K with an 
ambient temperature of 298 K and a release velocity of 1 m/s.
In both cases, the problems were run in continuous mode for a total of 1000 seconds. The 
results of the validation study together with the results shown in figures 8.36 and 8.37 indicate 
that the form of the Briggs plume rise formulations adopted within SECTRANS are consistent 
with those published in Briggs(1969). For a discussion of the limitations of the Briggs plume 
rise formulation please refer to section 6.5.2 or to Zannetti(1990), Briggs(1969).
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8 .4 .2  D r y  D e p o s it io n , W e t D ep o sitio n  an d  C h em ica l rea ctio n s
PICATS accounts for secondary transport dynamics using a series of linear first order 
relationships. Where appropriate, fixed rates of gravitational settling, dry deposition, 
precipitation scavenging and/or chemical reaction are employed to derive correction factors to 
the location or mass of each pseudo particle. In the case of gravitational settling and dry 
deposition, a velocity is typically specified which is then multiplied by the simulation time step 
to correct the vertical position of each pseudo particle. In the case of wet deposition and 
chemical reactions, the rate of scavenging or chemical reduction is multiplied by the simulation 
time step to correct the mass of each pseudo particle. Consequently, the accuracy and 
performance exhibited by PICATS with respect to the representation of secondary transport 
phenomena primarily depends on whether the particular phenomena can be accurately 
represented using a fixed, globally applied, rate coefficient. For instance, the representation of 
wet scavenging may potentially be represented with an acceptable degree of accuracy if the rate 
of precipitation remains more or less constant over the period of simulation. Ultimately, the 
experience of the modeller must be used to decide whether such an approach is valid within the 
context of a particular scenario. Given that the suitability of using PICATS to account for 
secondary transport dynamics is likely to vary on a case by case basis, and that the accuracy of 
the approach is largely dependent on the suitability of the rate coefficients selected, then 
verification of the method within PICATS was considered unnecessary. All of the mechanisms 
for representing secondary transport phenomena within PICATS have been successfully 
validated, that is, they have been assessed and found to function as intended. For example, 
Figure 8.38 shows a plume release to which a fixed settling velocity of -0.5 m/s has been 
applied. The plume can be seen to experience a uniform downward displacement.
An extensive range of data are available from a number of literature sources for rates of dry 
deposition, settling velocities, precipitation scavenging and chemical reactions(Zannetti 1990), 
(Seinfield 1984).
Further work is recommended to investigate more accurate methods for the representation of 
secondary transport dynamics within SAPTAM. Given that each pseudo particle spawned by 
PICATS can be modified to retain characteristic information regarding location, activity, age, 
mass, size, density, temperature etc. then the potential exists for a more complex treatment of 
phenomena such as dry deposition, washout and atmospheric chemistry.
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CHAPTER NINE
CONCLUDING REMARKS AND RECOMMENDATIONS FOR 
FURTHERWORK
“In youth we learn, in age we understand’
M a r ie  E b n e r  E sc h e n b a c h (A u str ia n  w r ite r )
9 .0  C O N C L U D IN G  R E M A R K S  A N D  S U M M A R Y
The reported programme of research was undertaken with the aim of attaining several key 
objectives {See section 1.2, Chapter 1). The first objective sought to establish a programme of 
monitoring in order that ambient concentrations of particular air pollutants, released from 
various sources proximate to the Dundee area, could be quantified and assessed. The aim of 
this part of the programme was to provide an insight into the current state of air quality within 
the city of Dundee in addition to providing useful historical data that could be employed within 
the context of Local Air Quality Management (LAQM). A total of four field investigations 
were successfully undertaken where the results of these studies are reported in Chapters 4 and 
5 of this report. Prior to these studies being carried out, the extent of information regarding 
local air quality in and around the City of Dundee was concluded to be extremely limited. 
Consequently, the findings of the four reported field investigations form original contributions 
to local knowledge. The methodologies and findings associated with the field investigations 
also form original contributions to the field of air quality given that both potentially facilitate 
direct extrapolation to other study sites with similar environmental conditions as well as inter­
comparison with similar independent field investigations. Furthermore, the results of the 
investigation contribute to existing knowledge regarding the known spatial and temporal 
variation of the ambient levels of the targeted pollutants throughout the United Kingdom.
Of the four field investigations undertaken, three were primarily concerned with the 
quantification and assessment of ambient concentrations of traffic related pollutants in and 
around urban areas within the City of Dundee, Scotland. The investigations were undertaken 
within the vicinity of the Marketgait, the Seagate and Reform Street, respectively. Where
260
practicable, ambient levels of Nitric Oxide (NO), Nitrogen Dioxide (NO2 ), Carbon Monoxide 
(CO), Total Organic HydroCarbons (TOC) and Total Suspended Particulates (TSP) were 
monitored given that these pollutants are considered to be of primary concern within urban 
environments (United Kingdom National Air Quality Strategy, 1997). Measurements of 
ambient levels of these pollutants were obtained for both urban road side sites and urban 
background sites for each study area. The field investigations were initiated as a joint Local Air 
Quality Management (LAQM) initiative between the University of Abertay Dundee and the 
Environmental Health Department for the City of Dundee in response to the requirement by the 
Environment Act 1995 that local authorities manage air quality within their jurisdictional 
regions. Findings obtained from the Seagate study and the Commercial Street study were 
directly reported to the Dundee City Council Chambers.
Collectively, the findings of the three field investigations clearly show that the observed 
levels of the criteria pollutants remained well within the appropriate regulatory standards and 
objectives established by the United Kingdom Air Quality Strategy (UKNAQS), the Expert 
Panel on Air Quality Standards (EPAQS) and the European Community (EC). Supporting 
source-receptor analysis suggests that exhaust emissions from road traffic to be the principal 
source of air pollution within the study areas concerned. A discussion of the specific findings 
and conclusions of each field investigation can be found in Chapter 5 of this report.
The remaining field investigation undertaken during the research programme focused on the 
quantification and assessment of the potential environmental impact of the Baldovie Municipal 
Waste Incinerator with regards to the stack emission of the heavy metals, Cadmium (Cd) and 
Lead (Pb). A sampling network of 1 km grid squares covering a 7 x 9 km area, was established 
over the incinerator plant and its surrounds. Aggregated surface soil core samples were 
collected from within each 1 km square and analysed for cadmium (Cd) and lead (Pb) content. 
Airborne levels of Cd and Pb were also measured from filter collected particulate samples. The 
results of the analysis demonstrated that the spatial distribution of Pb in soils showed a marked 
variation downwind from the Baldovie incinerator, though remained well within the expected 
natural range for soils (Alloway(1990)). The spatial distribution of Cd showed neither a 
marked nor extensive contamination of the study area, remaining within the expected natural 
levels for Cd in soils(Alloway( 1990)). The results of the investigation suggest that the 
Baldovie incinerator plays a significant role in determining the local, long term distribution of 
Cd in soils. Alternatively, urban emissions, originating from the city of Dundee, appear to be 
the main factor in determining the local, long term distribution of Pb in local soils. In summary, 
the Baldovie incinerator has been shown to have a measurable impact on the surrounding
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environment though does not appear to present any threat to public health or the environment 
as regards emission levels of Pb and Cd.
The second key objective of the reported programme of research was concerned with the 
development of a computational prototype model for the simulation of short term air pollutant 
transport using a PC based computational platform. A model called the Short-term 
Atmospheric Pollutant Transport Analysis Model (SAPTAM) was developed to simulate short 
term pollutant dispersal accounting for the effects of atmospheric stability, terrain and 
secondary transport dynamics, such as, dry deposition, wet deposition and chemical reactions. 
The SAPTAM model employs a simplified three dimensional Eularian wind field generator 
(WIFS) coupled to a Lagrangian particle in cell model (PICATS). The PICATS model 
simulates pollutant dispersion by releasing pseudo particles into a wind field and calculating 
the consecutive trajectory of each particle with time. PICATS is capable of representing 
continuous or puff releases from single or multiple sources over a range of scales ranging from 
10m to 100km. The principal advantages of the adopted particle in cell approach is that it 
effectively eliminates the need for the fictitious diffusion inherent in many purely Eularian 
models. Furthermore, given that each Lagrangian pseudo particle can be labelled with a set of 
physical and chemical characteristics then the potential exists for the representation of complex 
phenomena such as dry deposition, radioactive decay etc. The reported study has shown that 
SAPTAM maintains a low computation overhead with respect to simulation time, with the 
majority of model runs taking less than 1 hour to complete. A discussion of the specific design 
and numerical development of the SAPTAM model is discussed in Chapters 6 and 7 of this 
report.
A series of post development verifications were undertaken using the SAPTAM model and 
are reported on in Chapter 8. The verification studies comprised a comparison of predictions 
obtained using the SAPTAM model with various closed Gaussian solutions to the advection- 
diffusion equation as well as to observed field measurements. Collectively, the findings of the 
verification indicate that SAPTAM is capable of predicting pollutant concentrations with an 
associated accuracy of better than ±10% of the observed or calculated value for concentration 
levels much greater than the resolvable limits of the model. In comparisons with Gaussian type 
distributions, errors of less than ±10%, less than ±50% and greater than ±50% were typically 
observed for intervals of less than a, less than 2a and greater than 3a, respectively, where a  is 
the standard deviation associated with the observed distribution, In all cases, the quoted levels 
of accuracy were observed for single, multiple, puff and continuous source releases. In the case 
of continuous releases, the model was found to under-estimate if a true steady state condition 
had not been obtained.
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Since meteorological and air pollution data frequently exhibit errors of around ±1% to ±10% 
then it can be concluded that SAPTAM can be potentially considered as a sensitive enough tool 
for the prediction and study of pollutant dispersion. Acknowledging that SAPTAM was 
primarily developed as a prototype model to demonstrate the potential of the adopted modelling 
approach then it is recommended that further development and refinement of the model be 
undertaken so as to improve the accuracy and performance of the model. This work should be 
followed by an extended programme of verification to further increase confidence in 
SAPTAM's prediction capabilities. This extended programme of verification should be 
completed before any practical application of the model is undertaken.
The findings of the reported research programme clearly demonstrate that the SAPTAM 
model, while supporting a low computational overhead and high level of description, is capable 
of representing pollutant dispersion over a range of scales with an acceptable level of empirical 
adequacy. The SAPTAM model runs on a PC based platform and therefore exhibits the 
potential for wide spread application subject to further development. The reported work 
undertaken as part of the development and verification of the SAPTAM model collectively 
forms an original contribution to knowledge given that the derivation and implementation of 
the approach on a PC based platform is completely novel.
9.1 PUBLICATIONS
The following publications have been taken from the body of work undertaken as part of the 
reported programme of research.
Collett R. S. and Oduyemi K. (1997) A technical review of mathematical approaches for air 
quality modelling. JMeteorol Appl. 4, p235-246.
Collett R. S., Oduyemi K. and Davidson B. (1997) Ambient levels of traffic related 
pollutants in urban centres : A case study of the Seagate, Dundee, United Kingdom. J  
Environ Management. 51, p289-304.
Collett R. S., Oduyemi K. and Lill D. (1998) An investigation of environmental levels of 
cadmium and lead in airborne matter and surface soils within the locality of a municipal 
waste incinerator. Sci Total Environ. 209, p i57-167.
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9.2 RECOMMENDATIONS FOR FURTHER WORK
The following recommendations constitute areas for further work beyond the original scope 
of the existing project. Section 9.1.1 presents recommendations for further work which are of a 
general nature while sections 9.1.2 to 9.1.5 present recommendations which are specific to 
particular components of the SAPTAM model.
9.2.1 General Recommendations
Recommendations for further work to be undertaken for the SAPTAM model are as follows;
• Further validation, verification and calibration of the SAPTAM model is recommended 
subject to the completion of the proposed developmental based recommendations outlined 
in the sections 9.2.2 to 9.2.5.
• A comparison study examining predictions obtained using the SAPTAM and other 
appropriate contemporary air pollution models is recommended to assess SAPTAM 
relative performance.
9.2.2 WIFS
Recommendations for further work to be undertaken for the WIFS component are as follows;
• To investigate, develop and verify a more advanced and descriptive approach to the 
representation of the wind flow field than was adopted within the SAPTAM model. 
Attention should be paid to work presented in Sherman (1970) where any investigated 
solution should be capable of accurately reproducing the prevailing wind field in three 
dimensions accounting for the effects of terrain and atmospheric stability. Any proposed 
solution should consistently seek to minimise the computational time overhead of running 
the solution so as not to compromise the performance of the PICATS component.
9.2.3 PICATS
Recommendations for further work to be undertaken for the PICATS component are as 
follows;
• To undertake further a programme of development and model refinement in an attempt to 
optimise the performance of PICATS. Investigations should consider the optimisation of
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the model algorithms together with an examination of more efficient mechanisms for the 
storage and representation of data and meta-data. The adoption of more effective routines 
for smoothing the concentration field should also be considered
• To undertake an extended course of validation, verification and calibration to better 
understand the operation, behaviour and limitations of the PICATS model while increasing 
the collective level of confidence in the models output.
9.2.4 SECTRANS
Recommendations for further work to be undertaken for the SECTRANS component are as 
follows;
• To investigate, develop, implement and verify more advanced mechanisms for the 
representation of secondary transport dynamics within the SAPTAM model. The potential 
exists within SAPTAM for more complex treatments of secondary transport phenomena 
given the increased levels of description which can be obtained by the labelling of pseudo 
particles. Limitations experienced within the current programme of work with respect to 
available time and resources prevented further investigation into this area. Furthermore, it 
was considered to be unwise to develop complex treatments of the secondary dynamics 
without first verifying the ability and computational overhead of the core components of 
the SAPTAM model, that is, WIFS and PICATS.
9.2.5 TERRAIN
Recommendations for further work to be undertaken for the TERRAIN component are as 
follows;
• To improve the overall performance and accuracy of the surface estimation process 
employed by TERRAIN. Work undertaken as part of the existing project has 
demonstrated that the inverse squared estimator currently employed by TERRAIN is 
well suited to estimating terrain with undulating features, for example, hilly or 
mountainous areas though is ill-suited to estimating areas of flat or uniformly smooth 
terrain due to the ‘island effect’ (see section 8.1, Chapter 8). Further work should be 
undertaken to identify a range of suitable weighting relationships together with a set of
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criteria for their application with respect to specific terrain types, for example, a plain, a 
plateau, hills or mountains etc.
To investigate the potential for linkage between the TERRAIN component and an 
appropriate GIS system.
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APPENDIX A
PUBLICATIONS TAKEN FROM THE CURRENT 
PROGRAMME OF RESEARCH
The following are copies of journal publications which collectively report on work carried out 
within the current programme of research.
I. Collett, R.S. & Oduyemi, K. (1997). Air quality modelling : A technical review of 
mathematical approaches. Journal of Meteorological Applications. 4, p23 5-246
II. Collett, R.S., Oduyemi, K. and Lill, D.E. (1998). An investigation of environmental 
levels of cadmium and lead in airborne matter and surface soils within the locality of a 
municipal waste incinerator. The Science of the Total Environment. 209, pl57-167.
III. Collett, R.S., Oduyemi, K. and Davidson, B. (1997). An investigation into Ambient 
levels of traffic -related pollutants in urban centres : A case study of the the Seagate, 
Dundee, United Kingdom. Journal of Environmental Management 51, p289-304.
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APPENDIX B
PART I : A METHOD FOR THE ANALYSIS OF LEAD AND 
CADMIUM IN SOIL CORES.
The pre-treatment, preparation and analysis of collected soil core samples was performed in 
accordance with the methodology and framework provided in B.l to B.4 below. Where 
possible, compliance with BS 7755 and the EPA Method 3050 (Carter(1993)) was sought. 
Good laboratory practice was observed throughout all aspects work in line with procedures 
stated in the laboratory procedures manual. A discussion of the soil analysis method can also 
be found in Collett et al (1997b), see Appendix A.
B . l  P R E -T R E A T M E N T  O F  S A M P L E S
Prior to sample preparation and analysis, each field sample was pre-treated using the 
procedure detailed in table B.l, below.
Table B.l Pre-treatment Procedure for Soil Cores
Step 1 Each sample was dried at a temperature of 35 °C until the loss in mass 
of the soil sample was not greater than 5% so as to remove inherent 
moisture. Samples were typically dried for a 12 hr period.
Step 2 The sample was ground so that the majority of the sample could be 
sieved through a 2 mm screen. Large objects e.g. small pebbles, glass 
etc. were removed prior to grinding. The sample was well mixed.
Step 3 Each sample was returned to a dry container and sealed so as to be air 
tight.
B .2  P R E P A R A T IO N  O F  S A M P L E S
Having under gone pre-treatment, each sample was then prepared for AAS analysis in 
accordance with the steps defined in table B.2. Initially, soil subsamples were added to 50 ml
i
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of 3% HNO3 and prepared for AAS analysis (Perkin Elmer(1982)). The recovery rate (See  
Section  B .4) associated with this approach was found to be poor i.e. typically below 20% for 
both lead and cadmium, which suggested that the extraction method was only partially 
effective in the liberating the lead and cadmium present in the soil core sample. This low 
recovery rate meant that the observed concentration represented, on average, less than 20% of 
the concentration of lead and cadmium present in a given soil core sample. It was the authors 
opinion that the recovery rate associated with this method could lead to potentially significant 
measurement errors, given that the observed levels of lead and cadmium lay close to the 
detection limits of the analysis method being used. In order to minimise the risk of error 
through factoring with the recovery rate, a more stringent method was adopted from Hutton e t  
al. (1988) which gave a more acceptable level of recovery {See Table B .2).
Table B.2 Preparation Procedure for Soil Cores
Step 1 5.0g of a pre-treated sample is placed into an Erlenmyer flask with 
20ml of HNO3 and shake for 15 mins.
Step 2 Filter the solution through #42 Whatman filter paper into a 50ml 
volumetric flask.
Step 3 Make up to 50ml with deionised water
Samples were collectively prepared and stored in labelled, glass air-tight vials for analysis.
B.3 ANALYSIS OF SAMPLES USING AAS
Analysis of the samples was performed with aid of a Perkin Elmer 1100B Atomic Absorption 
Spectrometer using an acetylene flame in double beam mode and with background correction. 
The Perkin Elmer 1100B Spectrometer has quoted detection limits of 0.0005 ppm and 0.01 
ppm for Cd and Pb, respectively. The dynamic range of interest was limited to 0 to 20 ppm for 
Pb and 0 to 2 ppm for Cd.
Calibration of the AAS unit was performed using stock standard solutions. Standard 
solutions of Cd at 0.5, 1.0, 1.5, and 2.0 ppm, and Pb at 5, 10, 15, and 20 ppm, were prepared 
from the stock standard solutions detailed below.
• C A D M IU M  (1 0 0 0 ppm ). Dissolve l.OOOg of cadmium metal in a minimum volume of
HC1. Dilute to 1 litre with 1% (v/v) HC1.
ii
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• LEAD  (1000 ppm ). Dissolve 1.598g of lead nitrate, PbN03, in 1% (v/v) HNO and 
dilute to 1 litre with 1% (v/v) HN03.
Calibration curves for both Cd and Pb were available from previous research work, though 
had to be ‘re-sloped’ to match the current operating conditions of the spectrometer. In both 
cases, linear calibration curves were available. The re-slope proceedure therefore entailed 
fixing the lower end of the calibration curves and then varying their gradient so as to pass 
through a point of known concentration midway along the curve. The required re-slope values 
for Cd and Pb were 1 ppm and 10 ppm, respectively.
Standard solutions and ‘blanks’ (i.e. zero value samples) were randomly introduced into the 
sample set as a quality control measure. Both allowed the associated errors of measurement to 
be quantified and ensured drift errors were minimised.
B.4 SAMPLE RECOVERY
The recovery rate associated with the analysis procedure presented in B.l -B.3 was 
investigated by using a ‘spiked’ sample set. A number of pre-treated soil samples were 
‘washed’ several times with HN03 to remove all traces of Pb and Cd. After each acid wash, the 
soil mass was recovered through filtration using #42 Whatman filter paper. The collected 
residue was then dried, re-washed, and subsequently dried again. Any Pb and Cd remaining 
within the sample at this stage can assumed to be so tightly bound within the soil that any 
potential for release and consequently environmental impact, is negligible. 5.0g of the 
‘cleaned’ soil was then added to 1 ppm of Pb at 25 ml and 1 ppm of Cd at 25ml. The 50 ml 
solution was then dried at 90°C and the soil residue recovered. The 5.0g of the dried sample 
was then prepared using the standard preparation method quoted in B.3 above, and analysed by 
AAS. It should be noted that the standard pre-treatment method produces a final sample 
solution at 50 ml. The optimum concentration of Pb or Cd that is recoverable for a ‘spiked’ 
sample prepared in accordance with B.3, will be 0.5 ppm. The ‘recovery’ rate associated with 
the extraction method is calculated from the ratio of the recovered concentration to initial 
spiked mass i.e. 0.5 ppm at 50 ml. This gives a measure of the efficiency of the extraction 
method by quantifying its ability to extract the determinant of interest and permits the total 
mass of Cd or Pb complexed in soil to be estimated.
The total mass of determinant in any analysed sample can be expressed as a function of the 
recovery rate;
in
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„  t _ _ M a ss  .
Total Mass = --------x 100
m r
B.l
where Mr  is the recovery rate representing the ratio of the recovered mass to initial spiked 
mass, averaged over the total number of spiked samples.
The average %  recovered through extraction can be seen in Table B.3 below.
Table B.3 Average Recovery Values for Cd and Pb.
Element Recovery(%) from 0.5 ppm
Lead 83
Cadmium 75
These values indicate that the analytical method employed appears more efficient at 
extracting Pb complexed with the soil, than Cd.
B.5 REFERENCES.
British Standard. “Soil Quality - pretreatment of samples for physico-chemical analyses”, BSI 
BS 7755 SEC 3.5, 1994.
Carter, M.R., Ed. “Soil Sampling and Methods of Analysis”, C anadian S o c ie ty  o f  S o il 
Scien ce , Lewis Publishers. 1993.
Hutton, M., Wadge, A., Milligan, P.J. “Environmental levels of cadmium and lead in the 
vicinity of a major refuse incinerator”, A tm ospheric Environm ent, Vol 22, No 2, pp 411-416. 
1988
Perkin Elmer, “Analytical methods for AAS”, Norwalk, Connecticut, USA,1982.
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PART II : UNINTERPRETED RESULTS FOR THE LEAD 
AND CADMIUM LEVELS IN SOIL FOR THE BALDOVIE 
CATCHMENT AREA
The results presented in Tables B.4 & B.5 below, represent the basic, uninterpreted 
concentrations of Pb and Cd found in soils throughout the Baldovie Catchment (See Section  4, 
C hapter 4  an d  A ppendix A ). All values are stated in reference to the sampling template 
provided in F igure 5.1, C hapter 5 and represent the average levels observed over 1 km  ^areas.
Table B.4 Lead levels in soils for the Baldovie Catchment
Pb(ppm) . A B :... C:- : D
1 - - - - - - -
2 - 54 51 57 - - -
3 - 47 54 68 - 33 32
4 46 46 50 - 37 30 26
5 37 42 - 76 - 27 34
6 34 41 82 62 65 34 -
7 32 36 53 49 - 31 24
8 31 53 26 - - - 20
9 17 48 - 22 - - 11
Table B.5 Cadmium levels in soils for the Baldovie Catchment
Cd(ppm) B C D E F G
-.■■■ 1 - - - - - - -
. 2. : ■ - 0.15 0.1 0.08 - - -
3 - 0.1 0.1 0.15 - 0.05 0.05
4 0.1 0.08 0.07 - 0.07 0.06 0.1
5 0.08 0.1 - 0.15 - 0.05 0.11
6 0.06 0.07 0.1 0.13 0.1 0.1 -
7 0.04 0.1 0.12 0.1 - 0.08 0.08
8 0.04 0.05 0.12 - - - 0.04
9 0.03 0.17 - 0.15 - - 0.04
v
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APPENDIX C
REPORT ON THE COMMERCIAL STREET AIR QUALITY 
STUDY
REPORT TO: ENVIRONMENTAL AND CONSUMER PROTECTION COMMITTEE (DUNDEE CITY
COUNCIL) AND PLANNING AND TRANSPORTATION COMMITTEE (DUNDEE CITY 
COUNCIL)
REPORT ON: AIR QUALITY MONITORING PROJECT
REPORT BY: JOINTLY BY DIRECTOR OF ENVIRONMENTAL AND CONSUMER PROTECTION
DEPARTMENT AND DIRECTOR OF PLANNING AND TRANSPORTATION
1.0 PURPOSE OF REPORT
1.1 To inform the Committee of the results of an air quality
monitoring project carried out at the junction of Seagate and 
Commercial Street, Dundee in April 1996 during the alternation 
in City Centre Bus Routing. To further inform the Committee of 
other measures taken to measure the effects of Bus Rerouting on 
the Air Quality of Dundee City Centre.
2.0 RECOMMENDATIONS
2.1 That the air quality within this area be kept under
surveillance as part of Environmental and Consumer Protection 
Department's ongoing monitoring programme.
3.0 FINANCIAL IMPLICATIONS
3.1 None.
4.0 ENVIRONMENTAL IMPLICATIONS
See Recommendations.
5.0 EQUAL OPPORTUNITIES 
None
6.0 INTRODUCTION
6.1 Concern was raised within Environmental and Consumer Protection
Department and Planning and Transportation Department that the 
proposed change in Bus Routes around the City Centre of Dundee, 
whilst providing environmental benefits in certain areas, would 
result in an intensification in bus numbers through other 
routes.
The corner of Seagate and Commercial Street was identified as a 
possible problem area due to an increase in bus movement 
together with local conditions such as topography and traffic 
lights.
It was considered likely that an adverse affect would be 
measurable in the air quality of this area.
Other sections of the City Centre were believed to be likely to 
be affected either beneficially or detrimentally, by changes in 
air quality resulting from bus rerouting.
27 # o OBJECTIVES
To monitor the effect on air quality of the rerouting of buses 
around Dundee City Centre.
To monitor accurately and in real time the levels of Nitrogen 
Dioxide and Particulates (pm 10) within the Seagate/Commercial 
Street area of Dundee.
To determine whether breaches of EC or UK guidelines were 
occurring.
To carry out this monitoring programme during the two week 
period in April.
8.0 SUMMARY AND CONCLUSIONS
8.1 The principle aim of the monitoring exercise was to ascertain 
whether ambient levels of Nitrogen Dioxide would significantly 
increase at certain points around the City Centre, following 
the alteration of bus routes.
Another aim was to measure the levels of Nitrogen Dioxide and 
Small Particulates to a high degree of accuracy of precision at 
one particular site.
With regard to the Particulates (PM 10 - particulates with an 
aerodynamic diameter of less than 10 microns) this was the 
first time such an exercise has been carried out in Dundee.
The levels of Nitrogen Dioxide and Particulates are represented 
in Appendices 1, 2 and 3.
9.0 INTERPRETATION
The results of this study suggests levels of pollutants 
actually dropped following the change in bus routes.
Clearly, given the increase in traffic this is not likely. 
Unfortunately as the study by necessity was short term, it was 
very affected by meteorological changes.
Information concerning the meteorological conditions over these 
two weeks is included in Appendix A, and although the average 
wind speed for week 2 is higher than weekl it is only slightly 
so.
The conclusion that must be reached from this short study is 
that the air quality is not significantly worse at the point of 
concern than it was before.
On Monday of the second week an extremely high particulate 
level is shown.
This corresponds exactly to the removal of road markings by 
burning and although an interesting example of how air may be 
contaminated may be discontinued as not representative of Local 
Air Quality.
3In general the quality of air within the Seagate./Commercial 
Street area was good before the change and remains so.
10.0 OTHER MONITORING
Other information which may be used in support of this is that 
the results of ongoing Monitoring further up Commercial Street 
shows no sign of change.
The second part of the programme was a longer term diffusion 
tube survey at sites identified as being particularly affected 
by the bus route change.
Monitoring Periods were - 7 February 1996 - 22 April 1996
and - 22 April 1996 - 24 June 1996
Due to the long time period of the survey and the necessity to 
monitor in well populated City Centre sites much greater than 
normal interference from the public was experienced.
A number of tubes were stolen or destroyed and only part of the 
programme survived.
The following results were, however, obtained.
11.0 DIFFUSION TUBE RESULTS
Site Pre-charge Post-charge
l Panmure St/Albert Square 52.2 30.5
2 Reform Street 41.2 22.9
3 High Street - -
4 Tayside House 26.0 21.9
5 Dock Street 32.0 -
6 Exchange Street - 27.4
7 Commercial St/Seagate - -
8 Seagate/Gellatly Street 43.3 24.5
9 Seagate/Candle Lane 37.0 38.4
12.0 DIFFUSION TUBE INTERPRETATION
All results are N02 measured in mg/m^. The results are also 
supported by ongoing measurements in Commercial Street, Seagate 
and Reform Street which support the general picture of 
improvement in certain areas (Reform Street, Seagate, Albert 
Square) with no significant changes elsewhere.
13.0 CONCLUSIONS
Taking the monitoring exercise as a whole the general air 
quality in Dundee remains one of it's most positive aspects.
The major change in Bus Routes, far from causing localised hot 
spots, appears to have caused no change in some areas, with a 
dramatic improvement in Reform Street and part of Seagate.
As air quality monitoring programmes should ideally last 
a calendar year to account for seasonal variation, or 
ideally several years to chart a trend, a note of caution 
must be used in interpreting this data.
Annual data is, so far, supporting the information gained 
from this exercise and Environment and Consumer 
Protection Department is committed to continually 
monitoring and reviewing Dundee Air Quality.
Director of Environmental & Consumer Protection Department 
Director of Planning & Transportation
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Table 1 Table Showing Daily Averages For NOXl NO, N02, and Particulates
Days
NO ,
(PPb)
NO
(ppb)
n o 2
(PPb)
Particulates
(ug/m3)
15 111.56 77.6 33.6 33.91
16 84.33 55.58 28.4 17.49
17 84.25 53.98 29.94 32.6
18 39.9 22.96 16.65 12.24
19 45.31 25.67 19.46 14.8
20 74.33 46.35 27.65 21.69
21 30.04 14.81 14.96 28.11
Week Ave 67.1 42.42 24.38 22.98
22 83.88 55.38 28.27 75.34
23 70.58 43.83 26.5 18.88
24 17.67 7.13 10.44 14.05
25 14.21 5.69 8.46 15.98
26 57.42 41.29 15.9 22.07
27 19.08 11.5 7.4 9.39
28 17.21 10.02 7.06 11.28
Week Ave 40.01 24.98 14.86 23.86
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APPENDIX D
DESIGN SPECIFICATION FOR SAPTAM.
D.l INTRODUCTION
The following sections comprise a semi-formal specification (Ghezzi(1991)) for the 
proposed ‘Short-term Air Pollutant Transport Analysis Model’ (SAPTAM) model. The 
specification defines those attributes which are considered fundamental to the embodiment of 
the model and which will be used to implement a consistent design framework.
D.2 STATEMENT OF INTENT
To develop a software based model capable of describing the short-term, micro-meso-scale 
transportation of airborne pollutants in the planetary boundary layer, while accounting for 
topographical variability, surface roughness characteristics, atmospheric stability and 
secondary transport phenomena. The level of input data for the model will be minimised where 
appropriate to enhance the application and usability of the model.
D.3 FUNCTIONAL SPECIFICATION
Development of section D.2 suggests that the functionality of the model can be represented 
by six modules (Table D.l). All operations and tasks performed by the model will require the 
use of one or more of the stated modules. The inter-modular flow of data is shown figure D.l 
below. The direction of communication has been signified with an arrow.
I. Correctness, Reliability and Robustness.
D.4 SPECIFICATION OF NON-FUNCTIONAL ATTRIBUTES.
T h e  m o d e l w ill e m b o d y  th e  n o n -fu n c tio n a l a ttr ib u te s  lis te d  b e lo w . T h e se  a t tr ib u te s  p r im a r ily
a p p ly  to  th e  so ftw a re  e m b o d im e n t p h a se  o f  th e  m o d e l d e v e lo p m e n t.
i
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Table D.l Table of Function Modules
Module
Data management and 
storage
Data visualisation and 
output
Meteorological 
modelling 
Pollutant transport 
modelling
Geographic modelling 
Task manager
Function
Responsible for data input, validation and memory management. 
Handles data storage and retrieval.
Handles the output and visualisation of data, including printing and 
graphics displays
Calculates the meteorological conditions in the modelling domain 
over a specified time period.
Models the airborne transport of pollutants based on the input the 
meteorological component, for a given time period.
Calculates topographical and surface roughness data at specified 
locations within the modelling domain.
Co-ordinates the functionality and communication between all of the 
above modules.
Figure D .l Data F low  between Functional M odules
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II. High degree of performance and therefore Usability.
III. Maintainability, Reparability and Verifiability
IV. Evolvability and Reusability
V. Portability and Inter-operability
VI. User Friendliness and Understandability
D .5  H A R D W A R E  B A S E
There was a choice of hardware platforms on which to implement the simulation tool, the 
essential requirements being,
• Fast Floating Point Calculations.
• A colour high resolution screen (VGA, SVGA).
• Appropriate RAM and secondary storage.
• Non-functional Attributes {see section D.4 ).
The ‘high end’ IBM PC compatible (e.g. Pentium) was favoured over more superior systems 
such as Workstations due to their wide spread commercial availability. Many small 
consultancies and local authorities are financially unable to accommodate the initial ‘high cost’ 
outlay required in purchasing a work station. PC based technology was therefore considered a 
more practically affordable option. Though slower at floating point arithmetic, the IBM PC 
compatible provided an acceptable overall performance for computation, video handling and 
data storage.
D .6  IM P L E M E N T A T IO N  L A N G U A G E
The PC compatible range of computers offer a wide variety of programming languages 
which in turn utilise a variety of operating systems. The necessary requirements for the project 
were :
• Floating Point Number Support (with co-processor support).
• Block Structured Language with support for recursion.
• Compiled, fast and reliable operation.
• Front-end programming support.
• Non Functional Attributes ( see section D.4 ).
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Delphi (version 3.0) for Windows (3.1 / NT / ‘95 ) offered the necessary requirements. 
Delphi exhibits superior computational ability and memory handling in comparison with other 
more traditional numerical languages e.g. FORTRAN (Buzzi-Ferraris(1993)) and in some case 
C++. Object Orientated Programming (OOP) and Windows software development are 
additionally supported in 32 bit (version 3.0).
D.7 REFERENCES
Buzzi-Ferraris, G., (1993) Scientific C++ : Building numerical libraries the object-oriented 
way. Addison-Wesley Publishers Ltd.
Cantu, M (1996) Mastering Delphi 3. Second Edition,SYBEX, San Francisco.
Ghezzi, C., Jazayeri, M., Mandrioli, D., (1991) Fundamentals of software engineering. Prentice 
Hall Inc, New Jersey.
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APPENDIX E
DERIVATION OF ATMOSPHERIC FLOW EQUATIONS
E .l INTRODUCTION
The flow equations governing atmospheric motion in the micro-meso scale are derived from 
first principles. Two stages of derivation are presented, leading to a quasi three dimensional 
fluid dynamic model, conserving both mass and momentum, while accounting for 
topographical variability.
The following assumptions are used for the derivation of the model,
Axiom 1
Axiom 2
Axiom 3
Axiom 4
Axiom 5
Axiom 6
Axiom 7
The primary transfer of momentum in the PBL is horizontal.
Micro-meso scale flows in the PBL behave as an incompressible fluid.
The top of the PBL is a free surface flow.
The vertical variation of horizontal components of velocity (u,v) can be 
described through a profile relationship.
The vertical component of velocity (w), is a linear function of the elevation of 
the bed and the elevation of the free surface.
The flow is highly turbulent.
There are no sources or sinks within the domain when considering the flow of 
momentum.
i
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E .2  D E R IV A T IO N  O F  T H E  C O N S E R V A T IO N  O F  M A S S  E Q U A T IO N
Consider the incremental atmospheric volume Q, where Q exhibits regular symmetry about 
x and y, and is irregular in H  where H  is the volume depth and is taken as the difference 
between the free surface and the bed (see figure E .l).
Figure E.l Diagram of incremental volume Q , showing local mass fluxes in dx
Axiom 4 and Axiom 5 state that the vertical variation in the horizontal mass flux can be 
inferred from a profile relationship with vertical mass flux being a linear function of H. 
Consequently, a three dimensional flow can be described if the depth average horizontal 
velocity components (U,V), together with the evolution of the PBL depth H , are known.
Following a partial differential approach to modelling fluid flow (Pielke(1984), 
Brown(1991)) and considering the mass flux in the x direction, then,
Mass flux into face abed = pUHdy E.l
Mass flux from face efgh = pUHdy +
d(pUH) 
dx
dxdy E.2
Net change in mass flux
8(pUH)
= -^----- -dxdy
dx
Similarly the net change in mass flux in the y  direction will be,
E.3
ii
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Net change in mass flux = —------ - dxdy
dy
E.4
The rate of increase of mass in the atmospheric volume Q is given by,
Rate of increase of mass flux = E.5
The total rate of mass production in dxdy  is therefore,
djpH) | d(pUH) ' a(pVH) o
E .6
dt dx dy
Equation E .6 is simplified on applying Axiom 2. The incompressibility assumption is 
upheld for three reasons;
I. Atmospheric flows in the PBL, over the micro-meso-scale of interest, can be 
considered ‘unbounded’, in that any mass flux into the control volume will induce a 
corresponding mass flux out of the volume, owing to the action of larger scale 
atmospheric motions. The magnitude of any horizontal density gradients can be 
assumed to be negligible if mass is not created, destroyed or stored within the 
atmospheric control volume.
II. Secondly, air density decreases with altitude in the atmosphere. For the region known 
as the PBL, the vertical density gradient is very close to zero and the condition of local 
imcompressibility applies.
III. Equation E .6 explicitly relates the horizontal mass flux with the temporal variation 
within the PBL depth. Consequently, any excess mass flux is accommodated by 
extending the PBL depth and thereby minimising compression effects within the fluid.
Observations I, II and III above can be expressed mathematically to give;
ap = sp = dp = ap
dt dx dy dz
E.7
Applying the condition of incompressibility (equation E.7) to equation E.6 , yields,
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5H  ^ 8(UH) ( d{VH) Q
dt dx dy
Equation E .8 is commonly refereed to as the two dimensional, depth averaged continuity 
equation and ensures the conservation of locally depth averaged mass.
E.3 DERIVATION OF THE CONSERVATION OF MOMENTUM EQUATION
The conservation of momentum equation for the incremental atmospheric volume Q, can be 
obtained in a similar vain to the continuity equation^ee figure E.2).
Figure E.2 Diagram of incremental volume Q, showing local momentum fluxes in dx
Considering the momentum flux in the x  direction gives,
Rate of flow of momentum into the face abed
Rate of flow of momentum 
out of face efgh
Net change in momentum flux
= pU 2H dy E.9
alp u 2h )
= p U2H dy + —---------dxdy
dx
E.10
dip U2H)
= —--------- -  dxdy
dx
E.l 1
Similarly the net change in x momentum entering the face befg is found to be,
IV
Ph.D. Thesis Appendix E
Net change in momemtum flux
The rate of increase of x  momentum
d(pUVH)
dy
dxdy
d(p UH) 
dt
dxdy
The total rate of production for x momentum is given by,
'  d(p UH) d(pU2H) a(p UVH)
K dt dx dy j
dxdy = 0
E.12
E.13
E.14
Applying Axiom 2 and equation E.7 permits equation E.14 to be rewritten in two 
dimensional form as ;
d(UH) | S(U2H) | SjUVM) o
dt dx dy
Expanding equation E.15 yields,
dU ~ 8JL  + 2UH ™ + VH™ + U H ^ + U>eH
dt dx dy
H ----+ U
dt dy dx
+ u v BJ L = o 
dy
E.16
Substitution for dH/dt from equation E.8 , gives after some manipulation
h w  + u h x L + v h ™  = o
dt dx dy
E.17
Equation E.17 describes the advective component of the conservation of momentum in the x 
direction. A similar result can be achieved for the conservation of momentum in the y  direction 
where,
dt dx dy
E.18
By Newton’s second law of motion,” the total rate of production of momentum within the 
control volume is equal to the net force acting on the control volume”, or,
v
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a(AOJ) x,y,z _
dt
= Fx,y,z E.19
Given the existing regime of a depth averaged, incompressible, micro-mesoscale flow, then 
the net force acting on the control volume Cl will be the sum of the turbulent shear stresses, 
pressure and the coriolis force.
The sum of the Reynolds stress terms, x, acting in the x direction is given by ,
S* = - x xxHdy + \ xXXH+ ^  — dx \d y-x^H d x  +
dx
XyXH+ i ^ H )
8y ^  + ('Czxf-'Cz x b ) ^
where xjj is the component of shear acting in i due to turbulent motions in the yth plane and 
xzxf  ,xzxb are ^ e  vertical shear stresses at the free surface and the bed respectively. Assuming 
that that dU/dz —>0 at the free surface then xzxf —>0 giving after some manipulation,
S v =
dx dy
-  xzxb dxdy E.20
Accounting for pressure and the coriolis correction gives the net force per unit density 
acting in the x  plane as;
FA X
P
T f e f e  + 1 a(T*xg ) + i f M )
p J^dx p dx p dy
I«L  + jv h  
P
E.21
where /  is the reference frame correction for the coriolis force exerted by the Earth. It 
should be noted that equation E.21 expresses the net force per unit density in order that 
equation E.19 can be satisfied on equating with equations E.17 and E.18.
Assuming Axioi7t 1 applies and that the vertical acceleration of the fluid can be ignored 
compared with gravity, then the hydrostatic relationship, P = -pgH, can be applied. This 
permits the elimination of the pressure term from E.21. Substituting for P and performing the 
integration gives,
VI
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f ,  &: i m  i 1 i 1 5(Ty*g )
p 3a: p &  p dy
zxL + jv h  
P
E.22
Under first order closure, the modelling of the Reynolds stress terms is achievable through 
the Boussinesq approximation, where ;
* ij= P *
dUx
dx.
E.23
and K  is the exchange coefficient associated with turbulent diffusion. Modelling of the 
exchange coefficients is achieved using a gradient and mixing length approach and is discussed 
further in Chapter 6, section 6.3. Substituting equation E.23 into E.22 gives,
F„ „ d H  d----- 1----
p dx dx
= gH^ \ K , H - ]+Ty[KyH ^am a ( „ „ d u \  +HfV
The transfer of momentum by diffusion is now of the general form
± \ K , H d* \dXj V dXf )
Expanding out equation E.25 gives the diffusion operator as,
d_
dx
K H ^
d x .
K 8H8U + H 8K8U + KHq _
dx dx dx dx dx2
E.24
E.25
E.26
Given that Axiom 3 imposes a free surface flow condition at the upper boundary of the PBL 
then the steepness term dH/dx —>0. As dH/dx -»0 and K=j(U,V) then dK/dx—>0 for depth 
averaged values of K. If K  can be assumed to be spatially homogenous then,
K m n L < < K H * v
dx dx dx2
where 0
dx dx
E.27
In these limits, equation E.24 becomes,
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^  = g H ^  + KxH ^  + KyH ^ - ^  + HfV 
p dx dx dy p
E.28
Constructing equation E.19 from equations E.17 & E.21 dividing through by //gives,
8U TTdU V 8U 8H d2U 82U x^----+ U + V = g  + K — -  + K — =------—  + fV
dt dx dy dx dx2 y dy2 pH
E.29
A similar equation is obtained iny for V,
8V 8V 1r8V 8H „  82V „  82V x ^
—  + U — + V—  = g  + KX— t  + K v — 5--------— fU
dt dx dy dy dx1 y dy2 pH
E.30
Equations E.29 and E.30 represent a non-conservative form of the momentum transfer 
equations.
E.5 SUMMARY
Three equations in three unknowns (//, U, V) have been derived expressing the 
conservation of both mass and momentum for a depth average flow.
I.
II.
III.
8H  | 8{UH) | 8{VH) Q
dt dx dy
d u  „ d u  „ d u  dH „ d2u  „ d2u  x„b----+ U -----+ V-----= g -----+ K + K
dt dx dy ^ dx x dx2 y dy2 pH
8V Ir8V 8V 8H ^  82V ^  82V x b----+ U  + V  = g -----+ Kx — r  + K — 5-------— -  fU
dt dx dy dy dx2 y dy2 pH
{see equation E.8)
{see equation E.29)
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