Abstract. We prove the invariance of the Gibbs measure for the periodic Schrödinger-Benjamin-Ono system (when the coupling parameter |γ| = 0, 1) by establishing a new local well-posedness in a modified Sobolev space and constructing the Gibbs measure (which is in the sub-L 2 setting for the Benjamin-Ono part.) We also show the ill-posedness result
Introduction
In this paper, we consider the Schrödinger-Benjamin-Ono (SBO) system:
, (x, t) ∈ T × R where T = [0, 2π), u is a complex valued function, v is a real-valued function, and α, β, γ are nonzero real constants. In (1) , H denotes the Hilbert transform whose Fourier multiplier is given by −isgn(n). D = |∂ x | = H∂ x is defined via Df (n) = |n| f (n).
The system (1) appears in Funakoshi-Oikawa [17] , describing the motion of two fluids with different densities under capillary-gravity waves in a deep water flow. The Schödinger part describes the short surface wave, and the Benjamin-Ono part describes the long internal wave. The system also appears in the sonic-Langmuir wave interaction in plasma physic (Karpman [21] ), in the capillary gravity interaction waves (Djordjevic-Redekopp [15] , Grimshaw [19] ), and in the general theory of water wave interaction in a nonlinear medium (Benney [3, 4] .)
The several conservation laws are known for the SBO system: E 1 (v) = v dx, E 2 (u) = |u| 2 dx, E 3 (u, v) = Im uu x dx + α 2β v 2 dx (2) and H(u, v) = 1 2 In this formulation, one natural questions is; Is the Gibbs measure of the form dµ = Z −1 e −νH(u,v) x∈T du(x) ⊗ dv(x) invariant under the flow of (1)? At this point, dµ is merely a formal expression. It is known (c.f. Zhidkov [31] ) that when αγ β < 0, the Gaussian part of the Gibbs measure, i.e.
is supported in ∩ s< Now, let's turn to the well-posedness theory of (1) . In the non-periodic setting, several results are known. When |γ| = 1, Bekiranov-Ogawa-Ponce [2] showed that (1) is locally well-posed in H s (R) × H s− 1 2 (R) for s ≥ 0. When |γ| = 1, Pecher [28] showed the local well-posedness for s > 0. In view of the conservation laws, when αγ β < 0, these local results extend to the global ones for s ≥ 1. Using the I-method developed by Colliander-KeelStaffilani-Takaoka-Tao [13, 14] , Pecher [28] also proved the global well-posedness for s > In the periodic setting, there seems to be only few results known at this point. Assuming |γ| = 0, 1, Angulo-Matheus-Pilod [1] showed that (1) is locally well-posed in H s (T) × . They also showed the existence and stability of the periodic travelling wave solutions. In [1] , the local well-posedness is established via contraction argument by establishing the following bilinear estimates:
for s ≥ 
where · = 1 + | · |. It is also shown in [1] that both estimates (6) and (7) fail for s < 1 2 when |γ| = 0, 1 and that they fail for any s ∈ R when |γ| = 1.
In Appendix, we show that the solution map of (1) is not smooth if s <
, then the solution map can never be C 2 for any s ∈ R.
In particular, Theorem 1.1 states that the flow of (1) via the usual contraction argument with the Bourgain norm is not defined in ∩ s< From the standard argument (c.f. Kenig-Ponce-Vega [22] ), the proof of the bilinear
2 + comes down to establishing an effective upper bound (which needs to be at most of the order 1 in view of Bourgain's periodic L 4 Strichartz estimate [5] . See Lemma 3.3) on
where n = n 1 + n 2 and τ = τ 1 + τ 2 with n, n 1 , n 2 ∈ Z. Note that
where R n (n 2 ) = (γ sgn(n 2 ) + 1)n 2 − 2n. For simplicity, assume n, n 2 > 0. Then, when n 2 ∼ 2n 1+γ , we have R n (n 2 ) ∼ 0. In particular, if |γ| = 1, then we have |n| ∼ |n 1 | ∼ |n 2 | in such a situation. Then, we have (10) 
1+γ > 1 as long as s ≥ 0. This motivates us to consider the initial value problem (1) with the initial condition
where H s 1 ,s 2 is defined via the norm given by
2 < s 2 = 1− < 1 (with some additional conditions to be determined later.)
From the above heuristic argument, we see that s ≥ 0 is enough to establish the crucial bilinear estimates on A. In particular, s 1 = 
Notations
On T, the spatial Fourier domain is Z. Let dn be the normalized counting measure on (8) and (9) . Given any time interval
We define the local in time X We use A B to denote an estimate of the form A ≤ CB. Similarly, we use A ∼ B to denote A B and B A and use A ≪ B when there is no general constant C such that B ≤ CA. We also use a+ (and a−) to denote a + ε (and a − ε), respectively, for arbitrarily small ε ≪ 1.
New Local Well-Posedness on the Modified Sobolev Space
In this section, we establish the local well-posedness of (1) 
where X s 1 ,b and X s 1 ,b γ are defined in (8) and (9), and
Recall that when b > 
for any t ∈ R. A similar result holds if we replace τ + n 2 b by τ + γ|n|n b . Hence, the
By writing (1) in the integral form, we see that (u, v) is a solution to (1) with the initial condition (u 0 , v 0 ) for |t| ≤ T ≤ 1 if and only if
where
The same computation holds if we replace U (t) by V (t), and thus we obtain
Then, the local well-posedness of (1) in H s 1 ,s 2 follows from the standard argument [5, 22] once we prove the following bilinear estimates.
More precisely, for given θ = 0+, choose b = (24) for
, it is enough to take s 2 ≤ 2s 1 − 4θ in both cases. 
Before proving of Propositions 3.1 and 3.2, first recall the L 4 Strichartz estimate due to Bourgain [5] . Also, see Molinet [26] .
, and v L 4
Proof of Proposition 3.1. In the proof, we use (n, τ ), (n 1 , τ 1 ), (n 2 , τ 2 ) to denote the Fourier variables for uv, u, v, respectively. i.e. we have n = n 1 +n 2 and τ = τ 1 +τ 2 with n, n 1 , n 2 ∈ Z and τ, τ 1 , τ 2 ∈ R. Also, let σ = τ + n 2 , σ 1 = τ 1 + n 2 1 , and σ 2 = τ 2 + γ|n 2 |n 2 . Then, as in (11), we have
where R n (n 2 ) = (γ sgn(n 2 ) + 1)n 2 − 2n. Note that for fixed n ∈ Z, we have R n (n 2 ) = 0 when n 2 = 2n 1+γsgn(n 2 ) , (which may not be an integer.) Hence, we have |R n (n 2 )| 1 for
Define the bilinear operator B s 1 ,θ (·, ·) by
Then, it suffices to prove
where γ = γ sgn(n 2 ). Thus, MAX n 2 2 in this case, and we have
for s 1 ≥ 0 (with θ sufficiently small. i.e. θ ≤ 
n,τ on A. If MAX = σ 1 , then by Hölder inequality and Lemma 3.3, we have, for any h ∈ L 2 n,τ ,
n,τ on A and this is equivalent to (28) via duality. A similar computation holds when MAX = σ 2 . Hence, (28) holds on A for s 1 ≥ 2θ. Now, we will consider the estimate on A c , i.e. near the resonances. In this case, we show
First, note that since |γ| = 1, it follows that |n| ∼ |n 1 | ∼ |n 2 | on A c . Thus, we have
On A c , we can not expect any contribution from σ, σ 1 , σ 2 . However, for fixed n, there are only finitely many (2 or 4) values of n 2 in A c .
i.e. there is virtually no sum over n 2 in this case. Let F (n 1 , τ 1 ) = σ
Then, by Hölder inequality in t and Sobolev inequality, we
LHS of (32)
• Part 2: Next, we prove (24) for the 
Suppose MAX = σ. Then, from (34) and Young's inequality in n, we have LHS of (36)
, where F and G are as in Part 1. If MAX = σ 1 , then by Hölder inequality in t, Young's inequality in n, and Sobolev inequality (as in (34)), we have
where F and G are as in Part 1. This completes the proof of Proposition 3.1.
Proof of Proposition 3.2. Noting that |n| n
, our goal is to show the boundedness of the multilinear functional I r 1 ,r 2 ,r 3 ,θ given by
. From a computation analogous to (11), we have MAX := max( σ, σ 1 , σ 2 ) 1 + |n|| R n 1 (n)|, where R n 1 (n) = (γsgn(n)+1)n−2n 1 . Note that for fixed n 1 ∈ Z, we have R n 1 (n) = 0 when
1+γsgn(n) + 1. We indicate how this proposition follows as a corollary to (the proof of) Proposition 3.1, basically by replacing (n, τ ), (n 1 , τ 1 ), (n 2 , τ 2 ) here with (n 2 , τ 2 ), (n, τ ), (−n 1 , −τ 1 ).
First, consider the X 
, for all h ∈ L 2 n,τ . This proves the X
, b ′ γ part of (25) .
Next, consider the X (25 
On B c , we have |n| ∼ |n 1 | ∼ |n 2 |. Thus, 
, ∞, b ′ γ part of (25).
Construction of the Gibbs Measure
In this section, we discuss the construction of the Gibbs measure µ for (1) following Bourgain [8] . Once we construct the Gibbs measure, we can easily adapt the argument in Bourgain [8, 10] to extend the local well-posedness result (Theorem 1.2) to the global well-posedness almost surely on the statistical ensemble and to establish the invariance of the Gibbs measure (Theorem 1.3.) The argument is standard and we omit the details.
Also, see Oh [27] for the details on this part of the argument for the KdV systems.
Given a Hamiltonian flow
Liouville's theorem states that the Lebesgue measure on R 2n is invariant under the flow. From the conservation of the Hamiltonian H, the Gibbs measures e −νH n i=1 dp i dq i are also invariant, where ν > 0 is the reciprocal temperature.
In the context of NLS, Lebowitz-Rose-Speer [25] considered the Gibbs measure of the form dµ = exp(−βH(u)) x∈T du(x) where H(u) is the Hamiltonian given by H(u) = H s (T) (for p < 6 with any B > 0, and p = 6 with sufficiently small B.) Bourgain [8] continued this study and proved the invariance of µ under the flow of NLS and the global well-posedness almost surely on the statistical ensemble. Note that [8] appeared before the so-called Bourgain's method [6] or the I-method [14] , i.e. there was virtually no method available to establish any GWP result from a LWP result whose regularity was between two conservation laws.
This was the case for NLS for 4 < p ≤ 6. We use this idea to obtain a.s. GWP of the SBO system (1). The same idea was applied to show the invariance of the Gibbs measures and a.s GWP for coupled KdV systems under some Diophantine conditions [27] . Recently, Burq-Tzvetkov [11] used similar ideas to prove a.s. GWP for the nonlinear wave equation on the unit ball in R 3 under the radial symmetry. Also, see other work by Tzvetkov related to this subject [29] , [30] .
Recall that the mean of v, the L 2 norm of u, and the Hamiltonian H(u, v) = is not bounded from above as in the case of focusing NLS and KdV [25] , [8] . This motivates us to define the Gibbs measure of the
where dρ is the Gaussian introduced in (5). Here, we associate (φ, ψ) with (u(t), v(t)) for fixed t ∈ R. In particular, ψ is real-valued. For simplicity, we set ν = 1 for the rest of the paper.
Let (a, b) = (a n , b n ) n∈Z denote the Fourier coefficients of (φ, ψ) on T. Since ψ is realvalued, we have b −n = b n . Let B > 0 be a cutoff as above and consider the cylinder in
Here, we abuse the notation and actually identify {b n } |n|≤N with (b 0 , Re
Then, define the measure ρ N on C 2N × R 2N = (a n , b n ) |n|≤N n =0
with the normalized density
Note that this measure is the induced probability measure on C 2N × R 2N under the map ω −→
; |n| ≤ N, n = 0 , where {f n (ω)} and {g n (ω)} are i.i.d. standard complex Gaussian random variables (with g −n = g n .) Now, define the Gaussian measure ρ on (a n , b n ) n =0 whose density is given by
n =0 d(a n ⊗ b n ). Recall the following definitions [23] : Given a real separable Hilbert space H with norm · , let F denote the set of finite dimensional orthogonal projections P of H. Then, define a cylinder set E by E = {u ∈ H : Pu ∈ F } where P ∈ F and F is a Borel subset of PH, and let R denote the collection of such cylinder sets. Note that R is a field but not a σ-field.
Then, the Gauss measure ρ on H is defined by
for E ∈ R, where n = dimPH and du is the Lebesgue measure on PH. It is known that ρ is finitely additive but not countably additive in R.
A seminorm ||| · ||| in H is called measurable if for every ε > 0, there exists P 0 ∈ F such that ρ(|||Pu||| > ε) < ε for P ∈ F orthogonal to P 0 . Any measurable seminorm is weaker than the norm of H, and H is not complete with respect to ||| · ||| unless H is finite dimensional. Let B be the completion of H with respect to ||| · ||| and denote by i the inclusion map of H into B. The triple (i, H, B) is called an abstract Wiener space. Now, regarding v ∈ B * as an element of H * ≡ H by restriction, we embed B * in H.
Define, for a Borel set F ⊂ R n ,
where v j 's are in B * and (·, ·) denote the natural pairing between B and B * . Let R B denote the collection of cylinder sets {u ∈ B :
Theorem 4.1 (Gross [20] ). ρ is countably additive in the σ-field generated by R B .
In the present context, let H =Ḣ 1 ×Ḣ [31] .) For the proof of this proposition, see Oh [27] . Note that Bourgain used this norm (i.e. H =Ḣ 1 , B = H s 1 ,s 2 with 0 < s 1 < 1 2 < s 2 < 1) in studying the invariance of the Gibbs measure for mKdV [8] .
Given an abstract Wiener space (i, H, B), we have the following result due to Fernique [16] . Also, see [ 
where c and the implicit constant are independent of N .
The proof of this lemma is standard and is omitted. See [8, 27] .
For the rest of the paper, let 0 < s 1 = 1 2 − < 1 2 < s 2 = 1− < 1 with s 2 < 2s 1 . Let P N be the projection onto the frequencies |n| ≤ N given by P N φ = φ N = |n|≤N a n e inx . Now, define the weighted Wiener measure µ N on R 2N +1 × C 2N +1 = (a n , b n ) |n|≤N by
Also, define the weighted Wiener measure µ on (a n , b n ) n∈Z by
At this point, Z need not be finite and thus dµ need not be a well-defined probability measure. Indeed, we have Lemma 4.5. For any r < ∞, we have
In particular, dµ is a well-defined probability measure. Moreover, we have dµ 
The proof of Lemma 4.5 is based on Bourgain's argument in [8] . We have an additional difficulty since ψ ∈ H 0− \ L 2 almost surely. i.e. the argument in in the sub-L 2 setting and we need to employ a probabilistic argument.
Proof of Lemma 4.5. We prove only (40). First, note that on Ω B , we have |a 0 |, |b 0 | ≤ B.
Then, from Young's inequality with p = 2− and
Let dρ 1 = dρ (an) n =0 and dρ 2 = dρ (bn) n =0 , i.e.
da n , and
n =0 db n . Then, since dρ = dρ 1 ⊗ dρ 2 , it suffices to prove, for arbitrary r < ∞,
for φ and ψ with mean 0. First, note that, by Hölder inequality, we have
for any M dyadic. Then, we see that the proof of (41) is basically the same as that of [8] . Now, we turn to the proof of (42). First, assume that
n ) is an abstract Wiener space (with respect to ρ 2 ), where L 2+ n is the space defined via the norm ψ
Then, by Lemma 4.3, we have
Hence, it remains to show that
e inx , where {g n (ω)} is a sequence of i.i.d. complex
Gaussian random variables with g −n = g n . Note that it suffices to show that for given
> ε < ε, where P >M 0 is the Dirichlet projection onto the frequencies |n| > M 0 . First, we present a lemma which provides an a.s.
decay at high frequencies in the sub-L 2 n setting.
Lemma 4.7. Let {g n } be a sequence of i.i.d Gaussian random variables. Then, for M dyadic and δ > 0, we have
Proof. We show lim n→∞ n 1−δ max 1≤j≤n |g j | 2 
for all n ∈ N as long as δ > 0. Let M n = max 1≤j≤n X j . Then, by the independence of X j and (44), we have
Then, by Borel-Cantelli lemma, P[ 2 ). Then, by Lemma 4.7 and Egoroff's theorem, there exists a set E with ρ 2 (E c ) < 1 2 ε such that the convergence in Lemma 4.7 is uniform on E. i.e. we can choose dyadic M 0 large such that
for all ω ∈ E and dyadic M > M 0 . In the following, we will work only on E and drop '∩E' for notational simplicity. However, it should be understood that all the events are under the intersection with E and thus (45) holds.
Let {σ j } j≥1 be a sequence of positive numbers such that σ j = 1, and let
for some small λ > 0 (to be determined later.)
Then, we have
By Hölder inequality and (45), we have
. Now, take λ sufficiently small such that δ θ 2+θ − λ > 0. By a direct computation in the polar coordinates with R j = σ j εM
Note that the implicit constant in the inequality is σ(S 2·#{|n|∼M j }−1 ), a surface measure of the 2 · #{|n| ∼ M j } − 1 dimensional unit sphere. We drop it since σ(S n ) = 2π
M j t 2 and t 4M j < e r 2 for r > R. Hence, we have
From (46) and (48), we have There are so called "ill-posedness" results for dispersive equations such as NLS and KdV. However, this term often refers to the necessary conditions for uniform continuity or smoothness of the solution map Φ t : u 0 ∈ H s −→ u(t) ∈ H s . In such cases, the Cauchy problem is not necessarily ill-posed in the sense of the usual definition, even when these results hold. However, since the contraction argument provides analytic dependence on the initial data, it is often natural to consider a strengthened notion of well-posedness requiring the solution map to be uniformly continuous/smooth. In this latter sense, the following results may be regarded as "ill-posedness" results.
Here, we follow Bourgain's argument in [7] . Consider the following Cauchy problem:
where δ ≥ 0. Let u(x, t; δ), v(x, t; δ) or u(t; δ), v(t; δ) denote the solution to (49) . First, note that with δ = 0, u(x, t; 0), v(x, t; 0) ≡ 0 is the unique solution. Also, by writing as integral equations, the solution u(t; δ), v(t; δ) to (49) can be written as
where U (t) = e it∂ 2 x and V (t) = e −γH∂ 2 x . By taking derivatives in δ at δ = 0, we have ∂ δ u(t; 0) = U (t)φ =: φ 1 and ∂ δ v(t; 0) = V (t)ψ =: ψ 1 . By taking the 2nd and 3rd derivatives in δ at δ = 0, we have over a small time interval and fix t ≪ 1 such that the solution map Φ t is well-defined.
Proof of Theorems 1.1. Recall that with n = n 1 + n 2 , we have Q(n, n 1 ) := γ|n|n − n Using c γ N + d γ N = N , we have
Suppose γ ∈ Q with |γ| = 1. Then, for n = N ∈ N, we have c γ (n) = Recall that Dirichlet Theorem [24] says that for given ρ ∈ R \ Q, there exist infinitely many (p, q) ∈ Z 2 such that ρ − A direct computation shows that ψ 1 = φ 2 ≡ 0 and φ 1 (x, t) = N −s e iN x−iN 2 t + 1. Thus, we have |φ 1 (x, t)| 2 = 2N −s cos(N x − N 2 t) + N −2 + 1 in this case and
since Q(N, N ) = 0. Therefore, we have
and thus (φ 2 , ψ 2 )
. In view of (50), by letting N → ∞, this implies that the solution map Φ t can never be C 2 for any s ∈ R.
