We introduce the notion of sufficiently localized operators on the Fock space. We show that if A is in the C * -algebra generated by the class of sufficiently localized operators, then A is compact if and only if its Berezin transform vanishes at infinity. Moreover, we show that this class contains many familiar operators, including all the Toeplitz operators with bounded symbols.
Introduction
Let dμ be the Gaussian measure on C n . It is well known that, in terms of the standard volume measure dV on C n , we have dμ(z) = π −n e −|z| 2 dV (z).
Recall that the Fock space H 2 (C n , dμ) is defined to be the subspace {h ∈ L 2 (C n , dμ): h is analytic on C n } of L 2 (C n , dμ). As usual, let k z denote the normalized reproducing kernel for H 2 (C n , dμ). That is, k z (w) = e w,z e −|z| 2 /2 , z,w ∈ C n .
Recall that if A is a bounded operator on the Fock space H 2 (C n , dμ), then its Berezin transform is the functionÂ (z) = Ak z , k z on C n . If K is a compact operator on H 2 (C n , dμ), then of course we have lim |z|→∞ Kk z , k z = 0.
On the other hand, easy examples show that for a general A ∈ B(H 2 (C n , dμ)), the condition lim |z|→∞ Ak z , k z = 0 (1.1)
does not necessarily imply that A is compact. Naturally, this leads to the question, for which classes of operators does (1.1) imply that A is compact? Many papers have been written on this question on function spaces [1, 3, 5, [8] [9] [10] . The main result in [5] gave the affirmative answer if the operator is a finite sum of finite products of Toeplitz operators. Recently, in [2] Bauer and Isralowitz obtained the affirmative answer if the operator is in the Toeplitz algebra, i.e., the C * -algebra generated by Toeplitz operators with bounded symbols. The proof given in [2] follows the general approach of Suárez [10] in the Bergman space case. But for this problem, there is a marked difference between the Bergmanspace case and the Fock-space case: in the case of the Fock space, the argument can be made much simpler.
In this paper, we will take a completely different approach from that in [2, [8] [9] [10] . In fact, the main point of this paper is that the proof of our main result is based on a very simple idea. To understand where the main difficulty lies, one can begin by trying to construct a non-compact A for which (1.1) holds. (We recommend this exercise to the reader.) It only takes a few moments of reflection to realize that the easiest examples of such A are those which are not "localized". From there one quickly sees the other side of the coin: for a"well localized" A, (1.1) should imply its compactness. Once one realizes that, it is easy to come up with conditions that guarantee sufficient localization, conditions that are easily shown to be satisfied by Toeplitz operators with bounded symbols.
We begin by introducing our localization condition.
for all z, w ∈ C n . (b) Denote SL = {B ∈ B(H 2 (C n , dμ)): B is sufficiently localized as defined in (a)}. (c) Let C * (SL) denote the C * -algebra generated by SL.
Here is the main result of the paper:
then A is a compact operator.
Recall that for f ∈ L ∞ (C n , dμ), the Toeplitz operator T f is defined by the formula
where P : L 2 (C n , dμ) → H 2 (C n , dμ) is the orthogonal projection. In Section 4 we will show that SL contains {T f : f ∈ L ∞ (C n , dμ)}, the collection of Toeplitz operators with bounded symbols, and more. But our real improvement lies in the proof of Theorem 1.2, which is fundamentally different from the method in [2] . As we already mentioned, [2] basically follows the steps in [10] , using the language of Banach algebras and maximal ideal spaces. But in the Fock space case, the Banach-algebra formalism leads to unnecessary steps and obscures the main idea behind the proof.
In contrast, our proof of Theorem 1.2 relies on a classic idea that dates back to the 1970s. More specifically, this idea can be found in the papers of Johnson and Parrott [7] and Davidson [4] . Simply described, it is this: if A ∈ C * (SL), then the essential norm of A can be dominated by the norms of certain "finite-rank pieces" of A of well-controlled size. The precise statement of this will be given in Proposition 2.3 below. In other words, Proposition 2.3 embodies the main idea of the paper. Old though this idea may be, it works very well in this case: it allows us to reduce the proof of Theorem 1.2 to one single estimate stated in one single proposition. Thus we are able to explain why Theorem 1.2 holds.
We would like to add that Proposition 2.3 is the kind of proposition whose statement is definitely more important than whose proof. That is, once one comes up with the statement of Proposition 2.3, its proof can be figured out with relative ease if one has any kind of familiarity with [4, 7] .
The rest of the paper is organized as follows. We present our main idea, Proposition 2.3, in Section 2. Then we show that Theorem 1.2 follows from Proposition 2.3 immediately. The proof of Proposition 2.3 will be given in Section 3. Finally, in Section 4 we give examples of operators in the class SL, which, as we will see, include many familiar operators on H 2 (C n , dμ).
The main estimate
Following [12] , the standard lattice (m 1 + i 1 , . . . , m n + i n ): m 1 , 1 , . . . , m n , n ∈ Z in C n will be denoted by the symbol Z 2n . We fix an orthonormal set e u : u ∈ Z 2n in H 2 (C n , dμ) throughout the paper. For each z ∈ C n , define the operator
(2.1)
We begin with the observation that, for each z ∈ C n , the set {k u+z : u ∈ Z 2n } is "almost orthogonal" in a very quantifiable way: 
and such that for each 1 j 2m, the conditions (x, y), (x , y ) ∈ E j and (x, y) = (x , y ) imply both x = x and y = y .
Proof of Proposition 2.1. Let z ∈ C n . Then
For each integer 
It is straightforward that | k u+z , k v+z | = e −|u−v| 2 /2 . Thus by the definition of G ,
By (2.4) and the fact m C 1 ( + 1) 2n , we now have
for every 0. Combining this with (2.2), we obtain
Recall that if A is a bounded operator on a separable Hilbert space H, then its essential norm is defined by the formula
Equivalently, if π denotes the quotient map from B(H) to the Calkin algebra B(H)/K(H) = Q, where K(H) is the collection of compact operators on H, then A Q = π(A) .
For each natural number R ∈ N, let us denote
which is a segment of integers. In analogy with the notation Z 2n = {(m 1 + i 1 , . . . , m n + i n ): m 1 , 1 , . . . , m n , n ∈ Z} that we use in this paper, let us also denote
Similarly, in analogy with (2.1), we define
for all R ∈ N and z ∈ C n . To put our main estimate in the proper perspective, one should think of R as representing the "size" of F z;R and z as indicating "how far out" F z;R is.
Proposition 2.3. Given any
The proof of Proposition 2.3 will be the task of the next section. But given Proposition 2.3, we immediately have Proof of Theorem 1.2. Let A ∈ C * (SL) and suppose that lim |z|→∞ Ak z , k z = 0.
(2 Note that for each j 1, we have
(2.10)
Recall that for each z ∈ C n , the formula
defines a unitary operator on the Fock space. By this formula, for z, ζ ∈ C n we have
for all u, v ∈ Z 2n R and j 1. Since {U * a j AU a j } is a bounded sequence of operators, replacing {a j } and {b j } by appropriate subsequences if necessary, we may also assume that the weak limit
exists. We claim thatÃ = 0. Indeed for each z ∈ C n we have
where the last = follows from (2.7) and (2.5). Thus we have shown that the Berezin transform ofÃ is identically zero on C n , which implies thatÃ is the zero operator as we claimed. Note that (2.9) implies that for
R is a finite set, combining the above limit with (2.10), we have lim j →∞ F * a j ;R AF a j +b j ;R = 0.
By (2.8), this means A Q = 0, i.e., A is a compact operator. This completes the proof of Theorem 1.2. 2
Proof of the main estimate
As in [12] , we let S denote the fundamental unit cube in C n . That is,
To prove Proposition 2.3, we first need to show that certain "off-diagonal" terms are collectively small:
Proof. Let B ∈ SL be given. Then there exist 0 < C < ∞ and 2n < β < ∞ such that
Let > 0 also be given. Since β > 2n, we can pick a natural number R > 4 √ 2n such that
2)
where C 1 is the constant that appears in (2.3). Now suppose that Ω is a subset of Z 2n × Z 2n such that every (u, v) ∈ Ω satisfies the condition |u − v| R. Then this property of Ω enables us to decompose it in the form 
where
where the last follows from (3.1) 
By (3.4) and the fact m
for every 0. Combining this with (3.3) and (3.2), we obtain
as promised. This completes the proof. 2
It is well known that on H 2 (C n , dμ) we have 1 π n k z ⊗ k z dV (z) = 1.
(3.5)
The usual interpretation of this formula is that the integral on the left-hand side "resolves" the identity operator 1 on H 2 (C n , dμ). But we need to further rewrite this formula. Using the fundamental cube S, we can rewrite (3.5) as
where F z is given by (2.1).
Proposition 3.2.
The set SL is a * -algebra. Consequently, C * (SL) is just the closure of SL with respect to the operator norm.
Proof. It is obvious that SL is a linear space. It is also obvious that if B ∈ SL, then B * ∈ SL. Let B 1 , B 2 ∈ SL. The proof will be complete once we show that
for all z, w ∈ C n , i = 1, 2. Let z, w ∈ C n be given. Then by (3.5) we have
Set
Since β 1 > 2n and β 2 > 2n, we have H 1 < ∞ and H 2 < ∞. Obviously,
On the other hand, if ζ ∈ C n is such that |z
Combining the above, we see that
We are now ready to prove Proposition 2.3.
Proof of Proposition 2.3.
Let A ∈ C * (SL) be given. We may assume that A Q > 0, for otherwise there is nothing to prove. By Proposition 3.2, there is a B ∈ SL such that
(3.7)
By 
We will show that this R has the desired property. First we observe that the sets Z 2n R + Ru, u ∈ Z 2n , form a partition of the lattice Z 2n . That is,
Let W be the union of the cube S + ξ , ξ ∈ u∈Λ (Z 2n R + Ru). Since card(Λ) < ∞, W is a bounded subset of C n . Since V (W ) < ∞, the operator
is compact (see, e.g., Lemma 4.2 in [6] ). Set Z(N) = u∈Z 2n \Λ (Z 2n R + Ru). By (3.5),
Thus if we define
Recalling (3.6), we now have
Since
and since V (S) = 1, we conclude that there exists a pair of z 0 , w 0 ∈ S such that
For each pair of z ∈ C n and u ∈ Z 2n , define the operator
Since Z(N) = u∈Z 2n \Λ (Z 2n R + Ru), we have
Similarly, we have
Define the subset 
Thus it follows from (3.8) that Y (8C 2 2.1 ) −1 A Q .
Since G * z 0 BF w 0 = X + Y , if we combine the above estimate with (3.10), we obtain
Note that X = γ ∈Γ X γ , where
For any pair of u = u in Z 2n , we have both
Therefore
Combining this with (3.11), we see that there is a u 0 ∈ Z 2n \Λ such that
Note that
Hence
Now if we set a = Ru 0 + z 0 and b = Rγ 0 + w 0 − z 0 , then the above becomes
To complete the proof, we now only need to verify that a and b satisfy the length requirements. Indeed since u 0 ∈ Z 2n \Λ and z 0 ∈ S, we have
Consequently |a| = |Ru 0 + z 0 | N . Also, since γ 0 ∈ Γ and w 0 , z 0 ∈ S, we have |b| |Rγ 0 | + |w 0 | + |z 0 | (R + 2) √ 2n as desired. This completes the proof. 2
Some examples of operators in SL
Recall that for each bounded measurable function f on C n we have the Toeplitz operator
where P : L 2 (C n , dμ) → H 2 (C n , dμ) is the orthogonal projection. Toeplitz operators with bounded symbols all belong to the class SL. In fact, these operators localize at a rate that is much, much faster than (1.2):
Proof. For any z, w, ζ ∈ C n , we have
Thus for any bounded measurable function f on C n , we have
where for the second we use (4.1), the Cauchy-Schwarz inequality and the translation invariance of dV . This completes the proof. 
with m C 1 ( + 1) 2n such that for each 1 j 2m , the conditions (u, v), (u , v 
1 j 2m . Since {e u : u ∈ Z 2n } is an orthonormal set and since the projections (u, v) → u and (u, v) → v are injective on E ( ) j , we have Obviously, this inequality proves both the membership hḡ ∈ L 1 (C n , e −|ζ | 2 dν(ζ )) and the existence of a bounded operator T ν on H 2 (C n , dμ) satisfying (4.7). Let z, w ∈ C n . Then by (4.7) and (4.8), there is a set of vectors {ξ(u): u ∈ Z 2n } with the property ξ(u) ∈ S + u for every u ∈ Z 2n such that
There is a z 0 ∈ Z 2n such that z ∈ S +z 0 . Thus, similarly to (4.6), we have |z−ξ(u)| 2 (1/2)|z 0 − u| 2 − 2n for every u ∈ Z 2n . Hence This completes the proof. 2
Last but not least, SL contains another familiar class of operators:
Proposition 4.5. For each z ∈ C n , the unitary operator U z defined by (2.11) belongs to the class SL.
Proof. Let z ∈ C n be given. Then by (2.12), for each pair of ζ, ξ ∈ C n we have U z k ζ , k ξ = k ζ +z , k ξ = e −(1/2)|ζ −ξ +z| 2 .
As before, one verifies that |ζ − ξ + z| 2 (1/2)|ζ − ξ | 2 − |z| 2 . Therefore U z k ζ , k ξ e (1/2)|z| 2 e −(1/4)|ζ −ξ | 2 , proving the assertion that U z ∈ SL. 2
