Abstract. The Gompertz state-space (GSS) model is a stochastic model for analyzing time series 1 observations of population abundances. The GSS model combines density dependence, 2 environmental process noise, and observation error toward estimating quantities of interest in 3 biological monitoring and population viability analysis. However, existing methods for 4 estimating the model parameters apply only to population data with equal time intervals between 5 observations. In the present paper, we extend the GSS model to data with unequal time intervals, 6
INTRODUCTION 1
Gaps in time series observations of population abundances pose challenges for analysis. 2
Various statistical models for ecological time series data, especially models incorporating 3 realistic population dynamics, require observations spaced at equal time intervals. However, 4 ecological sampling involves constraints of time, personnel, and budgets that do not always live 5 up to the designs and requirements of statistical models. As well, various ecological systems 6 such as aquatic or microbial systems (Kirchman 2012) have intrinsically continuous-time 7 dynamics and are sometimes sampled at unequal time intervals. Ordinarily equal time intervals 8 will be stretched and shrunk into unequal intervals in systems in which time is measured in 9 degree days (Metcalf and Luckmann 1994) . The data that do exist in studies with missing data or 10 unequal time intervals are potentially informative, and precluding such data from analysis could 11 affect conclusions regarding the biological resources in question. The monitoring and 12 management of biological populations would benefit from having better models for analyzing 13 time series data with unequal time intervals. 14 Dennis et al. Although the GSS model can accomodate missing observations from otherwise equally spaced 20 time series, the GSS model does not allow observations collected at unequal, non-integer time 21 intervals and hence is not suitable for ecological situations in which time is considered to be real-22
valued. 23
Various state space population models of greater complexity can handle unequally spaced 1 data (de Valpine and Hastings 2002 , de Valpine 2002 , 2004 , Clark and Bjørnstad 2004 , Ionides 2 et al. 2006 , Lele et al. 2007 , Ponciano et al. 2009 ) . Such models require custom programming of 3 simulation-intensive computer algorithms for fitting (parameter estimation) and other statistical 4 inferences. For example, Lele et al. (2007) and Ponciano et al. (2009) 
used data cloning (a Monte 5
Carlo Markov Chain method) to calculate maximum likelihood estimates of parameters in state 6 space models for analyzing the well-known laboratory Paramecium (sp.) data of Gause (1934) 7 which have missing observations on day 1. Adapting such models to other data sets with other 8 configurations of missing observations would require reprogramming the calculations for each 9 new case. 10 A special case of the GSS model is a density independent state space model. The 11 exponential growth state space (EGSS) model was introduced by Holmes (2001) , and parameter 12 estimation was studied by Lindley (2003) and Staples et al. (2004) . By contrast to the GSS 13 model, the EGSS model has been generalized to apply to unequal, real-valued time intervals 14 (Staudenmayer and Buonaccorsi 2006, Humbert et al. 2009). 15 This paper extends the full, density dependent GSS model to unequal, real-valued 16 time intervals. The method used employs a stochastic version of the continuous-time, 17 deterministic Gompertz growth model as the underlying model of population growth (process 18 model). The stochastic version is a continuous-time diffusion process representing type density dependent growth perturbed by environmental noise. Transforming the process 20 model to the logarithmic scale produces the Ornstein-Uhlenbeck process, a well-studied 21 diffusion process. Finally, adding an observation error component produces a state-space version 22 of the Ornstein-Uhlenbeck model. The state space model has discrete-time statistical properties 23 identical to those of a GSS model, but has a likelihood function that can be written for time 1
series observations recorded at arbitrary real-valued time intervals. The likelihood makes 2 accessible a variety of statistical inferences based on parametric bootstrapping. Four example 3 data sets serve to illustrate statistical inferences with the model. Procedures for calculating 4 confidence intervals for model parameters and for conducting bootstrap tests of density 5 dependence are described in the online Appendix to this paper, and R programs for all statistical 6 inferences are provided (Supplementary Material online) . 7
POPULATION MODEL 8
Deterministic Gompertz model 9
The Gompertz curve (after Gompertz 1825) originally was an actuarial model of 10 mortality, but since the 1920s biologists have been using the curve as a deterministic model of 11 biological growth, variously to describe the growth of tumors, individuals, or populations 12 (Winsor 1932) . The model is frequently presented in the form of an ordinary differential 13 equation: 14 .
(
1) 15
Here is the abundance of the growing entity at time , and and are positive constants, 16 with being the equilibrium abundance and being a measure of the speed of equilibration. The 17 similar logistic growth model has the density dependence term proportional to instead of 18 . The solution trajectory for Eq. 1 is given by 19 , Here an infinitesimal increment of the Gompertz growth model (Eq. 1 written in differential 5 form) is perturbed by a random noise term in which has a normal distribution with a 6 mean of 0 and a variance of (where the correlation between and is assumed 7 equal to 0 if ), and in which the intensity of the noise is scaled by the term , with 8
. The scaling term proportional to population abundance is a common model of 9 environmental stochasticity (Tier and Hanson 1981, Dennis and Patil 1984) . Such stochasticity 10 can produce substantial population variability at high as well as low abundances. The assumption 11 of zero-correlated process noise describes the unpredictability of growth increment fluctuations 12 in response to environmental buffeting has theoretical and empirical utility (Allen 2010 , Dennis 13 et al. 1991 . Temporal correlation in process noise, if present, is difficult to estimate in the 14 presence of sampling error (Staples et al. 2008) . 15
The SDE as written in the form of Eq. 3 can be understood as an easy recipe for 16 simulating a trajectory of population abundance for specified values of , , and (for instance, 17 (3) Return to step (1) and repeat the process for a new time interval, generating a new normal 22 random growth increment using the updated population abundance. The accuracy of the 23
We define an Ornstein-Uhlenbeck state space (OUSS) model by adding an observation 1 error component. The observations can be taken at arbitrary times which need not be equally 2 spaced. The observed population log-abundance at time is modeled as 3 ,
where has a normal distribution with mean 0 and variance , with , uncorrelated ( ). 5
Observation error on the original abundance scale thereby has a lognormal distribution, which 6 can be regarded as a model of ecological sampling under heterogeneous sampling conditions 7 (Dennis et al. 2006 ). Eqs. 6 and 12 together constitute the OUSS model. The underlying actual 8 population log-abundance is unobserved. 9
The observations (estimates or indexes of log-population 10 abundance) recorded at times need not be equally spaced. The observations 11 under the OUSS model have a joint multivariate normal distribution, but the distribution takes 12 two different forms, non-stationary and stationary, depending on the situation being modeled. If 13 the population abundances have commenced far from equilibrium, the observations have the 14 non-stationary distribution in which the mean of each is 15 , 
6 and the covariance of the process at two different times and is given by 7 .
(18) 8
In either the stationary or non-stationary case the joint distribution of the observations is similar 9
to that of the underlying OU process, except that the quantity is added to the variance of each 10
. Two different methods for fitting the model to data (Statistical Methods, below) arise from 11 whether or not the population has become stationary. 12
The OUSS model can be regarded as a continuous time version of the GSS model. The 13 GSS model is defined (in the notation of Dennis et al. 2006) by , 14 , where and are respectively the underlying and observed population log-15 abundances at times , and and have independent normal distributions with 16 means of 0 and respective variances of and . The parameters , , and are positive, and 17
. If , the transition probability distributions of the OUSS and GSS 18 models evaluated at integer times coincide as identical normal distributions means and variances 19
given by Eqs. 13 and 14, with the relationships between parameters given by the following 20 transformations: , , ;
, , with having the same value in both models. If 22 the, GSS model has a deterministic component with damped oscillatory behavior 1 for which there is no straightforward continuous time version. However, oscillatory behavior in 2 population data, damped or otherwise, suggests the presence of nonlinear dynamic forces (May 3 1994), and one should explore alternative model structures with additional state variables and/or 4 nonlinear interactions. 5
STATISTICAL METHODS 6
Maximum likelihood estimation for the OUSS stationary case 7
Under stationarity, the initial log-population abundance, , is assumed to arise from 8 the stationary normal distribution of the population abundances. Such an assumption of might be 9 plausible if the monitoring program commenced after the population had been existing for a time 10 long enough for stochastic equilibration in the particular environment. The model then has four 11 unknown parameters: , , , and . 12
Fitting the model to data means estimating the unknown model parameters. Using the 13 multivariate normal distribution, the model can be fitted to data with maximum likelihood (ML) 14 estimation. For ML estimation with the OUSS model, the likelihood function is the joint 15 multivariate normal probability density for the observations evaluated at their realized data 16 values. The ML estimates then are the parameter values that jointly maximize the likelihood or 17 log-likelihood function. The multivariate normal log-likelihood for the stationary OUSS model is 18
given by 19 , 
where is the variance-covariance matrix (for the undifferenced observations, Eq. 19) 4 evaluated with the REML estimates of , , and , and is a column vector of 5 ones. The R program for parameter estimation accompanying this paper (Supplementary 6 Material online) calculates the REML estimates in addition to the ML estimates. 7
ML estimation for the nonstationary case 8
The nonstationary OUSS model should be considered for use when an appreciable 9 proportion of the observations are recorded during a transient growth phase, as for instance when 10 a population displays a sigmoid trajectory instead of a trajectory solely fluctuating around a 11 steady state. Examples of such situations might occur when monitoring the translocation of a 12 species by release of a few individuals into the wild, the colonization of a new area by an 13 invading species, the increase of an agricultural pest through a growing season starting from low 14 density, the recovery of a species after a catastrophic decline, or the growth of microbial 15 populations in experimental laboratory cultures (Ponciano et al. 2005) . The initial population 16 log-abundance usually becomes an additional unknown parameter in the nonstationary model, 17 unless its value is known without sampling error (such as might be the case for a species 18 translocation or a laboratory inoculation). 19 ML estimation is available for the nonstationary case, but REML estimation is not 20 available. ML estimation uses the multivariate normal log-likelihood (Eq. 19) for the data values 21
, but with a different mean vector and variance-covariance matrix. The element in 22 the mean vector corresponding to the data value is given by Eq.13 , the variances on the 23 main diagonal of are computed with Eq. 14, and the th and th covariance elements 1 in are obtained with Eq. 15. The log-likelihood must be numerically maximized jointly for the 2 five unknown parameters , , , , and . 3
If the initial log-abundance is known, the log-likelihood has just the four unknown 4 parameters , , , and , with fixed at its known value. Also, when is known the initial 5 observation is equal to and is omitted from the likelihood (that is, omitted from the data 6 vector Also, the GSS model cannot be used for systems sampled naturally at unequal time 20 intervals. Plankton sampling schedules in aquatic systems, for instance, might not adhere to 21 rigidly equal intervals. In insect ecology, degree days are routinely used as a time scale, and the 22 application of a degree-day transformation to sampling times with equal intervals invariably 23 produces unequal intervals on the new scale. In such cases, the unequal intervals cannot be 1 handled merely by dropping observations from the multivariate normal log-likelihood function. 
#----------------------------------------------------------------------# Load all the OUSS model functions and needed packages #----------------------------------------------------------------------library("MASS") source("ROUSSE-1.0.R") #----------------------------------------------------------------------# USER INPUT SECTION #----------------------------------------------------------------------
# User supplies time series data here into the vector "Observed.t. # User can substitute R statements to read population abundance data # from a file into the vector "Observed.t". No zeros! Do not change # the object name "Observed.t". Times of observation are entered into # the vector "Time.t". Do not change the object name "Time.t". # First example data set is bobcat (Lynx rufus) in Idaho, data set # 212 from the Global Population Dynamics Database. Various other data # sets are also included. Pick any of these data sets and associated # sampling years by "commenting out" the Idaho bobcat data and # "uncommenting" the desired data. # Lynx rufus, from Idaho, GPPD data set 212. Observed.t=c (346, 675, 802, 1478, 1173, 756, 861, 972, 854, 1161, 1318, 901, 901, 1173, 608, 811, 903, 584, 1179, 1020, 1129, 966) # No zeros! Time.t=c (1956, 1957, 1958, 1959, 1960, 1961, 1962, 1963, 1964, 1965, 1970, 1971, 1972, 1973, 1974, 1975, 1976, 1977, 1978, 1979, 1980, 1981) # Linx rufus, from Florida, GPPD data set 211. # Time.t=c (1946,1947,1948,1949,1950,1954,1955,1956,1957,1958, # 1959,1960,1961,1963,1964,1965,1966,1967,1968,1975,1976,1977, # 1978,1979,1980,1981) # Observed.t=c (672,1028,538,566,300,400,400,400,400,300,250, # 450,450,13,23,23,2,400,20,389,537,983,1698,1132,1702,1031) # Lynx rufus, California, GPPD data set 208. # Time.t=c (1934,1935,1936,1938,1940,1941,1942,1943,1944,1945, # 1946,1947,1948,1949,1950,1951,1952,1954,1955,1956,1957,1958, # 1959,1960,1961,1962,1963,1964,1965,1966,1967,1968,1969,1970, # 1971,1972,1973,1974,1975,1976,1977,1978,1979,1980,1981) # Observed.t=c (1994,1436,1290,2292,2776,3239,1923,2898,2063,1730, # 1072,689,169,375,293,239,336,223,228,276,202,142,175,304,205, # 295,361,221,221,241,244,381,588,319,588,686,1244,1393,2203, # 3618,4445,6928,7809,9595,9337) # Lynx rufus, Michigan, GPPD data set 218. # Time.t=c (1936,1937,1939,1940,1941,1942,1943,1944,1945,1946, # 1947,1948,1949,1950,1951,1952,1954,1955,1956,1957,1958,1962, # 1963,1964,1966, 1969,1976,1977,1978,1979,1980,1981) # Observed.t=c (1134,811,598,528,529,375,2538,2802,2910,2363, # 2174,2063,1547,1753,1443,1836,696,847,880,762,200,588,494,265, # 400,300,341,331,386,597,223,200) # Lynx rufus, Maine, GPPD data set 216. # Time.t=c (1934,1935,1936,1937,1942,1943,1944,1945,1946,1947, # 1948,1949,1950,1951,1952,1953,1954,1956,1957,1958,1959,1961, # 1962,1963,1964,1965,1966,1968,1970,1971,1972,1973,1974,1975, # 1976,1977,1978,1979,1980,1981) # Observed.t=c (644,911,687,400,133,105,184,1044,181,178,489,100, # 263,83,106,795,667,695,263,198,221,278,231,588,269,152,233,153, # 730,654,641,573,544,373,436,389,278,318,381,345) # Lynx rufus, Wisconsin, GPPD data set 239. # Time.t=c (1934,1935,1936,1937,1938,1940,1941,1942,1943,1944, # 1945,1946,1947,1948,1949,1950,1951,1952,1954,1956,1959,1960, # 1969,1970,1971,1974,1975,1976,1977,1978,1979,1980,1981) # Observed.t=c (302,428,513,461,593,180,283,191,765,384,1048,577, # 427,437,482,525,724,740,524,321,479,869,148,148,147,205,223, # 275,163,223,131,81,168) # Elk, central valley of Grand Teton National Park, cited in # Dennis and Taper (1994 Ecological Monographs). # Observed.t = c (1627 ( ,1527 ( ,824,891,1140 ( ,1322 ( ,1431 ( ,1733 ( ,1131 ( ,1611 ( , # 1644 ( ,1991 ( ,1762 ( ,1076 ( ,1442 ( ,1800 ( ,1667 ( ,1558 ( ,1396 ( ,1753 ( ,1453 ( ,1804 ( ) # Time.t = c(1963 ( ,1964 ( ,1965 ( ,1966 ( ,1967 ( ,1968 ( ,1969 ( ,1970 ( ,1971 ( ,1972 ( , # 1973 ( ,1974 ( ,1975 ( ,1976 ( ,1977 ( ,1978 ( ,1979 ( ,1980 ( ,1981 ( ,1982 ( ,1984 ( ,1985 # Rangeland grasshoppers, MT western mountain region, from # Kemp and Dennis 1993 Oecologia). # Observed.t=c (5.7981,7.7194,4.8022,3.9397,11.8806,10.7568,8.9586, # 10.6619,6.5895,4.4905,3.0684,6.9973,5.3986,4.2777,6.1166,7.2989, # 5.0850,4.8298,5.3997,4.7679,4.5073 (1948,1951,1952,1953,1954,1955,1956,1957,1958,1959,1960, # 1961,1962,1963,1964,1965,1966,1967,1968,1969,1970,1971,1972,1973, # 1974,1975,1977,1978,1979,1980,1981,1983,1984,1985,1986,1987,1988, # 1989,1990 (18, 10, 9, 14, 17, 14, 5, 10, 9, 5, 11, 11, 4, 5, 4, 8, 2, 3, 9, 2, 4, # 7, 4, 1, 2, 4, 11, 11, 9, 6) # Time.t = c(0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, # 21, 22, 23, 24, 25, 26, 27, 28, 29) # Log-transform the observations to carry out all the calculations # in this program. log.obs = log(Observed.t) 
#--------------------------------------------------------------------# 5. THE FOLLOWING LINES OF CODE COMPUTE THE ESTIMATES, PREDICTIONS, # AND PARAMETRIC BOOTSTRAP CONFIDENCE INTERVALS. THE USER DOES NOT # NEED TO MODIFY THESE LINES OF CODE. # # THE OUTPUT OF THE FUNCTION 'ROUSS.CALCS' IS A LIST AND THE USER # CAN RETRIEVE EACH OF THE LIST ELEMENTS PRINTED AND SAVED IN THE # OBJECT "all.results". # # THE 95% PARAMETRIC BOOTSTRAP FOR BOTH, THE PARAMETERS AND THE # PREDICTIONS ARE COMPUTED BY THE FUNCTION "ROUSS.CALCS". # #--------------------------------------------------------------------

#----------------------------------------------------------------------# Load all the OUSS model functions and needed packages
User supplies time series data here into the vector "Observed.t. # User can substitute R statements to read population abundance data # from a file into the vector "Observed.t". Do not change the object # name "Observed.t". # Times of observation are entered into the vector "Time.t". Do not # change the object name "Time.t". # Lynx rufus, from Idaho, GPPD data set 212. Observed.t=c (346, 675, 802, 1478, 1173, 756, 861, 972, 854, 1161, 1318, 901, 901, 1173, 608, 811, 903, 584, 1179, 1020, 1129, 966) # No zeros! Time.t=c (1956, 1957, 1958, 1959, 1960, 1961, 1962, 1963, 1964, 1965, 1970, 1971, 1972, 1973, 1974, 1975, 1976, 1977, 1978, 1979, 1980, 1981) # Lynx rufus, from Florida, GPPD data set 211. # Time.t=c (1946 ( ,1947 ( ,1948 ( ,1949 ( ,1950 ( ,1954 ( ,1955 ( ,1956 ( ,1957 ( ,1958 ( , # 1959 ( ,1960 ( ,1961 ( ,1963 ( ,1964 ( ,1965 ( ,1966 ( ,1967 ( ,1968 ( ,1975 ( ,1976 ( ,1977 ( , # 1978 ( ,1979 ( ,1980 ( ,1981 ( ) # Observed.t=c(672,1028 ( ,538,566,300,400,400,400,400,300,250, # 450,450,13,23,23,2,400,20,389,537,983,1698 ( ,1132 ( ,1702 ( ,1031 # Lynx rufus, California, GPPD data set 208. # Time.t=c (1934 ( ,1935 ( ,1936 ( ,1938 ( ,1940 ( ,1941 ( ,1942 ( ,1943 ( ,1944 ( ,1945 ( , # 1946 ( ,1947 ( ,1948 ( ,1949 ( ,1950 ( ,1951 ( ,1952 ( ,1954 ( ,1955 ( ,1956 ( ,1957 ( ,1958 ( , # 1959 ( ,1960 ( ,1961 ( ,1962 ( ,1963 ( ,1964 ( ,1965 ( ,1966 ( ,1967 ( ,1968 ( ,1969 ( ,1970 ( , # 1971 ( ,1972 ( ,1973 ( ,1974 ( ,1975 ( ,1976 ( ,1977 ( ,1978 ( ,1979 ( ,1980 ( ,1981 ( ) # Observed.t=c(1994 ( ,1436 ( ,1290 ( ,2292 ( ,2776 ( ,3239,1923 ( ,2898 ( ,2063 ( ,1730 ( , # 1072 ( ,689,169,375,293,239,336,223,228,276,202,142,175,304,205, # 295,361,221,221,241,244,381,588,319,588,686,1244 ( ,1393 ( ,2203 # Lynx rufus, Michigan, GPPD data set 218. # Time.t=c (1936 ( ,1937 ( ,1939 ( ,1940 ( ,1941 ( ,1942 ( ,1943 ( ,1944 ( ,1945 ( ,1946 ( , # 1947 ( ,1948 ( ,1949 ( ,1950 ( ,1951 ( ,1952 ( ,1954 ( ,1955 ( ,1956 ( ,1957 ( ,1958 ( ,1962 ( , # 1963 ( ,1964 ( ,1966 ( ,1969 ( ,1976 ( ,1977 ( ,1978 ( ,1979 ( ,1980 ( ,1981 ( ) # Observed.t=c(1134 ( ,811,598,528,529,375,2538 ( ,2802 ( ,2910 ( ,2363 ( , # 2174 ( ,2063 ( ,1547 ( ,1753 ( ,1443 ( ,1836 # Lynx rufus, Maine, GPPD data set 216. # Time.t=c (1934 ( ,1935 ( ,1936 ( ,1937 ( ,1942 ( ,1943 ( ,1944 ( ,1945 ( ,1946 ( ,1947 ( , # 1948 ( ,1949 ( ,1950 ( ,1951 ( ,1952 ( ,1953 ( ,1954 ( ,1956 ( ,1957 ( ,1958 ( ,1959 ( ,1961 ( , # 1962 ( ,1963 ( ,1964 ( ,1965 ( ,1966 ( ,1968 ( ,1970 ( ,1971 ( ,1972 ( ,1973 ( ,1974 ( ,1975 ( , # 1976 ( ,1977 ( ,1978 ( ,1979 ( ,1980 ( ,1981 ( ) # Observed.t=c(644,911,687,400,133,105,184,1044 # Lynx rufus, Wisconsin, GPPD data set 239. # Time.t=c (1934 ( ,1935 ( ,1936 ( ,1937 ( ,1938 ( ,1940 ( ,1941 ( ,1942 ( ,1943 ( ,1944 ( , # 1945 ( ,1946 ( ,1947 ( ,1948 ( ,1949 ( ,1950 ( ,1951 ( ,1952 ( ,1954 ( ,1956 ( ,1959 ( ,1960 ( , # 1969 ( ,1970 ( ,1971 ( ,1974 ( ,1975 ( ,1976 ( ,1977 ( ,1978 ( ,1979 ( ,1980 ( ,1981 ( ) # Observed.t=c(302,428,513,461,593,180,283,191,765,384,1048 # Elk, central valley of Grand Teton National Park, cited in # Dennis and Taper (1994 Ecological Monographs). # Observed.t = c (1627 ( ,1527 ( ,824,891,1140 ( ,1322 ( ,1431 ( ,1733 ( ,1131 ( ,1611 ( , # 1644 ( ,1991 ( ,1762 ( ,1076 ( ,1442 ( ,1800 ( ,1667 ( ,1558 ( ,1396 ( ,1753 ( ,1453 ( ,1804 ( ) # Time.t = c(1963 ( ,1964 ( ,1965 ( ,1966 ( ,1967 ( ,1968 ( ,1969 ( ,1970 ( ,1971 ( ,1972 ( , # 1973 ( ,1974 ( ,1975 ( ,1976 ( ,1977 ( ,1978 ( ,1979 ( ,1980 ( ,1981 ( ,1982 ( ,1984 ( ,1985 # Rangeland grasshoppers, MT western mountain region, from # Kemp and Dennis 1993 Oecologia). # Observed.t=c (5.7981,7.7194,4.8022,3.9397,11.8806,10.7568,8.9586, # 10.6619,6.5895,4.4905,3.0684,6.9973,5.3986,4.2777,6.1166,7.2989, # 5.0850,4.8298,5.3997,4.7679,4.5073,1.9714,4.1007,5.6403,3.0492, # 2.8144,4.4071,2.4121,3.2233,1.4236,2.3404,10.5283,7.6872,2.7305, # 3.4570,5.4336,3.1487,3.8315,4 .4805) # Time.t=c (1948,1951,1952,1953,1954,1955,1956,1957,1958,1959,1960, # 1961,1962,1963,1964,1965,1966,1967,1968,1969,1970,1971,1972,1973, # 1974,1975,1977,1978,1979,1980,1981,1983,1984,1985,1986,1987,1988, # 1989,1990) # American Redstart, record # 02014 3328 08636 from the North # American Breeding Bird Survey 1966-95 (Table 1 in Dennis et # al. 2006 Ecological Monographs) . # Observed.t = c (18, 10, 9, 14, 17, 14, 5, 10, 9, 5, 11, 11, 4, 5, 4, 8, 2, 3, 9, 2, 4, # 7, 4, 1, 2, 4, 11, 11, 9, 6) # Time.t = c(0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, # 21, 22, 23, 24, 25, 26, 27, 28, 29) # Log-transform the observations to carry out all the calculations # in this program. log.obs = log(Observed.t)
The output contains 6 objects: # Object 1: "egssml": this is a list that contains the ml estimates # of the EGSS model, the maximized log likelihood and the AIC value # under that model. # # Object 2: "roussml": this is a list that contains the ml estimates # of the OUSS model, the maximized log likelihood and the AIC value # under that model. pblrt.trial$pvalue # Object 6: "Decision.rule": this is a character object that prints # out the decision of the test (Fail to reject or reject the null # hypothesis of density independence) pblrt.trial$Decision.rule # To plot the sampling distribution of the likelihood ratio test, we # recommend producing a trial histogram first, and after a visual # inspection, eliminating from the plotting range the numerical # extremes, which should be very few. # # The script lines below will display an example. 
Negative log-likelihood score, for ML estimation or Model # Selection. # ML objective function "negloglike.OU.ml" is negative of log-# likelihood. # The function uses a multivariate normal log-# likelihood (Eq. 19). The three function arguments are: # fguess, vector of parameters (transformed to the real line), # yt, vector of time series of log observed abundances (cannot # have 0's ), tt, vector of observation times. negloglike.OU. rownames(CIs.mat) = c("2.5%","REMLE","97.5%") colnames(CIs.mat) = c("mu","theta","betasq","tausq") preds.CIs = apply(preds.boot,2,FUN=function(x){quantile (x, probs=c(0.025,0.975 rownames(CIs.mat) = c("2.5%","MLE","97.5%") colnames(CIs.mat) = c("mu","theta","betasq","tausq") preds.CIs = apply(preds.boot,2,FUN=function(x){quantile(x, probs=c(0.025,0.975))}) preds.CIs = t(rbind(Tvec,preds.CIs[1,],ml.preds,preds.CIs[2,])) colnames(preds.CIs) = c("Year","2.5%","MLE","97. 
