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We give a first principles derivation of the stochastic partial differential equations that describe
the chemical reactions of the Gray-Scott model (GS): U + 2V
λ→ 3V ; and V µ→ P , U ν→ Q, with a
constant feed rate for U . We find that the conservation of probability ensured by the chemical
master equation leads to a modification of the usual differential equations for the GS model which
now involves two composite fields and also intrinsic noise terms. One of the composites is ψ1 = φ
2
v,
where 〈φv〉η = v is the concentration of the species V and the averaging is over the internal noise
ηu,v,ψ1 . The second composite field is the product of three fields χ = λφuφ
2
v and requires a noise
source to ensure probability conservation. A third composite ψ2 = φuφv can be also be identified
from the noise-induced reactions. The Hamiltonian that governs the time evolution of the many-
body wave function, associated with the master equation, has a broken U(1) symmetry related to
particle number conservation. By expanding around the (broken symmetry) zero energy solution
of the Hamiltonian (by performing a Doi shift) one obtains from our path integral formulation the
usual reaction diffusion equation, at the classical level. The Langevin equations that are derived
from the chemical master equation have multiplicative noise sources for the density fields φu, φv, χ
that induce higher order processes such as n→ n scattering for n > 3. The amplitude of the noise
acting on φv is itself stochastic in nature.
PACS numbers: PACS: 05.45.a, 05.65.+b, 11.10.z, 82.40.Ck
I. INTRODUCTION
The dynamics of many systems in the real world are
often the result of the interplay between their myriad
constituents. Their bulk properties emerge as a mani-
festation of collective behavior and multiple subsystems
where “the whole is greater than the (simple) sum of its
parts”. Systems with these properties are broadly clas-
sified as emergent or complex systems [1–3]. They are
open systems subject to various kinds of fluctuations and
the exchange of energy and/or matter with their environ-
ment. The fluctuations take place both at the level of the
whole system as well as at the scale of the interactions
between the internal components. In particular, the fluc-
tuations at the microscopic level arise from processes due
to local collisions between molecules of different species,
or to their interactions with the external environment.
The fact that in many of these systems one finds differ-
ent dynamics at varying scales, suggests the presence of
hierarchically organized subsystems obeying effective dy-
namics that operate independently of each other [4] while
remaining connected through some network.
There are well-known examples of the above across
a wide variety of systems. Among them, Reaction-
Diffusion (RD) systems provide a versatile class of models
(in many cases the effective result of coarse-grained ver-
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sions of some complex chemistry) capable of capturing
many qualitative features of chemical and biological sys-
tems [5, 6]. In this context the Gray-Scott (GS) model,
consisting of two chemical species interacting at large
scales, is of particular interest [7] as it displays a vari-
ety of spatio-temporal patterns [8] that include a form of
self-replication mimicking the behavior found in bacterial
cells. When external noise is included in the model—as
stirring effects for example—it can be seen to affect tran-
sitions between patterns or even driving the system into
modes where it “adapts” to its local environment [9, 10].
However, there is also some form of intrinsic noise in
the system whose effects are less understood. Qualita-
tively, one can interpret this intrinsic noise as a signature
of the underlying mechanisms, or resulting “fine-grained”
subsystems, that lead to the observed behavior of the
GS model at the level of its chemical kinetics. Because
of this, it is important to understand the precise nature
and effects of this noise, as it is a harbinger for the in-
ternal structure of the system and plays a central role
in the solution of the “inverse” problem. That is, one is
motivated to ask “what is the internal dynamics consis-
tent with the external dynamics”? In this paper we make
progress towards answering this question by developing
and applying a strategy that uses some of the tools of
non-equilibrium field theory [11, 12].
The GS Model involves two species U and V that un-
dergo the chemical reactions:
U + 2V
λ→ 3V, V µ→ P, U ν→ Q, f→ U. (1)
There is a cubic autocatalytic step for V at rate λ, and
decay reactions at rates µ, ν that transform V and U
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2into inert products P and Q. Finally, U is fed into the
system at a rate f . The phenomenological approach to
study the dynamics of such systems utilizes the law of
mass action and allows us to interpret the chemical re-
action U + 2V
λ→3V as having the terms ±λuv2 (where
lower-case refers to concentrations) in its reaction kinet-
ics. Following this and including diffusion as a first ap-
proximation to molecular motion, the equations that de-
scribe the kinetics of the system are
∂v
∂t
= λuv2 − µv +Dv∇2v,
∂u
∂t
= f − λuv2 − νu+Du∇2u. (2)
Here u(x, t) and v(x, t) represent the concentrations of
the chemical species U and V and, as such, are fields in
a d + 1 dimensional space (x, t), while Dv, Du are the
diffusion constants for species V,U .
The set of equations in (2) relies on the fundamental
assumption of a separation of scales between the macro-
scopic dynamics (represented by their chemical kinetics)
and internal dynamical processes at the microscopic level,
where reactions proceed as collisions between individual
molecules with probability proportional to the number of
molecules of each species. Strictly speaking, this separa-
tion is valid only in the fully mixed regime which corre-
sponds to either a well-stirred reactor or large diffusion
coefficients, and ignores the spontaneous deviation from
average behavior generated by fluctuations in the sys-
tem. For example, in the autocatalytic step in Eq. (1) it
is unlikely that the reaction takes place as the simultane-
ous local collision of well-mixed concentrations of three
molecules.
Of course, fluctuations are always present in macro-
scopic systems due to the complexity of molecular–level
motions which can be interpreted as generators of inter-
nal noise for each species. This then leads to the addition
of noise terms in Eq. (2) meant to represent deviations of
the dynamics from the mean field regime. However, the
introduction of these internal noise terms must not “up-
set the apple cart”. That is, these noises must be such
that in the mean field limit we recover the dynamics of
the GS model (2). In the process of determining the noise
terms we find that, in order for this condition to be satis-
fied we require the introduction of composite structures
(which in fact, can be directly inferred by looking at the
graphical structure of the scattering processes induced
by the fluctuations). The existence of these structures
suggests that the underlying dynamics must go through
intermediate interactions occurring at shorter scales.
A standard method of introducing collective variables
in field theory is the use of functional Dirac delta func-
tions or the Hubbard-Stratonovich transformation [12].
By judicious use of the above methods we can introduce
internal dynamical degrees of freedom as a result of pro-
moting averages of two locally interacting fields into a
single collective entity representing the larger scale de-
grees of freedom [32].
Following this, we formulate an internal or “fine-
grained” dynamics which gives rise at the larger space-
time scales to the fluctuations accompanying the chem-
istry in Eq. (1). In order to do so, we employ a consistent
non-equilibrium field theory in the form of a Langevin
equation that captures the symmetries in the system as
well as the underlying collective dynamics.
We first study the chemistry represented in Eq. (1) and
ask the question: what is the overall conserved probabil-
ity distribution which describes the reactions at the level
of molecular collisions? As is well known, this is answered
by writing down the chemical master equation for (1)
which, to first approximation provides a mechanistic de-
scription at this level [13]. We then use the formalism
due to Doi [14] to introduce an equivalent many body
wave function |Ψ〉 that evolves according to a Hamilto-
nian H that conserves probability. In the many-body
approach the reaction U + 2V → 3V is described by an
interaction vertex where one destroys one molecule of U
and two molecules of V and then creates three molecules
of V (see Fig. 1). This is a local interaction of six fields
that involves three creation operators. Using this for-
malism, we find that the Hamiltonian has an explicitly
broken U(1) symmetry (corresponding to particle num-
ber conservation). Not surprisingly, in the particle con-
serving version of the Hamiltonian the original 3 → 3
interaction gets modified by fluctuations that can be in-
terpreted as the production and decay of a 3-body inter-
mediate state. These fluctuations in turn induce higher
order particle number conserving interactions of the form
n → n (where n > 3), which can be interpreted as “tree
graphs” in a theory with composite fields made of var-
ious combinations of the chemicals u, v. On the other
hand, the chemistry represented by Eq. (2) arises in the
“broken symmetry” vacuum, corresponding to the zero
energy point of the Hamiltonian. In this “Doi-shifted”
Hamiltonian (which we will define below) one can iden-
tify the field associated with the annihilation operator
directly with the chemical concentration.
Next we give a path integral description of the evolu-
tion operator e−Ht for both the shifted and un-shifted
versions of H. In doing so we find terms in the action
that are trilinear in the auxiliary fields φ?v,u. In order for
us to derive the full Langevin equation describing the GS
model with internally generated noise we convert these
trilinears to bilinears via the introduction of composite
field operators.
This comes at the price of having to introduce addi-
tional terms. In fact, we will show that these terms in the
modified Hamiltonian (which has only two creation oper-
ators) are generated by introducing noise terms ηv,u(x, t)
for the fields φu, φv as well as ηψ1(x, t) for the com-
posite field σ = λφuφ
2
v. The composite field ψ1 = φ
2
v
induces the tree-level interactions σ → φu + ψ1 and
σ 
 φv + ψ1. We find that the introduction of these
composite fields is strictly necessary for a Langevin de-
scription and these terms arise from satisfying probability
conservation, which underscores their important role in
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FIG. 1: Many body interpretation of the reaction U + 2V → 3V . (a) Inelastic scattering where one molecule of U and two
molecules of V are destroyed at an interaction vertex (shaded) to create three molecules of V . (b) The elastic scattering where
U + 2V → U + 2V which must be present in order for particle number and probability conservation. Time flows from left to
right.
the internal dynamics of the GS model.
In what follows we will use φu,v to denote the many-
body fields and 〈φu〉η = u, 〈φv〉η = v as the noise-
averages of these fields. The composite field σ is similar
to the Hubbard–Stratonovich fields that enter in the dis-
cussion of large–N expansions [15], BCS theory (Cooper
Pairs) [16] and BEC theory [17]. The inverse propagator
for the σ field does not have a bare kinetic term (instead
one has a delta function in coordinate space) as is ap-
propriate for a composite field operator. The Langevin
equations we derive are appropriate to the large scale
dynamics that represent the chemistry given in (1), con-
tains the inherent symmetries present in the system and
include the probability conserving fluctuations due to the
Markovian nature of the interactions at the molecular
level.
We end the paper by summarizing our conclusions and
presenting a map of further work to be done.
II. CHEMICAL MASTER EQUATION AND
MANY BODY FORMALISM
In order to develop the master equation formalism, we
first divide the space in which the reactions take place
into a d−dimensional hyper-cubic lattice of cells and as-
sume that we can treat each cell as a coherent entity. To
do so, the system must satisfy the requirement of being
at local mechanical and thermal equilibrium. In addi-
tion, the size of each cell must at least be of the order of
the mean free path so that we can neglect microscopic at-
tributes such as the velocity distribution functions of each
molecule, and describe the state of the system completely
in terms of its composition variables. The composition of
the system changes through inelastic reactive collections,
which are typically rare when compared to elastic non-
reactive ones. This in turn implies that the evolution of
the system can be represented by a jump Markov process
due to randomization effects by the elastic collisions.
Let ni(t) = ({ni(t)}) be a vector composition variable
where ni represents the number of molecules of a species
at site i. Denoting P (nv,nu, t) as the probability to find
the particle configuration (nv,nu) at time t, one obtains
for the master equation [18] for the chemical reactions
in (1) including diffusion
d
dt
P (nv,nu, t) =
Dv
l2
∑
〈i,j〉
[(nv,j + 1)P (. . . , nv,i − 1, nv,j + 1, . . . , t)− nv,iP ]
+
Du
l2
∑
〈i,j〉
[(nu,j + 1)P (. . . , nu,i − 1, nu,j + 1, . . . , t)− nu,iP ]
+
λ
2
∑
i
[(nv,i − 1)(nv,i − 2)(nu,i + 1)P (. . . , nv,i − 1, . . . , nu,i + 1, . . . , t)− nv,i(nv,i − 1)P ]
+ µ
∑
i
[(nv,i + 1)P (. . . , nv,i + 1, . . . , t)− nv,iP ] + ν
∑
i
[(nu,i + 1)P (. . . , nu,i + 1, . . . , t)− nu,iP ]
+ f
∑
i
[P (. . . , nv,i + 1, . . . , t)− P ] , (3)
4where l is the characteristic length of the cell and 〈. . .〉
denotes the sum over nearest neighbors.
The master equation (3) along with the sextic interac-
tion shown in Fig. 1 lends itself well to a many body de-
scription [14], accomplished by the introduction of an oc-
cupation number algebra with annihilation/creation op-
erators aˆi, aˆ
†
i for v and bˆi, bˆ
†
i for u at each site i. These
operators obey the Bosonic commutation relations[
aˆi, aˆ
†
j
]
= δij ,
[
bˆi, bˆ
†
j
]
= δij ,
[aˆi, aˆj ] = 0,
[
aˆ†i , aˆ
†
j
]
= 0, (4)
and define the occupation number operators nˆi,v = aˆ
†
i aˆi
and nˆi,u = bˆ
†
i bi satisfying the following eigenvalue equa-
tions:
nˆi,v|ni,v〉 = ni,v|ni,v〉, nˆi,u|ni,u〉 = ni,u|ni,u〉. (5)
We next construct the state vector
|Ψ(t)〉 =
∑
nv,nu
P (nv,nu, t)
×
∏
i
(aˆ†i )
niv (bˆ†i )
niu |0〉, (6)
which upon differentiating with respect to time t, can be
written in the suggestive form
− ∂|Ψ(t)〉
∂t
= H[aˆ†, aˆ, bˆ†,b]|ψ1(t)〉, (7)
resembling the Schro¨dinger equation. Finally, taking the
time derivative of Eq. (6) and comparing terms with the
Hamiltonian in (7) we make the identification
H =
Dv
l2
∑
〈i,j〉
(aˆ†i − aˆ†j)(aˆi − aˆj) + µ
∑
i
(aˆ†i − 1)aˆi
+
Du
l2
∑
〈i,j〉
(bˆ†i − bˆ†i )(bˆi − bˆj) + ν
∑
i
(bˆ†i − 1)bˆi
−λ
2
∑
i
[
aˆ†3i − aˆ†2i bˆ†i
]
aˆ2i bˆi
−f
∑
i
(bˆ†i − 1). (8)
A. Broken U(1) symmetry and Doi shift
The Hamiltonian in (8) has the property,
H[aˆ† = 1, aˆ, bˆ† = 1, bˆ] = 0, (9)
implying that H is identically zero at aˆ†, bˆ† = 1. Fur-
thermore, apart from terms involving f, µ, ν, we notice
that H is invariant under the U(1) symmetry (represent-
ing particle number conservation) thus,
ai → eiθai a†i → e−iθa†i ,
bi → eiθbi b†i → e−iθb†i . (10)
This symmetry is explicitly broken by the dissipative and
source terms. Nonetheless, the symmetric theory is key
to identifying the composite structures that operate at
short spatiotemporal scales and whose interactions pre-
serve number conservation. Note that the vacuum state
is defined by
aˆ|0〉 = 0, 〈0|aˆ† = 0. (11)
Operation on the vacuum from either the left or the right
does not lead to the vanishing of H. Additionally, H
is non-hermitian, so its identification with a probability
density (as in quantum mechanics) cannot be made. Fi-
nally, translating (7) to Langevin dynamics (which is the
goal of this paper) does not lead to the correct kinetic
terms in Eq. (2).
The way to solve this problem was first proposed by
Doi [14, 19]. He noticed that if the creation operators
aˆ†i , bˆ
†
i are shifted by a single unit for each site, then the
shifted Hamiltonian H˜ has the desired properties. To do
this we define a displacement operator
D(α) = exp (α.aˆ) , (12)
which through the commutation relations (4), leads to
the following similarity transformation
D(1) F [aˆ†, aˆ] D−1(1) = F [aˆ† + 1, aˆ], (13)
where F [aˆ†, aˆ] is an arbitrary function of the cre-
ation/annihilation operators. Applying this transforma-
tion to Eq. (8), we now have,
H˜ =
Dv
l2
∑
〈i,j〉
(aˆ†i − aˆ†j)(aˆi − aˆj) + µ
∑
i
aˆ†i aˆi
+
Du
l2
∑
〈i,j〉
(b†i − b†j)(bˆi − bˆj) + ν
∑
i
bˆ†i bˆi
−λ
2
∑
i
(
aˆ† − bˆ†
) (
1 + aˆ†2 + 2aˆ†
)
aˆ2bˆ
−f
∑
i
bˆ†i , (14)
where H˜[aˆ†, aˆ, bˆ,b] = H[aˆ† + 1, aˆ, bˆ+ 1,b] is also
known as the Doi-shifted Hamiltonian. Multiplying
Eq. (7) on the left by the displacement operator D(1)
now yields,
− ∂|Ψ˜(t)〉
∂t
= H˜[aˆ†, aˆ, bˆ†,b]|ψ˜1(t)〉, (15)
where Ψ˜(t) = D(1)Ψ(t). It is now straightforward to see
that ∂t〈0|Ψ˜(t)〉 = 0 and 〈0|Ψ˜(t)〉 is constant. In terms of
an initial state vector |Ψ˜(0)〉, Eq. (15) has the solution,
|Ψ˜(t)〉 = e−H˜t|Ψ˜(0)〉, (16)
which, as one can check, is completely equivalent to solv-
ing the master equation (3).
5We see, therefore, that the Doi-shifted Hamiltonian,
although non-hermitian, conserves probability and still
allows us to connect Ψ˜(t) with a probability density. Fur-
thermore, it is H˜ and not H that recovers the correct
chemical kinetics in (2). Interestingly, after the shift we
are now at a different minimum (corresponding to a bro-
ken symmetry vacuum) where it is the dissipative terms
that are now invariant to the symmetry transformations
in (10).
III. PATH INTEGRAL FORMALISM
Having defined the space, the appropriate wave func-
tion and the correct Hamiltonian, we next seek to eval-
uate the operator e−H˜t using the path integral formula-
tion. This will enable us to uncover potential intermedi-
ate states present in a particular scale, that are however
implicitly integrated out at different scales.
Following the standard procedure for obtaining the co-
herent state path integral [20–22] to the GS system, let-
ting the coherent state φv (related to the operator a)
represent v and φu (related to the operator b) represent
u we obtain
e−H˜t =
∫
DφvDφ?vDφuDφ?ue−S[φv,φ
?
v,φu,φ
?
u], (17)
where the action S for the unshifted theory is given by
S =
∫
dx
∫ τ
0
dt
[
φ?v∂tφv +Dv∇φ?v∇φv + φ?u∂tφu
+Du∇φ?u∇φu + µ(φ?v − 1)φv + ν(φ?u − 1)φu
−f(φ?u − 1)−
λ
2
(φ?v − φ?u)φ?2v φ2vφu
]
, (18)
and for the Doi shifted theory we have instead,
S =
∫
dx
∫ τ
0
dt
[
φ?v∂tφv +Dv∇φ?v∇φv + φ?u∂tφu
+Du∇φ?u∇φu + µφ?vφv + νφ?uφu − fφ?u
−λ
2
(φ?v − φ?u)(1 + 2φ?v + φ?2v )φ2vφu
]
, (19)
with φv,u being independent complex classical fields.
By adding external sources to the action in the
form (17) one can calculate the connected Green’s func-
tions using perturbative expansions in the standard way.
We are interested however in determining the Langevin
dynamics associated with Eq. (3). The equations of mo-
tion can be obtained by differentiating the action with
respect to the starred fields. We notice that the action
given by Eq. (19) has terms linear, quadratic and cubic
in the starred variables. The terms linear in the starred
variables lead to the classical reaction diffusion equations
in Eq.(2). The terms quadratic in the starred variables
coming from the last line in Eq. (19) (considered by
[23]) represent corrections to Eq. (2) and are interpreted
as internal noise terms that are generated by the micro-
scopic dynamics. This interpretation is originally due to
Feynman and Vernon [24] and since then has become a
standard procedure [25, 26]. There are also terms cubic in
the starred variables −λ2 (2φ?3v −φ?2v φ?u)φ2vφu.These terms
are of particular physical significance as the term involv-
ing φ?3v represents inelastic scattering—corresponding to
the chemical reaction U + 2V → 3V—while the term
quadratic in φ?v represents the elastic scattering U+2V →
U + 2V that maintains particle number conservation. To
proceed to a Langevin description, however, we need to
interpret these as noise terms, and it is therefore neces-
sary to convert them to terms quadratic in the starred
variables by now defining the composite fields ψ1 = φ
2
v,
ψ?1 = φ
?2
v . Introducing these composites through La-
grange multiplier fields utilizing a representation of the
unit operator we have,
1 =
∫
Dψ1Dψ?1δ(ψ1 − φ2v)δ(ψ?1 − φ?2v )
=
∫
Dχ?Dχdψ1dψ?1 exp
[−χ?(ψ1 − φ2v)
−χ(ψ?1 − φ?2v )
]
. (20)
At the expense of introducing the two composite fields
ψ1, ψ
?
1 and the Lagrange multiplier fields χ, χ
? we can
write all the terms in the action as either linear or
quadratic in the ? field variables. The action can now
be written as
S =
∫
dx
∫ τ
0
dt
[
φ?v∂tφv +Dv∇φ?v∇φv + φ?u∂tφu +Dv∇φ?u∇φu + µφ?vφv + νφ?uφu − fφ?u
−λ
2
ψ1φu [(φ
?
v − φ?u) + 2ψ?1 − 2φ?vφ?u + ψ?1(φ?v − φ?u)] + χ?(ψ1 − φ2v) + χ(ψ?1 − φ?2v )
]
, (21)
where the linear and quadratic terms are
Sl =
∫
dx[φ?v
(
∂t −Dv∇2 + µ
)
φv − σφ?v − fφ?u + σφ?u
+φ?u
(
∂t −Du∇2 + ν
)
φu + χ
?(ψ1 − φ2v)
+ψ?1(χ− 2σ), (22)
and
S˜q = −χφ?vφ?v − σ [ψ?1(φ?v − φ?u)− 2φ?vφ?u] , (23)
6with σ = λ2φuψ1.
This can be written more compactly if we introduce
the notation
φ˜(x) = (φv, φu, ψ1, χ)
φ˜?(x) = (φ?v, φ
?
u, ψ
?
1 , χ
?) , (24)
and source terms for φ˜ and φ˜?. Doing so, we can write
down the generating functional for the density correlation
functions thus,
Z[J˜ , J˜?] =
∫
Dφ˜Dφ˜? exp[−{Sl[φ˜, φ˜?] + Sq[φ˜, φ˜?]}
+
∫
dx(J˜iφ˜i + J˜
?
i φ˜
?
i )
]
, (25)
where we have absorbed the source terms f and σ into
J˜i. The linear and quadratic pieces of the action are now
represented in the compact form
Sl =
∫
dxdy
[
φ˜?i (x)G
−1
ij (x, y)φ˜j(y)
]
Sq = −1
2
∫
dxdy
[
φ˜?i (x)Dij(x, y)φ˜
?
j (y)
]
,
(26)
where the explicit form of the matrix D (which will be-
come important shortly) is
D =
 2χ −2σ σ 0−2σ 0 −σ 0σ −σ 0 0
0 0 0 0
 . (27)
Note that both matrices G−1 and D are functions of the
fields φv,u.
IV. LANGEVIN EQUATIONS
We notice that Sq in Eq. (23) is almost in the correct
form to be interpreted as coming from a noise source
added to the chemical kinetics equations 2 for the GS
model. The one difficulty is that the term D(x, y) is itself
a function of the fields, and this leads to yet another
functional determinant in the action when going from
a Langevin equation to a path integral. To avoid this
determinant we have to rewrite the multiplicative noise
in terms of white noise or, equivalently, factorize D(x, x′)
using the Cholesky decomposition and change bases to
the white noise basis and thus remove the determinant.
First we introduce the noise field η(x) by employing the
Gaussian identity
√
|D|exp
[
1
2
∫
dxdy
[
φ˜?i (x)Dij(x, y)φ˜
?
j (y)
]]
=
∫
Dη exp
[
−1
2
∫
dxdy
(
ηi(x)D
−1
ij (x, y)ηj(y)
)
+
∫
dxφ˜?i (x)ηi(x)
]
,
(28)
where | . . . | refers to the matrix-determinant. The prob-
ability distribution function for the noise is then,
P [η] = N exp
[
−1
2
∫
dxdy
[
ηi(x)D
−1
ij (x, y)ηj(y)
]]
,
(29)
and the correlation functions are 〈ηi(x)ηj(y)〉 =
Dij(x, y), with D given by Eq. (27).
Next we eliminate the field-dependent determinant.
Since, ηχ = 0, we need only consider the 3 × 3 sub-
matrix of (27) which can be factored via the Cholesky
decomposition thus,
D =
 2χ −2σ σ−2σ 0 −σ
σ −σ 0
 = MTM. (30)
With this factorization the exponent in (29) is,
ηD−1η = ηTM−1(MT)−1η = θT θ, (31)
with η = MTθ, where θ is a white noise. Noting that√|D| = |M|, the noise probability function can be re-
written,
P [θ] = P [η]
∣∣∣∣δηδθ
∣∣∣∣ = exp [−12θ(x)T θ(x)
]
, (32)
where the white noise correlation functions are 〈θi(x)〉 =
0 and 〈θi(x)θj(y)〉 = δijδ(x, y). Following this the
quadratic piece of the action is now,
Sq =
∫
dx
[
φ˜?i (x)G
−1
ij (x, y)φ˜j(y)− φ˜?i (x)ηi(x)
]
, (33)
and the Langevin equations for the GS chemical reactions
are derived from
δS
δφ˜?i (x)
=
∫
dx G−1ij (x, y)φ˜j(y)− ηi(x) = 0. (34)
These are
∂φv
∂t
= λφuφ
2
v − µφv +Dv∇2φv + ηv(x, t),
∂φu
∂t
= f − λφuφ2v − νφu +Du∇2φu + ηu(x, t),
χ = λφuφ
2
v + ηψ1 . (35)
7The noise correlation functions are explicitly,
〈ηv(x, t)ηv(y, t′)〉 = 2χδ(x− y)δ(t− t′)
〈ηu(x, t)ηv(y, t′)〉 = −2σδ(x− y)δ(t− t′)
〈ηv(x, t)ηψ1(y, t′)〉 = σδ(x− y)δ(t− t′)
〈ηu(x, t)ηψ1(y, t′)〉 = −σδ(x− y)δ(t− t′)
〈ηu(x, t)ηu(y, t′)〉 = 〈ηψ1(x, t)ηψ1(y, t′)〉 = 0. (36)
A few comments about these correlation functions are in
order. The amplitudes of the correlation functions involv-
ing the combination of φu and φv are negative, indicating
that the concentrations u and v are anti correlated with
the noise amplitude being complex. This is in fact similar
to what happens in the case of annihilation of a molecule
at a single site as is discussed in [25]. More remarkable
is the following: the amplitude of the auto-correlation
function for ηv depends on the composite field χ, which
in turn depends on a noise source as well. This indicates
the presence of some form of stochastic feedback. This
source is correlated with v but anti-correlated with u.
This noise effects only higher order (two loop) processes
in perturbation theory but is crucial for understanding
the renormalization of the coupling constant.
As mentioned before, we can rewrite the multiplica-
tive noises as a combination of white noise factors, via
the Cholesky decomposition in Eq. (30). Incidentally,
the factorization is not unique. However, one simple re-
alization yields
MT =
1√
2χ
 2χ 0 0−2σ −2iσ 0
σ i(σ − χ) i√χ(2σ − χ)
 , (37)
in which case the noises are explicitly,
ηv =
√
2χθ1, ηu = − 2σ√
2χ
(θ1 + iθ2),
ηψ1 =
1√
2χ
[
σθ1 + i(σ − χ)θ2 + i
√
χ(2σ − χ) θ3
]
.
(38)
Numerical simulations of these systems of equations can
be implemented by a separation of the real and imaginary
parts of the fields. As the fields φv,u must in the end
correspond to real physical densities, the noise averaged
imaginary parts of the fields should vanish, while the
real component 〈φv,u〉η will correspond to the positive
concentrations v, u (see [23]).
V. FLUCTUATION INDUCED PROCESSES
While the Doi-shifted version of the action (19) gen-
erates the classical Gray-Scott “chemistry” with the ap-
propriate internal noise terms, it is easier to determine
the graphical structure of the interactions induced by the
fluctuations from the unshifted form of the action (18).
In this case one has the two basic interactions, the in-
elastic scattering corresponding to φuφ
2
v → φ3v and the
elastic scattering φuφ
2
v → φuφ2v. Due to the presence
of directionality in the interactions, loops get generated
from multiple elastic re-scatterings, although there are
no one particle irreducible corrections to the bare prop-
agators for φu,v. Instead, this process renormalizes the
local bare scattering graph leading to a geometric series
of two loop graphs identical to that found for the anni-
hilation reaction for a chemical A, where 3A → 2A as
discussed in detail in [21].
As in the broken-symmetry version (19) we can intro-
duce the composite field σ = λφuφ
2
v, and think of the
scattering as going through a σ resonance. The sum
of the two loop graphs can then be interpreted as the
“propagator” for the composite field σ. Because of the
U(1) symmetry, the interactions in the GS model must
preserve particle number conservation. Thus one induces
from the fluctuations n→ n particle interactions starting
from the n ≥ 4 loop level.
In terms of the correlation functions for the composite
field ψ1 = φ
2
v, the n→ n interactions can also be summed
exactly in the unbroken theory and written in terms of
“tree” diagrams in the original propagators for φu and
φv combined with the composite propagators for ψ1, σ.
This is illustrated for the 4→ 4 scattering process 2U +
2V → 2U + 2V in Fig. 2. In fact by identifying another
composite ψ2 = φuφv we can also generate reactions of
the form U + 3V → U + 3V whose structure is analogous
to that shown in Fig. 2(c). These graphs (and the ones
in the broken-symmetry version) can also be generated
in perturbation theory by solving the Langevin equations
as a power series in λ and then taking the averages over
the noise correlation functions. This will be discussed in
detail in a future paper.
VI. CONCLUSIONS
In this paper we have discussed in detail the derivation
of the Gray-Scott model starting from the formulation of
its master equation and eventually obtaining the corre-
sponding Langevin equation that includes internal noise
terms. In the process of carrying this out we have un-
covered a very rich structure underlying the model that
suggests the presence of a hierarchy of scales [4].
The master equation for the GS model has previously
been studied in [23] where the path integral for the evo-
lution operator of the many-body wave function was de-
rived, however only a part of the nonlocal interactions
in the Hamiltonian was converted into an equivalent sys-
tem of stochastic differential equations, thereby violating
the conservation of probability (unitarity). The overall
conservation of probability requires the introduction of
composite fields which in turn are stochastic in nature.
Not surprisingly these fields can be interpreted as the
harbingers of additional hierarchical structures.
By introducing these composite fields representing de-
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FIG. 2: Decomposing the scattering shown in Fig. 1 in terms of composite field correlation functions . (a) The “bare” vertex
in the unbroken version of the theory (18), where the composite field propagator for σ is a sum of two loop graphs made from
2 φv and one φu fields. (b) In this language the elastic scattering U + 2V → U + 2V can be thought of as going through an
intermediate σ resonance. (c) The fluctuation induced process 2U + 2V → 2U + 2V (4 → 4 scattering )where the composite
σ shakes of a φu to form a composite field correlation function for ψ1, a one loop graph made of 2 φv propagators. This
then recombines with a φu to reform σ which then decomposes into the original fields. Similar diagrams exist for the inelastic
scattering and all higher order n→ n processes.
grees of freedom faster than those in Eq. (2), we ob-
tained an alternative Lagrangian which turns out to be
quadratic instead of cubic in the conjugate starred fields.
Following this, we were able to show that the correla-
tion functions for the model could be obtained by solving
a system of Langevin equations whose noise is specified
by a particular Gaussian distribution for its correlation
functions. We find that the cross-correlated noise (i.e in-
volving φu and φv) is actually anti-correlated. This is
not surprising: in the Gray-Scott model, by design, an
increase in the concentration of U corresponds to a de-
crease in the concentration of V and vice versa. The
anti-correlation is merely a stochastic manifestation of
this phenomenon. On the other hand, the amplitude of
the noise correlation function involving only φv is pro-
portional to a composite field σ plus a noise term. The
field σ is the composite of φuφ
2
v, which suggests that this
three body resonance plays an important role in the inter-
nal dynamics. Indeed in the unbroken theory, the elastic
scattering of U+2V → U+2V can be interpreted as pro-
ceeding through the formation of a σ-resonance alone.
In the process of determining the Langevin equation,
we have discussed the importance of the explicit break-
ing of a global U(1) symmetry in the Hamiltonian. This
requires a shift to a new vacuum and induces the correct
mean field level Gray-Scott equations. In some ways, this
is reminiscent of the spontaneous breaking of a global
U(1) symmetry in an interacting Bose gas. There, the
leading order mean field theory yielding the classical be-
havior of the condensate is obtained by expanding around
the broken symmetry minimum, eventually leading to the
Gross-Pitaevskii equation for the condensate [27, 28].
We have also derived the general structure of the path
integral for the correlation functions of the model rewrit-
ten in terms of the composite fields. When reformulating
the model in terms of these composite fields, the struc-
ture of the interaction takes the suggestive form depicted
in Fig. 2. The equations we have derived will enable us to
determine the nature of the critical phenomena that lead
to the observed large scale behavior mentioned in the In-
troduction. By studying the properties of the Langevin
equations, or equivalently their associated Schwinger–
Dyson equations for the correlation functions, we will
also be able to determine the nature of the critical phe-
nomena that lead to the observed large scale behavior
mentioned in the Introduction. These include phenom-
ena such as formation of domains, their self-replication
and co-operative effects and will be explored using the
dynamical renormalization group formalism applied to
Eqns. (35) and (36) (or equivalently (25)) in subsequent
work.
Finally, we would like to point out that the methodol-
ogy of introducing composite field operators transcends
the application presented here. Indeed, this is applicable
whenever one would like to formulate a Langevin descrip-
tion of reactions where there are three (or more) chemical
agents participating in a reaction—the important class
of Branching and Annihilating Random Walks [21], or
in quantum field theory interactions that are quartic or
higher order, such as calculating the kinetics of conden-
9sates in Bose gases [11]). The Langevin description en-
ables a simple approach for numerical computation of
correlation functions. It also can be used to directly ob-
tain an “Effective Potential” that depends only on the
fields φ and not the conjugate fields [29]. Additionally,
in certain systems, one can use the composite field tech-
nique in conjunction with the renormalization group to
exhaustively determine the subcomponents of a system,
should they be present.
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