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1 Introduction
This thesis is devoted to the problem of optimal control of a special kind of elliptic vari-
ational inequality, the so-called obstacle problem. This problem belongs to a wider class
of problems called mathematical programs with complementarity constraints (MPCC),
which, in turn, constitute a subclass of mathematical programs with equilibrium con-
straints (MPEC). MPECs have been subject to extensive studies in the recent past
both in functional spaces [5, 7, 8, 9, 10, 33, 45, 41, 46, 48, 49] and in finite dimensions
[54, 56, 24].
Roughly speaking, an MPEC is a constrained optimization problem where the set of
constraints is described by a variational inequality. In the particular case of the obsta-
cle problem, the variational inequality itself can be rephrased as another constrained
optimization problem. The canonical example of an obstacle problem is the problem
of deformation of a membrane under action of a force where the displacement of the
membrane is restricted by an obstacle. The problem can be solved by minimizing an
energy functional over all deformations compatible with the constraint. In terms of
this canonical example, optimal control of the obstacle problem can be interpreted as
a minimization problem where the force is varied in order to minimize the distance
between the current state of the membrane and some desired shape. In this sense, the
optimally controlled obstacle problem is a bilevel optimization problem.
In the analysis of optimally controlled elliptic obstacle problems one faces difficulties
such as intrinsic non-convexity and non-differentiability that do not arise, for instance,
for the problems of optimally controlled elliptic partial differential equations. Therefore
the well-established approaches from optimal control and optimization theory are not
applicable. Instead, one has to employ tools from non-smooth analysis, in particular
concepts of generalized derivatives from which a variety of concepts for stationary points
arise. Well known example of these are C(lark)- and S(trong)-stationary points. Fur-
thermore, the non-convexity of the problem leads to the non-uniqueness of the optimal
solutions.
In the recent past the adaptive finite element method has proved to be successfully
applicable for the efficient numerical solution of a large number of classes of problems,
such as elliptic variational inequalities [2, 11, 12, 13, 14, 17, 40, 42, 52, 53, 60] and
unconstrained and constrained optimal control problems governed by partial differential
equations [26, 25, 30, 32, 34, 35, 37, 38, 39, 47, 62]. Thus, it seems natural to investigate
whether the adaptive finite element method could be equally successful employed for
the solution of the optimally controlled obstacle problem. An adaptive approach based
on goal oriented dual weighted residuals was suggested in [36]. In contrast, the main
focus of this work lies in the development of an adaptive finite element scheme based on
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a standard residual-type a posteriori error estimate. The following paragraph motivates
the path taken by this thesis and summarizes the main results.
1.1 Abstract
In order to numerically solve the optimal control problem, a finite element discretization
by means of continuous piecewise affine finite elements is introduced. In finite dimen-
sions, a hierarchy of concepts of stationarity is available [56]. However, it is known that
the optimally controlled obstacle problem always has S-stationary points (the strongest
of the available characterizations of the minima) and a fortiori C-stationary points.
Solutions of the optimal control problem discretized by finite elements can therefore be
characterized by corresponding discrete C- or S-stationarity systems.
An analog of the hierarchy that occurs in the finite dimensional case can also be
found for the optimally controlled elliptic variational inequalities in functional spaces
[33, 45]. Due to the specifics of the functional space context, the classical stationary
concepts obtain several interpretations. For instance, the above mentioned concept of
C-stationarity in functional space is available in three different forms: as C-stationarity,
almost C-stationarity, and ε-almost C-stationarity (cf. [33]). This is a consequence of
the low regularity of Lagrangian multipliers in the associated stationarity systems. In
order to make a well-grounded choice of a continuous stationarity system for later
use in the a posteriori analysis, the question of convergence of discrete C-stationary
points computed on sequences of uniformly refined meshes is considered. Under some
additional assumptions, it is shown that the sequence of discrete C-stationary points
converges to an almost C-stationary point of the continuous optimal control problem.
This is the first main result of this thesis.
As the second main result, a residual-type a posteriori error estimator is suggested
for which reliability and efficiency properties are established up to data oscillations and
consistency errors due to mismatch in complementarity. The consistency errors are
not “a posteriori”, that is, they depend on the exact solution of the problem and are
therefore not computable. In order to deal with this problem, heuristically motivated
fully computable estimates are suggested.
1.2 Outline
This work starts with an overview of properties of the obstacle problem in Chapter 2. A
transition from the variational inequality formulation to a complementarity formulation
with a slack variable (Lagrangian multiplier) is done. The slack variable is an element of
the dual space and thus lacks pointwise interpretation. Local properties of the solutions
of the obstacle problem with a special attention to the Lagrangian multiplier are then
examined in detail. In particular, the notions of continuous active, inactive, strongly
active, zero, and biactive sets are introduced and the basic properties of these sets are
investigated.
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In Chapter 3, the optimal control problem is introduced. The questions of the exis-
tence of solutions is addressed and a hierarchy of stationary points for the continuous
setting is introduced. Finally, the local properties of the solutions of the continuous
optimality systems with respect to the sets defined in the previous chapter are discussed.
A finite element discretization for the optimally controlled obstacle problem is intro-
duced in Chapter 4. The question of local properties of the finite element approxima-
tions is addressed. At this point, a lot of attention is devoted to the definitions of the
discrete sets in order to preserve the key properties of their analogs in the continuous
setting. Further, C- and S-stationarity systems for the finite element discretization of
the optimally controlled obstacle problem are derived with a subsequent comparative
analysis of the local properties of the discrete and continuous stationary points. Finally,
extensions of the discrete Lagrangian multipliers to the spaces where the Lagrangian
multipliers from the continuous setting live are introduced.
Chapter 5 contains the proof of the convergence result for the discrete C-stationarity
points. In the end of this chapter, the convergence result is discussed in view of the
non-uniqueness of the solutions of the problem.
Chapter 6 is devoted to the derivation of a residual type a posteriori error estimate
for the difference between the solutions of the discrete and the continuous optimal
control problems. Reliability and efficiency of the residual-type error estimator up
to consistency errors and data oscillations are verified and fully computable heuristic
approximations for the consistency errors are introduced.
The adaptive finite element method based on the residual-type error estimate is
introduced in Chapter 7. The individual steps of the algorithm are described in detail.
Chapter 8 offers a detailed documentation of the numerical results performed on a
selection of test problems.
In Chapter 9, conclusions are drawn form the theoretical and numerical results of the
thesis.
1.3 Notation and function spaces
In this work the standard notation is adopted for the set of real numbers R, the set
of natural numbers N, and the set N0 := N ∪ {0}. Bold letters will be used to denote
vectors, matrices, and vector-valued functions. For n,m ∈ N, let M ∈ Rn×m be a
real-valued matrix with n rows and m columns and v ∈ Rn a real-valued vector with
n components. The elements of the matrix M are referred to as (M)i.j , i = 1, . . . , n,
j = 1, . . . ,m and the components of the vector v as (v)i, i = 1, . . . , n. Furthermore, the
zero vector in Rn is denoted by 0n and the zero element of Rn×m by 0nm. Inn ∈ Rn×n
stands for the identity matrix of the size n × n. For a pair of vectors v,w ∈ Rn the
notation v ·w := vTw is used for the scalar product of v and w, while v ∗w is used for
the Hadamard (component-wise) product, i.e., (v ∗w)i = (v)i(w)i, i = 1, . . . , n. The
inequality w ≥ v is understood in the component-wise sense, i.e., (w)i ≥ (v)i for all
i = 1, . . . , n.
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For any set D ∈ Rd, d ∈ N the topological closure of D is denoted by D or cl(D), the
interior of D by
◦
D or int(D), and the boundary of D by ∂D. meas(D) and |D| will de-
note, respectively, the d-dimensional Lebesgue measure ofD and the area ofD. Further-
more, Ω will denote an open bounded set in Rd. Let vector α = (α1, . . . , αd)T ∈ Nd0 with
the length |α| := α1+. . .+αd be referred to as a multi-index. For x = (x1, . . . , xd)T ∈ Ω,
the component αi of the multi-index α gives the number of differentiations of a function
of x in xi, i ∈ 1, . . . , d. For an arbitrary subset ω ⊂ Ω, the characteristic function χω
of the set ω is defined by
χω(x) :=
{
1, x ∈ ω
0, else .
The standard norm within a normed vector spaceX is denoted by ‖·‖X , the dual space
of X (the space of all linear continuous functionals on X) by X∗. For the associated
duality pairing the notation 〈·, ·〉X∗,X is employed. The nonnegative cone of X with
respect to the ordering in X is denoted by X+. The nonnegative cone of the dual space
X∗+ is defined as
x∗ ∈ X∗+ ⇔ 〈x∗, x〉 ≥ 0 for all x ∈ X+.
1.3.1 Spaces of continuous functions
For m ∈ N0, the spaces of continuous and continuously differentiable functions are
defined as
Cm(Ω) := {v : Ω→ R | ∂αv continuous for all α with |α| ≤ m},
Cm(Ω) := {v : Ω→ R | ∂αv continuous for all α with |α| ≤ m},
where ∂αv is a partial derivative of v of order α
∂αv = ∂
|α|v
∂xα11 · · · ∂xαnn
.
Special attention receive the spaces of continuous functions C(Ω) := C0(Ω), C(Ω) :=
C0(Ω), the space of functions whose partial derivatives of all orders are continuous
C∞(Ω) :=
∞⋂
m=0
Cm(Ω),
and its subspace of functions with compact support
C∞0 (Ω) := {v ∈ C∞(Ω) | supp v ⊂⊂ Ω}.
Here D ⊂⊂ Ω signifies that the set D is compactly contained in Ω.
The class of Schwartz distributions D′(Ω) consists of the linear continuous functionals
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on D(Ω) := C∞0 (Ω). The reader is referred to [58] for more details.
By means of the representation
〈v∗, v〉C(Ω)∗,C(Ω) =
∫
Ω
v(x)dλ(x), v∗ ∈ C(Ω)∗, v ∈ C(Ω)
the dual space C(Ω)∗ of C(Ω) can be identified with the space of real regular Borel
measures λ defined on Ω, which we denote byM(Ω) (see, e.g., [3], [59], or [55]). Note
that due to the compactness of Ω, M(Ω) can be equivalently referred to as the space
of Radon measures. In the sequel, the dual of C(Ω) will be addresses as M(Ω), the
notation 〈〈·, ·〉〉 will be used for the corresponding duality pairing.
1.3.2 Lebesgue spaces
For 1 ≤ p ≤ ∞, the standard Lebesgue spaces are defined as follows
Lp(Ω) := {v : Ω→ R | v is Lebesgue measurable, ‖v‖Lp(Ω) <∞},
where
‖v‖Lp(Ω) =
∫
Ω
|v(x)|p dx
1/p , 1 ≤ p <∞, and ‖v‖L∞(Ω) = ess sup
x∈Ω
|v(x)|.
For every 1 ≤ p ≤ ∞, the space Lp(Ω) endowed with the norm ‖ · ‖Lp(Ω) is a Banach
space. For the case p = 2 we may define a scalar product
(v, w)L2(Ω) :=
∫
Ω
v(x)w(x) dx,
giving the space L2(Ω) the structure of a Hilbert space. Further, we can introduce the
set of locally integrable functions
L1loc(Ω) := {v : Ω→ R | v ∈ L1(Ω′) for every open Ω′ with Ω′ ⊂⊂ Ω}.
1.3.3 Sobolev spaces
A function v ∈ L1loc(Ω) has a weak (or distributional) partial derivative of order α if
there exists Dαv := w ∈ L1loc(Ω) satisfying∫
Ω
w(x)ϕ(x) dx = (−1)|α|
∫
Ω
v(x) ∂αϕ(x) dx, ∀ϕ ∈ C∞0 (Ω). (1.3.1)
For any m ∈ N0 and 1 ≤ p ≤ ∞, we define the Sobolev spaces
Wm,p(Ω) := {v ∈ Lp(Ω) | Dαv ∈ Lp(Ω) for 0 ≤ |α| ≤ m}
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and
Wm,p0 (Ω) := {v ∈Wm,p(Ω) | ∃vn ∈ C∞0 (Ω) with limn→∞ ‖v − vn‖Wm,p(Ω) = 0}
endowed with the norm
‖v‖Wm,p(Ω) =
 ∑
0≤|α|≤m
‖Dαv‖pLp(Ω)
1/p , 1 ≤ p <∞,
‖v‖Wm,∞(Ω) = max0≤|α|≤m ‖D
αv‖L∞(Ω),
as well as the seminorm
|v|Wm,p(Ω) =
 ∑
|α|=m
‖Dαv‖pLp(Ω)
1/p , 1 ≤ p <∞,
|v|Wm,∞(Ω) = max|α|=m ‖D
αv‖L∞(Ω).
The Sobolev spaces Wm,p(Ω) and Wm,p0 (Ω) with corresponding norms are Banach
spaces.
In the case p = 2, it is customary to use the notation Hm(Ω) := Wm,2(Ω), Hm0 (Ω) :=
Wm,20 (Ω), for the spaces and ‖ · ‖m,Ω := ‖ · ‖Wm,2(Ω), | · |m,Ω := | · |Wm,2(Ω) for the norms
and the seminorms. Hm(Ω) and Hm0 (Ω) are Hilbert spaces with the scalar product
(v, w)m,Ω :=
∑
|α|≤m
(Dαv,Dαw)0,Ω.
The identity H0(Ω) = L2(Ω) motivates the notation (·, ·)0,Ω := (·, ·)L2(Ω) and ‖ · ‖0,Ω :=
‖ · ‖L2(Ω) for the scalar product and the associated norm in the space L2(Ω). In the
sequel, for any subset D of Ω we refer to L2(D) as the Hilbert space with the inner
product (·, ·)0,D and the associated norm ‖ · ‖0,D. We further refer to Hm(D), m ∈ N
as the Sobolev spaces with the norm ‖ · ‖m,D and seminorm | · |m,D.
By H−m(Ω), m ∈ N we denote the dual space of Hm0 (Ω). In what follows, let us
reserve the notation 〈·, ·〉 for the duality pairing between H−1(Ω) and H10 (Ω).
For a more detailed study of Sobolev spaces, the reader is referred to the monographs
[3], [1], [22], or [29].
1.3.4 Traces and extensions
As ∂Ω has a d-dimensional Lebesgue measure zero, to prescribe boundary values to
Sobolev functions one needs the concepts of Lebesgue spaces on ∂Ω (we refer, e.g., to
[3]) and of the trace operator. The latter is defined for a special class of Lipschitz
domains (cf. [29] or [11]).
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Definition 1.3.1. (Lipschitz domain, domain of the class C1,1)
• A function f : Rn ⊃ D → Rm is called Lipschitz continuous if there exists L > 0
such that ‖f(x)− f(y)‖Rm ≤ L‖x− y‖Rn for all x, y ∈ D.
• A hypersurface in Rd is a graph if it can be represented in the form
xk = f(x1, . . . , xk−1, xk+1, . . . , xd), with 1 ≤ k ≤ d and some suitable domain in
Rd−1.
• A domain Ω is called Lipschitz provided that it lies on one side of the boundary
∂Ω and that for every x ∈ ∂Ω there exists a neighborhood of x in ∂Ω that can be
represented as a graph of a Lipschitz continuous function. In this case it is also
common to say that Ω is of the class C0,1, where C0,1 is the standard notation for
Lipschitz continuous functions considered as special instance of a more general
class of the so-called Hölder continuous functions (see, e.g., [1]).
• We say that Ω is of the class C1,1 if for every x ∈ ∂Ω there exists a neighbor-
hood of x in ∂Ω that can be represented as the graph of a one time continuously
differentiable function whose first derivative is a Lipschitz continuous function.
The following trace theorem is stated, e.g., in [3].
Theorem 1.3.2. (Trace theorem)
Let Ω be Lipschitz and let 1 ≤ p ≤ ∞. There exists a unique linear continuous mapping
τ : W 1p (Ω)→ Lp(∂Ω)
with
τv = v|∂Ω, ∀ v ∈W 1p (Ω) ∩ C(Ω).
In the special case of ∂Ω Lipschitz, H10 (Ω) can be identified with those elements of
H1(Ω) whose traces on ∂Ω are zero.
Theorem 1.3.3. (Extension theorem (cf. [23], p.135))
Suppose Ω is Lipschitz. For any bounded open set Ω˜ such that Ω ⊂⊂ Ω˜ there exists a
bounded linear operator
E : H1(Ω)→ H1(Rd) (1.3.2)
such that for each v ∈ H1(Ω):
(i) Ev = v a.e. in Ω,
(ii) supp(Ev) ⊆ Ω˜,
(iii) ‖Ev‖1,Rd ≤ C‖v‖1,Ω with the constant C depending only on Ω and Ω˜.
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2 Obstacle problem
The first section of this chapter provides an overview of the relevant parts of the theory
of general elliptic variational inequalities of the first kind in Hilbert space. In Section
2.2, these results are narrowed to the specific case of obstacle problems with solutions
in H10 (Ω). The rest of the chapter is devoted to the properties of the solutions of the
obstacle problem, which require a somewhat deeper insight into the properties of the
elements of the dual space (H10 (Ω))∗.
2.1 Elliptic variational inequalities of the first kind in
Hilbert spaces
Let V be a real Hilbert space and V ∗ its dual space. By ‖ · ‖V we can denote the norm
in V and by 〈·, ·〉 the duality pairing between V and V ∗. Further, let us introduce a
bilinear form
a( · , · ) : V × V → R,
that is assumed to be bounded, i.e.,
∃ Γa > 0 : |a(v, w)| ≤ Γa‖v‖V ‖w‖V , ∀v, w ∈ V, (2.1.1a)
and coercive, i.e.,
∃ γa > 0 : a(v, v) ≥ γa‖v‖2V , ∀v ∈ V. (2.1.1b)
A bilinear form coercive with respect to V is also called V -elliptic (see, e.g., [27]).
As it is pointed out, e.g., in [44], for every bounded bilinear form there exists a
bounded linear operator A : V → V ∗ such that
a(v, w) = 〈Av,w〉, ∀v, w ∈ V. (2.1.2)
And vice versa, every bounded linear operator defines a bounded bilinear form via the
relation (2.1.2). Clearly, the properties of the bilinear form (2.1.1a), (2.1.1b) are passed
on to the operator A as
‖Av‖V ∗ ≤ Γa‖v‖V , ∀v ∈ V,
〈Av, v〉 ≥ γa‖v‖2V , ∀v ∈ V.
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We refer to ‖A‖L(V,V ∗) as the operator norm of A, i.e.,
‖A‖L(V,V ∗) = sup
v∈V \{0}
‖Av‖V ∗
‖v‖V .
and observe that ‖A‖L(V,V ∗) ≤ Γa.
A coercive bilinear form a(·, ·) defines a norm a(·, ·)1/2 on V equivalent to ‖ · ‖V . If
in addition the bilinear form a(·, ·) is symmetric, i.e.,
a(v, w) = a(w, v), ∀v, w ∈ V,
it defines a scalar product on V thus making (V, a(·, ·)) a Hilbert space.
Let K be a convex and closed subset of V and g ∈ V ∗. Then the elliptic variational
inequality of the first kind is a problem of the form:
find y ∈ K such that
a(y, y − v) ≤ 〈g, y − v〉 , ∀v ∈ K. (2.1.3)
Definition 2.1.1. (Control-to-state mapping)
Let us introduce the solution operator corresponding to the variational inequality (2.1.3)
as
S : V ∗ −→ V, (2.1.4)
g 7−→ y.
In the context of the optimal control of problem (2.1.3) this operator will be referred to
as the control-to-state mapping.
The following theorem states the existence and the uniqueness of the solution of (2.1.3).
Theorem 2.1.2. Let a( · , · ) be a bounded and coercive bilinear form on V , and K ⊂ V
be a closed convex set. For each g ∈ V ∗ the variational inequality (2.1.3) admits a unique
solution y ∈ V . Additionally, the mapping S is Lipschitz continuous, i.e., if y1 and y2
are two solutions of problem (2.1.3) corresponding to right hand sides g1, g2 ∈ V ∗, then
‖y1 − y2‖1,Ω ≤ 1
γa
‖g1 − g2‖V ∗ ,
where γa > 0 is the coercivity constant defined in (2.1.1b).
Proof. The proof can be found, e.g., in [44], p. 26.
If, in addition to the assumptions of Theorem 2.1.2, the bilinear form a( · , · ) is
symmetric, the variational inequality (2.1.3) is equivalent to the minimization problem
min
y∈K
I(y), I(y) := 12a(y, y)− 〈g, y〉, (2.1.5)
see, e.g., [28].
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2.2 Obstacle problem in H10(Ω)
One of the classical examples of a variational inequality of the first kind is given by the
so-called obstacle problem. This problem will determine the set of constraints in the
optimal control problem we will consider later. Let us start with a formal definition of
the obstacle problem.
Let Ω ⊂ R2 be a domain with boundary Γ := ∂Ω. Assume that
Ω – open, bounded, polygonal Lipschitz domain. (2.2.1)
The thus defined Ω may be non-convex, possibly with reentrant corners. Whereas (2.2.1)
will be our basic assumption on Ω, some results will require a stronger assumption
Ω – open, bounded, and either convex and polygonal or of the class C1,1. (2.2.2)
In the literature devoted to the optimal control of variational inequalities the authors
often rely on the latter stronger assumption. It should be emphasized that in this work
it plays a secondary role.
From here on, we set V := H10 (Ω). Abusing the general notation for normed spaces
from Section 1.3, we set
V+ := {v ∈ V | v(x) ≥ 0 for a.a. x ∈ Ω},
i.e., V+ will denote the nonnegative cone of V with respect to the ordering of L2(Ω) We
refer to V ∗+ as the nonnegative cone of V ∗ associated with V+, more precisely,
V ∗+ := {λ ∈ V ∗ | 〈λ, v〉 ≥ 0, ∀ v ∈ V+}.
Finally, in agreement with the notation of Section 1.3, we define C+(Ω) andM+(Ω) as
the nonnegative cones of C(Ω) and its dualM(Ω),
C+(Ω) := {v ∈ C+(Ω) | v(x) ≥ 0, x ∈ Ω},
M+(Ω) := {λ ∈M+(Ω) | 〈〈λ, v〉〉 ≥ 0, ∀ v ∈ C+(Ω)}.
Although the subsequent analysis can be carried out for a general second order elliptic
differential operator in divergence form, in the sequel we will restrict ourselves to the
special case where the operator A introduced in the previous section equals −∆, i.e.,
we consider the bounded, coercive, symmetric bilinear form
a(v, w) := (∇v,∇w)0,Ω, v, w ∈ V. (2.2.3)
Additionally, for D ⊆ Ω we will use the notation aD(v, w) := (∇v,∇w)0,D, v, w ∈ V .
For a given function
ψ ∈ V (2.2.4)
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we set
K := {v ∈ V | v ≤ ψ a.e. in Ω}. (2.2.5)
The thus defined set K is closed, convex, and non-empty. Further, let g ∈ L2(Ω) be
given.
With the notation introduced above, we can formulate the obstacle problem:
find y ∈ K such that
min
y∈K
I(y), I(y) = 12a(y, y)− (g, y)0,Ω. (2.2.6)
The model problem (2.2.6) embodies a number of various physical processes, one of
which is the problem of deformation of a membrane subject to a unilateral constraint.
The following example briefly explains the meaning of separate elements of (2.2.6) in
application to this problem. Note that more details on this and other applications can
be found, e.g., in [55] or [21].
Example 2.2.1. (Deformation of a membrane constrained by an obstacle)
The solution y of (2.2.6) can be interpreted as the vertical displacement of an elastic
membrane occupying the region Ω and being fixed at the boundary Γ. The membrane
lies under the obstacle ψ and is being pushed towards the obstacle by a vertical force
G = gt (t - the uniform tension of the unperturbed membrane). The functional I(y)
describes the total potential energy of the membrane for a given displacement y ∈ K.
The total potential energy equals the potential energy of the deformation given by the
increase in the area of the surface of the membrane 12a(y, y), minus the work done by
the external forces during the actual displacement (g, y)0,Ω. According to the principle
of minimum total potential energy, among all elements of K (functions of finite energy
of deformation satisfying the homogeneous boundary conditions and lying under the
obstacle ψ) the displacement function y∗ corresponding to the position of equilibrium
of the system will deliver the minimum to the functional I. This is the function we are
looking for in (2.2.6).
Remark 2.2.2. One could consider a more general obstacle function
ψ ∈ H1(Ω), with τψ ≥ 0 a.e. on Γ,
where τ is the trace operator. This, however, might cause some changes in the comple-
mentarity formulation that will be introduced in the next paragraph.
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2.2.1 Alternative formulations
Due to the symmetry of the bilinear form, the minimization problem (2.2.6) is equiva-
lent to the variational inequality of the first kind
find y ∈ K such that
a(y, y − v) ≤ (g, y − v)0,Ω , ∀v ∈ K, (2.2.7)
which by Theorem 2.1.2 admits a unique solution.
It is convenient to introduce a slack variable σ ∈ V ∗ (the residual of the inequality
(2.2.7)),
〈σ, v〉 := (g, v)0,Ω − a(y, v).
The functional σ can also be viewed as a Lagrangian multiplier associated with the
constraint y ∈ K in the minimization problem (2.1.5). With σ, one can reformulate
problem (2.2.7) as
a(y, v) = (g, v)0,Ω − 〈σ, v〉, v ∈ V, (2.2.8a)
y ∈ K, 〈σ, y − v〉 ≥ 0, v ∈ K. (2.2.8b)
Condition (2.2.8b) is the inequality (2.2.7) written in terms of the residual σ. Testing
(2.2.8b) subsequently with v1 = ψ ∈ K and v1 = 2y−ψ ∈ K, we obtain 〈σ, y−ψ〉 = 0.
Consequently, 〈σ, y − v〉 = 〈σ, ψ − v〉, and, therefore, (2.2.8b) implies 〈σ, v〉 ≥ 0 for
v ∈ V+. Thus the equivalence
(2.2.8b) ⇐⇒ y ∈ K, σ ∈ V ∗+ , 〈σ, y − ψ〉 = 0.
Herewith, we can equivalently reformulate the obstacle problem as
find (y, σ) ∈ V × V ∗ such that
a(y, v) = (g, v)0,Ω − 〈σ, v〉, v ∈ V, (2.2.9a)
y ∈ K, σ ∈ V ∗+ , 〈σ, y − ψ〉 = 0. (2.2.9b)
Condition (2.2.9b) is often referred to as the linear complementarity constraint and
problem (2.2.9) as the problem with complementarity constraints. This name is due to
the specific structure of this constraint: the components ψ−y and σ are complementary
in the sense that they are both nonnegative and, as their pairing must be zero, they
cannot be strictly positive simultaneously.
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2.2.2 Structure of the feasible set
The feasible set of problem (2.2.9) is given by
D := {(y, σ) ∈ V × V ∗ | y ∈ K, σ ∈ V ∗+, 〈σ, y − ψ〉 = 0 }.
This set is nonempty as the obstacle problem has a unique solution.
Let us have a closer look at set D. Firstly, we observe that the constraint 〈σ, y−ψ〉 = 0
is bilinear, and therefore non-convex. Thus, the feasible set D is non-convex. Moreover,
as illustrated in Figure 2.1, the interior of this set is empty. Secondly, the point on the
graph (y − ψ, σ) = (0, 0) suggests the presence of the so-called “biactive set” B which
can roughly be characterized as B := {”y − ψ = 0”} ∩ {”σ = 0”}. The meaning of
this definition in view of the low regularity of σ will be discussed in Section 2.3.1. The
biactive set is known to yield auxiliary challenges in the analysis and numerical solution
of the optimal control problem governed by (2.2.9).
y − ψ
σ
Figure 2.1: The feasible set D
2.2.3 Control-to-state mapping
The control-to-state mapping S (cf. Definition 2.1.1) can now be written as
S : V ∗ −→ V × V ∗, (2.2.10)
g 7−→ (y, σ).
The properties of S in view of the observations of the previous paragraph, including
the differentiability results proved in [48] and revised in [46] are summarized in the
following proposition.
Proposition 2.2.3.
(i) S is a non-linear (bilinear), non-convex, Lipschitz continuous mapping.
(ii) S is conically differentiable. If at some g there holds B = ∅, then S is Gâteaux
differentiable at g.
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Remark 2.2.4. In [48], the term "conical derivative" is reserved for positively homoge-
neous directional derivatives of continuous mappings. For the definition of the notion
of convexity for mappings in Banach spaces see, e.g., [59], p. 245.
2.2.4 Regularity of the solution
Lemma 2.2.5. Let a( · , · ) be a bounded and coercive bilinear form on V , and K be
defined by (2.2.6). For g ∈ L2(Ω) and ψ ∈ L∞(Ω) ∩ V , the unique solution y belongs
to L∞(Ω) ∩ V , and the mapping S is Lipschitz continuous from L2(Ω) to L∞(Ω).
Proof. See [46], p. 7.
Higher regularity of the solution can be obtained under stronger assumptions on the
domain Ω and the obstacle function ψ.
Lemma 2.2.6. Additionally to the requirements of Lemma 2.2.5, assume that (2.2.2)
holds true and the obstacle ψ fulfills
ψ ∈ V ∩H2(Ω). (2.2.11)
For g ∈ L2(Ω) the unique solution (y, σ) of (2.2.9) belongs to V ∩H2(Ω)× L2(Ω).
Proof. See [46], p. 7.
Remark 2.2.7. If the assumptions of Lemma 2.2.6 are satisfied, the complementarity
condition (2.2.9b) can be rephrased as
ψ − y ∈ V+, σ ∈ (L2(Ω))+ , (σ, y − ψ)0,Ω = 0. (2.2.12)
Moreover, according to the Sobolev embedding theorem (see, e.g., [3], p. 333), the state
function is also a continuous function, i.e., y ∈ C(Ω).
2.3 Properties of V ∗-functionals
In this section we take a closed look at selected properties of the space V ∗.
Based on the Riesz representation theorem, we can identify the space L2(Ω) with its
dual (L2(Ω))∗. It is convenient as the identification is based on the L2-scalar product.
Technically, we could do the same for V . Indeed, V is a Hilbert space, thus, by the
Riesz theorem, for any λ ∈ V ∗ there exists a unique gλ ∈ V satisfying
(gλ, v)1,Ω = 〈λ, v〉, ∀ v ∈ V. (2.3.1)
Due to analytical inconvenience (the H1-scalar product in the determining relation
(2.3.1)), this practice is conventionally not applied to V . Instead, the so-called Gelfand
triple is used to connect V with its dual V ∗ (see, e.g., [63]). It is based on the embeddings
i1 : V → L2(Ω), (2.3.2)
i2 : L2(Ω)→ V ∗, (2.3.3)
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where the first operator can be trivially defined via the relation
∀ v ∈ V, i1(v) := v,
whereas the second one maps every element w ∈ L2(Ω) to i2(w) ∈ V ∗ by means of the
relation
〈i2(w), v〉 := (w, i1(v))0,Ω = (w, v)0,Ω, ∀ v ∈ V,
and relies on the fact that the functional v 7→ (w, v)0,Ω ∈ R for v ∈ V is a linear
continuous functional on V , i.e., every element w ∈ L2(Ω) can be understood as an
element of V ∗. This yields a Gelfand triple
V ↪→i1 L2(Ω) ↪→i2 V ∗,
with each space (continuously) embedded and dense in the subsequent space (see [63],
p. 253).
Remark 2.3.1. The space L2(Ω) is richer then V . A functional λ ∈ V ∗ can be
continuously extended to (L2(Ω))∗ only if there exists such vλ ∈ L2(Ω) that the action
of λ can be expressed in the form 〈λ, v〉 = (vλ, v)0,Ω, ∀ v ∈ V . In general, by the Riesz
representation theorem, for any λ ∈ V ∗ there exist functions λα ∈ L2(Ω), 0 ≤ |α| ≤ 1,
such that
〈λ, v〉 =
∑
0≤|α|≤1
(λα, Dαv)0,Ω, ∀ v ∈ V. (2.3.4)
The reader is referred, e.g., to [22].
Remark 2.3.2. Any λ ∈ V ∗ can be evaluated on functions from D(Ω). Thus, elements
of V ∗ are Schwartz distributions.
We can introduce a norm on V ∗ according to
‖λ‖−1,Ω := sup
v∈V \{0}
|〈λ, v〉|
‖v‖1,Ω .
2.3.1 Local properties
The main concern of this paragraph is the characterization of local properties of V ∗-
functionals (properties that hold on subsets of Ω). One point of interest is, for example,
the definition of support for the elements of V ∗. Let us first recall the definitions of
the support of the continuous and the L2(Ω) functions, as well as the support of the
distributions (the latter can be found, e.g., in [58] or [63]).
Definition 2.3.3. (Support of functions)
(i) For v ∈ C(Ω) (v ∈ D(Ω)), supp(v) := {x ∈ Ω | v(x) 6= 0} = Ω \ Ov, Ov := { the
maximal open set where v vanishes };
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(ii) for v ∈ L2(Ω) (v ∈ V ), Ov := { the maximal open set where v = 0 holds a.e. },
supp(v) := Ω \ Ov.
As the functions of V are subject to the L2-ordering, the definition for L2(Ω) is also
suited for V .
Unlike the continuous or the L2(Ω) functions, distributions do not admit a pointwise
interpretation. Thus, before defining the notion of support, we must specify what it
means for a distribution to be zero on a subset of Ω. A natural way to get information
about local properties of a functional is to evaluate it on suitably chosen subspaces of
the argument space. The following definition was adopted from [58].
Definition 2.3.4. For T ∈ D′(Ω) and ω ⊆ Ω open, we say that T = 0 on ω if its effect
on test functions with compact support in ω is zero, i.e.,
T (v) = 0, ∀ v ∈ D(Ω) such that supp(v) ⊆ ω.
With this notion at hand, the definition of the support of a distribution is straightfor-
ward. Being based on the distribution-specific notion of “T = 0 on ω”, it otherwise
resembles Definition 2.3.3.
Definition 2.3.5. (Support of distributions) For T ∈ D′(Ω), OT := { the maximal
open set where T vanishes }, supp(T ) := Ω \ OT .
We observe that the elements of both, V ∗ and D′(Ω), do not admit a pointwise
interpretation. Moreover, as pointed out in Remark 2.3.2, the elements of V ∗ are
distributions. Thus, it seems natural to consider the localization of distributions as a
prototype for the definition of analogous properties for V ∗-functionals. Though, as it
will be outlined in Remark 2.3.8, the question of a proper choice of test subspaces for
the localization of the elements of V ∗ appears to be rather delicate.
For ω ⊆ Ω, we introduce a subspace of localized test functions Vω,0 ⊆ V according to
Vω,0 := {v ∈ V | v = 0 a.e. in Ω \ ω, v|ω ∈ H10 (ω)}.
In the following definitions, it is specified what it means for a functional from V ∗ to
be zero or to have a sign on an open subset of Ω and define the notion of support for
elements of V ∗.
Definition 2.3.6. For λ ∈ V ∗ and ω ⊆ Ω open, we say that
(i) λ = 0 on ω if 〈λ, v〉 = 0, ∀ v ∈ Vω,0;
(ii) λ ≥ 0 (≤ 0) on ω if 〈λ, v〉 ≥ 0 (≤ 0), ∀ v ∈ Vω,0 ∩ V+;
Note that a similar characterization is used in [60].
Definition 2.3.7. (Zero set and support of V ∗-functionals) For λ ∈ V ∗, the zero set
of λ is given by Oλ := { the maximal open set where λ vanishes }, whereas supp(λ) :=
Ω \ Oλ.
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Finally, for ω ⊆ Ω we can define a local norm (cf. [11])
‖λ‖−1,ω := sup
v∈Vω,0\{0}
|〈λ, v〉|
‖v‖1,Ω = supv∈Vω,0\{0}
|〈λ, v〉|
‖v‖1,ω ,
that evidently satisfies
〈λ, v〉 ≤ ‖λ‖−1,ω‖v‖1,ω, ∀ v ∈ Vω,0. (2.3.5)
Remark 2.3.8. We recall the classification of concepts for the localization of V ∗-
functionals introduced in [33]. For that we need to introduce another type of localized
test functions,
Vω := {v ∈ V | v = 0 a.e. in Ω \ ω} = {v ∈ V | supp(v) ⊆ ω}.
Obviously, Vω,0 ⊂ Vω for any ω ⊂ Ω. If ω is Lipschitz, Vω,0 = Vω (see, e.g., [45], Lemma
A.1). As Ω is a Lipschitz domain, VΩ,0 = VΩ = V . In [33], several realizations of the
statement
λ = 0 on ω, ω ⊆ Ω - open, (2.3.6)
for λ ∈ V ∗ are suggested, namely,
(a) 〈λ, v〉 = 0, ∀ v ∈ Vω ,
(b) 〈λ, v〉 = 0, ∀ v ∈ Vω,0 ,
(c) ∀ε > 0, ∃ Uε ⊆ ω with meas(ω \ Uε) ≤ ε such that 〈λ, v〉 = 0, ∀ v ∈ VUε .
Evidently, the latter concepts admit the hierarchy (a)⇒ (b)⇒ (c). Moreover, (a) = (b)
if ω is Lipschitz. It should be emphasized that definition (c) does not impose any
restrictions on the shape and the location of Uε within ω. Uε is free to occupy any
subset of ω with the only restriction meas(ω \Uε) <= ε. Thus, e.g., Uε = ω would also
be an admissible choice. In Figure 2.2, an example of a configuration ω ⊂ Ω and three
different shapes of supports of test functions admissible in definitions (c) are shown.
The uncertainty in the interpretation of (2.3.6) arises due to the low regularity of the
V ∗ functionals. Was there a pointwise interpretation of λ, properties (a) − (c) would
coincide. Definition 2.3.6 (i) obviously coincides with (b). From now on, we will work
with concept (b) as:
• it aligns with the standard concept of localization of distributions;
• it coincides with the natural definition of "λ = 0 in Ω" (〈λ, v〉 = 0 ∀ v ∈ V ) if Ω is
non-Lipschitz.
However, it is not asserted that concepts (a) and (c) should be deprived of attention.
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Ω : ω
Figure 2.2: An example of a configuration
ω ⊂ Ω with an illustration of three possible
shapes of supports of the test functions from
definition (c). Supports are visualized by the
grey-colored regions with solid boundaries.
supp(v) = Uε = ω supp(v) = Uε ⊆ ω supp(v) = Uε ⊂ ω
2.3.2 Properties of dual pairings featuring functionals of restricted
support
Suppose λ ∈ V ∗ and v ∈ V . What can we say about the dual pairing 〈λ, v〉 if meas(Ω \
supp(λ)) 6= ∅? It is clear that the behavior of v outside of supp(λ) should have a very
restricted influence on the outcome of the pairing. In this paragraph, an answer to
this question is suggested which in the sequel will serve as a basis for the analysis of
consistency parts of the a posteriori error estimate.
The results of this paragraph will rely on the following elementary proposition that,
roughly speaking, states that for arbitrary v ∈ V and ω ⊆ Ω Lipschitz, the restriction
v|ω can be extended to Ω by zero. Moreover, the extension can take the parts of the
boundary ∂ω where the trace of v is zero into account.
Definition 2.3.9. Let v ∈ V and ω ⊆ Ω be open and Lipschitz. By ∂ω0(v) we denote
the part of the boundary ∂ω satisfying τv|∂ω0(v) = 0 a.e. on ∂ω0(v) and τv|∂ω\∂ω0(v) 6= 0
a.e. on ∂ω \ ∂ω0(v) simultaneously.
Proposition 2.3.10. Given v ∈ V and ω ⊆ Ω open and Lipschitz. One can always find
an open Lipschitz set ω˜ with ω ⊆ ω˜ ⊆ Ω and a function vextω ∈ Vω˜,0 with vextω |ω = v|ω
a.e. in ω. Moreover, if ∂ω0(v) 6= ∅, one can always choose ω˜ so that ∂ω˜∩∂ω = ∂ω0(v).
Proof. If v ∈ Vω,0, we choose ω˜ := ω. If ω ⊂ Ω, a straightforward application of the
extension theorem (cf. Theorem 1.3.3) proves the statement. If ∂ω ∩ ∂Ω 6= ∅, the
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extension theorem implies the existence of ω1 open and Lipschitz satisfying ω ⊂⊂ ω1
and vextω ∈ Vω1,0, without guaranteeing ω1 ⊂ Ω. Requiring additionally ω1 to be selected
in such a way that the intersection ω1 ∩Ω is Lipschitz, we can set ω˜ := ω1 ∩Ω (see the
illustration in Figure 2.3). Clearly, ∂ω˜ = (ω˜ ∩ ∂Ω) ∪ (∂ω1 ∩ Ω). As ω˜ is Lipschitz, the
trace of vextω on ∂ω˜ is defined and equals to zero. Thus, vextω ∈ Vω˜,0. Similarly, one can
show the last statement of the proposition.
Ω :
Figure 2.3: An illustration to the proof
of Proposition 2.3.10. The area within the
dashed line represents Ω, the area within the
dash-dotted line – ω, the area within the dot-
ted line – ω1, the gray-colored region visual-
izes the set ω˜.
We can further suggest a possible way to extend the statement of Proposition 2.3.10 to
the case of ω non-Lipschitz. It will require the following construction.
Definition 2.3.11. Let Lip(ω) denote the minimal open Lipschitz set satisfying ω ⊆
Lip(ω) ⊆ Ω.
Obviously, the set Lip(ω) is well-defined: if no proper Lipschitz subset of Ω containing ω
exists, we can take Lip(ω) := Ω (which is Lipschitz). If ω is Lipschitz, then Lip(ω) := ω.
Moreover, it seems fair to expect meas(ω) ≈ meas(Lip(ω)). The restriction v|Lip(ω) can
be extended to Ω by zero in the sense of Proposition 2.3.10.
Finally, we can formulate a result that provides an interpretation of the effect V ∗-
functionals with restricted support on the elements of V .
Proposition 2.3.12. For λ ∈ V ∗, set Λ := int(supp(λ)), if supp(λ) is Lipschitz,
and Λ := Lip(int(supp(λ))), otherwise. For any v ∈ V there exists an open Lipschitz
set Λ˜ with Λ ⊆ Λ˜ ⊆ Ω, ∂Λ˜ ∩ ∂Λ = ∂Λ0(v) and a function vextΛ ∈ VΛ˜,0 such that
vextΛ |Λ = v|Λ a.e. in Λ and
〈λ, v〉 = 〈λ, vextΛ 〉. (2.3.7)
Proof. It suffices to prove (2.3.7), the rest follows from Proposition 2.3.10 with ω = Λ.
Let v¯ := v − vextΛ . Evidently,
VΩ\Λ,0 3 v¯ =
{
0 , in Λ
v − vextΛ , in int(Ω \ Λ)
.
By construction of Λ it holds int(Ω \ Λ) ⊆ Oλ (cf. Definition 2.3.7). Hence, 〈λ, v¯〉 = 0
and 〈λ, v〉 = 〈λ, vextΛ 〉+ 〈λ, v¯〉 = 〈λ, vextΛ 〉.
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Remark 2.3.13. It should be noted that 〈λ, v〉 = 〈λ, v|supp(λ)〉 only if v ∈ Vint(supp(λ)),0.
Otherwise, λ “reaches” the values of v slightly outside of int(supp(λ)).
2.4 Local properties of the solution of the obstacle
problem
The solution of the obstacle problem satisfies the complementarity condition
ψ − y ∈ V+, σ ∈ V ∗+ , 〈σ, y − ψ〉 = 0 (2.4.1)
(cf. (2.2.9)). To provide more accurate information on the structure of the solution
(y, σ) induced by the complementarity condition, we split Ω into subsets where, in
agreement with the nature of these functions, the inequalities hold either strictly or as
equalities. More specifically, we aim to define the following collection of sets:
A : {”ψ − y = 0”} : active (coincidence) set
I : {”ψ − y > 0”} : inactive (non-coincidence) set
Z : {”σ = 0”} : zero set
C : {”σ > 0”} : strongly active set
B : {”ψ − y = 0”} ∩ {”σ = 0”} : biactive (weakly active) set
In addition to the knowledge of the solution’s structure, these sets provide a certain
convenience in the formulation of optimality systems which arise in the study of the
optimal control of the obstacle problem. From the abstract definitions presented above
we expect A∪I = Z∪C = Ω, whereas, due to (2.4.1), C ⊆ A (and, therefore, I∪B = Z)
should be satisfied. We partition the domain Ω according to the definitions given in the
next paragraph.
2.4.1 Definitions of sets associated with the solution of the obstacle
problem
Definition 2.4.1. (The active set, the inactive set, the free boundary w.r.t. y)
The constraint ψ − y ∈ V+ yields a partition
Ω = A ∪ F(y) ∪ I,
where
(i) A := { the maximal open set D with ψ − y = 0 a.e. in D } is called the active
set;
(ii) given Bε(ψ − y) := { the maximal open set D where ψ − y ≥ ε a.e. in D } ,
I := ⋃
ε>0
Bε(ψ − y) is called the inactive set;
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(iii) F(y) := Ω \ (A ∪ I) is called the free boundary with respect to y.
Definition 2.4.2. (The zero set, the strongly active set, the free boundary w.r.t. σ)
The constraint σ ∈ V ∗+ yields a partition
Ω = Z ∪ F(σ) ∪ C,
where
(i) Z := Oσ = { the maximal open set D with 〈σ, v〉 = 0, ∀ v ∈ VD,0 } is called the
zero set;
(ii) C := int(supp(σ)) (recall that supp(σ) = Ω \ Oσ) is called the strongly active set;
(iii) F(σ) := Ω \ (Z ∪ C) is called the free boundary with respect to σ.
The free boundaries F(y) and F(σ) are typically 1-dimensional manifolds. Evidently,
the supports of ψ − y and σ satisfy
supp(ψ − y) = I ∪ F(y) and supp(σ) = C ∪ F(σ).
Remark 2.4.3. Suppose the assumptions of Lemma 2.2.6 are satisfied. We then have
y ∈ C(Ω) and σ ∈ L2(Ω). In this case it is natural to employ a different system of
definitions for the sets, namely
Areg := int({x ∈ Ω |ψ(x)− y(x) = 0}), Ireg := int(Ω \ Areg), (2.4.2)
Zreg := { the maximal open set D with σ = 0 a.e. in D }, Creg := int(Ω \ Zreg),
where Areg, Ireg, Zreg, and Creg are the “regular” versions of the active, inactive,
zero, an strongly active sets, respectively. It should be emphasizes that Definitions
2.4.1 and 2.4.2 are universal – they can be used in both the regular setting (y, σ) ∈
V ∩H2(Ω)× L2(Ω) and the more general setting (y, σ) ∈ V × V ∗, whereas the system
of definitions (2.4.2) is not applicable in case (y, σ) ∈ V × V ∗.
Finally, we can introduce the biactive set and the concepts of strict complementarity
and lack of strict complementarity for the solution of the obstacle problem.
Definition 2.4.4. (The biactive set, strict complementarity, lack of strict complemen-
tarity)
(i) The set B := int(A \ C) is called the biactive set;
(ii) if meas(B) = 0, it is said that the strict complementarity condition is satisfied at
the solution of the obstacle problem;
(iii) if meas(B) 6= 0, it is said that there is lack of strict complementarity at the solution
of the obstacle problem.
The strict complementarily condition requires that ψ − y and σ are never zero in the
same subset of Ω of a non-zero measure. It is clear that, in general, we cannot expect
the strict complementarity to be satisfied. Indeed, oblivious to the shape of y, the
complementarity condition is always true for σ ≡ 0.
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2.4.2 Properties of the sets
The two key results of this paragraph are stated in Corollary 2.4.8 and Proposition 2.4.9,
(i). The first result will support the proof of the convergence theorem (cf. Theorem
5.1.4), whereas the second one shows that the requirements to the partitions of Ω set
in the beginning of this section are satisfied within the system of definitions introduced
in the previous paragraph.
We start by introducing a partition of the computational domain Ω according to local
properties of arbitrary functions v ∈ V+.
Definition 2.4.5. (The zero set, the positive set w.r.t. v ∈ V+)
To any v ∈ V+, we assign
(i) the zero set, Ω0(v) := { the maximal open set D with v = 0 a.e. in D };
(ii) the positive set, Ω+(v) := ⋃
ε>0
Bε(v), where
Bε(v) := { the maximal open set D where v ≥ ε a.e. in D }.
Note that the active and the inactive set satisfy I = Ω+(ψ − y) and A = Ω0(ψ − y).
The following proposition is an intermediate step that addresses a function v ∈ V+
and a functional σ ∈ V ∗+ and explains the interaction between the sets we have defined
for v and σ in the case 〈σ, v〉 = 0.
Proposition 2.4.6. Given σ ∈ V ∗+ with associated sets C and Z from Definition 2.4.2.
For any v ∈ V+ satisfying 〈σ, v〉 = 0, there holds Ω+(v) ⊆ Z.
Proof. Let ε > 0 be arbitrary but fixed. By the definition of Bε(v) (Definition 2.4.5,
(ii)),
v ≥ ε a.e. in Bε(v).
Since for any ϕ ∈ C∞0 (Bε) we can find δ(ε) > 0 such that δ(ε)ϕ ≤ ε/2 a.e. in Bε(v),
there holds,
v − δ(ε)ϕ ≥ ε/2 a.e. in Bε(v).
As ϕ = 0 a.e. in Ω \Bε, we have w := v − δ(ε)ϕ ∈ V+. Now,
0 ≤ −〈σ, v〉︸ ︷︷ ︸
=0
+ 〈σ, v − δ(ε)ϕ〉︸ ︷︷ ︸
≥0
= −δ(ε)〈σ, ϕ〉,
thus, 〈σ, ϕ〉 ≤ 0. Employing the same construction with −ϕ, we get 〈σ, ϕ〉 ≥ 0. Since ε
was chosen arbitrarily, we thus have shown
〈σ, ϕ〉 = 0, ∀ϕ ∈ C∞0 (Bε(v)), ∀ ε > 0.
The density of C∞0 (Bε(v)) in VBε(v),0 implies the identity
〈σ, ϕ〉 = 0, ∀ϕ ∈ VBε(v),0, ∀ ε > 0,
i.e., σ = 0 in Ω+(v), and thus, Ω+(v) ⊆ Z.
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Obviously, Ω+(v) ⊆ Z is equivalent to C ⊆ Ω0(v), in other words, v = 0 a.e. in C.
Definition 2.4.7. (The positive and the negative parts of v ∈ L2(Ω))
For any v ∈ L2(Ω), we set
v+ := max(0, v), v− := min(0, v),
where the operators “max” and “min” are to be understood in the pointwise a.e. sense.
Corollary 2.4.8. Let σ and C be as in Proposition 2.4.6. For any v ∈ V with 〈σ, v+〉 =
〈σ, v−〉 = 0 there holds v = 0 a.e. in C, 〈σ, v〉 = 0.
Proof. Due to 〈σ, v+〉 = 〈σ, v−〉 = 0 we have v+ = v− = 0 a.e. in C. As v = v+ + v−,
the assertion follows.
We further observe the properties of σ in the set A.
Proposition 2.4.9. The slack variable σ satisfies
(i) σ = 0 in I, i.e., C ⊆ A;
(ii) σ = g + ∆ψ in A.
Proof. (i): Direct application of Proposition 2.4.6 with v = ψ− y. (ii): The functional
∆ψ ∈ V ∗ is defined as
〈∆ψ, v〉 := −(∇ψ,∇v)0,Ω, ∀ v ∈ V.
Then, in view of (2.2.9a) and (2.2.3), for any v ∈ VA,0,
〈σ, v〉 = (g, v)0,Ω − (∇ψ,∇v)0,A = (g, v)0,Ω − (∇ψ,∇v)0,Ω =
= (g, v)0,Ω + 〈∆ψ, v〉 = 〈g + ∆ψ, v〉,
which proves the assertion.
Corollary 2.4.10. Lack of strict complementarity at the solution (y, σ) is observed if
and only if there is a set B ⊆ A such that g + ∆ψ = 0 in B. This can happen only if
〈∆ψ, v〉 = −(g, v)0,B, ∀ v ∈ VB,0.
In other words, we must have ∆ψ|B ∈ L2(B).
24
3 Optimal control of the obstacle
problem
3.1 The optimal control problem
We consider the following distributed optimal control problem where the obstacle prob-
lem given in the form of the variational inequality (2.2.7) determines the set of con-
straints:
minimize J(y, u) := 12 ‖y − y
d‖20,Ω +
α
2 ‖u− u
d‖20,Ω (3.1.1a)
over (y, u) ∈ V × L2(Ω),
subject to a(y, y − v) ≤ (f + u, y − v)0,Ω , ∀ v ∈ K, (3.1.1b)
y ∈ K = {v ∈ V | v ≤ ψ a.e. in Ω},
where it is assumed that
yd ∈ L2(Ω), ud ∈ L2(Ω), f ∈ L2(Ω), ψ ∈ V, α ∈ R+. (3.1.2)
Here J is referred to as the objective functional. The data functions ψ, f , yd, and ud
stand for the obstacle, the force term, the desired state, and the shift control, respec-
tively. The system is controlled via the additional force term u ∈ L2(Ω) - the control
function, - distributed in the whole computational domain Ω (thus a distributed control
problem). We refer to y as the state function.
The optimal control problem (3.1.1) can be equivalently written in the so-called control-
reduced form, eliminating the state y by means of the control-to-state mapping (cf.
Definition 2.1.1):
minimize Jred(u) := 12 ‖Su− y
d‖20,Ω +
α
2 ‖u− u
d‖20,Ω (3.1.3)
over u ∈ L2(Ω).
The existence of minimizers for (3.1.1) is guaranteed by the following theorem:
Theorem 3.1.1. (Existence of an optimal solution)
If the assumptions (3.1.2) on the data are satisfied, the optimal control problem (3.1.1)
admits an optimal solution (y, u) ∈ V × L2(Ω). In general, there is no uniqueness.
The proof of the theorem is given in [49]. For the sake of completeness, it is included
below.
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Proof. Obviously, there holds
Jred : L2(Ω)→ R, Jred(u) ≥ 0, ∀u ∈ L2(Ω).
Thus, by completeness of R, there exists R 3 j := infu∈L2(Ω) Jred(u). Let {un}n∈N ⊂
L2(Ω) be a minimizing sequence for (3.1.3), i.e.,
lim
n→∞ J
red(un) = j.
By Young’s inequality with γ = 1/2 we have
Jred(u) ≥ α2 ‖u− u
d‖20,Ω ≥
α
4 ‖u‖
2
0,Ω −
α
2 ‖u
d‖20,Ω.
As α is strictly positive, we have ‖un‖20,Ω ≤ 4α−1Jred(un) + 2‖ud‖20,Ω, ∀n ∈ N, i.e.,
the minimizing sequence has to be bounded in L2(Ω). Since L2(Ω) is a reflexive, sep-
arable Banach space, every bounded sequence in L2(Ω) admits a weakly convergent
subsequence. Therefore, there exist u∗ ∈ L2(Ω) and a subsequence {unk}k∈N such that
unk ⇀ u
∗ in L2(Ω).
The next step is to show that u∗ is an optimal solution. The embedding of L2(Ω) into
V ∗ is compact and so
unk → u∗ in V ∗.
Consequently, due to the continuity of the control-to-state mapping,
Sunk → Su∗ in V.
Thus,
lim
k→∞
inf Jred(unk) =
1
2 ‖Su
∗ − yd‖20,Ω +
α
2 limk→∞ inf ‖unk − u
d‖20,Ω.
The functional
G : L2(Ω) −→ R,
u 7−→ ‖u− ud‖20,Ω
is lower semicontinuous and convex and thus weakly lower semicontinuous (see, e.g.,
[51], Proposition 5.4.4). Therefore,
Jred(u∗) ≤ lim
k→∞
inf Jred(unk) ≤ j,
i.e., u∗ is an optimal solution. Due to the fact that the underlying variational inequality
is uniquely solvable, each optimal control u∗ gives rise to a unique state y∗ := Su∗.
However, with the reference to Section 2.2 we know that the control-to-state operator
S is non-convex, hence, the reduced objective functional is non-convex and we cannot
guarantee the uniqueness of the minimizer u∗.
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3.2 Alternative formulations
The optimal control problem (3.1.1) is an example of a so-called Mathematical Problem
with Equilibrium Constraints (MPEC) in functional space. Commonly, optimal control
problems with variational inequalities in the set of constraints are referred to as MPEC.
Depending on what serves our purposes best, any of the equivalent formulations of the
variational inequality (3.1.1b) enlisted in the previous chapter can be used to describe
the set of constraints of (3.1.1). For instance, we can rewrite the constraints in the
form of the complementarity system (2.2.9), i.e.,
minimize J(y, u) := 12 ‖y − y
d‖20,Ω +
α
2 ‖u− u
d‖20,Ω (3.2.1a)
over (y, σ, u) ∈ V × V ∗ × L2(Ω),
subject to a(y, v) = (f + u, v)0,Ω − 〈σ, v〉, ∀ v ∈ V, (3.2.1b)
ψ − y ∈ V+, σ ∈ V ∗+ , 〈σ, y − ψ〉 = 0. (3.2.1c)
The problem (3.2.1) is commonly referred to as a Mathematical Program with Com-
plementarity Constraints (MPCC). MPCC is a subclass of MPEC.
From now on, we will often work with the formulation (3.2.1) of the optimal control
problem instead of the original formulation given in (3.1.1).
3.3 Necessary optimality conditions
In this section, various concepts of stationarity associated with the optimal control
problem (3.1.1) are presented and discussed. Stationary points are solutions of systems
of first order (necessary) optimality conditions. For the results related to second order
optimality conditions for the problem (3.1.1), the reader is referred to [46].
A classical method for the derivation of first order optimality conditions relies on the
total Lagrange functional for the MPCC problem (3.2.1),
L(y, u, σ, p, µ, q, κ) = J(y, u)− 〈Ay + σ − u− f, p〉 − 〈µ, ψ − y〉 − 〈σ, q〉 − κ〈σ, ψ − y〉,
and requires the verification of the existence of Lagrange multipliers (p, µ.q, κ) ∈ V ×
V ∗×V ×R (underlined in the above expression). The condition for the existence of the
multipliers is the fulfillment of so-called constraint qualifications (CQ). Whenever some
CQ is satisfied for an optimal control u ∈ L2(Ω), the multipliers exist and, together
with the corresponding functions (y, σ) ∈ V × V ∗ and the control function u, they
fulfill a KKT type system of necessary optimality conditions. This scheme experiences
difficulties when applied to the problem (3.2.1). The source of the difficulties is the
complementarity constraint (3.2.1c). Indeed, as we observed in Paragraph 2.2.2, the
interior of the admissible set D corresponding to the complementarity constraint is
empty, so there is no feasible solution that satisfies all the inequalities strictly. Hence, all
the classical constraint qualifications (such as, for instance, the Mangasarian-Fromovitz
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constraint qualification (MFCQ), cf. [56]) are violated at every feasible point of (3.2.1).
Thus, it is not possible to derive optimality conditions with the help of the standard
mathematical programming theory in Banach spaces.
An in-depth study of the question of the existence of the Lagrange multipliers for the
problem (3.2.1) is performed in [10]. There, counter examples are presented that show
that even if the strict complementarity condition is satisfied on the optimal solution of
(3.2.1), it may happen that the full Lagrange system induced by L has no solution.
Remark 3.3.1. It should be noted that such constraint qualifications as the Slater
condition cannot be applied to (3.2.1) as the control-to-state mapping is non-convex
(cf. Proposition 2.2.3). (the Slater assumption plays a key role in the derivation of
the necessary optimality system for a somewhat related problem of optimal control of
elliptic partial differential equations with state constraints).
In the literature, the approaches that have been considered to obtain optimality
systems for (3.1.1) can roughly be divided into two groups: those based on convex
analysis techniques (see, e.g., [49]) and those relying on approximation methods (see,
e.g., [5] or [41]). In either instance, the main concern is to obtain a system of conditions
that describes optimal solutions as complete as possible. In the following sections,
optimality systems relevant for this thesis will be introduced.
Remark 3.3.2. The problem under consideration is non-convex, hence, any solution
of a first order optimality system is only a stationary point that does not need to be
the minimizer of the objective functional.
3.3.1 Case (y, σ) ∈ V ∩H2(Ω)× L2(Ω)
Already for MPCC in finite dimensions, derivation of optimality conditions is chal-
lenging. Various approaches result in a hierarchy of stationarity concepts, such as
B(ouligand)-, W(eak)-, C(larke)-, M(ordukhovich)-, and S(trong)-stationarity. This
paragraph gives a brief overview of the generalization of the concepts of C- and S-
stationarity for MPEC in Hilbert space that has been offered in [33].
Let the stronger set of assumptions of Lemma 2.2.6 be satisfied. Problem (3.2.1) can
then be reformulated as
minimize J(y, u) := 12 ‖y − y
d‖20,Ω +
α
2 ‖u− u
d‖20,Ω (3.3.1a)
over (y, σ, u) ∈ V × L2(Ω)× L2(Ω),
subject to a(y, v) = (f + u− σ, v)0,Ω , ∀ v ∈ V, (3.3.1b)
ψ − y ≥ 0 a.e. in Ω, σ ≥ 0 a.e. in Ω, (σ, y − ψ)0,Ω = 0. (3.3.1c)
Now, following [33], we introduce various stationarity concepts for problem (3.3.1),
employing three different concepts of localization of V ∗−functionals that has been ad-
dressed in Remark 2.3.8.
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Definition 3.3.3. (ε−almost (C-) S-stationary, almost (C-) S-stationary, (C-) S-
stationary points of (3.3.1))
Let (y, σ, u, p, µ) ∈ V × L2(Ω)× L2(Ω)× V × V ∗ be given and satisfy
a(y, v) = (f + u− σ, v)0,Ω , ∀ v ∈ V, (3.3.2a)
ψ − y ≥ 0 a.e. in Ω, σ ≥ 0 a.e. in Ω, (σ, y − ψ)0,Ω = 0, (3.3.2b)
a(p, v) = (yd − y, v)0,Ω − 〈µ, v〉 , ∀ v ∈ V, (3.3.2c)
p = α(u− ud), (3.3.2d)
p = 0 a.e. in C, (3.3.2e)
〈µ, p〉 ≥ 0, (3.3.2f)
〈µ, y − ψ〉 = 0. (3.3.2g)
(i.a) The triple (y, σ, u) ∈ V ×L2(Ω)×L2(Ω) is called an ε−almost C-stationary point
of (3.3.1) if the pair (p, µ) ∈ V × V ∗ fulfills
∀ε > 0 ∃ Uε ⊆ I with meas(I\Uε) ≤ ε such that 〈µ, v〉 = 0, ∀ v ∈ VUε . (3.3.3)
(i.b) The triple (y, σ, u) ∈ V ×L2(Ω)×L2(Ω) is called an almost C-stationary point of
(3.3.1) if the pair (p, µ) ∈ V × V ∗ fulfills
〈µ, v〉 = 0, ∀ v ∈ VI,0 . (3.3.4)
(i.c) The triple (y, σ, u) ∈ V × L2(Ω)× L2(Ω) is called a C-stationary point of (3.3.1)
if the pair (p, µ) ∈ V × V ∗ fulfills
〈µ, v〉 = 0, ∀ v ∈ VI . (3.3.5)
(ii) Let (y, σ, u) ∈ V × L2(Ω) × L2(Ω) be an ε−almost C-stationary, an almost C-
stationary, or a C-stationary point of (3.3.1). We call (y, σ, u) an ε−almost S-
stationary, an almost S-stationary, or a S-stationary point of (3.3.1), respectively,
if the corresponding pair (p, µ) ∈ V × V ∗ additionally satisfies
〈µ, v〉 ≥ 0, ∀ v ∈ VB ∩ V+ , (3.3.6a)
p ≥ 0 a.e. in B. (3.3.6b)
In what follows, we will refer to p as the adjoint state, to equation (3.3.2c) as the
adjoint equation, and to the functional µ as the Lagrangian multiplier associated with
the adjoint state equation.
In the latter definition, S-stationarity is the strongest concept, whereas ε−almost
C-stationarity is the weakest one. The hierarchy of all the concepts introduced above
is shown in the scheme below.
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S-stationarity ⇒ almost S-stationarity ⇒ ε-almost S-stationarity
⇓ ⇓ ⇓
C-stationarity ⇒ almost C-stationarity ⇒ ε-almost C-stationarity
Note that in [33] the names for the above stationarity concepts were chosen in account
of the similarities to C- and S-stationarity concepts in the finite-dimensional case.
Remark 3.3.4. In [33], in the definitions of ε−almost, almost S-stationarity, and S-
stationarity concepts, condition (3.3.6a) is combined with (3.3.3), (3.3.4), and (3.3.5),
resulting in
〈µ, v〉 ≥ 0, ∀ v ∈ VB∪Uε , v ≥ 0 a.e. in B, (3.3.7)
for ε−almost S-stationarity,
〈µ, v〉 ≥ 0, ∀ v ∈ VZ , v ≥ 0 a.e. in B, max(0,−v)|I ∈ H10 (I), (3.3.8)
for almost S-stationarity, and
〈µ, v〉 ≥ 0, ∀ v ∈ VZ , v ≥ 0 a.e. in B, (3.3.9)
for S-stationarity, respectively. It is easy to see that the pair of conditions (3.3.6a),
(3.3.3) is equivalent to (3.3.7). Indeed, as B∩Uε = ∅, any v from (3.3.7) can be written
as v = v1 + v2, where v1 satisfies the conditions of (3.3.6a) and v2 of (3.3.3); the other
direction can be shown by testing (3.3.7) with v, −v ∈ VUε and v ∈ VB admissible in
(3.3.7). The validity of the expressions (3.3.8) and (3.3.9) can be shown in a similar
way.
Remark 3.3.5. In the definitions of the “stronger” concepts some conditions duplicate
each other. Namely, condition (3.3.5) automatically implies (3.3.2g), whereas conditions
(3.3.6) naturally lead to (3.3.2f).
3.3.2 Case (y, σ) ∈ V × V ∗
In [49], the authors derive the following system of first order necessary optimality con-
ditions using the concept of directional (conical) derivative for the control-to-state map.
Theorem 3.3.6. Let (y, σ, u) ∈ V × V ∗ × L2(Ω) be an optimal solution of (3.2.1).
Then there exists a pair (p, µ) ∈ V × V ∗ that together with the triple (y, σ, u) satisfies
the following conditions:
p ≥ 0 a.e. in A, 〈σ, p〉 = 0, (3.3.10a)
a(p, v) = (yd − y, v)0,Ω − 〈µ, v〉 , ∀ v ∈ V, (3.3.10b)
〈µ, v〉 ≥ 0 , ∀ v ∈ V such that v ≥ 0 a.e. in A, 〈σ, v〉 = 0, (3.3.10c)
p = α(u− ud). (3.3.10d)
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In the optimality system (3.3.10) the sets B and C are not mentioned explicitly. In some
situations, such formulation can be favorable.
It is easy to see that, in case (y, σ) ∈ V ∩H2(Ω)×L2(Ω), the set of conditions (3.2.1),
(3.3.10) is identical to the system for the S-stationarity concept from Definition 3.3.3.
Therefore, we will refer to the solutions of system (3.2.1), (3.3.10) as the S-stationary
points of (3.1.1).
Remark 3.3.7. As there is no uniqueness for the original optimal control problem
(3.1.1), there is no uniqueness for the solutions of the S-stationarity system introduced
above. In fact, there are at least as many S-stationary points of one type as there are
minimizers of (3.1.1).
Motivated by the convergence result that will be presented in Chapter 5 and by the
analogy to the hierarchy of Definition 3.3.3, we define the following set of C-stationary
concepts for problem (3.1.1).
Definition 3.3.8. (ε−almost C-stationary, almost C-stationary, C-stationarity points
of (3.1.1))
Let (y, σ, u, p, µ) ∈ V × V ∗ × L2(Ω)× V × V ∗ be given and satisfy
a(y, v) = (f + u, v)0,Ω − 〈σ, v〉 , ∀ v ∈ V, (3.3.11a)
ψ − y ∈ V+, σ ∈ V ∗+, 〈σ, ψ − y〉 = 0, (3.3.11b)
a(p, v) = (yd − y, v)0,Ω − 〈µ, v〉 , ∀ v ∈ V, (3.3.11c)
p = α(u− ud), (3.3.11d)
p = 0 a.e. in C, (3.3.11e)
〈µ, p〉 ≥ 0, (3.3.11f)
〈µ, y − ψ〉 = 0. (3.3.11g)
(i) The triple (y, σ, u) ∈ V × V ∗×L2(Ω) is called an ε−almost C-stationary point of
(3.1.1) if the pair (p, µ) ∈ V × V ∗ fulfills
∀ε > 0 ∃ Uε ⊆ I with meas(I\Uε) ≤ ε such that 〈µ, v〉 = 0, ∀ v ∈ VUε . (3.3.12)
(ii) The triple (y, σ, u) ∈ V × V ∗ × L2(Ω) is called an almost C-stationary point of
(3.1.1) if the pair (p, µ) ∈ V × V ∗ fulfills
〈µ, v〉 = 0, ∀ v ∈ VI,0 . (3.3.13)
(iii) The triple (y, σ, u) ∈ V × V ∗ × L2(Ω) is called a C-stationary point of (3.1.1) if
the pair (p, µ) ∈ V × V ∗ fulfills
〈µ, v〉 = 0, ∀ v ∈ VI . (3.3.14)
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Remark 3.3.9.
(i) Assuming additionally ψ ∈ L∞(Ω) ∩ V , one could use the regularity of the state
function y ∈ L∞(Ω) ∩ V to obtain µ ∈ M(Ω) instead of µ ∈ V ∗ (cf. Lemma
2.2.5).
(ii) If a system of necessary conditions without explicit mention of C is desired, con-
dition (3.3.11e) can be replaced with 〈σ, p+〉 = 〈σ, p−〉 = 0.
(iii) Comparing to the discrete C-stationarity system (see Definition 4.4.8 and Remark
4.4.9), it seems appropriate to complete all the above versions of C-stationarity
concepts with the condition
〈µ, pv〉 ≥ 0, ∀ v ∈ C1(Ω) ∩ (VB,0)+ (or v ∈ C1(Ω) ∩ (VB)+).
Remark 3.3.10. If one tries to formally derive the optimality system using the La-
grangian L (cf. Section 3.3), the functional µ plays the role of a multiplier for the state
constraint ψ − y ∈ V+, the adjoint state p can be identified with the multiplier −q and
thus, plays the role of a multiplier for the constraint σ ∈ V ∗+ and the state equation
(3.2.1b) simultaneously. The constraint 〈σ, ψ − y〉 = 0 is not treated explicitly as the
existence of the corresponding Lagrange multiplier κ does not follow from the first order
optimality conditions (cf. [10]).
3.3.3 On the local structure of stationary points
In this paragraph, some of the local properties of almost C-stationary points with
respect to the sets defined in Section 2.4 are listed. An overview of the properties is
given in the table below followed by a more detailed explanation.
C B I
y = ψ a.e. = ψ a.e. –
p = 0 a.e. = −α(∆ψ + f + ud) a.e. –
u = ud a.e. = −∆ψ − f a.e. –
σ = f + ud + ∆ψ = 0 = 0
µ = yd − ψ = yd − ψ + α∆(∆ψ + f + ud) = 0
By the definitions of A, C, and B, there holds y = ψ a.e. in A = C∪B. As VB,0 ⊆ VZ,0
and VI,0 ⊆ VZ,0, we obviously have
〈σ, v〉 = 0, ∀ v ∈ VB,0, 〈σ, v〉 = 0, ∀ v ∈ VI,0.
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In C, due to (3.3.11d) and (3.3.11e),
p = 0 a.e. in C, u = ud a.e. in C.
Thus, in particular, (3.3.11c) implies
〈µ, v〉 = (yd − ψ, v)0,C , ∀ v ∈ VC,0,
i.e., the restriction of µ to C can be identified with µC := yd − ψ ∈ L2(C).
In view of (2.2.3) and by (3.3.11a),
〈σ, v〉 = (f + ud, v)0,C − (∇ψ,∇v)0,C , ∀ v ∈ VC,0,
thus, σ = f + ud + ∆ψ in C (see Proposition 2.4.9 for the definition of ∆ψ ∈ V ∗).
In B, we have
(f + u, v)0,B = (∇ψ,∇v)0,B, ∀ v ∈ VB,0.
This means that the weak divergence of ∇ψ in B exists and is equal to −(f + u)|B ∈
L2(B), thus, −∆ψ = f + u a.e. in B and ∆ψ ∈ L2(B). Therefore,
u = −∆ψ − f a.e. in B,
and, due to (3.3.11d),
p = −α(∆ψ + f + ud) a.e. in B;
Note that the latter equivalence implies ∆ψ + f + ud ∈ H1(B). Hence, by (3.3.11c),
without any additional regularity assumptions on the data functions, we obtain
〈µ, v〉 = (yd − ψ, v)0,B − α (∇(∆ψ + f + ud),∇v)0,B, ∀ v ∈ VB,0.
The latter can be compactly written as
µ = yd − ψ + α∆(∆ψ + f + ud) in B,
where
(VB,0)∗ 3 ∆(∆ψ + f + ud) := (∇(∆ψ + f + ud),∇v)0,B, ∀ v ∈ VB,0.
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4 Discrete optimal control problem
In order to make a numerical treatment of the optimal control problem (3.1.1) possible,
a discretization is necessary. In this chapter, an introduction will be given for an
approximation scheme for the optimal control problem and for discrete stationarity
concepts. Also, some further objects related to the discrete solutions are defined that
will be used in later chapters.
4.1 Preliminaries
4.1.1 Discretization of the domain
By T` we denote a shape-regular simplicial conforming triangulation of Ω which aligns
with Γ. Let N`(D), E`(D) and T`(D) denote the sets of nodes, edges and triangles of
T` in D ⊆ Ω. Further, we distinguish the sets of overall nodes and edges
N ` := N`(Ω), E` := E`(Ω),
the sets of boundary nodes and boundary edges
N Γ` := N`(Γ), EΓ` := E`(Γ),
and the sets of interior nodes and edges
N` := N ` \ N Γ` , E` := E` \ EΓ` .
We refer to hT and |T | as the diameter and the area of an element T ∈ T`, respectively,
whereas hE stands for the length of an edge E ∈ E`.
For every E ∈ E`, one can find T± ∈ T` such that E = T+ ∩ T−. Let νE be the unit
normal to E directed towards T− and set ωE := T+ ∪ T−. For a ∈ N `, E ∈ E`, and
T ∈ T` we refer to
ωa` :=
⋃
{T ∈ T` | a ∈ N`(T )},
ωE` :=
⋃
{T ∈ T` | E ∈ E`(T )},
ωT` :=
⋃
{T ′ ∈ T` | N`(T ′) ∩N`(T ) 6= ∅}
as the patches of triangles having a nonempty intersection with the vertex a, the edge
E, and the triangle T , respectively. For a ∈ N`, we further define
Ea` :=
⋃
{E ∈ E` | a ∈ N`(E)}
35
4 Discrete optimal control problem
ωE:
E
ωE" :
E
ωa" :
a
ωT" :
T
Ea" :
a
Figure 4.1: From top left to the bottom: patches of triangles associated with the edge E (ωE
and ωE` ), the nodal point a (ωa` ), the triangle T (ωT` ) and a patch of edges Ea` associated with
the nodal point a.
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as the set of edges sharing a as a common vertex (see Figure 4.1 for the illustration of
the patches).
Finally, for comparison of two quantities A, B ∈ R we will use the notation A . B,
meaning that there exists a positive constant C, independent on the local mesh size,
such that A ≤ CB. The constant C may only depend on the shape regularity of the
triangulation T`, the regularization parameter α and the coercivity constant γa.
4.1.2 Discretization of the functional spaces
Referring to Pk(T ), T ∈ T`, k ∈ N0, as the linear space of polynomials of degree k on
T , we denote by
W` := {v` ∈ L2(Ω) | v`|T ∈ P0(T ) , T ∈ T`}
the finite element space of piecewise constant functions and by
S` := {v` ∈ C(Ω) | v`|T ∈ P1(T ) , T ∈ T`}
the finite element space of continuous piecewise affine functions. The latter space spans
the canonical nodal basis functions associated with the nodal points of T`: ϕ(a)` , a ∈ N `.
By V` we denote the subspace of S` with functions vanishing on the boundary of Ω,
V` := {v` ∈ S` | v`|Γ = 0} = span{ϕ(a)` , a ∈ N`}.
For every v` ∈ V`, on every interior edge E ∈ E` we can define the jump of the weak
gradient ∇v` ∈ L2(Ω;R2) according to
νE · [∇v`] := νE · (∇v`|T+ −∇v`|T−).
The number of the interior nodes N` := card(N`) gives the number of the degrees of
freedom in V`. As the dual space of V`, we consider linear combinations of the Dirac
delta functionals δa associated with a ∈ N`, i.e.,
M` := {λ` ∈M(Ω) | λ` =
∑
a∈N`
λ`(a)δa , λ`(a) ∈ R}. (4.1.1)
The real numbers λ`(a), a ∈ N` are the weights characterizing the distribution λ` ∈M`.
We have dimM` = dimV` = N`.
Remark 4.1.1. One should emphasize thatM` spans the delta functionals associated
with the interior nodal points only. For a ∈ N`, the coefficients of λ` satisfy
λ`(a) = 〈〈λ`, ϕ(a)` 〉〉, ∀a ∈ N`. (4.1.2)
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4.1.3 S`−approximation of L2(Ω) functions
This paragraph gives a review of the methods of construction of S`−approximations of
L2(Ω) functions that will be used in this and the later chapters.
Definition 4.1.2. (L2-projection)
For any v ∈ L2(Ω), the L2-projection onto S`, P`,L2 : L2(Ω)→ S`, is defined by
(P`,L2v, w)0,Ω = (v, w)0,Ω, ∀ w ∈ S`
The Clément quasi-interpolation operator uses local L2-projections to approximate the
nodal values of functions.
Definition 4.1.3. (Clément quasi-interpolation operator)
The quasi-interpolation operator of Clément, P`,C : L2(Ω)→ S`, is defined as follows.
Let v ∈ L2(Ω) be given. For any a ∈ N`, let pi`,a be the L2(ωa` )-projection of v onto
P1(ωa` ), i.e.,
pi`,av ∈ P1(ωa` ), (v, w)0,ωa` = (pi`,av, w)0,ωa` , ∀w ∈ P1(ωa` ).
The operator P`,C is uniquely defined by the relations
P`,Cv(a) = pi`,av(a), a ∈ N `.
Remark 4.1.4. If v ∈ V , the above definition does not preserve the homogeneous
boundary conditions. In order to obtain P`,Cv ∈ V`, one could set
P`,Cv(a) =
{
pi`,av(a), a ∈ N`
0 , a ∈ N Γ`
.
(see [61], p. 10).
Definition 4.1.5. (Scott-Zhang interpolation operator)
For each nodal point a ∈ N`, let T stand for an arbitrary but fixed element from the
patch ωa` . Restrict the nodal basis function ϕ
(a)
` to T according to
ϕ
(a)
T := ϕ
(a)
` |T
and by {φ(a)T , a ∈ N`(T )} denote the L2(T )-dual basis of {ϕ(a)T , a ∈ N`(T )}, i.e.,∫
T
ϕ
(a)
T φ
(p)
T dx = δap, ∀ a, p ∈ N`(T ).
The Scott-Zhang interpolation operator P`,SZ : L2(Ω)→ V` is defined as
P`,SZv :=
∑
a∈N`
P`,SZv(a)ϕ(a)` ,
with the nodal coefficients
P`,SZv(a) :=
∫
T
φ
(a)
T (x)v(x)dx.
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The Clément quasi-interpolation and the Scott-Zhang interpolation operators will be
used in the a posteriori error analysis, whereas the L2-projection will be employed for
the discretization of the data functions of the optimal control problem. Let us recall
some relevant properties of the above defined operators.
Proposition 4.1.6. Let P` ∈ {P`,C , P`,SZ , P`,L2}. There holds:
(i) for all 0 ≤ k ≤ 2, 0 ≤ m ≤ k, and v ∈ Hk(T ) there holds
‖v − P`v‖m,T . hk−mT |v|k,T ;
(ii) if h` → 0 for `→∞, then ‖v − P`v‖0,Ω → 0 for `→∞ and ∀ v ∈ L2(Ω).
Proof. (i): The reader is referred to [19], p. 79, [57], p. 490, and to [15], p. 467. (ii):
The proof essentially relies on the statement (i) (see [19], p. 82).
Proposition 4.1.7. (Some properties of P`,SZ)
(i) the Scott-Zhang operator is an interpolation operator, i.e., P`,SZv` = v`, ∀v` ∈ S`;
(ii) there holds |P`,SZv(a)| . h−1T ‖v‖0,T , a ∈ N`(T ), T ∈ T`, v ∈ L2(Ω).
Proof. For the proof of (i) the reader is referred to [57], p. 487. Here only the proof of
(ii) is given. Due to [57], p. 488, for any a ∈ N`(T ) and the associated element T ∈ T`,
we have ‖φ(a)T ‖L∞(T ) . h−2T . Thus, by the definition of P`,SZ , for any pair a ∈ N`(T )
and T ∈ T`,
|P`,SZv(a)| = |
∫
T
φ
(a)
T (x)v(x)dx| ≤ ‖φ(a)T ‖L∞(T )‖v‖L1(T ) . h−2T ‖v‖L1(T ) . h−1T ‖v‖0,T .
Proposition 4.1.8. (Some properties of P`,C)
Let v ∈ V , T ∈ T`, and E ∈ E` be arbitrary. The operator P`,C satisfies the following
local error estimates.
‖v − P`,Cv‖0,T . hT ‖v‖1,ωT
`
, (4.1.3a)
‖v − P`,Cv‖0,E . h1/2T ‖v‖1,ωE` . (4.1.3b)
Proof. The reader is referred to [61], [19], and [18], p. 145.
It is emphasized that P`,C is not an interpolation operator in the sense of Proposition
4.1.7, (i).
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4.2 Discretization of the problem
For the finite element approximation of the optimal control problem (3.1.1), the obstacle
ψ and the shift control ud are substituted by their interpolants ψ` ∈ V` and ud` ∈ S`,
respectively (any of the nodal approximations described in the previous section can be
employed in this case). To obtain nodal approximations for the functions f and yd, we
deliberately choose the method of L2-projection, forcing the interpolants yd` , f` ∈ S` to
conform to the conditions
(f`, v`)0,Ω = (f, v`)0,Ω, (yd` , v`)0,Ω = (yd, v`)0,Ω, ∀ v` ∈ V`. (4.2.1)
Approximating the state y ∈ V and the control u ∈ L2(Ω) by finite element functions
y` ∈ V` and u` ∈ S`, the discrete optimal control problem is given as follows:
minimize J`(y`, u`) :=
1
2 ‖y` − y
d
` ‖20,Ω +
α
2 ‖u` − u
d
`‖20,Ω (4.2.2a)
over (y`, u`) ∈ V` × S`,
subject to a(y`, y` − v`) ≤ (f` + u`, y` − v`)0,Ω , ∀ v` ∈ K`, (4.2.2b)
y` ∈ K` = {v` ∈ V` | v`(x) ≤ ψ`(x), x ∈ Ω}.
We refer to J` and K` as the discrete objective functional and the discrete constraint
set and to y` and u` as the discrete state and the discrete control.
Denoting by S` : S` → V` the discrete control-to-state mapping which assigns to
a control u` ∈ S` the unique solution y` ∈ V` of the discrete variational inequality
(4.2.2b), the control-reduced form of (4.2.2) reads:
minimize Jred` (u`) :=
1
2 ‖S`u` − y
d
` ‖20,Ω +
α
2 ‖u` − u
d
`‖20,Ω (4.2.3)
over u` ∈ S`.
Theorem 4.2.1. The discrete optimal control problem (4.2.2) admits an optimal solu-
tion (y`, u`) ∈ V` × S`. In general, there is no uniqueness.
Proof. The proof follows the same lines as that of Theorem 3.1.1.
As in the continuous case, by introducing a slack variable σ` ∈ M`, the discrete
optimal control problem (4.2.2) can be equivalently reformulated as the discrete com-
plementarity problem:
minimize J`(y`, u`) =
1
2 ‖y` − y
d
` ‖20,Ω +
α
2 ‖u` − u
d
`‖20,Ω (4.2.4a)
over (y`, u`) ∈ V` × S`,
subject to a(y`, v`) = (f` + u`, v`)0,Ω − 〈〈σ`, v`〉〉, ∀ v` ∈ V`, (4.2.4b)
y` ∈ K`, σ` ∈M` ∩M+(Ω) , 〈〈σ`, y` − ψ`〉〉 = 0. (4.2.4c)
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4.3 Localization of the discrete complementarity
constraint
As in the continuous setting, based on the conditions y` ∈ K` and σ` ∈ M` ∩M+(Ω),
two partitions of Ω are introduced. In either case, the computational domain is split
into two subsets - the subset where the determining inequality holds strictly and the
subset where it holds as an equality. The first condition gives rise to the discrete active
and the inactive set, the second one - to the discrete strongly active and zero set.
4.3.1 Discrete active and inactive set
Definition 4.3.1. (Zero and non-zero nodal points w.r.t. v` ∈ V`)
Any v` ∈ V` yields a partition
N ` = z(v`) ∪ c(v`),
where z(v`) := {a ∈ N ` | v`(a) = 0} is the set of zero nodal points with respect to v`
and c(v`) := N ` \ z(v`) is the set of non-zero nodal points with respect to v`.
Further, we split the elements of T` into the sets of purely zero, non-zero, and mixed
triangles with respect to v` ∈ V`.
Definition 4.3.2. (Zero, non-zero, and mixed triangles w.r.t. v` ∈ V`)
For any v` ∈ V`, we partition T` into the sets of zero, non-zero, and mixed triangles
with respect to v`,
T` = T z` (v`) ∪ T c` (v`) ∪ T m` (v`),
where
T z` (v`) := {T ∈ T` | N`(T ) ⊆ z(v`)},
T c` (v`) := {T ∈ T` | N`(T ) ⊆ c(v`)},
T m` (v`) := T` \ (T z` (v`) ∪ T c` (v`)) .
Using the latter notation, we partition N` into the sets of active and inactive nodal
points, E` into the sets of active, inactive, and free boundary edges with respect to
y`. Moreover, every triangle in T` is marked as active, inactive, or free boundary with
respect to y`, contributing to the discrete active set, discrete inactive set, and discrete
free boundary with respect to y`, respectively.
Definition 4.3.3. (Active and inactive nodal points)
We refer to A` := z(ψ` − y`) ∩ N` and I` := c(ψ` − y`) ∩ N` as the sets of active and
inactive nodal points, respectively.
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Definition 4.3.4. (Active and inactive edges, free boundary edges w.r.t. y`)
We partition the set E` into mutually non-intersecting subsets
E` = EA` ∪ EF`(y`) ∪
◦EI` ,
where EA` := {E ∈ E` | N`(E) ⊆ A`},
◦EI` := {E ∈ E` | N`(E) ⊆ I`}, and EF`(y`) :=
E` \ (EA`∪
◦EI`) are the sets of active edges, purely inactive edges, and free boundary
edges with respect to y`, respectively. The set of inactive edges is defined by EI` :=
◦EI`
∪ EF`(y`).
Definition 4.3.5. (Discrete active set, discrete inactive set, discrete free boundary
w.r.t. y`)
The constraint y` ∈ K` yields a partition
Ω = A` ∪ F`(y`)∪
◦I`,
where
(i) A` :=
⋃{T ∈ T z` (ψ` − y`)} is the discrete active set,
(ii)
◦I` :=
⋃{T ∈ T c` (ψ` − y`)} is the discrete purely inactive set,
(iii) F`(y`) :=
⋃{T ∈ T m` (ψ` − y`)} is the discrete free boundary with respect to y`.
The discrete inactive set is defined by I` :=
◦I` ∪F`(y`). A triangle T is called active if
T ∈ T`(A`), inactive if T ∈ T`(I`) and free boundary with respect to y` if T ∈ T`(F`(y`)).
Definition 4.3.6. (Isolated active nodal points and edges)
An active nodal point a ∈ A` is said to be isolated if N`(ωa` ) \ {a} ⊆ I` ∪N Γ` . An active
edge E ∈ EA` is called isolated if E ∈ EA` \ E`(A`).
In other words, a nodal point a ∈ A` is isolated if there is no E ∈ EA` such that
a ∈ N`(E), whereas an active edge E ∈ EA` is isolated if there is no T ∈ T`(A`) such
that E ∈ E`(T ). Obviously, all isolated active nodal points and edges lie within the set
F`(y`).
4.3.2 Discrete strongly active and zero sets
The elements of M` are defined only in the interior nodal points. This fact is taken
into account in the following system of definitions.
Definition 4.3.7. (Zero and non-zero nodal points w.r.t. λ` ∈M`)
Any λ` ∈M` yields a partition
N` = z(λ`) ∪ c(λ`),
where z(λ`) := {a ∈ N` | λ`(a) = 0} is the set of zero nodal points with respect to λ`
and c(λ`) := N` \ z(λ`) is the set of non-zero nodal points with respect to λ`.
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As λ` ∈ M` has no values in N Γ` (cf. Remark 4.1.1), the boundary nodes are not
included into the classification introduced in the latter definition. A classification of
triangles based on the nodal values of λ` ∈ M` comparable to the one introduced
in the Definition 4.3.2, would require special agreements for the triangles adjacent to
the boundary. In the following definition, we take a decision upon the type of T ,
T ∈ T` \ T`(Ω) depending on whether the condition T ⊆ A` is satisfied. As we shall see
later on, this condition helps to transfer some distinctive features of the continuous sets
into the discrete setting (cf. Proposition 2.4.9 in the continuous case and Proposition
4.3.14 in the discrete case).
Definition 4.3.8. (Zero, non-zero, and mixed triangles w.r.t. λ` ∈M`)
For any λ` ∈ M`, we partition T` into the sets of zero, non-zero, and mixed triangles
with respect to λ`,
T` = T z` (λ`) ∪ T c` (λ`) ∪ T m` (λ`),
where
T z` (λ`) := {T ∈ T` | N`(T ) ⊆ z(λ`) ∪N Γ` },
T c` (λ`) := {T ∈ T` | N`(T ) ⊆ c(λ`)}∪
∪ {T ∈ T` \ T`(Ω) | ∅ 6= N`(T ) ∩N` ⊆ c(λ`) ∧ T ⊆ A`},
T m` (λ`) := T` \ (T z` (λ`) ∪ T c` (λ`)) .
We further define the sets of strongly active and zero nodal points, the sets of strongly
active, zero and free boundary edges and triangles, as well as the discrete strongly active
set, the discrete zero set, and the discrete free boundary with respect to σ`.
Definition 4.3.9. (Strongly active and zero nodal points)
We refer to Z` := z(σ`) and C` := c(σ`) as the sets of zero and and strongly active nodal
points. A strongly active nodal point a ∈ C` is said to be isolated if N`(ωa` ) \ {a} ⊆
Z` ∪N Γ` .
Definition 4.3.10. (Strongly active and zero edges, free boundary edges w.r.t. σ`)
We partition the set E` into mutually non-intersecting subsets
E` = EC` ∪ EF`(σ`) ∪
◦EZ` ,
where EC` := {E ∈ E` | N`(E) ⊆ C`},
◦EZ` := {E ∈ E` | N`(E) ⊆ Z`}, and EF`(σ`) :=
E` \(EC`∪
◦EZ`) are the sets of strongly active edges, purely zero edges, and free boundary
edges with respect to σ`, respectively. The set of zero edges is defined by EZ` :=
◦EZ`
∪ EF`(σ`).
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Definition 4.3.11. (Discrete strongly active set, discrete zero set, discrete free bound-
ary w.r.t. σ`)
The constraint σ` ∈M` ∩M+(Ω) yields a partition
Ω = C` ∪ F`(σ`)∪
◦Z`,
where
(i) C` :=
⋃{T ∈ T c` (σ`)} is the discrete strongly active set,
(ii)
◦Z` :=
⋃{T ∈ T z` (σ`)} is the discrete purely zero set,
(iii) F`(σ`) :=
⋃{T ∈ T zc` (σ`)} is the discrete free boundary with respect to σ`.
The discrete zero set is defined by Z` :=
◦Z` ∪F`(σ`). A triangle T is called strongly
active if T ∈ T`(C`), inactive if T ∈ T`(Z`) and free boundary with respect to y` if
T ∈ T`(F`(σ`)).
Definition 4.3.12. (Isolated strongly active nodal points and edges)
A strongly active nodal point a ∈ C` is said to be isolated if N`(ωa` ) \ {a} ⊆ Z` ∪N Γ` . A
strongly active edge E ∈ EC` is called isolated if E ∈ EC` \ E`(C`).
All the isolated strongly active nodal points and edges are contained within F`(σ`).
4.3.3 Discrete biactive set and the concept of strict complementarity
In this paragraph, we extend the concepts of biactive set, strict complementarity and
lack of strict complementarity to the discrete setting.
Definition 4.3.13. (Biactive nodal points, discrete biactive set, strict complementarity,
lack of strict complementarity)
(i) B` := A` ∩ Z` is the set of biactive nodal points;
(ii) B` := cl(A` \ C`) is the discrete biactive set;
(iii) If B` = ∅, it is said that the strict complementarity condition is satisfied at the
discrete solution;
(iv) if B` 6= ∅, it is said that there is lack of strict complementarity at the discrete
solution.
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4.3.4 Properties of the discrete sets
Proposition 4.3.14. The discrete sets defined in the previous paragraphs satisfy:
(i) C` ⊆ A` and C` ⊆ A`;
(ii) If B` = ∅ and {T ∈ T` | N`(T ) ⊆ N Γ` } = ∅, then B` = ∅ (i.e., A` = C`).
Proof. (i): Due to the complementarity between ψ` − y` and σ`, there holds C` ⊆ A`.
The second statement is evident for the interior triangles T`(Ω), we only need to consider
the triangles in T`\T`(Ω). By the definition of C` and due to the complementarity ψ`−y`
and σ`, if T ∈ T` \ T`(Ω) and T ⊆ C`, there holds T ⊆ A`.
(ii) Similar to (i).
We might encounter meshes with {T ∈ T` | N`(T ) ⊆ N Γ` } 6= ∅. In such a case, the
assumptions of Proposition 4.3.14 (ii) can be fulfilled on the following mesh levels by
refining the elements of the troublesome set.
Remark 4.3.15.
(i) One can show that ⋃
E∈EZ`
ωE = Z`,
⋃
E∈EI`
ωE = I`. (4.3.1)
(ii) When σ` is considered as a functional on V`, there holds
Oσ` = int(Z`), supp(σ`) = C`,
(see Definition 2.3.5) whereas if understood as an element ofM(Ω),
Oσ` = Z`, supp(σ`) = C`.
(iii) In the continuous setting, the sets A, I, C, and Z are open and the free boundary
is a 1-dimensional manifold. Discrete sets of the same quality can be constructed
as follows:
F∗` (σ`) := (F`(σ`) ∩ C`) ∩ Ω, C∗` := C` ∩ Ω, Z∗` := Z` ∩ Ω,
F∗` (y`) := (F`(y`) ∩ A`) ∩ Ω, A∗` := A` ∩ Ω, I∗` := I` ∩ Ω.
These sets, too, satisfy C∗` ⊆ A∗` , and C∗` = A∗` , as soon as B` = ∅ and {T ∈
T` | N`(T ) ⊂ N Γ` } = ∅.
4.4 First order optimality conditions
From the theory of mathematical problems with complementarity constraints (MPCC)
in finite dimensional spaces, it follows that our discrete problem always has a strongly
stationary point. Here, a brief review of the results of [56] is given, that supports this
fact.
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4.4.1 MPCC in finite dimensions: constraint qualifications and
stationarity concepts
Let us consider an MPCC in the form
minimize f(z)
over z ∈ Rs,
subject to min{(F1(z))k, (F2(z))k} = 0, k = 1, . . . ,m, (4.4.1a)
g(z) ≤ 0, (4.4.1b)
h(z) = 0, (4.4.1c)
where f : Rs → R, g : Rs → Rp, h : Rs → Rq, and Fk : Rs → Rm, k = 1, 2 are
assumed to be smooth and there holds m ≥ 1. The non-smooth constraint (4.4.1a) is
an equivalent form of the complementarity constraint
F1(z) ≥ 0, F2(z) ≥ 0, F1(z) · F2(z) = 0.
Note that (4.4.1a) allows direct application of classical constraint qualification concepts,
unlike the constraint above (see [45], p. 14). The Lagrangian functional associated with
problem (4.4.1) is given by
L(z,Γ1,Γ2,λg,λh) = f(z)− F1(z) · Γ1 − F2(z) · Γ2 + g(z) · λg + h(z) · λh,
where Γ1,Γ2 ∈ Rm, λg ∈ Rp, and λh ∈ Rq are the associated Lagrangian multipliers.
Let us recall two types of constraint qualifications for MPCC that are employed in [56].
Definition 4.4.1. (MFCQ and SMFCQ)
(i) A feasible point z of (4.4.1) satisfies the Mangasarian-Fromovitz constraint qual-
ification (MFCQ) if
(i.1) the gradients
∇(Fk(z))i, for (i, k) ∈ {1, . . . ,m} × {1, 2} with (Fk(z))i = 0,
∇(h(z))i, i = 1, . . . , q.
are linearly independent;
(i.2) there exists a vector v ∈ Rs orthogonal to these gradients, such that
∇(g(z))i · v < 0, for i ∈ {1, . . . , p} with (g(z))i = 0.
(ii) A feasible point z ∈ Rs of (4.4.1) satisfies the strong Mangasarian-Fromovitz
constraint qualification (SMFCQ) if there exist Lagrange multipliers Γ1, Γ2, λg,
and λh such that
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(ii.1) the gradients
∇(Fk(z))i, for (i, k) ∈ {1, . . . ,m} × {1, 2} with (Fk(z))i = 0,
∇(h(z))i, i = 1, . . . , q,
∇(g(z))i for i ∈ {1, . . . , p} with (λg)i > 0.
are linearly independent;
(ii.2) there exists a vector v ∈ Rs orthogonal to these gradients, such that
∇(g(z))i · v < 0, for i ∈ {1, . . . , p} with (g(z))i = (λg)i = 0.
In connection with these constraint classifications, two kinds of systems of necessary
optimality conditions for problem (4.4.1) can be introduced.
Theorem 4.4.2. Let z ∈ Rs be a local minimizer of (4.4.1).
(i) If MFCQ holds at z, then there exist multipliers Γ1, Γ2, λg, and λh such that
∇zL(z,Γ1,Γ2,λg,λh) = 0s, (4.4.2a)
Fk(z) ∗ Γk = 0m, k = 1, 2, (4.4.2b)
(Γ1)i(Γ2)i ≥ 0 for i ∈ {1, . . . ,m} with (F1(z))i = (F2(z))i = 0, (4.4.2c)
λg ≥ 0p, g(z) · λg = 0. (4.4.2d)
(ii) If SMFCQ holds at z, then there exist unique multipliers Γ1, Γ2, λg, and λh such
that
∇zL(z,Γ1,Γ2,λg,λh) = 0s, (4.4.3a)
Fk(z) ∗ Γk = 0m, k = 1, 2, (4.4.3b)
(Γ1)i ≥ 0, (Γ2)i ≥ 0 for i ∈ {1, . . . ,m} with (F1(z))i = (F2(z))i = 0, (4.4.3c)
λg ≥ 0p, g(z) · λg = 0. (4.4.3d)
Proof. See [56], p. 7.
This result allows to define the following stationarity concepts for the MPCC under
consideration.
Definition 4.4.3. (C-stationary and S-stationary points of (4.4.1))
(i) A feasible point z ∈ Rs of (4.4.1) is called C-stationary if there exist multipliers
Γ1, Γ2, λg, and λh such that the system of conditions (4.4.2) is satisfied.
(ii) A feasible point z ∈ Rs of (4.4.1) is called S-stationary if there exist multipliers
Γ1, Γ2, λg, and λh such that the system of conditions (4.4.3) is satisfied.
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Remark 4.4.4.
(i) There are further types of stationarity concepts available for problem (4.4.1). For
more details, the reader is referred to [56] and references therein.
(ii) Note that the conditions for S-stationarity correspond to the Karush-Kuhn-Tucker
conditions for the so-called relaxed nonlinear problem corresponding to (4.4.1) (see
[56]).
4.4.2 Theory of MPCC in finite dimensions in application to problem
(4.2.4)
We next establish a connection between problems (4.4.1) and (4.2.4). This requires
a reformulation of (4.2.4) in vector form. Let us start by introducing some further
notation.
Suppose the vertices of T` are enumerated so that N` = {a1, . . . , aN`} and N Γ` =
{aN`+1, . . . , aN`}. We refer to n` := (1, . . . , N`)T , nΓ` := (N` + 1, . . . , N `)T , and n` :=
(1, . . . , N `)T as the vectors of interior, boundary, and overall nodal indices, respectively.
Further, setting
NA` := card(A`), N I` := card(I`), NC` := card(C`), NZ` := card(Z`), NB` := card(B`),
we define the vectors nA` ∈ RN
A
` , nI` ∈ RN
I
` , nC` ∈ RN
C
` , nZ` ∈ RN
Z
` , and nB` ∈ RN
B
`
as the vectors of indices of active, inactive, strongly active, zero, and biactive vertices,
respectively. These vectors are sub-vectors of n`. Let us also employ a simplified
notation for the basis functions spanning the finite element space S`,
ϕi := ϕ(ai)` , i ∈ {1, . . . , N `}.
For an arbitrary vector q ∈ Rn and an arbitrary but fixed vector of indices nr ∈ Rnr that
contains nr selected components of the vector (1, . . . , n)T , we refer to a nr-subvector
of q as
q(nr) ∈ Rnr , (q(nr))i := (q)(nr)i , 1 ≤ i ≤ nr.
For an arbitrary matrix Q ∈ Rn×n and arbitrary but fixed vectors of indices nr ∈ Rnr
and nc ∈ Rnc with nr, nc ≤ n that contain nr and nc selected elements of the vector
(1, . . . , n)T , respectively, we refer to Q(nr,nc) ∈ Rnr×nc as a (nr,nc)-submatrix of Q,
whose elements are specified by the relations
(Q(nr,nc))i,j := (Q)(nr)i,(nr)j , 1 ≤ i ≤ nr, 1 ≤ j ≤ nc.
Functions v` ∈ V`, s` ∈ S`, and λ` ∈ M` are uniquely defined by their nodal values
v`(ai), i = 1, . . . , N`, s`(ai), i = 1, . . . , N `, and λ`(ai), i = 1, . . . , N`, via the represen-
tations
v` =
N∑`
i=1
v`(ai)ϕi, s` =
N∑`
i=1
s`(ai)ϕi, λ` =
N∑`
i=1
λ`(ai)ϕi,
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respectively. Thus, to any v` ∈ V`, s` ∈ S`, and λ` ∈M` we can assign vectors of nodal
values v` ∈ RN` , s` ∈ RN` , and λ` ∈ RN` with
(v`)i := v`(ai), i = 1, . . . , N`,
(s`)i := s`(ai), i = 1, . . . , N `,
(λ`)i := λ`(ai), i = 1, . . . , N`.
Finally, by K`, M` ∈ RN`×N` we denote the stiffness and the mass matrices whose
elements are given by
(Knm)i,j = (∇ϕi,∇ϕj)0,Ω, (Mnm)i,j = (ϕi, ϕj)0,Ω, i, j = 1, . . . , N `.
In this paragraph, we will employ a special notation for selected sub-matrices of K`
and M`:
KN`N` := K`(n`,n`),
MN`N` := M`(n`,n`), MN`N` := M`(n`,n`),
MN`N` := M`(n`,n`), MN`N` := M`(n`,n`).
It is easy to verify that the discrete objective functional can be rewritten in the form
J`(y`, u`) = J`(y`,u`) :=
1
2y
T
` MN`N`y` − yT` MN`N`y
d
` +
1
2(y
d
` )TMN`N`y
d
` +
+ α2 (u` − u
d
` )TMN`N`(u` − u
d
` ),
and the optimal control problem (4.2.4) admits the following vector formulation:
minimize J`(y`,u`)
over (y`,u`) ∈ RN` × RN` ,
subject to KN`N`y` = MN`N`(u` + f`)− σ`, (4.4.4a)
ψ` − y` ≥ 0N` , σ` ≥ 0N` , σ` · (ψ` − y`) = 0. (4.4.4b)
This problem is equivalent to MPCC (4.4.1) if we set
z := (yT` ,uT` )T , f(z) := J`(y`,u`), s := N` +N `, m := N`,
F1(z) := ψ` − y`,
F2(z) := σ` = −KN`N`y` +MN`N`(u` + f`),
g(z) := 0, h(z) := 0.
Due to the absence of the inequality constraint (4.4.1b), MFCQ and SMFCQ are iden-
tical when applied to problem (4.4.4). Let us now show that (S)MFCQ are satisfied at
all feasible points of (4.4.4).
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Proposition 4.4.5. (S)MFCQ holds at any feasible point of (4.4.4).
Proof. Consider a matrix A ∈ R2N`×(N`+N`) constructed of the Jacobians of the vector-
valued functions F1 and F2:
A =
[
∇zF1(z)
∇zF2(z)
]
=
[−IN`N` 0N`N`
−KN`N` MN`N`
]
.
The gradient vectors from Definition 4.4.1 (i.1) and (ii.1) are selected rows of A. Ob-
viously, the rows of A are linearly independent. Further, conditions (i.2) and (ii.2) are
satisfied with v = 0N`+N` (trivial in our case, this condition becomes more involved in
presence of inequality constraints).
Corollary 4.4.6. Every local minimizer of (4.4.4) is simultaneously an S-stationary
and a C-stationary point of (4.4.4).
From the relations (4.4.2) and (4.4.3), we derive the systems characterizing C- and S-
stationary points of (4.4.4). Observing that in case of (4.4.4) the Lagrangian functional
reduces to
L(z,Γ1,Γ2) = f(z)− F1(z)TΓ1 − F2(z)TΓ2,
with a Jacobian
∇zL(z,Γ1,Γ2) =
[
MN`N`y` −MN`N`yd` + Γ1 +KN`N`Γ2
αMN`N`(u` − ud` )−MN`N`Γ2
]
and renaming the vectors of multipliers according to p` := Γ2 ∈ RN` and µ` := Γ1 ∈
RN` , we obtain the following system that incorporates the feasibility and the optimality
conditions, and thus, fully describes S-stationary points of problem (4.4.4).
KN`N`y` = MN`N`(u` + f`)− σ`, (4.4.5a)
ψ` − y` ≥ 0N` , σ` ≥ 0N` , σ` · (ψ` − y`) = 0, (4.4.5b)
KN`N`p` = MN`N`y
d
` −MN`N`y` − µ`, (4.4.5c)
p` = α(u`(n`)− ud` (n`)), u`(nΓ` ) = ud` (nΓ` ), (4.4.5d)
σ` ∗ p` = 0N` , (4.4.5e)
µ` ∗ (ψ` − y`) = 0N` , (4.4.5f)
(p`)i ≥ 0, (µ`)i ≥ 0, i : (ψ` − y`)i = (σ`)i = 0. (4.4.5g)
A C-stationary point shall, on the other hand, satisfy the conditions (4.4.5a) - (4.4.5f)
and
(p`)i(µ`)i ≥ 0, i : (ψ` − y`)i = (σ`)i = 0. (4.4.5h)
Remark 4.4.7. Obviously, every S-stationary point is also a C-stationary point of
(4.4.4).
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4.4.3 Stationarity concepts for problem (4.2.4)
Finally, taking into account (4.2.1), we can reformulate the system (4.4.5) in terms
of finite element functions. By that, we provide definitions of S-stationary and C-
stationary points for the discrete optimal control problem (4.2.4).
Note that S- and C-stationary points differ only by the properties of p` and µ` in
the biactive nodes. If strict complementarity is satisfied at a local minimizer of (4.2.4)
(i.e., B` = ∅), S- and C-stationarity systems reduce to one and the same system of
conditions.
Definition 4.4.8. (S-stationary, C-stationary, and stationary points with strict com-
plementarity)
Let (y`, σ`, u`, p`, µ`) ∈ V` ×M` × S` × V` ×M` be given and satisfy
a(y`, v`) = (f + u`, v`)0,Ω − 〈〈σ`, v`〉〉, ∀ v` ∈ V`, (4.4.6a)
y` − ψ` ≤ 0, σ` ∈M` ∩M+(Ω), 〈〈σ`, y` − ψ`〉〉 = 0, (4.4.6b)
a(p`, v`) = (yd − y`, v`)0,Ω − 〈〈µ`, v`〉〉, ∀ v` ∈ V`, (4.4.6c)
p` = α(u` − ud` ), (4.4.6d)
p`(a) = 0, a ∈ C`, (4.4.6e)
µ`(a) = 0, a ∈ I`. (4.4.6f)
(i) The triple (y`, σ`, u`) ∈ V` ×M` × S` is called an S-stationary point, if the pair
(p`, µ`) ∈ V` ×M` fulfills
µ`(a) ≥ 0, p`(a) ≥ 0, a ∈ B`. (4.4.6g)
(ii) The triple (y`, σ`, u`) ∈ V` ×M` × S` is called a C-stationary point, if the pair
(p`, µ`) ∈ V` ×M` fulfills
µ`(a)p`(a) ≥ 0, a ∈ B`. (4.4.6h)
(iii) The triple (y`, σ`, u`) ∈ V` × M` × S` is called a stationary point with strict
complementarity, if B` = ∅, i.e.,
C` = A`. (4.4.6i)
The function p` is referred to as the discrete adjoint state, the equations (4.4.6a) and
(4.4.6c) as the discrete state and the discreet adjoint state equations, respectively. The
functionals σ` and µ`, are referred to as the discrete Lagrangian multipliers associated
with the discrete state and the discrete adjoint state equations, respectively.
Remark 4.4.9. Due to (4.4.6e) and (4.4.6f), condition (4.4.6h) implies
〈〈µ`, p`〉〉 ≥ 0. (4.4.7)
Note that the reverse is not true. 〈〈µ`, p`〉〉 =
∑
a∈B` µ`(a)p`(a) ≥ 0 does not imply
that every summand is nonnegative. I.e., condition (4.4.7) is weaker then (4.4.6h). The
implications of this observation will be addressed in the next paragraph.
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Remark 4.4.10. Corollary 4.4.6 implies that problem (4.2.4) always has an S-stationary
point (and, consequently, a C-stationary point). When solving the problem numerically,
it makes sense to look for points satisfying the system (4.4.6a)-(4.4.6f), (4.4.6g) - the
strongest set of necessary optimality conditions we have at hand. Note that unlike
the systems of S- and C-stationarity conditions, there is no guarantee that the sys-
tem (4.4.6a)-(4.4.6f), (4.4.6i) will have a solution for any given set of data. For some
problems the strict complementarity condition might be violated at all feasible points.
Remark 4.4.11. By the Definition 2.3.5, when µ` is considered as a functional on V`,
there holds
Oµ` ⊇ int(I`), supp(µ`) ⊆ A`,
whereas, if understood as an element ofM(Ω), it satisfies
Oµ` ⊇ I`, supp(µ`) ⊆ A`.
The inclusion is due to the fact that neither of the stationarity systems forbids the
coefficients of µ` to be non-zero in the active nodes (cf. Remark 4.3.15).
4.4.4 Continuous analogs of the local properties of the discrete
Lagrangian multipliers
Now that the stationarity systems for the continuous and the discrete optimal control
problems have been introduced, we can compare how the localization of the Lagrangian
multipliers is carried out in the functional spaces and in the finite dimensional setting.
First, let us regard the basic operations often used in the discrete setting - scalar
and Hadamard products of vectors - and, when available, provide their analogs in the
functional space setting. Only within this paragraph, we allow the pair (λ, v) to have
three different qualities:
• (λ, v) = (λ,v) ∈ RN` × RN` (RN`-setting),
• (λ, v) ∈ L2(Ω)× L2(Ω) (L2(Ω)-setting),
• (λ, v) ∈ V ∗ × V (V ∗-setting).
The table below summarizes the known equivalents of the scalar and the Hadamard
products of vectors for the infinite-dimensional cases (λ, v) ∈ L2(Ω)×L2(Ω) and (λ, v) ∈
V ∗ × V :
λ, v ∈ RN` λ, v ∈ L2(Ω) λ ∈ V ∗, v ∈ V
scalar product λ · v (λ, v)0,Ω 〈λ, v〉
Hadamard product λ ∗ v λv —
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Both operations are available in the L2(Ω)-setting. In the V ∗-setting, however, due
to the fact that λ ∈ V ∗ does not in general have a pointwise interpretation, no ob-
vious equivalent of the Hadamard product is available. Nevertheless, some properties
formulated (solely or in part) in terms of the Hadamard product in Rn (point-wise
a.e. product in L2(Ω)) can be equivalently written in terms of scalar products in Rn
(L2(Ω)). In this way, they gain an interpretation in the V ∗-setting. Some examples of
such properties are shown in the following table. For v ∈ Rn, v+ := max(0n, v) and
λ, v ∈ RN` λ, v ∈ L2(Ω) λ ∈ V ∗, v ∈ V
λ ∗ v = 0n λv = 0 a.e. in Ω —
m m
λ · (v ∗ ϕ) = 0n, ∀ϕ ∈ Rn (λ, vϕ)0,Ω = 0, ∀ϕ ∈ C1(Ω) 〈λ, vϕ〉 = 0, ∀ϕ ∈ C1(Ω)
λ ≥ 0n and λ ∈ (L2(Ω))+ and λ ∈ V ∗+
λ ∗ v = 0n λv = 0 a.e. in Ω —
m m
λ ≥ 0n and λ ∈ (L2(Ω))+ and λ ∈ V ∗+ and
λ · v+ = λ · v− = 0n (λ, v+)0,Ω = (λ, v−)0,Ω = 0 〈λ, v+〉 = 〈λ, v−〉 = 0
λ ∗ v ≥ 0n λv ≥ 0 a.e. in Ω —
m m
λ · (v ∗ ϕ) ≥ 0n, (λ, vϕ)0,Ω ≥ 0, 〈λ, vϕ〉 ≥ 0,
∀ϕ ∈ Rn, ϕ ≥ 0n ∀ϕ ∈ C1(Ω) ∩ (L2(Ω))+ ∀ϕ ∈ C1(Ω) ∩ V+
Table 4.1: Table of correspondences between selected properties of dual pairings in Rn, L2(Ω),
and V ∗.
v− := min(0n, v) with “max” and “min” understood componentwise.
The rest of this section is devoted to selected parts of the discrete stationarity systems
which involve the scalar and the Hadamard products. Using the rules introduced above,
continuous analogs of these properties are suggested for the cases (y, σ) ∈ V ∩H2(Ω)×
L2(Ω) and (y, σ) ∈ V × V ∗ and, if detected, the disagreements with Definitions 3.3.3
and 3.3.8 are pointed out.
Remark 4.4.12. The V ∗-properties enlisted in Table 4.1 are only suggestions of pos-
sible realizations of corresponding properties in the RN`- and L2(Ω)-settings.
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Localization by means of the scalar product
In the discrete system, the complementarity property of the non-negative vectors ψ`−y`
and σ` (4.4.5b) is expressed in terms of a scalar product:
ψ` − y` ≥ 0N` , σ` ≥ 0N` , σ` · (ψ` − y`) = 0. (4.4.8)
An obvious equivalent for the L2(Ω)-setting is given by
ψ − y ∈ V+, σ ∈ (L2(Ω))+, (σ, y − ψ)0,Ω = 0,
(cf. (3.3.2b)), whereas for σ ∈ V ∗ the variant employed in the system (3.3.11) is
available:
ψ − y ∈ V+, σ ∈ V ∗+ , 〈σ, y − ψ〉 = 0.
Localization by means of the Hadamard product
Localization in the strongly active set. In the finite-dimensional setting, the structural
dependence between σ` and p` is expressed by the Hadamard product
σ` ∗ p` = 0N` (4.4.9)
(cf. (4.4.5e)). Note that, independently on the signs of σ` and p`, this condition
enforces a complementarity relation between these two vectors (i.e., their components
at matching positions cannot be equal to zero simultaneously). Thus, for instance,
σ`(nC` ) 6= 0NC` in combination with (4.4.9) implies p`(n
C
` ) = 0NC` .
Taking into account the correspondences in Table 4.1, for σ ∈ L2(Ω) we could require
σp = 0 a.e. in Ω, (4.4.10)
and for σ ∈ V ∗,
〈σ, vp〉 = 0, ∀ϕ ∈ C1(Ω). (4.4.11)
On the other hand, in view of the non-negativity of σ` in the finite-dimensional
setting, as well as of σ in the infinite-dimensional settings with σ ∈ L2(Ω) and σ ∈ V ∗,
we could employ the realizations
σ` · p+` = σ` · p−` = 0N` , (4.4.12)
(σ, p+)0,Ω = (σ, p−)0,Ω = 0,
and
〈σ, p+〉 = 〈σ, p−〉 = 0
instead of (4.4.9), (4.4.10), and (4.4.11), respectively.
Localization in the biactive set. Discrete C-stationarity points satisfy
p`(nB` ) ∗ µ`(nB` ) ≥ 0NB
`
, (4.4.13)
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(cf. (4.4.6h)). Due to µ`(nI` ) = 0NI` and p`(n
C
` ) = 0NC` , this condition is equivalent to
p`(n`) ∗ µ`(n`) ≥ 0N` . (4.4.14)
For the adjoint state p ∈ V and the Lagrangian multiplier associated with the adjoint
state equation µ ∈ V ∗ in the infinite-dimensional setting, condition (4.4.14) can be
rewritten as
〈µ, pϕ〉 ≥ 0 ∀ϕ ∈ C1(Ω) ∩ V+. (4.4.15)
Remark 4.4.13. It should be noted that in the continuous versions of the C-stationarity
concept introduced in Definitions 3.3.3 and 3.3.8 the pairing of µ and p is subject to a
weaker requirement:
〈µ, p〉 ≥ 0. (4.4.16)
Obviously, (4.4.16) is a special case of (4.4.15) with ϕ ≡ 1. Moreover, (4.4.16) rewritten
for the Rn-setting reads p`(n`) ·µ`(n`) ≥ 0N` , which, in turn, is obviously weaker than
(4.4.14) (cf. Remark 4.4.9). Thus, in the aspect of localization of the adjoint state
and the Lagrangian multiplier associated with the adjoint state in the biactive set, the
continuous C-stationarity concepts of Definitions 3.3.3 and 3.3.8 are less restrictive than
the well-established concept of C-stationarity for the finite-dimensional MPEC.
4.5 Extension of the discrete Lagrangian multipliers
In the finite dimensional setting, the operation of the discrete Lagrangian multipliers
σ` and µ` on functions v` ∈ V` can be expressed in terms of the more regular solution
components. This observation allows to construct extensions σˆ`, µˆ` and σ˜`, µ˜` to func-
tionals on V that provide more natural approximations to σ, µ ∈ V ∗. The extensions
σˆ`, µˆ` will be used in the convergence analysis for the finite element approximations in
Chapter 5, whereas σ˜`, µ˜` will play an essential role in the a posteriori error analysis in
Chapter 6.
Let us first introduce the following auxiliary operator.
Definition 4.5.1. For any subset of interior nodes D` ⊆ N`, the operator ID` : V` → V`
is defined according to
ID`(v`)(a) :=
{
v`(a), a ∈ D`
0 , a ∈ N` \D` , ∀ v` ∈ V` .
There obviously holds
IC`(v`)|C` = v`|C` , IC`(v`)| ◦Z` = 0, (4.5.1a)
IC`(v`)|D =
∑
a∈N`(D)∩C`
v`(a)ϕ(a)` , ∀D ∈ {T,E}, T ⊆ F`(σ`), E ∈ EF`(σ), (4.5.1b)
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and
IA`(v`)|A` = v`|A` , IA`(v`)|◦I` = 0, (4.5.1c)
IA`(v`)|D =
∑
a∈N`(D)∩A`
v`(a)ϕ(a)` , ∀D ∈ {T,E}, T ⊆ F`(y`), E ∈ EF`(y`). (4.5.1d)
It is easy to see that the action of the discrete multipliers on elements of V` complies
with
〈〈σ`, v`〉〉 = 〈〈σ`, IC`(v`)〉〉, 〈〈µ`, v`〉〉 = 〈〈µ`, IA`(v`)〉〉, ∀ v` ∈ V`.
A more detailed examination yields the following representation of the discrete La-
grangian multipliers.
Proposition 4.5.2. The action of σ` and µ` on v` ∈ V` is determined by:
〈〈σ`, v`〉〉 =
∑
T⊆C`∪F`(σ`)
[(f + u`, IC`(v`))0,T − (∇y`,∇IC`(v`))0,T ] (4.5.2a)
=
∑
T⊆C`∪F`(σ`)
(f + u`, IC`(v`))0,T −
∑
E∈EC`∪EF`(σ`)
(νE · [∇y`], IC`(v`))0,E ,
〈〈µ`, v`〉〉 =
∑
T⊆A`∪F`(y`)
[
(yd − y`, IA`(v`))0,T − (∇p`,∇IA`(v`))0,T
]
(4.5.2b)
=
∑
T⊆A`∪F`(y`)
(yd − y`, IA`(v`))0,T −
∑
E∈EA`∪EF`(y`)
(νE · [∇p`], IA`(v`))0,E .
Proof. The nodal coefficients of the discrete multipliers σ` and µ` admit the represen-
tation
σ`(a) =

∑
T∈ωa
`
[
(f + u`, ϕ(a)` )0,T − (∇y`,∇ϕ(a)` )0,T
]
, a ∈ C`
0 , a ∈ Z`
, (4.5.3a)
µ`(a) =

∑
T∈ωa
`
[
(yd − y`, ϕ(a)` )0,T − (∇p`,∇ϕ(a)` )0,T
]
, a ∈ A`
0 , a ∈ I`
, (4.5.3b)
as well as
σ`(a) =

∑
T∈ωa
`
(f + u`, ϕ(a)` )0,T −
∑
E∈Ea
`
(νE · [∇y`], ϕ(a)` )0,E , a ∈ C`
0 , a ∈ Z`
, (4.5.4a)
µ`(a) =

∑
T∈ωa
`
(yd − y`, ϕ(a)` )0,T −
∑
E∈Ea
`
(νE · [∇p`], ϕ(a)` )0,E , a ∈ A`
0 , a ∈ I`
. (4.5.4b)
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Indeed, (4.4.6f) and Definition 4.3.9 yield σ`(a) = 0, a ∈ Z` and µ`(a) = 0, a ∈ I`.
Applying σ` and µ` to v` = ϕ(a)` in view of (4.4.6a) and (4.4.6c) we obtain
〈〈σ`, ϕ(a)` 〉〉 = (f + u`, ϕ(a)` )0,ωa` − (∇y`,∇ϕ
(a)
` )0,ωa` , a ∈ C` ,
〈〈µ`, ϕ(a)` 〉〉 = (yd − y`, ϕ(a)` )0,ωa` − (∇p`,∇ϕ
(a)
` )0,ωa` , a ∈ A` ,
which proves (4.5.3). Representation (4.5.4) can be obtained by element-wise appli-
cation of Green’s formula to the second terms on the right-hand side of the latter
expressions.
Taking 〈〈σ`, v`〉〉 =
∑
a∈N`
σ`(a)v`(a) =
∑
a∈C`
σ`(a)v`(a) into account, from(4.5.3) and
(4.5.4) we deduce
〈〈σ`, v`〉〉 =
∑
a∈C`
 ∑
T∈ωa
`
[
(f + u`, v`(a)ϕ(a)` )0,T − (∇y`,∇v`(a)ϕ(a)` )0,T
] ,
and
〈〈σ`, v`〉〉 =
∑
a∈C`
 ∑
T∈ωa
`
(f + u`, v`(a)ϕ(a)` )0,T −
∑
E∈Ea
`
(νE · [∇y`], v`(a)ϕ(a)` )0,E
 ,
respectively. Regrouping the summands in the above expressions and taking into ac-
count (4.5.1), we deduce the assertion. The proof for µ` follows the same lines.
Let us now introduce extensions of the discrete Lagrangian multipliers to V ∗. We
call Eλ` ∈ V ∗ an extension of λ` ∈ M` to V ∗ if the operation of Eλ` on V` is equal to
that of λ`, i.e.,
〈Eλ` , v`〉 = 〈〈λ`, v`〉〉, ∀ v` ∈ V`.
We restrict ourselves to two types of extensions of the discrete Lagrangian multipliers.
The first extensions σˆ`, µˆ` ∈ V ∗ are defined in much the same way as in the finite
element analysis of variational inequalities of obstacle type (cf., e.g., [11]), whereas the
second extensions σ˜`, µ˜` ∈ V ∗ are defined in view of Proposition 4.5.2.
Definition 4.5.3. (Extensions of the discrete Lagrangian multipliers)
We define the functionals σˆ`, µˆ` ∈ V ∗ by means of
〈σˆ`, v〉 := (f + u`, v)0,Ω − a(y`, v), ∀ v ∈ V, (4.5.5a)
〈µˆ`, v〉 := (yd − y`, v)0,Ω − a(p`, v), ∀ v ∈ V, (4.5.5b)
and functionals σ˜`, µ˜` ∈ V ∗ according to
〈σ˜`, v〉 :=
∑
T⊆C`
(f + u`, v)0,T −
∑
E∈EC`
(νE · [∇y`], v)0,E + F`,σ(P`,SZv), ∀ v ∈ V, (4.5.6a)
〈µ˜`, v〉 :=
∑
T⊆A`
(yd− y`, v)0,T −
∑
E∈EA`
(νE · [∇p`], v)0,E + F`,µ(P`,SZv), ∀ v ∈ V, (4.5.6b)
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where P`,SZ : V → V` is the Scott-Zhang interpolation operator and
F`,σ(v`) :=
∑
T⊆F`(σ`)
(f + u`, IC`(v`))0,T −
∑
E∈EF`(σ`)
(νE · [∇y`], IC`(v`))0,E ,
F`,µ(v`) :=
∑
T⊆F`(y`)
(yd − y`, IA`(v`))0,T −
∑
E∈EF`(y`)
(νE · [∇p`], IA`(v`))0,E .
In the second form of the extensions, the use of the interpolation operator is essential
as the functionals F`,µ and F`,σ can only be evaluated on elements of V`.
Proposition 4.5.4. The functionals σˆ`, µˆ` ∈ V ∗ and σ˜`, µ˜` ∈ V ∗ are extensions of σ`,
µ` ∈M`, i.e., for v` ∈ V` there holds
〈σˆ`, v`〉 = 〈σ˜`, v`〉 = 〈〈σ`, v`〉〉,
〈µˆ`, v`〉 = 〈µ˜`, v`〉 = 〈〈µ`, v`〉〉.
Proof. The results are immediate consequences of (4.4.6) and Proposition 4.5.2.
Remark 4.5.5.
(i) Though the two forms of the extensions coincide on V`, on the whole space V they
are not the same. The difference lies essentially along the discrete free boundaries
F`(y`) and F`(σ`).
(ii) It is clear that σˆ`, σ˜` /∈ V ∗+. The same can be said about the sign properties of
µˆ`, µ˜` in the discrete biactive set in case of S-stationary points. Thus, neither
of the two extensions constitutes a conforming approximation for the Lagrangian
multipliers σ, µ ∈ V ∗.
(iii) Due to Proposition 4.5.4, the extensions inherit the properties of σ` and µ` with
respect to the elements of V` such as (4.4.6b) and (4.4.7), as well as all the prop-
erties that follow from the local characterizations (4.4.6f), (4.4.6g), and (4.4.6h).
Also, if viewed as functionals on V`, the extensions fulfill
supp(σˆ`) = supp(σ˜`) = supp(σ`) = C`, supp(µˆ`) = supp(µ˜`) = supp(µ`) ⊆ A`.
(iv) Local properties of the first extensions σˆ`, µˆ` ∈ V ∗, in particular any informa-
tion regarding their supports and zero sets, are difficult to obtain, whereas the
extensions σ˜`, µ˜` ∈ V ∗ obviously satisfy
C` ⊆ supp(σ˜`) ⊆ C` ∪ F`(σ`), (4.5.7a)
supp(µ˜`) ⊆ A` ∪ F`(y`) (4.5.7b)
(the support of µ˜` might not fill A`, i.e., supp(µ˜`)∩A` ⊆ A`, cf. Remark 4.4.11).
The precise structure of supp(σ˜`) depends on the definition of the Scott-Zhang
interpolation operator P`,SZ . In particular, under the condition
∀ a ∈ C`, ∃T (a) ⊂ ωa` : T (a) ⊆ C` (4.5.8)
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we obtain supp(σ˜`) = C`, if the triangles satisfying (4.5.8) are used in the definition
of P`,SZ . Note that (4.5.8) excludes isolated strongly active nodal points and edges
(cf. Definition 4.3.12). However, utilizing a Scott-Zhang interpolation operator
defined by averaging over edges instead of triangles (see [57]), allows to show
supp(σ˜`) = C`, if we only exclude isolated strongly active nodal points. Similar
remarks apply to µ˜`, i.e., it is possible to achieve supp(µ˜`) ⊆ A` instead of (4.5.7b),
if no isolated active nodal points occur and the modified P`,SZ is used. Yet, in
general, we cannot avoid the presence of the isolated active and strongly active
nodal points.
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5 Convergence of the finite element
scheme
This section is devoted to the study of the behavior of the sequences of finite element
approximations of stationary points {(y`, u`, σ`)}N computed on nested triangulations
T`, ` ∈ N, with `→∞.
5.1 Convergence result
Let us first introduce some supporting definitions and assumptions.
Definition 5.1.1. The sequence {V`}N of subspaces of V is limit dense in V if for any
v ∈ V there exists a sequence {v`}N, v` ∈ V`, ` ∈ N, such that v` → v in V for `→∞.
As an example of such a sequence we may consider nested finite element subspaces
corresponding to a sequence of uniformly refined triangulations {T`}N.
Remark 5.1.2. If {V`}N is limit dense in V , then {(V`)+}N is limit dense in V+, where
(V`)+ := V` ∩ V+, ` ∈ N. The reader is referred to [28], Section 4.3.
Suppose that the following assumptions with respect to the sequences of stationary
points {(y`, u`, σ`)}N and the data function ψ are satisfied:
Assumption 5.1.3.
(i) {(y`, u`, σ`)}N is a sequence of global solutions of (4.2.2) or the sequences {y`}N
and {u`}N are uniformly bounded in L2(Ω), i.e., there exist positive constants Cy,
Cu such that
‖y`‖0,Ω ≤ Cy, ‖u`‖0,Ω ≤ Cu, ` ∈ N;
(ii) the obstacle function satisfies Aψ ∈ L2(Ω); with this assumption we may restrict
ourselves to ψ = 0, since otherwise in (3.2.1) we can replace f by f −Aψ and yd
by yd − ψ.
Theorem 5.1.4. Let {(y`, σ`, u`)}N, (y`, σ`, u`) ∈ V` × M` × S`, ` ∈ N, be a se-
quence of C-stationary points of (4.2.2) with corresponding adjoint states and multi-
pliers {(p`, µ`)}N, (p`, µ`) ∈ V` ×M`, ` ∈ N computed on a sequence of nested finite
element subspaces {V`}N. Let σˆ` ∈ V ∗ and µˆ` ∈ V ∗ be the extensions of σ` and µ`,
respectively, as given by (4.5.5a), (4.5.5b).
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If Assumption 5.1.3 is satisfied and the sequence {V`}N is limit dense in V , then there
exist a subsequence N′ ⊂ N and an almost C-stationary point of (3.1.1),
(y∗, σ∗, u∗, p∗, µ∗) ∈ V × V ∗ × L2(Ω)× V × V ∗,
such that for ` ∈ N′, `→∞
y` → y∗ in V, y` → y∗ in L2(Ω),
σˆ` → σ∗ in V ∗,
u` → u∗ in L2(Ω),
p` ⇀ p
∗ in V, p` → p∗ in L2(Ω),
µˆ` ⇀
∗ µ∗ in V ∗.
If {S`}N is limit dense in H1(Ω), then (y∗, σ∗, u∗, p∗, µ∗) satisfies
〈µ∗, y∗v〉 = 0, ∀ v ∈ C1(Ω). (5.1.1)
5.2 Proof of the convergence theorem
In order to prove Theorem 5.1.4, we will first show the convergence properties of
the sequence of the discrete solutions and the properties of the limit common for all
types of stationary points. In the end, the specific conditions characterizing almost
C-stationarity will be addressed.
Proof. Suppose {(y`, σ`, u`)}N is a sequence of global minima. The triple (y`, u`, σ`) =
(0,−f`, 0) is a feasible point for (4.2.4) and thus
J`(y`, u`) ≤ J`(0,−f`) .
As we consider nested finite elements subspaces, using the inverse triangle and Young’s
inequality we can deduce that the sequences {y`}N and {u`}N are bounded in L2(Ω). If
{(y`, σ`, u`)}N are only stationary points, the boundedness of {y`}N and {u`}N in L2(Ω)
is due to Assumption 5.1.3 (i).
Choosing v` = y` in (4.4.6a) and v` = p` in (4.4.6c) and taking into account (4.4.6b)
and (4.4.7), as well as (2.1.1b), we find
γa‖y`‖21,Ω ≤ a(y`, y`) = (f + u`, y`)0,Ω ≤
(
‖f‖0,Ω + ‖u`‖0,Ω
)
‖y`‖1,Ω ,
γa‖p`‖21,Ω ≤ a(p`, p`) = (yd − y`, p`)0,Ω − 〈〈µ`, p`〉〉 ≤
≤ (yd − y`, p`)0,Ω ≤
(
‖yd‖0,Ω + ‖y`‖0,Ω
)
‖p`‖1,Ω .
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Due to the boundedness of {y`}N and {u`}N in L2(Ω), the sequences {y`}N and {p`}N
are bounded in V . Consequently, the sequences {σˆ`}N and {µˆ`}N are bounded in V ∗.
Indeed, in view of (4.5.5),
〈σˆ`, v〉 ≤ ‖f + u`‖0,Ω‖v‖0,Ω + Γa|y`|1,Ω|v|1,Ω ≤ (‖f + u`‖0,Ω + Γa|y`|1,Ω) ‖v‖1,Ω,
〈µˆ`, v〉 ≤ ‖yd − y`‖0,Ω‖v‖0,Ω + Γa|p`|1,Ω|v|1,Ω ≤
(
‖yd − y`‖0,Ω + Γa|p`|1,Ω
)
‖v‖1,Ω,
and thus,
‖σˆ`‖V ∗ ≤ ‖f + u`‖0,Ω + Γa|y`|1,Ω,
‖µˆ`‖V ∗ ≤ ‖yd − y`‖0,Ω + Γa|p`|1,Ω.
Since L2(Ω), V , and V ∗, are reflexive, separable Banach spaces, every bounded sequence
admits a weakly convergent subsequence (see, e.g., [3]). Hence, there exist a subsequence
N′ ⊆ N and a point (y∗, σ∗, u∗, p∗, µ∗) ∈ V × V ∗×L2(Ω)× V × V ∗ such that for ` ∈ N′,
`→∞ there holds
y` ⇀ y
∗ in V, p` ⇀ p∗ in V, (5.2.1a)
u` ⇀ u
∗ in L2(Ω), (5.2.1b)
σˆ` ⇀
∗ σ∗ in V ∗, µˆ` ⇀∗ µ∗ in V ∗. (5.2.1c)
Since V is compactly embedded in L2(Ω) (by the Rellich-Kondrachov Theorem, see,
e.g., [1], p. 168), (5.2.1a) implies that
y` → y∗ in L2(Ω) , p` → p∗ in L2(Ω) . (5.2.2)
Restricting ourselves to a further subsequence, also denoted by N′, for ` → ∞, ` ∈ N′
we get y` → y∗ and p` → p∗ pointwise almost everywhere. Hence, y` ≤ 0, ` ∈ N′ implies
y∗ ≤ 0 a.e. in Ω.
Now, we show that the point (y∗, σ∗, u∗, p∗, µ∗) satisfies the state equations (3.3.11a),
the adjoint state equation (3.3.11c), and equation (3.3.11d). Taking advantage of the
assumption of limit density of the discrete subspaces, for any v ∈ V we can find a
sequence v` ∈ V`, ` ∈ N such that v` → v in V , ` → ∞. Due to (5.2.1), for ` ∈ N′,
`→∞ we have
a(y`, v`)→ a(y∗, v), a(p`, v`)→ a(p∗, v),
(f + u`, v`)0,Ω → (f + u∗, v)0,Ω, (yd − y`, v`)0,Ω → (yd − y∗, v)0,Ω,
〈〈σ`, v`〉〉 = 〈σˆ`, v`〉 → 〈σ∗, v〉, 〈〈µ`, v`〉〉 = 〈µˆ`, v`〉 → 〈µ∗, v〉.
Hence, passing to the limit in (4.4.6a) and (4.4.6c), we get
a(y∗, v) = (f + u∗, v)0,Ω − 〈σ∗, v〉,
a(p∗, v) = (yd − y∗, v)0,Ω − 〈µ∗, v〉.
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Proposition 4.1.6 (ii) implies ud` → ud in L2(Ω), hence, in view of (4.4.6d) and (5.2.2),
we deduce that for ` ∈ N′, `→∞
u` → u∗ in L2(Ω) (5.2.3)
and that (p∗, u∗) satisfies (3.3.11d).
We further verify that σ∗ ∈ V ∗+. According to Remark 5.1.2, {(V`)+}N is limit dense
in V+. Hence, for any v ∈ V+ there exists v` ∈ (V`)+, ` ∈ N, such that v` → v as `→∞.
Due to σ` ∈M+(Ω) and (5.2.1c) it follows that 0 ≤ 〈〈σ`, v`〉〉 = 〈σˆ`, v`〉 → 〈σ∗, v〉, thus,
〈σ∗, v〉 ≥ 0 for any v ∈ V+.
To show strong convergence of the sequence of the states in V , we observe that (4.2.2)
implies
a(y`, y`) ≤ a(y`, v`) + (f + u`, y` − v`)0,Ω , v` ∈ K` = (V`)−,
where (V`)− := V` ∩ V−, V− := {v ∈ V | v ≤ 0 a.e. in Ω}. Note that {(V`)−}N is limit
dense in V−, and therefore, we can choose a sequence {v`}N, v` ∈ (V`)−, ` ∈ N such
that v` → y∗ ∈ V− in V as `→∞. Now,
γa‖y` − y∗‖21,Ω ≤ a(y` − y∗, y` − y∗) = a(y`, y`)− a(y`, y∗)− a(y∗, y` − y∗) ≤
≤ a(y`, v`) + (f + u`, y` − v`)0,Ω − a(y`, y∗)− a(y∗, y` − y∗).
Due to the strong convergence of {y`}N′ and {u`}N′ in L2(Ω), the expression on the
right hand side converges to a(y∗, y∗) + (f + u∗, y∗ − y∗) − a(y∗, y∗) = 0. Thus, for
` ∈ N′, `→∞
y` → y∗ in V. (5.2.4)
Consequently, due to (5.2.1c), (4.4.6b), and (4.4.6f), we get 0 = 〈σˆ`, y`〉 −→ 〈σ∗, y∗〉
and 0 = 〈µˆ`, y`〉 −→ 〈µ∗, y∗〉, and thus,
〈σ∗, y∗〉 = 〈µ∗, y∗〉 = 0.
Furthermore, due to the compact embedding of L2(Ω) in V ∗, (5.2.1b) implies that
{u`}N′ converges to u∗ strongly in V ∗. Since A is a bounded operator from V to V ∗,
(5.2.4) implies for ` ∈ N′, `→∞
0 ≤‖σˆ` − σ∗‖V ∗ ≤ ‖Ay` −Ay∗‖V ∗ + ‖u` − u∗‖V ∗ ≤
≤‖A‖L(V,V ∗)‖y` − y∗‖V + ‖u` − u∗‖V ∗ → 0.
and thus,
σˆ` → σ∗ in V ∗, `→∞. (5.2.5)
Combining (5.2.5) with (5.2.1a) and (4.4.6e), we get
〈σ∗, p∗〉 = 0.
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We next show 〈µ∗, p∗〉 ≥ 0. Setting v` = p` in (4.4.6c) and observing that 〈〈µ`, p`〉〉 ≥
0, we have
0 ≥ a(p`, p`)− (yd − y`, p`)0,Ω . (5.2.6)
Since I(v) := a(v, v) is a lower semicontinuous, convex functional on V , it is weakly
lower semicontinuous and hence, in view of (5.2.1a) we get
a(p∗, p∗) ≤ lim inf a(p`, p`) .
Moreover, due to (5.2.2) there holds
(yd − y`, p`)0,Ω → (yd − y∗, p∗)0,Ω .
Hence, passing to the limit in (5.2.6) and taking into account that (y∗, u∗, σ∗) satisfies
(3.2.1b), it follows that
0 ≥ a(p∗, p∗)− (yd − y∗, p∗)0,Ω = −〈µ∗, p∗〉 ,
whence 〈µ∗, p∗〉 ≥ 0.
Let us prove that 〈σ∗, (p∗)+〉 = 〈σ∗, (p∗)−〉 = 0. As p`, p∗ ∈ V , ` ∈ N′, there holds
(p`)+, (p`)−, (p∗)+, (p∗)− ∈ V . Thus, (5.2.1a) yields (p`)+ ⇀ (p∗)+ ∈ V , (p`)− ⇀
(p∗)− ∈ V in V as `→∞ (see, e.g., [45], p. 159). Together with (4.4.6e), this leads to
0 = 〈〈σ`, (p`)+〉〉 → 〈σ∗, (p∗)+〉, 0 = 〈〈σ`, (p`)−〉〉 → 〈σ∗, (p∗)−〉.
Consequently, 〈σ∗, (p∗)+〉 = 〈σ∗, (p∗)−〉 = 0, and, by Corollary 2.4.8, p∗ = 0 a.e. in C∗,
C∗ = int(supp(σ∗)).
Finally, we complete the proof by verifying conditions (5.1.1) and (3.3.13).
To prove (5.1.1), let v ∈ C1(Ω) ⊂ H1(Ω) be arbitrary but fixed. We then have
y∗v ∈ V (compare with [29], p. 21). Due to the limit density of {S`}N in H1(Ω), there
exists a sequence {v`}N, v` ∈ S`, ` ∈ N such that v` → v in H1(Ω) and thus in V . As
v` ∈ C(Ω) and y` ∈ C0(Ω), we have v` y` ∈ C0(Ω). Moreover, (v` y`)|T ∈ H1(T ) for all
T ∈ T`, therefore, v` y` ∈ V , ` ∈ N. With (5.2.4), we then have
y` v` → y∗v in V, `→∞.
For all ` ∈ N, we have (y` v`)(a) = y`(a)v`(a), a ∈ N`, thus, (y` v`)(a) = 0, a ∈ A`.
Therefore, in view of (5.2.1c),
0 = 〈µˆ`, y` v`〉 → 〈µ∗, y∗v〉, `→∞,
hence, 〈µ∗, y∗v〉 = 0. As v was chosen arbitrary in C1(Ω), we have
〈µ∗, y∗v〉 = 0, ∀ v ∈ C1(Ω).
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In order to prove (3.3.13), we will use the following observations. On one hand, due
to (4.4.6f), ∀ ` ∈ N we have
〈µˆ`, v`〉 = 0, ∀ v` ∈ V` ∩ VI`∪F`(y`). (5.2.7)
On the other hand, we know that {y`}N′ converges to y∗ pointwise a.e. in Ω. Therefore,
for sufficiently large ¯`1 there holds
y` < 0 a.e. in I∗, ` ≥ ¯`1,
i.e., I∗ ⊆ I`, ` ≥ ¯`1. For ` ≥ ¯`1, construct the set
I˜` :=
⋃
{T ∈ T` | int(T ) ⊆ I∗},
which evidently satisfies I˜` ⊆ I∗ ⊆ I`. Note that I˜` can be empty. In order to avoid
this trivial situation, choose ¯`2 sufficiently large so that I˜` 6= ∅ for ` ≥ ¯`2. Setting
¯` := max{¯`1, ¯`2}, we thus have selected clusters of triangles I˜`, ` ≥ ¯` that satisfy
∅ 6= I˜` ⊆ I∗ ⊆ I` , ` ≥ ¯`. (5.2.8)
Figure 5.1 shows an example of the above construction with ¯`1 = ` and ¯`2 = `+ 1.
Let v ∈ CI∗,0 := {v ∈ C0(Ω) | v|I∗ ∈ C∞0 (I∗), v|Ω\I∗ = 0} be arbitrary but fixed.
There holds supp(v) ⊆ I∗. Since supp(v) is closed and I∗ is open, there is a gap
between ∂I∗ and ∂ supp(v), therefore, we can find `(v) ∈ N′, `(v) ≥ ¯` such that the
cluster of triangles I˜`(v) ⊆ I∗ will contain the support of v, i.e.,
supp(v) ⊆ I˜` ⊆ I∗ ⊆ I` , ` ≥ `(v).
(In the example in Figure 5.1 (c), `(v) = ` + 2.) Evidently, v ∈ VI˜`(v),0 ⊆ VI∗,0.
Moreover, there obviously holds I˜`(v) ⊆ I`, ` ≥ `(v), and, thus,
V` ∩ VI˜`(v) ⊆ V` ∩ VI`∪F`(y`), ` ≥ `(v).
Hence, due to (5.2.7),
〈µˆ`, v`〉 = 0, ∀ v` ∈ V` ∩ VI˜`(v) , ` ≥ `(v). (5.2.9)
The sequence of subspaces {V` ∩VI˜`(v)}`≥`(v) ⊂ VI˜`(v) is limit dense in VI˜`(v) . Therefore,
there exists a sequence {v`}`≥`(v), v` ∈ V` ∩ VI˜`(v) such that v` → v in V . Hence, by
(5.2.9) and (5.2.1c), for ` ∈ N′, ` ≥ `(v), `→∞ we have
0 = 〈µˆ`, v`〉 → 〈µ∗, v〉,
and so 〈µ∗, v〉 = 0. As v can be chosen arbitrary in CI∗,0, we conclude that
〈µ∗, v〉 = 0, ∀ v ∈ CI∗,0.
Finally, the density of CI∗,0 in VI∗,0 implies 〈µ∗, v〉 = 0, ∀ v ∈ VI∗,0.
The proof of the theorem is complete.
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I∗
I` :
(a): I∗ ⊂ I`, I˜` = ∅
I`+1 :
(b): I∗ ⊂ I`+1 = I`, I˜`+1 6= ∅
I∗
I˜`+1
I`+2 :
(c): I∗ ⊂ I`+2 = I`+1, supp(v) ⊂ I˜`+2
I∗
I˜`+2
Figure 5.1: Figures (a) and (b) show an example with ¯`1 = `, ¯`2 = `+ 1. Blue points indicate
the active nodes of the mesh. The dotted line represents ∂I` = ∂I`+1. The dashed line shows
∂I∗. On the mesh ` (picture (a)) the inclusion I∗ ⊂ I` holds (i.e., ¯`1 = `), whereas I˜` = ∅. One
regular refinement results in (b), which is a realization of (5.2.8), i.e., ¯`= ¯`2 = `+ 1. Another
refinement leads to the configuration depicted in Figure (c). The red line represents ∂(supp(v))
of a function v ∈ C∞0 (Ω) which satisfies `(v) = `+ 2.
Remark 5.2.1. (Convergence to C-stationary points of other kinds)
The concepts of ε-almost, almost, and C-stationarity differ only by the local charac-
terization of the multiplier µ∗ ∈ V ∗. Any almost C-stationary point is an ε-almost
C-stationary point. If, additionally to the assumptions of Theorem 5.1.4, we require
I∗ to be Lipschitz, we would have VI∗,0 = VI∗ (see Remark 2.3.8) and the limit point
would be a C-stationary point. For arbitrary I∗, the construction suggested in the final
part of the proof of Theorem 5.1.4 cannot be used to prove that the limit point is a
C-stationary point as, in general, CI∗,0 is not dense in VI∗ .
Remark 5.2.2. It would be desirable to extend the result of Theorem 5.1.4 by showing
(i) p` → p∗ in V ;
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(ii) µ` → µ∗ in V ∗;
(iii) 〈µ∗, p∗v〉 ≥ 0, ∀ v ∈ C1(Ω) ∩ V+ (cf. (4.4.15) and Remark 4.4.13);
(iv) convergence to an almost S-stationary point or some other infinite-dimensional
analog of the discrete S-stationary point, assuming sequences of discrete S-stationary
points.
Note that (ii) and (iii) can be deduced from (i) just as the strong convergence in V ∗ for
σˆ` and (5.1.1) are deduced from the strong convergence of the sequence of the discrete
states in the proof of Theorem 5.1.4. The pointwise a.e. convergence of p` to p∗ and
the fact that, due to µˆ` ⇀∗ µ in V ∗, we have ‖µ‖V ∗ ≤ lim inf ‖µˆ`‖V ∗ (see [55], p. 56),
could possibly support for the proof of (iv). Note that, in order to show convergence
to a S-stationarity point, we need to choose an appropriate definition of non-negativity
of p and µ in B.
5.3 Discussion of the convergence result
In this paragraph, the result of Theorem 5.1.4 will be discussed in view of the non-
uniqueness of the global solutions of the optimal control problem (a fortiory stationary
points of any kind).
For the sake of convenience, we introduce the notation U` := (y`, σ`, u`, p`, µ`), U :=
(y, σ, u, p, µ). In general, U` and U can signify any kind of stationary point of the
discrete and continuous optimal control problems. Further, let us denote the sets of
global minimizers, local minimizers, and C-stationary points of the discrete optimal
control problem (4.2.2) by SOLglob` , SOLloc` , and SOLC` . On each mesh level ` ∈ N,
(4.2.2) admits at least one global minimizer (cf. Theorem 4.2.1), thus, in view of
Corollary 4.4.6 there obviously holds
SOLglob` ⊆ SOLloc` ⊆ SOLC` .
Similarly, we denote the sets of global minimizers, local minimizers, and almost C-
stationary points of the continuous optimal control problem (3.1.1) by SOLglob, SOLloc,
and SOLC , respectively. These, in turn, satisfy
SOLglob ⊆ SOLloc ⊆ SOLC .
In this notation, Theorem 5.1.4 reads as follows:
For a given sequence {U`}N, U` ∈ SOLC` , ` ∈ N there exist a subsequence N′ ⊆ N and a
point U ∈ SOLC , such that {U`}N′ converges to U in the sense of Theorem 5.1.4.
For the sake of simplicity, let us assume that in the continuous setting and on
each mesh level ` ∈ N of the discrete setting there are countably many almost C-
stationary and discrete C-stationary points, respectively, i.e., SOLC = {U (i)}i∈N and
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SOLC` = {U (i)` }i∈N, ` ∈ N. We further assume that for any ` ∈ N, the kth discrete C-
stationarity point (U (k)` ) provides the closest approximation to the almost C-stationary
point U (k). Every element of SOLC` satisfies the discrete C-stationarity system on the
level ` ∈ N, just as every element of SOLC the continuous almost C-stationarity sys-
tem. As we do not have any means to distinguish between different C-stationarity
points on a fixed mesh level and different almost C-stationary points in the continuous
setting, the sequence {U`}N addressed in Theorem 5.1.4 can be composed of discrete
C-stationarity points approximating different solutions of the continuous system. For
instance, {U`}N = {U (7)1 , U (2)2 , U (1)3 , . . .}. If the assumptions of Theorem 5.1.4 are sat-
isfied, a subsequence N′1 of this sequence shall converge to a unique limit point, say
U (1) ∈ SOLC . In view of the latter observations, we can give a more accurate variant
of Theorem 5.1.4:
For a given sequence {U`}N, U` ∈ SOLC` , ` ∈ N there exist a subsequence N′1 ⊆ N and a
point U (1) ∈ SOLC , such that {U`}N′1 converges to U (1) in the sense of Theorem 5.1.4.
In general, there is no uniqueness, i.e., there can be further subsequences N′i ⊆ N, i ≥ 1
with limit points in the sense of Theorem 5.1.4, U (i) ∈ SOLC , such that U (i) 6= U (1),
i ≥ 1.
Note that in the worst case scenario none of the limit points delivers a global or local
minimum to the optimal control problem, i.e., U (i) 6∈ SOLglob, U (i) 6∈ SOLloc, ∀ i.
Remark 5.3.1. The discrete and the continuous optimal control problems always have
S-stationary points. Thus, in practice, we are free to consider sequences of discrete
S-stationary points. For such sequences, Theorem 5.1.4 guarantees convergence to
an almost C-stationary point but does not say whether the limit point is also an S-
stationary point of the continuous problem.
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6 A posteriori error analysis
This chapter is devoted to the derivation of a residual type error estimate for the
difference between the solutions of the continuous and the discrete optimal control
problem and to an analysis of the components of the derived estimate.
6.1 Residual-type a posteriori error estimate
In the a posteriori error analysis, one typically aims to prove two-sided estimates in the
form
“estimator” + [ ... ] . “error” . “estimator” + [ ... ] ,
where “error” stands for a certain measure of the difference between the unknown ex-
act solution and the approximate solution, “estimator” stands for a fully computable
expression that involves the approximate solution and the data of the problem, and
the square brackets may contain terms that should be essentially dominated by the
estimator. The inequality on the right-hand side of the estimate is called the reliability
estimate, the inequality on the left-hand side - the efficiency estimate. These names
emphasize the qualities that the estimator acquires in view of the corresponding es-
timate. Indeed, the estimate on the right-hand side implies that if the estimator is
smaller then a certain tolerance, than so is the error. Thus, the estimator is reliable.
On the other hand, the estimate on the left-hand side guarantees that the estimator
cannot overestimate the error by a too big factor, i.e., the estimator is efficient. From
the perspective of solving the underlying problem on sequences of nested meshes, the
efficiency estimate additionally assures that the error will not decrease faster than the
estimator.
In the following, we will derive a residual-type two-sided a posteriori error estimate
for the discretization errors in the state, the adjoint state and the control
e`,y := y − y`, e`,p := p− p`, e`,u := u− u`,
in terms of the total discretization error e` := (e`,y, e`,p, e`,u) measured in the norm
|||e`|||2 := ‖e`,y‖21,Ω + ‖e`,p‖21,Ω + ‖e`,u‖20,Ω.
In particular, it will be shown that
η2` − osc2`,eff − ec`,eff . |||e`|||2 . η2` + osc2`,rel + ec`,rel , (6.1.1)
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where η` is the residual-type a posteriori error estimator, whereas ec`,rel, ec`,eff and
osc`,rel, osc`,eff stand for the consistency errors and data oscillations associated with
the reliability and efficiency estimates, respectively.
Remark 6.1.1. The proof of the error estimate (6.1.1) will rely on a set of properties
fulfilled by all types of discrete and continuous stationary points introduced in the
earlier chapters. More precisely, we assume that the point (y`, σ`, u`, p`, µ`) ∈ V` ×
M` × S` × V` ×M` satisfies the system
a(y`, v`) = (f + u`, v`)0,Ω − 〈σ˜`, v`〉 , ∀ v` ∈ V`, (6.1.2a)
ψ` − y` ∈ V+, σ` ∈M` ∩M+(Ω), 〈σ`, ψ` − y`〉 = 0, (6.1.2b)
a(p`, v`) = (yd − y`, v`)0,Ω − 〈µ˜`, v`〉 , ∀ v` ∈ V`, (6.1.2c)
p` = α(u` − ud` ), (6.1.2d)
p`(a) = 0, a ∈ C`, (6.1.2e)
µ`(a) = 0, a ∈ I` (6.1.2f)
and (y, σ, u, p, µ) ∈ V × V ∗ × L2(Ω)× V × V ∗ satisfies
a(y, v) = (f + u, v)0,Ω − 〈σ, v〉 , ∀ v ∈ V, (6.1.3a)
ψ − y ∈ V+, σ ∈ V ∗+, 〈σ, ψ − y〉 = 0, (6.1.3b)
a(p, v) = (yd − y, v)0,Ω − 〈µ, v〉 , ∀ v ∈ V, (6.1.3c)
p = α(u− ud), (6.1.3d)
p = 0 a.e. in C, (6.1.3e)
“µ = 0 in I”. (6.1.3f)
The quotation marks in (6.1.3f) emphasize that, though the localization of the La-
grangian multiplier µ is important for the error estimator, the latter does not make
an explicit use of the fine differences between the ε−almost, almost-, and straight sta-
tionarity concepts. Furthermore, the aspect of the classification of stationary points
that specifies how the adjoint state and the multiplier associated with the adjoint state
equation interact in the biactive set is absent in both systems. Hence, the a posteri-
ori error estimate (6.1.1) is applicable to all types of the discrete and the continuous
stationary points.
6.2 Components of the reliability and efficiency estimates
In this section, we will introduce the consistency errors and data oscillations associated
with the reliability and efficiency estimates, as well as the residual-type a posteriori
error estimator consisting of the element and edge residuals.
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6.2.1 Residual-type a posteriori error estimator
The residual-type a posteriori error estimator is given by
η` := η`(y) + η`(p), (6.2.1)
where η`(y) and η`(p) consist of element residuals and edge residuals associated with
the state equation (6.1.2a) and the adjoint state equation (6.1.2a)
η`(y) :=
( ∑
T⊆Z`
η2T (y) +
∑
E∈EZ`
η2E(y)
)1/2
, (6.2.2a)
η`(p) :=
( ∑
T⊆I`
η2T (p) +
∑
E∈EI`
η2E(p)
)1/2
. (6.2.2b)
In particular, the element residuals ηT (y), ηT (p) are weighted element-wise L2-residuals
with respect to the strong form of the discrete state and discrete adjoint state equations
ηT (y) := hT ‖f + u`‖0,T , (6.2.3a)
ηT (p) := hT ‖yd − y`‖0,T , (6.2.3b)
whereas the edge residuals ηE(y), ηE(p) are weighted L2-norms of the jumps νE · [∇y`]
and νE · [∇p`] of the normal derivatives across the interior edges
ηE(y) := h1/2E ‖νE · [∇y`]‖0,E , (6.2.4a)
ηE(p) := h1/2E ‖νE · [∇p`]‖0,E . (6.2.4b)
6.2.2 Data oscillations
We distinguish between reliability and efficiency related data oscillations. The data
oscillation associated with the reliability estimate is given by
osc2`,rel :=
∑
T⊆T`
osc2T (ud), where oscT (ud) := ‖ud − ud`‖0,T , (6.2.5)
whereas the data oscillation associated with the efficiency estimate reads
osc2`,eff := osc2Z`(f) + osc
2
I`(y
d), (6.2.6)
where
osc2Z`(f) :=
∑
T⊆Z`
osc2T (f), oscT (f) := hT ‖f − f`‖0,T , (6.2.7a)
osc2I`(y
d) :=
∑
T⊆I`
osc2T (yd), oscT (yd) := hT ‖yd − yd` ‖0,T . (6.2.7b)
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6.2.3 Consistency errors
Let us denote the discretization error in the Lagrangian multipliers by
e`,σ ∈ V ∗, e`,σ(v) := 〈σ˜` − σ, v〉, ∀v ∈ V,
e`,µ ∈ V ∗, e`,µ(v) := 〈µ˜` − µ, v〉, ∀v ∈ V.
As in case of the data oscillation, we distinguish between reliability and efficiency related
consistency errors.
Consistency error associated with the reliability estimate
The error analysis involves error terms reflecting the mismatch between the continuous
and discrete active and strongly active sets and the approximation of y by y` and p by
p`, namely,
e
(1)
`,σ := e`,σ(e`,y), e
(2)
`,σ := −e`,σ(e`,p), (6.2.8a)
e
(1)
`,µ := e`,µ(e`,y), e
(2)
`,µ := e`,µ(e`,p). (6.2.8b)
These quantities constitute to the consistency error related to the reliability estimate
(or the primal-dual mismatch in complementarity):
ec`,rel := e
(1)
`,σ + e
(2)
`,σ + e
(1)
`,µ + e
(2)
`,µ. (6.2.9)
Consistency error associated with the efficiency estimate
The consistency error related to the efficiency estimate, ec`,eff , measures the mismatch
between the continuous and the discrete active and strongly active sets, but, unlike
the consistency error in the reliability, consists of contributions involving the exact
multipliers σ and µ, localized to the areas where the discrete and the continuous sets
are not matching. The expression of ec`,eff involves the so-called bubble functions (see,
e.g., [61]).
Definition 6.2.1. (Bubble functions)
Denote by λT1 , λT2 , λT3 the barycentric coordinates of T ∈ T`. The element bubble
functions are then defined by
bT :=
{
27∏3i=1 λTi , on T
0 , on Ω \ T .
If in the triangles T+ and T−, T+ ∪ T− = ωE, E ∈ E`, the vertices are enumerated so
that N`(E) are numbered first, then the edge bubble functions are given by
bE :=
{
4∏2i=1 λT±i , on T±
0 , on Ω \ ωE .
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Remark 6.2.2. Clearly, the element and the edge bubble functions satisfy bT |T ≥ 0,
supp(bT ) = T , bT |∂T = 0 and bE |ωE ≥ 0, supp(bE) = ωE , bE |∂ωE = 0, i.e., bT ∈ VT,0∩V+
and bE ∈ VωE ,0 ∩ V+.
The consistency error associated with the efficiency error estimate is given as follows
ec`,eff :=
 ∑
T⊆Z`
eσT +
∑
T⊆I`
eµT +
∑
E∈EZ`
eσωE +
∑
E∈EI`
eµωE
2 , (6.2.10)
where
eσT :=
〈σ, ψσT 〉
|ψσT |1,T
, eµT :=
〈µ, ψµT 〉
|ψµT |1,T
, eσωE := −
〈σ, ψσE〉
|ψσE |1,ωE
, eµωE := −
〈µ, ψµE〉
|ψµE |1,ωE
(6.2.11)
with ψσT , ψ
µ
T ∈ C(Ω) ∩ VT,0 and ψσE , ψµE ∈ C(Ω) ∪ VωE ,0 defined according to
ψσT := (f` + u`)bT , ψσE := νE · [∇y`]bE ,
ψµT := (yd` − y`)bT , ψµE := νE · [∇p`]bE .
6.3 Proof of the reliability estimate
Theorem 6.3.1. Let (y, σ, u, p, µ) and (y`, σ`, u`, p`, µ`) be solutions of (6.1.3) and
(6.1.2), respectively, and let η`, osc`,rel, and ec`,rel be the error estimator, the data os-
cillation, and the consistency error as given by (6.2.1), (6.2.5) and (6.2.9). Then, it
holds
|||e`|||2 . η2` + osc2`,rel + ec`,rel . (6.3.1)
The proof of Theorem 6.3.1 will be given by a series of lemmata.
We note that due to the presence of u, u` in the right-hand sides of the continuous
and the discrete state equations (6.1.2a), (6.1.3a) and of y, y` in the right-hand sides
of the continuous and the discrete adjoint state equations (6.1.2c), (6.1.3c), neither y`
nor p` satisfy Galerkin orthogonality. As in the case of the a posteriori error analysis of
finite element approximations of control and/or state constrained distributed optimal
control problems for second order elliptic PDEs (cf., e.g., [43]), Galerkin orthogonality
can be achieved with respect to an auxiliary state and an auxiliary adjoint state.
Definition 6.3.2. (Auxiliary state and auxiliary adjoint state)
The auxiliary state y(u`) ∈ V and the auxiliary adjoint state p(y`) ∈ V are the unique
exact solutions of the infinite dimensional problems
a(y(u`), v) = (f + u`, v)0,Ω − 〈σ˜`, v〉, v ∈ V, (6.3.2a)
a(p(y`), v) = (yd − y`, v)0,Ω − 〈µ˜`, v〉, v ∈ V, (6.3.2b)
respectively.
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Indeed, from (6.3.2a), (6.1.2a) and (6.3.2b), (6.1.2c) it follows easily that
a(y(u`)− y`, v`) = 0, v` ∈ V`, (6.3.3a)
a(p(y`)− p`, v`) = 0, v` ∈ V`. (6.3.3b)
Lemma 6.3.3. Let the assumptions of Theorem 6.3.1 be satisfied and let y(u`), p(y`)
be the auxiliary state and the auxiliary adjoint state as given by (6.3.2). Further, let
η`(y) and η`(p) be the components of the error estimate given by (6.2.2). Then there
holds
‖y(u`)− y`‖1,Ω . η`(y), (6.3.4a)
‖p(y`)− p`‖1,Ω . η`(p). (6.3.4b)
Proof. Set e := y(u`)− y`. There holds
a(e, e) = r(e− P`,Ce), (6.3.5)
where P`,C is Clément’s quasi-interpolation operator (see Definition 4.1.3) and r(·) is
the residual of the auxiliary state equation (6.3.2a) with respect to the approximation
y`:
r(v) = (f + u`, v)0,Ω − 〈σ˜`, v〉 − a(y`, v) , v ∈ V.
It is easy to verify (6.3.5). Indeed, according to Proposition 4.5.4, 〈σ˜`, v`〉 = 〈σˆ`, v`〉
for all v` ∈ V`. As a consequence, r(v`) = 0 for all v` ∈ V`, i.e., y` is a Galerkin
approximation of y(u`). Thus, due to the linearity of the functional r(·),
r(e− P`,Ce) = r(e)− r(P`,Ce) = r(e),
and, finally,
r(e) = (f + u`, e)0,Ω − 〈σ˜`, e〉︸ ︷︷ ︸
(6.3.2a)
= a(y(u`),e)
−a(y`, e) = a(e, e).
Relation (6.3.5) serves as a starting point for the derivation of the upper bound
(6.3.4b). For the sake of convenience, let us set e¯ := e−P`,Ce. Performing element-wise
integration by parts and taking advantage of the representation (4.5.6a) of the extension
σ˜` of the discrete multiplier σ`, by straightforward elimination we obtain
r(e¯) =
∑
T∈T`
(f + u`, e¯)0,T −
∑
E∈E`
(νE · [∇y`], e¯)0,E − 〈σ˜`, e¯〉
=
∑
T⊆Z`
(f + u`, e¯)0,T −
∑
E∈EZ`
(νE · [∇y`], e¯)0,E − F`,σ(P`,SZ e¯),
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and, consequently,
|r(e¯)| ≤ |
∑
T⊆Z`
(f + u`, e¯)0,T |+ |
∑
E∈EZ`
(νE · [∇y`], e¯)0,E |+ |F`,σ(P`,SZ e¯)|.
The estimation of the first two terms on the right-hand side is based on the properties
of the Clément’s quasi-interpolation operator (4.1.3) that yield
‖e¯‖0,T . hT |e|1,ωT
`
, ‖e¯‖0,E . h1/2T |e|1,ωE`
(see Figure 4.1 for the visualization of the patches ωT` and ωE` ). We obtain
|
∑
T⊆Z`
(f + u`, e¯)0,T |≤
∑
T⊆Z`
‖f + u`‖0,T ‖e¯‖0,T .
∑
T⊆Z`
ηT (y)|e|1,ωT
`
and
|
∑
E∈EZ`
(νE · [∇y`], e¯)0,E | ≤
∑
E∈EZ`
‖(νE · [∇y`]‖0,E‖e¯‖0,E .
∑
E∈EZ`
ηE(y)|e|1,ωE
`
.
To estimate the third term, we use the properties of the Scott-Zhang interpolation
operator, preliminary bounding the term from above by the sum
|F`,σ(P`,SZ e¯)| ≤
∑
T⊆F`(σ`)
(
‖f + u`‖0,T
∑
a∈N`(T )∩C`
‖P`,SZ e¯(a)ϕ(a)` ‖0,T
)
+
∑
E∈EF`(σ`)
‖νE · [∇y`]‖0,E‖P`,SZ e¯(a′E)ϕ(a
′
E)
` ‖0,E ,
a′E = N`(E) ∩ C`, E ∈ EF`(σ`).
The elementary properties of the nodal basis functions
‖ϕ(a)` ‖0,T . hT , a ∈ N`(T ), (6.3.6)
‖ϕ(a)` ‖0,E . h1/2E , a ∈ N`(E) (6.3.7)
(see, e.g., [18], Th. 3.1.2.), as well as the properties of the Scott-Zhang interpolation
operator yield
∑
a∈N`(T )∩C`
‖P`,SZ e¯(a)ϕ(a)` ‖0,T =
∑
a∈N`(T )∩C`
|P`,SZ e¯(a)| ‖ϕ(a)` ‖0,T
(6.3.6)
. hT
∑
a∈N`(T )∩C`
|P`,SZ e¯(a)|
Prop. 4.1.7 (ii)
. hT
∑
a∈N`(T )∩C`
h−1
T (a)
‖e¯‖0,T (a) . hT
∑
a∈N`(T )∩C`
|e|1,ωT (a)
`
and
‖P`,SZ e¯(a′E)ϕ(a
′
E)
` ‖0,E= |P`,SZ e¯(a′E)| ‖ϕ
(a′E)
` ‖0,E
(6.3.7)
. h1/2E h−1
T
(a′
E
)‖e¯‖0,T (a′E).h
1/2
E |e|1,ωT (a′E)
`
.
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Here, T (a) stands for the fixed element in ωa` which is used in the computation of the
nodal coefficient P`,SZ e¯(a). Hence, it follows that
|F`,σ(P`,SZ e¯)| .
∑
T⊆F`(σ`)
ηT (y)|e|1,ω˜T +
∑
E∈EF`(σ`)
ηE(y)|e|
1,ωT
(a′
E
)
`
,
where
ω˜T :=
⋃
a∈N`(T )∩C`
ωT
(a)
` .
Summarizing all the above estimates, we deduce
|r(e¯)| .
∑
T⊆Z`
ηT (y)|e|1,ω̂T +
∑
E∈EZ`
ηE(y) |e|1,ω̂E ,
where
ω̂T :=
{
ω˜T ∪ ωT` , if T ⊆ F`(σ`)
ωT` , else
, ω̂E :=
{
ωT
(a′
E
)
` ∪ ωE` , if E ∈ EF`(σ`)
ωE` , else
.
Applying the Cauchy-Schwarz inequality for sums and taking into account that the
patches ωT` and ωE` have a finite overlap, we get
|r(e¯)| .
 ∑
T⊆Z`)
η2T (y)
1/2 ∑
T⊆Z`
|e|21,ω̂T
1/2 +
 ∑
E∈EZ`
η2E(y)
1/2 ∑
E∈EZ`
|e|21,ω̂E
1/2
.
 ∑
T⊆Z`
η2T (y) +
∑
E∈EZ`∪EF`(σ`)
η2E(y)
1/2 ∑
T⊆Z`
|e|21,ω̂T +
∑
E∈EZ`
|e|21,ω̂E
1/2 . η`(y)|e|1,Ω.
Using the preceding inequality and (2.1.1b) in (6.3.5) gives (6.3.4a).
For the proof of (6.3.4b) we set e := p(y`)− p` and obtain
‖e‖21,Ω . a(e, e) = r(e− P`,Ce), (6.3.8)
where the residual r(·) is given by
r(v) := (yd − y`, v)0,Ω − a(p`, v)− 〈µ˜`, v〉, v ∈ V .
Setting e¯ := e−P`,Ce, element-wise integration by parts and the representation (4.5.6b)
of the extension µ˜ lead to
r(e¯) =
∑
T∈T`
(yd − y`, e¯)0,T −
∑
E∈E`
(νE · [∇p`], e¯)0,E − 〈µ˜`, e¯〉 (6.3.9)
=
∑
T⊆I`
(yd − y`, e¯)0,T −
∑
E∈EI`
(νE · [∇p`], e¯)0,E − F`,µ(P`,SZ e¯).
The terms on the right-hand side can be estimated from above in much the same way
as before resulting in
|r(e¯)| . η`(p)|e|1,Ω,
which together with (6.3.8) proves the assertion.
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Lemma 6.3.4. Let the assumptions of Theorem 6.3.1 be satisfied and let y(u`), p(y`)
be the auxiliary state and the auxiliary adjoint state as given by (6.3.2). Further, let
e
(1)
`,σ and e
(2)
`,µ be the consistency error terms given by (6.2.8). Then, there holds
‖y − y(u`)‖21,Ω . ‖e`,u‖20,Ω + η2` (y) + e(1)`,σ, (6.3.10a)
‖p− p(y`)‖21,Ω . ‖e`,y‖20,Ω + η2` (p) + e(2)`,µ. (6.3.10b)
Proof. Subtracting (6.3.2a) from (6.1.3a) yields
a(y − y(u`), v) = (e`,u, v)0,Ω + e`,σ(v), ∀v ∈ V. (6.3.11)
Choosing v = y − y(u`) and observing (2.1.1b), we obtain
γa‖y − y(u`)‖21,Ω ≤ a(y − y(u`), y − y(u`))
= (e`,u, y − y(u`))0,Ω + e`,σ(y` − y(u`)) + e(1)`,σ. (6.3.12)
The Cauchy-Schwarz inequality and the Young’s inequality (|ab| ≤ δ2a2 + 12δ b2, δ > 0)
with δ = γa2 gives
|(e`,u, y − y(u`))0,Ω| ≤ γa4 ‖y − y(u`)‖
2
0,Ω +
1
γa
‖e`,u‖20,Ω. (6.3.13)
Moreover, if we choose v = y` − y(u`) in (6.3.11), we obtain
e`,σ(y` − y(u`)) = (e`,u, y(u`)− y`)0,Ω + a(y − y(u`), y` − y(u`)).
Another application of the Cauchy-Schwarz inequality and Young’s inequality yield
|e`,σ(y` − y(u`))| ≤ γa4 ‖y − y(u`)‖
2
1,Ω +
2
γa
‖y` − y(u`)‖21,Ω +
γa
4 ‖e`,u‖
2
0,Ω. (6.3.14)
Using (6.3.13) and (6.3.14) in (6.3.12), we get
γa‖y − y(u`)‖21,Ω ≤
γa
2 ‖y − y(u`)‖
2
1,Ω +
[ 1
γa
+ γa4
]
‖e`,u‖20,Ω +
2
γa
‖y` − y(u`)‖21,Ω + e(1)`,σ,
Setting
d1 :=
γ2a + 4
2γ2a
, d2 :=
4
γ2a
, d3 :=
2
γa
, (6.3.15)
it follows that
‖y − y(u`)‖21,Ω ≤ d1 ‖e`,u‖20,Ω + d2 ‖y` − y(u`)‖21,Ω + d3 e(1)`,σ, (6.3.16)
The second term on the right-hand side in (6.3.16) can be estimated from above by
(6.3.4a) which results in (6.3.10a).
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The estimate (6.3.10b) can be established by using similar arguments. Subtracting
(6.3.2b) from (6.1.3c) yields
a(p− p(y`), v) = −(e`,y, v) + e`,µ(v), ∀v ∈ V. (6.3.17)
Choosing v = p− p(y`) and v = p` − p(y`), we obtain
γa‖p− p(y`)‖21,Ω ≤ a(p− p(y`), p− p(y`)) = (e`,y, p(y`)− p)0,Ω + e`,µ(p` − p(y`)) + e(2)`,µ,
e`,µ(p` − p(y`)) = (e`,y, p` − p(y`))0,Ω + a(p− p(y`), p` − p(y`)).
An application of the Cauchy-Schwarz inequality and Young’s inequality gives
‖p− p(y`)‖21,Ω ≤ d1 ‖e`,y‖20,Ω + d2 ‖p` − p(y`)‖21,Ω + d3 e(2)`,µ, (6.3.18)
from which (6.3.10b) can be deduced in view of (6.3.4b).
Lemma 6.3.5. Let the assumptions of Theorem 6.3.1 be satisfied and let η`, osc`,rel,
and ec`,rel be the residual-type error estimator (6.2.1), the data oscillation osc`,rel (6.2.5),
and the consistency error term ec`,rel (6.2.9). Then, it holds
‖eu‖20,Ω . η2` + osc2`,rel + ec`,rel. (6.3.19)
Proof. Combining (6.1.2d) and (6.1.3d) we obtain
‖e`,u‖20,Ω = (e`,u, u− u`)0,Ω (6.3.20)
= (e`,u, ud − ud` )0,Ω + (e`,u, (u− ud)− (u` − ud` ))0,Ω
= (e`,u, ud − ud` )0,Ω + α−1(e`,u, p− p`)0,Ω.
The first term on the right-hand side in (6.3.20) can be estimated from above using the
Young’s inequality with δ = 2
|(e`,u, ud − ud` )0,Ω| ≤
1
4‖e`,u‖
2
0,Ω + osc2` (ud). (6.3.21)
The second term can be split according to
(e`,u, p− p`)0,Ω = (e`,u, p− p(y`))0,Ω + (e`,u, p(y`)− p`)0,Ω. (6.3.22)
For the estimation of the first term on the right-hand side in (6.3.22) we choose v =
p− p(y`) in (6.3.11) which gives
a(y − y(u`), p− p(y`)) = (e`,u, p− p(y`))0,Ω + e`,σ(p− p(y`)). (6.3.23)
On the other hand, choosing v = y − y(u`) in (6.3.17) yields
a(p− p(y`), y − y(u`)) = −(e`,y, y − y(u`))0,Ω + e`,µ(y − y(u`)). (6.3.24)
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Combining (6.3.23) and (6.3.24) and using the symmetry of a(·, ·), it follows that
(e`,u, p− p(y`))0,Ω = a(y − y(u`), p− p(y`)) + e`,σ(p(y`)− p)
= −(e`,y, y − y(u`))0,Ω + e`,µ(y − y(u`)) + e`,σ(p(y`)− p)
= −(e`,y, y − y(u`))0,Ω + e(1)`,µ + e(2)`,σ + e`,µ(y` − y(u`)) + e`,σ(p(y`)− p`).
Now, choosing v = y` − y(u`) in (6.3.17) and v = p(y`)− p` in (6.3.11), we find
e`,µ(y` − y(u`)) = (e`,y, y` − y(u`))0,Ω + a(p− p(y`), y` − y(u`)),
e`,σ(p(y`)− p`) = −(e`,u, p(y`)− p`)0,Ω + a(y − y(u`), p(y`)− p`),
and hence,
(e`,u, p− p(y`))0,Ω = −‖e`,y‖20,Ω + e(1)`,µ + e(2)`,σ+ (6.3.25)
+ a(p− p(y`), y` − y(u`)) + a(y − y(u`), p(y`)− p`)− (e`,u, p(y`)− p`)0,Ω.
Using (6.3.25) in (6.3.22) results in
(e`,u, p− p`)0,Ω = −‖e`,y‖20,Ω + e(1)`,µ + e(2)`,σ (6.3.26)
+ a(p− p(y`), y` − y(u`))︸ ︷︷ ︸
=: [I]
+ a(y − y(u`), p(y`)− p`)︸ ︷︷ ︸
=: [II]
.
Young’s inequality gives
[I] ≤ |p− p(y`)|1,Ω|y` − y(u`)|1,Ω ≤ ‖p− p(y`)‖1,Ω‖y` − y(u`)‖1,Ω
≤ 12δ‖p− p(y`)‖
2
1,Ω +
δ
2‖y` − y(u`)‖
2
1,Ω , ∀δ > 0 .
Using (6.3.18) and choosing δ = d1/2 (cf. (6.3.15)), we get
[I] ≤ ‖e`,y‖20,Ω +
d2
d1
‖p` − p(y`)‖21,Ω +
d3
d1
e
(2)
`,µ +
d1
4 ‖y` − y(u`)‖
2
1,Ω . (6.3.27)
Similarly,
[II] ≤ 12δ‖y − y(u`)‖
2
1,Ω +
δ
2‖p` − p(y`)‖
2
1,Ω , ∀δ > 0 .
Observing (6.3.16), we choose δ = 2d1/α and obtain
[II] ≤ α4 ‖e`,u‖
2
0,Ω +
αd2
4d1
‖y` − y(u`)‖21,Ω +
αd3
4d1
e
(1)
`,σ +
d1
α
‖p` − p(y`)‖21,Ω. (6.3.28)
Using (6.3.21) and (6.3.26) - (6.3.28) in (6.3.20), it follows that
‖e`,u‖20,Ω . ‖p` − p(y`)‖21,Ω + ‖y` − y(u`)‖21,Ω + osc2`,rel + ec`,rel . (6.3.29)
The assertion (6.3.19) follows from (6.3.29) by taking (6.3.4a), (6.3.4b) from Lemma
6.3.3 into account.
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Proof of Theorem 6.3.1. The estimate (6.3.1) follows from the preceding Lemmas 6.3.3,
6.3.4, and 6.3.5 in view of
e`,y = y − y(u`) + y(u`)− y`,
e`,p = p− p(y`) + p(y`)− p`.
and the Young’s inequality, which imply
‖e`,y‖21,Ω ≤
3
2‖y − y(u`)‖
2
1,Ω +
3
2‖y(u`)− y`‖
2
1,Ω (6.3.30)
Lem.6.3.3
Lem.6.3.4
. ‖e`,u‖20,Ω + η2` (y) + e(1)`,σ
Lem.6.3.5
. η2` + osc2`,rel + ec`,rel ,
‖e`,p‖21,Ω ≤
3
2‖p− p(y`)‖
2
1,Ω +
3
2‖p(y`)− p`‖
2
1,Ω
Lem.6.3.3
Lem.6.3.4
. ‖e`,y‖20,Ω + η2` (p) + e(2)`,µ
(6.3.30)
. η2` + osc2`,rel + ec`,rel .

6.4 Proof of the efficiency estimate
Theorem 6.4.1. Let (y, σ, u, p, µ) and (y`, σ`, u`, p`, µ`) be solutions of (6.1.3) and
(6.1.2), respectively, and let η`, osc`,eff , and ec`,eff be the error estimator, the data
oscillation, and the consistency error as given by (6.2.1), (6.2.6) and (6.2.10). Then,
it holds
η2` − osc2`,eff − ec`,eff . |||e`|||2 .
The proof of Theorem 6.4.1 will be provided by the subsequent two lemmas, taking
into account the following well-known properties (see, e.g., [61]) of the element bubble
functions
‖q`‖20,T . (q`, q`bT )0,T , q` ∈ P1(T ) , (6.4.1a)
‖q`bT ‖0,T . ‖q`‖0,T , q` ∈ P1(T ) , (6.4.1b)
h−1T ‖q`‖0,T . |q`bT |1,T . h−1T ‖q`‖0,T , q` ∈ P1(T ) , (6.4.1c)
and of the edge bubble functions
‖q`‖20,E . (q`, q`bE)0,E , q` ∈ P1(E) , (6.4.2a)
‖q`bE‖0,ωE . h1/2E ‖q`‖0,E , q` ∈ P0(E) , (6.4.2b)
h
−1/2
E ‖q`‖0,E . |q`bE |1,ωE . h−1/2E ‖q`‖0,E , q` ∈ P0(E) . (6.4.2c)
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Lemma 6.4.2. Let the assumptions of Theorem 6.4.1 be satisfied and let ηT (y), ηT (p),
oscT (f), oscT (yd), eσT , and e
µ
T be the element residuals (6.2.3), the data oscillations
(6.2.7), and the consistency error terms defined in (6.2.11), respectively. Then, for all
T ⊆ Z` it holds
ηT (y) . ‖e`,y‖1,T + hT ‖e`,u‖0,T + oscT (f) + eσT , (6.4.3a)
whereas for all T ⊆ I` we have
ηT (p) . ‖e`,p‖1,T + hT ‖e`,y‖0,T + oscT (yd) + eµT . (6.4.3b)
Proof. Setting ψσT = (f` + u`)bT ∈ C(Ω) ∩ VT,0, in view of (6.4.1a), ∆y`|T = 0, and
Green’s formula, we obtain
h2T ‖f` + u`‖20,T . h2T (f` + u`, ψσT )0,T = h2T (f` + u` + ∆y`, ψσT )0,T (6.4.4)
= h2T
∫
∂T
ν∂T · ∇y` ψσT ds︸ ︷︷ ︸
=0, as ψσT=0 on ∂T
−h2T aT (y`, ψσT ) + h2T (f` + u`, ψσT )0,T .
On the other hand, since ψσT is an admissible test function in (6.1.3a), we have
aT (y, ψσT )− (f + u, ψσT )0,T + 〈σ, ψσT 〉 = 0. (6.4.5)
Using (6.4.5) in (6.4.4), it follows that
h2T ‖f` + u`‖20,T . h2T [aT (y, ψσT )− (f + u, ψσT )0,T + 〈σ, ψσT 〉] (6.4.6)
− h2T [aT (y`, ψσT )− (f` + u`, ψσT )0,T ]
= h2T [aT (y − y`, ψσT )− (f − f`, ψσT )0,T − (u− u`, ψσT )0,T + 〈σ, ψσT 〉]
≤ h2T [|e`,y|1,T |ψσT |1,T + ‖e`,u‖0,T ‖ψσT ‖0,T + ‖f − f`‖0,T ‖ψσT ‖0,T + eσT |ψσT |1,T ] .
In view of (6.4.1b) and (6.4.1c), it holds
h−1T ‖f` + u`‖0,T . |ψσT |1,T = |bT (f` + u`)︸ ︷︷ ︸
∈P1(T )
|1,T . h−1T ‖f` + u`‖0,T , (6.4.7)
‖ψσT ‖0,T . ‖f` + u`‖0,T .
Now, using (6.4.7) in (6.4.6), we get
h2T ‖f` + u`‖20,T . hT ‖f` + u`‖0,T
[
‖e`,y‖1,T + hT ‖e`,u‖0,T + oscT (f) + eσT
]
.
Combining the preceding estimate with ηT (y) ≤ hT ‖f`+u`‖0,T+oscT (f) yields (6.4.3a).
For the proof of (6.4.3b) we choose ψµT := (yd` − y`)bT ∈ C(Ω) ∩ VT,0. Again, taking
advantage of (6.4.1a), ∆ph|T = 0, and Green’s formula, we get
h2T ‖yd` − y`‖20,T . h2T (yd` − y`, ψµT )0,T = −h2TaT (p`, ψµT ) + h2T (yd` − y`, ψµT )0,T . (6.4.8)
83
6 A posteriori error analysis
Since ψµT is admissible in (6.1.3c), we have
aT (p, ψµT )− (yd − y, ψµT )0,T + 〈µ, ψµT 〉 = 0.
Adding this expression to the right-hand side of (6.4.8), we obtain
h2T ‖yd` − y`‖20,T . h2T
[
aT (p− p`, ψµT ) + (y − y`, ψµT )0,T − (yd − yd` , ψµT )0,T + 〈µ, ψµT 〉
]
. h2T |ep|1,T |ψµT |1,T + h2T ‖ey‖0,T ‖ψµT ‖0,T + hT oscT (yd)‖ψµT ‖0,T + h2T eµT |ψµT |1,T .
Finally, an application of (6.4.1b), (6.4.1c) leads to
ηT (p) ≤ hT ‖yd` − y`‖0,T + oscT (yd) . ‖e`,p‖1,T + hT ‖e`,y‖0,T ,+oscT (yd) + eµT
which implies (6.4.3b).
Lemma 6.4.3. Let the assumptions of Theorem 6.4.1 be satisfied and let ηT (y), ηT (p),
eσωE and e
µ
ωE
be the edge residuals (6.2.4) and the consistency error terms defined in
(6.2.11), respectively. Further, for E = T+ ∩ T−, T± ∈ T` let
ηωE (y) := ηT+(y) + ηT−(y), oscωE (f) := oscT+(f) + oscT−(f), (6.4.9a)
ηωE (p) := ηT+(p) + ηT−(p), oscωE (yd) := oscT+(yd) + oscT−(yd). (6.4.9b)
Then, for all E ∈ EZ` we have
ηE(y) . ‖e`,y‖1,ωE + hE‖e`,u‖0,ωE + oscωE (f) + ηωE (y) + eσωE , (6.4.10a)
whereas for all E ∈ EI` it holds
ηE(p) . ‖e`,p‖1,ωE + hE‖e`,y‖0,ωE + oscωE (yd) + ηωE (p) + eµωE . (6.4.10b)
Proof. For E ∈ EZ` we set ψσE := νE · [∇y`]bE ∈ C(Ω)∪ VωE ,0. Note that in our setting
νE · [∇y`] ∈ P0(E). Then, (6.4.2a) implies
η2E(y) = hE‖νE · [∇y`]‖20,E . hE(νE · [∇y`], ψσE)0,E (6.4.11)
= hE(ν∂T+ · ∇y`|T+ , ψσE)0,E + hE(ν∂T− · ∇y`|T− , ψσE)0,E .
Using Green’s formula, ∆y`|T± = 0, and the fact that ψσE |T ′ = 0, E′ ∈ ∂T± \ {E}
(property inherited from bE) yields
aT±(y`, ψσE) = (∇y`,∇ψσE)0,T± = (ν∂T± · ∇y`|T± , ψσE)0,E . (6.4.12)
Using (6.4.12) in (6.4.11) gives
η2E(y) . hE aωE (y`, ψσE). (6.4.13)
Since ψσE is an admissible test function in (6.1.3a), we get
aωE (y, ψσE) − (f + u, ψσE)0,ωE + 〈σ, ψσE〉 = 0 . (6.4.14)
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Combining (6.4.14) and (6.4.13), we obtain
η2E(y) . hEa(y` − y, ψσE) + hE(f` + u`, ψσE)0,ωE (6.4.15)
+ hE(f − f`, ψσE)0,ωE + hE(u− u`, ψσE)0,ωE − hE〈σ, ψσE〉
≤ hE |y − y`|1,ωE |ψσE |1,ωE + hE ‖f` + u`‖0,ωE‖ψσE‖0,ωE
+ hE‖u− u`‖0,ωE‖ψσE‖0,ωE + hE ‖f − f`‖0,ωE‖ψσE‖0,ωE + hE eσωE |ψσE |1,ωE .
Moreover, (6.4.2b) and (6.4.2c) imply
h
−1/2
E ‖νE · [∇y`]‖0,E . |ψσE |1,ωE = |bEνE · [∇y`]|1,ωE . h−1/2E ‖νE · [∇y`]‖0,E , (6.4.16)
‖ψσE‖0,ωE . h1/2E ‖νE · [∇y`]‖0,E .
Using (6.4.16) in (6.4.15) yields
ηE(y) . ‖e`,y‖1,ωE + hE‖e`,u‖0,ωE + hE‖f` + u`‖0,ωE + oscωE (f) + eσωE .
Due to the shape regularity of the triangulation, for E ∈ E`(T ) we have hE . hT . hE
and hence,
hE‖f` + u`‖0,ωE ≤ hE‖f` + u`‖0,T+ + hE‖f` + u`‖0,T−
. hT+‖f` + u`‖0,T+ + hT−‖f` + u`‖0,T− = ηωE (y).
The preceding two estimates result in (6.4.10a) . The assertion (6.4.10b) can be verified
by similar arguments.
Proof of Theorem 6.4.1. Due to (6.2.1) and (6.2.2), we have
η2` =
∑
T⊆Z`
η2T (y) +
∑
E∈EZ`
η2E(y) +
∑
T⊆I`
η2T (p) +
∑
E∈EI`
η2E(p).
The element and edge residuals on the right-hand side can be estimated by means of
(6.4.3), (6.4.10), and the Young’s inequality:
η2` . ‖e`,y‖21,Ω + ‖e`,p‖21,Ω + ‖e`,u‖20,Ω + osc2Z`(f) + osc2I`(yd) + ec`,eff
+
∑
E∈EZ`
osc2ωE (f) +
∑
E∈EI`
osc2ωE (y
d) +
∑
E∈EZ`
η2ωE (y) +
∑
E∈EI`
η2ωE (p).
Due to (4.3.1) and (6.4.9), the residuals ηωE (y), ηωE (p) can be estimated by (6.4.3).
Taking advantage of the finite overlap of the patches, we get
η2` . ‖ey`,‖21,Ω + ‖e`,p‖21,Ω + ‖e`,u‖20,Ω + osc2Z`(f) + osc2I`(yd) + ec`,eff .

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6.5 Discussion of the a posteriori error estimate
In this section, we will clarify the meaning of the a posteriori error estimate (6.1.1) in
view of the non-uniqueness of the continuous stationary points, discuss the consistency
error terms ec`,rel, ec`,eff , and introduce a simplified form of the consistency error term
ec`,eff .
6.5.1 Simplified form of the consistency error ec`,eff
It is possible to eliminate the functions ψσT , ψ
µ
T , ψσE , and ψ
µ
E from the expression of
ec`,eff . We have
ec`,eff ≤
 ∑
T⊆Z`
|eσT | +
∑
T⊆I`
|eµT | +
∑
E∈EZ`
|eσωE | +
∑
E∈EI`
|eµωE |
2 . (6.5.1)
On one hand, using (2.3.5) in (6.5.1), we can obtain an upper estimate of ec`,eff in terms
of local H−1−norms:
ec`,eff .
 ∑
T⊆Z`
‖σ‖−1,T +
∑
T⊆I`
‖µ‖−1,T +
∑
E∈EZ`
‖σ‖−1,ωE +
∑
E∈EI`
‖µ‖−1,ωE
2 . (6.5.2)
On the other hand, if σ, µ ∈ L2(Ω), applying the Hölder inequality in the nominator
and the Friedrichs inequality in the denominator of each summand in (6.5.1), we get
the following estimate in terms of local L2−norms
ec`,eff .
 ∑
T⊆Z`
hT ‖σ‖0,T +
∑
T⊆I`
hT ‖µ‖0,T +
∑
E∈EZ`
hE‖σ‖0,ωE +
∑
E∈EI`
hE‖µ‖0,ωE
2 .
which, in view of finite overlap of patches, can obviously be reduced to
ec`,eff . e
c,L2
`,eff :=
∑
T⊆Z`
h2T ‖σ‖20,T +
∑
T⊆I`
h2T ‖µ‖20,T . (6.5.3)
The latter estimate will be used as the basis for the heuristic approximation of ec`,eff
suggested in the following section.
6.5.2 Interpretation of the error estimate in view of the
non-uniqueness of solutions
In this paragraph, we will employ the notation U , U` for stationary points (cf. Section
5.3) and D := (f, yd, ud), D` := (f`, yd` , ud` ) for the data of the continuous and discrete
optimal control problems.
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For the sake of brevity, the information about the dependence on U , U` and D, D`
was omitted in the notation used for the components of the a posteriori error estimate
(6.1.1). In order to understand the meaning of the estimate from the perspective of non-
uniqueness of stationary points, we have to add an explicit record of the dependence
on U , U`, D, and D` to all of its components. In particular, we have
e` = e`(U,U`), ec`,eff = ec`,eff (U,U`), ec`,rel = ec`,rel(U,U`),
η` = η`(U`, D`), osc`,eff = osc`,eff (D,D`), osc`,rel = osc`,rel(D,D`),
whence, the estimate (6.1.1) can be rewritten as
η2` (U`, D`)−osc2`,eff (D,D`)−ec`,eff (U,U`) . |||e`(U,U`)|||2 (6.5.4)
. η2` (U`, D`)+osc2`,rel(D,D`)+ec`,rel(U,U`).
The arguments U`, D, and D` are known and fixed, whereas U can represent any
(usually unknown) solution of the continuous system (6.1.3). The error estimate thus
contains incomputable components dependent on U : these are the consistency errors
terms ec`,eff (U,U`) and ec`,rel(U,U`). Hence, realistically, (6.5.4) is only suited for U =
U∗ with
|ec`,rel(U∗, U`)|/η2` (U`, D`) 1, |ec`,eff (U∗, U`)|/η2` (U`, D`) 1, (6.5.5)
so that the unknown quantities ec`,rel(U∗, U`), ec`,eff (U∗, U`) can be genuinely neglected
in the expression of the estimate. The latter can be expected only if U` is “close” to U∗
as we will see in the next paragraph. Then, given the data oscillation terms are small,
the computable error estimator η`(U`, D`) will provide us with the essential information
about the error |||e`(U∗, U`)|||2. Thus, when applying the a posteriori error estimate in
practice, the following is implicitly assumed.
Assumption 6.5.1. In the context of discrete stationary points computed on sequences
of finite element triangulations {T`}N, we assume that the sequence of discrete stationary
points {U`}N converges to a continuous stationary point U∗ in such a way that
there exists ¯`∈ N such that (6.5.5) is satisfied for ` ≥ ¯`. (6.5.6)
Note that if {T`}N is a sequence of uniformly refined meshes, Assumption 6.5.1 is to some
extent supported by the convergence result of Theorem 5.1.4. The situation is more
subtle in case of adaptively refined meshes: no convergence result for adaptive solutions
is available so far. In the numerical experiments, the magnitude of the consistency errors
will be compared with that of the error estimator for examples with known analytical
solution. Theoretical justification of (6.5.6) for sequences of uniform and adaptive
meshes is left out of scope of this work. Note, however, that if (6.5.5) are not satisfied,
the applicability of the estimate (6.5.4) should be put into question. We will discuss
the consistency errors in more detail in the next paragraph.
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Remark 6.5.2. Considering the issue of the non-uniqueness of the solution, the fol-
lowing can be stated: the a posteriori error estimate (6.1.1) should be viewed and used
as an estimate of the difference between U` and the continuous stationary point ap-
proximated by U` (the continuous stationary point with the ratios (6.5.5) of possibly
smallest magnitude). In other words, once we are converging towards a solution, the
non-uniqueness is irrelevant with respect to our a posteriori error estimate: we are ba-
sically in a situation equivalent to solving a problem with a unique solution. However,
it has to be emphasized that convergence to a solution does not automatically imply
the consistency errors to be small compared to the error estimator.
6.5.3 Consistency errors and local properties of solutions
We can expect consistency errors ec`,rel, ec`,eff to be small comparing to η2` if two condi-
tions are satisfied simultaneously:
(i) the continuous subsets of Ω are well approximated by their discrete prototypes;
(ii) the local (complementarity) properties of the functions and functionals involved
lead to mutual cancellation of parts of their dual products;
(iii) the solution functions and functionals are well-approximated by their discrete
equivalents.
Condition (i) can be rephrased in terms of the following assumption.
Assumption 6.5.3. For `→∞, there holds
‖χZ` − χZ‖L1(Ω) → 0 and ‖χI` − χI‖L1(Ω) → 0.
Again, though plausible for the case of uniform mesh refinement, the validity of this as-
sumption in case of adaptively generated meshes will have to be verified in the numerical
experiments.
Local properties of the discrete and continuous solution functions mentioned in (ii)
are given by (6.1.2b), (6.1.2e), (6.1.2f), (6.1.3b), (6.1.3e), and (6.1.3f). These properties
are essential for the understanding of the behavior of the consistency error terms. Let
us look, for instance, at the component e(2)`,σ of ec`,rel. As e`,σ = 0 in Z ∩
◦Z` and e`,p = 0
in C ∩ C`, only quantities from the set
Ω(2)`,σ := Ω \ ((Z ∩
◦Z`) ∪ (C ∩ C`))
can possibly contribute to e(2)`,σ. If additionally σˆ`, p` approximate σ, p in some sense
(cf. condition (iii)), due to e`,σ ≈ 0 in C ∩ (C` ∪ F`(σ`)) and e`,p ≈ 0 in Z ∩ Z`, the
essential contributions to e(2)`,σ could only come from the set
Ω˜(2)`,σ := Ω
(2)
`,σ \ F`(σ`).
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The other terms of ec`,rel can be analyzed similarly. What concerns ec`,eff , in view of
(6.5.2) and (4.3.1), only the part of σ associated with C ∩ Z` and of µ with A∩ I` will
contribute. Thus, when Z ∩Z` and I ∩I` are small, we may expect the quantities ec`,rel
and ec`,eff to be small compared to the error estimator η` that lives on significantly
larger sets Z` and I`.
Remark 6.5.4. Unlike the case of a posteriori error analysis for the state constraint
optimal control problem suggested in [43], the value of ec`,rel depends only on the contin-
uous and discrete state and adjoint state functions, and not on the auxiliary functions
y(u`) and p(y`). We are able to eliminate the auxiliary functions from the error esti-
mate as the terms e`,σ(y(u`)− y`), e`,σ(p`− p(y`)), e`,µ(y(u`)− y`), and e`,µ(p(y`)− p`)
can be controlled by the error estimator η`. In view of (ii), this is an advantage of the
error estimate as the auxiliary functions y(u`), p(y`) do not inherit any local properties
of y, p and y`, p`. Moreover, being independent on the auxiliary states, ec`,rel can be
computed for those examples where the analytical solution of the continuos problem is
known.
Remark 6.5.5. Due to the lack of substantial dependence of the computable parts of
the error estimate on the type of stationary points, the influence of the latter on the
performance of the error estimate has not been investigated in this work. However, it
is not difficult to see that ec`,rel and ec`,eff are the only parts of the estimator sensitive
to the type of the discrete and continuous stationarity points. A more detailed analysis
of the consistency errors could make use of this additional information.
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6.6 Approximation of the consistency errors
In this section, we will provide fully computable heuristic approximations for the relia-
bility and efficiency consistency errors ec`,rel, ec`,eff .
6.6.1 Approximation of characteristic functions
We will follow the approach suggested in [32, 34, 47] for the case of adaptive finite
element approximations of control and/or state constrained optimally controlled second
order elliptic boundary value problems. First, we will provide approximations of the
characteristic functions χA and χZ of the active set A and the zero set Z by means of
the available finite element solutions. The original method of [47] will be improved by
the local mesh size h¯` ∈ S` as a finite-element function whose nodal values are obtained
by averaging the diameters of the triangles within the associated patches:
h¯`(a) :=
1
card(ωa` )
∑
T∈ωa
`
hT , a ∈ N `.
The use of the local mesh size makes the heuristic estimates more suitable for adaptively
refined meshes. Some of the approximations will employ V`-realizations of the discrete
Lagrangian multipliers σ′`, µ′` ∈ V` defined by
(σ′`, ϕ
(a)
` )0,Ω := 〈〈σ`, ϕ(a)` 〉〉, (µ′`, ϕ(a)` )0,Ω := 〈〈µ`, ϕ(a)` 〉〉, ∀ a ∈ N`.
Using the convention of Section 4.4.2, we denote the vectors of coefficients of σ′`, µ′` by
σ′`, µ′` ∈ RN` and obtain
σ` = MN`N`σ′`, µ` = MN`N`µ′`.
Thus, the values of σ′`, µ′` in the interior nodes are determined via
σ′` = M−1N`N`σ`, µ
′
` = M−1N`N`µ`.
The approximations χ`,A ∈ S`, χ`,Z ∈ V` of the characteristic functions χA, χZ are
defined by means of
χ`,A(a) := 1− (ψ` − y`)(a)
γh¯r`(a) + (ψ` − y`)(a)
, a ∈ N ` , (6.6.1a)
χ`,Z(a) := 1− σ
′
`(a)
γh¯r`(a) + σ′`(a)
, a ∈ N` , (6.6.1b)
where 0 < γ ≤ 1 and r > 0 are fixed. In case of uniform meshes with h¯` ≈ h` := max
T∈T`
hT ,
the following result reflects the approximation properties of χ`,A, χ`,Z (cf. [47]).
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Proposition 6.6.1. For ε ∈ [0, 1) and γ, r as in (6.6.1) consider the partition
I ∩ I` = I1 ∪ I2,
where the sets Ik, 1 ≤ k ≤ 2, are given by
I1 := {x ∈ I | 0 < ψ`(x)− y`(x) ≤ γhεr` },
I2 := {x ∈ I |ψ`(x)− y`(x) > γhεr` }.
Then, it holds
‖χA − χ`,A‖0,ω

= 0 , ω ⊂ A ∩A`
< min{|ω|1/2, γ−1h−r` ‖y` − ψ`‖0,ω}, ω ⊂ A ∩ I`
= |ω|1/2 , ω ⊂ I ∩ A`
< |ω|1/2 , ω ⊂ I1
< |ω|1/2hr(1−ε)` , ω ⊂ I2
.
Proof. Without loss of generality we may assume h` ≤ 1. For the proof of the first
assertion we distinguish several cases.
Case 1 (ω ⊂ A ∩A`): χ`,A|ω = χA|ω = 1 and thus ‖χA − χ`,A‖0,ω = 0.
Case 2 (ω ⊂ A ∩ I`): We have χA|ω = 1 and hence,
(χA − χ`,A)|ω = (ψ` − y`)|ω
γhr` + (ψ` − y`)|ω
.
Since (ψ` − y`)|ω > 0 and γhr` > 0, it follows that
(χA − χ`,A)|ω < γ−1h−r` (ψ` − y`)|ω and (χA − χ`,A)|ω < 1.
Thus, ‖χA − χ`,A‖0,ω < min{|ω|1/2, γ−1h−r` ‖ψ` − y`‖0,ω}.
Case 3 (ω ⊂ I∩A`): Since χA|ω = 0 and χ`,A|ω = 1, we obtain ‖χA−χ`,A‖0,ω = |ω|1/2.
Case 4 (ω ⊂ I ∩ I`): We have χA|ω = 0 and
(χA − χ`,A)|ω = γh
r
`
γhr` + (ψ` − y`)|ω
.
For ω ⊂ I1 this implies (χA − χ`,A)|ω < 1 and we obtain ‖χA − χ`,A‖0,ω < |ω|1/2.
On the other hand, for ω ⊂ I2, taking h` ≤ 1 into account, we find
(χA − χ`,A)|ω < min{1, hr(1−ε)` } = hr(1−ε)` ,
which leads to ‖χA − χ`,A‖0,ω < |ω|1/2hr(1−ε)` .
The latter proposition implies
‖χA − χ`,A‖20,Ω ≤ min{|A ∩ I`|, γ−2h−2r` (‖y` − y‖0,A∩I` + ‖ψ` − ψ‖0,A∩I`)2}
+ |I ∩ A`|+ |I1|+ h2r(1−ε)` |I2|.
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Herewith, if
|A ∩ I`| → 0, `→∞ ∨ ‖y` − y‖0,A∩I` + ‖ψ` − ψ‖0,A∩I` = O(hq`), q > r, (6.6.2a)
|I ∩ A`| → 0, |I1| → 0, `→∞, (6.6.2b)
we attain L2-convergence of χ`,A to χA.
Corollary 6.6.2. If (6.6.2) hold true, we have ‖χA − χ`,A‖0,Ω → 0, `→∞.
Similar result can be shown for χ`,Z .
6.6.2 Approximation of the continuous sets
Based on the approximations χ`,A, χ`,Z of the characteristic functions of the continuous
sets A and Z, we can derive approximations of the continuous active, inactive, strongly
active, zero, and biactive sets. To this end, for 0 < κ ≤ 1 and 0 < r′ ≤ r, based on
the nodal values of χ`,A and χ`,Z , we first define nodal sets A¯`, I¯`, C¯`, Z¯`, and B¯` as
approximations of their continuous counterparts A, I, C, Z, and B according to
A¯` := {a ∈ N ` | χ`,A(a) ≥ 1− κhr′` }, I¯` := N ` \ A¯`,
C¯` :=
[
N` \ {a ∈ N` | χ`,Z(a) ≥ 1− κhr′` }
]
∩ A¯`, Z¯` := N` \ C¯`,
B¯` := A¯` ∩ Z¯`.
Remark 6.6.3. The definition of the set C¯` guarantees C¯` ⊆ A¯`, and, hence, aligns
the properties of C¯`, A¯` with that of the continuous active and strongly active sets
(cf. Proposition 2.4.9). Furthermore, it is easy to see that the definition of A¯` implies
A` ⊆ A¯`. An analog of this inclusion in the continuous setting can be found in Chapter
5. There we had shown that on a sequence of limit dense meshes, for ¯`∈ N sufficiently
large, there holds I ⊆ I`, ` ≥ ¯` (cf. (5.2.8)). Thus, A` ⊆ A, ` ≥ ¯`.
These sets constitute a suitable basis for the specification of approximations A¯` of A,
I¯` of I, C¯` of C, and Z¯` of Z by means of
A¯` :=
⋃
{T ∈ A¯T` }, A¯T` := {T ∈ T` | N`(T ) ⊆ A¯`}, (6.6.3a)
I¯` :=
⋃
{T ∈ I¯T` ∪ F¯Ty`}, I¯T` := {T ∈ T` | N`(T ) ⊆ I¯`}, (6.6.3b)
C¯` :=
⋃
{T ∈ C¯T` }, C¯T` := {T ∈ T` | N`(T ) ⊆ C¯`}∪ (6.6.3c)
{T ∈ T` \ T`(Ω) | ∅ 6= N`(T ) ∩N` ⊆ C¯` ∧ T ⊆ A¯T` },
Z¯` :=
⋃
{T ∈ Z¯T` ∪ F¯Tσ`}, Z¯T` := {T ∈ T` | N`(T ) ⊆ Z¯` ∪N Γ` }. (6.6.3d)
The biactive set B and the free boundaries F(y), F(σ) are approximated by
B¯` :=
⋃
{T ∈ B¯T` }, B¯T` := A¯T` \ C¯T` , (6.6.3e)
F¯y` :=
⋃
{T ∈ F¯Ty`}, F¯Ty` := T` \ (A¯T` ∪ I¯T` ), (6.6.3f)
F¯σ` :=
⋃
{T ∈ F¯Tσ`}, F¯Tσ` := T` \ (C¯T` ∪ Z¯T` ). (6.6.3g)
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Remark 6.6.4. In definition (6.6.3c) we followed the scheme introduced in Section 4.3
by giving the triangles adjacent to the boundary a special treatment. As a result, the
approximations A¯`, C¯`, B¯` have properties alike the discrete sets A`, C`, B`. Namely,
C¯` ⊆ A¯` and B¯` = ∅ as soon as B¯` = ∅ and {T ∈ T` | N`(T ) ⊆ N Γ` } = ∅ (cf. Proposition
4.3.14).
The numerical results documented in Chapter 8, will allow us to measure the quality of
the approximation of the active set A and the strongly active set C by the a posteriori
quantities
edva`,A := ‖χA` − χA¯`‖L1(Ω), edva`,C := ‖χC` − χC¯`‖L1(Ω), (6.6.4a)
where the upper index “dva” stands for “discrete versus approximate”. Furthermore,
(6.6.4a) will be compared with the quantities
eevd`,A := ‖χA − χA`‖L1(Ω), eevd`,C := ‖χC − χC`‖L1(Ω), (6.6.4b)
eeva`,A := ‖χA − χA¯`‖L1(Ω), eeva`,C := ‖χC − χC¯`‖L1(Ω), (6.6.4c)
where, the upper indices “evd” and “eva” mean “exact versus discrete” and “exact
versus approximate”, respectively. Obviously, the latter quantities are only available if
the exact solution is known.
Remark 6.6.5. In all the numerical experiments, the values κ = γ = 1 and r′ = r = 1
were used. These values yield good performance of the approximations A¯`, C¯` in terms
of the quantities (6.6.4). If required, the approximations of the exact sets can be fine-
tuned by adjusting the values of the parameters κ, γ, r, and r′.
6.6.3 Approximation of the continuous states and multipliers
In this section we will derive approximations of the state y and the adjoint state p as
well as various approximations of the multipliers σ and µ in terms of the approxima-
tions of the continuous active, inactive, strongly active, zero, and biactive nodal points
(sets) and free boundaries provided in the previous paragraph. Motivated by supercon-
vergence results by local averaging (cf., e.g., [4]), we define approximations y¯` ∈ V` of y
and p¯` ∈ V` of p according to
y¯`(a) :=
 card(N`(ω
a
` ))−1
∑
a′∈N`(ωa` )
y`(a′), a ∈ I¯`
ψ`(a) , a ∈ A¯`
, (6.6.5a)
p¯`(a) :=
 card(N`(ω
a
` ))−1
∑
a′∈N`(ωa` )
p`(a′), a ∈ Z¯`
0 , a ∈ C¯`
. (6.6.5b)
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Likewise, we define approximations σ′′` of σ and µ′′` of µ by means of
σ′′` (a) :=
 card(N`(ω
a
` ))−1
∑
a′∈N`(ωa` )
σ′`(a′), a ∈ C¯`
0 , a ∈ Z¯`
, (6.6.5c)
µ′′` (a) :=
 card(N`(ω
a
` ))−1
∑
a′∈N`(ωa` )
µ′`(a′), a ∈ I¯`
0 , a ∈ A¯`
. (6.6.5d)
Remark 6.6.6. The functions y¯`, p¯` will replace y, p in the approximation of the
consistency error of ec`,rel, whereas σ′′` and µ′′` will be used in the approximation of ec`,eff
and in a special form of the approximations of ec`,rel.
For one form of approximation of the consistency error ec`,rel, an approximation of
the multipliers σ, µ is used which relies the structural properties of the solution of
the continuous problem (y, u, σ, p, µ). Suppose that the following assumption on the
structure of the sets A and C is satisfied.
Assumption 6.6.7. There holds C = ⋃si=1 Ci and A = ⋃qi=1Ai with Ci, i = 1, . . . , s
and Ai, i = 1, . . . , q being connected, pairwise disjoint Lipschitz sets.
Then for any v ∈ V , Proposition 2.3.12 guarantees existence of sets C˜, A˜ and functions
vextC , vextA ∈ V such that C ⊆ C˜ ⊆ Ω, A ⊆ A˜ ⊆ Ω and
〈σ, v〉 = 〈σ, vextC 〉 = (f + u, vextC )0,C˜ − (∇y,∇vextC )0,C˜ ,
〈µ, v〉 = 〈µ, vextA 〉 = (yd − y, vextA )0,A˜ − (∇p,∇vextA )0,A˜.
Employing the structural information provided in Section 3.3.3, we obtain
〈σ, v〉 =
[
(f + ud, v)0,C − (∇ψ,∇v)0,C
]
−
[
(∆ψ, vextC )0,(C˜\C)∩B + (∇ψ,∇vextC )0,(C˜\C)∩B
]
+
[
(f + ud + α−1p, vextC )0,(C˜\C)∩I − (∇y,∇vextC )0,(C˜\C)∩I
]
, (6.6.6a)
〈µ, v〉 = (yd − ψ, v)0,A + α(∇(∆ψ + f + ud),∇v)0,B
+
[
(yd − y, vextA )0,(A˜\A) − (∇p,∇vextA )0,(A˜\A)
]
. (6.6.6b)
Remark 6.6.8. Assumption 6.6.7 can be omitted if instead of C, A we apply Proposi-
tion 2.3.12 to unions of finite numbers of minimal disjoint Lipschitz sets L˜ip(C), L˜ip(A)
such that C ⊆ L˜ip(C), A ⊆ L˜ip(A). In this case, sets C˜ and A˜ resulting from Propo-
sition 2.3.12 will satisfy C ⊆ L˜ip(C) ⊆ C˜ ⊆ Ω, A ⊆ L˜ip(A) ⊆ A˜ ⊆ Ω, whereas the
representation of the exact multipliers (6.6.6) remains unchanged.
In order to provide a fully computable approximation, we replace the unknown sets C,
B, A, I and the unknown functions y, p by their previously defined approximations C¯`,
B¯`, A¯`, I¯`, and y¯`, p¯`. Moreover, C˜, A˜ are chosen according to
C˜ := C¯` ∩ F¯σ` , A˜ := A¯` ∩ F¯y` ,
94
6.6 Approximation of the consistency errors
whereas vextC and vextA are approximated by
vextC¯` := IC¯`(v`), v
ext
A¯` := IA¯`(v`), ∀v` ∈ V`.
Here, ID` , D` ⊆ N` is the operator from Definition 4.5.1.
Remark 6.6.9. Obviously, supp(vext
C¯`
) = C˜, supp(vext
A¯`
) = A˜. Hence, this choice of vextC¯` ,
C˜ and vextA¯` , A˜ aligns with Proposition 2.3.12.
Using the previous approximations in (6.6.6) and assuming sufficient regularity of the
data in B¯`, we obtain the following approximations of the action of σ, µ on functions
in V`:
〈σ, v`〉 ≈ 〈σ¯(1)` , vextC¯` 〉 =
∑
T⊆C¯`
[
(f + ud, v`)0,T − (∇ψ,∇v`)0,T
]
(6.6.7a)
−
∑
T⊆F¯σ`∩B¯`
[
(∆ψ, IC¯`(v`))0,T + (∇ψ,∇IC¯`(v`))0,T
]
+
∑
T⊆F¯σ`∩I¯`
[
(f + ud + α−1p¯`, IC¯`(v`))0,T − (∇y¯`,∇IC¯`(v`))0,T
]
,
〈µ, v`〉 ≈ 〈µ¯(1)` , vextA¯` 〉 =
∑
T⊆A¯`
(yd − ψ, v`)0,T +
∑
T⊆B¯`
α(∇(∆ψ + f + ud),∇v`)0,T (6.6.7b)
+
∑
T⊆F¯y`
[
(yd − y¯`, IA¯`(v`))0,T − (∇p¯`,∇IA¯`(v`))0,T
]
.
As far as the regularity of the data is concerned, (6.6.7) are well-defined if there holds
∆ψ ∈ L2(B¯`), ∆ψ + f + ud ∈ H1(B¯`). (6.6.8)
Remark 6.6.10. In paragraph 3.3.3, we have seen that ∆ψ ∈ L2(B) and ∆ψ+f+ud ∈
H1(B), hence, condition (6.6.8) is automatically satisfied if B¯` ⊂ B. However, as we
do not know B, this criterion is useless in practice, whereas (6.6.8) itself can often be
verified.
For the cases where the data of the problem disagree with (6.6.8), the following simpli-
fication of (6.6.7) is suggested, where y¯`, p¯` replace the exact expressions of y and p in
B¯`:
〈σ¯(2)` , v`〉 =
∑
T⊆C¯`
[
(f + ud, v`)0,T − (∇ψ,∇v`)0,T
]
−
∑
T⊆F¯σ`∩B¯`
(∇ψ,∇IC¯`(v`))0,T
+
∑
T⊆F¯σ`∩I¯`
[
(f + ud + α−1p¯`, IC¯`(v`))0,T − (∇y¯`,∇IC¯`(v`))0,T
]
, (6.6.9a)
〈µ¯(2)` , v`〉 =
∑
T⊆A¯`
(yd − ψ, v`)0,T −
∑
T∈B¯T
`
(∇p¯`,∇v`)0,T
+
∑
T⊆F¯y`
[
(yd − y¯`, IA¯`(v`))0,T − (∇p¯`,∇IA¯`(v`))0,T
]
. (6.6.9b)
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6.6.4 Computable counterparts of the consistency errors
For the consistency error ec`,rel, three different types of approximations will be used:
ec`,rel ≈ Ec,k`,rel := e¯(1,k)`,σ + e¯(2,k)`,σ + e¯(1,k)`,µ + e¯(2,k)`,µ , k = {1, 2, 3}.
For the first two approximations e¯c,k`,rel, k = {1, 2}, we will use the approximation of the
multipliers by (6.6.7) and (6.6.9):
e¯
(1,k)
`,σ := 〈σ˜` − σ¯(k)` , y¯` − y`〉, e¯(2,k)`,σ := 〈σ˜` − σ¯(k)` , p` − p¯`〉,
e¯
(1,k)
`,µ := 〈µ˜` − µ¯(k)` , y¯` − y`〉, e¯(2,k)`,µ := 〈µ˜` − µ¯(k)` , p¯` − p`〉.
The third approximation is obtained by using the approximation of the multipliers by
local averaging (cf. (6.6.5c), (6.6.5d)):
e¯
(1,3)
`,σ := 〈σ˜` − σ′′` , y¯` − y`〉, e¯(2,3)`,σ := 〈σ˜` − σ′′` , p` − p¯`〉,
e¯
(1,3)
`,µ := 〈µ˜` − µ′′` , y¯` − y`〉, e¯(2,3)`,µ := 〈µ˜` − µ′′` , p¯` − p`〉.
In all three types of approximations, it is convenient to employ the representation (4.5.2)
of the extensions σ˜`, µ˜`.
For the approximation of the consistency error ec`,eff we will use the approximation
of the multipliers by local averaging as given by (6.6.5c) and (6.6.5d).
ec`,eff . e
c,L2
`,eff ≈ Ec`,eff :=
∑
T⊆Z`
h2T ‖σ′′` ‖20,T +
∑
T⊆I`
h2T ‖µ′′`‖20,T . (6.6.10)
Definition 6.6.11. In the following, it will be referred to
(i) Ec,k`,rel as the heuristic estimates of ec`,rel of type k, k = {1, 2, 3};
(ii) Ec`,eff as the heuristic estimate of ec`,eff .
Once again, it should be emphasized that Ec,1`,rel can only be used if the data of the
problem is sufficiently smooth (cf. Remark 6.6.10).
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In this chapter, an adaptive algorithm is introduced, which is based on the a posteriori
error estimate (6.1.1). Furthermore, separate steps of this algorithm are addressed in
detail.
7.1 Adaptive algorithm
In the theory of adaptive finite element methods, it is conventional to speak of a general
adaptive loop in the form
SOLVE → ESTIMATE → MARK → REFINE . (∗)
Step SOLVE delivers a numerical solution to the discrete problem on a fixed mesh,
whereas the next three modules - ESTIMATE, MARK, and REFINE, - are the basic
steps of an adaptive method: in step ESTIMATE, an a posteriori error estimate is
computed; according to the information provided by the error estimate (element-wise
contributions of the estimator η` and osc`), step MARK selects a set of elements in the
current triangulation that will be refined within step REFINE in order to obtain the
next mesh. In practice, let us reshape the loop (∗) to obtain the following adaptive
algorithm.
Initialization: set ` = 0, choose T`, SOLVE → ESTIMATE on T`,
check stopping criterion;
Iteration: (i) set ` = `+ 1, MARK → REFINE ;
(ii) SOLVE → ESTIMATE on T`;
(iii) check stopping criterion.
Algorithm 7.1: The adaptive algorithm.
In the stopping criterion, one can, for instance, compare the magnitude of the a posteri-
ori error estimator with an afore specified tolerance TOL. The algorithm is terminated
as soon as the condition η` + osc` ≤ TOL is satisfied. In the numerical experiments, T0
is chosen such that {T ∈ T0 | N`(T ) ⊆ N Γ` } = ∅ (cf. Proposition 4.3.14).
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7.2 Numerical solution
In this section, the algorithm is presented that is used for finding stationary points of
(4.2.4). Employing the notation of Section 4.4.2, we recall that (y`,σ`,u`,p`,µ`) ∈
RN` × RN` × RN` × RN` × RN` is an S-stationary point if it satisfies
KN`N`y` − α−1MN`N`p` = MN`N`(u
d
` + f`)− σ`, (7.2.1a)
ψ` − y` ≥ 0N` , σ` ≥ 0N` , σ` · (ψ` − y`) = 0, (7.2.1b)
KN`N`p` +MN`N`y` = MN`N`y
d
` − µ`, (7.2.1c)
u`(n`) = α−1p` + ud` (n`), u`(nΓ` ) = ud` (nΓ` ), (7.2.1d)
p`(nC` ) = 0NC
`
, (7.2.1e)
µ`(nI` ) = 0NI
`
, (7.2.1f)
µ`(nB` ) ≥ 0NB
`
, p`(nB` ) ≥ 0NB
`
, (7.2.1g)
a C-stationary point if it satisfies (7.2.1a) - (7.2.1f) with
µ`(nB` ) ∗ p`(nB` ) ≥ 0NB
`
, (7.2.2)
and a stationary point with strict complementarity if it satisfies (7.2.1a) - (7.2.1d) and
p`(nA` ) = 0NA
`
, µ`(nI` ) = 0NI
`
. (7.2.3)
7.2.1 Algorithm
In step SOLVE of the adaptive algorithm 7.1, stationary points of (4.2.4) on a fixed mesh
T` are computed. For problems that have stationary points with strict complementarity,
the so-called primal-dual active set strategy (PDASS) as suggested in [41] is employed.
This method is based on an equivalent formulation of the complementarity condition
(7.2.1b):
σ` = max (0,σ` + c [y` −ψ`]) , ∀c > 0. (7.2.4)
The equivalence of (7.2.1b) to (7.2.4) is obvious if we compare the components of the
i ∈ nC` i ∈ nB` i ∈ nI`
B` 6= ∅ (y` −ψ`)i = 0 (y` −ψ`)i = 0 (y` −ψ`)i < 0
(σ`)i > 0 (σ`)i = 0 (σ`)i = 0
B` = ∅ (C` = A`) (y` −ψ`)i = 0 __ (y` −ψ`)i < 0
(σ`)i > 0 (σ`)i = 0
Table 7.2: Components of vectors y` −ψ`, σ` with indices from nC` , nB` , nI`
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vectors ψ` − y` and σ` with the indices nC` , nB` , nI` summarized in Table 7.2 for the
cases of strict complementarity (B` = ∅) and lack of strict complementarity (B` 6= ∅).
In Algorithm 7.3, every object associated with iteration k is marked by either a
subscript (k) or an affix [k].
Initialization: set k := 0 and choose y(k)` , σ
(k)
` ∈ RN` , A(k)` , and c > 0 ;
Iteration: (i) set k := k + 1, σˆ` := max
(
0,σ(k−1)` + c
[
y
(k−1)
` − ψ`
])
,
A
(k)
` := {ai ∈ N` | (σˆ`)i > 0}, I(k)` = N` \A(k)` ;
(ii) if A(k−1)` = A
(k)
` , stop;
(iii) find y(k)` , σ
(k)
` , p
(k)
` , µ
(k)
` ∈ RN` such that (7.2.1a) and (7.2.1c)
are satisfied simultaneously with
σ
(k)
` (nI` [k]) = 0NI` [k], y
(k)
` (nA` [k]) = ψ`(nA` [k]),
µ
(k)
` (nI` [k]) = 0NI` [k], p
(k)
` (nA` [k]) = 0NA` [k].
Algorithm 7.3: PDASS algorithm.
Let us take a closer look at step (i) of this algorithm. Here, an approximation A(k)` of
the unknown set of active nodes A` is computed using the solution from the previous
iteration, σ(k−1)` , y
(k−1)
` , and the complementarity constraint in form (7.2.4) under the
assumption of strict complementarity. Indeed, σˆ` constitutes an approximation to σ`,
thus, condition {ai ∈ N` | (σˆ`)i > 0} of step (i) is a natural characterization of the
approximation C(k)` of the strongly active nodes on iteration k. Hence, step (i) implicitly
combines two statements:
C
(k)
` := {ai ∈ N` | (σˆ`)i > 0},
A
(k)
` := C
(k)
` .
Leaving assumption A(k)` := C
(k)
` aside, a more general version of PDASS algorithm
can be obtained, later on referred to as PDASS(LSC) (LSC stands for lack of strict
complementarity) (see Algorithm 7.4). The steps of PDASS(LSC) are identical to that
of PDASS, only the sets A(k)` , I
(k)
` are replaced with C
(k)
` , Z
(k)
` , respectively. Let us
now address the steps of Algorithm 7.4 in detail.
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Initialization: set k := 0 and choose y(k)` , σ
(k)
` ∈ RN` , C(k)` , and c > 0 ;
Iteration: (i) set k := k + 1, σˆ` := max
(
0,σ(k−1)` + c
[
y
(k−1)
` −ψ`
])
,
C
(k)
` := {ai ∈ N` | (σˆ`)i > 0}, Z(k)` = N` \ C(k)` ;
(ii) if C(k−1)` = C
(k)
` , stop;
(iii) find y(k)` , σ
(k)
` , p
(k)
` , µ
(k)
` ∈ RN` such that (7.2.1a) and (7.2.1c)
are satisfied simultaneously with
σ
(k)
` (nZ` [k]) = 0NZ` [k], y
(k)
` (nC` [k]) = ψ`(nC` [k]),
µ
(k)
` (nZ` [k]) = 0NZ` [k], p
(k)
` (nC` [k]) = 0NC` [k]
Algorithm 7.4: PDASS(LSC) algorithm.
Steps of PDASS(LSC)
Initialization. In the numerical experiments, the algorithm is initialized by solving the
unconstrained optimal control problem
minimize J`(y`,u`)
over (y`,u`) ∈ RN` × RN` ,
subject to KN`N`y` = MN`N`(u` + f`). (7.2.5)
Along with the adjoint state p¯` ∈ RN` , the solution (y¯`, u¯`) ∈ RN` × RN` of the
unconstrained problem (7.2.5) satisfies the system
KN`N` y¯` − α−1MN`N` p¯` = MN`N`(u
d
` + f`),
KN`N` p¯` +MN`N` y¯` = MN`N`y
d
` ,
u¯`(n`) = α−1p¯` + ud` (n`), u¯`(nΓ` ) = ud` (nΓ` ).
The initial conditions are set to y(0)` := y¯`, σ
(0)
` := 0N` , and C
(0)
` = ∅.
Iteration. In step (i), an approximation C(k)` of the set of strongly active nodal points
C` is computed. Note that in all numerical experiments the value c = 1 is used. The
algorithm terminates as soon as the stopping criterion C(k−1)` = C
(k)
` of step (ii) is
satisfied. In step (iii), a transformation of the coupled system (7.2.1a), (7.2.1c) in view
of the values prescribed to the vectors y(k)` , σ
(k)
` , p
(k)
` , µ
(k)
` in the indices nC` [k], nZ` [k]
leads to the system
A
(k)
` x
(k)
` = f
(k)
` ,
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where the vector of unknowns, x(k)` ∈ R2N
Z
` [k], the matrix A(k)` ∈ R2N
Z
` [k]×2NZ` [k], and
the right-hand side vector f (k)` ∈ R2N
Z
` [k] are given by
x
(k)
` := (y
(k)
` (n
Z
` [k]),p
(k)
` (n
Z
` [k]))T ,
A
(k)
` :=
[
K`(nZ` [k],nZ` [k]) −α−1M`(nZ` [k],nZ` [k])
M`(nZ` [k],nZ` [k]) K`(nZ` [k],nZ` [k])
]
,
f
(k)
` :=
[
f`(nZ` [k]) + ud` (nZ` [k])−K`(nZ` [k],nC` [k])ψ`(nC` [k])
yd` (nZ` [k])−M`(nZ` [k],nC` [k])ψ`(nC` [k])
]
.
Note that A(k)` is non-singular as a principle sub-matrix of a non-singular matrix. The
unknown parts of σ(k)` and µ
(k)
` , as well as the values of u
(k)
` associated with the interior
nodal points are computed as follows
σ
(k)
` (n
A
` [k]) = f`(nA` [k]) + ud` (nA` [k])−K`(nA` [k],n`)y(k)` + α−1M`(nA` [k],n`)p(k)` ,
µ
(k)
` (n
A
` [k]) = yd` (nA` [k])−K`(nA` [k],n`)p(k)` −M`(nA` [k],n`)y(k)` ,
u
(k)
` (n`) = α
−1p(k)` + u
d
` (n`).
Properties of the solution delivered by PDASS(LSC)
Algorithms PDASS(LSC) and PDASS deliver identical iterarions
(y(k)` ,σ
(k)
` ,u
(k)
` ,p
(k)
` ,µ
(k)
` ), k ≥ 0.
The only difference between the algorithms amounts to the name used for the set
{ai ∈ N` | (σˆ`)i > 0}. In PDASS(LSC) it is denoted by C(k)` , in (PDASS) by A(k)` . If
terminated at iteration k = k′ + 1, both algorithms deliver the solution
(y`,σ`,u`,p`,µ`) := (y(k
′)
` ,σ
(k′)
` ,u
(k′)
` ,p
(k′)
` ,µ
(k′)
` ).
According to [41], point (y`,σ`,u`,p`,µ`) solves the system (7.2.1a) - (7.2.1d), (7.2.3)
for A` := A(k
′)
` , i.e., for the discrete optimal control problem (4.2.4) it is a stationary
point with strict complementarity. Thus, setting C` := C(k
′)
` = A
(k′)
` , the latter ob-
servation implies that point (y`,σ`,u`,p`,µ`), viewed as a solution of PDASS(LSC),
satisifies the system (7.2.1a) - (7.2.1d) with
p`(nC` ) = 0NC
`
, µ`(nZ` ) = 0NZ
`
. (7.2.6)
However, assuming we have the non-trivial caseB` 6= ∅, the information provided by the
system (7.2.1a) - (7.2.1d), (7.2.6) is not enough to classify the point (y`,σ`,u`,p`,µ`)
as an S- or a C-stationary point of (4.2.4). Indeed, the system does not deliver any
information on the set of biactive (active) nodes B` (A`). To overcome this difficulty,
for a fixed  > 0, an -relaxed set of biactive nodes is introduced as
B`, := {ai ∈ Z` | (ψ`)i − (y`)i ≤ }.
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Remark 7.2.1. The values of y` in Z` are computed by means of the finite element
method. Thus, on one hand, the standard definition of the biactive set B` = {ai ∈
Z` | (ψ`)i− (y`)i = 0} cannot be applied, because for the finite element solution y` the
equality (ψ`)i = (y`)i, i ∈ nZ` is not satisfied exactly in general. On the other hand,
this implies that the choice of  in the definition of the -relaxed biactive set B`, should
be related to the pointwise approximation error. The question of a proper choice of 
will be considered in the next chapter.
Remark 7.2.2. The concept of the -relaxed biactive set might preform poorly in case
of degenerate solutions, if the degree of degeneracy is so high that in some subsets of
the inactive set I the difference ψ − y is smaller or comparable to the chosen .
Assuming that B`, gives a good approximation of the unknown set B` (i.e., B` ≈ B`,),
we can set B` := B`, and thus conclude that the point (y`,σ`,u`,p`,µ`) delivered by
PDASS(LSC) satisfies the system (7.2.1a) - (7.2.1f) with
µ`(nB` ) = 0NB
`
. (7.2.7)
Independently on the sign of p` in B`, (y`,σ`,u`,p`,µ`) is then a C-stationary point of
the discrete optimal control problem (4.2.4). If additionally
p`(nB` ) ≥ 0NB
`
(7.2.8)
holds true, we can say that (y`,σ`,u`,p`,µ`) is an S-stationary point (4.2.4).
Definition 7.2.3. (Algorithm PDASS(LSC,))
In what follows, the algorithm PDASS(LSC) with the a posteriori detection of the bi-
active set via the -relaxed biactive set B`, will be referred to as PDASS(LSC,).
Remark 7.2.4. It should be emphasized that in the post-processing step of PDASS(LSC,)
the values of the discrete state function y` in B`, are left unchanged in order to preserve
the validity of the conditions in the optimality system (7.2.1). As a side effect of the
convention B` := B`,, one, therefore, obtains
ψ`(nA` )− y`(nA` ) = 0NA
`
instead of
ψ`(nC` )− y`(nC` ) = 0NC
`
, ψ`(nB` )− y`(nB` ) ≤ INB
`
.
It is easy to see that the complementarity constraint (7.2.1b) is nevertheless fulfilled.
Thus, the conditions of C-stationarity (or S-stationarity if (7.2.8) holds) are satisfied.
Remark 7.2.5. Algorithm PDASS(LSC,) can only find S- and C-stationary points
with the restriction µ`(nB` ) = 0NB` , whereas the full C- and S-stationarity systemsallow µ` to be non-zero in the biactive nodes. Thus, using this algorithm, we can only
find a special kind of C-stationary points, namely those that satisfy (7.2.7) for arbitrary
p`(nB` ), and S-stationary points satisfying (7.2.7) and (7.2.8) instead of the original
condition (7.2.1g). In order to get access to the full spectrum of C- and S-stationary
points of problem (4.2.4), different algorithms should be employed. For instance, the
algorithms suggested in [33] and [31].
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7.2.2 Remarks to the convergence of the algorithms
Chattering of the algorithm
In the numerical experiments, in case of examples with strict complementarity, the stop-
ping criterion of the PDASS algorithm (and the PDASS(LSC,) algorithm, respectively)
becomes active after a certain number of iterations. For examples with lack of strict
complementarity, the algorithm sometimes enters a cycle and starts to chatter, i.e., it
repeats a block of iterations none of which satisfies the stopping criterion. This effect
is known in the family of primal-dual active set algorithms (see, e.g., [6]). To explain
the cause of the problem, assume we have an example with ψ` ≡ 0 that has a (S- or
C-) stationary point (y∗` ,σ∗` ,u∗` ) with C∗` ⊂ A∗` and the iterates of PDASS(LSC,) are
approaching this point. At iteration k, the set C(k)` and corresponding functions y
(k)
`
and σ(k)` are very close to the exact ones. Thus, in the vicinity of the discrete biactive
set B∗` = A∗` \ C∗` both functions y(k)` and σ(k)` are very small. Let ε¯ be the accuracy
of y(k)` and σ
(k)
` . On iteration k + 1, C
(k)
` 6= C(k+1)` , thus, we continue to step (iii) of
the algorithm. For ai ∈ B(k+1)` ⊆ Z(k+1)` we set (σ(k+1)` )i = 0 and from the solution of
the linear system we obtain (y(k+1)` )i = ± ε¯. For ai ∈ C(k+1)` , we set (y(k+1)` )i = 0 and
compute (σ(k+1)` )i = ± ε¯. The sign of the computed components of the solution will
determine the zero and the strongly active set on the next iteration. However, as the
components of the solution in the vicinity of the biactive set are very close to zero, their
sign may be influenced, for instance, by round-off errors. As a result, the algorithm
might start to chatter.
Note that for certain examples with lack of strict complementarity and p|B = 0, chat-
tering did not take place and the algorithm was invariably terminated by the regular
stopping criterion. For those examples where chattering occurred, an additional stop-
ping criterion suggested in [41] was used: from the block of repeated iterations, the one
feasible in the sense of
σ
(k)
` ≥ 0N` (7.2.9)
is picked. For the example considered, at most of the uniform (adaptive) mesh levels
there was only one element of the cycle that satisfied this condition. Still, at some mesh
levels, none of the iterations from the repeated block satisfied (7.2.9). In such cases, the
solution algorithm was terminated after reaching the number of maximum admissible
iterations kmax. Note that when the algorithm is terminated by the additional stopping
criterion (7.2.9) or after reaching k = kmax, the computed solution does not satisfy the
system of stationarity conditions exactly.
Stationary points and global solutions
In general there is no guarantee that the numerical algorithm used will converge to the
same stationary point on every mesh. In practice, however, for the same set of data
convergence to one and the same solution was observed in all simulations.
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In the following schematic example, we look at the different types of discrete sta-
tionary points we might find by means of our numerical algorithms and, once again,
emphasize their relation to each other as well as to the global minimizers. Furthermore,
the place of the solutions with strict complementarity in the hierarchy of stationary
points is addressed.
Example 7.2.6. Using the notation of Section 5.3, let SOLS` denote the set of S-
stationary points of the discrete optimal control problem. As depicted in the scheme
below, suppose we have an example with SOLglob` = {U1, U2}, SOLS` = {U1, U2, U3,U4},
and SOLC` = {U1, U2, U3,U4, U5}. The bold character marks the solution satisfying the
strict complementarity condition.
U1
U2
Global minimizers
U1
U2
U3
U4
S-stationary points
U1
U2
U3
U4
U5
C-stationary points
The hierarchy “global minimizer ⇒ S-stationary point ⇒ C-stationary point” implies:
• the global minimizers U1, U2 must enter both, the set of S-stationary points and
the set of C-stationary points;
• the S-stationary points U1, U2, U3, and U4 are found in SOLC` .
Using an algorithm that looks for C-stationary or S-stationary points of the discrete
problem, we might converge to U5 ∈ SOLC` \SOLglob` or U3 ∈ SOLS` \ SOLglob` .
Stationary point U4 satisfies the strict complementarity condition. Strict comple-
mentarity eliminates the differences between C- and S-stationarity concepts, thus, any
stationary point with this property is a C- and an S-stationary point, but not neces-
sary a global minimizer. In our example, U5 must have lack of strict complementarity,
whereas the stationary points U1 - U3 could, in principle, have either strict complemen-
tarity or lack of strict complementarity. Applying an algorithm that looks exclusively
for stationary points with strict complementarity to this example, we a priori exclude
the global minimizers from our search.
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7.3 Error indication, marking, refinement
In step ESTIMATE of the adaptive algorithm 7.1, the components of the residual-
type a posteriori error estimate (6.1.2) are computed for the discrete stationary point
provided by algorithm PDASS (PDASS(LSC,)). Estimate (6.1.2) not only gives global
upper and lower bounds to the discretization error, but also tells us how the error is
distributed over the computational domain. This local information allows to construct
local error indicators that lie at the heart of any adaptive algorithm. Based on local
error indicators, the adaptive algorithm decides where to place new degrees of freedom
in order to adjust the mesh to the structure of a particular problem.
On every mesh T`, an elementwise error indicator ind` ∈ W` is computed according
to
ind` := ind(η`) + ind(osc`), (7.3.1)
where ind(η`) ∈ W` is the indicator composed of the values of the element residuals
and weighted sums of the edge residuals on edges adjacent to the elements, i.e.,
ind(η`) := ηy,T` + η
y,E
` + η
p,T
` + η
p,E
` ,
with ηy,T` , η
y,E
` , η
p,T
` , η
p,E
` ∈W`, such that for any T ∈ T`,
ηy,T` :=
∑
T⊆Z`
ηT (y)χ(T ), ηy,E` :=
∑
T⊆Z`
12 ∑
E∈E`(T )∩EZ`
ηE(y)
χ(T ),
ηp,T` :=
∑
T⊆I`
ηT (p)χ(T ), ηp,E` :=
∑
T⊆I`
12 ∑
E∈E`(T )∩EI`
ηE(p)
χ(T ).
The indicator ind(osc`) ∈W` is based on the combined data oscillation from the relia-
bility and the efficiency estimates,
ind(osc`) :=
∑
T∈T`
oscT (ud)χ(T ) +
∑
T⊆Z`
oscT (f)χ(T ) +
∑
T⊆I`
oscT (yd)χ(T ).
In step MARK, the elements of T` are marked for refinement, using the elementwise
error indicator (7.3.1) and the so-called bulk criterion (see, e.g., [20, 50]): for a fixed
parameter Θ ∈ (0, 1), a set of elementsM`,Θ ⊂ T` is selected such that
Θ
∑
T∈T`
ind`|T ≤
∑
T∈M`,Θ
ind`|T . (7.3.2)
The bulk criterion is realized by a greedy algorithm (cf., e.g., [35]).
In step REFINE, we use the standard Matlab PDE Toolbox routine refinemesh. This
routine offers two mesh refinement algorithms: “longest” and “regular”. According to
Matlab documentation, both algorithms follow the steps specified below:
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Initialization: (i) receive the set of triangles to be refined from the input;
(ii) divide all the edges of the selected triangles in half (“regular”),
or divide the longest edge in half (“longest”);
Iteration: (iii) divide the longest edge of any triangle that has a divided edge;
(iv) stop if no further edges have to be devided,
otherwise go to (iii).
Remark 7.3.1. In the process of investigating the properties of the adaptive algorithm,
more types of error indicators have been considered, for instance:
(a) indicators including the information delivered by the heuristic consistency error
estimates;
(b) indicators that include the discrete free boundaries F`(y`), F`(σ`) into the refine-
ment process on each iteration of the adaptive algorithm;
(c) a combination of (a) and (b).
However, as (a) did not have pronounced influence on the performance of the adaptive
algorithm, whereas (b) only worsened the results, the documentation of these experi-
ments is omitted in this work.
7.4 Comparative algorithm: uniform mesh refinement
In the numerical tests, the outcome of the adaptive algorithm 7.1 will be compared to
that of the following “uniform” algorithm.
Initialization: set ` = 0, choose T`, SOLVE → ESTIMATE on T`,
check stopping criterion;
Iteration: (i) set ` = `+ 1, MARKALL → REFINE ;
(ii) SOLVE → ESTIMATE on T`;
(iii) check stopping criterion.
Algorithm 7.5: The uniform algorithm.
In step MARKALL all elements of the current triangulation T` are marked for refine-
ment. Otherwise, Algorithm 7.5 is identical to Algorithm 7.1 and uses the same initial
mesh and stopping criterion.
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In this chapter, the results of the numerical experiments for problems with and without
strict complementarity are presented. They illustrate the performance of the suggested
finite element approximation. All the experiments were carried out in MATLAB 7.9.0
(R2009b), with machine precision M = 2.2204e-16. For the solution of the systems
of linear equations in step (iii) of the algorithms PDASS and PDASS(LSC,), the
MATLAB direct solver for linear systems with sparse matrices was employed.
8.1 Convergence rates
Let us first introduce a formal framework for the evaluation of the speed of conver-
gence of the finite element approximations computed on sequences {T`}N of (uniform
or adaptive) simplicial meshes with associated degrees of freedom DOF` := N`.
In the theory of finite element methods, the asymptotic behavior of the approximation
error err` associated with finite element solutions computed on uniformly refined meshes
is predicted by the so-called a priori error estimates. These estimates usually claim that
err` ≤ Chα` , (8.1.1)
where h` is the maximal diameter of the finite element mesh (cf. Paragraph 6.6.1), C
is a nonnegative constant independent on the mesh size h`, and α > 0. The estimate
(8.1.1) suggests to measure the decay of the error err` in terms of the mesh size h`.
Definition 8.1.1. (Convergence rate in terms of h`)
If there exists a real number α > 0 such that
err` = O(hα` ), (8.1.2)
it is referred to as the convergence rate of err` with respect to the mesh size h`.
When piecewise linear finite element approximations are used for the discretization of
a problem with sufficiently smooth data (so that the solution of the problem possesses
sufficient regularity) and if err` represents the H1(Ω)-norm of the approximation error,
one typically obtains convergence rates α = 1, whereas for problems with less regular
solutions usually only α < 1 can be achieved.
Remark 8.1.2. Let y ∈ V stand for the solution of an elliptic variational inequality of
obstacle type satisfying the assumptions of Lemma 2.2.6. It is analytically verified (see,
e.g., [18], Chapter 5) that the approximation error err` = ‖y − y`‖1,Ω associated with
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a finite element approximation y` ∈ V` exhibits an asymptotic convergence rate α = 1.
For finite element discretization of the optimally controlled elliptic obstacle problem,
no such result is available in the literature. However, in the numerical experiments
convergence rates α ≈ 1 were obtained for examples with sufficiently smooth data.
For the adaptively refined meshes, we usually have h` ≥ const. > 0 for `→∞. Thus,
convergence expectations in terms of h` are meaningless. In this case, it is appropriate to
measure the decay of the error err` in terms of the degrees of freedom DOF` provided
by the finite element mesh T` (see, e.g., [50, 16]). Observing that for the uniformly
refined meshes there holds h` = O(DOF−1/2` ), the asymptotic identity (8.1.2) obviously
admits the following reformulation in terms of DOF`:
err` = O(DOF−β` ), β := α/2 > 0. (8.1.3)
Definition 8.1.3. (Convergence rate in terms of DOF`)
If there exists a real number β > 0 such that
err` = O(DOF−β` ), (8.1.4)
it is referred to as the convergence rate of err` with respect to the number of degrees of
freedom DOF`.
Remark 8.1.4. On a double logarithmic scale x := log10(DOF`), y := log10(err`), the
dependence err` = C DOF−β` , C > 0 is represented by the affine function
y = −β x+ C˜, C˜ = log10(C).
Remark 8.1.5. For the sequences of uniformly refined meshes, the convergence in
terms of DOF` (h`) can be found from the relation β = α/2 as soon as the convergence
in terms of h` (DOF`) is determined. In general, α cannot be determined in case of the
adaptively refined meshes.
For problems with regular solutions, the approximations computed on the sequences of
adaptively refined meshes usually show the same asymptotic behavior as the approx-
imations obtained on the sequences of uniform meshes. Differences in the asymptotic
behavior are observed in application to problems with less regular solutions. The adap-
tive mesh refinement aims to distribute the degrees of freedom DOF` of the mesh T`
in the computational domain Ω in such a way that the approximation error err` is
minimized. For problems with less regular solutions, this approach allows to achieve
asymptotical convergence rates β = 1/2 for the approximation error in theH1(Ω)-norm,
whereas the uniform refinement can only deliver β < 1/2.
In order to analyze the asymptotical behavior of the finite element approximations in
practice, the notion of experimental convergence rates in terms of DOF` is introduced.
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Definition 8.1.6. (Experimental convergence rates in terms of DOF`)
For ` ∈ N, we refer to
β`(err`) :=
log10(err`−1/err`)
log10(DOF` /DOF`−1)
as the experimental convergence rate of err` in terms of DOF`.
In the definitions of the (experimental) convergence rates, the notion of the approxi-
mation error err` can be substituted by any other quantity of interest associated with
the finite element solution whose asymptotic behavior with the growth of DOF` we want
to observe. For example, one can consider the convergence rates of the error estimator
η` and its components. Hence, from now on we allow err` to represent any quantities
associated with the finite element solution.
In the subsequent numerical examples, the behavior of err` will be visualized using
linear interpolation of the values err`(DOF`) on a double logarithmic scale. In this
case, the numbers β`(err`) correspond to the absolute value of the negative slopes of
the lines connecting log10(err`−1) and log10(err`), i.e., they shows how fast we descend
from log10(err`−1) to the new value log10(err`). These lines will be compared both for
uniform refinement and adaptive refinement. In case of regular solutions, we should
expect the slopes associated with the approximation errors (the error estimator) to
be approximately the same, whereas for less regular solutions the slope for adaptive
refinement is expected to be steeper than in case of uniform refinement.
8.2 Choice of  in PDASS(LSC, )
As pointed out in Remark 7.2.1, the value of  in the definition of the −relaxed biactive
set B`, used by the algorithm PDASS(LSC, ) is related to the pointwise approximation
error e`,y = y − y`. Assuming that e`,y is uniformly distributed over the computational
domain and ‖e`,y‖0,Ω decays with the asymptotic convergence rate β = 1/2, set
 := γ−1DOFs(`)−1/2,
where γ > 0 is the correction parameter. In the numerical experiments, the value
γ = 50 was used.
The same parameter  is used to identify the type of stationary points delivered by
the algorithm PDASS(LSC, ): a point is classified as a S-stationary point if
p(nB` ) ≥ −INB
`
.
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8.3 Examples
In this section, a selection of numerical test problems with and without strict comple-
mentarity is presented. These test problems will illustrate the behavior of the finite
element approximations in practice. Four of the six problems have a known analytical
solution, which allows to compare the approximated (estimated) quantities with their
exact counterparts.
8.3.1 Examples with strict complementarity
Example 1
Let us consider A = −∆ on the L-shaped domain Ω = (−2, 2)2 \ ([0, 2]× [−2, 0]).
In polar coordinates (r, ϕ), let an auxiliary function γ ∈ C1(Ω) be defined according
to
γ(r) :=
{
0 , r ≥ r¯ := 2
0.25r3 − 0.75r2 + 1, else .
Figure 8.1: Example 1. Optimal state y∗ (left) and the inactive set I∗, marked in black
(right).
Given
y∗(r, ϕ) = −γ(r)r2/3 sin
(2
3ϕ
)
, σ∗(r) =
{
1, r ≥ r¯
0, else ,
it can be verified analytically that the triple (y, σ, u) = (y∗, σ∗, y∗) ∈ V ×L2(Ω)×L2(Ω)
with the adjoint state p = y∗ and the multiplier µ = σ∗ is a stationary point with strict
complementarity of (3.1.1) with respect to the data
yd = µ−∆p+ y, ud ≡ 0, α = 1,
f = σ −∆y − p, ψ ≡ 0.
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Further, there holds I∗ = {(r, ϕ) | r ∈ (0, r¯), ϕ ∈ (0, 3pi/2)}, Z∗ = I∗. The state y∗ and
the inactive set I∗ are displayed in Figure 8.1.
Example 2
A variation of Example 1 with r¯ = 1/2 and
γ(r) :=
{
0 , r ≥ r¯
16r3 − 12r2 + 1, else .
The state function y∗ and the inactive set I∗ are displayed in Figure 8.2.
Figure 8.2: Example 2. Optimal state y∗ (left) and inactive set I∗, marked in black (right).
Example 3
For this example let us again consider the operator A = −∆, this time on the domain
Ω = (0, 1)2 \ ([0.75, 1]2). The example is defined by the data
yd(x1, x2) = −|x1x2 − 0.5|+ 0.25, ud ≡ 0, α = 0.01,
f = yd, ψ ≡ 0
(cf. [45], p. 66). For this example no analytical solution is available. The numerical
approximation of the optimal solution is shown in Figure 8.3. The optimal state function
exhibits a very flat transition into the active set (degenerate solution) which makes this
example challenging for the PDASS algorithm.
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Figure 8.3: Example 3. Discrete state y` (left) and discrete control u` (right), mesh level
` = 10 of uniform algorithm.
8.3.2 Examples with lack of strict complementarity
Example 4
This example was originally constructed in [33]. Consider a unit square geometry
Ω = (0, 1)2. With the help of auxiliary functions
z1(x1) = −4096x61 + 6144x51 − 3072x41 + 512x31,
z2(x2) = −244.140625x62 + 585.9375x52 − 468.75x42 + 125x32
we define
y∗(x1, x2) =
{
−z1(x1)z2(x2), (x1, x2) ∈ (0, 0.5)× (0, 0.8)
0 , else ,
σ∗(x1, x2) = 2max(0,−|x1 − 0.8| − |(x2 − 0.2)x1 − 0.3|+ 0.35).
The triple (y, σ, u) = (y∗, σ∗, y∗) ∈ V × L2(Ω) × L2(Ω) with the multipliers (p, µ) =
(y∗, σ∗) is an S-stationary point for problem (3.1.1) with the data
α = 1, ψ ≡ 0, ud ≡ 0,
f = σ −∆y − p,
yd = µ−∆p+ y.
It is easy to see that in this example
I = {(x1, x2) | (x1, x2) ∈ (0, 0.5)× (0, 0.8)},
C = {(x1, x2) | |x1 − 0.8|+ |(x2 − 0.2)x1 − 0.3| ≤ 0.35},
and, consequently, B = Ω \ (I ∪ C) 6= ∅. The exact state y∗ and Lagrangian multiplier
σ∗ are shown in Figure 8.4. The exact inactive set I∗ and strongly active set C∗ in
Figure 8.5.
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Figure 8.4: Example 4. Optimal state y∗ (left) and corresponding Lagrangian multiplier σ∗
(right).
Figure 8.5: Example 4. In black: the exact inactive set I∗ (left) and the exact strongly active
set C∗ (right).
Example 5
This example is very similar to Example 2. For A = −∆ and the L-shaped domain
Ω = (−2, 2)2 \ ([0, 2]× [−2, 0]), the optimal state function y∗ is chosen identical to that
of Example 2, whereas the multiplier σ∗ is defined according to
σ∗(r) =
{
1, r ≥ r¯ = 2
0, else .
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The triple (y, σ, u) = (y∗, σ∗, y∗) with (p, µ) = (y∗, σ∗) is an S-stationary point for
problem (3.1.1) with the data
α = 1, ψ ≡ 0, ud ≡ 0,
f = σ −∆y − p,
yd = µ−∆p+ y.
The inactive set I∗ and the strongly active set C∗ are displayed in Figure 8.6.
Figure 8.6: Example 5. In black: the exact inactive set I∗ (left) and the exact strongly active
set C∗ (right).
Example 6
Let us consider A = −∆ on the domain displayed in Figure 8.8. This example is defined
by the data
yd(x1, x2) = 5x1 + x2 − 1, ud ≡ 0, α = 1,
f(x1) = x1 − 0.5, ψ ≡ 0
(cf. [41], p. 363). For this example no analytical solution is available. The numerical
approximation of the optimal solution at mesh level ` = 9 of the uniform algorithm is
shown in Figures 8.7 and 8.8.
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Figure 8.7: Example 6. Discrete state y` (left) and discrete control u` (right), mesh level ` = 9
of uniform algorithm.
Figure 8.8: Example 6. In black: discrete inactive I` (top left), strongly active C` (top right),
and biactive set B` (bottom) for ` = 9, mesh level ` = 9 of uniform algorithm.
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8.4 Numerical results
In this section, a detailed documentation of the numerical simulations is given that were
performed in order to test the adaptive algorithm 7.1 in comparison to the uniform
algorithm 7.5. Furthermore, the behavior of the heuristic estimates of the consistency
error associated with the efficiency and the reliability estimate as well as the quality
of the approximation of the discrete sets is analyzed for both, the uniform and the
adaptive mesh refinement.
The sequences of adaptive finite element approximations are computed using the
value Θ = 0.55 in step MARK and the algorithm “regular” (cf. Section 7.3) in step
REFINE of Algorithm 7.1. The finite element approximations on the uniform meshes
are computed employing the algorithm “longest” in step REFINE of Algorithm 7.5.
The test problems introduced in the previous section can be divided into two groups:
• problems that have a stationary point with strict complementarity (Examples 1,
2, and 3);
• problems that have an S-stationary point with lack of strict complementarity that
satisfies µ|B = 0 (Examples 4, 5, and 6).
In step SOLVE of both, the adaptive and the uniform loops, the PDASS algorithm
is used to solve the problems with strict complementarity, whereas PDASS(LSC,)
is employed for problems with lack of strict complementarity. Note that in case of
Examples 3 and 6 chattering of the solver is observed. In case of Example 3, the
cycling is due to the degeneracy of the solution. When none of the iterations in the cycle
satisfies the additional stopping criterion (7.2.9), the solver is terminated after reaching
the maximum admissible number of iterations kmax = 202. The effect of cycling on the
performance of the error estimate will be addressed in the next paragraph.
8.4.1 Adaptive meshes
Figures 8.9 and 8.10 show adaptive meshes on selected levels ` for Example 1, 2, 3, 5,
and 6 with a zoom into the vicinity of the singularity of the solution. As expected,
adaptive mesh refinement leads to a high resolution of the finite element mesh in the
inactive set and, in particular, around the singularity. Figure 8.10 (top) corresponds to
Example 4 whose solution is smooth, it shows the adaptively generated mesh at levels
` = 10 and ` = 7. Note that Figure 8.10 shows that the strongly active set C∗ is not
well resolved by the adaptive mesh refinement (cf. Figures 8.5, 8.6, and 8.8 illustrating
strongly active set of Examples 4, 5, and 6, respectively).
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Figure 8.9: Example 1 (top), Example 2 (middle), Example 3 (bottom). Meshes ` = 10,
` = 11, ` = 8, respectively, (left) and zoom into the vicinity of the singularity (right).
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the singularity (right).
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8.4.2 Convergence history and experimental convergence rates
The convergence of the finite element approximations is analyzed in terms of the error
estimator η`. When the analytical solution of the test problem is available, the behavior
of both, the total error |||e`||| and error estimator η`, is examined.
Remark 8.4.1. The values of the separate components of the total error and the error
estimator as well as the associated experimental convergence rates for uniform and
adaptive refinement can be found in the collection of tables presented in Appendix A.
Figures 8.11 and 8.12 illustrate the decrease of the total error |||e`||| and/or of the
estimator η` as a function of the DOF on a double logarithmic scale, as well as the ex-
perimental convergence rates associated with the error estimator β`(η`) (when available,
also β`(|||e`|||) as a function of the DOF on a semi-logarithmic scale.
The plots corresponding to the examples with known exact solution show that the er-
ror estimator η` indeed provides an upper bound to the total error |||e`||| with essentially
the same convergence rate.
The benefit of the adaptive algorithm can be seen from the behavior of the experimen-
tal convergence rates for the examples with less regular solutions (these are all the ex-
amples except for Example 4). For Examples 1, 2, and 5, the experimental convergence
rates corresponding to the adaptive solutions asymptotically approach the value of 0.5,
whereas the uniform refinement leads to convergence rates β`(η`) ≈ β`(|||e`|||) ≈ 0.4.
The solution of Example 4 is smooth, thus, the uniform refinement is already optimal.
As it can be seen in Figure 8.12 top right, similar experimental convergence rates
are obtained for uniform and adaptive mesh refinement. Though in case of uniform
refinement we observe a more pronounced oscillation around the value 0.5.
Chattering of the solver
In case of Examples 3 and 6, the experimental convergence rates are oscillating in the
vicinity of the value 0.5 for adaptive refinement and of 0.4 for uniform refinement. This
unstable behavior of the experimental convergence rates is caused by chattering of the
solver. However, also in case of these two examples one can see the advantage of the
adaptive mesh refinement comparing both, the plots of the experimental convergence
rates and the plots illustrating the decay of the error estimator.
The documentation of the performance of PDASS (PDASS(LSC,)) within the it-
erations of the uniform and adaptive algorithms for Examples 3 and 6 can be found
in Table A.3.5 and Tables A.6.5, A.6.6, respectively. In the tables, the levels ` of the
uniform (adaptive) algorithm where chattering occurs can be identified by the number
of iterations k′` of PDASS (PDASS(LSC,)).
• k′` ≤ 151 - no chattering, termination by the regular stopping criterion.
• 152 ≤ k′` ≤ 201 - chattering, termination by the additional stopping criterion
(7.2.9).
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• k′` = 202 - chattering, from the repeated block of iterations of PDASS
(PDASS(LSC,)) none satisfies the additional stopping criterion (7.2.9). The
solver is terminated after reaching the maximum admissible number of iterations
kmax = 202.
As it can be seen from the tables, at some mesh levels chattering did not occur. In
particular, in case of uniform mesh refinement, we observe no chattering
• at level ` = 3 for Example 3,
• at level ` = 0 for Example 6.
For the adaptive mesh refinement, there is no chattering
• at levels ` ∈ {1, 3, 4} for Example 3,
• at levels ` ∈ {0, 1, 8, 11, 12} for Example 6.
Thus, it seems that the adaptive mesh refinement to some extent helps to avoid chat-
tering of the solver.
Remark 8.4.2. When chattering occurs, the algorithm is terminated either by the
additional stopping criterion (7.2.9), or, in the worst case, by reaching the number of
maximum admissible iterations kmax. Both scenarios lead to a situation where the
discrete solution provided by the algorithm violates some of the optimality conditions
(cf. Paragraph 7.2.2). This inaccuracy, though not visible in the behavior of the error
estimator (see Figures 8.11 and 8.12), can significantly influence the behavior of other
quantities reflecting finer properties of the approximations such as
• the experimental convergence rates,
• the consistency errors ec`,rel, ec`,eff and their heuristic estimates,
• the quantities eevd`,A, edva`,A , eeva`,A and eevd`,C , edva`,C , eeva`,C reflecting the quality of the
approximation of the discrete sets and related heuristic set approximations.
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Figure 8.11: Example 1 (top), Example 2 (middle), Example 3 (bottom). Decrease of the
estimator η = η` and the total error |||e||| = |||e`||| as a function of the DOF on a double
logarithmic scale for uniform (UFEM) and adaptive (AFEM) refinement (left); experimental
convergence rates of the estimator β(η) = β`(η`) and of the total error β(|||e|||) = β`(|||e`|||)
as a function of the DOF on a semi-logarithmic scale (logarithmic abscissa, linear ordinate) for
uniform (UFEM) and adaptive (AFEM) refinement (right). For Example 3 the quantities |||e`|||
and β`(|||e`|||) are not given since the exact solution is unknown.
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Figure 8.12: Example 4 (top), Example 5 (middle), Example 6 (bottom). Decrease of the
estimator η = η` and the total error |||e||| = |||e`||| as a function of the DOF on a double
logarithmic scale for uniform (UFEM) and adaptive (AFEM) refinement (left); experimental
convergence rates of the estimator β(η) = β`(η`) and of the total error β(|||e|||) = β`(|||e`|||) as
a function of the DOF on a semi-logarithmic scale for uniform (UFEM) and adaptive (AFEM)
refinement (right). For Example 6 the quantities |||e`||| and β`(|||e`|||) are not given since the
exact solution is unknown.
122
8.4 Numerical results
8.4.3 Heuristic consistency error estimates
In the previous paragraph, we have seen that the adaptive algorithm based on the
residual-type error estimator (6.1.1) allows to obtain convergence rates close to 0.5
for examples with less regular solutions. This result justifies the use of the adaptive
algorithm 7.1 in general and of the residual a posteriori error estimates developed in
this work in particular.
However, as we know from Paragraph 6.5.2, the estimate (6.1.1) involves two terms
ec`,rel, ec`,eff that are in general not computable. These terms, if not small in comparison
to the error estimator η`, can drastically reduce the performance of the adaptive method,
as the latter assumes that all the significant information about the error is contained in
the computable part of the a posteriori estimate (cf. Assumption 6.5.1). Yet, there is
no proof that Assumption 6.5.1 or any comparable result actually holds. To get out of
this dilemma, computable heuristic estimates for the consistency errors were suggested
in Section 6.6 (cf. Definition 6.6.11). In this paragraph, the related numerical results
are documented and analyzed. Using the examples with known exact solution, the
heuristic estimates are compared to the otherwise uncomputable exact consistency error
quantities.
Heuristic estimates for the efficiency related consistency error
The decrease of the simplified form of the efficiency related consistency error ec,L
2
`,eff
(cf. (6.5.3)) and/or its estimate Ec`,eff as a function of the DOF is shown in Figures
8.13 and 8.14 for uniform and adaptive mesh refinement for all test examples. For
Examples 1, 2, 4, and 5 where the analytical solution is known, the estimate Ec`,eff
provides precise information about the magnitude and the decay rates of the exact
consistency error ec,L
2
`,eff . For the other examples where no exact solution is available,
the quantities Ec`,eff predict a rapid reduction of the consistency error e
c,L2
`,eff term. The
sharp estimation in case of the examples with known analytical solution, makes this
prediction look credible.
Remark 8.4.3. The anomalous behavior of ec,L
2
`,eff for Example 5 in case of adaptive
mesh refinement (Figure 8.14 middle right) is related to the quality of approximation
of the discrete sets and will be addressed in the next paragraph. Note that even in this
case the heuristic estimate Ec`,eff performs well.
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Figure 8.13: Example 1 (top), Example 2 (middle), Example 3 (bottom). Decrease of the
efficiency related consistency error e = ec,L
2
`,eff and its estimate E = Ec`,eff as functions of the
DOF on a double logarithmic scale for uniform refinement (left) and adaptive refinement (right).
For Example 3 the quantity ec,L
2
`,eff is not given since the exact solution is unknown.
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Figure 8.14: Example 4 (top), Example 5 (middle), Example 6 (bottom). Decrease of the
efficiency related consistency error e = ec,L
2
`,eff and its estimate E = Ec`,eff as functions of the
DOF on a double logarithmic scale for uniform refinement (left) and adaptive refinement (right).
For Example 6 the quantity ec,L
2
`,eff is not given since the exact solution is unknown.
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Heuristic estimates for the reliability related consistency error
Figures 8.15 and 8.16 document the decay of the absolute values of the reliability related
consistency error ec`,rel and/or of the associated heuristic estimates E
c,k
`,rel, 1 ≤ k ≤ 3 as
functions of DOF for uniform and adaptive mesh refinement for all test examples. In
case of the reliability related consistency errors and their estimates, it is necessary to
operate with the absolute values in order to enable a graphical representation of the
results on a double logarithmic scale as the quantities ec`,rel and E
c,k
`,rel, 1 ≤ k ≤ 3 can be
negative. Recall that Ec,1`,rel and E
c,2
`,rel coincide for problems with strict complementarity
(Examples 1, 2, and 3), therefore only Ec,2`,rel is shown in the respective plots.
Remark 8.4.4. Note that, in general, not the sign but the magnitude of the consistency
errors is the crucial factor for the quality of the error estimate. Both, positive and
negative consistency errors can affect the performance of the adaptive algorithm if they
are not dominated by the error estimator.
The heuristic estimates |Ec,1`,rel| and/or |Ec,2`,rel| give proper upper bounds for the con-
sistency error |ec`,rel| for all examples with known solution. In case of Examples 1, 2,
and 4 we see that |Ec,1`,rel| and/or |Ec,2`,rel| also provide approximately correct decay rates.
Figure 8.15 (middle) and Figure 8.16 (top) corresponding to Example 2 and 4, re-
spectively, show that the heuristic estimate |Ec,3`,rel| underestimates the consistency error
|ec`,rel|. Moreover, for the Examples 1, 2, 4, and 5, Ec,3`,rel often provides quantities with
the wrong sign as it can be seen in the respective tables (e.g., see Tables A.1.6, A.1.7 for
Example 1, and Tables A.2.6, A.2.7 for Example 2). The quantity Ec,3`,rel is therefore not
suited for the estimation of the consistency error ec`,rel. The same imprecision regarding
the sign is observed for Ec,2`,rel in case of Example 5 (see Tables A.5.7 and A.5.8). There-
fore, we conclude that |Ec,2`,rel| should be used for problems with strict complementarity
and |Ec,1`,rel| for problems with lack of strict complementarity.
In case of Example 5, the heuristic consistency error estimates of all three types are
not sharp in the sense that they are grossly overestimating the consistency error with
an insufficient decay rate. As a consequence, overall, the heuristic estimates only drop
for around two orders of magnitude during the whole adaptive cycle.
In case of Examples 3 and 6, the exact consistency errors are not computable. For
Example 3 (Figure 8.15, bottom), the quantity |Ec,2`,rel| predicts rapid decay rates of
the reliability associated consistency error |ec`,rel|. In case of Example 6 (Figure 8.16,
bottom), there is a similarity in the behavior of the decay rates of the heuristic estimates
|Ec,1`,rel| and |Ec,2`,rel| with that observed for Example 5, namely, the heuristic estimates
also only drop for around two orders of magnitude during the adaptive cycle. This
similarity gives the impression that for Example 6, just as for Example 5, the heuristic
estimates of the consistency error are for some reason not able to capture the decay
rates of |ec`,rel| correctly. Possible causes of the deficient performance of the heuristic
estimates of the reliability related consistency errors in case of Example 5 and Example
6 will be discussed in the next paragraph.
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Figure 8.15: Example 1 (top), Example 2 (middle), Example 3 (bottom). Decrease of the
absolute value of the reliability related consistency error e = |ec`,rel| and its estimates Ek =
|Ec,k`,rel|, k ∈ {2, 3} as functions of the DOF on a double logarithmic scale for uniform refinement
(left) and adaptive refinement (right). For Example 3 the quantity |ec`,rel| is not given since the
exact solution is unknown.
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Figure 8.16: Example 4 (top), Example 5 ((middle), Example 6 (bottom). Decrease of the ab-
solute value of the reliability related consistency error e = |ec`,rel| and its estimates Ek = |Ec,k`,rel|,
k ∈ {1, 2, 3} as functions of the DOF on a double logarithmic scale for uniform refinement (left)
and adaptive refinement (right). For Example 6 the quantity |ec`,rel| is not given since the exact
solution is unknown.
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8.4.4 Approximation error in the (strongly) active sets. Heuristic
approximations of the exact sets
In this paragraph, we question the quality of the approximation of (strongly) active
sets by the discrete solutions. In particular, it interesting to know whether Assumption
6.5.3 is satisfied in practice for the uniform and adaptive mesh refinement and if not, to
investigate whether this fact influences the behavior of the exact and/or heuristically ap-
proximated consistency errors. Furthermore, for a better understanding of what might
be the cause of the deficient performance of the heuristic estimates seen in Examples 5
and 6 in the previous paragraph, one can additionally look at the performance of the
heuristic estimates of sets (cf. (6.6.3)), which form the basis of the heuristic estimates
of the consistency errors.
We will measure the quality of the approximation of the continuous sets and the
quality of the heuristic set approximations in terms of the quantities eevd`,A, edva`,A , eeva`,A and
eevd`,C , edva`,C , eeva`,C (cf. (6.6.4)). Recall that these quantities correspond to the L1-norm of
the difference between the characteristic functions of the associated sets as illustrated
in Figure 8.17. In particular, eevd`,A (eevd`,C ) shows how well the discrete active set A`
(discrete strongly active set C`) approximates the continuous active set A (strongly
active set C), whereas the quantities edva`,A , eeva`,A (edva`,C , eeva`,C ) reflect the quality of the
heuristic approximation of the active set A¯` (of the strongly active set C¯`).
A
A¯ℓ
Aℓ
e
evd
ℓ,A
e
dva
ℓ,A
e
eva
ℓ,A
C
C¯ℓ
Cℓ
e
evd
ℓ,C
e
dva
ℓ,C
e
eva
ℓ,C
Figure 8.17: Scheme of error quantities associated with the active set A (left) and with the
strongly active set C (right).
In terms of these three error quantities, it seems appropriate to say that the heuris-
tic approximation of the active set works well if the following conditions are satisfied
simultaneously:
eevd`,A ≈ edva`,A or at least eevd`,A ≤ edva`,A and β`(eevd`,A) ≈ β`(edva`,A) , (8.4.1a)
eeva`,A  edva`,A , (8.4.1b)
eeva`,A  eevd`,A . (8.4.1c)
And similarly, for the strongly active set
eevd`,C ≈ edva`,C or at least eevd`,C ≤ edva`,C and β`(eevd`,C ) ≈ β`(edva`,C ) , (8.4.2a)
eeva`,C  edva`,C , (8.4.2b)
eeva`,C  eevd`,C . (8.4.2c)
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Test problems with strict complementarity
For Examples 1, 2, and 3, Figure 8.18 shows the decay of the error quantities edva`,A , eevd`,A,
and eeva`,A as functions on the DOF for the uniform and the adaptive mesh refinement.
For Examples 1 and 2 all the quantities can be computed, whereas in case of Example
3 only edva`,A is available.
Example 1 and Example 2 (with known analytical solution). We see that the continuous
active sets A are well approximated by the discrete ones A`. Both adaptive and uniform
refinement lead to a steady decay of the error eevd`,A. In case of Example 1, uniform and
adaptive algorithms lead to essentially the same results with respect to eevd`,A, whereas
in case of Example 2 the adaptive mesh refinement results in a slightly faster reduction
of eevd`,A. One can say that Assumption 6.5.3 is satisfied for these two examples.
Concerning the quality of the heuristic approximation of the active set A¯`, we see
that for both, the adaptive and uniform mesh refinement, the a posteriori quantity edva`,A
yields an upper bound to the set error eevd`,A with approximately the same decay rates,
i.e., (8.4.1a) is satisfied.
We further examine the curves corresponding to eeva`,A, which measures the difference
between the heuristic estimate of the active set A¯` and the exact active set A in com-
parison to that associated with eevd`,A and its heuristic approximation edva`,A . Obviously, A¯`
does not provide a better approximation of the exact set A than the discrete active set
A` does. Namely, with essentially the same convergence rates, the three error quanti-
ties satisfy eeva`,A ≈ edva`,A , eeva`,A ≥ eevd`,A for Example 1, whereas for Example 2, eeva`,A ≤ edva`,A ,
eeva`,A ≈ eevd`,A in case of uniform mesh refinement and eeva`,A ≤ edva`,A , eeva`,A ≥ eevd`,A in case
of adaptive mesh refinement. This behavior does not align with the ideal expectation
(8.4.1b) and (8.4.1c). The fact that eeva`,A is not much smaller than edva`,A explains our
observation from the previous paragraph that the heuristic estimate Ec,2`,rel of the reli-
ability associated consistency error is not sharp with respect to the exact consistency
error ec`,rel (see Figure 8.15, top and middle), although, it gives a proper upper bound
with a correct decay rate.
Example 3 (no analytical solution). Relying on the information provided by edva`,A in
case of Example 3, one can say that adaptive refinement improves the quality of the
approximation of the active set A, since edva`,A reaches lower values.
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Figure 8.18: Approximation of the active set. Example 1 (top), Example 2 (middle), Example
3 (bottom). Quantities dva(A) = edva`,A , evd(A) = eevd`,A, and eva(A) = eeva`,A as functions of the
DOF on a double logarithmic scale for uniform refinement (left) and adaptive refinement (right).
For Example 3 the quantities eevd`,A and eeva`,A are not given since the exact solution is unknown.
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Test problems with lack of strict complementarity
For Examples 4, 5, and 6, Figures 8.19 and 8.20 show the decay of the errors quantities
edva`,A , eevd`,A, eeva`,A and edva`,C , eevd`,C , eeva`,C , respectively, as functions of the DOF for the uniform
and the adaptive mesh refinement.
It should be emphasized that, in case of the examples with lack of strict complemen-
tarity, it is a priori clear that the results with respect to the convergence of the discrete
active and strongly active sets in terms of quantities eevd`,A, eevd`,C cannot be expected to be
as satisfactory as for the problems with strict complementarity. As is was observed in
Paragraph 8.4.1, the strongly active set is not well resolved by the adaptive algorithm.
Moreover, in the algorithm PDASS(LSC,) the discrete active sets A` are artificially
constructed using the parameter  whose value is selected based on a heuristical as-
sumption (cf. Section 8.2). This fact influences the convergence of the discrete active
sets A` and can be observed in the behavior of the quantity eevd`,A.
Example 4 and Example 5 (with known analytical solution). In case of Example 4 (Fig-
ure 8.19 top), after a quick decay at the first several iterations of the uniform algorithm
(left) and the adaptive algorithm (right), the approximation error associated with the
active set eevd`,A starts to increase. For Example 5 (Figure 8.19 middle), in case of the
uniform refinement, eevd`,A experiences significant rises and drops in the magnitude as the
number of DOF increases, at the last iteration finally achieving the value slightly below
10−2. In case of adaptive mesh refinement, eevd`,A decreases with gradually diminish-
ing slope, at DOF ≈ 104 stabilizing at the value slightly under 10−2. Presumably, this
behavior is due to the artificial detection of the discrete active set A` in PDASS(LSC,).
Unlike the discrete active set A`, the discrete strongly active set C` is provided by
the PDASS(LSC,) algorithm directly. In case of the uniform mesh refinement, we
therefore observe better convergence results for C`. In case of Example 4 (Figure 8.20
top left), eevd`,C is decreasing with essentially constant decay rate. For Example 5 (Figure
8.20 middle left), after achieving DOF > 103 necessary for a proper resolution of C`,
the value of eevd`,C decreases with a stable decay rate.
In case of the adaptive mesh refinement, convergence results related to C are less
optimistic then for the uniformly mesh refinement. This is due to the poor resolution
of the mesh around the strongly active set provided by the adaptive algorithm (cf.
Paragraph 8.4.1). In case of Example 4 where we have NC` ≤ 66, 0 ≤ ` ≤ 14 (see Table
A.4.12), we observe an effect that sometimes occurs on such rough meshes: an addition
of a couple of DOF at each subsequent iteration of the adaptive loop leads to a gradual
increase of the approximation error eevd`,C at the second half of the adaptive cycle. In case
of Example 5 (Figure 8.20 middle right), the resolution of the strongly active set stays
practically unchanged until the overall number of DOF approaches the value 104, that is
when the value of eevd`,C starts to decrease. At the last iteration, however, the resolution
of C is still very poor so that eevd`,C < 10−1. Note that at the last iteration of the adaptive
loop NC` = 245 (cf. Table A.5.12). This behavior of the discrete strongly active set
allows to explain the sudden rise of the value of the efficiency related consistency error
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ec,L
2
`,eff that can be seen in Figure 8.14 middle right: with µ = 0 in B (see the description
of Example 5) and the discrete inactive sets I` satisfying I` ⊂ I ∪ B, the expression of
ec,L
2
`,eff reduces to
ec,L
2
`,eff =
∑
T⊆Z`
h2T ‖σ‖20,T
(cf. (6.5.3)). In the significant part of the adaptive cycle (3 ≤ ` ≤ 9), the discrete
strongly active set C` stays almost unchanged (see Figure 8.20, middle right). The
curve corresponding to ec,L
2
`,eff in Figure 8.14 middle right tells us that for 3 ≤ ` ≤ 9,
the set C` lies strictly within the exact set C, so that C ∩Z` = ∅ holds true. Therefore,
ec,L
2
`,eff = 0, 3 ≤ ` ≤ 9 and the corresponding data points are omitted in the plot.
Concerning the quality of the heuristic approximation of the continuous active and
strongly active sets, in case of Example 5, the quantities eevd`,A, eeva`,A, as well as eevd`,C ,
eeva`,C show approximately the same behavior as in case of the examples with strict
complementarity. That is, edva`,A (edva`,C ) provides an upper bound to eevd`,A (eevd`,C ) with
similar convergence rates, whereas the magnitude of eeva`,A (eeva`,C ) is not much smaller
comparing to that of the other two quantities. In case of Example 4, the heuristic
estimates of the (strongly) active set perform badly except in case of strongly active set
and uniform refinement that features eevd`,C ≈ edva`,C ≈ eeva`,C .
Remark 8.4.5. By varying the parameters γ and r in the definition of the approx-
imations of the characteristic functions (6.6.1), one could possibly construct heuristic
approximations for the (strongly) active sets that satisfy (8.4.1) ((8.4.2)) more closely.
Example 6 (no analytical solution). The heuristic approximation of the discretization
error in the active set edva`,A stops decreasing after reaching the value edva`,A ≈ 10−2. This
behavior is similar to that observed in Examples 4 and 5 and is presumably caused by
the imprecision in detection of the discrete active set A`. The error quantity edva`,C in
case of uniform mesh refinement behaves unstably for this example due to chattering
observed at each iteration of the PDASSS(LSC,) algorithm (cf. Remark 8.4.2). In
case of the adaptive mesh refinement, chattering did not occur at some iterations of
the adaptive loop. As we can see, as soon as a sufficient resolution of the strongly
active set is achieved, edva`,C decreases with an essentially unchanging convergence rate,
not influenced by the chattering of the solver as much as in case of the uniform mesh
refinement.
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Figure 8.19: Approximation of the active set. Example 4 (top), Example 5 (middle), Example
6 (bottom). Quantities dva(A) = edva`,A , evd(A) = eevd`,A, and eva(A) = eeva`,A as functions of the
DOF on a double logarithmic scale for uniform refinement (left) and adaptive refinement (right).
For Example 6 the quantities eevd`,A and eeva`,A are not given since the exact solution is unknown.
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Figure 8.20: Approximation of the strongly active set. Example 4 (top), Example 5 (middle),
Example 6 (bottom). Quantities dva(C) = edva`,C , evd(C) = eevd`,C , and eva(C) = eeva`,C as functions
of the DOF on a double logarithmic scale for uniform refinement (left) and adaptive refinement
(right). For Example 6 the quantities eevd`,C and eeva`,C are not given since the exact solution is
unknown.
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Performance of the heuristic consistency error estimates of ec`,rel. Synopsis
In Paragraph 8.4.3, we have seen that the heuristic estimates of ec`,rel perform badly
for Example 5. They provide upper bounds but are not able to capture the decay rate
of the exact consistency error ec`,rel correctly. It should be noted that the structure
of Example 5 is very similar to that of Example 2. The substantial difference lies in
the fact that Example 2 satisfies the strict complementarity condition. The heuristic
consistency error estimate Ec,2`,rel for Example 2 provides both, a valid upper bound and
correct information with regard to the decay rates. The analysis of the heuristic set
approximations A¯` and C¯` in terms of the error quantities eevd`,A, edva`,A , eeva`,A and eevd`,C , edva`,C ,
eeva`,C that have been performed in this paragraph, shows no significant differences in the
performance of the heuristic set estimates for Example 2 and Example 5. In both cases,
the quantities edva`,A and edva`,C give correct information about the behavior of eevd`,A and eevd`,C ,
respectively. We can therefore exclude that the heuristic set estimates are responsible
for the deficient performance of the reliability associated heuristic consistency error
estimates. However, as we know, in case of Example 5 other effects specific for the
numerical approximations of problems with lack of strict complementarity occur. These
are:
(i) a deficient approximation of the active set due to the artificial detection with a
heuristically chosen parameter  employed in PDASS(LSC,);
(ii) poor resolution of the strongly active set in case of the adaptive mesh refinement.
It seems that the effect of factor (ii) should be less significant than the effect of factor
(i): in this paragraph we have seen that the strongly active set is well resolved in case
of the uniform mesh refinement (see Figure 8.21 middle). Nevertheless, the results
presented in Paragraph 8.4.3 show that the heuristic estimates Ec,1`,rel and E
c,2
`,rel are
similarly imprecise for both, the uniform and adaptive mesh refinement (see Figure
8.16 middle).
Remark 8.4.6. It is, of course, not excluded that a further detailed investigation of
the methods of a posteriori error control for the optimally controlled obstacle problem
will reveal an improvement with regard to factor (ii) to be necessary. Therefore, it
should be noted that the adaptive algorithm 7.1 intrinsically ignores the strongly active
set. Being based on the a posteriori error estimate (6.1.1), its goal is to minimize the
total error |||e`|||2 = ‖e`,y‖21,Ω + ‖e`,p‖21,Ω + ‖e`,u‖20,Ω that does not contain any direct
information about the error in the multiplier σ whose shape determines the structure
of the strongly active set. In order to improve factor (ii), one has to choose a different
measure of the approximation error in the a posteriori error analysis.
The heuristic set approximations and consistency error estimates are constructed
from the discrete solutions y`, p`, σ` and the associated discrete sets A` and C`. Thus,
the imprecision in the discrete solution caused by factor (i) can have a bad influence on
the performance of the heuristic estimates. For Example 6 presumably the same effect
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occurs, worsened by the chattering of the solver. Factor (i) as well as the chattering
phenomenon can be avoided by employing different kinds of solvers in step SOLVE (cf.
Remark 7.2.5). This modification alone could presumably improve the performance of
the heuristic error estimates associated with the reliability estimate.
Remark 8.4.7. It is interesting that under the same circumstances regarding factors
(i) and (ii), the heuristic consistency error estimates work well in case of Example 4
and significantly overestimate in case of Example 5. This effect could be caused by
the difference in the structure of the solutions of these two problems: in the vicinity
of the free boundary F(y) the (adjoint) state functions change much quicker in case of
Example 5, therefore, the effect of factor (i) is enhanced.
Remark 8.4.8. Remarkably, the heuristic estimate Ec`,eff performs equally well for
all test problems, with and without strict complementarity. This has to do with the
structure of the estimate Ec`,eff . Unlike E
c,1
`,rel and E
c,2
`,rel, its expression does not involve
the data functions (cf. (6.6.7), (6.6.9), and (6.6.10)). Thus, the effects described above
do not occur in case of Ec`,eff . Unfortunately, as we have seen in Paragraph 8.4.3, a
similar construction for the reliability related consistency error Ec,3`,rel does not provide
a proper upper bound to ec`,rel.
8.4.5 Components of the a posteriori error estimate
In this paragraph, the results of the numerical experiments are examined from the
point of view of Assumption 6.5.1, that is, the magnitudes of the error estimator η2`
are compared with the magnitudes of the exact consistency errors ec,L
2
`,eff and |ec`,rel|.
Additionally, the heuristic estimates Ec`,eff , as well as |Ec,2`,rel| in case of examples with
strict complementarity and |Ec,1`,rel| for examples with lack of strict complementarity
are included into all plots in order to see what prognosis the heuristic consistency
error estimates give on the ratios (6.5.5). Note that for problems without analytical
solution, the heuristic estimates are the only source of information with regard to the
uncomputable consistency error terms. In the end of the paragraph, the magnitude of
the data oscillation terms is also compared to that of η2` .
Figures 8.21 and 8.22 show the decrease of the estimator η2` , the absolute value of the
reliability related consistency error |ec`,rel| with its heuristic estimate |Ec,2`,rel|, and the
efficiency related consistency error ec,L
2
`,eff with its heuristic estimate Ec`,eff as functions
of the DOF for uniform refinement and adaptive mesh refinement.
For Examples 1, 2, 4, and 5 the exct consistency errors ec,L
2
`,eff and |ec`,rel| are signif-
icantly dominated by the error estimator η2` . Moreover, the decay rates of e
c,L2
`,eff and
|ec`,rel| are at least as high as that of η2` . The only exception occurs in case of Example
5 for adaptive mesh refinement (see Figure 8.22 middle right). Overall, η2` dominates
ec,L
2
`,eff . However, due to the extremely poor resolution of the strongly active set, the
consistency error ec,L
2
`,eff , being equal to zero at iterations 3 ≤ ` ≤ 9, acquires non-zero
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values only at iterations 10 ≤ ` ≤ 13 (see the discussion in Paragraph 8.4.4), at itera-
tion ` = 10 getting close to (but staying below) the value of η2` . Nevertheless, it then
rapidly decreases and gains a difference to η2` of almost two orders of magnitude.
In case of Examples 1, 2, and 4, the heuristic error estimates correctly predict that
the consistency terms decay at least as fast as the error estimator. In case of Example
1, |Ec,2`,rel| grossly overestimates |ec`,rel| (see Figure 8.21 top right), nevertheless, the
heuristic estimates are significantly smaller then the error estimator.
In case of Example 5, due to the significant overestimation with insufficient decay
rates, the heuristic estimate |Ec,1`,rel| gives false information about the ratio between the
reliability related consistency error and the error estimator whereas Ec`,eff predicts the
behavior of η2` essentially correct (Figure 8.22, middle).
In case of Examples 3 and 6, the exact consistency errors are not known. Due to
the chattering of the solver, strong overestimation of the exact consistency errors can
be expected. Indeed, for Example 3 the heuristic estimate |Ec,2`,rel| exceeds η2` for DOF
below 2 ∗ 104. Still, |Ec,2`,rel| shows that the consistency error decreases much faster than
η2` . Furthermore, Ec`,eff is dominated by η2` . Thus, overall, one can say that in this
example the consistency errors should not influence the performance of the adaptive
mesh refinement based on η`.
As we have seen in Paragraphs 8.4.3 and 8.4.4, presumably the same deficient perfor-
mance of |Ec,1`,rel| observed for Example 5 is also relevant in case of Example 6, worsened
by the chattering of the solver. Whereas the efficiency related heuristic estimate Ec`,eff
is significantly dominated by the estimator, |Ec,1`,rel| dramatically dominates η2` for both,
the uniform and adaptive mesh refinement.
Figures 8.23 and 8.24 show the decrease of the estimator η2` and the efficiency re-
lated data oscillation term osc2`,eff as functions of the DOF for uniform and adaptive
mesh refinement. For Example 6, osc`,rel = osc`,eff = 0. For all the other examples,
osc`,rel = 0 and the data oscillation osc`,eff is decreasing much faster and is significantly
dominated by the error estimator.
Remark 8.4.9. As we have seen in Paragraph 8.4.4, for problems with strict comple-
mentarity, Assumption 6.5.3 is satisfied for both, the uniform and the adaptive mesh
refinement. For problems with lack of strict complementarity on the other hand, As-
sumption 6.5.3 cannot in general be fulfilled with respect to the zero set Z in case of the
adaptive mesh refinement (see Remark 8.4.6), even if the quality of the approximation
of A is improved by employing a different algorithm in step SOLVE. However, as Fig-
ure 8.22 shows, the exact consistency errors corresponding to Examples 4 and 5 in case
of adaptive mesh refinement are dominated by the error estimator η2` and, moreover,
decay at least as fast as η2` . These results give the impression that part of Assumption
6.5.3 with respect to the zero set might be redundant.
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Figure 8.21: Example 1 (top), Example 2 (middle), Example 3 (bottom). Decrease of the
estimator η2 = η2` , the absolute value of the reliability related consistency error er = |ec`,rel| and
its heuristic estimate Er = |Ec,2`,rel|, and the efficiency related consistency error ee = ec,L
2
`,eff and
its heuristic estimate Ee = Ec`,eff as functions of the DOF on a double logarithmic scale for
uniform refinement (left) and adaptive refinement (right). For Example 3 the quantities |ec`,rel|
and ec,L
2
`,eff are not given since the exact solution is unknown.
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Figure 8.22: Example 4 (top), Example 5 (middle), Example 6 (bottom). Decrease of the
estimator η2 = η2` , the absolute value of the reliability related consistency error er = |ec`,rel| and
its heuristic estimate Er = |Ec,2`,rel|, and the efficiency related consistency error ee = ec,L
2
`,eff and
its heuristic estimate Ee = Ec`,eff as functions of the DOF on a double logarithmic scale for
uniform refinement (left) and adaptive refinement (right). For Example 6 the quantities |ec`,rel|
and ec,L
2
`,eff are not given since the exact solution is unknown.
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Figure 8.23: Example 1 (top), Example 2 (middle), Example 3 (bottom). Decrease of the
estimator η2 = η2` and the efficiency related data oscillation osc2e = osc2`,eff as functions of the
DOF on a logarithmic scale for uniform refinement (left) and adaptive refinement (right).
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Figure 8.24: Example 4 (top), Example 5 (bottom). Decrease of the estimator η2 = η2` and
the efficiency related data oscillation osc2e = osc2`,eff as functions of the DOF on a logarithmic
scale for uniform refinement (left) and adaptive refinement (right).
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8.4.6 Comparison of adaptive and uniform algorithms in view of
genuine computational times
Due to the fact that the PDASS algorithm requires solution of linear systems only for
the unknowns in the inactive set I(k)` , comparison of the performance of the adaptive
and the uniform algorithm in terms of the dependences η`(DOF ) (|||e`|||(DOF )) might
lead to wrong conclusions with regard to the benefit of the adaptive refinement. In
particular, this can happen if the inactive set is very small.
Examples 1 and 2 are very similar, yet the inactive set I∗ of Example 2 occupies
a relatively small subset of Ω. Whereas for Example 1 the computational times t`
corresponding to similar numbers of DOF in case of uniform and adaptive mesh refine-
ment are comparable (see Table A.1.10), for Example 2 they differ dramatically (see
Table A.2.10). Note, however, that for similar numbers of inactive nodal points N I` ,
the computational times required by the solver on uniform and adaptive meshes are
comparable also in case of Example 2. This observation tells us that for the problem
under consideration (and, presumably, for contact problems in general), to compare the
performance of the uniform and the adaptive mesh refinement, one should analyze error
quantities as functions of N I` rather than of DOF.
Figure 8.25 shows the decrease of η` and |||e`||| for Examples 1 and 2 as functions of
N I` for the uniform and adaptive mesh refinement. Whereas the plot corresponding to
Example 1 is almost identical to that we have seen in Paragraph 8.4.2, in case of Example
2 (cf. Figure 8.11) there is an obvious difference. That is, when |I∗| is comparable to
|Ω|, both, dependences on DOF and on N I` give approximately the same information,
whereas if |I∗|/|Ω| << 1, comparative analysis of uniform and adaptive refinement
should, fairly speaking, rely on error quantities as functions of N I` .
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Figure 8.25: Example 1 (left), Example 2 (right). Decrease of the estimator η = η` and the
total error |||e||| = |||e`||| as functions of N I` on a double logarithmic scale for uniform (UFEM)
and adaptive (AFEM) refinement.
143
8 Numerical experiments
144
9 Conclusions
The main aim of this work was to develop an adaptive finite element scheme based
on the standard residual-type a posteriori error estimator for the optimally controlled
elliptic obstacle problem.
In the ideal case, some general convergence result should precede the a posteriori
error analysis since convergence to a solution is implicitly assumed by the a posteriori
estimates. However, for the problem under consideration with the utilized approxi-
mation scheme no convergence result is yet available in the literature to the best of
my knowledge. As one of the main results of this thesis, the following convergence
result is proved in Chapter 5: for discrete C-stationary points computed on sequences
of uniformly refined meshes, under assumption of boundedness of the sequences of the
discrete state and control functions, there exists a subsequence converging to an almost
C-stationary point of the optimal control problem. One possible suggestion for further
research could be an improvement of this convergence result, e.g., as suggested in Re-
mark 5.2.2.
The residual-type a posteriori error estimator η` suggested in Chapter 6 is shown to be
reliable and efficient up to the consistency error terms ec`,rel, ec`,eff and data oscillation
osc`,rel, osc`,eff . In Chapter 7, an adaptive finite element algorithm is suggested that
uses the computable part of the a posteriori error estimate, η` and osc`, to adapt
the mesh to the structure of the unknown solution. Unfortunately, it is impossible to
include the consistency errors into the refinement process since ec`,rel and ec`,eff are in
general not computable. Therefore, it is assumed that ec`,rel, ec`,eff are negligibly small
compared to η` and do not contain any information essential for proper adaptive mesh
refinement and the adaptive algorithm simply ignores these terms.
In order to verify this hypothesis, heuristic estimates for the uncomputable terms
ec`,rel, ec`,eff were suggested in Section 6.6. Some basic questions had to be investigated
in order to make the latter estimation possible and, furthermore, to make assumptions
that ec`,rel and ec`,eff are small sound plausible. For instance, local properties of V ∗-
functionals and localization of dual pairings have been considered in detail and the local
structure of the stationary points has been analyzed.
In order to test the adaptive algorithm in comparison to the uniform algorithm, ex-
tensive numerical simulations were performed. This also allowed to analyze the behavior
of the reliability and efficiency related consistency errors and the associated heuristic
estimates.
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The numerical examples clearly show the benefit of the adaptive algorithm compared
to the uniform algorithm which can be seen in enhanced convergence rates. This result
justifies the use of the adaptive algorithm in general and of the residual a posteriori
error estimates developed in this work in particular. As a positive side effect, the
adaptive mesh refinement also seems to suppress chattering of the solver at least at
some iterations. It should also be noted that the adaptive mesh refinement does not
resolve the strongly active set C well. This, however, has no noticeable influence on the
performance of the adaptive method. The active set is typically well approximated by
the adaptive algorithm.
For both, uniform and adaptive mesh refinement, the exact consistency errors are
dominated by the error estimator in all examples with known analytical solution, which
confirms the assumption that the consistency errors are small.
Concerning the heuristic estimates of consistency errors, the results are diverse. The
sharp estimation of the efficiency related consistency error ec,L
2
`,eff by its heuristic estimate
in case of the examples with known analytical solution makes the predictions made by
the estimate look credible. From three types of heuristic estimates for the reliability
related consistency error ec`,rel proposed, it seems that E
c,1
`,rel (if the data is smooth)
and Ec,2`,rel perform well for both, problems with and without strict complementarity.
However, for some examples with lack of strict complementarity they are not able to
capture the decay rates correctly. This deficiency can presumably be fixed by employing
a different solver.
The performance of heuristic approximations of sets A¯` and C¯` has also been analyzed.
The data show that, on one hand, A¯` (C¯`) does not provide better approximations to
A (C) than the discrete set A` (C`) does. This could presumably be fixed by vary-
ing the parameters in the definitions of A¯` and C¯`. On the other hand, the L1-norm
of the difference between the characteristic functions of A¯` (C¯`) and A` (C`) typically
provides an upper bound with correct decay rates to the L1-norm of the difference
between the characteristic functions of A (C) and A` (C`). Overall, the heuristic set
approximations provide a satisfactory basis for the heuristic consistency error estimates.
An important unresolved issue is the lack of a theory that in view of the non-
uniqueness of the solutions would guarantee convergence of numerical schemes to a
certain solution as the mesh is refined. In all examples presented in Chapter 8, the
numerical scheme converges to one and the same solution. Moreover, in case of the
examples with known exact solutions, convergence to the expected solution is observed.
However, it is possible to construct examples where this is not the case. For instance,
by using the solver PDASS(LSC,) for examples with known exact solution where µ 6= 0
in B. In this case the algorithm enforces µ` = 0 in B` and converges to a solution that
differs from the expected one.
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A Tabulated results of the numerical
experiments
This Appendix supplements the documentation of the numerical results presented in
Chapter 8.
A.1 Example 1
` η` η`(y) η`(p)
0 2.87e+ 00 1.85e+ 00 2.20e+ 00
1 2.20e+ 00 1.44e+ 00 1.66e+ 00
2 1.63e+ 00 1.08e+ 00 1.22e+ 00
3 1.20e+ 00 8.02e− 01 8.92e− 01
4 8.93e− 01 6.01e− 01 6.60e− 01
5 6.62e− 01 4.48e− 01 4.88e− 01
6 4.93e− 01 3.35e− 01 3.61e− 01
7 3.68e− 01 2.51e− 01 2.69e− 01
8 2.77e− 01 1.90e− 01 2.01e− 01
9 2.09e− 01 1.44e− 01 1.52e− 01
10 1.59e− 01 1.10e− 01 1.15e− 01
11 1.22e− 01 8.45e− 02 8.77e− 02
12 9.36e− 02 6.52e− 02 6.73e− 02
` η` η`(y) η`(p)
0 2.87e+ 00 1.85e+ 00 2.20e+ 00
1 2.26e+ 00 1.52e+ 00 1.67e+ 00
2 1.62e+ 00 1.08e+ 00 1.21e+ 00
3 1.13e+ 00 7.60e− 01 8.30e− 01
4 7.60e− 01 5.12e− 01 5.61e− 01
5 5.38e− 01 3.63e− 01 3.97e− 01
6 3.75e− 01 2.52e− 01 2.77e− 01
7 2.71e− 01 1.84e− 01 2.00e− 01
8 1.93e− 01 1.31e− 01 1.43e− 01
9 1.40e− 01 9.50e− 02 1.03e− 01
10 1.01e− 01 6.79e− 02 7.41e− 02
11 7.28e− 02 4.93e− 02 5.36e− 02
12 5.22e− 02 3.52e− 02 3.85e− 02
Table A.1.1: Example 1. Error estimator η` and its components η`(y) and η`(p) for uniform
refinement (left) and adaptive refinement (right).
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` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 33 8.50e− 01 1.08e− 01 6.01e− 01 5.92e− 01
1 80 6.05e− 01 5.69e− 02 4.29e− 01 4.24e− 01
2 161 4.40e− 01 3.10e− 02 3.12e− 01 3.10e− 01
3 352 3.26e− 01 1.74e− 02 2.31e− 01 2.30e− 01
4 705 2.43e− 01 1.00e− 02 1.72e− 01 1.71e− 01
5 1472 1.83e− 01 5.92e− 03 1.29e− 01 1.29e− 01
6 2945 1.39e− 01 3.53e− 03 9.80e− 02 9.80e− 02
7 6016 1.06e− 01 2.13e− 03 7.48e− 02 7.48e− 02
8 12033 8.12e− 02 1.30e− 03 5.74e− 02 5.74e− 02
9 24320 6.26e− 02 7.99e− 04 4.43e− 02 4.43e− 02
10 48641 4.85e− 02 4.94e− 04 3.43e− 02 3.43e− 02
11 97792 3.78e− 02 3.07e− 04 2.67e− 02 2.67e− 02
12 195585 2.95e− 02 1.91e− 04 2.09e− 02 2.09e− 02
Table A.1.2: Example 1. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for uniform refinement.
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 33 8.50e− 01 1.08e− 01 6.01e− 01 5.92e− 01
1 69 6.57e− 01 6.50e− 02 4.65e− 01 4.60e− 01
2 152 4.08e− 01 2.40e− 02 2.88e− 01 2.87e− 01
3 350 2.88e− 01 1.30e− 02 2.03e− 01 2.03e− 01
4 805 1.87e− 01 5.32e− 03 1.33e− 01 1.32e− 01
5 1576 1.31e− 01 2.55e− 03 9.28e− 02 9.27e− 02
6 3361 8.98e− 02 1.21e− 03 6.35e− 02 6.35e− 02
7 6289 6.52e− 02 6.41e− 04 4.61e− 02 4.61e− 02
8 12726 4.58e− 02 3.20e− 04 3.24e− 02 3.24e− 02
9 23708 3.33e− 02 1.68e− 04 2.35e− 02 2.35e− 02
10 46719 2.36e− 02 8.46e− 05 1.67e− 02 1.67e− 02
11 87342 1.71e− 02 4.46e− 05 1.21e− 02 1.21e− 02
12 170785 1.21e− 02 2.24e− 05 8.59e− 03 8.59e− 03
Table A.1.3: Example 1. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for adaptive refinement.
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` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 1.15e− 01 7.73e− 02 8.52e− 02 0.00e+ 00
1 4.35e− 02 3.01e− 02 3.14e− 02 0.00e+ 00
2 1.68e− 02 1.18e− 02 1.20e− 02 0.00e+ 00
3 6.04e− 03 4.25e− 03 4.30e− 03 0.00e+ 00
4 2.76e− 03 1.95e− 03 1.96e− 03 0.00e+ 00
5 1.16e− 03 8.19e− 04 8.21e− 04 0.00e+ 00
6 4.73e− 04 3.34e− 04 3.35e− 04 0.00e+ 00
7 2.05e− 04 1.45e− 04 1.45e− 04 0.00e+ 00
8 8.54e− 05 6.04e− 05 6.04e− 05 0.00e+ 00
9 3.65e− 05 2.58e− 05 2.58e− 05 0.00e+ 00
10 1.58e− 05 1.11e− 05 1.11e− 05 0.00e+ 00
11 6.56e− 06 4.64e− 06 4.64e− 06 0.00e+ 00
12 2.75e− 06 1.94e− 06 1.94e− 06 0.00e+ 00
Table A.1.4: Example 1. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for uniform refinement.
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 1.15e− 01 7.73e− 02 8.52e− 02 0.00e+ 00
1 1.05e− 01 7.16e− 02 7.67e− 02 0.00e+ 00
2 2.04e− 02 1.43e− 02 1.45e− 02 0.00e+ 00
3 1.60e− 02 1.13e− 02 1.13e− 02 0.00e+ 00
4 3.22e− 03 2.28e− 03 2.28e− 03 0.00e+ 00
5 1.04e− 03 7.36e− 04 7.36e− 04 0.00e+ 00
6 5.83e− 04 4.12e− 04 4.12e− 04 0.00e+ 00
7 2.10e− 04 1.49e− 04 1.49e− 04 0.00e+ 00
8 1.63e− 04 1.15e− 04 1.15e− 04 0.00e+ 00
9 5.10e− 05 3.60e− 05 3.60e− 05 0.00e+ 00
10 3.49e− 05 2.47e− 05 2.47e− 05 0.00e+ 00
11 1.22e− 05 8.61e− 06 8.61e− 06 0.00e+ 00
12 4.14e− 06 2.93e− 06 2.93e− 06 0.00e+ 00
Table A.1.5: Example 1. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for adaptive refinement.
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A Tabulated results of the numerical experiments
` ec`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 7.10e− 03 3.60e+ 00 −3.96e− 02 2.75e− 01 1.63e− 01
1 −3.36e− 03 5.15e+ 00 −8.40e− 03 1.21e− 01 7.65e− 02
2 2.17e− 03 2.05e+ 00 −6.23e− 03 3.00e− 02 2.56e− 02
3 9.59e− 04 7.60e− 01 −3.52e− 03 8.31e− 03 5.39e− 03
4 4.17e− 04 1.82e− 01 −1.56e− 03 3.67e− 03 3.73e− 03
5 1.52e− 04 6.89e− 02 −4.99e− 04 1.50e− 03 1.18e− 03
6 6.51e− 05 2.16e− 02 −2.12e− 04 4.26e− 04 4.07e− 04
7 2.58e− 05 8.05e− 03 −9.40e− 05 1.49e− 04 1.28e− 04
8 9.17e− 06 2.53e− 03 −3.29e− 05 5.84e− 05 5.71e− 05
9 3.55e− 06 9.63e− 04 −1.13e− 05 2.18e− 05 2.06e− 05
10 1.12e− 06 3.09e− 04 −4.22e− 06 8.23e− 06 8.21e− 06
11 4.77e− 07 1.14e− 04 −1.58e− 06 2.61e− 06 2.67e− 06
12 1.51e− 07 3.67e− 05 −5.62e− 07 9.58e− 07 9.90e− 07
Table A.1.6: Example 1. Reliability related consistency error ec`,rel with heuristic estimates
Ec,2`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff for
uniform refinement.
` ec`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 7.10e− 03 3.60e+ 00 −3.96e− 02 2.75e− 01 1.63e− 01
1 5.91e− 03 4.28e+ 00 −3.40e− 02 2.75e− 01 1.58e− 01
2 −1.39e− 03 1.73e+ 00 −8.75e− 03 3.08e− 02 1.47e− 02
3 2.46e− 04 1.05e+ 00 −4.16e− 03 1.46e− 02 8.07e− 03
4 1.23e− 04 3.94e− 01 −1.49e− 03 3.28e− 03 3.19e− 03
5 8.63e− 05 5.88e− 02 −3.11e− 04 1.56e− 03 1.45e− 03
6 3.77e− 05 4.21e− 02 −1.34e− 04 4.61e− 04 2.93e− 04
7 1.71e− 05 1.19e− 02 −5.21e− 05 2.11e− 04 1.70e− 04
8 5.44e− 06 4.39e− 03 −2.25e− 05 9.27e− 05 8.24e− 05
9 2.12e− 06 1.65e− 03 −7.92e− 06 2.79e− 05 2.46e− 05
10 1.07e− 06 7.19e− 04 −3.33e− 06 1.02e− 05 1.11e− 05
11 3.98e− 07 2.27e− 04 −1.09e− 06 4.00e− 06 3.46e− 06
12 1.75e− 07 1.08e− 04 −4.78e− 07 1.30e− 06 1.42e− 06
Table A.1.7: Example 1. Reliability related consistency error ec`,rel with heuristic estimates
Ec,2`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff for
adaptive refinement.
150
A.1 Example 1
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.30 0.28 0.32 0.38 0.72 0.38 0.38
2 0.43 0.41 0.44 0.46 0.87 0.46 0.45
3 0.39 0.38 0.40 0.38 0.74 0.38 0.38
4 0.43 0.42 0.43 0.43 0.80 0.43 0.42
5 0.41 0.40 0.41 0.38 0.71 0.38 0.38
6 0.43 0.42 0.43 0.40 0.75 0.40 0.40
7 0.41 0.40 0.41 0.38 0.71 0.38 0.38
8 0.41 0.41 0.42 0.38 0.71 0.38 0.38
9 0.40 0.39 0.40 0.37 0.69 0.37 0.37
10 0.39 0.39 0.40 0.37 0.69 0.37 0.37
11 0.38 0.38 0.39 0.36 0.68 0.36 0.36
12 0.38 0.37 0.38 0.36 0.68 0.36 0.36
Table A.1.8: Example 1. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for uniform refinement.
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.32 0.26 0.37 0.35 0.68 0.35 0.34
2 0.43 0.44 0.41 0.60 1.26 0.60 0.60
3 0.43 0.42 0.45 0.42 0.73 0.42 0.42
4 0.47 0.47 0.47 0.51 1.08 0.51 0.51
5 0.51 0.51 0.52 0.53 1.10 0.53 0.53
6 0.48 0.48 0.47 0.50 0.99 0.50 0.50
7 0.51 0.51 0.52 0.51 1.01 0.51 0.51
8 0.48 0.48 0.48 0.50 0.98 0.50 0.50
9 0.52 0.51 0.52 0.52 1.03 0.52 0.52
10 0.49 0.50 0.49 0.51 1.02 0.51 0.51
11 0.51 0.51 0.52 0.51 1.02 0.51 0.51
12 0.50 0.50 0.49 0.51 1.02 0.51 0.51
Table A.1.9: Example 1. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for adaptive refinement.
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A Tabulated results of the numerical experiments
` N I` N
A
` k
′
` t`
0 30 3 3 21”
1 67 13 4 42”
2 129 32 4 1’ 20”
3 275 77 5 2’ 35”
4 563 142 6 5’ 12”
5 1162 310 7 10’ 26”
6 2324 621 9 20’ 44”
7 4723 1293 11 41’ 27”
8 9490 2543 16 82’ 60”
9 19106 5214 19 166’ 01”
10 38284 10357 30 332’ 01”
11 76814 20978 34 663’ 42”
12 153778 41807 58 1327’ 18”
` N I` N
A
` k
′
` t`
0 30 3 3 21”
1 66 3 3 1’ 06”
2 129 23 4 1’ 43”
3 304 46 5 4’ 00”
4 720 85 8 9’ 11”
5 1443 133 8 15’ 57”
6 3143 218 12 37’ 02”
7 5955 334 13 65’ 32”
8 12220 506 20 141’ 05”
9 22940 768 21 250’ 27”
10 45599 1120 37 516’ 55”
11 85743 1599 39 940’ 40”
12 168431 2354 68 1877’ 23”
Table A.1.10: Example 1. Number of inactive N I` and active nodal points NA` , number of
iterations of PDASS k′` and computational time t` in minutes and seconds for uniform refinement
(left) and adaptive refinement (right).
A.2 Example 2
` η` η`(y) η`(p)
0 2.70e+ 00 1.89e+ 00 1.93e+ 00
1 1.88e+ 00 1.32e+ 00 1.34e+ 00
2 1.55e+ 00 1.08e+ 00 1.11e+ 00
3 1.29e+ 00 9.06e− 01 9.20e− 01
4 1.06e+ 00 7.42e− 01 7.50e− 01
5 8.06e− 01 5.67e− 01 5.72e− 01
6 6.14e− 01 4.33e− 01 4.36e− 01
7 4.54e− 01 3.20e− 01 3.22e− 01
8 3.39e− 01 2.39e− 01 2.41e− 01
9 2.52e− 01 1.78e− 01 1.79e− 01
10 1.89e− 01 1.33e− 01 1.34e− 01
11 1.41e− 01 9.99e− 02 1.00e− 01
12 1.07e− 01 7.54e− 02 7.56e− 02
13 8.10e− 02 5.72e− 02 5.74e− 02
14 6.18e− 02 4.37e− 02 4.38e− 02
` η` η`(y) η`(p)
0 2.70e+ 00 1.89e+ 00 1.93e+ 00
1 1.55e+ 00 1.09e+ 00 1.11e+ 00
2 1.25e+ 00 8.82e− 01 8.91e− 01
3 9.20e− 01 6.49e− 01 6.52e− 01
4 7.00e− 01 4.93e− 01 4.96e− 01
5 4.77e− 01 3.36e− 01 3.38e− 01
6 3.33e− 01 2.35e− 01 2.36e− 01
7 2.44e− 01 1.72e− 01 1.73e− 01
8 1.70e− 01 1.20e− 01 1.20e− 01
9 1.24e− 01 8.72e− 02 8.76e− 02
10 8.86e− 02 6.25e− 02 6.28e− 02
11 6.41e− 02 4.52e− 02 4.54e− 02
12 4.61e− 02 3.25e− 02 3.27e− 02
13 3.33e− 02 2.35e− 02 2.36e− 02
14 2.38e− 02 1.68e− 02 1.69e− 02
Table A.2.1: Example 2. Error estimator η` and its components η`(y) and η`(p) for uniform
refinement (left) and adaptive refinement (right).
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A.2 Example 2
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 33 7.78e− 01 6.93e− 02 5.48e− 01 5.48e− 01
1 80 7.25e− 01 6.77e− 02 5.11e− 01 5.11e− 01
2 161 6.04e− 01 4.21e− 02 4.26e− 01 4.26e− 01
3 352 4.38e− 01 2.31e− 02 3.09e− 01 3.09e− 01
4 705 3.25e− 01 1.26e− 02 2.30e− 01 2.29e− 01
5 1472 2.34e− 01 6.83e− 03 1.65e− 01 1.65e− 01
6 2945 1.72e− 01 3.86e− 03 1.21e− 01 1.21e− 01
7 6016 1.28e− 01 2.15e− 03 9.07e− 02 9.07e− 02
8 12033 9.58e− 02 1.26e− 03 6.77e− 02 6.77e− 02
9 24320 7.24e− 02 7.35e− 04 5.12e− 02 5.12e− 02
10 48641 5.49e− 02 4.38e− 04 3.88e− 02 3.88e− 02
11 97792 4.19e− 02 2.64e− 04 2.97e− 02 2.97e− 02
12 195585 3.22e− 02 1.60e− 04 2.28e− 02 2.28e− 02
13 392192 2.48e− 02 9.81e− 05 1.76e− 02 1.76e− 02
14 784385 1.93e− 02 6.05e− 05 1.36e− 02 1.36e− 02
Table A.2.2: Example 2. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for uniform refinement.
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 33 7.78e− 01 6.93e− 02 5.48e− 01 5.48e− 01
1 46 6.15e− 01 4.18e− 02 4.34e− 01 4.34e− 01
2 67 4.05e− 01 1.86e− 02 2.86e− 01 2.86e− 01
3 113 2.72e− 01 8.57e− 03 1.92e− 01 1.92e− 01
4 216 1.89e− 01 4.32e− 03 1.33e− 01 1.33e− 01
5 380 1.28e− 01 1.96e− 03 9.07e− 02 9.07e− 02
6 767 8.60e− 02 8.77e− 04 6.08e− 02 6.08e− 02
7 1297 6.16e− 02 4.64e− 04 4.35e− 02 4.35e− 02
8 2652 4.27e− 02 2.13e− 04 3.02e− 02 3.02e− 02
9 4746 3.06e− 02 1.14e− 04 2.17e− 02 2.17e− 02
10 9263 2.20e− 02 5.69e− 05 1.56e− 02 1.56e− 02
11 17237 1.57e− 02 3.02e− 05 1.11e− 02 1.11e− 02
12 33468 1.14e− 02 1.52e− 05 8.04e− 03 8.04e− 03
13 63066 8.13e− 03 8.04e− 06 5.75e− 03 5.75e− 03
14 122894 5.84e− 03 4.03e− 06 4.13e− 03 4.13e− 03
Table A.2.3: Example 2. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for adaptive refinement.
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A Tabulated results of the numerical experiments
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 4.61e− 01 3.23e− 01 3.29e− 01 0.00e+ 00
1 3.10e− 01 2.18e− 01 2.21e− 01 0.00e+ 00
2 1.04e− 01 7.29e− 02 7.38e− 02 0.00e+ 00
3 4.73e− 02 3.33e− 02 3.36e− 02 0.00e+ 00
4 2.05e− 02 1.45e− 02 1.45e− 02 0.00e+ 00
5 7.60e− 03 5.37e− 03 5.37e− 03 0.00e+ 00
6 3.41e− 03 2.41e− 03 2.41e− 03 0.00e+ 00
7 1.25e− 03 8.87e− 04 8.87e− 04 0.00e+ 00
8 5.61e− 04 3.96e− 04 3.96e− 04 0.00e+ 00
9 2.28e− 04 1.61e− 04 1.61e− 04 0.00e+ 00
10 9.70e− 05 6.86e− 05 6.86e− 05 0.00e+ 00
11 4.02e− 05 2.84e− 05 2.84e− 05 0.00e+ 00
12 1.73e− 05 1.22e− 05 1.22e− 05 0.00e+ 00
13 7.11e− 06 5.03e− 06 5.03e− 06 0.00e+ 00
14 3.03e− 06 2.14e− 06 2.14e− 06 0.00e+ 00
Table A.2.4: Example 2. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for uniform refinement.
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 4.61e− 01 3.23e− 01 3.29e− 01 0.00e+ 00
1 1.47e− 01 1.03e− 01 1.05e− 01 0.00e+ 00
2 7.39e− 02 5.21e− 02 5.24e− 02 0.00e+ 00
3 3.02e− 02 2.13e− 02 2.14e− 02 0.00e+ 00
4 5.24e− 03 3.70e− 03 3.71e− 03 0.00e+ 00
5 3.06e− 03 2.16e− 03 2.16e− 03 0.00e+ 00
6 7.99e− 04 5.65e− 04 5.65e− 04 0.00e+ 00
7 3.84e− 04 2.72e− 04 2.72e− 04 0.00e+ 00
8 1.17e− 04 8.30e− 05 8.30e− 05 0.00e+ 00
9 6.33e− 05 4.48e− 05 4.48e− 05 0.00e+ 00
10 2.52e− 05 1.78e− 05 1.78e− 05 0.00e+ 00
11 1.09e− 05 7.68e− 06 7.68e− 06 0.00e+ 00
12 5.60e− 06 3.96e− 06 3.96e− 06 0.00e+ 00
13 2.05e− 06 1.45e− 06 1.45e− 06 0.00e+ 00
14 1.00e− 06 7.10e− 07 7.10e− 07 0.00e+ 00
Table A.2.5: Example 2. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for adaptive refinement.
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A.2 Example 2
` ec`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 0.00e+ 00 0.00e+ 00 0.00e+ 00 0.00e+ 00 0.00e+ 00
1 4.29e− 02 1.17e− 02 −5.17e− 03 2.03e− 02 5.03e− 02
2 −1.30e− 03 1.94e− 01 −8.73e− 03 1.74e− 02 9.74e− 03
3 9.71e− 03 5.06e− 02 −5.41e− 03 5.08e− 03 5.64e− 03
4 2.07e− 03 1.31e− 02 −6.05e− 04 2.54e− 03 3.35e− 03
5 1.35e− 03 9.12e− 03 −3.30e− 04 5.23e− 04 1.16e− 03
6 3.43e− 04 3.17e− 03 5.34e− 05 2.92e− 04 5.85e− 04
7 2.14e− 04 1.29e− 03 2.32e− 05 6.38e− 05 1.44e− 04
8 5.54e− 05 5.28e− 04 2.42e− 05 3.03e− 05 9.37e− 05
9 2.56e− 05 2.17e− 04 3.92e− 06 1.07e− 05 1.84e− 05
10 5.64e− 06 6.14e− 05 2.36e− 06 4.15e− 06 6.90e− 06
11 3.30e− 06 2.40e− 05 1.02e− 06 1.21e− 06 1.89e− 06
12 6.10e− 07 9.07e− 06 4.03e− 07 5.36e− 07 1.12e− 06
13 3.89e− 07 3.30e− 06 1.14e− 07 1.80e− 07 2.80e− 07
14 9.52e− 08 1.05e− 06 5.21e− 08 6.51e− 08 1.07e− 07
Table A.2.6: Example 2. Reliability related consistency error ec`,rel with heuristic estimates
Ec,2`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff for
uniform refinement.
` ec`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 0.00e+ 00 0.00e+ 00 0.00e+ 00 0.00e+ 00 0.00e+ 00
1 3.67e− 05 1.95e− 01 −1.09e− 02 2.08e− 02 1.49e− 02
2 5.03e− 04 3.54e− 02 −2.69e− 03 1.24e− 02 8.02e− 03
3 2.83e− 03 5.38e− 02 −2.36e− 03 2.08e− 03 3.00e− 03
4 8.44e− 04 4.75e− 03 −2.52e− 04 4.67e− 04 5.70e− 04
5 1.09e− 03 4.78e− 03 −1.40e− 04 3.25e− 04 7.67e− 04
6 6.25e− 05 6.48e− 04 −1.29e− 06 1.10e− 04 1.05e− 04
7 1.80e− 05 4.69e− 04 −7.75e− 06 3.64e− 05 4.53e− 05
8 4.65e− 06 8.90e− 05 −3.68e− 08 7.80e− 06 1.17e− 05
9 2.43e− 06 5.39e− 05 −4.10e− 07 4.22e− 06 3.92e− 06
10 9.40e− 07 2.66e− 05 −1.52e− 07 1.66e− 06 1.79e− 06
11 3.93e− 07 1.16e− 05 −1.28e− 07 5.72e− 07 6.40e− 07
12 1.22e− 07 5.70e− 06 −3.81e− 08 2.13e− 07 2.91e− 07
13 5.77e− 08 2.19e− 06 −1.36e− 08 8.30e− 08 1.04e− 07
14 1.80e− 08 6.21e− 07 −2.98e− 09 2.68e− 08 3.45e− 08
Table A.2.7: Example 2. Reliability related consistency error ec`,rel with heuristic estimates
Ec,2`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff for
adaptive refinement.
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A Tabulated results of the numerical experiments
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.41 0.41 0.41 0.08 0.03 0.08 0.08
2 0.28 0.28 0.28 0.26 0.68 0.26 0.26
3 0.23 0.23 0.23 0.41 0.76 0.41 0.41
4 0.29 0.29 0.29 0.43 0.88 0.43 0.43
5 0.37 0.36 0.37 0.44 0.83 0.44 0.44
6 0.39 0.39 0.39 0.45 0.82 0.45 0.45
7 0.42 0.42 0.42 0.41 0.82 0.41 0.41
8 0.42 0.42 0.42 0.42 0.78 0.42 0.42
9 0.42 0.42 0.42 0.40 0.76 0.40 0.40
10 0.42 0.42 0.42 0.40 0.75 0.40 0.40
11 0.41 0.41 0.41 0.39 0.73 0.39 0.39
12 0.41 0.41 0.41 0.38 0.72 0.38 0.38
13 0.40 0.40 0.40 0.37 0.71 0.37 0.37
14 0.39 0.39 0.39 0.37 0.70 0.37 0.37
Table A.2.8: Example 2. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for uniform refinement.
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 1.67 1.67 1.66 0.71 1.53 0.70 0.70
2 0.57 0.55 0.58 1.11 2.15 1.11 1.11
3 0.59 0.59 0.60 0.76 1.48 0.76 0.76
4 0.42 0.42 0.42 0.56 1.06 0.56 0.56
5 0.68 0.68 0.68 0.69 1.40 0.68 0.68
6 0.51 0.51 0.51 0.57 1.15 0.57 0.57
7 0.59 0.59 0.59 0.64 1.21 0.64 0.64
8 0.51 0.51 0.51 0.51 1.09 0.51 0.51
9 0.55 0.55 0.55 0.57 1.07 0.57 0.57
10 0.50 0.50 0.50 0.49 1.04 0.49 0.49
11 0.52 0.52 0.52 0.54 1.02 0.54 0.54
12 0.50 0.50 0.50 0.49 1.03 0.49 0.49
13 0.51 0.51 0.51 0.53 1.01 0.53 0.53
14 0.50 0.50 0.50 0.50 1.03 0.50 0.50
Table A.2.9: Example 2. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for adaptive refinement.
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A.3 Example 3
` N I` N
A
` k
′
` t`
0 0 33 2 < 1”
1 3 77 3 01”
2 7 154 4 06”
3 17 335 5 09”
4 36 669 6 18”
5 69 1403 6 34”
6 143 2802 7 1’ 11”
7 287 5729 8 2’ 12”
8 579 11454 9 4’ 27”
9 1187 23133 11 8’ 54”
10 2378 46263 14 17’ 41”
11 4773 93019 18 35’ 07”
12 9581 186004 24 70’ 16”
13 19231 372961 33 140’ 14”
14 38462 745923 46 279’ 52”
` N I` N
A
` k
′
` t`
0 0 33 2 < 1”
1 7 39 4 06”
2 20 47 4 15”
3 52 61 5 45”
4 112 104 7 1’ 11”
5 261 119 9 2’ 57”
6 572 195 9 4’ 51”
7 1064 233 12 11’ 07”
8 2320 332 14 19’ 45”
9 4321 425 21 42’ 59”
10 8667 596 22 71’ 57”
11 16394 843 35 162’ 31”
12 32330 1138 38 267’ 57”
13 61542 1524 62 618’ 53”
14 120703 2191 70 1008’ 15”
Table A.2.10: Example 2. Number of inactive N I` and active nodal points NA` , number of
iterations of PDASS k′` and computational time t` in minutes and seconds for uniform refinement
(left) and adaptive refinement (right).
A.3 Example 3
` η` η`(y) η`(p)
0 2.98e− 02 2.67e− 02 1.31e− 02
1 2.04e− 02 1.85e− 02 8.68e− 03
2 1.39e− 02 1.27e− 02 5.80e− 03
3 1.07e− 02 9.62e− 03 4.77e− 03
4 7.39e− 03 6.71e− 03 3.11e− 03
5 5.72e− 03 5.14e− 03 2.51e− 03
6 4.13e− 03 3.69e− 03 1.85e− 03
7 3.24e− 03 2.92e− 03 1.41e− 03
8 2.37e− 03 2.12e− 03 1.05e− 03
9 1.90e− 03 1.72e− 03 8.21e− 04
10 1.42e− 03 1.26e− 03 6.57e− 04
` η` η`(y) η`(p)
0 2.98e− 02 2.67e− 02 1.31e− 02
1 2.17e− 02 1.94e− 02 9.84e− 03
2 1.51e− 02 1.37e− 02 6.37e− 03
3 1.14e− 02 1.01e− 02 5.16e− 03
4 8.08e− 03 7.27e− 03 3.51e− 03
5 5.77e− 03 5.13e− 03 2.64e− 03
6 4.10e− 03 3.66e− 03 1.84e− 03
7 2.98e− 03 2.65e− 03 1.37e− 03
8 2.25e− 03 1.91e− 03 1.19e− 03
9 1.58e− 03 1.39e− 03 7.51e− 04
10 1.17e− 03 1.01e− 03 6.06e− 04
11 8.30e− 04 7.26e− 04 4.03e− 04
12 5.99e− 04 5.22e− 04 2.93e− 04
Table A.3.1: Example 3. Error estimator η` and its components η`(y) and η`(p) for uniform
refinement (left) and adaptive refinement (right).
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A Tabulated results of the numerical experiments
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 2.66e− 05 1.88e− 05 1.88e− 05 0.00e+ 00
1 5.40e− 06 3.82e− 06 3.82e− 06 0.00e+ 00
2 1.63e− 06 1.15e− 06 1.15e− 06 0.00e+ 00
3 2.63e− 07 1.86e− 07 1.86e− 07 0.00e+ 00
4 6.73e− 08 4.76e− 08 4.76e− 08 0.00e+ 00
5 1.66e− 08 1.18e− 08 1.18e− 08 0.00e+ 00
6 4.62e− 09 3.27e− 09 3.27e− 09 0.00e+ 00
7 1.26e− 09 8.93e− 10 8.93e− 10 0.00e+ 00
8 3.56e− 10 2.51e− 10 2.51e− 10 0.00e+ 00
9 1.04e− 10 7.33e− 11 7.33e− 11 0.00e+ 00
10 3.04e− 11 2.15e− 11 2.15e− 11 0.00e+ 00
Table A.3.2: Example 3. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for uniform refinement.
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 2.66e− 05 1.88e− 05 1.88e− 05 0.00e+ 00
1 9.96e− 06 7.04e− 06 7.04e− 06 0.00e+ 00
2 1.92e− 06 1.36e− 06 1.36e− 06 0.00e+ 00
3 1.10e− 06 7.75e− 07 7.75e− 07 0.00e+ 00
4 1.56e− 07 1.10e− 07 1.10e− 07 0.00e+ 00
5 8.17e− 08 5.78e− 08 5.78e− 08 0.00e+ 00
6 1.38e− 08 9.78e− 09 9.78e− 09 0.00e+ 00
7 7.72e− 09 5.46e− 09 5.46e− 09 0.00e+ 00
8 2.88e− 09 2.04e− 09 2.04e− 09 0.00e+ 00
9 7.09e− 10 5.01e− 10 5.01e− 10 0.00e+ 00
10 2.68e− 10 1.89e− 10 1.89e− 10 0.00e+ 00
11 8.16e− 11 5.77e− 11 5.77e− 11 0.00e+ 00
12 2.79e− 11 1.97e− 11 1.97e− 11 0.00e+ 00
Table A.3.3: Example 3. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for adaptive refinement.
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A.3 Example 3
` η` η`(y) η`(p)
1 0.47 0.46 0.51
2 0.46 0.45 0.48
3 0.32 0.34 0.24
4 0.46 0.44 0.52
5 0.33 0.34 0.28
6 0.42 0.43 0.40
7 0.32 0.31 0.36
8 0.41 0.42 0.38
9 0.29 0.28 0.33
10 0.39 0.41 0.30
` η` η`(y) η`(p)
1 0.41 0.41 0.37
2 0.50 0.47 0.59
3 0.44 0.47 0.33
4 0.47 0.45 0.52
5 0.51 0.53 0.43
6 0.49 0.48 0.51
7 0.52 0.53 0.48
8 0.43 0.49 0.21
9 0.57 0.51 0.74
10 0.45 0.49 0.32
11 0.54 0.51 0.64
12 0.48 0.49 0.47
Table A.3.4: Example 3. Experimental convergence rates associated with η`, η`(y), and η`(p)
for uniform refinement (left) and adaptive refinement (right).
` N I` N
A
` k
′
` t`
0 54 15 152 6’ 25”
1 121 34 153 8’ 20”
2 283 75 155 22’ 34”
3 669 133 11 47’ 18”
4 1527 284 152 97’ 27”
5 3363 582 202 228’ 34”
6 7305 1224 153 484’ 39”
7 15870 2534 202 1015’ 52”
8 34065 5250 153 2118’ 12”
9 72632 10797 152 4391’ 57”
10 154127 22165 202 9071’ 11”
` N I` N
A
` k
′
` t`
0 54 15 152 6’ 25”
1 128 22 6 9’ 49”
2 270 43 152 27’ 43”
3 558 36 12 54’ 56”
4 1134 101 14 99’ 32”
5 2237 157 153 212’ 11”
6 4515 318 152 400’ 28”
7 8447 422 153 784’ 28”
8 16690 549 202 1430’ 02”
9 30932 1151 153 2791’ 36”
10 60632 1664 152 5063’ 19”
11 114905 3136 152 10167’ 20”
12 227074 4985 153 19013’ 24”
Table A.3.5: Example 3. Number of inactive N I` and active nodal points NA` , number of
iterations of PDASS k′` and computational time t` in minutes and seconds for uniform refinement
(left) and adaptive refinement (right).
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A Tabulated results of the numerical experiments
A.4 Example 4
` η` η`(y) η`(p)
0 6.37e+ 00 4.48e+ 00 4.52e+ 00
1 4.85e+ 00 3.42e+ 00 3.44e+ 00
2 3.81e+ 00 2.69e+ 00 2.70e+ 00
3 2.81e+ 00 1.98e+ 00 1.99e+ 00
4 2.09e+ 00 1.48e+ 00 1.48e+ 00
5 1.46e+ 00 1.03e+ 00 1.03e+ 00
6 1.07e+ 00 7.58e− 01 7.60e− 01
7 7.37e− 01 5.20e− 01 5.22e− 01
8 5.40e− 01 3.81e− 01 3.83e− 01
9 3.69e− 01 2.61e− 01 2.62e− 01
10 2.71e− 01 1.91e− 01 1.92e− 01
11 1.85e− 01 1.30e− 01 1.31e− 01
12 1.35e− 01 9.56e− 02 9.59e− 02
13 9.24e− 02 6.52e− 02 6.54e− 02
Table A.4.1: Example 4. Error estimator η` and its components η`(y) and η`(p) for uniform
refinement.
` η` η`(y) η`(p)
0 6.37e+ 00 4.48e+ 00 4.52e+ 00
1 4.69e+ 00 3.31e+ 00 3.32e+ 00
2 3.34e+ 00 2.36e+ 00 2.37e+ 00
3 2.38e+ 00 1.68e+ 00 1.69e+ 00
4 1.63e+ 00 1.15e+ 00 1.15e+ 00
5 1.13e+ 00 7.98e− 01 8.01e− 01
6 8.18e− 01 5.78e− 01 5.79e− 01
7 5.84e− 01 4.13e− 01 4.14e− 01
8 4.20e− 01 2.97e− 01 2.97e− 01
9 3.01e− 01 2.13e− 01 2.13e− 01
10 2.19e− 01 1.55e− 01 1.55e− 01
11 1.55e− 01 1.10e− 01 1.10e− 01
12 1.13e− 01 7.99e− 02 8.00e− 02
13 8.02e− 02 5.67e− 02 5.68e− 02
14 5.82e− 02 4.11e− 02 4.12e− 02
Table A.4.2: Example 4. Error estimator η` and its components η`(y) and η`(p) for adaptive
refinement.
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A.4 Example 4
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 25 1.65e+ 00 6.39e− 02 1.17e+ 00 1.16e+ 00
1 49 1.40e+ 00 4.12e− 02 9.92e− 01 9.92e− 01
2 113 1.05e+ 00 2.33e− 02 7.46e− 01 7.46e− 01
3 225 6.92e− 01 1.02e− 02 4.90e− 01 4.90e− 01
4 481 5.16e− 01 5.65e− 03 3.65e− 01 3.65e− 01
5 961 3.48e− 01 2.57e− 03 2.46e− 01 2.46e− 01
6 1985 2.59e− 01 1.42e− 03 1.83e− 01 1.83e− 01
7 3969 1.75e− 01 6.42e− 04 1.23e− 01 1.23e− 01
8 8065 1.30e− 01 3.57e− 04 9.19e− 02 9.19e− 02
9 16129 8.73e− 02 1.61e− 04 6.18e− 02 6.18e− 02
10 32513 6.50e− 02 8.92e− 05 4.60e− 02 4.60e− 02
11 65025 4.37e− 02 4.02e− 05 3.09e− 02 3.09e− 02
12 130561 3.25e− 02 2.23e− 05 2.30e− 02 2.30e− 02
13 261121 2.18e− 02 1.00e− 05 1.54e− 02 1.54e− 02
Table A.4.3: Example 4. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for uniform refinement.
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 25 1.65e+ 00 6.39e− 02 1.17e+ 00 1.16e+ 00
1 39 1.30e+ 00 4.90e− 02 9.17e− 01 9.15e− 01
2 78 8.49e− 01 1.83e− 02 6.01e− 01 6.00e− 01
3 151 5.61e− 01 7.61e− 03 3.97e− 01 3.97e− 01
4 309 4.02e− 01 3.84e− 03 2.84e− 01 2.84e− 01
5 655 2.60e− 01 1.61e− 03 1.84e− 01 1.84e− 01
6 1203 1.96e− 01 9.44e− 04 1.38e− 01 1.38e− 01
7 2439 1.34e− 01 4.27e− 04 9.48e− 02 9.48e− 02
8 4510 9.92e− 02 2.46e− 04 7.02e− 02 7.02e− 02
9 9129 6.90e− 02 1.15e− 04 4.88e− 02 4.88e− 02
10 16851 5.17e− 02 6.84e− 05 3.66e− 02 3.66e− 02
11 34159 3.56e− 02 3.09e− 05 2.52e− 02 2.52e− 02
12 63742 2.65e− 02 1.78e− 05 1.87e− 02 1.87e− 02
13 128066 1.85e− 02 8.39e− 06 1.31e− 02 1.31e− 02
14 242478 1.36e− 02 4.78e− 06 9.60e− 03 9.60e− 03
Table A.4.4: Example 4. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for adaptive refinement.
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A Tabulated results of the numerical experiments
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 2.58e− 01 1.82e− 01 1.83e− 01 0.00e+ 00
1 1.08e− 01 7.65e− 02 7.68e− 02 0.00e+ 00
2 3.05e− 02 2.18e− 02 2.13e− 02 0.00e+ 00
3 6.26e− 03 4.42e− 03 4.43e− 03 0.00e+ 00
4 1.91e− 03 1.36e− 03 1.33e− 03 0.00e+ 00
5 3.76e− 04 2.68e− 04 2.64e− 04 0.00e+ 00
6 1.20e− 04 8.55e− 05 8.35e− 05 0.00e+ 00
7 2.23e− 05 1.62e− 05 1.54e− 05 0.00e+ 00
8 7.31e− 06 5.25e− 06 5.09e− 06 0.00e+ 00
9 1.48e− 06 1.14e− 06 9.47e− 07 0.00e+ 00
10 4.80e− 07 3.65e− 07 3.12e− 07 0.00e+ 00
11 8.73e− 08 6.73e− 08 5.55e− 08 0.00e+ 00
12 2.96e− 08 2.30e− 08 1.87e− 08 0.00e+ 00
13 7.07e− 09 6.16e− 09 3.47e− 09 0.00e+ 00
Table A.4.5: Example 4. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for uniform refinement.
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 2.58e− 01 1.82e− 01 1.83e− 01 0.00e+ 00
1 1.39e− 01 9.81e− 02 9.82e− 02 0.00e+ 00
2 4.57e− 02 3.23e− 02 3.23e− 02 0.00e+ 00
3 1.06e− 02 7.59e− 03 7.38e− 03 0.00e+ 00
4 3.65e− 03 2.76e− 03 2.40e− 03 0.00e+ 00
5 1.09e− 03 8.36e− 04 6.93e− 04 0.00e+ 00
6 5.47e− 04 4.28e− 04 3.40e− 04 0.00e+ 00
7 1.58e− 04 1.40e− 04 7.31e− 05 0.00e+ 00
8 1.52e− 04 1.32e− 04 7.50e− 05 0.00e+ 00
9 6.04e− 05 5.84e− 05 1.53e− 05 0.00e+ 00
10 5.61e− 05 5.57e− 05 6.45e− 06 0.00e+ 00
11 2.56e− 05 2.55e− 05 1.84e− 06 0.00e+ 00
12 2.36e− 05 2.36e− 05 1.08e− 06 0.00e+ 00
13 6.26e− 06 6.26e− 06 2.43e− 07 0.00e+ 00
14 6.06e− 06 6.06e− 06 1.34e− 07 0.00e+ 00
Table A.4.6: Example 4. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for adaptive refinement.
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A.4 Example 4
` ec`,rel E
c,1
`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 −2.47e− 03 1.02e− 01 1.45e− 01 −1.21e− 03 7.82e− 04 6.35e− 04
1 8.31e− 03 7.24e− 02 7.38e− 02 7.08e− 04 1.02e− 04 3.96e− 03
2 2.06e− 02 2.88e− 02 3.15e− 02 2.12e− 04 2.20e− 05 4.59e− 04
3 2.11e− 04 2.76e− 03 3.12e− 03 2.42e− 04 4.68e− 06 7.90e− 05
4 3.86e− 03 1.84e− 03 2.22e− 03 6.49e− 05 8.61e− 07 1.52e− 05
5 6.37e− 05 1.40e− 04 3.14e− 04 3.02e− 06 1.21e− 07 2.27e− 06
6 1.34e− 04 7.94e− 05 1.32e− 04 2.75e− 06 2.83e− 08 4.37e− 07
7 1.57e− 05 2.39e− 05 3.39e− 05 −1.76e− 08 3.97e− 09 5.49e− 08
8 5.15e− 06 1.29e− 05 1.42e− 05 1.15e− 07 1.30e− 09 1.06e− 08
9 2.65e− 06 3.73e− 06 4.75e− 06 −3.25e− 09 1.29e− 10 1.49e− 09
10 1.04e− 06 3.47e− 06 3.59e− 06 1.28e− 09 4.57e− 11 4.89e− 10
11 7.24e− 07 4.15e− 07 5.59e− 07 −1.03e− 10 7.21e− 12 5.12e− 11
12 3.47e− 07 1.24e− 07 1.46e− 07 3.32e− 11 3.19e− 12 1.26e− 11
13 1.02e− 07 4.12e− 08 6.08e− 08 −3.92e− 12 9.62e− 13 2.30e− 12
Table A.4.7: Example 4. Reliability related consistency error ec`,rel with heuristic estimates
Ec,1`,rel, E
c,2
`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff
for uniform refinement.
` ec`,rel E
c,1
`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 −2.47e− 03 1.02e− 01 1.45e− 01 −1.21e− 03 7.82e− 04 6.35e− 04
1 −2.53e− 03 6.42e− 02 6.42e− 02 −1.60e− 03 7.82e− 04 3.54e− 04
2 −8.81e− 05 8.83e− 03 2.31e− 02 −1.72e− 04 3.93e− 04 8.94e− 05
3 6.00e− 04 4.00e− 04 3.67e− 03 2.09e− 05 6.68e− 05 1.34e− 04
4 1.05e− 04 3.17e− 04 1.66e− 03 2.49e− 06 2.00e− 05 4.27e− 05
5 2.00e− 04 2.87e− 04 3.84e− 04 9.84e− 07 1.26e− 05 1.89e− 05
6 8.14e− 05 2.20e− 04 2.94e− 04 1.25e− 06 2.94e− 07 3.00e− 06
7 1.12e− 05 3.51e− 05 5.53e− 05 2.13e− 07 2.49e− 07 7.45e− 07
8 1.04e− 05 5.61e− 05 7.23e− 05 −1.24e− 07 2.49e− 07 5.36e− 07
9 7.85e− 06 1.52e− 05 1.53e− 05 −1.05e− 08 2.02e− 07 3.85e− 07
10 2.85e− 06 1.04e− 05 1.05e− 05 −2.85e− 08 1.91e− 07 3.72e− 07
11 2.04e− 06 4.99e− 06 5.25e− 06 −4.57e− 09 3.99e− 08 1.34e− 07
12 1.22e− 06 2.39e− 06 2.50e− 06 −3.19e− 09 1.89e− 08 1.08e− 07
13 6.77e− 07 1.10e− 06 1.17e− 06 −9.54e− 10 1.94e− 09 4.35e− 09
14 4.21e− 07 9.43e− 07 9.80e− 07 −6.73e− 10 1.75e− 09 3.69e− 09
Table A.4.8: Example 4. Reliability related consistency error ec`,rel with heuristic estimates
Ec,1`,rel, E
c,2
`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff
for adaptive refinement.
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A Tabulated results of the numerical experiments
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.40 0.40 0.40 0.24 0.65 0.24 0.24
2 0.29 0.29 0.29 0.34 0.69 0.34 0.34
3 0.44 0.45 0.44 0.61 1.20 0.61 0.61
4 0.39 0.39 0.39 0.39 0.78 0.39 0.39
5 0.52 0.52 0.52 0.57 1.14 0.57 0.57
6 0.42 0.42 0.42 0.41 0.81 0.41 0.41
7 0.54 0.54 0.54 0.57 1.15 0.57 0.57
8 0.44 0.44 0.44 0.42 0.83 0.42 0.42
9 0.55 0.55 0.55 0.57 1.15 0.57 0.57
10 0.44 0.44 0.44 0.42 0.84 0.42 0.42
11 0.55 0.55 0.55 0.57 1.15 0.57 0.57
12 0.45 0.45 0.45 0.42 0.84 0.42 0.42
13 0.55 0.55 0.55 0.57 1.15 0.57 0.57
Table A.4.9: Example 4. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for uniform refinement.
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.69 0.68 0.69 0.54 0.60 0.54 0.54
2 0.49 0.49 0.49 0.61 1.42 0.61 0.61
3 0.51 0.51 0.51 0.63 1.33 0.63 0.63
4 0.53 0.53 0.53 0.47 0.95 0.47 0.47
5 0.49 0.49 0.49 0.58 1.16 0.58 0.58
6 0.53 0.53 0.53 0.47 0.88 0.47 0.47
7 0.48 0.48 0.48 0.53 1.12 0.53 0.53
8 0.54 0.54 0.54 0.49 0.90 0.49 0.49
9 0.47 0.47 0.47 0.52 1.07 0.52 0.52
10 0.52 0.52 0.52 0.47 0.85 0.47 0.47
11 0.49 0.49 0.49 0.53 1.12 0.53 0.53
12 0.51 0.51 0.51 0.47 0.88 0.47 0.47
13 0.49 0.49 0.49 0.52 1.08 0.52 0.52
14 0.50 0.50 0.50 0.48 0.88 0.48 0.48
Table A.4.10: Example 4. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for adaptive refinement.
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A.4 Example 4
` N I` N
A
` N
Z
` N
C
` k
′
` t`
0 23 2 24 1 2 20”
1 28 21 36 13 6 16”
2 48 65 78 35 6 32”
3 97 128 152 73 7 60”
4 189 292 336 145 8 2’ 02”
5 366 595 656 305 8 4’ 35”
6 741 1244 1371 614 10 7’ 57”
7 1468 2501 2741 1228 9 18’ 60”
8 2984 5081 5613 2452 14 31’ 17”
9 5978 10151 11244 4885 17 75’ 38”
10 12069 20444 22766 9747 20 124’ 55”
11 24256 40769 45587 19438 31 300’ 45”
12 48952 81609 91820 38741 35 498’ 53”
13 98442 162679 183662 77459 60 1203’ 09”
Table A.4.11: Example 4. Number of inactive N I` , active NA` , zero NZ` , and strongly active
nodal points NC` , number of iterations of PDASS(LSC,) k′` and computational time t` in
minutes and seconds for uniform refinement.
` N I` N
A
` N
Z
` N
C
` k
′
` t`
0 23 2 24 1 2 20”
1 37 2 38 1 2 37”
2 68 10 71 7 3 1’ 19”
3 137 14 141 10 5 1’ 55”
4 280 29 296 13 6 4’ 34”
5 606 49 638 17 7 9’ 08”
6 1138 65 1179 24 6 17’ 49”
7 2336 103 2414 25 8 31’ 36”
8 4394 116 4483 27 8 67’ 18”
9 8902 227 9088 41 10 120’ 02”
10 16596 255 16812 39 12 262’ 00”
11 33770 389 34110 49 13 452’ 17”
12 63222 520 63684 58 15 976’ 14”
13 127312 754 128005 61 20 1750’ 36”
14 241613 865 242412 66 23 3767’ 39”
Table A.4.12: Example 4. Number of inactive N I` , active NA` , zero NZ` , and strongly active
nodal points NC` , number of iterations of PDASS(LSC,) k′` and computational time t` in
minutes and seconds for adaptive refinement.
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A Tabulated results of the numerical experiments
A.5 Example 5
` η` η`(y) η`(p)
0 2.09e+ 00 1.50e+ 00 1.46e+ 00
1 1.88e+ 00 1.34e+ 00 1.31e+ 00
2 1.54e+ 00 1.10e+ 00 1.08e+ 00
3 1.30e+ 00 9.35e− 01 9.07e− 01
4 1.05e+ 00 7.48e− 01 7.40e− 01
5 8.11e− 01 5.76e− 01 5.71e− 01
6 6.10e− 01 4.33e− 01 4.30e− 01
7 4.52e− 01 3.21e− 01 3.19e− 01
8 3.38e− 01 2.40e− 01 2.38e− 01
9 2.51e− 01 1.78e− 01 1.77e− 01
10 1.88e− 01 1.33e− 01 1.33e− 01
11 1.41e− 01 9.99e− 02 9.95e− 02
12 1.06e− 01 7.54e− 02 7.51e− 02
Table A.5.1: Example 5. Error estimator η` and its components η`(y) and η`(p) for uniform
refinement.
` η` η`(y) η`(p)
0 2.09e+ 00 1.50e+ 00 1.46e+ 00
1 1.67e+ 00 1.19e+ 00 1.17e+ 00
2 1.29e+ 00 9.18e− 01 9.00e− 01
3 8.69e− 01 6.17e− 01 6.12e− 01
4 5.81e− 01 4.12e− 01 4.10e− 01
5 4.15e− 01 2.94e− 01 2.92e− 01
6 2.82e− 01 2.01e− 01 1.98e− 01
7 1.98e− 01 1.41e− 01 1.39e− 01
8 1.39e− 01 9.92e− 02 9.79e− 02
9 9.90e− 02 7.05e− 02 6.96e− 02
10 7.07e− 02 5.04e− 02 4.97e− 02
11 5.14e− 02 3.66e− 02 3.62e− 02
12 3.68e− 02 2.62e− 02 2.58e− 02
13 2.66e− 02 1.89e− 02 1.87e− 02
14 1.91e− 02 1.36e− 02 1.34e− 02
Table A.5.2: Example 5. Error estimator η` and its components η`(y) and η`(p) for adaptive
refinement.
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A.5 Example 5
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 33 8.09e− 01 7.71e− 02 5.65e− 01 5.74e− 01
1 80 7.25e− 01 6.76e− 02 5.11e− 01 5.11e− 01
2 161 6.17e− 01 4.96e− 02 4.33e− 01 4.37e− 01
3 352 4.38e− 01 2.34e− 02 3.09e− 01 3.09e− 01
4 705 3.25e− 01 1.28e− 02 2.30e− 01 2.30e− 01
5 1472 2.34e− 01 6.86e− 03 1.65e− 01 1.65e− 01
6 2945 1.72e− 01 3.87e− 03 1.21e− 01 1.21e− 01
7 6016 1.28e− 01 2.17e− 03 9.07e− 02 9.07e− 02
8 12033 9.58e− 02 1.28e− 03 6.77e− 02 6.77e− 02
9 24320 7.24e− 02 7.40e− 04 5.12e− 02 5.12e− 02
10 48641 5.49e− 02 4.47e− 04 3.88e− 02 3.88e− 02
11 97792 4.19e− 02 2.66e− 04 2.97e− 02 2.97e− 02
12 195585 3.22e− 02 1.62e− 04 2.28e− 02 2.28e− 02
Table A.5.3: Example 5. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for uniform refinement.
` DOF |||e`||| ‖e`,u‖0,Ω ‖e`,y‖1,Ω ‖e`,p‖1,Ω
0 33 8.09e− 01 7.71e− 02 5.65e− 01 5.74e− 01
1 42 6.11e− 01 4.26e− 02 4.31e− 01 4.31e− 01
2 65 4.02e− 01 2.06e− 02 2.83e− 01 2.84e− 01
3 127 2.46e− 01 8.91e− 03 1.74e− 01 1.74e− 01
4 280 1.57e− 01 3.36e− 03 1.11e− 01 1.11e− 01
5 487 1.07e− 01 1.47e− 03 7.57e− 02 7.57e− 02
6 992 7.19e− 02 6.59e− 04 5.08e− 02 5.08e− 02
7 1913 5.01e− 02 3.19e− 04 3.54e− 02 3.55e− 02
8 3653 3.49e− 02 1.52e− 04 2.47e− 02 2.47e− 02
9 7135 2.47e− 02 7.43e− 05 1.75e− 02 1.75e− 02
10 13723 1.75e− 02 3.83e− 05 1.24e− 02 1.24e− 02
11 25987 1.27e− 02 7.17e− 05 8.98e− 03 8.98e− 03
12 49888 9.00e− 03 3.43e− 05 6.37e− 03 6.37e− 03
13 95299 6.51e− 03 6.77e− 06 4.60e− 03 4.60e− 03
14 182618 4.65e− 03 4.42e− 06 3.29e− 03 3.29e− 03
Table A.5.4: Example 5. Number of DOF, total error |||e`||| and its components ‖e`,u‖0,Ω,
‖e`,y‖1,Ω, and ‖e`,p‖1,Ω for adaptive refinement.
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A Tabulated results of the numerical experiments
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 4.92e− 01 3.52e− 01 3.44e− 01 0.00e+ 00
1 3.28e− 01 2.38e− 01 2.25e− 01 0.00e+ 00
2 1.15e− 01 8.22e− 02 8.10e− 02 0.00e+ 00
3 5.35e− 02 3.85e− 02 3.72e− 02 0.00e+ 00
4 2.28e− 02 1.62e− 02 1.61e− 02 0.00e+ 00
5 8.80e− 03 6.26e− 03 6.19e− 03 0.00e+ 00
6 3.80e− 03 2.69e− 03 2.69e− 03 0.00e+ 00
7 1.51e− 03 1.10e− 03 1.03e− 03 0.00e+ 00
8 6.32e− 04 4.70e− 04 4.22e− 04 0.00e+ 00
9 2.61e− 04 1.90e− 04 1.79e− 04 0.00e+ 00
10 1.13e− 04 8.08e− 05 7.98e− 05 0.00e+ 00
11 4.66e− 05 3.41e− 05 3.18e− 05 0.00e+ 00
12 1.87e− 05 1.43e− 05 1.20e− 05 0.00e+ 00
Table A.5.5: Example 5. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for uniform refinement.
` osc`,eff oscZ`(f) oscI`(yd) osc`,rel
0 4.92e− 01 3.52e− 01 3.44e− 01 0.00e+ 00
1 2.23e− 01 1.73e− 01 1.40e− 01 0.00e+ 00
2 8.00e− 02 5.93e− 02 5.38e− 02 0.00e+ 00
3 2.42e− 02 1.86e− 02 1.55e− 02 0.00e+ 00
4 1.34e− 02 1.27e− 02 4.44e− 03 0.00e+ 00
5 1.20e− 02 1.19e− 02 1.19e− 03 0.00e+ 00
6 1.18e− 02 1.18e− 02 3.68e− 04 0.00e+ 00
7 1.18e− 02 1.18e− 02 1.32e− 04 0.00e+ 00
8 1.18e− 02 1.18e− 02 5.44e− 05 0.00e+ 00
9 7.14e− 03 7.14e− 03 2.26e− 05 0.00e+ 00
10 9.96e− 03 9.96e− 03 6.03e− 06 0.00e+ 00
11 1.72e− 03 1.72e− 03 3.27e− 06 0.00e+ 00
12 2.12e− 03 2.12e− 03 1.22e− 06 0.00e+ 00
13 7.75e− 04 7.75e− 04 3.47e− 07 0.00e+ 00
14 3.13e− 04 3.13e− 04 9.19e− 08 0.00e+ 00
Table A.5.6: Example 5. Efficiency related data oscillation osc`,eff , its components oscZ`(f),
oscI`(yd), and reliability related data oscillation osc`,rel for adaptive refinement.
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A.5 Example 5
` ec`,rel E
c,1
`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 −8.02e− 05 2.21e− 03 −1.48e− 02 −3.61e− 02 3.00e− 02 1.47e− 02
1 4.87e− 02 2.32e− 03 −8.05e− 03 −1.74e− 02 1.63e− 03 2.16e− 02
2 −4.16e− 06 1.85e− 02 −5.29e− 02 −1.00e− 01 3.74e− 03 3.18e− 03
3 4.57e− 04 3.68e− 02 −2.63e− 02 −1.11e− 01 1.90e− 04 3.77e− 04
4 2.29e− 04 4.25e− 02 −3.90e− 02 −9.79e− 02 9.23e− 05 2.72e− 04
5 2.22e− 04 3.41e− 02 −2.73e− 02 −8.69e− 02 1.06e− 05 2.24e− 04
6 2.04e− 04 2.58e− 02 −2.44e− 02 −5.83e− 02 1.47e− 06 1.07e− 04
7 1.61e− 04 2.05e− 02 −1.95e− 02 −4.95e− 02 7.77e− 07 3.89e− 05
8 3.96e− 05 1.51e− 02 −1.46e− 02 −3.08e− 02 3.36e− 07 2.47e− 05
9 1.91e− 05 1.16e− 02 −1.14e− 02 −2.62e− 02 1.40e− 07 2.22e− 06
10 4.92e− 07 8.30e− 03 −8.25e− 03 −1.58e− 02 3.31e− 08 5.24e− 07
11 6.43e− 07 6.07e− 03 −6.05e− 03 −1.36e− 02 1.82e− 08 2.08e− 07
12 1.11e− 07 4.30e− 03 −4.29e− 03 −8.06e− 03 5.83e− 09 1.10e− 07
Table A.5.7: Example 5. Reliability related consistency error ec`,rel with heuristic estimates
Ec,1`,rel, E
c,2
`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff
for uniform refinement.
` ec`,rel E
c,1
`,rel E
c,2
`,rel E
c,3
`,rel e
c,L2
`,eff E
c
`,eff
0 −8.02e− 05 2.21e− 03 −1.48e− 02 −3.61e− 02 3.00e− 02 1.47e− 02
1 −2.41e− 06 2.03e− 02 −4.94e− 02 −9.19e− 02 1.79e− 03 5.55e− 04
2 −1.30e− 06 6.51e− 02 −5.90e− 02 −1.13e− 01 1.79e− 03 5.01e− 04
3 1.02e− 20 5.66e− 02 −5.37e− 02 −6.99e− 02 0.00e+ 00 4.20e− 04
4 3.50e− 04 2.78e− 02 −2.24e− 02 −4.19e− 02 0.00e+ 00 2.45e− 04
5 2.72e− 05 1.71e− 02 −1.61e− 02 −2.70e− 02 0.00e+ 00 3.76e− 05
6 7.29e− 07 1.10e− 02 −1.08e− 02 −1.76e− 02 0.00e+ 00 4.29e− 07
7 3.59e− 06 6.89e− 03 −6.66e− 03 −1.06e− 02 0.00e+ 00 1.32e− 06
8 4.26e− 07 4.63e− 03 −4.55e− 03 −7.05e− 03 0.00e+ 00 4.72e− 07
9 3.22e− 07 3.16e− 03 −3.12e− 03 −4.89e− 03 0.00e+ 00 3.50e− 07
10 8.09e− 08 2.24e− 03 −2.22e− 03 −3.50e− 03 1.63e− 03 1.32e− 03
11 9.29e− 10 1.54e− 03 −1.54e− 03 −2.44e− 03 1.99e− 04 6.39e− 04
12 2.50e− 09 1.12e− 03 −1.12e− 03 −1.75e− 03 3.18e− 05 8.75e− 04
13 5.33e− 09 7.89e− 04 −7.88e− 04 −1.23e− 03 3.65e− 05 1.19e− 04
14 1.16e− 09 5.71e− 04 −5.70e− 04 −8.75e− 04 1.27e− 05 5.31e− 05
Table A.5.8: Example 5. Reliability related consistency error ec`,rel with heuristic estimates
Ec,1`,rel, E
c,2
`,rel, E
c,3
`,rel and efficiency related consistency error e
c,L2
`,eff with heuristic estimate Ec`,eff
for adaptive refinement.
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A Tabulated results of the numerical experiments
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.12 0.13 0.12 0.12 0.15 0.11 0.13
2 0.28 0.28 0.28 0.23 0.44 0.24 0.22
3 0.21 0.21 0.22 0.44 0.96 0.43 0.44
4 0.31 0.32 0.29 0.43 0.87 0.43 0.43
5 0.35 0.35 0.35 0.45 0.84 0.45 0.45
6 0.41 0.41 0.41 0.45 0.83 0.45 0.45
7 0.42 0.42 0.42 0.41 0.81 0.41 0.41
8 0.42 0.42 0.42 0.42 0.77 0.42 0.42
9 0.42 0.42 0.42 0.40 0.77 0.40 0.40
10 0.42 0.42 0.42 0.40 0.73 0.40 0.40
11 0.41 0.41 0.41 0.39 0.74 0.39 0.39
12 0.41 0.41 0.41 0.38 0.72 0.38 0.38
Table A.5.9: Example 5. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for uniform refinement.
` η` η`(y) η`(p) |||e`||| ||e`,u||0,Ω ||e`,y||1,Ω ||e`,p||1,Ω
1 0.93 0.96 0.91 1.16 2.46 1.12 1.18
2 0.60 0.60 0.60 0.96 1.66 0.96 0.95
3 0.58 0.59 0.58 0.73 1.25 0.73 0.73
4 0.51 0.51 0.51 0.57 1.23 0.57 0.57
5 0.61 0.61 0.61 0.69 1.50 0.69 0.69
6 0.54 0.54 0.54 0.56 1.13 0.56 0.56
7 0.54 0.54 0.54 0.55 1.10 0.55 0.55
8 0.54 0.54 0.54 0.56 1.14 0.56 0.56
9 0.51 0.51 0.51 0.52 1.07 0.51 0.52
10 0.51 0.51 0.52 0.53 1.01 0.53 0.53
11 0.50 0.50 0.50 0.50 −0.98 0.50 0.50
12 0.51 0.51 0.52 0.53 1.13 0.53 0.53
13 0.50 0.50 0.50 0.50 2.51 0.50 0.50
14 0.51 0.51 0.51 0.52 0.65 0.52 0.52
Table A.5.10: Example 5. Experimental convergence rates associated with η`, η`(y), η`(p),
|||e`|||, ||e`,u||0,Ω, ||e`,y||1,Ω, and ||e`,p||1,Ω for adaptive refinement.
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A.5 Example 5
` N I` N
A
` N
Z
` N
C
` k
′
` t`
0 14 19 20 13 152 17”
1 3 77 43 37 3 13”
2 70 91 115 46 5 1’ 12”
3 42 310 250 102 4 1’ 27”
4 92 613 528 177 4 2’ 50”
5 95 1377 1072 400 5 5’ 32”
6 223 2722 2220 725 6 11’ 28”
7 325 5691 4580 1436 7 23’ 34”
8 581 11452 9279 2754 7 45’ 03”
9 1223 23097 18819 5501 8 96’ 10”
10 3318 45323 37904 10737 10 228’ 49”
11 5266 92526 76254 21538 11 407’ 20”
12 9472 186113 152921 42664 15 763’ 36”
Table A.5.11: Example 5. Number of inactive N I` , active NA` , zero NZ` , and strongly active
nodal points NC` , number of iterations of PDASS(LSC,) k′` and computational time t` in
minutes and seconds for uniform refinement.
` N I` N
A
` N
Z
` N
C
` k
′
` t`
0 14 19 20 13 152 17”
1 10 32 21 21 5 13”
2 27 38 48 17 5 46”
3 90 37 108 19 5 1’ 22”
4 204 76 255 25 6 2’ 17”
5 353 134 463 24 7 6’ 44”
6 749 243 969 23 10 10’ 08”
7 1576 337 1875 38 12 20’ 43”
8 3198 455 3605 48 15 37’ 15”
9 6446 689 7051 84 15 65’ 10”
10 12682 1041 13628 95 21 126’ 06”
11 24537 1450 25924 63 152 512’ 14”
12 47790 2098 49794 94 36 550’ 47”
13 91943 3356 95122 177 37 885’ 17”
14 177918 4700 182373 245 68 1840’ 14”
Table A.5.12: Example 5. Number of inactive N I` , active NA` , zero NZ` , and strongly active
nodal points NC` , number of iterations of PDASS(LSC,) k′` and computational time t` in
minutes and seconds for adaptive refinement.
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A Tabulated results of the numerical experiments
A.6 Example 6
` η` η`(y) η`(p)
0 5.56e− 02 1.18e− 02 5.44e− 02
1 4.90e− 02 6.93e− 03 4.85e− 02
2 4.08e− 02 5.10e− 03 4.04e− 02
3 3.03e− 02 3.58e− 03 3.01e− 02
4 2.29e− 02 2.58e− 03 2.27e− 02
5 1.77e− 02 1.86e− 03 1.76e− 02
6 1.29e− 02 1.34e− 03 1.29e− 02
7 1.02e− 02 9.81e− 04 1.02e− 02
8 7.42e− 03 7.05e− 04 7.39e− 03
9 5.94e− 03 5.30e− 04 5.92e− 03
Table A.6.1: Example 6. Error estimator η` and its components η`(y) and η`(p) for uniform
refinement.
` η` η`(y) η`(p)
0 5.56e− 02 1.18e− 02 5.44e− 02
1 4.22e− 02 1.06e− 02 4.09e− 02
2 4.92e− 02 8.24e− 03 4.85e− 02
3 4.19e− 02 7.20e− 03 4.13e− 02
4 3.03e− 02 6.21e− 03 2.97e− 02
5 2.27e− 02 4.37e− 03 2.23e− 02
6 1.63e− 02 3.67e− 03 1.59e− 02
7 1.31e− 02 2.55e− 03 1.29e− 02
8 9.98e− 03 2.10e− 03 9.75e− 03
9 7.73e− 03 1.48e− 03 7.59e− 03
10 5.59e− 03 1.15e− 03 5.47e− 03
11 4.22e− 03 8.31e− 04 4.14e− 03
12 3.16e− 03 6.21e− 04 3.10e− 03
13 2.40e− 03 4.66e− 04 2.35e− 03
Table A.6.2: Example 6. Error estimator η` and its components η`(y) and η`(p) for adaptive
refinement.
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A.6 Example 6
` η` η`(y) η`(p)
1 0.17 0.70 0.15
2 0.23 0.39 0.23
3 0.40 0.47 0.39
4 0.37 0.43 0.37
5 0.35 0.45 0.34
6 0.43 0.45 0.43
7 0.33 0.43 0.32
8 0.44 0.45 0.44
9 0.31 0.40 0.31
Table A.6.3: Example 6. Experimental convergence rates associated with η`, η`(y), and η`(p)
for uniform refinement.
` η` η`(y) η`(p)
1 0.78 0.28 0.81
2 −0.29 0.49 −0.33
3 0.41 0.34 0.41
4 0.92 0.42 0.93
5 0.45 0.55 0.44
6 0.55 0.29 0.56
7 0.32 0.54 0.31
8 0.50 0.36 0.51
9 0.43 0.59 0.43
10 0.50 0.39 0.51
11 0.49 0.57 0.48
12 0.44 0.44 0.44
13 0.49 0.50 0.49
Table A.6.4: Example 6. Experimental convergence rates associated with η`, η`(y), and η`(p)
for adaptive refinement.
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A Tabulated results of the numerical experiments
` N I` N
A
` N
Z
` N
C
` k
′
` t`
0 79 118 161 36 5 2’ 03”
1 228 189 343 74 153 3’ 48”
2 574 344 751 167 152 7’ 15”
3 1328 618 1615 331 153 10’ 19”
4 3012 1148 3460 700 153 25’ 49”
5 6527 2149 7261 1415 153 46’ 31”
6 14092 4025 15219 2898 153 111’ 45”
7 29707 7700 31569 5838 202 227’ 01”
8 62566 14684 65439 11811 152 472’ 04”
9 129841 28409 134538 23712 152 954’ 23”
Table A.6.5: Example 6. Number of inactive N I` , active NA` , zero NZ` , and strongly active
nodal points NC` , number of iterations of PDASS(LSC,) k′` and computational time t` in
minutes and seconds for uniform refinement.
` N I` N
A
` N
Z
` N
C
` k
′
` t`
0 79 118 161 36 5 2’ 03”
1 154 126 244 36 5 5’ 35”
2 344 130 437 37 152 9’ 20”
3 535 167 662 40 202 16’ 04”
4 784 215 952 47 152 20’ 49”
5 1660 242 1854 48 152 41’ 34”
6 3153 328 3426 55 153 77’ 36”
7 6448 398 6755 91 153 138’ 38”
8 11239 534 11668 105 19 280’ 31”
9 20427 751 21021 157 202 408’ 34”
10 39456 976 40251 181 152 890’ 35”
11 70277 1486 71435 328 43 1382’ 04”
12 137461 1886 138953 394 61 2777’ 23”
13 243504 3099 246027 576 153 4976’ 22”
Table A.6.6: Example 6. Number of inactive N I` , active NA` , zero NZ` , and strongly active
nodal points NC` , number of iterations of PDASS(LSC,) k′` and computational time t` in
minutes and seconds for adaptive refinement.
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B List of abbreviations
cf. confer (compare)
i.e. id est (that is)
e.g. exempli gratia (for example)
w.r.t. with respect to
a.e. almost everywhere
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