Abstract. We propose a method called the base-oriented algorithm for image hiding. The method classifies each block of the host image H according to the base value ͑BV͒ that represents the block's variation. The classified blocks then either uses BV embedding or module substitution to hide data. The hiding capability of the proposed method is high, whereas the visual performance is also good. The lossless extraction of the confidential image from the mixed image is simple and uses no look-up table. The method can be used as an economic tool to hide and store confidential data in images.
Introduction
Information hiding is a technology used to hide data such as a confidential image, ownership protection, and fingerprints in a variety of forms of media such as image, video, and audio.
1,2 A number of techniques have been presented. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] In the paper, we focus on hiding data in images; more specifically, we will try to embed a large amount of information ͑for example, a confidential image͒ into a so-called host image H, which is an ordinary image among many other ordinary images, to produce a mixed image H * . The goal is to achieve lossless and high-capacity hiding of the information, while requiring that the distortion to the host image H should be very small to reduce people's attention. Its application is a space-saving tool for the hiding and storage of confidential data.
Chen et al. 12 proposed a method to hide images based on vector quantization. The method is an elegant method for image hiding. However, the method requires a look-up table to extract the hidden confidential image from the mixed image, and the extraction is lossy. Hu and Lin 13 presented another kind of image hiding scheme. Since the confidential images were compressed by vector quantization before the embedding process, the extracted image is also not error free. Wang et al. 14 developed a technique to hide confidential data by using least significant bit ͑LSB͒ substitution and a genetic algorithm. Compared with the simple LSB approach, their method improved the perceptual quality of the mixed images. But the computational complexity is high. Chang et al. 15 suggested two graceful hiding schemes. The visual performance and security generated by both schemes are very good. However, the hiding capacity is not very high. In summary, we propose here a simple method for image hiding. The recovery of the hidden information is lossless, the hiding capability is high, and the visual quality of the mixed image is also good.
The rest of the paper is organized as follows. The base value ͑BV͒ embedding scheme is introduced in Sec. 2.1. The module substitution technique, which handles the blocks rejected by the BV embedding scheme, is specified in Sec. 2.2. Section 2.3 gives the algorithm, combining the preceding two sections. Some properties of embedding distortion are discussed in Sec. 2.4. Section 2.5 presets the extraction of the hidden data. Security enhancement is discussed in Sec. 2.6 and experimental results are given in Sec. 3 . Several reported data-hiding techniques are compared with our method in Sec. 4. Section 5 gives a brief conclusion.
Proposed Method
The proposed hiding method is called base-oriented because it classifies each block ͑of the host image H͒ according to its BV, which represents the block's variation. If the block's BV is in a predefined interval ͑0.5 , ͒, then the method tries to embed confidential data into the block by using the BV. If the BV of the block is out of the predefined interval, however, then the method embeds confidential data into the block by using module function.
BV Embedding Technique
Assume a confidential image is the data to be embedded. Treat the confidential image as a ͑very long but finite͒ binary sequence E. The sequence is decomposed into many ͑much shorter͒ bit streams of nonfixed lengths later for hiding purposes. Let H be a host image of size M ϫ N, and let H * be the mixed image of size M ϫ N obtained after hiding data in H. Partition H into nonoverlapping blocks of size n ϫ n. Each time we pick up the next not-yet-processed block of H, we try to hide some data in it. The BV embedding technique consists of two possibilities: ͑1͒ without BV adjustment ͑for the blocks whose natural base values are already acceptable͒ and ͑2͒ with the BV adjustment to create an acceptable artificial base values.
Part I: without BV adjustment
If the value b k does satisfy 0.5 Ͻ b k Ͻ , where is a predefined number, then the BV embedding scheme is applied; otherwise, the block will be processed by the module substitution method introduced in Sec. 2.2.
The main idea of the BV embedding scheme is the embedding replacement of the value-reduced block ͕q kj − m͖ j=0 ͑nϫn͒−1 of H k by a bit stream taken from data. More specifically, let the binary bit stream to be embedded into When c k = b k , the number of bits ͑in the binary data E͒ can be embedded in H k is evaluated using the following property.
Property 1.
If the n ϫ n block H k is an acceptable block with acceptable base value b k , then the number of bits hidden in the block is L = n 2 log 2 b k .
Proof. The largest n 2 -digit number in the base-b k number system is ͑b k −1,
Similarly, the largest L-bit binary number is ͑1,1, ... ,1͒ 2 , whose decimal value is 2 L − 1. So that 2 L − 1 can be stored as a base-b k number using n digits, we require 2
In other words, L ഛ n 2 log 2 b k . Now, the maximal integer L satisfying L ഛ n 2 log 2 b k is L = n 2 log 2 b k . Property 1 implies that the length of bits to be embedded into block H k is determined by the base value b k ͑if c k = b k ͒. Thus, blocks at a distinct area of H might embed a different length of bits, because the BVs often vary. In the following we illustrate our idea using an example. Fig. 1 ). Let Fig. 1͑a͒ be a 3ϫ 3 block in the host image H. The base value of this block is b = 103 −100+1=4. The length of bits can be embedded in the block is therefore L = n 2 log 2 b = 9 log 2 4 = 18. Also, assume that the security bit stream 
Example 1 (see
As remarked earlier, we predetermine a control parameter value , and require that 0.5 Ͻ b k Ͻ . When the data are to be hidden in host blocks, any host block whose base value b k satisfying b k ജ or b k ഛ 0.5 will be encoded by the module substitution method introduced later in Sec. 2.2, rather than by the preceding BV embedding scheme using the BV of the block. Note that, although can be chosen as any positive integer greater than 1, we suggest that the readers use a in 4 ഛ ഛ 12. If Ͻ 4, then almost none of the blocks can have an acceptable BV ͑even after the BV adjustment introduced in the next section͒. On the other hand, if Ͼ 12, then the distortion to the pixels might be too large.
Part II. BV adjustment
As stated just before Property 1, if c k b k , the resulting block cannot extract the hidden bit stream from itself. To overcome the c k b k problem, a BV adjustment policy is introduced here. The idea is try to dig out the possibility of using an artificial base to hide data. In other words, we try to determine whether there exists a new base b k Ј so that c k = b k Ј after we hide binary data in the block by using artificial base b k Ј ͑rather than by the natural base b k ͒. The search of this b k Ј is proceeded alternatively in two directions according to the order:
Once an acceptable base value b k Ј can be found, the number of embedded bits turns from original L to LЈ = ͉n 2 log 2 b k Ј͉. Notably, if an acceptable b k Ј is used to embed data, the minimal value of the host block will be identical to the minimal value of the mixed block, i.e., the minimal value is preserved in the embdding. The proof is trivial and omitted. If no value in the set ͕b k ϯ 1,b k ϯ 2, ...͖ പ ͕0.5
Ͻ b k ЈϽ ͖ can be used as a b k Ј to encode the bit stream of length LЈ, then the block is forced to be encoded by the module substitution technique discussed next.
Module Substitution Scheme
If the BV b k of a host block satisfies b k ͑0.5 , ͒, or if the BV is nonacceptable even after BV adjustment ͑i.e., c k b k and c k b k Ј͒, then the block will hide data bits using the module substitution scheme. Assume that a module substitution, namely, mod u substitution, is to be applied to hide data. Take ͑n ϫ n͒log 2 u bits from the binary data. Convert this binary number to a ͑base u͒ value of n 2 digits, and each digit is in the range ͕0,1,2, ... ,u −1͖. To hide a data digit d ͕0,1,2, ... ,u −1͖ in a pixel with gray value x, we first evaluate g 0 = ͑x − x modu ͒ + d. Then let g 0 + = g 0 + u and g 0 − = g 0 − u. Choose from ͕g 0 − , g 0 , g 0 + ͖ the one whose distortion to x is the smallest, and call it g. Then, replace the gray value x of the host pixel by the new value g. Note that the data digit d can be extracted later easily because d = ͑g͒ modu = ͑g 0 ͒ modu . After the embedding, to help the decoder identify the block type, we must label the resulting mixed block so that the new base value of the block is out of the range ͑0.5 , ͒. To do labeling, we add or subtract full multiples of u to or from the gray values of certain pixels. This adding u or subtracting u action will not affect the value of the extracted data, because the decoder will take gray modu as the extracted value for each pixel of the mixed block, and g modu = ͑g ± u͒ modu for any value g. Note that when Ͻ 6, then it is often too hard to do the labeling task after mod u substitution ͑to make the new base value of the resulting H * block be at most 0.5͒. Therefore, we do not have step 5 ͑mod u substitution͒ if Ͻ 6. Only BV embedding and mod v substitution are used. The BV adjustment performed in this case is with the b k Ј searched in ͑1,͒ rather than ͑0.5 , ͒. If no acceptable b k Ј can be found in ͑1,͒, just go to step 4 to use mod v substitution.
Whole Encoding Algorithm

Properties Analysis
Some properties of the proposed method are analyzed in this subsection. 
2 if the BV adjustment is used͔. Therefore, the MSE of the block cannot exceed ͑ −2͒ 2 , since we require both
Proof. Without the loss of generality, we only prove the case in which the base value b k is used in the BV embedding technique. As for the case in which the embedding is with adjusted BV b k Ј, the proof is similar.
The MSE of the k'th block in host image is
where r kj and q kj are the j'th pixel values of the k'th blocks of H * and H, respectively. In addition, r kj and q kj can be rewritten as
respectively, with 
͑7͒
and m k is the minimum value of k'th block. ͑Since c k = b k , the minimum value of the host block is also the minimum value of the mixed block.͒ Substituting Eqs. ͑6͒ and ͑7͒ into Eq. ͑5͒, we obtain
Lemma 2. If a block of the host image H is encoded by the mod u substitution ͑or mod v substitution͒, then, before the labeling to mark the block type, the MSE of the n ϫ n block ͑between the host block and the mixed block͒ cannot exceed ͑0.5u͒ 2 or ͑0.5v͒ 2 , respectively.
Proof. Without the loss of generality, we prove only the mod u case. There are n 2 digits hidden in the n 2 pixels of the block, and each digit is in the range ͕0,1,2, ... ,u −1͖. As stated earlier, to hide a data digit d ͕0,1,2, ... ,u −1͖ in a pixel with gray value x, we first evaluate g 0 = ͑x − x modu ͒ + d. Then let g 0 + = g 0 + u and g 0 − = g 0 − u. Then we choose from ͕g 0 − , g 0 , g 0 + ͖ the one whose distortion to x is the smallest, and call it g. Then, use g to replace the gray value x. Since ͑x − x modu ͒ ഛ g 0 = ͑x − x modu ͒ + d Ͻ ͑x − x modu ͒ + u and ͑x − x modu ͒ ഛ x Ͻ ͑x − x modu ͒ + u, both x and g 0 are in the interval ͓x − x modu , x − x modu + u͔. Therefore, g 0 − = g 0 − u is smaller than the left boundary of this interval of length u, while g 0 + = g 0 + u is greater than its right boundary. Now, if
5u. Together, we always have ͉x − g͉ ഛ 0.5u. It is true for each pixel; so, MSE Ϲ ͑0.5u͒ 2 for the block. In Lemma 2, after the module substitution, we have ͉x − g͉ ഛ 0.5u for each pixel ͑without the loss of generality, assume that mod u substitution is the one being discussed; the case for mod v can be analyzed likewise͒. But since we must still adjust some of the n 2 pixel values of the block so that the decoder can recognize the block type as a modu-type, we add or substract full multiples of u on some pixels' gray values g until the base value ͑max− min+ 1͒ of the block is at most 0.5. This labeling work to mark the block type will affect the distortion of some ͑not all͒ pixels, Table 2 Experimental results when is 4 or 5. A portion of a 512 ϫ 512 secret image "Baboon" is hidden in a host image 512ϫ 512 "Lena." Since Ͻ 6, there is no mod u operation in the hiding, just BV embedding and the mod v operation are used. and ͉x − ͑g ± ku͉͒ ഛ 0.5u + ku if k times u is added to or subtracted from the gray value g in the labeling process. Because our , u, and v are all not too large ͓although there is no natural constraint ͑except that , u, and v should all be at least 2͒; we typically use =4,5, ... ,12; u =2,3,4; and v = u , u +1,u +2, ... ,12͔. As a result, the k is usually 0 or ±1, and only some rare cases use k = ± 2. Therefore, each block has small error; which causes good peak SNR ͑PSNR͒ value.
Decoding Algorithm
The decoding part is much simpler than the encoding part, and is self-explained in Fig. 3 . ͑Assuming м 6, so the encoding is not the simplified version given at the end of Sec. 2.3.͒ Note that one cannot extract a correct image if she or he uses wrong values for , u, and v during the extraction.
Security Enhancement
To improve the security, instead of using a single and fixed value for the control parameter , a dynamic value for might also be employed in the proposed method. For example, a variety of , say, ⌽ = ͕ i ͖ i=1 ͉⌽͉ can be used to embed the data. These variant parameters ͕ i ͖ can be cyclically used in a way that changes i every other m blocks. Moreover, we can randomly choose a block as the leading block to start the hiding of data bits. In addition, it is not necessary to scan a n ϫ n block according to rowwise, columnwise, or zigzag order. In fact, even the blocks' position or pixels' position of the whole image can be randomly perturbed by a random number generator using a secret key. All these approaches increase the difficulity for the adversary to grab the secret data from the mixed images.
Experimental Results
A 256ϫ 256 image "Baboon" ͑Fig. 4͒ is used as a test secret image. In each experiment, only one of the three 512ϫ 512 gray-scale images shown in Figs. 5͑a͒-5͑c͒ , namely, "Lena," "Peppers," and "Saiboat," is used as the host image H. The block size is n ϫ n =3ϫ 3. The generated mixed images are in Fig. 6 . The control parameter used here was 6, while u = 3 and v = 4. From Fig. 6 we can see that the perceptual quality of the mixed images is good. Their PSNRs are 45.99 ͑"Lena"͒, 45.49 ͑"Peppers"͒, and 45.47 dB ͑"Sailboat"͒. The absolute value difference image D = ͉H − H * ͉ is shown in Fig. 7͑a͒ . The absolute value difference at each pixel was amplified to show it clearly. The "brighter" pixel in D indicates bigger error there. The darkest pixel in D indicates no error there ͓for example, see the black horizontal band at the bottom of Fig. 7͑a͔͒ . It is because no more data are to be hidden there͒. From Fig. 7͑a͒ , we can see that, when =6, u = 3, and v = 4 are used, the error is very small everywhere ͑this makes the PSNR become 45.99 dB͒; thus, there is no distinction between edge areas or smooth areas. On the other hand, when we do another experiment with larger and v, namely, = 12, u = 3, and v = 16, we yield an image "Lena * " ͓shown in Fig.  7͑c͔͒ , whose PSNR is 36.50, and the hiding rate is 0.3876. The difference image ͉H-H * ͉ in Fig. 7͑b͒ has more distinction between uniform areas and nonuniform areas.
The experiments using different values of are shown in Tables 1-3 . In Table 1 , м 6. Thus, in addition to mod v substitution and the BV embedding technique, we also use mod u substitution, which is for the blocks with extremely small variation ͑b k ഛ 0.5͒. The u used in Table 1 is 3. As  for Tables 2 and 3 , Ͻ 6, so there is no mod u substitution ͑see the final paragraph of Sec. 2.3͒. From these three tables, we can say that, roughly speaking, smaller values of are better. In addition, when the value of is fixed, we can modify the value of v to change the hiding rate.
Here we discuss the roles of u and v. Since mod u substitution is originally used to handle extremely smooth blocks ͑their base values are at most 0.5͒, the value of u should be very small. Therefore, we set u =2, 3, 4. On the other hand, mod v substitution is primarily used to process high frequency area ͑the blocks whose base values are at least ͒; as a result, v м u. Moreover, since mod v is for the high-frequency area, and we know that high-frequency area can hide more data since human vision is less sensible to the change in it, we can use a large value of v if higher hiding rate is needed. The better combinations of values for , u, and v at various hiding rates are tabulated in Table 4 . The value of u is 3, the value of locates around 6, whereas the value of v increases when higher hiding rate is expected. Here, the hiding rate is a percentage defined as the ratio between the number of bits being hidden and 8 ϫ 512ϫ 512 ͑the number of bits of the host image͒.
Comparison
First, a graceful technique called MBNS ͑multiple-base notational system͒ presented by Zhang and Wang 16 is compared with our method. MBNS dynamically chooses the base of each pixel, and we use dynamic bases for blocks. In Table 5 , the average PSNR of the two methods is compared. We can see that our method has better PSNRs and higher hiding capacity than the MBNS technique has. How- ever, the MBNS method yields better Q-index, 20 namely, 0.999. Our Q-indices are slightly less than theirs by a scale of 0.027.
Several reported hiding techniques 17, 18 use an adaptive LSB substitution technique, and our method is also adaptive to local performance. Our PSNR and theirs are compared in Table 6 for the image "Lena." Obviously, our method has the largest PSNR value, and the improvements are about 4 dB ͑Table 6 shows only the image "Lena" because it was the image used by all researchers in these reports.͒
We can also compare our method with other types of image hiding methods. Both the vector quantization ͑VQ͒-based 12 and VQ with LSB substitution 13 techniques have good performance in theft-proof extraction and hiding capability; but both techniques must establish a look-up table ͑LUT͒ during the embedding process, and must preprocess both the security and the host images. Their extracted image was lossy. Ours is lossless and uses no LUT. However, their host image can be smaller than the secret image due to lossy compression; their hiding rate is thus better than ours. As for the LSB substitution method with a genetic algorithm, 14 its PSNR is a little worse than ours, and it requires the use of a more complicated genetic algorithm. The pixel difference 15 scheme has very good performance in theft proofing, and it uses no LUT. However, its hiding capacity is not as high as ours. For example, when the mixed image "Lena * " has a PSNR around 40 dB, its hiding rate is around 0.27, but ours can be 0.36.
In summary, our method uses no LUT, no preprocessing, and no extraction error and the hiding capacity is high when similar PSNR values of the mixed image H * are required among different lossless methods.
Robust hiding methods 5, 7, 10, 19 have the advantages of being robust against some ͑but not all͒ image processing operations. Our fragile method has the advantage of space saving, as explained in the following. Assume that some private data ͑for example, the description about students' weaknesses͒ are to be hidden in a teacher's PC for his own use. If the teacher uses the elegant method in Ref. 19 , which is a robust one, a high PSNR ͑44.4 dB͒ can be achieved when the hiding rate is R = 0.0078= 0.78%. However, we have 45.3 dB when R = 0.25= 25%. In general, if a robust method uses, say, 10% as the hiding rate, to achieve a high PSNR of the mixed images, then it uses 10 host images to hide a secret. Then, if it uses a lossless compression to further compress the mixed images with a compression rate of 40%, the final storage space is 10ϫ 40% = 400% times larger than the secret image. Obviously, the method costs more storage space than ours. ͓When the hiding rate is 0.25, our final storage space is only ͑1 / 0.25͒ ϫ 40% = 160% times larger than the secret image.͔ Finally, if the hiding rate of a robust method is very low so that it certainly needs a compression as postprocessing, then we may even skip this postprocessing compression and still defeat the robust method in storage space. In this case, the data extraction of the robust method contains two partsdecompression and inverse-hiding-but we require only inverse-hiding. From the preceding analysis, we suggest the use of robust methods if the secret is both private and important ͑both the unauthorized disclosure and data disappearance cause disasters͒. However, if the data are just private, such as a sequence of criticisms against some people ͑the unauthorized disclosure will cause an unpleasant result, but destruction of the data is not a big loss͒, then our method is still worthy. This is because our method saves storage space in PC, and the PC owner certainly has the power of choosing not to use image processing ͑except lossless compression͒ on certain directories.
Summary
We presented a simple method to hide data in images. The method is base-oriented, because it classifies each block of the host image H according to the block's BV, that represents the block's variation. If the BV of the block is in a predefined interval ͑0.5 , ͒, then the method tries to embed confidential data into the block by using the BV. If the BV of the block is out of the predefined interval, however, then the method embeds confidential data into the block by using module function. Preprocessing the host image before embedding the information is not required. Good hiding capacity is obtained while maintaining a good visual performance. At the receiver end, the decoder uses neither the original host image nor a large LUT, such as a codebook, to extract the hidden information from the mixed image. The extraction process is simple and lossless. In our experiments, we used a Pentium IV PC with 128 MB of memory, and the computation times of the encoding and decoding parts to hide data in a 512ϫ 512 image took only about 0.30 and 0.20 s, respectively. With good mixed image quality, and fast and lossless recovery, the proposed method can be used as a space-saving and fast tool to hide private data.
