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PHASE-LAG ANALYSIS OF IMPLICIT RUNGE-KUTTA METHODS* 
P. J. VAN DER HOUWEN·i· AND B. P. SOMMEIJERt 
Abstract. We analyse the phase errors introduced by implicit Runge-Kuttu methods when a linear 
inhomogeneous test equatiotl is integrated. It is shown that the homogeneous phase errors dominate if long 
interval integrations are performed. Homogeneous dispersion relations for the special class of DIRK methods 
are derived and a few high-order dispersive DIRK methods are constructed. These methods are applied to 
systems of linear ditferential equations with oscillating solutions and compared with the "conventional" 
DIRK methods of NiHsett and Crouzeix. 
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l. Introduction. In this paper, special diagonally implicit Runge-Kutta (DIRK) 
methods will be constructed for integrating systems of OD Es of the form 
( 1.1) dv( t) dt = f(t, y(t)), y(tu) =Yo, 
when we know in advance that the solution is oscillating. Analogously to a generally 
adopted approach in the phase-lag analysis of numerical methods for second-order 
equations with oscillating solutions, we use the equation (cf. [I], [3], (4], [7], [8], 
[12]-[16]) 
(1.2) dy(l) . ()+"° i<ul --=iwv I ue I' dt . ' 
as a test equation. Here w represents a natural (or eigen) frequency of the system and 
w,, represents the frequency of the forced solution component. 
In § 2, we start by deriving explicit expressions for the phase lag introduced by 
general, implicit Runge-Kutta (RK) methods. The phase lag is composed of two parts: 
the homogeneous phase lag corresponding to the eigenmodes in the solution, and the 
inhomogeneous phase lag corresponding to the forced solution component. We will 
show that in calculations over long intervals of integration, the homogeneous phase 
lag tends to increase linearly, whereas the inhomogeneous phase error is constant. For 
this reason, we concentrate on the reduction of homogeneous phase errors. 
In § 3, we introduce the concept of a qth order dispersive stability fimction, and 
we show that such a stability function generates Runge-Kutta methods that have 
homogeneous phase errors of order q. 
From § 4 on, we confine our considerations to DIRK methods. We first derive the 
(dispersion) relations specifying a qth order dispersive stability function (we remark 
that for explicit Runge-Kutta methods these relations can be found in [8]). It is shown 
that there exists a one-parameter family of m-stage, pth order consistent DIRK methods 
with homogeneous phase errors of order q=2(m-lp/2j). In§ 5, the dispersion 
relations are solved for one-, two-, three-, and four-stage DIRK methods and the 
resulting stability functions are constructed. These functions are dispersive of order 
q = 2m. The two-stage stability function turns out to be identical with the stability 
function of the well-known DIRK method of NQlrsett (10]. 
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The actual construction of highly dispersive DIRK methods is given in § 6. Here, 
a three- and a four-stage method are presented that are both A-stable and third-order 
consistent, and that have homogeneous dispersion order q = 6 and q = 8, respectively. 
In § 7, these methods are applied to systems of linear differential equations in 
which the oscillating solution component is dominating. The results are in perfect 
agreement with the theory. Comparison with the DIRK methods of N!/Jrsett [10] and 
Crouzeix [5] shows that the higher-order dispersive methods proposed in this paper 
produce much more accurate results than conventional DIRK methods. 
Finally, we remark that stepsize control can be based on reference formulas of 
an explicit type that can be constructed along the lines indicated in [8]. 
2. The RK solution of the basic test equation. The general m-stage RK method 
for the system of ODEs (1.1) is given by 
(2. la) 
(2. lb) 
"' Y,~; = y,, + h L: a;,.f(t,, + c1h, Y,, 1), j = 1, · · ·, m, 
I- I 
"' 
Yn+I =y,,+h L b;f(t,,+c;h, Y,,1), 
J~ I 
where the RK parameters a11 , b;, and c; are assumed to be real. 
Application of the RK method (2.1) to the basic test equation (1.2) leads to the 
recursions 
m m 
Y,,; = y,, + iv L: a;1 Y111 + fih e;,",,',, L: a;1 e;"1'',,, 
1-1 1-1 (2.1') 
m 111 
Yn+ I = y,, +iv L b; Y,,; + fih eiw,,1,, L b; ei<·,v,,' 
J-1 . }=I 
where we have set 
v:=wh, 
Introducing the matrix A=(aJI) and the vectors b=(b1 ), c=(c1), Y,,=(Y,,;), er= 
(exp (ic1vr)) and e= (1, · · ·, 1) 7 , we can write (2.1') in the compact form 
(2.1") Y,, = y 11 e+ ivAY,, + fih eiw,,t,,Aer, 
From (2.1") a recursion for y,, can be derived: 
(2.2) y,,+ 1 = [l + ivb 7 (I - ivA)- 1e]y11 + fih eiw,,t,,b 7 [ I+ iv(! - ivAr 1 Aler. 
It is convenient to define the rational functions (in z) 
(2.3) R (z) := 1 + zb T(l - zA)- 1e, Q(z, ivr) := b 7 (I - zA)- 1er, 
so that the Runge-Kutta recursion for the test equation (1.2) is given by 
(2.2') 
R(z) is known as the stability function of the RK method. 
Let us write the solution of (2.2') in the explicit form 
(2.4a) 
Then, by substitution into (2.2'), we derive 
(2.4b) a1 =R(iv), 
_ fihQ( iv, ivr) 
ao = ;,. R(. ) · e t'- IV 
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For the exact solution of the basic test equation we have 
(2.5a) 
8h (2.5b) a1 :=exp (iv), ao:= --. ivP - iv 
We shall compare the phases of the quantities a; and ii; with the aim to derive 
conditions for high-order phase errors. 
DEFINITION 2.1. In the RK scheme (2.1) the functions 
c/> 1(v) := arg [~:J = v-arg [R(iv)], 
[ a0 ] [exp(ivp)-R(iv)] cf>0 (v, Vp):=arg -:- =arg (' . )Q(' . ) 
Go IVp - IV IV, IVp 
respectively, are called the homogeneous and inhomogeneous dispersion (or phase error, 
phase lag). If cf> 1 = O(hq+i) as h-+ 0, with w constant, then the method is said to have 
homogeneous dispersion order q. If cf>o = 0( h q) as h-+ 0, with w and wP constant, then 
the method is said to have inhomogeneous dispersion order q. 
Remark. We mention that the definition of homogeneous dispersion given above 
is identical to the one used in [8]. Furthermore, it is closely related to the definition 
of phase lag as given by Brusa and Nigro [l]. Their formulation is in terms of accurately 
approximating the exponentials in the exact solution by the eigenvalues of the 
amplification matrix of the numerical scheme. To be more precise, writing the roots 
of the characteristic equation in the form 
exp ({-a(v)± ib(v)}v), 
they define the phase lag (or frequency distortion) as the modulus of the leading term 
in the expansion of b -1 in powers of v. 
Furthermore, our definition of inhomogeneous dispersion is completely analogous 
to the one used in the literature (see e.g. [7], [13]-[15]). 
In comparing the numerical solution (2.4a) and the exact solution (2.5a), we 
observe that the (complex) numbers ii1 and a1 are raised to the power n. This means 
that we may expect a linear accumulation of the phase error due to homogeneous 
dispersion, since arg (a7)-arg (ii7) = n(arg (a 1)-arg (ii1)) = n<f> 1 • On the other hand, 
the phase error introduced by the inhomogeneous term (i.e., the difference in the 
arguments of a 0 and ii0 ) is independent of n and, consequently, constant in time. 
Therefore, in computations with fixed stepsize h and large integration intervals 
the homogenous dispersion is the most crucial source of phase errors; it causes the 
numerical solution to become increasingly out of phase with the exact solution. Since 
we usually want a solution that has an error that does not change too much over the 
interval of integration, we will concentrate on the reduction of the magnitude of cf> 1(v). 
Consequently, when a method is called dispersive of order q we always mean that the 
method has homogeneous dispersion order q. 
2.1. Derivation of the order of dispersion. In the derivation of the functions cf>; we 
need the functions Rand Q defined in (2.3). In order to evaluate R and Q the following 
lemma may be helpful. 
LEMMA 2.1. Let M be a nonsingular m x m matrix, and v and w m-dimensional 
vectors. Then 
7M_ 1 det[M +wv 7 ] 
v w= 1. 
det [M] 
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Proof Let x := M-1w and x,,,+ 1 := 1 + v T x; then (x 7~ x,,. + 1) satisfies the system of 
m + 1 equations: 
-vm 
!][I]=[I]. 
1 Xm+I 1 
where ~' are the entries of M, and xi, vi, W; the components of x, v, w. By Cramer's 
rule we may write 
._ r _1 det [N] 
Xm+i .- 1 +v M w = det [M]' 
with 
N=[ MT w]. 
-v 1 
Subtracting the row vector w; ( -v r, 1) from the ith row of N (i = 1, · · · , m) leads to 
det [N] = det [M +wvr] 
which proves the lemma. 0 
Using this lemma we derive from (2.3) for R(z) the familiar expression (cf. [11, 
p. 132]) 
(2.6a) ( ) det [I - zA + e · b T z] R z = --=-------=-
det [I- zA] ' 
and for Q(z) we obtain 
(2.6b) Q(z iv )=det[/-zA+er·br] 
' r det [I - zA] 1. 
Remark. We mention that the homogeneous and inhomogeneous dispersion orders 
may be (quite) different. To illustrate this, consider the backward Euler method [9] 
for which it can straightforwardly be verified that 
( 1-cos (vrl) </> 1(v)=v-arctan(v), </> 0 (v,vr)=arctan . (), 
v-sm Vr 
showing that the backward Euler method has homogeneous and inhomogeneous orders 
of dispersion q = 2 and q = 1, respectively. 
For the trapezoidal rule [9] the situation is different. Here we obtain 
<P1(v) = v-arctan [~]. </J0(v, vr) = arg [ 2 tan ( vr/ 2)- v] = o. 
l-4v vr-v 
Hence, the order of the homogeneous dispersion is q = 2, whereas the inhomogeneous 
dispersion is of infinite order, which is due to the symmetry of the trapezoidal rule 
(see Thomas [15]). 
3. Dispersive stability functions. Ideally, the stability function R(z) of an RK 
method should be such that </J 1 ( v) := v -arg ( R (iv)) vanishes identically. Although this 
will not be possible, it is interesting to characterize the class of functions for which 
</> 1( v) does vanish identically. 
DEFINITION 3.1. A function R(z) is said to be in class 92),. if </J 1(v):= 
v-arg(R(iv))=O on IR, or equivalently, 
(3.1) Im (R(iv)) =tan (v) Re (R(iv)) on IR. 
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THEOREM 3.1. A rational function R (z) with real coefficients is in class <;!t!, (f and 
only if its Taylor expansion is of the form 
(3.2) 
where f,0 = 1 and f,2 , f,4 , • • • are arbitrary parameters in IR, and where the Y2i are the 
coefficients in the Taylor expansion 
(3.3) tan (z) = z L Y:uz 21• 
1~0 
Proof It is straightforwardly verified that arg(R(iv))=v for vEIR and all real 
f,2;, j > 0. Conversely, substituting a formal Taylor expansion for R into (3.1) leads 
to expressions for the Taylor coefficients that are readily identified with those of 
(3.2). 0 
As an illustration, we give the first few terms of the expansion (3.2) explicitly: 
(3.2') 
A trivial example of a function from~!{!, is given by exp (z); it can be written in the 
form (3.2) by defining f, 21 := l/(2j) !. 
It is convenient to introduce the notion of consistent and dispersive stability 
functions. 
DEFINITION 3.2. (a) A given stability function R(z) is called consistenl (!(order 
p if 
R(z) =exp (z) + O(zr+i ). 
(b) l~ is called dispersive of order q (or belonging lo class 0\1) if there exists a 
function RE.@, such that 
R(z) = R(z)+ O(zq 11 ). 
This definition is justified by the following theorem. 
THEOREM 3.2. (a) A pth-order consistent RK method possesses a pth-order con-
sistent stability function. 
(b) An RK method has homogeneous dispersion order q il and only if its stability 
function is dispersive of order q (belongs to ~q ). 
Proof Assertion (a) of the theorem is well known (see, e.g., [6]). 
_ The sufficient par! of assertion (b) is proved as follows. Let RE [!J),1, i.e., R ( z) = 
R(z) + O(z'1+ 1) with RE 0J"'' then 
4>1(v):= v-arg (R(iv)) = [v-arg (R(iv))]-[v-arg (R(iv))] 
= arg ( R (iv)/ R (iv))= arg (I+ 0( v'111 )) = 0( v'' 1 1 ), 
showing that the RK method has homogeneous dispersion order q. 
Conversely, let </; 1 ( v) = 0( v'11 1 ); then 
Im (R(iv)) =tan (v) Re (R(iv))+O(v'111 ). 
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On substitution of the Taylor expansion of the given function R(z) into this last 
equation and using (3.3), we can show that the Taylor coefficients of R(z) can be 
identified with those of (3.2) up to order q. Hence, there exists a function RE 01, such 
that R - R = 0( z'' 1 1 ). D 
Evidently, any pth-order consistent RK method has homogeneous dispersion order 
q ~ p. However, if p is odd, then we automatically get a one order higher homogeneous 
phase error. 
THEOREM 3.3. An RK method of consistency order p = 2p0 + 1 has homogeneous 
dispersion order q ~ 2p0 + 2. 
Proof According to Theorem 3.2(a) and Definition 3.2(a), the stability function 
R( z) has a Taylor expansion of the form 
(3.4) R(z)=l+z+~z-'+···+ 1 7-'P,,+1+{3 .. z-'1'"+ 2 +(3 z 2" 0 ' 3 +··· 2 (2po+l)!""' 111111-~ 2pu+J ' 
where the coefficients {3,, j > 2p0 + l are expressions in terms of the RK parameters. 
Next we consider the function R(z) with /3 21 = 1/(2l) ! for 12 p0 , to obtain 
(3.5) - l'n [ } I . . l J , . - , , , R(z)=_Y --+z )' (-1) 11 'y,_. -- z-1 +(3, ,z-r•,,·1·-+o(z-1'1113 ). 
.'-" (?")! '-" -t/ 11( 2/.)I -l'o+-/· () -./ • /. (J • 
Furthermore, using that e" = 'i,1'_ 0 zi /j! can be written in the form (3.2) and equating 
the coefficients of z2; 11 in both expansions, we obtain the relation 
f { lj l ~ (-1) Y2u 11(?/)'=(J'+l)' 
I O - • -J · 
(3.6) 
Finally, by setting /3 21,111 2 = f3 21'012 we may conclude from ( 3.4 )-(3.6) that R ( z) - R ( z) = 
O(z-'1',,' 1 ), which proves the theorem. 0 
4. Derivation of dispersion relations. In [8] dispersion relations have been derived 
for polynomial stability functions. In this paper we consider stability functions of the 
form 
( 4.1) I;t~ .. ,o a,.z 
1 R(z) = (1+ az)"', a, a 0 , • • • , a,,, E: IR. 
If (~ = 0 this function reduces to a polynomial and the results obtained in [8] apply. 
For instance, the maximal attainable order of dispersion for polynomial stability 
functions is given by 
(4.2) 
In this section, it will be shown that in some cases this order of dispersion can be 
raised to q = q + 2 by a judicious choice of a. To that end we need the dispersion 
relations for stability functions of the non polynomial form (4.1 ). In principle, these 
relations can be obtained from the relations derived for polynomial stability functions. 
By expanding (4.1) in a Taylor series of the form 
i -- () 
we find that the (3, are polynomials in c~ with coefficients that are linear in the a1, for 
example, 
f3o=ao, /31=a1-a11(7)a, f32=a2-a1(7)a+ao[(7)2-(~)]a 2 • 
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We now use the dispersion relations derived in [8] for stability functions of the form 
Ill 
R(z) = 2: f3Jzi. 
;~o 
These dispersion relations are linear relations in terms of the /3;, so that by substituting 
our /3;-expressions, we obtain dispersion relations for stability functions of the form 
( 4.1) that are linear in a; but polynomial in a. 
The approach outlined above leads to complicated formulas. Therefore, we prefer 
to follow an alternative approach that expresses the dispersion relations in terms of 
a and the parameters /3; introduced in Theorem 3.1. 
First of all we remark that q may be assumed to be even. This follows from the 
results obtained in § 3 (see especially Theorem 3.3 ). 
In the following it is convenient to introduce the vectors 
~'I:= (/30, /32, /34, .. ', /3,,)T 
(4.3a) 
( 1 1 J • -)T 
= l,2!'4i' ... 'ft!'/3p+2,"·,/3,, , 
(4.3b) ~HJ:= (ao, al' ... ' am)J~ 
the (m + 1) by (q + 1) matrix 
(~)an 0 0 0 0 
(4.3c) B 1(a) := 
(:)am ( m )a"' 1 m-1 (~)ao 0 0 
the (q-m) by (q+l) matrix 
(4.3d) 
(Ill) ( "' ) ( ·:')" n"' (/II l 
m in ·-I t 
( "') ( m )a'" I (';}· B2(a) := () n"' Ill m I 
('"}•'" 
"' 
( "' ) m -I n '" l (':} 
and the (q + 1) by (q/2+ 1) matrix 
1 
Yo 
0 
-y2 Yo 
(4.3e) 0 0 c·-.-
Y4 -y2 Yo 
0 0 0 
(-l)(q 21/2 /'q- 2 Y4 -y2 Yo 
0 0 0 0 
Here, p is the order of consistency of (4.1) and q is even. Moreover, to let the definition 
of the matrix 82( a) be meaningful, we require its dimensions to be positive, i.e., q > m. 
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THEOREM 4_1. Let p be the order of consistency of ( 4.1) and let q be an even integer 
> m. Then the stability function ( 4.1) is dispersive of order q if there exists a real vector p'I and a real a such that 
( 4.4a) 
and if 
(4.4b) 
Proof The Taylor expansion of the stability function is of the form 
~· . l 
R(z)=" a .. z.1 (3.:=- for1'=0 1 · · · p L. ,..,, ' J • ' , ' , ' 
i=O ) • 
where the coefficients {31, j?;. p + 1 are in R From ( 4.1) it follows that 
(4.5) i ( m) . a; - L f31 . I a,_,= 0, 
l=O J-
j=O, 1, · · ·, 
where a;:= 0 for j > m. Using the notation ( 4.3) and introducing the vector 
we deduce from Theorem 3.1 and (3.6) that RE fiJJ 4 if 
(4.6) 
It follows from ( 4.5) that (again using the notation ( 4.3)) 
On substitution of (4.6) we arrive at the relations (4.4). D 
COROLLARY 4.1. Let (4.1) be consistent of order p and let q = ij =2(m - Lp/2J) 
(cf (4.2)). Then (4.4) determines a one-parameter family R(z; a) of stability functions 
in fiJJii. 
Proof For each a, (4.4a) represents a linear system of q - m equations for the 
(q - ft)/2 unknowns ~fi+ 2 , fit-+4 , • • ·, fiq with ft:= 2 Lp/2J. By choosing q = 2m - ft= ij 
the number of unknowns equals the number of equations. The parameter a can be 
chosen such that the matrix of coefficients in this system is nonsingular, and hence a 
unique solution exists. Then, on substitution of q = q and j3 4 = pii into (4.4b), the 
vector «m can be calculated in terms of the parameter a. According to Theorem 4.1, 
the resulting stability function is dispersive of order ij, i.e., it lies in fJJ;;. D 
It has already been observed that the dispersion order can sometimes be raised 
by two by a judicious choice of a. This happens when there exists a real value a such 
that (4.4a) can be satisfied for q = ij+2. To obtain a nontrivial solution for this 
homogeneous system we must require a vanishing determinant. This results in a 
polynomial equation in a, and it is not guaranteed that a solution a in IR exists. 
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5. Construction of highly dispersive stability functions. 
5. I. The case m = l, p = 1. Let us try to achieve order of dispersion q = 4. The 
dispersion relations ( 4.4a) reduce to 
( 5.1) [ 
Yol~ 
-y2 
-y2C1 
The first relation is satisfied if /32 = -y0 a; the second relation reads 
Yo<X 2 + y~a + Y2 = 0, 
which has no real solution (recall that y0 = 1, y2 = ~). Hence, q = 2 and, according to 
( 4.4b ), a 1 = l +a. Thus, we have the first-order consistent and second-order dispersive 
family 
(5.2) 
l+(l+a)z 
R(z;a)= . (l+az) 
5.2. The case m = 2, p = l. We try q = 6; ( 4.4a) reads I y 0 a 2 - y 2 -2y2a 
-y2ll' 2 + Y4 
2y4C1 
(5.3) 
2a +Yo 0 ~][~}o a 2 +2y0 a ' 2a +Yo YoCI- - Y2 
-2y2C1 Cl2 + 2 Yo Cl 
The first two equations are solved by 
.... Y2-'Y0Cl' 2 .... (2yo+a)(y1-'Yoa::!) ( 5 .4a) f3, = , /3 4 = 2 y 2 a - a _.c___-'----'----
- Yo+ 2a Yo+ 2a 
The third equation then becomes, upon substitution of Yo= 1, y2 = ~, y4=2/15, 
90a 5 +180a 4 + l50a 3 + 60a 2 + 12a + 1""0, 
possessing the real root 
(5.4b) a= -.28416 43597 · · ·. 
The fourth equation expresses /36 in terms of /32 , /34 , and a. The parameter vector <X 2 
can now be computed by means of ( 4.4b ). The resulting stability function reads 
1+(2a+ l)z+(a 3 +2a 2 +a+~)z 2/(a+~) (5.5) R(z;a)= ( , . 
1 + azt 
It is sixth-order dispersive if a is given by ( 5.4b) and fourth-order dispersive otherwise. 
5.3. The case m = 2, p = 3. The corresponding dispersion relations can be derived 
from (5.3) by setting /32 =~. From (5.4a) it then follows that a should satisfy 
a 1 +a+);=O, 
i.e., a = -~ ± ./3/ 6. The resulting third-order consistent, fourth-order dispersive stability 
function given by 
(5.6) R( ) 1+(2a+l)z+(a
2 +2a+!Jz2 
z· a = 
' (l+az)2 ' 
1 1 
a=--±-./3 2 6 - ' 
is identical with the stability function considered by Nprsett [ l O]. 
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5.4. The case m = 3, p = 3. The dispersion relations ( 4.4a) with q = 6 assume the 
form 
The first equation is solved by 
3a(a+y0 ) 
a3+3yoa2- 'Y2 
a(yoa 2-3'}'2) 
3a +'Yo 
3a(a + y0 ) 
(5.7a) j34 = -yoa3 + 3 y2a - ~a (a+ y0), 
and the second equation becomes 
90a 4 + 150a 3 +75a 2 + 15a + 1=0. 
This equation has the real solutions 
(5.7b) a 11 >= -.13633 37707 · · ·, a 121 = -.97567 45887 · · ·. 
The last equation expresses j36 in terms of a and i34 so that, by ( 4.4b ), the parameter 
vector <X3 can be computed. The resulting stability function is given by 
. ) _ l + (3a + 1 )z+ (3a 2+ 3a +~)z2 + (a 3 + 3a 1 +~a +~)z 3 (5.8) R(z, a - ( ) 3 l+az · 
It is third-order consistent; if a is given by (5.7b), then it is sixth-order dispersive, 
and fourth-order dispersive otherwise. 
5.5. The case m = 4, p = 3. To achieve order of dispersion q = 8, the system 
(5.9) [ 
4 ' ')111 a -6')12a +% 
-4'Y2a 3 + 4')14ll' 
-')l,a4 +6')1.ia' - ')16 
4')14a 3 -4'Y"" 
4a 3 + 6')111a 2 - 'Y2 
a 4 +4y0 a 3 -4y,a 
')10 a 4-6')1,a'+ ')14 
-4')1,a 3 +4')14'l 
requires a real solution (a,~). 
4a+')l0 
6a' +4y0 a 
4a-'+6')10a'-y1 
"
4 + 4')10 a 3 -4')12" 
1 I 0 0 I 1 • 0 : {34 = 0 
4a +'Yo 0 -
.., /3ll 6a-uy.,a J -{3, 
From the first and second equation, j34 and j36 are readily solved: 
• 4 3 2 I (34=-(yoa +2a +(3yo-6Y2la +y4-2'Y2)/(4a+yo), 
• a 
2 
[ 4 2 3 (35 ) 2 J (36 = 6yoa +(10+4y0 )a + -yo-20'}'2 a +10yo('}'o-2Y2)a+5y2-l0y4. 
4a +'Yo 2 
On substitution into the third equation, and using the actual values for the y's, we 
obtain an equation for the parameter a, 
60a 7 +144a"+126a 5 + 56a 4 + 14a 3 + 2a 2 + i~~~a + shj = 0, 
possessing three real roots given by 
(5.10) a 111 = -.10058 35034 · · · ,a 121 = -.18716 71826 · · · ,ai3l = -1.12972 65662 · · ·. 
Finally, ffix follows from the last equation in (5.9) and the vector <X4 is determined by 
( 4.4b). The stability function takes the form 
(5.11) R(z;a)= 
l + ( 4a + l)z + (6a 2 + 4a + ~)z 2 + (4a 3 + 6a 2 + 2a + ~)z3 + (a 4 + 4a 3 + 3a 1 +~a+ /34)z4 
(1 + az) 4 
This family furnishes sixth-order dispersive stability functions for all real a; in the 
particular case of (5.10) these functions are eighth-order dispersive. 
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6. Construction of third-order DIRK schemes. Let us start with an m-stage DIRK 
scheme, generated by the parameter matrix 
-a -a 
C1 c='+a 
C3 0 
( 6.1) Cm <~ 
Cm 0 0 Cm i+a -a 
Cm 0 0 c,,, + a -a 
0 0 1-b"' b,,, 
By this special choice, its implementation on a computer will require only a few arrays. 
The parameters c2 , • • • , cm .2 will be used to adapt its stability function to the 
form required by the dispersion considerations (cf. § 5); a is prescribed and c,,, 1 , c,,, 
and b"' will be required to satisfy the set of equations 
(1 - b,,,) c,,, _ 1 + b,,,cm = ~, 
( 1 - bm) c;., .. 1 + b,,,c;., = 1, 
(6.2a) 
(6.2b) 
(6.2c) (1-b,,,)[(c,,, .. 1 +a)c'"_. 2 -cm 1 a]+b,,,[(c"'+a)c,,, 1 -c,,,a]=L 
yielding third-order accuracy. 
6.L The case m =3. For a three-stage method, there are no free c-parameters left, 
because Cm 2 = c1 =-a. However, as any three-stage, third-order DIRK scheme (with 
a prescribed) has the same stability function (i.e., the function R(z; a), given by (5.8)), 
there is no need for any adaptation. Hence, solving (6.2) results automatically in a 
scheme that possesses the required stability function. From ( 6.2a) and ( 6.2b) we easily 
deduce 
( 6.3a) 
and, on substitution, ( 6.2c) requires that c,11 •• 1 satisfy 
(6.3b) a(a+2)+2/3 -----=O. 
2a + 1 
Hence, for any value of a, we obtain at least one set of real parameters { c"' 1 , c,," b,,, }. 
For the special a-values given by (5.7b), this scheme is sixth-order dispersive. It 
turns out that for a= a( 21 , the stability function (5.8) is A-acceptable; that is, R(z, (~ 121 ), 
which is a rational approximation to e=, satisfies I R ( z, a (21 )1 < 1 whenever Re z < O ( cf. 
[9, p. 237)). On the contrary, a= 0: 111 leads to a conditionally stable scheme. Hence, 
form =3, we will use a= a 121, yielding the scheme 
-a -a a= -0.97567 45887, 
(6.4) C2 C2+a -a C2 = 0.11484 20358, with 
C3 () C3+a -a C3=0.7163614441, 
() 1 - b3 b3 b, = 0.64030 84570. 
6.2. The case m = 4. To construct a four-stage method, we again impose the order 
conditions (6.2), but now the resulting scheme does not automatically yield the stability 
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function as given by (5.11 ). In general, the coefficient of z4 in the numerator will be 
different. Therefore, we derived this coefficient for scheme { ( 6.1 ), m = 4} ( cf. (2.6a) ), 
and we identified the resulting expression with the corresponding expression in the 
required stability function (5.11). This equation, together with ( 6.2) was solved numeri-
cally for the unknowns c1 , c3 , c4 , and b4. For all values of a, the resulting scheme is 
sixth-order dispersive. However, if we employ the special a-values given by (5.10), 
this order can be increased to eight. It turned out that only a 111 yields an A-acceptable 
stability function, whereas a 111 and a 121 result in schemes with very poor stability 
characteristics, especially along the imaginary axis. 
(6.5) 
Hence, for m = 4, we will use { (6.1 ), a = a 131} leading to the scheme 
-a -a a= -1.12972 65662, 
C1 C1 +a -a C1=0.50160 90786, 
c 3 0 -a with C3 = 0.72199 89658, 
C4 0 C4+a -a C4=0.1246228759, 
~-'---+------------~ 
0 0 1 - b4 b4 b4 = 0.37162 34539. 
7. Numerical experiments. 
"conventional" methods 
We have applied the methods (6.4) and (6.5), and the 
(7 .1) 
of N0rsett [10], and 
-a -a 
I+a 1+2a-a 
1 
2 2 
1 l 
-(l+y) -(l+y) 
2 2 
(7.2) 
1 
2 
1 
- (1- y) 
2 
l +y 
6y1 
1 
-(1 + y) 
2 
-1-2y 
1 l--3y2 
1 
-(l + y) 
2 
1 
6y" 
y=~cos (~) J3 18 
of Crouzeix [5] (see also Burrage [2] ). All methods are A-stable; a further specification 
is given below: 
--·-·--·-··---------
Method m p q llR(oclll 
(7.1) 2 3 4 0.732 
(7.2J 3 4 4 0.630 
(6.4) 3 3 6 0.679 
(6.5) 4 3 8 0.655 
--------------
Note that the methods of N0rsett and Crouzeix have optimal algebraic order, i.e., 
p=m+l. 
In our numerical experiments, the accuracy was measured by the number of correct 
significant digits of the first component of the numerical solution at the endpoint 
T = tN, i.e., the value of sd := -log 10 j/ 11 ( T) - .v~l If T coincides with a zero of i 11 ( 1), 
then this value can be used for a mutual comparison of the phase errors of the various 
methods (cf. [8]). 
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TABLE 7.1 
Problem ( 7.3) with w = 5 and T = 1 OCH ( rr /2w ). 
----"·--·-· 
( 7.1) l.l 1.9 3.1 4.3 
( 7.2) 0.6 1.7 2.8 4.0 
( 6.4) 2.1 3.6 5.3 7.1 
(6.5) 3.0 5.1 7.5 9.9 
--·----
7.1. A model problem. Consider the equation 
dy = [ 0 w] 0 y, dt -w uJ E lR ( 7.3) 
with initial condition y(O) = ( 1, 0) 7. The exact solution is given by 
y =[cos (wt)]. 
sin (wt) 
4 
4 
6 
8 
This problem belongs to the class of model problems to which the theory of the 
preceding sections applies. In Table 7.1 the sd (h)-values are presented for w = 5, 
T = 1001 ( 77 /2w) and for various integration steps h. In addition, we list the effective 
order Pon:= (sd(h)- sd(2h ))/log 10 (2). These results show that the effective order is 
just the order of dispersion q as predicted by the theory. 
7.2. A stiff problem with oscillating solution. In order to illustrate the A-stability 
of the various methods, we consider the problem 
[ 
113+10001 26+200t 
dv 
-'-= -374-25001 -86-5001 
dt 
191+3000t 44+600t 
(7.4) 
y(0)=(-1,5, 1) 7 ; 
the first component of the exact solution is given by 
-16-2001] 
53 + SOOt y, 
-27-600t 
/ 11 ( t) =sin (t) - 3 cos ( t) + 2 exp ( -·501 2 ). 
Evidently, this problem is highly stiff; the solution consists of undamped oscillating 
components and a rapidly decaying component (the stiff component). 
In the numerical experiments, the initial phase was integrated using extremely 
small steps in order to avoid errors coming from the transient phase. From t == 1 on, 
the steps used are those listed in Table 7.2. The superiority of the methods with high 
dispersion order is again clear from these results. 
TABLF 7.2 
Problem (7.4) with T= 10rr+arctan (3) and h = (T-1 I/ N. 
Method N = 50 N =JOO N =400 Po.:.11 
--------- ·-----------·-·-- -·--·--·-·-·····-----
(7.1) 0.2 1.1 2.2 3.4 4 
(7.2) I.I 1.0 2.1 3.2 -J.7 
(6.4) 0.5 1.8 3.5 5.3 6 
(6.5) 0.7 2.4 4.7 7.7 --9 
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7.3. The effect of changing frequencies. In the preceding problems the frequencies 
of the oscillating solution components did not depend on t. We now show the influence 
of a variable frequency on the accuracy of the numerical solution. For this purpose, 
we again consider problem (7.4). Let us denote the entries of the matrix occurring in 
(7.4) by a;,i+b;,;I. If these entries are replaced by 
(7.5) a;,;(1+2et) + b;,J, e constant, 
we obtain a problem, the solution of which no longer has a constant frequency. For 
instance, 
y( 11(t) =sin (wt) -3 cos (wt)+ 2 exp (-50t2 ), 
where the frequency w = 1 +et. The analogue of Table 7.2 is given in Table 7.3 for 
e = 10-2 and e = 10- 1• These results clearly show the drop in accuracy of the high-order 
dispersive methods (6.4) and (6.5), whereas the conventional methods (7.1) and (7.2) 
lose only a small amount of their sd-values. However, the higher-order dispersive 
methods are still superior to the conventional methods. 
7.4. The effect of damped oscillations. Finally, we consider the behaviour of the 
high-order dispersive methods in problems with damped oscillations. As a test equation 
we take Bessel's equation 
'd 2y dy ' 1--,+t-+ry=O 
dr dt ' 
(7.6) lO~t~T 
with the solution y(t) = J 0 (t). 
By writing this second-order equation as a system of first-order equations we can 
apply the various DIRK methods. 
Table 7.4 presents results for T equaling the hundredth zero of Jo( 1), i.e., T = Z 100 := 
313.3742660775. Although the high-order dispersive methods furnish more accurate 
TABLE 7.3 
Problem (7.5) with T=[IOrr+arctan(3)]/(l+fT) andh=(T-1)/N. 
Method f N =50 N =JOO N =200 N =400 Pon 
(7.l) JO 2 0.2 1.0 2.2 3.4 4 
(7.2) JO 2 1.4 1.0 2.0 3.2 4 
(6.4) JO 2 0.4 1.7 3.2 4.5 -4.5 
(6.5) J0 ' 2 0.6 2.1 3.3 4.2 -3.5 
(7.l) 10 I 0.1 0.9 2.0 3.1 -3.7 
(7.2) 10· 1 0.8 0.9 l.8 2.9 -3.5 
(6.4) 1()' I 0.3 1.4 2.8 4.1 -4.5 
(6.5) 10 I 0.4 1.7 2.9 3.7 -3.5 
TABLE 7.4 
Problem (7.6) with T = Z 10u and Ii= ( T-10)/ N. 
Method N = 1000 N =2000 N =4000 N =8000 P,tr 
(7.l) 2.3 3.2 4.3 5.4 -3.5 
(7.2) 2.1 3.0 4.2 5.3 -4 
(6.4) 2.9 4.1 5.1 6.0 -3 
(6.5) 3.3 4.3 5.2 6.1 3 
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results than the methods of N~rsett and Crouzeix, they do not show the order of 
dispersion q, but instead, their algebraic order p. The reason is, of course, the 
1/ v't-behaviour of the amplitude of the solution y( t) (recall that J 0(t) ~ 
constant· cos (t-7T/4)t- 112 as t-'>OO). In order to illustrate this we transform (7.6) in 
such a way that the transformed equation has an undamped solution. Writing t = 1 Oi 
and y(t) = v'IOt)(i), we obtain 
(7.6') 
N T l ~ t~-
10 
with the undamped solution y(i) =If J0(IOi). For this problem the results listed in 
Table 7.4' do show the order of dispersion q rather nicely. 
TABLE 7.4' 
Problem (7.6') with T = Z 100 and h = ( T -- 10)/( l ON). 
·----- -·---
-
Method N =1000 N =::woo N =4000 N = 8000 pell 
(7.1) 1.5 2.5 3.6 4.8 4 
(7.2) 1.3 2.2 3.4 4.6 4 
(6.4) 2.2 3.8 5.5 7.3 6 
(6.5) 2.8 4.9 7.4 8.7 8 
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