INTRODUCTION
This project consists of calibrating a load cell using a neural network. The load cell was made with strain gages installed on a cantilever aluminum beam. The strain gages were connected to a circuit, called a Wheatstone bridge, and the output signal of the bridge was amplified and collected using an analog to digital converter, which was controlled by a Basic Stamp microprocessor. The microprocessor transmits the signal by infrared means to a computer that receives it via its serial port. This weighing system works well, but needs some type of calibration because of inherent non-linearities and variation of reference voltages. These are some of the main reasons why a neural network has been proposed to do such calibration. Also, since a computer is being used to collect and display the final result, it would be relatively simple to implement it. In essence, for this project, the neural network's most important purpose is to be able to determine an accurate weight value, no mattering where in the load cell range it is, and under different values of its inputs. This calibration problem seems to be a good application for a neural network because it requires a learning adaptable process.
BACKGROUND
An Artificial Neural Network (ANN) is a conglomerate of computational units, or neurons, organized in layers, and in its simplest form consists of an input layer, single or multiple middle layers, and an output layer. An important characteristic of an ANN is that all the neurons can be trained, under supervised or unsupervised learning, in an inter-dependent way, to associate, learn, and/or classify information.
After performing some research, it was determined that some previous works have been completed in similar applications of neural networks to calibrate, linearize, estimate, or fit data obtained from the behavior of a sensor or system. For example, a three-layer artificial neural network (ANN) was used to calibrate a displacement sensor 1, 2 . The results obtained were compared to curve fitting results, and it was concluded that an ANN is the best candidate to do this kind of task. Also, it was determined that for this kind of application relatively few elements are required and the implementation is relatively simple. As another example, an ANN was used to linearize a thermistor behavior 3 . The purpose of this application
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Ingeniería 12 (1,2): 105-114, 2 002 San José, Costa Rica was to linearize the input-output relationship of a thermistor, and an ANN with two hidden layers was used. In addition, another application of an ANN, related to this project, is the calibration of the force/torque sensors used by a robot to estimate the weight of an unknown payload in order to applied the correct grasping force to pick up an object, avoiding slippage or damage of it 4 . One more case similar to this project was the use of a multi-layered ANN to calibrate a high-pressure measuring system with non-monotonic behavior and greatly influenced by temperature 5 . Better quality calibration than the one obtained with the spline-based method of calibration was obtained, and even for pressure reconstruction the measurement of temperature was not necessary 5 . Finally, another example of the use of an ANN for measurement calibration verification was done in power plants 6 . In power plants, as in many other applications, the instruments are re-calibrated on a periodic basis, and an ANN was used to predict the reading of an instrument using readings of other dissimilar instruments. I this power plant application of a neural network it was considered that a type of on-line parameter identification and model-based observer method was developed 6 .
From those experiences, obtained with previous similar works, it was concluded that this project can accurately be solved using an ANN adequately trained to learn and estimate the related nonlinear information provided for training. An extension of this project would be possible to many other similar calibration applications. After facing some problems with calibration of equipment because of non-linearities and variations, it is possible that while some equipment is operating "properly", with good sensitivity and repeatability, but not well calibrated, it could continue being used without trying to fix it or without getting rid of it. However, instead of that, a good signal processing would be required to compensate for the "bad" calibration, and in this particular application a neural network will do that job.
DESCRIPTION OF THE PROBLEM
This project consists of calibrating a load cell, made with strain gages installed on an aluminum cantilever beam with rectangular cross sectional area. One of the strain gages is on the top surface and the other at the bottom surface of the beam, which is loaded in bending. Figure 1 . shows the load, P, the cantilever beam and one of the strain gages. The calibration is to be done using a neural network; therefore, the main objective is to design and train a neural network to correctly estimate the weight, or load P, applied to the load cell. A set of training cases of the known behavior of the system, some obtained experimentally and other obtained from the system's mathematical model, were used to instruct the neural network.
Notice that when one of the gages is in tension the other one is in compression; however, the strain of each gage is expected to have the same magnitude. These strain gages, RT and RC, are connected to a Wheatstone bridge, as in Figure 2 . The bridge is completed by adding two resistors, R, with nominal value equal to that of the strain gages. The reference, or input, voltage of the Wheatstone bridge is Vi, and it is one of the inputs to the neural network. An electronic circuit has been designed and implemented to condition and process the signal output from the bridge. First, there is an amplifier, with a gain, K amp , in order to make the signal more manageable by other devices. The amplifier's gain, K amp , is another of the inputs to the neural network because it is a variable quantity that could be adjusted and has to be measured from time to time, just to verify its value. This gain is supposed to not change too much; but, when it changes, it has an important effect on the results. Following the amplifier there is an 8-bit analogic to digital converter (8-bit A/D) which converts the amplified voltage to a 0 to 255 value (one byte). This digitized value is another of the inputs to the neural network. Figure 3 presents a more complete idea of the weighing system. In this figure, the neural network's inputs and output can be identified. The first input to the network is the amplification value, which is called K amp ; the second input is the Wheatstone Bridge's reference voltage, V i ; and the third input is the digitized value, or binary value, that is proportional to the amplifier's output voltage. The amplifier's output is basically the Wheatstone bridge's output voltage, V o , multiplied by K amp . This binary value was obtained by digitizing the amplifier's output voltage using an 8-bit A/D converter driven by the Basic Stamp processor. The processor sends the information serially via infrared to a computer that is at a certain distance, 3 or 4 meters, from the measuring system. After that, the computer makes use of the trained neural network, and based on the three inputs performs the computation to estimate the weight applied to the load cell. In summary, the Wheatstone bridge converts the weight acting on the load cell to a voltage, it is amplified and after that it is digitized. Theoretically, it is expected that the digitized value be proportional to the product of the weight applied to the load cell, the amplification value, and the Wheatstone bridge's reference voltage.
NEURAL NETWORK DESCRIPTION
The weighing system described above is made of several components, each introducing some uncertainty and error, and in general the final result, which is the weight being measured, is difficult to determine with the same accuracy all over the load cell's operating range. This occurs because of variations of the reference voltage applied to the Wheatstone bridge, variations in the amplifier's gain, and also to other nonlinear effects that are inherent to the system.
Inputs to the neural network:
There are three important parameters that were selected to be the inputs to the neural networks: 
Notice that the input vector is a 5x1 in size, and its last two terms are a product combination of the first three terms; therefore, only the first three inputs are required and the programmed code takes care of adding the other two terms, as well as normalizing the vectors. These two dependent terms were required because the results obtained with only the first three terms were not satisfactory, and also because, theoretically, it is expected that the output from the ANN be proportional to the mutual product of the first three input terms. The input vectors are normalized by dividing each one by its magnitude.
Outputs from the neural network:
The network has a single output, which is the value of the weight applied to the load cell, and that is a function of the three inputs:
The output training values of the neural network were linearly scaled to values between 0 and 1.
As it was later determined the function in Eq. (2) is a combination of addition and multiplication of the three inputs. The whole purpose of the neural network could now be seen as the determination of the best function to map the weight surface as a function of the inputs.
Training examples:
Training examples were experimentally determined with several different known weights plus the offset value obtained when no weight is applied to the load cell. These weights were combined with four different reference voltages, V i , applied to the Wheatstone bridge, and several amplification gains, K amp , giving a total of 154 training input-output pairs, as shown in Table 1 . All of these exemplars were used as an epoch to train the network.
Test Samples:
After performing the training, test input cases, obtained by interpolation in Table 1 , were applied to the network to determine its performance. These test samples are presented in Table 2 .
In the same way as it was done for the input training examples, any input vector presented to the neural network requires two additional terms as in Eq.
(1) and after that it must be normalized.
Neural Network Architecture and Training:
Since sigmoidal transfer functions were chosen for the middle layers and a linear transfer function was used in the output layer, the training examples were normalized to have proper values to work with these transfer functions.
Training was performed using backpropagation with the Levenberg-Marquardt (BPLM) algorithm as numerical optimization technique for relatively fast convergence 7 . The advantage of the Levenberg-Marquardt technique is that the results always go in the right direction, as long as that direction exists, and that is, toward the minimum of the error surface. On the other hand, the most significant disadvantage of this technique is the computation of the modified pseudo-inverse of the Jacobian, (J T J + µ k I) -1 , for every batch iteration. Where J is the Jacobian, and µ k is a variable coefficient that is changed to adapt the algorithm to the progress accomplished after every iteration. Sometimes this matrix becomes too big and computing the inverse might be too complicated. For example, for a 3-9-1 network, this matrix is of size 46x46, and for a 3-5-3-1, this matrix is 42x42. Fortunately, nowadays there are powerful software tools and computers that perform this computation in incredible short times.
The back propagation algorithm with momentum and variable learning rate, VLBP, was used to solve the problem but it was difficult to control mainly because of the required adjustments of parameters, and because of the convergence to stationary points that are not the desired minimum 7 . The VLBP technique could work to solve this problem, but most of the efforts to find a solution to this problem were focused on the Levenberg-Marquardt algorithm because of the reason given above.
The data in Table 1 was presented to the network input after input in a sequence row by row and the total squared error was computed per each epoch, and this error was used to start the backpropagation algorithm.
RESULTS
A small number of neurons, 4 and 5, were used at first in a single middle layer to train the neural network. However, progressively, to get familiar with the network, some other tests were performed using more, or fewer, neurons, as well as more middle layers as needed or just to determine what kind of results were obtained. While training was being performed, the results were displayed every hundred epochs, by plotting three graphs in a figure. The graph on the top of the figure shows convergence of the network results to the training examples, the graph in the middle presents the squared error per epoch, and the bottom graph shows the convergence of the behavior of the network to the test samples.
Most Important Result:
The most important result was obtained with a 5-3-1 neural network with sigmoidal middle layer transfer functions and linear transfer function for the output layer. Figure 4 . presents the results after 5 400 epochs, but only the last 300 epochs are shown in the figure.
The minimum squared error per epoch was 0,025, as can be seen in the middle graph, and after this point the Jacobian matrix started getting close to be singular, and the program could not compute its pseudo-inverse.
It was determined that the training examples as well as the test examples were well approximated. The top graph of Figure 4 . represents the convergence of the neural network results to the training examples, and columns 2 and 12 of Table 1 . were used for this purpose. The horizontal axis of this graph represents the input vector according to its position in columns 2 and 12 of Table 1 . The "x" marks represent the expected weight value, that is the values in column 1 of Table 1 . Close attention to the top graph reveals that there are two curves, as expected, and since they are converging to the same values of weights in some parts of the graph it seems that there is only one curve. Moreover, the bottom graph presents the results obtained using the test samples from Table 2 . The horizontal axis of this graph represents the input vector according to its position in the columns of Table 2 . The "x" marks represent the expected weight value associated with the values of row 5 of Table 2 . Again, the neural network generates an acceptable approximation of the test samples, with errors under 6,4 % for all of the test points, as shown in Table 3 . This kind of error is acceptable but there is always a desired to reduce it more.
The matrices of weights and biases obtained for this 5-3-1 network are presented next:
There is some similarity between rows 1 and 2 of the weight and bias matrices for layer 1, which are W1 and b1. This might mean that there is a redundant function of a neuron in such a layer; therefore, fewer neurons in that layer could generate similar results. Then, the following step taken was to decrease the number of neuron in the middle layer to 2 instead of 3. However, the results obtained with this 5-3-1 neural network are difficult to improve due to its good results during training as well as during interpolation.
Second Most Important Result:
The second important result obtained is presented in Figure 5 . A 5-2-1 neural network with sigmoidal middle layer transfer functions and linear transfer function in the output layer was trained for 3 500 epochs, and the figure presents the last 500 epochs.
NN Result
Expected Result % Error In this case, the minimum squared error per epoch that was obtained was 0,054, as can be seen in the middle graph. The top graph of Figure 5. shows a slightly difference in the training convergence of the neural network results for columns 2 and 12 of Table 1 . The bottom graph of Figure 5 . presents the results obtained using the test samples from Table 2 . The network generates acceptable results, and it seems to be interpolating correctly, but there are larger errors compared to the results obtained with a 5-3-1 network. Table 4 Comparing results in Table 3 with the ones in Table 4, it is determined that, for almost all the test samples, the percentage of error is larger in Table  4 . However, a good point in favor of the 5-2-1 network is that the error is banded within -6 % and 4,7 %, while for the 5-3-1 it is banded within -6,4 % and 5,2 %. A critical result of the 5-2-1 network is the one at test sample 2, which seem to be too far from the desired result. The matrices of weights and biases obtained for this 5-2-1 network are presented next:
Another important result is presented in Figure  6 . A 5-1-1 neural network with sigmoidal middle layer transfer functions and linear transfer for the output layer was trained, and Figure 6 . presents the results after 1 000 epochs.
In this case, the minimum squared error that was obtained was 0,98, as can be seen in the middle graph. The top graph of Figure 6 shows great difference in the training convergence of the neural network results for columns 2 and 12 of Table 1 . The bottom graph of Figure 5 . presents the results obtained using the test samples from Table 2 . The network seems to be interpolating with a correct tendency but the errors are large. The training examples are mapped with large error, compared to the two previous 5-3-1 and 5-2-1 networks.
CONCLUSIONS
This project consisted of designing, training, and testing a neural network to calibrate a load cell made with strain gages installed on an aluminum beam. Two strain gages and two external resistors formed a Wheatstone bridge, and the output signal from the bridge was first amplified and later acquired using an analog to digital converter, which was controlled by a Basic Stamp microprocessor. The inputs to the neural network were the reference voltage applied to the Wheatstone bridge, the amplification gain applied to the Wheatstone bridge's output voltage, and the digitized voltage value acquired by a microprocessor. The network's output was the computed value of the weight being applied to the load cell. The network's main objective was learning an accurate input-output relationship of the variables in the load cell system and it was achieved using and a 5-3-1 configuration. The backpropagation Levenberg-Marquardt algorithm was used to train the network and a minimum squared error per epoch of 0,025 was obtained as the best result for the 154 input-output exemplars. The network was tested and errors under 6 % were obtained for all the test samples. This magnitude of error is satisfactory for this application considering that some noise was on purpose included in some of the training data, and also taking into account that the test data was obtained by interpolation from the training data. It is possible to do a more strict control and selection of the training and testing data in order to obtain less error in the testing results. More training data might be added and maybe some training data might be removed to optimize training while still getting satisfactory results. Fortunately, with the BPLM programmed code for this project, training of the neural network takes from 20 to 30 minutes using a computer with a 677 MHz processor, and a faster computer would perform the training in less time. In general, some additional adjustments could be made to try to improve results, like changing the transfer functions, or adding new training data in regions where better accuracy is desired.
Finally, based on the adequate results obtained in this project, it is concluded that the theory and methods of neural networks offer a good option to calibrate, or obtain a satisfactory input-output relationship for an instrument, equipment, or system that operate under variable input conditions. The flexibility of the neural network is such that in whichever other projects, or applications, there is always the possibility for changes, new ideas, and modifications that could be incorporated to the network to achieve the objectives. In this project, a 5-3-1 neural network accomplished the main objective of determining an accurate weight value, no mattering where in the load cell range it was, and based on different values of the neural network's inputs.
