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Abstract
We consider a real-analytic hypersurface S in IR3 with surface measure dS, ψ is a smooth
function with compact support, and we let dµα be the surface measure with dµα = ψ|K(x)|
αdS,
where K(x) is the Gaussian curvature of the surface. We show that if S is a real analytic hyper-
surface with one non-vanishing principal curvature and α ≥ 1, then µˆα(ξ) decays as O(|ξ|
−1).
The well-known examples show that the estimate for the exponent α is sharp.
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§1. Introduction.
Motivation of the problem. One of the classical results of real analysis is E.M. Stein’s
maximal theorem for spherical means on Euclidean space IRn+1(n ≥ 2) [19]. The 2-dimensional
case was later dealt with by J. Bourgain [3]. These results became the starting point for the study









where S is a smooth hypersurface, ψ is a fixed non-negative function in C∞0 (S) and dS is the
surface measure on S. For instance, A. Greenleaf [10] proved that M is bounded on Lp(IRn+1),
if n ≥ 2 and p > n+1n , provided S has everywhere non-vanishing Gaussian curvature and is
star-shaped with respect to the origin. Moreover, he proved that if at every point of the surface
there exist at least k(k ≥ 2) non-vanishing principal curvatures then the maximal operator is
bounded for any p > k+1k . The analogical result was obtained by C.D. Sogge in a more difficult
case k = 1.
It is well known that the Lp−estimates of the maximal operator (1.1) are strongly related to




where ψ(X)dS is a compactly supported density on S and (x, ξ) is the inner product of the
vectors x and ξ.
The decay of the oscillatory integral (1.2) as |ξ| → ∞ in return is connected to geometric
properties of the surface S and may be very complicated depending on the direction of ξ.
The problem on the decay of such oscillatory integrals has been considered by various authors,
including van Der Corput [22], E. Hlawka [12], C.S. Hertz [11], W. Littman [14], B. Randol [17],
I. Svenson [21], A. Varchenko [1], C.D. Sogge, E.M. Stein [18], J.J. Duistermaat [7], Colin de
Verdier [4]. We refer to [20] for references, also to results on maximal operators associated to
surfaces.
Another important idea, introduced in [18] and applied in several subsequent articles, is to
”damp” the oscillatory integral (1.2), by multiplying the amplitude a by a suitable power of the
Gaussian curvature on S, in order to obtain the ”optimal” decay of order |ξ|−n/2 (as |ξ| → ∞).
So, Sogge C.D. and Stein E.M. [18] proposed a problem on optimal decay for an oscillatory
integrals of the form: ∫
S
ei(ξ,x)|K(x)|αψ(x)dS, (1.3)
where K(x) is the Gaussian curvature of the surface at the point x ∈ S.
More precisely, they show that if α ≥ 2n then the associated damped oscillatory integral
decays optimally. However, the estimate for the exponent α is not sharp. C.D. Sogge and E.M.
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Stein [18] proposed the problem of finding the smallest exponent α0 so that for any α > α0 the
damped oscillatory integral of the form (1.3) decays optimally.
Sharp estimates for the case of smooth, convex finite type hypersurfaces were obtained in
the paper [6]. Roughly speaking the sharp estimate for the exponent α for convex finite type
hypersurfaces is 12 . On the other hand, the examples given in that paper show that if α < 1
then there exists a hypersurface in IR3 with one non-vanishing principal curvature such that the
associated damped oscillatory integrals do not decay optimally.
For one-dimensional damped oscillatory integrals the sharp estimates for the case of polyno-
mial phase functions were obtained by D. Oberlin [16].
Discussion of Results. In this paper we show that if α ≥ 1 then the associated damped
oscillatory integrals decay optimally for some class of hypersurfaces in three-dimensional space.
So, in this case α0 = 1.






where ψ ∈ C∞0 (IR
3), K(x) is the Gaussian curvature of the surface S at the point x ∈ S and α
is a fixed positive real number. The main result of the paper is the following Theorem.
Theorem. Let α ≥ 1 be a fixed real number and S be an analytic hypersurface with one




holds, where C is a fixed positive real number.
The well-known examples [6] show that the result of Theorem is sharp.
Sketches of proof. By using partition of unity arguments we may assume that ψ has a
sufficiently small support. Thus, without loss of generality we can suppose that S is given as
the graph of an analytic function f(x1, x2):
S = {x ∈ IR3 : x3 = f(x1, x2)}, df(0, 0) = 0.
Then the integral is reduced to two-dimensional damped oscillatory integral. By using Erdeˆlyi
type Lemma [9] we reduce our two-dimensional damped oscillatory integral to a one-dimensional.
The damping factor of the one-dimensional oscillatory integral is some power of the second
derivative of the phase function. Then by using Weierstrass-Malgrange preparation Theorem
we reduce the phase function to some special form. Finally, the main Theorem is proved by the
induction method.
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§2. Proof of Main Theorem.
First, we consider some auxiliary statements about oscillatory integrals.
Lemma 1. Let g = g(x) be a real-valued continuous differentiable function defined on [c, d].






holds, where ‖a‖V = |a(c)| + V
d
c [a] and V
d
c [a] is the total variation of a on [c, d].









We use the following integration by parts formula for Stieltjes integrals
∫ d
c

































It is obvious that if a and g′ are functions with bounded variations then so is ag′ since
|g′(x)| ≥ δ > 0. Consequently, Lemma 1 follows from the trivial estimates of the last integral.
Lemma 2. If h(x1, x2) is a real analytic function at the origin then there exist positive num-
bers ε, δ such that for any fixed α ≥ 0 and x2 ∈ [−δ, δ] the function |h(., x2)|
α has a bounded
variation on x1 ∈ [−ε, ε]. Moreover its total variation V
ε
−ε[|h(., x2)|
α] is a bounded function on
[−δ, δ].
Proof. By using the Weierstrass-Malgrange preparation theorem [15] we have
g(x1, x2) = x
n
2Q(x1, x2)b(x1, x2),
where b is an analytic function, b(0, 0) 6= 0 and Q(x1, x2) is a pseudopolynomial Q(x1, x2) =
xl1+µ1(x2)x
l−1
1 +...+µl(x2), and µ1, µ2, ..., µl are real analytic functions with property µν(0) = 0
for ν = 1, l. Note that for any fixed x2 ∈ [−δ, δ] and α ≥ 0 both functions |Q(., x2)|
α and
|b(., x2)|
α have bounded variation. Therefore for any fixed α ≥ 0 and x2 ∈ [−δ, δ] the func-
tion |g(., x2)|
α has a bounded variation in x1 as a product of functions with bounded variation.
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Lemma 2 is proved.
Remark. The conclusion of Lemma 2 is hold if we interchange x1 and x2.
Lemma 3. Let Q(x, µ) = xl + µ1x
l−1 + ...+ µl be a polynomial function and (µ1, . . . , µl) ∈
K ⊂ IRl, where K is a compact set. If α ≥ 1 then the following identity
|Q(x, µ)|α − |Q(0, µ)|α = |x|g(x, µ)
holds. Moreover, the function g(x, µ) has a bounded variation in x and its total variation
V 1−1 [g(x, µ)] is a bounded function defined on K.
The proof of Lemma 3 is straightforward.
The following Lemma is an analog of Erdeˆlyi Lemma [9].
Lemma 4. If F (x, s) is a smooth function, F ′(0, s) = 0, F ′′(0, s) 6= 0 for any s and 0 ≤ q ≤ 1








holds, where ε is a sufficiently small positive number.
Lemma 5. There exists a neighborhood U of the origin such that for any α ≥ 0 and





Proof of Lemma 5. Note that K(x1, x2) =
Hessf(x1,x2)
(1+|∇f(x1,x2)|2)3/2
is an analytic function [8].
Therefore due to Lemma 2 the function |K(x1, x2)|
α has a bounded variation with respect to
x1(x2) for any fixed x2(x1). Since ∇f(0, 0) = 0 then there exists a neighborhood U of the
origin such that for any x ∈ U the inequality |∇f(x)| ≤ 12 holds. Further, for the sake of being
definite we suppose that |ξ1| ≥ max{|ξ2|, |ξ3|}, the case |ξ2| ≥ max{|ξ1|, |ξ3|} can be considered









ψ(x1, x2, f(x1, x2))




First, we consider the interior one-dimensional oscillatory integral
J1 =
∫
eiξ1F (x1,x2,ξ1,ξ3)ϕ˜(x1, x2)|Hess(f(x1, x2))|
αdx1,
5









2 for any (x1, x2) ∈ U . Due to Lemma
2 the function Fx1(x1, x2, ξ1, ξ3) has a bounded variation in x1. As well as for any fixed x2 the
function |Hess(f(., x2))|









Lemma 5 is proved.
Corollary 6. Let Kε ⊂ IR
3 be a cone defined by Kε := {ξ ∈ IR
3 : max{|ξ1|, |ξ2|} ≥ ε|ξ3|},
where ε is any fixed positive number. There exists a neighborhood U of the origin such that for





Finally, we consider the case ξ ∈ IR3 \Kε, where ε is a sufficiently small positive number. In




eiξ3F (x1,x2,s1,s2)ϕ˜(x1, x2)|Hess(f(x1, x2))|
αdx1dx2,











= 1 then either ∂
2f
∂x21
(0, 0) 6= 0 or ∂
2f
∂x22
(0, 0) 6= 0. Without loss of generality we
may assume that ∂
2f
∂x21
(0, 0) 6= 0. Then we can use the implicitly function theorem to the functional
equation Fx1(x1, x2, s1) = fx1(x1, x2) + s1 = 0 and obtain a smooth solution x1 = x1(x2, s1) in









eiξ3F1(X1+x1(x2,s1),x2,s1)ϕ˜(X1 + x1(x2, s1), x2)|Hess(f(X1 + x1(x2, s1), x2)|
αdX1.
Note that the function F1(X1 + x1(x2, s1), x2, s1) has the form:
F1(X1 + x1(x2, s1), x2, s1) = F1(x1(x2, s1), x2, s1) +X
2
1g(X1, x2, s1),
where g(X1, x2, s1) is smooth function and g(0, 0, 0) 6= 0. Remind that due to the Weierstrass-
Malgrange preparation theorem the function Hessf(x1, x2) can be written as
Hessf(x1, x2) = x
n
2Q(x1, x2)b(x1, x2), where Q is a pseudopolynomial and b is a real analytic
function with property b(0, 0) 6= 0. Hence
Hessf(X1 + x1(x2, s1), x2) = x
n
2Q(X1 + x1(x2, s1), x2)b(X1 + x1(x2, s1), x2).
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If α ≥ 1, then we can use Lemma 3 for the difference
|Hessf(X1 + x1(x2, s1), x2)|
α − |Hessf(x1(x2, s1), x2)|
α.
Then we have
|Hessf(X1 + x1(x2, s1), x2)|
α − |Hessf(x1(x2, s1), x2)|
α = |X1|g1(X1, x2, s1),
where g1(X1, x2, s1) is a function having bounded variation in X1 and its total variation
V δ−δ [g1(., x2, s2)] is a bounded function of (x2, s1).
Let
J (11)α (ξ) =
∫
eiξ3F1(X1+x1(x2,s1),x2,s1)ϕ˜(X1 + x1(x2, s1), x2)
(|Hess(f(X1 + x1(x2, s1), x2))|
α − |Hess(f(x1(x2, s1), x2))|
α) dX1.
Now we can write the integral J 1α(ξ) as follows
J1α(ξ) = J
(11)
α (ξ) + |Hessf(x1(x2, s1), x2)|
α
∫
eiξ3F1(X1+x1(x2,s1),x2,s1)ϕ˜(X1 + x1(x2, s1), x2)dX1.
Due to Lemma 4 we obtain:




Now, we consider the following one-dimensional oscillatory integral:
J (12)α (ξ) =
∫
eiξ3F1(X1+x1(x2,s1),x2,s1)ϕ˜(X1 + x1(x2, s1), x2)dX1.
Note that the amplitude function of the last oscillatory integral is a smooth function with
sufficiently small support. Due to the Morse Lemma with parameters there exist a neighborhood
U × V ⊂ IR× IR2 of the origin and a diffeomorphism (X1, x2, s1) 7→ (X1(y, x2, s1), x2, s1) such
that the phase function F1(X1 + x1(x2, s1), x2, s1) is reduced to the form:
F1(X1(y, x2, s1) + x1(x2, s1), x2, s1) = ±y
2 + F1(x1(x2, s1), x2, s1).
Thus, for the oscillatory integral J
(12)
α (ξ) we have










Now we use the standard stationary phase method and obtain [12]:




































where a(x2, s1) = ϕ˜(x1(x2, s1), x2). Let F11(x2, s1, s2) = F1(x1(x2, s1), x2, s1) + s2x2. Note that
F11(x2, s1, s2) = F (x1(x2, s1), x2, s1, s2).
The following lemma is needed for the sequel [13]:
Lemma 7. Let f(x1, x2, s1, s2) be a smooth function depending on two parameters (s1, s2)
and f ′x1(0, 0, 0, 0) = 0, f
′′
x1(0, 0, 0, 0) 6= 0. If x1 = x1(x2, s1, s2) is a smooth solution of the equation
f ′x1(x1, x2, s1, s2) = 0, then for the second derivative of the function F (x1(x2, s1, s2), x2, s1, s2)
with respect to x2 we have the following identity:
∂2
∂x22
F (x1(x2, s1, s2), x2, s1, s2) =
Hess(x1,x2)f(x1(x2, s1, s2), x2, s1, s2)
∂2
∂x21
f(x1(x2, s1, s2), x2, s1, s2)
in a small neighborhood of the origin.








F (x1(x2, s1), x2, s1, s2).







where a˜(x2, s1) = a(x2, s1)
∂2
∂x21
f(x1(x2, s1), x2) andF (x2, s1) is an analytic function. If F (x2, s1)








, (as |ξ3| → ∞)
whenever α > 12 .
We prove an analogue of the D. Oberlin theorem for an analytic function depending on pa-
rameter s1, as was shown by D.Oberlin if f is a smooth function then in general the analogical
result does not hold. If f is an analytic function then by the Weierstrass-Malgrange prepara-
tion theorem [15] we have the following factorization: F (x2, s1) = s
n
1a(x2, s1)P (x2, s1), where




2 + ...+ λm(s1) and
λi(0) = 0, i = 1, 2, ...,m and a(0, 0) 6= 0. Without loss of generality we may assume that m ≥ 2.
Indeed, we can change the function F (x2, s1) to F (x2, s1) − F (0, s1) and therefore we may
suppose that m ≥ 1. Let m = 1. Then we have F (x2, s1) = s
n
1a(x2, s1)x2 and a(0, 0) 6= 0. By
using the division theorem [15] we can reduce our function to the form:
F1(x2, s1) = s
n












2g(x2, s1) + (s2 + s
n
1 b(0, s1))x2. We can
change s2 to s2 + s
n
1a(0, s1). Note that if g(x2, s1) ≡ 0 then F
′′
x2(x2, s1) ≡ 0 and the integral will







where F (x2, s1) = s
n




2 + . . . + λm(s1) and also
m ≥ 2.
Lemma 8. Let α ≥ 12 be a fixed real number. There exists a neighborhood U of the origin







Proof of Lemma 8. Lemma 8 is proved by the induction method over the degree m.




2. Thus in this case we have
F ′′x2(x2, s1) = s
n
1 (2b(x2, s1) + 4b
′(x2, s1)x2 + b(x2, s1)x
2
2).






















Thus we have the conclusion of Lemma 8 for the case m = 2. Further, we consider the case
m > 2. We assume that the conclusion of Lemma 8 is fulfilled for any k ≤ m− 1. Now for the
parameters (s1, s2) we consider two cases.
1-case:
∣∣∣ sn1s2
∣∣∣ < M, where M is any fixed positive number. Then there exists a neighborhood



























2-case: Now, we consider the case
∣∣∣ s2sn1
∣∣∣ < ε, where ε is a fixed sufficiently small positive
















∣∣(b(x2, s1)P (x2, s1))′′∣∣α dx2.
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We introduce the new parameter σ2 =
s2
sn1
. If ε is a sufficiently small positive number then by
using a change of variables y = x2 + x2(s1), (where x2(s1) is a smooth solution of the equation
(b(x2, s1)P (x2, s1))
(m−1) = 0), we reduce our phase function to the form
b(y − x2(s1), s1)P (y − x2(s1), s1) = y
mg(y, s1) + λ1(s1)y
m−2 + . . . + λm−2(s1)y + λm−1(s1),
where g, λ1, . . . , λm−1 are analytic functions satisfying the conditions g(0, 0) 6= 0, λl(0) =
0, for any l = 1, . . . ,m− 2. Now we represent the function b(y − x2(s1), s1)P (y − x2(s1), s1) in






, P1>(y, s1) consists of a sum of monoms with the degree greater
than 1. Note that if λl(s1) ≡ 0, for any l = 1, . . . ,m− 2 then P1(y, s1) = y
m.








, where ε is a sufficiently small positive number. In this case we use a
change of variables y = |σ2|
1












m−1 F2(z,s1,s2)|F ′′2 (z, s1, s2)|
αb(z, s)dz,











1−m + sgnσ2z. There exists M > 0 such
that for any |z| > M we have the inequality [13]∣∣∣∣ ∂∂zF2(z, s1)
∣∣∣∣ > C|z|m−1.












m−1 F2(z,s1,s2)|F ′′2 (z, s1, s2)|
αb(z, s)hk(z)dz,
where k = 1, 2 and {h1, h2} is a smooth partition of unity satisfying the conditions
supp(h1) ⊂ (−M − 1, M + 1) and supp(h2) ⊂ IR\ [−M,M]. For the integral J
2
α(ξ3) we can use
the formula of integration by parts and obtain





















Now we consider the integral J 1α(ξ3). The phase function of the integral can be considered
as a small deformation of the function zm + sgn(σ2)z. Thus, for a sufficiently small positive
number ε we have the following desired estimate





















∣∣∣∣∣ ≤M, where M is any fixed positive real number. In this case we use a change
of variables y = |s1|
1










n+ 1κ F2(z,s1,σ2)|F ′′2 (z, s1, σ2)|
αb1(z, s1, σ2)dz,








z. It is easy to see that there
exists a positive number N such that for any |z| > N the following lower bound∣∣∣∣ ∂∂zF2(z, s1)
∣∣∣∣ > C|z|m−1
is fulfilled. Now, we take a smooth partition of unity {ψ1, ψ2} such that supp(ψ1) ⊂ (−N −
1, N + 1) and supp(ψ2) ⊂ IR\ [−N, N].











n+ 1κ F2(z,s1,σ2)|F ′′2 (z, s1, σ2)|
αb1(z, s1, σ2)ψk(z)dz.
For the integral J2α(ξ3) we have the required estimate


















because, its phase function has no critical points. Now, we consider the integral J 1α(ξ3). Let’s use





. The Σ2 is bounded by M
m−1









Then the phase function F2(z, s1) can be regarded as a small deformation of the function
f(z) := P1(z,±1) + Σ0z. Note that the function f(z) has a finite number of critical points
z1, z2, . . . , zl with multiplicities kj ≤ m − 2. Now we use a covering U1, U2, . . . , Ul according
to the critical points z1, z2, . . . , zl so that Uk is a sufficiently small neighborhood of the crit-
ical point zk containing a unique critical point. Consider the subordinate partition of unity
ψ0(z), ψ1(z), ψ2(z), . . . , ψl(z), where ψk(z) are smooth and supp(ψk) ⊂ Uk, k = 0, 1, . . . , l. By

















m−1 F2(z,s1,σ2)|F ′′2 (z, s1, σ2)|
αb1(z, s1, σ2)h1(z)ψk(z)dz,







Now, we consider the estimate for the integral J 1kα for k = 1, l. Let j ∈ {1, . . . , l} be a
fixed positive integer number. Then the phase function f(z) = P1(z,±1) + Σ0z has a unique
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critical point z = zj belonging to the support of ψj . By using shift we reduce the point zj to
the origin. So, the point z = 0 is a critical point of multiplicity kj ≤ m − 2 of the function
f(z + zj) = p1(z + zj,±1) + Σ0z + Σ0zj. We can introduce a new variable s1 = σ
N
1 (where N is
a natural number) such that the function
F˜1(z, σ1) := F1(z, σ
N
1 )
is a smooth deformation of the function f(z) in a neighborhood of the origin, where





Moreover, the multiplicity of the critical point z = 0 of the function f(z) is no more than m−2.
Also, we note that the second derivative of the function F1(z, s1) is translation-invariant. Thus,
the form of the one dimensional damped oscillatory integral is invariant. Therefore, due to the







Now, by summing all estimates over j = 1, . . . l we get the required estimate. Lemma 8 is
proved.
The proof of the main Theorem follows from Corollary 6 and Lemma 8.
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