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もつれた ェアを解きほぐ
京都大学数理解析研究所教授長谷川
トはじめに:ゾフトウェアと
数理解析研究所の長谷川でございます。
今日は、ソフトウェアについてお話しします。ソフトウェアというと、音楽、映画、映像などの
ソフトのことかと思われる方もいらっしゃるかも知れませんが、今回はそうではなく、コンピュー
タに仕事をさせるための、コンビュータゾフトウェア(コンピユータプログラム)についてお話
ししたいと思います。
コンヒ。ュータソフトウェアと聞いて、「私はパソコンなんか嫌いです、触りません、だから、
私には関係ないので今から居眠りしますjという方もおられるかも知れません。でも、ソフトウェ
アというのは、皆さんのそばにあります。脇役かもしれないけれども、皆さんの携帯電話、家電
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アセンブリ雷語で蓄かれたブ口グラム
製品、自動車、今や至る所に組み込まれております。ですから、コンピュータソフトウェアと無
関係の生活というのは、不可能ではないにしても、現在の日本では考えにく~)カ叱思います。
さて、そのソフトウェアというのは実際にはどんなものかと言いますと、たとえばこんなのが
簡単な例です。謎の呪文がズラズラと並んで、いますね。これは、アセンブリと呼ばれる、コンピュー
タへの命令を羅列したものです。ロードせよ、ストアせよ、足し算せよと呪文が並んで、います。
これではあんまりなので、もうちょっとスマートに、人間が読み書きしやすいプログラミング言
語で同様の仕事をするプログラムを書くと、以下のようになります。
三れどかご(玄
エfx 件 。て泊n 9139 X + ~ 
関数型ブ詰グラミング言語で書かれたプ口グラム
実際に利用されているソフトウェアの多くは、現在ものすごく大きなものになっています。数万
行から数百万行というのもあります。多くの人の手間ひまがかかっております。さらに、作るの
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も大変ですけれども、~)ろいろ不具合が生じます。その不具合を直すことはもっと大変な話になっ
てしまいます。しかも閤ったことに、ソフトウェアというのは、とても大事な場所に使われていて、
ほんのちょっとパグ(不具合)があるだけでいろいろな問題が起きます。ときどき新開などで報
道されますが、証券取引所のシステムであるとか、銀行のシステムであるとか、そういうものが
本当にごく僅かなソフトウェアの不具合で、止まってしまい社会大混乱が起きる。あるいは寧の事
故が起きた時に、犯人は事に搭載された機器を制御するソフトウェアではないかと、ソフトウェ
アに罪があったかどうかを調べるわけです。そうなってくると、ソフトウェア産業の方にせよ、
我々のような研究者にせよ、頑張って正しいソフトウェアをちゃんと作るテクノロジーを開発し
なくてはいけない。しかし現に不具合があるものは仕方ないので、そうしたら今度はソフトウェ
アの不具合をなんとか上手に見つけ出して上手に直す方法を考えなくてはいけない。 けれど、そ
れはとても難しいことです。
後で少し詳しくお話ししますが、ソフトウェアに関して我々が直面している問題というのは、
だいたい、そう簡単な答えはない。機械的・自動的に解決できるようなものというのは、むしろ
非常に少ないで、す。なんとか解決する方法が見つかったとしても、莫大な時間やスペースなど、
大変な手間暇が必要になることもしばしばです。そうすると、計算量の問題がバカにならないの
です。 巨大なソフトウェアの場合、力ずくでそうしヴ方法を使って解くというのは、現実的で、は
ありません。
実は、皆さんが使っておられるソフトウェアの中で、全く不具合がないといわれているものは、
まずありません。ソフトウェアというのは、大変苦労して作っておられて、出碕される前にもも
のすごく手間をかけてテストをしておられます。ソフトウェアテストの企業の方とお話をすると、
非常に頭が下がる思いなのですが、しかしその会社の人たちが「我々のテストは完全ではありま
せんJと認めておられます。パグが出そうな場合をテストでつぶしていくのですが、完全にとい
うのは到底無理ですと言われます。そう考えますと、皆さんの携帯電話や自動車がちゃんと動い
ているのは奇跡のようなことかも知れません。
前置きが長くなりましたが、私は数理脅幹庁研究所という数学の研究所におります。そこで伺を
しているかというと、数学を武器にしてソフトウェアの問題に立ち向かう方法を考えようという
ことやっております。ソフトウェアについてはともかく、数学は苦手、数学は無味乾燥でつまら
ない、数学つでもう終わっている話じゃないのと、よく言われるのですけれども、私に言わせれ
ばそれは全くの誤解であり、数学は我々の強い味方であって人類のこれまでの英知の結品である
と言って良いものだと思います。しかも終わっているどころではなくて、現在も目覚ましく発展
しつつあります。今日のお話でそういった誤解を少しでも解けたらなと思っております。今回持
関も限られていますので、 2つのことにスポットをあててお話しようと思っています。
一つは、数学の特徴である「正確さj。これはみなさん何となくそうかなと思われるかもしれま
せんけれど、数学の言葉はほんとうによくできていて、正確にソフトウェアの問題を定式化でき
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るのです。これはとても大事なことで¥たぶん数学以外では考えにくいです。
もう一つ、こちらはもっと力を入れて説明したいことですが、数学の得意なこととして
があります。抽象化というと、具体性に欠けるとか、ネガティブなイメージを持たれますけ
れども、数学における抽象化というのは、問題のつまらない表面をパ、ソサリ削り落として、本質
に肉迫するために行う、正しい抽象化です。それは、ソフトウェアのややこしL中嫁住で巨大な問
題に対しても有効です。
少しだけ研究所の宣伝をしておきますと、数理解析研究所は日本を代表する数学の研究所と
t)って良いかと思、います。純粋数学から応用数学までいろいろな分野で世界を 1)ー ドする方をた
くさん擁してきましたし、今も擁しております。私自身はそういう方々の足下には全く及びませ
んけども、今日お話しするようなソフトウェアの研究も、実は数理解析研究所の偉大な先達の影
響を受けつつやっていることであります。
2.ゾフトヮェ
先程お見せしましたが、ソフトウェアというのはただの記号の列です。それを本当にコンビュー
タで役に立たせるには、いろいろな取り決めをしてやる必要があります。
ソフトウェア くためにはブ沼
? ? 、
という人工的な言葉を使います。これはれっ
きとした言語です。言語ですから、書き方、文法というものがあって、文法通り書いた文章がど
んな内容を持っているか、どうやって動くか、そういうことを決める仕組みがどんなプログラミ
ング言語にも備わっています。ありがたいことに、プログラミング言語では、文法とか動かし方
は完全に数学的に定式化が可能です。実際にやっているかどうかは別ですけれども、原理的には、
こういうのは正しいプログラム@正しい文章であって、こういうのが実行した結果@内容である
ということが、きちんと数学の言葉で定式化できます。この辺が英語や日本語のような
とはだいぶ違うところです。例えば私がよく使っているプログラミング言語では、文法によれば、
こうし寸文字列を書くとそれは正しいプログラムだ、ということが数学の言葉で定理として証明
できます。言語の動かし方のルールを調べれば、このプログラムを実行すると、かくかくしかじ
かの足し算を実行するなどということが証明できます。プログラムを走らせなくても数学の定理
として証明ができます。
ですから、ソフトウェア、プログラミング言語は、数学的にきちんと定式化することができます。
原理的には必ずできます。そういうと、ソフトウェアの問題はすべて数学で解決できると思われ
るかも知れません。しかし、残念ながらそうではありません。定式化できるからといって、解決
できる、ということではないのです。方程式というものがありますけれども、問題を定式化する
としミうのは方程式を与えることに大体相当し、問題が解決できるということは方程式を解くこと
に椙当します。方程式が解けるかどうかというのは、中学校などで習う方程式は解けますけれど
も、一般に数学の方積式は解き方がわかっていないものがゴロゴロあるわけです。だから解ける
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かどうかは全く別の問題です。勝利の方程式というようなことを仰る方がおられますが、解けな
かったらイ可にもならない。
解ける解けないに関して言いますと、ソフトウェアに関する問題というのは、大まかに分ける
と、解ける問題と解けない問題に分かれる。……当たり前ですね。解けるというのは、こういっ
た手順をこなしてゆけば解けますと説明ができる、ということです。別の言い方をすれば、その
問題を解くためのプログラムを書くことができるということです。一方、解けない、というのは、
そんな上手いやり方が全然ない、ということです。実は、かくかくしかじかという子順でやれば
必ず解けますよという教科書に書けるような、あるいはプログラムに書けるようなやり方が全く
無い、解けない問題があります。困ったことに、ソフトウェアに関するほとんどの多くの問題は、
どんなに頑張っても解けません。上手い手順が原理的に存在しない。これはずいぶん昔から、コ
ンピュータサイエンスの初期から知られていることです。その最初の例が1930年代に指織さ
れています。ソフトウェアに、データを入力して、実行してみたとき、その計算が止まるか、暴
してしまうかということを判定しようとすると、これは解けない問題になってしまいます。
際にソフトウェアに入力を与えてじっと結果を待っていればいいじゃないかと思われるかもしれ
ませんが、結果が出るのが1分後かもしれないし1年後かもしれない。 100年後かもしれな
~ )0 l'子をすると 10億年後かもしれない。そういうことを考えると、実際に走らせるという
のは全く答えになっていなのです。
仮に、ソフトウェアが暴走するか、止まるか判定できる方法があるとしましょう。つまり、判
定するプログラムが書けるとしましょう。そうするとそれを使って、ソフトウェアにソフトウェ
アを・…プログラムは文字列ですから入力として与えることができます。ソフトウェアに自分自身
を入力させたら止まるかどうかを判定するプログラムが書ける筈です。そういうソフトウェアが
あると、さらにちょっと細工して、自分自身を入力して、暴走する場合には止まる。止まるとい
う場合には暴走するというひねくれたソフトウェアを書くことができる。それで、このひねくれ
たソフトウェアにひねくれたソフトウェア自身を入力して与えてやった特に、どういう結果が出
るか。ご存知の方もおられるかもしれませんが、「私は嘘つきだJという人は嘘つきか正夜かよ
くわからない。どっちにしても矛盾が出るのですが、同じ様に、このソフトウェアも止まると
すると止まらない。止まらないとすると止まるというパラドックスが生じます。つまり、ソフト
ウェアが暴走するかを判定するソフトウェアは存在しないのです。
こんなネガティブなことを言ってしまうと、数学ではだめじゃないのとか、数学ではソフトウェ
アの問題はやっぱり解けないのですかねと吉われますが、すべてそうというわけで、はない。解け
るものもあります。それから、解けないとわかっている問題であっても、部分的には解ける、
ての場合は無理でもこうL寸条件を課せれば解ける、というのはたくさんあります。実際、ソフ
トウェアに関する問題で、は、応用上はこうし寸仮定を置けばそれで十分役に立つ、というような
ことはよくあります。そうするとコンピュータサイエンスの腕の見せ所としては、そのような上
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鳴字決法を与える、あるいは上手い解決法があるような枠組みを考えるという、そういうとこ
ろになってきます。
3.ゾブトウェアを解きほ
ここからは、私が実際に取り組んでいる「ソフトウェアを解きほぐす数学j と~)う話題につい
てお話したいと思います。プログラムが普通の文章と遣うことのひとつに、頭から最後まで順番
に読んで、いくというものではなくて、プログラムに書かれていることを解釈して、あちこち計算
の流れが飛び、困る、ということがあります。そうしミうのを制御構造と呼びます。制御構造はプロ
グラミングでは大事な機能ですが、濫用すると、あっという間にわけのわからないプログラムに
なります。業界ではスパゲティプログラムと古って、こんがらがったスパゲティに例えることが
あります。
例えば、冒頭の関数型プログラム、これは「再帰Jとよばれる制御構造ですが、プログラムが
自分自身を使って仕事をするように書かれています。自分自身を呼び出して仕事をする。これは
変に思われるかもしれませんが、実際にプログラム書くとすごく当たり前のことなんです。当た
り前のことなのだけれど使いこなすのは大変で、再帰プログラムを実行したら何が起きるかを正
確に予測するのはとても難しい。
また、パソコンを使っておられる方でしたら、今まで伺かのソフトウェアを使っていて、ある
時ソフトを新し~)パージョンに更新したら動かなくなった、というようなことを経験されている
かと思います。こんなことは世界中どこでも起きているのですが、図った事に、そういうのは一
般的には「解けない問題Jになのです。どういうことかというと、 2つのソフトウェアが同じ働
きをするのかどうか、一方を一方で、置き換えて不具合が起きないかどうかを判定するうまい方法
というのが一般にないので、できる事として部分的な解決を探す訳です。
私の研究はブログラミン ~ )うもので、プログラムの内容を読み解く仕事を
やっています。プログラムに、ある種の抽象化を行って、いらない情報を削り落としていって、
より扱いやすい情報の形にしてやって良い結果を得る、と~)う理論です。システマティックに読
み解くということです。目標としては問題の本質を浮き彫りにするところに重きがあります。こ
れは、数学ではわりと普通の考え方で、数学者というのはいつもそういうことをやっていて、偉
いなと思うのですけれども、数学では「不変量jといいます。
例えば幾何学と~)う分野があって、素人から見ると、幾何学というのはややこしい図形を一生
懸命ながめたり、測ったりする分野かと思ってしまうのですが、それは遣います。そうではなく
て、図形にあれやこれやいろんな変換、操作をしてやり、どんな操作をしても変わらない性質に
着目するのが幾何学なのです。これはクラインと~)う数学者が言ったことです。クラインの壷と
~ )う言葉をご存知の方もあるかもしれませんが、そのクラインさんが、ず、っと昔、 100年くら
しミ前に看破した、現代の数学の基本的な考え方の一つです。
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わかりやすい例として、ゴム面の幾何学とかトポロジーとか呼ばれる分野の話題に、
というのがあります。結び目の理論とはどういうのかと言いますと、ひもの両端をつな
いで閉じちゃうんですけれども、ややこしくこんがらがったりするのです。そのようにして作っ
た結び自が2つあるとき、これらは適当にぐにやぐにやとやっていったら同じものになるかどう
か、ということを考えます(下図)。
? 
これは難しくて面白い問題ですが、我々素人は一生懸命ぐにやぐにやとひもをこねくりまわして、
ああでもないこうでもないとやってしまうのですが、 トポロジーの専門家は、それをする前に、
ぐにゃぐにや変形する操作に関して変わらない性質に著日します。 ぞれ存結び自の不要安曇と~ \~ ¥ 
ます。
我々のソフトウェアの研究でも、全く同じでありまして、ふたつのプログラムが同じ働きをす
るかどうかを知りたい時に、プログラム上の適当な操作に関して変わらない数学的な量というの
を見つけてくればいいのです。これがさっき言ったプログラミング言語の意味論ということ。内
容をシステマティックに読み解くということです。変わらないものを見つけ出すのが大切なので
す。
結び自の話と同じような事を、プログラミング吉語についても考えることができます。
さきほどお見せした関数型プログラミングの例。中身はあまり説明しませんけれどもこれも実は、
を呼び出す再帰プログラム。自己言及のあるプログラムでして、自己言及のあるところ
を輪っかにして、 Fというのは自分自身で、このFに向かつてぐるっと閉じた輪っかを描いて、
それで、自分自身を使いますよということを表して以下のような絵が描けます。
細かい事は説明しませんが、プログラムの実行というのは、こういう絵を適当な規則に沿っ
き換えて~'1く、そう~'1う操作に思えなくもない。そうするとさっきの結び目の問題、 2つの結び
日が一緒かどうかという話と、この2つのプログラムが同じ振る舞いをするかどうかという話と
は似ていますよね。
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プログラムを変形させたとき、変形に関して不変な量というのは、きっとそのプログラムに関
して本質的な情報を持っている筈です。それをどうやって求めるのかが問題で、して、これは私な
んかが始めるずっと前から、いろんなアプローチが知られていました。だいたい40年くらい前
からとられている領域理論と呼ばれるアプローチでは、プログラムの情報の量の大小を比較して、
その大小の関係の情報からうまいこと不変量を見つけ出したりしています。最近になって、この
アプローチが、今お話しした「結び自の不変量Jと深く関係するという事がわかってまいりました。
結び目の不変量というのは大昔からある話題ですが、飛躍的に発展したのは1980年代から
です。何が起きたかというと、数理物理学のアイデアを取り入れると、うまいこと良L
たくさん出てくるということがわかった。量子論に関連して発見された不変量なので¥
ったりします。ちなみに、その量子不変量についてとても大事な「量子群j と~)う概念が
あるのですが、これは、1980年代、数理解析研究所におられた神保道夫先生が、ロシアの研
究者と独立に発見されたものです。その量子群から、結び自の不変量がいくらでもみつかるとい
うことがわかって、大変さかんに研究されてきました。今量子不変量についてくわしくお話しす
ることはできませんが、その非常に単純化されたケースとして、行列の計算を少しだけやってみ
ましょう。
高校で行列のかけ算を勉強されたと思いますが、行列はかける頗番によって答えが変わります。
(;;)(:l1922 とBコ:)…持引出と脇工i )BとA川賂
¥43 50 
でかけ算をすると (23「ーねー…問t~'tßl~って足
31 46 
し算をすると、どちらも69になります。ああ、たまたま一致しましたね、と思われるかもし
れません。しかし、実は、どんな行列を持ってきてかけ算の瀕番を入れ替えても、対角線のとこ
ろの足し算の結果は必ず一致します。これは大学1年程度の数学で証明できます。この結果は、
結び目の不変量に関係しています。かけ算の操作は、 Aというものと Bというものをつなげる
操作に相当していて、対角線のところの足し算をとるというのは、つなげてきたものをぐるっと
輪っかにする操作に対応します。ですので、 ABの対角線の和とBAの対角線の和が等しいとい
うのは、 AとBを順番につなげでぐるっと輪っかをつくったものと、 BとAをつなげて輪にし
たものとが、ぐにゃぐにやぐにやっと線のところをヲ!っ張ったり縮めたりすれば同じものになる
ということに椙当しています。実際、このような行列の計算は、結び目の不変量を単純化した例
になっているのです。
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実は、再帰プログラムについても、同じ発想、から意味論ココ不変最を与えることができます。どう
t '¥うことかというと、行列の対角線の和をとる操作をもう少し抽象化した数学を使えば、プログ
ラムに対しても結び目と同じような考え方ができます。絵に描くとこんな感じです (1)。
灰色に屈まれた、いくつかの部品をつないだものを、プログラムだと思うことができます。これ
はちゃんと意味がある絵でして、数学的な規則に沿って読み解いていくと、これは再帰プログラ
ムをあらわしていることがわかります。このことを、これから数学的紙芝居にしてお見せします。
まず、枝分かれをしているところがあります。 fから右に出て枝分かれしているところ。そこで
ガサッとコピーします (2)。コピーすると絵が大きくなりますが、今度はその灰色のところを
切り刻みます (3)。
(2) (3) 
だいぶバラバラになりました。つぎに、絵の下の方を眺めてやると、規則に従って変形がで、きて、
スッキリします (4)。スッキりしたところで絵を結び目みたいにぐにやぐにやと変形をすると、
こんなふうになります (5)。
¥ 
(ヰ)
最後に、灰色の部分をつなげでわかりやすくします (6)。
(5) 
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(6) 
じっと最初の絵(1)と最後の絵 (6)を見比べると、 fが、ひとつ余計に右の方に出てきてい
ることがわかります。詳しいことは述べませんが、これは、自己言及的なプログラムの動きを、
きちんと数学的に説明したものになっています。コンヒ。ュータソフトウェアの背後に、結び目と
同じ構造が潜んでいたというのは、ちょっと意外なことかも知れません。このような、隠、れてい
た本質を見出すことは、プログラミング言語の意味論の醍醐味であると思います。
4.まとめ
私たちの取り組んでいるソフトウェアと数学の関わりの、ごく一部についてご説明いたしまし
た。ソフトウェアの問題に立ち向かうために、数学の正確な定式化の力と、柔軟な抽象化を図る
事がきちんと役に立っているということを感じていただけると大変ありがたく思います。また、
数学は、ソフトウェアに限らず、社会の大事な脇役となって威力を発揮している私たちの頼もし
t '¥昧方であるということを、是非知っておいていただけたらと願っております。
もう少しだけ本音をお話ししますと、実際にはそんなきれいごとですむ訳ではなくて、毎日苦
労しております。数学というのは美しく深いところで良い結果が出るようになっていて、ですか
ら数学者は美しさをとても大事にしています。その美しさと言うのはソフトウェアの本質ともつ
ながると私は信じていますけれども、そうはいっても、美しい数学と、ソフトウェアの現場で寵
面する生々しい問題とをうまく結びつけるのは、私にとっては本当に難しいことです。だからこ
そやりがいがあるわけですが。
私は、数学を使って、ソフトウェアの理論的な側面の研究に力を入れておりますが、数学、あ
るいは科学においては、永遠不変の真理を究めることが一番の関心事であるかと思います。変わ
らぬ真理を求めることは何よりも大事なこと。一方で、、ソフトウェアの世界というのは驚くほど
移り変わりが速い。数年で陳腐化してしまう。パソコンだって、20年前のものは、もう化石といっ
てもいいですよね。 40年前のコンピュータで、現在動いているのはまずないで、あろうと思いま
す。原発とは全然違うわけです。ソフトウェアというのは、善くも悪くもどんどん変わっていく
世界です。そういう変わってt'¥く世界というのはエキサイティングで面白いけれど、それと、じっ
くり腰を据えて真理の追究というのとは、大分遣うわけですね。 100年後に通じるコンビュー
タサイエンスをつくろうという心意気と、一方で、来週の納期どうしましようという話とは、なか
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なか詞立は難しい。できている方もおられると思うのですが、私はまだまだでして、力及ばず歯
がゆい思いをしております。
私なりに少しまとめさせていただきます。京大におられた有名な物理学者の佐藤文隆先生が本
に書かれていることを引用します:I物理学の学習はありのままに世界をみない手法を身につけ
るための修行である。J
物理学というのは、本材禽が木から落ちるところを見る学問ではないわけですね。その裏に隠れ
ている真の宇宙の姿、本当の法則性を見いだす。そうし寸分野だろうと思いますけれど、私も佐
藤先生の真倒、をして、「ソフトウェアの理論の研究は、ありのままにソフトウェアを見なL
を身につけるための修行であるJと苦いたいです。現実には、自の前のソフトウェアをしっか
り見ないと明日までにバグが壊れないということはありますけども、それはそれとして、 100 
年後まで通じるソフトウェアの学問をつくるのであれば、ソフトウェアの理論の研究というのは、
ちょっと自を閉じ、ソフトウェアをありのままでは見ないで、表面にとらわれないで、、本当の中
身、本質に自を凝らす。そういうことが大切なのではなし功亙と、自分を励ましてやっております。
駆け足になってしまい、申し訳ありませんでしたが、以上でおしまいにしたいと思います。
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