Abstract Diagnostic radiology training programs must produce highly skilled diagnostic radiologists capable of interpreting radiological examinations and communicating results to clinicians. Established training performance tools evaluate interpretive skills, but trainees' competency in reporting skills is also essential. Our semi-automated passive electronic tool entitled the Quantitative Reporting Skills Evaluation (QRSE) allows radiology training programs to evaluate the quantity of edits made to trainee preliminary reports by attending physicians as a metric to evaluate trainee reporting performance. Consecutive report pairs and metadata extracted from the radiology information system were anonymized and exported to a MySQL database. To perform the QRSE, for each report pair, open source software was first utilized to calculate the Levenshtein Percent (LP), the percent of character changes required to convert each preliminary report to its corresponding final report. The average LP (ALP), ALP for each trainee, and standard deviations were calculated. Eighty-four trainees and 56 attending radiologists interpreted 228,543 radiological examinations during the study period. The overall ALP was 6.38 %. Trainee-specific ALPs ranged from 1.1 to 15.3 %. Among trainee-specific ALPs, the standard deviation was 3.7 %. Our analysis identified five trainees with trainee-specific ALPs above 2 standard deviations from the mean and 14 trainees with trainee-specific ALPs less than 1 standard deviation below the mean. The QRSE methodology allows for the passive, quantitative, and longitudinal evaluation of the reporting skills of trainees during diagnostic radiology residency training. The QRSE identifies trainees with high and low levels of edits to their preliminary reports, as a marker for trainee overall reporting skills, and thus represents a novel performance metric for radiology training programs.
Introduction
Diagnostic radiology training programs strive to produce highly skilled diagnostic radiologists capable of interpreting radiological examinations and communicating results to clinicians. The radiology report is the end product of the radiologist's interpretation and often the only contact the radiologist has with the referring provider. There is an extensive body of literature describing the expected contents of the radiology report [1] [2] [3] [4] .
Conventional educational evaluation tools, such as the American College of Radiology Diagnostic Radiology InTraining exam [5] and the American Board of Radiology Board Initial Certification Examinations [6] focus primarily on evaluating a trainee's interpretive skills and radiological fund of knowledge rather than evaluating his/her ability to produce a succinct and coherent radiology report. Consequently, we sought to create a quantitative metric to passively and quantitatively evaluate trainees' reporting skills.
Within radiology training programs, individual attending radiologists educate and mentor trainee radiologists in the art of interpreting radiological examinations and in drafting accurate and succinct imaging reports. As part of the standard workflow in radiology training programs, radiology trainees draft preliminary reports that are subsequently reviewed, and may be edited, by attending radiologists prior to report finalization.
During a typical residency experience, trainees submit thousands of preliminary reports to various attending radiologists within a radiology department. For each preliminary report submitted by each trainee radiologist, each attending radiologist independently reviews and evaluates the need for report modifications. Attending radiologists may make more edits to some trainees' reports than to other trainees' reports, and these differences may reflect varying levels of trainee reporting skills. For example, trainees whose reports are rarely edited may possess higher levels of reporting skills, and trainees whose reports are consistently heavily edited by attending radiologists may need further mentoring and education in reporting skills. To our knowledge, there exists no methodology for longitudinal quantitative evaluation of reporting skills of diagnostic radiology trainees.
We created a semi-automated passive electronic educational tool, the Quantitative Reporting Skills Evaluation (QRSE), which allows radiology training programs to evaluate the quantity of edits made to trainee preliminary reports by attending physicians as a metric to evaluate trainee reporting performance.
Materials and Methods
Institutional review board approval was first obtained prior to this investigation. All preliminary and finalized radiology report pairs from examinations performed from March 14, 2010, to July 13, 2010, and from December 31, 2010, to February 12, 2011, were extracted from the radiology information system (RIS, GE Centricity) and exported to a database (MySQL). A vendor-applied RIS patch precluded data collection from July 14, 2010, to December 30, 2010. Anonymized attending and trainee radiologist identifiers, as well as report metadata, such as report times, imaging modality, body section, and radiological subspecialty, were also extracted.
To perform the QRSE, open source software [7] was first utilized to calculate the Levenshtein Distance (LD), for each report pair. The LD is a numerical result indicating the number of character changes required to convert each preliminary report to its corresponding final report. Subsequently, the report length was calculated for each preliminary and finalized report pair. The Levenshtein Percent (LP) was calculated for each report by dividing the corresponding LD by the longer of either the preliminary or final report total character length. The LP normalizes for differences in the overall length of each report and represents the percentage of characters changed in a given report to convert a preliminary report to its corresponding finalized report.
LP values for all included reports were analyzed using SPSS and Microsoft Excel. The average LP (ALP), standard deviation, 95 % confidence intervals, minimum, median, and maximums were calculated for trainees overall. The number of examinations interpreted by trainee radiologists was also analyzed and plotted alongside each traineespecific ALP.
Results
During the study period, 84 trainees and 56 attending radiologists interpreted 228,543 radiological examinations. Each trainee reported an average of 2,720.8 examinations during the study period. The maximum number of cases interpreted by any single trainee during the study period was 7,474 and the minimum was 513.
For all examinations, the ALP was 6.38 % with a 95 % confidence interval of 6.31-6.43 %. A total of 128,536 (56.2 %) reports were not changed during the process of report finalization. Figure 1 is a histogram demonstrating the extent of edits made to reports that were changed during the report finalization process.
Analysis of trainee-specific ALPs demonstrated a mean ALP of 6.4 %, 95 % CI of 5.6-7.2 %, minimum ALP of 1.1 %, median ALP of 5.9 %, and maximum ALP of 15.3 %. The standard deviation of trainee-specific ALPs was 3.7 %. The ratio of the highest trainee average LP over the lowest trainee average LP was 13.9 (15.3 %/1.1 %). Figure 2 demonstrates the number of examinations interpreted by each trainee, as well as each trainee's ALP. 
Discussion
Attending physicians of diagnostic radiology training programs are tasked with producing residents who are competent to serve as diagnostic radiologists. Several conventional metrics assist program directors in accomplishing this task, such as faculty evaluations and peer evaluations, as well as scores from ACR in service and ABR certification examinations.
While a few additional tools have recently been proposed to assist in the evaluation of trainee performance, this manuscript presents the only known longitudinal quantitative metric to analyze the extent of changes made to trainee preliminary reports by attending radiologists.
Several studies have evaluated discrepancies from the interpretations of on-call examinations interpreted independently by trainees, and these studies have established baseline expected discrepancy rates between attending and trainee radiologist interpretations [8] [9] [10] [11] . Recently, Itri et al. described a web-based application (Orion) to quantify the discrepancy rates among a subset of trainee preliminary reports [12] . Orion allows for evaluation of individual and collective trainee on-call interpretive performance on the subset of cases from independent trainee call and has demonstrated capabilities in establishing benchmarks for major and minor discrepancy rates among trainees in a given institution [13] . This software is extremely useful for detecting errors of a trainee's interpretation of examinations during independent on-call experiences, but does not seek to evaluate the longitudinal reporting skills of trainees in all practice settings.
Another educational tool, the Report Comparator, is a web-based application that allows trainees and program directors to evaluate preliminary and finalized reports in a side-by-side fashion, as well as in a track changes mode [14] . This software allows for easy identification and visualization of changes among large numbers of reports dictated by specific trainees. The Report Comparator interface is designed to color code increasing numbers of changes made to displayed reports to draw trainee's attention to reports with more changes for further review, but it does not provide for quantitative analysis of reporting skills among trainees.
In this manuscript, we present the QRSE methodology to quantitatively evaluate all reports written by trainees during their residency experience. QRSE identifies specific trainees with significantly more and significantly less edits made to their preliminary reports during report finalization, thus benchmarking the quantity of edits made to trainee preliminary reports among residents over time. Furthermore, since all of the report metadata are stored in our database, trainee reporting skills information can be instantly evaluated by imaging modality, radiological subspecialty, time of day, and various other parameters.
This study establishes variance among trainees in the extent of changes made by attending radiologists during the report finalization process. Of the trainees, 14.3 % had trainee-specific ALPs more than 2 standard deviations above the mean indicating that attending radiologists consistently made more changes to their reports than were made to other trainees. These more extensive changes may reflect a lower level of overall reporting skills. As a result of the QRSE, more focused efforts can be directed toward these trainees who may be struggling in their report generation.
Of the trainees, 16.7 % were identified who had traineespecific ALPs less than 1 standard deviation below the mean, representing markedly fewer changes than average made to their preliminary reports during report finalization. Trainees with fewer edits made to their reports when working alongside a wide range of attending radiologists may have drafted high-quality radiology reports that closely mirror the report that would be issued by a more senior attending radiologist. These trainees may possess a high level of reporting skills and may also have a high level of radiological understanding that they leveraged in their report creation. The QRSE methodology identifies these trainees and can thus allow for them to receive positive reinforcement for their high reporting skills.
A possible limitation of this study is that a radiologist did not individually review the collective series of 228,543 radiology report pairs to evaluate the clinical significance of edits. However, a previous manual review of report edits made during report finalization showed that the quantity of edits positively correlated with the clinical significance of the edits made during report finalization, validating the quantity of edits as being a relevant metric for clinical significance of report changes [15] .
Additional factors specific to attending radiologists may also play a role in determining the quantity of edits made to trainee's preliminary reports. One such factor could be the extent of discussion initiated by an attending radiologist about a radiology report prior to preliminary report dictation. More in-depth discussion of the findings of an examination may facilitate fewer changes being made during report finalization, but this is not known and remains a topic for further investigation. Furthermore, some attending radiologists may routinely make more or less edits than their peers. However, attending specific factors are applied across the board to trainees in a similar fashion and thus would tend not to affect individual trainee overall performance when using a metric such as the one we have suggested.
The relative number and type of cases a trainee interprets was also not formally standardized. It is possible that more edits are made on complex and lengthy CT and MR reports than on radiograph reports. However, because our institution schedules every trainee to experience the same weekly, biweekly, and/or monthly rotation changes among a fixed list of required rotations, we expect that given the extended time period of the study, bias from factors related to the type of examination would be minimized.
The Accreditation Council for Graduate Medical Education (ACGME) has emphasized that medical residency training programs must develop systems, strategies, and tools to evaluate trainees on the ACGME Core Competencies [16] . These core competencies include: Patient Care, Medical Knowledge, Interpersonal and Communication, Professionalism, PracticeBased Learning Improvement, and Systems-Based Practice. Rigorous evaluation of the quality of trainee preliminary reports followed by targeted report improvement strategies for specific trainees furthers the mission of many of the six ACGME competencies [17] .
This study proposes a QRSE methodology for the quantitative analysis of trainee-created preliminary reports. It further documents wide variation of the quantity of report edits made by attending radiologists to preliminary reports created by individual trainee radiologists in a large diagnostic radiology training program.
Further investigation may be useful to evaluate the QRSE methodology as a means to provide quantitative performance evaluation of individual trainee reporting skills, to monitor improvement during residency, and to evaluate the reporting skills of each class of trainees and within each radiological subspecialty.
Conclusion
The QRSE methodology longitudinally analyzes the quantity of report edits made to trainee reports by attending radiologists and assists in monitoring the reporting skills of individual diagnostic radiology trainees.
