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Thispaperderives aparticlefilter algorithmwithin theDempster–Shafer framework. Particle
filtering is awell-establishedBayesianMonteCarlo technique forestimating thecurrent state
of a hiddenMarkov process using a fixed number of samples.When dealingwith incomplete
information or qualitative assessments of uncertainty, however, Dempster–Shafer models
with their explicit representation of ignorance often turn out to be more appropriate than
Bayesian models.
The contribution of this paper is twofold. First, the Dempster–Shafer formalism is ap-
plied to the problem of maintaining a belief distribution over the state space of a hidden
Markov process by deriving the corresponding recursive update equations,which turn out to
be a strict generalization of Bayesian filtering. Second, it is shown how the solution of these
equations can be efficiently approximated via particle filtering based on importance sam-
pling, whichmakes the Dempster–Shafer approach tractable even for large state spaces. The
performance of the resulting algorithm is compared to exact evidential as well as Bayesian
inference.
© 2011 Published by Elsevier Inc.
1. Introduction
Particle filters have become the de-facto standard for estimation problems in many domains ranging from computer
vision [1] to robotics [2]. Their main purpose is to estimate the hidden states in a Markov process by maintaining a belief
distributionwhich is recursively updatedbasedon indirect observations and a state transitionmodel. Compared toGaussian-
based Kalman filters [3], particle filters are able to represent a much broader class of distributions (especially multi-modal
ones) and impose much weaker constraints on the underlying models. Practically all existing particle filter algorithms are
grounded in probability theory. In case of problems that can be more accurately described within the Dempster–Shafer
framework due to the absence of a complete statistical model, it would therefore be desirable to have a filter algorithm that
combines the expressiveness of a Dempster–Shafer model with the power of classical particle filtering.
The Dempster–Shafer theory of evidence [4,5] can be viewed as a generalization of the Bayesian probability calculus
[6–8], since it allows the assignment of belief mass to arbitrary subsets of the hypothesis space as opposed to just single
elements. As a result, a belief distribution is not only characterized by the conflict between competing hypotheses but also
by the varying degree of specificity of the hypotheses, which means that ignorance can be modeled explicitly. Examples
where such an explicit model of ignorance is desirable include applications from domains such as sensor fusion [9], image
processing [10], classification [11,12], and clustering [13,14].
In the context of filtering, an approach for the problem of joint tracking and classification was proposed in [15]. The
authors derived a Kalman filter algorithm within the transferable belief model (TBM) framework [16] where the ambiguity
of the classification was taken into account for the prediction of a target’s subsequent position. In [17], a set-based state
bounding approach was extended via belief functions and applied to vehicle localization resulting in better performance
compared to a probabilistic particle filter. An evidential filtering approach for the problem of tracking multiple people with
multiple cameras was proposed in [18]. While the process dynamics were modeled probabilistically, belief functions were
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used in order to deal withmissing observations due to people being out of sight. Similarly, in [19] an evidential particle filter
based on probabilistic transitions was applied to the problem of visual tracking where different belief function combination
rules were used for fusing multiple sources of information according to their reliability and precision. In [20], classification
was performed within the TBM framework based on a multivariate Gaussian model. The authors constructed the least-
committed basic belief density from the Gaussian betting density, and combined it with a probabilistic particle filter for
joint tracking and classification. Hidden Markov models were generalized within the TBM framework in [21], including
filtering as a special case. Commonalities were used to represent partial knowledge about the underlying process and an
application to humanmotion analysis was described. A first step towards fully generalizing particle filters in the Dempster–
Shafer theory was presented in [22], although the proposed algorithm lacked a full formal justification and did not properly
handle the conditional independence of observations.
In this paper, a particle filter algorithm is derived entirely within the Dempster–Shafer framework. The belief about
the current state, state transitions, and the influence of new observations are all expressed as mass functions, allowing
incomplete knowledge to be explicitly expressed at all stages of the update process. In order to make the computations
tractable, the belief about the current state is approximated by a fixed number of samples, which reduces the otherwise
exponential complexity to a complexity proportional to the size of the state space. Like most probabilistic particle filter
algorithms, the proposed algorithm uses importance sampling for incorporating new observations. Throughout the paper,
the state space is assumed to be discrete, although this assumption can be relaxed if hypotheses can be described by a finite
parameterization.
The next section briefly introduces concepts of the Dempster–Shafer theory that are relevant to the derivation of the filter
update equations in the third section. The fourth section presents the Monte Carlo implementation of the filter algorithm
and shows it to be an unbiased estimator for the update equations. In section 5, the algorithm is applied to an updating
problem involving partial knowledge, where its computational properties are analyzed and its estimation performance is
compared to different Bayesian solutions. The final section concludes by discussing the presented results.
2. Dempster–Shafer theory
A frame of discernment Θ is a finite and exhaustive set of mutually exclusive singleton hypotheses. The belief induced
by a piece of evidence can be expressed as a mass functionm : P(Θ) → [0, 1] that assigns a value to each subset ofΘ such
that
∑
A⊆Θ m(A) = 1 andm(∅) = 0whereP(Θ) denotes the power set ofΘ . 1 The total amount of belief bel(A) committed
to a hypothesis A ⊆ Θ is defined by bel(A) = ∑B⊆A,B =∅ m(B). The plausibility pl(A) is the amount of belief not committed
to the negation of Awith pl(A) = ∑B∩A =∅ m(B). The commonality q(A) states howmuch mass is committed to A and all of
its supersets with q(A) = ∑B⊇A m(B). Note that all these representations are in one-to-one correspondence and it depends
on the context to decide which representation is most convenient.
In order to pool the belief induced by two distinct pieces of evidence, their corresponding mass functions are combined
usingDempster’s combination rule [4,23]. Given twomass functionsm1,m2 over the frame of discernmentΘ , the combined
mass functionm12 = m1 ⊕ m2 is defined for all non-empty subsets A ⊆ Θ as:
(m1 ⊕ m2) (A) = η
∑
B∩C=A,A =∅
m1(B)m2(C), (1)
η−1 = 1 − ∑
B∩C=∅
m1(B)m2(C).
Here, η is a normalization constant that accounts for the products corresponding to all empty intersections.
Like probability functions, belief measures can be conditional, which, in the case of a mass functionm and a conditioning
hypothesis A results in a combination with a mass functionmA assigning all its mass to A:
m(·|A) = m ⊕ mA withmA(A) = 1. (2)
The normalization constant in the resulting combination is η = pl(A)−1.
Often, beliefs are only available in a conditional form (e.g., the models in a hidden Markov process). Dempster’s rule for
combining two mass functions m1,m2 over Θ can be stated in the following way if it is easier to express one of the mass
functions in a conditional form [24]:
(m1 ⊕ m2) (A) = η
∑
B⊆Θ,B =∅
m1(A ¦ B)m2(B) with A = ∅. (3)
1 The constraint m(∅) = 0 is absent in the TBM framework, which leads to unnormalized belief functions. While the value of m(∅) can provide information
about the amount of evidential conflict, it can be problematic in the context of sequential Monte Carlo updating because the value quickly dominates all other
masses.
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Note that the conditioning is unnormalized in this case (denoted by ¦) [25], meaning that the normalization constant as-
sociated with normalized conditioning is absent and that m1(∅ ¦ B) ≥ 0. However, if ∀B ⊆ Θ, B = ∅ : m1(∅ ¦ B) = 0 or
equivalently pl1(B) = 1 (see Eq. (2)), it simply reduces to normalized conditioning, which is in fact the case in the derivation
of the filter equations in the next section.
While Dempster’s rule handles the case of combining evidence conjunctively (all pieces of evidence hold), there is also a
disjunctive combination rule (at least one piece of evidence holds) [26]. Given two mass functionsm1,m2 induced over Θ ,
the disjunctive combinationm1 ∪©m2 is defined for all A ⊆ Θ by:
(m1 ∪©m2) (A) =
∑
B∪C=A
m1(B)m2(C). (4)
Based on the disjunctive combination rule, it is possible to construct the conditional mass function mΘA(·|B) over ΘA
with A ⊆ ΘA, B ⊆ ΘB (assuming ΘA = ΘB) from the set of mass functionsmΘA(·|bi) with bi ∈ B (Eq. (3.3) in [27]):
mΘA(A|B) =
⎛
⎝ ∪©
bi∈B
mΘA(·|bi)
⎞
⎠ (A) (5)
= ∑
(
⋃
i:bi∈B
Ai)=A
∏
bi∈B
mΘA(Ai|bi). (6)
This means that even though one only knows the conditional belief given each singleton bi, it is still possible to construct
the belief given an arbitrary B.
The generalized Bayes theorem [27,28] works similarly, except that it allows the construction of the belief overΘA using
the beliefs overΘB conditioned on each a ∈ ΘA. Given the set of conditional plausibility functions plΘB(·|a) for each a ∈ ΘA,
mΘA(·|B), plΘA(·|B), and qΘA(·|B) with B ⊆ ΘB can be computed for all A ⊆ ΘA, A = ∅ by (Eq. (11) in [29], Eq. (3.5-6) in
[27]):
mΘA(A|B) = η
∏
a∈A
plΘB(B|a)
∏
a∈A
(1 − plΘB(B|a)), (7)
plΘA(A|B) = η
⎛
⎝1 − ∏
a∈A
(1 − plΘB(B|a))
⎞
⎠ , (8)
qΘA(A|B) = η
∏
a∈A
plΘB(B|a), (9)
η−1 = 1 − ∏
a∈ΘA
(1 − plΘB(B|a)).
Here,Adenotes thecomplementofA. ThenamegeneralizedBayesian theorem stems fromthe fact that it reduces to theclassical
Bayesian theorem if the conditional plausibilities are probability functions and if there is furthermore a probabilistic prior
over ΘA that is conjunctively combined with the resulting belief.
In order to make decisions based on a belief function, one needs to convert it to a probability function that is optimal in
a betting sense. This can be accomplished by applying the pignistic transformation [30]. The pignistic probability function
BetP corresponding to a mass functionm over Θ is defined as:
∀a ∈ Θ : BetP(a) = ∑
Aa
m(A)
|A| . (10)
3. Dempster–Shafer filtering
In this section, the filter equations are derived and it is shown that Bayesian filtering is a special case of these more
general equations. Bayesian filter algorithms generally update the belief distribution about the current state xt at time t in
two steps: a prediction step and a correction step. The prediction step is performedwhenever a state transition occurs while
the correction step is performed when new evidence becomes available about the current state. Throughout the paper it is
assumed that the underlying process fulfills the first-order Markov property so that the state at time t solely depends on
the state at time t − 1 (although the generalization to higher-order Markov assumptions is straight-forward). LetΘt denote
the state space at time t and let zt ∈ Θzt denote the evidence observed in state xt ∈ Θt . Unlike states, observations can be
discrete or continuous. Each observation is assumed to be conditionally independent from all other observations given the
state in which it occurred.
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Fig. 1. The dynamic belief network showing the relations of states and observations over time. The belief about state xt is derived from evidence zt as well as
from the belief about the prior state xt−1 according to the transition beliefmt−1;t .
Without a loss of generality it is assumed that prediction and correction occur in alternating order, i.e., a new observation
becomes available after each state transition. This situation corresponds to the belief network [31] shown in Fig. 1, where
each zt induces a mass function mΘt (·|zt) over Θt while the joint distribution over Θt−1 × Θt states the transition belief.
The goal of the filter algorithm is to compute the mass function mΘt (Xt|z0:t) for all Xt ⊆ Θt , which expresses the belief
about the current state given all observations z0:t = z0, . . . , zt up to time step t. The reason for using a mass function to
represent the belief about the current state is that a mass function can be interpreted as a probability distribution over the
power set, which can be approximated via sampling.
3.1. Prediction step
The prediction step recursively computes the so-called proposal distribution mΘt (·|z0:t−1) from the prior distribution
mΘt−1(·|z0:t−1) using the transition model connecting the states at time t − 1 and t. The Markov property of the underlying
process is crucial for the transitionmodel since it makes the belief at time t independent of all prior evidence given the state
at time t − 1:
mΘt (Xt|Xt−1, z0:t−1) = mΘt (Xt|Xt−1). (11)
The transitionmodel is assumed tobedefinedbya set of conditional distributionsmΘt (·|xt−1) for each xt−1 ∈ Θt−1. Byusing
the disjunctive combination defined in Eq. (5) it is possible to obtain the combined model mΘt (·|Xt−1) for arbitrary Xt−1,
which implies that the transition model is vacuous over Θt−1. The prediction step follows from conjunctively combining
the prior belief mΘt−1(·|z0:t−1) with the transition belief mΘ×Θt−1 (projected to Θ as denoted by ↓ Θt) and applying the
Markov assumption along with the disjunctive rule of combination
∀Xt ⊆ Θt : mΘt (Xt|z0:t−1)
=
(
mΘt−1(·|z0:t−1) ⊕ mΘt×Θt−1(·|z0:t−1)
)↓Θt
(Xt)
(3)= ∑
Xt−1⊆Θt−1
mΘt−1(Xt−1|z0:t−1)mΘt (Xt|Xt−1, z0:t−1)
(11)= ∑
Xt−1⊆Θt−1
mΘt−1(Xt−1|z0:t−1)mΘt (Xt|Xt−1)
(5)= ∑
Xt−1⊆Θt−1
mΘt−1(Xt−1|z0:t−1)
⎛
⎝ ∪©
xt−1∈Xt−1
mΘt (·|xt−1)
⎞
⎠ (Xt)
(6)= ∑
Xt−1⊆Θt−1
mΘt−1(Xt−1|z0:t−1)
∑
⋃
i:xt−1;i∈Xt−1
Xt;i=Xt
∏
xt−1;i∈Xt−1
mΘt (Xt;i|xt−1;i). (12)
First, the conjunctive combination is rewritten according to Eq. (3), resulting in the conditional transition beliefmΘt (Xt|Xt−1)
after having exploited the Markov assumption. The disjunctive rule of combination is then applied in order to express the
transition model in terms of the distributions mΘt (·|xt−1). Notice that the conditioning is normalized in this case because
the transition model is vacuous overΘt−1. For the same reason, there is no normalization corresponding to the conjunctive
combination since there is no evidential conflict between the prior belief and the transition model.
3.2. Correction step
The correction step incorporates the new observation zt into the proposal distribution (computed in the prediction step)
according to an observation model expressing the likelihood of each observation given a state. The observation model is
assumed to be composed of a set of likelihoods plΘzt (zt|xt) for each xt ∈ Θt . The generalized Bayesian theorem is used in
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order to compute the belief over Θt induced by the current observation zt . The updated belief is then simply defined as the
conjunctive combination of the proposal beliefmΘt (·|z0:t−1) and the beliefmΘt (·|zt) induced by zt
∀Xt ⊆ Θt : mΘt (Xt|z0:t)
= (mΘt (·|z0:t−1) ⊕ mΘt (·|zt)) (Xt)
(1)= η ∑
X′′t ∩X′t=Xt
mΘt (X
′′
t |z0:t−1)mΘt (X′t |zt)
(7)= η ∑
X′′t ∩X′t=Xt
mΘt (X
′′
t |z0:t−1)
∏
xt∈X′t
plΘzt (zt|xt)
∏
xt∈X′t
(1 − plΘzt (zt|xt)). (13)
3.3. Reduction to Bayesian filtering
The prediction and correction steps both reduce to Bayesian filtering if the initial belief as well as the transition and
observation models are probability functions. With mΘt−1(xt−1|z0:t−1) = P(xt−1|z0:t−1) for the prior and mΘt (xt|xt−1) =
P(xt|xt−1) for the transition model for all xt−1, xt , the prediction step simply reduces to Bayesian conditioning since all
masses are 0 for non-singleton hypotheses
mΘt (xt|z0:t−1) (12)=
∑
xt−1
P(xt−1|z0:t−1)P(xt|xt−1) = P(xt|z0:t−1). (14)
Under equivalent assumptions with mΘt (xt|z0:t−1) = P(xt|z0:t−1) for the proposal distribution and plΘzt (zt|xt) =
P(zt|xt) for the observation model, the correction step reduces to the classical Bayesian theorem.
mΘt (xt|z0:t)
(13)∝ P(xt|z0:t−1)
∑
Xtxt
mΘt (Xt|zt)
= P(xt|z0:t−1)plΘt (xt|zt)
(8)∝ P(xt|z0:t−1)P(zt|xt)
∝ P(xt|z0:t). (15)
4. Particle filtering
Exact inference according the update equations (12) and (13) is intractable even for state spaces of moderate size due
to the iteration over all subsets. Therefore, this section shows how the solution can be efficiently approximated by means
of Monte Carlo methods. The computational complexity of representing and combining belief measures has been a general
source of criticism against the Dempster–Shafer theory, which is why different Monte Carlo approaches have been proposed
over time [32–35]. By only using a fixed number of samples drawn from the true distribution, the space complexity of
representing and the time complexity of combining mass functions reduces from exponential in the worst case to linear in
the size of the state space (although with a high constant factor determined by the number of samples).
The remainder of this section is split into two parts. In the first part, the actual algorithm is presented and its details are
discussed. In the second part, the algorithm is derived in a more rigorous manner and it is shown to approximate the true
mass distribution.
4.1. Algorithm
The general idea of the algorithm (see Algorithm 1) is to maintain a finite set Xt of K samples X[k]t ⊆ Θt with 1 ≤ k ≤ K
approximating the true distributionmΘt (·|z0:t) at each time step. The relative frequency of a hypothesis within the sample
set is an estimate of its true mass value. For the limit case of lim K → ∞, these relative frequencies are equal to the true
mass values.
Given the time-recursive definition of the update equations, the input for the algorithm shown below is the new observa-
tion zt and the sample setXt−1 representing the prior beliefmΘt−1(·|z0:t−1). An illustration of how the algorithm transforms
this sample set is shown in Fig. 2 (the underlying models are similar to the ones used in Section 5). The prediction step first
computes the temporary sample set X̂t representing to proposal distribution mΘt (·|z0:t−1) by transforming each sample
X
[k]
t−1 ∈ Xt−1 into a proposal sample X̂[k]t ∈ X̂t by sampling from the (disjunctively-combined) transitionmodelmΘt (·|X[k]t−1).
Since the transition model is defined by the set of singleton-conditioned distributions mΘt (·|xt−1;i) with xt−1;i ∈ Θt−1, a
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Algorithm 1: Dempster–Shafer particle filter.
Input: Xt−1, zt; // prior sample set/new observation
X˜t = Xt = ∅; // weighted/final sample set1
for k = 1 to K do2
X̂
[k]
t = X˜[k]t = ∅; // proposal sample/biased sample3
foreach x
[k]
t−1;i ∈ X[k]t−1 do // prediction step4
sample X̂
[k]
t;i ∼ mΘt (·|x[k]t−1;i);5
X̂
[k]
t = X̂[k]t ∪ X̂[k]t;i ; // disjunctive combination6
end7
foreach x̂
[k]
t;i ∈ X̂[k]t do // correction step8
if X˜
[k]
t = ∅ then9
η−1i = 1 −
∏|X̂[k]t |
j=i (1 − plΘzt (zt |̂x[k]t;j )); // normalization10
else11
ηi = 1;12
end13
if ηi plΘzt (zt |̂x[k]t;i ) > ri then // random number ri ∈ [0, 1)14
add x̂
[k]
t;i to X˜
[k]
t ;15
end16
end17
add
〈
X˜
[k]
t , plΘt (X̂
[k]
t |zt)
〉
to X˜t; // importance factor18
end19
for k = 1 to K do // importance re-sampling20
draw X
[k]
t from X˜t with probability ∝ plΘt (X̂[k]t |zt);21
add X
[k]
t to Xt;22
end23
return Xt24
sample X̂
[k]
t;i is drawn with probability proportional to mΘt (X̂
[k]
t;i |xt−1;i) for each x[k]t−1;i ∈ X[k]t−1;i (line 5). The union of these
samples forms the new proposal sample X̂
[k]
t (line 6), which corresponds to the disjunctive combination defined by Eq. (5).
The correction step defined by Eq. (13) consists of conjunctively combining the proposal distributionwith the distribution
mΘt (·|zt) induced by the new observation zt . A naive approach would be to independently generate K samples from both
distributions and to compute the new sample set by intersecting all the corresponding sample pairs. The problem of this
Fig. 2. Illustration of how samples are propagated by the algorithm. Each rectangle in the different columns represents a sample in a state space consisting of
four states (a to d). First, the proposal sample set X̂t is generated from the prior set Xt−1 by drawing a new sample from the transition model for each singleton
and then uniting them. Next, the observation zt and the observation model induce a likelihood for each state, based on which new samples are drawn from the
conjunctive combination with the proposal distribution. Along with the resulting importance factors, these samples are added to the weighted sample set X˜t .
Finally, a re-sampling is performed according the importance factors in order to obtain the final sample set Xt .
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method is that any form of evidential conflict between the distributions makes empty intersections likely and thus fewer
than K valid samples would remain, resulting in an increased approximation error.
The algorithm presented here is instead based on importance sampling [33], which is able to avoid empty intersections
(and is also used by most probabilistic particle filter algorithms). While other Monte Carlo methods for approximating a
normalized conjunctive combination exist (e.g., Markov chain Monte Carlo [36]), these methods usually require multiple
runs to produce adequate samples, whereas importance sampling is an online method. The basic principle of importance
sampling is to draw samples from an easier to sample distribution and to use importance factors to account for the difference
with respect to the actual distribution.
In this particular case, samples are not directly drawn from mΘt (·|zt) but rather from the distribution mΘt (·|zt, X̂[k]t )
conditioned by the corresponding proposal sample X̂
[k]
t (lines 8–17). This asserts that there are no empty intersections
because each non-empty sample drawn from this conditioned distribution is a subset of X̂
[k]
t and therefore equal to its
intersection with X̂
[k]
t . Since the resulting sample set is biased towards the proposal distribution, each newly generated
sample X˜
[k]
t is added to the (biased) sample set X˜t along with the importance factor plΘt (X̂
[k]
t |zt) (line 18). The reason for
using the proposal sample’s plausibility as an importance factor follows from the definition of a conditional mass function in
Eq. (2), where the plausibility acts as a normalization constant. This plausibility is computed (without normalization) using
the generalized Bayesian theorem in Eq. (8):
mΘt (Xt|zt) (2)= mΘt (Xt|zt, X̂[k]t )plΘt (X̂[k]t |zt) ∀Xt ⊆ X̂[k]t , (16)
plΘt (X̂
[k]
t |zt) (8)∝ 1 −
∏
x̂
[k]
t ∈X̂[k]t
(1 − plΘzt (zt |̂x[k]t )). (17)
In the re-sampling process (lines 20–23), the final, unbiased sample set Xt is created by drawing samples with replacement
from the weighted set X˜t with a probability proportional to the importance factors. In case there is no compatible sample
X˜
[k]
t for a particular proposal sample X̂
[k]
t , the importance factor is 0 (because it implies plΘt (X̂
[k]
t |zt) = 0) and the sample
is ignored in the re-sampling process.
Compatible samples X˜
[k]
t are generated using the generalized Bayesian theorem (lines 8–17), which computes
mΘt (·|zt, X̂[k]t ) from the observation likelihoods plΘzt (zt |̂x[k]t;i ) with x̂[k]t;i ∈ X̂[k]t . The sample X˜[k]t drawn from this distrib-
ution is constructed by a series of binary decisions about whether to include or exclude a singleton x̂
[k]
t;i ∈ X̂[k]t based on its
likelihood. Due to the constraint X˜
[k]
t ⊆ X̂[k]t , only elements of X̂[k]t are considered (line 8). Without regard to the invalid case
of X˜
[k]
t = ∅, the probability of including a particular singleton x̂[k]t;i is given by its observation likelihood plΘzt (zt |̂x[k]t;i ) (line
14). This follows from the fact that the probability of x̂
[k]
t;i being included is proportional to the observation likelihood, since
Eq. (8) implies plΘt (̂x
[k]
t;i |zt) ∝ plΘzt (zt |̂x[k]t;i ). However, since the aim is to assert X˜[k]t = ∅, the algorithm must avoid that all
inclusion decisions are negative. Hence, if X˜
[k]
t = ∅ (line 9) at any given iteration, the inclusion probability is normalized
by 1 −∏|X̂[k]t |j=i (1 − plΘzt (zt |̂x[k]t;j )) to account for the fact that only a certain amount of mass remains for the current and all
subsequent iterations.
One can think of this algorithm as going through a binary decision tree where each node is a decision about the inclusion
of the respective singleton and the leaf nodes represent all possible samples X˜
[k]
t . Since the leaf node X˜
[k]
t = ∅ is invalid, its
a priori probability must be subtracted from the probability of entering the sub-tree potentially leading to the empty node
by normalizing with the probability of the remaining leaf nodes.
4.2. Derivation
Here, it is shown that the sample assignment probabilities in the algorithm are in fact equal to the corresponding mass
values, thus making the algorithm an unbiased estimator of the true distribution. Note, that the sample probabilities used
throughout this section refer to the probability of a sample taking on a certain value and are notmeant to imply the existence
of a probability distribution over the state space. For showing the correctness of the prediction step, it is assumed that the
assignment probability of each X
[k]
t−1 in the prior sample set is given by the true prior distribution:
P(X
[k]
t−1|z0:t−1) = mΘt−1(X[k]t−1|z0:t−1). (18)
Using this assumption, the assignment probability for each proposal sample X̂
[k]
t in the prediction step (lines 3–7 in the
algorithm) can be shown to be equal to the mass values defined by Eq. (12). The algorithm generates a new proposal sample
by drawing samples X̂
[k]
t;i with probability equal tomΘt (X̂
[k]
t;i |x[k]t−1;i) for all singletons x[k]t−1;i ∈ X[k]t−1 of the prior sample (lines
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4–5). These samples X̂
[k]
t;i are then united to form the proposal sample X̂
[k]
t = ⋃i X̂[k]t;i (line 6). Therefore, if Eq. (18) holds for
each prior sample, then the following holds for each proposal sample
P(X̂
[k]
t |z0:t−1)
= ∑
X
[k]
t−1⊆Θt−1
P(X
[k]
t−1|z0:t−1)P(X̂[k]t |X[k]t−1)
lines 3-7= ∑
X
[k]
t−1⊆Θt−1
P(X
[k]
t−1|z0:t−1)
∑
⋃
i:x[k]
t−1;i∈X
[k]
t−1
X̂
[k]
t;i =X̂[k]t
∏
x
[k]
t−1;i∈X[k]t−1
mΘt (X
[k]
t;i |x[k]t−1;i)
(18)= ∑
X
[k]
t−1⊆Θt−1
mΘt−1(X
[k]
t−1|z0:t−1)
∑
⋃
i:x[k]
t−1;i∈X
[k]
t−1
X̂
[k]
t;i =X̂[k]t
∏
x
[k]
t−1;i∈X[k]t−1
mΘt (X
[k]
t;i |x[k]t−1;i)
(12)= mΘt (X̂[k]t |z0:t−1) (19)
Showing that the correction step (lines 8–23) correctly estimates Eq. (13) can be done in the following way. The assign-
ment probability P(X
[k]
t |z0:t) in the final sample setXt is the product of the probability of drawing X˜[k]t , of the corresponding
importance factor plΘt (X̂
[k]
t |zt), and of the proposal sample’s probability given all its possible values. Eq. (19) asserts that the
proposal sample’s probability is equal to the proposal mass of X̂
[k]
t . The intermediate sample X˜
[k]
t is drawn from the observa-
tionmodelmΘt (·|zt, X̂[k]t ) conditioned by the proposal sample, which is shown in detail below. Since the normalization con-
stant associated with conditioning by X̂
[k]
t is given by its plausibility (see Eq. (2)), the productmΘt (X
[k]
t |zt, X̂[k]t )plΘt (X̂[k]t |zt)
is equal to the unnormalized mass mΘt (X
[k]
t ¦ zt, X̂
[k]
t ) for X
[k]
t = ∅. The sampling probability P(X[k]t |z0:t) being equal to
mΘt (X
[k]
t |z0:t) then simply follows from Eq. (3)
P(X
[k]
t |z0:t)
lines 8-23= η ∑
X̂
[k]
t ⊆Θt
P(X̂
[k]
t |z0:t−1)mΘt (X[k]t |zt, X̂[k]t )plΘt (X̂[k]t |zt)
(19)= η ∑
X̂
[k]
t ⊆Θt
mΘt (X̂
[k]
t |z0:t−1)mΘt (X[k]t |zt, X̂[k]t )plΘt (X̂[k]t |zt)
(2)= η ∑
X̂
[k]
t ⊆Θt
mΘt (X̂
[k]
t |z0:t−1)mΘt (X[k]t ¦ zt, X̂[k]t )
(3)= mΘt (X[k]t |z0:t). (20)
The algorithm for generating a compatible sample X˜
[k]
t ⊆ X̂[k]t (lines 8-17) works iteratively and distinguishes between
two cases. If the sample X˜
[k]
t;i constructed after i−1 iterations is empty, then the probability of adding x˜[k]t;i to X˜[k]t is given by its
observation likelihood plΘzt (zt |˜x[k]t;i ) normalized by the total amount of remaining mass ηi. Let Θt;i = {xt;j|xt;j ∈ Θt, j ≥ i}
denote the remaining hypothesis space if X˜
[k]
t;i−1 = ∅. The probability of adding x˜[k]t;i is equal to its commonality as defined
by Eq. (9) and conditioned by Θt;i, because the latter is equivalent to X˜[k]t;i−1 = ∅
P(˜x
[k]
t;i ∈ X˜[k]t |zt, X̂[k]t , X˜[k]t;i−1 = ∅)
line 10= plΘzt (zt |˜x
[k]
t;i )
1 −∏
x̂
[k]
t;j ∈Θt;i(1 − plΘzt (zt |̂x
[k]
t;j ))
(9)= qΘt (˜x[k]t;i |zt, Θt;i). (21)
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The case of X˜
[k]
t;i = ∅ can be shown inductively. The base case for the first iteration is already covered by (21). The induction
hypothesis for iteration i states that the probability of X˜
[k]
t;i ⊆ X˜[k]t is equal to the commonality of X˜[k]t;i :
P(X˜
[k]
t;i ⊆ X˜[k]t |zt, X̂[k]t , X˜[k]t;i = ∅) = qΘt (X˜[k]t;i |zt, X̂[k]t ). (22)
The probability of x˜
[k]
t;i+1 also being included in X˜
[k]
t is given by the probability of X˜
[k]
t;i being a subset of X˜
[k]
t multiplied by
the observation likelihood plΘzt (zt |˜x[k]t;i+1)without normalization (line 12). Assuming Eq. (22) for i and applying Eq. (9) then
shows the overall sample assignment probability to be equal to the corresponding commonality
P({˜x[k]t;i+1} ∪ X˜[k]t;i ⊆ X˜[k]t |zt, X̂[k]t , X˜[k]t;i = ∅)
line 12= plΘzt (zt |˜x[k]t;i+1) P(X˜[k]t;i ⊆ X˜[k]t |zt, X̂[k]t , X˜[k]t;i = ∅)
(22)= plΘzt (zt |˜x[k]t;i+1) qΘt (X˜[k]t;i |zt, X̂[k]t )
(9)= qΘt ({˜x[k]t;i+1} ∪ X˜[k]t;i |zt, X̂[k]t ) (23)
5. Example
In this section, the particle filter algorithm is analyzed with respect to its computation time and approximation error,
and it is compared to Bayesian filtering. Consider the following scenario: all that is known about the dynamics of the process
under consideration is that the state remains the same between two consecutive time stepswith at least a certain probability
denoted by Pmin. Let the same principle apply to the generated observations, i.e., the observation space is equal to the state
space, and the current state is only correctly recognized with the same minimum probability Pmin. The remaining mass
1 − Pmin is assigned to the entire hypothesis space in both cases, resulting in the following models for all xt ∈ Θt:
mΘt+1(xt|xt) = mΘzt (xt|xt) = Pmin, (24)
mΘt+1(Θt+1|xt) = mΘzt (Θzt |xt) = 1 − Pmin. (25)
The likelihood plΘzt (·|xt) of observing the true state (zt = xt) is 1 and 1− Pmin for all other states. Theminimum probability
Pmin is set to 0.6 during all of the following tests. While this scenario is rather artificial, it simplifies the analysis in this
context, and the adaption to real-world scenarios should be straight-forward by choosing appropriate models.
In the first test, the computation time required for performing an update using the particle filter algorithmwas compared
to the update time of performing exact inference for different state space sizes and sample counts. An update consisted of
performing a prediction step followed by a correction step. In addition, the approximation error with respect to the exact
solution was measured by the Euclidean distance of the resulting mass functions, where each subset of Θt corresponded to
a component in themass vector. New states and observationswere generated by sampling from the pignistic transformation
of the models defined above, making observations conditionally independent given the current state. The prior belief was
assumed to be vacuous withmΘ0(Θ0) = 1 and the initial state was randomly chosen from the state space.
Fig. 3 shows the results for the computation time and the approximation error for different state space sizes ranging
from 2 to 100. The data was generated by performing 10 update iterations averaged over 100 runs using an open-source
Dempster–Shafer library2 For the exact inference, update equations (12) and (13)were directly computed, which resulted in
an exponential increase in computation time due to the exponentially increasing number of focal elements. For this reason,
exact inference was only performed for state space sizes up to 10, hence, the approximation error was only measured in
this interval. The particle filter algorithmwas once run with 100 samples and once with 1000 samples. For small state space
sizes (up to 8 for 1000 samples), the exact inference was in fact faster than the particle filter because of the higher constant
overhead caused by processing each sample. The increase in computation time for the particle filter, on the other hand,
was close to linear. The non-linear increase for smaller state spaces was a result of the implementation handling duplicate
samplesmore efficiently. The absolute approximation error remained generally low for the tested state space sizes, although
for 100 samples, a relative increase is clearly visible for larger spaces.
In the second test, the Dempster–Shafer particle filter was compared to different Bayesian solutions. A cautious Bayesian
approach to the problem of dealing with partial information is to use a maximum entropy model in order to avoid making
over-confident assumptions about the true process statistics. Given that only Pmin is known in this scenario, the maximum
entropy model assumes a uniform distribution of the remaining mass 1 − pmin over the remaining state space Θt \ {xt}.
An alternative, somewhat hybrid approach is to apply the pignistic transformation to the Dempster–Shafer models and
2 https://github.com/reineking/pyds.
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Fig. 3. Mean computation time per update (left) and mean approximation error with respect to the exactly inferred distribution (right) for different state
space sizes and particle counts. DS:exact denotes the performance corresponding to exact inference while DS:100 and DS:1000 correspond to the particle filter
performance using the respective particle count.
Fig. 4. Mean probability of the true state (left) andmean Kullback-Leibler divergencewith respect to the optimal distribution (right) for different process statistics
and update methods. Bayes:true refers to the optimal Bayesian estimate assuming Ptrue is known. Bayes:me refers to the maximum entropymodel and Bayes:bet
to the pignistic Bayesian model. DS:m and DS:pl correspond to the mass and plausibility estimated by the Dempster–Shafer particle filter.
to use these for Bayesian updating. Both of these Bayesian solutions are compared to the Dempster–Shafer particle filter
solution in the following for different process statistics using a state space of size 2. For this, the true probability Ptrue of
state changes not occurring and observations being correct was systematically varied from Pmin up to 1. If state changes
or incorrect observations did occur, they were sampled from a uniform distribution over all other states. The prior for the
Dempster–Shafer particle filter was again vacuous, while the Bayesian solutions started with a uniform prior.
The left plot in Fig. 4 shows theprobability assigned to the true state by thedifferent Bayesian solutions. For theDempster–
Shafer particle filter, the mass as well as the plausibility of the true state are plotted. As a reference, the plot also shows the
probability assigned by an optimal Bayesian filter where Ptrue was assumed to be known. In this test, a single update was
performed and the results were averaged over 1000 runs. For Ptrue = Pmin, not surprisingly, the optimal filter assigned the
same probability as the maximum entropy model while the pignistic Bayesian model overestimated the probability. The
Dempster–Shafer approach resulted inabelief interval between themass and theplausibility assigned to the true state,which
makes the ignorance inherent to the model explicit. With an increasing Ptrue, the maximum entropy model systematically
underestimated the probability of the true state and the same applied to the pignistic model for Ptrue > 0.8, since the
former assumes Ptrue = Pmin while the latter assumes Ptrue = Pmin + 0.5(1− Pmin). In this particular scenario, the pignistic
Bayesian model led to the same distribution as the pignistic transformation of the Dempster–Shafer update, although this
is not generally the case. What is interesting with respect to the Dempster–Shafer solution is the case of Ptrue = 1. Here, the
mass forms a lower bound for the probability of the true state that is identical to the most pessimistic maximum entropy
model. At the same time, the plausibility forms an upper bound for the probability for the most optimistic model, i.e., the
hypothetical Bayesian filter derived from the knowledge of Ptrue = 1.
In addition, the right plot in Fig. 4 shows the Kullback–Leibler divergence of the different estimated distributions with
respect to the distribution obtained from the optimal Bayesian estimator. The minima clearly show the assumptions un-
derlying the Bayesian models, leading to 0 divergence for the maximum entropy model at Ptrue = 0.6 and for the pignistic
model at Ptrue = 0.8. The pignistic transformation of the updated Dempster–Shafer solution was again identical the pignis-
tic Bayesian model. Finally, the hypothetical optimal Bayesian estimate was always compatible with the Dempster–Shafer
belief, thus the minimum divergence with respect to the optimal solution was always 0 for the Dempster–Shafer model.
6. Discussion
This paper has shown how particle filtering can be modeled within the Dempster–Shafer framework, making it possible
to efficiently estimate states in a hiddenMarkov process based on partial knowledge about the prior and underlyingmodels.
Using the recursive update equations derived in Section 3, an importance-sampling-based Monte Carlo algorithm was
presented in Section 4 in order to make the computations tractable. The Dempster–Shafer update equations were shown to
be strict generalizations of Bayesian filtering. In case of incomplete knowledge about the process statistics, the presented
Dempster–Shafer approach makes the inherent ignorance explicit and does not force one to make unjustified assumptions
about priors and models like in Bayesian filtering.
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The worst-case time complexity of computing the exact solution of the correction step is O(2|Θ|) and O(2|Θ×Θ|) for the
prediction step where |Θ| denotes the size of the state space. By using the presentedMonte Carlo approach with K samples,
the complexity of the correction and prediction step both reduce to O(K|Θ|). While this can still be expensive for large state
spaces, it constitutes a major improvement over the exponential complexity of the exact solution.
An interestingquestion for the future is the comparison todeterministic approaches for reducing theupdating complexity,
e.g., [37–39]. Furthermore, it would be desirable to analyze the approximation error caused by the Monte Carlo approach in
a more formal manner. Some empirical results can be found in [33]. Finally, investigating the extension to continuous state
spaces [40,41] is a key challenge for making the approach more broadly applicable.
A real-world scenariowhere thepresentedupdate equationshavebeenapplied is theproblemof vision-based localization
[42]. The advantage of using Dempster–Shafer theory in this context results from the ability to fuse uncertain information
at different levels of representational granularity. Other problems involving uncertainty of such a cognitive kind naturally
lend themselves to Dempster–Shafer models, and it would therefore be interesting to see how they could benefit from a
Dempster–Shafer-based particle filtering approach as presented here.
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