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Summary
Here we investigate the use of fuzzy measures
and averaging aggregation functions for un-
derstanding the behavior and tendencies of
decision-makers in an ordinal classification
problem. Using the Aotools package to ap-
proximate the data, we classify each journal
based on aggregation of the ISIWeb of knowl-
edge indices and discuss the results.
Keywords: Journal citation indices, aggre-
gation, fuzzy measure, Choquet integral.
1 Introduction
Assessment of the quality of research is being under-
taken in many countries nowadays. As part of this
process, ranking of the publication outlets (book pub-
lishers, scientific journals and research conferences) is
performed by both governments and Universities. In
its very simplistic form, which is unfortunately used in
many places, the 2 year Impact Factor (IF) of a journal
supplied by ISI Web of Knowledge is used to measure
its quality and determine its ranking. As pointed out
in a recent report from the International Mathemati-
cal Union [1] (see also references within), the use of IF
and similar citation data is inappropriate.
In Australia, assessment of research quality is being
performed in the “Excellence in Research for Aus-
tralia” (ERA) framework, which has superseded the
Research Quality Framework (RQF) advocated by the
previous Government. Ranking of the journals was
performed initially for the RQF, and then continued
in the ERA framework, with final rankings planned to
be release in early 2009 by the Australian Research
Council (ARC).
The ranking process in the ERA framework is more
sophisticated than citation based ranking. Journals in
all research areas are allocated a rank A*, A, B or C by
the ARC, specific to each discipline group, so that A*
band accounts for the top 5%, A band accounts for the
next 15%, B band accounts for the next 30%, and the
bottom 50% is band C. More than 20,000 journals were
analyzed (not just those in ISI Web of Knowledge).
The draft rankings based on citation analysis were dis-
tributed to the Learned Academies as part of a con-
sultation process. Discipline-specific experts reviewed
the draft rankings and submissions from the universi-
ties, academic societies and individual researchers, and
incorporated them in their submissions to the ARC,
who will release their final rankings soon. The experts
took into account the citation based indicators, but
also the prestige and quality of the journals, editorial
board composition, the review process and the accep-
tance rate. We are pleased to report that two leading
journals in our field of Fuzzy Systems (IEEE Transac-
tions on Fuzzy Systems and Fuzzy Sets and Systems)
received A* ranking. One of the Learned Academies
invited to review the rankings is the National Com-
mittee for the Mathematical Sciences (NCMS), who
submitted revisions to the ARC for some of the mathe-
matics field of research (FoR) codes (0101, 0102, 0103,
0104) along with comments regarding their changes.
Many of these comments refer to the ISI citation in-
dices.
Journal ranking is essentially an ordinal classification
problem with various criteria upon which experts can
make their decisions. Although not a sole indicator
of quality, IF and the other various citation indices
can constitute a useful tool for decision-makers given
such a large data set and the vast information avail-
able concerning the journals, some inaccessible. The
motivation for using decision-making rules is that such
rules, of which aggregation functions are an example,
can assist experts in making more consistent and justi-
fied decisions [14]. Aggregation functions have shown
to be useful for decisions based on multiple criteria
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in applications as diverse as medicine, economics and
engineering (see [6] for state of the art introduction).
We used four of the ISI citation indices (Cites, Impact
Factor, Immediacy Index, and half-life) to derive ag-
gregation functions that best fit the rankings provided
by the ARC and NCMS. Some of these statistics are
likely to be correlated, e.g. journals with a high IF
tend to have a high immediacy index. The Choquet
integral is one such function that has been used to ac-
count for dependencies and interaction between vari-
ables, and hence is flexible and robust enough that
it is useful in this context. We discuss the results
for the journal rankings allocated to two FoR mathe-
matics codes (0101 Pure Mathematics, 0102 Applied
Mathematics). We show how fuzzy measures can be
used to interpret the behavior of decision makers, as
well as the motivations for their wider use in decision
processes. In recent years, similar studies include the
work by Liginlal and Ow [9], where the Choquet in-
tegral was used to interpret the risk-taking tendency
of decision makers in telecommunications investment
decisions, and Grabisch et al [12] who used their Kap-
palab package to model decision-making models in line
with the users’ preferences.
In Section 2, we give a brief overview of aggregation
functions and their use in decision-making. We also
explain the methods by which the data was prepro-
cessed before fitting analysis. In Section 3, we show
the results for the ARC and NCMS data, comparing
the accuracy of certain aggregation functions, as well
as identifying and analyzing outliers. We also provide
the interpretations of the derived fuzzy measures and
function parameters. In Section 4, we discuss the inter-
pretations of the derived fuzzy measures and weights
of the WAM and OWA functions we used to approxi-
mate the data. In Section 5 we discuss intentions for
further research before concluding in Section 6.
2 Preliminaries
2.1 Aggregation Functions
As well as their use in decision making, aggregation
functions play an important role in other areas in-
cluding fuzzy logic and expert systems. Recent books
[6, 15] provide a comprehensive overview of aggrega-
tion functions, including their applications and meth-
ods for their construction.
Aggregation functions combine several inputs into a
single representative output. Typically, the inputs and
outputs take some value on the unit interval [0,1], how-
ever other choices are possible. Some well known ex-
amples of aggregation functions include the weighted
arithmetic mean (WAM), maximum and minimum. In
this paper, we also use the Choquet integral and or-
dered weighted averaging (OWA) functions.
Definition 1 An aggregation function is a function of
n > 1 arguments f : [0, 1]n → [0, 1], with the proper-
ties
(i) f(0, 0, . . . , 0︸ ︷︷ ︸
n−times
) = 0 and f(1, 1, . . . , 1︸ ︷︷ ︸
n−times
) = 1.
(ii) x ≤ y implies f(x) ≤ f(y) for all x,y ∈ [0, 1]n.
An aggregation function f is called averaging if it is
bounded (for all x ∈ [0, 1]n) by
min(x) = min
i=1,...,n
xi ≤ f(x) ≤ max
i=1,...,n
xi = max(x).
Idempotencynecessarily follows from the averaging
property and when combined with the condition of
monotonicity is equivalent. In particular, the WAM,
OWA functions and Choquet integrals are examples of
averaging functions.
Discrete Choquet integrals generalize both the
weighted arithmetic means and OWA functions. These
functions are defined with respect to a fuzzy measure,
and can take into account not only the relative weight-
ings of the individual inputs, but also their groups.
Definition 2 Let N = {1, 2, . . . , n}. A discrete fuzzy
measure is a set function v : 2N → [0, 1] which is
monotonic (i.e. v(A) ≤ v(B) whenever A ⊂ B) and
satisfies v(∅) = 0 and v(N ) = 1.
In Definition 2, a subset A ⊆ N can be considered as
a coalition, so that v(A) gives us an idea about the
importance or the weight of this coalition. The mo-
notonicity condition implies that adding new elements
to a coalition does not decrease its weight.
Definition 3 The discrete Choquet integral with re-
spect to a fuzzy measure v is given by
Cv(x) =
n∑
i=1
x(i)[v({j|xj ≥ x(i)})−v({j|xj ≥ x(i+1)})],
where (x(1), x(2), . . . , x(n)) is a non-decreasing permu-
tation of the input x, and x(n+1) =∞ by convention.
When dealing with multiple inputs, it is often the case
that these are not independent, and there is some
interaction among the inputs. For instance, two or
more inputs may point essentially to the same concept.
If the inputs are combined by using, e.g., weighted
means, their scores will be double counted. To mea-
sure such concepts as the importance of an input and
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interaction among the inputs we will use the concept
of Shapley value, which measures the importance of
an input i in all possible coalitions[10, 13].
Definition 4 Let v be a fuzzy measure. The Shapley
index for every i ∈ N is
φ(i) =
∑
A⊆N\{i}
(n− |A| − 1)!|A|!
n!
[v(A ∪ {i})− v(A)].
The Shapley value is the vector φ(v) =
(φ(1), . . . , φ(n)). It satisfies
∑n
i=1 φ(i) = 1.
2.2 The Classification Problem with Ordinal
Classes
Classification with numerical variables involves assign-
ing un unknown datum xi ∈ ℜn to a discrete label or
class yi. To use the fitting problem described e.g., in
[5, 6], the pairs {(xi, yi)} need to be numerical with
values preferably on the unit interval. The resulting
prediction f(xi) ≈ yi will also be in [0, 1] and not a
class, so thresholds must be set whereby a given range
corresponds to a given class. The abalone data set
from the UCI Machine Learning Depository is an ex-
ample of ordinal classes, with the available classes 1-29
each denoting the number of rings. Amorim et al [2]
recently used this database, and grouped the outputs
into the ranges 1-8, 9-10, 11-29 for classification pur-
poses.
In classifying journals based on the available informa-
tion however, it is uncertain whether a ranking of A
(top 5%-20% of journals) is at the higher or lower end
of the range. When fitting the data, the yi will be
somewhere in the middle of each range, with the fit-
ting algorithm attempting to minimize the distance
between these scores and the predicted function. This
process is hence not designed to maximize accuracy,
but rather minimize the residual errors. Figure 1
shows an example of the predicted/observed graph,
with all the data falling within the square boxes de-
noting a correct classification.
2.3 Data Preprocessing
The ISI include five statistics collected from citation
data each year: Total Cites (Cites)- the number of
times the journal is cited in the year, Impact Factor
(IF) - the ratio of cites to recent articles to the number
of recent articles, Immediacy Index (ii) - the ratio
of cites to current articles to the number of current ar-
ticles, Articles (articles)- the number of articles pub-
lished, Cited Half-Life (half-life) - the median age of
articles cited.
In collecting data sets, we were restricted to those that
had ISI index information available. In some cases,
Figure 1: Plot of ARC0101 fitting from AOtools with
additional markings added to show classification bins.
data was missing, and hence these entries also had to
be removed. In preliminary analysis, we also decided
to remove the Articles variable, as the spread of data
showed little to no distinction between A* and C jour-
nals. The four resulting data sets used were: ARC0101
(172 ranked journals), ARC0102 (71 ranked journals),
NCMS0101 (164 ranked journals) and NCMS0102 (195
ranked journals).
The changes to the lists made by NCMS include delet-
ing and recategorizing journals. This is why there is
such a difference between the 0102 lists. The NCMS
changed the FoR codes for a number of journals to
0102.
For use in aggregation, it is necessary to map the final
rankings and the ISI data to the unit interval. Ideally
when using aggregation functions for decision making
and classification, it is helpful to know which aggregate
scores would correspond to each class. For the journal
classes, (A*,A,B,C) we assigned the numerical values
(1,0.9,0.7,0.3). The midpoints of these values provide
the theoretical thresholds that the data should adhere
to, i.e. the top 5% of journals should be allocated the
A* ranking.
Similarly for the inputs, it is desirable to have an un-
derstanding of when a score is good, very good, poor
etc. This information is not available to us and hence
we must transform the data in some other way. One
can scale the data linearly or by standardization meth-
ods, however the issues of commensurability [11] and
idempotency make it appropriate to define utility func-
tions for each variable that will indicate the relative
utility of each score. Utility functions assign numerical
scores that allow each attribute or variable to be mean-
ingfully compared. They have been studied in conjunc-
tion with Multi-attribute Utility Theory (MAUT). We
used quartile analysis of each variable in each data set
and then defined piecewise linear functions that ap-
proximated the spread of results among each class with
61
the requirement of idempotency, i.e. a datum with
scores of (0.9,0.9,0.9,0.9) should receive an A ranking
overall. Figure 2 illustrates such a utility function.
Figure 2: Example of utility function based on quar-
tiles.
3 Journal Rankings based on
Aggregation Functions
Predicting the journal rankings amounts to a classifi-
cation problem with ordinal data. To use aggregation
functions for such a purpose, it is necessary to firstly
allocate numerical scores to each class, and secondly to
set the thresholds for classification. In the output, we
need make no distinction between a high scoring B and
a low scoring B, all that matters is whether the pre-
dicted classifications correspond to the observed rank-
ings.
After preprocessing the data, the software package
AOtools [3] was used to find the weights of the general
fuzzy measure, OWA and WAM that best fit the data.
In some decision-making situations, these weights can
be pre-specified according to experts’ understanding
of which variables are important etc. Where this in-
formation is not available, the weights can be learned
using mathematical programming methods that min-
imize the difference between observed and predicted
values. In this instance, the data was fit by the least
squares method. The ranking of each journal was then
predicted based on its aggregate score (see Figure 1).
In all cases, a general fuzzy measure outperformed (in
some cases only slightly) the additive and symmet-
ric fuzzy measures that correspond to the WAM and
OWA respectively (see Table 1). This is not surprising,
as one would expect the fitting of the fuzzy measure
to result in a WAM or OWA function they more ac-
curately modeled to the data. The confusion matrix
for the obtained general fuzzy measure for ARC0101
is shown as table 2.
In most cases, misclassifications are due to the con-
structed aggregation function overpredicting the rank-
Table 1: Accuracy Results for Each Dataset (% of
journals given correct ranking A*, A, B or C and %
within 1 band.)
Dataset Method accuracy within 1
ARC0101 F.M. 0.663 0.971
OWA 0.523 0.942
WAM 0.640 0.977
NCMS0101 F.M. 0.693 0.982
OWA 0.534 0.963
WAM 0.607 0.982
ARC0102 F.M. 0.380 0.873
OWA 0.366 0.831
WAM 0.324 0.817
NCMS0102 F.M. 0.595 0.985
OWA 0.585 0.979
WAM 0.585 0.985
Table 2: Confusion Matrix for ARC 0101 - bold de-
notes the journals correctly ranked.
predicted
rank A* A B C
A* 25 3 0 0
A 11 27 14 1
B 2 13 57 5
C 1 1 7 5
ing. Some of the sets have only a small proportion of
C ranked journals in the list, which could be one ex-
planation, however it is also the case that these jour-
nals sometimes have similar ISI statistics to journals
of a higher standing. As discussed above, these dis-
crepancies may be the result of external information
employed by the decision-makers.
We paid attention particularly to those journals that
were misclassified by two or more classes. In some sit-
uations, the journals seem to have a lower rank than
predicted because they are associated more with other
disciplines than mathematics, e.g. Geophysical and
Astrophysical Fluid Dynamics (NCMS0102 aggregate
score of 0.817 but only ranked C) was originally classi-
fied under the 0201 Astronomical and Space Sciences
FoR code. In some cases the NCMS has suggested
a revision to the ARC ranking, usually citing the ISI
data as justification. For both FoR codes there is sig-
nificantly fewer outliers in the NCMS sets, suggesting
that their rankings are made with more consideration
of the ISI Web of Knoweldge indices.
4 Interpretation of Fuzzy Measures
In deciding to use the ISI indices as a guide, decision-
makers could decide to pre-define the aggregation
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function that is to be used and assign the appropri-
ate parameters and weights. The Choquet integral
is defined by a fuzzy measure and hence requires 2n
weights to be specified. Even with only four variables,
this requires 16 weights that correspond to the criteria
and coalitions. One option in the face of this difficulty
is for experts to provide the expected output scores for
a sample of journals and then learn the weights from
these. In the case of the Choquet integral, a large
enough sample is required such that the fuzzy mea-
sure may approximate the data without overfitting or
underfitting.
In this instance, the output for each journal is a class,
not a number, and hence the fitting process is based on
uncertain information. Furthermore, it is not known
which journals are to provide the typical rankings that
are to set the rule. We instead fit the fuzzy mea-
sure to the entire datasets available, in order to learn
the preferences and tendencies of the decision-makers.
The weights found using AOtool for the fuzzy mea-
sure, WAM, OWA and Shapley Values (from the fuzzy
measure) are shown in tables 3 - 6.
Table 3: Fitted fuzzy measure weights
ARC NCMS ARC NCMS
0101 0101 0102 0102
{0} 0 0 0 0
{1} (cites) 0.359 0.348 0.755 0.325
{2} (IF) 0.707 0.847 0.755 0.510
{12} 0.948 1 0.793 0.804
{3} (ii) 0.359 0.580 0.755 0.335
{13} 0.359 0.580 0.755 0.602
{23} 0.939 0.921 0.755 0.695
{123} 0.948 1 0.793 0.804
{4} (half-life) 0.359 0.348 0.253 0.335
{14} 0.359 0.348 0.755 0.542
{24} 0.707 0.847 1 0.758
{124} 1 1 1 1
{34} 0.359 0.580 0.755 0.335
{134} 0.359 0.580 0.755 0.866
{234} 0.939 0.921 1 0.758
{1234} 1 1 1 1
Table 4: Fitted fuzzy measure Shapley values
ARC NCMS ARC NCMS
0101 0101 0102 0102
cites 0.150 0.139 0.237 0.279
IF 0.615 0.559 0.359 0.356
ii 0.128 0.215 0.230 0.149
Half-Life 0.107 0.087 0.173 0.215
The Shapley values calculated from the fuzzy mea-
sures stress the importance of the impact factor (IF)
Table 5: Fitted WAM weights
ARC NCMS ARC NCMS
0101 0101 0102 0102
cites 0 0 0.304 0.267
IF 0.801 0.803 0.171 0.335
ii 0.038 0.059 0.338 0.195
Half-Life 0.161 0.138 0.188 0.203
Table 6: Fitted OWA weights
ARC NCMS ARC NCMS
0101 0101 0102 0102
wmax 0.644 0.739 0.568 0.345
w2 0.079 0.007 0.199 0.299
w3 0.080 0.047 0.032 0.191
wmin 0.197 0.207 0.200 0.166
variable. Indeed, the impact factor alone is used by
some institutions to assess the quality of a journal.
One also notices in all derived fuzzy measures that
the cites criterion adds little to the immediacy index.
With the exception of smaller subsets in the NCMS
0102 dataset, it usually holds that:
v(A ∪ {ii}) ≈ v(A ∪ {ii, cites}), ∀A ⊆ N/{ii, cites}
This may be consistent with the way the statistics are
determined. A journal with a high immediacy index,
i.e. a high number of cites to current articles in the
current year, is likely to correspond to a high number
of cites to all articles in the current year. It may be
specifically a characteristic of mathematics that cur-
rent and recent articles tend to be cited more often.
The weighted mean for the 0101 datasets is also indica-
tive of this correlation. The fitted WAM shows a high
importance allocated to IF with virtually no weight-
ing given to cites or ii. In predicting the weights of a
mean, decision-makers would be unlikely to give more
importance to half-life than to ii, however to do this
would, to an extent, double count the scores since high
impact factor usually corresponds to high values in the
other two variables. The case is different for the 0102
datasets. The NCMS weights correspond similarly to
the Shapley values of the fuzzy measure, and one can
see that this fuzzy measure behaves more additively.
Interestingly, the ARC 0102 data set has a WAM with
less importance given to the impact factor than to the
cites or immediacy index.
The OWA functions, which achieved worse results, are
characterized by high weights allocated to the highest
scoring variables. In practice, decision-makers may be
influenced by one or two particularly high scores, how-
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ever in the current context, it would not be likely that
a journal would be rated highly if only its half-life were
high.
Although there are outliers among the rankings, the
fuzzy measures fit to a large number of data sets give
a good indication as to the main tendencies of those
ranking the journals. Such fuzzy measures could be
used to give an overall evaluation of each journal,
before the decision-makers allocate the final ranking.
Where the journals must be ranked in accordance with
their overall standing, these functions could also be
used to give an ordinal ranking, and then ratings could
be given to the top 5%, 20%, and so on, of each
class. External information could then be employed
later where a journal’s quality is not properly inferred
from the citation indices. The use of such functions is
likely to make the process through which the rankings
are allocated less time-consuming and more consistent,
although the limitations of statistics as indicators of
quality should always be taken into account.
5 Future Research
Even the difference between two sub-disciplines indi-
cates that fuzzy measures are likely to differ from disci-
pline to discipline. None-the-less, it would be interest-
ing to see how the accuracy of overall fuzzy measures
compares to those defined by particular datasets. In
future investigation into this application, we will test
alternative classification methods such as k-nearest
neighbors and Lipschitz interpolation as described in
[6] against those shown here. It may also be possible
to increase the accuracy by changing the thresholds
of classification, and also perhaps altering the utility
functions.
6 Conclusion
We used discrete Choquet integrals to analyze the be-
havior of decision makers in a classification problem
with order amongst the classes. The results showed
high success within one class, however it is likely that
the correct classifications could be improved. The out-
liers identified by the investigation showed that perfect
results would be unlikely to achieve, and perhaps not
even desirable. After analyzing the weights we sug-
gested that decision processes such as this could be
well improved with the use of aggregation functions.
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