The molecular theory of the homogeneous nucleation rate based on the n/v-Stillinger cluster, and developed in the preceding paper ͑paper I͒, is applied to the condensation of supersaturated argon vapor, in a preliminary calculation of the rate of nucleation for a single set of conditions ͑temperatureϭ85 K, pressureϭ2500 Torr͒. Free energies are obtained by means of Monte Carlo simulation. Upper and lower bounds differing by only two orders of magnitude are obtained. Since the best current measurements of vapor phase nucleation rates are accurate to within about a single order of magnitude, this result is considered promising. The direction of future work to improve the accuracy of the predicted rate is clear, and considerable improvement should be possible. These directions are discussed in the paper. Also, the essentially non ad hoc nature of the n/v-Stillinger cluster is demonstrated by the appearance of a range of connectivity distances ͑in a predicted location͒ within which the calculated nucleation rate is insensitive to the connectivity distance. As in the case of paper I, subtle features of the nucleation process, unnoticed in earlier theories, are revealed.
I. INTRODUCTION: THE n/v-STILLINGER CLUSTER
The central feature of the molecular theory of nucleation, applied to argon vapor in this paper, is the n/v-Stillinger cluster defined and described in considerable detail in paper I 1 of this series. This cluster was selected on the basis that it offered the best chance for constructing a non ad hoc theory of the nucleation rate in the sense that predicted rates would be insensitive to the magnitudes of the parameters, especially the ''connectivity distance,'' used in its characterization. In the present paper we describe the Monte Carlo ͑MC͒ algorithms employed in the determination of the equilibrium distribution of n/v-Stillinger clusters. This distribution enters the rate theory derived in paper I. Finally, we present the first estimates of nucleation rates, based on the n/v-Stillinger cluster, and discuss the influence on those rates of the various parameters entering the theory.
The theory for the equilibrium distribution of the n/v-Stillinger cluster is developed in the preceding paper. It is found that the equilibrium number of clusters having n molecules and a volume between v and vϩdv is given by p͑n/v ͒dvϭ dv ⌳ 3 exp͕Ϫ␤͓ϪkT ln͑⌳ 
͑2͒
In these equations, ⌳ is the thermal de Broglie wavelength for a single molecule, d c is the connectivity distance, U is the intermolecular potential, and is the chemical potential of the molecules in the vapor at pressure P ͑the original vapor a͒ Current address: School of Chemical Engineering, Purdue University, West Lafayette, Indiana 47907-1283. b͒ Author to whom correspondence should be addressed.
loses n units of free energy when the cluster is formed͒, while n is the molecular content of the cluster, and v is its volume defined by the ''shell molecule.'' The quantity v c (v) is a suitable mean volume for the ''cavity'' within which the connected n-cluster must reside in order to satisfy the requirement that it is not linked to the surrounding vapor molecules, while U 0 is a suitable mean interaction energy between the n molecules of the cluster and the N-n outside. As it will develop, in this first study, this potential will have to be treated in a mean field sense, but later improvements are obviously possible. There is a similar problem with respect to v c , since, in reality, the cluster must be placed in a different irregular shaped ''cavity'' within the surrounding vapor for each different configuration of the n molecules but, as already indicated, in this first study, we will replace the individual configuration-dependent irregular cavities by a mean field volume v c (v). It should be noted, however, that Stillinger 2 began a systematic diagrammatic analysis of v c . The primed coordinates refer to an origin at the center of mass ͑c.m.͒ of the cluster, and H(r 1 Ј ,...,r n Ј) is a function equal to 1 when the n atoms satisfy the connectivity condition and equal to 0 otherwise.
The only lapse of rigor in Eqs. ͑1͒ and ͑2͒ concerns U 0 and v c , both of which cannot be as simply separated, as in the equation, from the other terms in the exponent. In the future, these effects can be treated more accurately, but as already indicated, here we will use a simple mean field approach. It will turn out that, at the gas densities of interest, U 0 is of such negligible magnitude that the mean field approximation causes no sizable error. However, the same cannot be said of v c . The term Pv c (v) can be thought of as the reversible work that must be expended in forming the cavity in the vapor. The term, ϪkT ln(⌳ Ϫ3 n 3/2 V), in Eq. ͑1͒, is the translational free energy that the cluster would have if it were a free particle in a volume V, i.e., if its c.m. partition function was ⌳ Ϫ3 n 3/2 V. Actually, the cluster is not free and, within the mean field approximation, its c.m. partition function is ⌳ Ϫ3 n 3/2 V exp͕ϪU 0 /kT͖, which accounts for the U 0 in Eq. ͑1͒.
The quantity in square brackets in the exponent of Eq. ͑1͒, which we denote by W , may be thought of as a kind of reversible work of formation of the cluster in question, although, strictly speaking, to obtain the full work of formation, ϪkT times the logarithm of the preexponential factor should be brought into the same square brackets. However, this logarithm contains dv, which can clearly generate awkward situations. Since the logarithmic term is a constant at constant temperature, it is therefore convenient to leave the preexponential in place and to deal only with the remaining variable part of the work of formation, i.e., with the terms in the square brackets as they are in Eq. ͑1͒. Later, in order to obtain a cluster characterized only by n, we shall integrate over v so that dv is eliminated. Then we shall be able to deal with a more conventional work of formation.
The integral of p(n/v)dv over v can be expressed as
where N n is the total number of clusters containing n molecules. In the case that there is no interaction between the cluster molecules and those of the surrounding vapor, i.e., in case U 0 ϭ0, it can be shown that W n represents the Gibbs free energy of formation of the n/v-Stillinger cluster.
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II. MONTE CARLO SIMULATION OF CLUSTER FREE ENERGY
A. Preliminary remarks
The Helmholtz free energy FЈ ͓see Eq. ͑2͔͒ of the n/v-Stillinger cluster was evaluated by means of MC simulation. Two different methods were used. Although the methods are based on the usual Metropolis algorithm, 4 there are some modifications that are unique to this cluster ͑e.g., treatment of the shell molecule and the connectivity condition͒, and so it is appropriate to describe the details of the modified algorithms. Our application involves argon vapor, for which we use the Lennard Jones ͑LJ͒ potential
͑4͒
where u 0 /kϭ119.8 K and r 0 ϭ3.405ϫ10 Ϫ10 m. 5 The total potential energy of an n-cluster is given by
where r i j is the distance between molecules i and j.
B. The algorithms
First method
At an initial temperature T 1 , n argon atoms ͑molecules͒ are randomly placed in a spherical container of initial volume v 1 ͑T 1 ϭ185 K, v 1 ϭ1024 nr 0 3 ͒. The atoms are subject to two constraints. ͑i͒ One atom is always located on the shell of the container, i.e., its coordinates are ͑R C , 0,0͒, where R c is the radius of the container. ͑ii͒ The container is always centered on the c.m. of the n atoms located at ͑0,0,0͒. The role of the ''shell molecule'' is arbitrarily assigned to the nth atom. Then 2 0 ͑in the present study 0 ϭ10 6 ͒ configurations are generated by random moves of the atoms subject to the above two constraints. One cycle ͑or one trial͒ consists of moving all atoms except the shell atom. In practice, one atom, say the kth with 1рkрnϪ1, is chosen at random and kept fixed while the nϪ2 remaining atoms are moved randomly within the container. Afterwards, the kth atom is moved to a location that satisfies constraint ͑ii͒. If this move brings the kth atom out of the container, the n Ϫ2 atoms are returned to their initial configuration and their random movement is repeated until the kth atom stays inside the container. This repetition does not affect the cycle counter, no matter how many times it must be carried out. In other words, one cycle leads invariably to the construction of a new geometric configuration which is accepted or rejected, depending on the change in potential energy ⌬U, according to the usual Metropolis criterion. 4 If, in a random move, the atoms are allowed to be displaced through any distance, the acceptance ratio, i.e., the ratio of the number of accepted configurations to the number of cycles, will usually be near zero or unity. This is known to lead to a poor sampling of the phase space of the n-atom system. Therefore, the maximum distance over which an atom is allowed to move is periodically adjusted so as to achieve an acceptance ratio of approximately 0.5, a widely adopted value. 6 The initial fully random configuration is not an equilibrium state. Therefore, the first 0 configurations are required to establish equilibrium while the remaining 0 are employed in the evaluation of the relevant thermodynamic quantities. In particular, during the second set of 0 configurations generated at (v 1 ,T 1 ), the average potential energy ͗U(n,v 1 ,T 1 )͘ is evaluated. In principle, the temperature should then be decreased in small decrements. After each decrement, say at temperature TЈ, the average potential energy ͗U(n,v 1 ,TЈ)͘ can be evaluated in the same way, and the procedure is continued until the desired temperature T is attained. The total energy at TЈ is given by
where the first term on the right corresponds to the constrained ideal gas contribution. Assuming that the vapor behaves as an ideal gas at (v 1 ,T 1 ), the free energy at T is given by
where the subscript id indicates ''ideal.'' It turns out, at least at v 1 and throughout the temperature range of interest, that ͗U(n,v 1 ,TЈ)͘ varies parabolically, quite accurately, with respect to 1/TЈ. Accordingly, we express ͗U(n,v 1 TЈ)͘ in the form ͗U͑n,v 1 ,TЈ͒͘ϭc 0 ϩ
where the parameters c 0 , c 1 , and c 2 are determined from the results of simulation at the three temperatures, T 1 , TЈϭ(T 1 ϩT)/2, and T ͑ϭ85 K in the present work͒. We find
where U 1 , UЈ, and U are the average potential energies at T 1 , TЈ, and T, respectively. Making use of Eqs. ͑6͒, ͑7͒, and ͑8͒, we find
where the constrained ideal gas free energy at T is given by
where b(n), a function of n only, accounts for the constraints implicit in the fixed center of mass and the shell molecule, and is given by
͑12͒
In order to obtain FЈ(n,v,T), we evaluate the work performed, at T, on the gas as it is compressed reversibly from v 1 to v. Thus, we obtain
where, for p(vЈ), we use the conventional virial expression
͑14͒
where the angle brackets denote the canonical average. In order to achieve good accuracy for the integral in Eq. ͑13͒, the system was simulated at three intermediate volumes vЈ, vЉ, and vٞ such that (v 1 ϾvЈϾvЉϾvٞϾv) and FЈ(n,v,T) was obtained using three-point Gauss quadrature 8 in the evaluation of the integral in Eq. ͑13͒.
The free energy FЈ(n,v,T) obtained in this way does not incorporate the connectivity condition; in fact, it corresponds to d c ϭϱ. In order to introduce connectivity, the simulation is performed at the volume v itself. Again the first set of 0 cycles serves to equilibrate the system. In the second set of 0 cycles, we distinguish configurations by the index i (iϭ 0 ϩ1, 0 ϩ2,...,2 0 ). Each such configuration is characterized by a connectivity distance d c (i) . This is the smallest value of d c that allows the set of n particles to be considered connected.
In practice, we defined a series of particular values of d c corresponding to pair potential energies 0.00, Ϫ0.01, Ϫ0.02, Ϫ0.05, Ϫ0.10, Ϫ0.20, Ϫ0.50 kT, i.e., corresponding to d c /r 0 ϭϱ, 2.8733, 2.5591, 2.1947, 1.9522, 1.7337, and 1.4718 ͑see insert in Fig. 1͒ . A configuration that is a connected object, with respect to a given value of d c , is obviously a connected object with respect to a looser criterion. Thus, once the simulation is completed, we obtain the number of configurations ( A slightly more detailed argument for Eq. ͑15͒ is presented in Ref. 7 , but the physical interpretation is quite simply the following. Since importance sampling on the Boltzmann distribution has been performed, each configuration ͑on this scale͒ is weighted equally. From this point of view there is no energy contribution to the free energy, but only an entropic contribution, i.e., the Helmholtz free energy is simply the negative of the entropy divided by T. Then, in Eq. ͑15͒, the free energy difference in ''charging up'' the connectivity from zero to a finite value, i.e., from d c ϭϱ to a finite d c , is simply determined by the entropy difference which is itself determined by the logarithm of the ratio of the numbers of configurations in the initial and final states.
Second method
The obvious relation of the n/v-Stillinger cluster to the ͑n,P,T͒ or constant pressure ensemble suggests an alternative MC simulation for W . The ''second method'' that we now discuss represents this alternative.
As in the case of the ''first method,'' the Helmholtz free energy must be evaluated in a number of steps, beginning at a large volume and high temperature (V 1 ,T 1 ) where the vapor can be considered ideal. The integrand in the constant pressure ensemble partition function appropriate to the cluster is Q(n,v,T;d c )exp͕ϪPv/kT͖. This quantity is proportional to the probability f (v) that the cluster has the volume v, i.e.,
Since the internal Helmholtz free energy is given by FЈ(n,v,T;d c )ϭϪkT ln Q(n,v,T;d c ), Eq. ͑16͒ allows us to write the difference in free energies between states at the same temperature but different volumes as
͑17͒
Thus, if vЈ is v 1 , Eq. ͑17͒ can be used in place of Eq. ͑13͒ of the ''first method.'' However, now one uses the Metropolis algorithm to simulate f (v), v being part of the random move, while the cluster is subjected to the constraints of conserved c.m. and the connectivity condition. However, the connectivity condition is not imposed in the manner of the first method. Instead, each newly generated configuration is inspected to see if it satisfies the condition and is rejected if it does not, the system being returned to the original configuration before the next move. Note that the free energy change on the left of Eq. ͑17͒ is independent of P, as can easily be demonstrated by substituting Eq. ͑16͒ into the right side of the equation. Consequently, we can use the trick of performing constant pressure simulations at different pressures so that successive intervals of cluster volume, between vЈ and v, are sampled. Adding these samples yields the required free energy difference between the two specified volumes.
If our goal is the determination of FЈ(n,v,T;d c ), this can be determined from Eq. ͑17͒ if FЈ(n,vЈ,T;d c ) is known.
The latter can be determined from FЈ(n,vЈ,T;d c →ϱ), i.e., from a simulation without connectivity, by evaluating ⌿(d c ), the probability that a given state conforms to d c . Now
and since FЈ(n,vЈ,T;d c )ϭϪkT ln Q(n,vЈ,T;d c ), this equation can also be written in the form
͑19͒
Notice that substitution of Eq. ͑18͒ in Eq. ͑19͒ reproduces Eq. ͑15͒, so that we have merely presented another proof of that equation. In any event, ⌿(d c ) can be obtained in a constant volume ͑canonical ensemble͒ simulation, and FЈ(n,vЈ,T;d c →ϱ) can be evaluated in a constant volume simulation without connectivity. With these two quantities in hand, FЈ(n,vЈ,T;d c ) can be determined from Eq. ͑19͒ and used in Eq. ͑17͒ for the determination of FЈ(n,v,T;d c ).
It is also necessary to deal with the dependence of FЈ on temperature. We have not addressed this question in the discussion of Eqs. ͑16͒-͑19͒. One needs to know FЈ(n,vЈ,T;d c →ϱ), but to know it at temperature T we must refer it to T 1 and d c →ϱ, where the corresponding free energy is known, just as in the case of the ''first method.'' In applying the second method we chose to accomplish this by using the ''recursion'' trick of Li and Scheraga. 9 Also, we chose v 1 Ϫ1)U/kT͖, where b is an arbitrary quantity larger than unity and U is the potential energy of the system. The average is obtained in the usual manner through the application of the Metropolis algorithm. However, the temperature can also be scaled with b so that the canonical ensemble partition function may be written as Q(T)ϭW(b,bT)Q(bT). This expression can be iterated, each time using a different b, say b i . With continued iteration, the partition function may be written as
where Q(ϱ) clearly equals V N . Since the logarithm of Q(T) gives the Helmholtz free energy F, this product representation of Q(T) yields a representation of F as a series sum. This series converges very rapidly as the effective temperature goes to infinity, so that only a small number W's need to be simulated in order to arrive at a reliable value of F.͔
The explicit form of W is given by
so that Eq. ͑1͒ may be reexpressed as
and Eq. ͑3͒ can be reexpressed as
Among other things, this equation shows that a difference as small as 0.1 kT in the chemical potential may change the predicted number of n-clusters by several orders of magnitude (e 7 Ϸ1000).
III. EXAMPLES OF THE APPLICATION OF THE TWO SIMULATIVE METHODS
It is appropriate to provide examples of the application of the above simulative methods. These methods allow the determination of the number of n-clusters N n under equilibrium conditions. From these numbers the nucleation rate J can be derived using Eq. ͑20͒ of paper I,
where ␤(n), the total molecular capture rate for clusters having n molecules, given by Eq. ͑19͒ of that paper, is
in which ␤ (n,v) is the molecular capture rate for a cluster of n molecules and volume v. First we provide an example of the application of the ''first method.'' For this purpose we treat supersaturated argon vapor ͑Tϭ85 K, Pϭ2500 Torr, Vϭ1.0 cm 3 ͒ and evaluate W /kT as a function of v for nϭ50, various values of d c /r 0 , and for v c (v)ϭv. Note that with this value of v c , the nonredundancy requirement is not utilized since vapor and cluster molecules can be arbitrarily close. The results are exhibited in Fig. 1 . We know ͑see paper I and below͒ that nϭ50 lies on the small n or near side of the ridge. Nevertheless, a ''valley'' is clearly evident in the figure, although it is lower and increasingly broad as the magnitude of d c is increased. At d c ϭϱ it would disappear entirely. This means that p(n/v) always increases as d c is increased, a consequence of having not utilized the nonredundancy requirement. However, in accordance with the discussion in Sec. V of paper I, the application of the connectivity constraint produces a valley. The physical reason is simple. With small d c and the c.m. and shell molecule requirements, a large value of v causes the connected cluster to be stretched and to possess only a small number of configurations. Thus the entropy is severely reduced and the free energy is correspondingly increased. Also, we have noted that not only is the breadth of the valley increased as d c is increased, but the depth, as well, is increased. Equations ͑17͒ and ͑18͒ then require the combination of increased breadth and depth to result in a substantial increase in N n , so that for the nucleation rate J to be insensitive to d c , it would be desirable for ␤(n), to decrease with n, a point that was emphasized at the end of Sec. VI of paper I. However, it should be emphasized that the argument of this paragraph is based on v c (v)ϭv and is therefore limited to the case in which the nonredundancy requirement is not enforced.
In the example of the application of the second method, T and P are also chosen to be 85 K and 2500 Torr, respectively. Instead of examining the dependence of W (v) on d c we select a particular value for this quantity, namely d c ϭ1.5r 0 , and explore the dependence of W (v) on n. In addition, instead of setting v c ϭv, we use the ''upper bound'' value supplied by Eq. ͑22͒ of the preceding paper, namely
This choice of v c overemphasizes the effect of the nonredundancy requirement and may therefore be regarded as providing an upper bound to the effect of that requirement. In order to highlight a subtle problem, associated with the translational free energy of the cluster, instead of evaluating W we evaluate Ŵ ϭW ϩkT ln V. This amounts to ignoring the term, ϪkT ln V, in the exponent of Eq. ͑1͒ or dividing p(n/v)dv on the left by V. The resulting equation then gives the concentration of clusters rather than the number. Ŵ is thus the work of formation of a cluster for the case Vϭ1. One might ask why Ŵ in Fig. 2 , where our results are displayed, is not the same as the W that one would get by simply setting V in W equal to unity so that the number of clusters on the left would represent the concentration. The reason lies in the fact that all quantities in W in Fig. 2 are measured in reduced units, so that a unit volume in cgs units corresponds to r 0 3 reduced units and 1 cm 3 is transformed into a very small number of reduced units.
As already indicated, the results, for nϭ10, 20, 30, 40, 50, 60, and 70 are shown in Fig. 2 in which Ŵ /kT is plotted versus v/r 0 3 . Note that the curve for nϭ70 lies below that for nϭ60. Thus nϭ70 must lie on the downhill side of the ridge. Beginning with the curve for nϭ10, the curves are progressively higher until nϭ60. Thus, these curves, including the one for nϭ60, lie on the uphill or near side of the ridge. The curves show that, because of the constraint, a valley exists on the near side of the ridge and connects smoothly to the valley on the far side. Somewhere between nϭ60 and nϭ70 a maximum, corresponding to a nucleus, clearly occurs on the path through this single valley. A nucleus of this size is predicted by the MD studies on argon of Zhukhovitskii, 10 conducted under the same conditions of temperature and pressure.
It is important to notice that Ŵ in Fig. 2 is positive whereas W in Fig. 1 is negative. Does a negative W mean that there is no free energy barrier? The answer is no! The negative result comes from the inclusion of the translational free energy of the cluster and represents a thermodynamic requirement. However, kinetics requires that a barrier consisting entirely of negative free energies must still be surmounted. The translational free energy merely reflects the fact that if V is large enough, then even with a situation involving an enormous free energy barrier, there will be a finite chance of forming a nucleus somewhere in the large volume, the larger the volume...the greater is the chance to form a nucleus.
However, translational free energy does contribute to the barrier and, strictly speaking, the size of the nucleus is influenced by it since the translational partition function involves n 3/2 . Problems with translation have of course plagued phenomenological theories of nucleation for many years under the rubric of ''replacement free energy,'' 11-15 but in a molecular theory the problems do not appear, since translational degrees of freedom can be separated exactly from internal ones.
IV. CHOICE OF d c
We have stressed that, in a theory based on a non ad hoc cluster definition, d c should not be a fundamental parameter, i.e., compensating effects, both equilibrium and kinetic, should assure a rate of nucleation independent of d c . For example ͑and some of these ideas have already been discussed in paper I͒, very large values of d c may require such large v c 's that the free energy of cluster formation may be increased and the number of clusters with large v, decreased. However, large v clusters may contain several clusters that satisfy connectivity for a smaller d c . If the clusters with the smaller d c grow into individual drops ͑and the rate of nucleation is usually measured in terms of the number of drops͒, then the rate reducing effect of the smaller number of large v clusters will be compensated by the possible multiplicity of smaller d c clusters that they may contain. On the other hand, this multiplicity would be difficult to deal with. Also, large clusters would ''interfere'' with one another so that the approximation involved in the simple ''extraction'' and isolation of both Pv c and U 0 in the exponent of Eq. ͑1͒ would become invalid. Thus a theory based on large d c would be complicated. There is also a problem with the use of very small d c 's. An extremely small d c would also not allow the simple ''extraction'' and isolation of both Pv c and U 0 in the exponent of Eq. ͑1͒. Figure 3 is helpful in explaining why this is so. A cluster with a small d c is illustrated schematically in the upper lefthand corner of the figure. The small d c causes the cluster to be dense so that correlation causes the ambient vapor to also be dense and the ambient pressure to exceed P ͑in effect, part of the cluster lies outside of v͒. Then the work of cavity formation is no longer simply Pv c , and even U 0 may no longer be small enough for a linear approximation. The lower right-hand corner of the figure depicts a situation corresponding to a larger d c . In this case the cluster is diffuse enough so that its correlation with the vapor does not produce an ambient pressure in excess of P, and the extraction of Pv c represents an allowable approximation. As d c is increased, larger numbers of clusters are allowed, but this process cannot be continued indefinitely, because as we show below, the nonredundancy requirement acts to limit the number of clusters. At the same time, all configurations allowed by a smaller d c ͑and therefore all clusters͒ are con- An additional problem ͑as we show below͒ is that the choice of a very small d c leads to clusters that have short lifetimes. It has been demonstrated 16 that a lifetime shorter than the time required for the cluster to relax to internal equilibrium can severely invalidate the use of detailed balance in the primitive form exploited in Sec. VI of the preceding paper. A different and exceedingly complex theory might be able to absorb this additional type of difficult situation, but it makes better sense to work within a range of d c where detailed balance has greater validity, so that the theory is simpler than in the range where detailed balance is no longer a valid approximation. These considerations appear to limit the reliable range of d c to sizes of the order of the breadth of the intermolecular potential. Within this interval, we expect the predicted nucleation rate to be insensitive to d c so that it would remain a nonfundamental parameter. Thus, in the definition of the cluster, it is unnecessary to make an ad hoc choice of d c ͑as long as it is chosen in a range in which the approximations of underlying the theory are valid͒. As already indicated, in previous theories the cluster definition has always involved some ad hoc ͑but not always unreasonable͒ assumption.
We have performed some preliminary MC and MD studies of the dependence on d c of the lifetime of a connected cluster. In one study, bare connected argon n-clusters ͑no spherical v, no shell molecule, no external vapor molecules͒ with a prescribed d c were prepared in a dense initial state. MC moves at 85 K, governed by the Metropolis algorithm, were then performed under the constraint of d c . After equilibration, the fraction of moves in which an argon atom ''attempted'' to violate the constraint was determined. Large fluctuations were inevitable and indeed formed part of the equilibrium phenomenon, but significant results were obtained. The reciprocal of the indicated fraction, denoted by , represents a kind of MC lifetime...in fact, it measures the average number of moves between escape attempts. Figure 4 shows some results, for nϭ10, 30, 50, and 100, as plots of versus d c /r 0 . Notice that, for all n, the ''lifetime,'' initially very short, increases rapidly with d c until d c /r 0 reaches approximately 1.5 and then, although exhibiting a fluctuating mode, enters a plateau corresponding to a roughly constant lifetime. In accordance with the discussion of the preceding paragraph, in order to validate detailed balance as much as possible, it is advisable to choose a value of d c within this plateau where the lifetime is long, and because we know that a reasonable value of d c will be of the order of the range of the intermolecular potential, a value of d c /r 0 ϭ1.5 corresponding to the onset of the plateau is suggested. This is the value that was used in Fig. 2 . If a somewhat different value, say a somewhat larger value, within the plateau region is chosen, it would be expected to make little difference in the predicted rate of nucleation as long as the corresponding ␤ (n,v) is calculated on the basis of the new d c .
Some real time MD studies were also performed. In this case, full n/v-Stillinger clusters were equilibrated to provide initial states. All studies were at 85 K. In Figs. 5 and 6 we show the results for two typical runs, both for nϭ100, but with initial states characterized by v's of 141.42r 0 3 and 400r 0 3 , respectively. In each case, the cluster was first equilibrated under the constraint of d c ϭ1.4r 0 . Thereafter, the MD time evolution of the largest ''bond'' distance was followed as a current d c . In the case of Fig. 5, (vϭ141.42r 0 3 ), the current d c /r 0 remains quite stable for about 20 ps and reasonably stable for 40 ps. Then a pronounced instability ͑d c increases catastrophically͒ occurs. The time of this catastrophe could be taken as the lifetime of the cluster. In Fig. 6  (vϭ400r 0 3 ) a similar behavior can be observed, except that d c /r 0 is not initially as stable as in Fig. 5 and the lifetime seems to be reduced to about 15 ps. In both cases it should be emphasized that the results are for specific runs and cannot be reliably taken to represent average behaviors even if they represent typical runs. Nevertheless the results are physically reasonable. The more compact initial state of Fig.  5 should lead to greater stability and longer lifetime, as indeed it does. More important, rough analytical estimates suggest that the time to achieve internal equilibrium is of the order of a picosecond, so that the lifetimes in the figures appear to be long enough to validate the application of detailed balance. Also, the initial values of d c are near the onset of the plateau discussed in the preceding paragraph, and are also of the order of the range of the intermolecular potential, so that these MD results are consistent with the MC results of the preceding paragraph, and a modicum of stability could therefore be anticipated. 
V. CALCULATED NUCLEATION RATES AND INFLUENCE OF VARIOUS PARAMETERS
Nucleation rates were calculated for Tϭ85 K and P ϭ2500 Torr. Two considerations influenced our choice of these conditions, ͑1͒ Zhukhovitskii carried out his MD studies 10 under these conditions and a comparison with his results seemed in order. ͑2͒ At 85 K, 2500 Torr represents a supersaturation of 4.3 and, according to classical nucleation theory ͑CNT͒, a nucleus with nϷ50. At the same time, according to CNT, at 85 K the critical supersaturation is only 2.3. A determination of the nucleation rate at the critical supersaturation would then involve the simulation of clusters having much larger n's, and would be beyond our current computer capacity. For example, at Pϭ2000 Torr ͑supersaturation of 3.4͒, CNT already indicates an increase of nucleus size to nϭ100.
Working at 85 K and 2500 Torr still allows us to investigate the influence of various parameters, and to predict trends. Parameters of interest are ͑i͒ connectivity distance, d c , ͑ii͒ exclusion volume, v c , ͑iii͒ interaction between vapor and cluster, U 0 , ͑iv͒ system chemical potential, , ͑v͒ capture rates, ␤ (n,v) and ␤(n).
The first four parameters are associated primarily with the equilibrium distribution of clusters, while the fifth depends primarily on the dynamics, and indirectly on the first four to the extent that they determine the structure of the cluster. In the remainder of this section we examine, somewhat collectively, the effects of the various parameters in the above set on our calculated nucleation rates.
These rates were determined using Eq. ͑23͒ with N n determined by the first method of simulation described in Sec. III. U 0 was set equal to zero ͑see below͒ and was chosen as the chemical potential of the vapor assumed ideal, i.e., ϭ id ϭkT ln(⌳ 3 P/kT). For ␤(n), the expressions in either Eq. ͑28͒ or Eq. ͑31͒ of the preceding paper were used. These are, respectively, ␤͑n͒ϭ n where r*ϭ2 1/6 r 0 . This corresponds to choosing the radius of v c , assumed spherical, so that v c is equal to the collective volume of the ''cores'' of the n molecules, so that Eq. ͑26͒ provides a reliable estimated ''lower bound'' for ␤(n). Equation ͑27͒ provides an ''upper bound'' ͓see Eq. ͑25͔͒.
The justification for setting U 0 equal to zero is based on a mean field approximation in which the interaction energy of the cluster with the vapor is predicted on the assumption that , the density of the vapor, is uniform, and that a molecule in the cluster is randomly distributed. U 0 may then be expressed as
where u 1 (r) is the energy of interaction between the cluster and a vapor molecule at a distance r from its center. The evaluation of U 0 by means of this formula is performed in the Appendix, and Fig. 7 illustrates the influence of U 0 , estimated in this way, on the calculated nucleation rate for the case in which the radius of the exclusion volume is R c ϩd c and ␤(n) is given by Eq. ͑27͒. The result is typical for all cases investigated. It can be seen that U 0 has only a minor effect on the nucleation rate. The underlying reason is that the connectivity condition requires ͑in order to avoid redundancy͒ that a vapor molecule cannot be closer than d c to a cluster molecule. Thus we are justified in setting U 0 ϭ0. Returning to Eq. ͑23͒, the terms in the sum are ␤(n)N n and Figs. 8 and 9 exhibit calculated plots of this quantity versus n for six different choices of d c /r 0 and with ␤(n) given by Eq. ͑26͒. In Fig. 8 , v c is set equal to v. It will be observed that, in each plot, ␤(n)N n passes through a minimum in the neighborhood of nϭ70. The minimum is controlled essentially by N n and corresponds to the nucleus. This value of n is close to the value of 68, found for the nucleus, by Zhukhovitskii 10 in his MD simulations. Note that the plots with larger d c 's lie higher in Fig. 8 . Because ␤(n) in Eq. ͑26͒ is independent of d c , this means that, with v c ϭv, N n increases with increasing d c , a trend that was also mentioned in connection with Fig. 1 . Figure 9 exhibits similar plots. However, in this case v was set equal to v max given by Eq. ͑25͒. This corresponds to an exclusion volume with a radius equal to the radius of the cluster augmented by d c . Here again, the curves exhibit minima in the neighborhood of nϭ70, and are consistent with the findings of Zhukhovitzkii. 10 There is, however, an important difference between these curves and those of Fig.  8 . Now, the curves with larger d c lie lower than those with smaller d c . This is a direct result of the larger value of Pv c that must now be used in Eq. ͑1͒, and is therefore a consequence of the nonredundancy requirement. Equally important is the observation that the curves for d c /r 0 ϭ1.4718, 1.7337 are almost identical. These values lie in the ''plateau'' region discussed above and in Sec. IV, and also bracket the value of 1.5 used for the lifetime estimates made in that section. They suggest as we have anticipated, that d c is not a fundamental parameter but can be balanced by the variation ͑with d c ͒ of other parameters.
Here we can begin to understand the mechanism leading to the insensitivity of the nucleation rate to d c . Although balancing effects due to a correct dynamical version of ␤(n) were discussed in Sec. III of paper I, it appears as though equilibrium considerations dominate the balancing act. Figure 10 is helpful in the explanation of this situation. The vertical sequence of figures on the left side of Fig. 10 illustrates the competition between entropy and v c in a cluster characterized by a small d c . v represented by the encompassing circles is supposed to be large. With a small d c , the constraints associated with the fixed c.m. and the shell molecule act to ''stretch'' the complex of cluster molecules so that only a few configurations are available, resulting in a small cluster entropy. This situation is emphasized by the second figure in the vertical sequence. At the same time, the third figure in the sequence shows that the corresponding v c and also Pv c are small. Equation ͑1͒ shows that this effect tends to increase p(n/v), while the small entropy, which increases FЈ, tends to decrease p(n/v). The sequence on the right side of Fig. 10 corresponds to a large d c and large v. In this case the situation is reversed. With large d c , the constraints do not force the complex of cluster molecules to be so ''stretched,'' and many configurations and a corresponding large cluster entropy ͑and smaller FЈ͒ are possible. At the same time, as the third figure in the sequence indicates, v c and Pv c are large. This reversal of effects will, in accordance with Eq. ͑1͒, act to reduce the variation in p(n/v) as d c is varied from small to large. Thus the equilibrium number of clusters will be insensitive to d c .
Further insight into this process is available in Fig. 1 . The curves in this figure were calculated using Pv in place of Pv c , and they are extremely sensitive to d c . Those with larger d c 's correspond to lower and broader valley cross sections. The use of Pv c in place of Pv, within the acceptable range of d c , effectively removes this variation. This is reflected in Fig. 9 in the curves lying in the range 1.47Ͻd c Ͻ1.73. It is important to realize that v c has its origin in the nonredundancy requirement that uniquely partitions molecules into sets belonging to the cluster and vapor, respectively, and that it is the compensating effects, in W , of entropy in FЈ and Pv c that lead to the insensitivity to d c . This result is natural since the avoidance of redundancy involves, among other things, the transfer of effects between the cluster and the vapor.
In order to calculate the actual nucleation rate J, a fourth degree polynomial was fitted to groups of data points similar to those in Figs. 8 and 9 , so that values of ␤(n)N n for use in Eq. ͑23͒ could be obtained via interpolation. J was evaluated for a number of combinations of ␤(n) and v c , and in Fig. 11 the results are plotted as functions of d c /r 0 . Each curve in the figure is labeled by the radius of the exclusion volume v c . The two lowest lying curves ͑open circles and triangles͒ in the figure have v c ϭv max ͑the upper bound͒ as prescribed by Eq. ͑25͒. For the lowest curve ͑triangles͒, ␤(n) from Eq. ͑26͒ was used, while for the next to the lowest curve ͑circles͒, ␤(n) from Eq. ͑27͒ was used. Both curves display a rate that decreases with increasing d c , but for values of d c /r 0 lying between 1.5 and 1.8 there is almost no dependence on d c , an anticipated behavior. In this range, lifetime is on the plateau, detailed balance is more justified, and a theory based on it conforms to the conditions on which the theory is predicated. It should therefore be insensitive to d c . Note that in the d c /r 0 interval between 1.5 and 2.5, the rate changes only by about an order of magnitude.
The two highest lying curves ͑solid circles and triangles͒ in the figure are for v c ϭv. For the curve indicated by triangles, ␤(n) from Eq. ͑26͒ was used, while for the curve indicated by the solid circles, the ␤(n) of Eq. ͑27͒ was used. These curves predict a nucleation rate that increases with increasing d c . With v c ϭv, nonredundancy is not guaranteed. However, the most reasonable ͑mean field͒ v c should lie somewhere between v and v max . The choice, v c ϭv max , represents an ''overkill'' insofar as the avoidance of redundancy is concerned. For example, if we arbitrarily choose the radius of v c to be 0.75 R c ϩd c instead of R c ϩd c ͓and take ␤(n) from Eq. ͑26͔͒, we obtain the intermediate curve ͑solid squares͒ in the figure. J on this curve is practically independent of the nonfundamental d c , a desirable result. It should be noted that, in the important interval, d c /r 0 between 1.5 and 1.8, the difference in rates predicted by the two lowest curves and those indicated by the two highest is less than two orders of magnitude. This should be considered against the fact that the best current measurements of nucleation rates are probably not more precise than to within an order of magnitude.
Furthermore, straightforward calculation of rates using CNT under the same conditions of temperature and pressure show that these rates are higher than those predicted by CNT, a situation that matches the general observation that, at low temperatures, experimental rates are higher than those predicted by CNT. The only experimental data on nucleation in argon vapor near 85 K are those of Zahoransky et al., 17 who measured the critical degree of supersaturation at 83.5 K. These authors found that condensation occurred at a pressure only slightly greater than the saturation pressure. This also implies that the rate of nucleation is substantially higher than that predicted by CNT. In addition, the theory of McClurg et al. 18 predicts that the rate should exceed that predicted by CNT by as much as 30 orders of magnitude.
Finally, it should be noted that J's based on the same v c , but with ␤(n) given by Eqs. ͑26͒ and ͑27͒, respectively, differ by at most an order of magnitude over the entire range of d c /r 0 investigated.
However, as explained in Sec. VI of paper I, better versions of ␤ (n,v) and ␤(n) must still be derived.
The results for J, obtained thus far, and described in this section, may be of the correct order of magnitude, but the accuracy of this statement will have to await the outcome of experiment. In fact our current results are not useful for this purpose because the simulations were performed under conditions where the nucleation velocity is too high. Our results are thus tentative and preliminary. At this stage, it is clear that in order to bring the agreement between theory and experiment to within less than one order of magnitude, it will be necessary to develop much better theories for both v c and ␤(n). We are addressing these problems. Analytical theories of a mean field character as well as another means of simulation are being studied as possible approaches to this problem.
We close this section with a brief discussion of the effect of chemical potential on the nucleation rate. If the vapor is treated as imperfect ͑as it is͒, the chemical potential can be denoted by LJ , where the LJ subscript refers to ''Lennard Jones.'' At first sight, the difference between LJ and id ϭkT ln(⌳ 3 P/kT) seems to be minor. For example, for argon at 85 K and 2500 Torr, id ϭϪ11.78 kT while LJ ϭϪ11.90 kT. 19 However, in W n , the chemical potential is multiplied by n and n( id Ϫ LJ ) can be of the order of several kT, so that W n can be changed by several kT if LJ is used in place of id . Such a change will have an appreciable effect on the predicted nucleation rate. This effect is illustrated in Fig. 12 , where the rates have been calculated by assuming the exclusion radius to be R c and R c ϩd c , respectively, while ␤(n) is taken from Eq. ͑27͒.
From the figure, it can be seen that a variation in the chemical potential of only about 1% changes the calculated nucleation rate by as much as three orders of magnitude. The direction of change in going from the ideal vapor chemical potential to that of the imperfect gas is such as to reduce the rate of nucleation. When the degree of supersaturation is decreased, this effect is amplified, since n for the nucleus is increased.
VI. CONCLUDING REMARKS
The main thrust of this and the preceding paper has been the development and preliminary application of a molecular theory of nucleation based on a cluster definition that does not require ad hoc assumptions concerning the magnitudes of parameters fundamental to the definition. As summarized in the preceding paper, the centerpiece of the theory is a hybrid of the Stillinger and n/v clusters denoted as the n/v-Stillinger cluster. The Stillinger cluster component brings nonredundancy to the theory, while the n/v component allows a reasonable simulative evaluation of the cluster free energy, as well as a framework within which dynamics has the ability to weight the importance of a given cluster to the nucleation rate process. In the latter respect, the theory includes a formulation of the kinetics of the nucleation process that allows dynamics to weight the relevant clusters through the molecular capture rate ␤ (n,v).
Especially in the present paper, but also as anticipated in paper I, the mechanism underlying the avoidance of ad hoc assumptions is found to be rooted primarily in the nonredundancy requirement which allows the theory to be insensitive to the value of the Stillinger connectivity distance d c . This effect was already operative in the equilibrium theory fashioned originally by Stillinger. Insensitivity may be further enhanced by a more rigorous treatment of the dynamical quantities such as ␤ (n,v) that enter the nonequilibrium theory, but the main effect still seems to involve the avoidance of redundancy.
Almost all earlier theories, besides having to rely on ad hoc assumptions, have appealed to detailed balance and, as a consequence, to an equilibrium distribution of cluster types. The theory of the present paper also relies on detailed balance and, like earlier theories, ''inverts the order of averaging'' to calculate the average rate at which an average cluster evolves into a liquid drop. However, since the n/v-Stillinger cluster is characterized by a larger number of parameters, the inversion of the order of averaging is somewhat reduced.
An approach that relies on detailed balance and an equilibrium distribution of clusters may obscure the fact that the actual clusters involved in the dynamic process of nucleation are nonequilibrium entities. In varying degree, the equilibrium clusters can resemble them, and a primary task of the cluster definition is the choice of clusters that assure such resemblance. This task is lightened when the cluster is characterized by more than a single parameter such as molecular content n. In this connection it is appropriate to point out that the n/v-Stillinger cluster is characterized by as many as three parameters, namely n, v, and d c .
In paper I it was demonstrated that errors made in the definition of a cluster can be subtle, and those involving redundancy, the so-called stable cluster, and the isothermal isobaric cluster provided examples. In the present paper we have the added the example of the role of translational degrees of freedom which can produce negative free energies of cluster formation while, at the same time, allowing a positive kinetic free energy barrier.
Besides d c , a parameter v c ͑that depends upon both v and d c ͒ associated with the avoidance of redundancy, enters the theory. This parameter measures the volume of a ''cavity'' in the vapor within which the cluster must reside. The ''cavity volume'' v c also appeared in the original Stillinger theory. In an exact theory, v c must conform to the irregular shape of any particular configuration of the n molecules in the cluster, but in the theory of this paper it is treated as a mean field quantity. The improved determination of its magnitude represents an important current and future research project. Indeed v c is one of the crucial parameters that must be understood before the theory can be improved. The same is true of ␤ (n,v). Current and future research should concentrate on providing reliable analytical or simulative estimates for their magnitudes.
The theory of this paper was used to calculate the rate of nucleation in argon vapor ͑at 85 K and 2500 Torr͒ employing MC methods to evaluate the quantitative properties of the n/v-Stillinger clusters, and using crude estimates for both v c and ␤ (n,v). The size of the condensation nucleus under these conditions was determined to be the same as that pre- dicted by Zhukhovitskii 10 in his MD simulation. According to the discussion in Sec. IV, one can expect the predicted nucleation rate to be insensitive to d c only in a range of d c values within which approximations in the theory are reasonably valid. One such approximation appears in Eq. ͑1͒, where both v c and U 0 are simply separated from the other terms in the exponent. Among other things, this approximation becomes increasingly invalid when clusters are allowed large or small d c 's. Thus, because of this approximation, the theory cannot be reliable if such values of d c are used. Another approximation is the use of detailed balance. This principle is increasingly inapplicable as the lifetime of the cluster becomes shorter than the time for establishing internal equilibrium. For the purpose of determining the range of d c under which detailed balance should represent a good approximation, preliminary studies were performed of cluster lifetime using both MC and MD methods. In Sec. IV, even more important reasons for avoiding small d c 's are discussed.
The appearance of an interval in which the nucleation rate, or even some thermodynamic property, is insensitive to a parameter characterizing the cluster is a necessary but not sufficient reason for legitimizing a cluster definition and an associated theory. Consider, for example, the LBA cluster and the range of v in which both its free energy and structure are insensitive to v. As shown in paper I, clusters in this range of v can be in the ''growth'' rather than the ''nucleation'' mode. Legitimacy depends on the ability of the relevant theory ͑as in the present case͒ to first predict the occurrence and location of an interval of insensitivity followed by the actual observation of such an interval in the correct location.
Evidence that the calculated nucleation rate is accurate to within two orders of magnitude has been presented. Future work, including less crude evaluations of both v c and ␤ (n,v), should improve these results and extend them to other temperatures and pressures. Current measurements of nucleation rates are probably only accurate to within one order of magnitude.
We consider the main contributions of this and the preceding paper to be ͑1͒ the provision of a rational blueprint for the development of a non ad hoc molecular theory of nucleation that, while still dependent on the use of detailed balance, incorporates some dynamical ideas, and ͑2͒ the provision of a standard which can be used in discerning and eliminating inconsistencies in necessary phenomenological theories.
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