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THE LAGUERRE CALCULUS ON THE NILPOTENT LIE GROUPS OF
STEP TWO
DER-CHEN CHANG, IRINA MARKINA AND WEI WANG
Abstract. The Laguerre calculus is widely used for the inversion of differential operators on
the Heisenberg group. We extend the Laguerre calculus for nilpotent groups of step two, and
test it in the determining of the fundamental solution of the sub-Laplace operator. We also
apply it to find the Szego¨ kernels of the projection operators to a kind of regular functions on
the quaternion Heisenberg group.
1. Introduction
Let us start with a beautiful idea of Mikhlin, contained in his 1936 study of convolution
operators on R2 (see [19]). Let F denote a principal value convolution operator on R2:
F(φ)(x) = lim
ε→0
∫
|y|>ε
F (y)φ(x− y)dy,
where φ ∈ C∞0 (R2) and F ∈ C∞(R2 \ {(0, 0)}) is homogeneous of degree −2 with the vanishing
mean value, i.e., F (λy) = λ−2F (y) for λ > 0 and
∫
|y|=1 F (y)dy = 0. It follows that
F (y) =
f(θ)
r2
, y = y1 + iy2 = re
iθ,
where f(θ) =
∑
k∈Z,k 6=0 fke
ikθ. Suppose that g is another smooth function on [0, 2pi] with
g(θ) =
∑
m∈Z,m6=0 gme
imθ. Then g induces a principal value convolution operator G on R2 with
kernel G = g(θ)
r2
. In [19], Mikhlin found the following identity:
(1.1)
|k|i−|k|
2pi
eikθ
r2
∗ |m|i
−|m|
2pi
eimθ
r2
=
|k +m|i−|k+m|
2pi
ei(k+m)θ
r2
.
Here ∗ stands for the Euclidean convolution. Denote the “symbol” σ(F ) of F as
σ(F ) =
∑
k∈Z,k 6=0
(
|k|i−|k|
2pi
)−1
fke
ikθ.
With this notation, one may rewrite (1.1) as follows:
σ(F ∗G) = σ(F ) · σ(G).
It is natural to seek a similar calculus in noncommutative setting. The simplest and most natural
noncommutative analogue of the algebra of principal value convolution operators in Rn is the
left-invariant principal value convolution operators on the n-dimensional Heisenberg group Hn.
The first author is partially supported by an NSF grant DMS-1408839 and a McDevitt Endowment Fund at
Georgetown University. The second author is partially supported by NFR-DAAD project 267630/F10 and ISP
NFR project 239033/F20. The third author is partially supported by National Nature Science Foundation in
China (No. 11571305).
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Mikhlin’s symbol is replaced by a matrix, or tensor, and commutative symbol multiplication be-
comes noncommutative matrix or tensor multiplication. This is the so-called Laguerre calculus.
Laguerre calculus is the symbolic tensor calculus originally induced by the Laguerre functions
on the Heisenberg group Hn. It was first introduced on H1 by Greiner [16] and later extended
to Hn and Hn × Rm by Beals, Gaveau, Greiner and Vauthier [1, 2]. The Laguerre functions
have been used in the study of the twisted convolution, or equivalently, the Heisenberg convo-
lution for several decades. For example, Geller [15] found a formula that expressed the group
Fourier transform of radial functions on the isotropic Heisenberg group, i.e., functions f(z, t)
that depend only on |z|2 and t in terms of Laguerre transform, and Peetre [23] derived the
relation between the Weyl transform and Laguerre calculus. The connection between Laguerre
functions and Fourier analysis on the isotropic Hn has been exploited in the study of various
translation-invariant operators on Hn by Folland-Stein [14], Jerison [17], de Michele-Mauceri [21]
and Nachman [22]. See also Tie [28], Chang-Chang-Tie [8], Chang-Greiner-Tie [9] for the appli-
cation to find the inversion of differential operators, and Chang-Tie [10], Strichartz [26] for the
study of the associated spectral projection operators.
The present paper is twofold. The first part of the paper can be considered as a continuation
of [1, 2, 3, 5, 6]. We shall generalize results obtained on the Heisenberg group to general nilpotent
Lie groups of step 2. The second part contains some applications.
A connected and simply connected nilpotent Lie group N of step 2 is the vector space Rm×Rr
with the group multiplication given by
(1.2) (x, t) · (y, s) = (x+ y, t+ s+ 2B(x, y)) ,
where B : Rm ×Rm → Rr is a skew-symmetric mapping given by
(1.3) B(x, y) =
(
B1(x, y), . . . , Br(x, y)
)
, Bβ(x, y) =
m∑
k,l=1
B
β
klxkyl.
For simplicity, we do not consider the degenerate case and assume m = 2n in this paper. For
any τ ∈ Rr \ {0}, we consider the bilinear form
Bτ (x, y) :=
r∑
β=1
τβB
β(x, y).
We show in Section 2 that for τ ∈ Sr−1 \ E, where E ⊂ Sr−1 is of Hausdorff dimension
at most r − 2, there exists an orthonormal basis locally normalizing Bτ . The skew-symmetric
bilinear form Bτ can be written in a normal form with respect to this local orthonormal basis
{vτ1 , . . . , vτ2n}, which depends on τ smoothly, as
(1.4) −Bτ (vτ2j−1, vτ2j) = Bτ (vτ2j , vτ2j−1) = µj(τ),
j = 1, 2, . . . n, and Bτ (vτk , v
τ
l ) = 0 for all other choices of subscripts. We can write y ∈ R2n in
terms of the basis {vτk} as
(1.5) y =
2n∑
k=1
yτkv
τ
k ∈ R2n
for some yτ1 , . . . , y
τ
2n ∈ R. We call (yτ1 , . . . , yτ2n) the τ -coordinates of the point y ∈ R2n.
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In Section 3, we discuss the twisted convolution of two functions f, g ∈ L1(R2n), which is
defined as
f ∗τ g(y) =
∫
R2n
e−2iB
τ (y,x)f(y − x)g(x)dx,
for any fixed τ ∈ Rr. For a function F ∈ L1(N ), denote by F˜τ (y) the partial Fourier transfor-
mation of F (see (3.1) for definition). It is in L2(R2n) for almost all τ if F ∈ L1(N ) ∩ L2(N ).
Proposition 1.1. For any ϕ,ψ ∈ L1(N ), we have
(1.6) ϕ˜τ ∗τ ψ˜τ = (ϕ˜ ∗ ψ)τ .
We use τ -coordinates to define Laguerre distributions and establish their properties in Sec-
tion 4. Let L
(p)
k be generalized Laguerre polynomials. It is known [6] that
(1.7) l
(p)
k (σ) :=
[
Γ(k + 1)
Γ(k + p+ 1)
] 1
2
L
(p)
k (σ)σ
p
2 e−
σ
2 ,
where σ ∈ [0,∞), k, p ∈ Z≥0, constitute an orthonormal basis of L2([0,∞), dσ) for fixed p. We
define the distributions L
(p)
k on R
2 × Rr via their partial Fourier transformations
(1.8) L˜
(p)
k (y, τ) :=
2|τ |
pi
(sgn p)pl
(|p|)
k (2|τ ||y|2)eipθ,
where p ∈ Z, y = (y1, y2) ∈ R2, y = y1+ iy2 = |y|eiθ, τ ∈ Rr. Then we can define the exponential
Laguerre distribution L
(p)
k
(y, s) on R2n+r via their partial Fourier transformations
(1.9) L˜
(p)
k (y, τ) :=
n∏
j=1
µj(τ˙)L˜
(pj)
kj
(√
µj(τ˙)y
τ
j , τ
)
,
where y ∈ R2n, τ ∈ Rr,p = (p1, . . . pn) ∈ Zn, k = (k1, . . . kn) ∈ Zn≥0, and
τ˙ =
τ
|τ | ∈ S
r−1, µj(τ) = |τ |µj(τ˙),
yτj =
(
yτ2j−1, y
τ
2j
) ∈ R2, j = 1, . . . , n.(1.10)
The definition of L˜
(p)
k (y, τ) above depends on the choice of local orthonormal basis normaliz-
ing Bτ , and in that local neighbourhood, it smoothly depends on y and τ . Note that L˜
(p)
k (y, τ)
is only defined for τ ∈ Rr such that Bτ is non-degenerate. In the degenerate case, if µj(τ) = 0
for some j, we use ordinary Fourier transformation in the direction spanned by vτ2j−1, v
τ
2j . For
simplicity, we assume that Bτ is non-degenerate for almost all τ ∈ Rr in this paper. In this case
L˜
(p)
k (y, τ) is locally integrable and so L
(p)
k as a distribution is well defined.
On the other hand, for any fixed τ ∈ Rr \ {0} with Bτ non-degenerate, L˜ (p)
k
(·, τ) for fixed
τ,k and p is a Schwarz function over R2n, and {L˜ (p)k (·, τ)}p∈Zn,k∈Zn≥0 constitute an orthogonal
basis of L2(R2n) nicely behaving under the twisted convolution.
Proposition 1.2. For k,p,q,m ∈ Zn+, we have
L˜
(p−k)
(k∧p)−1 ∗τ L˜
(q−m)
(q∧m)−1 = δ
(q)
k L˜
(p−m)
(p∧m)−1,
where p∧m−1 := (min(k1, p1)−1, . . . ,min(kn, pn)−1) and δ(q)k is the Kronecker delta function.
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If we assume that Bτ is non-degenerate for almost all τ ∈ Rr and F ∈ L1(N ) ∩ L2(N ), then
for almost all τ , F˜τ (y) ∈ L2(R2n) has the Laguerre expansion
F˜τ (y) =
∑
p,k∈Zn+
F
p
k (τ)L˜
(p−k)
p∧k−1(y, τ),
with
∑∞
p,k∈Zn+
|Fpk (τ)|2 <∞, and the Laguerre tensor of F is defined as
Mτ (F ) :=
(
F
p
k
(τ)
)
p,k∈Zn+
.
The following theorem is the core of the Laguerre calculus on the nilpotent Lie group N of
step two.
Theorem 1.1. Suppose that Bτ is non-degenerate for almost all τ ∈ Rr. For F,G ∈ L1(N ) ∩
L2(N ), we have
Mτ (F ∗G) =Mτ (F ) · Mτ (G)
for almost all τ ∈ Rr.
Proposition 1.1 and Theorem 1.1 essentially give us homomorphisms of noncommutative al-
gebras:
(L1(N ), ∗) hom.−−−→ (L1(R2n), ∗τ ) hom.−−−→ the algebra of ∞×∞−matrices.
The Laguerre calculus can be viewed as a simplification of the group Fourier transformation
in some sense. For any τ ∈ Rr \{0}, there exists an irreducible representation piτ of N such that
for each element (y, s) ∈ N , piτ (y, s) is a unitary operator on L2(Rn). A crucial step to apply
the group Fourier transformation effectively is to find matrix elements
(1.11) 〈piτ (y, s)hk, hp〉,
where {hk} is an orthonormal basis of L2(Rn) consisting of Hermitian functions. It can be shown
that the matrix elements (1.11) are exactly Laguerre distributions by using Wigner transforma-
tion formula of Hermitian functions (see e.g. [30] for k = p and [24, 25, 29] for k = p = 0).
Then the multiplicativity of Laguerre tensors is a corollary of the following property of represen-
tations: piτ (F ∗ G) = piτ (F )piτ (G) for F,G ∈ L1(N ), as Hilbert-Schimdt operators on L2(Rn).
See [6, page 21-22] for this fact for the Heisenberg group. So it is a simplification of the group
Fourier transformation that we define Laguerre functions directly and establish their properties,
without mention representations. Namely, we skip the step from irreducible representations to
matrix elements.
In Section 5 we find the Laguerre tensors of left invariant differential operators, and apply
them to obtain the fundamental solution for the sub-Laplacian in Section 6. From the definition
(1.9) of Laguerre distributions, we see that L˜
(p)
k (y, τ) becomes degenerate as τ converges to
some degenerate point (i.e. µj(τ) → 0 for some j). For simplicity, we assume that Bτ is non-
degenerate for any 0 6= τ ∈ Rr in the application (it can be applied to the general case by
analyzing the degeneracy of eigenvalues).
Theorem 1.2. Suppose that Bτ is non-degenerate for any 0 6= τ ∈ Rr. The fundamental
solution to the sub-Laplacian on N is given by the integral
Γ(n+ r − 1)
pin
∫
Rr
det
[ |Bτ |
sinh |Bτ |
] 1
2 dτ
(〈|Bτ | coth |Bτ |y, y〉+ it · τ)n+r−1 ,
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for y 6= 0, where |Bτ | := [(Bτ )tBτ ] 12 is a 2n× 2n symmetric matrix.
We also use the Laguerre calculus to find the Szego¨ kernel for k-CF functions on the quater-
nionic Heisenberg group, which was established in [25] by using the group Fourier transformation.
The proof given here by applying the Laguerre calculus is much more easy and clear.
2. The nilpotent Lie groups of step two and τ-coordinates
2.1. The nilpotent Lie groups of step two. Let N be a nilpotent Lie group of step two
with Lie algebra n. A nilpotent Lie algebra n is of step two means that [n, n] is central, i.e.
[n, [n, n]] = {0}. Let {T1, . . . Tr} be a basis of [n, n]. It can be extended to a (Malcev) basis of n,
{T1, . . . Tr, Y1, . . . , Ym}, with dimn = m+ r. Then there exists real numbers Bβkl’s such that
[Yk, Yl] = 4
r∑
β=1
B
β
klTβ, [Tβ , Yk] = [Tβ, Tγ ] = 0.
Recall that for a connected and simply connected nilpotent Lie group, the exponential mapping
exp is an analytic diffeomorphism and the Baker-Campell-Hausdorff formula holds [11]. For
nilpotent Lie group N of step two, this formula becomes
(2.1) expX · expY = exp
(
X + Y +
1
2
[X,Y ]
)
for any X,Y ∈ n. If we identify the group N with Rm × Rr by identifying the element
exp(
∑m
k=1 ykYk+
∑r
β=1 tβTβ) with the point (y1, . . . ym, t1, . . . , tr) ∈ Rm×Rr, the Baker-Campell-
Hausdorff formula (2.1) implies that the multiplication of the group N can be written as (1.2)-
(1.3). Conversely, for any given skew-symmetric mapping B, the vector space Rm × Rr with
the multiplication given by (1.2)-(1.3) is a nilpotent Lie group N of step two. The identity
element is (0, 0). The skew-symmetry of B implies that the inverse of (x, t) is (−x,−t), and the
associativity follows from the bilinearity of B.
For any τ ∈ Rr \ {0}, denote matrix
Bτ :=
 r∑
β=1
τβB
β
lk

which is a skew-symmetric m×m matrix related to the skew-symmetric mapping in (1.3). Since
iBτ is Hermitian, eigenvalues of Bτ must be pure imaginary. So when m is odd, Bτ has at least
one vanishing eigenvalue. For simplicity, we do not consider this degenerate case and assume
m = 2n in this paper. Vector fields
(2.2) Yk := ∂yk + 2
r∑
β=1
2n∑
k=1
B
β
lkyl∂tβ ,
are left invariant vector fields on N related to the multiplication in (1.2).
Let ∂v for v ∈ R2n be the derivative on R2n along the direction v, i.e. ∂v =
∑2n
k=1 vk∂yk .
Then,
Yv :=
2n∑
k=1
vkYk = ∂v + 2B(y, v) · ∂t,
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is a left invariant vector field on N , where B(y, v) · ∂t := B1(y, v)∂t1 + · · · + Br(y, v)∂tr . Their
brackets are
[Yv, Yv′ ] = 4B(v, v
′) · ∂t.
2.2. Eigenvalues of Bτ . Consider the characteristic polynomial of the matrix Bτ
(2.3) Q(λ) := det(Bτ − λI2n) =
2n∑
p=1
sp(τ)λ
p.
The coefficients sp(τ) are elements of the polynomial ring R[τ1, . . . , τr], that is the ring of poly-
nomials in indeterminate variables τ1, . . . , τr over R. Since R is a field, the polynomial ring
R[τ1, . . . , τr] is the integral domain and therefore can be extended to the field
k = R(τ1, . . . , τr)
of quotients of R[τ1, . . . , τr]. In other words, any element in the field k can be represented
as a rational function f(τ1,...,τr)
h(τ1,...,τr)
, where polynomials f, h 6= 0 belong to R[τ1, . . . , τr] (see for
instance [13, Page 201]). Thus the polynomial (2.3) can be considered as an element of the
polynomial ring k[λ] over the field k. Since every nonconstant polynomial Q ∈ k[λ] can be
written as a product of polynomials which are irreducible over the field k (see [12, Proposition
2, page 151]), we can decompose the polynomial Q(λ) ∈ k[λ] into the product
(2.4) Q(λ) = Qα11 (λ) · . . . ·Qαpp (λ)
of irreducible polynomials over k.
We need one more definition, see [12, Page 155]. Given polynomials f , g ∈ k[λ] of positive
degrees, we write them in the form
f = alλ
l + . . .+ a0, al 6= 0, g = bmλm + . . .+ b0, bm 6= 0.
The Sylvester matrix of f and g with respect to λ, denoted by Syl(f, g, λ) is the coefficient
(l +m)× (l +m)-matrix:
Syl(f, g, λ) =

al 0 0 . . . 0 bm 0 . . . 0
al−1 al 0 . . . 0 bm−1 bm . . . 0
al−2 al−1 al . . . 0 bm−2 bm−1
. . . 0
...
...
...
. . .
...
...
...
. . .
...
al
...
...
...
... al−1
...
...
...
a0
...
...
0 a0 b0 b1
... 0 a0 0 b0
. . .
...
...
. . . a1
...
. . . b1
0 0 . . . 0 a0 0 0 b0

,
where the empty spaces are filled by zeros and the coefficients aj occupies the first m columns
and the coefficients bj occupies the last l columns. The resultant of f and g with respect to λ,
denoted Res(f, g, λ), is the determinant of the Sylvester matrix: Res(f, g, λ) = det(Syl(f, g, λ)).
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Proposition 2.1. [12, Proposition 8, pp. 156] Given f, g ∈ k[λ] of positive degree, the resultant
Res(f, g, λ) ∈ k is an integer polynomial in the coefficients of f and g. Furthermore, f and g
have a common factor in k[λ] if and only if Res(f, g, λ) = 0.
We write Sr−1 for the unit sphere in Rr and the topology induced from Rr. Since for fixed τ ,
Bτ is skew-symmetric, all its eigenvalues are pure imaginary.
Proposition 2.2. There exists a subset E of Sr−1, whose Hausdorff dimension is at most r−2,
such that Bτ has pure imaginary eigenvalues iλ1(τ), . . . , iλq(τ) of constant multiplicity over
Sr−1 \ E, that can be ordered as: λ1(τ) > . . . > λq(τ).
Proof. Decompose the polynomial Q(λ) into the irreducible ones as in (2.4) and consider one
irreducible polynomial Ql(λ). The common factors of polynomials Ql(λ) and its derivative
Q′l(λ) =
dQl(λ)
dλ
can be detected by the zeros of the resultant Res(Ql, Q
′
l, λ) by Proposition 2.1.
By definition the resultant Res(Ql, Q
′
l, λ), being the determinant of the Sylvester matrix, is a
polynomial in coefficients of Ql(λ) and Q
′
l(λ), thus it an element of k.
We need to be careful about the sets in Rr, where the coefficients of the polynomials Ql(λ)
and Q′l(λ) are not defined. If we write
Ql(λ) =
ml∑
p=0
(sl)p(τ)λ
p, with (sl)p =
(fl)p
(hl)p
∈ k,
for some polynomials (fl)p, (hl)p, then
Q′l(λ) =
ml∑
p=1
(sl)p(τ)pλ
p−1.
Recall that a subset V of Rr is called real semi-algebraic if it admits some representation of the
form
V =
a⋃
i=1
bi⋂
j=1
{x ∈ Rr;Pi,j(x)ij0}
for some real polynomials Pi,j , where ij is one of the symbols {<,=, >}. V is called a real
algebraic set if each ij is =. Then
El :=
ml⋃
p
{τ ∈ Rr : (hl)p(τ) = 0}
is a real algebraic set, and the semi-algebraic set
Zl :=
{
τ ∈ Rr \ El : Res
(
Ql, Q
′
l, λ
)
= 0
}
contains the points in Rr where the polynomial Ql(λ) has roots of multiplicity greater or equal
to 2. There are three options:
(1)Zl = ∅; (2) ∅ 6= Zl ( Rr \El; (3)Zl = Rr \ El.
(1) If Zl = ∅, or in other words Res(Ql, Q′l, λ) is non-zero on Rr \El, then all the roots of Ql(λ)
has constant multiplicity one for any value of τ ∈ Rr \El. (2) If the set Zl is a non-empty proper
subset of Rr \El, then it contains the points τ , where the multiplicity of roots of Ql(λ) is at least
2. Thus the set Rr \ (Zl ∪ El) is an open set containing points τ , where the multiplicity of any
root is equal to one. (3) The case Zl = Rr \ El occurs only if Res(Ql, Q′l, λ) is identically zero,
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but it means that Ql and Q
′
l have a common factor, which contradicts to the assumption that
Ql is irreducible. We conclude that for any τ ∈ Rr \E, where E := Zl∪El is a real algebraic set,
the irreducible polynomial Ql(λ) has roots of multiplicity one. These roots have multiplicity αl
for the polynomial Q(λ) due to the decomposition (2.4).
Repeating the arguments for each of the irreducible polynomials in (2.4), we deduce that all
of the irreducible polynomials will have simple roots on the set
(2.5) Rr \E, with E :=
q⋃
l=1
(Zl ∪ El).
Thus the multiplicities of the roots of Q(λ) will be locally constant. Recall that a real algebraic
set carries a finite semi-algebraic partition by analytic submanifolds of Rr (cf. [4, page 135]),
and so it is of Hausdorff dimension at most r − 1.
The equation (2.3) is homogeneous in the sense that if (λ, τ) is a solution, then (sλ, sτ) for
0 6= s ∈ R is also a solution of (2.3) by the trivial property of determinants. So if some eigenvalue
of Bτ is not of constant multiplicity in some neighborhood of τ0, neither is sτ0 for any 0 6= s ∈ R.
Namely, E in (2.5) is a conic algebraic set. So the intersection E ∩ Sr−1 is an algebraic subset
of Sr−1 of Hausdorff dimension at most r − 2. 
2.3. Normalization of Bτ and the τ-coordinates. Now we can find a smooth orthonormal
frame to normalize Bτ locally as Katsumi [18] did for symmetric matrices.
Proposition 2.3. Let E be a subset of Sr−1 of Hausdorff dimension at most r − 2 as in
Proposition 2.2. Then for any τ0 ∈ Sr−1 \ E, we can find a neighborhood U of τ0 ∈ Sr−1 and
an orthonormal basis {vτ1 , . . . , vτ2n} of R2n smoothly depending on τ ∈ U , such that the matrix
O(τ) = (vτ1 , . . . , v
τ
2n) normalizes B
τ , i.e.
(2.6) O(τ)tBτO(τ) = J(τ) :=

0 −µ1(τ) 0 0 · · ·
µ1(τ) 0 0 0 · · ·
0 0 0 −µ2(τ) · · ·
0 0 µ2(τ) 0 · · ·
...
...
...
...
. . .
 ,
where µ1(τ) ≥ µ2(τ) ≥ · · · ≥ µn(τ) ≥ 0 also smoothly depend on τ in this neighborhood, and
iµ1(τ),−iµ1(τ), . . . , iµn(τ),−iµn(τ) represent repeated pure imaginary eigenvalues of Bτ .
Proof. Let Q(λ; τ) := det(Bτ − λI2n) be the characteristic polynomial of the matrix Bτ . Write
Q(λ; τ) = λ2n + s1(τ)λ
2n−1 + s2(τ)λ
k−2 + · · ·+ s2n(τ),
where the coefficients s1(τ), · · · , s2n(τ) are polynomials of τ . By Proposition 2.2, Bτ has pure
imaginary eigenvalues iλ1(τ), · · · , iλq(τ) with constant multiplicities n1, . . . , nq and λ1(τ) >
λ2(τ) > · · · > λq(τ). Suppose that Ql in (2.4) is of order kl. Then 1iklQl(iλ) is a real polynomial
with only simple real roots. By applying the implicit function theorem, we see that its locally
smoothly depend on τ . So, locally, there exists a polynomial g(λ; τ) in λ with coefficients
depending on τ satisfying
(2.7) g(λ; τ) = (λ− iλ2(τ))n1 . . . (λ− iλq(τ))nq ,
THE LAGUERRE CALCULUS ON THE NILPOTENT LIE GROUPS OF STEP TWO 9
such that
(2.8) Q(λ; τ) = (λ− iλ1(τ))n1g(λ; τ)
where g(iλ1(τ0); τ0) 6= 0.
Because the skew symmetric matrix Bτ0 is diagonalizable, there exist n1 linearly independent
eigenvectors V1, · · · , Vn1 ∈ Cr with eigenvalue iλ1(τ0), i.e. Bτ0Vj = iλ1(τ0)Vj, j = 1, . . . , n1. If
we set
Zj(τ) = g(B
τ ; τ)Vj , j = 1, . . . , n1,
i.e. λ in g(λ; τ) is replaced by Bτ , then Zj(τ)’s depend smoothly on τ . Since Q(B
τ ; τ) = 0 by
the well known Cayley-Hamilton theorem, we have (Bτ − iλ1(τ)I)n1Zj(τ) = 0 by (2.8). Note
that Bτ − iλ1(τ)I2n is Hermitian skew symmetric, and so it is diagonalizable. We get
(Bτ − iλ1(τ)I2n)Zj(τ) = 0,
i.e. each Zj(τ) is an eigenvector of B
τ . Note that
Zj(τ0) = (iλ1(τ0)− iλ2(τ0))n1 . . . (iλ1(τ0)− iλq(τ0))nqVj, j = 1, . . . , n1,
are linearly independent. It follows that Z1(τ), ..., Zn1(τ) are linearly independent for every τ
in a neighborhood of τ0. Now we repeat the procedure for λ2(τ), . . . , λq(τ). Then we apply the
Gram-Schmidt orthogonalization process to them.
(3) Recall that iµ1(τ),−iµ1(τ), . . . , iµn(τ),−iµn(τ) represent repeated pure imaginary eigen-
values of Bτ for real τ . Let Uj(τ) + iWj(τ) be an eigenvector of B
τ in C2n with eigenvalue
iµj(τ), i.e. B
τ (Uj(τ) + iWj(τ)) = iµj(τ)(Uj(τ) + iWj(τ)). Since B
τ is a real matrix for real τ ,
we see that −iµj(τ) is also an eigenvalue of Bτ with eigenvector Uj(τ)− iWj(τ), and so
(2.9) BτUj(τ) = −µj(τ)Wj(τ), BτWj(τ) = µj(τ)Uj(τ)
for real τ . Then
(U1 + iW1, U1 − iW1, . . . , Un + iWn, Un − iWn)
is a unitary matrix. It follow that (Uj + iWj)
t(Uk ± iWk) = 0 for j 6= k, i.e. U tjUk = 0 =W tjWk,
W tjUk = 0, and (Uj + iWj)
t(Uj − iWj) = 0, (Uj + iWj)t(Uj + iWj) = 1 i.e. U tjUj = 12 =W tjWj,
U tjWj = 0. In summary, the matrix
O(τ) =
(√
2W1(τ),
√
2U1(τ), . . . ,
√
2Wn(τ),
√
2Un(τ)
)
is a 2n× 2n orthogonal matrix. The equations in (2.9) are equivalent to the equation
BτO(τ) = O(τ)

0 −µ1(τ) 0 0 · · ·
µ1(τ) 0 0 0 · · ·
0 0 0 −µ2(τ) · · ·
0 0 µ2(τ) 0 · · ·
...
...
...
...
. . .
 .
The result follows. 
Now in terms of τ -coordinates, Bτ can be written as
(2.10) Bτ (x, y) =
n∑
j=1
µj(τ)
(−xτ2j−1yτ2j + xτ2jyτ2j−1) , for x, y ∈ R2n.
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Recall (see [25]) that the 7-dim quaternionic Heisenberg group is the vector space R4 × R3
with the multiplication given by (1.2) with
(2.11)
B1 : =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 , B2 :=

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , B3 :=

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 ,
satisfying the commutating relation of quaternions: (B1)2 = (B2)2 = (B3)2 = −I4, B1B2B3 =
−I4. Then Bτ = τ1B1 + τ2B2 + τ3B3 for τ ∈ S2 also satisfies
(Bτ )2 = −I4,
and so its eigenvalues µ1(τ) ≡ µ2(τ) ≡ 1.
3. The twisted convolution
For a fixed point (x, t) ∈ N , the left multiplication by (x, t) is an affine transformation of
R2n+r:
y 7→ y + x, s 7→ s+ t+ 2B(x, y),
which preserves the Lebegues measure dyds of R2n+r. The measure dyds is also right invariant,
and so it is a Haar measure on the nilpotent Lie group N of step two. The convolution on N is
defined as
ϕ ∗ ψ(y, s) :=
∫
N
ϕ(x, t)ψ
(
(x, t)−1(y, s)
)
dxdt =
∫
N
ϕ
(
(y, s)(x, t)−1
)
ψ(x, t)dxdt
for φ,ψ ∈ L1(N ). In general, the algebra L1(N ) under the convolution is not commutative
f ∗ g 6= g ∗ f, f, g ∈ L1(N ).
The partial Fourier transformation of a function ϕ ∈ L1(N ) is defined as
(3.1) ϕ˜τ (y) =
∫
Rr
e−iτ ·sϕ(y, s)ds, for τ ∈ Rr.
Proposition 3.1. (cf. [20, section 4.2]) The Fourier transformation and its inverse are contin-
uous on the space S ′(R2n+r) of tempered distributions. So are the partial Fourier transformation
and its inverse.
Corollary 3.1. For 1 ≤ p ≤ ∞, we have
(3.2) ‖u ∗τ v‖Lp(R2n) ≤ ‖u‖L1(R2n)‖v‖Lp(R2n)
This is follows from |u ∗τ v| ≤ |u| ∗ |v|, where ∗ is the Euclidean convolution on R2n, and
Minkowski’s inequality.
Proof Proposition 1.1. Taking partial Fourier transformation on both sides of
ϕ ∗ ψ(y, s) =
∫
Rr
∫
R2n
ϕ(y − x, s− t− 2B(y, x))ψ(x, t)dxdt
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with respect to s, we get
(ϕ˜ ∗ ψ)τ (y) =
∫
Rr
e−iτ ·sds
∫
Rr
∫
R2n
ϕ(y − x, s − t− 2B(y, x))ψ(x, t)dxdt
=
∫
R2n
dx
∫
Rr
∫
Rr
e−iτ ·[s˜+t+2B(y,x)]ϕ(y − x, s˜)ψ(x, t)ds˜dt
=
∫
R2n
e−2iB
τ (y,x)ϕ˜τ (y − x)ψ˜τ (x)dx
by taking transformation s˜ := s−t−2B(y, x). Equality (1.6) follows. 
Proposition 3.2. For ϕ,ψ ∈ L1(N ) ∩ L2(N ), we have
ϕ ∗ ψ(y, t) = 1
(2pi)2n+r
∫
R2n+r
eit·τ+iy·ξϕ̂ (Ty(ξ), τ) ψ̂(ξ, τ)dξ dτ,
where ϕ̂ and ψ̂ is the Euclidean Fourier transformation of ϕ and ψ, respectively, and Ty(ξ) ∈ R2n
with
Ty(ξ)l = ξl − 2
∑
k,β
B
β
klykτβ.
Proof. Apply the Euclidean Plancherel formula to the convolution (3) to get
ϕ ∗ ψ(y, t) = 1
(2pi)2n+r
∫
R2n+r
Φ̂(ξ, τ)ψ̂(ξ, τ)dξdτ,
where Φ̂ is the Euclidean Fourier transformation of the function
Φ(y′, t′) := ϕ(y − y′, t− t′ − 2B(y, y′)),
for fixed (y, t), i.e.,
Φ̂(ξ, τ) =
∫
R2n+r
eit
′·τ+iy′·ξϕ(y − y′, t− t′ − 2B(y, y′))dy′dt′
=
∫
R2n+r
ei(t−t
′′+2B(y,y′′))·τ+i(y−y′′)·ξϕ(y′′, t′′)dy′′dt′′
= eit·τ+iy·ξ
∫
R2n+r
e
−it′′τ−i
∑
l
(
ξl−2
∑
k,β B
β
kl
ykτβ
)
y′′
l ϕ(y′′, t′′)dy′′dt′′
= eit·τ+iy·ξϕ̂ (. . . , Ty(ξ)l, . . . , τ) ,
(3.3)
by taking the transformation y′′ = y − y′, t′′ = t − t′ − 2B(y, y′) = t − t′ + 2B(y, y′′), which
preserves the volume element. Here we have used
B(y, y′) =B(y, y − y′′) = B(y, y)−B(y, y′′) = −B(y, y′′),
for y′ = y − y′′, which follows from the skew-symmetry of B. The result follows. 
4. The Laguerre basis
The generalized Laguerre polynomials L
(p)
k are defined by the generating function formula:
(4.1)
∞∑
k=0
L
(p)
k (σ)z
k =
1
(1− z)p+1 e
− σz
1−z , σ ∈ R+, p ∈ Z≥0, |z| < 1.
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(cf. [6, section 2.2]). In particular,
L
(0)
k (σ) :=
k∑
m=0
(
k
m
)
(−σ)m
m!
.
The definition L˜
(p)
k (y, τ) in (1.9) depends on the choice of local orthonormal basis {vτ1 , . . . , vτ2n}.
By Proposition 2.3, there exists a subset E of Sr−1 of Hausdorff dimension at most r − 2 and
Sr−1 \ E can be covered by mutually disjoint Borel subsets U1, . . . , UN such that we can find
orthonormal basis {vτ1 , . . . , vτ2n} of R2n normalizing Bτ , which continuously depend on τ in
each Uj . So L˜
(p)
k
(y, τ) is continuous in each R2n × Uj. We see that it is measurable on R2n+r.
Moreover, L˜
(p)
k (y, τ) is locally integrable by the following lemma.
Lemma 4.1. For τ ∈ Rr with Bτ non-degenerate, we have∥∥∥L˜ (p)k (·, τ)∥∥∥2
L2(R2n)
=
2n(det |Bτ |) 12
pin
=
2n
pin
n∏
j=1
µj(τ),
∥∥∥L˜ (p)k (·, τ)∥∥∥
L1(R2n)
=
n∏
j=1
∥∥∥l(pj)kj ∥∥∥L1(R1) ,
where |Bτ | := [(Bτ )tBτ ] 12 .
Proof. Recall that µj(τ˙) 6= 0 for non-degenerate Bτ . Note that for a fixed τ 6= 0 with Bτ
non-degenerate, the mapping
(4.2) R2n −→ R2n, y 7−→ yτ := (yτ1 , yτ2 , . . . , yτ2n),
in terms of τ -coordinates in (1.5), is an orthonormal transformation of R2n. So dyτ = dy. Then
we have ∥∥∥L˜ (p)k (·, τ)∥∥∥2
L2(R2n)
=
∫
R2n
dy
n∏
j=1
∣∣∣∣µj(τ˙)L˜ (pj)kj (√µj(τ˙)yτj , τ)
∣∣∣∣2
=
∫
R2n
dy
n∏
j=1
∣∣∣∣µj(τ˙)L˜ (pj)kj (√µj(τ˙)yj , τ)
∣∣∣∣2
=
n∏
j=1
µj(τ˙ ) ·
n∏
j=1
∫
R2
dyj
∣∣∣L˜ (pj)kj (yj, τ)∣∣∣2
by taking the orthogonal transformation y 7−→ yτ and dilation √µj(τ˙)yj −→ yj . On the other
hand,
n∏
j=1
∫
R2
dyj
∣∣∣L˜ (pj)kj (yj , τ)∣∣∣2 = n∏
j=1
∫ 2pi
0
dθ
∫ ∞
0
RdR
∣∣∣∣2|τ |pi l(|pj |)kj (2|τ |R2)
∣∣∣∣2
=
n∏
j=1
|τ |
pi2
∫ 2pi
0
dθ
∫ ∞
0
dR
∣∣∣l(|pj |)kj (R)∣∣∣2 = |2τ |npin
by taking transformation 2|τ |R2 → R and the fact that {l(p)k (σ)}k∈Z+ is an orthonormal basis
of L2([0,∞)) for fixed p. And |τ |n∏nj=1 µj(τ˙) = (det |Bτ |) 12 by Bτ in (2.6). The L1 norm of
L˜
(p)
k (·, τ) can be obtained in the same way. 
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We define the functions W
(p)
k on R
2 × R1 via their partial Fourier transformation by
W˜
(p)
k (x, τ) =
2|τ |
pi
(sgn p)pl
(|p|)
k (2|τ ||x|2)eipθ, τ ∈ R1, x ∈ R2.
This is the usual exponential Laguerre functions on the Heisenberg group H1. The twisted
convolution ∗ˆτ of two functions f, g ∈ L1(R2) is defined as
(4.3) f ∗ˆτg(y) =
∫
R2
e−2iτ(−y1x2+y2x1)f(y − x)g(x)dx1dx2
for τ ∈ R1, y ∈ R2 (cf. §1.2 of [6]). The twisted convolution of W˜ (p)k satisfies the following
important property.
Proposition 4.1. (Theorem 1.3.4 of [6])
W˜
(p−k)
(p∧k)−1∗ˆτ W˜
(q−m)
(q∧m)−1 = δ
(q)
k W˜
(p−m)
(p∧m)−1,
where k ∧ p = min(k, p) and δ(q)k is the Kronecker delta function.
This proposition implies the result of the twisted convolution of exponential Laguerre functions
L˜
(p)
k in Proposition 1.2.
Proof of Proposition 1.2. For p = (p1, . . . , pn), q = (q1, . . . , qn) ∈ Zn, k = (k1, . . . , kn),
m = (m1, . . . ,mn) ∈ Zn≥0, we have
L˜
(p)
k ∗τ L˜ (q)m (y, τ) =
∫
R2n
e−2iB
τ (y,x)
L˜
(p)
k (y − x)L˜ (q)m (x)dx
=
∫
R2n
e−2i
∑n
j=1 µj(τ)(−yτ2j−1xτ2j+yτ2jxτ2j−1)
n∏
j=1
µj(τ˙)L˜
(pj)
kj
(√
µj(τ˙)(y
τ
j − xτj ), τ
)
·
n∏
j=1
µj(τ˙)L˜
(qj)
mj
(√
µj(τ˙)x
τ
j , τ
)
dxτ
=
n∏
j=1
µj(τ˙)
∫
R2
e−2i|τ |
√
µj(τ˙ )(−yτ2j−1x2j+yτ2jx2j−1)L˜
(pj)
kj
(√
µj(τ˙)y
τ
j − xj, τ
)
L˜
(qj)
mj (xj , τ) dxj
=
n∏
j=1
µj(τ˙)W˜
(pj)
kj
∗ˆ|τ |W˜ (qj)mj
(√
µj(τ˙ )y
τ
j , |τ |
)
,
by using (2.10), taking the orthogonal transformation x→ xτ as in (4.2) and then √µj(τ˙ )xτj →
xj . Here ∗ˆ|τ | is the twisted convolution (4.3) for |τ | ∈ R. The result follows from using of
Proposition 4.1 for the twisted convolution of W˜
(p)
k . 
Proof of Theorem 1.1. Recall that {l(p)k (σ)}k∈Z≥0 in (1.7) for any fixed p is an orthonormal
basis of L2([0,∞), dσ), and therefore {L˜ (p)k (·, τ)}p∈Z,k∈Z≥0 in (1.8) is an orthogonal basis of
L2(R2) for any fixed τ ∈ Rr \ {0} with Bτ non-degenerate. Consequently, {L˜ (p)k (·, τ)} in (1.9)
is an orthogonal basis of L2(R2n).
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Note that for F and G in L1(N ) ∩ L2(N ), F ∗ G is also in L1(N ) ∩ L2(N ) by Minkowski’s
inequality ‖F ∗G‖Lp(N ) ≤ ‖F‖L1(N )‖G‖Lp(N ) for 1 ≤ p ≤ +∞ (the proof of this inequality works
for groups). It is directly to see that for almost all τ , we have F˜τ , G˜τ ∈ L1(R2n) ∩ L2(R2n).
Note that by Minkowski’s inequality (3.2) for the twisted convolution, u∗τ acts continuously
on L2(R2n) for u ∈ L1(R2n). Thus, we have
(F˜ ∗G)τ = F˜τ ∗τ G˜τ =
∞∑
|m|
∞∑
|q|=1
Gqm(τ)F˜τ ∗τ L˜ (q−m)q∧m−1(·, τ)
=
∞∑
|m|
∞∑
|q|=1
Gqm(τ)
 ∞∑
|k|,|p|=1
F
p
k (τ)L˜
(p−k)
p∧k−1(·, τ) ∗τ L˜ (q−m)q∧m−1(·, τ)

=
∞∑
|m|,|q|=1
Gqm(τ)
 ∞∑
|p|=1
Fpq (τ)L˜
(p−m)
p∧m−1(·, τ)

for almost all τ by using Proposition 1.2. Noting that (F˜ ∗G)τ ∈ L2(R2n),
∑∞
|m|,|q|=1 |Gqm(τ)|2 <
∞, ∑∞|q|,|p|=1 |Fpq (τ)|2 <∞ and∥∥∥∥∥∥
∞∑
|p|=1
Fpq (τ)L˜
(p−m)
p∧m−1(·, τ)
∥∥∥∥∥∥
2
L2(R2n)
≤ 2
n
pin
n∏
j=1
µj(τ)
∞∑
|p|=1
|Fpq (τ)|2 <∞,
we find that〈
(F˜ ∗G)τ , L˜ (p
′−m′)
p′∧m′−1(·, τ)
〉
L2
=
∞∑
|m|,|q|=1
Gqm(τ)
〈
∞∑
|p|=1
Fpq (τ)L˜
(p−m)
p∧m−1(·, τ), L˜ (p
′−m′)
p′∧m′−1(·, τ)
〉
L2
=
∥∥∥L˜ (p′−m′)p′∧m′−1(·, τ)∥∥∥2
L2(R2n)
∞∑
|q|=1
G
q
m′
(τ)Fp
′
q (τ).
Thus (F˜ ∗G)τ has the Laguerre expansion
(F˜ ∗G)τ =
∞∑
|p|,|m|=1
 ∞∑
|q|=1
Gqm(τ)F
p
q (τ)
 L˜ (p−m)p∧m−1(·, τ).
Here
∑∞
|p|,|m|=1
∣∣∣∑∞|q|=1Gqm(τ)Fpq (τ)∣∣∣2 is convergent by Cauchy-Schwarz inequality. The theo-
rem is proved. 
Now to recover F , we take the inverse partial Fourier transformation
F (y, t) =
1
(2pi)r
∫
Rr
eit·τ F˜τ (y)dτ.
In the next section, we obtain the Laguerre expansion of the kernel of △˜b
−1
and then recover
the kernel of the inverse △−1b of the sub-Laplacian.
Remark 4.1. On the Heisenberg group Hn, the Laguerre tensor splits to the positive and negative
parts since the center R1 has only 2 directions, while in the general case, we have to consider
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each direction represented by a point of the unit sphere Sr−1 in Rr. At last we integrate over all
directions.
Theorem 4.1. Suppose that Bτ is non-degenerate for almost all τ ∈ Rr. Then (1) for f ∈
L2(R2n+r), we have f ∗L (p)k ∈ L2(R2n+r); (2) for f ∈ S(R2n+r), we have
(4.4)
+∞∑
|k|=0
f ∗L (0)k R|k| → f as R→ 1− .
Proof. Recall that for a distribution u ∈ S ′(Rm) and φ ∈ S(Rm), we have 〈û, φ〉 = 〈u, φ̂〉 and
〈u, φ〉 = 1(2pi)m 〈û, φ̂(−·)〉, where 〈·, ·〉 is the dual between S ′(Rm) and S(Rm). Consequently, the
convolution of f ∈ S(R2n+r) and the distribution L (p)k satisfies
(4.5) f ∗L (p)k (y, s) :=
〈
L
(p)
k , f(y,s)
〉
=
1
(2pi)r
〈
˜
L
(p)
k , f˜1
〉
=
1
(2pi)2n+r
〈
̂
L
(p)
k , f̂2
〉
by definition of convolution and the partial Fourier transformation of a distribution, where
f(y,s)(x, t) = f((y, s)(x, t)
−1), f1(x, t) = f(y,s)(x,−t) and f2(x, t) = f(y,s)(−x,−t). Since ˜L (p)k is
locally integrable and f˜1 ∈ S(R2n+r), we find that
f ∗L (p)
k
(y, s) =
1
(2pi)r
∫
R2n+r
˜
L
(p)
k
(x, τ)f˜1 (x, τ) dxdτ
=
1
(2pi)r
∫
Rr
eis·τdτ
∫
R2n
e2iB
τ (y,x)˜
L
(p)
k (x, τ)f˜τ (y − x) dx.
Then we get∥∥∥f ∗L (p)k ∥∥∥2
L2(R2n+r)
≤
∫
Rr
dτ
∥∥∥∥˜L (p)k (·, τ)∥∥∥∥
L1(R2n)
∥∥∥f˜τ∥∥∥2
L2(R2n)
≤
∫
Rr
dτ
n∏
j=1
∥∥∥l(pj)kj ∥∥∥L1(R1) ∥∥∥f˜τ∥∥∥2L2(R2n) =
n∏
j=1
∥∥∥l(pj)kj ∥∥∥L1(R1) ‖f‖2L2(R2n+r)
by Minkowski’s inequality (3.2) for the twisted convolution and Lemma 4.1. Consequently,
f → f ∗L (p)k can be extended to a bounded operator from L2(R2n+r) to itself. Thus f ∗L (p)k
is well defined for f ∈ L2(R2n+r) and the above estimate holds.
Note that at the point 0 6= τ ∈ Rr, we have
̂
L
(0)
k
(ξ, τ) =
∫
R2n+r
e−it·τ−iy·ξL
(0)
k
(y, t)dtdy =
∫
R2n
e−iy·ξL˜
(0)
k
(y, τ)dy
=
∫
R2n
e−iy
τ ·ξτ
L˜
(0)
k
(y, τ)dyτ
=
∫
R2n
e−iy
τ ·ξτ
n∏
j=1
µj(τ˙ )L˜
(0)
kj
(√
µj(τ˙)y
τ
j , τ
)
dyτ1 · · · dyτn
=
n∏
j=1
∫
R2
e−iy
τ
j ·Ξ
τ
j µj(τ˙ )L˜
(0)
kj
(√
µj(τ˙ )y
τ
j , τ
)
dyτj =
n∏
j=1
̂
L
(0)
kj
(
Ξτj√
µj(τ˙)
, τ
)
,
by taking the orthonormal transformation y 7−→ yτ and using definition in (1.9), where
ξ = ξτ1v
τ
1 + · · ·+ ξτ2nvτ2n, yτ · ξτ = y · ξ
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(since {vτj } is an orthonormal basis), and
(4.6) Ξτj :=
(
ξτ2j−1, ξ
τ
2j
)
, j = 1, . . . , n.
Now let us calculate the Fourier transformation of L
(0)
k . Note that
(4.7)
∞∑
k=0
L˜
(0)
k (x, τ)z
k =
2|τ |
pi(1− z)e
− 1+z
1−z
|τ ||x|2
,
since the generating function formula for l
(0)
k is
(4.8)
∞∑
k=0
l
(0)
k (σ)z
k =
1
1− z e
− 1+z
1−z
σ
2 , σ ∈ R+, |z| < 1,
by the generating function formula (4.1) for L
(0)
k . Take Fourier transformation with respect to
x ∈ R2 on both sides of (4.7) to get
(4.9)
∞∑
k=0
̂
L
(0)
k (ξ, τ)z
k =
2
1 + z
e
− 1−z
1+z
|ξ|2
4|τ | .
Then, applying the formula (4.8) for z replaced by −z and σ = |ξ|22|τ | at the right hand side (4.9),
we get
(4.10)
̂
L
(0)
k (ξ, τ) = 2(−1)kl(0)k
( |ξ|2
2|τ |
)
,
for ξ ∈ R2. Since Bτ is non-degenerate for almost all τ ∈ Rr, we find that
̂
L
(0)
k (ξ, τ) =
n∏
j=1
l
(0)
kj
(
|Ξτj |2
2µj(τ)
)
· 2(−1)kj
is uniformly bounded a.e. on R2n+r by the definition of l(0)k in (1.7). Thus, we have
∞∑
kj=0
̂
L
(0)
kj
(
Ξτj√
µj(τ˙ )
, τ
)
Rkj = 2
∞∑
kj=0
l
(0)
kj
(
|Ξτj |2
2µj(τ)
)
(−R)kj = 2
(1 +R)
e
− 1−R
1+R
|Ξτj |2
4µj (τ)
by using (4.10), (1.10), and the generating function formula (4.8). Note that by the non-
degeneracy of Bτ , we see that
n∏
j=1
2
(1 +R)
e
− 1−R
1+R
|Ξτj |2
4µj (τ) −→ 1
as R → 1−, uniformly for (ξ, τ) in any compact set excluding an arbitrarily small neighbor-
hood of the degeneracy set of µj’s. It is direct to check that f̂2(ξ, τ) = e
it·τ+iy·ξ f̂(. . . , ξl +
2
∑
k,β B
β
klykτβ, . . . τ). Then apply the above result to (4.5) and change variables to get
+∞∑
|k|=0
f ∗L (0)k (y, s)R|k| =
1
(2pi)2n+r
∫
R2n+r
eit·τ+iy·ξ
n∏
j=1
2
(1 +R)
e
− 1−R
1+R
|Ξ̂τj |2
4µj (τ) f̂(ξ, τ)dξ dτ
for f ∈ S(R2n+r), where Ξ̂τj is obtained from Ξτj in (4.6) by replacing ξl by Tl(ξ). The result
follows. 
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5. The Laguerre tensor of left invariant differential operators
For a differential operator D on the group N , we denote by D˜ the partial symbol of D with
respect to τ ∈ Rr, i.e. ∂sβ is replaced by iτβ. Then, we have
Y˜v = ∂v + 2iB
τ (y, v) .
Proposition 5.1. (1) For Ya, a = 1, . . . , 2n, given in (2.2) and ϕ ∈ L1(N ) satisfying Yaϕ ∈
L1(N ), we have
Y˜vϕ˜τ = (˜Yvϕ)τ
(2) For f, g ∈ L1(R2n) satisfying ∂ag ∈ L1(N ), a = 1, . . . , 2n, we have
Y˜v(f ∗τ g) = f ∗τ (Y˜vg).
(3) For f, g, h ∈ L1(R2n), we have (f ∗τ g) ∗τ h = f ∗τ (g ∗τ h).
Proof. (1) and (3) follows from definitions directly. Note that
Y˜v(f ∗τ g)(y) = Y˜v
∫
R2n
e2iB
τ (y,x)f(x)g(y − x)dx
=
∫
R2n
e2iB
τ (y,x)f(x){∂vg(y − x) + 2i(Bτ (v, x) +Bτ (y, v))g(y − x)}dx
=
∫
R2n
e2iB
τ (y,x)f(x)(Y˜vg)(y − x)dx.
(2) is proved. 
Let {vτ1 , . . . , vτ2n} be an orthonormal basis of R2n given by Proposition 2.3, which smoothly
depends on τ in an open set U . Then
Y˜vτj =
∂
∂yτj
+ 2iBτ
(
y, vτj
)
for j = 1, . . . , 2n, by (1.4)-(1.5). We need to express Laguerre tensor of Y˜vτj as an∞×∞−matrix,
i.e. the matrix element of Y˜vτj acting on the orthogonal basis {L˜
(p)
k (y, τ)} of L2(R2n). For this
purpose, we introduce the complex τ -coordinates
zτj := y
τ
2j−1 + iy
τ
2j ,
and complex horizontal vector fields
Zτj :=
1
2
(
Yvτ2j−1 − iYvτ2j
)
.
Then
(5.1) Z˜τj =
∂
∂zτj
+ iBτ
(
y, vτ2j−1
)
+Bτ
(
y, vτ2j
)
=
∂
∂zτj
− µj(τ)zτj ,
by (2.10), where
∂
∂zτj
:=
1
2
(
∂
∂yτ2j−1
− i ∂
∂yτ2j
)
.
Similarly, set
Zτj :=
1
2
(
Yvτ2j−1 + iYvτ2j
)
,
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and
(5.2) Z˜τj =
∂
∂zτj
+ µj(τ)z
τ
j , where
∂
∂zτj
:=
1
2
(
∂
∂yτ2j−1
+ i
∂
∂yτ2j
)
.
We will show that partial symbols of complex vectors Zτj , j = 1, . . . , n, act on Laguerre
basis simply as shift operators in the following Lemma. As a corollary, the partial Fourier
transformation of the sub-Laplacian is diagonal as shown in Subsection 6.
Lemma 5.1.
Z˜τj L˜
(−p)
k (y, τ) =
{
−√2µj(τ)(kj + pj)L˜ (−p+ej )k (y, τ), pj = 1, 2, . . . ,
−√2µj(τ)kjL˜ (−p+ej)k−ej (y, τ), pj = 0,
Z˜τj L˜
(p)
k (y, τ) =
{ √
2µj(τ)(kj + 1)L˜
(p−ej)
k+ej
(y, τ), pj = 1, 2, . . . ,√
2µj(τ)(kj + 1)L˜
(p−ej)
k (y, τ), pj = 0,
where ej = (0, . . . , 1, . . . , 0) with 1 appearing in j-th entry and 0 otherwise.
Proof. Recall that by definition (1.8)-(1.9), for p, k = 0, 1, . . .,
µj(τ˙)L˜
(−p)
k
(√
µj(τ˙)y
τ
j , τ
)
=
2µj(τ)
pi
(−1)p
[
Γ(k + 1)
Γ(k + p+ 1)
] 1
2
L
(p)
k (σ)e
−σ
2 [2µj(τ)]
p
2 (zτj )
p,
with complex τ -coordinate zτj and
σ = 2µj(τ)|zτj |2.
Note that
∂
∂zτj
σ = 2µj(τ)z
τ
j ,
∂
∂zτj
(zτj )
p = p(zτj )
p−1, zτj = |zτj |e−iθ.
Then applying Z˜τl in (5.1), we get
Z˜τl L
(p)
k (σ) =
{
2L
(p)
k
′ (σ) + L
(p)
k (σ)
}
· µj(τ)zτj
and so
Z˜τl
[
µj(τ˙)L˜
(−p)
k
(√
µj(τ˙ )y
τ
j , τ
)]
=δ
(j)
l
[
Γ(k + 1)
Γ(k + p+ 1)
] 1
2 2µj(τ)
pi
(−1)p
{
L
(p)
k
′ (σ) σ + pL
(p)
k (σ)
}
e−
σ
2 [2µj(τ)]
p
2 (zτj )
p−1
=
 −δ
(j)
l
√
2µj(τ)(k + p) · µj(τ˙ )L˜ (−p+1)k
(√
µj(τ˙ )y
τ
j , τ
)
, p = 1, 2, . . . ,
−δ(j)l
√
2µj(τ)k · µj(τ˙)L˜ (1)k−1
(√
µj(τ˙)y
τ
j , τ
)
, p = 0,
by using the following identities (cf. [6, page 28]) for Laguerre polynomials:
(5.3) L
(p)
k
′(σ) =
dL
(p)
k
dσ
(σ) = −L(p+1)k−1 (σ)
for p = 0, 1, . . . , and
−σL(p+1)k−1 (σ) + pL(p)k (σ) = (k + p)L(p−1)k (σ)
for p = 1, 2, . . . . For p = 0, we only need to use (5.3). So the first identity of (5.1) is proved.
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Similarly, we have
µj(τ˙ )L˜
(p)
k
(√
µj(τ˙)y
τ
j , τ
)
=
2µj(τ)
pi
[
Γ(k + 1)
Γ(k + p+ 1)
] 1
2
L
(p)
k (σ)e
−σ
2 [2µj(τ)]
p
2 (zτj )
p
and
∂
∂zτj
σ = 2µj(τ)z
τ
j ,
∂
∂zτj
(zτj )
p = p(zτj )
p−1, µj(τ)z
τ
j (z
τ
j )
p =
σ
2
(zτj )
p−1.
Then applying Z˜τl in (5.2), we get
Z˜τl L
(p)
k (σ) =
{
2L
(p)
k
′ (σ)− L(p)k (σ)
}
· µj(τ)zτj
and so
Z˜τl
[
µj(τ˙ )L˜
(p)
k
(√
µj(τ˙)y
τ
j , τ
)]
=δ
(j)
l
[
Γ(k + 1)
Γ(k + p+ 1)
] 1
2 2µj(τ)
pi
{[
L
(p)
k
′ (σ)− L(p)k (σ)
]
σ + pL
(p)
k (σ)
}
e−
σ
2 [2µj(τ)]
p
2 (zτj )
p−1
=
 δ
(j)
l
√
2µj(τ)(k + 1) · µj(τ˙)L˜ (p−1)k+1
(√
µj(τ˙)y
τ
j , τ
)
, p = 1, 2, . . . ,
δ
(j)
l
√
2µj(τ)(k + 1) · µj(τ˙)L˜ (−1)k
(√
µj(τ˙ )y
τ
j , τ
)
, p = 0,
by using (5.3) and identities (cf. [6])
−σL(p+1)k−1 (σ)− σL(p)k (σ) + pL(p)k (σ) = (k + 1)L(p−1)k+1 (σ),
for p = 1, 2, . . . , which follows from taking derivatives in the both sides of the generating function
formula (4.1) with respect to z, and L
(p)
k (σ) + L
(p+1)
k−1 (σ) = L
(p+1)
k (σ) for p = 0. 
6. Applications
6.1. The fundamental solution to the sub-Laplacian. Define the sub-Laplacian
△b := −1
4
2n∑
k=1
YkYk.
Proposition 6.1. For any given τ ∈ Rr \ {0} with Bτ non-degenerate, let {vτ1 , . . . , vτ2n} be the
local orthonormal basis of R2n as before. Then, we have
△b = −1
4
2n∑
k=1
Yvτ
k
Yvτ
k
.
Proof. For given τ ∈ Rr \ {0}, we write vτj =
(
aj1, . . . , aj(2n)
)
. Then (ajk) is an orthogonal
matrix since {vτ1 , . . . , vτ2n} is an orthonormal basis of R2n, and so we have
∑2n
k=1 aklakm = δ
(l)
m .
It follows from (2.2) that
2n∑
k=1
Yvτ
k
Yvτ
k
=
2n∑
k=1
(
2n∑
l=1
aklYl
)2
=
2n∑
l,m=1
2n∑
k=1
aklakmYlYm =
2n∑
k=1
YkYk.
The result is proved. 
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It follows from Proposition 6.1 that for any fixed τ ∈ Rr \ {0}, we have
△b = −1
4
2n∑
j=1
Yvτj Yv
τ
j
= −1
2
n∑
j=1
(Zτj Z
τ
j + Z
τ
j Z
τ
j ),
and its partial symbol is
△˜b = −1
4
2n∑
j=1
Y˜jY˜j = −1
4
2n∑
j=1
Y˜vτj Y˜v
τ
j
= −1
2
n∑
j=1
(
Z˜τj Z˜
τ
j + Z˜
τ
j Z˜
τ
j
)
.
By formula (5.1), we find that
(6.1) − 1
2
(
Z˜τj Z˜
τ
j + Z˜
τ
j Z˜
τ
j
)
L˜
(0)
k (y, τ) = µj(τ)(2kj + 1)L˜
(0)
k (y, τ),
Thus its Laguerre tensor is
Mτ (△b) =
 n∑
j=1
µj(τ)(2kj + 1)δ
(p1)
k1
· · · δ(pn)kn
 .
Its inverse Laguerre tensor is
Mτ
(△−1b ) =
 n∑
j=1
µj(τ)(2kj + 1)
−1 δ(p1)k1 · · · δ(pn)kn
 .
Since L˜
(p)
k
(y, τ) is a locally integrable function over R2n+r by Lemma 4.1, it follows from the
continuity of the inverse partial Fourier transformation that L
(p)
k (y, τ) is a tempered distribution
on R2n+r. Now consider a tempered distribution Fk, whose partial Fourier transformation is
F˜k(y, τ) =
1∑n
j=1 µj(τ)(2kj + 1)
L˜
(0)
k
(y, τ).
Note that ∥∥∥F˜k(·, τ)∥∥∥
L2(R2n)
=
∏n
j=1 µj(τ)∑n
j=1 µj(τ)(2kj + 1)
(
2
pi
)n
2
≤
∏n
j=1 µj(τ)∑n
j=1 µj(τ)
(
2
pi
)n
2
,
by Lemma 4.1. Since Bτ is non-degenerate for all 0 6= τ ∈ Rr, the upper bound of the above
L2 norm is C|τ |n−1 for some C > 0 independent of k and τ . Therefore, F˜k(y, τ) is locally
integrable. Define
(6.2) ΨR :=
∞∑
|k|=0
FkR
k, R ∈ (−1, 1).
It is a tempered distribution because its partial Fourier transformation
∑∞
|k|=0 F˜k(·, ·)Rk is
locally integrable by using the above argument.
Now we have △bFk = L (0)k , due to
△˜bFk = 1∑n
j=1 µj(τ)(2kj + 1)
∑
j
1
2
(
Z˜τj Z˜
τ
j + Z˜
τ
j Z˜
τ
j
)
L˜
(0)
k (y, τ) = L˜
(0)
k (y, τ)
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implied by (6.1). Then it follows from Theorem 4.1 that
(6.3) △bΨR(y, s) =
∞∑
|k|=0
△bFkRk =
∞∑
|k|=0
L
(0)
k
(y, s)Rk → δ, as R→ 1−,
because △b continuous on the space S ′(R2n+r) of tempered distributions, since differentiation
and multiplication by a polynomial are continuous on the space S ′(R2n+r). We claim that
(6.4) Ψ := lim
R→1−
ΨR is a tempered distribution.
Then we get
△bΨ = △b lim
R→1−
ΨR = lim
R→1−
△bΨR = δ
by the continuity of △b on S ′(R2n+r). Thus Ψ is the fundamental solution to the sub-Laplacian.
Let us prove the claim (6.4) and calculate Ψ. By definition (6.2), we have
Ψ˜R(y, τ) =
1
|τ |
∞∑
|k|=0
1∑n
j=1 µj(τ˙ )(2kj + 1)
n∏
j=1
µj(τ˙)L˜
(0)
kj
(√
µj(τ˙)y
τ
j , τ
)
Rkj
Note that 1
A
=
∫∞
0 e
−Asds for A > 0. Then by µj(τ˙) 6= 0, we get
Ψ˜R(y, τ) =
1
|τ |
∞∑
|k|=0
∫ ∞
0
e−[
∑n
j=1 µj(τ˙)(2kj+1)]s
n∏
j=1
µj(τ˙ )L˜
(0)
kj
(√
µj(τ˙)y
τ
j , τ
)
Rkjds
=
|τ |n−1
pin
∞∑
|k|=0
∫ ∞
0
e−[
∑n
j=1 µj(τ˙)(2kj+1)]s
n∏
j=1
2µj(τ˙)l
(0)
kj
(
2µj(τ)|zτj |2
)
Rkjds
=
|τ |n−1
pin
∫ ∞
0
n∏
j=1
2µj(τ˙)e
−µj(τ˙ )s
∞∑
kj=0
(
e−2µj (τ˙)sR
)kj
l
(0)
kj
(
2µj(τ)|zτj |2
)
ds
=
|τ |n−1
pin
∫ ∞
0
n∏
j=1
2µj(τ˙)e
−µj(τ˙ )s
1− e−2µj (τ˙)sR exp
{
−µj(τ)|zτj |2 ·
1 + e−2µj(τ˙ )sR
1− e−2µj(τ˙ )sR
}
ds
by the generating function formula (4.8) for l
(0)
k . Take partial inverse Fourier transformation
and use Fubini’s Theorem to get
ΨR(y, t) =
∫
Rr
e−it·τ Ψ˜R(y, τ)dτ
=
∫ ∞
0
|τ |n+r−2
pin
d|τ |
∫ ∞
0
ds
sn
∫
Sr−1
dτ˙e−i|τ |t·τ˙
n∏
j=1
2µj(τ˙)s
eµj (τ˙)s − e−µj (τ˙)sRe
−|τ |µj(τ˙ )|zτj |
2· 1+e
−2µj (τ˙)sR
1−e
−2µj (τ˙)sR .
Set
λ = τ˙ s ∈ Rr.
Then λ˙ = τ˙ , Bλ = sB τ˙ and zλj = z
τ
j . Since v
τ
j is the eigenvector of the symmetric matrix
|Bλ|2 = (Bλ)tBλ, and so it is the eigenvector of |Bλ˙|1+e−2|B
λ|R
1−e−2|Bλ|R
. If we write y =
∑
j y
τ
j v
τ
j , we
get
n∑
j=1
µj(τ˙)|zτj |2 ·
1 + e−2µj (τ˙)sR
1− e−2µj (τ˙)sR =
〈∣∣∣Bλ˙∣∣∣ · 1 + e−2|Bλ|R
1− e−2|Bλ|Ry, y
〉
=: B(y, λ;R).
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Write C(λ;R) :=
∏n
j=1(e
µj (λ) − e−µj(λ)R). Then we integrate out the variable |τ | to get
ΨR(y, t) =
2n
pin
∫ ∞
0
d|λ|
|λ|n
∫
Sr−1
dλ˙
det |Bλ| 12
C(λ;R)
∫ ∞
0
|τ |n+r−2e−|τ |[it·λ˙+B(y,λ;R)]d|τ |
=
2nΓ(n+ r − 1)
pin
∫ ∞
0
|λ|r−1d|λ|
|λ|n+r−1
∫
Sr−1
dλ˙
det |Bλ| 12
C(λ;R)
1
(B(y, λ;R) + it · λ˙)n+r−1
=
2nΓ(n+ r − 1)
pin
∫
Rr
det |Bλ| 12
C(λ;R)
dλ
(|λ|B(y, λ;R) + it · λ)n+r−1
(6.5)
by using Fubini’s theorem, and Γ(m)A−m =
∫∞
0 s
m−1e−Asds for ReA > 0. Noting that
lim
R→1−
|λ|B(y, λ;R) = 〈|Bλ| coth |Bλ|y, y〉,
lim
R→1−
C(λ;R) = det(2 sinh |Bλ| 12 ) = 2n det(sinh |Bλ| 12 ),
we see that the last integral in (6.5) is absolutely convergent for y 6= 0 when µj(τ˙)’s have a
positive lower bound. Then we get
Ψ(y, t) = lim
R→1−
ΨR(y, t)
=
Γ(n+ r − 1)
pin
∫
Rr
det
[ |Bλ|
sinh |Bλ|
]1
2 dλ
(〈|Bλ| coth |Bλ|y, y〉+ it · λ)n+r−1 .
For y = 0, it is standard to use analytic continuation (cf. e.g. [29]). We omit details.
6.2. The Szego¨ kernel for k-CF functions on the quaternionic Heisenberg group. The
7-dimensional quaternionic Heisenberg group H is the nilpotent group R4 × R3 with B given
by (2.11). Recall the tangential k-Cauchy-Fueter operator [25]
D
(k)
b : C
∞(H ,Ck+1)→ C∞(H ,C2k) k = 1, 2, · · · .
A Ck+1-valued distribution f on H is called k-CF if D (k)b f = 0 in the sense of distributions. The
tangential k-Cauchy-Fueter operator and the k-CF functions on the quaternionic Heisenberg
group are quaternionic counterparts of the tangential CR operator and CR functions on the
Heisenberg group in the theory of several complex valuables. Consider the space of L2-integrable
k-CF functions
A(H ,Ck+1) =
{
f ∈ L2(H ,Ck+1);D (k)b f = 0
}
.
The orthogonal projection operator
P : L2(H ,Ck+1) −→ A(H ,Ck+1)
is called the Szego¨ projection operator. We will drop superscripts (k) for simplicity. The Szego¨
kernel of P is given by the following theorem.
Theorem 6.1. (Theorem 1.1 in [25]) The Szego¨ kernel of the Szego¨ projection is an End(Ck+1)-
valued homogeneous function
S(y, s) =
27 · 3
(2pi)5
∫
S2
P τ
(|y|2 − iτ · s)5dτ,
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for y 6= 0, where P τ is the orthogonal projection to vector eτ1 given by (6.6). In general, for
(y, s) 6= (0, 0), it is given by the integral with changed contour.
In the main step of the proof of this theorem, the group Fourier transformation is used.
This part can be simplified by using the Laguerre calculus as follows. To find the kernel of P,
we consider the associated operator of the second order b := D
∗
b Db, where D
∗
b is the adjoint
operator of Db. The explicit expression of the associated operator b is known [25] as
b = 4∆b ·Mk + 8Dk,
where the sub-Laplacian ∆b = −14
∑4
j=1 Y
2
j is different from that in [25] with a factor
1
4 , and
Mk :=
 1 2 . . .
2
1

and
Dk =

i∂s1 ∂s2−i∂s3 0 ··· 0 0 0
−∂s2−i∂s3 0 ∂s2−i∂s3 ··· 0 0 0
0 −∂s2−i∂s3 0 ··· 0 0 0
...
...
...
. . .
...
...
...
0 0 0 ··· 0 ∂s2−i∂s3 0
0 0 0 ··· −∂s2−i∂s3 0 ∂s2−i∂s3
0 0 0 ··· 0 −∂s2−i∂s3 −i∂s1

are (k + 1)× (k + 1) matrices. We know that
A(H ,Ck+1) = kerb :=
{
f ∈ L2(H ,Ck+1);Dbf ∈ L2(H ,Ck+1),D∗b Dbf = 0
}
by Corollary 4.1 in [25], where D∗b Dbf = 0 holds in the sense of distributions.
Proposition 6.2. (Lemma 3.1 in [25]) The matrix |τ |Mk +Dτk for any τ ∈ R3 \ {0} is semi-
positive with only one eigenvalue vanishing, whose eigenvector is
(6.6) eτ1 :=
1
γ
·

(1 + τ1)
k
(1 + τ1)
k−1(iτ2 − τ3)
...
(1 + τ1)(iτ2 − τ3)k−1
(iτ2 − τ3)k
 with γ =
 k∑
j=0
(1 + τ1)
2k−j(1− τ1)j
 12
if τ 6= (−1, 0, 0); and eτ1 := (0, · · · , 0, 1)t, if τ = (−1, 0, 0).
We identify L2(R4,Ck+1) with L2(R4)⊗Ck+1. For fixed τ ∈ R3 \ {0}, we write L˜ (0)p−1(·, τ) as
L˜
(0)
p−1 in the sequel. Define
V τp := L
2(R4) ∗τ L˜ (0)p−1.
Recall that µj(τ) = |τ | for the quaternionic Heisenberg group. Since L˜ (0)p−1(·, τ) is a rapidly
decreasing smooth function for fixed τ 6= 0 by definition,
Πτ := ∗τ L˜ (0)p−1 : L2(R4,Ck+1)→ L2(R4,Ck+1)
is a bounded operator, Moreover, it is a projection, i.e. Π2τ = Πτ , because of(
f ∗τ L˜ (0)p−1
)
∗τ L˜ (0)p−1 = f ∗τ
(
L˜
(0)
p−1 ∗τ L˜ (0)p−1
)
= f ∗τ L˜ (0)p−1.
24 DER-CHEN CHANG, IRINA MARKINA AND WEI WANG
Here we used Proposition 5.1 (3). Note that
L˜
(k−p′)
k∧p′−1 ∗τ L˜ (0)p−1 = δ(p)p′ L˜ (k−p)k∧p−1,(6.7)
by Proposition 1.2. Therefore
V τp = span
{
L˜
(k−p)
k∧p−1;k ∈ Z2+
}
,
which is an infinite dimensional space. Then the following decomposition follows from the fact
that {L˜ (k−p)
k∧p−1} in (1.9) is a basis of L2(R4) for any fixed τ ∈ Rr \ {0}.
Proposition 6.3. For any τ ∈ R3 \ {0}, we have
L2(R4,Ck+1) ∼=
∞⊕
|p|=1
V τp ⊗ Ck+1.
Proposition 6.4. We have
(6.8) ker ˜b = V
τ
1 ⊗ eτ1 ,
where V τ1 is spanned by {L˜ (k−1)0 ;k ∈ Z2+}.
Proof. By definition, the partial symbol of b is 4Mk△˜b + 8iDτk where
Dτk :=

iτ1 τ2−iτ3 0 ··· 0 0 0
−τ2−iτ3 0 τ2−iτ3 ··· 0 0 0
0 −τ2−iτ3 0 ··· 0 0 0
...
...
...
. . .
...
...
...
0 0 0 ··· 0 τ2−iτ3 0
0 0 0 ··· −τ2−iτ3 0 τ2−iτ3
0 0 0 ··· 0 −τ2−iτ3 −iτ1

is a (k + 1)× (k + 1) matrix for τ ∈ R3. Note that
△˜bL˜ (k−p)k∧p−1 = △˜b
(
L˜
(k−p)
k∧p−1 ∗τ L˜ (0)p−1
)
= L˜
(k−p)
k∧p−1 ∗τ
(
△˜bL˜ (0)p−1
)
= 2|τ |(|p| − 1)L˜ (k−p)k∧p−1 ∗τ L˜ (0)p−1 = 2|τ |(|p| − 1)L˜ (k−p)k∧p−1
by using Proposition 5.1, (6.1) and (6.7), where |p| = p1 + p2. Thus for v ∈ Ck+1,(
4Mk△˜b + 8iDτk
)(
L˜
(p−k)
p∧p−1(y, τ)⊗ v
)
= L˜
(p−k)
p∧p−1(y, τ)⊗ 8 (|τ |(|p| − 1)Mk + iDτk) v.
The symmetric matrix in the right hand side is 8(|τ |Mk + iDτk) + 8
∑2
j=1(pj − 1)|τ |Mk. It
follows from Proposition 6.2 that for p ∈ Z2+ with p 6= 1, it has k + 1 eigenvectors with
positive eigenvalues, while for p = 1, it has k eigenvectors with positive eigenvalues and only
one eigenvector eτ1 with vanishing eigenvalue. In summary, we find a basis of L
2(R4,Ck+1),
consisting of smooth functions, such that ˜b acts diagonally and (6.8) holds. 
For any g ∈ L2(H ,Ck+1), we have Laguerre expansions
(6.9) g˜τ =
∑
k,p,j
G
p
k(τ)L˜
(k−p)
k∧p−1, and (P˜ g)τ =
∑
q
C1q(τ)L˜
(q−1)
0 ⊗ eτ1 ,
by Proposition 6.4, where Gpk is C
k+1-valued and C1q is scalar. Now for any given σ ∈ C∞0 (R3 \
{0}) and q ∈ Z2+, it is easy to see that ψ as the inverse partial Fourier transformation of ψ˜τ
given by
ψ˜τ = σ(τ)L˜
(q−1)
0 ⊗ eτ1 ∈ ker ˜b
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by Proposition 6.4, is in L2(N ) and satisfies ψ ∈ kerb. Then 〈g, ψ〉L2(R7) = 〈Pg, ψ〉L2(R7)
implies that ∫
R3
〈g˜τ , ψ˜τ 〉L2(R4)dτ =
∫
R3
〈(P˜ g)τ , ψ˜τ 〉L2(R4)dτ,
and so ∫
R3
〈
G1q(τ), e
τ
1
〉
σ(τ)
(
2
pi
)2
|τ |2dτ =
∫
R3
C1q(τ)σ(τ)
(
2
pi
)2
|τ |2dτ,
by using Lemma 4.1. It follows that C1q(τ) =
〈
G1q(τ), e
τ
1
〉
a.e. because σ(τ) is an arbitrary
C∞0 (R
3 \ {0}) function. Substitute it into (6.9) to get
(P˜ g)τ =
∑
q
〈
G1q(τ), e
τ
1
〉
L˜
(q−1)
0 ⊗ eτ1 = P τ
(∑
q
G1q(τ)L˜
(q−1)
0
)
= P τ
(
g˜τ ∗τ L˜ (0)0
)
= P τ (g˜τ ) ∗τ L˜ (0)0 .
Here we use the property of the projection ∗τL˜ (0)0 in (6.7). By definition, L˜ (0)0 (y, τ) =(
2|τ |
pi
)2
e−|τ ||y|
2
. Thus for g ∈ C∞0 ((R7 \ ({0}) × R3)), we get
Pg(x, t) =
1
(2pi)3
∫
R3
eitτP τ (g˜τ ) ∗τ L˜ (0)0 (x)|τ |2dτ
=
16
(2pi)5
∫
H
dyds
∫
R3
P τg(x− y, s)ei(t−s)τ−2i|τ |Bτ˙ (x,y)e−|τ ||y|2 |τ |2dτ
=
16
(2pi)5
∫
H
dyds
∫
S2
dτ˙P τ˙g(y, s)
∫ ∞
0
r4dre−[i(−t+s)τ˙+2iB
τ˙ (−y,x)+|−y+x|2]r
= g ∗ S(x, t).
with
S(y, s) :=
16Γ(5)
(2pi)5
∫
S2
P τ
(|y|2 − is · τ)5 dτ, for y 6= 0.
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