Abstract: This paper examines the performance of four classifiers for Brain Computer Interface (BCI) systems based on multichannel EEG recordings. The classifiers are designed to distinguish EEG patterns corresponding to performance of several mental tasks. The first one is the basic Bayesian classifier (BC) which exploits only interchannel covariance matrices corresponding to different mental tasks. The second classifier is also based on Bayesian approach but it takes into account EEG frequency structure by exploiting interchannel covariance matrices estimated separately for several frequency bands (Multiband Bayesian Classifier, MBBC). The third one is based on the method of Multiclass Common Spatial Patterns (MSCP) exploiting only interchannel covariance matrices as BC. The fourth one is based on the Common Tensor Discriminant Analysis (CTDA), which is a generalization of MCSP, taking EEG frequency structure into account. The MBBC and CTDA classifiers are shown to perform significantly better than the two other methods. Computational complexity of the four methods is estimated. It is shown that for all classifiers the increase in the classifying quality is always accompanied by a significant increase of computational complexity.
Introduction
A brain-computer interface (BCI) provides a direct functional interaction between a human brain and an external device. BCI consists of a brain signal acquisition system, data processing software for feature extraction and pattern classification, and a system to transfer commands to an external device and, thus, providing feedback to an operator. Many kinds of signals (from electromagnetic to metabolic [21, 34, 33, 14] ) could be used in BCI. However, the most prevalent BCI systems are based on the discrimination of EEG patterns related to execution of different mental tasks [22, 18, 20] . This approach is justified by the presence of correlation between brain signal features and tasks performed, revealed by basic research [37, 22, 25, 27, 28] . Implementation of such systems is encouraged by emergence of low-cost commercial EEG devices (e.g. Emotiv EPOC EEG headset [13] ). The proliferation of these devices on the consumer market has been accelerated by the ability to utilize BCI for rehabilitation of patients with different motor disabilities (see [27, 23] ) and by a growing interest in using BCI for gaming and other consumer applications [24, 15, 10] .
One crucial part of a BCI system is the EEG pattern classifier. The classifier is trained to distinguish between EEG patterns related to performance of different mental tasks. Execution of each task causes a certain command being sent to an external device, allowing the operator to control it by voluntarily switching between different tasks. If commands sent to the external device trigger different movements, then psychologically compatible mental states are imaginary movements of different extremities. For example, when a subject controls a vehicle or a wheelchair, he can easily associate right hand movement with a right turn of the device. Moreover, mental states related to imaginary movements of extremities are clearly identified by corresponding EEG patterns (synchronization and desynchronization reactions of the mu rhythm, [1, 29] ), as demonstrated in successful BCI projects, such as Graz [27, 28, 26] and Berlin [6] BCI. However, potential applications of BCI extend beyond motion control, including controlling home appliances, selecting contacts in a phone address book, or web search engine manipulation. Such tasks are more naturally accomplished by controlling the BCI with voluntary generation of corresponding visual images. Recently we found that BCI classifier is able to distinguish not only EEG patterns corresponding to motor imagery but also to visual imagery [8] .
There are many approaches to designing a BCI classifier [3] . One of the most efficient classifiers is based on the method of Common Spatial Patters (CSP) [30] , allowing classification of states of two classes. In a variety of combinations with other methods it is widely used in BCI systems [4] . Later, CSP method was generalized for classifying more than two classes of mental states(Multiple-class Common Spatial Patterns, MCSP) [12, 17] . Both CSP and MCSP are based on multichannel EEG covariance matrices for different mental states ignoring the frequency signal structure. Recently MCSP was generalized to take it into account (Common Tensor Discriminant Analysis, CTDA) [38] . The method CTDA demonstrates very high efficacy in EEG pattern classification but it is computationally expensive. We showed [8] that the simplest Bayesian classifier (BC) based on EEG covariation matrices (as CSP and MCSP) also provides classification accuracy comparable with CSP and MCSP. Since accounting of EEG frequency structure in CTDA significantly increased classification accuracy, when compared with MCSP, it was a challenge for us to modify BC to account this structure. We called the modified classifier Multiband Bayesian classifier (MBBC). The goal of the present study is to compare classification accuracy and computational cost of four classifiers: BC, MCSP, MBBC and CTDA. The first two classifiers ignore EEG frequency structure while the latter two take it into account.
To estimate classification accuracy, we used three EEG data sets. The first two were obtained in our experiments with motor (MTR) and visual imagery (VIS) [7, 8] . The third EEG data set (BCIC) contains EEG recordings corresponding to motor imagery. It was provided by the organizers of BCI Competition IV (data set 2A, [4] ). Different data sets were used to check whether the experimental paradigm and data acquisition technique have influence on results of classifier comparison.
Description of the Data Sets

BCIC data set
The data set was provided by the Institute for Knowledge Discovery (Laboratory of Brain Computer Interfaces), Graz University of Technology for BCI Competition IV in 2008 [4] . The data correspond to imagining of 4 different movements: of left hand, right hand, foot, and tongue. BCIC contains 22 electrode EEG recordings of two sessions for 9 subjects. Each session is comprised of 6 runs of movement mental imagery with 48 trials in each run (12 trials for each mental task). During every trial subjects had to perform a particular mental task for 4 sec. Totally each mental task had to be performed for 288 sec. A detailed description of experiment paradigm is available [4] .
MTR data set
MTR data set contains EEG recordings for 7 male subjects, 23-30 years of age. EEG was recorded by 24 ActiCap (Munich, Germany) electrodes (Fz, F3, F4, Fcz, Fc3, Fc4, Fc7, Fc8, Cz, C3, C4, Cpz, Cp3, Cp4, P3, P4, Po3, Po4, Po7, Po8, Oz, O1, O2), Afz was used as reference. The data were digitized by 16 bit ADC NBL640 (NeuroBioLab, Russia) with sampling frequency 200 Hz and filtered within 1-30 Hz passband.
Subject was sitting in a comfortable chair, one meter from a 17" monitor, and was instructed to fix his gaze on a motionless circle (1 cm in diameter) in the middle of the screen. Four gray markers were placed around the circle to indicate the mental task to be performed. The change of the marker color into green signaled the subject to perform the corresponding mental task. Left and right markers corresponded to left and right hand movement imagining respectively. The bottom marker corresponded to leg movement imagining and the upper one corresponded to relaxation. Each command to imagine a movement was displayed for 15 seconds and was preceded by a relaxation period of 5 seconds. Each clue was preceded by a 2-second warning. Three such pairs "relaxation -motor imagination" presented in random order constituted a block, two blocks constituted a session. There were two sessions for each subject, training and testing. During the training session classifier was switched off and recording was used only for its learning. During the following testing session classifier was switched on and the result of classification was presented to a subject by color of the central circle. The circle became green if the result coincided with the instruction, and red in the opposite case. During the instruction to relax the presentation of classification result was switched off not to attract the subject's attention. The second, testing, session was designed to provide subjects with the output of the BCI classifier in real time to enhance their efforts to imagine movements.
On the whole, each instruction was presented for 30 sec during each session.
VIS data set
VIS data set contains EEG recordings for 7 male subjects, 24-31 years of age.
The data correspond to performance of three mental tasks: to imagine a house, a face and to relax. At the beginning of the study each subject was presented with two types of pictures: faces (10 pictures from the Yale Face Database B [16] and houses (10 pictures from the Microsoft Research Cambridge Object Recognition Data Base, version 1 [32] , adjusted to black-and-white). Subject selected one face and one house as samples to imagine during the experiment. The experimental setting for each session of VIS data was very similar to that used for MTR data set with 4 exceptions. First, the experiment with each subject was conducted on 4 consecutive days, two sessions (training and testing) on each day. Second, there were not four but three instructions. Third, during the first three days of the study, EEG was recorded using the Emotiv Systems Inc. (San Francisco, USA) EPOC 16-electrode cap. Fourth, each series contained 3 blocks, each block contained two instruction for each visual image, and each instruction to relax lasted 7 sec. Thus, in each training and testing series, each instruction to imagine a picture was presented for 90 sec and to relax 84 sec. On the 4th day of the experiment, EEG was recorded using the same system as for MTR data set. Only data of the last, fourth, day were used for classifier comparing.
EEG Pattern Classification
Bayesian approach
Suppose that there are L different mental tasks to be distinguished and probabilities of each task to be performed are equal to 1/L. Let also distribution of each mental task EEG signal recorded by N c electrodes be Gaussian with zero mean. Also, let C i , a covariance matrix of the signal corresponding to execution of the i-th mental task (i = 1, . . . , L), be non-singular. Then, probability to obtain EEG signal X(t) under the condition that the signal corresponds to performing the i-th mental task is
, where
, and X(t) is a column vector of dimensionality N c . Following the Bayesian approach, the maximum value of P (X(t) | i) over all i determines the class to which X(t) belongs. Hence, the signal X(t) is considered to correspond to execution of the k-th mental task as soon as k = argmin i {V i (t)}. The equality X T (t)C
In practice, all V i (t) are rather variable so it is more beneficial to split signal into epochs and compute average value V i for each EEG epoch to be classified, using equation (1)
where C denotes an epoch data covariance matrix estimated as XX T . Therefore, to perform the classifier training it is sufficient to compute the covariance matrices corresponding to each mental task. It makes BC computationally inexpensive. In our experience reasonable classification accuracy is achieved when epochs of 1 second length are used for V i computation. This is a tradeoff between time resolution and classification accuracy.
Multi-band Bayesian approach
A natural way to take EEG frequency structure into consideration is to filter EEG within several non-overlapping passbands, perform separate classification of the filtered signals, and combine the results obtained for differed bands. This technique can be rather effective, as suggested by results of the BCI Competition IV [4] , see also [2] for description of the classifier which was the most effective on the dataset 2a. The Bayesian approach can also be generalized in such a way so that Bayesian classification is performed for signals filtered in different passbands. More detailed description is as follows.
Let X b be an epoch of EEG signal filtered within the b-th frequency band. Then, as for BC (see (2) ), probability of X b to belong to the i-th class is determined by
where C b,i is the i-th class covariance matrix of EEG filtered within the b-th passband and
Under the assumption that signals X b are mutually independent for different bands, the probability of signal X to correspond to the i-th mental task is
Hence, the epoch can be attributed to the class with the number k = argmin i V i ,
. . , L, are computed as
Multi-class Common Spatial Patterns
Classification method based on MCSP can be described as follows. First, covariance matrices C i are estimated over multichannel EEG data recorded during the classifier training. Then, matrices W i are sought to meet the following requirements
where
is the identity matrix, and D i are diagonal matrices. The problem of obtaining the matrices W i has an explicit solution. Indeed, if C = UDU T is the singular value decomposition (SVD) of the matrix C, with U being a unitary matrix and D being a diagonal matrix, then it is easy to prove that
Then, X is mapped onto a feature vector ln(ν), where ν is concatenation of all vectors ν i and ln(·) means component-wise log transform.
Classification of the feature vectors can be performed using any multiclass classifier. In our experiments, we used multiclass SVM algorithm [11] with general radial basis kernel γ = 0.5 and Euclidian metric for feature vectors classification.
When only two mental states are classified, MCSP is reduced to CSP. In this case, 
Common Tensor Discriminant Analysis
MCSP method can be generalized in order to account for EEG frequency structure, as proposed in [38] . EEG is represented as a tensor X ∈ R N c ×N f ×N t , where N c is the number of EEG channels, N f is the number of frequency steps, and N t is the number of samples. An appropriate way to obtain such representation is to use wavelet transform, in which case N f equals the number of wavelet scales.
In tensor presentation covariance matrix C becomes a covariance tensor R ∈ R N c ×N f ×N f ×N c which is defined as contraction of outer product (1/N t ) X • X on the last index which corresponds to time.
Let 
where R i is covariance tensors of Note that in contrast to MBBC the CTDA accounts for correlations between EEG rhythms of different frequencies which are reported to be present in EEG signals [31] .
Classification Quality Evaluation
To compare the classifiers, off-line analysis of both training and testing session data was performed using MATLAB (the Mathworks Inc., Natick, MA, USA). Additional filtering within 5-30 Hz passband was performed prior to BC and MCSP classification, and within multiple passbands (4-8, 8-12, 12-16, 16-20, 20-24 , and 24-28 Hz) prior to MBBC classification. The data were converted into tensor of order 3 using continuous wavelet transform (CWT) prior to CTDA classification. Order 5 Tchebychev Type 2 filters (MATLAB Filter Design Toolbox) were used for filtering. Continuous wavelet transform was performed using MATLAB Wavelet Toolbox cwt function with Morlet wavelet and 26 scales corresponding to frequencies from 5 to 30 Hz. CWT with Morlet wavelet is reported to be an effective technique of band-power extraction in BCI technology [9] .
The preprocessed EEG recordings corresponding to execution of mental tasks were then split into epochs of 1-second length. Then, 70% of epochs corresponding to each state were chosen randomly for classifier training, and the remaining 30% of epochs were used to test classifier. 100 such classification trials were made. Averaging over all classification trials resulted in L × L confusion matrix P = (p ij ) for each classifier. Here p ij is an estimate of probability to recognize the i-th mental task in case the instruction is to perform the j-th mental task.
We chose the mean probability of correct classification p, mutual information g between states recognized and instructions presented, and Cohen's κ as indices of classification efficacy. Given the confusion matrix P, these indices can be calculated as follows:
where p 0j is probability of the j-th instruction to be presented and p i0 = j p ij p 0j is probability of the i-th mental state to be recognized. The probabilities p 0j were estimated by dividing the number of epochs corresponding to the j-th state by the number of all epochs. For all datasets considered p 0j were equal or very close to 1/L. This is in agreement with our a priori supposition that all BCI commands are equally needed. The better classifier performs the more confusion matrix is close to identity matrix. In case L states are classified perfectly p = 1, g = log 2 L, and κ = 1. If classification is random, i.e. p ij = p i0 for all j, then p = 1/L, g = 0, and κ = 0.
Index p has an advantage of being evidently interpreted as the percentage of correct classification. Its disadvantage is that it does not depend on non-diagonal elements of confusion matrix and hence does not account for distribution of errors. That is why information index g was used together with p. Cohen's κ was chosen to be presented because this index is widely used to estimate classification quality [4] .
When all probabilities of correct classification are equal, i.e. p ii = p for all i, and all probabilities of incorrect classification are equal, i.e. p ij = (1 − p)/(L − 1) for all i = j, the mutual information between instructions presented and the states classified can be obtained as:
Based on [35] , (6) is often used to estimate BCI efficacy ( [5] , [19] [36]). But if the corresponding assumptions do not hold true, the value of g, calculated according to (6) , is lower than the actual mutual information. In this study, we used the general formula (5).
Results
MTR data set. Tab. I exemplifies confusion matrix obtained as a result of Bayesian classification of one subject testing session data. The matrix is diagonally dominant, which means prevalence of correct classifier responses. For the presented confusion matrix p = 0.79, g = 0.99, and κ = 0.71. Note that p = 0.25 for random classification of 4 states. Fig. 1 shows p, g, and κ values computed after classification of all subjects' training (bar graphs A, B, C) and testing (bar graphs D, E, F) session data using each method. Maximum values of indices presented over all subjects and sessions Although Fig. 1 demonstrates large difference in subject performance, all indices exceed values characterizing random classification. Classification accuracy of BC and MCSP methods, both ignoring EEG frequency structure, differs just slightly. Although on average MCSP occurred to perform 15% better in terms of κ, the difference is insignificant in terms of p and g indices (one sample t-test, P > 0.06 for both indices). Accounting for EEG frequency structure has increased classification quality significantly. MBBC performs much better than BC (one sample t-test, P < 10 −5 for all indices) and CTDA is better than MCSP (one sample t-test, P < 10 −5 ), moreover, CTDA has shown better performance than a MBBC (one sample t-test, P < 0.02 for all quality indices). Despite maximum values of quality indices are lower for CTDA, in average its classification accuracy is much higher than for other methods, as shown in Tabs. II, III, and IV. VIS data set. Relations between methods, revealed by VIS data set analysis, are similar to those observed for MTR data set, as suggested by Fig. 2 and Tabs. II, III, IV. Again, MCSP performed slightly better than BC. But for VIS data the difference in performance is significant in terms of all indices (one sample t-test, P < 0.02 for all indices). MBBC performed better than BC (one sample t-test, P < 10 −5 for all indices) and CTDA performed better than MCSP (one sample t-test, P < 10 −4 for all indices). CTDA classification accuracy was also the best in average.
Maximum values of indices presented over all subjects and sessions are p = 0.62, g = 0.31, and κ = 0.44 for BC, p = 0.66, g = 0.41, and κ = 0.51 for MCSP, p = 0.67, g = 0.41, and κ = 0.52 for MBBC, p = 0.79, g = 0.63, and κ = 0.68 for CTDA. Note that p = 0.33 for random classification of three states. BCIC data set. The results of BCIC data analysis are shown in Fig. 3 and Tabs. II, III, IV. Similarly to MTR and VIS data sets MCSP has shown better performance than BC (one sample t-test, P < 0.001 for all indices). MBBC performed better than BC (one sample t-test, P < 10 −4 for all indices) and CTDA performed better than MCSP (one sample t-test, P < 0.002 for all indices). 
Discussion
Figs. 1, 2, and 3 show that three quality indices p, g, and κ are in good agreement, particularly, high value of any index for some subject implies that values of other two indices are also high for this subject. Generally, these indices do not duplicate 
Tab. III Average values of g index computed after processing of different data sets: MTR training session (1a), MTR testing session (1b), VIS training session (2a), VIS testing session (2b), two BCIC sessions (3a and 3b).
but complement each other. Index p has the most evident interpretation but it ignores classification error distribution. In contrast, indices g and κ depend on error distribution. Index κ evaluates only classification quality reaching 1 in case of perfect classification independently of number of states classified while information index g evaluates information gain provided by BCI reaching log 2 L in case L states are classified perfectly. Therefore, information index g is an appropriate measure for comparing performance of brain-computer interfaces based on different principles (e.g. BCI based on voluntary switching of different mental states and BCI based on P300).
Classifier comparison yielded quite similar results for all data sets. BC and MCSP classifiers based solely on interchannel covariance are shown to be comparable in performance while loosing to MBBC and CTDA classifiers which additionally account for EEG frequency structure. Although for MTR data set maximal quality of performance is provided by MBBC, CTDA based classifier is shown to provide the best classification accuracy on average over subjects for all data set. One explanation for CTDA superiority might be that it accounts for cross-band correlations which are reported to be present in EEG [31] .
In conclusion, it is interesting to compare computational costs of the classifiers. Computational cost was evaluated by time spent on EEG preprocessing, classifier training, and classifier testing. Evaluation was performed using one subject's MTR training session data. Preprocessing was done as described in Section 4. A single classification trial was made with all data used both to train and to test the classifiers. Results of evaluation obtained on PC, Intel Core 2 Duo T9300 CPU 2.50 GHz, are shown in Tab. V along with kappa averaged over all subjects and datasets. In most cases higher classification accuracy demands more execution time as one could expect. Surprising is that computationally inexpensive basic Bayesian classifier showed accuracy comparable with that of much more sophisticated classifiers.
