Abstract. The Rössler System is characterized by a three-parameter family of quadratic 3D vector fields. There exist two one-parameter families of Rössler Systems exhibiting a zero-Hopf equilibrium. For Rössler Systems near to one of these families, we provide generic conditions ensuring the existence of a torus bifurcation. In this case, the torus surrounds a periodic orbit that bifurcates from the zero-Hopf equilibrium. To the best of our knowledge, up to now, a torus bifurcation had only been numerically indicated for the Rösler System. For Rössler Systems near to the other family, we provide generic conditions for the existence of a periodic solution bifurcating from the zero-Hopf equilibrium. This improves the known results so far regarding periodic solutions for such a family. In addition, the stability properties of the periodic solutions and invariant torus are analyzed.
Introduction and statements of the main results
The Rössler System was introduced in 1976 by Rösler [17] as a prototype of a simple autonomous differential system behaving chaotically for some values of the parameters:ẋ = −y − z, y = x + ay, z = bx − cz + xz.
(
By simple we mean low dimension, few parameters and only one nonlinear term. Originally, this system was conceived for helping to understand the chaotic properties of some differential models of chemical reactions [20, 21, 19, 18] . Since then, the chaotic behavior of the Rössler System has been addressed in several works. We may cite, for instance, [3, 24, 26] and the references therein. Detecting periodic orbits in the Rössler System (1) has also been a subject of interest of many authors. A brief summary of these results can be found in [10] , which we shall complement in the sequel. In 1984, Glendinning and Sparrow [8] showed the existence of periodic orbits of the Rösler System near some homoclinic orbits. In 1995, Krishchenko [9] proved that all periodic orbits of the Rösler System must lie in a specific bounded domain. In the same year, Magnitskii [13] obtained asymptotic formulae for the amplitude and period of the periodic solutions rising from Hopf bifurcations in the Rössler System. In 1999, Terekhin and Panfilova [22] provided sufficient conditions for the existence of periodic solutions near the equilibria of the Rössler System. In 2000 and 2003, Pilarczyk [15, 16] used the Conley Index Theory to provide a computer-assisted proof that several periodic orbits exist in the Rössler System for some parameter values. In 2006, Galias [7] developed a numerical method to study short-period orbits and applied it to the Rössler System. In 2007, Algaba et al. [1] studied the merging of the periodic orbits that appeared in resonances ando also provided the existence of two types of Takens-Bogdanov bifurcations of periodic orbits. In 2009, Wilczak and Zgliczyński [25] proved the existence of two period-doubling bifurcations connected by a branch of period two orbits for a specific range of the parameters of the Rössler System.
The Averaging Theory is a classical method and one of the main tools for detecting periodic solutions in regularly perturbed nonautonomous differential systems. Roughly speaking, this method provides a sequence of functions, g i , each one called i-th order averaged function, for which their simple zeros correspond to limit cycles of the differential system. In 2007, Llibre at al. [11] used the first order averaging method to study Hopf bifurcations in the Rössler System. More recently, in 2014, Llibre [10] used the first order averaging method to study periodic orbits bifurcating from zero-Hopf equilibria of the Rössler System. Here, a zero-Hopf equilibrium is an equilibrium of the differential system where the Jacobian matrix has a zero eigenvalue and a pair of purely imaginary conjugate eigenvalues.
In the present study, we shall apply some recent developments of the Averaging Theory to improve the results of [10] 
in two directions:
Case A: Firstly, taking (a, b, c) = (a, 1, a), with a ∈ (− √ 2, √ 2)\{0}, one can readily see that the Rössler System (1) has a zero-Hopf equilibrium at the origin. In [10] , assuming that the parameter vector (a, b, c) is ε-close to (a, 1, a), it has been proved the existence of a periodic orbit bifurcating from the zero-Hopf equilibrium at the origin for ε = 0 (see [10, Theorem 2] ). Here, in our first main result (Theorem A), we provide the existence of an invariant torus, due to a Neimark-Sacker bifurcation, around this periodic orbit (see Figure 2 ). To the best of our knowledge, this is the first time that an invariant torus has been analytically detected bifurcating from a zero-Hopf equilibrium in the Rösler System. This kind of bifurcation had only been numerically indicated for the Rösler System, see [1, 2] .
Case B: Secondly, taking (a, b, c) = (0, b, 0), with b ∈ (−1, ∞), again one can readily see tat the Rössler System (1) has a zero-Hopf equilibrium at the origin. In [10] , assuming that the parameter vector (a, b, c) is ε-close to (0, b, 0), it has been proved that the first order averaging method cannot detect any periodic orbit bifurcating from the zero-Hopf equilibrium at the origin for ε = 0 (see [10, Theorem 3 ] ). Basically, this means that the first order averaged function, associated with the Rössler System, does not have simple zeros. However, in general, it does not imply that such a bifurcation is not happening. Roughly speaking, in the literature, the next natural step usually would consist in assuming some constrains on the first order approximation (in ε) of the parameters such that the first order averaged function vanishes identically, and then computing the zeros of the second order averaged function. This method can be implemented at any order of perturbation. Nevertheless, we shall see that this procedure fails in providing limit cycles at least up to order five (see Section 2.4). Here, in our second main result (Theorem B), we shall apply a recent result on averaging theory (see [5] ), based on the LyapunovSchmidt reduction, which will allow us to use, simultaneously, the second and third order averaged functions for detecting a periodic orbit bifurcating from this zeroHopf equilibrium (see Figure 1 ). In addition, we shall use the forth and fifth averaged functions to study the stability of this periodic orbits. This paper is organized as follows. In Section 2, we first introduce the bifurcation theory to study the branching of periodic solutions when some of the averaged functions degenerate (see [5] ). Then, we apply this theory to study the existence of periodic orbits for Case A and Case B of the Rösler System (1). The stability properties of these periodic orbits are studied in Section 3, using mainly the theory of k-determined hyperbolicity for perturbed matrices (see [14] ). In Section 4, we first introduce the recent developed theory for detecting invariant tori through the averaging theory (see [6] ). Then, we apply this theory to study the existence of an invariant torus for Case A of the Rösler System (1) . In what follows, we summarize our main results.
Firstly, for Case A, define
(2)
\{0} and ε, α, β, γ ∈ R.
(i) If d 0 = 0, then for |ε| = 0 sufficiently small the Rössler System (1) admits a periodic orbit ϕ(t; ε) satisfying ϕ(t; ε) → (0, 0, 0) when ε → 0. Moreover, for ε > 0, such periodic orbit is asymptotically stable (resp. unstable) provided that
In addition, if 1 = 0, then there exists a smooth curve γ(ε), defined for ε > 0 sufficiently small and satisfying γ(ε) =γ + O(ε) with γ = α 1 −āβ, such that a unique invariant torus bifurcates from the periodic orbit ϕ(t; ε) provided that 1 (γ − γ(ε)) < 0. Moreover, for ε > 0, if 1 > 0 (resp. 1 < 0) the torus is unstable (resp. asymptotically stable), whereas the periodic orbit ϕ(t; ε) is asymptotically stable (resp. unstable).
The proof of Theorem A will be split into several propositions in the following sections. Statement (i) will follow from Propositions 3 and 7 of Sections 2 and 3, respectively, and Statement (ii) will follow from Proposition 10 of Section 4.
Finally, for Case B, define
Suppose that
, and δ > 0. Then, for |ε| = 0 sufficiently small the Rössler System (1) has a periodic orbit ϕ(t; ε) satisfying ϕ(t; ε) → (0, 0, 0). Moreover, for ε > 0, such periodic orbit is asymptotically stable (resp. unstable) provided that λ 1 < 0 and λ 2 < 0 (resp. λ 1 > 0 or λ 2 >0).
The proof of Theorem B will follow from Propositions 4 and 8 of Sections 2 and 3, respectively.
Bifurcation of periodic orbits
The averaging method is one of the main tools for detecting periodic solutions in regularly perturbed nonautonomous differential systems. This method has been, recently, generalized in several directions. In Section 2.1 we introduce the classical version of the averaging theorem (Theorem 1) as well as its recent generalization (Theorem 2) based on the Lyapunov-Schmidt reduction. Then, in Sections 2.2 and 2.3, these theorems are applied to prove the existence of periodic orbits for Case A and Case B of the Rössler System (1), respectively. Additionally, in Section 2.4, we show that the usual recursive method of applying the higher order averaging method fails in detecting periodic orbits of the Rössler System up to order five. This emphasizes the importance of our methodology and Theorem 2.
2.1. Averaging Theory and Bifurcation Functions. The averaging theory provides sufficient conditions for the existence of periodic solutions of nonautonomous differential systems written in the following standard form:
where Ω is an open bounded subset of R n . We assume that F i , for i = 1, . . . , 5, and F are sufficiently smooth functions and T -periodic in the variable t.
Consider the vector z = (z 1 , . . . , z n ) ∈ R n , we denote z m = (z, . . . , z) ∈ R mn . In the following expressions we represent the l−Frechet derivative of F i (t, x) applied to a "product" of l vectors as the multilinear map:
For i = 1, . . . , 5, we define the averaged functions of order i of system (4) as
where
The classical averaging theorem relates zeros of the first nonvanishing averaged function to the existence of periodic solutions of the nonautonomous differential system (4).
Theorem 1 ([12]
). Assume that, for some l ∈ {1, 2, 3, 4, 5}, g i = 0 for i = 1, . . . , l− 1 and g l = 0. If there exists z * ∈ Ω such that g l (z * ) = 0 and |Dg l (z * )| = 0, then for |ε| = 0 sufficiently small there exists a T -periodic solution ϕ(t, ε) of system (4) such that ϕ(0, 0) = z * .
The previous result says that a simple zero of g l corresponds to a periodic solution of system (4). In the case that the zero is not simple but is isolated, one can still use some topological version of Theorem (1) to ensure the existence of periodic solutions (see, for instance, [4, 12] ). Nevertheless, it cannot be used when the zero is not isolated. This problem has been addressed in [5] and, in what follows, we present its main result.
Denote
Assume that the first order averaged function vanishes on the set
That is, g 1 (z u ) = 0 for all u ∈ V. Here, m < n are positive integers, V is an open bounded subset of R m and B : V → R n−m is a C 4 function. Denote
denote the projections onto the first m coordinates and onto the last n − m coordinates, respectively. In what follows, for i = 1, . . . , 5, we defined the bifurcation function of order i, f i .
Theorem 2 ( [5] ). Suppose that g 1 (z u ) = 0 and det(∆ u ) = 0 for all u ∈ V . In addition, assume that for some l ∈ {1, 2, 3, 4}, f i = 0 for i = 1, . . . , l − 1 and f l = 0.
If there exists u * ∈ V such that f l (u * ) = 0 and det (Df l (u * )) = 0, then for |ε| = 0 sufficiently small there exists a T -periodic solution ϕ(t, ε) of system (4) such that ϕ(0, 0) = z u * Remark 1. Denote by x(t, z, ε) the solution of (4) satisfying x(0, z, ε) = z. The method developed in [5] merges averaging theory and Lyapunov-Schmidt reduction in order to obtain sufficient conditions for the existence of an initial condition z(ε) such that ϕ(t, ε) = x(t, z(ε), ε) is a T -periodic solution of (4). Let
One can check that the initial condition provided by Theorem 2 writes
, where the function u(ε) satisfies F 4 (u(ε), ε) = 0 for |ε| = 0 sufficiently small. Consequently, one can write the Taylor series of z(ε) using the bifurcation functions defined above. For instance, taking l = 2 in Theorem 2 we can write
Denoting z 0 = (u * , B(u * )), z 1 = (u 1 , B 1 ), and z 2 = (u 2 , B 2 ), we have
, and
The expression (10) will be used in Section 3 for determining the stability of the periodic solution x(t, z(ε), ε).
2.2.
Existence of Periodic Solutions -Case A. The proof of the existence of a periodic orbit of the Rössler System (1) bifurcating from the zero-Hopf equilibrium at the origin was given in [10] (see Theorem 2 of [10] ). Here, for the sake of completeness, we perform again the proof of such a result using a different change of variables.
\ {0}, and ε, α, β, γ ∈ R, and consider d 0 as defined in (2) . If d 0 = 0, then for |ε| = 0 sufficiently small the Rössler System (1) has a periodic orbit ϕ(t, ε) satisfying ϕ(t, ε) → (0, 0, 0) when ε → 0.
Proof. In order to write the linear part of system (1) in its Jordan normal form we proceed with the linear change of variables
Taking (X, Y , Z) = ε(X, Y, Z), we geṫ
Now, considering the cylindrical-like variables (X, Y, Z) = (r cos θ, r sin θ, rz)
and taking θ as the new independent variable, system (1) 
In what follows, we shall apply Theorem 1 to the above differential system. So, identifying
we compute the first order averaged function (5), g 1 (r, z) = (g
The non-linear system g 1 (r, z) = (0, 0) has two solutions (r ± ,z ± ), namelȳ
Since the domain of the averaged function is R + × R, then for 0 <ā < √ 2 only the solution (r + ,z + ) is contained in the domain of g 1 , and for − √ 2 <ā < 0 the only solution in the domain is (r − ,z − ). These solutions are the same as the ones obtained in [10] . Moreover, the Jacobian determinant at (r ± ,z ± ) is given by
and from hypothesis we have det (Dg 1 (r ± ,z ± )) = 0. Thus, the result follows by applying Theorem 1 and going back through the change of variables (11).
2.3.
Existence of Periodic Orbits -Case B. Here, we are assuming that (a, b, c) = (α(ε),
Proposition 4. Consider δ as defined in (3) and assume that
, √ 2} and δ > 0. Then, for |ε| = 0 sufficiently small the Rössler System (1) has a periodic orbit ϕ(t, ε) satisfying ϕ(t, ε) → (0, 0, 0) when ε → 0.
Proof of Theorem 4. In order to write the linear part of system (1) in its Jordan normal form we proceed with the linear change of variables
Taking (X, Y , Z) = ε(X, Y, Z), we see that the unperturbed system (i.e. ε = 0) in these new variables writes (Ẋ,Ẏ ,Ż) = ( − ωY, ωX, 0). So, considering cylindrical coordinates (X, Y, Z) = (r cos θ, r sin θ, z), we see thatθ = ω + O(ε). Consequently, θ > 0 for |ε| sufficiently small. Therefore, we can take θ as the new independent variable. After these transformations, system (1) becomes the following nonautonomous differential system
where (θ, r, z) ∈ R × R >0 × R. Due to the extent of the expressions of F j i (θ, r, z), i = 1, . . . , 5 and j = 1, 2, we shall omit them here. However, they are trivially computed in terms of the parameters ω, α i , β i , γ i , i = 1, . . . , 5.
Notice that the nonautonomous differential system (14) is written in the standard form (4) for applying the averaging theorem with F i (θ, r, z) = F 1 i (θ, r, z), F 2 i (θ, r, z) , for i = 1, . . . , 5. So, we compute the first order averaged function (5) as
for (r, z) ∈ R >0 × R. This function has only the trivial zero, which is not contained in the domain and, then, does not correspond to a periodic solution of (14) . Consequently, no periodic solutions can be detected using the first order averaged function. This fact had already been noticed in [10] .
In order to follow the averaging method we compute the second order averaged function (5), g 2 (r, z) = (g
In the literature, the next natural step usually would consist in assuming some constrains on the first order approximation (in ε) of the parameters such that the first order averaged function vanishes identically, and then computing the zeros of the second order averaged function. This method can be implemented at any order of perturbation. Nevertheless, we shall see in Section 2.4 that this procedure fails in providing limit cycles up to order 5. Here, instead of vanishing the first order averaged function we shall use Theorem 2 as follow.
Firstly, take α 1 = γ 1 (ω 2 − 1). Thus, the first order averaged function becomes
Notice that, in this case, the first order averaged function has a continuum of zeros Z = {z r = (r, 0) : r > 0} . Moreover, the Jacobian matrix of g 1 on Z writes
So, we compute the first order bifurcation function (6) as
This function has no positive simple zeros. In order to use Theorem 2 we must vanish f 1 . So, we take α 2 = β 1 γ 1 + γ 2 ω 2 − 1 . Now, in order to obtain the second order bifurcation function (7) we must compute the third order averaged function (5), g 3 (r, z) = (g
Then, the second order bifurcation function (7) writes
Thus, if δ > 0 then the bifurcation function (16) have the simple zero
The result follows directly from Theorem 2 with i = 2 and u * = r * .
Fifth Order Standard Analysis.
In this section we shall apply the usual higher order averaging method up to order five for studying periodic solutions of the nonautonomous differential system (14) . We shall see that, in this case, this method does not provide any information about the existence of periodic solutions, which emphasizes the importance of the method employed in the proof of Proposition 4. Consider the first order averaging function g 1 (15) . As noticed in the proof of Proposition 4, the nonlinear system g 1 (r, z) = (0, 0) has no solution in the domain R >0 × R. So, as said before, in order to use Theorem 1 for detecting periodic solutions of (14), we could assume values for the first order parameters perturbation, α 1 , β 1 , and γ 1 , such that g 1 ≡ 0, and then computing the zeros of the second order averaging function g 2 . This procedure can be implemented at any order and is the usual way of applying the higher order averaging method for studying periodic solutions.
Notice that, for ω = √ 2, g 1 ≡ 0 if, and only if, α 1 = γ 1 = 0. So, assuming these values, the second averaged function writes
which is the same expression of g 1 just replacing α 1 and γ 1 by α 2 and γ 2 , respectively. As before, the nonlinear system g 2 (r, z) = (0, 0) has no solution in the domain R >0 × R and g 2 ≡ 0 if, and only if, α 2 = γ 2 = 0. For l = 1, . . . , 4, we can check that α 1 = . . . α l = γ 1 = . . . γ l = 0 implies that
Again, the nonlinear system g l+1 (r, z) = (0, 0) has no solution in the domain R >0 × R and g l+1 ≡ 0 if, and only if, α l+1 = γ l+1 = 0. Consequently, up to order five, the usual recursive method does not provide any information about the existence of periodic solutions of the differential system (14).
Stability of periodic orbits
Denote by x(t, z, ε) the solution of (4) satisfying x(0, z, ε) = z. The essence of Theorems 1 and 2 is to provide sufficient conditions that guarantee the existence of an initial condition z(ε) ∈ Ω, such that x(t, z(ε), ε) is a T −periodic solution of system (4). Now, consider the time T map Π(z) = x(T, z, ε) of system (4) . From [5, Lemma 5], we have
where g i represents the i th − order averaging function. Since the nonautonomous differential system (4) is T -periodic in t, then Π(z) is actually a Poincaré map defined on the Poincaré section {t = T }. Therefore, the stability of the periodic solution x(t, z(ε), ε) can be determined by the eigenvalues of the Jacobian matrix
. Using Taylor expansion around ε = 0 we can write
where A 0 = Dg 1 (z 0 ). If the matrix A 0 is hyperbolic, i.e. A 0 has no eigenvalues over the imaginary axis of the complex plane, then the stability of the solution x(t, z(ε), ε) can be determined by the following result.
Theorem 5 ([23]
). Consider the differential system (4) and suppose that the conditions of theorem 1 are satisfied for l = 1. If all eigenvalues of Dg 1 (z * ) have negative real parts, then the corresponding periodic solution ϕ(t, ε) of system (4) is asymptotically stable for ε > 0 sufficiently small. Conversely, if one of the eigenvalues has positive real part, then ϕ(t, ε) is unstable. This theorem will be used for studying the stability of the periodic solutions detected in proposition (7).
3.1. k-Determined Hyperbolic Matrices. If A 0 is not hyperbolic, then the former theorem cannot be used to analyze the stability of ϕ(t, ε) = x(t, z(ε), ε). In this case, we shall need the next result about k−determined hyperbolic matrices (see [14, Chapter 3] ). Roughly speaking, we say that a smooth matrix A(ε), defined in a neighborhood of ε = 0, is k−hyperbolic when hyperbolicity A(ε) is determined by the hyperbolicity of its k−jet (see [14] ).
Theorem 6 ([14, Theorem 3.7.7]). Suppose that C(ε) and D(ε) are continuous matrix-valued functions defined for ε > 0 and that
Here, r 1 < r 2 < · · · < r j < R are rational numbers, and Λ 1 , . . . , Λ j are diagonal matrices. Then, there exists an ε 0 > 0 such that for 0 < ε < ε 0 the eigenvalues of C(ε) are approximately equal to the diagonal entries λ i (ε) of Λ(ε), with error O(ε R ). Consequently, the matrices Λ(ε) and C(ε) have the same hyperbolicity type.
The theorem above will be applied as follows. Assume that A(ε) is a smooth matrix function defined in a neighborhood of ε = 0. Suppose that there exists an invertible matrix T (ε), defined for ε > 0 sufficiently small, such that the fractional power series of T (ε) −1 A(ε)T (ε) writes as (17) and satisfies the hypotheses of Theorem 6. Since the matrices A(ε) and T (ε) −1 A(ε)T (ε) are similar for ε > 0 sufficiently small, we conclude from Theorem 6 that, for ε > 0 sufficiently small, the eigenvalues of A(ε) are approximately equal to the diagonal entries λ i (ε) of Λ(ε), with error O(ε R ).
3.2.
Stability of Periodic Orbits -Case A. In this case, we shall see that, under the hypotheses of Theorem A, the Jacobian matrix of the first order averaged function is hyperbolic. So, the next result follows straightforwardly.
Proposition 7. Consider d 0 and d 1 as defined in (2) . The periodic orbit provided by Proposition 3 is asymptotically stable (resp. unstable) provided that d 1 > 0 and
Proof. Consider the first order averaging function g 1 , defined in (13), of the nonautonomous differential system (12). Assuming 0 < a < √ 2, from the proof of Proposition 3 we have that y + = (r + ,z + ) is the solution of the nonlinear equation g 1 (y) = 0. Moreover, the Jacobian matrix of g 1 (y) at y + , Dg 1 (y + ), has the following characteristic polynomial
From the Theorem 5 we know that the stability of the periodic solution of the differential system can be determined by the roots of p(λ), provided that they are not in the imaginary axis. By the Routh-Hurwitz test we have that the roots of p(λ) will be in the left side of the complex plane if, and only, if
On the other hanf, if d 0 d 1 < 0 the polynomial p(λ) will have at least one root with positive real part. Consequently, the periodic solution will have at least one unstable direction. The exact same analysis is true for taking − √ 2 < a < 0 and y − = (r − ,z − ).
3.3. Stability of Periodic Orbits -Case B. In this case, we shall see that the Jacobian matrix of the first order averaged function, A 0 = Dg 1 (z α * ), is not hyperbolic. So, the theory of k-determined hyperbolic matrices will be employed in order to obtain the following result. Proof. Let x(θ, z, ε) be the solution of the nonautonomous differential equation (14) . From the proof of Proposition 4, we have that the second order bifurcation function f 2 (r), defined in (16) , has the simple zero r * . From Remark 1, this zero is related with an initial condition z(ε), such that x(t, z(ε), ε) is periodic. Moreover,
where z 0 = (r * , 0),
, γ 1 (r * ) , and
From the expressions above, we see that the bifurcation functions of order three and four, f 3 and f 4 , are needed, and from their definitions (8) and (9), respectively, we see that the averaged functions of order four and five, g 4 and g 5 , are also needed. Due to the extent of these expressions, we shall omit them here. Now, we are able to compute the Taylor series of the Jacobian matrix DΠ(z(ε)) as
Denote A j = (A j (l, k)), j = 0, 1, 2. We can easily see that
Due to the extent of the expressions of A j = (A j (l, k)), for j = 1, 2, we shall also omit them here. However, they are computed in terms of the parameters ω, α i , for i = 3, . . . , 5, and β i , γ i , for i = 1, . . . , 5.
Clearly, all eigenvalues of DΠ(z(ε)) are of the form λ i (ε) = 1+ελ i (ε), where λ i (ε) is an eigenvalue of A(ε) = A 0 +εA 1 +ε 2 A 2 +O(ε 3 ). Recall that if the eigenvalues of DΠ(z(ε)) satisfy | λ 1 (ε)|< 1 and | λ 2 (ε)|< 1, then the periodic solution x(t, z(ε), ε) of system (14) is asymptotically stable.
In what follows, we apply Theorem 6 for studying the eigenvalues of the matrix
with
Notice that the matrix T (ε) is invertible for |ε| sufficiently small. Moreover,
where the matrices Λ j = (Λ j (lk)), for j = 0, 1, 2, are diagonal and satisfy
Thus, matrix (18) is of the form (17) . Since the matrices A(ε) and T (ε)A(ε)T −1 (ε) are similar for |ε| = 0 sufficiently small, it follows from Theorem 6 that the eigenvalues of A(ε) write
Consequently, the eigenvalues of the Jacobian matrix DΠ(z(ε)) write
Thus,
Therefore, for ε > 0 sufficiently small, | λ 1 (ε)|≷ 1 and | λ 2 (ε)|≷ 1 provided that λ 1 ≷ 0 and λ 2 ≷ 0, respectively. From here, statements (a), (b), and (c) follow straightforwardly. 
Bifurcation of an Invariant Torus
Recently, [6] provided sufficient conditions for the existence of an invariant torus surrounding a periodic solution detected by the averaging theory. In this section, we first introduce the result obtained in [6] and then we apply it to conclude the proof of Theorem A.
Consider the following two-parameter family of nonautonomous differential systemẋ = εF 1 (t, x; µ) + ε 2 F(t, x; ε, µ).
Here, F 1 and F are C 1 functions, T -periodic in the variable t, x = (x, y) ∈ Ω with Ω an open bounded subset of R 2 , t ∈ R, ε ∈ [0, ε 0 ] for some ε 0 > 0 small, and µ ∈ R. Recall that the first order averaged function writes g 1 (x; µ) = (g Then, there exists a C 1 curve µ(ε) ⊂ J 0 , defined for ε > 0 sufficiently small and satisfying µ(ε) = µ 0 + O(ε), such that a unique invariant torus bifurcates from the periodic orbit ϕ(t; µ, ε) whenever 1 (µ−µ(ε)) < 0. Moreover, if 1 > 0 (resp. 1 < 0) the torus is unstable (resp. asymptotically stable), whereas the periodic orbit ϕ(t; µ, ε) is asymptotically stable (resp. unstable).
The next result provides sufficient conditions for the existence of an invariant torus surrounding the periodic solution given by Proposition 3 (see Figure 2) . Proposition 10. Consider as defined in (2) and assume that the vector field (1) satisfies the hypotheses of Proposition (3). If = 0, then for ε > 0 sufficiently small there exists a smooth curve γ(ε), satisfying γ(ε) =γ + O(ε), with γ = α 1 −āβ, such that a unique invariant torus bifurcates from the periodic orbit ϕ(t; ε) whenever (γ − γ(ε)) < 0. Moreover, if > 0 (resp. < 0) the torus is unstable (resp. asymptotically stable), whereas the periodic orbit ϕ(t; ε) is asymptotically stable (resp. unstable).
Proof. Consider the first order averaging function g 1 , defined in (13), of the nonautonomous differential system (12) . Assume that 0 <ā < √ 2. Identifying µ = γ and taking x γ = (r + ,z + ) we have to verify the condition (i) of Theorem 9. So, let p(λ) =λ 2 − a 2 − 2 3 (βa−α+γ) (1), where the unstable invariant torus is given as a unstable invariant closed curve of the Poincaré map.
