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A key requirement to perform simulations of large quantum systems on near-term quantum hard-
ware is the design of quantum algorithms with short circuit depth that finish within the available
coherence time. A way to stay within the limits of coherence is to reduce the number of gates by im-
plementing a gate set that matches the requirements of the specific algorithm of interest directly in
hardware. Here, we show that exchange-type gates are a promising choice for simulating molecular
eigenstates on near-term quantum devices since these gates preserve the number of excitations in
the system. Complementing the theoretical work by Barkoutsos et al. [PRA 98, 022322 (2018)], we
report on the experimental implementation of a variational algorithm on a superconducting qubit
platform to compute the eigenstate energies of molecular hydrogen. We utilize a parametrically
driven tunable coupler to realize exchange-type gates that are configurable in amplitude and phase
on two fixed-frequency superconducting qubits. With gate fidelities around 95% we are able to
compute the eigenstates within an accuracy of 50 mHartree on average, a limit set by the coherence
time of the tunable coupler.
The simulation of the electronic structure of molecular
and condensed matter systems is a challenging computa-
tional task as the cost of resources increases exponentially
with the number of electrons when accurate solutions are
required. With the tremendous improvements in our abil-
ity to control complex quantum systems this bottleneck
may be overcome by the use of quantum computing hard-
ware [1]. In theory, various algorithms for quantum simu-
lation have been designed to that end, including quantum
phase estimation [2] or adiabatic algorithms [3]. With
these algorithms the challenges for practical applications
lie in the efficient mapping of the electronic Hamiltonian
onto the quantum computer and in the required number
of quantum gates that remains prohibitive on current and
near-term quantum hardware [4] without quantum error
correction schemes [5]. On the other hand, variational
quantum eigensolver (VQE) methods [6, 7] can produce
accurate results with a small number of gates [8] using
for instance algorithms with low circuit depth [9] and do
not require a direct mapping of the electronic Hamilto-
nian onto the hardware. Moreover, such algorithms are
inherently robust against certain errors [8, 10, 11] and are
therefore considered as ideal candidates for first practical
implementations on non error-corrected, near-term quan-
tum hardware.
Recently, the molecular ground state energy of hy-
drogen and helium have been computed via VQE in
proof of concept experiments using NMR quantum sim-
ulators [12–14], photonic architectures [6] or nitrogen-
vacancy centers in diamond [15]. Although very accu-
rate energy estimates are obtained, quantum simulation
of larger systems remains an intractable problem on these
platforms because of the difficulties arising in scaling
them up to more than a few qubits. For this reason
trapped ions [16–19] and superconducting qubits [20–22]
have become promising candidates to carry out VQE-
based quantum simulations in particular for quantum
chemistry applications. For instance, the ground state
energies of molecules like H2 [23–25], LiH and BeH2 [24],
as well as the energy spectrum of the four eigenstates of
H2 [25], have already been measured on general purpose
superconducting qubit platforms. In these experiments,
a heuristic approach based on gates already available in
hardware, such as C-Phase, CNOT or bSWAP, is em-
ployed. However, computing larger molecules with more
orbitals in the active computational space becomes im-
practical with this method. Without further constraints,
the dimension of the Hilbert space accessed via the pa-
rameterized gate sequences in the VQE grows exponen-
tially with the number of required qubits N . The proba-
bility to reach the wanted ground state decreases accord-
ingly. It is, thus, important to use a set of entangling
gates that matches the specifics of the problem [8]. For
quantum chemistry calculation, each qubit typically rep-
resents the population of an electronic orbital [26, 27].
Since the number of electrons ne for a given molecu-
lar system or a chemical reaction is constant, the total
number of qubit excitations is also constant. Exchange-
type interactions, which preserve the number of excita-
tions on the qubit processor are, therefore, better suited
than other two-qubit gates to compute molecular eigen-
states [8, 28]. In fact, using only excitation-preserving
gates constrains the accessible state space to a subspace
of the full 2N -dimensional Hilbert space: only the
(
N
ne
)
-
dimensional manifold with ne electrons is explored in
VQE. Such a reduced search space is beneficial for both
the construction of a reduced molecular Hamiltonian [7]
as well as for the expansion of the trial wavefunction [8].
In this paper, we show an efficient and scalable
approach to compute the energy spectrum of molecules
using exchange-type two-qubit gates. We demonstrate
in simulation that the circuit depth required to achieve
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2chemical accuracy in a VQE algorithms can be signif-
icantly reduced by using exchange-type gates, which
would allow the simulation of larger quantum systems
on near-term quantum hardware. We implement such an
exchange-type gate based VQE algorithm on a hardware
platform consisting of two fixed-frequency supercon-
ducting qubits coupled via a tunable coupler [29, 30]
and determine the ground state energy of molecular
hydrogen. Finally, we derive the excited states of
molecular hydrogen from the measured ground state
using the equation-of-motion (EOM) approach [31],
which complements the quantum subspace expansion
in [25, 32]. The EOM approach is a well known and
accurate quantum chemistry method, although not
widely used since computing the matrix elements of its
characteristic pseudoeigenvalue system of equations is
an exponentially hard computational problem [33]. On
a quantum processor we can efficiently measure these
matrix elements and classically derive the excited state
energies.
Results
Efficient circuit design with exchange-type
gates. Efficient VQE algorithms for the solution of elec-
tronic structure problems in quantum chemistry are for-
mulated in a second quantization framework [7, 11]. In
this context, the molecular Hamiltonian is represented as
a sum of one and two-body terms and then mapped to
the qubit space using a fermion-to-qubit transformation,
like the Jordan-Wigner [26] or the parity mapping trans-
formation [34]. Suitable trial states for VQE can be com-
puted with a unitary coupled cluster (UCC) ansatz [35].
However, the complexity of the trial state generation in-
creases rapidly with the size of the system, precluding
the simulation of larger systems on near-term quantum
hardware using the UCC ansatz [7, 8]. Alternatively, a
heuristic generation of trial states by a sequence of uni-
tary operations can also be efficiently implemented on
near-term quantum hardware [8]. In the original formu-
lation [24], the heuristic trial wavefunction was gener-
ated in the full Fock-space, thus including states with
all possible numbers of electrons. With each qubit being
mapped to the population of an electronic orbital this
corresponds to a Hilbert space spanned by the 2N basis
states {i1, i2, ..., iN} with ik = 0, 1. However, in quan-
tum chemistry the solution of interest lies usually in the
sector of the Hilbert space with a well defined number
of electrons ne, i.e. a space spanned by all basis states
with
∑
k ik = ne. It is therefore advantageous to gener-
ate trial states that are part of this restricted subspace
by designing circuits that conserve the total number of
excitations over the entire qubit register.
The simplest method to do this is to prepare the ini-
tial state by exciting ne qubits e.g. |11, 12, ..., 1ne , 0, ..., 0〉
and apply only gates that exchange excitations between
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Figure 1: Circuit depth required to achieve chemical accuracy
for the ground state energy with a VQE algorithm for the H2,
LiH, BeH2 and H2O molecules. Non excitation-conserving
circuits based on CNOT gates (red squares) are compared to
excitation-conserving circuits based on exchange-type gates
(blue circles) and a decomposition thereof into CNOT’s (yel-
low triangles). In some cases, only a lower boundary to the
circuit depth could be estimated (empty symbols). Bounded
by the T1 time in the currently available hardware, only cir-
cuits within the grey region can be practically implemented
without error mitigation or reduction schemes (see text).
qubits without creating (σˆ+) or annihilating (σˆ−) new
excitations. The corresponding two-qubit operation is an
exchange-type gate generated by (σˆ+σˆ−+h.c.). The size
of the restricted subspace is then given by
(
N
ne
) ≤ 2N .
Close to half-filling with ne ≈ N/2, the advantage is
small since
(
N
ne
) ≈ 2N/2. For many molecules however,
the number of electrons is typically ne ≈ N/10 [36] and
the size of the restricted subspace
(
N
ne
) ≈ (N/ne)ne is
significantly smaller than that of the full Hilbert space.
In a VQE simulation, the size of the explored sub-
space is directly connected to the circuit depth required
to reach a certain accuracy. Assuming error free gates
and using the minimal basis set of atomic orbitals typ-
ically used in quantum chemistry [37], we estimate the
circuit depth required to achieve chemical accuracy in
a VQE simulation of the molecules H2, LiH, BeH2 and
H2O (see Fig.1 and Supplementary material). Heuristic
non excitation-conserving circuits, based e.g. on CNOT
gates [24], can in principle achieve chemical accuracy for
these molecules. However, the required circuit depth be-
comes prohibitively large for molecules bigger than H2
as the circuit runtime exceeds the best relaxation times
T1 ∼ 100 µs currently available in superconducting hard-
ware. On the other hand, circuits based on excitation-
conserving exchange-type gates require a much shorter
circuit depth and achieve chemical accuracy for all stud-
ied cases within the T1 limit without further amendments
(Fig.1). Clearly, the wanted excitation-preserving two-
qubit gate could be decomposed into the available uni-
versal gate set [38], e.g. using CNOT gates. But this
3comes at the expense of a ninefold increase in circuit
depth (Fig.1) that can be avoided by using application
specific hardware and gates. We note that additional
reduction schemes can be used to minimize the number
of qubits as demonstrated in Ref. [24] for H2, LiH, BeH2
and as discussed in the following for the proof-of-principle
determination of the eigenspectrum of H2.
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Figure 2: (a) Optical micrograph and (b) circuit scheme of
the device consisting of two fixed-frequency transmons (Q1,
Q2) capacitatively coupled to a flux-tunable transmon acting
as tunable coupler (TC). The tunable coupler is controlled by
a flux line (FL) providing a current I(t) and a consequent flux
Φ(t) = ΦDC + δ cos(ωΦt+ ϕΦ) threading the SQUID-loop of
the coupler. Each of the fixed-frequency qubits is coupled to
an individual readout resonator (R1, R2). (c) Level diagram
of the device. Here, |n1n2〉 denotes the state of the combined
system with the qubit excitation number n1,2. Modulation
of the magnetic flux Φ(t) at the qubits difference frequency
ωΦ = ω1 − ω2 drives the transition between |10〉 and |01〉.
Hardware implementation of exchange-type gate.
An exchange-type gate primitive can naturally be real-
ized in a tunable coupler architecture (Fig. 2) [29, 30].
The device consists of two fixed-frequency transmon
qubits Q1 and Q2 linked via a tunable coupler (TC),
i.e. a frequency-tunable transmon. Spectroscopic mea-
surements of the device yield qubit frequencies ω1,2,
capacative coupling strengths g1,2 and decay rates as
summarized in Table I. An exchange-type coupling be-
tween the computational qubits Q1 and Q2 is achieved
by parametric modulation of the TC frequency ωc(t) =
ω0c
√|cos(piΦ(t)/Φ0)| [29, 30]. Threading a magnetic flux
Φ(t) = ΦDC+δ cos(ωΦt+ ϕΦ) with ωΦ = ω1−ω2 through
the SQUID loop of the TC implements the effective
Hamiltonian [30]
Hˆeff = Ωeff (XX + Y Y ) , (1)
with the set of Pauli operators {X,Y, Z} ≡ {σˆx, σˆy, σˆz}.
It describes an exchange-type interaction between |10〉
ω/2pi (GHz) α/2pi (MHz) g/2pi (MHz) T1 (µs) T2 (µs) T ∗2 (µs)
Q1 4.959 −236± 1 80± 2 78± 1 97± 1 86± 1
Q2 6.032 −308± 1 120± 2 23± 1 23± 2 13± 1
TC 7.370 −255± 6 n/a 6.3± 0.7 0.08± 0.01 0.02± 0.01
Table I: Device parameters of two fixed-frequency transmons
(Q1, Q2) coupled via a flux-tunable transmon (TC) as shown
in Fig. 2. The qubits exhibit frequencies ω/2pi, anharmonici-
ties α/2pi, and capacitive couplings g/2pi between qubits and
TC at zero flux bias (ΦDC = 0). The relaxation time T1, spin-
echo coherence time T2 and Ramsey coherence time T ∗2 are
measured at the flux bias point ΦDC = 0.195 Φ0 (see Supple-
mentary material for details and additional measurements).
and |01〉 at a rate Ωeff(ΦDC , δ) (Fig. 2(c)). The result-
ing two-qubit gate operation is described by the unitary
operator
UˆEX(θ, ϕ) =

1 0 0 0
0 cos θ/2 ieiϕ sin θ/2 0
0 ie−iϕ sin θ/2 cos θ/2 0
0 0 0 1
 (2)
Here, θ = piτ/τpi is controlled by the length τ of the tun-
able coupler drive pulse and τpi = 170 ns is the length of
an iSWAP gate, which completely transfers an excitation
from one qubit to the other. The phase ϕ = ϕΦ + ϕoff is
controlled by the phase ϕΦ of the tunable coupler drive
with ϕoff being a global phase offset determined by the
actual relative phases of the microwave drives.
To benchmark the efficiency of the exchange-type
gate primitive, we perform quantum process tomogra-
phy (QPT) of UˆEX as function of ϕ for a fixed θ = pi.
The overlap of the measured process matrix χmeas(ϕ)
with an ideal process matrix χideal yields the gate fi-
delity F = Tr(χmeas(ϕ)χideal). If the measured process
matrices are compared with the ideal process matrix of
a UˆEX(pi, ϕ) operation, the gate fidelity is constant over
ϕ with an average of F = 94.2± 1.5% [Fig. 3(a)]. How-
ever, if the measured process matrices are compared with
the ideal process matrix of UˆEX(pi, 0), equivalent to an
iSWAP gate operation, the gate fidelity is phase depen-
dant. A fit with the analytic expression
Fana = F0|e−2i(ϕ−ϕ0)(1 + ei(ϕ−ϕ0))4| (3)
yields a maximum gate fidelity of F0 = 93.2 ± 0.5%
achieved for ϕ0 = 3 ± 5 mrad (Fig. 3(a)). Similarly, a
comparison with the ideal process matrix of UˆEX(pi, pi/2)
and UˆEX(pi, pi) yields a maximum gate fidelity at ϕ0 =
1.574 ± 0.007 rad and ϕ0 = 3.155 ± 0.006 rad, respec-
tively. It should be noted that the gate fidelity estimation
via QPT is subject to state preparation and measure-
ment (SPAM) errors. Other techniques like randomized
benchmarking are robust against such SPAM errors, but
are mostly limited to gates from the Clifford group. For
an iSWAP as a two-qubit gate primitive, we find an er-
4ror per gate of 2.5% via randomized benchmarking (see
Supplementary material).
Furthermore, we perform QPT of UˆEX as function of θ,
i.e. for different lengths τ of the drive pulse on the tun-
able coupler. Comparing the measured process matrices
with the ideal process matrix of UˆEX(θ, ϕopt) yields gate
fidelities ranging from F = 96 ± 2.5% (for small θ) to
F = 91± 1.5% (for large θ) (Fig. 3(b)). Here, the phase
ϕopt is calibrated to maximize fidelity. The observed de-
crease of gate fidelity with increasing θ, i.e. longer pulse
length τ , can be fitted to an exponential function with
a decay time of 6.7 µs, close to the measured relaxation
time T1 = 6.3 µs of the TC (see Table I).
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Figure 3: Quantum process tomography of the chemistry gate
UˆEX(θ, ϕ). (a) Gate fidelities F as a function of ϕ for θ = pi.
The bottom panel shows the gate fidelities calculated from the
overlap of the measured process matrices χmeas(ϕ) with the
ideal process matrix χideal of a UˆEX(pi, ϕ) (blue dots), iSWAP
(orange triangles), UˆEX(pi, pi/2) (red squares) and UˆEX(pi, pi)
(green diamonds) gate operation. The top panel shows the
gate fidelities with respect to UˆEX(pi, ϕ). Black dashed lines
depicts the average gate fidelity for UˆEX(pi, ϕ) (see text). Col-
ored dashed lines are a fit to equation 3. (b) Gate fidelities F
as a function of θ where the phase ϕopt is tuned to maximize
QPT fidelity. Dashed line is a fit with an exponential decay
function with a decay time of 6.7 µs.
Computing molecular spectra with exchange-type
gates. To demonstrate the usefulness of this gate, we
now compute the ground state and the three excited
states of molecular hydrogen. Using a parity map-
ping transformation [34], we map the fermionic second-
quantized Hamiltonian of molecular hydrogen to the two-
qubit Hamiltonian
HˆH2 = α0II + α1ZI + α2IZ + α3ZZ + α4XX (4)
where αi denote pre-factors that are classically computed
as a function of the bond length of the molecule in the
STO-3G basis (see Supplementary material).
To compute the ground state at a given bond length,
the VQE searches for a state |ψ(~θ)〉 that minimizes the
energy of the molecule E(~θ) = 〈ψ(~θ)|HˆH2 |ψ(~θ)〉 us-
ing a classical optimization routine [6]. First, an ini-
tial trial state |ψ(~θ0)〉 is constructed and the energy
E(~θ0) is calculated by measuring the expectation value
〈ψ(~θ0)|OˆiOˆj |ψ(~θ0)〉 of each term in Eq. 4 on the quan-
tum hardware, where Oˆ = {I,X, Y, Z}. Suitable trial
states are of the form |ψ(~θ)〉 = a(~θ) |01〉 + b(~θ) |10〉 and
can be realized in a single step with the exchange-type
gate primitive UˆEX(θ, ϕ) (and a single initial qubit flip
Xˆpi) in our tunable coupler architecture
|ψ(θ, ϕ)〉 = UˆEX(θ, ϕ)Xˆpi |00〉 (5)
= ie−iϕ sin (θ/2) |01〉+ cos (θ/2) |10〉 . (6)
All trial states |ψ(θ, ϕ)〉 are therefore probed from the
one-excitation manifold by scanning the parameters θ(τ)
and ϕ(ϕΦ). A simultaneous pertubation stochastic
approximation (SPSA) algorithm is then used to de-
termine a set of (θopt, ϕopt) corresponding to a state
|ψ(θopt, ϕopt)〉 that minimizes the energy E(θopt, ϕopt)
for the given bond length (see Methods). By changing
the parameters αi in Eq. 4 and running the VQE again
for the modified Hamiltonian, we compute the ground
state energy of molecular hydrogen as a function of the
bond length (Fig. 4).
Furthermore, we compute the excited states of molec-
ular hydrogen following the equation of motion (EOM)
approach (see Methods). Using a variational method,
we obtain a pseudo-eigenvalue system of equations which
describes the excitations of the system. The matrix el-
ements of this pseudo-eigenvalue system correspond to
expectation values of a modified Hamiltonian with the
ground state. For each bond length, we measure these
matrix elements using the ground state |ψ(θopt, ϕopt)〉
computed previously with VQE and solve the pseudo-
eigenvalue system classically. The solution of this eigen-
value problem then yields the excited state energies.
For each bond length, we perform five runs of the
experiment and plot the minimum value for the ground
state energy and the median value for all excited
state energies (symbols in Fig 4(a)). Comparing this
experimental solution with the exact solution from
a diagonalization of the Hamiltonian HˆH2 yields the
accuracy ∆E (symbols in Fig. 4(b)).
50.50 0.75 1.00 1.25 1.50 1.75
Bond length [Angstrom]
100
101
102
∆
E
[m
H
a]
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
2.5
T
ot
al
E
n
er
gy
[H
a]
(a)
(b)
G
E1
E2
E3
Exact energy (STO-3G)
Energy with decoherence effects
Measured energy
Figure 4: Experimental VQE solution for the ground state
and EOM solution for the excited states of molecular hydro-
gen using a tunable coupling architecture. (a) Ground (G)
and excited state (E1, E2, E3) energies as function of bond
length. The symbols depict the experimental VQE solution,
the solid lines represent the exact solution from the diagonal-
ization of HˆH2 , the dashed line represent the solution includ-
ing decoherence effects. (b) Accuracy for ground and excited
state energies as function of bond length. The symbols cor-
respond to the accuracy of the measured ground and excited
state energy determined with respect to the exact solution,
while the dashed lines correspond to the expected accuracy
including decoherence effects (see text). The depicted ground
(excited) state energy is the minimum (median) value from
a set of 5 measurements. The errorbars depict the range be-
tween the 1st and 3rd quantile (excited states only). The blue
shaded area represents the region of chemical accuracy from
0 to 6.5 mHa.
Discussion
For both ground and excited states, ∆E decreases with
the bond length while staying above chemical accuracy
(defined here by 6.5 mHa as in [8]). In order to under-
stand this behavior, we study the influence of decoher-
ence effects on the accuracy. Using the decoherence rates
from Table I and a Lindblad-type master equation (see
Methods), we simulate ground and excited state energies
which now deviate from the exact solution due to deco-
herence effects (dashed lines in Fig. 4(a) and (b)). The
numerical simulations are in good agreement with the ex-
perimental data indicating that decoherence has a strong
influence on the measured accuracy in our experiment.
In particular, the short coherence time T ∗2,TC = 20 ns
of the tunable coupler in the present hardware is iden-
tified as the main cause of inaccuracy. Our simulations
indicate that tunable couplers with coherence times of
T ∗2,TC = 500 ns would enable us to reach chemical ac-
curacy with the given architecture (see Supplementary
material). We note that errors in the optimization and
measurement of the ground state |ψ(θopt, ϕopt)〉 can in-
duce additional errors in the excited state energies. A
detailed analysis of the different errors affecting the ex-
cited state calculation is beyond the scope of this work
and will be discussed elsewhere [39]. Also the question
how the EOM compares with the QSE method [25, 32]
with respect to errors will be subject to future studies.
In conclusion, we demonstrate a gate-efficient way to
simulate molecular spectra on a tailor-made supercon-
ducting qubit processor using exchange-type two-qubit
gates. With the choice of excitation-preserving exchange-
type gates, tunable in both amplitude and phase, we
preserve the number of excitations in the system and
achieve the reduction of the VQE entangler to a single
gate primitive. This enables the efficient computation
of the molecular ground state, which can subsequently
be used to efficiently calculate the molecule’s excited
states using an EOM approach. In the present case,
the accuracy of the computation is still limited by
the coherence time of the tunable coupling element.
However, error mitigation schemes [40, 41] or minor
improvements to the coherence of the coupler would
allow us to reach chemical accuracy. Our findings show
that adapting quantum algorithms and hardware to
the problem at hand is a key requirement to perform
quantum simulation on a larger scale. In particular,
exchange-type gates are a promising choice to compute
the energy spectra of larger molecules like water on
near-term quantum hardware.
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Methods
Classical optimization routine for VQE. The clas-
sical optimization of the VQE parameters (θ, ϕ) is done
by a simultaneous pertubation stochastic approximation
(SPSA) algorithm [42] using the noisyopt python pack-
age.
For the initial VQE parameters we use θ = ϕ = 0
which corresponds to the initial state |10〉. Next, the
SPSA parameters α, a,γ and c need to be properly con-
figured to ensure a fast convergence to the target state.
Here, γ and c control the gradient approximation while α
and a control the update of the parameters (θ, ϕ) along
that gradient. To ensure a robust gradient approxima-
tion we choose γ = 0.101 and c = 0.1, such that c is
larger than the measured stochastic energy fluctuations
 ∼ 0.02 Ha. In previous VQE experiments [24], the pa-
rameter α = 0.602 was deemed optimal as it ensures a
smooth convergence to the target. In the present exper-
iment we choose a larger value α = 2 to achieve a faster
convergence to the target state. We finally calibrate the
value a as described in the supplementary information
of [24] and find an optimal value of a = 20.
Convergence of the SPSA is achieved if the change in
energy between consecutive iterations becomes smaller
than the standard deviation in energy over the last 5 it-
erations. The optimized VQE parameters (θopt, ϕopt) are
obtained after 16 ± 4 iterations with the SPSA configu-
ration parameters described above. Using the optimized
VQE parameters (θopt, ϕopt), a final measurement of all
expectation values 〈ψ(θopt, ϕopt)|OˆiOˆj |ψ(θopt, ϕopt)〉
with Oˆ = {I,X, Y, Z} and thus of the energy
E(θopt, ϕopt) is performed.
Numerical simulation of molecular energies in-
cluding decoherence. To determine the influence of
decoherence on the VQE accuracy, the time evolution of
the system is calculated using a Lindblad-type master
equation
ρ˙ = − i
~
[
Hˆtr, ρ
]
+
∑
i=Q1,Q2,TC
Γ−i L[ai]ρ+ ΓziL[a†iai]ρ (7)
with the standard Lindblad operator L[C] =(
2Cρ(t)C† − {ρ(t), C†C, ρ}) /2. The decay rates for
the i-th transmon are given by the dissipation rates
reported in Table I via Γzi = (1/2)
(
1/T ∗2,i − 1/(2T1,i)
)
and Γ−i = 1/T1,i. The master equation (Eq. 7) with Hˆtr
representing the coupled system of two transmons and a
tunable coupler, implemented as three level systems, is
numerically solved using QuTiP [30, 43]. From this solu-
tion, the density matrix of the evolved state is calculated
as a function of θ and φ. For each bond length, energy
values are obtained as the global minimum (with respect
to θ and φ) of the expectation value of the Hamiltonian
HˆH2 defined in Eq. 4. The corresponding ground
state |ψ(θopt, ϕopt)〉sim is subsequently used to com-
pute the excited state energies (see next Method section).
Excited state calculation
The calculation of the excited state is based on the min-
imization of the energy differences [31]
∆E0n =
〈ψ(θopt, ϕopt)|[Oˆn, Hˆ, Oˆ†n]|ψ(θopt, ϕopt)〉
〈ψ(θopt, ϕopt)|[Oˆn, Oˆ†n]|ψ(θopt, ϕopt)〉
(8)
for a generic excitation/de-excitation operator Oˆ†n =∑
µ〈VµEˆµ − WµEˆ†µ〉 where Eˆµ can be the fermionic
creation/anihilation operators or the product of the
two. The variable µ runs over n, the number of ex-
cited states to be computed. Here, Hˆ is the molecu-
lar Hamiltonian in second quantization and [Aˆ, Bˆ, Cˆ] =
1
2
(
[[Aˆ, Bˆ], Cˆ] + [Aˆ, [Bˆ, Cˆ]]
)
where [Aˆ, Bˆ] = AˆBˆ − BˆAˆ.
In practice, it is sufficient to evaluate the ground state
wavefunction |ψ(θopt, ϕopt)〉 using for instance a VQE al-
gorithm (see main text) and then evaluate the expecta-
tion values occurring in Eq. (8). The variational problem
δ∆E0n = 0 in the variables Vµ andWµ leads to a pseudo-
eigenvalue system of equations of rank 2n, the solutions
of which are the excited state energies.
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ESTIMATION OF CIRCUIT DEPTH AND REQUIRED HARDWARE SIZE
In this section we elaborate on the estimation of the circuit depth required to achieve
chemical accuracy in the calculation of molecular eigenstates. To construct the circuits that
perform the calculation, different methods can be used. Here we employ the heuristic ap-
proach with the use of excitation-conserving gates as described in [1] and the non-excitation-
conserving hardware efficient approach introduced by [2]. The convergence to the minimum
energy values is achieved by using a Variational Quantum Eigensolver (VQE).
Heuristic excitation conserving circuits
On an N -qubit system, the quantum circuit typically consists of D blocks of N − 1
excitation-preserving gates UEX, with each individual block having an effective circuit depth
of L (Fig. 1). Using QuTiP [3], we estimate the minimum number of blocks D0 required
to achieve chemical accuracy for the ground state energy at the equilibrium point of each
molecule, as described in Ref. [1]. We report the total circuit depth D0 · L in Table I and
Fig. 1 of the main text. We assume error free gates and nearest neighbour connectivity,
which is currently implemented in most hardware platforms [2, 4, 5]. All molecules are
described in STO3G basis [6] and a Jordan Wigner transformation is used for the mapping
D-times with depth L
qN |1〉
UEX
qN−1 |1〉
UEX
qN−2 |.〉
UEX
qN−3 |.〉 ...
. . . ...
q3 |.〉
UEX
...
q2 |.〉
UEX
q1 |0〉
UEX
q0 |0〉
Figure 1: Heuristic excitation-preserving circuit.
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to qubit space. Additionally, effective core potentials [1] are used for LiH, BeH2 and H2O
reducing the number of qubits by 2. We note that introducing gates errors and/or reducing
the connectivity will result in a longer circuit depth.
Furthermore, we calculate the effective runtime of the generated quantum circuit (Ta-
ble I), assuming gate times of 200 ns for CNOT gates [7], 170 ns for exchange type gates
(see section for RB) and 25 ns for single qubit gates.
Table I: Statistics for the simulation of molecules and corresponding circuit depth and runtime.
Molecule Qubits N Blocks D0 Circuit Depth D0 · L Circuit runtime (µs)
Exchange Decomp. Exchange Decomp.
H2 4 4 8 72 0.68 4.5
LiH 10 14 28 252 4.76 31.5
BeH2 12 18 36 324 6.12 40.5
H2O 12 20 40 360 6.8 45
In order to compare with hardware architectures where exchange-type gates are not
naturally available we also state the required circuit depth when decomposing an exchange-
type gate into a sequence of two-qubit gate primities [8] in Table I. In the first step of
the decomposition, a controlled change of basis (Rz) is performed followed by a general
controlled rotation (in this case Rx) and then undoing the controlled of change basis.
qj
UEX
• UB(φ) •
=
qi UA(θ) • UC(θ)
and the UA,UB and UC gates are
UˆA (θ) =
 0 e−i θ2
ei
θ
2 0
 , UˆB (φ) =
 cosφ −i sinφ
−i sinφ cosφ
 , UˆC (θ) =
 0 eiφ
eiφ 0
 (1)
To further decompose these gates in a CNOT primitive set of gates we need to follow the
same procedure for every controlled rotation. The final circuit has the form
3
qj
UEX
• Rz
(−pi
2
)
Ry
(
φ
2
)
Ry
(−φ
2
)
Rz
(
pi
2
) •
=
qi Rz
(
θ
2
)
Rz
(−θ
2
) • • Rz (−θ2 ) Rz ( θ2)
Using this gate transformation we can substitute the UEX with a series of single and two
qubit rotations that result to the same circuit, but with an ninefold increase in the circuit
depth. Nevertheless, for the studied molecules the circuit runtime is still within the T1 limit
(see Fig. 1, main text) which would allow an implementation on the corresponding quantum
hardware.
Heuristic non excitation-conserving circuits
To simulate molecules with non excitation-conserving circuits we implement the scheme
introduced by Kandala et. al. in Ref. [2] using CNOT gates primitives. In this heuristic
approach, the quantum circuits are constituted of D blocks containing single qubit rotations
Rn(θk) and an entangler circuit UENT based on CNOT operations, with each block having
D-times with depth L
qN |1〉
UENT
RN (θk)
qN−1 |1〉 RN−1(θk)
qN−2 |.〉 RN−2(θk)
qN−3 |.〉 RN−3(θk)
. . . ...
q3 |.〉 R3(θk)
q2 |.〉 R2(θk)
q1 |0〉 R1(θk)
q0 |0〉 R0(θk)
Figure 2: Heuristic non-excitation-preserving circuit.
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an effective circuit depth of L (Fig. 2). Using the open source library QISKIT AQUA
Chemistry [9], we estimate the minimum number of blocks D0 required to reach chemical
accuracy for the ground state energy at the equilibrium point of each molecule and report the
total circuit depth D0 · L and effective circuit runtime in Table II. The simulation assumes
error free gates and all-to-all connectivity, making these requirements the best case scenario
for the corresponding computations. Errors in the gates and smaller connectivity will result
in larger circuit depth.
Table II: Statistics for the simulation of molecules and corresponding circuit depth and runtime.
Molecule Qubits N Blocks D0
Circuit
Depth
D0 · L
Circuit
runtime
(µs)
H2 4 5 80 7.3
LiH 10 14 1890 208.9
BeH2 12 >26 >5850 >626
H2O 12 >26 >5850 >626
The calculations for LiH molecule indicate that for acquiring the ground state properties
within chemical accuracy the circuit runtime exceeds the available T1 times (see Fig. 1, main
text). These results indicate that the non-excitation conserving heuristic approach, even for
error free gate simulations, yield circuits that are too long, making the simulation intractable
in near-term hardware. For BeH2 and H2O molecules we did not find a solution within
chemical accuracy for circuits with depth up to 26 blocks within a reasonable computation
time. Further increase in the number of blocks would probably allow for convergence, but
the obtained circuit depths will be prohibitive in the available hardware.
COHERENCE MEASUREMENTS AND FLUX NOISE CHARACTERIZATION
In this section, we report on the measured relaxation and coherence times T1, T2, T ∗2 of
the device used in these experiments
5
Tunable coupler transmon
The tunable coupler (TC) is implemented as a flux-tunable transmon (see main text).
Consequently, its coherence time is affected by magnetic flux noise with a power spectral
density of the form S(ω) = A2/ω. According to Ref. [10], the relationship between the TC
dephasing time Tφ and flux noise is given by
Tφ =
2T1T
∗
2
2T1 − T ∗2
=
1
A
∣∣∣∣∂ωc∂Φ
∣∣∣∣−1 + Tother (2)
where ωc = ω0c
√|cos(piΦ/Φ0)| is the TC frequency and Tother accounts for all other noise
sources. Measuring T1 and T ∗2 of the tunable coupler as function of the magnetic flux thus
provides an estimate flux noise magnitude A.
Figure 3: Measuring the coherence of the tunable coupler. (a) Energy level scheme showing the
population transfer between qubit and TC via a sideband (SB) drive. The parameter x denotes the
amount of population transfered in the process. (b) Pulse sequence for measuring the relaxation
time T1 of the TC. (c) Pulse sequence for measuring the relaxation time T ∗2 of the TC.
Due to the absence of a dedicated readout resonator for the TC, the population in the TC
can only be measured indirectly via one of the computational qubits. Furthermore, a direct
excitation of the TC via the fluxline is not possible due to heavy filtering at the frequency
ωc = ωge. However, parametric driving of the TC at the frequency ω = ωge − ω01 allows
a population x to be transfered from the state |1g〉 to a superposition state cos(x/2)|1g〉 +
sin(x/2)|0e〉 (orange transition in Fig. 3(a)). Here, |0〉 (|1〉) denotes the ground (excited)
state of the qubit, while |g〉 (|e〉) denotes the ground (excited) state of the TC. In particular
for x = pi a full population transfer SBpi from |1g〉 to |0e〉 can be achieved. Similarly, setting
6
x = pi/2 (SBpi/2) creates a superposition 1/
√
2|1g〉+1/√2|0e〉. With the available operations
described above, the T1 and T ∗2 times of the TC can be measured using the pulse sequences
in Fig. 3(b) and (c), respectively.
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Figure 4: Coherence of the tunable coupler. (a) Measurement of T1, T2 and T ∗2 time as function of
magnetic flux. (b) Tφ as function of ∂ωc/∂Φ. The red solid line is a fit with equation 2.
Based on the measured coherence times (see Fig. 4), we find a flux noise amplitude of
A = 5.4± 1.4 · 10−5 Φ0 with a SQUID loop size of the tunable coupler of S = 25× 25 µm2
Computational transmon qubits
In the tunable coupler architecture, the computational qubits are capacitively coupled to
the tunable transmon and are thus also subject to flux noise. T1, T2 and T ∗2 times of both
computational qubits Q1 and Q2 as a function of magnetic flux Φ are shown in Fig. 5.
RANDOMIZED BENCHMARKING OF ISWAP GATES IN TC ARCHITECTURE
While UˆEX is in general not part of group of Clifford gates, the iSWAP gate defined by
UˆEX(θ = pi, ϕ = 0) is a Clifford gate. Therefore it can be characterized via randomized
benchmarking (RB). Fig. 6 shows the error per gate (EPG) as a function of the length
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Figure 5: Measurement of coherence time vs. magnetic flux for both computational qubits.
of the iSWAP gate. Note that there are two sets of experimental data; one is obtained
by measuring the ground state of qubit 1 (blue dots) and the other one by measuring the
ground state of qubit 2 (orange dots).
Furthermore, we estimate the iSWAP EPG using a Lindblad type master equation and
the decoherence rates from Table 1 in the main text as described in ref. [11] (grey dashed line
in Fig. 6). For longer iSWAP gates the experimental findings agree well with the simulation,
indicating that the EPG is limited by the coherence time of the tunable coupler T ∗2,TC = 20
ns. At short gate length, we observe an increase in the EPG due to leackage out of the
computational subspace [11].
100 200 300 400
iSWAP gate length [ns]
10−2
10−1
100
E
rr
or
p
er
ga
te
Simulation
Experiment
Figure 6: Randomized benchmarking of the iSWAP gate. Blue (orange) dots depict RB measure-
ment probing the ground state of qubit 1 (qubit 2). Experimental data are compared with numerical
simulations (grey dashed lines) and error estimates via QPT measurements (green dot).
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NUMERICAL SIMULATIONS OF THE VQE ACCURACY INCLUDING DECO-
HERENCE EFFECTS
0.5 1.0 1.5 2.0 2.5
Bond length [Angstrom]
100
101
102
103
A
cc
u
ra
cy
[m
H
a]
15 ns
22 ns
30 ns
50 ns
150 ns
500 ns
Figure 7: Accuracy of the ground state VQE solution for molecular hydrogen as function of the
bond length for different T ∗2 of the TC.
In this section, we show the influence of the T ∗2 time of the tunable coupler on the accuracy
of the VQE solution.
For a given bond length, we solve a Lindblad-type master equation as described in the
Methods section of main text. From this solution, we obtain the density matrix of the
evolved state |ψ(θ, ϕ)〉 as a function of θ and ϕ and evaluate the corresponding expectation
values 〈ψ(θ, ϕ)|HˆH2|ψ(θ, ϕ)〉. A global minimum search in the space spaned by all (θ, ϕ)
yields the ground state energy for the given bond length. From the latter, we obtain the
VQE accuracy by subtracting the energy obtained from a diagonalization of the Hamiltonian
as described in the main text.
In Fig. 7, we compare the accuracy of the VQE for different T ∗2 times of the tunable
coupler. The simulations indicate that chemical accuracy can be achieved for T ∗2 > 500 ns.
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R(Å) α0 α1 α2 α3 α4
0.30 -0.75374 0.80864 -0.80864 -0.01328 0.16081
0.40 -0.86257 0.68881 -0.68881 -0.01291 0.16451
0.50 -0.94770 0.58307 -0.58307 -0.01251 0.16887
0.60 -1.00712 0.49401 -0.49401 -0.01206 0.17373
0.70 -1.04391 0.42045 -0.42045 -0.01150 0.179005
0.80 -1.06321 0.35995 -0.35995 -0.01080 0.18462
0.90 -1.07028 0.30978 -0.30978 -0.00996 0.19057
1.00 -1.06924 0.26752 -0.26752 -0.00901 0.19679
1.10 -1.06281 0.23139 -0.23139 -0.00799 0.20322
1.20 -1.05267 0.20018 -0.20018 -0.00696 0.20979
1.30 -1.03991 0.17310 -0.17310 -0.00596 0.21641
1.40 -1.02535 0.14956 -0.14956 -0.00503 0.22302
1.50 -1.00964 0.12910 -0.12910 -0.00418 0.22953
1.60 -0.99329 0.11130 -0.11130 -0.00344 0.23590
1.70 -0.97673 0.09584 -0.09584 -0.00280 0.24207
1.80 -0.96028 0.08240 -0.08240 -0.00226 0.24801
Table III: Prefactors defining the Hamiltonian HH2 in the STO-3G basis for different bond length
R
REDUCED HAMILTONIAN FOR MOLECULAR HYDROGEN
For the calculation of the states of molecular hydrogen on a two-qubit device, we use the
fermionic Hamiltonian in second quantization
Hˆ =
M∑
α,β=0
tαβ aˆ
†
αaˆβ +
1
2
M∑
α,β,γ,δ=1
uαβγδ aˆ
†
αaˆ
†
γ aˆδaˆβ, (3)
with the fermionic creation (annihilation) operator a†α (aα) for the molecular orbital α. For
the H2 molecule, the number of molecular orbitals is M = 4 and the one- and two-body
interactions terms yield:
tαβ =
∫
dx1Ψα(x1)
(
−∇
2
1
2
+
∑
i
Zi
|r1i|
)
Ψβ(x1), (4)
uαβγδ =
∫ ∫
dx1dx2Ψ
∗
α(x1)Ψβ(x1)
1
|r12|Ψ
∗
γ(x2)Ψδ(x2) (5)
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where we have defined the nuclei charges Zi, the nuclei-electron and electron-electron sep-
arations r1i and r12, the α-th orbital wavefunction Ψα(x1), and we have assumed that the
spin is conserved in the spin-orbital indices α, β and α, β, γ, δ.
We then map the fermionic Hamiltonian Hˆ to the qubit Hamiltonian HˆH2 using a parity
mapping transformation [12]
HˆH2 = α0II + α1ZI + α2IZ + α3ZZ + α4XX (6)
Here, the pre-factors αi are a function of the one- and two-body interaction terms tαβ and
uαβγδ, which can be computed by the software PyQuante [13]. The numerical values of the
pre-factors αi are summarized in Table III for different bond length of the molecule.
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