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This project is concerned with the problem of observer design for a class of 
discrete-time uncertain cellular neural networks with time delay. The interconnection 
matrix and the activation functions are assumed to satisfy the global Lipschitz 
conditions. The parameter uncertainties are assumed to b time-varying norm-bounded, 
and appear in all the matrices of the system model. Attention is focused on the design 
of an observer which ensures global robust stability of the neuron states of estimation 
for all admissible uncertainties. A sufficient condition for the existence of such an 
observer is given in terms of a linear matrix inequality (LMI). When this LMI is 
feasible, the explicit expression of a desired observer is also presented. Up to date, 
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however, no results on design of observer for a class of robust discrete-time cellular 
neural networks with time delay is available in the literature, this problem is still open 
and remains challenging. A numerical example is provided to illustrate the 
applicability of the proposed design approach.    
Keywords: observer, cellular neural networks, uncertainty, linear matrix inequality 
二、緣由與目的： 
1983 Cohen and Grossberg 提 出 一 般 性 非 線 性 合 作 競 爭 式
(cooperative-competitive)數學分析模式，稱為 Cohen and Grossberg 神經網路模
式。此後，各種類型的神經網路模式(如霍普菲爾神經網路(Hopfield neural 
networks) ，蜂巢神經網路(Cellular neural networks)及雙向聯想記憶神經網路



























  Consider the following discrete uncertain cellular neural network with a constant 
delay described by non-linear differential equations of the form  
 
VkxfkAAkxfkAAkxkx dd +−Δ++Δ++−=+ ))(())(())(())(()()1( τ ,         (1) 
 
where 
Rkxkxkxkx nTn ∈= ])( , ),( ),([)( 21 L  denotes the state vector of the cellular neural 
network and  is the number of neurons, 
 is the neuron activation function, 
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0≥τ  represents the transmission delay which satisfies ττ ≤≤0 ,  and 
 are the interconnection matrices representing the weight coefficients of 
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)(kAΔ  and  are unknown matrices representing time-varying parameter 
uncertainties, and are assumed to be of the form 
)(kAdΔ
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where ,  and  are known real constant matrices and D E1 E2 RRF lk×→⋅ :)(  is an 
unknown real-valued time-varying matrix satisfying  
 
IkFkFT ≤)()( , t∀ .                              (3)      
 
Assume further that all the elements of  are Lebesgue measurable.  and  
 are said to be admissible if both Eqs. (2) and (3) hold. 
)(kF )(kAΔ
)(kAdΔ
Throughout this paper it is assumed that the activation function satisfies the 
following assumption. 
Assumption 1 (Lipschitz condition):  
There exist positive constants α i , ni  , 2, ,1 L=  such that  
ζζαζζ 2121 )()( −≤− iii ff , ζζ 21 ≠ , ni  , ,1L= ,                 (4) 
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for all ζ 1  and ζ 2  R∈ . 
In fact, the information about the neuron states is incomplete from the network 
measurements (outputs). That is, only partial information about the neuron states is 
available in the network measurements. In other words, the network measurements 
are subject to nonlinear disturbances. Accordingly, an effective observer algorithm is 
developed in order to observe the neuron states from the available network outputs. 
The neural network measurements are as 
 
))(()()( kxGgkCxky += ,                                   (5) 
 
where  is the measurement output,  and  are known real constant 
matrices,  is known nonlinear function and satisfies the following 
Lipschitz condition 
Rky m∈)( C G
RRg mn →:
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where  is known real constant matrix.  RS nng ×∈
 
The objective of the present analysis is to design a state observer such that the error 
dynamics is globally asymptotically stable for all admissible uncertainties and the 
addressed nonlinearity. More specifically, the observer design is of the form 
 
[ ]))(ˆ()(ˆ)())(ˆ())(ˆ()(ˆ)1(ˆ kxGgkxCkyLVkxfAkxAfkxkx d −−++−++−=+ τ     (8) 
 
such that the error dynamics is globally asymptotical stability, where the observer 
gain L  is to be determined,  is the estimation of the neuron state. )(ˆ kx
  Define the error state 
)(ˆ)()( kxkxke −= .                               (9) 
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[ ] )))(ˆ())((())(())(ˆ())((            kxgkxgGkxfAkxfkxfA dd −+−Δ+−−−+ τττ . 
                                                                 (10)  
The main purpose is to design a state observer L  such that the error dynamics 
remain globally asymptotically stable for all admissible uncertainties and the 
nonlinear disturbance. 
 
3. Main Results 
 
  This section explores the globally robust stability of error dynamics given in (10). 
Specially, an LMI approach is employed to solve the robust stability if the system in 
(10) is globally asymptotically stable for all admissible uncertainties  and 
. The analysis commences by using the LMI approach to develop some 
results which are essential to introduce the following Lemma 1 for the development of 




Lemma 1: Let  and  be real matrices of appropriate dimensions. Then the 
following statements hold for vectors 
D S
x , y Rn∈       
 
ySSyxDDxDSyx TTTTT  2 +≤ .                               (11) 
 
To study the globally robust stability of error dynamics, the following theorem 
reveals that such conditions can be expressed in terms of LMIs. 
 
Theorem 1: Consider the discrete uncertain delayed cellular neural network (1) 
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, then a robust observer is given by (8) with YPL 1−= , where 
 
QP +−=Ω11 , )(312 IYC TT −=Ω , , ,  MIYC TT )(13 −=Ω YGS TTTg214 =Ω
 
YGS TTTg=Ω15 , , MYGS TTTg=Ω16 PMATTΓ=Ω 117 2 , PATTΓ=Ω 118 22 , 
 
where  and  is known real constant matrix. 0) ,, , ,( 1n1312111 >=Γ αααα Ldiag S g
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τ
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Then the difference between the Lyapunov function candidates for two consecutive 
time instants is as follows 
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)))](ˆ())((()))(ˆ())((([ ))((2 ττ −−−+−−+ kxfkxfAkxfkxfAPILCke dTT  
))(()()())(()))(ˆ())((())((2 kxfkAPkAkxfkxgkxgPILCke TTTT ΔΔ+−−+  
))(()()())((2 τ−ΔΔ+ kxfkAPkAkxf dTT  
)))](ˆ())((()))(ˆ())((([  )())((2 ττ −−−+−Δ+ kxfkxfAkxfkxfAPkAkxf dTT  
)))(ˆ())((()())((2 kxgkxgPLGkAkxf TT −Δ+  
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     )))(ˆ())((()())((2 kxgkxgPLGkAkxf Td
T −Δ−+ τ
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Accordingly, it follows from Lemma 1 and Assumption 1 
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 and ,   are given in Assumption 1, 01 >α i 02 >α i ni  , 3, 2, ,1 L=
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where  is known real constant matrix, S g
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Substituting (15)-(25) into (14), it can be shown that (14) reduces to 
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where 
 
ΓΓ+ΓΓ++−−−=Σ 111111 48)()(3 PAMPMAPAAQPILCPILC TTTTTT  
    SPPLGLGSSPLGLGSSPLGMPMLGS gTTTggTTTggTTTTg +++ 4
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ΓΓ+ΓΓ+−=Σ 222222 48 APMPMAAPAQ TdTdTdTdT , 
 
NNNPMMN TTT 111133 8+=Σ , ,  NNNPMMN TTT 212134 8+=Σ
 
NNNPMMN TTT 222244 8+=Σ . 
 




















       0         0 
 0                       0 
0                 0       
.                                     (28) 
 
On the other hand, error dynamics (10) is asymptotically stable for all admissible 
uncertainties which implies , and hence 0<Σ 0<ΔV k .  
  Eq. (28) yields , 011 <Σ 022 <Σ  and 0  341443433 <ΣΣΣ−Σ − T . Therefore, by the 
Schur complement,  guarantees (12). Therefore, it can be concluded from the 
Lyapunov-Krasovskii functional that the error dynamics expressed in (10) attains 
globally asymptotically robust stability. This completes the proof of Theorem 1. 
011 <Σ





Example 1: Consider the following discrete uncertain delayed cellular neural network 
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In this example, the time delay is assumed 1=τ . Utilizing Theorem 1, the robust 
observer design is considered. By resorting to the Matlab LMI Control Toolbox and 
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Therefore, by Theorem 1 the robust design problem is solvable and a desired observer 






Example 2: Consider the discrete uncertain delayed cellular neural network (29) and 
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Utilizing Theorem 1, the robust observer design is considered. By resorting to the 
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Matlab LMI Control Toolbox and solving the LMI (12), the corresponding solution is 
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Therefore, by Theorem 1 the robust design problem is solvable and a desired observer 















This report has investigated the problem of observer design for a particular class of 
discrete uncertain delayed neural network. A sufficient condition for the solvability of 
this problem, which guarantees the asymptotic stability of the error dynamics, has 
been derived using the Lyapunov-Krasovskii functional and the LMI approach. Two 
numerical examples have been presented to demonstrate the effectiveness of the 
proposed approach. It should be pointed out that the solvability conditions provided in 
this paper are delay-independent, which may be conservative; one way to reduce the 




1. This project addresses the problem of observer design in discrete uncertain 
delayed cellular neural networks. 
2. Two numerical examples are now presented to demonstrate the usefulness of the 
proposed approach. 
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