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Abstract
Let No be Conway’s class of surreal numbers. I will make explicit
the notion of a function f on No recursively defined over some family
of functions. Under some ‘tameness’ and uniformity conditions, f must
satisfy some interesting properties; in particular, the supremum of the
class
˘
x ∈ No : f (x) ≥ 0
¯
is actually an element of No. As an appli-
cation, I will prove that concatenation function x : y cannot be defined
recursively in a uniform way over polynomial functions.
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1 Introduction
The class of surreal numbers No was introduced by Conway in [4]. I will
present some results on regarding the properties of functions defined recur-
sively on No. As a particualar case, I will give a different proof of the fact
that On is a real closed field.
I will assume on the part of the reader some familiarity with the theory
of surreal numbers, as exposed in [4, 8, 1]; however, I will repeat some of
its fundamental properties along the way.
1
1 INTRODUCTION 2
1.1 Basic definitions and properties
I will recall some of the basic properties of the class of surreal numbers.
The definitions and theorems of this section can be found in [4] and [8].
I will work in the set theory NBG of von Neumann, Bernays and Go¨del
with global choice. A well formed formula of NBG is a formula with set and
class variables, without quantifications over classes.
I remind that On is the class of all ordinals.
1.1 Definition (Surreal numbers). Following Gonshor, I define a surreal
number x as a function with domain an ordinal α and codomain the set
{+,−}. The ordinal α is called the length of the x, in symbol ℓ(x). The
collection of all surreal numbers is the proper class No.
1.2 Definition (Linear order). On No there is a linear order, defined ac-
cording to the rule x ≤ y (x is less or equal to y) iff
x = y or
x(γ) undefined and y(γ)=+ or
x(γ) = − and y(γ)=+ or
x(γ) = − and y(γ) undefined,
where
γ := min { β ∈ On : x(β) 6= y(β) } .
1.3 Definition (Simpler). There is also a partial order x ≺ y (x is strictly
simpler than y, or x is a canonical option of y), iff x is the restriction of y to
an ordinal strictly smaller than ℓ(y).
1.4 Definition (Convex). A subclass A ⊆ No is convex iff
∀x, y ∈ A ∀z ∈ No x < z < y → z ∈ No.
Given L,R ⊆ No and z ∈ No, L < z means that
∀x ∈ L x < z;
similar definition for x < R.
L < R means that
∀x ∈ L ∀y ∈ R x < y.
The fundamental properties of ≺ and of < are given by the following
theorem.
Theorem 1. • (No,) is a well founded partial order.
• (No,≤) is a dense linear order.
• ∀a ∈ No, S(a) := { x ∈ No : a  x } is a convex subclass of No.
• If A ⊆ No is convex and non-empty, then there is a unique simplest
element a ∈ A, i.e.
∀x ∈ A a  x.
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• If L < R are subsets of No, then the cut
(L | R ) := { x ∈ No : L < x < R }
is convex and non-empty. Its simplest element is called 〈L | R 〉.
• 〈L | R 〉 = 〈L′ | R′ 〉 iff for every xL ∈ L, xR ∈ R, xL′ ∈ L′, xR′ ∈ R′,
xL< 〈L′ | R′ 〉< xR
xL
′
< 〈L | R 〉 < xR′.
1.5 Definition (Canonical representation). Given x ∈ No, let
Lx := { y ∈ No : y < x & y ≺ x }
Rx := { y ∈ No : y > x & y ≺ x } .
Then,
x = 〈Lx | Rx 〉.
〈Lx | Rx 〉 is called the canonical representation of x.
Theorem 2 (Inverse cofinality theorem). Let x, z ∈ No, z ≺ x. Let x = 〈L |
R 〉 be any representation of x. Then:
• If z < x, there exists y ∈ L such that z ≤ y < x.
• If z > x, there exists y ∈ R such that z ≥ y > x.
2 Recursive definitions
2.1 Functions of one variable
2.1 Definition (Recursive functions). Let f : No → No be a function, L,R
be two sets of functions. I write
f = 〈L | R 〉
iff for all x ∈ No
f (x) =
〈
f L
(
x, xL, xR, f (xL), f (xR)
) ∣∣∣ f R (x, xL, xR, f (xL), f (xR)) 〉, (2.1)
where xL, xR vary in Lx and Rx respectively, and f L, f R vary in L and R
respectively.
The formula (2.1) gives a recursive definition of f ; in fact, if f (xo) has
already been defined for every xo canonical option of x, it defines uniquely
f (x) as the simplest element in the cut(
f L
(
x, xL, xR, f (xL), f (xR)
) ∣∣∣ f R(x, xL, xR, f (xL), f (xR)) )
xL∈Lx,xR∈Rx
,
if it is non-empty.
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The elements f o of L∪R are called options of f ; they are functions with
codomainNo and domain classes containing A×B, with
A =
{
(x, y, z) ∈ No3 : y < x < z }
B =
{
(f (y), f (z)) : y < z ∈ No} .
I will often use the notations
f = 〈 f L | f R 〉
instead of f = 〈L | R 〉, and
f L(x, xL, xR)
instead of f L
(
x, xL, xR, f (xL), f (xR)
)
, and similarly for f R.
2.2 Definition (Uniform definitions). The recursive definition f = 〈 f L |
f R 〉 is uniform iff the value of f (x) does not depend on the chosen represen-
tation of x. This means that:
• ∀x, y, z ∈ No such that y < x < z
f L
(
x, y, z, f (y), f (z)
)
< f (x) < f R
(
x, y, z, f (y), f (z)
)
.
• If x ∈ No and x = 〈xL | xR 〉 is any representation of x, then
f (x) = 〈 f L(x, xL, xR) | f R(x, xL, xR) 〉.
If A is a family of functions, and f : No → No, then f is (uniformly)
recursive over A iff there exist two subsets L,R of A such that f = 〈L | R 〉
is a (uniform) recursive definition of f .
Analogous definitions can be given for f a function having as domain a
convex subclass of No of the form (L′ | R′ ), with L′ < R′ subsets of No.
If a = 〈L | R 〉 then the variable ao, an option of a, will range in L ∪ R,
aL will be an element of L, aR of R. If do not specify otherwise, 〈L | R 〉
will be the canonical representation of a, unless I am defining a, i.e. I am
constructing L and R.
Similarly, if f = 〈L | R 〉, f o will range in L ∪R, f L in L, f R in R.
2.2 Functions of many variables
In this subsection, n > 0 is a fixed natural number. K is the set
K := {+,−, 0 }n \ {(0, . . . , 0)}
and k := |K| = 3n − 1.
2.3 Definition. The partial order  on No induces a well-founded partial
order on Non given by
(x1, . . . , xn)  (y1 . . . , yn) iff ∀i = 1, . . . , n xi  yi.
Given σ ∈ K and ~x, ~y ∈ Non, ~y is a σ-option of ~x iff ~y ≺ ~x and for all
i = 1, . . . , n
yi < xi iff σi = −
yi > xi iff σi = +
yi = xi iff σi = 0.
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2.4 Definition. Let f : Non → No, L,R be sets of functions. I write
f = 〈L | R 〉 iff for all ~x ∈ Non
f(x) =
〈
f L
(
~x, ~xσ(1), . . . , ~xσ(k), f (~xσ(1)), . . . , f (~xσ(k))
) ∣∣
f R
(
~x, ~xσ(1), . . . , ~xσ(k), f (~xσ(1)), . . . , f (~xσ(k))
) 〉
,
where f L, f R vary in L and R respectively, σ is a fixed enumeration of K,
and the ~xσ(i) vary among the σ(i)-options of ~x.
For shorthand, I will write f L(x, xo, f (xo)) instead of
f L
(
~x, ~xσ(1), . . . , ~xσ(k), f (~xσ(1)), . . . , f (~xσ(k))
)
.
Again, the definition of f is uniform iff f (~x) does not depend on the chosen
representations of the components of ~x.
2.3 Examples
2.5 Example. Let f (x) := x+ 1 = 〈xL + 1, x | xR + 1 〉. Then,
f = 〈 f L1 , f L2 | f R 〉 where
f L1
(
f (xL)
)
:= f (xL) f L2 (x) := x
f R
(
f (xR)
)
:= f (xR).
As we can see in the previous example, it might be that some option of f
does not depend on some of the variables; for instance, f L1 does not depend
on xR nor on f (xR). In this case, I have to impose that f (x) > f L1
(
f (xL)
)
,
even for those x that do not have canonical right options.
2.6 Example. In general, the recursive definition of f (x, y) := x+ y is
f (x, y) = 〈 f (xL, y), f (x, yL) | f (xR, y), f (x, yR) 〉.
2.7 Example. Let
f (x, y) := xy =
〈
xLy + xyL − xLyL, xRy + xyR − xRyR ∣∣
xLy + xyR − xLyR, xRy + xyL − xRyL 〉.
Then, among the left options of f there is
f L1
(
f (xL, y), f (x, yL), f (xL, yL)
)
:= f (xL, y) + f (x, yL)− f (xL, yL).
2.8 Example. Let f0(x), . . . , fn(x) be recursive functions, f := f0 + · · · + fn.
Then,
f L(x) = f (x) + f Li (x)− fi(x)
f R(x) = f (x) + f Ri (x) − fi(x),
where 0 ≤ i ≤ n and f Li , f Ri are left and right options of fi.
Proof. Induction on n, using the recursive definition of x+ y. 
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2.9 Example. Let a ∈ No, m ∈ N, f (x) := axm. Then,
f o(x, xL, xR) = axm − (a− ao)(x − xL)α(x− xR)m−α,
where 0 ≤ α ≤ m. Moreover, f o is a left option iff m−α is even and ao < a,
or m− α is odd and ao > a.
Proof. Let x, y ∈ No. The recursive definition of xy implies that an option
of xy is of the form (
xy
)
o
= xy − (x− xo)(y − y o),
i.e.
xy − (xy) o = (x− xo)(y − y o).
Therefore, by induction on m,
x1 · · ·xn −
(
x1 · · ·xm
)
o
= (x− xo1 ) · · · (x − xom).
In particular,(
axm
)
o
= axm − (a− ao)(x− (xo)1) · · · (x− (xo)m),
where (xo)1 · · · (xo)m are options of x. Now, I can choose among (xo)1 . . . , (xo)m
the ‘best’ (i.e. the greatest) left option xL, and the ‘best’ (i.e. the smallest)
right option xR, proving the result. 
2.10 Lemma. Let
p(x) =
∑
0≤i≤n
aix
i ∈ No[x].
Then,
p o(x, xL, xR) = p(x)− (am − aom)(x− xL)α(x− xR)m−α,
where 0 ≤ α ≤ m ≤ n. Moreover, p o is a left option iff m − α is even and
ao < a, or m− α is odd and ao > a.
Proof. Put together 2.8 and 2.9. 
The relation  induces a partial order on No[x].
2.11 Definition. Let p, q ∈ No[x]. The polynomial q is strictly simpler than
p, in symbols q ≺ p, iff
p =
∑
0≤i≤n
aix
i
q =
∑
0≤i≤n
bix
i,
and there exists a (unique) m ≤ n such that
bi = ai i = m+ 1, . . . , n
bm ≺ am.
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2.12 Remark.  is a well-founded partial order on No, therefore I can do
induction on it. Moreover, if p is a polynomial and p o is one of its canonical
options, as defined in Lemma 2.10, then, as a function of x, p o ≺ p. This
means that by substituting any value b, b′ for xL and xR in p o we obtain a
polynomial q(x) := p(x, b, b′) ∈ No[x] which is strictly simpler than p(x), in
the ordering of No[x].
Proof.
p o(x, xL, xR) = p(x)− (am − aom)(x− xL)α(x− xR)m−α.
As a polynomial in x, the i-coefficients of p o are equal to ai for i > m, while
the m-coefficient is aom, which is strictly simpler than am. 
3 Main results
No
D, the Dedekind completion of No, is not a class. Nevertheless, I can
use it as an abbreviation of a well formed formula of NBG (with a free class
variable).
No is the class No ∪ {±∞}. In the following definitions, K is a class, ≤
is a linear ordering on it and KD is the Dedekind completion of (K,≤).
For the rest of this section, A will be some family of functions on No. A
function f : No→ No is really a class, therefore a family of functions is not
a class, but only an abbreviation for a well formed formula of NBG.
3.1 Definition (Tame). Let n ≥ 0 ∈ N, f : Kn+1 → K. f is tame iff for every
~d ∈ Kn either f (x, ~d) is constant, or for every ζ ∈ KD \ K, c ∈ K there exist
a, b ∈ K such that a < ζ < b and either
∀x ∈ (a, ζ) f (x, ~d) > c or
∀x ∈ (a, ζ) f (x, ~d) < c,
and similarly for (ζ, b).
3.2 Definition (sup property). Let n ≥ 0 ∈ N, f : Kn+1 → K. f satisfies the
sup property iff ∀~d ∈ Kn, ∀a < b ∈ K, ∀c ∈ K, the infima and suprema of the
following classes {
x ∈ K : a < x < b & f (x, ~d) ≤ c
}
{
x ∈ K : a < x < b & f (x, ~d) ≥ c
}
are in K ∪ {±∞}.
3.3 Definition (Intermediate value). A function f : Kn+1 → K satisfies the
intermediate value property (I.V.P.) iff ∀~e ∈ Kn ∀a < b ∈ K ∀d ∈ K
f (a,~e) < d < f (b, ~e)→ ∃c ∈ K a < c < b & f (c, ~e) = d.
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Note that the tameness of a given f is not a well formed formula of NBG,
because it involves a quantification over elements of NoD, i.e. over classes.
Therefore in general it is not possible to speak about the collection of all
tame functions in a given collection A. Moreover the theorems involving
the tameness of A are actually meta-theorems.
On the other hand, the intermediate value and the sup properties corre-
spond to well formed formulae of NBG, because they involve quantifications
only on elements of No.
3.4 Remark. If f : K→ K satisfies the sup property and is continuous, then
it satisfies the I.V.P..
Proof. c = sup
{
x ∈ (a, b) : f (x) ≤ d}. 
Given a family of functions A and a property P of functions, I say that A
satisfies P iff every function in A satisfies P ; for instance, I could say that
A is tame.
Theorem 3. Suppose that A is tame and satisfies the sup property. Let
f : No→ No be uniformly recursive over A and tame. Then, f satisfies the
sup property.
Proof. Let a, b, d ∈ No, a < b. Define
ζ := sup
{
x ∈ No : a < x < b & f (x) ≤ d} ∈ NoD ∪ {±∞} .
We have to prove that ζ ∈ No. I will prove it by induction on d. Suppose
not. Then, a < ζ < b, and, by tameness, without loss of generality we can
suppose that f (x) < d in the interval (a, ζ), while f (x) > d in (ζ, b). We will
construct a c ∈ (a, b) such that f (c) = d.
I will give the options of c. First, a < c < b, therefore a is a left option, b
a right one. Assume that f = 〈 f L | f R 〉. Then, f (c) = d is equivalent to
dL < f (c) < dR (3.1a)
f L(c, cL, cR) < d < f R(c, cL, cR) (3.1b)
(3.1a) By inductive hypothesis,
cL := sup
{
x ∈ (a, b) : f (x) ≤ dL } ∈ No.
Moreover, cL ≤ ζ, and cL 6= ζ because ζ /∈ No. Therefore, we can add cL to
the left options of c. Similarly, we find cR using dR.
(3.1b) Assume that we have already found some options cL, cR of c. Let
U := (cL, cR). I will find some ‘new’ options cL
′
, cR
′
such that cL ≤ cL′ < ζ <
cR
′ ≤ cR and if x ∈ (cL′, cR′), then
f L(x, cL, cR) < d < f R(x, cL, cR).
Then, I add cL
′
and cR
′
to the options of c, and repeat the process.
Let
cR
′
:= inf
{
x ∈ U : f L(x, cL, cR) ≥ d} .
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The sup property implies that cR
′ ∈ No. If cR′ = +∞, then f L(x, cL, cR) ≤ d
in all U , therefore I do not need to add any option to c. Otherwise, ζ ≤ cR′ ≤
cR, and ζ 6= cR′, therefore I can add cR′ to the right options of c.
Similarly, let
cL
′
:= sup
{
x ∈ I : f R(x, cL, cR) ≤ d} .
Therefore, at the end of the process we find a c ∈ (a, b) such that f (c) = d, a
contradiction. 
Note that in the previous theorem I am assuming that f is a function of
only one variable.
3.5 Example. Conway proves that, with the already defined <, + and ·, No
is a linearly ordered field. Using the previous theorem, I will show that
it is actually real closed. Conway proves the same thing, but with a quite
different technique.
Proof. An linearly ordered field K is real closed iff every polynomial in K[x]
satisfies the I.V.P.. Therefore, by Remark 3.4, it is enough to prove that
every p(x) ∈ No[x] satisfies the sup property.
Moreover, since deg p′ < deg p, the derivative p′ is simpler than p. There-
fore, by inductive hypothesis, every root of p′ is in No, and hence p is tame.
By Remark 2.12 every option p o(x, xo) of p(x) is simpler than p(x),
therefore, by induction on p, it satisfies the sup property. The conclusion
follows from Theorem 3. 
Note that from the proof of Theorem 3 it is possible to extract an algo-
rithm to compute the root of a polynomial in No[x]. This algorithm gives
Conway’s formula to compute 1/a if the polynomial in question is ax−1, and
C. Bach’s formula for
√
a if we use the polynomial x2 − a instead. Higher
degree polynomials yield quite complicate formulae.
3.1 Initial substructures of No
3.6 Definition (Initial). Let S be a subclass of No. S is initial iff
∀x ∈ S ∀y ∈ No y  x→ y ∈ No.
3.7 Lemma. Let S ⊆ No be an initial subclass of No, L < R be subclasses
of S, x := 〈L | R 〉 (if it exists). Let z ≺ x. Then, z ∈ S.
Note that I cannot conclude that x ∈ S.
Proof. Without loss of generality, I can suppose z < x. Then, by the inverse
cofinality theorem, there exists y ∈ L such that z ≤ y < x. So, z  y.
However, y ∈ L ⊆ S and S is initial, therefore z ∈ S. 
3.8 Remark. The union of an arbitrary family of initial subclasses of No is
initial. Therefore, given S ⊆ No, I can speak of the maximal initial subclass
of S; it is the union of all initial subsets of S, therefore it really exists.
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3.9 Definition (Closure). Let S ⊆ No, f : Non → No. S is closed under f
iff
f (Sn) ⊆ S.
S is closed under A iff it is closed under every f in A.
The closure of S under A, SA, is the smallest T ⊆ No closed under A and
containing S.
Theorem 4. Suppose that for every T ⊆ No initial, TA is also initial. Let
f : Non → No be recursive over A. Let S1, . . . , Sn be initial subclasses ofNo,
S := S1 × · · · × Sn. Then,
(
S1 ∪ · · · ∪ Sn ∪ f (S)
)A
is also initial.
Moreover, if every f o option of f is a function of f (xo) only, then
(
f (S)
)A
is initial.
Note that I am not assuming that the definition of f is uniform.
Proof. Let U :=
(
S1 ∪ · · · ∪ Sn ∪ f (S)
)A
, and let T be the maximal initial
subclass of U . We need to prove that T = U .
Claim 1. For every ~a ∈ S, b := f (~a) ∈ T .
The proof is by induction on ~a. An option of b is
b o = f o
(
~a,~ao, f (~ao)
)
.
Every ~ao is strictly simpler than ~a, therefore ~ao ∈ S. So, by inductive
hypothesis, f (~ao) ∈ T . But S ⊆ T n and, by hypothesis on A, T is closed
under A, therefore b o ∈ T . Thus, by Lemma 3.7, b ∈ T .
Claim 2. T = U .
It suffices to prove that T contains S1, . . . , Sn and f (S), and that T is
closed under A:
• T = TA by hypothesis on A.
• Si ⊆ T , i = 1, . . . , n because the Si are initial.
• f (S) ⊆ T by Claim 1.
To prove the second point, define U :=
(
f (S)
)A
, T its maximal initial sub-
class. As before, it is enough to prove the following claim:
Claim 3. For every ~a ∈ S, b := f (~a) ∈ T .
The proof is by induction on ~a. An option of b is
b o = f o
(
f (~ao)
)
.
~ao ≺ ~a, therefore ~ao ∈ S. Thus, by inductive hypothesis, f (~ao) ∈ T . By
hypothesis on A, T is closed under A, implying that b o = f o
(
f (~ao)
) ∈ T .
Hence, by Lemma 3.7, b ∈ T . 
Theorem 5. Suppose that for every T ⊆ No initial, TA is also initial. Let
f : Non → No be recursive over A. Let S be an initial subclass of No. Then,
SA∪{f } is also initial.
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Proof. Let
T0 := S
Ti+1 :=
(
Ti ∪ f (Tin)
)A
T :=
⋃
i∈N
Ti = S
A∪{f }.
Then, by Theorem 4 and induction on i, Ti is initial for every i ∈ N, therefore
T is also initial. 
A different way of presenting the same reasoning is the following.
Proof. Let T the maximal initial subclass of SA∪{f }. By hypothesis on A, T
is closed under A. I have to prove that T is also closed under f .
Let ~a ∈ T n. I will prove that f (~a) ∈ T by induction on ~a. By Lemma 3.7,
it is enough to find L < R ⊆ T such that
w := f (~a) = 〈L | R 〉.
An option of w is of the form
f o
(
~a,~ao, f (~ao)
)
,
where ~ao ∈ A and ~ao ≺ ~a. Therefore,~ao ∈ T n, and, by inductive hypothesis,
f (~ao) ∈ T n. Thus, f o (~a,~ao, f (~ao)) ∈ T . 
3.10 Corollary. Let S,U be initial subclasses of No. Then, the following
subclasses of No are also initial:
1. The (additive) subgroup generated by S.
2. The subring generated by S .
3. −S := {−x : x ∈ S }.
4. S + U := { x+ y : x ∈ S, y ∈ U }.
5. The subgroup generated by SU := {xy : x ∈ S, y ∈ U }.
Proof. For the first two points, apply Theorem 5. The third point is obvious.
For the other two points, apply Theorem 4. 
3.11 Example. It is not true in general that if S,U are initial subgroups of
No, then SU is also initial. For instance, take S = U to be the subgroup
generated by Z and ω. Then, ω2 + ω = ω(ω + 1) ∈ SU , but ω2 + 1 /∈ SU .
3.12 Corollary. Let K be an initial subring of No. Let L < R be subsets of
K, and let c := 〈L | R 〉. Then, K[c] is also an initial subring of No.
Proof. By Remma 3.7, K ∪ { c } is initial, therefore, by Corollary 3.10, the
ring generated by it is also initial. 
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3.13 Definition (Strongly tame). A function f : Non+1 → No is strongly
tame iff for all a < b ∈ No, ~e ∈ Non, d ∈ No either f (x,~e) is constant,
or there exist ζ0, . . . , ζm ∈ NoD such that a = ζ0 < · · · < ζm = b and for
i = 0, . . . ,m− 1
∀x ∈ (ζi, ζi+1) f (x,~e) > d or
∀x ∈ (ζi, ζi+1) f (x,~e) < d.
3.14 Definition. Let f : Non+1 → No be strongly tame, S be a subclass
of No. S is closed under solutions of f iff for all ~e ∈ Sn either f (x,~e) is
constant, or for every d ∈ S
∀c ∈ No f (c, ~e) = d ⇒ c ∈ S.
The closure of S under solutions of f is the smallest class containing S and
closed under f and under its solutions.
Theorem 6. Suppose that A is strongly tame and satisfies the I.V.P.. Let
f : No → No uniformly recursive over A, strongly tame and satisfying the
I.V.P..
Suppose that for every S initial subclass of No, the closure of S under
solutions of A and under f is also initial. Then, the closure of S under
solutions of A ∪ {f } is initial.
The proof is quite similar to the one of Theorem 3.
Proof. Let T be the maximal initial subclass of the closure of S under solu-
tions of A ∪ {f }. By hypothesis, T is closed under solutions of A and under
f . Therefore, it is enough to prove that T is closed under solutions of f . If
f is constant, there is nothing to prove. Otherwise, let d ∈ T , c ∈ No such
that f (c) = d. I will prove that c ∈ T by induction on d.
I will give options of c in T .
Assume that f = 〈 f L | f R 〉. Then, f (c) = d is equivalent to
dL < f (c) < dR (3.2a)
f L(c, cL, cR) < d < f R(c, cL, cR) (3.2b)
(3.2a) Let do be an option of d.
cL := sup
{
x ∈ No : x ≤ c & f (x) = do }
cR := inf
{
x ∈ No : x ≥ c & f (x) = do } .
The function f is strongly tame and satisfies the I.V.P., thus cL, cR ∈ No
and cL ≤ c ≤ cR. By the I.V.P., cL < c < cR. Moreover, cL, cR ∈ T ∪ ±∞
by inductive hypothesis. By the I.V.P., f (x) − do does not change sign in
(cL, cR); in particular, if do = dL < d, f (x) > dL in (cL, cR), and similarly for
do = dR. Hence, I can take cL and cR as left and right options of c.
(3.2b) Suppose that I have already found cL, cR ‘old’ options of c. Let f o
be an option of f , say f o = f L < f . I will construct cL
′
, cR
′
‘new’ options of c
such that for x ∈ (cL′, cR′) g(x) := f L(x, cL, cR) < d. Let
cL
′
:= inf
{
x ∈ No : x ≤ c & g(x) = d}
cR
′
:= sup
{
x ∈ No : x ≥ c & g(x) = d} .
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g is strongly tame, therefore cL
′
, cR
′ ∈ No and cL′ < c < cR′. By the I.V.P.,
g(x)−d does not change sign in (cL′, cR′); consequently, g(x) < d in (cL′, cR′).
So, I can take cL
′
and cR
′
as left and right options of c.
At the end of the process, I obtain L < R ⊆ T such that c = 〈L | R 〉, so,
by Lemma 3.7, c ∈ T . 
3.15 Corollary. The real closure of an initial subring ofNo is initial. More
in general, if S ⊆ No is initial, then the smallest real closed subfield of No
containing S is initial.
Proof. Q is an initial subfield ofNo, thereforeQ∪S is also initial. Therefore,
by Corollary 3.10, K, the subring generated by it, is also initial.
It remains to prove that the real closure of K is initial. Apply the Theo-
rem 6 and induction on No[x]. 
If instead of considering all polynomials in No[x], we consider only the
polynomials of degree up to a fixed degree n, the previous corollary is still
valid, with the same proof. In particular, taking n = 1, we can conclude the
following:
3.16 Corollary. Let S be an initial subclass ofNo. Then, the subfield ofNo
generated by S is initial.
The following theorem was also proved in [5] with a different method.
Theorem 7. Let K be a real closed field and a proper set. Then, K is iso-
morphic to an initial subfield of No.
Proof. If K ≃ Q, it is true.
Assume that F is a real closed initial subfield ofNo, andK is (isomorphic
to) the real closure of F(a) for some a transcendental over F. Let (L | R )
be the cut determined by a over F. For any c ∈ (L | R ), F(c) is isomorphic
to F(a), and its real closure is isomorphic to K. Moreover if c = 〈L | R 〉
then, by Corollary 3.12, K[c] is initial, therefore, by Corollary 3.15, its real
closure is also initial.
In general, let (cβ)β<α be a transcendence basis of K over Q, for some
α ∈ No. Let K0 be the real closure of Q, and define Kβ to be the real closure
of Q[ci : i < β] for β < α, i.e. K0 := Q, and, for 0 < β ≤ α
Kγ :=


the real closure of K(cγ) if β = γ + 1⋃
γ<β
Kγ if β is limit.
In particular, Kα := K. By the previous case and induction on β, each Kβ is
isomorphic to an initial subfield of No, and the conclusion follows. 
It is not true that every ordered field (which is also a set) is isomorphic
to an initial subfield ofNo. For instance, take K := Q(
√
2+ 1/ω) ⊂ No. Sup-
pose, for contradiction, that there exists an isomorphism of ordered fields ψ
between K and an initial subfield ofNo. Let z = ψ(
√
2+ 1/ω). Then,
√
2 ≺ z,
but
√
2 /∈ ψ(K).
For more on the subject of initial embeddings of fields, see [7].
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4 Examples and the concatenation function
4.1 Example. Let f (x) := 〈x − 1 | x + 1 〉. The image of f is the class of
omnific integers. f satisfies the sup property, but not the I.V.P.. f (x) = 0 for
x ∈ (−1, 1), f (x) = α for x ∈ [α, α+ 1), α ∈ On, etc.
4.2 Example. Let
f (x) := [x]− x = 〈−1, [x]− xR | 1, [x]− xL 〉.
Then, f is not tame.
Proof. Consider the cut ω :−∞ between positive finite numbers and infinite
numbers. f (x) changes sign infinitely many times in every neighbourhood
of this cut. 
4.3 Example. Let
f (x) :=
〈−|x| ∣∣ f R1 (xL), f R2 (xR) 〉 with
f R1 (z) :=
{
0 iff z ≥ 0
2 iff z < 0
f R2 (z) :=
{
0 iff z ≤ 0
2 iff z > 0.
Therefore,
f (x) =
{
〈−|x| | 0 〉 < 0 iff x 6= 0
1 iff x = 0
4.4 Definition. Let x, y > 0 ∈ No.
• x ≃ y iff x−y
x
is infinitesimal.
• x≨ y iff x < y and x ≃/ y.
• x ⊥ y iff x  y and y  x.
4.5 Example. Let d := 2/3. For a ∈ R, let
f La (z) :=
{
z if z ≤ a
a if z ≥ a
f Ra (z) :=
{
z if z ≥ a
a if z ≤ a.
Let
f (x) := 〈 f Lr (xL) : d > r ∈ R | f Rs (xR) : d < s ∈ R 〉.
Then, f is uniformly recursive. Moreover,
f (x) = x if x≨ d
f (x) = d if x ≃ d
f (x) = x if d≨ x.
In particular, f does not satisfy the sup property, because
sup
{
x ∈ No : 0 < x < 1 & f (x) ≤ d} /∈ No
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In the previous examples, the definition of f is uniform.
A surreal number z can be considered as a function from ℓ(z) into {+,−},
i.e. as a sequence of pluses and minuses, the sign sequence of z. Therefore,
instead of 1 we can write the corresponding sequence +, instead of 1/2, we
can write +−, etc.
An element ζ of NoD has also a unique sign sequence, of length On
iff ζ /∈ No. On the other hand, not every sign sequence corresponds to a
element of NoD; for instance, +∞, the sequence of pluses of length On, is
not in NoD.
4.1 The concatenation function
4.6 Definition (Concatenation). Let x, y ∈ No. The concatenation of x, y,
noted with x : y, is given by the sign sequence of x followed by the sign
sequence of y.
The recursive definition of x : y is
x : y = 〈xL, x : yL | xR, x : yR 〉.
This definition is not uniform; while I can choose any representation of y,
I must take the canonical representation of x (but see also [9]). In the
following, I will prove that, given some hypothesis on A, it is never possible
to find a uniform recursive definition of x : y over A.
Let
f (x) := x : 1 = 〈x | xR 〉.
By definition, f (x) < 0 for x < 0, while f (x) > 0 for x ≥ 0, therefore f does
not satisfy the I.V.P.. Moreover, f is injective.
x 0 α −α− 1 −ω 1/2 1/ω α ∈ On.
x : 1 1 α+ 1 −α− 1/2 −ω + 1 3/4 2/ω
Table 1: Some values of x : 1
4.7 Lemma. Let x ∈ No. Then:
• f (x) > x.
• x ≺ f (x)
• If x < y and y ≺ x, then f (x) < y.
Proof. Obvious. 
4.8 Lemma. Let c, d ∈ No. Then, there exists a, b ∈ No such that a < c < b
and
∀x ∈ (a, c) f (x) < d or
∀x ∈ (a, c) f (x) > d,
and similarly for (c, b).
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Proof. There are three cases, according to d ⋚ c.
d < c. Let a := 〈 d | c 〉, b := +∞. Then, for every x > a f (x) > x > a > d.
d = c. Let a := c : −, b := +∞. For every x ∈ (a, c) c ≺ x, therefore
f (x) < c. For every x > c f (x) > x > c.
d > c. Let a := c :−. If a < x < c, then c ≺ x, therefore f (x) < c < d.
Assume that c ⊥ d. Let b := 〈 c | d 〉. If c < x < b, then b ≺ x, therefore
f (x) < b < d.
Assume that c ≺ d. Let b := 〈 c | d 〉. If c < x < b, then b ≺ x, therefore
f (x) < b < d.
Assume that d ≺ c. Let b := d. If c < x < b, then d ≺ x, therefore
f (x) < d. 
4.9 Remark. Let d := 2/3 = +−+−+− . . . ,
a0 := 0,
a1 := +− = 1/2,
a2 := +−+− = 5/8,
a3 := +−+−+−,
. . . ,
an+1 := an : +−,
and
bn := an : + = +− . . .+−+
cn := an :− = +− . . .+−− .
Then, for every n ∈ N,
cn < an < cn+1 < d < bn.
Moreover, f (an) = bn > f (d) > d, while f (cn) < an < d. Besides,
d = 〈 an | bn 〉n∈N
is the canonical representation of d. Moreover for every x ∈ No
d  f (x)⇔ d  x.
Finally, for every x ∈ No d  x iff d− x is infinitesimal.
4.10 Remark. f is not continuous. In fact,
lim
x→0
x 6=0
f (x) = 0,
while f (0) = 1.
4.11 Lemma. f is not tame.
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Proof. Let d, an, bn, cn be as in Remark 4.9.
If a < ζ, there exists n ∈ N such that a < an < cn+1 < ζ. Therefore,
f (x) − d changes sign infinitely many times in every left neighbourhood of
ζ.
However, note that in every infinitesimal neighbourhood of d, f (x) ≥ d
iff x ≥ d, and f (x) ≥ f (d) iff x ≥ f (d) or x = d. 
4.12 Lemma. f does not satisfy the sup property.
Proof. Let d, an, bn, cn be as in Remark 4.9, and let a := 0.
Then, f (ai) > d, while f (ci) < d. Let
ζ := sup
{
x ∈ No : a < x < d & f (x) ≥ d} .
Therefore,
ζ ≥ sup { ai : i ∈ N } .
On the other hand, if d  x and x < d, then f (x) < d, therefore
ζ ≤ inf { x < d : d  x } ,
so ζ = inf {x < d : d  x } ∈ NoD \No. 
4.13 Lemma. If A is a family of functions strongly tame and satisfying the
I.V.P., then f cannot be uniformly recursive over A.
Proof. Suppose not, i.e. that f = 〈 f L | f R 〉, with f o ∈ A.
Let d, an, bn, cn be as in Remark 4.9, and let ζ as in the previous proof.
I will show that there exists c ∈ No such that f (c) = d, which is clearly
impossible. I will give the options of c.
f (c) = d is equivalent to:
d  f (c)
f L(c, cL, cR) < d < f R(c, cL, cR).
By Remark 4.9, d  f (c) is equivalent to d  c, and d = 〈 an | bn 〉n∈N.
Therefore, it is necessary and sufficient to add an to the left options of c and
bn to its right ones for every n ∈ N to ensure that d  f (c).
Let cL, cR be ‘old’ options of c such that cL < ζ < cR, f L be a left options
of f . I will find cL
′
, cR
′
‘new’ options of c such that cL
′
< ζ < cR
′
and
∀x ∈ (cL′, cR′) f L(x, cL, cR) < d. (4.1)
Let g(x) := f L(x, cL, cR),
cL
′
:= sup
{
x ∈ No : x < ζ & g(x) = d}
cR
′
:= inf
{
x ∈ No : x > ζ & g(x) = d} .
A is strongly tame, therefore the previous sup and inf are actually amin and
a max, unless g(x) is constant.
For every left neighbourhood J of ζ there is x ∈ J such that f (x) < d.
Moreover, g(x) < f (x) in (cL, cR). Therefore, if g(x) is constant, then g(x) <
d, so cL
′
= −∞ and cR′ = +∞.
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Otherwise, cL
′
, cR
′ ∈ No, while ζ /∈ No, so cL′ < ζ < cR′. By the I.V.P.,
the sign of g(x)− d is constant in U := (cL′, cR′). Again, in every left neigh-
bourhood of ζ there is a x such that f (x) < d, therefore g(x) < d in U .
Proceed similarly for f R.
At the end of the process we have constructed a c ∈ No such that
f (c) = d, a contradiction. 
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