Abstract-This paper proposes a new interpolation method for spatial data based on an adaptive neural networks using only the different of x-coordinate, y-coordinate between observed data and their nearest neighbors, and values of neighbors surrounding unobserved location for training network architecture. Unobserved data are interpolated by function of its absolute location and relative location in x-coordinate and y-coordinate and corresponding value at absolute location of k-nearest neighbors. We compared our new proposed method by using observed data to generate prediction map using simulation data set and real world data set. The experimental results show that, by using relationship between nearest neighbors of unobserved point can achieve the good accuracy compare to competitive method for various data set and at different rate of missing.
I. INTRODUCTION
Some previous works in geostatistics for spatial interpolation were proposed to improve the accuracy of interpolation. The probabilistic framework of geostatistics is a continuous state random field and its main data type is a set of values observed at generally irregular locations. There are several interpolation algorithms which were proposed for this problem. The most well known method for spatial interpolation in geostatistics is Kriging [1] . The kriging predictor is the minimum variance unbiased predictor of the value at an unobserved location which is a weighted linear sum of data. The weights are chosen so that the prediction error variance for a given spatial covariance (or variogram) function of the underlying random field. Several researches used kriging method for spatial interpolation as appeared in [2] by Fernandez and Calceron. They studied the spatial regression analysis and proposed a new spatial estimation for a spatial econometric model using kriging estimator. Lokupitiya et al [3] presented a comparison of missing value imputation methods using a crop yield data. In their paper, a comparison of the performance of imputation algorithms was shown for four methods: multiple imputation, regression, kernel smoothing and kriging. As a result, multiple imputations were superior to other methods. Pollice Lasinio [4] presented two approaches to the imputation of missing data and calibration of measurements coming from different monitoring networks. They analyzed an air quality data for the municipal area of Toronto using Bayesian kriging method. Sidler [5] proposed the kriging and the conditional simulation technique based on scale-invariant covariance models. He developed a matlab program called "vebyk" and used kriging algorithms as the basis for conditional simulations of the porosity distribution. The kriging method depends essentially on assumed second-order or intrinsic stationary of random fields and corresponding covariance or variogram function models. The use of a wrong model will effect on the correctness of the interpolation process. Also it is usual to use all the data for constructing predictors. This global approach may also cause a problem if the assumed global stationary is ambiguous and is only valid locally. An artificial neural network is another solution for solving the problem of prediction of unobserved locations. Neural networks are computational models inspired by the neural structure of human brain [6] . Their approaches make no assumption regarding the nature of the spatial data (stationary) and can handle linear relationships. It is not need to specify a particular variogram model as kriging.
Several researches used neural networks to apply for specific proposed with different input in networks architecture. Mervin et al [6] proposed a spatial interpolation based on only absolute location and spatial relationships associated with the relative location of a missing point. They used artificial neural networks for training data set by using five variables: absolute location, average distance, average sine, and average cosine between an interpolated point and its set of sample neighbor's points. In this method, for training neural networks, whole observed dataset were used for training by using six point neighborhoods and 16 point neighborhoods of every observed point to train in neural networks. For each point to be interpolated, the nearest six point neighborhoods and 16 point neighborhoods surrounding these points were chosen with corresponding five variables as describes before, for using as inputs into the neural networks. Demyanov & Kanevsky [7] proposed the neural network residual kriging (DNRK) for a climate data. DNRK consists of two steps. The first step is estimations of large scale structures using artificial neural network (ANN) with a sum of squared errors. The second step is the analysis of residuals where geostatistical methodology is applied to model the local spatial correlation. Bellerby [8] ) in training process. We found that, by using different type of input pattern in neural networks for spatial interpolation as presented in [11] , [12] , the interpolation results were different. On the other hand, if used more data to train since some input may not necessary for the training process it may causes time consuming and less accuracy. Moreover, if in each data set composed of several distributions, the global training and testing by using whole values of observed data to interpolate unobserved data could not give the correct interpolated values for some values which was valid only local. So, in this study, the new inputs in training process for neural networks were proposed. Also, localized nearest data was used for selecting suitable number of k by using cross-validation process to check the effect of using this k number. We used this number both the training process and testing process. Since most techniques used so far by researchers for interpolating geostatistical data are kriging, kernel smoothing and neural network, we compare our method with them.
The rest of this paper is organized as follows. Section 2 describes the background of our method and the proposed method is presented. Experimental setups and results are described in section 3 and section 4 respectively. Conclusions are presented in section 5.
II. NEW ARTIFICIAL NEURAL NETWORK INTERPOLATION
FOR GEOSTATISTICS DATASET Typical geostatistical data consists of two parts: locations of data and corresponding values which may be multivariate. However, in this research, we consider only univariate data.
A. Notations and Definitions
Let X be a 3 × n matrix of n geostatistical data and
is the 2-dimensional coordinates of the location of i-th data and i z is the corresponding value. We can consider them as the input and the output as
Unobserved data is denoted by ) , , (
and is called the target vector. Thus we are interested in predicting the value ). , (
From basic theory of geostatistical data set, that is, spatial data values from location close to each other are more similar than data values from location far apart [13] , [14] . So, the interpolation of unobserved values ( ). In this formula, we use "other information relevance with ) , ( 0 0 y x " which is the different between unobserved data and k nearest neighbors in x-coordinate, y-coordinate and the corresponding values in that position. The processes for interpolating unobserved data are described as following subsection.
B. Calculation of the Number of Nearest Neighbors
The first step is to decide number of nearest neighbors of the target location ) , ( 0 0 y x with respect to Euclidean distance.
If the number of nearest neighbors is too large, it will increase the error in interpolation process since it will include irrelevant data. Number k of nearest neighbors is calculated by using a leave-one-out cross-validation for the complete dataset. At first, we let k=4. 
Finally, let k be the number which gives the smallest
We use this k number for both network training and interpolating unobserved data. The range of k values are starting with four points, the maximum number of k for cross-validation process is 16 since this number come from number of point to generate surface of square lattice.
C. Learning Phase
The structure of our proposed neural network is shown in Fig. 1 . We used feed-forward multilayer neural network with back propagation learning algorithms. A network consists of one input layer, two hidden layers and one output layer. In this network, number of input is equals to 2+3k, where 2 is number of absolute location variable: x-coordinate, y-coordinate of sampling point, k is number of nearest neighbors of sampling points which we have already calculated to find suitable this k values in the previous subsection, the number 3 is number of variable per one point which are relative location calculated from the different values in x-axis and y-axis between sampling point ) , ( In our proposed method the training process is a supervised learning algorithms, that is, we must train neural network from set of input and desired output, feed this information into neural network to learn pattern of data. The process in hidden layer is to adjust weight connect to each node of input. In this model, back propagation algorithms are used. This algorithms works as follow: from the initial weight connect between input and each layer of hidden layer; they compare the RMS (root mean square) error between desired output and its calculated output. If the error not satisfied with the predefined values it will propagates error back to the former layer. This will be done from upper layer to input layer direction. It will adjust weight from initial weight until it gives satisfied RMS error. In our proposed algorithms number of node in each hidden layer is equal to number of node in input layer. From this neural network architecture, each unobserved data are calculated from the most nearest neighborhood. The order of each points in this k-nearest neighbors affect to the calculation of weighting in neural network. So, before sending each training points into neural network, data will be labeling and ordering by direction which is calculated from 
After that, the ordered points are fed into the network architecture. Each neuron performs a weighted summation of the inputs, after that passes this weighted summation of the inputs into a nonlinear activation function. We used sigmoid function to be activation function in each hidden layer. Finally, the network output, called output layer, is formed by weighted summation of the outputs from hidden layer. In this study, only one single output is used for the approximation of unobserved values.
D. Interpolating Unobserved Values
After the training process of neural network are finished, we can interpolate unobserved value 0 z by sending these parameters: 
III. EXPERIMENTAL SETUP
The following data, parameters, and comparison results are considered in our experiments. We compared the performance of our proposed algorithms with different experiments. The experiment is tested to interpolate every points of image by using observed points to generate interpolator for generating prediction map. In this part, we compare our proposed method with kriging algorithms, and neural networks with several input pattern and different k values. The following competitive methods were used for our experiment: 1) Our proposed method by sending
of nearest neighbors of unobserved data as input pattern.
2) Neural network using the attribute of nearest neighbors of unobserved data itself as input data.
3) Neural network architecture proposed by Merwin which is sending 
A. Data Sets
We give two examples of interpolation's results by using our algorithms compare to kriging algorithms and neural network with various input pattern. The first example is simulation data set, we generated data random field using spherical covariance function which is defined as follows:
We generated 500×500 simulation maps by using this covariance function. The number of data set is 250000 elements with x=1:500 and y=1:500. Next, 500 sampling elements for generating interpolator model was randomly sampling. Another example is real world data set, which is the Walker Lake data sets, used in Isaaks and Srivastava's book. In this dataset, composed of 780000 elements with x=1:300 and y=1:260. We used 300 randomly sampling of this dataset for experiments.
B. Accuracy evaluation
Our proposed method and competitive method were compared its performance by using mean absolute percentage error (MAPE) and root mean square error (RMSE). MAPE are calculate from following equation 
where n is number of unobserved data, _ i y is an imputed incomplete data by using above five method, i y is complete data. Another performance measure of the data set is measured by the RMSE which can be computed as 
where n is the number of unobserved data, i y is the actual value and _ i y is the predicted value.
IV. RESULTS AND DISCUSSIONS
Results are shown in following sections. MAPE's of kriging prediction for three variogram model (spherical, Gaussian, and exponential) are shown in Table I . As a geostatistical prediction, kriging method is most well-known and has a long history. Kriging prediction is actually dependent on underlying models and one must estimate model parameters beforehand. By using our proposed method to generate prediction map the following results are shown. Fig. 2(a) shows original simulated prediction map, Fig. 2(c) -(f) shows prediction map which generated from five method. The rmse of ours proposed method and competitive method are shown in Table II . The results show that, the accuracy of prediction map generated by using our algorithms in these two dataset are higher than other neural networks which used different input pattern and give the similar accuracy as interpolated with kriging algorithms. The interest's point with using different neural network architecture is number and characteristics of input pattern for training neural network, they became a significant factor for measure performance of interpolation as we can see in Table II . That is, by training only absolute location values the accuracy of neural network are worst than sending more data into neural network such as the relative location in x-coordinate and y-coordinate, distance and angle between unobserved and nearest points. Moreover, the most importance factor is by sending this parameter into the training process and training data as global training instead of localized training as proposed by ours the accuracy of global training are worst than localized training as shown in Fig. 2 .
We can conclude that the local training based on different between unobserved data and k nearest neighbors in x-coordinate and y-coordinate and the corresponding value in that position is sufficient to interpolate the unobserved data.
The choice of number of nearest neighbors is important. If we use larger numbers of nearest neighbors, it will include irrelevant values and may give bias to the training process. On the other hand, if smaller numbers of nearest neighbors are used, it will not enough in the training process. In the prediction map numbers of nearest neighbors are 8 and 7 for simulated dataset and the Walker Lake dataset.
An apparent problem on our method as well as any other methods is the so-called the "edge effect". If a missing data locates in the edge of regions of available data, it may give a wrong imputed value because some of neighboring data locates actually far from the missing value location. This effect may also be present when we decide the number of neighboring data by leave-one-out cross validation and it may be better to exclude data which locate in the edge of data region from the first. 
V. CONCLUSION
A neural network method for interpolating unobserved data in geostatistical data based on different of values in x-axis and y-axis between observed data and nearest neighbors is proposed. A leave-one-out cross validation is used to decide how many neighbors should be incorporated. Different in x-coordinate and y-coordinate between unobserved data versus nearest neighboring and data value of neighboring data of the location which is unobserved are used as input and output data to train the neural network.
Finally this data are fed into neural network to interpolate the missing value. We tested our method by generate prediction map by using ours, neural network with different input, and kriging algorithms. From the experiment, we can conclude that our method is most accurate in most cases. Also our method needs no further assumption on underlying models which is necessary for the kriging method. One problem of our method is that it is relatively time consuming in order to train the neural network if large number of nearest neighbors is used. Moreover, if missing data places in the edge of data region, our method as well as any methods may give wrong imputed values, a typical difficulty of spatial data analysis.
