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CHAPTER I Dissertation introduction 
 
This chapter is to briefly introduce the content and distribution of this dissertation. 
 
CHAPTER II Clustering and data preprocessing for clustering 
 
This chapter briefly presents the background of clustering and its challenges. We then introduce 
data preprocessing methods in order to deal with challenges in clustering.  
2.1 Clustering 
As introduced above, clustering task organizes data objects into groups whose members are 
similar in some way. A cluster is therefore a collection of objects which are similar between 
them and are dissimilar to the objects belonging to other clusters. Clustering is applied in various 
fields, e.g., marketing (categorizes the customer), biology (classify the gene expression data), 
geography (identify the similar zones appropriate for exploitation) and so on. 
Clustering has more than 50 years of development. Many clustering algorithms were 
proposed with different schemas and concepts [1]. Even though with a long history of research 
and development, there are still several challenges existed for clustering, i.e., the number of 
clusters, high dimensionality, noise and outlier. Such problems can impact the quality of cluster 
analysis. However, if the data have been preprocessed appropriately, for example, clusters are 
well-separated, dense and have no noise, the performance of the clustering algorithms may 
improve. Data preprocessing is often used to perform such tasks in order to improve the quality 
of data, and hence improve the performance of clustering. 
2.2 Data preprocessing 
Real world data usually contain noises and outliers, are high dimensional, hence, strongly impact 
the performance of clustering. To deal with such problems, data preprocessing methods are 
employed to improve quality of data and therefore, improve the performance of clustering. The 
popular tasks of data preprocessing methods in clustering are feature reduction (i.e., PCA [2]), 
feature selection [3], noise and outlier removal [4].  
 
CHAPTER III Data preprocessing algorithm D-IMPACT 
 
In this chapter, we describe the data preprocessing algorithm D-IMPACT [5] based on concepts 
underlying the clustering algorithm IMPACT [6]. We aim to improve the accuracy and flexibility 
of the movement of data points in the IMPACT algorithm by applying the concept of density to 
various affinity functions. These improvements will be described in the subsequent subsections. 
3.1 Gravity-based data preprocessing algorithm 
Recent studies have focused on new categories of clustering algorithms which prioritize the 
application of data preprocessing. SHRINK, a data shrinking process, moves data points along 
the gradient of the density, generating condensed and widely separated clusters [7]. In CLUES 
[8], each data point is transformed such that it moves a specific distance toward the center of a 
cluster. These two shrinking algorithms share the following limitations: 
 The process of shifting toward the median of neighbors can easily fracture the cluster. 
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 The direction of the movement vector is not appropriate in specific cases. For example, 
if the clusters are adjacent and differ highly in density, the median of the neighbors is 
likely to be located on another cluster. 
We introduce a clustering algorithm based on the simulation of gravity system: moving data 
points under effect of attractive-force like values to form dense regions that can be easily 
identified as clusters. The data points movement in IMPACT algorithm can avoid the addressed 
problems. The next section will explain the algorithm in detailed. 
3.2 Clustering algorithm IMPACT 
3.2.1 IMPACT algorithm 
The IMPACT algorithm is based on the idea of gradually moving all objects closer to similar 
objects according to the attraction between them until the dataset becomes self-partitioned. The 
algorithm has two phases. The first phase is for normalizing and denoising the input dataset. In 
the second phase, IMPACT iteratively moves the data points and identifies clusters.  
To evaluate the performance of IMPACT algorithm, we tested it on datasets with different 
characteristics. The results will be presented in the next section. 
3.2.2 Experiment result 
In this section, we evaluate the performance of IMPACT and demonstrate its effectiveness for 
different types of data distributions. The experiment results of IMPACT show that the algorithm 
is effective in identifying clusters with arbitrary shapes, density, and orientation, without affected 
by the number of clusters and noise. In addition, IMPACT algorithm is not parameter sensitive. 
The IMPACT algorithm not only works effectively with two-dimensional datasets but also 
produces accurate results when dealing with practical datasets. The clustering results on UCI 
datasets and text dataset shows IMPACT can identify the correct number of clusters and archive 
high performance of clustering. However, there are several limitations existed for IMPACT 
algorithm: 
 The datasets are not completely denoised. 
 In several cases, small parts of clusters are merged. 
 IMPACT takes long processing time to cluster the data. 
In this study, we propose a data preprocessing algorithm named D-IMPACT (Density-
IMPACT) to overcome the limitation of gravity-based preprocessing algorithms by utilizing the 
idea of IMPACT algorithm and the concept of density [9]. An advantage of our algorithm is its 
flexibility in relation to various types of data; it is possible to select an affinity function suitable 
for the characteristic of the dataset. This flexibility improves the quality of cluster analysis even 
if the dataset is high-dimensional and non-linearly distributed, or includes noisy samples. 
3.3 Data preprocessing algorithm D-IMPACT  
In this section, we describe the data preprocessing algorithm D-IMPACT based on concepts 
underlying the IMPACT algorithm. We aim to improve the accuracy and flexibility of the 
movement of data points in the IMPACT algorithm by applying the concept of density to various 
affinity functions. These improvements will be described in the subsequent subsections. 
3.3.1 Movement of data points 
The main difference between the data movement in D-IMPACT and IMPACT algorithms is that 
the movement of data points can be varied by the density functions, the attraction functions, and 
an inertia value. This helps D-IMPACT detects different types of clusters and avoid many 
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common clustering problems, i.e., inappropriate movement, border overlapping, and increases 
the efficient of computation.
 
3.3.2 D-IMPACT algorithm 
D-IMPACT has two phases. The first phase detects noisy and outlier data points, and removes 
them. The second separates clusters by iteratively moving data points based on attraction and 
density functions. Figure 3.1 shows the flow chart of the D-IMPACT algorithm. 
3.3.2.1 Noisy points and outlier detection 
First step is noise and outlier detection. An outlier is a data point significantly distant from the 
clusters. We refer to data points which are close to clusters but do not belong to them to as noisy 
points, or noise, in this manuscript. Both of these data point types are usually located in sparsely-
scattered areas, that is, low-density regions. Hence, we can detect them based on density and the 
distance to clusters. Both outliers and noisy points are output and then removed from the dataset. 
When this phase is completed, the movement phase commences. 
3.3.2.2 Moving data points 
In this phase, the data points are iteratively moved until the stop criterion is met. The distances 
and the densities are calculated first, after which, we compute the components used to determine 
the movement vectors: attraction, affinity vector, and the Inertia value. The data points are then 
moved in order to shrink the clusters 
to increase their separation from one 
another. This process is repeated 
until the stop condition is satisfied. 
In D-IMPACT, we adopt various 
stop criteria as follows: 
 Stop after a fixed number of 
iterations controlled by the 
parameter niter. 
 Stop based on the average of 
the densities of all data points.  
 Stop when the magnitudes of 
movement vectors have 
decreased significantly 
compared to the previous 
iteration. 
When this phase is complete, the 
preprocessed dataset is output. The 
new dataset contains separated and 
shrunk clusters, with noise and 
outliers removed. 
3.3.2.3 Complexity 
D-IMPACT is a computationally-
efficient algorithm. The overall 
complexity of D-IMPACT is O(m
2
n). 
We measured the real processing 
 
Figure 3.1 Outline of the D-IMPACT algorithm 
Data Preprocessing for Improving Cluster Analysis and Its Application to Short Text Data 
4 
 
time of D-IMPACT on 10 synthetic datasets. For each dataset, the data points were randomly 
located (uniformly distributed). The results in Figure 3.2 show the advantage in speed of D-
IMPACT in relation to CLUES. 
 
Figure 3.2 Processing times of D-IMPACT and CLUES on test datasets. 
3.4 Experiment result 
In this section, we compare the effectiveness of D-IMPACT and the shrinking function of 
CLUES (in short, CLUES) on different types of datasets. 
3.4.1 Datasets and method 
3.4.1.1 Two-dimensional datasets 
 
a) DM130 b) MultiCL c) t4.8k d) t8.8k e) Planet 
Figure 3.3 Visualizations of 2D datasets for validating D-IMPACT algorithm. 
To validate the effectiveness of D-IMPACT, we used different types of datasets: two 
dimensional (2D) datasets taken from the Machine Learning Repository (UCI), and a microarray 
dataset. Figure 3.3 shows the 2D datasets used. 
3.4.1.2 Practical datasets 
The practical datasets are more complex than the 2D datasets, i.e., the high dimensionality can 
greatly impact the usefulness of the distance function. We used the Wine, Iris, Water-treatment 
plant (WTP), and Lung-cancer (LC) datasets from UCI [10], as well as the dataset GSE9712 
from the Gene Expression Omnibus [11] to test D-IMPACT and CLUES on high-dimensional 
datasets.  
3.4.1.3 Validating methods 
We compare the results of D-IMPACT with CLUES implemented in R [12]. 2D plots are use to 
visualize the effect of both algorithms in case of 2D datasets. We used two evaluation measures, 
the Rand Index and adjusted Rand Index (aRI) [13] to evaluate the clustering result from 
Hierarchical agglomerative clustering (HAC) on practical datasets preprocessed by D-IMPACT 
and CLUES.  











Size of dataset 
D-IMPACT CLUES 




a) DM130 b) MultiCL c) t4.8k d) t8.8k e) Planet 
Figure 3.4 Visualizations of 2D datasets after preprocessed by D-IMPACT. 
 
a) DM130 b) MultiCL c) t4.8k d) Planet 
Figure 3.5 Visualizations of 2D datasets after preprocessed by CLUES. 
The results of D-IMPACT are shown in Figure 3.4. From these results, we can see that IMPACT 
algorithm can separate clusters, remove noise while retain the global structure of clusters. In 
contrast, CLUES incorrectly merge and fracture clusters (Figure 3.5). 
3.4.3 Experimental results of practical datasets 
We used HAC to cluster the original and preprocessed Iris and Wine datasets, and then validated 
the clustering results with aRI. A higher Rand Index score indicates a better clustering result. D-
IMPACT outperforms PCA and CLUES in case of Iris, Wine, and GSE9712 datasets (Table 3.1). 
The results produced by D-IMPACT can improve the performance of clustering most among 
three methods, and more stable. In case of WTP dataset, CLUES incorrectly merger all outliers 
to other clusters, while D-IMPACT produce a dataset which 8 out of 9 minor clusters (outliers) 
can be detected easily. D-IMPACT also separates outliers from clusters better than CEE [14] in 
case of Lung cancer dataset. 
Table 3.1  Index scores of clustering results using HAC on the original and preprocessed 
datasets of IRIS and Wine. The best scores are in bold. 
Dataset 
Preprocessing algorithm 
None CLUES D-IMPACT 
Iris 0.759 0.732 0.835 
Wine 0.810 0.899 0.884 
GSE9712 0.330 0.139 0.330 
3.5 Conclusion 
In this study, we proposed a data preprocessing algorithm named D-IMPACT inspired by the 
IMPACT clustering algorithm. D-IMPACT moves data points based on attraction and density to 
create a new dataset where noisy points and outliers are removed, and clusters are separated. The 
experimental results with different types of datasets clearly demonstrated the effectiveness of D-
IMPACT. The clustering algorithm employed on the datasets preprocessed by D-IMPACT 
detected clusters and outliers more accurately. 
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CHAPTER IV Data preprocessing algorithm SCF  
 
In this chapter, we describe the data preprocessing algorithm SCF which aims to reduce the 
number of dimensions without losing the semantic information stored in each feature. The new 
space produced by SCF will contains the semantic similarity between the keywords of each 
documents and the concept underlying the corpus. 
4.1 Clustering algorithms and data preprocessing methods for text clustering 
4.1.1 Text clustering 
With the rapid growth of information exchange, a large number of documents are created in 
everyday, such as emails, news, forum post, social network posts, etc. To help people deal with 
document overload, many systems apply clustering to help people manage, organize, and 
organize text data more effective.  
4.1.2 Challenges of text clustering in short text data 
There are still several challenges existed for clustering, i.e., the number of clusters, high 
dimensionality. In case of text data, critical problems for text clustering are:  
 High dimensionality and sparseness  
 Ignoring the semantic relationship between the words.  
 Comparing to other kinds of documents, i.e., article, official document, book, the short 
text is less strict in grammar and may contains a lot of misspellings.  
 Short texts may contain pattern repeated in many texts but not contribute to the content 
of the text.  
One of solutions for problems above is employing data preprocessing before doing clustering 
in order to improve the quality of clustering results.  Next section will present the basic of data 
processing and introduce briefly several data preprocessing algorithms. 
4.1.3 Data preprocessing for text clustering 
We briefly introduce several popular data preprocessing techniques for text clustering. Latent 
Semantic Indexing (LSI) [15] applies PCA technique to project word frequency matrix into 
“latent” semantic space, which can reveal underlying topics in the documents. However, similar 
to PCA, the new dimensions produced by LSI are just a linear transformation from original word 
frequency matrix, so they may not correspond to meaningful topic underlying the documents. In 
addition, these methods are heavy computation, so they are inefficient to be employed on large 
datasets. Recently, many researches utilized WordNet [16], a thesaurus for English, to do 
clustering with considering the semantic relationship between words. However, these researches 
are quite complex, heavy computation, and cannot completely solve the problem of high 
dimensionality. Next, we introduce WordNet, which plays an important role in this research. 
4.2 WordNet and semantic similarity 
WordNet is a large lexical database of English and then extended to other languages. Nouns, 
verbs, adjectives and adverbs are organized into sets of cognitive synonyms (synsets), which are 
linked by semantic relationship. This network makes WordNet becomes a useful tool for 
computational linguistics and natural language processing.  
4.2.1 WordNet structure  
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Information in WordNet is organized around sets of cognitive synonyms called synsets and the 
relationship between them. WordNet 3.0 contains 155287 unique strings (words) organized into 
117659 synsets, which has 206941 relationship links (word-sense pairs) between them. Synsets 
are linked based on the sense relationship between them, providing a hierarchical structure for 
computing semantic similarity.  
4.2.2 Semantic similarity 
A number of semantic similarity computation methods are summarized in [17]. In this research, 
we simply apply path length measure implemented in package WordNet on Python to calculate 
the semantic similarity [18]. Next, to calculate the semantic similarity between words, we 
employ first k approach to calculate the semantic similarity between two words. The idea is using 
only first k-synsets for each word to calculate the semantic similarity between them. We denote 
synset(t, k) = {s1, …, sk} as the set of first k-synset for word t, and ss(x,y) as the semantic 
similarity between two words x and y; the sense-relatedness between two words ti, tj is computed 
as:  
                                                             
Based on the formula, the semantic similarity between two words ti, tj is the maximum value 
of semantic similarity between all pairs of synsets belonging to two set of synsets synset(ti, k) 
and synset(tj, k).  
4.3 Data preprocessing algorithm SCF  
This chapter is to present an algorithm to reduce the number of dimensions by doing semantic-
based features clustering and then create semantic conceptual features in order to improve the 
quality of clustering. In this section, two phases of SCF algorithm will be explained step by step. 
4.3.1 Phase 1: Word pruning and clustering. 
In this phase, unnecessary words are removed and replace semantically related words by a 
representative word in order to reduce the number of dimensions. Firstly, we discards all words 
not include in WordNet in this step, which mostly are misspellings and jargons. Next, extreme-
high document frequency words are automatically detected by clustering and then discarded.  
Next, we do clustering on the remaining words based on the semantic similarity between 
them. From the clustering result, clusters can reveal the groups of semantically related words and 
the centroid of the clusters is considered as the representative words for all the words belonging 
to that cluster. Then, we create representative word frequency matrix (RWFM). The feature 
space of this matrix is representative words (centroids of the clusters) identified in the previous 
step and can present the frequency and the semantic relationship of all the words belonging to the 
group of semantically related words.. 
4.3.2 Phase 2: keywords and Semantic related Conceptual Feature (SCF) matrix 
construction 
It is not necessary to use all the words or representative words to describe the main topics in the 
document. Actually, the main topics can be identified via several words, for examples, keywords 
in a scientific article, or tags in a news article. In this research, we define such words are 
keywords. To automatically identify the keywords, we firstly apply TF-IDF [19] (term 
frequency–inverse document frequency) to weight the representative words frequency matrix 
RWFM. Then, we apply clustering on the term frequency of each document to identify keywords. 
Base on the distribution of keywords, unnecessary keywords will be discarded. After identifying 
keywords and selecting important representative features, we discover the concepts (main topics) 
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underlying the documents by doing clustering on the covariance matrix of important 
representative words to find the groups of high co-occurrence important representative words, 
which are the concepts underlying the corpus.  
Finally, the Semantic related Conceptual Feature (SCF) matrix will be constructed based on 
the keywords of each document and the concepts underlying the corpus. The final matrix SCF 
only presents the semantic similarity between keywords of each document (which are 
representative word that important to present the content underlying the document and corpus) 
and the concepts underlying the corpus. Therefore, SCF should improve the performance of 
clustering. 
 4.4 Experiment result 
In this chapter, we evaluate the performance of the proposed algorithm SCF and compare it with 
other methods. 
4.4.1 Datasets and text processing 
In our study, we used two short text corpuses to evaluate the proposed algorithm: Enron and 
20 newsgroups corpus. These datasets are widely used for experiment in text mining research, 
such as text classification and text clustering. UC Berkeley Enron dataset [20] contains 1702 
emails and classify into 8 classes. The second dataset, 20 newsgroups dataset [21], contains 
approximately 20000 newsgroups belonging to 20 different classes. Table 4.1 summaries the 
characteristic of these two datasets. To do the text processing, we used NLTK package on 
Python [18] for tokenizing and doing POS-tagging. We then selected all nouns and verbs for 
creating term frequency matrix. We used the first k synsets approach described in section 4.2.2 to 
calculate the semantic similarity. The value k is set to 2 for the sake of word clustering. 











Enron  1546  6  727, 36, 92, 474, 74,143  5489  2212  
20 newsgroups  19918  20  ~500 for each  50399  12255  
4.4.2 Experiment result 
We employed SCF on UC 
Berkeley Enron and 20 
newsgroups datasets. For 
doing word clustering, the 
value of the threshold th is 
set to 0.5 
(hypernym/hyponym 
relationship). To find the 
concepts underlying the 
corpus, the value of the 
threshold th is set to 0.7. 
The result of number 
reduction is showed in the 
Table 4.2. Both two 
methods word clustering 
 
Figure 4.1 Comparisons of clustering performances on UC 
Berkeley Enron and 20 newsgroups datasets. 
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and SCF algorithm can greatly reduce the number of feature.  
Table 4.2 Result of feature reduction by word clustering and SCF algorithm 
Name Words Baseline Phase 1 Phase 2 % reduction 
UC Berkeley 
Enron 
Nouns 5489 1964 168 97.122 
96.652 
Verbs 2212 748 90 95.931 
20 newsgroups 
Nouns 50399 7006 592 98.825 
98.722 
Verbs  12255  1613  209  98.294  
 
The results of clustering performed on the matrices produced by word clustering and SCF 
algorithm are showed in Figure 4.1. We employed k-means (and giving the correct number of 
clusters in both cases of UC Berkeley Enron and 20 newsgroups datasets) 10 times for each 
experiment on four matrices: the baseline (contains nouns and verbs after doing stopword 
removal), term frequency transformed by PCA (with the number of pc varied from 2 to 30), the 
RWFM (by word clustering), and SCF matrix. The clustering results are then evaluated by Rand 
Index. The results show that both word clustering can improve the performance of clustering 
compared to using the original term frequency matrix. In case of UC Berkeley Enron dataset, 
PCA degenerate the performance of clustering, because most of the topics in this dataset are 
highly related to a main theme: business. In case of 20 newsgroups dataset, PCA can improve the 
quality of clustering, however the improvement is lower than the result of SFC algorithm. 
4.5 Conclusion 
In this research, we proposed a data preprocessing algorithm named SCF to reduce the number of 
dimensions without losing the semantic information stored in each feature. The new space 
produced by SCF algorithm presents the semantic similarity between the keywords of each 
documents and the concept underlying the corpus, hence can present the content of the topics 
underlying the corpus clearer. The experiment results show that SCF algorithm can create a new 
space of a small number of features but can improve the performance of clustering result 
preformed on SCF matrix. 
 
CHAPTER V Conclusion 
 
In this literature, we introduced two data preprocessing methods named D-IMPACT and SCF. D-
IMPACT algorithm focuses on removing noises/outliers and separating clusters based on moving 
data points. SCF algorithm focuses on feature reduction and improving quality of data by 
computing semantic similarity between keywords of each document and the concepts underlying 
corpus. The experiment results clearly show effectiveness of both D-IMPACT and SCF 
algorithm. 
In the future, we can improve the algorithm D-IMPACT by employing new formulas to compute 
the density, attraction and vectors in data objects moving phase to improve its effectiveness. 
Similar to D-IMPACT, we would like to validate the effect of different semantic similarity 
functions to find the best measure for SCF algorithm. 
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