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Analysis of Optimal Thresholding Algorithms for
Compressed Sensing
Yun-Bin Zhao∗ and Zhi-Quan Luo †
Abstract
The optimal thresholding is a new technique that has recently been developed for com-
pressed sensing and signal approximation. The optimal k-thresholding (OT) and optimal
k-thresholding pursuit (OTP) provide basic algorithmic frameworks that are fundamental
to the development of practical and efficient optimal-thresholding-type algorithms for com-
pressed sensing. In this paper, we first prove an improved bound for the guaranteed perfor-
mance of these basic frameworks in terms of the kth order restricted isometry property of
the sensing matrices. More importantly, we analyze the newly developed algorithms called
relaxed optimal thresholding (ROTω) and relaxed optimal thresholding pursuit (ROTPω)
which are derived from the tightest convex relaxation of the OT and OTP. Numerical results
in [54] have demonstrated that such approaches are truly efficient to recover a wide range
of signals and can remarkably outperform the existing hard-thresholding-type methods as
well as the classic ℓ1-minimization in numerous situations. However, the guaranteed per-
formance/convergence of these algorithms with ω ≥ 2 has not yet established. The main
purpose of this paper is to establish the first guaranteed performance results for the ROTω
and ROTPω.
Key words: Optimal k-thresholding, guaranteed performance, signal recovery, convex
optimization, compressed sensing, restricted isometry property
1 Introduction
In signal processing, one is often interested in reconstructing a signal from the linear measure-
ments acquired for the signal. When the signal is sparse or can be sparsely approximated, the
compressed sensing theory claims that it is possible to recover the signal from far fewer mea-
surements than the signal length (see, e.g., [13, 21, 25, 26, 30]). More practically, one may
recover/reconstruct the most significant information of the signal (which can be interpreted as
a few largest absolute coefficients of the signal on its redundant bases). This amounts to solving
the following minimization problem with a sparsity constraint:
min
z
{‖Az − y‖22 : ‖z‖0 ≤ k}, (1)
where A is an m × n sensing/measurement matrix with m < n, y := Ax ∈ Rm are the mea-
surements of the target signal x ∈ Rn, k is a prescribed integer number reflecting the interested
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sparsity level, and ‖z‖0 is called the ‘ℓ0-norm’ counting the number of nonzero entries of z ∈ Rn.
Clearly, the model (1) is to find the k-term approximation of the target signal, which can best
fit the acquired measurements. It is one of the essential models for the development of com-
pressed sensing theory and algorithms (see, e.g., [25, 26, 30, 45]). This model also arises in other
scenarios such as the subset selection problems in statistics [41, 3], low-rank matrix recovery
[12, 11, 20, 31], and sparse optimization and optimal control [1, 53, 51, 39].
The thresholding method is one of the approaches that can be used to possibly solve the
problem (1). This approach was first introduced by Donoho and Johnstone [23] for signal
denoising problems (see also Donoho [22]). Other relatively earlier work using this technique can
also be found in general areas of signal processing [35, 27, 47] and in specific areas of compressed
sensing [33, 5, 6, 2, 7]. The thresholding algorithms can roughly be grouped into the soft
thresholding and the hard thresholding depending on the thresholding operators. The soft ones
are usually developed from a necessary optimality condition of certain optimization problems
(see [19, 22, 24, 33, 28, 50]). The hard ones can be seen as the projected Landweber iteration
[37] or can be derived from the perspective of minimizing certain surrogate functions related
to the underlying sparse optimization problems (see, e.g., [5, 19, 38]). The hard thresholding
methods have widely been studies in the area of compressed sensing or sparse approximation
[5, 6, 7, 29, 30, 4]. The latest development and applications of these methods can be found
in [8, 9, 34, 46, 52, 54, 48]. Although the sparse optimization problems like (1) arising from
compressed sensing are usually NP-hard [42], it does not prohibit the fast development of various
computational methods for such problems. Along with thresholding, the matching pursuits (e.g.,
[40, 49, 43, 18]) and convex optimization (e.g., [17, 13, 14, 55, 56, 57, 53]) are also popular
methods that have been broadly studied in this area.
A unique feature of thresholding algorithms is their simple structures that are easy to im-
plement with a low computational cost. Compared with ℓ1-minimization and other state-of-
art algorithms, however, the numerical performance of the iterative hard thresholding (IHT)
[5, 6, 30] and the hard thresholding pursuit (HTP) [29, 30] are far from satisfactory especially
when the ratio of the sparsity level and the number of measurements of the signal is relatively
high. Thus some acceleration techniques were introduced to possibly improve the performance
of these algorithms. This includes the use of certain stepsizes (e.g., [32, 7, 15, 4]) and the Ne-
strov’s acceleration technique [2, 15, 44, 34, 36]. As pointed out in [54], the major drawback of
existing hard-thresholding-based algorithms is the direct use of the hard thresholding operator,
denoted by Hk(·), which retains the k largest magnitudes of a vector and zeroing out the re-
maining entries of the vector. Performing thresholding via the Hk(·) to generate a feasible point
to the problem (1) is independent of the objective function. This may cause a dramatic increase
instead of the decrease of the objective value during the course of iterations. The existing accel-
eration techniques might help in some situations, but none of them actually serves the purpose
of overcoming the intrinsic drawback of the hard thresholding operator Hk.
To alleviate the inherent weakness of the hard thresholding operator, Zhao [54] introduced
a new thresholding technique called the optimal k-thresholding (OT), based on which a new
class of thresholding algorithms was developed, and the empirical results demonstrate that the
optimal k-thresholding method is truly stable and efficient for signal recovery compared with
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IHT and HTP. This new development may also outperform the classic ℓ1-minimization method
in numerous situations. The OT technique is stimulated by the following idea: The thresholding
should be made to reduce the value of the objective function instead of being independent of the
objective. When the operator Hk is used, it should be applied to a compressible vector instead
of any vector. The optimal k-thresholding selects the best k components of a vector that
best fits the measurements among all possible k entries of the vector. Such a thresholding is
directly connected to the minimization of the objective function, yielding a significant numerical
advantage over the existing thresholding frameworks. The encouraging empirical results for
the optimal thresholding algorithms motivate us to further investigate the properties of such
algorithms from a theoretical perspective. The initial analysis has been carried out in [54] to
the basic OT algorithm and the optimal k-thresholding pursuit (OTP) as well as their tightest
convex relaxation counterparts called ROT and ROTP. It was shown in [54] that the restricted
isometry condition δ2k < 0.5349 is sufficient to guarantee the convergence of the OT and OTP,
and that δ3k ≤ 1/5 is a sufficient condition for the guaranteed performance of the ROT and
ROTP. However, the convergence of the enhanced counterparts of ROTP, called the RORT2 and
ROTP3, has not yet established. The simulations have demonstrated that the ROTP2 and 3 are
powerful algorithms for signal recovery, and they perform remarkably better than the ROTP
in signal recovery. Thus it is worthwhile to investigate the convergence of such an advanced
development of thresholding methods.
The first theoretical contribution of this paper is to prove some improved convergence results
for OT and OTP in terms of δk, the kth order restricted isometry property. These results are
summarized in Theorems 3.5 and 3.7 in this paper. The main contribution here is to establish
the first convergence results for the ROTP2 and 3 algorithms. We show such results in a more
general setting, i.e., the setting of ROTω and ROTPω algorithms which are the optimal k-
thresholding algorithms performing ω times of data compressions at each iteration (see Section
2 for details). These methods are designed to significantly overcome the intrinsic drawback
of the hard thresholding operator. For simplicity, the analysis in this paper is carried out
only in noiseless settings. This analysis can be easily extended to noisy signals and inaccurate
measurements under the same condition imposed on the sensing matrices.
The paper is organized as follows. The algorithms are described in Section 2. The analysis
of OT and OTP algorithms is given in Section 3. The guaranteed performance of the algorithms
ROTω and ROTPω that compress data ω times at each iteration is carried out in Section 4.
Conclusions are given in the last section.
Notation. All vectors are column vectors unless otherwise specified. Rn is the n-dimensional
Euclidean space, and {0, 1}n is the set of n-dimensional binary vectors. We use e to denote the
vector of ones and I the identity matrix. ‖x‖2, ‖x‖1 and ‖x‖∞ denote the ℓ2-, ℓ1- and ℓ∞-norms
of the vector x, respectively. supp(x) denotes the support of x which is the index set {i : xi 6= 0}.
Given a set S ⊆ {1, 2, . . . , n}, |S| denotes the cardinality of S and S = {1, 2, . . . , n}\S is the
complement of S with respect to {1, 2, . . . , n}. Given x ∈ Rn, the vector xS ∈ Rn is obtained by
retaining the components of x supported on S and setting the elements outside S to be zeros.
That is, for every i = 1, . . . , n, (xS)i = xi if i ∈ S; otherwise, (xS)i = 0. For vectors x and z,
x ⊗ z is the Hadamard product (entry-wise product) of x and z. The Hadamard product of q
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vectors w(1) ⊗ · · · ⊗w(q) is also written as⊗qj=1w(j). For vectors x and y, x ≥ y means xi ≥ yi
for every i = 1, . . . , n. The vector x is said to be k-sparse if ‖x‖0 ≤ k.
2 Optimal k-thresholding algorithms
Recall that Hk(z) is the k-sparse vector obtained by performing the hard thresholding on z ∈ Rn
which retains the k largest magnitudes of z and zeroes out the remaining entries of the vector.
Note that AT (y − Ax) is the negative gradient of the function ‖y − Ax‖22/2. At the current k-
sparse iterate xp, the vector up := xp+AT (y−Axp) is produced by the classic gradient method.
To generate the next iterate xp+1 that satisfies the constraint of the problem (1), a simply way
is to apply Hk to up, leading to the following iterative hard thresholding (IHT) scheme [5, 6]:
xp+1 = Hk
(
xp +AT (y −Axp)) ,
which provides a basis for many existing methods such as the iterative hard thresholding pursuit
(HTP) in [29], compressive sampling matching pursuit (CoSaMP) in [43], subspace pursuits in
[18], and the graded hard thresholding in [8, 9]. It was pointed out in [54] that using Hk might
dramatically increase the objective value of (1) yielding ‖y − AHk(up)‖2 > ‖y − Axp‖2, unless
Hk is applied to a compressible vector (which is nearly k-sparse or can be approximated by a
k-sparse vector). The existing hard-thresholding algorithms directly apply Hk to a generally
non-compressible vector such as the vector up generated by the gradient method. This may
cause numerical oscillation, divergence or significantly slow convergence rate of the algorithms.
To overcome such a drawback of Hk, at the given data u, we consider the minimization problem
min
w
{‖y −A(u⊗ w)‖22 : eTw = k, w ∈ {0, 1}n} , (2)
which selects the best k terms of u by minimizing the objective over all possible k terms of u.
This idea and the definition below were introduced in [54].
Definition 2.1 [54] Let w∗ be the solution to the problem (2). The k-sparse vector
Z#k (u) := u⊗ w∗
is called the optimal k-thresholding of u, and the operator Z#k (·) is called the optimal k-thresholding
operator.
A striking difference between Z#k and Hk lies in that performing Z#k is directly connected to
the reduction of the objective value of the problem (1), while the operator Hk does not involve
such a mechanism to reduce the objective. By optimality, Z#k (u) is the best k-thresholding of u
in the sense that the objective at Z#k (u) is smaller than or equal to the objective value at any
other k terms of u. In particular,∥∥∥y −AZ#k (u)∥∥∥
2
≤ ‖y −AHk(u)‖2.
To solve the problem (1), from the current iterate xp, using the operator Z#k leads to the following
iterative scheme:
xp+1 = Z#k
(
xp +AT (y −Axp)) ,
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which is referred to as the optimal k-thresholding (OT) algorithm. Combining the OT with a
pursuit step is called the OTP algorithm. The pursuit step is to solve the problem (4) below,
which is a least squares problem over a restricted support set. By the definition of Z#k , the two
algorithms can be explicitly described as follows.
OT and OTP Algorithms: Input (A, y, k) and an initial point x0 ∈ Rn. Perform the steps
below until a stoping criterion is satisfied:
S1 At xp, set up := xp +AT (y −Axp). Solve the problem
min
w
{‖y −A(up ⊗ w)‖22 : eTw = k, w ∈ {0, 1}n} . (3)
Let w∗ be the solution to this problem.
S2 Generate the next point xp+1 as follows:
(a) (For OT) xp+1 = up ⊗ w∗.
(b) (For OTP) Set Sp+1 := supp(up ⊗ w∗) and let xp+1 be the solution to
min
x
{‖y −Ax‖22 : supp(x) ⊆ Sp+1}. (4)
These two algorithms share the same step S1. The only difference lies in the second step. In OT,
the optimal k-thresholding of up is directly set to be the next iterate xp+1, while the OTP use the
pursuit step (4) to chase a point that might be better than up⊗w∗. The stopping criterion can be
a prescribed number of iterations or other criteria such as
∣∣‖y −Axp+1‖2 − ‖y −Axp‖2∣∣ /‖y −
Axp‖2 ≤ ε, where ε is a given tolerance. The OT and OTP provide a basis from which the
practical and efficient algorithms can be developed. Note that the binary optimization problem
(3) is usually NP-hard [16, 10]. It is natural to consider the convex relaxation of this binary
optimization problem, leading to the following relaxed optional k-thresholding (ROT) and the
relaxed optimal k-thresholding pursuit (ROTP) methods.
ROT and ROTP Algorithms: Input (A, y, k) and an initial point x0. Perform the steps
below until a stoping criterion is satisfied:
S1 At xp, set up := xp +AT (y −Axp). Solve the convex optimization problem
min
w
{‖y −A(up ⊗w)‖22 : eTw = k, 0 ≤ w ≤ e}. (5)
Let wp be the solution to this problem.
S2 Generate xp+1 as follows:
(a) (for ROT) xp+1 = Hk(up ⊗wp).
(b) (for ROTP) Let x# = Hk(up ⊗ wp), and let xp+1 be the solution to
min
x
{‖y −Ax‖22 : supp(x) ⊆ supp(x#)}.
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The problem (5) is a convex quadratic optimization problem that can be solved efficiently
by interior-point algorithms. As pointed out in [54], although the solution wp of (5) may not be
exactly k-sparse, but it is more compressible than the original data up. Because of this reason,
the problem (5) is referred to as a ‘data compressing problem’ which produces a compressible
vector up ⊗ wp, on which the operator Hk is used to generate the next iterate. The more
compressible the vector up⊗wp becomes, the more successfully the drawback of Hk will be over-
come. This motivates one to consider the next more general algorithms than ROT and ROTP.
Such algorithms adopts data compression more than once at each iteration, these algorithms are
still referred to as the relaxed optimal k-thresholding (pursuit) algorithms (termed ROTω and
ROTPω, respectively).
ROTω and ROTPω Algorithm: Input (A, y, k). Give an integer number ω and an initial
point x0. Repeat the following steps until a certain stoping criterion is satisfied:
S1. At xp, let up := xp + AT (y − Axp). Set ϑ ← up. Perform the following loops to generate
the vector w(j), j = 1, . . . , ω :
for j = 1 : ω do
min
w
{‖y −A(ϑ ⊗ w)‖22 : eTw = k, 0 ≤ w ≤ e } (6)
to obtain a solution w(j) and set ϑ← ϑ⊗w(j).
end
S2. Let x# = Hk(up ⊗ w(1) ⊗ · · · ⊗ w(ω)). Generate xp+1 as follows:
(a) (for ROTω) xp+1 = x#.
(b) (for ROTPω) xp+1 is the solution to the problem
min
x
{‖y −Ax‖22 : supp(x) ⊆ supp(x#)}.
In step S1, we perform ω times of data compression by solving the problem (6) starting from
up. Specifically, after jth compression, the (j + 1)th one is to solve the following the convex
quadratic optimization problem:
min
w
{∥∥∥y −A [(up ⊗w(1) ⊗ · · · ⊗ w(j))⊗ w]∥∥∥2
2
: eTw = k, 0 ≤ w ≤ e
}
,
to which the optimal solution is denoted by w(j+1). The numerical results in [54] have demon-
strated that the algorithms with ω = 2, 3 are powerful for signal recovery, compared with existing
hard thresholding algorithms. In the remainder of this paper, we provide a theoretical analysis
for the convergence (guaranteed performance) of the algorithms described in this section.
3 Theoretical performance of OT and OTP
In this section, we prove the guaranteed performance of two basic frameworks of optimal thresh-
olding methods in terms of the kth order restricted isometry property (RIP) of a sensing matrix.
Let us first recall the RIP.
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Definition 3.1 [13] Given an m × n matrix A with m < n, the qth order restricted isometry
constant δq of A is the smallest number δ ≥ 0 such that
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22
holds for all q-sparse vector x ∈ Rn.
It is evident that δq = maxS⊆{1,2,...,n},|S|≤q ‖ATSAS − I‖2. The following properties will be fre-
quently used in our later analysis.
Lemma 3.2 [13, 43, 29] (i) Let u, v be s-sparse and t-sparse vectors, respectively. If supp(u) ∩
supp(v) = ∅, then
|uTATAv| ≤ δs+t‖u‖2‖v‖2.
(ii) Let v ∈ Rn be a vector and S ⊂ {1, 2, . . . , n} be an index set. If |S ∪ supp(v)| ≤ t, one has
‖[(I −ATA)v]S‖2 ≤ δt‖v‖2.
We will show that recovering k-sparse signals via OT and OTP, the RIP bound δk < γ
∗ or
δk+1 ≤ γ∗ is very relevant, where γ∗ is a certain number smaller than 1. We establish the
convergence results for OT and OTP in terms of δk by distinguishing two cases: even number k
and odd number k.
3.1 The RIP bound when k is an even number
In this section, we assume that k is an even number and denote by ̺ = k/2. The following
property is of independent interest.
Lemma 3.3 Let z be a (2k)-sparse vector. If k is an even number, then
‖Az‖22 ≥ (1− 3δk)‖z‖22.
Proof. The (2k)-sparse vector z can be partitioned into four ̺-sparse vectors with disjoint
supports: z = u(1) + u(2) + u(3) + u(4), where every u(i) is a ̺-sparse vector and supp(u(i)) ∩
supp(u(j)) = ∅ for i 6= j. Clearly,
‖z‖22 =
4∑
i=1
‖u(i)‖22. (7)
Since u(1) + u(2) and u(3) + u(4) are k-sparse, by the definition of the constant δk, we have
‖A(u(1) + u(2))‖22 ≥ (1− δk)‖u(1) + u(2)‖22 = (1− δk)(‖u(1)‖22 + ‖u(2)‖22), (8)
‖A(u(3) + u(4))‖22 ≥ (1− δk)‖u(3) + u(4)‖22 = (1− δk)(‖u(3)‖22 + ‖u(4)‖22). (9)
Note that for every i ∈ {1, 2} and j ∈ {3, 4}, supp(u(i))∩supp(u(j)) = ∅ for i 6= j and |supp(u(i))∪
supp(u(j))| ≤ 2̺ = k. It follows from Lemma 3.2 that
|(u(i))TATAu(j)| ≤ δk‖u(i)‖2‖u(j)‖2 ≤ δk
2
(‖u(i)‖22 + ‖u(j)‖22). (10)
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Thus it follows from (7)-(10) that
‖Az‖22 = ‖A(u(1) + u(2)) +A(u(3) + u(4))‖22
= ‖A(u(1) + u(2))‖22 + ‖A(u(3) + u(4))‖22 + 2(u(1) + u(2))TATA(u(3) + u(4))
≥ (1− δk)
4∑
i=1
‖u(i)‖22 + 2[(u(1))TATAu(3) + (u(1))TATAu(4) + (u(2))TATAu(3)
+ (u(2))TATAu(4)]
≥ (1− δk)
4∑
i=1
‖u(i)‖22 − δk[(‖u(1)‖22 + ‖u(3)‖22) + (‖u(1)‖22 + ‖u(4)‖22)
+ (‖u(2)‖22 + ‖u(3)‖22) + (‖u(2)‖22 + ‖u(4)‖22)]
= (1− δk)
4∑
i=1
‖u(i)‖22 − 2δk
4∑
i=1
‖u(i)‖22
= (1− 3δk)‖z‖22, (11)
where the first inequality follows from (8) and (9), and the second inequality follows from (10),
and the final equality follows from (7). 
We now prove the next technical result.
Lemma 3.4 Let x and z be two k-sparse vectors, and let ŵ ∈ {0, 1}n be a k-sparse binary vector
such that supp(x) ⊆ supp(ŵ). If k is an even number, then
‖[(I −ATA)(x− z)]⊗ ŵ‖2 ≤
√
5δk‖x− z‖2.
Proof. Let x, z, ŵ satisfy the conditions of the Lemma. We now partition the k-sparse vector
ŵ into two binary vectors w′ and w′′, i.e., ŵ = w′ + w′′, where both w′ and w′′ are ̺-sparse
binary vectors with disjoint supports. Note that for any vector u ∈ Rn, we have
‖u⊗ ŵ‖22 = ‖u⊗ w′‖22 + ‖u⊗ w′′‖22. (12)
Let v(1) = (x− z)⊗ ŵ which is a k-sparse vector. Note that (x− z)⊗ (e− ŵ) is also a k-sparse
vector and thus can be decomposed into (x−z)⊗(e−ŵ) = v(2)+v(3), where v(2), v(3) are ̺-sparse
vectors with disjoint supports. Then x− z = v(1)+ v(2)+ v(3). That is, x− z is decomposed into
three vectors with disjoint supports. Since |supp(v(1)) ∪ supp(ŵ)| ≤ k, by Lemma 3.2, we have
‖[(I −ATA)v(1)]⊗ ŵ‖2 = ‖[(I −ATA)v(1)]supp(ŵ)‖2 ≤ δk‖v(1)‖2. (13)
Also, we note that
‖[(I −ATA)(v(2) + v(3))]⊗ ŵ‖22 ≤ 2
(
‖[(I −ATA)v(2)]⊗ ŵ‖22 + ‖[(I −ATA)v(3)]⊗ ŵ‖22
)
= 2(‖[(I −ATA)v(2)]⊗w′‖22 + ‖[(I −ATA)v(2)]⊗ w′′‖22
+ ‖[(I −ATA)v(3)]⊗ w′‖22 + ‖[(I −ATA)v(3)]⊗ w′′‖22)
≤ 4δ2k(‖v(2)‖22 + ‖v(3)‖22), (14)
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where the first inequality follows from ‖a+ b‖22 ≤ 2(‖a‖22+ ‖b‖22), the equality follows from (12),
and the last inequality follows from Lemma 3.2 due to the fact |supp(v(i)) ∪ supp(w′)| ≤ k and
|supp(v(i)) ∪ supp(w′′)| ≤ k for i ∈ {2, 3}. Then using (13) and (14), we have
‖[(I −ATA)(x− z)]⊗ ŵ‖2 ≤ ‖[(I −ATA)v(1)]⊗ ŵ‖2 + ‖[(I −ATA)(v(2) + v(3))]⊗ ŵ‖2
≤ δk‖v(1)‖2 + 2δk
√
‖v(2)‖22 + ‖v(3)‖22
≤
√
5δk
√
‖v(1)‖22 + ‖v(2)‖22 + ‖v(3)‖22
=
√
5δk‖z − x‖2,
where the third inequality follows from the fact a + 2
√
b ≤ √5(a2 + b) for any numbers a ≥ 0
and b ≥ 0. The final equality above follows from ‖z − x‖22 = ‖v(1)‖22 + ‖v(2)‖22 + ‖v(3)‖23. 
The convergence of OT and OTP in terms of δk is summarized as follows.
Theorem 3.5 Let y := Ax be the measurements of the k-sparse signal x, where k is an even
number. Let {xp} be the sequence generated by OT or OTP algorithm. If the RIP constant δk
of the matrix A satisfies
5δ3k + 5δ
2
k + 3δk < 1, (15)
then
‖xp+1 − x‖2 ≤ δk
√
5(1 + δk)
1− 3δk ‖x
p − x‖2 = ρ‖xp − x‖2,
where ρ := δk
√
5(1+δk)
1−3δk
< 1. The condition (15) is satisfied if δk ≤ 91/400 = 0.2275. In particular,
when δk ≤ 9/40, the condition (15) is guaranteed.
Proof. Since x and xp+1 are k-sparse vectors, by Lemma 3.3, we immediately have
‖A(x− xk+1)‖2 ≥
√
1− 3δk‖x− xp+1‖2. (16)
Let ŵ ∈ Wk := {w : eTw = k,w ∈ {0, 1}n} be a k-sparse binary vector such that supp(x) ⊆
supp(ŵ). Then x = x⊗ ŵ, i.e.,
x⊗ (e− ŵ) = 0. (17)
Recall that up = xp +AT (y −Axp). Since the vector (x− up)⊗ ŵ is a k-sparse vector, we have
‖A[(x − up)⊗ ŵ]‖2 ≤
√
1 + δk‖(x− up)⊗ ŵ‖2. (18)
Note that y = Ax. Thus x− up = (I −ATA)(x− xp). Since xp is k-sparse, applying Lemma 3.4
to the k-sparse vector x and xp, one has
‖(x− up)⊗ ŵ‖2 = ‖[(I −ATA)(x− xp)]⊗ ŵ‖2 ≤
√
5δk‖xp − x‖2. (19)
By (17), (18) and (19), we have
‖y −A(up ⊗ ŵ)‖2 = ‖A[x− up ⊗ ŵ]‖2
= ‖A[x⊗ (e− ŵ) + (x− up)⊗ ŵ]‖2
= ‖A[(x− up)⊗ ŵ]‖2
≤
√
1 + δk‖(x− up)⊗ ŵ‖2
≤
√
1 + δk
(√
5δk
)
‖x− xp‖2. (20)
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Recall that w∗ is the minimizer of the problem (3) with up. For OT, xp+1 = up ⊗ w∗, and thus
‖y − Axp+1‖2 = ‖y − A(up ⊗ w∗)‖2. For OTP, the iterate xp+1 is obtained by performing the
following pursuit step:
min{‖y −Az‖22 : supp(z) ⊆ supp(up ⊗ w∗)},
which implies that ‖y − Axp+1‖2 ≤ ‖y − A(up ⊗ w∗)‖2. Therefore, by optimality, the sequence
{xp} generated by OT or OTP satisfies
‖y −Axp+1‖2 ≤ ‖y −A(up ⊗ w∗)‖2 ≤ ‖y −A(up ⊗ w)‖2 for any w ∈ Wk. (21)
In particular, since ŵ ∈ Wk, we have
‖y −Axp+1‖2 ≤ ‖y −A(up ⊗ ŵ)‖2 (22)
Merging (16), (20) and (22) leads to
‖x− xp+1‖2 ≤ 1√
1− 3δk
‖y −A(up ⊗ ŵ)‖2 ≤ δk
√
5(1 + δk)
1− 3δk ‖x− x
p‖2.
Clearly, ρ := δk
√
5(1+δk)
1−3δk
< 1 is equivalent to that 5δ3k +5δ
2
k +3δk < 1. To ensure this inequality,
it is sufficient to require that δk < γ
∗, where γ∗ is the real root of the univariate equation
5γ3+5γ2+3γ = 1. It is easy to verify that γ∗ > 91/400 = 0.2275. Thus if δk ≤ 91/400 = 0.2275,
then δk < γ
∗ is guaranteed. In particular, if δk ≤ 9/40 (which is the middle point between 1/4
and 1/5), then δk < γ
∗ and thus the convergence of the sequence {xp} is guaranteed. 
3.2 The RIP bound when k is an odd number
We now consider the case when the sparsity level k is an odd number, i.e., k = 2̺ + 1. The
following lemma is similar to Lemma 3.3.
Lemma 3.6 Let z be any given (2k)-sparse vector, where k = 2̺+1 is an odd integer number.
Then
‖Az‖22 ≥ (1− δk+1 − 2δk)‖z‖22,
Proof. When k = 2̺ + 1, the (2k)-sparse vector z can be partitioned into the following
four sparse vectors with disjoint supports: z = u(1) + u(2) + u(3) + u(4), where u(1) and u(2)
are ̺-sparse, u(3) and u(4) are (̺ + 1)-sparse and supp(u(i)) ∩ supp(u(j)) = ∅ for i 6= j. Clearly,
‖z‖22 =
∑4
i=1 ‖u(i)‖22. The two inequalities below follows immediately from Definition 3.1:
‖A(u(1) + u(2))‖22 ≥ (1− δ2̺)‖u(1) + u(2)‖22 = (1− δk−1)(‖u(1)‖22 + ‖u(2)‖22), (23)
‖A(u(3) + u(4))‖22 ≥ (1− δ2(̺+1))‖u(3) + u(4)‖22 = (1− δk+1)(‖u(3)‖22 + ‖u(4)‖22. (24)
For every i ∈ {1, 2} and j ∈ {3, 4}, one has |supp(u(i))∪supp(u(j))| ≤ ̺+(̺+1) = k, by Lemma
3.2, we have
|(u(i))TATAu(j)| ≤ δk‖u(i)‖2‖u(j)‖2 ≤ (δk/2)(‖u(i)‖22 + ‖u(j)‖22). (25)
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By (23)-(25) and a similar proof to (11), we have
‖Az‖22 = ‖A(u(1) + u(2))‖22 + ‖A(u(3) + u(4))‖22 + 2(u(1) + u(2))TATA(u(3) + u(4))
≥ (1− δk−1)(‖u(1)‖22 + ‖u(2)‖22) + (1− δk+1)(‖u(3)‖22 + ‖u(4)‖22)− δk[(‖u(1)‖22 + ‖u(3)‖22)
+ (‖u(1)‖22 + ‖u(4)‖22) + (‖u(2)‖22 + ‖u(3)‖22) + (‖u(2)‖22 + ‖u(4)‖22)]
= (1− δk+1)
4∑
i=1
‖u(i)‖22 + (δk+1 − δk−1)(‖u(1)‖22 + ‖u(2)‖22)− 2δk
4∑
i=1
‖u(i)‖22
≥ (1− δk+1 − 2δk)‖z‖22,
where the last inequality follows from the fact δk−1 ≤ δk+1. 
We now prove the convergence of OT and OTP algorithms when k is odd number.
Theorem 3.7 Let y := Ax be the measurements of the k-sparse signal x, where k is an odd
number. If the RIP constants δk and δk+1 of A satisfy that
5δkδ
2
k+1 + 5δ
2
k+1 + 2δk + δk+1 < 1, (26)
then the sequence {xp}, generated by the algorithm OT or OTP, converges to the signal x with
error
‖xp+1 − x‖2 ≤ ρ‖xp − x‖2,
where
ρ := δk+1
√
5(1 + δk)
1− δk+1 − 2δk < 1,
which is ensured under (26). The condition (26) is guaranteed if δk+1 ≤ 91/400 = 0.2275. In
particular, it is guaranteed if δk+1 ≤ 9/40.
Proof. Since x− xk+1 is (2k)-sparse, by setting z = x− xp+1 in Lemma 3.6, we immediately
obtain the following relation:
‖A(x− xk+1)‖2 ≥
√
1− δk+1 − 2δk‖x− xp+1‖2. (27)
Similar to the proof of Theorem 3.5, we still denote by ŵ ∈ Wk := {w : eTw = k,w ∈ {0, 1}n}
the k-sparse binary vector such that supp(x) ⊆ supp(ŵ) and thus x ⊗ (e − ŵ) = 0. Since
(x− up)⊗ ŵ is k-sparse, one has
‖A[(x − up)⊗ ŵ]‖2 ≤
√
1 + δk‖(x− up)⊗ ŵ‖2. (28)
The vector ŵ can be partitioned as ŵ = w′ + w′′, where w′ is a ̺-sparse binary vector and
w′′ is a (̺ + 1)-sparse binary vector and the supports of w′ and w′′ are disjoint. Partition the
(2k)-sparse vector x− xp into three vectors η(1), η(2) and η(3) with disjoint supports such that
η(1) = (x− xp)⊗ ŵ, η(2) + η(3) = (x− xp)⊗ (e− ŵ),
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where η(2) and η(3) are ̺-sparse and (̺+ 1)-sparse vectors, respectively. Note that
|supp(η(1)) ∪ supp(w′)| ≤ k, |supp(η(2)) ∪ supp(w′)| ≤ 2̺ = k − 1,
|supp(η(3)) ∪ supp(w′)| ≤ 2̺+ 1 = k, |supp(η(1)) ∪ supp(w′′)| ≤ k,
|supp(η(2)) ∪ supp(w′′)| ≤ 2̺+ 1 = k, |supp(η(3)) ∪ supp(w′′)| ≤ 2̺+ 2 = k + 1.
It follows from Lemma 3.2 that
‖[(I −ATA)(η(2) + η(3))]⊗ w′‖22 ≤ 2(‖[(I −ATA)η(2)]⊗ w′‖22 + ‖[(I −ATA)η(3)]⊗ w′‖22)
≤ 2(δ2k−1‖η(2)‖22 + δ2k‖η(3)‖22). (29)
Similarly,
‖[(I −ATA)(η(2) + η(3))]⊗ w′′‖22 ≤ 2(δ2k‖η(2)‖22 + δ2k+1‖η(3)‖22). (30)
Note that x− xp = η(1) + η(2) + η(3). Then by (29) and (30), we have
‖(x− up)⊗ ŵ‖2
= ‖[(I −ATA)(x− xp)]⊗ ŵ‖2
= ‖[(I −ATA)(η(1) + η(2) + η(3))]⊗ ŵ‖2
≤ ‖[(I −ATA)η(1)]⊗ ŵ‖2 + ‖[(I −ATA)(η(2) + η(3))]⊗ ŵ‖2
≤ δk‖η(1)‖2 +
(
‖[(I −ATA)(η(2) + η(3))]⊗ w′‖22 + ‖[(I −ATA)(η(2) + η(3))]⊗ w′′‖22
)1/2
≤ δk‖η(1)‖2 +
(
2(δ2k−1‖η(2)‖22 + δ2k‖η(3)‖22) + 2(δ2k‖η(2)‖22 + δ2k+1‖η(3)‖22)
)1/2
= δk‖η(1)‖2 +
(
2(δ2k−1 + δ
2
k)‖η(2)‖22 + 2(δ2k + δ2k+1)‖η(3)‖22)
)1/2
≤ δk+1
(
‖η(1)‖2 + 2
√
‖η(2)‖22 + ‖η(3)‖22
)
(since δk−1 ≤ δk ≤ δk+1)
≤ δk+1
√
5(‖η(1)‖22 + ‖η(2)‖22 + ‖η(3)‖22
=
√
5δk+1‖x− xp‖2, (31)
where the last inequality follows from a + 2
√
b ≤ √5(a2 + b) for any a, b ≥ 0. Combining (28)
and (31) yields
‖y −A(up ⊗ ŵ)‖2 ≤
√
1 + δk‖(x− up)⊗ ŵ‖2 ≤ δk+1
√
5(1 + δk)‖x− xp‖2. (32)
Note that w∗ is a minimizer of the problem (3) with up = xp +AT (y−Axp). As we have shown
in the proof of Theorem 3.5, the sequences {xp} and {up} generated by OT and OTP algorithms
satisfy the inequality (21), which implies that ‖y − Axp+1‖2 ≤ ‖y − A(up ⊗ ŵ)‖2. Combining
this relation with (27) and (32) yields
‖x− xp+1)‖2 ≤ ρ‖x− xp‖2,
where
ρ := δk+1
√
5(1 + δk)
1− δk+1 − 2δk .
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The constant ρ < 1 is ensured under the condition (26). Since δk ≤ δk+1, we see that
5δkδ
2
k+1 + 5δ
2
k+1 + 2δk + δk+1 ≤ 5δ3k+1 + 5δ2k+1 + 3δk+1.
Thus the condition (26) is guaranteed if 5δ3k+1+5δ
2
k+1+3δk+1 < 1. Note that the real root γ
∗ of
the univariate equation 5γ3 + 5γ2 + 3γ = 1 is approximately equal to 91/400 and γ∗ > 91/400.
Therefore the condition δk+1 ≤ 91/400 (in particular, δk+1 ≤ 9/40) implies that δk+1 < γ∗, and
thus 5δ3k+1 + 5δ
2
k+1 + 3δk+1 < 1. 
Remark. To our knowledge, the best known RIP bound for the convergence of IHT and HTP
is δ3k ≤ 1/
√
3 ≈ 0.5773 (see [29, 30]). By adopting suitable stepsizes, the IHT and HTP may
converge under the condition δ2k < 1/3 (see [7, 30]). It was shown in [54] that the RIP bound
for the convergence of the framework of OT and OTP is δ2k < 0.5349. In this section, we have
shown that OT and OTP are convergent under a nearly optimal RIP bound in terms of δk or
δk+1.
4 Guaranteed performance of ROTω and ROTPω
The convergence of the ROT and ROTP algorithms has been studied initially in [54]. The em-
pirical results have demonstrated that the ROTP2 and ROTP3 outperform the ℓ1-minimization
method in numerous situations. This indicates that compressing the data up more than once be-
fore applying the operator Hk may significantly improve the efficiency of the hard-thresholding-
based algorithms. Thus it is worth performing a theoretical analysis for the general class of
ROTω and ROTPω algorithms (with ω ≥ 2) in order to further understand the behavior of
the algorithms. At the current stage of development, however, the convergence of ROTω and
ROTPω with ω ≥ 2 has not yet established. The purpose of this section is to establish the first
convergence result for this class of algorithms under the RIP assumption. In particular, the
convergence results of ROTP2 and 3 are obtained for the first time in this section. Our proof is
non-trivial. We first show several useful technical results which are also of independent interest.
Let us start with a property of the operator Hk.
Lemma 4.1 For any vector z ∈ Rn and any k-sparse vector x ∈ Rn, one has
‖x−Hk(z)‖2 ≤ ‖(z − x)S∗∪S‖2 + ‖(z − x)S∗\S‖2,
where S = supp(x) and S∗ = supp(Hk(z)).
Proof. For any vector z, we note that Hk(z) = argmind{‖z − d‖2 : ‖d‖0 ≤ k}, which implies
that ‖z −Hk(z)‖22 ≤ ‖z − d‖22 for any k-sparse vector d. In particular, substituting the k-sparse
vector d = x+ (z − x)S , where S = supp(x), into the inequality above leads to
‖z −Hk(z)‖22 ≤ ‖z − x− (z − x)S‖22 = ‖(z − x)S‖22 = ‖z − x‖22 − ‖(z − x)S‖22.
Denote by S∗ = supp(Hk(z)). The relation above together with
‖z −Hk(z)‖22 = ‖z − x‖22 + ‖x−Hk(z)‖22 − 2(x−Hk(z))T (x− z).
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implies that
‖x−Hk(z)‖22 ≤ −‖(z − x)S‖22 + 2(x−Hk(z))T (x− z)
= −‖(z − x)S‖22 + 2[(x −Hk(z))S∗∪S ]T (x− z)S∗∪S
≤ −‖(z − x)S‖22 + 2‖x−Hk(z)‖2‖(z − x)S∗∪S‖2.
This further implies that ‖x − Hk(z)‖2 is smaller than or equal to the largest real root of the
quadratic equation φ(α) = α2 − 2α‖(z − x)S∗∪S‖2 + ‖(z − x)S‖22 = 0, to which the largest real
root is given by
α∗ =
2‖(z − x)S∗∪S‖2 +
√
4‖(z − x)S∗∪S‖22 − 4‖(z − x)S‖22
2
= ‖(z − x)S∗∪S‖2 + ‖(z − x)S∗\S‖2.
The proof is complete. 
The next lemma describes a property of the polytope P = {w : eTw = k, 0 ≤ w ≤ e}.
Lemma 4.2 Let Λ ⊆ {1, . . . , n} be any given index set, and let w be any given vector in the
polytope P = {w ∈ Rn : eTw = k, 0 ≤ w ≤ e}. Decompose the vector wΛ as the sum of τ -sparse
vectors:
wΛ = wΛ1 + · · ·+ wΛq−1 + wΛq , (33)
where Λ1∪· · ·∪Λq = Λ and Λ1 is the index set for the largest τ elements in {wi : i ∈ Λ}, and Λ2
is the index set for the second largest τ elements in {wi : i ∈ Λ}, and so on. q is a nonnegative
integer number such that |Λ| = (q − 1)τ + β where 0 ≤ β < τ. Then
‖wΛ1‖∞ + · · · + ‖wΛq−1‖∞ + ‖wΛq‖∞ < (τ + k)/τ.
Proof. Let Λ ⊆ {1, . . . , n} and w ∈ P be given. Consider the vector wΛ which is decomposed
as (33). For every i = 1, . . . , q−1, sort the components of w supported on Λi, i.e., {wj : j ∈ Λi},
into descending order, and denote such ordered components by σ
(i)
1 ≥ σ(i)2 ≥ · · · ≥ σ(i)τ , and
denote the ordered components of w supported on Λq by σ
(q)
1 ≥ σ(q)2 ≥ · · · ≥ σ(q)β . Then the
components of the vector w supported on Λ are sorted into descending order as follows:
σ
(1)
1 ≥ σ(1)2 ≥ · · · ≥ σ(1)τ︸ ︷︷ ︸ ≥ σ(2)1 ≥ σ(2)2 ≥ · · · ≥ σ(2)τ︸ ︷︷ ︸ ≥ · · · ≥ σ(q)1 ≥ σ(q)2 ≥ · · · ≥ σ(q)β︸ ︷︷ ︸ . (34)
Clearly, for every i = 1, . . . , q, σ
(i)
1 is the largest entries of wΛi , i.e., σ
(i)
1 = ‖wΛi‖∞. For every
i = 1, . . . , q − 1, σ(i)τ is the smallest entry of w on the support Λi, and σ(q)β is the smallest
component of w supported on Λq. Therefore,
Φ(w,Λ) := ‖wΛ1‖∞ + · · ·+ ‖wΛq−1‖∞ + ‖wΛq‖∞ =
q∑
i=1
σ
(i)
1 . (35)
It is sufficient to show that Φ(w,Λ) < (τ + k)/τ. From (34), for each i, the largest entry of w
on the support Λi+1 is smaller than or equal to the smallest entry of w on the support Λi, i.e.,
σ
(i)
τ ≥ σ(i+1)1 for every i ∈ {1, . . . , q − 1}. So we immediately see that
Φ(w,Λ) =
q∑
i=1
σ
(i)
1 ≤ σ(1)1 + σ(1)τ + σ(2)τ + · · · + σ(q−1)τ ≤ 1 +
q−1∑
i=1
σ(i)τ , (36)
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where the last inequality follows from σ
(1)
1 ≤ 1 (since 0 ≤ w ≤ e). Note that for every i =
1, . . . , q − 1, ∑q−1i=1 σ(i)τ is the sum of the smallest entries of the vector w supported on Λi. We
see from (34) that
q−1∑
i=1
σ(i)τ ≤
q−1∑
i=1
σ
(i)
τ−1 ≤ · · · ≤
q−1∑
i=1
σ
(i)
2 ,
which together with (36) implies that Φ(w,Λ) ≤ 1+∑q−1i=1 σ(i)j for j = 2, . . . , τ. Adding up these
τ − 1 inequalities and the equality (35) altogether yields
τΦ(w,Λ) ≤ τ − 1 +
q∑
i=1
σ
(i)
1 +
q−1∑
i=1
σ
(i)
2 + · · ·+
q−1∑
i=1
σ(i)τ ≤ τ − 1 +
∑
j∈Λ
wj
≤ τ − 1 + ‖w‖1 = τ − 1 + k,
where the final equality follows from ‖w‖1 = eTw = k. Therefore Φ(w,Λ) ≤ (τ + k − 1)/τ <
(τ + k)/τ, as desired. 
We now show a property of the vectors w(j) generated at S1 of ROTω and ROTPω.
Lemma 4.3 Let x ∈ Rn be the k-sparse vector satisfying y = Ax, and let ŵ ∈ W(k) =
{w : eTw = k,w ∈ {0, 1}n} be a binary vector such that supp(x) ⊆ supp(ŵ). At the iter-
ate xp with up = xp + AT (y − Axp), the vectors w(1), · · · , w(ω) are generated by the ROTω or
ROTPω. Then
‖y −A[up ⊗ (
ω⊗
j=1
w(j))]‖2 ≤ ‖y −A(up ⊗ ŵ)‖2 +
ω−1∑
i=1
‖A[(up − x)⊗ (
i⊗
j=1
w(j))⊗ (e− ŵ)]‖2. (37)
Proof. Note that ŵ ∈ W(k) satisfies supp(x) ⊆ supp(ŵ). The first inequality below follows
from the optimality of w(ω) :
‖y −A[up ⊗ (
ω⊗
j=1
w(j))]‖2 ≤ ‖y −A[up ⊗ (
ω−1⊗
j=1
w(j))⊗ ŵ]‖2
= ‖y −A[up ⊗ (
ω−1⊗
j=1
w(j))⊗ (e− (e− ŵ))]‖2
= ‖y −A[up ⊗ (
ω−1⊗
j=1
w(j))] +A[up ⊗ (
ω−1⊗
j=1
w(j))⊗ (e− ŵ)]‖2
≤ ‖y −A[up ⊗ (
ω−1⊗
j=1
w(j))]‖2 + ‖A[up ⊗ (
ω−1⊗
j=1
w(j))⊗ (e− ŵ)]‖2
= ‖y −A[up ⊗ (
ω−1⊗
j=1
w(j))]‖2 + ‖A[(up − x)⊗ (
ω−1⊗
j=1
w(j))⊗ (e− ŵ)]‖2,
where the final equality follows from x ⊗ (e − ŵ) = 0 due to supp(x) ⊆ supp(ŵ). Similarly, by
the optimality of w(ω−1), . . . , w(2), we obtain the following inequalities for every ℓ = ω − 1, ω −
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2, . . . , 2 :
‖y −A[up ⊗ (
ℓ⊗
j=1
w(j))]‖2 ≤ ‖y −A[up ⊗ (
ℓ−1⊗
j=1
w(j))]‖2 + ‖A[(up − x)⊗ (
ℓ−1⊗
j=1
w(j))⊗ (e− ŵ)]‖2.
Merging the above inequalities altogether leads to the following relation:
‖y −A[up ⊗ (
ω⊗
j=1
w(j))]‖2 ≤ ‖y −A(up ⊗ w(1))‖2 +
ω−1∑
i=1
‖A[(up − x)⊗ (
i⊗
j=1
w(j))⊗ (e− ŵ)]‖2.
By the optimality of w(1), we have
‖y −A(up ⊗w(1))‖2 ≤ ‖y −A(up ⊗ ŵ)‖2.
Combining the last two inequalities above yields the desired relation (37). 
We now bound the right-hand side of (37).
Lemma 4.4 Under the conditions of Lemma 4.3, that is, the vectors x, ŵ, xp, up and w(j) (j =
1, · · · , ω) are the same as in Lemma 4.3. Then for every i = 1, . . . , ω − 1,
Θ(i) := ‖A[(up − x)⊗ (
i⊗
j=1
w(j))⊗ (e− ŵ)]‖2 ≤ 2δ3k
√
1 + δk‖x− xp‖2, (38)
and thus
‖y −A[up ⊗ (
ω⊗
j=1
w(j))]‖2 ≤ (δ2k + 2(ω − 1)δ3k)
√
1 + δk‖x− xp‖2. (39)
Proof. The first term in (37) is easy to bound in term of the RIP constants. Note that
y = Ax and x⊗ ŵ = x, we have
‖y −A(up ⊗ ŵ)‖2 = ‖A[(x− up)⊗ ŵ]‖2 = ‖A[((I −ATA)(x− xp))⊗ ŵ]‖2
≤
√
1 + δk‖[(I −ATA)(x− xp)]⊗ ŵ‖2
≤ δ2k
√
1 + δk‖x− xp‖2. (40)
The first inequality above follows from that the vector [(I −ATA)(x− xp)]⊗ ŵ is k-sparse, and
the last inequality follows from Lemma 3.2 since |supp(x−xp)∪ supp(ŵ)| ≤ 2k. To show (39), it
is sufficient to show the bound (38) for Θ(i), i = 1, . . . , ω− 1. Note that supp(e− ŵ) = supp(ŵ),
the complement set of supp(ŵ) with respect to {1, 2, . . . , n}. Θ(i) can be written as
Θ(i) = ‖A[(up − x)⊗ (
i⊗
j=1
)]supp(e−ŵ)‖2 = ‖A[(up − x)⊗ (
i⊗
j=1
)]
supp(ŵ)
‖2.
Let (w(1))supp(ŵ) be decomposed into k-sparse vectors as follows:
(w(1))supp(ŵ) = (w
(1))T1 + · · ·+ (w(1))Tq−1 + (w(1))Tq ,
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where T1 is the index set for the largest k elements in the set
{
(w(1))i : i ∈ suppŵ)
}
, and T2
is the index set for the second largest k elements in this set, and so on. These index sets are
mutually disjoint and the cardinality |Tℓ| = k for all ℓ = 1, . . . , q − 1 and |Tq| = κ′ < k, where q
and κ′ are integer numbers. As a result, we have
supp(ŵ) = T1 ∪ T2 ∪ · · · ∪ Tq,
∣∣∣supp(ŵ)∣∣∣ = (q − 1)k + κ′.
Note that w(1) ∈ {w : eTw = k, 0 ≤ w ≤ e}. Applying Lemma 4.2 to the vectors w = w(1), τ = k
and Λ = supp(ŵ), we immediately have that
q∑
i=1
‖(w(1))Ti‖∞ < 2. (41)
Define the vector v(ℓ) := [(up − x)⊗ (⊗ij=1w(j))]Tℓ , then
[(up − x)⊗ (
i⊗
j=1
w(j))]supp(ŵ) = v
(1) + v(2) + · · ·+ v(q).
This means the vector [(up−x)⊗ (⊗ij=1w(j))]supp(ŵ) is decomposed into k-sparse vectors v(ℓ) ∈
R
n, ℓ = 1, . . . , q. Therefore,
Θ(i) =
∥∥∥∥∥A
q∑
ℓ=1
v(ℓ)
∥∥∥∥∥
2
≤
q∑
ℓ=1
‖Av(ℓ)‖2 ≤
√
1 + δk
q∑
ℓ=1
‖v(ℓ)‖2. (42)
We now estimate the term
∑q
ℓ=1 ‖v(ℓ)‖2. By the structure of the algorithm, all the vectors
w(j) ∈ {w : eTw = k, 0 ≤ w ≤ e} for j = 1, . . . , ω. Thus,
‖v(ℓ)‖2 = ‖[(up − x)⊗ (
i⊗
j=1
w(j))]Tℓ‖2 = ‖[((I −ATA)(x− xp))⊗ (
i⊗
j=1
w(j))]Tℓ‖2
≤ ‖(
i⊗
j=1
w(j))Tℓ‖∞‖[(I −ATA)(x− xp)]Tℓ‖2
≤ ‖[w(1)]Tℓ‖∞(δ3k‖x− xp‖2), (43)
where the inequalities above follows from Lemma 3.2 with |Tℓ ∪ supp(x − xp)| ≤ 3k, and from
the fact 0 ≤ w(j) ≤ e for j = 1, . . . i, which implies that (⊗ij=1w(j))Tℓ ≤ (w(1))Tℓ . Thus merging
(41)-(43) yields
Θ(i) ≤
√
1 + δk
[
q∑
ℓ=1
‖[w(1)]Tℓ‖∞δ3k‖x− xp‖2
]
≤ 2δ3k
√
1 + δk‖x− xp‖2.
Substituting this bound and (40) into (37) leads to the desired bound (39). 
We now prove the main result of this section which claims that the ROTω and ROTPω can
guarantee to recover the k-sparse signal x if δ3k is smaller than a certain number in (0, 1).
Theorem 4.5 Let x be a k-sparse signal with measurements y := Ax. Let ω ≥ 1 be a given
integer number.
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(i) If the restricted isometry constant of A satisfies δ3k < γ(ω), where γ(ω) ∈ (0, 1) is the
unique real root of the univariate equation (2ω + 1)γ
√
1+γ
1−γ + γ = 1, then the sequence
{xp}, generated by ROTω, converges to x with error
‖xp+1 − x‖2 ≤ ρ˜‖xp − x‖2,
where
ρ˜ := (δ2k + 2ωδ3k)
√
1 + δk
1− δ2k + δ3k < 1.
(ii) If δ3k < γ
∗(ω), where γ∗(ω) ∈ (0, 1) is the unique real root of the univariate equation
1√
1− γ2
(
(2ω + 1)γ
√
1 + γ
1− γ + γ
)
= 1, (44)
then the sequence {xp}, generated by ROTPω, converges to x with error
‖x− xp+1‖2 ≤ ρ′‖x− xp‖2,
where
ρ′ :=
1√
1− (δ2k)2
(
(δ2k + 2ωδ3k)
√
1 + δk
1− δ2k + δ3k
)
< 1.
Proof. At the current iterate xp, using the vector up = xp + AT (y −Axp), both ROTω and
ROTPω algorithms generate the vectors w(1), . . . , w(ω) ∈ {w : eTw = k, 0 ≤ w ≤ e} by solving
the convex optimization problem (6). Denote by
x# = Hk(up ⊗ (
ω⊗
j=1
w(j))), X = supp(x#).
Since x is a k-sparse vector with S = supp(x) and y = Ax. By Lemma 4.1, we have
‖x− x#‖2 ≤ ‖(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S‖2 + ‖[up ⊗ (
ω⊗
j=1
w(j))− x]X\S‖2. (45)
We now bound the right-hand side of (45). The second term of the right-hand side of (45) is
easy to bound. By noting that xX\S = 0, we have
‖[up ⊗ (
ω⊗
j=1
w(j))− x]X\S‖2 = ‖[up ⊗ (
ω⊗
j=1
w(j))]X\S‖2 = ‖[(up − x)⊗ (
ω⊗
j=1
w(j))]X\S‖2
= ‖[((I −ATA)(xp − x))⊗ (
ω⊗
j=1
w(j))]X\S‖2
≤ ∥∥[(I −ATA)(xp − x)]X\S∥∥2
≤ δ3k‖xp − x‖2,
18
where the inequalities above follow from 0 ≤ w(j) ≤ e for j = 1, . . . , ω and from Lemma 3.2 with
the fact |supp(xp − x) ∪ (X\S)| ≤ 3k. Substituting the bound above into (45) yields
‖x− x#‖2 ≤ ‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2 + δ3k‖xp − x‖2. (46)
We now bound the first term of the right-hand side of (46). Let α ∈ (0, 1) be any given number.
Define
Θ∗ := ‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2.
There are only two cases.
Case 1. Θ∗ ≤ α‖A[(up ⊗ (⊗ωj=1w(j))− x)X∪S ]‖2. In this case, since y = Ax, we have
‖y −A[up ⊗ (
ω⊗
j=1
w(j))]‖2 = ‖A[up ⊗ (
ω⊗
j=1
w(j))− x]‖2
= ‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ] +A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2
≥ ‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2 − ‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2
= ‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2 −Θ∗
≥ (1− α)‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2
≥ (1− α)
√
1− δ2k‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2,
where the last inequality follows from Definition 3.1 and the fact |X ∪ S| ≤ 2k. This, together
with Lemma 4.4, implies that
‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2 ≤ 1
(1− α)√1− δ2k
‖y −A[up ⊗ (
ω⊗
j=1
w(j))]‖2
≤ δ2k + 2(ω − 1)δ3k
1− α
√
1 + δk
1− δ2k ‖x− x
p‖2. (47)
Case 2. Θ∗ > α‖A[(up ⊗ (⊗ωj=1w(j))− x)X∪S ]‖2. In this case, by noting that
‖A[(up ⊗ (
ω⊗
j=1
w(j))− x)X∪S ]‖2 ≥
√
1− δ2k‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2,
we obtain
‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2 ≤ Θ
∗
α
√
1− δ2k
. (48)
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So it is sufficient to bound the term Θ∗. The idea is similar to the proof of Lemma 4.4. Since
xS∪X = 0, Θ
∗ can be written as
Θ∗ = ‖A[(up ⊗ (
ω⊗
j=1
w(j)))X∪S ]‖2 = ‖A[((up − x)⊗ (
ω⊗
j=1
w(j)))X∪S ]‖2.
Let q and κ are integer numbers such that
∣∣X ∪ S∣∣ = (q − 1)k + κ, where 0 ≤ κ < k. Let
(w(1))X∪S be decomposed into k-sparse vectors as follows:
(w(1))X∪S = (w
(1))S1 + · · ·+ (w(1))Sq−1 + (w(1))Sq ,
where S1 is the index set for the largest k elements in the set
{
(w(1))i : i ∈ X ∪ S
}
, and S2 is
the index set for the second largest k elements in
{
(w(1))i : i ∈ X ∪ S
}
, and so on. Sq is the
index set for the remaining κ element in this set. The index sets Sℓ, ℓ = 1, . . . , q are mutually
disjoint and |Sℓ| = k for all ℓ = 1, . . . , q−1 and |Sq| = κ < k. Clearly, X ∪ S = S1∪S2∪· · ·∪Sq.
Applying the Lemma 4.2 with w = w(1), τ = k and Λ = X ∪ S yields the following inequality:
q∑
ℓ=1
‖[w(1)]Sℓ‖∞ < 2. (49)
Define the vector z(ℓ) := [(up − x)⊗ (⊗ωj=1w(j))]Sℓ , then
[(up − x)⊗ (
ω⊗
j=1
w(j))]X∪S = z
(1) + z(2) + · · · + z(q).
Therefore,
Θ∗ = ‖A
q∑
ℓ=1
z(ℓ)‖2 ≤
q∑
ℓ=1
‖Az(ℓ)‖2 ≤
√
1 + δk
q∑
ℓ=1
‖z(ℓ)‖2, (50)
where the last inequality follows from the definition of δk and the fact that every z
(ℓ) is k-sparse.
We now estimate the term
∑q
ℓ=1 ‖v(ℓ)‖2. Note that
‖z(ℓ)‖2 = ‖[(up − x)⊗ (
ω⊗
j=1
w(j))]Sℓ‖2 = ‖[((I −ATA)(x− xp))⊗ (
ω⊗
j=1
w(j))]Sℓ‖2
= ‖[(I −ATA)(x− xp)]Sℓ ⊗ (
ω⊗
j=1
w(j))Sℓ‖2
≤ ‖(
ω⊗
j=1
w(j))Sℓ‖∞‖[(I −ATA)(x− xp)]Sℓ‖2
≤ ‖(w(1))Sℓ‖∞(δ3k‖x− xp‖2), (51)
where the last inequality follows from the fact 0 ≤ w(j) ≤ e for all j = 1, . . . , ω and from Lemma
3.2 with |Sℓ ∪ supp(x− xp)| ≤ 3k. Thus combining (49), (50) and (51), we obtain
Θ∗ ≤
√
1 + δk(
q∑
ℓ=1
‖[w(1)]Sℓ‖∞δ3k‖x− xp‖2) ≤ 2δ3k
√
1 + δk‖x− xp‖2.
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Substituting this into (48), we get
‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2 ≤ 2δ3k
α
√
1 + δk
1− δ2k ‖x− x
p‖2. (52)
Thus combining (47) for Case 1 and (52) for Case 2 yields
‖[up ⊗ (
ω⊗
j=1
w(j))− x]X∪S‖2 ≤ max
{
δ2k + 2(ω − 1)δ3k
1− α ,
2δ3k
α
}√
1 + δk
1− δ2k ‖x− x
p‖2,
which holds for any given number α ∈ (0, 1). It is very easy to verify that
min
α∈(0,1)
max
{
δ2k + 2(ω − 1)δ3k
1− α ,
2δ3k
α
}
= 2ωδ3k + δ2k.
This minimum value attains at
α =
2δ3k
2ωδ3k + δ2k
.
It follows from (46) that
‖x− x#‖2 ≤
[
(2ωδ3k + δ2k)
√
1 + δk
1− δ2k + δ3k
]
‖xp − x‖2. (53)
(i) By the structure of the ROTω, xk+1 = x#. Thus the desired result for ROTω follows
immediately from (53). By noting that δk ≤ δ2k ≤ δ3k, the constant
ρ˜ := (2ωδ3k + δ2k)
√
1 + δk
1− δ2k + δ3k ≤ (2ω + 1)δ3k
√
1 + δ3k
1− δ3k + δ3k.
The right-hand side of the above inequality is smaller than 1 provided that δ3k < γ(ω), where
γ(ω) ∈ (0, 1) is the positive real root of the following univariate equation of γ :
gω(γ) = (2ω + 1)γ
√
1 + γ
1− γ + γ − 1 = 0.
It is very easy to verify that for a given integer number ω ≥ 1, the above univariate equation
has a unique real root γ(ω) in the interval (0, 1). In fact, when γ ∈ (0, 1) and γ → 0, we see that
gω(γ) < 0, and when γ → 1, we see that gω(γ) > 0. Also, the function gω(γ) is strictly increasing
over (0, 1). This implies that the univariate equation gω(γ) = 0 has a unique real solution in the
interval (0, 1).
(ii) We now establish the convergence of ROTPω. Note that the first step (i.e., the step S1
of the algorithm is the same as that of ROTω. Therefore, the relation (53) remains valid to
ROTPω which treats x# as an intermediate point instead of the next iterate xp+1. Using this
intermediate point x#, the ROTPω algorithm solve the following least-squares problem:
min
z
{‖y −Az‖22 : supp(z) ⊆ supp(x#)},
to which the solution is set to be xk+1. By optimality, the vector xp+1 must satisfy the rela-
tion [AT (y − Axp+1)]supp(x#) = 0 which, together with y = Ax, implies that [(I − ATA)(x −
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xp+1)]supp(x#) = (x−xp+1)supp(x#). Since supp(xp+1) ⊆ supp(x#) which implies (xp+1−x#)supp(x#) =
0, we then have that
(x− xp+1)
supp(x#)
= (x− x# + x# − xp+1)
supp(x#)
= (x− x#)
supp(x#)
.
Therefore,
‖x− xp+1‖22 = ‖(x− xp+1)supp(x#)‖22 + ‖(x− xp+1)supp(x#)‖22
= ‖[(I −ATA)(x − xp+1)]supp(x#)‖22 + ‖(x− x#)supp(x#)‖22
≤ δ22k‖x− xp+1‖22 + ‖x− x#‖22.
The first term in the final inequality above follows from Lemma 3.2 since |supp(x − xp+1) ∪
supp(x#)| ≤ 2k. Therefore,
‖x− xp+1‖2 ≤ 1√
1− (δ2k)2
‖x− x#‖2 ≤ ρ′‖x− xp‖2.
where the last inequality follows from (53) and the constant ρ′ is given as
ρ′ =
1√
1− (δ2k)2
(
(2ωδ3k + δ2k)
√
1 + δk
1− δ2k + δ3k
)
< 1,
which is guaranteed if δ3k ≤ r∗(ω), where r∗(ω) ∈ (0, 1) is the real root of the following univariate
equation in variable γ :
1√
1− γ2
[(
(2ω + 1)γ
√
1 + γ
1− γ + γ
)
+ γ
]
= 1.
By an analysis similar to (i), it is very easy to verify that the root γ∗(ω) of the above equation
in (0,1) is unique. 
Given a specific ω, the values of r(ω) and r∗(ω) can be immediately obtained. As a result,
the guaranteed performance of ROTP, ROTP2 and ROTP3 (which correspond to the cases
ω = 1, 2, 3 respectively) can be immediately obtained from Theorem 4.5. The convergence
results for ROTP2 and ROTP3 are summarized in the corollary below, which is established for
the first time.
Corollary 4.6 Let x be a k-sparse signal with measurements y := Ax.
(i) If δ3k ≤ 1/7, then the sequence {xp}, generated by ROTP2, converges to x with error
‖x− xp+1‖2 ≤ ρ′‖x− xp‖2.
where
ρ′ =
1√
1− (δ2k)2
(
(4δ3k + δ2k)
√
1 + δk
1− δ2k + δ3k
)
< 1. (54)
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(ii) If δ3k ≤ 1/9, then the sequence {xp}, generated by ROTP3, converges to x with error
‖x− xp+1‖2 ≤ ρ′′‖x− xp‖2.
where
ρ′′ =
1√
1− (δ2k)2
(
(6δ3k + δ2k)
√
1 + δk
1− δ2k + δ3k
)
< 1.
The proof of the above corollary is straightforward. In fact, when ω = 2, we can verify
that the unique root r∗(2) of the equation (44) in (0, 1) is larger than 1/7. For ω = 3, the
unique root r∗(3) in (0, 1) of the equation (44) is larger than 1/9. The corollary follows from
Theorem 4.5 immediately. The convergence results in [54] for ROT and ROTP (corresponding
to ω = 1) can be reobtained immediately from Theorem 4.5 as well. Similar to Corollary 4.6, the
first convergence results for ROT2 and ROT3 can be obtained immediately from Theorem 4.5.
Briefly, the RIP bounds δ3k < 1/7 and δ3k < 1/9 are the sufficient conditions for the convergence
of ROT2 and ROT3, respectively.
The results in this paper can be easily generalized to the cases when the signal is not exactly
k-sparse and the measurements are inaccurate. In this cases, the measurements take the form
y = Ax+ ν, where x is the signal to recover (which is not necessarily k-sparse) and ν is a noise
vector. Taking ROTP2 as an example, it is easily to show that under the same assumption of
Corollary 4.6, i.e., δ3k < 1/7, the sequence {xp} generated by ROTP2 approximates the largest
k magnitudes of the signal x (denoted by xS) with error
‖xp+1 − xS‖2 ≤ ρ′‖xp − xS‖2 + C‖ν‖2
where ρ′ is given in (54) and the constant C is determined only by the RIP constants δk, δ2k
and δ3k. The details are omitted here.
5 Conclusions and future work
The newly developed optimal k-thresholding algorithms (OT and OTP) can exactly recover k-
sparse signals if the restricted isometry constant of the sensing matrix satisfies δk < 0.2275 when
k is even and δk+1 < 0.2275 when k is an odd number. Such guaranteed performance conditions
governing the sparse signal recovery are nearly optimal. Recall that Cai and Zhang [11] have
proved that δk < 1/3 is a sufficient condition for the guaranteed recovery of k-sparse signals via
ℓ1 minimization. A clear question is whether the RIP bounds for OT and OTP established in
this paper can be improved to δk < 1/3 or δk+1 < 1/3? Given an integer number ω (the number
of times for data compression in every iteration), it turns out that the algorithms ROTω and
ROTPω can guarantee to recover the sparse signal if the sensing matrix satisfies the condition
in Theorem 4.5. As special cases, the convergence of the ROT2 and ROTP2 can be guaranteed
under the bounds δ3k < 1/7 and δ3k < 1/9, respectively. An immediate question is whether
these theoretical results can be improved.
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