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Abstract. The embedding optimization modeling approach is adapted to aid 
sustainable groundwater quantity and quality management of complex nonlinear 
multilayer aquifers. Implicit block-centered finite difference approximations f the quasi 
three-dimensional unsteady flow equation and Galerkin finite element approximations 
of the two-dimensional advection-dispersion transport equation are embedded directly 
as constraints in the model. Also used are nonlinear constraints describing river-aquifer 
interflow, evapotranspiration, and vertical flow reduction due to unconfinement. These 
circumvent use of large numbers of integer variables. The use of both linear and 
nonlinear formulations ina cyclical manner reduces execution time and improves 
confidence in solution optimality. The methodology is demonstrated for Salt Lake 
valley where groundwater quantity and quality management are needed, the proportion 
of pumping cells and cells needing head constraint is large, and many flows are 
described by discrete nonlinear or piecewise linear functions. 
1. Introduction 
Many computer models have been developed for optimiz- 
ing groundwater management. These have been developed 
for a wide range of problems and specific purposes. This 
paper describes a model applicable for aiding sustained 
groundwater yield planning and achieving future groundwa- 
ter quality goals in a system where many cells must contain 
unsteady pumping as a decision variable or head as a 
bounded state variable. Included are many constraints de- 
scribing (1) flow processes that are piecewise linear and (2) 
transport of dispersed (such as nonpoint source) groundwa- 
ter contamination. Cited below are relatively recent perti- 
nent studies on optimizing management of groundwater flow 
(especially in nonlinear systems) or contaminant transport. 
Comprehensive reviews of earlier models that combine 
simulation a d optimization capability (hereinafter referred 
to as s/o models) are given by Gorelick [ 1983] and Willis and 
Yeh [1987]. 
Within s/o models, hydraulic head response to pumping 
and stimuli has generally been represented using either 
embedding or response matrix (RM) methods. In the embed- 
ding approach, numerical pproximations of the flow equa- 
tion are included irectly as constraints. The RM approach 
involves more stages. First, a simulation model is used to 
compute system response to unit pumping rates (linear 
system responses to these rates have been termed influence 
coefficients, discrete kernels, algebraic technological func- 
tions, and other variants). Second, the s/o model is used to 
compute optimal pumping strategies. The s/o model uses 
influence oefficients and superposition t  describe system 
response at specified locations due to pumping. The array of 
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influence coefficients used in the superposition equations is 
termed a response matrix. 
Embedding models have also been used successfully for 
transient problems [Yazicigil and Rasheeduddin, 1987; Willis 
et al., 1989]. However, embedding models can be unneces- 
sarily large for some situations because they must contain 
one flow equation per cell per stress period. 
The s/o models have been most commonly applied to 
optimize flow within linear (confined) aquifers or aquifers 
that can be considered linear (having sufficient saturated 
thickness that changes therein do not significantly affect 
computed heads). When applied to nonlinear systems, most 
s/o models have assumed that at least some nonlinear 
aspects can be treated linearly [e.g., Heidari, 1983;Danskin 
and Gorelick, 1985; Peralta and KiIlian, 1985; Willis and 
Finhey, 1985; Jones et al., 1987; Lall and Santini, 1989; 
Willis and Jones, 1987; Willis and Yeh, 1987]. 
Cycling is one approach for addressing onlinear problems 
linearly. Here cycling refers to the process of assuming 
parameter values, computing an optimal strategy, checking 
the validity of the initially assumed parameters, and begin- 
ning the process anew (if necessary). Cycling has been often 
used to permit treating unconfined aquifers linearly. 
Danskin and Gorelick [1985] used mixed integer program• 
ming to address river-aquifer interflow. Relatively few inte- 
ger variables were required, partly because single piecewise 
expressions represented entire groups of cells, and it was 
probably assumed that optimal groundwater pumping adja- 
cent to the river would not affect the piecewise interflow 
expressions. Reichard [1987] used more integer variables 
while assuming that only saturated river-aquifer interflow 
existed. 
Both RM and embedding methods have also been applied 
to manage groundwater contamination. In overview, optimal 
groundwater contaminarit control has been performed using 
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linear programming (many examples including Molz and Bell 
[1977]), quadratic programming (many examples including 
Leftcoif and Gorelick [1986] and Peralta and Ward [1991]), 
nonlinear programming [Willis, 1979; Gorelick et al., 1984; 
Ahlfeld et al., 1986, 1988a, b; Wagner and Gorelick, 1987], 
forms of dynamic programming [Chang, 1990; Andricevic 
and Kitanidis, 1990; Lee and Kitanidis, 1991; Culver and 
Shoemaker, 1992], and simulated annealing [Dougherty and 
Marryott, 1991]. 
In linear and some nonlinear s/o models, contaminant 
migration has been controlled primarily by controlling po- 
tentiometric heads or gradients, or groundwater or contam- 
inant velocities [e.g., Molz and Bell, 1977; Colarullo et al., 
1984; Atwood and Gorelick, 1985; Lefkoff and Gorelick, 
1986; Peralta and Ward, 1991]. 
In other models, migration has been more explicitly con- 
trolled [Alley, 1986; Datta and Peralta, 1986b; Solaimanian, 
1989; Lefkoff and Gorelick, 1990; Dougherty and Marryott, 
1991]. A representative goal has been to impose constraints 
on the concentrations that will exist at control locations at 
prespecified points in time. Cited approaches to constrain 
future concentrations differ and apply to differing conditions. 
One of the most complicated nonlinear two-dimensional 
transport problems is the one addressed herein, optimizing 
unsteady extraction of contaminated water from many wells 
to achieve target concentrations all around the pumping 
wells, when concentrations are functions of initially un- 
known flow fields resulting from the pumping rates being 
optimized. This paper differs from previous works in the 
degree or manner in which this is achieved. 
Willis [1979] used the embedding technique to develop a 
model to manage groundwater quality. He used the Galerkin 
finite element method to approximate both flow and trans- 
port equations. The model was then decomposed into two 
independent subproblems and solved using linear program- 
ming. 
Gorelick et al. [1984] presented a methodology to address 
the nonlinearity in the flow and transport equations when the 
response matrix is used. They used a simulation saturated 
unsaturated transport (SUTRA) model [Voss, 1984] to com- 
pute the Jacobian of the nonlinear constraints (transport 
equation) with respect to each decision variable (pumping or 
injection) after each iteration. This Jacobian and other 
constraints are used as linear constraints for a subsequent 
optimization model. 
Ahlfeld et al. [1986] tested the same procedure on a 
hypothetical system of 100 nodes. They concluded that 
computational costs are dominated by the repeated simula- 
tions required to compute the JacobJan and that this charac- 
teristic limits the use of this methodology to problems with 
few decision variables. To avoid the repeated computation 
of the Jacobian matrices after each iteration, Ahlfeld [1990] 
used sensitivity theory to derive a general relationship for 
computing each element of the Jacobian. Wanakule et al. 
[1986] followed the same general approach as Gorelick et al. 
[1984] but used an analytical method to develop the Jacobian 
for purely volumetric optimization. 
Dougherty and Marryott [1991] applied the simulated 
annealing methodology to groundwater management. They 
concluded that further testing and improvements can be 
expected. Culver and Shoemaker [1992] used the successive 
approximation linear quadratic regulator (SALQR) method 
for groundwater remediation. They used different time steps 
for both the optimization model and the numerical ground. 
water model. 
These recent papers did not attempt o improve applica. 
tion of the embedding approach to solute transport manage- 
ment. The lack of interest in this goal is probably the result 
of two factors. First, the embedding method is appropriate 
for only a small subset of management problems [Peralta 
and Killian, 1987; Peralta and Datta, 1990; Datta and 
Peralta, 1986a]. Second, some previous researchers antici- 
pated or reported difficulties in applying the embedding 
approach, especially for transient flow conditions [Gorelick, 
1983; Tung and Kolterman, 1985; Yazdanian and Peralta, 
1986]. Utilized optimization algorithms sometimes had diffi- 
culties with lower-upper basis factorization when banded 
matrices were involved (such matrices always exist in em- 
bedding models). The result was numerical instability. 
This paper shows a way of considering solute transport in 
addressing problems for which the embedding method is 
desirable. It presents a procedure that overcomes difficulties 
previously associated with using the embedding method. It 
shows an integrated way of implementing the embedding 
method for optimizing pumping and groundwater quality 
management in complex aquifer systems having unsteady 
pumping and transient nonlinear flow and transport. To aid 
implementation, the method is contained within an interac- 
tive program. Included contributions are both linear and 
nonlinear version of the flow and transport optimization 
model and, as is described later, partitioned and combined 
forms of the flow equation for both linear and nonlinear 
models. The presented linear cyclical differencing approach 
permits optimizing unsteady pumping, while extracting con- 
taminated water from cells at which pumping, concentration, 
and head are simultaneous unknowns. 
The presented method is useful for large-scale, long-term 
reconnaissance l vel planning. It is also suitable for situa- 
tions in which the embedding method is commonly pre- 
ferred, systems in which a large proportion of the cells have 
pumping decision variables and require head constraints 
[Peralta et al., 1991]. It is also appropriate for reconnais- 
sance planning if a large proportion of the cells have piece- 
wise variable-head dependent functions to describe fl0w 
processes. This is a common feature of areas having wet- 
lands and drained and irrigated agriculture. There, evap0- 
transpiration (Et) and flow from drains vie with pumping 
from wells as significant groundwater discharges. 
2. Term Definitions 
2.1. Accessed Algorithms 
Modular in-core nonlinear optimization system (MINOS) 
[Murtagh and Saunders, 1987] is a large-scale optimization 
system for solving sparse linear and nonlinear problems. it 
solves linear problems using a modified primal simplex 
approach. When nonlinearities are only in the objective 
function, MINOS uses a reduced-gradient algorithm with a 
quasi-Newton algorithm. It addresses nonlinear constraints 
using a projected augmented Lagrangian algorithm. It at- 
tacks lower-upper (LU) factorization of the basis matrix 
using a Markowitz ordering scheme and Bartels-Golub up- 
dates. This feature especially helps with addressing the 
sparse, highly ordered matrices typical of embedding 
models. 
The Generalized algebraic modeling system (GAMS) 
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[Brooke et al., 1988] simplifies use of several optimization 
algorithms, including MINOS. GAMS is a high-level lan- 
guage which integrates use of relational databases and math- 
ematical programming. It includes the discrete nonlinear 
programming (DNLP) option. DNLP addresses problems 
containing nonsmooth functions. As will be seen later, it 
permits use of maximum, minimum, or absolute value dec- 
larations within equations. 
2.2. Iteration and Cycle 
The term iteration refers to processing within the MINOS 
solver. All equations composing the optimization model are 
solved during a particular iteration. Many iterations are 
usually required before MINOS halts computation and de- 
clares that an optimal solution is found. However, when 
addressing a nonlinear problem using a linear surrogate, that 
optimal solution might not be the best stopping point. Thus, 
after reinitialization, another optimization (cycle) might be 
performed. Many cycles might be needed before a satisfac- 
tory optimal solution is found. The general procedure is as 
follows: (1) A cycle for addressing an unconfined aquifer 
begins when assumed values (such as heads) are read. (2) 
Some parameters (such as transmissivities and dispersivi- 
ties) are then computed and automatically placed within the 
optimization model constraint equations. (3) Optimization 
begins and iterations are performed until an optimal solution 
is determined. (4) Then optimal strategy results (fluxes and 
heads) are compared with the values assumed in step 1. If 
the differences are acceptably small, the process halts. 
Otherwise, optimal strategy results are used in step 1, and a 
new cycle commences. Multiple cycles are usually needed to 
reach a satisfactory (converged) optimal solution for uncon- 
fined aquifers or systems having piecewise functions. 
3. Model Formulation 
3.1. Objective Function 
The multiple objectives used in this model involve maxi- 
mizing Z, the total groundwater extraction, while minimiz- 
ing the excessive groundwater contaminant concentrations 
during a planning period of K time steps. In a system of M 
total cells, D• are cells where pumping is optimized, and NQ 
are nodes where water quality is to be controlled. This 
objective function uses the weighting approach to address 
noncommensurate multiple objectives. 
g • KQ NQ 
+ 
maxZ=•5• Zg•,k-wc E E Cnq,k q (1) 
k-1 w=l kq=! nq=l 
where g,o,k is spatially distributed pumping (positive for 
extraction) from cell w during stress period k; f• is the total 
number of possible pumping cells in the study area; NQ is 
the total number of nodes where water quality control is 
required; w c is the weighting factor associated with quality 
control (when wc is equal to 0, the mono-objective is to 
maximize pumping; a large value of wc will force cn+q,kq tO be 
smaller); kq is the time step used for water quality simulation 
(we use several smaller time steps for water quality simula- 
tion within one stress period used for flow simulation); and 
c + nq,kq isthe concentration i excess of the target concentra- 
tion desired for node nq by the end of time step kq. Pumping 
g•,,• in studies such as this usually represents the total 
pumping of many individual wells within a cell. 
3.2. Constraints 
3.2.1. Finite difference approximation of the flow equa- 
tion. The optimization model contains as constraints an 
implicit quasi three-dimensional finite difference approxima- 
tion of the flow equation as described by McDonald and 
Harbaugh [ 1988]. (Their modular three-dimensional ground- 
water flow (MODFLOW) model is very widely used.) The 
right-hand side of the flow equation can be represented by 
S vAxjAy i 
At k (ha •, ha,k-i) + qob-,k + go,k + q•,• + z s , -- qo,k + q•,k 
'Jl- c qa,t• + qoP-,k for 6 E M, k E K (2) 
where 6 is the number of a particular cell (i, j, l ) located in 
row i, column j, and layer l; So is the storage coefficient or 
specific yield for cell i, j, l; Axj, Ay i is the cell size in x and 
y directions of cell 6; At• is the duration of time step k; h 
is the average potentiometric head in cell t7 at end of stress 
period k; q•,k are the flows across aquifer boundaries that 
are unaffected by management (i.e., bedrock recharge or 
ß t is the distributed evapotranspiration deep percolation), 
(positive) from the aquifer; z q a,• is the lateral flow across a 
boundary (which depends on the boundary's fixed head and 
s is the flow between the aquifer and adjacent heads); qo,• 
streams; c q a,• is the saturated flow between the aquifer and 
general head boundary cells; and q•,k is the reduction in 
vertical flow between cells in layer l and the lower layer I + 
1 due to a drop in head below the top of layer l + 1. Of the 
flows all except q b are determined via optimization. 
3.2.2. The two-dimensional Galerkin finite element ap- 
proximation of the unsteady state solute transport. The 
basic form of the finite element transport equation embedded 
as constraints in the optimization model is similar to that 
outlined by Huyakorn et al. [1986] for simulation, except 
that the consistent formulation is used instead of the lumped 
form when approximating the time dependent term in the 
transport equation [Voss, 1984]. 
The nonlinear formulation of the transport equation is 
Anm + Dnm Cm,kq+! ._ Crn,kq + Bn
Atkq/ Atkq 
(3) 
where n and m are the designators identifying individual 
nodes from among the N total finite element_nodes where 
concentrations are to be computed; At kq is the duration of 
the time step kq, a fraction of Ate; and A nm and Dnm are 
functions of the velocity, dispersion, and dimensions of the 
element [Huyakorn et al., 1986]. 
Equation (3) contains products of velocity, concentration, 
source or sink terms, and dispersivities. These constitute 
nonlinearities in the transport equation, since they are func- 
tions of initially unknown pumping, heads, and concentra- 
tions and are part of the solution. Within the optimization 
model it is desirable to have a linear means of expressing the 
transport process, even if pumping and flow fields are 
initially unknown. Here this is done by separating the 
advection and dispersion processes and treating them as 
described below. 
To linearly describe advective transport, the products of 
velocity, source or sink terms, and concentrations are re- 
placed by the following: 
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Vc = Vpc + Vcp- Vpcp 
Qc = Qvc + Vcp- Qpc, 
(4) 
where Vj,, Q•,, and cp are the velocity, source or sink term, 
and concentration, respectively, from the previous cycle. 
Since values from a previous cycle are known in a subse- 
quent cycle, each term in (4) has only one unknown, and the 
equation is linear. Note that both velocities and concentra- 
tions from both current and previous cycles are used. This 
speeds convergence. 
Dispersivities are computed using known velocities from 
the previous cycle. Using (4) while cycling and using known 
velocities for dispersion greatly speed the process of con- 
verging to optimal solutions. Because of the linearization 
and partitioning of the advection-dispersion, this process 
could be termed cyclical linear differencing. Heads used to 
compute velocities and flow rates are from the finite differ- 
ence approximation shown in (2). Pumping, heads, veloci- 
ties, and concentrations are all computed simultaneously. 
3.2.3. Overachievement and underachievement values for 
concentrations. This constraint is intended to describe the 
computed concentration at a node with respect to a known 
reference concentration (target concentration). 
.. target + - 
Cnq,kq = Cnq,kq q- Cnq,kq -- C nq,kq (5) 
C target - + > 0 nq,kq, Cnq,kq, Cnq,kq • 
tarset is the target concentration at node nq by the where C nq,tcq 
end of time step kq; C n+q,•:q is the amount by which the 
concentration simulated for node nq by the end of time step 
kq exceeds the target concentration; and C nq,k q is the 
amount by which the optimal concentration is below the 
target concentration in node nq by the end of time step kq. 
3.2.4. Expressions describing piecewise linear or nonlin- 
ear flows. The Utah State University Embedding Model 
(USUEM) includes embedded forms of all (2) flows. Only 
those expressed both piecewise-linearly and nonlinearly are 
described below. Included are evapotranspiration, river- 
aquifer interflow, and vertical flow reduction. We developed 
nonlinear forms, instead of using a mixed integer approach, 
because (1) conventional wisdom is that having large num- 
bers of integer variables within a model can cause unex- 
pected and painful difficulties, (2) experience had shown that 
the DNLP option of GAMS/MINOS successfully addressed 
piecewise constraints of this type, and (3) there was no 
commercially available mixed integer optimization algorithm 
that could also handle nonlinear constraints of the type we 
expected with solute transport management. Using mixed 
integer programming for these flows in our embedding model 
would have required over 1000 integer variables. (This partly 
results from having to model each cell separately for each 
stress period.) The exact number is uncertain since it is 
difficult to anticipate (and one does not wish to predeter- 
mine) where changes from confined to unconfined conditions 
or saturated to unsaturated flow might occur. 
In USUEM, linear and nonlinear forms are not used 
simultaneously. They are used in the linear and nonlinear 
models, respectively. For illustration, below are described 
both the piecewise linear constraints and the surrogate 
nonlinear constraint describing evapotranspiration. Three 
expressions are used to describe evapotranspiration re- 
sponse to water table head. A difficulty with using those 
constraints directly lies in the need to decide before optimi- 
zation which linear segment to apply for each cell. If using 
just linear programming and cycling, one would pick the 
segment appropriate for the optimal head computed for that 
cell in the previous cycle. Unfortunately, segment preselec. 
tion can cause fluxes and heads to change, causing the 
selected segment to differ from cycle to cycle. This flip. 
flopping can make convergence difficult. Using mixed inte- 
ger programming would require at least two integer variables 
per evapotranspiration cell, per stress period. An alternative 
is to use the nonlinear form of the constraint. 
The piecewise linear evapotranspiration constraint is 
t = E,szXxyzXYi qa,k for hsa <ha, k [h(j.l•-(hs , - ds a)] 
q•'!':=EazkxjAyi dsa for hsa-ds 
for ha,•hso- 
q•,• = 0 
(6) 
The alternative nonlinear evapotranspiration constraint is 
t EaZXxJ z yi [min (hso, ha,•:)- min (hsa- dsa, ha, k)] q a,i• = ds ,• 
(7) 
where Ea is the potential evapotranspiration i cell 6; hs a is 
the potentiometric surface elevation below which the evap0- 
transpiration rate begins to decrease; ds a is the extinction 
depth in cell 6 (depth below hso at which there is no 
evapotranspiration); and min (r, s) is a function which 
equals the lesser value of the expressions r and s. 
The nonlinear constraints described here and below are 
important for model performance because the potential 
errors caused by equation preselection can be significant in 
some situations. Such errors can result with other fluxes in 
addition to Et; for example, river-aquifer interflow, vertical 
aquifer interflow, and flow from drains. Such fluxes can 
account for half or more of the discharge from some sys- 
tems. 
USUEM has embedded linear river-aquifer interflow con- 
straints. It also has the following nonlinear constraint, which 
is appropriate to define both unsaturated or saturated inter- 
flow: 
q$ I a,• = Fo max ( h a,• - era, k, B a rr a,k) (8) 
where F a is the hydraulic conductance of the river-aquifer 
interconnection (i cluding any clogging layer); o'a,k is the 
elevation of the free water surface in the river; B o is the 
bottom of the river in cell 6; and max (r, s) equals the 
greater of the numerical values of the expressions for r and 
$. 
MODFLOW uses two linear equations to describe the 
reduction in vertical flow between aquifer layers that results 
when a portion of a confined aquifer becomes unconfined 
and unsaturated. This frequently occurs when pumping 
causes the piezometric surface to drop below the top of an 
aquifer layer. USUEM includes the same piecewise linear 
expressions, as well as the following nonlinear surrogate: 
qP = min (h - Top/d, 0) (9) o,k Ct)i,j,l i,j,l+l,k /+1, 
where cvi,j,l is the vertical conductance; andTopi,/,l+ 1 is the 
top of aquifer layer I + 1 in cell i, j, l + 1. 
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3.2.5. Other constraints and bounds. Equation (10) in- 
sures that pumping increases monotonically (i.e., increases 
or remains the same but never decreases). It also assures 
that he computed optimal pumping is sustainable. 
$$ 
#a,k-• -< tIa,k -< t7o (10) 
where g3 s is an initially unknown steady groundwater pump- 
ing beyond the planning period. It is determined by the 
model during optimization using a set of steady state flow 
constraints, which are solved simultaneously with the tran- 
sient flow constraints of (2). Knapp and Fienerman [1985] 
give agood rationale for the importance of sustained yield 
groundwater planning. 
Other bounds are intended to enforce natural conditions, 
legal fights, or management goals. Lower and upper bounds 
are placed on pumping, heads, and recharge at all individual 
cells (this does not affect the number of equations in the 
model); on flow across the entire set of constant head cells; 
and on river-aquifer interflow occurring within specified 
groups of fiver cells. 
4. Integrated Approach Solution Technique: 
Switching Between Linear Versus Nonlinear 
and Partitioned Versus Combined Options 
The USUEM user can formulate the management problem 
utilizing either combined or partitioned versions of linear or 
nonlinear constraint equations. Reasons for having these 
options are explained below. Also, the user can apply either 
the linear or the nonlinear model in any cycle. The ability to 
switch from one to the other can be useful and necessary if 
one of the options is experiencing numerical difficulties. The 
switching ability is an important feature of the integrated 
embedding modeling approach. 
4.1. Linear Versus Nonlinear Options 
Good reasons for using the linear model to solve ground- 
water management problems include solution speed and 
global optimality of solutions. A linear model is easier to 
solve and generally solves more rapidly than a nonlinear 
model. We obtained essentially the same results from both 
models. Our comparisons involved several test cases and a 
range of initial guesses of optimal solutions for both models. 
in some situations it is better to use the nonlinear instead 
of the linear form. In an initial optimization for a complicated 
physical system, if the initial guess (of the optimal solution) 
is not close to the optimal solution, a linear solver might 
declare the problem to be infeasible, even though a solution 
might exist. This occurs because in the linear programming 
(LP) formulation the equations describing Et, fiver and 
drain-aquifer interflow, and flow reduction are based on 
assumed heads. Even if those heads are the result of 
simulation by a reputable model (i.e., MODFLOW), com- 
putational tolerances can cause the redefined equations to be 
infeasible. In other words, preselection of linear equation 
segments excessively limits MINOS' freedom. This restric- 
tion can lead to an infeasib!e solution even though the 
problem could be optimized if the DNLP option were used. 
The DNLP formulation can help because therein Et, fiver 
and drain-aquifer interflow, and flow reduction are described 
by equations which are more realistic for the heads and 
pumping values being optimized. These fluxes are varied and 
adjusted within the model to get an optimal solution. In this 
study some scenarios were run using both formulations. 
When infeasibilities were obtained using the LP formulation, 
the DNLP model was successful. Developing good initial 
guesses of the solution is important. 
Once a feasible solution is obtained, the linear formulation 
usually converges more rapidly than the nonlinear model. In 
addition, it is easier to solve slightly modified versions of the 
original problem. Solution time is dependent on the initial 
guess. 
The LP model is useful for its ability to compute globally 
optimal solutions. The optimal solution to a linear problem is 
always globally optimal. However, it is difficult to prove that 
the optimal solution to a linear surrogate of a nonlinear 
problem is globally optimal. Similarly, it is not theoretically 
easy to prove that the solutions computed by the DNLP 
model are g!obally optimal, especially in the presence of 
different processes that can be described by concave and 
convex functions according to parameters that might change 
from one cycle to another. However, it is possible to get a 
feeling of proximity to global optimality of a nonlinearly 
optimal solution by running the LP model using results from 
the nonlinear formulation. Our experience has been that 
both LP and DNLP models developed by USUEM ulti- 
mately compute almost the same optimal strategies. This has 
involved several test cases and a wide range of different 
initial guesses (of the optimal strategy) for both models. 
4.2. Partitioned Versus Combined Options 
Another desirable feature is having both partitioned and 
combined forms of the flow equation. In the partitioned 
form, each flux that can be described by piecewise function 
is represented by a separate variable and equation (or set of 
equations). In the combined approach there is only one flow 
equation per cell and only heads and pumping are variables. 
The partitioned form is more useful in the initial stages of 
optimization for identifying processes and data that cause 
constraint violations. The combined form is more useful 
later because it requires less memory and solves more 
rapidly. 
5. Application Background: The Aquifer 
System and Management Problems 
Salt Lake valley lies within the most populated county in 
the state of Utah. It covers an area of about 500 square miles 
(1400 km2). The groundwater reservoir (discretized in Figure 
1) consists of two unconsolidated aquifer layers of Quater- 
nary age. Sources of recharge include bedrock recharge, 
seepage from irrigation, precipitation, canals, and creek 
channels [Hely et al., 1971]. Also, some recharge to the 
shallow aquifer comes from the upward movement of water 
from the confined aquifer. Discharges result from pumping, 
flowing wells, evapotranspiration, seeps, springs, and sub- 
surface flow to the Great Salt Lake and sections of Jordan 
River and its tributaries. The number of wells in the valley is 
estimated to be more than 12,000. Major groundwater uses 
are for municipalities, industries, private residences, irriga- 
tion, and livestock. Almost all pumping is from the lower 
layer, which has better water quality than the upper layer. 
Current approved groundwater fights have been thought to 
exceed what the aquifer can satisfactorily provide (D. 
Hansen et al., personal communication, 1989, 1990). Re- 
quests for groundwater are expected to increase [Bishop 
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et al., 1988; Waddell et al., 1987a]. In recent years, ground- 
water levels declined 5 to 15 feet (1.52 to 4.57 m) in the 
southeastern part of the valley. Declines of 40 to 60 feet 
(12.19 to 18.29 m) are projected by the year 2000 [Waddell et 
al., 1987a]. A significant result will be reduced base flow 
from the aquifer to the Jordan River, which transects the 
valley from south to north. 
There is also concern about water quality, especially in the 
southwestern part of the valley [Waddell et al., 1987b]. A 
large plume of dissolved solids and sulfates is moving toward 
wells and the Jordan River. To date, the plume underlies 
primarily commercial/industrial or agricultural activities and 
has not impacted significant residential areas [Baskin, 1990]. 
There are also isolated industrial plumes in the upper layer 
that can be hazardous if water migrates downward to the 
lower aquifer. 
Elwell and Lall [1988] and Lall et al. [1987] developed 
response matrix models for the Salt Lake valley. To reduce 
computations, Lall et al. [1987] optimized pumping at only 
46 cells where pumping isgreater than 0.6 feet 3 s -• (0.017 
m3 s-l) (instead of 403 current pumping cells). Their as- 
sumption that further pumping should be in wells where the 
discharge is already high might unnecessarily limit manage- 
ment options. The actual trend is to shift pumping to 
low-discharge cells and to encourage owners to give up or 
trade some of their water fights to limit pumping to areas of 
high water extraction. Although informative, that model 
ignored the effect of pumping on Jordan River flows and 
other fluxes between the upper aquifer and the external 
system. 
The major groundwater-bearing formation is confined in 
the northern and central section of the Salt Lake valley. It is 
unconfined between the confined portion and the mountains. 
In some locations it is more than 2000 feet (609.6 m) thick. 
This formation is considered to be the second layer in the 
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model. All pumping considered in the model takes place in 
this layer. 
Between the water-bearing formation and the shallow 
unconfined layer is a 40- to 100-foot-thick (12.19-30.48 m) 
semiconfining bed. The thickness of the shallow unconfined 
aquifer ranges from a few to 50 feet (15.24 m). It covers a 
smaller area than the principal aquifer. Because of its poor 
water quality, it is seldom used for water supply. 
The 1989 withdrawal of water from wells in Salt Lake 
valley was about 133,000 acre-feet (164,122,000 m3) or 183 
feet 3s -1 (5.18 m 3 s -1) [Allen, 1990]. Water levels in the 
principal quifer declined in most of the Salt Lake valley in 
1989. Most of the decline was recorded east of the towns of 
Sandy and Herriman. Currently, the only permit applica- 
tions to develop groundwater that are being approved in the 
valley are for single-family wells in the county (i.e., away 
from municipal water supply). In some areas, no new 
groundwater development is being approved at all. 
Concern about poor water quality exists mainly in the 
southwestern portion of the valley. A Dames and Moore 
[1989] report indicates that groundwater contains total dis- 
solved solids ranging from 500 mg/L to 50,000 mg/L. This is 
caused primarily by leachate from mining and industrial 
activities. The same report indicates that chloride concen- 
trations vary from 10 to 900 mg/L. The high chloride 
concentration is not related to the mining activities. These 
high concentrations resulted from industrial discharges, the 
use of chloride salts for roads, geothermal waters, and the 
leaching of the natural chloride salts from soils by irrigation. 
Sulfate concentration ranges from 10 mg/L to 70,000 
mg/L. The area of highest concentration is bounded by the 
Oquirrh Mountains in the west, the Jordan River in the east, 
Bingham Creek in the north, and Butterfield Creek in the 
south. A large sulfate plume is moving from the southwest- 
ern part of the valley (tailings area) toward the Jordan River. 
The main sources of sulfate are Bingham Reservoir, the mine 
dumps, the old and new evaporation ponds, the cemetery 
pond, tailings from Lark and Anaconda mines, and infiltra- 
tion of irrigation waters. 
There are isolated industrial plumes in the upper aquifer 
(Vitro mine tailings). Pesticides used in agricultural and 
urban areas can potentially migrate from the upper aquifer to 
the principal ower layer. 
In summary, both water quality and water quantity man- 
agement are needed in the Salt Lake valley. Water quantity 
problems can be caused by ignoring water quality problems. 
In Salt Lake valley in 1986, contamination of shallow 
groundwater was detected at six sites. Eleven privately 
owned wells and one public well were closed. Unless an 
appropriate groundwater management strategy is imple- 
mented (causing the evolution of a suitable potentiometric 
surface in both aquifers), the following problems might 
result: (1) A satisfactory sustainable groundwater yield will 
not be guaranteed, and the reliability of groundwater will be 
questionable for the rapidly growing population in Salt Lake 
valley. (2) Users of surface water from the Jordan River and 
its tributaries might face a severe water shortage. (3) A 
significant decline in the water table will make pumping more 
expensive and increase costs of water to purchasers. (4) 
Some xisting water ights might not be satisfied. (5) Exces- 
sive pumping in the northern part of the valley can poten- 
tia!ly result in saltwater intrusion from the Great Salt Lake. 
To prevent these problems, planners need a reliable tool for 
developing desirable management strategies. The model 
described earlier is used here to compute optimal sustainable 
groundwater pumping strategies, subject o specified physi- 
cal and managerial constraints. Managing migration of the 
large sulfate plume is addressed through finite element 
transport constraints. Preventing downward migration of the 
Vitro tailings contamination is addressed by constraining 
heads. 
6. Model Input Data 
No optimization model can be developed without first 
having a calibrated simulation model. Data and discretiza- 
tion from the only available calibrated model of the entire 
valley [Waddell et al., 1987a] were utilized in this study. 
Included are data on bedrock recharge, precipitation, seep- 
age from irrigation and canal streambeds, soil characteris- 
tics, and pumping cell locations. Transmissivities of the 
unconfined aquifer are assumed to be constant [Waddell et 
al., 1987a]. This assumption is valid when drawdown is 
relatively small compared to the saturated thickness. In all 
runs the constraint on drawdown is likely to enforce that 
previous assumption. 
The study area is bounded on the north by Davis County, 
to the northwest by the Great Salt Lake, to the east and 
southeast by the Wasatch Front Mountains, to the west and 
southwest by the Oquirrh Mountains, and to the south by the 
Jordan narrows. A block-centered finite difference formula- 
tion is used with rectangular cells ranging in size from 0.7 to 
1 miles (1.12 to 1.6 km) in both rows and columns (Figure 1). 
The 1086 cells include 60 river, 403 pumping, 12 general 
head, and 201 Et cells. Unsteady flows from all these cells 
and processes are variables determined by optimization. The 
Jordan River, tributaries, and canals are divided into eight 
reaches in which stream/aquifer interflow are separately 
constrained. This helps avoid computing unacceptable inter- 
flows when the optimization model is applied. 
Groundwater contaminant concentration is to be managed 
in a subsystem (Figure 1, rows 30-34, columns 6-15). Sulfate 
concentration changes of less public interest will occur 
outside that area [Dames and Moore, 1989]. The subsystem 
includes 48 finite difference cells. Since finite element nodes 
are also centers of finite difference cells, the subsystem 
includes 48 finite element nodes and 34 rectangular elements 
(Figure 2). Also from Dames and Moore [ 1989] are estimates 
of sources of sulfate and corresponding mass flux rates. 
Sources exist in nodes 5, 8, 11, 12, 23, 26, and 3 at rates 
ranging from 2.6 to 0.04 feet 3 s -• (0.07 to 0.001 m 3 s-•). 
These include recharges from rainfall, bedrock, and irriga- 
tion with concentrations of at least 100 ppm surfate. Details 
are given by Gharbi [1991]. 
The isolated small plume (Vitro tailings area) in cell (16,18) 
is addressed by constraining head in the upper layer to not 
exceed head of the lower layer, preventing the movement of 
water of poor quality to the principal aquifer (and ensuring 
that head in the considered cell is lower than that of the 
surrounding cells). 
Dirichlet (specified head) boundaries lie to north and 
northeast and reflect the Great Salt Lake. Neumann condi- 
tions (specified or no flow) lie in other directions. Recharge 
and discharge boundaries are specified along the Jordan 
River, lower reaches of tributaries, and the surplus canal. 
Discharge through evapotranspiration occurs in the central 
and northern parts of the upper unconfined layer. 
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Figure 2. Groundwater contamination subsystem discretization. 
Assumptions of MODFLOW, SUTRA, and the following 
are used: (1) The first layer is unconfined and the second is 
confined in some locations. (2) Flows are corrected when a 
second-layer cell becomes unconfined. (3) Transmissivity is 
unchanged within a stress period and is computed at the 
beginning of each cycle, using the average head for that 
stress period from the previous cycle. Consequently, trans- 
missivities are known before and during a simulation or 
optimization cycle. (4) Transmissivities between cells are 
computed using the harmonic mean formulation. (5) Bound- 
ary conditions are assumed constant during the entire plan- 
ning period (they could be variable if adequate data were 
available). (6) Pumping from all wells in a single cell is 
represented by a single distributed discharge value. (7) A 
quasi three-dimensional formulation adequately represents 
flow. (8) Advective-dispersive transport of the sulfate plume 
is conservatively estimated using a nonreactive two- 
dimensional formulation. 
7. Scenarios 
To better manage the future, one should know the result of 
continuing current management (the unoptimized scenario). 
Comparison between the unoptimized scenario and results 
of different optimal scenarios is then useful to water manag- 
ers. 
After consultation with U.S. Geological Survey (USGS) 
personnel some minor modifications were made to the data 
of Waddell et al. [1987a]; mainly concerning constant head 
cell locations. Also, the USGS pumping locations and with- 
drawal quantities data were combined with more recent data 
(D. Hansen et al., unpublished data, 1990). The result totaled 
158.2 feet 3 s -! (4.48 m 3 s -!) (114,637 acre-feet/year !.4 x 
108 m3/year). 
To validate USUEM, its flow simulation ability was first 
compared with that of MODFLOW for the same study area. 
When continuing current pumping for either steady state or 
transient conditions, both models computed essentially the 
same results. The greatest difference between simulated 
heads was less than 0.0!8 feet (0.005 m). Similarly, transport 
simulation of USUEM was validated by comparison with 
SUTRA (predicted concentrations were within 1%). 
7.1. Unoptimized Condition Computation 
If current pumping is continued for the next 20 years, 
projected drawdowns in the upper layer are small. In the 
lower layer, drawdowns as great as 40 feet (!2.!9 m) are 
expected in the southwestern part of the valley (Figure 3). 
Simulated rates of change in storage decrease with time, 
showing that the system is approaching some steady state 
condition. 
Figures 4a and 4b show current sulfate concentrations and 
those projected to result during the next 20 years if current 
pumping continues. Twenty-five of the 48 subsystem nodes 
contain pumping as a decision variable. In 22 of the 48 total 
nodes and seven of the 25 pumping nodes, concentrations 
already exceed the 500-ppm health standard, although the 
groundwater is still being pumped and used. After 20 years, 
concentration will exceed the health advisory level in 17 of 
the 25 pumping nodes. 
The increase in concentration is as great as 3127 ppm in 
pumping node 34, cell (31,13). This results from sulfate 
migration from adjacent node 29, cell (31,12). A very high 
sulfate concentration is recorded in node 5 (not a pumping 
node) because Bingham Reservoir is a source. In some 
nodes, concentrations are decreasing due to elimination of 
the sulfate source (closure of evaporation ponds in nodes 29 
and 30 cells (30,13) and (29,13), respectively), pumping, or 
dilution with higher-quality water (inflow from rainfall, bed- 
rock, and seepage). Along most of the subsystem boundary, 
groundwater left the subsystem. Other than fixed bedrock 
recharge, groundwater entered the subsystem only in three 
cells (Figure 4a, row 34, columns 9-11). Here contaminant 
entering the subsystem was at the concentration known to 
exist in the source cells at the beginning of optimization. 
Given the slowness of flow, the resulting error seems accept- 
able. At worst, the concentration of the entering groundwa- 
ter is being overestimated because concentrations decrease 
to the south. 
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0.3048 m). 
Drawdown contours in layer 2 after 20 years of the unoptimized scenario, in feet (1 foot = 
The main concern is the movement of sulfate toward 
pumping wells and the Jordan River. Figure 4b shows the 
500-ppm sulfate contour moving to the east where most of 
the pumping is occurring. The sulfate will move about 2 
miles (3.2 kin) in the next 20 years in the eastern part of the 
subsystem. If current pumping is continued, sulfate concen- 
trations will be a problem in most subsystem pumping nodes. 
Only the southeastern portion of the study area is expected 
to continue satisfying the 500-ppm standard. 
7.2. Upper and Lower Bounds Used in the 
Management Scenarios 
Upper and lower bounds used in scenarios A-D (described 
in section 7.3) and the sensitivity analysis are summarized as 
follows. The lower bound on pumping is 80% of current 
pumping. The upper bound on pumping equals current 
pumping for cells where there is a current moratorium 
preventing increased pumping and 4 times current pumping 
for other pumping cells. 
The lower bound on variable heads in the first layer is the 
base of that layer. In the second layer where most of the 
pumping is occurring the maximum drawdown with respect 
to the current heads is 20 feet (6.1 m), suggested by D. 
Hansen (personal communication, 1990). In each constant 
head cell, recharge from the Great Salt Lake to the aquifer 
was not permitted to exceed the maximum recharge rate 
currently observed in any cell (not more negative than the 
most negative currently observed recharge). 
Total recharge from the Great Salt Lake is not permitted 
to exceed what is currently observed, thus insuring that the 
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scenario, and (c) after 20 years of scenario C, in parts per million. 
increase in pumping will not result in additional influx from 
the lake to the aquifer. Discharge to the Great Salt Lake is 
unbounded. Groundwater flow to the Jordan River and its 
tributaries should not be less than 50% of what is currently 
observed. 
7.3. Scenarios Considered 
The model is used for different scenarios to demonstrate 
the interaction between quality and quantity management. 
To most economically solve the subsystem contamination 
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Table 1. Summary of the Results for Tested Scenarios 
Scenario 
Category Unoptimized A B C D E F 
Percent change in pumping 0 27 27 25 15 16 18 
Percent change in SAI* 0 -22 -20 -19 -9 -12 -12 
Percent change in GSLAI? 0 -37 -35 -34 -77 -80 -67 
Percent of cells -< UNCON$ 0 ". 28 100 96 100 20 
Percent of cells -< STCONCõ 32 -.- 32 36 36 36 40 
*Net flow to stream from aquifer. 
?Net flow to Great Salt Lake from aquifer. 
$Percentage of subsystem pumping nodes where computed concentrations do not exceed 
concentrations resulting from unoptimized pumping concentrations. 
{}Percentage of subsystem pumping nodes where computed concentrations do not exceed 
the standard 500-ppm concentrations. 
problem, other measures beyond the scope of this study 
might be taken. Tested scenarios involve maximizing sus- 
tainable pumping, and in some cases, avoiding the ground- 
water quality deterioration resulting from management strat- 
egy implementation. An implicit goal is that any increase in 
pumping should not unacceptably affect the Jordan River or 
cause poor quality water to flow from layer 1 (the upper 
layer) to layer 2 (the principal aquifer) in selected sites. To 
attain these goals and variations thereof, the following 
scenarios A-F are tested: 
1. Scenario A is to maximize steady state pumping. 
2. Scenario B is to maximize unsteady state pumping for 
a planning period of 20 years, subject o a constraint that the 
pumping not decrease with time and that pumping at the end 
of that era be sustainable. 
3. Scenario C is the same as scenario B, but including 
water quality restrictions. The resulting sulfate concentra- 
tion should not exceed, if possible, the unoptimized concen- 
trations (i.e., the unoptimized concentrations are used as 
targets). Water of poor quality should not move downward 
to the principal aquifer in cell (16,18). 
4. Scenario D is the same as scenario C, except that 500 
ppm (sulfate legal standard) is used as a target instead of the 
unoptimized concentrations. 
5. Scenario E is the same as scenario D, but some 
bounds on pumping and heads are relaxed. Lower and upper 
bounds on pumping are 0.4 and 8 times, respectively, the 
current pumping, and drawdowns up to 40 feet (12.2 m) are 
permitted. 
6. Scenario F is the same as scenario D, except that only 
the easternmost column in the subsystem has target concen- 
trations (500 ppm). This slows plume movement toward the 
Jordan River. In addition, drawdowns up to 40 feet (12.2 m) 
are permitted. 
Scenarios A and B involve only flow management and do 
not involve the finite element ransport equations. Scenarios 
C-F combine both quantity and quality management. In all 
scenarios, decision variables are withdrawal at each pump- 
ing cell and stress period. Scenario E differs from scenario D
in that bounds are changed somewhat o improve water 
quality in the pumping nodes. Scenario F differs from 
scenario D in that fewer cells have target concentrations and 
drawdown can be greater. The results from these scenarios 
and the no-future-development case of continuing current 
pumping will be compared in section 8. 
8. Results and Discussion 
8.1. Scenario A: Maximize Steady State Pumping 
The model is solved cyclically until the largest absolute 
difference between heads for two consecutive cycles is less 
than 0.1 feet (0.03 m) (user convergence criteria). These 
results reflect fluxes at optimal steady state, not necessarily 
those occurring at any time in the next 20 years. 
The number of cycles required for convergence depends 
on the initial guess. However, once a feasible solution is 
found, only a few cycles are needed to reach the optimal 
solution (two to three, depending on the users' convergence 
criteria). Also, the time spent in each cycle is affected by the 
number of equations and variables. The numbers of equa- 
tions and variables are 1369 and 1795, respectively, for the 
partitioned model. They were 1096 and 1522, respectively, 
for the combined model version. 
Both linear and nonlinear formulations were used alter- 
nately. Fluxes computed using the two formulations are 
within 2% of each other, even when different initial guesses 
of the solution were used in the nonlinear model. Switching 
from the nonlinear to the linear formulation is always prob- 
lem free. When the linear formulation converged, switching 
to the nonlinear formulation might give an error resulting 
from the structure of the Jacobian matrix (a whole row of the 
Jacobian could be zero at an optimal solution, resulting in 
the singularity of the Jacobian matrix). 
Under the constraints cited above, regional pumping can 
increase 27% from 158 feet 3 s -1 (4.47 m 3 s -•) (current 
pumping) to about 201 feet 3s -1 (5.69 m 3 s -•) (Table 1). 
Only 31% of the 403 pumping cells increase in pumping. In 
250 cells (62%), pumping is at its lower bound, and in 113 
cells (28%), pumping is at its upper bound. Most cells where 
pumping increased are near the Jordan River and its tribu- 
taries. Net flow from aquifer to streams and flow to the Great 
Salt Lake decreased. Other fluxes remain similar to current 
conditions. 
Drawdowns in the first layer are not restrictive and are not 
shown here. Figure 5 shows drawdown contours in the 
principal quifer (layer 2) and identifies cells where pumping 
increases, decreases, or is unchanged. Groundwater flow is 
toward the Jordan River (Figure 5, column 18). 
It is useful to determine which model version and solver 
are more suitable for this type of problem. Four version/ 
solver combinations were tested beginning with the same 
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Figure 5. Drawdown contours in layer 2 after 20 years of scenario A, in feet (1 foot = 0.3048 m). 
initial guesses. System time requirement ranges from 1193 s 
for the combined LP model to 1429 s for the partitioned 
DNLP model. These are total system times on an Apollo 
4500 workstation with math accelerator and 16 megabytes of 
random access memory (RAM), under the Sys 10.1 operat- 
ing system. The combined LP formulation required only 67% 
as much elapsed time as the slowest formulation and seemed 
most suitable for this type of model. 
8.2. Scenario B: Maximize the Unsteady State 
Pumping Subject to a Final Sustainable Pumping 
After the End of Planning Period 
This scenario simulates transient groundwater flow for the 
20-year period and insures sustainability later by including 
the steady state flow equation. To insure monotonically 
increasing sustainable pumping (pumping will not have to be 
decreased after the 20-year planning period), equation (10) is 
added. The same bounds and types of equations presented 
previously are used for each stress period. 
The number of equations and variables were 4524 and 
4996, respectively, for the partitioned model. They were 
4091 and 4594, respectively, for the combined model. Pro- 
cessing time ranged from 14,413 s for the combined LP 
model to 21,401 s for the partitioned DNLP model. Again, 
the combined LP model is significantly faster than other 
alternatives. 
The sustainability constraint described above limits pump- 
ing such that those values and drawdowns are almost iden- 
tical to those of scenario A. Here (and in scenario A) 
pumping increased in 13 out of the 25 pumping nodes within 
the quality subsystem. These nodes are located in the 
eastern side of the quality study area near the Jordan River. 
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In the remaining 12 nodes, pumping decreased. Concentra- 
tion increased in 72% of the pumping nodes in the quality 
subsystem. The highest increase in sulfate concentration 
resulting from the implementation of scenario B is 501 ppm 
after 20 years, recorded in cell (30,!2), node 34. In general, 
the increases in concentration in the pumping nodes are not 
very high (only five nodes have an increase greater than 100 
ppm) and are smaller toward the east and the Jordan River. 
Sixteen odes (68%) will have a concentration exceeding 500 
ppm. These are the same nodes having excessive concentra- 
tion in the unoptimized scenario. 
8.3. Scenario C: Quantity and Quality Management 
With the Unoptimized Concentrations as a Target 
This scenario illustrates the trade-off between maximizing 
pumping and preventing concentrations from exceeding the 
unoptimized concentrations at control points. It uses the 
same flow formulation as scenario B, but w c equals 1 rather 
than 0 in the objective function. The model also contains the 
constraints related to contamination (see equations (3)-(5)). 
Target concentrations are the unoptimized values in pump- 
ing nodes. This scenario answers the question, How much 
can we increase pumping without increasing the number of 
pumping nodes that will exceed the sulfate health standard? 
This requires using about 400 more variables and equations 
in scenario C than in scenario B and increasing processing 
time by about 20% once a good initial feasible solution was 
found. Switching between the linear and nonlinear formula- 
tions was performed. The converged optimal strategies 
computed by both forms were very similar. For this and 
subsequent scenarios, multiple optimizations were per- 
formed, each using a different initial solution guess. For a 
particular scenario the resulting computed strategies varied 
insignificantly. However, global optimality could not be 
assured. There are too many variables for a practical empir- 
ical proof. 
Total pumping is less than in previous scenarios. Two 
percent of pumping is given up to achieve the quality 
enhancement described below. Otherwise, drawdowns and 
fluxes are generally similar to those computed by scenario B. 
Regionally, pumping increased (above current pumping) in 
fewer cells than in scenario B. 
In the subsystem where quality is modeled, pumping 
increased in four fewer cells than in scenario B. Interest- 
ingly, the locations of cells having increased pumping are 
almost the opposite (cells with increased pumping in one 
scenario, decreased pumping in the other scenario) to what 
was computed by scenario B. Pumping in all cells on or near 
the eastern side of the subsystem decreased in scenario C, 
reducing radients and slowing plume movement. 
Target concentrations were achieved at all quality control 
nodes. Sulfate concentrations after 20 years are less than the 
unoptimized concentrations in 42 out of 48 subsystem nodes 
(Figure 4c). This scenario shows that the model can be used 
to compute a significantly enhanced sustainable pumping 
strategy, without causing concentrations to exceed those of 
the unoptimized (no future increase in pumping) scenario. 
Because the water quality goal was achieved, increasing the 
wc value should not enhance goal achievement. Utilizing wc 
values of 50 and 100 resulted in substantial reduction in 
pumping but negligible further reduction in concentrations. 
Selecting wc values is a matter of trial and evaluation of 
results. 
8.4. Scenario D: Quantity and Quality Management Using 
the Standard (500 ppm) as Target Concentrations 
Time-averaged optimal pumping exceeds current pumping 
(Table 1) but is less than previous optimal scenarios, even 
though a wc of 1 is used. Pumping is at its lower bound in 
most cells. Pumping distribution differs from previous sce- 
narios, being concentrated in the central eastern section of 
the valley. In the subsystem, pumping decreased in all 
pumping cells near the Jordan River and increased in four of 
the 25 pumping cells. 
The objective to reduce concentrations to the 500-ppm 
health standard is not achieved in 16 out of 25 of the cells, 
although concentrations are less than in previous scenarios. 
Again, reducing pumping (mainly in the eastern side of the 
subsystem) and redistributing pumping slowed the plume. 
To improve objective attainment, some bounds should be 
relaxed. 
In scenarios A-D, constraints and bounds that most 
prevented pumping from increasing are (1) lower bound on 
recharge from Great Salt Lake, (2) constraint on constant 
head, (3) lower and upper bounds on pumping, (4) lower 
bound on head, and (5) constraint on base flow from aquifer 
to river. 
In regard to the above constraints the following observa- 
tions can be made. Assuming that the average level will 
remain constant for the next 20 years, constraint 2 should 
not be relaxed to enhance water quality goal achievement. 
The large number of pumping cells at their upper and lower 
bounds (constraint 3) suggests that total pumping can be 
increased by increasing upper bounds and decreasing lower 
bounds. These upper and lower bounds reflect management 
decisions and should be chosen carefully to realistically 
describe the practical future. Reducing the lower bound on 
pumping below 80% of current pumping can be politically 
infeasible. Although constraint 4 is tight, reported marginals 
suggest hat it is not as limiting as previous constraints. Also, 
it is important to limit drawdown within an acceptable range 
to avoid dewatering partially penetrating wells. In previous 
scenarios, constraint 5 is only tight in two or three of eight 
reaches. This and the value of the marginal suggest that this 
constraint is not very limiting. In fact, in some reaches the 
recharge is higher than the current recharge. 
8.5. Scenario E: Quantity and Quality Management 
With the Standard (500 ppm) Concentrations • 
as a Target and Relaxed Bounds 
This scenario attempts to improve attainment of the sce- 
nario D objective by relaxing lower and upper bounds on 
current pumping and maximum drawdown. Average com- 
puted pumping is 3 feet 3 s -1 (0.08 m 3 s -a) greater than 
scenario D (Table 1). Regional pumping increases slightly 
and drawdown increases to 40 feet (!2.19 m) in the east 
central portion of the valley. Concentrations resulting in all 
subsystem pumping nodes are lower than in previous sce- 
narios. However, some nodes still exceed 500 ppm. Al- 
though lower concentrations would probably result from 
increasing wc, pumping would also be less. No other wc 
values were tested because the main goal was regional 
sustainable pumping enhancement, and enhancing water 
quality beyond that of the unoptimized scenario would 
require drastically curtailing legal groundwater pumping. 
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Table 2. Comparison f Sulfate Concentrations After 20 Years in the 
Easternmost Column of the Subsystem 
Sulfate Concentrations for Different Scenarios, 
ppm 
Node Cell Unoptimized B C D E F 
44 (30, 15) 929 978 922 901 833 796 
45 (31, 15) 778 817 767 740 699 627 
46 (32, 15) 606 623 589 557 555 463 
47 (33, 15) 421 430 409 385 379 351 
48 (34, 15) 241 272 236 205 184 186 
Average concentration 595 624 585 558 530 485 
of the five nodes 
8.6. Scenario F: Slowing the Movement of the Plume 
Toward Jordan River 
To achieve this scenario's goal, nq in the objective func- 
tion (equation (1)) goes from 44 to NQ, instead of from 1 to 
NQ. The target concentration of (5) is still 500 ppm, but the 
model attempts to achieve the target only in the final column 
of the subsystem. Reducing concentrations in these nodes 
will slow the movement of contaminants toward the Jordan 
River. The maximum allowed drawdown is 40 feet (12.19 m); 
other bounds are the same as scenarios A-D. 
Average computed pumping is greater than that of scenar- 
ios D and E and current pumping. Drawdowns are most 
similar to those of scenario E. Although the water quality 
goal was not achieved, concentrations in the five target 
nodes of column 15 are lower than in any other scenario. 
Table 2 illustrates how average concentrations in the final 
column decrease as efforts to reduce concentrations increase 
(i.e., scenarios C-F). 
8.7. Sensitivity Analysis 
The effect of changes in aquifer parameters, bounds, and 
constraints on total regional pumping was evaluated (Table 
3). Total pumping is somewhat sensitive to most changes but 
is quite sensitive to vertical river-aquifer conductantes. 
Since most increase in pumping comes from reducing base 
flow and these parameters directly affect stream/aquifer 
interflow, one would expect these conductances to affect 
pumping significantly. Total pumping is also quite affected 
by the upper bound on pumping in individual cells. Total 
sustainable pumping is relatively unaffected by storage co- 
efficient and specific yield. 
The sensitivity of scenario D to assumed dispersivities 
was also evaluated. In four sensitivity analysis runs, values 
used initially in scenarios C-F were multiplied by 0.0, 0.5, 2, 
and 10, respectively. Resulting computed pumping is rela- 
tively unaffected. The number of pumping nodes having 
concentrations exceeding 500 ppm at 20 years was un- 
changed, although individual node concentrations did 
change. The regional model is not very sensitive to disper- 
sivities for the tested scenario. 
9. Summary and Conclusions 
9.1. Summary 
An integrated methodology for applying the embedding 
method to complex nonlinear groundwater management 
problems is tested. Via the U SUEM model a combination of 
new linear and nonlinear model formulations is used to 
successfully develop optimal groundwater pumping strate- 
gies for the Salt Lake valley. This valley contains confined 
and unconfined aquifer layers, both large and small contam- 
inant plumes, and declining water levels. If current pumping 
continues, the resulting water level declines and contami- 
nant migration will make some wells inoperable. 
There are as many possible scenarios as there are possible 
combinations of bounds, weights, and constraints. Scenarios 
Table 3. Summary of the Sensitivity Analysis 
Parameter 
Percentage Variation 
From Values Used 
for Scenario A or B 
Percentage Change in 
Pumping Compared 
With That From 
Scenario A or B 
Storage coefficient/specific yield* 
Conductancest 
Hydraulic conductivities/transmissivities? 
Lower bound on pumping? 
Upper bound on pumping? 
Maximum permitted drawdown? 
Minimum acceptable fiver-aquifer 
interflow? 
80 to 120 
50 to 150 
100 to 120 
0to 75 
50 to o• 
200 to 500 
40 to 160 
-0.1 to 1 
11.5 to -36.5 
0to8 
13.5 to 9.5 
-7.5 to 20.5 
3 to 4.5 
4.5 to -5.5 
*Computed using model of scenario A. 
?Computed using model of scenario B. 
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tested above reflect what can be reasonably done to maxi- 
mize sustainable pumping and control pumped concentra- 
tions. Computed optimal sustainable groundwater pumping 
can be 127% of current pumping. However, this assumes no 
special consideration is given to controlling migration of a 
large contaminant plume. To avoid degrading roundwater 
quality at pumped wells below that currently projected, the 
maximum sustainable pumping can be 125% of current 
pumping. Thus there is a minor 2%, 3 feet 3 s -1 (0.08 m 3 s -1) 
trade-off between a purely volumetric goal and achieving 
both volumetric and quality goals. 
Water quality goal achievement can be enhanced by 
increasing the value of its weight in the objective function. 
However, the natural hydraulic gradient near that plume is 
very steep. Without placing wells in currently nonpumping 
cells, using injection, or denying some existing water per- 
mits, it is not practical to prevent some well concentrations 
from exceeding health standards. However, plume move- 
ment toward the Jordan River can be slowed. 
An interesting observation is that two-flow optimization 
models (neither of which considered transport) both computed 
the same optimal strategy, although one was much simpler than 
the other. A steady state model gave the same answer as a 
model that included (1) transient flow constraints, (2) terminal 
(steady state) constraints, and (3) monotonicity constraints 
which prevented pumping from decreasing with time. This 
result supports use of steady state optimization models for 
regional sustained groundwater yield planning. 
The USUEM model contains both linear and nonlinear 
(discontinuous derivative) embedded finite difference flow 
equations and finite element solute equations. Here the 
temporal discretization for transport was 4 times that used 
for flow. Validity of the simulation ability of both linear and 
nonlinear forms of the model was verified by comparison 
with MODFLOW and SUTRA. For the same known system 
stresses and fluxes, U SUEM computes the same system 
responses as those well-known simulation models. 
Having both linear and nonlinear formulations is useful. it 
is frequently easier to develop initially optimal solutions 
using the nonlinear model. Subsequent optimizations pro- 
ceeded more rapidly using the linear form. After repetitive 
optimizations both linear and nonlinear models converged to 
essentially the same optimal solution. 
Another desirable feature is having both partitioned and 
combined forms of the flow equation. In the partitioned form 
each ttux that can be described by nonsmooth function 
(having discontinuous derivative) is represented by a sepa- 
rate equation and variable. In the combined approach there 
is only one flow equation per cell, and only heads and 
pumping are variables. The partitioned form is more useful 
in the initial stages of optimization for identifying processes 
and data that cause constraint violations. The combined 
form is more useful ater because it requires less memory 
and solves more rapidly. 
9.2. Conclusions 
The embedding technique can be applied successfully to 
optimizing long-term, reconnaissance scale planning of 
large-scale nonlinear groundwater problems. Here this in- 
volves embedding transient flow and transport equations, 
utilizing linearized and nonlinear versions of those equa- 
tions, and cycling (reinitializing and repeating the optimiza- 
tion) until a convergence riterion is satisfied. Having both 
nonlinear and linear forms of the same problem is a key 
dement of the process. The nonlinear form can be essential for 
developing an initial feasible or optimal solution. The linear 
form frequently solves and converges much more rapidly in 
subsequent optimizations. Both ultimately converge to nearly 
the same solution, lending confidence to optimality. 
The modeling approach should be useful for nonlinear 
systems where a large proportion of the cells (1) contain 
pumping as a decision variable, (2) require head constraint, 
or (3) have fluxes described by nonsmooth functions (dis- 
continuous derivatives). The simulation abilities of this 
embedding approach are useful for coarse scale management 
of groundwater flow and dispersed groundwater contamina- 
tion. It is assumed that each cell might have many wells and 
that treating a cell's pumping as if it were uniformly distrib- 
uted across the cell is appropriate. This approach is not a 
substitute for the detailed transient management capabilities 
of the response matrix approach. 
The approach should be useful for integrating management 
of groundwater supply and nonpoint source pollution. The 
objective function emphasizes both maximizing groundwater 
pumping and achieving target groundwater qualities. The use 
of weights in the objective function permits the planner to 
favor one objective over the other. This makes it easy to 
determine trade-offs between goals. 
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