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 要  旨 
動画配信サービスの普及やコンテンツの高画質化によりインターネット通信量が増大してい
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Interconnected-FPGAsと呼ぶシステムを開発している [3]．図 2.2.1に 2ノード構成の Interconnected-
FPGAsの構成例を示す．計算ノードはホスト計算機と PCI-Expressに接続された FPGAボードで
構成される．FPGAボードにはフラッシュストレージと光ネットワークインタフェイスが搭載され
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図 4.2.4: 実装 (4)キャッシュ領域に DRAMを使用した場合の構成
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表 4.1: 各手法の比較
実装手法 キャッシュ制御 データ転送 コンテンツ保存先
実装 (1) Host PC 10G-Ethernet Host接続の SSD
実装 (2) Host PC GiGA CHANNEL FPGA接続の SSD
実装 (3) FPGA Board GiGA CHANNEL FPGA接続の SSD




実装 (2)では，図 4.2.2の赤枠に示す部分に FPGAボードを接続し，キャッシュサーバ間の通信
を FPGAボード搭載の専用ネットワークであるGiGA CHANNELを使用する．また，コンテンツ
は FPGAボードに接続された SSDに格納する．この実装ではキャッシュ制御はソフトウェアで実
行し，FPGAは GiGA CHANNEL通信プロトコル処理と SSDアクセスのみを担当する．
実装 (3)では，FPGA上でキャッシュ制御を行うために図 4.2.3の赤枠部分に示すHCC(Hardware
Cache Controller)と呼ぶモジュールを実装し，実装 (2)で述べた通信プロトコルと SSDアクセスに
加え，キャッシュ制御処理の一部をハードウェアで行う．





本研究では AVALDATA社の APX-7142改を使用する．APX-7142改は APX-7142[14]に搭載さ













FPGA Device Stratix V GX
5SGXMA3K1F40C2N
DRAM DDR3 800 MHz, 2 GB
Flash Storage SAS connecter extends 4 SATA ports
TOSHIBA THNSNH060GCST
60GB × 4
Network Proprietary GiGA CHANNEL
Optical token ring network
14 Gbps × 2ch
PCIe I/F Gen2 × 8 Lane
Internal Bus Proprietary AVAL-bus
256 bits-width, 125MHz
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図 4.3.1: FPGAボード APX-7142改




































図 4.4.1: 実装 (1)の処理の流れ
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4.5 SSDアクセスとノード間通信をFPGAオフロードする実装












































図 4.5.1: 実装 (2)の処理の流れ
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4.6 キャッシュ制御をFPGAオフロードする実装
















































タを読み出し，NW I/Fと DRAM I/Fにデータを転送する．NW I/Fと DRAM I/Fの両方にデータ
を転送することで全ノードのDRAMにデータが書き込まれる．データ転送が完了またはコンテン
ツミスとなった場合は，DRAM I/FとNW I/Fにレスポンスを送信する．コンテンツデータやレス
ポンスを NW I/Fと DRAM I/Fの両方に送信するために SHRMC(Share Memory Controller)という
モジュールを追加している．
また，FPGA 上にホスト計算機から書き換え可能な Local Register が実装されている．Local
RegisterはHCCと接続されており，サーバの色タグ情報などHCCの動作に必要なパラメータを設
定するために使用する．




































コンテンツ IDの総数が 20bit，チャンク番号が 8bitである場合の例を示す．コンテンツ IDが
12345(16進数)，チャンク番号が 03(16進数)の場合アドレスは 1234503(16進数)となる．ダイレク
トマップのアドレスの割り当てをタグ 16bit，インデックス 8bit，オフセット 4bitとするとき，ア
ドレスとの対応は図 4.6.4のようになる．
このアドレスのデータが格納されているときの BRAMと SSDのデータ構造について図 4.6.5に
示す．BRAMにはキャッシュされているコンテンツのタグが格納されている．コンテンツ検索時
に，インデックスに対応するBRAMアドレスを参照し，BRAMに対応するタグが格納されている
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本研究で使用した FPGAをボードと計算機の仕様をそれぞれ表 4.2，表 5.1に示す．
表 5.1: 計算機環境
CPU Intel Core i5-10400 2.90GHz
(6C12T)
Memory DDR4 2666 MHz 32GB
Network Intel Ethernet Controller X540-AT2 10Gbps











































実装 (2)の場合は，全体の遅延は 272µsとなった．サーバ側の遅延は 146µsと実装 (1)より増加
している．これは，ソフトウェアでキャッシュ制御をしており，コンテンツデータの読み出しには









また，実装 (3)，実装 (4)においてクライアント側とキャッシュサーバ側の FPGAボード間のNW
I/Fによる遅延は約 4µsとなり非常に低遅延であることを確認した．







































































































































































実装 (4)における FPGAのリソース使用量を表 5.2に示す．リソース使用量は Intel社の FPGA
設計・開発ソフトウェアであるQuartusを用いて調べた．FPGA全体のロジック使用量は 64%であ



































Logic utilization 128300 82425 (64%) 1264.5 (16%)
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