We prove that the Milnor fibrations over a same base of a family of Newton nondegenerate isolated singularity complete intersections which have the same Newton boundaries are isomorphic. As a consequence, we obtain that the Milnor number of a Newton nondegenerate complete intersection is an invariance of Newton boundaries.
Introduction
Let f : (C n , 0) → (C p , 0) be an analytic mapping from a neighbourhood of the origin of C n to C p such that V := f −1 (0) is a germ of a complete intersection variety with an isolated singularity at 0. Let ǫ 0 be a positive and sufficiently small real number such that the sphere is a locally C ∞ -trivial fibration. This fibration is called the Milnor fibration and its fiber F 0 (f ) = f −1 (t) ∩ B 2n ǫ 0 is called the Milnor fiber of f at the origin, where t ∈ U \ D(f ) (see [8] ). By a result of Hamm [2] , the Milnor fiber F 0 (f ) is a non-singular analytic manifold which is homotopically equivalent to a bouquet of real spheres of dimension n − p. The number of such spheres is called the Milnor number of f and is denoted by µ 0 (f ). For each C ∈ π 1 (U \ D(f )), the Milnor fibration generates a fibration:
We call this the Milnor fibration over C, or the monodromy over C of f .
In this paper we prove that the Milnor fibration over a same base associated to a nondegenerate isolated complete intersection singularities is an invariance of the Newton boundaries. More precisely, we show that, if {f t , t ∈ [0, 1]} is a family of convenient analytic mappings defined in a neighbourhood of the origin of C n whose Newton boundaries are independent of t and zero sets f −1 t (0) are Newton non-degenerate complete intersections (see Definition 2.1), then the monodromies of f t over any common closed curve are isomorphic (see Theorem 4.1). As a corollary, we prove that the Milnor number of nondegenerate isolated complete intersection singularities is an invariant of Newton boundaries (see Theorem 4.2) . Our result is the version for complete intersections of [11, Theorem 2.1] where the case p = 1 was studied. It also gives an analog of the µ-constance theorem due to Le Dung Trang and C. P. Ramanujam ( [7] ). Similar observations for global settings were considered in [4] , [3] , [14] , [15] , [10] .
Notations and Definitions
In this section we present some notations and definitions, which are used throughout this paper.
2.1. Notations. We suppose 1 n ∈ N and abbreviate (x 1 , . . . , x n ) by x. The inner product (resp., norm) on C n is denoted by x, y for any x, y ∈ C n (resp., x :=
x, x for any x ∈ C n ). The complex conjugate of a complex number c ∈ C are denoted by c.
For each ǫ > 0, we will write B 2n ǫ := {x ∈ C n : x ≤ ǫ} for the closed ball and write S 2n−1 ǫ := {x ∈ C n : x = ǫ} for the sphere.
Given nonempty sets I ⊂ {1, . . . , n} and A ⊂ C n , we define
Let C * := C \ {0} and we denote by Z + the set of non-negative integer numbers. If α = (α 1 , . . . , α n ) ∈ Z n + , we denote by x α the monomial x α 1 1 · · · x αn n . The gradient of an analytic function defined in a neighbourhood of the origin h : (C n , 0) → (C, 0) is denoted by ∇h as usual, i.e.,
so the chain rule may expressed by the inner product ∂h/∂v = v, ∇h .
2.2.
Newton polyhedra and non-degeneracy conditions. Let h : (C n , 0) → (C, 0) be analytic function defined in a neighbourhood of the origin such that h(0) = 0. Suppose that h is written as h = α a α x α . Then the support of h, denoted by supp(h), is defined as the set of those α ∈ Z n + such that a α = 0. The Newton polyhedron of h, denoted by Γ + (h), is defined as the convex hull in R n of the union of {α + R n + } for α ∈ supp(h). The Newton boundary of h, denoted by Γ(h), is by definition the union of compact boundary of Γ + (h). The function h or its Newton boundary is said to be convenient if Γ(h) intersects each coordinate axis in a point different from the origin 0 in R n . For each (compact) face ∆ of Γ + (h), we will denote by h ∆ the polynomial α∈∆ a α x α ; if ∆ ∩ supp(h) = ∅ we let h ∆ := 0.
Given a nonzero vector q ∈ R n ≥0 , we define
It is easy to check that for each nonzero vector q ∈ R n ≥0 , ∆(q, Γ + (h)) is a closed face of Γ + (h). Conversely, if ∆ is a closed face of Γ + (h) then there exists a nonzero vector q ∈ R n ≥0 such that ∆ = ∆(q, Γ + (h)).
Remark 2.1. The following statements follow immediately from definitions:
(i) For each nonempty subset I of {1, . . . , n}, if the restriction of h on C I is not identically zero, then Γ + (h) ∩ R I = Γ + (h| C I ). Also, for every nonzero vector q = (q 1 , . . . , q n ) ∈ R I with q i > 0 if i ∈ I and ∆ := ∆(q, Γ + (h| C I )), one can find a strictly positive vector q ′ ∈ R n >0 such that ∆ = ∆(q ′ , Γ + (h)).
(ii) Let ∆ := ∆(q, Γ + (h)) for some nonzero vector q := (q 1 , . . . , q n ) ∈ R n ≥0 . By definition, h ∆ = α∈∆ a α x α is a weighted homogeneous polynomial of type (q, d := d(q, Γ + (h))), i.e., we have for all t and all x ∈ C n , h ∆ (t q 1 x 1 , . . . , t qn x n ) = t d h ∆ (x 1 , . . . , x n ).
This implies the Euler relation
Now, let f = (f 1 , . . . , f p ) : C n → C p be an analytic mapping defined in a neighbourhood of the origin in C n such that f (0) = 0. The following definition of non-degeneracy is inspired from the work of Kouchnirenko [6] , where the case S = C n was considered (see also [12] , [13] ). Definition 2.1. We say that the variety V := f −1 (0) is a (Newton) non-degenerate complete intersection variety at the origin 0 ∈ C n if, for any strictly positive weight vector q ∈ R n >0 the p-form df 1
i.e., the system of gradient vectors ∇f j ∆ j (x) for j = 1, . . . , p is C-linearly independent on this variety; where ∆ j := ∆(q, Γ + (f j )) for j = 1, . . . , p.
Milnor fibration
Let F (t, x) = (F 1 (t, x), . . . , F p (t, x)) : [0, 1] × C n → C p be a mapping such that F is real analytic on t and for each t ∈ [0, 1] the map f t (x) := F (t, x) is analytic in some neighbourhood of the origin in C n with f t (0) = 0. For fixed t ∈ [0, 1] and each j = 1, . . . , p, we denote f j t the function f j t (x) = F j (t, x).
Definition 3.1. We say that the positive number ǫ 0 > 0 is a uniform stable radius for the Milnor fibration of the family
We have the following properties of Milnor balls. (i) For each j = 1, . . . , p, the Newton boundary of f j t is convenient and does not depend
is a Newton non-degenerate complete intersection variety at the origin.
Then the family {f t } t∈[0,1] has a uniform stable radius.
Proof. Assume by contradiction that such a uniform stable radius does not exist, then there exist sequences
The numbers λ k j , j = 1, . . . , p + 1 are not all zero for any k ∈ N. By the Curve Selection Lemma (see [9] ), there exist analytic curves
. . , p + 1, are not all zero for any s ∈ (0, ǫ).
Put I := {i : φ i ≡ 0}. By the condition (a5), I = ∅. For i ∈ I, we can write the curve φ i in terms of parameter as follows
where x 0 i = 0, and q i ∈ Q. We have min i∈I q i > 0, due to the condition (a5). We also write t(s) as t(s) = t 0 + t 1 s q + higher-order terms in s,
where this linear function attains its minimum value. Remark that the Newton polyhedrons Γ + (f j t ) do not depend on t. It is easy to check that
For i ∈ I and j ∈ {1, . . . , p}, we also have:
It follows from (a7) Then the condition (a7) is equivalent to the following:
where dots stand for higher-order terms in s.
Two equalities 1 and 3 imply the contradiction to the nondegeneracy of f t 0 .
If λ p+1 (s) ≡ 0 : we also write λ p+1 (s) as λ p+1 (s) = c p+1 s β p+1 + higher-order terms in s, c p+1 = 0.
The equation 2 becomes
Since c p+1 and x 0 i are nonzero for all i ∈ I, we get e − q i ≤ β p+1 + q i for all i ∈ I. If e − β p+1 < 2 min i∈I q i then by the same argument as above we obtain a contradiction to the non-degeneracy condition of f t 0 . Otherwise, if e − β p+1 = 2 min i∈I q i > 0. Denote
The equation 4 gives us the following
the last equation holds because for all i ∈ I and all j ∈ J, the polynomial (f j t 0 ) ∆ j does not depend on the variable
On the other hand, by the Euler relation, for all j ∈ J, we have
Combining this equality and the equation 1 we get
Therefore i∈I 1 c p+1 |x 0 i | 2 e−m p+1 2 = 0. This is a contradiction.
Remark 3.1. It implies from the proof of Lemma 3.1 that for each t the zero set f −1 t (0) has only isolated singularity at the origin. Now we work with the non-convenient case. Let f (x) = (f 1 , . . . , f p )(x) : (C n , 0) → (C p , 0) be a germ of analytic mapping such that f (0) = 0 and V := f −1 (0) is a germ of a complete intersection with an isolated singularity at the origin.
Let O C n ,0 be the ring of germs of analytic functions at 0 ∈ C n and m be its maximal ideal. Let J f be the ideal of O C n ,0 generated by f 1 , . . . , f p and determinants of maximal order minors of the Jacobian matrix of f . Since f −1 (0) has only isolated singularity at the origin, by the Hilbert nullstellensatz ( [5], Proposition 1.1.29) we have
Let µ ∈ N be the smallest number such that
The following is an analog of Lemma 2.5 in [11] .
Lemma 3.2. With the above notation, consider the family
where ν = (ν 1 , . . . , ν n ) ∈ N n satisfying |ν| = n i=1 ν i ≥ µ + 2 and for each i, either ν i = 0 or ν i ≥ 2. Then the family {f t } t∈[0,1] has a uniform stable radius for the Milnor fibration.
Proof. Suppose that such uniform stable radius does not exist. Then, by the same argument as in the proof of Lemma 3.1, we can find real analytic functions: φ = (φ 1 , . . . , φ n ) : [0, ǫ) → C n , t : [0, ǫ) → [0, 1] and λ j : (0, ǫ) → C, j = 1, . . . , p + 1, such that (1) φ(s) → 0, as s → 0 and φ(s) = 0 for all s ∈ (0, ǫ);
(2) F (t(s), φ(s)) = 0 for all s ∈ (0, ǫ);
for all s ∈ (0, ǫ); (4) λ j (s), j = 1, . . . , p + 1, are not all zero for any s ∈ (0, ǫ).
We expand those functions as follows:
φ i (s) = x 0 i s q i + · · · , i = 1, . . . , n t = t 0 + t 1 s q + · · · , λ j = c j s β j + · · · , j = 1, . . . , p + 1 where q i > 0 for all i (possibly q i = ∞). For each i we have q i = ∞ if φ i ≡ 0, otherwise x 0 i ∈ C * . We also see that t 0 ∈ [0, 1] and q > 0. Put
Without loss of generality, we may assume that a = q 1 .
Denote by F j , j = 1, . . . , p the component functions of F . Take the derivative both sides of (2), we obtain that:
Combining these equations with the condition (3), we get:
We consider the following two possibilities:
Case 1: λ p+1 = 0. If λ 1 = 0, then φ ν (s) = 0. Since for each i either ν i = 0 or ν i ≥ 2, it implies from (2) and (3) that f (φ(s)) = 0 and j=1,...,p ∇f j (φ(s)) = 0. This means f −1 (0) has non-isolated singularities at the origin (contradiction). Otherwise, if λ 1 = 0 the the vectors ∇f 2 (φ(s)), . . . , ∇f p (φ(s)) are linearly dependent. Furthermore x µ 1 ∈ J f then there exist analytic functions g j , h k such that
where J k are determinants of maximal order minors of the Jacobian matrix of f . Substitute x = φ(s) both sides of the above equation and remark that all the determinants J k (φ(s)) = 0, we get φ µ 1 (s) = −t(s)g 1 (s)φ µ (s). This is again a contradiction, since the order of the left hand side is aµ, while the right hand side's order is not less that aν.
Case 2: λ p+1 = 0. It follows from the equation (5), by comparing the orders, that
by the assumption ν > µ + 1, we get a + β p+1 − β 1 > aµ.
On the other hand, it is easy to check that
Hence, due to x µ 1 ∈ m, there exist analytic functions g ′ j , h ′ k , p I such that . ..,iν )⊂{1,...,n}
where f j t are component functions of f t vanishing along φ(s) and J ′ k are determinants of maximal order minors of Jacobian matrix of f t . Substituting x by φ(s) both sides of the equation gives us the following
By the condition (3), the first row of the Jacobian matrix of f t (the gradient vector of f 1 t ) is the linear combination of the others and the vector λ p+1 (s) λ 1 (s) φ(s). Thus the order of J ′ k (φ(s)) is not less than a + β p+1 − β 1 . By comparing orders of both sides of the equation (6) we get the contradiction.
One application of uniform stable radius is the following. This means that the set f −1 t 0 (0) does not intersect the sphere S 2n−1 ǫ 0 transversally. This is a contradiction.
For each t ∈ [0, 1] let D t be the discriminant set of f t : C n → C p . Then D t ⊂ C p is a hypersurface of dimension p − 1 (see [8] , Section 2.8). We have the following remark of Milnor fibration of the family f t . 
is a locally C ∞ -trivial fibration.
Proof. The proof is straightforward by the Ehresmann theorem.
Invariance of Milnor fibrations
Let F (t, x) = (F 1 (t, x), . . . , F p (t, x)) : [0, 1] × C n → C p be a mapping such that F is real analytic on t and for each t ∈ [0, 1] the map f t (x) := F (t, x) is analytic in some neighbourhood of the origin in C n with 0 ∈ V t := f −1 t (0). For fix t, we also denote f j t the function x → F j (t, x). In this Section, we consider the Milnor fibration of the family over a common base. The main result is the following. Theorem 4.1. With the above notation, suppose that the family {f t } t∈[0,1] has a uniform stable radius for the Milnor fibration ǫ 0 . Denote U the neighbourhood of the origin in C p as in Lemma 3.3. Let C be any closed subset of U \ (∪ i∈[0,1] D t ). Then the Milnor fibration of f t , t ∈ [0, 1] over C are isomorphic; i.e. there is C ∞ -difeomorphism
which makes the following diagram commutes
In order to prove the theorem, we need the following lemma. Proof. Assume by contradiction that the conclusion of the lemma does not hold. Similarly, by Curve Selection Lemma, there are analytic curves:
(a4) λ j (s), j = 1, . . . , p + 1, are not all zero for s ∈ (0, ǫ ′ ).
By the same argument as in the proof of Lemma 3.3 we may assume that there exist limits That means the set f −1 t 0 (c) does not intersect the sphere S 2n−1 ǫ 0 transversally. This is a contradiction to the conclusion of Lemma 3.3. Finally, we can see that for each x ∈ f −1 0 (C) ∩ B 2n ǫ 0 , there exists a unique C ∞ -map ϕ : [0, 1] → C n such that ϕ ′ (t) = v(t, ϕ(t)), ϕ(0) = x.
Moreover, for each t ∈ [0, 1], the map
, is well-defined and is a C ∞ -diffeomorphism, which makes the following diagram commutes 
