Techniques of quantum, semiclassical, and nonlinear classical mechanics are employed to investigate the bending dynamics of acetylene, as represented by a recently reported effective Hamiltonian ͓J. Chem. Phys. 109, 121 ͑1998͔͒, with particular emphasis on the dynamics near 15 000 cm Ϫ1 of internal energy. At this energy, the classical mechanics associated with the bending system is profoundly different from that at low energy, where normal mode motions ͑trans and cis bend͒ dominate. Specifically, at 15 000 cm
I. INTRODUCTION
This paper utilizes techniques of quantum, semiclassical, and nonlinear classical mechanics to address the question: ''What are the stable bending vibrational motions of acetylene at the threshold of isomerization?'' Several aspects of this question require clarification. First, the isomerization in question is from the stable, linear structural isomer of acetylene to the quasistable vinylidene structure; the zero-point level of vinylidene is predicted by ab initio theory to be 15 200 cm Ϫ1 ͑Ϯ205 cm
Ϫ1
͒ above that of linear acetylene, and the depth of the vinylidene well is only ϳ1000 cm
. 1 The isomerization motion itself involves very large amplitude bending motions, since in going from linear acetylene to vinylidene, one of the two hydrogens must be translated from one side of the CC bond to the other. Here, however, we are not concerned with the isomerization motion ͑appro-priate experimental data is lacking͒, but rather with the emergence of surprisingly stable large amplitude bending motions of acetylene when it has nearly enough energy to isomerize ͑i.e., Շ15 000 cm Ϫ1 ͒.
The quantum, semiclassical, and classical studies described here are all based upon an effective Hamiltonian model of the acetylene bend degrees of freedom which has been described previously. This model is expressed in terms of 16 empirically adjusted parameters and reproduces 84 pure bending vibrational levels of acetylene up to 15 000 cm Ϫ1 of internal energy with an accuracy of Ϯ1.4 cm
. 2 In this and previous work we have argued that, in the absence of a potential surface with sufficient accuracy, effective Hamiltonians can provide substantial insights into quantum vibrational dynamics. In particular, previous studies of the time-domain dynamics 2 and quantum eigenfunctions 3 associated with this effective Hamiltonian have revealed that the quantum bending dynamics of acetylene at high energies ͑ϳ15 000 cm Ϫ1 ͒ is strikingly different from that at low energies, where the eigenstates can be assigned normal mode quantum numbers. The study of the quantum eigenstates bend ͑one hydrogen bending͒ and counter-rotation ͑the two hydrogens undergoing circular motion at opposite ends of the molecule͒ motions.
Here we use techniques of nonlinear classical mechanics to study the same system. Specifically, using standard semiclassical correspondence rules, we transform the quantum effective Hamiltonian to a classical one, and examine the structure of phase space of the classical system ͑i.e., important periodic orbits, fraction of phase space occupied by classical chaos͒ as a function of energy. Particular attention is paid to the high energy regime ͑ϳ15 000 cm Ϫ1 ͒, where the classical mechanics confirms the existence of stable local bend and counter-rotation motions and uncovers several more complicated yet stable bending vibrational motions that had not previously been inferred from the quantum wave functions.
We wish to mention briefly at the outset what we consider to be the most salient conclusions of this work. First, the vast majority of the eigenstates of the quantum bending effective Hamiltonian have well-defined nodal coordinates that coincide with the stable periodic orbits of the classical system. 4 Despite the fact that chaos becomes prominent in the classical mechanics at energies as low as ϳ6000 cm Ϫ1 , the majority of the eigenstates can be assigned semiclassical quantum numbers ͑number of quanta of excitation along the various stable periodic orbits͒, even at ϳ15 000 cm
. It should be emphasized that the nodal coordinates of eigenfunctions in three or more dimensions are not always obvious by inspecting the eigenfunctions in an arbitrary set of coordinates, but the stable periodic orbits form a set of natural coordinates for visualizing the eigenfunctions. 4 We believe that the semiclassical assignment of the quantum eigenstates of acetylene is more than a simple cataloging exercise. The ability to associate the quantum eigenfunctions with stable classical motions may, for instance, lead to new strategies for mode selective chemistry. It is possible to identify pairs of nearly isoenergetic eigenstates that are associated with qualitatively different vibrational motions; such pairs of eigenstates might then be expected to have exploitably distinct chemical properties, such as rates of reaction in certain bimolecular reactions.
A second, related conclusion is the contrast between the exceptionally complicated appearance of the ͑dispersed fluorescence and stimulated emission pumping͒ experimental spectra and the surprisingly simple dynamics ͑either quantum or classical͒ that can be inferred from these spectra, when properly analyzed. This contrast has been a recurring theme in the Field group's recent work on highly vibrationally excited acetylene and is amplified here. In previous work, it has been demonstrated that much of the perceived complexity of acetylene Ã →X dispersed fluorescence spectra can be accounted for by the energetic interleaving of polyad fractionation patterns: groups of peaks that terminate on eigenstates which are characterized by the same set of polyad quantum numbers. Once separated from each other, many of the polyad fractionation patterns, which encode the quantum dynamics of the molecule, can be observed to be surprisingly simple. In the present paper, another layer of complexity is removed, namely the energetic interleaving of eigenstates that belong to the same polyad but are associated with ͑i.e., have nodal coordinates along͒ qualitatively distinct periodic orbits. This paper will proceed as follows. In Sec. II, we derive the classical Hamiltonian that is studied in this paper, starting from the previously published quantum effective Hamiltonian. The approach that we take is standard, and the technical details presented may be skipped by a reader who is interested primarily in the physical insights that have been gained into large-amplitude vibrational motion; we do caution, however, that the notation which is used throughout the paper is defined in this section. In Sec. III, we explore the qualitative changes in the classical dynamics of the system that occur as a function of energy, from the primarily normal mode dynamics at low energy, through the onset of chaos at ϳ6000 cm
, to the high energy ͑ϳ15 000 cm Ϫ1 ͒ regime, where new stable bending motions coexist with classical chaos. In Sec. IV, we provide a detailed enumeration of the important periodic orbits near 15 000 cm
, and in Sec. V, most of the quantum eigenfunctions near 15 000 cm Ϫ1 are shown to have nodal coordinates that coincide with these periodic orbits, thus permitting semiclassical assignment of the majority of eigenstates. Our remarks in the conclusion, Sec. VI, will be directed largely toward a comparison of our approach with other classical and semiclassical studies of acetylene and other small polyatomic molecules.
II. CLASSICAL HAMILTONIAN
The existence of approximately conserved, polyad quantum numbers makes it possible to reduce the dimensionality of the classical bending problem for acetylene to just 2 degrees of freedom. First, the polyad number N s , the total number of quanta of stretch excitation, implies the existence of ''pure bending'' polyads (N s ϭ0) that involve no stretch excitation. These pure bending polyads involve 4 degrees of freedom ͑each bend mode, trans and cis, is doubly degenerate͒. However, each of the pure bending polyads is in turn characterized by two additional polyad numbers: N b , the total number of quanta of bend excitation, and l, the total vibrational angular momentum. These polyad quantum numbers were assigned previously to levels observed in dispersed fluorescence spectra by the Field group 5 using pattern recognition algorithms. 6, 7 These experimental studies indicated that the polyad quantum numbers remain approximately conserved up to at least 15 000 cm
Ϫ1
. We will adopt in this paper the notation of Ref. 3 for the pure bending polyads, ͓N b ,l͔ gϩ , where the superscript indicates ͑when relevant͒ two other quantum mechanically conserved quantities-g/u symmetry, and parity ͑ϩ/Ϫ͒.
The acetylene pure bending spectrum up to 15 000 cm
͑84 vibrational levels͒ has been fit ͑to Ϯ1.4 cm
͒ using an effective Hamiltonian defined by 16 adjustable parameters. This effective Hamiltonian has been described in detail previously. 2, 3 Since the cis and trans bending modes are each doubly degenerate, the effective Hamiltonian is expressed in terms of raising (â † ) and lowering (â ) operators for the two dimensional ͑2D͒, isotropic harmonic oscillator. 3 These op-erators are labeled with d ͑right͒ and g ͑left͒ subscripts, using the notation of Cohen-Tannoudji et al., 8 and are defined as
where x/y represent the two equivalent rectilinear coordinates for the 2D oscillator. The d/g operators have the convenient property that the number operators corresponding to the conventional quantum number labels for the 2D oscillator can be expressed as
Note that, based upon these definitions, both â d and â g destroy one quantum of vibration (v), but â d decreases the angular momentum ͑l͒ by one, while â g increases it by one.
Acetylene has two doubly degenerate bending degrees of freedom, trans ͑mode 4͒ and cis ͑mode 5͒ bend, and thus the bending effective Hamiltonian has 4 degrees of freedom: 4d, 4g, 5d, and 5g. This quantum mechanical effective Hamiltonian can be converted to a classical Hamiltonian using standard semiclassical rules. 9 It is particularly convenient to write the classical Hamiltonian in terms of action (I j ) and angle ( j ) variables ͑as opposed to positions and momenta͒, because the quantum mechanical raising and lowering operators can be replaced by
The classical Hamiltonian that results from the application of these correspondences will, of course, still have 4 degrees of freedom, which we continue to denote by 4d, 4g, 5d, and 5g; the explicit form of the classical Hamiltonian, expressed in terms of the 16 molecular constants, is , to permit easier comparison with the quantum mechanical energy levels, which in the spectroscopic tradition are conventionally referenced to the zeropoint energy.
Since two conserved ͑polyad͒ quantum numbers (N b , the total number of quanta of bend excitation, and l, the total vibrational angular momentum͒ are associated with the quantum effective Hamiltonian, it is expected that two corresponding conserved quantities should be associated with H C . These conserved quantities are K a ϭ͑I 4d ϩI 4g ϩI 5d ϩI 5g ͒/4 ͑8͒
and
which correspond to the polyad quantum numbers N b and l respectively. Please note that K a is defined here as a conserved action and should not be confused with the symmetric rotor rotational quantum number. The conservation of these quantities can be verified by computing their Poisson brackets ͑classical mechanical analog of the commutator͒ with H C . Specifically, 4K a is the total excitation of all elementary oscillators, including the zero point excitations. Since in the harmonic limit each of the four oscillators has 1/2 quantum of zero-point excitation, the correspondence between the classically and quantum mechanically conserved total actions can be established as N b ϭ4K a Ϫ2. K b is one-fourth of the total vibrational angular momentum (lϭ4K b ). The existence of these conserved quantities implies that the behavior of H C can be studied in just two dimensions, which, as will be seen below, makes possible a very detailed study of both the classical dynamics and quantum-classical correspondence. That is, we can perform a ͑canonical͒ transformation to rewrite H C in terms of a new set of action/angle variables that include the conserved quantities K a and K b as two of the actions. H C in this new set of action/angle variables can thus be considered a 2 degree of freedom system, in which the values of the conserved quantities, K a and K b , enter as parameters. The angles that are conjugate to K a and K b we will call a and b , respectively. The other two, nonconserved actions we label as J a and J b , and their conjugate angles are a and b . In a technical sense, the transformation from the original set of actions and angles ͑i.e., 4d,4g,5d,5g) to this new set of actions and angles, with the conserved quantities made explicit, is defined by the following generating function:
The ability to specify a generating function for the transformation guarantees that it is canonical ͑i.e., that the form of the Hamiltonian equations of motion are invariant upon transformation͒; the explicit form of the transformation is
It should be noted that a similar canonical transformation has been used in other theoretical studies of acetylene. 11, 12 One minor difference is that we have reduced the angles by a factor of 2, so that the Hamiltonian is periodic in the angles a and b with period 2, instead of period .
In these new coordinates the Hamiltonian function acquires the form
Note that the angles a and b do not appear in H C . This Hamiltonian defines the system which we now investigate. Note that, for convenience in later sections, we have divided the Hamiltonian H C into four parts: the zero-point energy E°, which was defined previously; a linear ͑harmonic͒ component, H C lin ; an anharmonic component, H C anh , which contains all of the terms that arise from the diagonal anharmonicities in the quantum effective Hamiltonian; and an ''interaction'' component, H C int , which contains all of the terms that arise from the off-diagonal resonances in the quantum effective Hamiltonian.
Before analyzing the dynamics of this system, we provide a few details concerning the topological structure associated with the phase space of H C , as defined in Eq. ͑12͒, which are relevant to numerical and analytical calculations on the system. The configuration space of H C is the twodimensional torus (T 2 ) with coordinates ( a , b ). Its phase space is the four-dimensional manifold PϭT 2 ϫU with canonical coordinates a , b , J a , and J b . U is a region in R 2 ͑the two-dimensional real plane͒ defined in accordance with the following restrictions on the values on J a and J b :
These restrictions are required by the positivity of the elementary actions. Besides limiting the domain of phase space, these relationships help us to estimate the volume of phase space and anticipate changes in the types of periodic orbits found by calculation. In short, they guide the numerical search for periodic orbits.
III. GROSS CHANGES IN THE DYNAMICS WITH INCREASING ENERGY
Before undertaking our detailed study of the classical bending dynamics near 15 000 cm Ϫ1 of internal energy, we examine first the gross changes in the dynamics that occur with increasing K a ͑increasing bend excitation͒, for K b ϭ0 ͑zero total vibrational angular momentum͒. A discussion of the classical dynamics at very low energy is in some sense gratuitous, since it can be expected ͑correctly͒ that the dynamics would be dominated by the normal mode motions-trans and cis bend. However, the classical Hamiltonian H C in Eqs. ͑12͒-͑15͒, the dynamics of which will be studied in some detail in the remainder of the paper, is defined in terms of abstract actions and angles that are not related in a simple way to physical motions of the molecule. The choice of coordinates used in H C was dictated by the reduction in dimensionality which results when the conserved actions (K a ,K b ) are made explicit in the Hamiltonian. In this set of coordinates, the Hamiltonian can be studied in only two dimensions ͑as a function of energy, K a , and K b ), but the nonconserved actions (J a ,J b ) and angles ( a , b ) remain rather abstract. In Appendix A, we define a numerical procedure for relating the dynamics in the abstract actions and angles to physical motions of the molecule, and we will make extensive use of these results in Sec. IV. Here we emphasize how the simple normal mode motions at low energy are manifested in the dynamics in the abstract action/ angle space (J a ,J b , a , b ) in which we have defined our Hamiltonian.
At low energy, the values of all actions ͑conserved and nonconserved͒ remain small, and thus the ͑linear͒ harmonic ͓Eq. ͑13͔͒ contribution to H C dominates over the contributions of the ͑nonlinear͒ anharmonic ͓Eq. ͑14͔͒ and interaction ͓Eq. ͑15͔͒ terms. Thus, as E→0,
Keeping in mind that we are considering the dynamics to be parametrically dependent on the conserved quantities Inclusion of interaction terms in the Hamiltonian destroys most of these periodic orbits and often distorts greatly those that remain. Even at low energy (K a р2), the anharmonic and interaction terms in H C do play some role in the classical mechanics, and standard numerical methods 13, 14 can be used to investigate the changes in the dynamics as the nonharmonic terms increase in importance with increasing energy. One key element in this numerical investigation is the use of surfaces of section to gain an overview of the dynamics. The points on a generic surface of section represent the intersection of trajectories with a particular plane that cuts through phase space. Note that the use of surfaces of section in this study is only possible due to the reduction of the dimensionality of H C to two dimensions by making the conserved actions explicit. The patterns of points on the surfaces of section provide an excellent overview of the dynamics associated with H C for each polyad. Tori, or more specifically trajectories running along tori, appear as concentric closed loops. Chaos tends to look like a randomly packed pattern of points. Periodic orbits are fixed points on the surface of section.
One such surface of section is shown in the top panel of Fig. 1 . This particular surface of section was calculated for the ͓4,0͔ polyad at 2461 cm
Ϫ1
, but is typical of all of the surfaces of section at low energy. The intersection condition in this case is a ϭ0, a Ͼ0. The surface of section indicates the presence of two periodic orbits, which in fact are the only two stable periodic orbits ͑of period one͒ that survive when the anharmonic and interaction terms in H C are included. These orbits rotate along a with b ϭ0 and b ϭ, respectively, both with constant value J b ϭ0. Both orbits are elliptic ͑stable͒ and organize torus bundles ͑collections of concentric tori͒ around them in the three-dimensional ͑3D͒ energy shell of the four-dimensional ͑4D͒ abstract phase space. The two torus bundles are separated by dividing surfaces called separatrices, which are located at b ϭ/2 and b ϭ3/2, and are also identifiable in the surface of section. Thus, even with the inclusion of the anharmonic and interaction terms, the dynamics at low energy ͑Շ5000 cm Ϫ1 ͒ is quite simple. Regular ͑as opposed to chaotic͒ dynamics dominates and is organized in two torus bundles ͑see Fig. 1͒ . Although we have not presented any explicit calculations, the dynamics corresponding to any arbitrary trajectory is closely related to the trans and cis bend motions. In anticipation of examining the dynamics at high energy ͑ϳ15 000 cm Ϫ1 ͒ in some detail in Sec. IV, we now consider how the simple dynamics at low energies evolves as K a increases, and the anharmonic and interaction terms in H C become increasingly important. We consider, specifically, three ''break points''-values of K a at which fundamental changes in the dynamics occur. These break points are 1. The onset of trajectories that do not rotate in the a direction. This is actually a dual break point, with nonrotational motion occurring first at the bottom of the polyad, at K a ϭ2.21, and then, at slightly higher K a , at the top of the polyad (K a ϭ2.63).
2. The onset of ''large-scale'' classical chaos (K a Ϸ2.5).
3. The crossing of the effective frequencies of the trans and cis bend motions (K a Ϸ3.86).
We now discuss briefly each of these phenomena, which collectively give rise to the qualitatively new types of motions that will be shown to dominate the dynamics at high energy ͑i.e., polyad ͓22,0͔, as discussed in the next section͒.
As K a increases, the first sign of nonrotating motion ͑along a ) occurs at the energetic bottom of the polyad at K a ϭ2.21 (N b Ϸ7), and at the energetic top of the polyad at K a ϭ2.63 (N b Ϸ8). At these values of K a , the interaction terms H C int have grown sufficiently large that for at least some set of (J a ,J b , a , b ), their contribution to a ϭ‫ץ‬H C /‫ץ‬J a overcomes the tendency of H C lin to make the trajectories rotate in the negative a direction. The value of ‫ץ‬H C int /‫ץ‬J a is clearly largest when cos( a ) and cos( b ) are largest in magnitude ͓see Eq. ͑15͔͒, i.e., at the configuration space points ( a , b )ϭ(0,0) and ͑,͒, independent of the values of J a and J b . ͓The terms in H C int with cos( a Ϯ b ) are much less important given the values of the fitted parameters.͔ These points are also extrema of H C with respect to a and b ; the point ͑,͒ maximizes the energy, and the point ͑0,0͒ minimizes it, for arbitrary values of J a and J b . Hence localization appears first at ͑0,0͒ and ͑,͒ on the configuration space torus and expands into finite areas about these points as K a increases. As a result, except for unphysically large values of K a , the polyad energy range can be found easily by scanning through the allowed range of values of J a and J b separately for ( a , b )ϭ(0,0) and ͑,͒ to find E min and E max , respectively. For K a Ͼ2.21, E min occurs at a single point in phase space, which is clearly a fixed point of the dynamics. Similarly, E max occurs at a single point in phase space for K a Ͼ2.63.
At roughly the same values of K a for which nonrotating trajectories can first be identified, classical chaos can first be identified in the surfaces of section. Specifically, as can be seen in Fig. 1 , at an energy of 5261 cm
, in the middle of the ͓8,0͔ polyad (K a ϭ2.5, K b ϭ0), chaos has grown to a volume that is recognizable on the scale of other features in the surface of section. In the language of dynamics, ''large scale chaos'' has appeared. At higher K a , the fraction of phase space occupied by chaos depends in complicated ways on both K a itself and the energy within the polyad.
A third break point in K a at which the classical and quantum 2 dynamics change greatly occurs when the effective frequencies of the trans and cis bend modes become equal. By effective frequencies we mean
where
In general, degeneracies make any system more vulnerable to perturbations. In this particular case, when the effective frequencies become nearly equal, then the overall motion in the a direction becomes slower. When the difference between the effective frequencies becomes zero, then the motion becomes structurally unstable, meaning that even small interaction terms can change the dynamics qualitatively. The reason that the effective frequencies become equal at all is that the anharmonicities of the two modes have opposite signs ͑i.e., x 44 Ͼ0, x 55 Ͻ0). A straightforward but tedious analytical calculation reveals that the resonance condition 4 eff ϭ 5 eff can be achieved for some values of the actions in any polyad as long as K a Ͼ3.86. Above the onset of this resonance, the regions of phase space that contain motions other than the normal mode motions become dominant.
IV. CLASSICAL DYNAMICS IN THE †22,0 ‡ POLYAD
Having sketched the major changes in the dynamics that occur as a function of increasing K a ͑for K b ϭ0), we now turn to a detailed case study of the ͓22,0͔ polyad, which lies at roughly 15 000 cm
Ϫ1
. Our major concern in this section is a description of each of the important classes of periodic orbits that exist within this polyad ͑i.e., with K a ϭ6 and K b ϭ0). We focus on the periodic motions of the system, as opposed to arbitrary nonperiodic trajectories, because the periodic orbits organize phase space; the more stable a periodic orbit, the more strongly ͑quasiperiodic͒ trajectories in its vi- cinity ͑i.e., on the tori͒ mimic the periodic orbit motion. In addition, it will be seen in the next section that many of the quantum eigenstates have nodal coordinates which coincide with the stable periodic orbits, and thus can be assigned semiclassical quantum numbers indicating the number of nodes along a particular orbit.
We begin our examination of the ͓22,0͔ polyad with a discussion of accessibility: What regions of configuration space are accessible to the dynamics as a function of energy? A straightforward calculation that is outlined in Sec. III demonstrates that the lowest energy that is accessible within the ͓22,0͔ polyad is E min ϭ13 806 cm
, and this energy corresponds to a single point in the configuration space, ( a , b )ϭ(0,0). Conversely, the high energy end of the polyad converges to the point ( a , b )ϭ(,) at E max ϭ15 870 cm
. The top row of Fig. 2 consists of several ''accessibility diagrams'' that illustrate the accessibility of configuration space at intermediate energies. In a technical sense, the diagrams are flattened sections of the angle configuration space torus.
Based upon these diagrams, the energy range of polyad ͓22,0͔ can be divided into four qualitatively distinct regions. At energies sufficiently close to E min or E max , the dynamics is confined to the neighborhood of the points ( a , b ) ϭ(0,0) and ( a , b )ϭ(,), respectively. For the low energy end of the polyad, the motion in configuration space is confined in this way for energies up to E a ϭ14 086 cm
, at which energy rotation in the b direction first becomes possible. We will refer to the energies between E min and E a as region I. Region II begins at E a when the point ( a , b ) ϭ(0,) first becomes accessible. This point can be considered to be a saddle point of the Hamiltonian; that is, it is an extremal point of the Hamiltonian, in the sense that H C increases in one direction but decreases in the perpendicular direction, not unlike the saddle point of a mountain. Region II ends at E b ϭ14 211 cm
, which is the energy at which rotation in the a direction first becomes possible. In region III, which ends at E c ϭ14 916 cm
, rotation in both the a and b directions is possible. Finally, region IV refers to energies between E c and E max , where the dynamics becomes restricted to the vicinity of ( a , b )ϭ(,) ͑that is, no rotation in either the a or b direction is possible͒.
Also shown on each of the accessibility diagrams are projections of each important periodic orbit onto the ( a , b ) plane. Accompanying each accessibility diagram is a representative surface of section for the same energy. The intersection condition used for the surfaces of section in regions I, II, and III is a ϭ0, a Ͼ0, while for region IV the intersection condition is a ϭ, a Ͼ0. For each of the important torus bundles that appear clearly in the surfaces of section, we have indicated which one of the periodic orbits is the organizing center. Together, the surfaces of section and the accessibility diagrams provide an excellent overview of the structure of phase space for this polyad. We will now discuss the dynamics in each of the four regions in some detail, beginning with regions I and IV, which lie at the energy extremes of the polyad, and then the somewhat more complicated intermediate regions, II and III.
The lowest energy region ͑I͒ is dominated by regular motion that is organized by the periodic orbits labeled L 1 and L 2 , both of which librate ͑oscillate͒ about the minimum energy, stable elliptical fixed point ( a , b )ϭ(0,0). This librational motion of the periodic orbits in the abstract phase space provides no direct insight into the physical motions of the molecule. However, by applying the procedure of ''lifting'' that is discussed in Appendix A, a reasonable representation of the physical molecular motion associated with the periodic orbit is obtained. The top panel of Fig. 3 depicts the result of the lift procedure for periodic orbit L 1 at an energy quite close to E min . In the two uppermost panels of Fig. 3 we plot the motion of hydrogen one ͑left side͒ and hydrogen two ͑right side͒ in a plane perpendicular to the molecular axis. It is clear from this plot that one of the two hydrogens bends representative surfaces of section at each energy that provide an overview of the regular and chaotic regions of phase space. For the surfaces of section in regions I, II, and III, the intersection condition is a ϭ0, a Ͼ0; for those in region IV it is a ϭ, a Ͼ0.
strongly from linearity, while the other undergoes only very small deviations ͑in the same plane as the other hydrogen͒.
It is interesting to note that the ''lifted'' motion of the periodic orbit L 2 at the same energy ͑not shown͒ is virtually indistinguishable from that of orbit L 1 . The only significant difference is that the second hydrogen moves on a very small scale perpendicular to the motion of the first hydrogen. In fact, every motion ͑periodic or quasiperiodic͒ in the vicinity of ( a , b )ϭ(0,0) as E→E min looks basically like a Local bend motion ͑thus the label ''L'' for the periodic orbits that originate in this region͒, and lifting the point ( a , b ) ϭ(0,0) itself, at E min , yields the most ''perfect'' local bend ͑i.e., minimum motion of the second hydrogen͒. The periodic orbits L 1 and L 2 can be conceptualized as normal modes of the deviation from pure local mode behavior. That is, the dynamics is formally equivalent to that of a 2D nonlinear oscillator. As E→E min the dynamics becomes increasingly harmonic, and there must be two basic mode motions, which are L 1 and L 2 . As energy increases from E min to E a ͑the boundary between regions I and II͒, the surfaces of section show that L 2 bifurcates several times, and chaos becomes significant as E→E a ͑the chaos grows mainly out of the separatrix lines created by the bifurcations of L 2 , and in saddle-node bifurcations that create orbits similar to L 2 ). The fate of the L 1 and L 2 periodic orbits at energy greater than E a will be discussed below, after we first examine the highest energy region ͑IV͒, the structure of which closely parallels region I.
Like region I, region IV is dominated by regular motion that is organized by two periodic orbits, which are labeled C 1 and C 2 , and which librate about the maximum energy, stable elliptic fixed point ( a , b )ϭ(,). The lifted C 2 periodic orbit motion, at an energy close to E max , is shown in the bottom panel of Fig. 3 . Both hydrogens undergo nearly circular motions on opposite ends of the molecule. Although it is not obvious from this figure, the hydrogens rotate in opposite directions to satisfy the constraint of zero total vibrational angular momentum. Thus, we name this motion counter-rotation. In close analogy to region I, every motion ͑periodic or quasiperiodic͒ in the vicinity of ( a , b ) ϭ(,) as E→E max looks basically like a Counter-rotation motion ͑thus the label ''C'' for the periodic orbits that originate in this region͒, and lifting the point ( a , b )ϭ(,) itself, at E max , yields the most perfect counter-rotation ͑most nearly circular motions of both hydrogens͒. The dynamics in region IV, as in region I, is formally equivalent to that of a 2D nonlinear oscillator, and as E→E max it becomes more and more harmonic, such that the C 1 and C 2 periodic orbits can be considered to be normal modes of the deviations from pure counter-rotation behavior. As energy decreases from E max to E c , periodic orbit C 1 undergoes several bifurcations, producing other periodic orbits that mimic the libration of C 1 but are slightly displaced in phase space ͑see orbits C 1a and C 1b in Fig. 2͒ . The average of all of these motions spawned from C 1 is quite close to the motion obtained by pretending that C 1 continues unaffected throughout the region; in later sections of this paper, when we discuss the C 1 periodic orbit, it is this ''average'' to which we refer. Note also that chaos arises near E c . 15 Whereas regions I and IV are dominated by regularity and organized by a few simple periodic motions, regions II and III are dominated by chaos. As can be seen from the surfaces of section in Fig. 2 , region II is almost entirely chaotic, whereas in region III, two large-scale ͑i.e., large enough to quantize eigenfunctions͒ regions of stability coexist with the chaos. As might be expected, the stable periodic orbits in region III can be considered descendants of the two stable orbits in region IV, C 1 and C 2 . More surprising is that the two important region III periodic orbits can also be considered to be descendants of the periodic orbits in region I FIG. 3 . Physical motions of the hydrogen atoms that correspond to several of the most important periodic orbits in the ͓22,0͔ polyad, as determined by the ''lifting'' procedure described in Appendix A. The left-and right-hand plots each describe the motion of one hydrogen in a plane perpendicular to the CC axis.
͑i.e., traced back through the highly chaotic region II͒. Thus, it is possible to create a ''family tree'' of periodic orbits from E min to E max , which specifically links orbit L 1 with C 1 , and orbit L 2 with C 2 . 16 We first consider the L 1 /C 1 linkage. Orbit L 1 , which commences at E min , is dynamically stable up to ϳ14 060 cm Ϫ1 ͑within region 1͒, where it suffers a pitchfork bifurcation in which it splits off two new orbits, L 1a and L 1b , that are mirror images of each other. When these new orbits branch off, they first run in the a direction. With increasing energy they begin to tilt towards the diagonal direction. Periodic orbit L 1 itself can be followed through region II and into region III, where, at 14 471 cm
, it changes from libration to rotation in the a direction. Periodic orbits with both orientations of rotation exist, which we call L 1 rϩ and L 1 rϪ , but these are always rather unstable and disappear at energies around 14 861 cm
. The bifurcated orbits L 1a and L 1b can also be followed into region III, up to 14 641 cm Ϫ1 , where they do not terminate but rather change their nature from librational to rotational; the new rotating orbits we call M 1a r and M 1b r . ͓''M'' stands simply for Middle and is used to denote those periodic orbits in region III that link the C and L periodic orbits. The superscript ''r'' denotes periodic orbits with rotational, as opposed to librational, character.͔ Note that, in order not to overload the accessibility diagram for region III in Fig. 2 , only the projection of orbit M 1a r is included ͑the M 1b r orbit is related to M 1a r by reflection in the line b ϭ0 or b ϭ). Continuing to higher energy, the orbits M 1a r and M 1b r can be linked to C 1a and C 1b , which arise from a pitchfork bifurcation of C 1 within region IV, at 15 489 cm
. In close analogy to the L 1a/b periodic orbits, when C 1a and C 1b are created, they run approximately in the b direction, but with decreasing energy they tilt increasingly towards the diagonal direction. These orbits transform into M 1a/b r as soon as they change from libration about the point ͑,͒ into rotation through the configuration torus in the diagonal direction.
The motion corresponding to periodic orbit M 1 r represents a compromise between the local bend and counterrotation motions. As can be seen in the third panel of Fig. 3 , orbit M 1 r involves one of the two hydrogens undergoing a primarily circular motion, reminiscent of the counter-rotation motion, while the motion of the other is reminiscent of a local bend, although the approximate plane of the bend switches its orientation periodically by /2. Due to the existence of the K b constant of the motion, however, both the ''rectilinear'' and ''circular'' motions of the hydrogens are distorted in such a way as to conserve zero total internal angular momentum at all times.
The L 2 /C 2 linkage is somewhat easier to discuss by moving from high to low energy. Periodic orbit C 2 changes its behavior from libration to rotation in the a direction at the boundary of regions IV and III (E c ϭ14 916 cm 
, i.e., in region II, orbit M 2 is unstable but remains constrained to the vicinity of ͑0,͒; at E a ͑the boundary between regions I and II͒, it merges in a bifurcation process with periodic orbit L 2 , which rotates along a ϭ0, and which is unstable in region II. 17 The L 2 /C 2 link can also be seen in the lifted periodic orbits. As mentioned previously, as E→E min , orbit L 2 corresponds to a large amplitude linear motion of one hydrogen and a small amplitude motion of the other hydrogen in a perpendicular direction. With increasing energy, the amplitude of the motion of the second hydrogen increases, and as E→E a , the amplitudes of motion of the two hydrogens become equal. As energy increases above E a , the motion associated with M 2 increasingly involves a counter-rotational component ͑see the second panel in Fig. 3͒ . The rotational motion of the hydrogens associated with the orbit M 2 becomes more pronounced as energy increases within region III ͑i.e., closer to the energy at which M 2 becomes C 2 ). Thus, in a satisfying way, the motions corresponding to both orbits M 1 r and M 2 provide bridges between the local bend and counter-rotation motions at the bottom and top of the polyad, respectively.
V. SEMICLASSICAL ASSIGNMENTS
Having studied in some detail the structure of phase space for polyad ͓22,0͔, we now turn to the question of quantum-classical correspondence: To what extent can the quantum eigenfunctions of the acetylene bend system be assigned quantum numbers ͑or at least be rationalized͒ in terms of the classical periodic orbits?
In previous work, the quantum eigenfunctions of the acetylene pure bending effective Hamiltonian were examined, and prominent local mode and counter-rotation states were recognized in the ͓22,0͔ polyad. We can, in principle, address the issue of quantum-classical correspondence by comparing the lifted classical periodic orbits with our quantum eigenfunctions. We have done this in several cases, but the quantum eigenfunctions in Ref. 3 are, by necessity, plotted in a 3D space, which makes eigenfunction/orbit comparisons difficult to visualize, particularly for the more complicated periodic orbits that exist near the center of the polyad. A more powerful approach, which we adopt here, is to generate semiclassical eigenfunctions in the same abstract ( a , b ) coordinates that we have found to be so useful for understanding the classical dynamics. The semiclassical eigenfunctions and classical periodic orbits can then be compared in a straightforward manner in two dimensions, making possible semiclassical assignments of the majority of the eigenstates within the polyad.
Semiclassical eigenfunctions can be obtained by quantizing the Hamiltonian defined in Eq. ͑12͒ ͑Schrödinger quantization can still be used after linear canonical transformations͒ with the substitution
and then diagonalizing it in a plane wave basis set (⌽ SC ) with the classical angles as coordinates,
where k is an index over the classical degrees of freedom, and j k is a semiclassical quantum number. Unfortunately there is no unique way to order the classical actions and angles, and different choices of ordering lead to distinct quantum Hamiltonians. That is, off-diagonal interaction terms such as J k cos( k ) and cos( k )J k are equivalent in classical mechanics but distinct in the semiclassical Hamiltonian that results from applying the transformation in Eq. ͑25͒. This of course is an historic problem and it is noted that all orderings of the actions and angles are equivalent in the limit ប→0. There are a number of possible strategies for addressing this difficulty in practice; we have adopted the same approach as McCoy and Sibert, 12 and treat the actions as constants, with values
where j k Ј and j k Љ refer to the quantum numbers of two semiclassical basis functions that are coupled by a given interaction term. The semiclassical eigenenergies that are obtained using this procedure are in excellent agreement with the ''exact'' quantum eigenvalues; the root-mean-square error in the semiclassical eigenenergies is 1.05 cm
Ϫ1
, and the errors in all cases are less than 2.0 cm Ϫ1 . In this study, however, the exact quantum Hamiltonian is known, and was in fact the starting point of the study. Thus, a ''requantization'' of the classical Hamiltonian is in some sense gratuitous. The semiclassical wave functions can also be obtained without the requantization step by simply postulating a one-to-one correspondence between the semiclassical and quantum basis sets. That is, we can diagonalize the quantum Hamiltonian in a basis set of two 2D harmonic oscillators (⌽ Q ), 3 and obtain the eigenfunctions
However, one can choose to represent the eigenfunctions instead in the semiclassical basis set (⌽ SC ) defined above
with the quantum numbers related according to
as implied by the canonical transformation described in Eq. ͑11͒. It should be emphasized that this approach is no less approximate than the semiclassical quantization approaches discussed above. That is, whereas the usual semiclassical quantization is approximate due to ambiguities in the ordering of the operators ͑leading to approximate eigenvalues, for instance͒, the approach we have taken here uses the exact quantum Hamiltonian but establishes an approximate correspondence between the quantum and semiclassical basis sets, which is expected to be exact only in the classical limit. The eigenfunctions that are obtained from the two approaches are quite similar; only in rare cases can differences in the corresponding eigenfunctions be detected by eye. Moreover the minor differences do not affect our study of quantumclassical correspondence. All of the eigenfunctions depicted in this section were calculated using the exact quantum Hamiltonian rather than the requantization approach. We will label the eigenstates as E n g/u,ϩ/Ϫ , where the superscript indicates the symmetry and the subscript indicates the rank of the eigenstate within the polyad, starting from the lowest energy state. node counting, however, it is helpful to plot the wave functions over a somewhat larger range of angles. As was discussed in the previous section, most of the stable periodic orbits are centered around ͑0,0͒ ͑at the bottom of the polyad͒ and ͑,͒ ͑at the top͒. The saddle point at ͑0,͒ also plays an important role in the dynamics. To understand the relationship between the eigenfunctions and the classical mechanics, it is particularly useful to plot the eigenfunctions with none of these three important fixed points at the domain boundaries, and thus we choose a domain of ͓Ϫ,2͔ for each angle. Figure 4 plots several eigenfunctions that lie within region I, including the lowest energy eigenfunctions in the ͓22,0͔ polyad with all four possible symmetries. As can be expected from the accessibility diagrams for region I, these eigenstates are centered about the point ͑0,0͒. Notice also that these eigenstates appear in pairs with opposite g/u symmetry but identical parity. In Ref. 3, the existence of these doublets at bottom of the polyad ͑i.e., for well-defined local bend states͒ was rationalized qualitatively using the principle of the indistinguishability of identical nuclei in quantum mechanics. In Appendix B, we provide a different explanation for this phenomenon, which is based upon understanding the effects of the parity and inversion ͑i.e., g/u symmetry͒ operators in the ( a , b ) configuration space, and which is valid throughout the polyad.
The lowest energy eigenfunctions for ͓22,0͔ gϩ and ͓22,0͔ uϩ both look like Gaussians centered about ͑0,0͒, while those for ͓22,0͔ gϪ and ͓22,0͔ uϪ display one node in the b direction. Remembering that L 1 librates over ͑0,0͒ in the a direction, while L 2 runs approximately in the b direction, the eigenfunctions can be assigned quantum numbers, n L 1 and n L 2 , that correspond to the number of quanta of excitation along each periodic orbit. Thus, the lowest energy eigenstates in both ͓22,0͔ gϩ and ͓22,0͔ uϩ can be assigned as (n L 1 ,n L 2 )ϭ(0,0), and those for ͓22,0͔
gϪ and ͓22,0͔ uϪ as
The rest of the eigenstates in region I can be assigned in a similar way, such as the pair of states at the bottom of Fig. 4 , which are assigned as (n L 1 ,n L 2 )ϭ(1,0). Table I lists the assignments for the remaining states in region I, all of which appear in g/u pairs. The eigenstates in region IV are of course organized about ( a , b )ϭ(,). The symmetry arguments in Appendix B suggest that these states will appear in gϩ/uϪ and gϪ/uϩ pairs that can be assigned quantum numbers (n C 1 ,n C 2 ), indicating the number of quanta of excitation along each of the two important periodic orbits in this region. The clearly assigned ͑0,0͒ and ͑1,1͒ eigenstates are depicted in the top and middle rows of Fig. 5 . Depicted at the bottom of Fig. 5 are the last pair of eigenstates that fall within region IV; they are assigned as (n C 1 ,n C 2 )ϭ(2,2). This assignment is clearly somewhat approximate, and the distorted appearance of the wave function can be considered to reflect the multiple bifurcations that have occurred by this energy along the C 1 coordinate. Table II lists the assignments for the remaining states in region IV.
Given that regions I and IV are dominated by regular motion organized about periodic orbits that evolve from the stable elliptical fixed points at the top and bottom of the polyad, it is not surprising that the eigenfunctions that lie in these regions can be assigned semiclassical quantum numbers in such a simple manner. The eigenstates in regions II and III, in which chaos plays a substantial role, can be expected to present greater difficulties for assignment. Interestingly, however, the eigenstates within region II, which is the most highly chaotic region, actually present little difficulty for semiclassical assignment. The local bend assignments (n L 1 ,n L 2 ) from region I can be continued throughout region II, as can be seen in Table I . The last three assignments in Table I are, however, somewhat more approximate. The eigenstate pairs E 6 gϩ /E 6 uϩ and E 7 gϩ /E 7 uϩ cannot be assigned unique (n L 1 ,n L 2 ) quantum number labels, but visual inspection of these eigenstates ͑see Fig. 6͒ makes it clear that each TABLE I. Semiclassical assignments for the eigenstates of ͓22,0͔, of all symmetries, in regions I and II. All of the eigenstates in these regions can be assigned in terms of local bend motions of the molecule. Specifically, we assign two quantum numbers, (n L 1 ,n L 2 ), corresponding to the number of quanta of excitation along the two periodic orbits, L 1 and L 2 , which grow out the stable elliptical fixed point at the bottom of the polyad, ( a , b )ϭ(0,0). The eigenstates that organize about these periodic orbits occur as symmetry pairs with opposite g/u symmetry. Region I ends ͑and region II begins͒ at 14 086 cm Ϫ1 . The states for which an assignment is not provided mutually perturb each other and can each be assigned as a roughly 50/50 mixture of ͑2,0͒ and ͑1,2͒. All energies are in units of cm Ϫ1 and are referenced to the zero-point energy.
Region g-symmetry eigenstate u-symmetry eigenstate ' can be assigned as a roughly 50/50 mixture of ͑2,0͒ and ͑1,2͒.
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The last assignment in Table I is also somewhat approximate, as can be seen in the bottom two panels of Fig. 6 . The gϪ and uϪ symmetry eigenstates in this case appear to be nearly but not exactly identical. In both cases, a total of 7 nodes can be counted along the b direction from Ϫ to , but the wave function is highly distorted from a harmonic oscillator state such that the majority of the probability is located in the outer lobes of the wave function, near b ϭ Ϯ. This accumulation of probability can of course be rationalized in terms of the classical motions of the molecule; periodic orbit L 2 at these energies rotates along b , but slows down significantly near the saddle point ͑0,͒, leading to the accumulation of probability there. We will see below that this phenomenon is related to the role that the saddle point plays in linking local bend with counter-rotation states.
Many of the eigenstates in region III cannot be assigned as readily as those in the other regions. The major reason for this appears not to be the existence of extensive chaos in this FIG. 5 . Selected semiclassical eigenfunctions in region IV of polyad ͓22,0͔. The wave functions are centered about ( a , b )ϭ(,) and appear in pairs of opposite g/u symmetry and opposite parity. These states can be assigned in terms of the number of quanta of excitation along the C 1 and C 2 periodic orbits; the specific assignments are (n C 1 ,n C 2 )ϭ(0,0) ͑top͒, ͑1,1͒ ͑middle͒, and ͑2,2͒ ͑bottom͒. The last of these assignments is clearly somewhat approximate. This pair of eigenstates lies close to the boundary between regions IV and III.
FIG. 6. Selected semiclassical eigenfunctions in region II of polyad ͓22,0͔.
The wave functions remain organized primarily around ( a , b )ϭ(0,0) and appear in pairs of opposite g/u symmetry, as they do in region I. Despite region II being almost entirely classically chaotic, all of the states in region II can be assigned, at least approximately, quantum numbers corresponding to excitation along the L 1 and L 2 periodic orbits. The assignments for the two pairs of eigenfunctions shown here are the most approximate ones within region II. The upper eigenstate pair, E 6 gϩ and E 6 uϩ , is involved in a mutual perturbation with another pair of states, E 7 gϩ and E 7 uϩ , which are not shown. Each of the states involved in the perturbation can be assigned as a roughly 50/50 mixture of (n L 1 ,n L 2 )ϭ(2,0) and ͑1,2͒. The bottom pair of eigenstates can clearly be assigned as (n L 1 ,n L 2 )ϭ(0,7), but notice that the probability accumulates largely near ( a , b )ϭ(0,), which acts as a saddle point of the Hamiltonian. TABLE II. Semiclassical assignments for the eigenstates of ͓22,0͔, of all symmetries, in region IV. All of the eigenstates in this region can be assigned in terms of counter-rotation motions of the molecule. Specifically, we assign two quantum numbers, (n C 1 ,n C 2 ), corresponding to the number of quanta of excitation along the two periodic orbits, C 1 and C 2 , which grow out the stable elliptical fixed point at the top of the polyad, ( a ϭ, b ϭ). The eigenstates that organize about these periodic orbits occur as symmetry pairs with opposite g/u symmetry and opposite parity ͑ϩ/Ϫ͒. All energies are in units of cm Ϫ1 and are referenced to the zero-point energy. region, since all eigenstates in the highly chaotic region II could be assigned, at least approximately. This is not the case in region III, where a number of eigenstates cannot be clearly assigned in terms of any of the periodic orbits, and the assignments for many of the rest of the eigenstates are approximate. The key to the increased complexity in region III appears to be the fact that the two most important fixed points, ( a , b )ϭ(0,0) and ͑,͒, do not play any strong role in organizing the dynamics, as they do in regions I and IV, respectively. As a result, the important periodic orbits change their character rapidly in this region, from local bend to counter-rotation character as energy increases, and the quantum eigenstates reflect this complexity.
The saddle point at ͑0,͒ does play some role in organizing the dynamics in region III, as can be seen from the eigenstates in Fig. 7 . These eigenstates can be assigned quantum numbers representing excitation along M 2 , which librates over ( a , b )ϭ(0,), and transverse to it ͑i.e., along L 2 r ). The symmetry arguments that were applied to the eigenstates in region IV ͑i.e., that they should appear in pairs of opposite g/u symmetry and opposite parity͒ apply here as well, since the states are localized near b ϭ. The first pair of eigenstates in Fig. 7 can be assigned as (n M 2 ,n L 2 ) ϭ(3,0), and the second pair as ͑2,1͒. Several other pairs of states can be assigned similarly; the results are in Table III . Note that the energy splittings between the nominal symmetry pairs are much larger here than in regions I and IV, reflecting the increased complexity that results when all of the ( a , b ) configuration space is accessible.
Two specific links between the local bend periodic orbits at the bottom and the counter-rotation periodic orbits at the top of the polyad were discussed in the preceding section.
Each of these links is manifested in the quantum wave functions in region III. Some of the quantum manifestations of the link between L 1 and C 1 , mediated by L 1a/b , M 1 r , and C 1a/b , are seen in Fig. 8 . Here, we plot only one of the four possible symmetries of eigenstates (uϪ) for simplicity. Near the bottom of region III, many eigenstates can be assigned approximately in terms of local bend quantum numbers, such as E 14 uϪ , which is localized around ( a , b )ϭ(0,0), and is clearly assignable as (n L 1 ,n L 2 )ϭ(3,1). Eigenstate uϪ can clearly be assigned as (n L 1 ,n L 2 )ϭ(4,1), but notice the small amount of probability around ( a , b )ϭ(,). For eigenstate E 24 uϪ , the better assignment is (n C 1 ,n C 2 ) ϭ(4,1), because it is organized primarily around ( a , b )ϭ(,). Eigenstate E 27 uϪ is shown for reference; although it can be assigned as (n C 1 ,n C 2 )
ϭ(4,0), the outer lobes of the wave function are clearly distorted due to the C 1a and C 1b bifurcated orbits. a small amount of probability is also localized around ( a , b )ϭ(,). In E 24 uϪ the situation is just the opposite. A small amount of probability is localized around ( a , b ) ϭ(0,0) ͓and can be assigned as (n L 1 ,n L 2 )ϭ(5,1)], but the majority organizes around ( a , b )ϭ(,) and the better assignment for this eigenstate is (n C 1 ,n C 2 )ϭ(4,1).
The eigenstate E 27 uϪ is included for comparison. Its energy places it at the bottom of region IV, and it is assignable as (n C 1 ,n C 2 )ϭ(4,0), although there is some distortion in the outer lobes of the wave function that can be attributed to the linking of C 1 and L 1 in the following way. At this energy the orbit C 1 has already become unstable in the pitchfork bifurcation, in which the orbits C 1a and C 1b branch off ͑see Fig.  2͒ . The bifurcated orbits are stable and are more important in directing the dynamics than C 1 itself. Therefore we expect quantum eigenstates associated with these orbits to have their probability concentrated around the turning points of C 1a and C 1b , which do not lie exactly along the line a ϭ. Of course, quantum mechanically the probability density must be distributed symmetrically between C 1a and C 1b . Thus, the outermost lobes of the E 27 uϪ wave function are split in a double hump, with the humps located approximately at the turning points of the periodic orbits C 1a and C 1b .
Similar observations can be made for the wave functions of E 19 uϪ and E 24 uϪ . Note that in each case, the probability density is large around the points ( a , b )ϭ(Ϯ/2,/2).
These are exactly the points where the orbits M 1a r and M 1b r have high curvature in configuration space ͑see Fig. 3 ; panel 4͒ and where they move with extremely low speed. The second link between the top and bottom of the polyad is between L 2 and C 2 , mediated by the M 2 periodic orbit that organizes within region III around the saddle point ( a , b )ϭ(0,). We have already hinted at the connection between the states organized around ( a , b )ϭ(0,0) and ͑0,͒. A state like E 5 gϩ ͑Fig. 9͒, in region II, is organized primarily around ( a , b )ϭ(0,0) and can be assigned as (n L 1 ,n L 2 )ϭ(0,6), although it is clear that the probability is concentrated near the saddle point at ( a , b )ϭ(0,). With E 8 gϩ , the primary organizing center is clearly ( a , b ) ϭ(0,), and thus we assign this state as (n M 2 ,n L 2 )ϭ(0,0). However, a close inspection of this eigenstate reveals that eight nodes can be counted between b ϭ and Ϫ, so that this state could also be assigned approximately as (n L 1 ,n L 2 )ϭ(0,8). This is the quantum mechanical manifestation of the L 2 /M 2 link. Figure 10 provides another viewpoint on the transition from eigenstates being dominated by the ( a , b )ϭ(0,0) fixed point to the ͑0,͒ saddle point. It plots the energy differences between adjacent members of the (n L 1 ϭ0, n L 2 ) series of states, for both g and u symmetry (n L 2 ϭodd states have Ϫ parity, and n L 2 ϭeven states have ϩ parity͒. Up to n L 2 ϭ6, the energy differences are very nearly the same for the g and u symmetry series, indicating that the states occur in nearly degenerate g/u pairs. ͓The energy difference between consecutive members of the sequence is, to a good approximation, the period of the L 2 periodic orbit at an energy half way between the two states.͔ By n L 2 ϭ7, the two series diverge, indicating that the states are better assigned in terms of (n M 2 ,n L 2 ) quantum numbers.
The link between M 2 and C 2 can be seen in the eigen- can be assigned as (n L 1 ,n L 2 )ϭ(0,6), but its probability density is strongly localized near the ( a , b )ϭ(0,) saddle point. The eigenstate E 8 gϩ , on the other hand, is clearly localized around ( a , b )ϭ(0,), and is best assigned as (n M 2 ,n L 2 )ϭ(0,0). The bottom two panels depict the way in which the series of eigenstates with excitation along M 2 link to the series of states with excitation along C 2 ͑the change occurs at E c , the boundary between regions III and IV͒. Eigenstate E 30 gϩ , which lies within region III, is assigned as (n M 2 ,n L 2 )ϭ(4,0), while eigenstate E 35 gϩ , in region IV, is better assigned ϭ(,) and can be assigned as (n C 1 ,n C 2 )ϭ(0,5). This observation is consistent with the fact that E 30 gϩ lies just below, and E 35 gϩ lies just above, E c , the boundary between regions III and IV, where M 2 becomes C 2 . However, both eigenstates are organized along b ϭ, and the outer lobes of probability in each case are located at b Ϸ/2.
As mentioned previously, many of the states within region III can be assigned only approximately, or, in a few cases, not at all. Several such states are depicted in Fig. 11 . There are several eigenstates like E 10 gϩ that clearly organize around ( a , b )ϭ(0,0), but whose nodes appear to form a ring rather than align parallel to either L 1 or L 2 . No periodic orbit is known that forms such a ring structure, but close inspection of this eigenfunction reveals that there is exactly one node in the a direction, at a ϭ0, and thus this state can be assigned approximately as (n L 1 ,n L 2 )ϭ (1, 5) . A corresponding state near the top of region III, E 31 gϩ , clearly organizes primarily around ( a , b )ϭ(,), and again appears to form a ring, making assignment difficult. This eigenstate can be assigned approximately as (n C 1 ,n C 2 )ϭ(2,3), particularly after comparing it with the eigenstates at the bottom of Fig. 5 , which could be assigned as (n C 1 ,n C 2 )ϭ(2,2). The ring-shaped nodal structure of states such as E 10 gϩ and E 31 gϩ appears to be generated by the multiple bifurcations that L 1 and C 1 ͑respectively͒ have undergone before they enter region III. That is, within region III, L 1 and C 1 are no longer as important as L 1a/b and C 1a/b in organizing the quantum eigenfunctions, and the bifurcated orbits do not run along b ϭ0 and a ϭ, respectively, but rather tend to move in a more diagonal direction.
Other eigenstates, such as E 20 gϩ and E 29 gϩ , do not appear to yield to even approximate assignment. In the case of E 29 gϩ , some fraction of the probability appears to organize around ( a , b )ϭ(,), and this portion of the wave function can perhaps be assigned approximately as (n C 1 ,n C 2 )ϭ(4,1). However, much of the probability density is localized elsewhere, particularly near b ϭ0. Since there is substantial probability localized near both b ϭ0 and b ϭ, this eigenstate will not appear in a doublet ͑according to the symmetry arguments of Appendix B͒, and thus is probably best considered to be ''unassignable.'' Eigenstate E 20 gϩ , on the other hand, has most of its probability localized near ( a , b ) ϭ(,0). Unlike ( a , b )ϭ(0,), the point ( a , b ) ϭ(,0) cannot be considered a saddle point, but the L 1 periodic orbit does slow down substantially near this point, which probably accounts for the accumulation of probability there. However, beyond this qualitative explanation, there appears to be no reasonable quantum number assignment for this state. At this point, it is probably worthwhile to say a few words about how the semiclassical eigenstate assignments made here compare to the assignments made in Ref. 3 . In the earlier publication, a harmonically coupled, anharmonic local mode model was derived for the bend modes of acetylene and shown to provide a much better zero-order description of the eigenstates at high energy, as exemplified by polyad ͓22,0͔, than the conventional normal mode model. A total of 65 of the 144 states in the polyad could be assigned local mode quantum numbers using the Hose-Taylor criterion. 19 The same set of quantum numbers, (v 1 l 1 ,v 2 l 2 ), were used to describe states both at the bottom and top of the polyad ͕for ͓22,0͔, a state like (22 0 ,0 0 ) would represent a local bender, and a state like (11
Ϫ11
, 11 ϩ11 ) would represent a counterrotator͖. Many eigenstates in the middle of the polyad could not be assigned in this way. We have demonstrated here that although a few states in the middle of the polyad might be considered ''intrinsically unassignable,'' many others have well-defined nodal patterns that are simply not well described in terms of local bend or counter-rotation motions.
To be fair, in this work we have not defined a rigorous basis set for making the semiclassical assignments; rather, visual inspection was used to reveal quantum number assignments associated with particular isoenergetic periodic orbits. Three different quantum number assignment schemes were used, depending on which fixed point of the dynamics the eigenstate appeared to organize around, although we have pointed out how the assignments at the top and bottom of the polyad are ''linked.'' Based upon visual inspection, we have assigned 122 of the 144 states in the ͓22,0͔ polyad, at least approximately. Each assigned eigenstate is understood to be a quantum mechanical manifestation of a particular type of classical motion. For instance, the observed spectral pattern for polyad ͓22,0͔
gϩ consists, to a good approximation, of just 3 peaks 2 that terminate on eigenstates E 26 gϩ ͑see Fig. 7͒ , Fig. 9͒ and E 32 gϩ . Each of these eigenstates can be assigned in terms of increasing excitation along M 2 which, as mentioned above, implies an increasingly counterrotational component to the classical motion ͑see Fig. 3͒ . FIG. 11 . Several eigenstates of gϩ symmetry within region III that can only be assigned approximately, or not at all using our semiclassical scheme.
VI. CONCLUSION
We wish to conclude by putting the work reported here into the context of other recent studies of vibrational motion in small polyatomic molecules that employ the techniques of nonlinear dynamics. It is not our intention to review the literature on semiclassical methods and their application to molecular vibrational motion; the literature is too vast, and there exists an excellent, although by now somewhat outdated, review article by Gomez and Pollak, 20 as well as textbooks by Child 21 and Gutzwiller, 22 which provide didactic overviews of different aspects of the field. We do, however, wish to mention several recent studies that have collectively provided inspiration for this work, and contrast the methods of several of these with the work reported here. Among the recent contributions to this field of study are ͑1͒ Classical and semiclassical analyses of the local mode behavior of molecules with multiple hydrogen stretch modes; 23, 24 ͑2͒ Studies of algebraic Hamiltonians with a single resonance, including a series of papers by Kellman 36 Acetylene has been the subject of several studies as well, including the early studies of Holme and Levine, [37] [38] [39] and the more recent studies of Farantos, 40 Kellman, 11, 25 and McCoy and Sibert. 12 One feature of this work that distinguishes it from all of the other classical and semiclassical studies of acetylene listed above is that it is based upon a model that reproduces the observed vibrational levels to very high internal energy ͑15 000 cm Ϫ1 ͒. It is worth repeating that no potential surface was used in this work, since no surface was available that could reproduce the observed eigenvalues adequately. As such, an effective Hamiltonian model was fitted to the observed spectra and used to generate a detailed semiclassical analysis of the bend degrees of freedom of acetylene. As has been pointed out in previous work, 34 this approach has a number of advantages. Effective Hamiltonians not only tend to be much easier to fit to experimental spectra than potential surfaces, but they can also make explicit the existence of approximately conserved dynamical quantities ͑polyad numbers͒ that reduce the dimensionality of the problem.
If a potential surface for acetylene with sufficient accuracy becomes available, then two approaches will be possible. One is to use the potential surface to calculate directly the classical dynamics, as was done in the Prosmiti and Farantos study of acetylene. 40 In the case of acetylene, these calculations are six-dimensional ͑6D͒, as opposed to the twodimensional Hamiltonian considered in this paper that resulted from exploiting the existence of three approximately conserved polyad numbers. Thus, assessing quantumclassical correspondence would be substantially more difficult if one were to calculate the classical dynamics and quantum eigenstates directly from the 6D potential surface.
A second possible approach if a potential surface is available is to use perturbation theory ͑Gustavson 36 or canonical Van Vleck 41 ͒ to solve the Hamilton-Jacobi equations for the action-angle variables and also to construct to some high order an effective Hamiltonian that can then be analyzed in a spirit similar to what is done here. In such an approach, the lifting procedure, which relates the abstract action/angle space of the classical calculations to the physical coordinates of the molecule, is exact. This strategy appears in the work of Joyeux 36 as well as Sibert and McCoy, 41 who also have considered the bending modes of acetylene. The potential surface used there has not been refined sufficiently to reproduce the experimental eigenvalues up to 15 000 cm
Ϫ1
, but their approach, although not as detailed as ours, influenced in many ways the work of this paper.
Recent work on the simpler system of HCP illustrates both approaches. An early version of the HCP potential surface 42 was used directly for calculating periodic orbits that were instrumental in elucidating unusual spectroscopic observations 43, 44 that were associated with qualitative changes in the potential energy surface near the barrier to isomerization. Recently, a potential surface has been constructed for HCP that does an excellent job of reproducing the experimental stimulated emission pumping spectra. This potential surface has been used by Joyeux 36 to obtain an effective Hamiltonian using perturbation theory. This effective Hamiltonian has two conserved polyad numbers that reduce the dimensionality of the problem to 1D.
Two major challenges face the application of the methods used here to other systems. First, our approach relies on the use of conserved quantities to reduce the number of degrees of freedom of the Hamiltonian to two or fewer. These approximately conserved, polyad quantum numbers are known to exist in many molecules; however, particularly for molecules larger than acetylene, the number of such polyad numbers may not be sufficient to reduce the dimensionality of the problem substantially. The second problem is that effective Hamiltonian models are not generally applicable to systems with multiple accessible minima, such as isomerizing systems. Acetylene is known to be capable of isomerizing to vinylidene somewhat above 15 000 cm Ϫ1 . 1 Thus, our ability to extrapolate the model of acetylene dynamics studied to higher energies may be limited, although judicious use of such models may permit some insight at energies above a saddle point, because initially only a small fraction of phase space will be occupied by trajectories that access multiple minima. The situation is not unlike the successful use of bound state methods to calculate resonances in the continuum. 45 Finally, we wish to stress that the combination of classical, semiclassical, and quantum approaches holds a great advantage over methods limited to any one approach. The periodic orbits give the stable classical motions of the molecule; their projections into configuration space provide a natural set of coordinates for quantum number assignments ͑i.e., by node counting͒ which allow the untangling of interleaved energy level sequences and wave function interferences that occur upon quantization. If approximate constants of the motion exist, then a reduction in dimensionality is possible which creates a significant simplification in the ability to visually inspect periodic orbits and wave functions, albeit in an abstract action-angle space.
Note added in proof. The most recent contribution is by P. van Ede Van der Pals and P. Gaspard ͓J. Chem. Phys. 110, 5619 ͑1999͔͒, who also considered the bending modes of acetylene. Their study differs from this one in that quantumclassical correspondence is addressed in the time domain, using vibrograms, as opposed to the direct comparison of eigenstates with periodic orbits performed here.
Thus, the total actions in zero order relate to those of the individual oscillators in exactly the same manner as do their abstract analogues in the fully coupled case. This suggests that the A's and angles can be evaluated by equating the I°w ith I, and tϩ␣ with , all with the same index:
Invoking the canonical transformation in Eq. ͑11͒ gives the final result
Finally, for purposes of plotting the orbits, we transform to rectilinear coordinates which describe the motions of the two individual hydrogens, which are labeled 1 and 2 ͑a similar transformation was invoked in Ref. 3͒: These are the coordinates that are plotted in Fig. 3 . The prescription for obtaining the bending motions of the molecule in a physical coordinate space is now in principle simple. For a given trajectory or periodic orbit in the abstract space, J a (t), J b (t), a (t), and b (t) are known, as are K a ϭ(N b ϩ2)/4 and K b ϭl/4. To use Eqs. ͑A11͒-͑A14͒, we also need to know a (t) and b (t), which can be obtained from solving Hamilton's equations as a,b ͑ t ͒ϭ ‫ץ‬H͑J͑t ͒, ͑ t ͒,K ͒ ‫ץ‬K a,b . ͑A19͒
Several points are worth discussing here. First is the question of the initial conditions to use in solving Eq. ͑A19͒. The 's do not appear in H C , and thus all trajectories are independent of these variables. In practice, different choices of the initial conditions correspond to trivial differences in the orientations of the motions ͑e.g., bending along the x versus y direction͒. This is because the Eqs. ͑A11͒-͑A14͒ show that a /4 represents a common shift of all oscillator phases, which is equivalent to a translation in time, and b /4 rotates the plane of the ͑x,y͒ coordinate system. Neither of these operations affects the relative motions of the hydrogens.
A more subtle point concerning Eq. ͑A19͒ is that, in general, most of the ''lift'' comes from a (t), while b (t) has a small effect that comes in at higher orders. a (t) is a ''fast'' variable whose time dependence in the harmonic limit is 2( 4 ϩ 5 )t. To appreciate this, notice that at the fixed points ( a , b )ϭ(0,0) or ͑,͒, all derivatives of H C with respect to J and must be zero, which in turn requires from Hamilton's equations that J ϭ ϭ0. Hence at the extreme points, a is solely responsible for the lifting, and according to Eq. ͑A19͒, only the harmonic part of H C contributes to the time dependence. As Kellman has pointed out, 46 a fixed point in the abstract action/angle space ( a , b ) must lift to a periodic orbit in the physical coordinates of the molecule ͑i.e., x 4 ,x 5 ,y 4 ,y 5 ) that lies on a full dimension torus. The lift of periodic orbits in the abstract action/angle space is still dominated by a (t), but the lifted trajectory will now be quasiperiodic on the torus in the physical coordinate space. Similarly, the lift of quasiperiodic orbits in the abstract action/angle space results in quasiperiodic fluctuations in the trajectory in the ͑x,y͒ coordinates that tend to replace the periodic orbit with a braid-like trajectory. Note that the dominance of a in controlling the lift implies that the motion in the abstract action/angle coordinates tracks the deviation from the ''ideal'' trajectory found at the fixed point. Near the fixed point where the 2D motion is effectively harmonic, the two basic periodic orbits reduce to the normal modes of this deviation.
APPENDIX B: SYMMETRY PROPERTIES OF THE CLASSICAL HAMILTONIAN AND SEMICLASSICAL WAVE FUNCTIONS
We consider here how g/u symmetry and parity, which are quantum mechanically conserved, are manifested in the semiclassical eigenfunctions.
Parity is the symmetry with respect to inversion of the space-fixed axes, and is equivalent, for a symmetric top, to the v point group operation ͑see, for instance, Ref. 47͒ . In terms of the rectilinear displacement coordinates defined for each hydrogen in Appendix A, the effect of the parity operation can be taken to be v ͑ x 1 ,y 1 ,x 2 ,y 2 ͒→͑ x 1 ,Ϫy 1 ,x 2 ,Ϫy 2 ͒. ͑B1͒
These relationships in turn imply that the normal mode displacement coordinates transform as v ͑ x 4 ,y 4 ,x 5 ,y 5 ͒→͑ x 4 ,Ϫy 4 ,x 5 ,Ϫy 5 ͒. ͑B2͒
Inspection of Eqs. ͑A11͒-͑A14͒ reveals that this transformation of the normal mode coordinates can be generated by the following simple transformation among the abstract coordinates:
This transformation can therefore be considered to represent the effect of the parity operation in the abstract coordinates. The g/u symmetry refers to inversion through the molecular center of symmetry, denoted by î. In the rectilinear displacement coordinates, the effect of inversion is î͑x 1 ͑mode 5, cis bend, has ⌸ u symmetry, while mode 4, trans bend, has ⌸ g symmetry͒. This symmetry operation, like parity, can be generated by a simple transformation among the abstract coordinates, which in this case is
This transformation might appear to be a trivial one, since b and b are cyclic in 2. However, notice that the canonical transformation of Eq. ͑11͒ is only one-to-one on a region of angles from 0 to 4 in a and in b . We refer to this as the natural domain. In a similar manner, the equations that defined the lift, Eqs. ͑A11͒-͑A14͒, indicate that motion in the space (x 1 ,x 2 ,y 1 ,y 2 ) is periodic upon changes of 4 in any or all of the four angles a , b , a , b , but is not periodic upon changes of 2.
In this paper we consider exclusively polyads with K b ϭ0, and for this case H C is invariant under the both of the symmetry operations in Eqs. ͑B3͒ and ͑B6͒. In addition, the semiclassical wave functions should be expected to, at most, change sign under the corresponding transformations in the configuration space:
These symmetry properties can be used to explain the appearance of symmetry doublets among the eigenfunctions in polyad ͓22,0͔ and other high energy polyads. Consider first a semiclassical eigenfunction that is localized around b ϭ0, i.e., a state that has very nearly zero amplitude near b ϭ. Because the accessible phase space in region I is restricted to the vicinity of ( a , b )ϭ(0,0), all eigenstates in region I fulfill this condition, but certain states in regions II and III could be similarly restricted due to dynamical localization. First, the symmetry property in Eq. ͑B7͒ implies that any semiclassical eigenfunctions must be either symmetric or antisymmetric about b ϭ0; this symmetry reflects the parity of the eigenstate. In the context of states localized around b ϭ0, those states with even quanta of excitation along L 2 have positive parity, and states with odd quanta have negative parity. The symmetry property of Eq. ͑B8͒ implies that the wave function must be symmetric or antisymmetric with respect to a shift of 2 along b , this operation reflects the g/u symmetry. Thus, if a state has negligible amplitude near b ϭ, then it must appear in a doublet with a state of opposite g/u symmetry, i.e., a state with nearly identical probability distribution, but different signs at b ϭ0,2,4,... . If the state is mostly organized around b ϭ0, but has non-negligible amplitude in the vicinity of b ϭ, then the doublet pairs will be split slightly, in a manner analogous to tunneling in a double well minimum.
Similar arguments can be given for states localized about b ϭ, which includes all states within region IV, as well as those states in region III that are organized around ( a , b )ϭ(0,) or ͑,͒. Note that reflection about the line b ϭ is equivalent to the application of both symmetry operations, Eqs. ͑B7͒ and ͑B8͒, in succession ͑in either possible order͒. As a result, states with an even number of quanta of excitation in the b direction ͓i.e., along C 1 , for those states organized about ( a , b )ϭ(,), or along L 2 , for those states organized around ( a , b )ϭ(0,)], must have either gϩ or uϪ symmetry; those states with an odd number of quanta in the b direction must be either gϪ or uϩ. As long as the states in question have little probability near b ϭ0, then they will appear in doublets of gϩ/uϪ or gϪ/uϩ.
