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La tomographie par émission de positons (TEP) est une méthode d’imagerie fonc-
tionnelle, utilisée en particulier lors du développement de nouveaux médicaments
et pour imager les tumeurs. En TEP, l’estimation de la concentration plasmatique
artérielle d’activité du traceur non métabolisé (nommée « fonction d’entrée ») est
nécessaire pour l’extraction des paramètres pharmacocinétiques. Ceux-ci permettent
de quantiﬁer le comportement du traceur dans les tissus, ou plus précisément le
traitement du traceur par les tissus.
Cette thèse constitue une contribution à l’étude de la fonction d’entrée, par l’éla-
boration d’une méthode d’estimation de la fonction d’entrée peu invasive à partir des
images TEP et de prélèvements veineux. L’exemple du traceur FDG (analogue du
glucose) dans le cerveau humain a été choisi.
La méthode proposée repose sur la modélisation compartimentale de l’organisme :
elle déconvolue le modèle à trois compartiments utilisé pour le FDG. L’originalité
de la méthode repose sur trois points : l’utilisation d’un grand nombre de régions
d’intérêt ; l’utilisation d’un grand nombre de jeux de trois régions d’intérêt diﬀérentes ;
une estimation itérative.
Pour la validation de la méthode, un soin particulier a été porté à la simulation
d’images TEP (simulation d’acquisition, reconstruction, corrections) de plus en plus
réalistes, depuis une image simple simulée avec un simulateur analytique jusqu’à une
image la plus proche possible de la réalité, simulée avec simulateur Monte-Carlo. Une
chaîne de pré-traitement (segmentation des IRM associés, recalage entre images TEP
et IRM et correction de l’eﬀet de volume partiel par une variante de la méthode de
Rousset) a ensuite été appliquée à ces images aﬁn d’extraire les cinétiques des régions
d’intérêt, données d’entrée de la méthode d’estimation de la fonction d’entrée.
L’évaluation de la méthode sur diﬀérentes données, simulées et réelles, est présen-
tée, ainsi que l’étude de la sensibilité de la méthode à diﬀérents facteurs tels que





Positron Emission Tomography (PET) is a method of functional imaging, used
in particular for drug development and tumor imaging. In PET, the estimation of
the arterial plasmatic activity concentration of the non-metabolized compound (the
"input function") is necessary for the extraction of the pharmacokinetic parameters.
These parameters enable the quantiﬁcation of the compound dynamics in the tissues.
This PhD thesis contributes to the study of the input function by the development
of a minimally invasive method to estimate the input function. This method uses the
PET image and a few blood samples. In this work, the example of the FDG tracer
is chosen.
The proposed method relies on compartmental modeling : it deconvoluates the
three-compartment-model. The originality of the method consists in using a large
number of regions of interest (ROIs), a large number of sets of three ROIs, and an
iterative process.
To validate the method, simulations of PET images of increasing complexity have
been performed, from a simple image simulated with an analytic simulator to a
complex image simulated with a Monte-Carlo simulator. After simulation of the ac-
quisition, reconstruction and corrections, the images were segmented (through seg-
mentation of an IRM image and registration between PET and IRM images) and
corrected for partial volume eﬀect by a variant of Rousset’s method, to obtain the
kinetics in the ROIs, which are the input data of the estimation method.
The evaluation of the method on simulated and real data is presented, as well
as a study of the method robustness to diﬀerent error sources, for example in the
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analogue espèce chimique qui ne diﬀère d’une autre espèce chimique que par le
remplacement d’un atome ou d’un groupe d’atomes par un autre, et qui présente
des propriétés physicochimiques et biologiques voisines [1]. 54
cyclotron accélérateur de particules utilisé pour produire les isotopes radioactifs. 21
diffusion Compton voir eﬀet Compton. 28
diffusion Rayleigh mode de diﬀusion des ondes, par exemple électromagnétiques ou
sonores, dont la longueur d’onde est beaucoup plus grande que la taille des par-
ticules diﬀusantes. On parle de diﬀusion élastique, car cela se fait sans variation
d’énergie, autrement dit l’onde conserve la même longueur d’onde [2]. 137
effet Compton diﬀusion inélastique d’un photon sur un électron d’un atome. Au
cours du processus l’électron est éjecté de l’atome qui est donc ionisé, et le
photon perd de l’énergie et est dévié. 15
effet photoélectrique absorption d’un photon par un atome qui émet alors un élec-
tron. 29
IDIF fonction d’entrée mesurée dans l’image (image-derived input function). 74
imagerie moléculaire On regroupe sous ce terme toutes les modalités qui permettent
la visualisation, la caractérisation et la mesure in vivo de processus biologiques
au niveau moléculaire et cellulaire. 22
ischémie diminution de l’apport sanguin artériel à un organe. Cette diminution en-
traîne essentiellement une baisse de l’oxygénation des tissus de l’organe en des-
sous de ses besoins (hypoxie) et la perturbation, voire l’arrêt, de sa fonction.
19
myocarde tissu musculaire du cœur. 19
métabolisme transformations moléculaires et énergétiques au niveau des cellules. 16
15
métabolite petit composé utilisé pour ou produit par le métabolisme. Le glucose
est un métabolite. Un radiotraceur peut être métabolisé dans l’organisme et
ainsi produire des métabolites. 16
nécrotique qui est nécrosé. La nécrose est un processus d’altération aboutissant à
la destruction d’une cellule, d’un tissu organique. 19
PBIF fonction d’entrée estimée à partir d’une fonction d’entrée standardisée, établie
à partir d’une base de données de fonctions d’entrée (population-based input
function). 76
pseudo-anévrisme petite poche de sang communiquant avec une artère ou une cavité
cardiaque et secondaire à la rupture de la paroi de ces dernières. Le sang est alors
contenu par les structures adjacentes. Il se distingue de l’anévrisme, dilatation
localisée de la paroi d’une artère aboutissant à la formation d’une poche de
taille variable, pour lequel la paroi reste intacte. 72
radiométabolite métabolite radioactif. 63
rapport de branchement d’une voie de désintégration radioactive : probabilité que
la désintégration ait lieu selon cette voie parmi toutes les voies de désintégration
possibles. 25
sclérose durcissement pathologique d’un organe ou d’un tissu. 72
sepsis infection générale grave de l’organisme par des germes pathogènes. 72
spline fonction déﬁnie par morceaux par des polynômes. 71
thrombose artérielle formation d’un caillot dans une artère qui va provoquer l’in-
terruption du ﬂux sanguin en aval. 72
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INTRODUCTION
La tomographie par émission de positons (TEP) est une méthode d’imagerie fonc-
tionnelle utilisée entre autres en oncologie, en cardiologie et en neurologie. Elle
consiste à injecter à un patient un traceur radioactif émetteur de positons puis à
observer, au moyen d’une caméra spéciﬁque, le devenir de ce traceur dans l’orga-
nisme. Le traceur est spéciﬁque d’une cible précise qu’on cherche à étudier : la TEP
est par exemple utilisée pour détecter des tumeurs. Lorsque des positons sont émis
par le traceur, ils s’annihilent presque instantanément avec des électrons en émettant
des photons qui sont détectés par la caméra TEP. Des algorithmes mathématiques
permettent ensuite, à partir de la distribution des photons détectés, de remonter aux
lieux d’annihilations et donc à la distribution du traceur dans l’organisme – ce qui
permet par exemple de localiser des tumeurs si on utilise un traceur ayant une forte
aﬃnité pour les tumeurs.
La TEP est une méthode quantitative, dans le sens où elle permet de recons-
truire une image 4D de la distribution d’activité dans l’organisme en fonction du
temps, en Bq/cc. Cependant, cette image ne permet pas de quantiﬁer la fonction
biologique étudiée. Pour ce faire, on utilise une modélisation de l’organisme en diﬀé-
rents compartiments dans lesquels le traceur a un comportement homogène : c’est la
"modélisation compartimentale". La fonction biologique est alors caractérisée par les
vitesses d’échange du traceur entre ces diﬀérents compartiments. Pour accéder à ces
vitesses d’échange à partir de l’image fournie par l’acquisition TEP, une connaissance
est primordiale, c’est celle de la concentration d’activité du traceur non métabolisé
dans le plasma artériel. Cette concentration d’activité est nommée "fonction d’entrée"
du modèle à compartiments.
La méthode de référence pour l’obtenir consiste à prélever des échantillons de sang
artériel chez le sujet subissant l’examen, mais cette méthode a de nombreux incon-
vénients : elle est en particulier douloureuse, si bien qu’elle ne peut être appliquée
en routine clinique. D’autres méthodes ont été proposées pour l’estimation de la
fonction d’entrée, par exemple à partir de l’extraction de la concentration d’activité
dans l’image de structures sanguines, ou via une base de connaissance, mais toutes
présentent des inconvénients.
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Une méthode peu invasive, potentiellement applicable à de nombreux traceurs,
utilisant les courbes de la concentration d’activité en fonction du temps dans des
régions de l’organisme et quelques prélèvements sanguin, a été proposée : la méthode
SIME. Cette méthode présente cependant une grande variabilité dans ses résultats.
Nous proposons dans ce travail de thèse une amélioration de la méthode SIME,
en l’appliquant à des examens du cerveau humain avec le traceur [18F]-FDG (un
analogue du glucose), le traceur le plus utilisé en TEP.
Dans un premier chapitre, nous présentons la TEP et la modélisation comparti-
mentale, ainsi que les méthodes d’estimation de la fonction d’entrée existantes, dont
la méthode SIME. Dans un deuxième chapitre, nous présentons la méthode proposée,
nommée IM-SIME, qui améliore SIME en eﬀectuant un grand nombre d’estimations
de la fonction d’entrée sur diﬀérents jeux de courbes provenant de nombreuses ré-
gions du cerveau, ainsi qu’en utilisant un processus itératif. Le troisième chapitre est
consacré à l’évaluation de la méthode proposée. Cette évaluation est essentiellement
réalisée avec des données simulées : dans une première partie, nous présentons la si-
mulation de ces données, puis dans une deuxième partie nous présentons les résultats
de la méthode sur ces données.
En début de manuscrit, une liste d’acronymes et un glossaire de termes utilisés
dans ce travail sont présentés. Les mots y ﬁgurant sont écrits en caractères gras dans




I.1. La tomographie par émission de positons (TEP)
I.1.1. Présentation de la TEP
La tomographie par émission de positons (TEP) est une méthode d’ima-
gerie médicale. Elle est utilisée en routine clinique (c’est-à-dire qu’un médecin peut
prescrire un examen TEP à un de ses patients) et en recherche biomédicale, pour
l’étude de certaines pathologies et pour le développement de nouveaux médicaments.
Ses domaines d’application sont divers : cancérologie, cardiologie, psychiatrie, neu-
rologie. . .
Contrairement au scanner à rayons X ou à l’IRM, la TEP n’est pas une mé-
thode d’imagerie anatomique mais une méthode d’imagerie fonctionnelle. Cela si-
gniﬁe qu’elle fournit des informations sur le fonctionnement de l’organisme plutôt
que sur sa composition chimique.
Le principe de la tomographie par émission de positons est d’injecter un traceur
radioactif émetteur de positons à l’individu subissant l’examen, et d’étudier au moyen
d’une caméra adaptée le devenir de ce traceur dans l’organisme. La caméra ressemble
à un scanner ou à un IRM ; elle est constituée d’une couronne de détecteurs entourant
le patient allongé sur un lit et détectant les photons créés lors de l’annihilation des
positons émis par le traceur, ce qui permet de remonter à la position des annihilations.
On obtient alors une image en trois dimensions de la répartition de ces annihilations
et donc de la concentration du traceur dans l’organisme au cours du temps (voir
ﬁg. I.1).
I.1.1.1. Domaines d’utilisation de la TEP
La TEP permet de visualiser et d’étudier quantitativement le fonctionnement des
organes, des tissus, des cellules, et même l’expression des gènes.
En clinique, elle permet d’aﬃner un diagnostic ou de suivre l’eﬃcacité d’un trai-
tement. Nous allons en donner quelques exemples.
En cardiologie, elle est utilisée lors d’une ischémiemyocardique, par exemple suite
à un infarctus, pour déterminer si le myocarde est viable ou nécrotique.
En oncologie, elle sert à [3]
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Figure I.1 – Schéma de principe de la TEP : Après injection du traceur radioactif, celui-ci
émet des positons qui, après un court trajet dans la matière, s’annihilent ("Annihilation") en
émettant deux photons opposés ; ceux-ci sont détectés par la couronne de détecteurs, puis les
données sont traitées par un circuit électronique pour déterminer quels photons proviennent
du même positon ("Coincidence Processing Unit"). Les informations sont alors stockées sous
forme de liste (Listmode Data") ou sous un format spécial ("Sinogram Data"), à partir desquels
l’image des lieux d’annihilation est reconstruite ("Image reconstruction"). Source : Wikipedia
– identiﬁer de manière précoce la maladie ;
– diﬀérencier lésions malignes et bénignes ;
– examiner tout l’organisme à la recherche de métastases ;
– déterminer l’eﬃcacité du traitement.
En neurologie, elle permet entre autres de
– cartographier et quantiﬁer in vivo les diﬀérents récepteurs, neurotransmetteurs,
enzymes ou types de neurones dans le cerveau [4], en marquant des ligands se
liant spéciﬁquement à ces cibles ;
– étudier des maladies neurodégénératives ;
– déceler et de localiser les lésions cérébrales qui causent l’épilepsie ;
– entreprendre la cartographie fonctionnelle du cerveau [5].
Pour le développement de nouveaux médicaments, elle permet de [3, 6]
– fournir une caractérisation de la maladie in vivo ;
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– quantiﬁer, en utilisant une forme radioactive du médicament, les cibles du mé-
dicament pour déterminer le bon dosage à utiliser ensuite ;
– caractériser le comportement au cours du temps du médicament, sa durée d’ac-
tion [7] ;
– vériﬁer que le médicament modiﬁe bien le processus biologique voulu, au moyen
d’études eﬀectuées après le traitement.
I.1.1.2. Inconvénients et avantages de la TEP
I.1.1.2.a. Inconvénients
Les inconvénients de la TEP sont
– son coût : le coût de la caméra, ainsi que, lors d’utilisation pour des recherches
comportant le développement de nouveaux traceurs, le coût de la présence d’un
cyclotron à proximité (nécessaire à cause de la courte demi-vie des isotopes), des
laboratoires de synthèse rapide des traceurs, des nombreuses équipes spécialisées
nécessaires ;
– l’exposition à la radioactivité pour les patients et le personnel médical ;
– la faible résolution spatiale et temporelle des caméras ;
– le bruit non négligeable dans les images reconstruites.
I.1.1.2.b. Avantages de la TEP par rapport aux autres méthodes
d’imagerie
Les principales méthodes d’imagerie fonctionnelle sont, outre la TEP, la tomo-
graphie d’émission monophotonique (TEMP) (méthode d’imagerie semblable
à la TEP mais utilisant des isotopes produisant un photon au lieu d’un positon)
et l’imagerie par résonance magnétique fonctionnelle (IRMf). Les autres
protocoles IRM, tels que l’IRM de perfusion ou de diﬀusion, sont stricto sensu des
méthodes d’imagerie anatomique, à part l’IRM moléculaire, qui utilise des produits
de contraste (visibles en IRM) couplés à des traceurs spéciﬁques d’une cible biolo-
gique, comme en TEP. Cette méthode en est à ses débuts, nous n’en parlerons pas
ici. On peut citer également comme méthodes d’imagerie fonctionelle les méthodes de
mesure du potentiel électrique (électrocardiogramme (ECG), électroencépha-
logramme (EEG), magnétoencéphalogramme (MEG)), l’imagerie optique (à
l’aide de traceurs ﬂuorescents ou bio-luminescents), l’imagerie spectroscopique proche
infra-rouge.
Les principales méthodes d’imagerie anatomique sont les radiographies, la tomo-
densitométrie (TDM) (scanner à rayons X), l’IRM anatomique, l’imagerie par
ultrasons.
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Avantages des méthodes d’imagerie fonctionnelle sur les méthodes d’ima-
gerie anatomique
Informations sur le fonctionnement de l’organisme
Les méthodes d’imagerie fonctionnelle fournissent des informations sur le fonction-
nement de l’organisme, pour certaines jusqu’au niveau des transformations molécu-
laires et énergétiques à l’échelle cellulaire (le métabolisme) : on parle alors d’imagerie
moléculaire. Par exemple, l’IRMf, comme la TEP, permet de déterminer quelles
aires du cortex sont mises en jeu dans l’accomplissement d’une tâche mentale ou
physique déterminée.
Diagnostic plus précoce
Les changements dans le métabolisme intervenant en amont des changements ana-
tomiques, les méthodes d’imagerie fonctionnelle comme la TEP permettent un diag-
nostic et donc un traitement plus précoce des dommages liés à une pathologie, par
rapport aux méthodes d’imagerie anatomique, en détectant les changements métabo-
liques avant le début des changements anatomiques et l’apparition des symptômes.
La TEP permet ainsi de déceler les tumeurs cancéreuses à une étape plus précoce
que les méthodes d’imagerie anatomique et, contrairement à elles, de déterminer avec
précision si une tumeur est de nature bénigne ou maligne. Elle permet de détecter
la maladie d’Alzheimer trois ans avant les autres méthodes [3] et cinq ans avant les
symptômes [8] ; elle permet de détecter la maladie d’Huntington sept ans avant les
symptômes [9].
Évaluation du traitement
La TEP permet également de diﬀérencier une tumeur maligne d’une tumeur né-
crosée, ce qui fournit une évaluation rapide et précise de la réponse thérapeutique à
un traitement.
Avantages de la TEP par rapport aux autres méthodes d’imagerie fonc-
tionnelle
Étude de tout le corps
La TEP permet d’imager le corps entier, contrairement à l’ECG, l’EEG, le MEG
qui sont restreints à certaines parties du corps (cœur ou cerveau) et à l’IRMf qui est
utilisé pour le cerveau uniquement. Contrairement à la TEP, l’imagerie optique et
l’imagerie spectroscopique proche infra-rouge ne peuvent imager que des zones très
proches de la surface de la peau.
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Grande variété de traceurs
Surtout, l’IRMf et l’imagerie spectroscopique proche infra-rouge ne peuvent ima-
ger que le ﬂux sanguin, tandis que la TEP, qui utilise des isotopes radioactifs qui sont
des "briques du vivant" (C, O, N, F), permet de former une grande variété de traceurs
facilement incorporables dans des molécules biologiques. Les ﬂuorophores utilisés en
imagerie optique sont de grosses molécules ne permettant donc pas de suivre de petits
composés. Or seuls de petits composés peuvent rentrer dans le cerveau.
Grande sensibilité
Par rapport à la TEMP, la TEP est 100 à 1000 fois plus sensible [10] ; elle est
capable de détecter et de quantiﬁer des concentrations en traceur de l’ordre de la
picomole par gramme. Elle permet ainsi de détecter de manière très sensible des
accumulations de traceurs dans des lésions de petite taille. De plus, on peut ainsi
véritablement l’utiliser avec des doses "traceuses" sans aﬀecter la santé ni le métabo-
lisme (donc le processus qu’on étudie), même avec des substances comme la cocaïne.
La TEP est donc une méthode actuellement irremplaçable pour l’imagerie molé-
culaire.
I.1.1.3. La TEP hier et aujourd’hui
La TEP a été développée [11–15] pour des recherches scientiﬁques sur le cerveau et
le cœur. Dans les années 1950, la première acquisition clinique d’une image obtenue
grâce à la détection en coïncidences de photons produits par un traceur émetteur
de positons est eﬀectuée ; ce n’est encore qu’une méthode d’imagerie planaire, avec
seulement deux détecteurs. Le "T" de la TEP, la tomographie (reconstruction de
coupes d’un volume à partir de plusieurs mesures à l’extérieur de ce volume) est
implémenté dans les années 1970.
Actuellement, trois entreprises principales se partagent le marché des caméras
TEP : Philips, Siemens et GE. Depuis les années 2000, elles fournissent des caméras
TEP couplées à des scanners TDM. Ces machines bimodalités sont désormais la
norme pour l’utilisation clinique.
La prochaine grande étape dans le développement de la TEP est le couplage d’une
caméra TEP avec un IRM, ce qui permettra de visualiser simultanément le devenir de
molécules biologiques par la TEP et des processus physiques par l’IRM. Les premiers
TEP/IRM commencent à arriver dans les laboratoires de recherche.
Nous allons détailler dans le paragraphe suivant (§I.1.2) le cœur de la TEP, de
l’injection du traceur jusqu’à la reconstruction de l’image. L’analyse des images pro-
duites sera présentée en §I.1.3. Enﬁn le paragraphe I.1.4 présentera quelques traceurs
utilisés en clinique et en recherche.
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I.1.2. Fonctionnement de la TEP, de l’injection à l’image
Les étapes d’un examen TEP, de l’injection à l’image, sont les suivantes (voir
ﬁg. I.2) :
1. administration d’un traceur radioactif au patient, souvent au moyen d’une in-
jection intraveineuse instantanée ("bolus"),
2. attente pendant que le traceur se propage dans l’organisme jusqu’à ses cibles,
par exemple pendant une heure (le temps dépend du traceur utilisé), pour des
examens statiques cliniques ; en cas d’étude dynamique, par exemple lorsqu’on
s’intéresse à la fonction d’entrée, on débute généralement l’acquisition au mo-
ment de l’injection ;
3. acquisition TEP, qui dure généralement de 20 à 60 minutes : le patient est
allongé sur le lit de la caméra. Le lit peut rester ﬁxe (par exemple avec l’anneau
de la caméra autour de la tête du patient pour un examen cerveau) ou se
déplacer pas à pas à l’intérieur de la caméra pour un examen "corps entier" (de
l’aine à la base du crane), utilisé par exemple pour une recherche de métastases.
Si une acquisition anatomique de transmission (voir I.1.2.3.c) est eﬀectuée, elle
se déroule aussi à ce moment ;
4. reconstruction et correction de l’image 3D ;
5. visualisation de l’image avec un logiciel montrant des coupes de l’image de
concentration d’activité dans les trois dimensions. Dans le cas d’une étude dy-
namique, on découpe la durée de l’acquisition en plusieurs séquences ("frames")
et on obtient une image 3D par frame. On peut alors tracer pour des régions
choisies des courbes de concentration d’activité en fonction du temps.
La dose de radioactivité qui est injectée au patient est calculée en fonction de son
poids, son âge etc. L’activité injectée est de l’ordre de 150-450 MBq ; la dose eﬃ-
cace reçue est de l’ordre de 5 mSv. À titre de comparaison, une personne vivant en
France reçoit une dose annuelle naturelle d’environ 3 mSv [16] ; la dose annuelle de
radioactivité artiﬁcielle pour un travailleur du nucléaire est limitée à 20 mSv.
Nous allons commencer par détailler ce qui se produit pendant l’acquisition, c’est-
à-dire l’émission des positons par le traceur, leur annihilation, la production de paires
de photons, leur détection par la caméra TEP.
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I.1.2.1. Production des particules
I.1.2.1.a. Émission du positon
Les isotopes radioactifs contenus dans le traceur injecté se désintègrent en émettant
un positon car ils sont en excès de protons : c’est la radioactivité β+. Dans le noyau,
un proton est transformé en neutron ; la charge positive est expulsée du noyau sous
la forme d’un positon, accompagné d’un neutrino νe :
p −→ n + e+ + νe. (I.1)
L’équation de désintégration d’un noyau atomique est alors
A
ZX −→ AZ−1 Y +01 e +00 νe, (I.2)
ce qui donne dans le cas de la désintégration du ﬂuor 18, couramment utilisé :
18
9F −→ 188O +01 e +00 νe. (I.3)
Remarque : dans certains cas (3% pour le 18F ) l’atome ne se désintègre pas
par radioactivité β+ mais un autre processus a lieu : la capture électronique,
dans laquelle un proton du noyau est converti en neutron grâce à la capture
d’un électron lié appartenant au cortège électronique de l’atome :
p + e−l −→ n + νe (I.4)
avec e−l l’électron lié. La probabilité que l’isotope emprunte une voie de désin-
tégration radioactive donnée parmi toutes les voies de désintégration qu’il est
susceptible de connaître est nommée le rapport de branchement de cette
voie. Le rapport de branchement du 18F par voie β+ est donc de 97%.
I.1.2.1.b. Annihilation du positon
Le positon émis interagit avec les tissus et perd ainsi son énergie cinétique. Après
un parcours de quelques millimètres, il s’annihile avec un électron de la matière,
produisant deux photons :
e+ + e− −→ 2γ. (I.5)
On suppose dans un premier temps que le positon a perdu toute son énergie ciné-
tique et est au repos lors de l’annihilation. L’annihilation produit alors deux photons
de 511 keV (rayons gamma) partant dans des directions opposées (voir "Annihila-
tion" dans la ﬁg. I.1).
Pourquoi 511 keV et pourquoi des directions opposées ?
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Par conservation de la quantité de mouvement, en supposant que l’électron et le
positon sont au repos au moment de l’annihilation, la quantité de mouvement du
membre de gauche de l’équation I.5 est nulle, donc celle du membre de droite doit
l’être aussi. Les deux photons doivent donc avoir des quantités des mouvement þp
opposées, c’est-à-dire que
||þpγ1|| = ||þpγ2 || (I.6)
et que les deux photons partent à 180◦ l’un de l’autre.
De plus, par conservation de l’énergie,
Ee+ + Ee− = Eγ1 + Eγ2 . (I.7)
Or, pour chaque particule,
E2 = c2p2 + m2c4. (I.8)
On obtient :
– pour les photons, comme
• mγ1 = mγ2 = 0 et
• p2γ1 = p2γ2 d’après éq. I.6,
Eγ1 = Eγ2 ≡ Eγ ;
– pour l’électron et le positon, comme
• p2e+ = p2e− = 0 et
• me+ = me− ,








Avec me− ≈ 9.109.10−31 kg et c2 ≈ 2.998.108 m/s on obtient bien Eγ ≈ 511 keV.
Remarque : En réalité, le positon n’est pas forcément complètement au repos
lors de l’annihilation ; si ce n’est pas le cas on a une acolinéarité des deux
photons. Cette acolinéarité vaut en moyenne 0.5◦ [17, 18] (voir ﬁg. I.3). Ce
phénomène provoque une perte de résolution spatiale, dépendant du diamètre
de la couronne de détecteurs de la caméra : pour une émission au centre du




, avec α l’angle d’acolinéarité et D le diamètre
de la couronne de détecteurs (voir ﬁg.I.4). La caméra HR+ utilisée dans notre
travail (voir §I.1.2.2.e) ayant un diamètre de 82.4 cm, la perte de résolution
spatiale au centre de la caméra est de 1.8 mm (calcul en utilisant l’angle moyen
d’acolinéarité). Le libre parcours moyen non nul du positon provoque également
une perte de résolution spatiale, inférieure au millimètre pour l’isotope 18F .
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Figure I.3 – Illustration du libre par-
cours moyen et de l’acolinéarité, engen-
drant une perte de résolution spatiale.
Source : [19]
Voir fig. 4.4 p 154 de [19]
Figure I.4 – Schéma pour le calcul de
la perte de résolution spatiale ∆d due à
l’acolinéarité : sin ( α
2










I.1.2.2. Détection des photons par la caméra
I.1.2.2.a. Description d’une caméra TEP
La caméra est constituée d’une série de couronnes entourant le patient, chaque
couronne étant composée de détecteurs (voir ﬁg. I.1). Les détecteurs sont optimisés
pour la détection des photons à 511 keV [20]. Un circuit électronique permet d’en-
registrer les coïncidences (lorsque deux photons arrivent en même temps sur deux
détecteurs). Les coïncidences sont stockées dans une matrice appelée sinogramme,
qui sera utilisée pour la reconstruction.
I.1.2.2.b. Principe de la détection
L’objectif de la TEP est de retrouver les positions d’émission des positons, approxi-
mées par les positions d’annihilation. Dans ce but, on cherche à détecter les deux
photons émis dans des directions opposées lors de l’annihilation. Le circuit électro-
nique de la caméra enregistre pour cela les "coïncidences", c’est-à-dire les détections
de deux photons de 511 keV arrivant simultanément sur deux détecteurs. En réalité,
la chaîne de détection n’étant pas parfaite, sont enregistrées comme coïncidences les
doubles détections se produisant dans une fenêtre en énergie de l’ordre de 15 à 20%
autour de 511 keV et dans une fenêtre en temps de l’ordre de quelques nanosecondes.
La fenêtre en temps de l’HR+ est de 12 ns. Sur les caméras plus récentes, on peut
descendre à 4 ns, mais la fenêtre en temps ne doit pas être trop réduite en raison
de la diﬀérence de "temps de vol" des photons : leur vitesse étant ﬁnie et puisqu’ils
n’ont a priori pas la même distance à parcourir jusqu’aux détecteurs ni les mêmes
milieux à traverser, ils n’arrivent pas exactement en même temps sur les détecteurs
et peuvent avoir quelques nanosecondes d’écart. La fenêtre en temps doit être assez
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Figure I.5 – Principe de fenêtre temporelle. Le photon S1 ouvre une fenêtre dans laquelle
S2 est détecté, ce qui forme une coïncidence. En revanche aucune coïncidence n’est détectée
dans la fenêtre ouverte par S3. Source : [21]
[21]
grande pour permettre de les considérer quand même comme en coïncidence. La fe-
nêtre en temps est ouverte lors de l’arrivée d’un photon, tous les photons détectés
pendant la durée d’ouverture de la fenêtre sont considérés comme en coïncidence.
Pour la caméra HR+ utilisée dans cette thèse, si plus de deux photons (y compris
celui qui a provoqué l’ouverture de la fenêtre) sont détectés durant l’ouverture de
la fenêtre (coïncidence multiple), la coïncidence est rejetée, c’est-à-dire qu’elle n’est
pas prise en compte. Une fois la fenêtre fermée, l’arrivée d’un nouveau photon va
déclencher l’ouverture d’une nouvelle fenêtre (voir ﬁg. I.5).
I.1.2.2.c. Nature des évènements parvenant – ou non – aux dé-
tecteurs
En plus des vraies coïncidences, de nombreux évènements parasites surviennent,
qui bruitent considérablement le signal. On peut lister (voir ﬁg. I.6) :
– les coïncidences fortuites (deux photons arrivant en même temps dans des dé-
tecteurs mais provenant de deux annihilations diﬀérentes) ;
– les photons diﬀusés (au moins un des deux photons a subi une diﬀusion Comp-
ton, ce qui, en plus de lui avoir fait perdre de l’énergie, lui a fait changer de
trajectoire ; le lieu d’annihilation ne se trouve alors plus sur la droite reliant les
deux détecteurs) ;
– les photons non détectés
– parce qu’ils sont émis ou diﬀusés dans une direction ne croisant pas de détec-
teur (par exemple quand les photons sont émis dans l’axe du tomographe) ;
– parce qu’ils ont subi trop de diﬀusions Compton et que leur énergie n’est plus
dans la fenêtre de détection des détecteurs ;
– parce qu’ils ont été absorbés dans le patient par eﬀet photoélectrique ;
– ou en raison de l’eﬃcacité limitée des détecteurs.
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Figure I.6 – Différents types d’évènements. Pour la coïncidence fortuite (bleu) : les deux
annihilations produisant les photons détectés en coïncidence fortuite produisent bien également













Photon non de´tecte´ :
I.1.2.2.d. Les détecteurs
Composition des détecteurs
Chaque bloc détecteur est constitué d’un ou plusieurs cristaux scintillateurs et d’un
ou plusieurs tubes photomultiplicateurs. Une revue [22] décrit entre autres l’évolution
de la détection en TEP.
Principes physiques mis en jeu dans la détection par le cristal
Chaque photon entrant dans le détecteur peut interagir avec celui-ci par eﬀet
photoélectrique et/ou par eﬀet Compton.
Lors de l’effet photoélectrique, le photon cède toute son énergie au cristal : il est
absorbé par un atome qui émet alors un électron.
Lors de l’effet Compton, le photon interagit aussi avec un atome qui émet un
électron, mais le photon cède seulement une partie de son énergie à l’atome. Il est
alors dévié d’un angle θ dont la valeur suit la distribution de probabilité de Klein-
Nishina :
P (Eγ, θ) =
1
1 + (Eγ/mec2) (1− cos θ) , (I.11)
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avec Eγ l’énergie du photon incident. Voir ﬁg. I.7 pour une représentation graphique.
Les électrons émis par les atomes lors de ces interactions vont exciter d’autres
électrons du cristal. Les atomes aux électrons excités se désexcitent en émettant de
la lumière visible : c’est la scintillation. Cette lumière (photons) est transformée en
signal électrique dans le photomultiplicateur (voir ﬁg. I.8). Ce signal électrique a une
intégrale proportionnelle à l’énergie déposée par le photon primaire qui est entré dans
le détecteur.
Figure I.7 – Distribution de Klein-
Nishima donnant la probabilité des va-
leurs que peut prendre l’angle dont un
photon est dévié lors de sa diffusion par
un électron, pour différentes énergies du
photon incident. En rose, 511 keV. On
observe qu’à cette énergie les photons
sont peu déviés. Source : Wikipedia Figure I.8 – Schéma de la détection
par le cristal et le photomultiplicateur.
Les photons de scintillation produits par
le cristal sont collectés et convertis en
électrons par la photocathode du photo-
multiplicateur. Les électrodes du photo-
multiplicateur amplifient ensuite le signal
électronique. Source : [20]
Voir fig. 4 p 7 de [20]
Remarque : Une interaction Compton change la direction du photon : elle
peut donc (rarement) le faire ressortir du détecteur, alors qu’il n’a pas déposé
toute son énergie. Si l’énergie déposée n’est pas dans la fenêtre en énergie du
détecteur, le photon ne sera pas détecté.
Remarque : Pendant qu’un détecteur est en train de détecter un photon, il
ne peut pas en détecter un deuxième. Ce phénomène est appelé "temps mort",
il engendre un sous-comptage des coïncidences lorsque le nombre de photons
incidents est grand. Il y a également un temps mort au niveau du système
électronique, qui ne peut détecter qu’une coïncidence à la fois.
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Caractéristiques des cristaux
Le cristal scintillateur doit avoir [23] :
– une densité élevée pour que le maximum de photons arrivant dans le détecteur
soient détectés ;
– une eﬃcacité de conversion lumineuse importante (nombre de photons de scin-
tillation émis par photon incident), pour avoir une bonne résolution en énergie ;
– un grand nombre d’émission de photons par unité de temps pour réduire le temps
mort ;
– une bonne transparence aux photons de scintillation et un photomultiplicateur
adapté à la longueur d’onde de ces photons ;
– une faible sensibilité à l’écart de température, une fabrication aisée...
I.1.2.2.e. Caractéristiques de la caméra utilisée dans la suite
La caméra utilisée dans notre travail (chapitres II et III) est la caméra TEP ECAT
EXACT HR+ de Siemens [24, 25] (voir ﬁg. I.9). Elle est constituée de quatre cou-
ronnes de 82.4 cm de diamètre (voir ﬁg. I.10). Le champ de vue axial est de 15.5 cm.
Chaque couronne est divisée en 72 blocs de détecteurs, chaque bloc étant constitué
d’une matrice de 8×8 cristaux auxquels sont accolés 4 photomultiplicateurs (un pour
4× 4 détecteurs) (voir ﬁg. I.11). HR+ est donc constituée de 4× 8 = 32 anneaux de
détecteurs, chaque anneau étant constitué de 72 × 8 = 576 détecteurs. Le système
de blocs permet d’améliorer la résolution spatiale : une résolution élevée demande
des cristaux petits, mais comme la taille des photomultiplicateurs ne peut pas être
trop réduite, on relie plusieurs cristaux à un seul photomultiplicateur. Les cristaux
sont composés de germanate de bismuth (BGO), matériau très dense donc arrêtant
un grand nombre de photons. Ils mesurent chacun 4.04× 4.39× 30 mm3. Le circuit
électronique est commun à tout le bloc, ainsi si un photon commence à déposer de
l’énergie dans un cristal puis passe dans un autre cristal du même bloc par eﬀet
Compton et continue à y déposer de l’énergie, la somme totale des énergies déposées
est prise en compte (voir ﬁg. I.11). Ce procédé engendre une erreur sur la localisa-
tion du photon incident : son lieu de détection est calculé comme le barycentre des
énergies déposées dans les diﬀérents cristaux du bloc, alors que considérer seulement
le lieu de la première interaction dans le premier cristal serait plus juste – mais la ré-
solution en temps des détecteurs est trop basse pour avoir accès à cette information.
I.1.2.3. Obtention de l’image par reconstruction
I.1.2.3.a. Format des données : le sinogramme
Les coïncidences sont stockées dans une matrice dont chaque élément (ou "bin")
correspond à une "ligne de réponse" (ligne, ou plutôt tube polyédrique, reliant une
paire de détecteurs - abrégé en "LOR" pour "line of response"). La valeur de cet
élément est le nombre de coïncidences enregistrées par cette paire de détecteur. Dans
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Figure I.9 – Photographie de la caméra
ECAT EXACT HR+. Source : Wikipedia
Figure I.10 – Schéma de la caméra
HR+.
Figure I.11 – Schéma d’un bloc de détecteurs constitué de 4 photomultiplicateurs reliés
chacun à 4 × 4 cristaux. Le lieu de détection calculé est le barycentre des lieux de dépôt
d’énergie dans le bloc.
le cas idéal (pas de diﬀusion dans la matière. . . ) c’est le nombre d’annihilations qui
se sont produites sur cette ligne dans la direction de la ligne. Le sinogramme est donc
une sorte d’histogramme. Un exemple de sinogramme est montré en ﬁg. I.12.
Considérons un anneau de détecteurs. La position de chaque élément est donnée
par l’angle azimutal θ de la LOR avec un axe donné et par sa distance radiale r au
centre du tomographe (voir ﬁg I.13).
Si on considère des lignes de réponse parallèles entre elles, on observe qu’elles
sont de plus en plus serrées lorsqu’on se rapproche du bord transversal du FOV(voir
ﬁg. I.14a). On note dans la suite ce type de sinogramme "sinogramme géométrique".
Un autre échantillonnage possible consiste à utiliser des lignes de réponse qui ne
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Figure I.12 – Un exemple de sinogramme d’une acquisition cerveau homme. Chaque pixel
correspond à un élément de matrice. Plus le pixel est foncé, plus la valeur de l’élément est
élevée. Source : [26]
Voir fig. 1C p 40 de [26]
correspondent plus à des cristaux mais qui sont déﬁnies par un échantillonnage ré-
gulier en r et en θ (voir ﬁg I.14b). C’est la méthode la plus utilisée, on la nomme
"sinogramme conventionnel".
La ﬁgure I.15 montre la relation entre image et sinogramme.
Pour une reconstruction 3D, on considère les lignes de réponse décrites ci-dessus,
mais aussi celles liant des détecteurs d’anneaux diﬀérents. Il y a donc un sinogramme
pour chaque couple d’anneaux de détecteur, soit, pour une caméra comportant n
anneaux, n × n sinogrammes (voir ﬁg I.16). On regroupe ces sinogrammes 2D (un
sinogramme 2D par paire d’anneaux) en un sinogramme 3D. En pratique toutes les
combinaisons de deux détecteurs possibles ne sont pas considérées : deux détecteurs
voisins par exemple ne peuvent pas détecter une coïncidence vraie puisque le patient
n’est pas collé aux détecteurs. On déﬁnit donc un champ de vue au centre de la
caméra (lieu dans lequel le patient se trouvera) et on ne considère que les LORs
passant par ce champ de vue ("ﬁeld of view") (FOV). Le nombre de LORs
étant toujours très élevé (plusieurs millions pour l’HR+), le volume du sinogramme
est très important. Plusieurs compressions sont eﬀectuées pour réduire le volume des
données tout en perdant le moins d’information possible.
– Différences d’anneaux : en pratique, on ne garde que les couples de détecteurs
se trouvant sur des anneaux proches : par exemple, pour l’anneau i, les couples
(i, i), (i, i + 1), (i, i + 2), (i, i + 3), (i, i − 1), (i, i − 2) et (i, i − 3). On déﬁnit
la diﬀérence d’anneaux maximale ("maxring") comme la diﬀérence d’anneaux
maximale admise pour considérer une LOR valide. Si on accepte toutes les LORs,
maxring= n− 1. Dans l’exemple précédent, maxring = 3.
– Span : on peut également regrouper les lignes de réponse ayant le même r et des
diﬀérences d’anneaux proches : c’est le "span".
– Mashing : on peut regrouper les LORs ayant un θ proche, tous paramètres égaux
par ailleurs : c’est le "mashing". Si on somme les LORs deux à deux on dit que
le mashing vaut 2.
Il est aussi possible d’échantillonner l’acquisition en temps, c’est-à-dire découper le
temps d’acquisition en plusieurs intervalles appelés "frames" en anglais (le découpage
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Figure I.13 – Coordonnées d’une ligne de réponse reliant deux détecteurs dA et dB d’un














Figure I.14 – a. Sinogramme géométrique, avec ses LORs de plus en plus serrées en se
rapprochant du bord transversal du FOV. b. Sinogramme conventionnel, c.-à-d. échantillonné
régulièrement en r et en θ (en bleu, LORs pour θ = 90◦ ; en orange, LORs pour θ = 45◦).
a b
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Figure I.15 – Relation entre image et sinogramme. À gauche au centre, une carte de lieux
d’annihilation, représentative de la concentration d’activité. Autour, trois projections de la
carte selon des LORs parallèles : en bas, LORs avec θ = −90◦, à droite, LORs avec θ = −5◦,
en haut, LORs avec θ = 45◦. Chaque élément de sinogramme est le nombre d’annihilations se
produisant le long d’une LOR (I). Une ligne du sinogramme est constituée des contributions de
LORs de même θ et de r croissant, c’est-à-dire de LORs parallèles. Une ligne du sinogramme
correspond ainsi à une projection selon un θ donné. On voit à droite de l’image le sinogramme
correspondant à la carte. Source : [26]
Voir fig. 2 p 41 de [26]
Figure I.16 – À gauche, schéma d’une coupe horizontale de la caméra, avec une LOR reliant





























temporel de l’acquisition est nommé "framing"). Pour une acquisition de 15 minutes
par exemple, on peut découper l’acquisition en une frame de 0 à 1 minute, une autre
de 1 à 5 minutes et une dernière de 5 à 15 minutes. On a un sinogramme 3D par
frame, regroupés en un sinogramme 4D.
I.1.2.3.b. Méthodes de reconstruction
Les sinogrammes remplis durant l’acquisition TEP sont la donnée d’entrée de la
reconstruction [27], opération qui vise à reconstruire l’image 3D des annihilations. On
reconstruit en fait une portion du FOV (un parallélépipède), généralement découpé
en voxels (pixels en 3D). Pour la reconstruction deux options sont possibles : un réar-
rangement des données (ou "rebinning") suivi d’une reconstruction 2D (voir I.1.2.3.b),
ou une reconstruction directement en 3D (voir §I.1.2.3.b).
Réarrangement et reconstruction 2D
Réarrangement
Le réarrangement consiste à créer des sinogrammes "droits" (c.-à-d. correspondants
à un seul anneau), un sinogramme droit étant créé à partir de diﬀérents sinogrammes
correspondant à diﬀérents couples d’anneaux. L’avantage de ce réarrangement est
qu’il n’y a plus ensuite que 2N − 1 sinogrammes 2D au lieu de N2 (si on ne com-
presse pas les données) à reconstruire, ce qui est plus rapide. Ces sinogrammes sont
reconstruits indépendamment les uns des autres. Diﬀérents modes de réarrangement
existent [28,29] ; dans la suite nous utiliserons l’algorithme FORE (pour "Fourier re-
binning"), qui est le plus utilisé car le plus performant [20]. Il opère le réarrangement
en utilisant les transformées de Fourier des sinogrammes.
Reconstruction 2D
La reconstruction peut ensuite s’eﬀectuer par deux approches diﬀérentes : ana-
lytique ou itérative. La reconstruction analytique consiste à inverser le modèle de
l’acquisition : Image = Model−1(Mesures), tandis qu’avec la reconstruction itéra-
tive on considère que le modèle est trop complexe pour l’inverser directement ; on
procède alors par itérations successives pour se rapprocher de l’image réelle. On parle
en reconstruction de "projections" et de "rétroprojections" ; une projection est un opé-
rateur permettant d’obtenir un sinogramme à partir d’une image ; la rétroprojection
est un opérateur permettant d’obtenir une image à partir d’un sinogramme.
Reconstruction analytique La méthode la plus utilisée est la "rétroprojection ﬁl-
trée" [30], c’est-à-dire la rétroprojection des projections ﬁltrées (voir ﬁg. I.17). Elle
est composée de deux étapes :
– le ﬁltrage des proﬁls de projections (lignes du sinogramme) avec un ﬁltre rampe,
souvent combiné à un ﬁltre passe-bas pour éviter l’ampliﬁcation du bruit [20],
tel le ﬁltre de Hann (voir ﬁg. I.18) ;
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Figure I.17 – Principe de la rétroprojection filtrée. Elle utilise les projections mesurées pen-
dant l’acquisition (I) et consiste à filtrer ces projections (II) puis à rétroprojeter les projections
filtrées (III). Source : [20]
Voir fig. 8 p 12 de [20]
– la rétroprojection des projections ﬁltrées (voir ﬁg. I.19 le principe de la rétro-
projection).
Avantages : rapide, facile, assez satisfaisante pour une ﬁxation de traceur relativement
homogène [20], linéaire et non biaisée.
Remarque : "Linéaire" signiﬁe "linéaire par rapport à l’argument de la fonc-
tion" : dans le cas de la reconstruction, l’argument est le sinogramme (Image =
f(sinogramme) avec f la reconstruction).
Inconvénients : ampliﬁe le bruit statistique, produit des artefacts en étoile surtout
visibles autour de zones de ﬁxation intense dans les images à faible statistique [33]
(voir ﬁg. I.20).
Reconstruction itérative Il s’agit d’une alternance de projections et de rétropro-
jections. Cette méthode (voir ﬁg. I.21) consiste à raﬃner l’estimation de la coupe
(l’image) 2D en produisant à chaque itération une image estimée. Le sinogramme
correspondant à cette image estimée est ensuite calculé et comparé au sinogramme
mesuré. Cette comparaison permet de déterminer un terme correctif à appliquer à
l’image. Ce cycle est répété un certain nombre de fois (ce sont les itérations), le
nombre d’itérations étant ﬁxé de manière empirique. Les diﬀérences entre les mé-
thodes itératives résident dans le moyen de comparaison des sinogrammes, c’est-à-dire
principalement dans la déﬁnition de la fonction de coût à minimiser, mais aussi dans
l’algorithme de minimisation. La méthode la plus utilisée est dérivée des méthodes
EM (espérance-maximisation, esperance maximization en anglais) [34,35] accélérées
par le principe des sous-ensembles ordonnés (ordered subsets en anglais) [36] et est
notée OSEM [20]. À titre d’exemple, l’équation de mise à jour de l’image à chaque
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Figure I.18 – Filtrage lissant avec le filtre de Hann. Courbes dans le domaine fréquentiel :
A : filtre rampe, B : filtre de Hann, C : produit du filtre rampe et du filtre de Hann. Le filtre
de Hann a pour formule F (ν) = 0.5
(
1 + cos(pi ννc
)
si ν < νc et F (ν) = 0 sinon, avec νc la
fréquence de coupure du filtre. νc est un paramètre libre choisi entre les bornes suivantes :
0 ≤ νc ≤ νn avec νn la fréquence de Nyquist. Source : [31]
Voir fig. 16 p 98 de [31]
Figure I.19 – Principe de la rétroprojection simple. À gauche, acquisition (projection) d’une
sphère radioactive (en noir) dans un milieu non radioactif (en blanc). Les LORs passant par
cette sphère détectent de l’activité. À droite, lors de la rétroprojection, l’activité mesurée par
chaque LOR est épandue le long de cette LOR, ce qui permet de retrouver la localisation de la
sphère. La rétroprojection simple produit de forts artefacts en étoile, qui sont atténués par le
filtrage. Source : [32]
Voir fig. II.2 p 58 de [32]
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Figure I.20 – Artefacts en étoile. Sur cette image à faible statistique issue d’une simulation
d’acquisition TEP cerveau homme suivie d’une reconstruction utilisant la rétroprojection filtrée,
on voit autour du cerveau situé au centre des artefacts en étoile.












avec λkj la valeur du voxel j de l’image à la kième itération, yi la valeur mesurée dans




j . Le sinogramme y¯
k est la
projection de l’image λk ; y est le sinogramme mesuré.
Avantage : élimination des artefacts en étoile.
Inconvénients : augmentation du temps de calcul, biais à faible statistique [37, 38]
dû à la contrainte de positivité imposée pour les valeurs des voxels, qui correspond
à mettre à 0 les valeurs négatives. Le nombre de valeurs mises à 0 est d’autant plus
grand que le rapport signal sur bruit (S
σ
, avec S le signal et σ l’écart-type dû au
bruit) est faible. Or, pour une reconstruction itérative, σ est proportionnel à
√
S (cf
§II.5.1), donc quand S diminue, le rapport signal sur bruit diminue. Le biais est donc
bien plus important à faible statistique. (voir ﬁg. I.22).
Reconstruction 3D
Les reconstructions 3D généralisent les reconstructions 2D. Il existe ainsi des mé-
thodes analytiques (par exemple la rétroprojection tridimensionnelle ﬁltrée
(FBP3D), où le ﬁltre rampe de la rétroprojection ﬁltrée est remplacé par un ﬁltre
2D, et dont l’implémentation en TEP est nommée re-projection 3D (3DRP) [39])
et itératives (OSEM3D).
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Figure I.21 – Principe de la reconstruction itérative. Nb_itermax est le nombre d’itérations
à effectuer.
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Figure I.22 – Pour une reconstruction itérative, le nombre de valeurs négatives, qui sont
mises à 0, est plus important quand le signal S est faible (S1, en vert) que lorsqu’il est fort (S2,
en bleu). Pour les deux signaux sont hachurées les zones correspondant à l’intervalle [S−σ; S+σ]
avec σ l’écart-type dû au bruit. Les valeurs négatives sont celles en-dessous de l’axe horizontal










I.1.2.3.c. Corrections à eﬀectuer
Un certain nombre de corrections sont nécessaires, sur le sinogramme (avant la
reconstruction) et sur l’image (après la reconstruction).
Corrections des sinogrammes (avant la reconstruction)
Coïncidences fortuites ou aléatoires
Pour rappel (cf §I.1.2.2.c), les coïncidences fortuites résultent de la détection en
coïncidence de deux photons issus de deux annihilations diﬀérentes. Les photons
peuvent avoir diﬀusé ou non. L’information donnée par cette coïncidence présumée
est totalement fausse. Elle induit un niveau de bruit de fond devant être pris en
compte : il peut atteindre 40 à 50% [40].
Le taux de coïncidences fortuites [20]
– dépend linéairement de la fenêtre temporelle d’acquisition, donc de la rapidité
du scintillateur ;
– augmente comme le carré de la radioactivité présente dans le FOV.
Méthodes de correction La correction s’eﬀectue par soustraction de l’estimation des
coïncidences fortuites pour chaque ligne de réponse. L’estimation peut être faite par
diﬀérentes méthodes [20].
– Les coïncidences fortuites peuvent être mesurées dans une fenêtre de temps déca-
lée (voir ﬁg.I.23) : on parle d’estimation "par les coïncidences retardées". Chaque
photon détecté provoque l’ouverture d’une fenêtre de temps nommée "fenêtre de
retard" de même durée τ que la fenêtre de détection temporelle normale et com-
mençant bien après la fermeture de celle-ci, de telle manière que les photons
détectés dans la fenêtre de retard ne peuvent pas provenir de la même annihi-
lation que le premier photon (puisque les photons émis par un même positon
sont détectés à au plus quelques nanosecondes d’écart). On forme ainsi des coïn-
cidences retardées qui ne peuvent pas être des coïncidences vraies ou diﬀusées
et sont donc uniquement des coïncidences fortuites. Le nombre moyen de coïn-
cidences fortuites par unité de temps sera le même dans les deux fenêtres, la
normale et la retardée [41]. Le nombre de coïncidences dans la fenêtre retardée
est donc une estimation du nombre de coïncidences fortuites dans la fenêtre nor-
male. Cette méthode produit une estimée bruitée mais permet d’en obtenir la
distribution spatiale. C’est la méthode la plus utilisée.
– Elles peuvent être estimées à partir du nombre de photons détectés par chaque
détecteur, au moyen de la formule suivante [42] :
Fd1,d2 = Sd1Sd22τ (I.13)
avec Fd1,d2 le taux (c.-à-d. nombre par unité de temps) de coïncidences fortuites
de la ligne de réponse reliant les détecteurs d1 et d2, Sd le taux de photons détec-
tés par le détecteur d et τ la largeur de la fenêtre de coïncidence. Cette méthode
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Figure I.23 – Estimation des coïncidences fortuites par les coïncidences retardées. Lorsqu’un
photon S1 arrive sur un détecteur, il ouvre une fenêtre temporelle (première ligne) qui vise à
détecter l’autre photon émis lors de l’annihilation. Un, plusieurs ou aucun photons peuvent être
détectés pendant cette fenêtre (ici, un photon : S2, une coïncidence S1, S2 sera donc formée).
Une deuxième fenêtre, retardée (deuxième ligne) est également ouverte ; si un photon S3 y est
détecté, une coïncidence S1, S3 sera formée. Cette coïncidence est forcément fortuite, puisque








surestime dans la plupart des cas le taux de coïncidences fortuites [43], et ne
prend pas en compte la chaîne complète de détection. Mais elle est faiblement
bruitée, car comme il y a
– beaucoup plus de LORs que de détecteurs (des millions de LORs pour des
milliers de détecteurs)
– et beaucoup plus de photons détectés (par les détecteurs) que de coïncidences
(détectées par les LORs ),
il y a beaucoup plus de coups détectés par détecteur que par LOR, donc l’esti-
mation du nombre de coups par détecteur est moins bruitée que l’estimation du
nombre de coïncidences par LOR.
– Elles peuvent être corrigées en soustrayant une valeur constante, estimée à partir
de la distribution des coïncidences dans les projections à l’extérieur du patient.
Cette méthode est simple à mettre en œuvre mais n’estime pas les variations
locales de taux de coïncidences fortuites.
Pour réduire le bruit engendré par la correction, il est possible de ﬁltrer le sinogramme
des coïncidences fortuites.
Coïncidences diffusées
Certains photons arrivent au détecteur après un petit nombre d’interactions Comp-
ton dans la matière ayant engendré une perte en énergie trop faible pour être détectée.
Si le photon produit par la même annihilation que le photon diﬀusé arrive aussi dans
un détecteur, les deux photons sont enregistrés – à juste titre – comme une coïnci-
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dence. Cependant, la ligne de réponse ne passe pas par le lieu d’annihilation (voir
ﬁg. I.6) et donc l’annihilation ne sera pas reconstruite au bon endroit. Les coïn-
cidences diﬀusées peuvent représenter plus de 50% des coïncidences détectées [41].
Elles sont diﬃciles à corriger à cause de l’inﬂuence de l’activité en dehors du champ
de vue et de la médiocrité de la résolution en énergie des détecteurs [20].
Méthodes de correction Plusieurs méthodes ont été proposées [20, 44, 45] ; celle ap-
pliquée pour la caméra utilisée dans notre travail consiste en un calcul direct de la
distribution des diﬀusés pour un patient, basé sur la connaissance de la section eﬃ-
cace de diﬀusion fournie par la formule de Klein-Nishina [46] et utilisant une image
de densité des tissus et une première estimation de la distribution de la concentration
d’activité. On nomme cette méthode "SSS" (pour Single Scatter Simulation) [47–53].
Atténuation
Une part importante des photons émis est atténuée par le patient. L’atténuation
n’est pas isotrope dans l’organisme ; elle dépend de la composition et de l’épaisseur des
milieux traversés et de l’énergie des photons. En l’absence de correction d’atténuation,
l’activité des régions au centre du corps est sous-estimée : ce sont celles d’où les
photons émis ont le plus de chemin à parcourir dans la matière avant d’arriver à un
détecteur et ont donc le plus de risques d’être atténués.
Méthodes de correction Une mesure de transmission, eﬀectuée par une source ex-
terne, permet de reconstruire la distribution des coeﬃcients d’atténuation dans le
patient. Il s’agit d’envoyer des photons à travers le patient et de les détecter à leur
sortie. Cette mesure peut être eﬀectuée pendant la mesure de l’image d’émission. La
source externe peut être [20] :
– du germanium 68 (méthode la plus ancienne. Le 68Ge est un émetteur de po-
sitons : les photons de transmission ont donc la même énergie que les photons
d’émission, il faut alors un dispositif permettant de corriger la contamination de
l’image de transmission par des évènements d’émission. C’est la solution utilisée
pour la caméra HR+) ;
– du césium 137 (émetteur de simple photon à 622 keV : il faut un détecteur avec
une fenêtre en énergie assez restreinte pour ne pas être contaminé par les photons
d’émission à 511 keV. La demi-vie de la source de 137Cs étant de 30 ans, elle n’a
pas besoin d’être changée, contrairement au germanium 68 qui a une demi-vie
de 9 mois) ;
– des rayons X (très bonne résolution, temps d’acquisition très court. Les caméras
TEP intégrant une source de rayons X ("scanner") permettent également d’ob-
tenir une image anatomique, utile pour la segmentation des régions ; toutes les
nouvelles caméras cliniques en sont équipées.).
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Figure I.24 – Effet d’arc : les éléments de sinogramme conventionnel (traits épais) proches
du bord contiennent plus de LORs réelles (reliant deux détecteurs ; traits fins) que ceux passant
au centre du FOV.
Normalisation
La normalisation est la correction de la variabilité de l’eﬃcacité des lignes de
réponse. En théorie, toutes les lignes de réponse devraient détecter le même nombre de
coïncidences lorsqu’elles sont soumises à la même radiation. En réalité, les diﬀérentes
lignes de réponse n’ont pas la même eﬃcacité. Ceci est dû à trois eﬀets :
– une variation d’eﬃcacité des détecteurs (légères variations de taille et composi-
tion des cristaux, eﬃcacité des photomultiplicateurs...) ;
– une variation d’eﬃcacité géométrique, incluant l’eﬀet de bloc : lorsqu’un photon
arrive sur un bloc de détecteurs, il ne dépose pas forcément toute son énergie
lors de la première interaction ; il peut ainsi traverser plusieurs cristaux ;
– la multiplicité des LORs par élément de sinogramme, due à un eﬀet géométrique,
l’"eﬀet d’arc", en cas de stockage des données sous la forme de sinogrammes
conventionnels (voir sec. I.1.2.3.a). Comme les LORs réelles (reliant deux cris-
taux) sont de plus en plus étroites en se rapprochant du bord transaxial du
FOV, les éléments de sinogramme conventionnel proches du bord contiennent
plus de LORs réelles que ceux passant au centre du FOV (voir ﬁg. I.24). Cet
eﬀet n’existe pas lorsqu’on utilise des sinogrammes géométriques.
Méthode de correction L’eﬀet d’arc se calcule analytiquement et peut donc être cor-
rigé facilement. Pour l’HR+, on le corrige après le reste de la normalisation. Pour
corriger les deux premiers facteurs, une méthode "directe" peut être appliquée. Pour
cela, une acquisition avec une ligne source de concentration d’activité uniforme tour-
nant tout près des détecteurs est eﬀectuée. Toutes les LORs sont ainsi illuminées. On
peut calculer analytiquement le nombre de coups qu’on devrait obtenir dans chaque
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LOR et le comparer au nombre de coups mesurés. Ceci permet de déterminer pour
chaque LOR un facteur de normalisation. Ces facteurs multiplicatifs sont ensuite
appliqués aux sinogrammes obtenus lors d’acquisitions réelles. Le nombre de LORs
étant très grand, l’acquisition de normalisation peut nécessiter un temps long (plu-
sieurs dizaines d’heures) pour obtenir un nombre suﬃsant de coups par LOR. Une
autre méthode ne s’appuyant plus sur le nombre de coups de chaque LOR mais sur
une factorisation a donc été développée ; elles est nommée "component-based norma-
lisation". C’est la méthode utilisée pour l’HR+. Les facteurs sont les eﬃcacités de
détection des cristaux et des facteurs géométriques et de blocs [54–57]. Ainsi, une
partie de la normalisation (celle liée aux eﬀets géométriques) peut être déterminée
une fois pour toutes en usine, en utilisant également une ligne source. L’autre par-
tie, liée à l’eﬃcacité des cristaux, est déterminée régulièrement à l’aide d’un fantôme
cylindrique pour l’HR+. Cette opération est plus rapide que la normalisation directe.
Temps mort Dans la normalisation est également inclue la correction du temps mort
(voir §I.1.2.2.d), car elle est calculée individuellement pour chaque bloc en fonction
du taux de photons simples (nombre de photons détectés par seconde).
Ordre des corrections
A partir du sinogramme brut, les corrections sont eﬀectuées dans l’ordre suivant :
1. soustraction des coïncidences fortuites ;
2. normalisation (de l’eﬃcacité des détecteurs et des eﬀets géométriques) ;
3. correction des coïncidences diﬀusées ;
4. correction de l’atténuation ;
5. correction de l’eﬀet d’arc.
L’image est ensuite reconstruite.
Corrections effectuées après reconstruction
L’image est d’abord corrigée de la décroissance, divisée par le rapport de bran-
chement de l’isotope par voie β+, divisée par la durée de la frame et multipliée
par le facteur d’étalonnage pour obtenir une image de concentration radioactive en
Bq/cc (becquerel par centimètre cube), puis peut être corrigée de l’eﬀet de volume
partiel.
Décroissance radioactive
Chaque frame de l’image est corrigée de la décroissance entre le début de l’acqui-
sition et le début de la frame, et de la décroissance pendant la frame. Le facteur de





, avec λ = ln 2
t1/2
, t1 le temps entre
le début de l’acquisition et le début de la frame et t2 la durée de la frame. En pra-
tique, pour des frames courtes, la correction de décroissance est calculée par une
approximation pour la caméra HR+.
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Étalonnage
Après la reconstruction, l’image obtenue est en coups par seconde. Il est donc
nécessaire de calculer un "facteur d’étalonnage" par lequel multiplier l’image en coups
par seconde pour obtenir une image de concentration radioactive en Bq/cc. Le facteur
d’étalonnage permet de corriger de l’eﬀet d’angle solide (le fait que certains photons
ne puissent pas être détectés, ceux partant dans la direction axiale par exemple). Pour
cela, on utilise un fantôme cylindrique dont la concentration d’activité est connue. On
réalise une acquisition TEP du fantôme, qui après reconstruction fournit une image
du fantôme en coups/seconde. On trace une région d’intérêt (ROI) au centre du
cylindre et la comparaison de la valeur moyenne dans cetteROI avec la concentration
d’activité connue fournit le facteur d’étalonnage :
facteur d′étalonnage =
concentration d′activité connue dans le cylindre (Bq/cc)
valeur moyenne dans la ROI (coups/seconde)
.
(I.14)
Effet de volume partiel
L’eﬀet de volume partiel (EVP) [58–61] est la conséquence de la résolution
spatiale limitée de la caméra et de l’échantillonnage spatial choisi – la concentra-
tion d’activité dans un voxel de l’image est la moyenne pondérée des concentrations
d’activité des tissus le composant. Il induit une sous-estimation de la concentration
d’activité dans les régions chaudes et une sur-estimation dans les régions froides, au
niveau de la limite entre région chaude et région froide. Ceci est particulièrement
critique pour les structures chaudes de petite taille : la concentration d’activité dans
les lésions de taille deux ou trois fois inférieure à la résolution spatiale du système
est sous-estimée [59] (voir ﬁg. I.25).
Méthodes de correction Les principales méthodes de corrections se décomposent en
deux types : corrections sur les comptages dans les ROIs, et corrections de l’image
elle-même, détaillés ci-dessous. D’autres méthodes proposent de corriger l’eﬀet de
volume partiel pendant la reconstruction [62–65].
Corrections sur les comptages dans une ROI : La méthode de correction la plus
simple est la correction par coeﬃcient de recouvrement. Pour cela, on réalise une ac-
quisition sur la caméra avec à la place du patient un fantôme contenant des sphères
radioactives de diﬀérentes tailles et de concentrations radioactives connues. Le rap-
port entre les concentrations mesurées dans la sphères et les concentrations vraies
permet de déﬁnir un "coeﬃcient de recouvrement" pour chaque taille de sphère.
Ensuite, pour un examen réel, on estime la taille de la lésion à étudier (le plus
souvent grâce à une image anatomique), et on multiplie la concentration mesurée




Figure I.25 – Effet de volume partiel. En haut à gauche, un fantôme avec deux sphères
chaudes (de forte activité), en blanc, dans un fond d’activité nulle, en bleu. En dessous, le
profil d’activité correspondant, selon l’axe x. En haut à droite, l’image du fantôme qui serait
reconstruite par la caméra : la résolution finie rend les frontières entre les régions floues, c’est
l’effet de volume partiel. En dessous, le profil d’activité correspondant (trait plein). Pour la plus
grosse sphère, la valeur de l’activité vraie peut être retrouvée au centre de la sphère ; pour la
plus petite, la valeur de l’activité vraie est entièrement perdue. En bas, les deux composantes de
l’effet de volume partiel : à gauche, étalement de la concentration d’activité d’une région chaude
sur des régions froides entrainant une sous-estimation de l’activité dans la région étudiée ("spill-
out"), à droite, contamination d’une région froide par des régions chaudes voisines, entrainant
une sur-estimation de l’activité dans la région étudiée ("spill-in").
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Inconvénients :
– L’image en elle même n’est pas corrigée ;
– la méthode ne permet pas d’améliorer la détectabilité des lésions ;
– elle ne tient compte que de "l’étalement" de l’activité de la sphère vers l’extérieur
("spill-out"), et pas de l’étalement de l’activité d’une région voisine dans la sphère
("spill-in") (voir ﬁg. I.25).
Corrections de l’image : Plusieurs méthodes ont été proposées pour corriger l’eﬀet
de volume partiel dans l’image :
– déconvolution de la fonction de réponse du tomographe (dans le domaine de
Fourier) : diﬃcile à mettre en œuvre à cause de l’ampliﬁcation du bruit pour les
fréquences élevées – on peut ne pas utiliser ces fréquences, mais dans ce cas la
déconvolution n’est que partielle ;
– dans le domaine spatial : en connaissant la fonction de réponse de la caméra (on
suppose la réponse linéaire) et les contours des régions (grâce à une segmentation
d’une image anatomique et du recalage de l’image anatomique et de l’image TEP,
voir §I.1.3), on peut restituer une image corrigée de l’eﬀet de volume partiel. Il
est nécessaire d’avoir une segmentation et un recalage de bonne qualité. Ces
méthodes supposent une activité uniforme par région. La méthode GTM, que
nous allons décrire ci-dessous, appartient à ce type de méthodes.
Méthode GTM (pour "geometric transfer matrix") : cette méthode a été proposée
initialement dans l’espace sinogramme [66] mais il a été montré ensuite que son
implémentation dans l’espace image est bien plus rapide [67] ; c’est cette dernière
que nous allons présenter. Pour cette méthode, on écrit l’activité mesurée dans une








avec ∀i,∑j aij = 1 et la matrice A = {ai,j}i,j∈J1;JK déﬁnie par aij = 1Vi ∫Ri RSFj(x)dx,
où Vi est le volume de la région i et RSFj(x) ("regional spread function", "fonction
d’étalement de la région") la contribution de la concentration d’activité de la région
j à la concentration d’activité au point x. C’est une convolution de la région Rj avec
la PSF ("point spread function", "fonction d’étalement du point").
La PSF représente la résolution spatiale et est caractéristique de la caméra et de
la méthode de reconstruction utilisée, ainsi que de la distribution d’activité envi-
ronnante si la méthode de reconstruction n’est pas linéaire. Elle n’est a priori pas
uniforme dans le FOV.
Les termes diagonaux de A sont nommés "coeﬃcients de recouvrement" ; les termes
non diagonaux représentent le déversement d’une région dans une autre. On appelle
la matrice A "matrice GTM". Ainsi Cmes = GTM ·C ; la correction de l’eﬀet de
volume partiel consiste alors à retrouver les cinétiques vraies en inversant la matrice
GTM : C = GTM−1Cmes. Une amélioration de la méthode GTM notée GTM20,
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plus robuste, utilise comme ROIs pour la mesure de l’activité uniquement les 20%
des voxels les moins aﬀectés par le volume partiel pour chaque région [68]. Dans
la suite (chapitres II et III), ces voxels sont déterminés comme étant les 20% des
voxels de la région ayant la plus grande probabilité d’appartenir eﬀectivement à la
région, selon l’atlas probabiliste construit par la méthode de segmentation que nous
avons utilisée (voir §I.1.3.1.b). La correction de l’EVP doit donc avoir lieu après la
segmentation.
I.1.3. Analyse d’images
Une fois les corrections appliquées, l’image TEP est prête à être analysée. On
déﬁnit alors des régions d’intérêt dans l’image ; souvent, des organes ou structures
anatomiques sont choisies. Il est dans ce cas nécessaire d’eﬀectuer une segmentation
de l’image, c’est-à-dire un découpage de l’image en les diﬀérentes structures anato-
miques qu’elle contient. Il existe des méthodes pour segmenter l’image TEP mais la
méthode la plus utilisée est de segmenter une image anatomique du même sujet, puis
d’eﬀectuer un recalage entre l’image anatomique et l’image TEP aﬁn de positionner
correctement sur l’image TEP les masques de segmentation créés sur l’image anato-
mique. Certaines méthodes de correction de volume partiel utilisent la segmentation
de l’image ; cette dernière doit alors être eﬀectuée avant la correction. Nous allons
présenter brièvement la segmentation et le recalage ci-dessous.
I.1.3.1. Segmentation
I.1.3.1.a. Segmentation des images TEP
La segmentation d’une image TEP est assez diﬃcile du fait de la faible précision
spatiale de la TEP comparée aux méthodes d’imagerie anatomique – or la correction
de volume partiel réalisée dans l’espace image utilise la segmentation et exige une
délimitation précise des structures, par exemple des tumeurs [65], car c’est au niveau
de la limite entre deux structures que l’EVP est le plus important (voir ﬁg. I.25).
La segmentation de l’image TEP se réduit souvent à dessiner "à la main" une région
(sphère, ensemble de voxels...) sur l’image [64,69–73]. Des méthodes de segmentation
automatiques des images TEP ont été proposées [69, 73–77]. Certaines méthodes
segmentent automatiquement des images TEP dynamiques en s’appuyant sur les
cinétiques dans les voxels de l’image [69,78,79].
I.1.3.1.b. Segmentation d’un IRM cerveau homme
Pour les images TEP de cerveau homme, la méthode la plus utilisée est d’eﬀectuer
la segmentation de l’IRM du même sujet, puis de recaler l’image IRM et l’image
TEP [80–82]. Les structures cérébrales sont en eﬀet bien visibles sur l’image IRM, et
le recalage est aisé dans ce cas car il y a peu de déformations dans le cerveau entre
les deux acquisitions TEP et IRM. Cette méthode impose l’acquisition d’une image
IRM, mais celle-ci est de toute manière souvent nécessaire pour l’étude des maladies
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neurodégénératives [67]. Diﬀérentes méthodes ont été proposées pour la segmentation
de l’IRM cerveau (comme les méthodes Freesurfer [83,84] ou FIRST [85]). Nous avons
utilisé celle développée dans notre groupe [86]. Cette méthode recale l’image IRM
T1 à segmenter sur une base de connaissance constituée d’images IRM segmentées
et en tire un atlas probabiliste adapté à l’image à segmenter. Cet atlas fournit la
probabilité pour chaque voxel d’appartenir à telle ou telle structure du cerveau. La
segmentation est alors réalisée en attribuant chaque voxel de l’image à la structure
à laquelle il a la plus forte probabilité d’appartenir.
I.1.3.2. Recalage
I.1.3.2.a. Présentation du recalage
Le recalage est le processus consistant à passer une image dans le système de co-
ordonnées d’une autre image, aﬁn de pouvoir les comparer. En imagerie médicale,
le recalage est utilisé principalement pour comparer et fusionner deux images d’un
même sujet avec des modalités diﬀérentes, par exemple une image anatomique et
une image fonctionnelle, ou deux images successives d’un même sujet avec la même
modalité, pour l’étude de l’évolution d’une maladie [87] ou de la réponse à un traite-
ment [88]. On peut aussi l’utiliser pour corriger les images des mouvements pendant
l’acquisition (accidentels ou physiologiques), en recalant les frames entre elles [89].
Le recalage permet également d’eﬀectuer une normalisation spatiale, pour ramener
les images de diﬀérents sujets dans le repère spatial d’une même image de référence
aﬁn de les comparer avec des méthodes statistiques (comparaisons de groupes de
sujets) [90].
I.1.3.2.b. Utilité du recalage pour la thèse
Dans la suite, nous allons nous intéresser au recalage d’une image TEP avec une
image IRM en vue de la segmentation de l’image TEP. La segmentation sera en
eﬀet eﬀectuée sur l’IRM, un recalage entre le TEP et l’IRM est donc nécessaire pour
fusionner correctement les masques de segmentation avec l’image TEP.
I.1.3.2.c. Méthodes de recalage
Le plus souvent, les transformations utilisées pour le recalage sont des isométries
(combinaisons de rotations et de translations), typiquement pour le recalage d’une
image TEP et d’une image IRM cerveau d’un même sujet. C’est le cas le plus simple.
Pour tenir compte de la diﬀérence de taille entre diﬀérents sujets, on peut utiliser
des transformations aﬃnes (elles permettent également de modéliser le cisaillement).
Enﬁn, le cas le plus général, une transformation non linéaire, est utilisée pour prendre
en compte des transformations locales d’organes, par exemple pour le suivi d’un
patient au cours du temps, ou pour des régions aﬀectées par le mouvement respiratoire
comme le thorax ou l’abdomen.
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Les méthodes de recalage existantes ont diﬀérents niveaux d’automatisation, de la
méthode entièrement manuelle à la méthode entièrement automatisée. Elles peuvent
s’appuyer sur des objets extérieurs introduits dans le champs de vue, comme des
marqueurs bien visibles dans les diﬀérentes modalités utilisées, ou uniquement sur
les informations issues des images du sujet lui-même. Dans ce deuxième cas, les
méthodes peuvent utiliser soit des informations précises de l’image ("approche géo-
métrique"), par exemple un nombre limité de points bien choisis, comme certains
points du cerveau facilement identiﬁables dans les diﬀérentes modalités utilisées, ou
des masques de segmentation créés pour chaque image, soit directement la valeur de
tous les voxels de l’image ("approche icônique") [91]. Dans ce dernier cas, il s’agit
de maximiser une mesure de similarité ou de minimiser une fonction de coût utili-
sant les voxels des deux images. Un exemple est la maximisation de l’information
mutuelle [92–95].
I.1.4. Traceurs radioactifs pour la TEP
Un radiotraceur (ou radiopharmaceutique) est composé de deux parties :
– un isotope radioactif ;
– une molécule vectrice spéciﬁque de la cible visée.
C’est la désintégration de l’isotope qui est détectée par les caméras, ce qui permet de
remonter à la position du traceur. Quelques caractéristiques d’un bon traceur [96] :
– il doit être spéciﬁque d’un organe, d’une fonction ou d’une pathologie ;
– il doit avoir le même comportement que la molécule vectrice, en particulier at-
teindre sa cible et avoir une bonne aﬃnité pour cette cible ;
– il doit passer la barrière hémato-encéphalique (BHE) s’il est destiné à une
utilisation en neurologie ;
– il ne doit pas être toxique.
I.1.4.1. Isotopes
L’isotope est le plus couramment choisi parmi le tableau suivant [20] :
Isotopes 11C 13N 15O 18F 76Br
Energie cinétique maximale des β+ (MeV) 0.98 1.19 1.72 0.63 3.98
Energie cinétique la plus probable des β+ (MeV) 0.39 0.49 0.73 0.25 1.2
Libre parcours maximal dans l’eau (mm) 3.9 5 7.9 2.3 20
Libre parcours moyen dans l’eau (mm) 1.1 1.5 2.7 0.6 5
Demi-vie τ1/2 (min) 20.4 10.0 2.1 109.8 972
Comme il n’existe pas d’isotope émetteur de positon de l’hydrogène, le 18F est utilisé
comme substitut. Les bio-isotopes 11C, 13N et 15O peuvent marquer des molécules
fondamentales comme l’eau, le dioxygène ou le gaz carbonique, mais aussi de nom-
breuses molécules plus complexes. Ils ont une courte demi-vie et doivent donc être
produits par un cyclotron sur le lieu de l’examen. La courte demi-vie implique aussi
un faible nombre de photons détectés et donc un rapport signal sur bruit médiocre.
Le 76Br est un halogène comme le ﬂuor, donc incorporable de la même manière dans
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les molécules biologiques. Il est plus encombrant et peut donc modiﬁer les propriétés
des molécules vectrices. Son intérêt réside dans sa longue période (16 h), qui per-
met de l’utiliser pour des synthèses longues ou complexes, ou pour des molécules
atteignant lentement leur équilibre in vivo [97]. Cet avantage est également un in-
convénient d’un point de vue logistique : la durée avant de pouvoir déclasser des
déchets au 76Br est neuf fois plus longue que celle pour pouvoir déclasser des déchets
au 18F. Des isotopes émetteurs de positons des éléments Cu, Zn, K, Rb, I, P, Fe, Ga et
d’autres peuvent aussi être utilisés [3]. Certains isotopes à demi-vie courte sont pro-
duits par des isotopes à demi-vie plus longue : par exemple, le 68Ga (τ1/2 = 68 min)
est produit par le 68Ge (τ1/2 = 271 jours) ; le 82Rb (τ1/2 = 75 s) est produit par
le 82Sr (τ1/2 = 25 jours). L’utilisation des isotopes ﬁls pour des examens TEP ne
requiert alors pas de cyclotron mais uniquement une source d’élément père. Un in-
convénient majeur des isotopes lourds est que leur décroissance peut être complexe
(décroissance pas uniquement par voie β+) et que les particules produites par les
autres voies de désintégrations peuvent gêner la mesure. Ainsi, par exemple, le 76Br
se désexcite à 46% par voie γ, et les photons produits peuvent gêner l’acquisition [97].
Le 18F est l’isotope le plus facile d’utilisation car il a
– une demi-vie de durée satisfaisante (assez longue pour que le traceur puisse
être exploité hors de son lieu de production et pour avoir le temps d’eﬀectuer
un examen, assez courte pour que la radioactivité disparaisse rapidement après
l’examen)
– et un libre parcours moyen faible. Le libre parcours moyen est la distance
moyenne entre la production du positon β+ et son annihilation avec un électron
en deux photons. Le lieu de production est celui qui nous intéresse car c’est la
position du traceur. Le lieu d’annihilation est celui qui sera reconstruit par la
caméra et donc auquel on aura accès. Le traceur idéal est donc celui pour lequel
ces deux lieux coïncident, c’est-à-dire qui a un libre parcours moyen nul.
I.1.4.2. Production des traceurs
Les isotopes sont synthétisés à l’aide d’un cyclotron (voir ﬁg. I.26). C’est un ac-
célérateur de particules qui permet d’accélérer et de conﬁner des particules chargées
dans un espace restreint (taille du cyclotron : environ 6 m3). Des protons H+ y sont
placés dans un champ magnétique et accélérés par un champ électrique, jusqu’à ve-
nir bombarder des atomes cibles pour produire des éléments radioactifs. Le cyclotron
permet de produire entre autres les radioisotopes 11C, 13N , 15O et 18F . Par exemple,




1 p −→ 189F +10 n. (I.16)
Le laboratoire de radiochimie synthétise les molécules vectrices et les lie à l’isotope,
parfois grâce à des automates (voir ﬁg. I.27 et ﬁg. I.28).
À cause de la décroissance radioactive, ces étapes doivent être réalisées très rapi-
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dement ; selon la demi-vie de l’isotope, ce dernier doit parfois être produit sur le lieu
même de l’examen. De plus, à cause de la décroissance et des rendements de synthèse
faibles, le niveau de radioactivité initial doit être très élevé.
Figure I.26 – Le cyclotron du SHFJ
(marque IBA, énergie 18.9 MeV) – Cré-
dit : C.Boulze/CEA
Figure I.27 – Automates du SHFJ dé-
diés à la préparation des radiotraceurs –
Crédit : CEA
Figure I.28 – Enceinte blindée de fa-
brication des radiotraceurs – Crédit :
PF.Grosjean/CEA
I.1.4.3. Exemples de traceurs
En France, seuls trois traceurs TEP possèdent une autorisation de mise sur
le marché (AMM), les autres sont utilisés uniquement en recherche. Il s’agit du
ﬂuorodésoxyglucose (18F-FDG), de la 18F-DOPA et du 18F-FNa.
I.1.4.3.a. 18F-FDG
Utilisation : Diagnostic et étude de l’évolution de cancers [98–100], cardiologie,
étude du cerveau
Le 18F-FDG, de formule 2−désoxy−2−(18F )fluoro−D−glucose, est le traceur
le plus utilisé. L’isotope 18F y est associé à un analogue du glucose. Il s’agit d’une
molécule de glucose dans laquelle un hydroxyde HO- est remplacé par un 18F. Une
fois le 18F-FDG arrivé dans les cellules, il s’accumule, car
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– la cellule, tentant de l’assimiler, le phosphoryle par l’hexokinase (18F − FDG+
6P −→18 F−FDG−6P ), et la forme phosphorylée, nommée ﬂuorodésoxyglucose-
6-phosphate, ne peut ressortir de la cellule ;
– de plus il ne peut pas, contrairement au glucose, être transformé en énergie, et
reste donc sous la forme phosphorylée dans la cellule, sans que la glycolyse puisse
se produire.
Le 18F-FDG permet donc une bonne cartographie de l’absorption et de la phos-
phorylation du glucose [101]. Il est utilisé pour détecter les cellules cancéreuses, qui
consomment plus de glucose que les cellules saines. En France, ses indications dans
son AMM en oncologie sont :
– établissement des caractéristiques d’une lésion ;
– bilan d’extension ;
– évaluation thérapeutique ;
– recherche de récidive et de re-stadiﬁcation.
Il peut être utilisé pour le guidage de biopsies.
En cardiologie, il est utilisé lors d’une ischémie myocardique, par exemple suite
à un infarctus, pour déterminer si le myocarde est viable ou nécrotique.
Le 18F-FDG est également utilisé pour imager le cerveau, dont les cellules, très
demandeuses en énergie, consomment beaucoup de glucose. Il a été utilisé en parti-
culier dans des études sur le développement du cerveau chez les bébés, le vieillisse-
ment [102], la démence, les maladies neurodégénératives [103, 104], l’épilepsie [105],
la schizophrénie. . .
Déroulement d’un examen : De manière générale, le 18F-FDG se ﬁxe partout où la
demande de glucose est forte : hyperactivité musculaire et/ou nerveuse, inﬂammation
etc. Pour ne pas perturber l’examen, il faut donc que le patient n’ait pas fait de
sport durant les deux jours précédents, aﬁn que la demande en sucre de ses muscles
soit faible. Il faut également qu’il soit à jeun pour qu’il n’y ait pas trop de sucre
dans le sang au moment de l’examen. Le 18F-FDG est injecté par voie intraveineuse.
L’examen commence environ une heure après l’injection [41], pour laisser le temps au
traceur de passer du sang aux cellules des tissus, mais sans trop attendre à cause de
la décroissance radioactive. L’examen dure de 30 à 90 minutes. Un exemple d’image
cerveau 18F-FDG est montré ﬁg. I.29.
Remarque : Le début de l’acquisition une heure après l’injection concerne les
examens de routine clinique pour lesquels on est intéressé à obtenir une image
statique (une seule frame). Lorsqu’on s’intéresse à la dynamique, par exemple
pour l’étude de la fonction d’entrée, on commence l’aqcuisition dès l’injection.
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Figure I.29 – Exemple d’une coupe axiale (perpendiculaire à l’axe du tomographe) d’une
image cerveau homme 18F-FDG. Les zones rouges sont celles avec la concentration d’activité
la plus forte ; les zones bleues celles avec la concentration d’activité la plus faible.
I.1.4.3.b. Quelques autres traceurs
Traceur TEP Application
[15O]−H2O débit sanguin
[15O]−O2 métabolisme du dioxygène
[15O]− CO volume sanguin
[18F ]− FDOPA maladie de Parkinson, étude de tumeurs
[18F ]− FNa métastases osseuses, arthrite
[18F ]− FMISO hypoxie
[11C]− PiB maladie d’Alzheimer
[11C]− raclopride système dopaminergique
[11C]− PBR28 inﬂammation




La pharmacocinétique est l’étude de la cinétique (c’est à dire de l’évolution dans
le temps) de l’action des organes sur un médicament. Elle s’oppose à la pharmacody-
namique qui est à l’inverse l’étude de l’action des médicaments sur les organes [106].
Le but de la pharmacocinétique est, à partir de l’étude des courbes de concentration
du médicament dans les organes, de prédire le devenir d’un médicament dans l’orga-
nisme ; pour cela, elle formule des modèles paramétriques permettant de quantiﬁer
certains processus biologiques.
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I.2.1.2. La pharmacocinétique en TEP
L’objectif de quantiﬁcation en TEP est double :
1. quantiﬁer précisément la concentration d’activité dans le patient, pour obtenir
une distribution précise (en intensité et en localisation) de la distribution du
traceur ;
2. quantiﬁer précisément la fonction biologique étudiée, en établissant une corré-
lation entre la distribution de la concentration d’activité et cette fonction.
Le premier point consiste en une reconstruction de l’image avec la meilleure correction
possible ; le deuxième point relève de la pharmacocinétique. Il est à noter que le
deuxième point n’est possible que si le premier est réalisé, c’est pourquoi un bon
pré-traitement des images est crucial. En résumé, la pharmacocinétique en TEP
consiste à quantiﬁer des processus biologiques à partir de la concentration d’activité
dans les organes, puisque c’est la grandeur à laquelle on a accès. Cette activité est
proportionnelle à la concentration du traceur (corrigée de la décroissance radioactive).
I.2.2. Modélisation compartimentale
La modélisation compartimentale consiste à étudier la pharmacocinétique d’un
composé en divisant l’organisme en un nombre ﬁni de compartiments et en étudiant
les échanges entre ces compartiments. Le choix des compartiments n’est pas forcément
motivé par des critères anatomiques. Un compartiment représente des organes ou des
tissus qui se comportent de la même manière envers le médicament. Par exemple,
un compartiment peut être constitué du sang et des tissus qui atteignent très vite
l’équilibre avec le sang, comme le coeur ou le foie (ceci signiﬁe que, très rapidement,
la concentration du médicament dans ces tissus est la même que celle dans le sang).
Ainsi, un compartiment correspond soit à une étape du métabolisme du traceur
(passage dans le sang), soit à une étape de la ﬁxation du traceur à une molécule
(compartiment avec le traceur libre dans un tissu, compartiment avec le traceur
lié dans un tissu...). Un compartiment peut être dit ouvert (le médicament peut
entrer et sortir du compartiment) ou fermé (le médicament ne peut qu’entrer dans
le compartiment).
La cinétique des traceurs est décrite par des équations diﬀérentielles du premier
ordre. On considère en général que les vitesses d’échange entre les compartiments
sont des constantes qu’il s’agit d’identiﬁer [20], aﬁn de parvenir à une quantiﬁcation
du métabolisme. Ces paramètres de vitesse sont en eﬀet les paramètres les plus précis
pour décrire les processus physiologiques. Ils sont indépendants, par exemple, de la
manière dont le composé est injecté et de son taux d’extraction par les organes situés
en dehors du champ de vue.
L’estimation des paramètres des modèles requiert le plus souvent à la fois les
courbes de concentration d’activité dans les organes en fonction du temps (notées
dans la suite TTACs pour "tissue time-activity curves") et la courbe de concentra-
tion d’activité du traceur non métabolisé dans le plasma artériel en fonction du temps
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Figure I.30 – Modèle à compartiments tissulaires : tous les tissus sont en relation avec le
même compartiment sanguin, de concentration plasmatique d’activité Cp(t).
(notée dans la suite PTAC pour "plasma time-activity curve"), généralement à la suite
d’une injection instantanée du traceur ("injection bolus") [107,108].
Pour déterminer le modèle le plus adéquat pour un traceur et un organisme donnés,
des données expérimentales sont utilisées. On essaie de reproduire ces données avec
diﬀérents modèles, puis on choisit, parmi ceux permettant de reproduire les données
de manière satisfaisante, celui qui a le plus petit nombre de paramètres.
Un modèle à compartiments est caractérisé par le nombre de compartiments et leurs
interactions ; nous allons décrire dans la suite quelques modèles. Dans les modèles
à plusieurs compartiments, on considère que tous les tissus sont en relation avec le
même compartiment sanguin, plus précisément avec le plasma artériel (voir ﬁg. I.30).
On considère donc que la concentration du traceur est homogène dans tout le plasma
artériel – du moins dans la portion du corps que l’on étudie, le cerveau par exemple.
On eﬀectue également une autre approximation : en réalité, le traceur entre dans
le tissu depuis l’artère et ressort dans la veine. La concentration d’activité peut
ne pas être égale dans l’artère et la veine. Dans ces modèles, on suppose qu’elle
l’est. D’autre part, on considère que seul le plasma est en relation avec les tissus –
il peut y avoir des molécules du traceur liées aux cellules sanguines, par exemple,
mais pour passer dans les tissus elles doivent auparavant se détacher des cellules
sanguines et repasser dans le plasma. On pourrait comme dans [109] utiliser un
modèle à plusieurs compartiments pour le sang ; nous ne représentons ici et dans la
suite que le compartiment plasmatique.
I.2.2.1. Modèle à un compartiment
Dans ce modèle, on considère uniquement un compartiment : le compartiment
sanguin, et on s’intéresse à la vitesse d’élimination du composé que l’on a injecté au
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temps initial. En supposant que le composé est éliminé par deux voies diﬀérentes, on
peut représenter cela par le schéma en ﬁg. I.31.
Figure I.31 – Modèle à un compartiment sanguin. La dose est injectée directement dans
le compartiment sanguin, où la concentration d’activité est Cp(t). Les constantes de vitesse





I.2.2.2. Modèle à deux compartiments (ou "à un compartiment
tissulaire") [110]
On considère dans ce modèle qu’un tissu peut être représenté par un compartiment
(voir ﬁg. I.32). Dans ce compartiment le traceur peut être sous une forme libre et/ou
liée non spéciﬁque et/ou liée spéciﬁque. "Lié spéciﬁque" signiﬁe que le traceur est
lié à la cible qu’on étudie, tandis que "lié non spéciﬁque" signiﬁe que le traceur est
lié à des molécules autres que la cible étudiée. Les constantes de vitesse d’échange
du traceur entre les deux compartiments sont notées k1, en mL · g−1 · min−1, du
sang vers le tissu, et k2, en min−1, du tissu vers le sang (ces unités sont expliquées
en I.2.2.8.a).
Figure I.32 – Modèle à deux compartiments. Chaque tissu (concentration d’activité du
traceur non métabolisé Ct) est en relation avec le plasma (concentration d’activité du traceur
non métabolisé Cp) et est constitué d’un seul compartiment, contenant le traceur libre (F pour
"free"), lié non spécifique (NS pour "non specific") et lié spécifique (SP pour "specific bound").
Source : [109]
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Figure I.33 – Modèle à trois compartiments. Chaque tissu (concentration d’activité du tra-
ceur Ct) est en relation avec le plasma (concentration d’activité du traceur Cp) et est constitué
de deux compartiments, l’un contenant le traceur libre (F pour "free") et le traceur lié non spé-
cifique (NS pour "non specific") et l’autre contenant le traceur lié spécifique (SP pour "specific
bound"). Source : [109]
I.2.2.3. Modèle à trois compartiments (ou "à deux compartiments
tissulaires") [111]
Dans ce modèle, on considère qu’un tissu est constitué de deux compartiments, un
"libre" et un "lié spéciﬁque" (voir ﬁg. I.33). Le compartiment libre contient également
le traceur lié de manière non spéciﬁque. Les constantes de vitesse d’échange du traceur
entre le plasma et le tissu sont toujours notées k1 et k2 ; celle du compartiment libre
vers le compartiment lié est notée k3, celle du compartiment lié vers le compartiment
libre k4. Ces deux dernières ont la même unité que k2. Une variante de ce modèle
considère que la liaison spéciﬁque est irréversible, c’est à dire que le compartiment
lié spéciﬁque est fermé : k4 = 0 [112].
I.2.2.4. Modèle à quatre compartiments (ou "à trois compartiments
tissulaires") [111]
Dans ce modèle, on considère qu’un tissu est constitué de trois compartiments, un
libre, un lié non spécifique et un lié spécifique. En d’autres termes, le compartiment
libre du modèle précédent est séparé en deux compartiments distincts : un libre et
un non spéciﬁque (voir ﬁg. I.34). Les constantes de vitesse d’échange entre ces deux
compartiments sont notées k5 et k6.
I.2.2.5. Modèles avec tissu de référence
Deux modèles principaux avec tissu de référence existent : le modèle complet ("refe-
rence tissue method", RTM [113]) et le modèle simpliﬁé (SRTM [114]) (voir ﬁg. I.35),
la diﬀérence entre les deux étant le nombre de compartiments du tissu étudié. Ils
utilisent un tissu de référence à un compartiment, où le traceur ne se lie pas spéciﬁ-











ces modèles est décrite au §I.2.2.8.b.
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Figure I.34 – Modèle à quatre compartiments. Chaque tissu (concentration d’activité du
traceur Ct) est en relation avec le plasma (concentration d’activité du traceur Cp) et est consti-
tué de trois compartiments, l’un contenant le traceur libre (F pour "free"), un autre le traceur
lié non spécifique (NS pour "non specific") et un autre le traceur lié spécifique (SP pour "specific
bound"). Source : [109]
Figure I.35 – Modèles avec tissu de référence : à gauche, modèle complet ; à droite, modèle
simplifié. Le tissu étudié a une concentration d’activité du traceur Ct ; le tissu de référence a
une concentration d’activité Cr. Source : [109]
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I.2.2.6. Résolution du modèle à trois compartiments
Le traceur étant par déﬁnition injecté à dose traceuse, il n’y a pas de saturation des
récepteurs. Les paramètres du modèle sont alors reliés par les équations suivantes :
dCF +NS(t)
dt
= k1Cp(t)− (k2 + k3)CF +NS(t) + k4CSP (t) (I.17)
dCSP (t)
dt
= k3CF +NS(t)− k4CSP (t) (I.18)
avec Cp(t) la concentration d’activité du traceur non métabolisé dans le plasma arté-
riel (PTAC), CF +NS(t) la concentration d’activité du traceur libre et lié non spéciﬁque
dans le tissu, CSP (t) la concentration du traceur lié spéciﬁque dans le tissu.
On note Ct(t) la concentration d’activité du traceur non métabolisé dans le tissu
(sauf pour des traceurs comme le 18F-FDG, pour lequel le second compartiment
tissulaire est constitué du traceur métabolisé : Ct(t) représente alors la concentration
d’activité du traceur métabolisé et non métabolisé dans le tissu) :
Ct(t) = CF +NS(t) + CSP (t). (I.19)
On peut bien additionner ces concentrations car à chaque fois le volume utilisé pour





















Ainsi, la concentration d’activité dans chaque tissu (quel que soit le nombre de
compartiments dans le tissu) est la convolution de la PTAC avec une fonction propre
au tissu, appelée la fonction de réponse impulsionnelle du tissu ("impulse response
function", IRF) :







Pour le modèle à trois compartiments,
IRF (t) = a0e





α2 − α1 (k3 + k4 − α1) ; b0 = α1 ;
a1 =
k1
α2 − α1 (α2 − k3 − k4) ; b1 = α2.
(I.24)
L’IRF est une fonction bijective des paramètres {kl}(l=1..4) du tissu [115].
Comme chaque structure contient une part de vaisseaux sanguins, la concentration
mesurée dans le tissu i Cmes,i (la TTAC du tissu i) est (en supposant qu’il n’y a pas
de radiométabolites du traceur qui rentrent dans les structures) :
Cmes,i(t) = Vb,iCs + (1− Vb,i)Ct,i(t) (I.25)
avec Vb,i la fraction de sang dans le tissu i et Cs la concentration d’activité dans le
sang. Cette formule est illustrée par le schéma de synthèse en ﬁg. I.36. La connais-
sance des TTACs (les courbes de Cmes,i(t) en fonction du temps pour tout i) et de
la PTAC permet le calcul des paramètres d’organes (ou "paramètres pharmacociné-
tiques") correspondants ki. On appelle la PTAC "fonction d’entrée" (FE) des modèles
à compartiments.
I.2.2.7. Modèle à compartiments du 18F-FDG
Le 18F-FDG suit un modèle à trois compartiments. Sa forme libre est le 18F-FDG
dans le tissu, sa forme liée est le FDG-6-Phosphate (FDG-6-PO4). k1 représente
donc le transfert du 18F-FDG du sang au tissu, k2 le transfert du 18F-FDG du tissu
au sang, k3 la phosphorylation du 18F-FDG et k4 la déphosphorylation du FDG-6-
PO4. Le modèle avec k4 = 0 a été initialement proposé [112], puis le modèle avec
k4 Ó= 0, à l’origine pour le cerveau [116]. Les arguments en faveur d’un k4 nul sont que
la déphosphorylation est considérée comme négligeable chez les mammifères (sauf
dans les reins et le foie [117]) et que des études de simulation ont montré qu’un
k4 non nul pouvait résulter d’hétérogénéités dans le tissu plutôt que d’une réelle
déphosphorylation [118]. Cependant, même si k4 est faible, il a été montré qu’il est
signiﬁcatif dans le cerveau : la concentration de traceur lié augmente dans le cerveau
humain pendant 90 minutes, reste constante, puis diminue lentement [116], cette
diminution étant une preuve que k4 est non nul.
Le modèle avec k4 non nul a été raﬃné pour prendre en compte la fraction vasculaire
Vb (voir éq. I.25) [33,119].
On considère dans toute la suite le cas k4 Ó= 0.
I.2.2.7.a. Plasma et sang total, veine et artère
La fonction d’entrée est par déﬁnition la concentration plasmatique artérielle d’ac-
tivité du traceur non métabolisé. Elle est a priori diﬀérente de la concentration d’ac-
tivité dans le sang total Cs de l’éq. I.25. En eﬀet, le sang total est composé du sang
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Figure I.36 – Schéma récapitulatif pour le modèle à trois compartiments. La fonction d’entrée
("input function") est la concentration d’activité dans le plasma artériel. La TTAC d’un voxel
ou d’une structure est la représentation en fonction du temps de la concentration d’activité
mesurée dans ce voxel ou cette structure Cmes. Cette concentration d’activité est due en partie
à celle dans le sang et en partie à celle dans le tissu Ct. Chaque tissu est composé de deux
compartiments, un libre ("free") et un lié ("bound"). k4 est parfois supposé nul.
veineux et du sang artériel. De plus, le sang artériel n’est pas composé que de plasma.
Enﬁn, le plasma artériel peut contenir des radio-métabolites en plus du traceur non
métabolisé.
Sang artériel et plasma
L’activité du sang artériel est la somme de l’activité du traceur non métabolisé dans
le plasma, mais aussi de l’activité des métabolites du traceur dans le plasma ainsi
que de l’activité du traceur lié aux protéines du sang. Pour un traceur quelconque,
la fonction d’entrée est donc a priori diﬀérente de la concentration d’activité dans le
sang artériel.
Cependant, dans le cas du 18F-FDG, ces deux concentrations sont considérées
comme égales. En eﬀet, le 18F-FDG n’est pas métabolisé dans le sang, et la concen-
tration du 18F-FDG dans le plasma et dans les globules rouges est à peu près la
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même. Au sujet de ce deuxième point, il a été montré [120] que chez l’homme la
concentration d’activité dans des prélèvements artériels était la même dans le sang
et dans le plasma à partir de 4 minutes, avec une diﬀérences assez faible avant (25%
au maximum). Chez le petit animal le ratio concentration plasmatique d’activité /
concentration d’activité dans le plasma a été modélisé par une constante très proche
de 1 [121], par une exponentielle décroissante tendant vers une asymptote [122,123]
valant 1.165, ou encore par d’autres méthodes dont une modélisation compartimen-
tale du sang [124]. Nous considérons dans la suite que pour le 18F-FDG la fonction
d’entrée est égale à la concentration d’activité dans le sang artériel, tout en gardant
à l’esprit qu’il s’agit une approximation, surtout juste après l’injection.
Sang artériel et sang veineux
La concentration d’activité dans le sang artériel est a priori diﬀérente de celle dans
le sang veineux pour un traceur quelconque [125]. Pour certains traceurs, un équilibre
s’établit au bout d’un certain temps [126–128], pour d’autres non [129, 130]. Parfois
l’équilibre n’est valable qu’entre le sang total veineux et le sang total artériel, et pas
entre la concentration d’activité du traceur non métabolisé dans le plasma artériel
(PTAC) et celle du traceur non métabolisé dans le plasma veineux [125].
Le 18F-FDG fait partie des traceurs atteignant un équilibre précoce entre la veine
et l’artère [116] : à partir de 10-15 minutes après l’injection et pendant toute la durée
des examens, on considère que la concentration artérielle dans le sang veineux est
la même que celle dans le sang artériel [70]. Des méthodes plus poussées ont été
proposées pour modéliser les cinétiques artérielle et veineuse dans tout le corps en
tenant compte de la dispersion du traceur dans le sang ainsi que du temps de trajet
du traceur dans le corps [131].
Approximation du 18F-FDG
Dans la suite, nous considérons que pour le 18F-FDG, la concentration d’activité
dans le sang Cs est la même que la PTAC, c.-à-d. Cs = Cp, en gardant à l’esprit
qu’il s’agit d’une approximation, surtout peu après l’injection. On peut alors réécrire
l’éq. I.25 sous la forme que nous utiliserons dans la suite :
Cmes,i(t) = Vb,iCp + (1− Vb,i)Ct,i(t). (I.26)
I.2.2.7.b. Indétermination
L’équation I.26 peut être écrite grâce à l’équation I.21 :
Cmes(t) = VbCp(t) + (1− Vb)Cp(t)⊗ IRFt(t). (I.27)
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sont équivalents pour le calcul des cinétiques mesurées. L’estimation doit donc être
contrainte, soit en ﬁxant un paramètre, soit en ﬁxant un point de la fonction d’entrée
(grâce à des prélèvements sanguins par exemple), soit en donnant une relation entre
des paramètres.
I.2.2.8. Paramètres des modèles : définitions et méthodes d’estimation
La quantiﬁcation en TEP au deuxième sens déﬁni dans I.2.1.2, c’est à dire la quan-
tiﬁcation de la fonction biologique, repose sur l’estimation des paramètres pharmaco-
cinétiques. Cette quantiﬁcation est très diﬃcile et dépend de nombreux facteurs. En
oncologie la principale méthode utilisée en clinique ne s’intéresse pas aux paramètres
pharmacocinétiques. Elle consiste juste à comparer la concentration d’activité dans
la tumeur à celle du fond ("SUV", pour "standard uptake value" [20, 41]). De nom-
breuses variantes ont été proposées, pour essayer d’être le moins sensible possible à la
méthode de préparation du patient, aux caractéristiques de la caméra, à la méthode
de reconstruction etc., aﬁn d’obtenir des résultats comparables et reproductibles. Ce
n’est encore pas le cas.
Pour une meilleure compréhension des phénomènes biologiques, la connaissance
des paramètres pharmacocinétiques est incontournable.
I.2.2.8.a. Déﬁnitions et ordres de grandeur
Les paramètres d’organes pertinents pour la pharmacocinétique sont les vitesses de
transfert des modèles à compartiments ki. Elles dépendent du tissu, de l’individu et du
traceur. Leur unité est min−1, sauf k1 qui a pour unité mL · g−1 · min−1. En eﬀet on
peut voir dans les éq. I.17 et I.18 que les {ki}i>1 ont la dimension d’une concentration
d’activité dans le tissu divisée par un temps divisée par une concentration d’activité






c’est-à-dire d’une concentration d’activité dans le tissu divisée par un temps divisée









. On exprime plutôt les ccplasma en mL (de plasma) et les cctissu en g (de
tissu).
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La fraction vasculaire (fraction de sang dans les tissus) Vb est également importante.
Elle est indépendante du traceur (à moins qu’il ne soit vasodilatateur ou vasocons-
tricteur) mais dépend de l’individu et du tissu.
Les ki et Vb sont appelés "microparamètres". Ils sont diﬃciles à évaluer. On se
contente souvent d’étudier des macroparamètres, combinaisons de microparamètres





est un paramètre utile par exemple dans l’étude des tumeurs avec le
18F-FDG [132,133]. Ki est un paramètre plus robuste que k3, qui est aussi adapté à
l’étude des tumeurs, vis à vis du raccourcissement de la durée de l’examen. En eﬀet,
une étude [133] montre que la réduction de la durée de l’examen TEP de 60 à 40
minutes induit une variation de 20-30% pour l’estimation de k3 et de seulement 3-5%
pour l’estimation de Ki.
On déﬁnit également pour le 18F-FDG leMRGlu pour "metabolic rate of glucose",
appelé cMRGlu dans le cerveau (pour cerebral MRGlu). Il mesure la consommation
de glucose et est donc avec Ki un paramètre crucial dans l’étude des tumeurs en 18F-
FDG [133,134]. Il est aussi utilisé entre autres pour étudier la maladie d’Alzheimer,
qui provoque une baisse de cMRGlu [119]. L’unité du MRGlu est mg/(100g.min).











avec Cpf la concentration de glucose dans le plasma artériel (glucose froid, non ra-
dioactif) et LC une constante nommée "lumped constant". LC est le ratio entre
l’extraction nette de 18F-FDG et l’extraction nette de glucose, à l’équilibre, en sup-
posant que la concentration des deux substances dans le plasma est égale [41, 112].
Elle permet de transformer l’information sur la consommation de 18F-FDG en infor-
mation sur la consommation de glucose. Elle a été estimée à des valeurs autour de
0.4 à 1 [135,136], elle dépend de si on considère le traceur réversible ou non et varie
en particulier en cas de tumeur. Sa variation a été peu étudiée.
Le potentiel de liaison BP ("binding potential") est déﬁni par BP = k3
k4
. Il est
proportionnel au nombre de récepteurs pour un ligand.
Le volume de distribution total, Vt, représente la distribution du traceur à l’équi-
libre entre le plasma et le tissu. Il n’est déﬁni que pour les traceurs réversibles. Pour
un modèle à un compartiment tissulaire Vt = k1k2 + Vb ; pour un modèle à deux com-
partiments tissulaires, Vt = k1k2 (1 +
k3
k4
+ Vb). C’est le volume de sang qui contient la
même quantité de traceur qu’une unité volumique de tissu (comprenant les struc-
tures vasculaires). Une variante de la déﬁnition ne prend pas en compte les Vb, dans
ce cas c’est le volume de sang qui contient la même quantité de traceur qu’une unité
volumique de tissu sans structure vasculaire.
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Des valeurs typiques de paramètres pour le 18F-FDG sont pour la matière grise k1 =
0.102 mL · g−1 · min−1, k2 = 0.130 min−1, k3 = 0.0068 min−1, k4 = 0.0334 min−1.
Une valeur typique de cMRGlu avec LC = 0.52 est 6− 8 mg/(100g.min) pour la
matière grise et 2.5− 4 mg/(100g.min) pour la matière blanche [137,138]. Vb est très
petit – typiquement 2-4% dans le cerveau [139], mais les erreurs dues à une mau-
vaise estimation de Vb peuvent être importantes surtout juste après l’injection, quand
la grande majorité du traceur se trouve encore dans le sang [140]. Plusieurs publi-
cations donnent des valeurs de Vb [141–145], mais Vb change dans le cerveau lors
de maladies cérébrovasculaires, de tumeurs [146], et peut même changer au cours
de la journée [147]. La connaissance de Vb dans les tumeurs est importante pour le
diagnostic et le planning de traitement car la croissance d’une tumeur dépend de sa
vascularisation. Vb à la surface de la tumeur varie inversement proportionnellement
à sa taille de 3 à 15% [146].
L’étude des macroparamètres n’est cependant pas toujours suﬃsante car ils n’in-
cluent pas toutes les informations fournies par les microparamètres. En particulier,
k1 joue un rôle très important juste après l’injection du traceur ; k3 donne des infor-
mations d’importance pour le diagnostic et la réponse thérapeutique pour certains
cancers, alors que le MRGlu ne suﬃt pas [33,133], et est peut-être une mesure plus
spéciﬁque de l’hypoxie que Ki [148].
I.2.2.8.b. Méthodes d’estimation des paramètres
Nous allons d’abord présenter des méthodes d’estimation de paramètres qui sont
rarement mesurés et souvent considérés comme constants, puis l’estimation de para-
mètres sans utiliser la "fonction d’entrée" Cp, au moyen des tissus de référence, puis
les méthodes utilisant la fonction d’entrée.
Méthodes d’estimation des paramètres "constants"
Estimation des Vb
Pour estimer le Vb moyen du cerveau, on utilise un traceur qui reste dans le sang,
par exemple le monoxyde de carbone marqué à l’15O ou au 11C : Vb est alors égal au
rapport entre à la concentration moyenne d’activité dans le cerveau et la concentra-
tion d’activité dans une structure sanguine périphérique (corrigée de la proportion
diﬀérente de globules rouges, auxquels le traceur est ﬁxé, entre les petits vaisseaux du
cerveau et les larges veines où le prélèvement est eﬀectué) [149–151]. Ceci ne fournit
cependant pas la valeur de Vb pour chaque structure cérébrale.
Estimation de LC
LC peut être déterminée en marquant du glucose au 11C [41]. Le plus souvent, on
utilise une valeur arbitraire pour LC et on se contente de comparer des valeurs de
MRGlu obtenues dans les mêmes conditions (donc avec une LC supposée identique).
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Estimation des paramètres grâce aux modèles avec tissu de référence
Nous verrons dans la suite que l’obtention d’une fonction d’entrée Cp ﬁable est
problématique. La méthode du tissu de référence permet de se passer de l’estimation
de la fonction d’entrée. Les modèles avec tissus de référence sont décrits en I.2.2.5.
Ils sont particulièrement utilisés pour l’étude de ligands de neurorécepteurs [109]. La
concentration d’activité dans le tissu étudié est exprimée comme une fonction de la
concentration d’activité dans un tissu dit de référence. Ce dernier est un tissu ne
possédant pas de récepteurs spéciﬁques pour le ligand étudié. Deux modèles princi-
paux avec tissu de référence existent : le modèle complet ("reference tissue method",
RTM [113]) et le modèle simpliﬁé (SRTM [114]) (voir I.2.2.5). La diﬀérence entre
les deux modèles est le nombre de compartiments pour le tissu étudié (un ou deux),
le tissu de référence ayant toujours un seul compartiment [152]. En réalité, le tissu
utilisé comme référence suit parfois un modèle à deux compartiments tissulaires : le
cervelet chez l’homme, par exemple [153], mais il a été vériﬁé que la méthode était
quand même valide [113]. Les deux hypothèses principales du modèle sont que le
volume de distribution du traceur non lié spéciﬁquement (c.-à-d. k1/k2) est le même
dans le tissu étudié et le tissu de référence et que le tissu de référence n’est pas aﬀecté
par la pathologie étudiée [114](le tissu de référence qui donne les meilleurs résultats
est le cervelet ; cette méthode est donc diﬃcilement appliquable en cas de maladie
aﬀectant cette structure). On suppose également que les Vb sont nuls. La méthode
simpliﬁée suppose que l’échange entre le compartiment libre et le compartiment lié
spéciﬁque du tissu étudié est assez rapide pour qu’on les approxime par un seul com-
partiment. L’estimation des paramètres se fait au moyen de méthodes graphiques
(voir I.2.2.8.b) ou par ﬁt des courbes (par exemple avec des méthodes des moindres
carrés). Si le traceur se lie de manière spéciﬁque dans le tissu de référence, le taux de
liaison spéciﬁque dans le tissu étudié est sous-estimé. Or le comportement du traceur
dans le tissu de référence peut être modiﬁé par la thérapie par exemple.
Le RTM [114] et le SRTM [154] ont entre autres été utilisés avec succès pour
l’étude du système dopaminergique chez l’homme. Les modèles ont également été
appliqués à d’autres traceurs, pour lesquels le SRTM obtient de meilleurs résultats
que le RTM [142, 155]. Ces modèles ne sont pas utilisables pour le 18F-FDG car il
n’existe pas de région de référence pour ce traceur : la phosphorylation a lieu dans
tous les tissus où il entre.
Pour le SRTM, une étude a montré que l’estimation des paramètres était peu
sensible au bruit (la robustesse de ce modèle est due en partie à son faible nombre
de paramètres (3) [154]). Ceci est contredit par une autre étude [142].
L’avantage d’utiliser les méthodes avec tissu de référence est qu’elles ne néces-
sitent pas de prélèvements sanguins, ni de connaître la fonction d’entrée (même si
de meilleurs résultats sont obtenus en utilisant des prélèvements sanguins [142]). Les
inconvénients sont la nécessité d’avoir un tissu de référence ﬁable (il peut ne pas
exister de tissu de référence du tout [156, 157]), bien segmenté et non aﬀecté par le
volume partiel [157], l’accès au rapport des k1 dans les deux régions au lieu du k1 de
la région étudiée, et une estimation erronée lorsque Vb n’est pas nul [109].
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Estimation avec la fonction d’entrée
Méthodes graphiques
Les méthodes graphiques sont des méthodes robustes permettant d’estimer les
macroparamètres. Les méthodes principales sont la méthode de Patlak-Gjedde [158,
159] pour un traceur irréversible (k4 = 0), parfois appliquée à des traceurs réversibles
avec un k4 faible, et la méthode de Logan pour les traceurs réversibles. La méthode
de Patlak permet de déterminer Ki, la méthode de Logan Vt. Elle prennent en entrée
la PTAC et la TTAC de la structure étudiée. Elles reposent sur des changements de
variables.
La méthode de Patlak consiste à tracer la courbe Cm(t)
Cp(t)






, Cp(t) la fonction d’entrée, Cm(t) la TTAC mesurée. On obtient




At∗ + B. Pour le modèle à deux compartiments tissulaires, A = Ki.
Des améliorations de la méthode de Patlak ont été proposées [160–162]. La mé-
thode peut être modiﬁée pour les modèles avec tissu de référence en remplaçant la
PTAC par la concentration d’activité dans le tissu de référence.





= f(t∗) avec le même temps






= A′t∗ + B′ de pente A′ = Vt.
La méthode de Logan peut aussi être adaptée pour le modèle avec tissu de référence.
Estimation des microparamètres
L’estimation des micropramètres se fait grâce à un ﬁt de la TTAC du tissu étudié
avec un modèle de fonction de réponse du tissu (voir éq. I.22).
I.3. Méthodes d’estimation de la fonction d’entrée
Comme indiqué précédemment, on appelle fonction d’entrée la concentration d’ac-
tivité du traceur non métabolisé dans le plasma artériel. Sa connaissance est essen-
tielle pour les études pharmacocinétiques. Nous allons présenter sa forme puis les
principales méthodes pour la déterminer.
I.3.1. Allure de la fonction d’entrée
La fonction d’entrée d’un traceur a typiquement l’allure présentée ﬁg. I.37. Elle
est composée de trois parties : un pic, correspondant à l’injection, puis une partie
intermédiaire correspondant à l’extraction du traceur par les organes, enﬁn la queue
de la courbe qui représente l’élimination du traceur. Un modèle paramétrique pour la
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Figure I.37 – Allure d’une fonction d’en-
trée
Figure I.38 – Une fonction d’entrée selon
le modèle de Feng et la contribution de ses
trois termes.
fonction d’entrée à été proposé par Feng et al. [137] pour une injection instantanée,
originellement pour le 18F-FDG. Chacune des trois parties de la courbe décrites ci-
dessus est modélisée par une exponentielle (voir ﬁg. I.38) :
Cp(t) = (A0(t− τ)− A1 − A2)e−λ0(t−τ) + A1e−λ1(t−τ) + A2e−λ2(t−τ) (I.31)
avec Ai des amplitudes, λi des constantes de temps inverses (λ0 > λ1 > λ2) et τ un
délai modélisant le temps de trajet du traceur entre l’injection et l’arrivée près des
organes [137]. Pour Cp(t) en Bq/cc et avec t en min, τ est en min, {λi}i∈J0;2K en
min−1, A0 en Bq/cc/min et A1 et A2 en Bq/cc. Ce modèle a été beaucoup utilisé
ainsi que de nombreuses variantes [163], pour plusieurs traceurs (par exemple le
11C-rolipram [156]). De manière générale, il est diﬃcile de modéliser par une même
fonction analytique à la fois le pic et la queue de la fonction d’entrée [125, 164] ;
ce modèle n’y échappe pas, comme reconnu dès le premier article [137]. Plusieurs
études ont ainsi modiﬁé [71] ce modèle en ajoutant une contrainte sur le pic [156],
en modélisant le pic par une autre fonction (un triangle par exemple [164]) ou en le
remplaçant par des TTACs cardiaques [165].
D’autres modèles pour la fonction d’entrée ont été proposés [166, 167], comme
des splines [168], une somme de deux exponentielles convoluées avec une gaus-
sienne [169], une formule pour la double fonction d’entrée artère et veine dans le
foie [140], une formule pour le 18F-FDG dans le foie (il y est métabolisé) suite à une
injection créneau [170].
I.3.2. La référence : les prélèvements artériels
La méthode de référence pour l’estimation de la fonction d’entrée est d’eﬀectuer
des prélèvements artériels pendant l’examen [116, 117, 171, 172]. Chez l’humain les
prélèvements sont eﬀectués le plus souvent manuellement au niveau de l’artère radiale
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Figure I.39 – Compteur puits. L’échantillon est placé dans un cristal scintillateur ; le signal
est amplifié par un photomultiplicateur. Crédit : Tekks / CC-ASA-3.0 [176]
(poignet).
Remarque : En 18F-FDG, la méthode de routine est de prélever 20 échan-
tillons [173]. Des travaux se sont intéressés à déterminer le nombre minimal de
prélèvements nécessaires [174,175].
Après chaque prélèvement, l’échantillon de sang est centrifugé pour obtenir le
plasma. L’échantillon de plasma est ensuite placé dans un "compteur puits" (voir
ﬁg. I.39) pour déterminer sa concentration d’activité. Celle-ci est ensuite corrigée de
la décroissance. La fraction de métabolites est également déterminée le cas échéant.
On obtient ainsi des points de la PTAC. La PTAC elle-même est obtenue par exemple
en interpolant linéairement ces points ou en ajustant ("ﬁt") un modèle de courbe à
ces points [177].
Inconvénients des prélèvements artériels
Cette méthode invasive nécessite la pose d’un cathéter artériel et ne peut être réa-
lisée en routine clinique à cause d’un faible [125,178] risque de complications poten-
tiellement vitales : formation d’hématome, infection locale, sepsis, thrombose arté-
rielle, sclérose artérielle, ischémie irréversible des tissus, pseudo-anévrisme [179–
184]. Elle est douloureuse et provoque l’inconfort des patients, qui risquent de ne pas
la tolérer pour les examens suivants nécessaires à l’évaluation de l’évolution d’une ma-
ladie. Elle décourage des patients et des volontaires sains de participer à des études.
De plus elle expose le personnel médical à plus de radiations et au risque associé à
la manipulation de sang [184–186]. Le personnel doit être bien entraîné, la méthode
est laborieuse et sujette à erreurs.
Les prélèvements artériels représentent la méthode de référence pour l’estimation
de la fonction d’entrée, mais l’estimation n’est pas pour autant parfaite. En eﬀet
de nombreuses sources d’erreurs non négligeables sont présentes tout au long de la
chaîne d’estimation :
– certains traceurs comme le 11C-PiB "collent" aux parois des vaisseaux sanguins ;
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la concentration d’activité dans les prélèvements sanguins n’est donc pas repré-
sentative de la concentration d’activité dans le sang in vivo ;
– il y a un décalage temporel entre la fonction d’entrée à l’endroit de l’étude et
celle au lieu de prélèvement [170], dans le cas d’une étude cerveau par exemple :
le traceur arrive au point de prélèvement plusieurs secondes après son arrivée
dans le cerveau, car la distance du cœur au point de prélèvement est supérieure
à la distance du cœur au cerveau ;
– dans le cas par exemple d’une injection instantanée, le trajet du traceur dans
l’artère provoque une dispersion, un étalement du traceur. Comme la distance
de trajet est diﬀérente entre le cœur et le point de prélèvement d’une part et
le cœur et la zone étudiée d’autre part, la dispersion n’est pas la même en ces
deux endroits. La correction de la dispersion est compliquée. Elle dépend des
caractéristiques de réponse impulsionnelle du système sanguin du patient [187] ;
– ce délai et cette dispersion sont augmentés par le dispositif de prélèvement. Leur
connaissance est cruciale pour le calcul des paramètres k1 et k2 des modèles à
compartiments [183] ;
– une calibration croisée précise entre la caméra TEP et le compteur de radioac-
tivité des prélèvements est nécessaire (à ce sujet et sur le délai et la dispersion,
voir [137,170,188–197]) ;
– l’interpolation linéaire des prélèvements fournit une estimation imprécise de la
fonction d’entrée si les prélèvements sont trop peu nombreux ou trop espacés.
Un article montre qu’il faudrait des prélèvements espacés de 15 s maximum,
pour ne pas manquer le pic et pouvoir estimer correctement le délai entre la
fonction d’entrée au lieu de prélèvement et au lieu de l’étude ainsi que les pa-
ramètres k1, k2 et Vb [198]. L’automatisation des prélèvements au moyen d’un
robot permet d’eﬀectuer de nombreux prélèvements [199] ou d’analyser le sang
en continu [200]. Elle permet aussi de réduire les coûts en personnel et les risques
liés à la manipulation du sang pour les inﬁrmiers, mais les autres inconvénients
sont toujours présents.
I.3.3. Des prélèvements sanguins plus aisés : veineux et veineux
artérialisés
Pour éviter les inconvénients d’un cathéter artériel, on peut eﬀectuer des prélève-
ments veineux. Cependant, comme nous l’avons vu, la concentration d’activité dans
le sang veineux n’est pas identique à celle dans le sang artériel pour tous les traceurs
et à tous temps. Une étude montre que pour le traceur utilisé la corrélation avec les
prélèvements artériels est très dépendante de l’endroit du prélèvement veineux et de
la valeur du ﬂux sanguin, le meilleur endroit semblant être une large veine sur le dos
de la main [126].
Une solution alternative est d’eﬀectuer des prélèvements veineux artérialisés [201],
qui a été employée avec succès pour plusieurs traceurs [125]. Elle consiste à chauﬀer
la main où est eﬀectué le prélèvement veineux, par exemple en la plongeant dans de
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l’eau chaude. Cela détourne du sang artériel vers les veines [116,202]. L’avantage des
prélèvements artérialisés est qu’ils évitent le cathéter artériel ainsi que l’inconfort et
les risques liés tout en se rapprochant d’un prélèvement de sang artériel ; ses inconvé-
nients sont qu’il faut toujours mettre en place un dispositif, eﬀectuer des prélèvements
sanguins fréquents, que la procédure est longue (long temps de chauﬀage de la main
requis) [202] et qu’il n’est pas sûr que ces prélèvements soient vraiment équivalents à
des prélèvements artériels – une étude obtient par exemple une surestimation de Ki
de 10% [201].
Pour le 18F-FDG, après 30 minutes les concentrations d’activité dans le sang arté-
riel et dans le sang veineux artérialisé sont très similaires [173, 203]. L’utilisation de
prélèvements veineux non artérialisés a également été validée pour ce traceur [116]
(voir I.2.2.7.a).
I.3.4. Fonction d’entrée mesurée dans l’image (IDIF)
A cause de la diﬃculté à obtenir des prélèvements sanguins ﬁables pour estimer
la fonction d’entrée, certains ont proposé de la mesurer directement dans les images
TEP [70, 80, 204–211]. On appelle ces méthodes "IDIF" (image-derived input func-
tion). Il s’agit d’estimer la PTAC à partir de la concentration d’activité mesurée dans
l’image d’une structure composée principalement de sang, comme le cœur [212], dont
le ventricule gauche [120, 213–215]), ou des artères, par exemple fémorale [216]. Il a
été montré que l’utilisation des aortes ascendante [203] et abdominale [217] donne
une meilleure estimation du MRGlu que le ventricule gauche [205,206]. Le ventricule
gauche est plus gros donc moins soumis au volume partiel que les artères, mais il
est en mouvement pendant l’acquisition. Pour les études cerveau [125], ce sont gé-
néralement les carotides qui sont utilisées [64, 70, 72, 80, 147, 216, 218, 219], et dans
une moindre part les sinus veineux, au volume plus grand mais contenant du sang
veineux [125,220]. Une étude a même proposé l’aorte pour l’étude du cMRGlu [221].
Une fois la valeur de la fonction d’entrée mesurée dans chaque frame de l’image,
la fonction d’entrée elle-même peut être obtenue par exemple en interpolant linéaire-
ment ces points ou en ajustant ("ﬁt") un modèle de courbe à ces points [169], comme
pour les prélèvements artériels.
Des variantes ont été proposées [222], certaines combinent les images de plusieurs
structures vasculaires et plusieurs prélèvements [223], d’autres utilisent l’IDIF couplée
à une autre méthode (par exemple l’IDIF pour la ﬁn de la courbe et le ﬁt avec un
modèle à compartiment pour le début [147]).
La détermination des voxels utilisés pour estimer l’IDIF peut être eﬀectuée directe-
ment sur l’image TEP [64,69–73] ou grâce à un recalage avec une image IRM [80–82].
L’IRM permet a priori une segmentation plus précise, mais impose un examen sup-
plémentaire en plus du TEP et un très bon recalage avec celui-ci. Ce recalage est
délicat en particulier pour les carotides : le recalage clinique habituel recale bien le
cerveau mais pas forcément les carotides [81], et selon la position de la tête la forme
des carotides peut changer entre l’examen TEP et l’examen IRM. Cela induit des
segmentation erronées [64]. Ce problème pourra être résolu grâce aux nouvelles ca-
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méras PET/IRM [125]. La segmentation sur l’image TEP peut être manuelle [70] ou
automatique [69,73–76]. Elle n’évalue pas de manière précise le volume des carotides,
ce qui peut poser problème pour la correction de volume partiel [125]. D’autres mé-
thodes mathématiques pour identiﬁer l’IDIF sans segmentation ont été proposées,
elles sont décrites dans le paragraphe I.3.6.
Les avantages de l’IDIF sont qu’elle permet d’obtenir la fonction d’entrée à l’endroit
même de l’étude donc qu’il n’y a pas de délai ni de dispersion, et qu’elle permet
d’éviter tous les problèmes liés aux prélèvements sanguins – sauf certaines variantes
qui s’appuient sur un ou quelques prélèvements.
Les inconvénients de cette méthode sont
– la nécessité d’avoir une structure sanguine dans l’image étudiée ;
– la diﬃculté à segmenter correctement la structure vasculaire, surtout dans le cas
des carotides [64] ;
– une image de la structure vasculaire très bruitée à cause de sa faible taille et
donc une IDIF très bruitée, surtout dans les premières frames qui comportent
peu de coups ;
– une estimation de l’IDIF entachée d’erreur à cause du volume partiel [203, 205,
216,224], surtout pour les carotides, dont la taille est proche de la résolution de
l’image [125] ;
– un échantillonnage imposé par le découpage temporel des images TEP ;
– une mauvaise estimation du pic de la fonction d’entrée à cause du découpage
temporel grossier des images TEP [70], du volume partiel, d’une éventuelle sa-
turation des détecteurs [225] ;
– une mesure de la concentration d’activité dans le sang total, qui n’est pas tou-
jours égale à celle dans le plasma (voir I.2.2.7.a), par exemple pas en présence
de radio-métabolites.
L’utilisation directe de telles fonctions d’entrée dans la modélisation compartimen-
tale produit des paramètres peu ﬁables [226]. Une correction du volume partiel est
nécessaire [120, 206, 213, 215, 216, 227, 228], sauf pour certaines méthodes particu-
lières [229]. La correction de volume partiel peut être eﬀectuée par les méthodes
décrites en I.1.2.3.c, ou en utilisant des prélèvements sanguins [69, 70, 230]. Les mé-
thodes IDIF qui s’appuient sur au moins un prélèvement sanguin sont celles obtenant
les meilleurs résultats [224, 231]. Elles permettent aussi de corriger des métabolites
lorsqu’il y en a [216].
Des méthodes IDIF peuvent obtenir de bons résultats sur un traceur, mais de beau-
coup moins bons pour d’autres [231]. Les méthodes sont donc à revalider pour chaque
traceur. Les traceurs pour lesquels l’estimation du MRGlu avec l’IDIF est la plus pré-
cise sont ceux qui sont lentement ou pas du tout métabolisés et qui ont une faible
décroissance radioactive (18F-FDG, 11C-(R)-rolipram par exemple, contrairement à
11C-PBR28 [231]). En eﬀet, dans ce cas, l’aire sous la courbe de la PTAC (utilisée par
les méthodes graphiques pour calculer le MRGlu) est due principalement à la queue
de la courbe et l’inﬂuence du pic est négligeable. Or le pic est très mal estimé pour
l’IDIF, alors que la queue peut être correcte avec l’aide de prélèvements. La mauvaise
estimation du pic ne permet pas en revanche d’estimer les microparamètres ki. Les
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méthodes graphiques sont donc préférables à la modélisation compartimentale pour
l’IDIF [231].
En conclusion, l’IDIF peut être implémentée avec succès seulement sur une mino-
rité de traceurs [125], avec l’aide de prélèvements sanguins. Son principal avantage
est alors de réduire le nombre de prélèvements, ce qui permet un plus grand nombre
d’examens par jour dans les centres d’examens, et une exposition moindre à la ra-
dioactivité du personnel médical [163,232].
I.3.5. Fonction d’entrée standardisée (PBIF)
Les méthodes "population-based input functions" (PBIF) [138, 163, 183, 233–235]
supposent une forme commune de la PTAC à tous les sujets [128]. Elles établissent
pour chaque traceur une fonction d’entrée standardisée, qui est ensuite calibrée par
un facteur d’échelle pour être appliquée au sujet étudié. Le facteur d’échelle peut être
déterminé de manière non invasive (activité injectée, activité mesurée dans une région
de l’image, poids, taille, combinaison de ces facteurs... [187, 232, 235]) ou invasive
(prélèvements sanguins [163,233,236]).
Pour obtenir la fonction d’entrée standardisée, on mesure la fonction d’entrée de
plusieurs sujets, par exemple au moyen de prélèvements artériels, puis on normalise
la fonction d’entrée de chaque sujet par un facteur d’échelle (qui peut être diﬀérent de
celui mentionné précédemment). On l’ajuste ("ﬁt") ensuite éventuellement sur un mo-
dèle mathématique (par exemple par une méthode des moindres carrés). On regroupe
toutes les fonctions d’entrée normalisées, par exemple en en prenant la moyenne ou
la médiane. La courbe obtenue peut elle aussi être ajustée sur un modèle [163].
Cette méthode a été validée pour le 18F-FDG [163, 173, 233, 237] et appliquée à
quelques autres traceurs [237]. Elle permet de supprimer ou réduire les prélèvements
par rapport à la méthode de référence, et peut être utilisée quand l’IDIF n’est pas
ou diﬃcilement faisable, comme dans le cerveau. En particulier, elle permet, contrai-
rement à l’IDIF qui fournit la concentration d’activité dans le sang total, d’accéder
directement à la PTAC dans le cas de prélèvements artériels qui peuvent être corri-
gés des métabolites. Elle ne dépend pas de l’eﬀet de volume partiel, de la résolution
de la caméra, de la qualité de l’acquisition, de la reconstruction, de l’opérateur, elle
demande moins de temps pour la calculer, et fournit une meilleure estimation du pic
que la plupart des IDIF [125]. Ce dernier point est dû à l’absence pour la PBIF de
problèmes propres à l’IDIF au niveau du pic : eﬀet de volume partiel, échantillonnage
temporel grossier des premières frames TEP [130]. Les avantages liés à la diminu-
tion ou à la suppression des prélèvements sanguins sont les mêmes que pour l’IDIF
(voir I.3.4).
La PBIF présente plusieurs inconvénients.
Pour chaque nouveau traceur, il faut eﬀectuer des prélèvements sanguins sur une
cohorte de sujets pour établir la fonction d’entrée standardisée propre à ce traceur.
De même pour chaque nouveau mode d’injection du traceur. De plus, il faut s’assurer
que cette fonction d’entrée, calculée à partir d’un groupe de sujets donnés, s’applique
au groupe de sujets étudiés : par exemple si la fonction d’entrée standardisée a été
76
établie grâce à des sujets sains, il n’est pas évident qu’elle pourra être utilisée pour des
patients, les pathologies pouvant inﬂuer sur le métabolisme du traceur et donc sur la
forme de la fonction d’entrée [128,173]. Certaines études montrent cependant que la
même PBIF peut être appliquée à diﬀérents groupes de sujets [163,232] (ce qui peut
s’expliquer par le fait que les sujets avec lesquels la fonction d’entrée standardisée
a été calculée présentent déjà une variabilité de métabolisme [125]). Ce n’est pas
toujours le cas [237].
La PBIF avec un facteur d’échelle non invasif tel que le poids n’est pas adaptée
à la comparaison d’examens successifs d’un même sujet, car le facteur d’échelle ne
variera presque pas entre les examens et que la forme de la courbe est ﬁxée par la
fonction d’entrée standard. Ce problème est levé avec l’utilisation de prélèvements
sanguins [232].
La forme exacte et la hauteur du pic d’un individu ne peuvent pas être reproduites
par la PBIF, qui n’est donc pas adaptée pour le calcul des microparamètres et du
moment du pic de la PTAC. Le calcul des macroparamètres par méthode graphique
est cependant possible si l’aire sous la courbe est correcte [163]. Comme pour l’IDIF,
ceci est particulièrement le cas pour des traceurs métabolisés lentement ou pas du
tout et à demi-vie assez longue, pour lesquels l’inﬂuence du pic dans l’aire sous la
courbe de la PTAC est négligeable [125].
Le choix du facteur d’échelle n’est pas forcément évident [138]. Des études montrent
que des facteurs d’échelle non invasifs obtiennent de bons résultats [138,235], d’autres
qu’ils peuvent estimer sans biais des macroparamètres mais que l’écart-type est très
important, avec des erreurs fréquentes de 20-30% [232]. Les mauvais résultats des
facteurs d’échelle non invasifs peuvent s’expliquer au moins en partie par le fait que
deux personnes ayant les mêmes caractéristiques physiques n’ont pas forcément le
même métabolisme [232]. Les méthodes PBIF fonctionnant le mieux sont celles uti-
lisant des prélèvements sanguins [173, 232]. Prendre plus d’un prélèvement permet
de limiter l’impact des erreurs de mesure sur les prélèvements. Le moment des pré-
lèvements doit être choisi comme celui donnant la plus grande corrélation entre la
concentration d’activité dans le prélèvement et l’aire sous la courbe de la PTAC, en
tenant compte de contraintes comme l’équilibre avec l’artère pour des prélèvements
veineux [232].
I.3.6. Estimation par des méthodes mathématiques
Des méthodes statistiques ont été proposées pour extraire la fonction d’entrée [156].
La plupart se basent sur l’image TEP (et on les rattache donc parfois aux méthodes
IDIF), bien que certaines utilisent directement le sinogramme [157]. Il s’agit essentiel-
lement de l’analyse factorielle ("FA") [238] et de l’analyse en composants indépendants
("ICA") [239]. Certaines études visent à trouver les voxels de l’image représentant une
structure vasculaire : il s’agit donc de méthodes de segmentation automatique pour
déterminer l’IDIF, elles ont été présentées dans le paragraphe correspondant (I.3.4).
D’autres ne s’attachent pas à localiser spatialement les voxels représentant la fonc-
tion d’entrée ( [240], FA : [241–244], ICA : [139,245,246]). Il est à noter que l’ICA et
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la FA fournissent uniquement une estimation normalisée, qui doit ensuite être mise
à l’échelle grâce à un prélèvement sanguin par exemple. De même pour la méthode
extrayant la fonction d’entrée du sinogramme [157]. La réussite de la méthode ICA
dépend beaucoup du découpage temporel de l’image TEP ; il doit être serré au ni-
veau du pic [247]. Pour la FA et l’ICA, les composants extraits censés représenter
le sang ne sont pas exempts de contamination due à l’eﬀet de volume partiel [195],
qui doit être corrigée [230]. Une méthode a été proposée pour estimer directement
la fonction d’entrée intégrée, utilisée dans les méthodes graphiques d’estimation des
paramètres [248].
Certaines méthodes combinent plusieurs approches décrites jusqu’ici, par exemple
des méthodes statistiques utilisant PBIF et données de l’image [249].
I.3.6.1. Estimation simultanée de la fonction d’entrée et des paramètres
pharmacocinétiques
Certaines méthodes proposent d’estimer à la fois la fonction d’entrée et les para-
mètres d’organes [250, 251]. On peut les diviser en deux groupes [252] : celles qui ne
font aucune hypothèse sur la fonction d’entrée [166,253–255] et celles qui utilisent une
modélisation paramétrique de la fonction d’entrée [140,164,169], comme par exemple
la méthode SIME (pour "simultaneous estimation") [115, 202]. Le deuxième groupe
nécessite une connaissance ﬁne de la forme de la fonction d’entrée mais obtient de
meilleurs résultats que le premier groupe [137,252,254,256].
I.3.6.1.a. La méthode SIME
La méthode SIME a été proposée par Feng, Wong et al. en 1997 [115]. Elle uti-
lise une expression paramétrique de la PTAC (éq. I.31) et consiste en l’estimation
simultanée des paramètres d’organes dans un modèle à trois compartiments et des
paramètres de la fonction d’entrée, à partir de plusieurs TTACs de l’image TEP et
éventuellement d’un ou plusieurs prélèvements sanguins.
La déﬁnition de la méthode SIME a évolué au ﬁl des articles ; nous présentons ici
la forme qui nous paraît la plus complète.
La méthode SIME repose sur la minimisation d’une fonction de coût Φ représentant
les diﬀérences entre les TACs estimées et les TACs mesurées. Cette fonction de coût
est composée de deux termes. Le premier est la somme pondérée des carrés des
diﬀérences entre, pour chaque frame, les valeurs des TTACs réelles et les valeurs de
celles produites par le modèle ; le deuxième représente la distance de la PTAC estimée













ws[Cp(ts)− C¯p(ts)]2︸ ︷︷ ︸
sang (fonction d’entrée)
, (I.32)
avec R le nombre de ROIs, donc de TTACs utilisées, T le nombre de frames, S
le nombre de prélèvements sanguins. C¯p(ts) est la concentration d’activité du pré-
lèvement veineux (pour le 18F-FDG) au temps ts, Cp(ts) est la fonction d’entrée
estimée au temps ts. TTACr(t) est la concentration d’activité mesurée dans la région
r au temps t, Cmes,r(t, θ) est la concentration d’activité du tissu r calculée grâce à
l’éq. I.27 (celle qu’on devrait mesurer d’après le modèle) pour le jeu de paramètres
θ = {τ, {λi}, {Ai}, {ak,r}, {bl,r}{Vb,r}} avec i ∈ J0; 2K, k ∈ J0; 1K et r ∈ J0;RK.
Le poids vr,t est l’inverse de la variance de la mesure ; le poids ws est choisi égal
à 100 ou à une autre valeur raisonnablement grande pour forcer la PTAC à passer
par le prélèvement sanguin (ou au plus proche des prélèvements lorsqu’on en utilise
plusieurs) [257], les prélèvements sanguins étant considérés comme moins bruités et




avec α une constante de proportionnalité, Cmes(r, t) la valeur
de la TTAC dans la région r à la frame t et dtt la durée de la frame t [115].
Utiliser un grand nombre de TTACs fournit plus d’information mais accroît le
nombre de paramètres à estimer, ce qui accroît la complexité de la fonction de coût.
Feng et al. [115] ont trouvé que trois TTACs suﬃsaient pour estimer la fonction
d’entrée (R = 3).
Au sujet du nombre de prélèvements, Ogden et al. [128] ont montré qu’un pré-
lèvement artériel corrigé des métabolites suﬃt. Cela permet d’éviter la pose d’un
cathéter artériel, mais rend la méthode très dépendante d’une seule mesure, qui peut
être entachée d’erreurs [128]. Les résultats sont bien meilleurs avec un prélèvement
que sans [128].
La méthode SIME a été testée d’abord pour le 18F-FDG, pour des données simu-
lées [115] puis réelles [202] ; elle a ensuite été testée sur d’autres traceurs (données
simulées d’un traceur SPECT [257], données réelles de trois traceurs TEP avec des
métabolites, avec diﬀérents modèles à compartiments [128]). Elle a été appliquée dans
plusieurs articles [164,195], ainsi que combinée à l’IDIF [165].
On rappelle que l’expression de la TTAC en fonction de la PTAC fournie par
l’éq. I.27 et utilisée dans la fonction de coût n’est a priori valable que pour le 18F-
FDG. Pour un traceur quelconque sans radiométabolites rentrant dans les tissus, la
cinétique estimée s’exprime en fonction de la PTAC et de la concentration d’activité
dans le sang Cs (voir éq. I.25). Cependant, Ogden et al. [128] ont montré que pour
les traceurs qu’ils ont testés autres que le 18F-FDG, ne pas corriger des fractions
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vasculaires (Vb = 0 dans l’éq. I.25), utiliser la même formule que pour le 18F-FDG
(éq. I.25) ou utiliser pour Cs une PBIF non corrigée des métabolites produisent des
résultats similaires. Pour le 18F-FDG, la prise en compte des fractions vasculaires est
bien nécessaire [128].
Feng, Wong et al. obtiennent de bons résultats pour le 18F-FDG [115, 202, 257],
mais pas Ogden et al. [128], qui obtient pourtant de bons résultats pour les trois
autres traceurs testés. Cette meilleure réussite sur des traceurs plus complexes (avec
radiométabolites) peut être due [128] à une plus grande variabilité des TTACs, qui
amènent plus d’informations, et à des modèles à compartiments plus simples, avec
moins de paramètres, ce qui diminue la dimensionnalité de la fonction de coût ; celle-ci
est alors plus facile à minimiser.
Minimiseur utilisé
Plusieurs algorithmes de minimisation de la fonction de coût ont été utilisés :
d’une part les méthodes des moindres carrés non linéaires (nommées dans la suite
NLLS) [115,202,258] – dont l’algorithme de Levenberg-Marquardt (dans [115]) et un
dérivé (dans [258]), d’autre part le recuit simulé [128, 257]. Les algorithmes comme
NLLS peuvent avoir des diﬃcultés à trouver un minimum global dans un espace à
de nombreuses dimensions, c’est pourquoi l’utilisation du recuit simulé, plus robuste,
peut fournir de meilleurs résultats [128,257].
Avantages
La méthode SIME est a priori séduisante car elle présente de nombreux avantages :
– elle est utilisable pour tous les traceurs, avec ou sans métabolites ;
– elle est peu invasive ;
– elle fournit directement la fonction d’entrée et pas seulement la concentration
d’activité dans le sang total ;
– elle fournit une vraie quantiﬁcation de la fonction d’entrée et pas seulement une
valeur relative.
Limites
Cependant, la méthode présente des inconvénients importants.
Un premier inconvénient est la dépendance forte de la méthode à un prélève-
ment sanguin potentiellement entaché d’erreur. En raison de l’indétermination (voir
§I.2.2.7.b), il est nécessaire d’utiliser au moins un prélèvement – à moins de ﬁxer des
paramètres ou d’indiquer des relations entre des paramètres.
L’inconvénient majeur de la méthode SIME est le grand nombre de paramètres à
estimer [128] (7 pour la fonction d’entrée et 5 pour chaque TTAC, dans un modèle
à trois compartiments avec k4 Ó= 0), ce qui rend l’estimation diﬃcile, de même que
le caractère hautement non convexe de la fonction de coût. Nous avons observé lors
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de notre implémentation de la méthode pour le 18F-FDG que la minimisation échoue
fréquemment et que lorsqu’elle fournit un résultat, les paramètres sont mal estimés,
conduisant à une estimation de la courbe de la fonction d’entrée de piètre qualité
(comme déjà remarqué dans [128]).
Nous avons également observé que la sensibilité de SIME à l’initialisation était
forte, causant une grande variabilité dans les valeurs des paramètres estimés.
I.3.7. Conclusion
Au vu des avantages et inconvénients des diﬀérentes méthodes d’estimation de la
fonction d’entrée, la méthode SIME apparaît prometteuse du fait de ses avantages
importants. Des améliorations sont néanmoins nécessaires pour accroître sa précision.




ESTIMATION DE LA FONCTION
D’ENTRÉE : MÉTHODE IM-SIME
II.1. Principe
L’objet de cette thèse est de proposer une amélioration de la méthode SIME (pré-
sentée en I.3.6.1.a), nommée IM-SIME (pour "iterative multi-SIME"), réduisant sa
variabilité grâce à l’utilisation de nombreuses TTACs. La méthode SIME a été choisie
car elle est très prometteuse, puisqu’elle est automatique, utilisable en présence de
métabolites, nécessite peu de prélèvements et permet théoriquement de déterminer
tous les microparamètres. Son principal inconvénient étant la diﬃculté à minimiser
la fonction de coût à cause de la non-convexité de cette dernière et du nombre élevé
de paramètres, cette diﬃculté entrainant une grande sensibilité à l’initialisation cau-
sant une grande variabilité des résultats, nous proposons une amélioration à travers
trois mécanismes, qui visent à réduire la variabilité des résultats et le nombre de
paramètres à estimer.
Le premier mécanisme consiste à multiplier les estimations SIME pour un jeu de
TTACs données. Ce mécanisme vise à réduire la variance des paramètres estimés. Le
deuxième consiste à multiplier les estimations SIME sur diﬀérents jeux de TTACs,
car utiliser un seul jeu de TTACs peut induire un biais (si l’estimation ﬁtte le bruit
par exemple). Ces deux premiers mécanismes permettent d’éviter que la minimisa-
tion ne reste toujours bloquée dans le même minimum local. Le troisième mécanisme
consiste à itérer sur les deux mécanismes précédents et à ﬁxer à la ﬁn de chaque
itération un paramètre de la fonction d’entrée – sous réserve qu’un critère de qualité
de l’estimation du paramètre soit rempli. Les paramètres ainsi ﬁxés à la ﬁn des itéra-
tions le restent pour les itérations suivantes. Ainsi, au fur et à mesure des itérations,
le nombre de paramètres à estimer se réduit progressivement, ce qui tend à réduire
le nombre de minima locaux et facilite les minimisations.
Ces trois mécanismes sont implémentés dans trois boucles imbriquées :
1. une boucle sur les estimations SIME pour le même jeu de TTACs (boucle sur
les "runs"), contenue dans
2. une boucle sur les estimations SIME pour diﬀérents jeux de TTACs (boucle sur
les jeux), contenue dans
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3. une boucle sur les itérations. À la ﬁn de chaque itération, un paramètre de la
fonction d’entrée peut éventuellement être ﬁxé pour les itérations suivantes.
IM-SIME se décompose en trois étapes que nous allons présenter brièvement ici
puis décrire plus en détail dans la section suivante. Un schéma détaillé de l’algorithme
est présenté en ﬁg. II.1, nous y ferons référence au cours de la description, par le biais
de lettres qu’on retrouvera sur le schéma. On peut également retrouver en ﬁg. II.2 la
représentation des boucles sur le schéma. Les trois étapes de IM-SIME sont :
– (E1) À partir des TTACs disponibles, tous les jeux de trois TTACs possibles
sont construits.
– (E2) Les jeux sont triés selon un certain nombre de critères (bruit dans les
TTACs, diﬀérences entre les cinétiques. . . ).
– (E3) Pour chaque itération, jusqu’à un critère d’arrêt :
– Pour chaque jeu, pris dans l’ordre de la liste ordonnée créée en (E2) jusqu’à
un critère d’arrêt :
– Des runs (estimations SIME) sont eﬀectués jusqu’à un critère d’arrêt.
– La fonction d’entrée ﬁnale du jeu est déﬁnie à partir des résultats des runs
du jeu.
– La fonction d’entrée ﬁnale de l’itération est déﬁnie à partir des résultats des
jeux de l’itération.
– De nouvelles contraintes (ﬁxation de paramètres, initialisation) sont appli-
quées pour les itérations suivantes.
L’étape (E3) est répétée (nouvelles itérations) jusqu’à ce que tous les paramètres
de la fonction d’entrée soient ﬁxés ou qu’aucun paramètre ne soit ﬁxé pendant trois
itérations consécutives.
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Figure II.1 – Schéma de IM-SIME. n est le nombre de TTACs fournies en entrée, m > 300 est le nombre de jeux de 3 TTACs créés. A, B,
C, D, E, F, G, H, I sont des sous-parties du schéma, référencées dans le texte. (i) et (ii) sont deux cas de l’étape C (i : échec ; ii : réussite).
FEs,run, IRFs,run sont la fonction d’entrée et la fonction de réponse impulsionnelle pour le run run du jeu s. MP est la médiane pondérée,
FEmp,s est l’ensemble des paramètres de la fonction d’entrée finale du jeu s. FEiter est la fonction d’entrée finale de l’itération.
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Figure II.2 – Les trois boucles sur le schéma de IM-SIME : en rouge, la boucle sur les runs,
en bleu celle sur les jeux, en vert celle sur les itérations.
II.2. Les étapes de IM-SIME
II.2.1. Données d’entrée
Comme SIME, IM-SIME prend en entrée des TTACs ainsi éventuellement qu’un
prélèvement sanguin. Des informations sur les organes sont également fournies, ainsi
que, pour chaque frame t de chaque TTAC r, une estimation de la variance due au
bruit – notée σ2N(r, t)) – et, le cas échéant, la valeur de la correction de l’eﬀet de
volume partiel appliquée à la mesure (c’est à dire la valeur absolue de la diﬀérence
entre les concentrations d’activité corrigée et non corrigée) - notée corrEV P (r, t)).
Nous allons détailler ci-dessous les TTACs, le prélèvement sanguin et les informa-
tions sur les organes. Le calcul de la variance due au bruit, préalable à IM-SIME, est
détaillé au §II.5. La valeur de la correction de l’EVP est fournie par le programme
eﬀectuant la correction d’EVP – ou peut être calculée facilement après la correction.
II.2.1.1. TTACs
IM-SIME nécessite un grand nombre de TTACs, alors que SIME n’en utilise que
trois ou quatre. Par exemple, pour le cerveau, nous avons utilisé le cervelet ainsi
que la structure droite, la structure gauche et la moyenne de la structure droite et
de la structure gauche des régions suivantes : matière blanche, matière grise, globus
pallidus, thalamus, caudé, putamen et striatum ventral (voir l’annexe A pour une
description de ces structures). Cela représente au total 1+3×7 = 22 TTACs. On note
n_tot_TTACs le nombre total de TTACs utilisées. Ainsi dans l’exemple précédent
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n_tot_TTACs = 22.
Pour une estimation précise de la fonction d’entrée, les TACs doivent être les plus
proches possible de la réalité (c’est-à-dire de la concentration vraie du traceur dans
les structures), donc les corrections des sinogrammes lors de la reconstruction doivent
être les plus justes possible, la segmentation doit être bonne et les TTACs doivent
être corrigées de l’eﬀet de volume partiel.
II.2.1.2. Prélèvement sanguin
Dans la publication originale de la méthode SIME [115], Feng, Wong et al. étudient
la méthode en n’utilisant pas de prélèvement ou en utilisant deux, puis dans deux
articles suivants [202,257] ils utilisent deux prélèvements. Ogden et al. n’en utilisent
qu’un [128].
Comme nous l’avons vu dans le paragraphe I.2.2.7.b, il existe une indétermination
dans l’équation I.27 utilisée dans la fonction de coût de SIME. Elle peut être levée en
fournissant un prélèvement sanguin ; si l’on n’en fournit pas, il faut ﬁxer un autre pa-
ramètre ou une relation entre des paramètres. La proposition de Feng et al. d’eﬀectuer
l’estimation sans prélèvement est donc irréalisable en théorie puisqu’ils ne proposent
pas de moyen alternatif pour réduire le nombre de paramètres. Nous avons étudié la
possibilité de ﬁxer les fractions vasculaires Vb des organes, qui sont indépendantes du
traceur utilisé. Cependant, leur détermination n’est pas aisée (voir § I.2.2.8.a). Nous
utiliserons donc des prélèvements. Un prélèvement est de toute manière nécessaire
pour la détermination duMRGlu puisqu’elle utilise la concentration plasmatique du
glucose froid (voir § I.2.2.8.a) qui n’est accessible que via un prélèvement sanguin.
Même si comme montré par Ogden et al. [128] un seul prélèvement sanguin suﬃt
(également montré par [165] pour une méthode proche de SIME), faire reposer la
méthode sur une unique mesure la rend très sensible à des erreurs sur celle-ci [128].
Aﬁn de réduire l’impact des erreurs sur les prélèvements, et comme il est générale-
ment attendu que les erreurs sur les prélèvements se compensent dans une certaine
mesure [128, 232] (mesures bruitées mais non biaisées), nous avons choisi pour avoir
une méthode plus robuste d’eﬀectuer trois prélèvements au niveau de la queue de
la fonction d’entrée et d’en prendre la moyenne logarithmique, puisque la queue de
la fonction d’entrée est modélisée par la troisième exponentielle du modèle de Feng
(voir éq. I.31).
Pour le 18F-FDG, Ogden et al. [128] ont montré que le meilleur moment pour un
prélèvement était 40 min après l’injection. Les temps de prélèvement que nous avons
choisis sont 40, 50 et 60 minutes. Trois raisons à cela :
1. inclure le temps préconisé par Ogden et al. [128] ;
2. rester dans les temps d’un examen cerveau 18F-FDG ;
3. être dans la zone d’équilibre artère-veine et donc pouvoir utiliser des prélè-
vements veineux. Pour le 18F-FDG, l’équilibre intervient bien avant 40 min (cf
§I.2.2.7.a), cependant nous avons préféré des prélèvements tardifs dans l’optique
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de l’application de la méthode à d’autres traceurs atteignant cet l’équilibre plus
tard que le 18F-FDG.
Un unique prélèvement équivalent est donc utilisé dans la fonction de coût, cor-
respondant à un temps de ts = 40+50+603 = 50 min et à une valeur C¯p(ts) telle que
ln(C¯p(ts)) =
ln(C¯p(40 min))+ln(C¯p(50 min))+ln(C¯p(60 min))
3
.
II.2.1.3. Informations sur les organes
Un ﬁchier est fourni au programme d’estimation indiquant quelles TTACs appar-
tiennent à la même structure (par exemple, la TTAC du caudé droit et celle du
caudé gauche). Ce ﬁchier indique aussi, pour chaque structure, si le compartiment
tissulaire lié est réversible ou non ainsi que, toujours pour chaque organe, une valeur
approximative de la fraction vasculaire, déterminée à partir de la littérature.
II.2.2. Etape (E1) : Construction des jeux de TTACs
Comme montré par Feng et al. [115], le meilleur nombre de TTACs pour une
estimation SIME est 3. En eﬀet, l’utilisation de trois TTACs au lieu de deux améliore
l’estimation, tandis que l’utilisation d’un plus grand nombre de TTACs n’apporte
pas d’amélioration à l’estimation [115]. La première étape de IM-SIME consiste donc
à construire tous les jeux de 3 TTACs possibles, en excluant ceux contenant des
structures similaires : pour les structures symétriques comme les caudés ou la matière
blanche, si le jeu contient la structure (resp. moitié) droite, il ne peut pas contenir
la structure (resp. moitié) gauche, ni la moyenne des deux (voir l’annexe A pour
la cartographie des structures cérébrales). En eﬀet, deux TTACs identiques ou trop
proches n’apportent pas plus d’information pour l’estimation SIME qu’une seule
TTAC – mais double le nombre de paramètres à estimer. Cette étape est repérée par
la lettre A sur la ﬁgure II.1.
II.2.3. Etape (E2) : Tri des jeux
Les jeux sont triés selon trois critères et un rang leur est accordé pour chaque
critère. Ces critères sont l’aﬀection des TTACs par le bruit, les diﬀérences entre les
TTACs et les valeurs approximatives des fractions vasculaires fournies par le ﬁchier
décrit en II.2.1.3. Cette étape est repérée par la lettre B sur la ﬁgure II.1.
II.2.3.1. Tri par l’erreur due au bruit
On calcule l’erreur due au bruit d’une TTAC en prenant la moyenne géométrique
des erreurs relatives dues au bruit de chaque frame (données en entrée), puis l’erreur
due au bruit d’un jeu en prenant la moyenne arithmétique des erreurs dues au bruit
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des TTACs du jeu :
errbruit(jeu) = moyenne arithmétiqueT T ACs (moyenne géométriquet (errbruit(TTAC, t)))
(II.1)
avec errbruit(TTAC, t) le rapport entre la variance due au bruit dans la frame t de
la TTAC TTAC et la concentration d’activité dans cette même frame. La moyenne
géométrique est préférée à la moyenne arithmétique pour calculer le bruit d’une
TTAC aﬁn de ne pas accorder un poids trop grand aux premières frames, courtes et
très bruitées.
Les jeux sont ordonnés dans cette première liste par erreur due au bruit croissante ;
ainsi le premier jeu de la liste est celui avec l’erreur due au bruit la plus faible.
II.2.3.2. Tri par les différences entre les TTACs
Pour chaque jeu, la distance moyenne entre deux TTACs est calculée, la distance




ti<T ((g(ti)−h(ti))2 · (ti+1−ti))
avec T le nombre de frames. Les jeux sont ordonnés dans cette deuxième liste par
ordre décroissant des distances moyennes, le premier jeu de cette liste étant donc
celui avec la distance moyenne entre les TTACs la plus grande. Cela correspond à
des cinétiques très distinctes, qui apportent plus d’informations que des cinétiques
proches voire confondues.
II.2.3.3. Tri par les fractions vasculaires
Pour chaque jeu, la fraction vasculaire moyenne (moyenne arithmétique des frac-
tions vasculaires des organes) est calculée. Dans cette troisième liste, on trie les jeux
par fraction vasculaire moyenne décroissante. Le premier jeu est celui qui a la plus
grande fraction vasculaire moyenne ; une part importante des TTACs le composant
est donc due à la cinétique du sang, qui est représentative de la fonction d’entrée.
Nous avons évoqué en II.2.1.2 la diﬃculté d’évaluation des fractions vasculaires ; il
est à noter qu’ici seul l’ordre relatif des fractions vasculaires des diﬀérentes structures
importe.
II.2.3.4. Tri global
On note le rang d’un jeu j dans chaque liste rangbruit,j, rangdistance,j et rangVb,j.
Le score global de chaque jeu est calculé par
score(jeuj) = 4× rang2bruit,j + rang2distance,j + rang2Vb,j. (II.2)
Le facteur 4 attribué au classement par l’erreur due au bruit a été déterminé de
manière empirique, pour éliminer les TTACs trop bruitées, car nous avons observé
que SIME est plus sensible au bruit qu’à la diﬀérence entre les TTACs ou qu’aux
fractions vasculaires.
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On crée la liste globale des jeux en les triant par scores croissants. Les jeux seront
utilisés dans les étapes suivantes dans l’ordre de cette liste. On utilise ainsi de préfé-
rence les jeux les moins aﬀectés par le bruit, avec la plus grande diversité de TTACs
et donnant le plus d’indications sur la fonction d’entrée.
II.2.4. Etape (E3) : Déroulement d’une itération
On boucle sur les itérations tant que le critère d’arrêt de IM-SIME n’est pas atteint.
Ce critère est déﬁni à la ﬁn de la description de IM-SIME (en II.2.5).
Pour chaque itération, on boucle sur les jeux tant que le critère d’arrêt de l’itération
n’est pas atteint. Ce critère est déﬁni en II.2.4.3. Les jeux sont pris dans l’ordre de
la liste créée à l’étape (E2).
Pour chaque jeu s sélectionné, on eﬀectue plusieurs estimations SIME (plusieurs
"runs", Cs sur le schéma) jusqu’à ce que 10 estimations aient réussi, dans la limite de
10000 essais. Un run est considéré comme "réussi" si le minimiseur réussit à fournir un
résultat. Le critère d’arrêt du jeu est donc : "10 runs réussis ou 10000 runs essayés"
(par simplicité, on parle ainsi de "jeu" pour "estimation de la fonction d’entrée à
partir d’un jeu de TTACs" : on parle par exemple de "critère d’arrêt du jeu" ou de
"description d’un jeu", comme de "critère d’arrêt de l’itération" ou de "description
d’une itération").
Ces runs sont eﬀectués avec des initialisations diﬀérentes. Ces multiples estimations
avec des initialisations diﬀérentes visent à réduire la sensibilité à l’initialisation.
Nous allons tout d’abord indiquer les initialisations et limites des paramètres à
estimer, puis décrire le déroulement d’un jeu (runs puis ﬁnalisation du jeu). Le choix
du minimiseur sera discuté au § II.3.
II.2.4.1. Initialisations et limites des paramètres
II.2.4.1.a. Initialisation des paramètres
L’initialisation est représentée par la lettre I sur le schéma.
Paramètres d’organes
Cinq paramètres par organe sont à estimer : Vb, a0, a1, b0, b1 (voir §I.2.2.6). Les
paramètres a0, a1, b0, b1 ont moins de sens physiologiquement que les paramètres ki
avec i ∈ J1; 4K mais sont plus adaptés à l’optimisation [157]. L’expression de l’IRF
en fonction des {ak, bk} (éq. I.22) reste valable même si le composant injecté ne l’est
pas en dose traceuse (dans ce cas, seule la relation bijective entre les {ak, bk} et les
{ki} est modiﬁée par rapport à l’éq. I.24).
Á chaque estimation SIME, les paramètres des organes sont initialisés au hasard
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entre des bornes ﬁxes. Pour l’étude du cerveau au 18F-FDG ces bornes sont :
Vb ∈ [0.01; 0.05] ;
a0 ∈ [0.001; 0.05] ; b0 ∈ [0.001; 0.02];
a1 ∈ [0.001; 0.05] ; b1 ∈ [0.05; 0.25].
(II.3)
Pour les {ai, bi}, ces bornes ont été choisies en élargissant fortement des intervalles
formés à partir de résultats d’estimations sur des examens réels du cerveau humain
au 18F-FDG. Pour les fractions vasculaires, les bornes ont été déterminées en fonction
des valeurs de la littérature (cf §I.2.2.8.a). Les intervalles ﬁnaux sont supposés suﬃ-
samment larges pour contenir toute TTAC réaliste d’un examen du cerveau humain
au 18F-FDG.
Paramètres de la fonction d’entrée
La fonction d’entrée compte sept paramètres à estimer : τ , A0, λ0, A1, λ1, A2, λ2
(voir éq. I.31). ll est nécessaire de fournir à l’algorithme une valeur approximative
de τ notée τapp. Celle-ci pourrait être extraite de l’image (à partir de la position du
pic dans les TACs, typiquement dans la TAC d’une structure sanguine). On pourrait
aussi calculer une approximation de τ via le moment d’injection et le temps de
parcours du sang du point d’injection au cerveau (approché grâce à la distance et le
débit sanguin approximatifs).
Pour la première itération I0
Tous les paramètres sont initialisés au hasard entre les bornes suivantes :
τ ∈ [τapp − 0.3; τapp + 0.3] min;
A0 ∈ [80000; 900000] Bq/mL/min ; λ0 ∈ [1; 6] min−1;
A1 ∈ [100; 50000] Bq/mL ; λ1 ∈ [0.05; 0.9] min−1;
A2 ∈ [100; 50000] Bq/mL ; λ2 ∈ [0.001; 0.045] min−1.
(II.4)
Cet écart est jugé suﬃsamment large pour contenir n’importe quelle FE réaliste.
Pour les itérations suivantes
L’initialisation de l’itération Ii+1 est déterminée à la ﬁn de l’itération Ii : voir
§ II.2.4.3.c.
II.2.4.1.b. Limites des paramètres
Aucune limite n’est ﬁxée pour τ (τ ∈ R), tous les autres paramètres doivent être
positifs. De plus, pour chaque région, Vb ∈ [0 ; 1] et {bi ∈ [0 ; 8]}i=0,1. Pour les
constantes de temps de la fonction d’entrée, on impose λ2 < λ1 < λ0 < 8 min−1
(la borne supérieure, 8 min−1, est choisie plus grande que la borne supérieure de
l’initialisation, 6 min−1, pour éviter des problèmes lorsque l’initialisation a lieu très
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prêt de cette borne). Voir le §II.3.3 pour la manière d’imposer des bornes avec le
minimiseur que nous avons utilisé.
II.2.4.2. Description d’un jeu
Un jeu est constitué de plusieurs runs, puis de la détermination des paramètres
ﬁnaux du jeu.
II.2.4.2.a. Description d’un run
Estimation SIME
Un run consiste en une estimation SIME, c’est-à-dire en la minimisation d’une
fonction de coût Φ. Celle-ci diﬀère légèrement de celle présentée par l’éq. I.32 au











ws[Cp(ts)− C¯p(ts)]2︸ ︷︷ ︸
sang (fonction d’entrée)
, (II.5)
avec R le nombre de ROIs, donc de TTACs utilisées, T le nombre de frames, S
le nombre de prélèvements sanguins. C¯p(ts) est la concentration d’activité du pré-
lèvement veineux (pour le 18F-FDG) au temps ts, Cp(ts) est la fonction d’entrée
estimée au temps ts. TTACr(t) est la concentration d’activité mesurée dans la région
r au temps t, Cmes,r(t, θ) est la concentration d’activité du tissu r calculée grâce à
l’éq. I.27 (celle qu’on devrait mesurer d’après le modèle) pour le jeu de paramètres
θ = {τ, {λi}, {Ai}, {ak,r}, {bk,r}{Vb,r}} avec i ∈ J0; 2K, k ∈ J0; 1K et r ∈ J0;RK.
Remarque : La lettre r désigne dans la suite indiﬀéremment un organe ou
une structure (dans le cerveau on parle de structures (caudé, cervelet etc.) et
pas d’organes), la ROI relative à cet organe ou cette structure qui est utilisée
pour calculer la TTAC correspondante (par exemple les 20% des voxels de
la structure qui sont les moins bruités) ou par extension la TTAC elle-même
(parfois appelée simplement "cinétique"). De même, on utilisera indiﬀéremment
les termes "paramètres pharmacocinétiques" ou "paramètres d’organes", même
pour des structures cérébrales.
Le poids vr,t vaut ici 1R · T (1/(σ
2
N(r, t) + corrEV P (r, t))
2) avec σ2N(r, t) la variance
due au bruit aﬀectant la mesure de la concentration d’activité de la région r à la frame
t et corrEV P (r, t) la valeur de la correction de l’eﬀet de volume partiel appliquée à la
mesure, s’il y en a. La première implémentation de SIME [115] recommandait d’uti-
liser comme poids l’inverse de la variance de la mesure. Certaines versions ultérieures
ont repris ces poids [257], d’autres les ont supprimés [202], d’autres soulignent la dif-
ﬁculté d’obtenir une estimation de la variance des mesures et en prennent une version
simpliﬁée : l’inverse de la durée des frames [128,165]. Nous avons choisi d’utiliser une
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modélisation complète de la variance de la mesure due au bruit (voir §II.5), à laquelle
nous avons ajouté un terme pour prendre en compte la dégradation de la cinétique
par le volume partiel, aﬁn d’attribuer moins d’importance aux cinétiques les plus
fortement aﬀectées par le volume partiel. En eﬀet, toutes choses égales par ailleurs,
une cinétique très aﬀectée par l’EVP est, même après correction de l’EVP, moins re-
présentative de la cinétique "vraie" dans l’organe correspondant qu’une cinétique peu
aﬀectée par l’EVP (sauf si la correction de l’EVP est parfaite). Schématiquement,
pour les premières frames, courtes, c’est l’erreur due au bruit qui est plus importante
que la correction de l’EVP, tandis que pour les dernières frames, plus longues, c’est
l’inverse. La variance due au bruit et la valeur de la correction de l’eﬀet de volume
partiel sont supposées connues lors de l’utilisation de la méthode IM-SIME ; elles
peuvent être calculées lors de la correction de l’EVP par la méthode GTM20 (voir
§I.1.2.3.c), appliquée avant la méthode IM-SIME.








err(c¯p(ts)) étant l’erreur due au bruit aﬀectant la mesure de la concentration d’ac-
tivité dans le prélèvement sanguin s au temps ts. Le poids α est choisi assez grand
pour forcer la fonction d’entrée estimée à passer par les prélèvements fournis [128,257]
(ou plutôt à minimiser la distance de la fonction d’entrée estimée aux prélèvements,
au sens des moindres carrés). En pratique, comme on n’utilise qu’un seul prélève-
ment, on ﬁxe le produit αw1 à une valeur assez grande pour que la fonction d’entrée
estimée passe par le prélèvement fourni. Nous avons utilisé αw1 = 0.016 avec des
concentrations en Bq/cc.
Pour l’estimation SIME de chaque run, on prend R = 3 (trois TTACs par jeu, voir
§ II.2.2), S = 1 et ts = 50 min (voir § II.2.1.2).
Fin d’estimation du run
Si un run échoue (c.-à-d. le minimiseur ne parvient pas à donner un résultat), on
passe au run suivant. A la ﬁn de chaque run réussi (c’est-à-dire dont l’estimation
SIME a réussi), on déﬁnit la fonction d’entrée ﬁnale du run comme la valeur de la
fonction d’entrée à la ﬁn de la minimisation SIME eﬀectuée lors du run.
Ensuite, on calcule le coût ﬁnal du run. Pour cela, on utilise une méthode proche
de la méthode post-estimation de [202]. L’idée est d’évaluer la qualité de la fonction
d’entrée ﬁnale du run non seulement vis-à-vis des trois TTACs du jeu qui ont servi
à son calcul, mais vis-à-vis de toutes les TTACs utilisées par IM-SIME. Ceci permet
de comparer des fonctions d’entrée qui sont produites par des jeux diﬀérents. Ceci
permet également d’identiﬁer des minima locaux : la fonction d’entrée estimée par
le run peut être un minimum de la fonction de coût lorsqu’on ne considère que les
trois TTACs du jeu, mais pas lorsqu’on considère toutes les TTACs. On déﬁnit alors
le coût ﬁnal du run de la manière suivante. Pour chaque TTAC TTACr disponible
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(r ∈ J1;n_tot_TTACsK), on minimise une version simpliﬁée de la fonction de coût
Φ, notée Φr : Φr(θr) =
∑T
t=1 vr,t[Cmes,r(t, θr)−TTACr(t)]2 (c’est la partie du premier
terme de Φ concernant la ROI r), en ﬁxant les paramètres de la fonction d’entrée
aux valeurs données par l’estimation SIME (c.-à-d. aux valeurs des paramètres de
la fonction d’entrée ﬁnale du run). Les seuls paramètres à estimer lors de la mini-
misation de Φr sont donc ceux de l’organe r. θr est ainsi composé des paramètres
de la fonction d’entrée (ﬁxés) et des paramètres de l’organe r (libres). On note la




II.2.4.2.b. Fin d’estimation du jeu
La ﬁn d’estimation du jeu peut se produire si 10 runs ont réussi, ou si 100 runs
successifs ont échoué. Dans le deuxième cas, le jeu est considéré comme ayant échoué,
et on passe au jeu suivant (cas ii sur le schéma). Dans le premier cas (cas i sur le
schéma), on considère que le jeu a réussi. On calcule alors les paramètres de la fonction
d’entrée ﬁnale pour ce jeu de la manière suivante : la valeur de chaque paramètre pk
de la fonction d’entrée est déﬁnie comme la médiane pondérée des valeurs de pk dans
les fonctions d’entrée ﬁnales des runs réussis du jeu, les poids étant les inverses des
coûts ﬁnaux des runs (Ds sur le schéma).
Remarque : Pour un ensemble de fonctions fi de coût Φi et pour lesquelles la
valeur du paramètre pk est pk,i, la médiane pondérée [259] pk,imedpond du para-
mètre pk est déﬁnie comme suit : on classe par ordre croissant les I valeurs du
paramètre {pk,i}k∈[[1;I]]. On obtient alors une liste classée (p˜k,i). pk,imedpond est le












La médiane pondérée permet d’avoir une estimation plus pertinente et plus robuste
que si on prend uniquement le résultat du premier run qui converge, qui a de fortes
chances d’être un minimum local, ou que si on prend uniquement le résultat du run
avec le coût ﬁnal le plus bas : en eﬀet, il n’existe pas de corrélation forte entre la
valeur de la fonction à minimiser Φ et la qualité d’estimation de la fonction d’entrée
(en termes d’aire absolue entre la courbe estimée et la courbe vraie). Le coût ﬁnal
d’un run est un indicateur de la qualité de la solution, mais ce n’est pas forcément
le run avec le coût ﬁnal le plus bas qui sera le plus proche de la solution, en termes
d’aire absolue entre la courbe estimée et la courbe vraie.
Le choix de la médiane (utilisée par exemple dans [166]) au lieu de la moyenne
permet d’être beaucoup moins sensible aux valeurs extrêmes ; la pondération permet
de prendre en compte la qualité des estimations, fournie par les coûts. Le choix
d’imposer 10 runs réussis par jeu a été fait pour avoir une statistique suﬃsante pour
le calcul de la médiane pondérée (une médiane pondérée sur un ou deux runs n’aurait
pas beaucoup de sens).
On calcule ensuite le coût ﬁnal du jeu de la même manière que les coût ﬁnaux des
runs.
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II.2.4.3. Fin de l’itération
II.2.4.3.a. Critère d’arrêt de l’itération
Le critère de ﬁn de l’itération est le suivant : au moins 300 jeux ont été tentés et
au moins 50 ont réussi ; ce qui signiﬁe que si 300 jeux ont été tentés et que moins de
50 ont réussi, on continue les estimations sur les jeux suivants de la liste ordonnée,
jusqu’à obtenir 50 jeux réussis. Le nombre minimal de jeux tentés à été choisi égal à
300 car c’est le nombre de jeux au dessus duquel on n’observait plus de diminution
signiﬁcative du coût ﬁnal de l’itération. Le nombre minimal de jeux réussis à été choisi
égal à 50 car on a intérêt à prendre une valeur grande pour diminuer suﬃsamment la
variance du résultat de l’itération, mais comme la qualité des jeux décroît lorsqu’on
descend dans la liste ordonnée, il faut choisir une valeur assez petite pour ne pas
trop dégrader la qualité de la fonction d’entrée. La valeur 50 a été choisie comme un
compromis.
II.2.4.3.b. Calcul de la fonction d’entrée ﬁnale de l’itération et
du coût ﬁnal de l’itération
Une fois l’itération terminée, on calcule les paramètres de la fonction d’entrée
ﬁnaux pour cette itération d’une manière analogue à celle utilisée pour calculer les
paramètres ﬁnaux d’un jeu (voir § II.2.4.2.b) (lettre E sur le graphique) : on prend la
médiane pondérée des valeurs des paramètres correspondants dans les résultats des
jeux, les poids étant les inverses des coûts ﬁnaux des jeux. On calcule ensuite le coût
ﬁnal de l’itération de la même manière que les coûts ﬁnaux des runs et des jeux.
II.2.4.3.c. Nouvelles contraintes pour les itérations suivantes
Contraintes sur les valeurs des paramètres
À partir de la deuxième itération (I1), pour chaque paramètre pi de la fonction
d’entrée qui n’est pas encore ﬁxé (c’est à dire pour tous les paramètres pour I1),
on déﬁnit (lettre F sur le schéma) l’incertitude sur pi par la médiane pondérée de
{Di,k}k∈[[1,Njeux]] avec Di,k la distance en valeur absolue de la valeur du paramètre
pi estimée lors du kième jeu réussi à sa valeur ﬁnale pour l’itération, Njeux étant le
nombre de jeux réussis pour l’itération. Les poids pour la médiane pondérée sont les
mêmes que pour le calcul de la fonction d’entrée ﬁnale de l’itération.
Parmi ces paramètres qui ne sont pas encore ﬁxés, on considère celui qui a la plus
petite incertitude relative (valeur absolue du rapport de l’incertitude et de la valeur
du paramètre dans la FE ﬁnale de l’itération). Si elle est inférieure à 20%, on ﬁxe
ce paramètre à sa valeur courante (qui est sa valeur ﬁnale pour l’itération courante)
pour les itérations suivantes. En d’autres termes, on ﬁxe pour les itérations suivantes
le paramètre non encore ﬁxé le mieux estimé par l’itération courante, à condition qu’il
soit suﬃsamment bien estimé. Ceci est sous-tendu par la supposition que l’estimation
est non biaisée et que par conséquent on a d’autant moins de risques de réaliser une
erreur importante sur la valeur d’un paramètre que l’incertitude est faible.
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Initialisation de l’itération suivante
Comme indiqué au § II.2.4.1.a, les paramètres d’organes sont toujours initialisés au
hasard. Quant aux paramètres de la fonction d’entrée qui ne sont pas ﬁxés, ils seront
à chaque estimation de l’itération suivante initialisés dans un histogramme. Ces his-
togrammes (un par paramètre de la fonction d’entrée encore non ﬁxé) sont constitués
des valeurs des paramètres correspondants dans les fonctions d’entrée ﬁnales des jeux
de l’itération qui s’achève (lettre H sur le schéma).
Remarque : Cette idée d’initialisation de la fonction d’entrée en utilisant des
résultats d’estimations précédentes est également utilisée dans [166], qui montre
que dans le cadre de l’IRM, il est plus robuste d’initialiser la fonction d’entrée
par la médiane de fonctions d’entrée ayant été estimées en initialisant les para-
mètres au hasard selon une loi uniforme entre des bornes autour d’une PBIF,
que d’initialiser directement les paramètres au hasard selon une loi uniforme
entre ces bornes.
II.2.5. Critère d’arrêt de IM-SIME
L’étape (E3) est répétée (nouvelles itérations) jusqu’à ce qu’au moins un des deux
critères suivants soit rempli (lettre G sur le schéma) : tous les paramètres de la
fonction d’entrée ont été ﬁxés, ou aucun paramètre n’a été ﬁxé durant trois itérations
consécutives. On s’arrête si aucun paramètre n’a été ﬁxé pendant trois itérations car
on estime alors qu’on ne pourra pas améliorer l’estimation de la fonction d’entrée en
continuant indéﬁniment les itérations.
L’estimation IM-SIME est alors considérée comme terminée et son résultat est la
fonction d’entrée ﬁnale de la dernière itération.
Remarque : En réalité, le test pour savoir si ce critère est rempli s’eﬀectue
entre la ﬁxation (éventuelle) d’un paramètre et le calcul des histogrammes pour
l’initialisation suivante, puisque ce calcul est inutile si IM-SIME s’achève à la
ﬁn de l’itération courante.
II.3. Choix du minimiseur
SIME consiste en la minimisation d’une fonction de coût ; il faut donc choisir de
quelle manière on eﬀectue cette minimisation. La forme des termes de la fonction
de coût, sommes pondérées de carrés des diﬀérences de l’estimation et de la mesure,
incite à utiliser les méthodes des moindres carrés pondérés, comme fait par la pre-
mière étude sur SIME [115] (la deuxième étude a utilisé des moindres carrés non
pondérés [202]). L’estimation par les moindres carrés pondérés consiste à résoudre
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l’équation
gradΦ(θ) = 0. (II.7)
Cette équation peut être résolue analytiquement dans le cas des moindres carrés
pondérés linéaires, c’est-à-dire lorsque Φ est linéaire par rapport aux paramètres θ.
Moindres carrés pondérés non linéaires
Dans notre cas Φ n’est pas linéaire en θ puisqu’elle comporte des exponentielles.
La résolution de gradΦ(θ) = 0 peut donc être complexe. L’approche généralement
employée dans ce cas est une méthode itérative : première estimation de la solution,
linéarisation autour de ce point, résolution du problème linéarisé, puis itération,
jusqu’à ce qu’un critère d’arrêt soit rempli. Cette approche est équivalente à l’algo-
rithme de minimisation de Gauss-Newton. D’autres méthodes itératives de résolution
des moindres carrés pondérés non linéaires existent, comme par exemple des amélio-
rations de l’algorithme de Gauss-Newton (tel l’algorithme de Levenberg-Marquardt,
qui a été utilisé pour SIME [115], ou l’algorithme de quasi-Newton) ou des méthodes
utilisées lorsque les dérivées de Φ sont diﬃciles ou coûteuses à calculer [260], comme
l’algorithme du simplexe. Ce sont toujours des méthodes itératives. Nous allons dé-
crire brièvement quelques méthodes.
II.3.1. Quelques algorithmes de résolution des moindres carrés
pondérés non linéaires
II.3.1.1. Gauss-Newton [261]
Comme indiqué ci-dessus, l’algorithme de Gauss-Newton est une méthode itérative
consistant à donner une première estimation de la solution, linéariser autour de ce
point, résoudre le problème linéarisé, puis itérer. Elle a été utilisée dans une étude
pour estimer les paramètres d’organe, organe par organe, la fonction de coût étant
connue [170].
On note toujours Φ la somme des carrés pondérés à minimiser, avec comme jeu de







avec ri les diﬀérences entre mesures et valeurs estimées par le modèle (ri = mesurei−
estiméei), wi les poids, égaux aux inverses des variances des mesures : wi = 1σ2i
(i ∈ J1;mK, m ∈ N et m > n, c’est-à-dire qu’il faut plus d’informations (plus de
mesures) que d’inconnues, voir plus loin pourquoi cette condition).
On note θ0 la valeur initiale du jeu de paramètres. L’estimation de θ à l’itération
s + 1 se déduit de l’estimation à l’itération s :
θ
s+1 = θs + δθ. (II.9)
97
Nous allons voir ci-dessous comment est calculé δθ pour l’algorithme de Gauss-
Newton. Comme nous l’avons dit, cet algorithme procède par linéarisation de l’équa-
tion II.7 : gradΦ(θ) = 0 près de l’estimation du minimum. Ainsi, d’après le théorème
de Taylor, on peut approcher linéairement r(θ) par rapp(θ) avec
rapp(θ) = r(θ
s) + Jr(θ
s)(θ − θs) (II.10)
pour θ assez proche de θs. Jr est la matrice jacobienne m× n de r par rapport à θ :















s)(θ − θs))i] . (II.11)
La minimisation de Φapp(θ) est un problème des moindres carrés linéaires pondérés
qui peut être résolu explicitement. La solution est θs+1.
Pour cela, on résout
gradΦapp(θ) = 0. (II.12)










































d’où, avec W la matrice diagonale des poids,
g(θ) = 2 tJr(θ
s)Wrapp(θ). (II.14)
Donc si θs+1 vériﬁe l’éq. II.12 :
gradΦapp(θ
s+1)0 ⇔ 2 tJr(θs)Wrapp(θ) = 0
⇔ tJr(θs)W(r(θs) + Jr(θs)(θs+1 − θs)) = 0





















La condition m > n est nécessaire pour que tJrWJr puisse être inversible. δθ est
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bien calculable car il ne dépend que de θs.
Remarque : L’algorithme de Gauss-Newton utilise une approximation de la















i=1 JijJik en négligeant les dérivées d’ordre 2 par rapport à la même variable.
Dans ce cas on a H ≈ 2 tJrJr.
La méthode de Gauss-Newton n’est pas très appropriée lorsque la non-linéarité est
trop prononcée (r(θ) trop éloigné de rapp(θ)), ni lorsqu’il y a beaucoup de paramètres.
Or nous sommes dans ces deux cas.
II.3.1.2. Méthode du gradient
La méthode du gradient, plus rapide, est également une méthode itérative, qui
consiste à chaque étape à se déplacer dans la direction opposée au gradient de la
somme des carrés Φ, c’est-à-dire à "descendre" dans la direction de la plus forte pente
sur la courbe de Φ. Cette méthode n’utilise pas la courbure (les dérivées secondes)
de Φ. Elle est donc ineﬃcace pour beaucoup de fonctions [261]. L’amélioration de
la méthode nommée "méthode du gradient conjugué" permet d’accélérer l’estimation
mais n’utilise toujours pas les dérivées secondes [262].
II.3.1.3. Levenberg-Marquardt
L’algorithme de Levenberg-Marquardt (utilisé dans la première étude sur SIME [115],
et sous une forme modiﬁée dans une autre étude [258]) est une généralisation des al-
gorithmes de Gauss-Newton et du gradient.







(dans la suite, pour simpliﬁer l’écriture, on n’indiquera
plus que les expressions sont évaluées en θs). Le conditionnement de cette matrice
(c’est-à-dire pour la norme euclidienne canonique le rapport entre sa valeur propre
la plus grande en norme et sa plus petite en norme (dans un cas général cond(A) =
‖A‖· ‖A−1‖)) est potentiellement grand. Or le conditionnement de la matrice révèle
le comportement de l’algorithme en présence de bruit. Un conditionnement grand est
un "mauvais" conditionnement : il implique une faible robustesse face à du bruit
dans les données. L’idée de l’algorithme de Levenberg-Marquardt est de "lisser" cette
matrice à inverser, en y ajoutant un terme diagonal qui améliore le conditionnement,
pour "amortir" le problème [263].
Levenberg a initialement proposé d’ajouter un multiple de la matrice identité.
Ainsi, on remplace l’avant-dernière ligne de l’éq. II.15 :(
tJrWJr
)




δθ = − tJrWr (II.16)
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La valeur du facteur d’amortissement λ ∈ R+ est ajustée à chaque itération. Si Φ
décroit rapidement, c’est que la matrice tJrWJr n’est pas trop mal conditionnée ;
on peut alors choisir une faible valeur de λ, ce qui rapproche l’algorithme de celui
de Gauss-Newton. En revanche si une itération est peu eﬃcace, on augmente λ, ce
qui rapproche l’algorithme de celui du gradient [263], car on peut alors approximer
l’éq. II.16 par :









d’après l’éq. II.14. δθ est donc opposé au gradient de la fonction de coût.





On obtient alors l’équation(




δθ = − tJrWr (II.19)


































est grand donc plus le pas dans cette direction est grand.
Ceci permet d’éviter de passer de nombreuses itérations sur un plateau et donc d’ac-
célérer l’algorithme.
II.3.1.4. Quasi-Newton
Les méthodes de quasi-Newton sont dérivées de la méthode de Newton.
II.3.1.4.a. Méthode de Newton
La méthode de Newton utilise la courbure (les dérivées secondes) de la fonction à
minimiser pour arriver plus rapidement au minimum. C’est une méthode itérative qui
utilise, comme la méthode de Gauss-Newton, le théorème de Taylor, mais à un ordre
plus élevé. Ainsi, alors que la méthode de Gauss-Newton utilise l’approximation de
Taylor à l’ordre 1 pour r (voir éq. II.10) :
r(θ) ≈ r(θs) + Jr(θs)(θ − θs),
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la méthode de Newton utilise l’approximation de Taylor à l’ordre 2 pour Φ :
Φ(θ) ≈ Φ(θs) + g(θs) · (θ − θs) + 1
2
t(θ − θs)H(θs)(θ − θs). (II.21)
avec toujours g le gradient de Φ et H sa matrice hessienne. En utilisant cette ap-
proximation de Φ pour résoudre gradΦ(θs+1) = 0, on obtient après calculs comme
formule pour le pas δθ :
δθ = −H−1(θs)g(θs). (II.22)
Souvent, la méthode est modiﬁée pour inclure un coeﬃcient ρ petit (ρ > 0) au lieu
de ρ = 1 [264] (cela se pratique également sur les méthodes de Gauss-Newton et du
gradient) :
δθ = −ρH−1(θs)g(θs). (II.23)
Cette méthode est rapide et a de très bonnes propriétés de convergences près d’un
minimum.
Remarque : L’algorithme de Gauss-Newton peut être dérivé de la méthode
de Newton en approximant H par 2 tJrJr, c’est à dire en négligeant les dérivées
d’ordre 2 par rapport à la même variable (voir § II.3.1.1).
II.3.1.4.b. Méthodes de quasi-Newton
Le calcul et l’inversion de la hessienne nécessités par l’éq. II.22 de la méthode de
Newton peuvent s’avérer très coûteux. Les méthodes de quasi-Newton [265] proposent
donc de remplacer la matrice H−1 par une autre matrice Bs approchant l’inverse de
la hessienne et plus facile à calculer, dont la valeur change au ﬁl des itérations.
Les diﬀérentes méthodes de quasi-Newton se caractérisent par leur déﬁnition de la
matrice Bs. On impose souvent, si la fonction est de classe C2 (c’est notre cas) que la
matrice Bs soit symétrique (car la hessienne est symétrique dans ce cas, donc H−1
aussi) et déﬁnie positive (car c’est le cas de la hessienne près d’un minimum, donc
de H−1 aussi). Un coeﬃcient ρs, qui change au ﬁl des itérations, peut également être
introduit comme dans l’éq. II.23.
II.3.2. Inconvénients des moindres carrés pondérés non linéaires
et remèdes
II.3.2.1. Inconvénients
La diﬃculté majeure la plus fréquente rencontrée dans les problèmes de moindres
carrés non linéaires est le caractère non convexe de Φ, engendrant de nombreux
minima locaux, dans lesquels la minimisation peut rester "piégée".
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II.3.2.2. Deux solutions
Plusieurs solutions ont été proposées pour éviter de rester "piégé" dans un minimum
local.
II.3.2.2.a. Recuit simulé
Premièrement, la méthode du recuit simulé, utilisée par Wong et al. [257] et Ogden
et al. [128] pour l’estimation de la fonction d’entrée avec SIME. Le recuit simulé [257,
266] est un algorithme s’inspirant de la méthode de recuit utilisée en physique de la
matière condensée.
Le recuit consiste à chauﬀer un matériau de manière à ce que toutes ses molécules
s’arrangent librement au hasard dans la phase liquide, puis à abaisser progressivement
la température de manière à obtenir un cristal parfait.
Dans le cas du recuit simulé, les paramètres à estimer sont les analogues des mo-
lécules. L’équivalent du chauﬀage consiste à perturber aléatoirement les paramètres,
ce qui permet de ressortir éventuellement d’un minimum local (voir ﬁg. II.3). L’équi-
valent du refroidissement est le fait de réduire progressivement la possibilité de res-
sortir d’un minimum local.
Le recuit simulé est un algorithme itératif : à chaque itération, le jeu de paramètres
θ est légèrement modiﬁé, de manière aléatoire : θs+1temp = θ
s + δθ, avec δθ petit et
généré de manière aléatoire. On peut ensuite calculer la valeur de la fonction de coût
perturbée correspondante : Φs+1temp = Φ(θ
s+1
temp) = Φ
s +∆Φ, avec Φs = Φ(θs). La proba-
bilité d’accepter cette perturbation est déterminée par le critère de Metropolis [257] :
P (∆Φ) =
{





avec kB la constante de Boltzmann et T la "température" du système, qui est pro-
gressivement réduite au cours des itérations. C’est-à-dire que si la solution perturbée
diminue la fonction de coût (on dit qu’elle "diminue l’énergie du système"), on ac-
cepte la perturbation. On tend alors à chercher l’optimum au voisinage de la solution
de l’itération précédente. Si la solution perturbée augmente l’énergie du système
(∆Φ > 0) et donc qu’elle est moins bonne que la solution précédente, elle a quand
même une chance d’être acceptée (diminuant avec la valeur de ∆Φ et au cours des
itérations (baisse de T )). Ceci permet d’explorer une plus grande partie de l’espace
des solutions et d’éviter de s’enfermer trop vite dans la recherche d’un minimum
local [267]. Si la solution perturbée est acceptée, θs+1 = θs+1temp et Φ
s+1 = Φs+1temp ; sinon
θ
s+1 = θs et Φs+1 = Φs.
Il a été montré que si la température de départ est assez haute et que la température
est baissée assez doucement, l’algorithme converge vers le minimum global de la
fonction de coût – ou vers un point proche de ce minimum [257].
Le problème majeur de cet algorithme, outre la diﬃculté à déﬁnir l’évolution opti-
male de la température, est qu’il est très lent [128,257]. Il est donc inutilisable dans
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Figure II.3 – Ilustration du recuit simulé : cette méthode permet de sortir de minima locaux.
Source : [268]
[268]
notre cas, où nous eﬀectuons un grand nombre d’estimations SIME et donc un grand
nombre de minimisations.
II.3.2.2.b. Nombreuses estimations
La deuxième méthode proposée pour éviter de rester piégé dans un minimum
local en utilisant les méthodes de moindres carrés pondérés non linéaires, est d’eﬀec-
tuer un grand nombre de minimisations avec des initialisations diﬀérentes (comme
dans [157]), permettant de quadriller l’espace des paramètres. Or nous sommes jus-
tement dans le cas d’un grand nombre de minimisations, avec des initialisations au
hasard dans l’espace des paramètres.
II.3.3. Notre choix
Le grand nombre d’estimations que nous faisons, avec des initialisations diﬀé-
rentes, nous permet de remédier partiellement au principal problème des méthodes de
moindres carrés non linéaires, le piège des minima locaux. Nous choisissons ces mé-
thodes plutôt que le recuit simulé qui est beaucoup trop long pour des estimations
nombreuses. Au sein des méthodes de moindres carrés pondérés, nous choisissons
les méthodes de quasi-Newton pour leur précision dans la convergence près d’un
minimum et leur rapidité par rapport à Levenberg-Marquadt. Nous avons utilisé l’al-
gorithme kMigrad fourni par la suite ROOT (http://root.cern.ch/). Cet algorithme
est particulièrement approprié quand on connait l’expression analytique des dérivées,
comme dans notre cas. Il impose que les matrices Bs soient bien déﬁnies positives, et
utilise des coeﬃcients ρs calculés par recherche linéaire inexacte (c’est-à-dire ρs < 1 :
on avance à chaque itération doucement dans la direction estimée du minimum, sans
aller directement jusqu’au minimum estimé par l’itération courante). Cet algorithme
permet également d’imposer des bornes aux paramètres. Ceci est fait via des chan-
gements de variables : on remplace les paramètres par des paramètres transformés




II.3.3.1.a. Essais d’amélioration du minimiseur
Test avec NLLS
Nous avons tout de même testé l’utilisation d’un algorithme de type moindres
carrés pondérés proche de Levenberg-Marquardt proposé par ROOT, puisque les
premiers articles sur SIME utilisaient un algorithme de ce type (voir § I.3.6.1.a), et
avons obtenu de moins bons résultats qu’avec kMigrad (allure des fonction d’entrée
estimées nettement moins bonne).
Couplage avec le simplexe
Les minimisations au moyen de kMigrad échouent relativement fréquemment en
raison d’une distance trop importante des paramètres courants au minimum. La
méthode de Newton ayant en eﬀet de très bonnes propriétés de convergence près
d’un minimum mais beaucoup moins bonnes lorsqu’elle en est éloignée, nous avons
testé d’implémenter d’abord un algorithme du simplexe pour se rapprocher d’un
minimum, puis d’appliquer kMigrad à partir du résultat du simplexe.
Le simplexe [269] est une méthode robuste vis à vis de l’initialisation des pa-
ramètres. Elle n’utilise pas les dérivées, dessinant un polytope (polygone en deux
dimensions, polyèdre en trois dimensions, etc.) dans l’espace des paramètres, chaque
sommet représentant la valeur de la fonction de coût pour le jeu de paramètres corres-
pondant. L’algorithme consiste à modiﬁer le polytope de sorte qu’à chaque itération
la plus haute valeur de la fonction de coût à un sommet décroisse. Cette méthode
converge à chaque fois – mais a une mauvaise précision, d’autant plus lorsque le
nombre de paramètres est élevé, ce pourquoi on ne peut l’utiliser seule dans notre
cas.
Remarque : Le simplexe a été utilisé pour des moindres carrés non linéaires
par exemple dans une étude avec des modèles à compartiments [155], mais la
fonction d’entrée était connue et il s’agissait donc uniquement d’estimer des
paramètres d’organes, organe par organe, donc avec très peu de paramètres.
Nous avons testé le simplexe seul dans notre cas et obtenons des résultats
rapides mais mauvais en terme d’allure de la fonction d’entrée.
Nous avons obtenu plus de convergences réussies avec la combinaison simplexe puis
kMigrad qu’avec kMigrad seul, mais la qualité des estimations en terme d’allure de
la fonction d’entrée était beaucoup moins bonne (comme avec le simplexe seul).
ROOT propose également l’algorithme kCombined qui commence par un kMigrad
puis, si celui-ci échoue, enchaine simplexe puis kMigrad (pour redonner une meilleure
initialisation au kMigrad). Cet algorithme, très proche de la combinaison "simplexe
puis kMigrad", ne donne pas de meilleurs résultats.
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Conclusion
Les diﬀérentes méthodes testées d’amélioration du minimiseur ne s’avérant pas
concluantes (allure des fonctions d’entrée estimée nettement moins bonne qu’avec
Migrad), nous restons sur le choix de kMigrad.
II.3.3.1.b. Essais d’amélioration de la fonction de coût : étude
d’ajout de pénalisations
Nous avons réﬂéchi à l’ajout de termes dans la fonction de coût qui permettent
d’éviter que l’augmentation du bruit dans les données ne conduise à des valeurs de
paramètres estimées aberrantes, sans rajouter de limites qui complexiﬁent la mini-
misation (transformations des variables nécessaires, erreurs d’arrondi).
Pénalisation sur les λi
La première pénalisation à envisager est une pénalisation sur les λi, qui sont les
constantes de temps inverses de la fonction d’entrée (voir éq. I.31). En eﬀet, si elles
prennent des valeurs trop élevées, l’exponentielle correspondante décroitra tellement
rapidement qu’elle n’interviendra que sur une seule frame, ce qui revient à ﬁtter le
bruit. Or la borne supérieure imposée aux λi (voir §II.2.4.1.b) ne tient pas compte
du découpage temporel. Pour éviter que les λi ne prennent des valeurs trop élevées,
on peut donc rajouter à la fonction de coût des termes devenant très grands quand
les λi augmentent trop.
Pour étudier la pertinence d’une telle pénalisation, nous nous sommes intéressés à
λ0, qui est la plus grande constante de temps inverse de la fonction d’entrée. Lorsque
le bruit dans les images augmente, on obtient des estimations de λ0 grandes (voir
§III.2.3.3). Nous nous sommes intéressés aux runs des estimations qui fournissaient
les valeurs les plus grandes de λ0, et avons comparé les diﬀérences d’allure entre, d’une
part, la fonction d’entrée estimée par ces runs et la fonction d’entrée référence ; d’autre
part, les fonctions d’entrée fournies par des estimations avec des λ0 quelconques et
la fonction d’entrée référence. Nous n’avons pas observé de diﬀérences claires, ce
qui indique que les λi ne sont pas surestimés dans des proportions amenant à une
dégradation de l’allure de la fonction d’entrée.
La pénalisation sur les λi s’est donc avérée inutile et nous ne l’avons donc pas
implémentée.
Pénalisation sur les Vb
L’estimation des Vb est très libre, on impose uniquement Vb ∈ [0; 1] puisqu’il s’agit
de la part de sang dans les tissus. En réalité, les Vb sont de l’ordre de quelques pour-
cents (voir §I.2.2.8.a). Nous avons étudié s’il était judicieux d’ajouter un terme de
pénalité pour éviter des valeurs de Vb trop grandes.
Pour cela, nous avons comparé pour des TTACs simulées les fonctions d’entrée
fournies par des estimations classiques, et celles fournies par des estimations pour
105
lesquelles on avait ﬁxé tous les Vb à leur vraie valeur, qui est connue dans le cas
de données simulées. Nous avons observé une amélioration de l’allure de la fonction
d’entrée, surtout sur la hauteur du pic. Ceci pousse à adopter une pénalisation sur les
Vb. Néanmoins, la connaissance des vraies valeurs des Vb pour des données réelles est
diﬃcile (voir §I.2.2.8.a), il est donc irréaliste de pouvoir ﬁxer les Vb à leur vraie valeur
pour des données réelles. Nous avons testé de ﬁxer les Vb à des valeurs raisonnables
pour quatre images réelles (voir leur description au §III.1.2), et n’avons pas obtenu
de meilleurs résultats qu’en ne les ﬁxant pas. De plus, nous avons observé pour des
données simulées la distribution des Vb obtenus (sans ﬁxer les Vb pour l’estimation) :
tous les Vb sont inférieurs à 10% (on n’a donc pas de valeur aberrante), et on n’observe
pas de tendance d’évolution quand le bruit augmente.
Nous avons donc décidé de ne pas ajouter de terme de pénalisation pour les Vb.
Il serait néanmoins intéressant d’étudier sur des données simulées l’impact de la
ﬁxation des Vb à des valeurs légèrement fausses, ainsi que l’eﬀet de l’ajout d’un terme







, avec W le poids donné à la pondération des
Vb, σ une constante et V¯b,r l’estimation des Vb fournie par le ﬁchier d’entrée.
Contrainte sur la hauteur du pic de la fonction d’entrée
Le pic de la fonction d’entrée étant le plus diﬃcile à estimer, nous avons réﬂéchi à
ajouter une contrainte physiologique sur la hauteur du pic. Ainsi, la fonction d’entrée
représentant pour le 18F-FDG une concentration d’activité dans le sang, et la fonction
d’entrée étant considérée la même pour tous les organes, il pourrait sembler utile
d’imposer que la fonction d’entrée soit en tout temps (et donc aussi pour le pic)
inférieure ou égale à l’activité totale injectée divisée par le volume de sang total
(environ 5 L chez un homme), puisque l’activité se répartit entre le sang et les organes.
Cependant, lorsqu’on calcule ce rapport pour des examens réels pour lesquels on
a également des prélèvements sanguins, on remarque que la valeur obtenue est très
inférieure à la valeur du pic donnée par les prélèvements sanguins. Ceci s’explique
par le fait que, si l’on considère que la fonction d’entrée est la même pour tous les
organes qu’on étudie, cette approximation n’est valable que sur le domaine d’étude
qui est relativement restreint (comme le cerveau chez l’homme) et pas sur le corps
entier chez l’homme. Ceci, particulièrement au moment de l’injection : toute l’activité
est alors concentrée dans quelques millilitres de sang si on considère une injection
instantanée. La contrainte envisagée n’est donc pas pertinente.
Remarque : On peut cependant bien considérer que la pic de la fonction
d’entrée arrive en même temps dans tous les voxels du cerveau [225].
En résumé
Une modiﬁcation de la fonction de coût par l’ajout de contraintes et/où de pénalités
ne s’est pas avérée judicieuse. Nous avons donc gardé la fonction de coût initiale.
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II.4. Essais d’amélioration de la structure de la
méthode IM-SIME
Nous avons testé diverses modiﬁcations de la structure de IM-SIME dans le but
d’obtenir plus de convergences et une meilleure allure des courbes des fonctions d’en-
trée estimées. Ces tests ont été réalisés sur des cinétiques simulées décrites dans le
chapitre suivant (§III.1.1.2), sauf quand cela est mentionné. Comme pour les résul-
tats montrés dans le chapitre III, chaque estimation a été eﬀectuée en parallèle sur
8 threads sur un ordinateur tournant sous Ubuntu 10 et comprenant des processeurs
de type Intel Xeon X5550 (fréquence d’environ 2.5 GHz). La mémoire de l’ordinateur
n’est pas un facteur limitant pour nos estimations.
II.4.1. Divers
II.4.1.1. Tri des jeux
Un critère de tri des jeux supplémentaire, par degré croissant d’aﬀection par le
volume partiel, a également été testé (en utilisant comme estimation de l’aﬀection
par le volume partiel la valeur de la correction de l’EVP fournie par GTM20), mais
n’a pas apporté d’amélioration marquante en terme de nombre de convergences et
d’allure des courbes de fonctions d’entrée estimées. Il n’a donc pas été retenu.
II.4.1.2. Post-estimateur
Nous proposons dans IM-SIME la médiane pondérée pour estimer les paramètres
de la fonction d’entrée à la ﬁn des jeux et des itérations. Nous avons également
étudié la médiane, la moyenne et la moyenne pondérée. La médiane pondérée était
l’estimateur permettant d’atteindre les valeurs de la fonction de coût les plus basses.
C’était de plus celui qui était le plus robuste à l’introduction de valeurs très fausses.
II.4.2. Initialisations
Vu la diﬃculté à eﬀectuer la minimisation de la fonction de coût sans tomber dans
un minimum local, nous avons testé d’initialiser les paramètres d’une manière un
peu plus favorable que l’initialisation aléatoire utilisée pour la première itération de
IM-SIME pour les paramètres de la fonction d’entrée et pour toutes les itérations
pour les paramètres d’organes.
II.4.2.1. Initialisation de la fonction d’entrée par une méthode PBIF
II.4.2.1.a. Principe
La première méthode testée consiste à utiliser, pour l’initialisation des paramètres
de la fonction d’entrée, d’autres fonctions d’entrée estimées pour le même traceur
(méthode PBIF).
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II.4.2.1.b. Mise en œuvre
Ainsi, pour quatre examens réels (voir III.1.2), nous avons réalisé une estimation
IM-SIME (sans implémenter la méthode PBIF décrite dans ce paragraphe), obtenant
quatre fonctions d’entrée paramétriques estimées, une par examen. Ces fonctions
constituent la base de données des fonctions d’entrée.
Pour chacun des quatre examens, nous avons réalisé ensuite une estimation IM-
SIME, cette fois-ci en appliquant la méthode PBIF.
Cette méthode initialise les paramètres de la fonction d’entrée pour les runs de la
première itération de IM-SIME en deux étapes. On considère l’examen réel numéro
n0 (n0 ∈ J1; 4K) et le run r de la première itération.
Première étape
Pour chaque paramètre p de la fonction d’entrée, on calcule une valeur tempo-
raire du paramètre pn0,r,temp en prenant la moyenne pondérée des paramètres cor-
respondants des fonctions d’entrée des autres examens dans la base de données :
pn0,r,temp =
∑
nÓ=n0 un,rpn, avec n les numéros d’examen (n ∈ J1; 4K), pn la valeur
du paramètre p pour la fonction d’entrée de l’examen n dans la base de données et
un,r le poids aﬀecté à l’examen n pour le run r, les poids étant tirés aléatoirement
avec comme contrainte ∀r,∑nÓ=n0 un,r = 1 (le tirage au hasard des poids permet une
initialisation diﬀérente pour chaque run).
Deuxième étape
On recale la fonction d’entrée ainsi obtenue (formée par les paramètres {pn0,r,temp})
avec le prélèvement sanguin fourni en entrée, pour obtenir les valeurs des paramètres
de la fonction d’entrée utilisés pour l’initialisation du run r pn0,r,init. Les Ai,n0,r,init
sont ainsi obtenus en multipliant les Ai,n0,r,temp par le rapport de la concentration
d’activité du prélèvement et de la valeur de la fonction d’entrée obtenue à la pre-
mière étape à l’instant du prélèvement. τ et les λi restent inchangés : τn0,r,init =
τn0,r,temp;∀i ∈ J0; 2K, λi,n0,r,init = λi,n0,r,temp.
Cette méthode peut n’être utilisée que pour la première itération, les itérations
suivantes bénéﬁciant déjà de l’initialisation dans l’histogramme créé à l’itération pré-
cédente. Elle vise à obtenir une fonction d’entrée de forme assez proche des fonctions
d’entrée réelles.
II.4.2.1.c. Résultats
Le nombre de convergences et l’allure des courbes ne sont pas améliorés de manière
nette pour les quatre examens.
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II.4.2.2. Initialisation des organes à partir de la fonction d’entrée
II.4.2.2.a. Principe
La deuxième méthode testée concerne l’initialisation des paramètres d’organes pour
les runs. Une fois l’initialisation des paramètres de la fonction d’entrée réalisée (de
manière classique, ou de la manière PBIF décrite ci-dessus), nous avons initialisé les
paramètres d’organes en adéquation avec la fonction d’entrée.
II.4.2.2.b. Mise en œuvre
Pour ce faire, nous avons procédé comme à la ﬁn des runs : pour chaque organe,
nous avons minimisé la fonction de coût constituée uniquement du terme concernant
cet organe, les paramètres de la fonction d’entrée étant ﬁxés. Les paramètres d’or-
ganes résultant de cette minimisation sont ceux qui ont été choisis comme valeur
initiale pour le run. Ce type d’initialisation a déjà été utilisé dans un article [166].
II.4.2.2.c. Résultats
Cette méthode d’initialisation n’a pas amélioré les résultats en terme de nombre de
convergences et d’allure de courbe, quelque soit la manière d’initialiser les paramètres
de la fonction d’entrée.
II.4.2.3. Conclusion sur l’initialisation
Les méthodes présentées ci-dessus n’apportant pas d’amélioration notable, nous ne
les avons pas retenues.
II.4.3. Avec plus d’organes par jeu
Disposant de plus de structures segmentées que dans les premiers articles sur SIME,
nous avons essayé d’utiliser des jeux contenant plus de trois TTACs (de 3 à 8 pour
le cerveau homme). Ce plus grand nombre de TTACs permet de fournir plus d’infor-
mations lors de la minimisation de la fonction de coût (mais risque d’accroître son
nombre de minima locaux). Les diﬀérents schémas proposés sont regroupés dans les
tableaux II.1.
II.4.3.1. Schéma de base
II.4.3.1.a. Principe
Le premier schéma, qu’on note "schéma de base", consiste à rajouter dans la struc-
ture de IM-SIME une boucle sur le nombre d’organes par jeu entre la boucle sur les
itérations et la boucle sur les jeux.
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Tableau II.1 – Trois schémas d’estimation avec plus d’organes par jeu. Les numéros à l’in-
térieur des tableaux indiquent dans quel ordre se font les minimisations. Par exemple, pour la
schéma de base : première itération pour nOPJ (nombre d’organes par jeu) = 3 (numéro 1),
puis première itération pour nOPJ = 4 (numéro 2), etc., tandis que pour le schéma "inver-
sion" : première itération pour nOPJ = 3, puis deuxième itération pour nOPJ = 3, etc. If
signifie "itération finale" (dernière itération pour le nombre d’organes par jeu correspondant).
Le numéro de l’itération finale peut varier selon les nOPJ pour le schéma "Inversion".
Schéma de base
Numéro de l’itération
I0 I1 I2 . . . If
nOPJ
3 1 6 11
4 2 7 12
5 3 8 . . .




I0 I1 I2 . . . If
nOPJ
3 1 2 3 4 5
4 6 7 8 9 10





I0 I1 I2 . . . If
nOPJ





II.4.3.1.b. Mise en œuvre
Pour chaque nombre d’organes par jeu (noté dans la suite nOPJ , avec nOPJ ∈
J3; 8K), on construit et trie les jeux comme pour le cas nOPJ = 3 décrit précédem-
ment. On obtient autant de listes ordonnées que de nOPJ diﬀérents utilisés (si on
utilise de 3 à 8 organes par jeu, on obtient 8 − 2 = 6 listes). Pour chaque itéra-
tion, on eﬀectue successivement et séparément les estimations pour chaque nOPJ ,
en imposant un nombre de jeux testés décroissant en fonction du nOPJ . A la ﬁn
de chaque itération, on regroupe les résultats des diﬀérents nOPJ pour calculer la
fonction d’entrée ﬁnale de l’itération.
II.4.3.1.c. Résultats
Les runs comportant un plus grand nombre de TTACs (nOPJ grand) fournissent
une meilleure estimation de la fonction d’entrée que ceux avec nOPJ = 3, lorsqu’ils
réussissent (ce qui justiﬁe un nombre de jeux nécessaires moindre pour avoir une
estimation satisfaisante pour les nOPJ grands). Mais du fait du grand nombre de
paramètres à estimer, ils réussissent moins souvent. La fonction d’entrée fournie par
IM-SIME avec nOPJ grand, produite avec moins de jeux réussis et avec des jeux
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réussis de moins bonne qualité (plus bas dans la liste des jeux ordonnés) qu’avec
nOPJ = 3, n’est au ﬁnal pas meilleure en terme d’allure de la courbe que celle avec
nOPJ = 3 et l’estimation est bien plus longue.
II.4.3.2. Inversion
II.4.3.2.a. Principe
Pour tenter de contourner le problème du faible taux de succès des runs avec
un nOPJ grand, nous avons testé d’inverser les boucles sur le nombre d’organes
par jeu et sur les itérations. En eﬀet, dans les estimations selon le schéma de base
décrit ci-dessus, on observe de plus en plus de convergences au fur et à mesure des
itérations, surement grâce à l’initialisation des paramètres de la fonction d’entrée dans
un histogramme de plus en plus proche de la solution. Avec l’inversion, les estimations
sur les jeux avec un nOPJ grand sont eﬀectuées plus tard dans le déroulement de
l’algorithme par rapport au schéma de base ; l’histogramme d’initialisation est alors
plus pertinent.
II.4.3.2.b. Mise en œuvre
L’idée est d’eﬀectuer d’abord toutes les itérations avec nOPJ = 3 (comme dans la
version originale de l’algorithme), puis d’eﬀectuer toutes les itérations avec nOPJ =
4, puis d’eﬀectuer toutes les itérations avec nOPJ = 5, etc. Pour nOPJ = 3, l’initia-
lisation se fait comme dans la version originale de IM-SIME. Pour nOPJ > 3, l’initia-
lisation des paramètres de la fonction d’entrée se fait dans l’histogramme contenant
les estimations des jeux des dernières itérations des nOPJ précédents (ce sont les plus
abouties), ainsi que les estimations des jeux de l’itération précédente pour le nOPJ
courant, si ce n’est pas la première itération pour ce nOPJ . Deux exemples : pour
la première itération pour nOPJ = 5 (étape 11 dans le tableau II.1 correspondant),
l’initialisation est faite à partir de l’histogramme comprenant les résultats des jeux
de la dernière itération pour nOPJ = 3 (étape 5) et de la dernière itération pour
nOPJ = 4 (étape 10), tandis que pour la troisième itération pour nOPJ = 5 (étape
13), l’initialisation est faite à partir de l’histogramme comprenant les résultats des
jeux de la dernière itération pour nOPJ = 3 (étape 5), de la dernière itération pour
nOPJ = 4 (étape 10) et de la deuxième itération pour nOPJ = 5 (étape 12).
Ainsi, lorsqu’on arrive aux estimations avec de nombreux organes par jeu, l’initia-
lisation se fait dans un histogramme créé à partir de nombreuses valeurs de résultats,
qu’on espère pertinentes (les dernières itérations étant censées être les meilleures).
L’idée est que la valeur initiale des paramètres sera alors proche de leur valeur réelle,




Même avec cette technique, on n’obtient pas plus de convergences de runs, et
l’estimation est toujours très longue. Nous n’avons donc pas étudié l’allure des courbes
et avons cherché à accélérer l’estimation.
II.4.3.3. Pyramide
II.4.3.3.a. Principe
Pour réduire le temps d’estimation, mais toujours obtenir une bonne initialisation
pour les nOPJ grands, nous avons testé une estimation "pyramidale".
II.4.3.3.b. Mise en œuvre
Le schéma en est le suivant : les deux premières itérations sont eﬀectuées avec
nOPJ = 3. Puis, si un paramètre est ﬁxé à la ﬁn de la deuxième itération, la troisième
est eﬀectuée avec nOPJ = 3 et nOPJ = 4 – sinon toujours avec uniquement nOPJ =
3. Et ainsi de suite : à la ﬁn de chaque itération, si un paramètre est ﬁxé, on rajoute
un nOPJ pour l’itération suivante. Ce schéma permet, comme celui de l’inversion,
d’obtenir pour l’initialisation des paramètres un histogramme bien fourni lorsqu’on
arrive aux runs avec un nOPJ élevé, tout en abaissant le nombre d’estimations
préalables. De plus, il permet de limiter l’augmentation du nombre de paramètres à
estimer due à l’introduction de nouveaux organes grâce à la ﬁxation de paramètres
de la fonction d’entrée au ﬁl des itérations.
II.4.3.3.c. Résultats
Dans les faits, pour ce schéma, IM-SIME sur des données réelles termine toujours
(critère de ﬁn atteint) avant qu’on n’arrive aux estimations avec nOPJ = 7 ou 8,
ou même avant. L’estimation est donc bien plus rapide que pour le schéma de base,
mais perd son intérêt qui était d’utiliser les nOPJ grands. Sur des données réelles, le
nombre de convergences de runs n’est pas augmenté par rapport aux autres schémas,
et l’allure de la fonction d’entrée n’est pas améliorée et est même parfois très dégradée.
II.4.3.4. Conclusion sur le nombre d’organes par jeu
Les minimisations utilisant de nombreux organes par jeu sont extrêmement longues,
et ne sont donc pas utilisables en pratique. Nous restons à trois organes par jeu.
II.5. Estimation du bruit dans les TTACs
IM-SIME utilise une estimation de l’erreur due au bruit dans les TTACs, pour le
tri des jeux selon le niveau de bruit et pour le calcul des poids dans la fonction de
coût. Nous avons utilisé l’estimation de l’erreur due au bruit fournie par GTM20,
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mais avons voulu auparavant nous assurer de sa pertinence. C’est ce qui est fait dans
cette section. Il est important de noter que, autant pour le tri des jeux que pour les
poids, plus que la valeur exacte du bruit, c’est surtout le rapport entre les bruits des
diﬀérentes TTACs qui importe.
II.5.1. Définition du bruit
L’émission des positons étant un phénomène aléatoire et l’acquisition ne durant
qu’un temps limité, les données mesurées sont entachées de bruit. Le bruit dans les
mesures peut être modélisé par une loi de Poisson (loi des évènements rares), mais il
est diﬃcile de modéliser le bruit dans les images reconstruites, du fait des nombreuses
sources de bruit (reconstruction, ﬁltrage. . . ) [19,198].
Le bruit est habituellement caractérisé par l’écart-type des valeurs de la concen-
tration d’activité des voxels d’une région supposée homogène. Cette estimation est
théoriquement biaisée, car les voxels voisins sont correlés. Une estimation correcte
serait d’eﬀectuer un grand nombre de réplicats de la même acquisition, puis de calcu-
ler le bruit pour chaque voxel en prenant l’écart-type des valeurs de la concentration
d’activité du voxel dans les diﬀérents réplicats [19]. On peut ainsi tracer des images
d’écart-type (ou de variance), pour lesquelles la valeur de chaque voxel est égale à
l’écart-type (ou la variance) de la valeur de ce voxel sur les réplicats.
On déﬁnit souvent le bruit de manière relative, c’est-à-dire comme l’écart-type
divisé par la moyenne (moyenne des concentrations d’activité des voxels dans la
région homogène, pour le premier cas, et moyenne des concentration d’activité du
voxels dans les diﬀérents réplicats, pour le deuxième cas).
Le bruit dans les images est souvent supposé gaussien, de paramètre l’écart-type
calculé précédemment. Ce modèle de bruit gaussien est fréquemment utilisé dans
des simulations [137, 142, 170, 255, 270, 271], même si d’autres modélisations ont été
proposées [32]. Nous supposerons dans la suite un bruit gaussien : Ct(t) = St(t) +
G(0, σt), avec Ct la concentration d’activité bruitée dans un pixel à la frame t et St
la concentration d’activité non bruitée.
II.5.2. Modélisation de l’écart-type du bruit
Comme indiqué ci-dessus, la modélisation de l’écart-type du bruit est complexe.
On remarque que le bruit est plus important dans les frames courtes que dans les
frames longues [271], à cause d’un nombre de coups moindre. Certains ont alors pro-
posé de modéliser la variance due au bruit par une constante multipliée par l’inverse
de la durée de la frame t ∆t : σ2t = A.
1
∆t
, avec A une constante (voir §II.2.4.2.a). On
remarque également que le bruit est accru dans les dernières frames de l’acquisition,
à cause de la décroissance radioactive, qui implique également un nombre de coups
moindre. Le bruit dépend aussi du type de reconstruction : sans prendre en compte la
PSF, on peut considérer en première approximation que le bruit d’une image recons-
truite analytiquement est constant au sein de l’image de l’objet reconstruit, tandis
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que la variance due au bruit d’un voxel d’une image reconstruite de manière itéra-
tive est proportionnelle au signal dans ce voxel [272]. Ainsi, l’image de variance est
uniforme dans l’image de l’objet pour une reconstruction analytique et proportion-
nelle à l’image reconstruite pour une reconstruction itérative. Le modèle de bruit que
nous utilisons pour estimer le bruit dans les TTACs – qui est celui implémenté dans
GTM20 – est alors déﬁni par les formules suivantes, pour la variance due au bruit








pour la reconstruction itérative,
(II.25)
avec α une constante au sein de l’image (son calcul est expliqué dans [78]) et DCt =
eλt le terme de correction de la décroissance radioactive.
Si on calcule la valeur de la concentration d’activité dans une ROI supposée ho-
mogène en prenant la moyenne de la concentration d’activité dans ses N voxels, la





de N gaussiennes supposées indépendantes, de même moyenne St et de même écart-
type σt). On obtient alors dans le cas du modèle de bruit présenté ci-dessus les








pour la reconstruction itérative,
(II.26)
Dans la littérature, peu de papiers valident sur des données réelles la formule de
bruit qu’ils utilisent [273, 274]. La plupart donnent une formule de bruit sans tenir
compte de la reconstruction, tandis que certains comparent les bruits des diﬀérents
types de reconstruction [32]. Une formule de bruit, compatible avec celle donnée
ci-dessus, est fournie dans [275] pour une reconstruction analytique d’un objet par-
ticulier. La formule du bruit pour la reconstruction itérative donnée à l’éq. II.25 est
utilisée dans plusieurs articles [255,276,277].
II.5.3. Validation de la formule de bruit
La formule de bruit proposée ci-dessus pour la reconstruction itérative étant large-
ment employée dans la littérature mais très peu justiﬁée, nous avons décidé d’observer
son adéquation avec des données réelles, dans le même esprit que dans [19].
II.5.3.1. Description des données
Pour ce faire, nous avons utilisé un examen cerveau réel d’une heure eﬀectué sur
la caméra TEP HRRT, reconstruit de manière itérative (algorithme ML-EM avec
Nb_itermax = 10, cf §I.1.2.3.b) et non post-ﬁltré (pas de lissage gaussien). L’image
a été segmentée en 14 régions, chaque région ayant une concentration d’activité
constante durant tout l’examen. Ces régions sont le cervelet, les structures droite
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Figure II.4 – Construction des réplicats à partir d’un examen d’une heure. Pour un nombre
de réplicats Nr (Nr=360, 120, 60, 30, 2 ou 1), on attribue les deux premières millisecondes
de l’examen au premier réplicat R1, puis les deux suivantes au deuxième R2 et ainsi de suite
jusqu’aux millisecondes 2 × (Nr − 1) à 2 × Nr attribuées au Nrième réplicat RNr , puis on
recommence : les deux millisecondes suivantes sont attribuées au premier réplicat, etc.
t
t = 0 t = 1h
2 ms
R1 R2R3 RNrR2 R1 RNr
Nr × 2 ms
R2RNrR1
et gauche de la matière blanche, de la matière grise, du thalamus, du caudé, du pu-
tamen et du striatum ventral, et le reste de l’image (qui n’a pas été utilisé dans la
suite). L’image n’a pas été corrigée de la décroissance ni de l’eﬀet de volume partiel.
Cet examen a été découpé de plusieurs manières : en 360 examens de 10 s chacun,
puis en 120 examens de 30 s chacun, puis en 60 examens de 60 s chacun, puis en 30
examens de 120 s chacun, puis en 2 examens de 1800 s chacun et enﬁn en 1 examen
d’1 h, chaque examen comportant une seule frame (examen statique). Pour ce faire,
un pseudo gating de 2 ms a été eﬀectué, c’est à dire que l’examen d’1h a été découpé
en tranche de 2 ms, puis ces tranches ont été réparties entre les réplicats [37] (voir
ﬁg. II.4). Ce pas de 2 ms a été choisi pour s’aﬀranchir des variations de signal dues
à la cinétique du traceur et à la décroissance radioactive.
Ainsi, si l’examen d’1h a été divisé en Nr examens de durée ∆t = 3600/Nr s, les
deux premières millisecondes sont attribuées à l’examen 1, puis les deux suivantes à
l’examen 2, et ainsi de suite jusqu’à l’examenNr, puis les deux millisecondes suivantes
sont attribuées à l’examen 1, les deux suivantes à l’examen 2, etc. (voir ﬁg. II.4). Cela
se traduit par la formule suivante : une coïncidence détectée à l’instant t est attribuée
au réplicat Ri (i ∈ J1;NrK) avec i tel que :






Les images des Nr réplicats sont ensuite multipliées par Nr, pour simuler des
examens de même intensité que l’examen initial d’1 h.
II.5.3.2. Grandeurs comparées
Ces réplicats sont utilisés pour comparer diﬀérentes grandeurs.
II.5.3.2.a. Bruit déﬁni de manière "correcte"
IM-SIME prenant en entrée des TTACs, le bruit qui nous intéresse est celui aﬀec-
tant les TTACs. Les TTACs sont obtenues en prenant la moyenne de la valeur des
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voxels dans une région supposée homogène. La grandeur qui nous intéresse est alors,
pour une ROI et pour une frame t de durée ∆t donnée, la variance sur les réplicats de
la concentration d’activité moyenne dans la ROI (la déﬁnition "correcte" du bruit),
qu’on note V1(ROI, t) :
V1(ROI, t) = variancert(TTAC(t, rt)) = variancert(moyennevox(Cvox,t,rt)) (II.28)
avec t la frame, rt les réplicats de durée ∆t, vox les voxels et Cvox,t,rt la concentration
d’activité bruitée du voxel vox de la frame t du réplicat rt.
II.5.3.2.b. Bruit calculé par la formule proposée
D’après la formule de bruit que nous nous proposons d’utiliser, la variance due
au bruit d’une TTAC corrigée de la décroissance est modélisée par α2 St.DCt
NROI .∆t
avec
St l’activité vraie (uniforme) dans la TTAC, corrigée de la décroissance (éq. II.26) .
L’examen que nous étudions n’est pas corrigé de la décroissance. L’expression équi-
valente pour la variance due au bruit d’une TTAC non corrigée de la décroissance
est α2 SNC,t
NROI .∆t
avec SNC,t l’activité vraie non corrigée de la décroissance [277]. SNC,t
est estimée par la moyenne de la concentration d’activité dans la ROI. On s’intéresse
donc à la grandeur suivante :




avec NROI le nombre de voxels dans la ROI. α2 étant censé être le même pour toutes
les ROIs et toutes les frames, on s’intéresse à :




Cette méthode n’utilise pas les réplicats ; on pourrait calculer V ′2(ROI, t) sur un seul
examen pour chaque durée ∆t étudiée. Pour avoir une estimation moins bruitée, on
étudie la moyenne de V ′2(ROI, t) sur les réplicats de même durée que la frame t :






II.5.3.2.c. Bruit déﬁni de manière usuelle
Nous cherchons de plus à vériﬁer que la méthode de calcul du bruit employée
usuellement donne des résultats proches de la déﬁnition "correcte" du bruit et de
la formule proposée. Comme indiqué au paragraphe ci-dessus, la méthode usuelle
utilise, au lieu de l’écart-type de la valeur des voxels sur des réplicats, l’écart-type
des valeurs des voxels d’une ROI. Le bruit aﬀectant les voxels dans une ROI dans une
frame est alors estimé par écart−typevox(Cvox,t), et celui aﬀectant la TTAC (moyenne
des voxels) : écart−typevox(Cvox,t)√
NROI
, sous l’hypothèse que les valeurs des voxels sont des
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De même que ci-dessus, cette méthode n’utilise pas les réplicats ; on pourrait calculer
V3(ROI, t) sur un seul examen pour chaque durée ∆t étudiée. Pour avoir une esti-
mation moins bruitée, on étudie la moyenne de V3(ROI, t) sur les réplicats de même
durée que la frame t :







Nous avons comparé V1, V ′′2 et V
′
3 pour les diﬀérentes ROIs et les diﬀérentes durées
d’examen ∆t.
II.5.3.3.a. Comparaison entre la formule proposée et la déﬁnition
"correcte"
On peut tracer V ′′2 = f(V1) pour chaque ∆t disponible (10, 30, 60, 120, 1800
secondes – comme V1 comporte le calcul d’une variance, on ne peut pas utiliser la
durée ∆t = 3600 s, puisqu’il n’y a qu’un seul examen pour cette durée). On obtient
une nuage de points (un point par ROI), tracés sur la ﬁgure II.5. On voit sur ces
graphiques qu’on obtient des courbes grossièrement linéaires – bien linéaires pour ∆t
petit, puis plus la durée ∆t augmente, plus la courbe est bruitée, ce qui est normal car
il y a d’autant moins de statistique (moins de réplicats). Les points les plus proches de
l’origine correspondent aux plus grosses structures, celles qui sont les moins bruitées :
matière blanche, matière grise, cervelet. Les deux derniers points des courbes sont
ceux correspondant aux structures droite et gauche du striatum ventral, petit noyau
gris très bruité et aﬀecté par le volume partiel. Il faut donc de nombreux réplicats
pour estimer assez précisément les caractéristiques de cette structure. On observe
que pour le plus grand nombre de réplicats (∆t = 10 s), ces points sont bien alignés
avec les autres.
On peut eﬀectuer pour chacune de ces courbes une régression linéaire aﬁn de
déterminer le coeﬃcient directeur des droites ajustées. Le graphique des coeﬃcients
directeurs en fonction de ∆t est montré sur la même ﬁgure. Nous n’avons pas tenu
compte du point pour ∆t = 1800 s, car le manque de statistique (Nr = 2) rend le
résultat peu ﬁable. On observe que pour les points conservés le coeﬃcient directeur ne
dépend pas de ∆t. Le dernier graphique de la ﬁgure montre les graphiques V ′′2 = f(V1)
superposés pour tous les ∆t, on y voit aussi que les coeﬃcients directeurs sont très
proches.
On peut ainsi bien approcher V1 (la déﬁnition correcte du bruit) par la formule pro-
posée V2, avec un coeﬃcient α2 indépendant de la ROI (taille, valeur de la cinétique)
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et de la durée de la frame.
II.5.3.3.b. Comparaison entre la déﬁnition "correcte" et la déﬁ-
nition "usuelle"
On peut de même tracer V ′3 = f(V1) pour chaque ∆t. On obtient le même genre de
courbes que pour V ′′2 = f(V1), mais avec un coeﬃcient directeur qui semble dépendre
de ∆t (voir ﬁg. II.6). Il faudrait cependant plus de réplicats pour des ∆t grands pour
pouvoir conclure sur cette tendance, ce qui n’est pas possible dans notre cas étant
donnée la méthode de construction des réplicats. Cette tendance semble cependant
logique, si on se rappelle que V1 correspond à la déﬁnition correcte du bruit, tandis
que V ′3 correspond à la variance des voxels à l’intérieur d’une région : V
′
3 inclut donc
la variance due au bruit mais aussi celle due au volume partiel. On peut écrire très
schématiquement V ′3 = a·V1, a étant le coeﬃcient directeur qu’on étudie, sous la
forme (B+EV P ) = a·B avec B le bruit. Ainsi a = B+EV P
B
= 1 + EV P
B
. Lorsque ∆t
augmente, le bruit dans les frames diminue, tandis que l’EVP reste constant. Ainsi,
lorsque ∆t augmente, le coeﬃcient directeur a augmente. C’est bien ce qu’on observe
sur le graphique. Avec l’hypothèse que le bruit est inversement proportionnel à la
durée de la frame (B = b
∆t
), a = 1 + EV P
b
· ∆t : le coeﬃcient directeur est une
fonction aﬃne de ∆t, ce qui est compatible avec le graphique.
II.5.3.3.c. Comparaison entre la formule proposée et la déﬁnition
"usuelle"
On peut également tracer V ′′2 = f(V
′
3) (voir ﬁg. II.7). On obtient une bonne propor-
tionnalité entre les deux grandeurs. Cependant, le coeﬃcient de proportionnalité dé-
pend de ∆t. En supposant que V ′′2 correspond uniquement au bruit tandis V
′
3 contient
le bruit ainsi que l’EVP, on peut par un raisonnement schématique semblable à celui
du §II.5.3.3.b retrouver la forme hyperbolique de la courbe du coeﬃcient directeur
en fonction de ∆t.
La formule usuelle et la formule proposée n’ayant pas intrinsèquement besoin de
réplicats, contrairement à la ﬁgure "correcte", on peut tracer les nuages de points
correspondant aux diﬀérents réplicats au lieu d’en prendre la moyenne, c’est-à-dire
tracer V ′2 = f(V3). On obtient alors un point par jeu (ROI, réplicat, ∆t). Sur la
ﬁg. II.8 est tracé à en haut à gauche l’ensemble des points (ROI, réplicat, ∆t) et en
haut à droite les points (ROI, réplicat) pour ∆t = 30 s. On observe trois groupes de
régions : à l’origine, les points superposés de la matière blanche, la matière grise et
cervelet, en haut à droite un gros nuage de point correspondant au striatum ventral et
au milieu un petit nuage correspondant aux autres noyaux gris. Au bas de la ﬁgure est
tracé le graphique correspondant à toutes les durées en omettant le striatum ventral,
structure aux résultats peu ﬁables.
La dépendance en ∆t du coeﬃcient directeur n’est pas due à des points aberrants
causés par le striatum ventral, car on retrouve la même chose en traçant V ′2 = f(V3)
par exemple pour le cervelet, une grosse région (voir ﬁg. II.9). La dépendance du co-
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Figure II.5 – Comparaison entre la formule de bruit proposée et la définition "correcte" :
V ′′2 = f(V1) pour les différents ∆t, puis pour tous les ∆t réunis (en bas). Chaque point cor-
respond à une ROI. Le graphique des coefficients directeurs en fonction de ∆t est également
montré.
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Figure II.6 – Comparaison entre la définition "correcte" et la définition "usuelle" du bruit :
V ′3 = f(V1) pour les différents ∆t, puis pour tous les ∆t réunis (en bas). Chaque point cor-
respond à une ROI. Le graphique des coefficients directeurs en fonction de ∆t est également
montré.
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Figure II.7 – Comparaison entre la formule de bruit proposée et la définition "usuelle" :
V ′′2 = f(V
′
3) pour les différents ∆t (chaque point correspond à une ROI) et graphique des
coefficients directeurs en fonction de ∆t
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Figure II.8 – Comparaison entre la formule de bruit proposée et la définition "usuelle" :
V ′2 = f(V3) pour les différents jeux (ROI, réplicat, ∆t). Chaque point correspond à un jeu. En
haut à gauche, graphique avec tous les jeux. Le plus gros nuage de points, en rouge, correspond
exclusivement aux points du striatum ventral pour ∆t = 10 s. Le nuage vert correspond aux
points du striatum ventral pour ∆t > 10 s. Le nuage bleu correspond aux points des autres
structures. Ce nuage bleu est agrandi sur le graphique du bas. Sur le graphique en haut à droite,
les jeux (ROI, réplicat) pour ∆t = 30 s. On observe trois nuages de points, correspondant à
trois groupes de ROIs : à l’origine, les grosses ROIs (matières blanche et grise, cervelet), en
haut à droite du graphique le striatum ventral, au milieu les autres noyaux gris.
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Figure II.9 – Comparaison entre la formule de bruit proposée et la définition "usuelle" :
V ′2 = f(V3) pour deux régions. En haut à gauche, les différents jeux (réplicat, ∆t) pour le
cervelet. En haut à droite, la même chose pour le caudé droit. Chaque point correspond à
un jeu, chaque nuage de point correspond à une valeur de ∆t (plus ∆t est faible, plus les
variances sont grandes). On voit pour les deux régions que si l’on faisait une régression linéaire
sur chaque nuage de point (chaque valeur de ∆t), on n’obtiendrait pas le même coefficient
directeur pour les différentes valeurs de ∆t. C’est ce qui est fait en dessous : en bas de la figure
se trouvent deux zooms sur deux parties du graphique concernant le cervelet, à gauche pour
les réplicats avec ∆t = 10 s et à droite avec ∆t = 120 s. Les droites de régression linéaires
(en pointillés) et affines (en trait plein) sont tracées, et leurs coefficients directeurs affichés (en
haut pour la fonction linéaire et en bas pour la fonction affine). Deux constats : 1) la fonction
linéaire convient beaucoup moins bien que la fonction affine ; 2) on n’obtient effectivement pas
les mêmes coefficients directeurs pour les deux durées.
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eﬃcient de proportionnalité entre V ′2 et V3 à la ROI n’est pas évidente. Pour l’étudier,
on peut tracer pour chaque ∆t et chaque ROI un graphique des points des diﬀérents
réplicats, puis y ajuster une courbe de tendance, et voir si le coeﬃcient directeur de
cette courbe de tendance varie selon les ROIs, pour un ∆t ﬁxé. Lorsque l’on fait cela,
on obtient pour chaque graphique un coeﬃcient de corrélation faible pour la droite
ajustée (voir ﬁg. II.9 pour le cervelet). Contrairement aux graphiques précédents, une
fonction linéaire s’ajuste bien moins bien (coeﬃcient de corrélation bien plus faible)
qu’une fonction linéaire – mais le coeﬃcient de corrélation est quand même faible.
Si on conserve quand même les coeﬃcients directeurs des fonctions linéaires, pour
∆t = 10 s, le coeﬃcient directeur semble être une fonction aﬃne croissante de la
taille de la région (voir ﬁg. II.10).
Si on écrit V ′2(ROI,∆t = 10 s) = c·V3(ROI,∆t = 10 s), cela correspond d’après











, toujours avec ∆t = 10 s. Il n’est pas aisé
d’expliquer le comportement de ce terme quand NROI augmente. Cela dépend de
la forme de la région. En eﬀet, la variance va diminuer si la région ressemble à une
boule, comme le cervelet, mais si la région ressemble à un ﬁl ou à une feuille, comme la
matière grise, on ne peut pas conclure. Si la région ressemble à une boule, la moyenne
va se rapprocher de l’activité "vraie" dans la région lorsque la taille de la région NROI
augmente, car elle sera moins aﬀectée par l’EVP : s’il s’agit d’une région plus froide
que ses voisines, la moyenne va diminuer ; s’il s’agit d’une région plus chaude, elle
va augmenter. Ceci peut expliquer la dispersion des points autour de la droite de
régression sur le graphique.
II.5.3.3.d. Conclusion
Cette étude montre que V2 est plus en adéquation avec V1 que V3 et donc que pour
approcher la déﬁnition "correcte" du bruit (non applicable en pratique car on ne
dispose pas de réplicats), il vaut mieux utiliser la formule proposée que la déﬁnition
"usuelle" du bruit. C’est donc ce que nous ferons dans la suite.
En eﬀet, si la formule de bruit proposée est en adéquation avec la formule correcte,
la relation entre la formule usuelle d’une part et la formule correcte ou la formule
proposée d’autre part semble dépendre de la durée de la frame. Cela peut s’expliquer
au moins en partie par la présence de volume partiel dans les mesures. On observe
que certaines courbes de tendance ajustées reliant la formule proposée et la formule
usuelle ne sont pas linéaires mais aﬃnes : forcer la droite de régression à passer par
l’origine engendre une régression nettement moins bonne, sans doute à cause de la
non-correction de l’eﬀet de volume partiel. De plus, si pour les graphiques conte-
nant un point par ROI (c’est-à-dire pour lesquels chaque point est le résultat d’une
moyenne sur les réplicats) les droites de régression passent bien par les points dans le
cas d’un grand nombre de réplicats (premiers graphiques des ﬁg. II.5, II.6, II.7), on
voit que ce n’est plus le cas pour les graphiques où un point correspond à un réplicat,
comme sur les ﬁg. II.8 et II.9 (graphiques reliant V ′2 et V3) : la dispersion autour
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Figure II.10 – Pour chaque ROI, les graphiques V ′2 = f(V3) ont été tracés pour ∆t = 10 s,
comme en bas à gauche de la figure II.9 pour le cervelet. Sur ces graphiques (non montrés), un
point correspond à un réplicat. Pour chacun de ces graphiques (un par ROI), une interpolation
linéaire a été effectuée, fournissant un coefficient directeur. Le graphique présenté ici représente
ces coefficients directeurs en fonction du nombre de voxels des ROIs. Un point correspond à
une ROI.
de la droite est grande (peut-être à cause du volume partiel dans V3). On observe
également une dispersion autour de la droite pour les graphiques contenant un point
par ROI lorsque le nombre de réplicats est faible, comme pour les graphiques avec
∆t grand de la ﬁg. II.5 (reliant la formule correcte et la formule proposée). Or, en
pratique, on applique la formule proposée sur une seule image (un seul réplicat) :
l’image d’entrée de IM-SIME. Selon si le point considéré fait partie des points se
trouvant bien sur la droite ou en étant assez éloignés, on aura une estimation du
bruit plus ou moins ﬁable.
Toutes ces remarques amènent à considérer la formule proposée comme pertinente
mais assez peu précise.
Il est important de rappeler que l’estimation du bruit est utilisée dans IM-SIME
pour le tri des jeux selon le niveau de bruit et pour le calcul des poids de la fonction
de coût. Dans les deux cas, plus que la valeur exacte du bruit, c’est surtout l’ordre
de grandeur du rapport entre les bruits des diﬀérentes TTACs qui importe. La valeur
exacte du facteur de proportionnalité α est donc peu importante. On a vu de plus
par exemple en ﬁg. II.8 que les nuages de points correspondant aux diﬀérents types
de régions (régions très peu bruitées, striatum ventral très bruité, autres régions au
milieu) sont assez bien séparés. Les approximations sur le calcul du bruit ne sont




VALIDATION DE LA MÉTHODE
IM-SIME
Valider une méthode d’estimation consiste à comparer ses résultats à la "vérité
terrain". Pour des données réelles, cette "vérité terrain" n’est pas accessible : on
compare alors la méthode d’estimation à la méthode "gold standard", pour déterminer
son degré de concordance avec elle sur certains domaines de paramètres précisés.
Dans le cadre de la TEP, la méthode de référence utilisée pour l’estimation de
la fonction d’entrée est la mesure de la concentration d’activité dans le plasma de
prélèvements artériels. Nous avons vu en §I.3.2 qu’elle est loin d’être parfaite. Elle
est en particulier entachée de bruit.
Pour une validation précise d’une méthode, le recours à des données simulées s’im-
pose alors. En eﬀet, pour des données simulées, la "vérité terrain" est connue, puisque
c’est ce qu’on fournit en entrée de l’algorithme de simulation. On pourrait aussi uti-
liser des acquisitions sur des fantômes physiques (objets de plastique contenant des
solutions de concentrations d’activité connues), mais la simulation permet de produire
des images ressemblant bien plus à des images cliniques, avec des TACs ressemblant
à des TACs caractéristiques de processus physiologiques réels (l’activité dans un fan-
tôme physique reste au contraire constante, à la décroissance près) – ce qui est crucial
pour la validation d’une méthode fondée sur l’utilisation de TACs liées à des pro-
cessus physiologiques – et d’étudier séparément l’impact des diﬀérentes étapes de
l’acquisition sur la méthode étudiée [19].
Nous avons donc choisi de valider la méthode IM-SIME sur des données simulées,
avant de l’appliquer à des données réelles. Un grand soin a été appliqué à la simulation
de données. Nous avons commencé par des simulations simples, puis avons complexiﬁé
progressivement les données simulées jusqu’à arriver à une simulation très réaliste.
Cette gradation permet d’étudier l’impact de diﬀérents facteurs tels que la correction
d’atténuation ou la forme de la fonction d’entrée sur les résultats de la méthode
d’estimation.
Au sujet du type d’examens simulés, nous avons choisi de nous concentrer sur des
examens cerveau homme au 18F-FDG pour cette preuve de concept de la méthode.
En eﬀet, il s’agit d’un traceur bien connu, pour lequel on possède des données réelles
d’acquisitions TEP et surtout de prélèvements artériels, qui ne nécessitent pas de
corrections des métabolites – étape pouvant introduire des erreurs notables sur la
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concentration d’activité du traceur non métabolisé dans le prélèvement, ce qui peut
entraîner des erreurs dans l’estimation des paramètres [128] -, ainsi que des estima-
tions des paramètres d’organes. Comme le cerveau est relativement petit, on peut
considérer qu’il n’y a pas de délai ou de dispersion entre les fonctions d’entrée dans
les diﬀérents points du cerveau ; de plus comme le cerveau est irrigué par un couple
d’artères (les carotides) symétriques par rapport au plan sagittal (voir ﬁg. A.3 pour
une déﬁnition de ce plan), on peut considérer que la fonction d’entrée a la même
forme globale dans tout le cerveau. On peut donc considérer que la fonction d’en-
trée est spatialement constante dans le cerveau. De plus les TTACs des diﬀérentes
structures du cerveau pour une acquisition 18F-FDG sont relativement proches les
unes des autres, par rapport aux examens 18F-FDG corps entier ou avec d’autres
traceurs, ce qui est un handicap pour SIME et IM-SIME. Cependant, l’absence de
métabolites (à part le second compartiment tissulaire) réduit le nombre de para-
mètres à estimer par rapport à un traceur avec métabolites, pour lequel il faudrait
estimer des paramètres liés aux métabolites. Ainsi, nous nous plaçons sur un terrain
bien connu, donc adapté à une validation, qui est un compromis entre une estima-
tion "facile" (TTACs très diﬀérentes) et une estimation "diﬃcile" (métabolites). Si la
méthode est capable de déterminer la fonction d’entrée pour le 18F-FDG, il y a de
bonnes chances pour qu’elle y parvienne également avec des traceurs pour lesquels
les TTACs sont plus diﬀérentes, éventuellement avec des métabolites (comme montré
pour SIME dans [128]).
III.1. Données utilisées pour la validation
III.1.1. Simulation de données
III.1.1.1. Méthodologie
Les données à simuler pour tester la méthode sont ses données d’entrée. Dans le
cas de la méthode IM-SIME, il s’agit des TTACs. Pour simuler celles-ci, on passe par
diﬀérentes étapes (voir ﬁg. III.1a).
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Figure III.1 – Les étapes de la simulation de données (a). Pour chaque image, seule une coupe 2D d’une frame est représentée. En (b), cas
particulier où la simulation de l’acquisition se résume au "bruitage" des TTACs.
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III.1.1.1.a. Production des TTACs "vraies"
Tout d’abord, la production des TTACs "vraies" nécessite :
1. le choix d’une fonction d’entrée ;
2. le choix d’un découpage temporel ;
3. le choix d’organes à étudier et le choix des paramètres pharmacocinétiques de
ces organes.
Ce sont les courbes de concentration d’activité dans ces organes en fonction du temps
qui constituent les TTACs vraies. L’échantillonnage temporel de ces TTACs est déﬁni
par le découpage temporel choisi. Le calcul des TTACs est eﬀectué par l’éq. I.31, en
utilisant la fonction d’entrée et les paramètres pharmacocinétiques choisis.
III.1.1.1.b. Simulation de l’acquisition
On peut ensuite simuler l’acquisition de l’image. Il faut pour cela :
1. une image anatomique contenant les contours des organes à étudier, qu’on
appelle un "fantôme de labels" : c’est une image, une image cerveau en 3D dans
notre cas, où la valeur de chaque voxel est un nombre entier correspondant à un
numéro d’organe – par exemple, tous les voxels appartenant au cervelet portent
le numéro 6, tous les voxels appartenant à la matière blanche gauche portent
le numéro 3 et tous les voxels se trouvant à l’extérieur du cerveau portent le
numéro 0 ;
2. une image d’atténuation (le fantôme avec les valeurs d’atténuation des organes
au lieu des numéros des labels) ;
3. une modélisation de l’acquisition.
On "injecte" les TTACs vraies créées à l’étape précédente dans le fantôme de labels,
c’est-à-dire que pour chaque voxel du fantôme, on remplace le numéro de l’organe par
la valeur de la TTAC correspondant à l’organe. On obtient une image 4D (une image
3D par frame). C’est l’image "vraie", la vérité terrain. On peut alors simuler une
acquisition TEP consistant à placer cette image cerveau 4D dans une caméra TEP,
l’atténuation des photons lors de cette acquisition étant calculée grâce à l’image d’at-
ténuation. On obtient un sinogramme, qu’on peut reconstruire de la même manière
qu’un sinogramme d’une acquisition réelle.
III.1.1.1.c. Extraction des TTACs simulées
De même que pour des données réelles, on extrait alors les TTACs de cette image
simulée, en segmentant l’image simulée puis en corrigeant les TTACs de l’EVP.
Nous allons détailler ci-dessous ces étapes pour les simulations que nous avons
eﬀectuées. Trois méthodes de simulation de TTACs ont été employées, de plus en
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plus réalistes – donc de plus en plus complexes : la simulation de cinétiques simples
(bruitage de TTACs), décrite en III.1.1.2, n’utilisant pas toutes les étapes décrites
ci-dessus, puis deux méthodes fournissant des images simulées (§III.1.1.3), d’où sont
ensuite extraites les TTACs : une utilisant un simulateur analytique, l’autre utilisant
un simulateur Monte Carlo.
III.1.1.2. Simulation de cinétiques simples
La première méthode de simulation consiste en la simulation de TTACs bruitées,
sur le même schéma que dans le premier article sur SIME [115]. Elle vise à être
simple et rapide, aﬁn de produire rapidement de nombreuses données d’entrée pour
des tests. Les données simulées de cette manière ont servi aux tests visant à la mise
au point et à l’amélioration de la méthode IM-SIME (voir §II.3.3.1 et §II.4).
III.1.1.2.a. Production des TTACs "vraies"
Deux fonctions d’entrée analytiques, telles que le modèle déﬁni à l’éq. I.31, ont été
utilisées : une proche de celle proposée par Feng et al. [115] et une proche d’une fonc-
tion d’entrée réelle (première fonction d’entrée décrite au §III.1.1.3.a). Le découpage
temporel utilisé est proche de celui de données réelles (premier découpage temporel
décrit au §III.1.1.3.a). 16 jeux de 16 TTACs (structures droite et gauche de huit
organes) ont été simulés en tirant les microparamètres au hasard dans des intervalles
spéciﬁques du traceur et de la région.
III.1.1.2.b. Simulation de l’acquisition et production des TTACs
simulées
Cette première modélisation de l’acquisition a consisté à bruiter des TTACs vraies
selon le modèle de bruit pour une reconstruction itérative décrit à l’éq. II.25. Six
niveaux de bruit, variant de 0 à 16%, ont été simulés pour chaque jeu de TTACs.
En tout, 16× 6 = 96 jeux de TTACs bruitées ont donc été simulés (voir en ﬁg. III.2
des exemples de jeux de TTACs produits). Elle n’a pas utilisé de fantôme de labels
et n’a pas produit d’image simulée ; les TTACs utilisées en entrée de IM-SIME sont
directement les TTACs bruitées. Le calcul des TTACs, comme indiqué au §III.1.1.1.a,
ainsi que le bruitage, ont été eﬀectués via un programme en C++ que nous avons
écrit dans ce but.
III.1.1.2.c. Apport et limites
Cette méthode de simulation permet de produire rapidement de nombreux jeux
de TTACs permettant d’eﬀectuer des tests sur la méthode, par exemple sur son
comportement quand le niveau de bruit augmente. Néanmoins, une modélisation
plus réaliste du bruit et de l’acquisition, ainsi que de la chaîne de traitement est
nécessaire. L’étape suivante est donc de simuler l’acquisition d’images TEP.
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Figure III.2 – Exemple d’un jeu de TTACs simulées, à gauche avec le plus bas niveau de
bruit et à droite avec le plus haut niveau de bruit utilisés pour les simulations. Huit organes
sont simulés avec pour chacun une structure droite et une structure gauche, de même cinétique
avant application du bruit (seul le bruit change entre les deux structures d’un même organe).
Par exemple pour l’organe 6, la cinétique la plus grande du graphique (courbes vert eau avec des
ronds pour la structure droite et bleu roi avec des croix pour la structure gauche), les courbes
des structures droite et gauche sont superposées pour le bruit minimum mais bien distinctes
pour le bruit maximum.
III.1.1.3. Simulation d’images
Deux types d’images ont été produites : à partir d’un simulateur analytique et à
partir d’un simulateur Monte-Carlo. C’est essentiellement l’étape "modélisation de
l’acquisition" qui diﬀère entre les deux.
III.1.1.3.a. Production des TTACs "vraies"
Modélisation de la fonction d’entrée
Trois fonctions d’entrée de complexité croissante ont été utilisées pour les simula-
tions (voir ﬁg. III.3) :
1. une fonction d’entrée paramétrique ;
2. une fonction d’entrée réaliste sans rebond ;
3. une fonction d’entrée réelle avec rebond.
Le premier cas, le plus simple, est une fonction d’entrée telle que le modèle, c’est-à-
dire une fonction d’entrée analytique paramétrique, déﬁnie par l’éq. I.31. Les valeurs
des paramètres ont été choisies égales à celles obtenues lors d’une estimation IM-
SIME réussie sur un témoin réel (le témoin 2 présenté en §III.1.2).
La troisième fonction d’entrée, la plus complexe, est déﬁnie par les prélèvements
artériels eﬀectués durant l’examen TEP de ce même témoin. On y observe un rebond
après le pic.
Nous avons créé un cas intermédiaire, la deuxième fonction d’entrée dans la liste
ci-dessus, en reprenant les prélèvements sanguins mais en remplaçant les points cor-
respondant au rebond par des points calculés par un ﬁt linéaire local (ﬁt linéaire et
ﬁt exponentiel sont dans cette conﬁguration pratiquement équivalents).
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Figure III.3 – Fonctions d’entrée utilisées pour les simulations d’images. La première est
donnée par une expression analytique paramétrique tandis que les deux dernières sont données
par des points. Pour les deux dernières, la fonction d’entrée paramétrique est également tracée
en pointillés pour comparaison et un zoom sur la région après le pic est montré, pour mettre
en exergue la présence (A) ou l’absence (B) de rebond. Les points sont reliés dans les zooms
pour mieux montrer le rebond.
Remarque : Un rebond est observé sur le graphique des prélèvements artériels
pour les quatre sujets réels (voir ﬁg. III.16), avec même un double rebond pour
les sujets 2 et 4. Ce rebond est également observé sur des courbes fournies
dans la littérature [164, 177, 203]. Il nous est donc paru important de tester
l’importance d’un tel rebond, non simulable par le modèle paramétrique de
fonction d’entrée, sur les résultats de IM-SIME. Le rebond commence 1.5 à
3.5 min après le début du pic, selon les sujets. C’est trop tard pour qu’il s’agisse
de la recirculation ou du lavage de la seringue. Nous n’avons pas réussi à en
déterminer l’origine malgré des recherches bibliographiques et des discussions
avec des médecins investigateurs.
Choix du découpage temporel
Nous avons étudié deux découpages temporels diﬀérents :
– l’un proche de celui des donnés réelles présentées au §III.1.2, noté dans la suite
"découpage temporel réel" : 1x18s, 8x9s, 1x18s, 2x30s, 2x150s, 4x300s, 1x1320s,
1x300s, 1x900s et 1x300s, soit 22 frames.
– l’autre plus resserré, noté dans la suite "découpage temporel serré" : 1x9s, 16x6s,
2x9s, 4x15s, 2x60s, 4x75s, 8x150s, 6x300s et 3x600s, soit 46 frames.
Le deuxième découpage temporel a été étudié dans le but de voir si des frames plus
nombreuses et un découpage plus resserré permettait une meilleure estimation de
la fonction d’entrée, particulièrement au niveau du pic, qui est la partie variant la
plus rapidement. Un poster de conférence [278] conseille au moins 40 frames, chacune
devant durer au moins 4-5 secondes.
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Choix des paramètres d’organes
Les structures choisies sont celles que la méthode de segmentation que nous avons
utilisée (voir §I.1.3.1.b) extrait des images cerveau IRM. Il s’agit du cervelet, des
structures droite et gauche des noyaux gris suivants : caudé, putamen, globus pal-
lidus, thalamus et striatum ventral, ainsi que des structures droites et gauches des
matières blanche et grise, d’une structure comprenant la peau et la matière grais-
seuse, du troisième ventricule, du reste du liquide céphalo-rachidien et de l’os, soit
au total 19 structures (voir l’annexe A pour une description de ces structures). Les
microparamètres Vb, k1, k2, k3 et k4 ont été choisis en accord avec les valeurs trouvées
dans la littérature [115,119,202] et ont été adaptées de manière à obtenir une image
simulée en adéquation avec les images des témoins réels (présentées au §III.1.2), en
termes de rapports entre les concentrations d’activité des diﬀérentes structures. Nous
avons choisi des valeurs de k4 non nulles (voir §I.2.2.7). Le troisième ventricule, le
reste du liquide céphalo-rachidien et l’os ont été aﬀectés d’un k1 nul, assurant une
concentration d’activité nulle dans ces régions.
III.1.1.3.b. Modélisation de l’acquisition
Deux simulateurs de l’acquisition, produisant tous deux des sinogrammes qui sont
ensuite reconstruits, ont été successivement utilisés. Ils ont utilisé le même fantôme
et les corrections des sinogrammes et les reconstructions sont très semblables, c’est
pourquoi nous les présentons ensemble. Nous indiquerons également les avantages et
inconvénients de chacun des simulateurs. Synthétiquement, le simulateur analytique
permet une modélisation réaliste du bruit statistique, tandis que le simulateur Monte
Carlo permet également une modélisation réaliste de l’acquisition.
La caméra simulée est l’HR+.
Fantôme utilisé
Le fantôme voxellisé utilisé est une image IRM d’une acquisition réelle qui a été
segmentée manuellement. Elle contient 256 × 256 × 124 voxels, de volume 0.9375 ×
0.9375× 1.2 mm3. Les régions segmentées sont celles décrites en III.1.1.3.a.
L’image d’atténuation est produite pour le simulateur analytique en considérant
une atténuation nulle en dehors de la tête et égale à celle de l’eau à l’intérieur ; pour
le simulateur Monte-Carlo, on considère en plus une atténuation diﬀérente pour l’os
du crâne (le simulateur Monte-Carlo utilisé possède une base de données avec les
valeurs d’atténuation des diﬀérents tissus).
Simulation analytique
Le premier simulateur est donc un simulateur analytique. Ceci signiﬁe que la plus
grande partie des méthodes utilisées est décrite par des formules analytiques et dé-
terministes [19].
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Pour les simulateurs analytiques, la construction du sinogramme simulé se déroule
comme suit : tout d’abord, chaque LOR du sinogramme est obtenue par projection
de la distribution radioactive présente dans le fantôme. Puis un bruit de Poisson est
ajouté pour modéliser la durée ﬁnie de l’acquisition. On obtient alors le sinogramme
4D des coïncidences vraies [19].
Les simulateurs analytiques ont généralement des diﬃcultés à prendre en compte le
parcours du positon et l’acolinéarité, à déterminer les sinogrammes des coïncidences
fortuites et diﬀusées, à modéliser ce qui se produit dans le détecteur et à prendre en
compte l’activité en dehors du champ de vue [19]. Un simulateur analytique permet
donc de produire des images reconstruites simulées sur lesquelles on peut eﬀectuer
des premiers tests, mais qui ne sont pas complètement réalistes.
Le simulateur analytique que nous avons utilisé, ASIM [279], est à notre connais-
sance le plus élaboré [19]. Les caractéristiques de la caméra HR+ y sont implémentées.
Il eﬀectue les projections le long de lignes mais permet un sur-échantillonnage pour
mieux prendre en compte l’ensemble du volume (tube polyédrique) de la LOR. Les
facteurs de normalisation de la caméra sont pris en compte. Un ﬁltrage du sino-
gramme est eﬀectué pour simuler la résolution spatiale non nulle. Une simulation
analytique des coïncidences fortuites (à partir du nombre de photons détectés par
chaque détecteur (voir §I.1.2.3.c) et en prenant en compte l’activité en dehors du
champ de vue) et des coïncidences diﬀusées (via la méthode SSS, voir §I.1.2.3.c), éga-
lement en prenant en compte l’activité en dehors du champ de vue) est eﬀectuée [19].
Un bruit poissonnien est appliqué à chacun des trois sinogrammes, qui sont ensuite
sommés. Le sinogramme obtenue est corrigé de la décroissance radioactive [19].
En pratique, ASIM prend donc en entrée le fantôme de labels et les TTACs vraies
correspondantes, ainsi que l’image d’atténuation, et fournit en sortie les coïncidences
"enregistrées" par le simulateur, sous forme d’un sinogramme (appelé dans la suite "si-
nogramme principal"), ainsi que le sinogramme des coïncidences diﬀusées (non bruité)
et un sinogramme de coïncidences retardées, qui seront utilisés pour les corrections
avant la reconstruction. Le sinogramme de coïncidences retardées est simulé en brui-
tant avec un bruit poissonnien la simulation analytique non bruitée des coïncidences
fortuites. Il ne diﬀère donc du sinogramme des coïncidences fortuites inclus dans le
sinogramme principal que par les réalisations du bruit ajoutées à la distribution non
bruitée.
Lors de l’utilisation de la fonction d’entrée paramétrique, les TTACs ont été pro-
duites comme dans le cas de cinétiques simples, en prenant un niveau de bruit nul.
Lors de l’utilisation des deux autres fonctions d’entrée, données par des points et
non par des paramètres, un autre logiciel, milrim [280], a été utilisé pour eﬀectuer le
calcul des convolutions entre la fonction d’entrée et les fonctions de réponse impul-
sionnelle des organes. Les voxels du fantôme étant plus petits que le "diamètre" des
LORs, nous avons utilisé un sur-échantillonnage lors de la simulation du sinogramme
(chaque LOR est remplacée par 5 × 5 LORs). Ceci ralentit la simulation, qui dure
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plusieurs jours sur un seul processeur. Nous n’avons pas simulé l’eﬀet d’arc.
Quatre simulations ont été eﬀectuées :
1. une simulation avec le découpage temporel réel et la fonction d’entrée paramé-
trique ;
2. une simulation avec le découpage temporel serré et la fonction d’entrée para-
métrique ;
3. une simulation avec le découpage temporel réel et la fonction d’entrée réaliste
sans rebond ;
4. une simulation avec le découpage temporel réel et la fonction d’entrée réelle
avec rebond.
ASIM fournit une estimation de bruit statistique réaliste, mais la perte de résolu-
tion spatiale (parcours du positon, acolinéarité, interactions dans les détecteurs) est
modélisée de manière simpliﬁée, de même que les coïncidences fortuites et diﬀusées.
Ce simulateur est donc approprié pour une seconde étape de validation après les ciné-
tiques simples, mais un simulateur plus ﬁdèle au déroulement réel d’une acquisition
est désirable pour obtenir des images plus proches des images réelles.
Simulation Monte-Carlo
Les simulateurs Monte-Carlo (MC) reposent non pas sur des méthodes analytiques
et déterministes, comme les simulateurs analytiques, mais sur des méthodes proba-
bilistes.
Un article de revue [281] décrit l’évolution de l’application des méthodes Monte-
Carlo en physique médicale. Nous avons utilisé le logiciel Gate [282–284], largement
employé en physique médicale [284] et fournissant des résultats précis [19], qui s’ap-
puie sur le code Monte-Carlo Geant4 [285, 286]. Geant4 est un code permettant de
simuler le passage des particules dans la matière. Gate utilise ce code pour des simu-
lations de radiothérapie, de dosimétrie et d’imagerie médicale. Une simulation de la
caméra HR+ par Gate a été développée et validée [287].
En TEP, les méthodes MC permettent de modéliser de façon très précise tous les
phénomènes physiques ayant lieu lors d’une acquisition (l’émission des positons, leur
annihilation, la propagation des photons dans le patient et l’ensemble des eﬀets liés à
la détection) [19]. Elles consistent à simuler l’émission de particules puis à les suivre
une par une tout au long de leur trajet et de leurs interactions, dont la succession
est déterminée par des méthodes statistiques (probabilités d’interaction . . . ). Ainsi,
pour chaque émission de positon à simuler, un lieu et un instant d’émission sont tirés
au hasard dans la distribution de concentration d’activité du fantôme pour le lieu
et selon la loi de décroissance radioactive pour l’instant. L’émission du positon et
son transport dans le milieu atténuant sont alors simulés, puis l’annihilation, puis le
parcours et les interactions des photons dans le milieu atténuant puis éventuellement
dans les détecteurs. La navigation (trajet et interactions) de la particule, photon ou
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électron, s’eﬀectue en fonction des probabilités d’interactions qu’elle a avec le milieu.
On simule ces interactions particule – matière de manière réaliste, en eﬀectuant
un compromis avec le temps de calcul. Pour les photons sont pris en compte les
eﬀets photoélectrique et Compton (inélastiques) et la diﬀusion Rayleigh (diﬀusion
élastique, c’est-à-dire sans perte d’énergie). Pour la simulation de l’annihilation, une
direction est tirée au hasard pour l’émission d’un photon, puis un angle d’acolinéarité
est tiré au hasard selon une gaussienne de moyenne nulle et de largeur à mi-hauteur
0.5◦ [19] : l’autre photon est alors tiré dans la direction opposée au premier photon
déviée de l’angle d’acolinéarité.
La durée d’une simulation Gate dépend du nombre de particules simulées et est très
grande pour une simulation réaliste. Gate permet d’accélérer les calculs notamment
en ne suivant plus les photons quand leur énergie passe sous un certain seuil (on
considère alors qu’ils sont absorbés sur place). Il a été montré que pour un seuil assez
bas, les résultats en termes de taux de comptage dans les détecteurs n’étaient pas
aﬀectés et que le temps de calcul était diminué de 10% [19,288]. Pour nos simulations
cerveau homme, le calcul peut malgré tout prendre 300 jours sur un processeur. Nous
avons donc eu recours à un cluster permettant de lancer le calcul sur de nombreux
processeurs en parallèle : le Centre de Calcul Recherche et Technologie (CCRT) [289].
En pratique, comme ASIM, Gate prend en entrée le fantôme de labels et les TTACs
vraies correspondantes, ainsi que l’image d’atténuation, et fournit en sortie un sino-
gramme regroupant les coïncidences "enregistrées" par le simulateur (nommé dans la
suite "sinogramme principal"), ainsi qu’un sinogramme regroupant les coïncidences
fortuites et qu’un sinogramme regroupant les coïncidences diﬀusées. Les coïncidences
fortuites sont estimées par les coïncidences retardées (calculées dans Gate comme
pour les données réelles) ; les coïncidences diﬀusées sont stockées par Gate au cours
de la simulation. Il ne s’agit donc pas d’une estimation des coïncidences diﬀusées
mais bien de l’ensemble des coïncidences dont au moins un photon a réellement dif-
fusé durant la simulation.
La simulation MC permet d’étudier l’inﬂuence de diﬀérents paramètres sur la mé-
thode d’estimation de la fonction d’entrée. On peut partir d’une simulation assez
simple de l’acquisition (en choisissant de ne pas simuler certains phénomènes, comme
le parcours du positon et l’acolinéarité) et la complexiﬁer jusqu’à s’approcher très
près de la réalité. Quatre simulations ont été eﬀectuées :
1. une simulation sans atténuation dans le fantôme, et en simulant la désinté-
gration radioactive par l’émission de deux photons partant dans des directions
opposées ("back to back"), ce qui revient à ﬁxer le libre parcours des positons
et l’acolinéarité des photons à zéro. Seules les coïncidences vraies sont enregis-
trées (il n’y a pas de diﬀusés dans le fantôme puisqu’on ne simule pas le milieu
diﬀusant). La fonction d’entrée paramétrique et le découpage temporel réel ont
été utilisés pour cette simulation ;
2. la même que la précédente, mais en tenant compte de l’atténuation dans le
fantôme et en enregistrant les coïncidences vraies, fortuites et diﬀusées ;
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3. la même que la précédente, mais en simulant l’émission du positon et avec la
fonction d’entrée réaliste sans rebond ;
4. la même que la précédente, mais avec la fonction d’entrée réelle avec rebond.
Ces simulations sont rassemblées dans le tableau ci-dessous :
no FE utilisée
découpage atténuation émission e+ coïncidences
temporel simulée simulée enregistrées
1 paramétrique réel vraies
2 paramétrique réel X toutes
3 réaliste sans rebond réel X X toutes
4 réelle avec rebond réel X X toutes
Ce jeu de simulation permet de quantiﬁer, en plus de l’eﬀet du découpage temporel
et de la forme de la fonction d’entrée, l’eﬀet de l’atténuation, de la diﬀusion, du
parcours du position et de l’acolinéarité sur le comportement de la méthode.
Par rapport à ASIM, Gate est beaucoup plus lent, mais beaucoup plus précis et
plus réaliste (en supposant que le fantôme et les TTACs utilisées sont réalistes) [19].
La résolution spatiale en particulier est plus réaliste ; elle est variable spatialement
et intègre une erreur systématique due à la caméra. Les coïncidences diﬀusées sont
également simulées de manière plus réaliste, ainsi que l’angle solide des LORs. La
normalisation et la détermination du facteur d’étalonnage, présentés ci-dessous, se
font également de manière plus précise pour Gate.
Reconstruction
La méthode de reconstruction des images a été la même pour les simulations ana-
lytique et Monte Carlo (pour rappel, la simulation des cinétiques simples ne nécessite
pas de reconstruction).
Corrections avant reconstruction
Les sinogrammes ont été corrigés des coïncidences fortuites et diﬀusées, de l’eﬀet
d’arc, de la décroissance et de l’atténuation le cas échéant, et normalisés.
Pour la correction des coïncidences fortuites et des coïncidences diﬀusées, les sino-
grammes de coïncidences retardées et de coïncidences diﬀusées fournis par ASIM et
Gate ont été soustraits du sinogramme principal.
Pour Gate, les coïncidences retardées ayant été estimés comme pour les données
réelles, cette correction correspond à la correction pour les données réelles. En re-
vanche, toujours pour Gate, puisqu’on soustrait les "vrais" diﬀusés, la correction des
coïncidences diﬀusées est parfaite.
Pour la correction des coïncidences diﬀusées avec ASIM, on soustrait le sinogramme
des coïncidences diﬀusées non bruité, alors qu’un sinogramme bruité a été inclu dans
le sinogramme principal. On applique ainsi une correction par la meilleure estimée
possible. On corrige alors parfaitement, sauf du bruit. Concernant la correction des
coïncidences fortuites pour ASIM, on corrige avec une estimée bruitée.
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Pour la correction d’atténuation, les sinogrammes contenant les facteurs de cor-
rection (un sinogramme pour les simulations ASIM et un pour les simulations Gate)
ont été obtenus via ASIM, à partir de l’image d’atténuation correspondant au type
de simulation (ASIM ou Gate).
Au sujet de la normalisation :
– le sinogramme de normalisation a été simulé avec ASIM pour les simulations
ASIM ;
– pour les simulations Gate, le sinogramme de normalisation présenté dans [290]
a été utilisé. Au passage, cet article de conférence montre de plus que la norma-
lisation des données simulées est bien nécessaire.
Reconstruction proprement dite
Deux méthodes de reconstruction ont été testées : une méthode analytique : 3DRP
(voir §I.1.2.3.b) et une méthode itérative : FORE+OSEM2D (voir §I.1.2.3.b). En
eﬀet, les reconstructions itératives sont plus utilisées en pratique, mais induisent
un biais à faible statistique (voir §I.1.2.3.b, typiquement dans les première frames
courtes) : une méthode analytique, donc sans biais, a donc également été testée.
La reconstruction itérative a été réalisée, comme en clinique, avec 6 itérations
et 8 subsets (paramètres de OSEM2D) et a été suivie, comme en clinique, d’un
lissage gaussien de largeur à mi-hauteur 4 mm, ce qui induit un niveau de lissage
équivalent à celui produit par la reconstruction 3DRP avec le ﬁltre passe-bas utilisé
(ﬁltre de Hann, de fréquence de coupure égale à la fréquence de Nyquist). Le logiciel de
reconstruction analytique que nous avons employé est le même que celui implémenté
sur les caméras et utilisé en clinique au SHFJ (et pour les données réelles au III.1.2) ;
pour la reconstruction itérative, la méthode de reconstruction employée est la même
que celle implémentée sur les caméras et utilisée en clinique au SHFJ (et pour les
données réelles au III.1.2), avec une implémentation diﬀérente.
L’image reconstruite est constituée de 128×128×63 voxels de (2.425 mm)3, comme
en clinique.
Remarque : Attention à ne pas confondre "simulation analytique" et "recons-
truction analytique" ! Dans la suite, nous essaierons autant que posible de parler
de simulations ASIM et Gate, d’une part, et de reconstructions analytique et
itérative, d’autre part, aﬁn d’éviter les confusions.
Corrections post-reconstruction
La correction de la décroissance, qui peut être faite avant ou après la reconstruction,
a été eﬀectuée auparavant. En revanche, la correction du temps mort a été eﬀectuée
dans l’image pour les données simulées, pour plus de simplicité. Nous allons présenter
dans ce chapitre la correction du temps mort et l’étalonnage.
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Figure III.4 – Facteurs d’étalonnage calculés pour quelques uns des cylindres non corrigés


































Pour la simulation analytique, le facteur d’étalonnage est un paramètre de la si-
mulation, qui a été ﬁxé de manière à avoir un niveau de bruit dans l’image proche
des données réelles. Le temps mort n’a pas été simulé, donc n’est pas corrigé.
Simulation Gate
Méthodologie Pour la simulation MC, le facteur d’étalonnage a été déterminé de
la même manière que pour une acquisition réelle (voir §I.1.2.3.c). Il faut pour cela
simuler l’acquisition d’un fantôme cylindrique d’activité uniforme connue, avec les
mêmes paramètres que la simulation de l’acquisition cerveau.
La simulation de l’acquisition de plusieurs fantômes cylindriques de diﬀérentes
activités uniformes connues est également nécessaire pour la correction du temps
mort.
Ces diﬀérents cylindres mesurent 20 cm de long pour 20 cm de diamètre et ne dif-
fèrent que par leur concentration d’activité. Les cylindres sont au nombre de 17 et
leurs activités varient de 103 Bq à 5× 108 Bq. Pour obtenir environ le même nombre
de coups pour chaque cylindre, nous avons fait varier la durée de l’acquisition si-
mulée de manière inversement proportionnelle à la concentration d’activité. Chaque
acquisition simulée est ensuite reconstruite de la même manière que les simulations
cerveau mais en une seule frame.
S’il n’y avait pas de temps mort, on pourrait calculer le facteur d’étalonnage avec
n’importe lequel de ces cylindres, selon la procédure décrite au §I.1.2.3.c. Or, si on
essaye, on observe des diﬀérences importantes, dues au temps mort (voir ﬁg. III.4).
Ces cylindres permettent en revanche de déterminer la correction du temps mort à
mettre en œuvre. Une fois la correction du temps mort des cylindres eﬀectuée, chaque
cylindre corrigé permet de calculer le facteur d’étalonnage.
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Temps mort Pour les simulations Gate, nous avons simulé le temps mort dû au
fait qu’un détecteur ne peut détecter qu’un photon à la fois, mais pas celui dû au
fait que le système électronique ne peut enregistrer qu’une coïncidence à la fois (voir
§I.1.2.2.d). On cherche à corriger la perte de comptage des photons due au temps
mort, par un facteur multiplicatif de l’image. Pour cela, on cherche une fonction
reliant les pertes dans le comptage des coïncidences vraies, en % (ce sont en eﬀet les
coïncidences vraies qui nous intéressent), au taux (nombre par seconde) de photons
simples détectés durant la frame. Cette relation ne dépend pas de l’objet étudié. On
peut donc la déterminer avec les cylindres puis l’appliquer aux simulations cerveau.
Le taux de photons simples est fourni par Gate.
Remarque : En revanche, la fonction "nombre de coïncidences vraies par se-
conde = f(taux de photons simples)" dépend de l’objet étudié : on pourrait
imaginer un objet avec une activité très haute mais située entièrement hors
du FOV. On n’obtiendrait aucune coïncidence vraie, mais des photons diﬀusés
arriveraient quand même aux détecteurs (taux de photons simples non nul).
En ﬁg. III.5 est présentée la courbe du nombre de coïncidences vraies par seconde
en fonction du taux de photons simples obtenue pour les cylindres. Pour déterminer
les pertes, on procède comme suit : s’il n’y avait pas de temps mort, le nombre de
coïncidences vraies par seconde serait proportionnel au taux de photons simples. On
peut déterminer cette droite de proportionnalité à partir des faibles taux de photons
simples, pour lesquels il n’y a pas de temps mort (ﬁg. III.6). Cette droite peut être
extrapolée à toute la courbe. Les pertes (en %) sont alors, pour un taux de photons
donné, le rapport entre l’écart de la courbe à la droite et la valeur sur la droite pour ce
taux de photons. On peut alors tracer les pertes en fonction du taux de photons. Une
fonction analytique est ajustée sur cette courbe (polynôme de degré 4 passant par 0 ;
R2 = 0.9994) (voir ﬁg. III.7). Pour corriger une simulation cerveau du temps mort,
il suﬃt ensuite de récupérer dans les ﬁchiers de sortie de Gate le taux de photons
simples pour chaque frame, de regarder sur la courbe à quelles pertes correspond ce
taux de photons simples (X%), puis de multiplier l’image correspondant à la frame
par 100
100−X .
Étalonnage Pour déterminer le facteur d’étalonnage, on prend l’image reconstruite
d’un des cylindres décrits précédemment (si possible le moins aﬀecté par le temps
mort) et on le corrige du temps mort. Une ROI cylindrique de volume important est
ensuite déﬁnie au centre du cylindre (pour s’aﬀranchir de l’eﬀet de volume partiel sur
les bords) et la moyenne de l’intensité dans la ROI est calculée, de même que le taux
d’uniformité (on s’assure que ce taux est au plus de quelques pourcents pour avoir une
estimation ﬁable de la moyenne et obtenir une précision sur le facteur d’étalonnage de
quelques pourcents, comme sur les données réelles). Le facteur d’étalonnage, valable
pour les simulations cerveau, est alors le rapport entre la concentration d’activité dans
le cylindre (donnée d’entrée de la simulation) et la moyenne de l’intensité calculée
dans la ROI.
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Figure III.5 – Nombre de coïncidences vraies par seconde en fonction du taux de photons
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Figure III.6 – Nombre de coïncidences vraies par seconde en fonction du taux de photons
simples pour les cylindres (en bleu) et droite de proportionnalité (en rouge), pour les taux de
photons simples faibles. Les pertes sont égales, pour un taux de photons simples donné, au
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Figure III.7 – Pertes sur le comptage du nombre de coïncidences vraies par seconde en
fonction du taux de photons simples pour les cylindres (points rouges) et courbe paramétrique
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III.1.1.3.c. Extraction des TTACs à partir des images simulées
Segmentation de l’image TEP
Une fois l’image simulée reconstruite et corrigée, les TTACs simulées peuvent en
être extraites. Pour ce faire, une segmentation de l’image TEP est nécessaire. Nous
avons choisi de passer par une segmentation de l’IRM associé, suivie d’un recalage,
comme pour la plupart des données cliniques. Dans le cas le plus simple – les autres
seront décrits dans la suite - , on utilise comme segmentation de l’IRM les contours du
fantôme de labels, et le recalage entre les images TEP (simulée) et IRM (le fantôme
d’entrée de la simulation) est calculé analytiquement. La segmentation de l’image
TEP est alors parfaite.
Correction du volume partiel
Une fois l’image TEP segmentée, on corrige de l’eﬀet de volume partiel par la
méthode GTM20 (voir §I.1.2.3.c), qui fournit également la variance due au bruit et
la valeur de la correction de l’EVP appliquée pour chaque frame de chaque TTAC.
Comme la méthode GTM dont elle est dérivée, la méthode GTM20 prend en entrée la
PSF ("point spread function", c.-à-d. "fonction d’étalement du point") de l’acquisition.
Pour les données réelles, la PSF est souvent modélisée comme une gaussienne
en trois dimensions, déﬁnie par deux paramètres (écarts-types) : un axial (écart-
type dans la direction de l’axe du tomographe, z : σa) et un transaxial, σt (du
fait de la géométrie cylindrique de la caméra, on suppose que le paramètre dans la
direction x est le même que celui dans la direction y : σt = σx = σy). On suppose
également souvent que la PSF uniforme dans tout le champ de vue. GTM20 reprend
ces hypothèses.
La PSF dépendant de la caméra et de la méthode de reconstruction employée, une
PSF par couple (modèle d’acquisition, méthode de reconstruction) est déterminée.
143
Détermination des paramètres de la PSF
Protocole pour les données réelles Pour des données réelles (voir ﬁg. III.8a), la dé-
termination de la PSF est eﬀectuée au moyen de l’acquisition d’un point source au
centre du FOV. Un proﬁl de la tache représentant le point sur l’image reconstruite
est ensuite tracé dans les trois directions, puis une gaussienne est ajustée sur chacun
de ces trois proﬁls. Les écarts-types des gaussiennes fournissent les paramètres de la
PSF (le paramètre transaxial peut être déﬁni comme la moyenne entre les paramètres
dans les directions x et y).
Simulations Gate Pour les simulations Gate, on procède de la même manière que
pour les données réelles : on réalise une simulation de l’acquisition d’un point source
au centre du champ de vue, avec les mêmes paramètres que lors des simulations cer-
veau, puis on reconstruit (analytiquement ou itérativement) l’image du point source
de la même manière que les images cerveau simulées. Les paramètres de la PSF sont
ensuite déterminés à partir de l’image reconstruite de la même manière que pour les
données réelles.
Simulations ASIM Pour les simulations analytiques, cette méthode ne peut pas
être appliquée, car il n’est pas possible de simuler un point source de volume nul avec
ASIM.
On peut alors penser à simuler une sphère ou un cylindre de volume très petit. Il
faudrait alors eﬀectuer des projections selon des LORs très serrées (sur-échantillonnage)
lors de la simulation du sinogramme, aﬁn d’être sûr qu’au moins une LOR passe par
la sphère ou le cylindre. L’image reconstruite dépendrait surement du taux de sur-
échantillonnage, qui serait de surcroît diﬀérent de l’échantillonnage eﬀectué lors de
la simulation des images cerveau. Ce problème d’échantillonnage est une des limites
du simulateur analytique.
La méthode que nous avons appliquée a alors consisté à construire un fantôme
contenant des sphères plus grosses (voir ﬁg. III.8b), assez séparées les unes des autres
pour qu’il n’y ait pas d’eﬀet de volume partiel de l’une sur l’autre, puis d’en si-
muler une acquisition avec ASIM, avec les mêmes paramètres de simulation que les
images cerveau. L’image des sphères simulée est ensuite reconstruite comme pour les
simulations cerveau (analytiquement ou itérativement). On obtient une image des
sphères lissée par rapport au fantôme initial, du fait de la PSF. Comme on modélise
la PSF par une gaussienne, l’idée est alors de convoluer le fantôme initial avec des
gaussiennes de paramètres croissants, jusqu’à obtenir une image aussi lissée que celle
issue de la simulation.
Fantôme utilisé Nous avons donc créé un fantôme constitué de sphères chaudes
de diﬀérentes tailles (5, 10, 15, 20 et 25 mm), que nous avons utilisé comme entrée
d’une simulation ASIM, eﬀectuée avec les mêmes paramètres que pour les simulations
cerveau, mais sans l’étape de bruitage des cinétiques, qui n’inﬂue pas sur l’eﬀet de vo-
lume partiel mais dégrade le signal, rendant la comparaison avec le fantôme lissé plus
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Figure III.8 – Méthodes de détermination des paramètres de la PSF pour les acquisitions
réelles et les simulations Gate (a) et pour les simulations ASIM (b). Pour a), pour simplifier seul
un profil dans une seule dimension est représenté ; en réalité les profils dans les trois dimensions
sont tracés. Pour b), pour simplifier seule une coupe 2D du fantôme contenant les sphères est
représenté ; en réalité le fantôme est en 3D.
diﬃcile. La reconstruction a également été eﬀectuée avec les mêmes paramètres que
pour les images cerveau. On note cependant que lors d’une acquisition réelle, les ré-
gions entourant les régions chaudes ne sont pas d’activité nulle, mais d’activité faible.
Or ceci peut avoir une inﬂuence sur la PSF pour la reconstruction itérative [41]. Nous
avons alors répété la simulation avec un fantôme comportant les mêmes sphères, mais
entourées d’un fond de concentration d’activité 4 fois moindre que celle des sphères
(2500 Bq/cm3 vs 10000 Bq/cm3), ce qui reﬂète l’ordre de grandeur de l’écart entre
les concentrations d’activité dans la matière blanche et la matière grise 30 min après
une injection au 18F-FDG.
Remarque : Ce test consistant à mesurer la PSF dans un fond non nul a aussi
été eﬀectué pour les simulations Gate (point source dans un fond non nul), mais
les résultats obtenus n’étant pas cohérents (paramètres de la PSF très diﬀérents
dans les directions x et y par exemple), nous nous en sommes tenus pour ces
simulations à la méthode utilisée en routine pour les données réelles, c’est-à-dire
un fond non radioactif, quitte à sous-estimer la PSF. Une sous-estimation de
la PSF entraîne une sous-correction de l’EVP, ce qui est moins grave qu’une
sur-correction.
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Lissage du fantôme D’autre part, nous avons appliqué un ﬁltre gaussien de para-
mètres axial (en z) et transaxial (en x et en y) (σa, σt) au fantôme de sphères utilisé
comme entrée de la simulation, ce qui revient à le convoluer avec une PSF gaussienne
de paramètres (σa, σt). Nous avons fait varier les paramètres du ﬁltre pour trouver
quelles étaient leurs valeurs permettant de retrouver une image semblable à celle en
sortie de la simulation. Pour ce faire, nous avons déﬁni deux masques de segmentation,
l’un légèrement plus petit que les sphères (masque A), l’autre légèrement plus grand
(masque B). Nous avons ensuite comparé les deux images (image en sortie de simula-
tion et fantôme convolué avec une gaussienne) en termes de concentration d’activité
moyenne à l’intérieur du masque A et d’erreur quadratique moyenne à l’intérieur du
masque B. Pour les deux méthodes de reconstruction (analytique et itérative), les
résultats avec un fond non nul étaient cohérents. Comme attendu, les paramètres es-
timés pour la reconstruction analytique étaient les mêmes pour un fond d’activité nul
et non nul, tandis que ceux pour la reconstruction itérative étaient diﬀérents. Nous
avons donc choisi les paramètres correspondant au fond non nul, plus proche de la
réalité. Les paramètres de gaussienne permettant de retrouver la même concentration
moyenne étaient sensiblement les mêmes que ceux permettant de retrouver la même
erreur quadratique, nous en avons pris la moyenne comme paramètres d’entrée de
GTM20.
Valeur des paramètres des PSFs Les valeurs des paramètres mesurés pour les
diﬀérentes méthodes sont regroupées dans le tableau ci-dessous. Elles sont données en
mm ; la première valeur est celle du paramètre axial, suivi du paramètre transaxial.
À titre de comparaison, les valeurs pour les données réelles (§III.1.2) sont également
mentionnées. Pour les données réelles et les simulations Gate, les valeurs sont celles
obtenues pour un point source dans un fond nul ; pour les simulations ASIM il s’agit
des résultats pour le fantôme avec le fond non nul. Les valeurs utilisées pour ASIM
sont celles de la dernière ligne (moyenne des résultats pour les masques A et B).
reconstruction analytique reconstruction itérative
Données réelles (3.1 ; 2.9) (3.0 ; 2.8)
Gate (3.1 ; 2.8) (3.0 ; 2.8)
ASIM (masque A) (3.0 ; 3.0) (2.9 ; 3.2)
ASIM (masque B) (3.2 ; 2.9) (3.2 ; 3.1)
ASIM (moyenne A et B) (3.1 ; 2.95) (3.05 ; 3.15)
Remarque : Pour convertir ces valeurs d’écart-type de la PSF en largeur à
mi-hauteur (FWHM), il suﬃt de les multiplier par 2
√
2 ln 2 ≈ 2.35.
III.1.2. Images réelles
Nous avons pour ﬁnir comparé la validation sur données simulées au résultat de
IM-SIME sur des données réelles. Nous avions des données pour quatre sujets sains
comprenant pour chaque sujet une image TEP dynamique, une image IRM et des
prélèvements artériels.
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III.1.2.1. Description des données
Le protocole d’acquisition est décrit en [69]. Le découpage temporel de l’acquisition
TEP de 70 min a été de 1x20s, 10x10s, 2x30s ,2x150s et 6x300s, les deux dernières
frames étant plus tardives (environ 1500s entre l’avant-avant-dernière et l’avant-
dernière et 800s entre l’avant-dernière et la dernière). L’activité injectée moyenne
a été de 140 MBq. Les prélèvements artériels ont été eﬀectués à la main sur l’artère
radiale pendant l’acquisition, toutes les 10 s pendant les 2 premières minutes, toutes
les 30 s pour la troisième minute, puis à 4, 5, 7, 10, 15, 20, 30, 40, 50, 60 et 70
min. Un examen IRM-T1 a été eﬀectué pour chaque sujet. Les sinogrammes ont été
normalisés, corrigés des coïncidences fortuites et diﬀusées, du temps mort et de la
décroissance, comme des données cliniques, puis les images ont été reconstruites de
deux manières (analytique par 3DRP et itérative par FORE+OSEM2D).
La correction et la reconstruction des données réelles et simulées sont donc aussi
proches que possible.
III.1.2.2. Extraction des TTACs
III.1.2.2.a. Segmentation de l’IRM
L’IRM a été segmenté par la méthode développée dans notre groupe (voir §I.1.3.1.b),
en les mêmes structures que le fantôme des données simulées.
III.1.2.2.b. Recalage PET et IRM
Un recalage rigide par maximisation de l’information mutuelle a été eﬀectué par
une méthode développée dans notre institut, nommée AimsMIRegister [291].
III.1.2.2.c. Correction de l’EVP
La correction du volume partiel a été eﬀectuée par GTM20 (fournissant égale-
ment la variance due au bruit et la valeur de la correction de l’EVP appliquée pour
chaque frame de chaque TTAC), la PSF ayant été déterminée par la méthode indiquée
en III.1.1.3.c.
III.2. Validation sur les différentes données
III.2.1. Facteurs de mérite
Pour les tests d’amélioration de la méthode, les résultats étaient comparés en
termes de nombre de convergences et d’allure de la fonction d’entrée estimée, rapides
à calculer et donnant une idée grossière de la rapidité et de la qualité de la méthode.
Pour une validation plus approfondie, des facteurs de mérite plus précis ont été
étudiés. Il s’agit de facteurs de mérite concernant la forme de la fonction d’entrée
et d’un facteur de mérite concernant le cMRGlu. En eﬀet, l’estimation du cMRGlu
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est une des applications principales de l’estimation de la fonction d’entrée pour le
18F-FDG.
III.2.1.1. Facteurs de mérite de la forme de la fonction d’entrée
Les deux facteurs de mérite utilisés pour évaluer la forme de la fonction d’entrée :
l’erreur relative sur l’aire sous la courbe (RAUC pour "Relative error on the Area
Under the Curve") et l’aire relative entre les courbes (RABC pour "Relative error on









où AUC est l’aire sous la courbe estimée, AUCref est l’aire sous la courbe de ré-
férence (celle donnée en entrée de la simulation pour les données simulées et les
prélèvements artériels pour les données réelles) et ABC est l’aire absolue entre ces
deux courbes. Ces facteurs de mérite ont été calculés sur l’intervalle 0− 60 min ("to-
tal") et sur les trois intervalles correspondant aux trois parties de la fonction d’entrée :
pic (0− 2 min, "pic"), extraction du traceur par les organes (2− 10 min, "extrac") et
élimination (10− 60 min, "élim").
III.2.1.2. Facteur de mérite pour le cMRGlu
La facteur de mérite RcMRGlu (pour "relative error on cMRGlu") est déﬁni comme
la moyenne de l’erreur sur le cMRGlu relative au cMRGlu de référence sur toutes les
n structures utilisées par IM-SIME (le cervelet, les structures droite et gauche des
noyaux gris suivants : caudé, putamen, globus pallidus, thalamus et striatum ventral,









avec n = 15.
Même si l’estimation de la fonction d’entrée par SIME et IM-SIME produit égale-
ment une estimation des paramètres pharmacocinétiques des organes, ce qui permet
théoriquement un calcul direct du cMRGlu par l’éq. I.29, cette estimation est peu
précise. Cela a été montré dans [202] pour SIME et nous l’avons également constaté
pour IM-SIME. Les valeurs de cMRGlu ont donc été calculées en utilisant la méthode
de Patlak (voir §I.2.2.8.b), qui fournit Ki, puis en utilisant l’éq. I.30 qui fournit le
cMRGlu à partir de Ki. Le calcul du cMRGlu par l’éq. I.30 nécessite également la
concentration de glucose froid Cpf chez le patient ainsi que la lumped constant LC.
Cependant, comme le facteur de mérite étudié, RcMRGlu, est un ratio de valeurs de
cMRGlu et que Cpf et LC n’interviennent dans le calcul du cMRGlu par l’éq. I.30
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que comme des facteurs multiplicatifs, on peut prendre des valeurs arbitraires pour
Cpf et LC. La méthode de Patlak n’est théoriquement valable que pour des traceurs
pour lesquels k4 = 0, mais elle est très fréquemment utilisée pour le 18F-FDG, pour
lequel la valeur de k4 est faible. Le calcul du cMRGlu par la méthode qui vient d’être
décrite a été eﬀectuée au moyen du module "Kinetic" du logiciel PMOD, largement
utilisé dans le domaine [292].
Pour les données réelles, les valeurs des cMRGluref,r ont été obtenues à partir de
la fonction d’entrée de référence (prélèvements sanguins) et des TTACs extraites des
images PET reconstruites, comme c’est l’usage [69, 70, 202, 224]. Par cohérence, la
même méthode de calcul des cMRGluref,r a été utilisée pour les simulations : les
TTACs utilisées ont été les TTACs simulées.
III.2.2. Implémentation de SIME
L’utilisation de données simulées pour la validation de la méthode permet de com-
parer les résultats de IM-SIME à la "vérité" : la fonction d’entrée fournie en entrée
des simulations. Il est également intéressant de comparer les résultats de SIME avec
cette vérité, aﬁn de pouvoir ensuite comparer la qualité des résultats de SIME et IM-
SIME et voir si et en quoi IM-SIME améliore réellement SIME. Pour cela, nous avons
également implémenté SIME en C++. Nous avons essayé de reproduire la version de
SIME la plus complète et la plus aboutie à partir des articles originaux [115,202,257].
Pour valider notre implémentation, nous avons essayé de reproduire les résultats du
premier article [115], qui utilise des données simulées. Cependant, de nombreuses
informations étaient manquantes dans cet article. En particulier, la nature exacte
du minimiseur utilisé, ses paramètres (comme le critère pour considérer que le mi-
nimiseur a réussi une minimisation), les bornes des paramètres à estimer (fonction
d’entrée et organes), l’initialisation de ces paramètres... Le délai τ semble ne pas être
simulé ni estimé. Malgré nos essais pour tenter de retrouver tous ces paramètres,
nous ne sommes pas parvenus aux mêmes résultats que ceux publiés dans l’article
(l’auteur a été contacté mais n’a pas répondu). Nous avons donc implémenté SIME
de la manière qui nous a semblé la plus cohérente dans le but de la comparer avec
IM-SIME. Notre implémentation consiste en une estimation semblable à IM-SIME
mais avec un unique run réussi, le résultat de ce run étant choisi comme résultat pour
SIME.
Pour les images simulées, les TTACs fournies en entrée de SIME sont les TTACs
correspondant au cervelet et aux structures droite et gauche de la matière blanche et
de la matière grise. Ce sont les TTACs des plus grosses structures du cerveau qu’on
peut supposer homogènes. Pour les cinétiques simples bruitées, on fournit toutes les
16 TTACs du jeu de cinétiques. Les jeux de trois TTACs sont ensuite construits
et triés comme dans IM-SIME. Puis l’estimation s’arrête dès qu’un run réussit et
la fonction d’entrée ﬁnale de SIME est la fonction d’entrée estimée par ce run. Les
résultats obtenus par notre implémentation de SIME sont comparables à ceux pré-
sentés dans [128] pour des données 18F-FDG, ce qui justiﬁe la pertinence de notre
implémentation (la fonction d’entrée estimée dans [128] avec SIME pour un sujet réel
149
Figure III.9 – Résultat de l’article d’Ogden et al. [128] pour l’estimation de la fonction
d’entrée pour un examen réel cerveau homme au 18F-FDG par la méthode SIME (en pointillés).
Source : [128]
Voir en bas a` droite de
la fig. 3 p 822 de [128]
est montrée en ﬁg. III.9 ; elle est à comparer avec nos estimations SIME sur sujets
réels montrées en ﬁg. III.16).
III.2.3. Cinétiques simples : étude de la sensibilité de IM-SIME
au bruit et comparaison de méthodes
Les cinétiques simples ont été utilisées pour étudier le comportement de IM-SIME
face au bruit et pour eﬀectuer des tests d’amélioration de la méthode, dont certains
sont présentés au chapitre II.
Nous présentons ici des résultats sur le comportement face au bruit ainsi que des
comparaisons entre IM-SIME et des méthodes proposées auparavant (SIME, avec et
sans prélèvement sanguin).
Pour produire ces résultats, chacun des 96 jeux de cinétiques a été utilisé à tour
de rôle comme donnée d’entrée de IM-SIME. Une fonction d’entrée estimée a été
produite par IM-SIME à chaque fois. Cette étude a été faite lors des recherches sur le
nombre d’organes par jeu à utiliser dans IM-SIME ; elle est eﬀectuée avec nOPJ = 3
à 8 (schéma de base, voir II.4.3.1), avec un seul run par jeu et avec un prélèvement
à 70 min.
III.2.3.1. Exemples de fonctions d’entrée estimées
Nous montrons en ﬁg. III.10 un échantillon des résultats obtenus par IM-SIME sur
les 96 jeux : le résultat sur le jeu le moins bruité (buit quasi nul), le résultat sur le jeu
le bruit bruité (16% de bruit), et le résultat sur le jeu le moins bien estimé en termes
de |RAUC|, correspondant à 8% de bruit. On voit que l’estimation est parfaite sans
bruit, et que ce n’est pas forcément le jeu le plus bruité qui fournit la moins bonne
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estimation. La queue de la courbe est souvent la partie la mieux estimée, au moins
en partie grâce au prélèvement fourni (elle peut en eﬀet être très fausse lorsqu’on ne
fournit pas de prélèvement).
III.2.3.2. RAUC
Au moyen des cinétiques simples bruitées, nous avons étudié l’inﬂuence de l’aug-
mentation du niveau de bruit sur le comportement de la méthode, à travers la valeur
absolue du facteur de mérite RAUC calculé sur l’intervalle [0; 70] min.
Nous avons également comparé IM-SIME à SIME. Les résultats de SIME étant
très variables, nous avons eﬀectué 100 estimations SIME et avons pris la moyenne
des paramètres (notation : SIME_100).
Nous avons de plus observé l’impact sur |RAUC| de la levée de l’indétermination via
la ﬁxation des fractions vasculaires au lieu de l’utilisation d’un prélèvement sanguin.
Résultats et discussion
Les résultats sont montrés en ﬁg. III.11.
Sensibilité de IM-SIME au bruit
Concernant IM-SIME avec un prélèvement (losanges bleus sur la ﬁg. III.11a), on
n’observe pas de dépendance très marquée de la valeur absolue de RAUC au bruit.
Il est diﬃcile de comparer ces niveaux de bruit simulés avec le bruit de données
réelles, du fait entre autres de la présence d’EVP dans les données réelles. Cepen-
dant, lorsqu’on compare les TTACs extraites des données réelles (après correction du
volume partiel) aux cinétiques bruitées simulées, on observe que les cinétiques dont
les TTACs réelles ont l’allure la plus proche sont celles simulées avec 5% de bruit.
Pour ces cinétiques avec 5% de bruit, on obtient une |RAUC| de moins de 20%. Cette
valeur est élevée par rapport à la littérature, où on trouve des |RAUC| inférieures
ou égales à 10% [138, 183, 224]. Mais, encore une fois, il est diﬃcile de comparer ces
données simulées à des données réelles ; elles permettent essentiellement d’étudier le
comportement de la méthode face à l’augmentation du niveau de bruit.
Comparaison de méthodes
Avec ces données simulées simples, nous avons également pu comparer les résultats
de SIME et de IM-SIME (ﬁg. III.11 a). SIME ne se montre pas beaucoup plus sensible
au bruit que IM-SIME. En revanche, si elle fournit parfois de très bons résultats en
termes de |RAUC| (|RAUC| proche de 0), elle en fournit parfois également de très
mauvais (comme les deux points en dehors du graphique). SIME fournit ainsi des
résultats beaucoup plus variables que IM-SIME (carré du coeﬃcient de corrélation
linéaireR2 entre |RAUC| et le bruit cinq fois moindre pour SIME que pour IM-SIME).
En comparant les ﬁg. III.11a et III.11b, on remarque que la ﬁxation des fractions
vasculaires au lieu de l’utilisation d’un prélèvement sanguin rend SIME et IM-SIME
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Figure III.10 – Résultat pour le jeu le moins bruité (<1% de bruit), en haut, le jeu le plus
bruité (16% de bruit), en bas, et le jeu le moins bien estimé en termes de |RAUC| (8% de bruit),
au milieu. En noir, la fonction d’entrée de référence (donnée en entrée de la simulation) ; en
rouge, la fonction d’entrée estimée. À gauche, échelle de temps linéaire ; à droite, échelle de
temps logarithmique, afin de mieux voir le pic.
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Figure III.11 – |RAUC| pour SIME_100 et IM-SIME en utilisant un prélèvement sanguin (a)
ou en fixant les fraction vasculaires (b), pour différents niveaux de bruit. Un point correspond
au résultat sur un jeu de TTACs bruitées. Sur la figure a, deux points n’ont pas été représentés
pour SIME car ils sortaient du graphique ((5% ;339%) et (14% ;258%)).
a b
beaucoup moins ﬁables : certaines estimations donnent de bons résultats (|RAUC|
proche de 0), mais beaucoup plus d’estimations produisent des |RAUC| entre 20% et
30% pour IM-SIME. On remarque ici encore que SIME a des résultats plus variables
que IM-SIME (R2 quatre fois moindre pour SIME que pour IM-SIME).
On note également une dépendance des résultats de IM-SIME au bruit pour ces
estimations sans prélèvement, avec une augmentation de 20% à 60% (en valeur ab-
solue) des valeurs maximales de |RAUC| pour IM-SIME lorsque le bruit varie de 0%
à 16% (exception faite d’un point correspondant à un bruit très faible mais à une
|RAUC| de 54%).
III.2.3.3. Variation des valeurs des paramètres estimés en présence de bruit
Pour tâcher de mieux comprendre l’eﬀet du bruit sur IM-SIME, on s’intéresse en-
suite à l’eﬀet de l’augmentation du bruit sur les valeurs des paramètres de la fonction
d’entrée estimés par IM-SIME. Pour cela, on reprend les estimations eﬀectuées avec
IM-SIME (à l’aide d’un prélèvement) déjà été utilisées dans la ﬁg. III.11a, mais on
s’intéresse cette fois-ci aux valeurs des paramètres à la ﬁn de la première itération
(aﬁn qu’aucun paramètre en soit encore ﬁxé). On trace alors les graphiques de ces
valeurs estimées de chaque paramètre en fonction du niveau de bruit dans le jeu de
cinétiques.
Résultats et discussion
Les résultats sont présentés en ﬁg. III.12. Les observations sont diﬀérentes selon les
paramètres. Pour A0, A1, A2, λ1 et λ2, on n’observe pas de tendance nette d’évolution
de l’erreur sur l’estimation des paramètres estimés en fonction du bruit. On note tout
de même que pour les bruits les plus faibles (0% à 3% environ), l’erreur reste contenue
dans un intervalle plus restreint que pour le reste de la courbe.
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Figure III.12 – Erreurs relatives sur les estimations des valeurs des paramètres de la fonction
d’entrée ( pestim−prefpref ) en fonction du bruit dans le jeu de cinétiques. Un point correspond au
résultat sur un jeu de TTACs bruitées.
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En ce qui concerne τ et λ0, on observe une nette augmentation de l’erreur avec
le bruit. Pour τ , cette erreur reste très faible (inférieure à 4% en valeur absolue). Il
est à noter que pour ces estimations, la valeur approximative de τ fournie en entrée
à IM-SIME (cf §II.2.4.1.a) correspondait à sa vraie valeur. On observe cependant
que τ est toujours bien estimé, même lorsqu’on eﬀectue des estimations avec des
valeurs "vraies" de τ raisonnablement diﬀérentes de la valeur approximative fournie
en entrée. Pour λ0, l’impact de l’erreur a été discuté en II.3.3.1.b.
L’estimation est non biaisée pour 4 paramètres : la moyenne des erreurs est infé-
rieure à 1% pour τ , λ0, A2 et λ2. Pour A0, la moyenne est à 8%, tandis que pour
A1 et λ1 elle est respectivement de 23% et de 12%. Ces trois paramètres sont donc
en moyenne un peu surestimés. Ceci n’est pas dû à quelques valeurs aberrantes car
les médianes des erreurs pour ces trois paramètres sont respectivement de 4%, 15%
et 8%. Ces trois paramètres correspondent à la hauteur du pic et à l’intervalle d’ex-
traction par les organes. On remarque sur les deux jeux de données bruitées de la
ﬁg. III.10 (deuxième et troisième jeu) qu’eﬀectivement la courbe est surestimée sur
l’intervalle d’extraction par les organes pour les deux jeux (A1 et λ1, correspondant
à cet intervalle, sont les paramètres les plus biaisés) et que la hauteur du pic est
surestimée pour un jeu (hauteur fournie par A0).
III.2.3.4. Conclusion
L’étude de |RAUC| pour les cinétiques bruitées nous permet de conclure que IM-
SIME est relativement peu sensible à l’augmentation du niveau de bruit. L’étude sur
les paramètres le conﬁrme. Elle montre aussi que l’estimation des paramètres (lors
de la première itération) est assez peu biaisée, les paramètres les plus biaisés corres-
pondant à la hauteur du pic et à l’intervalle d’extraction par les organes. L’étude
de |RAUC| montre aussi une meilleure performance de IM-SIME que de SIME (va-
riabilité moindre) et conforte notre choix d’utiliser un prélèvement sanguin durant
l’estimation.
Remarque : Nous avons étudié ici la variabilité des méthodes d’estimation en
comparant leurs résultats sur diﬀérents jeux de cinétiques simulés avec la même
fonction d’entrée. Dans la suite (§III.2.4.2) nous étudierons leur variabilité en
lançant plusieurs fois la même estimation sur un même jeu de cinétiques (extrait
d’une image simulée) et en comparant les résultats de ces estimations.
Il est important de noter que ce modèle de cinétiques bruitées est très simpliﬁé,
d’autant plus que les cinétiques sont simulées avec le même modèle de bruit que
celui qui est ensuite utilisé pour calculer leur niveau de bruit, fourni en entrée de
IM-SIME. Une modélisation plus réaliste est donc désirable : c’est ce que nous avons
fait avec les simulations d’images.
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III.2.4. Images simulées avec ASIM et reconstruites
analytiquement
Diﬀérentes TTACs extraites d’images simulées et reconstruites analytiquement ont
été étudiées, depuis des cas simples jusqu’à des cas plus compliqués destinés à tester
la robustesse de la méthode. Les résultats pour les facteurs de mérite déﬁnis en III.2.1
sont donnés dans le tableau III.1.
Les écarts-types de RAUC et RABC ont été supposés par simplicité égaux quelles
que soit les TTACs utilisées à ceux mesurés pour les données de référence (voir
§III.2.4.2). Deux valeurs de RAUC (resp. RABC) ont été par conséquent comparées
en termes de diﬀérence des deux valeurs divisée par l’écart-type (SD pour "standard
deviation") correspondant. Le test de Student bilatéral avec des valeurs appariées a
été utilisé pour déterminer si les écarts sont signiﬁcatifs.
III.2.4.1. Données "de référence"
Les TTACs les plus simples, appelées dans la suite "données de référence", sont
extraites d’une image simulée avec la fonction d’entrée paramétrique (la plus simple,
telle que le modèle) et le découpage temporel réel. Il s’agit de la première des images
simulées avec ASIM énumérées dans III.1.1.3.b. La segmentation de l’IRM et le re-
calage sont eﬀectués de manière parfaite, comme indiqué en III.1.1.3.c. Les valeurs
de la PSF utilisées dans GTM20 sont celles qui ont été déterminées de la manière
détaillée en III.1.1.3.c.
La ﬁg. III.13 montre le résultat d’une estimation de la fonction d’entrée par IM-
SIME avec les données de référence. On observe une estimation de bonne qualité,
surtout au niveau de la queue de la fonction d’entrée. Les facteurs de mérite, donnés à
la première ligne du tableau III.1 (présentant les résultats sous la forme moyenne±SD
sur 25 estimations, voir §III.2.4.2), sont également bons pour la queue (élimination
du traceur), ce qui entraîne de bonnes valeurs pour l’intervalle total.
III.2.4.2. Comparaison avec SIME et sensibilité à l’initialisation
Nous avons eﬀectué 25 estimations IM-SIME et 25 estimations SIME sur les don-
nées de référence. Ces estimations diﬀéraient uniquement par les valeurs initiales des
paramètres. Comme les deux méthodes sont déterministes excepté pour l’initialisa-
tion, ceci permet de comparer la sensibilité à l’initialisation des deux méthodes.
Les fonctions d’entrée obtenues sont présentées en ﬁg. III.14. On observe sur le
graphique que la variabilité des résultats de IM-SIME est bien plus faible que celle
de SIME. De plus, SIME sous-estime beaucoup le pic de la fonction d’entrée, tandis
que IM-SIME sous-estime légèrement le pic et surestime la fonction d’entrée dans
l’intervalle correspondant à l’extraction par les organes. Les intervalles sur lesquels la
courbe est la moins bien estimée sont donc les mêmes que pour les cinétiques simples
simulées. En revanche, si A1 est systématiquement sur-estimé, λ1 est systématique-
ment sous-estimé et A0 est sous-estimé dans les 2/3 des cas. λ0 est systématiquement
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Tableau III.1 – Simulations ASIM reconstruites analytiquement. Résultats de l’estimation
de la fonction d’entrée en termes de RAUC, RABC et RcMRGlu, pour les intervalles de temps
total (tot.), l’intervalle du pic, l’intervalle correspondant à l’extraction par les organes (ex-




type d’erreur conﬁg. tot. pic extrac. élim. tot. pic extrac. élim.
Données
IM-SIME
0.7% -8.2% 13.3% -1.4% 6.3% 9.5% 13.3% 2.3% 4.4%
de réf. ±0.6% ±2.4% ±1.7% ±0.6% ±0.7% ±2.4% ±1.7%±0.3% ±1.3%
(moy.±SD)
SIME
-5.5% -49.1% -4.1% 8.6% 20.5% 49.1% 20.9% 10.8% 28.3%
±11.4%±11.1%±18.7%±8.6% ±3.2%±11.1%±6.8%±7.1% ±11.6%








-15.9% -16.8% -24.1% -13.4% 16.6% 22.1% 24.1% 13.4% 4.0%
segmentation
2% -4.2% -25.8% 5.1% -0.7% 7.3% 25.8% 5.8% 1.7% 3.6%
6% -5.2% -25.4% 3.0% -1.7% 7.1% 25.5% 4.0% 2.2% 4.7%
IM-SIME
12% -4.6% -23.4% 2.6% -1.1% 6.4% 23.6% 3.6% 1.7% 4.7%
réelle -25.2% -41.7% -43.7% -12.1% 25.8% 41.7% 43.7% 13.2% 4.9%
recalage
invisible 2.6% -8.8% 18.9% -0.1% 7.6% 10.4% 18.9% 2.1% 3.5%
visible 1.4% -10.7% 16.3% -0.4% 7.4% 11.4% 16.3% 2.4% 4.2%
IM-SIME
grande -2.4% -26.0% 11.8% -0.1% 9.3% 26.0% 11.8% 2.7% 7.4%
réel 1.5% -12.2% 17.6% -0.4% 7.9% 13.6% 17.6% 2.0% 3.5%
EVP
cinétiques moy. -3.5% -32.0% 14.7% -1.3% 11.2% 32.2% 14.7% 2.6% 4.3%
PSF sous-estim. -1.1% -12.0% 7.6% -1.0% 5.4% 12.6% 7.7% 2.0% 4.1%
IM-SIME PSF sur-estim. -2.2% -18.6% 10.6% -1.9% 7.6% 18.8% 10.6% 2.6% 5.4%
prélèvements IM-SIME 10.2% 0.9% 24.6% 7.6% 11.1% 5.3% 24.6% 7.6% 14.2%
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Figure III.13 – Résultat de l’estimation de la fonction d’entrée avec les données de référence.
En noir, la fonction d’entrée de référence (donnée en entrée de la simulation) ; en gris, la fonction
d’entrée estimée. À gauche, échelle de temps linéaire ; à droite, échelle de temps logarithmique.
sur-estimé.
Ces estimations permettent de plus de comparer SIME et IM-SIME avec les fac-
teurs de mérite sous la forme (moyenne ± écart-type) (cf tableau III.1), ce qui est plus
pertinent qu’une seule estimation particulièrement dans le cas de la méthode SIME,
dont on a vu qu’elle fournit des résultats beaucoup plus variables que IM-SIME.
Tous les facteurs de mérite sur la forme de la fonction d’entrée sont plus proche de
0 de manière signiﬁcative en utilisant IM-SIME qu’en utilisant SIME (p < 10−5),
sauf pour RAUC pour l’intervalle correspondant à l’extraction par les organes. Les
écarts-types des facteurs de mérite sur la forme de la fonction d’entrée sont d’un
ordre de grandeur plus petits pour IM-SIME que pour SIME.
RCMRglu est signiﬁcativement plus bas (p < 10−16) en utilisant IM-SIME qu’en
utilisant SIME.
Ainsi, IM-SIME réduit la sensibilité à l’initialisation et accroît la précision de
l’estimation. Le pic est cependant souvent sous-estimé, bien que moins qu’avec SIME.
Vu les résultats, dans la suite nous avons seulement eﬀectué des estimations avec
IM-SIME (sauf pour les données réelles, voir §III.2.8.1). Nous avons de plus eﬀectué
dans la suite une seule estimation IM-SIME par jeu de TTACs testé (sauf quand
précisé), pour des raisons de temps. Les écart-types faibles sur les données simulées
et la cohérence des résultats sur des TTACs proches (diﬀérant par exemple seulement
par le type de reconstruction) nous ont confortés dans la pertinence de ce choix.
III.2.4.3. Utilité d’un découpage temporel serré
Les TTACs utilisées dans cette section sont les mêmes que les données de référence,
sauf que le découpage temporel utilisé est le découpage temporel serré (on utilise alors
la deuxième des images simulées avec ASIM énumérées dans III.1.1.3.b). Le but de
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Figure III.14 – Résultats de l’estimation de la fonction d’entrée avec les données de référence
pour IM-SIME (en haut) et SIME (en bas). En noir, la fonction d’entrée de référence (donnée
en entrée de la simulation) ; en gris, les fonctions d’entrée estimées. À gauche, échelle de temps
linéaire ; à droite, échelle de temps logarithmique.
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cette étude est de déterminer si un découpage temporel serré permet une meilleure
estimation du pic.
D’après les résultats montrés dans le tableau III.1, l’utilisation du découpage tem-
porel serré semble au contraire dégrader l’estimation du pic, mais améliorer la qualité
de la fonction d’entrée estimée dans les intervalles d’extraction et d’élimination du
traceur et réduire le RcMRGlu.
La dégradation du pic est peut-être due à un bruit plus important dans des frames
plus courtes. Quant à l’amélioration du RcMRGlu, elle repose peut-être sur le fait
que les frames de la queue de la FE étaient plus nombreuses qu’avec le découpage
temporel réel et assez longues pour assurer un niveau de bruit faible – or pour le
18F-FDG, comme pour tous les traceurs dont la fonction d’entrée décroît lentement,
le calcul du cMRGlu par la méthode de Patlak dépend essentiellement de l’aire sous
la queue de la courbe. L’aire sous le pic est en eﬀet alors négligeable par rapport
à l’aire sous la queue de la courbe - de plus, la méhode de Patlak n’utilise pas les
premières frames pour le calcul du cMRGlu.
Remarque : Lorsqu’on compare des résultats en termes de RAUC, il est ainsi
important de bien les comparer sur le même intervalle. La queue de la courbe
étant généralement la mieux estimée, plus l’intervalle est long, plus le RAUC
est faible. La premier article sur SIME [115] présentait en particulier des AUC
calculées sur 120 min. Nous présentons des résultats sur 60 ou 70 min, durée
des examens réels. Ceci peut expliquer en partie les meilleurs résultats obtenus
pour SIME dans [115] par rapport à ceux présentés ici (mais lorsque nous avons
comparé les résultats de nos essais d’implémentation de SIME avec les résultats
de cet article, nous l’avons bien fait sur le même intervalle de 120 min).
III.2.4.4. Étude de la robustesse de la méthode
La robustesse de IM-SIME a ensuite été étudiée vis-à-vis de diﬀérentes sources
de perturbation potentielles dans les TTACs. Nous avons étudié indépendamment
chaque source de perturbation, en partant des données de référence et en introduisant
à chaque fois une seule source de perturbation. Les résultats des estimations à partir
des TTACs perturbées sont comparés aux résultats pour les données de référence.
Les perturbations étudiées sont :
a) une fonction d’entrée non comme le modèle ;
b) des erreurs dans la segmentation de l’IRM ;
c) des erreurs dans le recalage IRM-TEP ;
d) des erreurs dans la correction de l’EVP ;
e) des erreurs dans la valeur du prélèvement sanguin fourni en entrée de IM-SIME.
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III.2.4.4.a. Impact d’une fonction d’entrée non comme le modèle
TTACs étudiées
Pour cette étude, des estimations ont été eﬀectuées à partir de TTACs extraites
d’images simulées avec des fonctions d’entrée de complexité croissante, remplaçant
la fonction d’entrée paramétrique des données de référence : d’abord avec la fonction
d’entrée réaliste sans rebond, puis avec la fonction d’entrée réelle avec rebond (voir
§III.1.1.3.a). Comme indiqué ci-dessus, tout le reste de la simulation des TTACs était
semblable à la simulation des données de référence. Les images utilisées sont les deux
dernières images simulées avec ASIM énumérées dans III.1.1.3.b.
Résultats
Rappel : résultats dans le tableau III.1.
Les RABC obtenus pour la fonction d’entrée réaliste sans rebond sont plus grands
que ceux obtenus pour la fonction d’entrée paramétrique, tandis que les RAUC sont
comparables. Lorsqu’on utilise la fonction d’entrée réelle avec rebond, les deux fac-
teurs de mérite sur la forme de la fonction d’entrée sont dégradés de manière notable.
Aucune diﬀérence signiﬁcative n’a été notée entre les RcMRGlu obtenus avec les trois
fonctions d’entrée.
III.2.4.4.b. Impact d’erreurs de segmentation
TTACs étudiées
Pour les données de référence, la segmentation est parfaite : le masque de segmen-
tation est égal au fantôme de labels fourni en entrée de la simulation. Nous avons
étudié l’impact de l’introduction d’erreurs de segmentation en changeant, dans le
masque de segmentation, le label de patchs de 5 à 20 voxels situés le long d’une
bordure entre deux structures, comme dans [67]. Trois simulations ont été eﬀectuées
avec des niveaux d’erreurs croissants : 2%, 6% et 12% du volume du cerveau.
Nous avons également étudié l’impact de l’utilisation de la méthode de segmenta-
tion employée pour les données réelles (voir §III.1.2.2.a).
Résultats
Rappel : résultats dans le tableau III.1.
L’introduction d’erreurs de segmentation artiﬁcielles abaisse la qualité de la fonc-
tion d’entrée estimée en termes de RAUC pour le pic, ce qui aﬀecte le RAUC total.
Les diﬀérences de RAUC avec les données de références varient de 6.2 SD à 7.2 SD
selon les intervalles. Cependant, l’augmentation du niveau d’erreur n’a pas d’impact
visible sur le RAUC. Pour le RABC du pic, des résultats similaires sont obtenus.
Pour la segmentation telle que pour les données réelles, les diﬀérences de RAUC
et RABC avec les données de référence sont élevées (de 13.7 SD à 42.2 SD). Ceci
incite à penser que la segmentation utilisée pour les données réelles introduit des
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artefacts perturbant l’estimation de la fonction d’entrée, que nous n’avons pas réussi
à modéliser au moyen des patchs de voxels.
Le RcMRGlu reste cependant bas dans les quatre cas.
III.2.4.4.c. Impact d’erreurs de recalage
TTACs étudiées
Pour les données de référence, le recalage est parfait : le ﬁchier de recalage est cal-
culé analytiquement. Trois cas d’erreurs de recalage ont été simulés : une translation
de 0.25 mm dans les trois directions de l’espace (invisible à un observateur humain),
une translation de 1.2125 mm (un demi-voxel) dans les trois directions (visible) et une
translation de 2.425 mm (un voxel) dans les trois directions de l’espace ("grande").
Nous avons également étudié l’impact de l’utilisation de la méthode de recalage
employée pour les données réelles (voir §III.1.2.2.b).
Résultats
Rappel : résultats dans le tableau III.1.
Erreurs de translation
En termes de RAUC, l’augmentation de l’erreur de recalage s’accompagne d’une
dégradation de la fonction d’entrée estimée uniquement pour le pic.
Cependant, en termes de RABC, la dégradation de la fonction d’entrée est visible
non seulement pour le pic (diﬀérences de RAUC de 0.4 à 7 SDpic) mais aussi pour
l’intervalle total (diﬀérences de RABC variant de 1.5 à 4.4 SDtot). Sur ces deux
intervalles, la dégradation est sensiblement plus grande pour la grande erreur de
recalage que pour la visible et l’invisible.
Le RcMRGlu augmente uniquement dans le cas de la grande erreur de recalage.
Méthode usuellement employée pour les données réelles
La dégradation de la fonction d’entrée lors de l’utilisation de la méthode de recalage
des données réelles est raisonnablement faible sur l’intervalle total, le pic et l’intervalle
correspondant à l’extraction par les organes (diﬀérences de RABC variant de -0.9 à 2.3
SD). Aucune dégradation n’est notée dans l’intervalle correspondant à l’élimination
du traceur. Le RcMRGlu reste bas.
III.2.4.4.d. Impact d’erreurs dans la correction de l’EVP
TTACs étudiées
Sans correction de l’EVP
Une estimation a été eﬀectuée sans correction de volume partiel, en utilisant comme
TTACs les cinétiques moyennes dans les ROIs de l’image non corrigée de l’EVP.
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Erreurs sur la PSF
Dans le tableau §III.1.1.3.c, on observe des diﬀérences de l’ordre de 10% sur les
paramètres σa et σt suivant les méthodes d’estimation de la PSF pour ASIM (A
ou B). De plus, la PSF n’est en réalité pas uniforme dans le FOV. Un article [24]
montre que les deux composantes de la PSF varient de moins de 20% par rapport
aux paramètres au centre du FOV, lorsqu’on reste à moins de 10 cm du centre du
FOV (taille d’un cerveau).
Nous avons alors simulé des erreurs de 20% sur les paramètres de la PSF utilisée
par GTM20. Deux estimations ont été réalisées : une avec une surestimation de 20%
par rapport à la valeur mesurée et une avec une sous-estimation de 20% par rapport
à la valeur mesurée.
Résultats
Rappel : résultats dans le tableau III.1.
Sans correction de l’EVP
Impact sur les TTACs La ﬁg. III.15 montre les diﬀérences relatives entre les TTACs
fournies en entrée de IM-SIME (avec et sans correction de l’EVP) et celles injectées
dans l’image de labels (les "vraies" TTACs). On observe que la correction de l’EVP
réduit considérablement l’erreur commise sur l’estimation des TTACs en sortie de
simulation, d’un facteur moyen de 100 pour la matière blanche à la ﬁn de l’acquisition
et d’un facteur 16 pour la valeur minimale des TTACs à la ﬁn de l’acquisition.
Impact sur l’estimation de la FE et du cMRGlu Une non-correction de l’EVP dé-
grade la qualité de l’estimation de la FE en termes de RAUC et RABC. La diﬀérence
de RAUC avec les données de référence est de 9.7 SDpic pour le pic et de 7.1 SDtot
sur l’intervalle total. La diﬀérence est de moins d’1 SD pour les autres intervalles. Le
RcMRGlu change peu que l’EVP soit corrigé ou pas.
Erreurs sur la PSF
On observe une dégradation globale de fonction d’entrée uniquement lorsque la
PSF est sur-estimée. Pour la sous-estimation comme pour la sur-estimation de la
PSF, le pic est plus sous-estimé que pour les données de référence (de 1.6 SDpic pour
la sous-estimation de la PSF et de 4.3 SDpic pour la sur-estimation de la PSF, en
termes de RAUC). Cependant, la fonction d’entrée est moins sur-estimée que pour
les données de référence sur l’intervalle d’extraction par les organes (de 3.6 SDextrac.
pour la sous-estimation de la PSF et de 1.8 SDextrac. pour la sur-estimation de la
PSF). Le RcMRGlu reste faible.
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Figure III.15 – Différences relatives entre TTACs fournies en entrée de IM-SIME (avec et
sans correction de l’EVP) et celles fournies en entrée de la simulation (les "vraies" TTACs), en
fonction du temps. La surface entre les valeurs minimale et maximale pour les TTACs de tous
les organes est colorée en gris pour les TTACs corrigées du volume partiel. La surface entre
les valeurs minimale et maximale pour les TTACs de tous les organes sauf la matière blanche
est hachurée pour les TTACs non corrigées de l’EVP (cinétiques moyennes). Pour t < 2 min,
les différences relatives peuvent atteindre ±300% (en dehors du graphique). Les TTACs de la
matière blanche ne sont pas montrées pour les cinétiques non corrigées car elles sortent du
graphique (différence relative de 1000% à la fin de l’acquisition).
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III.2.4.4.e. Impact d’erreurs sur la mesure de l’activité des pré-
lèvements sanguins utilisés pour l’estimation
TTACs étudiées
Diverses causes d’erreurs sur les prélèvements sanguins sont possibles (voir §I.3.2) ;
on peut voir sur la ﬁg. III.16 que les prélèvements pour les quatre sujets réels ne
forment pas une courbe lisse. A titre d’exemple, en supposant une approximation
linéaire sur la ﬁn de la courbe, l’erreur sur prélèvement à 60 min par rapport à la
droite formée par les prélèvements à 50 min et 70 min est dans l’ordre de 12%, 14%,
10% et 7% pour les quatre sujets réels. Nous avons choisi d’étudier l’impact d’une sur-
estimation de 10% de la concentration d’activité des prélèvements sanguins utilisés
pour l’estimation.
Résultats
Rappel : résultats dans le tableau III.1.
Une sur-estimation de la concentration d’activité des prélèvements dégrade globa-
lement la fonction d’entrée mais améliore l’estimation du pic. Cette amélioration est
artiﬁcielle : la surestimation de la concentration d’activité des prélèvements rehausse
la courbe entière et en particulier le pic, qu’IM-SIME a tendance à sous-estimer.
L’impact d’une sur-estimation de la concentration d’activité des prélèvements est
plus grand pour l’intervalle d’élimination (10.8 SDélim. en termes de RAUC) que
pour l’intervalle d’extraction par les organes (6.5 SDextrac.). L’impact est également
grand sur le RcMRGlu.
III.2.4.4.f. Discussion et conclusion sur les perturbations
Nous allons essentiellement commenter le comportement de IM-SIME face aux
diverses perturbations en termes de cMRGlu, un des buts principaux de l’estimation
de la fonction d’entrée avec le 18F-FDG. Diﬀérentes causes de perturbations ont été
testées pour IM-SIME. La méthode se montre résistante aux diﬀérences entre la
forme de la fonction d’entrée estimée (paramétrique) et celle de la FE réellement
en entrée des simulations en ce qui concerne d’estimation du cMRGlu, malgré une
augmentation visible du RABC. Ceci peut être dû au fait que l’erreur dans l’aire sous
la courbe au niveau de l’intervalle d’élimination, qui est la partie la mieux estimée, est
assez faible – certainement grâce au prélèvement sanguin donné. Un article rapporte
ainsi un exemple où une erreur de 23.3% sur la hauteur du pic cause une variation
de moins de 0.1% sur l’estimation du cMRGlu [70]. En revanche, une étude avec un
autre traceur montre qu’une erreur de 10% sur la hauteur du pic induit une erreur
de 10% à 25% sur l’estimation de k1 (l’erreur est d’autant plus grande que Vb est
grand) [293].
L’estimation du cMRGlu par IM-SIME est également robuste aux erreurs de seg-
mentation et de recalage introduites artiﬁciellement, ainsi que vis-à-vis de l’utilisation
des mêmes méthodes de segmentation et de recalage que pour les données réelles.
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Au sujet de l’EVP, l’absence de correction dégrade les TTACs et l’estimation du
pic de la fonction d’entrée, mais pas le RcMRGlu – toujours parce que c’est essen-
tiellement la queue de la fonction d’entrée qui compte pour le calcul du cMRGlu.
Cependant, la correction de l’EVP est cruciale pour l’obtention de TTACs précises
aﬁn de calculer le cMRGlu et les paramètres d’organes avec une erreur due aux er-
reurs sur les TTACs la plus faible possible. Pour rappel, le RcMRGlu est calculé en
utilisant seulement les TTACs extraites des images TEP reconstruites, c.-à-d. ici non
corrigées de l’EVP, et n’est donc pas approprié pour estimer l’impact d’erreurs dans
les TTACs sur l’estimation du cMRGlu.
La méthode IM-SIME est résistante à une erreur de 20% sur l’estimation de la PSF,
mais la même remarque peut être faite : une erreur sur la PSF induit probablement
une erreur de cMRGlu à cause d’une sur-estimation ou d’une sous-estimation des
TTACs.
IM-SIME s’avère cependant sensible à une erreur de 10% sur la concentration
d’activité des prélèvements sanguins. Cette sensibilité a déjà été mentionnée dans la
littérature [128]. L’erreur sur les prélèvements devrait être assez réduite par notre
proposition d’utiliser la moyenne de trois prélèvements.
III.2.5. Images simulées avec ASIM et reconstruites
itérativement
III.2.5.1. TTACs étudiées
Pour étudier l’impact du type de reconstruction des images sur la qualité de la
fonction d’entrée estimée par IM-SIME, nous avons également reconstruit de manière
itérative les quatre images simulées avec ASIM (voir III.1.1.3.b), qui avaient été
reconstruites de manière analytique pour l’étude de la section précédente (III.2.4).
Aucune erreur supplémentaire n’est introduite. Pour la première image, qui a servi
à produire les données de référence pour la reconstruction analytique, on étudie
également le résultat de IM-SIME sur les TTACs non corrigées de l’EVP (cinétiques
moyennes). Ainsi, on peut comparer le résultat de IM-SIME sur ces cinq jeux de
TTACs extraits d’images reconstruites de manière itérative aux résultats sur les cinq
jeux correspondants extraits des images reconstruites de manière analytique.
III.2.5.2. Résultats
Les facteurs de mérite pour ces estimations sont montrés dans les deux premières
parties (ASIM/an. et ASIM/it.) du tableau III.2. La première partie (ASIM/an. :
reconstruction analytique) est recopiée du tableau III.1 puisqu’il s’agit des résultats
déjà présentés dans la section précédente.
Remarque : le calcul du cMRGlu a échoué pour une structure pour les données
de référence ASIM/it. ainsi que pour une structure pour la conﬁguration no 2
de Gate/an. Les RcMRGlu correspondants ont été calculés à partir des autres
structures.
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Tableau III.2 – Résultats de IM-SIME pour les deux simulateurs (ASIM et Gate) et les
deux méthodes de reconstruction (analytique (an.) et itérative (it.)), avec les différentes images
simulées. Résultats de l’estimation de la fonction d’entrée en termes de RAUC, RABC et
RcMRGlu, pour les intervalles de temps total (tot.), l’intervalle du pic, l’intervalle correspon-
dant à l’extraction par les organes (extrac.) et l’intervalle correspondant à l’élimination du
traceur (élim.). La première section (ASIM/an.) est recopiée du tableau III.1. Pour rappel, les












0.7% -8.2% 13.3% -1.4% 6.3% 9.5% 13.3% 2.3% 4.4%
±0.6%±2.4%±1.7%±0.6% ±0.7%±2.4%±1.7%±0.3% ±1.3%
découpage temporel serré -5.5% -21.6% -7.2% 0.6% 6.6% 21.6% 8.1% 0.9% 0.86%
FE réaliste,
sans rebond
-1.2% 2.8% 10.0% -5.4% 9.7% 23.7% 14.1% 5.6% 4.7%
FE réelle,
avec rebond
-15.9%-16.8%-24.1%-13.4% 16.6% 22.1% 24.1% 13.4% 4.0%






ref -10.6%-31.2% -8.8% -4.35% 11.0% 31.9% 8.8% 4.7% 3.0%
découpage temporel serré -10.8%-37.4% -6.6% -3.4% 11.1% 37.8% 6.6% 3.8% 2.0%
FE réaliste,
sans rebond
8.2% 28.2% 20.1% 0.7% 9.6% 29.3% 20.1% 2.6% 4.1%
FE réelle,
avec rebond
-17.0%-11.7%-26.2%-15.5% 18.4% 22.0% 26.2% 15.5% 14.5%





. no 1 6.8% 4.3% 22.4% 1.3% 8.6% 13.3% 22.4% 1.4% 3.6%
no 2 -4.5% -16.4% 1.3% -2.8% 5.5% 16.4% 2.1% 3.2% 1.5%
no 3 -22.2%-51.4%-30.9%-13.9% 22.2% 51.4% 30.9% 13.9% 10.1%






o 1 -3.9% -20.1% 3.9% -1.5% 5.9% 20.1% 3.9% 1.9% 1.9%
no 2 -11.9%-43.7% -9.1% -2.3% 12.1% 44.2% 9.1% 2.5% 4.7%
no 3 29.9% 100.8% 51.7% 9.6% 31.0% 100.8% 51.7% 11.2% 15.1%
no 4 -0.5% 1.6% 12.9% -4.8% 9.5% 22.9% 16.3% 5.0% 8.4%
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Comparaison des résultats sur les images reconstruites itérativement
On peut comparer les résultats de la deuxième partie du tableau III.2 entre eux
(ASIM/it. : simulations ASIM reconstruites de manière itérative) et plus précisément
à la première ligne de la deuxième partie, correspondant à la première image simulée
(données de référence pour la reconstruction itérative).
On remarque que, comme pour la reconstruction analytique, un découpage tem-
porel serré dégrade l’estimation du pic plutôt que de l’améliorer, mais améliore l’es-
timation des parties de la courbe correspondant à l’extraction par les organes et à
l’élimination, ainsi que le RcMRGlu.
De même, comme pour la reconstruction analytique, la non-correction de l’EVP (ci-
nétiques moyennes) dégrade l’estimation de la fonction d’entrée en termes de RAUC
et RABC. Contrairement à la reconstruction analytique, le RcMRGlu est également
dégradé, d’un facteur 2.
Comme pour la reconstruction analytique, l’utilisation d’une fonction d’entrée
réelle avec rebond dégrade l’estimation en termes de RAUC et RABC – sauf pour
le pic, qui était déjà mal estimé avec les données de référence. Contrairement à la
reconstruction analytique, le RcMRGlu est également dégradé, d’un facteur 5.
Comme pour la reconstruction analytique, la dégradation est moins claire pour la
fonction d’entrée réaliste sans rebond. Pour la reconstruction itérative, l’utilisation
de cette fonction d’entrée semble dégrader l’estimation sur l’intervalle de l’extraction
par les organes mais l’améliorer sur les autres intervalles et ne pas aﬀecter de manière
notable le cMRGlu.
On conclut que les résultats sur les données simulées avec ASIM et reconstruites
itérativement sont globalement cohérents avec ceux obtenus sur les données recons-
truites analytiquement.
Influence du type de reconstruction sur les résultats de IM-SIME
Pour rappel, la reconstruction itérative est la plus utilisée en clinique, il est donc in-
téressant de l’étudier ; cependant les premières frames courtes sont bruitées et biaisées
(cf §I.1.2.3.b), c’est pourquoi nous avions commencé par étudier les images recons-
truites de manière analytique, qui ne présentent pas ce problème. Pour étudier si le
type de reconstruction inﬂue sur IM-SIME, en particulier pour les premières frames,
on peut comparer, pour une simulation donnée, les résultats de IM-SIME selon que
l’image a été reconstruite de manière analytique ou itérative, toutes choses égales
par ailleurs. Cela revient à comparer, dans le tableau III.2, les lignes de la deuxième
partie (ASIM/it.) avec les lignes correspondantes de la première partie (ASIM/an.),
par exemple en termes de diﬀérence des deux valeurs divisée par l’écart-type (SD)
correspondant pour la reconstruction analytique, pour les diﬀérents intervalles de
temps.
Comme on s’y attend, le pic est notablement moins bien estimé avec la recons-
truction itérative, avec des diﬀérences de 6.5 à 10.5 SDpic en termes de RAUC et
des diﬀérences de 2.4 à 9.6 SDpic en termes de RABC – à l’exception de l’estimation
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réalisée avec la fonction d’entrée réelle avec rebond, pour laquelle la diﬀérence est de
-2.1 SDpic en termes de RAUC et de -0.06 SDpic en termes de RABC. La qualité de
la fonction d’entrée est cependant dégradée sur l’intervalle total pour cette estima-
tion en utilisant la reconstruction itérative, comme pour toutes les autres estimations
(diﬀérences de 2.0 à 23.0 SDtot en termes de RAUC et de 2.7 à 8.9 SDtot en termes
de RABC), sauf pour la fonction d’entrée réaliste sans rebond en termes de RABC
(diﬀérence de -0.1 SDtot en termes de RABC, pour une diﬀérence de 12.2 SDtot en
termes de RAUC). On observe la même tendance pour l’intervalle correspondant à
l’élimination que pour l’intervalle total. Pour l’intervalle correspondant à l’extraction
par les organes, l’eﬀet de la reconstruction itérative est moins clair.
Le RcMRGlu est dégradé pour la reconstruction itérative par rapport à la recons-
truction analytique essentiellement pour la fonction d’entrée réelle avec rebond et les
cinétiques moyennes.
On conclut que pour les simulations ASIM, la reconstruction analytique est préfé-
rable à la reconstruction itérative pour IM-SIME.
Remarque : Pour les TTACs simulées avec la fonction d’entrée réelle avec
rebond (jusqu’ici la conﬁguration la plus complexe et donnant les moins bons
résultats avec les TTACs corrigées du volume partiel), nous avons testé si l’uti-
lisation de 3 à 8 organes par jeu (schéma de base, voir §II.4.3.1) permettait une
meilleure estimation en termes d’allure de la fonction d’entrée : ce n’a pas été
le cas.
III.2.6. Images simulées avec Gate
III.2.6.1. TTACs étudiées
Nous allons à présent étudier les résultats de IM-SIME sur les images simulées
avec Gate. Pour rappel (cf §III.1.1.3.b), quatre images ont été simulées avec Gate,
aﬁn d’étudier l’impact de plusieurs phénomènes qui ne peuvent pas être simulés avec
ASIM. Le traitement des images pour extraire les TTACs est eﬀectué comme pour les
données de référence de ASIM (segmentation parfaite, correction du volume partiel),
aﬁn d’étudier spéciﬁquement les particularités des images. Nous allons étudier de
front les résultats sur les images reconstruites analytiquement et itérativement. Deux
résultats seront comparés au moyen du rapport des valeurs absolues des facteurs de
mérite.
III.2.6.2. Résultats
Les résultats en termes de facteurs de mérite sont présentés dans la troisième
section du tableau III.2 pour la reconstruction analytique (Gate/an.) et dans la
quatrième et dernière pour la reconstruction itérative (Gate/it.).
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III.2.6.2.a. Impact de l’atténuation
La diﬀérence entre les conﬁgurations no 1 et no 2 réside uniquement dans le fait que
l’atténuation est simulée dans la conﬁguration no 2 et pas dans la no 1. La comparaison
des résultats de IM-SIME de ces deux conﬁgurations permet donc d’étudier l’impact
de l’atténuation et de la correction d’atténuation sur la méthode IM-SIME.
Pour la reconstruction analytique, la simulation de l’atténuation n’a pas d’eﬀet
clair sur la qualité de l’estimation. Pour la reconstruction itérative, la simulation de
l’acquisition dégrade l’estimation (rapports de 1.3 à 3.1 selon les facteurs de mérite).
La fonction d’entrée de la simulation avec atténuation est mieux estimée avec la
reconstruction analytique qu’avec la simulation itérative (rapports |it.|/|an.| de 2.2 à
7.2 pour tous les facteurs de mérite sauf RABCextrac. et RABCélim., pour lesquels le
rapport vaut 0.8).
Pour conclure, IM-SIME avec la reconstruction analytique s’avère plus robuste à la
simulation de l’atténuation et obtient de meilleurs résultats en présence d’atténuation
qu’avec la reconstruction itérative. Avec la reconstruction analytique, la simulation
de l’atténuation n’a pas d’impact notable sur l’estimation.
III.2.6.2.b. Impact de la simulation du parcours du positon, de
l’acolinéarité et de la forme de la fonction d’entrée
Tout en simulant l’atténuation, on peut également simuler l’émission du positon,
c’est à dire son parcours dans la matière et l’acolinéarité des deux photons émis. C’est
ce qui est fait dans les conﬁgurations no 3 et no 4. Pour obtenir les images les plus
réalistes possible, ces conﬁgurations sont simulées avec la fonction d’entrée réaliste
sans rebond (no 3) et réelle avec rebond (no 4).
On observe pour les deux types de reconstruction que l’estimation réussit bien
moins bien avec la fonction d’entrée réaliste sans rebond qu’avec la fonction d’entrée
réelle avec rebond, sauf en termes de RcMRGlu pour la reconstruction analytique.
Nous avons relancé une estimation pour la conﬁguration no 3 avec la reconstruction
analytique, et obtenons un résultat très proche – du reste les résultats sur les deux
types de reconstruction sont cohérents. Nous ne sommes pas parvenus à expliquer ce
résultat.
Si on compare les résultats des conﬁgurations no 3 et no 4 à ceux pour la conﬁgu-
ration no 2, on observe bien une dégradation de tous les facteurs de mérite en ce qui
concerne la conﬁguration no 3. En ce qui concerne la conﬁguration no 4, on observe la
même chose pour la reconstruction analytique, mais pour la reconstruction itérative,
seuls les facteurs de mérite concernant l’extraction par les organes et l’élimination –
et donc le RcMRGlu – sont dégradés.
On peut conclure que l’utilisation d’une image réaliste (simulation du parcours
du positon, de l’acolinéarité et fonction d’entrée non telle que le modèle) dégrade le
RcMRGlu d’un facteur 1.8 à 10.3 selon la fonction d’entrée et le type de reconstruc-
tion utilisés.
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III.2.6.2.c. Comparaison avec ASIM
La conﬁguration no 2 de Gate correspond aux données de référence d’ASIM (simu-
lation de l’atténuation mais pas de l’émission du positon, pas d’erreur introduite).
Pour la reconstruction analytique, les résultats en termes de facteurs de mérite sur la
forme de la fonction d’entrée sont moins bons pour Gate, sauf en termes de RABCtot,
RcMRGlu et sur l’intervalle d’extraction par les organes, où Gate obtient de meilleurs
résultats.
La conﬁguration no 4 de Gate est proche de la simulation d’ASIM avec la fonction
d’entrée réelle avec rebond (FE réelle avec rebond, pas d’erreur introduite). Pour la
simulation analytique, les conclusions sont inversées par rapport à ci-dessus, c’est
avec Gate qu’on obtient – de loin – de meilleurs résultats, sauf pour le pic et le
RcMRGlu, pour lesquels ASIM obtient de meilleurs résultats.
On s’attendrait à ce que dans les deux cas, les résultats avec ASIM soient meilleurs,
car les simulations de TTACs au moyen de Gate sont plus complexes, tant au niveau
de la simulation des images que de la reconstruction, incluant notamment une nor-
malisation plus réaliste et un calcul du facteur d’étalonnage. C’est en partie ce qu’on
observe pour les données de référence, mais pas pour la simulation avec la fonction
d’entrée avec rebond. Cependant, c’est bien le cas pour la simulation avec la fonction
d’entrée réaliste sans rebond.
III.2.7. Conclusion sur les images simulées
La correction de l’EVP est bénéﬁque pour les résultats de IM-SIME. Un découpage
temporel serré ne permet pas une meilleure estimation du pic. Pour toutes les images
simulées sauf la dernière avec Gate, la reconstruction analytique est préférable pour
IM-SIME à la reconstruction itérative, qui dégrade l’estimation du pic. Pour la re-
construction analytique, les résultats sont bons pour les données de référence ASIM
(RAUCtot de l’ordre de 1%, RcMRGlu de l’ordre de 4%). La méthode IM-SIME avec
la reconstruction analytique se montre résistante en termes de RcMRGlu aux sources
de perturbation étudiées avec ASIM (sauf à l’erreur sur les prélèvements sanguins)
et n’est pas aﬀectée par la simulation de l’atténuation. L’utilisation d’une fonction
d’entrée non telle que le modèle avec une simulation très réaliste de Gate (conﬁgura-
tions no 3 et no 4 de Gate) dégrade le RcMRGlu, qui est inférieur à 5% pour toutes
les simulations reconstruites analytiquement sauf pour ces deux-là.
III.2.8. Images réelles
Pour les images réelles, nous avons comparé les résultats de SIME et IM-SIME
sur les images reconstruites de manière analytique ainsi qu’étudié l’impact de la
correction de volume partiel sur ces résultats pour IM-SIME. Nous avons également
comparé pour IM-SIME les résultats sur les deux types de reconstruction. Les valeurs
des facteurs de mérite sont regroupées dans le tableau III.3.
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Tableau III.3 – Données réelles – Résultats de l’estimation de la fonction d’entrée en termes
de RAUC, RABC et RcMRGlu, pour les intervalles de temps total (tot.), l’intervalle du pic,
l’intervalle correspondant à l’extraction par les organes (extrac.) et l’intervalle correspondant
à l’élimination du traceur (élim.). Le type de reconstruction et la méthode d’estimation (SIME
ou IM-SIME) sont indiqués. Les TTACs sont corrigées de l’EVP sauf pour la troisième partie.
RAUC RABC
RcMRGlu
conﬁg. sujet tot. pic extrac. élim. tot. pic extrac. élim.
SIME Sujet 1 42.5% 10.2% 80.1% 34.5% 47.1%42.9% 80.1% 36.0% échec
(recons. Sujet 2 59.1% 2.3% 119.2% 52.8% 65.9%39.0%119.2%55.8% 68.1%
analytique) Sujet 3 29.4% 28.6% 81.8% 12.9% 29.7%29.1% 81.8% 13.2% échec
Sujet 4 -26.9%-54.6%-39.7%-19.6% 28.3%56.1% 39.7% 21.3% 21.9%
IM-SIME Sujet 1 15.6% 64.4% 18.0% 6.4% 16.3%67.9% 18.0% 6.8% 6.4%
(recons. Sujet 2 -19.3%-39.7%-12.1%-17.5% 20.5%42.4% 14.2% 18.0% 9,9%
analytique) Sujet 3 25.2% 84.4% 77.2% -0.9% 28.4%84.9% 77.2% 3.7% 6,6%
Sujet 4 -8.2% -20.9% -7.8% -6.7% 10.0%30.0% 12.1% 6.7% 4,4%
IM-SIME Sujet 1 21.7% 11.5% 33.9% 19.1% 24.0%29.4% 33.9% 19.5% 11.9%
(recons. Sujet 2 -2.0% -8.1% 22.4% -7.7% 13.5%27.0% 24.5% 7.7% 2.4%
analytique, Sujet 3 -8.4% -30.2% -8.4% -4.8% 9.0% 35.0% 8.6% 4.9% 5.5%
non-corr. EVP)Sujet 4 -17.2%-47.4%-28.7% -9.9% 17.7%47.4% 28.7% 10.7% 5.9%
IM-SIME Sujet 1 -4.3% 39.3% -32.8% -1.6% 17.1%39.5% 32.8% 7.6% 6.3%
(recons. Sujet 2 -18.1% 3.7% -31.2%-18.6% 22.8%30.2% 31.2% 18.9% 3.7%
itérative) Sujet 3 42.4% 64.1% 102.7% 19.7% 42.4%64.1%102.7%19.7% 21.2%
Sujet 4 -2.0% 13.8% 9.9% -7.4% 12.4%32.2% 19.1% 7.9% 3.9%
Remarque : Pour les TTACs extraites des données reconstruites de manière
analytique sans correction de l’EVP (troisième partie du tableau), le calcul du
cMRGlu a échoué pour quatre structures pour le sujet 1, pour cinq structures
pour le sujet 2, pour une structure pour le sujet 3 et pour deux structures pour
le sujet 4. Pour les données reconstruites de manière itérative (quatrième partie
du tableau), le calcul du cMRGlu a échoué pour deux structures pour le sujet
1 et pour une structure pour le sujet 2. Les RcMRGlu correspondants ont été
calculés à partir des autres structures.
III.2.8.1. Images réelles reconstruites analytiquement avec correction de l’EVP
La ﬁg. III.16 montre les résultats de l’estimation sur les images réelles recons-
truites analytiquement, pour les quatre sujets, avec SIME et IM-SIME. Les résultats
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Figure III.16 – Sujets réels (reconstruction analytique) – Prélèvements (points noirs), fonc-
tions d’entrée estimées par IM-SIME (ligne noire) et par SIME (en gris). Un zoom sur la région
du pic est montré à chaque fois.
en termes de facteurs de mérite sont présentés dans les deux premières parties du
tableau III.3 (SIME (recons. analytique) et IM-SIME (recons. analytique)). Pour
IM-SIME, contrairement à SIME, la fonction d’entrée estimée passe entre les prélè-
vements artériels, même pour les deux rebonds après le pic, sauf pour le sujet 3. Le
pic est cependant sous-estimé pour au moins deux des sujets (le 2 et le 4), contre
trois pour SIME (1, 2 et 4).
Remarque : Pour les autres sujets, on ne peut pas savoir si le pic est surestimé
ou pas : il est possible (et même probable) qu’il n’y ait pas eu de prélèvement au
moment du maximum du pic. La hauteur du pic ne peut donc pas être connue
pour les données réelles, c’est une des raisons pour lesquelles nous avons eﬀectué
la majeure partie de la validation sur des données simulées.
Le rapport du RABC obtenu en utilisant SIME et de celui obtenu en utilisant IM-
SIME est d’en moyenne 2.5 sur l’intervalle total, 0.9 pour le pic, 4.3 sur l’intervalle
correspondant à l’extraction par les organes et 3.8 pour l’intervalle correspondant à
l’élimination.
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Le calcul du cMRGlu au moyen de pmod en utilisant la fonction d’entrée estimée
par IM-SIME a réussi pour toutes les structures de tous les sujets, tandis qu’en
utilisant la fonction d’entrée estimée avec SIME, pmod a échoué à obtenir un résultat
pour les structures des sujets 1 et 3. Les valeurs de cMRGlu obtenues en utilisant
IM-SIME ne sont pas signiﬁcativement diﬀérentes de celles de référence (p>0.05 en
utilisant un test de Student bilatéral) et sont signiﬁcativement plus proche de celles
de référence que celles obtenues en utilisant SIME pour les sujets 2 et 4 (p < 10−16).
Le RcMRGlu obtenu avec IM-SIME est inférieur à 10% pour tous les sujets, et
inférieur d’un facteur moyen de 5.9 à ceux obtenus en utilisant SIME (68.1% pour le
sujet 2 et 21.9% pour le sujet 4).
On conclut comme pour les données simulées que IM-SIME est plus performant
que SIME, en termes d’estimation de la forme de la fonction d’entrée et du cMRGlu.
Les résultats obtenus avec IM-SIME peuvent être comparés à ceux publiés dans [224]
et obtenus pour les mêmes sujets. La corrélation entre les valeurs de cMRGlu obte-
nues avec IM-SIME pour toutes les structures de tous les sujets et celles obtenues
avec les prélèvements artériels est parfaite (sujet 1 : y = 1.07x, R2 = 1 ; sujet 2 :
y = 0.90x, R2 = 1 ; sujet 3 : y = 1.07x, R2 = 1 et sujet 4 : y = 1.04x, R2 = 1).
La corrélation globale sur les 4 sujets est y = 0.9988x + 0.5905, R2 = 0.96. Le score
proposé dans [224] est égal à 5 pour IM-SIME, en troisième place après les méthodes
proposées par Chen et al. [70] (score de 8) et Mourik et al. [72] (score de 6). Les
avantages de SIME (et donc de IM-SIME) sur les méthodes IDIF comme ces deux-
là ont été présentées en I.3.4. De plus, la méthode de Chen et al. [70] utilise plus
de prélèvements, plus précoces que ceux de IM-SIME, qui peut théoriquement en
utiliser uniquement un tardif.
III.2.8.2. Apport de la correction de l’EVP
On peut comparer les parties 2 et 3 du tableau III.3 (IM-SIME (recons. analytique)
et IM-SIME (recons. analytique, non-corr. EVP)) pour évaluer l’eﬀet de la correction
de l’EVP sur les résultats de IM-SIME, la seule diﬀérence entre ces deux parties étant
que les TTACs étaient corrigées de l’EVP dans la partie 2 mais pas dans la partie 3.
Les résultats sont moins clairs que pour les données simulées, à part pour le sujet
4, pour lequel la correction de l’EVP est bénéﬁque (rapports |sans correction|/|avec
correction| de 1.3 à 3.7 selon les facteurs de mérite). Pour les autres sujets, la cor-
rection de volume partiel semble dégrader l’estimation du pic (rapports |sans correc-
tion|/|avec correction| de 0.2 à 0.6 pour RAUCpic et RABCpic). Cela n’avait pas été
observé pour les données simulées. Pour les sujets 2 et 4, les deux méthodes sous-
estiment le pic. Pour les sujets 1 et 3, l’estimation avec les données non corrigées
sous-estime légèrement la hauteur du pic, tandis que l’estimation avec les données
corrigées surestime le pic d’un facteur 2 par rapport aux prélèvements artériels. Mais
les prélèvements artériels peuvent avoir manqué le pic, qui est peut-être eﬀectivement
deux fois plus haut que celui de la courbe des prélèvements.
Le RcMRGlu moyen sur les quatre sujets est comparable pour les deux parties
(6.8% avec correction et 6.2% sans correction de l’EVP). On rappelle cependant que
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le calcul du cMRGlu a a échoué pour un nombre non négligeable de structures non
corrigées de l’EVP.
Remarque : Ces structures n’ont pas été inclues dans le calcul du RcMRGlu
correspondant. Elles l’ont cependant été pour le calcul du RcMRGlu pour les
données corrigées de l’EVP. La prise en compte ou non de ces structures pour
le calcul du RcMRGlu pour les résultats sur les données corrigées de l’EVP n’a
pas beaucoup d’importance (diﬀérence absolue sur le RcMRGlu de moins de
0.5% en valeur absolue).
On ne peut donc pas conclure à partir de ces données sur la pertinence de la
correction de l’EVP à partir de ces données réelles (d’où, encore une fois, l’intérêt
des simulations).
III.2.8.3. Comparaison des deux types de reconstruction
En comparant les parties 2 et 4 du tableau III.3 (IM-SIME (recons. analytique) et
IM-SIME (recons. itérative)), on peut étudier l’impact du type de reconstruction sur
les résultats de IM-SIME pour les données réelles.
La reconstruction analytique obtient de meilleurs résultats en termes de RABCtot
et sur les intervalles d’extraction et d’élimination. Pour le pic, les mêmes remarques
s’appliquent que pour la partie précédente.
Pour le RcMRGlu, il n’y a pas de tendance nette – à noter cependant la très
mauvaise estimation avec la reconstruction itérative pour le sujet 3.
Il n’est donc pas aisé de déterminer le meilleur type de reconstruction pour les
données réelles, comme pour la conﬁguration no 4 de Gate, qui est la simulation la
plus proche des données réelles.
III.2.8.4. Comparaison avec les données simulées
Les résultats sur les données réelles, reconstruites de manière analytique, sont
proches de ceux obtenus pour les simulations les plus complexes (conﬁgurations no 3
et no 4 avec Gate). On peut en particulier comparer les résultats du sujet 2 avec
l’estimation ASIM avec la FE réelle avec rebond et la simulation Gate no 4, car la
fonction d’entrée utilisée pour ces simulations est justement constituée des prélève-
ments sanguins du sujet 2. Pour la reconstruction analytique, les résultats sur le sujet
réel sont moins bons pour tous les facteurs de mérite sauf sur l’intervalle d’extraction
par les organes par rapport à la simulation ASIM et pour tous les facteurs de mérite
sauf le RcMRGlu par rapport à la simulation Gate. Pour la reconstruction itérative,
l’estimation sur le sujet réel obtient de moins bons résultats que les simulations ASIM
et Gate pour tous les facteurs de mérite sauf le RAUCpic (pour ASIM seulement) et
le RcMRGlu.
On s’attendrait à ce que les résultats soient un peu moins bons pour le sujet réel
que pour les simulations pour tous les facteurs de mérite, par exemple pour les raisons
suivantes :
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– l’injection n’a pas été instantanée, comme supposé par IM-SIME ;
– pour les données réelles, des photons diﬀusés arrivent aux détecteurs depuis le
corps du sujet situé en dehors du FOV, contrairement aux données simulées, pour
lesquelles juste une tête a été simulée. Ces photons diﬀusés viennent bruiter le
signal ;
– l’extraction des TTACs à partir des images n’est pas parfaite ; à ce sujet, on
observe que les résultats obtenus sur les données réelles avec la reconstruction
analytique sont moins bons que ceux pour la simulation avec la méthode de
recalage utilisée pour les données réelles (sauf en termes de cMRGlu et parfois
sur l’intervalle correspondant à l’extraction par les organes) ; en revanche, ils sont
comparables à ceux obtenus pour la simulation avec la méthode de segmentation
utilisée pour les données réelles ;
– les valeurs des fractions vasculaires fournies en entrée de IM-SIME ne sont que
des approximations.
Il faut noter que le RAUCpic de ce sujet pour la reconstruction itérative est excep-
tionnellement faible par rapport à ceux des autres sujets, et n’est pas le signe d’une
bonne estimation du pic puisque le RABCpic est élevé. D’autre part, il est normal que
les résultats des données simulées sur l’intervalle correspondant à l’extraction par les
organes ne soient pas très bons du fait du rebond qui ne peut pas être simulé par le
modèle de fonction d’entrée paramétrique. De plus, ces facteurs de mérite comparent
l’estimation à la référence, et la "vraie" référence pour les données réelles n’est pas
connue, elle n’est qu’approchée de manière imparfaite par les prélèvements – le pic
peut par exemple être manqué, le compteur peut saturer au niveau du pic (c’est
arrivé pour le sujet 3, le point correspondant a été retiré) ; il y a de plus un délai
entre la fonction d’entrée au lieu de prélèvement et dans le cerveau, ce qui décale la
position du pic.
III.2.8.5. Conclusion sur les données réelles
IM-SIME obtient de meilleurs résultats que SIME sur les données réelles. Pour
les données corrigées du volume partiel et reconstruites analytiquement, |RAUCtot|
varie de 8.2% à 25.2% mais le RcMRGlu est inférieur à 10% pour les quatre sujets.
L’apport de la correction de l’EVP n’est pas clair. La reconstruction analytique
semble toujours préférable à l’itérative, mais le résultat, comme pour les simulations
les plus complexes avec Gate, est moins clair que pour la plupart des données simulées.
III.2.9. Conclusion sur l’évaluation de la méthode
Les résultats sur les données simulées montrent que IM-SIME permet d’améliorer
la précision de SIME et d’abaisser sa variabilité. Ils montrent également que IM-
SIME est assez résistante au bruit statistique, que la correction des TTACs de l’EVP
est importante pour IM-SIME et que la méthode fournit généralement de meilleurs
résultats avec des données reconstruites de manière analytique. Dans ces conditions,
l’erreur relative dans l’aire sous la courbe, RAUCtot, dépasse parfois les 15% (ASIM
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avec la fonction d’entrée réelle avec rebond ; Gate avec la fonction d’entrée réaliste
sans rebond ; ASIM avec la segmentation réelle) mais reste sinon sous les 6% pour
ASIM, à part lorsqu’on introduit une erreur sur les prélèvements (10.2%), et sous
les 10% pour Gate. Le facteur de mérite sur le cMRGlu, RcMRGlu, reste inférieur à
7.4% pour ASIM, sauf lorsqu’on introduit une erreur sur les prélèvements (14.2%).
Avec les simulations Gate il atteint 15.8 % pour la simulation la plus réaliste. Pour les
données réelles, on obtient avec la reconstruction analytique des valeurs de |RAUCtot|
de 8.2% à 25.2% et des valeurs de RcMRGlu de 4.4% à 9.9%. Cela place IM-SIME au





Ce travail de thèse visait à proposer une estimation peu invasive de la fonction d’en-
trée en TEP à partir d’une modélisation compartimentale des mesures enregistrées
au cours du temps.
La fonction d’entrée (concentration plasmatique artérielle d’activité) en TEP est
essentielle pour l’extraction des paramètres pharmacocinétiques. Après avoir présenté
la TEP et la modélisation compartimentale, ainsi que les diﬀérentes méthodes exis-
tant pour estimer la fonction d’entrée avec leurs avantages et inconvénients, nous
avons proposé une méthode d’estimation de la fonction d’entrée nommée IM-SIME.
Cette méthode améliore une méthode prometteuse, la méthode SIME [115], qui uti-
lise la modélisation compartimentale et une expression paramétrique pour la fonction
d’entrée. Nous l’avons dans cette étude appliquée aux examens cerveau au 18F-FDG.
L’amélioration est eﬀectuée au moyen des mécanismes suivants : la multiplication
des estimations, l’utilisation de la médiane pondérée pour calculer les paramètres
estimés et un processus itératif visant à ﬁxer un à un les paramètres de la fonction
d’entrée. L’application d’une telle méthode à des images cerveau est possible grâce à
la méthode de segmentation utilisée, qui segmente le cerveau en de nombreuses struc-
tures. Nous avons ensuite détaillé l’évaluation de la méthode proposée, comportant
une première phase de production de données simulées de plus en plus complexes et
réalistes, puis une seconde phase d’étude des résultats de IM-SIME sur ces données.
Les simulations sont essentielles pour estimer l’impact des diﬀérentes sources d’er-
reur entrant en jeu et surtout pour avoir une "vérité terrain" à laquelle comparer les
résultats de la méthode. Nous avons également étudié les résultats de IM-SIME sur
quatre sujets sains.
Les résultats sur les données simulées montrent que IM-SIME permet d’améliorer
la précision de SIME et d’abaisser sa variabilité. Ils montrent également que IM-SIME
est assez résistante au bruit statistique, que la correction des TTACs de l’EVP est
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importante pour IM-SIME et que la méthode fournit de meilleurs résultats avec des
données reconstruites de manière analytique. Lorsqu’on la compare aux méthodes
IDIF évaluées dans [224], IM-SIME obtient le troisième rang sur neuf.
D’une manière générale, la précision de SIME et de IM-SIME dépend de l’intervalle
étudié (pic, extraction par les organes, élimination). La précision est la meilleure
sur l’intervalle correspondant à l’élimination du traceur. Cela est surement dû à
l’utilisation d’un prélèvement sanguin dans cet intervalle. Pour les données simulées
avec ASIM et reconstruites analytiquement, le pic est mieux estimé que la partie de
la courbe correspondant à l’extraction par les organes, pour les données de référence,
mais la tendance s’inverse lorsqu’on introduit des erreurs et pour les données réelles,
comme observé dans [128] pour SIME.
Le principal inconvénient de IM-SIME est la durée d’une estimation, de l’ordre
d’un jour sur un ordinateur comportant 8 processeurs. Ce temps long est dû au fort
taux d’échec du minimiseur, tant avec le minimiseur utilisé dans ce travail (kMigrad)
qu’avec le minimiseur utilisé dans le premier article sur SIME [115]. Ce taux d’échec
augmente fortement si on utilise plus de trois TTACs par jeu. De plus, le grand
nombre de paramètres à estimer (7 + 5n avec n le nombre de TTACs du jeu) rend la
fonction de coût hautement non convexe, donc diﬃcile à minimiser. Nous avons donc
gardé le nombre de TTACs par jeu (nOPJ) égal à trois, comme dans la première
version de SIME [115].
Un autre inconvénient de IM-SIME est qu’elle n’est pas assez précise pour calculer
les micro-paramètres d’organes, du moins ceux pour lesquels le pic de la fonction
d’entrée joue un rôle essentiel.
L’avantage principal de IM-SIME est son caractère automatique, ce qui signiﬁe que
le résultat de la méthode ne dépend pas de l’utilisateur et qu’elle peut être lancée en
tâche de fond sans nécessiter d’intervention humaine, libérant ainsi du temps.
Un autre atout important est qu’elle est implémentable facilement car elle n’utilise
que quelques prélèvements veineux (pour le 18F-FDG) et ne nécessite pas d’aména-
gement des protocoles cliniques et expérimentaux ou d’informations supplémentaires
par rapport à celles qui sont déjà collectées aujourd’hui. Les outils développés dans
notre groupe permettent une automatisation de toute la chaîne de traitement pour
les images cerveau 18F-FDG, à partir d’une image TEP et d’une image IRM (seg-
mentation de l’IRM, recalage, correction du volume partiel et extraction des TTACs,
ainsi à présent que l’estimation de la fonction d’entrée. Le calcul du cMRGlu pour
chaque structure peut ensuite être eﬀectué automatiquement avec pmod).
Comme SIME, IM-SIME est peu invasive et permet d’extraire directement la fonc-
tion d’entrée. SIME ayant obtenu des résultats prometteurs avec des traceurs avec
métabolites [128], IM-SIME paraît prometteuse pour de tels traceurs.
Dans la suite, il serait intéressant d’eﬀectuer une simulation Gate avec une fonction
d’entrée paramétrique et la simulation de l’émission du positon, pour étudier sépa-
rément l’impact de la simulation de l’émission du positon et l’impact d’une fonction
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d’entrée non comme le modèle.
Une prochaine étape de l’amélioration de IM-SIME est l’application à des traceurs
avec métabolites. En eﬀet, de nombreux traceurs utilisés en recherche possèdent des
métabolites ; pour que des méthodes comme IM-SIME puissent être appliquées sur
des traceurs variés elles doivent donc au minimum gérer la problématique des méta-
bolites. Il est nécessaire pour l’adaptation de IM-SIME à un traceur avec métabolites
de connaître toutes les radiométabolites du traceur, ainsi que les modèles reliant les
concentrations d’activité des radiométabolites à la fonction d’entrée (idéalement, les
paramètres de ces modèles sont déterminés par IM-SIME). Une étude préalable du
traceur est donc indispensable. La prise en compte de radiométabolites restant dans
le sang consiste à ajouter des termes (un par métabolite) à l’expression de Cs, la
concentration d’activité dans le sang, qui apparaît multipliée par la fraction vascu-
laire dans l’expression de Cmes (cf éq. I.25). Lorsque des radiométabolites rentrent
dans les tissus, des termes spéciﬁques doivent être ajoutés à cette expression de Cmes.
La complexité de la fonction de coût sera donc augmentée, et des paramètres supplé-
mentaires (ceux des modèles des radiométabolites) seront à estimer. La fonction de
coût promet donc d’être encore plus diﬃcile à minimiser. Cependant, la piste utilisée
par Ogden et al. [128] est prometteuse et fonctionne pour plusieurs traceurs pour
SIME. Pour ces traceurs, dont les radiométabolites restent dans le sang, Ogden et al.
montrent qu’on peut négliger les fractions vasculaires dans la fonction de coût. Ainsi,
l’estimation de la fonction d’entrée est rigoureusement la même que pour un traceur
sans métabolites, à l’exception des prélèvements sanguins utilisés qui doivent être
corrigés des radiométabolites. La modélisation des métabolites est donc uniquement
nécessaire pour la correction des échantillons sanguins.
Il serait également intéressant d’étudier un modèle plus réaliste de l’injection
qu’une injection instantanée, comme proposé dans [108,166]. En eﬀet, la formule que
nous avons utilisée pour la fonction d’entrée n’est pas très adaptée pour la modéli-
sation du pic [165]. Une meilleure modélisation permettrait une meilleure estimation
des microparamètres k1 et k2. En revanche, la méthode d’injection a peu d’inﬂuence
sur le cMRGlu [138]. La correction de la dispersion [188] est aussi indispensable pour
l’estimation des microparamètres k1 et k2 [183], il serait donc intéressant de l’im-
plémenter également pour pouvoir estimer ces paramètres. Dans le même esprit, il
serait intéressant de prendre en compte la cinétique du sang total, qui apparaît dans
les TTACs mesurées du fait d’une fraction vasculaire non nulle (cf éq. I.25) et que
nous avons approchée pour le 18F-FDG par la fonction d’entrée. Cette approximation






Le cerveau contient deux hémisphères comprenant chacun quatre lobes (frontal,
pariétal, occipital, temporal). La couche extérieure du cerveau est constituée d’un
cortex composé de matière grise, qui recouvre les noyaux contenus à l’intérieur de la
matière blanche. La matière grise est constituée essentiellement des corps cellulaires
et des dendrites des neurones ainsi que de certaines cellules gliales, tandis que la
matière blanche est constituée de ﬁbres (les axones des neurones). Les dénominations
correspondent aux couleurs observées au microscope. Dans cette thèse, nous nous
intéressons aux structures suivantes :
– la matière blanche,
– composés de matière grise :
– le cortex,
– des noyaux gris centraux :
– le thalamus,
– des ganglions de la base :
– le putamen,
– le caudé,
– le globus pallidus,
– le striatum ventral,
– les ventricules, cavités contenant le liquide céphalo-rachidien (lcr).
Les ﬁgures A.1 et A.2 cartographient ces structures.
Figure A.1 – Vue 3D de certaines structures du cerveau (le pallidum est un autre nom du
globus pallidus). Source : [294]
[294]
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Figure A.2 – Structures du cerveau colorées sur une image IRM – à gauche, vue axiale ; à
droite en haut : vue coronale ; à droite en bas : vue sagittale. Les structures droite et gauche
sont teintées de couleurs légèrement différentes. En rouge, le cervelet ; en bleu roi, la matière
blanche ; en bleu clair, la matière grise ; en rose, le globus pallidus ; en vert clair, le thalamus ; en
bleu ciel, le caudé ; en jaune, le putamen ; en orange, le striatum ventral ; en violet, le troisième
ventricule ; en vert foncé – olive, le lcr (voir fig. A.3 pour une description de ces vues).
Figure A.3 – Les trois plans de coupe utilisés habituellement pour visualiser une image
du cerveau : à gauche, axial (perpendiculaire à l’axe du tomographe) ; au milieu : coronal ; à
droite : sagittal. On nomme par extension une "coupe axiale (resp. coronale, sagittale)" une
coupe selon un plan perpendiculaire au plan axial (resp. coronal, sagittal). Source : [295]




La simulation Gate avec la fonction d’entrée paramétrique et la simulation de
l’émission du positon, évoquée dans la conclusion, a pu être menée avant la soutenance
de la thèse.
On lui attribue le numéro de simulation 2bis. Ses caractéristiques sont rassemblées
dans le tableau ci-dessous, avec celles des quatre autres simulations Gate :
no FE utilisée
découpage atténuation émission e+ coïncidences
temporel simulée simulée enregistrées
1 paramétrique réel vraies
2 paramétrique réel X toutes
2bis paramétrique réel X X toutes
3 réaliste sans rebond réel X X toutes
4 réelle avec rebond réel X X toutes
Les résultats de l’estimation de la fonction d’entrée avec IM-SIME pour cette
simulation 2bis sont regroupés dans le tableau B.1, avec ceux pour les quatre autres
simulations Gate.
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Tableau B.1 – Résultats de IM-SIME pour les simulations Gate avec les reconstructions
analytique (an.) et itérative (it.). Résultats de l’estimation de la fonction d’entrée en termes
de RAUC, RABC et RcMRGlu, pour les intervalles de temps total (tot.), l’intervalle du pic,
l’intervalle correspondant à l’extraction par les organes (extrac.) et l’intervalle correspondant à












no 1 6.8% 4.3% 22.4% 1.3% 8.6% 13.3% 22.4% 1.4% 3.6%
no 2 -4.5% -16.4% 1.3% -2.8% 5.5% 16.4% 2.1% 3.2% 1.5%
no 2bis -4.4%-33.2% 7.4% 0.6% 8.6%33.2% 7.4% 0.8% 2.5%
no 3 -22.2% -51.4% -30.9%-13.9% 22.2% 51.4% 30.9% 13.9% 10.1%






no 1 -3.9% -20.1% 3.9% -1.5% 5.9% 20.1% 3.9% 1.9% 1.9%
no 2 -11.9% -43.7% -9.1% -2.3% 12.1% 44.2% 9.1% 2.5% 4.7%
no 2bis -7.5%-35.9% 3.5% -2.4% 9.5%36.0% 4.0% 2.8% 11.5%
no 3 29.9% 100.8% 51.7% 9.6% 31.0%100.8% 51.7% 11.2% 15.1%
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