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High-dimensional statistical learning (HDSL) has been widely applied in data analysis, operations research, and
stochastic optimization.Despite the availability ofmultiple theoretical frameworks,most HDSL theories stipulate the
following two conditions, which are sometimes overly critical: (a) the sparsity, and (b) the restricted strong convex-
ity (RSC). This paper generalizes both conditions via the use of the folded concave penalty (FCP); we show that, for
an M-estimation problem where (i) the (conventional) sparsity is relaxed into the approximate sparsity and (ii) the
RSC is completely absent, the FCP-based regularization leads to poly-logarithmic sample complexity: the size of the
training data is only required to be poly-logarithmic in the problem dimensionality. This finding allows us to further
understand two important paradigms much less discussed formerly: the high-dimensional nonsmooth learning and
the (deep) neural networks (NN). For both problems, we show that the poly-logarithmic sample complexity can be
maintained. Furthermore, via integrating the NNwith the FCP, the excess risk of a stationary point to the training for-
mulation for the NN is strictly monotonic with respect to the solution’s suboptimality gap, providing the first theoret-
ical evidence for the empirically observed consistency between the generalization performance and the optimization
quality in training an NN.
Key words : Neural network, folded concave penalty, high-dimensional learning, folded concave penalty, support
vector machine, nonsmooth learning, restricted strong convexity
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21. Introduction
This paper considers high-dimensional statistical learning (HDSL), which is to estimate a large number
of parameters using few samples, under the following setups and assumptions to be imposed here-
after. Let Zi ∈ W , for all i = 1, ...,n and n > 0, be a sequence of i.i.d. random samples, where W ⊆ ℜq
for some integer q > 0 is the corresponding support. For convenience, we let Zn1 = (Z1, ...,Zn) ∈ W n .
Consider a measurable, deterministic function L : ℜp ×W → ℜ, for some integer p > 2, and define
L(β,Zi ) as the statistical loss with respect to the i th sample given a vector of parameters β := (β j ) ∈
ℜp . Then Ln(β,Zn1 ) := 1n
∑n
i=1L(β, Zi ) is referred to as the empirical risk function given samples Z
n
1 . Let
L(β) := E
[
Ln(β,Zn1 )
]
, with expectation over the (unknown) distribution of Zn1 , be the population ver-
sion of Ln(β,Zn1 ). Assume that the underlying model is parameterized in the vector of true parameters,
β∗ = (β∗1 , ...,β∗p )⊤ ∈ ℜp , which satisfies β∗ ∈ arg min
β∈ℜp
L(β). The HDSL problem of consideration is then
how to recover β∗ from the knowledge only of the samples Zi , for i = 1, ...,n, and the loss function
L, under high-dimensional settings (namely, when n ≪ p). Particularly, we follow Bartlett et al (2006),
Koltchinskii (2010), and Clémenc.on et al (2008) in considering the excess risk, L(βˆ)−L(β∗), as the mea-
sure of the recovery quality, a.k.a., the generalization error, of an estimator βˆ. We further assume that (a)
for some R ≥ 1, it holds that ‖β∗‖∞ ≤ R , where ‖ · ‖∞ is the ℓ∞-norm; (b) the empirical function L(β,z)
is continuously differentiable and its partial derivatives obey Lipschitz continuity with constantUL ; that
is,
∣∣∣∣∣
[
∂Ln(β,z)
∂β j
]
β=β˜+δ·e j
−
[
∂Ln(β,z)
∂β j
]
β=β˜
∣∣∣∣∣≤UL · |δ|, (1)
for all β˜ ∈ℜp , δ ∈ℜ, j = 1, ...,p , almost every z ∈W n , and for some constantUL ≥ 1.
While the enterprise of HDSL has been shown possible via multiple modern statistical schemes, the
focus of this paper is one of themost successfulHDSL techniques, initially proposed by Fan and Li (2001)
and Zhang (2010), in the formulation below:
min
β∈ℜp
{
Ln,λ(β, Z
n
1 ) :=Ln(β, Zn1 )+
p∑
j=1
Pλ(|β j |)
}
, (2)
3where Pλ(θ) is a sparsity-inducing penalty in the form of a folded concave penalty (FCP). Particularly, we
consider one of themainstream special case of the FCP called that minimax concave penalty (MCP) due
to Zhang (2010). The specific formulation for the MCP is given as
Pλ(θ)=
∫θ
0
[aλ− t ]+
a
dt , (3)
with [·]+ := max{0, · }. It has been shown that the local and/or global solutions to (2) entail desirable
statistical performance (Loh andWainwright 2015, Wang et al 2013a, 2014, Zhang and Zhang 2012, Loh
2017). Alternatively, other sparsity-inducing penalties, such as the smoothly clipped absolute deviation
(SCAD) proposed by Fan and Li (2001), the least absolute shrinkage and selection operator (Lasso), as
first proposed by Tibshirani (1994), and the bridge penalty (a.k.a., the ℓq penalty with 0 < q < 1) as
discussed by Frank and Friedman (1993), have all been shown very effective in HDSL by results due
to Fan and Li (2001), Bickel et al (2009), Fan and Lv (2011), Fan et al (2014), Loh andWainwright (2015),
Raskutti et al (2011), Negahban et al (2012), Wang et al (2013a, 2014), Zhang and Zhang (2012), Zou
(2006), Zou and Li (2008), Liu et al (2017a, 2018) and Loh (2017), etc. Furthermore, Ndiaye et al (2017),
El Ghaoui (2010), Fan and Li (2001), Chen et al (2010), and Liu et al (2017a) have presented threshold-
ing rules and bounds on the number of nonzero dimensions for a high-dimensional linear regression
problem with different penalty functions. Bühlmann and van de Geer (2011) and Fan et al (2014) have
provided excellent reviews on the HDSL theories. Nonetheless, most existing results rely on both of the
two plausible assumptions: the (conventional) sparsity, written as ‖β∗‖0≪ p with ‖·‖0 being the number
of nonzero entries of a vector, and the restricted strong convexity (RSC), interpretable as the stipulation
of the inequality of strong convexity to be satisfied in a restricted subset of ℜp . Little is known about
the generalization performance of (2), as well as HDSL in general, when either of the two conditions is
violated.
The proposed framework in this paper pertains the same formulation as in Eq. (2). In contrast to the
literature, we are concernedwith employing (2) to address the HDSL problems where the RSC is missing
and/or the traditional sparsity is relaxed into the approximate sparsity (A-sparsity) as below.
4ASSUMPTION 1 (A-sparsity). For someβ∗εˆ : ‖β∗εˆ‖∞ ≤R known to be sparse, that is, s := ‖β∗εˆ‖0≪ p, it holds
that L(β∗εˆ )−L(β∗)≤ εˆ, for some unknown εˆ≥ 0 and s ≥ 1.
Notice that, if εˆ = 0, then Assumption 1 is reduced to the (traditional) sparsity. Intuitively, A-sparsity
means that, although β∗ε can be dense, most of the entries of β
∗
ε are small in magnitude so that rounding
them to zero does not impact the excess risk much or even make it better, such as in the case where
dropout-based regularization tends to improve the excess risk of a neural network. We believe that those
weaker conditions will allow the HDSL theories to cover a wider class of applications. Indeed, as we
later will articulate, A-sparsity and the non-contingency of the RSC lead to the comprehension of two
important problems that are historically scarcely discussed by the literature: (i) AnHDSL problemwhich
has a non-differentiable empirical risk function, and (ii) a (deep) neural network model. Both cases will
be explained in more detail subsequently.
To our knowledge, the only existing discussions on A-Sparsity beyond the RSC is due to Liu et al (2018,
2019), when the underlying distribution is sub-gaussian and/or Ln( · , z) is twice-differentiable for a.e.
z ∈ W n . Their results imply that, if Ln(·, z) is convex for almost every z ∈ W n and may violate the RSC,
the excess risk of an estimator βˆ ∈ ℜp generated as a certain stationary point to the formulation (2)
can be bounded by O˜
(p
lnp
n1/4
+
√
εˆ·lnp
n1/2
+ εˆ
)
. (Here O˜ ( ·) represents the rate of the sample complexity ignor-
ing quantities independent of n, p , εˆ, and logarithmic terms that do not depend on p .) This bound is
reduced to O˜
(p
lnp
n1/4
)
when εˆ= 0. In contrast, our findings in the current paper strengthen the results from
therein. Specifically, we relax the sub-gaussian assumption stipulated by Liu et al (2018) and impose the
weaker, sub-exponential, condition instead. In addition, the assumption on twice-differentiability made
by Liu et al (2018, 2019) is also weakened into continuous differentiability. Under the more general set-
tings, we further show that comparable, if not better, error bounds can be achieved at a stationary point
that (a) satisfies a set of significant subspace second-order necessary conditions (S3ONC), and (b) has
an objective function value no worse than that of the solution to the Lasso problem:
min
β∈ℜp
{
Ln(β, Z
n
1 )+
p∑
j=1
λ · |β j |
}
. (4)
5We will discuss some S3ONC-guaranteeing algorithms to satisfy the first requirement soon afterwards;
as for the second requirement, we may always initialize the S3ONC-guaranteeing algorithm with the
solution to the Lasso problem in Eq. (4), which is often polynomial-time solvable if Ln(β,Zn1 ) is convex
given Zn1 . Our new bounds on those S
3ONC solutions are summarized as below. First, in the case where
εˆ= 0, we can bound the excess risk by O˜
(
lnp
n2/3
+
p
lnp
n1/3
)
, which is better than the aforementioned result by
Liu et al (2018) in the dependance on n. Second, when εˆ is nonzero, the excess risk is then bounded by
O˜

 lnp
n2/3
+
√
lnp
n1/3
+
√
εˆ
n1/3
+ εˆ

 . (5)
Third, if we further relax the requirement (b) above and consider an arbitrary S3ONC solution, then the
excess risk becomes
O˜

 lnp
n2/3
+
√
lnp
n
+ 1
n1/3
+
√
Γ+ εˆ
n1/3
+Γ+ εˆ

 , (6)
where Γ ≥ 0 is the suboptimality gap which this S3ONC solution incurs in minimizing Ln,λ( · ,Zn1 ). Note
that (5) is a special case of (6). This is because, as per our analysis, the solution to the Lasso problem (4),
for some choices of parameters, will incur a suboptimality gap of the order Oˆ
(p
lnp
n1/3
)
and thus the S3ONC
solution that satisfies the requirement (b) will have Γ = Oˆ
(p
lnp
n1/3
)
. Then (6) can be simplified into (5) by
observing that lnp > 1 (since p > 2 by assumption).
The S3ONC, as in the requirement (a), is a necessary condition for local minimality and is weaker
than the standard second-order KKT conditions. Admittedly, the S3ONC entails less important struc-
tures than the second-order KKT conditions, yet the former is sufficient to ensure all the claimed results
herein for the HDSL. To ensure the S3ONC, it admits pseudo-polynomial-time algorithms, such as the
variants of the Newton’s method proposed by Haeser et al (2017), Bian et al (2015), Ye (1992, 1998) and
Nesterov and Polyak (2006). All those variants provably ensure a γˆ-approximation (with γˆ > 0) to the
second-order KKT conditions, which imply the S3ONC, at the best-known computational complexity
Oˆ (1/γˆ3), where Oˆ (·) ignores all quantities independent of γˆ. In contrast, this paper proposes a gradient-
based method that theoretically ensures the S3ONC at pseudo-polynomial-time complexity for some
proper choices of the penalty parameter a as in Eq. (3). The resulting theoretical complexity is of the
6order Oˆ (1/γˆ2) in generating a γˆ-approximation, significantlymore efficient than the existing algorithms.
Furthermore, due to its gradient-based nature, the per-iteration complexity does not require the compu-
tation of theHessianmatrix and thusmay outperform theNewton-type approaches, which often require
the repetitive computation of the full Hession matrix as well as its inverse. Therefore, we think that this
gradient-based algorithmmay be of some independent interest.
Admittedly, the rate of our bounds on the excess risk are less appealing than those made available in
some important former work by Loh (2017), Raskutti et al (2011), and Negahban et al (2012), etc., under
the RSC. However, we argue that our results are established for a general M-estimator that may com-
plement the existing results by removing the stipulation of the RSC or alike. It is also worth noting that
the bounds on somemore important statistical metrics, such as the ℓ1- and ℓ2-loss, which are discussed
formerly by Loh (2017), Raskutti et al (2011), Negahban et al (2012), and Loh andWainwright (2015),
become unavailable under the settings of this paper as we seek to address problems withmuch less reg-
ularities. Nonetheless, as an alternative, the excess risk is also a commonmetric useful to understand the
generalization performance. For example, Bartlett et al (2006), Koltchinskii (2010), and Clémenc.on et al
(2008) all consider the excess risk as an important, if not the primary, performancemeasure.
1.1. Some special extensions
Apart from generalizing the conventional sparsity into a wider spectrum of applications, the notion of
A-sparsity has important implications to high-dimensional nonsmooth learning and (deep) neural net-
works, as discussed in more detail below.
1.1.1. High-dimensional nonsmooth learning Most existing HDSL theories, such as those by
Fan et al (2014), Raskutti et al (2011), Loh andWainwright (2015) and Wang et al (2014) assume differ-
entiable statistical loss functions. Hence, it is unknown how these results can be applied to learn-
ing problems without differentiability, such as those with absolute deviation, hinge loss, quantile loss,
and “ǫ-insensitive” functions (Painsky and Rosset 2016). Although special cases of HDSL with non-
smoothness, such as high-dimensional least absolute regression, high-dimensional quantile regres-
sion, and high-dimensional support vector machine (SVM) has been discussed by Wang (2013),
7Belloni and Chernozhukov (2011), Zhang et al (2016b,c) and/or Peng et al (2016), there exist no theory
that applies generally to nonsmooth learning. In contrast, we consider a flexible set of high-dimensional
nonsmooth learning problems given as below:
min
β
1
n
n∑
i=1
[
Lns(β,Zi ) := f1(β,Zi )+max
u∈U
{u⊤A(Zi )β− φˆ(u, Zi )}
]
, (7)
where f1 : ℜp ×W →ℜ and φˆ : U ×W →ℜ are measurable, deterministic functions, A∈ℜm×p is a known
linear operator, andU ⊆ℜm is a convex and compact set with a diameterD :=max{‖u1−u2‖ : u1,u2 ∈U }.
We assume further that f1( · , z) is continuously differentiable with its partial derivatives being Lipschitz
continuous with constantUL ≥ 1 for almost every z ∈W , that is,
∣∣∣∣[∂ f1(β,z)∂β j
]
β=β˜+δ·e j
−
[
∂ f1(β,z)
∂β j
]
β=β˜
∣∣∣∣≤UL · |δ|,
for all β˜ ∈ℜp : ‖β˜‖∞ ≤R , j = 1, ...,p , and δ ∈ℜ, and that φˆ(·,z) is convex and continuous for almost every
z ∈W . To recover the true parameters, β∗ ∈ argmin
β
E
[
n−1
∑n
i=1Lns(β,Zi )
]
with same abuse of notations,
under the assumptions that ‖β∗‖0 = s ≪ p , the corresponding high-dimensional estimation problem
would be naturally formulated as
min
β
1
n
n∑
i=1
f1(β,Zi )+
n∑
i=1
1
n
max
u∈U
{
u⊤A(Zi )β− φˆ(u, Zi )
}
+
p∑
j=1
Pλ(|β j |). (8)
Problem (7) has a non-differentiable empirical risk function in general due to the presence of a maxi-
mum operator. It is easily verifiable that the least quantile linear regression, the least absolute deviation
regression, and the SVM are all special cases to (7). Therefore, their high-dimensional counterparts with
sparsity-inducing regularization are formulated as in (8). For this type of nonsmooth learning problems,
we propose a modification to (8) formulated as below:
min
β
[
L˜n,δ(β,Z
n
1 ) :=
1
n
n∑
i=1
f1(β,Zi )+
n∑
i=1
1
n
max
u∈U
{
u⊤A(Zi )β− φˆ(u, Zi )−
‖u−u0‖2
2nδ
}
+
p∑
j=1
Pλ(|β j |)
]
, (9)
for a user-specific u0 ∈ U and δ > 0 (which is chosen to be δ = 1
4
later in our theory). This modifica-
tion adds regularities to the original problem while introducing controllable approximation errors; that
is, 1
n
∑n
i=1 f1(β,Zi )+
∑n
i=1
1
n
maxu∈U
{
u⊤A(Zi )β− φˆ(u, Zi )− ‖u−u0‖
2
2nδ
}
is a continuously differentiable approx-
imation to 1
n
∑n
i=1 f1(β,Zi )+
∑n
i=1
1
n
maxu∈U
{
u⊤A(Zi )β− φˆ(u, Zi )
}
and the approximation error increases
as δ decreases. A similar approach has been discussed in the context of nonsmooth optimization by
Nesterov (2005).
8For a pseudo-polynomial-time computable S3ONC solution βˆ to (9), we show that the excess risk of βˆ
is bounded by
O˜
(√
lnp
n1/4
)
, (10)
with overwhelming probability. To our knowledge, this is perhaps the first generic theory for high-
dimensional M-estimation in which the empirical risk function is allowed to be non-differentiable.
1.1.2. Regularized neural network A neural network (NN) refers to a machine learning model
defined in a nested fashion as below. Denote by σ : ℜ → ℜ an activation function, such as the ReLU,
σReLU (x) =max{0, x}, the softplus, σso f tplus(x) = ln(1+ ex), and the sigmoid, σsi gmoid (x) = e
x
1+ex . The NN
model is then a network that consists of input units, output units, and hidden computation units. Each
of those units are referred to as neurons. The NN model often consists of three or more layers (groups)
of neurons. The first layer contains one or more input units, the last layer contains one or more output
units, and every other layer contains one or more hidden computation units. The layers that only have
hidden computation units are referred to as the hidden layers. Hierarchies are formed in the sense that
a neuron will only be fed information from the ones in the preceding layers, namely, the layers that are
closer to the input layer. If information can be passed from a neuron A to a neuron B, then we say that
the link exists from the neuron A to the neuron B.
Each hidden computation unit performs an operation of the form y = σ
(∑N
k=1ωkxk +b
)
, with fitting
parameters (a.k.a., bias terms and weights) denoted as (b, (ωk)N1 ) ∈ℜN+1, whereN stands for the number
of neurons that are linked to this hidden computation unit in the previous layer(s) and xk is the output
from one of those neurons. The output units are also computational units which yield y =∑N˜k=1 ω˜kxk+ b˜,
for some fitting parameters (b˜, (ω˜k)N˜1 ) ∈ ℜ(N˜+1) and the number of linked neurons N˜ . With some abuse
of notations, we collect all the fitting parameters of an NN and denote them by the vector β ∈ ℜp for a
proper dimension p . In our discussion, we follow Yarotsky (2017) to assume that there is only one output
node. Yet, just like the results by Yarotsky (2017), our findings can be easily generalized to the caseswhere
more than one output nodes are in presence.
9The NNs have been frequently discussed and widely applied in recent literature (Schmidhuber 2015,
LeCun et al 2015, Yarotsky 2017). Despite the promising and frequent advancement in NN-related algo-
rithms, models, and applications, the development of their theoretical underpinnings are seemingly
lagging behind. To analyze the efficacy of an NN, several exciting results, including DeVore et al (1989),
Yarotsky (2017), Mhaskar and Poggio (2016), and Mhaskar (1996), have explicated the expressive power
of the NNs in the universal approximation to different types of functions. Apart from the expressive
power, however, other theoretical and statistical aspects of the NNs have been scarcely explored. Par-
ticularly, one open question looms large from the recent literature: how to theoretically ensure the
generalization performance of the NNs when it is trained with finitely many samples. To address this
question, some significant advances have been reported by Bartlett et al (2017), Golowich et al (2017),
Neyshabur et al (2015, 2017, 2018), and Arora et al (2018). For most of the existing results, the general-
ization error depends polynomially in the dimensionality (number of weights). Based on those bounds,
it seems necessary to require the sample size to be larger than the number of fitting parameters in order
to ensure the model to be properly generalizable. This is, however, inconsistent with the successful per-
formance of NNs in many practical applications, since “over-parameterization” is common in many
successful applications of the NNs and the number of fitting parameters grows rapidly as onemakes the
NNs deeper for more sophisticated tasks. To our knowledge, the only existing theory that explains the
generalization performance of an NNunder “over-parameterization” is by Barron and Klusowski (2018),
who show the possibility that the generalization error can be deteriorating in only the logarithm of the
dimensionality. Nonetheless, the discussions by Barron and Klusowski (2018) focus on the existence of
such an NN under the assumption of a specific form of activation function called the ramp function. It
is then unknown how to train the NN to obtain the desired generalization performance; in other words,
it is unclear if any local/global optimal solution is sufficient or any specialized training schemes should
be employed to generate the desired NN that is shown existent.
Our results provide an HDSL-based analysis on the NNs that may entail a similar advantage as those
by Barron and Klusowski (2018) in terms being insensitive to the increase of the number of the fitting
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parameters and thus to the growth of the hidden layers; our bound on the generalization error is also
logarithmic in dimensionality. Furthermore, in contrast to Barron and Klusowski (2018), our analysis
may present better flexibility and more insights towards the computability of a desired solution: We
provide a generalization bound to all stationary points in a regularized model fitting problem for an NN
and our results apply to a flexible class of activation functions, including ReLU functions. We think that
the results herein can help understand better the NNs’ powerful performance in practice.
Specifically, wewill consider the following estimation problem: Let yi = g (xi )+wi whereW := (xi ,wi ) ∈
[0, 1]d ×ℜ, for i = 1, ...,n and some d > 0, be random inputs and white noises. We are then interested
in approximating g ( ·) through a neural network FNN ( · ,β), parameterized in β ∈ ℜp with FNN : [0, 1]d ×
ℜp → ℜ, through the training with only the observations of identically distributed random variables
Zi := (xi , yi ), for i = 1, ...,n, and {x1, x2, · · · ,xn , w1, w2, · · ·wn} is assumed as a sequence of independent
random variables. Also assume that FNN (u,0)= 0 for any u ∈ [0, 1]d , which is verifiably satisfied by most
existing versions of NNs. The training model of interest is then formulated as a special case to (2):
min
β
Tλ(β) :=
1
2n
n∑
i=1
(
yi −FNN (xi ,β)
)2+ p∑
j=1
Pλ(|β j |). (11)
where 1
2n
∑n
i=1
(
yi −FNN (xi ,β)
)2
is one of the most commonly used formulations of the empirical risk in
training a neural network. Though we choose this particular formulation, we would like to remark that
our machinery can be easily generalized to formulations with alternative empirical risk functions. Our
results indicate that, for any NN architecture and any choice of g ( ·) : ℜd →ℜ, the generalization error
incurred by an S3ONC solution to (11) with suboptimality gap Γ≥ 0 is bounded by
O˜ (1) ·

 sˆ
n2/3
+
√
sˆ+1
n
+ 1
n1/3

 · lnp
︸ ︷︷ ︸
Minimal generalization error
+ Γ︸︷︷︸
Suboptimality gap
+ Ω(sˆ)+Ω(p)︸ ︷︷ ︸
Representability gap
+ O˜ ·
√
Γ+Ω(sˆ)
n1/3︸ ︷︷ ︸
Interaction term
,
for any fixed sˆ : 1 ≤ sˆ ≤ p , with overwhelming probability, where Ω(pˆ), for any pˆ : 1 ≤ pˆ ≤ p , is the
(minimal) representability error (a.k.a., model misspecification error) of a neural network with pˆ-many
nonzero parameters given a fixed network architecture, calculated as
Ω(pˆ)= min
β:‖β‖0≤pˆ
max
x∈[0,1]d
|FNN (x, β)−g (x)|, (12)
11
for any pˆ : 1 ≤ pˆ ≤ p . Evidently, Ω(pˆ1) ≤ Ω(pˆ2) if pˆ1 ≥ pˆ2. As is seen from the above bound, the gen-
eralization error of an NN consists of four terms: (i) the minimal generalization error term that is in
presence regardless of how well the network is trained in terms of the optimization quality of solving
(11); (ii) the suboptimality gap term that measures the optimization quality; (iii) a term that measures
the misspecification error; and (iv) a term that is intertwined with suboptimality gap, sample size, and
representability.
Furthermore, in the special case of a ReLU neural network, when g has a well-defined r -th order weak
derivative, the generalization error is then reduced to
O˜
((
r +d
d ·n1/3 +
1
n
1
6+ r3d
+ 1
n
r
3d
+
p
Γ
n1/6
)
· lnp +Γ
)
, (13)
for an S3ONC solution (a stationary point) in the Γ-sublevel set with overwhelming probability, for any
Γ≥ 0. For example, if g is a polynomial function, (wemay aswell let r = d in this case, since g is verifiably
d-times weakly differentiable;) then the generalization error becomes: O˜
((
1
n1/3
+
p
Γ
n1/6
)
· lnp +Γ
)
. To our
knowledge, this is the first computable theory that allows the NN to entail a desirable generalization
performance insensitive to the dimensionality; if the dimensionality increases exponentially, one only
needs to polynomially increase the sample size to maintain the same level of generalization error. This
result is particularly suitable for deep NNs in view of “over-parameterization”. Furthermore, it is worth
noting that we do not artificially impose any condition on sparsity or alike in order to establish the above
result. In fact, the A-sparsity is an intrinsic property of an NN.
We would like to make an additional remark on our generalization bound (13). By this bound, each
stationary point entails a bounded excess risk that is strictly monotonic in the suboptimality gap; the
better is the optimization quality (that is, the smaller Γ), the more desirable is the generalization error.
This is the desired consistency between optimization performance and generalization performance in
training anNN, a phenomena empirically observed bymultiple formerworks (e.g., by Zhang et al 2016a,
Wan et al 2013b) when the NNs are trained with various regularization schemes. To our knowledge, this
paper presents the first theoretical evidence for such consistency.
12
Our results for NNs may justify and/or can be combined with the use of the alternative sparsity-
inducing regularization schemes, such as Dropout (Srivastava et al 2014), sparsity-inducing penaliza-
tion (Han et al 2015, Scardapane et al 2017, Louizos et al 2017, Wen et al 2016), DropConnect (Wan et al
2013b), and pruning (Alford 2018), etc. Nonetheless, most of those former results focus on the numer-
ical aspects of the different regularization and little is known if the empirical successes therein could
have a theoretical guarantee. Although Wan et al (2013b) presented some generalization error analyses
for DropConnect, the correlation among the dimensionality, the generalization error, and the sample
size is not explicated therein.
1.2. Summary of results
Table 1 summarizes the sample complexities from this paper. In contrast to the literature, we claim that
our results will lead to the following contributions:
1. We provide the first HDSL theory for problems where the three conditions, twice-differentiabiliity,
RSC, and sparsity,may be simultaneously relaxed. Our results apply to a flexible class of problems where
the empirical risk function is only continuously differentiable, the RSC is completely absent, and the
true parameters satisfy the A-sparsity, (that is, they are not necessarily sparse but can be approximated
by a sparse vector). HDSL is possible in such scenarios even if the sample size is only poly-logarithmic in
the dimensionality. Particularly, the resulting sample complexity is presented in Table 1 in the rows for
“S3ONC to (2), initialized with Lasso” and “S3ONC to (2) with suboptimality gap Γ”, where εˆ is the error
introduced by the sparse approximation as introduced in Definition 1.
2. Based on the above, we put forward a unifying framework to analyze the HDSL problems where
the empirical risk function is non-differentiable and the non-differentiability is introduced by a convex
piecewise function. Poly-logarithmic sample complexity is also attained when the (conventional) spar-
sity assumption is imposed. The detailed bound is presented in Table 1 in the row for “S3ONC to (9)
initialized with Lasso”.
3. We present perhaps the first theory on the integration of NN with HDSL and show that any S3ONC
solution to the NN formulation regularized with the FCP entails a bounded generalization error, which
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is poly-logarithmic in the number of fitting parameters and, thus, only poly-logarithmic in the number
of hidden layers, as presented in Table 1 in the rows for “S3ONC to (11) with suboptimality gap Γ” and
“S3ONC to (11) with suboptimality gap Γwhen g is polynomial”.
4. We derive a novel first-ordermethod that can achieve the S3ONC at pseudo-polynomial-time com-
plexity and is provably more advantageous than the existing second-order algorithms in generating sta-
tistically desirable solutions to theHDSL; even though the S3ONC is a second-order necessary condition,
the proposed algorithmdoes not need to access theHessianmatrix, resulting amuch lower per-iteration
cost. Furthermore, the iteration complexity is one order of magnitude better than the conventional
second-order algorithms.
Note that, in Table 1, the parameter Γ is an intrinsic factor in characterizing the generalization perfor-
mance of all the stationary points that satisfy the S3ONCwith different optimization quality; the general-
ization errors of those solutions are dependent on Γ. For problemswith a convex empirical risk function,
the impact of Γ can be well contained; initialized with the Lasso solution, which usually is tractable
under the convexity assumption, the resulting S3ONC solution will yield a suboptimality gap vanishing
in n. For the training of an NN, on the other hand, we are not able to tractably guarantee Γ to be small,
due to the innate nonconvexity. Nonetheless, in practice much empirical results indicate that Γ can be
small for many NN-based variants, such as those by Wan et al (2013b) and Alford (2018). Furthermore,
it is a currently another important direction to show that some stationary points of the NN model are
close to the global minimizer so that Γ is indeed small (See, e.g., Du 2018, Haeffele and Vidal 2017).
1.3. Organization of the paper
The rest of the paper is organized as below: Section 2 introduces the S3ONC. Section 3 states the main
results, whose proofs are provided in Section EC.1. Section 4 discusses the theoretical applications of
our main results to high-dimensional nonsmooth learning and the regularized (deep) neural networks.
A pseudo-polynomial-time solution scheme that guarantees the S3ONC is introduced in Section 5. Some
numerical evidences on our theoretical findings are presented in Section 6. Finally, Section 7 concludes
our paper.
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Table 1 Summary of sample complexities. “n&” represents that the sample complexity (disregarding quantities
independent of p and n). εˆ is the parameter for A-sparsity as in Assumption 1. The results for “High-dimensional nonsmooth
learning” is obtained under the sparsity assumption. The results for “Neural networks” are achieved without any assumption
on sparsity.
Model n&
HDSL under A-sparsity
S3ONC to (2), initialized with Lasso
lnp
n2/3
+
p
lnp
n1/3
+
√
εˆ
n1/3
+ εˆ
S3ONC to (2) with suboptimality gap Γ lnp
n2/3
+
√
lnp
n + 1n1/3 +
√
Γ+εˆ
n1/3
+Γ+ εˆ
High-dimensional nonsmooth learning
S3ONC to (9), initialized with Lasso
p
lnp
n1/4
Neural network
S3ONC to (11) with suboptimality gap Γ
(r+d) lnp
d ·n1/3 +
lnp
n
1
6+
r
3d
+ lnp
n
r
3d
+
p
Γ lnp
n1/6
+Γ
S3ONC to (11) with suboptimality gap Γ
when g is polynomial
lnp
n1/3
+
p
Γ·lnp
n1/6
+Γ
Wewill denote by ‖ · ‖p (1≤ p≤∞) the p-norm, except that 1- and 2-norms are denoted by | · | and ‖ · ‖,
respectively. When there is no ambiguity, we also denote by | · | the cardinality of a set, if the argument is
then a finite set. Let ‖·‖F of a matrix be its Frobenius norm. Also denote by ‖·‖0 the number of non-zero
dimensions of a vector.Weuse p and n to represent the numbers of dimensions and samples.We denote
that [ · ]+ :=max{0, · }. With some abuse of terminology, we will refer to a solution that satisfies the S3ONC
as an S3ONC solution. For a function f , denote by ∇ f its gradient. For a vector β = (β j ) ∈ ℜp and a set
S ⊂ {1, ...,p}, let βS = (β j : j ∈ S) be a sub-vector of β. For a random variable X , the sub-gaussian and
sub-exponential norms of X are denoted ‖X ‖ψ2 and ‖X ‖ψ1 , respectively. Finally, e j denotes the vector
with a 1 in the j th coordinate and 0’s elsewhere.
15
2. Significant subspace second-order necessary condition
In this paper, we generalize the significant subspace second-order necessary condition (S3ONC) by
Chen et al (2010) and Liu et al (2017a, 2018). Specifically, Chen et al (2010) provide a second-order nec-
essary condition that is equivalent to the S3ONC for linear regression with bridge regularization. Then,
Liu et al (2017a, 2018) consider the S3ONC in a more general setting under the assumption that the
empirical risk function is twice differentiable. Such an assumption is further relaxed in this paper.
DEFINITION 1. For given Zn1 ∈ W n , a vector βˆ ∈ ℜp is said to satisfy the S3ONC (denoted by S3ONC(Zn1 ))
of the problem (2) if both of the following sets of conditions are satisfied:
a. The first-order KKT conditions are met at βˆ; that is, there exists ∇Ln,λ(βˆ, Zn1 ) ∈ ∂Ln,λ(βˆ, Zn1 ):
∇Ln,λ(βˆ, Zn1 )= 0, (14)
where ∂Ln,λ(β, Zn1 ) is the sub-differential of Ln,λ(β, Z
n
1 ) w.r.t. β.
b. The following inequality holds at βˆ: for all j = 1, ...,p , if |βˆ j | ∈ (0, aλ), then
UL+P ′′λ(|βˆ j |)≥ 0. (15)
Here UL , defined as in (1), is the component-wise Lipschitz constant. One may easily verify that the
S3ONC is implied by the second-order KKT conditions. With some abuse of notations, the S3ONC(Zn1 )
in the special case of problem (9) is then the same set of conditions with Ln,λ := L˜n,δ. Meanwhile, the
S3ONC(Zn1 ) in (11) is referred to as the S
3ONC((X, y)), since the random samples are in the format of
Zi =: (xi , yi ) and thus the notation Zn1 =: (X, y) with X= (xi : i = 1, ...,n) and y= (yi : i = 1, ...,n).
It has been shown by Haeser et al (2017), Bian et al (2015), and Ye (1998) that the second-order KKT
conditions, which imply the S3ONC, are pseudo-polynomial-time computable. Our new algorithm in
Section 5 also ensures the S3ONC at pseudo-polynomial-time cost.
3. Statistical performance bounds
3.1. Assumptions.
Our assumptions concern the tail of the underlying distribution (Assumption 2) and continuity
(Assumption 3).
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ASSUMPTION 2. For all β ∈ ℜp , it holds that L(β, Zi )−E[L(β, Zi )], i = 1, ...,n, are independent random
variables following sub-exponential distributions; that is, ‖L(β, Zi )−E[L(β, Zi )]‖ψ1 ≤σ, for some σ≥ 1.
REMARK 1. As an implication of the above assumption, for all β ∈ℜp , it holds that
P
(∣∣∣∣ n∑
i=1
ai
{
L(β, Zi )−E[L(β, Zi )]
}∣∣∣∣>σ(‖a‖pt +‖a‖∞t )
)
≤ 2exp(−ct ) , ∀t ≥ 0, a= (ai ) ∈ℜn , (16)
for some absolute constant c ∈ (0, 0.5]. Interested readers are referred to Vershynin (2012) for more dis-
cussions on the sub-exponential distribution. For notational simplicity in our discussion later, we have
let σ≥ 1.
ASSUMPTION 3. For some measurable and deterministic function C : W → ℜ+, the random variable
C (Zi ) satisfies that ‖C (Zi )−E [C (Zi )]‖ψ1 ≤σL , for all i = 1, ...,n for some σL ≥ 1, where we let E[|C (Zi )|]≤
Cµ for all i = 1, ...,n for some Cµ ≥ 1. Furthermore, |L(β1, z)−L(β2, z)| ≤C (z)‖β1−β2‖, for all β1, β2 ∈ℜp
and almost every z ∈W .
REMARK 2. The stipulations ofCµ ≥ 1 andσL ≥ 1 can be easily relaxed and are needed only for notational
simplicity in our results to be presented.
REMARK 3. Assumptions 2 and 3 are general enough to cover a wide spectrum of M-estimation prob-
lems. More specifically, Assumption 2 requires that the underlying distribution is sub-exponential, and
Assumption 3 essentially imposes Lipschitz continuity on Ln(β,Zn1 ). These two assumptions are either
standard or easily verifiable. The combination of our Assumptions 1 through 3 are non-trivially weaker
than the settings in Liu et al (2017a, 2018).
3.2. Main Results
Introduce a few short-hand notations: ζ˜ := ln
(
3eR · (σL+Cµ)
)
and βˆ
ℓ1 ∈ argminβ∈ℜp Ln(β, Zn1 )+λ|β|. We
are now ready to present our claimed results. Wewill first present themost general result of this paper in
Proposition 1. In this proposition, the parameter ̺ is left to be optimally determined in different special
cases. Then Theorem 1 presents one of those cases.
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PROPOSITION 1. Suppose that Assumptions 1 through 3 hold. For any ̺ : 0 < ̺ < 1
2
, let λ :=√
8σ
c·a·n2̺ [ln(n
̺p)+ ζ˜] for the same c in (16) and a < 1
UL
. The following statements hold at any solution
βˆ ∈ℜp : ‖βˆ‖∞ ≤R that satisfies the S3ONC(Zn1 ) to (2) almost surely:
(i) For any Γ≥ 0 and some universal constants c˜ ,C1 > 0, if
n >C1 ·
[(
Γ+ εˆ
σ
) 1
1−2̺
+ s ·
(
ln(n̺p)+ ζ˜
)]
, (17)
and Ln,λ(βˆ, Zn1 )≤Ln,λ(β∗εˆ , Zn1 )+Γ almost surely, then the excess risk is bounded by
L(βˆ)−L(β∗)≤C1 ·

 s · (ln(n̺p)+ ζ˜)
n2̺
+
√
s ·
(
ln(n̺p)+ ζ˜
)
n
+ 1
n̺
+ 1
n1−2̺
+ 1
n
1−̺
2

 ·σ
+C1 ·
√
σ(Γ+ εˆ)
n1−2̺
+Γ+ εˆ, (18)
with probability at least 1−2(p +1)exp(−c˜n)−6exp
(
−2cn4̺−1
)
.
(ii) For some universal constants c˜ ,C2 > 0, if
n >C2 ·
(
εˆ
σ
) 1
1−2̺
+C2 ·a−1 · [ln(n̺p)+ ζ˜] · smax{1,
1
2−4̺ ,
1
2̺ }Rmax{
1
2−4̺ ,
1
2̺ }, (19)
and Ln,λ(βˆ, Zn1 )≤Ln,λ(βˆ
ℓ1
, Zn1 ) almost surely, then the excess risk is bounded by
L(βˆ)−L(β∗)≤C2 ·
[
s
(
ln(n̺p)+ ζ˜
)
n2̺
+ 1
n̺
+ 1
n1−2̺
]
·σ
+C2 ·
sRσ3/4
min
{
a1/2n̺, a1/4n
1−̺
2
} [ln(n̺p)+ ζ˜]1/2+C2 ·
√
σεˆ
n1−2̺
+ εˆ, (20)
with probability at least 1−2(p +1)exp(−c˜n)−6exp
(
−2cn4̺−1
)
.
Proof. See Section EC.1.1. 
REMARK 4. Proposition 1 does not rely on convexity or RSC. The first part of Proposition 1 presents
the most general result that we have. Specifically, we show that, for all the S3ONC solutions, the excess
risk can be bounded by a function of the suboptimality gap Γ. This explicates the consistency between
the statistical performance of a stationary point to an HDSL problem and the optimization quality of
that stationary point in minimizing the corresponding penalized objective function. The second part of
Proposition 1 concerns an arbitrary S3ONC solution βˆ that has an objective function value, measured
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by Ln,λ( · ,Zn1 ), smaller than that of βˆ
ℓ1
. For such a solution, the excess risk can be well contained even
if the sample size is only poly-logarithmic in the number of dimensions. This desired solution can be
generated by a two-step approach: We first solve for βˆ
ℓ1
, which is often polynomial-time computable
if Ln,λ( · ,Zn1 ) is convex given Zn1 . Then, we compute for an S3ONC solution through a local optimization
approach that uses βˆ
ℓ1
as the initial point.
REMARK 5. Wemay as well let a−1 = 2UL and thus a <UL−1 to satisfy the stipulation of Theorem 1.
REMARK 6. For any feasible choice of ̺, each of the twoparts of Proposition 1 has already established the
poly-logarithmic correlation between the dimensionality p and the sample size n; polynomially increas-
ing the sample size can compensate the exponential growth in dimensionality. We may further pick a
reasonable value for ̺ and obtain a more detailed result as in Theorem 1 below.
THEOREM 1. Let a < 1
UL
andλ :=
√
8σ
c·a·n2/3 [ln(n
1/3p)+ ζ˜] for the same c in (16). Suppose that Assumptions 1
through 3 hold. Let βˆ ∈ℜp : ‖βˆ‖∞ ≤R satisfy the S3ONC(Zn1 ) to (2) almost surely. The following statements
hold:
(i) For any Γ≥ 0 and some universal constants c˜ ,C3 > 0, if
n >C3 ·
[(
Γ+ εˆ
σ
)3
+ s ·
(
ln(n1/3p)+ ζ˜
)]
, (21)
and Ln,λ(βˆ, Zn1 )≤Ln,λ(β∗εˆ , Zn1 )+Γ almost surely, then the excess risk is bounded by
L(βˆ)−L(β∗)≤C3σ ·

 s · (ln(n1/3p)+ ζ˜)
n2/3
+
√
s ·
(
ln(n1/3p)+ ζ˜
)
n
+ 1
n1/3

+C3 ·
√
σ(Γ+ εˆ)
n1/3
+Γ+ εˆ (22)
with probability at least 1−2(p +1)exp(−c˜n)−6exp (−2cn1/3).
(ii) For some universal constant c˜,C4 > 0, if
n >C4 ·
(
εˆ
σ
)3
+C4 ·a−1 · [ln(n
1
3 p)+ ζ˜] · s 32R 32 , (23)
and Ln,λ(βˆ, Zn1 )≤Ln,λ(βˆ
ℓ1
, Zn1 ) almost surely, then the excess risk is bounded by
L(βˆ)−L(β∗)≤C4 ·a−1/2 · s ·σ ·


(
ln(n
1
3 p)+ ζ˜
)
n
2
3
+
R
√
ln(n
1
3 p)+ ζ˜
n
1
3

+C4 ·
√
σεˆ
n1/3
+ εˆ (24)
with probability at least 1−2(p +1)exp(−c˜n)−6exp (−2cn1/3).
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Proof. Immediate from Proposition 1 with ̺= 1
3
. 
Our remarks concerning Proposition 1 also apply to Theorem 1, since the latter is a special case when
̺ = 1
3
. We would like to point out that, if εˆ = 0, the excess risk in (24) is simplified into L(βˆ)−L(β∗) ≤
O˜ ( lnp
n2/3
+
p
lnp
n1/3
).
4. Theoretical Applications
Below we present two important theoretical applications of the HDSL theories under A-sparsity. Section
4.1 presents the discussion for a flexible class of high-dimensional nonsmooth learning. Section 4.2 then
considers the generalization performance of a regularized (deep) neural network.
4.1. High-dimensional nonsmooth learning
We consider the high-dimensional nonsmooth learning problems whose setups have been discussed
by Section 1.1.1. The excess risk, as promised in (10), is then provided by Theorem 2, in which we
will let βˆ
ℓ1,δ
:= (βˆℓ1 ,δj ) ∈ argminβ∈ℜp L˜n,δ(β,Zn1 )+λ|β|, where L˜n,δ(β,Zn1 ) is defined as in (9) and β∗ ∈
argmin
β
{
L(β) := E[n−1∑ni=1Lns(β,Zi )]} with some abuse of notations, where Lns is defined as in (7). We
will further impose special cases of Assumptions 2 and 3 as below:
ASSUMPTION 4. For allβ ∈ℜp , it holds that Lns(β, Zi )−E[Lns(β, Zi )], i = 1, ...,n, are independent random
variables that satisfy ‖Lns(β, Zi )−E[Lns(β, Zi )]‖ψ1 ≤σ, for some σ≥ 1.
ASSUMPTION 5. For some measurable and deterministic function C : W → ℜ+, the random variable
C (Zi ) satisfies that ‖C (Zi )−E [C (Zi )]‖ψ1 ≤σL , for all i = 1, ...,n for some σL ≥ 1 and that E[|C (Zi )|] ≤Cµ
for all i = 1, ...,n for someCµ ≥ 1. Furthermore, |Lns(β1, z)−Lns (β2, z)| ≤C (z)‖β1−β2‖, for all β1, β2 ∈ℜp
and almost every z ∈W .
Recall that ζ˜ := ln(3eR · (σL+Cµ)). We are now ready to present our theorem on high-dimensional
nonsmooth learning.
THEOREM 2. Assume that ‖β∗‖0 = s≪ p, ‖β∗‖∞ ≤ R, and ‖A(z)‖21,2 ≤UA for someUA ≥ 0 for almost every
z ∈W . Suppose that Assumptions 4 and 5 hold. Let δ= 1
4
, a = 1
2(UL+n1/4UA )
, and λ :=
√
8σ
c·a·n3/8 [ln(n
3/8p)+ ζ˜]
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for the same c in (16). Consider any β˜ ∈ ℜp : ‖β˜‖∞ ≤ R such that L˜n,δ(β˜,Zn1 ) +
∑p
j=1Pλ(|β˜ j |) ≤
L˜n,δ(βˆ
ℓ1 ,δ
,Zn1 )+
∑p
j=1Pλ(|βˆℓ1 ,δj |) almost surely and that β˜ satisfies the S3ONC(Zn1 ) to (9) almost surely. For
some universal constants c˜,C5 > 0, if
n >C5 ·
D2
σ2
+C5 · (UL +UA)4/3 · [ln(n3/8p)+ ζ˜]4/3 · s8/3R8/3, (25)
where D :=max{‖u1−u2‖ : u1,u2 ∈U }, then
L(βˆ)−L(β∗)≤ C5 ·σ · s · (ln(n
1/3p)+ ζ˜)
n3/4
+
C5 · s ·σ ·R · (UL +UA)1/2
√
ln(n3/8p)+ ζ˜+max{pσ ·D,D2}
n1/4
(26)
with probability at least 1−2(p +1)exp(−c˜n)−6exp
(
−2cn1/2
)
.
Proof. See Section EC.1.2. 
REMARK 7. Theorem 2 is a general theoretical framework that covers a wide class of nonsmooth HDSL
problems under sparsity. Particularly, considering the case of the high-dimensional SVM, Problem (7)
becomes
min
β
̺‖β‖2+ 1
n
n∑
i=1
[
1− yixiβ
]
+ . (27)
where yi ∈ {−1,+1} and xi ∈ℜp are the categorial labels and features, respectively, and ̺≥ 0 is a constant.
Correspondingly, under the high-dimensional setting and sparsity assumption, a straightforwardHDSL
formulation with the FCP-based regularization is then:
min
β
̺‖β‖2+ 1
n
n∑
i=1
[
1− yixiβ
]
++
p∑
j=1
Pλ(|β j |). (28)
The above formulation is immediately equivalent to aminimax problem as a special case of Problem (8),
given as
min
β
̺‖β‖2+ 1
n
n∑
i=1
max
ui :0≤ui≤1
{
ui ·
(
1− yixiβ
)}
+
p∑
j=1
Pλ(|β j |). (29)
Following our high-dimensional nonsmooth learning approach, we analyze the high-dimensional SVM
through the consideration of a smooth approximation as below:
min
β
̺‖β‖2+ max
u=(ui ):0≤u≤1
1
n
n∑
i=1
{
ui ·
(
1− yixiβ
)
− ‖u−u0‖
2
2nδ
}
+
p∑
j=1
Pλ(|β j |). (30)
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As a special case to (9), the corresponding estimate of the excess risk is given as in (26), where we may
let D = 1 and A(Zni ) = 1n ((yi · xi ) : i = 1, ...,n), and then the corresponding UA can be small after some
straightforward normalization.
Formulations similar to (28) has been shown successful in multiple application settings (e.g., Liu et al
2010, Zhang et al 2006). Then, recovery theories under different high-dimensional settings have been
established by Zhang et al (2016b,c) and Peng et al (2016), etc. Nonetheless, the existing results com-
monly stipulate a strictly positive lower bound on the smallest eigenvalue of (the principal submatrix
of) the Hessian for the empirical risk function. Therefore, none of the above applies when ̺= 0. In con-
trast, our sample complexity in (10) applies generically to high-dimensional SVMproblems for any ̺ ≥ 0.
Another common (and sometimes implicit) assumptionmade by the existing literature is that the under-
lying distribution has a probability density function that has a continuous density in the neighborhood
of every kink point of the hinge loss function (e.g., all the points in the set, {β : 1− yixiβ= 0 for some i }).
This condition implies that the hinge loss function is almost surely continuously differentiable. Such an
assumption is no longer needed by our approach.
4.2. Regularized training of neural networks
This section considers the generalization performance of a regularized NN trained through formula-
tion (11). We consider the regularized NN whose setups have been discussed by Section 1.1.2. A general
theoretical framework is provided by Theorem 3. The promised bound on the generalization error in
(13) is then provided by Corollaries 1. Below, the definition of representability errorΩ(·) is given in (12).
With some abuse of notations, the S3ONC(Zn1 ) in the special case of problem (11) is referred to as the
S3ONC((X, y)) with X = (xi : i = 1, ...,n) and y = (yi : i = 1, ...,n). We recall our setup that in Section 1.1.2
that {x1, x2, · · · ,xn ,w1,w2, · · ·wn} is a sequence of independent random variables. Tailoring Assumptions
2 and 3 to the special case of the NN, we have the following Assumptions 6 and 7:
ASSUMPTION 6. ‖FNN (xi ,β)‖ψ2 ≤σNN for all β : ‖β‖∞ ≤R and all i = 1, ...,n, for some σNN ≥ 1.
ASSUMPTION 7. max
{‖g (xi )‖ψ2 , ‖wi‖ψ2}≤σg ,w for all i = 1, ...,n, for some σg ,w ≥ 1.
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In addition, we will further impose a plausible assumption as below.
ASSUMPTION 8. For any sˆ : 1 ≤ sˆ ≤ p, there exists β∗sˆ ∈ argmin
β:‖β‖0≤sˆ
{
E
[
1
2n
∑n
i=1 |g (xi )−FNN (xi ,β)|2
]}
such that
‖β∗sˆ ‖∞ ≤R.
Below are the claimed results with a short-hand notation µg :=
∣∣E[ f (xi )]∣∣ for all i : 1≤ i ≤ n (since xi is
assumed i.i.d.).
THEOREM 3. Consider any βˆ : ‖βˆ‖∞ ≤ R that satisfies the S3ONC((X,y)) almost surely and, for an arbi-
trarily given Γ ≥ 0, assume that Tλ(βˆ)−minβTλ(β) ≤ Γ, w.p.1., and that Tλ(βˆ) ≤ Tλ(0). w.p.1., where
Tλ is as defined in (11). Suppose that Assumptions 6 through 8 hold and that FNN (x, ·) is twice differ-
entiable with
∣∣∣ ∂FNN (x,β)
∂β j
∣∣∣ ≤ U1 and
∣∣∣∣ ∂2FNN (x,β)∂β2
j
∣∣∣∣ ≤ U2 for some U1,U2 ≥ 1 and for all β : ‖β‖∞ ≤ R, all j =
1, ...,p, and almost every x ∈ [0, 1]d . There exist universal constants C a6 ,C b6 ,C c6 ,C e6 > 0, such that, for any
sˆ : 1 ≤ sˆ ≤ p, if ζ˜NN := ln
(
C a6 ·eR ·
(
maxu:‖u‖∞≤R |FNN (xi ,u)|+σg ,w +µg
)
·U1
)
, a < 1
U
2
1+Cb6 ·
p
σ2g ,w+µ2g ·U2
, λ :=√
Cc6 ·(σNN+σw,g )2
a·n2/3 [ln(n
5/6p3/2)+ ζ˜NN ], and
n >C e6 ·
[
(Γ+Ω(sˆ))3
(σNN +σw,g )6
+ sˆ ·
(
ln(n5/6p3/2)+ ζ˜NN
)]
, (31)
then it holds simultaneously that
E
[
1
2
|g (xi )−FNN (xi , βˆ)|2
]
≤C e6 ·(σNN +σw,g )2 ·

 sˆ · (ln(n5/6p3/2)+ ζ˜NN )
n2/3
+
√
sˆ ·
(
ln(n5/6p3/2)+ ζ˜NN
)
n
+ 1
n1/3


+C e6 ·
√
(σNN +σw,g )2 · (Γ+Ω(sˆ))
n1/3
+Γ+Ω(sˆ)+Ω(p), (32)
whereΩ is as defined in (12), and that
E
[
|y −FNN (x, βˆ)|2
]
−E
[
|y −g (x)|2
]
≤C e6 · (σNN +σw,g )2 ·

 sˆ · (ln(n5/6p3/2)+ ζ˜NN )
n2/3
+
√
sˆ ·
(
ln(n5/6p3/2)+ ζ˜NN
)
n
+ 1
n1/3


︸ ︷︷ ︸
Minimal generalization error
+C e6 ·
√
Γ+Ω(sˆ)
(σNN +σw,g )−2n1/3︸ ︷︷ ︸
Interaction among suboptimality gap,
sample, and representability
+ Γ︸︷︷︸
Suboptimality gap
+ Ω(sˆ)+Ω(p)︸ ︷︷ ︸
Representability gap
(33)
with probability at least 1−C e6p exp
(
− n
Ce6
)
−C e6 exp
(
−Cˆ n1/3
Ce6
)
−C e6n exp
(
− n
Ce6
)
.
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Proof. See Section EC.1.3. 
REMARK 8. The assumption thatTλ(βˆ)≤Tλ(0) is non-critical as onemay ensure it by choosing an initial
solution that has an objective function value no worse than the all-zero vector. Such initial solutions
tend to be easy to identify in practice in spite of the nonconvexity of Tλ.
REMARK 9. Our bound in (33) calculates the generalization error; that is, the gap between the mean
squared prediction error of the trained NNmodel and that of the the unknown true model that governs
the data generation. It turns out that this generalization error consists of four components: (i) the min-
imal generalization error that is always in presence for a given NN architecture, regardless how well the
model is trained; (ii) the error due to the suboptimality gap Γ; (iii) how well the NN architecture can
represent the underlyingmodel for data generation, measured byΩ(sˆ)+Ω(p), whereΩ(sˆ) represents the
best approximation error possible when maximally sˆ-many links are allowed to active in the NN archi-
tecture andΩ(p) is themaximal expressive power when all of the links are allowed to be active; and lastly
(iv) a term that is intertwined with several components: optimality, sample size, and representability.
REMARK 10. Theorem 3 indicates that the generalization performance of the NN (with regularization)
is consistent with the optimization quality; the smaller is the optimality gap, the better will the general-
ization performance be. More specifically, if all other quantities are fixed, the generalization error can be
bounded byO
(p
Γ+Γ
)
, where we recall that Γ≥ 0 is the suboptimality gap. Furthermore, the term with
p
Γ is vanishing if the sample size increases.
REMARK 11. We would also like to note that E
[‖y −FNN (x, βˆ)‖2] − E[‖y −g (x)‖2] =
E
[
‖g (xi )−FNN (xi , βˆ)‖2
]
due to our assumption on independence among the several random terms.
By appearance, the generalization error may seem to be subsumed by the existing bounds for the
expressive power of the NNs. Nonetheless, we would like to point out that the argument for the existing
bounds on the expressive power are established under the setting where no data randomness occurs.
If such an assumption is violated, then the vector of the weights of the NN becomes a p-dimensional
random vector. The variance of a function of this vector will grow polynomially in p in the worst case, if
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no special treatment is employed to address the high dimensionality. This, as we speculate, may be the
reason why most existing generalization bounds for neural networks would deteriorate polynomially
in the number of hidden layers, since p grows polynomially when the layer number increases, as also
noted by Barron and Klusowski (2018).
REMARK 12. Our results is consistent with the findings by Neyshabur et al (2018) in terms of the general
trend that generalization error decreases when more hidden neurons are employed in the NN model.
This is because the representability error captured byΩ(p) andΩ(sˆ) will both tend to be smaller as more
neurons are in the architecture.
Below, we discuss one specific type of NNarchitectureswith one specific choice of activation function;
the ReLU function in Corollary 1. The expressive power of suchNNs has been formerly studied; Yarotsky
(2017) shows that there is a ReLU network architecture that is capable of expressing any function from
Fd ,m =
{
g ∈Wr,∞([0,1]d) : ‖g‖
Wr,∞([0,1]d ) ≤ 1
}
, where the Sobolev spaceWr,∞([0,1]d) is the space of functions
on [0,1]d lying in L∞ along with their weak derivatives up to order r equipped with a norm defined
as ‖g‖
Wr,∞([0,1]d ) = maxr∈ℜd : |r|≤r ess sup
x∈[0,1]d
|Drg (x)|, where Dr represents the weak derivative with order r =
(r1, ...,rd ) ≥ 0 and |r| = r1 + ...+ rd . We follow the same setup as in Yarotsky (2017) to discuss a deep
neural network. Similar to Yarotsky (2017), wewill use the following definitions fornetworks andnetwork
architectures: The network architectures is the network with unspecified weights. We say that a network
architecture is capable of expressing any function with error ǫ if for certain weight assignment β˜ to a
network architecture FNN (x, ·) the neural network FNN (x, β˜) and the target function g (·) satisfies that
max
x∈[0,1]d
|FNN (x, β˜)−g (x)| ≤ ǫ. (34)
Also following Yarotsky (2017), we assume that links across non-adjacent layers are allowed such that
the input to each computing unit is comprised of some units belonging to any of the preceding layers.
Below is our result in such a special case.
COROLLARY 1. Consider a deep neural network FNN with ReLU-activation functions. Assume that (i)
Assumptions 6 through 8 hold; (ii) the input to each of the ReLU units of the NN parameterized in β has a
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probability density function that entails a continuous density in a near neighborhood of the origin for any
β : ‖β‖∞ ≤ R; (iii) for all j = 1, ...,p, any β : ‖β‖∞ ≤ R and any x ∈ [0, 1]d , if the partial derivative ∂FNN (xi ,β)∂β j
exists, then
∣∣∣ ∂FNN (xi ,β)
∂β j
∣∣∣≤U1, for some U1 ≥ 1; and (iv) the network architecture of FNN contain more than
cˆ · (ln(n r3d )+ 1)-many layers and more than cˆ ·n1/3(ln(n r3d )+ 1)-many computing units at each layer for
some constant cˆ > 0 only dependent on d and r . Let the penalty parameter of the FCP to be a < 1
U
2
1
. Con-
sider any βˆ : ‖βˆ‖∞ ≤ R that satisfies the S3ONC(X,y) almost surely and that, for an arbitrarily given Γ≥ 0,
Tλ(βˆ)−minβTλ(β) ≤ Γ, w.p.1., and Tλ(βˆ) ≤ Tλ(0), w.p.1. For some universal constants C a7 ,C b7 ,C c7 > 0
and a constant C8 depend only on d and r , if ζ˜NN := ln
(
C a7 ·eR ·
(
maxu:‖u‖∞≤R |FNN (xi ,u)|+σg ,w +µg
) ·U1),
λ :=
√
Cb7 ·(σNN+σw,g )2
a·n2/3 [ln(n
5/6p3/2)+ ζ˜NN ] and
n >C c7 ·
[
(Γ+1)3
(σNN +σw,g )6
+
( r
d
lnn
)3/2 (
ln(n5/6p3/2)+ ζ˜)3/2] , (35)
then it holds simultaneously that
E
[|y −FNN (x, βˆ)|2]−E[|y −g (x)|2]≤C8 ·

 r lnn+d
d ·n1/3 +
√
Γ+n− 2r3d
n1/3


· (σNN +σw,g )2 ·
[
ln(n5/6p3/2)+ ζ˜NN
]+Γ+C8n− 2r3d (36)
and that
E
[
‖g (xi )−FNN (xi , βˆ)‖2
]
≤C8 ·

 r lnn+d
d ·n1/3 +
√
Γ+n− 2r3d
n1/3


· (σNN +σw,g )2 ·
[
ln(n5/6p3/2)+ ζ˜NN
]
+Γ+C8n−
2r
3d . (37)
with probability at least 1−C c7p exp
(
− n
Cc7
)
−C c7 exp
(
−n1/3
Cc7
)
−C c7n exp
(
− n
Cc7
)
.
Proof. See proof in Section EC.1.4. 
REMARK 13. In Corollary 1, the optimization quality and the generalization performance are provably
consistent in training a regularized NN; the generalization error bounds in (36) and (37) are strictly
monotone in the suboptimality gap Γ.
REMARK 14. If g is a polynomial function, then we may as well let d = r and obtain that, for some uni-
versal constantO(1).
E
[
‖g (xi )−FNN (xi , βˆ)‖2
]
≤O(1) ·

 lnn+1
n1/3
+
√
Γ+n− 23
n1/3

 · (σNN +σw,g )2 · [ln(n5/6p3/2)+ ζ˜NN ]+Γ+O(1) ·n− 23 .
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5. An S3ONC-Guaranteeing Algorithm
We proposed the following solution scheme to generate an γˆ-S3ONC solution in the sense that there
exists ∇Ln,λ(βˆ, Zn1 ) ∈ ∂Ln,λ(βˆ, Zn1 ) such that ‖∇Ln,λ(βˆ, Zn1 )‖ ≤ γˆ, and that (15) holds exactly whenUL < 1a .
To that end, we consider an abstract unconstrained optimization problem:
min
β∈ℜp
f˜λ(β) := f˜ (β)+
p∑
j=1
Pλ(|β|). (38)
under the assumption that f˜ is continuously differentiable with a globally Lipschitz continuous gradi-
ent. Assume the corresponding Lipschitz constant to be M > 0 and that the penalty parameter of Pλ
is chosen such that a < 1
M
. In such a case, the S3ONC condition in the sense of Definition 1 is equiva-
lent to the following: The solution βˆ= (βˆ j , j = 1, ...p) is said to satisfy the S3ONC to (38) if the following
conditions hold: (a) The first-order KKT condition is satisfied at βˆ; that is, there exists ∇ f˜λ(βˆ) ∈ ∂ f˜λ(βˆ)
such that ∇ f˜λ(βˆ)= 0, where ∂ f˜λ(βˆ) is the sub-differential of f˜λ(βˆ) at βˆ. (b) For all j = 1, ...,p , it holds that
|βˆ j | ∉ (0, aλ). To see the equivalence of the second relationship above to that of Definition 1, we may
invoke Proposition EC.1.
Now we are ready to present the proposed pseudo-polynomial-time method in Algorithm 1.
Algorithm 1
Step 1. Initialize parameters γ,λ,a,αˆ> 0, k = 0, and a feasible β0.
Step 2. Let
Case 1. If |βkj | ∈ (0, aλ) for some j = 1, ...,p , then choose an arbitrary ι ∈ { j : |βkj | ∈ (0, aλ)} and solve
βk+1ι ∈ argmin
β
[∇ f˜ (βk)]ι ·β+Pλ(|β|)
s.t . (β−βkι )2 ≤ γ2.
(39)
Meanwhile, let βk+1j =βkj for all j 6= ι. Go to Step 3.
Case 2. If |βk
j ′ | ∉ (0, aλ) for all j ′ = 1, ...,p , then for all j = 1, ...,p :
—If βkj = 0, then βk+1j = αˆ ·
[∣∣[∇ f˜ (βk)] j ∣∣−λ]+ ·sign(−[∇ f˜ (βk)] j ) .
—If |βkj | ≥ aλ, then βk+1j =βkj − αˆ · [∇ f (βk)] j .
Go to Step 3.
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Step 3. Algorithm stops if termination criteria are met. Otherwise, let k := k +1 and go to Step 2.
We design the termination criteria to be the simultaneous satisfaction of both |βkj | ∉ (0, aλ) and ‖βkj −
βk+1j ‖ < γ.
We observe that the per-iteration problem (39) is a one-dimensional optimization prob-
lem that admits a closed-form solution by comparing different choices of solutions: βk+1ι =
argmin
{
[∇ f (βk )]ιβ+Pλ(|β|) :β ∈ {0, βkj −γ,βkj +γ}∩ [βk −γ, βk +γ]
}
. To see this, we first noice the fol-
lowing two facts: (i) If |βk+1ι | ∉ (0, aλ)∩(βkj −γ, βkj +γ), then the second-order KKT condition, a necessary
condition for a local minimizer (and thus a necessary condition for a global minimizer), will not be sat-
isfied. Meanwhile, (ii) it is easily verifiable that β= aλ and β=−aλ are not first-order KKT points unless
[∇ f (βk )]ι = 0.
THEOREM 4. Suppose that minβ f˜λ(β) > −∞, αˆ < 2M , and a < 1M . For any γˆ > 0, let γ = min{
γˆ
2M
, αˆ · γˆ}.
Algorithm 1 terminates at iteration k∗ ≤
⌈
f˜λ(β
0)−minβ f˜λ(βk )
min{ 12a −M2 , M2 , 1αˆ−
M
2 }·γ2
⌉
+1. Furthermore, βk∗ is a γˆ-approximate
S3ONC solution to (38).
Proof. See proof in Section EC.1.5 
REMARK 15. Since the per-iteration problems of Algorithm 1 are in polynomial time and the algorithm
terminates with a desired solution at a complexity polynomial in the dimensionality, the numeric value
of the input, and the desired accuracy, Algorithm 1 is in pseudo-polynomial time. The algorithm is then
tested subsequently in Section 6.
6. Numerical Experiments
Wepresent below several preliminary numerical tests. In Section 6.1, we test the proposed technique for
high-dimensional nonsmooth learning in the special case of the high-dimensional SVMusing simulated
data. Then Section 6.2 presents the comparison among different regularization schemes for a neural
network on theMNIST dataset for handwriting recognition.
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6.1. Experiments on high-dimensional SVM
Herewe report a set of experiments on the performance of high-dimensional SVMvariants with different
regularization schemes in simulation. The SVM is intrinsically nonsmooth and thus this set of experi-
ments can verify our theory for nonsmooth learning at least in a special case. To that end, we randomly
generate three types of data sets, the training sets, the validation sets, and the generalization sets. All
three types of sets are generated following the same approach as below: With the same set of notations
as in (27), let x1, x2, ..., xn be i.i.d. p-variate normally distributed random vectors (samples) with covari-
ance defined as (ςi j ) ∈ ℜp×p and ςi j = 0.3|i− j |. Let the labels of the samples yi , i = 1, ...,n, be determined
by yi = I(x⊤i β∗+ωi ≥ 0), where ω1,ω2, ..., ωn are also i.i.d. and follow a standard normal distribution and
β∗ = (3, 5, 0, 0, 1.5, 0, ...,0︸ ︷︷ ︸
(p −5)-many 0’s
)⊤.
Our numerical comparisons involve the following schemes: (i). SVM: The canonical SVM with no reg-
ularization, that is, the estimator generated by solving (27) with ρ = 0. (ii) SVM-ℓ2: The SVM variant with
ℓ2 regularization, that is, the estimator generated by solving (27) with ρ = 0.1. (iii) SVM-ℓ1: The SVM vari-
ant with ℓ1 regularization, that is, the estimator generated by solving (28) with ρ = 0, Pλ(| · |)= λ| · |, and
λ= 0.1. (iv) SVM-FCP: The SVM variant with the proposed FCP-based regularization, that is, the estima-
tor generated by solving for an S3ONC solution via Algorithm 1 to Problem (28) with ρ = 0 and Pλ(| · |)
being the proposed FCP (λ= 0.25 and a = 0.3). Note that Algorithm 1 in (iv) is initialized with solutions
generated by the SVM-ℓ1 as in (iii) with λ = 0.25 and the model fitting problems in (i) through (iii) are
convex and are solved by calling Mosek (MOSEK ApS 2015) through CVX (Grant and Boyd 2013, 2008).
As we consider the impact of dimensionality to the SVM, we gradually increase p such that p ∈
{100, 200, ...,1000}. For each choice of dimensionality, 100 problem instances are generated, each with a
training sample size n = 100 and according to the procedure given above. For each problem instance, a
generalization data set is also produced with the same procedure above. The performance of each SVM
variant is reported in Table 2, wherewe compare the averages, denoted “Mean” (%), and standard errors,
denoted “SE” (%), of the classification errors, calculated as Number of wrongly classified observations
Total number of observations
×100%, for the
generalization sets. From this table, we can see that the classification errors generated by the proposed
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SVM-FCP is noticeably better than all other alternative approaches involved in this test. A representa-
tion of the above comparisons are provided in Figure 1, where the radius of each of the error bars is 1.96
times the standard error. This figure shows that the SVM-FCP persistently outperforms the other three
SVM variants involved in the test.
Table 2 Classification error for an SVMwith different regularization schemes.
SVM-FCP SVM-ℓ1 SVM-ℓ2 SVM
p Mean SE Mean SE Mean SE Mean SE
100 12.44 0.48 15.73 0.45 25.76 0.45 35.36 0.49
200 12.78 0.43 17.21 0.44 31.69 0.47 38.06 0.45
300 14.07 0.51 17.54 0.45 33.63 0.44 39.01 0.42
400 13.56 0.40 16.93 0.43 36.83 0.47 40.49 0.49
500 13.21 0.45 17.65 0.51 38.18 0.52 41.52 0.52
600 13.40 0.50 16.89 0.46 37.75 0.48 40.67 0.47
700 13.61 0.47 18.44 0.38 39.91 0.48 42.72 0.50
800 13.57 0.44 17.87 0.41 39.56 0.53 42.00 0.53
900 13.52 0.45 17.82 0.48 40.02 0.50 42.55 0.48
1000 13.36 0.42 17.77 0.37 41.95 0.46 43.53 0.45
6.2. Experiments on deep neural networks with MNIST
We conduct two sets of comparisons among fully connected deep neural networks with different regu-
larization schemes. The NN and its variants is implemented in Python 3.5.2 with Theano (Al-Rfou et al
2016). All NN variants are initialized with random parameters (weights) following a normal distribution
withmean being zero and standard deviation being 0.1. The code is largely based on that by Dobrzanski
(2016). Both test sets are conducted using theMNIST data set for handwritten recognition (LeCun 2013).
In this data set, each sample is a 28×28 image containing the handwritten digit ranging from 0 to 9. The
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Figure 1 Comparison of classification errors (%) incurred by the SVM variants. “SVM-FCP”, “SVM-L1”, “SVM-L2”, “SVM”
refers to the SVM variant with FCP regularization, ℓ1 regularization, ℓ2 regularization, and no regularization,
respectively. Centers of error bars are the mean classification errors and the radius of the error bars are 1.96 times
of the standard error (SE), namely, 1.96×SE.
task is then to train a classifier to recognize the written digit. There are 60,000 samples for training and
10,000 data entries for testing the generalization performance.
Firstly, we consider fully connected NNs with numbers of hidden layers being 2, 3, 5, 9, and 17. Fol-
lowing the notational convention as in (LeCun 2013), the architectures of the NNs are (i) a fully con-
nected NN with two hidden layers, 500-150, (where 500-150 refers to an NN with 500 neurons in the
first hidden layer and 150 in the second.) (ii) a fully connected NN with three hidden layers, 500-150-
150, (iii) a fully connected NN with five hidden layers, 500-150-10-10-150, (iv) a fully connected NN
with nine hidden layers, 500-150-10- · · ·-10︸ ︷︷ ︸
six“-10”s
-150, and (v) a fully connected NN with seventeen hidden
layers, 500-150-10- · · ·-10︸ ︷︷ ︸
Fourteen“-10”s
-150. The input layer is determined by the number of input features and has
784 neurons corresponding to the 784-many pixels of an image. The output layer is a “softmax” layer
(see Wan et al (2013b) for more detail about softmax) that has 10 neurons. Involved in the tests are NN
variants, including (a) NN, an NN without regularization; (b) NN-Dropout, an NN regularized by the
dropout’ (c) NN-ℓ2, an NN regularized by an “ℓ2” penalty, that is,
∑p
j=1Pλ(|β j |) := λ‖β‖22 for λ = 0.03;
(d) NN-FCP, an NN regularized by the FCP alone (and trained with Algorithm 1 with the aforemen-
31
tioned random initialization); (e) Dropout-FCP, An NN regularized by both dropout and the FCP, that is,
a dropout NN trained with Algorithm 1 (initialized with the aforementioned random solution).
The results are reported in Table 3. Wemay tell from the table that the classification errors of the NN-
FCP and Dropout-FCP remain insensitive to the increase of the layer numbers. In contrast, there can
be a significant performance deterioration for all the three alternative schemes, NN, NN-Dropout, and
NN-ℓ2; that is, when the layer numbers grow beyond certain thresholds, the trained NNmodels do not
generate good generalization performance (andmaymisclassifymore than 80%of the samples from the
generalization set).
Secondly, following the same numerical setup byWan et al (2013b), we consider a fully connected NN
with two hidden layers, each of which has 800 neurons with ReLU activation functions. We test our algo-
rithm together with alternatives on theMNIST dataset. Table 4 reports the comparison among Dropout-
FCP, NN, and NN-Dropout. Additionally involved in the comparison is the DropConnect, which is a
powerful regularization scheme proposed recently by Wan et al (2013b) for deep neural networks. We
train Dropout-FCP with Algorithm 1 using mini-batch size of 10, constant learning rate (step size) of
0.03, dropout rate of 0.2, and regularization parameters a = 0.05, λ = 0.005. We terminate the training
after 500 epochs (iterations). We repeat the training of this model for five times and report the aver-
age and standard deviation of the error rate. As you can see, our proposed Dropout-FCP achieves the
best average performance. We then invoke the same voting scheme proposed by employed by Wan et al
(2013b) (and first proposed by Ciresan et al (2012)) to aggregate the five neural networks trained through
Dropout-FCP, we achieve an error rate better than all alternative schemes involved in the comparison.
To our knowledge, the Dropout-FCP achieves a better error rate than the state-of-the-art alternatives
when no data preprocessing such as distortions are used: when considering only the class of 800×800
neural networks, our model outperforms all two-layer fully connected neural network when no distor-
tion is invoked on the data prior to training the neural networks, as in both LeCun (2013) and Wan et al
(2013b).
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Table 3 Classification error for an NN with different regularization schemes and different number of layers.
Layer number p NN NN-Dropout NN-ℓ2 NN-FCP Dropout-FCP
2 468,500 2.77 2.86 3.16 3.00 2.80
3 470,000 2.64 2.51 2.87 2.61 2.55
5 471,600 3.25 3.02 2.69 3.26 2.79
9 472,000 77.32 3.86 6.36 3.19 2.83
17 472,800 30.86 88.65 88.65 3.89 3.18
Table 4 Classification error for an NN with different regularization schemes. Each of the NNs has two fully connected
hidden layers. Each hidden layer has 800 neuronswith ReLU as the activation function. No distortion or augmentation is used.
Results for the alternative schemes such as “NN”, “NN-Dropout”, and “DropConnect” are taken from (Wan et al 2013b) for the
same test problemwith the same NN architecture.
Model Mean ± Std (%) Aggregated (%)
NN 1.62± 0.037 1.40
NN-Dropout 1.28± 0.040 1.20
DropConnect 1.20± 0.034 1.12
Dropout-FCP 1.18± 0.052 0.99
7. Conclusion
In this paper, we provide a unifying theoretical framework to the understandingHDSLwith approximate
sparsity; that is, the learning problems where the vector of the true parameters has many dimensions,
may be dense, but can be approximated by a sparse vector. We show that, for this type of problems, an
S3ONC solution for an FCP-based formulation yields desirable sample complexity: the required sam-
ple size is poly-logarithmic in the number of dimensions, even if the common assumption of the RSC
is absent. Such a result can be applied to the comprehension of two important HDSL problems: (i) the
high-dimensional nonsmooth learning problems, where the empirical risk functions are not necessar-
ily differentiable; and (ii) an NN with a flexible choice of network architecture. We show that for both
problems, the incorporation of the FCP regularization will ensure the generalization error, as measured
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by the excess risk, to be well contained by a function insensitive to the increase of the dimensionality
at an S3ONC solution. Such a theory is particularly suitable for deep learning models, in which “over-
parameterization” is common. More specifically, our framework provides perhaps the first theoretical
evidenceof the consistency betweenoptimizationquality andgeneralization performance in training an
NN. Furthermore, the generalization error is provably insensitive to over-parameterization; it deterio-
rates only poly-logarithmically in the increase of the number of the fitting parameters, while, in contrast,
for the most alternative schemes, the deterioration in generalization performance intensifies polyno-
mially for neural nets with more parameters. Our numerical results are consistent with our theoretical
predictions. Those results also show the interesting potential of combining the proposed FCPwith other
existing regularization schemes in further enhancing the performance of an NN. To compute an S3ONC
solution, a novel, pseudo-polynomial-time first-order algorithm is derived and shown potentially more
advantageous than the counterpart computing procedures.
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Proofs of Statements
EC.1. Technical proofs
EC.1.1. Proof of Proposition 1
We will follow notations in Proposition EC.4 in defining p˜u, ǫ, Γ, and ζ1(ǫ) := ln
(
3peR·(σL+Cµ)
ǫ
)
. Let ǫ :=
1
n̺
and ζ˜ := ln
(
3 ·eR · (σL+Cµ)
)
. Then ζ1(ǫ) := ln
(
3·(σL+Cµ)·p·eR
ǫ
)
= ln(n̺p)+ ζ˜ > 0 and λ =
√
8σζ1(ǫ)
c·a·n2̺ =√
8σ
c·a·n2̺ [ln(n
̺p)+ ζ˜].
We will first derive an explicit form for p˜u. To that end, we let PX := p˜u and T1 := 2Pλ(aλ)− 8σcn ζ1(ǫ). We
then solve the following inequality, which is equivalent to (EC.45) of Proposition EC.4, for a feasible PX ,
T1
2
·PX −
2σp
n
√
2PXζ1(ǫ)
c
> Γ+2ǫ+ sPλ(aλ)+ εˆ, (EC.1)
for the same c ∈ (0, 0.5] in (16). The solution to the above inequality yields that pPX > 2σT1pn
√
2ζ1(ǫ)
c
+√
2(2σ)2 ·ζ1(ǫ)
cn +2T1 [Γ+εˆ+2ǫ+sPλ(aλ)]
T1
. Since we aim only to find a feasible PX , we may as well require that
PX > 32σ
2ζ1(ǫ)
cT 21 ·n
+ 8T −11 [Γ+ εˆ+ 2ǫ+ sPλ(aλ)]. For λ =
√
8σζ1(ǫ)
c·a·n2̺ (which will be shown equivalent to λ :=√
8σ
c·a·n2̺ [ln(n
̺p)+ ζ˜] with ζ˜ := ln
(
3 ·eR · (σL+Cµ)
)
), we have Pλ(aλ) = aλ
2
2
= 4σζ1(ǫ)
c·n2̺ . Further noticing that
2Pλ(aλ) = 8σζ1(ǫ)c·n2̺ >
4σζ1(ǫ)
c·n2̺ + 8σnc ζ1(ǫ) as per our assumption (i.e., (17) implies that n1−2̺ > 2) we therefore
know that T1 = 2Pλ(aλ)− 8σnc ζ1(ǫ)>
4σζ1(ǫ)
c·n2̺ . As a result, to satisfy (EC.1), it suffices to let p˜u be any integer
that satisfies p˜u ≥ 2cn
4̺−1
ζ1(ǫ)
+ 2cn2̺
σζ1(ǫ)
· [Γ+ εˆ+2ǫ+ sPλ(aλ)] , which is satisfied by letting
p˜u :=
⌈
2cn4̺−1
ζ1(ǫ)
+ 2cn
2̺
σζ1(ǫ)
· (Γ+ εˆ+2ǫ)+8s
⌉
=
⌈
2cn4̺−1
ζ1(ǫ)
+ 2cn
2̺
σζ1(ǫ)
·
(
Γ+ εˆ+ 2
n̺
)
+8s
⌉
, (EC.2)
where the last equality is due to our choice of parameter, ǫ = 1
n̺
. In the meantime, the right-hand-side
of (EC.2) is strictly larger than s. Since (EC.2) is a sufficient condition to (EC.1), we know that, if (EC.2)
holds, then (EC.45) in Proposition EC.4 holds for any p˜ : p˜u ≤ p˜ ≤ p . Invoking Proposition EC.4, we have
with probability at least P∗ := 1− 6exp
(
−
⌈
2cn4̺−1
ζ1(ǫ)
+ 2cn2̺
σζ1(ǫ)
· (Γ+ εˆ+ 2
n̺
)+8s⌉ ·ζ1(ǫ))− 2(p + 1)exp(−c˜n) ≥
1−6exp(−2cn4̺−1)−2(p +1)exp(−c˜n), it holds that
L(βˆ)−L(β∗)≤ s ·Pλ(aλ)+
2σp
n
√
2p˜u
c
ζ1(ǫ)+
4σ
n
p˜u
c
ζ1(ǫ)+2ǫ+ εˆ+Γ, (EC.3)
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where p˜u =
⌈
2cn4̺−1
ζ1(ǫ)
+ 2cn2̺
σζ1(ǫ)
·
(
Γ+ εˆ+ 2
n̺
)
+8s
⌉
.
We will then simplify the above with efforts to preserve the rates in n and p . Firstly, we have√
2p˜u
cn
ζ1(ǫ)≤
√
2
cn
ζ1(ǫ) ·
2cn4̺−1
ζ1(ǫ)
+ 2cn
2̺
σζ1(ǫ)
(
εˆ+Γ+ 2
n̺
)
· 2ζ1(ǫ)
cn
+
√
2
cn
ζ1(ǫ) [8s+1]
≤
√
4
n2−4̺
+
4(Γ+ εˆ+ 2
n̺
)
σn1−2̺
+
√
2
nc
ζ1(ǫ) [8s+1], (EC.4)
which is obtained by observing the fact that
p
x+ y ≤ px +py for any x, y ≥ 0 and the relations that
0< a ≤ 1, 0< c ≤ 0.5, σ≥ 1, and ζ1(ǫ)≥ ln2 (as a result of the assumed inequality (19)).
Similar to the above, we also have
2p˜u
cn
ζ1(ǫ)≤
4
n2−4̺
+ 2
nc
ζ1(ǫ) [8s+1]+
4(Γ+ εˆ+ 2
n̺
)
σn1−2̺
. (EC.5)
Invoking (17) and ζ1(ǫ) = ln(n1/3p)+ ζ˜, we have 4n2−4̺ +
4(Γ+εˆ+ 2
n̺
)
σn1−2̺ ≤ O(1) and 2nc ζ1(ǫ) [8s+1] ≤ O(1) for
some universal constantsO(1). Therefore, for some universal constantO(1), it holds that 2p˜u
cn
ζ1(ǫ)≤O(1)·√
4
n2−4̺ +
4(Γ+εˆ+ 2
n̺
)
σn1−2̺ +O(1) ·
√
2
nc
ζ1(ǫ) · (8s+1). Further invoking (EC.4) and (EC.5), the inequality in (EC.3)
can be simplified into L(βˆ)−L(β∗)≤ 4sσζ1(ǫ)
c·n2̺ +O(1) ·σ ·
√
1
n2−4̺ +
Γ+εˆ+ 2
n̺
σn1−2̺ +O(1) ·σ
√
s+1
nc
ζ1(ǫ)+ 2n̺ +Γ+ εˆ. Fur-
ther invoking a few known inequalities such as ζ1(ǫ) ≥ ln2, 0 < ̺ < 1/2, σ ≥ 1, and 0 < c ≤ 0.5, we may
obtain a further simplification that
L(βˆ)−L(β∗)≤O(1) ·
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n2̺
+ 1
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which immediately leads to the claimed in Part (i) since ζ1(ǫ) := ln
(
3n̺(σL +Cµ) ·p ·eR
)
, a−1 ≥ 1, s ≥ 1,
R ≥ 1, and the satisfaction of (19).
For Part (ii), due to Lemma EC.2, we know thatLn,λ(βˆ; Zn1 )≤Ln,λ(β∗εˆ ; Zn1 )+λ|β∗εˆ |with probability one.
Therefore, we may apply the results from Part (i) for Γ= λ|β∗εˆ |. Since it is assumed that
n >C2 ·
(
εˆ
σ
) 1
1−2̺
+C2 ·a−1 · [ln(n̺p)+ ζ˜] · smax{1,
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1
2̺ }R
max{ 12−4̺ ,
1
2̺ }, (EC.7)
and Γ
σ
≤ λ|β
∗
εˆ
|
σ
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|β∗
εˆ
|·
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8σ
c·a·n2̺ [ln(n
ρp)+ζ˜]
σ
(as well as σ ≥ 1), it then holds under Assumption 1 that Γ
σ
≤ Rs ·√
8
cσ·a·n2̺ [ln(n
̺p)+ ζ˜]≤O(1) ·
√
Rs
a1−2̺ [ln(n
̺p)+ ζ˜]1−2̺ for some universal constantO(1). Therefore,
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, (EC.8)
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for some universal constants O(1). Recall that a < 1, we then have that, if n satisfies (19) for some uni-
versal constantC2, then
n >C2 ·
(
εˆ
σ
) 1
1−2̺
+C2 ·a−1 · [ln(n̺p)+ ζ˜] · smax{1,
1
2−4̺ ,
1
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2̺ }
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) 1
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) 1
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,
Therefore, (EC.6) in Part (i) implies that
L(βˆ)−L(β∗)≤O(1) ·σ ·

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n2̺
+
√
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n
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2
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n1−2̺
+λ|β∗εˆ |+ εˆ,
with probability at least 1−2(p+1)exp(−c˜n)−6exp
(
−2cn4̺−1
)
. The above bound can be further simpli-
fied by noticing that a < 1, σ≥ 1, p ≥ 1,
[
ln(n̺p)+ ζ˜
]
≥ 1 and
√
sζ1(ǫ)
n
≤ s·
p
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n
1−ρ
2
. As a result, L(βˆ)−L(β∗)≤
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n1−2̺ + εˆ, which imme-
diately leads to the desired result in Part (ii). 
EC.1.2. Proof of Theorem 2
With L˜n,δ defined as in (9), we claim that
E[L˜n,δ(β
∗,Zn1 )]−min
β
E[L˜n,δ(β˜,Z
n
1 )]≤
D2
2nδ
(EC.9)
To see this, one may observe that, if we let β˜
∗
δ ∈ argminβE[L˜n,δ(β˜,Zn1 )], then
E
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n
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,
where the last inequality is due to the definition of β∗. Therefore, the population version of problem
(8), formulated as minβ E[L˜n,δ(β)], admits a
D2
2nδ
-approximate sparse solution and the sparsity level of
ec4 Electronic Companion:
this approximate solution is s. Furthermore, invoking Theorem EC.1, we know that ∇ fµ(β,A(Zi )) (where
fµ is defined as in Theorem EC.1) is Lipchitz continuous with constant
1
n
∑n
i=1
1
n−δ ‖A(Zi )‖21,2 ≤ nδ ·UA,
a.s. Therefore, it holds that the partial derivatives of L˜n,δ(βˆ, Zn1 ) is Lipschitz continuous with a Lipschitz
constant (UL +nδUA), a.s.
We want to employ Proposition 1 with εˆ = D2
2nδ
, δ = 1/4, ̺ = 3
8
and a−1 = 2(UL +nδUA) to bound the
excess risk. To that end, we will first verify the satisfaction of (19) by the assumption of (25). Since εˆ
σ
=
D
2nδσ
= D
2n1/4σ
and a−1 = 2(UL +n1/4UA) ≤ 2(UL +UA) ·n1/4, it holds that O(1)
(
εˆ
σ
) 1
1−2̺ =O(1) εˆ4
σ4
=O(1) · D4
16nσ4
and that a−1 · [ln(n̺p)+ ζ˜] · smax{1, 12−4̺ , 12̺ }Rmax{ 12−4̺ , 12̺ } = 2(UL+UA) ·n1/4 · [ln(n3/8p)+ ζ˜] · s2R2. From (25),
n
2
>C5 ·
D2
2σ2
= C5 ·
D4
32nσ4
· 16nσ
2
D2
≥ C˜5 ·
(
εˆ
σ
)1/(1−2̺)
· 16nσ
2
D2
≥C2 ·
(
εˆ
σ
)1/(1−2̺)
. (EC.10)
for some C˜5 > 0. Similarly, (25) also implies that n2 >
C5
2
· (UL +UA)4/3 · [ln(n3/8p)+ ζ˜]4/3 · s8/3R8/3 =⇒ n
4
3
2
>
C5
2
· (UL +UA)4/3n1/3 · [ln(n3/8p)+ ζ˜]4/3 · s8/3R8/3 =⇒ n2 > Cˆ5 ·2 · (UL +UA)n1/4 · [ln(n3/8p)+ ζ˜] · s2R2 =C2 ·a−1 ·
[ln(n̺p)+ ζ˜] · smax
{
1, 12−4̺ ,
1
2̺
}
R
max
{
1
2−4̺ ,
1
2̺
}
, for some Cˆ5 > 0. Therefore, if (25) holds then n >C2 ·
(
εˆ
σ
)1/(1−2̺) +
C2 ·a−1 · [ln(n̺p)+ ζ˜] · smax
{
1, 12−4̺ ,
1
2̺
}
R
max
{
1
2−4̺ ,
1
2̺
}
, which is immediately (19).
We may now invoke Theorem 1 with εˆ = D2
2nδ
and a−1 = 2(UL + nδUA) in bounding E(L˜n,δ(β)) −
E(L˜n,δ(β˜
∗
δ)), which yields
E(L˜n,δ(β˜))−E(L˜n,δ(β˜∗δ))≤C2 ·
[
s
(
ln(n̺p)+ ζ˜
)
n2̺
+ 1
n̺
+ 1
n1−2̺
]
·σ
+C2 ·
sRσ3/4
min
{
[2(UL+nδUA)]− 12n̺, [2(UL+nδUA)]− 14n
1−̺
2
}√ln(n̺p)+ ζ˜+C2 ·
√
σ D
2
2nδ
n1−2̺
+ D
2
2nδ
, (EC.11)
with probability at least 1−2(p +1)exp(−c˜n)−6exp
(
−2cn4̺−1
)
.
Further notice that E[Ln(β)] ≤ E[L˜n,δ(β)] ≤ E[Ln(β)]+ D
2
2nδ
for any β ∈ ℜp . Therefore, by noting that
2(UL+n1/4UA)≤ 2(UL+UA) ·n1/4,
E[Ln(β˜)]−E[Ln(β∗)]≤O(1) ·
[
s
(
ln(n̺p)+ ζ˜
)
n3/4
+ 1
n3/8
+ 1
n1/4
]
·σ
+O(1) · sRσ
3/4
min
{
[2(UL+UA)]− 12n1/4, [2(UL+UA)]− 14n1/4
}√ln(n3/8p)+ ζ˜
+O(1) ·
√
σD2
n1/2
+ D
2
2n1/4
, (EC.12)
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for someO(1)> 0with probability 1−2(p+1)exp(−c˜n)−6exp
(
−2cn1/2
)
. The desired result is then imme-
diately implied from the above by further observing thatUL ≥ 1 by assumption. 
EC.1.3. Proof of Theorem 3
Proof. Due to the sub-gaussian assumption, it holds that P
[∣∣g (xi )−E[g (xi )]∣∣≥pn ·Cσg ,w ] ≤ e ·
exp(−c2n) and P
[|wi | ≥pn ·Cσg ,w ]≤ e ·exp(−c2n). for some c2 > 0. Notice that ∥∥∥(g (xi )−E[g (xi )])2∥∥∥
ψ1
=∥∥g (xi )−E[g (xi )]∥∥2ψ2 ≤ Cσ2g ,w and similarly ‖wi‖ψ1 ≤ Cσ2g ,w for all i = 1, ...,n for some universal constant
C . Invoking the Bernstein-like inequality as in (16), it holds that
P
[∣∣∣∣ n∑
i=1
1
n
{(
g (xi )−E[g (xi )]
)2−E[(g (xi )−E[g (xi )])2]}
∣∣∣∣>Cσ2g ,w ·
(√
t
n
+ t
n
)]
≤ 2exp(−c3t ) , ∀t ≥ 0
P
[∣∣∣∣ n∑
i=1
1
n
{
w 2i −E[w 2i ]
}∣∣∣∣>Cσ2g ,w ·
(√
t
n
+ t
n
)]
≤ 2exp(−c3t ) , ∀t ≥ 0
for some constant c3 > 0.
Combining the above, it holds that
n−1
n∑
i=1
y2i = n−1
n∑
i=1
(
g (xi )−E[g (xi )]+wi +E[g (xi )]
)2
≤ 3n−1
n∑
i=1
(
g (xi )−E[g (xi )]
)2+3n−1 n∑
i=1
w 2i +3n−1
n∑
i=1
(
E[g (xi )]
)2
≤ 6 ·C ·σ2g ,w ·
(√
t
n
+ t
n
)
+3n−1
n∑
i=1
E
[(
g (xi )−E[g (xi )]
)2]+3n−1 n∑
i=1
E[w 2i ]+3n−1
n∑
i=1
(
E[g (xi )]
)2
≤ O(1) ·σ2g ,w ·
(√
t
n
+ t
n
)
+O(1) ·σ2g ,w +O(1) ·µ2g ,
for some universal constant O(1), with probability 1 − 4exp(−c3t ). For an arbitrary β :
‖β‖∞ ≤ R , consider the j -th dimension of the gradient of the empirical risk func-
tion, given as 1
n
∑n
i=1(FNN (xi ,β) − yi ) · ∂FNN (xi ,β)∂β j , and the second-order partial derivative is
1
n
∑n
i=1
{[
∂FNN (xi ,β)
∂β j
]2
+ (FNN (xi ,β)− yi ) · ∂
2FNN (xi ,β)
∂β2
j
}
. Notice that
√
1
2n
∑n
i=1
(
FNN (xi , βˆ)− yi
)2 ≤√
1
2n
∑n
i=1
(
FNN (xi , βˆ)− yi
)2+∑pj=1Pλ(|βˆ j |) ≤ √ 12n ∑ni=1 (FNN (xi ,0)− yi )2+∑pj=1Pλ(|0|) = √ 12n ∑ni=1 y2i .
Therefore,
∥∥∥∥∥ 1n
n∑
i=1
{[
∂FNN (xi ,β)
∂β j
]2
+ (FNN (xi ,β)− yi ) ·
∂2FNN (xi ,β)
∂β2j
}∥∥∥∥∥ (EC.13)
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≤
∥∥∥∥ 1n
n∑
i=1
[
∂FNN (xi ,β)
∂β j
]2∥∥∥∥+
√
1
n
n∑
i=1
(
FNN (xi ,β)− yi
)2 ·max
j
∥∥∥∥∥∂
2FNN (xi ,β)
∂β2j
∥∥∥∥∥ (EC.14)
≤ U 21 +
√
n−1
n∑
i=1
y2i ·U2 ≤U 21 +O(1) ·
√
σ2g ,w +µ2g ·U2, (EC.15)
with probability 1−4exp(−c3n), which implies that the partial derivative of 12n
∑n
i=1
(
FNN (xi ,β)− yi
)2
w.r.t.
each dimension ofβ is Lipschitz continuous with constantU1+O(1)·
(
σ2g ,w +µ2g
)
·U2, with probability 1−
4exp(−c3t ). Therefore, wemay letUL in Theorem 1 to beUL :=U 21+O(1)·
√
σ2g ,w +µ2g ·U2 conditioning on
the event that E1 :=
{∥∥∥∥ 1n ∑ni=1
{[
∂FNN (xi ,β)
∂β j
]2
+ (FNN (xi ,β)− yi ) · ∂
2FNN (xi ,β)
∂β2
j
}∥∥∥∥≤U 21 +O(1) ·√σ2g ,w +µ2g ·U2
}
,
which holds with probability at least 1− 4exp(−c3n). Thus the stipulation of a < 1UL as in Theorem 1
becomes a < 1
U
2
1+Ce6 ·
p
σ2g ,w+µ2g ·U2
.
To verify Assumption 2, notice that, for any i = 1, ...,n and any β1, β2 ∈ {β∈ℜp : ‖β‖∞ ≤R},
∣∣∣∣12 (FNN (xi ,β1)− yi )2− 12 (FNN (xi ,β2)− yi )2
∣∣∣∣
≤ max
u:‖u‖∞≤R
∥∥(FNN (xi ,u)− yi ) ·∇FNN (xi , u)∥∥ ·∥∥β1−β2∥∥
≤ max
u:‖u‖∞≤R
{|FNN (xi ,u)| · ‖∇FNN (xi , u)‖+ ∣∣g (xi )+wi ∣∣ · ‖∇FNN (xi , u)‖} ·∥∥β1−β2∥∥
≤
(
max
u:‖u‖∞≤R
|FNN (xi ,u)|+
∣∣g (xi )−E[g (xi )]∣∣+|wi |+ ∣∣E[g (xi )]∣∣) ·pp ·U1 ·∥∥β1−β2∥∥ ,
≤
(
max
u:‖u‖∞≤R
|FNN (xi ,u)|+2 ·C ·σg ,w +µg
)
·ppn ·U1 ·
∥∥β1−β2∥∥ ,
with probability 1− 2e · exp(−c2 ·n). Therefore, maxi=1,...,n
∣∣∣ 12 · (FNN (xi ,β1)− yi )2− 12 (FNN (xi ,β2)− yi )2∣∣∣ ≤(
maxu:‖u‖∞≤R |FNN (xi ,u)|+2C ·σg ,w +µg
)
·ppn ·U1 ·
∥∥β1−β2∥∥with probability 1−2en ·exp(−c2 ·n). Thus,
wemay letσL := 0 andCµ :=
(
maxu:‖u‖∞≤R |FNN (xi ,u)|+2 ·σg ,w +µg
)·pnp ·U1 in Theorem 1, conditioning
on the event that
E2 :=
{
max
i=1,...,n
∣∣∣∣12 · (FNN (xi ,β1)− yi )2− 12 (FNN (xi ,β2)− yi )2
∣∣∣∣
≤ Cˆ ·
(
max
u:‖u‖∞≤R
|FNN (xi ,u)|+2 ·σg ,w +µg
)
·pnp ·U1 ·
∥∥β1−β2∥∥
}
, (EC.16)
which occurs with probability at least 1−2en ·exp(−c2 ·n) for some universal constant Cˆ > 0.
To verify Assumption 3, it holds that, for all β : ‖β‖∞ ≤R ,
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∥∥∥(FNN (xi ,β)− yi )2−E[(FNN (xi ,β)− yi )2]∥∥∥
ψ1
≤C ·
∥∥∥(FNN (xi ,β)− yi )2∥∥∥
ψ1
=C ·
∥∥FNN (xi ,β)− yi∥∥2ψ2
≤C ·
(∥∥FNN (xi ,β)∥∥ψ2 +∥∥g (xi )∥∥ψ2 +‖wi‖ψ2)2 ≤C · (σNN +2σw,g )2,
for someC > 0. Thus, we may let σ :=O(1) · (σNN +σw,g )2 for someO(1)> 0 in Theorem 1.
Let β∗sˆ be defined as β
∗
sˆ ∈ argmin
β:‖β‖0≤sˆ
{
E
[
|g (xi )−FNN (xi ,β)|2
]}
. Also let β∗ ∈ argmin
β∈ℜp
E
[
1
2
|y −FNN (x,β)|2
]
.
Due to yi = g (xi )+wi , for any sˆ > 0, for all i = 1, ...,n,
E
[
1
2n
n∑
i=1
|yi −FNN (xi ,β∗sˆ )|2
]
−min
β
E
[
1
2n
n∑
i=1
|yi −FNN (xi ,β)|2
]
=E
[
1
2
|yi −FNN (xi ,β∗sˆ )|2
]
−min
β
E
[
1
2
|yi −FNN (xi ,β)|2
]
(EC.17)
=E
[
1
2
|g (xi )−FNN (xi ,β∗sˆ )|2+
1
2
|wi |2+〈wi , g (xi )−FNN (xi ,β∗sˆ )〉
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2+
1
2
|wi |2+〈wi , g (xi )−FNN (xi ,β∗)〉
]
=E
[
1
2
|g (xi )−FNN (xi ,β∗sˆ )|2
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2
]
(EC.18)
≤ min
β:‖β‖0≤sˆ
max
x∈[0,1]d
{
1
2
|g (xi )−FNN (xi ,β)|2
}
−E
[
1
2n
n∑
i=1
|g (x)−FNN (x,β∗)|2
]
≤ min
β:‖β‖0≤sˆ
max
x∈[0,1]d
{
1
2
|g (x)−FNN (x,β)|2
}
≤Ω(sˆ).
where Ω is as defined in (12), Eq. (EC.17) is due to the i.i.d. assumption, and Eq. (EC.18) is due to the
independence between wi (which is centered at zero) and g (xi ). Therefore, A-sparsity presents with β
∗
sˆ
is a sparse approximation to β∗ with sparsity level sˆ and εˆ := Ω(sˆ). Then, conditioning on E1 ∩E2, we
may invoke Part 1 of Theorem 1 with σ := O(1) · (σNN +σw,g )2, s := sˆ, εˆ := Ω(sˆ), ̺ = 1/3, β∗εˆ := β∗sˆ , and
ln(p1/3n)+ ζ˜= ln(p5/6n3/2)+ ζ˜NN to obtain that, for any sˆ : 1≤ sˆ ≤ p , if n >C3 ·
[(
Γ+εˆ
σ
)3+ s · (ln(n1/3p)+ ζ˜)]=
C3 ·
[(
Γ+Ω(sˆ)
O(1)·(σNN+σw,g )2
)3
+ sˆ ·
(
ln(n5/6p3/2)+ ζ˜
)]
, then
E
[
1
2n
n∑
i=1
|yi −FNN (xi ,β∗sˆ )|2
]
−min
β
E
[
1
2n
n∑
i=1
|yi −FNN (xi ,β)|2
]
≤ Cˆ (σNN +σw,g )2 ·

 sˆ · (ln(n5/6p3/2)+ ζ˜NN )
n2/3
+
√
sˆ ·
(
ln(n5/6p3/2)+ ζ˜NN
)
n
+ 1
n1/3


+Cˆ ·
√
(σNN +σw,g )2 · (Γ+ εˆ)
n1/3
+Γ+Ω(sˆ), (EC.19)
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for some universal constant Cˆ > 0, with probability at least 1− Cˆ p exp(−Cˆn)− Cˆ exp
(
−Cˆn1/3
)
, for some
universal constant Cˆ > 0. Further noticing that P[E1∩E2]≥ 1−Cˆn ·exp(−Cˆn), we thus know that (EC.19)
holds with probability at least 1−Cˆ p exp(−Cˆn)−Cˆ exp
(
−Cˆn1/3
)
−Cˆn ·exp(−Cˆn).
On the other hand, for all i = 1, ...,n,
E
[
1
2n
n∑
i=1
|yi −FNN (xi ,β∗sˆ )|2
]
−min
β
E
[
1
2n
n∑
i=1
|yi −FNN (xi ,β)|2
]
=E
[
1
2
|g (xi )−FNN (xi , βˆ)|2
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2
]
≥E
[
1
2
|g (xi )−FNN (xi , βˆ)|2
]
− min
β:‖β‖0≤p
max
x∈[0,1]d
E
[
1
2
|g (xi )−FNN (xi ,β∗)|2
]
≥E
[
1
2
|g (xi )−FNN (xi , βˆ)|2
]
−Ω(p)
The above, combined with (EC.19), implies (32) as desired.
Furthermore, since, for all i = 1, ...,n,
E
[
1
2
|yi −FNN (xi ,β∗sˆ )|2
]
−E
[
1
2
|yi −FNN (xi ,β∗)|2
]
=E
[
1
2
|yi −FNN (xi ,β∗sˆ )|2
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2+
1
2
|wi |2−〈wi , g (xi )−FNN (xi ,β∗)〉
]
=E
[
1
2
|yi −FNN (xi ,β∗sˆ )|2
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2+
1
2
|wi |2
]
(EC.20)
=E
[
1
2
|yi −FNN (xi ,β∗sˆ )|2
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2
]
−E
[
1
2
|wi |2
]
.
=E
[
1
2
|yi −FNN (xi ,β∗sˆ )|2
]
−E
[
1
2
|g (xi )−FNN (xi ,β∗)|2
]
−E
[
1
2
|yi −g (xi )|2
]
,
where (EC.20) is due to E[wi ] = 0 and the independence between wi and g (xi ). Further noticing that
E
[
|g (xi )−FNN (xi ,β∗)|2
]
≤Ω(p), then the above implies the desired results in (33). 
EC.1.4. Proof of Corollary 1
Proof. Since it is assumed that the input to each of the ReLU units of the NN parameterized in β has
a probability density function that entails a continuous density in a near neighborhood of the origin
for any β : ‖β‖∞ ≤ R , then FNN (xi , β) both is continuously differentiable and twice differentiable with
probability one at any β : ‖β‖∞ ≤R and U2 = 0 almost surely.
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Invoking Theorem EC.2, it holds that there exists a parameter assignment with sˆ := cˆn1/3(ln(n r3d )+1)-
many nonzero dimensions, such that Ω(sˆ) := Ω(cˆn1/3(ln(n r3d )+1)) = cˆn− r3d for some cˆ dependent only
on d and r . Invoking Theorem 3, we have the desired result with sˆ = cˆn1/3(ln(n r3d )+1) andΩ(p)≤Ω(sˆ)=
O(1) ·n− r3d . 
EC.1.5. Proof for Theorem 4
Define index sets Ja1 (k) := { j : |βkj | ∈ (0, aλ), |βk+1j | ∈ (0,aλ)}, Jb1(k) := { j : |βkj | ∈ (0, aλ), |βk+1j | ∉ (0,aλ)},
J2(k)= { j : |βkj | = 0}, and J3(k)= { j : |βkj | ≥ aλ}.
First consider Case 1 of Algorithm 1, that is, |βkj | ∈ (0, aλ) for some j = 1, ...,p . Then the subproblem (39)
in Case 1 of Algorithm 1 is applied to some ι ∈ Ja1 (k)∪Jb1(k) at iteration k . The resulting KKT condition
yields that, for some h2(βk+1ι ) such that
h2(β
k+1
ι ) ∈ ∂(λ|βk+1ι |) :=


{λ ·sign(βk+1ι )} if βk+1ι 6= 0;
[−λ, λ] if βk+1ι = 0,
it holds that
[∇ f˜ (βk )]ι+h ′1(βk+1ι )+h2(βk+1ι )+µk+1ι · (βk+1ι −βkι )= 0 (EC.21)
where µk+1ι · (|βk+1ι −βkι |−γ)= 0 and h ′1 is the derivative of h1 defined as
h1(θ)=


aλ2
2
−λ|θ|, if |θ| ≥ aλ;
− θ2
2a
, if |θ| < aλ,
which is concave onℜ and strongly concave on [−aλ, aλ] with modulus − 1
a
. In addition, h1 also admits
a gradient of
h ′1(θ)=


−λ ·sign(θ) if |θ| ≥ aλ;
− θ
a
if |θ| < aλ,
(EC.22)
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which is Lipschitz continuous with constant 1
a
and it holds that −h ′1(βk+1ι ) · (βk+1ι −βkι )= (β
k+1
ι )
2
a
− βk+1ι ·βkι
a
=
(βk+1ι )2
2a
− (βkι )2
2a
+ (βk+1ι )2
2a
− βk+1ι ·βkι
a
+ (βkι )2
2a
= (βk+1ι )2
2a
− (βkι )2
2a
+ 1
2a
(βk+1ι −βkι )2, if |βk+1ι | ∈ [0,aλ). Therefore, if ι ∈ Ja1 (k)
(and thus |βk+1ι | ∈ [0,aλ)), in view of (EC.21), it holds that
〈
[∇ f˜ (βk )]ι, βk+1ι −βkι
〉
+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι |
=
〈
−h ′1(βk+1ι )−h2(βk+1ι )−µk+1ι · (βk+1ι −βkι ), βk+1ι −βkι
〉
+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι |
≤ 〈−µk+1ι · (βk+1ι −βkι ), βk+1ι −βkι 〉+ (βk+1ι )22a − (β
k
ι )
2
2a
+ 1
2a
(βk+1ι −βkι )2
− (β
k+1
ι )
2
2a
+ (β
k
ι )
2
2a
−λ|βk+1ι |+λ|βkι |+λ|βk+1ι |−λ|βkι |
= −µk+1ι · (βk+1ι −βkι )2+
1
2a
(βk+1ι −βkι )2. (EC.23)
Furthermore, by the second-order KKT condition, it also holds that
µk+1ι −
1
a
≥ 0 for all j ∈J1∩ { j : |βk+1ι | ∈ (0, aλ)}. (EC.24)
By the well-known inequality for a function with Lipschitz continuous gradient (with constant M ), we
have that
f˜λ(β
k+1)− f˜λ(βk )= f˜ (βk+1)+
p∑
j=1
h1(β
k+1
j )− f˜ (βk)−
p∑
j=1
h1(β
k
j )+λ|βk+1|−λ|βk |
≤
p∑
j=1
[〈
[∇ f˜ (βk)] j , βk+1j −βkj
〉
+h1(βk+1j )−h1(βkj )+λ|βk+1j |−λ|βkj |+
M
2
(βkj −βk+1j )2
]
Now that only dimension ι is updated, the above then leads to
f˜λ(β
k+1)− f˜λ(βk)≤
〈
[∇ f˜ (βk)]ι, βk+1ι −βkι
〉+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι |+ M2 (βkι −βk+1ι )2
Combine the above with (EC.23) and (EC.24), it holds that
f˜λ(β
k+1)− f˜λ(βk)≤ −µk+1ι · (βk+1ι −βkι )2+
1
2a
(βk+1ι −βkι )2+
M
2
(βkι −βk+1ι )2.
≤ −
(
1
2a
− M
2
)
(βkι −βk+1ι )2. (EC.25)
Furthermore, if |βk+1ι −βkι | < γ, then µk+1ι = 0 and thus, as per (EC.21) and (EC.24), it holds that |βk+1ι | ∈
{0}∪ [aλ,∞) and [∇ f˜ (βk)]ι+h ′1(βk+1ι )+h2(βk+1ι ) = 0 =⇒ ‖[∇ f˜ (βk+1)]ι+h ′1(βk+1ι )+h2(βk+1ι )‖ <Mγ due to
Lipschitz continuity of ∇ f˜ (βk+1). Therefore, if |βk+1ι −βkι | < γ then ι ∉ Ja1 (k).
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If ι ∈ Jb1(k), then |βk+1ι | ≥ aλ and [−h ′1(βk+1ι )−h2(βk+1ι )] · (βk+1ι −βkι )= 0. As a result, for all j ∈ Jb1(k),
〈
[∇ f˜ (βk )]ι, βk+1ι −βkι
〉+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι |
=
〈
−h ′1(βk+1ι )−h2(βk+1ι )−µk+1ι · (βk+1ι −βkι ), βk+1ι −βkι
〉
+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι |
≤ 〈−µk+1ι · (βk+1ι −βkι ), βk+1ι −βkι 〉+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι |
=
〈
−µk+1ι · (βk+1ι −βkι ), βk+1ι −βkι
〉
+Pλ(|βk+1ι |)−Pλ(|βkι |).
By monotonicity of Pλ( ·), since |βk+1ι | ≥ aλ and |βkι | < aλ, it holds that Pλ(|βk+1ι |) ≤ Pλ(|βkι |). Therefore,
we may continue as, for all ι ∈ Jb1(k), it holds that
〈
[∇ f˜ (βk )]ι, βk+1ι −βkι
〉
+h1(βk+1ι )−h1(βkι )+λ|βk+1ι |−λ|βkι | ≤ −µk+1ι · (βk+1ι −βkι )2. (EC.26)
Similar to (EC.25), by the well-known inequality for a function with Lipschitz continuous gradient
(with constantM ), we have that
f˜λ(β
k+1)− f˜λ(βk )
= f˜ (βk+1)+
p∑
j=1
h1(β
k+1
j )− f˜ (βk)−
p∑
j=1
h1(β
k
j )+λ|βk+1|−λ|βk |
≤
p∑
j=1
[〈
[∇ f˜ (βk)] j , βk+1j −βkj
〉
+h1(βk+1j )−h1(βkj )+λ|βk+1j |−λ|βkj |+
M
2
(βkj −βk+1j )2
]
≤ −
(
µk+1ι −
M
2
)
(βkι −βk+1ι )2.
If |βk+1ι −βkι | < γ, then µk+1ι = 0 and thus, as per (EC.21) and (EC.24), it holds that |βk+1ι | ∈ {0}∪[aλ,∞) and
[∇ f˜ (βk)]ι+h ′1(βk+1ι )+h2(βk+1ι )= 0=⇒ |[∇ f˜ (βk+1)]ι+h ′1(βk+1ι )+h2(βk+1ι )| <Mγ due to Lipschitz continuity
of ∇ f˜ (βk+1). If |βk+1ι −βkι | = γ, and µk+1ι ≥M , then f˜λ(βk+1)− f˜λ(βk ) ≤ −M2 (βkι −βk+1ι )2 = −M2 γ2. The last
possibility is that |βk+1ι −βkι | = γ, andµk+1ι <M . In this scenario, |[∇ f˜ (βk )]ι+h ′1(βk+1ι )+h2(βk+1ι )| ≤Mγ=⇒
‖[∇ f˜ (βk+1)]ι+h ′1(βk+1ι )+h2(βk+1ι )‖ < 2Mγ due to Lipschitz continuity of ∇ f˜ (βk+1). Furthermore, |βk+1ι | ∉
(0,aλ) since ι ∈Jb1(k).
Now we consider Case 2. For all j ∈ J2(k),
βk+1j =αˆ ·
[∣∣[∇ f˜ (βk )] j ∣∣−λ]+ ·sign(−[∇ f˜ (βk )] j ) (EC.27)
=[∣∣βkj − αˆ[∇ f˜ (βk)] j ∣∣−λ]+ ·sign (βkj − αˆ · [∇ f˜ (βk)] j ) . (EC.28)
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By the well-known iterative shrinkage algorithm, we know that this update procedure is then equivalent
to βk+1j = argmin
β
1
2αˆ
(β−βkj )2+[∇ f˜ (βk)] j ·(β−βkj )+λ|β|. The KKT condition then yields that 1αˆ (βk+1j −βkj )+
[∇ f˜ (βk)] j +h2(βk+1j )= 0 for some h2(βk+1j ) ∈ ∂(λ|βk+1j |). Then, for all j ∈ J2(k), then h1(βkj )+λ|βkj | = 0 and
thus
〈
[∇ f˜ (βk )] j , βk+1j −βkj
〉
+h1(βk+1j )−h1(βkj )+λ|βk+1j |−λ|βkj |
=
〈
− 1
αˆ
(βk+1j −βkj )−h2(βk+1j ), βk+1j −βkj
〉
+h1(βk+1j )+λ|βk+1j |
= − 1
αˆ
(βk+1j −βkj )2−λ|βk+1j |−
(βk+1j )
2
2
+λ|βk+1j |
≤ − 1
αˆ
(βk+1j −βkj )2. (EC.29)
For all j ∈ J3(k), |βkj | ≥ aλ. Then βk+1j = βkj − αˆ · [∇ f˜ (βk )] j . Further notice that Pλ(|βk+1j |)−Pλ(|βkj |) =
h1(β
k+1
j )+λ|βk+1j |− (h1(βkj )+λ|βkj |)≤ 0 since Pλ(|βkj |)= aλ
2
2
≥ Pλ(| · |). As a result,
〈
[∇ f˜ (βk )] j , βk+1j −βkj
〉
+h1(βk+1j )−h1(βkj )+λ|βk+1j |−λ|βkj |
≤
〈
− 1
αˆ
(βk+1j −βkj ), βk+1j −βkj
〉
= − 1
αˆ
(βk+1j −βkj )2. (EC.30)
Combining the above with the well-known inequality for a function with Lipschitz continuous gradi-
ent (with constantM ), we have that
f˜λ(β
k+1)− f˜λ(βk )
= f˜ (βk+1)+
p∑
j=1
h1(β
k+1
j )− f˜ (βk)−
p∑
j=1
h1(β
k
j )+λ|βk+1|−λ|βk |
≤
p∑
j=1
[〈
[∇ f˜ (βk)] j , βk+1j −βkj
〉+h1(βk+1j )−h1(βkj )+λ|βk+1j |−λ|βkj |+ M2 (βkj −βk+1j )2
]
≤
p∑
j=1
− 1
αˆ
(βkj −βk+1j )2+
p∑
j=1
M
2
(βkj −βk+1j )2 =−
p∑
j=1
(
1
αˆ
−M
2
)
(βkj −βk+1j )2. (EC.31)
Furthermore, if, J2(k)∪J3(k)= {1, ...,p} and |βk −βk+1‖ < γ, then
‖∇ f˜ (βk)+v‖ = 1
αˆ
‖βk −βk+1‖ < γ
αˆ
, (EC.32)
where v = (v j ) with v j = h2(βk+1j ) if j ∈ J2(k) and v j = 0 if j ∈ J3(k). Since h ′1(0) = h ′1(βkj ) and h2(βk+1j ) ∈
[−λ, λ] for all j ∈ J2(k), then v j = h ′1(βkj )+ z j for some z j ∈ [−λ, λ]. Likewise, since, for all j ∈ J3(k),
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|βkj | ≥ aλ=⇒ h1(βkj )=−λ · sign(βkj )=⇒ 0= v j = h1(βkj )+ z j for some z j = λ · sign(βkj ). As a result, (EC.32)
implies that
γ
αˆ
> ‖∇ f˜ (βk )+v‖ = ‖∇ f˜ (βk)+ (h1(βkj ) : j = 1, ...,p)+ (h2(βkj ) : j = 1, ...,p)‖ (EC.33)
for some h2(βkj ) ∈ ∂(λ|βkj |) for all j = 1, ...,p .
In summary, at iteration k the algorithmmay result in the following scenarios:
Scenario 1: If |βkι | ∈ (0, aλ) for some ι, then either f˜λ(βk+1)− f˜λ(βk ) ≤ −min{ 12a − M2 , M2 }γ2 or |βk+1ι | ∉
(0, aλ) and ‖[∇ f˜ (βk+1)]ι+h ′1(βk+1ι )+h2(βk+1ι )‖ < 2Mγ. Scenario 2: If |βkj | ∈ {0}∪ [aλ,∞) for all j = 1, ...,p ,
then either f˜λ(β
k+1)− f˜λ(βk)≤−
(
1
αˆ
− M
2
)
γ2 or (EC.33) holds. As a result, for some
k : k ≤
⌈
f˜λ(β
0)−minβ f˜λ(β)
min{ 1
2a
− M
2
, M
2
, 1
αˆ
− M
2
} ·γ2
⌉
+1,
it holds that |βkj | ∈ {0}∪ [aλ,∞) for all j = 1, ...,p and max
{
2Mγ, γ
αˆ
} > ‖∇ f˜ (βk )+ (h1(βkj ) : j = 1, ...,p)+
(h2(βkj ) : j = 1, ...,p)‖. Otherwise, f˜ (βk
∗
)+∑pj=1Pλ(|βk∗j |)<minβ f˜ (β)+∑pj=1Pλ(|β j |), which is a contradic-
tion. The above then immediately leads to the desired. 
EC.2. Auxiliary results
PROPOSITION EC.1. Suppose that a <UL−1, and the S3ONC(Zn1 ) is satisfied almost surely at βˆ ∈ℜp . Then,
P[{|βˆ j | ∉ (0, aλ) for all j }]= 1.
Proof. Since βˆ satisfies the S3ONC(Zn1 ) almost surely, Eq. (15) implies that for any j ∈ {1, ...,p} : |βˆ j | ∈
(0, aλ):
0≤UL+
[
∂2Pλ(|β j |)
∂β2j
]
β j=βˆ j
=UL−
1
a
,
which, combined with the fact that ∂
2Pλ(t )
∂t2
= −a−1 for t ∈ (0, aλ), contradicts with the assumption that
UL < 1a . The above contradiction implies that P[{βˆ satisfies the S3ONC(Zn1 )}∩ {|βˆ j | ∈ (0, aλ)}] = 0 =⇒ 0 ≥
1−P[{βˆ does not satisfy the S3ONC(Zn1 )}]−P[{|βˆ j | ∉ (0, aλ)}]. Since P[{βˆ satisfies the S3ONC(Zn1 )}] = 1, it
holds that P[{|βˆ j | ∉ (0, aλ)}]= 1 for all j = 1, ...,n, which immediately leads to the desired result. 
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PROPOSITION EC.2. Suppose that Assumptions 2 and 3 hold. Let ǫ ∈ (0, 1], p˜ : p˜ > s, ζ1(ǫ) :=
ln
(
3·(σL+Cµ)·p·eR
ǫ
)
, and Bp˜ ,R :=
{
β∈ℜp : ‖β‖∞ ≤R ,
∥∥β∥∥0 ≤ p˜} . Then, for the same c ∈ (0, 0.5] as in (16) and
for some some c˜ > 0,
max
β∈Bp˜ ,R
∣∣∣∣ 1n
n∑
i=1
L(β,Zi )−L(β)
∣∣∣∣≤ σpn
√
2p˜
c
ζ1(ǫ)+
σ
n
· 2p˜
c
ζ1(ǫ)+ǫ
with probability at least 1−2exp
(
−p˜ζ1(ǫ)
)
−2exp(−c˜n).
Proof. We will follow the “ǫ-net” argument as discussed by Vershynin (2012) and employed by
Shapiro et al (2014) to construct a net of discretization grids S (ǫ) := {β˜k} ⊆ Bp˜ ,R such that for any β ∈
Bp˜ ,R , there is β
k ∈S (ǫ) that satisfies ‖βk −β‖≤ ǫ
2σL+2Cµ for any fixed ǫ ∈ (0, 1].
For a fixed I ⊂ {1, ...,p} : |I | = p˜ and an arbitrary β ∈Bp˜ ,R ∩ {β ∈ ℜp : β j = 0, ∀ j ∉I }, to ensure that
there always exists β˜
k ∈S (ǫ),
∥∥∥β
I
− β˜k
I
∥∥∥≤ ǫ
(2σL +2Cµ)
, (EC.34)
it is sufficient to have a covering number of no more than
(⌈
2(σL+Cµ)R
ǫ·p˜−1/2
⌉)p˜
.
Now we consider how to cover all p˜-dimensional subspaces by enumerating all possible I ⊆ {1, ...,p} :
|I | = p˜ for any arbitraryβ∈ℜp :
∥∥β∥∥0 ≤ p˜, ‖β‖∞ ≤R . For eachI , an ǫ-net with (⌈ 2(σL+Cµ)Rǫ·p˜−1/2 ⌉)p˜-many grids
can be constructed to ensure (EC.34) and there could be
(
p
p˜
)
-many possible choices of I ’s. Therefore, to
guarantee the existence of βk ∈S (ǫ) that satisfies ‖βk −β‖ ≤ ǫ
2σL+2Cµ for any fixed ǫ ∈ (0, 1] and β ∈Bp˜ ,R ,
it is sufficient to let |S (ǫ)| :=
(
p
p˜
)(⌈ (2σL+2Cµ)R
ǫ·p˜−1/2
⌉)p˜
. We notice that
p
p˜(σL+Cµ)R
ǫ
≥ 1 and thus
⌈p
p˜·(2σL+2Cµ)R
ǫ
⌉
≤
p
p˜·(2σL+2Cµ)R
ǫ
+1≤ 3
p
p˜·(σL+Cµ)R
ǫ
. Therefore, |S (ǫ)| ≤
(
3·(σL+Cµ)peR
ǫ
)p˜
due to
(
p
p˜
)
≤
(
pe
p˜
)p˜
and, further invoking
union bound and De Morgan’s Law, it holds that
P
[
max
βk∈S (ǫ)
∣∣∣∣ 1n
n∑
i=1
L(βk ,Zi )−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣≤σ
√
t
n
+ σt
n
]
=P
[ ⋂
βk∈S (ǫ)
{∣∣∣∣ 1n
n∑
i=1
L(βk ,Zi )−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣≤σ
√
t
n
+ σt
n
}]
≥1−
∑
βk∈S (ǫ)
P
[∣∣∣∣ 1n
n∑
i=1
L(βk ,Zi )−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣>σ
√
t
n
+ σt
n
]
. (EC.35)
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Further invoking a Bernstein-type inequality for a sub-exponential distribution asmentioned in Remark
1, for c is as in (16), it holds that
P
[
max
βk∈S (ǫ)
∣∣∣∣ 1n
n∑
i=1
L(βk ,Zi )−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣≤σ
√
t
n
+ σt
n
]
≥ 1−|S (ǫ)| ·2exp(−ct )
≥ 1−2
(
3 · (σL +Cµ) ·peR
ǫ
)p˜
·exp(−ct ). (EC.36)
Furthermore, in view of Lemma EC.1, it holds that
∣∣∣∣ 1n
n∑
i=1
L(β,Zi )−
1
n
n∑
i=1
L(βk ,Zi )
∣∣∣∣+
∣∣∣∣E
[
1
n
n∑
i=1
L(β,Zi )
]
−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣ ≤ 2(σL +Cµ)‖β−βk‖, (EC.37)
with probability at least 1−2exp(−c˜ ·n) for some positive constant c˜ > 0. Therefore, for any β ∈Bp˜ ,R and
βk ∈S (ǫ),
∣∣∣∣ 1n
n∑
i=1
L(β,Zi )−E
[
1
n
n∑
i=1
L(β,Zi )
]∣∣∣∣≤
∣∣∣∣ 1n
n∑
i=1
L(βk ,Zi )−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣
+
∣∣∣∣ 1n
n∑
i=1
L(β,Zi )−
1
n
n∑
i=1
L(βk ,Zi )
∣∣∣∣+
∣∣∣∣E
[
1
n
n∑
i=1
L(β,Zi )
]
−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣
≤ 2(σL+Cµ)‖β−βk‖+
∣∣∣∣ 1n
n∑
i=1
L(βk ,Zi )−E
[
1
n
n∑
i=1
L(βk ,Zi )
]∣∣∣∣ , (EC.38)
which, combined with (EC.35), yields that∣∣∣∣ 1n
n∑
i=1
L(β,Zi )−E
[
1
n
n∑
i=1
L(β,Zi )
]∣∣∣∣≤ 2(σL +Cµ)‖β−βk‖+σ
√
t
n
+ σt
n
with probability at least 1−2
(
3·(σL+Cµ)·peR
ǫ
)p˜
·exp(−ct ). Always picking the closestβk toβ, we have, in view
of (EC.34), for any ǫ : 0 < ǫ ≤ 1: P
[
maxβ∈Bp˜ ,R
∣∣ 1
n
∑n
i=1L(β,Zi )−E
[
1
n
∑n
i=1 L(β,Zi )
]∣∣≤σ√ t
n
+ σt
n
+ǫ
]
≥ 1−2 ·
exp(−ct )·
(
3·(σL+Cµ)·p·eR
ǫ
)p˜
−2exp(−c˜n). Further let t := 2p˜
c
ζ1(ǫ), wherewe recall that ζ1(ǫ) := ln
(
3·(σL+Cµ)·p·eR
ǫ
)
,
we then obtain the desired result. 
PROPOSITION EC.3. Let Γ≥ 0, ǫ ∈ (0, 1], ζ1(ǫ) := ln
(
3·(σC+Cµ)·p·eR
ǫ
)
. Suppose that Assumptions 1 and 3 hold,
the solution βˆ satisfies S3ONC(Zn1 ) almost surely, and
Ln,λ(βˆ,Z
n
1 )≤Ln,λ(β∗εˆ ,Zn1 )+Γ, w.p.1. (EC.39)
For a positive integer p˜u : p˜u > s, if
(pˆ− s) ·Pλ(aλ)>
4σ
cn
ζ1(ǫ) · pˆ +
2σp
n
√
2pˆ
c
ζ1(ǫ)+Γ+2ǫ+ εˆ, (EC.40)
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for all pˆ : p˜u ≤ pˆ ≤ p, then P[‖βˆ‖0 ≤ p˜u−1]≥ 1−2p exp(−c˜n)−4exp
(
−p˜uζ1(ǫ)
)
for the same c in (16) and
some c˜ > 0.
Proof. LetBR := {β ∈ℜp : ‖β‖∞ ≤R}. Consider an arbitrary pˆ : p˜u ≤ pˆ ≤ p . Since pˆ > s by the assump-
tion that p˜u > s, we may consider the following events:
EΓ :=
{
(β˜, Z˜n1 ) ∈BR ×W n : Ln,λ(β˜εˆ; Z˜n1 )≤Ln,λ(β∗; Z˜n1 )+Γ
}
,
E
a
pˆ :=
{
β˜ ∈BR : ‖β˜‖0 = pˆ
}
,
E
b
pˆ :=

Z˜n1 ∈W n : maxβ∈BR :‖β‖0≤pˆ
∣∣Ln(β, Z˜n1 )−L(β)∣∣≤ σp
n
√
2pˆ
c
ζ1(ǫ)+
σζ1(ǫ)
n
2pˆ
c
+ǫ

 ,
E
d :={β˜ ∈BR : |β˜ j | ∉ (0, aλ) for all j },
E
e := {(β˜, Z˜n1 ) ∈BR ×W n : β˜ satisfies S3ONC(Z˜n1 )} .
Then, for all (β˜, Z˜n1 ) ∈ {(β˜, Z˜n1 ) ∈ EΓ}∩ {β˜∈ E d ∩E apˆ }, where Z˜n1 = (Z˜1, ..., Z˜n), it holds that
1
n
n∑
i=1
L(β˜, Z˜i )+ pˆPλ(aλ)≤
1
n
n∑
i=1
L(β∗εˆ , Z˜i )+ sPλ(aλ)+Γ. (EC.41)
The above is because β˜ ∈ E apˆ ∩E d , which means that β˜ has pˆ-many non-zero dimensions and the abso-
lute value for each nonzero dimension must not be within the interval (0, aλ).
Notice that β∗εˆ ∈BR : ‖β∗εˆ‖0 = s < pˆ. We may obtain that, for all β˜ ∈ E apˆ ,
1
n
n∑
i=1
L(β∗εˆ , Z˜i )−
1
n
n∑
i=1
L(β˜, Z˜i )
=
[
1
n
n∑
i=1
L(β∗εˆ , Z˜i )−L(β∗εˆ )
]
+
[
L(β˜)− 1
n
n∑
i=1
L(β˜, Z˜i )
]
+
[
L(β∗εˆ )−L(β˜)
]
≤2max
β∈E a
pˆ
∣∣∣∣ 1n
n∑
i=1
L(β, Z˜i )−L(β)
∣∣∣∣+L(β∗εˆ )−L(β˜)
≤2max
β∈E a
pˆ
∣∣∣∣ 1n
n∑
i=1
L(β, Z˜i )−L(β)
∣∣∣∣+ εˆ, (EC.42)
where the last inequality is due to L(β∗εˆ )−L(β∗)≤ εˆ=⇒ L(β∗εˆ )−L(β)≤ εˆ for all β ∈ℜp : ‖β‖∞ ≤R .
Combined with (EC.41) and (EC.42), ; 6= {(β˜, Z˜n1 ) ∈ EΓ∩E e}∩ {β˜ ∈ E apˆ ∩E d }∩ {Z˜n1 ∈ E bpˆ } = {(β˜, Z˜n1 ) ∈ EΓ∩
E
e , β˜ ∈ E d }∩ {β˜ ∈ E apˆ }∩ {Z˜n1 ∈ E bpˆ } implies that (pˆ − s) ·Pλ(aλ) ≤ 2σpn
√
2pˆ
c
ζ1(ǫ)+ 4σn
pˆ
c
ζ1(ǫ)+2ǫ+Γ+ εˆ, which
contradicts with the assumed inequality (EC.40) for all pˆ : p˜u ≤ pˆ ≤ p . Therefore, under the assumption
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of (EC.40), we recall the notation of βˆ for a solution that satisfies the S3ONC(Zn1 ) with probability one.
Hence,
0=P
[
{(βˆ,Zn1 ) ∈ EΓ∩E e }∩ {βˆ ∈ E apˆ ∩E d }∩ {Zn1 ∈ E bpˆ }
]
≥1−P[βˆ ∉ E apˆ ]−P[Zn1 ∉ E bpˆ ]−{1−P[(βˆ,Zn1 ) ∈ EΓ∩E e , βˆ ∈ E d]} , (EC.43)
for all pˆ : p˜u ≤ pˆ ≤ p . Now, invoke Proposition EC.1, P
[
(βˆ,Zn1 ) ∈ EΓ∩E e , βˆ ∈ E d
]= 1, since βˆ satisfies both
the S3ONC(Zn1 ) and (EC.39) with probability one. Therefore, (EC.43) implies that, for all pˆ : p˜u ≤ pˆ ≤ p ,
P
[
Zn1 ∉ E bpˆ
]
≥ P
[
βˆ ∈ E apˆ
]
. Therefore, P[‖βˆ‖0 = pˆ] ≤ 1−P
[
Zn1 ∈ E bpˆ
]
for all pˆ : p˜u ≤ pˆ ≤ p . This, combined
with Proposition EC.2, yields that
P[‖βˆ‖0 ≤ p˜u−1]=P[‖βˆ‖0 ∉ {pu, pu+1, ...,p}]
=1−P
[
p⋃
pˆ=p˜u
{‖βˆ‖0 = pˆ}
]
≥ 1−
p∑
pˆ=p˜u
P[‖βˆ‖0 = pˆ]≥ 1−
p∑
pˆ=p˜u
(
1−P
[
Zn1 ∈ E bpˆ
])
≥1−
p∑
pˆ=p˜u
2exp
(−pˆ ·ζ1(ǫ))−2(p − p˜u+1)exp(−c˜n).
where c˜ > 0 is the same constant as in Proposition EC.3. Observing that ζ1(ǫ)= ln
(
3·(σL+Cµ)·p·eR
ǫ
)
> 0 (since
p > 2, R , σL ,Cµ ≥ 1, and ǫ≤ 1) and
∑p
pˆ=p˜u 2exp
(
−pˆ ·ζ1(ǫ)
)
is the sum of a geometric sequence, we have
P[‖βˆ‖0 ≤ p˜u−1]≥1−
2exp
(−p˜uζ(ǫ))
1−exp(−ζ1(ǫ))
−2p exp(−c˜n). (EC.44)
The above can be simplified into P[‖βˆ‖0 ≤ p˜u]≥ 1−4exp
(
−p˜uζ(ǫ)
)
−2p exp(−c˜n). 
PROPOSITION EC.4. Let Γ ≥ 0 and ǫ ∈ (0, 1] be arbitrary scalars and let ζ1(ǫ) := ln
(
3·(σL+Cµ)·p·eR
ǫ
)
. Suppose
that Assumptions 1 through 3 holds. If it holds that (i) the solution βˆ satisfies S3ONC(Zn1 ) almost surely;
(ii) Ln,λ(βˆ; Zn1 )≤Ln,λ(β∗εˆ ; Zn1 )+Γwith probability one; and (iii) p˜u : p˜u > s such that
(p˜− s) ·Pλ(aλ)>
4σ
nc
ζ1(ǫ) · p˜ +
2σp
n
√
2p˜
c
ζ1(ǫ)+Γ+2ǫ+ εˆ, (EC.45)
for all p˜ : p˜u ≤ p˜ ≤ p, then
L(βˆ)−L(β∗)≤ s ·Pλ(aλ)+
2σp
n
√
2p˜u
c
ζ1(ǫ)+
4σ
n
p˜u
c
ζ1(ǫ)+2ǫ+ εˆ+Γ, (EC.46)
with probability at least P∗ := 1−2(p+1)exp(−c˜n)−6exp (−p˜uζ1(ǫ)) for the same c in (16) and some c˜ > 0.
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Proof. In view of the assumption thatLn,λ(βˆ; Z
n
1 )≤Ln,λ(β∗εˆ ; Zn1 )+Γ, w.p.1., together with Assumption
1 and the fact that Pλ(| · |)≥ 0, we know that 1n
∑n
i=1 L(βˆ,Zi )≤ 1n
∑n
i=1L(β
∗
εˆ ,Zi )+ sPλ(aλ)+Γ, a.s.
Conditioning on the events that
E
b
p˜u
:=
{
max
β∈Bp˜u ,R
∣∣∣∣ 1n
n∑
i=1
L(β,Zi )−E
[
1
n
n∑
i=1
L(β,Zi )
]∣∣∣∣ ≤ σpn
√
2p˜u
c
ζ1(ǫ)+
2σ
n
p˜u
c
ζ1(ǫ)+ǫ
}
, (EC.47)
and E fp˜u := {‖βˆ‖0 ≤ p˜u} with p˜u > s, where Bp˜u ,R := {β ∈ℜp : ‖β‖∞ ≤ R , ‖β‖0 ≤ p˜u}, we may further obtain
that L(βˆ)−L(β∗εˆ )≤ s ·Pλ(aλ)+ 2σpn
√
2p˜u
c
ζ1(ǫ)+ 4σn
p˜u
c
ζ1(ǫ)+2ǫ+Γ, a.s. Invoking Propositions EC.2 and EC.3,
we have that the event E bp˜u ∩E
f
p˜u
holds with probability at least as in P∗. Further noticing that L(β∗εˆ ) ≤
L(β∗)+ εˆ as per Assumption 1, the desired inequality in (EC.46) holds with probability at least P∗. 
EC.3. Useful Lemmata
LEMMA EC.1. Suppose that Assumption 3 holds.
(a) For some universal constant c˜ > 0, with probability at least 1−2exp(−c˜ ·n), it holds that∑ni=1 C (Zi )n ≤
2σL+Cµ and |Ln(β1,Zn1 )−Ln(β2,Zn1 )|−
(
2σL+Cµ
)
‖β1−β2‖ ≤ 0, for all β1, β2 ∈ℜp ∩ {β : ‖β‖∞ ≤R}.
(b)
∣∣E[Ln(β1,Zn1 )]−E[Ln(β2,Zn1 )]∣∣≤Cµ · ‖β1−β2‖, for all β1, β2 ∈ℜp ∩ {β : ‖β‖∞ ≤R}.
Proof. To show Part (a), invoking a Bernstein-like inequality under Assumption 3, for all β ∈ ℜp
for some c˜ > 0, P
[∣∣∑n
i=1
1
n
{C (Zi )−E[C (Zi )]}
∣∣>σL ( tn +√ tn )] ≤ 2exp(−c˜ t ) , ∀t ≥ 0. With t := n and
E[C (Zi )]≤Cµ due to Assumption 3, we immediately have that
P
[
n∑
i=1
C (Zi )
n
≤ 2σL+Cµ
]
≤ 1−2exp(−c˜n) . (EC.48)
Now, if we invoke Assumption 3 given that
∑n
i=1
C (Zi )
n
≤ 2σL+Cµ, we have that for any β1,β2 ∈ℜp ,∥∥∥∥ 1n
n∑
i=1
L(β1, Zi )−
1
n
n∑
i=1
L(β2, Zi )
∥∥∥∥≤ 1n
n∑
i=1
‖L(β1, Zi )−L(β2, Zi )‖
≤ 1
n
n∑
i=1
C (Zi )‖β1−β2‖≤ (2σL+Cµ)‖β1−β2‖.
This, combined with (EC.48), yields the desired result.
To show Part (b), by Assumption 3, it holds that E
[∣∣Ln(β1,Zn1 )−Ln(β2,Zn1 )∣∣] ≤ E[∑ni=1 C (Zi )n ‖β1−β2‖] .
Due to the convexity of the function | · |, it therefore holds that∣∣∣∣E[Ln(β1,Zn1 )]−E[Ln(β2,Zn1 )]
∣∣∣∣≤ E
[
n∑
i=1
C (Zi )
n
‖β1−β2‖
]
= E
[
n∑
i=1
C (Zi )
n
]
· ‖β1−β2‖. (EC.49)
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Invoking Assumption 3 again, it holds that E
[∑n
i=1
C (Zi )
n
] = ∑ni=1E[C (Zi )]
n
≤ Cµ. This combined with (EC.49)
immediately leads to the desired result. 
REMARK EC.1. The above lemma and its proof are straightforward modifications from Shapiro et al
(2014).
LEMMA EC.2. Denote that
βˆ
ℓ1 ∈ argmin
β
Ln(β, Z
n
1 )+λ|β|, (EC.50)
it holds thatLn,λ(βˆ
ℓ1
,Zn1 )≤Ln,λ(β∗εˆ ,Zn1 )+λ|β∗εˆ |.
Proof. Let β∗εˆ, j be the j -th dimension of β
∗
εˆ . Evidently, it holds that
Ln(βˆ
ℓ1
,Zn1 )+λ|βˆ
ℓ1 | ≤Ln(β∗εˆ ,Zn1 )+λ|β∗εˆ |. (EC.51)
Now consider that, for any dimension j of β denoted by β j , it holds that Pλ(|β j |) =
∫|β j |
0
[aλ−θ]+
a
dθ ≤∫|β j |
0
aλ
a
dθ = λ|β j |. This combined with (EC.51) implies that Ln(βˆ
ℓ1
,Zn1 )+
∑p
j=1Pλ(|βˆℓ1j |) ≤ Ln(β∗εˆ ,Zn1 )+
λ|β∗εˆ | ≤ Ln(β∗εˆ ,Zn1 )+
∑p
j=1Pλ(|β∗εˆ, j |)+λ|β∗εˆ |, which is as claimed. 
THEOREM EC.1. (Nesterov 2005) For any convex and compact set Q ⊂ℜm˜ for an integer m˜ > 0. Consider
a function fµ(β,A) :=maxu{〈Aβ, u〉− φˆ(u)− 12µ‖u−u0‖2 : u ∈Q} for any A ∈ℜm˜×p , convex and continuous
function φˆ : Q→ℜ, and scalar µ> 0. This function is well defined, continuously differentiable, and con-
vex. Its gradient given as∇ fµ(β,A)=A⊤u∗µ(β) is Lipschitz continuous with constant Lµ(A)= 1µ‖A‖21,2, where
u∗µ(β)= argmaxu{〈Aβ, u〉− φˆ(u)− 12µ‖u−u0‖2 : u ∈Q}.
Proof. See Theorem 1 by Nesterov (2005). 
THEOREM EC.2. (Yarotsky 2017) For any d ,n and δ ∈ (0,1), a ReLU network architecture that allows links
between non-adjacent layers exist with the capability of expressing any function from Fd ,r with error δ;
that is, maxx∈[0,1]d |FNN (x, β˜)− g (x)| ≤ δ. Furthermore, the number of layers of this ReLU network archi-
tecture is at most c˜ · (ln(1/δ)+ 1) and the number of weights and computation units are both at most
c˜ ·δ−d/r (ln(1/δ)+1), with some constant c˜ = c˜(d ,r ).
Proof. See Theorem 1 in Yarotsky (2017). 
