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Abstract
Let X t be any additive process in Rd . There are two lower indices β ′T , β ′′T and an upper index βT for
T ∈ (0,∞) such that for any Borel set E ⊂ [0, T ], dimH X (E) ≥ (β ′′T dimH E) ∧ d , dimH X (E) ≥
β ′T dimH E if β ′T ≤ d, and dimH X (E) ≤ βT dimH E , where X (E) = {Xs : s ∈ E} for E ∈ B(R+) and
dimH denotes the Hausdorff dimension. When X t is a Le´vy process, βT = β, β ′T = β ′, and β ′′T = β ′′,
where β, β ′, β ′′ are Blumenthal and Getoor’s indices.
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1. Introduction
A process X t with independent increments, rcll paths and values in Rd is called additive if
X t is continuous in probability and X0 = 0. Additive processes represent a large family of
nonhomogeneous processes and intersect the entirety of Feller processes at the class of Le´vy
processes. Let X (E) = {Xs : s ∈ E} for E ∈ B(R+) and denote by dimH the Hausdorff
dimension.
For any Le´vy process X t in Rd with the Le´vy exponent 9, Blumenthal and Getoor [1]
defined an upper index β and two lower indices β ′, β ′′ in terms of Re9 with the ordering
0 ≤ β ′′ ≤ β ′ ≤ β ≤ 2 and showed that for any Borel set E ⊂ [0, 1] with probability one
dimH X (E) ≥ (β ′′ dimH E) ∧ d, dimH X (E) ≥ β ′ dimH E if β ′ ≤ d, (1.1)
dimH X (E) ≤ β dimH E if β < 1. (1.2)
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(The restriction that β < 1 in (1.2) has been known unnecessary. We will include a new proof of
removal of the restriction in this paper anyway.)
The primary purpose of the present paper is to show that both (1.1) and (1.2) hold even when
X t is an additive process. Obviously it is far more difficult to analyze the behavior of an additive
process than that of a Le´vy process. First of all, the characteristic exponent 9t (x) of an additive
process is actually a whole family of Le´vy exponents and only in the case 9t (x) = t9(x)
it is a Le´vy process. Secondly, for some sets E , dimH X (E) can top the 2 mark set for Le´vy
processes and even possibly equal d > 2 the full dimension. For instance, dimH X ([0, t]) is
not a fixed index, which may increase along with t. For that reason, β ′′, β ′, β should be written
as β ′′T , β ′T , βT , respectively, to indicate E ⊂ [0, T ] as well as the possible value change as T
varies. The methods used in this paper are mostly taken from Blumenthal and Getoor [1] except
in the proof of the upper bound dimH X (E) ≤ βT dimH E where some techniques are new and
inspired by Schilling [4].
The author (Yang [6]) has obtained the formula for dimH X (E) for an arbitrary Borel set E
of R+ in terms of the characteristic exponent 9t (x) of X and of the probability measures on E ,
via a potential-theoretic approach. The energy form in the formula is closely related to the lower
index β ′T but−Re9t (x) is easy to use to understand some global fractal properties of the images
of an additive process, as opposed to the probability measures on E which reveal more about the
nature of the set E itself.
2. The image of E under Xω
Let X t be an additive process. The characteristic function for X t takes on a form as Eei〈λ,X t 〉 =
e9t (λ), λ ∈ Rd , where 9t (λ) is called the characteristic exponent and has the two properties: (a)
−Re9t (λ) is positive and nondecreasing in t ; (b)9bt (λ) = 9b+t (λ)−9b(λ) is the characteristic
exponent for Xbt = Xb+t − Xb, t ≥ 0 with b ≥ 0 held fixed, which is additive as well. In the case
of Le´vy processes, 9t (λ) = t9(λ) and 9 is called the Le´vy exponent. It is also very common to
call −9 the Le´vy exponent.
Theorem 2.1. Let X t be any additive process in Rd . If we define, with sup∅ = 0,
β ′′T = sup
{
η > 0 : for each γ ∈ (0, d) there exist cγ,η ∈ (0,∞)
and δη ∈ (0,∞) not depending on b such that for all t ∈ (0, δη]
and all b ∈ [0, T ], tγ /η
∫
|y|>1
|y|γ−deRe9bt (y)dy ≤ cγ,η
}
, (2.1)
β ′T = sup
{
η > 0 : there exists cη ∈ (0,∞) such that
for all b ∈ [0, T ],
∫
|y|η−d
∫ 1
0
eRe9
b
t (y)dtdy ≤ cη
}
, (2.2)
then for any Borel set E ⊂ [0, T ], with probability one
dimH X (E) ≥ (β ′′T dimH E) ∧ d, (2.3)
dimH X (E) ≥ β ′T dimH E if β ′T ≤ d. (2.4)
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Proof. Let X t be any process in Rd and Eei〈λ,X t 〉 = φt (λ), λ ∈ Rd . Then for any α > 0,
E |X t |−α = K
∫ ∞
0
uα−1du
∫
e−
1
2 |y|2Re[φt (uy)]dy (2.5)
where K = 21−α/2(2pi)−d/20 (α2 )−1 . (2.5) is deduced from the formulas for the density function
and for the characteristic function, respectively, of the standard normal random variable in Rd
and from a variable change of the expression of the 0-function. Also note that∫ ∞
0
uα−1du
∫
e−
1
2 |y|2Re[φt (uy)]dy =
∫ ∞
0
uα−1−ddu
∫
e−
1
2 | yu |2Re[φt (y)]dy (2.6)
as well as that for α < d and r > 0,∫ ∞
0
uα−1−de−
1
2
r2
u2 du = K1rα−d , (2.7)
where K1 = 2−1+ d−α2 0
( d−α
2
)
.
We state a lower bound argument (some sort of Frostman’s theorem). Its proof is given in the
proof of part (1) of Theorem 8.1 of Blumenthal and Getoor [1], p. 507–509.
Let X t be any process in Rd , α = dimH E , where E is any Borel set in [0, T ] (T ∈ (0,∞))
and γ ∈ (0,∞) a number. If there exist α′ > γ/α and δ ∈ (0,∞) such that for t, s ∈ [0, T ]
E |X t − Xs |−γ ≤ c1|t − s|−γ /α′ for all |t − s| ≤ δ
and
E |X t − Xs |−γ ≤ c2 for all |t − s| > δ
where c1, c2 ∈ (0,∞) are constants, then dimH X (E) ≥ γ a.s.
Proof of (2.3)
Let α′ < β ′′T . By (2.5) and (2.7) for any γ ∈ (0, d) and t ≤ δ,
E |Xbt |−γ = K
∫ ∞
0
uγ−1du
∫
e−
1
2 |y|2Re e9bt (uy)dy
≤ K
∫ ∞
0
uγ−1du
∫
e−
1
2 |y|2 |e9bt (uy)|dy
= KK1
∫
|y|γ−deRe9bt (y)dy
≤ KK1
∫
|y|≤1
|y|γ−ddy + KK1
∫
|y|>1
|y|γ−deRe9bt (y)dy
≤ K2 + KK1ct−γ /α′
≤ (K2 ∨ KK1c)t−γ /α′
where K2 does not depend on b, t and also we may assume that δ ≤ 1. For t > δ,
KK1
∫
|y|γ−deRe9bt (y)dy ≤ KK1
∫
|y|γ−deRe9bδ (y)dy
since eRe9
b
t (y) ≤ eRe9bδ (y). Thus, for t > δ we have E |Xbt |−γ ≤ (K2 ∨ KK1c)δ−γ /α′ . Note that
for all t, s ∈ [0, T ], t > s, E |X t − Xs |−γ = E |X st−s |−γ .
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The case αβ ′′T > d:
Let γ < d < αβ ′′T . Then γ /α < β ′′T . Thus, there exists α′ such that γ /α < α′ < β ′′T .
The bounds found above and the mentioned lower bound argument imply that dimH X (E) ≥ γ.
Since γ < d was arbitrary, we obtain dimH X (E) ≥ d.
The case αβ ′′T ≤ d:
Let γ < αβ ′′T . Then γ < d and γ /α < β ′′T . Similarly, dimH X (E) ≥ γ. Since γ < αβ ′′T was
arbitrary, dimH X (E) ≥ αβ ′′T follows.
Proof of (2.4)
Let β ′T ≤ d and α′ < β ′T . By (2.5) and (2.7) and the Fubini theorem,∫ 1
0
E |Xbt |−α
′
dt ≤ KK1
∫
|y|α′−d
∫ 1
0
eRe9
b
t (y)dtdy ≤ KK1c.
Define
hb(τ ) =
∫
|y|α′−deRe9bτ (y)dy, τ > 0.
We have the following:
(i) hb(τ ) is nonincreasing in τ along with eRe9
b
τ (y);
(ii) E |Xbt |−α′ ≤ KK1hb(t);
(iii) ∫ 1
0
hb(τ )dτ =
∫
|y|α′−d
∫ 1
0
eRe9
b
t (y)dtdy ≤ c.
Since ∫ t
0
hb(τ )dτ ≥
∫ t
0
hb(t)dτ = thb(t), for all b ∈ [0, T ], t ≤ 1,
we have
t E |Xbt |−α
′ ≤ KK1thb(t) ≤ KK1
∫ t
0
hb(τ )dτ
≤ KK1
∫ 1
0
hb(τ )dτ ≤ KK1c.
On the other hand, for t > 1, hb(t) ≤ hb(1). Thus, t E |Xbt |−α′ ≤ KK1hb(1), for t > 1.
Moreover, 1hb(1) ≤ ∫ 10 hb(τ )dτ ≤ c. Thus, E |Xbt |−α′ ≤ KK1c, for all t > 1, b ∈ [0, T ].
Let γ < αβ ′T . Then γ /α < β ′T ≤ d and there exists α′ such that γ /α < α′ < β ′T . Since
γ /α′ < α ≤ 1, by Jensen’s inequality
E |Xbt |−γ = E |Xbt |−α
′(γ /α′) ≤ [E |Xbt |−α
′ ]γ /α′ .
Thus, by the bounds given above and the said lower bound argument we have dimH X (E) ≥ γ.
Since γ < αβ ′T was arbitrary, we get dimH X (E) ≥ αβ ′T . 
Let X t be a Le´vy process, in which case eRe9
b
t (y) = e−tRe9(y) for all b ≥ 0 where
Eei〈y,X t 〉 = e−t9(y). Note that∫ 1
0
eRe9
b
t (y)dt = 1− e
−Re9(y)
Re9(y)
.
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Blumenthal and Getoor [1] defined the following two lower indices:
β ′′ = sup {α ≥ 0 : |y|−αRe9(y) →∞ as |y| → ∞} ,
β ′ = sup
{
α ≥ 0 :
∫
|y|α−d 1− e
−Re9(y)
Re9(y)
dy < ∞
}
.
Clearly, β ′ = β ′T . If η < β ′′,Re9(y) ≥ |y|η for |y| large. It can easily be deduced that for
any γ ∈ (0, d) and t ≥ 1,∫
|y|>1
|y|γ−de−tRe9(y)dy ≤ Mt−γ /η
where M ∈ (0,∞) is a constant. It follows that β ′′ ≤ β ′′T .
Let X t be an additive process in Rd . The characteristic exponent 9t of X t is given by
9t (λ) = i〈Bt , λ〉 − 2−1〈λ, Qtλ〉 +
∫
[ei〈λ,x〉 − 1− i〈λ, x〉1(|x | ≤ 1)]νt (dx),
λ ∈ Rd . (2.8)
Here, Bt is a Rd -valued continuous function with B0 = 0, Qt = (qi j (t))d×d is a nonnegative
definite symmetric d × d matrix, and νt is a Le´vy measure. Define, for r > 0, t ≥ 0,
G t (r) =
∫
|x |>r
νt (dx), (2.9)
Kt (r) = r−2
[
d∑
i=1
qi i (t)+
∫
|x |≤r
|x |2νt (dx)
]
, (2.10)
Mt (r) = r−1
∣∣∣∣Bt + ∫
1<|x |≤r∨1
xνt (dx)−
∫
r∧1<|x |≤1
xνt (dx)
∣∣∣∣ , (2.11)
M∗t (r) = max
0≤s≤t
Ms(r), (2.12)
yt (r) = G t (r)+ Kt (r)+ M∗t (r). (2.13)
yt (r) is nondecreasing continuous in t with y0(r) = 0 for all r > 0 and has a doubling
property. That is, for all θ > 1, r > 0, t ≥ 0,
(3θ2)−1yt (r) ≤ yt (θr) ≤ 2yt (r). (2.14)
See Yang [5] for more about yt (r). Define
It (r) = r−1
∫ r
0
yt (x)
−1dx, y˙t (r) = It (r)−1, t > 0, r > 0. (2.15)
By definition, it is clear that y˙t (r) is also nondecreasing continuous in t with y˙0(r) = 0 for all
r > 0, and using (2.14) one can show that for all t > 0, r > 0,
48−1 ≤ yt (r)
y˙t (r)
≤ 2 (2.16)
and that for all θ > 1, r > 0, t ≥ 0,
y˙t (θr) ≤ 192y˙t (r). (2.17)
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When these functions defined above are used with a superscript b, we mean the additive
process in consideration is Xbt .
Choose constants: pid = aK (d), a = 2−1(3 +
√
5), K (d) = 3d2, d > 1, K (1) = 1, and
m = (4pid)−1, and let
nb(r) = inf{t > 0 : y˙bt (r) ≥ m ∧ (192−1 y˙b1 (1))}, r ∈ (0, 1). (2.18)
Since y˙b0 (r) = 0 and y˙b1 (r) ≥ 192−1 y˙b1 (1) for r < 1 by (2.17) and since y˙bt (r) is nondecreasing
continuous in t , nb(r) is finitely determined bounded by 1.
Lemma 2.2. If ybt (r) is strictly increasing in t for all r ∈ (0, 1), then nb(r) is continuous.
Proof. By hypothesis, ybt1(x)
−1 − ybt2(x)−1 > 0 for t1 < t2. If
∫ r
0 (y
b
t1(x)
−1 − ybt2(x)−1)dx = 0,
then ybt1(x0) = ybt2(x0) for some x0 ∈ (0, r). Therefore, y˙bt (r) is strictly increasing in t as well.
Thus, nb(r) is the unique solution satisfying y˙b
nb(r)
(r) = m ∧ (192−1 y˙b1 (1)). It has been shown
in Yang [5] that
for any additive process, y˙t (r) is jointly continuous.
Thus, y˙bt (r) is jointly continuous. By an elementary sequence argument one has a contradiction
if the lemma is false. 
Lemma 2.3. The three statements are equivalent:(a) nb(0+) = 0; (b) Xbt is not a step process
initially; (c) ybt (0+) = ∞ for all t > 0.
Proof. For any additive process X t , c(t) = νt (Rd) is a nondecreasing continuous function
whenever it is finite. There exists a point tˆ ∈ [0,∞] such that c(t) < ∞ for t ∈ [0, tˆ] and
c(t) = ∞ for t > tˆ . Recall that X t is a step process on [0, ε], ε ≤ tˆ (so νε(Rd) < ∞), if and
only if Qt = 0, Bt =
∫
|x |≤1 xνt (dx), t ≤ ε, in which case yt (r) ≤ 2c(t), t ≤ ε, for all r > 0.
By contrast, if X t is not a step process on any interval [0, ε], ε > 0, one can show that
limr→0 yt (r) = ∞ for all t > 0.
Let nˆ(r) = inf{t > 0 : yt (r) > C}, r > 0, where C ∈ (0,∞) is any constant. Using the
information about yt (r) given above, the reader can show easily that infr>0 nˆ(r) > 0 if X t is a
step process initially while limr→0 nˆ(r) = 0 if X t is not a step process on any interval [0, ε]. The
same can be said for nb(r) according to (2.16). 
Let T br = inf{t > 0 : |Xbt | > r}, Tr = inf{t > 0 : |X t | > r}, r > 0.
Lemma 2.4. The function EGb
T br
(x) is bounded by a universal constant for x ≥ r. Therefore, the
function
a(r, x) = sup
b∈[0,T ]
EGbT br
(x), x ≥ r,
is finitely determined.
Proof. Let X t be any additive process in Rd . Yang [5] showed that there exist two universal
constants A1, A2 ∈ (0,∞) depending on d only such that
A1 ≤ EyTr (r) ≤ A2, r > 0. (2.19)
Note that G t (r) is decreasing in r . Thus, for r ≤ x ,
EGbT br
(x) ≤ EGbT br (r) ≤ Ey
b
T br
(r) ≤ A2. 
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For the upper index only, we will normalize our process as follows:
For every b ≥ 0, ybt (r) is strictly increasing in t
for all r ∈ (0, 1) and ybt (0+) = ∞ for all t > 0. (2.20)
Define
n(r) = inf
b∈[0,T ] n
b(r), r ∈ (0, 1), (2.21)
βT = inf
{
η > 0 : lim
r→0
(
rη +
∫ 1
r
a(r, x)xη−1dx
)
n(r)−1 = 0
}
(2.22)
with inf∅ = d.
Theorem 2.5. If X t is a normalized additive process in Rd , then for any Borel set E ⊂ [0, T ],
dimH X (E) ≤ βT dimH E a.s. (2.23)
Moreover, if EGb
T br
(x) ≤ Cnb(r)/nb(x), x > r, r, x ∈ (0,∆] where C,∆ ∈ (0,∞) are
constants not depending on b, x, r , then (2.23) holds with
βT = inf{η > 0 : lim
r→0 r
ηn(r)−1 = 0}. (2.24)
Proof. Part I. Let X t be any process in Rd , α = dimH E, E ⊂ [0, T ], and
ΩR = {ω ∈ Ω : sup
s≤2T
|Xs(ω)| ≤ R}, R large.
According to the proof of Theorem 4 of Schilling [4], p. 327–329, if for all t, s ∈ [0, T ],
E sup
s≤r≤t
|Xr − Xs |λ1ΩR ≤ c(t − s), c not depending on t, s, (2.25)
then dimH X (E) ≤ λα on ΩR . If
E sup
0≤s≤t
|Xbs |λ1ΩR ≤ ct, t ≤ ε, (ε > 0), c not depending on b ∈ [0, T ] and t, (2.26)
then (2.25) follows because the interval [0, T ] can be divided into [T/ε] + 1 subintervals so that
the constant c in (2.25) can be found. Let
aη,Rb (t) = E sup
0≤s≤t
|Xbs |η1ΩR , t, b ∈ [0, T ].
Since |Xbs |η1ΩR ≤ MηRη where Mη is a finite constant depending on η only, aη,Rb (t) is bounded.
Hence, aη,R(t) = supb∈[0,T ] aη,Rb (t) is well defined. Set
β˙T = inf{η > 0 : t−1aη,R(t) ≤ Cη,R < ∞, t ∈ (0, εη,R] for every large R}
with inf∅ = d. If λ > β˙T , there exists λ′ ∈ (β˙T , λ) such that aλ′,R(t) ≤ Cλ′,R t, t ∈ [0, ελ′,R].
Thus, for all b ∈ [0, T ],
aλ
′,R
b (t) = E sup
0≤s≤t
|Xbs |λ
′
1ΩR ≤ Cλ′,R t, t ∈ [0, ελ′,R].
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It follows from (2.26) and (2.25) that dimH X (E) ≤ λα on ΩR . Letting λ = λn ↓ β˙T , R = Rn ↑
∞ yields dimH X (E) ≤ β˙Tα, a.s. Define
φη,R(x) = xη if x ≤ R and φη,R(x) = Rη if x > R.
It is easy to see that φη,R ≤ Rηφη,1 for R > 1. Define
a¯η,Rb (t) = E sup
0≤s≤t
φη,R(|Xbs |), a¯η,R(t) = sup
b∈[0,T ]
a¯η,Rb (t).
Since φη,R(|Xbs |) ≤ Rη, a¯η,R is finitely determined. Put
β¨T = inf{η > 0 : t−1a¯η,1(t) ≤ Cη < ∞, t ∈ (0, εη]} (2.27)
with inf∅ = d. If t−1a¯η,1(t) ≤ Cη, t−1a¯η,R(t) ≤ RηCη for all R > 1. Furthermore,
E sup
0≤s≤t
|Xbs |η1ΩR ≤ E sup
0≤s≤t
φη,2R(|Xbs |)
for all b ∈ [0, T ]. It follows that β˙T ≤ β¨T .
Part II. A nondecreasing right-continuous function φ with φ(t) > 0, t > 0, φ(0) = 0 is called
moderate if there are two constants A, p ∈ (0,∞) such that φ(t2)/φ(t1) ≤ A(t2/t1)p whenever
0 < t1 < t2. Two positive functions f1 and f2 are said to be comparable, written as f1 ≈ f2, if
f1/ f2 is trapped inside a finite positive interval.
Let X t be any additive process in Rd . Given φ moderate, define X∗t = sup0≤s≤t |Xs | and
aφ(t) = Eφ(X∗t ). Our proof of Theorem 2.5 is based on the following three results:
(a) (de la Pen˜a and Eisenbaum [2])
Eφ(X∗T ) ≈ Eaφ(T ) over all stopping times T (2.28)
where the constants in ≈ depend only on φ. Applying (2.28) to the stopping times Tr , we
have
Eφ(X∗Tr ) = Eφ(|XTr |) ≈ Eaφ(Tr ), r > 0. (2.29)
(b) (Yang [5])
Ev(Tr ) ≥ 2−1v ◦ n˙(r), r > 0, for any nondecreasing function v with v(0) = 0
(2.30)
where n˙(r) = inf{t > 0 : y˙t (r) ≥ m}.
(c) (Yang [5])
Eφ(|XTr |) ≈ φ(r)+
∫ ∞
r
EGTr (x)φ(dx), r > 0, (2.31)
where the constants in ≈ depend on φ and d only.
It follows immediately from (2.29)–(2.31) that
kaφ(n˙(r)) ≤ φ(r)+
∫ ∞
r
EGTr (x)φ(dx) (2.32)
where k > 0 depends on φ, d only.
We prove the special case βT = inf{η > 0 : limr→0 rηn(r)−1 = 0} in (2.24) with the stated
condition first. It suffices to show that β¨T ≤ βT .
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For λ > λ1 > βT , there exists ε ∈ (0, 1) such that for all r ∈ (0, ε], rλ ≤ n(r) ≤ nb(r), rλ1 ≤
n(r) ≤ nb(r). Let∆1 = ∆∧ ε < 1. φλ,∆1 is moderate and φλ,∆1(r) = rλ for r ∈ (0,∆1). Note
that
nb(r) = inf{t > 0 : y˙bt (r) ≥ m ∧ (192−1 y˙b1 (1))} ≤ inf{t > 0 : y˙bt (r) ≥ m}.
Thus, we are able to apply (2.32) to Xbt with φ = φλ,∆1 , r ∈ (0,∆1) and obtain
kabφ(n
b(r)) ≤ nb(r)+
∫ ∆1
r
EGbT br
(x)xλ−1dx
≤ nb(r)+ Cnb(r)
∫ ∆1
r
nb(x)−1xλ−1dx
≤ nb(r)+ Cnb(r)
∫ ∆1
r
x (λ−λ1)−1dx ≤ C1nb(r).
Since nb(r) as a continuous function is surjective onto (0,∆λ1] for all b, we have
ab
φλ,∆1
(t) ≤ C2t, t ∈ [0,∆λ1], for all b ∈ [0, T ].
Note that sup0≤s≤t f (|Xs |) ≤ f (X∗t ) for any nondecreasing function f and a¯λ,1 ≤ ∆−λ1 a¯λ,∆1
for ∆1 < 1. Thus,
E sup
0≤s≤t
φλ,∆1(|Xbs |) ≤ C2t and a¯λ,1(t) ≤ C3t for t ∈ [0,∆λ1].
It follows that β¨T ≤ βT .
Now go to the general case. If λ > βT , there exist λ1 ∈ (βT , λ) and ∆ ∈ (0, 1) such that
rλ1 +
∫ 1
r
a(r, x)xλ1−1dx ≤ n(r) for r ∈ (0,∆].
Hence, rλ1 + ∫∆r a(r, x)xλ1−1dx ≤ n(r). By (2.32), for φ = φλ1,∆,
kabφ(n
b(r)) ≤ rλ1 +
∫ ∆
r
EGbT br
(x)xλ1−1dx
≤ rλ1 +
∫ ∆
r
a(r, x)xλ1−1dx ≤ n(r) ≤ nb(r).
The rest has been done in the special case. 
If X t is a Le´vy process, the y˙bt (r) are identical for all b ≥ 0 and
y˙t (r) = t h˙(r) ≈ th(r), n(r) = nb(r) = ch˙(r)−1, h˙(r) ≈ h(r),
where yt (r) = th(r) and c = m ∧ h˙(1). Pruitt [3] defined the function h. On the other hand, by
(2.19), Eyb
T br
(r) = ET br hb(r) ≤ A2. Thus, for all x, r,
EGbT br
(x) = ET br Gb(x) ≤ ET br hb(x)
≤ A2hb(r)−1hb(x) ≈ h˙b(r)−1h˙b(x) = nb(r)/nb(x).
It follows from Theorem 2.5 that for all Borel sets E ⊂ [0,∞),
dimH X (E) ≤ β dimH E where β = inf{η > 0 : lim
r→0 r
ηh(r) = 0}. (2.33)
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The index β is defined by Pruitt [3] and equals the index β = inf{η > 0 : limr→0 rηG(r) = 0}
given by Blumenthal and Getoor [1] where it is assumed that X t is drift-free with no Gaussian
part. We have offered a different proof of the upper bound of Blumenthal and Getoor. (Note that
if X t is a compound Poisson process, β = 0 and dimH X (E) = 0. The result holds vacuously. If
X t is not a compound Poisson process, it is normalized including the deterministic one X t = t B.)
It is possible that for a normalized additive process X t , Xbt is initially deterministic at some
points b ≥ 0. (Then |Xb+t − Xb| = |Bb+t − Bb| has to be strictly increasing in t for small t .)
However, we have
Proposition 2.6. If no Xbt is initially deterministic, then y
b
t (r) is strictly increasing in t for all
b ≥ 0.
Proof. Suppose that yt1(r0) = yt2(r0), t1 < t2, for some r0 > 0. Note that each of
G t (r), qi i (t),
∫
|x |≤r
|x |2νt (dx), M∗t (r)
is nondecreasing in t and that X t1t has characteristics
(Bt1+t − Bt1 , Qt1+t − Qt1 , νt1+t − νt1).
Thus, for s ≤ t2 − t1, we have (a) G t1s (r0) = νt1s ({x : |x | > r0}) = 0, (b) νt1s ({x : |x | ≤ r0}) = 0
since
∫
|x |≤r0 |x |2ν
t1
s (dx) = 0, (c) Qt1s = 0 since q t1i i (s) = 0 and since Qt1s is nonnegative definite
symmetric. It follows that X t1s = Bt1+s − Bt1 , s ∈ [0, t2 − t1], i.e., X t1s is deterministic initially
with
yt1s (r) = M t1∗s (r) = r−1 max
0≤u≤s
|Bt1+u − Bt1 |,
which is not necessarily strictly increasing in s. (There are also equations M∗t1(r0) = M∗t1+s(r0) =
M∗t2(r0), s ∈ [0, t2 − t1], but these equations say little about M t1∗s (r) and how Bt1+s − Bt1
behaves with the exception that Mt (r) is nondecreasing in t.) Thus, if ybt1(r0) = ybt2(r0) for
some r0, t1 < t2, then X
b+t1
t is deterministic initially. 
Remark 2.7. If whenever t1 6= t2 there exists a set A such that νt1(A) 6= νt2(A) (e.g., for some
r∗, one of G t (r∗) and
∫
|x |≤r∗ |x |2νt (dx) is strictly increasing), or if for some i , qi i (t), t ≥ 0 is
strictly increasing, then no Xbt is initially deterministic.
Remark 2.8. If |Bb+s − Bb| is strictly increasing in s ∈ [0, t1] whenever νb+t1 = νb and
Qb+t1 = Qb, then ybt (r) is strictly increasing in t for all b ≥ 0. Note that when Xbs = Bb+s− Bb,|Bb+s − Bb| can be strictly increasing in s ∈ [0, t1] even if |Bb+s | is not.
Remark 2.9. Let νt = f (t)ν1 for t ∈ [0, tˆ] and νt = f (tˆ)ν1 + ( f (t)− f (tˆ))ν2 for t > tˆ where∫
|x |≤1 ν1(dx) < ∞,
∫
|x |≤1 ν2(dx) = ∞ and f is a strictly increasing continuous function. Take
any continuous function Bt ∈ Rd such that Bt = f (t)
∫
|x |≤1 xν1(dx) for t ∈ [0, tˆ]. Then the
additive process X t with characteristics Bt , νt as given above is a step process up to time tˆ only.
Remark 2.10. In many cases, ybt (r) is automatically jointly continuous, which often occurs
when the νt are absolutely continuous with respect to Lebesgue measure. If that is the case,
one can use ybt (r) instead of y˙
b
t (r) to define n
b(r).
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Remark 2.11. If Xbt is a step process on [0, ε] for a small ε, then X (E) is merely a set of finite
points for E ⊂ [b, b+ ε]. So, dimH X (E) = 0. Presumably, the upper index “β” over [b, b+ ε]
can be set to 0. If Xbt is deterministic on [0, ε] with |Xbt | not strictly increasing in t , there is no
information from both Theorems 2.1 and 2.5 about how dimH X (E) is linked to dimH E .
Proposition 2.12. If yt (r) is strictly increasing in t and Mt (r) is nondecreasing in t, then ybt (r)
is strictly increasing in t for all b ≥ 0.
Proof. Clearly, Mb∗t (r) ≥ M∗b+t (r) − M∗b (r). Thus, ybt (r) ≥ yb+t (r) − yb(r). It is easy to see
that if Mt (r) is nondecreasing in t , i.e., Mt (r) = M∗t (r), then
Mb∗t (r) = Mb+t (r)− Mb(r) and ybt (r) = yb+t (r)− yb(r).
(Therefore, Mbt (r) is also nondecreasing in t .) The proposition follows. 
Definition 2.13. yt (r) is called quasiconvex in t if
yt2(r)
yt1(r)
≥ ρ t2
t1
, t1 ≤ t2, (2.34)
where ρ ∈ (0, 1] is a constant not depending on t1, t2, r . yt (r) does not have to be strictly
increasing to be quasiconvex. ybt (r) is said to be quasiconvex in t uniformly in b ∈ [0, T ] if
(2.34) holds for every ybt (r) and the constant ρ in (2.34) does not depend on b. Theorem 2.5 has
a refinement if such quasiconvexity occurs. ((2.34) is tautological for Le´vy processes.) Define
nb(r) = inf{t > 0 : ybt (r) ≥ 1}, n(r) = inf
b∈[0,T ]n
b(r), (2.35)
β∗T = inf
{
η > 0 : lim
r→0
(
rη +
∫ 1
r
a(r, x)xη−1dx
)
n(r)−1 = 0
}
. (2.36)
Observe that the present β∗T is smaller (sharper) than βT since nb ≥ nb. y˙b1 (1) as a proper
buffer appears in (2.18) to guard against blow-up. That kind of device is not needed here in
(2.35). The expression of nb using ybt (r) is also easier than (2.18) in terms of y˙
b
t (r). Other than
that, the restriction that ybt (r) is strictly increasing in t will be removed.
Lemma 2.14. Let gt (r) ≥ 0 be a function nondecreasing in t and define
n(r) = inf{t > 0 : yt (r) ≥ k}, n′(r) = inf{t > 0 : gt (r) ≥ k′}
where k, k′ ∈ (0,∞) are two constants. If yt (r) is quasiconvex in t and c1yt (r) ≤ gt (r) ≤
c2yt (r) for two constants c1 ≤ 1, c2 ≥ 1, then
ρ((c2k/k
′) ∨ 1)−1n(r) ≤ n′(r) ≤ ρ−1((c1k/k′) ∧ 1)−1n(r). (2.37)
Proof. Assume that k′ = k first. Fix r and let y−1 be the generalized inverse of yt (r), i.e.,
y−1(s) = inf{t > 0 : yt (r) ≥ s}. Clearly, n(r) = y−1(k). Since gt (r) ≥ k implies
yt (r) ≥ c−12 k and yt (r) ≥ c−11 k implies gt (r) ≥ k, we have y−1(c−12 k) ≤ n′(r) ≤ y−1(c−11 k).
Replacing ti by y−1(ti ) in (2.34) yields y−1(t2)/y−1(t1) ≤ ρ−1t2/t1. This inequality gives us
y−1(k)/y−1(c−12 k) ≤ ρ−1c2, y−1(c−11 k)/y−1(k) ≤ ρ−1c−11 . (2.37) follows when k = k′.
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For arbitrary k, k′, we define gˆt (r) = kk′ gt (r) and have n′(r) = inf{t > 0 : gˆt (r) ≥ k} and
((c1k/k
′) ∧ 1)yt (r) ≤ c1k/k′yt (r) ≤ gˆt (r) ≤ c2k/k′yt (r) ≤ ((c2k/k′) ∨ 1)yt (r). 
Theorem 2.15. If ybt (r) is quasiconvex in t uniformly in b ∈ [0, T ] and no Xbt is a step process
initially, then for any Borel set E ⊂ [0, T ],
dimH X (E) ≤ β∗T dimH E a.s. (2.38)
Moreover, if
EGbT br
(x) ≤ Cnb(r)/nb(x), x > r, r, x ∈ (0,∆] (2.39)
where C,∆ ∈ (0,∞) are constants not depending on b, x, r , then (2.38) holds with
β∗T = inf{η > 0 : limr→0 r
ηn(r)−1 = 0}. (2.40)
If either Gbt (r) or y
b
t (r) is moderate in t uniformly in b, i.e.,
Gbt2(r)/G
b
t1(r) ≤ A(t2/t1)p or ybt2(r)/ybt1(r) ≤ A(t2/t1)p, t1 ≤ t2
for all b ∈ [0, T ], r ∈ (0, 1), with A, p ∈ (0,∞) not depending on b, t1, t2, r , then (2.39) holds,
in which case β∗T ≤ 2.
Proof. Define y¯bt (r) = inf0<x≤r ybt (x), n¯b(r) = inf{t > 0 : y¯bt (r) ≥ m}. According to
Lemma 2.3, the assumption that Xbt is not a step process initially implies that y
b
t (r) > 0 for
all t > 0, r > 0. By quasiconvexity, ybt (r) ≥ ρyb1 (r)t for any r > 0, i.e., ybt (r) is unbounded.
Therefore, both nb(r) and n¯b(r) are finitely determined.
From (2.14) and quasiconvexity we have these inequalities: (a) y¯t (r) ≤ yt (r) ≤ 2y¯t (r); (b)
y¯bt2(r)/y¯
b
t1(r) ≥ 2−1ρt2/t1 for t1 ≤ t2; and (c) y¯bt (r1) ≤ 6(r2/r1)2 y¯bt (r2) for r1 < r2. Also note
that (d) y¯b
n¯b(r)
(r) = m. Since y¯t (r) is nonincreasing in r , n¯b(r) is nondecreasing. By Lemma 2.3,
n¯b(0+) = 0. Using (b)–(d), we obtain
n¯b(r2)/n¯
b(r1) ≤ 12ρ−1(r2/r1)2, r1 < r2. (2.41)
Thus, n¯b(r) is a moderate function. Define N¯ b(r) = r−1 ∫ r0 n¯b(x)dx . Since n¯b(r) is moderate,
one can show that (96−1ρ)n¯b(r) ≤ N¯ b(r) ≤ n¯b(r) and that N¯ b(r) is a strictly increasing
absolutely continuous function. Let k1 = 96−1ρ. That result [5] in (2.30) can be re-stated now
in terms of n¯(r) = n¯0(r) as: Ev(Tr ) ≥ 2−1v ◦ n¯(r), r > 0 for any nondecreasing function v with
v(0) = 0.
The proof of Theorem 2.5 remains basically unchanged. When it comes to the point where
kabφ(n¯
b(r)) ≤ n¯b(r), we have k1kabφ(N¯ b(r)) ≤ N¯ b(r) and note that N¯ b(r) is surjective onto
(0, k1∆λ1] for all b. Finally, nb(r) ≈ n¯b(r) where the constants in ≈ do not depend on b by
Lemma 2.14.
Yang [5] has shown that
Ev(Tr ) ≤ cv ◦ n¯(r), r > 0 (2.42)
with a constant c ∈ (0,∞) depending on ρ, A, p only for any moderate v if yt (r) is quasiconvex.
If Gbt (r) is moderate in t , then EG
b
T br
(x) ≤ Gb
n¯b(r)
(x) ≤ yb
n¯b(r)
(x) by (2.42) while if
ybt (r) is moderate in t , then EG
b
T br
(x) ≤ Eyb
T br
(x) ≤ yb
n¯b(r)
(x) again by (2.42). By (b),
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yb
n¯b(r)
(x)/yb
n¯b(x)
(x) ≤ 2ρ−1n¯b(r)/n¯b(x) since n¯b(r) ≤ n¯b(x) for r ≤ x . Also note that
yb
n¯b(x)
(x) = m. It is therefore easy to figure out for x ≥ r ,
EGbT br
(x) ≤ Cn¯b(r)/n¯b(x) ≤ C1nb(r)/nb(x)
with C1 not depending on b, r, x .
Clearly, (2.41) still holds up to a constant if we replace n¯b by nb and then by n. Thus, for
r < 1,n(r)−1 ≤ c′n(1)−1r−2, from which it follows that β∗T ≤ 2. 
Remark 2.16. If yt (r) is convex in t and Mt (r) is nondecreasing in t for each r , then ybt (r) =
yb+t (r)− yb(r) and
ybt2(r)/y
b
t1(r) = (yb+t2(r)− yb(r))/(yb+t1(r)− yb(r)) ≥ t2/t1
for all b ≥ 0, t1 < t2, r > 0 and more interestingly, ybt (r) is nondecreasing in b. In other words,
not only is ybt (r) quasiconvex in t uniformly in b ∈ [0, T ] for any T > 0 but also nb(r) is
nonincreasing in b. Hence n(r) = nT (r). If in addition either Gbt (r) or ybt (r) is moderate in t
uniformly in b, then
β∗T = inf{η > 0 : limr→0 r
ηnT (r)−1 = 0}.
One can find in [5] an important class of additive processes with yt (r) of the said type.
Let X t be a nondecreasing additive process. The Laplace transform of X t takes the form
Ee−r X t = e−9(t,r), r ≥ 0, 9(t, r) = rγ0(t)+ gt (r), (2.43)
γ0(t) = Bt −
∫ 1
0
xνt (dx), gt (r) =
∫ ∞
0
(1− e−r x )νt (dx). (2.44)
9(t, r) is called the Laplace exponent of X t and is nondecreasing in both t and r . γ0(t) is called
the drift of X t . The Laplace exponent of the nondecreasing additive process Xbt is clearly given
by
9b(t, r) = 9(b + t, r)−9(b, r).
What follows is to define a lower index σT analogous to β ′T but in terms of 9b(t, r).
Note that if G is the distribution function of a nonnegative random variable X , then Ee−r X =∫∞
0 e
−ruG(du), r ≥ 0 and that for all α > 0, u > 0, u−α = 0(α)−1 ∫∞0 rα−1e−rudr. Therefore,
for all α > 0,
EX−α =
∫ ∞
0
u−αG(du)
=
∫ ∞
0
0(α)−1
∫ ∞
0
rα−1e−rudrG(du)
= 0(α)−1
∫ ∞
0
rα−1
∫ ∞
0
e−ruG(du)dr
= 0(α)−1
∫ ∞
0
rα−1Ee−r Xdr.
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Hence, for all α > 0,
E(Xbt )
−α = 0(α)−1
∫ ∞
0
rα−1e−9b(t,r)dr
and ∫ 1
0
E(Xbt )
−αdt = 0(α)−1
∫ ∞
0
rα−1
∫ 1
0
e−9b(t,r)dtdr. (2.45)
Theorem 2.17. Let X t be any nondecreasing additive process. If we define, with sup∅ = 0,
σT = sup
{
η > 0 : there exists cη ∈ (0,∞) such that
for all b ∈ [0, T ],
∫ ∞
1
rη−1
∫ 1
0
e−9b(t,r)dtdr ≤ cη
}
(2.46)
then for any Borel set E ⊂ [0, T ], with probability one,
dimH X (E) ≥ σT dimH E . (2.47)
Proof. This proof is completely analogous to that of (2.4). Let α′ < σT . (There is no need to
require that α′ < 1.) By (2.45), for all b ∈ [0, T ]∫ 1
0
E(Xbt )
−α′dt ≤ (c′ + cα′)0(α′)−1 < ∞
where c′ = ∫ 10 uα′−1du. Define
hb(τ ) =
∫ ∞
0
rα
′−1e−9b(τ,r)dr, τ > 0.
Note that hb(τ ) is nonincreasing in τ along with e−9b(τ,r). The remaining part of the proof can
be reproduced from the earlier proof of (2.4). 
Remark 2.18. Clearly, the integral which occurs in the definition of σT must automatically
diverge for η > 1 since d = 1. However, it is difficult to prove that directly. One of the cases that
are doable is that 9b(t, r) is convex in t for every fixed r . In that case 9b(t, r) is nondecreasing
in b. Thus,
σT = sup
{
η > 0 :
∫ ∞
1
rη−1
∫ 1
0
e−9(t,r)dtdr < ∞
}
.
Also by convexity, 9(t, r) ≤ t9(1, r) for t ≤ 1. For any nondecreasing additive process X t we
have
(2e)−1yt (r−1) ≤ 9(t, r) ≤ yt (r−1) (2.48)
and yt (r) ≤ 2θyt (θr), θ > 1. (See [5] for a proof.) Hence, 9(1, r) ≤ 2y1(1)r for r ≥ 1. (An
alternative argument can be made by noticing that9(1, r) = γ0(1)r+g1(r) and g1(r) ≤ c1r+c2
for r > 0 since
∫ 1
0 xν1(dx) < ∞.) It follows that∫ ∞
1
rη−1
∫ 1
0
e−t9(1,r)dtdr =
∫ ∞
1
rη−1 1− e
9(1,r)
9(1, r)
dr = ∞
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if η ≥ 1. For a subordinator X t , 9(t, r) = [γ0r + g(r)]t where g(r) =
∫∞
0 (1 − e−r x )ν(dx).
Therefore in that case
σT = sup
{
η < 1 :
∫ ∞
1
rη−1
γ0r + g(r)dr < ∞
}
for all T > 0. Blumenthal and Getoor [1, (6.5)] defined the index σT = σ where the drift
coefficient γ0 was assumed to be 0.
Proposition 2.19. Let X t be a nondecreasing additive process. If 9(t, r) is convex in t for all
r > 0, then for all T > 0
σT = sup{η ≥ 0 : lim
r→∞ r
ηnˆ(r) = 0} (2.49)
where nˆ(r) = inf{t > 0 : 9(t, r) ≥ 1}. If yt (r) is convex in t for all r > 0 and either Gbt (r) or
ybt (r) is moderate in t uniformly in b, then
β∗T = inf{η ≥ 0 : limr→∞ r
ηnˆT (r) = ∞} (2.50)
where nˆT (r) = inf{t > 0 : 9T (t, r) ≥ 1}, in which case β∗T ≤ 1.
(If X t is a drift-free subordinator, we see that σT = σ, β∗T = β where σ, β take on the forms
of Blumenthal and Getoor [1, Theorem 6.1.])
Proof. By Remark 2.18, (2.45) and a standard argument, we have
σT = sup
{
η > 0 :
∫ 1
0
EX−ηt dt < ∞
}
= sup
{
η ≥ 0 : lim sup
r→0
r−η
∫ 1
0
P(X t ≤ r)dt < ∞
}
.
By (2.48), if 9(t, r) is convex in t then yt (r) is quasiconvex in t , which implies by a result of
Yang [5] that
sup
{
η ≥ 0 : lim sup
r→0
r−η
∫ 1
0
P(X t ≤ r)dt < ∞
}
= inf{η ≥ 0 : lim inf
r→0 r
ηn0(r)−1 = 0}.
By Lemma 2.14 and (2.48) we have n0(r) ≈ nˆ(1/r). Therefore,
inf{η ≥ 0 : lim inf
r→0 r
ηn0(r)−1 = 0} = sup{η ≥ 0 : lim
r→∞ r
ηnˆ(r) = 0}.
For any nondecreasing additive process X t , both Bt −
∫ 1
0 xνt (dx) and
Mt (r) = r−1
(
Bt −
∫ 1
0
xνt (dx)+
∫ r
0
xνt (dx)
)
are nondecreasing in t. Thus, ybt (r) = yb+t (r) − yb(r) for all b ≥ 0. (2.50) follows directly
from Remark 2.16, (2.48) and Lemma 2.14. As mentioned earlier in Remark 2.18, for any
nondecreasing additive process X t , yTt (r) ≤ 2θyTt (θr), θ > 1. It follows from (2.48) that
β∗T ≤ 1. 
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3. Related issues and examples
Proposition 3.1. If β ′′T ≤ d, then β ′′T ≤ β ′T .
Proof. Suppose that β ′′T > β ′T . Then there exist η, γ with β ′T < γ < η ≤ β ′′T ≤ d such that
tγ /η
∫
|y|>1 |y|γ−deRe9
b
t (y)dy ≤ c, t ≤ δ ≤ 1, for all b ∈ [0, T ], c < ∞ not depending on b. We
have ∫
|y|>1
|y|γ−d
∫ 1
0
eRe9
b
t (y)dtdy
=
∫
|y|>1
|y|γ−d
∫ δ
0
eRe9
b
t (y)dtdy +
∫
|y|>1
|y|γ−d
∫ 1
δ
eRe9
b
t (y)dtdy
≤ c
∫ δ
0
t−γ /ηdt + c(1− δ)δ−γ /η < ∞.
It follows that γ ≤ β ′T . That is a contradiction. 
On the other hand, if β ′′T ≥ d , dimH X (E) = d for all E ⊂ [0, T ] satisfying dimH E = 1.
One might want to continue on these investigations such as (a) examples where β ′′T > 2 with
d ≥ 3, (b) examples where β ′′T ≥ d ≥ 3 and (c) comparing β ′′T to β ′T when β ′′T > d.
Proposition 3.2. If we define β˜ ′′T = sup{η > 0 : −Re9bt (x) ≥ ct |x |η, |x | ≥ R, t ≤ δ, b ∈
[0, T ], c, R, δ not depending on b} with sup∅ = 0, then β˜ ′′T ≤ β ′′T , β˜ ′′T ≤ β ′T .
We omit the proof. (It is easy.) In the case of Le´vy processes, β˜ ′′T coincides with Blumenthal
and Getoor’s index β ′′ but for a general additive process, β˜ ′′T may be uninteresting, i.e., equal
to zero unnecessarily, when −Re9t (x) is strictly convex in t . This can be seen from the well-
known example where −Re9t (x) = tε|x |η with ε > 1 and η ∈ (0, 2]. Clearly, β˜ ′′T = 0, and yet
β ′′T = β ′T = η/ε.
Example 3.3 (Where β ′T ≤ 2). β ′T has a tendency not to exceed 2. By definition, if for some
b ∈ [0, T ], −Re9bt (x) ≤ cbt |x |2 for |x | ≥ Rb and t ≤ δb, then β ′T ≤ 2 because∫
|y|>Rb
|y|2−d
∫ δb
0
eRe9
b
t (y)dtdy ≥
∫
|y|>Rb
|y|2−d
∫ δb
0
e−cbt |y|2dtdy = ∞.
Assume that X t has no Gaussian part (To assume this is to reduce our computation.). Then
−Re9t (y) =
∫
(1− cos〈y, x〉)νt (dx).
By disintegration, ν(ds, dx) = κs(dx)g(ds), where κs is a Le´vy kernel and g is a nondecreasing
continuous function with g(0) = 0. (If g is absolutely continuous, we have ν(ds, dx) = κ ′s(dx)ds
where κ ′s(dx) = g′(s)κs(dx). Neither κs nor g can be made unique.) Therefore,∫
(1− cos〈y, x〉)νt (dx) =
∫ t
0
∫
(1− cos〈y, x〉)κs(dx)g(ds).
If the kernel κs has a greatest element near 0, i.e., there is a Le´vy measure ν such that ν ≥ κs for
all s ∈ (0, δ], then by the fact that Re9(x) ≤ |x |2, |x | ≥ R (R depending on 9) for any Le´vy
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exponent 9, we have for t ≤ δ, |y| ≥ R∫ t
0
∫
(1− cos〈y, x〉)κs(dx)g(ds) ≤
∫
(1− cos〈y, x〉)ν(dx)g(t) ≤ |y|2g(t).
Thus, if g is absolutely continuous and g′(s)κs(dx) has a greatest element near 0, then
−Re9t (x) ≤ t |x |2, t ≤ δ, |x | ≥ R and hence β ′T ≤ 2 for all T > 0. Additive processes having
such kernels can readily be found. Take for example a rcll process Yt in Rd with independent
increments, which induces a nondecreasing left-continuous Le´vy kernel ν¯t . Combining with
a convex function g we can define an additive process X t with ν(ds, dx) = g′(s)ν¯s(dx)ds.
Obviously, g′(δ)ν¯δ ≥ g′(s)ν¯s for s ∈ (0, δ]. A greatest element can also be found in the
following case. Suppose that all κs(dx) are absolutely continuous with respect to a reference
measure λ null at {0} (for instance, the Lebesgue measure λd on Rd ) with densities fs(x). Define
F(x) = sup0<s≤δ fs(x) for some δ > 0. Note that
∫
Rd (1 ∧ |x |2) fs(x)λ(dx) < ∞ for all s. If∫
Rd (1 ∧ |x |2)F(x)λ(dx) < ∞, then ν(dx) = F(x)λ(dx) is a greatest element.
By contrast, it is much harder to come across examples where β ′T > 2. The reader can see
from the next proposition that lots of evidence hold against our will to find such examples where
β ′T > 2.
Proposition 3.4. If −Re9bt (x) ≥ ctε|x |η, t ≤ δ, b ∈ [0, T ], |x | ≥ R with each of these
constants c, ε, η, δ, R not depending on b, then both β ′′T ≥ η/ε and β ′T ≥ η/ε. Moreover, it
must hold that η/ε ≤ 2.
Proof. We have for δ ∈ (0, 1],∫ 1
δ
eRe9
b
t (x)dt ≤
∫ 1
0
eRe9
b
t (x)dt = 1
δ
∫ δ
0
eRe9
b
t/δ(x)dt ≤ 1
δ
∫ δ
0
eRe9
b
t (x)dt
since −Re9bt (x) is nondecreasing in t. In addition, for c > 0, η > 0, ε > 0,∫ δ
0
e−ctε |x |ηdt ≤
∫ 1
0
e−ctε |x |ηdt ≤ ε−1c−1/ε0
(
1
ε
)
|x |−η/ε.
Therefore, for all b ∈ [0, T ] and |x | ≥ R, ∫ 10 eRe9bt (x)dt ≤ M |x |−η/ε with M, R ∈ (0,∞) not
depending on b, which implies that β ′T ≥ η/ε. By changing variables, one can directly check
that β ′′T ≥ η/ε. On one hand, the property of the Le´vy exponent shows that η ≤ 2. Thus, ε < 1 if
η/ε > 2. On the other hand, since −Re9t (x) is nondecreasing in t , −Re9t (x) is differentiable
a.e. on [0, T ]. Then, for almost all b ∈ [0, T ],−Re9bt (x)/t = (−Re9t+b(x)−(−Re9b(x)))/t
is bounded along some subsequence for all small t, whereas ctε−1|x |η → ∞ as t → 0.
Therefore, η/ε ≤ 2. 
The phrase “for all b ∈ [0, T ]” is crucial. Let X¯ t be a Le´vy process with Le´vy exponent 9
and assume that β ′′ > 0 for X¯ t . Choose an η ∈ (0, β ′′). Then, Re9(x) ≥ |x |η for |x | ≥ R. Now
consider the additive process X t = X¯ f (t) where f (t) = tε with η/ε > 2. Then
−Re9bt (x) = ( f (b + t)− f (b))Re9(x).
Let R1 be such that Re9(x) ≤ |x |2 for |x | ≥ R1. Then for |x | ≥ R1,∫ 1
0
eRe9
0
t (y)dt =
∫ 1
0
e−tεRe9(x)dt ≥
∫ 1
0
e−tε |x |2dt ≥ K |x |−2/ε,
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K not depending on |x |. Thus, β ′T ≤ 2/ε for all T > 0. For b = 0,
−Re90t (x) = tεRe9(x) ≥ tε|x |η
for |x | ≥ R but (t + b)ε − bε ≥ ctε for all b ∈ [0, T ] with c not depending on b and ε < 1
cannot hold. If it could, that would imply β ′T > 2 by taking an α-stable process such that
2 > α = β ′′ > η, η/ε > 2, for example, and if d ≥ 2/ε ≥ β ′T , dimH X (E) > 2 dimH E .
In fact, dimH X (E) = dimH X¯( f (E)) ≤ 2 dimH f (E). We have a contradiction. The above
dimension argument also shows that there are no nondecreasing functions f such that for ε < 1
and some constant c ∈ (0,∞), f (t + b)− f (b) ≥ ctε holding for all t and b, although this is a
well-known fact.
Here is a quick note. The behavior of −Re9t (x) is a remarkably tricky business and it is not
our intention here to go into detail. We only describe a way as easy as possible to construct a
highly irregular νt (without the presence of Bt , Qt ) in the hope of showing that β ′T > 2 (though
finite so that we can always choose d ≥ β ′T ) or β ′′T > 2 (d > 2) in some cases. We have already
seen that
−Re9t (y) =
∫ t
0
∫
(1− cos〈y, x〉)κs(dx)g(ds).
According to Example 3.3, the sought after Le´vy kernel κs(dx) should not have any greatest
elements near 0. Choose a measurable function αs taking values in (0, 2). Let ms be a family of
finite measures on the unit sphere Sd = {ξ ∈ Rd : |ξ | = 1} parametrized by s in a measurable
manner. Define
κs(dx) = r−(1+αs )drms(dξ), ∀x = rξ, (r, ξ) ∈ R+ × Sd .
We know that κs(dx) is a stable Le´vy measure for each fixed s. Note that when d = 1 (keeping
in mind that we required d ≥ 3), κs has a density with respect to Lebesgue measure for all s, but
it is not necessary for κs to have a greatest element. The interested reader might want to find the
estimation techniques for β ′T and β ′′T given this kind of structure of νt .
Example 3.5 (Where dimH X (E) > 2 for Some E ⊂ [0, T ]). One can certainly use β ′T or β ′′T
to find additive processes X t such that dimH X (E) > 2 for some E ⊂ [0, T ]. For example, if
2 < β ′T ≤ d, then dimH X ([0, T ]) > 2. But that appears quite technical as well as uncertain
as mentioned earlier. There is a much less involved way to find such X t . First we look for a
continuous function f : R+ → Rd (d ≥ 3) such that dimH f (E) > 2 for some E ⊂ [0, T ]. Any
deterministic continuous function f with values in Rd is an additive process. The dimension of
the image of [0, t] under f in an irregular situation can increase along with t . Here for instance,
the continuous function f whose restriction on each interval [k − 1, k], k = 1, . . . , d, d > 2
is a Peano curve of dimension k clearly has dimH f ([0, k]) = k. (But if ζ : [0, t] → Rd is a
one-dimensional C1 submanifold of Rd , dimH ζ([0, t]) = 1.)
Let A = (A1, A2) ⊂ Rd1 × Rd2 , A1 ⊂ Rd1 , A2 ⊂ Rd2 . Then dimH A ≥ dimH A1 ∨
dimH A2. Let X1t be any additive process in Rd1 and f (t) a continuous curve in Rd2 satisfying
dimH f ([0, T ]) > 2. Define X t = (X1t , f (t)), which is a nondeterministic additive process in
Rd with d = d1 + d2. Then dimH X ([0, T ]) > 2. (If f (t) = t and d2 = 1, X t is just the graph
of X1t .) Since f is deterministic, Re9
b
t (y) remains unchanged when X
1
t is replaced by X t . So
do β ′T , β ′′T . It would be much interesting to show ultimately examples where dimH X ([0, T ]) is
a nonintegral number greater than 2 but X has no components of Bt and Qt .
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The lower bound argument stated in the proof of Theorem 2.1 can be used to find a continuous
curve f such that dimH f ([0, T ]) > 2. Let f be a measurable curve in Rd with d ≥ 3. If there
exist δ > 0 and α > 2 such that | f (t) − f (s)|−α ≤ c1|t − s|−1 for |t − s| ≤ δ, t, s ∈ [0, T ]
while | f (t) − f (s)|−1 ≤ c2 for |t − s| > δ, t, s ∈ [0, T ] where c1, c2 are constants, then
dimH f ([0, T ]) > 2.
3.6. Composite type additive processes
If Yt is a Le´vy process and Z t is a nondecreasing additive process independent of Yt then
X t = YZt is also an additive process. (If Z t is a Le´vy process, so too is X t .) For additive processes
of this type, the uniform dimension results for Le´vy processes apply. We obtain
dimH X (E) = dimH Y (Z(E)) ≤ β dimH Z(E)
where β is the upper index for Y . Furthermore, if Yt is a strictly α-stable process, α ≤ d, then
dimH X (E) = α dimH Z(E). By Theorem 2.17, dimH Z(E) ≥ σT dimH E . In these cases,
dimH X (E) ≤ 2. There are quite a few interesting uniform results for special Le´vy processes not
yet mentioned, all of which apply here as well.
3.7. Parameter change
Suppose that g is a strictly increasing continuous function with g(0) = 0, g(∞) = ∞ and f
is the inverse of g. If we let X¯ t = Xg(t), which too is additive, then X t = X¯ f (t) and X (E) =
X¯( f (E)). If β¯ ′′T , β¯ ′T , β¯T are the indices for X¯ t , then dimH X (E) ≥ (β¯ ′′T dimH f (E)) ∧ d,
dimH X (E) ≥ β¯ ′T dimH f (E) if β¯ ′T ≤ d, and dimH X (E) ≤ β¯T dimH f (E), for E ⊂ [0, T ] by
Theorems 2.1 and 2.5.
Very often Re9bg(t)(x) or y
b
g(t)(r) is very easy to handle for some g. Otherwise, it can be
extremely difficult to evaluate β ′′T , β ′T , or βT . Here for instance, if X t = X¯ f (t) where X¯ t
is a Le´vy process, dimH X (E) ≥ (β ′′ dimH f (E)) ∧ d and dimH X (E) ≥ β ′ dimH f (E)
if β ′ ≤ d, where β ′′, β ′ are the lower indices for X¯ t . If we directly compute β ′′T , β ′T for
X t , we will find −Re9bt (x) = ( f (b + t) − f (b))Re9(x) rather inconvenient even in this
elementary setting. More generally, for any additive process X t if −Re9bg(t)(x) ≈ tRe9(x)
for some strictly increasing continuous function g with g(0) = 0 and some Le´vy exponent
9 where the constants in ≈ do not depend on b, then β¯ ′′T , β¯ ′T can be replaced by the lower
indices β ′′, β ′, respectively, corresponding to 9. The same holds true for the upper index βT .
By Remark 2.16, if yg(t)(r) is convex in t and Mg(t)(r) is nondecreasing in t for each r and if
either Gbg(t)(r) or y
b
g(t)(r) is moderate in t uniformly in b for some strictly increasing continuous
function g with g(0) = 0, g(∞) = ∞, then β¯∗T for X¯ t has a nice expression and in that case
dimH X (E) ≤ β¯∗T dimH f (E) ≤ 2. Yang [5] has shown that there exists a very large class
of additive processes fitting well in our discussion here under a suitable function g. It is a
fundamental problem concerning additive processes to determine under what conditions such
a function g exists.
3.8. Continuous additive processes
Let X t be a centered continuous additive process (i.e., Bt = 0, νt = 0) in Rd with d ≥ 2.
Then yt (r) = r−2q(t) where q(t) = ∑di=1 qi i (t). Suppose that q(t) is strictly increasing
and let g be the inverse of q . Let ygt (r) and β
g∗
T be the function in (2.13) and the upper
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index in (2.40) respectively for X¯ t = Xg(t). Then ygt (r) = r−2t and βg∗T = 2. Therefore,
dimH X (E) ≤ 2 dimH q(E) a.s. for any Borel set E in R+. If q is not strictly increasing,
ybt (r) = 0 at some points b and at these points Xbt = 0 for t small. Thus, X t is not normalized.
If indeed there exists a centered continuous additive process X t with dimH X ([0, T ]) > 2, it
can only be among those with
∑d
i=1 qi i (t) not strictly increasing. Examples of X t = (X1t , f (t))
given previously in Example 3.5 with X1t being continuous showing that dimH X ([0, T ]) > 2
are of the type (Bt , Qt ) with Bt 6= 0.
To estimate β ′′T we have to assume that q(t) is strictly increasing for otherwise Re9bt (x) = 0
(since Xbt = 0 for t small) for some b implies β ′′T = β ′T = 0. Let λb1(t), . . . , λbd(t) be all the
eigenvalues of Qbt . (λ
b
i (t) is nondecreasing in t.) Note that −Re9bt (x) = 2−1
∑
i, j q
b
i j (t)xi x j .
Define
e(t) = inf
b∈[0,T ] min1≤i≤d λ
b
i (t)
2.
Then for γ ∈ (0, d),∫
|y|γ−deRe9bt (y)dy =
∫
|y|γ−d exp
{
−1
2
∑
i, j
qbi j (t)yi y j
}
dy
=
∫
|y|γ−d exp
{
−1
2
d∑
i=1
λbi (t)y
2
i
}
dy
≤
∫
|y|γ−d exp
{
−1
2
e(t)2|y|2
}
dy = k(γ )e(t)−γ
where k(γ ) = 0(γ /2)2γ /2−1. Thus, if we define
β ′′cT = sup{η > 0 : lim sup
t→0
t1/ηe(t)−1 < ∞}
then β ′′T ≥ β ′′
c
T . Note that for d ≥ 3, if e(t) ≥ ctα holds for small t , then α ≥ 1/2 since βg∗T = 2.
Let X t = Bt be a deterministic process in Rd . Then yt (r) = r−1B∗t where B∗t =
max0≤s≤t |Bs |. If |Bt | is strictly increasing, then similarly dimH X (E) ≤ dimH f (E) a.s. for any
Borel set E in R+ where f (t) = |Bt |. Meanwhile we know that there are continuous curves X t
for which dimH X ([0, T ]) > 2. Clearly |X t | cannot be strictly increasing if dimH X ([0, T ]) > 1.
For any curve c(t) (no matter what it is) in Rd one can define an upper index β¨T as in
(2.27) and we have dimH c(E) ≤ β¨T dimH E for all Borel sets E ⊂ [0, T ]. The two lower
indices β ′T and β ′′T both vanish since Re9bt (x) = 0. If we review the proof of (2.3) we
find that Re e9
b
t (uy) = cos〈uy, Bbt 〉 < 1 = eRe9bt (uy). That was excess and unnecessary in
the deterministic case given that E |Xbt |−γ = |Xbt |−γ . A lower index can be defined for any
measurable curve c(t) inRd in a deterministic manner based on this same lower bound argument.
If we define
δ′T = sup{η > 0 : there exist constants c1, c2, c3 ∈ (0,∞) such that |c(t)− c(s)|−η
≤ c1|t − s|−1 if |t − s| ≤ c3 while |c(t)− c(s)|−1 ≤ c2 if |t − s| > c3, t, s ∈ [0, T ]}
then dimH c(E) ≥ δ′T dimH E for all Borel sets E ⊂ [0, T ].
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The upper index βT has connections with other indices of interest. These connections are well
known for Le´vy processes. Define, for b ≥ 0,
δb = inf{η > 0 : lim inf
r→0 r
ηnb(r)−1 = 0}, βb = inf{η > 0 : lim
r→0 r
ηnb(r)−1 = 0},
γ (b, t) = sup{η ≥ 0 : lim sup
r→0
r−ηETb(r, t) < ∞},
where Tb(r, t) =
∫ t
0 1(|Xbs | ≤ r)ds, t > 0, r > 0.
Proposition 3.9. Assume that Xbt is not a step process initially. (i) γ (b, t) ≤ δb ≤ βb ≤ βT for
all T ≥ b. (No normalization issues arise here.) (ii) If gb(t) is the right-continuous inverse of
ybt (1) in t , then for all t > 0, γ (b, t) ≤ sup{η ≥ 0 : lim supr→0 r−ηgb(6−1pidr2) < ∞}.
Proof. Yang [5] has shown that for any additive process X t ,
P(X∗t ≥ r) ≤ pid yt (r), t > 0, r > 0. (3.1)
(i) Clearly, δb ≤ βb. Since nb(r) ≥ n(r) and rη + ∫ 1r a(r, x)xη−1dx < rη, βb ≤ βT for all
T ≥ b. By definition if s < nb(r) then y˙bs (r) < m ∧ (192−1 y˙b1 (1)) ≤ m = (4pid)−1. Note
that ybs (r) ≤ 2y˙bs (r). Hence for s < nb(r), by (3.1), P(Xb∗s ≥ r) ≤ pid ybs (r) ≤ 2pid y˙bs (r) <
2pid(4pid)−1 = 2−1. Since Xbt is not a step process initially, nb(r) → 0 as r → 0 by
Lemma 2.3. Thus, there exists r0 > 0 such that nb(r) ≤ t for all r < r0 and we have for
r < r0,
ETb(r, t) =
∫ t
0
P(|Xbs | ≤ r)ds ≥
∫ t
0
P(Xb∗s ≤ r)ds
≥
∫ nb(r)
0
P(Xb∗s ≤ r)ds =
∫ nb(r)
0
[1− P(Xb∗s ≥ r)]ds
≥
∫ nb(r)
0
[1− 2−1]ds = 2−1nb(r).
Writing δb as δb = sup{η ≥ 0 : lim supr→0 r−ηnb(r) < ∞} then shows that γ (b, t) ≤ δb.
(ii) Let n′(r) = inf{s > 0 : ybgb(s)(r) > m′} where m′ = 2−1pid . Since Xbt is not a step
process initially, there exists r0 > 0 such that ybt (r) > m
′ for r < r0 by Lemma 2.3. Thus,
yb
gb(ybt (1))
(r) ≥ ybt (r) > m′, r < r0, which implies that n′(r) ≤ ybt (1) for r < r0. By (3.1)
we have for r < r0,∫ t
0
P(Xb∗s ≤ r)ds =
∫ ybt (1)
0
P(Xb∗gb(u) ≤ r)gb(du)
≥
∫ n′(r)
0
P(Xb∗gb(u) ≤ r)gb(du)
=
∫ n′(r)
0
[1− P(Xb∗gb(u) ≥ r)]gb(du)
≥
∫ n′(r)
0
[1− pid ybgb(u)(r)]gb(du)
≥
∫ n′(r)
0
[1− pidm′]gb(du) = 2−1gb(n′(r)).
By (2.14), ybgb(s)(r) ≤ 3ybgb(s)(1)r−2 = 3sr−2 for r < 1. Thus, n′(r) ≥ 6−1pidr2 for r < 1. 
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Remark 3.10. δb, βb are called the growth indices. The index γ (b, t) defined in terms of the
expected sojourn times is useful for estimating dimH X ([0, t]). Yang [5] showed that if ybt (r) is
quasiconvex in t then with probability one
lim inf
t→0 t
−1/ηXb∗t =
{
0 if η > δb
∞ if η < δb, lim supt→0 t
−1/ηXb∗t =
{
0 if η > βb
∞ if η < βb (3.2)
and βb ≤ 2 and ∫ t0 P(Xb∗s ≤ r)ds ≈ nb(r) and βb ≤ 1 if X t is nondecreasing. Thus, if ybt (r)
is quasiconvex in t , γ (b, t) ≤ 2 and γ (b, t) = δb ≤ βb ≤ 1 if X t is nondecreasing. On the
other hand, by (ii) of Proposition 3.9 if ybt (1) ≤ ct p for small t (where p depends on b) then
γ (b, t) ≤ 2/p for all t > 0. If ybt (r) is quasiconvex in t then ybt (1) ≤ ct for t < 1 and hence
γ (b, t) ≤ 2 for all t > 0.
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