The ÿrst attempts concerning formalization of the notion of fuzzy algorithms in terms of Turing machines are dated in late 1960s when this notion was introduced by Zadeh. Recently, it has been observed that corresponding so-called classical fuzzy Turing machines can solve undecidable problems. In this paper we will give exact recursion-theoretical characterization of the computational power of this kind of fuzzy Turing machines. Namely, we will show that fuzzy languages accepted by these machines with a computable t-norm correspond exactly to the union 0 1 ∪ 0 1 of recursively enumerable languages and their complements. Moreover, we will show that the class of polynomially time-bounded computations of such machines coincides with the union NP ∪ co-NP of complexity classes from the ÿrst level of the polynomial hierarchy.
Introduction
In recent years we have been witnessing an increased interest in formal models of computations that go beyond the boundaries of classical computations as stated by the Church-Turing thesis. This new wave of speculations on "super-Turing" computations has been invoked by models of computations that make use of new physical principles (cf. quantum [3] , relativistic [13] or inÿnite time computations [5] ), of di erent computational scenarios (cf. super-recursive [2] or interactive non-uniform evolutionary computing [10] ) and, last but not least, of a di erent kind of the underlying logic of computation. Among the lastly mentioned models attention has also been paid to formal models of fuzzy computations. The history of this subject goes back to the late 1960s when Zadeh came with his notion of fuzzy algorithms (cf. [14] ). In those days fuzzy variants of Turing machines, Markov algorithms, and ÿnite automata (cf. [9, 14] ) have been proposed and also fundamentals of the fuzzy language theory have been established [7] but, unfortunately, without much attention being paid to the respective computability and complexity aspects. Since then fuzzy logic has made a tremendous progress towards its rigor mathematical foundations that, however, was not matched by a similar progress on the side of the respective computational theory. Recently, building mostly on the original results by Zadeh and Lee from 1970s and on the modern approach to the theory of fuzzy logic (cf. [4] ) the present author devised a formal model of fuzzy computations and investigated its recursion-theoretical properties. This model is represented by the fuzzy Turing machine that is a generalization of the original Lee's and Zadeh's model that corresponds to the present state-of-the-art of fuzzy logic. In [12] the fuzzy Turing machine has been presented in two variants: one with a so-called classical acceptance criterion, and the other with a so-called partially computable acceptance criterion. Surprisingly, the nondeterministic fuzzy Turing machine with the classical acceptance criterion, patterned Â a la original Lee's and Zadeh's design, has appeared to possess a super-Turing computational power: the respective machines were able to solve undecidable problems. This was interpreted as a " aw" in the machine's design and consequently fuzzy Turing machines with a partially computable acceptance criterion were designed. The latter machines were shown to satisfy the Church-Turing thesis and hence they were seen as a further evidence of the invariance of the thesis w.r.t. the machine architecture with a potential for the practice of fuzzy computing (cf. [11] ) Nevertheless, with the revived interest in super-Turing computing the case of fuzzy Turing machines with the classical acceptance criterion reappeared: what is the true computational power of such machines? Answering this question is the subject of the present paper. The paper brings exact characterization of the computational power and e ciency of the fuzzy Turing machines with the classical acceptance criterion. The computational abilities of such machines are expressed in terms of the union of fundamental classes from the arithmetical or polynomial hierarchy. This seems to be the ÿrst occasion where the e ciency of a machine model is captured with the help of such unions.
The deÿnition of nondeterministic fuzzy Turing machines with the classical acceptance criterion will be recalled in Section 2. In Section 3 the languages accepted by these machines will be shown to be equivalent to the union of r.e. languages and their complements whereas in Section 4 the membership of such machines that are polynomially time-bounded in the union NP ∪ co-NP will be shown. Section 5 of the paper contains conclusions.
Preliminaries: classical fuzzy Turing machine
In [12] , fuzzy Turing machines are seen as nondeterministic Turing machines with a fuzzy set of instructions, i.e. to each instruction its so-called membership (or truth) degree-a number between 0 and 1-in the set of instructions is assigned. Following each computational path a truth degree of reaching a certain conÿguration can be computed from the truth degrees of individual transitions (instructions) leading to that conÿguration. The formula for composing the resulting value of the truth degree of a conÿguration depends on the deÿnition of the so-called t-norm that is given in the next deÿnition. (1) * is commutative and associative, i.e., for all x; y; z ∈ [0; 1] we have x * y = y * x and (x * y) * z = x * (y * z); (2) * is nondecreasing in both arguments, i.e. x 1 6x 2 implies x 1 * y6x 2 * y and y 1 6y 2 implies x * y 1 6x * y 2 ; (3) for all x ∈ [0; 1] we have 1 * x = x and 0 * x = 0.
(Note that we do not require a continuity of the t-norm.) We say that a t-norm is computable if and only if the operation * is computable, i.e. there is a Turing machine that, given any ÿnitely representable elements x and y, computes x * y which again must be a ÿnitely representable element. In the case of computable t-norms we will for simplicity concentrate to the elements of Q (the set of all rational numbers.)
For the sake of simplicity, we will introduce only the deÿnition of a single-tape fuzzy Turing machine since we will be interested only in the recursion-theoretical characterization of the computational power of such machines or in a characterization of their time e ciency which is insensitive, up to a polynomial factor, to the number of the machine's tapes. Deÿnition 2.2. A single-tape fuzzy Turing machine (Fuzzy-NTM) is a nine-tuple F = (S; T; I; ; b; q 0 ; q f ; ; * ), where (1) S is the ÿnite set of states; (2) T is the ÿnite set of tape symbols, to be printed on a tape that has a left-most cell but is unbounded to the right; (3) I is the set of input symbols; I ⊆ T ; (4) is the next-move relation which is a subset of S × T × S × T × {−1; 0; 1}. For each possible move of F there is an element ∈ with = (s 1 ; t 1 ; s 2 ; t 2 ; d). That is, if the current state is s 1 and the tape symbol scanned by the machine's head is t 1 ; F will enter the new state s 2 , the new tape symbol t 2 will rewrite the previous symbol t 1 , and the tape head will move in direction d. (In the previous relation symbol −1 (1) denotes a move by one cell to the left (right) and 0 denotes no move). (5) b, in T − I , is the blank; (6) q 0 is the initial state; (7) q f is the ÿnal, or accepting state; (8) : → [0; 1] is a function that to each move assigns the truth degree ( ) of its membership in ; (9) * is a t-norm.
Note that the membership degree of ∈ equals the truth degree of the proposition " being an element of ". For = (s 1 ; t 1 ; s 2 ; t 2 ; d) ∈ we will deÿne a predicate (s 1 ; t 1 ; s 2 ; t 2 ; d) and we will say that the truth degree of (s 1 ; t 1 ; s 2 ; t 2 ; h) equals if and only if ( ) = .
The notion of computation is deÿned as usual with the help of instantaneous descriptions (IDs). An instantaneous description Q t of F working on input w at time t¿0 is a unique description of the machine's tape, of its state and of the position of the machine's head after performing its tth move on input w. If Q t and Q t+1 are two IDs we will write Q t ≺ Q t+1 and say that Q t+1 is reachable in one step from Q t with truth degree if and only if there is a possible move in , with truth degree , leading from Q t to Q t+1 . On input w the machine starts its computation in the respective initial ID Q 0 . This is an ID describing the tape holding a string of n input symbols (the so-called input string, or input word), one symbol per cell starting with the leftmost cell. All cells to the right of the input string are blank. The head is scanning the leftmost cell and the current state is q 0 . From the initial ID the computation proceeds to IDs that are reachable in one step from Q 0 , etc. If
Next, we establish a relation between the truth degrees of individual moves and those of achieving individual IDs. In order to do so note that, intuitively, within the propositional calculus belonging to the respective t-norm, for a particular move = (s 1 ; t 1 ; s 2 ; t 2 ; h) ∈ its membership degree = ( ) can be interpreted as the truth degree of the proposition "at each time t, when the machine is in state s 1 , its head is scanning the ith cell with symbol t 1 , the machine will subsequently enter state s 2 , rewrite the scanned symbol by t 2 and move its head in direction h". Then, this truth degree can be extended to any ID of F reachable from its initial ID as follows.
Let, Q t be reachable from Q 0 in t steps via a computational path Q 0 ≺ 0 Q 1 ≺ 1 Q 2 : : : ≺ t−1 Q t , with 0 ; : : : ; t−1 ∈ M , let D((Q 0 ; Q 1 ; : : : ; Q t )) denote the truth degree of the proposition "after t steps, starting from Q 0 and proceeding along the computational path Q 0 ≺ 0 Q 1 ≺ 1 Q 2 : : : ≺ t−1 Q t , the instantaneous description of F is Q t ". The corresponding evaluation function D is deÿned as D((Q 0 ; Q 1 ; : : : ; Q t )) = 1; t = 0; D((Q 0 ; Q 1 ; : : : ; Q t−1 )) * t−1 ; t ¿ 0: Thus, the above-mentioned truth degree is being "adjusted" along any computational path with the help of the respective t-norm which acts as the truth function of the (strong) conjunction (cf. [4] ). Due to nondeterminism it may happen that Q t is reachable from Q 0 via di erent computational paths. Therefore, the 'path independent' truth degree d(Q t ) of the proposition "after t steps, starting from Q 0 the ID of F is Q t " is deÿned as d(Q t ) = max{D((Q 0 ; Q 1 ; : : : ; Q t ))}; where the maximum is taken over all computational paths leading from Q 0 to Q t .
A sequence Q 0 ; Q 1 ; : : : ; Q q of IDs is called an accepting sequence of IDs of F on input w, if and only if Q 0 is an initial ID on input w; Q i−1 ≺ i Q i for 16i6q, and Q q is an accepting ID (i.e. such ID that contains the ÿnal state q f ). If an accepting ID Q q is reachable from q 0 on input w we say that w is accepted with truth degree d(Q q ).
Now we are in a position to deÿne the acceptance criterion for a fuzzy Turing machine. We will consider the original criterion from the earliest papers by Lee, Santos and Zadeh from the 1970s (cf. [7, 9, 14] ). For further purposes we will refer to this criterion as to a classical acceptance criterion.
A Fuzzy-NTM works as a (fuzzy) language acceptor as follows. The tape symbols of the machine include the alphabet of the language called the input symbols, a special symbol blank, denoted b, and perhaps other symbols. In [12] it was proved that the previous deÿnition is sound-i.e. that the maximum e(w) of truth degrees of accepting IDs over all accepting paths (if there is at least one) exists for any t-norm (which is not obvious for t-norms and fuzzy computations leading to evaluations of accepting IDs with an inÿnite number of truth degrees).
Let us now proceed to the deÿnition of fuzzy languages. The idea is to deÿne a fuzzy language as a fuzzy set of words. That is, each word from the respective language belongs to it with a certain membership grade which is a real number between 0 and 1. This deÿnition can be found already in [7] , which seems to be the ÿrst paper dealing with formal fuzzy languages. If such a language is recognized by fuzzy Turing machines then the membership grade of each accepted word is equal to its acceptance truth degree. Deÿnition 2.4. The fuzzy language accepted by F is the fuzzy set of ordered pairs L(F) = {(w; e(w))|w is accepted by F with truth degree e(w)}.
The class of all fuzzy languages accepted by classical fuzzy Turing machines with computable t-norms is denoted as .
Function e in the context mentioned above is also called membership function of L(F). Observe that in Deÿnition 2.4 only the maximum of the acceptance degrees of accepted words is considered. It is important to realize that F does not "print" the truth degree e(w) corresponding to the accepted word w. In fact, this would also be principally impossible due to the fact that truth degrees are in general real numbers or that operation " * " may not be computable. Rather, this truth degree is only deÿned by Deÿnition 2.3, but not computed by F. In the next section we prove that in general it must be so since fuzzy Turing machines with the classical acceptance criterion (called classical fuzzy Turing machines hereafter) can also recognize some nonrecursively enumerable languages, i.e., languages with a noncomputable characteristic function.
Note that in the case when ( ) = 1 for all ∈ the classical Fuzzy-NTM equals the standard NTM as deÿned, e.g. in [6] . Such a machine is also called a crisp Turing machine. The languages accepted by the crisp machines are called crisp languages.
The power of classical fuzzy Turing machines
Now we aim at a characterization of the power of fuzzy computing in classical recursion-theoretical terms. We will make use of the ÿrst level of the arithmetical hierarchy, i.e., of r.e. languages (class . In order to do so we will build upon the observation from [12] that there exist classical Fuzzy-NTMs that recognize r.e. languages with truth degree one and their complements with truth degree less than one. While in [12] this was proved only for the case of the diagonal language K, the following theorem deals with any language from 
. In the ÿrst case, there is a crisp machine M recognizing L. We will show that then for each constant 06c¡1 there is a classical FTM F such that w ∈ L if and only if w is accepted by F with truth degree 1 (i.e. (w; 1) ∈ L(F)) and w = ∈ L if and only if (w; c) ∈ L(F). For any t-norm and any 06c¡1 design F as follows. In F, unless otherwise stated, all instructions will have truth degree 1. On input w F makes a nondeterministic branch. One path then leads to the simulation of M . Here, when an accepting state of M is reached F enters an accepting state q with truth degree 1. The other path leads directly to an accepting state r with truth degree c. Clearly, if w ∈ L then both q and r are reached, but thanks to the classical acceptance criterion w will be accepted in q with truth degree 1, that is, (w; 1) ∈ L(F). If w = ∈ L(F) then no accepting state except of r will be reached and therefore in this case (w; c) ∈ L(F). what shows the containment we were after.
Next, we formulate and prove a reverse inclusion to that from the previous theorem. Proof (Sketch). We show that for any classical fuzzy Turing machine F = (S; T; I; ; b; q 0 ; q f ; ; * ) with a computable t-norm there exist crisp languages
Let F, a nondeterministic machine, be a "defuzziÿed", crisp version of F, that is, in F all instructions have membership degree 1. Let AID F (w) denote the set of all accepting IDs of F on input w, let e be the evaluation function that to each ID assigns its truth degree. Consider the commutative ordered semigroup G = [0; 1]; * ; 6 , where * is a t-norm.
⊂Q be the set of instruction membership degrees, i.e. the range of from Deÿnition 2.2, let G(I ) be a subsemigroup of G generated by I . Syntactically, the elements of G(I ) are formed by "products" (via operator * deÿning the t-norm) of elements of I that can be seen as tuples with entries from I . Deÿne language L 1 = {w#d|∃a ∈ AID F (w): e(a) = d ∈ G(I )} and L 2 = {w#d| ∀a ∈ AID F (w): e(a)6d ∈ G(I )}. Now it is almost obvious that
and L 2 ∈ The following corollary is a direct consequence of both previous theorems. It completely characterizes the computations of classical fuzzy Turing machines. 
The e ciency of classical fuzzy Turing machines
It appears that in addition to a recursion-theoretic characterization of the computational power of classical fuzzy Turing machines in terms of classes in arithmetical hierarchy also a characterization of their computational e ciency in terms of classical complexity classes can be given. With this goal in mind we need a deÿnition of time complexity and that of corresponding complexity classes, for a classical fuzzy Turing machine. Deÿnition 4.1. Let F be a classical Fuzzy-NTM, let L F be the language recognized by F. We say that F is of time complexity T (n) if for all n and all inputs of length n F accepts all words from L F of length n making use of at most T (n) steps. Deÿnition 4.2. Fuzzy-NTM (Time(T (n))) denotes the class of all fuzzy languages recognized by a classical Fuzzy-NTM in time T (n). Especially, Fuzzy-NP denotes the class of all fuzzy languages recognized by a classical Fuzzy-NTM in polynomial time. Now we will characterize the e ciency of polynomially time-bounded classical Fuzzy-NTMs by relating them to the machines from class NP and co-NP, respectively, which at the same time represent the ÿrst level of the polynomial hierarchy (cf. [1] ). Note the analogy between our results that hold for the cases of unbounded and polynomially time-bounded computations that correspond to products of the ÿrst classes of arithmetical and polynomial hierarchy, respectively.
Conclusion
The computational power of classical fuzzy Turing machines surpasses that of the crisp machines. Their membership in class 0 1 ∪ 0 1 is due to their acceptance criterion in which the ability to solve the halting problem is indirectly assumed. From the viewpoint of classical computation this criterion is undecidable. A similar story repeats itself within the class of polynomially time-bounded classical fuzzy computations: the additional power that boosts Fuzzy-NP onto the level of class NP ∪ co-NP is given by the ability of classical fuzzy Turing machine to accept also complements of languages from NP. From a computational point of view classical fuzzy Turing machines represent interesting case w.r.t. the computational mechanism that di ers from mechanisms of other super-Turing machines known until now. Our results bring into the foreground the union of classes 0 1 ∪ 0 1 and NP ∪ co-NP that, as it seems, so far have not appeared in computability or complexity estimation of a particular computational model.
