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a b s t r a c t
Following the line of recent works of Das et al. (2011) [15] and Savas and Das (2011) [19]
we apply the notion of ideals to strong matrix summability, and in this note, we introduce
the notion of strong AI -summability with respect to an Orlicz function. We make certain
investigations on the classes of sequences arising out of this new summability method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and background
The idea of strong A-summability for a non-negative regular matrix A was studied by Connor [1] (which extended the
idea of strong summability studied earlier by Maddox [2]), and the idea of strong A-summability with respect to a modulus
function was studied by Connor [1], Kolk [3,4] which was subsequently generalized by Demirci [5] using an Orlicz function
(see [6]). More works on matrix summability can be seen from [7] where many references can be found.
On the other hand, ideals were used in [8] to generalize the important notion of statistical convergence ([9–12], see
[13,14] for recent applications). More recent applications of ideals can be seen from [15–19] where more references can be
found. In this paper we naturally unify the above approaches and introduce the idea of strong AI-summability with respect
to an Orlicz function and make certain observations.
Throughout, e will denote a sequence all of whose elements are 1. Also let s denote the set of all complex or real
valued sequences and as usual, l∞ = {x = (xk)k∈N ∈ s : ∥x∥ = supk |xk| <∞}. If x, y ∈ s then by x + y or xy we denote
the sequences (xk + yk)k∈N and (xkyk)k∈N respectively.
Recall that an Orlicz function is a function F : [0,∞) → [0,∞) which is continuous, nondecreasing and convex with
F(0) = 0, F(x) > 0 for x > 0 and F(x)→∞ as x →∞. If the convexity of an Orlicz function F is replaced by
F(x+ y) ≤ F(x)+ F(y)
then it is called a modulus function, (see, [20,21]).
An Orlicz function F is said to satisfy the∆2-condition for all real values of u if there exists a constantM > 0 such that
F(2u) ≤ MF(u) (u ≥ 0) .
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It can be readily observed that F satisfies the∆2-condition if and only if
F(tu) ≤ MtF(u)
for all values of u and t > 1 [22].
Throughout the paper N will denote the set of all positive integers. A family I ⊂ 2Y of subsets of a nonempty set Y
is said to be an ideal in Y if (i) A, B ∈ I implies A ∪ B ∈ I; (ii) A ∈ I, B ⊂ A implies B ∈ I , while an admissible ideal
I of Y further satisfies {x} ∈ I for each x ∈ Y . If I is a proper ideal in Y (i.e.,Y ∉ I, Y ≠ φ) then the family of sets
F(I) = {M ⊂ Y : there exists A ∈ I : M = Y \ A} is a filter in Y . It is called the filter associated with the ideal I . Throughout,
I will stand for a proper non-trivial admissible ideal of N.
In an earlier paper we have introduced the following definition [23].
Definition 1.1. Let A = (ank) be a non-negative regular matrix. A sequence (xn)n∈N is said to be AI-statistically convergent
to L if for any ϵ > 0 and δ > 0,
n ∈ N :

k∈K(ε)
ank ≥ δ

∈ I
where K(ϵ) = {k ∈ N : |xk − L| ≥ ϵ}. In this case we write xk A
I−st−−−→ L. We denote the class of all AI-statistically convergent
sequences by SA(I).
Following the line of Connor [1] we now introduce the following definition, using ideals.
Definition 1.2. Let A = (ank) be a non-negative regular matrix. We define
W I0(A) =

x ∈ s :

n ∈ N :
∞
k=1
ank|xk| ≥ δ

∈ I for any δ > 0

W I(A) = x ∈ s : for some L, x− Le ∈ W I0(A) .
If x ∈ W I(A), we say that x is strongly AI-summable to L.
Now we introduce the following definitions by using ideals as well as an Orlicz function.
Let A = (ank) be a non-negative regular matrix, F be an Orlicz function and let I be an admissible ideal of N. We define
W I0 (A, F) =

x ∈ s :

n ∈ N :
∞
k=1
ankF(|xk|) ≥ δ

∈ I for any δ > 0

W I (A, F) =

x ∈ s :

n ∈ N :
∞
k=1
ankF(|xk − L|) ≥ δ

∈ I for any δ > 0 for some L

.
If x ∈ W I (A, F), we say that x is strongly AI-summable to Lwith respect to an Orlicz function F . Let us consider a few special
cases of the above sets:
(1) If f (x) = x for all x ∈ [0,∞), then the above classes of sequences are actuallyW I0(A) andW I(A) respectively.
(2) If we take A = (ank) as
ank =

1
n
if n ≥ k
0 otherwise
then the above classes of sequences reduce to the following sequence spaces
W I0(F) =

x ∈ s :

n ∈ N : 1
n
∞
k=1
F(|xk|) ≥ δ

∈ I

and
W I(F) =

x ∈ s :

n ∈ N : 1
n
∞
k=1
F (|xk − L|) ≥ δ

∈ I for some L ∈ X

.
(3) If we take A = (ank) as de la Valée Poussin mean, i.e.
ank =

1
λn
if k ∈ In = [n− λn + 1, n]
0 otherwise,
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where (λn) is a non-decreasing sequence of positive numbers tending to∞ and λn+1 ≤ λn + 1, λ1 = 1, then
W I0 (λ, F) =

x ∈ s :

n ∈ N : 1
λn

k∈In
F(|xk|) ≥ δ

∈ I

W I (λ, F) =

x ∈ s :

n ∈ N : 1
λn

k∈In
F (|xk − L|) ≥ δ

∈ I for some L ∈ X

.
(4) By a lacunary sequence θ = (kr) r = 0, 1, 2, . . .where k0 = 0,we shallmean an increasing sequence of non-negative
integerswith kr−kr−1 →∞ as r →∞. The intervals determined by θ will be denoted by Ir = (kr−1, kr ] and hr = kr−kr−1;
As a final illustration let
ank =

1
hr
if kr−1 < k ≤ kr
0 otherwise.
Then the above definition reduces to the following
W I0 (θ, F) =

x ∈ s :

n ∈ N : 1
hr

k∈Ir
F(|xk|) ≥ δ

∈ I

and
W I (θ, F) =

x ∈ s :

n ∈ N : 1
hr

k∈Ir
F(|xk − L|) ≥ δ

∈ I for some L ∈ X

.
Remark 1. It is easy to observe thatW I0(A) ⊂ W I0 (A, F) andW I(A) ⊂ W I (A, F) for an Orlicz function F which satisfies the
∆2-condition.
Example 1. Let I be a non-trivial admissible ideal of N. Choose an infinite subset
C = {p1 < p2 < p3 < · · · }
from I . Let x = (xk)k∈N be given by
xk =

1 k is odd
0 k is even.
Let A = (ank) be given by
ank =

1 if n = pi, k = 2pi for some i ∈ N
1 if n ≠ pi, for any i, k = 2n+ 1
0 otherwise.
∞
k=1
ank|xk − 1| =

1 if n = pi for some i ∈ N
0 if n ≠ pi, for any i ∈ N.
Thus for any δ > 0,
n ∈ N :
∞
k=1
ank|xk − 1| ≥ δ

= C ∈ I
which shows that x is strongly AI-summable to 1. Obviously x is not strongly A-summable.
2. Main results
We first prove the following result.
Lemma 2.1. If A is a non-negative regular matrix and F is an Orlicz function which satisfies the∆2-condition then
W I0(A, F) ∩ l∞
is an ideal in l∞.
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Proof. Let x = (xk)k∈N ∈ W I0(A, F) and let y ∈ l∞. We show that xy ∈ W I0(A, F) ∩ l∞. Since y ∈ l∞ there exists a M0 > 1
such that ∥y∥ < M0. Then |xkyk| < M0 |xk| ∀k ∈ N. Since F is non-decreasing and satisfies the∆2-condition, we obtain
F(|xkyk|) < F(M0|xk|) ≤ MM0F (|xk|) (M > 0) .
Since x ∈ W I0(A, F), so
n ∈ N :
∞
k=1
ankF (|xk|) ≥ δ

∈ I for any δ > 0.
Therefore for δ > 0,
n ∈ N :
∞
k=1
ankF (|xkyk|) ≥ δ

⊂

n ∈ N :
∞
k=1
ankMM0F (|xk|) ≥ δ

=

n ∈ N :
∞
k=1
ankF (|xk|) ≥ δMM0

.
Since the set on the right hand side belongs to I it readily follows that xy ∈ W I0(A, F) ∩ l∞. 
Lemma 2.2 ([1]). Let J be an ideal in l∞ and let x ∈ l∞. Then x is in the closure of J in l∞ if and only if χK(x,ϵ) ∈ J for any ϵ > 0,
where χA is the characteristic function of A and K(x, ϵ) = {k ∈ N : |xk| ≥ ε}.
Lemma 2.3. If A is a non-negative regular matrix method then W I0(A) ∩ l∞ is a closed ideal of l∞.
Proof. Let x = (xk)k∈N, y = (yk)k∈N and x, y ∈ W I0(A) ∩ l∞. Clearly
∞
k=1
ank |xk + yk| ≤
∞
k=1
ank |xk| +
∞
k=1
ank |yk|
and so for any δ > 0,
n ∈ N :
∞
k=1
ank |xk + yk| ≥ δ

⊂

n ∈ N :
∞
k=1
ank |xk| ≥ δ2

∪

n ∈ N :
∞
k=1
ank |yk| ≥ δ2

.
Since x, y ∈ W I0(A), the sets on the right hand side belong to I and so is their union. Hence

n ∈ N :∞k=1 ank |xk + yk| ≥ δ ∈
I which shows that x+ y ∈ W I0(A) ∩ l∞.
Now let x ∈ W I0(A) ∩ l∞ and y ∈ l∞. Then there is B > 0 such that |yk| ≤ B ∀k ∈ N. Now |xkyk| ≤ B |xk| and we have
n ∈ N :
∞
k=1
ank |xkyk| ≥ δ

⊂

n ∈ N :
∞
k=1
ank |xk| ≥ δB

for any δ > 0. This readily implies that xy ∈ W I0(A) ∩ l∞.
Finally let (xm) ⊂ W I0(A) ∩ l∞ and let xm → x in l∞. We have to show that x ∈ W I0(A) ∩ l∞. Let δ > 0 be given. Choose
N0 ∈ N such that
xN0 − x∞ < δ2 .
Now
∞
k=1
ank |xk| ≤
∞
k=1
ank
xN0k − xk+ ∞
k=1
ank
xN0k 
≤ δ
2
+
∞
k=1
ank
xN0k 
as A = (ank) is regular. Clearly then

n ∈ N :∞k=1 ank |xk| ≥ δ ⊂ n ∈ N :∞k=1 ank xN0k  ≥ δ2 and it now immediately
follows that x ∈ W I0(A) ∩ l∞. 
We are now ready to prove the following results.
Theorem 2.4. Let x be a bounded sequence, F be an Orlicz function which satisfies the ∆2-condition and A be a non-negative
regular matrix summability method. Then
W I(A, F) ∩ l∞ = W I(A) ∩ l∞.
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Proof. Wewill only show thatW I0(A, F)∩l∞ = W I0(A)∩l∞. EvidentlyW I0(A)∩l∞ ⊂ W I0(A, F)∩l∞ as F satisfies∆2-condition.
Note that
∞
k=1
ankF

χK(x,ϵ)(k)
 = F(1) ∞
k=1
ankχK(x,ϵ)(k)
∀n ∈ N. Let x ∈ W I0(A, F) ∩ l∞ and let ϵ > 0 be given. Take the sequence y ∈ l∞ by
yk =

1
xk
if |xk| ≥ ϵ
0 otherwise.
Clearly now xy = χK(x,ϵ) which again belongs toW I0(A, F) ∩ l∞ (by Lemma 2.1). Then for δ > 0,
n ∈ N :
∞
k=1
ankF

χK(x,ϵ)(k)
 ≥ δ ∈ I.
But then
n ∈ N :
∞
k=1
ankχK(x,ϵ) (k) ≥ δ

=

n ∈ N :
∞
k=1
ankF

χK(x,ϵ)(k)
 ≥ δF(1) ∈ I.
This shows that χK(x,ϵ) ∈ W I0(A) ∩ l∞ for any ϵ > 0 and it now follows from Lemmas 2.2 and 2.3 that x ∈ W I0(A) ∩ l∞. 
Theorem 2.5. Let A be a non-negative regular matrix summability method. Then
(i) W I(A, F) ⊂ SA(I)
(ii) SA(I) ∩ l∞ ⊂ W I(A, F) if F satisfies the∆2-condition.
Proof. (i) Let x = (xk)k∈N ∈ W I(A, F). Then there exists a L ∈ C such that for any δ > 0,
n ∈ N :
∞
k=1
ankF(|xk − L|) ≥ δ

∈ I.
Now for a fixed ϵ > 0,
∞
k=1
ankF(|xk − L|) =
∞
k,|xk−L|≥ϵ
ankF(|xk − L|)+
∞
k,|xk−L|<ϵ
ankF(|xk − L|)
≥
∞
k,|xk−L|≥ϵ
ankF(|xk − L|) ≥ F(ε)
∞
k,|xk−L|>ϵ
ank.
Therefore
n ∈ N :

k,|xk−L|≥ϵ
ank ≥ δ

⊂

n ∈ N :
∞
k=1
ankF(|xk − L|) ≥ δF (ε)

.
Since the set on the right hand side belongs to I so it follows that x ∈ SA(I).
(ii) If x ∈ SA(I) ∩ l∞ then from the definition χK(x−Le,ϵ) ∈ W I0(A) ∩ l∞ for every ε > 0 where as usual K(x − Le, ϵ) ={k ∈ N : |xk − L| ≥ ϵ} for some L ∈ C .
From Lemmas 2.2 and 2.3, x ∈ W I(A) ∩ l∞. From Theorem 2.4 it now follows that x ∈ W I(A, F). 
Remark 2. The main part of this result (i) was proved in Theorem 5(i) [5] using the ∆2-condition (though ideals were not
used there). Theorem 2.5 presents an improved version of Theorem 5 [5] and in a more general form.
Remark 3. It is easy to observe thatW I0(A, F) ∩ l∞ = SA(I) ∩ l∞.
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