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Handwritten digit classification algoritnm based on PARAFAC2 decomposition
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Abstract:In this paper，we propose an algorithm for handwritten digit recognition based on the paral-
lel factor 2 (PARAFAC2)decomposition． Comparing with the algorithm based on higher order singular
value decomposition，the recognition rate of our method does not decrease，however，the efficiency is
increased． Moreover，the new method can handle the case in which dimensions of handwritten digits
are different． Numerical results validate the efficiency of our algorithm．
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定理 1 任意一个三阶张量 X∈RI×J×K部可以
分解为如下的乘积形式:
X = Y ×1U ×2V ×3W，
其中，符号 × i 表示矩阵沿着第 i个方向乘张量，详
见文献［5］，U∈ RI×I，V∈ RJ×J，W∈ RK×K都是正
交矩阵，Y与 X维数相同，满足
1)完全正交性:
＜ Y(i，∶，∶) ，Y(j，∶，∶)＞ = 0 ，i≠ j，
＜ Y(∶，i，∶) ，Y(∶，j，∶)＞ = 0 ，i≠ j，
＜ Y(∶，∶，i) ，Y(∶，∶，j)＞ = 0 ，i≠ j。
2)奇异值的有序性:无论沿着哪个方向展开，每
一片的模是有序的，例如，沿第一个方向的模满足:
| | Y(1，∶，∶)| |≥| | Y(2，∶，∶)| |≥…≥ 0。
所谓手写数字识别，即是先将训练集中的数字








张量中，得到 10 个张量 Xμ，μ = 0，…，9 ;
2)计算每个张量的 HOSVD;
3)计算并存储单位化的基矩阵 Tμ = (Aμi)
k
i = 1
其中 Aμi = Yμ(∶，∶，i)×1Uμ ×2Vμ ，k 表示基的个
数，一般远远小于 K，本文取 k = 10 。
测试阶段
1)将待识别数字 D单位化;























设矩阵 Xk ∈ R
Ik×J ，k = 1，…，K，PARA FAC2 分
解即是将这些矩阵近似分解为如下形式:
Xk ≈ UkHSkV
T ，k = 1，…，K，
其中 Uk ∈ R
Ik×R 是正交矩阵，Sk 是对角矩阵，
H是一个不随 k变化的 R × R的矩阵，V也是一个
不随 k变化的 J × R的矩阵，如图 1 所示。
图 1 PARAFAC2 分解示意图











中，Uk 也是正交矩阵，类似于 HOSVD，Uk 可以看作
是 Xk 的一组正交基，因此，基于 PARAFAC2 分解的
手写数字识别算法可以归结如下:
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XTk Xk 的前 R个主特征向量初始化 V，
用单位矩阵 IR 初始化 H，S1，…，SK ;
2)对 Zk = HSkV
TXTk 作 SVD分解 Pk∑ kQTk，首
先通过计算 ZkZ
T
k 的前 R个主特征向量得到 Pk ，然
后对 ZTk Pk 的列单位化得到 Qk ，最后用 QkP
T
k 更新
Uk ，k = 1，…，K;
3)将 UTk Xk 作为正面切片堆积成张量 T，利用






| | Xk － UkHSkV
T | | 不再下降;
5)存储 2)～ 4)中输出的 Uk ，作为每一类数字
矩阵的正交基矩阵。
测试阶段
1)将待识别数字拉成向量 dp = vec(Dp) ;
2)计算 R(k)= | | dp － UkU
T
k dp | |，k = 0，…，9;
3)确定使 R(k)最小的 k，将数字 dp 归为第 k
类。
算法 2的好处在于避免计算每一类数字构成的





Inter(R)Core(TM)i5 － 6500 CPU 3. 20 GHz，操作
系统为Windows 7 的台式机上使用 MATLAB 2016a
编写的，涉及到张量部分的程序使用了 Bader 和
Kolda开发的 Matlab Tensor Toolbox ［7］。
试验中使用的 USPS 数据库是美国邮政信封
上扫描得到的数据，可以在网上免费下载，详见
［8］，该数据库的训练集包含了 1 707 个数据，测试
集包含了 2007 个数据，具体分布情况如表 1 所示:
表 1 USPS数据库中的手写数字分布
Tab. 1 The digit distribution in the US Postal Service data sets
0 1 2 3 4 5 6 7 8 9 共计
训练集 319 252 202 131 122 88 151 166 144 132 1707
测试集 359 264 198 166 200 160 170 147 166 177 2007
例 1 为了比较算法 1 和算法 2，首先对训练集
中的每一类数字取 88 个样本(因为由表 1 可知，数
字 5 的样本数最少，只有 88 个)。对于算法 1 ，将
每一类数字构成 16 × 16 × 88的三阶张量 Xμ ;对于
算法 2，将每个样本向量化构成 256 × 88 的矩阵
Xk，然后执行算法 1 和算法 2。其中，在算法 2 训
练阶段的第 3 步中进行 PARAFAC 的交替最小二
乘算法时，我们取张量的秩 R 取为 48，迭代次数取
为 3，第 4 步中的最大迭代次数取为 15，容许误差
取为 0. 5 × 10 －5 ，运行结果见表 2。
表 2 算法 1 和算法 2 的识别率
Tab. 2 Correct classification results of two Algorithms
数字 0 1 2 3 4 5 6 7 8 9 平均 时间
识别率(算法 1) 0. 986 0. 985 0. 889 0. 892 0. 910 0. 893 0. 941 0. 938 0. 891 0. 909 0. 931 2. 16s
识别率(算法 2) 0. 981 0. 974 0. 889 0. 898 0. 930 0. 869 0. 924 0. 918 0. 898 0. 944 0. 930 1. 58s
由表 2，表 3 可以看出:基于 PARAFAC2 分解
的算法与基于 HOSVD 的算法相比较，无论对具体
数字的识别率，还是总体识别率几乎都是一致的，
但是算法 2 的速度提高了 27%。例 2 首先在训练
集中对每一类数字随机抽取相同的样本，然后对其
像素进行处理，把数字 0，2，7，9 数字像素由 16 ×
16 改变为 15 × 15 ，其余不变，此时利用算法 2 同
样具有很好的识别效果，运行结果见表 3。
表 3 算法 2 对不同像素数字的识别率
Tab. 3 Correct classification results of Algorithm 2 on digits of different sizes
数字 0 1 2 3 4 5 6 7 8 9 平均 时间
准确率 0. 983 0. 973 0. 878 0. 891 0. 905 0. 862 0. 929 0. 932 0. 891 0. 932 0. 926 1. 52 s
(下转第 88 页)
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摘要:运用积分几何中的平移包含测度，估计对称混合等似亏格 Δ2(K0，K1)= A
2
01 － A0A1 ，其中 A01 是凸域 K0 与
K1 的混合面积。获得了欧氏平面 R
2 中一些加强的 Minkowski不等式。
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