In this paper range image segmentation is studied in the framework of maximum a posteriori estimation and Markov random field modeling. A novel range image segmentation model is proposed. The model will serve as an evaluator for a small number of segmentation candidates obtained through a fast edge detection algorithm. A local method is employed to search for the optimal segmentation firom the candidates. Experimental results show that such combination of heuristics and model-based evaluation leads to a fast and accurate segmentation.
Introduction
Range image segmentation is an important problem in lowlevel vision. Brie5y speaking, it denotes a process through which a range image is partitioned into nonoverlapping regions such that each region is homogeneous and the union of any two adjacent regions is heterogeneous with regard to some geometric measure. DifFerent regions usually correspond to different surface patches on physical objects in the scene. The set of extracted surface patches constitutes a concise representation of the input image, which is definitely useful to high-level vision tasks. Therefore range image segmentation finds many applications in 3D object recognition, model construction and autonomous navigation. segmentation is then performed in the feature space using clustering methods 111 or in the image domain using regiongrowing techniques [2] . Despite the guarantee of closed regions, region-based techniques generally suffer from the distorted region boundaries or complex control structures. The basic idea behind edgebased techniques is to detect edges which signify discontinuities in either depth or surface orientation. Edge-based methods usually require less processing time and have the ability to precisely locate surface boundaries; however, they are also criticized for the tendency to produce fragmented edges. Hybrid techniques refer to the combination of region-and edge-based considerations. Typically edgebased segmentation is performed fust, which is followed by a region-growing algorithm confined within detected boundaries. Hybrid methods often lead to more accurate segmentation result due to the integration of edge and surface information.
The segmentation algorithm proposed in this paper is a combination of heuristics and model-based approach. Initial edge detection is also implemented here, but it does not work to support a subsequent region-growing step as in &e hybrid approach. It serves instead to quickly pick up a small number of segmentation candidates that will be forther evaluated using an energy function which is formulated by Markov random j e l d (MRF) modeling. Given the small sue of search space, a local method is then adopted to find the optimal Segmentation.
The rest of the paper is organized as follows: Section 2 introduces a novel range image segmentation model. Section 3 describes our segmentation algorithm in detail. Some experimental results are shown in section 4. Finally, conclusions are given in section 5.
A Range Image Segmentation Model
We treat the range image segmentation problem as a site labeling problem. Let S = ((i, j ) 11 Si, j 5 n) be the lattice for a range image of size n * n . If we assume that there are M surface patches in the scene, segmentation can be considered as a process of assigning a membership label from the label set L = {l, ..., M ) to each of the sites in S .
Our task is then formulated as: given the noisy distance
, we a i m to estimate the optimal labeling set
But actually we cannot see any direct relationship between observation d and estimation I . One is array of distance measurements and the other is membership indication. There is a gap of inference inside. To bridge the gap, a basic assumption of surjiie coherence [2] is accepted here. It says that the image data may be interpreted as noisy samples of piecewisesmooth smface functions. For example, if we limit our current study to polyhedral objects, the true distance values can be computed through a polynomial function -g(a;i, j ) = . i + q . j + a 2 
which is the set of parameter vectors of surface patch functions, and define the optimal estimation in the Maximum aposferior (MAP) sense 151 as 
,&U. (4) is equivalent to /*,A* =arg~{p(dII,A)P(AlI)P(I)J
There are three items involved in the above eqnation and we will discuss them respectively. and P ( l ) , we can transform the maximization problem in (7) to an energy function minimization problem The objective energy function is a sum of likelihood energy and a priori energy. The optimal segmentation should correspond to the minimum energy. Consequently the range image segmentation problem is converted to a function optimization problem using our model.
The objective function (16) has an astronomical searcb space which is lianght with local minima. Direct optimization using global methods such as Simulated Annealing (SA) [7] and Genetic Algorithm (GA) [9] suffers from significant computation. Therefore heuristics are necessary in practice. An advocated strategy [6] is to use a heuristic algorithm to quickly prune the searcb space to a small size and then implement an efficient searcb. Our segmentation algorithm wiU follow this strategy.
Algorithm Description
The proposed algorithm consists of two major phases. The first one is a fast edge-based segmentation. Through dilation, it determines a small set of most likely segmentation candidates. The second phase will implement a local searcb in the candidate set and find the best one according to the energy function formulated in the previous section.
Edge-Based Initial Segmentation
The initial edge-based segmentation includes three steps: 1) Jump Edge Detection: Jump edges signify discontinuities in distance measurement, therefore standard edge operators designed for intensity images can be used to detect them. Currently we select the Sobel operator and have experienced good results.
) Creme Edge Defection:
Crease edges signify continuity in distance but discontinuity in surface orientation. This orientation is symbolized by the unit vector normal to the tangent plane at each pixel. We estimate normal vectors by fitting a plane over a neighborhood of each pixel. Larger neighborhoods will be less susceptible to measurement noise, but unfortunately they are also more possible to be influenced by edges. So we choose the 5 x 5 neighborhood which provides good tradeoff with respect to minimizing edge influence and noise effects. On the other band we confine the selected neighborhood by jump edges detected in the foregoing step. The plane fitting only involves simple least-squares computation. The estimated normal vectors are then subject to an angular-gradient threshold procedure [4] to form the crease edges.
A side product of crease edge detection is noise variance 2 . The average residue after plane fitting is taken to be the noise variance at that pixel. Then we build a histogram of the noise variances. The pixels with noise varianm in the top 10% of the histogram are marked as outliers. Since the noise is assumed to be identical upon all the pixels in the image, we approximate it by mean of the remaiaing values in the histogram. A similar method has already been used by Besl and Jain [2] . Although the idea is very simple, it is quite effective in practice.
3 ) Edge Linking and Dilating: Combining the results of step 1) and 2), we obtain an initial edge map. But it still has the problem of hgmented edges. We 6x it by connecting them using a standard edgelinking algorithm. This edge map represents a suboptimal labeling. It is highly liely that the true edges will be in the vicinity of detected edges. So the detected edges are then subject to a morphological dilation operator [lo] : points in the 5 x 5 squareshaped neighbourhood of current edge points are also taken as candidate edge points. That's to say, pixels inside regions have been assigned their labels, but labels for those candidate edge points are still needed to be further determined In this way the dimensionality of problem (16) is reduced largely. Such a reduction makes an efficient local searcb become feasible.
Energy Function Minimization
With the help of a heuristic edge-detection algorithm, o w search for optimal segmentation is now limited in a relatively small area. This local hill-climbing operation is implemented on all the candidate edge points. After that A is also updated, using least-squares data fitting. This sequential update of I and A constitutes a cycle of ICM in our algorithm. The cycle is repeated over a number of iterations until convergence. The h a l labeling set I should be an improved segmentation based on the initial edge-based one. Since a rapid convergence is guaranteed for ICM, this only necessitates a slight computation, model. It removes noise in the edge map and improves the segmentation quality with only a slight computational cost.
Experimental Results
The aforementioned procedure is tested on a real range image of size 512x512. Figure 1 (a) shows the range image, which is composed of six planes; (b) depicts the detected fragmented edges and noise edge points; (c) is the edge map after a Linking and dilation operation, this gives out a coarse segmentation of the scene; (d) is the h a l segmentation result after energy function m i n i t i o n . A rather satisfactoly segmentation is achieved
COnClUSiOJl
A range image segmentation model, which is based on MAP estimation and MRF modelling, is proposed in this paper. The range image segmentation problem is thus converted to a function optimization problem. With the help
of a fast edge detection algorithm,-we quickly collect small number of candidate segmentations and find the optimal one using a local optimization method. Some experimental results have demonstrated the potential of our model. Future work will include the extension of our model to high-order surface functions.
