Accurate and reliable control of planetary entry is a major challenge for planetary exploration vehicles. For Mars entry, uncertainties in atmospheric properties such as winds aloft and density pose a major problem for meeting precision landing requirements. Anticipated manned missions to Mars will also require levels of safety and fault tolerance not required during earlier robotic missions. This paper develops a nonlinear fault-tolerant controller specifically tailored for addressing the unique environmental and mission demands of future Mars entry vehicles. The controller tracks a desired trajectory from entry interface to parachute deployment, and has an adaptation mechanism that reduces tracking errors in the presence of uncertain parameters such as atmospheric density, and vehicle properties such as aerodynamic coefficients and inertias. This nonlinear control law generates the commanded moments for a discrete control allocation algorithm, which then generates the optimal controls required to follow the desired trajectory. The reaction control system acts as a non-uniform quantizer, which generates applied moments that approximate the desired moments generated by a continuous adaptive control law. If a fault is detected in the control jets, it reconfigures the controls and minimizes the impact of control failures or damage on trajectory tracking. It is assumed that a fault identification and isolation scheme already exists to identify failures. A stability analysis is presented, and fault tolerance performance is evaluated with non real-time simulation for a complete Mars entry trajectory tracking scenario using various scenarios of control effector failures. The results presented in the paper demonstrate that the control algorithm has a satisfactory performance for tracking a pre-defined trajectory in the presence of control failures, in addition to plant and environment uncertainties.
SUMMARY
Accurate and reliable control of planetary entry is a major challenge for planetary exploration vehicles. For Mars entry, uncertainties in atmospheric properties such as winds aloft and density pose a major problem for meeting precision landing requirements. Anticipated manned missions to Mars will also require levels of safety and fault tolerance not required during earlier robotic missions. This paper develops a nonlinear fault-tolerant controller specifically tailored for addressing the unique environmental and mission demands of future Mars entry vehicles. The controller tracks a desired trajectory from entry interface to parachute deployment, and has an adaptation mechanism that reduces tracking errors in the presence of uncertain parameters such as atmospheric density, and vehicle properties such as aerodynamic coefficients and inertias. This nonlinear control law generates the commanded moments for a discrete control allocation algorithm, which then generates the optimal controls required to follow the desired trajectory. The reaction control system acts as a non-uniform quantizer, which generates applied moments that approximate the desired moments generated by a continuous adaptive control law. If a fault is detected in the control jets, it reconfigures the controls and minimizes the impact of control failures or damage on trajectory tracking. It is assumed that a fault identification and isolation scheme already exists to identify failures. A stability analysis is presented, and fault tolerance performance is evaluated with non real-time simulation for a complete Mars entry trajectory tracking scenario using various scenarios of control effector failures. The results presented in the paper demonstrate that the control algorithm has a satisfactory performance for tracking a pre-defined trajectory in the presence of control failures, in addition to plant and environment uncertainties. Copyright ᭧ 2010 John Wiley & Sons, Ltd.
INTRODUCTION
One of the challenges in the design of a guidance law or a controller is handling uncertainties that the system will encounter in operation. Uncertainty can be present not only in the plant parameters, but also in the operating environment. Adaptive control and guidance are one of the options available to the engineer, and structured adaptive model inversion control (SAMI) [1] [2] [3] [4] is one of the forms that has been successfully applied to various spacecraft problems. SAMI is based on control. Modeling of the vehicle and the discrete controllers are presented in Section 4, and Section 5 defines the reference bank angle trajectory. Section 6 demonstrates the fault tolerance and uncertainty handling performance of the controller with several test cases. Conclusions are presented in Section 7.
STRUCTURED ADAPTIVE MODEL INVERSION (SAMI)
The nonlinear plant can be modeled aṡ
where
and represents modified Rodrigues parameters (MRPs) and represents angular velocity. J ( ) is the nonlinear transformation relating˙ and . This matrix exhibits orientation singularity at ±360 • . Consider a reference model having a structure similar to that of the nonlinear plant with states r and r . The control objective is to calculate the commanded moments which track the reference trajectory in terms of r and r , where r represent the reference MRPs and r are the reference angular velocities and Equations (1) and (2) can be rearranged to obtain the following form [2] :
The aerodynamic moments are modeled by separating the known and unknown terms. In the expression for the aerodynamic moments everything is known except the Mars atmospheric density and the aerodynamic coefficients of the vehicle. These uncertain terms are separated in a column denoted by d * , and are multiplied to make sure that uncertain terms appear linearly in the equation.
Let D est be the guess for d * and d be the vector which adapts itself so that
Equation (4) can now be written as
The product of the inertia matrix and any vector a can be written as
with a minimal parameterization of the inertia matrix given by 
The left-hand side of Equation (3) can now be linearly parameterized as
where h is the constant inertia parameter vector defined as h [I 11 I 22 I 33 I 12 I 13 I 23 ] T and Y a (r,ṙ,r) is a regression matrix. The terms on the left-hand side of Equation (9) can be written as
Combining Equations (10) and (11) we have the linear minimal parameterization for the inertia matrix [2] .
Define the tracking error by ε = − r (13) Differentiating and multiplying by I * a on both sides
and letting C d , K d and K i be the design matrices, adding (C * a +C d )˙ + K d + K i dt to both sides of Equation (14) produces
Re-arranging and using Equation (3), the right-hand side of Equation (15) can be expressed in the form
Dynamic inversion is used to calculate the control law which is given by the following equation.
Update laws
The control law of Equation (17) is not implementable due to uncertainties present in and d, hence estimated parameters are used instead of unknown parameters. This results in
Using Equation (18) the closed-loop dynamics becomes
Equation (19) can be written as
Then Equation (20) can be written asẏ
To obtain the update laws for the estimated parameters, the following candidate Lyapunov function is selected
where P is a positive-definite matrix and is a symmetric positive-definite gain matrix. Vector y consists of tracking error, its derivative and the integral of the tracking error.˜ consists of the errors between the true and estimated inertia vector and the true and estimated vector d, where vector d includes uncertainties in aerodynamic coefficients and Mars atmospheric density. Taking the time derivative of the Lyapunov functioṅ
and substituting the expression forẏ in Equation (23) results iṅ
As matrix A is Hurwitz, for any positive-definite matrix Q there exists a corresponding positivedefinite matrix P such that
and the update law selected for this system iṡ
Stability analysis
This choice of update law in (27) can be used to show thaṫ
As V > 0 andV 0, y and˜ ∈ L ∞ and hence are bounded. This in turn proves that ,˙ , and dt ∈ L ∞ as y is a vector consisting of all these terms. The reference trajectory is bounded, and hence r ,˙ r are bounded. Having proved that and r are bounded, from the definition of tracking error given by Equation (13), is also bounded. This implies that Y a ( ,˙ ,˙ r ,¨ r ) is bounded. Note thaṫ V = 0 only if y = 0 regardless of the value of˜ , and henceV is semi negative-definite. Using these properties of V andV and Barbalat's Lemma [15] 
Thus we can conclude that and˙ go to zero as t approaches ∞. Hence, it is concluded that → r and → r as t →∞.
CONTROL ALLOCATION
Control allocation here follows [16] , where mixed integer linear programming (MILP) [17] is used to implement the quantization strategy, such that the controller closes the loop using a control allocator which minimizes the difference between the commanded and the actual moments delivered. The problem of control allocation can be posed as
subject to the constraints
Here u k is a binary number that can be either 0 or 1. It represents the discrete (on/off) state of the kth control effector. i des is the desired moment in the ith axis, where i=1(roll), 2(pitch) and 3(yaw). T i,k is the torque produced by the kth jet on the ith axis, p is the number of jets, and w k 0 represents the penalty imposed on firing the kth jet. The inequality constraints given by Equations (30) and (31) are imposed to ensure that the effective torque will not exceed the magnitude of the torque commanded by the control laws. This constraint represents the quantization strategy, hence the control allocator transforms the continuous commanded torque vectors in R 3 in to quantized torque vectors in R 3 . These quantized torque vectors represent the optimal solution of the problem, implemented using the MILP formulation. The control allocation can be posed as a linear minimization problem stated as
where u is a vector of binary variables and represents the state (on/off) of each control effector.
Here u s ∈ R 3 is the vector of slack variables which are defined as
where i des ∈ R 3 is the desired torque vector and T ∈ R 3× p is the matrix whose elements represent the torque that can be provided by each control effector. The constraints are 
Stability analysis of quantized control
Glad shows in [18] that for a wide class of optimal regulators, the gain margin is infinite with respect to increase in gain, and that decreases down to 0.5 can be tolerated. This is proven for systems that are closed-loop asymptotically stable and on linearization the plant has eigenvalues strictly on left half of the plane. The system considered here is not asymptotically stable, but the same approach can be extended to prove the stability of the system with the quantized control. Quantized control can be treated as some fraction of the calculated control, and if we prove that the system has some gain margin, we can use the same approach as in [18] and the stability proofs of [19, 20] . The nonlinear system considered is of the forṁ
where f (x) is the unforced dynamics and G(x) is the full rank control effectiveness matrix of the system. Let us assume that there exists a feedback control law u = k(x) with k(0) = 0 which makes the system globally asymptotically stable. It also ensures that for some class K ∞ functions 1 , 2 , 3 , 1 there exists a C 1 function V : n −→ which satisfies the inequalities
and
for all x, e ∈ n . This implies that the perturbed closed-loop systeṁ
is input to state stable (ISS) [21] with respect to the actuator disturbance input e. Assuming to be some class K ∞ function with the following property:
(r ) max |x| r |k(x)| ∀r 0 we get
Let z be the variable being quantized and if q is defined as
the closed-loop system with quantized feedback control law
This takes the form of Equation (42) if
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The behavior of the trajectories of Equation (46) for fixed is characterized by the following Lemma.
Lemma 3.1
Assume that we have
Then the sets
are invariant regions for the system of Equation (42). Moreover, all solutions of Equation (42) that start in the set R 1 ( ) enter the smaller set R 2 ( ) in finite time, given by the formula
The unforced systemẋ
is called forward complete if for every initial state x(0) the solution (x(0), .) is defined for all t 0.
Theorem 3.1
Assume that the system in Equation (52) is forward complete and we have
then there exists a hybrid quantized feedback control policy that makes the systemẋ = f (x, u) globally asymptotically stable.
Proof 1
The zooming-out stage:Set the control to zero, and let (0) = 1. Increase fast enough to dominate the rate of growth of |x(t)|. Then there will be a time t 0 0 such that
hence x(t 0 ) belongs to the set R 1 ( (t 0 )) given by Equation (49). The Zooming-in stage: For t t 0 apply the control law in Equation (45). Let (t) = (t 0 ) for t ∈ [t 0 , t 0 + T (t 0 ) ], where T (t 0 ) is given by Equation (51). Then x(t + T (t 0 ) ) belongs to the set R 2 . Using Equation (51) to calculate T ( (t 0 )) , where is the function defined by
We have (t 0 + T (t 0 ) ) < (t 0 ) by Equation (48), and R 2 ( (t 0 )) = R 1 ( (t 0 + T (t 0 ) ). Thus we can conclude that x(t 0 + T (t 0 ) + T ( (t 0 ) ) belongs to R 2 ( (t 0 + T (t 0 ) )). Repeating the procedure now let (t) = ( (t 0 + T (t 0 ) )) for the next time interval of length given by Equation (51). Lyapunov stability of equilibrium x = 0 of the continuous dynamics follows from the adjustment policy for . Also the above analysis implies that x(t) → 0 as t →∞.
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Thus if the closed-loop system is asymptotically stable, it can be deduced to be asymptotically stable using quantized control. The system considered here satisfies all the assumptions above except for asymptotic stability, hence the quantized control does not guarantee the asymptotic stability. However, the weaker condition of boundedness can be deduced.
MODELING OF VEHICLE AND RCS SYSTEM

Vehicle model
The Mars Ellipsled entry vehicle is a cylinder with a diameter of 3.75 m and a length of 6.323 m. The external physical characteristics are shown in Figure 2 . The Mars Ellipsled has 18 RCS thrusters or jets, which can be characterized as force producing devices with only two states: on and off. Each jet is capable of producing some force F = fn when it is on, where f is the magnitude of thrust andn is the unit vector. Therefore, the torque produced by a particular jet is calculated as =r × f , where r is the distance between the center of gravity and the location of a particular jet. There are 2 p combinations of torques that can be achieved using p number of jets, and all the jets produce significant coupling in more than one axis (i.e roll, pitch and yaw). The small time lag for the discrete controls to reach a steady-state value and ramp down to zero is not modeled, and it is assumed that the jet performance will not decrease with time as the propellant decreases. Finally, all jets have the same efficiency, and they are constant. There are nine jets on each side, located in three clusters of three jets each: three side jets, three up jets and three down jets, and the torque matrix is assumed to be constant at the values specified in the Appendix. Table I provides the thrust characteristics for all 18 jets.
The nonlinear, non real-time simulation model of the Mars Ellipsled is developed using the mass properties, e.g. location, and aerodynamics provided in [5] , as are the standard guidance equations and rotational equations of motion.
REFERENCE TRAJECTORY
Bank angle is modulated to provide a steering control during entry, and the reference trajectory is given in terms of non-smooth, discrete bank angle commands consisting of a series of step inputs (Figure 3 ), from which a polynomial fit is used to generate a smooth continuous trajectory. Although not an optimal trajectory, it does serve the purpose and scope of this work since it keeps the vehicle 'in the right part of the sky' and permits the controller to adapt to the realistic atmospheric density.
NUMERICAL EXAMPLES
The objective is to test the controller performance under plant uncertainties, with and without various combinations of jet failures. The performance is evaluated in terms of tracking error in different states of the vehicle, and the control effort is used to track these states. Each test case has uncertainties of 10-30% in all moments of inertia. Uncertainty in the atmospheric density is lumped along with the aerodynamic coefficients so that uncertainty is introduced in both terms together. The initial conditions for all cases are a speed of 7.3 km/s, altitude of 125 km and bank angle of 85
• . An initial condition error of 5 • is introduced into the bank angle. Control failures in all cases are introduced at 2.5 s, and consist of a fault in the on/off firing capability of certain jets, and a corresponding decrease in their efficiency. Three cases are evaluated. In Case 1 jets 1, 2, 17 and 18 are not producing any thrust, such that the control allocation algorithm cannot use them at all. In Case 2 jets 2 , 3, 4, 5, 8, 9 and 10 are failed, i.e. while reconfiguring the controller it is assumed that there is a certain amount of thrust which is always produced by these jets. In Case 3 it is assumed that some of the jets produce less than their full thrust due to leakage or a valve malfunction. For all of the test cases evaluated here, it is assumed that a fault identification and the isolation scheme already exists to identify failures.
Case 1
In Case 1 jets 1, 2, 17 and 18 do not provide thrust after 2.5 s. These discrete jets can only take the numerical value of 0 or 1, with 0 indicating that a jet is off. By comparing the failed jet response to the nominal case in Figure 4 , the tracking performance degrades when the failure is introduced and the settling time increases. However, the system is able to regulate the tracking error to near-zero values within the first few seconds after the failure is introduced. Note that whenever a bank angle reversal occurs the error is greater in the failed jet case than in the nominal case. Figure 5 shows that the initial condition error makes tracking difficult, but the controller is able to compensate. This figure also shows the bank angle trajectory when fault tolerance is off, showing that fault-tolerant control allocation is effective. The adaptive controller performs as expected and updates both the inertia vector and d vector such that all of the adaptive parameters converge to constant values as defined by the update laws. How fast the adaptive parameters converge to constant values depends upon the gain matrix. The translational states , and velocity are shown in Figure 6 . As the equations for velocity and do not depend on the rotational states and control, they are exactly the same for both the nominal and failed jet cases. Sideslip angle changes with a jet failure and settles down at a slightly different value. Velocity is reduced as soon as the dynamic pressure peaks, at which time the altitude rate also decreases. This effect is seen in Figure 6 at 250 s when the flight path angle changes sign from negative to positive. This sign change occurs when the aerodynamic forces have a greater magnitude than the gravity force. In the plot of altitude versus downrange trajectory, the vehicle is seen to lose altitude at the same rate in both the simulations. The time histories of the commanded control and the applied control are shown in Figures 7  and 8 respectively, and the applied control in the failed case is clearly greater than the nominal case as expected.
As the commanded and applied control are greater in the failed jet case, the control effort defined as u T u is correspondingly greater in the failed jet case (Figure 9 ). In summary, the results of Case 1 demonstrate that failed jets can be handled by the combined adaptive control and fault-tolerant control allocation algorithm.
Case 2
For Case 2 a moment is continuously generated in a particular direction since jets 2, 3, 4, 5, 8, 9 and 10 produce thrust continuously after 2.5 s. Figure 10 shows the effect of the initial condition error in the bank angle, and the introduction of the failure. The error on increases as expected due to the error in the initial condition, yet the algorithm efficiently handles both the initial condition error and the failure at the same time. Figure 11 shows that the error in the bank angle for the complete trajectory is greater than in the nominal case, but the controller is able to handle the error not only during the constant command, but also during the bank angle reversals. The error in both the dynamic and kinematic level states is also greater in the failed jet case, and Figure 12 shows that the control allocation algorithm attempts to reduce this error over time by supplying more control according to the given constraints.
Case 3
This case assumes that the thrust producing capacity of certain jets is diminished. Instead of producing torque equal to the constants given in matrix T in the Appendix, some of the jets produce less thrust. Figure 13 shows that the error due to the bank angle initial condition gets added to the error due to the jet failures at 2.5 s, resulting in a larger error during the first few seconds of the trajectory. Figure 14 shows the bank angle error for a time delay in the failure detection. A delay of 1.5 s is introduced to represent the time required to identify the fault, after which the correction is applied at time equal to 4 s instead of 2.5 s. Once the fault is identified and correction is applied, it takes approximately one additional second for the error to reduce to zero, as compared with Cases 1-3 where correction is applied without any delay.
Case 4 fault detection delay
CONCLUSIONS
A fault-tolerant control allocation scheme has been developed using SAMI Control to handle parametric uncertainties, and MILP for the allocation of discrete control effectors. A stability analysis was performed on the adaptive control laws and on the control allocation. Numerical simulation examples using the Mars Ellipsled vehicle were used to demonstrate the recovery and performance in the presence of RCS jet failures, and uncertainties in aerodynamic coefficients density, and inertias. Based upon the results presented in the paper, it is concluded that the fault-tolerant control scheme successfully handles failures if one or several jets fail, or if the efficiency of one or several jets diminishes. Recovery and re-tracking of reference states and angular velocities was achieved after all failures, and maximum bank angle error due to failures was ±5 • . The controller was also able to track the kinematic states successfully during and after failures. Control effort required to track the desired trajectory was compared for nominal and failed jet cases, and demonstrated that while being greater for the failed jets case, it was still within acceptable limits. Finally, while this adaptive control scheme places no restriction on the magnitude of the desired control, it was observed that large control magnitudes and the non-existence of optimal solutions for a particular case may result.
APPENDIX A
The torque matrix is T ∈ R 3x18 and consists of the constant torques provided by each jet in three axes. 
