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Abstract 
This paper' presents a new class of synchronow de- 
terministic non-authenticated algorithms f o r  reaching 
interactive consistency (Byzantine agreement). The 
algorithms are based on  voting and enor-correcting 
system at most T modules behave maliciously, this al- 
gorithm is said to fulfill the interactive consistency re- 
quirements when the following conditions are fulfilled, 
regardless of which modules are faulty and what data 
was sent by the source: 
codes and require considerably less data communica- 
tion than the original algorithm, whereas the number 
of rounds and the number of modules meet the min- 
imum bounds. These algorithm based on  voting and 
The well-functioning modules agree among each 
other on  the data they think they have received 
from the source. 
coding will be defined and proved on the basis of a class 
of algorithms, called the Dispersed Joined Communi- 
cation algorithms. 
If the source is well-functioning, the above- 
mentioned agreement should equal the data actu- 
ally sent b y  the source. 
1 Introduction 
In fault-tolerant systems data are always repli- 
cated in some way or are encoded by means of error- 
correcting codes. Keeping the data consistent, i.e. 
correct modules contain correct data can easily be 
obtained if the data results from a source which is 
replicated too. However fault-tolerant systems will al- 
ways be connected to other systems based on different 
methods for reliability improvement and in any case 
will be connected to basically unreliable input devices. 
These unreliable sources might cause a fault-tolerant 
system to break down even if the fault-tolerant system 
does contain no more faults than it is designed to tol- 
erate. The root of the problem is in the broadcasting 
of the data by the external source to the N modules 
of the fault-tolerant system. 
In the end of the seventies this observation led to the 
definition of the interactive consistency problem or 
Byzantine Generals problem [2, 121 and a first solu- 
tion of the Byzantine Generals algorithm in the early 
eighties, [ll]. 
If an algorithm runs on a system consisting of 
N modules of which one is the source, and if in this 
The prime parameters that characterize interactive 
consistency algorithms are the number of modules, N ,  
the maximum number of faulty modules, T ,  that can 
be tolerated for the algorithm fulfilling its require- 
ments, the number of rounds K ,  i.e. the maximum 
number of times a message is relayed, the connectiv- 
ity of the graph which represents the communication 
possibilities and the total amount of data which has 
to be transmitted between the modules. 
Next to these parameters there are several other pa- 
rameters that characterize interactive consistency al- 
gorithm, such as the synchrony of the system, the 
fault behavior of the modules, and the way in which 
the algorithm terminates. 
In synchronous systems, modules relay messages 
within a commonly known limited time span, which 
allows receivers to detect modules which refused to 
relay data. 
When messages are authenticated, modules which mu- 
tilate the message instead of relaying it can always 
be detected. In case the messages are not authenti- 
cated, faulty modules may mutilate the message ar- 
bitrarily and may send different messages in different 
direct ions. 
ministic non-authenticated algorithms. 
'The work described in this paper has been carried out at 
the Philips Research Laboratories Eindhoven rm a part of the In this paper we will focus on synchronous deter- 
Philips Research program 
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Synchronous deterministic non-authenticated algo- 
rithms for reaching interactive consistency can only 
exist if N 2 3T + 1 ,[11] and K 2 T + 1, [6, 51. The 
connectivity of the graph which represents the com- 
munication possibilities should be at least 2T + 1. Ex- 
isting algorithms are the Pease-algorithm [ll] which 
requires O ( N T )  messages to be transmitted and the 
Dolev-algorithm [4] which requires O(N.T+ T3 log 2') 
messages but 2T + 3 rounds. 
Synchronous deterministic authenticated algorithms 
have to satisfy N 2 T + 1, K 2 T + 1 and graph 
connectivity T + 1. A complete overview of the exist- 
ing interactive consistency algorithms is presented in 
In the following we will present a class of syn- 
chronous deterministic algorithms which solves the in- 
teractive consistency problem for all values N > 3T+1 
and K 2 T + 1. The algorithms in this class have 
similarities with the algorithm which we will call the 
Pease-algorithm presented in [ll, 31 and with ( N ,  K)- 
concept fault-tolerance, 19, 8, 71. The Pease algorithm 
is a member of this class. The amount of messages 
which needs to be transmitted between the modules is 
reduced considerably by reducing the number of direc- 
tions in which a message is forwarded and by replac- 
ing the broadcast functions by the encoder functions 
of error-correcting codes and simultaneously replacing 
the voting function in the decision-making process by 
the decoder functions of the error-correcting codes ap- 
plied in the broadcast process. 
This new class of Interactive Consistency algorithms 
which is based on voting and error-correcting codes 
will be derived from a new class of algorithms which 
we will call Dispersed Joined Communication (DJC) 
algorithms, cf. figure 1. The latter class of algorithms 
satisfies more liberal properties than those which are 
required for the Interactive Consistency (IAC) algo- 
rithms. 
2 The Dispersed Joined Communica- 
2.1 Introduction 
In this section we will define a class of algorithms 
which will be called Dispersed Joined Communication 
(DJC) algorithms. These aim to transmit a message 
from a single source module to all modules in the sys- 
tem in the presence of a number of maliciously behav- 
ing modules. 
A Dispersed Joined Communication algorithm satis- 
fies the following properties: 
111 * 
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1. If the source and destination are both function- 
ing correctly, then the decision calculated by the 
decision-making process in the destination equals 
the original message in the source. 
2. For any two destinations which are both function- 
ing correctly it holds that if the results calculated 
in these destinations are unequal, then the num- 
ber of maliciously behaving modules in the system 
is at least K .  
These requirements are similar to the interactive con- 
sistency requirements mentioned above, except that 
inconsistency may occur if the number of faulty mod- 
ules in the system exceeds the number of rounds. 
Algorithms based on voting 
Algorithms based on error-correcting codes 
\ Dispersed Joined Communication algorithms 1 
Figure 1: The classes of algorithms discussed in this pa- 
per. 
A DJC algorithm prescribes the way in which the 
message is forwarded through the network from the 
source to the other modules, the way in which the 
messages are modified by the modules, and the way in 
which the final result is calculated in the destinations. 
DJC algorithms are based on the following ideas: 
In order to be able to tolerate modules which behave 
maliciously, the communication between the source 
and the destinations is dispersed, i.e. the message 
which needs to be transmitted is sent possibly in dif- 
ferently modified versions, via different paths from the 
source to the destinations. 
This means that the message is encoded by means of 
an error-correcting code and each symbol of the code- 
word is transmitted via a different path to the desti- 
nation. So let a source module be identified by a and 
let two particular destinations be identified by d and 
e respectively. Furthermore the system contains mod- 
ules bo, b l ,  . . . , bn-1. The message m(a) in the source 
a is encoded into n symbols and these symbols are 
sent via the paths ( a ,  bo, d ) ,  ( a ,  b l ,  d )  ,...., ( a ,  bn-l ,  d )  to 
the destination d and similarly via the paths ( a ,  bo, e ) ,  
( a ,  61, e )  ,...., (a,bn-l ,  e )  to the destination e. So the 
message is dispersed but the f i s t  step of communica- 
tion from a to d and from a to e is joined. The set 
{bo, b l ,  . . . ,&-I} of modules to which a sends its mes- 
sage, is called the next-set B(a) of module a. Modifi- 
cation of the original message m(a) is implemented by 
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encoding the message by means of a T-symbol-error- 
correcting code, for instance a Reed-Solomon code 
[lo]. Let the encoding function performed in mod- 
ule a be represented by Y ,  then the message (symbol) 
m(a, bi) which is sent from the source to module bi 
and which is received by bi is denoted by 
m a  
m(a, bi) = Y ( b i ) ( m ( a ) )  (1) 
in which y ( b i )  is called the partial encoder function 
of the encoder function Y which delivers the symbol 
which has to be sent to module bi. 
The modules bi relay the received messages unchanged 
to the destinations d and e ,  provided the modules bi 
are functioning correctly. So if a,  bi and d are func- 
tioning correctly, the message m(a, bj, d )  received by d 
via bi from U is described by 
m ( a ,  bi, d )  = y ( b i ) ( m ( a ) )  for all i E B(a) (2) 
and similarly if a,  bi an e are functioning correctly 
m(a, b , , e )  = Y ( b i ) ( m ( a ) )  for all i E B(a) (3) 
So the destination d and e both receive the n symbols 
of the T-symbol-error-correcting codeword. 
In module d the decoder function Y(-l)  of the T- 
symbol-error-correcting code is applied on the received 
messages m(a,  b i ,d )  with bi E B(a). The result of this 
decoding (and error-correction) function is denoted by 
dec( (a) ,  d ) ,  i.e. the decision taken in d about what a 
has sent. 
The same is done in module e resulting in dec( ( a ) ,  e ) .  
From the preceding description and the properties of 
the symbol-error-correcting code we observe: 
0 If the number of faulty modules in the system is 
less than or equal to T and the source module a 
and a destination dare both functioning correctly 
then the result dec( (a) ,  d )  calculated in module d 
equals the original message m(a) in the source. 
Assume that the number of faulty modules in the sys- 
tem is T or less and that two destinations d and e are 
functioning correctly, then from the preceding obser- 
vation we find that if module a is functioning correctly 
then for the decisions calculated in the modules d and 
e holds: 
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m(a) = dec( ( a ) ,  d )  = dec( ( a ) ,  e )  (4) 
And thus dec( (a) ,  d )  # dec( (a) ,  e )  implies that module 
a is faulty. 
If a module bj is functioning correctly it relays iden- 
tical symbols to the modules d and e.  So if bi is 
functioning correctly then m(a, bi, d )  = m(a, bi, e ) .  In 
the destinations d and e the same decoder function 
Y(-l)  is applied on the received messages m(a, bi, d )  
and m ( a , b i , e )  with bi E B(a) and thus if all mod- 
ules bi are functioning correctly, it must hold that 
the decisions calculated in d and e are equal. Hence 
dec( ( a ) ,  d )  = dec( (U), e )  regardless whether module 
a is functioning correctly or not. Consequently, if 
dec( (a) ,  d )  # dec( (a) ,  e )  then at least one module bi 
must be faulty. This leads to the second observation 
0 If the number of faulty modules in the system is 
less than or equal to T, then for two destinations 
d and e which are both functioning correctly it 
holds that if the results dec( ( a ) ,  d )  and dec( ( U ) ,  e )  
are unequal, both the source module and at least 
one intermediate module is faulty and thus the 
number of faulty modules in the system is at least 
two. 
The DJC algorithms and the IAC algorithms derived 
from them, are based on a recursive implementation 
the preceding system model and its observations. 
Figure 2: A pictural representation of an algorithm in the 
class d(T, K ,  a, Ns). Direct communication is indicated 
by -, communication via other modules by o o 0. 
In general there will exist many DJC algorithms which 
have the same properties. Therefore we define classes 
A(T, K ,  a, Ns) ( 5 )  
of DJC algorithms. 
These classes are only defined if 
K r l  and U E N S  and J N s l > K + l  (6) 
91 
The first two requirements are obvious, the last lNsl 2 
K + 1 is added in order to exclude some pathologi- 
cal classes. If the constraints in ( 6 )  are not satisfied 
the class d(T, K ,  a, Ns) is empty by definition. 
A particular algorithm in a class d(T, K ,  a, Ns) lays 
down in detail the way in which a message travels from 
the source a to the destinations via different parallel 
paths in K rounds of information exchange. Moreover 
the algorithm prescribes the way in which the mes- 
sages are modified during their journey though the 
network and the way in which in each destination d 
a decision is calculated starting from all data received 
by d. 
The original message in the source is denoted by 
m(s,a)  or by m(a) (7) 
The prefix to the source module identifier a is only 
used if we need to distinguish between different mes- 
sages in the same module a and in that case denotes 
the path along which the message traveled to module 
If a message m ( g , a )  (or m ( a ) )  is sent to the mod- 
ules in the set Ns by means of an algorithm from the 
class d(T, K ,  a, Ns), then the results calculated in the 
modules d ,  with d E Ns, are denoted by 
U.  
d e c ~ ( ( s ,  a ) ,  d )  (01 by d e c ~ ( ( a ) ,  d ) (8) 
The algorithms in the classes A(T, K ,  a, Ns) will be 
defined recursively with respect to K .  The basis of 
the recursion is the case K = 1. 
The construction of the algorithms in the class 
An algorithm in the class d(T, 1, a ,  Ns) is based on 
only one round of information exchange and is only 
defined if a E Ns and JNsl 2 2, cf. ( 6 ) .  
A(T, 1, a, Ns) 
Figure 3: A pictural representation of an algorithm in the 
class d(T, 1, a, Ns). 
The class d(T, 1, a, Ns) contains the following al- 
gorithm: 
During round 0, the source module a sends the origi- 
nal message m ( a )  directly and unchanged to all mod- 
ules in Ns - {a } .  Furthermore module a keeps a copy 
of the message m ( a )  itself in order to be used in the 
decision-making process. The messages received by 
the modules d in Ns - { a }  from module a are denoted 
by m ( a , d ) ,  cf. figure 3. 
After round 0 the decision-making process is executed 
in which in each module d ,  with d E (Ns - { a } ) ,  the 
message m ( a , d )  received from a is taken as decision 
d e q (  ( a ) ,  d)  and the decision d e q  ( (a ) ,  a )  in module a 
will be equal to the stored message m(a). 
So the behavioral aspects of the algorithms in the 
class d(T, 1, a, Ns) (starting from correctly function- 
ing modules) are defined by: 
d E (Ns - { a } )  & m(a, d )  = m(a)  
d E (Ns - { a } )  -r. decl((a) ,  d)  = m(a, d )  (9) 
decl((  a) , a) = m( a) 
The recursive construction of the algorithms in 
the class d(T, K ,  a, Ns) with K > 1 by means of 
algorithms from the set of classes 
The construction of the algorithms in the class 
d(T, K ,  a, Ns) with K > 1 consist of two part, viz. a 
broadcast process in which the message is transferred 
in K rounds 0 , .  . . , K - 1, from the source to the desti- 
nations and in the meantime modified by the involved 
modules and a decision making process which is exe- 
cuted after round K - 1 in each module of the system. 
d(T, K - 1, b,Ns - { U } ) .  
Figure 4: The construction of an algorithm in the class 
d(T, K,  a, Ns). 
The broadcast process is based on encoding the orig- 
inal message m(a)  in the source into symbols of a 
T-error-correcting code, thereafter transmitting dur- 
ing round 0 each symbol to a different module b in 
the next-set B(a), b E B(a) and B(a) c (Ns - {a } ) ,  
which forwards the received symbol during the rounds 
1 . K - 1, to the destinations in Ns - { a }  by means of 
an algorithm from the class d(T, K - 1, b, Ns - {a } ) .  
Furthermore m(a) is kept stored in a in order to be 
used later in the decision making process in a, cf. fig- 
ure 4. 
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The algorithms from the class d(T, K - 1, b, Ns- { a } )  
result in decisions decK-l((a,  b ) ,  d ) ,  i.e. the decision 
taken in d about what b received from a. The de- 
cision decK( (a ) ,d )  in d about the message m(a) is 
calculated in each d by applying the decoder func- 
tion of the error-correcting code on these symbols 
decK- l ( (a ,b) ,d)  with b E B(a). In module a, the de- 
cision decK((a) ,  a )  gets directly the value of the stored 
message m(a) ,  cf. figures 5 and 6. 
Let y(a) be the encoder function of some T-error- 
correcting code. The corresponding decoder function 
is denoted by Y[sl), cf section 2.1. Let the original 
message be m(a) and the symbol which is sent to b 
be denoted by m(a, b),  then this symbol is related to 
m ( 4  by 
in which the y(,)(b) is called the partial encoder func- 
tion which delivers the symbol which has to be sent to 
module b. 
LQ I 
Figure 5: The way in which the decision decrc((a),d) in a 
module d with d$ B(a) is obtained from the partially en- 
coded messages sent by module a to the modules in B(a). 
Figure 6: The way in which the decision decK((a), d )  in 
a module d with d E B(a) is obtained from the partially 
encoded messages sent by a to the modules in B(a). 
The behavioral aspects of the algorithms in the class 
d(T, K, a, Ns) can thus be summarized as follows: 
m(a, b)  = &)(b)(m(a)) for all b E B(a) 
decK-l((a,  b) ,  d )  follows from m(a, b)  
based on an algorithm from the class 
d(T,K - l , b , N ~ - ( a } )  
d # a & decK((a),  d )  = y&’) applied on the 
values decK-l((a,  b ) ,  d )  with b E B(a) 
d = a decK((a) ,  d )  = m ( a )  
(11) 
2.3 The existence of Dispersed Joined 
Communication Algorithms in the 
classes d(T, K ,  a, Ns) 
The next step is to investigate for which parame- 
ters DJC algorithms can be constructed or stated 
in a different way, for which parameters the classes 
d(T, K, a, Ns) are non-empty. 
Theorem 1 For any fully interconnected system con- 
sisting of lNsl modules and T > 1: 
the class of algorithms d(T, 1, a ,  Ns) is non-empty if 
and only if 
a E N s  and INsl>2 
and i f  K 2 2 the class of algorithms d(T, K, a,  Ns) is 
non-empty i f  and only if 
a E Ns and INS( 2 2T + K 
0 
Proof: 
The first part of the theorem, i.e. ( K  = 1) trivially 
follows from the definition. In a fully interconnected 
system a message can always be sent directly from the 
source to the destination. 
The second part (K 2 2) will be proved by induction 
on K. The basis of the induction will be K = 2. 
If K 2 2 then from the definition of the algorithms 
of the class A(T, K, a, Ns) we recall that if any of the 
constraints T 2 1, a E Ns, INS[ 2 K + 1 is not 
satisfied, the class d(T,K,a,Ns) is empty. Because 
T 2 1 and INS/ 2 2T + K implies INS/ 2 K + 1, 
we will only have to prove that class d(T, K, a, Ns) is 
non-empty if and only if JNsJ 2 2T + K 
Let 
T 2 1 and K 2 2 and a ENS (12) 
The construction of algorithms is possible if and only 
if 
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1. A T-error-correcting code exists of which the code 
words consist of IB(a)I symbols. 
2 .  A next-set B(a) can be found such that B(a) c 
N S  - { U } .  
3. The classes d(T, K - 1, b, N s  - { a } )  of DJC algo- 
rithms with b E B(a) are all non-empty. 
The first requirement can always be fulfilled if 
IB(a)I 2 2T + 1, [lo]. Hence, the second requirement 
can be satisfied if and only if 
lNsl 2 2T+ 2 
The third requirement is fulfilled only if the general 
constraints of the classes d ( T ,  K - 1, b, N s  - { a } )  are 
satisfied, i.e. 
b E ( N s  - { a } )  and INS - {a} /  2 K (14) 
The first part of predicate (14) trivially follows 
from the construction of the algorithms in the class 
d ( T ,  K ,  a,  D ,  Ns) which requires both b E B(a) and 
The second part is satisfied if we are able to prove that 
l N s l 2  2T + K .  
Let K = 2, then from (13) we recall the only remaining 
requirement 
Which proves Theorem 1 for K = 2. 
Suppose Theorem 1 holds for K - 1 with K 2 3. So 
suppose if K 2 3 the class of algorithms d ( T ,  K - 
1,  a ,  N s )  is non-empty if and only if 
B(u) c N S  - { U } .  
JNsl 2 2T + 2 (15) 
a E N s  and lNs l>2T+K-1  (16) 
Recall that the class of algorithms d ( T ,  K , a , N s )  is 
non-empty if and only if (13), i.e. INS( 2 2T + 2 ,  is 
satisfied and the classes d ( T ,  K - 1, b, N s  - { a } )  of 
DJC algorithms with b E B(a) are all non-empty. 
The latter holds if the general constraints in (14) are 
satisfied, which already has been proved and if and 
only if INS - { a } [  2 2T + K - 1 according to (16). So 
INS[ 2 2T + K which satisfies (13). 
Hence the assumption (16) implies that for all T,  a ,  Ns 
and K 2 3 the class of algorithms d(T, K ,  a , N s )  is 
non-empty if and only if 
a E N s  and INS[ 2 2T + K (17) 
We already proved the theorem for K = 2 and thus 
by induction on K we obtain that (17) holds for any 
K 2 2 .  
0 Which completes the proof of Theorem 1. 
2.4 Some behavioral properties of the 
DJC algorithms satisfy the following behavioral prop- 
erties: 
DJC algorithms 
Theorem 2 Let a message m ( a )  be transmitted 
by  means of any DJC algorithm from the class 
d ( T ,  K ,  a ,  N s )  to  the destinations given b y  the set N s  
in the presence of at most T faulty modules then: 
1. If the source module a and a destination d are both 
functioning correctly then the result decK((a) ,  d )  
of the algorithm calculated in module d equals the 
original message m ( a )  in module a.  
2. For any two destinations d and e which are both 
functioning correctly it holds that i f  the results 
decK (( a ) ,  d )  and decK (( a ) ,  e )  are unequal, then 
the number of maliciously behaving modules in the 
0 system is at least K .  
Proof: 
We start with property 1. 
Suppose the source module a and a destination d are 
both functioning correctly. 
If a = d then according to the construction of the al- 
gorithms d ( T ,  K ,  a ,  Ns) ,  it holds that decK((a) ,  d )  = 
So we need only to consider the case d # a,  i.e. d E 
( N s  - { a } ) .  For these cases we prove decK((a) ,d)  = 
m ( a )  by induction with respect to K .  
Basis: K = 1. 
Algorithms from the class d ( T ,  1, a, Ns) send the mes- 
sage m ( a )  directly and unchanged to the destina- 
tion d and the decision taken in module d equals 
the message received from a. So because we assume 
that a and d are functioning correctly it holds that 
d e q ( ( a ) ,  d )  = m ( a ) .  
Induction step: K > 1 
The algorithms in a class d ( T ,  K,a ,Ns)  have been 
constructed from the algorithms in the class d ( T ,  K -  
1, b , N s  - { a } )  with b E B(a) and B(a) c (Ns - { a } ) .  
For the latter algorithms we know from the induction 
hypothesis that if a message m ( a ,  b )  is communicated 
by a correctly functioning source module b to a cor- 
rectly functioning destination d ,  then 
m ( a ) .  
From the construction we know that in module a by 
means of the encoder function Y,,), the message m ( a )  
is encoded into IB(a)l symbols which during round 0 
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each are sent to a different module b, with b E B(a). 
so 
m(a7 b)  = Y(a)(b) (m(a))  (19) 
cf. (11). Each module b thereafter forwards the mes- 
sage m(a ,  b)  (is the code word symbol) to the destina- 
tions represented by the set Ns - { a }  by means of an 
algorithm from the class d(T, K - 1, b, Ns - {a } ) .  
As the result of these algorithms, in each destination d 
of the set Ns - {a } ,  IB(a)I decisions decK-l((a, b) ,  d )  
will become available. If module b is functioning cor- 
rectly then according to (18) and (19) it holds that 
decK-l((a, b ) ,  d )  = Y(a)(b) (m(a))  (20) 
In each module d the decoder function Yt:” is applied 
to these decisions decK-l((a, b) ,  d )  with b E B(a). At 
most T modules b behave maliciously so at most T 
decisions do not satisfy (20). The code Y(a) is T- 
error-correcting and thus decK((a), d)  which is the re- 
sult of applying the decoder function on the values 
decK-l((a, b ) ,  d )  must be equal to m(a) .  
This completes the proof of property 1. 
Next we prove property 2. 
Let us assume that two destination d and e, with 
d ,e  E Ns behave correctly and that decK((a),d) # 
If the source module a is functioning correctly then, 
by property 1 it holds that 
( (a) ,e). 
decK((a), d )  = m ( a )  = decK((a), e) 
conflicting the 
assumption decK((a), d )  # d e w (  (a), e). So we con- 
clude that module a is behaving maliciously and thus 
d # a and e # a, or d, e E (Ns - {a } ) .  
Again we use induction with respect to K .  
Basis: K=l  
We already concluded from our assumption 
decK((u),d) # decK((a),e) and d and e both behav- 
ing correctly, that module a is behaving maliciously. 
Hence the system contains at least one maliciously be- 
having module. 
Induction step: K > 1 
Recall that during round 0 the symbols are sent by 
module a to the modules b with b E B(a) and there- 
after forwarded by means of algorithms from the 
classes d(T, K - 1, b, Ns - {U}). The results of the 
latter algorithms calculated in the modules d with 
d E (Ns  - { a } )  are denoted by decKc_l((a, b) ,  d ) .  
Let decK-l((a,b),d) and decK-l((a,b),e) with b E 
B(a) be decisions calculated in modules d and e. 
Since d,  e E (Ns - {a } ) ,  the decision decK((a), d )  is 
based on applying the function Y::’) on the decisions 
decK-l((a, b) ,  d )  with b E B(a), whereas the decision 
decK((a), e) is based on applying the same function 
Yt;” on the decisions decK-l((u, b ) ,  e) with b E B(a). 
It follows that 
vb : b E B(a) 
decK-l((a,b),d) = dec~-l((a,b),e) 
(21) 
would imply decK((a), d )  = decK((a), e). The 
latter however is conflicting with the assumption 
decK (( a) , d)  # decK (( a), e) so we must conclude 
3 b  : b E B(a) A decK-l((a, b ) ,  d )  # decK-l((a, b) ,  e) 
Recall that our assumption implies d,  e E (Ns - { U } ) .  
So from the definition of the construction of the alge 
rithms in the class d(T, K , a , N s )  we know that the 
decisions decK-l((a,b),d) are the result of the alge 
rithms from the classes d(T, K - 1, b, Ns - { a } )  with 
b E B(u). 
According to the induction hypothesis it holds for 
the latter classes that if the modules d and e are 
both functioning correctly and decK-l((a, b) ,  d )  # 
decK-l((a, b) ,  e) then the number of maliciously be- 
having modules in the set N s  - { a }  must be at least 
K - 1. And thus with (22) we conclude that the set 
Ns - { a }  must contain at least K - 1 maliciously be- 
having modules. We already concluded from the as- 
sumption that module a behaves maliciously. Hence 
the set Ns must contain at least K maliciously behav- 
ing modules. 
0 
(22) 
Which completes the proof of Theorem 2. 
3 A class of algorithms for reaching in- 
teractive consistency based on vot- 
ing and coding 
The class of algorithms for reaching interactive consis- 
tency based on voting and coding is a subclass of the 
DJC algorithms defined in the previous section and is 
defined by: 
d(T, K , a , N s )  with T 2 1 and K = T + 1 (23) 
According to theorem 1 the class d ( T , K , u , N s )  is 
non-empty if and only if JNsl 2 2T + K ,  hence the 
class of algorithms d(T, T + 1, a, Ns) is non-empty if 
and only if INS/ 2 3T + 1. 
Theorem 3 The Interactive Consistency algorithms 
in a class d(T, T+1, a, Ns) with INS[ 2 3T+1, satisfy 
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the interactive consistency requirements, i.e.: 
v d  : a,d E i? =+ decT+l((a) ,d)  = m(a) and 
v d , e  : d , e  €F=+ decT+I((a),d) = deCT+l((a),e) 
in which F is any set of correctly functioning modules 
such that 
and decT+l((a), d )  with d E Ns denotes the decision 
in a module d about what module a tried to  send. 0 
Proof: 
Consider Interactive Consistency algorithms which are 
defined by the non-empty class of DJC algorithms 
d(T, K ,  a, Ns) with 
T r l  A lNsl>3T+1 A K = T + l  (24) 
Moreover let F be any set of correctly functioning 
modules such that 
2 INsl- T and F c Ns 
From Theorem 2 we know that if the source module a 
and a destination dare both functioning correctly then 
the result decK((a) ,d)  of the algorithm calculated in 
module d equals the original message m ( a )  in module 
a. Thus: 
v d  : a,  d E F + decK((a) ,  d )  = m(a)  (25) 
Which proves the first part of the interactive consis- 
tency property. 
From the second part of Theorem 2 we know that for 
any two destinations d and e which are both function- 
ing correctly it holds that if the results decK((a) ,d)  
and decK((a) ,  e )  are unequal, then the number of ma- 
liciously behaving modules is at least K .  
However this conflicts with the constraint K = T + 1 
and the assumption that at most T modules be- 
have maliciously. Thus if both modules d and e 
are behaving correctly, the decisions decK( ( a ) ,  d )  and 
decK((a) ,  e )  must be identical. So 
v d , e  : d , e  E F& decK((a) ,d)  = decK((a) ,e )  
(26) 
Which completes the proof of Theorem 3. 0 
4 Some remarks on the construction of 
IAC algorithms which are based on 
voting and coding 
In this section we will first discuss the design process 
and the design freedom which is left by the definition 
of these IAC algorithms. 
In the introduction to this paper we claimed that the 
reduction of the number of messages which needs to be 
transmitted between the modules can be obtained by 
minimizing the number of directions in which the pos- 
sibly modified messages are broadcast each round, and 
by replacing the voting function by an error-correcting 
code. 
From the construction we immediately see that replac- 
ing the voting function by an error-correcting code 
causes an increase in the number of modules to which 
a modified message has to be sent. However, the size 
of these messages decreases. We will show that this 
decrease is more efficient than reducing the number of 
directions. It however has to be paid for by a larger 
minimal size of the original message in the source and 
by the fact that the implementation of the decoding 
function of an error-correcting code is more complex 
than the implementation of a majority voter. 
For these reasons we will focus on two subclasses of 
algorithms, i.e 
The Minimal-Voting algorithms, in which the 
number of directions in which a message is sent, 
is minimized and in which in the decision-making 
process only majority voting is applied. 
The Madmal-Coding algorithms, in which the 
messages are broadcast to as many modules as 
is possible and so maximizing the size reduction 
of the messages. 
Another way of minimizing the amount of messages 
is to reduce the amount of destinations in which the 
decisions are calculated to 2T + 1 and thereafter to 
broadcast the results in an additional round to the 
other modules. This so-called Subset Method will re- 
main beyond the scope of this paper, see [9]. 
Consider an IAC-algorithm from the class d(T,T + 
l ,a ,Ns)  and let the number of modules be N ,  N = 
INS(. The source module is always one of the desti- 
nations and thus during round 0 the original message 
m ( a )  is kept stored in the source module. Further- 
more m ( a )  is encoded by means of a T-error-correcting 
code y(,) consisting of n(,) symbols of b(,) bits and of 
which k(,) symbols form the data part. The message 
size reduction thus is kc : .  In case of a minimal-voting 
algorithm n(,) = 2T + 1 and I C ( , )  = 1 and each symbol 
96 
equals m(a).  Each of these symbols is sent to a differ- 
ent module b with b E B(a) and B(a) C (Ns - { U } ) .  
So in general n(,) = IB(a)I and 2T+1 5 n(,) 5 N -  1. 
A module b forwards these symbols during round 
1,. . . , K - 1 to the destinations by means of an al- 
gorithms of the class d(T,T,b,Ns - { U } ) .  So in b 
the received symbol is kept stored and furthermore 
m(a,b)  is encoded by means of a T-error-correcting 
code y ( a , ~ )  consisting of n(a,b) symbols of b(,,b) bits 
of which k( , , b )  symbols form the data part. These 
symbols are forwarded to modules c with c E B(a, b)  
and B(a,b) C (Ns - {a ,  b}) .  So ?%(a$) = (B(a, b)(  and 
In general during round t ,  with 0 I t 5 T the message 
m(ao, a i , .  . . , a t )  is encoded by Y(ao,al, ..., at) and for- 
warded to modules at+l from the set B(a0, a ~ ,  . . . , ut)  
and B(ao,al,.  . . ,at) c (Ns - {ao,al,.  . . , a t } ) .  So 
2T+ 1 I n(,,b) 5 N - 2. 
n(aO,al ,  ..., a t )  = ( B ( ~ o ,  al  1 .  * , a t ) (  and 2T + 1 I 
n ( a o , a l ,  ..., a t )  I N - t - 1. 
A message m(a0, a l ,  . . . , U T )  received during round T 
is again kept stored and forwarded to the destinations 
given by the set (Ns-{ao, a l ,  . . . ,UT}) by means of an 
algorithm of the class d(T, 1, a,  Ns-{ao, . . . , U T } ) .  In 
this algorithm no coding takes place and the message 
is directly sent to the destinations. 
Obviously the design freedom of the algorithm given N 
and T is in the choice of the next-sets B(a0, al, . . . , u t )  
in combination with the choice of the T-error- 
correcting codes y(aO,al,...rat). A more detailed dis- 
cussion can be found in [9]. 
During the decision-making process executed in a 
module d, first the decisions decl(( ao, . . . U T ,  d) ,  d )  are 
calculated according to the rules of the algorithm 
from the class d ( T , l , a , N s  - {ao,. .  . , U T } ) ,  i.e. if 
UT # d then deq((a0 ,... a T ) , d )  = m(a0 ,... a ~ , d )  
and decl ((ao, . . . , UT-^, d) ,  d) = m( ao, . . . UT-^, d )  for 
all messages received by d during round T + 1 or kept 
stored during round T. Next the decisions are calcu- 
lated according to the rules of the algorithm from the 
c l a ~ ~ d ( T , 2 , a , N s - { a o  ,..., a~-l}),i.e.: i f aT- l#d  
then decz((a0,. . . , u ~ - l ) ,  d )  is calculated by apply- 
ing the decoder function Y[&t!,.,aT-Ll on the decisions 
decl((a0,. . . , a ~ - l , a ~ ) , d )  with UT E B(a0,. .   UT-^) 
and if  UT-^ = d then decz((u0 ,..., aT-Z,d) ,d)  = 
This process is continued until decT+l((aO), d) is 
found, being the final result of the algorithm in mod- 
ule d. 
5 Examples 
m((a0,  * f * , UT-2,  d). 
In this section we will present a few examples and 
compare them with existing IAC-algorithms. Only 
synchronous deterministic algorithms without authen- 
tication will be taken into account, i.e. the algorithm 
published by Pease et al., [ll] which is a member of our 
class of algorithms and the one published by Dolev [4]. 
Starting from the parameters N and T we will com- 
pare these algorithms firstly on the number of message 
bits, #mess, that needs to be transmitted between the 
modules related to the size of the original message and 
secondly on the minimum size, msize, of the original 
message. 
The relative number message bits follows from 
(27) 
In which the codes used during round t are all the 
same and thus can be expressed by the parameters 
n,(t), kc(t) and b,(t) denoting the number of codeword 
symbols, the number of data symbols and the number 
of bits in a symbol respectively. The last term in (27) 
expresses the message content of the first K-1 rounds, 
the first term the content of round K - 1. 
Because each time a symbol is encoded again and the 
minimum symbol size of a T-error-correcting code is 
determined by rlog,(n, - 1)1 bits, the minimum size 
of m ( a )  can be calculated from the recurrent relations: 
msite = k,(O).b,(O) 
b,(t - 1) = k,(t).b,(t) 
k, = 1 a b,(t) 2 1 
kc L 2 bc( t )  1 log,(n,(t) - 1) 
(28) 
with 15 t 5 K - 2 
The number of messages used by the Dolev algorithm 
can be calculated to be 
(3T+ 1) ( N  - 32') - 1 +3T(3T + 1)( 3T+ 2) rlog2(3T+2)1 
(29) 
This figure differs slightly from the figure calculated 
in [4], because Dolev also counts the messages sent by 
a module to itself and ignores the messages sent in 
round 0. 
In the following tables the parameters of a number of 
IAC-algorithms are shown for some practical values 
of N and T and with K = T + 1 for all algorithms 
except the Dolev algorithm in which K = 2T+3. The 
applied codes in the successive rounds 0,1, - . , T are 
represented by their parameters [n,, k,, b,] . 
From these figures we observe that for T = 1 and 
N = 4 the Pease-algorithm, the minimal-voting and 
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algorithm N T maize #mess 
Dolev 4 1  1 183 
MinVot 4 1  1 
Pease 4 1  1 9 
applied codes 
[3,1,11 
K.Ul1 
52 
Dolev 
MaxCod 
Pease 
Dolev 
MinVot 
4 1 1 e [3,1,1j 
6 1  1 25 [5,1,11 
6 1  1 191 
6 1  1 15 P,1,11 
.. 
Dolev 64 2 1413 
MaxCod 1 8; I x I 20531 1 ‘9; I 163.59.3481 MinVot [~,l,q~~,~,~l 
MinVot 
MaxCod 
Pease 
16 2 1 355 [5,1,1][5,1,1] 
16 2 440 28.1 [15,11,40][14,10,4~ 
64 2 1 24.10‘ [63,1,1] [62,1,1] 
the maximal-coding algorithm are the same. For 
larger values of N or T, the maximal-coding algorithm 
is always the most favorable in terms of the number 
of messages. However if N or T become large the 
minimal message size becomes impractical. In some 
cases the subset method which requires one additional 
round gives better results. In those cases where large 
messages have to be broadcasted the use of authen- 
ticated algorithms is more economical. An other ap- 
proach in that case is transferring the messages di- 
rectly and applying an IAC algorithm on the cyclic 
redundancy check of these messages. The Dolev algo- 
rithm, although its message content is of polynomial 
order, only uses less messages for T 2 4. For T = 3 
and large N the subset method prevails. 
Dolev 
Pease 
MinVot 
MaxCod 
Pease 
Dolev 
MinVot 
MaxCod 
Dolev 
MinVot 
6 Conclusion 
This paper describes and proves a new class of algo- 
rithms from which a new class of interactive consis- 
tency algorithms based on error-correcting codes is de- 
rived. The original IAC algorithm described by Pease 
et al. is a member of this new class. We showed 
that for practical values of N and T the new algo- 
rithms require considerably less communication than 
the other known synchronous non-authenticated IAC- 
algorit hms. 
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