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We continue the program, initiated by the authors (IEEE Trans. Acoust. Speech 
Signal Process., in press), of designing multiplicative FFT algorithms with highly 
structured data flow. In this paper, we take up the cases of transform sires N, 
N = p2 and pk, p an odd prime. These algorithms have operational counts close to 
the Winograd algorithm, but they have a better structure, which simplifies their 
implementation. Two algorithms are given in this paper for N = p2. The first is 
suited for parallel computing. The second has a better operational count and is 
suited for conventional Serkd maChineS. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
In [l, 21, fast algorithms were designed for the finite Fourier transform 
for transform sizes N, a product of distinct primes and four times a product 
of distinct primes. Discussion of their implementations and timings were 
given that highlighted the advantages of these algorithms. These algorithms 
start with the multiplicative ring-structure of the indexing set, in the spirit 
of the Good-Thomas prime-factor algorithm [3, 41, and compute the 
resulting factorization by combining Rader and Winograd small FFT 
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algorithms, [5-81. The resulting basic factorization is 
F, = CA, (1) 
where C is a block-diagonal matrix with small skew-circulant blocks 
(rotated Winograd cores) and tensor product of these small skew-circulant 
blocks, and A is a pre-addition matrix with all its entries being 0, 1, or - 1. 
In the FFT algorithms given in [l, 21, number theoretical methods were 
used to decompose the indexing set into orbits. The system of idempotents 
of Z/N play a very important role. For examplejn the N = pq case, where 
p and q are distinct odd primes, the decomposition of indexing set is 
{ 0, Q-J, e&J, U } , (2) 
where {e,, e2} is the system of idempotent, and U is the unit group of 
Z/N, N = pq. 
The matrices C and A in (1) are given by 
c = 1 (33 cp @ c4 @ (cp 0 c,), 
and 
(3) 
A= 
A(P) A(P) Q 1’4-1 
-A(P) @ I,-, A(P) @ 4-l 1 ’ (4 
where @ is the matrix direct sum, 8 is matrix tensor product, Cp is a 
p-point rotated Winograd core, Cq is a q-point rotated Winograd core, and 
1, is a n-dimensional vector with all l’s, superscript t denotes transpose 
and Ip- i is the (p - 1) X ( p - 1) identity matrix. 
The desirable features of this class of algorithms are the following: 
a. Arithmetic efficiency. These algorithms preserve the Winograd mul- 
tiplicative structure; they are constructed from smaller size FFT’s; each of 
these small size FFT can be computed again by the most efficient algo- 
rithms available. 
b. Programmin g simplicity. Compared with Winograd algorithms, these 
algorithms can be written in a nested way and with subroutine calls. We 
can build up a very efficient FT library for the small PT subroutine calls. 
c. Good structuring. Tensor product formulations of these algorithms 
makes it possible to produce variants which offer options as to operational 
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count and arithmetic balance and can be matched to hardware environ- 
ments. 
d. Parallelization. These algorithms are constructed from small pieces 
using tensor products; parameters can be chosen which match the parallel 
architecture when available. 
e. Linear coverage of transform sizes. The Cooley-Tukey algorithms 
are only very good for transform sizes N = 2”. The algorithms derived in 
this paper distribute the transform sizes linearly. 
We have implemented two variants of our basic algorithm on Micro VAX 
II. The first is easier to implement while the second runs about 10 to 20% 
faster. Both of them run 50% faster or more than the next applicable size of 
Cooley-Tukey algorithm taken from the available DSP package. 
In Section 2, the example of N = 9 is considered. The general case 
N = p* will be given in detail in Section 3. An extension to the case of pk is 
given in Section 4 by the explicit example of N = 33 = 27. 
2. AN EXAMPLE OF N = p2: N = 9 
Algorithms for computing the 9-point finite Fourier transform will be 
designed from the ring-structure of the indexing set Z/9. Denote the unit 
group of Z/9 by U, then 
U= {1,2,4,5,7,8}. 0) 
Reordering U by the generator 2, we have 
Do = U = {1,2,4,8,7,5}. (2) 
The unit group operating on Z/9 has orbits Do, D,, and D,, where 
4 = 3U= {3,6}, (3) 
D2 = OU = (0). (4) 
This provides a re-indexing of Z/9 defined by the permutation 
12 3 4 5 6 7 8 
I 036124875' 
Denote the corresponding permutation matrix by P. Then 
F,(9) = PF(9)P-‘, (6) 
where 
F&9 = 
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111 
111 
1 V2 
1 ,“2 
1 ,“2 
1 ,“z 
1 ,“2 
1 ,“2 v 
1 1 1 1 1 1 
V v2 v v2 v v2 
v2 v v2 v v2 v 
w2 w4 w8 w’ w5 
J2 w4 w8 w’ w5 
w4 w8 w’ w5 w ,“2 
w8 w’ w5 w w2 w4 
w7 w5 w w2 w4 w8 
w5 w w2 w4 w8 w’ 
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w = e2w9 and v = e2”‘13. (7) 
We rewrite (7) as 
[ 
1 
F,(9) = 1, 
16 
where 
c,= v v2 
i 1 v2 v ’ 
1’2 lb 
E(2,2) 1’3 0 c, 
I 
(8) 
13@C3 c9 
(9) 
/ 
w2 w4 w8 w’ w5’ 
,“z w4 w8 w’ w5 
c, = “,: ;,” w’ w5 ,“2 
w5 w ,“2 w4 ’ (10) 
w’ w5 w w2 w4 w8 
\w5 w w2 w4 w8 w’ 
and E(n, n) is an n by n matrix with all of whose entries are l’s, 1, is 
n-dimensional vector with all l’s, and superscript t denotes the transpose 
matrix. 
2.1. Algorithm I 
Let 0( n, n) denote the n x n 0 matrix and use + to denote matrix 
addition. Modify F,(9) by adding to it the matrix 0(3,3) CB (:E(3,3) 8 C,) 
to form 
F,(9) + 0(3,3) @ ($(3,3) @ C3) = F,(9). (11) 
232 TOLIMIERI, LU, AND JOHNSON 
Then F,(9) is given as 
where 
C,l = C, + ;E(3,3) 8 C,. 03) 
We are now going to factor F,(9). The properties we use in factoring 
F,(9) are 
G)l, = 063 (14) 
(E(3,3) 8 C3)16 = -3 l,, (15) 
cdl, @ 4) = w,q, (16) 
(Jq3,3) @ c&13 @ 1,) = 3(1, Q c,). (17) 
F,(9) can be factorized as 
F,(9) = CA, 08) 
where C is a block-diagonal matrix 
and A is the pre-addition matrix 
1: 16 
-x(2,2) 1; @ I* * 1 (20) 1, @ 12 16 
Let us return to the computation of F=(9). Since 
Fn(9) = F=(9) - 0(3,3) @ (:E(3,3) Q C,), (21) 
and we have seen how to factor F,(9), it remains to show how to compute 
the second term above. 
Let 
aj = i a’(i) = a: + a’, + ai , 
[ 
a +a +a 
i=O 1 (24 
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TABLE 1 
F,(9) 
Factor R.A. R.M. 
c 144 160 
A 36 0 
F,(9) 180 160 
Fn (9) 204 176 
Note. R.A. denotes the number of real 
additions, and R.M. denotes the number 
of real multiplications. 
then 
bj = $C,a;. (23) 
Diagonaking ;C3 by F(2), we have 
v + v2 
6 
0 
b; = F(2)D,F(2)a; = F(2) 
! I 
v - v2 Q)[ 
a, + a&$ + u, 
I u2 + us + U8 * 
0 - 
6 
(24) 
The whole computation will be 
b’ = CAa’ - 
see Table I. 
Vuriunt 1. Matrix C can be further diagonalized as 
C=FDF, 
where 
F= 1 0 F(2) @ F(6); 
(25) 
(26) 
(27) 
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TABLE II 
Variant 1: F,(9) 
Factor R.A. R.M. 
F 40 8 
D 8 24 
A 36 0 
F,(9) 124 40 
FIT (9) 144 44 
D is the diagonal matrix 
D=1eD,@D6, (28) 
where 
and 
D3 = F(2)-‘C,F(2)-1 (29) 
D6 = F(6)-‘C,‘F(6)-l. (30) 
Equation (18) now can be written as 
F,(9) = FDFA; (31) 
see Table II. 
Variant 2. The cost of additions in (31) can be reduced by interchang- 
ing the order of the computations. Let 
F,(9) = FDBF, (32) 
where 
B = FAF-‘. (33) 
B can be explicitly written as 
1 4 4 
B= -2e, 
[ 
-2e(2,2) I, @ ei . (34) 
-6e, 31, ~3 e3 I6 1 
It is clear that computation (32) has fewer additions than that of (31), but 
we introduced some multiplications by rational numbers; see Table III. 
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TABLE III 
variant 2: F,(9) 
Factor R.A. R.M. 
F 40 8 
D 8 B 12 ;; 
F,(9) 100 40 + (61 
4, (9) 120 M+ I61 
Vuriant 3. To reduce the cost of additions required to perform the 
complex multiplications coming from the action of C, we note that each 
skew-circulant matrix has the form 
and 
where 
We can write 
where 
and 
where 
c, = v* [ I vi v
c; = X6 x,* 
[ I x,* X6 ’ 
w2 w4 X6 = [ 1 ,“2 w4 w8 .w4 w8w7 
c, =F(2) w(2) 9 
y2z; .y2 0 
[ v - v2 1 
G= (F(2) @ 4)Y6(m Q q, 
1 x, + x,* 
[ 
0 
&'T 0 x, - xc 1 * 
(35) 
(36) 
(37) 
(38) 
(39) 
w9 
(41) 
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TABLE IV 
Variant 3: F,(9) 
Factor R.A. R.M. 
H 16 0 
Y 24 36 
A 36 0 
F,(9) 92 36 
h (9) 112 40 
It is easy to see that both Yz and Y, have only real entries or purely 
imaginary entries. Set 
Y=l@Y,@Y, (42) 
and 
H = 1 8 F(2) $ (F(2) 0 q. (43) 
Now we can write 
C=HYH (44 
and 
F,(9) = HYHA; (45) 
see Table IV. 
Variant 4. By the same method as in Variant 2, we can have from (45) 
Fc(9) = HYB,H, (W 
where 
B, = HAH-I. (47) 
Direct computation can show that 
f: fQ 
-2f(2,2) E6f , 1 (48) E6 I6 
where 
00 
I -1 1’ (49 
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TABLE V 
variant 4. F,(9) 
Factor R.A. R.M. 
H 16 0 
Y 24 
4 24 ?I 
F,(9) 80 36 + (4) 
Fn (9) 100 40 + {4} 
It is clear from (48) that computing the action of B, requires fewer 
additions than computing the action of A; see Table V. 
2.2. Algorithm II 
By directly applying (43) to (7), we have 
C (9) 
= 
-1 1 0 1 1 1 0 0 0 
1 1 0 - l/2 -l/2 -l/2 0 0 0 
0 0 0 0 0 0 42 -lx/2 a/2 
1 -l/2 0 
1 -l/2 0 (x, + TV2 0 
1 -l/2 0 
1 0 a/2 
1 0 -a/2 0 (x, - VP 
1 0 42 
(5d 
where (Y = u - u* and X6 is defined in (37). Then the computation of F,(9) 
is given by 
F,(9) = HF,‘(9)H. (51) 
We will now see how to factor F,‘(9). Set 
(52) 
(53) 
then 
F,‘(9) = Tzy(9) 
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and 
E" (9) 
= 
TABLE VI 
Algorithm II: F,(9) 
Factor R.A. R.M. 
H 16 0 
T 0 8 
C"(9) 56 36 + (8) 
h(9) 88 44 + PI 
1 1 0 
1 1 0 
0 0 0 
1 -l/2 0 
1 -l/2 0 
1 -l/2 0 
1 0 l/2 
1 0 - l/2 
1 0 l/2 
1 1 1 0 0 0 
-l/2 -l/2 -l/2 0 0 0 
0 0 0 l/2 -l/2 l/2 
We see that F;(9) is a pure real matrix. Putting all this together, we have 
F,(9) = Imy(9)H; (55) 
see Table VI. 
A second derivation of factorization (55) will now be given, which will be 
generalized in the next section. A direct computation shows that 
we factor FJ9) as 
where 
and 
(c, 8 1,)(1, @ I,) = 1, 8 c,. 
F’(9) = CA, 
A= 
( 1 1: 1: 
-1, -E(2,2) 1: 0 I2 
\ -1, 13 @ I2 z I 
(56) 
(57) 
(58) 
(59) 
MODIFIED WINOGRAD FFT ALGORITHM 239 
with 
2 = (q-1 8 I&. 
We will now compute Z. First 
(60) 
Direct computation shows that 
(64 
We see that Z is a real matrix. In fact, Z is a 6 by 6 skew-circulant matrix 
having first row as 
;[w’ - w’, w5 - w4, w7 - w2, w2 - w7, w - w*, w* - w]. (63) 
Several variants of (57) are possible, in the spirit of Algorithm I of the 
preceding part of this section. We will present one approach. 
Take H as defined in (43). Direct computation shows that 
H-‘AH-’ 
is the matrix given in (54), which is the matrix F,“(9) in Algorithm I. 
From (56), we have 
F,(9) = CH( H-‘AH-‘)H (64) 
which can be written as 
F,(9) = HD(H-‘AH-‘)H = HDBH, (65) 
where B is the same as defined in(54), the F/(9) matrix, and D is a 
diagonal matrix 
with 
D = 1 CB D3 @ (D, QD I,) (66) 
D, = F(2)-‘CJ(2) = -1 8 (Y, (67) 
we can see that D is the same as T defined in (52). 
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3. THE GENERAL CASE N = p2 
For the case of N = p2, p an odd prime, Z/N is no longer a field, but 
we can still have the unit group U(p2) be a cyclic group, given by 
U=U(p2)= {OIj<p2:(j,p2)=1}. 
Where (a, b) = 1 means a relatively prime to b. 
Define the subsets D, of Z/p’, 0 I k < 3, as 
0) 
D,= {O~j<p~:(j,p~)=p~}; (2) 
then we have 
Do= U, (3) 
D, = {pJp,...(p - l)p}, (4 
D, = (0). (5) 
It is easy to see that D, has (p - 1) elements and D, has 1 element, so 
that Do has an order p( p - 1). Since U is a cyclic group, we can find a 
generator, z E U, such that 
U= {zi:Olj<p(p-1)). (6) 
By Fermat’s theorem, we see that 
zp-l = 1 mod p. (7) 
Multiplying both sides of (7) by p, we have 
Pz P-l = p mod p2. (8) 
The elements of D, are all of the form pzj. Since the order of D, is 
(p - l), each element x E D, has a unique representation 
x=pzj:OIj<p-1, (9) 
or 
D,= {pzj:Olj<p-1). (10) 
Equations (6) and (10) define a partition of Z/p2. Ordering the partition 
by the set of U-orbits 
D,,D,, Q,, (11) 
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the Fourier transform F( p2) can be written 
F( p’) = P-‘Fn( p2)P, 02) 
where P is the permutation matrix corresponding to permutation II defined 
in (11) and 
F,( P’) = [ Wn(j)n(k)]O~ji.k-cp2, w = e*ni/p2. 
Letp’=p-lands=p(p - 1). F,( p*) can be written as 
F,(P*) = [ ;, ;;;;; l;;j 
(13) 
(14) 
where Cpz is the s by s skew-circulant matrix having the first row 
W 
20 2 ,w ,...w 
zo--1 
) 05) 
CP is the (p - 1) by (p - 1) skew-circulant matrix having first row 
WPr” ) wpz’, . . . wpz p-2 ) 0-d 
and E( p’, p’) is a p’ by p’ matrix with all elements equal 1. 
3.1. Algorithm I 
BY adding O(p, P) @ ((l/pW(p, P) @ C,) to F,(P*), we have 
F,( P’) = Fn( P”) + Ot PI P) @ 
where 0( p, p) is a p by p matrix with all elements equal 0. Then F,( p*) is 
given as 
F,(P2) = 
Let 
1 1;* 1: 
1Pl E( P’t P’> 1; 8 cp 
1s 1, @ c, cp2 + +P, P) @ cp 
c> = cp2 + +tp, P) 0 c,. 
1. (18) 
(19) 
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Direct computation shows that 
C& = OS, (20) 
[HP, PI 8 cpps = -PL (21) 
Cp2(lp @ z,-J = Oh 4, (22) 
(HP, P) @ c,)(l, @ zp-1) =P(lp @ cp). (23) 
Now F,( p*) can be factorized as 
F,(P*) = CA, (24 
where C is a block-diagonal matrix 
c=1ec,ecy2 (25) 
and A is the pre-addition matrix given as 
1;> 1: 
-E(p’, p’) 1; Q z/ . 1 (26) 1, 8 I$ 1s 
We can use (17) to compute the action of F,,( p*). The arithmetic count is 
given in Table VII. 
v-uriant 1. Matrix C can be diagonalized as 
where 
C = FDF, (27) 
F = 1 G3 F( p’) $ F(s), (28) 
TABLE VII 
M P*) 
Factor R.A. R.M. 
c 
A 
UP*) 
MP=) 
2(2p4 - 4p3 + 3p= - 4p + 3) 4(P - 1)=(P2 + 1) 
2(p2 + 5p - 6) 0 
2(2p4 - 4p3 + 4p2 + p - 3) 4(P - l)=(P* + 1) 
2(2p4 - 4p’ + lp’ - 5p) 4(P - l)*(P= + 1) 
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TABLE VIII 
Variant 1: Fn( p*) 
Factor R.A. R.M. 
F A, + 4 Mp + Ms 
D 2(P2 - 5) 4P2 - 3) 
A 2(p2 + 5p - 6) 0 
F,(P2) 
F~I(P’) 
2(2p2 + 5p - 11 + A, + A,) 
2(3p2 + 5p - 14 + 2A, + A,) 
2( Mp + MS) + 4( p2 - 3) 
2(2M, + MS) + 4(p2 + p - 5) 
Note. A,, the number of Real Addition required to compute F( p - 1); MP, the number 
of Real Multiplications required to compute F(p - 1); A,, the number of Real 
Additions required to compute F(S); Ms. the number of Real Multiplications required 
to compute F(s). 
and D is the diagonal matrix 
D=l@D,@D,, 
where 
Dp = F(p’)-‘C,F(p’)-’ 
and 
D, = F(s)-‘Cj’zF(s)-‘. 
(29) 
(30) 
(31) 
Equation (24) now can be written as 
see Table VIII. 
F,( p’) = FDFA; (32) 
J’oriant 2. The cost of additions in (32) can be reduced by interchang- 
ing the order of the computations. Let 
F,( p’) = FDBF, (33) 
where 
B = FAF-‘; (34) 
B can be explicitly written as 
1 * ePr e f 
B= -p’ept -p’e( p’, p’) Ipf 8 ej , (35) 
- se, PIP’ @ ep Is I 
where e, is a vector having n elements with only the first being 1, all others 
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e(n, n) = e, @ e:. (36) 
It is clear that computation (33) has fewer additions than that of (32), but 
we introduced some multiplications by a rational number. Matrix B has 
only 2( p + 3) real additions and six real numbers multiplied by an integer. 
Vuriant 3. To reduce the cost of additions required to perform the 
complex multiplications coming from the action of C, we note that each 
skew-circulant matrix has 
and 
By the action of 
where 
and 
where 
cy2 = x, x,* [ 1 x/ x, .
(37) 
(38) 
c, = (F(2) @ I,.,,) y,( F(2) 0 $,‘,J) (39) 
1 xp+ x; 0 
%‘F 0 
i 1 x*-x; ’ 
1 x, + xs* 
[ 
0 
yi'? 0 x, - x8* I * 
(42) 
The important thing is that both Yp and Y, have only real entries or purely 
imaginary entries. 
Set 
Y=l@Y,@r, (43) 
and 
H = 1 Q (F(2) 8 I,,,*) $ (F(2) 8 Is,*). (W 
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TABLE IX 
Variant 3: C 
Factor R.A. R.M. 
H 
Y 
c 
2(P2 - 1) 0 
p4 - 2p3 - 2p + 3 (P - WP2 + 1) 
p4 - 2p’ + 4p* - 2p - 1 P - U2(PZ + 1) 
Now we can write 
and 
see Table IX. 
C=HYH (45) 
F’( p’) = HYHA; (46) 
3.2. Algorithm II 
Since the matrix C, is non-singular, it follows that XP + X: and 
XP - XF are non-singular. Direct computation shows that 
(cp 8 1,)(1, @ ‘J = 1, Q CP. (47) 
Then, we have the factorization 
F,(P*) = CA, (48) 
where 
and 
c = 1 @ c, a3 ( cp 0 Ip) (49) 
i 1 I;, 1: ’ 
A = -lP, -Jqp’, p’) 1; @ If , (50) 
, -1s 1, 8 IP! Z I 
with 
Set 
L = xp - x;‘; (52) 
246 TOLIMIERI, LU, AND JOHNSON 
L is a non-singular matrix and we have 
Set L, = L 8 Ip. From (51) and (53), we have 
Zl z2 
z=(l*@L1l) z 
i i 2 
z 7 
1 
where 
and 
z, = (xp 69 Ip)Xs - (XT c3 Ip)Xs 
z, = (x, Q I,)Xs* - (x; 63 Ip)Xs. 
We see that Z is a real matrix. 
Set 
H = 1 CB (F(2) Q IP?,2) @ (F(2) @ I,,,). 
Direct computation shows that 
is the matrix 
B= 
1 
- 1,,/2 
0 P’P 
- L/2 
0 r/2 
H-‘AH-l = B (58) 
%,2 
0 fL;‘(Z, + Z,) 
tM 
0 :G’(z, - Z2) 
(53) 
(54) 
(55) 
(56) 
(57) 
i9) 
where 0, is the m-dimensional vector of all zeros, and O(m, m) is the m by 
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m matrix with all zeros, and 
* . - I 0 . . . PI/2 0 0 
(60) . . . 0 I 
P’/2 
- Ipy2 * * * Ipy2 
The matrix B is a real matrix. In fact, 
L;y 2, + z,) = (( xp + x;) -l 0 Ip)( xp* + x;), (61) 
I,;‘(z, - z,) = (( xp - x,*)-l @ Ip)( xpz - x;). (64 
We can now write 
Rewrite (63) as 
where 
I;,( p’) = CHBH. 
Fr( p’) = HDBH, 
D = H-‘CH 
(63) 
(64) 
(65) 
is the block-diagonal matrix 
D=le(X,+X;)e(x,-X;) 
@4X, + x;) @ I,) @ (VP - xp*) @ Ip). (66) 
The blocks of D are either real or purely imaginary. 
The arithmetic of factorization (64) is given in Table X. 
TABLE X 
F&J*) = HDBH 
Factor 
H 
D 
B 
F~(P~) 
R.A. 
2(P2 - 1) 
(P - V2(P + 1) 
(p-l)(p3-p2+p+3)-4 
(p - l)(p3 + sp + 6) - 4 
R.M. 
0 
(P2 - UP - 3) 
PZ(P - I)* 
(P - 1)(P3 - 2P - 3) 
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4. AN EXAMPLE OF N = pk CASE: M = 33 
Take z = 2 as a generator of the unit group U of Z/27, 
u = (2j: 0 Ij < 18}. 
The indexing set Z/27 is partitioned by the U-orbits 
D()=OU= (O}, 
D, = 9U = {9,18}, 
D, = 3U= {3,6,12,24,21,15}, 
4 = U. 
Consider the permutation rr of Z/27 defined by 
(1) 
(2) 
(3) 
(4 
(5) 
The matrix 
vr = {Do; D,; D,; D3}. (6) 
is given by 
F, = PF(27)P-' (7) 
I 
1 1; 1’6 lb3 
F, = 1, E(2,2) E&6) 
1; 8 c, 
’ 
(8) 
16 E(6,2) E(3,3)@ C, 1; 8 C, 
1 18 1, 8 c3 13 @ G C 21 I 
where P is the permutation matrix corresponding to V, C,, and C, are as 
defined in Section 2, and C,, is 
c,, = [ w”+*j) w  = e2ai/27e (9) 
Set 
c = 1 $ c, $ (c, @ I,) @ (c, @ I,). (10) 
The factorization of C from F, is governed by the following formulas 
which come from direct computation. 
(c, @ z3)(13 @ 12) = 13 Q c3, (11) 
w3 Q &al, @ 12) = 1, @ c3, 02) 
z(9) = (ccl 63 z3)cg, (13) 
1, @ z(9) = (q-1 @ Z,)(l, 0 c,), 04 
where 
A= 
with 
Writing 
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where Z(9) is the matrix Z in Section 2. Then 
FT = CA, 
1 1: 1: 1:s 
-12 -E(L 2) -Et% 6) 1; 03 I2 
-1, -E(6,2) E(3,3) 8 I, 1; Q Z(9) ’ 
- 11s 19 @ I2 13 @ Z(9) Z(27) 1 
Z(27) = (Cc1 @ I,)C,,. 
“’ = 
X(27) X*(27) 
X*(27) X(27) ’ 
we have 
Z(27) = 
4 (27) 
Z2(27) 
where 
and 
Z,(27) = uX(27) - u2X*(27) 
Z,(27) = uX*(27) - u2X(27), u = e2fli/3. 
We can see that A is a real matrix. 
Set 
H = 1 ~33 F(2) cB (F(2) 0 13) cB (F(2) Q 19) 
and 
e’= [l,O], 
f’= [l, -LO]. 
The matrix 
B = H-lAH-’ 
249 
05) 
06) 
07) 
(18) 
09) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
250 
is given by 
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where 
- 
e' e’ c3 1; 
-e’Qe -e’@e@l; 
e’ C3 e 0 1, 1; 0 1, 0 
0 f’@f 
0 13 @ Ul 0 
13 @f 0 /@ 4 
u 
1 
= ZlW + z*(9) 
2 ) 
= ZlW - u z*(9) 
2 2 ’ 
e’ 63 16 
19 0 
0 1; @f’ 
1;ey 0 
0 f’@ 4 
v, 0 
0 vz 
I/ 
1 
= G(27) + G(27) 
2 ’ 
I/ 
2 
= Zl(27) - z2(27) 
2 * 
This leads to the factorization 
F, = CHBH. 
We also have the variant 
F, = HDBH, 
where 
D is the diagonal matrix 
D = H-%H. 
D = 1 $ D3 $ (D, Q I,) @ (D, @ I,), 
> (26) 
(27) 
(28) 
(29) 
(30) 
(31) 
(32) 
(33) 
(34) 
where D3 was defined in Section 2. The arithmetic count of (32) is given in 
Table XI. 
TABLE XI 
Fn = HDBH 
Factor R.A. R.M. 
H 52 0 
D 0 26 
B 450 414 
4l 554 440 
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