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Abstract
The little Grothendieck theorem for Banach spaces says that every bounded linear operator between
C(K) and 2 is 2-summing. However, it is shown in [M. Junge, Embedding of the operator space OH and
the logarithmic ‘little Grothendieck inequality’, Invent. Math. 161 (2) (2005) 225–286] that the operator
space analogue fails. Not every cb-map v :K → OH is completely 2-summing. In this paper, we show
an operator space analogue of Maurey’s theorem: every cb-map v :K→ OH is (q, cb)-summing for any
q > 2 and hence admits a factorization ‖v(x)‖ c(q)‖v‖cb‖axb‖q with a, b in the unit ball of the Schatten
class S2q .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of operator spaces investigates subspace of C∗-algebras with their inherited ma-
tricial structure. Many concepts from Banach space theory can be formulated in the setting of
so-called “quantized Banach spaces.” In particular Grothendieck’s fundamental work on tensor
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spaces. Let us mention in particular Shlyakhtenko and Pisier’s version of Grothendieck’s the-
orem for operator spaces, Haagerup and Musat’s the very recent completion of Grothendieck’s
theorem for C∗-algebras [4] and the results in [7,19,20]. A fundamental object in the theory
of operator spaces is Pisier’s operator space OH, the only operator space completely isometric
to its anti-dual. Using their version of Grothendieck’s theorem for operator spaces, Pisier and
Shlyakhtenko obtained a characterization of completely bounded maps
u :A → OH
for every C∗-algebra A. Indeed u is completely bounded if and only if there exists a state φ and
a constant C > 0 such that ∥∥u(x)∥∥ C[φ(x∗x)φ(xx∗)] 14 .
This characterization should be considered as analogue of the little Grothendieck’s theorem in
the theory of Banach spaces. It is shown in [7] that a straightforward translation
πo2 (u) C‖u‖cb? (1.1)
does not hold in general, and not even uniformly for finite-dimensional C∗-algebra’s A. We will
define the completely 2-summing norm πo2 below.
In this paper we will approach from a different angle. Let us first recall the classical Banach
space theory. Let X be a Banach space with cotype q , i.e.
(∑
k
‖T xk‖qX
) 1
q
 cq(X)E
∥∥∥∥∑
k
εkxk
∥∥∥∥
X
holds for all finite families x1, . . . , xn ∈ X, where (εk)k1 is the classical Rademacher sequence
and E is the corresponding expectation. Maurey [14] showed that for a Banach space with cotype
q we have
L
(
C(K),X
)= Πp(C(K),X) (1.2)
holds for every p > q and every space of continuous functions C(K). Even for X = Lq([0,1])
and q > 2 the result is not true for p = q . Let us recall that a map T :X → Y is p-summing if
(
n∑
k=1
∥∥T v(ek)∥∥pY
) 1
p
 C
∥∥v :np′ → X∥∥.
Then πp(T ) = infC, where the infimum is taken over all constants satisfying the inequality
above for arbitrary u. In the setting of operator spaces we can easily adapt this notation and say
that T :E → F is (p, cb)-summing if
(
n∑∥∥T v(ek)∥∥pF
) 1
p
 C
∥∥v :np′ → E∥∥cbk=1
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(p, cb)-summing maps. Very little is known about the right concept of cotype q , although some
attempts have been made in the literature (see [9,15] and [11,12]). Clearly, we should expect that
OH has cotype 2. In this sense our main result is an operator space version of Maurey’s theorem:
Theorem 1.1. Let 2 < q < ∞. Then
CB
(
B(H),OH
)⊆ Πq,cb(B(H),OH).
The factorization theory for (q, cb)-summing maps is very satisfactory (see [5,17]). In the
finite-dimensional setting, the result reads as follows. Let
u :Mm → OH
be a completely bounded map. Then there are positive elements a, b with
‖a‖S2q , ‖b‖S2q  1
such that ∥∥u(x)∥∥ c(q)‖u‖cb‖axb‖q .
Note that the statement fails for q = 2 and indeed we have c(q)  c0( qq−2 )
1
2 for some con-
stant c0.
The definition of (p, cb)-summing maps lies in between Banach space and operator space
theory. In operator space theory a map T :E → F is called completely p-summing if∥∥[T u(eij )]∥∥Snp(F )  C∥∥u :Snp′ → E∥∥cb.
Then πop(T ) = infC, and Πop(E,F ) is the space of completely p summing maps between oper-
ator spaces E and F . Let us recall that for a matrix x = [xij ] with values in E the norm in Snp(E)
is defined as
‖x‖Snp(E) = inf
xij=∑kl aikyklbkj ‖a‖2p
∥∥[yij ]∥∥Mn(E)‖b‖2p,
where a = [aij ] and b = [bij ]. Note that every operator space carries a natural family of matrix
norms Mn(E). We refer to [17] for more details and properties of the vector-valued noncommu-
tative Lp spaces. It is well known that completely p-summing maps are completely bounded.
Therefore it is tempting to formulate the following strengthening of our result.
Problem. Let 2 < q < ∞. It is true that
CB
(
B(H),OH
)= Πoq (B(H),OH)? (1.3)
Our approach to Theorem 1.1 uses duality. We first show that the conclusion is equivalent to
p(2) = Πo1 (OH, p). (1.4)
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Sp(OH) = Πo1 (OH, Sp).
Here 1
p
+ 1
q
= 1 is the conjugate index. Following the general theory of completely 1-summing
maps we can realize the space Πo1 (OH, p) as a subspace of a noncommutative L1 space. Here
we invoke the results and methods from the recent paper [10] which shows that p is completely
isomorphic to subspace of a noncommutative L1 space with respect to a von Neumann algebra
with QWEP. Recall that a C∗-algebra A has WEP (Lance’s weak expectation property) if the
inclusion map iA :A ↪→ A∗∗ factors completely positively and completely contractively through
B(H) for some Hilbert space H . A C∗-algebra B has QWEP if there is a WEP C∗-algebra A
and two sided ideal I ⊆ A such that B ∼= A/I .
Based on recent results of Xu on embedding results using tools from real interpolation theory
(see [27]) and Pisier’s concrete embedding of OH using generalized free Gaussian variables (see
[20] and [19]), we can identify a rather concrete embedding of Πo1 (Sp,OH). We are then able to
show that at least for the identity id : np → n2 = OHn we have
πo1
(
id :n2 → np
)∼ ( q
q − 2
) 1
2
n
1
p . (1.5)
Unfortunately, calculating this norms turns out to be rather delicate and requires a detailed case
by case analysis in a 8-term quotient space. Using further properties of our concrete realiza-
tion, we can then find an intermediate vector-valued Orlicz norm estimating the completely
1-summing from above and the norm in p′(2) from below. Testing the Orlicz norm on the
sum of the unit vectors we obtain the full result from 1.5. Using the theory of tensor norms in
operator space, we can formulate the following application.
Corollary 1.2. Let 1 <p < 2. Then
Πop(OH, p) = Πo1 (OH, p)
with equivalent norms.
The paper is organized as follows. We collect some preliminaries in Section 2. In Section 3
we present the dual formulation (1.4). This requires us several embedding results into a non-
commutative L1 space, which will be given in the following section. In Section 4 we combine
the ideas of Junge [7], Xu [27], Pisier [19] and Junge and Parcet [10] of embedding OH and
Sp (1 < p < 2) into noncommutative L1 spaces. In Section 5 we use the information from the
previous section to find a concrete embedding of Πo1 (Sp,OH). In Section 6 we do the calculation
for the identity, which is crucial to our conclusion. In the last section we apply the “Orlicz space
argument” by Junge and Xu to explain that the result for the identity is enough to show our main
result.
2. Preliminaries and notations
We assume that the reader is familiar with standard concepts in operator algebra [23,24] and
operator space theory [3,18].
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p ∞ [18]. If (E0,E1) is a pair of operator spaces which is a compatible pair in the Banach
space sense, then E0 +p E1 refers to the quotient operator space of E1 ⊕p E2 by the subspace
{(x0, x1): x0 + x1 = 0}. Similarly E0 ∩p E1 refers to the diagonal subspace of E0 ⊕p E1. Note
that E0 ⊕p E1’s are all completely isomorphic for 1  p ∞ with a universal constant and
so are E0 +p E1’s and E0 ∩p E1’s. When p = 1 we simply write E0 +1 E1 as E0 + E1. We
will prefer E0 +2 E1 and E0 ∩2 E1 in Section 4 to be more precise in constant, while we prefer
E0 +E1 in the following sections since we have
(E0 +E1) ⊗̂ (F0 + F1) ∼= (E0 ⊗̂ F0)+ (E1 ⊗̂ F1)
completely isometrically, where ⊗̂ is the projective tensor product of operator spaces.
For a Hilbert space H we denote the column, the row and the operator Hilbert space on H
by Hc , Hr and H oh, respectively. For 1 p ∞ and n ∈ N we denote Rnp = [Rn,Cn] 1
p
, where
[·,·] 1
p
implies complex interpolation in the operator space sense [16].
We will frequently use noncommutative L1 spaces in this paper. For a σ -finite von Neumann
algebra A with a distinguished normal faithful state φ with density D the noncommutative L1-
space in the sense of Haagerup is denoted by L1(A) (= L1(A, φ)). There is a natural operator
space structure on L1(A) as the predual of A.
Vector-valued L1-spaces can be defined for Rn1 , C
n
1 and OHn as follows:
L1
(A;Rn1 ) :=
{
n∑
i=1
xi ⊗ e1i
}
⊆ L1(A⊗Mn),
L1
(A;Cn1 ) :=
{
n∑
i=1
xi ⊗ ei1
}
⊆ L1(A⊗Mn)
and
L1(A;OHn) :=
[
L1
(A;Rn1 ), L1(A;Cn1 )] 12 .
Let A be a sub-von Neumann algebra of A and E :A→ A a normal faithful conditional ex-
pectation satisfying
φ = φ|A ◦ E.
Then, the space Lr1(A,E) and Lc1(A,E) [6] are defined by the completions of DA andAD under
the norms
‖Dx‖Lr1(A,E) =
∥∥(DE(xx∗)D) 12 ∥∥
L1(A)
and ‖xD‖Lc1(A,E) =
∥∥(DE(x∗x)D) 12 ∥∥
L1(A)
,
respectively.
Since L2(A) is a Hilbert space we can consider Lr12 (A) and Lc12 (A) endowed with operator
space structures in the sense of R1 = C and C1 = R, then their operator space structure can be
described as follows. Let trA the unique tracial functional on L1(A) satisfying
φ(a) = trA(aD)
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= ∥∥(IMm ⊗ φ)(aa∗) 12 ∥∥Sm1
and ∥∥b(D 12 ⊗ ISm1 )∥∥Sm1 (Lc12 (A)) = ∥∥(ISm1 ⊗ trA)((ISm1 ⊗D 12 )b∗b(ISm1 ⊗D 12 )) 12 ∥∥Sm1
= ∥∥(IMm ⊗ φ)(b∗b) 12 ∥∥Sm1
for a, b ∈ Sm1 ⊗A and m ∈ N.
We use the symbol a  b if there is a C > 0 such that a  Cb and a ∼ b if a  b and b a.
3. The dual problem
We present a dual formulation of the original problem, which enables us to do concrete
calculations. For a linear map v : E → F between operator spaces we consider Γ∞-norm and
γ∞-norm of v defined by
Γ∞(v) = inf‖α‖cb‖β‖cb,
where the infimum is taken over all Hilbert space H and the factorization
iF v :E
α−→ B(H) β−→ F ∗∗, where iF is the inclusion F ↪→ F ∗∗
and
γ∞(v) = inf‖α‖cb‖β‖cb,
where the infimum is taken over all m ∈ N and the factorization
v :E α−→ Mm β−→ F.
See [7, Section 4] or [2] for the details.
Theorem 3.1. Let 1 <p < 2 and 1
p
+ 1
p′ = 1. Then, the following conditions are equivalent.
(1) For any Hilbert space H we have
CB
(
B(H),OH
)⊆ Πp′,cb(B(H),OH).
(2) There is a constant C > 0 such that
πo1 (Tx : OH → p) C‖x‖p(OH)
for all x ∈ p(OH) and Tx : OH → p , the linear map naturally associated to x.
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Proof. (1) ⇒ (2). By a standard density argument it is enough to consider n-dimensional case,
n ∈ N, np(OHn) instead of p(OH). Then, since Γ∞ = γ∞ for linear maps between finite-
dimensional spaces (see [2]) and γ∞ is the trace dual of πo1 , (2) is equivalent to
‖y‖n
p′ (OHn) C · Γ∞
(
T y :np → OHn
) (3.1)
for all y ∈ n
p′(OHn) and T
y :np → OHn, the linear map naturally associated to y. Now for any
 > 0 we have a factorization T y :np
α−→ B(H) β−→ OHn with
‖α‖cb‖β‖cb  (1 + )Γ∞
(
T y
)
.
Then, for y =∑ni=1 ei ⊗ yi ∈ np′(OHn) we have
‖y‖n
p′ (OHn) =
(
n∑
i=1
‖yi‖p
′
OHn
) 1
p′
=
(
n∑
i=1
∥∥T yei∥∥p′OHn
) 1
p′
 πp′,cb
(
T y
)∥∥∥∥∥
n∑
i=1
ei ⊗ ei
∥∥∥∥∥
n
p′⊗minnp
= πp′,cb
(
T y
)∥∥np → np, ei → ei∥∥cb
= πp′,cb
(
T y
)
 πp′,cb(β)‖α‖cb
 C‖β‖cb‖α‖cb  C(1 + )Γ∞
(
T y
)
for some constant C > 0 coming from the inclusion (1).
(2) ⇒ (1). With the same reason as above it is enough to consider OHn instead of OH. Let
u :B(H) → OHn. Then for any (xi)mi=1 ⊆ B(H) and v :mp → B(H), ei → xi , we have by (3.1)
(
n∑
i=1
‖uxi‖p
′
OHn
) 1
p′
=
(
n∑
i=1
‖uvei‖p
′
OHn
) 1
p′
C · Γ∞(uv)
 C‖u‖cb‖v‖cb = C‖u‖cb
∥∥∥∥∥
m∑
i=1
ei ⊗ xi
∥∥∥∥∥
m
p′⊗minB(H)
,
which implies πp′,cb(u) C‖u‖cb.
(2) ⇔ (3). Again, we are enough to consider finite-dimensional cases. Note that there is a com-
pletely isomorphic embedding OHn
i
↪→ Lp(M) for a von Neumann algebra with QWEP. This
noncommutative Lp space is understood in the sense of Haagerup. Then, by [28, Corollary 10]
we have
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(
Tx : OHn → np
)∼ πop(Tx ◦ i∗ : i(OHn)∗ → np)
= ∥∥Inp ⊗ i(x)∥∥np(Lp(M)) ∼ ‖x‖np(OHn)
for any x ∈ np(OHn). 
Remark 3.2. By a similar argument as the above theorem we can show that for 1 < p < 2 and
1
p
+ 1
p′ = 1 the followings are equivalent.
(1′) For any Hilbert space H we have
CB
(
B(H),OH
)⊆ Πop′(B(H),OH).
(2′) There is a constant C > 0 such that
πo1 (Tx : OH → Sp) C‖x‖Sp(OH)
for all x ∈ Sp(OH) and Tx : OH → Sp , the linear map naturally associated to x.
(3′) Πop(OH, Sp) ⊆ Πo1 (OH, Sp).
At the time of this writing we could not answer this question.
If we look at the condition (3′), then (3) of Theorem 3.1 is a particular case the above question,
which we are dealing with diagonals. Thus, it is natural to consider columns and rows as the next
candidate of particular cases. That is to say we are interested in the following question:
(3′′) Πop(OH,Cp) ⊆ Πo1 (OH,Cp) (respectively Πop(OH,Rp) ⊆ Πo1 (OH,Rp)),
which is true and can be explained in a similar way yet the calculation is much simpler.
Now we focus on the n-dimensional (n ∈ N) case of (2) of Theorem 3.1. The right-hand
side term ‖x‖np(OHn) is easy to describe, so the point is to describe the left-hand side term
πo1 (Tx : OHn → np) in a concrete way.
Suppose there are embeddings
OH
i
↪→ E ⊆ L1(M) and p j↪→ F ⊆ L1(N )
for some von Neumann algebras M and N with QWEP and cb-projections
P :L1(M) → E and Q :L1(N ) → F
with P |E = IE and Q|F = IF , then by [7, Lemmas 4.4 and 4.5] we have
πo1
(
Tx : OHn → np
)∼ πo1 (j ◦ Tx ◦ i∗ : i(OHn)∗ → j(np))
= ∥∥i ⊗ j (x)∥∥
L1(M)⊗̂L1(N )
for all x ∈ OHn ⊗ np . Thus, it would be the first task to find such embeddings with E and F are
concrete spaces, which will be considered in the following section.
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von Neumann algebra with QWEP
4.1. Some aspects of real interpolation approach
When we want to embed OH into the predual of a von Neumann algebra it is very important to
observe that it is completely isomorphic to a subspace of quotient of R ⊕C [7,19,27]. Similarly,
the embedding of Sp (1 <p < 2) [10] starts with the observation that Cp and Rp are completely
isomorphic to a subspace of quotient of R ⊕ OH and C ⊕ OH, respectively. In this section we
review the real interpolation approach by Xu [25–27] to the above observations.
Let 1 <p < ∞, θ = 1
p
and α ∈ R. For a Banach space X we denote X-valued L2(R+, t2α dtt )
space by L2(tα;X). Now we let
Kθ = Lc2
(
t−θ ;2
)+2 Lr2(t1−θ ;2) and Jθ = Lc2(t−θ ;2)∩2 Lr2(t1−θ ;2).
Let Cθ;K be the subspace of Kθ consisting of constant functions and Cθ;J be the quotient
space of Jθ by the subspace of mean zero functions. If we look at the Banach space level then
Cθ;K and Cθ;J are nothing but the interpolation of 2 with itself, so that we clearly recover
2 regardless of θ . However by posing column and row Hilbert space structure in the above
way we get a completely isomorphic copy of Cp , which now depends on θ = 1p . Note that
(Cθ;J )∗ = C1−θ;K completely isometrically.
Proposition 4.1. Let 1 < p < ∞ and θ = 1
p
. Then, Cp and Cθ;K are completely isomorphic
allowing constant depending only on θ . More precisely, we have∥∥∥∥∥
n∑
i,j=1
xij ⊗ 1 ⊗ eij
∥∥∥∥∥
Mm(Cθ;K)
∼ θ− 12 (1 − θ)− 12
∥∥∥∥∥
n∑
i,j=1
xij ⊗ eij
∥∥∥∥∥
Mm(Cp)
,
where 1 implies the constant scalar function with value 1.
Proof. See [27, Theorem 3.3]. Note that the factor of θ− 12 (1 − θ)− 12 was ignored in the proof,
which should have appeared when we were dealing with the interpolation of two Lp spaces with
different measures (see [1]). 
For 1 < p < 2 we can consider two variations of the above interpolation. Now we pose row
and operator (respectively column and operator) Hilbert space structure as follows, so that we
get Cp (respectively Rp).
For 0 < θ < 1 we let
Kc,θ = Lr2
(
t−θ ;2
)+2 Loh2 (t1−θ ;2), Kr,θ = Lc2(t−θ ;2)+2 Loh2 (t1−θ ;2),
Jc,θ = Lc2
(
t−θ ;2
)∩2 Loh2 (t1−θ ;2) and Jr,θ = Lr2(t−θ ;2)∩2 Loh2 (t1−θ ;2).
Let Cc,θ;K (respectively Rr,θ;K ) be the subspace of Kc,θ (respectively Kr,θ ) consisting of con-
stant functions and Rc,θ;J (respectively Cr,θ;J ) be the quotient space of Jc,θ (respectively Jr,θ )
by the subspace of mean zero functions. Note that
(Rc,θ;J )∗ = Cc,θ;K
(
respectively (Cr,θ;J )∗ = Rr,θ;K
)
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Proposition 4.2. Let 1 < p < 2, 1
p
+ 1
p′ = 1 and θ = 2p′ . Then, Cp and Cc,θ;K (respectively Rp
and Rr,θ;K ) are completely isomorphic allowing constant depending only on θ . More precisely,
we have ∥∥∥∥∥
n∑
i,j=1
xij ⊗ 1 ⊗ eij
∥∥∥∥∥
Mm(Cc,θ;K)
∼ θ− 12 (1 − θ)− 12
∥∥∥∥∥
n∑
i,j=1
xij ⊗ eij
∥∥∥∥∥
Mm(Cp)
.
The situation for Rr,θ;K is similar.
Proof. The following proof is similar to that of [27, Theorem 3.3]. Recall that [16, Theorem 8.4]
for x = (xk) ∈ Mm(Cp) we have
‖x‖Mm(Cp) = sup
{(∑
k1
‖axkb‖22
) 1
2
: ‖a‖Sm2p ,‖b‖Sm2p′  1, a, b > 0
}
.
For fixed a and b with ‖a‖Sm2p ,‖b‖Sm2p′  1 and a, b > 0 we consider
A0 = Lap and A1 = L
a
p
2
R
b
p′
2
,
where Lα and Rβ implies left and right multiplications by α and β , respectively, on H = 2(Sm2 ).
Then A0 and A1 are commuting invertible positive bounded operators on H , and Ai induces an
equivalent norm ‖ · ‖i on H as follows:
‖x‖i := ‖Aix‖, i = 0,1.
Let Hi be H equipped with ‖ ·‖i . Then (H0,H1) becomes a compatible couple of Hilbert spaces,
which can be identified as a couple of weighted L2 spaces. Then by real interpolation of L2
spaces with different weight (see [1]) we have
(∑
k1
‖axkb‖22
) 1
2 = ∥∥A1−θ0 Aθ1x∥∥∼ c−1θ ‖x‖(H0,H1)2,θ;K
for some cθ ∼ θ− 12 (1 − θ)− 12 .
Now we suppose ‖x‖Mm(Cc,θ;K) < 1. Then, there are f ∈ Mm(Lr2(t−θ ;2)) and g ∈
Mm(L
oh
2 (t
1−θ ;2)) such that x = f (t)+ g(t) for almost all t ∈ (0,∞),
∥∥∥∥∥
∞∫ ∑
k1
fk(t)f
∗
k (t)t
−2θ dt
t
∥∥∥∥∥
M
< 1
0 m
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∞∫
0
∑
k1
gk(t)⊗ gk(t)t2(1−θ) dt
t
∥∥∥∥∥
Mm⊗minMm
< 1.
Moreover, we have
‖f ‖2
L2(t−θ ;H0) =
∞∫
0
∥∥f (t)∥∥2
H0
t−2θ dt
t
=
∞∫
0
∑
k1
trm
(
apfk(t)f
∗
k (t)a
p
)
t−2θ dt
t
= trm
(
a2p
∞∫
0
∑
k1
fk(t)f
∗
k (t)t
−2θ dt
t
)

∥∥a2p∥∥1
∥∥∥∥∥
∞∫
0
∑
k1
fk(t)f
∗
k (t)t
−2θ dt
t
∥∥∥∥∥
Mm
< 1
and by [18, (7.3)′]
‖g‖2
L2(t1−θ ;H1) =
∞∫
0
∥∥g(t)∥∥2
H1
t2(1−θ) dt
t
=
∞∫
0
∑
k1
trm
(
a
p
2 gk(t)b
p′g∗k (t)a
p
2
)
t2(1−θ) dt
t
= trm
( ∞∫
0
∑
k1
apgk(t)b
p′g∗k (t)t2(1−θ)
dt
t
)

∥∥ap∥∥2∥∥bp′∥∥2
∥∥∥∥∥
∞∫
0
∑
k1
gk(t)⊗ gk(t)t2(1−θ) dt
t
∥∥∥∥∥
Mm⊗Mm
< 1.
Thus, we have ‖x‖(H0,H1)2,θ;K <
√
2, and consequently
Cc,θ;K ⊆ Cp with cb-norm c−1θ
√
2.
Using J-method we can similarly show that
Rc,θ;J ⊆ Rp with cb-norm cθ
√
2.
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a
p′
2
R
b
p
2
. Then, by duality we get the desired
cb-isomorphism.
The proof for Rp and Rr,θ;K is similar. 
4.2. The case of OH
In this section we consider the case of OH, which was first done by Junge [7] and explained
in different forms by Pisier [19] and Xu [27].
We will continue to employ the real interpolation approach as in the previous section. Now
we set θ = 12 and consider a discretization K 12 ,δ (1 < δ  2) of K 12 defined by
K 1
2 ,δ
:= c2
(
δ−
k
2 ;2
)+2 r2(δ k2 ;2), (4.1)
where 2(δkα;2) denotes the weighted 2(N)-valued 2 space on Z with respect to the weight
(δ2kα)k∈Z. Then, K 1
2 ,δ
is δ-completely isomorphic to K 1
2
. In order to show that K 1
2 ,δ
can be
embedded into the predual of a von Neumann algebra we need some tools from free probability.
Let H be a Hilbert space with Hilbert space basis (e±n)n1. Then we consider the full Fock
space F(H) = CΩ⊕n1H⊗n, the left creation operator (e) and the left annihilation operator
∗(e) on F(H) associated to e ∈H. Let
gn = λ−
1
2
n (en)+ λ
1
2
n 
∗(e−n)
for some sequence (λn)n1 of strictly positive real numbers. These gn’s are called “generalized
circular elements” by Shlyakhtenko [20,22], and it is well known that the von Neumann algebra
M generated by {gn: n  1} has QWEP. Moreover, if we let DΦ be the density of the vector
state Φ on M determined by the vacuum vector Ω , then D
1
2
ΦgnD
1
2
Φ ∈ L1(M) and the operator
space
G∗ = span
{
D
1
2
ΦgnD
1
2
Φ : n 1
}⊆ L1(M)
is 2-completely isomorphic to c2(N, λ
1
2
n ) + r2(N, λ
− 12
n ) and is 2-completely complemented in
L1(M). Note that we have [22]
D
1
2
ΦgnD
1
2
Φ = λngnDΦ = λ−1n DΦgn. (4.2)
Now we go back to our original concern K 1
2 ,δ
. If we set
H= 2(Z;2)⊕2 2(Z;2)
with basis {ek ⊗ ej : k ∈ Z, j ∈ N} ∪ {fk ⊗ ej : k ∈ Z, j ∈ N} and
λk,j = δk for k ∈ Z and j ∈ N,
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gk,j
(= gδk,j )= δ− k2 (ek ⊗ ej )+ δ k2 ∗(fk ⊗ fj ),
and
GN∗
(= GN∗ (δ))= span{D 12Φgk,jD 12Φ : k ∈ Z, j ∈ N}⊆ L1(MN)
is our desired embedding.
More precisely if we set M(j) = {gk,j : k ∈ Z}′′, then Mj ’s are all isomorphic and free each
other. Let φj be the restriction of Φ on M(j), and we set
(Mn,Φ) = n∗
j=1
(
M(j),φj
)
.
Note that M∞ =MN. Now we denote
M(1), φ1 and (gk,1)k∈Z by simply M , φ and (gk)k∈Z, (4.3)
respectively, and let ρj :M ↪→Mn = ∗nj=1Mj be the natural embedding into the j th component.
Then since
ρj (gk) = gk,j and ρj
(
D
1
2
φ xD
1
2
φ
)= D 12Φρj (x)D 12Φ
for the density Dφ of φ and x ∈ M we have the following with the help of Proposition 4.1. This
observation is a combination of the ideas in [27] and [19].
Proposition 4.3. Let n ∈ N ∪ {∞} and 1 < δ  2. Then OHn is cb-embedded in a completely
complemented subspace
Gn∗ = span
{
D
1
2
Φgk,jD
1
2
Φ : k ∈ Z, 1 j  n
}⊆ L1(Mn)
with the constants independent of δ and n by the following embedding:
vδn : OHn → Gn∗ ⊆ L1
(
n∗
j=1Mj
)
, ej → ρj
(∑
k∈Z
D
1
2
φ gkD
1
2
φ
)
=
∑
k∈Z
D
1
2
Φgk,jD
1
2
Φ.
4.3. The case of Sp (1 < p < 2)
In this section we consider the case of Sp (1 <p < 2) following the very recent work of Junge
and Parcet [10]. The starting point of this embedding is the factorization
Sp = Cp ⊗h Rp
and cb-embeddings
Cp ↪→ (R ⊕2 OH)/
(
R ∩2 oh2 (λ)
)⊥
and Rp ↪→ (C ⊕2 OH)/
(
C ∩2 oh2 (λ)
)⊥
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space on the weighted 2 space with respect to the weight λ2 for a sequence of strictly positive
real numbers λ = (λk)k1.
The next step is to consider a diagonal operator dλ4 =
∑
k λ
4
kekk , which can be regarded as
the density Dψ associated to a normal strictly semifinite faithful (n.s.s.f. in short) weight ψ
on B(2). Let qn be the projection ∑kn ekk and ψn be the restriction of ψ to the subalgebra
Mn = qnB(2)qn. Now we set
kn = ψn(qn) =
n∑
k=1
λ4k,
and let ϕn and ϕ˜n be states on Mn and Mn ⊕Mn, respectively, defined by
ϕn = ψn/kn and ϕ˜n(x, y) = 12
(
ϕn(x)+ ϕn(y)
)
for x, y ∈ Mn.
If kn is an integer, then we have a nice embedding of
K1,2(ψn) =
[
(Rn ⊕2 OHn)/
(
Rn ∩2 oh2 (λ)
)⊥]⊗h [(Cn ⊕2 OHn)/(Cn ∩2 oh2 (λ))⊥]
as follows.
Proposition 4.4. Assume that kn =∑nk=1 λ4k is an integer and define
An = kn∗
j=1(Mn ⊕Mn, ϕ˜n).
If πj :Mn ⊕Mn →An is the natural embedding into the j th component ofAn, then the mapping
wn :K1,2(ψn) → L1(An;OHkn), x →
1
kn
kn∑
j=1
πj (x,−x)⊗ ej ,
is a cb-embedding with constants independent of n.
Proof. See [10, Lemma 2.11]. 
Combining with Proposition 4.3 we get an embedding K1,2(ψn) ↪→ L1(An ⊗ Mkn) by
(IL1(An) ⊗ vkn) ◦wn. Now we consider the embedding for
K1,2(ψ) =
[
(R ⊕2 OH)/
(
R ∩2 2(λ)oh
)⊥]⊗h [(C ⊕2 OH)/(C ∩2 2(λ)oh)⊥].
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approximate each kn by its closest integer. This allows us to recover K1,2(ψ) by a completely
isometric embedding
K1,2(ψ) =
⋃
n1
K1,2(ψn) ↪→
∏
n,U
K1,2(ψn).
Thus, according to [21] we get a cb-embedding
K1,2(ψ) ↪→ L1(B) with B =
(∏
n,U
(An⊗Mkn)∗
)∗
,
and by the stability of QWEP with respect to free product, tensor product and ultraproduct [6,7]
B also satisfies QWEP.
However the embedding above is not appropriate for our purpose, since we do not know
whether K1,2(ψ) itself is cb-complemented in L1(B) or not, so that we need to find another
embedding of K1,2(ψ) which is cb-complemented in the noncommutative L1 space with respect
to a von Neumann algebra with QWEP. We will use the following noncommutative version of
Rosenthal’s inequality for identically distributed random variables in L1 from [8] and [10].
LetN andA be σ -finite von Neumann algebras with a normal faithful conditional expectation
EN :A→N . We recall that a family of von Neumann algebras (Ak)k1 satisfyingN ⊆ Ak ⊆A
is a system of symmetrically independent copies over N (s.i.c. in short) when
(i) If a ∈ 〈A1, . . . ,Ak−1,Ak+1, . . .〉 and b ∈ Ak , then we have
EN (ab) = EN (a)EN (b).
(ii) There is a von Neumann algebra A containing N , a normal faithful conditional expectation
E0 : A →N and isomorphisms πk : A → Ak such that
EN ◦ πk = E0
and the following holds for every permutation α of the integers:
EN
(
πj1(a1) · · ·πjm(am)
)= EN (πα(j1)(a1) · · ·πα(jm)(am)).
(iii) There is a normal faithful conditional expectation Ek :A→ Ak such that
EN = E0π−1k Ek.
Proposition 4.5. Let N , A and (Ak)k1 are as before and (Ak)k1 is a system of s.i.c. over N .
Then for x ∈ L1(A) with E0(x) = 0 we have∥∥∥∥∥
n∑
k=1
πk(x)
∥∥∥∥∥
L1(A)
∼ inf
x=x1+x2+x3
n‖x1‖L1(A) + n
1
2 ‖x2‖Lr1(A,E0) + n
1
2 ‖x3‖Lc1(A,E0).
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Now we turn our attention back to K1,2(ψn) and assume that kn =∑nk=1 λ4k is an integer as
before. Then it is clear that (
πj (Mn ⊕Mn)⊗ ρj (M)
)kn
j=1
is s.i.c. over C with
A=An ⊗Mkn , A = (Mn ⊕Mn)⊗M,
EC = kn∗
j=1 ϕ˜n ⊗
kn∗
j=1φ and E0 = ϕ˜n ⊗ φ,
where M and φ are from (4.3), so that we can calculate the norm of the image of (IL1(An) ⊗
vkn) ◦wn as follows.
Proposition 4.6. Assume that we are in the same situation as in Proposition 4.4 and let γ1 =∑
k∈Z D
1
2
φ gkD
1
2
φ ∈ L1(M), where M , φ and (gk)k∈Z are from (4.3). Then for x ∈ L1(Mn) we
have ∥∥∥∥∥
kn∑
k=1
πj (x,−x)⊗ ρj (γ1)
∥∥∥∥∥
L1(A)
∼ inf
x⊗γ1=x1+x2+x3
kn‖x1‖L1(A′) + k
1
2
n ‖x2‖Lr1(A′,E1) + k
1
2
n ‖x3‖Lc1(A′,E1),
where A′ = Mn ⊗M and E1 = ϕn ⊗ φ.
Proof. This is a direct application of Proposition 4.5 taking the completely contractive map
L1(A) → L1(A′), (x, y) → 12 (x − y) into account. 
Now we consider a cb-embedding of K1,2(ψn) into
K1RC1(ψn ⊗ φ) = knL1(A′)+ k
1
2
n L
r1
2 (A
′)+ k
1
2
n L
c1
2 (A
′).
More precisely, we have
‖x‖Sm1 (K1RC1 (ψn⊗φ)) = inf
{
kn‖x1‖Sm1 (L1(A′)) + k
1
2
n ‖x2‖Sm1 (Lr12 (A′)) + k
1
2
n ‖x3‖Sm1 (Lc12 (A′))
}
,
where the infimum runs over all possible decompositions
x = x1 +
(
ISm1
⊗D
1
2
ϕn⊗φ
)
x2 + x3
(
ISm1
⊗D
1
2
ϕn⊗φ
)
,
where Dϕn⊗φ is the density of ϕn ⊗ φ.
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ping
un :K1,2(ψn) →K1RC1(ψn ⊗ φ), x →
1
kn
x ⊗ γ1,
is a cb-embedding with constants independent of n. Furthermore, K1RC1(ψn ⊗ φ) is completely
complemented in L1(∗knj=1(A′ ⊕ A′)) with constants independent of n.
Proof. We consider Mm(A), Mm(A) and IMm ⊗ E0 instead of A, A and E0, respectively, and
apply Proposition 4.5 taking the contractive map
Sm1
(
L1(A)
)→ Sm1 (L1(A′)), (x, y) → 12 (x − y),
into account. Note that we have
∥∥(ISm1 ⊗D 12ϕn⊗φ)a∥∥Sm1 (Lr12 (A′)) = m∥∥(ISm1 ⊗Dϕn⊗φ)a∥∥Lr1(Mm(A′),IMm⊗E1)
and
∥∥b(D 12ϕn⊗φ ⊗ ISm1 )∥∥Sm1 (Lc12 (A′)) = m∥∥b(Dϕn⊗φ ⊗ ISm1 )∥∥Lc1(Mm(A′),IMm⊗E1).
The second statement is from [7, Corollary 7.10]. 
Remark 4.8. The above approach is the same as that of [10], which was used in constructing
the embedding of Sp into the predual of a hyperfinite von Neumann algebra. However, we are
usingAn, the free product of Mn ⊕Mn to be consistent with Proposition 4.4 instead of the tensor
product of Mn ⊕Mn.
We can describe the operator space structure of un(K1,2(ψn)) more precisely. Let
Kδn = Rn ⊗̂Cn ⊗̂
(
r2
(
δ
k
2
)+ c2(δ− k2 ))
+Rn ⊗̂ r2
(
λ−2
) ⊗̂ r2(δ k2 )+ c2(λ−2) ⊗̂Cn ⊗̂ c2(δ− k2 )
=Kδn(L1)+Kδn(r)+Kδn(c),
where λ−2 means the sequence (λ−2k )k1.
Proposition 4.9. Assume that we are in the same situation as in the Proposition 4.6. Let 1 < δ  2
and P(= Pδ) :L1(M) → G1∗ be the canonical projection onto G1∗. Then
(ISn1
⊗ P)K1RC1(ψn ⊗ φ) →Kδn,
1
kn
x ⊗D
1
2
φ gkD
1
2
φ → x ⊗ ek,
is a complete isomorphism with constants independent of δ and n.
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1
kn
‖x‖Sm1 (K1RC1 (ψn⊗φ))
= inf{‖x1‖Sm1 (L1(A′)) + k− 12n ‖x2‖Sm1 (Lr12 (A′)) + k− 12n ‖x3‖Sm1 (Lc12 (A′)):
x = x1 +
(
ISm1
⊗D
1
2
ϕn⊗φ
)
x2 + x3
(
ISm1
⊗D
1
2
ϕn⊗φ
)}
= inf{‖y1‖Sm1 (L1(A′)) + k− 12n ∥∥(ISm1 ⊗D− 12ϕn⊗φ)y2∥∥Sm1 (Lr12 (A′))
+ k−
1
2
n
∥∥y3(ISm1 ⊗D− 12ϕn⊗φ)∥∥Sm1 (Lc12 (A′)): x = y1 + y2 + y3}
= inf{‖y1‖Sm1 (L1(A′)) + ∥∥(ISm1 ⊗D− 12ψn⊗φ)y2∥∥Sm1 (Lr12 (A′))
+ ∥∥y3(ISm1 ⊗D− 12ψn⊗φ)∥∥Sm1 (Lc12 (A′)): x = y1 + y2 + y3},
where Dψn⊗φ is the density of ψn ⊗ φ.
Let yi =∑k yi,k ⊗D 12φ gkD 12φ for i = 1,2,3. For the first term we have
∥∥∥∥∑
k
y1,k ⊗D
1
2
φ gkD
1
2
φ
∥∥∥∥
Sm1 (L1(A′))
=
∥∥∥∥∑
k
y1,k ⊗D
1
2
φ gkD
1
2
φ
∥∥∥∥
Sm1 (S
n
1 (G
1∗))
∼
∥∥∥∥∑
k
y1,k ⊗ ek
∥∥∥∥
Sm1 ⊗̂Kn(L1)
.
For the second term we recall that gkDφ = δ−2kDφgk by (4.2), then we have
∥∥∥∥(ISm1 ⊗D− 12ψn⊗φ)∑
k
y2,k ⊗D
1
2
φ gkD
1
2
φ
∥∥∥∥
Sm1 (L
r1
2 (A′))
=
∥∥∥∥∑
k
(ISm1
⊗ dλ−2)y2,k ⊗ gkD
1
2
φ
∥∥∥∥
Sm1 (S
n
1 (L
r1
2 (A′)))
=
∥∥∥∥(ISm1 ⊗ trA′)
(∑
k,l
(ISm1
⊗ dλ−2)y2,ky∗2,l(ISm1 ⊗ dλ−2)⊗ gkDφg∗l
) 1
2
∥∥∥∥
Sm1
=
∥∥∥∥(ISm1 ⊗ trA′)
(∑
k,l
(ISm1
⊗ dλ−2)y2,ky∗2,l(ISm1 ⊗ dλ−2)⊗ δ−2kDφgkg∗l
) 1
2
∥∥∥∥
Sm1
=
∥∥∥∥(∑(ISm1 ⊗ dλ−2)y2,ky∗2,l(ISm1 ⊗ dλ−2)φ(gkg∗l )δ−2k
) 1
2
∥∥∥∥
Smk,l 1
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∥∥∥∥(∑
k
(ISm1
⊗ dλ−2)y2,ky∗2,k(ISm1 ⊗ dλ−2)δ−k
) 1
2
∥∥∥∥
Sm1
=
∥∥∥∥∑
k
(ISm1
⊗ dλ−2)y2,k ⊗ δ−
k
2 ek
∥∥∥∥
Sm1 ⊗̂Lc2(Mn)⊗̂c2(Z)
=
∥∥∥∥∑
k
y2,k ⊗ ek
∥∥∥∥
Sm1 ⊗̂Kn(c)
,
where dλ−2 is the diagonal operator
∑
k λ
−2kekk .
Similarly, we have∥∥∥∥∑
k
y3,k ⊗D
1
2
φ gkD
1
2
φ
(
ISm1
⊗D−
1
2
ψn⊗φ
)∥∥∥∥
Sm1 (L
c1
2 (A′))
=
∥∥∥∥∑
k
y3,k ⊗ ek
∥∥∥∥
Sm1 ⊗̂Kn(r)
. 
Let us considerK1,2(ψ) again. Then, we may assume that kn =∑nk=1 λ4k’s are non-decreasing
positive integers as before. This allows us to recover K1,2(ψ) by a completely isometric embed-
ding
K1,2(ψ) =
⋃
n1
K1,2(ψn) ↪→
∏
n,U
K1,2(ψn).
Thus, according to [21] we get a cb-embedding
K1,2(ψ) ↪→
∏
n,U
(ISn1
⊗ P)K1RC1(ψn ⊗ φ) ⊆ L1(B) with B =
(∏
n,U
( kn∗
j=1(A
′ ⊕ A′)
)
∗
)∗
,
where A′ = Mn ⊗ M , and by the stability of QWEP with respect to free product, tensor prod-
uct and ultraproduct B also satisfies QWEP. Moreover, since each (ISn1 ⊗ P)K1RC1(ψn ⊗ φ)
is cb-complemented in L1(∗knj=1(A′ ⊕ A′)) with uniformly bounded cb-norms
∏
n,U (ISn1 ⊗
P)K1RC1(ψn ⊗ φ) is also cb-complemented in L1(B).
Furthermore, by Proposition 4.9 we have the cb-isomorphism
K1,2(ψ) ∼= R ⊗̂C ⊗̂
(
r2
(
δ
k
2
)+ c2(δ− k2 ))
+R ⊗̂ r2
(
λ−2
) ⊗̂ r2(δ k2 )+ c2(λ−2) ⊗̂C ⊗̂ c2(δ− k2 ). (4.4)
5. The change of density
In this section we present a concrete embedding of Πo1 (OH, Sp) using the materials in the
previous section. As was pointed out in Section 3 we need to consider embeddings of OH and Sp .
In the case of OH we have by Proposition 4.3
vδn : OH → GN∗ ⊆ L1(MN), ej →
∑
D
1
2
Φgk,jD
1
2
Φ,k∈Z
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to
Lc2
(
t−
1
2 ;2
)+Lr2(t 12 ;2).
Now we consider the case of Sp . Then we start with the observation
Sp = Cp ⊗h Rp ↪→ Kc,θ ⊗h Kr,θ
= (Lr2(t−θ ;2)+Loh2 (t1−θ ;2))⊗h (Lc2(s−θ ;2)+Loh2 (s1−θ ;2)). (5.1)
Thus, we need to consider the situation (R+oh(λ))⊗h (C+oh(λ)) by a suitable identification.
However, we have
‖x‖Mm(R+oh2 (λ)) ∼ infx=x1+x2 ‖x1‖Mm(R) +
∥∥x2(IMm ⊗ dλ)∥∥Mm(OH)
= inf
x=y1+y2(IMm⊗d−1λ )
‖y1‖Mm(R) + ‖y2‖Mm(OH)
∼ ‖x‖Mm((R⊕2OH)/(R∩2oh2 (λ−1))⊥)
and similarly ‖x‖Mm(C+oh(λ)) ∼ ‖x‖Mm((C⊕2OH)/(C∩2oh2 (λ−1))⊥) for any m ∈ N. Thus, we have a
complete isomorphism (
R + oh(λ))⊗h (C + oh(λ))∼=K1,2(ψ−1), (5.2)
where ψ−1 is the weight associated to
∑
k λ
−4
k ekk . By combining (4.4), (5.1) and (5.2) we can
guess that Sp can be embedded in the space KSp defined by
KSp = Lr2
(
s−θ ;2
) ⊗̂Lc2(t−θ ;2) ⊗̂Lr2(u 12 )+Lr2(s−θ ;2) ⊗̂Lc2(t−θ ;2) ⊗̂Lc2(u− 12 )
+Lr2
(
s−θ ;2
) ⊗̂Lr2(t2−θ ;2) ⊗̂Lr2(u 12 )+Lc2(s2−θ ;n2) ⊗̂Lc2(t−θ ;2) ⊗̂Lc2(u− 12 ),
(5.3)
which is a 4-term sum of vector-valued function space with 3 variables (s, t, u) ∈ R3+. It is worth
of mention that we can observe a nontrivial change of density between (5.1) and (5.3).
Theorem 5.1. Let 1 <p < 2, 1
p
+ 1
p′ = 1 and θ = 2p′ . Then we have the following cb-embedding:
Cp ⊗h Rp →KSp , ei1 ⊗ e1j → (1 ⊗ ei)⊗ (1 ⊗ ej )⊗ 1.
More precisely, for any m ∈ N we have∥∥∥∥∥
n∑
i,j=1
xij ⊗ ei1 ⊗ e1j
∥∥∥∥∥
Mm(Cp⊗hRp)
∼ θ(1 − θ)
∥∥∥∥∥
n∑
i,j=1
xij ⊗ (1 ⊗ ei)⊗ (1 ⊗ ej )⊗ 1
∥∥∥∥∥
M (K )
.m Sp
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von Neumann algebra with QWEP.
Proof. For 1 < δ  2 and α ∈ R we consider the following maps:
Φδ,α :2
(
δαk
)→ L2(tα), (xk)k∈Z → (log δ)− 12 ∑
k∈Z
xk1[δk,δk+1)(t)
and
Ψδ,α :L2
(
tα
)→ 2(δαk), f →((log δ)− 12 δ
k+1∫
δk
f (t)
dt
t
)
k∈Z
.
Then we have Ψδ,α ◦Φδ,α = I2(δαk) and
‖Φδ,α‖max
(
1, δα
)
and ‖Ψδ,α‖max
(
1, δ−α
)
.
Note that Φδ,α (respectively Ψδ,α) is uniformly bounded for −1 < α < 2 (in particular, for α ∈
{−θ, (1 − θ), (2 − θ)}), and it is actually the same map regardless of α, so that we just denote by
Φδ and Ψδ .
Now we fix m ∈ N and x ∈ Mm(Cp ⊗h Rp). Since ⋃1<δ2{ranΦδ,α} is dense in L2(tα) we
can choose 1 < δ  2 with δ − 1 small enough so that there is
y = IMm ⊗
[
(Φδ ⊗ I2)⊗ (Φδ ⊗ I2)
]
(z) ∈ Mm(Kc,θ ⊗h Kr,θ )
with very small ∥∥∥∥∥
n∑
i,j=1
xij ⊗ (1 ⊗ ei)⊗ (1 ⊗ ej )− y
∥∥∥∥∥
Mm(Kc,θ⊗hKr,θ )
and ∥∥∥∥∥
n∑
i,j=1
xij ⊗ (1 ⊗ ei)⊗ (1 ⊗ ej )⊗ 1 − y ⊗ 1
∥∥∥∥∥
Mm(KSp )
,
where z ∈ Mm(Bδ) and
Bδ =
(
r2
(
δ−θk;2
)+ oh2 (δ(1−θ)k;2))⊗h (c2(δ−θk;2)+ oh2 (δ(1−θ)k;2)).
By applying (4.4) (in this case (δ2k)k∈Z is the weight) and (5.2) to Bδ we get the following
cb-embedding with constant independent of δ:
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(
δ−θk;2
) ⊗̂ c2(δ−θk;2) ⊗̂ (r2(δ k2 )+ c2(δ− k2 ))
+ r2
(
δ−θk;2
) ⊗̂ r2(δ(2−θ)k;2) ⊗̂ r2(δ k2 )
+ c2
(
δ(2−θ)k;2
) ⊗̂ c2(δ−θk;2) ⊗̂ c2(δ− k2 ),
w → w ⊗
∑
k∈Z
ek.
Note that 1 = Φδ(∑k∈Z ek) and
(Φδ ⊗ I2)⊗ (Φδ ⊗ I2)⊗Φδ :Cδ →KSp
and
(Ψδ ⊗ I2)⊗ (Ψδ ⊗ I2) :Kc,θ ⊗h Kr,θ → Bδ
are cb-maps with uniformly bounded cb-norms, so by Proposition 4.2 we have
θ−1(1 − θ)−1
∥∥∥∥∥
n∑
i,j=1
xij ⊗ ei1 ⊗ e1j
∥∥∥∥∥
Mm(Cp⊗hRp)
∼
∥∥∥∥∥
n∑
i,j=1
xij ⊗ (1 ⊗ ei)⊗ (1 ⊗ ej )
∥∥∥∥∥
Mm(Kc,θ⊗hKr,θ )
∼ ‖y‖Mm(Kc,θ⊗hKr,θ ) ∼ ‖z‖Mm(Bδ) ∼
∥∥∥∥z⊗∑
k∈Z
ek
∥∥∥∥
Mm(Cδ)
∼ ‖y ⊗ 1‖Mm(KSp ) ∼
∥∥∥∥∥
n∑
i,j=1
xij ⊗ (1 ⊗ ei)⊗ (1 ⊗ ej )⊗ 1
∥∥∥∥∥
Mm(KSp )
.
Note that all equivalences above are independent of the choice of δ.
Moreover, for any 1 < δ  2
Eδ =
[
(Φδ ⊗ I2)⊗ (Φδ ⊗ I2)⊗Φδ
]
(Cδ) ∼= Cδ
completely isometrically and by Proposition 4.9 and the following argument we have a cb-
embedding:
Cδ ↪→ Dδ ⊆ L1(Nδ),
where Nδ satisfies QWEP and Dδ is completely complemented in L1(Nδ) with constants inde-
pendent of δ.
Let U ′ be a free ultrafilter on the collection of subsets of (1,2] containing all (1, δ] for 1 <
δ  2. Then we have
KSp =
⋃
Eδ ↪→
∏
′
Dδ ⊆ L1(C), with C =
(∏
′
L1(Nδ)
)∗
.1<δ2 δ,U δ,U
M. Junge, H.H. Lee / Journal of Functional Analysis 254 (2008) 1373–1409 1395By the stability of QWEP with respect to free product, tensor product and ultraproduct C also sat-
isfies QWEP. Moreover, since each Dδ is cb-complemented in L1(Nδ) with uniformly bounded
cb-norms
∏
δ,U ′ Dδ is also cb-complemented in L1(C). 
By combining the above two embeddings for OH and Sp we get an embedding of
Πo1 (OHn, S
n
p) to the following space KΠo1 (OHn,Snp), which is a 8-term sum of vector-valued func-
tion space with 4 variables (s, t, u, v) ∈ R4+! Let KSnp be the space KSp using n2 instead of 2.
Then we define
KΠo1 (OHn,Snp) =KSnp ⊗̂
(
Lc2
(
v−
1
2 ;n2
)+2 Lr2(v 12 ;n2))
= Lc2
(
s2−θ ;n2
) ⊗̂Lc2(t−θ ;n2) ⊗̂Lc2(u− 12 ) ⊗̂Lc2(v− 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lr2(t2−θ ;n2) ⊗̂Lr2(u 12 ) ⊗̂Lr2(v 12 ;n2)
+Lc2
(
s2−θ ;n2
) ⊗̂Lc2(t−θ ;n2) ⊗̂Lc2(u− 12 ) ⊗̂Lr2(v 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lr2(t2−θ ;n2) ⊗̂Lr2(u 12 ) ⊗̂Lc2(v− 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lc2(t−θ ;n2) ⊗̂Lc2(u− 12 ) ⊗̂Lc2(v− 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lc2(t−θ ;n2) ⊗̂Lc2(u− 12 ) ⊗̂Lr2(v 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lc2(t−θ ;n2) ⊗̂Lr2(u 12 ) ⊗̂Lr2(v 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lc2(t−θ ;n2) ⊗̂Lr2(u 12 ) ⊗̂Lc2(v− 12 ;n2).
Corollary 5.2. Let 1 <p < 2, 1
p
+ 1
p′ = 1 and θ = 2p′ . Then we have the following cb-embedding
with constants independent of n:
Πo1
(
OHn, Snp
)→KΠo1 (OHn,Snp), Tek⊗eij → (1 ⊗ ei)⊗ (1 ⊗ ej )⊗ (1 ⊗ ek)⊗ 1.
Moreover, for a =∑ni,j,k=1 ai,j,kek ⊗ eij ∈ OHn ⊗ Snp we have
πo1 (Ta) ∼ θ(1 − θ)‖1 ⊗ a‖KΠo1 (OHn,Snp) .
6. A result for the identity
In this section we calculate theKΠo1 (OHn,Snp)-norm of 1⊗
∑n
i=1 ei ⊗ei ⊗δi which corresponds
to the formal identity map In : OHn → np . First, we rearrange KΠo1 (OHn,Snp) as follows:
KΠo1 (OHn,Snp)
= Lc2
(
s2−θ t−θu−
1
2 v−
1
2 ;n2 ⊗2 n2 ⊗2 n2
)+Lr2(s−θ t2−θu 12 v 12 ;n2 ⊗2 n2 ⊗2 n2)
+Lc2
(
s2−θ t−θu−
1
2 ;n2 ⊗2 n2
) ⊗̂Lr2(v 12 ;n2)+Lr2(s−θ t2−θu 12 ;n2 ⊗2 n2) ⊗̂Lc2(v− 12 ;n2)
+Lr2
(
s−θ ;n2
) ⊗̂Lc2(t−θu− 12 v− 12 ;n2 ⊗2 n2)+Lr2(s−θ v 12 ;n2 ⊗2 n2) ⊗̂Lc2(t−θu− 12 ;n2)
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(
s−θu
1
2 v
1
2 ;n2 ⊗2 n2
) ⊗̂Lc2(t−θ ;n2)+Lr2(s−θu 12 ;n2) ⊗̂Lc2(t−θ v− 12 ;n2 ⊗2 n2)
= F1 + F2 + · · · + F8.
Let μ1, μ2 be the measures
dμ1(s, t, u, v) = s4−2θ t−2θu−1v−1 ds dt dudv
stuv
and
dμ2(s, t, u, v) = s−2θ t4−2θuv ds dt dudv
stuv
corresponding to F1 and F2. We also let μ3,1 and μ3,2 be the measures
dμ3,1(s, t, u) = s4−2θ t−2θu−1 ds dt du
stu
and dμ3,2(v) = v dv
v
corresponding to F3, and we define μk,l for 4 k  8 and l = 1,2 similarly.
If we look at the Banach space level of Fl it is easier to understand. For example, we have
F1 ∼= L2
(
μ1;n2 ⊗2 n2 ⊗2 n2
)
and
F3 ∼= L2
(
μ3,1;n2 ⊗2 n2
)⊗π L2(μ3,2;n2)
isometrically, where ⊗π implies the projective tensor product in the Banach space category.
In the case of identity we can make the calculation depend only on the decomposition of
constant 1 function by scalar-valued functions. This will be proved in the following section.
Lemma 1. ∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp)
∼ inf
1=f1+···+f8
n
1
2 ‖f1‖L2(μ1) + n
1
2 ‖f2‖L2(μ2) + n‖f3‖L2(μ3,1)⊗πL2(μ3,2)
+ · · · + n‖f8‖L2(μ8,1)⊗πL2(μ8,2).
Note that the above infimum is the norm of 1 in the following function space:
L2(nμ1)+L2(nμ2)+L2(nμ3,1)⊗π L2(nμ3,2)+ · · · +L2(nμ8,1)⊗π L2(nμ8,2).
Now we do the calculation for the identity.
Theorem 6.1. Let 1 <p < 2, 1
p
+ 1
p′ = 1 and θ = 2p′ . Then∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp) ∼ θ
−1(1 − θ)− 32 n 1p .
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L2(ν)⊗π X → L2(ν;X)
is a contraction for any measure ν and Banach spaces X and
L2
(
f (t)dt
)+L2(g(t) dt)∼= L2(min{f (t), g(t)}dt)
isomorphically. Then by Lemma 1 we have
∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥
2
KΠo1 (OHn,Snp)
∼ ‖1‖2L2(nμ1)+L2(nμ2)+L2(nμ3,1)⊗πL2(nμ3,2)+···+L2(nμ8,1)⊗πL2(nμ8,2) (6.1)
 ‖1‖2
L2(nμ1)+L2(nμ2)+L2(n2μ3,1×μ3,2)+···+L2(n2μ8,1×μ8,2) (6.2)
∼
∫
R
4+
min
(
ns4−2θ t−2θu−1v−1, ns−2θ t4−2θuv,n2s4−2θ t−2θu−1v,n2s−2θ t4−2θuv−1,
n2s−2θ t−2θu−1v−1, n2s−2θ t−2θu−1v,n2s−2θ t−2θuv,n2s−2θ t−2θuv−1
)ds dt dudv
stuv
=
∫
R
4+
n2s−1−2θ t−1−2θ min
(
n−1s4u−2v−2, n−1t4, s4u−2, t4v−2, u−2v−2, u−2,1, v−2
)
ds dt dudv
=
∫
R
4+
G(s, t, u, v) ds dt dudv.
Now we divide R4+ into the regions according to the values of the minimum used in the
integral above. First we consider 8 regions A1, . . . ,A8 ⊆ R4+ according to the values of
min(u−2v−2, u−2,1, v−2), and we further divide Ai ’s (1  i  8) into 3 sub-regions Ai,j
(1  j  3) according to the behavior of s and t . See Table 1 for the details. Note that if we
take the transform (s, t, u, v) → (t, s, u−1, v−1) then the regions A5, . . . ,A8 and the associated
integrand correspond to those of A1, . . . ,A4, respectively, so that we are only to consider the
cases A1, . . . ,A4.
The integrals over each regions are calculated in Table 2. Note that the integrals over A2,1 and
A4,1 are dominant with values n1−
θ
2 θ−1 when θ goes to 0, and the integrals over A2,3, A4,2 and
A4,3 are dominant with values n1−
θ
2 (1 − θ)− 32 when θ goes to 1. Thus, by combining all these
calculations and 1 − θ2 = 1p we get the desired lower estimate n
1
p θ−1(1 − θ)− 32 .
Now we consider the upper estimate. We use the same regions and fortunately that is enough.
Indeed, we have
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Regions
A1 0 < u< 1, 0 < v < n−
1
2 A1,1 s  u
1
2 , t  n
1
4
A1,2 s < u
1
2 , t  n
1
4 u−
1
2 s
A1,3 s  n−
1
4 u
1
2 t , t < n
1
4
A2 0 < u< 1, n−
1
2  v < 1 A2,1 s  n
1
4 u
1
2 v
1
2 , t  n
1
4
A2,2 s < n
1
4 u
1
2 v
1
2 , t  u−
1
2 u−
1
2 s
A2,3 s  u
1
2 u
1
2 t , t < n
1
4
A3 0 < u< 1, n
1
2  v A3,1 s  n
1
4 u
1
2 , t  1
A3,2 s < n
1
4 u
1
2 , t  n−
1
4 u−
1
2 s
A3,3 s  n
1
4 u
1
2 t , t < 1
A4 0 < u< 1 v < n
1
2 A4,1 s  n
1
4 u
1
2 , t  n
1
4 v−
1
2
A4,2 s < n
1
4 u
1
2 , t  u−
1
2 v−
1
2 s
A4,3 s  u
1
2 v
1
2 t , t < n
1
4 v−
1
2
A5a 1 u, n
1
2  v A6 1 u, 1 v < n
1
2
A7 1 u, 0 < v < n−
1
2 A8 1 u, n−
1
2  v < 1
a A5,1, . . . ,A8,3 are similarly determined but omitted.
Table 2
Integrals over the regions
Region
Ai,j
(
∫
Ai,j
Gds dt dudv)
1
2 : The
calculations below are only equivalent
to the corresponding integral.
Corresponding
function space
in (6.2)
Corresponding
function space
in (6.1)
A1,1 n
3−θ
4 θ−1(1 − θ)− 12 L2(n2μ7,1 ×μ7,2) L2(nμ7,1)⊗π L2(nμ7,2)
A1,2 n
3−θ
4 θ−
1
2 (1 − θ)−1 L2(n2μ3,1 ×μ3,2) L2(nμ3,1)⊗π L2(nμ3,2)
A1,3 n
3−θ
4 θ−
1
2 (1 − θ)−1 L2(nμ2) L2(nμ2)
A2,1 n
1− θ2 θ−1(1 − θ)−1 L2(n2μ7,1 ×μ7,2) L2(nμ7,1)⊗π L2(nμ7,2)
A2,2 n
1− θ2 θ−
1
2 (1 − θ)−1 L2(nμ1) L2(nμ1)
A2,3 n
1− θ2 θ−
1
2 (1 − θ)− 32 L2(nμ2) L2(nμ2)
A3,1 n
3−θ
4 θ−1(1 − θ)− 12 L2(n2μ8,1 ×μ8,2) L2(nμ8,1)⊗π L2(nμ8,2)
A3,2 n
3−θ
4 θ−
1
2 (1 − θ)−1 L2(nμ1) L2(nμ1)
A3,3 n
3−θ
4 θ−
1
2 (1 − θ)−1 L2(n2μ4,1 ×μ4,2) L2(nμ4,1)⊗π L2(nμ4,2)
A4,1 n
1− θ2 θ−1(1 − θ)−1 L2(n2μ8,1 ×μ8,2) L2(nμ8,1)⊗π L2(nμ8,2)
A4,2 n
1− θ2 θ−
1
2 (1 − θ)− 32 L2(nμ1) L2(nμ1)
A4,3 n
1− θ2 θ−
1
2 (1 − θ)− 32 L2(nμ2) L2(nμ2)∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp)
=
∥∥∥∥∥(1A1,1 + · · · + 1A4,3 + 1A5,1 + · · · + 1A8,3)⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo(OH ,Sn)1 n p
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∥∥∥∥∑
A∈R1
1A
∥∥∥∥
L2(nμ1)
+
∥∥∥∥∑
A∈R2
1A
∥∥∥∥
L2(nμ2)
+ · · ·
+
∥∥∥∥∑
A∈R3
1A
∥∥∥∥
L2(nμ3,1)⊗πL2(nμ3,2)
+ · · · +
∥∥∥∥∑
A∈R8
1A
∥∥∥∥
L2(nμ8,1)⊗πL2(nμ8,2)
,
where
Rl :=
{
Ai,j : Ai,j corresponds to L2(nμl) in (6.1)
}
for l = 1,2 and
Rl :=
{
Ai,j : Ai,j corresponds to L2(nμl,1)⊗π L2(nμl,2) in (6.1)
}
for 3 l  8. Thus, we get the upper bound of ‖1 ⊗∑ni=1 ei ⊗ ei ⊗ δi‖KΠo1 (OHn,Snp) , namely the
sum of norms of 1Ai,j ’s calculated in the corresponding function spaces in (6.1). However, this
is the same as the lower bound which is nothing but the sum of norms of 1Ai,j ’s calculated in the
corresponding function spaces in (6.2).
Indeed, the terms corresponding to L2(μ1) or L2(μ2) are no problem since we calculate the
norm in the same space. For the remaining problematic terms we observe the following. For
example, if we consider the region
A1,2 =
{
0 < u< 1, s < u
1
2 , t  n 14 u− 12 s
}× {0 < v < n− 12 },
then we need to compare two norms calculated in
L2(μ3,1)⊗π L2(μ3,2) = L2
(
s4−2θ t−2θu−1 ds dt du
stu
)
⊗π L2
(
v
dv
v
)
and
L2(μ3,1 ×μ3,2) = L2
(
s4−2θ t−2θu−1 dsdtdu
stu
)
⊗2 L2
(
v
dv
v
)
,
which are the same since we have the separation of variables (s, t, u) and v and then the norms
are just the product of two L2-norms.
Let’s check another one. If we consider the region
A4,1 =
{
0 < u< 1, s  n 14 u 12
}× {1 v < n 12 , t  n 14 v− 12 },
then we need to compare two norms calculated in
L2(μ8,1)⊗π L2(μ8,2) = L2
(
s−2θuds du
su
)
⊗π L2
(
t−2θ v−1 dt dv
tv
)
and
L2(μ8,1 ×μ8,2) = L2
(
s−2θuds du
)
⊗2 L2
(
t−2θ v−1 dt dv
)
,su tv
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Similarly we can easily check that this separation of variables happens in every problematic
terms, which leads us to the desired upper bound. 
Remark 6.2. When θ = 1 we recover the well-known √1 + logn factor [7, Proposition 4.9] in
the integral over every subregion of A2, A4, A6 and A8.
7. An application of Orlicz spaces
In this section we will show that the result for the identity in the previous section is enough
to conclude our final goal. First we will look at the diagonal part to see that it is equivalent to
an Orlicz sequence space, and for the whole matrix we will consider its vector-valued case. This
“Orlicz space argument” goes back to an unpublished result of Junge and Xu and is also used by
K.L. Yew in [28].
We consider the function Ψ defined on [0,∞) by
Ψ (x) = inf
1=f1+···+f8
x2‖f1‖2L2(μ1) + x2‖f2‖2L2(μ2) + x‖f3‖L2(μ3,1)⊗πL2(μ3,2) + · · ·
+ x‖f8‖L2(μ8,1)⊗πL2(μ8,2).
Lemma 2. Ψ is equivalent to a Orlicz function Ψ˜ .
Proof. Clearly we have Ψ (0) = 0 and limx→∞ Ψ (x) = ∞. Since we have
Ψ (x)
x
= inf
1=f1+···+f8
x‖f1‖2L2(μ1) + x‖f2‖2L2(μ2) + ‖f3‖L2(μ3,1)⊗πL2(μ3,2) + · · ·
+ ‖f8‖L2(μ8,1)⊗πL2(μ8,2)
it is also clear that Ψ (x)
x
is an increasing function.
Now we consider the convex function Ψ˜ (x) = inf{f (x): f ∈ Fx}, where Fx is the set of all
linear functions intersecting at least two distinct points with the graph of Ψ . Then by Lemma
1.e.7 of [13] we have
Ψ (x)
4
 Ψ
(
x
2
)
 Ψ˜ (x) Ψ (x). 
Due to the previous lemma we can consider the Orlicz sequence space Ψ˜ defined by
Ψ˜ =
{
(an):
∑
n1
Ψ˜
( |an|
ρ
)
< ∞ for some ρ > 0
}
and ∥∥(an)∥∥Ψ˜ = inf{ρ > 0: ∑
n1
Ψ˜
( |an|
ρ
)
 1
}
.
We recover a similar form of our function space by a standard argument.
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+ · · · + ‖g8‖L2(μ8,1)⊗πL2(μ8,2)⊗π 1
}
,
where the infimum runs over all possible g1 = (gn1 )n, . . . , g8 = (gn8 )n with
1 ⊗ an = gn1 + · · · + gn8 .
Proof. Let R[(an)] be the right-hand side. Suppose we have ‖(an)‖Ψ˜ < 1, then, by Lemma 2 we
can choose
1 = f n1 + · · · + f n8 for each n
satisfying ∑
n
[|an|2∥∥f n1 ∥∥2L2(μ1) + |an|2∥∥f n2 ∥∥2L2(μ2) + |an|∥∥f n3 ∥∥L2(μ3,1)⊗πL2(μ3,2)
+ · · · + |an|
∥∥f n8 ∥∥L2(μ8,1)⊗πL2(μ8,2)]< 4.
Then, we have∑
n
|an|2
∥∥f n1 ∥∥2L2(μ1),∑
n
|an|2
∥∥f n2 ∥∥2L2(μ2),∑
n
|an|
∥∥f n3 ∥∥L2(μ3,1)⊗πL2(μ3,2),
. . . ,
∑
n
|an|
∥∥f n8 ∥∥L2(μ8,1)⊗πL2(μ8,2) < 4
which implies
R
[
(an)
]

(∑
n
|an|2
∥∥f n1 ∥∥2L2(μ1)
) 1
2 +
(∑
n
|an|2
∥∥f n2 ∥∥2L2(μ2)
) 1
2
+
∑
n
|an|
∥∥f n3 ∥∥L2(μ3,1)⊗πL2(μ3,2)
+ · · · +
∑
n
|an|‖f8‖L2(μ8,1)⊗πL2(μ8,2) < 32
by setting gnl = an ⊗ f nl for 1 l  8 and n 1. Thus, we get
R
[
(an)
]
 32
∥∥(an)∥∥Ψ˜ .
For the converse we assume that R[(an)] < 1. Then we can choose
1 ⊗ an = gn1 + · · · + gn8
such that
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+ · · · + ‖g8‖L2(μ8,1)⊗πL2(μ8,2)⊗π 1 < 1,
which means ∑
n ‖gn1‖2L2(μ1)
82
,
∑
n ‖gn2‖2L2(μ2)
82
,
∑
n ‖gn3‖L2(μ3,1)⊗πL2(μ3,2)
8
,
. . . ,
∑
n ‖gn8‖L2(μ8,1)⊗πL2(μ8,2)
8
<
1
8
.
Thus, by observing 1 = a−1n gn1 + · · · + a−1n gn8 for non-zero an, we have∑
n1
Ψ˜
( |an|
8
)

∑
n1
Ψ
( |an|
8
)

∑
n1
(‖gn1‖2L2(μ1)
82
+ ‖g
n
2‖2L2(μ2)
82
+ ‖g
n
3‖L2(μ3,1)⊗πL2(μ3,2)
8
+ · · · + ‖g
n
8‖L2(μ8,1)⊗πL2(μ8,2)
8
)
< 1,
which means ∥∥(an)∥∥Ψ˜ < 8. 
In the case of identity we can further simplify the calculation by the averaging trick.
Lemma 4. ∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
Ψ˜
∼ inf
1=f1+···+f8
n
1
2 ‖f1‖L2(μ1) + n
1
2 ‖f2‖L2(μ2)
+ n‖f3‖L2(μ3,1)⊗πL2(μ3,2) + · · · + n‖f8‖L2(μ8,1)⊗πL2(μ8,2).
Proof. Let
A := ‖g1‖L2(μ1;2) + ‖g2‖L2(μ2;2) + ‖g3‖L2(μ3,1)⊗πL2(μ3,2)⊗π 1
+ · · · + ‖g8‖L2(μ8,1)⊗πL2(μ8,2)⊗π 1
for fixed g1 = (gi1)ni=1, . . . , g8 = (gi8)ni=1 with 1 = gi1 + · · · + gi8. Now we set
fl = 1|Sn|
∑
σ∈Sn
g
σ(i)
l , 1 l  8,
where Sn is the permutation group of {1, . . . , n}. Then for l = 1,2 we have
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1
2 ‖fl‖L2(μl) =
∥∥∥∥∥
n∑
i=1
fl ⊗ ei
∥∥∥∥∥
L2(μl;2)
 1|Sn|
∑
σ∈Sn
∥∥∥∥∥
n∑
i=1
g
σ(i)
l ⊗ ei
∥∥∥∥∥
L2(μl;2)
 ‖gl‖L2(μl;2).
Similarly, we have
n‖fl‖L2(μl,1)⊗πL2(μl,2)  ‖gl‖L2(μl,1)⊗πL2(μl,2)⊗π 1
for 3 l  8.
Consequently, we have
A n 12 ‖f1‖L2(μ1) + n
1
2 ‖f2‖L2(μ2) + n‖f3‖L2(μ3,1)⊗πL2(μ3,2)
+ · · · + n‖f8‖L2(μ8,1)⊗πL2(μ8,2),
which leads us to the desired conclusion by Lemma 3. 
Now we prove Lemma 1.
Proof. ∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp) = inf
{ 8∑
l=1
‖hl‖Fl
}
,
where the infimum runs over all possible decomposition
1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi = h1 + · · · + h8.
For a given  > 0 we consider a decomposition (hl)8l=1 with
8∑
l=1
‖hl‖Fl  (1 + )
∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp) ,
and let
hl =
n∑
i,j,k=1
h
(i,j,k)
l ⊗ ei ⊗ ej ⊗ ek
with scalar-valued h(i,j,k)l for 1 l  8.
If we consider the diagonal projection
P :n2 ⊗ n2 ⊗ n2 → n2 ⊗ n2 ⊗ n2, ei ⊗ ej ⊗ ek → δi,j,kei ⊗ ei ⊗ ek,
1404 M. Junge, H.H. Lee / Journal of Functional Analysis 254 (2008) 1373–1409then we have
1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi = (I ⊗ P)
(
1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
)
= (I ⊗ P)
8∑
l=1
hl =
8∑
l=1
n∑
i=1
h
(i,i,i)
l ⊗ ei ⊗ ei ⊗ δi
and
8∑
l=1
∥∥(I ⊗ P)hl∥∥Fl  8∑
l=1
‖hl‖Fl  (1 + )
∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp) .
Indeed, we are only to check that P is completely contractive as mappings on Cn ⊗̂ Cn ⊗̂ Cn,
Rn ⊗̂Rn ⊗̂Rn, Cn ⊗̂Cn ⊗̂Rn and Rn ⊗̂Rn ⊗̂Cn. The first two cases are clear since column and
row Hilbert spaces are homogeneous, i.e. every bounded maps are completely bounded with the
same cb-norm.
For P : Cn ⊗̂Cn ⊗̂Rn → Cn ⊗̂Cn ⊗̂Rn we consider the factorization
P :Cn ⊗̂Cn ⊗̂Rn Q⊗IRn−−−−→ Cn ⊗̂Cn ⊗̂Rn ICn⊗Q−−−−→ Cn ⊗̂Cn ⊗̂Rn,
where
Q :n2 ⊗ n2 → n2 ⊗ n2, ei ⊗ ej → δi,j ei ⊗ ei .
Since Q is completely contractive as mappings on Cn ⊗̂ Rn and Cn ⊗̂ Rn we get the desired
conclusion. The last case is obtained similarly.
By looking at the coefficient of ei ⊗ ei ⊗ δi we observe that
8∑
l=1
h
(i)
l = 1
for all 1 i  n, where h(i)l = h(i,i,i)l . If we set
ρ =
∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp) ,
then we have
n∑
i=1
Ψ˜
(
1
8ρ
)

n∑
i=1
Ψ
(
1
8ρ
)

n∑( 1
64ρ2
∥∥h(i)1 ∥∥2L2(μ1) + 164ρ2 ∥∥h(i)2 ∥∥2L2(μ2)i=1
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8ρ
∥∥h(i)3 ∥∥L2(μ3,1)⊗πL2(μ3,2) + · · · + 18ρ ∥∥h(i)8 ∥∥L2(μ8,1)⊗πL2(μ8,2)
)
 1 + ,
since we have
∥∥(1 ⊗ P)hl∥∥2Fl = n∑
i=1
∥∥h(i)l ∥∥2L2(μl)
for l = 1,2 and
∥∥(1 ⊗ P)hl∥∥Fl = n∑
i=1
∥∥h(i)l ∥∥L2(μl,1)⊗πL2(μl,2)
for 3 l  8.
Thus, by Lemma 4 we have
inf
1=f1+···+f8
n
1
2 ‖f1‖L2(μ1) + n
1
2 ‖f2‖L2(μ2) + n‖f3‖L2(μ3,1)⊗πL2(μ3,2)
+ · · · + n‖f8‖L2(μ8,1)⊗πL2(μ8,2)
∼
∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
Ψ˜
 8
∥∥∥∥∥1 ⊗
n∑
i=1
ei ⊗ ei ⊗ δi
∥∥∥∥∥KΠo1 (OHn,Snp) .
The converse inequality is clear. 
Proposition 7.1. Let 1 < p < 2, 1
p
+ 1
p′ = 1 and θ = 2p′ . Then we have the inclusion p ⊆ Ψ˜
with norm  θ−1(1 − θ)− 32 .
Proof. Note that p and Ψ˜ are both Orlicz sequence spaces. Thus, by Proposition 4.a.5. in [13]
it is enough to check that if there is a constant C > 0 such that∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
Ψ˜
C
∥∥∥∥∥
n∑
i=1
ei
∥∥∥∥∥
p
= Cθ−1(1 − θ)− 32 n 1p
for any n ∈ N, which is assured by Theorem 6.1. 
Finally we prove our main result.
Theorem 7.2. Let 1 <p < 2 and 1
p
+ 1
p′ = 1. Then, for any Hilbert space H we have
CB
(
B(H),OH
)⊆ Πp′,cb(B(H),OH)
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′
p′−2 )
1
2
. Equivalently, we have
πo1 (Tx : OH → p)
(
p′
p′ − 2
) 1
2 ‖x‖p(OH)
for all x ∈ p(OH) and Tx : OH → p , the linear map naturally associated to x.
Proof. We focus on the n-dimensional case as before. Let
a =
n∑
i,j=1
aij ej ⊗ eii ∈ OHn ⊗ Snp.
Suppose
∥∥(aij )∥∥Ψ˜ (n2) =
∥∥∥∥∥
([
n∑
j=1
|aij |2
] 1
2
)n
i=1
∥∥∥∥∥
Ψ˜
< 1.
Then there are g1 = (gi1)ni=1, . . . , g8 = (gi8)ni=8 with
1 = gi1 + · · · + gi8
such that
4 >
n∑
i=1
[
n∑
j=1
|aij |2
∥∥gi1∥∥2L2(μ1) + n∑
j=1
|aij |2
∥∥gi2∥∥2L2(μ2)
+
(
n∑
j=1
|aij |2
) 1
2 ∥∥gi3∥∥L2(μ3,1)⊗πL2(μ3,2)
+ · · · +
(
n∑
j=1
|aij |2
) 1
2 ∥∥gi8∥∥L2(μ8,1)⊗πL2(μ8,2)
]
.
If we set f ijl = gil ⊗ aij for 1 l  8, then we have
4 >
n∑
i=1
[∥∥(f ij1 )nj=1∥∥2L2(μ1;n2) + ∥∥(f ij2 )nj=1∥∥2L2(μ2;n2)
+ ∥∥(f ij3 )nj=1∥∥L2(μ3,1)⊗πL2(μ3,2)⊗π n2 + · · · + ∥∥(f ij8 )nj=1∥∥L2(μ8,1)⊗πL2(μ8,2)⊗π n2 ]
= ∥∥(f ij1 )ni,j=1∥∥2L2(μ1;n2(n2)) + ∥∥(f ij2 )ni,j=1∥∥2L2(μ2;n2(n2))
+ ∥∥(f ij3 )ni,j=1∥∥L2(μ3,1)⊗πL2(μ3,2)⊗π n1(n2)
+ · · · + ∥∥(f ij8 )n ∥∥ n n .i,j=1 L2(μ8,1)⊗πL2(μ8,2)⊗π 1(2)
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πo1 (Ta) ∼ θ(1 − θ)‖1 ⊗ a‖KΠo1 (OHn,np)  θ(1 − θ) inf
8∑
l=1
‖fl‖Fl ,
where θ = 2
p′ and the infimum above runs over all possible
1 ⊗ a = f1 + · · · + f8.
Note that the formal identities
L2(μ)⊗π X → L2(μ;X) and n1
(
n2
)= n1 ⊗π n2 → n2 ⊗π n2
are contractions for any Banach space X. Then, we have
8∑
l=1
‖fl‖Fl  ‖f1‖L2(μ1;n2(n2)) + ‖f2‖L2(μ2;n2(n2))
+ ‖f3‖L2(μ3,1)⊗πL2(μ3,2)⊗π n2⊗π n2 + ‖f4‖L2(μ4,1)⊗πL2(μ4,2)⊗π n2⊗π n2
+ ‖f5‖L2(μ5,1)⊗πL2(μ5,2)⊗π n1(n2) + · · · + ‖f8‖L2(μ8,1)⊗πL2(μ8,2)⊗π n1(n2)
 ‖f1‖L2(μ1;n2(n2)) + ‖f2‖L2(μ2;n2(n2))
+ ‖f3‖L2(μ3,1)⊗πL2(μ3,2)⊗π n1(n2) + ‖f4‖L2(μ4,1)⊗πL2(μ4,2)⊗π n1(n2)
+ ‖f5‖L2(μ5,1)⊗πL2(μ5,2)⊗π n1(n2) + · · · + ‖f8‖L2(μ8,1)⊗πL2(μ8,2)⊗π n1(n2).
If we set fl = (f ijl )ni,j=1, then we have
8∑
l=1
‖fl‖Fl < 28.
Thus, we have
πo1 (Ta) θ(1 − θ)
∥∥(aij )ni,j=1∥∥Ψ˜ (n2).
Finally, by Proposition 7.1 we have
πo1 (Ta) (1 − θ)−
1
2
∥∥∥∥∥
n∑
i,j=1
aij eii ⊗ ej
∥∥∥∥∥
p(
n
2)
. 
Remark 7.3. A similar argument as above can be used to prove (3′′) of Remark 3.2. Let us
describe it briefly. Let 1 <p < 2 and θ = 1
p
. First, we consider the embedding of
Cp ↪→ Lc2
(
t−θ ;2
)+2 Lr2(t1−θ ;2), ei → 1 ⊗ ei .
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Lc2
(
t−θ ;2
)+2 Lr2(t1−θ ;2)
is completely complemented in the predual of a von Neumann algebra with QWEP. For OH we
use the same embedding as before. Then, we have
πo1 (Tx : OH → Cp) ∼ ‖1 ⊗ x‖KΠo1 (OH,Cp) ,
where
KΠo1 (OH,Cp) =
(
Lc2
(
t−
1
2 ;2
)+Lr2(t 12 ;2)) ⊗̂ (Lc2(s−θ ;2)+Lr2(s1−θ ;2))
= Lc2
(
t−
1
2 s−θ ;2 ⊗ 2
)+Lr2(t 12 s1−θ ;2 ⊗ 2)
+Lc2
(
t−
1
2 ;2
) ⊗̂Lr2(s1−θ ;2)+Lr2(t 12 ;2) ⊗̂Lr2(s−θ ;2).
When x =∑ni=1 ei ⊗ ei we can calculate
‖1 ⊗ x‖KΠo1 (OH,Cp) ∼ (1 − θ)
− 12 (2θ − 1)− 12 np+24p
as before. (We divide R2+ into four regions according to the minimum, then we get the lower
bound and the upper bound is the same since we have separation of variables for all problematic
terms.)
Since we have Sp(OH) = Cp ⊗h OH ⊗h Rp under the mapping
eij ⊗ ek → ei1 ⊗ ek ⊗ e1j
we are only to compare ‖1 ⊗ x‖KΠo1 (OH,Cp) and ‖x‖Cp⊗hOH . Note that for any unitaries U and V
we have
‖1 ⊗UxV ‖KΠo1 (OH,Cp) = ‖1 ⊗ x‖KΠo1 (OH,Cp)
and
‖UxV ‖Cp⊗hOH = ‖x‖Cp⊗hOH,
since
Cp ⊗h OH = [C,R] 1
p
⊗h OH = [C ⊗h OH,R ⊗h OH] 1
p
= [[C ⊗h C,C ⊗h R] 1
2
, [R ⊗h C,R ⊗h R] 1
2
]
1
p
∼= Sr
isometrically for r = 4p
p+2 .
Thus it is enough to consider the case when x is a diagonal matrix. Since the closed linear
span of 1 ⊗ x and x for diagonal x in KΠo(OH,Cp) and Cp ⊗h OH, respectively, are equivalent1
M. Junge, H.H. Lee / Journal of Functional Analysis 254 (2008) 1373–1409 1409to Orlicz sequence spaces we are only to compare norms ‖1 ⊗ x‖KΠo1 (OH,Cp) and ‖x‖Cp⊗hOH for
x =∑ni=1 ei ⊗ ei , which is already done above.
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