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A RESTATEMENT OF THE NORMAL FORM THEOREM FOR
AREA METRICS
MATIAS F. DAHL
Abstract. An area metric is a
(
0
4
)
-tensor with certain symmetries on a 4-
manifold that represent a non-dissipative linear electromagnetic medium. A
recent result by Schuller, Witte and Wohlfarth provides a pointwise normal
form theorem for such area metrics. This result is similar to the Jordan nor-
mal form theorem for
(
1
1
)
-tensors, and the result shows that any area metric
belongs to one of 23 metaclasses with explicit coordinate expressions for each
metaclass. In this paper we restate and prove this result for skewon-free
(
2
2
)
-
tensors and show that in general, each metaclasses has three different coordi-
nate representations, and each of metaclasses I, II, . . ., VI, VII need only one
coordinate representation.
1. Introduction
An area metric on a 4-manifold N is a
(
0
4
)
-tensor G on N that gives a symmet-
ric (possibly indefinite) inner product for bivectors on N . The motivation for
studying area metrics is that they appear as a natural generalisation of Lorentz
metrics in physics. For example, in relativistic electromagnetics, a Lorentz met-
ric always describes an isotropic medium, but using an area metric one can also
model anisotropic medium, where differently polarised waves can propagate with
different wave-speeds. Area metrics also appear when studying the propagation of
a photon in a vacuum with a first order correction from quantum electrodynam-
ics [DH80, SWW10]. The Einstein field equations have also been generalised into
equations where the unknown field is an area metric [PSW07]. For further exam-
ples, see [PSW09, SWW10], and for the differential geometry of area metrics, see
[SW06, PSW07].
The present work is motivated by a recent result by Schuller, Witte and Wohlfarth
[SWW10] which is a normal form theorem for area metrics on a 4-manifold N . Es-
sentially, this theorem states that there are 23 normal forms for area metrics, and if
G is any area metric on N and p ∈ N , one can find coordinates around p such that
G|p is one of the normal forms (up to simple operations) [SWW10, Theorem 4.3].
What is more, 16 of the metaclasses are unphysical in the sense that Maxwell’s
equations are not well-posed in these metaclasses. This leaves only 7 metaclasses
that can describe physically relevant electromagnetic medium [SWW10]. The im-
portance of this result is that in arbitrary coordinates an area metric depends on
21 real numbers, but each normal form depend on at most 6 real numbers and 3
signs ±1. This reduction in variables has proven particularly useful when studying
properties of the Fresnel equation (or dispersion equation) for a propagating electro-
magnetic wave [SWW10, FB11]. Namely, without assumptions on either the area
metric or the coordinates, the Fresnel equation usually leads to algebraic expres-
sions that are quite difficult to manipulate, even with computer algebra [Dah11].
Date: November 13, 2018.
2000 Mathematics Subject Classification. 78A25.
1
2 DAHL
In addition to area metrics, there are multiple other ways to model the medium
in (relativistic) electrodynamics. Another common formalism is the so called pre-
metric formulation, where the medium is modelled by an antisymmetric
(
2
2
)
-tensor
κ on a 4-manifold N . In this formalism, an electromagnetic medium κ is pointwise
determined by 36 real numbers [HO03]. Under suitable conditions it follows that
the area-metrics on N are in one-to-one correspondence with invertible skewon-free(
2
2
)
-tensors on N . (See [FB11] and Propositions 2.1 and 2.5 below). Because of this
correspondence, the normal form theorem in [SWW10] can, of course, be stated
also for skewon-free
(
2
2
)
-tensors. The contribution of this paper we write down this
restatement explicitly, and also prove the result in this setting by following the
proof in [SWW10]. Below, this is given by Theorem 3.2. However, we obtain a
slightly different result. In [SWW10], area metrics divide into 23 metaclasses and
each metaclass has two representations in local coordinates, but in Theorem 3.2,
we obtain three different coordinate representations for each metaclass. Moreover,
for metaclasses I, II, . . ., VI, VII we show that only one coordinate representation
is needed per metaclass.
A minor difference is also that in Theorem 3.2, one does not need to assume that
κ is invertible. This was already noted in [FB11].
This paper relies on computations by computer algebra. Mathematica notebooks
for these computations can be found on the author’s homepage.
2. Maxwell’s equations
By a manifold M we mean a second countable topological Hausdorff space that
is locally homeomorphic to Rn with C∞-smooth transition maps. All objects are
assumed to be smooth and real where defined. Let TM and T ∗M be the tan-
gent and cotangent bundles, respectively, and for k ≥ 1, let Λk(M) be the set of
antisymmetric k-covectors, so that Λ1(N) = T ∗N . Also, let Λk(M) be the set
of antisymmetric k-vectors. Let Ωkl (M) be
(
k
l
)
-tensors that are antisymmetric in
their k upper indices and l lower indices. In particular, let Ωk(M) be the set of
k-forms. Let C∞(M) be the set of functions. The Einstein summing convention
is used throughout. When writing tensors in local coordinates we assume that the
components satisfy the same symmetries as the tensor.
2.1. Maxwell’s equations on a 4-manifold. Suppose N is a 4-manifold. On a
4-manifold N , Maxwell’s equations read
dF = 0,(1)
dG = j,(2)
where d is the exterior derivative on N , F,G ∈ Ω2(N), and j ∈ Ω3(N). By an
electromagnetic medium on N we mean a map
κ : Ω2(N) → Ω2(N).
We then say that 2-forms F,G ∈ Ω2(N) solve Maxwell’s equations in medium κ if
F and G satisfy equations (1)–(2) and
G = κ(F ).(3)
Equation (3) is known as the constitutive equation. If κ is invertible, it follows
that one can eliminate half of the free variables in Maxwell’s equations (1)–(2). We
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assume that κ is linear and determined pointwise so that we can represent κ by an
antisymmetric
(
2
2
)
-tensor κ ∈ Ω22(N). If in coordinates {x
i}3i=0 for N we have
κ =
1
2
κ
ij
lmdx
l ⊗ dxm ⊗
∂
∂xi
⊗
∂
∂xj
(4)
and F = Fijdx
i ⊗ dxj and G = Gijdx
i ⊗ dxj , then constitutive equation (3) reads
Gij =
1
2
κrsij Frs.(5)
2.2. Decomposition of electromagnetic medium. Let N be a 4-manifold.
Then at each point on N , a general antisymmetric
(
2
2
)
-tensor depends on 36 pa-
rameters. Such tensors canonically decompose into three linear subspaces. The
motivation for this decomposition is that different components in the decomposi-
tion enter in different parts of electromagnetics. See [HO03, Section D.1.3]. The
below formulation is taken from [Dah09].
If κ ∈ Ω22(N) we define the trace of κ as the smooth function N → R given by
traceκ = 12κ
ij
ij when κ is locally given by equation (4). Writing Id as in equation
(4) gives Idijrs = δ
i
rδ
j
s − δ
i
sδ
j
r , so trace Id = 6 when dimN = 4.
Proposition 2.1 (Decomposition of a
(
2
2
)
-tensors). Let N be a 4-manifold, and let
Z = {κ ∈ Ω22(N) : u ∧ κ(v) = κ(u) ∧ v for all u, v ∈ Ω
2(N),
traceκ = 0},
W = {κ ∈ Ω22(N) : u ∧ κ(v) = −κ(u) ∧ v for all u, v ∈ Ω
2(N)}
= {κ ∈ Ω22(N) : u ∧ κ(v) = −κ(u) ∧ v for all u, v ∈ Ω
2(N),
traceκ = 0},
U = {f Id ∈ Ω22(N) : f ∈ C
∞(N)}.
Then
Ω22(N) = Z ⊕ W ⊕ U,(6)
and pointwise, dimZ = 20, dimW = 15 and dimU = 1.
If we write a κ ∈ Ω22(N) as
κ = (1)κ + (2)κ + (3)κ
with (1)κ ∈ Z, (2)κ ∈W , (3)κ ∈ U , then we say that (1)κ is the principal part, (2)κ is
the skewon part, (3)κ is the axion part of κ.
2.3. Representing κ as a 6× 6 matrix. Let O be the ordered set of index pairs
{01, 02, 03, 23, 31, 12}. If I ∈ O, let us also denote the individual indices by I1 and
I2. Say, if I = 31 then I2 = 1.
If {xi}3i=0 are local coordinates for a 4-manifold N , and J ∈ O we define dx
J =
dxJ1 ∧ dxJ2 . A basis for Ω2(N) is given by {dxJ : J ∈ O}, that is,
{dx0 ∧ dx1, dx0 ∧ dx2, dx0 ∧ dx3, dx2 ∧ dx3, dx3 ∧ dx1, dx1 ∧ dx2}.(7)
This choice of basis follows [HO03, Section A.1.10] and [FB11].
If κ ∈ Ω22(N) is written as in equation (4) and J ∈ O, then
κ(dxJ ) =
∑
I∈O
κJI dx
I = κJI dx
I , J ∈ O,(8)
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where κJI = κ
J1J2
I1I2
and in the last equality we have extended the Einstein summing
convention also to elements in O. We will always use capital letters I, J,K, . . . to
denote elements in O.
Let b be the natural bijection b : O → {1, . . . , 6}. Then coefficients {κJI : I, J ∈ O}
can be identified with a 6× 6 matrix. To do this identification in a systematic way,
we denote by (m(I, J))IJ the 6×6 matrix whose entry at row b(I) ∈ {1, . . . , 6} and
column b(J) ∈ {1, . . . , 6} is given by expression m(I, J). For example, if A is the
6× 6 matrix A = (κJI )IJ , then
κJI = Ab(I)b(J), I, J ∈ O.(9)
If η ∈ Ω22(N) and B = (η
J
I )IJ , where η
J
I represent η|p as in equation (8), then
((κ ◦ η)JI )IJ = AB . This compatibility with the matrix multiplication is the
motivation for using the matrix representation for κ as in equation (9) (and not the
transpose of A).
Suppose {xi}3i=0 and {x˜
i}3i=0 are overlapping coordinates, and suppose that in these
coordinates κ is represented by κJI and κ˜
J
I as in equation (8). Then we have the
transformation rule
κ˜JI =
∂x˜J
∂xK
κKL
∂xL
∂x˜I
, I, J ∈ O,(10)
where
∂x˜I
∂xJ
=
∂x˜I1
∂xJ1
∂x˜I2
∂xJ2
−
∂x˜I2
∂xJ1
∂x˜I1
∂xJ2
, I, J ∈ O
and ∂x
I
∂x˜J is defined analogously by exchanging x and x˜. For I, J ∈ O, we then have
∂x˜I
∂xK
∂xK
∂x˜J
= δIJ , where δ
I
J = δ
I1
J1
δI2J2 − δ
I2
J1
δI1J2 .
2.4. The Hodge star operator. By a pseudo-Riemann metric on a manifold M
we mean a symmetric
(
0
2
)
-tensor g that is non-degenerate. If M is not connected
we also assume that g has constant signature. If g is positive definite we say that
g is a Riemann metric.
Suppose g is a pseudo-Riemann metric on an orientable manifold M with n =
dimM ≥ 1. For p ∈ {0, . . . , n}, the Hodge star operator ∗ is the linear map
∗ : Ωp(M)→ Ωn−p(M) defined as [AMR88, p. 413]
∗(dxi1 ∧ · · · ∧ dxip) =
√
| det g|
(n− p)!
gi1l1 · · · giplpεl1···lp lp+1···lndx
lp+1 ∧ · · · ∧ dxln ,
where xi are local coordinates in an oriented atlas, g = gijdx
i⊗dxj , det g = det gij ,
gij is the ijth entry of (gij)
−1, and εl1···ln is the Levi-Civita permutation symbol.
We treat εl1···ln as a purely combinatorial object (and not as a tensor density). We
also define εl1···ln = εl1···ln .
If g is a pseudo-Riemann metric on an oriented 4-manifold N , then the Hodge star
operator for g induces a
(
2
2
)
-tensor κ = ∗g ∈ Ω
2
2(N). If κ is written as in equation
(4) for local coordinates xi then
κijrs =
√
|g|giagjbεabrs(11)
and κ has only a principal part. See for example [Dah11, Proposition 2.2].
Next we show that two pseudo-Riemann metrics can be combined by conjugation
into a third pseudo-Riemann metric.
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Proposition 2.2. Suppose g and h are pseudo-Riemann metrics on an orientable
4-dimensional manifold N . Then the pseudo-Riemann metric k defined as
k = giah
abgbjdx
i ⊗ dxj
satisfies
∗k = sgn
(
det g
det h
)
∗−1g ◦ ∗h ◦ ∗g .
Conversely, if k˜ is a pseudo-Riemann metric such that ∗k˜ = λ∗
−1
g ◦∗h ◦∗g for some
λ ∈ C∞(N), then k and k˜ are in the same conformal class.
Proof. Let gij , hij and kij be components for g, h and k, respectively. Using
εijklA
iaAjbAkcAld = εabcd detA we obtain obtain
∗k(dx
i ∧ dxj) = sgn(det g)
| deth|−1/2
2
giagjbhachbdε
cdrsgrugsvdx
u ∧ dxv
Similarly writing out ∗−1g ◦ ∗h ◦ ∗g gives the first claim. The second claim follows
by the lemma below. 
The next lemma is a slight generalisation of Theorem 1 in [DKS89].
Lemma 2.3. Suppose g and h are pseudo-Riemann metrics on an orientable 4-
dimensional manifold N . If ∗g = f∗h for some f ∈ C
∞(N), then f = 1 and g = λh
for some λ ∈ C∞(N).
Proof. Since we only need to prove the claim at one point, let {xi}3i=0 be coordinates
for a connected neighbourhood U around some p ∈ N where h|p is diagonal with
entries ±1. Squaring ∗g = f∗h gives f
2 = 1, so in U we have either f = 1 or
f = −1. By equation (11),√
| det g|giagjbεabrs = f
√
| deth|hiahjbεabrs.(12)
Contracting by εmnrs and using equation (17) gives√
| det g|
(
gijgkl − gikgjl
)
= f
√
| deth|
(
hijhkl − hikhjl
)
(13)
for all i, j, k, l ∈ {0, 1, 2, 3}. Thus, if we have neither [i = j and k = l] nor [i = k
and j = l], then
gijgkl = gikgjl.(14)
Thus, if i, j, k, l are distinct, then(
giigjj − (gij)2
)
(gkl)2 =
(
giigkl
) (
gjjgkl
)
−
(
gijgkl
) (
gijglk
)
=
(
gikgil
) (
gjkgjl
)
−
(
gikgjl
) (
gilgjk
)
= 0,(15)
Combining equations (13) and (15) gives (hiihjj − (hij)2)(gkl)2 = 0. Hence g is
also diagonal at p. Equation (13) gives√
| det g|giigjj = f
√
| deth|hiihjj , i < j.(16)
Writing out equation (16) for cases (i, j) = (0, 3), (1, 3) and (0, 1) and multiplying
the first two equations gives
√
| det g|(g33)2 = f
√
| deth|(h33)2. Thus f = 1 in U
and g33 = σh33 for some σ ∈ {±
(
| deth|
| det g|
)1/4
}. Setting j = 3 in equation (16) then
gives gii = σhii for i ∈ {0, 1, 2}. 
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2.5. Area metrics. As described in the introduction, an area metric is a geometry
that at each point p gives a (possible indefinite) inner product for bivectors, that is,
for elements in Λ2(N)|p. In this section we show that area metrics are essentially
in one-to-one correspondence with skewon-free
(
2
2
)
-tensors.
Definition 2.4. Suppose N is a 4-manifold. An area metric is a
(
0
4
)
-tensor G on
N such that
(i) G(u, v, p, q) is antisymmetric in u, v,
(ii) For each p ∈ N , the quadratic form
Λ2(N)|p × Λ2(N)|p → R
determined by
(a ∧ b, u ∧ v) 7→ G(a, b, u, v), a, b, u, v ∈ Λ1p(N)
is symmetric and non-degenerate.
Suppose G is a
(
0
4
)
-tensor on a 4-manifold. Then in local coordinates {xi}3i=0,
G = Gijkldx
i ⊗ dxj ⊗ dxk ⊗ dxl,
and G is an area metric if and only if components Gijkl satisfy (i) Gijrs = −Gjirs,
(ii) Gijrs = Grsij and (iii) the 6× 6 matrix (GI1I2J1J2)IJ is invertible.
Proposition 2.5. Suppose N is an orientable 4-manifold and g is a pseudo-
Riemann metric on N . Let A be the map that maps a κ ∈ Ω22(N) into the
(
0
4
)
-tensor
A(κ) =
1
2
| det g|1/2κrsij εrskldx
i ⊗ dxj ⊗ dxk ⊗ dxl,
where κijkl are defined as in equation (4). Then κ 7→ A(κ) is invertible, and if κ is
invertible as a linear map κ : Ω2(N)→ Ω2(N), then κ is skewon-free if and only if
A(κ) is an area metric.
Proof. A direct computation shows that A(κ) is a tensor, and the identity
εijklεijrs = 2(δ
k
r δ
l
s − δ
k
s δ
l
r)(17)
shows that A is invertible. Using equation (17) we also see that for the last equiva-
lence we only need to show that (κrsI1I2εrsJ1J2)IJ is an invertible 6× 6 matrix. The
result follows since the summation over r, s can be written as a matrix multiplica-
tion. 
3. The normal form theorem restated for
(
2
2
)
-tensors
In this section we formulate Theorem 3.2, which provides the restatement of the
normal form theorem in [SWW10]. First we introduce some terminology and no-
tation. Suppose L : V → V is a linear map where V is a real n-dimensional vector
space. If the matrix representation of L in some basis is A ∈ Rn×n and A is written
as in Theorem B.1, then we say that L has Segre type
[
m1 · · ·mr k1k1 · · · ksks
]
.
Moreover, by Theorem B.1, the Segre type depends only on L and not on the basis.
If κ ∈ Ω22(N)|p, where N is a 4-manifold and p ∈ N , then we say that the Segre type
of κ|p is the Segre type of the linear map κ|p : Ω
2(N)|p → Ω
2
p(N)|p. By counting
how many ways a 6× 6 matrix can be partitioned into blocks as in equation (56),
we see that there are 23 possible Segre types for κ|p. These are the Segre types
listed in Theorem 3.2, that is,
[11 11 11], [22 11], [33], · · · [321], [31 11], [31 11].(18)
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To formulate Theorem 3.2 we need the following definition.
Definition 3.1. Suppose N is a 4-dimensional manifold, κ ∈ Ω22(N), p ∈ N and
V ∈ R6×6. We then write
κ|p ∼ V(19)
to indicate that there exist coordinates {xi}3i=0 around p for which at least one of
the below conditions is satisfied:
(i) (κJI )IJ = V .
(ii) For the Riemann metric g = diag(1, 1, 1, 1) in coordinates {xi}3i=0 we have
((∗g ◦ κ ◦ ∗g)
J
I )IJ = V.
(iii) For the pseudo-Riemann metric g = diag(1,−1,−1, 1) in coordinates {xi}3i=0
we have
((∗g ◦ κ ◦ ∗g)
J
I )IJ = V.
In the above ηJI denote the components as in equation (8) that determine η|p in
coordinates {xi}3i=0 when η ∈ Ω
2
2(N).
Let us make three remarks regarding Definition 3.1. First, for the metrics in con-
ditions (ii) and (iii) we have ∗g = ∗
−1
g , so the operations in (ii) and (iii) are just
conjugation by a Hodge star operator. Proposition 2.2 shows that this is a natural
operator in the sense that in the class of pseudo-Riemann metrics, the operation is
closed (up to a sign depending on signature). Second, if g = diag(1, 1, 1, 1) and if
we use the correspondence in Proposition 2.5, then conjugation κ 7→ ∗−1g ◦κ◦ ∗g for
invertible skewon-free
(
2
2
)
-tensors corresponds to conjugation G 7→ Σt ·G ·Σ for area
metrics in [SWW10, Theorem 4.10]. Second, Proposition A.1 in Appendix A gives
two alternative descriptions for the property κ|p ∼ V . Third, conditions (i), (ii)
and (iii) are not mutually exclusive. If κ = Id then all conditions are equivalent.
Theorem 3.2. Let κ ∈ Ω22(N), and suppose that
(2)κ|p = 0 for some p ∈ N . Then
κ|p ∼ V for a matrix V ∈ R
6×6 from the below list of matrices (listed with Segre
type). Moreover, if κ|p has Segre type I, II, . . . , V I, V II, then we may assume that
κ|p ∼ V holds with alternative (i) in Definition 3.1.
• Metaclass I: [11 11 11]
α1 0 0 −β1 0 0
0 α2 0 0 −β2 0
0 0 α3 0 0 −β3
β1 0 0 α1 0 0
0 β2 0 0 α2 0
0 0 β3 0 0 α3

• Metaclass II: [22 11]
α1 −β1 0 0 0 0
β1 α1 0 0 0 0
0 0 α2 0 0 −β2
0 1 0 α1 β1 0
1 0 0 −β1 α1 0
0 0 β2 0 0 α2

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• Metaclass III: [33]
α1 −β1 0 0 0 0
β1 α1 0 0 0 0
1 0 α1 0 0 −β1
0 0 0 α1 β1 1
0 0 1 −β1 α1 0
0 1 β1 0 0 α1

• Metaclass IV: [11 11 11]
α1 0 0 −β1 0 0
0 α2 0 0 −β2 0
0 0 α3 0 0 α4
β1 0 0 α1 0 0
0 β2 0 0 α2 0
0 0 α4 0 0 α3

• Metaclass V: [11 22]
α1 −β1 0 0 0 0
β1 α1 0 0 0 0
0 0 α2 0 0 α3
0 1 0 α1 β1 0
1 0 0 −β1 α1 0
0 0 α3 0 0 α2

• Metaclass VI: [11 11 11]
α1 0 0 −β1 0 0
0 α2 0 0 α4 0
0 0 α3 0 0 α5
β1 0 0 α1 0 0
0 α4 0 0 α2 0
0 0 α5 0 0 α3

• Metaclass VII: [11 11 11]
α1 0 0 α4 0 0
0 α2 0 0 α5 0
0 0 α3 0 0 α6
α4 0 0 α1 0 0
0 α5 0 0 α2 0
0 0 α6 0 0 α3

• Metaclass VIII: [6] ǫ1 ∈ {±1}
α1 0 0 0 0 0
1 α1 0 0 0 0
0 1 α1 0 0 0
0 0 0 α1 1 0
0 0 0 0 α1 1
0 0 ǫ1 0 0 α1

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• Metaclass IX: [42] ǫ1, ǫ2 ∈ {±1}
α1 0 0 0 0 0
1 α1 0 0 0 0
0 0 α2 0 0 0
0 0 0 α1 1 0
0 ǫ1 0 0 α1 0
0 0 ǫ2 0 0 α2

• Metaclass X: [4 11] ǫ1 ∈ {±1}
α2 0 0 0 0 0
1 α2 0 0 0 0
0 0 α1 0 0 −β1
0 0 0 α2 1 0
0 ǫ1 0 0 α2 0
0 0 β1 0 0 α1

• Metaclass XI: [411] ǫ1 ∈ {±1}
α1 0 0 0 0 0
1 α1 0 0 0 0
0 0 α2 0 0 α3
0 0 0 α1 1 0
0 ǫ1 0 0 α1 0
0 0 α3 0 0 α2

• Metaclass XII: [2 22] ǫ1 ∈ {±1}
α1 −β1 0 0 0 0
β1 α1 0 0 0 0
0 0 α2 0 0 0
0 1 0 α1 β1 0
1 0 0 −β1 α1 0
0 0 ǫ1 0 0 α2

• Metaclass XIII: [222] ǫ1, ǫ2, ǫ3 ∈ {±1}, ǫ1 ≤ ǫ2 ≤ ǫ3
α1 0 0 0 0 0
0 α2 0 0 ǫ2 0
0 0 α3 0 0 0
ǫ1 0 0 α1 0 0
0 0 0 0 α2 0
0 0 ǫ3 0 0 α3

• Metaclass XIV: [22 11] ǫ1, ǫ2 ∈ {±1}, ǫ1 ≤ ǫ2
α3 0 0 0 0 0
0 α2 0 0 ǫ2 0
0 0 α1 0 0 −β1
ǫ1 0 0 α3 0 0
0 0 0 0 α2 0
0 0 β1 0 0 α1

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• Metaclass XV: [22 11] ǫ1, ǫ2 ∈ {±1}, ǫ1 ≤ ǫ2
α1 0 0 0 0 0
0 α2 0 0 ǫ1 0
0 0 α3 0 0 α4
ǫ2 0 0 α1 0 0
0 0 0 0 α2 0
0 0 α4 0 0 α3

• Metaclass XVI: [2 11 11] ǫ1 ∈ {±1}
α3 0 0 0 0 0
0 α1 0 0 −β1 0
0 0 α2 0 0 −β2
ǫ1 0 0 α3 0 0
0 β1 0 0 α1 0
0 0 β2 0 0 α2

• Metaclass XVII: [211 11] ǫ1 ∈ {±1}
α2 0 0 0 0 0
0 α1 0 0 −β1 0
0 0 α3 0 0 α4
ǫ1 0 0 α2 0 0
0 β1 0 0 α1 0
0 0 α4 0 0 α3

• Metaclass XVIII: [21111] ǫ1 ∈ {±1}
α1 0 0 0 0 0
0 α2 0 0 α4 0
0 0 α3 0 0 α5
ǫ1 0 0 α1 0 0
0 α4 0 0 α2 0
0 0 α5 0 0 α3

• Metaclass XIX: [51] ǫ1 ∈ {±1}
α1 0 0 0 0 0
1 α1 0 0 0 0
0 1√
2
1
2 (α1 + α2) 0 0
ǫ1
2 (α1 − α2)
0 0 0 α1 1 0
0 0 ǫ1√
2
0 α1
1√
2
0 ǫ1√
2
ǫ1
2 (α1 − α2) 0 0
1
2 (α1 + α2)

• Metaclass XX: [33]
α1 0 0 0 0 0
1√
2
1
2 (α1 + α2) −
1√
2
0 12 (α1 − α2) 0
0 0 α2 0 0 0
0 1√
2
0 α1
1√
2
0
1√
2
1
2 (α1 − α2)
1√
2
0 12 (α1 + α2) 0
0 1√
2
0 0 − 1√
2
α2

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• Metaclass XXI: [321] ǫ1, ǫ2 ∈ {±1}
α1 0 0 ǫ2 0 0
0 α2
1√
2
0 0 ǫ1√
2
0 0 12 (α2 + α3) 0
ǫ1√
2
ǫ1
2 (α2 − α3)
0 0 0 α1 0 0
0 0 0 0 α2 0
0 0 ǫ12 (α2 − α3) 0
1√
2
1
2 (α2 + α3)

• Metaclass XXII: [31 11] ǫ1 ∈ {±1}
α1 0 0 −β1 0 0
0 α2
1√
2
0 0 ǫ1√
2
0 0 12 (α2 + α3) 0
ǫ1√
2
ǫ1
2 (α2 − α3)
β1 0 0 α1 0 0
0 0 0 0 α2 0
0 0 ǫ12 (α2 − α3) 0
1√
2
1
2 (α2 + α3)

• Metaclass XXIII: [31 11] ǫ1 ∈ {±1}
α3 0 0 α4 0 0
0 12 (α1 + α2) 0 0
ǫ1
2 (α1 − α2)
ǫ1√
2
0 1√
2
α1 0
ǫ1√
2
0
α4 0 0 α3 0 0
0 ǫ12 (α1 − α2) 0 0
1
2 (α1 + α2)
1√
2
0 0 0 0 0 α1

For each meta-class, αi ∈ R, βi > 0 for i ∈ {1, 2, . . .} and conditions for signs
ǫi ∈ {−1,+1} are given for each metaclass.
Proof. Let B be the 6 × 6 matrix B = (εIJ)IJ = H(2), where ε
IJ = εI1I2J1J2 for
I, J ∈ O, and H(2) is as in equation (32).
Claim 1. For any Segre type s in the list (18), there exists a non-empty finite set
of invertible 6× 6 matrices Ss ⊂ R
6×6 with the following property
(∗) If κ ∈ Ω22(N) is such that
(2)κ|p = 0 and κ|p has Segre type s, then
κ|p ∼ S · V · S
−1.
for some S ∈ Ss, and a Jordan normal form matrix V ∈ R
6×6 with Segre
type s. (See Appendix B for the definition of Jordan normal form.)
To construct Ss, let s =
[
m1 · · ·mr k1k1 · · · ksks
]
be a Segre type from the list (18),
and let Ws ⊂ R
6×6 be the set of matrices of the form
W =
r⊕
j=1
ǫjFmj ⊕
s⊕
j=1
F2kj ,
where ǫ1, . . . , ǫr ∈ {±1} are such that (i) {ǫj}
r
j=1 satisfy condition (ii) in Theorem
B.3 and (ii) each W ∈ Ws has signature (−−−+++). It is clear that Ws is finite
and computer algebra shows that Ws is not empty for any s. If W ∈ Ws, then
W and B are both symmetric matrices with spectrum {1, 1, 1,−1,−1,−1} whence
there exists an (orthogonal) S ∈ R6×6 such that
W = St ·B · S.(20)
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Thus, for each W ∈ Ws we can find some S ∈ R
6×6 such that equation (20) holds.
Let us denote one such S by S = SW , and let Ss = {SW ∈ R
6×6 : W ∈ Ws}. Let
us also note that Ss is not uniquely determined by s.
To show that Ss satisfies property (∗), let κ ∈ Ω
2
2(N) be such that
(2)κ|p = 0
and κ|p has Segre type s. Moreover, in coordinates {x
i}3i=0 around p, let κ
J
I be
components for κ|p as in equation (8). Then Theorem 2.1 implies that
κIKε
KJ = κJKε
KI , I, J ∈ O.
For A = (κJI )IJ we have BA = A
tB, so we can apply Theorem B.3, and there exists
an invertible matrix L ∈ R6×6 such that
L−1 · A · L = V,(21)
Lt · B · L = W,(22)
where V is a Jordan normal form matrix with the same Segre type as κ|p and
W ∈ Ws. Now there exists an S ∈ Ss such that W = S
t · B · S whence
A = (SL−1)−1 · (S · V · S−1) · (SL−1),(23)
B = (SL−1)t ·B · (SL−1)(24)
and κ|p ∼ S · V · S
−1 follows by Proposition A.1 in Appendix A.
If S ∈ R6×6 is one solution to equation (20), then the set of all solutions is given by
{ΛS ∈ R6×6 : Λt · B · Λ = B}, and each solution typically gives rise to a different
normal form for the metaclass. To complete the proof we need to go through all 23
Segre types, and for each Segre type s, we compute S ·V ·S−1 for all S ∈ Ss (for a
suitable choice of S and Ss) and for all Jordan normal form matrices V with Segre
type s. The choice of S and Ss are chosen so that normal forms on the theorem
formulation correspond to the normal forms in [SWW10] via the correspondence in
Proposition 2.5 with g = diag(1, 1, 1, 1).
To show the last claim for Metaclasses I, II, . . ., VI, VII, we need to show that the
conjugations by Hodge star operators can be replaced by coordinate transformations
and by possibly redefining the constants that appear in the normal form matrices. If
{xi}3i=0 are coordinates where κ|p ∼ V holds, let {x˜
i}3i=0 be coordinates determined
by x˜i = J ijx
j for a suitable 4 × 4 matrix J = (J ij)ij . If g1 = diag(1, 1, 1, 1) and
g2 = diag(1,−1,−1, 1) are metrics as in Definition 3.1 then suitable choices for J
are
Metaclass I II III IV V V I V II
Conjugation by ∗g1 J1 J2 J3 J1 J2 J1 Id
Conjugation by ∗g2 J1 J2 J2 J1 J2 J1 Id
where J1 = diag(−1, 1, 1, 1) and
J2 =

0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0
 , J3 =

0 0 0 −1
0 1 0 0
0 0 1 0
−1 0 0 0
 . 
Appendix A. Proposition A.1
In this appendix we state and prove Proposition A.1, which gives two alternative
descriptions for κ|p ∼ V in Definition 3.1.
Proposition A.1. Suppose N is a 4-dimensional manifold, κ ∈ Ω22(N), p ∈ N
and V ∈ R6×6. Then the following conditions are equivalent
(i) κ|p ∼ V .
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(ii) There are coordinates {xi}3i=0 around p and an α ∈ {1, 2, 3} such that
(κJI )IJ = H(α) · V ·H(α),(25)
where κJI are components that represent κ|p in coordinates {x
i}3i=0 as in
equation (8), and H(1), H(2), H(3) are the matrices in equations (31)–(32)
in Appendix A.
(iii) There are coordinates {xi}3i=0 around p and there exists an invertible S ∈
R
6×6 such that
(κJI )IJ = S
−1 · V · S,(26)
B = St ·B · S,(27)
where B is the 6× 6 matrix B = (εIJ)IJ = H(2).
Proof. Equivalence (i) ⇔ (ii) follows since H(2) and −H(3) are matrix representa-
tions of ∗g in the basis (7) for metrics g = diag(1, 1, 1, 1) and g = diag(1,−1,−1, 1),
respectively. Implication (ii) ⇒ (iii) follows by taking S = H(α). For implication
(iii) ⇒ (ii), let A be the 6× 6 matrix A = (κJI )IJ , let {T
J
I : I, J ∈ O} be the array
of components such that (T JI )IJ = S
−1, and for each J ∈ O let T J ∈ Λ2p(N) be
defined by
T J = T JI dx
I .(28)
Equation (27) implies that B = S−t · B · S−1. Thus {T J : J ∈ O} satisfy the
assumptions in Proposition A.2 whence there exist linearly independent covectors
{ξi}3i=0 in Λ
1
p(N) such that equation (30) holds for some α ∈ {0, 1, 2, 3}. Around
p, let {x˜i}3i=0 be coordinates defined as x˜
i = ξi
(
∂
∂xb
∣∣
p
)
xb. To see that {x˜i}3i=0
are coordinates it suffices to show that
(
dxi(uj)
)
ij
is the inverse matrix to
(
∂x˜i
∂xj
)
ij
when {ui}
3
i=0 is a dual basis to {ξ
i}3i=0. Thus ξ
i = dx˜i|p and equations (30), (28)
and dx˜I = ∂x˜
I
∂xL dx
L imply that T JI = Y
J
(α)K
∂x˜K
∂xI . Equation (26) further implies that
A · S−1 = S−1 · V and by equation (10),
κ˜LI Y
J
(α)L = Y
L
(α)IVb(L)b(J), I, J ∈ O.
Since H2(α) = Id it follows that (κ˜
J
I )IJ = H(α) · V ·H(α) where α ∈ {0, 1, 2, 3}, and
part (ii) follows. 
Proposition A.2. Suppose T I ∈ Λ2p(N) for all I ∈ O on a 4-manifold N , where
O is as in Section 2.3 and p ∈ N . Moreover, suppose that
T I ∧ T J = εIJω, I, J ∈ O(29)
for some ω ∈ Λ4p(N)\{0}. Then there exists linearly independent ξ0, . . . , ξ3 ∈ Λ
1
p(N)
and an α ∈ {0, 1, 2, 3} such that
T J = Y J(α)Iξ
I , J ∈ O,(30)
where ξI = ξI1 ∧ ξI2 and Y J(α)I are components such that (Y
J
(α)I)IJ = H(α) for one
of the 6× 6 matrices
H(0) = − Id, H(1) = Id,(31)
H(2) =

1
1
1
1
1
1
 , H(3) =

1
1
−1
1
1
−1
 .(32)
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Proof. Let us first note that equation (29) implies that T I is non-zero for each
I ∈ O. Let g be an auxiliary positive definite Riemann metric on N . Then
〈u, v〉 = ∗g(u ∧ v), u, v ∈ Λ
2
p(N)
defines an indefinite inner product in Λ2p(N) of signature (+ + + − −−) [Har91].
For a vector subspace W ⊂ Λ2p(N), we denote the orthogonal complement (with
respect to 〈·, ·〉) by W⊥ [O’N83, p. 49].
Claim 1. There exists linearly independent covectors ξ0, ξ1, ξ2 ∈ Λ1p(N) such that
T 0i = ξ0 ∧ ξi, i ∈ {1, 2}.(33)
In four dimensions, the Plucker identities states that a q ∈ Λ2p(N) can be written
as q = a ∧ b for some a, b ∈ Λ1p(N) if and only if q ∧ q = 0 [Coh05, p. 184]. Thus
equation (29) implies that there exist ξ0, ξ1 ∈ Λ
1
p(N) such that
T 01 = ξ0 ∧ ξ1.(34)
Since T 01 6= 0, covectors ξ0 and ξ1 are linearly independent. Let ξ2, ξ3 ∈ Λ1p(N)
be such that {ξi}3i=0 is a basis for Λ
1
p(N). For W = span{T
01} we then have
dimW⊥ = 5 and
W⊥ = span{{ξ0 ∧ ξr}3r=1, {ξ
1 ∧ ξs}3s=2}.
Since T 02 ∈ W⊥ we have
T 02 = Aξ0 ∧ ξ1 + ξ0 ∧ ζ0 + ξ1 ∧ ζ1,(35)
for some A ∈ R and ζ0, ζ1 ∈ span{ξi}3i=2. From T
02 ∧ T 02 = 0, it follows that
ξ0 ∧ ξ1 ∧ ζ0 ∧ ζ1 = 0. Thus covectors ξ0, ξ1, ζ0, ζ1 are linearly dependent and there
are constants Ci such that
C1ξ
0 + C2ξ
1 + C3ζ
0 + C4ζ
1 = 0,(36)
and all C1, C2, C3, C4 are not zero. Since C1 = C2 = 0, we can not have C3 = C4 =
0. If C3 6= 0, then ζ
0 = −C4C3 ζ
1 and equations (34) and (35) yield
T 01 =
(
ξ1 −
C4
C3
ξ0
)
∧ (−ξ0), T 02 =
(
ξ1 −
C4
C3
ξ0
)
∧
(
ζ1 −Aξ0
)
.
If ζ1 = 0 then ζ0 = 0 whence equation (35) implies that T 02 = AT 01 and A 6= 0.
Writing out AT 01 ∧ T 23 = T 02 ∧ T 23 using equation (29) gives a contradiction, so
ζ1 6= 0. Hence covectors ξ1 − C4C3 ξ
0,−ξ0 and ζ1 −Aξ0 are linearly independent and
Claim 1 follows. The case C4 6= 0 follows similarly.
Claim 2. There exists a basis {ξi}3i=0 for Λ
1
p(N) such that equations (33) hold and
T 03 = ξ0 ∧ ζ +Dξ1 ∧ ξ2(37)
for some D ∈ R and ζ ∈ span{ξi}3i=1.
If ξ0, ξ1, ξ2 ∈ Λ1p(N) are as in Claim 1, then there exists a ξ
3 ∈ Λ1p(N) such that
{ξi}3i=0 is a basis for Λ
1
p(N). For W = span{T
01, T 02}, we then have dimW⊥ = 4
and
W⊥ = span{ξ1 ∧ ξ2, {ξ0 ∧ ξi}3i=1}.
Claim 2 follows since T 03 ∈W⊥
In Claim 2 we may assume that D and ζ are not both zero since T 03 6= 0. The
proof then divides into three cases: D = 0, ζ 6= 0 (Claim 3), D 6= 0, ζ 6= 0 (Claim
4) and D 6= 0, ζ = 0 (Claim 5).
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Claim 3. If Claim 2 holds with D = 0 and ζ 6= 0, then there are linearly indepen-
dent ξ0, . . . , ξ3 ∈ Λ1p(N) and a τ ∈ {±1} such that
T 0i = ξ0 ∧ ξi, i ∈ {1, 2, 3},(38)
T 12 = τξ1 ∧ ξ2,(39)
T 23 = τξ2 ∧ ξ3,(40)
T 31 = τξ3 ∧ ξ1.(41)
The proof is divided into four steps. In Step 1, let us show that there are lin-
early independent {ξi}3i=0 such that equations (38) hold. Since D = 0 in Claim
2, equations (38) hold by setting ξ3 = ζ. Therefore we only need to show that
{ξi}3i=0 are linearly independent. If there are constants C0, . . . , C3 ∈ R such that∑3
i=0 Ciξ
i = 0, then
C1T
01 + C2T
02 + C3T
03 = 0.
Thus C1T
01∧T 23 = 0 so C1 = 0 by equation (29). Similarly we obtain C2 = C3 = 0.
Thus C0ξ
0 = 0, so C0 = 0, and {ξ
i}3i=0 are linearly independent.
In Step 2, let us show that there exists a τ ∈ {±1} and linearly independent {ξi}3i=0
such that equations (38)–(39) hold. By Step 1, there are linearly independent
{ξi}3i=0 such that equations (38) hold. We know that T
12 ∈ span{T 01, T 02}⊥.
Hence
T 12 = ξ0 ∧ ζ + Eξ1 ∧ ξ2(42)
where ζ ∈ span{ξi}3i=1 and E ∈ R. Equations (38), (29) and (42) imply that
ω = T 03 ∧ T 12 = Eξ0 ∧ ξ1 ∧ ξ2 ∧ ξ3, so E 6= 0. Let τ = sgnE. Since T 12 ∧ T 12 = 0,
it follows that ξ0, ξ1, ξ2, ζ are linearly dependent and there are constants C0, . . . , C3
such that
C0ξ
0 + C1ξ
1 + C2ξ
2 + C3ζ = 0
and all C0, . . . , C3 are not zero. It is clear that C0 = 0. Since C3 = 0 is not possible,
there are constants A,B ∈ R such that
T 12 = ξ0 ∧
(
Aξ1 +Bξ2
)
+ Eξ1 ∧ ξ2.
Thus
T 01 =
(
1√
|E|
ξ0
)
∧
(√
|E|ξ1 +
τB√
|E|
ξ0
)
,
T 02 =
(
1√
|E|
ξ0
)
∧
(√
|E|ξ2 −
τA√
|E|
ξ0
)
,
T 03 =
(
1√
|E|
ξ0
)
∧
(√
|E|ξ3
)
,
T 12 = τ
(√
|E|ξ1 +
τB√
|E|
ξ0
)
∧
(√
|E|ξ2 −
τA√
|E|
ξ0
)
.
Since the four covectors inside the parentheses are linearly independent, Step 2
follows.
In Step 3, let us show that there exists a τ ∈ {±1} and linearly independent
{ξi}3i=0 such that equations (38)–(40) hold. By Step 2, there exists a τ ∈ {±1}
and linearly independent covectors {ξi}3i=0 such that (38)–(39) hold. Since T
23 ∈
span{T 12, T 02, T 03}⊥ we have
T 23 = ξ0 ∧ ζ + Fξ2 ∧ ξ3
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for some ζ ∈ span{ξa}2a=1 and F ∈ R. Writing out T
01 ∧ T 23 = T 03 ∧ T 12 shows
that F = τ . Since T 23 ∧ T 23 = 0 there are constants C0, . . . , C3 such that
C0ξ
0 + C1ξ
2 + C2ξ
3 + C3ζ = 0,
and all C0, . . . , C3 are not zero. Now C0 = 0 and C2 = 0. Since C3 6= 0 is not
possible, it follows that ζ = Cξ2 for some C ∈ R. Thus T 23 = τξ2∧(ξ3−τCξ0), and
Step 3 follows by rewriting T 01, T 02, T 03, T 12, T 23 and checking linear independence
as in Step 2.
In Step 4, let us show that there exists a τ ∈ {±1} and linearly independent
{ξi}3i=0 such that equations (38)–(41) hold. By Step 3, there exist a τ ∈ {±1} and
linearly independent covectors {ξi}3i=0 such that equations (38)–(40) hold. Since
T 31 ∈ span{T 12, T 01, T 03, T 23}⊥ it follows that
T 31 = Aξ3 ∧ ξ1 +Bξ0 ∧ ξ2
for some A,B ∈ R. Writing out T 02∧T 31 = T 01∧T 23 gives A = τ and writing out
T 31 ∧ T 31 = 0 gives B = 0. This completes the proof of Claim 3.
Claim 4. Suppose Claim 2 holds with D 6= 0, ζ 6= 0. If σ = sgnD, then there are
linearly independent ξ0, . . . , ξ3 ∈ Λ1p(N) such that
T 01 = ξ2 ∧ ξ3,(43)
T 02 = ξ3 ∧ ξ1,(44)
T 03 = σξ1 ∧ ξ2,(45)
T 12 = σξ0 ∧ ξ3,(46)
T 23 = ξ0 ∧ ξ1,(47)
T 31 = ξ0 ∧ ξ2.(48)
As the proof of Claim 3, the proof is divided into four steps. In Step 1, let us show
that there are linearly independent {ξi}3i=1 such that equations (43)–(45) hold. Let
{ξi}3i=0, D 6= 0 and ζ 6= 0 be as in Claim 2. Then T
03 ∧ T 03 = 0 implies that
ζ = Aξ1 +Bξ2 for some A,B ∈ R, and
T 01 =
(
−
√
|D|ξ1 −
σB√
|D|
ξ0
)
∧
(
1√
|D|
ξ0
)
,
T 02 =
(
1√
|D|
ξ0
)
∧
(√
|D|ξ2 −
σA√
|D|
ξ0
)
,
T 03 = σ
(√
|D|ξ2 −
σA√
|D|
ξ0
)
∧
(
−
√
|D|ξ1 −
σB√
|D|
ξ0
)
.
Step 1 follows since the covectors in the parentheses are linearly independent.
In Step 2, let us show that there are linearly independent {ξi}3i=0 such that equa-
tions (43)–(46) hold. By Step 1, there are linearly independent {ξi}3i=1 such that
equations (43)–(45) hold. We know that T 12 ∈ span{T 01, T 02}⊥. Hence
T 12 = ξ3 ∧ ζ + Eξ1 ∧ ξ2
where ζ ∈ Λ1p(N) and E ∈ R. Writing out T
03 ∧ T 12 6= 0 and T 12 ∧ T 12 = 0 shows
that ξ1, ξ2, ξ3, ζ are linearly independent and E = 0. Step 2 follows by setting
ξ0 = −σζ.
In Step 3, let us show that there are linearly independent {ξi}3i=0 such that equa-
tions (43)–(47) hold. By Step 2, there exist linearly independent {ξi}3i=0 such that
A RESTATEMENT OF THE NORMAL FORM THEOREM FOR AREA METRICS 17
(43)–(46) hold. Since T 23 ∈ span{T 12, T 02, T 03}⊥, it follows that
T 23 = ξ1 ∧ (Aξ0 +Bξ3) + Eξ2 ∧ ξ3
for some A,B,E ∈ R. Writing out T 01 ∧ T 23 = T 03 ∧ T 12 and T 23 ∧ T 23 = 0 gives
A = −1 and E = 0. Thus
T 23 = (ξ0 −Bξ3) ∧ ξ1,
and Step 3 follows since T 12 can be rewritten as T 12 = σ(ξ0 −Bξ3) ∧ ξ3.
In Step 4, let us show that there are linearly independent {ξi}3i=0 such that equa-
tions (43)–(48) hold. By Step 3, there exist linearly independent covectors {ξi}3i=0
such that (43)–(47) hold. Since T 31 ∈ span{T 01, T 03, T 12, T 23}⊥ we have
T 31 = Aξ3 ∧ ξ1 +Bξ0 ∧ ξ2
for some A,B ∈ R. Writing out T 31 ∧ T 02 = T 01 ∧ T 23 and T 31 ∧ T 31 = 0 gives
B = 1 and A = 0, so equation (48) holds and Step 4 follows. This completes the
proof of Claim 4.
Claim 5. Suppose Claim 2 holds with D 6= 0 and ζ = 0 and let σ = sgnD. Then
there are linearly independent ξ0, . . . , ξ3 ∈ Λ1p(N) such that
T 0i = ξ0 ∧ ξi, i ∈ {1, 2},(49)
T 03 = σξ1 ∧ ξ2,(50)
T 12 = ξ0 ∧ ξ3,(51)
T 23 = σξ2 ∧ ξ3,(52)
T 31 = σξ3 ∧ ξ1.(53)
The proof of Claim 5 is divided into three steps. In Step 1, we show that there are
linearly independent {ξi}3i=0 such that equations (49)–(51) hold. The argument for
Claim 2 shows that
T 12 = ξ0 ∧ η + Eξ1 ∧ ξ2
for some E ∈ R and η ∈ span{ξi}3i=0. Writing out T
12 ∧ T 03 6= 0 shows that
{ξ0, ξ1, ξ2, η} are linearly independent. Then T 12∧T 12 = 0 implies that E = 0 and
equations (49)–(51) follow by setting ξ3 =
√
|D|η and suitably scaling ξ0, ξ1, ξ2.
In Step 2, we show that there are linearly independent {ξi}3i=0 such that equations
(49)–(52) hold. By the argument in Claim 3, Step 3, there is a B ∈ R such that
T 23 = σξ2 ∧
(
ξ3 + σBξ0
)
and equations (49)–(51) follow by redefining ξ3 7→ ξ3 + σBξ0.
In Step 3, we show that there are linearly independent {ξi}3i=0 such that equations
(49)–(53) hold. This follows by repeating the argument in Claim 3, Step 4.
We can now complete the proof. When Claim 3 holds, then equation (30) follows
by replacing covectors ξi 7→ {τξ0, ξ1, ξ2, ξ3} and α = 0 when τ = −1 and α = 1
when τ = 1. When Claim 4 holds, then equation (30) holds with α = 2 when
σ = 1 and α = 3 when σ = −1. When Claim 5 holds, then equation (30) follows
by replacing covectors ξi 7→ {ξ3,−ξ2, ξ1,−σξ0} and α = 2 when σ = 1 and α = 3
when σ = −1. 
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Appendix B. Normal form for a H-selfadjoint matrix
The Jordan normal form theorem (Theorem B.1) is a fundamental theorem in linear
algebra. In this appendix we formulate Theorem B.3 which extends this result to
two matrices that are suitably compatible. The result is known as the canonical
form of an H-selfadjoint matrix. The result and its proof can be found in [LR05,
Theorem 12.2].
First we define the block matrices that appear in the Jordan normal form theorem
for real matrices [LR05, Theorem 2.2]. For m ∈ {1, 2, . . .}, λ, σ ∈ R and τ > 0 let
Rm(λ) =

λ 1
λ 1
. . .
. . .
λ 1
λ
 ∈ Rm×m,
C2m(σ ± iτ) =

σ τ 1 0
−τ σ 0 1
σ τ 1 0
−τ σ 0 1
. . .
. . .
. . . 1 0
. . . 0 1
σ τ
−τ σ

∈ R2m×2m.
Moreover, let F1 = (1) and for m ≥ 2, let Fm be the standard involutary permuta-
tion matrix
Fm =
 1. . .
1
 ∈ Rm×m.(54)
For square matrices M1, . . . ,Mk, we define
M1 ⊕ · · · ⊕Mk =
M1 . . .
Mk
 .(55)
The next theorem is the Jordan normal form theorem with the ordering in equation
(57) being a consequence of Proposition B.2. We say that a matrix A ∈ Rn×n is in
Jordan normal form if Theorem B.1 holds with L = Id.
Theorem B.1. Suppose A ∈ Rn×n. Then there exists an invertible matrix L ∈
R
n×n such that
L−1AL =
r⊕
j=1
Rmj (λj) ⊕
s⊕
j=1
C2kj (σj ± iτj),(56)
for some r, s ≥ 0, λ1, . . . , λr ∈ R, σ1, . . . , σs ∈ R, τ1, . . . , τs > 0 and
m1 ≥ · · · ≥ mr ≥ 1, k1 ≥ · · · ≥ ks ≥ 1.(57)
Moreover, suppose that L˜ is another n×n matrix such that equations (56) and (57)
hold for block matrices (Rm˜j (λ˜j))
r˜
j=1 and (C2k˜j (σ˜j ± iτ˜j))
s˜
j=1. Then r˜ = r, s˜ = s
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and (Rm˜j (λ˜j))
r
j=1 is a permutation of (Rmj (λj))
r
j=1 and (C2k˜j (σ˜j ± iτ˜j))
s
j=1 is a
permutation of (C2kj (σj ± iτj))
s
j=1. In particular, m˜j = mj for j = 1, . . . , r and
k˜j = kj for j = 1, . . . , s.
The next proposition shows that the blocks in M1 ⊕ · · · ⊕Mk can be permutated
into any order using a similarity transformation [Fie86, p. 31].
Proposition B.2. Suppose
A = M1 ⊕ · · · ⊕Mk,
where M1, . . . ,Mk are real square matrices, and suppose that π is a permutation of
{1, 2, . . . , k}. Then there exists a real orthogonal matrix P such that
P−1AP = Mπ(1) ⊕ · · · ⊕Mπ(k).
For example, if M1 ∈ R
n×n and M2 ∈ Rm×m then P−1 · (M1⊕M2) ·P =M2⊕M1
for P =
(
0n×m In×n
Im×m 0m×n
)
, where 0a×b is the a× b zero matrix, and Ia×a is the a×a
identity matrix.
Theorem B.3. Suppose A,B ∈ Rn×n are matrices such that
B = Bt, detB 6= 0, BA = AtB.
Then there exists an invertible n× n matrix L such that
L−1AL =
r⊕
j=1
Rmj (λj) ⊕
s⊕
j=1
C2kj (σj ± iτj),
LtBL =
r⊕
j=1
ǫjFmj ⊕
s⊕
j=1
F2kj ,
where r, s ≥ 0, λ1, . . . , λr ∈ R, σ1, . . . , σs ∈ R, τ1, . . . , τs > 0 and ǫ1, . . . , ǫr ∈ {±1}.
Moreover,
(i) m1 ≥ · · · ≥ mr ≥ 1 and k1 ≥ · · · ≥ ks ≥ 1,
(ii) if ma = ma+1 = · · · = ma+d for some 1 ≤ a < a+ d ≤ r, then
ǫa ≤ ǫa+1 ≤ · · · ≤ ǫa+d.
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