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In this paper, we study the problem of locating a median path of limited length on a tree
under the condition that some existing facilities are already located. The existing facilities
may be located at any subset of vertices. Upper and lower bounds are proposed for both
the discrete and continuous models. In the discrete model, a median path is not allowed to
contain partial edges. In the continuous model, a median path may contain partial edges.
The proposed upper bounds for these twomodels are O(n logn) and O(n lognα(n)), respec-
tively. They improve the previous known bounds from O(n log2 n) and O(n2), respectively.
The proposed lower bounds are both(n logn).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The objective of a network location problem is to locate a facility optimally to serve a number of customers. Network
location theory has been traditionally concerned with the optimal location of points. Let G = (V , E) be a graph. For any pair
v,u∈V , let d(v,u) be their distance. For each v∈V , let w(v) be its vertex weight. The well-known p-median problem is to ﬁnd
a subset H of p vertices minimizing
∑
v∈V {w(v × minu∈H d(v,u)}, which is called the distance-sum of H. The well-known
p-center problem is to ﬁnd a subsetH of p verticesminimizingmaxv∈V {w(v)×minu∈H d(v, u)}, which is called the eccentricity
of H. These two problems have been extensively studied in the literature [9,12,14,25].
Slater [18,24] ﬁrst extended the network location theory to include a facility that is not merely a single-point but a path.
He deﬁned a core (or amedian path) of a tree as a path of any length having the minimum distance-sum. Minieka and Patel
[17] studied the problem of ﬁnding amedian path of a speciﬁed length in a tree. In the problem, since the length of a median
path should be exactly equal to a given number l, the path being selected may contain partial edges. Minieka [16] proposed
an O(n3)-time algorithm for the problem. Later, Hakimi et al. [10] studied the problem of locating a median path of limited
length in a tree. In the problem, a median path should have length not larger than a given number l. Two models were
discussed in [10]. If a median path is not allowed to contain partial edges, it is referred as the discrete model. Otherwise,
it is referred as the continuous model. Alstrup et al. [2] presented fast algorithms for both models. Their algorithms require
O(n log n) time for the discretemodel andO(n log nα(n)) time for the continuousmodel,where α is the inverse of Ackermann’s
function.With a littlemodiﬁcation, their algorithm for the continuousmodel can be used to ﬁnd amedian path of a speciﬁed
length as well, signiﬁcantly improving the previous bound from O(n3). Alstrup et al.’s improved algorithmswere obtained by
establishing an elegant relation to Davenport-Schinzel sequences [11]. A similar technique for improving location algorithms
on trees was also covered in [23]. Very recently, Becker et al. [3] studied the problem of locating a central-median path of
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limited length in a tree. In [16], Minieka extended the location theory to include tree-shaped facilities. Results on locating
tree-shaped facilities can be found in [10,13,16,22,26,27,29]. Path-shaped and tree-shaped facilities are also called extensive
facilities. Parallel algorithms for locating different kinds of extensive facilities have also been examined in the literature
[19,20,30,31].
Consider the situation that we are going to locate new facilities on a network in which some existing facilities are
already located. Let G = (V , E) be a graph in which there are existing facilities located at the vertices of a subset S⊆V .
The conditional p-median problem is to ﬁnd a subset H of p vertices minimizing the distance-sum of H∪S and the con-
ditional p-center problem is to ﬁnd a subset H of p vertices minimizing the eccentricity of H∪S. Minieka [15] coined the
term conditional location problem. Since then many papers dealing with conditional location problems have appeared
[4,5,6,7,8,28]. Minieka solved the conditional 1-median and 1-center problems on a tree in O(n) time for the special case
that S contains just a single vertex. Kariv and Hakimi [12] solved the p-median problem in O(p2n2) time and showed that
their algorithm can be applied to solve the conditional p-median problem on a tree in the same time (for any subset S).
Drezner [8] showed that solving the conditional p-center problem can be done by performing O(log n) times any algo-
rithm for the p-center problem. Frederickson and Johnson [9] solved the p-center problem on a tree in O(n log n) time.
By combining these two results, the conditional p-center problem on a tree can be solved in O(n log2 n) time. Recently,
Tamir et al. [28] launched the study on ﬁnding the conditional location of an extensive facility of limited length on a tree.
No constraint was placed on the subset S. It may contain vertices of a path, a subtree, or even a forest. They discussed
both path-shaped and tree-shaped facilities, both eccentricity and distance-sum criteria, and both continuous and dis-
crete models. Therefore, in total eight problems were examined. For most of the problems, sub-quadratic algorithms were
presented.
In this paper, we study the problem of ﬁnding the conditional location of a median path of limited length on a tree.
Upper and lower bounds are proposed for both the discrete and continuous models. The proposed upper bounds for these
twomodels are O(n log n) and O(n log nα(n)), respectively. Tamir et al. [28] had an O(n log2 n)-time algorithm for the discrete
model and an O(n2)-time algorithm for the continuous model. They conjectured that their results can be improved by using
thedata structurespresentedbyAlstrupet al. [2].Ourupperboundsareobtainedbyeffectively applying thosedata structures.
The proposed lower bound for the discrete model is(nlogn). It also holds for the unconditional case. Thus, the lower bound
shows that for the discrete model, the upper bound proposed in this paper and the upper bound proposed in [2] for the
unconditional case are both optimal. The proposed lower bound for the continuous model is also(nlogn). It shows that the
margin for possible improvement on our upper bound for the continuous model is slim.
The remainder of this paper is organized as follows. In the next section, notation and preliminaries are presented. In
Section 3, Alstrup et al.’s algorithms for the unconditional case are described. Then, in Sections 4 and 5, algorithms for the
conditional case are presented; Sections 4 and 5 deal with the discrete model and the continuous model, respectively. Then,
in Section 6, lower bounds are proposed. Finally, in Section 7, this paper is concluded with some remarks.
2. Notation and preliminaries
Let T = (V , E) be a free tree, where V is the vertex set and E is the edge set. Let n = |V |. Each v∈V has a nonnegative weight
w(v) and each e∈E has a nonnegative length d(e). In this paper, we assume that T is drawn in the Euclidean plane so that each
e∈E is a line segment of length d(e) and T is regarded as a closed and connected subset of points in the Euclidean plane. For
any two points a, b of T, let P(a, b) be the unique path from a to b, and let d(a, b) be the length of this path. A path P(a, b) is
discrete if both a, b∈V , and is almost discrete if at least one of a and b is a vertex. If two vertices i, j∈V are neighbors, then by
removing the edge (i, j) two subtrees are induced.We denote by Ti
j
the subtree containing j. For convenience, for any i∈V , we
call each Ti
j
, (i, j)∈E, a subtree of i. For any subtree X of T, the vertex set and edge set of X are denoted, respectively, by V(X)
and E(X). For ease of description, sometimes we will orient T into a rooted tree. In such a case, we denote by p(i) the parent
of a vertex i∈V .
For any vertex i∈V and any subset Y of points of T, the distance from i to Y, denoted by d(i,Y), is the shortest distance
from i to any point of Y. If Y = φ, d(i,Y) = ∞. In this paper, we assume that there is a subset S⊆V representing some existing
facilities. For any subtree X and any subset Y of points of T, the conditional distance-sum from X to Y isD(X ,Y) = ∑i∈V(X) w(i) ×
min{d(i,Y),d(i, S)}. If X = T , we simply write D(Y) in place of D(T ,Y). Let λi = D(i) for each i∈V and let λe = D(e) for each e∈E.
For each (i, j)∈E, deﬁne a function δ(i, j) as
δ(i, j)(x) = D(P(i, q)),
where 0xd(i, j) and q is the point on (i, j) with d(i, q) = x. Note that δ is deﬁned on ordered pairs of neighboring vertices
and thus δ(i, j) /=δ(j, i). By deﬁnition, δ(i, j)(0) = λi and δ(i, j)(d(i, j)) = λ(i, j).
The median path problem is to determine a path H of lengthl in T minimizing D(H), where l0 is a real number. The
determined path is called amedian path. The problem is unconditional if S = φ, and is conditional otherwise. When a median
path is allowed to contain partial edges, we refer to the model as the continuous model, and otherwise we refer to it as the
discrete model.
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Fig. 1. Merging two clusters into a cluster C. Black nodes are boundary vertices of C and the dashed lines are (C).
For any piecewise linear function f, let ‖f ‖ be the number of linear segments of f. For a set F of functions, the lower envelope
of F is the function deﬁned as
(x) = min
{
∞, min
f∈F and f is deﬁned on x
{f (x)}
}
for all number x  0. In this paper,we assume that a piecewise linear function is represented by an array storing the sequence
of its breakpoints so that the lower envelope of two piecewise linear functions f and g can be determined in O(‖f ‖ + ‖g‖)
time. Hart and Sharir gave the following result.
Theorem 1 ([11]). The lower envelope of n linear functions, each deﬁning a line or a line segment, is a piecewise linear function
having O(nα(n)) linear segments.
Recently, Alstrup et al. [1,2] introduced top trees as a new interface for designing divide-and-conquer algorithms for tree
problems. A top tree of T is deﬁned as follows. For any subtree X of T, we call a vertex in X having a neighbor in T outside X
a boundary vertex. A cluster of T is a subtree having at most two boundary vertices. For any cluster C, β(C) denotes the set of
boundary vertices and (C) denotes the path between the boundary vertices. If C has only one boundary vertex, (C) denotes
the vertex. Two clusters A and B can be merged if they intersect in a single vertex and A ∪ B is still a cluster. There are ﬁve
different cases of merging, which are illustrated in Fig. 1.
A top tree τ of T is a binary tree with the following properties [2].
1. Each node of τ represents a cluster of T.
2. The leaves of τ represent the edges of T.
3. Each internal node of from the two clusters represented by its children.
4. The root of τ represents T.
5. The height of τ is O(log n).
A top tree of T describes a way to recursively decompose T into subtrees, until each of the subtrees contains only a single
edge. It was shown in [2] that a top tree of T can be constructed in O(n) time. For the sake of completeness, a linear time
construction is given in Appendix A.
3. Alstrup et al.’s algorithms for the unconditional median path problem
We assume that S = φ and describe Alstrup et al.’s algorithms for the continuous model and the discrete model, respec-
tively, in the following two subsections.
3.1. The continuous model
For any subtree C of T, let Cost(C) = min{D(H)|H is a path of lengthl in C}, which is the distance-sum of the best path of
length l contained in C. Alstrup et al.’s algorithm ﬁrst constructs a top tree τ of T. Then, in a bottom-up fashion, it computes
Cost(C) for all clusters C represented by the nodes of τ . The computation for the root produces the distance-sum of a median
path.
Besides Cost(C), D((C)) and a function b,C for every b∈β(C) are computed for each cluster C, where b,C (x) =
min{D(P(b, q))|P(b, q) is contained in C,d(b, q)x} (i.e.,b,C (x) is the distance-sum of the best path of lengthx that extends
from b into C). Deﬁne for each (i, j)∈E a function f(i, j) as
f(i, j)(x) =
⎧⎨
⎩
∞ if x < 0,
δ(i, j)(x) if 0 x < d(i, j), and
λ(i, j) if x  d(i, j),
(1)
which is the distance-sum of the best path of lengthx that extends from i to a point on the edge (i, j). Then, we can express
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b,C (x) = min
(i, j)∈E(C) and i is on P(b, j)
{
D(P(b, i)) + f(i, j)(x − d(b, i)) − λi
}
.
Since S = φ, δ(i, j)(x) = λi − x × w(Tij ) for 0xd(i, j). Thus, each f(i, j) is a piecewise linear function having three linear
segments. And thus, b,C is the lower envelope of |E(C)| piecewise linear functions. Since (i, j)∈E(C) and i is on P(b, j)||f(i, j)|| =
O(|E(C)|), according to Theorem 1, we obtain the following.
Lemma 1 ([2]). In the unconditional case, for any cluster C and b ∈ β(C),b,C is a piecewise linear function having O(kα(k))
linear segments, where k = |E(C)|.
Alstrup et al.’s algorithm is as follows.
Algorithm 1
Median_Path (T , l)
Input: a tree T = (V , E) and a length l  0
Output: the distance-sum of a median path having length l
begin
1 preprocess T to obtain λi, λ(i, j), and f(i, j) for all i ∈ V and (i, j) ∈ E
2 τ← a top tree of T
3 for each leaf cluster e = (i, j) ∈ E do
4 Cost(e) ← min{f(i, j)(l), f(j, i)(l)}
5 D((e)) ←
⎧⎨
⎩
λi if β(e) = {i}
λj if β(e) = {j}
λe if β(e) = {i, j}
6 for each b ∈ β(e) dob,e ←
{
f(i, j) if b = i
f(j, i) if b = j
7 for each cluster C represented by an internal node of τ do (in a bottom-up fashion)
8 (A,B) ← the two clusters represented by the children of the internal node
9 c ← the intersection vertex of A and B
10 Hc ← min0xl{c, A(x) +c,B(l − x) − λc} //distance-sum of the best path passing c in C
11 Cost(C) ← min{Cost(A), Cost(B),Hc}
12 D((C)) ←
{
λb if |β(C)| = 1 and β(C) = {b}
D((A)) + D((B)) − λc otherwise
13 for each b ∈ β(C) do
14 b,C (x) ←
⎧⎨
⎩
min{b,A(x),b,B(x)} if b = c
min{b,A(x),c,B(x − d(b, c)) + D((A)) − λc} if b ∈ β(A)\{c}
min{b,B(x),c,A(x − d(b, c)) + D((B)) − λc} if b ∈ β(B)\{c}
15 return(Cost(T))
end
Since S = φ, it is easy to compute λi, λ(i, j), and w(Tij ) for all i ∈ V and (i, j) ∈ E in O(n) time. Using the values, each f(i, j) can
be computed in O(1) time. Thus, Step 1 requires O(n) time. Steps 2–6 take O(n) time. Step 10 takes O(‖c, A‖ + ‖c,B‖) time.
Step 14 obtainsb,C fromb,A andb,B in O(‖b,A‖ + ‖b,B‖) time. From Lemma 1, we conclude that the computation for
a merged cluster C in Steps 8–14 requires O(kα(k)) time, where k = |E(C)|. In each layer of τ , no two clusters C contain the
same edge. Thus, the computation for a layer of τ takes O(nα(n)) time. We have the following.
Theorem 2 ([2]). The problem of ﬁnding an unconditional continuousmedian path of lengthl in a tree can be solved in O(n log nα(n))
time.
3.2. The discrete model
Since only vertices can be the ends of a median path, we re-deﬁne f(i, j) as follows:
f(i, j)(x) =
⎧⎪⎨
⎪⎩
∞ if x < 0,
λi if 0 x < d(i, j)
λ(i, j) if x  d(i, j).
, and (2)
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With thenewdeﬁnition, each f(i, j) is a step functionand thus ‖b,C‖ = O(|E(C)|). Therefore, the computation inAlgorithm1
for a cluster C takes O(|E(C)|) time, from which the following is obtained.
Theorem 3 ([2]). The problem of ﬁnding an unconditional discrete median path of length l in a tree can be solved in
O(n log n) time.
4. The conditional discrete median path problem
In this section, an O(n log n)-time algorithm is proposed for the conditional discretemedian path problem. It is easy to see
that using the deﬁnition of f(i, j) in (2), Algorithm 1 solves the conditional discrete median path problem as well. The content
of S is relevant to the computation of λi, λ(i, j), and f(i, j) in Step 1. However, it is easy to check that the content is irrelevant to
the computation in all the other steps. Thus, in the conditional case, those steps also take O(n log n) time. In the remainder
of this section, we show that Step 1 can be implemented in the same time for any S ⊆ V .
Step 1 is to compute λi, λ(i, j), and f(i, j) for all i ∈ V and (i, j) ∈ E. For each (i, j) ∈ E, let mi, j = D(Tij , i), which by deﬁnition
is
∑
v∈V(Ti
j
)
w(v) × min{d(v, S),d(v, i)}. Using mi, j , we can compute λi = (i, j)∈E{mi, j} for all i ∈ V and then compute λ(i, j) =
λi + λj − mi, j − mj, i for all (i, j) ∈ E in O(n) time. Using λi and λ(i, j), the functions f(i, j) for all (i, j) ∈ E can be computed in O(n)
time according to the deﬁnition in (2). Thus, our problem becomes the computation of allmi, j , (i, j) ∈ E.
We do the computation of mi, j by using the divide-and-conquer strategy. For convenience, we also describe it on a top
tree τ of T. For each cluster C represented by a node of τ , we compute mi, j(C) = D(Cij , i) for each (i, j) ∈ E(C), and we compute
two arrays Xb,C and Yb,C for each b ∈ β(C), where Xb,C stores the ordering of the vertices v ∈ V(C) by the distances d(v, b) and
Yb,C stores the ordering of the vertices v ∈ V(C) by d(v, S) − d(v, b). After the whole computation, we get mi, j(T) = mi, j for
every (i, j) ∈ E. The computation is as follows.
Procedure Computing_m(T)
Input: a tree T = (V , E)
Output: mi, j for all (i, j) ∈ E
begin
1. preprocess T to obtain d(v, S) for all v ∈ V
2. τ← a top tree of T
3. for each leaf cluster e = (i, j) ∈ E do
4. mi, j(e) ← w(j) × min{d(j, S),d(j, i)}
5. mj, i(e) ← w(i) × min{d(i, S),d(i, j)}
6. for each b ∈ β(e) do
7. Xb,e ←
{
(i, j) if b = i
(j, i) if b = j
8. Yb,e ←
{
(i, j) if d(i, S) − d(i, b) d(j, S) − d(j, b)
(j, i) otherwise
9. for each cluster C represented by an internal node of τ do (in a bottom-up fashion)
10. (A,B) ← the two clusters represented by the children of the internal node
11. c← the intersection vertex of A and B
12. for each (i, j) ∈ E(C) do compute mi, j(C) and mj, i(C)
13. for each b ∈ β(C) do compute Xb,C and Yb,C
end
The computation of d(v, S) for all v ∈ V in Step 1 takes O(n log n) time [28]. Steps 2–8 takes O(n) time. Consider a ﬁxed
merged cluster C. Step 12 computes mi, j(C) and mj, i(C) for all (i, j) ∈ E(C). Due to the symmetry between A and B, we only
present the computation for (i, j) ∈ E(A). For ease of discussion, we assume that C is rooted at c. For each (i,p(i)) ∈ E(A), we
have C
p(i)
i
= Ap(i)
i
and Ci
p(i)
= Ai
p(i)
∪ B. For all (i, j) = (i,p(i)) ∈ E(A), we simply compute mj, i(C) = mj, i(A). Next, we describe
the computation of mi, j(C) for all (i, j) = (i,p(i)) ∈ E(A). Assume that Xc, A = (x1, x2, . . . , xs) and Yc,B = (y1, y2, . . . , yt). For any
vertex x ∈ V(A), the ordering of the vertices y ∈ V(B) by d(y, S) − d(y, x) is the same with the ordering by d(y, S) − d(y, c).
Thus, for any vertex xk in Xc, A, there exists an index zk such that d(yq, S) − d(yq, xk) 0 for q < zk and d(yq, S) − d(yq, xk) >
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Fig. 2. A tree T = (V , E) having e ∈ E‖δe‖ = O(n2), where n = 3z + 2, S = {s1, s2, . . . , sz}, and w(v) = 1 for all v∈V .
0 for q zk . By applying a process similar to merge, we compute all zk in O(|V(C)|) time from Xc, A and Yc,B. Then, we
have
mxk ,p(xk)(C) = mxk ,p(xk)(A) +
∑
q<zk
w(yq) × d(yq, S) +
∑
qzk
w(yq) × d(yq, xk) − w(c) × min{d(c, S),d(c, xk)}.
Since the indices zk are nondecreasing, using the above equation it is easy to compute mi, j(C) for all (i, j) = (i,p(i)) ∈ E(A)
in O(|V(C)|) time by resorting to a linear time algorithm for computing preﬁx sums. Therefore, Step 12 takes O(|V(C)|) time.
Now, consider the computation in Step 13 for a ﬁxed b ∈ β(C). By symmetry, we assume b ∈ V(A). Clearly, we can obtain Xb,C
by merging Xb,A and Xc,B in linear time. Similarly, Yb,C can be obtained by merging Yb,A and Yc,B in linear time. Therefore,
the computation in Steps 10–13 takes O(|V(C)|) time in total, fromwhichwe conclude that the whole computation on τ takes
O(n log n) time. We have the following.
Theorem 4. The problem of ﬁnding a conditional discrete median path of lengthl in a tree can be solved in O(n log n) time.
Remark 1. By letting l = ∞, our algorithm can be applied to solve the problem of ﬁnding a conditional median path without a
length constraint, which improves the upper bound in [28] from O(n log2 n) to O(n log n). Note that without a length constraint,
the discrete and continuous models are the same.
5. The conditional continuous median path problem
Similar to the discrete case, it is easy to see that by using the deﬁnition of f(i, j) in 1 Algorithm 1 can be applied to solve
the conditional continuous median path problem as well. Unfortunately, such an direct application is inefﬁcient. In the
algorithm, the computation for a cluster C takesO(kα(k)) time,where k = (i, j)∈E(C) and i is on P(b, j)‖δ(i, j)‖. In the unconditional
case, since δ(i, j) is a line segment for every (i, j) ∈ E, we have k = |E(C)| and the time required to determine the best path
contained in C is independent of n. However, in the conditional case, each δ(i, j) may contain O(n) linear segments and thus
the time required to determine the best path contained in Cmay not be independent of n. For example, letting T be the tree in
Fig. 2, for each e = (ai, a) ∈ E, δe changes its slope at x = 1, 2, . . . , z − 1 and thus ‖δe‖ = O(n). Therefore, if Algorithm 1 is applied
directly to the conditional continuous median path problem, k = O(n|E(C)|), O(e∈E‖δe‖) = O(n2), and the whole algorithm
requires O(n2 log nα(n)) time.
By using the following important property, Tamir et al. presented an O(n2)-time algorithm without applying the divide-
and-conquer strategy.
Lemma 2 ([28]). There is a solution to the conditional continuous median path problem that is almost discrete.
Lemma 2 is essential to our algorithm. The idea is to transform our problem into two subproblems by using Lemma 2
and then solve each of them independently by applying the divide-and-conquer strategy. From now on, only almost discrete
paths are considered. For ease of description, in the remainder of this section, we assume that T is rooted at an arbitrary
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Fig. 3. Classiﬁcation of almost discrete paths.
vertex r ∈ V . Let P(v, q) be an almost discrete path, where v is a vertex and q is a point. For convenience, we say that P(v, q)
is of type 1 if q is on the path from v to r, and is of type 2 otherwise. The point q is possibly a vertex. For ease of description,
if q ∈ V , P(v, q) and P(q, v) are regarded as two different almost discrete paths, where P(v, q) extends from v to q and P(q, v)
extends from q to v, such that any almost discrete path is either of type 1 or of type 2. Let (i,p(i)) ∈ E be the edge containing q.
The path P(v, q) contains a partial edge extending from i toward p(i) if it is of type 1, and it contains a partial edge extending
from p(i) toward i if it is of type 2.
For example, consider the tree T in Fig. 3. The paths H1,H2, and P(a, b) are of type 1. The paths H3, H4, H5, and P(b, a) are
of type 2. Note that P(a, b) and P(b, a) are regarded as two different paths.
Our stratergy for determining amedian path is as follows. First,we compute a best path among all paths of type 1. Then,we
compute a best path among all paths of type 2. Finally, we determine amedian path by simply comparing the two computed
paths.
5.1. Computing a best path of type 1
Let P(v, q) be an almost discrete path of type 1 having length l. By deﬁnition, q is on the path from v to r. If d(v, q) < l
and q /= r, we can extend P(v, q) toward r to obtain a better path of type 1. Thus, for any v ∈ V , if d(v, r) l, we only need
to consider the path P(v, r); otherwise we only need to consider the path P(v, q), where q is the point on P(v, r) with
d(v, q) = l.
Let R = {P(v, r)|v ∈ V ,d(v, r) ≤ l} and Q = {P(v, q)|v ∈ V , (v, r) > l, q is the point on P(v, r) with d(v, q) = l}. Based upon the
above discussion, our problem is to compute the best path in R ∪ Q . The computation is done in O(n log n) time as follows.
First, we compute all the points qwith P(v, q) ∈ Q , which requiresO(n log n) time [13]. Next,we obtain from T a tree T ′ = (V ′, E′)
as follows: for each computed point q, we introduce a new vertex vq with w(vq) = 0 at q and split the edge containing q into
two edges. Then, we preprocess T ′ to compute λi and λe for all i ∈ V ′ and e ∈ E′. And then, in a top-down fashion, D(P(r, i)) are
computed for all i ∈ V ′. Since D(P(r, i)) = D(P(r,p(i))) + λ(i,p(i)) − λp(i), this step takes O(n) time. Finally, we determine the best
path in R ∪ Q . For each P(v, q) ∈ R ∪ Q , we have D(P(v, q)) = D(P(r, v)) − D(P(r, q)) + λq. Thus, this ﬁnal step requires O(n) time.
5.2. Computing a best path of type 2
As mentioned in the beginning of this section, it is inefﬁcient to directly apply Algorithm 1 to the conditional continuous
median path problem, since O((i, j)∈E‖δ(i, j)‖) = O(n2). Fortunately, with somemodiﬁcations, we can apply it to the problem
addressed in this subsection efﬁciently. Because, we only need to consider almost discrete paths of type 2 now. Under such
an consideration, it is not necessary for us to handle all functions δ(i, j), (i, j) ∈ E. The reason is as follows. In Algorithm 1, δ(i, j)
is deﬁned on ordered pairs of neighboring vertices i and j. Consider a ﬁxed edge (i,p(i)) ∈ E. There are two functions δ(i,p(i))
and δ(p(i), i) deﬁned on it. In Algorithm 1, the function δ(i,p(i)) is used to determine the distance-sum of a path having a partial
edge extending from i to p(i). Conversely, the function δ(p(i), i) is used to determine the distance-sum of a path having a partial
edge extending from p(i) to i. Now, we are only interested in paths of type 2, which by deﬁnition only have partial edges
extending from p(i) to i. Therefore, for the problem considered in this subsection, we can ignore all δ(i,p(i)), (i,p(i)) ∈ E.
Based upon the above discussion, we obtain an algorithm by slightly modifying Algorithm 1 as follows. First, for each
(i,p(i)) ∈ E, we redeﬁne
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f(i,p(i))(x) = ∞ for all x, and (3.1)
f(p(i), i)(x) =
⎧⎪⎨
⎪⎩
∞ if x < 0,
δ(p(i), i)(x) if 0 x < d(p(i), i)
λ(p(i), i) if x  d(p(i), i).
, and (3.2)
With the new deﬁnition of f(i, j),b,C (x) becomes
min
(p(i), i)∈E(C) and p(i) is on P(b,i)
{
D(P(b,p(i))) + f(p(i), i)(x − d(b,p(i))) − λp(i)
}
,
which is the distance-sum of a best path of type 2 having lengthx that extends from b into C. Next, we modify Step 10 of
Algorithm 1 for the computation of Hc . The deﬁnition of Hc now becomes the distance-sum of the best path of type 2 passing
c in C. Since only almost discrete paths are considered, we compute
Hc = min{HA, B,Hb, A},
where HA, B = minv∈V(A), d(c, v)l{D(P(c, v)) +c,B(l − d(c, v)) − λc} is the distance-sum of the best path of type 2 extending
from a vertex in A to a point in B, and HB, A = minv∈V(B), d(c, v)l{D(P(c, v)) +c,A(l − d(c, v)) − λc} is the distance-sum of the
best path of type 2 extending from a vertex in B to a point in A. It is not difﬁcult to see that after the above modiﬁcation, the
computation for a cluster C can be implemented in O(|V(C)| + k′α(k′)) time, where k′ = ∑(p(i), i)∈E(C) ‖δ(p(i), i)‖.
The following two lemmas are critical for analyzing the time complexity of our algorithm.
Lemma 3. The total number of linear segments of all δ(p(i), i), (p(i), i) ∈ E, is O(n).
Proof. The slope of a function δ(p(i), i) at a given value x is equal to the total weight of the vertices v in T
p(i)
i
having d(v, S) >
d(v,p(i)) − x. Thus, the slopeof a function δ(p(i), i) changes at a value xonly if the set of vertices v in Tp(i)i havingd(v, S) > d(v,p(i)) − x
is different from the set of vertices v in T
p(i)
i
having d(v, S) d(v,p(i)) − x. Consider a ﬁxed v ∈ V . If d(v, S) > d(v, r), the weight
of v contributes to the slope of δ(p(i), i) at any x for every ancestor i of v, but it does not contribute to the slopes of all the other
δ(p(i), i) at any x. Thus, if d(v, S) > d(v, r), v does not change the slope of any δ(p(i), i). Assume that d(v, S) d(v, r). Let gv be the point
having d(v, gv) = d(v, S) on the path from v to r. Let (p(a), a) be the edge containing gv . Clearly, v changes the slope of δ(p(a), a) only
at x = d(p(a), gv), and it is easy to see that v does not change the slopes of all the other δ(p(i), i). Consequently, we conclude that all
δ(p(i), i), (p(i), i) ∈ E, have O(n) breakpoints. Thus, the lemma holds. 
Lemma 4. All δ(p(i), i), (p(i), i) ∈ E, can be computed in O(n log n) time.
Proof. For each v ∈ V with d(v, S) d(v, r), let gv be the point having d(v, gv) = d(v, S) on P(v, r). LetG be the set of all gv , v ∈ V and
d(v, S) d(v, r). The setG canbe computed inO(n log n) time [13]. Consider aﬁxededge (p(i), i) ∈ E. Let (a1 = p(i), a2, a3, . . . , ak = i)
be the sequence of points in G ∪ V that we encounter along (p(i), i). According to the proof of Lemma 3, the breakpoints
of δ(p(i), i) are at x = d(p(i), a1),d(p(i), a2), . . . ,d(p(i), ak). Thus, given the value of δ(p(i), i)(0) = λp(i) and the slopes of δ(p(i), i) at
x = d(p(i), a1),d(p(i), a2), . . . ,d(p(i), ak), we can compute δ(p(i), i) in ‖δ(p(i), i)‖ time. For every point a ∈ G ∪ V , letma be the slope of
δ(p(i), i) at x = d(p(i), a), where (p(i), i) is the edge containing a. From the above discussion, we only need to compute λp(i) for every
p(i) ∈ V and to computema for every point a ∈ G ∪ V . As shown in Section 4, the computation of all λp(i) takes O(n log n) time. In
the following, we complete the proof by showing that the computation of allma can be done in O(n) time.
For each v ∈ V , we assign a value+w(v) to v, and if d(v, S) d(v, r)we assign a value−w(v) to gv . (It is possible that more than
one value is assigned to the same point, since each gv may be located at a vertex and several v ∈ V may have the same gv . In such
a case, those values are summed up.) For each point q ∈ G ∪ V , let tq be the value assigned to it. Consider a ﬁxed point a ∈ G ∪ V .
Let (p(i), i) be the edge containing a. The slope of δ(p(i), i) at x = d(p(i), a) is
ma =
∑
v∈V is below a,d(v, S)d(v, a)
w(v) =
∑
v∈V is below a
w(v) −
∑
v∈V is below a, gv is below a
w(v) =
∑
q∈G∪V is below a
tq.
Thus, by using a simple bottom-up computation on T, we can compute in linear time the slopema for every a ∈ G ∪ V . Therefore,
the lemma holds. 
Now, we are ready to analyze the time complexity of our algorithm. For each cluster C, let k(C) = ∑(p(i), i)∈E(C) ‖δ(p(i), i)‖.
As mentioned above, the computation for C takes O(|V(C)| + k(C)α(k(C))) time. No two clusters of the same layer of τ share
a common edge. Thus, for a ﬁxed layer of τ ,
∑
C k(C) =
∑
(p(i), i)∈E ‖δ(p(i), i)‖, which by Lemma 3 is O(n). Consequently, the
computation for all clusters C of a layer of τ requires O(
∑
C {|V(C)| + k(C)α(k(C))}) = O(nα(n)) time. Since there are O(log n)
layers, the whole computation on τ takes O(n log nα(n)) time. We have the following theorem.
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Theorem 5. The problem of ﬁnding a conditional continuous median path of lengthl in a tree can be solved in O(n log nα(n)) time.
Remark 2. There is more than one way to modify Algorithm 1 for computing the best path of type 2. We proposed the above
modiﬁcation for ease of understanding. In Algorithm 1, Step 10 computes Hc by using c,A and c,B. With the deﬁnition in
(3), we need to determine Hc by using a different approach. Another way is to deﬁne f(i, j) as follows: for each (i,p(i)) ∈ E,
we deﬁne
f(i,p(i))(x) =
⎧⎪⎨
⎪⎩
∞ if x < 0
λi if 0 x < d(i,p(i))
λ(i,p(i)) if x  d(i,p(i))
(4.1)
(since both i and p(i) can be an end of a path of type 2), and
f(p(i), i)(x) =
⎧⎪⎨
⎪⎩
∞ if x < 0
δ(p(i), i)(x) if 0 x < d(p(i), i)
λ(p(i), i) if x  d(p(i), i).
(4.2)
With the newdeﬁnition of f(i,p(i)) in (4.1), it is not difﬁcult to see thatHc = min0xl{c,A(x) +c,B(l − x) − λc}. Therefore,
nomore change is needed to Step10. Since each f(i,p(i)) is a step functionhaving twobreakpoints, the time complexity remains
the same.
Remark 3. For ease of understanding and analysis, we do the computation for paths of type 1 and the computation for paths
of type 2 independently. We can solve the conditional continuous median path problem in a more efﬁcient way by embedding
the computation for paths of type 1 into the computation for paths of type 2 as follows. First, we obtain from T a tree T ′ as in
Section 5.1. Note that for every path P(v, q) of type 1 in T, there is path P(q, v) of type 2 in T ′. Then, we perform the algorithm in
this subsection for T ′.
6. Lower bounds
The element uniqueness problem is to decide if any two of n given positive numbers are equal.
Lemma 5 ([21]). Solving the element uniqueness problem requires(n log n) time on the comparison model.
In the remainder of this section, we establish lower bounds for the unconditional discrete median path problem and the
conditional continuous median path problem by linear time reductions from the element uniqueness problem (see Figs. 4
and 5).
Theorem 6. Finding an unconditional discrete median path of lengthl in a tree requires(n log n) time on the comparison model,
even for a tree with all vertex weights being 1.
Proof (See Fig. 4). Given an instance A = (a1, a2, . . . , an) of the element uniqueness problem, we construct in linear time a tree
T = (V , E) with V = {r, x1, y1, z1, x2, y2, z2, . . . , xn, yn, zn} and E = {(r, x1), (x1, y1), (x1, z1), (r, x2), (x2, y2), (x2, z2), . . . , (r, xn), (xn, yn),
(xn, zn)}. All vertex weights are 1. Let t = 3 × max{a1, a2, . . . , an}. The length of (r, xi) is t. The lengths of (xi, yi) and (xi, zi) are ai
and t − ai, respectively. Finally, let l = 3t.
z1y1 ziyi znyn
t-a1a1 t-aiai t-anan
t tt
x1 xi xn
r
1
Fig. 4. The reduction in the proof of Theorem 6.
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z1 zi zn
y1 yi yn
(t-a1)/2a1/2
t tt
x1 xi xn
(t-a1)/2
a1/2
(t-ai)/2ai/2
(t-ai)/2
ai/2
(t-an)/2an/2
(t-an)/2
an/2
y'1
z'1
y'i
z'i y'n z'n
r
Fig. 5. The reduction in the proof of Theorem 7.
Let Q = P(q1, q2) be an unconditional discrete median path of length l in T. We claim that D(Q ) > t(4n − 7) if no two
elements in A are the same.We prove the claim ﬁrst. Assume that no two elements in A are the same. If Q is contained in a subtree
Trxi
,D(Q ) j /=iD(Trxj , r) 4t(n − 1) and thus the claim is true. Note that D(Trxj , r) = 4t for 1 j  n. Similarly, if r is one of the
ends of Q ,D(Q ) 4t(n − 1). In the following, assume that the two ends of Q are contained, respectively, in two different subtrees
Trxi
and Trxj
. Without loss of generality, assume that ai < aj . Since q1 ∈ {xi, yi, zi} and q2 ∈ {xj , yj , zj}, there are nine possibilities. The
lengths of P(zi, zj) and P(zi, yj) are larger than3t. Thus, only sevenpossibilities should be considered. Consider the caseQ = P(yi, zj).
We have
D(Q ) = k /=i, k /=jD(Trxk , r) + d(zi, xi) + d(yj , xj) = 4t(n − 2) + (t − ai) + aj > t(4n − 7).
Similarly, for all the other six cases, it is easy to check that D(Q ) > t(4n − 7). Therefore, the claim holds.
If there are twoelements ai = aj inA,D(P(yi, zj)) = t(4n − 7) and thus adiscretemedianpathhaving lengthlof Thas distance-
sumt(4n-7). On the other hand, if a discrete median path having lengthl of T has distance-sumt(4n-7), we conclude from
the above claim that there are two equal elements in A. Thus, there are two equal elements in A if and only if a discrete median
path having lengthl of T has distance-sumt(4n-7). Therefore, we can solve the element uniqueness problem by ﬁnding the
discrete median path having lengthl of T. Thus, the theorem holds. 
Theorem 7. Finding a conditional continuous median path of lengthl in a tree requires (n log n) time on the comparison model,
even for a tree with all vertex weights being 1.
Proof (See Fig. 5). Given an instance A = (a1, a2, . . . , an) of the element uniqueness problem, we construct in linear time a tree
T = (V , E) with V = {r, x1, y′1, y1, z′1, z1, x2, y′2, y2, z′2, z2, . . ., xn, y′n, yn, z′n, zn} and E = {(r, x1), (x1, y′1), (y′1, y1), (x1, z′1), (z′1, z1), (r, x2),
(x2, y
′
2
), (y′
2
, y2), (x2, z
′
2
), (z′
2
, z2), . . ., (r, xn), (xn, y
′
n), (y
′
n, yn), (xn, z
′
n), (z
′
n, zn)}. All vertexweightsare1. Let t = 3 × max{a1, a2, . . . , an}.
The length of (r, xi) is t. The lengths of (xi, y
′
i
), (y′
i
, yi), (xi, z
′
i
), and (z′
i
, zi) are ai/2, ai/2, (t − ai)/2, and (t − ai)/2, respectively. The
existing facility set S includes all xi, y
′
i
, and z′
i
, i = 1, 2, . . .,n. Let l = 3t.
LetQ = (q1, q2) be a conditional continuousmedian path of length l in T.We claim thatD(Q ) > t(n − 1)/2 if no two elements
inA are the same.Weprove the claimﬁrst. Assume that no two elements inA are the same. SinceD(Trxj
, S) = t/2 for 1 j  n, if the
two ends ofQ are not contained in two different subtrees of r, it is easy to see thatD(Q ∪ S) > t(n − 1)/2 and thus the claim is true.
Assume thatQ is not contained in a subtree of r and let Trxi
and Trxj
be the subtrees containing q1 and q2, respectively. Let e1 and e2,
respectively, be the twoedges containingq1 and q2. Since e1 ∈ {(xi, y′i), (y′i, yi), (xi, z′i), (z′i , zi)} and e2 ∈ {(xj , y′j), (y′j , yj), (xj , z′j), (z′j , zj)},
there are 16 possibilities. For all the 16 cases, it is easy to check that D(Q ∪ S) > t(n − 1)/2. Therefore, the claim holds.
If there are two elements ai = aj in A,D(P(yi, zj)) = t(n − 1)/2. Combining this and the above claim, we conclude easily that
there are two equal elements in A if and only if a conditional continuous median path having length l of T has distance-sum
t(n-1)/2. Thus, the theorem holds. 
7. Concluding remarks
It is easy to see that our (n log n) lower bound for the continuous model in Theorem 7 also holds for the problem of
locating a conditional continuousmedian path of a speciﬁed length. Besides, by slightly modifying the deﬁnition of f(i, j), our
algorithm for the continuous model can be used to solve the problem in O(n log nα(n)) time. We leave the modiﬁcation as an
exercise for an interested reader.
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(a) compress
(b) rake
a v b a b
a
v
b
v
b
Fig. A.1. Compress and rake operations.
Appendix A. Construction of a top tree
In this appendix, we show that a top tree τ of T can be constructed in linear time. The leaves in τ are the clusters at level
0, representing the edges of T. Two edges (a, v) and (b, v) can be merged to a cluster at the next level if either (i) v has degree
2 or (ii) a is a leaf. For (i), the replacement of the two edges into a single edge (a, b) is called a compress operation. For (ii), the
replacement of the two edges into a single edge (b, v) is called a rake operation. These two operations are illustrated in Fig.
A.1.
Lemma A.1 ([2]). Given a tree T with n 8 nodes, we can divide it into n/c clusters, each consisting of at most two edges, for a constant
c > 1.
Proof. Given that an edge can only participate in onemerge, we prove this lemma by showing that at least n/8 concurrentmerges
of type (i) or (ii) can be performed on T. Let n1 be the set of degree-one vertices in T and n2 be the set of degree-two vertices in T.
Clearly, n1 + n2  n/2 + 1. Two cases are discussed: (1) n1  n2 and (2) n1 > n2.
Case 1: n1  n2.
Let K = {P|P is a simple path in T such that all the internal vertices arewith degree 2 but the two ends are not}. For each P ∈ K ,
let mP be the number of internal vertices of P. We have
∑
P∈K mP = n2  n/4. Each path P ∈ K allows 
mp/2 concurrent
merges of type (i) to be performed on it. Thus, the number of concurrent merges that can be performed on T is at least∑
P∈K 
mp/2 n/8.
Case 2: n1 > n2.
For convenience,we assume that T is rooted at a degree-one vertex r. Consider an internal vertex v /= r. Let Ev be the set of edges
connecting v to leaves. Any pair of edges in Ev ∪ {(v,p(v))} allows amerge of type (ii). Thus, v can be involved in 
|Ev|/2 concurrent
merges. Since
∑
v |Ev| = n1 − 1 n/4, the number of concurrentmerges that can be performed on T is at least
∑
v
|Ev|/2 n/8.
From the above discussion, the lemma holds. 
By Lemma A.1, given a tree Twe can divide it into n/c clusters for a constant c > 1. These clusters represent the clusters at
level 1 in τ . By applying compress and rake operations on the clusters, another tree T ′ of size n/c is induced. Hence, applying
Lemma A.1 O(log n) times, we have a top tree of height O(log n). Since the division can be done in O(n) time for a tree of size
n, the total complexity is O(n + n/c + n/c2 + · · ·) = O(n). We have the following theorem.
Theorem A.1 ([2]). A top tree of a tree can be constructed in linear time.
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