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Abstract
In this work we do a theoretical analysis of the local sampling conditions for
points lying on a quadratic embedding of a Riemannian manifold in a Eu-
clidean space. The embedding is assumed to be quadratic at a reference point
P . Our analysis is based on the following criteria: (i) Local reconstruction
error (ii) Local tangent space estimation accuracy. In the local reconstruc-
tion error analysis we describe sampling conditions in the neighbourhood of
P such that the average reconstruction error of the samples after orthogonal
projection on the local tangent space, satisfies a given upper bound. We
derive a lower bound on the number of neighbouring samples which proba-
bilistically guarantees that a predefined local reconstruction error criterion
will be satisfied. In local tangent space estimation analysis, we analyze the
locally estimated linear subspace, which is optimal in the least squares sense
and passes through P . The tangent space at P is estimated using the sam-
ples lying in its neighbourhood. Sampling conditions for the neighbourhood
points are derived so that the “angle” [2] between the estimated tangent
space and the original tangent space at P is upper bounded. We again con-
sider both probabilistic and non-probabilistic sampling conditions for this
criterion. We derive a lower bound on the number of neighbouring samples
which probabilistically guarantees an upper bound on the “angle” between
the estimated tangent space and the original tangent space.
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Chapter 1
Introduction
1.1 Background
A set of high dimensional data that can be locally mapped to a lower dimen-
sional Euclidean space constitutes a manifold in the high dimensional space.
An example of such a low dimensional manifold embedded in a high dimen-
sional space is a set of images representing the same 3D object, captured
under different camera views. Thus, though the dimensionality of each im-
age is high (number of pixels) the intrinsic dimensionality of the set of images
is low (intrinsic and extrinsic parameters of the camera etc). The recovery of
the manifold structure underlying a set of data has been a popular research
topic of the recent years. In manifold learning, a representation of the data
with reduced dimensionality is searched, which also helps in understanding
the structure of the signal. It is possible to retrieve the manifold structure of
data in various ways, such as by describing a global parameterization based
on geodesic distances as in ISOMAP [4], or via locally linear representations
as in LLE [5] or Hessian Eigenmaps [6].
Given a set of input data, the ISOMAP algorithm [4] determines the nearest
neighbors in the data, constructs a graph with respect to nearest neighbors,
and then obtains an approximation of the geodesic distance on the mani-
fold by summing the Euclidean distances between neighboring nodes. Once
the geodesic distances between all pairs of samples are estimated, then the
algorithm computes a mapping of the initial data into a low dimensional
Euclidean space such that the geodesic distances on the manifold are pro-
portional to the Euclidean distances in the embedded space. However, one
main assumption of the algorithm is that the geodesic curves on the manifold
can be well-approximated with the piecewise linear curves constructed using
data samples. The accuracy of this approximation depends on the sampling
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rate of the data on the manifold, i.e., as more data samples on the manifold
are available to the algorithm, the estimation of geodesic distances is more
accurate and the algorithm performs better. An analysis of the performance
of the ISOMAP algorithm with respect to the sampling conditions on the
manifold is made in [7].
Manifold learning algorithms such as LLE [5] or Hessian Eigenmaps [6] have
the same purpose of obtaining a parameterization of data, however, the work-
ing principle of these algorithms is slightly different than ISOMAP. Instead
of computing geodesic distances, the LLE algorithm considers the locally lin-
ear structure of the manifold, and tries to represent each data sample on the
manifold by a weighted combination of its nearest neighbors. The Hessian
Eigenmaps algorithm is similar to LLE in the sense that it is based on lo-
cally linear approximations of the manifold. However, it has been seen to be
more robust than LLE as it also takes into account more detailed geometric
characteristics of the manifold. It is clear that the performance of such algo-
rithms is also strictly dependent on parameters such as the sampling rate of
data and the geometric properties of the manifold such as curvature.
In this thesis we do a theoretical analysis of the local sampling conditions
for points lying on a given quadratic embedding of a Riemannian manifold
in a Euclidean space. The embedding is assumed to be quadratic at a ref-
erence point P . The motivation behind considering quadratic embeddings
is to get an intuition of local sampling conditions for the more general case
of C2 embeddings. In particular we get an understanding of smooth (C∞)
Riemannian manifolds which locally have a good quadratic approximation
at each point. Furthermore, the quadratic embedding assumption enables
us to analyze the local geometry in terms of the principal curvatures of the
manifold at each point. Our analysis is based on the following criteria: (i)
Local reconstruction error (ii) Local tangent space estimation accuracy. In
the local reconstruction error analysis we describe sampling conditions in the
neighbourhood of P such that the average reconstruction error of the points
after orthogonal projection on the tangent space at P , satisfies a given up-
per bound. We consider both probabilistic and non-probabilistic sampling
conditions for our analysis. In local tangent space estimation analysis, we
analyze the locally estimated linear subspace, which is optimal in the least
squares sense and passes through P . The tangent space is estimated using
the points lying in the neighbourhood of P . Sampling conditions for the
neighbourhood points are derived so that the “angle” [2] between the esti-
mated tangent space and the original tangent space at P is upper bounded.
We again consider both probabilistic and non-probabilistic sampling condi-
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tions for this criterion.
1.2 Problem Statement
Consider an m-dimensional manifold S embedded in Rn, where n ≥ m+ 1
and the manifold is described by n − m quadratic functions at a reference
point P . At P the embedding is given by the graphs of the functions
fi : TPS → TPS⊥ ; ∀ i = 1, . . . , n−m,
where TPS denotes the tangent space at P , TPS
⊥ denotes the orthogonal
complement of the tangent space [1] and fi is a quadratic function ∀ i =
1, . . . , n − m. This implies that 5f = 0¯ at P . Furthermore any point
on S can be written as: [x1 . . . xm f1(x¯) . . . fn−m(x¯)] where x¯ = [x1 . . . xm]
denotes the coordinates of the point in TPS.
Consider a set of discrete points A lying on S. Let Nε(P ) denote the set of
samples lying in the ε-neighbourhood of P , for some ε > 0, where
Nε(P ) = {M ∈ A : ‖M − P ‖≤ ε}, |Nε(P )| = K.
Here ‖ · ‖ denotes the l2 norm. We assume that K ≥ 1. Given the above,
we would now like to solve the following problems.
(a) Describe sufficient conditions on the points in Nε(P ) such that the aver-
age reconstruction error of the points in Nε(P ), after projection on TPS is
less than a specified value
γ2
4 , where γ ≥ 0. The reconstruction error of
a point M ∈ Nε(P ) is defined as ‖ M − Mˆ ‖2 where Mˆ is the orthogonal
projection of M on TPS.
(b) Say we find the m-dimensional linear subspace TˆPS passing through P ,
that is optimal in the quadratic error sense. TˆPS is estimated by performing
a local principal component analysis (PCA) using the points in Nε(P ). De-
scribe the conditions on the points in Nε(P ) so that |θ| < |φ| < pi2 . Here θ
is the “angle”(as defined in [2]) between TˆPS and TPS. |φ| denotes the angle
bound.
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1.3 Thesis Outline
The rest of the thesis is organized as follows. In Chapter 2 we analyze local
sampling conditions for 2-dimensional quadratic surfaces embedded in R3.
In particular Sections 2.1-2.4 contain the sampling analysis for local recon-
struction error criterion and Sections 2.5-2.7 contain the sampling analysis
for local tangent space estimation analysis. In Chapter 3 we analyze local
sampling conditions for quadratic embeddings of m-dimensional Riemannian
manifolds in Rn, where n ≥ m+1. In particular Sections 3.1-3.2 contain the
sampling analysis for local reconstruction error criterion and Sections 3.3-3.4
contain the sampling analysis for local tangent space estimation analysis.
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Chapter 2
2-dimensional Quadratic
Surfaces in R3
In this chapter we consider 2-dimensional quadratic surfaces embedded in R3.
The embedding is assumed to be quadratic at a reference point P . We derive
sampling conditions for points lying in Nε(P ) such that they guarantee the
specified performance criterion. In Section 2.1 we consider the trivial case
where there is a single point in Nε(P ), and derive bounds on its norm such
that a reconstruction error criterion is satisfied. In Section 2.2 we consider
the case where Nε(P ) contains more than one point. We partition Nε(P )
into two disjoint subsets namely S1 and S2, consisting of points from the
local “high” curvature and “low” curvature regions respectively. We derive
bounds on the norms of points lying in these sets and also precisely describe
the geometry of the corresponding regions in TPS. In Section 2.3 we consider
a framework in which the points are sampled uniformly at random from the
regions corresponding to S1 and S2 in TPS. We derive a condition for the
scaling factors of the bounds of the norms for points in S1 and S2 which were
derived in Section 2.2. We show that if the scaling factors satisfy this condi-
tion and if the number of samples K satisfies a lower bound then it guarantees
an upper bound on the probability of the event where the empirical average
reconstruction error of the points in Nε(P ) exceeds the reconstruction error
criterion. Section 2.4 contains simulation results for local reconstruction er-
ror analysis using synthetic surfaces.
In Section 2.5 we derive conditions for points in Nε(P ) so that the “angle”
between the TPS and TˆPS is upper bounded. Section 2.6 contains results
for the case where the points are sampled uniformly at random. We derive
bounds on the norm of the points and also a lower bound on the number
of samples K so that if both these conditions are met, then they guarantee
probabilistically an upper bound on the “angle” between TPS and TˆPS. Fi-
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nally in Section 2.7 we present simulation results for the conditions derived
in Sections 2.5-2.6 with synthetic surfaces.
Let M = [x1 x2 f(x1, x2)] be a point in Nε(P ). Let x¯M = [x1 x2] which
is orthogonal projection of M on TPS. As the surface S is quadratic we have
the following.
f(x¯M) = f(0, 0) +5f (0, 0)T x¯M + 1
2
x¯TMHf (0, 0)x¯M
= 0 + 0¯T x¯M +
1
2
x¯TMV ΛV
T x¯M
=
1
2
(
< x¯M , v¯1 >
2 Kf,max+ < x¯M , v¯2 >2 Kf,min
)
=
1
2
‖ x¯M ‖2
(
< x¯M , v¯1 >
2
‖ x¯M ‖2 Kf,max +
< x¯M , v¯2 >
2
‖ x¯M ‖2 Kf,min
)
=
1
2
‖ x¯M ‖2 (r1,MKf,max + r2,MKf,min)
=
1
2
‖ x¯M ‖2 Kf,M
where
V =
[
v¯1 v¯2
]
, Λ =
[Kf,max 0
0 Kf,min
]
are respectively the eigenvector and eigenvalue matrices of Hf (0, 0). v¯1 and
v¯2 geometrically represent the principal curvature directions of the surface
at P . Kf,max (resp. Kf,min) corresponds to the principal curvature along
the direction v¯1 (resp. v¯2). Furthermore, r1,M =
< x¯M , v¯1 >
2
‖ x¯M ‖2 , r2,M =
< x¯M , v¯2 >
2
‖ x¯M ‖2 so that, r1,M + r2,M = 1 and r1,M , r2,M ≥ 0. Geometrically,
Kf,M= r1,MKf,max+r2,MKf,min represents the curvature at P of the geodesic
curve from P to M . Observe that
if Kf,minKf,max ≥ 0 then |Kf,M | ∈ [|Kf,min|, |Kf,max|], (2.1)
and if Kf,minKf,max ≤ 0 then |Kf,M | ∈ [0, |Kf,max|]. (2.2)
So, |Kf,M | ∈ [|Kf,low|, |Kf,max|], where Kf,low = |Kf,min| if (2.1) is satisfied
and Kf,low = 0 if (2.2) is satisfied. We assume w.l.o.g that |Kf,max| ≥
|Kf,min|. Observe that if |Kf,max| = 0 then S is nothing but TPS itself. So
we assume for the rest of the analysis that |Kf,max| > 0.
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2.1 Performance analysis of local reconstruc-
tion error for single neighbouring sample
Let E2M = f
2(x¯M) denote the reconstruction error for M .
Hence, E2M ≤
γ2
4
⇔ |f(x¯M)| ≤ γ
2
⇔‖ x¯M ‖2 |Kf,M | ≤ γ (2.3)
But ‖ x¯M ‖2 |Kf,M | ≤ ‖ x¯M ‖2 |Kf,max|.
Thus, if ‖ x¯M ‖2 |Kf,max| ≤ γ
then ‖ x¯M ‖ ≤
√
γ
|Kf,max| . (2.4)
Any point M which satisfies (2.4) will also satisfy (2.3). We now proceed to
find the bound on the norm of a point in the ambient space, which ensures
that (2.4) is satisfied. Let εM denote the norm of M in the ambient space.
Say, ε2M ≤ C2
⇒ 1
4
‖ x¯M ‖4 |Kf,M |2+ ‖ x¯M ‖2 ≤ C2
⇒‖ x¯M ‖4 |Kf,M |2 + 4 ‖ x¯M ‖2 −4C2 ≤ 0
⇒‖ x¯M ‖2 ≤ 2C
2
1 +
√
1 + |Kf,M |2C2
Observe that since ‖ x¯M ‖≤
√
γ
|Kf,max| , we need to find a condition on C
such that the following holds
ε2M ≤ C2 ⇒ ‖ x¯M ‖≤
√
γ
|Kf,max| .
Observe that
‖ x¯M ‖2 ≤ 2C
2
1 +
√
1 + |Kf,M |2C2
≤ 2C
2
1 +
√
1 + |Kf,low|2C2
.
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So if
2C2
1 +
√
1 + |Kf,low|2C2
≤ γ|Kf,max|
⇒ 2|Kf,max|C2 ≤ γ + γ
√
1 + |Kf,low|2C2
⇒ (2|Kf,max|C2 − γ)2 ≤ γ2(1 + |Kf,low|2C2)
⇒ C2 ≤
(
γ
|Kf,max| +
γ2|Kf,low|2
4|Kf,max|2
)
Thus, εM ≤
√(
γ
|Kf,max| +
γ2|Kf,low|2
4|Kf,max|2
)
(2.5)
Discussion: Before proceeding, it’s worthwhile to interpret the conditions
derived for the single point case. Observe that in practice one would not a
priori know TPS. Thus (2.4) would be met by bounding the ambient space
norm of M by the bound in (2.5). Also note that if M is constrained to lie
in a region such that |Kf,M | ≤ α < |Kf,max|, then ‖ x¯M ‖≤
√
γ
α ensures
that (2.3) is satisfied. And then following the same procedure as earlier, we
would have
εM ≤
√(
γ
α
+
γ2|Kf,low|2
4α2
)
⇒ ‖ x¯M ‖≤
√
γ
α
2.2 Performance analysis of local reconstruc-
tion error: K points case
We now consider the case where Nε(P )= {P1, ...., PK} (K > 1).
Let Pi be [x
(i)
1 x
(i)
2 f(x
(i)
1 , x
(i)
2 )]. We denote the orthogonal projection of Pi
on TPS by x¯Pi = [x
(i)
1 x
(i)
2 ].
Thus, E2Pi =
1
4
(< x¯Pi , v¯1 >
2 Kf,max + < x¯Pi , v¯2 >2 Kf,min)2
=
1
4
‖ x¯Pi ‖4 |Kf,Pi |2.
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Now if
1
K
K∑
i=1
E2Pi ≤
γ2
4
(2.6)
⇔
K∑
i=1
‖ x¯Pi ‖4 (r1,PiKf,max + r2,PiKf,min)2 ≤ Kγ2,
where r1,Pi =
< x¯Pi , v¯1 >
2
‖ x¯Pi ‖2
, r2,Pi =
< x¯Pi , v¯2 >
2
‖ x¯Pi ‖2
.
We now consider the following disjoint subsets ofNε(P ) for α ∈ [|Kf,low|, |Kf,max|].
S1 = {Pi ∈ Nε(P ) : |Kf,Pi | ∈ (α, |Kf,max|]},
S2 = {Pi ∈ Nε(P ) : |Kf,Pi | ∈ [|Kf,low|, α]},
where Kf,Pi = r1,PiKf,max + r2,PiKf,min and S1 ∪ S2 = Nε(P ). Observe
that S1 and S2 correspond to points lying in the “high” and “low” curvature
region respectively in Nε(P ).
Say, |S1| = Kδ and |S2| = K(1− δ), for 0 ≤ δ ≤ 1.
Now
K∑
i=1
‖ x¯Pi ‖4 (r1,PiKf,max + r2,PiKf,min)2
≤ K2f,max
∑
Pi∈S1
‖ x¯Pi ‖4 + α2
∑
Pi∈S2
‖ x¯Pi ‖4
Thus if we find conditions on the elements of S1 and S2 such that
K2f,max
∑
Pi∈S1
‖ x¯Pi ‖4 + α2
∑
Pi∈S2
‖ x¯Pi ‖4 ≤ Kγ2,
then those conditions are sufficient to satisfy (2.6). One can equivalently find
conditions
K2f,max
∑
Pi∈S1
‖ x¯Pi ‖4 ≤ (Kγ2)w1 (2.7)
α2
∑
Pi∈S2
‖ x¯Pi ‖4 ≤ (Kγ2)w2 (2.8)
where w1, w2 ≥ 0 and w1 + w2 = 1. These conditions are sufficient to
satisfy (2.6). We derive conditions on the elements of S1 and S2, which ensure
that (2.7) and (2.8) are respectively satisfied with w1 = δ and w2 = 1− δ.
Note that we do so for the sake of avoiding more variables, however different
values could also have been chosen.
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In Section 2.2.1 we derive bounds on the norm of points in S1 such that
(2.7) is satisfied. In Section 2.2.2 we derive conditions on the angle for points
in S1. The angles are measured w.r.t the principal curvature directions, v¯1
and v¯2. Sections 2.2.3 and 2.2.4 contain analogous results for points in S2.
2.2.1 Conditions on norms for points in S1
Let ‖ x¯max,S1 ‖ denote the maximum norm in the tangent space for a point
in S1.
Say K2f,max
∑
Pi∈S1
‖ x¯Pi ‖4 ≤ (Kγ2)δ
But K2f,max
∑
Pi∈S1
‖ x¯Pi ‖4 ≤ K2f,max ‖ x¯max,S1 ‖4 Kδ
Therefore if K2f,max ‖ x¯max,S1 ‖4 Kδ ≤ (Kγ2)δ
or equivalently ‖ x¯max,S1 ‖ ≤
√
γ
|Kf,max| holds, (2.9)
then consequently (2.7) would be guaranteed, for w1 = δ. We now proceed
to find the bound on the norm of the points in the ambient space, which
ensures that (2.9) is satisfied. Let εPi,S1 denote the ambient space norm of
Pi ∈ S1.
Say ε2Pi,S1 ≤ C21
⇒ 1
4
‖ x¯Pi ‖4 |Kf,Pi |2+ ‖ x¯Pi ‖2 ≤ C21
⇒‖ x¯Pi ‖4 |Kf,Pi |2 + 4 ‖ x¯Pi ‖2 −4C21 ≤ 0
⇒‖ x¯Pi ‖2 ≤
2C21
1 +
√
1 + |Kf,Pi |2C21
Observe that since ‖ x¯Pi ‖≤
√
γ
|Kf,max| , ∀ Pi ∈ S1, thus we need to find a
condition on C1 such that the following holds
ε2Pi,S1 ≤ C21 ⇒ ‖ x¯Pi ‖≤
√
γ
|Kf,max| .
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Now
‖ x¯Pi ‖2 ≤
2C21
1 +
√
1 + |Kf,Pi|2C21
≤ 2C
2
1
1 +
√
1 + α2C21
So if
2C21
1 +
√
1 + α2C21
≤ γ|Kf,max|
⇒ 2|Kf,max|C21 ≤ γ + γ
√
1 + α2C21
⇒ (2|Kf,max|C21 − γ)2 ≤ γ2(1 + α2C21)
⇒ C21 ≤
(
γ
|Kf,max| +
γ2α2
4|Kf,max|2
)
Thus, εPi,S1 ≤
√(
γ
|Kf,max| +
γ2α2
4|Kf,max|2
)
(2.10)
Hence if (2.10) is satisfied then (2.9) is guaranteed.
2.2.2 Conditions on angles for points in S1
As per definition of S1,
α < |Kf,P | ≤ |Kf,max|, ∀ P ∈ S1. (2.11)
In this section we find conditions on (r1, r2) such that (2.11) is satisfied. We
know that |Kf,max| > 0 and |Kf,max| ≥ |Kf,min|. Note that
α ∈ [|Kf,low|, |Kf,max|].
Rewriting (2.11) and using Kf,P = r1Kf,max + r2Kf,min, we get
r1Kf,max + r2Kf,min ∈ [−|Kf,max|,−α) ∪ (α, |Kf,max|]
or r1(Kf,max −Kf,min) +Kf,min ∈ [−|Kf,max|,−α) ∪ (α, |Kf,max|].
N.B: If Kf,max = Kf,min = Kf , then α = Kf and any pair (r1, r2) ∈
[0, 1]2 such that r1 + r2 = 1, would satisfy (2.11). So we consider the case
Kf,max 6= Kf,min, for further analysis.
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(1)Kf,maxKf,min ≥ 0 (i.e. same sign case)
Note that |Kf,low| = |Kf,min| in this case. We have the following cases.
(a)Kf,max > 0, Kf,min ≥ 0
We have the following region for r1
r1 ∈
[−|Kf,max| − Kf,min
Kf,max −Kf,min ,
−α−Kf,min
Kf,max −Kf,min
)
∪
(
α−Kf,min
Kf,max −Kf,min ,
|Kf,max| − Kf,min
Kf,max −Kf,min
]
.
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get
r1 ∈
(
α−Kf,min
Kf,max −Kf,min , 1
]
.
(b)Kf,max < 0, Kf,min ≤ 0
We have the following region for r1
r1 ∈
(
α +Kf,min
Kf,min −Kf,max ,
|Kf,max|+Kf,min
Kf,min −Kf,max
]
∪
[Kf,min − |Kf,max|
Kf,min −Kf,max ,
Kf,min − α
Kf,min −Kf,max
)
.
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get
r1 ∈
(
α +Kf,min
Kf,min −Kf,max , 1
]
.
Thus from (a) and (b) we get the following conditions on r1 and r2 when
Kf,maxKf,min ≥ 0.
r1 ∈
(
α− |Kf,min|
|Kf,max| − |Kf,min| , 1
]
and, r2 ∈
[
0,
|Kf,max| − α
|Kf,max| − |Kf,min|
)
.
(2)Kf,maxKf,min ≤ 0 (i.e. opposite sign case)
Note that |Kf,low| = 0 in this case. We have the following cases.
(c)Kf,max < 0, Kf,min ≥ 0
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We have the following region for r1 (identical in structure to 1(b)).
r1 ∈
(
α +Kf,min
Kf,min −Kf,max ,
|Kf,max|+Kf,min
Kf,min −Kf,max
]
∪
[Kf,min − |Kf,max|
Kf,min −Kf,max ,
Kf,min − α
Kf,min −Kf,max
)
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get the following.
If α ∈ [0, |Kf,min|)⇒ r1 ∈
(
α +Kf,min
Kf,min −Kf,max , 1
]
∪
[
0,
Kf,min − α
Kf,min −Kf,max
)
,
and if α ∈ [|Kf,min|, |Kf,max|]⇒ r1 ∈
(
α +Kf,min
Kf,min −Kf,max , 1
]
.
(d)Kf,max > 0, Kf,min ≤ 0
We have the following region for r1 (identical in structure to 1(a)).
r1 ∈
[−|Kf,max| − Kf,min
Kf,max −Kf,min ,
−α−Kf,min
Kf,max −Kf,min
)
∪
(
α−Kf,min
Kf,max −Kf,min ,
|Kf,max| − Kf,min
Kf,max −Kf,min
]
.
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get the following.
If α ∈ [0, |Kf,min|)⇒ r1 ∈
(
α−Kf,min
Kf,max −Kf,min , 1
]
∪
[
0,
−α−Kf,min
Kf,max −Kf,min
)
,
and if α ∈ [|Kf,min|, |Kf,max|]⇒ r1 ∈
(
α−Kf,min
Kf,max −Kf,min , 1
]
Thus from (c) and (d) we get the following conditions on r1 and r2 when
Kf,maxKf,min ≤ 0.
If α ∈ [0, |Kf,min|)
⇒ r1 ∈
(
α + |Kf,min|
|Kf,max|+ |Kf,min| , 1
]
∪
[
0,
|Kf,min| − α
|Kf,max|+ |Kf,min|
)
,
r2 ∈
(
0,
|Kf,max| − α
|Kf,max|+ |Kf,min|
]
∪
( |Kf,max|+ α
|Kf,max|+ |Kf,min| , 1
]
and if α ∈ [|Kf,min|, |Kf,max|]
⇒ r1 ∈
(
α + |Kf,min|
|Kf,max|+ |Kf,min| , 1
]
,
r2 ∈
(
0,
|Kf,max| − α
|Kf,max|+ |Kf,min|
]
.
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2.2.3 Conditions on norms for points in S2
Let ‖ x¯max,S2 ‖ denote the maximum norm in the tangent space for a point
in S2.
Say α2
∑
Pi∈S2
‖ x¯Pi ‖4 ≤ (Kγ2)(1− δ).
But α2
∑
Pi∈S2
‖ x¯Pi ‖4 ≤ α2 ‖ x¯max,S2 ‖4 K(1− δ).
Therefore if α2 ‖ x¯max,S2 ‖4 K(1− δ) ≤ (Kγ2)(1− δ)
or equivalently ‖ x¯max,S2 ‖ ≤
√
γ
α
holds (2.12)
then consequently (2.8) would be guaranteed for w2 = 1− δ . We now find
the bound on the norms of the points in the ambient space, which ensures
that (2.12) is satisfied. Let εPi,S2 denote the ambient space norm of Pi ∈ S2.
Proceeding similarly as in Section 2.2.1, it is easy to show that
εPi,S2 ≤
√(
γ
α
+
γ2K2f,low
4α2
)
. (2.13)
Hence if (2.13) is satisfied then (2.12) is guaranteed.
2.2.4 Conditions on angles for points in S2
As per definition of S2,
|Kf,low| ≤ |Kf,P | ≤ α, ∀ P ∈ S2 (2.14)
In this section we find conditions on (r1, r2) such that (2.14) is satisfied.
Rewriting (2.14) and usingKf,P = r1Kf,max + r2Kf,min, we get the following.
r1Kf,max + r2Kf,min ∈ [−α,−|Kf,low|] ∪ [|Kf,low|, α]
or, r1(Kf,max −Kf,min) +Kf,min ∈ [−α,−|Kf,low|] ∪ [|Kf,low|, α].
N.B: For the same reasons stated earlier, we consider the case Kf,max 6=
Kf,min for further analysis.
(1) Kf,maxKf,min ≥ 0 (i.e. same sign case)
Note that |Kf,low| = |Kf,min| in this case. We have the following cases.
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(a) Kf,max > 0, Kf,min ≥ 0
We have the following region for r1.
r1 ∈
[ −α−Kf,min
Kf,max −Kf,min ,
−|Kf,low| − Kf,min
Kf,max −Kf,min
]
∪
[ |Kf,low| − Kf,min
Kf,max −Kf,min ,
α−Kf,min
Kf,max −Kf,min
]
.
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get
r1 ∈
[
0,
α−Kf,min
Kf,max −Kf,min
]
(b) Kf,max < 0, Kf,min ≤ 0
We have the following region for r1.
r1 ∈
[ |Kf,low|+Kf,min
Kf,min −Kf,max ,
α +Kf,min
Kf,min −Kf,max
]
∪
[ Kf,min − α
Kf,min −Kf,max ,
Kf,min − |Kf,low|
Kf,min −Kf,max
]
.
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get
r1 ∈
[
0,
α +Kf,min
Kf,min −Kf,max
]
.
Thus from (a) and (b) we get the following conditions on r1 and r2 when
Kf,maxKf,min ≥ 0.
r1 ∈
[
0,
α− |Kf,min|
|Kf,max| − |Kf,min|
]
and, r2 ∈
[ |Kf,max| − α
|Kf,max| − |Kf,min| , 1
]
.
(2) Kf,maxKf,min ≤ 0 (i.e. opposite sign case)
Note that |Kf,low| = 0 in this case. We have the following cases.
(c) Kf,max < 0, Kf,min ≥ 0
We have the following region for r1 (identical in structure to 1(b)).
r1 ∈
[ |Kf,low|+Kf,min
Kf,min −Kf,max ,
α +Kf,min
Kf,min −Kf,max
]
∪
[ Kf,min − α
Kf,min −Kf,max ,
Kf,min − |Kf,low|
Kf,min −Kf,max
]
.
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Taking the intersection with the region 0 ≤ r1 ≤ 1, we get the following.
If α ∈ [0, |Kf,min|)⇒ r1 ∈
( Kf,min − α
Kf,min −Kf,max ,
Kf,min + α
Kf,min −Kf,max
]
,
and if α ∈ [|Kf,min|, |Kf,max|]⇒ r1 ∈
(
0,
α +Kf,min
Kf,min −Kf,max
]
(d) Kf,max > 0, Kf,min ≤ 0
We have the following region for r1 (identical in structure to 1(a)).
r1 ∈
[ −α−Kf,min
Kf,max −Kf,min ,
−|Kf,low| − Kf,min
Kf,max −Kf,min
]
∪
[ |Kf,low| − Kf,min
Kf,max −Kf,min ,
α−Kf,min
Kf,max −Kf,min
]
.
Taking the intersection with the region 0 ≤ r1 ≤ 1, we get the following.
If α ∈ [0, |Kf,min|)⇒ r1 ∈
( −α−Kf,min
Kf,max −Kf,min ,
α−Kf,min
Kf,max −Kf,min
]
,
and if α ∈ [|Kf,min|, |Kf,max|]⇒ r1 ∈
[
0,
α−Kf,min
Kf,max −Kf,min
]
.
Thus from (c) and (d) we get the following conditions on r1 and r2 when
Kf,maxKf,min ≤ 0.
If α ∈ [0, |Kf,min|)
r1 ∈
( |Kf,min| − α
|Kf,min|+ |Kf,max| ,
|Kf,min|+ α
|Kf,min|+ |Kf,max|
]
r2 ∈
[ |Kf,max| − α
|Kf,min|+ |Kf,max| ,
|Kf,max|+ α
|Kf,min|+ |Kf,max|
)
and if α ∈ [|Kf,min|, |Kf,max|]
r1 ∈
[
0,
α + |Kf,min|
|Kf,min|+ |Kf,max|
]
r2 ∈
[ |Kf,max| − α
|Kf,min|+ |Kf,max| , 1
]
Note: For simplicity of further analysis, we assume that α ∈ [|Kf,min|, |Kf,max|].
Conclusion: Thus to summarise we have the following sampling regions
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in TPS.
MS1 ∈
[
0,
√
γ
|Kf,max|
]
,
MS2 ∈
[
0,
√
γ
α
]
,
where MS1 and MS2 denote the norms in the tangent space for points lying
in S1 and S2 respectively.
θS1,v¯1 ∈ (−ω, ω) ∪ (pi − ω, pi + ω),
θS2,v¯1 ∈
[pi
2
− φ, pi
2
+ φ
]
∪
[
−pi
2
− φ,−pi
2
+ φ
]
where θS1,v¯1 (resp. θS2,v¯1) denotes the angle made by an element of S1 (resp.
S2) with v¯1. Also,
ω =

cos−1
√
α− |Kf,min|
|Kf,max| − |Kf,min| ; Kf,maxKf,min ≥ 0
cos−1
√
α + |Kf,min|
|Kf,max|+ |Kf,min| ; Kf,maxKf,min ≤ 0
φ =

cos−1
√
|Kf,max| − α
|Kf,max| − |Kf,min| ; Kf,maxKf,min ≥ 0
cos−1
√
|Kf,max| − α
|Kf,max|+ |Kf,min| ; Kf,maxKf,min ≤ 0
2.3 Random Sampling: local reconstruction
error analysis
In the previous section we found sufficient conditions on the tangent space
norms for the elements of S1 and S2. It is important to know the extent to
which the radii of the regions for S1 and S2, (corresponding to the sufficient
conditions) can be increased such that the average reconstruction error after
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sampling does not exceed
γ2
4 by more than a certain value. In other words
if ‖ x¯max,S1 ‖ ≤
√
aγ
|Kf,max| and ‖ x¯max,S2 ‖ ≤
√
bγ
α then it is important
to know by how much both a and b can be increased without increasing
the average reconstruction error of the points in Nε(P ) drastically. In this
section we derive conditions on a and b, and show that if those conditions
are met, and also if the number of samples (K) in Nε(P ) is greater than a
given lower bound, then it ensures that the probability of the “bad event”
{ 1
K
∑K
i=1 E
2
Pi
≥ γ
2
4 } is upper bounded. Say we draw Kδ points uniformly
at random from S1.
MS1,i ∼ U
[
0,
√
aγ
|Kf,max|
]
i.i.d ∀Pi ∈ S1
θS1,i ∼ U{(−ω, ω) ∪ (pi − ω, pi + ω)} i.i.d ∀Pi ∈ S1
where MS1,i and θS1,i are chosen independently ∀Pi ∈ S1. U denotes uniform
distribution. Say we draw K(1− δ) points uniformly at random from S2.
MS2,i ∼ U
[
0,
√
bγ
α
]
i.i.d ∀Pi ∈ S2
θS2,i ∼ U
{[pi
2
− φ, pi
2
+ φ
]
∪
[
−pi
2
− φ,−pi
2
+ φ
]}
i.i.d ∀Pi ∈ S2
where MS2,i and θS2,i are chosen independently ∀Pi ∈ S2.U denotes uniform
distribution. Assume that the points in S1 are chosen independently from
those in S2. a, b ∈ R+ and a, b < ∞.
Say, Y¯K =
1
K
K∑
i=1
Yi, where Yi = E
2
Pi
=
1
4
M4i K2f,Pi
Note that ES1 [Yi] = ES1
[
1
4
M4i K2f,Pi
]
=
a2γ2
5|Kf,max|2E1 = µS1 , (2.15)
and ES2 [Yi] = ES2
[
1
4
M4i K2f,Pi
]
=
b2γ2
5α2
E2 = µS2 , (2.16)
where E1 = EθS1
[
1
4
K2f,Pi
]
⇒ 1
4
α2 ≤ E1 ≤ 1
4
K2f,max,
and E2 = EθS2
[
1
4
K2f,Pi
]
⇒ 1
4
K2f,low ≤ E2 ≤
1
4
α2.
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ES1 [·] and ES2 [·] denote expectations w.r.t the distributions of elements in S1
and S2 respectively. We have the following exact expressions for E1 and E2.
E1 = EθS1
[
1
4
K2f,Pi
]
=
1
4
(K2f,min + A2(Kf,max −Kf,min)2 + 2A1(Kf,max −Kf,min)Kf,min)
where A1 =
1
2
(1 + sinc(2ω)),
and A2 =
1
8
(3 + 4sinc(2ω) + sinc(4ω)).
E2 = EθS2
[
1
4
K2f,Pi
]
=
1
4
(K2f,min +B2(Kf,max −Kf,min)2 + 2B1(Kf,max −Kf,min)Kf,min)
where B1 =
1
2
(1− sinc(2φ)),
and B2 =
1
8
(3− 4sinc(2φ) + sinc(4φ)).
Note that Y¯K = δ
(
1
Kδ
∑
Pi∈S1
Yi
)
+ (1− δ)
(
1
K(1− δ)
∑
Pi∈S2
Yi
)
By the Strong Law of Large Numbers (SLLN),
1
Kδ
∑
Pi∈S1
Yi
K→∞
=⇒ µS1 a.s
1
K(1− δ)
∑
Pi∈S2
Yi
K→∞
=⇒ µS2 a.s
Thus, Y¯K
K→∞
=⇒ δµS1 + (1− δ)µS2 = µ a.s
From (2.15) and (2.16) we have
µ =
γ2
5
[
δ
(
a2E1
|Kf,max|2
)
+ (1− δ)
(
b2E2
α2
)]
Thus,
γ2
20
[
δ
(
a2α2
|Kf,max|2
)
+ (1− δ)
(
b2K2f,low
α2
)]
≤ µ ≤ γ
2
20
[
δa2 + (1− δ)b2]
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N.B: Note that as a and/or b increases, µ increases and eventually can be
more than γ
2
4
. Thus it is natural to define conditions on a and b such that
P
({
Y¯K ≥ γ
2
4
+ 
})
< β < 1 for some  > 0,
where the probability measure P is induced by the the joint distribution of
elements of S1 and S2.
P
({
Y¯K ≥ γ
2
4
+ 
})
= P
({
K∑
i=1
Yi ≥ K
(
γ2
4
+ 
)})
= P

e
t
K∑
i=1
Yi
≥ etK(
γ2
4
+ )

 (∀ t ≥ 0)
≤ e
−tK
(
γ2
4
+ 
)
E
e
t
K∑
i=1
Yi
 (Markov’s Inequality)
= e
−tK
(
γ2
4
+ 
) (
ES1
[
etYi
])Kδ (
ES2
[
etYi
])K(1−δ)
where the last expression follows from the independency of Pi’s in S1 and S2.
We now consider the following cases for deriving conditions on a and b.
(i) Trivial conditions for a and b
ES1
[
etYi
]
≤ et
a2γ2
4 (Yi ≤ a
2γ2
4
; ∀ Pi ∈ S1)
ES2
[
etYi
]
≤ et
b2γ2
4 (Yi ≤ b
2γ2
4
; ∀ Pi ∈ S2)
∴ P
({
Y¯K ≥ γ
2
4
+ 
})
≤ e
−tK
(
γ2
4
+ 
)
.e
tKδ
a2γ2
4 .e
tK(1− δ)b
2γ2
4
= e
−tK
[(
γ2
4
+ 
)
− γ
2
4
(δa2 + (1− δ)b2)
]
(2.17)
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Observe that for a non-trivial bound in (2.17), we require
γ2
4
(δa2 + (1− δ)b2) < γ
2
4
+ ,
⇔ δa2 + (1− δ)b2 < 1 + 4
γ2
. (2.18)
Hence if a and b are chosen such that (2.18) is satisfied for some fixed  > 0
then (2.17) will be strictly less than 1 and exponentially decreasing w.r.t t.
Assuming that a and b satisfy (2.18) and since (2.17) holds ∀ t ≥ 0, we have
P
({
Y¯K ≥ γ
2
4
+ 
})
≤ inft≥0e
−tK
[(
γ2
4
+ 
)
− γ
2
4
(δa2 + (1− δ)b2)
]
= 0
(ii) Non trivial conditions for a and b
ES1 [etYi ] = ES1 [et(Yi − µS1)]etµS1 .
But − µS1 ≤ (Yi − µS1) ≤
1
4
a2γ2 − µS1 (∀Pi ∈ S1),
where ES1 [Yi] = µS1 (∀Pi ∈ S1).
Thus, we have ES1 [et(Yi − µS1)] ≤ e
t2a4γ4
128 , (Hoeffding’s Lemma)
∴ ES1 [etYi ] ≤ e
t2a4γ4
128
+ tµS1
.
Similarly, ES2 [etYi ] ≤ e
t2b4γ4
128
+ tµS2
.
So,
P
({
Y¯K ≥ γ
2
4
+ 
})
≤ e
−tK
(
γ2
4
+ 
)
.e
Kδ
(
t2a4γ4
128
+ tµS1
)
.e
K(1− δ)
(
t2b4γ4
128
+ tµS2
)
= e
{t
2Kγ4
128
(δa4 + (1− δ)b4) + tK[(δµS1 + (1− δ)µS2)−
(
γ2
4
+ 
)
]}
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Note that to have a non-trivial bound we require
δµS1 + (1− δ)µS2 <
γ2
4
+ ,
or
γ2
5
[
δ
(
a2E1
|Kf,max|2
)
+ (1− δ)
(
b2F1
α2
)]
<
γ2
4
+ . (2.19)
Thus if a and b are chosen to satisfy (2.19) then it ensures that a non-trivial
upper bound on P({Y¯K ≥ γ
2
4 + }) exists. Furthermore, note that
δµS1 + (1− δ)µS2 <
γ2
20
[
δa2 + (1− δ)b2]
Thus (2.19) is also guaranteed if
γ2
20
[
δa2 + (1− δ)b2] < γ2
4
+ 
⇔ δa2 + (1− δ)b2 <
(
5 +
20
γ2
)
. (2.20)
We now assume that a and b are chosen to satisfy (2.19). Observe that,
P
({
Y¯K ≥ γ
2
4
+ 
})
≤ inft≥0e
{t
2Kγ4
128
(δa4 + (1− δ)b4) + tK[(δµS1 + (1− δ)µS2)−
(
γ2
4
+ 
)
]}
(2.21)
The value of t which minimizes (2.21) is
t =
64
[(
γ2
4
+ 
)
− µ
]
γ4(δa4 + (1− δ)b4)
Putting this value in (2.21) we get
P
({
Y¯K ≥ γ
2
4
+ 
})
≤ e
−32K
γ4
((
γ2
4
+ 
)
− µ
)2
1
(δa4 + (1− δ)b4)

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Thus, P
({
Y¯K ≥ γ24 + 
})
< β < 1 is ensured if
e
[
−32K
γ4
((
γ2
4
+ 
)
− E[Y¯K ]
)2
1
(δa4 + (1− δ)b4)
]
< β
⇔ K >
γ4(δa4 + (1− δ)b4)ln
(
1
β
)
32
(
γ2
4
+ − µ
)2
= Kbound.
Conclusion: If we sample K points uniformly and independently at random
from the regions corresponding to S1 and S2 such that for some 0 < δ < 1
and 0 < β < 1
(a) |S1| = Kδ, |S2| = K(1− δ),
(b) ‖ x¯max,S1 ‖ ≤
√
aγ
|Kf,max| , ‖ x¯max,S2 ‖ ≤
√
bγ
α where a and b satisfy
δ
(
a2E1
|Kf,max|2
)
+ (1− δ)
(
b2E2
α2
)
<
5
4
+
5
γ2
,
where E1 = EθS1 [
1
4Kf,P ], E2 = EθS2 [14Kf,P ]
(c)K >
γ4(δa4 + (1− δ)b4)ln
(
1
β
)
32
(
γ2
4
+ − µ
)2 , where µ = γ25 [δ( a2E1|Kf,max|2
)
+ (1− δ)
(
b2E2
α2
)]
then the probability of the average reconstruction error of the points inNε(P )
exceeding
γ2
4 +  will be at most β.
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2.4 Experiment Results: local reconstruction
error analysis
In this section we present results for the behaviour of the average reconstruc-
tion error w.r.t variation of the sampling parameters α, δ and (a, b). Two
surfaces representing different possible neighbourhoods of a point were con-
sidered, one with principal curvature values having the same sign, and the
other with opposite sign principal curvature values. The points were gener-
ated uniformly at random in the same manner as described in Section 2.3.
Figure 2.1: Surface with Kf,max= 7, Kf,min= 4. The blue (resp. red) axis de-
notes the direction of Kf,max(resp. Kf,min). S1 and S2 are shown respectively
as blue and cyan shaded sectors of circles. α = 5.18 was used for creating
S1 and S2.
In Figs. 2.1 and 2.2, (a, b) = (1, 1) and (γ, ) = (1, 0) were used for
generating the sampling regions. We now present simulation results as each
of the sampling parameters is varied. For the parameter (a, b), we choose
to keep a = b throughout, for the sake of avoiding more variables. E¯K is
used to denote the empirical average reconstruction error. For computing
E¯K , we choose K such that it is the smallest value greater than Kbound and
is also a multiple of 10. β = 0.1 and (γ, ) = (1, 0) were fixed in all the
experiments. Furthermore E¯K is averaged over 50 trials for each value of K.
2.4.1 Behaviour of Kbound and E¯K as a is varied
In this experiment, we keep δ, α fixed, and observe the behaviour of Kbound
and E¯K as a is varied. We choose different values for a, each satisfying
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Figure 2.2: Surface with Kf,max= 10, Kf,min= -2. The blue (resp. red) axis
denotes direction of Kf,max(resp. Kf,min). S1 and S2 are shown respectively
as blue and cyan shaded sectors of circles. α = 5.06 was used for creating
S1 and S2.
Figure 2.3: Kf,max = 7, Kf,min = 4, α = 5.42, δ = 0.5. The reconstruction
error threshold γ
2
4
+  = 0.25, is marked in red.
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Figure 2.4: Kf,max = 10, Kf,min = −2, α = 5.8, δ = 0.5. The
reconstruction error threshold γ
2
4
+  = 0.25, is marked in red.
1 < a <

5
4
+
5
γ2
δ
E1
|K2f,max|
+ (1− δ)E2
α2

1
2
.
The above condition is obtained by putting a = b in the conditions derived
in Section 2.3. E1 and E2 are functions of α as defined earlier. We see from
Figs. 2.3,2.4 that Kbound increases slowly till a ' 2, after which it increases
at a faster rate. E¯K increases steadily with a, which is expected since we are
gradually sampling from larger regions.
2.4.2 Behaviour of Kbound and E¯K as α is varied
In this experiment, we keep δ, a fixed, and observe the behaviour of Kbound
and E¯K as α is varied. Since in this experiment α is varying, we choose a
s.t the following is satisfied:
1 < a <
(
5 +
20
γ2
) 1
2
Note that any value of a satisfying the above condition ensures: P({Y¯K ≥
γ2
4
+ }) < β ,as was shown in Section 2.3. We see from Figs. 2.5,2.6 that
as α increases, Kbound first decreases and then starts increasing for both the
surfaces. A similar pattern can be seen for E¯K .
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Figure 2.5: Kf,max = 7, Kf,min = 4, a = 2.01, δ = 0.5. The reconstruction
error threshold γ
2
4
+  = 0.25, is marked in red.
Figure 2.6: Kf,max = 10, Kf,min = −2, a = 2.01, δ = 0.5. The
reconstruction error threshold γ
2
4
+  = 0.25, is marked in red.
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2.4.3 Behaviour of Kbound and E¯K as δ is varied
In this experiment, we keep α, a constant, and observe the behaviour of
Kbound and E¯K as δ is varied. Since δ is varying in this experiment, we choose
Figure 2.7: Kf,max = 7, Kf,min = 4, a = 2.01, α = 5.42. The reconstruc-
tion error threshold γ
2
4
+  = 0.25, is marked in red.
Figure 2.8: Kf,max = 10, Kf,min = −2, a = 2.01, α = 5.8. The
reconstruction error threshold γ
2
4
+  = 0.25, is marked in red.
a the same way as in 2.4.2. We see from Figs. 2.7,2.8 that Kbound increases
monotonically with δ. The value of α was chosen to lie approximately close
to the average of |Kf,min| and |Kf,max|. By increasing the fraction of total
samples lying in the “high” curvature region, the total number of samples
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needed to guarantee the upper bound on P({Y¯K ≥ γ24 + }) should intuitively
increase, and this is what we observe. The same reasoning applies to the
behaviour observed for E¯K .
2.5 Performance analysis of optimal locally
estimated linear subspace
In this section we derive conditions on the points in Nε(P ) such that the
“angle” between the tangent space TPS and its estimation TˆPS is upper
bounded. TˆPS is a 2-dimensional linear subspace optimal in the least squares
sense. It is estimated using the points in Nε(P ). The notion of “angle”
we use is as defined in [2]. Say the points are formed by sampling from
within a disc of radius
√
η
|Kf,max| in TPS. We show that a bound on the
“angle” is guaranteed provided that η itself is upper bounded. Again with
the same notation as in the previous section, assume we have K points in
the neighbourhood of P .
Let X =
 x1 x2 · · · xKy1 y2 · · · yK
f(x1, y1) f(x2, y2) · · · f(xK , yK)

The optimal 2 dimensional linear subspace (in the quadratic error sense)
passing through P will be the one spanned by the 2 largest eigenvectors i.e.
the eigenvectors corresponding to the 2 largest eigenvalues of
XXT =
 ∑i x2i ∑i xiyi ∑i xif(xi, yi)∑
i yixi
∑
i y
2
i
∑
i yif(xi, yi)∑
i xif(xi, yi)
∑
i yif(xi, yi)
∑
i f
2(xi, yi)
 = UΛUT ,
where
U = [u¯1 u¯2 u¯3], Λ =
λ1 0 00 λ2 0
0 0 λ3
 .
Assume that λ1 ≥ λ2 > 0 i.e., the rank of XXT is at least 2. Say λ2 > λ3.
Note that λ3 ≥ 0.
In [2], the angle between two subspaces A = span{a¯1, . . . , a¯p} and B =
span{b¯1, . . . , b¯q} of a Euclidean space Rn is defined as
cos2 θ := det(MTM)
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where a¯i’s and b¯i’s are orthonormal. [M
T ]i,k := [< a¯i, b¯k >] is a p × q matrix
(with 1 ≤ p ≤ q) and < ·, · > denotes the usual inner product on Rn.In
our case
TˆPS = span{u¯1, u¯2}, TPS = span{e¯1, e¯2},
where
u¯1 = [u11 u12 u13]
T , u¯2 = [u21 u22 u23]
T ,
e¯1 = [1 0 0]
T , e¯2 = [0 1 0]
T ,
and < u¯i, u¯j > = δij; i, j = 1, 2. We first derive the expression for θ.
Let U (2) =
[
u¯1 u¯2
]
, E =
[
e¯1 e¯2
]
.
As, MT = U (2)
T
E
⇒ MTM = U (2)TEETU,
where EET =
1 00 1
0 0
[1 0 0
0 1 0
]
=
1 0 00 1 0
0 0 0
 .
Thus, MTM =
[
u¯T1
u¯T2
]1 0 00 1 0
0 0 0
 [u¯1 u¯2] = [u11 u12 u13u21 u22 u23
]u11 u21u12 u22
0 0

=
[
u211 + u
2
12 u11u21 + u12u22
u11u21 + u12u22 u
2
21 + u
2
22
]
=
[
1− u213 −u13u23
−u13u23 1− u223
]
Hence, cos2 θ := detMTM = (1− u213)(1− u223)− u213u223
= 1− u213 − u223.
Thus we see that in order to upper bound θ we equivalently need to upper
bound |u13|2 + |u23|2. We now analyse the conditions under which this is
possible. Furthermore, we derive an upper bound only for |u23| and show
later that it is sufficient for our purpose.
Consider XXT u¯2 = λ2u¯2.
(
∑
i
x2i )u21 + (
∑
i
xiyi)u22 +
1
2
(
∑
i
xi ‖ x¯i ‖2 Kf,Pi)u23 = λ2u21
(
∑
i
yixi)u21 + (
∑
i
y2i )u22 +
1
2
(
∑
i
yi ‖ x¯i ‖2 Kf,Pi)u23 = λ2u22
1
2
(
∑
i
xi ‖ x¯i ‖2 Kf,Pi)u21 +
1
2
(
∑
i
yi ‖ x¯i ‖2 Kf,Pi)u22 +
1
4
(
∑
i
‖ x¯i ‖4 K2f,Pi)u23 = λ2u23
(2.22)
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Taking the modulus of both sides of (2.22) we have the following.
λ2|u23| ≤ 1
2
(|
∑
i
xi ‖ x¯i ‖2 Kf,Pi |)|u21|+
1
2
(|
∑
i
yi ‖ x¯i ‖2 Kf,Pi |)|u22|+
1
4
(|
∑
i
‖ x¯i ‖4 K2f,Pi |)|u23|
⇒ (λ2 − 1
4
∑
i
‖ x¯i ‖4 |Kf,Pi |2)|u23| ≤
1
2
∑
i
|xi| ‖ x¯i ‖2 |Kf,Pi |+
1
2
∑
i
|yi| ‖ x¯i ‖2 |Kf,Pi |
=
1
2
∑
i
‖ x¯i ‖2 |Kf,Pi |(|xi|+ |yi|)
An upper bound for |u23| will exist if λ2 − 1
4
∑
i
‖ x¯i ‖4 |Kf,Pi |2 > 0.
Note that
Tr(XXT ) = λ1 + λ2 + λ3
=
∑
i
(‖ x¯i ‖2 +f 2(xi, yi)).
We assume now that points are sampled such that
λ1
λ2
< r where r ≥ 1 is
a fixed value.
As λ1 + λ2 + λ3 ≤ (r + 2)λ2, we have
λ2 ≥ 1
r + 2
(
∑
i
(‖ x¯i ‖2 +f 2(xi, yi))),
⇒ λ2 − 1
4
∑
i
‖ x¯i ‖4 |Kf,Pi |2 ≥
1
r + 2
∑
i
(‖ x¯i ‖2 (1− (r + 1)
4
|Kf,Pi |2 ‖ x¯i ‖2)),
≥ 1
r + 2
∑
i
(‖ x¯i ‖2 (1− (r + 1)
4
|Kf,max|2 ‖ x¯max,Nε(P ) ‖2)),
≥ 1
r + 2
(
1− (r + 1)
4
|Kf,max|η
)∑
i
(‖ x¯i ‖2).
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where ‖ x¯max,Nε(P ) ‖ =
√
η
|Kf,max| . In order to have λ2 −
1
4
∑
i ‖ x¯i ‖4
|Kf,Pi |2 > 0 it is sufficient to have(
1− (r + 1)
4
|Kf,max|η
)
> 0,
or equivalently η <
(
4
(r + 1)|Kf,max|
)
. (2.23)
We see clearly that (2.23) also guarantees λ1 − 14
∑
i ‖ x¯i ‖4 |Kf,Pi |2 > 0.
So assuming that η satisfies (2.23) we now proceed to find an upper bound
on |u23|.
|u23| ≤
1
2
∑
i
‖ x¯i ‖2 |Kf,Pi |(|xi|+ |yi|)
1
r + 2
(
1−
(
r + 1
4
)
|Kf,max|η
)∑
i
(‖ x¯i ‖2)
≤
1√
2
∑
i
‖ x¯i ‖2 |Kf,Pi | ‖ x¯i ‖
1
r + 2
(
1−
(
r + 1
4
)
|Kf,max|η
)∑
i
(‖ x¯i ‖2)
(since ‖ x¯i ‖1 ≤
√
2 ‖ x¯i ‖2, for any 2-vector x¯i)
≤
1√
2
√
|Kf,max|η
∑
i
‖ x¯i ‖2
1
r + 2
(
1−
(
r + 1
4
)
|Kf,max|η
)∑
i
(‖ x¯i ‖2)
=
1√
2
(r + 2)L
1−
(
r + 1
4
)
L2
=
2
√
2(r + 2)L
4− (r + 1)L2 = Br
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where L =
√
|Kf,max|η. It is similarly seen that
|u13| ≤ B1.
Clearly for a given L, Br ≥ B1. Thus we have the following.
|u13|2 + |u23|2 ≤ B21 + B2r
≤ 2B2r
So for any 0 < τ < 1, if 2B2r < τ
2 then we have the following.
cos2 θ = 1− (|u13|2 + |u23|2)
≥ 1− 2B2r
> 1− τ 2
⇒ |θ| < cos−1(
√
1− τ 2)
We now derive an upper bound on η so that this is guaranteed. We have the
equivalence of the following conditions.
2B2r < τ
2
⇔ 2
√
2(r + 2)L
4− (r + 1)L2 <
τ√
2
⇔ τ√
2
(r + 1)L2 + 2
√
2(r + 2)L− 2
√
2τ < 0
⇔ L < 2Gτ,r
1 +
√
1 +G2τ,r(r + 1)(
where Gτ,r =
τ
r + 2
)
⇔ η <
(
H2τ,r
|Kf,max|
)
(2.24)
where, Hτ,r =
 2Gτ,r
1 +
√
1 +G2τ,r(r + 1)
 .
Thus using (2.24), we arrive at the following bounds on the norms for the
points in Nε(P ).
As η <
(
H2τ,r
|Kf,max|
)
We have ‖ x¯max,Nε(P ) ‖ <
Hτ,r
|Kf,max|
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Furthermore, as shown earlier in (2.5), we arrive at the following bound on
the ambient space norm, which ensures that the above tangent space norm
bound is guaranteed.
εmax,Nε(P ) ≤
√(
η
|Kf,max| +
η2|Kf,low|2
4|Kf,max|2
)
<
√
H2τ,r
|Kf,max|2 +
H4τ,r|Kf,low|2
4|Kf,max|4
=
(
Hτ,r
|Kf,max|
)√
1 +
H2τ,r|Kf,low|2
4|Kf,max|2
Conclusion: Let us consider that the points in Nε(P ) are sampled from
within a disc of radius
√
η
|Kf,max| in TPS, such that for any r > 1 , 0 <
τ < 1 the following conditions hold.
(i) η <
H2τ,r
|Kf,max| where
Hτ,r =
2Gτ,r
1 +
√
1 +G2τ,r(r + 1)
,
Gτ,r =
τ
r + 2
.
(ii) The rank of XXT is at least 2, and
λ1
λ2
< r (λ1 ≥ λ2 ≥ λ3 are the
eigenvalues of XXT ).
Then the modulus of the “angle” (as defined in [2]) between TˆPS and TPS
will be upper bounded by cos−1(
√
1− τ 2).
39
2.6 Random Sampling: Performance analysis
of optimal locally estimated linear sub-
space
In the previous section we saw that an “angle” bound between TˆPS and TPS
is guaranteed if the points in Nε(P ) are sampled from within a disc (in TPS)
of sufficiently small radius. In particular we saw that in order to guarantee
an arbitrarily low “angle” bound, the radius of the sampling disc would be
arbitrarily close to 0. In this section we show that if the points in Nε(P ) are
formed by sampling uniformly and independently at random in TPS, from
within a disc whose radius depends solely on the local principal curvature
values Kf,max and Kf,min, then as the number of samples K → ∞, we have
TˆPS = TPS. We derive the expression for the bound on the radius of the
sampling disc, and also derive a corresponding lower bound on K, so that if
both bounds are satisfied then it gurantees probabilistically an upper bound
on the “angle”[2] between TˆPS and TPS.
Let {xi, yi, f(xi, yi)}Ki=1 denote K points from Nε(P ).
Let X(K) =
 x1 x2 · · · xKy1 y2 · · · yK
f(x1, y1) f(x2, y2) · · · f(xK , yK)

Then,
C(K) =
1
K
XXT
(K)
=
 1K ∑i x2i 1K ∑i xiyi 1K ∑i xif(xi, yi)1
K
∑
i yixi
1
K
∑
i y
2
i
1
K
∑
i yif(xi, yi)
1
K
∑
i xif(xi, yi)
1
K
∑
i yif(xi, yi)
1
K
∑
i f
2(xi, yi)
 = UΛUT .
Say each point is formed by sampling uniformly at random from within a disc
of radius
√
η
|Kf,max| in TPS. Representing the points in polar coordinates:
Mi ∼ U
[
0,
√
η
|Kf,max|
]
i.i.d
and, θi ∼ U[0, 2pi] i.i.d ∀i = 1, . . . , K
where {Mi}Ki=1 and {θi}Ki=1 are independent random variables and U denotes
the uniform distribution. Note that θi is the angle between [xi yi] and [1
0]. Let θoffset denote the angle between v¯1 (the principal curvature direction
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corresponding to Kf,max) and [1,0]. Thus we have,
f(xi, yi) =
1
2
M2i Kf,Pi
xi = Mi cos θi
yi = Mi sin θi
where Kf,Pi = Kf,max cos2(θi − θoffset) + Kf,min sin2(θi − θoffset). So,
C(K) =
 1K ∑iM2i cos2 θi 1K ∑iM2i cos θi sin θi 1K ∑i 12M3i cos θiKf,Pi1
K
∑
iM
2
i cos θi sin θi
1
K
∑
iM
2
i sin
2 θi
1
K
∑
i
1
2
M3i sin θiKf,Pi
1
K
∑
i
1
2
M3i cos θiKf,Pi 1K
∑
i
1
2
M3i sin θiKf,Pi 1K
∑
i
1
4
M4i K2f,Pi
 .
It is easy to verify that
EM,θ[M2 cos2 θ] = EM,θ[M2 sin2 θ] =
η
6|Kf,max| ,
and EM,θ[M2 cos θ sin θ] = 0.
Observe that
Eθ[Kf,P cos θ] = 1
2pi
∫ 2pi
0
(Kf,max cos2(θ − θoffset) +Kf,min sin2(θ − θoffset)) cos θ dθ
=
1
2pi
∫ 2pi
0
(Kf,min + (Kf,max −Kf,min) cos2(θ − θoffset)) cos θ dθ
= 0 (Since
∫ 2pi
0
cos3 θ dθ = 0)
Similary, Eθ[Kf,P sin θ] = 0. Thus,
EM,θ
[
1
2
M3 cos θKf,P
]
= EM,θ
[
1
2
M3 sin θKf,P
]
= 0
Furthermore,
Eθ
[
1
4
K2f,P
]
= Eθ
[
1
4
(Kf,max cos2(θ − θoffset) +Kf,min sin2(θ − θoffset))2
]
=
1
4
Eθ[K2f,max cos4(θ + θoffset) +K2f,min sin4(θ − θoffset)+
1
2
Kf,maxKf,min sin2(2(θ − θoffset))]
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Now, Eθ[cos4(θ − θoffset)] = Eθ[sin4(θ − θoffset)] = 3
8
Eθ
[
1
2
sin2(2(θ − θoffset))
]
=
1
2
Eθ
[
1− cos 4(θ − θoffset)
2
]
=
1
4
∴ Eθ
[
1
4
K2f,P
]
=
1
32
[3(K2f,max +K2f,min) + 2Kf,maxKf,min]
=
1
32
[3(|Kf,max|2 + |Kf,min|2)± 2|Kf,max||Kf,min|]
(where ‘+’ denotes Kf,maxKf,min ≥ 0 and ‘-’ denotes Kf,maxKf,min ≤ 0)
Thus, EM,θ
[
1
4
M4i K2f,P
]
=
η2
160
(
3 + 3
|Kf,min|2
|Kf,max|2
± 2 |Kf,min||Kf,max|
)
As K → ∞, then by the Strong Law of Large numbers, [C(K)]i,j converges
a.s to [C]i,j (1 ≤ i, j ≤ 3), where
C =

η
6|Kf,max| 0 0
0
η
6|Kf,max| 0
0 0
η2
160
(
3 + 3
|Kf,min|2
|Kf,max|2 ± 2
|Kf,min|
|Kf,max|
)
 .
Now the optimal 2-dimensional linear subpace (in the least squares sense),
TˆP (S), passing through the local origin P , would be the span of the 2 eigen-
vectors corresponding to the 2 largest eigenvalues of C. Now [1, 0, 0]T and
[0, 1, 0]T correspond to the eigenvalue
η
6|Kf,max| . Furthermore, the actual
tangent space TPS is span{[1, 0, 0]T , [0, 1, 0]T}. Therefore TˆP (S) would be
exactly TPS as K → ∞ if
η
6|Kf,max| >
η2
160
(
3 + 3
|Kf,min|2
|Kf,max|2
± 2 |Kf,min||Kf,max|
)
,
or η <
80
3|Kf,max|
(
3 + 3
|Kf,min|2
|Kf,max|2 ± 2
|Kf,min|
|Kf,max|
)
= ηbound.
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Now each entry in C(K) is a sum of K i.i.d bounded random variables, where
the random variables involved have the following bounds.
0 ≤ M2 cos2 θ ≤ η|Kf,max|
0 ≤ M2 sin2 θ ≤ η|Kf,max|
−η
2|Kf,max| ≤ M
2 cos θ sin θ ≤ η
2|Kf,max|
0 ≤ 1
4
M4K2f,P ≤
η2
4
−η 32
2
√|Kf,max| ≤ 12M3 sin θ Kf,P ≤ η
3
2
2
√|Kf,max|
−η 32
2
√|Kf,max| ≤ 12M3 cos θ Kf,P ≤ η
3
2
2
√|Kf,max|
We would now like to find a lower bound on K which if satisfied ensures
with a probability of at least 1−β (where 0 < β < 1) individually, for each
entry of C(K) that it will lie within an  interval of its expected value. Given
this, it is then easy to verify using the union bound that the probability of
the event where all entries of C(K) lie within an -interval of their expected
value is at least 1− 6β.
We proceed by using Hoeffding’s Inequality which states the following.
Given K bounded i.i.d random variables {Yi}Ki=1 , where a1 ≤ Yi ≤ a2 a.s
(a1 < a2), then for any  > 0,
P
(∣∣∣∣∣ 1K
K∑
i=1
Yi − E[Yi]
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2
(a2 − a1)2
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We now analyze each term of C(K) separately.
(1) P
(∣∣∣∣∣ 1K
K∑
i=1
M2i cos
2 θi − η
6|Kf,max|
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2(
η2/|Kf,max|2
)
= 2e
−2K2|Kf,max|2
η2 .
Thus, 2e
−2K2|Kf,max|2
η2 < β < 1,
⇔ K > ln(
2
β
)η2
22|Kf,max|2 = K
(1)
bound.
Observe that the above condition on K applies for 1
K
∑
iM
2
i cos θi sin θi and
1
K
∑
iM
2
i sin
2 θi too since the difference between the upper and lower bounds
for the random variables involved in the summation is the same.
(2) P
(∣∣∣∣∣ 1K
K∑
i=1
M4i K2f,Pi − E
[
1
4
M4i K2f,Pi
]∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2
(η4/16)
= 2e
−32K2
η4
Thus, 2e
−32K2
η4 < β < 1,
⇔ K > ln(
2
β
)η4
322
= K
(2)
bound.
(3) P
(∣∣∣∣∣ 1K
K∑
i=1
1
2
M3i cos θiKf,Pi − 0
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2
(η3/|Kf,max|)
= 2e
−2K2|Kf,max|
η3
Thus, 2e
−2K2|Kf,max|
η3 < β < 1,
⇔ K > ln(
2
β
)η3
22|Kf,max| = K
(3)
bound.
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Note that the above condition on K is the same for 1
K
∑K
i=1
1
2
M3i sin θiKf,Pi ,
for the same reason explained earlier. So we essentially have 3 lower bounds
namely K
(1)
bound, K
(2)
bound and K
(3)
bound. Observe that
K
(1)
bound > K
(2)
bound and K
(1)
bound > K
(3)
bound
⇔ η < 1|Kf,max| ;
K
(2)
bound > K
(1)
bound and K
(2)
bound > K
(3)
bound
⇔ η > 16|Kf,max| ;
K
(3)
bound > K
(1)
bound and K
(3)
bound > K
(2)
bound
⇔ 1|Kf,max| < η <
16
|Kf,max| .
Hence for any  > 0, 0 < β < 1 we conclude the following.
(i) If η < 1|Kf,max| , provided that K >
ln(
2
β
)η2
22|Kf,max|2 , then with proba-
bilty at least (1 − 6β) no term of C(K) will deviate from its expected value
by more than .
(ii) If 1|Kf,max| < η <
16
|Kf,max| , provided that K >
ln(
2
β
)η3
22|Kf,max| , then
with probabilty at least (1 − 6β) no term of C(K) will deviate from its ex-
pected value by more than .
(iii) If η > 16|Kf,max| , provided that K >
ln(
2
β
)η4
322
, then with probabilty
at least (1 − 6β) no term of C(K) will deviate from its expected value by
more than .
As shown earlier, if η < ηbound then as K →∞, TˆPS = TPS. We are in-
terested in upper bounding the “angle”[2] between TˆPS and TPS. Hence for
further analysis we assume that η < ηbound. We now analyze perturbation
of C.
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Let C ′ = C + 4,
C =
a 0 00 a 0
0 0 b
 4 =
411 412 413412 422 423
413 423 433

where,
a =
η
6|Kf,max| ,
b =
η2
160
(
3 + 3
|Kf,min|2
|Kf,max|2
± 2 |Kf,min||Kf,max|
)
.
Note that a > b as η < ηbound. Say |4ij| <  for some  > 0. We
seek to find an upper bound on  to guarantee an upper bound on the angle
between TPS and TˆPS. Consider the following.
C = [C − E,C + E] (notation of interval matrices)
where E =
1 1 11 1 1
1 1 1

C denotes the set of matrices C ′ s.t [C ′]i,j ∈ [[C]i,j − , [C]i,j + ] ∀ i, j =
1, 2, 3. Let λ1(C
′) ≥ λ2(C ′) ≥ λ3(C ′) denote the eigenvalues of any
C ′ ∈ C. Now from [3] we know that
λi(C)− ρ(E) ≤ λi(C ′) ≤ λi(C) + ρ(E) (∀ i = 1,2,3)
where ρ(A) denotes the spectral radius of A. Therefore we have the following
bounds on the eigenvalues of any C ′ ∈ C.
a− 3 ≤ λ1(C ′) ≤ a+ 3
a− 3 ≤ λ2(C ′) ≤ a+ 3
b− 3 ≤ λ3(C ′) ≤ b+ 3
Consider,
C ′u¯2 = λ2(C ′)u¯2
⇒413u21 +423u22 + (b+433)u23 = λ2u23
⇒ λ2|u23| ≤ 2+ (b+ )|u23|
or (λ2 − b− )|u23| ≤ 2
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Note that,
λ2 ≥ a− 3
⇒ λ2 − b−  ≥ a− b− 4
∴  <
(
a− b
4
)
ensures λ2 − b −  > 0 (and thus λ1 − b −  > 0 ). So
assuming  satisfies this condition we have
|u13|, |u23| < 2
a− b− 4 = B
Proceeding as in Section 2.5, we see that if 2B2 < τ
2 (0 < τ < 1), then
cos2 θ = 1− (|u13|2 + |u23|2)
≥ 1− 2B2
> 1− τ 2
or |θ| < cos−1(
√
1− τ 2)
∴ B <
τ√
2
⇔  <
(a− b) τ√
2
2 + 2
√
2τ
Note that
(a− b) τ√
2
2 + 2
√
2τ
<
(
a− b
4
)
. Lastly, observe the following for
ηbound.
ηbound =
80
3|Kf,max|
(
3 + 3
|Kf,min|2
|Kf,max|2 ± 2
|Kf,min|
|Kf,max|
)
∴ 10
3|Kf,max| < ηbound <
80
9|Kf,max| ; if Kf,maxKf,min ≥ 0
and,
20
3|Kf,max| < ηbound <
10
|Kf,max| ; if Kf,maxKf,min ≤ 0
Conclusion: If we have K points inNε(P ) which are sampled independently
and uniformly at random from a disc of radius
√
η
|Kf,max| in TPS, then for
any η < ηbound, 0 <  <
(a− b) τ√
2
2 + 2
√
2τ
, 0 < β < 1 and 0 < τ < 1
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where a =
η
6|Kf,max| , b =
η2
160
(
3 + 3
|Kf,min|2
|Kf,max|2 ± 2
|Kf,min|
|Kf,max|
)
we conclude
the following.
(i) If η < 1|Kf,max| , provided that K >
ln(
2
β
)η2
22|Kf,max|2 , then with proba-
bilty at least (1− 6β) we have |θ| < cos−1√1− τ 2 = |θ|bound.
(ii) If 1|Kf,max| < η < ηbound, provided that K >
ln(
2
β
)η3
22|Kf,max| , then with
probabilty at least (1− 6β) we have |θ| < cos−1√1− τ 2 = |θ|bound.
2.7 Experiment results: Optimal locally esti-
mated linear subspace
In this section we present some simulation results for the sampling conditions
on points, to guarantee an upper bound on the “angle”, (θ) between TˆPS
and TPS as derived in the previous sections. We consider two surfaces, the
first one with principal curvatures Kf,max= 3, Kf,min= -1 and the second one
with principal curvatures Kf,max= 3, Kf,min= 1. The angle bound parameter,
τ = 0.1, which means that |θ|bound = 5.73◦. The value of |θ| was averaged
over 50 trials in all simulations below.
2.7.1 Non Probabilistic Bounds from Section 2.5
The value of η was chosen to be : 0.95
H2τ,r
|Kf,max| . We see in Fig. 2.9 and
Fig. 2.10 that |θ| is considerably lower than |θ|bound. Further note that since
η < ηbound, then as was shown in Section 2.6, |θ| expectedly decreases with
increase in K.
2.7.2 Probabilistic Bounds from Section 2.6
In this experiment we vary the value of η from 0.1 1|Kf,max| to 0.5ηbound and ob-
serve the behaviour of |θ|. For each value of η, we choose  = 0.95
(a− b) τ√
2
2 + 2
√
2τ
,
where a and b are as defined in Section 2.6. β = 0.1 was chosen. For each
value of η (and thus ), a value of K satisfying the corresponding lower bound
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Figure 2.9: Kf,max = 3, Kf,min = −1. r = 3 was chosen and thus
η = 0.000133. The number of samples varies from 5 to 1000. |θ|min = 0.018◦
and |θ|max = 0.278◦. ηbound = 3.333.
Figure 2.10: Kf,max = 3, Kf,min = 1. r = 3 was chosen and thus
η = 0.000133. The number of samples varies from 5 to 1000. |θ|min = 0.021◦
and |θ|max = 0.349◦. ηbound = 2.222.
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Figure 2.11: Kf,max = 3, Kf,min = −1. |θ|min = 0.014◦ and |θ|max =
0.148◦. ηbound = 3.333.
Figure 2.12: Kf,max = 3, Kf,min = 1. |θ|min = 0.016◦ and |θ|max = 0.178◦.
ηbound = 2.222.
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(as explained in Section 2.6)was chosen. We see in Fig. 2.11 and Fig. 2.12,
that |θ| initially increases as η (or in other words the sampling radius) in-
creases and then later fluctuates around a certain value. Observe that |θ| is
considerably lower than |θ|bound.
2.7.3 Significance of ηbound
Figure 2.13: Kf,max = 3, Kf,min = −1. |θ|min = 3.88◦ and |θ|max = 48.42◦.
η = 0.9ηbound. Number of samples varied from 10 to 50,000.
Figure 2.14: Kf,max = 3, Kf,min = −1. |θ|min = 50.72◦ and |θ|max =
87.55◦. η = 1.1ηbound. Number of samples varied from 10 to 50,000.
From Fig. 2.13 we see that if η is slightly less than ηbound, then |θ| reduces
as the number of samples increases and eventually becomes less than |θ|bound.
Furthermore as is seen in Fig. 2.14 if η is slightly greater than ηbound than
|θ| increases sharply as the number of samples increases and approaches 90◦.
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Chapter 3
Quadratic Embeddings of
m-dimensional Riemannian
manifolds in Rn
In this chapter we consider quadratic embeddings of m-dimensional Rie-
mannian manifolds in Rn. The embedding is assumed to be quadratic at a
reference point P . We derive sampling conditions for points lying in Nε(P )
such that they guarantee the specified performance criterion. In Section 3.1
we consider the trivial case where there is a single point in Nε(P ), and derive
bounds on its norm such that a reconstruction error criterion is satisfied. In
Section 3.2 we consider the case where Nε(P ) contains more than one point.
As before we partition Nε(P ) into two disjoint subsets, namely S1 and S2,
representing the local “high” curvature and “low” curvature regions respec-
tively. We derive bounds on the norms of points lying in these sets so that a
local reconstruction error criterion is satisfied. We omit the random sampling
framework for local reconstruction error analysis due to its similarity with
the results derived in Section 2.3.
In Section 3.3 we derive conditions for points in Nε(P ) so that the “angle”
between the TPS and TˆPS is upper bounded. Finally Section 3.4 contains
results for the case where the points are sampled uniformly at random. We
derive bounds on the norm of the points and also a lower bound on the
number of samples K so that if both of these conditions are met, then they
guarantee probabilistically an upper bound on the “angle” between TPS and
TˆPS.
Let M = [x1 . . . xm f1(x1, . . . , xm) . . . fn−m(x1, . . . , xm)] be a point in
Nε(P ). Let x¯M = [x1 . . . xm] denote the orthogonal projection of M on TPS.
The manifold S can be represented in terms of n−m hypersurfaces, where the
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ith hypersurface Si is given by {[x1 . . . xm fi(x¯)] : [x1 . . . xm] ∈ TPS} ⊂
Rm+1. As the embedding is quadratic we have the following ∀ i = 1, . . . , n−
m.
fi(x¯M) = fi(0¯) +5fi(0¯)T x¯M +
1
2
x¯TMHfi(0¯)x¯M
= 0¯ + 0¯T x¯M +
1
2
x¯TMViΛiV
T
i x¯M
=
1
2
m∑
j=1
(
< x¯M , v¯i,j >
2 Kfi,j
)
=
1
2
‖ x¯M ‖2
m∑
j=1
(ri,j,MKfi,j)
=
1
2
‖ x¯M ‖2 Kfi,M
where ri,j,M =
< x¯M , v¯i,j >
2
‖ x¯M ‖2 so that
m∑
j=1
(ri,j,M) = 1 and ri,j,M ≥ 0 ∀ i,j.
GeometricallyKfi,M=
∑m
j=1(ri,j,MKfi,j) represents the curvature of the geodesic
curve from P to M , for the ith hypersurface Si.
Vi =
[
v¯i,1 v¯i,2 · · · v¯i,m
]
m×m , Λi =

Kfi,1
Kfi,2
. . .
Kfi,m

m×m
denote respectively the eigenvector and eigenvalue matrices of Hfi(0¯). Say
∀ i ∈ {1, . . . , n−m}
|Kfi,max| = maxj=1,2,...,m|Kfi,j|,
and |Kfi,min| = minj=1,2,...,m|Kfi,j|.
Then observe that
|Kfi,M | ∈ [|Kfi,min|, |Kfi,max|] if all elements of {Kfi,j}mj=1 are of the same sign.
(3.1)
|Kfi,M | ∈ [0, |Kfi,max|] if ∃ at least 2 elements of {Kfi,j}mj=1 which are of opposite signs.
(3.2)
So |Kfi,m| ∈ [|Kfi,low|, |Kfi,max|], where Kfi,low = |Kfi,min| if (3.1) is satisfied
and Kfi,low = 0 if (3.2) is satisfied.
Let |Kf,max| = maxi=1,...,n−m |Kfi,max|. Assume for further analysis that
|Kf,max| > 0.
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3.1 Performance analysis of local reconstruc-
tion error for single neighbouring sample
Let E2M =
∑n−m
i=1 |fi(x¯M)|2 denote the reconstruction error for M .
Hence E2M ≤
γ2
4
⇔‖ x¯M ‖4
n−m∑
i=1
|Kfi,M |2 ≤ γ2. (3.3)
But ‖ x¯M ‖4
n−m∑
i=1
|Kfi,M |2 ≤ ‖ x¯M ‖4
n−m∑
i=1
|Kfi,max|2.
Thus, if ‖ x¯M ‖4
n−m∑
i=1
|Kfi,max|2 ≤ γ2
then ‖ x¯M ‖ ≤ 4
√
γ2∑n−m
i=1 |Kfi,max|2
. (3.4)
Any point which satisfies the above condition will also satisfy (3.3). Pro-
ceeding similarly as for the 2-dimensional case, we arrive at the following
condition on the ambient space norm of any point M , which if satisfied en-
sures that (3.4) is satisfied.
ε2M ≤
γ√∑n−m
i=1 |Kfi,max|2
+
γ2
∑n−m
i=1 |Kfi,low|2
4
∑n−m
i=1 |Kfi,max|2
⇔ εM ≤
√√√√ γ√∑n−m
i=1 |Kfi,max|2
+
γ2
∑n−m
i=1 |Kfi,low|2
4
∑n−m
i=1 |Kfi,max|2
(3.5)
Discussion: Note that if M is constrained to lie in a region such that
n−m∑
i=1
|Kfi,M |2 ∈
[
n−m∑
i=1
|Kfi,low|2 ,
n−m∑
i=1
α2i
]
where αi ∈ [|Kfi,low| , |Kfi,max|] ; ∀ i = 1, ..., n − m, then ‖ x¯M ‖≤
4
√
γ2∑n−m
i=1 α
2
i
ensures that (3.3) is satisfied. Furthermore, in this case the
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following condition on the ambient space norm of M
ε2M ≤
γ√∑n−m
i=1 α
2
i
+
γ2
∑n−m
i=1 |Kfi,low|2
4
∑n−m
i=1 α
2
i
implies that ‖ x¯M ‖ ≤ 4
√
γ2∑n−m
i=1 α
2
i
3.2 Performance analysis of local reconstruc-
tion error: K points case
We now consider the case where Nε(P )= {P1, ...., PK}, K > 1.
Let Pi be [x
(i)
1 x
(i)
2 . . . x
(i)
m f1(x¯Pi) . . . fn−m(x¯Pi)] where x¯Pi = [x
(i)
1 x
(i)
2 . . . x
(i)
m ]
denotes the orthogonal projection of Pi on TPS.
Thus, E2Pl =
∑n−m
i=1 |fi(x¯Pl)|2.
Now
1
K
K∑
l=1
E2Pl ≤
γ2
4
(3.6)
⇔
K∑
l=1
n−m∑
i=1
|fi(x¯Pl)|2 ≤
Kγ2
4
(3.7)
⇔
K∑
l=1
‖ x¯Pl ‖4
n−m∑
i=1
|Kfi,Pl |2 ≤ Kγ2
We consider the following subsets of Nε(P ).
S1 = {Pl ∈ Nε(P ) :
n−m∑
i=1
|Kfi,Pl |2 ∈
(
n−m∑
i=1
α2i ,
n−m∑
i=1
|Kfi,max|2
]
},
S2 = {Pl ∈ Nε(P ) :
n−m∑
i=1
|Kfi,Pl |2 ∈
[
n−m∑
i=1
|Kfi,low|2 ,
n−m∑
i=1
α2i
]
}.
Note: αi ∈ [|Kfi,low| , |Kfi,max|] ; ∀ i = 1, ..., n − m. Observe that,
S1 ∩ S2 = φ and S1 ∪ S2 = Nε(P ). Also observe that this is a natural
generalization of the definition in Section 2.2, since the choices n = 3 and
m = 2 yield the same subsets as in Section 2.2. Hence say |S1| = Kδ and
|S2| = K(1− δ), for 0 ≤ δ ≤ 1.
Now
K∑
l=1
‖ x¯Pl ‖4
n−m∑
i=1
|Kfi,Pl |2 ≤
(
n−m∑
i=1
|Kfi,max|2
) ∑
Pl∈S1
‖ x¯Pl ‖4 +
(
n−m∑
i=1
α2i
) ∑
Pl∈S2
‖ x¯Pi ‖4 .
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Thus, similar to the m = 2 case, if we find conditions on the elements of S1
and S2 such that(
n−m∑
i=1
|Kfi,max|2
) ∑
Pl∈S1
‖ x¯Pl ‖4 ≤ (Kγ2)δ
and
(
n−m∑
i=1
α2i
) ∑
Pl∈S2
‖ x¯Pl ‖4 ≤ (Kγ2)(1− δ),
then those conditions are sufficient to ensure that (3.6) is satisfied. Proceed-
ing similarly to Section 2.2 we arrive at the following conditions on the norms
of points in S1 and S2.
‖ x¯max,S1 ‖ ≤ 4
√
γ2(∑n−m
i=1 |Kfi,max|2
) (3.8)
is ensured if εPi,S1 ≤
√√√√ γ√∑n−m
i=1 |Kfi,max|2
+
γ2
∑n−m
i=1 α
2
i
4
∑n−m
i=1 |Kfi,max|2
, (3.9)
where εPi,S1 denotes the distance of Pi ∈ S1 to P, in the ambient space.
‖ x¯max,S2 ‖ ≤ 4
√
γ2(∑n−m
i=1 α
2
i
) (3.10)
is ensured if εPi,S2 ≤
√√√√ γ√∑n−m
i=1 α
2
i
+
γ2
∑n−m
i=1 |Kfi,low|2
4
∑n−m
i=1 α
2
i
, (3.11)
where εPi,S2 denotes the distance of Pi ∈ S2 to P, in the ambient space.
3.3 Performance analysis of optimal locally
estimated linear subspace
In this section we seek to find conditions on the points in Nε(P ) such that
the “angle” between the tangent space TPS and its estimation TˆPS is upper
bounded. TˆPS is estimated from points in Nε(P ) and is optimal in the least
squares sense. The notion of “angle” we use is as defined in [2]. Say the points
inNε(P ) are formed by sampling from within a ball of radius
4
√√√√√√ η
2
n−m∑
l=1
|Kfl,max|2
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in TPS. We show that a bound on the “angle” is guaranteed provided that
η itself is upper bounded. Again with the same notation as in the previous
section, assume we have K points in the neighbourhood of P .
Let X =

x
(1)
1 · · · x(K)1
...
...
x
(1)
m · · · x(K)m
f1(x¯1) · · · f1(x¯K)
...
...
fn−m(x¯1) · · · fn−m(x¯K)

n×K
The optimal m-dimensional linear subspace (in the least squares sense) pass-
ing through P will be the one spanned by the eigenvectors corresponding to
the m largest eigenvalues of
XXT =
[
A B
C D
]
= UΛUT ,
where
A =

∑
i(x
(i)
1 )
2 · · · ∑i(x(i)1 )(x(i)m )
...
...∑
i(x
(i)
m )(x
(i)
1 ) · · ·
∑
i(x
(i)
m )2

m×m
,
B =

∑
i(x
(i)
1 f1(x¯i)) · · ·
∑
i(x
(i)
1 fn−m(x¯i))
...
...∑
i(x
(i)
m f1(x¯i)) · · ·
∑
i(x
(i)
m fn−m(x¯i))

m×(n−m)
,
C =

∑
i(f1(x¯i)x
(i)
1 ) · · ·
∑
i(f1(x¯i)x
(i)
m )
...
...∑
i(fn−m(x¯i)x
(i)
1 ) · · ·
∑
i(fn−m(x¯i)x
(i)
m )

(n−m)×m
,
and D =

∑
i(f
2
1 (x¯i)) · · ·
∑
i(f1(x¯i)fn−m(x¯i))
...
...∑
i(fn−m(x¯i)f1(x¯i)) · · ·
∑
i(f
2
n−m(x¯i))

(n−m)×(n−m)
.
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Also U =
[
u¯1 u¯2 · · · u¯m u¯m+1 · · · u¯n
]
n×n , Λ =

λ1
λ2
. . .
λn

n×n
are respectively the eigenvector and eigenvalue matrices of XXT . Assume
that λ1 ≥ λ2 ≥ · · · ≥ λm > 0 i.e. rank(XXT ) ≥ m. Say λm > λm+1 ≥
· · · ≥ λn. Clearly λn ≥ 0.
Now
TˆPS = span{u¯1, . . . , u¯m} and TPS = span{e¯1, . . . , e¯m}
where e¯i is a n × 1 vector with a 1 in the ith position and 0 in the others.
Let u¯i = [ui,1 . . . ui,n]
T . The angle θ between TˆPS and TPS as per the
definition in [2] is given by
cos2 θ := det(MTM)
where [MTi,j] = [< u¯i, e¯j >]; 1 ≤ i, j ≤ m.
Now U (m) =
[
U1
U2
]
n×m
(where U1 is m×m and U2 is (n−m)×m).
Here U (m) denotes the first m columns of U . Clearly UT1 U1 + U
T
2 U2 = Im×m.
Let E = [e¯1 . . . e¯m].
Thus, MTM = (U (m)
T
E)(ETU (m))
=
[
UT1 U
T
2
] [ Im×m
0n−m× m
] [
Im×m 0m×n−m
] [U1
U2
]
= UT1 U1
= Im×m − UT2 U2.
Now Tr(UT2 U2) =‖ U2 ‖2F
⇒
m∑
i=1
µi =‖ U2 ‖2F (µ1, . . . , µm are eigenvalues of UT2 U2)
⇒ µmax ≤‖ U2 ‖2F (µmax = maxi µi; µi ≥ 0,∀i).
Thus, cos2 θ := det (MTM) = det (Im×m − UT2 U2) =
m∏
i=1
(1− µi)
≥ (1− µmax)m.
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Hence if ‖ U2 ‖F < τ < 1
then cos2 θ > (1− τ 2)m
or |θ| < cos−1
√
(1− τ 2)m.
Let u¯i = [ui,1 . . . ui,m ui,m+1 . . . ui,n]
T denote the ith column vector of U .
We have u¯i = [u¯
T
i,1 u¯
T
i,2]
T , where u¯i,1 = [ui,1 . . . ui,m]
T denotes the ith column
vector of U1 and u¯i,2 = [ui,m+1 . . . ui,n]
T denotes the ith column vector of U2.
As XXT u¯i = λiu¯i, we have
Au¯i,1 +Bu¯i,2 = λiu¯i,1
Cu¯i,1 +Du¯i,2 = λiu¯i,2.
It suffices to analyze the equations corresponding to u¯m, i.e., the eigenvector
corresponding to the mth largest eigenvalue λm. We have the following.
Cu¯m,1 +Du¯m,2 = λmu¯m,2
⇒ λm ‖ u¯m,2 ‖ ≤ ‖ C ‖F‖ u¯m,1 ‖ + ‖ D ‖F‖ u¯m,2 ‖
or (λm− ‖ D ‖F ) ‖ u¯m,2 ‖ ≤ ‖ C ‖F‖ u¯m,1 ‖
We now assume that the points are sampled such that λ1
λm
< r, where r ≥ 1
is fixed. We first derive upper and lower bounds for λm.
Tr(XXT ) = (λ1 + · · ·+ λm) + (λm+1 + . . . λn) ≤ (λ1 + · · ·+ λm) + (n−m)λm
≤ (m− 1)λ1 + (n−m+ 1)λm
≤ crλm,
where cr = ((n−m) + (m− 1)r + 1).
Also Tr(XXT ) = (λ1 + · · ·+ λm) + (λm+1 + . . . λn) ≥ (λ1 + · · ·+ λm)
≥ mλm.
∴ 1
cr
Tr(XXT ) ≤ λm ≤ 1
m
Tr(XXT ).
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In order to have an upper bound on ‖ u¯m,2 ‖ we require λm− ‖ D ‖F > 0.
Observe that
λm− ‖ D ‖F ≥ 1
cr
Tr(XXT )− ‖ D ‖F
=
1
cr
[
K∑
i=1
(
‖ x¯i ‖2 +
n−m∑
l=1
f 2l (x¯i)
)]
− ‖ D ‖F
=
1
cr
(
K∑
i=1
‖ x¯i ‖2
)
+
1
4cr
K∑
i=1
‖ x¯i ‖4
(
n−m∑
l=1
K2fl,i
)
− ‖ D ‖F .
We now derive an upper bound for ‖ D ‖F .
‖ D ‖F =
n−m∑
p,q=1
∣∣∣∣∣
K∑
i=1
fp(x¯i)fq(x¯i)
∣∣∣∣∣
2
 12
≤
n−m∑
p,q=1
(∣∣∣∣∣
K∑
i=1
fp(x¯i)fq(x¯i)
∣∣∣∣∣
)
≤
n−m∑
p,q=1
K∑
i=1
(|fp(x¯i)||fq(x¯i)|)
=
K∑
i=1
n−m∑
l=1
|fl(x¯i)|2 + 2
n−m∑
(p<q)=1
|fp(x¯i)||fq(x¯i)|

≤
K∑
i=1
n−m∑
l=1
|fl(x¯i)|2 +
n−m∑
(p<q)=1
(|fp(x¯i)|2 + |fq(x¯i)|2)

= (n−m)
K∑
i=1
n−m∑
l=1
|fl(x¯i)|2
=
(n−m)
4
K∑
i=1
‖ x¯i ‖4
(
n−m∑
l=1
|Kfl,i|2
)
.
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Hence, we have
(λm− ‖ D ‖F ) ≥ 1
cr
(
K∑
i=1
‖ x¯i ‖2
)
− 1
4
K∑
i=1
‖ x¯i ‖4
(
n−m∑
l=1
|Kfl,i|2
)[
(n−m)− 1
cr
]
≥
K∑
i=1
‖ x¯i ‖2
(
1
cr
− 1
4
‖ x¯i ‖2
(
n−m∑
l=1
|Kfl,max|2
)(
(n−m)cr − 1
cr
))
≥
K∑
i=1
‖ x¯i ‖2
(
1
cr
− 1
4
‖ x¯max,Nε(P ) ‖2
(
n−m∑
l=1
|Kfl,max|2
)(
(n−m)cr − 1
cr
))
≥
K∑
i=1
‖ x¯i ‖2
 1
cr
− η
4
√∑n−m
l=1 |Kfl,max|2
(
n−m∑
l=1
|Kfl,max|2
)(
(n−m)cr − 1
cr
)
=
K∑
i=1
‖ x¯i ‖2
 1
cr
− η
4
√√√√n−m∑
l=1
|Kfl,max|2
(
(n−m)cr − 1
cr
)
Thus we see that the following condition on η suffices to ensure λm− ‖ D ‖F
> 0.
η <
4
[(n−m)cr − 1]
√∑n−m
l=1 |Kfl,max|2
So assuming η satisfies above condition we have
‖ u¯m,2 ‖ ≤ ‖ C ‖F‖ u¯m,1 ‖
λm− ‖ D ‖F
≤ ‖ C ‖F
λm− ‖ D ‖F (Since ‖ u¯m,1 ‖ ≤ 1)
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We now proceed to find an upper bound on ‖ C ‖F .
‖ C ‖F =
n−m∑
p=1
m∑
q=1
∣∣∣∣∣
K∑
i=1
fp(x¯i)x
(i)
q
∣∣∣∣∣
2
 12
≤
n−m∑
p=1
m∑
q=1
(
K∑
i=1
|fp(x¯i)|
∣∣x(i)q ∣∣
)
=
1
2
K∑
i=1
(
n−m∑
p=1
m∑
q=1
‖ x¯i ‖2 |Kfp,i||x(i)q |
)
≤
(
1
2
n−m∑
p=1
|Kfp,max|
)
K∑
i=1
‖ x¯i ‖2 (
√
m ‖ x¯i ‖)
≤
(√
m
2
(
4
√
η2∑n−m
l=1 |Kfl,max|2
(
n−m∑
p=1
|Kfp,max|
))(
K∑
i=1
‖ x¯i ‖2
))
⇒‖ u¯m,2 ‖ ≤
√
m
2
cr 4
√
η2∑n−m
l=1 |Kfl,max|2
n−m∑
p=1
|Kfp,max|1− ((n−m)cr − 1
4
)
η√∑n−m
l=1 |Kfl,max|2
(
n−m∑
l=1
|Kfl,max|2
)
=
(
2
√
mcr
∑n−m
p=1 |Kfp,max|
)
L
4− ((n−m)cr − 1)(
∑n−m
l=1 |Kfl,max|2)L2
= Ar, where L = 4
√
η2∑n−m
l=1 |Kfl,max|2
.
It is easy to verify that ‖ u¯i,2 ‖ ≤ Ar ∀ i = 1, . . . ,m − 1. Thus we have
‖ U2 ‖2F =
∑m
i=1 ‖ u¯i,2 ‖2 ≤ mA2r. In other words, ‖ U2 ‖F ≤
√
mAr. We
now derive an upper bound on η to ensure that ‖ U2 ‖F < τ satisfied. We
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have the equivalence of the following conditions.
√
mAr < τ
⇔
(
2mcr
∑n−m
p=1 |Kfp,max|
)
L
4− ((n−m)cr − 1)(
∑n−m
l=1 |Kfl,max|2)L2
< τ
⇔ τ((n−m)cr − 1)
(
n−m∑
l=1
|Kfl,max|2
)
L2 +
(
2mcr
n−m∑
l=1
|Kfl,max|
)
L− 4τ < 0
⇔ L <
4τ
mcr
∑n−m
l=1 |Kfl,max|
1 +
√√√√√√√√√√1 +
4τ 2((n−m)cr − 1)
n−m∑
l=1
|Kfl,max|2
m2c2r
(
n−m∑
l=1
|Kfl,max|
)2
=
2Gτ,r
1 +
√
1 +G2τ,r((n−m)cr − 1)(
∑n−m
l=1 |Kfl,max|2)
= Hτ,r
(
where, Gτ,r =
2τ
mcr
∑n−m
l=1 |Kfl,max|
)
So 4
√
η2∑n−m
l=1 |Kfl,max|2
< Hτ,r
⇔ η < H2τ,r
√√√√n−m∑
l=1
|Kfl,max|2 (3.12)
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Thus using (3.12) we arrive at the following bounds on the norms for points
in Nε(P ).
As η < H2τ,r
√√√√n−m∑
l=1
|Kfl,max|2
we have ‖ x¯max,Nε(P ) ‖ < Hτ,r.
Furthermore as shown earlier in (3.5) we arrive at the following bound on
the ambient space norm which ensures that the above tangent space norm
bound is guaranteed.
εmax,Nε(P ) ≤
√√√√ η√∑n−m
i=1 |Kfi,max|2
+
η2
∑n−m
i=1 |Kfi,low|2
4
∑n−m
i=1 |Kfi,max|2
<
√√√√H2τ,r + H4τ,r4
n−m∑
i=1
|Kfi,low|2
= Hτ,r
√√√√1 + H2τ,r
4
n−m∑
i=1
|Kfi,low|2.
Conclusion: Let us consider that the points in Nε(P ) are sampled from
within a ball of radius
4
√√√√√√ η
2
n−m∑
l=1
|Kfl,max|2
in TPS, such that for any r > 1 ,
0 < τ < 1 the following conditions hold.
(i) η < H2τ,r
√∑n−m
l=1 |Kfl,max|2 where,
Hτ,r =
2Gτ,r
1 +
√√√√1 +G2τ,r((n−m)cr − 1)(n−m∑
l=1
|Kfl,max|2)
Gτ,r =
2τ
mcr
n−m∑
l=1
|Kfl,max|
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(ii) The rank of XXT is at least m, and
λ1
λm
< r (λ1 ≥ λ2 . . . ≥ λm are
the m largest eigenvalues of XXT ).
Then the modulus of the “angle” (as defined in [2]) between TˆPS and TPS
will be upper bounded by cos−1
√
(1− τ 2)m.
3.4 Random Sampling: Performance analysis
of optimal locally estimated linear sub-
space
In the previous section we saw that an “angle” bound between TˆPS and TPS
is guaranteed if the points in Nε(P ) are sampled from within a ball in TPS
of suitably small radius. In particular we saw that in order to guarantee
an arbitrarily low “angle” bound, the radius of the sampling ball would be
arbitrarily close to 0. In this section we show that if the points in Nε(P ) are
formed by sampling independently and uniformly at random from the region
[−a, a]m in TPS, where a is such that it satisfies a fixed upper bound (in-
dependent of the angle bound parameter τ), then as the number of samples,
K → ∞,we have TˆPS = TPS. We derive the expression for the bound on
a, and also derive a corresponding lower bound on K such that if both these
bounds are satisfied then it gurantees probabilistically an upper bound on
the “angle” between TˆPS and TPS.
Let {x(i)1 , x(i)2 , . . . , x(i)m , f1(x¯i), . . . , fn−m(x¯i)}Ki=1 denoteK points fromNε(P ),
where x¯i = [x
(i)
1 x
(i)
2 . . . x
(i)
m ].
Let X(K) =

x
(1)
1 · · · x(K)1
...
...
x
(1)
m · · · x(K)m
f1(x¯1) · · · f1(x¯K)
...
...
fn−m(x¯1) · · · fn−m(x¯K)

n×K
.
Then
M (K) =
1
K
XXT
(K)
=
[
A(K) B(K)
C(K) D(K)
]
,
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where
A(K) =

1
K
∑
i(x
(i)
1 )
2 · · · 1
K
∑
i(x
(i)
1 )(x
(i)
m )
...
...
1
K
∑
i(x
(i)
m )(x
(i)
1 ) · · · 1K
∑
i(x
(i)
m )2

m×m
,
B(K) =

1
K
∑
i(x
(i)
1 f1(x¯i)) · · · 1K
∑
i(x
(i)
1 fn−m(x¯i))
...
...
1
K
∑
i(x
(i)
m f1(x¯i)) · · · 1K
∑
i(x
(i)
m fn−m(x¯i))

m×(n−m)
,
C(K) = B(K)
T
,
and D(K) =

1
K
∑
i(f
2
1 (x¯i)) · · · 1K
∑
i(f1(x¯i)fn−m(x¯i))
...
...
1
K
∑
i(fn−m(x¯i)f1(x¯i) · · · 1K
∑
i(f
2
n−m(x¯i))

(n−m)×(n−m)
.
We know that
fl(x¯) =
1
2
m∑
j=1
< x¯, v¯l,j >
2 Kfl,j (∀l = 1, . . . , n−m).
We assume that the points are sampled independently and uniformly at ran-
dom in TPS such that
x
(i)
j ∼ U [−a, a] i.i.d ∀i = 1, . . . , K and j = 1, . . . ,m
where U denotes uniform distribution. Observe that each entry of M (K) is
the sum of K i.i.d random variables. Therefore by the Strong Law of Large
Numbers as K →∞ then [M (K)]i,j converges a.s to [M ]i,j,(1 ≤ i, j ≤ n),
where each entry of M is the expected value of the random variable involved
in the summation of the corresponding entry of M (K). Say
M =
[
A B
C D
]
.
Consider the entries of A.
E[xpxq] =
{
0 if p 6= q
a2
3
if p = q
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and
−a2 ≤ xpxq ≤ a2 (∀ p, q = 1, . . . ,m)
Consider the entries of B.
E[xpfq(x¯)] = E[xp
1
2
m∑
j=1
< x¯, v¯q,j >
2 Kfq ,j]
=
1
2
E[xp
m∑
j=1
(x1vq,j,1 + · · ·+ x1vq,j,m)2Kfq ,j]
= 0 (∀p = 1, . . . ,m and q = 1, . . . , n−m).
This is because each term in the expansion of xpfq(x¯) will have atleast one
odd power of xi. Therefore the expected value of each term is 0. Hence
B = C = 0. Furthermore
|xpfq(x¯)| ≤ |xp||fq(x¯)|
≤ a.1
2
m∑
j=1
< x¯, v¯q,j >
2 |Kfq ,j|
≤ a
2
|Kf,max| ‖ x¯ ‖2 (|Kf,max| = maxq,j|Kfq ,j|)
≤ ma
3
2
|Kf,max| (‖ x¯ ‖2 ≤ ma2).
∴ −ma
3
2
|Kf,max| ≤ xpfq(x¯) ≤ ma
3
2
|Kf,max| (∀ p = 1, . . . ,m and q = 1, . . . n−m).
Consider the diagonal entries of D.
Dl,l = E[f 2l (x¯)] =
1
4
E
( m∑
j=1
< x¯, v¯l,j >
2 Kfl,j
)2
≤ 1
4
|Kf,max|2(E[‖ x¯ ‖4]).
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Now
E[‖ x¯ ‖4] = E[(x21 + · · ·+ x2m)2]
= E[
m∑
i=1
x4i + 2
∑
i<j
x2ix
2
j ]
=
ma4
5
+ 2
m(m− 1)
2
(
a2
3
)2
=
ma4
5
+m(m− 1)a
4
9
=
m(5m+ 4)a4
45
.
Hence
0 ≤ Dl,l ≤ m(5m+ 4)a
4
180
|Kf,max|2 (l = 1, . . . , n−m).
Furthermore
f 2l (x¯) =
1
4
(
m∑
j=1
< x¯, v¯l,j >
2 Kfl,j)2
≤ 1
4
|Kf,max|2 ‖ x¯ ‖4
≤ m
2a4
4
|Kf,max|2.
Consider the off-diagonal entries of D.
Dp,q = E[fp(x¯)fq(x¯)]
=
1
4
E[(
m∑
j=1
< x¯, v¯p,j >
2 Kfp,j)(
m∑
j=1
< x¯, v¯q,j >
2 Kfq ,j)]
≤ 1
4
|Kf,max|2E[‖ x¯ ‖4]
=
m(5m+ 4)a4
180
|Kf,max|2 (1 ≤ p, q ≤ n−m ; p 6= q).
Similarly we have
Dp,q ≥ −m(5m+ 4)a
4
180
|Kf,max|2 (1 ≤ p, q ≤ n−m ; p 6= q).
Furthermore it is easily seen that
−m
2a4
4
|Kf,max|2 ≤ fp(x¯)fq(x¯) ≤ m
2a4
4
|Kf,max|2.
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Hence we have the following structure for M .
M =
[
a2
3 Im×m 0m×(n−m)
0(n−m)×m D(n−m)×(n−m)
]
where
0 ≤ Di,i ≤ m(5m+ 4)a
4
180
|Kf,max|2,
−m(5m+ 4)a
4
180
|Kf,max|2 ≤ Di,j ≤ m(5m+ 4)a
4
180
|Kf,max|2 (i 6= j).
Observe that m of the eigenvectors of M are of the form: [0, . . . , 1, . . . , 0]T
where the 1 appears at the ith position for i = 1, . . . ,m. These eigenvectors
have eigenvalues a
2
3 . The span of these m eigenvectors is equal to TPS.
∴ If a
2
3
> λmax(D) then TPS = TˆP (S) as K →∞
where λmax(D) denotes the largest eigenvalue of D. Note that D is positive
semidefinite. In case D is diagonal then any value of a which satisfies
a2
3
>
m(5m+ 4)a4
180
|Kf,max|2
or a2 <
60
m(5m+ 4)|Kf,max|2 = a
2
diag,bound
ensures that as K → ∞, then TˆPS = TPS. In the general case where we
don’t make any assumption on the structure of D we have
λmax(D) < Tr(D)
=
n−m∑
l=1
E[f 2l (x¯)]
≤ (n−m)a
4(5m+ 4)m
180
|Kf,max|2.
Thus in the general case, any value of a which satisfies
a2
3
> (n−m)m(5m+ 4)a
4
180
|Kf,max|2
or a2 <
60
m(n−m)(5m+ 4)|Kf,max|2 = a
2
gen,bound
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ensures that as K → ∞, then TˆPS = TPS. We would now like to find a
lower bound on K (number of samples) which guarantees with a probability
of at least 1 − β, individually for each entry of M (K) that it lies within an
-interval of its expected value. Given this, it is then easy to verify using
the union bound that the probability of the event where all entries of M (K)
lie within an -interval of their expected value is at least 1 − n(n+1)
2
β. We
proceed by using Hoeffding’s Inequality. Consider the entries of A.
P
(∣∣∣∣∣ 1K
K∑
i=1
x(i)p x
(i)
q − 0
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2
(2a2)2
= 2e
−K2
2a4
Thus,
2e
−K2
2a4 < β < 1
⇔ K >
ln
(
2
β
)
2a4
2
= K
(1)
bound.
Consider the entries of B (or C).
P
(∣∣∣∣∣ 1K
K∑
i=1
x(i)p fq(x¯i)− 0
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2
(ma3|Kf,max|)2
= 2e
−2K2
m2a6|Kf,max|2
Thus,
2e
−2K2
m2a6|Kf,max|2 < β < 1
⇔ K >
ln
(
2
β
)
m2a6|Kf,max|2
22
= K
(2)
bound.
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Consider the diagonal entries of D.
P
(∣∣∣∣∣ 1K
K∑
i=1
f 2l (x¯i)− E[f 2l (x¯)]
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2(
m2a4|Kf,max|2
4
)2
= 2e
−32K2
m4a8|Kf,max|4
Thus,
2e
−32K2
m4a8|Kf,max|4 < β < 1
⇔ K >
ln
(
2
β
)
m4a8|Kf,max|4
322
.
Finally consider the off-diagonal entries of D.
P
(∣∣∣∣∣ 1K
K∑
i=1
fp(x¯i)fq(x¯i)− E[fp(x¯)fq(x¯)]
∣∣∣∣∣ ≥ 
)
≤ 2e
−2K2(
m2a4|Kf,max|2
2
)2
= 2e
−8K2
m4a8|Kf,max|4
Thus,
2e
−8K2
m4a8|Kf,max|4 < β < 1
⇔ K >
ln
(
2
β
)
m4a8|Kf,max|4
82
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Hence we essentially have the following lower bounds on K.
K
(1)
bound =
ln
(
2
β
)
2a4
2
K
(2)
bound =
ln
(
2
β
)
m2a6|Kf,max|2
22
K
(3)
bound =
ln
(
2
β
)
m4a8|Kf,max|4
82
Let Kbound = maxa,{K(1)bound, K(2)bound, K(3)bound}. Thus we have seen that if
K > Kbound then with a probability of at least 1− n(n+1)2 β, no entry of M (K)
will deviate from its expected value by more than . We saw earlier that if
a is chosen to satisfy the appropriate bound (a < agen,bound if no assumption
is made for D, and a < adiag,bound if D is assumed to be diagonal) then as
K → ∞, TˆPS = TPS. Thus assuming that a satisfies the appropriate
bound, we now show that if  is upper bounded and if K is larger than Kbound
(for the chosen values of  and a) then it guarantees with a probability of at
least 1− n(n+1)
2
β, an upper bound on the “angle”[2] between TPS and TˆPS.
We analye the perturbation of M .
Let M ′ = M +4 where
M =
[
A B
C D
]
4 =
[411 412
421 422
]
(412 = 4T21)
Say each entry of 4ij (i = 1,2; j = 1,2) ∈ [−, ]. Let u¯1, . . . , u¯m be the
eigenvectors of M ′ corresponding to the m largest eigenvalues λ1 ≥ · · · ≥ λm.
We use the same notation as was defined in the previous section. We saw
that |θ| < cos−1√(1− τ 2)m (where θ is the “angle” between TˆPS and TPS,
0 < τ < 1) is guaranteed if ‖ U2 ‖F < τ .
For any 1 ≤ i ≤ m, we have the following [3].
a2
3
− n ≤ λi ≤ a
2
3
+ n
We now consider two cases based on the assumption made on the structure
of D.
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3.4.1 The case when no assumption is made for D
Note that for this case a is chosen such that a < agen,bound. We have the
following.
M ′u¯i = λiu¯i
⇒421u¯i,1 + (D +422)u¯i,2 = λiu¯i,2
⇒ (‖ D ‖F + ‖ 422 ‖F ) ‖ u¯i,2 ‖ + ‖ 421 ‖F ≥ λi ‖ u¯i,2 ‖
or ‖ 421 ‖F ≥ (λi− ‖ D ‖F − ‖ 422 ‖F ) ‖ u¯i,2 ‖
Now
λi− ‖ D ‖F − ‖ 422 ‖F≥ a
2
3
−n− (n−m)ma
4(5m+ 4)|Kf,max|2
180
−(n−m)
So λi− ‖ D ‖F − ‖ 422 ‖F ≥ 0 is ensured if
 ≤
(
a2
3 −
(n−m)ma4(5m+ 4)|Kf,max|2
180
)
2n−m
So assuming  satisfies the above condition we have
‖ u¯i,2 ‖ ≤ ‖ 421 ‖F
a2
3 −
(n−m)ma4(5m+ 4)|Kf,max|2
180 − (2n−m)
≤ 
√
(n−m)m
a2
3 −
(n−m)ma4(5m+ 4)|Kf,max|2
180 − (2n−m)
= B.
Now ‖ U2 ‖2F =
m∑
i=1
‖ u¯i,2 ‖2
≤ mB2
or ‖ U2 ‖F ≤
√
mB.
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Thus ‖ U2 ‖F < τ is ensured if
√
mB < τ
or
m
√
n−m
a2
3 −
(n−m)ma4(5m+ 4)|Kf,max|2
180 − (2n−m)
< τ
or  <
(
a2
3 −
(n−m)ma4(5m+ 4)|Kf,max|2
180
)
τ
m
√
n−m+ (2n−m)τ .
Conclusion: Let us consider K points in Nε(P ) which are sampled inde-
pendently and uniformly at random in TPS from the region [−a, a]m
x
(i)
j ∼ U [−a, a] (∀i = 1, . . . , K j = 1, . . . ,m) i.i.d
Say for any 0 < τ < 1, 0 < β < 1 the following conditions hold.
(i) a <
√
60
m(n−m)(5m+ 4)|Kf,max|2 .
(ii) 0 <  <
a2
3
−(n−m)ma
4(5m+ 4)|Kf,max|2
180
 τ
m
√
n−m+ (2n−m)τ .
(iii) For the choices of a and  as in (i) and (ii),
K > max

ln
(
2
β
)
2a4
2
,
ln
(
2
β
)
m2a6|Kf,max|2
22
,
ln
(
2
β
)
m4a8|Kf,max|4
82
 .
Then we have with probability at least 1−n(n+1)
2
β that |θ| < cos−1√(1− τ 2)m.
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3.4.2 The case when D is diagonal
Note that for this case a is chosen such that a < adiag,bound. We have the
following.
M ′u¯i = λiu¯i
⇒421u¯i,1 + (D +422)u¯i,2 = λiu¯i,2
⇒
m∑
j=1
([421]p,ju(j)i,1 ) + (Dp,p + [422]p,p)u(p)i,2 +
n−m∑
j=1,j 6=p
[422]p,ju(j)i,2 = λiu(p)i,2 (p = 1, . . . , n−m)
⇒ (λi −Dp,p − )|u(p)i,2 | ≤ m+ (n−m− 1)
= (n− 1).
Now
λi −Dp,p −  ≥ λi − m(5m+ 4)a
4|Kf,max|2
180
− 
≥ a
2
3
− n− m(5m+ 4)a
4|Kf,max|2
180
− 
=
a2
3
− m(5m+ 4)a
4|Kf,max|2
180
− (n+ 1).
Therefore λi −Dp,p −  ≥ 0 is ensured if
 <
a2
3 −
m(5m+ 4)a4|Kf,max|2
180
n+ 1
.
Thus assuming  satisfies the above condition we have the following
|u(p)i,2 | ≤
(n− 1)
a2
3 −
m(5m+ 4)a4|Kf,max|2
180 − (n+ 1)
= B.
The above holds ∀ i = 1, . . . ,m and p = 1, . . . , n−m. We have the following
upper bound on ‖ U2 ‖F .
‖ U2 ‖2F =
m∑
i=1
n−m∑
p=1
(u
(p)
i,2 )
2
≤ m(n−m)B2
or ‖ U2 ‖F ≤
√
m(n−m)B.
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Thus the following suffices to ensure that ‖ U2 ‖F < τ .√
m(n−m)B < τ
or
√
m(n−m)(n− 1)
a2
3 −
m(5m+ 4)a4|Kf,max|2
180 − (n+ 1)
< τ
or  <
(
a2
3 −
m(5m+ 4)a4|Kf,max|2
180
)
τ√
m(n−m)(n− 1) + (n+ 1)τ .
Conclusion: Let us consider K points in Nε(P ) which are sampled inde-
pendently and uniformly at random in TPS from the region [−a, a]m
x
(i)
j ∼ U [−a, a] (∀i = 1, . . . , K j = 1, . . . ,m) i.i.d
Say for any 0 < τ < 1, 0 < β < 1 the following conditions hold.
(i) a <
√
60
m(5m+ 4)|Kf,max|2 .
(ii) 0 <  <
a2
3
−m(5m+ 4)a
4|Kf,max|2
180
 τ√
m(n−m)(n− 1) + (n+ 1)τ .
(iii) For the choices of a and  as in (i) and (ii),
K > max

ln
(
2
β
)
2a4
2
,
ln
(
2
β
)
m2a6|Kf,max|2
22
,
ln
(
2
β
)
m4a8|Kf,max|4
82
 .
Then we have with probability at least 1−n(n+1)
2
β that |θ| < cos−1√(1− τ 2)m.
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Chapter 4
Conclusions
In this work we did a theoretical analysis of the local sampling conditions
for a set of discrete points lying on a quadratic embedding of a Riemannian
manifold in a Euclidean space. Our analysis was based on the following
criteria: (i) Local reconstruction error (ii) Local tangent space estimation
accuracy. We first did the analysis for quadratic surfaces embedded in R3
and then extended it for the general case of quadratic embeddings of m-
dimensional Riemannian manifolds in Rn.
In the local reconstruction error analysis we described sampling conditions
in the neighbourhood of a reference point P on the manifold such that the
average reconstruction error of the neighbourhood points after orthogonal
projection on the tangent space at P satisfies a given upper bound. We ana-
lyzed the local neighbourhood, Nε(P ) by considering disjoint regions, namely
the local “high” curvature (S1) and “low” curvature regions (S2) respectively.
For the case of quadratic surfaces embedded in R3, we showed that the sam-
pling regions which guarantee a reconstruction error criterion geometrically
correspond to disjoint sectors of two concentric discs in the tangent space at
P , where each one of these discs is associated to S1 or S2. In particular we
showed precisely that the points lying in S1 could lie closer to P as compared
to the points in S2, in order to satisfy a local reconstruction error criterion.
We also considered the case where the coordinates of the points in the neigh-
bourhood are sampled uniformly at random from scaled sampling regions in
the tangent space at P . We derived a condition for the scaling factors of
the norms of points in S1 and S2. It was shown that if the scaling factors
satisfy this condition and if the number of samples K satisfies a lower bound
then it guarantees an upper bound on the probability of the event where the
empirical average reconstruction error of the points in Nε(P ) exceeds the re-
construction error criterion. We validated our theoretical results by running
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simulations on synthetic quadratic surfaces with different principal curvature
values at P . Lastly we derived analogous theoretical results for the case of
quadratic embeddings of m-dimensional Riemannian manifolds in Rn.
In local tangent space estimation analysis we derived conditions for points
in Nε(P ) so that the “angle”[2] between the original tangent space and the
estimated tangent space at P satisfies a given upper bound. The tangent
space was estimated using the points in the neighbourhood of P . We showed
two possibilities to bound the angle. In the first case we showed precisely
how close the points should be to P in order to satisfy an angle bound. In
particular this distance to P depends on the angle bound parameter in the
sense that as the angle bound becomes arbitrarily small then the distance
of the points from P should also be suitably small. In the second case we
considered the coordinates of the points to be sampled uniformly and inde-
pendently at random from a region in the tangent space at P . For quadratic
surfaces embedded in R3 we considered the sampling region to be a disc in
the tangent space. We showed that if the radius of the disc satisfies an upper
bound and if the number of samples in the region satisfies a lower bound
then it guarantees probabilistically an upper bound on the “angle” between
the estimated tangent space and the original tangent space. In particular
the upper bound on the radius of the disc depends solely on the principal
curvature values of the surface at P , and is independent of the angle bound
parameter. For quadratic embeddings of m-dimensional Riemannian mani-
folds in Rn we considered the sampling region to be of the form [−a, a]m. We
again showed that if a satisfies an upper bound and if the number of samples
in the region satisfies a lower bound then it guarantees probabilistically an
upper bound on the “angle” between the estimated tangent space and the
original tangent space.
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