We evaluate the practical relevance of two measures of conic convex problem complexity as applied to second-order cone problems solved using the homogeneous self-dual (HSD) embedding model in the software SeDuMi. The first measure we evaluate is Renegar's data-based condition measure C(d), and the second measure is a combined measure of the optimal solution size and the initial infeasibility/optimality residuals denoted by S (where the solution size is measured in a norm that is naturally associated with the HSD model). We constructed a set of 144 secondorder cone test problems with widely distributed values of C(d) and S and solved these problems using SeDuMi. For each problem instance in the test set, we also computed estimates of C(d) (using Peña's method) and computed S directly. Our computational experience indicates that * This research has been partially supported through the MIT-Singapore Alliance. 
Introduction
The homogeneous self-dual (HSD) embedding model for linear optimization was originally developed by Ye, Todd, and Mizuno in [14] , and has been extended to the conic case and implemented in software such as SeDuMi [13] . The HSD model has the very desirable property that it always has a strictly feasible primal/dual solution regardless of the feasibility of the original problem. Using a natural norm associated with the HSD model's starting point, the norms of approximately optimal solutions and their distances from the boundaries of the underlying cones are precisely controlled independent of the problem instance, see [5] . Furthermore, a reinterpretation of a standard stopping criterion for HSD interior-point methods shows that the performance of these methods is inherently related to the sizes of optimal solutions and the sizes of the initial infeasibilities, also see [5] .
In this paper we evaluate the relevance of two measures of conic convex problem complexity as applied to second-order cone problems solved using the homogeneous self-dual (HSD) embedding model in the software SeDuMi. The first measure we evaluate is Renegar's data-based condition measure C(d), and the second measure is a combined measure of the optimal solution size and the initial infeasibility/optimality residuals denoted by S (where the solution size is measured in a norm that is naturally associated with the HSD model).
Consider the primal-dual conic linear system:
where C X is a closed convex cone and C * X is the corresponding dual cone. The complexity of computing approximately optimal solutions of (P c ) has been developed along two related approaches. The first approach is via the data-based condition measure theory of Renegar [1, 2, 9, 10, 11, 12] . The problem data d is the triplet d = (A, b, c). The "distance to infeasibility" ρ(d) is the minimum data perturbation ∆d that renders either the perturbed primal (P c ) or dual (D c )
infeasible. The condition measure C(d) is defined to be the ratio d /ρ(d).
This condition measure plays a key role in the complexity analysis of (P c ) in [12] .
In theory, the number of iterations of a suitably designed interior-point method (IPM) algorithm (but not the HSD model) needed to approximately solve (P c ) is bounded by O( √ ϑ log(C(d) + . . .)), see [12] , where ϑ is the self-concordance parameter of the barrier function used for the cone C X . Two efficient methods for estimating C(d) have been developed, see Peña [8] and [3] , [7] .
The second approach to developing a complexity theory for (P c ) is via geometric measures of the problem, using quantities such as the norm of the largest -optimal primal and dual solutions. Let R P denote the norm of the largestoptimal solution of (P c ), with R D defined analogously for the dual cone variables z, and let R := R P +R D . These quantities appear in the complexity analysis of (P c ) in [4] as well as in [5] . In theory, with a choice of norm naturally connected to the starting point of the HSD model, the number of iterations of a suitably designed interior-point method (IPM) needed to approximately solve (P c ) via the HSD model is bounded by O( √ ϑ log(R +. . .)), see [5] . If the norm is chosen judiciously, then R can be computed efficiently.
The explanatory value of C(d) for non-HSD IPM algorithms was first explored in [7] , which examined the relationship between the condition measure C(d) and the IPM iterations of the CPLEX barrier software (a commercial IPM solver) on linear programming problems from the NETLIB suite. It was ob-served that 42% of the variation in the IPM iteration counts among the NETLIB suite problems is accounted for by log(C(d)). The analysis in [7] was limited to linear programming instances, whose performance with interior-point methods tends to be different from more general conic linear systems.
In this paper, we explore the relationship between the condition measure and S and solved these problems using SeDuMi. For each problem instance in the test set, we also computed estimates of C(d) (using Peña's method) and computed S directly. Our computational experience indicates that SeDuMi iteration counts and log(C(d)) are fairly highly correlated (sample correlation R = 0.675), whereas SeDuMi iteration counts are not quite as highly correlated with S (R = 0.600). Furthermore, the experimental evidence indicates that the average rate of convergence of SeDuMi iterations is affected by the condition number C(d) of the problem instance, a phenomenon that makes some intuitive sense yet is not directly implied by existing theory.
The paper is organized as following: Section 2 presents the notation for the standard form second-order cone optimization problem and the homogeneous self-dual embedding model. Section 3 describes the details of computing the condition measure C(d) of a problem instance using Peña's method. Section 4 contains the method for creating the test problems and the computational evaluation of the correlation between C(d) and SeDuMi iterations. Section 5 presents the combined measure of optimal solution size and initial infeasibility gap denoted by S, and the computational evaluation of the correlation between S and SeDuMi iterations. Section 6 contains brief concluding remarks.
This section defines a standard SOCP problem, followed by a brief review of the homogeneous self-dual embedding model that is used in SeDuMi.
SOCP in standard form
The standard second-order cone in IR k is defined to be
The standard form SOCP primal and dual problems are:
where y ∈ R m and the superscript "l" indicates the linear variables and the coefficients related to the linear variables: 
x 0 (x 0) means that all x l i and x q i are in (the interior of) their defined cones. We also define, for
The self-concordant barrier function associated with (P) is
whose complexity value ϑ is:
see [6] .
The Homogeneous Self-Dual Embedding Model
IPM solvers that apply the homogeneous self-dual embedding model embed the primal and dual problems into the self-dual optimization problem:
Let (
and θ (0) > 0, and letb,c,ḡ,ᾱ be defined as follows: 
For example, SeDuMi uses the following criterion for terminating the algorithm:
where r max = 10 −9 is the default value.
Computing the Condition Measure of an SOCP Problem Instance Using Peña's Method
Consider the primal feasibility conditions associated with (1):
The data for (1) is d = (A, b, c) , the data for the primal feasibility problem is
, and consider the norm on d P the data given by
where the Euclidean norm is used for all vectors in the above expression. Let
The distance to primal infeasibility ρ P (d) is defined to be the norm of the smallest data perturbation ∆d P = (∆A, ∆b) that renders the resulting primal system infeasible:
We consider the dual problem in a similar way. The dual conic system is:
The data for this system is d D = (A, c), and consider the norm on the data given by (9) is infeasible} .
The distance to dual infeasibility ρ D (d) is defined to be the norm of the smallest data perturbation ∆d D = (∆A, ∆c) that renders the resulting dual system infeasible:
Since the primal (dual) distance to infeasibility is independent of the data c (b),
of the primal/dual system is the ratio:
where ρ P (d) and ρ D (d) are the primal and dual distances to infeasibility, re-
is the data for the primal and dual problems, and d is defined as:
We remark that C(d) is connected to a wide variety of behavioral, geometric, and algorithmic complexity bounds on the problems (P) and (D), see [11, 12, 1, 2, 3, 8, 9, 10] , for example.
Notice that the first two quantities are maximum eigenvalue computa-
, and so pose little computational burden. However, the primal and dual distances to infeasi-
are not as straightforward to compute. Peña [8] presents an efficient method for computing lower and upper bounds on the primal and/or dual distance to infeasibility that involves the solution of six convex optimization problems each of whose computational cost is similar to that of the original primal and/or dual problems. The computational details of Peña's method are summarized in the following subsections. For a theoretical justification of the method, see [8] .
Estimating the distance to infeasibility ρ P (d) of the primal problem
In Peña's method, the estimation of the distance to infeasibility ρ P (d) involves the following steps.
Step 1: Compute the analytic center (x * , t * ) of the homogenized primal feasible region by solving the following problem:
where
Step 2: Compute the minimum eigenvalue λ P and its corresponding unit eigen-
where H(x, t) is the Hessian of f (x, t).
Step 3: Compute optimal solutions (x P ± , t P ± ) of the following two problems:
Step 4: Compute lower and upper bound for ρ P (d) and the associated perturbation to infeasibility:
(
According to Propositions 3.1 and 4.1 of [9] , and by using some intermediary results of Peña's method, it follows that (A + (1 + )∆A P , b + (1 + )∆b P ) ∈ I P for all > 0.
Estimating the distance to infeasibility ρ D (d) of the dual problem
The estimation of the distance to infeasibility ρ D (d) is quite similar to that for ρ P (d), and involves the following steps.
Step 1: Compute the analytic center (y * , p * , z * ) of the homogenized dual feasible region by solving the following problem:
Step 2: Compute the minimum eigenvalue λ D and its corresponding unit eigen-
Step 3: Compute optimal solutions y P ± , p P ± , z P ± of the following two problems:
Step 4: Compute lower and upper bound for ρ D (d) and the associated perturbation to infeasibility:
As in the case of the primal distance to infeasibility, it follows that (A + (1 +
Estimating the Condition Measure and Computing the Associated Perturbation to Infeasibility
Once the bounds on ρ P (d) and ρ D (d) have been computed, lower and upper bounds for C(d) are computed as follows:
Finally, the associated perturbation associated with the above estimation procedure is:
Using this perturbation, it is straightforward to show that
Test Problems, Condition Measures, and Correlation with SeDuMi Iterations
We created 144 SOCP test problem instances with widely varying condition measures C(d) as follows. We first created 12 random SOCP instances whose dimensions are described in Table 1 new instances will approach 0 as α approaches 1, thereby generating problems that are increasingly ill-conditioned. We applied this procedure to each of the 12 random SOCP problem instances, thus creating a total of 144 SOCP problems with widely varying condition measures. These problems were named according to their original instance from the first column of Table 1 and the value of α that was used to create the perturbed problem instance; for example problem instance sm 18 999 was created by perturbing problem instance sm 18 by its associated perturbation to infeasibility using α = 0.999.
We computed the estimates of the condition measure C(d) for each of the 144 problem instances using Peña's method. Table 6 
Correlation of Condition Measures and SeDuMi Iterations
In this subsection we analyze the correlation between log(C) and the number of IPM iterations used by SeDuMi to solve a given problem instance. Table 2 shows the number of IPM iterations used by SeDuMi to solve each of the 144 test problem instances using SeDuMi default parameters. Notice from Table 2 that within each of the 12 groups of problems, the iterations grow with log(C), thereby suggesting that SeDuMi iterations should be positively correlated with log(C). group, there is a striking linear relationship between these two quantities. We ran simple linear regression models for each of the 12 sets of 12 data pairs, the results of which are shown in Table 3 . Notice that the regression R 2 for each of the 12 regressions is at least 0.896, with half of these having R 2 ≥ 0.949. 
Correlation of SeDuMi Iterations and Geometric Measure of Solution Size and Initial

Infeasibility
In this section we analyze the correlation between SeDuMi iterations and a geometric measure of solution size and starting point infeasibility presented in [5] . We first summarize this theory, for details see [5] . The solution size measure stems from using a natural norm · associated with the starting point cone
) of the HSD embedding model. SeDuMi uses the to [5] , the natural norm associated with this starting point for the HSD cone variables is:
This norm then can be broken up into different norms for the different variables, in particular
which conveniently specialize to
for x 0, z 0. Let R P and R D denote the maximum norm among -optimal solutions of (P) and (D), respectively, measured among the cone variables x and z, respectively:
where v * (w * ) is the primal (dual) optimal value of the SOCP problem. Let R be the sum of the maximum norms of the primal and dual -optimal solutions:
Recalling SeDuMi's stopping criterion (7), let S denote the following quantity:
where κ (f ) , θ (f ) denote the values of κ, θ in the final iteration of SeDuMi. Then the analysis in [5] indicates that the number of iterations T of SeDuMi is approximately:
where β =
is the (geometric) average decrease in θ over all iterations. The above approximation is valid under mild assumptions, see [5] for details.
Notice in (26) that T will be positively correlated with log(S) to the extent that | log(β)| is relatively constant. In order to test the correlation between T and log(S), we computed R and log(S) for the 144 test problem instances, whose values are shown in Table 7 in the Appendix. A scatter plot of the values of log(S) and the SeDuMi iterations T (from Table 2 ) is shown in Figure 2 The absence of a very strong linear correlation between SeDuMi iterations and log(S) indicates from (26) that β, which is the average decrease in the objective function (and duality gap) over all iterations, cannot be approximately constant over the test problem instances. Table 5 shows the values of β for all the 12 groups that β increases as the condition measure C(d) increases. Figure 3 shows line plots of log(C) and | log(β)|, which confirms the intuition that | log(β)| is decreasing in log(C). This figure indicates that for the HSD embedding IPM algorithm SeDuMi, there is at least a loosely defined relationship between the condition number and the rate of convergence of the algorithm. 
Concluding Remarks
Our computational experience indicates that SeDuMi iteration counts and log(C(d))
are fairly highly correlated (sample correlation R = 0.675), whereas SeDuMi iteration counts are not quite as highly correlated with the combined measure of initial infeasbility/optimality residuals S (R = 0.600).
The theory of interior-point methods only points to one factor, namely the complexity value ϑ of the underlying self-concordant barrier for the cone, that
can have a provable influence on the rate of convergence in theory. Yet as Table 5 and Figure 3 have shown, there is evidence of some systematic effect of increasingly ill-behaved problems on the average convergence rate of SeDuMi.
We believe that this evidence bears further analysis. 
