Abstract-In this work, we introduce the concept of Dynamic Switch-based Forwarding (DSF) that optimizes the 1) expected data delivery ratio, 2) expected communication delay, or 3) expected energy consumption for low-duty-cycle wireless sensor networks under unreliable communication links. DSF is designed for networks with possibly unreliable communication links and predetermined node communication schedules. To our knowledge, these are the most encouraging results to date in this new research direction. In this paper, DSF is evaluated with a theoretical analysis, extensive simulation, and physical testbed consisting of 20 MicaZ motes. Results reveal the remarkable advantage of DSF in extremely low-duty-cycle sensor networks in comparison to three well-known and DESS [3]). We also demonstrate our solution defaults into ETX in always-awake networks and DESS in perfect-link networks.
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INTRODUCTION
W IRELESS Sensor Networks (WSNs) have been proposed for use in many long-term applications such as military surveillance, assisted living, infrastructure monitoring, and scientific exploration, which require a network lifespan that can range from a few months to several years. On the other hand, sensor devices (e.g., MicaZ and Telos) are normally equipped with limited power sources due to their small form factor and low-cost requirements. To resolve the conflict between limited energy and application lifetime requirements, it is necessary to reduce node communication and sensing duty cycles. With the growing gap between application requirements and the slow progress in battery capacity [5] , there are an increasing number of extremely low-duty-cycle sensor networks designed and deployed. Together with lossy radio links, these new networks impose new challenges for data forwarding protocols.
In this work, we focus on low-duty-cycle sensor networks with unreliable communication links, in which energy management protocols [6] , [7] , [8] schedule sensing and communication at each individual sensor device to enable a duty cycle of 10 percent or less. Essentially, during the operation of sensor applications, sensor nodes activate very briefly and stay in a dormant state for a very long period of time. Due to the devices' extremely limited energy budget, maintaining an always-awake communication backbone becomes infeasible. Consequently to forward a packet, a sender may experience sleep latency-the time spent waiting for the receiver to wake up.
In this paper, we attempt to design a new data delivery method to optimize source-to-sink data delivery ratio, end-to-end (E2E) delay, or energy consumption under unreliable and intermittent connectivity within scheduled networks. The major intellectual contributions of this work are as follows:
. To the best of our knowledge, this is the first work to investigate the combined effect of sleep latency and unreliable communication links, which dramatically reduces the effectiveness of the existing solutions. A novel dynamic switch-based forwarding technique over time-dependent networks is proposed to achieve optimal expected delivery ratio (EDR), expected E2E delay (EED), or expected energy consumption (EEC), respectively. This technique is generic enough to allow flexible trade-offs among these three key metrics. . We extensively evaluate our solutions with 20 MicaZ motes experiments and 250-node simulation. The results from experiments and simulations show significantly better source-to-sink communication than several state-of-the-art solutions. The rest of the paper is organized as follows: Section 2 presents the related work. Section 3 describes the need for a new data forwarding technique in extremely low-duty-cycle sensor networks. Section 4 articulates the network model and related assumptions. Section 5 introduces the detailed design of DSF and discusses related issues. Section 7 describes our system implementation and provides an evaluation on the TinyOS/Mote platform. Simulation results are presented in Section 8. Section 9 concludes the paper.
RELATED WORK
The contribution of our work lies in the intersection of two important cutting-edge research topics. We demonstrate that the intriguing interaction between unreliable links and low-power duty-cycling necessitates a fundamentally new approach.
Link-quality-based forwarding. Many recent works [9] , [10] reveal that wireless communication links, especially for the low-power sensor devices, are extremely unreliable and have a significant impact on data delivery. In response to the reality of unreliable wireless links, several notable works have been done. Couto et al. introduce the expected transmission count metric (ETX) to find high-throughput paths on multihop wireless networks [1] . Woo et al. show that cost-based routing using a minimum expected transmission metric obtains good performance in wireless sensor networks [11] . Seada and colleagues study the distance-hop trade-off for geographic routing in wireless sensor networks and show that the product of the packet reception rate (PRR) and the distance traversed toward the destination (D) is an optimal metric (PRR Â D) for selecting a next-hop forwarder [12] . Lee et al. present SOFA, an on-demand solicitationbased forwarding protocol and show that SOFA outperforms the commonly used link estimation-based routing schemes implemented in TinyOS [13] . In ETF [14] , Sang et al. exploit asymmetric wireless links and observe significant improvement of convergecast routing in sensor networks. In these works, the authors assume the constant availability of connectivity with no sleep latency, which may not be true in extremely low-duty-cycle sensor networks.
Sleep-latency-based forwarding. In the research direction of low-duty-cycle networks, Dousse et al. provide a solid analysis of bounds of the delay for sending data from a node to a sink in the networks with completely uncoordinated node working schedules [15] . Lu et al. introduce various techniques for minimizing communication latency while providing energy-efficient periodic sleep cycles for nodes in wireless sensor networks [3] . Keshavarzian et al. introduce a multiparent forwarding technique and propose a heuristic algorithm for assigning parents to the nodes in the network [16] . Lai and Paschalidis propose a minimal energy routing with latency guarantees in duty-cycled sensor networks [17] . Su et al. propose both on-demand and proactive algorithms for routing packets in intermittently connected sensor networks [18] . Several recent works studied multicast and flooding in low-duty-cycle sensor networks [19] , [20] . More recently, Gu et al. study the delay control for low-duty-cycle sensor networks [21] . We note, however, that all these approaches in low-duty-cycle networking assume perfect communication links.
We note that many MAC protocols, such as B-MAC [22] , S-MAC [23] , and RI-MAC [24] , effectively deal with the issues of lossy radio links through FEC/ARQ and reduce duty-cycle through the Low-Power-Listening (LPL) [22] . More recently, Suriyachai et al. introduces a novel MAC protocol that incorporates topology control mechanisms to ensure timely data delivery and reliability control mechanisms to deal with inherently fluctuating wireless links [25] . These intelligent layer 2 protocols use implicit network information, such as packet transmissions, in order to optimize their underlying schedules or energy use. In this paper, we consider the dual of this problem by using information from layer 2 at the network layer to make better link selections.
In addition, there are many other related works on timely and reliable data forwarding in sensor networks. MMSPEED introduces a multipath and multispeed routing protocol for probabilistic QoS guarantee [26] . Dwarf achieves energyefficient, robust and dependable forwarding by unicastbased partial flooding and delay-aware node selection [27] .
WirelessHART with TSMP [28] is a deployed industry standard aiming to achieve timely and reliable transmission while reducing energy consumption. Munir et al. propose a scheduling algorithm that produces latency bounds of the real-time periodic stream sand accounts for both link bursts and interference [29] .
To the best of our knowledge, no prior work has thoroughly studied the impact of both lossy radio links and sleep latency at the network layer. In this work, we reveal that these two issues are intrinsically correlated and that a new forwarding protocol can benefit from considering both.
MOTIVATION
Our work is motivated by the interesting intersection between sleep latency and unreliable communication links in wireless sensor networks.
First, the state-of-the-art link-quality-based forwarding strategies such as ETX [1] and PRR Â D [2] have demonstrated their superiority at improving network throughput and communication delay in traditional ad hoc and sensor networks. For both ETX and PRR Â D, during a certain period of time each node usually has one fixed forwarding node for a destination. However, in extremely low duty-cycle scheduled sensor networks, metrics such as the expected transmission count (ETX) would suffer excessive delivery delays when waiting for the fixed receiver to wake up again if the ongoing packet transmission fails. Fig. 1 shows the E2E delays from a randomly chosen source node to the sink node using ETX forwarding metrics under different network duty cycles in a randomly generated network topology. The simulation setup is the same as in Section 8 and key simulation parameters are shown on the figure. The simulation was repeated 1,000 times and the average value is reported in Fig. 1 (in log-scale), which shows that as network duty cycle decreases, the E2E delay grows significantly. For example, at the duty cycle of 100 percent, the E2E delay of ETX is only 37.6 units of time. In contrast, when the duty cycle drops to 1 percent, the E2E delay increases to 2,955.5 units of time, which is approximately an 80-fold performance degradation in end-to-end delay! Second, sleep-latency-based forwarding [30] , [3] ignores the reality that wireless radio quality is highly unreliable and that thus the optimality of their approaches holds only when the link quality in the network is perfect. Fig. 2 shows the E2E delay from a randomly chosen source node to the sink node using delivery methods proposed in [3] under different average link quality in a random generated network topology. As shown in the figure, the E2E delay increases from 380.0 to 6,851.4 units of time while the average link quality decreases from 100 to 10 percent, which is approximate a 20-fold performance degradation, even though global scheduling information is available. The main observation from our initial studies is that both the link quality and the duty cycle of sensor nodes can significantly impact end-to-end communication. Although link-quality-based forwarding [1] , [2] and sleep-latencybased forwarding [30] , [3] have demonstrated their effectiveness in their own contexts, they fail to deal with the combined effect exhibited in many real-world sensor network applications. This limitation motivates us to design a new data forwarding technique, which we discuss in the rest of the paper.
MODELS AND ASSUMPTIONS
Before presenting DSF in detail, we present the network model and assumptions used in this work. To simplify our description, we introduce DSF's design in a synchronized mode with discrete time. Later on, we explain why DSF works without time slots and only requires local synchronization. In other words, DSF works in CSMA networks where nodes are duty-cycled by upper-layer protocols such as sensing coverage [31] and power management [16] , [32] , [33] .
Network Model
We assume a network with N sensor nodes. At a given point of time t a sensor node is in either an active or a dormant state. When a node is in the active state, it can sense and receive packets transmitted from neighboring nodes. When a node is in the dormant state, it turns off all function modules except a timer (for the purpose of waking itself up). In other words, a node can wake up to transmit a packet at any time, but can receive packets only when it is in its active state. Formally, we denote the network status at time t as GðtÞ ¼ ðV ; EðtÞÞ, where V is a complete set of N nodes within the network, and EðtÞ is a set of directed edges at time t. An edge eði; jÞ belongs to EðtÞ if and only if 1) node n i is a neighboring node of n j , and 2) n j is active and hence able to receive data at time t. Essentially, GðtÞ represents the potential traffic flow within the network at time t. Obviously the connectivity of GðtÞ varies with time. In other words, GðtÞ is a time-dependent network.
We represent the states of each node n i with a working schedule À i ¼ ð! i ; Þ.
. ! i is an infinite binary string, in which 1 denotes the active state and 0 denotes the dormant state. Clearly, the duty cycle of a node is the percentage of 1's in the binary string. Since the working schedules of the sensor nodes are normally periodic (for sensing purposes), the infinite binary string ! i can be described using a regular expression. . The state transitions between active and inactive states are time-driven. We use to denote the time span a bit in the binary string ! i .
We note that the simple 2-tuple ð! i ; Þ is generic enough to represent arbitrary sensor nodes working schedules. Theoretically, when ! 0 , ! i can precisely characterize any on/ off behavior of node n i . For clarity of presentation, we begin our design with a simplified assumption that it takes time to transmit one packet and receive acknowledgment from a receiver. The assumption on the round-trip transmission time bound holds well when traffic/congestion is low, which is the case in extremely low-duty-cycle sensor networks. In addition, B-MAC [22] has already used linklevel implicit acknowledgment to support fixed round-trip transmission time.
Time-Expanded Network
To visualize the data delivery process in a time-dependent network GðtÞ ¼ ðV ; EðtÞÞ, we replicate GðtÞ with regular graphs G ¼ ðV ; EÞ along with the time dimension. We call this is a time-expanded network. In this section, for a given sensor network topology and node working schedules, we describe how we can build a corresponding time-expanded network. The resulting time-expanded network can help us better understand the data delivery method introduced in the rest of the paper. Given a network GðtÞ ¼ ðV ; EðtÞÞ with n nodes and node working schedules À i ¼ ð! i ; Þ, where i 2 V , we use the following rules to construct its corresponding time-expanded network.
. For any node i 2 V at time t, we build a distinct node N it . . For each newly built node N it , if node j is a neighboring node of the node i and p is the position of first active bit in ! j after time t, we build a directed edge from N it to N jp with a length of ðp À tÞ. . At the destination node d, we connect all its timeexpanded nodes to a null node with edge lengths of zero. To illustrate the above network mapping rules, we provide a walk-through of time-expanded network construction from a time dependent graph. Fig. 4 shows how to construct a time-expanded network from the linear timedependent network shown in Fig. 3 . As shown in Fig. 3 , for node 1 at time 1, the only node that is within its communication range is node 2, and its first active state after time 1 appears at time 3, so in Fig. 4 , we build a directed edge from node 1 at time 1 to node 2 at time 3 with an edge length of 2. Similarly, we construct other edges in Fig. 4 . Finally, for the destination node 4, we connect all its time-expanded nodes from time 1 to time 6 to a null node with edge lengths of zero.
E2E Delay in Time-Expanded Network
Obviously, if all the nodes are in active states, end-to-end delay in the above network model equals H, where H is the minimum number of hops between a source and a destination. However, if nodes in a network have certain To further illustrate the data delivery process in the extremely low-duty-cycle network, Fig. 4 demonstrates the process of delivering a packet from node 1 to node 4 when the packet is ready to be sent at time 1. For the sake of simplicity, in this example we assume all links are perfect with no packet loss and will discuss cases when the link quality is not perfect in detail in the following sections. At the first two time intervals, node 2 (the only neighbor of node 1) is in the dormant state, and thus no packets could be transmitted. At the third time interval, node 2 becomes active, which allows node 1 to transmit a packet to it, so the packet is delivered from node 1 to node 2. At the second hop, node 2 waits one time interval for node 3 to wake up, and the packet arrives at node 3 at time 5. Finally, since node 4 is active all the time, without any additional waiting, node 3 delivers the packet to node 4 at time 6. The total endto-end delay therefore is 5 units of time.
MAIN DESIGN
As shown in Section 4.3, when the link quality is perfect, the end-to-end delay is the sum of two types of delays: 1) the total transmission delay, which is the product of number of hops and , and 2) The sleep latency, which is the time spent on waiting for the receivers to wake up at each hop. However, the unreliable radio links between low-power sensor devices suggests that the packet transmission between a sender and a receiver would not always be 100 percent successful. As a result, the waiting time at each hop is highly impacted not only by the node working schedule but also by the link quality, which inspires us to design a dynamic switch-based data forwarding protocol.
Since every operation within an extremely low-duty-cycle sensor network is time-dependent, for the sake of clarity we use the terms node and time-expand node interchangeably in the rest of the paper. We have organized this design section into five components. Section 5.1 describes the basic design of Dynamic Switch-based Forwarding (DSF). Section 5.2 analyzes the expected delivery ratio, E2E delay, and energy consumption, assuming the forwarding action is known a priori. Section 6 optimizes the forwarding action to achieve maximum delivery ratio, minimal delay, and energy efficiency, respectively.
The Basic Design of DSF
Differently than traditional data forwarding techniques such as ETX and PRR Â D, we allow multiple potential forwarding nodes at each hop. For a given sink, each node maintains a sequence of forwarding nodes sorted in the order of the wake-up time associated with them. To start sending a packet, a node looks up the time associated with the first node in the sequence, wakes up at that time interval, and tries to send the packet. If the transmission is successful, forwarding is done. Otherwise, the node fetches the next wake-up time from the sequence and tries to send the packet again. This retransmission process over a single hop continues until the sending node confirms that the packet has been successfully received by one of forwarding nodes or the sending node reaches the end of the sequence and drops the packet.
Formally, we define the sequence of forwarding nodes at a node e as: S e n Definition 1 (Forwarding Sequence S e n ). S e n is a sequence of n nodes that can forward packets from node e to the sink. This sequence is sorted based on the wake-up time of the nodes. 5 demonstrates the packet transmission process between one sender and n nodes in its forwarding sequence. In Fig. 5 , node A has a packet to be sent and its forwarding sequence is S A n ¼ ðB 1 ; B 2 ; . . . ; B n Þ. First, node A wakes up at time t 1 and tries to transmit the packet to the node B 1 . If the data delivery is successful, node A ends the current packet forwarding session. However, if the transmission fails, the node A wakes up again at time t 2 and tries to send the packet to the node B 2 . This retransmission process continues with node A repeatedly trying to send the packet to the node in the sequence S A n . If the transmission fails at the last node B n , node A drops the packet.
From the above example, we can see that the major advantage of dynamic switching is the use of a forwarding sequence to reduce the time spent on transmitting a packet successfully at each hop rather than waiting for a particular forwarding node to wake up again after failure, as in such solutions as ETX, PRR Â D, and DESS.
The Modeling of EDR, EED, and EEC
Given a known forwarding sequence S e n at a node e, we can model the expected delivery ratio, the expected E2E delay, and the expected energy consumption for the node. Here, for the sake of clarity, we describe a scenario with a single sink node, that can be extended easily for scenarios with multiple sink nodes. Formally, these three metrics are defined as: Definition 2 (Expected Delivery Ratio EDR e ðS e n Þ). The expected delivery ratio at node e for a given forwarding sequence S e n , denoted by EDR e ðS e n Þ, is the expected packet delivery ratio from node e to the sink node (over multihop path).
Definition 3 (Expected E2E
Delay EED e ðS e n Þ). The expected E2E Delay at node e for a given forwarding sequence S e n , denoted by EED e ðS e n Þ, is the expected data delivery delay for the packets sent by node e and received by the sink node (over multihop path).
Definition 4 (Expected Energy
Consumption EEC e ðS e n Þ). The expected energy consumption at node e for a given forwarding sequence S e n , denoted by EEC e ðS e n Þ, is the expected energy consumption to deliver a packet from node e to the sink node (over multihop path). We note that since receiving (idle) energy is fixed for a given working schedule, we include only senders' transmission energy in EEC.
Our model for computing EDR, EED, and EEC values is distributed and can be executed at individual sensor nodes independently. At the sink node (b), obviously, its forwarding sequence is empty, the EDR b ð;Þ value is 100 percent (i.e., no packet loss), while EED b ð;Þ and EEC b ð;Þ values are both zeros (i.e., no delay and no energy consumption). Consequently, we can obtain following initial equations:
Let the bidirectional link quality p ei denotes the success ratio of a round-trip transmission (DATA and ACK) between node e and the ith forwarder in S e n . The link quality p ei can be influenced by multiple factors such as transmission power and the distance between a sender and a receiver. We note that in extremely low-duty-cycle sensor networks, traffic congestion is rare and hence has little effect on link quality.
The overall probability P e ðiÞ that a packet transmission by node e is successful at the ith forwarder (after i À 1 failures) can be represented as
Expected delivery ratio. Obviously, EDR value for node e is the sum of the product of the probability that the transmission is successful at a particular forwarder and its corresponding EDR value for all nodes in S e n . Assuming node e has n nodes in its forwarding sequence and letting EDR i be the EDR value for the ith forwarder (s 
Expected E2E delay. The EED value of node e represents the expected delay for the packets sent by node e that reach the sink node b. Consequently, the probability that the packet transmission is successful at a certain forwarder is under the condition that the packet is delivered by one of the forwarders in S e n . Therefore, the conditional probability is P e ðiÞ 0 ¼ 
OPTIMIZING THE FORWARDING SEQUENCE
In the previous section, we described the model for calculating EDR, EED, and EEC for a given forwarding sequence. In this section, we will discuss how we can obtain a forwarding sequence that is optimal in terms of the maximum expected data delivery ratio, minimum expected E2E delay, or minimum expected transmission energy consumption at individual sensor nodes, respectively. In practical network settings, especially in low-duty-cycle sensor networks, a sender should not endlessly retransmit a packet because it would consume significant energy at the sending nodes. Therefore, we set the maximum time bound for a sender to retransmit a particular packet as T . Consequently, at node e, with known neighboring nodes and their corresponding working schedule À, we can have a full sequence of potential forwarding nodes that wake up before T . 
Optimizing Expected Delivery Ratio
Because the length of the potential forwarding sequence of a node is finitely subject to the maximum retransmission time interval T , under the reality of unreliable link quality among pairs of wireless sensor devices, packets sent by a source node may not all arrive the destination sink node. Therefore, when reliable transmission has the highest priority for a sensor network application, the optimization of the expected data delivery ratio is critical.
Intuitively, in order to maximize the expected data delivery ratio at node e, we should try to send packets as long as one of the next-hop nodes is awake. The reasoning behind this is plausible, as since we want to maximize the expected data delivery ratio, we should take every opportunity to move the packet out of the sender. However, this intuition does not leads us to an optimal expected data delivery ratio, and Fig. 6 presents a counterexample. In Fig. 6 , suppose the full forwarding sequence of the node S is S The optimality of this dynamic programming algorithm is based on the fact that the optimal EDR e ðS e opt Þ can be constructed efficiently from its optimal substructures. The decisions made to include or exclude a later node in the forwarding sequence does not affect the optimality of decisions made to include or exclude earlier nodes and vice versa. For each backward augmentation of the forwarding sequence, we guarantee the maximum data delivery ratio of the sequence between the newly augmented node and the last node. This forwarding sequence, then, serves as an optimal substructure for augmenting additional forwarders until the process reaches the first node in the sequence.
Let S e opt ðkÞ denote the optimal forwarding subsequence in terms of maximizing EDR metric from the sequence S .
Detailed Algorithm for Optimizing EDR
In the previous section, we discussed recursive equations for optimizing forwarding sequence for EDR. In this section, we introduce detailed dynamic programming algorithm that implements earlier mathematical formulations. The complete algorithm is shown in Algorithm 1. First, according to the known wake-up time of neighboring nodes, we form a full sequence S À m e as the input of our optimizing algorithm. Then following 6, we construct an initial optimal substructure (Line 1 to Line 2). From Line 4 to Line 14, we perform the task of adding forwarding node backwardly and decide whether a node should be included in the optimal forwarding sequence or not. Line 5 to Line 9 constructs a temporary forwarding sequence with the inclusion of a new node from full sequence. According to rules described in (7), we decide the new optimal substructure (Line 10 to line 14). This selection process continues until we have tried every node in the full sequence. Therefore, the complexity of this algorithm is proportional to the length of full sequence, and can be expressed as OðDT Þ, where D is the density of next-hop nodes and T is the maximum per-hop delay allowed. 
Optimizing Expected E2E Delay
In many sensor network applications, such as military surveillance, target tracking, and infrastructure monitoring, the delay for the source-to-sink communication is critical to the performance of the system. We note that if there is no bound on the expected delivery ratio for the forwarding sequence, the optimal forwarding sequence in terms of minimizing delay can be trivially achieved by including only a single node j which has the minimum (d j þ EED j ) value among all nodes in S e m (4). However, with such a quick-and-dirty solution, especially when the link quality between node e and node j is low, node e may suffer from an extremely low packet delivery ratio to the sink node and consequently may cause the whole network to be unavailable. Therefore, it is important to minimize the EED metric for the node e under the constraint that the EDR metric of the forwarding sequence is greater than a certain bound R. The bound R must be less or equal to the optimal EDR value that could be achieved at the node e.
Similarly to maximizing EDR, we also adopt a dynamic programming approach to select a subset of nodes in S e m backwardly to optimize EED. But in contrast, the last node in S e m is no longer guaranteed to be the optimal initial optimal substructure, since the inclusion of the node may increase the expected E2E delay. Instead, to optimize EED, we need to try every node in the full sequence S e m as the last node in the optimal subsequence. For example, if we suppose S e m ¼ ðB; E; D; GÞ, we need to obtain optimal subsequences from ðB; E; D; GÞ, ðB; E; DÞ, ðB; EÞ, and ðBÞ with G, D, E, B chosen, respectively. 
After having all S e opt ðlast; lastÞ where last 2 f1; 2; . . . ; mg, we chose the forwarding sequence with the minimal EED value, under the constraint that EDR ! R.
Detailed Algorithm for Optimizing EED
As shown in Algorithm 2, similar to the forwarding sequence optimization for EDR, we first build a full sequence of forwarding nodes as the input of our algorithm. Then as explained in previous section, while optimizing EED, we cannot ensure that the last node in the full sequence forms the initial optimal substructure, therefore we need to try every node in the full sequence as the last node in the optimal subsequence (Line 1). With an initial subsequence, we proceed with our dynamic programming algorithm that is identical to the optimization of EDR except for applying EED model in Line 11 when we calculate metric value for a given forwarding sequence (Line 2 to Line 17). After generating all forwarding sequences, we select the one that yields minimal EED value while achieving EDR bound R (Line 20 to Line 24). Since we repeat forwarding sequence optimization for EDR m times, the complexity of this algorithm is OðT m 2 Þ.
Reducing Expected Energy Consumption
For applications such as scientific exploration, the difficulty of entering the sensing field and the corresponding high cost of system deployment calls for the longevity of the system, making energy conservation the highest priority for the system design. Similarly to the optimization of EED, if we do not have a bound on the expected delivery ratio, the optimal forwarding sequence for the minimal EEC would include only one node with the smallest EEC value in S e m and may also experience an extremely low source-to-sink data delivery ratio. Therefore, in this section we reduce EEC under the constraint that EDR of the forwarding sequence is above threshold R. (5), where i represents the index of forwarding node in the forwarding sequence, the i value changes for each already selected forwarding node as we backwardly add early nodes. In other words, the decisions made to include or exclude an early node in the forwarding sequence does affect the expected energy of later nodes. Lacking an optimal substructure, we can only choose either an exhaustive search (in the case that a forwarding sequence is small) or a greedy heuristic algorithm. We found that the greedy case for EEC is actually very effective. The main idea of the greedy algorithm is that starting with an empty optimal forwarding sequence, we continuously add the unselected node in S e m that results in a minimal increase in EEC into the optimal forwarding sequence until the EDR of the optimal forwarding sequence reaches R. Empirical results indicate that the greedy algorithm obtains optimal results 85 percent of the time and the suboptimal results are within 5 percent of the optimal values.
Detailed Algorithm for Reducing EEC
In Algorithm 3, we first construct a full sequence of forwarding nodes according to wake-up time of neighboring nodes for node e. Then starting with an empty forwarding sequence (Line 1), we select a node from the full sequence, which yields a minimal EEC value after its inclusion in the forwarding sequence (Line 3 to Line 13). Above node selection process continues until the EDR value of current forwarding sequence reaches bound R. Since in the worst case we need to add all nodes in the full sequence to the final forwarding sequence, the complexity of this greedy algorithm is OðDT Þ. 
The Impact of EDR Constraints on Optimality
We note that the EDR bound R imposes a nonconvex constraint on the EED and EEC optimization problems. To optimize the forwarding sequence efficiently, the optimization processes described in Sections 6.2 and 6.3 first identify an optimal forwarding sequence under unconstrained search space. If the resulting sequence satisfies the EDR bound R, it is also an optimal solution to the original constrained problem. However, it is also possible that the resulting sequence violates the constraint especially when the EDR bound R is very high. In this case, we select the optimal EDR forwarding sequence from S e i , where i is the minimal value leads to EDR e ðS e Þ ! R to satisfy the constraints (instead of achieving optimal EED or EEC).
Obviously, if the percentage of constraint violation is high, our solution is not effective. To evaluate this issue, we studied the impact of a high EDR bound on the optimality of our solution. Fig. 7 shows the percentage of optimality under different EDR bounds. Clearly, our solution is very effective in identifying optimal solutions. For example, even with a 99 percent delivery ratio, 98.4 percent solutions are optimal.
Special Cases: ETX and DESS
We note that when nodes in the network are always active with no sleeping schedules, our EDR, EED, and EEC metrics and corresponding forwarding sequences default into those of the ETX solution. In addition, when all radio links among neighboring nodes are perfect, EDR, EED, and EEC default into those in the DESS solution. To a certain degree, we argue that EDR, EED, and EEC metrics are more generic data forwarding metrics, considering both link quality and sleep latency. In other words, ETX and DESS are two special cases of a more generic DSF solution. To validate this empirically, we will show such a convergence in the evaluation section later.
On Link Quality Change
The measurement of link quality plays an important role in our DSF design. In practice, however, link quality is affected by many environmental factors and changes over time. To achieve low-cost and accurate link quality estimation, we can adopt state-of-the-art solutions such as MultiHopLQI [34] and Four-bit link estimation [35] . In addition, through many empirical studies [36] , [37] , many researchers have revealed that although link quality changes noticeably over a long period of time, changing rate is slow. Therefore, measurements of the link quality can be updated at a relatively large interval (e.g., once every 10 minutes), which further reduce the system overhead for link quality estimation. 
IMPLEMENTATION AND EVALUATION
We have implemented a complete version of the DSF forwarding scheme on the TinyOS/Mote platform in nesC with 20 MicaZ motes. To compare performance, we also implemented ETX [1] on the motes. The major components of DSF implementation include neighbor discovery, link quality measurement, the forwarding sequence optimization algorithms discussed in Section 6, and data forwarding with an optimized forwarding sequence.
We use FTSP [38] for the purpose of time synchronization among motes and Deluge [39] for the purpose of wireless reprogramming. The compiled image occupies 27,398 bytes of code memory and 1,137 bytes of data memory.
This testbed experiment was repeated multiple times with different node placement and working schedules. The results show the similar trend that resulted in all the experiments, and we report one collected data set from the experiments in the following section.
Performance Comparison
In this section, we describe and compare the empirical E2E delay and energy consumption for DSF and ETX. In the experiment, the source node sends 100 packets to the sink node with DSF of optimal EED and ETX forwarding scheme, respectively. Fig. 8 shows the E2E data delivery delay for DSF and ETX. The packets in the figure are sorted according to their E2E delay, making it clear that ETX experiences heavy penalties when its single-hop transmission has failed, since it has to wait for the fixed forwarding node to wake up again. In contrast, when DSF encounters a single-hop transmission failure, its capability to dynamically switch the forwarding node significantly reduces the E2E delay. For instance, among 100 sent packets, the maximal E2E data delivery delays for DSF and ETX are 4,317 and 15,426 ms, respectively, while the average delays are 849 and 3,942 ms.
In addition to the E2E delay, we are also interested in the energy consumption of the two comparing protocols. Fig. 9 demonstrates the energy consumption (number of transmissions for a single packet delivery) for DSF and ETX.
From the figure, we can see that ETX incurs a smaller number of transmissions than DSF. For example, all of the packet deliveries for ETX finished with a maximum of nine transmissions, while about 84 percent of the packets for DSF arrived at the sink node within nine transmissions. However, the DSF shows a better delay-energy efficiency than ETX. With the same nine transmissions, the delay for DSF and ETX is 1,785 and 15,426 ms, respectively.
System Insights
In this section, we investigate the internal state of each sensor node and reveal the corresponding statistics for DSF. Fig. 10 demonstrates the greater diversity of forwarder link qualities for DSF over those for ETX. While almost all ETX forwarders have link qualities above 50 percent, the distribution of forwarder link qualities for DSF is roughly uniform and ranges from 3 to 97 percent. Such diversity in forwarder link qualities for DSF, along with its smaller E2E delay, leads us to conclude that unreliable links are also helpful in reducing E2E delays in low-duty-cycle sensor networks. Fig. 11 shows the relationship between the number of nodes in the forwarding sequence and the number of available neighboring nodes for each sensor node in the experiment. The node sequence is ordered by the node's distance to the sink node. From this figure, we can see that most nodes have more than one node in their forwarding sequence. We also observe that generally, as the node's distance to the sink node increases, the number of forwarding nodes in the forwarding sequence also increases, since in order to maintain a certain data delivery ratio, the more distant nodes normally need to select more of their neighboring nodes. For example, the average number of forwarding nodes for the first 10 nodes is 1.8 nodes, while the value for the last 10 nodes is 3.8 nodes.
In addition to studying the distribution of the forwarding nodes, we also investigated how fast each node converges to its optimal forwarding sequence. To track the convergence speed of the DSF, we recorded the number of times that each node executed its forwarding sequence optimization procedure, as shown in Fig. 12 . There we can see that the forwarding sequence optimization process at all nodes converges within 18 executions of the optimization procedure. Furthermore, the number of executions of the optimization procedure at individual nodes is proportional to the number of neighboring nodes. This observation is also consistent with our complexity analysis for forwarding sequence optimization procedures.
LARGE-SCALE SIMULATION
The results of the following system evaluation indicates that our proposed approaches can be efficiently implemented on resource-constrained sensor nodes and demonstrates their effectiveness in improving source-to-sink wireless communication between sensing nodes and sink. However, this evaluation was restricted to a limited design space. In order to understand the performance of the proposed scheme under numerous network settings, in this section, we provide simulation results with 250 nodes. We compared the performance of DSF with following state-ofthe-art solutions:
. 
Simulation Setup
In the simulation, we deployed 250 sensor nodes randomly in a 150 m Â 150 m square field. A sink was positioned in the center of the deployment field, and each sensor node sent its packet to the sink over multiple hops. The radio model was implemented according to [40] , which considers both temporal and spatial oscillations of the radio links and has several adjustable parameters. Except as otherwise specified, we set these parameters strictly according to the CC2420 radio hardware specification [41] . These parameters accurately reflect the performance of MicaZ motes in that they have the same modulation method, encoding method, frame length, and path loss exponent.
In all experiments, we set the sender retransmission time bound T equals 200, which is also the length of the node working schedule. Each experiment was repeated 30 times with different random seeds, node deployments, and node working schedules. Data collected at each node was obtained by averaging 1,000 source-to-sink communications. The 95 percent confidence intervals are within 1-10 percent of the means.
Performance Evaluation
This section compares the data delivery ratio, E2E delay, and energy consumption per delivered packet of source-tosink communications among DSF, ETX, PRR Â D, and DESS under different link qualities and duty cycles.
For the simulation of different link qualities, we first used CC2420 radio specifications to obtain the neighbor table for each sensor node, then set the pairwise link quality according to the simulation configurations.
In following three sections, evaluation figures for optimizing metrics are shaded to highlight their performances.
Optimizing Expected Delivery Ratio
In this section, we examine the performance difference among DSF with optimal EDR, ETX, PRR Â D, and DESS under different link qualities and duty cycles.
Varying link qualities. Fig. 13a shows the data delivery ratio among the four compared schemes. The figure clearly shows that under the low link qualities, ETX, PRR Â D, and DESS can deliver only a very small portion of packets, while DSF with optimal EDR is able to deliver most of the packets to the sink node. For example, when the link quality is 55 percent, DSF delivers 99.9 percent of packets, while ETX, PRR Â D, and DESS deliver only 61.0, 43.5, and 20.3 percent of packets, respectively. Therefore, when the data delivery ratio is the primary design goal of a sensornet application, DSF would be a good choice for the system.
Figs. 13b and 13c show the corresponding E2E delay and energy consumption for four schemes. From Fig. 13b , we observe that DESS has the smallest and most constant E2E delay at all link qualities because at each hop, DESS would attempt to transmit its packet to the forwarder only once on the shortest delay path during one round of the node working schedule. Therefore, all the packets for DESS that reach the sink node are those for which every singlehop transmission is successful with one single attempt, and that consequently represent the minimal possible delivery delay, which is a constant value. At the same time, however, DESS experiences the largest packet loss among the four compared schemes. DSF, on the contrary, has the largest data delivery ratio though a smaller E2E delay than ETX and PRR Â D. However, DSF's high data delivery ratio also incurs energy penalties.
From Fig. 13c , we can see that DSF has a slightly higher energy consumption per delivered packet than ETX and PRR Â D since it attempts more transmissions and delivers more packets than these schemes. DESS ignores the link quality completely, has a very low data delivery ratio, and wastes much energy on transmitting packets that do not arrive at the sink node, therefore having the largest energy consumption per delivered packet. For instance, at a link quality of 55 percent, the per-delivered packet energy consumption for DSF, ETX, PRR Â D, and DESS is 8.91, 6.40, 7.64, and 10.54, respectively.
Varying duty cycles. Fig. 13d reports the data delivery ratio under different node duty cycles. It shows that under all node duty cycles, DSF with optimal EDR has a higher data delivery ratio than ETX and PRR Â D. As the node duty cycle increases, the data delivery ratio for all schemes increases as well. For example, the delivery ratio for DSF, ETX, and PRR Â D increases from 99.9, 69.3, and 43.8 percent to 100, 99.9, and 98.6 percent, respectively, when duty cycle increases from 1 to 10 percent. Fig. 13e shows that the corresponding E2E delay for DSF is smaller than the other two baseline schemes, even with a higher data delivery ratio. Fig. 13f shows again that the high data delivery ratio of DSF results in higher energy consumption.
Optimizing Expected E2E Delay
In this section, we examine the performance difference among DSF with optimal EED, ETX, PRR Â D, and DESS under different link qualities and duty cycles. For optimal EED at each node, we set the data delivery ratio bound as 99 percent.
Varying link qualities. Fig. 14b shows the end-to-end delay for four forwarding schemes under different link qualities. At link qualities less than 100 percent, the E2E delay is larger for DSF than for DESS, for the reason mentioned in the previous section. Meanwhile, the E2E delay for DSF is much smaller than for ETX and PRR Â D.
For example, at a link quality of 90 percent, the E2E delay for DSF, ETX, and PRR Â D is 56.2, 169.4, and 178.3, respectively. When the link quality reaches 100 percent, the results for DSF with optimal EED converges with those of DESS. In Fig. 14c , we can see that the energy consumption for DSF is still higher than that for ETX and PRR Â D. However, we also observe that DSF is more delay-energy efficient than the other schemes. For example, when the link quality is 80 percent, the per-energy delay for DSF, ETX, PRR Â D, and DESS is 10.07, 47.41, 50.36, and 14.61, respectively.
Varying duty cycles. Fig. 14e shows the end-to-end communication delay under different node duty cycles. There we can see that DSF has a smaller delay than the baseline schemes under all duty cycles while retaining a high data delivery ratio (Fig. 14d) . The overall energy consumption for DSF is still higher than that for the other schemes. However, as mentioned before, the per-energy delay for DSF is much smaller than for ETX and PRR Â D. For example, at a duty cycle of 5 percent, the per-energy delay for DSF, ETX, and PRR Â D is 3.82, 14.08, and 16.33, respectively.
Reducing Expected Energy Consumption
This section presents the performance differences among DSF with optimal EEC, ETX, PRR Â D, and DESS under different link qualities and duty cycles. For an optimal EEC at each node, we set the data delivery ratio bound as 99 percent.
Varying link qualities. In Fig. 15c , energy consumption for DSF approaches the ETX at all link qualities while maintaining high data delivery ratio. For example, when link quality is 70 percent, the energy consumption for DSF, ETX, PRR Â D, and DESS is 4.21, 4.21, 4.59, and 7.04, respectively. When link quality approaches 100 percent, DSF converges to the ETX in terms of energy consumption. In addition, with equivalent energy consumption, the E2E delay for DSF is smaller than for ETX and PRR Â D. At a link quality of 80 percent, the E2E delay for DSF, ETX, and PRR Â D is 113.95, 182.13, and 197.18, respectively. Interestingly, we notice that under optimal EEC, DSF does not converge to the DESS when link quality reaches 100 percent, because when optimizing EEC, DSF would seek the delivery path with the minimum number of transmissions instead of the minimum E2E Delay.
Varying duty cycles. Fig. 15f shows the energy consumption under different node duty cycles. From the figure, we observe that the energy consumption for DSF approaches that of ETX and is better than that of PRR Â D. With a higher data delivery ratio (Fig. 15d ) and comparable energy consumption, the end-to-end delay for DSF is still smaller than for the baseline schemes.
Insights
In the previous section, we saw the significant improvement of the source-to-sink communication for DSF over ETX, PRR Â D, and DESS. In this section, we reveal the underlying reasons why DSF provides better performance than those state-of-the-art solutions.
Diversity in Link Quality
Both ETX and PRR Â D generally prefer reliable links and try to avoid highly unstable links. While this intuitive approach holds well in traditional wireless networks, we saw that as node duty cycle decreases, the delay of such schemes becomes excessive since the time spent on waiting for the forwarder to wake up again is no longer tolerable. Fig. 16 shows the CDF curve of the forwarder's link qualities for 200 randomly sampled senders from DSF, ETX, and PRR Â D. From the figure, we can see that the distribution of DSF link quality is roughly uniform, with no obvious range being favored, while ETX and PRR Â D select much more reliable links. This observation strengthens our understanding that unreliable links are as useful as highly reliable links for minimizing the source-to-sink communication delay in low-duty-cycle networks. 
Implications of Packet Forward Direction
The metric of PRR Â D tries to balance the distance advanced from the sender to a forwarder and the link quality between them. Similarly, the minimized ETX and DESS paths also prefer to move the packet forward. However, this is not the case for EED. Fig. 17 shows the forwarder-sender hop difference for 200 random sampled nodes from DSF, ETX, and PRR Â D. In contrast to other schemes, from Fig. 17 , we observe that a DSF sender may transmit its packet to a forwarder with smaller hop, same hop, or even larger hop. More specifically, for the 200 sampled nodes, only 57.1 percent forwarders have smaller hop count than the sender, while 36.4 and 6.5 percent forwarders have same and larger hop count, respectively. In contrast, ETX and PRR Â D forward 64.6 and 73.2 percent packets to the smaller hop-count nodes while almost never send packets to larger hop-count nodes.
Adding the observations from Figs. 16 and 17, we can conclude that link quality, hop counter, or the combination of the two have little implications on the selection of forwarders in order to minimize the E2E delay in the extremely low-power sensor networks.
Diversity in Delivery Paths
In the previous section, we demonstrated that picking lowquality links is beneficial in low-duty-cycle sensor networks for reducing the source-to-sink communication delay. In this section, we show the greater diversity of delivery paths for DSF over those for ETX, PRR Â D, and DESS. In the simulation setup, 150 nodes are deployed in a 160 m Â 160 m field. Forty source nodes on the edge of the field send their packets to the sink node located in the center of the field. In Fig. 18 , we show the number of nodes that relay the packets sent by the source nodes during 100-packet delivery processes for DSF, ETX, PRR Â D, and DESS. Clearly, DSF explores a much larger neighbor space than the other three schemes in these 100 packet transmission processes. For example, the maximum number of relaying nodes for DSF, ETX, PRR Â D, and DESS is 23, 11, 11, and 16, respectively. Furthermore, in Fig. 19 , we also visualize the delivery paths for DSF, ETX, PRR Â D, and DESS for a source node in the southeast corner of the field. In Fig. 19 , we plot the nodes that relay the packets sent by the source in 10 packet delivery processes. From the Figure, we can see that DSF clearly explores a much more larger neighbor space than other three schemes in these 10 packet transmission processes. These two sets of figures again demonstrates DSF's adaptability to the presence of unreliable radio links and the low duty-cycle of sensor nodes.
CONCLUSION
In this work, we propose a dynamic switch-based forwarding scheme for extremely low-duty-cycle sensor networks, which addresses the combined effect of unreliable radio links and sleep latency in data forwarding. We derive a distributed model for data delivery ratio (EDR), E2E delay, and energy consumption (EEC) at individual nodes and optimize the forwarding action in terms of these three metrics. To evaluate the performance of DSF, we have fully implemented the DSF in a network of 20 MicaZ motes and performed extensive simulation with various network configurations. The results demonstrate that DSF significantly improves source-to-sink communication over several state-of-the-art solutions in low-duty-cycle sensor networks with unreliable radio links.
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