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ABSTRAKT 
Tato práce se zabývá simulacemi v bezdrátových senzorových sítích. Nejprve je popsáno pět 
simulátorů – Tossim, NS-2, Prowler, OMNeT++ a Cooja. V další části je provedeno 
seznámení s programem Cooja. Je pro něj vytvořen manuál na základě vlastních zkušeností. 
Nejdůležitější částí práce je zpracování třech komunikačních schémat, které pracující 
s přenosem pomocí RPL protokolu.  
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ABSTRACT  
This thesis deals with simualtion in wireless sensor network. First, five simulators – Tossim, 
NS-2, Prowler, OMNeT++ and Cooja are described. In next part acquaints with the program 
Cooja. On their own experience it is created manual for this program. The most important part 
is elaboration three communication scheme, that are working with the RPL protocol. 
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ÚVOD 
 
Bezdrátové senzorové sítě jsou relativně mladým odvětvím. Bývá na ně aplikována spousta 
nových nápadů a ty je potřeba řádně otestovat. Také je nutno si vyzkoušet navrženou síť než 
bude uvedena do provozu. A pro tyto účely jsou zde simulátory. Pro bezdrátové senzorové 
sítě jich existuje spousta, ať už více či méně kvalitních. Pro výběr správného simulátoru je 
vhodné vždy zhodnotit, za jakým účelem je simulace prováděna a jaké vlastnosti tato 
senzorová síť má. Úkolem práce je seznámení s chováním protokolu v simulacích senzorové 
sítě. 
V první části této práce je provedeno obecné seznámení s bezdrátovými senzorovými 
sítěmi, dále se základními specifikacemi a se dvěmi nejdůležitějšími operačními systémy 
senzorových uzlů. 
Ve druhé části pojednávající o simulátorech bezdrátových senzorových sítí je uveden 
popis vlastností a schopností vybraných simulátorů a jejich možných rozšíření s ohledem na 
možnost simulace spotřeby energie. Mezi popisované simulátory patří Tossim, síťový 
simulátor NS-2, Prowler, OMNeT++ a COOJA. Po jejich celkovém zhodnocení je vybrána 
pro další práci vybrána Cooja. 
Třetí část obsahuje manuál a popis Cooji na základě osobních zkušeností. Je zde 
uvedena první vzorová i simulovaná aplikace, jenž má za úkol naznačit práci s operačním 
systémem Contiki. 
Poslední kapitola je věnována vlastním simulacím. Jsou popsány a vyhodnoceny tři 
zadané komunikační schémata, které se liší v topologii nebo aktivitě uzlů. Proběhne i 
vyslovení závěrů. 
 
 
 
1 BEZDRÁTOVÉ SENZOROVÉ SÍTĚ 
 
1.1 Úvod 
 
Bezdrátové senzorové sítě (Wireless Sensor Network) jsou rychle rozvíjejícím se 
odvětvím posledních let. I když původně byly vyvíjeny pro potřeby armády, jsou klíčem 
k získávání informací v inteligentním prostředí, ať už v budovách, podnicích, domovech, 
lodích, automatizovaných dopravních systémech, či jiných místech. A nejenom zde. Do 
širokého rozsahu použitelnosti sítí je možno zařadit monitorování životního prostředí, 
přírodních živlů, zemědělství, věcí či volně žijících živočichů. Možné je i využití ve 
zdravotnictví a průmyslu. 
Senzorová síť se mnohdy skládá z velkého počtu senzorových uzlů, které jsou 
vybaveny komponenty pro snímání (např. snímače tlaku, teploty, vibrací, pohybu, pozice 
atd.), komunikaci a zpracování dat, díky které jsou schopny provádět jednoduché výpočty a 
přenášet pouze potřebné, částečně zpracované údaje. Na senzorové uzly jsou kladeny velké 
nároky. Mají být malé, nízko-nákladové, s co nejnižší spotřebou, také se musí snadno 
instalovat a udržovat. Jednotlivé uzly musí být, vzhledem k možným výpadkům či změnám 
topologie, autonomní a celá síť musí být schopna se sama organizovat [1, 18]. Vedle 
senzorových uzlů se v sítí nachází jedna nebo více základových stanic. Ty mohou mít 
k dispozici více prostředků a schopností než samotné uzly. Pak se chová jako brána mezi 
senzorovou a nějakou další sítí např. internetem. Jednou z dalších funkcí může být schopnost 
koordinace uzlů [13]. Nejběžnějším schématem bezdrátové senzorové sítě je: shromažďování 
dat uzly, které je posílají do základových stanic a ty je předávají, většinou pomocí jiné sítě 
např. internetu, odběrateli viz Obr.1.1. 
 
Obrázek 1.1:  Přenos od uzlu přes přenosovou síť ke koncovému příjemci ve WSN [1] 
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1.2 Standardy a specifikace 
 
Jako u všech systémů je také u bezdrátových senzorových sítí nutnost standardizace. 
Zde je uvedeno několik důležitých standardů a specifikací spojených s pojmem bezdrátové 
senzorové sítě a směrovací RPL protokol, který bude v simulacích používán. 
IEEE 802.15.4 
IEEE 802.15.4 je standard, který specifikuje fyzickou vrstvu a řízení přístupu 
k médiím pro nízko-výkonové bezdrátové osobní sítě (PAN, Personal Area Network). Je to 
základní standard pro bezdrátové senzorové sítě. Je základem pro ZigBee, WirelessHART a 
MiWi specifikce, z nichž každá se snaží nabídnout kompletní síťové řešení vyšších vrstev, 
které v této normě zahrnuty nejsou. Také může být používán s 6LoWPAN [33]. 
IEEE 802.15.4 definuje maximální přenosovou rychlost na 250 kbit/s a maximální 
výstupní výkon na 1 mW [31]. Tento standard specifikuje pouze dvě vrstvy a to:  
o Fyzickou: určuje jak se zprávy přenášejí a přijímají přes radiové vlny 
o MAC vrstvu (Media access control): určuje, jak se zpracovávají zprávy přicházející 
z fyzické vrstvy 
 
Maximální velikost paketu v 802.15.4 je 127 bajtů. Pakety jsou malé, protože je 
standard určen pro zařízení s pomalými přenosy. Každý uzel v síti má 64 bitovou adresu, 
která jednoznačně určuje zařízení. Vzhledem k omezení velikosti paketu v 802.15.4 je použití 
64-bitových adres nevhodné. Proto standard dovoluje uzlům používat krátké 16 bitové adresy 
[31]. Krátké adresy jsou přiřazeny PAN koordinátorem a jsou platné pouze v dané PAN síti.  
Standard IEEE 802.15.4 definuje provoz na nelicencovaných rádiových pásmech o 
frekvencích 2,4 GHz, 868 MHz nebo 915 MHz. Na těchto frekvencích jsou k dispozici různé 
počty kanálů a různé rychlosti přenosu dat. Frekvence 2,4 GHz nabízí k dispozici 16 kanálů a 
výsledná rychlost přenosu dat bude 250 kb/s. Pro frekvenci 868 MHz je to pouze jeden kanál 
o rychlosti 20kb/s a pro 915 MHz je vyhrazeno 10 kanálů s rychlostí 40 kb/s [14]. 
ZigBee 
Specifikace ZigBee je ve vlastnictví tzv. ZigBee Aliance, která spojuje společnosti ke 
spolupráci na vyvíjení standardů (a produktů) pro spolehlivé, cenově dostupné a 
malovýkonové bezdrátové připojení k síti. Technologie ZigBee je postavena na standardu 
IEEE 802.15.4, tedy na její fyzické a MAC vrstvě. Nad nimi definuje ZigBee síťovou vrstvu 
pro topologii  hvězdy, stromu, mesh a také vrstvu aplikační [5]. Mimo jiné poskytuje systém 
pro programování aplikací v aplikační vrstvě. 
ZigBee existuje ve 4 různých verzích: ZigBee 2004, ZigBee 2006, ZigBee 2007 a 
ZigBee Pro. Verze 2004 a 2006 se považují za neoficiální, proto se nejvíce užívá verze 
ZigBee 2007. ZigBee Pro zvyšuje možnost připojení většího množství zařízení připojených ke 
každé síti z 31101 na 65540 a přidává mechanismy jako multicast [31]. 
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WirelessHART 
WirelessHART je standard pro bezdrátové síťové technologie vyvinutý firmou HART 
Communication Foundation. Je prvním otevřeným standardem bezdrátové komunikace 
určený pro provozní měření a řídící aplikace a oficiálně byl uvolněn v září 2007 (jako část 
specifikace HART 7). WirelessHART je bezpečným standardem, založeným na metodě 
TDMA (Time division multiple access), pracující v bezdrátové síťové mesh-technologii a pro 
přenos používá frekvenci 2,4 GHz rádiového pásma. Stejně jako ZigBee je WirelessHART 
založen na fyzické vrstvě standardu IEE.802.15.4. Ovšem MAC protokol si WirelessHART 
už definuje vlastní [28]. 
6LoWPAN 
Specifikace 6LoWPAN je souhrnným názvem pro komunikaci přes nízko-výkonovou 
bezdrátovou síť PAN, kterou specifikuje standard IEEE 802.15.4, pomocí protokolu IPv6. Na 
jejím vývoji je podepsána pracovní skupina IETF [32]. Podpora IPv6 v sítích LoWPAN je 
nejen zřejmá s hladké komunikace s konvečními sítěmi, ale také s podporou známých 
protokolů. Takovými protokoly mohou být protokoly vyšší vrstvy – např. UDP, TCP, http 
atd., protokoly zahrnuté v samotné verzi IPv6 (ND, DHCPv6 atd.) nebo protokoly, které jsou 
rozšířením vlastní IPv6 jako např. MIPv6 atd. [27]. 
Protokol RPL 
Protokol RPL (Routing protocol for Low-power and Loosy Network) je směrovací 
protokol určený pro IPv6 nízkovýkonnové a ztrátové sítě, ve kterých dochází k výrazně 
vyšším ztrátám paketů než u tradičních IP směrovacích protokolů. Provoz tohoto protokolu je 
optimalizován od mnoha uzlů k jednomu a to hraničnímu nebo koncovému uzlu. Navíc 
obsahuje sadu mechanismů pomocí kterých je možná komunikace každý s každým. 
Síť pracující s tímto protokolem používá cílově orientované řízení necyklickým 
grafem (DODAG: Destination – Oriented Directed Acyclic Graph), které se nachází 
v hraničním nebo koncovém uzlu. To znamená, že všechny uzly sítě udržují cestu k tomuto 
hlavnímu (kořenovému) uzlu. DODAG používá pro budování a údržbu sítě dva druhy 
uživatelských ICMPv6 zpráv: DIO (DODAG Information Object) a DIS (DODAG 
Information Solication). Kořenový uzel odesílá DIO zprávy signalizující minimální počet 
skoků. Sousední uzly vezmou z této zprávy hodnotu určující počet skoků od kořenového uzlu. 
Tuto hodnotu zvýší a dál posílají vlastní DIO zprávy. Uzly mohou žádat o DIO zprávu své 
sousedy vysíláním DIS zprávy. 
RPL byl kvůli různým nárokům a požadavkům sítí navržen tak, aby byl vysoce 
flexibilní. Uzly si vybírají „rodiče“ podle obecné účelové funkce, která je zvolena podle druhu 
sítě. Výkonově omezená síť si může vybrat účelovou funkci optimalizující spotřebu a dobu 
zpoždění a hraniční síť může mít vybranou účelovou funkci optimalizující zpoždění. DIO 
zprávy také zahrnují seznam takovýchto účelových funkcí, které posílající uzel podporuje. 
Základní věcí, kterou obsahuje RPL, je standardní účelová funkce, která hledá optimální počet 
skoků. 
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V současné době jsou dvě možné implementace tohoto protokolu. První je TinyRPL 
určená pro operační systém TinyOS 2.x. Druhou implementací je ContikiRPL pro OS Contiki 
[38]. 
   
1.3 Operační systémy 
 
Na jednotlivé senzorové uzly jsou kladeny vysoké nároky. Malé uzly mají pouze 
omezenou kapacitu jednotlivých RAM a ROM pamětí, stejně jako rychlosti taktu 
mikroprocesoru v uzlu. S ohledem na strukturu sítě, její samo-organizaci a efektivní 
fungování, bylo potřeba vyvinout nové nástroje pro funkčnost celé sítě, tedy operační systémy 
obsažené v jednotlivých uzlech. Zde je pouze základní popis dvou nejznámějších operačních 
systémů. Mimo tyto operační systémy existuje ještě spousta dalších systémů vhodných pro 
uzly senzorových sítí jako např. LiteOS, FreeRTOS, Mantis, atd. 
TinyOS 
TinyOS je operační systém s otevřeným kódem (open-source) pro inteligentní objekty 
a senzorové sítě. Původně byl vytvořen na University of California v Berkeley, ale aktuálně 
na něm pracuje tým ze Stanford University. Počáteční verze TinyOS byla uvolněna v roce 
2000 [31]. Primárně je užívána pro výzkum v bezdrátových senzorových sítích a má rozsáhlý 
uživatelský základ z akademického světa. Zaměřuje se na připojení do sítě a na komunikační 
mechanismy pro bezdrátové senzorové sítě.  
TinyOS je zrealizován v programovacím jazyce nesC. Tento jazyk umožňuje 
programům statickou analýzu, aby dokázali najít určité druhy souběhových chyb již během 
kompilace. Novodobá práce mu také dává schopnost k odhalování chyb týkající se 
bezpečnosti paměti během kompilace [31]. Poslední verzí tohoto operačního systému je 
TinyOS 2.x, která obsahuje různá vylepšení oproti předchozí verzi, nejvíce však v manipulaci 
s úkoly. 
Contiki 
Contiki OS je open-source operační systém obvykle používaný pro síťové embedded 
systémy a především pro inteligentní objekty. První verze byla uvolněna v roce 2003. Je 
vyvinutý týmem vývojářů z průmyslu i akademického světa [31]. Jeho duchovním otcem je 
Adam Dunkels, ze Swedish Institute of Computer Science (SICS). 
Contiki poskytuje mechanismy, které napomáhají programátorovi při vyvíjení 
softwaru pro aplikace inteligentních objektů, stejně jako komunikační mechanismy 
poskytující vzájemnou komunikaci mezi jednotlivými inteligentními objekty (uzly), ale také 
okolním světem. Contiki také obsahuje knihovny pro rozvržení paměti a pro manipulaci se 
spojovým seznamem, také komunikační jednotky a nízko-výkonové mechanismy pro 
připojení do sítě. Má také souborový systém nazvaný Coffe, který dovoluje programům 
použít flash ROM paměť jako tradiční souborový systém [31]. Kromě toho Contiki poskytuje 
sadu simulátorů zjednodušující vývoj a experimenty se síťovými inteligentními objekty. 
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Contiki byl první operační systém pro WSN, který poskytoval IP komunikaci se 
sadou µIP TCP/IP. V roce 2008 byl do systému Contiki začleněn µIPv6 – světově nejmenší 
IPv6 sada [31]. Nároky µIP a µIPv6 sad jsou malé: méně než 5 kB paměti pro µIP a přibližně 
11 kB pro µIPv6 [31]. Díky tomu je vhodný pro použití v omezeném prostředí inteligentního 
objektu. 
Pro komunikaci v bezdrátových senzorových sítích může Contiki používat jednoduché 
nízkovýkonové rádiové síťové rozhraní nazývající se Rime. Ten implementuje síťové 
protokoly od spolehlivého sběru dat po záplavové mechanismy pro přenos a šíření dat, přes 
více uzlů. IP pakety se poté tunelují skokovým směrováním pomocí Rime rozhraní [2]. 
Vzájemné interakce lze dosáhnou pomocí webového prohlížeče, textově založeného rozhraní 
nebo speciálního softwaru, který ukládá a zobrazuje nashromážděná dat ze senzorů. 
Více informací o tomto systému, doplněných o ukázky kódu, jsou v kapitole „Program 
COOJA“. V ní jsou informace potřebné pro zběžné porozumění vytváření aplikací v tomto 
operačním systému, tedy spíše minimum, které je potřeba pro vytvoření simulací v Cooji. 
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2 SIMULÁTORY WSN 
 
Pro vývoj a aplikaci bezdrátových senzorových sítí do praxe je nutné si navrženou 
konfiguraci sítě či různé aplikace nejprve vyzkoušet. K tomuto účelu bylo vytvořeno několik 
nástrojů s různými možnostmi, druhy testování a zaměřením svého působení. Jednak si 
testovací systém mohou vyvíjet samotní tvůrci operačních systémů, pod kterými navržené sítě 
běží, nebo jej vyvíjejí různé další instituce. Dále bývají na již vytvořené simulátory vytvářeny 
rozšiřující nástroje pro rozvoj daného simulátoru. Vzhledem k tomu, že se jedná o sítě a navíc 
bezdrátové, otevírá se i otázka možnosti testování WSN v tradičních simulátorech 
bezdrátových sítí (které jsou zde zastoupeny simulátorem NS-2). 
Ze své podstaty má bezdrátová senzorová síť vysoké nároky. Důležitá je například 
spotřeba elektrické energie při vykonávání jednotlivých úkolů, která určuje výslednou 
životnost daného uzlu. Tato kapitola se pokouší o zhodnocení jednotlivých simulátorů a to 
hlavně možnosti simulace energetické spotřeby. 
 
2.1 TOSSIM 
 
TOSSIM je simulační nástroj určený pro WSN pracující s operačním systémem 
TinyOS. Je takzvaným simulátorem diskrétních událostí. Umožňuje uživatelům nejen 
odlaďovat a testovat aplikace resp. algoritmy, ale i jejich následnou analýzu. Jeho hlavním 
úkolem je zaměřovat se na nezkreslenou simulaci aplikací pro TinyOS a jejich provedení. 
Tzn., že se zabývá spíše chováním a vzájemným ovlivňováním jednotlivých uzlů v síti, než 
simulací chování těchto uzlů v reálném světě. Ovšem vzájemné chování uzlů dokáže tento 
simulátor zaznamenat přesně [16, 17]. 
Pro testování v TOSSIMu jsou k dispozici dvě programovací rozhraní. Prvním z nich 
je Python, který umožňuje komunikaci s běžící aplikací a tím je možné aplikaci rovnou 
odlaďovat. Ovšem rozhraní Pythonu je postaveno na rozhraní C++, tedy C++ je druhým 
možným použitelným rozhraním [30]. Použití Pythonu je výhodné díky své stručnosti a 
interakčnímu používání. Nicméně je nutné každou událost překládat do jazyka C, takže je tato 
činnost nákladná. 
2.1.1 Charakteristika 
Chování simulátoru TOSSIM je vztaženo k požadavkům jeho autorů, kterými jsou 
stejně jako u operačního systému TinyOS lidé z univerzity v Berkeley. TOSSIM se snaží 
docílit přesnosti, a to při zachytávaní chování TinyOS při simulaci sítě na bitové úrovni, 
převodu analogové hodnoty na digitální a přerušení systému, což je důležité pro vyhodnocení 
i testování. To musí být schopen i u velkého počtu (až tisíce) uzlů. Jak již bylo zmíněno, 
samotný TOSSIM se nezaměřuje na simulaci chování v reálném prostředí. Dokáže, ale 
vytvořit různé jevy ve skutečnosti jako je např. bitová chyba. Ty je možné použít pomocí 
nástrojů při simulaci a tím je možno realizovat různé modely. 
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Vyváření modelů pro TOSSIM probíhá přímo z TinyOS kódu. To dovoluje ověřit kód, 
který poběží přímo na skutečném hardwaru. Při simulaci protokolů nebo systému je ovšem 
nutné psát implementace pro TinyOS, což je sice obtížnější, ale poté je možno tuto 
implementaci spustit přímo v senzorových uzlech. TOSSIM simuluje platformy modelů 
MICA, MICA 2 a MICA Z. 
Mezi nedostatky simulátoru je možno zařadit to, že se TOSSIM, jak již bylo řečeno, 
přímo nezaměřuje na simulaci reálného světa. Neobsahuje totiž žádný model simulující 
radiový přenos. Ten má být nahrazen systémem bitových chyb a procentním určováním ztráty 
paketů, který ovšem nedokáže nasimulovat všechny možné situace [16, 17].  Jako další 
nevýhodu je možno počítat to, že všechny senzorové uzly v síti běží na stejném zdrojovém 
kódu. To pro účely testování nových algoritmů nevadí, ale pro test sítě, která má reálně 
fungovat je tato skutečnost výrazně omezující. Největší nevýhodou tohoto simulátoru (z 
hlediska zaměření této práce) je to, že nedokáže určit výkonovou náročnost ani energetickou 
spotřebu při simulaci. TOSSIM totiž neobsahuje žádný modul, který by se zabýval dobou 
výpočtu CPU a tak následně nemůže být vypočítána spotřeba energie [3, 17]. 
2.1.2 TinyViz 
Samotný simulátor TOSSIM vypisuje výsledky simulací do textové podoby. Pro 
vizualizaci je určen nástroj TinyViz, který je, stejně jako TOSSIM, součástí TinyOS. TinyViz 
je naprogramován v Javě. Pomocí něj jsou simulace nejen zobrazeny a následně analyzovány, 
ale mohou být i řízeny, například změnou údajů na analogově-digitálním převodníku, či 
změnou pravděpodobnosti ztráty rádiového signálu. TOSSIM může být nastaven tak, aby 
čekal na spojení s TinyViz ještě před startem. To zajišťuje zachycení všech událostí během 
simulace. 
Dále byla u něj vytvořena možnost připojení Plug-In (= přídavných) modulů, pomocí 
nichž je možno připojit aplikaci, která realizuje vlastní představu o kontrole kódu během 
simulace. Bez nich poskytuje TinyViz jen velmi málo vizuálních prostředků, kromě kreslení 
senzorových uzlů a jejich LED diod. Plug-In moduly mohou také posílat příkazy do 
TOSSIMu a tím může být ovládána simulace. K ladění a analýze se v TinyViz nachází 
výchozí sada Plug-In modulů, mezi které patří také tyto následující:  
o síťový Plug-In vykreslující přenos zpráv mezi senzorovými uzly;  
o řídící Plug-In ovládající TOSSIM pomocí akcí v TinyViz (např. vypnutí uzlu ve 
vizualizaci vypne uzel v simulátoru);  
o Plug-In vypisující všechny testovací hlášení do seznamu;  
o Plug-In zobrazující data v rádiovém přenosu a výpis paketů;  
o senzorový Plug-In zobrazující hodnoty měřené senzorem nebo umožňující jejich 
nastavení;  
o přerušovací Plug-In pomocí něj možno pozastavit simulaci na základě nastalé 
události, která byla definována uživatelem atd [16, 17].  
 
Základní Plug-In moduly nejsou sice složitě propracovány, ovšem poskytují 
dostatečný nástroj k analýze a ladění senzorové sítě.   
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2.1.3 PowerTOSSIM 
Jak již bylo zmíněno, TOSSIM sám o sobě nedokáže zjišťovat energetickou spotřebu 
jednoho uzlu. Kvůli této potřebě byl vyvinut nástroj s názvem PowerTOSSIM. Využívá 
komponent TinyOS a TOSSIM k vytváření nástrojů, které monitorují spotřebu energie, a to 
tak, že sleduje stav napájení každé součásti v simulovaném senzorovém uzlu. Přitom generuje 
zprávy o stavu napájení, které jsou zaznamenávány během simulace. Při odhadu využití CPU 
nemá PowerTOOSIM k dispozici údaje o době jeho používání. Proto mapuje základní bloky 
provádějící simulaci kódu pro CPU a pomocí toho může zjistit a následně připočítat jeho 
spotřebu. PowerTOSSIM může být též propojen s prostředím TinyViz, do kterého může 
vypisovat údaje o spotřebě v reálném čase [26]. 
S příchodem operačního systému TinyOS 2.x, byly vydány i verze simulačních 
nástrojů TOSSIM, označeného TOSSIM-T2, a verze PowerTOSSIM, označována jako 
PowerTOSSIM Z nebo PowerTOSSIM 2 [25]. Ta zavádí do simulace tzv. nelineární 
energetický model, který se skládá ze dvou částí, jádra a post-procesoru. Podpora modelu 
musela být upravena i v samotném simulátoru TOSSIM. Při spuštění simulaci pak dochází ke 
generování stop, které zachycují využití napájení různých zařízení. Vytvořené stopy jsou 
předány post-procesoru, který odhadne energii spotřebovanou aplikací. Tento systém má 
několik výhod např. není potřeba výrazně měnit kód TOSSIM (mimo umístění volacího 
příkazu), zjednodušuje testování více druhů baterií a umožňuje sběr různých výsledků 
simulace a analýz při různých možnostech bez nutnosti opakovaného běhu simulace. 
 
2.2 NS-2 
 
NS-2 je simulační prostředí určené pro testování různých druhů sítí. Je rozsáhlým 
nástrojem pro výzkum a testování různých protokolů v rozličných konfiguracích a 
topologiích. Pro testování bezdrátových senzorových sítí tudíž není přímo určen, ovšem 
existují rozšíření, která WSN podporují. NS-2 nabízí velkou flexibilitu při vyšetřování WSN, 
protože již obsahuje modely energeticky omezených ad-hoc sítí. Vzhledem k tomu, že 
podporuje simulaci bezdrátových modelů, je v tomto simulátoru zavedena podpora pro pohyb 
uzlu a jeho energetické omezení [8]. NS-2 je objektově orientovaným simulátorem 
naprogramovaným v jazyce C++, ale k řízení simulací, nastavení topologie, specifikací 
scénářů, zaznamenání výsledků simulací atd. je možno použít i skriptovací jazyk OTcl [12]. 
Postupem času byl NS-2 rozšířen o několik souborů vhodných pro testování WSN. 
Například o soubor popisující reakce a vysílání na základě vnějších podnětů (puls, seismická 
aktivita atd.) nazvaných v projektu jako phenom. K tomu bylo přiřazeno několik dalších 
souborů, které výstup souboru phenom zpracovávají či připravují na přenos v síti. Vzhledem 
k tomu, že NS-2 přiřazuje paketům typ, který tento přiřadí k protokolu (např. FTP, ARP atd.), 
musel být v tomto programu pro WSN definován nový protokol, vycházející s phenomu [8.. 
Ten musel být dále definován v ostatních souborech. Dále byl přidán soubor definující 
spotřebu energie uzlu ve stavech přijímání, odesílání nebo režim spánku. 
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2.2.1 Nevýhody a energetický model 
Mezi nevýhody NS-2 patří to, že nedokáže simulovat senzor, který může mít vliv 
například i na spotřebu. Dalším problémem je jednoduchost energetického modelu, která je 
popsána níže. Také simulace probíhají pomocí užívání odlišných formátů paketů a odlišných 
řídících protokolů než-li na těch, které bývají typicky používané ve WSN. Jako příklad je 
možno uvést standard 802.11, určený pro bezdrátové sítě, kdežto u WSN se ve většině 
případů používá standard 802.15.4. 
V NS-2 je použit velmi jednoduchý model energetické spotřeby, kdy se před začátkem 
simulace definuje počáteční množství energie a spotřeba energie pro přenos a příjem paketu. 
Při simulaci se po přenosu paketu sníží odpovídající množství energie. Pokud je energie uzlu 
vyčerpána, nemůže uzel posílat či přijímat další pakety [12].  
Tento systém je velmi nevhodný pro testování energetické náročnosti. Při simulaci je 
většinou spotřeba energie pro přenos neznámá. Při použití může být také tato hodnota 
proměnná s ohledem na sílu signálu a možný výskyt chyb. Energetický model také nezahrnuje 
spotřebu celého snímacího modulu, což u WSN tvoří podstatnou část spotřeby. 
2.2.2 MANNASIM 
Mannasim je nástavbovým rozšířením pro simulátor NS-2, který rozšiřuje možnosti 
simulace bezdrátových senzorových sítí. Byl vyvinut za přispění brazilských týmů Manna 
Research Group a Sensornet Project. Tento program podléhá licenci GNU GPL a tak je 
možné jej volně šířit nebo upravovat. Skládá s tzv. Mannasim Freamwork, který zavádí do 
simulátoru nové moduly pro návrh, vývoj a analýzu aplikací pro WSN. Druhou částí je Skript 
generátor (Script Generator Tool), který zjednodušuje tvorbu simulačních skriptů v Tcl. Cílem 
Mannasimu je vytvoření nástroje, kterým lze přesně modelovat senzorové uzly a zároveň 
poskytovat všestranné testování algoritmů a protokolů. 
Při vytváření simulačního scénáře se postupuje podobně jako při vytváření modelu pro 
simulaci bezdrátové sítě v NS-2. Mannasim rozlišuje při vytváření modelu WSN tři možné 
prvky: přístupový bod (Access Point, AP), hlavní uzel skupiny (Cluster Head, CH) a společný 
uzel (Common Node, CN). Jednotlivé prvky se od sebe liší možnými funkcemi, kdy se za 
„nejméně vybavený“ považuje přístupový bod. Ten se konfiguruje stejně jako u NS-2, od 
které se liší přidáním jednoho příkazu, nastavením struktury node-config. Nastavování 
hlavního uzlu skupiny se provádí podobně jako u přístupového bodu, ale konfigurace je o 
něco složitější, protože oproti přístupovému bodu bude probíhat „snímání“ ze senzoru a 
zpracování dat. Společný uzel je už jen rozšířen o modul generující data. 
Pomocí skript generátoru probíhá vytvoření prvků automaticky pomocí 
konfiguračního okna. Vlastnosti některých parametrů vycházejí již z NS-2 (např. transportní 
protokoly), některé parametry byly rozšířeny (např. paleta směrovacích protokolů o protokol 
Leach) a některé byly vytvořeny pro zdokonalení. A to například vytvořením dvou modelů 
fyzické vrstvy. Jedním z nich je model rádiového rozhraní platformy MICA2 a druhým je 
rádiové rozhraní 914MHz Lucent WaveLAN DSSS [19]. 
Při nastavování AP, CH nebo CN se udává mimo jiné počáteční energie vyjádřená 
v joulech, rozsah přenosu a časový interval šíření. Tzn. že Mannasim dokáže určit spotřebu 
při přenosu výpočtem, což znamená zlepšení. 
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2.3 Prowler a JProwler 
 
Prowler je pravděpodobnostní simulátor bezdrátových senzorových sítí běžící na 
Matlabu. Také existuje jeho verze napsaná v jazyce Java a v tom případě se jedná o program 
JProwler. Obě verze byly vyvinuty na Institute of Software Integated Systems at the 
University of Vanderbilt. (J)Prowler je navržen pro hardwarové uzly na platformě MICA 
(tedy i veze Mica Z a Mica 2) [29]. Tyto běží na operačním systému TinyOS. (J)Prowler je 
velmi efektivní, ovšem simulace je možná pouze pro jeden MAC protokol z TinyOS, kterým 
je BMAC (používající pravděpodobnostní protokol CSMA). (J)Prowler má také velmi dobré 
vizuální prostředí, které zobrazuje výsledky a přenosové cesty šíření zpráv. Další funkcí 
vizualizéru je možnost měnit parametry během simulace, což dělá tyto simulátory tzv. řízené 
událostmi. (J)Prowler také může simulovat průběh okolní teploty a mezi dalšími funkcemi je i 
úprava rychlosti simulace a zapínání a vypínání uzlů během simulace. Ovšem v základních 
verzích (z University of Vanderbilt) nedokáže (J)Prowler simulovat energetickou spotřebu, 
[15]. 
2.3.1 Prowler 
Jak již bylo řečeno Prowler je napsán v jazyce Matlab, což z něj dělá uživatelsky 
přívětivý nástroj pro simulaci. Jeho provoz je možno nastavit na deterministický mód, kterým 
je možno získávat stejné výsledky při testování aplikace, nebo na pravděpodobnostní režim, 
kdy je simulováno nedeterministické chování přenosového kanálu a chování komunikačního 
protokolu na nízké bitové úrovni. Simulace také může zahrnovat  libovolný počet uzlů 
na libovolné topologii. Prowler byl navržen tak, aby tyto konfigurace bylo možné snadno 
vkládat do optimalizačních algoritmů. Dále je možno používat pro vytváření a ovládání 
simulace příkazový řádek nebo přímo grafické uživatelské rozhraní. Použití Prowleru je 
možné pro vytváření komunikačních protokolů, směrování, vytváření aplikací, optimalizaci i 
ladění parametrů. Je možné použít pluginy pro rozšíření jeho schopností. Prowler může 
simulovat šíření rádiových vln a to včetně přenosu, příjmu a výskytu možných kolizí, pomocí 
vkládání možných poruch přenosu a to buď náhodné či na základě externích odkazů [11]. 
Podle [4] může být Prowler použit bez ohledu na hardwarovou platformu či operační 
systém běžící na uzlech, i když byl původně určen pro Mica platformy a TinyOS. K tomuto 
účelu je možno provést u Prowleru snadnou úpravu. Nicméně, i po jeho úpravě používá stále 
pouze jeden MAC protokol. Dalším nedostatkem jsou pouze dva modely rádiové šíření, 
kterým schází jednotky výkonové spotřeby a vzdálenosti. Simulační model je složen ze tří 
modulů. Hlavní modul (engine) implementuje frontu složenou z událostí, které jsou volány 
uživatelem nebo vyvolány jinými událostmi. Další je aplikační modul, ve kterém je napsán 
aplikační program. Ten může zahajovat komunikaci, nastavovat hodiny atd. Třetím je již 
zmíněný rádiový modul, zabývající se radiovým šířením. Prowler dále umožňuje funkci, při 
které udržuje informaci o všech událostech vložených do fronty. Tím může uživatel získat 
podrobné informace o všech událostech probíhajících při simulaci. 
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2.3.2 Prowler s energetickým modelem 
Jak známo, původní verze nedokáže určit energetickou náročnost na uzel kvůli 
absenci energetického modelu. Na Università di Genova v Itálii si v roce 2007 upravili, či 
spíše opravili, Prowler tak, aby tento model obsahoval. Dále byly při této práci do Prowleru 
přidány nové modely MAC a modely rádiového šíření pro uzly na platformě MICA Z běžící 
pod TinyOS. Také byl zpřesněn rádiový model. Pro tyto implementace musel být Prowler 
upraven, aby mohly tyto změny vůbec proběhnout. 
Při vývoji energetického modelu se vycházelo z předpokladu, že celková energie 
spotřebována uzlem je dána součtem spotřeby energie všech stálých stavů uzlu plus součet 
všech energetických přechodů mezi jednotlivými stavy. Energie jednotlivých stavů je pak 
dána násobkem času, který určuje dobu strávenou v tomto stavu a energie, kterou uzel v tomto 
stavu spotřebuje. 
Mezi stavy, které mohou nastat, patří: vypnuto, nečinný, příjem, vysílání. Při vývoji 
energetického modelu bylo vycházeno z předpokladu, že energie jednotlivých stavů je dána 
součinem spotřebovaného výkonu a času, který udává dobu strávenou v tomto stavu. 
Spotřebovávaný výkon je vypočítáván z hodnot napájecího napětí a procházejícího proudu.  
Tyto hodnoty (ve stálých stavech) stejně jako hodnoty pro určení spotřeby při přechodu u uzlu 
jsou v tomto modifikovaném Prowleru určeny diagramem spotřeby, viz [4]. Jednotlivé 
hodnoty jsou však určeny pro jeden model rádiového zařízení (Chipcon CC2420) a tak nejsou 
pro tuto práci důležité. 
Energetická spotřeba dána touto modifikací Prowleru odhaduje spotřebu pouze 
rádiového zařízení a ne celého uzlu. Má ovšem výhodu, že v každém uzlu může běžet jiný 
program a podle vzdálenosti základové stanice může volit potřebnou energie pro vysílání. 
 
2.4 OMNeT++ 
 
OMNeT++ je simulační prostředí určené především pro simulaci komunikačních sítí a 
dále také k simulaci komplexních IT systémů nebo hardwarových architektur.  Je rozšířitelný, 
složený z modulů (komponentů), které jsou naprogramovány v jazyce C++. Je možné jej 
použít pro simulaci kabelových i bezdrátových telekomunikačních sítí. Pro podporu simulací 
ve specifických oblastech jako např. v senzorových sítích, bezdrátových ad-hoc sítích, dále u 
internetových protokolů, výkonového modelování, fotopických sítí atd. Dále bývá poskytován 
framework vyvíjený nezávislými projekty. OMNeT++ nabízí komponenty pro vývojové 
prostředí založené na Eclipse, grafické prostředí (GUI) a další nástroje. Ty jej mohou 
rozšiřovat o simulace v reálném čase, emulace sítě, alternativní programovací jazyky (Java, 
C#), integrace databází atd. Může běžet na systémech Windows (XP, Win2K, Vista, 7), tak i 
na Linuxu, Mac OS i Unixových systémech. Byl vyvinut na Technical University of Budapest 
Andrasem Vargou. OMNeT++ je zdarma pro akademické a nekomerční použití [21]. 
Pro simulaci bezdrátových senzorových sítí založené na OMNeT++ jsou určeny spíše 
nadstavbové programy (simulátory) jako Castalia nebo PAWiS. Při použití samotného 
OMNeTu++ je možné dle [7] použít framework MAC simulator. Ten definuje několik MAC 
protokolů jako TMAC, TMACP, LMAC, SMAC, CSMA a CSMAACK. Modul protokolu 
BMAC, si autoři této práce dodělali, stejně jako modul záplavy. Nicméně takto nastavený 
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simulátor slouží k testování funkčnosti WSN, což znamená např. spolehlivost přenosu, 
možnost rozmístění, doba zpoždění atd. Je také možnost odzkoušet nové myšlenky. Ale 
k testování energetické náročnosti zde nedochází. Také se musí vzít v potaz, že pro navrhnutí 
modelu WSN nebyl tento modul určen a pro simulaci WSN, založené na prostředí 
OMNeT++, jsou určeny jiné nástavby.  
2.4.1 Castalia 
Castalia je simulátor pro bezdrátové senzorové sítě, osobní sítě (Body Area Network) 
a obecně pro sítě nízkoenergetických síťových zařízení. Vznikla v Australském centru pro 
informační a komunikační technologie (NICTA). Castalia je založena na OMNeT++ a bývá 
používána pro vývoj a testování distribuovaných algoritmů nebo protokolů v bezdrátových 
kanálech a rádiových modelech s realistickým chováním. Také může být využita pro 
hodnocení vlastností různých platforem, které v ní lze simulovat.  
Castalia obsahuje několik modelů, které pomáhají k simulacím WSN. Jedním z nich je 
rozvinutý model komunikačních kanálů založený na měřených datech. Tento model 
nedefinuje pouze spojení mezi uzly, ale také mapu ztracených cest. Plně podporuje mobilitu 
uzlů. Dalším modelem je pokročilý rádiový model založený na reálné rádiové nízkovýkonové 
komunikaci, který také podporuje stavy s různou energetickou spotřebou a časové zpoždění 
při přepínání mezi těmito stavy. Dále má Castalia flexibilní modely senzorových zařízení 
založených na fyzikálním procesu. To umožňuje snímání šumu a zkreslení. Dále dokáže měřit 
odchylku času a spotřebu energie procesoru. K dispozici má směrovací a MAC protokoly a je 
navržen tak, aby mohl být rozšířitelný [20]. 
V Castalii jsou uzly vytvořeny pomocí OMNeT++ modulů. Ty nelze přímo navzájem 
pospojovat, ale jednotlivé uzly se připojují k modulu bezdrátového kanálu. Ten při cestě 
paketu rozhoduje kam bude poslán. Castalia provádí u bezdrátového kanálu zachycování 
různých vlastností k zajištění co nejreálnější simulace. Jedním z nejdůležitějších hledisek u 
tohoto kanálu je odhad ztráty dat mezi jednotlivými uzly. Pro jeho určení používá Castalia 
vzorec, počítající se vzdáleností mezi dvěma uzly a dalšími parametry, které většinou 
vycházejí z reálných měření. 
Model mobility uzlů je v Castalii řešen rozdělením prostoru na tzv. buňky. Díky tomu 
může být počítána ztráta dat mezi uzly, které se v těchto buňkách nacházejí, na základě 
vzájemné vzdálenosti buněk.  
Castalia verze 3.0 má oproti předchozím verzím přepracovaný rádiový modul. Ten se 
mimo jiné stará o výpočet interferencí, který ve starších verzích obstarával modul 
bezdrátového kanálu a tím snížit náročnost výpočtu, jenž mohl být v určitých případech 
složitý. Rádiový modul se snaží zachytit mnoho rysů skutečných rádiových modelů. To 
provádí pomocí např. podpory více stavů uzlu (přenos, příjem, několik stavů nečinnosti), 
časového zpoždění při přechodu stavů, většího počtu možných výkonových úrovní, různých 
spotřeb energie u různých stavů uzlu, různých režimů provozu (z ohledem na modulaci, 
přenosovou rychlost, šířku pásma atd.) a dalších možných vlastností. 
Dále jsou v Castalii (ver. 3.0) definovány čtyři hlavní MAC moduly, simulující 
protokoly přístupu k médiu. Prvním je TunableMAC, u kterého může uživatel nastavit mnoho 
parametrů. Druhým je TMAC, který lze také upravit do podoby protokolu SMAC. Třetím je 
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modul definovaný podle IEEE 802.15.4 a poslední model je určený pro osobní sítě (BAN) 
definované 802.15.6. 
Problematiku energetické spotřeby má v Castalii na starost tzv. Resource manager. 
Komunikují s ním všechny ostatní moduly. V současné verzi (3.0) jsou jeho funkce 
jednoduché. Např. pouze lineárně přičítá spotřebované energie vypočítané na základě znalosti 
času a spotřeby energie procesem [6, 24]. 
 
2.5 COOJA 
 
COOJA je flexibilní simulátor pro bezdrátové senzorové sítě naprogramovaný v Javě.  
Byl vytvořen na Swedish Institute of Computer Science, z něhož pochází také operační 
systém Contiki, jehož je COOJA součástí. COOJA je schopná simulovat síť, v níž může být 
každý uzel různého typu. A to nejenom z hlediska softwarového vybavení daného uzlu, ale 
také různých hardwarových komponent. Flexibilita tohoto simulátoru spočívá v tom, že 
mnoho jeho částí může být snadno nahrazeno a nebo rozšířeno o další funkce. 
Simulovaný uzel má tři základní vlastnosti: paměť dat, typ uzlu a jeho hardwarová 
výbava. Typ uzlu může být pro více uzlů stejný, přičemž určuje vlastnosti všem společné. Pak 
se uzly inicializují se stejnou pamětí dat, programem i hardwarovou výbavou, ale s jiným id 
uzlu. Kompilace programů pro Contiki může COOJA vykonávat různými způsoby. Jednou 
s možností je kompilace nativního kódu přímo na použitém CPU nebo použitím různých 
programů (např. MSPSim). Také je možné simulovat uzly vytvořené v Javě na aplikační 
vrstvě. Každý způsob má své výhody a nevýhody. Uzly vyvinuté v Javě sice zajistí rychlejší 
simulaci, ale neběží přitom kód umístěný v uzlu. Pak se tato simulace hodí pro vývoj 
algoritmů. Při použití emulátorů je možná kontrola a zisk více detailů. Simulace nativního 
kódu simuluje kód umístěny přímo v uzlu. Je více účinný, ale není tak detailní jako při použití 
emulátorů. Velmi účinné simulace lze pak dosáhnout různou kombinací těchto možností 
simulací [9]. 
COOJA umožňuje plnou kontrolu nad pamětí simulovaných uzlů. Díky tomu je 
možné sledovat a popřípadě měnit proměnné procesu u Contiki, což umožňuje velmi 
dynamické interakce. Také je možno odladit Contiki kód použitím jakéhokoliv regulérního 
debuggeru. Tyto dvě možnosti u COOJi zajišťuje použití Java Native Interface (JNI), 
umožňující propojení kódu běžícího na Javě s programy běžícími v jiných jazycích (v tomto 
případě C/C++). Veškeré interakce mezi simulací a simulovanými uzly probíhají pomocí 
pluginů. A to například i ovládání simulace umožňující uživateli začít nebo pozastavit 
simulaci. COOJA dovoluje současnou simulaci ve třech různých vrstvách. A to na síťové 
vrstvě, vrstvě operačního systému a vrstvě instrukčního (strojového) kódu. 
Každá simulace v COOJi používá rádiový model, který charakterizuje šíření 
rádiových vln. Při vytvoření nového rádiového modelu může být do prostředí simulace tento 
model přidán [22]. Výběr rádiového modelu probíhá po vytvoření simulace. To také 
umožňuje testování protokolů ve specifických podmínkách sítě. 
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2.5.1 Energetická spotřeba 
Při odhadech energetické spotřeby využívá COOJA mechanismus výkonového 
profilovaní, který je zaveden v operačním systému Contiki. Ten odhaduje spotřebovanou 
energii měřením doby trvání každé komponenty v různých režimech (např. čas CPU strávený 
v nízkovýkonovém stavu). Při použití tohoto mechanismu ovšem vyvstává problém při 
simulaci s uzly, které neběží na operačním systému Contiki. To znamená, že profilování 
nebude pro tyto uzly dostupné. Autoři simulátoru COOJA (tedy i ContikiOS) doporučují pro 
takové případy emulátor MSPSim, který používá mechanismus podobný výkonovému 
profilování v Contiki. Informace potřebné pro výpočet jsou pro MSPSim zpřístupněny 
pomocí COOJi [10]. 
V listopadu 2010 se objevilo rozšíření tohoto simulátoru o „výkonový vizualizér pro 
simulaci senzorových sítí,“ jenž byl pojmenován COOJA Timeline [23]. Název Timeline je 
trefný, protože tento program zobrazuje pro každý uzel v simulaci časovou linku. Na ní je 
zobrazen výkonový stav rádiového zařízení pro přenos dat v barevném kódu. Pokud je barva 
stavu bílá, přenosové zařízení je vypnuto a šedá znázorňuje jeho zapnutí. Dále jsou zde 
zobrazeny na jedné časové lince stavy vysílání – modrá a příjem – zelená. Dva současně 
probíhající přenosy k uzlu mají za následek rádiové rušení, což se zobrazí červeně. Vysílání a 
příjem jsou zobrazeny po bitech. COOJA Timeline ovšem neobstarává specifické 
implementace rádiových platforem. Tudíž lze toto rozšíření využít zejména pro ladění 
synchronizace, příkonu a přetížení. 
2.5.2 MSPSim 
Tato sekce je zde zařazena kvůli tomu, že simulátor COOJA (do kterého může být 
MSPSim integrován) vykazuje při spolupráci s MSPSim větší množství možností a funkcí a 
jeho použití je doporučováno autory COOJi. 
MSPSim je emulátor, fungující na úrovni instrukčního kódu, vytvořený v Javě. Je 
určen pro mikroprocesory řady MSP430. Na rozdíl od ostatních emulátorů CPU, dokáže 
MSPSim napodobovat kompletní senzorové síťové platformy jako Tmote Sky nebo ESB/2. 
MSPSim se zaměřuje na realistickou simulaci s přesným časovým průběhem pro použití 
k výzkumným účelům a také podporou ladění pro vývoj. Tento emulátor poskytuje 
programové rozhraní pro spojení se simulačním prostředím jako je například COOJA. 
MSPSim poskytuje jednak možnost ladění, například pomocí přerušení přes break point, 
sledování průběhů či jejich zápisu nebo možnosti krokování, ale také vedení statistik o 
pracovních režimech emulované součásti. Všechny informace jsou přístupné přes rozhraní 
příkazového řádku nebo přes integrované programovací rozhraní. MSPSim také dokáže měřit 
spotřebovanou energii. To provádí pomocí měření času, který CPU stráví v daném stavu a to 
také u rádiových přenosů. To se hlavně využívá u uzlů s různými operačními systémy [9]. 
 
2.6 Hodnocení a výběr simulátoru 
 
Hodnocení simulátorů WSN je bez jejich důkladného testování velmi obtížné. 
K dispozici je sice spousta článků, příspěvků či manuálů pokoušejících se je popsat, zhodnotit 
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nebo srovnat, ale vzhledem k vlastnostem a rychlému vývoji bezdrátových senzorových sítí 
mohou tyto publikace pouze nastínit charakter těchto simulátorů. Nejvíce však záleží na tom, 
co a jak uživatel potřebuje otestovat.  
Pro shrnutí témata simulátorů byla vytvořena tabulka (2.1), která přehledně shrnuje 
jejich použitelnost a charakter.  
Tabulka 2.1:  Porovnání vlastností simulátorů 
Simulátor TOSSIM NS-2 Prowler OMNeT++ Castalia COOJA 
Programo-
vací jazyk C, C++, nesC C, C++ 
Matlab 
(Java u verze 
JProwler) 
C++ Java 
Jazyk 
simulací C, C++, Python C++, Otcl Matlab 
C++ (po 
rozšíření i jiné) C, C++ 
Operační 
systém (uzlů) TinyOS Univerzální 
Univerzální, 
(TinyOS) Univerzální 
Univerzální, 
(ContikiOS) 
Grafické 
rozhraní Ano (TinyViz) Ano Ano Ano Ano 
Energetický 
model 
Ano (s 
PowerTossim) Ano 
Ano  
(v rozšíření) Ano 
Ano (přes 
Contiki nebo 
pomocí 
rozšiřujícího 
programu) 
Rozšíření 
simulátoru 
PowerTOSSIM, 
TinyViz Mannasim 
Programováním 
pluginů 
Pomocí 
freamworků; 
Castalia, Pawis 
Použití 
rozšiřujících 
programů 
Klíčové 
vlastnosti 
Vysoká přesnost 
simulací, 
simulace kódu 
běžícího na 
reálném uzlu. 
Snadné 
přidávání 
nových 
protokolů, velké 
množství 
obsažených 
protokolů 
Pravděpodobno-
stní nebo 
deterministické 
prostředí; rychlé 
vytváření 
aplikací 
Nastavitelný 
MAC protokol, 
flexibilní model 
fyzických 
procesů; rádiový 
a kanálový 
model 
Simulace 
hardwaru i 
softwaru, 
probíhající na 
úrovni síťové, 
OS, instrukční, 
MAC 
Možnost 
simulace 
Ladění a 
testování 
aplikací 
(algoritmů); 
testování 
vzájemné 
interakce uzlů 
Testování a 
vývoj 
směrovacích 
protokolů 
Komunikační 
protokoly, 
směrování; 
vývoj aplikací, 
optimalizace, 
ladění parametrů 
Simulace na 
úrovni aplikační, 
vývoj algoritmů 
(protokolů), 
hodnocení 
různých 
platforem 
Protokoly, 
algoritmy, 
operační 
systémy; 
testování 
různorodé sítě 
 
Výběr vhodného programu pro budoucí simulace byl proveden na základě zjištěných 
vlastností a stanovených požadavků. Jako nejvhodnější program pro OS Contiki se jeví Cooja, 
která slibuje maximální kompatibilitu operačního systému se simulátorem, což u jiných 
programů nelze zaručit. Další výhodami jsou možnosti simulace ve více vrstvách, 
v různorodých sítích a použití emulátorů pro zpřesnění simulace. 
Z hlediska možností simulací se Cooji vyrovná jen oblíbená Castalia. Výhodou u ní je 
použití rádiového a kanálového modelu, široce nastavitelného MAC protokolu atd. Na rozdíl 
od Cooji je ale velmi široce popsána. Také proto je pro následující práci vybrána právě Cooja, 
aby mohlo dojít k seznámení na základě osobních zkušeností a jejímu následnému 
zhodnocení. 
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3 PROGRAM COOJA 
 
Tato kapitola má za úkol popsat program Cooja. Nejdříve je však nutné uvést 
minimum pro systém Contiki, což je potřebné pro vytváření simulací. Daný kód z Contiki pak 
v této simulaci poběží, popřípadě je následně možné jej použít v reálných uzlech. Také se zde 
nachází praktické ukázky kódu pro Contiki a nechybí ani manuál k vytvoření a odsimulování 
první aplikace. Verze systému (potažmo i verze Cooji), ke které jsou informace vztaženy je 
Contiki-2.5.rc1, která byla stažena jako hotový systém (s Ubuntu) pro virtuální stroje 
z oficiálních stránek projektu Contiki viz [25]. 
 
3.1 Úvod do systému Contiki 
 
Contiki je řízeno událostmi, což znamená že každá akce, která je vykonávána, je 
reakcí na události. Tyto akce jsou definovány v aplikaci, skládající se z jádra, knihovny a 
uživatelského kódu [34]. Taková aplikace může obsahovat i více procesů prováděných 
současně. Obecně se proces vykoná a následně vyčkává na proběhlé události. Pokud 
k události dojde, jádro spustí proces předání informace o proběhlé akci. V Contiki mohou 
nastat tři druhy událostí: pomocí časovače, na základě externí, či interní události. 
Časovačů má Contiki několik. Ty je možné procesem nastavit tak, aby po určitém 
čase generovaly událost. Používají se většinou pro pravidelné akce nebo například pro síťové 
protokoly, které mají za úkol synchronizaci. 
Externí události generují periferní zařízení, která jsou součástí senzorového uzlu. Tato 
zařízení musí mít systém generující přerušení. Mezi ně patří tlačítko, rádiový čip nebo aktivní 
senzor. Procesy pak mohou takovéto události očekávat a následně na ně reagovat. 
Interní události má na starosti proces, jenž má možnost sledovat i procesy jiné. Tato 
možnost se využívá zejména při komunikaci mezi procesy, jenž si předávají data. 
3.1.1 Styl kódu 
Procesy se programují v jazyce C – modifikovaném. Měly by obsahovat nekonečnou 
smyčku a volání maker. Ve výpisu kódu 3.1. je uvedena struktura kódu a jeho náležitostí, 
jejichž popis je uveden v komentářích mezi /* a */: 
Procesů, které lze použít je několik. Není nutné je vypisovat. Je totiž možno jejich 
výpis nalézt v dokumentaci ke Contiki, viz [35]. Zmíněná dokumentace slouží k napomáhání 
při vytváření aplikací. Zde je možno také najít popisy časovačů, platforem, datové struktury 
modulů a jejich definice, výpis souborů atd. Tato dokumentace bývá pravidelně obnovována a 
to je možná její největší problém. Při procházení dokumentace je možné občas narazit na 
určité množství špatných odkazů, které odkazují na jinou stránku než byla vybrána. To 
znesnadňuje práci, stejně jako absence názorných ukázek pro používání daných modulů. 
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Výpis kódu: 3.1:  Příklad základní struktury kódu [34] 
  
#include “contiki.h”  /* načtení hlavičkového soboru – používá 
definice a knihovny; většinou se přidávají 
další definiční soubory */ 
PROCESS(jmeno_procesu, “Nazev procesu”); /* deklarace jména 
procesu – proměné, kterou se bude spouštět 
a názvu řetězce v uvozovkách */ 
AUTOSTART_PROCESSES(&jmeno_processu);  /* Načtení a automatické 
spuštění procesu při bootování; možné je 
spuštění více procesů */ 
PROCESS_THREAD(jmeno_procesu, ev, data)  /* Realizace procesu. 
Probíhá při nastalé události; parametr ev
určuje číslo procesu; parametr data
umožňuje vložit data do události */ 
{ 
  PROCESS_BEGIN(); /* definice začátku procesu */ 
 
/* nekonečná smyčka */ 
  while(1)  {   
   PROCESS_WAIT_EVENT(); /* čekání na událost */ 
} 
 
  PROCESS_END(); /* konec procesu */ 
} 
Soubor samotné aplikace s procesy není jedinou potřebnou částí pro vytváření 
programů pro uzly. Druhou důležitou částí je tzv. Makefile, který zajišťuje správné sestavení 
programu. V tomto souboru se nalézají různé parametry, se kterými bude kompilace 
programu probíhat. Těmito parametry lze nastavit typ platformy, CPU, aplikace nebo verze 
operačního systému. Základní Makefile obsahuje tyto dvě položky: 
CONTIKI=/home/user/contiki-2.x  
include $(CONTIKI)/Makefile.include 
 
První řádek onoho Makefile obsahuje cestu k umístění operačního systému Contiki. 
Druhý řádek definuje soubor, podle kterého celá kompilace probíhá. Tento soubor se nachází 
v rootu daného systému. 
Mimo jiné se v Makefilu můžou nacházet další definující řádky. Jedním 
z nejdůležitějších je: 
  all: nazev_souboru_aplikace 
 Tímto se definují soubory, které se mají kompilovat. Ve složce projektu se totiž může 
nalézat i soubor, který je načítán do aplikačního souboru. 
Dalším řádkem, který se zde může nalézat je definicí aplikace: 
   APPS=jmeno_aplikace  
nebo 
  APPS+=jmeno_aplikace 
 
Takto se načítá aplikace, nalézající se v souborovém systému Contiki ve složce apps. 
Tyto aplikace je ale také nutno „spustit autostartem“ či zakomponovat do programu 
v aplikačním souboru. 
Načítání kompilační platformy je další důležitou součástí Makefilu. Pokud není 
zvolena žádná automaticky se volí Native. Platformu lze zadat přímo do Makefilu pomocí 
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TARGET=nazev_platformy (nacházející se ve složce platform), ale dá se využít i 
kompilačního příkazu savetarget. Tento postup bude názorně předveden v podkapitole 3.2.1. 
Také se do Makefilu zapisují kompilační značky (flag), kterými probíhá další 
nastavování či úprava aplikace při kompilaci. Například flag UIP_CONF_IPV6=1, nastavuje 
zapínaní podpory IPv6 a také vypnutí IPv4. Veškeré flagy je možno stejně jako vše ostatní 
najít v dokumentaci viz [35]. V Makefilu je také možné použít jednoduché podmínky: ifdef, 
ifndef, ifeq, else, endif, popř. jiné. 
3.2 První aplikace a její simulace 
3.2.1 Vytvoření aplikace 
V této části je popis vytvoření jednoduché aplikace, její následná kompilace a spuštění 
v programu Cooja. Tato aplikace bude tisknout do logu „Hello world!“ každou vteřinu 
v nekonečné časové smyčce s číslem značícím jeho pořadí. Cílem této části je ukázka 
základního postupu při práci s připraveným systémem Contiki pro virtuální stroje. V první 
řadě je tedy nutné nastartovat virtuální systém např. pomocí VMwaru. Uživatelské jméno i 
heslo v tomto prostředí je zvoleno „user“. 
Před započetím práce je třeba si vytvořit složku ve které se projekt bude nacházet. 
Složka se může nacházet téměř kdekoliv, ale doporučuje se mimo systémovou složku 
s operačním systémem Contiki. Takovýmto místem je například samotný „Home Folder.“ 
Nejednodušeji pak v terminálu sekvencí linuxových příkazů: 
mkdir projekt 
cd projekt 
mkdir Hello-world 
cd Hello-world 
 
Po vytvoření složky projektu je možno vytvořit soubor aplikace. Ten dodržuje styl 
psaní procesního kódu a je doplněn o smyčku a tisk hlášky: „Hello, world!“ Nyní se tedy 
vytvoří soubor hello-world.c (například v terminálu pomocí gedit: „gedit hello-world.c“) 
a do něhož se uloží kód aplikace z výpisu kódu 3.2. 
Pro fungování kompilace je nutné doplnit Makefile. Oproti základnímu tvaru je přidán 
pouze jeden řádek označující soubor ke kompilaci. Vytvoří se tedy Makefile (opět například 
v terminálu: „gedit Makefile“) v němž se bude nacházet: 
all: hello-world-projekt 
 
CONTIKI = /home/user/contiki-2.5.rc1 
include $(CONTIKI)/Makefile.include 
 
V tomto příkladu je zadána verze používaného systému Contiki (druhý řádek). Ve 
virtuálním systému se nachází ještě pravidelně aktualizovaná verze contiki-2.x. 
Do Makefilu může být umístěn i název platformy, pro kterou by měla být kompilace 
provedena. Existuje ovšem alternativní způsob, který má stejnou funkci, ovšem vytvoří jeden 
soubor navíc s názvem „Makefile.target“. Ten spočívá v zadání tohoto příkazu do terminálu: 
make TARGET=platforma savetarget 
 
Místo názvu „platforma“ je možno použít jakoukoliv platformu definovanou ve složce 
platform souborového systému Contiki (např. native, sky, avr-zigbit apod.). Při kompilaci, 
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která se následně provede příkazem: „make hello-world“, vznikají soubory potřebné pro 
následnou práci s projektem na dané platformě. Pokud by nebyl proveden „savetarget,“ 
(například v případě, že kompilace bude prováděna pro více platforem) je možné platformu 
zadávat při kompilaci. V tomto případě se používá terminálový příkaz: 
make hello-world TARGET=platforma 
 
Výpis kódu 3.2:  hello-world.c – periodické vytištění hlášky [34] 
 
 
#include "contiki.h" 
 
PROCESS(hello_world_process, "Hello world process"); 
AUTOSTART_PROCESSES(&hello_world_process); 
 
PROCESS_THREAD(hello_world_process, ev, data) 
{ 
  static struct etimer timer; /*definice časovače a statické proměnné
*/ 
  static int count = 0; 
 
  PROCESS_BEGIN(); 
 
  etimer_set(&timer, CLOCK_CONF_SECOND); /* nastavení časovače */ 
 
  while(1) { 
 PROCESS_WAIT_EVENT(); 
 
 if(ev == PROCESS_EVENT_TIMER) 
  { 
  printf("Hello, world #%i\n", count); 
  count++;   /* počítadlo */ 
  etimer_reset(&timer);  /* restart časovače */ 
  } 
    } 
  PROCESS_END(); 
}  
Při simulacích v Cooji je krok kompilace a ukládání platformy téměř zbytečný. 
Kompilace totiž probíhá v samotné Cooji při vytváření uzlů. Pak je jako platforma 
(TARGET) zvolena Cooja. Pro platformy ESB, Sky a MicaZ je v Cooji možná přímá 
simulace a proto je místo platformy Cooja zvolena vybraná platforma. 
3.2.2 Simulace aplikace v programu Cooja 
Pokud je již vytvořena aplikace „Hello world!,“ potažmo jakákoliv jiná, je možné 
spustit simulátor Cooja. V připraveném Contiki pro virtuální stroje verze 2.5.rc1 je možné 
spustit Cooju kliknutím na ikonu: „Run COOJA.“ Touto ikonou se spustí CVS (Concurrent 
Version System) verze Contiki (2.x). Ke spuštění verze ze systému 2.5.rc1, či 
k terminálovému spuštění Cooji se používá následující sekvence příkazů zadávaných do 
terminálu (nově spuštěného nebo takového, který se nalézá v Home Folder – příkaz „cd“) : 
cd contiki-2.5.rc1/tools/cooja/  
ant run   nebo pouze  ant 
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Po spuštění Cooji se otevře prázdný simulátor. Vytvoření nové simulace probíhá 
následovně: 
 Na horní liště se vybere File -> New Simulation (zkráceně Ctrl + N). 
 V dialogovém okně Create new simulation je možné si simulaci pojmenovat; ostatní 
položky tohoto okna jsou v tuto chvíli nedůležité, pak tedy stiskneme „Create“ 
 Vytvoření prázdné simulace otevřelo 4 okna, z nichž pro „Hello world!“ budou 
důležitá 2: „Control Panel“ – k ovládání simulace a „Log listner“ – k zaznamenávání 
akcí uzlu při běžící simulaci. 
 Výběrem Motes Types -> Create mote type na horní liště se rozroluje nabídka pěti 
možných typů vkládaných uzlů, z nichž vybereme Contiki Mote Type 
 Otevře se okno pro kompilaci uzlů. V něm je možné si pojmenovat typ uzlu (pomocí 
Description). Stisknutím Browse se otevře okno pro výběr kódu procesu. V tomto 
příkladu vyhledáme a otevřeme vytvořený hello-world.c (projekt/hello-world). Dál je 
možné pokračovat stisknutím Compile, čímž dojde ke zkompilování uzlu pro Cooju. 
 Pokud se v okně Compilation output nenalézá žádná chyba (ta by byla indikována 
červenými nápisy se slovem Error na konci logu), změní se tlačítko Compile na 
Create. Kliknutím na něj se vytvoří typ uzlu. 
 Následně Cooja automaticky vyzve pomocí okna Add motes ke vložení uzlů do 
simulace. V našem případě postačí jeden uzel a proto je možno pokračovat stisknutím 
Create and Add 
 Ve vizualizéru simulace je možné vidět vytvořený uzel. Simulace může být tedy 
tlačítkem Start na Control panelu spuštěna. Vzhledem k tomu, že je simulace 
nastavena na No simulation delay, probíhá simulace rychlým tempem. Tlačítkem 
Pause dojde k jejímu zastavení. Při běhu simulace dochází k zaznamenávání zpráv do 
Logu (Log Listener), který je možné si prohlížet. Z něj je patrné, že uzel po úvodní 
sekvenci, při které došlo k jeho inicializaci, tiskne každou sekundu na výstup hlášku 
Hello, world s číslem jeho pořadí. Pokud je to tak – simulace byla úspěšně vytvořena.  
 Simulaci si nakonec můžeme uložit pomocí File -> Save simulation. 
 
3.3 Manuál k programu COOJA 
 
Základním stavebním kamenem Cooji je horní lišta. Pomocí ní dochází k ovládání 
celého programu. Obsahuje nabídky: File, Simulation, Mote Types, Motes, Plugins, Settings a 
Help. Nabídce Plugins se věnuje celá podkapitola 3.3.1. 
Náhled na podnabídky je vidět na obrázku 3.1. Obsahuje položky: 
 vytvoření nové simulace, 
 znovu načtení aktuální simulace (reload simulation), používá se k restartu simulace; 
možnosti jsou dvě – ponechat (keep random seed) nebo nově vygenerovat (new 
random seed) náhodné proměnné (např. používané u startovcích časů uzlu) 
 zavření aktuální simulace (close simulation) 
 otevření a automatické načtení uložené simulace (open simulation) 
 otevření a rekonfigurace uložené simulace (open & reconfigure simulation) – vhodné 
při změně parametrů stávající simulace 
 uložení simulace (save simulation) 
 zavření pluginů aktuální simulace (close all plugins) 
 export simulace do spustitelného JARu (Export simulation as executable JAR) – jedná 
se experimentální funkci 
 Exit 
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Nabídka File 
 
Obrázek 3.1:  Nabídka FILE 
Při vyvolání nabídky pro vytvoření nové simulace se zobrazí dialogové okno. Tím se 
nastavují základní prvky budoucí simulace. První možností je simulaci pojmenovat. Druhou 
možností je volba rádiového prostředí s pěti možnostmi: 
 Unit Disk Graph Medium (UDGM): Distance Loss – Prostředí podle základního 
komunikačního grafu s distančními ztrátami. 
 UDGM: Constant Loss – UDGM s konstantními ztrátami. 
 Directed Graph Radio Medium (DGRM) – Prostředí směrovaného radiového 
prostředí, které umožňuje ruční vytvoření (asymetrického) přímého spojení. Takovéto 
propojení se vytváří pomocí pluginů, které vytvářejí a udržují spojení.  
 No radio traffic – Bez rádiového přenosu 
 Multi-path Ray-tracer Medium (MRM) – Toto prostředí používá ztrátového modelu 
volného prostoru k výpočtu pravděpodobnosti komunikace dvou uzlů [37]. 
 
Třetí možností je nastavení rozsahu zpoždění, ve kterém dochází ke startu uzlů. 
Čtvrtým prvkem je nastavení posloupnosti pro generování náhody s možností Autogenerated. 
Nabídka Simulation 
Tato nabídka obsahuje tři podnabídky: 
 Start simulace (Ctrl + s) 
 Otevření pluginu kontrolního panelu (jeho popis v podkapitole pluginů 3.3.1) 
 Informace o probíhající simulaci – obsahuje informace o statusu simulace (run/stop), 
času simulace, počtu uzlů, počtu typů uzlů a použitých rádiové prostředí. 
Nabídka Mote Types 
Má dvě podnabídky. První umožňuje vytvořit typ uzlu. Druhá obsahuje informace o 
jednotlivých typech uzlu jako např. jeho identifikační označení, název v simulacích, název 
Contiki aplikace, přítomné senzory, přítomné rozhraní atd. 
Nabídka pro vytváření typu uzlů obsahuje několik možností. Tyto možnosti je možno 
rozdělit do různých vrstev tak, jak naznačuje obr. 3.2. 
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Obrázek 3.2:  Nabídka Mote Types 
Disturber Mote Type – je to hotový uzel, který se nenastavuje; slouží jako „rušička“ 
k obsazování rádiového prostředí 
Imported App Mote Type – používá se k načítání hotového typu uzlu ve formě Java 
souboru 
Contiki Mote Type – používá se nejčastěji pro testování aplikací, testování kódu; 
platformě nezávislé 
MicaZ/Sky/ESB Mote Type – má téměř stejné funkce jako Contiki Mote Type s tím 
rozdílem, že kompilace probíhá pro danou platformu. Naznačuje detaily chování těchto 
platforem. 
Okno kompilace je téměř stejné pro OS i Emulated level. Jeho příklad je na obrázku 
3.3. 
 
Obrázek 3.3:  Okno kompilace uzlu 
V dialogu Description se typ uzlu pojmenuje; Contiki process / Firmware načítá 
aplikaci Contiki. V dialogu Compile commands se zadávají kompilační příkazy. Do tohoto 
dialogu je možno dopisovat potřebné příkazy. Po načtení aplikace se nachází v tomto okně 
vždy pouze: make jmeno_aplikace.cooja TARGET=cooja. V příkladu na obrázku je také 
příkaz: make TARGET=cooja clean, který vyčistí složku od předchozích kompilací pro 
danou platformu. Tento krok bývá někdy nutný při opakované simulaci. Pokud by byl zvolen 
typ uzlu ve vrstvě Emuleted, nacházela by se zde místo platformy Cooja jiná z typu 
ESB/MicaZ/Sky. Dále je na obrázku nastíněno užívání definic pomocí DEFINES=… Za tímto 
příkazem se může nacházet řada definic např. definice IP adresy cílového uzlu.  
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Karta Mote Interfaces nabízí možnost zvolit si, které rozhraní bude kompilovaný uzel 
obsahovat. Výčet možných rozhraní je na obrázku 3.4. 
V kartě Advanced dochází k načítání síťové sady. Standardně je tento sada 
definována. 
Karta Enviroment definuje proměnné pro prostředí Cooja. Tato karta se využívá při 
specifických nárocích na Cooju. 
Poslední karta Compilation output vzniká až při kompilaci uzlu. Podává informace o 
jejím průběhu a zobrazuje zda kompilace proběhla v pořádku. Úspěšná aplikace končí 
řádkem:  
rm jmeno_aplikace.co 
Pokud by byla kompilace neúspěšná, může se ve výstupu kompilačního dialogu 
nacházet například: 
<command-line>: error: macro names must be identifiers 
make: *** [udp-server.co] Error 1 
Process returned error code 2 
 
V tomto případě je nutné chybu nalézt a opravit. Jak je vidět, tak se kompilátor snaží 
na chybu upozornit. Jak je to ovšem obvyklé i u ostatních kompilátorů programových kódů, 
popis chyby nemusí vypovídat o její možné příčině.  
 
 
Obrázek 3.4:  Záložka možných rozhraní uzlu v okně kompilace uzlu 
Nabídka Motes 
Pomocí nabídky Motes mohou proběhnout dvě akce. První akcí je přidání 
zkompilovaného a definovaného uzlu do simulace. To probíhá stejně jako při přidávání uzlu 
po kompilaci, pomocí okna Add Motes (viz obr. 3.4.). V něm se nastavuje počet přidávaných 
uzlů, dále druh pozicování a poziční intervaly. Z druhů pozicování je možné si vybrat pozici 
náhodnou nebo manuální; při vkládání většího počtu uzlů také lineární a eliptické. Při 
vkládání manuálně je nutné zadat pozici přímo čísly. U volby pozičního intervalu je zřejmá 
volba ve třech osách, takže Cooja počítá i s výškovými rozdíly mezi uzly. 
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Obrázek 3.5:  Okno pro přidání uzlů do simulace 
Druhou možnou akcí v nabídce Motes je vymazání všech umístěných uzlů ze 
simulace. 
Nabídka Settings 
V této nabídce je možné individuální nastavování Cooji. Při normálním užívání nejsou 
podnabídky v Settings potřebné a manipulace s některými prvky této nabídky může 
v důsledcích znamenat nefunkčnost programu. Tyto podnabídky jsou: 
External tools Paths – slouží k modifikaci celého programu; definuje sekvence, 
příkazy, cesty atd., které jsou potřebné například ke kompilaci; jednotlivé argumenty by 
neměly být měněny; užitečným tlačítkem okna je RESET, na které je možné se obrátit při 
nefunkčnosti programu. 
COOJA projects – grafický modifikátor projektu. Pomocí něj lze např. povolovat 
aplikace jako Cooja pluginy [36] nebo nahrávání nových rozhraní uzlu. 
Compiler configuration wizard – průvodce pro testování (a následné nastavování) 
správné konfigurace Cooji. Při běhu jednotlivých testů se provádí změny 
v podnabídkách nabídky Settings. Wizard je možné využít pro zajištění správné funkčnosti.  
Buffer sizes – zde probíhá nastavení bufferu simulace, tedy paměti, která se má 
vyhradit pro zaznamenávání zpráv pluginu „Log listner.“ 
Poslední položka nabídky Settings značí verzi Java, pod kterou tato Cooja běží. 
Nabídka Help 
Při vyvolání podnabídky keyboard shortcuts se na pravém okraji Cooji zobrazí 
nápověda se zkratkami pro ovládání tohoto programu.  
Zatrhnutím druhé položky Quick help (nebo F1), se na pravém okraji zobrazí 
nápověda aktuálně zvoleného okna pluginu, ovšem při přeměně oken pluginů se tato 
nápověda aktualizuje pro právě zvolený. Tato nápověda ale nemusí být vytvořena u všech 
pluginů. 
 - 33 - 
3.3.1 Nabídka Plugins a moduly plugin v Cooji 
Moduly plugin, nebo-li přídavné jsou v Cooji, dá se říct, nejdůležitější součástí. 
Umožňují nastavení a sledování různých prvků simulace. S vývojem Cooji se tyto pluginy 
rychle rozšiřují a postupem času i přibývají.  
Control Panel 
Je základním pluginem pro řízení simulace. Jak již bylo zmíněno, nenachází se 
v nabídce Plugins, nýbrž v nabídce Simulation. Jeho úkolem je spouštění, zastavování, 
krokování a určování rychlosti simulace.  
Funkce tlačítek Start, Pause a Step millisecond je jasná. Do pole Stop at je možno 
zapsat čas, ve kterém se simulace zastaví a také se zde zapíše čas při stisku Pause. Na dalším 
řádku je zobrazen čas, ve kterém se simulace nachází. Relativní rychlost simulace (Relative 
speed) lze ovlivnit nastavením „zpoždění“ na časové ose, která se nachází nejníže v okně 
panelu. K ní se také váže nad ní umístěný text u aktuálního nastavení. Výchozí nastavení při 
začátku simulace je „No simulation delay,“ kdy simulace probíhá co největší rychlostí. Při 
jednom kliknutí na osu je možno nastavit „Real time“ (viz obr. 3.6.) a dalšími kliknutími, či 
posouváním jezdce se nastavuje „zpoždění“ od 1/100 ms do 1000 ms. Například ono 
nastavení na 1000 ms znamená, že jedna milisekunda simulace proběhne za jednu sekundu 
normálního času. Výsledná rychlost ovšem závisí i na výpočetní náročnosti simulace. 
 
 
Obrázek 3.6:  Okno Control Panelu běžící simulace 
Simulation Visualiser 
Tento plugin umožňuje vizuální zobrazení senzorových uzlů v simulaci. Nachází se 
v něm spousta podnabídek, které se vztahují nejen k vizuálnímu zobrazení, ale také k uzlům 
umístěným v simulaci. Obr. 3.7 znázorňuje Visualizer s nabídkou toho, co je možné zobrazit 
– vyvolává se kliknutím na „Select visualizer skins“: 
 Mote Ids – (čísla v uzlech) id uzlů, pod kterými vystupují v Log Listneru. 
 Addresses… – (číslo pod uzly) znázorňuje nastavený Rime nebo Ip adressu uzlu. Log 
output – (nápisy nad uzly) zobrazuje poslední zprávu, kterou pomocí printf uzel 
vytiskl. 
 LEDs – vedle uzlů se zobrazí indikátory pro zobrazení aktivity diod uzlu. 
 Radio traffic – (ve schématu zaznačeno šipkou od uzlu 3 k uzlu 1; a také údaje o 
proběhlém přenosu – Tx, Rx, Int) zobrazuje rádiový přenos mezi samotnými uzly. 
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 Positions – informace o souřadnicové pozici (možné ve třech osách). 
 10m background grid – mřížka  
 Mote type – barevné znázornění typu uzlů (při průběhu simulace se ovšem tyto barvy 
překryjí barvou znázorňující událost) 
 Mote attributes – zobrazení atributů uzlů 
 Radio environment (DGRM/UDGM – dle zvoleného prostředí) – zobrazení dosahu 
uzlu (zelený oblouk značí dosah Tx, šedý oblouk (plocha) rozsah možných interferencí 
Int) u uzlu „v dosahu“ se pod ním zobrazí také úspěšnost doručení (v procentech). 
 Code – zobrazení aktuálně zpracovávaného kódu – pouze u emulovaných uzlů (v 
tomto případě Sky). 
 
Obrázek 3.7:  Vizualizér s nabídkou možností zobrazení 
Uzly je samozřejmě možné přemísťovat pomocí myši po ploše a také je možný pohyb 
celou plochou. Další nabídka se vyvolává klinutím pravého tlačítka na volnou plochu 
vizualizéru. Vyvolá se akční nabídka s možnostmi: 
 Reset viewpoint – nastaví zobrazení tak, aby všechny uzly byly viditelné; 
 Hide window decoration – skryje dekorace okna vizualizéru; 
 Change transmission ranges – nastavuje Tx a Int rozsahy rádiového prostředí; 
 Change Tx/Rx success ratio – nastaví úspěšnost vysílání a přijímání v rádiovém 
prostředí; 
 Show traffic history – zobrazí tenkou šedou čarou proběhlé přenosy; 
Poslední nabídku (viz. obr. 3.8) je možné vyvolat pravým kliknutím na kterýkoliv uzel 
v simulaci. Ve spodní části této nabídky (pod čarou) jsou zobrazeny také výše popsané 
možnosti nastavení – vyvolané pravým kliknutím na volnou plochu. Specifickými možnostmi 
pro uzel jsou: 
 Podnabídka pro otevření dalších pluginů pro uzel 
 přesunutí uzlu;  
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 kliknutí na hardwarové tlačítko umístěné na uzlu 
 zobrazení ukazatelů LED uzlu;  
 zobrazení aktivity na sériovém portu;  
 vymazání tohoto uzlu;  
 zkopírování adresy uzlu do schránky; 
 vymazání všech uzlů daného typu ze simulace.  
 
Některé volby jsou možné u typů určitých uzlů a také na základě zvolených možností 
zobrazení. Nejvíce voleb je pak možných pro uzly emulované. 
 
Obrázek 3.8:  Vizuálizér s nabídkou pro uzel 
Podnabídka pro otevření pluginů pro uzel obsahuje následující: 
 Informace o uzlu – vyvolá podnabídku, ve které je možné zjistit, jakého typu je daný 
uzel, jeho jméno, počet a dále i výpis jeho rozhraní a frekvenci CPU; 
 Mote interface viewer – na toto okno se odkazuje mnoho „rychlých příkazů“ např. 
Show LEDs on… V tomto okně je možné zjistit všechny možné vlastnosti uzlu od 
pozice přes Rime nebo Ip adresy, ID, File systému (coffee) až po teplotu. Pro některé 
funkce musí být daný uzel připraven (naprogramován);  
 Variable watcher – fungoval opět spíše na uzlech u emulované vrstvy. Za pomocí 
tohoto pluginu je možné číst a přepisovat aktuální hodnoty proměnných v procesu 
Contiki. Je možné měnit i ty, které nebyly v původním procesu definovány. 
 MSP Cli – vyvolá okno s příkazovým řádkem pro MSPSim (kapitola 2.5.2); 
 MSP Code/Stack/Cykle watcher – další sada možností pluginů vycházející 
s MSPSimu. Funguje tedy pouze pro emulované uzly. 
 Serial Socket (Client/Server) – pluginy pro skenování aktivity na Serial Socketu – 
startování těchto pluginů většinou indikovala chybu a nebo plugin nic 
nezaznamenával. 
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Log Listener 
Log Listner je důležitým článkem simulátoru. „Naslouchá“ uzlům a zobrazuje logy – 
textové zprávy – kterými jednotlivé uzly označují svou aktuální činnost. Každá takováto 
událost je zaznamenávána spolu s časem (v milisekundách) a s ID uzlu, který danou činnost 
vykonává.  
Nedílnou součástí je také Filter, pomocí něhož lze zobrazit požadované údaje. 
Zadáním požadovaného textu a jeho potvrzením tlačítkem Enter, proběhne vyhledávání 
textového řetězce ve dvou sloupcích (Mote a Message) Listeneru. Tato funkce je vhodná např. 
při odfiltrování zpráv určitého uzlu (zadáním například „ID:2“) nebo při zaměření na určitý 
typ zpráv (například „DATA send“), což značně usnadní práci. Zrušení filtrování se provádí 
smazáním textu z textového pole filtru a opětovným potvrzení Enter. 
Na obr. 3.9 je příklad úvodních zpráv při startu uzlu a následující komunikace mezi 
dvěma uzly. Navíc je zde vidět i nabídka, kterou lze vyvolat pravým stiskem tlačítka myši. 
 
 
Obrázek 3.9:  Log Listner s nabídkou a podnabídkami 
Pomocí nabídky v Log Listeneru lze provést následující: 
 Kopírovat všechno(čas, ID, zprávy)/všechny zprávy/vybrané položky do schránky; 
 Odstranění údajů z Logu; 
 Uložení Logu do souboru; 
 Zobrazení (Focus) dané události v modulu Timeline nebo Radio Loggeru – při 
stisknutí mezerníku se zobrazí v obou pluginech; 
 Možnost barevného odlišení logovaných zpráv dle ID uzlu. 
 
Timeline 
Timeline je současně nejmladším pluginem tohoto prostředí. Tento plugin je již 
v krátkosti popsán v kapitole 2.5.1. Jeho úkolem je grafické zobrazení aktivity uzlů na časové 
ose. Možnosti zobrazení jsou čtyři: Vysílání(modrá)/příjem(zelená), aktivita radiového 
zařízení(šedá při aktivaci), zobrazení aktivity LED diod a Watchpoint. Watchpoints jsou 
podobné jako body přerušení (brekpoint), ale nemají za úkol zastavit simulaci. Jejich 
nastavení se provádí ve vizualizéru pomocí „MSP code watcher,“ tudíž je jeho funkce spojená 
s programem MSPSim.  
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Timeline obsahuje dvě možné nabídky vyvolané stiskem pravého tlačítka. První z nich 
se vyvolává kliknutím nad oblastí čísel ID jednotlivých uzlů. Tato jednoduchá nabídka 
obsahuje příkazy k práci se zvolenou časovou osou uzlu. Těmi jsou: přesunutí dané osy nad 
ostatní, seřazení podle vzdálenosti od daného uzlu, odstranění tohoto uzlu s pluginu timeline a 
odstranění všech uzlů s pluginu kromě vybraného uzlu. 
Druhá nabídka se vyvolá stiskem pravého tlačítka nad osami průběhů aktivity, 
přičemž pro volbu Focus je závislá na místě, kde byla vyvolána. Zbytek na místě závislý není 
a tudíž je společný pro všechny uzly. Tato nabídka obsahuje: 
 Přidání uzlů do pluginu – po jeho předchozím vymazání s pluginu; nové uzly vložené 
do simulaci jsou přidávány automaticky. 
 Přiblížení. 
 Oddálení. 
 Přibližovací ubli – rychlé a přesné přibližování/oddalování. 
 Uložení nezpracovaných dat do souboru – dochází k textovému uložení veškerých 
stavů a dat do souboru; např. výpis činnosti rádiového hardwaru atd. 
 Vytisknutí statistiky do konzole – v terminálu ve kterém byla Cooja spuštěna jsou 
vytištěny statistiky o dosavadní délce běhu jednotlivých rozhraní uzlů (zapnutí rádia, 
vysílání, přijímání, délce aktivace LED apod.)  v mikrosekundách a procentech, které 
jsou vztaženy k dosavadní délce simulace. Statistiky jsou zobrazeny pro jednotlivé 
uzly (zapsány podle ID) a také průměrnými hodnotami ze všech uzlů v simulaci (v 
modulu Timeline). 
 Vymazání dosavadních záznamů z pluginu. 
 Přesun na časovou událost v Log Listeneru/Radio Loggeru nejblíže od místa kde byla 
nabídka vyvolána; lze také vyvolat dvojitým kliknutím na ose uzlu. 
 Rozšířená nabídka o možnosti zobrazení: 1) detailů o provádění akcí v popiscích a 2) 
barevné zvýraznění rádiových stavů aktivního rádiového kanálu. 
 
Dále je nutné zdůraznit že při najetí myši na místo akce na ose se při kliknutí levým 
tlačítkem zobrazují aktuální stavy simulace (tedy čas, stav hardwaru či jiné) či-li tak, jak by 
byly uloženy v souboru s nezpracovanými daty. Dále je možné pomocí časové osy, která je 
umístěna nad všemi osami uzlů, vyvolat držením levého tlačítka jednoduchý ukazatel 
aktuálního času simulace. 
 
Pluginy Timeline, Log Listner a Visualizer jsou spojeny i tak, že při kliknutí na akci 
uzlu (v Log Listeneru) nebo čísla ID uzlu (v Timeline) způsobí rozblikání daného uzlu ve 
zbylých dvou pluginech. 
 
Event Listener 
Event Listener je jednoduchý plugin, který zastaví simulaci nastane-li zvolená událost. 
Dá se využít například při testování aplikací, u kterých je nutné ověřit zda pracují jak mají. 
Simulaci je možné zastavit i při změnách na událostech, jimiž se mění nastavení v uzlu (v 
pluginech „Mote interface viewer“) 
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Radio Logger 
Radio Logger zachytává veškerou rádiovou komunikaci mezi jednotlivými uzly, tedy 
veškeré pakety pohybující se v tomto prostředí. Aktuální počet zachycených paketů je hned za 
názvem okna pluginu. Jednotlivé přenosy zaznamenává ve výpisu ve formátu: čas simulace, 
ID vysílacího uzlu, ID přijímacího uzlu nebo počet přijímacích uzlů (v hranaté závorce) a 
výpis přenesených dat ve formě hexadecimálních znaků. Tento výpis (spolu s dekódovanými 
daty) je možné si detailně prohlédnout kliknutím na vybraný řádek zaznamenaného přenosu, 
kdy se jeho výpis zobrazí v dolní části okna pluginu nebo ponecháním kurzoru na vybraném 
řádku (a v tomto případě i sloupci) dojde ke zobrazení detailů zvolené buňky. 
Pravým tlačítkem lze vyvolat nabídku okna, která je u některých položek nabídky 
závislá na zvoleném řádku záznamu Radio Loggeru. Její možnosti jsou: 
 Zkopírování vybraného řádku do schránky; 
 Zkopírování všech řádků do schránky; 
 Vymazání všech nalogovaných záznamů; 
 Assign alias – slouží k pojmenování (označení) paketů se stejným datovým obsahem 
 Uložení celého výpisu (všech řádků) komunikace do souboru; 
 Přesun k události v pluginu Timeline, Log Listener nebo obou najednou (pomocí 
mezerníku); 
 Možnost volby analýzy proběhlého přenosu: bez analýzy nebo 6LoWPAN Analyzer. 
Pomocí 6LoWPAN analyzéru dochází k reinterpretaci dat. 
 
Při kopírování a ukládání řádků jsou ukládány pouze hexadecimální znaky (a to i 
v případě 6LoWPAN analyzéru – ovšem reinterpretované). Ukládání dekódovaného „textu“ 
neprobíhá u žádné možnosti. Dále je v Radio Loggeu možno pomocí Ctrl+F vyvolat nástroj 
pro hledání v datech. 
 
Contiki Test Editor 
Pomocí Contiki Test Editoru lze nejjednodušeji automatizovat simulaci v Cooji. 
V kombinaci se skriptem shellu může docházet k automatizaci několika testů například 
změnou parametrů v .csc souboru [36].  
Při aktivovaném test editoru tedy probíhá simulace na základě naprogramovaných 
podmínek ve skriptu (JavaScriptu). Nejjednodušší automatizací může být omezení času běhu 
simulace. Spodní část okna Test Editoru je vyhrazena pro výpis stavu plnění skriptu. Takže 
zde mohou být vypisovány zprávy například z Log Listeneru. Na závěr každého skriptu dojde 
k vyhodnocení proběhlé simulace. 
Zapisování skriptu tedy probíhá do editoru nebo je možné využít pěti příkladových 
skriptů nalézajících se pod tlačítkem ve spodní části okna. Mimo toto tlačítko se zde nalézá 
aktivační tlačítko, pomocí něhož se dané plnění skriptu aktivuje. Poslední tlačítku je pro 
spuštění simulace s testovacím skriptem bez průběhu v grafickém prostředí. Při stisku tohoto 
tlačítka dojde ke simulaci v textovém prostředí, přičemž na konci vypíše jak průběh tak i 
koncový status. 
 
Posledním Pluginem v této části je Notes. Ten slouží k zápisu poznámek a na simulaci 
nemá žádný vliv. 
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4 SIMULACE KOMUNIKAČNÍCH SCHÉMAT 
 
Pro simulace v Cooji byla vybrána aplikace (na základě rady od vývojářů Contiki), při 
které spolu komunikují dva uzly pomocí UDP datagramů prostřednictvím směrovacího 
protokolu RPL. První uzel – s aplikací udp-client – odešle „Hello“ s číslem pořadí a druhý 
uzel – s aplikací udp-server – při příjmu daného „Hello“ vypíše hlášení (v Log Listeneru). 
Klientské uzly jsou vytvořeny tak, že jsou schopny data přeposílat společně se svými 
odesílanými daty. Tento jev je nežádoucí, tudíž je nutné vytvořit routery, jejichž úkolem bude 
samotné přeposílání. 
Aby nedošlo k poškození nebo deformaci původních exampelů či souborů Contiki, je 
před zahájením simulace vhodné připravit si Makefile a aplikace, které budou kompilovány 
mimo souborový systém Contiki. Pro práci je tedy v domovském adresáři (tedy na úrovni kde 
jsou složky operačních systémů) vytvořena složka, např. zde bp_projekt. Do této složky byla 
překopírována složka z contiki-2.5.rc1/examples/ipv6/, konkrétně rpl-udp. 
Tuto složku je nutno dále modifikovat. Prvním, leč méně důležitým, krokem je 
smazání uložené simulace rpl-udp.csc. Ta simuluje interakci mezi 50-ti klienty odesílajícími 
data a jedním serverem v náhodném rozmístění.  
Druhou činností je vytvoření další aplikace např. s názvem udp-router.c, který je 
v počáteční fázi duplikátem aplikace udp-client.c. Aby aplikace fungovala čistě jako router, 
musí být smazán, či zakomentován (pomocí /* a */) řádek odesílající pakety, tedy řádek 156: 
ctimer_set(&backoff_timer, SEND_TIME, send_packet, NULL); 
Pro zajištění funkčnosti tento zásah dostačuje, ale pro vyhnutí se kompilačním 
varováním je možné odstranit řádek 126 a makro send_packet z řádků 73 až 84, tedy: 
static struct ctimer backoff_timer; /* radek 126 */ 
/* ------- */ 
static void send_packet(void *ptr)  /* makro send_packet */ 
{ 
  static int seq_id; 
  char buf[MAX_PAYLOAD_LEN]; 
 
  seq_id++; 
  PRINTF(„DATA send to %d ‚Hello %d‘\n“, 
         client_conn->ripaddr.u8[15], seq_id); 
  sprintf(buf, „Hello %d from the client“, seq_id); 
  uip_udp_packet_sendto(client_conn, buf, strlen(buf), 
                        &server_ipaddr, UIP_HTONS(UDP_SERVER_PORT)); 
 
V souboru routeru je dále vhodné upravit název procesu s udp_client_process na 
udp_router_process, tudíž přejmenovat všechny názvy client na router, aby nedocházelo 
k záměně při výpisu logů. Těmito řádky (původní aplikace) jsou: 58, 59, 123 a 134. Větší 
úpravy názvů nemají smysl. Aby simulace probíhala rychlejším tempem, je možné 
přednastavit dva intervaly na řádcích 49 a 50 následujícím způsobem: 
#define START_INTERVAL  (10 * CLOCK_SECOND) 
#define SEND_INTERVAL  (5 * CLOCK_SECOND) 
 
Aplikace routeru by měla být hotová. V aplikaci klienta je také možná zmíněná 
úprava intervalů pro rychlejší simulaci se stejnými konstantami. K takovéto úpravě je však 
třeba ještě upravit řádek 51 na následující znění: 
#define SEND_TIME   (5 * CLOCK_SECOND) 
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Při této úpravě bude klient odesílat zprávy po deseti sekundách – shledá-li klient 
odeslání jako úspěšné, neshledá-li tak pět sekund. Během deseti až patnácti sekund od 
inicializace vysílacího uzlu proběhne první vysílání zprávy. Další úpravy souborů aplikací 
nutné nejsou. 
Nutná je ovšem úprava Makefile. Hned do prvního řádku musí být dopsán vytvořený 
udp-router, aby mohl být podle tohoto Makefilu zkompilován. Třetí řádek v tomto případě 
musí být obohacen o umístění používaného operačního systému – vypadat může následovně: 
CONTIKI=/home/user/contiki-2.5.rc1 
Další dva řádky (5 a 6) značí použití IPv6, což se nijak měnit nebude. Posledním 
nezmíněným, avšak neměněným souborem je Makefile.target. Ten obsahuje informaci, že 
simulace bude probíhat na platformách sky, tedy na emulované vrstvě. A to proto, že na 
jiných platformách či simulacích v jiných vrstvách protokol RPL v Cooji nefunguje. 
 
4.1 První komunikační schéma 
 
V prvním komunikačním schématu (Obr. 4.1) jsou uzly postaveny do tvaru čtverce. 
Nachází se zde server (ID:1; zelený), klient (ID:2; oranžový) a 23 routerů (ID: 3 – 25; fialové, 
uzel s ID:9 naznačuje rádiový rozsah všech uzlů). 
 
 
Obrázek 4.1:  První komunikační schéma s rádiovým rozsahem 
Po spuštění Cooji (spíše pomocí terminálu z verze Contiki-2.5.rc1), proběhne 
vytvoření nové simulace, kdy zvolené rádiové prostředí bude jednoduché, lehce nastavitelné 
UDGM Distance Loss. Simulace může být pojmenována (v tomto případě např. Systém) a je 
vhodné zatrhnout autogenerated u Main Random Seed. Vytvořené simulační prostředí se 
doplní pouze o plugin Radio Logger. 
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Nyní může proběhnout vytvoření typů uzlů. Pořadí při vytváření jednotlivých uzlů je 
libovolné. Nejvhodnější je ovšem začít serverem. Vytvoříme tedy Sky mote type, 
pojmenovaný „server“ s aplikací udp-server.c, z námi vytvořeného adresáře. Žádné speciální 
požadavky na kompilaci či rozhraní uzlů nemáme a je možné pokračovat tlačítkem Compile. 
První kompilace trvá vždy trochu déle. Byla-li úspěšná, je možné pokračovat k vytvoření. 
V okně vytvoření je při jednom uzlu zvolena možnost manuálního pozicování a je možno 
pokračovat Create and Add. Při jeho stisku se objeví okno se zadáním pozice. 
S přihlédnutím na rádiový rozsah (42 metrů; rozteč uzlů bude pro jednoduchost činit 40 
metrů) a počet uzlů je udána pozice X=160, Y=160, Z=0 a pokračuje se tlačítkem Next. 
Jako druhý bude stejným způsobem zkompilován klient, jen se změněným jménem na 
client. Bez speciálních požadavků na kompilaci tak bude vytvořen Sky Mote type s aplikaci 
udp-client.c. Pozice uzlu je zvolena na X=0, Y=0, Z=0. 
Jako poslední budou vytvořeny routery. Při kompilaci je změna oproti předchozím 
opět pouze v názvu uzlu a aplikace. Tou je udp-router. Pro přesné umístění je nutné opět 
zadat manuální pozicování 23 uzlů. Vzdálenosti mezi jednotlivými uzly jsou v osách X i Y 
40m.  
Ještě před spuštěním simulace je vhodné si minimálně zapnout zobrazení: ID, Radio 
traffic, Mote type, Radio environment (UDMG). Posledním krokem je nastavení rádiového 
rozsahu. Simulace bude probíhat v téměř ideálních podmínkách volného prostranství. Rozsah 
je tedy nastaven na 42 metrů TX range. INT range je nastaven na 0. Úspěšnost přenosu byla 
nastavena na 99,5% u přijímání i vysílání (RX i TX). 
Takto složená simulace je uložena ve složce bp_projekt s názvem prvni.csc.  
4.1.1 Výsledky simulace prvního komunikačního schéma 
Délka simulace byla přesně v délce 150 sekund. Za tuto dobu proběhla inicializace 
všech uzlů, sestavení sítě, hledání ideální cesty a odeslání čtrnácti zpráv „Hello.“ Na dvanáct 
zpráv bylo serverem odpovězeno. Nastavení intervalů bylo záměrně takové, aby bylo možné 
zjistit, kdy dochází k nalezení cesty. Start uzlů je řízen Coojou technikou náhodného startu. 
Tabulka 4.1:  Start a první úspěšný přenos v síti 
Čas simulace 
[ms] 
ID 
uzlu Událost Poznámka 
285 4 Začátek inicializace uzlů Během inicializace uzlu je zaznamenáno devět logů 
1305 9 Konec inicializace uzlů Všechny uzly inicializovány  
5053 1 Začátek rádiové komunikace Bez příjemce 
5072 1, 17 První úspěšné rádiové vysílání Konkrétnímu uzlu 
15489 2 Pokus o první vysílání zprávy HELLO Neproběhl rádiový přenos 
25489 2 Druhý pokus o vysílání HELLO Neproběhl rádiový přenos 
30489 2 Třetí vysílání HELLO Předáno uzlu 3 v čase 30502 ms; ACK uzlu ID:3 o 2 ms později 
31095 1 Příjem „HELLO 3“ serverem Komunikace proběhla přes routery s ID: 3, 4, 5, 8, 15, 16, 17 
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Z tab. 4.1 je patrné, že 15 sekund po startu není síť schopna přenést danou zprávu. 
Této akce je schopna po 30 sekundách běhu simulace. Tedy po této době je síť připravena 
k přenosu zpráv.  
Do doby prvního úspěšného vysílání bylo Radio Loggerem zaznamenáno 4388 
rádiových vysílání (Tx). Ovšem velká většina rádiových vysílání neměla určeného příjemce 
nebo docházelo k opakovaným vysíláním. Určeno číslem bylo z těchto 4388 vysílání přijato 
743 (Rx).   
V tab. 4.2. je souhrn údajů, které byly nasimulovány. Tabulka je vztažena k posílání 
„Hello“ zpráv. Některé hodnoty byly určeny přímo ze simulátoru, některé byly zjištěny 
pomocí následné analýzy surových dat stažených z pluginů (uložených v příloze na DVD ve 
složce vysledky_prvni_schema ). Takto byla data analyzována také pro celou simulaci (údaje 
vztažené k celé délce simulace a ke všem uzlům sítě) včetně režie sítě. Údaje zjištěné 
analýzou surových dat jsou následující: 
 Délka simulace: 150 s 
 Počet vyslaných paketů (Tx):  18331 
 Počet přijatých paketů (Rx):   4267 
 Procentuální úspěšnost Rx/Tx: 23,28 %  
 Počet interferencí: 741 
 Průměrná délka inicializace jednoho uzlu: 85 ms 
 Průměrná doba vysílání u jednoho uzlu: 1921234 µs  = 1,28 % času simulace 
 Průměrná doba přijímání u jednoho uzlu: 396995 µs   = 0,26 % času simulace 
 Průměrná délka aktivity rádiového zařízení: 9977000 µs  = 6,65 % času simulace 
Tabulka 4.2:  Analýza přenosu zpráv v síti prvního komunikačního schéma 
Zpráva Čas posílání [ms] 
Čas příjmu 
[ms] 
Doba průchodu sítí 
[ms] 
Procházená cesta –  
ID routerů 
Hello 3 30489 31104 615 3, 4, 5, 8, 15, 16, 17 
Hello 4 40490 41307 817 3, 4, 5, 8, 15, 16, 17 
Hello 5 50490 52322 1832 11, 10 13, 14 15, 16, 17 
Hello 6 60490 61010 520 11, 10 13, 14 15, 16, 17 
Hello 7 70490 71426 936 11, 10 13, 14 15, 16, 17 
Hello 8 80490 81236 746 11, 10 13, 14 15, 16, 17 
Hello 9 90490 91797 1307 11, 10 13, 14 15, 16, 17 
Hello 10 100491 101739 1248 11, 10 13, 14 15, 16, 17 
Hello 11 110491 111181 690 11, 10 13, 14 15, 16, 17 
Hello 12 120491 121117 626 11, 10 13, 14 15, 16, 17 
Hello 13 130491 131175 684 11, 10 13, 14 15, 16, 17 
Hello 14 140491 141507 1016 11, 10 13, 14 15, 16, 17 
     
Průměrná doba průchodu: 919,75 ms 
Maximální doba průchodu: 1832 ms 
Minimální doba průchodu: 520 ms 
 
Vývoj propustnosti je zobrazen na obr. 4.2. zdůrazňuje nekonstantní čas přenosu 
zprávy, na něhož má vliv probíhající komunikace v síti a nastavení vysílání u Sky uzlů.  
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          Obrázek 4.2:  Kolísání přenosové doby zpráv u prvního komunikačního schéma. 
 
Na obr. 4.3 je naznačen přenos zpráv komunikačním schématem. Cesta zpráv Hello 3 
a 4 naznačena červeně, ostatní modře. 
 
Obrázek 4.3:  Přenos zpráv prvním komunikačním schématem 
 
 
 - 44 - 
4.2 Druhé komunikační schéma 
 
Oproti prvnímu jsou uzly v druhém komunikačním schématu (obr. 4.4) postaveny 
v přímce za sebe. Každý uzel (samozřejmě kromě krajních) má 2 sousedy. Celá síť by neměla 
být tolik zatížena výběrem možných cest, nicméně zpráva bude procházet přes násobně větší 
počet uzlů. Uzly simulace budou sestaveny se stejnými parametry, tedy aplikacemi, rozsahy; 
počet uzlů bude rovněž stejný. Čas simulace je stanoven na 200 sekund. 
 
 
Obrázek 4.4:  Druhé komunikační schéma s rádiovým rozsahem 
Při sestavování simulace se postupuje stejný způsobem. Simulace je pojmenována 
jako Druha. Opět se použije rádiové prostředí UDMG: Distance Loss. Souřadnice uzlů jsou 
následující: X = Y = Z = 0 – pro klienta; X = 960, Y = Z = 0. Při přidávání routerů bylo 
počítáno s využitím lineárního pozicování, které jako možnost nabízí okno pro přidávání uzlů 
(Add motes). Bohužel se tato funkce chová velmi nesmyslně a tak nezbývá nic jiného, než 
uzly s aplikací router umístit pomocí manuálního pozicování (s rozestupy po 40 metrech v ose 
X). Pokud je schéma sestaveno a je nastaven čas zastavení simulace na 200 sekund, je možno 
stimulaci spustit.  
4.2.1 Výsledky simulace druhého komunikačního schématu 
Při simulaci bylo klientem odesláno 28 „Hello“ zpráv. Během simulace byla totiž 
velká část odeslaných zpráv vyhodnocena klientem jako neodeslány a proto byly některé – 
nepředané zprávy  (před sestavením spojení) posílány po pěti sekundách (jak vyplývá 
z nastavení uzlů). Výsledky analýzy tohoto komunikačního schématu jsou v tab. 4.3. 
Tabulka 4.3:  Naměřené údaje druhého komunikačního schématu 
Čas simulace [ms] Událost Poznámka 
271 Začátek inicializace uzlů Uzel s ID: 14 
1342 Konec inicializace uzlů Všechny uzly připraveny k činnosti 
4622 První rádiové vysílání Bez příjemce a následně i bez odpovědi 
10586 Čas odeslání „Hello 1“ 
Opakování pokusu po pěti sekundách; 
zprávy „Hello 1“ až „Hello 17“ nebyly 
ani vysílány  
12237 První potvrzená komunikace Začátek budování sítě 
95588, 105588 Časy odeslání „Hello 18“ a „Hello 19“ 
Zprávy odeslány – předány dalším 
uzlům; nedoručeny – ztraceny v síti 
115588 Odeslání „Hello 20“ Úspěšné; tento čas lze považovat za dobu potřebnou pro sestavení sítě. 
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Na obr. 4.5. je zaznamenán průběh zahajovací komunikace mezi uzly pomocí pluginu 
Timeline. Demonstruje průběh budování sítě od serveru (ID: 1) přes nejbližší uzly (klesající 
ID uzlu) až po klienta (ID: 2). Po vybudování spojení mezi uzly dochází dále k udržování 
spojení, což na obrázku znázorňují další přijímání a vysílání uzlu od navázání spojení. 
Diagram je označen i časem, ve kterém proběhlo první úspěšné odeslání. 
 
 
Obrázek 4.5:  Budování sítě u druhého komunikačního schématu 
Před započetím prvního úspěšného vysílání (do času simulace 115685 ms) byl v síti 
pokus o vyslání (Tx) 13253 paketů. Stejně jako u prvního schématu byla větší část těchto 
vysílání neúspěšná. Přijato (Rx) bylo 2530 paketů. 
V tab. 4.4. jsou údaje o průchodu zpráv sítí. Nutno podotknout, že zpráva musí projít 
všemi 23 routery. Informace vztažené k celé simulaci jsou následující: 
 Délka simulace: 200 s 
 Počet vyslaných paketů (Tx):  24255 
 Počet přijatých paketů (Rx):   5982 
 Porcentuální úspěšnost Rx/Tx: 24,66 % 
 Počet interferencí: 319 
 Průměrná délka inicializace jednoho uzlu: 85 ms 
 Průměrná doba vysílání u jednoho uzlu: 2364225 µs = 1,18 % času simulace 
 Průměrná doba přijímání u jednoho uzlu: 417626 µs   = 0,21 % času simulace 
 Průměrná délka aktivity rádiového zařízení: 13052196 µs = 6,53 % času simulace 
Tabulka 4.4:  Časy průchodu zpráv sítí u druhého komunikačního schématu 
Zpráva Čas posílání [ms] Čas příjmu [ms] Doba průchodu sítí [ms]
Hello 20 115588 118019 2431 
Hello 21 125588 129057 3469 
Hello 22 135588 138260 2672 
Hello 23 145588 149821 4233 
Hello 24 155588 158259 2671 
Hello 25 165589 167463 1874 
Hello 26 175588 178797 3209 
Hello 27 185589 187751 2162 
Hello 28 195589 197707 2118 
 
Průměrná doba průchodu: 2759,89 ms 
Maximální doba průchodu: 4233 ms 
Minimální doba průchodu: 1874 ms 
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Obrázek 4.6:  Kolísání přenosové doby zpráv u druhého komunikačního schéma  
4.3 Třetí komunikační schéma 
 
Ve třetím komunikačním schématu bude simulován výpadek aktivních uzlů sítě. 
Simulace bude používat čtvercovou topologii s 25 uzly, přičemž 9 vnitřních uzlů bude 
vypínáno. Vzhledem k tomu, že Cooja nepočítá s možností vypnutí uzlu – viz [37] – mělo by 
dojít k vytvoření nové aplikace uzlu, která tuto činnost provede. Jednalo by se opět o úpravu 
aplikace klienta, či teď již spíše routeru.  
Bohužel simulace sestavená podle tohoto modelu neprobíhá dle předpokladů. 
Znovunalezení cesty totiž při takto sestavené simulaci po výpadku neproběhlo. Muselo tedy 
dojít k analýze příčin. Přitom bylo použito několik níže nastíněných postupů. 
4.3.1 Analýza problému nefunkčnosti 
Zaprvé bylo potřebné zjistit, zda je možné, aby k obnovení komunikace došlo. 
Důležité je podotknout, že rychlost simulace sestávající se z 25 uzlů i při simulaci maximální 
rychlostí činila 10 až 20 % reálného času (tedy při 10 % je za 1 s reálného času odsimulováno 
100 ms), přičemž rychlost se po výpadku drží pod 10 %. S přihlédnutím k této zátěži bylo 
vytvořeno jednoduché komunikační schéma sestávající se z klienta, serveru a tří routerů. Ty 
byly uspořádány tak, aby komunikace klient-server byla možná přes jeden router jednou 
cestou anebo přes dva routery v cestě druhé (viz obr. 4.7). Při spuštění simulace byla vybrána 
vždy cesta přes jeden router, což bylo také účelem. Během simulace pak došlo u tohoto 
routerovacího uzlu k vypnutí komunikace nebo jeho fyzické odejmutí z rádiového dosahu 
(kdy tento zásah se projeví v simulaci stejně).  
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Obrázek 4.7:  Testovací a ověřovací schéma pro analýzu problému nefunkčnosti 
Takto simulace proběhla několikrát, pokaždé s téměř stejným výsledkem (hodnoty 
jsou zprůměrňovány a zaokrouhleny): 
 Čas simulace: 350 s, 
 Vypnutí/odejmutí routerovacího uzlu, přes který probíhá komunikace:  150 s, 
 Znovunavázání komunikace server-klient přes dva routery: 149 až 152 s (od zrušení 
komunikace). 
 
Takovýto čas je absolutně za hranicí akceptovatelné doby, nehledě na to, že došlo ke 
ztrátě průměrně 28 zpráv. Analýzou logů rádiového přenosu bylo zjištěno, že klient se po 
celou dobu snažil posílat zprávy pouze první (jedno-routerovou) cestou. Důvod přesměrování 
se zjistit nepodařilo, neboť logovaný rádiový přenos je u systémových zpráv téměř nečitelný. 
Komunikace nebo pokusy o komunikaci jsou však mezi uzly po celou dobu simulace.  
Po tomto testu následovalo opětovné spuštění simulace původního třetího 
komunikačního schématu s cílem zjistit, zda dojde do 300 sekund od odejmutí „výplně“ 
čtverce (vnitřních 9 uzlů) k navázání spojení server-klient alternativní cestou. Po několika 
hodinách simulace došlo k naplnění času 450 simulovaných sekund opět s negativním 
výsledkem – nedošlo k obnovení komunikace. 
Při řešení byl také vznesen dotaz na tým vývojářů a uživatelů Contiki, kteří reagovali 
s podobnými problémy a nápady k řešení problému. Jedním návrhem byla úprava hodnot 
proměnných v protokolu RPL. Po upravování a několika testech byla tato cesta také označena 
za neschůdnou. Změnami různých intervalů, jako odesílání DIO a DIS zpráv a mnoha dalších, 
docházelo spíše ke zhoršení situace v síti. Ať už zvýšením režie nebo zpožděním doručování 
zpráv. 
Druhou poznámkou, která vedla k zásadnímu objevu při analýze problému, byl fakt, 
že pokud uzly pracují jako klienti (tedy odesílají zprávy), dochází při výpadku po určitém 
čase k vyhledání nové cesty, čili zpětnému navázání komunikace mezi naším klientem a 
serverem. Tato myšlenka byla opět otestována. Nutno zdůraznit, že muselo být obnoveno 
vysílání v náhodném intervalu 10 sekund, aby nedocházelo k četným kolizím. Nejdříve byla 
provedena série pokusů na testovacím pěti uzlovém schématu. Komunikace byla navázána 
v intervalu od 36 do 58 s v závislosti na synchronizaci a času odesílání zpráv jednotlivých 
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uzlů. Samozřejmě vlivem odesílání pomocí UDP došlo také ke ztrátě daných zpráv 
v závislosti na čase (36 s = 2 ztracené zprávy; 58 s = 4 zprávy). 
Po zjištění těchto výsledků byla provedena jedna simulace na čtvercové topologii. 
Místo routerů byly však do simulace vloženi klienti, avšak sledována byla pouze komunikace 
mezi klientem (s ID:2) v levém horním rohu čtverce a serverem v pravém dolním rohu 
čtverce. Po 150 s simulace došlo ke zrušení komunikace u devíti uzlů, které tvořili výplň 
čtverce. Od klienta s ID:2 nebyly následně doručeny tři zprávy a čtvrtá zpráva byla od klienta 
doručena po cca 5,5 s. Obnovení komunikace mezi serverem a klientem ID:2 trvalo 47 s. 
Tento výsledek oproti předchozímu 200 s bezúspěšnému čekání byl rapidním zlepšením. 
Po sérii těchto testů muselo dojít k analýze aplikačního kódu serveru k objasnění 
tohoto chování. Bylo zjištěno, že server si při startu aplikace načte cestu k uzlům, které má ve 
svém rozsahu. Jednoduše řečeno jim vyšle zprávu, po jejímž potvrzení si tyto uzly uloží do 
tabulky. Průběh zaváděcího kódu je doplněn řadou dalších akcí, po jejichž skončení dochází 
již k testování – zda nenastává stisk tlačítka nebo příjem zpráv. Pokud nastal příjem zpráv 
jsou data vytištěna do logu. Poté přichází klíčová část kódu (v původní aplikaci udp-server.c 
jsou to řádky 69 až 73). V něm dochází nejprve k uložení adresy zdrojového (odesílajícího) 
uzlu a poté následné odpovědi, při které je vytvořeno virtuální spojení se zdrojovým uzlem. 
Teoreticky si pak routerovací uzly odpovědní zprávu přeposílají až ke zdroji, čímž dochází ke 
zpětnému ověření, že cesta je funkční. Uzel, který byl označen na základě předchozí zprávy 
jako zdrojový, pak ostatním sousedním uzlům sdělí, že má spojení se sítí. 
Na základě tohoto zjištění bylo shledáno následující. Aplikace pro přenos zpráv 
pomocí UDP datagramů a RPL protokolu počítá s možnými výpadky v síti. Není však určena 
(stejně jako ostatní vzorové aplikace RPL) pro pasivní uzly sloužící ke směrovaní datového 
toku. 
Možnosti řešení 
Možností řešení nastalého problému je několik: 
 Použití jiné aplikace 
 Simulace sítě, kde budou uzly typu router nahrazeny uzly typu klient 
 Použití opravy síťového grafu při nedoručování zpráv od klienta  
 
Použití jiné aplikace v tomto případě nebylo možné. Většina aplikací nebyla schopná 
samotného routerování. Pokud bylo možné aplikaci k tomuto účelu poupravit, nedosahovala 
zase kvalit rpl-udp. 
Při výměně uzlů typu router za klientské by vyvstaly určité problémy. Docházelo by 
k logování nežádoucích zpráv od ostatních uzlů, což by výrazně znesnadnilo analýzu dat. 
Řešením by byla úprava vytvoření určitého typu zpráv, které by byly na straně serveru 
odfiltrovány a na straně klienta by nedocházelo k jejich logování. Stále by se ovšem 
objevovaly u rádiového přenosu. Nepřípustný je však fakt, že pro přenos zprávy z jednoho 
uzlu do serveru by muselo dojít k dalšímu zatížení sítě jinými v tomto případě nadbytečnými 
zprávami.  
V původní aplikaci serveru lze vyvolat opravu síťového grafu (DAG, Directed 
Acyclic Graphs) stisknutím tlačítka. Externí zásah do simulace však není vhodný. Možností je 
ale upravit aplikaci tak, aby při nedoručení zprávy po určitém časovém intervalu došlo 
k opravě DAG. Tato možnost se projevila jako nejperspektivnější, a byla zvolena vhodným 
řešením. 
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4.3.2 Simulace třetího komunikačního schématu 
Pro vytvoření funkčního třetího schématu musí dojít k vytvoření dvou dalších aplikací 
pro uzly. Bude se opět jednat o úpravy stávajících kódů. První kopírovanou aplikací je udp-
server.c. Do ní je třeba vložit kód pro zahájení oprav síťového grafu na základě nedoručování 
zpráv. Nejprve je za potřebí definice času mezi poslední úspěšně doručenou zprávou a 
spuštěním času opravy. Je známo, že se zprávy vysílají v intervalu 10 s. Simulací prvního 
komunikačního schématu (se stejnou topologií) byla určena průměrná doba jedné zprávy na 
920 s a maximální na 1832 s. Bude-li zvoleno, že při nedoručení dvou zpráv je spojení klient-
server přerušeno, ideální nastavená doba se rovná 22 s. Dále je možné na začátku událostní 
časovač definovat. Do přejmenovaného (zde na udp-server-repair.c) duplikovaného souboru 
se k řádkům s definicemi (např. řádek 53) přidá následující definice proměnné a časovače: 
#define REFRESH_INT (22 * CLOCK_SECOND) 
 
static struct etimer nomess; 
 
Použitý časovač je událostní, jeho název je nomess a čas 22 s lze načíst proměnnou 
REFRESH_INT. Aby nedošlo k přetečení časovače a tím i aktivaci opravy ještě před 
načtením defaultní cesty, provede se nastavení tohoto časovače při spuštění makra pro 
zpracování příchozí zprávy. Díky tomu bude také dále docházet k resetování časovače při 
každém příjmu zprávy. Do makra tcp_handler se vloží mezi řádek s vytištěním odřádkování 
po příjmu zprávy (PRINTF(„\n“);) a řádek s testováním podmínky odpovědi serveru (#if 
SERVER_REPLY) vloženo následující: 
etimer_set(&nomess, REFRESH_INT); 
 
Poslední částí, která bude upravena, je nekonečná smyčka běžící po inicializaci. V ní 
je testována událost naznačující příchozí data a událost označující stisknutí tlačítka. K těmto 
dvěma bude přidáno testování třetí události – přetečení časovače. Činnost, která po začátku 
této události bude následovat, je stejná jako u události stisknutí tlačítka. Tím je vyvolání 
funkce k opravě síťového grafu, která je definována v souborech RPL protokolu. Navíc je 
proveden i reset časovače, který by se projevil, pokud by byl první pokus o opravu neúspěšný. 
Jako další podmínka je před PROCESS_END() a hranatou závorku konce smyčky přidáno: 
else if (etimer_expired(&nomess)) { 
      PRINTF(„Initiaing global repair\n“); 
      rpl_repair_dag(rpl_get_dag(RPL_ANY_INSTANCE)); 
      etimer_reset(&nomess); 
    } 
 
Úprava aplikace serveru je hotová a může být uložena. Druhou duplikovanou aplikací 
uzlu je udp-router.c, která zde bude pojmenována jako udp-vyp.c. Do takto vytvořeného 
souboru je v první řadě doplněna doba, po jejímž uplynutí dojde k přerušení datového 
přenosu. K definicím (např. za řádek 15 – #define MAX_PAYLOAD_LEN …) se přidá 
následující: 
#define STOP_INTERVAL  (150 * CLOCK_SECOND) 
 
Tím je nastavena doba na 150 sekund od spuštění uzlu. Aplikace je dále potřeba 
upravit, přičemž úprava probíhá v samotném procesu (PROCESS_THREAD) na řádcích, kde 
v původní aplikaci klienta probíhá odesílání zpráv. Ještě před tím však musí být opraven 
interval časovače etimer na STOP_INERVAL. Další úprava se nachází v podmínce, která se 
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zabývá vypršením časovače. Z této podmínky se veškerá dosavadní aktivita smaže a přidají se 
příkazy pro zastavení přenosu. Aby bylo možné nastalou událost přesně definovat, je výhodné 
přidat příkaz, který „vytiskne“ oznámení o události do logu. Řádky 148 až 162 budou 
upraveny následovně: 
  etimer_set(&periodic, STOP_INTERVAL); /* oprava intervalu */ 
  while(1) {  /* bez upravy */ 
    PROCESS_YIELD(); 
    if(ev == tcpip_event) { 
      tcpip_handler(); 
    } 
     
    if(etimer_expired(&periodic)) { 
      uip_close();   /* zruseni prenosu */ 
      uip_stop();    /* zastaveni prenosu */  
 PRINTF(„TURN OFF!! \n“); /* vytisknuti do logu */ 
      PROCESS_WAIT_UNTIL(0);  /* smycka */ 
    } 
  } 
 
Poté je možné upravenou aplikaci uložit. Poslední věcí, kterou je třeba doplnit je 
název kompilovaných aplikací do Makefile. A to pouze doplněním do prvního řádku 
(začínajícím all: ) názvy souborů aplikací: udp-vyp a udp-server-repair.  
Nyní již nic nebrání spuštění Cooji. Pro ušetření práce s budováním schématu je 
možné načíst hotovou simulaci prvního komunikačního schématu, čímž by se načetla 
čtvercová topologie. Při následném vymazání prostředních uzlů, kompilací nové aplikace 
s vypínáním a umístěním příslušných uzlů na uvolněná místa by takto vytvořené schéma 
samozřejmě fungovalo.  
 
Obrázek 4.8:  Třetí komunikační schéma se dvěma druhy routerů 
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Takto vytvořené uzly by ale pak znamenaly mezeru v číslování uzlů. Číslování by 
proběhlo od ID posledního umístěného (i vymazaného) uzlu, takže by takovýto zásah vyvolal 
drobnou vadu ve formě zmateného číslování. Proto pro vzorovou simulaci bylo komunikační 
schéma vytvořeno od začátku. Simulace je pojmenována a následně uložena jako treti(.csc). 
Simulace obsahuje server (ID: 1, zelený, udp-server), klient (ID: 2, oranžový, udp-client), 14 
permanentních routerů (ID: 3 až 16, fialové, udp-router) a 9 routerů s vypínáním (ID: 17 až 
25, žluté, udp-vyp) tak, jak je znázorněno na obr. 4.8. 
4.3.3 Výsledky simulace třetího komunikačního schématu 
Simulace proběhla úspěšně a byla ukončena v čase 300s. I když by měl být průběh do 
vypnutí uzlů stejný se simulací prvního schématu, výsledky se lehce lišily. Nicméně ne nijak 
zásadně. Pouze se zde potvrdil fakt, že simulace neproběhne nikdy stejně. Samozřejmě že 
byly vygenerovány nové náhodné posloupnosti, což tuto simulaci ovlivnilo nejvíce. I kdyby 
simulace probíhala se stejnými posloupnostmi (určující například start inicializace uzlu), byla 
by naměřená data také jiná. Úprava aplikace serveru nemá na odlišné hodnoty simulace žádný 
vliv. Vyjádřeno konkrétními údaji: 
 První úspěšně doručená zpráva (klient-server) vyslána v čase 25760 ms, doručena 
27255 ms, jinou cestou než proběhlo doručování pozdějších zpráv. Stejně jako u 
prvního schématu probíhalo v době prvního doručování zprávy stále k sestavování 
sítě. 
 Časy doručování zpráv se pohybovaly v rozmezí 692 až 2841 ms (viz tab. 4.6). 
 Od sestavení sítě neproběhlo, stejně jako v prvním případě ke ztrátě žádného paketu. 
 Průměrná délka inicializace uzlu byla téměř stejná (85ms) jako u předchozích dvou 
schémat. 
 Počet vysílaných paketů (Tx): 18690 (do 150 s simulace) 
 Počet přijatých paketů (Rx):  3984   (do 150 s simulace) 
 
Tyto hodnoty nejsou u tohoto schématu tolik důležité. Byly zde zmíněny pouze pro 
srovnání. Úkolem tohoto komunikačního schématu je spíše zhodnotit chování po výpadku 
uzlů středu čtverce (ID: 17 až 25).  
Naměřené údaje v tab. 4.5. se vážou k času simulace od výpadku uzlů (150 s) až po 
konec simulace (300 s). Nutno doplnit, že poslední zpráva před výpadkem byla serverem 
přijata v čase 146526 ms.  
Pokus byl opakován i tak, že po prvním spuštění opravy nedošlo k opětovné aktivaci 
časovače (tedy nevyvstala možnost k opakování opravy DAG). Při tomto pokusu bylo 
dokázáno, že spuštění pouze jedné opravy DAG pro správnou funkci sítě nestačí. Proč tomu 
tak je, lze je v současné době těžko říct. Makro definující opravu DAG je uloženo 
v souborech protokolu (core/net/rpl). Po jejím spuštění nelze přesně definovat přesnější 
rádiový přenos týkající se zrovna této opravy, nebo-li zda k němu vůbec dochází. Po celou 
dobu simulace totiž dochází k četné vzájemné komunikaci uzlů, přičemž tuto komunikaci 
nelze z důvodu nespecifikovaných (nečitelných) zpráv definovat. Řešením je nahlédnutí do 
zdrojových kódů protokolu s dotazem na volané služby. V těch je psáno, že při volání těchto 
maker jsou přepočítávány pozice uzlu na základě odezvy systému. Přepočítávání se ale po 
chvílí zastaví kvůli možné změně seznamu rodičů. Nejdůležitější informací však je, že pokud 
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je potřeba přepočítat více pozic, bude o ně postaráno v opětovných voláních této funkce. 
Připustíme-li, že má server dva sousedy, je tím vysvětleno, proč musela být funkce volána 
dvakrát.  
Tabulka 4.5: Zjištěné události po výpadku uzlu 
Čas simulace 
[ms] Událost Poznámka 
  150854 – 
151346 Výpadek uzlů 17 až 23 Čas 150 s se počítá od inicializace uzlu 
155761 Klient vysílá „Hello 17“ Předána uzlu 16, který se zprávu snaží neúspěšně odeslat uzlu 17. Nedoručena. 
165762 Klient vysílá „Hello 18“ Předána uzlu 16, který se jí snaží neúspěšně odeslat uzlu 17. Opět nedoručena. 
168527 Spuštění opravy DAG na serveru Přesně po 22 s od posledního příjmu 
175761 Klient vysílá „Hello 19“ Předána uzlu 16, který se jí snaží neúspěšně předat. Opět nedoručena. 
185762 Klient vysílá „Hello 20“ Předána uzlu 16, který se jí snaží neúspěšně předat. Opět nedoručena. 
190527 Spuštění opravy DAG na serveru 
První oprava byla neúspěšná, proto přichází 
druhá. 
195762 Klient vysílá „Hello 21“ Putuje opět do uzlu 16 a předávání zprávy probíhá dál 
196957 Příjem „Hello 21“ serverem Přenos proběhl přes routery s ID 16, 15, 14, 13, 12, 11, 10 
 
Následně bylo v Radio_loggeru zjištěno, že 853 ms po zahájení první opravy byl 
serverem přijat a potvrzen přenos nespecifikované zprávy od uzlu 9, přičemž server po zbytek 
doby žádné zprávy od uzlu 10 nepřijímal, tedy spíše je nepotvrzoval. Při druhém spuštění 
opravy došlo po 926 ms ke stejnému příjmu a potvrzení serverem, ale teď již od uzlu 10, přes 
který následně probíhalo i doručování „Hello“ zpráv. Přijetím této zprávy si pak server 
přepíše údaje ve směrovací tabulce, což bez aktivace funkce opravy lze provést asi jen těžko. 
 
Obrázek 4.9: Cesta zprávy při sestavení sítě (červená), po sestavení sítě (modrá) a po výpadku 
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V tab. 4.6. je výpis časů přenosů jednotlivých zpráv od první úspěšně doručené i se 
zprávami doručovanými po výpadku v síti.  Zprávy ztracené během výpadku uvedeny nejsou. 
Tato tabulka je pak graficky zobrazena na obr. 4.10. Během simulace došlo ke ztrátě zprávy 
„Hello 25“, která se při přenosu zasekla v uzlu 16. Zvýšené doby doručení u zpráv „Hello 4“ a 
„Hello 5“ jsou způsobeny faktem, že v danou dobu ještě dochází k inicializaci celé sítě, po 
jejímž dokončení dochází ke zvolení vhodnější cesty.  Obr. 4.9. naznačuje cestu zpráv při 
sestavování sítě (Hello 4 – 6, červená) , po sestavení sítě (Hello 7 – 16, modrá) a po zpětném 
navázání komunikace po výpadku (Hello 21 – 31, zelená). 
Za 300 s běžící simulace proběhlo vysílání 28942 paketů (Tx), z nichž 9634 bylo 
druhou stranou přijato (Rx). Počet nastalých interferencí byl 990.  
Tabulka 4.6:  Analýza doby přenosu zpráv v síti od první úspěšně doručené 
Zpráva Čas posílání [ms] Čas příjmu [ms] Doba průchodu sítí [ms]
Hello 4 25760 27255 1495 
Hello 5 35812 38653 2841 
Hello 6 45760 46452 692 
Hello 7 55881 57714 1833 
Hello 8 65761 67996 2235 
Hello 9 75760 76536 776 
Hello 10 85761 86576 815 
Hello 11 95761 97262 1501 
Hello 12 105761 106419 658 
Hello 13 115761 116465 704 
Hello 14 125761 126652 891 
Hello 15 135761 136599 838 
Hello 16 145762 146526 764 
Výpadek v síti, ztraceny zprávy Hello 17 až 20 
Hello 21 195762 196957 1195 
Hello 22 205763 206747 984 
Hello 23 215763 216416 653 
Hello 24 225764 226462 698 
Hello 25 235763 - - 
Hello 26 245764 247198 1434 
Hello 27 255764 256431 667 
Hello 28 265764 266532 768 
Hello 29 275764 276509 745 
Hello 30 285764 286492 728 
Hello 31 295764 296713 949 
    
Průměrná doba průchodu všech zpráv: 1081,04  ms  
Maximální doba průchodu: 2841  ms  
Minimální doba průchodu: 653  ms  
Průměrná doba průchodu před výpadkem: 1234,08  ms  
Průměrná doba průchodu po nalezení cesty: 882,1  ms  
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 Obrázek 4.10:  Doručování zpráv před výpadkem a po obnovení komunikace 
4.4 Porovnání a zhodnocení výsledků simulací 
 
V případě testovaných aplikací bylo používáno emulovaných uzlů platformy Sky. 
Díky nim bylo možné více se přiblížit reálným přenosům. Do simulace se tím vnesla řada 
nadbytečných vysílání, která měla za úkol naznačit postupy při komunikaci na skutečné síti. 
Naznačováno bylo vypínání a zapínaní rádiových zařízení pro spoření energie a nebo fakt, že 
přijímací uzel nemusí být v pohotovosti vždy, když je mu posílána zpráva. Takovouto činnost 
naznačuje obr. 4.11, ve kterém dochází k vysílání zprávy od uzlu 2 (tři modré čáry) a 
následnému příjmu uzlem 16. Nakonec dojde uzlem 16 k vyslání ACK (krátká modrá čára). 
  
Obrázek 4.11:  Naznačení chování uzlů typu Sky 
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 Z diagramu je patrné, že při zahájení prvního vysílání nebylo na přijímacím uzlu 16 
aktivní rádiové zařízení (aktivita se zaznamenává tmavě šedou čárou). Pokus je opakován, 
dokud nedojde k potvrzení převzetí zprávy nebo označení pokusu za neúspěšný. V konečné 
fázi však tyto vlastnosti znamenaly ztížení čitelnosti simulace. Bližší definice nadbytečného 
vysílání lze vypozorovat v podkapitole 4.4.1 „Srovnání topologií“. Při používání OS vrstvy 
simulace – při níž má Cooja jako platformu vlastní model – bývá rádiové zařízení zapnuto 
celou dobu a k opakování vysílání nedochází. Bohužel veškeré aplikace využívající protokol 
RPL nebylo možné pro Cooja platformu zkompilovat.  
4.4.1 Srovnání topologií 
Při srovnání topologií je vycházeno z výsledků simulací. Doba inicializací uzlů je 
samozřejmě všude stejná, jelikož nezáleží na topologii, ale na aplikaci, která je v uzlu 
spuštěna.  
Simulace na platformách Sky měla na simulaci daleko větší vliv, než bylo původně 
předpokládáno. Díky snaze uzlů co nejvíce uspořit energii (na základě zapínaní a vypínání 
rádiového zařízení) byla simulace více citlivá na počet uzlů, přes který komunikace probíhá. 
V tab. 4.7. jsou porovnány klíčové hodnoty obou topologií získané ze simulace prvního a 
druhého komunikačního schématu.  
Porovnáním hodnot z tab. 4.7. je zjištěno, že u protokolu RPL nezávisí na počtu 
sousedních uzlů, ale na počtu uzlů stojících v cestě. Po sestavení sítě (namapování všech uzlů 
sítě) mají totiž všechny uzly jasno, kudy má být zpráva vyslána. Tím dochází k, dá se říct, 
pasivnímu chování routerů. Jak bylo vidět například v simulaci třetího komunikačního 
schématu, routery se snažily za jakoukoliv podmínku poslat zprávu přes uzel, který byl uložen 
jako „správný,“ a když se to routeru nedařilo, zprávu nechal raději expirovat. Sporadicky se 
sice vyskytly pokusy odeslat zprávu i přes jiný uzel, ten ale její příjem nikdy nepotvrdil. Tyto 
hodnoty přenosu zvýraznilo používání simulace s uzly typu Sky. 
Pokud by uzly typu router aktivně přistupovaly k síti a snažili se neztrácet zprávy, 
přenos po přímce by byl nejspíše navzdory počtu uzlů rychlejší, protože by se zde routery 
nezabývaly výběrem optimální cesty jako v topologii čtverce. Nicméně to je pouhá 
domněnka, kterou na základě této práce nelze potvrdit.  
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Tabulka 4.7:  Porovnání naměřených hodnot obou topologií 
 
Údaj Čtvercová topologie 
Topologie 
přímky Rozdíl [-] 
Čas simulace do prvního úspěšně dokončeného 
vysílání – teoretický čas sestavení cesty/sítě 30423 115685 85262 ms 
Počet Tx do prvního úspěšně dokončeného 
vysílání do serveru – sestavení funkční cesty/sítě 4388 13253 8865 paket 
Počet Rx do prvního úspěšně dokončeného 
vysílání do serveru – sestavení funkční cesty/sítě 732 2530 1798 paket 
Průměrný počet vyslaných Tx jednoho uzlu do 
prvního úspěšně dokončeného vysílání – do 
sestavení funkční cesty/sítě 
175 530 355 paket 
Průměrný počet vyslaných Rx jednoho uzlu do 
prvního úspěšně dokončeného vysílání – do 
sestavení funkční cesty/sítě 
30 101 71 paket 
Procentní poměr úspěšných vysílání ke všem 
(Poměr Rx/Tx) 16,68 19,09 2,41 % 
     
Průměrná doba průchodu zprávy sítí 919,75 2759,89 1840,14 ms 
Počet interferencí na celou simulaci 
741 
(150s 
simulace) 
319 
(200s 
simulace) 
422 - 
Průměrná doba vysílání jednoho uzlu na celou 
simulaci 1,28 1,18 0,1 % 
Průměrná doba přijímání jednoho uzlu na celou 
simulaci 0,26 0,21 0,05 % 
Průměrná délka aktivity rádiového zařízení na 
celý čas simulace 6,65 6,53 0,12 % 
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ZÁVĚR 
 
Cílem této práce byl výzkum zabývající se problematikou simulace přenosu v síti. Přitom 
bylo použito simulačního nástroje Cooja, který je součástí operačního systému Contiki. Jejím 
základním úkolem ovšem bylo seznámení s problematikou bezdrátových senzorových sítí, 
jejich simulací a komunikací. 
V úvodu této práce je provedeno seznámení s bezdrátovými senzorovými sítěmi. Dále 
jsou zmíněny základní pojmy a specifikace uvedené pro zběžnou orientaci v problematice. Je 
zde popsán mimo jiné protokol RPL, který byl v simulacích používán. Také jsou zmíněny dva 
v současnosti nejpoužívanější operační systémy (TinyOS a Contiki) pro senzorové sítě. 
Na základě zpracování druhé části práce, která popisuje simulátory, byl vybrán 
simulátor Cooja jako vhodný pro další práci a provádění simulací. Výběr byl proveden na 
základě vznešených požadavků a zjištěných vlastností.  
Třetí část je zaměřena přímo na program Cooja. V kapitole dochází k seznámení 
s nutným minimem pro operační systém Contiki, pod kterým budou uzly v síti pracovat. Větší 
část této kapitoly je však věnována programu Cooja. Na základě osobních poznatků byl 
vypracován manuál k programu. K této verzi programu totiž dle zjištění žádný manuál 
neexistuje. Bylo nutné se tedy vypořádat s nedostatkem literatury a tudíž bylo vycházeno 
z vlastních poznatků. 
Závěrečná kapitola je věnována nejdůležitější práci – vlastním simulacím. Při nich 
proběhlo testování příkladových aplikací rpl-udp s nutnou úpravou na třech komunikačních 
schématech. U posledního schématu byla zjištěna chyba aplikace. Muselo tudíž dojít k její 
analýze a následnému vyřešení problému. Všechny simulace byly vyhodnoceny a došlo ke 
zjištění, že protokol RPL se na uzlech typu router chová  pasivně. 
V poslední řadě je nutné zhodnotit simulační nástroj Cooja, který byl pro simulace 
vybrán. Dle osobních zkušeností je možno říci, že simulátor je po seznámení dobře 
ovladatelný. Simulátor se snaží zaznamenat simulaci co nejpřesněji zapisováním do různých 
logů. Po získání zkušeností s Contiki Test Editorem, lze v simulaci vytvořit i například 
mobilitu uzlů. Na druhou stranu by pro lepší práci s uloženými daty bylo oceněno zpětné 
načtení uložených textových dat z jednotlivých pluginů. Omezení simulace ve vrstvě 
emulovaných uzlů na tři platformy se zdá také málo. Bylo by hlavně vhodné vytvoření více 
literatury zaměřující se na ukázky práce v Cooji. Největší limitací je však nedostatek 
funkčních a vhodných aplikací pro Cooju a nutnost znát používání ContikiOS (potažmo 
jiného systému) k možnosti simulace. Cooja je tedy nejvíce vhodná pro simulaci svých 
vytvořených aplikací nebo při vyšší znalosti programování v Contiki.  
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FTP File Transfer Protocol 
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CH Cluster Head 
ICMP Internet Control Message Protocol 
ID Identifikační číslo 
IEEE Institute of Electrical and Electronics Engineers  
Int Interference 
IP Internet Protocol 
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JNI Java Native Interface  
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MRM Multi-path Ray-tracer  
NICTA National Information and Communication Technologies Australia 
NS Network Simulator 
OS Operační systém 
PAN Personal Area Network 
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ROM Read-Only Memory 
RPL Routing protocol for Low-power and Loosy Network 
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TCP Transmission Control Protocol 
Tx Transmission 
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UDP User Datagram Protocol  
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A PRVNÍ PŘÍLOHA 
A.1. Obsah přiloženého DVD 
 
DVD obsahuje elektronickou verzi této práce (Kilian_simuace_WSN.pdf). Dále 
obsahuje zazipovaný virtuální stroj pracující se systémem Ubuntu s integrovaným Contiki 
(instant-contiki-2.5.rc1.zip) spustitelný ve VMwaru, v němž bylo po celou dobu pracováno. 
Ve virtuálním stroji se nachází složka bp_projekt obsahující hotové simulace (.csc) zdrojové 
kódy aplikací, výsledky simulací. Ve složce projekt je obsažena aplikace hello-world. 
Samozřejmě obsahuje funkční Contiki a to ve dvou verzích (2.5.rc1 a 2.x). 
Mimo tento instant jsou uloženy výsledky simulací všech komunikačních schémat 
(vysledky_prvni/druhe/treti_schema), použité aplikace (ve složce rpl-udp) a také .csc soubory 
předchystaných simulací (ve složce simulace). 
