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 MODEL BASED CONTROL OF AC INDUCTION MOTOR 
SUMMARY 
The DC motors have been the most popular in the motion control applications due to 
its flexibility in the control of torque and speed using field flux and armature current. 
However, DC motors posses inherent problems due to the existence of the 
commutators and brushes. The commutators require periodical maintenance and also 
due to the sparks created by them DC motors cannot be used in explosive or 
corrosive environments. In addition, the mechanical contacts of the commutators 
limit high speed and high voltage operations of DC motors.  
On the other hand, since the AC current has become an economical form of power 
supply for operating industrial machinery, much attention has been given to the 
development of AC machines.  Some advantages of AC induction motor are: Cost 
effectiveness, high reliability, no commutator and brush mechanism, no electric 
arcing, etc.  The only drawback holding these motors behind from more common use 
was the difficulty of variable speed control.  The squirrel cage induction motor has 
very complex dynamics and is essentially a high order multivariable nonlinear 
uncertain system.  It is also subject to unknown disturbances (load torque) and 
changes in values of parameters such as rotor and stator resistance during its 
operation.  
However, with the invention of Field Orientation Control by K. Hasse in 1969 and F. 
Blaschke in 1971, the use of AC induction machine has become more and more 
abundant.  The FOC technique decouples the flux and torque control, in an AC 
machine, thus makes high performance induction motor drive theoretically feasible. 
Today, FOC has two main classes: Direct and indirect FOC. The difference between 
two methods is related to choice of the coordinate system (static or synchronously 
rotating) in the calculation of the flux vector.    
Direct FOC requires accurate knowledge of the magnitude and angular position of 
the rotor flux beside the rotor speed.  It is possible to obtain the rotor flux vector with 
Hall effect sensors or search coils, but using sensors is not convenient due to the 
increased hardware complexity and cost. Therefore, in order to estimate the rotor 
flux vector, several state observer design methods have been proposed in the 
literature. One of the most successful techniques is the Extended Kalman Filters, 
which are known for obtaining highly accurate estimates under model uncertainties 
at the expense of computation time. On the other hand, the computation time and the 
capacity of industrial FOC drivers are limited due to the standard micro-controllers 
used in these devices. Therefore, any control strategy designed to be used in 
industrial drivers should be simple enough to be implemented with cost effective 
micro controllers.     
Due to the relatively simple formulation, most of the industrial drivers utilize indirect 
FOC technique, which does not require a state estimator or Hall effect sensors to 
obtain the rotor flux vector.   In fact, the use of AC induction motors in variable 
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speed control applications has become more popular due to the development of 
indirect FOC.  Currently, the Proportional, Integral, and Derivative (PID) controller 
structure is widely used in the induction motor drive applications, mainly due to its 
simplicity in structure, and familiarity to most field operators.  
However, despite its widespread use, PID controller does have a number of 
limitations. One of the main drawbacks of PID controller is the task of tuning gains 
to achieve a set of desired closed-loop performance in every condition. It is very 
difficult to suit a wide range of working conditions with only a set of fixed gains.  
Also, despite its simplicity, the PID controller cannot always effectively control 
systems with changing parameters or strong non-linearities and they may need 
frequent on-line retuning. In a typical PID based indirect FOC scheme, there are 
three PID loops that should be tuned properly.  Since performance specifications 
generally conflict with each other, the task of tuning gains to meet several closed-
loop performance specifications simultaneously requires considerable time and 
experience. These drawbacks of the PID based controllers imply a need for a reliable 
control method designed systematically to meet all specifications simultaneously.  
This, in fact, was the one of the main objectives of this study.  
The concept of model predictive control (MPC) was introduced simultaneously by J. 
Richalet and C.R.Cutler and B.L Ramaker in the late seventies.  Today, MPC is one 
of the most important methods for both linear and nonlinear systems including 
unstable systems. Predictive control belongs to the class of model based controller 
design concept. Therefore a model of the plant is explicitly needed to design the 
model predictive based controller. One of the attractive   features of predictive 
controller is that they are relatively easy to tune.  Also, the concept predictive control 
is not restricted to single input single output (SISO) systems; it can easily be applied 
to multi input multi output systems.  In contrast to Linear Quadratic (LQ) and pole-
placement controllers, predictive controllers can also be developed for nonlinear 
plants.   
On the other hand, since predictive controller is evalauted in the class of model based 
controller design method, a model that adequetaly represents the plant must be 
available.  If a plant can be  represented with a linear model, the calculation of the 
control action would be relatively fast, thus suitable for industrial  FOC drivers.  
As it is metioned above, AC IM is esentially a high order multivariable nonlinear 
system. In this work, utilizing the principle of indirect FOC,  a reduced order linear 
model of  AC IM was developed.  To provide a framework for further investigations, 
two different  techniques were separately aplied: Jacobian and the input-output 
linearization.  It was found that the linear model derived by input-output technique 
could better represent the non-linear AC IM motor model. 
Using the linearized model, two model based controllers were developed utilizing 
two well-known model based control algorithms: Linear Quadratic (LQ) Control and 
Model Predictive Control (MPC). The developed controllers’ tracking performances 
and their robustness were tested by several simulations.  It was found that the 
developed model predictive controller could improve the performance of PI based 
FOC especially in the presence of disturbance such as external load torque and 
changes in the rotor resistance.  
Similar linear model based   model predictive control study in the literature [23] in 
the literature did not consider the steady-state error caused by model uncertainties, 
viscous friction, unknown disturbances, etc. However, the induction motor cannot 
 xx
generate any torque at zero speed if steady-state error exists.  In this thesis, to remove 
the steady-state error, an artificial state as an integrator of the torque error has been 
added. The new state greatly improved the performance of the developed model 
based controllers.   
To validate the effectiveness of the developed controller, an experimental setup was 
designed. The dynamic responses of the 2.2 kW AC IM were tested for different 
scenarios.  It can be concluded that this technique can be effectively used in the 
industrial FOC applications to improve the stability and the robustness 
Experimental results verify the success of the developed controllers also confirm the 
accuracy of the developed simulation model of the AC induction motor.  
The thesis is organized as follows: 
After the introduction, basic structure of AC induction motors, and the speed control 
methods, and the dissertation motivation are presented in Chapter 1.  The dynamical 
model of AC Induction Motor in d-q axis is presented in Chapter 2.  In Chapter 3, a 
review of speed control methods of induction motors, an overview of the indirect 
FOC is given. In Chapter 4, the linear models of AC IM are derived by Jacobian 
(Taylor expansion) and input-output linearization.  The derived linear models are   
validated and their accuracies are compared by performing several simulations.  The 
proposed LQ and MP Controllers are developed in Chapter 5. Several simulations 
were performed to evaluate the tracking performance and robustness of the 
developed techniques.  In Chapter 6, the experimental study is described and the 
results are reported.  
Chapter 7 presents the conclusions  and future work.  
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 AC ASENKRON MOTORUN MODEL TABANLI DENETİMİ 
ÖZET 
DC motorlar, alan akısı ve armatür akımı kullanarak yapılan moment ve hız 
kontrolündeki esnek yapısı sayesinde  en popüler motor olmuşlardır. Fakat, bu 
motorların varolan bilezik ve fırçalar nedeniyle yapısal problemleri vardır.  Bilezikler 
periyodik bakım gerektirirler ve aynı zamanda neden oldukları elektriksel arklar 
yüzünden DC motorlar patlayıcı ve korozif ortamlarda kullanılamazlar. Ayrıca 
bileziklerin mekanik temasları DC motorların yüksek gerilim ve yüksek hızlı 
çalışmalarına sınırlama getirir.  
Diğer taraftan, endüstriyel makinaların çalıştırılmasında AC akımın standart bir güç 
kaynağı haline gelmesinden itibaren AC makinaların geliştirilmesine daha büyük bir 
önem verilmeye başlanmıştır. AC asenkron motorların bazı üstünlükleri arasında 
ekonomik ve dayanıklı olmaları, fırça bilezik mekanizması olmaması, eletrik arkı 
oluşturmaması sayılabilir. Bu motorların çok daha yaygın olarak kullanılmasına 
engel olan tek dezavantajının değişken hız kontrolü uygulamasındaki güçlükler idi. 
Temelde yüksek mertebeli çok değişkenli doğrusal olmayan bir sistem olan AC 
asenkron motor, oldukça kompleks bir dinamiğe sahiptir.  Bu motorlar çalışmaları 
sırasında bilinmeyen bozuculara (yük momenti) ve rotor ve startor direnci gibi 
parametrelerin değişimlerine maruz kalırlar.  
Bununla birlikte, 1969’da K. Hasse ve 1971’de F. Blaschke tarafından Alan 
Oryantasyonlu Kontrol (AOK) metudunun geliştirilmesiyle AC asenkron 
makinaların kullanımı giderek yaygınlaştı. AOK tekniği AC makinada moment ve 
akı kontrolünü ayırarak, yüksek performanslı asenkron motor sürücülerinin teorik 
olarak gerçekleştirilebilir kılmıştır.  Günümüzde AOK doğrudan ve dolaylı AOK 
metodları olmak üzere iki grupta sınıflandırılmaktadır.  İki metod arasıdaki fark akı 
vektörü hesabında referans alınan koordinat sisteminin (statik veya akı ile aynı hızda 
dönen) seçimi ile ilişkilidir.   
Doğrudan AOK, rotor hızı ile birlikte rotor akısının hassas olarak bilinmesini gerekli 
kılar. Rotor akı vektörünün Hall veya özel bobin tipi sensörler ile ölçmek mümkün 
olmakla birlikte sensör kullanımı artan donanım karmaşıklığı ve maliyet nedeniyle 
uygun görülmez. Bu nedenle literatürde rotor akı vektörünü kestirmek amaçlı çok 
sayıda durum gözlemleyici tasarım tekniği önerilmiştir.  Hesaplama  süresi bir 
kenara bırakılırsa, model belirsizliğinin olduğu durumlarda oldukça hassas 
kestirimleri elde etmede kullanılan en başarılı tekniklerden biri Genişletilmiş Kalman 
Fitresi’dir. Bununla birlikte endüstriyel AOK sürücülerinin hesaplama hızı ve hesap 
yükü kapasitesi kullanılan standart mikroişlemciler nedeniyle sınırlıdır.  Bu nedenle 
endüstiyel sürücülerde kullanılmak üzere tasarlanan herhangi bir kontrol stratejisi 
standart mikroişlemcilerle çalıştırılabilecek basitlikte olmalıdır.  
Nispeten daha basit formüle edilebilmesi nedeniyle endüstriyel sürücülerde  durum 
gözlemleyici veya sensör gerektirmeyen dolaylı AOK tekniğininin kullanımı oldukça 
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yaygındır.  Aslında AC asenkron motorların değişken hız kontrolü uygulamalarında 
kullanımının daha popüler hale gelmesi, dolaylı AOK tekniğinin geliştirilmesi ile hız 
kazanmıştır.  Halihazırda yapısal basitliği ve kullanımının yaygınlığı nedeniyle 
asenkron motorların sürücülerinde PID kontrol yaygın olarak kullanılmaktadır.  
Bu yaygın kullanımına rağmen PID kontrolün bir çok sınırlamaları söz konusudur. 
En önemli dezavantajlarından biri her çalışma şartında istenen kapalı çevrim 
performans taleplerini  karşılayabilecek kazanç parametrelerinin ayarlanması işidir. 
Seçilen tek bir sabit kazanç değer setinin çalışma şartlarınının bütün değişim 
aralağına uygun olması oldukça güçtür.  Aynı zamanda,  basitliğine rağmen PID 
kontrol,  paramatreleri değişen ve  doğrusal olmayan özellikleri güçlü sistemleri 
etkili bir şekilde kontrol edemez,  çalışma sırasında kazanç ayarına sık sık ihtiyaç 
duyabilir.  Tipik bir dolaylı AOK şemasında, aynı anda ayar edilmesi gereken üç PID 
çevrimi vardır.  Performans talepleri genellikle birbirleriyle çeliştiğinden, birden 
fazla kapalı çevrim performans  taleplerini aynı anda karşılamak üzere kazançları 
ayarlama işi oldukça uzun zaman ve aynı zamanda deneyim gerektirir.  PID 
kontrolün bu dezavantajları,  tüm talepleri aynı anda karşılayan sistematik olarak 
tasarlamış güvenilir bir kontrol metoduna ihtiyaç olduğunu göstermektedir.  Bu 
ihtiyacın  karşılamansı aslında bu tezin ana hedeflerinden biridir.  
Model Öngörülü Kontrol konsepti, yetmişli yılların sonunda J. Richalet,  C.R.Cutler 
ve B.L Ramaker tarafından aynı anda ortaya koyulmuştur. Günümüzde bu metod 
kararsız sistemleri de için alacak sekilde doğrusal ve doğrusal olmayan sistemler için 
kullanılan en önemli metodlardan biri olmuştur. Öngörülü kontrol, model temelli 
kontrol sınıfına dahildir. Bu nedenle model öngörü temelli bir kontrol tasarımı için 
kesinlikle bir sistemin modeline ihtiyaç vardır.  Model öngörülü kontrolün en ilgi 
çekici özelliklerinden biri ayarlanmasının nispeten kolay olmasıdır. Ayrıca öngörülü 
kontrol konsepti tek giriş tek çıkışlı sistemlerle sınırlandırılmamıştır, çok giris çok 
çıkışlı sistemlere kolaylıkla uygulanabilir. Lineer kuadratik (LQ) ve pol atamalı 
(Pole-Placement) kontrolden farklı olarak , öngörülü kontrol doğrusal olmayan 
sistemler için de geliştirilebilirler. Bunlara ilaveten, öngörülü kontrol, sınır şartlarını 
sistematik olarak ele alan tek metodolojidir. Endüsriyel uygulamalarda sınır 
şartlarınının yaygın olarak kullanıldığı gerçeği düşünüldüğünde, bu özellik oldukça 
önemlidir.  
Diğer taraftan, model öngörülü kontrol, model temelli kontrol tasarımı içinde 
değerlendirildiğinden, sistemi yeteri kadar iyi temsil edebilecek bir modelin varlığı 
esastır. Eğer sistem doğrusal bir model ile temsil edilebilirse, kontrol işlevi nispeten 
hızlı  ve böylece endüsriyel AOK sürücüleri için de uygun olabilir.  Yukarıda da 
bahsedildiği gibi AC asenkron motor yüksek dereceden çok değişkenli ve doğrusal 
olmayan bir sistemdir.  Bu çalısmada dolaylı AOK prensibinden faydalanılarak AC 
asenkron motorun mertebesi indirgenmiş bir doğrusal modeli geliştirilmiştir.  Daha 
detaylı araştırmalara bir önçalışma olmak üzere, iki farklı teknik uygulanmıştır: 
Jacobian ve giriş-çıkış doğrusallaştırma. Giriş-çıkış doğrusallaştırma tekniği ile elde 
edilen doğrusal modelin,  doğrusal olmayan AC asenkron motoru daha iyi temsil 
ettiği görülmüştür.  
Bu doğrusal modeli kullanarak ve iki iyi bilinen model tabanlı kontrol 
algoritmalarından (Doğrusal Quadratik Regülatörler ve Model Öngörülü Kontrol) 
istifade ederek iki model tabanlı denetçi geliştirilmiştir. Geliştirilen denetçilerin 
izleme performansı ve gürbüzlüğü benzetim çalışmaları ile test edilmiştir. 
Geliştirilen model tabanlı denetçilerin özellikle yük momenti, ve rotor direncindeki 
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değişimler gibi bozucuların varlığında PI tabanlı AOK’un performansını geliştirdiği 
bulunmuştur.   
Literatürde benzer doğrusal model tabanlı model öngörülü kontrol çalışmasında, 
model belirsizlikleri ve bilinmeyen bozucuların neden olduğu daimi rejim hatası 
esaba katılmamıştır. Ancak, eğer daimi rejim hatası varsa,  motor sıfır referans 
hızında herhangi bir moment üretemez. Bu çalışmada, daimi rejim hatasını ortadan 
kaldırmak için, moment hatasının entegrali olan yapay bir durum değişkeni ilave 
edilmiştir. Bu yeni durum değişkeni, geliştirilen model tabanlı denetçilerin 
performansını önemli ölçüde iyileştirmiştir.  
Geliştirilen denetçilerin etkinliğini doğrulamak üzere deneysel bir düzenek 
tasarlanmıştır. 2.2 kW bir AC asenkron motorun dinamik cevapları farklı 
senaryolarla test edilmiştir.  Bu tekniğin verimli bir şekilde endüstriyel AOK 
uygulamalarında kararlığı ve gürbüzlüğü geliştirmek üzere kullanılabileceği 
sonucuna erişilmiştir.  
Elde ediken deneysel sonuçlar sadece geliştirilen denetçilerin başarısını değil aynı 
zamanda geliştirilen AC asenkron motor benzetim modelinin hassasiyetini de 
doğrulamıştır.  
Bu tez aşağıdaki gibi düzenlenmiştir.  
Bölüm 1’de  giriş bölümünü takiben AC asenkron motorların temel yapısı ve hız 
kontrol metodları ve tezin motivasyonu sunulmuştur.  Asenkron motorun d-q 
ekseninde dinamik modeli Bölüm 2’de tanımlanmıştır.  Bölüm 3’de asenkron 
motorun hız kontrol metodları incelenmiştir ve dolaylı AOK metodu özetlenmiştir. 
Bölüm 4’de Jacobian ve giriş-çıkış doğrusallaştırma teknikleri ile AC asenkron 
motorun doğrusal modelleri türetilmiştir. Türetilen doğrusal modellerin hassasiyetleri 
yapılan benzetim çalışmaları ile karşılaştırılmıştır. Önerilen Model Öngörülü ve 
Doğrusal Quadratik denetçiler Bölüm 5’de geliştirilmiştir. Geliştirilen tekniklerin 
gürbüzlüğü ve izleme performanslarını değerlendirmek üzere bir dizi benzetim 
çalışması gerçekleştirilmiştir.  Bölüm 6’da deneysel çalışma düzeneği detaylı bir 
şekilde anlatılmış ve deneysel çalışmanın sonuçları raporlanmıştır.   
Bölüm 7’de sonuçlar ve gelecek çalışma önerileri sunulmuştur.  
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1. INTRODUCTION 
Early days, due to the highly non-linear behavior and coupled structure, AC 
(alternative current) machine has been only used in industrial applications that do not 
require variable speed or torque control. Traditionally, DC (direct current) machines 
are used in variable speed applications because its flux and torque can be controlled 
independently, and all the quantities are DC, resulting in quick torque or speed 
response, and as well as relatively simple control strategy.   
However, DC machines have certain disadvantages due to the existence of the 
commutators and brushes. Firstly, the commutators inside the DC machines require 
periodical maintenance. Secondly, owing to the sparks created by the commutators, 
DC machines cannot be used in potentially explosive, or corrosive, environments. 
Also, the mechanical contacts of the commutators limit high speed and high voltage 
operational conditions.  Additionally, DC machines are more expensive than AC 
machines.   
On the other hand, with the widespread availability of alternating current (AC) as an 
economical form of power supply for operating industrial machinery, much attention 
has been given to the development of AC machines.  AC induction motor (IM) has 
several characteristics superior to DC motor, such as  
- Maintenance free structure,  
- Relatively lower cost than equivalent size DC motors,  
- No commutator and brush mechanism needed in some types, 
- Virtually no electric arcing (safely used in explosive atmosphere)  
- High reliability, 
- Greater power output ranging from a fraction of a horsepower to 10,000hp. 
The only drawback holding these motors behind from an even more abundant use is 
difficulties in their control. Since Blaschke and Hasse [1,2] have developed the 
technique known as FOC (Field-Oriented Control), the use of the induction motor 
has become more and more frequent. This control strategy can provide the same 
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performance as achieved from a separately excited DC motor, and it is proven to be 
well adapted to all types of electrical drives associated with induction motors. 
The field oriented control technology decouples the flux and torque control in an AC 
IM, thus makes high performance IM drive theoretically feasible. With the advent of 
recent power semiconductor technologies and various intelligent control algorithm, 
effective control methods based on the field oriented control technology can be fully 
implemented in real time application, thus induction motors can competently be used 
for variable speed drive applications.  
AC IMs are in these years for several reasons getting increased attention as an 
alternative to combustion engines in vehicles, which run on fossil fuel. Fossil fuel is 
a limited resource and contribute to the emission of CO2 to the atmosphere, which is 
a big political and environmental issue. Besides this, well designed electric machines 
have much higher efficiency than combustion engines. This opens up for the 
possibility to power vehicles from batteries or fuel cells, because only a relatively 
small amount of energy is dissipated as heat. It is predicted that in the near future, 
AC motors, leading to maintenance and pollution free automobiles, will replace the 
internal combustion engines. 
As shown in Fig1.1, the control of electrical machines is now a combination of 
different technological areas consisting of control theory, power electronics, digital 
signal processing, computer science and mechanical engineering. To achieve a high 
performance and robust motor control system, principles from different areas 
mentioned above should be applied properly. In particular, advanced control 
algorithms in motor control have been extensively studied so as to improve the 
system robustness and intelligence. 
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 Figure 1.1 : Combination of different technological areas in motor control. 
1.1 Basic Structure of AC Induction Motors  
In general, AC machines can be classified into three categories as shown in Fig. 1.2.  
Permanent magnet AC motors are often used in high performance position control 
applications, and induction motors are mostly used in large power rating 
applications, while switched reluctance motors are extensively employed in high 
speed applications.   
 
Figure 1.2 : Classification of AC motors. 
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Synchronous machines run only at synchronous speed, i.e. the speed of rotation of 
the air gap flux vector. The field winding of synchronous machines is on the rotor 
and carries DC current, which is supplied through an arrangement of commutators 
and brushes. These machines, thus, have the same drawbacks as DC machines. The 
electrically excited rotor can also be replaced by a permanent magnet. This type of 
machine is called the permanent magnet synchronous machine (PMSM). This offers 
many advantages like elimination of rotor copper losses and brushes, leading to 
increased efficiency. However, because a permanent magnet is used, the air-gap 
cannot be considered uniform. Thus, it is difficult to obtain smooth torque and a 
servo like performance from these machines. Also, the use of a permanent magnet 
rules out flux control, making it difficult to operate the drive in the constant power 
region. The PMSM is usually expensive because of the expensive permanent magnet 
material and has saturation problems at the teeth because rotor flux is non-uniform. 
Induction motors do not have many of the problems associated with synchronous 
machines.  There are two different types of induction motors classified by the rotor 
type, such as squirrel-cage induction motor and wound-rotor induction motor. The 
motor of choice for this study was the squirrel-cage induction motor due to the fact 
that they are widely used in the industry.  
The National Electrical Manufacturers Association of the U.S.A has classified 
squirrel-cage induction motors into different categories to meet the different 
application needs of the industry. These are characterized by torque-speed curves, as 
shown in Figure 1.3. In this classification, the rotor resistance is the most significant 
motor parameter. Class A motors are characterized by relatively low starting torque, 
and they have low rotor resistance. Class B motors are widely used for constant-
speed applications. Their starting torque, starting current, and breakdown torque are 
somewhat lower than those of a Class A motor. Class B motors are designed with 
higher rotor leakage inductance. Class C and Class D motors are characterized by 
relatively higher starting torque and lower starting current due to higher rotor 
resistance. Most recently, high-efficiency Class E-type motors have been introduced.   
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 Speed
Figure 1.3: Classification of squirrel-cage induction motors.   
An induction motor basically consists of two parts, the stator and the rotor. An 
exploded view of a squirrel-cage motor is shown in Fig 1.4. The motor case, ribbed 
outside for better cooling, houses the stator core with a three-phase winding placed in 
slots on the periphery of the core.  The stator core is made of thin soft-iron 
lamination, which are stacked and screwed together.   
Insulating lacquer covers individual laminations to reduce eddy-current losses [3]. 
On the front side, the stator housing is closed by a cover, which also serves as a 
support for the front bearing of the rotor. Usually, the cover has drip-proof air intakes 
to improve cooling. The core of the rotor is also made of laminations. The rotor is 
equipped with cooling fins, and built around a shaft, which transmits the mechanical 
power to the load. Another bearing and a cooling fan are affixed to the rotor at the 
back. Stator terminals located in the connection box that covers an opening in the 
stator housing provide access to the stator winding. A typical rotor of the squirrel-
cage type found in AC induction motor has aluminum bars connected to the rings 
that short the ends together as shown in Figure 1.5.   
Synchronous Speed (ωe)  (ωr) Speed (ω ) Synchro ous Speed (ω ) r
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Figure 1.4 : Exploded view of an induction motor: (1) motor case, (2) ball bearings,   
(3) bearing holders, (4) cooling fan, (5) fan housing, (6) connection box, 
(7) stator core, (8) stator windings (not visible), (9) rotor, (10) rotor 
shaft. 
 
Figure 1.5 : Squirrel-cage rotor windings. 
1.2 Review of Control Methods 
The motion control of induction motors is actually very complex and challenging 
area. The difficulties of a high performance induction motor drive design arise 
because: 
- The cage induction motor drive has very complex dynamics and is essentially 
a high order multivariable nonlinear uncertain system. 
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- Induction motors are subject to unknown disturbances (load torque) and 
changes in values of parameters during its operation.  
- A linear relation between the motor electromagnetic torque, the controlled 
variable, and the controllable variables such as terminal voltages and 
currents, is not available. 
- The need for a variable frequency inverter with an adjustable phase angle 
requires complex power electronic circuits and control  
- Complex control schemes and complex control algorithms require powerful 
signal processing hardware and software [4].  
The main objective in the control task is to design a robust controller to track some 
profiles such as speed.  The control law must guarantee the overall system stability 
and eliminate the effect of disturbance.  
With the advances in semi-conductor technology, some scalar control techniques 
have been developed for induction motors (a short review of scalar control 
techniques is presented in Chapter 3). Because of its simplicity in implementation, 
scalar-controlled drives have been widely used in industry. On the other hand, scalar 
control, as the name indicates, considers only the magnitude variation of the control 
variables and disregards the coupling effect in induction motors.  But, in order to 
effectively control induction motors, flux and torque control have to be decoupled.  
Therefore, although the scalar-controlled drives can be successfully used in steady-
state operations, their importance has diminished recently because of the superior 
performance of FOC methods, which is demanded in many applications that require 
a good transient response, and robustness against load torque changes.    
The field oriented control proposed by Hasse in 1969 and Blaschke in 1972 has been 
most important method in the theory and practice of control of induction motors.  By 
using these control methods, it is possible to achieve the speed and torque control of 
squirrel-cage type induction motor both in steady-state and transient. FOC requires 
accurate knowledge of the magnitude and angular position of the flux as well as the 
rotor angular speed. Therefore, the dynamic performance of FOC strongly depends 
on model parameter accuracy. A parameter mismatch produces an error in flux-
orientation and undesirable coupling between the flux and torque controllers. 
Although it is possible to determine in advance the model parameters, some changes 
may take place during normal operation. As a result traditional FOC schemes can’t 
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achieve good performance under these conditions. Based on the methods to obtain 
the flux vector, there are two main types of FOC methods: Direct FOC and Indirect 
FOC. The detailed review regarding to indirect FOC is given in Chapter 3. 
In direct FOC, the flux vector can be obtained utilizing Hall elements or flux sensing 
coils, while incremental encoders are used for rotor angular speed.  However, 
“...using sensors is not convenient due to the increased hardware complexity and 
cost, and the fragile Hall sensors spoil the ruggedness of the induction motor..” [3].    
Therefore, to attain the states (the flux vector and the rotor speed), several observer 
design methods have been proposed in literature.  These methods are known as 
sensorless control and can be classified into three main groups: a) Extended Kalman 
Filters Estimators [5-7], b) Model Reference Adaptive Systems (MRAS), [8-11], c) 
Adaptive Flux Observers [12-14]. Extended Kalman filters are computationally 
expensive and require a high sampling frequency so that a simple discrete-time 
equivalent model can be used.  They are known for obtaining highly accurate 
estimates of state variables under noisy condition and model uncertainties at the 
expense of computation time.  The main drawbacks of the algorithms of type (b) and 
(c) are their sensitivity to inaccuracies in the reference model, and difficulties of 
designing the adaptation block in MRAS.   
In indirect FOC, the rotor flux vector is analytically obtained from the mathematical 
model of the induction motor.  As indirect FOC does not require a state estimator or 
an observer, it is relatively fast and easy to implement comparing to direct FOC 
based techniques.  On the other hand, as the speed of the motor needs to be 
measured, the sensorless control techniques cannot be applied to the indirect FOC 
based controllers.  
1.3 Dissertation Motivation   
Due to the fast development in automation technology, the demand for high 
performance electrical drives has been increasing.  To achieve precision operation 
and meet the high performance servo requirements, it is necessary to develop a 
controller that overcomes the influence of parameter variations, plant uncertainties, 
and load disturbances.  The design of controller that guarantees performance and 
stability robustness has become an important issue in current servomechanism 
systems.  
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Currently, the Proportional, Integral, and Derivative (PID) controller structure is 
widely used in the induction motor drive applications, mainly due to its simplicity in 
structure, and familiarity to most field operators. However, despite its widespread 
use, PID controller does have a number of limitations. One of the main drawbacks of 
PID controller is the task of tuning gains to achieve a set of desired closed-loop 
performance in every condition. It is very difficult to suit a wide range of working 
conditions with only a set of fixed gains. Also, despite its simplicity, the PID 
controllers cannot always effectively control systems with changing parameters or 
strong non-linearities and they may need frequent on-line retuning.  
In a typical PID based indirect FOC scheme, there are three PID loops that should be 
tuned properly.  Since performance specifications generally conflict with each other, 
the task of tuning gains to meet several closed-loop performance specifications 
requires considerable time and experience. Therefore, there exists a need for a more 
advanced and reliable controller to meet all specifications simultaneously.  This, in 
fact, has been the main goal of this dissertation. 
In [15], an online controller parameter adaptation was suggested to obtain better 
robustness under the uncertainty of motor parameters applying a look-up table to 
change the proportional gain of the speed controller. Unfortunately, the technique 
was applicable only for the external speed control loop, and also assumed hysteretic 
control for the stator currents.    
In addition, Mohamadian [16] investigated the possibility of replacing the indirect 
field-oriented controller with an Artificial Neural Network (ANN).  He studied 
various neural network implementation methods and chose an optimal method based 
on cost and other limitations. Although the experimental results showed that the 
proposed controller is practically realizable, it was indicated the necessity of two 
stages of training for stable system operation employing the neural network. Also, 
the main limitation of the ANN controller was reported to be the low speed region of 
operation (< 200 rpm), where the neural network output error caused large output 
speed error.  
Model Predictive Control (MPC) is one of the most important methods for both 
linear and nonlinear systems. Due to its robustness, it has been established in 
industry as a promising form of advanced control [17].  The concept of model 
predictive control (MPC) was introduced simultaneously by J. Richalet and 
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C.R.Cutler and B.L Ramaker in the late seventies. One of the attractive   features of 
predictive controller is that they are relatively easy to tune.  In contrast to Linear 
Quadratic (LQ) and pole-placement controllers, predictive controllers can also be 
developed for nonlinear plants.  The nonlinear predictive control has been applied for 
induction motor in [18,19] with good performance. However, this performance is 
achieved accurately only when the load torque disturbance and the parameters 
variation are well known.   
Since 2005, some studies have been published in the literature dealing with 
predictive control of induction machines [20] or permanent magnet synchronous 
drives [21]. The authors of [20] present the idea of predictive current controller of 
induction motor by using a pre-calculated piecewise affine (PWA) control law 
instead of solving the Quadratic Programming (QP) problem online. Although the 
simulation results showed slightly better performance than PID control, the technique 
required deriving and implementing search tree algorithm for real-time 
implementation. In addition, the simplified model used in this study neglected the 
cross-effect of the d-q quantities.  
Recently, several control techniques [22, 23] have been proposed based on the 
linearized model of the induction motor. The authors of [22] used the input-output 
linearization method to linearize the induction motor and designed a state feedback  
controller using pole placement technique. Although the simulation results showed 
fast speed trajectory tracking at constant load torque, slow transient response was 
observed if a dynamic load torque was applied.  
In [23], the authors combined the linearized model of [22-26] with the PWA based 
MPC technique proposed in [21] and investigated the performance of the technique 
for the induction motors. The simulation results obtained in [23] demonstrated a 
better performance of the predictive controller against PI controller. However, the 
technique required deriving computationally expensive search tree algorithm for a 
real-time implementation that is not feasible for industrial drives.  
The main goal of this thesis is to develop model based controllers that is practically 
realizable for industrial AC motor drives. To achieve this goal, two well-known 
model based control techniques have been considered namely Linear Quadratic (LQ) 
Control and Model Predictive Control (MPC).   
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Both LQ and MPC belong to the class of model-based controllers. Moreover, both of 
the controllers are based on the minimization of a cost function. 
The main objectives and contributions of this work can be summarized as follows: 
 This work describes for the first time design and application of two realizable 
and effective model based control techniques for speed control of AC 
induction motors.  
 One of the main contributions of this work was to analyze two different 
linearization approaches, Jacobian based on Taylor expansion and the Input-
Output Linearization, and to show their accuracy in order to provide a 
framework for future researches in the area of induction motor modeling.   
 The results of linearization analysis were successfully utilized to develop 
Model Based Controllers in MATLAB. 
 The developed controllers were tested by several simulations to evaluate their 
tracking performance and robustness. 
 This study’s analysis showed that Model Based Controllers could improve 
the performance of PI based FOC drives especially in the presence of 
disturbance such as external load torque and changes in the rotor resistance.    
 The similar linear model based MPC study [23] in the literature did not 
consider the steady-state error caused by model uncertainties, viscous 
friction, unknown disturbances, etc. On the other hand, the induction motor 
cannot generate any torque at zero speed if steady-state error exists.  In order 
to remove the steady-state error, an artificial state as an integrator of the 
torque error has been added. The new state has been greatly improved the 
performance of the developed controllers.   
 Using MATLAB and TI Code Composer Studio, the codes of the developed 
controllers could directly be run on the DSP processor that is also available in 
the form of standalone microcontroller for OEM applications. Therefore, the 
developed control algorithms can be quickly tested and directly used in an 
industrial AC induction motor drive.  
 Experimental results verify the success of the developed controllers also 
confirm the accuracy of the simulation model of the AC induction motor.  
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The dynamical model of AC Induction Motor is presented in Chapter 2.  By 
introducing rotating transformed d-q coordinates, and coordinate transformation, the 
derived model is transformed into state-space form. 
In Chapter 3, a review of speed control methods of induction motors are discussed. 
By utilizing the mathematical model of AC IM, an overview of the indirect FOC is 
given.  
In Chapter 4, the linear model of AC IM is generated by two techniques: Jacobian 
(Taylor expansion) and Input-Output Linearization.  The derived linear models are   
validated and their accuracy are compared by performing several simulations.   
The proposed LQ and MP Controllers are developed in Chapter 5. Several 
simulations were performed to evaluate the tracking performance and robustness of 
the developed techniques.   
In Chapter 6, the experimental study is described and the results are reported.  
Chapter 7 presents the conclusions. 
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 2.  DYNAMIC MODEL OF AC INDUCTION MOTOR  
In AC machines, all signals exhibit a sinusoidal waveform. In other words, in three-
phase AC machines, the space vector, such as the flux linkage vector, the voltage 
vector, and the current vector are sinusoidal waveforms. On the other hand, 
alternating properties are not convenient for control analysis purposes. This problem 
can be solved by introducing rotating transformed d-q coordinates with arbitrary 
speed. This results in signals which are time-varying DC signals that are easier to 
analyze and manipulate in control system design.  
In this section, the coordinate transformation will be given first, and dynamic 
modeling of the AC induction motor will then be addressed.  Finally, well-known 
state-space form of AC induction motor model will be derived.  
 2.1 Coordinate Transformation and Rotating Magnetic Field 
Since the power source of the AC induction motor is three-phase alternating current, 
the stator has three pairs of windings. These three pairs of windings create a set of 
magnetic poles as shown in Figure 2.1. Each phase of current establishes rotating 
field in the stator. In the squirrel cage rotor, the current is induced due to the rotating 
field. Since the ends of the bars are shortened, the induced current creates a new 
magnetic field in the rotor and is attracted by the rotating field produced by stator 
currents. Consequently, as the magnetic field rotates, the rotor rotates.  
A simplified arrangement of the windings, each consisting of a one-loop single wire 
coil, is depicted in Figure 2.1. The coils are displaced in space by 1200 from each 
other.   Figure 2.2 shows waveform of current ias, ibs, ics in individual phase 
windings.   
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Figure 2.1 : Two-pole stator of the induction motor. 
 
 
Figure 2.2 : Waveform of stator currents. 
The stator currents are given by 
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where Is,p denotes their peak value and ω is the supply radian frequency; they are 
mutually displaced in phase by the same 1200. A phasor diagram of stator currents, at 
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the instant of t=0, is shown in Figure 2.3 with the corresponding distribution of 
currents in the stator winding.   
 
Figure 2.3 : Phasor diagram of stator currents and the resultant magnetic field in a      
two-pole motor at ωt=0. 
Current entering a given coil at the end designated by an unprimed letter, A, is 
considered positive and marked by a cross, while current leaving a coil at that end is 
marked by a dot and considered negative. Also shown are vectors of the     magneto-
motive forces (MMFs), Fsa, Fsb, and Fsc, produced by the phase currents. These, 
when added, yield the vector Fs of the total MMF of the stator currents, whose 
magnitude is 1.5 times greater than that of the maximum value of phase MMFs. The 
two half-circular loops represent the pattern of the resultant magnetic field, that is, 
lines of flux, φs, of the stator.  
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Figure 2.4 : Phasor diagram of stator currents and the resultant magnetic field in a 
two-pole motor at ωt = 60o . 
At t=T/6, where T denotes the period of the stator voltage, that is, a reciprocal of the 
supply frequency, f, the phasor diagram and distribution of the phase current and 
MMFs are as seen in Figure 2.4.    
Space vectors of stator MMSs in a two-pole motor has been shown in Figures 2.3 
and Figure 2.4. The vector of total stator MMF, Fs is a vectorial sum of phase 
MMFs, Fas, Fbs, and Fcs that is,  
2 4
3 3                        
j j
s as bs cs as bs csF F e F e
      F F F F                   (2.2) 
where Fas, Fbs, and Fcs are the magnitudes of Fas, Fbs, and Fcs respectively. In the 
stationary set of stator coordinates, α-β, the vector of stator MMF can be expressed 
as a complex variable, Fs = Fαs + j Fβs = Fs ejθs  as shown in Figure 2.5.   
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Figure 2.5 : Space vector of stator MMF. 
Because  
2
3
4
3
1 3
2 2
1 3                                                          
2 2
j
j
e j
e j


  
               (2.3)               
then, equation (2.3) can be written as  
1 1 3 3( )          
2 2 2 2ds qs as bs cs bs cs
F jF F F F j F F      sF                               (2.4) 
For the stator MMFs,  
1 11   -      -
2 2                                             
3 30    -  
2 2
as
s
bs
s
cs
F
F
F
F
F


                  
                                  (2.5) 
and, 
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2         0 
3
1 1                                                      
3 3
1 1  -
3 3
as
s
bs
s
cs
F
F
F
F
F


                       
                     (2.6) 
Transformations equations 2.5 and 2.6 apply to all three phase variables of the 
induction motors.  
In the steady-state, space vectors of motor variables rotate in the stator reference 
frame with the angular velocity, ω, imposed by the supply source (inverter). Under 
transient operating conditions, instantaneous speeds of the space vectors vary, and 
they are not necessarily the same for all vectors, but the vectors keep rotating 
nevertheless. Consequently, their α and β components are AC variables, which are 
less convenient to analyze and utilize in a control system than the DC signals 
commonly used in control theory. Therefore, in addition to the static , abc→αβ and 
αβ →abc, transformations, the dynamic, αβ → d-q and d-q → αβ, transformations 
from the stator reference frame to a rotating frame and vice versa are often 
employed. Usually the d-q (direct-quadrature) reference frame is so selected that it 
moves in synchronism with a selected space vector. 
The rotating reference frame, d-q, rotating with the frequency ωe is shown in Figure 
2.6 with the stator reference frame in the background. The stator voltage vector, vs, 
rotates in the stator frame with the angular velocity of ω, remaining stationary in the 
rotating frame if ωe = ω. Consequently, the vDS and vQS  components of that vector in 
the latter frame are DC signals, constant in the steady state and varying in the 
transient states. Considering the same stator voltage vector, its αβ → d-q 
transformation is given by 
 cos( )        sin( )
                                     
 sin( )    cos( ) 
ds se e
qs se e
v vt t
v vt t


 
 
            
           (2.7) 
and the inverse, d-q → αβ, transformation by 
cos( )    -sin( )
                                          
sin( )    cos( ) 
dss e e
qss e e
vv t t
vv t t


 
 
             
           (2.8) 
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Figure 2.6 : Space vector of stator voltage in stationary and the rotating reference      
frame. 
2.2 Dynamic Modeling of AC Induction Motor 
The modeling of AC squirrel cage induction motor is reviewed in this section. With 
abc→d-q transformation introduced above, a three phase squirrel cage induction 
motor can be transformed from the abc frame into the d-q reference frame, and 
modeled by the following equations [23,27].    
The stator voltage balancing equations are given by: 
( )( ) ( ) ( ) ( ) ( )                                  sdsd s sd s e s sq m rq
di tv t R i t L t L i t L i t
dt
              (2.9) 
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )        sq rqsq e s sd s sq s e m rd m
di t di t
v t t L i t R i t L t L i t L
dt dt
              (2.10) 
And the flux linkage equations are given by 
( ) ( ) ( )                                             sd s sd m rdt L i t L i t                                        (2.11) 
( ) ( ) ( )                                             sq s sq m rqt L i t L i t                     (2.12) 
( ) ( ) ( )                                             rd r rd m sdt L i t L i t                             (2.13) 
( ) ( ) ( )                                             rq r rq m sqt L i t L i t                      (2.14) 
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The rotor voltage balance equations are given by 
( )0 ( ) ( ( ) ( )) ( )                     rdr rd e r rq
d tR i t t t t
dt
                 (2.15) 
( )
0 ( ) ( ( ) ( )) ( )rqr rq e r rd
d t
R i t t t t
dt
                   (2.16) 
and the torque equations: 
3( ) ( ( ) ( ) ( ) ( ))                                                    
2
m
e rd sq rq sd
r
pLt t i t t i t
L
            (2.17) 
( ) ( ) ( )                                             m me r r l
J Bt t t
p p
                (2.18) 
( ) ( )                                                                   r t p t            (2.19) 
Here the parameters and variables have the following meanings: 
( ), ( ) sd sqv t v t   : d-q axis stator voltages 
sdi ( ), ( )sqt i t   : d-q axis stator currents 
rdi ( ), ( )rqt i t   : d-q axis rotor currents 
sd ( ), ( )sqt t    : d-q axis stator fluxes 
rd ( ), ( )rqt t    : d-q axis rotor fluxes 
e ( )t    : synchronous electrical angular velocity 
( )r t    : rotor mechanical speed 
e ( )t    : electro-mechanical torque 
l ( )t    : load torque 
sR    : stator resistance 
rR    : rotor resistance 
ER    : equivalent resistance 
sL    : stator inductance 
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rL    : rotor inductance 
mL    : mutual inductance 
p    : number of poles pairs 
mJ    : Total moment of inertia 
mB    : Total viscous friction constant 
If the above stator and rotor voltage equations are rearranged, and the torque 
equations are included, a well-known state-space form of AC induction motor model 
can be obtained as; 
e 2
e 2
-                                0
  -          -       -          0    
              0           -      
m r r mE
s s r s r
r m m rEsd
s s r s r
sq
m r r
rd
r r
rq
L R p LR
L L L L L
p L L RRi
L L L L Li
L R R
L L
  
   



          





e r
e r
1 0
0
     0  
     0              -( )    -        0  
3 3-          0             0        -  
2 2
s
sd
sq
rd
rq
m r r
r r
m rq m rd m
r r m
   σLi
i  
p
L R Rp
L L
pL pL B
JL JL J
  

  
 
                                
1
0 0
0 0
0 0
s sd
sq
    σL v
      v
       
       
                   
       (2.20) 
where σ is the coefficient of dispersion and is given by 
2
1                                              m
s r
L
L L
                                                               (2.21) 
and RE is the equivalent resistance and is given by 
2
2
r m
E s
r
R LR R
L
                                                                                                      (2.22) 
The control problem is to generate vsd, vsq in such a way as to track a given reference 
or trajectory. Usually, the rotor angular velocity is measured by a speed sensor, and 
three phase stator currents are measured and converted to the currents in the d-q 
stationary reference frame for feedback control. The detailed review of feedback 
control is given in Chapter 3.   
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 3. SPEED CONTROL METHODS OF AC INDUCTION MOTOR  
This chapter begins with a review of speed control methods of induction motors. The 
scalar control techniques, consisting in adjusting the magnitude and frequency of the 
stator voltages is presented.   Utilizing the mathematical model of AC IM given in 
Chapter 2, an overview of indirect FOC is given. Finally, a summary of three-phase 
inverters is given including the hysteretic current control, the sinus-triangle 
comparison, and the space vector modulation.  
3.1 Scalar Control Methods  
The speed of an induction motor can be changed in 3 different ways, which can be 
described towards the definition of the rotor speed. 
0
2* *60
s s
fn n n n
p
                              (3.1)       
where, 
n0 : The rotational field speed. 
ns: The slip speed. 
This equation indicates the three ways of changing the speed of the motor. Changing 
the slip, the pole-pair or the frequency. Slip-changes can only be done by either 
changing the rotor resistant or the input-voltage on stator. Changing the pole-pair is a 
direct change of the motor-windings, where a coupling between different phases can 
be achieved.  Changing the frequency is the last speed control way of AC IM. If the 
voltage applied to the motor can be changed from low voltage/frequency to high 
voltage /frequency an optimal speed control is achievable.   
In AC induction motors, when the stator flux is kept constant, the produced torque is 
independent of the supply frequency. On the other hand, the speed of the motor 
strongly depends on the supply frequency.  Assuming that voltage drop across the 
stator resistance is small as compared to the stator voltage the stator flux can be 
expressed as  
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1
2
s s
sd
e
V V
f
                                                                                                        (3.2) 
Thus, to maintain the flux at a constant, the stator voltage should be adjusted in 
proportion to the supply frequency. This is the simplest approach to the speed control 
of induction motors, referred as Volts/Hertz control method.  It can be seen that no 
feedback is required, therefore provisions should be considered to avoid overloads.  
For the low speed operation, the voltage drop across the stator resistance must be 
taken into account in order to maintain constant flux.  Conversely, at speeds 
exceeding that corresponding to the rated frequency, frat,, the constant V/F condition 
would lead an overvoltage. Therefore, the stator voltage is adjusted in accordance to 
the following rule: 
, ,0 ,0
,
( )                  f < f
                                          f f
s rat s s rat
rats
s rat rat
fV V V for
fV
V for
    
                                                   (3.3) 
where Vs,0 denotes the rms value of the stator voltage at zero frequency.  Equation 
(3.3) is illustrated in Figure 3.1.  
V
Vs,rat 
Vs,0 
frat f
 
Figure 3.1 : Voltage versus frequency relation in the V/F control method. 
The V/F control method does not guarantee good dynamics performance of the drive, 
because the transient states of the motor are not considered in the control algorithm. 
Therefore, the scalar control techniques with speed feedback are being phased out by 
the more effective vector control methods.   The use of induction motors in variable 
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speed applications has become more popular due to the development of the indirect 
Field-Oriented Control.   
3.2 PI Based Indirect FOC  
Indirect FOC is an effective linearization control algorithm for a highly nonlinear 
induction motor.   The main objective of FOC is to independently control the torque 
and the flux and this is done by using d-q reference frame rotating synchronously 
with the rotor flux space vector.  
The key feature of the field-oriented control is to keep the magnetizing current, ird, at 
constant rated value, which is expressed using d-q reference frame as 
( ) constant                                                      rd t                          (3.4) 
( ) 0                                                                   rq t              (3.5) 
Substituting Equations (3.4) and (3.5) in the torque equations (2.17) 
( )( )                                                         
( )
e
sq
T rd
ti t
K t

                             (3.6) 
or  
( ) ( ) ( )                                                  e T rd sqt K t i t                   (3.7) 
where, 
3                                                                   
2
m
T
r
pLK
L
                                           (3.8) 
Also considering the Equation (3.5), and substituting Equation (2.13) in the rotor 
voltage balance equation (2.15), the direct axis component of the rotor flux can be 
obtained as,  
                                                     rd m rr rd sd
r r
d L RR i
dt L L
                                    (3.9) 
It can be seen from Equation (3.9) that the relationship between the direct axis 
component of the rotor flux and the current is linear and can be given by a transfer 
function as shown in the Figure 3.2.  where /r rL Rr   is the rotor time constant.  
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Figure 3.2 : The transfer function between the direct rotor flux and the direct 
current. 
Equation 3.9 indicates that ids controls the rotor flux, φrd. Thus, the rotor torque and 
flux can be controlled separately through isq   and isd, respectively, which is 
analogous to a separately excited DC motor.  The relationship between the torque 
and the d-q stator currents can be seen in Figure 3.3.  
 
 
 
 
 
 
 
Figure 3.3 : The relationship between the torque and the d-q current components. 
Also considering Equation 3.9, the relationship between the stead-state value of the 
rotor flux and the current can be obtained as,  
                                                                rd m sdL i                                               (3.10) 
The reference current, isdref corresponding to a given reference rotor flux, φ*rd can be 
given as, 
 *1                                                      ref rsd rd
m
pi
L
                                            (3.11) 
The electrical angle θe, which is required in the process of coordinate transformation 
d-q→ abc, is given by [28,29] 
( )                                                        e sldt P t                        (3.12) 
where ωsl denotes the slip frequency (or the rotor current frequency) for field 
orientation and θe is the angular displacement of the rotor, measured by a shaft 
position sensor.  
    
1
m
r
L
p   
I φsd rd 
    
1
m
r
L
p   KT 
τi φsd e rd π
isq 
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Considering Equation (3.5), and substituting Equation (2.14) in the rotor voltage 
balance equation (2.16), the slip frequency can be calculated as,  
*                                                                 
ref
sqm
sl
r rd
iL                                         (3.13) 
In direct FOC, the angular position θe is measured directly using air gap flux sensors, 
whereas the indirect FOC approach is based on the calculation of the slip speed ωsl to 
obtain the angular position.  
In the FOC, three phase stator current are measured and then converted to currents in 
the two-phase synchronously rotating frame, they are first converted to two-phase  
stationary frame using Equation 2.5 and then from the stationary frame to the 
synchronously rotating frame using Equation 2.7. Therefore the two phase current 
components isd, and isq are obtained from the measured three phase stator currents.   
In the classical PI based indirect FOC method, isqref , is generated from the speed 
error via a PI based speed controller, and a second PI controller generates the 
quadrature axis of command voltage, Vsq, based on the error between isqref  and isq.  
A third PI controller that generates the direct axis command voltage, V
 
.  
sd is used to 
keep the rotor flux is constant in each operating points.   The reference inputs of the 
third PI controller, isdref, is calculated by Equation 3.10 and the controlled variable is 
isd obtained via a coordinate transformation as explained above.  The block diagram 
of in indirect FOC is shown in Figure 3.4
 
Figure 3.4 : The classical PI based indirect field oriented control structure. 
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3.3 Three Phase Inverters 
In adjustable speed applications, the AC induction motors are powered by three-
phase inverters.  The inverter converts DC power to AC power at the required 
frequency and amplitude.  A typical 3-phase inverter is illustrated in Figure 3.5. 
The inverter consists of three half-bridge units where the upper and lower switches 
are controlled complimentarily, meaning when the upper one is turned on, the lower 
one must be turned off, and vice versa [28,29].   
3.3.1 Sinus-Triangle comparison 
The output voltage is mostly created by a Pulse Width Modulation (PWM) 
technique, where an isosceles triangle carrier wave is compared with a fundamental-
frequency sine modulating wave, and the natural points of intersection determine the 
switching points of the power devices of a half-bridge inverter. This technique is 
shown in Figure 3.6. The 3-phase voltage waves are shifted 120o  to one another and, 
thus, a 3-phase motor can be supplied. 
 
Figure 3.5 : Three-phase inverter, adapted from [28].  
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Figure 3.6 : Pulse-width modulation generation by sinus-triangle comparison.  
The most popular power devices for motor control applications are Power MOSFETs 
and IGBTs. A Power MOSFET is a voltage-controlled transistor. It is designed for 
high-frequency operation and has a low voltage drop; thus, it has low power losses. 
However, the saturation temperature sensitivity limits the MOSFET application in 
high-power applications. An Insulated-Gate Bipolar Transistor (IGBT) is a bipolar 
transistor controlled by a MOSFET on its base. The IGBT requires low drive current, 
has fast switching time, and is suitable for high switching frequencies [28,29].  
3.3.2 Hysteretic current control 
Hysteretic current control is another effective and relatively simple control method. 
A typical three-phase hysteretic current control is shown in Fig 3.7. Current error 
signals Δia, Δib, and Δic are generated by comparing the output currents of the 
inverter and the reference current ia*, ib* and ic*.  Switching signals a, b and c fed to 
inverter are generated by operating current error signals Δia, Δib, and Δic, in the 
hysteretic current controller. 
Fig 3.8 presents the input-output characteristic of one phase in hysteretic current 
controller. The tolerance bandwidth for the current controller is denoted by h shown 
in Fig 3.8. In each operating loop, if the current error Δi is greater than W2, the 
switching variable is set to 1; conversely, if the current error Δi is less than W2, the 
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switching variable is set to 0; otherwise, the switching variable keeps the same status 
of last loop. It's been obvious that the bandwidth h affects the switching frequency of 
the inverter. The narrower is the h, the more frequent switching operates and the 
higher quality of output of the inverter. In a typical hysteretic current controller ia*, 
ib* and ic* are compared with the actual current ia, ib and ic to generate PWM signals, 
which will fire the three-phase voltage source inverter to produce the actual voltages 
to the motor [28]. 
3.3.3 Space vector modulation 
Space Vector Modulation (SVM) can directly transform the stator voltage vectors 
from an α-β-coordinate system to Pulse Width Modulation (PWM) signals (duty 
cycle values). The standard technique for output voltage generation uses an inverse 
Clarke transformation to obtain 3-phase values. Using the phase voltage values, the 
duty cycles needed to control the power stage switches are then calculated. Although 
this technique gives good results, space vector modulation is more straightforward 
(valid only for transformation from the α, β-coordinate system). 
 
 
Figure 3.7 : Block diagram of a hysteretic current controlled inverter for AC IM drive. 
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Figure 3.8 : Input-output characteristic of a hysteretic current controller. 
The basic principle of the standard space vector modulation technique can be 
explained with the help of the power stage schematic diagram depicted in Figure 3.9. 
In the 3-phase power stage configuration, shown in Figure 3-9, eight possible 
switching states are possible and given by combinations of the corresponding power 
switches. The graphical representation of all combinations is the hexagon shown in 
Figure 3.10. There are six non-zero vectors, U0, U60, U120, U180, U240, U300, and two 
zero vectors, O000 and O111, defined in α, β coordinates.  
The combination of ON / OFF states of the power stage switches for each voltage 
vector is coded in Figure 3.10 by the three-digit number in parenthesis. Each digit 
represents one phase. For each phase, a value of one means that the upper switch is 
ON and the bottom switch is OFF. A value of zero means that the upper switch is 
OFF and the bottom switch is ON. These states, together with the resulting 
instantaneous output line-to-line voltages, phase voltages and voltage vectors, are 
listed in Table 3-1. 
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Figure 3.9 : Power stage schematic diagram, adapted from [28].  
 
Table 3.1 : Switching Patterns and Resulting Instantaneous Line-to-Line and Phase                
Voltages. 
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Figure 3.10 : Basic space vectors and voltage vector projection. 
SVM is a technique used as a direct bridge between vector control (voltage space 
vector) and PWM. The SVM technique consists of several steps: 
1. Sector identification 
2. Space voltage vector decomposition into directions of sector base vectors Ux, 
Ux±60 
3. PWM duty cycle calculation 
In SVM, the voltage vectors UXXX and OXXX for certain instances are applied in such 
a way that the “mean vector” of the PWM period TPWM is equal to the desired 
t result, such as center-aligned 
sired space voltage vector is created only by applying the sector base 
voltage vector. 
This method yields the greatest variability of arrangement of the zero and non-zero 
vectors during the PWM period. One can arrange these vectors to lower switching 
losses; another might want to approach a differen
PWM, edge-aligned PWM, minimal switching, etc. 
For the chosen SVM, the following rule is defined: 
• The de
vectors: 
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— The non-zero vectors on the sector side, (Ux, Ux±60) 
The following expressions define the principle o
)                                 
he sector base vectors Ux, Ux±60. 
Equation 3.14 splits in  equations 3.16 and 3.17: 
— The zero vectors (O000 or O111) 
f the SVM: 
[ , ] 1 2 60 0 000 1. (pwm s xT U T U T U T O O         11x                   (3.14) 
1 2 0PWMT T T T                     (3.15) 
In order to solve the time periods T0, T1 and T2, it is necessary to decompose the 
space voltage vector US[α,β]  into directions of t
to
1PWM sx xT U T U        
ectors Ux, Ux±60 during the PWM period TPWM to 
produce the right stator voltages.  
             (3.16) 
( 60) 2 60PWM s x xT U T U                  (3.17) 
By solving this set of equations, it is possible to calculate the necessary duration of 
the application of the sector base v
1
sx
PWM
x
U
T T
U
     for vector Ux                      (3.18) 
2
60
sx
PWM
x
U
T T
U 
   for vector U                    
(3.19) 
2    either for O000 or O111                          
(3.20) 
x±60
0 1( )PWMT T T T  
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 plant.  If it does not, then either more linear model 
Two techniques are proposed to generate the linear model of induction machine: 
ion, and the Input-Output Linearization. 
ctive of the vector 
s is to independently control the torque and the flux and it 
4. GENERATION OF THE LINEAR MODEL OF AC INDUCTION MOTOR 
In order to design an efficient model based controller, the reference linear model has 
to be derived carefully by considering the principals of indirect FOC. As it is seen 
from the non-linear state-space models developed in Chapter 2 (Equation 2.20), the 
state matrix does not only consist of pure numbers, it also contains some system 
variables such as rotor angular velocity and rotor flux components.  If a linear model 
of a plant can be obtained, which is acceptably accurate over a suitable range of 
operating conditions (even though the plant will be nonlinear), then well-known 
linear control analysis and design techniques can be applied to the linear model.  
There is therefore a strong motivation for obtaining the linear model of AC induction 
motor.  In using such model, it must be ascertained that it remains valid over a 
suitable range of operation of the
is needed for different operating regions (so that the linear model to be used is 
selected depending upon the operating conditions), or some form of explicitly 
nonlinear analysis must be used. 
Jacobian Method based on the Taylor expans
The detailed review of both linearization methods is given below.  
4.1 Linearization with Jacobian Method 
As it is mentioned in Chapter 3, indirect FOC is an effective control algorithm for a 
highly nonlinear induction motor.  With the rotor flux oriented at the d axis, i.e. φrq = 
0, the order of the reference linear model can be reduced to four by dropping the state 
variable φrq.  As it is emphasized in Chapter 3, the main obje
control of induction motor
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can be done by producing the command signals of vsd, and vsq.  Considering this 
fact, the states and the inputs of the linear model are chosen as below: 
States: isd, isq, φrd, and ωr  
Inputs: vsd, and vsq.  
Jacobian method is applied to the nonlinear mathematical model of the system. The 
 system.  
 Expand the nonlinear system equations as a Taylor series about the selected 
 Recast the system model in terms of deviations from the operating point. 
 Assume these deviations to be small, so that the Tay i
ould be: 
i n                           
uation 4.1 can be written in the general 
compact form
er the following special case of Equation 4.2, comprising a single 
function of f in two variables (x1 and u1):  
success of this technique depends strongly on the accuracy of the mathematical 
model.  
The following is always the basic approach for the linearization process: 
 Choose an operating point about which to linearize the
operating point.  
lor ser es can be 
truncated after the first term, leaving a linear model.  
Let us consider an nth-order nonlinear MIMO system having m inputs, the general 
state equation w
1 1 2 1 2 , ,( , , , , , , ) , ) |i n mx f x x x u f   x u    1, (iu u           (4.1) 
Where x and u are the functions of time. If the notation f is allowed to represent the 
vector of functions f1, f2,..., fn, then Eq
: 
( , )x f x u                       (4.2) 
If we consid
1 1( , )x f x u                              
Based on the Taylor expansion, this would be expanded about an operating point 
(x1o, u1o) as: 
(4.3) 
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Considering only for small deviations from t
the second and higher derivatives are negligible. Also dropping the dependency on 
1 1
1 1
( , )    ( )o
f x u u
u u

  
he operating point, we can assume that 
x1 and u1 for clarity, (by writing δf(x1,u1) as δf), Equation 4.4 becomes: 
,
, ,
( , ) ( ) ( )+ ( )
1 1 1 1
1 1 1 1 1 1 1 1
1 1o o o o
o o o o
x u x u
f fx f x u f x u x x u u
x u
 
                              (4.5) 
And writing f(x1o,u10)= ox   
1 1 1 1
1 1 1 1
1 1, ,
( )+ ( )o
o o o o
o o
x u x u
f fx x x x u u
x u
 
     
t the 
operating point becomes an operating point in the state space defined by a particular 
state vector xo and a particular input vector uo.  F r any ne of
Equation 4.4, the result will contain one first derivative term for each of the n state 
 as 
                                                       (4.6) 
We can now apply this result to the MIMO case of Equation 4.2. Note tha
o  o  the function fi in 
variables and each of the m input variables.  If the deviation from the nominal 
(operating point) values is denoted by superscript * such
* * *,    ,      u   i i io i i io i i iox x x x x x u u                                                                  (4.7) 
and using a briefer notation for the partial derivatives at the operating points as: 
1 1 1 1
1 1 2 2, ,
 ,     etc.
o o o o
f f f fo o
x x x x
   
    x u x u
                          (4.8) 
and substituting the changes indicated by Equation 4.7 and 4.8, the result for the 
ntire general model of Equation 4.2 can be written as: e
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Finally, the Jacobian Matrices Jx and Ju are obtained as: 
1 1 1 1 1 1
1 2 1 2
2 2 2 2 2 2
1 2 1 2
        
                   
n m
x un m
o o o o o o
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Therefore, Equations 4.9, as it is given in [30], finally become: 
** *
x ux J x J u                                                                                                       (4.11) 
As the elements of Jacobian Matrices are constant, Equation 4
state-space model.  It is valid for small deviations from the operating point (xo,u0). 
The output equation y=Cx+Du can still be applied directly if it is linear.   If each 
output is a state variable, (if C is a unit matrix), the output equation automatically 
becomes linear.   
In the case of AC induction motor, by choosing the nominal speed of the motor as 
the operating point, and recasting the system model in terms of deviations from the 
.11 is now a linear 
operation point, the linear time-invariant model is given as the following: 
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where the (‘) indicates the nominal values of the associated variables. It should be 
near time-invariant model derived above relies 
rmining those nominal values may not be feasible for induction motors. 
Therefore, considerable modeling errors may occur using the 
model.  
racy of the linear time-invariant model, which is only 
valid in the vicinity of the operating
been developed. The developed model is obtained by updating the state matrix with 
r current at every control period.  In order to implement the time-
variant induction motor model, an embedded MATLAB function block is designed.  
he simulation res
discussed below.  
Output Linearization  
As it is given in chapter 3.2, one of the c
is: 
 
                      (4.12) 
noted that the accuracy of the li
strongly on obtaining those nominal values precisely.  On the other hand,  
dete
linear time-invariant 
In order to improve the accu
 point, a linear time-variant motor model has 
the actual values of the rotor speed, the rotor flux, the electrical angular velocity, and 
the q-axis stato
T ults of both the time-invariant and the time-variant model is 
4.2 Input-
onditions required for field oriented control 
                       (4.13) ( ) 0      and       ( ) 0                  rq rqt t                                      
From the equation (2.20): 
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he condition given in the equation 4.13, indirect vector control is 
 r me r
R Lp sq
r rd
i                                                                                                 (4.15) 
When the Equation 4.15 is satisfied, dynamic equation of the induction motor can be 
L 
given by: 
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                                                                                                          (4.19) 
where  
3
2
m
t
r
pLk
L
                                                                                                               (4.20) 
As it is seen from the Equations (4.17- 4.20), even the field oriented induction motor 
action between current 
components by using the input-output linearization method. This method consists of 
re-arranging system states and using of nonlinear inputs to linearize the system 
dynamic equations.   
The generated electro-mechanical torque 
model has nonlinearity and interaction. The rotor speed term appearing in the 
Equation (4.17) makes the current dynamics nonlinear and speed dependent. It is 
possible to eliminate the nonlinearity and the inter
e , is introduced as a new state variable, 
replacing q axis stator current component sqi , in the induction motor model. If the 
equation (4.19) is differentiated and simplified with substitution of the equations 
(4.15), (4.17) and (4.18): 
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The nonlinear parts of the equations (4.16) and (4.21) can be put together to create 
the linearizing inputs u1 and  u2.  By using these new inputs, the induction motor 
model can be transformed into the following linear model: 
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 be rew tten in terms of u1 and  u2 as: 
                          (4.22
and the stator input voltages components can ri
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The generated linear model is valid only for 0rd  . 
4.3 Comparison of the L
To o re cy odel, the same test inputs have 
been ied t ch lin odel as o the no near mod  the AC 
induction motor.  The motor parameters n the s n ar  Table 
4.1.  
V[V] 
inear Models  
be able t  compa the accura of each linear m
appl o ea ear m well as t nli el of
 used i imulatio e given in
Table 4.1 : The motor parameters. 
P[kW] f[Hz] J[kg.m2] B[Nm/(rad/s)] P 
2.2 50 0.013 0.00002 3 380 
Rs[Ω] Rr[Ω] Ls[H] Lr[H] Lm[H] Nm[rpm] 
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1.68 5.85 0.158 0.158 0.125 950 
Figure 4.1 shows the applied test voltages, as well as the speed and the d-axis stator 
current trajectory of the nonlinear induction motor model.  
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Figure 4.1 : The test voltages, the speed and d-axis stator current trajectory of the 
nonlinear induction motor model. 
Figure 4.2 demonstrates the accuracy of the each linear model by comparing the 
rotor speed and the d axis stator current which is the common system output for all 
linear models. As it is seen from Figure 4.2, the linear model obtained by input-
output linearization technique is the most accurate model comparing the other 
models obtained by the Jacobian method. As it is emphasized in Chapter 4.1.1, the 
linear induction motor model derived by Jacobian method considers only for small 
deviations from the operating point and in addition, the Jacobian matrix does not 
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include the second and higher derivatives in the calculations.  These limitations 
might cause the modeling errors observed in the simulations.  On the other hand, as it 
.3, 4.4 and 4.5 respectively show the comparison of the d-axis stator current, 
 nonlinear AC induction 
motor.  
Considering the limitations of the Jacobian method mentioned above and the 
performance results from the simulations, the input-output linearization model is 
decided to be used for the model-based controller design.  
is observed in Figure 4.2, the dynamic linear model seems to be more accurate than 
the static linear model. But considering the programming effort and the additional 
computation time, designing a controller with the dynamic linear model may not be 
feasible for AC induction motors.    
Figure 4
the electro-mechanical torque and the rotor flux of the nonlinear and the linear model 
obtained by input-output linearization technique.   As it is seen, the input-output 
linearization model seems to successfully represent the
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Figure 4.2 : Comparison of the linear models. 
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Figure 4.3 : Comparison of the d-axis stator currents. 
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Figure 4.4 : Comparison of the electro-mechanical torques.  
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Figure 4.5 : Comparison of the rotor fluxes.  
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 5. DESIGNING MODEL BASED CONTROLLERS FOR AC INDUCTION 
MOTORS 
The main goal of this thesis is to develop model based control technique that is 
applicable for industrial AC induction motor drives. Considering this goal, two well-
known model based control techniques were developed for AC induction motors: 
Linear Quadratic (LQ) Control and Model Predictive Control (MPC).  Both LQ 
controllers and predictive controllers belong to the class of model-based controllers. 
Moreover, both of the controllers are based on the minimization of a cost function, 
therefore one can expect that LQ control is closely related to predictive control. The 
linear model developed in chapter 4.2 was utilized in developing the LQ and the MP 
controllers.   
In this chapter, after a review of each model based controller, the simulation models 
of both AC induction motor and the controllers are described. Then comparison of 
the dynamic performances of the model based and the PI based controllers are given 
in the last section.   
5.1 The Concept of Linear Quadratic Control 
The predictive controllers are in general discrete-time controllers, therefore in order 
to compare the LQ controller with the predictive controller, only the discrete LQ 
controller will be considered in this thesis.   
The LQ control problem is a special case of the general nonlinear optimal control 
problem. In discrete-time LQ control, the plant is given by: 
( 1) ( ) (
( ) ( )
k k
k k
  

x Ax Bu
y Cx
)k
k
                                                                                         (5.1) 
where x(k) denotes the state vector.  In order to calculate the controller output the 
following cost function is minimized: 
0
( ) ( ) ( ) ( )
N
T T
k
J k k k

 x Qx u Ru                                                                            (5.2) 
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where N is the terminal sampling instant, Q is the state weighting matrix, R is the 
controller weighting matrix.  The state-feedback law is given by: 
( )k u Kx                                                                                                              (5.3) 
and the state-feedback vector, K, can be obtained by solving the algebraic Riccati 
equaition for N→ , which is known as infinite horizon. In practice, the infinite 
horizon LQ controller is often used, resulting in a linear time-invariant state feedback 
control law.  In practical application, minimization of the given cost function is not 
the primarily interest but rather to obtain the required closed-loop performance by 
tuning Q and R matrices.   
In the infinite horizon LQ control, future disturbances and modeling errors cannot be 
taken into account. On the other hand, so long as the following mathematical 
properties for Q and R matrices are provided, the closed-loop system is guaranteed to 
be stable with infinite horizon LQ controllers.    
- Q and R must be symmetric,  
- Q must be positive semi-definite and R must be positive definite.  
If Q and R matrices are chosen to be purely diagonal matrices, and the diagonal 
elements of Q are non-negative and those of R are positive, above conditions are 
guaranteed. In addition, as the diagonal elements penalize individual states, it is 
easier to choose those elements especially if the states have been chosen as 
physically meaningful variables.  
The relative weighting chosen for Q and R determine the relative importance placed 
upon reducing steady-state or transient errors as well as saving control energy. On 
the other hand, because the exact effect is not easy to predict, an iterative design 
process would be used in the controller design process.  The designed LQ based 
controller for AC induction motor is given in chapter 5.3.1.  
5.2 The Concept of Model Predictive Controllers 
The concept of predictive control originates from the late seventies and nowadays 
has evolved to a mature level.  They can be used to control a wide variety of process, 
among, which are non-minimum phase and unstable process, without the designer 
having to take special precautions. In addition, tuning is relatively easy and process 
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constraints can be handled systematically.   These features promote the practical 
applicability of predictive controllers by the many successful applications that have 
been reported in the literature.   
The concept of predictive control was first introduced by Richalet [17] in 1978, and 
then Cutler and Ramaker [31] in 1980. Predictive control is in the class of model-
based controllers that is a model of the plant is explicitly used to design the 
controller, as illustrated in Figure 5.1.  In this figure, u, y and w are the controller 
output, the plant output and desired plant output, respectively.  
Predictive controllers are relatively easy to tune comparing with the other model 
based controllers such as pole-placement and linear-quadratic controllers.   Other 
features of predictive controllers are: 
 The concept of predictive control is not restricted to single-input, single-
output (SISO) plants. Predictive controllers can be derived for and applied to 
multi-input, multi-output (MIMO) plants. 
 In contrast to LQ and pole-placement controllers, predictive controllers can 
also be derived for nonlinear plants. 
 The resulting controller is an easy-to-implement control law. 
 Predictive control is the only methodology that can handle system constraints 
in a systematic way during the design of the controller.    
 Because predictive controllers make use of predictions, pre-scheduled 
reference trajectories (for example, used in motion control applications) or set 
points can be dealt with.  
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Figure 5.1 : Model-based control.  
Unavoidably, predictive controller design also has some drawbacks.  Although the 
resulting control law is easy to implement and requires little computation, its 
derivation is more complex than that of the classical PID controllers. If the process 
dynamics does not change, derivation of the controller can be done beforehand, but 
in the adaptive control case all the computations has to be carried out at every 
sampling rate.  Also, since predictive controllers belong to the class of model-based 
controller design methods, a model of the process must be available. In general, there 
are two phases in designing a control system: modeling and controller design.  
Predictive control provides only a solution for the controller design part. A model of 
the plant must be obtained by other methods.  
5.2.1 Strategy of model predictive control 
The methodology of all the MPC controllers is characterized by the following 
strategy, shown in Figure 5.2. 
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Figure 5.2 : Model predictive control strategy, adapted from [33]. 
1. Using the plant, the future plant outputs for a determined horizon N are 
predicted at each instant t.  These predicted outputs y(t+k | t)   for k = 1...N 
depend on the  future  control  signals  u(t+k | t),    k = 0..N 1, which are 
those to be sent to the system and on the known values up to instant t.   
2. The future control signals are calculated by optimizing a pre-determined 
criterion to keep the system as close as possible to the reference trajectory 
r(t+k). .  This criterion usually takes the form of a quadratic function of the 
errors between the predicted plant output and the predicted reference 
trajectory. The control signals are also included in the objective function. An 
explicit solution can be obtained if the criterion is quadratic, the model is 
linear, and there are no constraints; otherwise an iterative optimization 
method has to be used.  
3. The control signal u(t | t)  is sent to the plant whilst the next control signals 
calculated are rejected. Because at the next sampling instant y(t+1) is already 
known and step 1 is repeated with this new value and all the sequences are 
brought up to date. Thus the u(t+1|t) is calculated using the receding horizon 
concept [31-33].   
In order to implement this strategy, the basic structure shown in Figure 5.3 is used. A 
model is used to predict the future plant outputs, based on the past and current values 
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and on the proposed optimal future control actions. These actions are calculated by 
the optimizer taking into account the cost function (where the future tracking error is 
considered) as well as the constraints. The chosen model must be able to capture the 
plant dynamics to precisely predict the future outputs and be simple to implement 
and understand. A disturbance model can also be taken into account to describe the 
behavior not reflected by the plant model, including the effect of non-measurable 
inputs, noise and model errors.   
 
Figure 5.3 : Basic structure of model predictive control, adapted from [33]. 
In order to obtain the control law, there are various MPC algorithms that propose 
different cost functions.  The general rule is that the future plant output (y) on the 
considered horizon should follow a known reference signal (r) and, at the same time, 
the control effort (∆u) necessary for doing so should be penalized. The general 
expression for such a cost function will be [33].  
( ) ( )
ˆ ˆ( ) ( ) | ) ( ) ( ) )    
uNN
Q i R i
i N i
V k y k i t r k i u k i

 
        2
1
1
2
1
1 2                                 (5.4) 
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In the cost function, N1  and N2   are the minimum and maximum prediction horizons 
and Nu is the control horizon, which does not have to coincide with N2, the 
maximum horizon.  N1 and N2 mark the limits of the instants in which it is desirable 
for the output to follow reference.  Q and R are the weighting matrices that penalize 
the tracking errors and the control effort, and r(k+i) is the future reference trajectory, 
which does not necessarily have to coincide with the real reference.  
5.2.2 State-Space formulation of model predictive controller 
State-space models are commonly used in the literature to formulate the predictive 
control problem. Actually, the main theoretical works of Model Predictive Control 
regarding to stability analysis is based on state-space formulation that can also 
accommodate MIMO systems in a straightforward manner.  
In order to develop the state-space formulation of Model Predictive Control, let us 
consider a linearized, discrete-time, state-space model of the plant, in the form [30].  
( 1) ( ) ( )
( ) x(k)                                 
x k Ax k Bu k
y k C
  

                                                                         (5.5) 
where x(t) is an n- dimensional state vector, u is an m- dimensional input vector, y is 
an my dimensional vector of measured outputs. The index k counts ‘time steps’.  We 
assume that the whole state vector is measured, so that ˆ( | ) ( ) ( )x k k x k y k   and 
C=I.  Assuming that there is no measurement noise or any disturbance in the system, 
the predicted states are given by: 
2
2 2 2
ˆ ˆ( 1| )    ( ) ( | )
ˆ ˆ ˆ( 2 | )    ( 1| ) ( 1| )
ˆ ˆ                     ( ) ( | ) ( 1| )
                         
ˆ ˆ ˆ( | ) ( 1| ) ( 1| )
                     
x k k Ax k Bu k k
x k k Ax k k Bu k k
A x k ABu k k Bu k k
x k N k Ax k N k Bu k N k
A
  
    
   
      


2 2 1
2ˆ ˆ( ) ( | ) ( 1| )
N Nx k A Bu k k Bu k N k    
                           (5.6) 
in the first line  have been used rather than u(k), because at the time when the 
predictions is computed, u(k) is not known.  
ˆ( | )u k k
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In the above equation, it is assumed that the input will only change at times 
 and will remain constant after that. Thus, we have 
 for .   
, 1, , uk k k N 
ˆ( | ) ˆ( uu k i k u k N  
1,
1) 2 1uN i N  
Recall that , and at the time k, we already 
know , so we have  
ˆ( | ) ˆ( | ) ˆ( 1| )u k i k u k i k u k i k      
1)(u k 
             
        
                             
ˆ( | ) ˆ( | ) ( 1)
ˆ( 1| ) ˆ( 1| ) ˆ( | ) ( 1)
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

                              (5.7) 
and therefore we can rearrange Equation (5.6) as: 
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Finally, Equation 5.8 can be written in matrix-vector form: 
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We can rewrite the cost function given by Equation 5.4 as 
( ) ( ) ( ) ( )
Q
V k X k k U k   2
R
2                                                                      (5.10) 
where  
         
           (k)=                        
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X(k) has the form   
( ) ( ) ( ) ( )X k x k u k U     1 k                                                                    (5.12) 
choosing suitable matrices  we can define ,  ,    
( ) ( ) ( ) ( )k k x k u k      1                                                                             (5.13) 
ε(k) is the difference between the future target trajectory and the ‘free response’ of 
the system, namely the response would occur over the prediction horizon if no input 
changes were made [30].  Considering Equation 5.11 and 5.12, we can rewrite 
Equation 5.10 as 
( ) ( ) ( ) ( )
        = [ ( ) ( ) ]  [ ( ) ( )] ( ) ( )
        = ( ) ( ) ( ) ( ) ( ) [ ] ( )
Q R
T T T T
T T T T T
V k U k k U k
U k k Q U k k U k R U k
k Q k U k Q k U k Q R U k

 
  
    
       
       
2 2
2
                (5.14) 
Notice that Equation 5.14 has the form 
( ) ( ) ( ) ( )TV k const U k U k U k    b H                                                            (5.15) 
where 
( )TQ k b 2                                                                               (5.16) 
and 
TQ R  H                  (5.17) 
It should be noted that b and H do not depend on ( )U k .  
If there are no constraints, the optimal ( )U k  can be found by setting the gradient of 
V(k) to zero. From Equation 5.14,  
( ) ( )U k V U    b H2 K                (5.18) 
Thus, the optimal set of future input moves is  
( )  optu k
  H b11
2
                                                                                                (5.19) 
We have found the solution that is really applied to the plant at time k, we could 
write  rather than  . As a receding horizon strategy is used, only ( )optu k ˆ( | )optu k k
 56
the first element of the control sequence is sent to the plant and all the computation is 
repeated at the next sampling rate.  
On the other hand, in order to guarantee that Equation 5.19 gives a minimum, we 
need to differentiate the gradient of ( )U k V (Equation 5.18) again with respect to 
. The matrix of the second derivatives is called Hessian of V and is given by: ( )U K
(
( )
TV Q R
U k
     H
2
2 2 )                                                                               (5.20) 
Choosing  and  (for each i) ensures that Hessian is certainly 
positive-definite and thus we have a minimum.  
( )Q i  0 ( )R i  0
The structure of the Model Predictive Controller with no constraints and full state 
measurement can be seen in Figure 5.4. The matrices shown in this figure are given 
as 
 ( )TMPK Q
    H b11
2
TR Q1                                                                     (5.21) 
  
  
 
  
u
u
N
N
N
A
A
A
A

            2
1


                           (5.22) 
    
    
      
 
u
u
N
i
i
N
i
i
N
i
i
B
A B
A B
A B





                  


2
1
0
0
1
0


                           (5.23) 
 
 
 57
 
Figure 5.4 : Structure of model predictive controller with no constraints and full 
state measurement, adapted from [32] 
5.3 Developing Model Based Controllers for AC Induction Motors 
In this thesis, the linear model developed in chapter 4.2 is used to develop both the 
LQ and predictive controller. On the other hand, since the state-feedback control is 
basically proportional control [22], in order to improve the tracking performance of 
the proposed controllers as well as to guarantee zero steady state error, which is 
mandatory for FOC drives, we have augmented the states to include the integral of 
the electro-mechanical torque. The derivation of the new state is given by  
ez                                                                                                                       (5.24) 
Therefore, the standard form of the state-space equation is obtained as: 
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Therefore, the new state, x(t),  and  the control vector,  u(t)  become: 
1
2
( )  ,          ( )=
sd
e
rd
i
u
x t u t
u
z


            
                                                                              (5.26) 
As it is given in chapter 4.2, the stator input voltages components vsd  and vsq  can be 
calculated by the equations below.   
1
1 ( )sd e sq
s
v i
L
   u                  (5.27) 
2
2
1 (  )msq r sd rd
s s r t rd
L uv p i
L L L
 
k  
     
            (5.28) 
It should be noted that the linear model is valid only for 0rd  .  
Using the linear model (Equation 5.25), the general structure of the proposed model 
based controllers is depicted in Figure 5.5.  Also the developed SIMULINK diagram 
of the simulation model is given in Figure 5.6.  
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Figure 5.5 :  General structure of the model based controllers. 
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 Figure 5.6 : The simulation model of the closed-loop control of the AC induction motor.   
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 In order to estim
62
equation is implem
* *( )e torq r rK
ate the reference value of electro-mechanical torque, the following 
ented in the torque model.  
  
where, 
* :r
                                                                                               (5.29) 
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ce rotor speed 
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the manuf
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Equation 3.7.   
As it is discussed in chapter 3.2, in the indirect FOC schem
derived from the d-axis stator current base
by Equation 3.9.  Hence, the flux model 
the discrete for
The current m
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echanical torque gain 
 gain Ktorq can be calculated based on the AC motor specification given by 
acturer.  For the motor used in this thesis, Ktorq is selected as 1 Nms/rd2.  
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odel block generates the synchronous electrical angular velocity and 
y the following equations: 
e, d-axis rotor flux is 
d on the first-order transfer function given 
shown in Figure 5.4 is implemented using 
m of Equation 3.9.    
ation block calculates the actual electromechanical torque based on 
5 includes coordinate transformation 
M Inverter block that simulates the PWM inverter.   
 compare the performance of the controllers, the AC motor 
d on the non-linear state-space model given 
e motor model are shown in Figure 5.7. 
                                                                (5.30) 
 
Figure 5.7 : The inputs and outputs of the AC induction motor model. 
The d-q stator voltages, the fundamental frequency, and the load torque are the inputs 
and the d-q stator currents, the electrical torque and the rotor speed are the outputs of 
the AC induction motor model. Figure 5.6 shows the SIMULINK model of the AC 
induction motor where each state in Equation 2.20 is calculated in a different block.  
 
Figure 5.8 : The developed Simulink model of the induction motor.  
It should be noted that the d-axis rotor flux is not measured in the indirect FOC but it 
derived from the d-axis stator current based on the equation 3.9.  In addition, q-axis 
rotor flux is aimed to be zero in the FOC scheme. Therefore, although the rotor flux 
components shown in Figure 5.8 are calculated during the simulations, they are not 
used by the controllers.  
vd, vq  d-q stator voltages
Induction
Motor 
Model 
i , i  d-q stator currents d q
T  – Load torque T Electro-mechanical torque L e 
ω  rotor speed- Fundemantal frequency ω re  
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5.3.1 Designing LQR controller 
In order to design an LQ controller for the AC induction motor, the linear model 
given by Equation 5.25 is used. If the test motor parameters are substituted, the 
numerical representation of the state-space model is given as:   
93.55      0          305.93    0  
  0     105.62          0         0
  
1.69         0         12.06     0
 0            -1                0        0
sd sd
e e
rd r
i i
z
 
 
                    




1
2
1      0
0   1
0 0
0       0
d
  
     u
u       
z
                            
                        (5.31) 
As the designed LQ controller is a full-state feedback controller, the target of the 
controller it is to drive all the deviations to zero. The outputs of controller are 
calculated based on the state-feedback law given in equation 5.3, and its 
implementation in SIMULINK is shown in Figure 5.9.   
 
Figure 5.9 : The Simulink implementation of the LQ controller. 
To be able to obtain the optimum state-feedback vector, K, the MATLAB ‘lqr’ 
function is used. The ‘lqr’ function returns a set of calculated gains based on the 
system matrices A and B and the design matrices Q and R. The ‘lqr’ function also 
allows stability check by providing the closed-loop eigenvalues of the proposed 
solution.    
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The below Q matrix is the basic design matrix used for the LQ controller: 
1
2
3
4
   0   0   0
 0     0   0
0    0     0
0    0    0   
q
q
q
q
       
Q  
Where q1, q2, q3, and q4 are mainly associated with isd, Te, rd and z consecutively. 
With this in mind, one can select which variable the controller will put more 
emphasis on forcing to 0. Based on the criterions discussed in chapter 5.1,   and after 
couple of iterations, Q and R matrices are chosen as: 
50   0   0     0
0    25  0     0 1 6       0
        
0     0   1     0   0       1 6
0     0   0     1
e
e
             
Q R     
The above Q and R matrices were used in both simulation and experimental studies. 
The simulation results are discussed in chapter 5.4.  
5.3.2 Designing model predictive controller  
The main field of MPC applications can be found in process engineering.  Because of 
the huge mathematical effort that is necessary to perform the calculation of the future 
system behavior, collides with the demand for high sampling rates in drive control, 
MPC controllers have not been used for AC induction motor drivers so far. In the 
case where constraints must be taken into account, the solution is obtained by 
Quadratic Programming (QP) algorithm [32,33].  On the other hand, computation 
time of QP algorithms are not deterministic, it can change from one instant to the 
other. Therefore, quadratic programming algorithms are not suitable for demanding 
control applications such as the Field Oriented Control that requires pure real-time 
performance.  
In the last few years, some studies [20, 21] deal with predictive control of induction 
motor including the system constraints in the control algorithms.   In [20], a pre-
calculated PWA control law is used instead of solving the QP problem online.  But 
the induction motor model used in this study did not consider the nonlinear cross 
coupling between the stator currents isd, isq.  
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In [23], a linear model of the AC induction motor is generated by using input-output 
linearization technique. The simulation results show that the MPC based controller 
gives better performance than traditional PI controller. However, due to the required 
computationally expensive search tree algorithm, the technique needs to be 
simplified for its industrial implementation.   
Unfortunately, the results of those studies have not been supported by experimental 
works. In addition, the applicability of the proposed techniques in [20,22] for 
industrial drives have not been discussed in details. 
In this thesis, the most important priority is given to the applicability and the 
effectiveness of the developed controller. To avoid dealing with quadratic 
programming that requires heavy calculations, the model predictive controller is 
chosen to be designed considering the linear model without system constraints. The 
developed four states linear model given by Equation 5.21 is used in the model 
predictive controller design.  
In order to analyze the performance of the proposed model predictive controller, a 
SIMULINK model shown in the Figure 5.10 has been developed. The controller 
block calculates the control signals based on the Equation 5.19.  As it seen from 
Figure 5.10, the controller structure is the implementation of the Model Predictive 
Controller structure given in Figure 5.4.  K, F and G matrices shown in Figure 5.10 
are   KMP, ,   matrices respectively.     
As it is discussed in chapter 5.2.1, there are some adjustable parameters in the model 
predictive control:  
 Weighting matrices, Q and R 
 Prediction and Control Horizons 
 Reference Trajectory 
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Figure 5.10 : The Simulink model of the MP controller.  
Tuning of predictive control is mostly based on experience gained from simulations 
of ‘typical’ problems [32,33]. During the simulation study, the performance of the 
model predictive controller is analyzed for different values of N2 and Nu. 
Considering the computation time, stability and the effectiveness of the controller, 
N2 and Nu are chosen as  
2 5,      1uN N   
And after couple of iterations, Q and R matrices are chosen as: 
500   0   0     0
0    250  0     0 1 6       0
        
0     0   1     0   0       1 6
0     0   0     1
e
e
             
Q R     
The above parameters were used in both simulation and experimental studies. The 
simulation results and comparison with the LQ controller are discussed in the 
following section.   
5.4 Comparison of the Controllers Performance 
As it has previously been discussed in the chapter 1.3, one of the main purposes of 
this thesis is to develop an applicable and systematic control design technique to 
overcome the drawbacks of PI based controllers.  In this chapter the simulations were 
performed to evaluate all three (PI, LQ, and MPC) controllers’ performances.   
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The simulations have been carried out in SIMULINK/MATLAB that allows different 
sampling times to be used for different blocks. Considering the constraints of a real 
controller and the inverter commonly used in the industry, the following simulation 
parameters are chosen: 
 The frequency of the PWM: 10 kHz,  
 The sampling rate of the controller: 10-4 seconds.  
 The fundamental sampling time: 2x10-6 seconds. 
Therefore, both measurement of the system states (isd, isq, ωr) and generation of the 
command values (vsd, vsq) are assumed to be measured at every 100 microseconds.   
In order to show the effectiveness of the proposed model based controllers, 
traditional one degree of freedom PI controllers: 
( ) ip
KC s K
s
                                                                                                      (5.32) 
are used for comparison purpose. As there is no a systematic way to tune three 
different PI controllers for an optimum performance, the gains were selected by trial 
and error to ensure stability and relatively fast response time. Therefore, the PI 
controller parameters are tuned so that the rise time of the step response is almost the 
same as that in the case when the proposed model based controllers are used.   
As it is seen in the Figure 3.4, three discrete PI Controllers are used in the traditional 
FOC. Two of them are responsible to eliminate the d-q axis stator currents errors, 
and one of them is responsible to eliminate the speed deviations from the reference 
trajectory.  
In the first scenario, the unloaded motor is required to accelerate from standstill 
condition to 750 rpm in 0.2 sec. Then reference speed is kept constant at 750 rpm 
from time, t=0.2 to 0.6 sec. After that, the reference speed is changed from 750 rpm 
at t=0.6 sec to -750 rpm at t=1 sec., kept constant at -750 rpm until t=1.4 sec. Then 
the motor is made to stop at from -750 rpm in 0.2 sec. The dynamic response to the 
reference speed is shown in Figure 5.11. As it is seen in Figure 5.11, both of the 
model based controllers demonstrate better performance against the traditional PI 
based controller.  
 68
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-800
-600
-400
-200
0
200
400
600
800
Time [second]
R
ot
ar
y 
S
pe
ed
 [r
pm
]
 
 
Reference Speed
PI Controller
LQ Controller
MP Controller
Figure 5.11 : Comparison of speed tracking performances of the controllers–no load. 
In the second scenario, using the same speed profile, a load torque of 10 Nm is 
applied from t=0.4 sec to 0.6 sec. and a load torque of –10 Nm is applied from t=1.4 
sec to 1.6 sec.  The dynamic response to the reference speed is shown in Figure 5.12 
Figure 5.13 shows the zoomed view of Figure 5.12. As it is seen, both of the model 
based controllers demonstrate better performance against the traditional PI based 
controller.  
Considering the overshoot and the response time, the model predictive controller 
gives slightly better performance than LQ controller as it is seen in Figure 5.13. The 
speed tracking errors of the model based controllers are shown in Figure 5.14. As it 
seen, zero steady-state error that has critical importance in FOC applications is 
achieved by both model based controllers. 
 Considering the dynamic response of the model predictive controller, when the load 
torque is applied, there is a temporary dip in speed of 35 rpm at 750 rpm. After the 
load torque is released, again a temporary speed overshoot of 35 rpm is observed.  
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Figure 5.12 : Comparison of the speed tracking performance of the controllers with 
load.  
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Figure 5.13 : Zoomed view of speed tracking performances.  
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Figure 5.14 : Comparison of the speed tracking error of the controllers. 
The second scenario was repeated for 200 rpm maximum speed in order to analyze 
the performance of the proposed controllers at low speeds. Similar dynamic 
responses were obtained as can be seen in Appendix A.1. 
The relationship between the control signals u1 and u2, and the normalized values of 
the corresponding control variables of Model Predictive Controller are depicted in 
Figure 5.15 and Figure 5.16, respectively. It should be pointed out that the maximum 
and minimum Y-axis values of the Figure 5.15 are selected as ±32768, in order to 
verify if the calculation of u1 and u2 can be realized with 16-bit microcontrollers. As 
it is seen, from the figures, there is no saturation or unrealizable voltage changes 
during the speed profile. The similar relationship is also observed with the LQ 
controller as can be seen in Figure 5.17 and 5.18.   
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Figure 5.15 : The control signals of the MP controller.  
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Figure 5.16 : The control variables of the MP controller. 
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Figure 5.17 : The control signals of the LQ controller.  
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Figure 5.18 : The control variables of the LQ controller. 
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The d-q component of stator currents of the PI, LQ and the MP controllers are 
presented in Figure 5.19, Figure 5.20 and Figure 5.21, respectively. As can be seen 
from Figure 5.19, d-axis stator current can be hold almost constant with the PI 
controller. It is expected behavior due to the decoupled structure of the PI based FOC 
controllers. As can be seen from Figure 3.4, there is a PI block, which is specifically 
dedicated to control the d-axis stator current. On the other hand, it should be noted 
that the developed model based controllers are designed based on the linear model of 
AC IM.  If the model of the induction motor is not exactly known or the motor 
parameters used in the model changes during the operation, non-linear cancellation 
would not be perfect, thus decoupling of torque and flux would not be obtained 
properly.   
As shown in Figure 5.20 and 5.21, both model based controllers could successfully 
control the d-axis stator current to remain almost constant that is critical to be so in 
order to generate a stable rotor flux at all working conditions. On the other hand, as 
shown in Figure 5.20 and Figure 5.21, dynamical behavior of the q-axis stator 
current, that is responsible for controlling the torque is applicable for FOC 
applications as it does not indicate a big overshoot that might exceed the inverter’s 
limits.   
Figure 5.22 shows the three phase stator currents of the MP Controller.  As can be 
seen, both the frequency and the magnitude of the stator currents change based on the 
reference speed and the torque requirements unlike the scalar control. The three 
phase stator currents are calculated from the d-q axis stator currents using the 
coordinate transformations and the electrical angular position calculated in the 
current model.  Figure 5.22 also indicates that the three phase stator currents remain 
in the driver’s current limits (±15 Ampers) for the chosen AC induction motor.  
The similar three phase stator currents were also observed with the PI and the LQ 
controllers. The associated plots were given in Appendix A.2.   
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Figure 5.19 : The dq-axis stator currents of the PI controller. 
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Figure 5.20 : The dq-axis stator currents of the LQ controller. 
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Figure 5.21 : The dq-axis stator currents of the MP controller. 
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Figure 5.22 : The three-phase stator currents.  
Figure 5.23 and Figure 5.24 show decoupling performance of the LQ and the MP 
controllers, respectively. The decoupling performances of both controllers are 
acceptable for FOC applications.  As can be seen from the figures, after starting the 
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motor, the rated rotor flux of 0.375 Wb/m2 is established in 0.12 sec. and remains at 
the rated value after that, irrespective of speed and load torque changes. 
On the other hand, the quadrature component of the rotor flux remains zero,  
indicating decoupling of flux and torque.  It should be noted that all the states in 
Figure 5.23 and 5.24 are obtained from the simulation model as they are not directly 
measurable states.  It should be pointed out that the dynamical behavior of the 
electromechanical torque generated by the induction motor is closely related to the q-
axis stator current. As can be seen in equation 4.19, assuming that the flux is held 
constant, the electromechanical torque is a function of the q-axis stator current.  
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-10
-5
0
5
10
Time [second]
To
rq
u[
N
.m
] a
nd
 d
q 
ax
is
 R
ot
or
 F
lu
x 
[W
b/
m
2]
 
 
rd
rq
Te
 
Figure 5.23 : The electro-mechanical torque and the d-q axis rotor flux with LQ 
controller. 
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Figure 5.24 : The electro-mechanical torque and the d-q axis rotor flux with MP 
controller.  
Although indirect FOC can transform a nonlinear induction motor into a linear 
system, it is well known that under PI based FOC the output response is sensitive to 
the plant parameter variations such as a change in the rotor resistance during the 
operation [34-40].  In fact, rotor resistance is one of most important induction motor 
parameters that affect the controller performance directly through the current model.  
There are currently many researchers are working on determining the functional 
dependency between the rotor resistance and the other motor variables such as the 
motor temperature, the rotor speed, the load torque, etc.  In order to test the 
performance of the Model Based Controllers against the changes of the rotor 
resistance, the second scenario is created by applying the rated load torque of 15 Nm 
at t=0.4 sec and then giving Rr in the motor model a step change to 35% less than its 
original value at t=0.8 sec. Figure 5.25 shows the performance of the three 
controllers against the rotor resistance change.  As can be seen, the Model Based 
Controllers gives better performance than PI based Controller against plant 
parameter changes. This result indicates that the Model Based Controllers would 
provide more stable performance against the plant parameters changes as long as the 
plant model is adequately known or estimated.  
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Figure 5.25(a) 
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Figure 5.25(b) 
Figure 5.25 : Comparison of the performances of the controllers against rotor 
resistance Change a) full view of the speed trajectory, b) Zoomed 
view of  Figure 5.25(a). 
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On the other hand, as can be seen from the Figure 5.25(b), the MP Controller was 
able to compensate the perturbations relatively faster and more effective than the LQ 
controller. One of the most important advantages of Model Predictive Control is to 
offer a dynamic state feedback structure. The future values of the reference states, if 
they are known, are utilized in the generation of the command signal unlike the LQ 
controller that only considers the current state errors.  As the reference values of 
three states (isd, φrd and z) are already known and used in the MP controller design, 
it might explain the better performance of the MP controller against the LQ 
controller.  
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 6. EXPERIMENTAL STUDY 
6.1 Hardware Setup 
In order to validate the performance of the proposed Model Based Controller, an 
experimental setup was designed as it was shown in Figure 6.1.  
 
Figure 6.1 : Schematic of the motor test setup. 
The main components of the experimental setup are listed below: 
- 3-phase AC Induction Motor. A 2.2 kW, six poles AC induction motor is 
used in this study. The detailed specifications of the test motor were given in 
Table 4.1.   
- 3-phase Inverter:  The 3-phase inverter converts DC power to AC power at 
the required frequency and amplitude based on command signals. In this 
study, a MEDEL ELEKRONİK’s industrial AC IM FOC driver is used as a 
3-phase Inverter to utilize the safety features of the driver such as over 
current or over temperature protection. The inverter uses the Space Vector 
Modulation technique described in Chapter 3.3.3. A digital communication 
USB 
connection 
Digital I/O port 
(for real-time  
data transfer ) 
MEDEL 
AC IM FOC  
DRIVER 
DSP Processor 
TMS 28335 
Position signal 
PC for 
Programming DSP
3-phase stator currents
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port is designed to control the AC motor by the Texas DSP controller instead 
of its built-in microcontroller.   
- Position Sensor: In order to accurately measure the speed of the AC 
induction motor, an optical encoder with 1024 pulse per revolution was used.   
- DSP Board :  TMS320F28335 Floating-Point Digital Signal Controller from 
Texas Instruments was chosen as the controller. Below are the main reasons 
to prefer this micro-controller. 
 The FOC based speed control algorithms is computationally heavy due to 
the transformations from 2-phase to 3-phase and vice versa, therefore the 
success of this technique mostly depends on the performance of the 
controller.  TMS320F28335 has a 150 MHz clock, which could execute 
an instruction within 6.7 nanoseconds. As the switching frequency of the 
PWM is 10 kHz, the control sampling period is to be at least 100 
microseconds. It was verified that required execution performance could 
be achieved with this DSP controller.  
 Floating-point processors are more suitable for applications that require 
extensive floating-point arithmetic as in the closed-loop control 
applications. In addition, the research projects where the code is likely to 
change, the user can exploit the faster development time and effort with a 
floating-point controllers. 
 The FOC based motor control applications are very demanding in terms 
of number of required PWM and ADC channels. Three phase currents 
have to be measured by the controller, and also each phase has to be 
driven by two PWM channels. The selected DSP controller provides 
enough numbers of PWM and ADC channels.  
 MATLAB-SIMULINK provides a library that allows Simulink Models to 
be able to run on the TMS320F28335 DSP controller.   
 The developed method can be easily implemented in an industrial AC 
motor speed control product as the chosen DSP controller is available in 
the form of standalone microcontroller for OEM applications.   
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6.2 Software Setup 
The main purpose of the experimental study is to determine if the Model Based 
Controllers perform the same way as the simulations show and thus verify the 
effectiveness of the developed controllers.  Considering the simulation results of both 
Model Based Controllers, MP Controller was chosen to be used in the experimental 
study.  
In the implementation, the motor and the PWM Module models are ignored because 
these are already present in the hardware setup. In order to reduce the calculation 
load of the DSP controller, the Park and Clark transformations are done by the 
driver’s built-in processor.  
In connection with MATLAB Target Support Package TC2, TI Code Composer 
Studio and SIMULINK, a fast prototyping working environment was achieved and 
hence the code development time could be saved.  As the controller is a floating-
point processor, the codes generated by the TC2 could directly be run on the DSP 
processor.   
In every control cycle, the DSP controller reads the reference and the actual speed 
data as well as the d-q axis stator currents, isd and isq, and outputs the d-q command 
voltages, vsd, and vsq and the theta values. The coordinate transformations are 
performed by the inverter’s processor.  All the input and output data are transferred 
between the DSP and the inverter’s processor by a digital handshaking.  
The PWM switching frequency was chosen as 10 kHz, thus the DSP controller had to 
generate the command signals at least within 100 microseconds. On the other hand, 
to perform a proper digital handshaking with the inverter’s processor at the 
beginning and at the end of the each control period, total of 40 microseconds was 
reserved. Therefore, it was assured that the execution of the control algorithm was 
completed within 60 microseconds.   
In order to compare MP Controller’s performance with the PI Controller, two closed-
loop control programs were developed in Simulink, then compiled and optimized in 
C language. The results of speed tracking performance of each controller are 
presented below. 
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6.3 Comparison of the Simulation and the Experimental Results.  
In this section, two different speed profiles are applied on both the simulation model 
and the real motor in order to validate the performance of the MP Controller and also 
analyze the accuracy of the simulated model.  It should be noted that the simulations 
presented in this section does not include disturbances and noises. Therefore, the 
simulation results are not expected to be exactly same as the experimental results.  
In the first experiment, the unloaded motor is required to accelerate from -750 rpm to 
750 rpm in 377 milliseconds.  This condition is equivalent to apply 5.416 Nm load 
torque during the ramp period.  The dynamic responses of the simulated model and 
the real-motor are shown in Table 6.1 and Table 6.2 and the plots are depicted in the 
Figure 6.2 and Figure 6.3.  Figure 6.14 shows the zoomed view of Figure 6.13.  
Table 6.1 : Simulation results of the motor performance. 
 Percentage 
Overshoot (%) 
Settling Time 
(±1% error) 
PI Controller 5.88 0.463 s. 
MP Controller 2.46 0.410 s. 
 
Table 6.2 : Experimental results of the motor performance. 
 Percentage 
Overshoot (%) 
Settling Time 
(%1 error) 
PI Controller 8.10 0.494 s. 
MP Controller 3.99 0.434 s 
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Figure 6.2 : The tracking performance of the MP controller compared to a well-
tuned PI controller (-750 rpm to 750 rpm) – simulation data.                       
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Figure 6.3 : The tracking performance of the MP controller compared to a well-
tuned PI controller (-750 rpm to 750 rpm) – experimental data. 
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Figure 6.4 : The zoomed view of Figure 6.13.  
As can be seen from Figure 6.4, the MP Controller could successfully eliminate the 
steady-state error within 150 milliseconds after the first overshoot.  
Figure 6.5 and Figure 6.6 depict the simulation and the experimental data of d-q axis 
command voltages for the MP and the PI Controllers. The figures indicate that the 
simulation model could successfully represent the AC IM.  The maximum voltage 
that can be generated by the inverter used in this experiment is 307 Volts. 
Considering this fact, as can be seen from Figure 6.5, the developed MP Controller 
did not indicate any saturation effects for the given speed profile.  
In order to validate the performance of the MP Controller at low speeds, the second 
speed profile was generated for 200 rpm maximum speed.  The experimental results 
are shown in Figure 6.7 and Figure 6.8.  
In order to test the torque compensation of the MP controller at zero speed, a %10 of 
the rated torque was manually applied on the rotor shaft of the test motor. The results 
including the response of the PI controller is given in Appendix A.3.  Also, dynamic 
responses of the d-q axis stator currents of the PI, LQ and MP controllers are given in 
Appendix A.4.   
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Figure 6.5 : Command voltages of the MP and the PI controller  (-750 rpm to 750 
rpm) – simulation data. 
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Figure 6.6 : Command voltages of the MP and the PI controller controller  (-750 
rpm to 750 rpm) – experimental data. 
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Figure 6.7 : The tracking performance of the MP controller compared to a well- 
tuned PI controller (-200 rpm to 200 rpm) – experimental data.                                  
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Figure 6.8 : Command voltages of the MP and the PI controller (-200 rpm to 200 
rpm) – experimental data. 
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 7. CONCLUSIONS AND RECOMMENDATIONS 
AC induction motor control is a multi-discipline engineering problem, and has a 
wide range of industrial applications.  In this dissertation, two model based control 
techniques, LQR and Model Predictive Control, are employed as a tool in the 
controller design to improve the system robustness, disturbance rejection, and the 
command tracking performance of conventional FOC drives.  
The FOC technology decouples the flux and torque control in an AC machine, thus 
makes high performance induction motor drive theoretically feasible.  PI controllers 
are widely used in the AC IM drives due to its simple structure and the familiarity to 
most field operators. On the other hand, it is a known issue that the performance of a 
PI based indirect FOC degrades in the presence of external load torque and under the 
variation of motor parameters. In a typical PI based FOC scheme, there are, at least, 
three PI blocks that should be tuned properly. Achieving the desired dynamic 
responses in every condition is a very difficult tuning task and requires considerable 
time and experience. Therefore, there exists a need for a more advanced and reliable 
controller to meet all the required performance specifications.  
There are many advanced studies aimed to improve the performance of AC IM 
applications. But most of them cannot be applied to the commercial drivers due to 
the heavy computation load that only expensive DSP or FPGA chips can deal with.    
In the recent studies, model predictive controllers with constraints have been 
proposed for indirect FOC. Instead of solving computationally heavy QP problem 
online, using a pre-calculated PWA control law was suggested. However, the 
technique required deriving computationally expensive search tree algorithm for a 
real-time implementation that is not feasible for industrial drives.  
Due to the nature of FOC, industrial drives have to deal with abc-to-d-q and d-q-to-
abc transformations as well as executing a control strategy and generating command 
signals within a short sampling rate such as 10 to 100 microseconds.   Therefore, any  
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control strategy, which is designed for an industrial FOC drive has to be simple 
enough to be implemented with cost-effective commercial off-the-shelf micro-
controllers. 
In response to these requirements, described above, the main goal of this thesis is to 
develop a reliable control design technique that is directly applicable for industrial 
AC IM drives.  
Deriving a linear model that can reasonably represent the AC IM is the first step in 
the design of model based controllers. Two different linearization techniques 
(Jacobian and the input-output linearization) were separately analyzed in chapter 4 to 
provide a framework for future works. It was found that the linear model generated 
by the input-output linearization technique better represents the non-linear AC IM 
motor model than the linear model generated by the Jacobian technique as given in 
Figure 4.2.  
In the next step using the linear model, two model based controllers were developed 
based on the well-known model based control algorithms: Linear Quadratic (LQ) 
Control and Model Predictive Control (MPC).  Both of the control algorithms are 
based on minimization of a cost function and capable of producing stable closed-loop 
systems. The developed controllers’ performances were tested by several 
simulations.  
As the dynamical analysis results showed, the developed model based controllers 
could significantly improve the performance of PI based controllers especially in the 
presence of disturbance such as external load torque.  
In chapter 5, the well-known robustness problem of indirect FOC drives has been 
addressed. The performance of conventional indirect FOC degrades under the 
variation of rotor resistance. Several studies reported that the changes in the rotor 
resistance could cause large tracking errors in the speed control applications. The 
result of the dynamical analysis also showed that the MP controller was able to 
compensate the perturbations relatively faster and more effective than both 
conventional PI and the LQ controller.  Model predictive control algorithm offer a 
dynamic state feedback structure unlike the LQ controller that only considers the 
current state errors.  As the MP controller uses the reference values of the states in 
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the control signal calculation, MPC shows better dynamic performance than the LQ 
controller as depicted in Figure 5.25.  
In order to validate the effectiveness of the developed controller, an experimental 
setup was designed. Due to the better dynamical performance in the simulation 
study, the MP controller was chosen to be implemented in the experimental study. 
The dynamic responses of the 2.2 kW AC IM were tested for different speed profiles.  
The experimental results verify the success of the developed MP controller and 
confirm the accuracy of the simulation model of the AC induction motor. The 
experimental study also revealed that the command voltages generated by the MP 
controller are acceptable for the industrial AC IM drivers.   
On the other hand, the similar linear model based MPC study in the recent literature 
has not considered the steady-state error caused by model uncertainties, viscous 
friction, unknown disturbances, etc [23]. But the induction motor cannot generate 
any torque at zero speed if steady-state error exists. In order to remove the steady-
state error, an artificial state as an integrator of the torque error has been added to the 
MP controller for the first time. The new state has greatly improved the torque 
compensation performance of the MP controller by eliminating the steady-state error. 
Therefore, the ability of producing the rated torque at the zero speed, which is a 
mandatory requirement for a FOC application, was successfully provided with the 
developed Model Predictive controller.  
One of the main contributions of this study is to produce directly applicable solution 
as the chosen DSP development platform is also available in the form of standalone 
microcontroller for the OEM applications.   
In conclusion, MPC technique can be effectively used in the industrial FOC 
applications to improve the stability and the robustness of the conventional AC IM 
drives. Using the proposed method, operators may save great amount of time and 
effort not being have to deal with tuning multiple interactive PI loops. Having shown 
that industrial application of MPC is possible, the new research topics have emerged. 
These research topics are summarized in the following section.  
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Based on the result of this dissertation, the following research topics are 
recommended for future work: 
 The AC IM is a very challenging plant for the control engineers due to not 
only its nonlinear and high degree of freedom structure but also its uncertain 
electrical characteristics.  Although most of the stator related parameters such 
as the stator resistance or inductance are given by the motor manufacturers, 
the rotor’s electrical characteristics are not accurately known. In addition, 
most of the electrical parameters changes with temperature, load conditions, 
speed, etc.   The electrical time constant of the rotor (Lr/Rr) is one of the most 
important motor parameter that greatly effects the dynamic behavior of the 
AC IM.   Utilizing the adaptive model predictive algorithms, the problems 
that caused by the uncertainty of rotor electrical time constant can be further 
investigated.  
 Elimination of the speed sensor has been an interesting area of research in the 
recent years. Designing a speed observer based model predictive controller 
would be an interesting research topic.  
 Instead of a static linear motor model, the future generation of model 
predictive controllers can be developed based on a dynamic nonlinear motor 
model generated by neural networks.   
 New generation of floating-point microcontrollers are available to industry 
with very low prices. Using these microcontrollers, on-line identification and 
optimization process of MPC for any size of AC IM is possible. Hence, MPC 
can be easily applied in the field eliminating any intervention of operators, 
which is necessary for tuning of conventional controllers.    
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 APPENDICES 
 
APPENDIX A.1 : Comparison of the Speed Tracking Performance of the  
       Controllers at  ±200 rpm – Simulation Results   
APPENDIX A.2 :  The Three-Phase Stator Currents – Simulation Results. 
APPENDIX A.3 :  Torque Compensation at Zero speed  - Experimental Results.  
APPENDIX A.4 :  Dynamic Response of the d-q axis Stator Currents –Experimental                   
Results.  
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Figure A.1.1 : Comparison of the speed tracking performance of the controllers with            
                         load at ± 200 rpm.  
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Figure A.1.2 : Zoomed view of  Figure A.1.1 
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Figure A.2 (a) 
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Figure A.2 (b) 
 
Figure A.2 : The three-phase stator currents – a) PI controller b) LQ controller. 
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APPENDIX A.3  
 
Figure A.3.1 : Torque compensation of PI at zero speed 
 
Figure A.3.2 : Torque compensation of MP at zero speed 
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APPENDIX A.4  
 
 
Figure A.4.1 : d-q stator currents of PI controller  at ±750 rpm. 
 
Figure A.4.2 : d-q stator currents of MP controller  at ±750 rpm. 
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 Figure A.4.3 : d-q stator currents of PI controller  at ±200 rpm. 
 
 
Figure A.4.4 : d-q stator currents of MP controller  at ±200 rpm. 
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