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Abstract
A mobile ad hoc network (MANET) is formed by a group of mobile nodes connected by wire-
less links. The nodes can talk to each other by direct peer-to-peer wireless communication when
they are close to each other. When the sender and receiver are far away, their packets can be for-
warded by the intermediate nodes along a multi-hop path. As an emerging networking technique,
a MANET is envisioned to become a stand-alone network for a group of mobile users, or as a
stub-network to connect to the Internet.
In this thesis, we focus on the flow control problem in this network. Depending on whether
the routers agree to forward packets for each other, different flow control schemes are proposed for
both cooperative and non-cooperative MANET environments. In cooperative flow control, we first
study the two prominent flow control schemes in the Internet, i.e., TCP and equation-based flow
control. We provide an augmentation to TCP in order to improve its performance, and discover
several limitations of applying equation-based flow control to the MANET domain. Prompted by
the deficiencies of these implicit flow control schemes, we design a router-assisted explicit rate-
based flow control scheme (called EXACT) for MANETs. Our result shows that EXACT achieves
much better performance than the implicit flow control schemes. Therefore, we advocate using
router-assisted explicit flow control, as exemplified by EXACT, in the MANET domain.
Traditionally, flow control has been studied in a cooperative network environment. Such co-
operative behavior is not a realistic assumption in a public MANET formed by a random group of
strangers. Users in this network are likely to behave selfishly, by refusing to forward other users’
packets. Under this non-cooperative environment, flow control and incentive engineering are two
problems closely related to each other. A flow control solution would be meaningless if the inter-
iii
mediate routers do not agree to carry the traffic for others. However, existing work in incentive
engineering provides only stand-alone solutions, and fails to recognize its close relation with flow
control. To this end, we propose a scheme called iPass, which is a joint solution for flow control
and incentive engineering in MANETs. iPass adopts the “pay for service” model of cooperation,
and utilizes an auction mechanism at each router to fairly allocate bandwidth resources to the pass-
ing flows. At the same time, the auction market gives explicit rate signals to the end hosts for flow
control purposes. By design of the auction algorithm, iPass achieves several desirable system prop-
erties, such as bidding user’s true valuation for bandwidth. Therefore, iPass provides an innovative
and graceful solution for the flow control and incentive engineering problems in a non-cooperative
MANET environment.
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Chapter 1
Introduction
A mobile ad hoc network (MANET) is formed by a group of mobile nodes connected by wireless
links [1]. Started as a “toy” problem in 1979 in the Naval Research Laboratory, ad hoc networking
has since matured into a well-defined research area [2, 3]. In a MANET, mobile nodes can talk
to each other directly via peer-to-peer wireless communication when they are within each other’s
transmission range. When direct communication is not possible between sender and receiver, their
packets can be forwarded by the intermediate nodes along a multi-hop path. As a result, each node
in a MANET behaves not only as an end system to the users, but also as a router to forward packets
for other nodes. As an emerging networking technique, a MANET has been envisioned to become
a small stand-alone network for a group of mobile users, a stub-network to connect to the Internet,
or a self-organized community network connecting the houses together.
1.1 Overview of Flow Control
Like in wireline networks, end-hosts in MANETs must face the non-trivial problem of deciding
how fast they can send packets to a destination over the network. This is the flow control problem in
networking research. 1 Flow control has two general goals: efficiency and fairness [4]. Efficiency
refers to the property that the aggregated traffic at the bottleneck router should match the available
1In some literature, the term “flow control” is reserved for speed matching between a pair of sender and receiver,
and “congestion control” is used for regulating the speed of sending packets to avoid congestion. In this thesis, we use
these two terms interchangeably. Their meanings should be clear from the context.
1
bandwidth of the outgoing links. If traffic is too slow, the links will become idle and waste some
valuable bandwidth; if traffic is too fast, it will cause packet dropping and long queuing delays.
Fairness refers to the property that each competing flow should get its “fair” share of the available
bandwidth. There are many fairness criteria. For example, max-min fairness [5] assumes that each
flow has equal rights to access the resource, and hence divides the available bandwidth equally for
the competing flows. Some other fairness criteria may take each user’s valuation (or satisfaction)
for the resource into account, and allocate the resource accordingly. In a MANET, flow control
is especially important because a MANET’s limited bandwidth often cannot meet the full demand
of many applications. At the same time, flow control faces many new challenges in a MANET
because it is a much more dynamic networking environment than wireline networks.
Traditionally, flow control is studied in a cooperative network environment, i.e., each router
agrees to forward packets for others. This is the approach taken by the Internet, as the routers
are owned by a single organization or a set of ISPs with mutual agreements to carry each other’s
traffic. In a public MANET, this assumption is not true because the network is formed by a random
group of strangers in a spontaneous fashion. We call the flow control problem in this environment
as non-cooperative flow control. In order to enforce non-cooperative flow control, an incentive
engineering component must be in place. A taxonomy of flow control is given in Figure 1.1, and
will be discussed in detail in the rest of this chapter.
1.2 Cooperative Flow Control
In a cooperative network environment, flow control can be broadly categorized into two types:
implicit and explicit, depending on how the network congestion state is measured.
1.2.1 Implicit Flow Control
In implicit flow control, the network congestion state is measured at the end-hosts by their perfor-
mance measurements, such as packet loss and delay. The flow control functions are implemented
2
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Figure 1.1: Taxonomy of flow control schemes.
at the end-hosts. This greatly simplifies the design of the routers (i.e. “dumb” routers). Over the
Internet, two prominent examples of implicit flow control are TCP’s AIMD (Additive Increase
Multiplicative Decrease [6]) and the TCP equation-based approach [7, 8]. AIMD views the net-
work as a black-box and infers congestion by packet loss events. The equation-based approach is
based on a TCP throughput equation that captures the steady-state TCP throughput under certain
loss rate and packet round-trip time conditions.
Not surprisingly, TCP is being widely used in MANETs, due to its wide deployment and soft-
ware availability over the Internet. In fact, it remains the current de facto standard of flow control in
MANETs. However, recent research has shown that it performs poorly in this environment [9–15],
and hence many enhancements to TCP have been proposed (details in Chapter 2). Our research
in this area targets one specific problem: how to properly set TCP’s congestion window limit to
improve its performance. The congestion window limit is the upper bound of TCP’s congestion
window size that cannot be surpassed; within this limit, TCP adjusts its congestion window ac-
cording to its normal congestion control algorithm. Existing research has observed that setting this
limit to a large value would adversely affect TCP’s performance [9, 10, 14, 15], however, no com-
prehensive solution has been given. To this end, we study the upper bound of the bandwidth-delay
3
product of a path in a MANET, and use this upper bound to dynamically adjust TCP’s conges-
tion window limit. We show that our approach is a simple and effective way to improve TCP
performance in MANETs.
Another prominent implicit flow control scheme in the Internet is the TCP equation-based
approach. It is driven by the need of multimedia streaming over the network, which requires
smooth rate adjustments, rather than TCP’s abrupt “cut-half” rate change policy. At the same
time, it should be able to obtain approximately the same throughput with a competing TCP flow
under the same network conditions, i.e., being TCP-friendly. Over the Internet, the equation-based
flow control approach has been shown to achieve reasonable fairness with competing TCP flows
under a wide range of traffic conditions [16,17]. Real experiments also suggest that it is safe to be
deployed [8]. In fact, the protocol that implements the TCP-equation based approach, TFRC (TCP
Friendly Rate Control), has recently become a standard RFC [18]. With the emerging need of
multimedia streaming, equation-based congestion control is likely to find its way into MANETs as
well, for example, by reusing the same software that has been developed for the Internet. However,
the behavior of equation-based congestion control is very much unknown in MANETs, where the
degrees of network dynamics are far more diverse than those in wireline networks. Under this
environment, it is unclear whether TFRC will be able to compete fairly with TCP, and if not,
what are the factors that contribute to such behavior. To this end, we perform a comprehensive
simulation study of equation-based flow control over a range of MANET topologies. Our finding
indicates that, while TFRC is able to maintain smooth rate changes, its throughput is often “beaten”
down by competing TCP flows to a certain degree, especially under heavy background traffic and
dynamic topology conditions. We also discover certain fundamental difficulties of equation-based
flow control in MANET, such as loss rate estimation of the network. Therefore, although equation-
based flow control is a successful proposal for the Internet, it has serious limitations when applying
to the MANET domain.
4
1.2.2 Explicit Flow Control
The deficiencies found in TCP and equation-based congestion control in MANETs have led us to
consider the alternative type of flow control scheme, i.e., explicit flow control. Explicit flow control
relies on the network elements (i.e., routers) to measure the network congestion state, and to inform
the end-hosts of such state by explicit control messages. Essentially, this is a router-assisted flow
control mechanism. Since routers are the actual places where congestion occurs, they are in a much
better position to detect and react to such conditions. Therefore, explicit flow control is generally
more responsive and accurate than its implicit counterparts. Although it usually requires additional
processing overhead at the routers, we argue that it is still a feasible solution for MANETs.
To this end, we adopt an explicit rate signaling framework similar to ATM’s ABR (Available
Bit Rate [19–21]) congestion control, and propose an EXplicit rAte-based flow ConTrol (EXACT)
scheme as our solution to the flow control problem in MANETs. In a clear departure from im-
plicit flow control, EXACT makes the following design choices: router-assisted flow control and
rate-based transmission. In EXACT, each router gives explicit rate signals to the flows that are
currently passing the router, based on the available bandwidth and the requests of the flows. As en-
hancements to the basic scheme, we also propose mechanisms to transport multimedia traffic over
EXACT. Our results show that EXACT achieves better performance in terms of efficiency and fair-
ness than TCP. Therefore, we advocate using router-assisted explicit flow control, as exemplified
by EXACT, in the MANET domain.
1.3 Non-cooperative Flow Control
1.3.1 Incentive Engineering and Auction
Research in MANETs generally assumes that users are cooperative in forwarding each other’s
packets. Such cooperative behavior does exist in military and emergency missions, however, it is
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not a realistic assumption in a public MANET formed by a random group of strangers. 2 Mobile
users with a small computing device usually face limited resources, such as battery, CPU and
memory. In order to save these resources, they are likely to behave selfishly, for example, by
refusing to forward other users’ packets. Under this non-cooperative environment, flow control
and incentive engineering are two problems closely related to each other. A flow control solution
will be meaningless if the intermediate routers do not agree to carry the sender’s traffic.
We approach this problem by carefully reviewing the existing work in creating incentives for
packet forwarding in MANETs. They fall into two general categories: 1) game theory approaches
and 2) micro-payment approaches. In the game theory approach, a packet forwarding game is
designed and played by all the nodes in the network. For example, if a node refuses to forward
packets for other nodes, its behavior can be observed by other nodes and subsequently punished
by being refused services. As a result, mutual cooperation can be fostered out of “fear” of being
punished. However, this approach has two serious limitations: 1) the packet forwarding relation
must be mutual, and 2) cooperative behavior cannot be enforced when a node needs to send out
more packets than others. Therefore, it works only in certain scenarios, and is not a general
solution for creating incentives in MANETs.
The micro-payment approach adopts the “pay for service” model of cooperation: routers are
fairly compensated for their forwarding service. This approach is applicable to more general sce-
narios without the limitations mentioned above. Existing work in this area has provided solutions
of a secure payment system for the nodes to exchange funds [22–25], which solves the problem of
how to pay for service in MANET.
An equally important question is how much to pay for the service. Since the routers and the
flows belong to different users, they have very different objectives. Routers are more inclined to
serve those flows who are willing to pay more, but the flows are not willing to pay more than they
need to. To this end, we adopt the auction mechanism which is a well-known mechanism in eco-
2A public MANET may connect the mobile devices together to access or share information, such as between
vehicles, between students in a classroom, between travelers at a airport, and so on.
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nomics to allocate limited resources to a group of competing players. Our design is greatly influ-
enced by the field of mechanism design (e.g., [26]), especially by a special auction format called
Vickrey auction [27]. Using an auction-based bandwidth allocation mechanism at each router,
“fair” compensation of packet forwarding can be determined. Moreover, due to the design of the
auction mechanism, several desirable system properties can be achieved, such as bidding the true
valuation for bandwidth. We call our scheme iPass (Incentive comPatible Auction-based Service
Scheme).
1.3.2 Joint Solution
Flow control and incentive engineering are two important problems in MANET. Traditionally,
researchers have approached these problems separately. For example, research in improving TCP
flow control in MANETs (e.g. [9–15]) has assumed a cooperative network environment, while
the studies in providing incentive for packet forwarding (e.g. [22–25, 28–34]) have not considered
the impact to flow control. To this end, our iPass scheme solves these two problems jointly. To
the best of our knowledge, this is the first proposal of flow control in a non-cooperative MANET
environment.
As mentioned earlier, a flow control solution is meaningless if the intermediate routers do not
agree to carry the sender’s traffic. Therefore, a router must be the entity that decides who gets the
resources, not the end hosts. At the same time, if a router decides who gets how much resources,
it can be integrated with an explicit flow control framework. In fact, this is the approach taken
by iPass. In iPass, each router constitutes an auction market and the flows currently passing the
router are the bidders. The bandwidth (or channel) resource of the router is auctioned off to the
flows according to their bids. The allocated rate information is conveyed to the sender by an in-
band signaling protocol. As a result, iPass provides an innovative and novel solution for the flow
control and incentive engineering problems in MANET. Figure 1.2 illustrates the relationship of
these solutions.
From the flow control perspective, EXACT and iPass are both router-assisted explicit rate-
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Figure 1.2: Relation of the solutions for flow control and incentive engineering.
based schemes. The major difference between them is their resource allocation method. EXACT
adopts the max-min fairness criterion without any consideration of pricing, assuming that each flow
has equal access to the bandwidth and the router is willing to carry traffic for everyone. In iPass,
routers are selfish entities who decide which flows to serve. Flows, on the other hand, compete
with each other by bidding for the service. A higher-bidding flow has a better chance of being
served by the routers. Therefore, the fairness criterion in iPass is a prioritized one based on the
flows’ bids.
1.4 Outline of the Thesis
In this thesis, we contribute four solutions to the field of flow control in MANETs. In the implicit
flow control area, we solve the problem of TCP’s congestion window limit setting, and discover
the limitations of equation-based flow control in MANETs. In the explicit flow control area, we
design a rate-based explicit flow control solution (EXACT), which outperforms TCP in MANETs.
Finally, we propose the router-centric auction-based scheme (iPass) as our non-cooperative flow
control solution in MANETs.
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The organization of this thesis parallels with these four solutions. Chapter 2 focuses on TCP’s
congestion window limit setting problem, including an extensive survey on existing work in im-
proving TCP performance in MANETs. Chapter 3 studies the behaviors of equation-based flow
control in MANETs, and explains the factors that lead to such behaviors. Chapter 4 designs the
EXACT explicit flow control scheme, and shows that it outperforms implicit TCP flow control in
many aspects. Chapter 5 proposes the iPass scheme, with a detailed survey of the existing work in
creating incentives for packet forwarding in MANETs. Chapter 6 reviews the design decisions we
have made throughout this thesis, with a list of future research directions.
9
Chapter 2
Augmentation to TCP Flow Control in
MANET
2.1 Problem and Motivation
In this chapter, we focus on augmentation to the implicit TCP flow control. TCP remains the cur-
rent de facto standard for reliable data transmission in MANETs, due to its wide acceptance and
deployment over the Internet. However, recent research has shown that TCP performs poorly in
this environment [9–15], and many studies have been conducted to improve TCP performance (see
related work in Section 2.3). In this chapter, we augment TCP flow control by the way of adaptively
setting its congestion window limit (CWL). TCP’s CWL is the upper bound of its congestion win-
dow size that cannot be surpassed. Within this limit, TCP adjusts its congestion window according
to its normal congestion control algorithm.
It has long been observed that setting TCP’s CWL to a large value would adversely affect its
performance in MANETs [9, 10, 14, 15]. With a large CWL, TCP’s congestion control algorithm
often over-shoots, leading to network overloads and heavy contention at the MAC layer. In an
early paper by Gerla et al. [9], the authors showed by simulations that TCP performance degrades
for CWLs greater than 1 or 2 packets, due to medium contention between TCP data and acknowl-
edgment packets. Therefore, using a small CWL mitigates the congestion window overshooting
problem, which in turn alleviates packet contention at the MAC layer. Yet, the paper did not show
10
any quantitative guidelines of how to properly set this limit. In later studies [11, 13], TCP’s CWL
is set at 8 packets as a “common” value in MANETs. At the same time, other studies [14, 15]
confirmed the fact that a small CWL (e.g. 1 or 2 packets) achieves the best TCP performance in
their simulations.
Two recent studies by Li et al. [35] and Fu et al. [10] shed some new light to this problem by
considering the spatial reuse property of the IEEE 802.11 MAC layer protocol in a chain topology.
Their conclusion is that the maximum utility of a chain of nodes is 1=4 of the chain length, due
to transmission interference in a neighborhood area (details in Section 2.2.4). Therefore, a sen-
sible choice is to set TCP’s CWL at h=4, where h is the length of the chain [10]. Although this
observation offers considerable insight into TCP’s CWL setting problem, it has not uncovered the
fundamental cause to this problem, and the result is tied to the IEEE 802.11 MAC layer protocol.
We approach this problem by studying how to calculate the bandwidth-delay product of a path
in a MANET, and show that there is an important difference between a MANET and a wireline
network (in Section 2.2.2). Following this observation, we obtain and prove an upper bound of
bandwidth-delay product in a MANET (in Section 2.2.3), and further tighten this bound under the
IEEE 802.11 MAC layer protocol (in Section 2.2.4). We then apply this bound to TCP’s adaptive
CWL setting in a MANET, and show that its throughput can be effectively improved (in Section
2.2.5).
2.2 Adaptive Congestion Window Limit Setting
In this section, we study TCP’s CWL setting problem. We first explain the difference of comput-
ing bandwidth-delay product in a MANET and in a wireline network. Based on this difference,
we prove that the (loose) upper-bound of the bandwidth-delay product of a path in a MANET is
tied to the number of round-trip hops of the path, independent of the bandwidth of the wireless
links. We then further obtain a tighter bound of the bandwidth-delay product based on the interfer-
ence property of the IEEE 802.11 MAC layer protocol, and verify the tighter bound through ns-2
11
simulations. Finally, we apply the tighter bound to TCP’s CWL in a mobile ad hoc network, and
demonstrate its effectiveness in improving TCP performance.
2.2.1 Bandwidth-Delay Product
Bandwidth-delay product (BDP) is a well-known concept in measuring the capacity of a “network
pipe” [4,36,37]. When applied in the context of the TCP protocol, the number of outstanding (i.e.,
in-flight or unacknowledged) data packets cannot exceed the TCP flow’s share of BDP:
BDP (bits) = available bandwidth (bits=sec)  round trip time (sec); (2.1)
where available bandwidth is the TCP flow’s share of bandwidth at the bottleneck router. When
there is no competing traffic, the TCP flow should be allowed to obtain all the bandwidth (i.e.,
total bandwidth) at the bottleneck router. In other words, a TCP flow’s BDP should not exceed the
following:
BDP UB (bits) = total bandwidth (bits=sec)  round trip time (sec): (2.2)
Therefore, BDP-UB is the upper bound of BDP for a flow, and can be considered as a measurement
of the maximum packet-carrying capacity of the path.
BDP and BDP-UB have been well-understood in wireline networks such as the Internet. In
order to take advantage of the “pipelining” effect of packet transmission over a large bandwidth-
delay product pipe, TCP’s transmission window should be large enough to allow many in-fight
packets to fill the pipe. In fact, the role of TCP’s AIMD (Additive Increase Multiplicative Decrease)
congestion control algorithm is to dynamically “probe” the current available bandwidth of the path,
in order to reach an optimal congestion window size equaling its share of the BDP. When TCP’s
congestion window “overshoots” its share of the BDP, packet dropping and queuing may occur.
Without competing traffic, a TCP flow’s share of the BDP should equal to the path’s BDP-UB; with
competing traffic, its share may be lowered. In either case, TCP’s congestion window should never
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Figure 2.1: Effects of CWL and BDP-UB in TCP’s congestion window adjustment.
exceed the path’s BDP-UB. Beyond that, no additional throughput can be obtained. Therefore,
TCP’s CWL should be set to the path’s BDP-UB if it is known.
The effect of TCP’s CWL and the path’s BDP-UB can be illustrated in Figure 2.1. TCP’s con-
gestion window may overshoot its share of BDP, or even the path’s BDP-UB, leading to dropped or
queued packets, and subsequently paying the penalty of congestion avoidance. Intuitively, if TCP’s
CWL is limited below the path’s BDP-UB, certain overshooting can be prevented, hence it helps to
improve the overall TCP performance. In wireline networks such as today’s high-speed Internet, it
is common to set TCP’s CWL as unbounded or with a very large value, in order to take advantage
of the pipelining effect of packet transmission. This is because, in wireline networks, when TCP
overshoots its BDP-UB, packets will be dropped at routers due to queue overflows. Therefore, the
“sharp” drop-tail loss behavior is able to convey congestion signal quickly to the end-systems.
However, in contrast to wireline networks, multihop wireless network exhibits different drop-
ping features, as summarized in [10]: unlike wireline network where buffer overflow is the main
cause of packet loss, in a MANET most packet drops experienced by TCP are due to link-layer
contention drops incurred by hidden terminals. When the network is overloaded, the packet drop-
ping probability at the wireless MAC layer increases gradually, and is not significant enough to
convey the congestion signal back to the end-systems. That means TCP is not able to operate
around its “optimal” congestion window size. Typically, it grows its window size much larger
than the optimal value [10]. Other studies [9, 14, 15] also confirm that TCP’s congestion window
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overshooting problem occurs frequently. However, how to properly set this value remains an open
problem in current research.
2.2.2 Calculating Bandwidth-Delay Product in MANET
We carry over the same concept of BDP-UB from wireline networks (in Equation 2.2), as a mea-
surement of the maximum packet-carrying capacity of a path. In the following, we will show how
to calculate a path’s BDP-UB in a MANET.
The fundamental difference of calculating BDP-UB in a MANET lies in the special property of
the wireless MAC layer. In a MANET, mobile nodes are connected by wireless links. Before trans-
mitting a packet, a node has to contend for the channel according to the MAC layer protocol, which
is responsible for resolving the conflict in accessing the shared channel. Here we do not assume
any particular MAC layer protocol. We only assume the following property of wireless packet
transmission: a channel cannot hold multiple packets “back-to-back” in one transmission. After
transmitting a packet, the sender has to contend for the channel again for the next transmission.
For instance, in the IEEE 802.11 MAC layer protocol, the sender can only send a data packet and
get an acknowledgment back, before it contends for the channel again. This packet transmission
property is clearly very different from that in wireline networks, where multiple packets can be
pushed into a pipe, such as a long cross-continental fiber link, without waiting for the first packet
to reach the other end of the link.
The difference of these two types of packet transmission is illustrated in Figure 2.2. Over a
wired link, the delay of sending a packet (from a sender sitting at one end of the link to a receiver
sitting at the other end) includes not only the time to push the packet into the link (i.e., transmission
delay), but also the time for the signal to propagate through the link (i.e., propagation delay).
Between the sender and the receiver, the link can hold many packets back-to-back, for example
over a long-distance fiber optics link. Whereas over a wireless link, this is not the case, because
the receiver must have received the data packet before the sender can start to transmit another one.
For example, the IEEE 802.11 MAC layer protocol requires the sender to get an acknowledgment
14
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Figure 2.2: Packet transmission over wired link and wireless channel.
before contending for the channel again. In other words, the wireless channel cannot hold multiple
packets in the air. As a result, the delay (d) of sending out a packet over the wireless link is coupled
with the link’s “effective bandwidth” 1 as the following equation: d = S=b, where S is the size
of the packet, b is the link’s effective bandwidth in sending out that packet. In contrast, a wireline
link’s bandwidth and delay cannot be correlated to each other, because S=b is only the time to
inject a packet into the wireline pipe, not the delay that the receiver actually receives the packet.
Before that, the sender may have injected multiple packets back-to-back into the pipe.
This special property of wireless packet transmission makes the calculation of BDP-UB very
different in a MANET. In wireline networks, BDP-UB can be calculated based on the bottleneck
link’s bandwidth and the round-trip delay. For example, over a trans-continental T1 fiber link,
1A wireless link’s effective bandwidth is defined as the actual bandwidth that can be achieved under the current
channel and contention conditions. For instance, in a more heavily contended channel, the link’s effective bandwidth
is smaller.
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BDP-UB can be calculated as 1,544,000 bits/sec  0.1 sec = 19,300 bytes. The round-trip delay,
i.e., 0.1 sec, is dominated by the light signal’s propagation delay inside the long fiber link. In a
MANET, because of the “coupling” effect of a wireless link’s bandwidth and delay, a very different
result is that, BDP-UB of a path is tied to the number of round-trip hops of a path, independent of
each link’s bandwidth along that path. We will prove this result formally in the following section.
2.2.3 A Loose Upper Bound
We claim that in a MANET, BDP-UB of a path with N number of round-trip hops cannot exceed
N S, where S is the size of the TCP date packet. 2 A model of the end-to-end TCP transmission
over a MANET is shown in Figure 2.3, where only one packet is allowed over a wireless link.
When exactly N TCP data packets are allowed to be outstanding in Figure 2.3(a), at least one
packet will be queued at the bottleneck router. This always keeps the bottleneck saturated, which
means pushing more packets into the path (as in Figure 2.3(b)) cannot further increase the TCP
flow’s throughput. It only increases the backlog at the bottleneck router. Below we give a formal
proof of this result. Note that in the proof, the special property of wireless packet transmission is
reflected in the correlation of a link’s effective bandwidth and its packet transmission delay (i.e.
d = S=b).
Theorem 1. In a MANET, let us assume that: a) a wireless link cannot hold multiple packets back-
to-back in one transmission, b) the bottleneck bandwidths along the forward and return paths are
similar, 3 and c) N is the number of round-trip hops and S is the size of the TCP data packet. Then,
the upper bound of the bandwidth-delay product of a path cannot exceed N  S. 4
Proof. Consider a pair of sender and receiver nodes. The forward path has n hops of wireless
links with bandwidth b
1
; b
2
; : : : ; b
n
; the return path has m hops of wireless links with bandwidth
2For simplicity, we sometimes use N to represent BDP-UB, which always means “N times the size of the TCP
data packet”.
3This assumption is approximately true in a MANET where the forward and return paths of a TCP flow travel
along the same set of nodes, or they are geometrically close to each other.
4Note that this is a loose upper-bound as it does not consider the interferences at the MAC layer (more later).
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Figure 2.3: A conceptual model of TCP data and acknowledgment packets over MANET.
b
0
1
; b
0
2
; : : : ; b
0
m
. The bottleneck bandwidth of the forward path is B
min
= min(b
1
; b
2
; : : : ; b
n
), and
of the return path is B 0
min
= min(b
0
1
; b
0
2
; : : : ; b
0
n
).
When a data packet with size S travels from the sender to the receiver along the forward path,
the one-way delay is: 5
S
b
1
+ : : :+
S
b
n

S
B
min
+ : : :+
S
B
min
= n
S
B
min
: (2.3)
Similarly, the one-way delay of traveling along the return path for a TCP acknowledgment packet
(with size S 0  S) is:
S
0
b
0
1
+ : : :+
S
0
b
0
m
 m
S
0
B
0
min
 m
S
B
0
min
: (2.4)
By definition, the upper bound of the bandwidth-delay product (BDP-UB) of the path is com-
puted as the bottleneck bandwidth of the forward path, times the round-trip delay: BDP UB =
5Note that router’s queuing delay should not be included in computing BDP. To see this, when a burst of packets
is injected into the network, router’s queuing delay may increase. However, the actual packet carrying capacity of the
path does not change as a result of the increased queuing delay.
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Bmin
[(
S
b
1
+ : : :+
S
b
n
) + (
S
0
b
0
1
+ : : :+
S
0
b
0
m
)]. From Equation 2.3 and 2.4, we have:
BDP UB  B
min
(n
S
B
min
+m
S
B
0
min
) = S(n+m
B
min
B
0
min
): (2.5)
Although the forward and return paths do not necessarily travel along the same set of nodes (i.e.,
symmetric), they are typically geometrically close to each other. Therefore, we can reasonably
assume that their bottleneck bandwidths should be similar: B
min
' B
0
min
. As a result, BDP-UB of
the path cannot exceed S(n+m) = S N . 6
Remarks 1: In the proof, concurrent transmissions are allowed between neighboring nodes at
the MAC layer, i.e., there is no interference between neighboring nodes. This is not the case with
the use of omni-directional antennas, due to the signal interference within a neighborhood area.
We will exploit this interference property based on the IEEE 802.11 MAC layer to derive a tighter
bound for BDP-UB in the next section.
2.2.4 A Tighter Upper Bound
We derive a tighter bound of BDP-UB based on the IEEE 802.11 MAC layer protocol, which has
been the de facto standard of connecting MANET nodes in both simulation and testbed experi-
ments.
TCP data packets may encounter self-interference along the forward path, caused by IEEE
802.11 MAC layer’s channel interference within a neighborhood area. Past research has shown
that the maximum spatial reuse of a chain of nodes is only 1=4 of the chain length [10, 35]. Below
we give a brief explanation of this result. Consider a chain of nodes separated by the transmission
range of the wireless signal, as shown in Figure 2.4. Transmission range is the maximum distance
that a wireless signal can be correctly decoded. Beyond the transmission range, the signal cannot
be correctly received due to propagation loss. However, within a certain distance beyond the trans-
6If the assumption B
min
' B
0
min
is not correct, BDP-UB may be higher or lower than S  N . Specifically, if
B
min
> B
0
min
, we have BDP UB > S N . If B
min
< B
0
min
, we have BDP UB < S N .
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Figure 2.4: Transmission interference under IEEE 802.11 in a chain topology.
mission range, although the signal cannot be correctly received, it can still cause interference to
other signals, preventing those signals from being correctly decoded. This longer distance is called
the interference range of the wireless signal, which largely depends on the physical environment
and the propagation model. For example, using the “Two-Ray-Ground” signal propagation model
in the ns-2 simulator [38], the transmission range is 250m and the interference range is 550m. In
Figure 2.4, when node E is transmitting a packet to node F, the nearest possible concurrent trans-
mission is between A and B, because E’s interference range covers node C, which prevents node C
from correctly receiving the RTS packet from node B. Therefore, the maximum spatial reuse is 1=4
of the chain. 7 In a “perfect” scheduling scenario, all the data packets should be paced out evenly
along the path, allowing concurrent pipelining transmission of the data packets. Note that 1=4 is an
optimistic estimation as the chain may have lower spatial reuse if the nodes are positioned closer
to each other. However, in order to obtain the upper-bound of BDP, we use 1=4 in our computation
later.
The second part of interference is caused by TCP data packets and TCP acknowledgment pack-
ets along the forward and return paths. Here we assume the TCP receiver acknowledges every data
packet it receives. Although the forward and return paths do not necessarily overlap, they are usu-
7Note that this analysis depends on the interference range; a shorter interference range, e.g., less than 500m, may
allow B and C to correctly exchange their RTS-CTS handshake, increasing the spatial reuse to 1=3 of the chain length.
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ally close enough to cause contention for the wireless channel. 8 The transmission of a data packet
along the forward path will prevent the concurrent transmission of an acknowledgment packet
along the return path in the same neighborhood, and vice versa. In this case, if we reduce the num-
ber of packets to more than half, certain spatial reuse will be forfeited. Therefore, to accommodate
this type of interference, BDP-UB of the path should be reduced by less than half.
Combining these two types of interference, i.e. 1=4 reduction of BDP-UB due to MAC layer
interference, and 1=2 reduction due to TCP’s data and acknowledgment packets traveling along
different directions, we arrive at the following conclusion:
Corollary 1. In an IEEE 802.11-based MANET where concurrent transmissions between neigh-
boring nodes can happen only four hops away, the upper bound of bandwidth-delay product of a
chain cannot exceed kN , where N is the number of hops in a round-trip, and 1=8 < k < 1=4 is a
reduction factor due to transmission interference at the MAC layer.
Remarks 2: In Corollary 1, k indicates the degree of interference by a TCP flow’s acknowl-
edgment packets. A larger k value (i.e. closer to 1=4) means that the interference is smaller, and
the chain of nodes can accommodate more in-flight packets. Since an exact k value depends on
the scheduling of packets along the forward and return paths, it is very difficult to be theoretically
derived. In the following, we will resort to simulations to obtain an empirical k value. After that,
we will use the k value obtained from the simulations as a heuristic to represent the tighter upper-
bound of BDP. Although Corollary 1 is not analytically proved, it gives a systematic explanation
to TCP’s CWL setting problem mentioned in Section 2.1.
Remarks 3: Corollary 1 has been obtained in a best-case chain topology, where spatial reuse
has been maximized. In a random topology, spatial reuse may be reduced. As a result, the packet-
carrying capacity of a path under a random topology should be smaller than that in the chain
topology. Therefore, the upper bound of BDP-UB in Corollary 1 still holds for a path with the
same number of round-trip hops in a random topology.
8When the forward and return paths overlap, the contention at a node still exists as the node cannot transmit data
and acknowledgment packets simultaneously.
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Validation
We validate Corollary 1 using the ns-2 simulator [38]. Specifically, we want to show that the BDP-
UB of a chain cannot exceed kN , where k is bounded between 1=4 and 1=8, and we want to obtain
an empirical k value from simulations.
The simulated chain topology consists of 16 nodes (from 0 to 15), each separated by the trans-
mission range (250m) of the IEEE 802.11 MAC layer. We choose the 250m distance because it
will create the most spatial reuse in the chain topology, and hence we can obtain the upper-bound
of BDP. If the distance between the nodes is smaller, the obtained BDP will be smaller. Therefore,
the only relevant topology in our study is a chain topology separated by 250m distance.
In each simulation, a TCP sender at node 0 transmits a TCP flow 9 to a receiver at node h
(1  h  15). There is no other background traffic, i.e., the TCP flow can obtain the maximum
packet carrying capacity of the chain. TCP’s data packet size is set to 1460 bytes. Each simulation
run lasts for 1000 seconds. At the end of each run, we obtain the average throughput of a TCP flow
over the entire course of the simulation, in terms of the number of successfully (i.e. acknowledged)
transmitted packets per second.
We obtain the “true” BDP-UB of a path based on the following observation: when there is no
competing traffic, best TCP performance can be achieved only when its CWL is set to the path’s
BDP-UB. This is because the TCP flow’s share of BDP equals to the path’s BDP-UB without
competing traffic, and TCP’s best performance can be obtained only when its CWL is set to its
share of the BDP. Specifically, if CWL is smaller than the path’s BDP-UB, increasing CWL will
allow more pipelining effect, which leads to better performance; if CWL is larger than BDP-UB,
it leads to more congestion window overshooting, which decreases TCP’s overall performance.
The “optimal” CWL should correspond to the true BDP-UB of the path. Therefore, we are able to
obtain the true BDP-UB of a chain through simulation as follows: for each receiver located at node
h, a TCP flow runs each time with a different CWL (from 1 to 20 packets). Among these runs, we
select the TCP flow with the best throughput, and consider its CWL as the optimal CWL, which
9We use TCP-Reno as the TCP version in our simulations.
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reflects the true BDP-UB of the path: BDP UB = argmax
CWL
(Throughput(CWL)).
The simulation result in Figure 2.5 shows that for a given chain with 1 to 15 hops, a TCP flow’s
performance varies with its CWL. For instance, in the longest chain with 15 hops, the TCP flow
achieves the best performance when its CWL is set to 5 packets; hence we consider 5 packets as
the BDP-UB for this 15-hop chain. One observation from Figure 2.5 is that for long chains (i.e.
3 to 15 hops), TCP performance improves initially with the increase of CWL, then degrades after
the optimal CWL (or the path’s BDP-UB) has been reached. However, for short chains (i.e. 1
and 2 hops), TCP performance appears to stay unchanged (or very minimally changed) with the
increase of CWL. This is because in a short chain, the self-interference problem by TCP’s data and
acknowledgment packets is less severe due to the small number of contending nodes. Therefore,
in a short chain, a large CWL does not have the same negative impact on TCP performance as in
longer chains. From the result in Figure 2.5(a), we choose the optimal CWL as 2 packets for the 1
and 2 hop chains, although its TCP performance is only slightly better than using other CWLs.
From Figure 2.5, we are able to identify the optimal CWL (i.e. true BDP-UB) of each path.
We then plot the relation of BDP-UB with the round-trip hop-count of the path (which is twice the
chain length), in Figure 2.6. It shows that BDP-UB can be bounded by kN with k = 1=5, where
N is the number of round-trip hops, especially in the long chain cases. This result validates our
earlier prediction in Corollary 1. Figure 2.6 also suggests a CWL setting strategy based on the
number of round-trip hops of the path, as shown in Table 2.1. The results for longer chains can be
obtained through similar simulations.
In a general network, since the nodes no longer form a chain topology, the packet carry capacity
of a path may be lower. However, the BDP-UB we obtain from the chain topology still holds for
the general network topology since a chain’s BDP-UB is the best-case situation. So, it can still
serve as the upper-bound for the BDP of a path in a general network.
To further understand TCP’s behavior with different CWL settings, we examine the average
congestion window size of a TCP flow in each run. Figure 2.7 shows that except the short chain
cases (e.g. 1 and 2 hops), the average congestion window size of a TCP flow increases initially with
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Figure 2.5: The number of successfully transmitted packets of a TCP flow varies with its CWL in
a chain with 1 to 15 hops.
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Figure 2.6: Optimal CWL of a TCP-Reno flow over a chain topology.
Hops (N ) Optimal CWL
N <= 4 2
4 < N <= 8 1
8 < N <= 12 2
12 < N <= 20 3
20 < N <= 26 4
26 < N <= 30 5
Table 2.1: Simulation results of TCP’s optimal CWL.
CWL, then flattens out. That means TCP initially gains more throughput by the pipelining effect
of packet transmission. After the optimal CWL is reached (corresponding to the path’s BDP-UB),
further increasing CWL results in the overshooting of congestion window size, and hence degraded
overall performance. For instance, over the 15-hop chain, TCP achieves best performance when
its CWL equals to 5 packets, but the average congestion window continues to increase when CWL
is further increased to 6, 7 and 8 packets (Figure 2.7(c)). This is an example that TCP’s congestion
window can overshoot when it is not properly limited by CWL. When CWL is further increased,
the average congestion window size finally flattens out, signaling heavy MAC layer contention and
severe network congestion (i.e. packet dropping).
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Figure 2.7: Relation of TCP flow’s average congestion window size and its CWL settings.
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2.2.5 Dynamic CWL Setting and Simulation Results
In this section, we show the performance improvement of TCP when we adaptively set its CWL to
the path’s BDP-UB. This is done using the following two steps: 1) obtain the round-trip hop-count
of the path; and 2) set TCP’s CWL to its BDP-UB. Obtaining the hop-count of the current path can
be done if source routing is being used (e.g. DSR [39]), or alternatively, each packet’s IP header
can be augmented to include a simple TTL-like counter to carry the hop count of the path. The
forward path’s hop-count is then returned to the sender in TCP’s acknowledgement packets. In the
second step, based on the round-trip hop count, TCP’s CWL is set according to the result in Table
2.1, because it is a little bit lower than the theoretical bound of BDP-UB from Corollary 1.
We evaluate our adaptive CWL setting strategy in ns-2 using the following simulation network.
There are 50 nodes moving around in a 1500m by 300m space using the “random way-point”
mobility model with maximum speed of 5 m/sec and pause time of 0 seconds. 10 This creates a
moderately dynamic network. In this environment, we make sure that the whole network is not
partitioned at any time during the simulations. Each simulation lasts for 1000 seconds. We use
Dynamic Source Routing (DSR [39]) as the routing protocol.
We create several levels of traffic intensity in the network, each with a different number of
concurrent TCP flows (5, 10, 15, 20 and 25), and between a set of randomly selected source and
destination pairs. In each simulation, we use one of the following two types of TCP: 1) TCP with
a fixed large CWL of 256 packets, and 2) TCP with adaptive CWL setting. The performance com-
parison in Figure 2.8(a) shows that TCP with adaptive CWL has 8% to 16% more throughput than
TCP with a large CWL. That means with a very simple CWL setting strategy, TCP performance
can be effectively improved.
Two added benefits of using adaptive CWL setting can be observed in our simulations: 1)
smaller end-to-end delay due to shorter router queues (in Figure 2.8(b)); and 2) improved network
10In [40], the random way-point mobility model has been found to have speed decay problem, i.e., the nodal speed
in the network constantly decreases during the simulation. In our simulation, we compare TCP performance over the
entire simulation period. Therefore, the deficiency of the random way-point model does not have negative impact to
our results.
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efficiency due to fewer dropped packets (in Figure 2.8(c)). For instance, in the case of 25 con-
current flows, the average router queue length (sampled when a packet enters into the queue) of
all the 50 nodes is 0.24 packets with adaptive CWL, compared to 2.47 packets with a large CWL.
At the same time, the total number of dropped packets (including TCP data and acknowledgment
packets) is reduced by 48%. These results further suggest that the adaptive CWL setting strategy
is beneficial in improving end-to-end delay and network efficiency for TCP flows in a MANET.
2.2.6 Additional Discussions
We have studied the BDP-UB of an ideal chain and use its BDP-UB to set the CWL of a TCP flow
in a general network topology with cross traffic. As a result, the upper-bound may be too loose for
the general network situation. A logical question is then: can we do better?
In a general network, the BDP-UB of a path is likely to be lower than that of an ideal chain due
to increased interference. Therefore, although the BDP-UB of a chain can still be used in a general
network, a more precise tighter bound is desirable. However, in order to obtain a tighter bound,
network topology in a neighborhood is needed to determine the interferences between the nodes,
which is very difficult. It is much simpler to use the BDP-UB of an ideal chain as a not-so-tight
bound in the general network case. As we have shown earlier, the simple heuristic still improves
TCP performance compared to not using it.
The second issue is that the BDP-UB in a chain topology has been obtained without cross-
traffic. The actual BDP may be lower if there are multiple flows competing for bandwidth at
routers. However, this problem cannot be solved by obtaining a BDP-UB that takes the cross-
traffic into consideration. It is the task of TCP’s AIMD flow control algorithm. Therefore, our
adaptive CWL setting can only set a limit for the congestion window size, but cannot be used to
track the current available BDP for a TCP flow.
In summary, our adaptive CWL setting (as in Corollary 1) is a simple and effective technique
to improve TCP performance in a general ad hoc network.
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2.3 Related Work
The impact of large CWL to TCP’s performance has long been observed in [9,10,14,15]. In early
studies [9], a small CWL of 1 to 2 packets is considered to be a good choice by simulations. In [35],
the authors observe that the maximum utility of a chain topology is 1=4 of the chain length, and
reasonably conclude that TCP’s CWL should be set to 1=4 of the chain length. Our study in this
paper takes this observation one step further, and systematically explains the fundamental reason
of setting TCP’s CWL, which is to conform to the BDP-UB of a path. Our tighter upper-bound
(Corollary 1) is smaller than 1=4 of the chain length, and is confirmed by simulations to be 1=5 of
the chain length (in Section 2.2.4), which gives a more precise upper-bound.
Another approach of limiting TCP’s congestion window overshooting problem is the link-RED
algorithm in [10]. The basic idea is that when the link-layer is congested, as indicated by an
increased number of link-layer retries, the packets in the router’s queue should be dropped with
a certain probability, in order to convey the network congestion signal to the TCP sender quickly
to let it slow down. Compared to our adaptive CWL setting approach in this chapter, the link-
RED technique requires the support of the routers along the path, while our approach is strictly an
end-to-end solution.
Additional Related Work
Past research in improving TCP performance has spanned over different layers, namely, transport
(or TCP), routing and MAC layers. Below we discuss other related work in these layers. For a
broader discussion of TCP performance in hybrid wired and wireless networks, interested readers
are referred to the overview papers [41] and [42].
At the transport (or TCP) layer, one area of work is to detect congestion more accurately by
distinguishing the cause of packet loss between random wireless loss and congestion loss [43–
45]. The basic idea behind these studies is to correlate the nature of packet loss to certain end-
to-end measurements, such as inter-arrival time of packets [43], variation of RTT [44], or the
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joint statistics of inter-packet delay and short-term throughput [45]. If the cause of packet loss
is identified as random loss, a graduated loss avoidance action, other than TCP’s multiplicative
window decrease, can be taken. Note that some of these studies focus on a hybrid wired/wireless
network scenario; their results were not necessarily verified in a multi-hop ad hoc network.
At the routing layer, TCP performance can be improved by enhancing the cross-layer cooper-
ation between TCP and the routing protocol, with the goal of differentiating the cause of packet
loss between route failure and network congestion. To this end, two general approaches have been
taken. The first approach requires the routing protocol to notify TCP when route failure occurs
(TCP-ELFN [11], TCP-F [12]); the other approach infers route failure by two consecutive TCP
re-transmission time-outs (fixed-RTO [13]). With the exception of TCP-F (which relies on explicit
route re-establishment notification from the routing layer), all other schemes enter a probing state
to periodically “probe” the route until a new route is re-established, indicated by the reception of
one or two TCP acknowledgment packet(s). In essence, they share the same principle with the
TCP-Probing approach [46], where a “probing device” is used to let the TCP sender “sit out” a
bad network state, such as network blackout during terminal handoff between base-stations. This
cross-layer cooperation enables the TCP sender to recover quicker after the route-failure period,
without exponentially backing off its RTO timer, and hence avoids unnecessary prolonged periods
of transmission blackouts.
At the MAC layer, one area of work is to study the MAC layer protocol and to compare
their suitability to support TCP traffic in MANET. Tang et al. [47] compared different MAC layer
mechanisms and their combined effects on TCP performance under different network topologies.
They concluded that CSMA/CA (Carrier Sensing Multiple Access with Collision Avoidance) with
RTS/CTS (Request-to-Send/ Clear-to-Send) virtual sensing and link-layer ACK (acknowledge)
provide a superior mixture of fairness and aggregate network throughput. Not surprisingly, these
are the mechanisms adopted by IEEE 802.11 which has become the de facto standard in connect-
ing mobile nodes in a MANET. Xu et al. [48] propose a distributed RED queuing scheme to drop
packets in a coordinated way in a neighborhood, instead of in each individual routers, in order to
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improve the fairness of medium access and TCP flows’ throughputs across different nodes. An-
other area of work at the MAC layer has focused on distributed fair scheduling algorithms, to
improve medium access fairness between competing packet transmissions, and to mitigate channel
capturing problem. A list of algorithms and their comparison can be found in [49, 50] and the
references therein.
2.4 Summary
Past research has shown that setting TCP’s congestion window limit (CWL) to a large value would
adversely affect its performance, due to TCP’s window overshooting problem over the wireless
MAC layer. However, how to properly set this limit has not been solved in previous studies. In
this chapter we solve this problem by identifying the bandwidth-delay product (BDP) of a path in
MANET, and prove that the upper bound of BDP cannot exceed the round-trip hop count of the
path, regardless of the MAC layer protocol being used. We further obtain a tighter upper bound
based on the IEEE 802.11 MAC layer protocol, and verify by simulations that the upper bound
is approximately 1=5N , where N is the round-trip hop count of the path. We then propose an
adaptive CWL setting strategy to dynamically adjust TCP’s CWL according to the round-trip hop
count of the current path, and show that it effectively improves TCP performance in a dynamic
MANET.
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Chapter 3
Limitations of Equation-based Flow Control
in MANET
3.1 Problem and Motivation
Apart from TCP, the class of TCP-friendly (implicit) flow control algorithms has become increas-
ingly popular over the Internet [7, 8, 18, 51, 52]. The TCP-friendly flow control approaches are
driven by the need of multimedia streaming over the network, which requires smooth rate adap-
tation, instead of TCP’s abrupt “cut-half” rate change policy. At the same time, they attempt to
maintain long-term throughput fairness with other competing TCP flows in the network, i.e., their
long-term throughput should approximately equal to that of a TCP flow under the same network
condition. With the increase of multimedia content over the network, TCP-friendly congestion
control is likely to become an important alternative to traditional TCP congestion control and co-
exist with it over the Internet.
Among the TCP-friendly congestion control mechanisms, the TCP equation-based approach
has been one of the most well-studied algorithm [7, 8, 16–18, 53]. It relies on a “TCP throughput
equation” which captures the TCP throughput over a network path with certain loss rate and round-
trip time (RTT). Past studies have shown that the TCP equation is able to achieve reasonable
fairness with competing TCP flows under a wide range of traffic conditions in wireline networks
[16, 17]. Real experiments over the Internet also suggest that it is safe to be deployed [8]. In
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fact, the protocol that implements the TCP-equation based approach, TFRC (TCP Friendly Rate
Control), has recently become a standard RFC [18].
In a MANET, TCP remains the current de facto standard for congestion control (despite its
many well-known deficiencies in this environment), simply because of its wide acceptance and
deployment over the Internet. With the emerging need of multimedia streaming, equation-based
congestion control is likely to find its way into MANET as well, for example, by reusing the same
software that has been developed for the Internet.
However, the behavior of equation-based congestion control (TFRC) is very much unknown
in a MANET where the degrees of network dynamics are far more diverse than those in wireline
networks. For instance, a wireless link’s bandwidth can vary greatly in a very small time-scale,
due to the randomness in channel contention and signal fading. Packet loss can occur due to
congestion-related queuing loss, wireless-related random loss, and mobility-related routing loss.
Under this environment, it is unclear whether TFRC will be able to compete fairly with TCP, and
if not, what are the factors that contribute to such behavior. Although TFRC has been found to be
too conservative in certain network scenarios (i.e. high and variable network loss rates) [16, 17] ,
there is no prior study of TFRC in the MANET domain.
In this chapter, we study the behavior of TFRC in a MANET. Specifically, we are interested in
the following two questions. First, what are TFRC’s fairness and smoothness behaviors compared
to TCP flows in a MANET? Second, if TFRC’s behavior is significantly different in a MANET
than in a wireline network, what are the factors that have influenced such change? Our finding in-
dicates that, while TFRC is able to maintain smooth rate changes, its throughput is often “beaten”
down by competing TCP flows to a certain degree, especially under heavy background traffic and
dynamic topology conditions. To explain TFRC’s conservative behavior, we analyze several fac-
tors including loss rate discrepancy, inaccuracy of loss rate prediction, and lack of auto-correlation
in MANET’s loss process. We also explore TFRC’s response to the tuning of its loss event inter-
val estimator, and show that its conservative behavior cannot be completely corrected. Our study
shows the limitations of applying TFRC to the MANET domain, and reveals some fundamental
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difficulties in doing so.
The rest of the chapter is organized as follows. In Section 3.2 we discuss background and
related work of TFRC. In Section 3.3, we study TFRC’s behavior in MANET, and explain the
factors that lead to such behavior in Section 3.3.4. In Section 3.3.5 we explore parameter tuning of
TFRC, and conclude the chapter in Section 3.4.
3.2 Background and Related Work
In this section, we give a brief background of TFRC and discuss other related work focusing on
TFRC’s behavior over wireline networks.
3.2.1 Background of TFRC
TFRC is a protocol that implements equation-based congestion control. 1 In TFRC, the receiver
measures the loss event rate (i.e., loss rate) and feeds this information to the sender. The sender
uses the feedback messages to measure the RTT, and then inputs the loss rate and RTT to a TCP
throughput equation to compute its acceptable transmission rate.
The core of TFRC is the TCP throughput equation, which is a slightly simplified version of the
equation from [7]:
X =
s
R
q
2bp
3
+ t
RTO
(3
q
3bp
8
)p(1 + 32p
2
))
(3.1)
where X is the transmission rate in bytes/sec, s is the packet size in bytes, R is the RTT in seconds,
p is the loss event rate between 0 and 1.0, t
RTO
is the TCP re-transmission timeout value in seconds,
and b is the number of packets acknowledged by a single TCP acknowledgment. This equation can
be further simplified by setting t
RTO
= max(4R; 1:0), since RTO should be at least 1.0 second as
recommended in RFC 2988 [54]. 2 In practice, b is usually set to 1, to match the behavior of many
1We use TFRC to refer to both the equation-based congestion control mechanism, as well as the protocol that
implements such a mechanism. Its meaning should be clear from the context.
2Although this may not be valid in a MANET, the current standard TCP implementations are likely to follow this
recommendation.
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TCP receivers which acknowledge every data packet they receive. 3 Other parameters, s (packet
size), p (loss event rate) and R (RTT), need to be measured.
The measurement of the loss event rate receives the most attention, because it should track
smoothly in a steady loss environment, and should respond strongly to persistent loss [8]. To this
end, TFRC recommends using the average loss interval, i.e., the number of packets between loss
events, to measure the loss event rate, as follows:
p
n
= 1=
^

n
(3.2)
^
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L
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l=1
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l

n l
(3.3)
where ^
n
is the weighted average of the loss intervals at the n-th loss event, 
n l
(l = 1 to L) is
the history of the latest L loss intervals, and w
l
(l = 1 to L, PL
l=1
w
l
= 1) is the set of weights
used in the estimation. In TFRC, the default history is L = 8, and their corresponding weights are
1
6
f1:0; 1:0; 1:0; 1:0; 0:8; 0:6; 0:4; 0:2g, which gives equal weights to the recent L=2 samples, and
linearly decreases after that. This setting has been shown to perform well for TFRC over wireline
networks [8].
3.2.2 Related Work
The TCP throughput equation (Equation (3.1)) was first derived by Padhye et al. [7], where a
deterministic network loss process is assumed, i.e., network’s loss rate is constant. This equation
was later adopted by TFRC and has been extensively evaluated by Floyd et al. [8], which shows
approximate fairness with TCP over a wide range of simulated wireline networks and over the real
Internet.
Bansal et al. [17] and Yang et al. [16] studied the dynamic behavior of TFRC in a wireline
network with time-varying background traffic. They found that TFRC may not always get its
3For example, in the ns-2 simulator [38], the default behavior for TCP is to acknowledge every data packet it
receives. The default b value for the TFRC agent is 1.
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equitable share when the network condition changes dynamically, and it may incur higher packet
loss rate than TCP. In a similar study performed on TCP with different responsive parameters
(i.e., GAIMD), Zhang and Tsaoussidis [55] observed that a less responsive TCP flow may lose
throughput to a more responsive one, especially when the network has high transient error rates.
Vijnovic and LeBoudec [53] studied the long-term behavior of an adaptive source using the
TCP throughput equation. They found that if the network loss process is deterministic, the equation-
based adaptive source achieves comparable long-term throughput with TCP; however, if the loss
process is random, the long-term throughput guided by the TCP equation may not be TCP-friendly.
Especially, they showed that if the loss event intervals of the network are not correlated or nega-
tively correlated, the equation-based source will under-shoot the long-term throughput of TCP, i.e.,
being systematically conservative, and the degree of conservativeness depends on the variation of
the estimated loss event intervals.
In these studies, TFRC has been exposed to dynamic network conditions. Although the network
conditions of a MANET may be similar to those of a dynamic wireline network, there is no prior
study of TFRC in the MANET domain. Therefore, in this chapter, we give a systematic evaluation
of TFRC and explain the difficulties of applying it to a MANET.
3.3 Behaviors of TFRC in MANET
In this section, we study the behavior of TFRC in terms of long-term and short-term fairness and
smoothness, under various static and dynamic MANET topologies and with different levels of
background traffic.
3.3.1 Simulation Network
We consider two types of MANET topologies: static and dynamic. In static topology, we consider
a chain that consists of 2 to 7 stationary nodes, which provides a controlled environment where
TFRC can be evaluated over a path with increasing number of hops. In dynamic topology, two
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scenarios are considered: a small 600600m network with 50 nodes (where a path has 1 to 4
hops), and a larger 1500300m network with 60 nodes (where a path has 1 to 7 hops). In both
scenarios, random way-point mobility is used with maximum speed of 10 m/s and pause time of 0
seconds, and the network is not partitioned at any time. We hope to use these scenarios (6 static
and 2 dynamic) to represent the spectrum of MANET topologies.
In each scenario, 10 TCP-SACK flows and 10 TFRC flows are created to compete with each
other over the same path. 4 In the static chain scenarios, TCP and TFRC flows run from one end of
the chain to the other. In the dynamic scenarios, a pair of nodes is randomly chosen to be the sender
and receiver of the TCP and TFRC flows. Since they travel through the same path, they should
encounter the same network conditions. Sharing a path also shields the potential discrepancy of
route discovery for different paths. We use Dynamic Source Routing (DSR [39]) as the underlying
routing protocol.
Background traffic consists of non-adaptive CBR flows to create consistent but varying levels
of congestion within the network. In the chain scenarios, a CBR flow is created with various data
rates, from one end of the chain to the other. In the dynamic scenarios, in order to spread out the
background traffic across the network, 10 CBR flows are created each between a pair of randomly
selected nodes. In order to avoid stalling the TCP and TFRC flows, we have carefully selected
different levels of CBR data rates for each of the simulated scenarios, such that the non-adaptive
CBR traffic does not over-flood the whole network.
We keep most of TFRC’s default settings in the ns-2 (2.1b9a) simulator, which mostly corre-
sponds to the parameters suggested in [8, 18]. We use the same data packet size (1000 bytes) for
TCP and TFRC, so that we can also compare their throughputs by the number of data packets.
Each simulation run lasts for 1000 seconds.
4There are many existing studies in enhancing TCP performance in MANET, e.g. TCP-ELFN [11]. Similar
techniques may be applied to TFRC as well. In this chapter, we only focus on the behaviors of unmodified TCP and
TFRC flows.
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Figure 3.1: Normalized long-term throughput of TFRC.
3.3.2 Fairness Behavior
We consider both the long-term and short-term fairness between TCP and TFRC. To evaluate
long-term fairness, we obtain the average throughput of all the TCP (or TFRC) flows 5 over the
entire course of their simulation (1000 seconds), and then normalize TFRC’s average throughput
again TCP’s (so that TCP’s throughput is always one). Figure 3.1 shows the results under different
simulated topologies with various levels of background traffic. Three observations can be made
from the figure: 1) TFRC shows conservative behavior over all simulated scenarios; 2) TFRC
is generally more conservative with heavier background traffic and in a dynamic topology; and
3) overall TFRC obtains 0.2 to 0.8 the throughput of TCP. Therefore, although TFRC can be
used in situations where strict throughput fairness is not a major concern, it consistently possesses
conservative behavior in MANET.
To evaluate short-term fairness, we use the average short-term throughput of all TCP (or
TFRC) flows, over every 10-second time interval. We choose the 10-second interval to measure
short-term throughput, because the RTT over a long path (e.g. over 5 hops) in MANET may take
as long as several seconds. Therefore, the 10-second interval we use is within the time-scale of
several RTTs, which is the time-scale usually used in measuring short-term fairness. For each
5Since TCP has reliability control while TFRC does not have, we count the number of packets the sender (TCP or
TFRC) sends out to the network. This is not the number of packets that have been reliably delivered to the receiver via
the TCP protocol.
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MANET scenario, we choose a mid-level background traffic rate. Figure 3.2 plots the average
10-second throughputs of the TFRC and TCP-SACK flows in four representative scenarios (i.e.
short-chain, long-chain, small dynamic and large dynamic networks). Two observations can be
made from this figure: 1) the short-term throughputs of TCP and TFRC are very fluctuating, and
in most cases, TFRC has less throughput than TCP; 2) TCP is more aggressive to increase its
throughput when bandwidth becomes available, and more agile to reduce throughput when band-
width becomes scarce. For instance, in Figure 3.2(d), TCP grows much faster than TFRC at time
20s, 100s, 210s, 320s and 900s, and it slows down quicker at time 90s, 200s, 450s and 960s. This
slow response behavior of TFRC is same as in wireline networks.
3.3.3 Smoothness Behavior
Smooth rate change is an important feature of TFRC. Here we use a flow’s throughput-change
ratio between two consecutive time windows to measure its smoothness, as: S
i+1
= jr
i+1
  r
i
j=r
i
,
where r
i
is the average throughput over the i-th interval for that flow (each interval is 10 seconds).
It can also be interpreted as a flow’s throughput fluctuation over two consecutive time intervals. A
flow’s smoothness index is then defined as the average throughput-change ratio during its lifetime,
as: S = (
P
K
i=1
S
i
)=K, where K is the total number of time intervals during the simulation. 6 A
smaller smoothness index indicates smoother throughput change for a flow.
Figure 3.3 shows the average smoothness index of all the TFRC flows, normalized against that
of the TCP flows (so that the TCP flows’ smoothness index is one). It shows that TFRC is able
to maintain its smooth rate change over a wide range of MANET scenarios, and in most cases,
TFRC’s throughput fluctuates only 0.3 to 0.7 as much as TCP’s.
In summary, TFRC consistently shows conservative behavior over both long-term and short-
term, while it is able to maintain throughput smoothness, under a wide range of MANET topologies
with varying levels of background traffic.
6Unlike using the coefficient of variation of a flow’s short-term throughputs, for instance, in [16], our definition of
the smoothness index captures the time serial of rate changes, whereas the coefficient of variation metric considers the
short-term throughputs only as a set of samples without any relation in the time domain.
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(a) Static 3-node Chain with background 50Kbps
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Figure 3.2: Short-term throughput of TCP and TFRC.
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Figure 3.3: Normalized smoothness index of TFRC.
3.3.4 Factors Leading to TFRC’s Conservative Behavior
In this section, we study the factors that contribute to TFRC’s conservative behavior in MANET.
TFRC may experience higher loss rate than TCP
Under dynamic network conditions, the loss rate experienced by TFRC flows may be higher than
that by TCP flows, due to TFRC’s slow response to network congestion. As a result, the larger
loss rate experienced by a TFRC flow may drive down its throughput based on the TCP equation.
Figure 3.4 shows the average loss rate experienced by all TFRC flows over the entire course of
each simulation, normalized against that of the TCP flows. It shows that TFRC’s loss rate is much
larger than TCP’s, especially in a dynamic network topology with heavy background traffic. 7
TFRC’s loss rate estimator is highly inaccurate
TFRC relies on the recent history of loss event intervals to estimate the current loss event interval
(equivalent to the loss rate), using a weighted average estimator as in Equation (3.3). However,
the estimation may not be accurate, due to many random factors in the network’s loss process. We
define a prediction-error ratio metric as: at the end of the i-th loss event interval, E
i
= j
predicted
 

true
j=
true
, where 
predicted
is the predicted value for this interval, and 
true
is the true value. We
7Similar behavior has been observed in a dynamic wireline network [16,17].
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Figure 3.5: TFRC’s prediction error of loss event intervals.
then average the prediction-error ratios for each loss event interval, during a TFRC flow’s lifetime,
as: E = (
P
K
i
E
i
)=K, where K is the number of loss event intervals.
Figure 3.5 shows the average prediction-error ratio of all the TFRC flows. The result can be
roughly divided into three groups: a) short-chain (2 to 4 nodes) with 70% to 80% error; b) long-
chain (5 to 7 nodes) with 80% to 90% error; and c) dynamic network scenarios have highly varying
and sometimes very high (i.e. over 100%) error ratio. Overall, this suggests that TFRC’s loss event
interval prediction is highly unreliable in MANET, and that the prediction is worse over a longer
path or in a more dynamic topology.
TFRC’s inaccuracy in predicting loss event interval can be attributed to a number of reasons:
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Figure 3.6: Measured link bandwidth in 10-second interval.
1) highly varying packet losses due to dynamic wireless link bandwidth; and 2) some packet losses
are wireless-medium or route-disruption related, and hence highly random and unpredictable. For
instance, Figure 3.6 shows the measured 10-second averaged link bandwidth from node 1 to 2
in the 5-node chain scenario with 50Kbps background traffic. Unlike wireline networks where a
physical link’s bandwidth is constant, in MANET, a wireless link’s effective bandwidth is time-
varying, depending on channel contention and signal fading. This MAC layer property is clearly
unique in a MANET, and we believe it is a fundamental difficulty in doing loss rate estimation in
such a network.
MANET’s loss process shows little auto-correlation
To further understand the difficulty for TFRC to estimate the current loss event interval, we study
the covariance (cov) of the estimated loss event interval (^) and its true value (), experienced by
a TFRC flow. 8 Since the loss event interval is estimated based on the weighted average of the past
L intervals (as in Equation (3.3)), the covariance of the estimated interval and its true value can be
computed as:
cov[
n
;
^

n
] =
L
X
l=1
w
l
cov[
n
; 
n l
]; (3.4)
8Recall that covariance of two random variables is defined by cov[X;Y ] = E[XY ] E[X ]E[Y ]. Their statistical
correlation cor(X;Y ) is defined by cor(X;Y ) = cov(X;Y )

x

y
where 
x
and 
y
are the standard deviations of X and Y ,
respectively. Note that  1  cor(X;Y )  1.
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Figure 3.7: Average cov[; ^] experienced by TFRC.
where w
l
is the same set of weights as in Equation (3.3). In other words, cov[; ^] depends only
on the spectral property of the auto-covariance (with lags from 1 to L) of the loss event intervals.
The loss event intervals should possess significant auto-correlation in order for TFRC to have an
accurate prediction; otherwise it is impossible to do so no matter how the weights are chosen. 9
We compute the covariance of ^ and  using auto-covariance of  with lags l = 1 to 8. Figure
3.7 shows the result of cov[; ^] normalized into range [-1,1] (same as its cor) in our simulated
scenarios. The small cov[; ^] in Figure 3.7 suggests that ^ is a bad estimator for , which helps to
explain the large prediction error we have seen earlier. The auto-covariance of , not shown here,
is also very small. That means a MANET’s loss process possesses little auto-correlation for its loss
event intervals. Furthermore, as mentioned in Section 3.2.2, the lack of correlation between ^ and
 also contributes to the long-term “conservative” behavior of a TFRC-based source [53]. The lack
of auto-correlation of a MANET’s loss event intervals shows another difficulty in applying TFRC
into MANET.
We summarize the various factors contributing to TFRC’s conservative behavior in Figure 3.8.
9The network’s loss process is a result of the interferences in the 802.11 MAC layer and the cross-traffic contention
produced by the ns-2 simulator.
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Figure 3.8: Relation of various factors contributing to TFRC’s conservative behavior.
3.3.5 Parameter Tuning of the Loss Event Interval Estimator
By default, TFRC uses the recent 8 history intervals (L = 8 in Equation (3.3)) to estimate the
current loss event interval. In this section, we explore TFRC’s fairness and smoothness behaviors
by tuning parameter L in the equation.
The number of history samples determines not only the responsiveness of a TFRC flow, but
also the variation of the estimated loss event intervals. Intuitively, including more history samples
(larger L) makes TFRC less responsive to network condition, hence leading to better smoothness
behavior. However, the effect on the long-term fairness between TFRC and TCP is less certain,
because it must be determined by two counter-active factors. On one hand, when TFRC is less
responsive to network condition, its loss rate may increase, making TFRC more conservative. On
the other hand, using more history samples makes the variation of the estimated intervals lower,
which in turn drives the TFRC control to be less conservative (according to Claim 1 in [53]).
Basically, Claim 1 in [53] says that when the loss event interval and the loss event interval estimator
are lightly or negatively correlated (which is true in a MANET as we have shown earlier), the more
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variable the loss event interval estimator is, the more conservative the equation-based rate control
is. By controlling the length (L) of the moving average estimator, the variability of the estimator
can be adjusted. For a larger L, the estimator becomes less variable, and hence the control is
less conservative. Therefore, the long-term fairness should be the combined effect of these two
counter-active factors.
We pick two of our earlier MANET scenarios to explore TFRC’s response to parameter tun-
ing of L. Figure 3.9 shows the result of a 4-node static chain with 30Kbps background traffic.
Two observations are evident. First, TFRC’s rate change is smoother with the increase of history
samples. Second, TFRC is more conservative when L is small (2 to 4), and it remains roughly
unchanged when L becomes larger (8 to 128). Now let’s look at the two factors that drive the long-
term fairness of TFRC: 1) loss rate experienced by TFRC, and 2) the coefficient of variation of the
estimated loss intervals. 10 Figure 3.9(c) shows that the loss rate only slightly increases when L
increases from 2 to 128 (because the auto-correlation of the loss event intervals is small), while
the coefficient of variation of the estimated loss intervals decreases, significantly with L = 2 to 16,
and moderately with L = 32 to 128. This shows the trade-off between these two factors, which
underscores the dilemma in tuning parameter L to improve TFRC’s long-term fairness behavior.
We have also observed similar results in the dynamic 600600m scenario.
Therefore, TFRC’s conservative behavior cannot be completely corrected by tuning the number
of history samples (L) in its loss event interval estimator. Based on our simulated scenarios, and
considering the fairness, smoothness and responsiveness metrics, we conclude that using 8 to 16
samples is an appropriate choice.
3.4 Summary
In this chapter, we study the behavior of TFRC equation-based congestion control and multimedia
streaming in a MANET. Using ns-2 simulations, we show that while TFRC is able to maintain
10Recall that the coefficient of variation of a random variable X is denoted by C
x
and defined by C
x
=

x
E[X]
where

x
is the standard deviation of X and E[X ] is the mean of X [56].
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smoother throughput than TCP, it obtains less throughput (0.2 to 0.8) than the competing TCP
flows (i.e., being conservative). We analyze several factors contributing to TFRC’s conservative
behavior, including loss rate discrepancy, inaccuracy of loss rate prediction, and lack of auto-
correlation in a MANET’s loss process, many of which are inherent to the MANET network. We
also explore the effect of tuning TFRC’s loss event interval estimator, and show that its conservative
behavior cannot be completely corrected. Our study reveals the limitations of applying TFRC to
the MANET domain, and shows that it can be used only when strict throughput fairness is not a
major concern.
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Chapter 4
Adopting Explicit Flow Control in MANET
4.1 Problem and Motivation
In this chapter, we move away from implicit flow control, and design an explicit flow control
scheme to explore its potential benefit in MANETs. Recall that flow control has two goals: fairness
and efficiency. We will see whether these two goals can be better achieved with an explicit flow
control scheme in MANETs.
It is well-known that TCP’s implicit AIMD (Additive Increase Multiplicative Decrease) flow
control suffers fairness and efficiency problems in a dynamic MANET (e.g. [10, 11, 13, 57]). We
summarize the problems as follows. First, TCP detects congestion by packet loss events, which
is not a reliable congestion signal, because packet loss can be a wireless related random loss or a
mobility related routing loss. Second, TCP’s additive increase of congestion window size limits its
ability to acquire spare bandwidth quickly, which is important after a re-routing event. Third, since
TCP only reacts to packet loss, it tends to keep the bottleneck router queue full, which may put
the router at risk of dropping packets when the link bandwidth fluctuates. Fourth, TCP’s window-
based transmission can lead to a burst of packet transmissions when several ACKs arrive at the
same time. Although there have been many efforts to enhance TCP performance in a MANET
(e.g. [11, 13] and the related work in Section 2.3), the problems mentioned above are fundamental
to the implicit flow control approach and is unlikely to be completely corrected. 1 For a detailed
1For example, the explicit notification approach (e.g. TCP-ELFN [11]) only solves the congestion indication
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analysis of TCP behavior in MANET, interested readers are referred to [57].
The performance of explicit flow control, especially the explicit rate-based scheme, remains
unknown in a MANET. To this end, we propose an EXplicit rAte-based flow ConTrol (EXACT)
scheme as our solution to the flow control problem in a MANET, using a signaling framework
similar to ATM’s ABR (Available Bit Rate) [19–21] congestion control. Here we refer to a scheme
where the routers give explicit rate signals to the end-systems. Note that this is different from
the Explicit Congestion Notification (ECN [58]) approach where the routers only give a binary
signal to the end-systems to indicate whether there is congestion in the network. In EXACT, the
explicit congestion information is carried in the IP header of each data packet, and is modified by
intermediate routers to signal the flow’s allowed data sending rate. The rate information is then
returned from the receiver to the sender in feedbacks. Although our scheme is in part inspired by
ATM’s ABR congestion control, we have incorporated a number of special mechanisms to fit into
the new MANET environment, and have introduced several enhancements to the basic framework.
Our focus in this study is as follows. First, we design the EXACT scheme with a number
of special mechanisms for the MANET environment. Second, we compare EXACT with TCP’s
AIMD flow control, to gauge any performance improvements in terms of fairness and efficiency.
Third, we introduce several enhancements to the basic EXACT framework, for example to accom-
modate multimedia streaming traffic. We believe our study in this direction is the first step towards
fully understanding the benefits of explicit flow control in the MANET domain.
The rest of this chapter is organized as follows. We first outline in Section 4.2 the design
rationales of choosing an explicit flow control scheme in a MANET. This is followed by a detailed
description of the EXACT scheme in Section 4.3, and a discussion of how to perform multimedia
streaming using EXACT in Section 4.4. We then discuss the related work in Section 4.5 and
conclude the chapter in Section 4.6.
problem, but does not solve the other problems as mentioned above.
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4.2 Design Rationales
Since EXACT is a fundamental departure from the traditional TCP implicit flow control, we de-
scribe the design rationales behind our scheme in the following.
4.2.1 Router Assisted Flow Control
In EXACT, a router explicitly gives rate signals to the flows that are currently passing it. Since
routers are the central places where congestion happens, they are in a better position to detect and
react to such conditions. For instance, when a wireless link’s bandwidth varies, EXACT is able
to convey such variations to the flows quickly, without requiring them to detect the variation only
after packet losses. When a flow changes its route as a result of mobility, EXACT is able to provide
rate signals to the flow immediately along its new path. 2 Therefore, the router-assisted EXACT
scheme is more precise and responsive, which makes it especially suitable in a dynamic MANET
environment.
4.2.2 Rate-based Transmission
In EXACT, end hosts follow the transmission rate allocated for each flow by the routers, and hence
the packet transmission is rate-based. This alleviates the bursty transmission problem of TCP
described earlier. By using rate-based transmission, the feedback packets can now be sent less
frequently if the allocated rate has not significantly changed, leading to the saving of channel re-
source in transporting those packets. Although the rate-based transmission requires a timer at the
end hosts to regulate packet transmission, a high granularity timer is not needed in this case, be-
cause a MANET’s scarce bandwidth usually limits the speed of packet transmission. For example,
a typical flow in our experiments (shown later) has 100 KBytes/sec throughput. With 1000-byte
packet size, the required timer granularity is only 0.01 seconds (or 10 ms).
In our scheme, flow control and reliability control are de-coupled. EXACT is the rate-based
2In TCP, an additive probing phase of the AIMD flow control algorithm is required along the new path.
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flow control scheme in the network, while an optional reliability control mechanism, such as SACK
(Selective ACKnowledgement), can be built on top of the EXACT flow control scheme (more in
Section 4.3.3). The separation of these two mechanisms allows separate designs for each problem.
4.2.3 Feasibility in MANET
Admittedly, our scheme incurs additional complexity and overhead at the routers, such as comput-
ing the bandwidth allocation for the competing flows. We contend that our scheme is a feasible
solution for the special MANET network 3. First, a MANET is often a small scale network. Small
MANETs are envisioned to exist as stub networks connecting to the wireline Internet [59], or as
a stand-alone infrastructure-less network for a team of emergency workers. Second, unlike the
Internet, there is no “core” router in a MANET. Flows may be routed more evenly throughout the
network rather than going through some hierarchical aggregation points. Therefore, the number of
concurrent flows going through a router in a small MANET is likely to be relatively small. Even
with the additional processing overhead, our explicit flow control scheme should be a feasible and
practical solution for a MANET network.
4.3 EXACT Framework
In this section, we discuss our EXACT scheme in detail. We first give an overview of our approach
in Section 4.3.1, and then describe the protocol and algorithmic details in Section 4.3.2. In Section
4.3.3, we introduce several supporting mechanisms for EXACT at the MAC and transport layers.
In Section 4.3.4, we evaluate EXACT through ns-2 simulations. Several deployment issues of
EXACT are discussed in Section 4.3.5.
3Note that our scheme is not targeted for the Internet where core routers have to process huge number of concurrent
flows.
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Figure 4.1: Overview of the EXACT flow control scheme.
4.3.1 Protocol Overview
An overview of the EXACT framework is shown in Figure 4.1(a), where the sender sends a con-
tinuous stream of data packets to the receiver. Each data packet carries a special IP header, called
the flow control header, which is modified by the intermediate routers to signal the flow’s allowed
sending rate. In Figure 4.1(a), a data packet from sender R1 is marked by the intermediate routers
R1, R2 and R3 before it gets to the receiver. When the packet reaches the destination, the explicit
rate information is returned to the sender in a feedback packet, in the form of the instantaneous
allowed sending rate of the forward path. As a result, any bandwidth variation along the path will
be returned to the sender within one RTT. Note that the feedback packet may not travel along the
same path as the data packets.
In the event of re-routing (Figure 4.1(b)), the first data packet traveling through the new path
collects the new allowed rate of the flow, which is determined (i.e. computed) by the routers along
the new path when they detect the arrival of the new flow. As a result, the sender learns the exact
sending rate after only one RTT of delay after re-routing, without having to go through the additive
probing phase of TCP.
A packet’s flow control header includes two fields: ER (Explicit Rate) and CR (Current Rate).
ER is the allowed sending rate of a flow. It is initially set at the sender as its maximum requested
rate, and subsequently reduced by the intermediate routers to signal its allowed data rate. ER is
typically set to infinity for those flows requiring the largest possible bandwidth (e.g. FTP). CR is
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initially set at the sender as its current sending rate, and modified by the intermediate routers to
signal possible rate reduction along the path. Each router remembers the CR of the current flows
in its flow table, in order to compute each flow’s fair share of bandwidth.
Note that EXACT does not assume any particular underlying routing protocol in a MANET,
nor symmetric routes between the sender and the receiver. It is a separate flow control module that
can be attached to a routing agent in a MANET.
4.3.2 Detail Descriptions
End-host’s Behavior
We assume end-systems are cooperative. The sender’s behavior is as follows:
 The sender sets the ER field as its desired maximum rate and the CR field as its current
sending rate, in every data packet it sends out. The initial CR can be a very small sending
rate, or the sender can send out a few packets and wait for the feedbacks before starting its
normal data transmission.
 On the reception of a feedback packet, the sender adjusts its sending rate to the rate included
in the feedback.
The receiver’s behavior is as follows:
 On the reception of a data packet, the receiver copies the ER field of the data packet into a
small feedback packet, and sends it to the sender. 4
 An optional delay-ack strategy allows the receiver to send a feedback only after receiving a
number of data packets, or when the ER has significantly changed.
4Here a feedback packet may include different feedback information, such as the allowed rate of a flow, and the
optional reliability information when reliable transmission is required (more in Section 4.3.3).
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 Each feedback packet’s ER and CR fields are both set to the ER of the incoming data packet,
adjusted by the feedback packet’s smaller size and its delay-ack strategy, to indicate the
feedback packet flow’s rates.
On start-up, the sender is allowed to send out packets using a small initial sending rate. Once
the first data packet is received and acknowledged by the receiver, the sender then uses the explicit
rate in the feedback packet as its sending rate. Stability analysis of our scheme will be discussed
late in this chapter.
Router’s Behavior
The router plays the central role in our EXACT scheme. A router has four major tasks: 1) keep
track of current flows and their sending rates in a flow table; 2) measure the current bandwidth of
the wireless links to its neighbors; 3) compute rates for the current flows; and 4) update the flow
control header of each passing data packet. Below we discuss details of these tasks.
Each router maintains a flow table in the format of: <src ip, src port, dest ip, dest port,
next hop, refresh time, current rate>. The first four fields are used to uniquely iden-
tify a flow. On receiving a data packet, the router updates the flow’s next hop, refresh time,
and current rate to keep an up-to-date view of the flow. As mentioned earlier, the CR field of
the packet’s flow control header is used to update the flow’s current rate. A flow has to refresh
itself within a certain period of time (i.e. soft-state); otherwise, it will be purged from the table pos-
sibly as a result of re-routing or termination. In our design, since we are using rate-based control,
if a flow has missed a few packets, we take that as an indication that the flow has terminated.
The core part of each router is its rate computation algorithm. The rate computation, performed
locally, is based on the current bandwidths of the wireless links and the current rates of the flows.
Efficiency is achieved by making sure that the flows can fully occupy the outgoing wireless links.
Fairness is achieved by allocating the bandwidth “fairly” to each flow. In this study, we adopt
the max-min fairness [5] as our baseline fairness criterion. With max-min fairness, flows with
minimum requests are granted their requests first; the remaining bandwidth resource is then evenly
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divided among the higher demanding flows. Here we maintain fairness according to each flow’s
channel time demand. A wireless channel’s bandwidth to different neighboring nodes can be very
different, due to location-dependent channel conditions. For example, a flow requesting 400Kbps
rate to a neighboring node with 800Kbps actual bandwidth (not the raw bandwidth) between them
requires the router to dedicate 50% of channel time to the flow; while a flow with same request
to a “better” node with 1.6 Mbps bandwidth requires only 25% of channel time. Note that here
the wireless links’ bandwidths are not the raw bandwidths. They are dynamically measured at the
MAC layer (details in Section 4.3.3).
To represent a flow’s resource request, we normalize a flow’s requested rate to its next-hop
link’s bandwidth as TF
i
= r
i
=b
i
, where r
i
is the flow’s data rate (current rate in the flow
table), and b
i
is the current bandwidth of the link. By using channel time to represent a flow’s
demand, it allows a flow to send traffic in proportion to the bandwidth of the link it travels through,
which is in principle similar to the idea of opportunistic transmissions in wireless networks. A
max-min algorithm is performed on top of the channel time requests of the flows: TF
i
, i = 1 to
N .
The local max-min rate computation is as follows: initially the available channel time is C = 1
and the set of flows whose demand has been satisfied is empty: R = ;; then we compute the
first-level allocated resources as AR
0
= C=N , where N is the total number of flows, and we
include all the flows with TF
i
< AR
0
in set R. Next compute AR
1
=
C 
P
i2R
TF
i
N kRk
; if for all flows
i =2 R; TF
i
 AR
1
, then stop; otherwise, include those flows with TF
i
< AR
1
in set R, and
re-compute the next level AR
2
. When the algorithm terminates, the result is a resource allocation
AR, which is the largest request that can be fully satisfied. A request over AR can only be granted
AR of resources. Since AR represents the allocation of channel time, it should be converted back
to the allocation of real data rate over link i as: DAR
i
= AR  b
i
, where b
i
is the measured
bandwidth of link i. For those flows going through link i, DAR
i
is the maximum data rate each
flow can send. The computational complexity of the max-min algorithm is O(N 2).
In our scheme, a router immediately computes the rates whenever the previous computation is
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invalidated by any of the following reasons: 1) arrival of a new flow, 2) purge of an existing flow,
3) change of rate of an existing flow, or 4) change of link bandwidth. This allows the router to
quickly react to the dynamics in a MANET.
Flow Control Header Updates
In our scheme, routers modify the flow control header of each data packet to explicitly signal a
flow’s allowed sending rate. On receiving a data packet, the router obtains the maximum allocated
data rate DAR
j
based on the packet’s next-hop neighbor j, and updates the packet’s flow control
header as follows: ER = min(ER;DAR
j
); CR = min(CR;DAR
j
):
As a result, ER carries the minimum (i.e., bottleneck) allowed sending rate of the routers along
the path. The current rate CR is also reduced along the path in order to deliver the upstream
bottleneck to downstream routers as soon as possible. This updated CR field is kept in the router’s
flow table as the flow’s current rate.
Stability Analysis
Stability of our EXACT scheme refers to the property that the local distributed rate computation
should arrive at the global max-min rates for all the flows, given arbitrary demands from each
source and arbitrary network topology and resource availability. Convergence time is the time it
takes to reach such an equilibrium state, i.e., global max-min bandwidth allocation.
The stability property of our EXACT scheme is similar to the class of distributed algorithms
dynamically maintaining max-min fairness in a network [5,21]. Charny et. al. [21] showed that the
worst case convergence time for any feedback-based distributed max-min computation cannot be
less than 2KP , where P is the maximum one-way delay for the control information to propagate
through the network, and K is the number of different bottleneck rates. The basic idea behind
this lower bound on worst case convergence time is that, when conditions at one of the bottleneck
links change, it takes 2P for that information to propagate to all the other links that have shared a
flow with the bottleneck link. This disturbs the second-level bottleneck links and that information is
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propagated further to the rest of the network in another 2P time. Since there are K bottleneck links,
it takes K rounds to update them all. This lower bound of worse case convergence time 2KP is a
fundamental property of feedback-based distributed max-min rate computation algorithms [21].
Below we give a simple result regarding the upper bound of the convergence time for our
EXACT scheme. We claim that the global max-min steady state will be reached by time
T = K(T
pi
+ 2P ); (4.1)
where K is the number of different bottleneck links, T
pi
is the upper bound on data packet inter-
arrival times, and P is the maximum one-way delay of the flows. The term T
pi
comes from the
delay in waiting for the next data packet to carry the rate information, and 2P is the total delay
in a round trip. 5 In our scheme, in order to expedite the rate convergence, a router immediately
computes the local max-min allocation whenever the previous computation is invalidated. Clearly,
the convergence time is smaller in a network with fewer bottleneck links and smaller round-trip
delays.
4.3.3 Supporting Mechanisms
MAC Layer Bandwidth Measurements
In order to perform the rate computation, a router must have knowledge of the current achievable
bandwidth of the wireless links. Therefore, a dynamic bandwidth measurement mechanism must
be in place at the MAC layer.
As an example, we consider a bandwidth measurement technique under the popular IEEE
802.11 DCF (Distributed Coordination Function) MAC layer, which depends on CSMA/CA to co-
ordinate packet transmission using the RTS-CTS-DATA-ACK packet sequence (Figure 4.2) with-
out any central control unit. Before transmitting a packet, a node senses the channel to make sure
that the channel is idle; otherwise it backs off by a random interval and senses the channel again.
5As an example, assume the flows have date rates of 50 KBytes/sec and packet size of 1 KBytes, the one-way delay
is 10 ms, and there are 10 bottleneck routers, the upper bound of converge time is then calculated as 0.4 seconds.
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RTS CTS DATA time
packet received
channel busy
and contentions ACK
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packet ready
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Td
Figure 4.2: IEEE 802.11 unicast packet transmission sequence.
If the channel is idle, it transmits a RTS (Request-to-Send) packet to signal its intention to send a
packet 6. On receiving the RTS packet, the destination node replies with a CTS (Clear-to-Send)
packet to give the sender a go-ahead signal, and to silence the destination node’s neighboring nodes.
After receiving the CTS packet, the sender sends the DATA packet, and is then acknowledged by
an ACK packet from the receiver.
The throughput of transmitting a packet can be measured as TP = S
t
r
 t
s
, where S is the size
of the packet, t
s
is the time-stamp when the packet is ready to be sent at the MAC layer, and t
r
is
the time-stamp when an ACK is received [60, 61]. Note that the time interval t
r
  t
s
includes the
channel busy and contention time. We keep separate throughput estimates to different neighboring
nodes because the channel conditions may be very different.
It is clear that the measured throughput of a packet depends on the size of the packet. A larger
packet has higher measured throughput because it sends more data once it grabs the channel. To
make the throughput measurement independent of the packet size, we propose a mechanism to
normalize the throughput of a packet to a pre-defined packet size. In Figure 4.2, T
d
= S=BW
ch
is
the actual time for the channel to transmit the data packet, where BW
ch
is the channel’s bit-rate.
Here we assume the channel’s bit-rate is a pre-defined physical layer parameter. The transmission
times of two packets should differ only in their times to transmit the DATA packets. Therefore, we
have:
(t
r1
  t
s1
) 
S
1
BW
ch
= (t
r2
  t
s2
) 
S
2
BW
ch
=
S
2
TP
2
 
S
2
BW
ch
(4.2)
where S
1
is the actual data packet size, and S
2
is a pre-defined standard packet size. By Equation
4.2, we can calculate the normalized throughput TP
2
for the standard size packet. The wireless
6For very small packets, the sender may skip the RTS packet and directly send out the DATA packet.
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Figure 4.3: Raw throughput and normalized throughput at MAC layer.
link’s bandwidth, b
i
, is then calculated as the average throughput of the data packets that have been
transmitted to neighboring node i in the recent time window. Recall that the link’s bandwidth b
i
is
used to compute the channel time demand of a flow as in TF
i
= r
i
=b
i
.
To verify the bandwidth measurement mechanism in Equation 4.2, we simulate a group of
mobile nodes within a one-hop wireless transmission range using ns-2 [38]. In the simulation,
we send CBR traffic from one node to another, and change the packet size from small (64 bytes)
to large (640 bytes) during the simulation as follows: in time period [100i; 100(i + 1)] second,
i = 0; : : : ; 9, the packet size is set at 64(i+ 1) bytes. The measured raw throughput is normalized
against a standard size (picked here as 512 bytes). Figure 4.3 shows the result of the measured
raw throughput and its corresponding normalized throughput during the course of the simulation.
Obviously, the raw throughput depends on the packet size; a larger packet size leads to higher
measured throughput. The normalized throughput, on the other hand, does not depend on the data
packet size 7. Therefore, we can use the normalized throughput to represent the bandwidth of a
wireless link, to filter out the noise introduced by the measured raw throughput from packets with
different sizes.
The simple bandwidth measurement technique described above does not consider the impact of
the newly admitted traffic to the existing flows. To accurately obtain the achievable bandwidth, an
analytical model of the MAC layer contention between neighboring nodes is required. Interested
7Note that during time period [700s; 800s], the normalized throughput and raw throughput overlap with each other
because the packet size is set at 512 bytes during that period.
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readers are referred to Yang et.al. [62] and the references therein for a more precise achievable
bandwidth prediction method in multi-hop ad hoc networks.
Safety Counter
In our rate-based EXACT scheme, the sender adjusts its sending rate in response to the feedback
from the receiver. When all the feedback packets are suddenly lost due to wireless transmission
outage or route disruption, the sender may over-flood the network. 8 To prevent this problem, a
safety mechanism must be in place.
In our scheme, we use a safety counter at the sender side to guard against the feedback loss
problem. The receiver informs the sender the highest data sequence number it has seen so far in
the feedback packets, so that the sender is able to figure out the number of unacknowledged (or
outstanding) data packets. The sender should then keep the number of unacknowledged packets
within the safety counter limit. However, this is not to be confused with TCP’s transmission
window. The safety counter does not imply any kind of reliability control, nor any re-transmission
of lost packets. It is used to limit the amount of damage the sender can cause to the network when
all the feedback packets are lost.
Clearly, the safety counter cannot be too small to limit the packet sending rate which otherwise
would be permitted by the network’s explicit rate. In Chapter 2, we have shown that the bandwidth-
delay product of a path, which is the maximum packet carrying capacity, cannot exceed the round-
trip hop count of the path. Therefore, in EXACT we use the round-trip hop count of the network
path between the sender and the receiver as the size of the safety counter. As hop-count changes
after re-routing, the size of the safety counter also changes.
8Our scheme is unlike the window-based flow control schemes such as TCP where the transmission window natu-
rally enjoys the self-clocking behavior.
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Route probing
Route failure and re-routing are common in MANETs. When the network path is unavailable,
the sender would send out up to the safety counter number of packets, and enter a probing state
in which it periodically sends out probing packets at slow speed to see whether a new path is
available.
The probing speed should take into consideration the route discovery behavior of the underly-
ing routing protocol. For instance, in DSR [39], a packet without a route will be kept in a buffer
at the routing agent, while the routing agent keeps trying to find a route for the packet. If no route
can be found within a certain time limit, e.g. 30 seconds in DSR, the packet will be dropped from
the buffer. The probing speed at the transport layer, therefore, should be equal to the time limit that
the routing agent would keep trying to find a route for the packet.
When a path becomes available, the receiver should receive the probing packet, and then send
feedback to the sender. On receiving such feedback, the sender exits the probing state and proceeds
with normal packet transmission using the explicit rate of the new path returned by the receiver.
Reliability Control
EXACT is a rate-based flow control scheme. It does not implement reliable data transmission by
itself. It plays the same role as a rate-regulated UDP protocol. As an optional and additional
mechanism, reliability can be added by the end hosts, independent of the underlying flow control
scheme. That is, flow control and reliability control are de-coupled. 9
We choose SACK (Selective ACKnowledgement [63]) as the reliability control mechanism,
because it acknowledges not only the highest reliably received data sequence number, but also
the “blocks” of data that have been received beyond that. This allows the sender to selectively re-
transmit only those missing packets, which should reduce the number of unnecessary re-transmissions
due to out-of-order packet delivery and re-routing in MANETs [13].
9Although flow control and reliability control are two independent mechanisms, their feedback information are
sent back to the sender in the same feedback packet, in order to save bandwidth.
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To implement reliability control, two mechanisms have to be in place: 1) report of missing
packets via SACK from the receiver to the sender, and 2) sender’s judgment of whether an out-
standing packet has been lost or is just simply delayed. In traditional TCP, this decision is made
by associating a packet with a re-transmission timer which is roughly twice of the measured RTT.
When the packet is not acknowledged by that time, it triggers re-transmission of the packet. In
a MANET, however, estimating RTT using moving average of individual packet’s measured RTT
is highly unreliable, due to large variance of packet delay from channel contention, route failure,
and re-routing. To this end, we replace the re-transmission timer mechanism with a monotonically
increasing control sequence number mechanism similar to the one in WTCP [64]: when higher
numbered packets have been received and acknowledged (plus some tolerance threshold for out-
of-order packet delivery), the older ones are deemed lost and are marked for re-transmission. Upon
re-transmission, a data packet keeps its original data sequence number, but is given a newer con-
trol sequence number, to distinguish itself from the earlier transmissions and to give itself a new
extended re-transmission “time-out”.
4.3.4 Evaluation of EXACT
In this section, we compare EXACT with TCP’s implicit AIMD flow control using the ns-2
(v2.1b8a) simulator. We choose DSR (Dynamic Source Routing [39]) due to its simplicity. We
also report experiments of running EXACT in a MANET test-bed using Linux laptops. The goal
of our evaluation is two fold. First, we want to show by simulations that EXACT achieves the
efficiency and fairness goals of flow control. Second, we want to measure the overhead of our
scheme in a real test-bed implementation.
Simulation: One-Hop Scenario
In this set of simulations, all mobile nodes are within one-hop of transmission range to each other
inside a 170m by 170m space. The nodes use the “random way-point” mobility model to move
around with maximum speed of 20m/s and pause time of 0s. The total number of nodes is 10. The
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packet size is 1000 bytes.
Baseline Behavior: We use two flows, one from node 0 to 1 and the other from node 0 to 2,
to demonstrate the basic behavior of the EXACT scheme without any reliability mechanisms. The
two flows share the same bottleneck router at node 0, and compete with each other in accessing
the channel bandwidth. They start with the following sequence: 1) at time 0s, the first flow starts
and demands a very large bandwidth (i.e. larger than the channel can provide) in its ER field; 2)
at time 50s, the second flow starts also with a very large bandwidth demand; 3) at time 100s, the
first flow reduces its demand to a very small value of 40,000 bytes/s, which gives away the rest
of the bandwidth to the second flow; 4) at time 150s, the first flow resumes its large bandwidth
demand to get back its share of the bandwidth; 5) at time 200s, the second flow stops, leaving all
the bandwidth to the first flow.
Three observations can be made from Figure 4.4. First, max-min fairness is achieved between
the two flows as shown in Figures 4.4(a) and 4.4(b). During time periods 50-100s and 150-200s,
each of the two flows obtains nearly the same throughput because the bandwidths of the two links
are very close to each other. Second, MAC layer link utilization at the bottleneck router is kept
close to 1 (in Figure 4.4.(d)), which shows the efficiency of the scheme. At the same time, the
router’s queue length is kept short and stable (in Figure 4.4.(c)), hence there is no packet queuing
loss. Third, each flow can quickly and precisely obtain its share of bandwidth when extra band-
width is available (in Figures 4.4(a) and 4.4(b) at time 50, 100, 150 and 200 seconds), without
additive probing. These results show that EXACT behaves as we have designed.
Comparison with TCP: Now we compare EXACT enhanced with SACK reliability control,
against TCP-Reno and TCP-SACK (which are also reliable). We create two EXACT flows: one
from node 0 to 1 and the other from 0 to 2. They share the same bottleneck router at node 0,
and request large bandwidth. According to max-min fairness, they should obtain nearly the same
throughput, because the bandwidths of the two links are very close. Figure 4.5(a) shows this result,
i.e., the sequence number plots of the two EXACT flows overlap precisely with each other (which
appear as a single curve in the figure). As a comparison, the results of two TCP-Reno (Figure
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Figure 4.4: Two unreliable EXACT flows in one-hop scenario.
4.5(c)) and TCP-SACK (Figure 4.5(e)) flows in the same setting show that they cannot guarantee
perfect fairness even in this simple one-hop scenario. At the same time, the queue length at the
bottleneck router under EXACT (Figure 4.5(b)) is kept to a minimum and stable; while under TCP-
Reno (Figure 4.5(d)) and TCP-SACK (Figure 4.5(f)) it often exceeds the queuing limit, which leads
to packet loss and inefficiency. As a result, the total number of reliably transmitted packets under
EXACT is 2.4% more than TCP-Reno and 2.5% more than TCP-SACK. 10 In a multi-hop scenario,
we will show that this gap is much larger (Figures 4.6 and 4.7).
Simulation: Multi-hop Scenario
In this set of simulations, we create a MANET with 30 nodes moving in the 1500m by 300m space,
using the “random way-point” mobility model with maximum speed of 20m/s and pause time of 10
10We obtain this result by adding the reliably transmitted packets for the two EXACT flows, and then compare the
sum with that of the TCP-Reno and TCP-SACK flows.
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(d) Queue length: TCP-Reno
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Figure 4.5: Comparison of EXACT with TCP in one-hop scenario.
seconds. This creates a moderately fast moving scenario, and forces the nodes to use long routes
in the rectangular area. As a result, re-routing and link bandwidth fluctuations are common.
Comparison with TCP: In this experiment, we create two EXACT flows enhanced with SACK,
both from node 0 to 1. This ensures that the two flows always travel along the same path and
share exactly the same bottleneck routers. As a result, they should expect the same sending rate
at all times. This is evident in Figure 4.6(a), where the sequence number plots of the two flows
overlap precisely with each other (which appear in the figure as a single curve). As comparison,
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Figure 4.6: Comparison of EXACT with TCP in multi-hop scenario.
two TCP-Reno (Figure 4.6(b)) and TCP-SACK (Figure 4.6(c)) flows in the same setting cannot
achieve perfect fairness. At the same time, the total number of reliably transmitted packets for the
two EXACT flows is 12% more than the TCP-Reno and 8% more than the TCP-SACK flows. This
demonstrates the efficiency of our scheme.
Under Different Degrees of Mobility: To further evaluate the efficiency of our scheme, we
compare EXACT with TCP-Reno and TCP-SACK under different mobility patterns. The nodes
move around using 20m/s maximum speed as before, but with different pause times (0s, 5s, 10s,
15s, and 20s) to create different levels of network dynamics. For each scenario, we average the
total number of reliably transmitted packets over 10 runs for each flow control scheme. The results
in Figure 4.7 show that under all mobility scenarios, EXACT overall outperforms TCP-Reno and
TCP-SACK by 42% and 36% more packets respectively. This demonstrates the efficiency and
effectiveness of EXACT in a dynamic MANET environment.
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Figure 4.7: Comparison of EXACT with TCP with different mobility patterns in multi-hop sce-
nario.
Test-bed: Computational Overhead
We have implemented EXACT in a small test-bed with four Linux laptops arranged in a multi-
hop topology. The EXACT module is implemented at the user level using Java. The MAC layer
bandwidth measurement is implemented by modifying Lucent IEEE 802.11b pcmcia card’s driver
(“wvlan cs”), and the driver exports the measured bandwidth to the EXACT module. Here we
want to comment on the overhead of EXACT in our experiments. Running on a relatively slow
Pentium II 266Hz laptop with 224KB of memory, and with 10 concurrent flows with aggregate
traffic of 640 kbps, EXACT occupies only 4% of the CPU on average. The modified MAC layer
driver occupies less than 15% of CPU. 11 Therefore, EXACT is well within the computing power
of today’s mobile devices.
4.3.5 Deployment Issues
So far we have discussed the EXACT framework and its MAC layer and transport layer mecha-
nisms at the algorithmic and protocol levels. In this section, we will discuss its practical deploy-
ment in MANETs.
11The CPU loads of the tasks are measured using the “top” utility in UNIX.
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Figure 4.8: Components at different layers in the EXACT framework.
A Cross Layer Solution
Our EXACT framework involves a number of components at different layers (Figure 4.8). At the
MAC layer, the bandwidth measurement module provides dynamic link bandwidth measurements.
At the routing layer, EXACT serves as a rate control module separate from the MANET rout-
ing agent. The EXACT module retrieves link bandwidth measurements from the MAC layer to
facilitate its rate computation.
Transport layer provides two modules: EXACT-UDP for unreliable and EXACT-SACK for
reliable data transmission. They communicate with the underlying EXACT rate control module via
explicit rate signaling in each packet’s IP header. EXACT-UDP and EXACT-SACK expose their
transport layer APIs to the upper application layer. The application learns its current underlying
sending rate as the return value of its API function calls.
Routing Agent with EXACT
At the routing layer, EXACT serves as a separate module apart from the normal operation of the
MANET routing agent being used. EXACT takes control of a packet after the routing agent has
decided which next-hop to forward the packet, and before the packet is handed over to the MAC
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layer for transmission. Therefore, it can be implemented as a sub-layer under a MANET routing
agent.
We propose to include the rate control information into a packet’s optional IP header in IPv6,
or some proprietary header above the IP level if IPv4 is being used. These headers are visible to
the EXACT module, and are totally transparent to the routing agent. Therefore, EXACT does not
interfere with the normal operation of the routing agent.
The communication of bandwidth measurements between the EXACT module and the under-
lying MAC layer can be simply implemented as a function call to the MAC layer. MAC layer con-
tinuously measures wireless links’ bandwidths, and returns such information when it is needed.
For instance, in Linux we have implemented the function call as a special “file” under /proc
created by the wireless network interface card’s driver.
Policing and Security Issues
So far we have assumed that all the flows are aware of the EXACT flow control scheme, and they
faithfully follow their allowed sending rates. However, there may be two types of compliance
problems: 1) a flow is simply not aware of the EXACT scheme and therefore does not possess a
valid flow control header; or 2) a flow is aware of EXACT but “cheats” by sending data faster than
it is allowed to.
The first problem can be solved by placing the EXACT and non-EXACT flows into separate
queues. This shields the EXACT flows from the non-EXACT flows.
For the second problem, the EXACT module running on each router can be enhanced with ad-
ditional policing capability, which monitors the actual sending rate of each flow to ensure that they
stay within their allowed limits. Router’s policing is much easier in EXACT than in implicit flow
control schemes such as AIMD, because EXACT is aware of the allowed rates of the data flows,
while AIMD has no such knowledge. This policing capability is able to prevent non-compliant
user behaviors.
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4.4 Multimedia Streaming using EXACT
The demand for multimedia streaming is likely to grow in future MANETs. For instance, users
may wish to communicate with each other via audio or video, or to watch on-demand TV while
riding on a bus. For multimedia traffic, it is desirable to maintain a smooth sending rate [65].
Although EXACT provides explicit rate signals to the flows, its rate signals may be very fluctu-
ating, as shown in the simulation results in Section 4.3.4. In this section, we study how to enhance
EXACT with additional mechanisms to support multimedia streaming over a MANET. In the fol-
lowing, we call the enhanced scheme EXACT-AA (EXACT with Application Adaptations).
4.4.1 Design Methodology
In order to support multimedia streaming on top of EXACT, we adopt a split-level adaptation
framework. 12 The basic idea of our framework is application-aware adaptation. That is, the
transport layer gives rate signals (or adaptation signals) to the upper application layer, and the
application layer decides how to adapt its rate based on its own policies and preferences. Therefore,
a multimedia flow’s rate control is divided into two parts: 1) EXACT’s explicit rate signal serves as
the upper-bound that the flow cannot surpass; and 2) within this upper-bound, the flow can adjust
its sending rate according to its own adaptation preferences, such as smooth rate change.
By applying application’s adaptation policy, a multimedia streaming flow can satisfy both EX-
ACT’s rate signal, as well as its own rate requirements. This split-level adaptation provides signif-
icant flexibility to the applications, since they can specify the adaptation policies for themselves,
and can change the policies on-the-fly depending on user’s preferences at different times.
There are many choices of adaptation policies. As an example, we introduce a policy called
Delayed Increase Immediate Decrease (DIID), where a flow can increase its rate only when the rate
signal from the routers has increased and sustained over a certain period of time; however when
the rate signal decreases, the flow has to reduce its rate immediately to conform to the underlying
12Our framework is similar in principle with [66].
71
EXACT flow control scheme. The intuition of this policy is that, many rate increases in a MANET
are temporary and short-lived due to wireless channel contention and interference. Therefore, the
DIID policy avoids temporary spikes in bandwidth allocation, and captures only the long-term
trend indicated by sustainable increases. It has similar effects of a low-pass filter. Other adaptation
policies are certainly possible.
On the fairness side, the DIID policy is conservative. A multimedia flow has less throughput
than those flows closely following router’s rate signals. Since the router’s rate signal is time-
varying, there is an inherent trade-off between smoothness and fairness in our scheme, which is
similar to the observations of TFRC over a MANET in Section 3.3.2. However, in our scheme, the
trade-off is controllable by each application. Therefore, it provides a tunable knob where users can
pro-actively adjust their preferences of this trade-off.
4.4.2 Audio Streaming Experiments
We show the results of an audio streaming application using the EXACT-AA scheme over a
MANET test-bed. Our test-bed consists of four Redhat Linux laptops equipped with Lucent Wave-
LAN 802.11b cards in ad hoc mode. The laptops are configured with fixed-routing tables such that
they form a 3-hop chain topology, and they are moved around in an office building with channel
interferences from a nearby wireless LAN. We implement two types of flows: 1) greedy UDP flow
which sends out data according to the explicit rate signals from EXACT; and 2) audio streaming
flow which sends out audio data based on the explicit rate signals.
Three flows are created with staggered starting times. Two UDP flows start at time 0s and 65s,
respectively. An audio flow starts later around time 130s. Figure 4.9 shows router’s rate signals
for the three flows. It is evident that their allowed sending rates are highly dynamic, and that many
rate increases are temporary and short-lived.
We show the audio streaming flow’s rate signal with and without a 5-second DIID policy in
Figure 4.10. It shows that without the DIID policy, the audio flow has to adjust its media quality
(i.e. the audio sampling rate from the microphone) frequently. After applying the DIID policy, the
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Figure 4.9: Explicit rate signals from the routers.
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Figure 4.10: Audio streaming flow’s adaptation behavior.
rate change events are greatly reduced, and the flow’s smoothness is significantly improved. Our
EXACT-AA scheme provides a tunable knob for the application to perform its own adaptations.
Such informed adaptation is possible because of the explicit rate signals provided by the underlying
EXACT flow control scheme.
4.4.3 Limitations in Supporting Multimedia Traffic
Throughout the discussion of the EXACT scheme, we have assumed that the traffic flows are
perfectly elastic, i.e., a traffic source may utilize any bandwidth allocation below its maximum
demand. However, this is often not the case for multimedia applications with layered coding. A
multimedia flow may send out packets using a number of discrete rates. For example, an audio
streaming flow may only have a limited number of sampling rates of the audio data.
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Under this semi-elastic traffic condition, our EXACT scheme may incur fluctuations in its rate
allocation. To see an example, let’s assume that a multimedia flow allows only three rate levels:
1.0, 1.6 and 2.0, and it competes with two other flows at a bottleneck router with 3.0 achievable
bandwidth. Initially, the allocation for the three flows are: (1.0, 1.0, 1.0). At some point, the
router’s bandwidth increases to 4.5, and hence the allocation becomes (1.5, 1.5, 1.5). However,
since the increased allocation (i.e., 1.5) is still below the multimedia flow’s next rate level (i.e.,
1.6), the multimedia flow has to continue to use rate level 1.0. As a result, the router’s max-min
computation gives a new allocation of (1.0, 1.75, 1.75) for the three flows. 13 Now since the
router’s rate allocation jumps to 1.75, the multimedia flow will try to use 1.6 as its sending rate.
However, after this, the router will detect the rate increase of the multimedia flow, and re-compute
the rate allocation back to (1.5, 1.5, 1.5). As a result, the multimedia flow has to go back to its 1.0
rate level, and the router’s allocation becomes (1.0, 1.75, 1.75) again. Then, this cycle repeats.
The problem above comes from the fact that, since the multimedia flow may not be able to fully
utilize its bandwidth allocation, it may inflate the allocation for the other flows. However, when
the multimedia flow tries to settle on a higher rate level, the router’s rate allocation will be brought
down again. Therefore, fluctuation in rate allocation occurs.
One simple solution to this problem is to let a multimedia flow “pretends” to be perfectly elastic
to the network. That is, although the flow may only send out traffic using a number of discrete
rate levels, it manifests itself to the network as if it can fully utilize the bandwidth allocation.
In the above example, when the allocation for the three flows are: (1.5, 1.5, 1.5), although the
multimedia flow can only send out traffic with 1.0 rate level, it still announces 1.5 as its current
sending rate. This will make the allocation stabilized in the network. One clear disadvantage is
that the efficiency of the network may decrease as a result. This shows a limitation of supporting
discrete-level multimedia traffic in our EXACT framework.
13The first number is for the multimedia flow, and the second and third numbers are for the two other competing
flows. The allocation of 1.75 comes from (4:5  1:0)=2.
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4.4.4 Other Multimedia Streaming Approaches
There are two general approaches of multimedia streaming over a MANET. The first approach
adopts soft-state reservation to protect multimedia traffic from best-effort traffic, e.g., INSIGNIA
[67], SWAN [61] and dRSVP [68]. INSIGNIA is a resource signaling protocol to support end-
to-end adaptive services, such as multimedia flows with a base layer and an enhanced layer. The
bandwidth reservation status of the two layers is carried with each data packet, so that any change
in router’s reservation may be conveyed to the sender quickly. SWAN is a scheme to support the
delivery of real-time traffic. Before sending out a real-time flow, the sender must probe the path
to see how much bandwidth is left at the intermediate routers to accommodate additional real-time
traffic. The current aggregate real-time traffic at a router, therefore, constitutes a reservation state
at that router. dRSVP is a scheme to provide end-to-end bandwidth guarantee for a flow, where the
flow’s bandwidth request is specified as a range, instead of a scalar value. Routers along the path
may choose to reserve bandwidth for the flow within that range in order to increase its chance of
successful reservation in a dynamic network.
The second approach does not involve any explicit or implicit resource reservation for multi-
media traffic. All the flows are treated equally by the routers. Examples of this category include
our EXACT-AA scheme and the utility-based adaptation approach [66] designed for infrastructure
wireless networks. The utility-based adaptation approach allocates bandwidth for the flows based
on their declared utility functions, and equalizes each flow’s utility to resolve resource contentions.
Each application may decide how much bandwidth to consume within the allocated rate, which is
in principle similar to our EXACT-AA scheme.
Although the reservation-based approaches offer more protection for multimedia traffic, it is
unclear how reservation can take place in a MANET where random users interact with each other
without any service level agreements. Research in this direction must be enhanced with an incen-
tive or pricing mechanism for the reserved resources.
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4.5 Related Work
In this section, we discuss a number of related work to EXACT, including various explicit flow
control proposals in different network environments, and resource (or bandwidth) signaling within
the context of quality of service (QoS) in MANETs.
4.5.1 Explicit Flow Control
The first scheme is Explicit Congestion Notification (ECN [58]). In ECN, each router monitors
its packet queue size and marks a bit in a passing packet’s IP header when incipient congestion
is detected. End-host then reacts to ECN-bit marked packets by reducing its packet transmission
window (or rate). Therefore, ECN serves as an early alarm to reduce congestion before actual
packet dropping occurs. ECN-bit carries binary information indicating whether there is congestion,
but not by how much the congestion is. As a result, end-host still has to respond to the ECN-bit by
an AIMD-style algorithm. For instance, ECN-capable TCP [58] treats an ECN-marked packet as
a lost packet. Because of end-host’s behavior, ECN still suffers the same drawbacks of the AIMD
algorithm over a dynamic MANET. In contrast, the EXACT scheme provides explicit and precise
rate signals to the end hosts, without the need for an AIMD-style algorithm.
The second scheme is ATM Forum’s rate-based congestion control scheme for the ABR (Avail-
able Bit Rate) service [19–21]. The goal of ABR congestion control is to fully utilize the bandwidth
left over from higher priority traffic. In this scheme, explicit rate control information is conveyed
from intermediate switches to the destination using special cells, called RM (Resource Manage-
ment) cells. An RM cell’s ER (Explicit Rate) field is modified by the switches along the path to
signal the allowed cell rate of the flow, which gives precise rate control information. ATM’s ABR
congestion control provides a generic framework for explicit rate-based flow control, which is the
framework adopted by the EXACT scheme. However, as we have shown earlier, in order to adopt
the ABR framework, a number of special mechanisms have to be designed in a MANET. In addi-
tion, we have introduced an enhancement to accommodate multimedia traffic in the basic EXACT
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scheme. Therefore, our work can be considered as a pilot study in applying explicit rate-based
flow control to the MANET domain.
The XCP scheme proposed by Katabi et al. [69] regulates window-based TCP flows in a high
bandwidth-delay product environment such as the Internet. The routers in XCP explicitly notify
the TCP senders their appropriate window sizes to use by modifying TCP packet’s header, which
improves efficiency and fairness of the TCP flows especially in high bandwidth-delay paths. How-
ever, because of its stateless window size computation, XCP may take multiple RTTs to converge
to fairness. This makes it unsuitable for the MANET scenario because of frequent re-routing and
hence short-lived flows.
A recent proposal is the ATP protocol by Sundaresan et al. [57], which is a reliable transport
protocol based on the feedback of packet delay from the routers. Similar to EXACT, ATP relies on
router’s explicit congestion signal (i.e., packet delay) for flow control. Unlike EXACT, ATP only
provides the maximum packet delay of the routers to the end host. The end host then computes the
average delay and infers its share of bandwidth as the inverse of the average delay. According to
the result in [57], ATP gives improved throughput than TCP, but it cannot achieve perfect fairness
between ATP flows. The clear advantage of ATP is its stateless implementation at the routers, i.e.,
without having to keep any flow states. In contract, EXACT achieves both efficiency and fairness
by maintaining flow state at the routers. As mentioned earlier (in Section 4.2), we contend that
stateful implementation is not a significant drawback in a small scale MANET.
4.5.2 Resource Signaling
Resource (or bandwidth) signaling has been utilized in MANETs to provide better quality of ser-
vice (QoS), which is beneficial to multimedia streaming. In Section 4.4.4 we have discussed IN-
SIGNIA [67], SWAN [61] and dRSVP [68] as alternative approaches for multimedia streaming
over a MANET. In this section, we discuss these schemes in more detail with a focus on their
bandwidth signaling and QoS aspects.
Kazantzidis et al. [60] proposed a scheme in MANETs to dynamically measure a link’s avail-
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able throughput and piggyback the bottleneck throughput information to the end hosts in routing
messages. The end hosts then match their data rates to the bottleneck’s available throughput,
without considering other competing flows. Although this approach shows certain similarity with
explicit flow control, it is over-simplified, and many issues such as fairness and convergence are
not considered.
Lee et al. proposed the INSIGNIA [67] scheme in MANETs to provide soft Quality of Service
(QoS) for elastic traffic flows. It relies on in-band signaling and soft-state bandwidth reservation to
set up certain bandwidth guarantees for traffic flows along the path. In INSIGNIA, each IP packet
carries the maximum and minimum bandwidth requests of a flow; routers along the path mark the
packet header to indicate whether the maximum or the minimum requests can be guaranteed, and
reserve the corresponding bandwidth with soft-state. INSIGNIA attempts to provide certain QoS
guarantees for a flow by resource reservation, and therefore is not a flow control solution. It should
be an add-on mechanism to a flow control scheme.
The recently proposed SWAN by Ahn et al. [61] provides service differentiation for best-effort
and real-time traffic in a MANET, by treating these two classes of packets differently at routers.
At start-up of a real-time flow, the source sends a special probing packet to probe the bottleneck
bandwidth of the path, and subsequently uses that rate as the flow’s sending rate. When a real-time
flow can no longer be supported, it re-establishes its rate by probing the path again. The bandwidth
probing, therefore, is used to limit the amount of real-time traffic below a certain threshold. For
the class of best-effort traffic, traditional AIMD-based flow control algorithm is assumed to be in
place. Therefore, SWAN provides a differentiated service architecture for two classes of traffic in
a MANET, and is not designed to be a flow control solution.
4.6 Summary
In this chapter, we propose an explicit rate-based flow control scheme called EXACT, and compare
its performance with TCP’s implicit AIMD flow control in the MANET domain. In EXACT,
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routers explicitly notify each flow its allowed data rate, and hence the flows are able to react
quickly and precisely to bandwidth variation and re-routing events. In addition, we also propose
an enhancement to accommodate multimedia traffic on top of EXACT via a spit-level adaptation
mechanism. Our simulation results show that, EXACT performs better than TCP in terms of
fairness and efficiency, especially in a highly dynamic MANET environment. Therefore, despite
its additional complexity and overhead at the routers, EXACT remains a promising alternative
to the current de facto TCP flow control. We believe our study is the first step towards fully
understanding the benefit of explicit flow control in the MANET domain.
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Chapter 5
Non-cooperative Flow Control with
Incentive Engineering
5.1 Problem and Motivation
So far the flow control schemes we have studied (TCP, equation-based, and EXACT) all assume a
cooperative network environment where each user agrees to forward packets for others in the net-
work. Such cooperative behavior does exist in military and emergency missions, however, it is not
a realistic assumption in a public MANET formed by a random group of strangers. Mobile users
with a small computing device usually face limited resources, such as battery, CPU and memory.
In order to save these resources, they are likely to behave selfishly, for example, by refusing to for-
ward other users’ packets, and hence paralyze the whole network. Setting up bi-lateral cooperation
agreements between the MANET users are not practical due to its large administrative costs and
lack of scalability.
The core of this problem lies in the fact that a public MANET is formed by a group of self-
interest autonomous entities. Although the users are selfish, we can assume that they are rational.
Therefore, a promising way to foster cooperation is via certain incentive mechanisms. This is the
so-called incentive engineering problem. Facing the correct incentive, a rational user will choose
to cooperate voluntarily. 1 In human society, monetary rewards are usually given for providing
services. The same principle should also apply in a MANET, considering the fact that mobile
1Note that we do not consider malicious or faulty node behaviors in this study.
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devices are ultimately owned and controlled by human users. To some extent, forwarding packets
in a public MANET can be considered as a user’s service to others.
In this chapter, we study the flow control problem in a non-cooperative network environment.
Traditionally, flow control and incentive engineering are two separate problems. For example, over
the Internet, flow control is usually taken care of by TCP or some rate-based schemes. Packet for-
warding is assumed to be cooperative by Internet Service Provider’s (ISP’s) agreements to carry
traffic for each other. However, over a public MANET, flow control must consider the willingness
of the intermediate routers to forward packets. A flow control scheme without incentive engineer-
ing is meaningless. Therefore, we investigate how incentive engineering can be combined with
flow control in our study. To this end, we propose a joint flow control and incentive engineering
scheme called iPass (Incentive comPatible Auction-based Service Scheme), as our solution in a
non-cooperative MANET.
The rest of this chapter is organized as follows. We first give a survey of the existing incentive
mechanisms in MANET and justify our design choices in Section 5.2. After that, we outline the
design principles of iPass in Section 5.3, and discuss iPass in detail in Section 5.4. A simple
payment and accounting scheme is presented in Section 5.5. We then discuss other related work in
Section 5.6, and conclude the chapter in Section 5.7.
5.2 Existing Incentive Mechanisms in MANET
Before going into details of our solution, we survey the existing incentive mechanisms for enforc-
ing packet forwarding in MANETs, and discuss their respective strengths and weaknesses. Two
general approaches can be found in the literature: 1) game theory approach; and 2) micro-payment
approach.
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5.2.1 Game Theory Approach
In this approach, a packet forwarding game is designed and played by all the nodes in the network.
In early studies [28–31], each node is ranked with a reputation based on its packet forwarding be-
havior observed by other nodes in the same neighborhood. A node’s reputation can be learned by
other nodes farther away from the neighborhood, similar to a group of “friends” sharing informa-
tion with each other. A node with bad reputation is then refused service by other nodes, and hence
isolated from the network. If the cost of a bad reputation is prohibitively high, all the nodes will
choose to cooperate. However, in these studies, the cost of a bad reputation is not precisely given.
This situation is not as simple as it sounds, because a node may not need some other node’s help to
forward its traffic. Therefore, the game analysis in this strand of study tends to be over-simplified
and incomplete.
Recent studies [32–34] examine the forwarding dependency in the packet forwarding game in
more detail. In [32], the concept of a dependency graph is introduced to represent the forwarding
dependency of a node to another, while in [33, 34], a symmetric dependency model is assumed.
When there is a mutual dependency relationship between two nodes, the packet forwarding game
can be modeled as a repeated Prisoner’s Dilemma game, where a simple “tick-for-tack” strat-
egy can be implemented to encourage mutual cooperation [32–34]. The dependency requirement
means that, a node’s cooperative behavior can be enforced in the packet forwarding game, only
when its non-cooperative behavior can be “punished” by the nodes that it has previously refused
to serve for. If there is no such mutual dependency, cooperation cannot take place. For example,
in a MANET stub network where a node is closer to the base station than all the other nodes,
mutual forwarding dependency does not exist. Even when dependency exists, according to Nash
folk theorems [70], the cooperative behavior can only be enforced to the level where the nodes are
doing equal “favor” to each other in forwarding packets [33]. If some nodes need to send out more
packets than others, perfect cooperation in the forwarding game is impossible. Therefore, although
the game theory approach is simple to implement, it has serious limitations in a MANET.
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5.2.2 Micro-payment Approach
Micro payment approach adopts the “pay for service” model of cooperation: routers are fairly com-
pensated for their forwarding services. It requires no assumption about the forwarding dependency,
and hence is a more general solution.
One challenge of making a payment in a MANET is that, since the payment is digital, security
mechanisms have to be in place to prevent currency forgery and fraudulent claiming of funds.
Research in this area is to provide a secure payment system for MANET nodes to exchange funds.
Existing work in this direction includes Nuglet [22, 23], Sprite [24], and hash chain [25]. In
Nuglet [22, 23], a nuglet counter is protected by a tamper resistant hardware module in a device.
The counter is increased by one (or “earn” a nuglet) when it forwards a packet, and decreased by
the number of hops (or “spend” some nuglets) when it sends out a packet of its own. Therefore,
the exchange of fund is securely enforced by the nuglet counter in the module. In Sprite [24], a
credit and payment scheme is proposed for MANETs, where each router saves a “receipt” when it
forwards a packet, and later sends the receipts in a bulk to a central credit clearance service, such
as a bank, to clear the funds between the sender and the routers. The payment scheme in Sprite
is designed in such a way that cheating is not desirable. Since Sprite does not require a tamper
resistant hardware, it is much easier to be deployed. In [25], the sender gives each router on the
path a hash chain as digital payments for packet forwarding. Hash chain makes use of one-way
hash functions to generate a chain of hash values. The one-way hash function has the property that
it is easy to compute y = f(x) but it is very difficult to reverse the computation. Therefore, the
possession of y can be a proof that the user has the knowledge of x, and it is easy to verify this fact
by applying the hash function. It is an inexpensive way to generate and verify payment tokens to
pay for packet forwarding to the intermediate nodes of a path in a MANET (more details in Section
5.5).
In summary, a secure payment system solves the problem of how to pay for packet forwarding
service in a MANET. An equally important question is how much to pay for the service, which
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is the focus of iPass. But as an extension, we have also designed a simple payment scheme to
facilitate exchanging funds between the nodes (details in in Section 5.5).
5.3 Design Principles
5.3.1 “Pay for Service” Model of Cooperation
We adopt the “pay for service” model of cooperation in iPass, where the sender must provide
monetary rewards to the intermediate routers for their packet forwarding service. We adopt this
approach because it is a general model of cooperation applicable to any packet forwarding scenar-
ios in a MANET.
To facilitate payments between the nodes, we design a simple credit-based payment scheme.
Our solution relies on a trusted third party (i.e. a bank) to issue a credit certificate to each node in
good financial standing, and let the nodes use their certificates to “purchase” services, similar to
using a credit card. The evidences of packet forwarding are collected by each router and later sent
to the bank in bulk for processing. Our payment scheme is similar to Sprite [24] in architecture, but
ours is a more general scheme because the payments to the routers along the path can be different
(details in Section 5.5).
5.3.2 Auction-based Resource Allocation
In iPass, each router is owned by an individual user who acts for his or her own benefit. To
determine the resource allocation and pricing, we adopt the auction mechanism from economics.
Each router constitutes an “auction market” (or “smart market” [71]), where an auction process
runs continuously to determine who should obtain how much of the bandwidth, and at what price.
Here auction is used not only as a resource allocation mechanism, but also as a pricing mechanism.
The bidders are the traffic flows currently passing that router. Each flow carries a bid indicating its
willingness to pay for the forwarding service. Based on these bids, the router runs a “generalized
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Vickrey auction” (details in Section 5.4.1) to determine the bandwidth allocation for the flows. We
choose Vickrey auction due to its many desirable properties (details in Section 5.4.3).
5.3.3 Explicit Rate-based Flow Control
As mentioned earlier, iPass is a joint solution of flow control and incentive engineering in a
MANET. From the flow control perspective, iPass is an explicit flow control scheme, which is
in principle similar to the EXACT scheme (in Chapter 4). Same as in EXACT, a router in iPass
allocates bandwidth explicitly for the flows currently passing the router. The rate information is
carried with each data packet to the receiver as part of a signaling protocol, and subsequently
returned to the sender as feedbacks.
In contrast to EXACT where the bandwidth allocation is based on max-min fairness without
any consideration of pricing, in iPass, router’s bandwidth is auctioned off to the competing flows
(i.e. bidders) with a market price determined by the bids and the auction rule.
5.4 The iPass Scheme
In this section we discuss the iPass scheme in detail. We first introduce the background of Vickrey
auction in economics in Section 5.4.1, followed by our iPass auction scheme in Section 5.4.2. We
then present and prove several system properties of iPass in Section 5.4.3, and describe its signaling
protocol in Section 5.4.4. Simulation results of iPass are presented in Section 5.4.5.
5.4.1 Preliminaries
In economics, auction is a simple and well-known mechanism in allocating limited resources to
a group of competing bidders. There are many auction formats [72]. Among them, the seal-
bid second-price Vickrey auction [27] is the most well-studied auction format, due to its many
desirable properties. Depending on whether there is only a single unit of good, or there are multiple
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units of goods to be allocated, Vickrey auction can be classified into two types: basic Vickrey
auction and generalized Vickrey auction. Although basic Vickrey auction is a special case of the
generalized Vickrey auction, we give them separate introductions below for ease of understanding.
Basic Vickrey Auction
In a basic Vickrey auction, there is only one unit of indivisible good. Bidders submit their bids
to the auctioneer; after receiving all the bids, the auctioneer awards the good to the highest bidder
at the price of the second highest bid (which is the highest losing bid). Take a simple example:
there are 5 bidders bidding for a book, and their bids are 10, 9, 5, 3 and 2 (units of currency). The
result of the auction awards the book to the highest bidder (who bids 10), but the bidder only pays
9 (which is the second-highest bid).
In this auction, the optimal strategy for each bidder is to bid her true valuation for the good,
which is the valuation (or satisfaction) of the user if she wins the good. 2 This result can be shown
by considering a bidder’s payoff, which is the bidder’s valuation of winning the good less the price
to pay. In the book-bidding example, the winning bidder’s payoff is 1 (i.e. 10  9).
To see why bidding the true valuation is the best strategy, we follow [27, 73] to give a simple
explanation. Let b
i
be the bid of person i and v
i
be the true valuation of the good. Here we
only consider two bidders for simplicity. The expected payoff for the first bidder is Prob(b
1
>
b
2
)[v
1
  b
2
]. If the first bidder wins, her bid b
1
must be larger than b
2
. In this case, the payoff for
the first bidder is the bracketed term [v
1
  b
2
], which is the true valuation of the good less the price
to pay. If [v
1
  b
2
] is positive, the bidder wants to make the probability Prob(b
1
> b
2
) as large as
possible. But if [v
1
  b
2
] is positive, setting the bid b
1
= v
1
makes the probability equal to 1, which
is its maximal value. If [v
1
  b
2
] is negative, setting the bid b
1
= v
1
makes the probability zero,
which is its smallest value. Therefore, setting b
1
= v
1
is always an optimal strategy.
Since the auction always awards the good to the highest bidder, and the bidders always bid their
2In the rest of this chapter, we use “utility” and “valuation” interchangeably to describe user’s satisfaction of
obtaining certain resources.
87
true valuations for the good, the outcome of the auction is efficient, meaning that the auction always
gives the resource to the user who values it the most (the highest bidder). The participating bidders
are guaranteed non-negative payoff in the auction, because the price to pay is always lower than
the bidder’s valuation of the good if she wins. This creates incentive for the users to participate in
the auction.
Generalized Vickrey Auction
When there are multiple units of the same goods, and each user may request more than one unit, the
auction becomes the generalized Vickrey auction [73–75]. In a generalized Vickrey auction, the
goods are awarded to the highest bidders until exhausted, and each winning bidder pays a price of
the “opportunity cost” for winning the goods, which is the cost to the losing bidders if the winning
bidder would not have participated in the auction.
Opportunity cost is better understood with an example. Let’s assume that there are two bidders
bidding for three copies of the same book. The first bidder values winning the first copy of the
book at 10, the second copy at 8, and the third copy at 5. The second bidder’s valuation for the first
copy is 9, for the second copy is 7, and for the third copy is 6. That is, the valuations to obtain the
book by the two bidders are: (10, 8, 5) and (9, 7, 6) respectively. In this auction, the goods are the
three copies of the book. According to the auction rule, they are awarded to the highest bids of the
two bidders. That is, the first bidder gets two copies of the book (valued at 10 and 8). The second
bidder gets one copy (valued at 9). For the first bidder, the price to pay for the two copies of the
book are 7 and 6, because if the first bidder did not participate in the auction, the second bidder
would have obtained the two copies valued at 7 and 6. In other words, the first bidder pays the
“opportunity cost” of the second bidder for losing the two copies of the book. Likewise, the second
bidder pays 5 for getting one copy, which is the “opportunity cost” of the first bidder for losing the
copy. Clearly, the basic Vickrey auction is a special case of the generalized Vickrey auction where
each bidder can only bid for one unit of good, and there is only one unit of good available.
.
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Term Definition
valuation user’s satisfaction of winning a unit of good
payoff user’s valuation of goods less the price to pay
opportunity cost the cost of winning a unit of good to the losing bidders
reserve price seller’s minimal price for a unit of good
Table 5.1: Terminology in Vickrey auction
In a generalized Vickrey auction, the optimal strategy for each bidder is still to bid the true
valuation for the goods [73]. Generalized Vickrey auction is closely related to the Clark-Groove
mechanism [76,77] in allocating public goods. Together they are often known as the “VCG mecha-
nism”, which has influenced the field of mechanism design for distributed agents (e.g. [26,78,79]),
network pricing for different service classes (e.g. [80]), among others.
Seller’s Reserve Price
In the basic and generalized Vickrey auctions, the seller has the option to declare a reserve price
for selling the goods [75]. This is often used as a preventive mechanism when the auction market
is not competitive and hence the bids are too low. Using a reserve price, the seller will withhold
the goods if the bids are too low. Take the generalized Vickrey auction example where two bidders
bid for three copies of the same book at: (10, 8, 5) and (9, 7, 6). If the seller’s reserve price is set
at 8.5, only two copies of the book will be sold, because only two bids (i.e. 10 and 9) are higher
than the reserve price. The seller will withhold the third copy of the book because the next highest
bid (i.e. 8) is too low.
In a competitive auction market, reserve pricing is usually not needed, because the market
demand will properly set the auction price. However, it can be used as a safeguard mechanism to
protect the seller from selling the goods at a price lower than the cost. There have been real-life
examples where the New Zealand government’s selling of spectrum license using Vickrey auction
resulted in very low price due to the lack of a reserve price [75].
We give a list of terminologies used in a Vickrey auction in Table 5.1.
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Figure 5.1: Overview of the auction market framework.
5.4.2 Detail Descriptions
Bids and Requests
Each router constitutes an auction market. The set of flows passing the router are the bidders,
as shown in Figure 5.1. From the user’s point of view, the user is concerned about how much
bandwidth can be pushed through the network. Therefore, the user submits a bid for a unit of
bandwidth, which is the valuation of obtaining the bandwidth. 3 Associated with the bid for
unit bandwidth, the user also specifies how much bandwidth she is hoping to obtain. This is the
maximum bandwidth that is consumable by the application that the user is running. If the user
wishes to obtain as much bandwidth as possible, such as in a data transferring application, the user
may specify a very large (or infinite) maximum bandwidth to consume.
We measure the user’s valuation of bandwidth by monetary units (i.e., $, or util, or the two can
be converted into each other). Therefore, the user’s bid reflects the willingness of the user to pay
a certain amount of money, per unit time, to obtain certain bandwidth. As a result, the metric for
the user’s bid for bandwidth is $=sec
Byte=sec
, and the maximum bandwidth requirement is measured by
Byte=sec. Note that without the time dimension, the metric of user’s bid can also be considered
as bidding $=Byte to send out the traffic.
Compared to the generalized Vickrey auction (in Section 5.4.1), here we simplify user’s bid for
3A user may decide the valuation based on a number of factors, such as the importance and urgency of the task.
This is similar to making a decision on purchasing goods from a store, and is highly subjective.
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Rate (bytes/sec)
Valuation ($)
request (r)
b * r
Figure 5.2: Illustration of user’s valuation function in iPass.
multiple units of bandwidth by asking the user to bid the same valuation for each unit of bandwidth.
Under this scheme, a user’s valuation function (or utility function) is a linear function, with a slope
equal to the bid, as illustrated in Figure 5.2. We choose to use a linear valuation function to simplify
user’s bidding for multiple units of goods (i.e. bandwidth) in the generalized Vickrey auction.
In each auction market, a flow may only obtain a portion of its bandwidth request. As a result,
the final allocation to a flow, which is determined by the bottle-neck router, is between zero and
its maximum request. We assume that the application is elastic, meaning that it can make use of
whatever bandwidth that is allocated to it.
There are usually many routers along a flow’s path. When deciding the bid, the user is con-
cerned about the valuation of getting certain bandwidth from an end-to-end perspective. However,
since the routers are individually owned and operated, the user must decide how much to bid at
each auction market. There are many possibilities of how to bid. In our study, we adopt a simple
policy where a user’s end-to-end valuation is evenly divided among the routers. For example, when
a user’s end-to-end valuation for unit bandwidth is 100 $=sec
Byte=sec
, and there are 5 routers along the
path, 4 the user will bid 20 $=sec
Byte=sec
at each router. This can also be considered as the “per-hop”
valuation when the traffic is forwarded by one-hop distance towards the destination. 5 In the rest of
this chapter, we simply use “bid” to refer to the per-hop bid. We will show later in in this chapter
(Section 5.4.3) that this policy leads to certain desirable properties of our scheme.
4As mentioned in Chapter 2, the hop-count of a path can be obtained from a source routing protocol such as
DSR [39].
5Other per-hop bidding policies are possible and remain a future direction of study.
91
v a flow’s private valuation for bandwidth ( $=sec
Byte=sec
)
b a flow’s bid for bandwidth ( $=sec
Byte=sec
)
r a flow’s request for bandwidth (Byte=sec)
b’ a flow’s modified bid for channel time ($=sec)
r’ a flow’s modified request for channel time
BW achievable bandwidth of a wireless link (Byte=sec)
Table 5.2: Notations in iPass.
Bid and Request Conversion
Now we turn our attention to the auction market running at each router. We use the generalized
Vickrey auction to allocate multiple units of available bandwidth to the passing flows (i.e. bidders).
Before applying the generalized Vickrey auction rule, we have to solve the mis-match between
the user’s bid for bandwidth and the router’s effort in providing such bandwidth. This is because
the actual resource that a router provides is the channel time it takes to fulfill the bandwidth. Here
we define a router’s channel time as the percentage that the router’s network interface has to be
active in sending out a user’s packets. We assume there is only one wireless channel available
at a router, as in the case of an IEEE 802.11-based MANET. The available bandwidth resource
at a router is determined by the MAC layer scheduling in the neighborhood, as shown in Figure
5.3. Since the nodes in the neighborhood are independent, a router has no control over how much
channel it can obtain. However, the router has control over its own network interface, i.e., it can
decide when to actively send out packets by contending for the shared channel. The result of the
contention will then determine how much bandwidth the router may obtain. If a router dedicates
more (channel) time to a flow, the flow will obtain more bandwidth. Therefore, the resource that the
flows compete at each router is the router’s time to be active in contending for the channel. Such
resource is controllable by each router, and is measured by the percentage of time (i.e. channel
time) that the router contends for the channel.
To determine the channel time for each flow, we convert a flow’s bandwidth request into a re-
quest to the router for a portion of its channel. This is done via the achievable bandwidth concept
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the underlying MAC layer scheduling result.
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resources available at the router. Such
resource is controllable by the router.
Figure 5.3: Router’s bandwidth (or channel) resources in a neighborhood.
in IEEE 802.11. As mentioned earlier in Chapter 4, achievable bandwidth of a wireless link is
defined as the actual bandwidth that can be achieved under the current contention conditions in
the neighborhood. 6 Clearly, the achievable bandwidth to different neighboring nodes can be very
different, due to location-dependent channel conditions. For instance, providing 50 kbps band-
width to a neighboring node with 100 kbps achievable bandwidth requires the router to dedicate
50% of its channel time, while providing the same bandwidth to another neighbor with 200 kbps
achievable bandwidth requires only 25% of channel time. Therefore, from the router’s perspective,
the user’s bid for bandwidth should be converted to a modified bid for its channel time, as follows:
b
0
= b BW; (5.1)
where b0 is the modified bid for channel time (in $=sec), b is the flow’s bid for bandwidth, and
BW is the achievable link bandwidth (in Byte=sec) to the flow’s next hop. Modified bid indicates
how competitive a flow is to occupy a router’s channel. The higher the modified bid, the more
“profitable” it is for the router to serve the flow. Likewise, the flow’s request for bandwidth (r)
must be converted to a request for a portion of the router’s channel time, as: r 0 = r=BW .
Let’s look at an example of how the bid and request conversions are computed, as shown in
Figure 5.4. The user’s bid and request for bandwidth are 10 $=sec
Byte=sec
and 400 B/sec respectively,
6Using the dynamic bandwidth measurement technique in Chapter 4, a wireless link’s achievable bandwidth can
be estimated as the average bandwidth achieved in sending out packets recently.
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b= 10 ($/sec / B/sec)
r = 400 B/sec
A flow’s bid and request
for bandwidth.
b’ = 8000 $/sec
r’ = 50%
Router (Auction Market)
Modifed bid and
request for channel time.
BW = 800 B/sec
Outgoing link’s bandwidth.
Figure 5.4: Example of bid and request conversion at a router.
and the flow’s outgoing link’s bandwidth is 800 B/sec. After the conversion, the flow’s bid and
request for channel time are 8000 $/sec and 50% respectively. From the router’s point of view, the
router is able to “earn” 8000 $/sec to serve the flow, and the flow is asking to occupy up to 50%
of its channel time. Therefore, the bid and request conversion solves the mismatch between user’s
perspective in getting bandwidth and router’s perspective in providing its resources.
Router’s Auction Rule
According to the generalized Vickrey auction rule, router’s computation is very simple. It sorts
the modified bids of the flows in descending order (b0
1
> b
0
2
> : : : > b
0
n
), with their corresponding
requests for channel time: r0
1
; r
0
2
; : : : ; r
0
n
. Clearly, a router’s total available channel time is 100%.
7 The auction rule is therefore to allocate the router’s 100% channel time to the flows, in the order
of their modified bids, until the router’s channel time is exhausted.
Similar to the generalized Vickrey auction rule, when a flow wins certain portion of the router’s
channel time, it has to pay the “opportunity cost” to the losing flow(s). Take a simple example:
assume there are four flows, and their modified bids and requests are: f(10, 50%), (9, 40%), (6,
30%), (5, 80%)g, where the bids are the modified bids to occupy the router’s channel and the
percentages are the modified requests for the channel time. According to the generalized Vickrey
auction rule, the router awards 50% of its channel time to the first flow, 40% to the second flow,
7As mentioned earlier, here the channel time refers to the time available at the router, not the shared channel in the
router’s neighborhood.
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and 10% to the third flow. The third flow wins only a portion of its request; it is still willing to pay
6 for 20% more channel time. The charge to the first flow is thus: 620%+530% = 2:7($=sec).
Here the first flow’s awarded channel time, 50%, comes from the third flow’s lost of 20% and the
fourth flow’s lost of 30% channel time. Therefore, the first part of the charge, 6  20%, comes
from the losing portion of the third flow who is willing to pay 6 for additional 20% of channel
time. Likewise, the second part of the charge, 5  30%, comes from the fourth flow. Using a
similar calculation method, the charge for the second flow is: 6 20% + 5 20% = 2:2($=sec).
The charge for the third flow is: 5  10% = 0:5($=sec). This is because if the third flow did not
participate in the auction, the 10% remaining channel time will go to the fourth flow who is willing
to pay 5. Pseudo-code for computing the charges are given in Figure 5.5.
The charge to a winning flow is the charge to the stream of its packets. In order to charge the
flow, the router has to count each packet when it comes in, and calculate the charge for each packet
individually. The per-packet charge can be calculated as: packet charge = s=BW
CT
flow charge,
where flow charge is the charge to the winning flow (in $=sec), s is the size of the packet (in
Bytes), CT is the flow’s winning portion of channel time (in %), and BW is the outgoing link’s
bandwidth (in B/sec). The term s=BW (in %) reflects the channel time consumption of the packet.
Therefore, the charge to the packet is a portion of the flow charge in connection with the packet’s
channel time consumption. For example, let’s assume the flow charge is 2.7 $/sec, and it wins 50%
of channel time. Each packet has 1 KB size, and the outgoing link’s bandwidth is 100 KB/sec.
Then the per-packet charge is: 1=100
0:5
 2:7 = 0:054 ($).
By design, the outcome of an auction can be determined immediately after the bids and their
requests are collected by a router. If there is any change to the bids and requests, the auction
outcome can be determined again quickly.
Maximum Bandwidth Allocation of a Flow
A high bidding flow may be able to obtain more bandwidth by increasing its request, when the
bids and requests of the other flows stay unchanged. We define a flow’s maximum request that
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Global: modBid[i] is the sorted array of modified bids
Global: failReq[i] is their corresponding unsatisfied requests
Input: request of a flow
Return: charge for the flow
FLOW-CHARGE(r)
1 charge 0
2 pendingReq  r
3 for i 1 to n
4 do
5 if pendingReq > failReq[i]
6 then
7 pendingReq  pendingReq   failReq[i]
8 charge charge+ failReq[i]modBid[i]
9 else
10 charge charge+ pendingReq modBid[i]
11 return charge
12 error “Not enough requests, need reserve pricing.”
Figure 5.5: Compute charge for a flow.
can be satisfied as the flow’s maximum bandwidth allocation (or MBA, in Bytes=sec) at a router.
Obviously, a flow’s MBA is the sum of the channel times that are currently allocated to the lower
bidders, or equivalently the left-over from the higher bidders, converted back to bandwidth. Max-
imum bandwidth allocation is an explicit bandwidth signal to the flow, indicating what it can pos-
sibly obtain in the current auction market. Take the earlier example: f(10, 50%), (9, 40%), (6,
30%), (5, 80%)g. If the first flow increases its bandwidth (and hence channel time) request, it can
potentially obtain all the router’s channel time (i.e. 100%), since it is the highest bidder. Now let’s
look at the second flow. If the second flow increases its request, it can only obtain up to 50% of the
router’s channel time, because the other 50% has been occupied by the first flow, which is a higher
bidder. Likewise, if the third flow decides to increase its request, it still can only obtain 10% of
the channel time, because the other 90% has been occupied by the first two flows. For the fourth
flow, its maximum allocation is zero because all the channel time has been fully allocated to the
higher bidding flows. Therefore, the MBAs for this set of flows are: 100%, 50%, 10%, and 0%
respectively.
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From an end-to-end perspective, a flow’s bottleneck MBA from the auction markets is the
allowed sending rate of the flow, which is carried to the receiver and then returned to the sender
via a signaling protocol (see Figure 5.1). The sender should then shape its traffic to comply with
this rate signal. It has no incentive to deviate from this signal, because excessive traffic will be
discarded by the bottleneck router.
Router’s Reserve Price
As mentioned in Section 5.4.1, a router may set a reserve price to protect itself from very low
bids. The reserve price may reflect the costs of packet forwarding, including facility, equipment,
staffing, and so on. When the bids of the flows are too low, the router will withhold a portion of its
resources, i.e., let its network interface idle. Let’s look at a simple example where the router sets
a reserve price at 7 ($=sec), which means that the router will withhold its resources if the bids are
below this price. This is equivalent of saying that the router participates in the auction with a bid of
7 and a request of all the 100% channel time. For example, let’s assume that the bids of the flows
are: f(10, 50%), (9, 40%), (6, 30%), (5, 80%)g. After inserting the router’s reserve price, the bids
become f(10, 50%), (9, 40%), (7, 100%), (6, 30%), (5, 80%)g, where (7, 100%) is a “bid” inserted
by the router. Now, the first flow gets 50% of channel time, the second gets 40%, and the router
withholds the rest of 10%. The charge for the first flow is now: 7  50% = 3:5($=sec), which is
“supported” by the reserve price.
Budget Control and Currency Exchange
We assume each user is endowed with certain initial budget in their accounts. After that, a user
may accumulate wealth by forwarding packets for others, or she may spend some virtual currency
to send out her own packets. Based on the current auction price, the user may exercise certain
budget control policies, such as limiting the life-time of a session, or requesting less bandwidth by
using a more compressed data format.
If a node runs out of budget, the user has to re-charge additional virtual currency to their
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accounts, possibly by using real money. On the other hand, some nodes may accumulate more
virtual currency than they can spend, and hence wish to exchange the virtual currency for real
money, so that they can recover the costs of providing the service. As a result, this creates an
exchange market for virtual currency between the MANET nodes.
Based on this currency exchange framework, it is possible that in the future, some commercial
MANET nodes may be set up in busy areas to act as routers to forward traffic, in order to make
a profit. This “MANET service provider” (MSP) model, though hypothetical, shows that with
an appropriate incentive mechanism, the cooperation impediment of a public MANET can be
perfectly removed.
5.4.3 System Properties
There are two important differences of our iPass auction scheme with the traditional Vickrey auc-
tion in a single market. First, each flow’s bid and request for bandwidth are converted into modified
bid and request for router’s channel time (as in Equation 5.1). Second, the local auction markets
are connected with each other along a flow’s path. Therefore, the properties of our iPass auction
scheme need to be carefully re-examined.
Users Always Bid the True Valuation for Bandwidth
In a generalized Vickrey auction, the optimal strategy for a user is to bid the true valuation for the
goods. Here we show that under our iPass auction scheme, it is an optimal strategy for the users
to bid their true valuations for bandwidth, assuming the users always avoid negative payoff. 8 In
fact, we will show that bidding the true valuation for bandwidth is a dominant strategy for a user,
which means that it is the optimal strategy no matter what the other users do.
Property 1. Under the iPass auction scheme, the dominant strategy for a user is to bid the true
valuation for bandwidth, if the user always avoids negative payoff.
8It means that a user would not tolerate the risk of paying a price higher than the valuation of getting the bandwidth.
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Proof. We first prove that bidding the true valuation for bandwidth remains a dominant strategy in
each router’s auction market, where a user’s bid and request for bandwidth are converted into the
modified bid and request for the router’s channel time.
We denote a user’s private valuation for unit bandwidth as v
1
, and the highest private valuation
of the losing bidder as v
2
.
9 Their corresponding bids for bandwidth are b
1
and b
2
, and their
requests for bandwidth are r
1
and r
2
, respectively. (See the earlier Table 5.2 for the metrics of these
parameters.) At a router, the bids are converted to the modified bids b0
1
and b0
2
, as: b0
1
= b
1
BW
1
,
and b0
2
= b
2
 BW
2
, where BW
1
and BW
2
are the achievable bandwidths of the outgoing links.
The requested bandwidth, r
1
and r
2
, are also converted to the requests for router’s channel time as:
r
0
1
= r
1
=BW
2
and r0
2
= r
2
=BW
2
.
Now let’s focus on the user’s bidding strategy and payoff. The payoff of the user is the true
valuation of getting the bandwidth less the charges. Therefore, the payoff function of the user is:
PO = Prob(b
0
1
> b
0
2
)[v
1
r
1
  b
0
2
r
1
BW
1
]
= Prob(b
0
1
> b
0
2
)r
1
[v
1
  b
2
BW
2
BW
1
]
Here the first term is the user’s valuation for getting bandwidth r
1
, and the second term is the
charge to the user for getting such bandwidth, which is the opportunity cost to the highest losing
bidder.
There are two possibilities that the user can deviate from truthful bidding: over-bidding and
under-bidding. Over-bidding means that the user bids higher than her true valuation for bandwidth
(i.e. b
1
> v
1
). Under-bidding means that the user bids lower than her true valuation for bandwidth
(i.e. b
1
< v
1
). Below we show that the user has lower payoff by over-bidding or under-bidding.
Case of over-bidding at a router: in this case the user’s bid is larger than her true valuation (i.e.
b
1
> v
1
) b
0
1
> v
0
1
). Now, consider two possibilities: 1) when b0
2
< v
0
1
(then b0
1
> v
0
1
> b
0
2
), the
user wins the auction, and the outcome of the auction is exactly the same as if she had bidden her
9Here the user’s private valuation for bandwidth is the user’s satisfaction if he or she is given such bandwidth.
Since a user may not be willing to reveal his or her true valuation in an auction, it is “private” to the user.
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true valuation (i.e. v0
1
); 2) when b0
2
> v
0
1
, we have:
b
2
 BW
2
> v
1
 BW
1
) b
2
BW
2
BW
1
> v
1
) PO < 0
That means although the user may increase her chance of winning the auction, her payoff is nega-
tive even if she wins. So, there is no incentive for the user to over-bid.
Case of under-bidding at a router: b
1
< v
1
) b
0
1
< v
0
1
. Consider two possibilities: 1) when
b
0
2
< b
0
1
, the user wins, and the auction outcome is exactly the same as if she had bidden the true
utility; 2) when b0
2
> b
0
1
, the user loses the auction, and hence has zero payoff, which means she
loses the chance of winning with some positive payoff. Therefore, the user does not have incentive
to over-bid or under-bid at a router’s single auction market.
In the second part of the proof, we turn our attention to the auction markets connected along
a flow’s path. Since the bidding policy only allows the user to bid the same amount at all the
markets, if a user over-bids (or under-bids) at a router, she will over-bid (or under-bid) at all the
routers. Below we consider these two cases separately.
Case of over-bidding at all the routers. there are three possible outcomes of auction at each
router: 1) user wins with positive payoff (same result as bidding the true valuation); 2) user wins
with negative payoff; and 3) user losses with zero payoff (same result as bidding the true valuation).
Connecting the routers together, there are three possible end-to-end outcomes: 1) the user wins at
all the routers with positive payoff, which is the same result as if the user bids the true valuation
at each router; 2) the user losses at one or more routers with zero end-to-end payoff, which is the
same outcome as if the user bids the true valuation at each router; 3) the user has positive payoffs
at some routers but has negative payoffs at other routers, the cumulative end-to-end payoff may be
positive or negative, depending on the specific auction scenarios. However, in this case, the user
always has certain chance of incurring negative end-to-end payoff. This is not a desirable outcome
since the user would not tolerate negative payoff. Therefore, over-bidding at all the routers is not a
desirable bidding strategy.
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Case of under-bidding at all the routers. There are three possible outcomes of auction at each
router: 1) user wins with positive payoff (same result as bidding the true valuation); 2) user loses
with zero payoff (same result as bidding the true valuation); and 3) user loses with zero payoff
(forfeited the chance of positive payoff due to under-bidding). Connecting the routers together,
there are two possible end-to-end results: 1) the user wins with positive payoff at all the routers,
which is the same result as if the user bids the true valuation at each router; 2) the user loses the
auction at some router and the end-to-end payoff is zero. There are two possible reasons for losing
the auction: if losing the auction is the same result as bidding the true valuation, the end-to-end
result is the same as bidding the true valuation; if losing the auction is due to under-bidding, it
not only forfeits the chance of positive payoff at this router, but also the positive payoffs at other
routers. Therefore, under-bidding at all the routers is not a desirable bidding strategy.
As a result, the dominant strategy for a user is to bid the user’s true valuation for bandwidth, if
the user always avoids negative payoff.
User’s Incentive to Participate
In the basic and generalized Vickrey auctions (in Section 5.4.1), since a winning bidder pays a
price that is no more than her bid (or true valuation), the user is guaranteed non-negative payoff.
Here we show that in iPass, users are also guaranteed non-negative payoff. This creates incentive
for the users to participate in our scheme.
Property 2. Under the iPass auction scheme, a user’s payoff is non-negative.
Proof. We first show that a user’s payoff is non-negative at a router’s auction market. Assume a
user bids b with request r. The modified bid is b0 = b  BW with request r0 = r=BW . When
the user wins, the highest losing bid (b0) should be no more than this bid: b0  b0. The charge
for this flow is: b0  r0  b0  r0 = b  r. Therefore, the winning user’s payoff at this router is:
b r  

b
0
 r
0
 0, which is non-negative.
101
In each auction market along the path, the flow’s payoff can be accumulated. Therefore, its
overall payoff is non-negative.
Router’s Incentive to Participate
As mentioned earlier, a router in iPass may set a reserve price to protect itself from negative profit
when the bids are too low. By setting a reserve price equal to the router’s operating cost, the
router is guaranteed non-negative profit. Here the reserve price of each router is determined by the
router itself. Each router may set its own reserve price individually, and the reserve price may be
different at each router. By setting a reserve price, each router is guaranteed non-negative profit.
This creates incentive for the routers to participate in our scheme.
Property 3. Under the iPass auction scheme, a router’s profit is non-negative when setting a
reserve price equal to its own operating cost.
Packet Forwarding Increases the Aggregate Payoffs of the Users and Profits of the Routers
As mentioned earlier, a user’s payoff is the user’s valuation for bandwidth less the price to pay.
Router’s profit is the payment it receives in the auction less the router’s operating cost. For exam-
ple, if the user’s valuation for obtaining a unit bandwidth is 10 $/sec, the user pays 9 $/sec to the
router, and the router’s operating cost is 5 $/sec, then the user’s payoff is 1 $/sec and the router’s
profit is 4 $/sec.
In our iPass scheme, when a packet forwarding action takes place, it must follow that the packet
(and its flow) has a higher modified bid than the reserve price of the router (i.e. its operating cost).
In other words, the flow’s valuation for bandwidth is greater than the cost of the router to provide
the bandwidth. Therefore, by “exchanging” these resources via packet forwarding, the sum of
the users’ payoffs and routers’ profits must increase. As a result, packet forwarding is a desirable
outcome for the whole network.
Property 4. Under the iPass auction scheme, packet forwarding must always increase the aggre-
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gate payoffs of the users and the profits of the routers.
5.4.4 Signaling Protocol
We design an in-band signaling protocol to carry the bandwidth allocation results from the inter-
mediate routers to the end hosts. As mentioned earlier, the signaling protocol assumes the task of
explicit rate-based flow control, which is similar to the signaling protocol used in EXACT.
Packet Format
We extend each data packet’s header by the following four fields, which are visible to the interme-
diate routers.
 Request Rate (RR): it is set to the maximum rate (Bytes=sec) the sender desires, and may
be reduced by the intermediate routers to signal the flow’s allowed bandwidth allocations in
the auction markets.
 Current Rate (CR): it is set to the current sending rate (Bytes=sec) of the sender. CR conveys
the allocated bandwidth at the bottleneck router to the rest of the routers along the path. This
prevents over-allocation of bandwidth for this flow at the non-bottleneck routers. Note that
the current rate is taken by the routers as the flow’s request in their auction markets.
 Bid (BID): it is set to the user’s bid ( $=sec
Bytes=sec
) for bandwidth at each router. A router com-
putes the flow’s modified bid based on this field.
 Packet Charge (PC): it is the per-packet charge ($) of this packet. It is initialized to zero at
the sender, and accumulates service charges at the intermediate routers.
Router’s Role
A router’s role is to run the local auction market continuously. To this end, it maintains a flow
table that keeps relevant information about each flow’s bids and their requests. Therefore, the
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Router
Sender marks header
CR = current sending rate
RR = max rate required
Receiver retrieves RR’
from the packet, and 
returns RR’ to the sender
as feedback.
Feedback
RR’ = min (RR, MBA)
CR’ = min (CR, MBA)
MBA: maximum bandwidth 
allocation for this flow at a router.
Each router’s marking:
Figure 5.6: Signaling of router’s bandwidth allocation to the sender.
implementation of the auction market is “stateful”, similar to the EXACT scheme. As mentioned
earlier (in Section 4.2), we contend that keeping flow state is a feasible solution in a MANET due
to its small size. 10
The following steps take place at the router when a packet arrives. First, it checks to see
whether the flow state needs to be updated, and if so, computes the outcome of the new auction.
Second, the router computes the charge for this packet, and updates the per-packet charge in the
packet’s PC field. Third, based on the flow’s maximum bandwidth allocation (MBA) from the
auction, the router updates the packet’s header fields as: RR0 = min(RR;MBA), and CR0 =
min(CR;MBA). The end-to-end signaling process is illustrated in Figure 5.6.
User’s Role
The biggest challenge for a user is to decide the valuation for a unit of bandwidth. The valuation
is highly subjective and may depend on a number of factors, such as the importance of the traffic,
deadline of task, and so on. Here we assume that the user is able to decide such valuation by correct
judgments.
After that, the user’s role is relatively simple. The user needs to divide the end-to-end band-
width valuation by the number of hops, and use that as the bid at each router. When the sender (i.e.
user) receives a feedback packet from the receiver, it follows the bandwidth allocation signal in the
feedback packet to decide its data sending rate.
10Note that our auction scheme is not targeted for the large-scale Internet, since keeping flow state at routers,
especially the backbone routers, is not feasible.
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One question for the sender is how to react when its bandwidth allocation is zero, which means
that it has lost the auction at some point along the path. If the sender stops transmitting packets, it
would not be able to know whether the auction market condition may improve in the future when
it may be able to send out packets again. Our solution to this problem is to allow the sender to send
out packets in a very slow rate (e.g. one packet per second), to probe the routers along the path
to see whether it may obtain more bandwidth. A probing packet is exactly the same as a regular
packet, except that the routers will allow such packets to go through even when the flow has lost
the auction at the routers. Keeping the losing bidders in the auction market is also beneficial for
the routers, since the losing bidders keep the auction market competitive. The impact of potential
abuse from probing should be small due to the small allowed rate for the probing packets.
Explicit Rate-based Flow Control
The end-to-end rate signaling process provides the sender with an allowed sending rate. As a result,
the signaling process assumes the task of flow control in this network. Recall that flow control has
two goals: fairness and efficiency [4]. The fairness goal suggests that router’s bandwidth should
be “fairly” allocated to the passing flows. In our scheme, the fairness criterion is a prioritized
one: a higher bidder has a greater chance to obtain her requested bandwidth. The efficiency goal
means that router’s bandwidth should be utilized as much as possible. In our scheme, this goal is
achieved by router’s auctioning its total available bandwidth to the passing flows. When the bids
are competitive, router’s bandwidth should be completely consumed by the flows. Therefore, the
fairness and efficiency goals of flow control can be achieved in our scheme under the context of an
auction market.
Examples of the Signaling Protocol and Auction Markets
Here we give two examples of how the end-to-end signaling protocol interacts with the auction
markets at the routers.
The first example is very simple. It involves a single flow going through multiple routers as
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MaxAlloc=50%−>625
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Bid=5 Bid=5 Bid=5
RR=500 RR=400 RR=400
CR=500 CR=400 CR=400
Allowed Rate = 400
(a) Each data packet probes the resource allocation for this
flow at each auction market. The allowed rate is returned
to the sender in a feedback.
1 2 3 4
BW=1250 (B/s)
MaxAlloc=50%−>625
BW=2000 (B/s)
MaxAlloc=20%−>400
BW=1000 (B/s)
MaxAlloc=100%−>1000
Sender
Bid=5
RR=500
CR=400
Receiver
Bid=5 Bid=5 Bid=5
RR=500 RR=400 RR=400
CR=400 CR=400
Allowed Rate = 400
CR=400
(b) In the next round, the sender starts to send out packets
using the allowed rate from the previous round.
Figure 5.7: Example of a single flow going through multiple auction markets.
shown in Figure 5.7. Assume that in the first round (Figure 5.7(a)), the sender is requesting 500
B/s (i.e. RR = 500 B/s) and is sending out 500 B/s (i.e. CR = 500 B/s). At the first router, the
maximum allocation for this flow is 625 B/s which is larger than the RR and the CR, so that the
packet goes to the next router unchanged. At the second router, the maximum allocation is only
400 B/s so that both the RR and CR fields are reduced to 400 B/s. When the packet reaches the
receiver, the receiver obtains the RR field from the packet, which is 400 B/s, and sends a feedback
packet to the sender to inform it about this bottleneck. In the next round (Figure 5.7(b)), the sender
starts to use 400 B/s as its CR. However, it still keeps 500 B/s as its RR in case the market may
improve and it can obtain more bandwidth in the future.
The second example involves three flows competing at three routers as illustrated in Figure
5.8. Assume that in the first round (Figure 5.8(a)), the three flows are requesting 500 B/s and their
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current rates are all 500 B/s. Their bids are 1, 2 and 3 respectively. In the first router there are
two flows (F1 and F2) competing for bandwidth; in the second router there are three flows (F1,
F2 and F3); and in the third router there are two flows (F1 and F3). Their allowed sending rates
after the first round are 0 B/s, 100 B/s and 500 B/s respectively. In the next round the three flows
start to use their allowed sending rates, and the allocation is shown in Figure 5.8(b). F1 cannot get
any allocation so that it has to enter a probing state in which it probes the markets slowly to see
whether the condition has changed. F2 cannot get its full allocation since it is out-bidden by F3 at
R2. F3 gets all its requested bandwidth since it is the highest bidder and its request can be fulfilled
by all the routers.
5.4.5 Simulation Results
Simulation Network
We evaluate the iPass scheme under three different scenarios: 1) a small one-hop dynamic MANET;
2) a multi-hop static chain; and 2) a large multi-hop dynamic MANET. Although iPass does not
depend on the underlying MANET routing protocol, we choose DSR [39] due to its simplicity.
We collect the following performance metrics: 1) a flow’s sending rate, which is its bottleneck
bandwidth allocation; 2) cumulative charge of a flow in 10 second intervals; and 3) router’s queue
length to measure the efficiency of router’s resource utilization. Our goal is to verify the fairness
between the competing flows, and the efficiency in resource utilization.
Dynamic One-hop Topology
The network is created by 10 nodes moving within a 170m  170m area, with a “random way-
point” mobility model of 10 m/s maximum speed and 0 sec pause time. 11 Since the nodes can
hear from each other, routing is always one-hop. Here we wish to show the basic behavior of iPass
by limiting other random factors such as route change.
11As mentioned earlier in Chapter 4, since we are not comparing the metrics under different mobility speeds, the
speed decay problem [40] of the random way-point mobility model does not affect our results.
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F1
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F1: 500, 100
F3: 500, 600
F2: 500, 100
F1: 500, 0
F3: 500, 600
F1: 500, 100
F1: allowed = 0
F2: allowed = 100
F3: allowed = 500
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MaxAllocationCurrent Rate
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(a) Three flows compete for bandwidth at the routers.
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Bid=1
RR=500
CR=0
F1
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CR=100
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Bid=2
Bid=3
RR=500
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MaxAllocationCurrent Rate
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(b) Final allocation for the three flows after the second
round.
Figure 5.8: Example of three flows competing in multiple auction markets.
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We created two traffic scenarios in this network: 1) two flows; and 2) ten flows spread over
the network. In the first scenario, the two flows both go from node 0 to node 1, and they bid
for 1 and 2 $=sec
B=sec
respectively. They share the same auction market at node 0. Since the second
flow has a higher bid, it has higher priority in obtaining bandwidth resource. To create dynamics
in the auction market, we let the first flow (lower bidding flow) always requests for 300000 B/s,
but change the RR of the second flow (higher bidding flow) as follows: 0 B/s during time 0-50s;
40000 B/s during time 50-100s; 80000 B/s during time 100-150s; 120000 B/s during time 150-
200s; 160000 B/s during time 200-250s; and 200000 B/s during time 250-300. The two flows’
sending rates, cumulative charges, and the bottleneck router’s queue length are shown in Figure
5.9. The sending rates of the two flows (Figure 5.9(a)) clearly show that when the higher bidding
flow increases its request, it is able to obtain bandwidth from the lower bidding flow immediately
(at times 50s, 100s, 150s, 200s and 250s). This shows the prioritized resource allocation of our
scheme. The rate fluctuations of the two flows are small since there are no other background traffic
to compete with at the MAC layer. The cumulative charges of the two flows (Figure 5.9(b)) reflect
the number of packets sent by each flow. The bottleneck router’s queue length at node 0 (Figure
5.9(c)) is kept small and stable. That means the router’s bandwidth allocation signals are able to
guide the flows into efficiently utilizing its bandwidth resources. Although not shown here, we
have verified that the packet loss rates for the two flows are both zero.
In the second traffic scenario, we create 10 flows spread over the network: two flows each
from node 0 to 1; 2 to 3; 4 to 5; 6 to 7; and 8 to 9, where they bid for 1 and 2 $=sec
B=sec
respectively.
The lower bidding flow keeps its request at 300000 B/s, while the higher bidding flow changes
its request during the course of the simulation similar to the previous scenario. Due to the MAC
layer contention, the achievable bandwidths at each of the senders are fluctuating, which leads to
the fluctuation of the allocated bandwidths to the flows (see Figure 5.10). However, the higher
bidding flow still has higher priority in obtaining bandwidth resources. On the efficiency side, the
routers’ queue lengths are all kept short and stable (see Figure 5.11). That means the explicit rate
signals are able to guide the flows into efficiently utilizing the bandwidth resources, even when the
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Figure 5.9: Single-hop dynamic topology (with two flows).
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achievable bandwidth are highly dynamic. Although not shown here, we have verified that packet
losses for the ten flows are very rare.
Multi-hop Static Chain Topology
The network is a static 3-node chain (see Figure 5.12). Over the chain, two flows are created from
one end of the chain to the other, with bids of 1 and 2 $=sec
B=sec
respectively. The lower bidding flow
keeps its request at 300000 B/s, while the higher bidding flow changes its request during the course
of the simulation: 0 B/s during time 0-50s; 40000 B/s during time 50-100s; 80000 B/s during time
100-150s; 120000 B/s during time 150-200s; 160000 B/s during time 200-250s; and 200000 B/s
during time 250-300. The two flows hence compete with each other at two auction markets along
the path.
The sending rates of the flows (in Figure 5.13(a)) clearly show that the higher bidding flow is
able to obtain bandwidth from the lower bidding flow immediately when the higher bidding flow
increases its request (e.g. at times 50s, 100s, 150s, and 200s), but it cannot obtain more bandwidth
at time 250s due to the limited wireless link’s bandwidth in this multi-hop scenario. Similar to the
single-hop case, this shows the prioritized resource allocation at the iPass routers.
Figure 5.13 also shows that the routers’ queues (at node 0 and 1) are kept small and stable. Al-
though MAC layer contention leads to fluctuations of achievable bandwidths at the routers and the
allocated rates to the two flows, our scheme is still able to efficiently utilize router’s resources. At
the same time, we have verified that there is no packet loss for the two flows during the simulation.
Multi-hop Dynamic Topology
In this scenario, we create a network consisting of 50 nodes in a 1000m  1000m space with
maximum speed of 10 m/sec and 0 sec pause time. We create five flows both from node 0 to node
1 in this dynamic topology network, in order to let them follow exactly the same path and hence
compete in the same auction markets. The bids of the flows are 1, 2, 3, 4, 5 $=sec
B=sec
respectively, 12
12For simplicity, we supply the bid for each auction market directly.
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Figure 5.10: Sending rates in single-hop dynamic topology (with ten flows).
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Figure 5.11: Router queue lengths in single-hop dynamic topology (with ten flows).
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0 1 2
two traffic flows
Figure 5.12: Static 3-node chain topology and simulated traffic flows.
and they all keep their requests at 50000 bytes/sec during the simulation. Although the flows have
the same requests, their allocated rates may not be the same due to their different bids.
The sending rates of the five flows in Figure 5.14 show that a higher bidding flow always has
priority in obtaining bandwidth. For example, the sending rate of the first flow (which bids 1)
during time 60-170s is close to zero, which is much lower than the second flow (which bids 2).
Likewise, during time 170-300s, the second flow has lower rate than the third flow (which bids 3).
This clearly shows the prioritized resource allocation of the iPass scheme. Although the router’s
queue length at node 0 (Figure 5.14(f)) is very fluctuating due to MAC layer contentions and the
dynamic topology, it is still kept within the queuing limit of the router.
To summarize, our results in these scenarios show that iPass is able to achieve the follow-
ing goals: 1) the auction outcome can be determined immediately at each router; 2) the auction
achieves prioritized resource allocation between competing flows; and 3) resource signaling is able
to efficiently utilize routers’ resources.
5.5 A Credit-based Payment and Accounting Scheme
The charging of packet forwarding in iPass can be enforced by a tamper-resistance hardware mod-
ule, similar to the one used in [22, 23]. However, a software-based solution is much easier to
deploy. In this section, we introduce a simple credit-based payment and account scheme for iPass.
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Figure 5.13: Multi-hop static chain topology (with two flows).
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Figure 5.14: Multi-hop dynamic scenario (with five flows).
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5.5.1 Background and Overview
In a typical micro-payment system, a payer repeatedly makes small payments to a single vendor.
For example, the hash chain scheme [25,81,82] makes use of a one-way hash function to generate
a chain of hash values. The one-way hash function has the property that it is easy to compute
y = f(x) but it is very difficult to reverse the computation. Therefore, the possession of y can
be a proof that the user has knowledge of x, and it is easy to verify this fact by applying the hash
function. Hash functions are more computationally efficient than symmetric or asymmetric key
algorithms [25], which allows for fast generation and verification of payment tokens. Tewari and
O’Mahony [25] describe a micro-payment scheme where the sender gives each router a hash chain
for payment purposes. The sender reveals a payment token to the routers each time when a packet
is forwarded. However, by using a hash chain as digital payments, the user must know in advance
exactly how much to pay the routers in order to determine the number of payment tokens to reveal.
The charging system in iPass is a little different. The sender does not know in advance the exact
payments at each router. It depends on the outcome of the auction market at each router. Therefore,
in order to decide how many payment tokens to reveal, each router must provide a feedback of its
charges to the sender, which complicates the signaling protocol. 13
To simplify the design, we adopt a different payment method based on credit certificates (CC).
CC is similar to a credit card that a user can use to pay for services. The charge to a user’s CC
is forwarded to a central credit clearing authority, such as a bank, where the user and the routers’
accounts are cleared. The system architecture and its basic operations are shown in Figure 5.15.
5.5.2 Payment Operations
There are a number of basic steps in our payment system (Figure 5.15). They can be classified
into initialization phase (Step 1), sending phase (Step 2 and 3), and payment phase (Step 4 and 5).
13We can still augment the micro-payment scheme in [25] to include each router’s charges in the packet header, and
let the receiver feedback such charging information to the sender so that the sender may decide how many payment
tokens to reveal to the routers along the path.
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1.
3.
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2.
1. Bank issues a Credit Certificate (CC) to the sender.
2. Sender attaches Accounting Header (AH) to each packet. 
5. Bank runs the charging algorithm to clear the payments.
4. Router sends the receipts to the bank.
3. Router collects AH for each packet as a receipt.
Figure 5.15: Architecture of the payment system.
Below we describe these steps in detail.
First, in order to participate in a MANET, each node needs to obtain a CC from the bank where
the user has established an account. The CC has the following fields:
faccount; user public key; exp dateg
Sig Bank
:
The account field is the user’s unique account number with the bank, similar to a credit card
number. User’s public key is used for the routers to verify the user’s digital signature. Expiration
date is the deadline that the user has to clear her account with the bank in order to be issued a new
certificate. The CC is digitally signed by the bank so that it cannot be tampered with.
The sender must attach a CC with each packet it sends out (in Step 2 of Figure 5.15). This is
analogous to showing a credit card for “shopping”. Each data packet carries the following header
fields (called accounting header or AH) for payment purpose:
faccount; bid; time stamp; packet size; f low id; source routeg
Sig User
:
Here flow id includes the source and destination IP addresses and port numbers to uniquely identify
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a flow. When a router receives a packet with its AH, it verifies the authenticity of the AH by
checking the user’s signature using the user’s public key in the CC. The router also makes sure
that the CC truly belongs to the sender by matching the account number of the AH with that in
the CC. It also makes sure that the packet is not out-dated by checking the time stamp in the AH.
Therefore, approximately synchronized clocks are required at all the nodes in the network.
When receiving a packet (in Step 3 of Figure 5.15), the router saves the packet’s AH as a
receipt, which serves as an evidence of the user’s bid and bandwidth requests in the auction market.
Among the received packets, some are winning bidders while others are not. No matter what the
outcome is, the router collects all the AHs, and presents them to the bank in bulk when it has a fast
connection to the Internet (in Step 4 of Figure 5.15).
When the bank receives a batch of receipts from a router (in Step 5 of Figure 5.15), it groups
the receipts to determine the requests from different flows during the same time period at the
router, according to the time-stamps in the receipts. It then runs the generalized Vickrey auction
algorithm for the packets received by the router in the same time period. This ensures that the
second-price charging can be handled honestly by the bank. After deciding the charge for each
forwarded packet, the bank transfers payments from the user’s account into the router’s account.
Note that the sender only pays the charge only when the packet can reach the destination. If a
packet is dropped mid-way through the path, the sender won’t pay for the charges incurred before
the dropping. However, those routers who have forwarded the packet before the dropping are still
rewarded by the bank, since they have contributed resources to forward the packet. It is the bank
who bears the risks of such payment deficits. It is easy for the bank to find other ways to cover
those deficits, such as charging each user an account maintenance fee, among others.
A CC may be valid for a period of time dictated by the bank. If a user has a good financial
standing with the bank, the bank can issue a CC with a long expiration date. The risk of a long
expiration date is that the user may not pay back the expenses incurred during that period. When a
CC is up for renewal, the bank can clear up the user’s account before issuing a new certificate.
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5.5.3 Preventing Attacks
There are several possible attacks to iPass and its payment scheme. The attacks can be categorized
into two types: malicious and non-malicious. Malicious attacks are those actions that do not benefit
the attacker. Non-malicious attacks are those actions that benefit the attacker by gaining financial
advantages. In the following, we will discuss several non-malicious attacks and how to prevent
them. 14
Forging Credit Certificate
A user may wish to fake a CC to get services from the routers without actually paying for the
service. This can be prevented by router’s checking the authenticity of the bank’s signature. Since
the user does not possess the private key of the bank, it cannot forge its own CC.
One problem with checking the bank’s signature is that it is computationally expensive. We
propose to alleviate this problem at each router by caching the recently verified CCs. When a
new CC comes in, it only needs to compare with those CCs in the cache. If there is a match,
the bank’s signature does not need to be verified again. Since the number of new flows (i.e. new
users) is substantially smaller than the number of packets, the caching technique greatly reduces
the computation of verifying the CC in each packet.
Stealing Credit Certificate
A user may steal a CC from another user, and use it to send out his or her own packets. This is
similar to stealing a credit card from somebody else for shopping. This attack can be prevented
by verifying user’s signature in the accounting header (AH) of each packet, and making sure that
the account number in the AH matches that in the CC. The verification can be done by retrieving
user’s public-key from the CC, and use it to verify the user’s signature in the AH. Since the private
key of the legitimate user is not known to the attacker, the attacker is not able to sign the AH after
14Our scheme cannot prevent all types of attacks. However, it can deter several cheating behaviors by a selfish but
non-malicious user.
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copying the account number from the stolen CC to the AH.
Again, the signature verification process is an expensive operation. We propose to check the
authenticity of the packets’ AHs only statistically. That is, the router only checks the packets
randomly. By doing this, a cheating user cannot use the stolen CC for too long. It will be caught
by the routers sooner or later, and be cut off from packet forwarding after that.
Router Dropping Packets after Saving Receipts
A typical selfish router may drop a packet to save its resources for forwarding, but still saves
the packet’s receipt in an attempt to receive a payment for forwarding. This behavior is a little
complicated since the true cause of packet dropping is not clear. There are several possible causes:
1) the router drops a packet on purpose but still claims packet forwarding; 2) the router is unable
to send out the packet due to wireless link outage; and 3) the router is unable to send out the packet
due to route breakage. The first case is the cheating behavior we want to catch. The second and
the third cases are normal cases that are out of the control of the router, so that the router should
not be penalized.
In the first case, the router may claim that it has forwarded a packet by saving its AH, but
secretly drops the packet to save its resources. However, this behavior will not pay off in the long
term. First, such behavior can be caught by the bank since the packet does not reach the next hop
router of the packet’s path. Second, if the router drops all packets, the sender will consider the path
broken and start to probe the path using a very slow data rate. As a result, the revenue source of
the router will dry out. Third, if the router drops a portion of the packets, the receiver will be able
to catch this by noticing the discretion between the sender’s sending rate and its actual receiving
rate. Therefore, dropping packets can be caught by the bank and by the receiver, and it is not a
desirable outcome for the router.
For the second and third cases, the router drops packets involuntarily due to link or route
breakage. However, the router won’t repeatedly waste its resources trying to send out packets to a
destination that is no longer reachable. Instead, it should save the AHs of those packets and mark
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them as undeliverable (i.e. not claiming rewards).
Disrupting Route Discovery
A node may disrupt the route discovery process by discarding the routing packets. For a selfish but
non-malicious node, this behavior is not beneficial in the long term, for two reasons: 1) the number
of routing packets is much less than data packets so that the burden of forwarding the routing
packets is relatively small; and 2) disrupting a route will turn away a node’s revenue sources since
it prevents the traffic from being routed through the node. Therefore, although our current incentive
scheme does not prevent this type of attack, an attacker does not benefit from such behavior in the
long term either.
We argue for letting the routing packets go through the routers without paying. This will not
create a loophole for the users to abuse the system, since the routing packets are well structured
without extra data payload. Therefore, a user cannot hide data inside the routing packets to get a
free ride. But since the routing packets are free, a denial-of-service attack can occur if a malicious
node repeatedly floods the network with route requests. Again, this is a type of attack that cannot
be prevented using our scheme. Existing research in preventing attacks to MANET routing can be
found in [83–85] and the references therein.
5.6 Related Work
In Section 5.2, we have discussed the large body of related work in creating incentive for packet
forwarding in a MANET, including game theory and micro-payment approaches. Our scheme
belongs to the micro-payment category, and proposes a novel auction mechanism to determine
resource allocation and pricing at each router. To the best of our knowledge, it is the first joint
proposal of flow control and incentive engineering in a MANET in the literature. The impact of
cooperation in packet forwarding has been quantitatively studied in [86].
Our research is also related to the field of algorithmic mechanism design [26,73,78,87,88]. The
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recent development of many new types of distributed systems often involves self-interested parties
over the network, such as peer-to-peer resource sharing, ad hoc networking, pervasive computing,
computational grids and overlay networks. As a result, the concept of truthful or strategy-proof
computing has been proposed to stimulate each participant to follow a prescribed protocol without
deviation via certain mechanisms. For example, a VCG-based mechanism 15 has been utilized for
BGP routers [79], MANET routing [89] and service class pricing [80]. In this chapter, we have
designed the auction mechanism to encourage the users to bid their true valuation for bandwidth.
This is another example of using algorithmic mechanism design in a distributed system with selfish
agents.
5.7 Summary
We propose a joint flow control and incentive engineering scheme, called iPass, to enable packet
forwarding and to solve the flow control problem in a non-cooperative MANET environment.
From the incentive engineering perspective, our scheme is based on the “pay for service” model
of cooperation, and relies on the multi-unit generalized Vickrey auction as the resource allocation
and pricing mechanism to allocate bandwidth to the competing flows (bidders). From the flow
control perspective, routers provide explicit rate signals to the flows according to the outcome of
the auction at each router, with a prioritized fairness criterion based on the flows’ bids and the
auction rule. We introduce and prove several desirable properties of the iPass auction scheme. Our
simulation results show that the auction-based resource allocation can be determined quickly and
precisely, and that the fairness and efficiency goals of flow control can be achieved.
Throughout the design of iPass, we show that flow control and incentive engineering are two
problems closely related to each other. A flow control solution is meaningless if the intermediate
routers do not agree to carry the sender’s traffic. We believe iPass solves these two difficult prob-
lems gracefully, and is the first flow control proposal for a non-cooperative MANET in the current
15The name “VCG” comes from Vickrey [27], Clark [76] and Groove [77]. VCG mechanism is a classical example
of economics mechanism design.
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literature.
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Chapter 6
Concluding Remarks
In this final chapter, we refrain from repeating the highlights of our solutions (as that has been done
at the end of each chapter), and instead recapitulate the road that we have traveled to get here. We
hope that it will help the readers understand the reasoning behind our design for the various flow
control solutions in this thesis.
6.1 Roads Traveled
Facing the problems surrounding TCP’s AIMD flow control, we started with a mission to study
the flow control problem in a MANET. We target one open problem in this endeavor, and provide
a systematic explanation and solution to TCP’s congestion window limit setting problem.
While seeking a flow control solution for a MANET, we try to evaluate the existing solutions
from the Internet, to see how they perform in this new environment. As a result, we study the
equation-based flow control approach (i.e. TFRC) in a MANET. We evaluate its fairness and
smoothness behaviors, and discover several difficulties of applying this approach to the MANET
domain. Therefore, although equation-based flow control is a successful proposal for the Internet,
it has only limited applicability in a MANET.
Prompted by the deficiencies of TCP and the equation-based flow control approaches, we make
a major departure from Internet’s implicit flow control, and explore the possibility of explicit flow
control solutions. To this end, we propose an explicit rate-based flow control framework called
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EXACT, which is similar to ATM’s ABR (Available Bit Rate) congestion control. In order to
implement the explicit flow control framework in a MANET, additional mechanisms are required.
We choose the max-min fairness criterion since it is simple, well-understood and has been used in
many other contexts. The result of EXACT as a flow control solution is encouraging: it is able to
better achieve the efficiency and fairness goals of flow control. Based on this result and the fact that
equation-based flow control is not suitable for a MANET, we study how to transport multimedia
traffic on top of EXACT, and introduce a split-level adaptation mechanism to allow an application
to choose its own rate according to its rate adaptation policies. Such informed adaptation is possible
because of the explicit rate signals from the underlying EXACT flow control scheme. As a result
of EXACT’s performance and versatility, we advocate using router-assisted explicit flow control
in the MANET domain.
With the increasing interests in deploying ad hoc networking in public places, we move on to
research the flow control problem in a non-cooperative MANET environment. In this environment,
max-min fairness is clearly not appropriate since it assumes that each flow has equal “rights” to ac-
cess the bandwidth, without creating incentive for packet forwarding. After carefully reviewing the
existing work in incentive engineering in MANETs, we decide to adopt the “pay for service” model
of cooperation since it is a more general model of cooperation. We propose to use the router-centric
Vickrey auction-based resource allocation mechanism as our resource allocation and pricing com-
ponent in iPass. Since our auction mechanism is derived from the second-price Vickrey auction,
we are able to carry over some of the desirable properties of Vickrey auction into our iPass scheme
in a multi-hop network. The design of the signaling protocol in iPass is straightforward, since it
is in principle similar to EXACT’s rate-based signaling protocol. The major difference of iPass
and EXACT is their bandwidth allocation methods: while EXACT allocates bandwidth accord-
ing to max-min fairness, iPass auctions off the bandwidth to the flows in a competitive market.
Therefore, it provides prioritized resource allocation with fine granularity service differentiation.
To avoid using a tamper-resistant hardware module to enforce the charging, we design a simple
credit-based payment and accounting scheme to facilitate exchanging funds between the nodes in
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iPass. In summary, iPass fulfills our goal of seeking a flow control solution in a non-cooperative
MANET.
6.2 Contributions
Although we have contributed to the TCP and equation-based flow control problems in a MANET,
we believe our major contributions in this thesis lie in the EXACT and iPass schemes, including:
1) a pioneered design and evaluation of explicit rate-based flow control in a MANET; and 2) the
first non-cooperative flow control proposal with an incentive engineering component.
6.3 Future Directions
A number of problems related to flow control warrant further research. First, we need to design a
more accurate bandwidth prediction technique at the MAC layer to enhance the accuracy of explicit
flow control (see [62] and the references therein). Second, when multi-path routing [90–92] is
available, our flow control schemes should be able to control traffic spread across multiple paths.
Third, in order to connect a MANET with the Internet, MANET’s flow control schemes must be
connected with Internet’s implicit flow control, possibly by using a proxy at the border gateway
to facilitate packet marking for the Internet path. Fourth, in iPass, although it is beneficial for the
users to bid their true valuations for bandwidth, it is unclear how a human user can determine the
valuation for resources repeatedly without being distracted. Therefore, an intelligent bidding agent
must be designed to incorporate the user’s preferences and strategies and to bid on the user’s behalf
automatically.
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Below is a list of publications by the author at the time of writing this thesis. Most of them are
related to the topics in this thesis.
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