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Let a(ni , n,) be the probability of classifying an observation from population 
n, into population l7, using Fisher’s linear discriminant function based on 
samples of size ni and nr . A standard estimator of oi, denoted by Tl , is the 
proportion of observations in the first sample misclassified by the discriminant 
function. A modification of Tl , denoted by T, , is obtained by eliminating the 
observation being classified from the calculation of the discriminant function. 
The UMVU estimators, T,* and Ta*, of ET, = ~i(ni , nr) and ET, = 
~s(nr , ns) = &zi - 1, nr) are derived for the case when the populations have 
multivariate normal distributions with common dispersion matrix. It is shown 
that Tl* and Ta* are nonincreasing functions of D”, the Mahalanobis sample 
distance. This result is used to derive the sampling distributions and moments 
of Tl* and TB*. It is also shown that OL is a decreasing function of A’ = 
(pi - p&‘C-‘(pr - pr). Hence, by truncating Tl* and Ta* (or any estimator) 
at the value of c1 for A = 0, new estimators are obtained which, for all samples, 
are as close or closer to (Y. 
1. INTR~DDCTION 
Let x, xl ,..., xnl+,, be mutually stochastically independent p-dimensional 
random variables, where x1 ,..., x,~ are observations from population I71 with 
probability distribution I?,( p1 , C); x,~+~ ,..., x,~+,,~ are observations from 
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population I7, with probability distribution ND(pz , C), and x is an observation 
from either III or lIl, . When p, , p, , and C are unknown the linear discriminant 
function developed by Fisher [3] can be used to classify x in III or II, . The 
classification rule assigns x to I7, if .9(x, Er , ji, , S) > 0 and otherwise to I& , 
where the linear discriminant function 69 is defined as 
qx, fl , z2 , S) = (x - Z,)‘S-‘(Zl - Z,) + (1/2~) Da, 
Pl and Z2 are the sample mearzs, 
s = 2 (Xi - &)(Xi - jzl)’ + “y (Xi - $)(Xi - Q’, 
i-l i=n,+1 
and 
r = n, + n2 - 2, and Ds = r(Z:, - ZJ’S-l(El - Q. 
The probability of classifying x in I& when x E II, is 
a = a(n1, n,) = fp(x, jr, ) f2 ) S) < 0; x E IT;}. 
Since this probability is a function of the unknown parameters or, , h , and E, 
it must be estimated before one has any measure of the successful application 
of 9 to classification problems. Although we consider the problem of estimating 
(Y, the results obtained can obviously be applied to the problem of estimating 
the probability of misclassifying an observation from population l7a . 
For the discriminant function .9(x, t+ , y, , C) the misclassification probability 
is @(- &I), h w ere @ is the standard normal distribution function and A2 = 
(I+ - PP-YP~ - 14. Let 
e@,,E,,S) =P(G@(x,%,,ii,,S) <Olji,,jz,,S;xEJ?,); 
then (Y = E[e(%r , %a , S)]. John [5] suggested that since 
2[n;l + f~$]-*‘~ [#&I)]-’ [e(E, , Za , S) - @(-&I)] 
converges in distribution to N(0, 1) (where +(x) = @‘(LX)), then OL could be 
estimated by @(- a((~ + 2)/r)l/2D), the maximum likelihood estimator of 
@(- iA). Other authors, including Fisher [3], have considered estimators of 
the form @(- &?D) where 17 is a positive function of ?tr , tt2 , and p. Okamoto [lo] 
presented an asymptotic expansion of a(nr , n,) (up to third-order terms in 
try’, nil, and r-1) as a function of p, ttl , n, , and A, the leading term being 
@(- AA). One could then estimate cx by substituting D for A in this expansion. 
Several authors have performed comparative studies (generally based on 
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Monte Carlo methods) of estimators for 01. For examples see Lachenbruch and 
Mickey [9], Sedransk and Okamoto [ll], Sorum [13] and [14], and others. An 
excellent discussion of the general problem of estimating misclassification 
probabilities was given by Hills [4]. 
Smith [12] proposed using as an estimator of OL the proportion of observations 
misclassified when 9 is applied to each of the n, observations x1 ,..., x,~ . Use 
Tl to denote Smith’s estimator, then 
where 
Km1 = ;* wwl, it1 , % , s> < 0, 
, otherwise. 
Denote the expectation of Tl by ~r(n~ , n,), then clearly 
T&s , nJ = P{K,, = 1) = P{B(xr , $ , z, , S) < O}. 
Since x1 is used in constructing the discriminant function, one would expect 
~r(n, , n,) to be smaller than the probability that a future independent observation 
from fir is misclassified, i.e., one expects ~~(n]. , n,) < a(nl , na). 
In an attempt to correct partially for bias, Lachenbruch [8] suggested a 
jackknife modification of Smith’s estimator. Use T, to denote Lachenbruch’s 
estimator, then 
T, = n;’ z K,, , 
TP%=l 
where 
Km, = 
1 
:, mn , %I) 3 $ > S(m)) B 0, 
, otherwise. 
A variable with the subscript (m) indicates that the observation x, has been 
omitted from the calculation of that variable. That is, 
El(,) = (111 - 1)-l 2 xi, 
i=l 
i#m 
%d = ,tl txi - zlCm))(Xi - El(m))' + "'5 (X6 - Q(Xi - T&J', 
i+m 
i-?I,+1 
and 
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The estimator T, is calculated by successively omitting an observation from the 
first sample and calculating a discriminant function based on the remaining 
(n, - 1) + n, observations. These modified discriminant functions are then 
used to classify the omitted observations. For each of the n1 classifications the 
omitted variable and the corresponding discriminant function are independent; 
thus, the proportion of misclassified observations is an unbiased estimator of 
(~(ni - 1, ne). That is, 
We refer to Tl and T, as frequency estimators since they are the relative 
frequencies of misclassifications using different assignment procedures. They 
were formulated without any assumptions on the distributions of the observations 
and, thus, can be used when these distributions are unknown. 
However, for the case when these distributions are normal, improvements can 
be made on the frequency estimators. Since a(ni , na) is a function of (pi , pa , C) 
and (Z, , Z, , S) is a complete sufficient statistic for (pr , p.a , C), the two esti- 
mators, defined by 
and 
T,* = E( Tl I jzl , ji, , S) = E(K,, I Z, , Zz , S) 
T,* = E(T, I $1, %, S) = -Wn I % , % , 9, 
are UMVU (uniformly minimum variance unbiased) estimators for pi and ~a , 
respectively. Clearly Tl * and Tz* have mean square errors which are smaller 
than those of the corresponding frequency estimators Tl and T, . 
It is easy to recognize that E(K,, ) jzr , jz, , S) and E(&, ) Zil , Z, , S) are 
UMVU for ~~ and TV, respectively. The problem that needs solution is the 
calculation of these conditional expectations for given values of E1 , jz, , and S. 
In this paper we develop canonical probability expressions for these estimators 
which can be used for evaluation purposes. New estimators are developed from 
T,* and T2* which are better than T,* and T,* (respectively) in the sense that 
these improved estimators are always at least as close to a(nr , n,) as the UMVU 
estimators. The distribution functions and moments are given for all of the new 
estimators. 
2. REMARKS 
It is important to compare the variances of the frequency estimators Tl and T, 
with those of the corresponding UMVU estimators Tl* and Tz* to see how much 
reduction in variance is achieved by using the minimum variance estimators. If 
the reductions are of no practical consequence, the “robust” property of the 
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frequency estimators is more important than the minimum variance property of 
the UMVU estimators. If the reductions are considerable, it would be important 
in practice to assess the multivariate normal approximation before choosing 
a method to estimate a(ni , ns). If the approximation is adequate with the 
original or transformed data, a UMVU estimator should be used. Then the 
choice between T,* and T2* should be based on comparisons of their mean 
square errors. 
Using the canonical probability expressions developed in this paper, T,* can 
be easily calculated by using a table of incomplete beta integrals, and T,* can be 
expressed as an infinite series which can be evaluated for observed values of D2. 
The means and variances of the new estimators can also be expressed in infinite 
series form for evaluation pruposes. Preliminary calculations indicate that the 
reduction in variance achieved by using T,* rather than T, is quite large, generally 
on the order of 50 y0 (see Broffitt [I]). Th e series expansions for the estimators 
and their moments, along with detailed numerical comparisons, will be reported 
in subsequent papers. 
3. CANONICAL FORMFOR T,* 
In this section we develop a canonical representation for T,* = E(K,, 1 El, jz,, S) 
as presented in the following theorem. 
THEOREM 3.1. Let a = c(4r)-1 where c = nl(nl - I)-1 and assume n, > 2, 
n2 3 1, andr 2~ + 1. Then 
f s 
aD2 4-4 o @l/2-1(1 _ u)('-1)/2-1 Tl*= B(B, y - 1)/q du7 D2 < a-l, 
0, D2 > a-l. 
Proof. First write 
T,” = P{2(xl, Z, ,2,, S) < 0 I El , ji, , S} 
= P{(xl - f,)‘S-l(Z, - Z2) 9 -(1/2r) D2 1 E, , E, , S]. (3.1) 
Next define v = c14W2(x, - jl,) and I = ~lE3--1/2(ji~ - Q/D where S-W 
is the symmetric square root of S. Then Eq. (3.1) can be rewritten as 
T,* = P 
! 
f1/2& _ jz2)’ S-1/2 
D - s-1’2(x, - El) G - &41324 
= P{l’v < -+(c/r)“” D 1 El ) E, , S}. 
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Notice that 1’1 = 1 and both I and D are fixed when s, , j?, , and S are fixed. 
After placing a period above a variable to indicate the variable is fixed, we 
rewrite the above equation as 
In order to calculate this conditional probability we will show that v is 
stochastically independent of ($ , g2 , S), and the density of w = /‘v is 
ftw) = 
w2 l/2(+u-1 
(lpi, 4; - 1)) ; 
-l<w<l. 
If we accept these results for the moment Eq. (3.2) can be rewritten as 
T,* = P(w < - &(c/~)l/~t)), 
and since the density of w is symmetric about zero, 
TX* = 4 - $P{w” < aa2). 
Also w2 has a beta distribution with parameters 4 and Q(Y - 1), and, therefore, 
Tl* = s _ B B(t Hy - 1); aD2) 
B(!h BP - 1)) . 
Thus, to complete the proof, we need to obtain the independence result and 
the density of w. 
Let X, = [x1 ,..., x,~] and X2 = [x*,+~ ,..., x,~+,,]. For proper choices of 
the matrices Cr and C2 , the transformations 
yield 
&Cl = z, and XsC2 = Z, 
9Xnl-1 pX?Q-1 
s = x,c,c,‘x,’ + x&2c,,x; = z1z; + z,z, 
and c’j2(x1 - %r) = z1 , where zr is the first column, say, in Z, . Also the 
columns of Z,,, = [Z, i ZJ are iid N,(O, C), and v = cl/sS1/s(x, - 3,) = 
(ZZ’)-r&r . The distribution of v = (ZZ’)-llszr has been derived by several 
authors (for example, see Khatri [6] and [7] or Broffitt and Williams [2]). It is 
m/2) 
f(v) = T"/2q~(r-p)) (1 - V'V) 
l/z(r-9b-1 
' 
v’v < 1. (3.4) 
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Note that the distribution of v is free of (pl , pa , C), and since (5il , % , S) is 
complete and sufficient for ( p1 , pr , 2), it follows, from a well known result, 
that v is stochastically independent of (%r , jiz , S). 
Finally, we need to determine the distribution of i’v. Since the distribution 
of v is free of 6, we can assume Z = I, so that the columns of Z are iid N,(O, I). 
Then for any fixed orthogonal matrix L, 
Lv = L(ZZ)-1’2 L’LZ, 
= (LZz’L’)-1’2 LZl 
2 (Z2’)-lj2 2, (since LZ 22 Z), 
where “X =D Y” denotes that X and Y are identically distributed. Thus, 
Lv =o v, which implies that the distribution of w = /‘v is identical to that of 
the first (or any) component of v, which can be found by integratingf(v) over 
p - 1 components of v. The result is given in Eq. (3.3). This completes the 
proof. 
The estimator T,* depends on (jz, , ji, , S) only through the statistic 0s; 
to emphasize this dependence set Tl * = T,*(D2). In order to evaluate the 
estimate Tl*(D2), one need only calculate 02 and look up the appropriate value 
in a table of incomplete beta integrals. 
The estimator T,*(D2) takes on its maximum value of 4 when D2 = 0. 
From that point T,*(D2) decreases monotonically to zero as 02 increases to a-r, 
and for values of Da larger than a-1, T,*(D2) equals zero. 
4. CANONICAL FORMFOR T,* 
In this section we develop a canonical representation for T2*= E(K12 1 jz, ,ji2, S), 
the UMVU estimator of a(nl - 1, n2). We begin by writing 
T2* = W%, fz,(,) > z2 > %,) < 0 I %I, ~2, S). 
The next step is to express 
(4-l) 
-ml > f&l) 3 g2 9 S(l)) = [(Xl - %l,) + 4($(l) - %2)1’ qi?(%Cl, - E2) (4.2) 
in terms of x1 , jz, , z2 , and S. To do this we will make use of the following 
identities: 
XI - Z,(l) = (Xi - 31) + (?Zl - 1)-l (Xl - jil), i=l >***, n1 ; (4.3) 
Xl - %(l, = 4x1 - %), c = n,(n, - 1)-l; (4.4) 
El(,) - z2 = (t& - Z2) - (n, - 1)-l (Xl - 4). (45) 
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With the aid of Eqs. (4.3) and (4.4) we obtain, after some algebraic simplifica- 
tion Scl) = S - c(xI - Zl)(xl - or)‘, and, hence, 
cs-yx, - &)(x1 - El) s-1 
% = s-l + 1 - c(xl -~l)'s-l(x, -$q' (4.6) 
Then we use Eqs. (4.4)-(4.6) to substitute for x1 - jz,(,) , Z,(r) - ?~a, and 
S;t in Eq. (4.2). After some algebraic simplification, we obtain 
= zr(* L “f”) [D2(W2 + 2(+)“” D(lt) + 02 - (02 + rk) v’v], 
where I and v are as defined in Section 3, and 
Using this result, and noting that 1 - v’v > 0 with probability one, we 
rewrite Eq. (4.1) as 
T,* = P v’v > ! By&y + 2(+y B(h) + Bz rk + B2 ~ 
Again using the independence of v and (jz, , $a , S) (see Section 3) this simplifies 
to 
=P y> 
I 
Dzwz + 2(Y/C)1’2 Dw + 02 
rk + B2 I3 (4.7) 
where w = i’v and y = v’v. 
The next step is to determine the joint distribution of w and y. With it one 
can use Eq. (4.7) to calculate the estimate T,* for observed values of D2. 
Both w and y are functions of v whose distribution is given in Eq. (3.4). In 
Section 3 we established that Lv z5 v for fixed orthogonal L. Let 
*I 
L = ! . I 1 C 
where C is an orthogonal row completion of L. Then the first element and 
squared length of Lv are respectively pv and v’v; hence, (w, y) = (k, v’v) =n 
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(v, v’v), where v denotes the first element of v. The joint density of w and y can, 
thus, be obtained from Eq. (3.4) (for details see Broffitt and Williams [2]). The 
result for p > 2 is 
llzcr-P,-l(y _ ~2)lmJ-lbl 
f(wyy) = “,,‘:,p - 1)) /3(p/2, &(r - p)) ; 
-l<w<l, wa<y<1. 
(4.8) 
When p = 1, y = wa. The density of w for p >, 1 is given in Eq. (3.3). 
The presentation thus far given in this section is summarized in the following 
theorem. 
THEOREM 4.1. Let the density of (w, y) be as given in Eq. (4.8) where p >, 2, 
r >p + 1, a1 > 2, n2 3 1, then 
De02 t 2(Y/C)“” Bw + 02 
rk + LY I 
. 
If p = 1, with the same restrictions on r, ~1~ , and n2 , then 
T,“=l-P - 
i 
where the density of w is given in Eq. (3.3). 
The limits on w in this last probability statement are the roots of w in the 
quadratic equation 
w2 = LYw2 + 2(Y/C)“2 Dw + a.2 
rk + D2 
The estimator T,* depends on 8, , jz, , and S only through the value of Da. 
To emphasize this dependence let T s* = T,*(D2) and notice that T,*(Dz) is 
a continuous function of 02 with maximum value of one when D2 = 0, and 
zero asymptote as Da -+ og. 
At first it seems surprising that T,*(D2) can take on values greater than 3. 
This misconception is easily resolved if one considers an example in the univariate 
case. When p = 1, the discriminant function will classify an observation in the 
population whose sample mean is closest to the observation. Hence, 
where the fixed values of %I and s2 are equal. Clearly, when or = 9 , x1 is closer 
to g2 than Q) with probability one, so x1 is almost always misclassified. 
The next theorem establishes that T2*(D2) is a decreasing function of D2. 
This will be used to determine the distribution function of T,*(Dz). 
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THEOREM 4.2. T,*(D2) is monotonically decreasing in D2 ifp > 2. Ifp = 1, 
then T2*(D2) is monotonically decreasing for 0 < 02 < ((c + 1)%/c), and equa2 
to zero for D2 > ((c + l)“r/c). 
Proof. We will consider the case p >, 2, that of p = 1 being trivial. Let 
5 = ( n;lp;; )l’, 
and notice that (r/c)1/2 = ( nr - I)( and rk = (2nr - 1) k2. From Theorem 4.1, 
it is clear that 
where 
Ta*P) = =‘hd4 < 0 IY>, 
Q,(W) = D2w2 + 2(n, - l)[ Dw + Da - D”y - (2% - 1) f2y. 
Let II = Zr( y, D) < 1, = I,( y, D) be the roots of w in the quadratic equation 
P~,~(w) = 0, so that the values of Zr and Z, are 
D-l{-((n, - I)5 & [(n, - 1)2[2 - D2 + D2y + (2% - 1) tay]‘“>. 
Since lr and i2 are real iffy 2 C(D2) where 
D2 - (n, - l)* t2 
‘(‘“) = D2 + (&, - 1) 5‘2 ’ 
it is clear that 
Thus, 
T2*(D2) = I;,,,, c(@), W, G w d I2 I r>f 0) 4 
= 
s 
1 
f 
f  (w I Y> dwf W dy, (4.9 
max[o.tcd~] stmax[-~1’s.l,],mln[~1’8.2e]) 
where s(a, b) = {w; a < w < b). 
When max[O, t(D)] < y < 1 and 0 < D2, one can show that (d/dD2)t(D2) > 0, 
(a/80) Z, > 0, and (a/80) la < 0. Hence, from Eq. (4.9) it is clear that T,*(D3 
is nonincreasing in D2. 
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In order to show Ts*(D”) is strictly decreasing we will consider Eq. (4.9) 
for special cases of D 2, With a little effort the following results can be 
established. In each case, attention is restricted to values of y in the interval 
(m=@, 5(D2)1, 1). 
Case 1. 0 < Da < p. 
min[y112, Z2] = 
1 
1 
“ry2 0 < y < D2/5‘“, 
Y 3 D2/t2 < y < 1, 
max[-y112, Z;1 = -y1/2, O<y<l. 
Case 2. 52 < D2 < 5”(nl - 1Y. 
min[y1j2, ZJ = 1, , O<y<l, 
max[-yllz, ZJ = -y112, O<y<l. 
Case 3. k($ - 1)2 -=c D2 < E2(n, - 1)(2% - 1). 
min[yl/s, Z2] = 1, , W”) -c y < 1, 
max[-y112, Zr] = -yW, 5(D2) <y < 1. 
Case 4. P(nl - 1)(2nr - 1) < D2 < E2(2nl - 1)2. 
min[y1’2, Ze] = 1, , t;(D”) < y < 1, 
! 
1 19 
max[-y112, ZJ = 
-y112, 
i”‘); Y < pt2ni 1)” ’ 
[a(,& - 1)2 <y < 1. 
Case 5. 58(2n, - 1)” < D2. 
min[y112, Z2] = Z, , 5(D”) < y < 1, 
max[-y’/s, ZJ = Zr , 5(D2) < y < 1. 
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With these results we can rewrite Eq. (4.9) as 
T2*(D2) = t2(n, - 1)" < D2 < t"(n, - 1)(% - 11, l4 1o) 
s 
D~l(&!zn,-1P) 
I(DZ) 
s , s(El $,,f (WY ) f&J dY 
+.r 
Da/(&2nl-1)*) 
s 
~&-y~~%l~,~ (w’ ‘) dw dy’ 
S”(n, - 1)(2n, - 1) < D2 < t2(2n, - 1)2, 
j s ,:D2, 1 Ifbw) dwdy, Ea(2n, - 1)2 < D2. s(l 
I’ a 
1 
SI ,(_vl,z 1 ,f@) r> dw 4') E2 < D2 < 5+, - 1)“, 
0 * 2 
1 
s s C(Da) s(-1/‘/2 l ,f (wp r, dw dy9 3 2 
Clearly the integrals w.r.t. w over the sets ~(-yl/~, ~l/~) and s(Zr , I,) are 
positive (for values ofy in the designated intervals). However, the set s(-y112, I,) 
may be empty for certain values of y and 0%) in which case the integrals w.r.t. w 
are zero. It can be shown that for y in the interval (max[O, [(D2)], I), 
I2 I 02 -y1’2 .$2(2n, - 1)” <y<l, 0 < D2 < - - > 0 t2(n, l)(h, 1)) 
L-(0”) =c Y -=c 1, yynl - 1)(2n, - 1) < 02. 
With this result, and noting that D2/(t2(2n, - 1)3 > l;(D2) with equality iff 
D2 = t2(n, - 1)(2n, - 1)) we can simplify Eq. (4.10) to 
s 
1 
s 
min[&2,1,1 
f (w, Y> dw &, 
D2/(P(zn,-lP) 4’2 
T2*(D2) = ( 0 < D2 < t2(nl - 1)(2n, - I), 
1 s s 12 f (w, y) dw dy, t2(n, - 1)(2n, - 1) < D2. 
LCD? ma-+@. a,] 
In this expression for T2*(D2), it is clear that f(w, y) is positive for the regions 
of integration w.r.t. w andy. Also, since 
(d/dD2) 5(D2) > 0, (WW > 0, and (aldaD) < 0, 
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T,*(P) is strictly decreasing for D2 in the interval (0, P(n, - 1)(2n, - 1)) and 
the interval (p(nr - 1)(2n - l), +a). Thus, since T2*(D2) is continuous at 
5”(% - lQ9h - 1)) t i is strictly decreasing for 0 < D2 < +CO. 
5. DISTRIBUTIONS AND MOMENTS OF T,*(D2) AND T2*(D2) 
Tl*(D2) and T2*(D2) are monotonic functions of D2, a scaled noncentral F 
random variable. Thus, their distributions and moments are easily derived. The 
expectation of T,*(D2) as a function of n, and n2 is of special interest since it can 
be used to calculate or(n, , n2), i.e., ET,*(D2) = ~~(71~ , n2) and ~~(n, + 1, n2) = 
4% 7 fi2)* 
First, we give the distribution of any continuous function tp(D”), where q(D2) 
is positive and strictly decreasing for 0 < Do2 < D2 < Ox2 < +co, where 
D,,2 and D12 are constants, (p(D2) = p(Dd) for 0 < D2 f Do2, and (p(D2) = 0 
for 02 > D12. The distribution of T,*(D2) and T2*(D2) are then obtained as 
speeial cases of this sesult. For T,* and T 2*, D,2 will be zero. The more general 
form is considered here since it is used in the next section. 
THEOREM 5.1. Dejine 
h(t) 
rm + h(t) ’ 
YW = 01” 
rm + D12 ’ 
1, 
0 < t -=c YG~,~), 
t = 0, 
0 < t -=c v(Do2), 
t = 0 and D12 # +a, 
t = 0 and D12 = +a~, 
where m = (nl + n,)(np,)-1. Then 
1, dDo2) < t, 
a3 &-" 
fvP(D2) < t> = 1-g;I* B((2i + P)/% (7 -P + u/2; y(t)) , B((2i +$w> (7 -P + 1)/2) 
0 d t -=c p(Q2), 
0, t < 0, 
whine A = +m-l(k - p2)‘C-l( y, - pJ = am-lA2. 
6831313-6 
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THEOREM 5.2. The nth moment of v(D2) is 
This result is obtained by applying the formula 
E[q(D2)] = n jO’l”’ t+l[l - F(t)] dt, 
where F(t) is the distribution function of ~(0”). 
COROLLARY 1. The distribution functions and moments of T,*(D2) are given 
by Theorems 5.1 and 5.2 with p(D2) = Tl*(Dz), Do2 = 0 and 42 = a-l. The 
distribution function and moments of T,*(D2) are given by the same theorems with 
v(D2) = T2*(D2), Do2 = 0, D12 = + 00 if p 3 2, and D12 = ((c + 1)2/c)r if 
p = 1. 
COROLLARY 2. Let 6 = ((nl + 1) n,/(2(n, + n2 + 1))) AZ, then 
s ' p((2i + p)/2, cr - p + 2)/2i f@>) dt0 -&(2i + P)/2, (r - P + 2)/2) ’ 
where 
iw = 9+,-l(t) (r + I)(r + 3)[(n, + 1) n2]-l + V’(t) ’ O < t < 1 
mui VP’) = T&z,+m,)P2) can be obtained from Theorem 4.1 with all values of n, 
replaced by n, + 1. 
6. ESTIMATORS WITH SMALLER MEAN SQUARE ERRORS THAN Tl* AND T,* 
From Corollary 2 of the previous section it is clear that a(nl , n,) depends on the 
parameters TV, p2 , and C only through the value of d2 = (tr, - &‘C-l( p, - p2). 
It will be convenient to incorporate A in our notation, so let a(nl , n,) = 
44 , n,; 4. 
THEOREM 6.1. The function CX(~ , n,; A) is monotonically decreasing in A. 
Proof. In Corollary 2 of Section 5, denote the integral over t by si . Then 
+5 , n2 ; A) = e-O i g. 
i=O 
MISCLASSIFICATION PROBABILITIES 325 
Since the si terms are bounded between zero and one, and the power series 
converges for all real 8, 
Hence, it is sufficient to show 
wherea=p/2+iandb=(~-p+2)/2.NoticethatforO~~~l,a>0, 
and b > 0, 
fqu + 1, b; x) = --+ B(u, b; x) - ““d y ;I” ) 
which can be verified by differentiation with respect to x. Thus, for 0 < x < 1, 
B(a + 1, b; 4 < B(% b; x) 
Ku + l,b) S(a, 4 * 
This completes the proof. 
With this result we have cx(nr , n,; 0) < a(n, , %; 0) for 0 < A < co. Thus, 
whenever T,* or T2* > a(nr , n,; 0), it would be better to replace T* with the 
estimate ol(fzr , n,; 0). 
THEOREM 6.2. n, > rz2 3 a(n, , n,; 0) -=c +, 
n, = n2 =+- ol(n, ) n,; 0) = 9, 
n, < 122 3 a(n1 ) n,; 0) > 3. 
Proof. Since A = 0 * p, = pz , 
a(n1 ) n,; 0) = P{(x - EJS-yx - jz,) 2 (x - Q’S-‘(x - ZJ), 
where x, x1 ,..., x,~+,~ are iid N,( w, C) random variables. By symmetry, 
P(( 1 + (l/n,))-1(x - Q’S1(x - $) 
3 (1 + (l/na))-‘(x - E,)‘S-1(x - E2)} = 4. 
Therefore, 
n1 > fl2 =s (1 + (l/a&( 1 + (l/n&’ -=c 1 * a@, , n,; 0) -=I $, 
n, = n2 => (1 + (l/n,))(l + (l/n,))-1 = 1 * c+zl, n,; 0) = g, 
n, -=c n2 =s (1 + (I/@)( I + (l/n,))-l > 1 z- “(5 , n,; 0) > 4. 
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The ranges of T,* and T,* are respectively [0, &] and [0, 11. Define the 
truncated estimators as 
Pi* = 12: n2 o) 
, ; , 
i = 1,2. 
Clearly the mean square error of pS* is uniformly smaller than that of T,*. 
The same statement is true for FI* if lzl > n2 . For the case n, < n2 , PI* and 
T,* are identical since ol(n, , n,; 0) > 4. 
For nI > ns the distribution function and moments of FI* are given by 
Theorems 5.1 and 5.2 with p(D2) = T,*(D2), D,2 = TTml[a(nl , n,; 0)], and 
D12 = a-l. The distribution function and moments of F2* are given by the 
same theorems with tp(D2) = T2*(D2), D,,2 = T,*-l[a(n, ,n,;O)], 42 = +co 
if p > 2, and D12 = ((c + 1)2/c)r if p = 1. 
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