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Abstract
Consider binary linear codes obtained from bipartite graphs as fol-
lows. There are k ≥ 1 left nodes each representing a message bit and
there are m = m(k) right nodes each representing a parity bit, gen-
erated from the corresponding set of message node neighbours. Both
the message and the parity bits are sent through a memoryless binary
input channel that either retains, flips or erases each transmitted bit,
independently. Based on the received set of symbols, the decoder at
the receiver obtains an estimate of the original message sent. If the
decoding error probability Pk −→ 0 and the average degree per parity
node remains bounded as k →∞, then the rate of the code kk+m −→ 0
as k →∞.
Key words: Linear codes, low decoding error probability, asymptotic
rates.
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1 Introduction
Parity check codes are used extensively in today’s communication systems
particularly in the form of Low Density Parity Check (LDPC) Codes (see [1]
∗E-Mail: gganesan82@gmail.com
for an introduction). One of the main challenges here is to achieve low
decoding error probability. Previous papers have mainly focused on decoding
schemes that achieve low error probability (see for example [3] and references
therein). The emphasis there is to design schemes that achieve low error
probability but possibly at the cost of increased overhead.
In this paper, we study the rate versus decoding error probability tradeoff
and show that low decoding error probability necessarily requires a low rate
or equivalently a large number of parity bits to be appended to the message.
In other words, if the decoder is such that the asymptotic decoding error
probability converges to zero as the number of message bits k → ∞, then
the asymptotic encoded rate also converges to zero as k →∞.
Model description
We are interested in sending a random message through a communication
channel reliably. We describe the underlying communication system below.
Messages
Messages are k−bit vectors satisfying the following condition:
(A1) A random message X = (X1, . . . , Xk) has independent and identically
distributed (i.i.d.) bits Xi ∈ {0, 1} with
P(Xi = 0) = px = 1− P(Xi = 1). (1.1)
In particular, this implies that the raw rate defined as
Rraw :=
H(X)
k
= H(px) > 0, (1.2)
where H(px) = −px log px − (1− px) log(1− px) and
H(X) := −
∑
w
p(w) log p(w) (1.3)
is the entropy of the vector X (see Chapter 1, Section 1.1 of [2]). In (1.3), p(.)
is the probability mass function of X and the summation is over all possi-
ble k−bit vectors. All logarithms are to the base 2 and for simplicity we
assume throughout that px =
1
2
so that H(px) = 1.
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Encoder
We consider binary linear codes obtained from bipartite graphs as follows.
There are k ≥ 1 left nodes called message nodes and there are m = m(k)
right nodes called parity nodes. For parity node 1 ≤ j ≤ m, let Rk(j) be the
message nodes adjacent to j. The jth parity bit Zj is obtained as
Zj = ⊕w∈Rk(j)Xw, (1.4)
where ⊕ is XOR operation, i.e., addition modulo 2. The vector
(X,Z1, . . . , Zm) = (X1, . . . , Xk, Z1, . . . , Zm)
is the codeword associated with the message X and the encoded rate is defined
as
Renc :=
H(X)
k +m
=
k
k +m
, (1.5)
by (1.2). We make the following assumption regarding the encoder:
(A2) For 1 ≤ j ≤ m, let #Rk(j) be the degree of the parity node j and
suppose that the average degree per parity node remains bounded as k →∞;
i.e.,
lim sup
k
1
m
m∑
j=1
#Rk(j) <∞. (1.6)
Channel
The codeword (X,Z1, . . . , Zm) is sent through a binary input channel which
introduces noise that either retains, flips or erases the transmitted bit. For-
mally, we assume that the noise alphabet is {α0, α1, αer} and the i
th received
message symbol is
X˜i = 1(Nx(i) = αer)αer + 1(Nx(i) = α0)Xi + 1(Nx(i) = α1)(1−Xi) (1.7)
Here αer is the erasure symbol and N˜x(i) is the noise symbol. Similarly,
the jth received parity symbol is
Z˜j = αer1(Nz(j) = αer) + 1(Nz(j) = α0)Zj + 1(Nz(j) = α1)(1− Zj). (1.8)
The overall received codeword is
Y = (X˜1, . . . , X˜k, Z˜1, . . . , Z˜m). (1.9)
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(A3) We assume that the noise random variables {Nx(i)} and {Nz(j)} are
independent and identically distributed (i.i.d.) with
P(Nx(i) = αer) = per,P(Nx(i) = α1) = p1 and P(Nx(i) = α0) = 1− p1 − per.
(1.10)
The term per+p1 is the probability that a channel error occurs; i.e., the noise
in the channel corrupts (either erases or flips) a transmitted bit. We also
assume that the noise is independent of the transmitted bits {Xi} and {Zj}.
Decoder
At the receiver, a pre installed decoder uses the received word Y to obtain
an estimate Xˆ of the message sent and let
Pk = P(X 6= Xˆ) (1.11)
be the decoding error probability. The following is the main result of this
paper.
Theorem 1. Suppose assumptions (A1) − (A3) hold. If the decoding error
probability Pk −→ 0 as k → ∞, then the encoded rate Renc =
k
k+m
−→ 0
as k →∞.
In other words, any code having low decoding error probability must
necessarily contain a lot of parity bits. One example of such a code is
the r−repetition code, where each message bit is simply repeated r times.
Recall that for a fixed r, an r−repetition code has an encoded rate of 1
r+1
and
using majority decision rule, it is possible to correct up to r−1
2
channel errors,
irrespective of the number of bits k in the message (see [4]). If however, we
allow r = r(k) to depend on k, we can correct all errors in the message with
high probability.
Proposition 1. Suppose 2p1 + per < 1 and r = r(k) = M log k. There
are constants M0 = M0(p1, per) ≥ 1 and K0 = K0(p1, per) ≥ 1 so that the
following holds for all M ≥ M0 and k ≥ K0 : For an r−repetition code, the
decoding error probability with the majority decision rule is bounded above
by Pk ≤
1
k
.
The paper is organized as follows. In Section 1, we prove Theorem 1 and
Proposition 1.
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Proof of Theorem 1 and Proposition 1
Recall that X is the message and Y as defined in (1.9) is the received code-
word. Define
H(X|Y ) := −
∑
p(x, y) log p(x|y) (1.12)
to be the uncertainty inX given the random vector Y, where p(x, y) and p(x|y)
respectively, refer to probability mass functions of the joint distribution
of (X, Y ) and the conditional distribution of X given Y (see Chapter 1, [2]).
Since the total number of messages is 2k, we have from Fano’s inequality
(Theorem 2.10.1, [2]) that
H(X|Y ) ≤ H(X|Xˆ) ≤ H(Pk) + Pk log
(
2k − 1
)
≤ 1 + kPk
and so
1
k
H(X|Y ) ≤
1
k
+ Pk −→ 0 (1.13)
as k →∞.
To evaluate H(X|Y ), let X0 = 0 and write
H(X|Y ) =
k∑
i=1
H(Xi|Y,X1, . . . , Xi−1) ≥
k∑
i=1
H(Xi|X˜i, {Z˜j}, {Xw}w 6=i).
(1.14)
The first equality in (1.14) follows by chain rule for entropy (Theorem 2.5.1, [2])
and the inequality in (1.14) follows from the data processing inequality (The-
orem 2.8.1, [2]).
We evaluate each term in the summation in (1.14) separately. First, we
use the received parity symbols Z˜1, . . . , Z˜m to obtain estimates for the i
th
transmitted bit Xi. Formally, for 1 ≤ i ≤ k let Tk(i) denote the set of
parity nodes adjacent to the message node i. Recall that for u ∈ Tk(i), the
term Rk(u) denotes the set of message nodes adjacent to the parity node u
and by definition i ∈ Rk(u). For 1 ≤ i ≤ k, define
Xˆi(u) := αer1(Z˜u = αer) + 1(Z˜u 6= αer)Z˜u ⊕w∈Rk(u)\{i} Xw
= αer1(Nz(u) = αer) + 1(Nz(u) = α0)Xi + 1(Nz(u) = α1)(1−Xi).
(1.15)
Equation (1.15) follows from the expression for Z˜u in (1.8) and the fact that
if Zu = Xi ⊕w∈Rk(u)\{i} Xw, then
1− Zu = (1−Xi)⊕w∈Rk(u)\{i} Xw.
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The map(
X˜i, {Z˜j}, {Xw}w 6=i
)
:−→
(
X˜i, {Xˆi(u)}u∈Tk(i), {Z˜j}j /∈Tk(i), {Xw}w 6=i
)
is one to one and invertible and so the ith term in the final summation in (1.14)
is
H(Xi|X˜i, {Z˜j}, {Xw}w 6=i) = H
(
Xi|X˜i, {Xˆi(u)}u∈Tk(i), {Z˜j}j /∈Tk(i), {Xw}w 6=i
)
.
(1.16)
The set of random variables ({Z˜j}j /∈Tk(i), {Xw}w 6=i) are independent of the
rest of random variables (X˜i, {Xˆi(u)}u∈Tk(i)) and are also independent of Xi.
Thus
H
(
Xi|X˜i, {Xˆi(u)}u∈Tk(i), {Z˜j}j /∈Tk(i), {Xw}w 6=i
)
= H
(
Xi|X˜i, {Xˆi(u)}u∈Tk(i)
)
(1.17)
and substituting this into (1.14) gives
H(X|Y ) ≥
k∑
i=1
G(dk(i)) (1.18)
where dk(i) := #Tk(i) is the degree of the message node i and
G(dk(i)) := H
(
Xi|X˜i, {Xˆi(u)}u∈Tk(i)
)
> 0
is the uncertainty in the bit Xi given dk(i)+1 independently noise corrupted
copies.
We have the following properties regarding G(.).
(g1) Using the fact that conditioning reduces entropy, we obtain that G(d)
is a decreasing function of d.
(g2) Using (1.18) and (1.13) we get that
1
k
k∑
i=1
G(dk(i)) −→ 0 (1.19)
as k →∞.
We use properties (g1)− (g2) to get the following properties.
(g3) The average degree per message node
1
k
k∑
i=1
dk(i) −→ ∞ (1.20)
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as k →∞.
(g4) The encoded rate k
k+m
−→ 0 as k →∞.
This proves Theorem 1.
Proof of (g3)− (g4): We prove (g3) first. For integer q ≥ 1, let
Sk(q) = {i : dk(i) ≤ q} (1.21)
be the set of message nodes whose degree is at most q. For a fixed q, it is
true that
#Sk(q)
k
−→ 0 (1.22)
as k → ∞. If (1.22) is not true, then there exists ǫ0 > 0 and a subse-
quence {kr} such that
#Skr (q)
kr
≥ ǫ0 for all large r. Using property (g1)
that G(.) is decreasing, we get that
1
kr
kr∑
i=1
G(dkr(i)) ≥
1
kr
∑
i∈Skr (q)
G(dkr(i)) ≥ G(q)
#Skr(q)
kr
≥ ǫ0G(q) > 0
for all large r, contradicting (1.19) in property (g2).
From the above paragraph, we obtain that (1.22) is true and so for any
integer q ≥ 1, we get that
1
k
k∑
i=1
dk(i) ≥
1
k
∑
i/∈Sk(q)
dk(i) ≥ q
(
k − Sk(q)
k
)
≥
q
2
for all large k. Since q ≥ 1 is arbitrary, we get (1.20).
To prove (g4), we use the fact that the number of edges in the graph is
k∑
i=1
dk(i) =
m∑
j=1
fk(j)
where fk(j) = #Rk(j) is the degree of the parity node j. Using (g3), we
therefore get
1
k
m∑
j=1
fk(j) =
m
k
1
m
m∑
j=1
fk(j) −→∞ (1.23)
as k → ∞. Since by assumption, the average degree per parity node is
bounded (see (1.6)) we get from (1.23) that m
k
−→ ∞ and so k
k+m
−→ 0
as k →∞.
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Proof of Proposition 1: Let X = (X1, . . . , Xk) be the message bits.
For 1 ≤ i ≤ k and 1 ≤ j ≤ r, define Zi(j) = Xi be the parity bits for
the message bit Xi. Thus each message bit is repeated r times and for conve-
nience define Zi(0) = Xi to be the message bit to be transmitted. Let {Z˜j(i)}
be corresponding received symbols as defined in (1.8).
The decoding is majority based as follows. For each 1 ≤ i ≤ k and l ∈
{0, 1}, let Wl(i) ⊆ {0, 1, 2, . . . , r} be the random set of all indices for which
the received symbol is l; i.e.,
Z˜i(j) = 0 for all j ∈ W0(i) and Z˜i(j) = 1 for all j ∈ W1(i).
If #W1(i) ≥ #W0(i), set Xˆi = 1; else set Xˆi = 0. The estimated message
is Xˆ = (Xˆ1, . . . , Xˆk).
A decoding error occurs if Xˆi 6= Xi for some 1 ≤ i ≤ r. For a fixed 1 ≤
i ≤ k and 0 ≤ j ≤ r, let Nz(i, j) ∈ {0, 1, α} be the noise random variable
affecting the bit Zi(j) as in (1.8). Message bit i is decoded wrongly if and
only if
r∑
j=0
1(Nz(i, j) = 1) ≥
r∑
j=0
1(Nz(i, j) = 0).
Defining
L(i, j) = 1(Nz(i, j) = 1)− 1(Nz(i, j) = 0) ∈ {−1, 1}
we have that
EL(i, j) = p1 − (1− p1 − per) = 2p1 + per − 1 < 0,
by the assumption in the statement of the Proposition.
For a fixed 1 ≤ i ≤ k, the random variables {L(i, j)}0≤j≤r are i.i.d and so
using the Chernoff bound, we have for s > 0 and c ≥ 0 that
P
(
r∑
j=0
L(i, j) ≥ c
)
≤ e−sc
r∏
j=0
EesL(i,j) = e−sc
(
esp1 + e
−s(1− p1 − pα)
)r+1
.
(1.24)
Writing es = 1 + s+R1(s) and e
−s = 1− s+R2(s), we have
p1e
s + e−s(1− p1 − per) = 1− (1− 2p1 − per)s+ T (s),
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where T (s) = R1(s)p1 + R2(s)(1 − p1 − per). Choosing s > 0 small, we
have |T (s)| ≤ s2 and 1− (1−2p1−per)s+T (s) ≤ δ for some constant δ < 1.
Substituting into (1.24) and setting c = 0 gives
P
(∑
j
L(i, j) ≥ 0
)
≤ δr+1 ≤
1
k2
if r = 2
δ
log k. But
∑
j L(i, j) ≥ 0 if and only if the bit Xi is decoded wrongly
i.e., Xˆi 6= Xi and so P(Xˆi 6= Xi) ≤
1
k2
and so the overall decoding error
probability is at most 1
k
−→ 0 as k →∞.
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