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ABSTRACT 
In this thesis we consider continuous solutions to systems of 
linear functional equations of the form 
.. f(x-tr)dv(r) = f(x) (1) 
•k 
for all X € IR^ and t e 3R , where V is a real (Borel) measure 
f 
dv(r) = 1. 
'K 
of compact support K with 
It is known that f satisfying the system (1) is equivalent to 
f being a weak solution of a system 
L^(D)f = 0 k = 1,2,3,... (2) 
of linear partial differential equations with constant coefficients. 
Most of this thesis is concerned with the case when V is a 
discrete measure. The following two systems are considered for all 
X e and t € ]R , 
m 
- f(x) = 0 (3) X * f(x) = I a.f(x-ta.) 
j = l J J 
a n d 
m 
y f(x) = I [f(x-ta.) - f(x-tb.)] = 0 . (4) 
t 3 J 
m ^ 
Here Y a . = 1 a n d T = { a , , b ^ , a ^ , . . . , a , b } c ]R . 
J — i — i — z . — z . — m — m 
Some results from the literature are followed by our main result that 
the solutions to the systems (3) and (4) are given by the weak solutions 
to = 0 for k = l,2,...,m. 
A number of new special cases are considered in Chapter 3, 
including system (4) when the set T forms the vertices of a regular 
2 
polygon in ]R . 
Finally, two special cases of the system (4) are considered when 
it holds for a certain finite number of values of t rather than all 
real t. 
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CHAPTER ONE 
INTRODUCTION AND GENERAL RESULTS 
§1.1 Nota t i on 
Throughout this thesis, we shall employ the usual notation of 
IN for the set of all positive integers and E for the set of all 
integers. We also use 3Q , IR and E for the sets of rational, 
real and complex numbers respectively. For any positive integer n, 
will denote the real Euclidean space of n dimensions and we 
write X ^ as X = ^n^ ' ^ well, we shall use 
to denote the vector space over 3C of all vectors 
(z^, z^, z^) with z^, z^, ..., z^ e K . 
Let UT, Uoj •..J u be n independent vectors in IR^ and —1 —z —n 
let A be the nxn matrix whose jth row is the vector u^. Since 
u^, u^y •••> forms a basis for IR^ , the equation Ax = ^ 
always has a unique solution for any ^ in . With 
^ ^ the standard basis for IR^ , where ^^ = (1,0,...,0), 
e^ = (0,1,0,...,0),..., = (0,...,0,1), we define the vectors 
u|, jî » • • • > iî  satisfying the equations 
Au! = e. -J -J 
for j = l,2,...,n. We then find that 
i = j , 
u. . u! = -J 0 i j . 
n 
As well, {uj, ^ basis for IR , called the 
reciprocal or dual basis to {u^, u^» •••»H^^-
In the case of n = 3 we have that, for the basis 
3 
îil» —3^ ^ ^^^ reciprocal basis is given by 
Here the scalar triple product of and u^ is denoted by 
^ ~ Hi • ii2 ^ —3 ^^^ ^^^ vector product of u and v is denoted 
by i i ^ V. 
We employ the usual definition (see, for example [ 7 ] p252) of 
an affine transformation on as a map T : x A^ + k where A 
is an invertible nxn matrix and _b is a vector in IR^ . 
In the vector space IR^ we define a hyperplane by 
{2c e IR^ • 2£ • ~ ^^ some real number c. We note that this 
hyperplane is parallel to {x e IR^ : x • ̂  = d} if and only if ^ 
is parallel to The unit hypercube in IR^ is defined by the 
2n hyperplanes {x e Ir'̂  : x^ = 0 or 1 for j = 1,2,..., or n}. 
Noting that affine transformations carry parallel hyperplanes into 
parallel hyperplanes, we define a parallelepiped in IR^ as an 
affine equivalent of the unit hypercube in . 
Throughout this thesis we will refer occasionally to some 
concepts and theorems relating to polynomial rings. For full details 
the reader may consult standard texts, including [391. 
Since R is a field, so we have that RCx^, x^, ..., x 1, the 1 2 ' n 
ring of polynomials over IR, in the n indeterminates 
x^, X2, x^ is an integral domain ([39], I, p45). Hence in this 
ring the Hilbert Basis Theorem holds, that is, if I is any ideal of 
R[Xj^, X2, x^], then I is finitely generated ([40], II, pll5) . 
We will also use Hilbert's Nullstellensatz, which may be stated, 
if f, f, , f . . . , f are polynomials in R[x,, x», ..., x ] and ' 1' 2 m 1 2 ' n 
if f vanishes at every common complex zero of f̂ ,̂ f^, f^ 
then f^ belongs to the ideal generated by f^, f2, f^ for 
some positive integer p (see, for example, [44] pl64) . 
W i t h i n t h e r i n g REx^^, x ^ , x ^ ] we may d e f i n e t h e 
e l e m e n t a r y symmetr ic p o l y n o m i a l s a ^ , a ^ , CĴ  by t h e f o l l o w i n g 
e q u a t i o n . 
Thus 
^ 1 o 
TT / \ n n—i . n—Z , . , n ( x - x . ) = X - a , x + a ^ x + . . . + ( - 1 ) a . J 1 2 
a . = x^ + x„ + . . . + X , 1 1 z n 
O^ = X^X^ + + . . . + X.X + + . . . + X T 
2 1 2 1 3 I n 2 3 n - l , n 
and so on t o 
a = X, Xr> . . . X 
n 1 2 n 
S e e , f o r example , [ 3 9 ] p 9 9 , f o r f u r t h e r d e t a i l s . 
For f : IR^ IR we use D . f t o d e n o t e , when i t e x i s t s t h e 
J 
j t h p a r t i a l d e r i v a t i v e o f f , so t h a t 
D . f ( x ) = J - 9 x j 
f o r j = 1 , 2 , . . . , n . 
We a l s o make use o f m u l t i - i n d e c e s . I f £ = ( p ^ , p ^ , P^) 
where p^ £ { 0 , 1 , 2 , . . . } f o r i = 1 , 2 , . . . ,n and x ^ > then 
2.1 = P^ + P2 + ••• + Pn ' 
= p ^ ! p ^ ! . . . P ^ ! 
and 
£ _ P i P2 Pn 
X — X, X« . . . X . 
— 1 2 n 
When D = (D^, J)^, . . . , D^) , 
J2. P i P2 Pn 
D = D, ^ D. . . . D — 1 2 n 
so t h a t 
P i P2 Pn 
dx^ . . . dx 1 2 n 
When j is a non-negative integer, we will denote summation over all 
multi-indeces such that |£| = j by 
j Pi Pn-1 
I A = I I ... I A 
We also note the multi-nomial theorem 
(Xĵ  + X2 + . .. + x^) = I ^ , ̂  k V k! ̂ P 
§1.2 The Space C(IR") and i t s Dual 
.n We denote by C(IIl ) the complex vector space of all complex 
valued continuous functions on IR̂  , equipped with the topology of 
uniform convergence on all compact subsets of IR̂  . Such convergence 
is also known as locally uniform convergence. 
It is known that if 
2 2 2 p^(f) = sup{|f(2£)| : x^ + x^ + ... + x^ < k} 
and 
00 
d(f,g) = I 2"^min(l, P, (f-g)) 
k=l 
for each f, g € C(IR^) , then C(IR^) is a metric space. Moreover, 
with respect to this metric, C(IR^) is complete, and so is a 
Frechet space. 
The support of a function f € CCIr'̂ ) is the closure of the set 
{x : f(x) 0}. The set of all complex valued continuous functions 
having compact supports is denoted by C (R ) . 
The term "measure" in this thesis is always used to denote a 
continuous linear functional on the complex topological space ccm"). 
The set of all such measures is denoted by Only the relevant 
properties of these measures are outlined below, for full details 
of their theory, including the Riesz representation theorem, we refer 
the reader to, for example [16] Chapter 4. 
Any such measure y : C(IR^) 3C has the following properties: 
y(af) = ay(f) for all a e E , f e C(3R^) , 
y(f+g) = y(f) + y(g) for f,g e 
and 
y(f ) y(f) when f f in CCIR'̂ ) as n ^ . n n 
It is convenient to write, for any measure y, 
y(f) = /f(r)dy(r) . 
A linear functional, y, is continuous on if and only 
if there exists a compact set K and a non-negative real number c 
such that 
y(f) I ̂  c sup{f (x) : X e K} 
for each f e C(IR^) . The support of y is the smallest such 
compact set K for which the above condition holds for a suitable 
constant c. Thus all "measures" on C(IR^) have compact support. 
References in the literature ([18], [22], [43]) on mean value 
properties sometimes refer to "Borel measures". For their definition 
we may refer, for example, to [35]. The Borel sets of IR̂  are the 
members of the smallest a - algebra containing the open subsets of 
, and so the "Borel measures" are complex-valued countably 
additive functions defined on Borel sets. For the purposes of this 
work concerning linear systems of functional equations, the Borel 
measures of compact support are identified with the continuous 
linear functionals on C(IR^) and will be, as noted above, called 
"measures". 
A real measure y is one for which y(f) is real valued 
whenever f e C(Ir") and f is real valued. A non-negative 
measure is a real measure y for which y(f) > 0 whenever 
f e C(IR^) is real valued and non-negative. 
Let T f : r ^ f(£-x) and f(x) = f(-x) for f e C(IR^) and 
X e JR^ . The convolution of a measure y e M (IR̂ )̂ and a function ~ c 
f € C(Ir") is defined for all x e IR^ as 
f(x-r)dy(r) y f(x) = y(T f) = 
where K is the compact support of y. The convolution product of 
two measures y, A e M (JR^ is also a measure and is defined by 
y ^ A(f) = f(x+x)dy(x)dX(x) 
'K 
for each f € CCIr'̂ ) . It can be shown that M (IR^) is an integral 
domain with respect to + and 
We will make use of the Dirac measure, either 6 = placed at 
the origin or 6 placed at any point ^ in Ir'̂  . For each 
Si 
f e C(IR^) we have 6(f) = f(0) and 6 (f) = f(a). Thus 
— 3. ~ 
6 f(x) = f(x) and 6 f(x) = T f(x) = f(x-a) for all x € IR^ a a 
and any ^ € IR^ . 
For a measure y in M^(IR^) we define 
f(tr)dy(r) 
K 
for f in C(IR^) and for each real t. Then 
y^ f(x) = Vl^(T^f) = 
V 
T f(t£)dy(£) 
K -
f (x-t£) dy (£) 
K 
for any function f in C(IR^) . 
A measure y in M̂ CIr'̂ ) is called, in this thesis, discrete 
when its support is a finite subset of Ir'̂ . In this case we may 
write 
£ 
ya.6 , so Ta.S 
j=i ^ ' j=i J '¿j 
where a subset of IR^, is the support of y and 
a ^^^ complex constants. The set of all discrete 
measures with compact support in IR̂  is denoted by M,(IR^) and d 
is also an integral domain with respect to + and 
The Fourier-Laplace transform, y, of a measure y is defined 
here as 
so that 
il(z) = 
^ / \ ŷ .(z.) = 
-X.zt , , ^ e dy(x) 
K 
-x.zt , / s e dy(x) 
where K is the compact support of y. We may note the following 
well known properties of the Fourier-Laplace transform -
i) y is an entire function (of several complex variables 
when n > 1), 
ii) y = 0 if and only if y = 0, 
and 
iii) (y*A)^(z) = y(z) . X(z) 
for y, A £ M (m^) and z 6 ic" . c — 
We define the zero set, Z(y), for the entire function y, by 
Z(y) = {z € ic"" : y(z) = 0} , 
noting that for n = 1, Z(y) is an isolated subset of IC and for 
n exceeding one, Z(y) is not an isolated subset of IĈ  . We also 
define 
s = n z(yJ 
telR 
and note that when y(^) = 0, fi^TO = 0 for all real t and so. 
in this case, {0} c s c ic'̂  . 
§1.3 Basic Results from Partial Differential Equations 
We will denote by C^(IR^) the space of C(IR^) functions whose 
mth partial derivatives exist and are continuous on IR^. We also 
00 -Q 
use C (3R ) for the space of infinitely differentiable C(IR ) 
n n 
functions and ) f^^ the space of those C (]R ) functions 
with compact supports. 
2 2 
It is known that if f e C (IR ) and 
(aD^ + bD^)(cD^ + dD2)f = 0 
for constants a, b, c, d e IR, where (a,b) and (c,d) are linearly 
2 
independent in R , then 
f(x) = (i)(bx̂  - ax^) + ipCdXĵ  - cx^) 
2 
for arbitrary functions ({), ijj € C (]R) (see, for example, [15] p41). 
The generalization to factorable second order partial differential 
equations with constant co-efficients in n independent variables 
is also known ([15], p43). 
We note the usual classification for linear homogeneous second 
order partial differential equations such as L(jD)f = 0 where 
n n 
L(D) = y y A.. D.D. 
- i=l j=l ^ ^ 
for constants ^^j> ^»j ~ l,2,...,n. The characteristic form 
n n 
Q(^) = ^ J A..^,^. may,by a linear transformation ^ = Sî » be 
i=l j = l ^ 
transformed into the canonical form 
Q(n) = n^^ + ... + tip^ - np^i - ... - nj^^ 
where p + q ^ n. When p + q = n, the equation L(^)f = 0 is said 
([15] p56) to be elliptic if either p = 0 or q = 0 and hyperbolic 
if either p = n - l or q = n - l . Thus Laplace's equation 
2 2 2 2 2 
V f = 0 where V = D, + D^ + ... + D is an elliptic equation 
1 2 n 
2 2 
and for n = 2, both the "wave equation" (D^ - D^ )f = 0 and 
D^D^f = 0 are hyperbolic. 
The following proposition concerning the solution of a partial 
differential equation with constant coefficients of degree higher 
than two, which factorizes into linear homogeneous factors, is due 
to Flatto [21]. 
Proposition 1.3.1 
oo n Let f e C (H ) and f satisfy 
r , 
n JC . j(D)f = 0 
3 = 1 ̂  
where «Ĉ , JĈ » •••> denote distinct linear homogeneous factors. 
oo n — 1 
Then f = f ̂  + f^ + . . . + f^ where f̂  e C (R ) and 
= 0 for j = 1,2,...,r. j J 
Because of the importance of this result, we give an outline of 
the proof used by Flatto [21] which is one of induction on r. 
Assume the proposition to be true for s-1 so that 
s , n JC. j(D)f = 0 . 
j = l J 
Then £ = g + g + + g ^here g € C and 
S i Z S i J 
= 0 for j = l,2,...,s-l. 
Suppose that X ^s(D)f. = g. and jC.^i(D)f = 0 , j = 1,2,...,s-1 
s J J J J 
for functions f̂ ,̂ i^, ..., e • It is then shown that 
f = f + f ^ + . . . + f has the required property when 1 2 s 
X ^S(D)f = 0 . The proof is completed by using a linear transformation s — s 
to show the existence of the functions f̂ ,̂ f2, •••» f̂ « 
When n = 1 we know that D f = 0 if and only if f is a 
polynomial of degree k-1. The following proposition is a 
generalization of this statement for functions in C (]R ) . 
Proposition 1.3.2 
CO JJ 
Let f € C (m ) . A necessary and sufficient condition that f 
be a polynomial is that D^^jf = 0 for j = l,2,...,n and some 
positive integers k^, k^, k^. 
Proof 
The necessity of the condition is clear. 
Conversely, if = 0 then 
ki-1 
f(x) = I . .. . 
i=l 
Then with D ^ f = 0, , (j). = 0 so 
k2-l 
(j).(x2,x3,...,x̂ ) = I x^ (X 
1=0 
for i = 1 , 2 , . . . . Continuing in this manner we find that f is 
a polynomial with the term of highest degree being 
ki-1 k2-l kn-1 
x^ ^2 ••• ""n • 
It often occurs that a theorem whose proof assumes a certain 
function f : IR^ ]R is infinitely differentiable, may also be true 
when the function is only continuous on IR̂  . We use a standard 
process called "regularization". This involves choosing a sequence 
OO Tl {p.} of C (m ) functions such that if f. = p. Vc f then f. f J c' ' J J 3 
locally uniformly for any f e CCIR'̂ ) as j It can be shown 
OO n that f. £ C (IR ) for i = 1,2,... . If f. is a solution to the J J » » J 
system of linear partial differential equations L, W f . = 0 for all 
k = 1,2,3,... and i = 1,2,3,... then f = f. is called a weak ' ' ' J » > > j 
solution of the system L (D)f = 0 for k = 1,2,3,... (for details. 
see, for example [ 8 ] p20 and [11] p774-776). We note that Flatto 
[18] and Baker [ 2 ] discuss regularization with particular reference 
to systems of functional equations. 
§1.4 Mean Value Properties 
In considering mean value properties we may begin with the 
classical theorem of Gauss. For a continuous harmonic function f 
3 
defined on a sphere in IR , the value at the centre of the sphere 
is the "arithmetic mean" of the values of f on the surface of the 
sphere. For more details, including the fact that harmonic functions 
on also satisfy similar mean value properties, we may refer to 
a number of texts, including [ H ] Chapter 4. This theorem has a 
converse, which is also well known. In this way it is possible to 
characterize certain functions on IR^ as functions that satisfy a 
mean value property with respect to each sphere in IR^ . 
It will be shown in more detail in Chapter 2 how Walsh [41], 
Beckenbach and Reade [3 ] , [4 ] and Flatto [19], among others, 
characterize harmonic polynomials by certain other mean value 
properties. 
Mean values properties in general take the form 
V^ ^ f(x) = f(x) 
where, as per §1.2, we write 
v^ ĉ f(x) = f(x-tr)dv(r) 
K 
for all X £ IR^ , t e IR, and V is a real measure of compact 
support K in IR" such that v(£) = dv(jc) = 1. 
K 
When f : IR^ ^ IR is real analytic (that is f has a power 
series expansion valid on all of IR^) and v^ is a non-negative 
measure such that v^ * f = f for all real t then f satisfies 
a second order elliptic equation with constant coefficients (for the 
details see Flatto [18]). Friedman and Littman [22 J also showed that 
for such measures v, the solutions f : IR^ ]R of v^ f = f are 
necessarily real analytic. 
§1.5 General Results Applicable to All Systems 
Let f be a continuous function defined on Ir'̂  and let f 
satisfy the system of equations 
f(x) = V^ f(x) = 
for all 2L ̂  » t e IR. Here V is a real measure with compact 
A 
support K and = 1 . 
Flatto [18], Friedman and Littman [22] and Zalcman [43] have all 
shown (by different methods) that the system (1.5.1) is equivalent to 
a system of homogeneous partial differential equations with constant 
coefficients. We may conveniently summarize the known results for 
arbitrary real measures V with v(£) = 1 as follows. 
f(x-t2)dv(x) (1.5.1) 
Theorem 1.5.1 
If f £ C(IR^) and f satisfies the system (1.5.1) then f is 
a weak solution of the system 
Lj^(D)f = 0 (1.5.2) 
for k = 1,2,3,..., where 
L J D ) = I A D ^ 
=k 
for all multindices £ such that |£| = 1,2,3,... and for A ^ 
the coefficients of ^ ^ in the Fourier Laplace transform of v(£). 
Conversely, if 
i) f is real analytic and (1.5.2) holds, or if 
ii) f e C(IR^) and is a weak solution to the system (1.5.2), 
then v^ f = f for all t e R . 
Proof 
Assume that f € C (IR ) and f satisfies (1.5.1). 
Differentiate (1.5.1) k times with respect to t to obtain. 
t v 
I ^ ^ ^ ^ Z ^ D^f(x-t^)dv(y) = 0 . 
K £ =k 
Successively divide by t and put t = 0 to obtain 
X ^ d (x) = 0 
for k = 1,2,3,... . 
(1.5.3) 
Now consider the Fourier Laplace transform of v. 
v(z) = e -•-dv(x) 
K 
= I 
k=0 
( - 1 ) 
k! 
Cx.z]'^dv(x) 
K 
= I 
k=0 
( - 1 ) 
k! 
K i £ 
I dv(x) 
=k 
CO r 
= I ( - i ) M I x ^ d v ( K ) 
k=0 =k -K 
where 
= I I A 
k=0 2 =k ^ 
A 
£ 2 . -
x ^ d v ( x ) 
K 
for |£| = k. Hence as in (1.5.3) 
£ = k 
A D ^ f = 0 . 
£ -
In the case that f e C(]R ) rather than f belonging to 
° ° / nv C (IR ) we may use the technique of regularizat ion described 
e a r l i e r . Let 
^ r « = 
c^ exp - ( X - 2 . - 1 - r < r - 1 
X > r - 1 
2 2 2 where x = v̂ x̂  + x^ + . . . x and c i s chosen so that n 
X < — r 
^ e^(x)dx = 1 . It can be shown that f^ = >v f € C ( R ) 
and f^ f l o c a l l y uniformly as r From f = v^ -a f we have 
e * f = 6 = ycf and so f = V^ f . By the r r t t r r t r - ^ 
previous ca lculat ions f s a t i s f i e s L (D )̂f = 0 for k = 1 , 2 , 3 , . . IT K. IT 
and hence f i s weak so lut ion of the system L ^ W f = 0, k = 1 ,2 ,3 . 
Conversely i f f i s real analytic and = 0 f or 
k = 1 , 2 , 3 , . . . , then 
K 
f ( x - t x ) d v ( x ) = 
K 
00 
1 ( - t x ) ^ D£- f (x )dv ( i ) 
r 
= I ( - t ) ^ I z ^ d v ( x ) 
k=0 K 
= I k ! ( - t ) ^ I A D ^ f ( x ) 
k=0 
= f ( x ) , 
=k 
using L (D)f = 0 for k = 1 , 2 , 3 , . . . . 
In the case that f i s merely a weak so lut ion to the system 
L, (D)f = 0, k = 1 , 2 , 3 , . . . , we re fer the reader to Zalcman's [43] 
XV 
Theorem 2. He notes f i r s t l y the important fact that the system 
L (D)f = 0 f o r k = 1 , 2 , 3 , . . . i s equivalent to a f i n i t e system. iC 
This i s a consequence of the Hilbert Basis Theorem applied to the 
polynomial ideal generated by L^, L2, L^, . . . in the commutative 
ring X = REDĴ , D2, D^]. Zalcman [43] then invokes "a very 
deep and important theorem" of Ehrenpreis [17] and Palamodov [34] to 
conclude that f may be locally uniformly approximated on IR^ by 
real analytic solutions of V^ iV f = f. The result ii) then follows 
from i). 
For the system V^ * f = f it is clear that the solutions form 
a subspace of C(IR^) and that any constant function is always a 
solution. 
For n = 1, V^ >v f = f is equivalent to A^D f = 0 where 
1 k \ " ̂  X dv(x) for k = 1,2,3,... . Either A^ = 0 for all 
k = 1,2,3,... in which case V = 6 and any arbitrary function in 
C(IR^) is a solution to the system; or, there is a least positive 
£ 
integer £ such that A^ ^ 0. Then D f = 0 so that f is a 
polynomial of degree less than 
For n exceeding one the systems of partial differential 
equations do not have such obvious solutions. However as a first 
step we may show that the system V^ * f = f always has non-constant 
solutions. 
Proposition 1.5.2 
Let n = 2,3,4,... then there exist non-constant solutions to 
the system of equations (1.5.1). 
Proof 
Let w = If w = ̂  then f : c_.x is always a 
solution to the system v^ f = f for 
(x-t£)dv(_r) = £.x - t£.w = £.X . 
If w 0, with n > 1 we simply choose £ e IR^ so that £ / 
and £.w = 0 to obtain f : x a non-constant solution. 
Next we show, following Flatto [18], that with n > 1 and 
w = ^dvij) or w^ = for i = l,2,...,n how systems with 
w ^ may be simplified. 
Proposition 1.5.3 
n. 
n 
Let n > 1 and f be a C(IR ) solution to the system 
V^ f = f for all real t where w (as above) is non-zero in JR 
Then f(x) = where (j), belonging to , satisfies a 
system rî  >v (j) = (}) for some ri e M̂ CIr'̂  . Moreover, ydTi(y) = 0, 
Proof 
For the general case we refer the reader to Flatto [18]. When 
the measure v^ is discrete, however let 
£ 
^^ = y a. ' J 
where â ,̂ a2, . .., a^ e IR and £2» ^ • 
In this case, 
£ 
w = y a.c. . 
- j£i 3-J 
Let w ^ jO and extend w to a basis {w, û ,̂ u.2, 
for such that iî  • w = 0 for j = l,2,...,n-l. From 
L ^ W = w.^ we obtain (w.D)f = 0 and hence f (x) = where 
~ ii2'—» —n-1'—^ ^^ ^^ element of ^ . Now with 
f(x) = (i)(z), 
£ 
v ^ f (x) = I a (j) fu . (x-tc_ ), . .., u (x-tc ) ^ j — j ^ J v J u i J 
£ 
= I a Hirtd ) 
j=l ^ ^ 
where d. = (u,.c., u„.c., ..., u i.e.) e IR̂  ^ for j = 1,2,... . -3 -1 -J -2 -j' -n-1 -j' 
Hence v^ * f = f may be rewritten as 
(p = n^ 
for all real t where = I e ^̂  (j)̂  J
In addition, we have 
£ Í 
y a.d. = y a.(u,.c,, u^c., ..., u ^.c.) 
j = i J -n-1 -j' 
= (u^ .w, • • • > -Hn-1 
= 0 
in m^-^ 
An important result for n > 1 is one that gives a condition 
for the system (1.5.1) to have only polynomial solutions. We note 
that the statement that the solution space contains only polynomials 
is equivalent to showing the solution space is finite dimensional. 
This was first considered by Flatto [18] and then by Friedman and 
Littman [22], in the case that V is a non-negative measure and 
later by Flatto [19] for discrete measures. 
Here L, C^) = J] A for k = 1,2,3,... and S = R Z(V ) 
^ £ =k ̂  telR 
We note that the condition that the algebraic equations L^U) = 0 
for k = 1,2,3,... has ^ = ̂  as its only common complex root is 
that S = {0}. 
Theorem 1.5.4 
A necessary and sufficient condition that the system (1.5.1) 
admits only polynomial solutions is that S = . 
Proof 
To show the necessity of the condition, suppose that ^ e S 
and ^ Then following Friedman and Littman [22] Theorem 2, we 
claim that if ĝ ^ : Re[(z.x)™], then = 0 for 
k,m = 1,2,3,... (see Appendix D for the details for small m). 
m 
Thus the solution space to V^ f = f is infinite dimensional and 
there exist non-polynomial solutions. We note that, for example, in 
the case of discrete systems, when we may choose ^ to be real, it 
follows that * ^ ^m ^^^^^ ' ü 
Conversely, if S = then if we consider the ideal I in 
z^, ..., z^] spanned by Lj^U) for k = l,2,...,n. It 
follows that the only common zero of I is {o}. Thus, as x 
- j 
vanishes at £ it follows by the Hilbert Nullstellensatz that 
Pi Pi 
x -J 6 I for some integer p.. This is then equivalent to D. f = 0 
J J J 
for j = l,2,...,n and by Proposition 1.3.2, f is a polynomial. 
Corollary 
The system (1.5.1) has non-polynomial solutions if and only if 
there exists a non-zero w in E ^ , such that v^(w) = 0 for all 
real t. 
C H A P T E R TWO 
SYSTEMS WITH DISCRETE MEASURES 
Throughout this chapter we will limit our discussion to the 
following systems of functional equations 
£ 
A^ îV f(x) = y a.f(x-tc.) - f(x) = 0 (2.0.1) . . I
j=l J J 
£ 
are real and a. = 1, and 
1 = 1 ^ 
m 
y * f(x) = I [f(x-ta.) - f(x-tb.)] = 0 (2.0.2) 
j = l 3 J 
for all x e IR^ and all real t. Here a., b., c. € IR^ and a. 
- -2 -3 -3 3 
is called the "weight" of the vertex ĉ ^ for j = We 
recognise that the systems (2.0.1) and (2.0.2) are special cases of 
the system (1.5.1) where the measures 
£ 
X^ = y a . - 6„ 
' a=i ^ -3 -
and 
m 
Ô - s ^ 
ta^ tb. 
are discrete measures since their supports U = c^^, ..., 
and V = {a^, a^, ..., a^, b^, b^, ..., b^} respectively, are finite 
subsets of IR^ . 
Use of the translation y = x - tb in the system of equations 
(2.0.2) yields 
m m-l 
I f(Z-ta') - I fCz-tbp - f(z) = 0 
j=l ^ j=l ^ 
(2.0.3) 
where = a^ ~ —m' ^ ~ l,2,...,m and = ^^ ~ —m ' 
j = 1,2,...,m-l. Thus the system (2.0.2) may be regarded as a special 
case of the system (2.0.1) with £ = 2m-l. 
We will subsequently consider the system (2.0.1) when certain 
conditions are placed on a ^ ^ a ^ , , , . I t may be noted, however, 
that the system (2.0.2) may no longer be regarded as a special case 
of the system (2.0.1) when additional conditions such as a^ > 0 
for j = 1,2,...,£ are imposed. 
§2.1 A Brief Survey of Some Special Cases 
We have already noted in §1.4 the relationship between harmonic 
functions and certain mean-value properties. 
In 1936, Walsh [41] considered the "polygonal mean value 
property", when f satisfies 
Ef(P) = mf(PQ) . (2.1.1) 
Here the summation is taken over all the vertices P of a regular 
2 
polygon with m vertices (called a regular m-gon) in IR with 
centre P^. He showed that for f continuous, f satisfies (2.1.1) 
if and only if f is a harmonic polynomial of degree m-1. We note 
that finding the solution of the system (2.1.1) is often called the 
''ver t ex probi em''. 
Expanding the above cited work, Beckenbach and Reade [3] considered 
the mean value properties 
i^'^o-yo) = lir 
and 
1 
f^^O' V = 1p 
^f(xQ + yQ + n)d^dn (2.1.2) 
f(xQ + yQ + n)ds (2.1.3) 
IS for certain regular m-gons P with centre (x^jyQ), where P 
the area and |p| the length of the perimeter of the m-gon. In both 
of these cases the solution f is a harmonic polynomial of degree 
at most m. Subsequently these writers [4] considered the vertex 
problem for the five regular solids in Ir3. again the solutions 
are certain harmonic polynomials. 
More complete results were given by Flatto [19] in 1963, who also 
presented for regular polyhedra certain generalizations of the vertex 
problem along with a "volume" problem concerning f e C(IR^) , 
satisfying 
1 f(xn + C, Yo + n, z^ + e)d^dnde Ô'-'O'̂ 'O" IP 
where P| is the volume of the regular polyhedron P. 
Further consideration of the "vertex problem" with m = 4 was 
given by Aczel, et.al. [1] in 1968 who considered "general solutions". 
2 
By way of example, it was shown that if f : IR IR is any function 
satisfying a "rectangle" system of equations 
f(x+u,y-l-v) + f(x+u,y-v) + f(x-u,y+v) + f(x-u,y-v) = 4f(x,y) 
(2.1.4) 
for all x,y,u,v € IR, then 
f(x,y) = A(x,y) + B(x) + C(y) + D 
where B and C are arbitrary additive functions, A is an 
arbitrary additive function in each variable and D is a real 
constant. Here, by an additive function B is meant any arbitrary 
solution of Cauchy's equation A(x+y) = A(x) + A(y). Also [1] notes 
that when f satisfies the system (2.1.4) and f is bounded on 
some set of positive measure, then 
f(x,y) = Axy + Bx + Cy + D 
where A, B, C and D are arbitrary constants. It is easy to see 
2 2 this when f e C (IR ) for on successively differentiating the 
system (2.1.4) with respect to u and putting u = 0 we obtain 
2 ODĵ f = 0 and D̂ f̂ = 0. Similarly on differentiating with respect 
2 
to V we obtain OD^f = 0 and D^f = 0 whence, with 0Dĵ D2f = 0, 
we obtain f of the above form. 
We remark t h a t t h e sys tem of e q u a t i o n s ( 2 . 1 . 4 ) i s a s p e c i a l c a se 
of t h e sys t em 
m 
I a f ( x - t a , x^ - t „ a _ , . . . , x - t a . ) = f ( x ) 3 1 1 j l z 2 j 2 n n j n — 
f o r a l l X € and _t e IR^. Such sys tems a long w i t h " g e n e r a l 
s o l u t i o n s " a r e c o n s i d e r e d o u t s i d e t h e scope of t h i s t h e s i s , a s a r e 
sys tems of t h e form 
m 
I a ( x , t ) f [x + ( t ) ) = b ( x , t ) 
i = l ^ 
where : IR and a ^ , b : x m ^ E f o r i = l , 2 , . . . , m , 
a s c o n s i d e r e d by w r i t e r s i n c l u d i n g Swiatak [ 3 8 ] . 
C o n t r a s t i n g w i t h t h e sys tems of f u n c t i o n a l e q u a t i o n s w i t h 
harmonic po l jn iomia l s a s s o l u t i o n s , we have t h o s e sys tems ana logous 
t o t h e wave e q u a t i o n . A number of w r i t e r s i n c l u d i n g Aczel e t . a l . 
[ 1 ] , Baker [ 2 ] , H. Haruk i [ 2 5 ] and McKiernan [ 3 2 ] have observed t h a t 
2 f o r f € C(]R ) , f s a t i s f i e s t h e sys tem 
f ( x , y + t ) + f ( x , y - t ) = f ( x - t , y ) + f(xH-t ,y) 
2 
f o r a l l ( x , y ) e IR and r e a l t i f and on ly i f 
f ( x , y ) = (|)(x+y) + ip(x-y) 
f o r some a r b i t r a r y c o n t i n u o u s f u n c t i o n s (j) and ip. As such , t h e s e 
s o l u t i o n s a r e weak s o l u t i o n s t o t h e p a r t i a l d i f f e r e n t i a l e q u a t i o n 
2 2 
(Dĵ  - D2)f = 0 . A d i s c u s s i o n of t h e c o n t i n u o u s s o l u t i o n s to t h e s e 
and more g e n e r a l sys tems i s g iven i n Chapter 3. 
Another s e t of r e s u l t s i n t h e l i t e r a t u r e conce rn ing sys tems 
( 2 . 0 . 1 ) i s t h a t of t h e c o n d i t i o n s needed on t h e d i s c r e t e measure X 
i n o r d e r t h a t f be a p o l y n o m i a l . One c o n d i t i o n i s t h a t 'no 
combina t ion of a^^, a 2 , . . . , ot^ be z e r o ' , t h a t i s , a . + a . + . . . + a . f̂  0 f o r 1 < i , < i^ . . . < 1 , ^ This i j 12 1 2 k c o n d i t i o n was used by G a r s i a [ 2 3 ] i n h i s Theorem 2, and o t h e r s . 
We have observed in Chapter 1 that a necessary and sufficient 
condition for a general system v^ * f = f to have a finite number 
of linearly independent solutions, or equivalently to have polynomial 
only solutions, is that S = {O} where S = f| Z(v ) . Following 
telR ^ 
work of Friedman and Littman [22] in 1962, Garsia [23] and then 
McKieman [32] showed in effect :-
Theorem 2.1.1 
£ £ 
Let f e CilB^) and A^ = Y a . - 6 with T a. = 1, 
' 3 = 1 J j = l J 
—1' —2* —£ ^ ^ combination of â ,̂ a^, ..., a^ being 
zero. Then if X^ * f = 0 for all real t, f is a polynomial of 
degree not exceeding \ £(£-1). 
We can see using Theorem 1.5.4 that f must be a polynomial. 
£ 
For if £ € S, then \ a.e - ' - 3 - 1 = 0 for all t. With the 
j = l J 
given condition on â ,̂ a^, .. ., a^ it follows that = 0 for 
j = 1,2,...,£. Since ..., span IR^ , it follows that 
^ = £ in ic'̂  . Hence by Theorem 1.5.4, f is a polynomial. 
The proof that the degree of f does not exceed ig £(£-1) uses, 
in part, S3niraietric functions. For details the reader is referred to 
Garsia [23], or McKiernan [32]. 
As an example of when the bound is attained we quote the example 
([45] Theorem 1) of when £ = 4, n = 2, a^ = ol^ = = Oi^ and 
£-2' —2* ^ ^^^ vertices of a certain regular tetrahedron with 
centre Here f may be a harmonic polynomial of maximum degree 6. 
§2.2 General Results for Discrete Measures 
As shown in Theorem 1.5.1 systems (2.0.1) and (2.0.2) are each 
equivalent to an infinite system of homogeneous partial differential 
equations. 
In particular the system (2.0.1) is equivalent to 
\ ( D ) f = 0 (2.2.1) 
for k = 1,2,3,.. . where 
I 
= I a (c .D: 
j = l 
for k = 1,2,3,... . The system (2.0.2) is equivalent to 
\ ® f = 0 (2.2.2) 
for k = 1,2,3,... where 
m , 
N^(D) = I [(a .D)"" - (b .D)*"] 
j = l ^ ^ 
for k = 1,2,3,... . 
As noted by Zalcman [43], using Hilbert*s Basis Theorem, the 
above infinite systems of partial differential equations are each 
equivalent to a finite system. In §2.3 we will determine explicit 
values for the number of partial differential equations in the systems 
of partial differential equations equivalent to the systems (2.0.1) 
and (2.0.2). 
It is of interest to know when the solution spaces of the systems 
(2.0.1) and (2.0.2) contain polynomials only. We recall that (2.0.2) 
is a special case of (2.0.1). The following condition is claimed by 
Flatto [19]. 
A necessary and sufficient condition that the solution space of 
the system (2.0.1) be infinite dimensional is that there exists a 
non-zero real vector u such that ) = 0 for all real c where 
— t c 
P^ = {se : jj . X. ~ c} . 
By Theorem 1.5.5 we have that the solution space of the system 
(2.0,1) is infinite dimensional if there exists a w £ , 
A 
such that = 0 for all real t. 
It appears then that the condition of ^ ^ ^^ equivalent 
n ^ to that there exists a u e TR , u ^ £ such that = 0. 
The sufficiency of the condition is readily verified. Since if 
n ^ there exists a _u e IR , u ^ _0 such that ^^(ü) = 0 we may show 
that ^ solution to the system (2.0.1) and hence the 
solution space is infinite dimensional. 
The converse would appear to remain a conjecture at this stage. 
By Theorem 1.5.5 it follows that there exists a w e , w / ^ 
A 
such that A^(w) = 0 . In his proof Flatto [19] states that one can 
assume ja = Re w is non-zero in . This assumption is an important 
one, however, reasons do not appear to be given. 
We note that when we consider the system (1.5.1) in which the 
measure is not discrete it is quite possible to have S 0 IR^ = 
but S {O} and hence for there to be non-polynomial solutions to 
A 
the system. Recall that S = 11 Z(A ). An example of this is for 
t€lR 
the harmonic functions where, for n = 2, S = {(z,iz) : z e E } / 
but S n IR^ = {£}. We leave as a conjecture the proposition that if 
f € C(3r'^) satisfies A^ >v f = 0 where A is a discrete real 
measure and S n IR^ = {£}, then f must be a polynomial. 
The following Proposition, due to Flatto [20], is of 
assistance in considering the solution of systems with discrete 
measures. 
Proposition 2.2.1 
Let I be an ideal of X = R[x ,x , ...,x J, M = fl Z(f) 
"" f€l 
where Z(f) = {z e IC^ : f(z) = O}. Let a^, a^, ot^ e 3R be such 
£ 
that I a. = 1 and c , c c. e IR" . Suppose that I has 
j = l J i Z -36 
the properties that when _z e M: 
i) az € M for all a e E (the ideal is homogeneous) and 
li) I a. e - j ' - = 1 . 
j = l ^ 
Then I contains a polynomial which factors into real linear 
homogeneous terms. 
Proof 
This proof is based on that of Flatto [20]. 
Let ^ be a non-zero vector in M satisfying the above two 
conditions. Then 
V (c-i .z)a 
I a.e —J — - 1 = 0 
j = l J 
for all complex numbers a. Hence some of the terms ^ y — be 
identical (in fact zero if each of a^, a^, ..., a^ is positive). 
Then R(£) = 11 ( c . - c . ) , ^ = 0 for ^ € M and so by Hilbert's 
Nullstellensatz, we must have R (£) belonging to I. The 
polynomial R has the required properties. 
Flatto [20] proceeds to present a condition under which the 
system of functional equations (2.0.1) is equivalent to a finite 
system of partial differential equations 
M^(D)f = 0 
for k = 1,2,...,M. The next theorem extends part of Flatto's [20] 
Theorem 2.1. 
Theorem 2.2.2 
CO 
Let f € C (IR ) , satisfy the system of partial differential 
equations M.(^)f = 0 , j=l,2,... where each M.(^)f is a 
homogeneous partial differential equation and let I be the ideal 
in generated by M^(D), M^CD), M^(D), ... . 
If I contains a polynomial P with real homogeneous linear factors 
then there exists a positive integer N, a set of integers N 
a^, a^, ot̂  with I ~ ^ ^^^ ^ subset > j9.2 »• • • 
such that f satisfies 
N 
(2.2.3) I a f(x-tc ) = f(x) . 
j = l ^ ^ 
for all X € Ir'̂  and all real t. 
Proof 
The proof is trivial when Mĵ (D̂ ) = w.^ and w ^ For then I 
contains M̂ ^ (D) and so f satisfies f(x) = f(x-t£) for any £ 1 w. 
With the polynomial P satisfying the above condition 
m 
P(D) = \(D)L^(D) 
for some positive integer m and some L ^ W , L^i^), ^^^^^ ^^ 
R [ D ^ , D 2 , . . . a n d so P(D)f = 0. By Proposition 1.3.1 we may write 
m 
f = I f. j=i J 
k' ® k • 
with (a .D) ̂ f. = 0 for j = l,2,...,m where P(D) = n (a .D) 
-J - J j=l ^ 
Then 
kj-1 . 
where (j)̂, •••> ^^^ arbitrary functions in C(IR^ and 
{a., c.^, c.^, .... c. } forms and orthogonal set in IR^ . 
- J -32' -J3' -jn 
Let 
Then 
and 
A^(t)f(x) = f(x+ta^) - f(x) . 
A^(t)f(x) = f(x+2ta ) - 2f(x-ta.) + f(x) J J J 
IR ^ Tl 1 
A^(t)f(x) = I 
^ i=0 
(-1) f(x-(k-i)ta^ 
for k = 3,4,5,... . We then have that 
A.J f. = 0 . J J 
Let 
ki ko k-i 
A(t) = A^'(t)A2^(t) ... . 
It can then be shown that A(t)f = 0 and thus is equivalent to 
equation (2.2.3). Each ĉĵ, ̂ 2» • • • > is a finite linear combination 
N 
of a.̂ , .. ., a^ , a^, . .., a^ e 3Z and 1 GL. = 1. 
Now assume that the system of partial differential equations 
(2.2.1) is equivalent to a single equation L(^)f =0. We may then 
obtain a geometric condition on the measure such that all 
solutions satisfy the system (2.0.1). By Theorem 2.2.2 we may assume 
L = n jC.J 
j = l ^ 
where the denote distinct linear factors. The next theorem is 
also due to Flatto [20]. 
Theorem 2.2.3 
A. The solutions of L(^)f = 0 satisfy (2.0.1) if and only if for 
any line I perpendicular to the hyperplane j = l>2,...,r 
we have 
Ea. X®(c.) = 0 (2.2.3) 1 3 J 
for s = 0,l,...,k.-l where the summation is extended over all c. 
3 -J 
which lie on Z . 
B. The system (2.0.1) is equivalent to the single equation 
L(D)f = 0 if and only if (2.2.3) holds and A has a non-vanishing 
r 
moment of order J] k.. 
j = l J 
§2.3 Equivalent Systems of Partial Differential Equations 
In this section we give further consideration to each of the 
two systems of equations 
and 
for all t e IR where 
X^ >'c f = 0 
y^ f = 0 
(2.3.1) 
(2.3.2) 
. = y a, 
t J = 1 J 
- 6 
with a. = 1 and 
j = l 
m = A 5 - 6 ^ 
As noted before c, , c,,, a^ , a„, ..., a , b, , b„, b e IR 
—i —z —>c —i —z —^ —i —z —m 
and a^, a^, ^ Since without loss of generality ^ ^ = 
the system (2.0.2) may be regarded as a special case of the system 
(2.0.1) when no conditions are imposed on the a^, a^, ..., a^ other 
than y a. = 1. 
j=i ^ 
n 
Recall also that 
]\(D) = I .D) 
^ j=l J J 
and 
m 
N (D) = I 
j = l 
(a •D)'" - (b.-D)*" 
«J J 
Specifically we show that the system (2.0.1) is equivalent to 
the first 1 partial differential equations M^(D)f = 0 , 
k = 1,2,...,£ and the system (2.0.2) is equivalent to the first m 
partial differential equations N (D)f = 0 , k = l,2,...,m. 
K. 
The proof in each case is based on the Fundamental Theorem of 
symmetric functions as applied to the commutative ring 
X = R[D.,D.,...,D ]. 1 2 ' ' n 
Theorem 2.3.1 
00 
Let f e C (IR ) . A necessary and sufficient condition that 
X^ f = 0 for all t e 3R is that M^(D)f = 0 for k = 1,2,...,£. 
Proof 
Let I be the ideal in the commutative ring X generated by 
M^, M^, ..., M^. We firstly show that e 1 for all k € IN . 
Let C. = c,.D for i = 1,2,...,£ and consider in X the J -J -
polynomial 
£ 
g(x) = n (x-c ) 
j=i J 
= x^ - a^x^"^ + ... + (-1)^ a^ 
where â ,̂ a^, O^ are the elementary symmetric functions in 
C^, C^, C^ , so that, for example, ^^ ^ ^ ^^^ 
Thus with g(C^) = 0 for j = 1,2,..., £, from 
£ 
I g(c ) = M^ - + ... + (-1)^ a^ , 
j=l 
it follows that a^ € I . 
From 
£ 
I a ) = I a C 
j = l J J J j = i J J 
cj - + ... + (-i)^a^ 
j = l J J ^ j = l J 3 ^ j = i J J 
! 
for k > 5, and g(C^) = 0 for J = 1 , 2 , i t follows that 
\ = ' ' A - l - + ••• + • 
Hence M^^ e I for all k € IN. 
Now if M^(D)f = 0 for k = 1,2,...,£ it follows that 
l^(D)f = 0 for all k e M and so by Theorem 1.5.1, A^ -a- f = 0. 
Conversely, if A^ * f = 0 by Theorem 1.5.1, we have 
M^(D)f = 0 for all k e IN and so for k = 1,2,...,£. 
Corollary 
Let f e C(]R ) . 
A necessary and sufficient condition that 
A^ Vc f = 0 for all real t is that f is a weak solution of the 
system = 0 for k = 1,2,. .. ,£. 
Proof 
If f € C(IR^) we may choose a sequence {p } of C (IR^) 
m c 
functions such that p^ -a f f locally uniformly as m and 
00 n 
p * f € C (IR ) . Now from A^ * f = 0 for all real t we find 
m t 
that A * f = 0 for all real t and m = 1,2,3,... . By the above 
t m 
Theorem = 0 for k,m = 1,2,3,... and hence f is a weak 
solution of the system = 0 for k = 1,2,3,... . 
Conversely, if f is a weak solution of = 0 for 
k = 1,2,..., write f = £im f^ where Mj^(D)f = 0 for 
m-x» 
k = 1,2,..., and m = 1,2,3,... . From the above A f = 0 for 
t m 
m = 1,2,3,... and as m oo we obtain A^ f = 0. 
As another corollary to this Theorem, we are able to show for 
certain systems of functional equations of the form of (2.0.1) that 
if each of M^(D), M^CD), M^(D) are identically zero, then 
X^ = 0. In this case the solutions to A^ * f = 0 are, of course, 
arbitrary. 
It is necessary to impose conditions on the real numbers 
a^, a^, a^ to infer that when M^(D) = 0 for k = 1,2,...,£ 
then = 0 for k = 1,2,...,£. Consider 
3 
I a f(x-tc ) - f(x) = 0 
j = l ^ ^ 
with = -OL̂  and a^ = 1. Then M^ = M^ = M^ = 0 is satisfied 
^y ~ £2 ^ — with = The most suitable conditions 
appear to be that of Garsia [23] and others: that is, no 
combination of the a^, a^, ..., a^ are zero. 
Corollary 2.3.2 
Let no combination of the a^, a2, ..., a^ be zero. If 
M (D) = 0 for all k = 1,2,...,£ then =_0 for j = 1,2,...£. k J 
Proof 
Using the notation of Theorem 2.3.1 we have 
£ 
0 = I a g(C ) = M^ - -f- ... + + 
j=l 
£ 
where ^ a. = 1. Since M. = 0 for j=l,2,...,£ we obtain 
j=l J ^ 
a^ = 0. Now o^ = C^C^ c^ = 0 means that C^ = 0 for some 
i = 1,2,...,£ and since C. = c..D we have c. = 0 for some 1 —1 — —1 — 
i = 1,2,...,£. 
We repeat the process forming the symmetric functions 
a^, a^, in C^, C2, ..., C^ and if 
- ^ k i 
\ = l a c k = l,2,...i-l,i+l,...,£ and A = la. 
3=1 j=l^ 
H 
we obtain 
and so cr̂.ĵ  = 0 since A ^ 0 for non-redundant systems. Hence 
another ^^r j = 1,2,.. . ,i-l,i+l,. ..,il. 
Continuing this process we obtain ĉ  = ̂  for j = 1,2,3,... . 
We note then that A = I a,6 - 6 = 0 and so any arbitrary 
j = l ^ -3 
function f on IR'̂  satisfies JV f = 0. 
As a consequence to this corollary, when n = 1, we note that 
for the system (2.0.1) that either X^ = 0 or f is a polynomial 
of degree less than i. Since we have A^D f = 0 for k = 1,2,...,£; 
then either \ = 0 for k = 1,2,...,£ whence A^ = 0 or D^f = 0 
for some k < 
As noted before, the system * f = 0 for all t € IR may be 
regarded as a special case of A^ >'c f = 0 for all t e IR . Theorem 
2,3.1 accordingly implies that the solutions to the system y^ :!c f = 0 
are given by the solution to the system of partial differential 
equations N ^ W f = 0 for k = 1,2,. .. ,2m-l. The following Theorem 
shows however that the first m partial differential equations are 
sufficient to determine the solution of the system y^ iV f = 0. 
Theorem 2.3.3 
Let f e C(IR^) . A necessary and sufficient condition that 
y^ iV f = 0 for all real t is that Nĵ (D)f = 0 for k = l,2,...,m. 
Proof 
Suppose, without loss of generality, that f € and that 
N, (D)f = 0 for k = 1,2,...,m. Let A. = a..D, B. = b..D for 
K 3 - J J -J -
m m -
k 1 rr, V k 
— so that N = S, - T, 
k k k 
V h 
j = l,2,...,m, S = I A and T = J B^ 
j=l ^ ^ j=l ^ 
for k € 3N. In addition, let O^ and T^ be the elementary 
symmetric polynomials in A., A., ..., A and B,, B,, B 
i m 1 z m 
respectively for j = l,2,...,m; for example 
a, = A^ + A. + ... + A , i i 2 m * 
a = A A....A , m 1 2 m * 
T = B. + B„ + . . . + B 1 1 2 m 
and 
Then 
T = B B_...B 
m 1 2 m 
where F^ is some polynomial in » * ' ' *' ^m integral 
coefficients and no constant term ĵ so F^(0,0,. . . ,0) = 0 for each 
2 
positive integer k, for example ~ ^2 ^ ~ ^^^ 
S^ = a^ - + 30^ (see Cohn [10] pl57-8). As well, each 
elementary symmetric function a^, o^, ..., a^ is a non-constant 
polynomial in S^, S^, S^, for example ^ and 
a2 = hiS^ - S2). 
Hence, for each positive integer k 
and 
where each G, is some polynomial in S,, S„, ..., S with no K i z m 
constant term for each positive integer k. 
With S^ = T^ + N^ for k = 1,2,3,... we have 
where each H is a polynomial generated by N,, N^, ..., N and K. i Z m 
containing no constant term for k e ]N. With N (D) f = 0 for K. 
k = 1,2,...,m it follows that H, (T,,T„,...,T , N , . . . , N )f = 0 k 1' 2' m' 1' 2* m 
so that S^f = T^f for all positive integers k. That is, if 
N^(D)f = 0 for all k = 1,2,3,...,m it follows that N^(D)f = 0 
for all positive integers k so that y^ f = 0 for all real t. 
The converse is trivial. For if JV f = 0 for all real t, 
then N^(D)f = 0 for all k e N by Theorem 1.5.1 and so for 
k = 1,2,...,m. 
An illustration of this theorem is given for m = 2, in which case 
the system f = 0 for all real t may be written (see §3.3 
for the details) as 
f(x-tu) + f(x-tv) = f(x) + fQ£-t(u+v+w)) 
for vectors ]u,v,w e IR̂  . Thus if U = ji.̂ , V = v.^ and W = w.^, 
we find that 
N^(D) = -W 
N^CD) = -2UV - W[W + 2(U+V)] 
and 
N (D) = "(U+V+W)^ + U^ + V^ K. 
= UVP^_2(U,V) + WQ^_^(U,V,W) 
for k = 3,4,5,... where P^(U,V) and Qj^(U,V,W) are certain 
polynomials of degree k. 
Now since N^(D)f = 0 and N ^ W f = 0 we have Wf = 0 and 
(UV)f = 0. Hence N̂ f̂ = 0 for k = 3,4,5,... showing that the 
first two partial differential equations are equivalent to the 
infinite system N^(D)f = 0 for k = 1,2,3,... . 
The following Corollary is the counterpart of Corollary 2.3.2 
for the system ^̂  f = 0 . 
Corollary 2.3.4 
Let A = {a, ... ,a } c , B = {b, ... ,b } c and i ¿- "~in ~i —z "~m 
= I "" k k . If N^(D) = 0 for k = l,2,...,m 
j = l 
then A = B. 
Proof 
Let S^, Tĵ , a^, T^ and G^ for k = l,2,...,m be as 
described in Theorem 2.3.3. With \ = 0 ^^ then have S^ = T^ for 
k = 1,2,...,m. 
Now 
= v^i '^a V 
= \ 
for k = 1,2,...,m. 
Hence 
m m 
n (x-A.) = n (x-B ) 
j=l ^ j=l ^ 
for all X € X (whether or not any of the A^, k^, ..., A^ are 
distinct). It then follows that {Â ^ »A^,.. . = {B^ ,B2,.. . , 
and with A^ = B^ entailing that a^ = ̂  for j,k = l,2,...,m, 
we have A = B. 
As a consequence, if * i = 0 for all t e H and if 
N, (D) = 0 for k = l,2,...,m, then f is an arbitrary function. K. ~~ 
§2.4 More on the System * f = 0 
The follwoing proposition serves to draw together various forms 
of notation and concepts associated with the system of functional 
equations f = 0 for all real t. We will again use 
? r k k 
^ j = l L 3 J _ 
Proposition 2.4.1 
When y^ f = 0 for all t e H the following are equivalent 
i) (D-^y^X^) = 0 for all £ such that 1^1 = l,2,...,m , 
ii) N ^ U ) = 0 for all ^ e and k = 1,2,3,... , 
iii) s = n z(yJ = , 
t€lR 
iv) A = B where A = { a , , . . . , a } and B = {b,,b ,...,b } and —1 —z -in —i —Z -~m 
v) f is an arbitrary function on wP' . 
Proof 
Assume (D — = 0 for all q such that 1^1 = l,2,...,m. 
We have that 
m 
= I 
-ta-!.z -tb-i.z 
e —J e —J — 
and so 
m 
a A - b A 
l-J -3 J 
= 0 (D^fi )(0) = (-t) ̂  I 
" ^ j = l 
for all multi-indeces £ such that |q| = 1,2,...,m and t e IR . 
Hence we obtain 
m 
I 
3 = 1 
= 0 . ^ - b A 
J -3 . 
for all £ such that £ = l,2,...,m. 
(2.4.1) 
Now 
m 
NfeU) = I 
j = l 
(a z)'' - (b.-z)"" J ^ — 
j = l l£|=k 
a.^ - b.^ 
-J -] 
and using equation (2.3.1) we have \ ( z ) = 0 for k = 1,2,... ,in. 
Hence by Theorem 2.3.3 N U ) = 0 for k = 1,2,3,... and for any 
z e TC'', 
When N, (£) = 0 for all _z e and k = 1,2,3,... consider 
m 
I e —J 
j = l 
m 
y 
CO 
y 1 L 
i = l kio 
00 
Y L 
k=0 k! 
00 
Y L 
k=0 k! 
I 
j = l 
(a .z)^ -
•J J 
N, (z) . (2.4.2) 
With = 0 for all z e IC , k = 1,2,3,..., ŷ (_z) = 0 for 
all z e i:^ , So S = IC^ . 
Given y^(^) = 0 for all _z e we obtain using (2.4.2) 
,n that = 0 for all ^ e IC and k = 1,2,3,... . By Corollary 
2.3.4 A = B and f is arbitrary. 
n 
Given that f is an arbitrary function on IR choose 
f(x) = e-'-. Consider 
z .X y^ * e = 
z.(x-r) . , . e - dy^(r) 
Z.X A , . = e- - y^(z) 
and since ^ e — = 0, and e~'~ ^ 0 and the above holds for any 
A 
Z.X 
^ e IR^ we have y^ = 0. Hence (D-^y^)(0) = 0 for all £ such 
that = 1,2,... ,m. 
We now seek an analogue to Theorem 2.1.1 for the system (2.0.2) 
to have polynomial only solutions. Since systems of the form (2.0.2) 
do not satisfy the conditions of Theorem 2.1.1, a new approach is 
necessary. For this, we use well known facts about S^, the group 
of permutations on m symbols (see, for example, [7]). For a e S^, 
set 
^ ^ = a. - b ^ 
— a. —1 — a, 
J J 
for j = 1,2,...,m and 
^ a,' a , a 
1 2 m 
the subspace spanned by H Q » ii Q ' • • •» H Q ^^ ^ • 
1 2 n 
For the system (2.0.2) we also define the order p as 
p = min{dim U : a e S } . 
a m 
Some applications of this concept are now given. 
Theorem 2.4.2 
A necessary and sufficient condition that the system (2.0.2) 
admit only polynomial solutions is that p = n. 
Proof 
From Theorem 1.5.4 it suffices to show that S = if and 
only if p = n. 
In the case that p < n, we can find a O e S^ such that 
dim U < n. Then U and hence there exists a non-zero 
a o 
vector V in IR^ such that v.u ^ = 0 . So v.a^ = v.b ^ for 
3 J 
j = l,2,...,m. Let f(x) = 4>(v.x). Then 
m m 
I f(2i-tb,) = I (P 
j=l J j=l 
m 
= I ĉ  
j = l 
v.x - tb .V - - -aj 
v.x - tâ ^ . V 
m 
= I f(x-ta.) . 
j = l ^ 
As ({) is any arbitrary C(]R) function, the system (2.0.2) has 
non-polynomial solutions when p < n. 
Conversely if p = n we have that if £ e S then P^C^) = 0 
for all real t so that with 
in ^ , \ 
= [ ( e - ' ^ j - e-'ij 
J = 1 
we find ^ ^ ~ J ~ l,2,...,m and all a e . 
3 ^ 
With U^ = m ^ for each ci e S^ it follows that S = {O}. So, by 
Theorem 1.5.1 the system (2.0.2) admits only polynomials as solutions. 
In general, for the system y^ * f = 0, we note that if p = 0, 
then u = 0 for there exists a a € S such that dim U^ = 0 
'̂ t m 0 
whence ^ = for j = l,2,...,m. 
j ^ 
We note that for the system y^ y? f = 0 when n = 1, then either 
p = 0 with y^ = 0 or p = 1 with y^ ^ 0. In this case from 
Corollary 2.3.4, f is a polynomial of degree less than m, as we 
have D^f = 0 for at least one k e {1,2,...,m}. In fact if n = 1 
in the system (2.0.2) for S = the only solutions are only 
polynomials of degree less than m. 
When n > 1, the case of p = 1 is also of interest. It follows 
that there exists a a e S such that dim = 1. Let U^ = [u] 
m a a — 
for a non-zero vector u in Ir'̂  and write b = a. + a.u. The 
system (2.0.2) then takes the form 
m 
so that 
3 = 1 ^ 
x-t(a.+a. u)y - f(x-ta.) 
J J J J 
m 
= I (A.+a.U)*^ - A^ 
^ J J J 
Here A^ " -̂ j j = l,2,...,m, U = u.D and P^(D) is a 
homogeneous linear partial differential operator of order k-1 with 
m 
Pi CD) = a, . This result may be compared with the results of 
j = l ^ 
Theorem 2.2.3. 
CHAPTER THREE 
SOME SPECIAL CASES 
In this chapter we are concerned with a number of special cases 
of the system of equations 
m 
* f(x) = I [f(x-ta.) - f(x-tb.)] = 0 (3.0.1) 
j = l ^ ^ 
.n 
for all X e m and for all real t. As in Chapter 2, 
a^,a«,...,a , b , , . . . , b e IR^ and we seek continuous solutions 
—i —z —m —i —z — m 
valid on . 
J.A. Baker [2] considered the system of functional equations 
f(x+t,y) + f(x-t,y) = f(x,y+t) + f(x,y-t) (3.0.2) 
2 
for f € C(IR. ) and for all real numbers x, y and t. He showed 
using standard techniques of regularization, and differentiation with 
respect to t, that 
f(x,y) = (i)(x+y) + 4j(x-y) 
where (p, ip are arbitrary functions in C(IR) . In 1970, H. Haruki 
[25] arrived at the same solution for this system using an interesting 
method which we will discuss further in §3.3. 
This same system of equations (3.0.2) was also considered by 
Kucharzewski [29] and McKiernan [32] who showed that the general 
solution of the system (3.0.2) is 
f(x,y) = (pCx-hy) + \Jj(x-y) + A(x,y) 
where (p, ip are arbitrary functions in C(1R) and A is an 
arbitrary skew-symmetric bi-additive function. 
It will be beyond the scope of this chapter (and thesis) to 
consider such general solutions. Hence, all Theorems and Lemmas will 
be stated in terms of functions in C(Ir") although we often require 
the functions to be infinitely differentiable in the proofs. We will 
show, in one case, how we may use the process of regularization to 
make this step and otherwise, without restatement, we claim that 
regularization gives the required result. It will also be noted that 
in this case the results could be equally well stated in terms of 
locally integrable functions on IR^ . 
Let B = . .. ,a^,b^,b2,. . . . The remainder of this 
chapter will treat various special cases in detail. Section 3.1 is 
concerned with the case when B is the set of vertices of a regular 
2 
polygon with 2m sides in IR . Section 3.2 discusses the case where 
B is the set of vertices of an affine regular parallelepiped. Both 
of these systems are of order 1. The remaining sections concern other 
specialized cases. 
§3.1 2m-Gons in IR^ 
In this section, we seek continuous solutions to the system 
m 
J] f(x - t cos 2TTj/m, y - t sin 2TTj/m) 
j = l 
(3.1.1) 
m 
= ^ f[x - t cos(2j+l)7T/m, y - t sin(2j+l)'fT/m)) 
j = l 
2 
for all (x,y) e IR and t e IR . It may be seen that this special 
case of the system (3.0.1) corresponds to a , , b , , . . . , a ,b —1 —i —I —I —m —m 
being the 2m vertices of a regular polygon (a 2m-gon) with 
a = (1,0). 
—m 
In seeking a solution to the system (3.1.1) it is convenient to 
use complex variables, with z = x + i y , z . D = x D ^ + yD^ and 
g(z) = f(x,y). The system (3.1.1), then becomes with w = exp(iTr/m) 
2m-l 
I (-l)^g(z-twJ) = 0 (3.1.2) 
j=0 
for all z £ E and t e ]R . 
We recall, using Theorem 2.3.3, that the system (3.1.1) is 
equivalent to the system of partial differential equations 
N^(D)f = 0 
for k = l,2,...,m where 
m 
N J D ) = I 
 r- ^ 
(D,cos 2 7 T j / m + D.sin 2 7 r j / m ) 
j = lL. 
Dj^cos(2j+l)Tr/m + D2sin(2j+l)7T/m'^ 
It then follows that the system (3.1.2) is equivalent to the system 
L^(D)g = 0 
for k = l,2,...,m where 
2m-l/ . . 
L, (D) = I [-DJ(wJD)^ 
^ j=0 
and 
w^D = I (w^ + w ^ - Y - )D2 . 
We will use the following Lemmas to find the solutions to the 
system. 
Lemma 3.1.1 
Let m be a positive integer and n be any integer. Then 
2m-1 
I (-l)^w^'^ is 2m if n is an odd multiple of m and zero 
j=0 
otherwise. 
Proof 
If n is an odd multiple of m, then w^ = -1 and 
2m-l . . 2m-l 
I ( - l ) V ^ = I 1 = 2m. 
j=0 j=0 
If n is any other integer, then w^ ^ -1 and 
2m-1 
I ( - i ) V -
j=0 
2m-1 
I (-w^)^ 
3=0 
1-w 
2mn 
14w 
n 
= 0 
since w 
2mn 
= 1. 
Lemma 3 .1 . 2 
2m-1 . . 
Let L, (D) = I (-l)^(w^D)^ for k = l , 2 , . 
^ 3=0 
Then = 0 for k = l,2, . . . ,ra-l and 
. ,m. 
L (D) = m2 
m 
1-m m 
Proof 
We have that for k = l , 2 , . . . , m 
2m-1 
L, (D) = I (-1)^ 
j=0 
I (w^ + w^ - I (w^ w ^ ) 
k 
= 2-^ I 
r=0 
. .xk-r^ r^ k-r. 
(-1) D^ D^ 
where 
2m-1 
= I (-l)^(w^ + - wj ^ . 
3=0 
Now expanding binomially we have 
r k-r 
° p=0 q=0 
r 
IPJ 
k-r 
I q 
(-l)^-^-^B 
k,p,q 
where 
k ,P , q .LQ 
By Lemma 3 . 1 . 1 , B, is 2m if 2p + 2q - k is an odd 
multiple of m and zero otherwise. Recall that 0 < r < k, 
0 < p < r and 0 < q < k - r , so that 0 < p + q < k and 
-k $ 2p + 2q - k < k . (3.1.3) 
Now when k = 1,2,..., or m - 1, by (3.1. 3), 2p + 2q - k can 
never be an odd multiple of m . Hence B, = 0 for 
k , P , q 
k = 1,2,... ,in-l. It follows that A, = 0 and L, (D) = 0 for 
k,in,r k 
k = l,2,...,in-l. 
When k = m we have that 
-m < 2p + 2q - m < m 
and so 2p + 2q - m is an odd multiple of m at 2p + 2q - m = -m, 
that is at p = q = 0, or at 2p + 2q - m = m , which is at p = r , 
q = m - r. Hence when p = q = 0 and when p = r and q = m - r 
we have that B, = 2m, otherwise B, = 0. It follows then 
k,p,q k,p,q 
that 
m,m, r 
f N 
r m-r 
0 
s / 
r m-r 
r 
N J 
m-r 
N / 
= 2m[l + (-1)"^ 
and so 
m 
L (D) = 2"" I 
" r=0 
(-i) Dĵ  D^ 2mLl + (-1) J 
= m 2 
1-m 
(D^-iD^)"" + (D^ + iD^)"" 
Lemma 3.1.3 
Let m be a positive integer, w = expCifr/m), 
U c , x , y ) = (c+c)x - i(c-c)y 
for any c e IC and 
P (x,y) = (x-iy)™ + (x+iy)^ . 
m 
Then 
m 
P (x,y) = k n Z(w^,x,y) if m is odd 
m m . T 
J = 1 
m 
= k n K^MT ^,x,y) if m is even 
J = 1 
w h e r e k , k a r e s o m e c o n s t a n t s , m m 
P r o o f 
T h e r e s u l t i s t r u e i f x = 0 a n d s o w e a s s u m e x ^ 0 a n d s e t 
t = y / x . 
C o n s i d e r 
Q ^ ( t ) = ( 1 - i t ) ™ + ( 1 + i t ) " ' . 
D e f i n e c o m p l e x n u m b e r s t , , t „ , . . . , t b y ( w ^ , 1 , t . ) = 0 s o 
1 2 m ^ 3 
i t j = ( w ^ + w ^ ) / ( w ^ - w ^ ) . 
T h e n 
Q ^ ( t . ) = ( - 2 w ^ ) " ' + ( w J - w - J 
= 2 ^ - 1 ) + ( - 1 ) 5 ( w ^ - w ^ 
= 0 
w h e n m i s o d d , f o r j = l , 2 , . . . , m - l . I f j = m , Z . ( w ™ , x , y ) = 2 x 
a n d P j ^ ( 0 , y ) = = 0 f o r m o d d , h e n c e h a s 
X a s a f a c t o r . 
N e x t , i f 1 $ j , k ^ m , w e f i n d t h a t f o r j ^ k , t . ^ t , 3 
s i n c e i f s o , w - w = 0 o r s i n ( j - k ) T T / m = 0 a 
c o n t r a d i c t i o n . S o w i t h Q j j ^ ^ t ) b e i n g a p o l y n o m i a l o f d e g r e e m - 1 
( f o r m o d d ) , Q ^ ^ ^ ^ ) d i s t i n c t z e r o e s t ^ , t ^ , 
a n d s o w e o b t a i n t h e r e q u i r e d f o r m f o r P ^ ( x , y ) . 
I f m i s a n e v e n i n t e g e r , a g a i n a s s u m e x ^ 0 a n d l e t 
i - t ^ 
t = y / x . L e t S j ^ , s ^ , s ^ b e f o u n d f r o m ( w ^ , l , s j = 0 
s o 
T h e n 
i s . = ( w - ^ + w ) / ( w - ^ - w ) . 
since m is even, for j = 1,2,...,m. Next s. ̂  ŝ  if 
J k 
l ^ j , k $ m , j ^ k, for if so, again sin( j-k)7r/m = 0 a 
contradiction. So, when m is even, knowing Q^(t) has m distinct 
zeroes, P^(x,y) has the above form. 
Theorem 3.1.4 
Let f e . 
and only if 
i) for m odd 
m 
Then f satisfies the system (3.1.1) if 
f(x,y) = I (}) [(sin j iT/m)x - (cos j 7r/m)y] 
and 
j=i ̂  
ii) for m even 
in T— 
f(x,y) = (j). (sin(j-l̂ )7T/m)x - (cos(j4̂ )iT/m)y 
j = l 3 L J 
for arbitrary functions (i)̂ ,̂ ' *' * ̂ m ^^ C™(3R). 
Proof 
By Lemma 3.1.2 and Theorem 2.3.3 the system (3.1.1) is 
equivalent to the single partial differential equation L^(^)f 
By the use of Lemma 3.1.3 
= 0 , 
m — 
m 
k J (w^.D) if m is odd 
"3=1 
m 
k y (ŵ '̂ .̂D) if m is even 
^ j = l 
for some constants k and k . Hence, since m m ' 
vr̂ .D =cos j Ti/m D̂^ + sin j Tr/m D2 we obtain the above solutions. 
As an illustration consider the case of when m = 2, 
w = exp i, = k^i-h /2 T)^ + h /2 D^) (h y^ T)^ + h ^ D^) 
for some constant k^ and hence 
f(x,y) = (j). [h /2(x+y)} + [h /2{x-y)) for arbitrary functions 
2 2 2 (¡>2 in C (IR) is the solution in C (IR ) to the system 
f(x+t,y) + f(x-t,y) = f(x,y+t) + f(x,y-t) 
2 for all (x,y) in IR and for all real t. 
We note that Theorem 3.1.4 could be extended to systems (3.0.1) 
where a., b,, a„, b^, ..., a , b are the respective vertices of an —i —i —¿ —Z —m —m 
affine equivalent to a regular 2m-gon. Clearly the system (3.0.1) is 
then equivalent to one partial differential equation of order m. 
For details of special cases we refer the reader to the next section 
with m = 2 (parallelograms or affine squares) and §3.3 with m = 3 
(affine regular hexagons). 
The following would appear to be an open conjecture at this stage, 
Let n = 2. If the system (3.0.1) is equivalent to a single partial 
differential equation L (D)f = 0 of order m; then a., b,, a^, b„, m — —i —I —L 
.... a , b form the vertices of an affine regular polygon. —m —Tn 
Towards the establishment of such a result we note from Theorem 
2.2.3 that L has linear factors, and that Theorem 2.2.4 may apply m 
2 
to determine the geometry of the 2m points in IR . For a 
discussion of this when m = 3, see Theorem 3.4.2. 
§3.2 Affine Hypercubes in IR" 
We call after H. Haruki [26], the following system of functional 
equations a system of "square" functional equations 
f(x-t,y-t) - f(x+t,y-t) - f(x-t,y+t) + f(x+t,y+t) = 0 (3.2.1) 
for all real x, y and t. 
A system of "parallelogram" functional equations has the form 
f(x - t(u+v)} - f(x-tu) - f(x-tv) + f(x) = 0 (3.2.2) 
2 
for all 2E. ̂  ^ > t € IR where u and v are linearly 
2 
independent vectors in IR . 
A parallelogram is called an "affine square" and the system 
(3.2.2) may be transformed into a system of the form (3.2.1) by an 
affine transformation (see Chapter 1). Let f(x) = g(Ax+b) and 
^ = Ajc 4- ̂  where the rows of the 2x2 matrix A are the vectors 2_u' 
and 2v' for {_u',v'} reciprocal to {ii,v}, that is 
A = 2 
v' 
and b = (t,t), for all x € IR^ and t € IR. The system (3.2.2) 
now becomes 
gCX - t(2,2) + (t,t)]g[x - t(2,0) + (t,t)] 
- gCx - t(0,2) + (t,t)] + gCx + (t,t)] = 0 
which is a system of square functional equations. 
By differentiating the system (3.2.1) twice with respect to t 
and putting t = 0 we obtain = 0 and hence 
f(x,y) = (i)(x) + i|;(y) 
for arbitrary functions (f) and in C(R). In the same way the 
system (3.2.2) can be shown to be equivalent to the single 
differential equation (u.D)(v.D)f = 0 and hence 
f(x) = (i)(u'.x) + li^(v'.x) 
for arbitrary functions (j) and ijj in C(R) where i u ' ^ is 
reciprocal to {u,v} in ]R" . 
The following system of functional equations is known as the 
"cube" system for f e C(IR ) , 
f(x-t,y-t,z-t) - f(x-t,y-t,z+t) - f(x-t,y+t,z-t) 
+ f(x~t,y+t,z+t) - f(x+t,y-t,z~t) + f(x+t,y-t,z+t) 
+ f(x+t,y+t,z-t) - f(x+t,y+t,z+t) = 0 (3.2.3) 
for all real x, y, z and t. It can be shown that the system is 
equivalent to Dĵ D̂ D̂ f = 0 and hence that 
f(x,y,z) = (j)(x,y) + i|;(x,z) + e ( y , z ) 
2 where cj), ifj, 0 are arbitrary C(IR ) functions. 
When {e,, e„, ..., e } is the standard basis for IR̂  , set —i —z —n 
n. = n 
j=i 
n 
- 6 ^ te. -te. 
' -3 -3 
n 
It is noted (see Laird [30]) that if £, . = ±1, s = J £ 
^3 P PJ 
then 
= (-1)^ y s . . t p p 
Here the summation is taken over the terms representing the 
vertices of a hypercube in IR̂  . For f e C(IR^) , we call * f = 0 
for all real t, the system of "hypercube" functional equations, 
noting that when n = 2 the system is (3.2.1), and when n = 3, the 
system is (3.2.3). We note that these systems are also of order 1. 
The following theorem concerns the solution f to a system of 
hypercube functional equations. We begin with a useful Lemma. 
Lemma 3.2.1 
Let g € C(IR^) and K be a compact subset of IR̂  with non-
empty interior. If 
g(x-ti)di = 0 
for all X € m^ and t € IR, then g = 0. 
Proof 
Assume the given condition holds, and furthermore, g ^ 0 so 
that g(_b) ̂  0 for some b e Ir'̂  . Without loss of generality 
suppose that g(^) > 0. Since g is continuous, there exists a 
neighbourhood G of ^ on which g is positive. On choosing t 
sufficiently small so that ^ - t^ e G for all ^ e K, we have 
g(b^-tpd^ > 0 
K 
a contradiction. Hence g = 0 in Ir'̂  . 
Theorem 3.2.2 
n 
Let n. = n sic r6 - 6 1 and f e C(IR^) . t . , te. -te. 
3 = 1 -J -jJ 
n 
Then r] * f - 0 for all real t if and only if f = J 6. where 
^ j = l J 
each 0. is an arbitrary function independent of x. for j = l,2,...,n. 
3 J 
Proof 
Let g j W = ^2' ^j-1' ^n^ 
n 
and assume f(x) = I g.(x). Now ¡6 " ^ 1 * " ^ and so 
j = l ^ ^ ^ -3 -J 
n 
1 yc f = I n. g = 0. 
^ J 
Conversely, for f e C(IR^) , assume n̂ . * f = 0 for all real t. 
n Let E^ be the characteristic function of the hypercube [-t,t] 
and T = D,D„...D . If f e Ĉ CIr'̂ ) we use the fact that 1 z n 
E^ * Tf(x) = 
rl rl r 
-1 ' 
9 • • 
-1 
D.D^ . . . D f ( x - t r ) d r 1 2 n — — — 
= n̂ . * f ( x ) 
to obtain E^ Tf = 0 for a l l real t . Hence by Lemma 3 .2 .1 , 
n 
Tf = 0 and so f = where each 6. i s independent of x . . 
j= l J J J 
I f , however, f i s merely continuous on IR^ , choose a sequence 
r 1 °° n 
{p J- of C (IR ) functions so that p f f l o ca l l y uniformly m c "̂m 
as m ^ 00. Let h = T(p -k f ) so that, from n * f = 0, we have m m t 
n^ * (p * f ) = 0 and therefore Ê  * h = 0 for a l l real t . Thus t m t m 
h^ = 0 f or m= 1 , 2 , 3 , . . . . Now set for each g e , 
Sg(x) = g(x) - I [ g ( x ) ] = 0 + 1 I [ g (x ) ]^ 
j = l j j= l k>l j ^ 
n - . . . + ( -1 ) g(0) . 
Now with 
o o 
r^i 
Tg(r)dr = Sg(x) 
we have, since h^ = 0, S(p^ * f) = 0 for each m = 1 , 2 , 3 , . . . m 
Let m 00 to get , with p^ * f f , Sf = 0. Then c lear ly , in 
n 
e f f e c t , f = l e 
j = i J 
We also note that i t i s possible to give a direct proof of the 
su f f i c i ency part of the theorem, assuming f e c'^CIr") , at least 
when n = 2 and n = 3. For the detai ls of the n = 2 case see 
§3.3. 
.n 
For a basis {u^, u^, Uĵ } of IR we set 
n 
K = n 
j = l 
- 6 tu. - t u . -J - 3 ' 
and we c a l l K^ * f = 0, f or a l l real t , a system of a f f ine 
hypercube functional equations. Theorem 3.2.2 then has an extension 
to the following theorem. 
Theorem 3.2.3 
Let f € C(IR^) . A necessary and sufficient condition that f 
satisfies K^ >v f = 0 for all real t is that 
n 
f(x) = I (P. 
j = l ^ 
.n-1. 
for any arbitrary functions c})̂ , (p^, ,,., (p̂  in C(IR ) where 
U.2, u^} is a basis for IR^ with reciprocal basis 
{uj^, U2, ...» u^} . 
Proof 
Let f(x) = g(Ax+]b) and ^ = where 
A = -2 
iil 
u 
and b = (t,t,...,t) € for all x € IR^ , t e IR 
Then 
K * f(x) = K^ g(AxfM 
= n^ g(x) = 0 
and hence using Theorem 3.2.2 
n 
g(y) = I e 
j=i J 
where each is independent of y^. Since X = A^ ^^^^ 
n 
j=l ^^ J 
, u . X 
-il — 
§3.3 Tetrahedrons in IR 
n 
We consider the system of functional equations 
2 
y * f(x) = [ [f(x-ta.) - f(x-tb )] = 0 
j = l 3 J 
(3.3.1) 
for all X. ̂  ^ ^ ^^^ ^^^ real t where â »̂ ^^^ 
vertices of a tetrahedron in IR^ . We call this tetrahedron "degenerate" 
if any two vertices of opposite weight coincide or if more than two 
of the vertices lie on one straight line in IR^ . Otherwise it is 
"non-degenerate". 
We shall present three different methods of solution of the 
system y^ f = 0 for all real t. The first is applicable only to 
2 
non-degenerate parallelograms in IR . The second uses a method due 
to Haruki [25] when the figure is a parallelogram in IR^ (degenerate 
or non-degenerate). Thirdly we find solutions for the general tetra-
hedron in IR^ using the system of two partial differential equations 
which is equivalent to the system y^ * f = 0 for all real t. 
Letting X ~ ii " ^ à-i ~ —1* Z ~ ^2 ~ —1' 
w = ^^ + - a.̂  - £2 ^^ find that the system (3.3.1) is equivalent 
to the system 
f(l) + f(j-t(u+v+w)) = f(jZ-tu) + f(^-tv) (3.3.2) 
for all X ^ ^ ^ » t € IR. 
We refer again to the discussion in the previous section 3.2 
concerning parallelogram functional equations with m = 2 = n. 
The next theorem presents an extension of Haruki's method [25] 
to parallelograms embedded in IR^ . 
Theorem 3.3.1 
2 
If f € C(IR ) , a necessary and sufficient condition that f 
satisfies 
f(x) + f(x-t(u+v)) = f(x-tu) + f(x-tv) (3.3.3) 
for all x e IR^ and t e IR is that 
i) when ju, v are linearly independent _u, v, ^u^, ..., 
is a basis for Ir'̂  with reciprocal basis u_J vj ...» 
u 
-ti 
f(x) = (l)(u'.x> Jtiyii» • • • » ii^-ii) + i iyx , u^-x) 
where (j), are arbitrary continuous functions on , and 
i i ) when u ^ £ and v = ou for some a e 3R, a ^ 0 if 
Hi ^^^ ii^» ^ is an orthonormal basis for , 
f(x) = (u.x)ci)(u«.x, u .x) + i|;(u^.x, u .x) 
z —n — —z — —n — 
where ( p , i(j are arbitrary continuous functions on . 
Proof 
The sufficiency of the respective conditions are easily verified 
and we omit the details. 
To show the converse for i) let = u., }l2 ~ X ^^^ 
ii2> •*•> iijî  ^ basis for Ir'̂  with reciprocal basis 
{uj^, u^, . . . , i ^ } . Now define g £ C(JR^) by g(x) = f(x) where 
y. = (Vif 72» • • • » y^) ^ith y = for j = l , 2 , . . . , n so that the 
J J 
system (3 . 3 . 3 ) becomes 
g(l) + gfe-tCe^+e^)) = g(l-te^) + g(:^-te2) ( 3 . 3 . 4 ) 
for all X ^ ^ ^ ' t e IR with e^ = ( 1 , 0 , . . . , 0 ) and 
£2 = ( 0 , 1 , 0 , . . . , 0 ) . 
Following Haruki [25], we now let EFGH be any rectangle with 
sides parallel to the coordinate axes OX̂ ^ and 0X2» When the 
lengths EF and FG are commensurable, with EF : FG = m : n for 
m, n positive integers, subdivision of EFGH into mn squares and 
the appropriate use of equation (3 .3 .4 ) mn times followed by 
addition of the appropriate identities gives 
g(E) + g(G) = g(F) + g(H). ( 3 . 3 . 5 ) 
When the lengths of EF and FG are incommensurable, we 
approximate EFGH by a sequence of rectangles {E^F^GpHp} where 
EpFp and F^G^ have commensurable lengths. Use of 
g(Ep) + g(Gp) = g(Fp) + g(Hp) and the continuity of g then gives 
equation (3.2.5) for all rectangles EFGH with sides parallel to 
the axes OX^ and OX^. Hence 
g(l) + gC^+re^+se^) = gCj^+re^ + gij+se^) (3.3.6) 
for all r,s e IR and j; e m ^ . 
Now set h(s,y) = gi^+se^) - giy_) so from equation (3.2.6) 
h(s,x^rep = h(s,x) for all r. Hence h(s,x) is independent of 
y^, say h(s,x) = . .. where (p e C(IR^) . From 
g^Z+se^^) - = (s,y2,...,y^), put y^ = 0 and then replace s by 
y2 to obtain 
Hence f is of the required form. 
For the converse to part ii), the case of a degenerate 
parallelogram, let {u^, U2, u^} be an orthonormal basis with 
Hi " u/Ilull . We set f(x) = where y, = x.u. to obtain J J 
g(z) + g (y-t (1+Oi) e = g(x-te^) + g(x-taep 
for all ^ e IR^ and t e IR. The same procedure as described 
above also applies to a degenerate rectangle and we then obtain 
g(z) + = g(x+rep + 
for all e IR^ and r,s € IR. Now set h(s,j^) = ~ g(x) 
to find that h ( s = h(s,^) for all r e IR. Then h is 
independent of y^ and so we may write 
g(y+se^) - g(y) = (i)(s,y2,...,y^) (3.3.7) 
for 
some (p e C(IR ) . In this case, we find that 
(i)(ms,y2,. . . ,y^) = m(p(s,y^,. . . , initially for all positive integers 
m, then rationals m, and using the continuity of (j), for all m € IR. 
Thus (f) is linear in its first variable. Then, in equation ( 3 . 2 . 7 ) 
put Yĵ  = 0 and then replace s by y^ to obtain 
for Q, ip e C(IR^ . Hence f is of the required form when f 
satisfies the system ( 3 . 3 . 3 ) and _u is parallel to v. We note 
that if one of u., v are zero in Ir'̂  , then equation ( 3 . 3 . 3 ) is 
satisfied by all functions on IR^ . 
We proceed to find solutions to the general system ( 3 . 3 . 2 ) , 
noting that the figure is a parallelogram, possibly degenerate, if 
and only if w = 
When we have f e and the system ( 3 . 3 . 2 ) holds for all 
e , t £ IR we may differentiate the system once and twice with 
respect to t and put t = 0 to obtain 
(w.D)f = 0 ( 3 . 3 . 8 ) 
and 
n n 
( 3 . 3 . 9 ) 
where 
and 
j=l k=l ^^ ^ 
w.D = w^D, + w„D„ + . . . + w^D 
1 1 2 z n n 
In the case of a parallelogram with w = Theorem 3 . 3 . 1 may 
be shown by use of ( 3 . 3 . 9 ) , which yields for f e C (JR^) the 
equation (u .D ) (v .D ) f = 0. 
The following Lemma refers to the geometry of the tetrahedron 
and will be used in the succeeding Theorem 3 . 3 . 3 . 
Lemma 3.3.2 
Let 
i) w ^ in m^ , 
ii) {w^jw^,. . . be any basis for IR^ with ŵ ^ = w and 
w.w^ = 0 for j = 2,3,...,n and 
iii) b and c in IR^ ^ be given by b. , = u.w. ~ ~ ^ j-1 
and = v.w^ for j = 2,3,...,n. 
Then u., v, w are coplanar if and only if ^ is parallel to c in 
IR and the tetrahedron is a trapezium, possibly degenerate, if 
and only if ^ = £ or ^ = _0. 
Proof 
The condition that _u, v, w be coplanar is equivalent to 
ii> Z> ^^^ hence _u, v, w being linearly dependent in IR̂  , 
that is om + 3V + Y^ = ̂  fô ^ scalars a, B, Y not all zero. In 
this case with w ^ and 3 and Y are not both zero, we then obtain 
a_b + = ̂  in IR^ ^ so ^ is parallel to £. 
Conversely, if ^ is parallel to £ with a^ + = _0 where 
a, 3 are scalars, let _z = aja + 3v in IR^ . We then have w^ ._z = 0 
for j = 2,3,...,n. Hence ^ = Y^ for some Y ^ IR and so w, u., v 
are linearly dependent and coplanar. 
The condition that u_ be parallel to + w is equivalent to 
au + 3w = 0 for some non-zero scalars a, 3» Thus ^ = 
Similarly, if v is parallel to v + w, we have _c = Conversely, 
if ^ = _0, ii'̂ j ^ j ^ 2,3,...,n and so as above, u is 
parallel to w. Likewise for _c = 
Hence the tetrahedron is a trapezium if and only if ^ = jO or 
c = 0. 
We also note that the tetrahedron is a trapezium in IR^ if and 
only if w is parallel to u. or w is parallel to v. 
Theorem 3.3.3 
Let f € C (IR^) and w ^ A necessary and sufficient 
condition that f satisfies the system (3.3.2) is that 
i) if n ^ 3 and if jj, v, w are non-coplanar 
f(x) = ^(u'.x, uj.x, ..., u'.x) + nCv'.x, u!.x, u'.x) 
— — — — — — — ¿ ^ — — 
where i^'ii'Z*-!:^»• • • »iiĵ ^ ^^ ^ basis that extends {w,_u,v} with 
reciprocal basis {w* ,_u' , v' ,.. . , 
ii) if n ^ 2 and if u, w are coplanar but do not form 
a trapezium, 
f(x) = (v'.x)^(v3.x, v^.x) + v^.x) 
where • • • basis for that extends {w,v}, 
with reciprocal basis { w ' , v ' . . . , and 
iii) if n ^ 1 and _u, v, w forms a trapezium, possibly 
degenerate, 
f(x) = (})(w2.x, w^-x» 
where "tî jŴ  . . . is any basis for IR^ such that w.w^ = 0 
for j = 2,3,...,n. 
XI 3 
Here n are arbitrary C (IR ) functions and is an 
00 1 
arbitrary C (IR ) function. 
Proof 
Again, the sufficiency of each of the respective conditions is 
easily verified, and we omit the details. 
00 n 
For the converse, if f e C (3R ) and if f satisfies the system 
(3.3.2) it then satisfies equation (3.3.8). We have then that 
f(2c) = (¡)(̂ ) where (¡) € c ( m ) , 
where w , w ^ , • " , is any basis for Ir'^ subject to w.w^ = 0 
for i = 2,3,... 
,n. Hence if b and c are as defined in Lemma 
3.3.2, f satisfies (3.3.2) and f(x) = as above, we have 
+ (i)(x-t(b+c)) = (j)(x-tb) + (pCx-tc) (3.3.10) 
for all e ^ , t e IR . We may note, as also observed by Flatto 
[18] for similar systems, that if we differentiate equation (3.3.10) 
once and put t = 0, a trivial equation results. 
It then follows that if u, v , w form a trapezium, by Lemma 
3.3.2, ^ = or c _ = 0 and so equation (3.3.10) holds for any 
oo n—1 
function in C (IR ) . 
Continuing with the proof of the necessity for case i) with the 
bases as defined above, we see that w._u' = 0, w.v' = 0 and X'iij ~ ^ 
for j = 4,5,. . . ,n, ^ = (u' .u., v ' i^.u, ...» .yn'—^ ~ • • • >0) 
and c = (u'.v, v'. v , j ^ . v , ..., u^-v) = (0,1,0,... ,0) = The 
equation (3.3.10) on being twice differentiated with respect to t 
and put t to zero gives D^D^cl) = 0. Hence f is of the required 
form. 
For case ii), with the bases defined above, in the statement set 
' —3 ^ —3' • * •' ^ ^ ' ^ ^ ^^^^ ^ ^ £ ^^^ 
2 
equation (3.3.10) then gives D̂ cj) = 0. Hence f is of the required 
form. Case iii) corresponding to trapeziums follows, as there is no 
constraint on (p e C (Ir'^ . 
§3.4 Hexagons in IR 
Another s p e c i a l case o f the sys tem ( 3 . 0 . 1 ) , f o r n = 2, i s the 
sy s tem of " hexagon " f u n c t i o n a l equa t i on s . When m = 3 and n = 2, 
l e t a^ = jO, a^ = a + £ , a^ = b + b^ = a, b ̂  = b and 
b^ = £ + £ + w so that the system ( 3 . 0 . 1 ) becomes 
f ( x ) + f [ x - t ( a + £ ) ) + f ( x - t ( b + £ ) } ^^^^^^^ 
= f ( x - t a ) + f ( x - t b ) + f (2L-t(£+3.+5^)} » 
wh ich i s c a l l e d a sy s tem o f "hexagon " f u n c t i o n a l equat ions f o r a l l 
r e a l t . 
We w i l l exc lude degenerate c a se s , when two o r more v e r t i c e s o f 
o p p o s i t e we ight c o i n c i de . 
Theorem 3 . 4 . 1 
Let w iî  jO and w' be a non-zero vec to r such that w ' . w = 0. 
Let 
" + - ( w ' . p ) ( w ' . q ) 
and 
M^ = (w ' . a) (w' .b) (w' . £ + w' .£) . 
2 
I f f £ C(1R ) , then f o r f to s a t i s f y the system ( 3 . 4 . 1 ) i t i s a 
n e c e s s a r y and s u f f i c i e n t c o n d i t i o n that 
i ) when M^ ^ 0, f ( x ) = A ( w ' . x ) + B , 
i i ) when M^ = 0 , ^ 0, f ( x ) = E ( w ' . x ) ^ + F ( w ' . x ) + G 
and 
i i i ) when M^ = M^ = 0, f ( x ) = ^l^Cw'.x) 
where A, B, E , F, G are a r b i t r a r y r e a l con s tan t s and (¡) i s an 
a r b i t r a r y C(1R) f u n c t i o n . 
Proof 
The sufficiency of conditions i), ii) and iii) is easily shown. 
Conversely, assume without loss of generality that f is thrice 
differentiable, differentiate the system (3.4.1) with respect to t 
and put t = 0 to obtain (w.D)f = 0. Hence f(x) = (i)(w'.x) 
where w* ._u = 0. Letting w' .x = y, w' .a. = a', w' = b' , 
w* = q' and w ' = p' the system (3.4.1) becomes 
(i>(y) + (i)(y-t(a'+p')) + (i)(y-t(b'+q')} 
= Hv-ta') + (i)(y-tb') + 4)(y-t(p'+q')) (3.4.2) 
for all y, t e R . 
Differentiating the system (3.4.2) three times with respect to 
t and putting t = 0 the partial differential equations are 
i) trivial (which is consistent with the observation in 
Lemma 1.5.3) 
2 
ii) M^D = 0 where M2 = a'p' + b'q' - p'q' and 
iii) when M^ = 0, M^D^ = 0 for M^ = a'b'(p'+q'). 
Hence the solutions are as given above. 
We may note that if w ^ jO and M^ = M^ = 0 then the vertices 
of the hexagon all lie in pairs of points with opposite weights on 
lines parallel to w. This is an illustration of Theorem 2.2.4. 
When w = 0 let A = a.D, B = b.D, P = p.D, Q = q.D and 
differentiate the system (3.4.1) twice and three times with respect 
to t and put t = 0 to obtain 
and 
where 
L2(D)f = 0 
L3(D)f = 0 
L^CD) = 2(AP+BQ-PQ) 
and 
L^(D) = 3(A+B+P+Q)L2(D) - 3AB(PH-Q) . 
We note that when w = ̂  and L̂ CjD) = L^(^) = 0, by Corollary 
2 
2.3.4 we have {0, _a+2, ̂ q } = {a, b, £+£> and any arbitrary C(]R ) 
function f satisfies ĉ f = 0 for all real t. 
Theorem 3.4.2 
2 
Let f € C(]R ) , w = L^CD) = 0 and 13(0) ^ 0. The system 
(3.4.1) holds if and only if 
f(x) = (J)(a-̂ .x) + liJ(b-̂ .x) + e((p+q)-^.x} 
for arbitrary functions (p, ipy 0 in C(]R) where a."̂, ̂  and 
are such that a..̂"*" = 0, = 0 and (£+£)•(£+£)= 0. 
Proof 
The proof follows immediately since the system (3.4.1) is 
equivalent to L3(D)f = 0 and 1^(0) = -3AB(P+Q). 
Under these restrictions the hexagon attains a special geometric 
configuration in that the vertices must lie in pairs of points with 
opposite weights on lines parallel to a, ̂  and (p+q)• The 
figure is thus an affine regular hexagon. 
When 1^2® ^ ^ ^^^ solutions to the system (3.4.1) are not 
obvious. We present only one of many special cases. 
Proposition 3.4.3 
Let w = L2(D) ^ 0 and a, b, ^ be parallel. A 
2 
necessary and sufficient condition that f e C(1R ) satisfies the 
system (3.4.1) is that f(x) = (i)(p'̂ .x) + ( £ . x ) where is 
any vector in IR̂  with £•*•.£ = 0 and (j), ip are arbitrary 
oo 2 
functions in C (IR ) . 
Proof 
The sufficiency is readily verified. 
Conversely, when a = op, ^ = 3£, £ = X£ for some real constants 
a , 3, X then 
L^CD) = (a+3X-3)P^ 
and 
L^CD) = [a3(l+A) + (a+3+l+A)(a+3X-3)]P^. 
Hence f(2c) = + for arbitrary functions (j), ip 
in C°°(3R) . 
§3.5 Eight Points in IR^ 
3 
An arbitrary set of eight points in IR may or may not define 
a solid figure. When the eight points do define a solid with six 
plane faces we will call it a hexahedron. We do not consider the 
degenerate case of when two or more vertices coincide. Again we will 
state all theorems in terms of functions in C(Ir'^) , using regularization 
to assume if need be that the relevant functions are infinitely 
differentiable. 
One obvious case of this configuration is the cube or 
parallelepiped which is constrained by three independent vectors in 
, the eight points lying in pairs with opposite weights on lines 
parallel to these three vectors. We refer the reader to Theorem 
3.2.3 in this case. 
We next consider the eight points lying on two sets of four 
parallel lines. When the eight points are denoted by A , B, C, D, 
E, F, G , 0 without loss of generality we let OD = u, FB = a^u, 
GD = au, EA = a^u, OF = v, CB = GE = 6v and DA = 32V. We also 
set OG = w and note that for the figure to be non-degenerate, u, 
V, w are linearly independent. 
G E 
D 
1 
I 
1 
1 
1 V 
/ 
/ 
B 
It follows that the figure will be bounded by six plane faces and 
hence be a hexahedron. The two faces ACGE and BDOF will each be 
parallelograms and be parallel to each other. We also have â ^ = 1, 
a = a^, = 1, 3 = 32 and we set y = I - a3. The case of a = 1 
and 3 = 1 is a parallelepiped and is excluded. 
Theorem 3.5.1 
3 
Let f € C(]R ) . A necessary and sufficient condition that f 
satisfy 
f(£-t_u) + f(x-tv) + f(x-tw) + f [x-t(w+au+6v)) 
= f(x-t(u+v)} + f (x-t(w-hxu)) + f[x-t(w+3v)) + f(x) 
3 
for all X ^ ® ^^^ Te.a.1 t, is that 
i) if Y 0 
f(x) = (j)(u\x, w \ x ) + i|i(v'.x, w'.£) , and 
ii) if Y = 0 
f(x) = (j)(u'.x, w'.x) + 'i^Cv'.x» ^'-iS) + Q^CX) + e2(Y) 
+ e^CZX + (l-a)Y] + 9^C(3-a)X - (1+3)Y] 
where X = (l-3)ii'.x - (l-ot)v\x and Y = 2v'. x - (l-3)w'.x. 
3 
Here {u',v',w'} is the basis reciprocal to in IR , ip 
2 
are arbitrary C(1R ) functions and 62, 9^ are arbitrary 
C(TR) functions. 
Proof 
The s u f f i c i e n c y of i ) and i i ) f o l l o w s by s u b s t i t u t i o n . 
C o n v e r s e l y , without l o s s of g e n e r a l i t y we assume f e 
and d i f f e r e n t i a t e the system ( 3 . 5 . 1 ) four t imes w i t h r e s p e c t to t 
and put t = 0 to o b t a i n f o r k = 1 , 2 , 3 , . . . 
where 
L ^ ( D ) f = 0 
L^(D) = 0 
and 
Hence 
and 
L2(D) = Y ( u . D ) ( v . D ) 
L^(D) = [P3(D) - a 3 Q 3 ( D ) ] ( u . D ) ( v . D ) 
^4(0) = [P^CD) - a 3 Q ^ ( D ) ] ( u . D ) ( v . D ) 
P3(D) = 3(U+V) 
Q^CD) = 3(aU+3V+2W) 
P^(D) = + 6UV 
Q^(D) = + B^V^ + 3W^ + 3W(aU+3V)] + 6a3UV 
f o r U = u. D, V = v . D , and W = w.D. 
When Y ^ 0 , L ^ ( P ) f = 0 , k = 1 , 2 , 3 , 4 i s e q u i v a l e n t to the 
s i n g l e p a r t i a l d i f f e r e n t i a l e q u a t i o n ( u . ^ ) ( v . D ) f = 0 and hence 
f ( x ) = (j)(u'.x> v ' - i i ) a r b i t r a r y f u n c t i o n s (py ip 
o 
i n C(IR ) . As u s u a l , i i i ' » v * ,w'} i s the b a s i s r e c i p r o c a l to 
3 
{u.,v,w} i n ]R . 
I f however y = 0, L^CD) = 0, 
and 
L^(D) = 3[2W + ( 1 - 3 ) V + ( l - a ) U ] U V 
1^4(5) = 4 { ( l - a ^ ) U ^ + + 3W^ - 3aUW - 33VW}UV 
Using = 0 we obtain 
f(x) = c{)(v'.x, w'.x) + w'.x) + e(X,Y) 
where X = (l-3)u'.x - (l-a)v'.x and Y = 2v'.x - (l-3)w'.x-
After some calculation we may show that 
L^(D)e = 4(l-3)^D^D2[-(l-a)D^+2D2][(l4-3)D2+(a-3)D2]e 
= 0 
and hence 
0(x,Y) = e^(x) + e^CY)+ 03[2x+(l-a)Y] + e^[(3-a)X-(l+3)Y] 
and f(x) has the required form. 
We now consider the case of when the eight points lie on only one 
set of four parallel lines. For example AB = â û, DC = <̂ 2—> 
FE = a^u, GO = Ot̂ u. The system of functional equations may be written 
4 
I [f (x-t(a -m u)) - f(x-ta^)] = 0 (3.5.2) 
j=l ^ J ^ 
3 for all X e TR , t e IR. In the following theorem let 
4 3 
and {_u, jî , n^} be any basis for IR which extends ju. = I -
j = l ̂  
As usual {u', u^, _U2} denotes the basis reciprocal to û̂ » 
3 in H . 
Theorem 3.5.2 
00 3 
Let f e C (]R ) and c f 0, then f satisfies the system 
(3.5.2) if and only if f(x) = (l̂ iû .x, Uyx) where (j) is an 
arbitrary function on C (3R ). 
Proof 
The sufficiency follows by substitution. 
Conversely, differentiate the system (3.5.2) k times with 
respect to t and put t = 0 to obtain 
where 
and 
for k = 2,3,4,... . 
Lĵ (D)f = 0 
Lĵ (D) = c u.D 
k 
Y 
Ip=1 .p. 
(u.D) p-1 
i=l ^ ^ 
(u.D) 
When c 0 the system L^(D)f = 0, k = 1,2,3,... is 
equivalent to the single partial differential equation (u.D)f = 0, 
hence the solution is as given. 
When c = 0 and when we do not have the points lying on at 
least one set of four parallel lines the calculation of a solution 
to the functional equation, using the equivalent set of four partial 
differential equations, becomes quite complicated. 
One example of the case of one set of parallel lines with "c = 0" 
is the system 
f (x-t(a,B,l)) + f(x-tep + f(x-te2) + f(x-te^) 
= f(x-t(e^+e^)) + f(x-t(£2+£3)) + f (x-t(a,6,0)} + f(x) (3.5.3) 
3 
for all X ^ fo^ real t where a 1, 
e^ = (1,0,0), = (0,1,0) and e^ = (0,0,1). 
Proposition 3.5.3 
00 3 
Let f € C (IR ) . A necessary and sufficient condition that f 
satisfy the system (3.5.3) is that 
f(x,y,z) = (i)(x,y) + xe^(z) + + e3(X) 
00 2 where X = (3-1)x - (a-l)y, (j) is an arbitrary function in C (IR ) , 
00 and 0^, 0^, are arbitrary C (IR) functions, 
Proof 
The sufficiency follows by substitution. 
Conversely, we know, from Theorem 2.3.3, that the system (3.5.3) 
is equivalent to L^(D)f = 0 for k = 1,2,3,4 where 
= (aD^+3D2+D3)^ + D^ + D^ + D^ - - (02+03)^ - (aD^+BD^)^ 
Now L^(D) = 0 and L^CD) = [(a-l)D^ + (3-1)D2]D3 so that 
L2(D)f = 0 implies that f(x,y,z) = (|)(x,y) + (3-l)x-(a-l)y,z]. 
2 
After some calculation we may show L3(^)f = -6D̂ D2iiJ(u,z) = 0 and so 
li;(u,z) = ue^(z) + e2(z) + 03(u). 
To complete this section we present a special case of a hexahedron 
with six plane faces and no set of four parallel edges. 
We consider the functional equation 
f{x-t(h, h, h)) + f(x-tep + f(x-te2) + f(x-te3) 
= f 
'2 2 
f 
2̂ ^ 21 2 2 X-t 
.3' 3, 0 
+ f x - t 
V. .3' 
0, 3j 
J 
+ f x - t 
r 3. 
(3.5.4) 
+ f(x) oj j J JJ ̂  ~ 
for all X e IR^ , t e H . 
Proposition 3.5.4 
00 3 
Let f £ C (]R ) . A necessary and sufficient condition that f 
satisfy the system (3.5.4) is that 
f(x,y,z) = a(x-y)(y-z)(x-z) + 3[(x-y)^ + 2(x-y)(y-z)] 
+ YC2(x-y)(y-z) + (y-z)^] + e(x-y) 
+ K(y-z) + X 
for real constants a, 3, Y» 
Proof 
The sufficiency follows by substitution. 
Conversely, differentiate the system (3.5.4) with respect to t 
and put t = 0 to obtain 
(D^ + D2 + D^)f = 0. 
Hence f(x,y,z) = (p(x-y,y-z) , where if u = x - y , v = y 
have 
- z we 
(i)(u-t,v) + (j)(u+t,v-t) + (i)(u,v+t) 
= V - -J tj + u - - t , v + - ^ t + U + ^ t , V (3.5.5) 
Now by Theorem 2.3.3 we have that the system (3.5.5) is equivalent 
to the system of two partial differential equations 
({) = 0 (3.5.6) 
- = 0 . (3.5.7) 
3 3 Combining these two equations we find that D̂ cj) = 0 and D̂cî  = 0 
giving that (p is a polynomial in u and v with highest order 
2 2 term u v . Reapplying the equation (3.5.6) we find that 
2 2 (i)(u,v) = auv(u+v) + 3(u +2uv) + y ( v +2uv) + €u + kv + A 
for arbitrary real constants a, B, Y, e, k, X. Hence f has the 
required form. 
CHAPTER FOUR 
SOME FINITE SYSTEMS 
§4.1 A Survey of Some Known Results 
In this chapter, we consider systems of functional equations 
* f = 0 
for all t belonging to a finite subset F of IR, We are 
particularly interested in those systems for which the solutions to 
the system X^ * f = 0 for all t e F are identical to the solutions 
of the system A^ * f = 0 for all real t. 
Perhaps the most basic example is the following classical 
theorem. 
Theorem 4.1.1 
Let f € C(]R). If f(x) = f(x-a) and f(x) = f(x-b) for all 
real x, where a and b are incommensurable real numbers, then f 
is constant. 
A proof may be given using Fourier series. Letting a = ZTT and 
A 1 f(n) = 27r f(t)e^^^dt, the Fourier series expansion of f is 
I and (T̂ f)''(n) = With T^f = f, we then have 
neZ 
(l-e^^^)f(n) = 0 for all n £ Z. As b / 2 T r is irrational, e^^^ 1 
and so f(n) = 0 for all non-negative integers n, showing that f 
is constant. 
For f € C^(IR) satisfying the system f(x) = f(x-t) for all 
real x and t, we would quickly obtain Df = 0 and hence f is 
constant. 
The first multivariate example of a finite system of functional 
equations A^ ĉ f = 0 yielding the same solution as that of 
X^ * f = 0 for all real t is perhaps due to Delsarte [12]. He also 
showed this by classical means using Fourier series. 
Theorem 4.1.2 
Let f € C(]R^) . If f satisfies 
f(x+t,y+t) + f(x-t,y-t) = f(x+t,y-t) + f(x-t,y+t) 
for t = a^, a^, a^ where a^, a^, a^ are mutually incommensurable, 
then f(x,y) = (j)(x) + ii(y) for some C(IR) functions (f) and ip. 
An extension of this result was given by Laird [30] in 1980. 
Using the notation of our Theorem 3.2.2, the following was shown for 
hypercubes in IR̂  . 
Theorem 4.1.3 
Let f € C(]R^) and n^ f = 0 for t = a^, a^y 
where a^, a^, ...» ^^^^ mutually incommensurable. Then 
n 
f = Ye, where each 6, is independent of x. for j = 1,2,...,n. 
j=i J ^ ^ 
The proof used in [30] is based on the following Theorem. Here 
E^ denotes the characteristic function of the hypercube bounded by 
the hyperplanes x^ = ±t for j = l,2,...,n. 
Theorem 4.1.4 
Let f £ C(]R^) and E^ f = 0 for t = a^, a^, ..., 
where a^, a^, ^ +i ^^^ mutually incommensurable. Then f = 0. 
In turn, the proof by Laird [30] of this result uses the fact 
that the measure E^ can be written as a certain product measure, 
and an extension to Theorem 4.1.1 for functions of one variable. 
It may also be noted that this "three squares" theorem has been shown 
by Berenstein and Taylor [5] using advanced topics from the theory 
of mean periodic functions. For further details of these functions, 
we refer to Appendix C. 
Another important theorem concerning finite systems of equations, 
of the form V^ -a f = f, is Delsarte's "two radius" theorem. This 
theorem may be stated. 
Theorem 4.1.5 
Let cj) be a twice differentiable function defined on IR̂  that 
satisfies the mean value property over all spheres of radius ŝ^ and 
over all spheres of radius 32- Let 
S = : J (z ) = 0, z. ^ 0 for j = 1,2} where J is the n 1 2 p^ p' ' J J » p 
Bessel function of order p = i^(n-2). If ^ ^n' ^^^^ ^ ^^ 
harmonic on IR̂  . 
There are four known proofs, the first is due to Delsarte [12], 
[14] (see also Delsarte and Lions [13]) using the theory of 
transmutation operators and the second was given by Flatto [20] in 
1965, employing the theory of the iterated spherical mean. A third, 
due to Zalcman [42] in 1972, uses Fourier transforms. The fourth 
proof of Brown et al [9] in 1973, is a consequence of a general 
theorem which relies on more advanced considerations. In addition, 
each of these proofs uses the theory of mean periodic functions. 
The approach used in this chapter is a different one to that 
described above, and we restrict our attention to certain special 
cases. It is, however, quite possible that our methods, based on the 
Hilbert Nullstellensatz would extend to more general systems of 
functional equations, at least of the form X^ f = 0 where X is 
a discrete measure. 
As an illustration of this method, we use it in an alternative 
proof of Theorem 4.1.1. 
Assuming that f(x) = f(x-t) for all real x and t e F = {a,b} 
where a and b are incommensurable, we have lî  5'c f = 0 for t = a,b 
where = - 6. Let S^, = f) Z(y^). Now since ii^(z) = - 1 A A —tz ^vy^). Now since li^(z) = 
teF 
we have Z(y^) = {2mTri/t : m e E }. Using a/b ^ we have m = n = 0 
hence S^ = {O}. Since S = S ^ c s^ we obtain S = {O} and by 
m 
Theorem 1.5.4, f is a polynomial. Let f(x) = I A^x and 
r k k 
consider I A, [(x-t) - x ] = 0. Equating the coefficient of 
m-1 X to zero we find that A t m = 0 . As t ^ O , A = 0 if m ^ O 
m m 
and so f is a constant. 
§4.2 New Results 
We begin this section with some Lemmas of independent interest. 
Lemma 4.2.1 
Let T = {tj^, t^y ^^ ^ ^^^ mutually 
incommensurable non-zero real numbers, F = {kt : t e T, k = l,2,...,m} 
and let A = {a,, a„, ..., a } and B = {b , b , ..., b } be 
i z m i z m 
subsets of E . If 
m f K 
I [e^j^ - e^j^J = 0 C4.2.1) 
j = l 
for all t £ F then A = B. 
Proof 
We commence by showing that 
L .z-e J ^ = 
j=l j=l 
for all t £ T. 
I z-e^j^J = I [z-e^J^J (4.2.2) 
Let 
a^ t 
a .(t) = I e-j^ , 
j = l 
a,(t) = I e ^ j V k ^ = I 
j,k=l j,k=l 
j<k j<k 
and 
a (t) = ... e^mt = e(ai+a2+.. . + a j t 
m 
Pl(t) = I e^j^ , 
3 = 1 
p,(t) = I e^j'e'^kt = I ,(bj+bk)t^ 
j,k=l j,k=l 
j<k j<k 
p (t) = . 
m 
If we can show a^^Ct) = pj^(t), 02(t) = P2(t), 
a (t) = p (t) for t £ T we will have that (4.2.2) is true, 
m m 
Since (4.2.1) is true for all t € F, we certainly have that 
a^(t) = Pj^(t) for all t e l . 
Let S (t) = I (e^j^)^ = I e^j^^ 
j = l j = l 
and 
T (t) = I = I e^jqt 
1 j=l j=l 
where q = 1,2,...,m. 
Now since (4.2.1) is true for all t £ F we have S^(t) = T^(t) 
for q = 1,2,,..,m and t £ T. 
Given aj^(t) = p^(t) for all t £ T we will show 
a.(t) = p.(t) for j = 1,2,...,in when t £ T. 
J J 
Assume that aj,(t) = P^(t) for i = l,2,...,k<in and consider 
+ ... + 
and 
+ ... + 
(see, for example, van der Waerden [39] plOl). 
Since o.(t) = Pj(t), j = 1,2,..., k and 
Sq(t) = T^(t), q = 1,2,...,m for t € T then 
for t e T and hence = for t € T. 
Hence we have (4.2.2) for t e T. 
Let z = e^^^, t € T so that we have 
" bit a,t e - e J-n 
3 = 1 
= 0 
f o r a l l t 6 T. Then e^^^ = e^j^ f o r t e T and some 
j € { l , 2 , . . , , m } . Now fo r each t e T, we have b^t - ^ j t (mod 27ri) 
f o r some j e { l , 2 , . . . , m } . W i th T hav ing m-Hl e lements , we f i n d 
t h a t ( f o r some j e { l , 2 , . . . , m } ) we have b^t^ E a^t^ (mod 27ri) 
and b^t^ E a^ t^ (mod 27ri) . S i n ce t^^/t^ i Q, we must have b^ = a^ 
f o r some i e { 1 , 2 , . . . , m } . 
Equation (4.2.2) then becomes the product of only m-1 terms. 
Reorder {a^, a^, ...» a^} if need be so that b̂ ^ = â .̂ Then let 
z = e^^t ^^^ ^^ follows that b^ = â  for some j = 2,3,...,m. 
Continue in this fashion to show A = B. 
We observe that the result of equation (4.2.1) holding for all 
t € IR implying that A = B is a standard one. Whether the condition 
of (4.2.1) holding for all t € T as opposed to t e F is sufficient 
to ensure A = B remains to us a conjecture. 
Lemma 4.2.2 
Let y € M (m'^) . Then if £ is a multi-index and u : X X P 
^t ^ ^ = I ^^^ liLi - p - a 
T. q ^ 
(0) 
where 
Pi P2 n 
1 = 1 I ... I . 
q$£ qi=0 q2=0 q^=0 
Proof 
Consider 
Using 
n n t — 
rr r n pJ 
n I 
j=i qj=o 
= I U 
x^ J h - r . ) ^ dy^(r) 
(-r)'ldyjr) . 
q A 
(0) = 
we obtain the required result. 
(-r)^ dy^(r) 
Lemma 4.2.3 
m 
Let n > 1. For the system y^ ĉ f = 0 where S = then 
> 1 and at least two of L^(D), L2(D), ..., Ljĵ (D) are non-zero. 
Proof 
Suppose that n > 1 and only one, say, (D) of L^(D), L ^ W , 
..., L ^ W is non-zero. Then as a consequence of Proposition 2.2.1, 
j 
L. has linear factors, say L.(D) = 11 (a, .D) . Then clearly 
S = fl Z(]i ) i {0}. The result follows, 
tell 
As a consequence of this Lemma we have that if only one of 
D^y^(Q) 0 for = l,2,...,m, then S {O}. 
We now consider, with n = 2 and m = 3 a »six quadrilateral 
theorem'. By an affine transformation, if need be, we may without 
loss of generality state our system of functional equations to be of 
the form 
y^ * fix) = f (x-t(l-Kx,l+6)) + f(x) - f(x-t(l,0)) 
- f(x-t(a,l)) 
= 0 (4.2.3) 
2 for all X e IR and real t. 
For a quadrilateral that is not a trapezium we require that 
a3 ^ 0. If this system holds for all real t, we have from §3.3 
2 
that D^f = 0 and D^ f = 0 so that f(x,y) = Ax + B for 
arbitrary constants A and B. To show that f has this form when 
f satisfies the system (4.2.3) for all t e F we must firstly show 
that f is a polynomial. 
Lemma 4.2.4 
2 
Let f € C(]R ) and satisfy the system (4.2.3) for all t e F. 
Then f is a pol3niomial . 
Proof 
For y^ as defined in equation (4.2.3) we have 
= + 1 _ itz _ -t(az+w) 
By Lemma 4.2.1 we have 
{z(l+a) + w(l+3), 0} = {z, az + w}. 
Hence either z + a z + w + w B = z and z = 0 so that z = w = 0, 
or z + az + w + w3 = otz + w and z = 0 and again 
A z = w = 0. We have then that the only complex zero of lî (̂ ) = 0 
is at _z = 0. Therefore S = f] Z(ij ) = {O}. From S = S c S 
teF iK 
and ^ € S, it follows that S = Hence by Theorem 1.5.4 f is 
a polynomial. 
Theorem 4.2.5 
Let f € C(IR^) , a3 0 and F = {t^, 2t^, t^, 2t2, t^, 2t^} 
where t^, t^j t^ are three mutually incommensurable non-zero real 
numbers. A necessary and sufficient condition that f satisfy 
* f = 0 as given in equation (4.2.3) for all t e F is that 
f(x,y) = Ax + B for arbitrary real constants A and B. 
Proof 
The sufficiency follows by substitution. 
Conversely let f satisfy y^ f = 0 for all t e F . Then 
by Lemma 4.2.4 f is a polynomial, say, of degree 
Assume that £ > 1. 
il 
Let f = ^ f. where each f. is a homogeneous polynomial 
j=0 ^ j ^ ^ 
of degree j with f,(x,y) = a , x^ y . From Lemma 4.2.2, 
J k = 0 
we see that * fj is a polynomial of degree less than j since 
0 (0) = 0. Moreover, y^ vc f^ is the only part of y^ f to contain 
terms of degree £-1. Writing these terms as (y^ * we find 
a, 3 
, , a 3 
that in this case, where u r> - (x,y) x y , 
z 
^«k t ' • k. 
k=0 ^ 
Z-l 
I 
= I 
k=0 
ku 
£-k,k-l 
(0) + (£-k)u 
£-k-l,k 
(0)" 
£ 
= 0 
since (0) = -Bt, = 0 and f = 0. 
Using 3t ^ 0 and Q , ^^^ linearly 
independent we find that ^ ^ ^ 1,2,...,5, and so 
f„ = cu„ ^ where c = a. 
Now consider (y^ * = (Vî  * ^^t * 
cu 
£-2,0 
2 A 
(0) 
and 
Using y^ f = 0 it follows that 
£ - 1 , £-l-k k-1 . 
kx y = 0 . 
k=l 
Dividing by t 0 and equating powers of x and y to zero gives 
that 0 for k = 2,3,...,£-l and from k = 1, 
tc£(£-l)a - = 0 . 
Letting t = t^ and t = t^ where t^, t^ e T, t^ t^ we 
obtain with Z > 1 that c = 0. Thus a^ ^ = 0 for k = 0,1,2,... , Jl. 
This contradicts the statement that f is a polynomial of degree 
Hence £ < 1 or f(x,y) = Ex + Gy + H. 
Now y^ f = 0 only if G = 0 and therefore f(x,y) = Ex + H 
for arbitrary constants E and H. 
In a similar way we obtain a "twelve hexagons theorem". Without 
loss of generality we may assume the "system of hexagon functional 
equations" takes the following form -
U^ * f(x) = f(x) + f(x-t(a+p)) + f[x-t 
- f(x-ta) - f(x-t_b) - f (x-t(p+q+w)) = 0 (4.2.7) 
2 
for all 
€ ]R and t e 3R , and arbitrary vectors a, p, b, q and 
w = (0,3) e m ^ . 
Theorem 4.2.6 
Let T = {tj^, t^, t^, t^} be a set of four incommensurable 
non -zero real numbers and F = {kt : t € T, k = 1,2,3}. Also let 
3 ^ 0 and 0, and C = a^p^ + b^q^^ - Piq^. For 
f e C(IR^) , f satisfies (4.2.7) for all x e TR^ and t £ F if 
and only if 
i) f(x) = Ax^ + B when C ^ 0, or 
ii) f(x) = Ex^^ + Gx^ + H when C = 0, 
where A , B, E, G, H are arbitrary real constants. 
Proof 
We present only an outline since the method is simply an 
extension of that used in the proof of Theorem 4.2.5. 
As before the sufficiency follows by substitution. 
Conversely, we again use Lemma 4.2.4 to claim that f is a 
polynomial say of degree For condition i) assume that £ > 1 
and for condition ii) that £ > 2. 
Considering (y^ * ^^t * ^ h - 2 y^ * f = 0, 
t = tj^, t^ e T, t^ ^ t^ and C 0, we find that the coefficients 
of all of the terms of degree £ in f are zero. Hence a 
contradiction and so £ ^ 1. Subsequently f(x,y) = Ax^^ + B for 
arbitrary real constants A and B. 
When C = 0, it is necessary to consider (y * f) , (y it f) 
t J6~ i t 36~2 
and (y^ * ^^^^^ t = t^, t^ e T, t^ ^ t^ and ^ 0 
again results in a contradiction. So £ < 2. It then may be shown 
2 
that f(x) = Ex^ + GK^ + H for arbitrary real constants E, G and 
H. 
APPENDIX 
A. Translation and Dilation Invariant Subspaces 
Using an older theorem of L . Schwartz ([36], 1944), we are able 
to give a characterization for C(]R^) functions that satisfy a 
mean value property V^ * f = f for all t e H and for some 
V e . For this, we recall for f e CilB^) the translation 
T f of f, given by T f : x ^ f(x-a) for a e and we define 
a a — — — — 
a uniform dilation I^f : x ^ f(tx) for all real t. We also let 
X^ denote the closed subspace of CCIr'^) generated by the translates 
and uniform dilations of f. 
Theorem A.A.I 
Let f e C(]R^) . A necessary and sufficient condition that 
is that f be a weak solution to at least one non-trivial 
homogeneous linear partial differential equation L(^)f = 0 with 
constant coefficients. 
Proof 
(Due to Schwartz [36].) Let f be a weak solution to a partial 
differential equation 
L(D)u = I A / u = 0 . 
|£|=k ^ 
Then I^T f : x f(tx-a) is also a weak solution to L(^)u = 0 
â  — 
(since L(D) is a homogeneous differential operator). Hence, if 
g e X^, g is a weak solution to L(D)u = 0 and since L(D) i 0, 
we have X^ / C(Ir'^) . 
Conversely, if X^ C(]R^) , from an application of the Hahn-
Banach Theorem, there is a non-zero measure y such that 
ij(X ) = {0}. Thus y(I.T_ f) = 0 and so 
I^T f(r)dy(r) = T f(tr)dy(r) 
f(tr+x) dij(r) 
f(x-tr)du(r) 
= 0 (A.A.I) 
for all X € IR̂  and all real t. Moreover, if {p , c m m= 1 C f is such that f = p * f - > f as m^oo, f (x-tr)dy(r) = 0 for m m m — — — 
all X e and real t. Differentiating k times with respect 
to t and then putting t = 0 gives 
(r.D)^f^(x)dy(r) = 0 m — — 
or L, (D)f = y A D^f = 0 for k = 1,2,3,... . Here k — m , Y 1 P" 
A = ^ £ r^d]i(r). 
Now A^ 0 for all mult i-in dices for if so, we would have 
y = 0 and hence y = 0. Hence f is a weak solution to at least 
one non-trivial equation = 0. 
We see then that if X^ ̂  C(IR^) , there exists a non-zero 
measure y such that y^ * f = 0 for all real t. There is no 
A f 
loss of generality in supposing that y(£) = dy(£) = 0, for if not, 
select any non-zero measure A, with X W = 0, and replace y by 
y * A so (y * X)^(O) = y(0)^(0) = 0. 
However, if we assume that y is a non-zero measure with 
y^ yc f = 0 for all real t, then X^ ^ C(IR^) . From y^ ^ f = 0, 
we find using (A.A.I) that y yc X^ = {0} and if X^ = C(]R^), we 
have y = 0, a contradiction. Combining these results, and setting 
y = V - 6, we have: 
Theorem A.A. 2 
Let f e C(3R ) . A necessary and sufficient condition that 
X^ is that f satisfies a mean value property of the form 
f(x-tr ) d v(r) = f ( x ) 
for all X e IR , all real t and some measure v with dv(r) = 1 
B. Mean Periodic Functions 
The theory of mean periodic functions of one real variable is due 
mainly to Schwartz [37] but has since been considered by many others, 
see for example [6], [9], [14], [27], [28], [31] and [33]. 
Let and M be as defined in Chapter 1. For 
c 
f € , let V^ be the closed subspace of C(IR^) generated 
by f and its translates T f where a € Now f is mean J ^ — 
periodic if V^ C(]R^) . Equivalently, f is mean periodic if and 
only if there exists a non-zero measure y of compact support such 
that y ĉ f = 0. For such a function f, it may be shown that there 
exists a sequence of exponential polynomials such that 
f f locally uniformly with f € V^ and y f = 0 for 
n n r n 
n = 1,2,3,... . Here, by an exponential polynomial is meant a 
finite linear combination of terms u^e where u e : x ^ x-^e 
p a p £1 
for some a e IC^ and multi-indices £. 
If f is mean periodic, we define the spectral set of f as 
S = {a e : e € V.} where e : x ^ exp(a.x). Now, if y f = 0 
f — ^ — 
and Z(y) = {z e : U(z) = O} then S^ c z((i). For n = 1, it 
can be shown that if S^ f {£}. Then f = 0. It can also be shown 
when n = 1 that if f e C(]R) , y^, V2 ^ > y ^ * f = 0 = y 2 * f 
and Z ( y p n ZCy^) = (j), then f = 0. (For if S^ c z(y^) for 
j = 1,2 we then have S^ = (j) and so f = 0.) This has also been 
stated (see [9] and C42]) as 'the fundamental theorem of mean 
periodic functions' in the form: if , £ M and 
1 2 c 
Z(y^) n = (}), then the ideal S generated by y^ and y^ is 
dense in M . 
c 
The situation for functions of several real variables is more 
complicated. For f e C(IR^) it was shown by Malgrange [30] that 
if f satisfies a single convolution equation 
a f 
y * f(x) = ... f(x-r)dy(r) = 0 
J J 4 
for all X e where y is a non-zero measure with compact 
support in , then f is the limit of a sequence of exponential 
polynomials {f^}. Here y f^ = 0 for m = 1,2,3,... . However, 
as shown by Gurevich [24] for n > 1, it is possible to have 
y, A e M , y:«:f = 0 = X ^ f , Z(y) n z d ) = (í> but f ^ 0. 
On the other hand, positive results have been more recently obtained 
for certain functions and certain translation invariant subspaces of 
C(TR^) ; see [5], [6] and [9]. 
C. A Characterization of Polynomials 
We observe that when f e 
the subspace X^ of CdR'') 
is finite dimensional if and only if f is a polynomial. A brief 
outline of a proof follows. 
When f is a polynomial, say f = A u then 
I T f = y B u where B depends on x, t and A for 
t - x ^ p p p — P 
Ipl < m. Hence the subspace Y^ spanned by the dilations and 
translates of f is finite dimensional and so closed. Thus Y^ = X^ 
and so X^ is finite dimensional. 
Conversely with V^ c x^, if X^ is finite dimensional then 
V^ is finite dimensional. It can then be shown (see, for example. 
Laird [30]) that f is an exponential polynomial. Now suppose f 
contains terms u e : x -> x ^ e — w i t h a ^ 0 in . We would 
- - _ _ 
then find that as W^ contains dilations as well as translations, 
W^ would be of infinite dimensions. Hence f contains only 
monomials and so f is a polynomial when X^ is finite dimensional. 
D. Re{(z.x)"^} for Small Values of m 
We refer the reader to section 1.5 for the relevance of this 
Lemma. 
Lemma A.D.I 
Let L, (D) = I be a real homogeneous partial 
- |£|=k £ 
differential operator for constants A^ and multi-indices Also 
let z = u. + i^ e be a non-zero vector such that ~ ^ 
k = 1,2,3,... . Then g^ : £ ^ Re{(£.x)^} is a solution of 
L, (£)u = 0, m = 1,2,3 and k = 1,2,3,... . 
Proof 
Let g^(x) = R e U . x ) where = 0 for k = 1,2,3,... and 
= w.^. Consider 
L^(D)g^(x) = (w.D)(u.x) = w.u = 0 
since L^(_z) = w._z = w.u + iw.v = 0 implies, for w e , that 
w.u = w.v = 0. Since gj^(x) is linear, ^ W g ^ = ^ ^^r 
k 2,3,^,... . 
2 2 2 
Let g^Cx) = Re{(z.x) } = (u.x) " (v.x) • 
We find that L ^ W g ^ C x ) = 2(u.x) (w.u) - 2(v.x) (w.v) = 0 since 
= 0. Consider 
n n 
L (D)g (x) = I I A D D [ ( u . x ) ^ - ( v . x ) ^ ] 
^ ^ 3 = 1 k=l ^^ ^ ^ ~~ 
n n 
= 2 I I A.j^Cu u - V V ) 
u s i n g D^D^(a.x)^ = 2a.a^ f o r a e IR^ , Now from = 0 we 
- ^ j V + + V j ) ] = 0 
n n n n 
I I ^k^^ i^k = I I A 3 = 1 k=l J ^ j = l k=l 
and hence s i n c e A., i s r e a l Jk 
n n 
j = l k=l ^ ^ ^ ^ (A.D.I) 
and 
n n 
I I ^ = ° j = l k=l ^ ^ ^ J (A.D.2) 
f o r j , k = l , 2 , . . . , n . I t f o l l o w s then t h a t L2(D)g2 = 0. Moreover 
® ^ ^ 3 , 4 , 5 , . . . s i n c e g^ i s q u a d r a t i c . 
3 3 2 When g3(x) = Re ( z . x ) = (u .x ) - 3 (u .x ) (v .x ) we a g a i n f i n d , 
w i th = 0 f o r k = 1 , 2 , 3 , t h a t = 0 f o r k = 1 , 2 , 3 , . . 
For 
L ^ W g ^ C x ) = 3 [ ( u . x ) ^ - ( v . x ) ^ ] ( u . w ) + 6 ( u . x ) ( v . x ) ( w . v ) 
= 0 
from = 0 , 
n n 
L2(D)g3(x} = ^ l I A j ^ [ ( u . x ) ( u ^ u ^ - (u^v^+u^v^) ] 
j = 1 k= 1 
= 0 
from (A.D. I ) and (A.D.2) , and we have 
L3(B)g3(K) = 6 f J J - v.v^u,^ - v . j j^v^ - u .v^v^) . 
J X KL"̂  J. X/"̂  JL 
Using 
n n n 
L g i ^ = 1 1 1 A , j = l k=l ¿=1 - - ^ j V a - " j V f i 
+ i ( u j V i l + + + ^ j V n ) " 
for real constants j kf •= 1,2,3,... we have 
n n n 
- - j V i l - - j V j l - -jVĵ v̂ )̂ = 0 
and L3(D)g^ « 0. As before I ^ W g ^ « 0 for k = 4,5,6,... . 
E. More Recent Results 
Since writing the text, some recent related work appearing in 
the literation includes 
[El] Yger, 'Fonctions définies dans le plan propriétés de moyene' 
Annales de l'Inst. Fourier, ¿L (1981), 115-146 
and 
[E2] Flatto, L. and Jacobson, P. "Functions satisfying a discrete 
mean value property" 
Req. Math. 22 (1981), 173-193. 
The first paper [El] includes an application of recent results 
[63 in mean periodic functions to a pair of equations 
f(x+t,y+t) + f(x-t,y-t) + f(x+t,y-t) + f(x-t,y+t) « 4f(x,y) 
for t « 1 and t « a where a € (0,1). 
The second paper [E2] has several results for discrete systems 
of functional equations as considered in our Chapter 2, with special 
attention to the case of n « 2. 
In addition, some other standard references are 
[E33 Girod, D., 'On the functional equation A^^^ f « 0', 
Adq. Math 9 (1973), 157-164. 
[E4D Girod, D. and Kemperman, J.H.B., 'On the functional equation 
Za^ f(x + T^y) « C , Aeq. Math. 3 (1970), 230. 
[E5] Kemperman, J.H.B., 'On a general functional equation'. Trans. 
Amer. Math. Soc. 86̂  (1957), 28-56. 
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