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Resumo
O presente trabalho representa o culminar duma investigac¸a˜o sobre o crescimento de
ﬁlmes pela adsorc¸a˜o irrevers´ıvel de nanopart´ıculas. O problema e´ abordado numa pers-
pectiva mais fundamental, onde apenas sa˜o considerados detalhes geome´tricos (dimenso˜es
das part´ıculas e dos padro˜es de adsorc¸a˜o nos substratos). Estuda´mos a sua inﬂueˆncia na
morfologia e na cine´tica da formac¸a˜o dos depo´sitos. Recorremos a`s simulac¸o˜es computa-
cionais pelo me´todo de Monte Carlo para descrever a formac¸a˜o dos materiais.
Estudou-se o processo de crescimento de ﬁlmes em condic¸o˜es de na˜o equil´ıbrio, onde
a adsorc¸a˜o das part´ıculas sobre o substrato e´ irrevers´ıvel. Este tipo de adsorc¸a˜o e´ uma
correcta descric¸a˜o de sistemas onde a difusa˜o e a desadsorc¸a˜o das part´ıculas na˜o ocorrem
na escala temporal da experimentac¸a˜o. O processo e´ simulado pelo modelo de adsorc¸a˜o
sequencial aleato´ria. Nele, as part´ıculas assumem a forma de discos e a interacc¸a˜o entre as
part´ıculas e´ limitada ao seu volume. Consideraram-se apenas depo´sitos em monocamada.
Um dos factores analisados foi a distribuic¸a˜o de tamanhos das part´ıculas. Estas foram
caracterizadas por uma distribuic¸a˜o Gaussiana truncada, com disperso˜es ate´ 20%. Outro
factor foi a funcionalizac¸a˜o dos substratos atrave´s da presenc¸a de zonas selectivas de
adsorc¸a˜o das part´ıculas.
Investigou-se separadamente a formac¸a˜o destes depo´sitos em substratos regulares e
em substratos pre´-padronizados (funcionalizados). No que diz respeito a` adsorc¸a˜o em
substratos regulares, estudou-se a inﬂueˆncia da dispersa˜o de tamanhos das part´ıculas na
morfologia ﬁnal dos ﬁlmes e tambe´m na cine´tica da sua formac¸a˜o. Para descrever a estru-
tura dos depo´sitos, estimaram-se propriedades como a cobertura limite, as dimenso˜es das
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part´ıculas adsorvidas e as distaˆncias entre as part´ıculas depositadas. Para a descric¸a˜o da
cine´tica, analisou-se a aproximac¸a˜o da cobertura ao seu valor limite. Foi poss´ıvel identiﬁ-
car uma transic¸a˜o entre dois regimes cine´ticos, mesmo para valores pequenos da dispersa˜o
dos tamanhos das part´ıculas, e constatar que esta tem uma dependeˆncia funcional com a
dispersa˜o em lei de poteˆncia.
No que respeita a` formac¸a˜o de ﬁlmes em monocamada em substratos funcionaliza-
dos, considerou-se a inﬂueˆncia de limitar a adsorc¸a˜o das part´ıculas a zonas bem deﬁnidas
(ce´lulas) e distribu´ıdas de forma regular no substrato. Por simplicidade, considerou-se
um padra˜o de ce´lulas quadradas de iguais dimenso˜es, distribu´ıdas uniformemente numa
geometria de rede quadrada. Dois paraˆmetros caracterizam estes padro˜es: a dimensa˜o
das ce´lulas e a distaˆncia entre estas. Apresentaram-se resultados da morfologia dos depo´-
sitos formados em substratos cuja separac¸a˜o entre as ce´lulas na˜o permite interacc¸a˜o com
part´ıculas adsorvidas em ce´lulas vizinhas. Deste modo, a interacc¸a˜o entre as part´ıculas
e´ limitada a`s que adsorvem na mesma ce´lula. A presenc¸a de um padra˜o permite uma
selectividade de tamanhos das part´ıculas adsorvidas diferente da obtida em substratos
regulares. O efeito conjugado da dimensa˜o das ce´lulas e da dispersa˜o dos tamanhos das
part´ıculas permite uma inﬂueˆncia reguladora quanto ao nu´mero de part´ıculas adsorvidas
em cada uma dessas zonas. Pela acc¸a˜o dos mesmos factores, novas estruturas surgem nos
materiais assim constru´ıdos.
Abstract
The present work is the result of the investigation on ﬁlm growth through the ir-
reversible adsorption of nanoparticles. The problem is approached from a fundamental
perspective where only geometrical features are considered (particles size and adsorption
patterns on the substrates). We studied their inﬂuence on the morphology and on the
formation kinetics of the deposits. To give a more realistic description of the growth of
such ﬁlms, we resort to kinetic Monte Carlo simulations.
We study the ﬁlm growth under non-equilibrium conditions, where adsorption of par-
ticles on the substrate is irreversible. This type of adsorption is a correct description
of systems where the diﬀusion and desorption processes does not occur within the ex-
perimental timescale. The process is modeled using the random sequential adsorption
model. In the present model, particles consist of discs and the interaction is limited to
their excluded volume. Only monolayer deposits are considered.
One of the factors to be considered regards the particles size distribution of adsorbing
particles. We assumed a truncated Gaussian distribution with dispersions up to 20%. The
other factor was the functionalization of the substrate through the presence of selective
adsorption areas.
We studied the formation of deposits on regular and on pre-patterned substrate (func-
tionalized) separately. With respect to adsorption on regular substrates we studied the
inﬂuence of the size dispersion in the morphology of the ﬁlms and the kinetics of their for-
mation. To describe the structure of deposits we estimate some properties as the jamming
coverage, the particle size and the distance between adsorbed particles. For a description
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of the kinetics, we analyze the approach of the coverage to its jamming value. It was
possible to identify a transition between two kinetic regimes, even for small values of the
size dispersion, and that this transition varies with the value of the dispersion of particles
sizes.
Regarding the formation of monolayer ﬁlms on functionalized substrates, we considered
the eﬀect of limiting particle adsorption to well deﬁned and regularly distributed areas
on the substrate (cells). For simplicity, we considered a pattern of equal size square cells
in a square lattice array. Two parameters characterize these patterns, the size of the
cells and the distance between them. We present results of ﬁlm morphology formed in
substrates that are characterized by cell-cell separation that limit particle interaction to
the ones previously adsorbed in the same cell. The pattern allows diﬀerent size selection
from that given by a regular substrat. The combined eﬀect of cell size and size dispersion
allows control of the number of particles adsorbed in each of these adsorbing areas. By
the action of these factors, new interesting structures arise in the materials.
Prefa´cio
O mote central desta tese e´ o estudo, por me´todos computacionais, de sistemas de
muitos corpos que evoluem entre diferentes estados em condic¸o˜es de fora de equil´ıbrio.
Algumas das propriedades resultam do efeito cooperativo entre muitas part´ıculas. Um
estudo baseado numa perspectiva de F´ısica Estat´ıstica fornece uma descric¸a˜o destas pro-
priedades e da correspondeˆncia com as interacc¸o˜es microsco´picas.
O problema espec´ıﬁco deste trabalho refere-se ao crescimento de ﬁlmes de nanopart´ıcu-
las em monocamadas, em condic¸o˜es que levam a` adsorc¸a˜o irrevers´ıvel destas no substrato.
Estes depo´sitos sa˜o de interesse devido a razo˜es tecnolo´gicas e cient´ıﬁcas. Compreen-
der como controlar as estruturas desses depo´sitos e a cine´tica da deposic¸a˜o sa˜o os temas
centrais da investigac¸a˜o nesta a´rea.
Recentes desenvolvimentos em me´todos litogra´ﬁcos permitem a construc¸a˜o de super-
f´ıcies que exibem heterogeneidade na interacc¸a˜o com as part´ıculas, de tal modo que a
adsorc¸a˜o so´ ocorre em determinada a´reas. Criam-se padro˜es de adsorc¸a˜o com caracte-
r´ısticas muito interessantes, como a regularidade, as dimenso˜es inferiores ao mı´cron e a
reprodutibilidade dos mesmos. A utilizac¸a˜o de substratos pre´-padronizados para o cres-
cimento de monocamadas potencia o controlo sobre a morfologia e sobre a cine´tica do
crescimento. A compreensa˜o da forma como estes padro˜es controlam as propriedades
ﬁnais dos depo´sitos ainda esta´ pouco aprofundada.
Investigac¸a˜o existente nesta a´rea considera a adsorc¸a˜o de part´ıculas do mesmo tama-
nho. No entanto, nanopart´ıculas produzidas experimentalmente sa˜o tipicamente caracte-
rizadas por uma dispersa˜o de tamanhos. A sua inclusa˜o no estudo leva a um tratamento
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mais realista do processo de formac¸a˜o de ﬁlmes de nanopart´ıculas em monocamada. Na
nossa investigac¸a˜o, aproxima´mos o processo de adsorc¸a˜o pelo modelo conhecido como
adsorc¸a˜o sequencial aleato´ria.
No que respeita a` organizac¸a˜o desta tese, a mesma esta´ dividida em cinco cap´ıtulos.
O Cap´ıtulo 1 introduz a motivac¸a˜o relativa ao estudo do problema do crescimento de
ﬁlmes de part´ıculas em monocamada, com base em metodologias da F´ısica Estat´ıstica.
Posiciona´mos os estudos computacionais quanto a`s contribuic¸o˜es para a compreensa˜o do
mundo natural. Concluiremos esta motivac¸a˜o atrave´s da descric¸a˜o histo´rica da evoluc¸a˜o do
estudo do problema, legitimando os objectivos espec´ıﬁcos da nossa investigac¸a˜o - estudar
a inﬂueˆncia da distribuic¸a˜o de tamanhos das part´ıculas na estrutura e na cine´tica do
ﬁlmes e a utilizac¸a˜o de substratos funcionalizados como forma de permitir controlar as
propriedades ﬁnais destes depo´sitos, tendo em considerac¸a˜o part´ıculas com distribuic¸a˜o
de tamanhos.
O Cap´ıtulo 2 consagra alguns to´picos importantes no domı´nio da F´ısica Estat´ıstica.
Em primeiro lugar, discutimos a pertineˆncia da F´ısica Estat´ıstica para o estudo de siste-
mas de muitos corpos. De seguida, apresenta´mos algumas considerac¸o˜es importantes no
desenvolvimento de modelos estat´ısticos para o estudo de sistemas f´ısicos, como varia´veis
e processos estoca´sticos e a equac¸a˜o mestra (para a descric¸a˜o da evoluc¸a˜o dos sistemas).
Distinguimos entre sistemas em condic¸o˜es de equil´ıbrio e fora de equil´ıbrio e quais as cor-
respondentes considerac¸o˜es no que respeita a` estimativa das propriedades observa´veis que
descrevam o comportamento destes. Finalmente, justiﬁca´mos a adequac¸a˜o duma descric¸a˜o
probabil´ıstica do processo de adsorc¸a˜o.
No que concerne ao Cap´ıtulo 3, debatemos algumas ideias na aplicac¸a˜o do me´todo de
Monte Carlo. Apo´s uma breve descric¸a˜o histo´rica da sua ge´nese, exempliﬁca´mos algumas
aplicac¸o˜es do me´todo de Monte Carlo Standard (integrac¸o˜es de func¸o˜es e modelo de Ising).
Ao longo destes exemplos, deﬁnimos conceitos importantes (como passos de Monte Carlo)
e ilustramos as amostragens simples e por importaˆncia. Seguidamente, discutimos algumas
questo˜es quanto a` aplicac¸a˜o do me´todo de Monte Carlo cine´tico - utilizado ao longo
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da investigac¸a˜o. Debatemos a relevaˆncia das condic¸o˜es de fronteira na elaborac¸a˜o de
modelos computacionais. No ﬁnal, exempliﬁca´mos algumas limitac¸o˜es do me´todo, nas
quais inclu´ımos as de natureza computacional.
No Cap´ıtulo 4, apresenta´mos o nosso estudo quanto ao crescimento de ﬁlmes em mo-
nocamada em substratos que denominamos de regulares. Este substratos caracterizam-se
pela homogeneidade, em toda a sua extensa˜o, na adsorc¸a˜o das part´ıculas. Servem os
resultados obtidos para descrever a inﬂueˆncia da adsorc¸a˜o de part´ıculas com distribuic¸a˜o
de tamanhos na morfologia das monocamadas e na cine´tica do processo. Procura´mos
descrever a morfologia dos depo´sitos resultantes atrave´s de estimativas do valor da cober-
tura limite, da distribuic¸a˜o dos tamanhos das part´ıculas adsorvidas e da distribuic¸a˜o da
distaˆncia entre part´ıculas. Ainda neste cap´ıtulo, estuda´mos a aproximac¸a˜o da cobertura
ao seu valor limite, para uma compreensa˜o da cine´tica do problema.
Relativamente ao u´ltimo cap´ıtulo, descrevemos os principais resultados obtidos no
estudo da adsorc¸a˜o das part´ıculas com distribuic¸a˜o de tamanhos em substratos que exibem
um padra˜o de adsorc¸a˜o. O nosso objectivo foi compreender a inﬂueˆncia da presenc¸a de
diferentes padro˜es de adsorc¸a˜o e da distribuic¸a˜o de tamanhos das part´ıculas na estrutura
ﬁnal dos ﬁlmes. Estima´mos propriedades como a cobertura limite, o nu´mero me´dio de
part´ıculas adsorvidas em cada ce´lula caracter´ıstica do padra˜o e o raio me´dio das part´ıculas
adsorvidas. Analisa´mos tambe´m a distribuic¸a˜o de tamanho das part´ıculas adsorvidas, do
nu´mero de part´ıculas adsorvidas em cada ce´lula do padra˜o e da distaˆncia entre as mesmas.
Durante a cruzada, da qual resulta esta tese, muitos contribu´ıram pela sua chegada a
bom porto.
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meu muito obrigado. Seguidamente, gostaria de estender o meu agradecimento ao meu co-
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todo este percurso.
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O presente cap´ıtulo visa fundamentar a escolha do tema estudado nesta tese. No
mesmo, iremos destacar os principais to´picos de interesse tecnolo´gico, teo´rico e computa-
cional. Faremos uma introduc¸a˜o ao problema f´ısico, contextualizando-o atrave´s da histo´ria
da evoluc¸a˜o do seu estudo. Finalmente, apresentaremos os objectivos que pretendemos
atingir com esta investigac¸a˜o.
Encontramo-nos na era da nanotecnologia. As aplicac¸o˜es tecnolo´gicas procuram re-
correr a blocos de construc¸a˜o de dimenso˜es lineares cada vez mais reduzidas, estimulando
o interesse pela utilizac¸a˜o de part´ıculas de dimenso˜es inferiores a`s das tradicionais par-
t´ıculas coloidais (mı´cron a submı´cron), isto e´, de dimenso˜es ate´ a`s nanopart´ıculas [1, 2].
Os depo´sitos de part´ıculas coloidais, de ta˜o reduzidas dimenso˜es, em monocamada ou
multi-camadas sa˜o importantes num grande nu´mero de aplicac¸o˜es, como cristais foto´ni-
cos [3, 4, 5], quantum dots [6, 7], cata´lises heteroge´neas [8, 9] e sensores [10]. Compreender
e controlar a estrutura ﬁnal de tais depo´sitos e´, sem du´vida, um dos principais to´picos
que orientam a investigac¸a˜o neste campo [1, 11].
Apesar do interesse tecnolo´gico, a nossa motivac¸a˜o e´ mais direccionada numa pers-
pectiva fundamental da formac¸a˜o destes materiais. Interessa-nos estudar as estruturas
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resultantes e a cine´tica de formac¸a˜o destes depo´sitos. A motivac¸a˜o do presente estudo
prende-se com a compreensa˜o de quais factores permitem o controle das caracter´ısticas dos
depo´sitos ﬁnais. Muitas das propriedade dos materiais, incluindo os ﬁlmes de nanopar-
t´ıculas em monocamada, resultam de efeitos cooperativos entre o conjunto de part´ıculas
que os constituem. Desejamos investigar de que forma os conceitos microsco´picos podem
conduzir a` compreensa˜o das propriedades dos objectos macrosco´picos.
Foi ha´ dois se´culos que o estudo das propriedades de sistemas macrosco´picos, formados
por um elevado nu´mero de part´ıculas, se estabeleceu como objecto da Termodinaˆmica.
Assumindo que estes sistemas se encontravam em equil´ıbrio, estabeleceram-se relac¸o˜es sim-
ples sobre paraˆmetros macrosco´picos, como por exemplo, pressa˜o, temperatura, volume,
entropia e energia. Destas relac¸o˜es estavam exclu´ıdas quaisquer considerac¸o˜es sobre as
part´ıculas constituintes dos sistemas.
No in´ıcio do se´culo passado, a teoria corpuscular da mate´ria comec¸ou a ser aceite. Na
mesma altura, a formulac¸a˜o da Mecaˆnica Quaˆntica complementou a Mecaˆnica Cla´ssica
na descric¸a˜o das interacc¸o˜es consideradas elementares, inclusivamente de ta˜o pequenas
part´ıculas como a´tomos e os seus constituintes. A conjugac¸a˜o destes dois adventos impul-
sionou a F´ısica a procurar explicac¸o˜es para o comportamento de sistemas macrosco´picos
no reino do a´tomo. O principal interesse sa˜o as propriedades que caracterizam os siste-
mas macrosco´picos, pelo que o conhecimento detalhado do comportamento individual de
cada a´tomo ou mole´cula que compo˜e o sistema forneceria a compreensa˜o desejada para os
problemas. Ja´ existe conhecimento suﬁciente das interacc¸o˜es fundamentais entre a´tomos
e mole´culas. No entanto, o nu´mero de part´ıculas envolvidas e´ muito grande para qualquer
sistema macrosco´pico, ≈ 1023. Deste modo, um tratamento determin´ıstico das interacc¸o˜es
entre as part´ıculas esta´ fora do alcance do poder de ca´lculo mesmo do computador mais
avanc¸ado. Embora a descric¸a˜o da Mecaˆnica Cla´ssica seja determin´ıstica, a complexidade
da maioria dos sistemas leva a uma abordagem na qual a maioria dos graus de liberdade
microsco´picos e´ tratada como ru´ıdo (varia´veis estoca´sticas, ou seja, que apresentam valo-
res verdadeiramente aleato´rios) e apenas algumas varia´veis sa˜o analisadas com uma lei de
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comportamento determina´vel sujeita a` acc¸a˜o deste ru´ıdo. Este me´todo foi utilizado por
Einstein e Langevin no in´ıcio do se´culo XX para compreender o movimento Browniano.
Uma aproximac¸a˜o das interacc¸o˜es das part´ıculas atrave´s de uma descric¸a˜o probabi-
l´ıstica, diminuindo o detalhe das interacc¸o˜es, e´ prefer´ıvel. O estudo de sistemas f´ısicos
aproximados atrave´s de descric¸o˜es probabil´ısticas e´ o objecto de estudo da F´ısica Estat´ıs-
tica. Dado o elevado nu´mero de graus de liberdade dos modelos, o tratamento anal´ıtico
e´ poss´ıvel em poucos exemplos. Para os outros exemplos, a computac¸a˜o (em especial
atrave´s do me´todo de Monte Carlo) revela-se uma ferramenta poderosa para o estudo
destes sistemas - com elevado nu´mero de graus de liberdade e aproximados por descric¸o˜es
probabil´ısticas.
O estudo do mundo natural com recurso a me´todos computacionais e´ algo recente na
histo´ria da cieˆncia. A f´ısica ou ﬁlosoﬁa natural comec¸ou como uma cieˆncia puramente
teo´rica. Esta abordagem da compreensa˜o do mundo natural encontrava uma limitac¸a˜o no
que respeita a` validac¸a˜o do conhecimento por ela gerado. A diﬁculdade estava em saber
se o conhecimento realmente e´ natural, intr´ınseco a` Natureza. A dado momento, a expe-
rimentac¸a˜o passou a ser aceite como o me´todo de validac¸a˜o do conhecimento gerado por
todas as cieˆncias, incluindo a F´ısica. A experimentac¸a˜o tambe´m tem as suas limitac¸o˜es,
tais como conseguir preparar as suas amostras, limitar os factores intervenientes ou dispor
da instrumentac¸a˜o necessa´ria para medir as propriedades desejadas.
O estudo de sistemas f´ısicos com recurso a` computac¸a˜o (simulac¸a˜o computacional)
pode prestar um importante contributo face a estas limitac¸o˜es da experimentac¸a˜o e assim
contribuir tambe´m para a validac¸a˜o do conhecimento. Complementar a experimentac¸a˜o
na˜o e´ o u´nico papel deste tipo de investigac¸a˜o. A simulac¸a˜o tambe´m pode validar co-
nhecimento, testando os resultados de teorias e das correspondentes aproximac¸o˜es. Ate´
este ponto da nossa argumentac¸a˜o, pode parecer que a simulac¸a˜o e´ uma abordagem de-
pendente da experimentac¸a˜o ou da teoria face ao conhecimento do mundo natural. A
computac¸a˜o assume um estatuto equivalente ao das outras abordagens. Atingiu tam-





Figura 1.1: Diferentes abordagens da F´ısica e as suas inter-relac¸o˜es, de acordo com Binder
e Landau [12].
D.P.Landau e Kurt Binder [12], presente na ﬁg. 1.1, exprime com simplicidade a cumpli-
cidade do relacionamento entre as treˆs abordagens ao conhecimento do mundo natural -
teoria, experimentac¸a˜o e computac¸a˜o. Personiﬁcando, a descric¸a˜o mais aproximada da
inter-relac¸a˜o entre as treˆs abordagens sera´ do tipo simbio´tica mutualista e na˜o do tipo
comensalista.
A investigac¸a˜o pela simulac¸a˜o computacional ocupa um espac¸o pro´prio no grande ob-
jectivo da F´ısica - a compreensa˜o de propriedades e processos f´ısicos o mais completa
poss´ıvel. Na˜o a devemos entender como uma abordagem que ira´ substituir as outras, mas
antes complementar. Atrave´s da computac¸a˜o, podemos atingir um controle perfeito das
condic¸o˜es e processos a que um sistema esta´ sujeito. E´ ta˜o simples como um ligar e desli-
gar e, assim, determinar a preponderaˆncia de cada processo ou condic¸a˜o nas propriedades
ﬁnais do sistema. Ao mesmo tempo, permite-nos um conhecimento do detalhe microsco´-
pico do sistema. E´ ainda poss´ıvel realizar investigac¸o˜es que experimentalmente na˜o sa˜o
de todo deseja´veis; por exemplo, estimar a poteˆncia de uma bomba nuclear. Quais os
problemas a estudar? Inu´meros. E´ necessa´rio saber escolher e criar o modelo adequado,
atrave´s das devidas aproximac¸o˜es. Trata-se, inquestionavelmente, uma a´rea com gran-
des potencialidades. A utilizac¸a˜o do computador pessoal esta´ disseminada por toda a
sociedade. Num futuro muito breve, o computador sera´ totalmente universal. O poder
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de computac¸a˜o aumenta a um ritmo alucinante. Estes dois factores combinados levam
a que este me´todo de investigac¸a˜o cient´ıﬁca se torne mais e mais poderoso, aliciante e
economicamente mais via´vel.
Apresentada a motivac¸a˜o para o estudo computacional de sistemas compostos de mui-
tos corpos (no nosso caso particular, o crescimento de ﬁlmes em monocamada em subs-
tratos funcionalizados), apresentaremos de seguida uma revisa˜o histo´rica da evoluc¸a˜o do
estudo do nosso problema.
1.2 Estado da arte
Na busca pela compreensa˜o da formac¸a˜o de ﬁlmes e da respectiva interacc¸a˜o das
part´ıculas com uma superf´ıcie so´lida, Langmuir propo˜e uma teoria onde a ocupac¸a˜o do
substrato e´ condicionada por dois processos [13]. Estes sa˜o a adsorc¸a˜o (atrave´s do qual
as part´ıculas ﬁcam ligadas a` superf´ıcie) e o processo inverso, a desadsorc¸a˜o. No modelo
proposto, assumem-se quatro princ´ıpios: i) a adsorc¸a˜o e´ revers´ıvel; ii) a adsorc¸a˜o apenas
ocorre ate´ a` monocamada; iii) todas as superf´ıcies sa˜o equivalentes, de tal modo que
os lugares dispon´ıveis para a adsorc¸a˜o acomodam apenas uma part´ıcula; iv) a adsorc¸a˜o
de cada part´ıcula e´ independente da ocupac¸a˜o de lugares vizinhos. A descric¸a˜o de cada
processo e´ probabil´ıstica. A adsorc¸a˜o depende de uma taxa de adsorc¸a˜o e da fracc¸a˜o do
substrato livre para adsorver part´ıculas. Quanto ao processo de desadsorc¸a˜o, relaciona-
-se com uma taxa de desadsorc¸a˜o e com a fracc¸a˜o do substrato ocupada por part´ıculas
previamente adsorvidas na superf´ıcie. Neste modelo, o crescimento de ﬁlmes sobre um
substrato e´ visto como um processo revers´ıvel e a sua cine´tica descrita pela equac¸a˜o,
dθ
dt
= ka(1− θ)− kdθ , (1.1)
em que θ e´ a fracc¸a˜o da a´rea do substrato ocupado por part´ıculas (que denominaremos
apenas de cobertura) e ka e kd sa˜o, respectivamente, a taxa de adsorc¸a˜o e de desadsorc¸a˜o
de part´ıculas por unidade de tempo.




















Figura 1.2: Cobertura de saturac¸a˜o em func¸a˜o da raza˜o entre as taxas de adsorc¸a˜o (ka) e
de desadsorc¸a˜o (kd).
Pela ana´lise da eq. 1.1, podemos ver que existe um valor de cobertura do substrato
para o qual a taxa de variac¸a˜o temporal da cobertura sera´ nula. Nesta situac¸a˜o, pode-
mos dizer que o sistema esta´ em equil´ıbrio e que a sua cobertura manter-se-a´ constante.
Denominaremos este valor da cobertura de cobertura de saturac¸a˜o, θsat, cujo valor sera´






Podemos observar no gra´ﬁco 1.2 que o sistema podera´ atingir uma cobertura total,
θsat = 1, no limite quando Γ → 0, ou seja, quando na˜o existe desadsorc¸a˜o, kd = 0, ou
quando a taxa de adsorc¸a˜o e´ muito superior a` de desadsorc¸a˜o, ka →∞.
Neste limite, podemos considerar a adsorc¸a˜o irrevers´ıvel. De acordo com o modelo
de Langmuir, os sistemas descritos por este tipo de adsorc¸a˜o caracterizam-se por uma
cobertura total do substrato e uma evoluc¸a˜o temporal da cobertura exponencial, eq. 1.3.
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θ(t) = 1− e−kat (1.3)
Em inu´meros casos experimentais de adsorc¸a˜o, descreveu-se o processo como irrever-
s´ıvel e sem difusa˜o (por exemplo, reacc¸o˜es de pol´ımeros [15], adsorc¸a˜o de part´ıculas em
membranas biolo´gicas [16] e de prote´ınas e colo´ides em superf´ıcies so´lidas [17, 18]). Nestes
processos, as part´ıculas na˜o desadsorvem, nem difundem no substrato. A` luz do modelo
anterior, de Langmuir, esperava-se que os sistemas registassem uma cobertura completa.
As coberturas ﬁnais observadas diferem substancialmente da prevista, sendo aproxima-
damente 82% para reacc¸o˜es com pol´ımeros e aproximadamente 55% no caso da adsorc¸a˜o
de prote´ınas e colo´ides. Veriﬁcou-se tambe´m uma discrepaˆncia na descric¸a˜o da cine´tica -
a cobertura aproxima-se dos seus valores limites em lei de poteˆncia [19]. Como seria ate´
certo ponto expecta´vel, a simplicidade do modelo revelou-se insuﬁciente. Novos modelos
tornaram-se necessa´rios para a interpretac¸a˜o dos processos de adsorc¸a˜o. Para ale´m das
evideˆncias experimentais anteriores, motivadoras de estudos mais profundos, a modeli-
zac¸a˜o do processo de adsorc¸a˜o encerra em si outras motivac¸o˜es de cara´cter puramente
teo´rico.
Deﬁnido por Flory [15], o modelo da adsorc¸a˜o sequencial aleato´ria (cujo acro´nimo RSA
deriva do ingleˆs Random Sequential Adsorption) considera que as part´ıculas sa˜o deposita-
das sobre um substrato inicialmente limpo, com uma distribuic¸a˜o uniforme em toda a sua
a´rea, e onde a adsorc¸a˜o so´ tera´ lugar se na˜o houver sobreposic¸a˜o com outras part´ıculas
previamente adsorvidas, Fig. 1.3. Este tipo de interacc¸a˜o entre part´ıculas designa-se por
interacc¸a˜o por exclusa˜o de volume, EV. E´ o tipo de interacc¸a˜o indicado para represen-
tar situac¸o˜es em que as forc¸as repulsivas sa˜o superiores a`s atractivas e que ocorrem num
alcance muito inferior a` dimensa˜o da pro´pria part´ıcula. As part´ıculas modelizadas por
interacc¸a˜o de EV denominam-se de r´ıgidas. As part´ıculas, uma vez adsorvidas, permane-
cem ﬁxas, na˜o difundindo nem desadsorvendo. Sera´ assim quando a interacc¸a˜o entre as
part´ıculas e o substrato resultar em adsorc¸o˜es irrevers´ıveis, dentro da escala temporal do
estudo.



































Figura 1.3: Modelo do processo de RSA.
Para uma melhor compreensa˜o da aplicac¸a˜o do modelo de RSA, e´ primordial destrin-
c¸ar duas formas de interacc¸a˜o entre as part´ıculas e o substrato. A primeira e´ quando
as dimenso˜es das part´ıculas sa˜o similares aos locais de adsorc¸a˜o do substrato, como no
modelo de Langmuir. Assim, o substrato aparece discretizado relativamente a estas. A
adsorc¸a˜o das part´ıculas ocorre como que ao longo de uma rede de lugares dispon´ıveis.
A segunda, quando as part´ıculas sa˜o de maiores dimenso˜es (macromole´culas ou colo´ides)
que as dos substratos, o nu´mero de lugares sobre os quais uma part´ıcula e´ adsorvida e´
muito grande, pelo que o substrato aparece como que um cont´ınuo de locais de adsorc¸a˜o.
Neste contexto, podemos adoptar uma perspectiva de adsorc¸a˜o no cont´ınuo. No presente
estudo, apenas consideramos a adsorc¸a˜o de part´ıculas do u´ltimo tipo, isto e´, estamos
interessados no estudo de objectos cujas dimenso˜es lineares sa˜o muito superiores a`s dos
a´tomos ou mole´culas constituintes do substrato.
O processo de adsorc¸a˜o decorre enquanto houver a´reas suﬁcientemente grandes no
substrato que ainda consigam acomodar uma part´ıcula sem que haja sobreposic¸a˜o com
outras part´ıculas previamente adsorvidas. A adsorc¸a˜o termina quando a dimensa˜o das
a´reas livres na˜o permite a adsorc¸a˜o das part´ıculas sem sobreposic¸a˜o. Nesta situac¸a˜o ﬁnal,
atinge-se uma cobertura do substrato que se considera limite, θ(∞). Se a adsorc¸a˜o das
part´ıculas for irrevers´ıvel, sem difusa˜o destas, e o substrato for um cont´ınuo de locais de
adsorc¸a˜o, quando a adsorc¸a˜o terminar nem todo o substrato estara´ coberto (θ(∞) 6= 1),
tal como e´ vis´ıvel na Fig. 1.4. Na caracterizac¸a˜o dos depo´sitos resultantes da adsorc¸a˜o,
interessa descrever a morfologia destes. Propriedades como a cobertura limite e a func¸a˜o
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Figura 1.4: Conﬁgurac¸a˜o de um sistema no estado de cobertura limite com dimensa˜o
linear 100 vezes o diaˆmetro da part´ıcula.
de distribuic¸a˜o radial de part´ıculas sa˜o de particular interesse. A cine´tica do processo e´
descrita atrave´s da ana´lise da evoluc¸a˜o temporal destas propriedades.
As evideˆncias experimentais que mostraram valores de coberturas limites diferentes das
previstas pelo modelo de Langmuir (a reacc¸a˜o com pol´ımeros [15] e a adsorc¸a˜o de macro-
mole´culas numa superf´ıcie so´lida [17, 18]), resultaram em valores diferentes de coberturas
limite. De que particularidades resulta esta diferenc¸a? Se pensarmos num pol´ımero como
um substrato, constataremos que a adsorc¸a˜o das part´ıculas sera´ feita, em aproximac¸a˜o, ao
longo de uma linha, ou seja, a uma dimensa˜o. Esta observac¸a˜o contrasta com a adsorc¸a˜o
numa superf´ıcie so´lida, que tera´ que ser entendida como um processo a duas dimenso˜es.
A descric¸a˜o de processos de adsorc¸a˜o a uma dimensa˜o ja´ e´ bem conhecida. A adsorc¸a˜o
de segmentos de recta de tamanho u´nico, no cont´ınuo, ao longo da recta real, tende para
um valor limite da cobertura de 74, 76% da superf´ıcie [20, 21, 22]. Reﬁra-se que na˜o
existe contradic¸a˜o com o valor anteriormente apresentado de 80%: no modelo de RSA,
as part´ıculas interagem somente devido a` exclusa˜o de volume, mas obviamente espera-
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se que outras interacc¸o˜es tambe´m estejam presentes num sistema real, como o grau de
discretizac¸a˜o dos lugares de adsorc¸a˜o e diferentes tipos de interacc¸a˜o entre part´ıculas
vizinhas [15, 23, 21]. No caso cont´ınuo, u´nico a ser analisado no presente estudo, a
aproximac¸a˜o da cobertura ao valor limite revela uma dependeˆncia temporal em lei de
poteˆncia [21].
θ(∞)− θ(t) ∼ t−1 (1.4)
O mesmo processo a duas dimenso˜es na˜o tem sido pass´ıvel de resoluc¸a˜o anal´ıtica; a
utilizac¸a˜o de modelos computacionais para a compreensa˜o do processo de adsorc¸a˜o a duas
dimenso˜es revela-se de acrescida importaˆncia. Uma das primeiras propostas (de Palasti)
assumia que o processo de adsorc¸a˜o decorre sem correlac¸a˜o entre as diferentes direcc¸o˜es
espaciais. Assim, a cobertura limite em sistemas a d dimenso˜es corresponderia a` poteˆncia
d do valor da mesma a uma dimensa˜o [16, 24, 25]. A ingenuidade da conjectura acabou
por ser provada [26, 27] e a compreensa˜o do processo por explicar.
A adsorc¸a˜o de esferas r´ıgidas em substratos a duas dimenso˜es, pelo modelo de RSA,
tende para uma cobertura limite de 54.70690 ± 0.00007% [28], que difere do valor da
compactac¸a˜o ma´xima poss´ıvel pi/
√
12 = 90, 69%, em caso de esferas. Conjecturado por
Feder [19] e demonstrado por Swendsen e Pomeau [29, 30], a aproximac¸a˜o da cobertura
do sistema ao seu valor de limite evolui em lei de poteˆncia, isto e´,
θ(∞) − θ(t) ∼ t− 1d , (1.5)
para sistemas com part´ıculas esfe´ricas sem dispersa˜o de tamanhos, em que d representa o
nu´mero de dimenso˜es espaciais do sistema.
A cine´tica do sistema apenas apresenta este tipo de dependeˆncia unicamente pro´xima
do estado limite, ja´ que ate´ a uma fracc¸a˜o de cobertura do substrato de 30% (cerca de
55% do valor desta no estado limite), o comportamento e´ bastante diferente [31].
Os mesmo autores [19, 29, 30] conﬁrmaram que, no modelo de RSA, algumas part´ıculas
tenderiam a ﬁcar em contacto. Deste modo, sera´ esperado que a func¸a˜o de distribuic¸a˜o
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Tabela 1.1: Valores de cobertura limite e dependeˆncia temporal da aproximac¸a˜o da co-
bertura ao seu valor de limite, para tempos assimpto´ticos, em sistemas com diferentes
part´ıculas de tamanho u´nico, onde e e´ uma medida da excentricidade das part´ıculas.
Part´ıculas Cobertura de limite θ(∞) Dependeˆncia temporal
Discos 0, 5470690± 0, 0000007 [27] t− 12 [29]
Quadrados alinhados 0, 562009± 0, 000004 [28] ln(t)
t
[19]
Quadrados na˜o alinhados 0, 530± 0, 001 [32] t− 13 [33]
Rectaˆngulos na˜o alinhados e=1,50, 552± 0, 001 [32] t− 13 [34]
e=20, 548± 0.001
e=50, 510± 0, 005
Elipses na˜o alinhadas e=1,50, 580± 0, 001 [32] t− 13 [35]
e=20, 583± 0.001
e=50, 536± 0, 005
de pares, do sistema no estado limite, se caracterize por uma divergeˆncia logar´ıtmica na
singularidade de contacto.
Aspectos geome´tricos das part´ıculas inﬂuenciam a morfologia das monocamadas dos
ﬁlmes depositados, bem como a cine´tica da cobertura do sistema para tempos assimpto´-
ticos. A Tab. 1.1 mostra como a forma e a liberdade de orientac¸a˜o das part´ıculas, no caso
de part´ıculas anisotro´picas, alteram estas caracter´ısticas nos sistemas.
Da ana´lise das adsorc¸a˜o de part´ıculas de tamanho u´nico mas de formas anisotro´picas
(no caso elipses com liberdade de orientac¸a˜o dos eixos), Talbot [35] sugere que o expo-
ente da lei de poteˆncia da cine´tica da cobertura do sistema na˜o depende apenas do seu
nu´mero de dimenso˜es espaciais. Esta ideia foi conﬁrmada em sistemas de part´ıculas com
distribuic¸a˜o de tamanhos [36, 37, 38].
Tendo apresentado a motivac¸a˜o para o tema estudado nesta tese e os respectivos
desenvolvimentos conseguidos pela comunidade cient´ıﬁca, na pro´xima secc¸a˜o expomos
quais os propo´sitos cient´ıﬁcos e individuais que nos guiaram ao longo desta investigac¸a˜o.
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1.3 Objectivos
O nosso principal objectivo, dentro do aˆmbito cient´ıﬁco, foi descrever e compreender
a formac¸a˜o de ﬁlmes ﬁnos em monocamada. Uma motivac¸a˜o recente e´ a utilizac¸a˜o de
substratos funcionalizados para permitir controlar as propriedades ﬁnais destes depo´si-
tos. Especiﬁcamente, interessou-nos estudar a inﬂueˆncia da dispersa˜o de tamanhos das
part´ıculas na estrutura dos ﬁlmes e na cine´tica do seu crescimento.
Esta investigac¸a˜o e´ o resultado da prossecuc¸a˜o de alguns objectivos pessoais. Preten-
d´ıamos tomar contacto com esta a´rea da investigac¸a˜o cient´ıﬁca, em especial dos feno´menos
fora de equil´ıbrio. Interessou-nos conhecer e dominar as te´cnicas de investigac¸a˜o associa-
das a` computac¸a˜o simulacional, bem como compreender as capacidades e limitac¸o˜es desta
a´rea de investigac¸a˜o. Para tal, foi necessa´rio atingir um objectivo fulcral: desenvolver
competeˆncias de computac¸a˜o.
Cap´ıtulo 2
Breves considerac¸o˜es de F´ısica
Estat´ıstica
2.1 Introduc¸a˜o
No cap´ıtulo anterior, introduzimos o problema f´ısico que nos propomos a estudar - o
crescimento de ﬁlmes de nanopart´ıculas. O estudo deste feno´meno implica a considerac¸a˜o
da interacc¸a˜o entre muitas part´ıculas. Nesta secc¸a˜o, faremos uma introduc¸a˜o a algumas
abordagens da F´ısica a problemas de muitos corpos. Sera˜o apresentadas as potenciali-
dades e limitac¸o˜es das abordagens da Mecaˆnica Cla´ssica, da Termodinaˆmica e da F´ısica
Estat´ıstica a este tipo de sistemas. Deste modo, pretende-se evidenciar a F´ısica Estat´ıstica
como adequada para abordar o problema estudado na presente tese.
Os sistemas macrosco´picos exibem propriedades que na˜o sa˜o explicadas pela simples
soma das contribuic¸o˜es individuais dos seus constituintes [39, 40]. O Universo, a socie-
dade, a linguagem e o corpo humano sa˜o alguns exemplos de tais sistemas. Algumas das
propriedades emergem de efeitos cooperativos que na˜o seriam expecta´veis dos compor-
tamentos individuais dos elementos constituintes dos sistemas. Encontramos exemplos
destas propriedades na mate´ria condensada, como a tensa˜o superﬁcial, a formac¸a˜o de
padro˜es e a magnetizac¸a˜o espontaˆnea. Estudando as interacc¸o˜es entre muitas part´ıculas,
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podemos relacionar os comportamentos macrosco´picos ditos emergentes com os corres-
pondentes comportamentos microsco´picos. Torna-se importante a descric¸a˜o microsco´pica
dos sistemas.
Um sistema f´ısico de part´ıculas (e o correspondente detalhe microsco´pico) pode ser
descrito pelas leis da Mecaˆnica (Cla´ssica e Quaˆntica), que fornecem as ferramentas para
prever o comportamento das part´ıculas e, consequentemente, as diferentes conﬁgurac¸o˜es.
A cada diferente conﬁgurac¸a˜o microsco´pica do sistema corresponde um microestado. A
caracterizac¸a˜o de cada microestado exige a descric¸a˜o completa dos paraˆmetros micros-
co´picos. Por exemplo, o microestado dum sistema cla´ssico com n part´ıculas materiais,
num espac¸o a treˆs dimenso˜es, pode ser completamente descrito com a deﬁnic¸a˜o de 6n
coordenadas, 3n de posic¸a˜o, q, e 3n de momento, p.
A Mecaˆnica Cla´ssica propo˜e resolver problemas que envolvam um reduzido nu´mero de
part´ıculas. Atrave´s da ana´lise determin´ıstica, preveˆem-se comportamentos que possam
ser descritos atrave´s de equac¸o˜es diferenciais. No entanto, os sistemas experimentais
envolvem um nu´mero muito elevado de part´ıculas, da ordem de 1023. O nu´mero de graus
de liberdade de tais sistemas e´ ta˜o elevado que o seu tratamento determin´ıstico revela-
se intrata´vel e ate´ desnecessa´rio para a descric¸a˜o de grande parte das propriedades de
interesse.
A Termodinaˆmica e´ capaz de explicar o comportamento da mate´ria do ponto de vista
macrosco´pico, estabelecendo relac¸o˜es simples entre varia´veis de estado que dependem
dum grande conjunto de part´ıculas [41]. As varia´veis de estado sa˜o independentes do
caminho percorrido ate´ esse estado, pelo que na˜o contemplam a histo´ria do sistema [41].
Dentro destas, podemos distinguir as intensivas e as extensivas. As varia´veis intensivas
caracterizam-se por na˜o dependerem do nu´mero de part´ıculas. Como exemplo podemos
indicar a pressa˜o, a magnetizac¸a˜o me´dia, e a cobertura. As varia´veis extensivas sa˜o
propriedades que caracterizam macroestados e que, como sa˜o referentes a um conjunto de
part´ıculas, dependem do nu´mero destas. Por exemplo, o volume, a magnetizac¸a˜o total e a
entropia. Se os macroestados sa˜o caracterizados pelas varia´veis de estado, a cada um ira´
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corresponder um conjunto de diferentes conﬁgurac¸o˜es microsco´picas que sa˜o compat´ıveis
com determinados valores dessas varia´veis. Podemos pensar em quantas conﬁgurac¸o˜es
microsco´picas diferentes sa˜o compat´ıveis com o mesmo valor de volume do sistema.
Uma das limitac¸o˜es da Termodinaˆmica e´ na˜o estabelecer relac¸o˜es entre as varia´veis
de estado, bem como dos macroestados, e os correspondentes estados microsco´picos do
sistema. Por conseguinte, na˜o se identiﬁcam os processos microsco´picos que caracterizam
e dominam o comportamento macrosco´pico do sistema.
A F´ısica Estat´ıstica propo˜e-se resolver problemas em sistemas com um elevado nu´mero
de part´ıculas, analisando as propriedades macrosco´picas atrave´s do estudo das proprie-
dades microsco´picas [42]. Deste modo, sera´ poss´ıvel estabelecer a relac¸a˜o entre diferentes
conﬁgurac¸o˜es microsco´picas e o correspondente macroestado, caracterizado por um con-
junto de determinados valores das varia´veis de estado.
O estudo de qualquer sistema real e´ demasiado complexo. Para a sua compreensa˜o,
desenvolvem-se modelos fenomenolo´gicos, onde apenas se consideram alguns processos
para descrever o comportamento do sistema. A escolha dos mais relevantes torna-se o
maior desaﬁo. Em F´ısica Estat´ıstica, desenvolvem-se modelos que simpliﬁcam a dinaˆmica
de tais processos e/ou o nu´mero de processos, reduzindo-os aos considerados fundamentais,
e que possam assumir uma descric¸a˜o probabil´ıstica. Por exemplo, para estudarmos as
propriedades magne´ticas dum cristal io´nico isolado, podemos seguir a descric¸a˜o do modelo
de Ising. Neste, consideram-se os io˜es distribu´ıdos numa rede cristalina r´ıgida, ignorando
os detalhes das vibrac¸o˜es te´rmicas, e apenas considerando os seus efeitos na deﬁnic¸a˜o dos
valores de spin dos io˜es. O modelo assume uma descric¸a˜o probabil´ıstica do processo que
conduz a` deﬁnic¸a˜o do spin de cada ia˜o. Apesar desta reduc¸a˜o de graus de liberdade,
um cristal com n io˜es e cujos momentos magne´ticos apenas assumam dois valores, possui
2n microestados poss´ıveis - o que se traduz num nu´mero exponencialmente elevado para
sistemas macrosco´picos.
A notabilidade da F´ısica Estat´ıstica esta´ precisamente na formulac¸a˜o de conceitos
simples e duma aparente inoceˆncia, com uma capacidade de produzir resultados com uma
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generalidade e poder de previsa˜o impressionantes [43]. Quando se propo˜e uma ana´lise
probabil´ıstica aos graus de liberdade dos modelos desenvolvidos, as varia´veis que destes
dependem devem ser consideradas como varia´veis estoca´sticas.
Consideramos que a F´ısica Estat´ıstica e´ uma abordagem eﬁcaz e suﬁcientemente deta-
lhada para o estudo de sistemas com muitas part´ıculas. Esta e´ a raza˜o que nos leva a` sua
utilizac¸a˜o na abordagem ao problema f´ısico do presente estudo. Ao longo deste cap´ıtulo,
iremos descrever algumas questo˜es de F´ısica Estat´ıstica. De entre estas, encontram-se
noc¸o˜es sobre varia´veis e processos estoca´sticos, considerac¸o˜es probabil´ısticas sobre siste-
mas em condic¸o˜es de equil´ıbrio e fora de equil´ıbrio, bem como da equac¸a˜o que descreve
a dinaˆmica de sistemas aproximados por processos estoca´sticos, a equac¸a˜o mestra. Na
parte ﬁnal do cap´ıtulo, aplicaremos estas considerac¸o˜es no estudo do processo de adsor-
c¸a˜o de part´ıculas coloidais. Todas estas considerac¸o˜es servem para fundamentar o estudo
apresentado nos Cap. 4 e 5.
2.2 Varia´veis e Processos estoca´sticos
2.2.1 Varia´veis
A relevaˆncia da presente secc¸a˜o decorre da abordagem que a F´ısica Estat´ıstica propo˜e
ao tratamento para os graus de liberdade dum grande conjunto de part´ıculas, que se baseia
em conceitos probabil´ısticos.
Comecemos por explicar o conceito de varia´vel aleato´ria ou estoca´stica. Ao longo
deste estudo, os dois conceitos sa˜o intermuta´veis. O mesmo na˜o se estende aos termos
aleatoriedade e probabilidade, de modo que consideramos pertinente uma clara distin-
c¸a˜o destes. Por aleatoriedade entendemos o desconhecimento do pro´ximo resultado de
um acontecimento, e por probabilidade entendemos a frequeˆncia com que ocorre um dos
poss´ıveis resultados duma varia´vel aleato´ria.
E´ habitual associar a` ideia de aleato´rio a expressa˜o foi a` sorte. E´ tambe´m recorrente
a sua utilizac¸a˜o para descrever a natureza de acontecimentos do nosso quotidiano cujos
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resultados na˜o conseguimos antecipar. Esta sera´ tambe´m a deﬁnic¸a˜o de varia´vel aleato´ria,
os resultados de um acontecimento que na˜o se e´ capaz de determinar. No entanto, de
entre os poss´ıveis resultados da varia´vel estoca´stica, e´ poss´ıvel deﬁnir a probabilidade
destes ocorrerem. Sa˜o exemplos de resultados de varia´veis aleato´rias obter-se “caras”
num lanc¸amento de uma moeda, o resultado da roleta de casino e a chave dum sorteio do
Euromilho˜es. Cada um dos exemplos anteriores possui um conjunto de resultados poss´ıveis
que e´ bem conhecido. A natureza estoca´stica revela-se, em quaisquer dos exemplos, devido
ao facto de resultado seguinte na˜o ser, a priori, determina´vel. A u´nica informac¸a˜o que
podemos conhecer duma varia´vel estoca´stica e´ a probabilidade dum determinado resultado
ocorrer.
Para ilustrar o signiﬁcado da probabilidade de ocorreˆncia dum resultado de uma va-
ria´vel aleato´ria recorremos, como exemplo, ao jogo da roleta. Fizemos esta opc¸a˜o por
nos permitir analisar mais do que uma varia´vel estoca´stica no mesmo sistema, e tambe´m
por ter sido um dos motivos que levou a` determinac¸a˜o do nome do me´todo computa-
cional utilizado no presente estudo, Monte Carlo, um local famoso pelos seus casinos e
pelo jogo da roleta. O jogo da roleta permite considerar diferentes varia´veis aleato´rias,
como por exemplo, a cor e o nu´mero. Na˜o somos capazes de determinar o pro´ximo re-
sultado de qualquer uma destas varia´veis, mas podemos saber qual a probabilidade de
cada resultado. E´ desta considerac¸a˜o que resulta a classiﬁcac¸a˜o da roleta como um jogo
de sorte. Uma das abordagens para se obter a probabilidade de cada resultado e´ saber
quantas conﬁgurac¸o˜es sa˜o poss´ıveis e quantas sa˜o favora´veis ao resultado pretendido. A
probabilidade de se obter um determinado nu´mero e´ dada pela raza˜o P (x) = 1/37. Tal
acontece porque existem 37 resultados poss´ıveis, que correspondem ao conjunto total da
amostragem {0, 1, ..., 36}, e apenas um corresponde ao resultado que pretendemos obter.
Neste exemplo, estamos a considerar que todos os nu´meros sa˜o igualmente acess´ıveis, ou
seja, a roleta na˜o esta´ viciada.
Se considerarmos outras propriedades do sistema roleta como a cor, a probabilidade de
o resultado ser vermelho ou preto e´ P (x) = 18/37. Tal resulta de existirem 18 resultados
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que correspondem a` mesma cor. Para os menos familiarizados com a roleta, recordamos
que o nu´mero zero e´ verde e os restantes sa˜o metade de cada cor (preto ou vermelho).
O conhecimento da probabilidade de cada resultado e´ importante quando se pretende
estimar a me´dia dos resultados duma varia´vel estoca´stica. Quando se desconhecem todos
os resultados poss´ıveis ou favora´veis do sistema em estudo, outra abordagem permite-nos
estimar a probabilidade de cada um deles. A te´cnica consiste em realizar a amostragem
do sistema. Para tal, realizamos um nu´mero suﬁciente de acontecimentos e estimamos





onde N0 representa o nu´mero de eventos que ocorreram com o resultado x, e Nts o nu´mero
total de eventos simulados. Para que a estimativa de tal probabilidade se aproxime a`
raza˜o entre as conﬁgurac¸o˜es favora´veis sobre as poss´ıveis, temos que realizar um nu´mero
suﬁcientemente grande de acontecimentos. So´ atingiremos o valor exacto da probabilidade
se Nts → ∞. Para uma amostragem de acontecimentos ﬁnita, o resultado apresenta
ﬂutuac¸o˜es em torno do valor me´dio.
De facto, a roleta na˜o e´ um sistema verdadeiramente aleato´rio; apenas o facto de
desconhecermos exactamente (ou na˜o conseguirmos controlar) as condic¸o˜es iniciais como
a velocidade da roleta, a posic¸a˜o da bola relativamente a` roleta e a velocidade inicial da
bola, leva-nos a optar por uma descric¸a˜o probabil´ıstica do sistema.
2.2.2 Processos
Tipicamente, em F´ısica Estat´ıstica as diferentes conﬁgurac¸o˜es microsco´picas na˜o sa˜o
obtidas atrave´s do tratamento determin´ıstico sobre os graus de liberdade das part´ıculas
que compo˜em os sistemas. A descric¸a˜o dos processos que permitem conhecer as diferentes
propriedades dos sistemas e´ probabil´ıstica.
Para exempliﬁcar a validade do ponto anterior, consideremos algue´m que usa o lan-
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c¸amento duma moeda para determinar se a pro´xima refeic¸a˜o e´ de carne ou peixe. Este
exemplo na˜o e´ ta˜o despropositado como aparenta, visto que ja´ foi utilizado como deciso´rio
de impasses bem mais importantes quando, por exemplo, no campeonato europeu de fute-
bol de 1968 decidiu a equipa vencedora dum dos encontros. Para estudar a distribuic¸a˜o de
refeic¸o˜es ao longo do tempo, e´ necessa´rio analisar as conﬁgurac¸o˜es que o lanc¸amento vai
gerar. Este problema pode ser resolvido aplicando as equac¸o˜es de movimento de Newton
(determin´ısticas) [44].
Para determinar a conﬁgurac¸a˜o resultante do lanc¸amento da moeda e, portanto, de-
terminar qual o prato da pro´xima refeic¸a˜o, poder´ıamos controlar certas condic¸o˜es, como
a conﬁgurac¸a˜o e a velocidade inicial do lanc¸amento, a massa da moeda, qual o momento
angular adquirido, qual a diferenc¸a de altura entre o ponto de lanc¸amento e onde e´ apa-
nhada. Umas quantas aproximac¸o˜es sa˜o requeridas, tais como, a moeda comportar-se
como um corpo r´ıgido, com forma de disco e distribuic¸a˜o uniforme de massa. Neste exem-
plo, estamos a desprezar a existeˆncia de ar, cuja resisteˆncia afectaria a trajecto´ria da
moeda. Opta´mos pela situac¸a˜o de apanhar a moeda em vez de a deixar cair, para evitar
que a descric¸a˜o do sistema seja feita com mais umas quantas aproximac¸o˜es. Este exemplo
serve tambe´m para reforc¸ar outra vez a ideia de que qualquer sistema real e´ demasiado
complexo e que, para ser estudado, teˆm que ser feitas aproximac¸o˜es. Todavia, na˜o ha´
nada que inviabilize a aproximac¸a˜o de que a moeda gera cada uma das conﬁgurac¸o˜es com
a probabilidade de 50%.
A descric¸a˜o probabil´ıstica simpliﬁca enormemente a abordagem aos problemas, dado
que reduz os graus de liberdade efectivos do sistema. Sabemos que ao longo da sua vida,
metade das refeic¸o˜es sera˜o de peixe. Neste exemplo, as refeic¸o˜es sa˜o deﬁnidas atrave´s dum
processo, o lanc¸amento da moeda. Apesar de poder ser tratado de forma determin´ıstica,
o processo pode ser aproximado por uma descric¸a˜o probabil´ıstica, atrave´s do comporta-
mento duma varia´vel estoca´stica - o resultado do lanc¸amento da moeda. Fica simpliﬁcado
o estudo das refeic¸o˜es ao longo do tempo que durar esta experieˆncia. Os processos que
descrevam certas propriedades dos sistemas f´ısicos, atrave´s do comportamento de uma
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varia´vel estoca´stica, denominam-se processos estoca´sticos.
Alguns feno´menos f´ısicos podem ser aproximados por processos estoca´sticos. Sa˜o exem-
plos destes feno´menos aqueles cuja dependeˆncia temporal e´ demasiado complexa e cujo
detalhe do seu tratamento foi reduzido, quer pela diﬁculdade de se determinarem ou ainda
de se observarem directamente. Todavia, teˆm que ser processos que se possam relacio-
nar com os resultados duma varia´vel estoca´stica, cuja distribuic¸a˜o de probabilidades seja
previs´ıvel ou ainda que possa ser obtida a partir da variac¸a˜o de paraˆmetros observa´veis.
Dada a abrangeˆncia da deﬁnic¸a˜o apresentada, vamos aclara´-la exempliﬁcando. Como
exemplos desses feno´menos, consideremos o movimento Browniano. Este diz respeito a`
difusa˜o duma part´ıcula imersa num l´ıquido. Considera-se a dimensa˜o linear da part´ıcula
muito superior a`s das part´ıculas do meio onde se encontra, por exemplo um gra˜o de po´len.
O movimento da part´ıcula vai depender da velocidade e dos choques com as part´ıculas
do meio. Os efeitos conjuntos destes choques va˜o condicionar o movimento da part´ıcula
ao longo do tempo. Para se conseguir prever a trajecto´ria da part´ıcula Browniana, seria
necessa´rio precisar as posic¸o˜es e as velocidades de todas as part´ıculas do meio, e determinar
qual o efeito dos choques na direcc¸a˜o seguinte do movimento. Esta e´ uma tarefa intrata´vel.
Podemos simpliﬁcar o estudo da difusa˜o da part´ıcula Browniana atrave´s de um tra-
tamento probabil´ıstico. Apo´s estar em equil´ıbrio com o meio, o movimento da part´ıcula
no plano horizontal tem igual probabilidade de continuar em qualquer uma das direcc¸o˜es
poss´ıveis, Fig. 2.1. A mesma descric¸a˜o quanto ao movimento no plano vertical depende
da densidade da part´ıcula e do l´ıquido. A difusa˜o da part´ıcula Browniana pode ser tra-
tada como um processo estoca´stico, onde a direcc¸a˜o seguinte pode ser tratada como uma
varia´vel estoca´stica com igual probabilidade entre todas as poss´ıveis e sem correlac¸a˜o com
a direcc¸a˜o do movimento anterior. Na˜o so´ o movimento da part´ıcula se torna mais sim-
ples de ser estudado, como tambe´m certas propriedades que dele dependam (a t´ıtulo de
exemplo, a evoluc¸a˜o temporal da distaˆncia me´dia ao ponto de partida).
Outro exemplo de feno´menos que podem ser descritos como processos estoca´sticos sa˜o
as reacc¸o˜es qu´ımicas. Para que uma reacc¸a˜o qu´ımica ocorra, as espe´cies envolvidas teˆm de







Figura 2.1: Exemplo da trajecto´ria de uma part´ıcula Browniana.
colidir com suﬁciente energia para superar a energia de activac¸a˜o da transformac¸a˜o. Para
conhecermos a posic¸a˜o das part´ıculas, podemos considerar o movimento das part´ıculas
como um processo estoca´stico, tal como explica´mos anteriormente. No entanto, perder´ıa-
mos o detalhe da velocidade das part´ıculas e, como tal, deixar´ıamos de saber se a energia
e´ suﬁciente para activar o processo. Esta diﬁculdade pode ser suprimida se soubermos
a distribuic¸a˜o de probabilidades das velocidades das part´ıculas. Assim, podemos asso-
ciar uma taxa de ocorreˆncia da reacc¸a˜o sempre que duas part´ıculas colidam. Com estas
aproximac¸o˜es, simpliﬁca-se o estudo de qualquer propriedade do sistema que dependa da
evoluc¸a˜o da reacc¸a˜o.
A F´ısica Estat´ıstica distingue-se pela estonteante variedade de modelos, com diferen-
tes processos estoca´sticos que requerem o seu pro´prio conjunto de regras [45], sendo que
estas na˜o se reduzem a um conjunto de leis elementares. Os modelos de sistemas f´ısicos
desenvolvidos que assentam em processos estoca´sticos permitem mapear propriedades dos
sistemas que dependem dos resultados de varia´veis estoca´sticas [46]. E´ atrave´s destes
que vamos obter uma descric¸a˜o das diferentes conﬁgurac¸o˜es do sistema, os seus diferentes
microestados. A amostragem dos microestados caracteriza-se por uma trajecto´ria esto-
ca´stica descrita dentro do volume do espac¸o de fase (Ω), s1 → s2 → ...→ sNt , Fig. 2.2, em
que s representa um ponto do espac¸o de fase e o ı´ndice representa o nu´mero na sequeˆncia
das medic¸o˜es, num total de Nt pontos explorados. Como t´ınhamos indicado na secc¸a˜o
anterior, a completa descric¸a˜o de cada microestado exige a caracterizac¸a˜o de todos os












Figura 2.2: Espac¸o de fase bidimensional com uma trajecto´ria estoca´stica.
graus de liberdade do sistema. Para o sistema cla´ssico de n part´ıculas, com 3n graus de
liberdade, cada ponto s e´ deﬁnido por um conjunto de valores {q1, p1, q2, p2, ..., qn, pn}, em
que cada coordenada de posic¸a˜o (e de momento) representa um conjunto de treˆs coordena-
das. Para o exemplo do cristal io´nico com n graus de liberdade, cada ponto s representa
um conjunto de valores de spins {σ1, σ2, ..., σn}. Com a amostragem do modelo, obte-
mos o ensemble estat´ıstico dos microestados, {s1, s2, ...sNt}, juntamente com a completa
descric¸a˜o microsco´pica.
As propriedades observa´veis de um sistema podem ser estimadas com base em con-
ceitos estat´ısticos simples. As estimativas das propriedades podem ser temporais ou de
ensemble. Na me´dia temporal, considera-se o mesmo sistema avaliado em momentos di-
ferentes. Na me´dia de ensemble, considera-se a me´dia em diferentes conﬁgurac¸o˜es do
sistema que obedec¸am a` condic¸a˜o de pertencer ao ensemble. Para o caso particular de
sistemas num estado estaciona´rio, as suas propriedades macrosco´picas na˜o variam com o
tempo. Nesse caso, a me´dia temporal e´ igual a` me´dia de ensemble.
Na pro´xima secc¸a˜o, apresentamos a equac¸a˜o mestra que descreve a transic¸a˜o do sistema
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entre diferentes conﬁgurac¸o˜es.
2.2.3 Equac¸a˜o Mestra
O desenvolvimento de modelos estoca´sticos (os que sa˜o descritos atrave´s de processos
estoca´sticos) implica a auseˆncia de determinismo na evoluc¸a˜o do sistema. Sabemos que
devera´ evoluir de acordo com uma probabilidade relacionada com cada processo. Consi-
deremos um sistema que a dado momento se encontra no estado que denominaremos si.
A evoluc¸a˜o do sistema conduzi-lo-a´ para outro estado que denominaremos sj. Dizemos
que o sistema evoluiu, si → sj. Neste momento, ha´ uma indeterminac¸a˜o que se torna
muito importante esclarecer. De entre todos os estados acess´ıveis ao sistema, sj, com que
probabilidade o sistema evoluira´ para cada um deles? Para exempliﬁcar este ponto, recor-
demos o sistema compostos por n spins, {σ1, σ2, ..., σn}, em que cada spin pode assumir
dois valores, ±1. Num dado momento, o microestado si e´ caracterizado por cada spin ter
assumido o valor +1. Na evoluc¸a˜o para o estado sj , na˜o sera´ igualmente prova´vel que
este novo estado possa ser descrito por todos os spins terem assumido o valor sime´trico
(−1), face a um estado onde apenas um dos spins inverteu o sinal.
A equac¸a˜o mestra faz uma descric¸a˜o da evoluc¸a˜o da probabilidade de ocorreˆncia de
transic¸o˜es dos sistemas entre diferentes estados ao longo do tempo. Permite estabelecer
taxas de transic¸a˜o entre diferentes estados do sistema governado por processos estoca´s-
ticos. Desta forma, podemos prever a evoluc¸a˜o do sistema ao longo de uma trajecto´ria
estoca´stica de amostragem.
As conﬁgurac¸o˜es amostradas podem ser sequencializadas da seguinte maneira s1, s2,
...., sNt . Vamos considerar Pi(t) como a probabilidade de se encontrar o sistema no estado
microsco´pico si num dado momento, t. Podemos conceber toda a sequeˆncia de amostragem
como uma cadeia de Markov. Numa cadeia de Markov, a passagem para o estado seguinte
so´ depende da conﬁgurac¸a˜o do sistema que o precede. A equac¸a˜o mestra e´ uma equac¸a˜o
do balanc¸o temporal da probabilidade de ocorreˆncia dos microestados dos sistemas. Para
explicarmos este balanc¸o, comecemos por considerar um conjunto deNt sistemas ideˆnticos.
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Pi representa a probabilidade de um desses sistemas do conjunto considerado se encontrar
no microestado si. Ao longo do tempo, Pi tende a aumentar devido aos sistemas que se
encontram noutros microestados (sj), tal como deﬁnido anteriormente, e que transitam
para o estado si; tende a diminuir devido aos sistemas que se encontram no estado si e
transitam para outros estados (sj). A equac¸a˜o mestra, que indica a variac¸a˜o temporal da










A equac¸a˜o mestra pode ser determin´ıstica mas, devido ao elevado nu´mero de graus de
liberdade presente na maioria dos sistemas f´ısicos, tal revela-se dif´ıcil.
Tal como antecipado na secc¸a˜o anterior, um dos objectivos da F´ısica Estat´ıstica e´ es-
timar a me´dia dos resultados de varia´veis estoca´sticas que representam uma medida das
propriedades macrosco´picas de sistemas, tendo em considerac¸a˜o as propriedades micros-
co´picas dos mesmos. A estimativa duma observa´vel, O, e´ deﬁnida, no conjunto de estados
poss´ıveis do espac¸o de fase, Ω, considerando o valor que assume em cada um desses estados








O denominador da eq. 2.3 faz a soma sobre todos os estados; e´ conhecido como a func¸a˜o
de partic¸a˜o do sistema. Em sistemas com um elevado nu´mero de graus de liberdade, a







em que Nt representa o nu´mero de estados amostrados. A aproximac¸a˜o e´ va´lida, conside-
rando que Nt seja suﬁcientemente grande, ou enta˜o que se tenham explorado os estados
com peso mais signiﬁcativo na estimativa, isto e´, os que teˆm maior probabilidade de
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ocorrerem. O processo de estimar varia´veis torna-se, em teoria, muito simples. Para
tal, “bastaria” conhecer todos os valores que pode tomar o observa´vel, O(s), e a proba-
bilidade desse estado ocorrer, ps. Se deﬁnirmos Ps pela fracc¸a˜o de estados favora´veis,
Ps = ps/
∑
s ps, a soma destes valores ﬁca normalizada,
∑












Em teoria, poder´ıamos aplicar esta estimativa das observa´veis a sistemas com muitos
graus de liberdade. Para estimarmos paraˆmetros macrosco´picos, e´ apenas necessa´rio de-
terminar o seu valor, a partir da descric¸a˜o microsco´pica, e conhecer a probabilidade de
ocorrer o microestado. O termo “apenas” refere-se ao nu´mero de tarefas associadas e na˜o
a` facilidade de cada tarefa. Quanto a` primeira tarefa, para conhecer O(s) e´ necessa´rio
escrever as equac¸o˜es que permitam conhecer o valor desses paraˆmetros a partir das con-
tribuic¸o˜es microsco´picas. No que respeita a` segunda tarefa, conhecer p(s), a diﬁculdade
encontra-se em conseguir determinar a priori a sua distribuic¸a˜o. Esta e´ apenas conhecida
para sistemas em determinadas condic¸o˜es. Na pro´xima secc¸a˜o veremos em que condic¸o˜es
sera´ poss´ıvel esta tarefa.
2.3 Sistemas em condic¸o˜es de equil´ıbrio e fora de
equil´ıbrio
Na sequeˆncia do desaﬁo proposto no ﬁnal da secc¸a˜o anterior, apresentamos conside-
rac¸o˜es gerais sobre a distribuic¸a˜o de probabilidades dos estados dos sistemas f´ısicos em
condic¸o˜es de equil´ıbrio e fora deste. Iniciamos pelos sistemas em equil´ıbrio, dado que o
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conhecimento teo´rico do comportamento destes esta´ mais desenvolvido.
Vamos considerar dois tipos de sistemas em condic¸o˜es de equil´ıbrio termodinaˆmico, os
sistemas isolados e os fechados. Sistemas isolados sa˜o deﬁnidos por na˜o poderem trocar
energia ou mate´ria com o exterior (a energia do sistema mante´m-se constante). Sistemas
fechados na˜o podem trocar mate´ria com o exterior e encontram-se em contacto com um
reservato´rio de calor (dimenso˜es muito superiores a`s do sistema), fazendo com que a
temperatura se mantenha constante devido a` troca de energia.
O postulado fundamental da F´ısica Estat´ıstica diz-nos que num sistema em equil´ı-
brio com energia constante, todos os microestados poss´ıveis sa˜o igualmente prova´veis.
Este conjunto de microestados designa-se por conjunto microcano´nico. A estimativa das






A aproximac¸a˜o e´ va´lida quando Nt se aproxima do nu´mero total de estados acess´ıveis ao
sistema.
A descric¸a˜o da evoluc¸a˜o dos sistemas isolados pelos diferentes microestados pode ser
obtida atrave´s da equac¸a˜o mestra. Os sistemas em equil´ıbrio caracterizam-se por as suas
propriedades macrosco´picas na˜o variarem ao longo do tempo. Nessa situac¸a˜o, a variac¸a˜o




= 0 . (2.8)
Uma das poss´ıveis soluc¸o˜es da equac¸a˜o mestra e´,
PiWj→i = PjWi→j , (2.9)
conhecida como condic¸a˜o do balanc¸o detalhado. O balanc¸o detalhado e´ va´lido para inu´-
meros sistemas f´ısicos que estejam em equil´ıbrio, ou que evoluam para estados estacio-
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na´rios [41]. Da sua aplicac¸a˜o garantimos que as transic¸o˜es entre os diferentes estados
acess´ıveis ao sistema resultem na desejada distribuic¸a˜o de Pi nos estados estaciona´rios.
Para o caso particular de sistemas microcano´nicos, Pi = Pj , da eq. 2.9 constatamos que,
Wj→i = Wi→j . (2.10)
Assim, e´ permitido aos sistemas isolados que evoluam entre todos os estados acess´ıveis
com igual probabilidade.
Em sistemas fechados, a temperatura mante´m-se constante (a energia na˜o), as con-
ﬁgurac¸o˜es obtidas pertencem ao conjunto cano´nico. Os estados poss´ıveis na˜o teˆm todos
a mesma probabilidade. Consideremos a func¸a˜o de partic¸a˜o de um sistema cano´nico







em que Es e´ a energia do estado s, T e´ a temperatura e kB e´ a constante de Boltzmann.
















Para estes sistemas, podemos simpliﬁcar a sua estimativa. Vamos considerar que geramos
as conﬁgurac¸o˜es do sistema de acordo com uma prefereˆncia dada pela probabilidade, Peq.







28 2.3. Sistemas em condic¸o˜es de equil´ıbrio e fora de equil´ıbrio
Finalmente, se gerarmos cada estado do sistema seguindo a distribuic¸a˜o de Boltzmann,
eq. 2.12, a estimativa volta a ser dada pela eq. 2.7.
A evoluc¸a˜o de sistemas fechados na˜o ocorre com igual probabilidade entre os diferentes
estados. Em equil´ıbrio, obedecem ao balanc¸o detalhado, eq. 2.9, e a distribuic¸a˜o de
probabilidade de cada estado segue a distribuic¸a˜o de Boltzmann. A` luz destas duas









Isto signiﬁca que a probabilidade de transic¸a˜o entre dois estados depende apenas da dife-
renc¸a de energia entre ambos.
As considerac¸o˜es ate´ aqui apresentadas apenas se aplicam a sistemas em condic¸o˜es de
equil´ıbrio. Na Natureza, os sistemas em condic¸o˜es de equil´ıbrio sa˜o mais uma excepc¸a˜o
do que uma regra [47]. A pro´pria vida e´ um exemplo de sistema fora de equil´ıbrio. Neste
momento, e´ importante clariﬁcar alguns termos. Seguimos a terminologia deﬁnida em [48].
Os exemplos mais simples de sistemas em condic¸o˜es fora de equil´ıbrio sa˜o sistemas
de equil´ıbrio que, por acc¸a˜o de forc¸as externas ou por condic¸o˜es iniciais, encontram-se
momentaneamente deslocados do equil´ıbrio. Se for permitido que o sistema relaxe, isto e´,
que evolua no sentido de atingir o equil´ıbrio termodinaˆmico, ao ﬁm de um determinado
tempo o sistema encontrar-se-a´ novamente em equil´ıbrio. Este tempo e´ designado de
tempo de relaxac¸a˜o.
Existem outros sistemas que se encontram fora de equil´ıbrio porque na˜o conseguem
aceder a um estado estaciona´rio de equil´ıbrio. Este tipo de sistemas denominam-se de
na˜o equil´ıbrio. Estes na˜o atingem o equil´ıbrio termodinaˆmico porque na˜o e´ permitido
tempo suﬁciente de relaxac¸a˜o, ja´ que sa˜o constantemente desviados desse equil´ıbrio por
uma acc¸a˜o externa - por exemplo, um sistema em contacto com dois banhos te´rmicos a
diferentes temperaturas, reacc¸o˜es catal´ıticas, crescimento de superf´ıcies e muitos outros
que envolvam ﬂuxo de energia e part´ıculas pelo sistema.
A dinaˆmica de sistemas em condic¸o˜es de na˜o equil´ıbrio pode ser descrita pela equac¸a˜o
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mestra ou induzida pela acc¸a˜o dos processos estoca´stico do modelo [48]. Gerando va´rias
trajecto´rias estoca´sticas dentro do espac¸o de fase, podemos compreender a dinaˆmica do
processo estoca´stico que contribui para a variac¸a˜o temporal do valor das observa´veis. Se
as diferentes trajecto´rias forem estatisticamente independentes, a estimativa temporal da





O(s, t) , (2.16)
quando Nt se aproxima do nu´mero de estados acess´ıveis ao sistema. Para cada tempo
t, os Nt estados amostrados de entre os acess´ıveis nesse tempo correspondem ao nu´mero
total de trajecto´rias estoca´sticas do sistema no espac¸o de fase.
Alguns modelos de sistemas de na˜o equil´ıbrio apresentam soluc¸a˜o anal´ıtica [47]. No
entanto, esta a´rea de trabalho esta´ ainda pouco amadurecida, pelo menos atendendo a`
sua capacidade de desenvolver considerac¸o˜es gerais que descrevam estes sistemas. De
igual forma, estes u´ltimos envolvem um elevado nu´mero de graus de liberdade, pelo que a
aproximac¸a˜o estat´ıstica e´ uma excelente ferramenta para o estudo dos feno´menos que go-
vernam sistemas em condic¸o˜es de na˜o equil´ıbrio. Como exemplo desses sistemas, esta˜o os
que conduzem ao crescimento de superf´ıcies por deposic¸a˜o ou agregac¸a˜o de part´ıculas [49].
Na pro´xima secc¸a˜o, abordamos a questa˜o da adsorc¸a˜o irrevers´ıvel como um feno´meno de
na˜o equil´ıbrio que conduz ao crescimento de ﬁlmes, bem como o seu enquadramento na
F´ısica Estat´ıstica.
2.4 A adsorc¸a˜o numa perspectiva estat´ıstica
A F´ısica Estat´ıstica e´ a ferramenta adequada para se aproximar o processo de adsorc¸a˜o
reduzindo os graus de liberdade. A resoluc¸a˜o determin´ıstica da trajecto´ria das part´ıculas
ate´ ao substrato e´ pouco relevante. Mesmo que a trata´ssemos deterministicamente, que
concluso˜es poder´ıamos tirar quanto a` dinaˆmica da adsorc¸a˜o? Somente que sistemas com
o mesmo nu´mero de part´ıculas, inicialmente nas mesmas posic¸o˜es e exactamente com as
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mesmas velocidades iniciais, teriam a mesma dinaˆmica. Essa conclusa˜o carece de inte-
resse. Ter´ıamos que amostrar diferentes sistemas, pois as distribuic¸o˜es das posic¸o˜es e das
velocidades iniciais de cada part´ıcula sa˜o imposs´ıveis de determinar e/ou de controlar.
Portanto, e´ necessa´rio obter uma distribuic¸a˜o de poss´ıveis posic¸o˜es e velocidades inici-
ais - torna-se obrigato´rio uma amostragem estat´ıstica. Mais, e´ esperado que pequenas
alterac¸o˜es nas condic¸o˜es iniciais conduzam a grandes diferenc¸as ao longo do tempo. O
tratamento determin´ıstico das trajecto´rias sera´ inu´til, podendo ser substitu´ıdo por uma
aproximac¸a˜o.
O modelo de RSA, descrito na Sec.1.2, e´ adequado para descrever a formac¸a˜o de ﬁlmes
em monocamada atrave´s da adsorc¸a˜o irrevers´ıvel de part´ıculas coloidais. Neste, considera-
se uma distribuic¸a˜o uniforme de tentativas de adsorc¸a˜o sobre toda a a´rea do substrato
por unidade de tempo. A adsorc¸a˜o de part´ıculas numa superf´ıcie de forma irrevers´ıvel,
vai corresponder a sistemas de na˜o equil´ıbrio. Este modelo corresponde a uma simpli-
ﬁcac¸a˜o do processo de adsorc¸a˜o atrave´s de uma descric¸a˜o probabil´ıstica. Consideremos
um substrato so´lido e regular, imerso numa suspensa˜o coloidal. Se as interacc¸o˜es entre
as part´ıculas da suspensa˜o e as do substrato forem atractivas, vai haver adsorc¸a˜o sobre o
substrato. Esta descric¸a˜o simples do processo de adsorc¸a˜o e´ a su´mula dum conjunto de
va´rios processos elementares: a difusa˜o das part´ıculas ate´ ao substrato (como resultado
das interacc¸o˜es entre as part´ıculas depositantes e as part´ıculas da soluc¸a˜o); as interac-
c¸o˜es entre as part´ıculas que tentam adsorc¸a˜o e as do substrato; e as interacc¸o˜es entre as
part´ıculas ja´ adsorvidas e as que tentam adsorc¸a˜o.
A descric¸a˜o do processo de adsorc¸a˜o pelo modelo de RSA pode parecer pouco realista,
ja´ que os pontos de adsorc¸a˜o (ou de tentativa de adsorc¸a˜o) sa˜o uniformemente consi-
derados ao longo de todo o substrato. Uma aproximac¸a˜o mais realista seria considerar
sempre que uma part´ıcula colida com outra ja´ adsorvida no substrato, tenha uma maior
probabilidade de vir a ser adsorvida (ou de o tentar) numa vizinhanc¸a desta u´ltima. Esta
aproximac¸a˜o e´ mais razoa´vel do que considerar, apo´s a colisa˜o da part´ıcula, que esta volta
sempre para a suspensa˜o durante tempo suﬁciente para que perca a memo´ria do processo
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falhado. Para concretizar a aproximac¸a˜o mais realista, poder´ıamos optar por uma des-
cric¸a˜o da difusa˜o das part´ıculas ate´ ao substrato como um movimento Browniano. Esta
considerac¸a˜o leva a conﬁgurac¸o˜es ﬁnais, com valores de coberturas e estruturas, que sa˜o
indistingu´ıveis daquelas que sa˜o obtidas por RSA [50, 51, 52], mesmo incluindo efeitos hi-
drodinaˆmicos [53], pelo menos dentro dos limites das medic¸o˜es experimentais [54]. Apesar
da complexidade do processo de adsorc¸a˜o, o modelo RSA e´ adequado para a representac¸a˜o
do processo para part´ıculas coloidais.
O processo de adsorc¸a˜o pelo modelo de RSA leva a uma conﬁgurac¸a˜o limite onde mais
nenhuma part´ıcula pode ser adsorvida sem que haja exclusa˜o de volume. De entre todas
as conﬁgurac¸o˜es poss´ıveis, so´ existe uma que resulta na maior compactac¸a˜o poss´ıvel das
part´ıculas, levando ao maior nu´mero de part´ıculas adsorvidas. Nesta situac¸a˜o, todas as
part´ıculas adsorvidas esta˜o em “contacto” com seis part´ıculas vizinhas. A` medida que
consideramos valores inferiores da fracc¸a˜o do substrato que esta´ coberto, existe um maior
nu´mero de conﬁgurac¸o˜es que satisfazem esses valores de cobertura. De entre todos os
poss´ıveis valores da observa´vel cobertura, compat´ıveis com a condic¸a˜o de conﬁgurac¸a˜o
limite, espera-se que os sistemas atinjam um valor de cobertura caracter´ıstico, θ(∞), pelo
facto lhe corresponder um maior nu´mero de microestados associados com esse valor.
A adsorc¸a˜o no modelo de RSA (sem desadsorc¸a˜o e sem difusa˜o no substrato) pode ser
descrita como um processo de memo´ria total da sua histo´ria. A evoluc¸a˜o do sistema pela
adsorc¸a˜o de mais uma part´ıcula depende da sua conﬁgurac¸a˜o anterior, a qual depende
da conﬁgurac¸a˜o que a precedeu e assim sucessivamente. A conﬁgurac¸a˜o ﬁnal obtida pela
deposic¸a˜o de part´ıculas e´, consequentemente, o resultado do historial do sistema desde
a deposic¸a˜o da primeira part´ıcula. Em contrapartida, os sistemas onde a adsorc¸a˜o e´
revers´ıvel apresentam um tempo de correlac¸a˜o ﬁnito. Esta divergeˆncia ira´ levar a uma
diferenc¸a substancial na distribuic¸a˜o das part´ıculas sobre substrato entre os dois sistemas,
mesmo que o sistema em equil´ıbrio apresente uma mesma densidade de part´ıculas por
unidade de volume. Existe uma u´nica func¸a˜o de distribuic¸a˜o radial das distaˆncias entre
as part´ıculas que caracteriza o conjunto de conﬁgurac¸o˜es mais prova´veis no processo de
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RSA, e e´ distinta da do sistema em equil´ıbrio termodinaˆmico [22].
Ao longo desta perspectiva estat´ıstica da adsorc¸a˜o, procura´mos fundamentar a des-
cric¸a˜o probabil´ıstica do processo de adsorc¸a˜o no modelo utilizado neste estudo (RSA).
Estabelecemos algumas relac¸o˜es entre os estados microsco´picos e os macrosco´picos, e dis-
tinguimos algumas consequeˆncias da adsorc¸a˜o em condic¸o˜es de equil´ıbrio e fora de equ´ıli-
brio. No pro´ximo cap´ıtulo, abordaremos o me´todo de Monte Carlo, que nos permite gerar
amostragens dos modelos desenvolvidos em F´ısica Estat´ıstica.
Cap´ıtulo 3
Me´todo de Monte Carlo
3.1 Introduc¸a˜o
No cap´ıtulo precedente, apresenta´mos algumas considerac¸o˜es sobre a F´ısica Estat´ıstica
e a sua aplicac¸a˜o no estudo de sistemas com muitas part´ıculas. Neste cap´ıtulo, apresen-
tamos o me´todo computacional de Monte Carlo, devido a` sua importaˆncia nesta tese e na
F´ısica Estat´ıstica.
O me´todo de Monte Carlo caracteriza-se por obter estimativas de paraˆmetros, usando
uma sequeˆncia de nu´meros aleato´rios para realizar a amostragem [55, 56]. Com o me´todo
de Monte Carlo, torna-se mais acess´ıvel o estudo de sistemas de muitos corpos, com elevado
nu´mero de graus de liberdade, onde o nu´mero de estados que o sistema pode apresentar
e´ elevado e o seu tratamento determin´ıstico e´ convolu´ıdo ou ate´ mesmo imposs´ıvel.
A utilizac¸a˜o de nu´meros aleato´rios e´ adequada quando estudamos sistemas f´ısicos cujas
propriedades possam ser descritas por processos estoca´sticos, tal como descrito na Sec. 2.2.
Este tipo de sistemas f´ısicos sa˜o objecto de estudo da F´ısica Estat´ıstica, tal como enunciado
no Cap. 2. Apesar de baseado em nu´mero aleato´rios, o me´todo tambe´m pode ser aplicado
em problemas determin´ısticos (por exemplo, na integrac¸a˜o de func¸o˜es). Este me´todo
permite estimar grandezas de interesse nos sistemas, atrave´s da amostragem estat´ıstica
de diferentes estados. Por amostragem estat´ıstica entendemos a gerac¸a˜o aleato´ria de
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estados, conhecendo a probabilidade de ocorreˆncia dos processos que a estes conduzem.
Apo´s esta brev´ıssima introduc¸a˜o, as restantes secc¸o˜es do cap´ıtulo servira˜o para uma
compreensa˜o mais detalhada do me´todo de Monte Carlo. Para cumprirmos este objectivo,
apresentamos uma breve resenha histo´rica, dando especial interesse a` ge´nese do me´todo
e a` estreita relac¸a˜o com o aparecimento da ma´quina electro´nica de computac¸a˜o, i. e´., o
computador. Descrevemos ainda a utilizac¸a˜o do me´todo em algumas das suas vertentes, de
maneira a evidenciarmos a sua utilidade duma forma mais abrangente. Aproveitamos para
deﬁnir alguns conceitos essenciais do me´todo, como amostragem simples, por importaˆncia
e passos de Monte Carlo. De seguida, tecemos algumas considerac¸o˜es dos modelos que
representam sistemas f´ısicos, mais especiﬁcamente, sobre o tratamento das suas fronteiras.
Conclu´ımos o cap´ıtulo explorando as limitac¸o˜es presentes no me´todo, pelo facto de se
tratar dum me´todo computacional.
3.1.1 Histo´ria
Durante a Segunda Guerra Mundial, na Universidade da Pensilvaˆnia em Filade´lﬁa,
estava em desenvolvimento o primeiro computador electro´nico, o ENIAC (Electrical Nu-
merical Integrator and Calculator). Embora o principal objectivo fosse ta´cticas de fogo,
os seus responsa´veis, John Mauchly e Persper Eckert, sabiamente projectaram-no com
mais valeˆncias [57].
Em 1945, o desenvolvimento da ma´quina estava praticamente completo, assim como a
guerra estava no seu te´rmino. O ENIAC deixara de ser ta˜o solicitado e os seus criadores
estavam ansiosos para poder validar as suas potencialidades extra-militares. John von
Neumann, professor de Matema´tica na Universidade de Princeton, na altura consultor do
projecto ENIAC e do Los Alamos National Laboratory, propoˆs a utilizac¸a˜o do computador
electro´nico em ca´lculos termonucleares a Steve Frankel e Nicolas Metropolis, na mesma
altura investigadores em Los Alamos. Os resultados de tais testes foram apresentados
em 1946, conﬁrmando as potencialidades do ENIAC. Na audieˆncia da apresentac¸a˜o es-
tava Stan Ulam, matema´tico, com um aguc¸ado interesse pela abordagem estat´ıstica aos
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problemas. Ciente das limitac¸o˜es da via estat´ıstica, devido a` extensa˜o e monotonia dos
ca´lculos, viu no ENIAC o caminho para o ressurgimento da amostragem estat´ıstica aos
problemas f´ısicos [57].
Em 1947, e apo´s sugesta˜o de Ulam, von Neumann escreve ao director da divisa˜o
teo´rica de Los Alamos, Robert Ritchmyer, propondo uma abordagem estat´ıstica a alguns
dos problemas a´ı desenvolvidos (como por exemplo, a difusa˜o de neutro˜es em diferentes
meios) e apresentando o ENIAC como a ferramenta adequada [58]. Este foi o rastilho
para o aparecimento do me´todo de Monte Carlo. Dois anos bastaram para que tivesse
lugar um simpo´sio sobre o me´todo de Monte Carlo em Los Alamos.
3.2 Me´todo de Monte Carlo standard
Na sua variante standard, o me´todo propo˜e-se a` amostragem aleato´ria dos diferentes
estados do sistema e da consequente medic¸a˜o das propriedades de interesse, com base nas
diferentes conﬁgurac¸o˜es microsco´picas. Adequa-se ao estudo das propriedades esta´ticas de
um modelo, no contexto do espac¸o de fase que caracteriza o sistema a estudar. Pretende-
se estimar as propriedades com base na eq. 2.4, em vez da total explorac¸a˜o de todo o
espac¸o de fase.
Para um dado modelo em estudo, que pode ou na˜o dizer respeito a um sistema f´ısico,
pretende-se que este transite entre diferentes conﬁgurac¸o˜es, atrave´s de uma probabili-
dade associada a` ocorreˆncia dos diferentes estados ou dos processos que conduzem a esses
estados. O objectivo e´ gerar nu´meros aleato´rios que, quando comparados com essas pro-
babilidades, determinam se a transic¸a˜o para os novos estados ocorre ou se e´ rejeitada. Ao
longo desta apresentac¸a˜o do me´todo de Monte Carlo standard, o emprego de palavras como
transic¸a˜o ou evoluc¸a˜o nunca estara´ relacionado com a dinaˆmica real do sistema. Alia´s, o
me´todo de Monte Carlo standard caracteriza-se pela auseˆncia da avaliac¸a˜o da dinaˆmica
do sistema. Tal facto deve-se aos eventos/processos considerados na˜o terem, necessaria-
mente, relac¸a˜o com o tempo real. O signiﬁcado que se pretende dar e´, especiﬁcamente, a
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amostragem dos diferentes estados acess´ıveis ao sistema.
O processo que conduz a` gerac¸a˜o de diferentes estados/conﬁgurac¸o˜es do sistema pode
consagrar uma medida do esforc¸o dispensado atrave´s do me´todo ate´ que consiga um novo
estado que se pretende avaliar. Essa medida e´ conhecida como o tempo do me´todo, tempo
de Monte Carlo. A sua considerac¸a˜o e´ mais relevante em modelos de sistemas cujas
conﬁgurac¸o˜es a avaliar esta˜o relacionadas com processos que a estas conduzem. Noutros
modelos pode ser completamente irrelevante. Este tempo na˜o e´ espec´ıﬁco do me´todo de
Monte Carlo standard. Deﬁnimo-lo neste ponto, por ser importante para a compreensa˜o
dos exemplos deste cap´ıtulo.
Cada vez que se tenta fazer evoluir o sistema entre diferentes estados, ao longo do
espac¸o de fase, dizemos que ocorreu uma iterac¸a˜o - quer a evoluc¸a˜o tenha sido aceite ou
rejeitada. Por tentativa de transic¸a˜o podemos considerar as alterac¸o˜es microsco´picas das
propriedades duma so´ part´ıcula ou dum conjunto delas, ou ainda de todas as part´ıculas.
O intervalo de tempo de Monte Carlo necessa´rio para que o sistema evolua para uma nova
conﬁgurac¸a˜o (por exemplo, conjunto das novas coordenadas, momentos ou spins, conforme
os modelos), se tivermos em conta todas as part´ıculas, dependera´ do tamanho do modelo
amostrado. Contudo, independentemente do nu´mero part´ıculas, isto e´, das dimenso˜es
do modelo, pretende-se representar propriedades do mesmo sistema f´ısico. E´ de todo
conveniente que esse intervalo de tempo na˜o dependa do tamanho do sistema estudado.
Para tal, e´ habitual tomar como a unidade desse tempo o nu´mero total de part´ıculas, ou
o volume total, ou ainda o nu´mero de lugares da rede do modelo. Fica assim deﬁnida a
unidade de tempo eventos de Monte Carlo ou, como e´ usualmente conhecida, passos de
Monte Carlo, MCS (do ingleˆs Monte Carlo Steps). O nu´mero de tentativas (isto e´, de
iterac¸o˜es) que sa˜o necessa´rias realizar ate´ se avaliar uma nova conﬁgurac¸a˜o do sistema
depende de muitos factores. Mais adiante nesta secc¸a˜o abordaremos estes factores. E´
poss´ıvel fazer corresponder este tempo do me´todo, MCS, com o tempo real de um sistema
f´ısico, embora na maior parte dos modelos na˜o existam relac¸o˜es o´bvias entre estes [12, 59].
No contexto de Monte Carlo, torna-se importante analisar as diferentes conﬁgurac¸o˜es
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microsco´picas do sistema no seu espac¸o de fase. Podemo-lo fazer tornando o sistema
maior ou aumentando o nu´mero de amostras - ambas opc¸o˜es aumentam o (hiper)volume do
espac¸o de fase efectivamente amostrado. De seguida, descrevemos o que se pretende com a
ideia de amostragem, fazendo uma distinc¸a˜o entre amostragem simples e por importaˆncia.
3.2.1 Amostragem simples e amostragem por importaˆncia
Uma das utilizac¸o˜es mais generalizadas do me´todo de Monte Carlo standard e´ na
integrac¸a˜o de func¸o˜es. Escolhemos a func¸a˜o erro, erf(z), como exemplo pelo facto de ser

















Apesar da sua natureza probabil´ıstica, o me´todo de Monte Carlo oferece uma abordagem
a este problema determin´ıstico. O objectivo e´ estimar a a´rea delimitada pela func¸a˜o que se
pretende integrar. Consideremos uma caixa deﬁnida em redor da func¸a˜o que pretendemos
integrar, deﬁnida no domı´nio da func¸a˜o a estudar, e um conjunto de pontos gerados
aleatoriamente no seu interior. Na Fig. 3.1. ilustramos o exemplo de 300 pontos gerados
no interior de uma caixa deﬁnida no domı´nio [0, 2[. Deﬁnimos cada ponto gerando dois
nu´meros aleato´rios, um no intervalo [0, 2[ para a coordenada x e o outro no intervalo [0, 1[
para a coordenada y. Nem todos estes pontos esta˜o localizados abaixo da linha deﬁnida
pela func¸a˜o cuja integral pretendemos calcular. O valor da integral convergira´ para a
raza˜o entre o nu´mero de pontos gerados que se localizam abaixo da linha, N0, e o nu´mero
total de pontos gerados, Nts, na a´rea da caixa, A, dada por
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Figura 3.1: Representac¸a˜o de 300 pontos gerados aleatoriamente, com amostragem sim-








A considerac¸a˜o de Nts →∞ e´ fundamental, porque para valores ﬁnitos os valores obtidos
da integral apresentam ﬂutuac¸o˜es.
Aproveitamos este exemplo da aplicac¸a˜o do me´todo de Monte Carlo a` integrac¸a˜o de
func¸o˜es para abordar um conceito importante relativamente a` amostragem feita atrave´s
do me´todo - as diferenc¸as entre amostragem simples e amostragem por importaˆncia. No
exemplo da Fig. 3.1, todo o domı´nio e´ explorado uniformemente. Este tipo de amostra-
gem denomina-se amostragem simples. Podemos constatar que no domı´nio da func¸a˜o ha´
partes que teˆm maior contribuic¸a˜o para o valor da integral. Isto signiﬁca que quando
amostramos nas zonas onde e´ menor a contribuic¸a˜o, estamos a usar recursos numa zona
pouco signiﬁcativa.
Sa˜o necessa´rias te´cnicas que nos permitam usar o esforc¸o de amostragem de forma
mais eﬁciente. Essas te´cnicas levam a` amostragem por importaˆncia. Passamos a des-
crever uma te´cnica de amostragem por importaˆncia aplicada a` func¸a˜o erro, eq. 3.1. Em
primeiro lugar, escolhemos uma menor a´rea total a explorar. Para o conseguirmos, divi-
dimos o domı´nio em seis partes iguais e criamos uma caixa, cuja altura e´ deﬁnida pelo
valor ma´ximo da func¸a˜o em cada parte, Fig. 3.2. Para obter a convergeˆncia ao valor da
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Figura 3.2: Representac¸a˜o de 300 pontos gerados aleatoriamente, com amostragem por
importaˆncia, onde os pontos sa˜o gerados com diferentes probabilidades em cada parte do
domı´nio, deﬁnida por Pi = Ai/A. Os pontos azuis respeitam a condic¸a˜o y < e
−x2.
integral, temos que gerar pontos aleatoriamente dentro de cada uma destas seis caixas. A
convergeˆncia para o valor da integral no mesmo domı´nio requer uma menor quantidade de
pontos (a sua a´rea total, A, e´ menor). Pela mesma raza˜o da das a´reas, na primeira caixa
e´ necessa´ria uma maior quantidade de pontos do que para cada uma das restantes. Se ex-
plora´ssemos cada parte do domı´nio com igual probabilidade, na˜o estar´ıamos a concentrar
o esforc¸o de amostragem nas partes que mais signiﬁcativamente contribuem para o valor
da integral. Em vez de explorarmos uniformemente o domı´nio da func¸a˜o, atribu´ımos uma
probabilidade a cada parte do domı´nio. Esta corresponde a` proporc¸a˜o da a´rea de cada







Para o exemplo representado na Fig. 3.2, a eq. 3.4 varia de acordo com a linha da Fig.3.3.
Gerando P (x) atrave´s de um nu´mero aleato´rio entre 0 e 1, sabemos qual a parte do
domı´nio a que corresponde. Para deﬁnirmos a coordenada em x do ponto, reescalamos o
nu´mero aleato´rio para a posic¸a˜o correspondente nessa parte do domı´nio. A coordenada
em y do ponto e´ deﬁnida gerando um nu´mero entre 0 e a altura ma´xima da caixa deﬁnida
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Figura 3.3: Func¸a˜o de probabilidade cumulativa de cada parte do domı´nio da func¸a˜o a
integrar pela te´cnica de amostragem por importaˆncia.
nessa parte do domı´nio.
Vamos agora aplicar as te´cnicas de amostragem simples e de amostragem por impor-
taˆncia ao ca´lculo do valor de erf(2). Os resultados encontram-se na Tab. 3.1. Analisando
os dados, a partir de aproximadamente 4× 108 pontos, veriﬁcamos que a convergeˆncia ao
valor do integral na˜o e´ linear com o nu´mero de pontos. Ate´ 4×108 pontos, a convergeˆncia
apresenta a mesma propriedade mas e´ mais dif´ıcil de reconhecer, pois os valores obtidos
apresentam muitas ﬂutuac¸o˜es estat´ısticas. Comparando as duas te´cnicas de amostragem,
podemos constatar que a convergeˆncia ao valor pretendido e´ mais ra´pida pela amostra-
gem por importaˆncia. Pela amostragem simples, e´ necessa´rio dez vezes mais pontos para
conseguir uma aproximac¸a˜o a` quarta casa decimal.
O tempo de simulac¸a˜o deste me´todo varia linearmente com o nu´mero de pontos. Por
conseguinte, a amostragem por importaˆncia, pela te´cnica por no´s escolhida e no domı´nio
deﬁnido, consegue a mesma aproximac¸a˜o ao valor real demorando dez vezes menos tempo.
Para integrais unidimensionais, as abordagens cla´ssicas ao ca´lculo desta integral sa˜o
mais pra´ticas e conduzem a uma maior precisa˜o. No entanto, para integrais multi-
dimensionais, o tratamento cla´ssico torna-se impratica´vel, passando a abordagem pelo
me´todo de Monte Carlo a ser a mais adequada. O estudo efectuado pretendeu apenas
comparar duas te´cnicas de amostragem.
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Tabela 3.1: Resultados obtidos da aproximac¸a˜o ao valor tabelado erfT (2) = 0.99532 [60],
atrave´s do me´todo de Monte Carlo por amostragem simples (<erfs(2)>) e por importaˆncia
(<erfi(2)>), para diferentes nu´meros de pontos gerados.
Nu´mero de pontos Amostragem simples Amostragem por importaˆncia
gerados erfT (2)− <erfs(2)> erfT (2)− <erfi(2)>
1× 101 0.35873 0.18387
1× 102 0.04279 −0.01659
1× 103 −0.00009 0.00109
1× 104 −0.00641 −0.00138
1× 105 0.00000 −0.00323
1× 106 0.00015 −0.00029
1× 107 0.00062 0.00016
1× 108 0.00115 0.00034
1× 109 0.00035 0.00009
1× 1010 0.00009 0.00002
Quando deveremos utilizar as diferentes abordagens a` amostragem estat´ıstica de um
modelo? Na amostragem simples, o estado seguinte do sistema e´ gerado aleatoriamente de
entre todos os poss´ıveis com igual probabilidade. Todas as conﬁgurac¸o˜es obtidas teˆm que
ser estatisticamente independentes umas das outras. Na˜o existe correlac¸a˜o entre o estado
do sistema seguinte e o anterior. Esta te´cnica de amostragem e´ adequada a sistemas cujas
conﬁgurac¸o˜es resultantes pertenc¸am ao conjunto microcano´nico. A amostragem simples
mostra-se impratica´vel em problemas onde as contribuic¸o˜es para as propriedades resul-
tam de a´reas restritas do espac¸o de fase. O completo e uniforme mapeamento de todo o
espac¸o de fase exigiria um esforc¸o desnecessa´rio, para na˜o dizer impratica´vel em situac¸a˜o
concretas. O conhecimento das a´reas restritas poder ser usado para gerar te´cnicas de
amostragem do sistema, isto e´, por importaˆncia. A te´cnica de amostragem por impor-
taˆncia e´ adequada, por exemplo, a sistemas cujas conﬁgurac¸o˜es resultantes pertenc¸am ao
conjunto cano´nico.
Para exempliﬁcar a aplicac¸a˜o da amostragem por importaˆncia em sistemas f´ısicos,
recorremos ao exemplo do modelo de Ising a duas dimenso˜es na auseˆncia de campo mag-
ne´tico externo.
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Modelo de Ising
A escolha deste exemplo e na˜o de outros prende-se com a sua simplicidade, a sua
importaˆncia para a F´ısica Estat´ıstica e com o facto de ser uma aplicac¸a˜o do me´todo de
Monte Carlo standard.
O modelo de Ising, amplamente explorado e estudado, consiste na considerac¸a˜o de
uma rede quadrada cujos lugares sa˜o ocupados pelos valores de spin, que podem apre-
sentar apenas os valores ±1. Cada lugar da rede interage apenas com os seus vizinhos
mais pro´ximos. Considera-se que o sistema encontra-se em equil´ıbrio te´rmico. O seu





onde σi representa cada spin, σj o spin dos primeiros vizinhos e J a interacc¸a˜o com os
primeiros vizinhos.
As caracter´ısticas do modelo de Ising derivam da competic¸a˜o entre as interacc¸o˜es
magne´ticas e as te´rmicas. Quando as interacc¸o˜es sa˜o do tipo ferromagne´ticas (J < 0),
a baixas temperaturas o sistema caracteriza-se pela formac¸a˜o de um grande agregado
de spins alinhados, Fig. 3.4 (a); a altas temperaturas caracteriza-se pela auseˆncia de
correlac¸a˜o entre spins , Fig. 3.4 (c). A transic¸a˜o de um comportamento para outro ocorre
a uma temperatura que denominamos de Tc. Na aproximac¸a˜o a esta temperatura, o
sistema caracteriza-se por apresentar diferentes agregados de spins alinhados, Fig. 3.4
(b). A determinac¸a˜o de Tc tem soluc¸a˜o anal´ıtica [61].
Em princ´ıpio, pode-se usar a amostragem simples no estudo do modelo de Ising. Assim,
cada spin e´ escolhido aleatoriamente, de modo a gerar as diferentes conﬁgurac¸o˜es do
sistema com igual probabilidade. No entanto, as diferentes conﬁgurac¸o˜es para um sistema
em equil´ıbrio te´rmico na˜o sa˜o igualmente prova´veis, pois dependem da energia associada a
cada uma. Os observa´veis estimados teˆm que ser de ponderados de acordo com o factor de
Boltzmann e obtidos seguindo a eq. 2.13. Neste modelo, a amostragem simples revela-se
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Figura 3.4: Diferentes conﬁgurac¸o˜es de um sistema com 50 × 50 spins, para diferentes
valores da temperatura, (a) T < Tc, (b) T ≈ Tc, (c) T > Tc.
pouco eﬁciente, devido ao facto da maioria das conﬁgurac¸o˜es geradas ter um peso mı´nimo
na estimativa das varia´veis a estudar.
Em 1953, Metropolis e outros [62] propuseram um algoritmo que permitisse analisar
as zonas mais relevantes, em termos da referida me´dia, do espac¸o de fase para o modelo
de Ising. Este algoritmo permite amostrar por importaˆncia o espac¸o de fase do modelo.
No algoritmo, e´ proposto que o estado seguinte do sistema seja obtido a partir do actual,
atrave´s duma distribuic¸a˜o que e´ proporcional a` distribuic¸a˜o de Boltzmann. Tal como apre-
sentado no cap´ıtulo anterior, a eq. 2.14 transforma-se numa simples me´dia aritme´tica, a
eq. 2.7. O estado seguinte e´ gerado de acordo com a probabilidade relativa de transitar a
partir do estado actual. Gera-se aleatoriamente um nu´mero que, comparado com proba-
bilidade de transic¸a˜o entre os dois estados, nos permite escolher apropriadamente qual o











, ∆H > 0
1 , ∆H < 0
(3.6)
em que ∆H = Hj −Hi, kB e´ a constante de boltzmann e T a temperatura.
Uma poss´ıvel estrate´gia da busca de novas conﬁgurac¸o˜es em equil´ıbrio te´rmico sera´:
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1. Gerac¸a˜o de uma qualquer conﬁgurac¸a˜o inicial de todos os spins (todos +1, todos
-1, aleatoriamente);
2. Escolha de um spin da rede para poss´ıvel inversa˜o (escolhendo aleatoriamente ou
sequencialmente);
3. Determinac¸a˜o da probabilidade de transic¸a˜o para a nova conﬁgurac¸a˜o, de acordo
com a eq. 3.6 (inversa˜o de um spin);
4. Gerar um nu´mero aleato´rio entre 0 e 1 e comparar com a probabilidade anterior;
5. Se o nu´mero gerado for inferior a` probabilidade, o spin e´ invertido; se na˜o, mante´m-
se o valor do spin (no caso do valor de W ser 1, podemos omitir o passo anterior e
inverter o spin);
6. Repetir os passos 2 a 5;
A gerac¸a˜o de novas conﬁgurac¸o˜es de equil´ıbrio tem de respeitar duas condic¸o˜es. A
primeira destas diz respeito a` convergeˆncia das conﬁgurac¸o˜es amostradas a`s de equil´ıbrio.
A segunda implica que as novas conﬁgurac¸o˜es sejam independentes das anteriores. O
algoritmo de Metropolis, com algumas considerac¸o˜es, serve ambas as condic¸o˜es, ja´ que
explora de forma eﬁciente as zonas do espac¸o de fase mais relevante para o modelo. De
seguida, descrevemos essas considerac¸o˜es.
O modelo de Ising diz respeito a um sistema em equil´ıbrio te´rmico. A deﬁnic¸a˜o da
primeira conﬁgurac¸a˜o e´ opc¸a˜o do investigador. Algumas das opc¸o˜es mais o´bvias esta˜o des-
critas no primeiro passo da descric¸a˜o do algoritmo (por exemplo, todos os spins iguais, ou
gerados aleatoriamente). Na˜o e´ necessa´rio que a primeira conﬁgurac¸a˜o seja aproximada
a`s conﬁgurac¸o˜es de maior probabilidade. Partindo duma qualquer primeira conﬁgura-
c¸a˜o, o sistema evolui ate´ a`s conﬁgurac¸o˜es de equil´ıbrio. Para esta situac¸a˜o, e´ necessa´rio
considerar um conjunto de iterac¸o˜es, que podemos designar de relaxac¸a˜o. Em termos do
me´todo, e´ necessa´rio considerar um intervalo de tempo, consistindo num nu´mero suﬁciente
de MCS, para esta relaxac¸a˜o. No modelo de Ising, considerando-se uma rede de lugares, a
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unidade de MCS corresponde a todos os lugares da rede, L2, em que L e´ a dimensa˜o linear
da rede quadrada. Cada tentativa de alterar a conﬁgurac¸a˜o de uma part´ıcula corresponde
a 1/L2 MCS.
Sempre que se tenta alterar um spin, seja a transic¸a˜o aceite ou rejeitada, considera-se
que o sistema evoluiu. Mais uma vez, reiteramos que a ideia de evoluc¸a˜o esta´ desconectada
da dinaˆmica do sistema. Na perspectiva do algoritmo de Metropolis, e´ o´bvio constatar
que a alterac¸a˜o de um spin em cada tentativa de evoluc¸a˜o resultara´ num novo estado
muito correlacionado com o anterior, i. e´., tera´ memo´ria do estado anterior. Por isso,
no estudo computacional deste modelo, atrave´s da amostragem por importaˆncia, torna-
se fundamental realizar bastantes iterac¸o˜es, para que a memo´ria do estado anterior se
desvanec¸a, antes de se considerar a nova conﬁgurac¸a˜o do sistema como independente.
Aplicando estas considerac¸o˜es na utilizac¸a˜o do algoritmo de Metropolis ao modelo de Ising,
garantimos que as medic¸o˜es sa˜o sempre efectuadas em conﬁgurac¸o˜es de equil´ıbrio, sem
memo´ria/correlac¸a˜o da anterior. Esta u´ltima considerac¸a˜o e´ importante para podermos
aplicar a equac¸a˜o mestra, Sec. 2.2.3, na amostragem dos estados de equil´ıbrio do sistema.
Para compreendermos as diferenc¸as entre as duas abordagens a` amostragem (a simples
e a por importaˆncia), desenvolvemos um pequeno estudo da magnetizac¸a˜o do sistema a
diferentes temperaturas, T < Tc, T ≈ Tc, T > Tc. Consideramos a propriedade magneti-







O sistema utilizado e´ composto por 2500 spins organizados numa rede quadrada. Para
o descrevermos em termos de dimensa˜o, assumimos uma distaˆncia unita´ria entre os spins
e assim a dimensa˜o linear e´ de L = 50. Na te´cnica de amostragem simples, gera´mos as
conﬁgurac¸o˜es aleatoriamente com igual probabilidade para ambos os spins. As diferentes
conﬁgurac¸o˜es contribuem para a estimativa da observa´vel m de acordo com a eq. 2.13. Na
te´cnica de amostragem por importaˆncia, deﬁnimos aleatoriamente a primeira conﬁgurac¸a˜o
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e depois evolu´ımos o sistema ao longo de L2 MCS, de forma a procurar conﬁgurac¸o˜es de
equil´ıbrio. A unidade MCS e´ deﬁnida em func¸a˜o do nu´mero total de pontos da rede, pelo
que e´ igual a L2. Signiﬁca que foram feitas um total de L4 iterac¸o˜es para a evoluc¸a˜o
do sistema ate´ ao equil´ıbrio. Em cada uma das iterac¸o˜es, o spin foi seleccionado de
forma aleato´ria. Neste caso, as diferentes conﬁgurac¸o˜es contribuem para a estimativa da
observa´vel de acordo com a eq. 2.7. Em qualquer um dos diferentes tipos de amostragem,
realizamos 104 amostras independentes.
Apresentamos os resultados deste pequeno estudo na Fig. 3.5. Apo´s ana´lise da distri-
buic¸a˜o da magnetizac¸a˜o me´dia, constatamos que a amostragem simples falha em amostrar
as conﬁgurac¸o˜es mais relevantes do modelo. No regime de T > Tc, a amostragem simples
ainda consegue amostrar um sistema paramagne´tico, ja´ que neste regime as ﬂutuac¸o˜es
te´rmicas dominam. Nos restantes regimes, apenas com amostragem por importaˆncia foi
poss´ıvel registar as magnetizac¸o˜es espontaˆneas. A amostragem por importaˆncia revela-se
uma te´cnica de amostragem mais eﬁciente e assim consegue-se uma convergeˆncia mais
ra´pida ao valor da observa´vel.
O me´todo de Monte Carlo standard caracteriza-se pela auseˆncia de estudo temporal
dos sistemas, pois aplica-se somente a sistemas em equil´ıbrio termodinaˆmico. A variante
do me´todo de Monte Carlo que apresentamos de seguida aplica-se a` descric¸a˜o da dinaˆmica
dos sistemas.
3.3 Me´todo de Monte Carlo cine´tico
Ao longo desta secc¸a˜o, apresentamos o me´todo de Monte Carlo cine´tico. Como forma
de fundamentar a sua utilizac¸a˜o no estudo desta tese, indicaremos quais as suas vantagens
relativamente a outras abordagens.
Tal como referido no ﬁnal da secc¸a˜o anterior, a ana´lise temporal pode estar au-
sente do estudo dos sistemas f´ısicos em equil´ıbrio. Sistemas em equil´ıbrio termodinaˆmico
caracterizam-se pela constaˆncia temporal de varia´veis de estado, pelo que na˜o faz sentido



































Figura 3.5: Distribuic¸a˜o da magnetizac¸a˜o me´dia de um sistema com 50x50 spins, atra-
ve´s de amostragem simples e por importaˆncia, com 104 amostras independentes, para
diferentes valores da temperatura, (a) T < Tc, (b) T ≈ Tc, (c) T > Tc.
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uma ana´lise temporal das observa´veis. Tal ana´lise e´ mais relevante para sistemas fora de
equil´ıbrio (termodinaˆmico). As diferenc¸as entre estes dois tipos de condic¸o˜es foi detalhada
na Sec. 2.3.
A caracter´ıstica mais determinante do me´todo de Monte Carlo cine´tico e´ a sua ca-
pacidade de analisar a dinaˆmica da evoluc¸a˜o de um sistema em condic¸o˜es de fora de
equil´ıbrio [63]. Sendo um me´todo de Monte Carlo, o estudo do sistema sera´ feito ao
longo duma trajecto´ria estoca´stica da evoluc¸a˜o dinaˆmica do sistema, atrave´s da gerac¸a˜o
de nu´meros aleato´rios. Em Monte Carlo cine´tico, consideram-se apenas os processos que
traduzem as transic¸o˜es dinaˆmicas entre os diferentes estados do sistema e que possam ser
aproximados a processos estoca´sticos, Sec. 2.2. A gerac¸a˜o de nu´meros aleato´rios servem
para descrever o comportamento de varia´veis estoca´sticas que podem, por exemplo, cor-
responder a uma taxa por unidade de tempo de cada poss´ıvel acontecimento relacionado
com o processo. Deste modo, amostramos o conjunto das conﬁgurac¸o˜es do sistema acess´ı-
veis pela cine´tica do mesmo. E´ o me´todo adequado para conhecer a dinaˆmica da evoluc¸a˜o
de processos como a adsorc¸a˜o, a difusa˜o ou as reacc¸o˜es qu´ımicas. O tempo do me´todo de
Monte Carlo cine´tico caracteriza-se pela evoluc¸a˜o cont´ınua, contrastando com a evoluc¸a˜o
discreta no me´todo de Monte Carlo standard.
Este na˜o e´ o u´nico me´todo computacional adequado ao estudo da dinaˆmica dos sis-
temas. Com o advento do computador, o qual fomentou o me´todo de Monte Carlo
(Sec. 3.1.1), investigadores em Los Alamos, como Fermi, e em Livermore, como Alder
e Wainwright, criaram outro me´todo computacional, a dinaˆmica molecular [64, 65], MD
(do ingleˆs Molecular Dynamics). Este me´todo consiste na resoluc¸a˜o das equac¸o˜es de mo-
vimento de Newton aplicadas a sistemas de n part´ıculas, levando ao conhecimento da
evoluc¸a˜o temporal das coordenadas que caracterizam cada microestado, posic¸a˜o e mo-
mento [66].
Na de´cada de 60 do se´culo passado, os investigadores passaram a interessar-se pelo
estudo da dinaˆmica dos sistemas utilizando o me´todo de Monte Carlo. O objectivo foi
superar algumas das limitac¸o˜es da MD que de seguida apresentamos. O me´todo de Monte
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Carlo cine´tico propo˜e uma soluc¸a˜o ao problema conhecido como problema da escala tem-
poral. Quando se estudam sistemas atomı´sticos, a MD e´ um me´todo que fornece uma
descric¸a˜o dinaˆmica do sistema. O problema da escala temporal surge quando o sistema
possui eventos que ocorrem com um espectro de frequeˆncias muito distinto, isto e´, com
va´rias ordens de grandeza a separa´-los. Assim, os processos que governam a dinaˆmica
deste sistemas f´ısicos sa˜o os menos frequentes. No entanto, a considerac¸a˜o de feno´menos
muito frequentes, como vibrac¸o˜es ato´micas (≈ 10−15s), leva a` utilizac¸a˜o de tempos de in-
tegrac¸a˜o nas equac¸o˜es de movimento de Newton muito reduzidos, limitando o tempo total
que o nosso estudo pode ambicionar. Por conseguinte, limita-se a ana´lise detalhada dos
feno´menos menos frequentes que, sendo os mais relevantes, condicionam o conhecimento
da dinaˆmica dos sistemas. Por exemplo, estudando a difusa˜o de um a´tomo numa rede
cristalina (processo que descreve a dinaˆmica) temos que considerar que o a´tomo oscila na
sua posic¸a˜o de equil´ıbrio com uma frequeˆncia muito elevada; so´ menos frequentemente e´
que uma das oscilac¸o˜es pode conduzir a` sua translac¸a˜o para outro lugar da rede, quando
consegue adquirir energia suﬁciente para ultrapassar a barreira de activac¸a˜o do processo.
Tendo apenas em considerac¸a˜o os processos que levam a` evoluc¸a˜o do sistema, podemos
poupar o esforc¸o computacional e estudar sistemas f´ısicos em escalas espaciais e temporais
muito superiores a`s da MD. Que consequeˆncias traz esta aproximac¸a˜o, na descric¸a˜o dos
processos que fazem evoluir o sistema, para o efectivo conhecimento da real dinaˆmica do
mesmo? A evoluc¸a˜o estoca´stica obtida pelo me´todo de Monte Carlo cine´tico corresponde a`
dinaˆmica do sistema f´ısico quando aplicada a modelos que descrevam os diferentes estados
da evoluc¸a˜o dinaˆmica do sistema como uma cadeia de Markov[63]. Os processos a incluir
nesses modelos devem representar um conjunto de processos elementares responsa´veis pela
possibilidade de uma descric¸a˜o probabil´ıstica. Sa˜o exemplos disso a difusa˜o no movimento
Browniano e a adsorc¸a˜o de part´ıculas.
A medic¸a˜o do tempo assume maior importaˆncia quando o objectivo e´ o estudo da di-
naˆmica dos sistemas. Em Monte Carlo cine´tico, pretende-se fazer a correspondeˆncia entre
o tempo de Monte Carlo e o tempo real. Deste modo, interessa que o modelo contem-
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ple uma descric¸a˜o dos processos, cujos acontecimentos resultantes sa˜o os relevantes para a
descric¸a˜o da dinaˆmica do sistema f´ısico. O incremento temporal entre cada acontecimento
dependera´ do evento que tiver ocorrido, uma vez que a cada processo na˜o correspondera´,
necessariamente, a mesma taxa. O mesmo me´todo tambe´m e´ conhecido, na literatura,
como Monte Carlo dinaˆmico. A relac¸a˜o entre os dois tempos (Monte Carlo e real) pode
ser conhecida recorrendo a medic¸o˜es experimentais dos processos inﬂuentes na dinaˆmica
dum sistema f´ısico, como ﬂuxo de part´ıculas, taxas de difusa˜o e taxas de reacc¸a˜o. No
entanto, esta tarefa na˜o e´ trivial e por vezes ate´ nem faz´ıvel (os processos podem ocorrer
em escalas temporais demasiado ra´pidas para serem observadas, mesmo a baixas tempera-
turas). O conhecimento das taxas de transic¸a˜o dos diferentes processos pode tambe´m ser
obtido por outros me´todos, como por exemplo, atrave´s da teoria de transic¸a˜o de estados.
A utilizac¸a˜o destes me´todos para determinac¸a˜o das taxas caracter´ısticas de processos na˜o
se encontra dentro do aˆmbito do presente estudo, pelo que na˜o sera˜o aqui apresentados.
O estudo de sistemas atrave´s do me´todo de Monte Carlo envolve a construc¸a˜o de
modelos simpliﬁcados, onde se reduzem os graus de liberdade das part´ıculas e o nu´mero de
processos, recorrendo a uma descric¸a˜o probabil´ıstica. Outros paraˆmetros sa˜o igualmente
importantes na modelizac¸a˜o de sistemas f´ısicos. A pro´xima secc¸a˜o reporta um destes
paraˆmetros, as condic¸o˜es de fronteira.
3.4 Condic¸o˜es de fronteira
Condic¸o˜es de fronteira, tema da presente secc¸a˜o, e´ a designac¸a˜o utilizada para nos
referimos a` forma como se tratam as zonas limites dos sistemas f´ısicos no me´todo de
Monte Carlo. Ao longo da secc¸a˜o, analisamos duas situac¸o˜es onde diferentes estrate´gias
em termos de condic¸o˜es de fronteira contribuem para a aproximac¸a˜o dos modelos aos
sistemas f´ısicos. A primeira situac¸a˜o e´ quando o estudo pretende avaliar propriedades
do “interior” dos sistemas, onde a inﬂueˆncia dos feno´menos de interfaces e/ou superf´ıcies
podem ou devem ser ignorados. A segunda situac¸a˜o e´ quando estes feno´menos de superf´ıcie
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ou interface inﬂuenciam a propriedade a estudar ou quando sa˜o o objectivo do pro´prio
estudo.
Os sistemas f´ısicos modelizados por via computacional sa˜o caracterizados por dimen-
so˜es ﬁnitas, habitualmente muito inferiores aos sistemas reais. Quanto a` primeira situac¸a˜o
anteriormente deﬁnida, eliminar as situac¸o˜es de interfaces ou superf´ıcies permite-nos uma
melhor aproximac¸a˜o dos resultados sobre as propriedades do sistema, ao do correspondente
sistema inﬁnito [67]. Escolhemos dois exemplos de condic¸o˜es de fronteira que diminuem
os efeitos de tamanho ﬁnito: as condic¸o˜es de fronteira perio´dicas e as obl´ıquas. Para que
se diminuam estes efeitos, a utilizac¸a˜o de condic¸o˜es de fronteira perio´dicas revela-se uma
boa estrate´gia [68]. Nas condic¸o˜es de fronteira perio´dicas, cada ponto da rede no ﬁnal
duma linha “veˆ” o seu vizinho que esta´ no in´ıcio da linha e vice-versa. O mesmo se passa
com os pontos da rede nos extremos de cada coluna, Fig. 3.6 (a). Todos os pontos da
rede interagem com o mesmo nu´mero de vizinhos. Uma variac¸a˜o a` estrate´gia anterior e´
as condic¸o˜es de fronteira obl´ıquas. Na implementac¸a˜o destas, faz-se com que o u´ltimo
ponto de cada linha interaja com o primeiro da linha seguinte. O u´ltimo ponto, de todo o
sistema, interage com o primeiro, Fig. 3.6 (b). Esta u´ltima abordagem torna a implemen-
tac¸a˜o computacional de condic¸o˜es de fronteira mais fa´cil, basta guardar as informac¸o˜es
numa lista unidimensional. E´ o´bvio que introduz no sistema uma periodicidade menor.
Em qualquer uma das condic¸o˜es de fronteira anteriores, e´ necessa´rio ter em conta que
nenhuma elimina os efeitos de se simular um sistema de tamanho ﬁnito. A ana´lise do
sistema em estudo tera´ que ter em conta as suas dimenso˜es, especialmente se o sistema
exibir correlac¸o˜es espaciais de longo alcance, devido a efeitos cooperativos, para que a
periodicidade do sistema computacional na˜o se sobreponha a` do sistema real. A conside-
rac¸a˜o dos efeitos criados pelo tamanho ﬁnito dos sistemas f´ısicos estudados e´ de especial
importaˆncia no me´todo de Monte Carlo, comummente designado de efeitos de tamanho ﬁ-
nito. De facto, estes constituem uma a´rea de investigac¸a˜o espec´ıﬁca, mas esta esta´ fora do
aˆmbito desta tese. O estudo de sistemas maiores diminui os efeitos das dimenso˜es ﬁnitas,
mas computacionalmente na˜o podemos estudar sistemas ta˜o grandes quanto desejamos.
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Figura 3.6: Condic¸o˜es de fronteira perio´dicas (a) e obl´ıquas (b)
.
Da´ı a relevaˆncia das va´rias condic¸o˜es de fronteiras no me´todo de Monte Carlo.
Quanto a` segunda situac¸a˜o, enunciada no in´ıcio da secc¸a˜o, certos tipos de condic¸o˜es
de fronteira aplicam-se a modelos que estudam sistemas f´ısicos cujas propriedades sejam
inﬂuenciadas pelas interacc¸o˜es nas superf´ıcies ou interfaces. Podemos ainda querer estudar
propriedades de sistemas pequenos, a` escala nanome´trica. Por estas duas razo˜es, torna-
se mais realista contar com os efeitos das fronteiras sobre as propriedades do sistema.
Seguidamente, detalhamos duas opc¸o˜es para as condic¸o˜es de fronteiras a aplicar nestes
modelos: as livres e as espec´ıﬁcas.
Nas condic¸o˜es de fronteira livres, a estrate´gia sera´ fazer com que haja um menor
nu´mero de interacc¸o˜es nas fronteiras, simplesmente fazendo com que na˜o existam mais vi-
zinhos, Fig. 3.7(a). Deste modo, aumentam-se os efeitos das dimenso˜es ﬁnitas do sistema,
levando a um comportamento na˜o homoge´neo do mesmo.
As condic¸o˜es de fronteiras espec´ıﬁcas sa˜o estrate´gias que permitem ter em conta as
interacc¸o˜es sobre a superf´ıcie ou interface do sistema f´ısico. A sua implementac¸a˜o reside
na especiﬁcac¸a˜o destas interacc¸o˜es nos limites dos sistemas, impondo uma determinada
interacc¸a˜o ou condic¸a˜o apenas nas fronteiras, Fig. 3.7(b).
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Figura 3.7: Condic¸o˜es de fronteira livres (a) e espec´ıﬁcas (b)
Cada uma das diferentes condic¸o˜es de fronteira que exempliﬁcamos pode servir o pro-
po´sito de aproximar o modelo ao sistema real. Contudo, uma melhor compreensa˜o do
comportamento do sistema podera´ ser conseguida impondo condic¸o˜es de fronteiras menos
naturais e distinguindo quais os efeitos induzidos. Nessa senda, todo um conjunto de
combinac¸o˜es poss´ıveis entre as diferentes condic¸o˜es de fronteira e´ poss´ıvel e desejado.
3.5 Limitac¸o˜es computacionais
O me´todo de Monte Carlo e´ um me´todo computacional, o que lhe confere um conjunto
de particularidades inerentes a` utilizac¸a˜o. Nesta secc¸a˜o, exploramos um conjunto de ideias
que concernem a algumas das limitac¸o˜es do me´todo pelo facto de recorrer ao computador.
Uma das limitac¸o˜es de qualquer me´todo computacional refere-se a` forma de armaze-
namento da informac¸a˜o. No computador, o valor de cada medic¸a˜o e´ armazenado a menos
duma truncagem, o que limita a precisa˜o da medic¸a˜o. De seguida, concretizamos esta
limitac¸a˜o com alguns exemplos. Apesar da quantidade de nu´meros inteiros ser inﬁnita,
na grande parte dos programas computacionais o resultado da computac¸a˜o de inteiros so´
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pode ser guardado num conjunto de combinac¸o˜es de 32 bits [69]. Tendo em considera-
c¸a˜o a linguagem bina´ria, o maior nu´mero inteiro que se pode guardar e´ 231 − 1 (1 bit
e´ reservado para o sinal e desconta-se o nu´mero 0). Na maior parte das linguagens de
programac¸a˜o, e´ facilmente poss´ıvel duplicar a precisa˜o (traduc¸a˜o directa da func¸a˜o nas
linguagens) duplicando o nu´mero de bits. O nu´mero ma´ximo passa a ser maior, 263 − 1,
mas continua ﬁnito. Noutro exemplo, consideremos um nu´mero de v´ırgula ﬂutuante, um
nu´mero real. Para armazenar quantidades muito elevadas, a ma´quina esta´ programada
para utilizar a notac¸a˜o cient´ıﬁca. A truncagem da mantissa e´ feita na nona casa decimal
ou, quando usada a dupla precisa˜o, na de´cima sexta casa [69]. Estas duas situac¸o˜es sa˜o
exemplos de considerac¸o˜es para que o ca´lculo das propriedade do sistema na˜o induza erros
sistema´ticos decorrentes das limitac¸o˜es do computador.
A quantidade de informac¸a˜o que a ma´quina pode armazenar constitui outra limitac¸a˜o.
Apesar da evoluc¸a˜o do computador, o limite de informac¸a˜o armazenada na˜o e´ inﬁnito.
Para se estudar as propriedades associadas a`s diferentes conﬁgurac¸o˜es do sistema e´ ne-
cessa´rio armazenar informac¸a˜o. Esta pode dizer respeito a`s propriedades do sistema e/ou
aos graus de liberdade de cada part´ıcula. O nu´mero de part´ıculas e os graus de liberdade
considerados em cada sistema condicionam a maior parte da quantidade de informac¸a˜o
armazenada pela ma´quina.
Ainda na a´rea das limitac¸o˜es, temos o me´todo de gerar nu´meros aleato´rios. A utilizac¸a˜o
de nu´meros aleato´rios, caracter´ıstica do me´todo, requer te´cnicas pro´prias. Alguns sistemas
f´ısicos podem ser utilizados para a gerac¸a˜o de uma sequeˆncia de nu´meros aleato´rios; por
exemplo, o tempo entre cada contagem de um deca´ımento radioactivo ou os nu´meros
gerados por uma roleta. A demanda de nu´meros aleato´rios, nas aplicac¸o˜es de Monte
Carlo, exigem te´cnicas ra´pidas de os gerar e de pra´tica utilizac¸a˜o. Criaram-se algoritmos
que permitem gerar nu´meros que aparentemente na˜o apresentam qualquer relac¸a˜o entre
si. Esses me´todos, conhecidos como geradores de nu´meros aleato´rios, utilizam regras
determin´ısticas na gerac¸a˜o dos nu´meros, pelo que havera´ sempre alguma correlac¸a˜o entre
os nu´meros criados. Por isso, os nu´meros gerados por esta te´cnica sa˜o pseudo-aleato´rios.
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Por uma questa˜o de simplicidade, deste ponto em diante denominaremos os nu´meros
gerados por te´cnicas computacionais de aleato´rios.
Um gerador de nu´meros aleato´rios de ma´ qualidade induz erros sistema´ticos nos resul-
tados obtidos. O gerador tera´ que ser capaz de produzir uma sequeˆncia de nu´meros com
uma determinada distribuic¸a˜o (uniforme, Gaussiana, ...), com a menor correlac¸a˜o poss´ıvel
entre estes, e cujo per´ıodo (isto e´, a sequeˆncia ma´xima de nu´meros aleato´rios ate´ que
se repita novamente) seja o mais longo poss´ıvel. A ana´lise estat´ıstica sera´ tanto melhor
(me´dias, cumulantes, etc.) quanto menor a correlac¸a˜o entre os nu´meros gerados.
Os pontos enumerados anteriormente sa˜o exemplos de potenciais fontes de erros siste-
ma´ticos que devem ser controlados de modo a na˜o inﬂuenciar a qualidade dos resultados
do estudo. Outros erros sistema´ticos sa˜o devidos ao tamanho ﬁnito do sistema que desvia
constantemente o resultado obtido do esperado no limite termodinaˆmico e que, tal como
ja´ t´ınhamos dito, e´ um assunto que na˜o sera´ aqui debatido.
Os resultados obtidos pelo me´todo de Monte Carlo sa˜o tambe´m afectados pelos erros de
natureza estat´ıstica. Estes resultam do facto dos estudos computacionais serem realizados
com um nu´mero ﬁnito de amostras e com modelos de dimenso˜es ﬁnitas, que devem ser
controlados. Diferentes amostras, que seguem diferentes sequeˆncias de nu´meros aleato´rios,
na˜o reproduzem os mesmos resultados, conduzem antes a uma diferente conﬁgurac¸a˜o do
sistema.
Em teoria, os erros estat´ısticos podem ser ta˜o pequenos quanto o pretendido. No
entanto, as limitac¸o˜es computacionais na˜o nos permitem tal pretensa˜o. Numa dada in-
vestigac¸a˜o, podemo-nos questionar qual sera´ o factor mais proveitoso para a nossa inves-
tigac¸a˜o, de modo a diminuir as ﬂutuac¸o˜es estat´ısticas: aumentar o tamanho do sistema
ou o nu´mero de amostras? A resposta depende na˜o so´ das condic¸o˜es dispon´ıveis em ter-
mos computacionais, mas tambe´m do tipo de propriedade a estudar no sistema, pois os
erros estat´ısticos de cada propriedade podem na˜o ser igualmente inﬂuencia´veis por ambos
factores. O aumento do tamanho do sistema e´ limitado a` quantidade de informac¸a˜o que
a ma´quina pode armazenar e pelo tempo dispon´ıvel para a computac¸a˜o. O aumento do
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tamanho do sistema faz crescer o tempo de computac¸a˜o, porque o nu´mero de graus de
liberdade analisados e´ maior, pelo que a sua computac¸a˜o exige um maior nu´mero de ope-
rac¸o˜es. O aumento do nu´mero de amostras apenas condiciona o tempo de computac¸a˜o.
Ha´ ﬂutuac¸o˜es que na˜o podem ser eliminadas - estas sa˜o caracter´ısticas dos sistemas em
estudo [67]. Por exemplo, no modelo de Ising, a susceptibilidade magne´tica, que mede as
ﬂutuac¸o˜es da magnetizac¸a˜o me´dia. Este tipo de propriedades converge para um valor que
deve ser estimado.
Os dois cap´ıtulos anteriores apresentaram o suporte do presente trabalho, cujo ob-
jectivo, recorde-se, e´ a formac¸a˜o de ﬁlmes em monocamada de colo´ides em substratos
funcionalizados. Nos cap´ıtulos seguintes, descreveremos a metodologia da investigac¸a˜o
desenvolvida e apresentaremos os resultados obtidos.
Cap´ıtulo 4
Crescimento de filmes de
monocamada de nanopart´ıculas em
substratos regulares
4.1 Modelo
Um dos objectivos desta tese e´ o estudo do crescimento de ﬁlmes-ﬁnos de nanopart´ıcu-
las em monocamada. A formac¸a˜o destes decorre da adsorc¸a˜o de part´ıculas numa superf´ıcie
so´lida. De acordo com a razo˜es apresentadas na Sec. 1.2, opta´mos por uma descric¸a˜o do
sistema f´ısico recorrendo ao modelo de adsorc¸a˜o sequencial aleato´ria , RSA. Nesta versa˜o
do modelo, descrevemos os substratos como uma superf´ıcie a duas dimenso˜es. Consi-
deramos a deposic¸a˜o de part´ıculas de dimenso˜es muito superiores a`s das part´ıculas que
constituem o substrato. Deste modo, assumimos uma descric¸a˜o da adsorc¸a˜o das part´ıculas
no cont´ınuo, isto e´, os locais na˜o sa˜o constitu´ıdos por um conjunto discreto de pontos.
Descrevemos o processo de transporte das part´ıculas ate´ ao substrato como estoca´stico,
Sec. 2.2. Para a sua descric¸a˜o probabil´ıstica, assumimos que o processo de deposic¸a˜o
consiste nas part´ıculas chegarem a qualquer posic¸a˜o com igual probabilidade e com um
ﬂuxo constante. Consequentemente, o local onde cada part´ıcula tenta a deposic¸a˜o e´
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Figura 4.1: Interacc¸a˜o por exclusa˜o de volume.
escolhido de acordo com uma distribuic¸a˜o uniforme de probabilidades sobre toda a a´rea
do substrato.
A interacc¸a˜o entre as part´ıculas esta´ limitada ao seu pro´prio volume. Na˜o consi-
dera´mos interacc¸o˜es de longo alcance. A Fig. 4.1 ilustra este tipo de interacc¸a˜o; nela
observamos que a adsorc¸a˜o sera´ proibida se a part´ıcula se sobrepuser a alguma das part´ı-
culas previamente adsorvidas no substrato. Neste contexto, as part´ıculas sa˜o consideradas
r´ıgidas.
Consideramos a adsorc¸a˜o irrevers´ıvel, i. e´., depois de adsorvidas, as part´ıculas na˜o
difundem nem desadsorvem do substrato. Esta considerac¸a˜o corresponde a situac¸o˜es
em que a escala temporal na qual ocorre a difusa˜o e a desadsorc¸a˜o das part´ıculas na
superf´ıcie e´ muito superior a` escala temporal do nosso estudo. Para sistemas descritos
por este tipo de adsorc¸a˜o, ou seja, sem difusa˜o ou desadsorc¸a˜o, a sua evoluc¸a˜o caracteriza-
se por decorrer em condic¸o˜es de fora de equil´ıbrio, Sec. 2.3. A dinaˆmica dos processos
estoca´sticos pode ser determinada atrave´s da equac¸a˜o mestra, eq. 2.2; pore´m, em condic¸o˜es
de fora de equil´ıbrio, essa opc¸a˜o revela-se intrata´vel para o nosso modelo. O modo como
aproximamos o processo de adsorc¸a˜o e as interacc¸o˜es entre as part´ıculas e´ adequado para
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obter o conhecimento da sua dinaˆmica.
A adsorc¸a˜o decorrera´ ate´ que na˜o exista nenhuma a´rea no substrato capaz de acomodar
mais uma part´ıcula. As part´ıculas ja´ adsorvidas bloqueiam a adsorc¸a˜o de novas part´ıculas
em todo o substrato. As part´ıculas apenas se ligam ao substrato e na˜o umas a`s outras, o
que conduz a` formac¸a˜o de ﬁlmes em monocamada [70]. Com esta conﬁgurac¸a˜o, o sistema
atinge a cobertura limite, θ(∞). A ilustrac¸a˜o dum sistema nesta conﬁgurac¸a˜o foi feita na
Fig. 1.4.
Todas as caracter´ısticas do modelo por no´s estudado evidenciam a sua simplicidade,
onde os factores presentes sa˜o de natureza geome´trica. Embora exista uma substancial
literatura para a situac¸a˜o em que todas as part´ıculas sa˜o de igual tamanho [1, 11, 71, 72],
a monodispersividade dos tamanhos das part´ıculas e´ dif´ıcil de ser obtida experimental-
mente [2], pelo que a inclusa˜o duma distribuic¸a˜o de tamanhos das part´ıculas torna o mo-
delo mais realista e permite comportamentos mais ricos. No nosso modelo, as part´ıculas
que tentam a deposic¸a˜o assumem a forma de discos. A considerac¸a˜o de part´ıculas esfe´ricas
com dispersa˜o tamanhos levaria a que as part´ıculas de menores dimenso˜es pudessem ﬁcar
acomodadas debaixo das de maiores dimenso˜es [73]. Contudo, a aproximac¸a˜o entre estas
duas geometrias das part´ıculas estara´ dentro dos limites experimentais. Propomos uma
distribuic¸a˜o Gaussiana truncada, porque os valores extremos na˜o sa˜o obtidos experimen-
talmente [37, 38]. A probabilidade dos raios das part´ıculas que tentam a adsorc¸a˜o segue











dr, rmı´n < r < rma´x
0, r > rma´x
, (4.1)
em que rm, rma´x e rmı´n sa˜o respectivamente o valor me´dio, ma´ximo e mı´nimo do raio
que as part´ıculas podem assumir, σ e´ o desvio padra˜o e A e´ o factor de normalizac¸a˜o.
Neste modelo, os valores limites diferem 2σ do valor me´dio. Tomamos, sem perda de





Figura 4.2: Distribuic¸a˜o Gaussiana truncada.
mı´nimo deﬁnem a truncagem da distribuic¸a˜o de tamanhos das part´ıculas. Estes dependem
da dispersa˜o da distribuic¸a˜o considerada, mas atrave´s da presente deﬁnic¸a˜o asseguramos
que e´ sempre considerada 95, 45% de toda a a´rea da distribuic¸a˜o Gaussiana, qualquer que
seja a dispersa˜o dos tamanhos das part´ıculas, Fig. 4.2.
Realizou-se um estudo computacional com base no me´todo de Monte Carlo Cine´tico,
descrito na Sec. 3.3. Estudar a cobertura limite e a aproximac¸a˜o a esta para tempos
assimpto´ticos e´ uma tarefa computacionalmente intensa, em termos do tempo de compu-
tac¸a˜o necessa´rio. Na busca de resultados, recorreram-se a algoritmos [72, 74] que eram
insuﬁcientes para uma descric¸a˜o completa do sistema, e que foram optimizados ou para a
determinac¸a˜o da cobertura limite, ou para o estudo da evoluc¸a˜o temporal da cobertura.
Para este estudo, utiliza´mos um algoritmo capaz dum aumento signiﬁcativo da eﬁci-
eˆncia, relativamente ao me´todo inge´nuo de tentativa e erro. Como as interacc¸o˜es entre as
part´ıculas sa˜o de curto alcance, este algoritmo utiliza uma lista de vizinhos para limitar
o teste de adsorc¸a˜o apenas aos mais pro´ximos. Para tal, uma malha virtual de ce´lulas
quadradas sobre o substrato, Fig. 4.4 (a), serve para o mapeamento da a´rea do substrato,
tornando a localizac¸a˜o dos vizinhos mais pro´ximos eﬁciente. A dimensa˜o destas ce´lulas
nunca e´ superior ao valor do raio mı´nimo das part´ıculas presentes no sistema. Deste modo,
podemos garantir que em qualquer uma das ce´lulas virtuais, vizinhas a uma dada ce´lula
virtual onde a part´ıcula tenta a adsorc¸a˜o, so´ existe o centro duma u´nica part´ıcula.
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r + r
mín
Figura 4.3: A´rea do substrato exclu´ıda a` adsorc¸a˜o de novas part´ıculas.
O segundo ponto da optimizac¸a˜o do algoritmo baseia-se num teste, apo´s a adsor-
c¸a˜o duma part´ıcula, que permite classiﬁcar as ce´lulas virtuais como livres, ocupadas ou
bloqueadas. Este teste tem como base o facto da interacc¸a˜o das part´ıculas ser do tipo ex-
clusa˜o de volume. Devido a`s part´ıculas apresentarem dispersa˜o de tamanhos, a deposic¸a˜o
com eˆxito duma part´ıcula exclui uma a´rea do substrato para a adsorc¸a˜o do centro duma
nova part´ıcula, no valor de pi (r + rmı´n)
2, Fig. 4.3. Deste modo, a adsorc¸a˜o das part´ıculas
exclui uma a´rea dispon´ıvel para adsorc¸a˜o superior a` a´rea das part´ıculas, Fig. 4.4 (b). As
ce´lulas sa˜o classiﬁcadas de ocupadas, quando dentro destas ocorreu a adsorc¸a˜o do centro
duma part´ıcula. As ce´lulas sera˜o classiﬁcadas de bloqueadas quando, devido a` interacc¸a˜o
por exclusa˜o de volume entre as part´ıculas, e´ imposs´ıvel ocorrer a adsorc¸a˜o do centro
duma nova part´ıcula. Quando as ce´lulas sa˜o classiﬁcadas de livres signiﬁca que existe
alguma a´rea da ce´lula virtual onde ainda possa ocorrer a adsorc¸a˜o de uma nova part´ıcula.
As ce´lulas classiﬁcadas de ocupadas ou bloqueadas sa˜o removidas da lista onde apenas
constam ce´lulas classiﬁcadas como livres, Fig. 4.4 (c). A criac¸a˜o e actualizac¸a˜o constante
desta lista de ce´lulas livres e´ a base deste segundo ponto do aumento da eﬁcieˆncia do
algoritmo. Para a sua concretizac¸a˜o, limitamos a escolha do lugar no substrato onde a
pro´xima part´ıcula tentara´ a adsorc¸a˜o apenas a`s ce´lulas presentes nesta lista. A selecc¸a˜o
das ce´lulas livres e´ feita de acordo com uma distribuic¸a˜o uniforme sobre esta lista, condu-
zindo a` uniformidade das tentativas de deposic¸a˜o sobre a superf´ıcie. Todas as tentativas
de adsorc¸a˜o em ce´lulas onde e´ garantido que exista sobreposic¸a˜o entre os volumes das
part´ıculas na˜o sa˜o realizadas.




Figura 4.4: Ce´lulas virtuais num substrato limpo, (a). A´rea dispon´ıvel para a adsorc¸a˜o
apo´s deposic¸a˜o de 40 part´ıculas, (b). Ce´lulas virtuais classiﬁcadas de livres antes, (c),
e apo´s a iterac¸a˜o da malha virtual, (d). Condic¸o˜es de fronteira perio´dicas aplicadas na
horizontal e na vertical, num substrato de dimensa˜o linear de 20 vezes o diaˆmetro da
part´ıcula.
Cap´ıtulo 4. Crescimento de filmes em substratos regulares 63
Figura 4.5: Esquema de funcionamento do algoritmo.
que reescala a dimensa˜o das ce´lulas da malha virtual, sempre que o nu´mero das ce´lulas
livres seja inferior a um pre´-determinado nu´mero destas. Denominamos este passo de
iterac¸a˜o da malha. Apo´s a iterac¸a˜o da malha, as ce´lulas virtuais, agora com um quarto da
sua a´rea, sa˜o novamente classiﬁcadas como livres, ocupadas ou bloqueadas, Fig. 4.4 (d).
Pelo facto de se diminuir a a´rea de cada ce´lula, aumenta-se a fracc¸a˜o de a´rea dispon´ıvel
em cada uma para a adsorc¸a˜o de novas part´ıculas. Deste modo, aumentaremos a taxa
de acontecimentos de adsorc¸a˜o com sucesso. O algoritmo permite a repetic¸a˜o da iterac¸a˜o
da malha num nu´mero de vezes adapta´vel, tendo em considerac¸a˜o o sistema em estudo.
A operacionalizac¸a˜o e sequencializac¸a˜o de todo o algoritmo processa-se de acordo com o
esquema da Fig. 4.5.
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Podemos classiﬁcar este algoritmo como orientado para acontecimentos com sucesso.
Diminuir o nu´mero de eventos sem sucesso leva a um aumento da eﬁcieˆncia do algoritmo.
Este me´todo torna-se ainda mais eﬁciente a` medida que o sistema se aproxima do estado
de cobertura limite, onde o nu´mero de eventos sem sucesso tenderia a aumentar numa
implementac¸a˜o inge´nua do mesmo. Assim, a eﬁcieˆncia do presente algoritmo aumenta em
func¸a˜o do aumento da cobertura do substrato face a um algoritmo inge´nuo de tentativa e
erro.
A cobertura limite e´ atingida quando o nu´mero de ce´lulas livres e´ zero. Nesta situac¸a˜o,
na˜o existe nenhuma a´rea do substrato capaz de adsorver uma part´ıcula sem que esta se
sobreponha a outras previamente adsorvidas. Quanto mais pro´ximo deste limite, mais
morosa se torna a simulac¸a˜o computacional. No algoritmo, esta´ prevista a possibilidade
de concluir a simulac¸a˜o antes de se ter atingido o valor limite de cobertura, ou seja, antes
de todas as ce´lulas terem sido ocupadas ou bloqueadas. Em qualquer simulac¸a˜o compu-
tacional, pondera-se os custos e benef´ıcios do tempo de simulac¸a˜o utilizado. Pode haver
benef´ıcio em ﬁnalizar a simulac¸a˜o quando o acre´scimo da exactida˜o no valor de cobertura
na˜o supera a penalizac¸a˜o no tempo de simulac¸a˜o. Mais detalhes sobre o algoritmo podem
ser encontrados em [75].
Estuda´mos o crescimento de ﬁlmes em monocamada e as suas propriedades no estado
de cobertura limite. A a´rea ocupada pelas part´ıculas adsorvidas, o modo como esta˜o dis-
tribu´ıdas pelo substrato e a distribuic¸a˜o de tamanhos que apresentam permitem descrever
a morfologia do ﬁlme depositado. Para compreender melhor o crescimento destes ﬁlmes,
estuda´mos a evoluc¸a˜o temporal destas caracter´ısticas.
Tratando-se de um estudo baseado em simulac¸o˜es computacionais, poder´ıamos ser
tentados a analisar o tempo da simulac¸a˜o, mas este na˜o tem relac¸a˜o com o tempo real
de qualquer experimentac¸a˜o, nem e´ intr´ınseco ao modelo em estudo. Este tempo da
simulac¸a˜o computacional esta´ antes relacionado com a dimensa˜o do sistema analisado, a
performance dos computadores e a eﬁcieˆncia dos algoritmos.
Recorremos ao me´todo de Monte Carlo cine´tico, Sec. 3.3, para obter uma aproximac¸a˜o
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a` real dinaˆmica do sistema. Portanto, e´ necessa´rio associar a medic¸a˜o do tempo com
acontecimentos que sejam caracter´ısticos do modelo. Atendendo ao modelo utilizado (o
de RSA), so´ e´ poss´ıvel considerarmos a tentativa de adsorc¸a˜o. Parece-nos natural deﬁnir
esta unidade em termos do nu´mero de part´ıculas necessa´rias para cobrir toda a a´rea do
substrato tendo em considerac¸a˜o o valor me´dio do raio destas, L2/pir2m. Deste modo, a sua
relac¸a˜o com o tempo real esta´ dependente de medic¸o˜es experimentais observa´veis, como
por exemplo, o ﬂuxo de part´ıculas para o substrato. Numa implementac¸a˜o inge´nua de
tentativa e erro, o relo´gio da simulac¸a˜o conta o tempo entre cada tentativa de deposic¸a˜o
pelo valor pir2m/L
2, em que L2 e´ a a´rea do substrato, mesmo que a adsorc¸a˜o da part´ıcula
falhe.
Num algoritmo onde se rejeitam implicitamente parte dos acontecimentos sem sucesso,
o intervalo de tempo entre cada tentativa de adsorc¸a˜o tera´ que ser considerado de forma
apropriada. O algoritmo so´ contabiliza as part´ıculas que tentam adsorc¸a˜o na a´rea dispo-
n´ıvel no substrato - deﬁnida pela a´rea total das ce´lulas virtuais livres, A, Fig. 4.4 (c) e (d).
Para se compreender o valor do incremento temporal entre cada tentativa de adsorc¸a˜o,
consideremos P (∆t), que representa a probabilidade de nenhuma part´ıcula ter tentado
adsorc¸a˜o na a´rea A, no intervalo de tempo ∆t, apo´s u´ltima tentativa de adsorc¸a˜o nessa
a´rea. A probabilidade dos acontecimentos terem ocorrido fora da a´rea A no intervalo
[∆t+ dt[, e´ dada pela probabilidade,
P (∆t+ dt) = P (∆t)− P (∆t)Rdt , (4.2)
em (1 − Rdt) representa a taxa da part´ıcula na˜o ter tentado adsorc¸a˜o na a´rea A, no
intervalo dt. Resolvendo a equac¸a˜o anterior,
P (∆t) = exp (−R∆t) , (4.3)
Calculamos o incremento temporal entre duas tentativas de adsorc¸a˜o na a´rea dispo-
n´ıvel, gerando a probabilidade P (∆t) atrave´s dum nu´mero aleato´rio, ξ, no intervalo ]0, 1]
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com distribuic¸a˜o uniforme vindo,
∆t = − 1
R
ln(ξ) , (4.4)
em que R representa a taxa de part´ıculas que tentam adsorver na a´rea A. Assim, 1/R =
pir2m/A, ja´ que o nu´mero de tentativas de adsorc¸a˜o em A e´ proporcional a A/L
2 e o tempo
por cada tentativa e´ pir2m/L








Nesta secc¸a˜o, os resultados que apresentamos dizem respeito ao crescimento de ﬁlmes
ﬁnos de monocamada em substratos regulares. Desenvolvemos o estudo de acordo com
as condic¸o˜es expostas de seguida. Seguindo o modelo de RSA, considera´mos que os subs-
tratos se encontram inicialmente limpos e que revelam uma homogeneidade de interacc¸a˜o
com as part´ıculas em toda a sua a´rea (substratos regulares). Os substratos dos sistemas
estudados teˆm uma dimensa˜o linear de 1024 unidades do diaˆmetro me´dio das part´ıcu-
las. As part´ıculas que se depositam sobre o substrato exibem distribuic¸a˜o de tamanhos
Gaussiana, com valores da dispersa˜o desde 10−5% ate´ 20%. Foram aplicadas condic¸o˜es
de fronteira perio´dicas, descritas na Sec. 3.4, tanto na horizontal como na vertical. Com
esta opc¸a˜o, diminu´ımos os efeitos de se simular sistemas de tamanho ﬁnito e assim conse-
guir uma melhor aproximac¸a˜o ao correspondente sistema f´ısico. Para cada estimativa das
propriedades estudadas, efectua´mos 100 simulac¸o˜es independentes do sistema.
No problema espec´ıﬁco deste cap´ıtulo, procura´mos compreender a importaˆncia que
a distribuic¸a˜o de tamanhos das part´ıculas tem nas caracter´ısticas ﬁnais do ﬁlme e na
cine´tica da formac¸a˜o dos mesmos. Comec¸a´mos o estudo pela caracterizac¸a˜o da cobertura
limite, θ(∞), da distribuic¸a˜o dos raios das part´ıculas adsorvidas e da func¸a˜o de correlac¸a˜o
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entre pares.
A cobertura limite atinge-se quando o sistema ja´ na˜o possui nenhuma a´rea suﬁcien-
temente grande para adsorver mais nenhuma part´ıcula. Medimos a cobertura limite pela








em que n representa o nu´mero de part´ıculas adsorvidas ate´ atingir a cobertura limite e ri
o raio de cada part´ıcula adsorvida. A estimativa de θ(∞) e´ obtida atrave´s da ponderac¸a˜o
dos resultados obtidos nas diferentes amostragens do sistema. Assumindo que o sistema
tem igual probabilidade de atingir qualquer uma das poss´ıveis conﬁgurac¸o˜es na situac¸a˜o
limite, a estimativa sera´ obtida pela me´dia aritme´tica dos diferentes resultados obtidos
para θ(∞),





Para estudarmos a inﬂueˆncia da dispersa˜o dos tamanhos das part´ıculas, estima´mos este
valor para diferentes valores de dispersa˜o.
Veriﬁca´mos que a eﬁcieˆncia da cobertura limite do sistema aumenta com a dispersa˜o
dos tamanhos, Fig. 4.6. Esta dependeˆncia ja´ tinha sido observada nos intervalos de valores
de dispersa˜o inferiores [37], ou para outro tipo distribuic¸a˜o de tamanhos [38]. O nosso
estudo e´ inovador por estimar esta propriedade para sistemas cujas part´ıculas seguem
uma distribuic¸a˜o Gaussiana de tamanhos, mesmo para valores considera´veis da dispersa˜o
dos tamanhos, com uma qualidade muito satisfato´ria dos resultados. Reﬁra-se que o erro
associado a` medic¸a˜o da cobertura limite e´ treˆs ordens de grandeza menor que o valor da
cobertura. Discutiremos os poss´ıveis erros associados mais adiante nesta secc¸a˜o.
Continuando a ana´lise da variac¸a˜o da cobertura limite com a dispersa˜o, podemos











Figura 4.6: Cobertura limite (%) em func¸a˜o da dispersa˜o dos tamanhos com barras de
erro.
valores da dispersa˜o dos tamanhos das part´ıculas, Fig. 4.7. Veriﬁca´mos que o aumento da
dispersa˜o aumenta o valor de θ(∞), pela observac¸a˜o da menor quantidade de a´rea livre
nos substratos. Este aumento da eﬁcieˆncia da cobertura limite com a dispersa˜o deve-se
ao aumento do nu´mero de part´ıculas de menor raio que sa˜o adsorvidas. Aumentando a
dispersa˜o, as a´reas livres sa˜o cada vez de menores dimenso˜es, ja´ que cada vez e´ menor
o tamanho que as part´ıculas podem assumir. Pela ana´lise da distribuic¸a˜o do tamanho
das part´ıculas adsorvidas na superf´ıcie, Fig. 4.8, podemos constatar este efeito. Tambe´m
se veriﬁca que quanto maior for a dispersa˜o dos tamanhos, maior e´ o favorecimento da
adsorc¸a˜o das part´ıculas de menores dimenso˜es.
Para interpretarmos a morfologia do ﬁlme depositado sobre o substrato, medimos a
func¸a˜o de distribuic¸a˜o das distaˆncias, x, entre pares de part´ıculas adsorvidas, quando o
sistema atinge a cobertura limite. Esta func¸a˜o da´ a densidade das distaˆncia entre centros
de duas part´ıculas por unidade de a´rea. Pela aplicac¸a˜o de condic¸o˜es de fronteira perio´dicas,
existe a necessidade de limitar a procura de part´ıculas vizinhas ate´ uma determinada
distaˆncia ma´xima, X. Consideremos a probabilidade de encontrarmos o centro de um
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(a) (b)
(c) (d)
Figura 4.7: Estado de cobertura limite para sistemas de dimensa˜o linear 100rm e com
part´ıculas com diferentes disperso˜es de tamanhos, (a) 1%, (b) 5%, (c) 10% e (d) 20%.






























Figura 4.8: Distribuic¸a˜o dos raios das part´ıculas adsorvidas para diferentes valores da
dispersa˜o dos tamanhos das part´ıculas.
vizinho dentro de um intervalo de distaˆncia [x, x+ dx], G(x), dada por,
G(x) =
nu´mero de part´ıculas encontradas entre as distaˆncias x, x+ dx
xdx(nu´mero total de part´ıculas encontradas ate´ a` distaˆncia X)
. (4.8)
Deste modo, garantimos a normalizac¸a˜o de G(x),
∫ X
0
G(x)xdx = 1 . (4.9)
Aprofunda´mos o nosso conhecimento sobre a inﬂueˆncia da dispersa˜o na morfologia,
comparando o comportamento da distribu´ıc¸a˜o das distaˆncias entre pares de part´ıculas
em sistemas com diferentes disperso˜es, Fig. 4.9. A distaˆncia entre as part´ıculas, x, e´
adimensional; torna-se mais fa´cil a leitura dos resultados obtidos para distribuic¸a˜o das
distaˆncias se as medirmos em unidades reduzidas do diaˆmetro da part´ıcula me´dia da
distribuic¸a˜o Gaussiana truncada. O pico mais pronunciado regista-se para a distaˆncia






















Distância em unidades reduzidas





Figura 4.9: Func¸a˜o de correlac¸a˜o entre pares para diferentes disperso˜es dos tamanhos das
part´ıculas.
de valor unita´rio, correspondente ao primeiro vizinho. Relembramos que, para o caso de
sistemas com part´ıculas sem dispersa˜o, caso monodisperso, este pico caracteriza-se por
uma divergeˆncia logar´ıtmica na singularidade de contacto entre as part´ıculas. Esta ordem
desvanece-se para distaˆncia superiores, o que implica uma estrutura desordenada do ﬁlme
a longas distaˆncias. Existe apenas uma ordem local ate´ ao primeiro vizinho. O aumento
da dispersa˜o dos tamanhos das part´ıcula traduz-se num alargamento do pico (para a
distaˆncia de um diaˆmetro da part´ıcula me´dia), o que representa um aumento da dispersa˜o
das distaˆncias aos centros dos primeiros vizinhos. O aumento da dispersa˜o diminui o grau
da ordem local.
Os resultados ate´ aqui apresentados descrevem a morfologia dos depo´sitos formados
numa situac¸a˜o particular, a conﬁgurac¸a˜o limite. A qualidade destes resultados e´ inﬂu-
enciada pela metodologia adoptada para atingir as conﬁgurac¸o˜es limites. Ja´ discutimos
poss´ıveis fontes de erros na Sec. 3.5, embora de uma forma gene´rica. Por um lado, temos
erros estat´ısticos que resultam do facto dos sistemas estudados serem ﬁnitos, bem como o
nu´mero de amostras realizadas. Por outro lado, temos fontes de erros sistema´ticos, como
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as dimenso˜es ﬁnitas do sistema e o algoritmo. As dimenso˜es dos sistemas estudados sa˜o
suﬁcientemente grandes para que os efeitos da dimensa˜o ﬁnita deste serem pouco signiﬁ-
cativos [75]. A fonte de erro que pode ser mais signiﬁcativa esta´ relacionada com o pro´prio
algoritmo. Aquando da descric¸a˜o deste, na secc¸a˜o anterior, referencia´mos uma opc¸a˜o de
concluir a simulac¸a˜o antes de ser ter atingido a conﬁgurac¸a˜o limite. Nesse momento,
dissemos que resulta de um balanc¸o entre a exactida˜o do resultado obtido e o tempo
de computac¸a˜o. Em sistemas com part´ıculas que apresentam uma distribuic¸a˜o Gaussi-
ana truncada de tamanhos, considerando valores de dispersa˜o consideravelmente elevados,
atingir a conﬁgurac¸a˜o limite consumiria muito tempo de computac¸a˜o. Na aproximac¸a˜o a
esta conﬁgurac¸a˜o, sa˜o poucas as a´reas ainda dispon´ıveis para adsorc¸a˜o, aumentando o nu´-
mero de tentativas ate´ um acontecimento com sucesso. A esta diﬁculdade acresce o facto
de as part´ıculas que ainda possam ser adsorvidas serem as que teˆm menor probabilidade
de difundir ate´ ao substrato, isto e´, as de menores dimenso˜es.
Assumimos que, por vezes, a simulac¸a˜o na˜o chega ao estado de cobertura limite. Nesta
situac¸a˜o, o nu´mero de ce´lulas virtuais livres ainda na˜o e´ nula. Embora na˜o tendo atingido
a situac¸a˜o limite (onde deixa de haver adsorc¸a˜o de mais part´ıculas no substrato porque
na˜o ha´ a´reas livres suﬁcientemente grandes), o nosso algoritmo permite-nos saber qual o
nu´mero de ce´lulas que continuam classiﬁcadas como livres. Qual o signiﬁcado f´ısico deste
nu´mero de ce´lulas livres? Existem va´rios pontos que diﬁcultam a interpretac¸a˜o desta
quantidade. Para a podermos quantiﬁcar na estimativa do desvio do valor da cobertura
limite, exige-se a deﬁnic¸a˜o de limites quanto ao nu´mero de part´ıculas e quanto a`s suas
dimenso˜es. Quantas part´ıculas faltaram ser adsorvidas para que se atinja a cobertura
limite? Considerar que sa˜o tantas as part´ıculas quantas as ce´lulas livres, sera´ um limite
superior. Recordamos que a dimensa˜o das ce´lulas da malha e´ tal que apenas pode existir
um centro de part´ıcula adsorvida em cada uma. No entanto, se as ce´lulas que remanes-
ceram como livres forem vizinhas, a adsorc¸a˜o de uma part´ıcula pode bloquear a adsorc¸a˜o
em mais do que uma ce´lula livre. Consequentemente, a considerac¸a˜o inicial quanto ao
nu´mero de part´ıculas que ainda podem ser adsorvidas e´ um limite superior.
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Relativamente a` dimensa˜o de cada uma destas ce´lulas, assumimos como limite superior
o raio me´dio das part´ıculas adsorvidas pelo sistema ate´ ao momento do ﬁnal da simulac¸a˜o.
Tal opc¸a˜o prende-se com o facto de na˜o conseguirmos precisar o tamanho exacto de cada
part´ıcula que ainda caberia no sistema. A utilizac¸a˜o do valor me´dio da distribuic¸a˜o dos
tamanhos das part´ıculas induziria um erro maior e menos aproximado do valor correcto.
Com a deﬁnic¸a˜o destes dois limites, podemos estimar quantitativamente o valor do
erro sistema´tico no valor da cobertura limite. Podemos deﬁnir a fracc¸a˜o de superf´ıcie que,
no ma´ximo, ainda poderia ser coberta como cobertura remanescente θr. A sua estimativa











em que Cl representa o nu´mero total de ce´lulas livres para adsorc¸a˜o.
Observa´mos que a cobertura remanescente inﬂuencia menos o valor da cobertura li-
mite estimada do que o desvio padra˜o do valor obtido, Fig. 4.10. Para melhorarmos a
qualidade dos resultados obtidos, ter´ıamos que diminuir os erros estat´ısticos, antes de se
aumentar a eﬁcieˆncia do algoritmo para chegar a` cobertura limite. Como opc¸o˜es para a
diminuic¸a˜o dos erros estat´ısticos temos o aumento do nu´mero de amostras ou o aumento
do tamanho dos sistemas. A dimensa˜o dos sistemas simulados requereu uma quantidade
da informac¸a˜o a armazenar no limite das ma´quinas de computac¸a˜o utilizadas. Dada a
limitac¸a˜o, na˜o poder´ıamos desenvolver o estudo para dimenso˜es superiores de interesse.
Apenas nos restava a opc¸a˜o de aumentar o nu´mero de amostras. Este factor teria como
consequeˆncia o aumento do tempo de computac¸a˜o. A qualidade dos resultados e´ suﬁciente,
o erro associado a` medic¸a˜o da cobertura limite e´ treˆs ordens de grandeza inferior ao valor.
Estudos anteriores [37, 38] na˜o apresentam esta informac¸a˜o. Podemos estender a descric¸a˜o
qualitativa dos erros a`s outras estimativas apresentadas para descrever a estrutura dos
ﬁlmes na conﬁgurac¸a˜o limite - distribuic¸a˜o do tamanho das part´ıculas adsorvidas e das
distaˆncias entre pares. Comparando estes u´ltimos resultados com os presentes nos estudos
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Figura 4.10: Desvio padra˜o e cobertura remanescente com barras do desvio padra˜o asso-
ciado em func¸a˜o da dispersa˜o dos tamanhos das part´ıculas.
de part´ıculas esta˜o signiﬁcativamente mais pro´ximas das conﬁgurac¸o˜es limites.
Outro assunto de interesse a esta investigac¸a˜o e´ a cine´tica que conduz a` formac¸a˜o dos
ﬁlmes. O estudo da cine´tica do sistema foi feito atrave´s das estimativas temporais do








Para um determinado n´ıvel de amostragem do sistema, a estimativa temporal sera´






Veriﬁca´mos, tal como previsto [37, 38, 36], que a evoluc¸a˜o temporal da aproximac¸a˜o





















Figura 4.11: Evoluc¸a˜o temporal da aproximac¸a˜o da cobertura ao valor limite para valores
mais elevados de dispersa˜o dos tamanhos das part´ıculas.
da cobertura ao seu valor limite segue a seguinte dependeˆncia, θ(∞)− θ(t) ∼ t− 13 , para
part´ıculas que exibem distribuic¸a˜o Gaussiana de tamanhos, Fig. 4.11. Observa-se que,
mesmo para baixos valores da dispersa˜o, Fig. 4.12, nos tempos ﬁnais este comportamento
e´ recuperado, contrariando estudos anteriores [37]. No entanto, para tempos iniciais, o
comportamento da aproximac¸a˜o da cobertura ao seu valor limite e´ semelhante ao caso de
sistemas sem dispersa˜o de tamanhos das part´ıculas, isto e´, com o valor do expoente da lei
de poteˆncia de −1
2
.
Nas Fig. 4.11 e 4.12, observa-se que a transic¸a˜o para outro regime cine´tico, caracteri-
zado pelo valor do expoente de −1
3
, ocorre cada vez mais tarde para valores superiores da
dispersa˜o. E´ pertinente o estudo do tempo caracter´ıstico, tc, da transic¸a˜o para o regime
cine´tico de tempos ﬁnais. Compila´mos o resultados na Tab. 4.1.
Atrave´s da Fig. 4.13, veriﬁcamos que tc escala com a dispersa˜o em lei de poteˆncia,
tc ∼ σ
−1.89 . (4.13)






















Figura 4.12: Evoluc¸a˜o temporal da aproximac¸a˜o da cobertura ao valor limite para valores
mais baixos de dispersa˜o dos tamanhos das part´ıculas.
Tabela 4.1: Valores do tempo caracter´ıstico de transic¸a˜o entre os dois regimes cine´ticos
para diferentes valores da dispersa˜o.
σ (%) tc
5× 10−5 4.80× 109
1× 10−4 1.14× 109
2× 10−4 1.33× 108
5× 10−4 4.36× 107
1× 10−3 4.83× 106
2× 10−3 1.58× 106
5× 10−3 3.56× 105
1× 10−2 1.25× 105
2× 10−2 6.14× 104
5× 10−2 4.74× 103
1× 10−1 2.00× 103
2× 10−1 3.49× 102
5× 10−1 3.74× 101
1× 100 1.17× 101
2× 100 4.81× 100
5× 100 2.67× 100



















Figura 4.13: Gra´ﬁco do tempo de transic¸a˜o entre regimes em func¸a˜o da dispersa˜o dos
tamanhos das part´ıculas. A recta representa a regressa˜o linear.
me´todo que utiliza´mos para estimar tc torna-se muito dif´ıcil de aplicar para as restantes
disperso˜es de tamanhos tambe´m estudadas. Um comportamento semelhante foi tambe´m
identiﬁcado em sistemas com part´ıculas anisotro´picas, onde o tempo de transic¸a˜o varia
com o valor da excentricidade das part´ıculas [32], embora o expoente fosse distinto.
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4.3 Implicac¸o˜es
Nesta secc¸a˜o, resumimos as principais concluso˜es do estudo do crescimento de ﬁlmes
em monocamada em substratos regulares. O aumento da dispersa˜o de tamanhos aumenta
a eﬁcieˆncia da cobertura limite dos substratos regulares. Nesta situac¸a˜o, esse aumento de
eﬁcieˆncia corresponde a um favorecimento da adsorc¸a˜o de part´ıculas de menores dimen-
so˜es, aumentando o nu´mero de part´ıculas adsorvidas e, consequentemente, a eﬁcieˆncia
da cobertura limite. A distribuic¸a˜o das part´ıculas adsorvidas difere signiﬁcativamente da
distribuic¸a˜o de tamanhos das part´ıculas que tentam a adsorc¸a˜o. A considerac¸a˜o da distri-
buic¸a˜o de tamanhos das part´ıculas adsorvidas e´ importante para estudos aplicados [76].
A estrutura dos depo´sitos na˜o apresenta ordem de longo alcance. A ordem do ﬁlme
e´ apenas local, ate´ ao primeiro vizinho. O aumento da dispersa˜o dos tamanhos das
part´ıculas adsorvidas diminui o grau de ordem local, criando uma maior dispersa˜o das
distaˆncias entre primeiros vizinhos.
A existeˆncia de part´ıculas com dispersa˜o de tamanhos atrasa a aproximac¸a˜o a` cober-
tura limite. Comprovou-se a transic¸a˜o entre dois regimes cine´ticos, mesmo para valores
muito reduzidos do valor da dispersa˜o dos tamanhos das part´ıculas. O tempo onde esta
transic¸a˜o ocorre varia com o valor da dispersa˜o de tamanhos das part´ıculas. Propomos
uma dependeˆncia em lei de poteˆncia entre este tempo e a dispersa˜o.
Cap´ıtulo 5
Crescimento de filmes de
monocamada de nanopart´ıculas em
substratos funcionalizados
5.1 Modelo
No cap´ıtulo anterior, apresenta´mos resultados que contribuem para uma melhor com-
preensa˜o da formac¸a˜o de ﬁlmes de nanopart´ıculas em monocamada. Os substratos sobre
os quais ocorreram a deposic¸a˜o das part´ıculas foram descritos como regulares, exibindo
homogeneidade na adsorc¸a˜o em toda a sua a´rea. Recentes trabalhos em litograﬁa de
substratos [77, 78, 79, 80, 81, 82] permitem um novo desaﬁo na questa˜o da adsorc¸a˜o
de part´ıculas em superf´ıcies so´lidas, abrindo a possibilidade para adsorc¸a˜o selectiva em
determinadas zonas do substrato. Os substratos com heterogeneidade de adsorc¸a˜o de par-
t´ıculas desenvolvidos experimentalmente exibem qualidades muito interessantes, como a
regularidade das zonas de adsorc¸a˜o, a reprodutibilidade e a dimensa˜o ate´ ao sub-mı´cron. O
domı´nio sobre a distribuic¸a˜o das zonas de adsorc¸a˜o potencia a possibilidade de controlar a
estrutura ﬁnal dos depo´sitos de part´ıculas, especialmente em monocamada. Denominamos
este tipo de substratos de funcionalizados. Novos problemas surgem quando aplicamos o
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Figura 5.1: Padra˜o de quadrados sobre um substrato quadrado, distribu´ıdos numa rede
quadrada.
nosso modelo generalizado de RSA ao crescimento de ﬁlmes em monocamada neste tipo
de substratos. Qual a inﬂueˆncia do substrato na morfologia do ﬁlme depositado? Esta foi
a nossa motivac¸a˜o para tal estudo neste cap´ıtulo.
Por uma questa˜o de simplicidade e comparabilidade, decidimos que o padra˜o existente
sobre os substratos e´ formado por ce´lulas quadradas de iguais dimenso˜es, distribu´ıdas uni-
formemente numa rede quadrada, como se pode observar na Fig. 5.1 [1, 11]. Chamamos
a` atenc¸a˜o que estas ce´lulas na˜o sa˜o as deﬁnidas na malha virtual, criada pelo algoritmo,
para mapear as a´reas livres do substrato para a adsorc¸a˜o de part´ıculas. Outras possi-
bilidades de padra˜o poderiam ser consideradas sem grandes custos na complexidade do
estudo, tais como outras formas de ce´lulas (como rectaˆngulos, c´ırculos ou elipses) e outro
tipo de padra˜o (por exemplo, numa rede triangular ou hexagonal).
As ce´lulas do padra˜o formam as regio˜es do substrato onde a adsorc¸a˜o e´ permitida.
A adsorc¸a˜o so´ tera´ lugar se o centro geome´trico das part´ıculas estiver no interior das
ce´lulas do padra˜o, conforme indicado pela part´ıcula de cor verde na Fig. 5.2. A adsorc¸a˜o
e´ pro´ıbida se ocorrer fora das ce´lulas ou se houver violac¸a˜o da exclusa˜o de volume entre
as part´ıculas, mesmo quando adsorvidas em ce´lulas distintas.
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Figura 5.2: Regras de adsorc¸a˜o num substrato pre´-padronizado.
Os substratos pre´-padronizados podem ser descritos por duas dimenso˜es a ter em
mente, nomeadamente, o tamanho das ce´lulas, a, e a distaˆncia entre estas, b, Fig. 5.3.
Estes comprimentos podem ser descritos por grandezas adimensionais em unidades do











A utilizac¸a˜o de substratos funcionalizados inﬂuencia na˜o so´ as interacc¸o˜es poss´ıveis
entre as part´ıculas e o substrato, mas tambe´m entre estas. Num trabalho recente [1], foi
proposto um diagrama para adsorc¸a˜o de part´ıculas em substratos padronizados, baseado





Figura 5.3: Dimenso˜es caracter´ısticas do padra˜o sobre o substrato.
buic¸a˜o de tamanhos, onde existe a ideia de um tamanho ma´ximo e dum valor mı´nimo na˜o
nulo, o diagrama ﬁca descrito pela Fig. 5.4. Nele identiﬁcam-se quatro regio˜es, depen-
dendo do tipo de interacc¸a˜o entre as part´ıculas que tentam a deposic¸a˜o. De forma geral,
distinguem-se as situac¸o˜es quando e´ poss´ıvel a interacc¸a˜o entre as part´ıculas de ce´lulas
vizinhas e quando a interacc¸a˜o esta´ limitada unicamente a`s part´ıculas da pro´pria ce´lula
do padra˜o.
Manipulando os valores dos paraˆmetros do padra˜o do paraˆmetro α e β, podemos con-
trolar o tipo de interacc¸a˜o permitida a`s part´ıculas. Variando a dimensa˜o da ce´lula, α,
podemos comutar entre uma situac¸a˜o em que obtemos ﬁlmes com apenas uma part´ıcula
adsorvida em cada ce´lula do padra˜o e outra onde podem ser adsorvidas mais do que uma
part´ıcula em cada ce´lula. A primeira situac¸a˜o corresponde a` regia˜o caracterizada pela
adsorc¸a˜o singular duma part´ıcula por ce´lula, conhecida como SPCA (do acro´nimo ingleˆs
Single Particle per Cell Adsorption) e a segunda regia˜o caracterizada pela adsorc¸a˜o mu´lti-
pla de part´ıculas por ce´lula, conhecida como MPCA (Multi-Particle per Cell Adsorption).
A transic¸a˜o de SPCA para MPCA ocorre quando a dimensa˜o da ce´lula e´ suﬁciente para
acomodar mais do que uma part´ıcula em cada ce´lula, Fig. 5.5. O valor para o qual ocorre
esta transic¸a˜o, αc, esta´ relacionado com o tamanho mı´nimo que as part´ıculas que tentam
a deposic¸a˜o apresentam,
























Na caso duma distribuic¸a˜o Gaussiana, signiﬁca que o valor da dimensa˜o da ce´lula para o
qual ocorre a transic¸a˜o entre os regime SPCA e MPCA e´ uma func¸a˜o da dispersa˜o das
part´ıculas.
Controlando a distaˆncia entre as ce´lulas do padra˜o, β, permite-se mudar entre uma
adsorc¸a˜o inﬂuenciada por part´ıculas previamente adsorvidas em ce´lulas vizinhas para uma
outra, onde a adsorc¸a˜o em cada ce´lula e´ desacoplada das restantes. Na primeira situa-
c¸a˜o, encontramos a regia˜o do diagrama caracterizada pela adsorc¸a˜o com interacc¸a˜o entre
ce´lulas, conhecida pela sigla ICCA (Interacting Cell-Cell Adsorption). Para a segunda
situac¸a˜o, a regia˜o caracteriza-se pela adsorc¸a˜o sem interacc¸a˜o entre ce´lulas, NICCA (Non
Interacting Cell-Cell Adsorption). A transic¸a˜o entre ICCA e NICCA ocorre quando a
distaˆncia entre as ce´lulas e´ suﬁcientemente grande para que a adsorc¸a˜o na˜o seja condicio-
nada pelas part´ıculas adsorvidas em ce´lulas vizinhas, Fig. 5.6. O valor da distaˆncia entre





Figura 5.5: Dimensa˜o limite para a transic¸a˜o entre SPCA e MPCA.
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Para a distribuic¸a˜o de tamanhos considerada, Gaussiana truncada, este valor e´ tambe´m
func¸a˜o da dispersa˜o, a` semelhanc¸a do que acontece com αc.
A estrutura ﬁnal dos ﬁlmes depende dos efeitos cooperativos entre as part´ıculas du-
rante a adsorc¸a˜o. A introduc¸a˜o dum padra˜o sobre o substrato, permite controlar o tipo de
interacc¸a˜o permitido a`s part´ıculas. Na Fig. 5.7, pretendemos exempliﬁcar como a morfo-
logia dos ﬁlmes depende das caracter´ısticas do padra˜o, nas diferentes regio˜es do diagrama
da Fig. 5.4.
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α = 0.3, β = 1.5 α = 1.4, β = 1.5
SPCA-NICCA MPCA-NICCA
α = 0.3, β = 0.2 α = 1.4, β = 0.2
SPCA-ICCA MPCA-ICCA
Figura 5.7: Adsorc¸a˜o de part´ıculas com distribuic¸a˜o de tamanhos dada por uma Gaussiana
truncada e com dispersa˜o de 20%, em substratos padronizados para diferentes regio˜es do
diagrama apresentado na Fig. 5.4. Sa˜o aplicadas condic¸o˜es de fronteira perio´dicas na
horizontal e na vertical.
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Os resultados deste cap´ıtulo referem-se apenas ao regime de NICCA. Assim sendo, em
todas as simulac¸o˜es assumimos β = 1.5. Esta condic¸a˜o e´ va´lida no intervalo de disperso˜es
das part´ıculas que estuda´mos, σ = {1%, 2%, 3%, 4%, 5%, 10%, 15%, 20%}. No entanto,
utiliza´mos diferentes valores de α, de forma a podermos estudar os regimes de SPCA e de
MPCA. Assim, tomamos os valores α = {0.1, 0.2, 0.3, 0.4, 0.46, 0.5, 0.54, 0.56, 0.58, 0.6,
0.62, 0.66, 0.68, 0.7, 0.72, 0.74, 0.76, 0.78, 0.8, 0.82, 0.84, 0.86, 0.88, 0.9, 0.92, 0.94, 0.96,
0.98, 1.0, 1.02, 1.04, 1.06, 1.08, 1.10, 1.12, 1.14, 1.16, 1.18, 1.20, 1.22, 1.24, 1.26, 1.28,
1.30, 1.32, 1.34, 1.36, 1.38, 1.40, 1.42, 1.44, 1.46, 1.48, 1.50, 1.54, 1.60, 1.64, 1.70}.
Para indicarmos a dimensa˜o dos substratos estudados, considera´mos ser mais inte-
ressante descreveˆ-la em unidades do nu´mero de ce´lulas do padra˜o que os compo˜em, D.
Assim, com orientac¸a˜o segundo o eixo dos xx’ temos Dx, e dos yy’ temos Dy. Todos os
padro˜es sobre os substratos, nos quais simula´mos a deposic¸a˜o de ﬁlmes, caracterizam-se
por Dx = Dy = 500. O tamanho linear do mesmo, em termos do diaˆmetro me´dio das par-
t´ıculas, e´ indicado por L = Dx(α+β), que varia de acordo com o conjunto de paraˆmetros
que caracterizam o padra˜o sobre cada substrato.
Para se proceder a` caracterizac¸a˜o dos depo´sitos, nos diferentes sistemas analisa´mos
propriedades no estado limite, como por exemplo, a cobertura limite, o nu´mero me´dio de
part´ıculas adsorvidas por ce´lula, o raio me´dio destas em func¸a˜o da dimensa˜o linear ce´lula
do padra˜o, α. Tambe´m analisa´mos a distribuic¸a˜o dos raios das part´ıculas adsorvidas e
das distaˆncias entre pares de part´ıculas.
A regia˜o do diagrama, Fig. 5.4, deﬁnida por NICCA, compreende dois regimes dis-
tintos, o SPCA e o MPCA. Para a adsorc¸a˜o de part´ıculas com distribuic¸a˜o de tamanhos
dada por uma Gaussiana truncada, apresentamos a ana´lise da inﬂueˆncia da dimensa˜o de
ce´lula do padra˜o sobre a estrutura ﬁnal do depo´sito em cada regime, separadamente.


























Figura 5.8: Func¸a˜o de correlac¸a˜o entre pares para diferentes valores da dimensa˜o da ce´lula
α, no regime de SPCA, e para part´ıculas com dispersa˜o dos tamanhos de 20%.
5.3.1 Adsorc¸a˜o duma part´ıcula por ce´lula
Este regime caracteriza-se pela presenc¸a duma part´ıcula adsorvida em cada ce´lula. A
dimensa˜o destas na˜o permite a adsorc¸a˜o de mais part´ıculas e na˜o e´ poss´ıvel a interacc¸a˜o
entre part´ıculas adsorvidas em diferentes ce´lulas.
E´ no regime de SPCA que os ﬁlmes obtidos exibem uma ordem de maior alcance. De
acordo com Arau´jo et. al. [1], aumentando a a´rea da ce´lula, aumenta a a´rea de adsorc¸a˜o
poss´ıvel, o que leva a um aumento da incerteza quanto a` localizac¸a˜o da part´ıcula no interior
da ce´lula de adsorc¸a˜o, levando a um alargamento dos picos na func¸a˜o de distribuic¸a˜o da
distaˆncias entre pares, conforme se observa na Fig. 5.8. A ordem do padra˜o e´ “impressa”
no depo´sito ﬁnal. No mesmo regime, o aumento da dispersa˜o dos tamanhos das part´ıculas
na˜o altera a organizac¸a˜o ﬁnal do ﬁlme, em termos de distaˆncias t´ıpicas entre part´ıculas,
Fig. 5.9.
Com ﬁlmes formados por uma part´ıcula adsorvida em cada ce´lula, a distribuic¸a˜o dos
raios das part´ıculas adsorvidas e´ igual a` distribuic¸a˜o das part´ıculas que tentam a deposic¸a˜o.





























Figura 5.9: Func¸a˜o de correlac¸a˜o entre pares para diferentes disperso˜es dos tamanhos das
part´ıculas, no regime SPCA, para valores da dimensa˜o da ce´lula α = 0.4.
A eﬁcieˆncia da cobertura limite diminui com o aumento da dimensa˜o da ce´lula, con-
forme se observa na Fig. 5.10 (a). A dimensa˜o de cada ce´lula apenas permite a adsorc¸a˜o
duma part´ıcula; assim sendo, o nu´mero de part´ıculas adsorvidas e as respectivas dimen-
so˜es sa˜o sempre iguais. A eﬁcieˆncia da cobertura diminui porque a a´rea das ce´lulas vai
aumentado com o valor α. No mesmo regime de SPCA, a eﬁcieˆncia da cobertura aumenta
com a dispersa˜o de tamanhos, porque o valor da a´rea ocupada depende do valor de <r>2,
que no caso duma distribuic¸a˜o Gaussiana truncada aumenta com a dispersa˜o.
Na pro´xima secc¸a˜o, apresentamos os resultados obtidos para propriedades que descre-
vem a morfologia dos depo´sitos nas conﬁgurac¸o˜es limites, mas quando a dimensa˜o das
ce´lulas e´ suﬁciente para adsorver mais do que uma part´ıcula por ce´lula.
5.3.2 Adsorc¸a˜o mu´ltipla de part´ıculas por ce´lula
A partir de valores da ce´lula maiores que o indicado pela eq. 5.3, passa-se ao regime
de MPCA. A dimensa˜o das ce´lulas permite a adsorc¸a˜o de mais do que uma part´ıcula.
Contudo, as conﬁgurac¸o˜es associadas a tal adsorc¸a˜o sa˜o muito pouco prova´veis, Fig. 5.5.
Como se observa nessa ﬁgura, a adsorc¸a˜o das part´ıculas esta´ restrita a determinadas a´reas
Cap´ıtulo 5. Crescimento de filmes em substratos funcionalizados 89
Tabela 5.1: Valores da dimensa˜o da ce´lula para a transic¸a˜o entre os regimes SPCA e






da ce´lula e a dimensa˜o necessa´ria para cada uma das part´ıculas e´ de baixa probabilidade.
Por esta raza˜o, mesmo quando a dimensa˜o das ce´lulas permite MPCA, e´ mais frequente
continuar a ser adsorvida uma u´nica part´ıcula em cada ce´lula e a eﬁcieˆncia de cobertura
dos substratos continua a diminuir. E´ o que se observa nos resultados da Fig. 5.10 (a),
para valores da dimensa˜o da ce´lula superiores aos resumidos na Tab. 5.1.
O aumento da dimensa˜o da ce´lula leva a um aumento da eﬁcieˆncia da cobertura do
substrato quando o seu valor for suﬁciente para que predomine a adsorc¸a˜o mu´ltipla de
part´ıculas por ce´lula no sistema. Para conﬁrmar esta relac¸a˜o, medimos o nu´mero me´dio
de part´ıculas adsorvidas em cada ce´lula, Fig. 5.10 (b). Comparando com a Fig. 5.10 (a),
para os diferentes valores da dispersa˜o, constata-se que o aumento da eﬁcieˆncia da cober-
tura e o favorecimento da adsorc¸a˜o de mais do que uma part´ıcula acontecem para valores
semelhantes de α. A` medida que se aumenta a dispersa˜o do tamanho das part´ıculas, o
aumento da eﬁcieˆncia da cobertura limite dos substratos ocorre para valores de α suces-
sivamente menores. Isto resulta do facto de que o aumento da dispersa˜o dos tamanhos
das part´ıculas tambe´m obriga a que a transic¸a˜o para o regime de MPCA ocorra para
valores da dimensa˜o da ce´lula sucessivamente menores, tal como registado na Tab. 5.1.
Para conhecimento mais detalhado do favorecimento da adsorc¸a˜o mu´ltipla em cada ce´lula,
regista´mos a frequeˆncia da adsorc¸a˜o de diferentes nu´meros de part´ıculas em cada ce´lula,
Fig. 5.11. Deﬁnimos mono´meros, d´ımeros, tr´ımeros, tetraˆmeros e pentaˆmeros como o
nu´mero de part´ıculas adsorvidas numa mesma ce´lula. Comparando a Fig. 5.10 a) com os




































































Figura 5.10: Propriedades do estado limite de substratos pre´-padronizados no regime
NICCA em func¸a˜o da dimensa˜o linear da ce´lula α, para diferentes valores da dispersa˜o
dos tamanhos das part´ıculas. (a) Cobertura limite para β = 1.5. (b) Nu´mero me´dio de
part´ıculas adsorvidas na mesma ce´lula. (c) Raio me´dio das part´ıculas adsorvidas.
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Figura 5.11: Gra´ﬁcos com a frequeˆncia relativa de diferentes nu´meros de part´ıculas em
cada ce´lula para diferentes valores da dispersa˜o dos tamanhos das part´ıculas, (a) 1%, (b)
5%, (c) 10% e (d) 20% .
quando a abundaˆncia de d´ımeros, com maior eﬁcieˆncia de cobertura, permite compen-
sar a abundaˆncia de mono´meros, a que corresponde uma menor eﬁcieˆncia de cobertura.
Comparando os diferentes gra´ﬁcos da mesma ﬁgura, conﬁrmamos que o aumento da dis-
persa˜o do tamanho das part´ıculas leva ao favorecimento da abundaˆncia de d´ımeros para
valores de α cada vez menores. A partir dos valores de α (onde a eﬁcieˆncia da cobertura
comec¸a a aumentar), o seu aumento conduz a um crescimento na˜o monoto´nico do valor
da cobertura limite, Fig. 5.10 (a).
No regime de NICCA-MPCA, a adsorc¸a˜o e´ condicionada pelas part´ıculas previamente
adsorvidas na mesma ce´lula e pela a´rea da ce´lula. Quando a dimensa˜o das ce´lulas permite
a adsorc¸a˜o de uma segunda part´ıcula, a a´rea dispon´ıvel e´ menor, o que conduzira´ ao
favorecimento de adsorc¸a˜o de part´ıculas de menores dimenso˜es. Para suportar esta ideia,










































































Figura 5.12: Gra´ﬁcos com a distribuic¸a˜o dos raios das part´ıculas adsorvidas em substratos
padronizados e regulares, para diferentes valores da dispersa˜o dos tamanhos das part´ıculas,
(a) 1%, (b) 5%, (c) 10% e (d) 20% .
atrave´s da diminuic¸a˜o do raio me´dio das part´ıculas adsorvidas, que ha´ um favorecimento
de adsorc¸a˜o das part´ıculas de menores dimenso˜es. E´ um comportamento observa´vel para
todos os valores da dispersa˜o; todavia, o detalhe do eixo vertical apenas na˜o o permite
visualizar quando a dispersa˜o e´ de 1%. Neste regime, independentemente do valor de α,
favorece-se a adsorc¸a˜o de part´ıculas de menores dimenso˜es, como se observa na Fig. 5.12.
A eﬁcieˆncia da cobertura limite na˜o varia linearmente com o aumento da dispersa˜o dos
tamanhos das part´ıculas. Ate´ ao valor de 10%, o aumento da dispersa˜o conduz sempre a
um aumento da eﬁcieˆncia da cobertura, Fig. 5.10 (a). E´ a partir deste valor que o compor-
tamento da cobertura se torna interessante, pois o mesmo na˜o sucede para todos os valores
de α quando a dispersa˜o dos tamanhos das part´ıculas aumenta para 20%. No intervalo
1.06 ≤ α ≤ 1.48, o aumento da dispersa˜o para 20% diminui a eﬁcieˆncia da cobertura. A
partir da ana´lise das Fig. 5.11 e 5.10 (b), observa-se como o aumento da dispersa˜o favorece
Cap´ıtulo 5. Crescimento de filmes em substratos funcionalizados 93
a adsorc¸a˜o dum maior nu´mero de part´ıculas em cada ce´lula. Contudo, conﬁgurac¸o˜es que
resultam nem sempre conduzem a um aumento da eﬁcieˆncia da cobertura. Sabemos que o
aumento da a´rea de adsorc¸a˜o do substrato tem que ser compensada pelo aumento do nu´-
mero de part´ıculas adsorvidas e/ou pelo aumento da dimensa˜o destas. Para explicar este
comportamento da cobertura com a dispersa˜o, comecemos por analisar cuidadosamente o
comportamento do nu´mero e do raio me´dio das part´ıculas adsorvidas. Na curva da disper-
sa˜o de 20% da Fig. 5.10 (b), observa-se um menor declive no intervalo de α anteriormente
considerado. Constatamos na Fig. 5.10 (c) que, no mesmo intervalo, o raio me´dio das
part´ıculas adsorvidas aumenta. Pelos pontos discriminados anteriormente, a conclusa˜o e´
de que a diminuic¸a˜o do crescimento do valor cobertura com a dimensa˜o da ce´lula se deve
a uma diminuic¸a˜o do crescimento do nu´mero me´dio das part´ıculas adsorvidas em cada
ce´lula, apesar do aumento do valor do raio me´dio destas.
O comportamento anterior do nu´mero e raio me´dio das part´ıculas adsorvidas observa-
se para todas as disperso˜es, embora para diferentes intervalos de valores da dimensa˜o da
ce´lula. Como consequeˆncia, o declive de todas as curvas da Fig. 5.10 (a) diminui para
cada um desses intervalos. Com o aumento do valor da dispersa˜o, o menor declive ocorre
para valores mais baixos de α e e´ mais pronunciado. Para os valores mais elevados da
dispersa˜o, chegamos a` situac¸a˜o em que a eﬁcieˆncia da cobertura diminui com o aumento
da dispersa˜o. Este comportamento so´ e´ vis´ıvel em substratos padronizados.
Ainda no que concerne ao comportamento da cobertura limite, Fig. 5.10 (a), observa-se
(para os valores mais baixos de dispersa˜o dos tamanhos das part´ıculas) uma descontinui-
dade para valores de α pro´ximos de 1. Tal deve-se a` formac¸a˜o dos primeiros tr´ımeros,
constitu´ıdos por part´ıculas de menores dimenso˜es, a` custa da diminuic¸a˜o da abundaˆncia
de d´ımeros. No entanto, a estocasticidade dos sistemas na˜o favorece imediatamente esta
transic¸a˜o de comportamento. Assim, a` medida que os sistemas apresentam dimenso˜es da
ce´lula que se aproximam do valor de 1, veriﬁca-se uma diminuic¸a˜o do aumento da eﬁcieˆn-
cia da cobertura do sistema. Os d´ımeros continuam a ser favorecidos, apesar do aumento




























Figura 5.13: Func¸a˜o de correlac¸a˜o entre pares para diferentes valores da dimensa˜o da
ce´lula α, no regime de MPCA, e para part´ıculas com dispersa˜o dos tamanhos de 20%.
da dispersa˜o de 5% da Fig. 5.10 (c) permanece constante, pelo que se veriﬁca que a selec-
tividade dos tamanhos das part´ıculas adsorvidas se mante´m. O mesmo comportamento
e´ vis´ıvel na linha da dispersa˜o de 1% da Fig. 5.10 (c), se aumentarmos o detalhe do eixo
vertical. Para os maiores valores da dispersa˜o da distribuic¸a˜o Gaussiana truncada dos
tamanhos, a discontinuidade desaparece, ja´ que a formac¸a˜o de tr´ımeros inicia-se antes da
diminuic¸a˜o da abundaˆncia de d´ımeros. Podemos conﬁrmar estas ana´lises nos gra´ﬁcos da
Fig. 5.11.
Quanto a` inﬂueˆncia do paraˆmetro da ce´lula α e da dispersa˜o dos tamanhos das par-
t´ıculas na estrutura ﬁnal do ﬁlme depositado, em sistemas NICCA-MPCA, constatamos
a diminuic¸a˜o da ordem do ﬁlme a longas distaˆncia a`s custas do aumento da a´rea da ce´-
lula, Fig. 5.13. No que respeita a` inﬂueˆncia da dispersa˜o do tamanho das part´ıculas,
veriﬁca-se que o seu aumento conduz a maior dispersa˜o das distaˆncias entre as part´ıculas
da adsorvidas na mesma ce´lula, Fig. 5.14, a` semelhanc¸a do que acontece em substratos
regulares.

































Figura 5.14: Func¸a˜o de correlac¸a˜o entre pares para diferentes valores da dispersa˜o dos
tamanhos das part´ıculas, no regime MPCA, para valores da dimensa˜o da ce´lula α = 1.0.
5.4 Implicac¸o˜es
Atrave´s da funcionalizac¸a˜o dos substratos, podemos obter controlo sobre a morfologia
ﬁnal do ﬁlme depositado. Dentro do regime NICCA, atendendo aos paraˆmetros do pa-
dra˜o, α e β, podem-se deﬁnir dois limites quanto a` morfologia dos depo´sitos ﬁnais. No
primeiro, para α→ 0 e β > rma´x/rm consegue-se uma estrutura bem deﬁnida, semelhante
a uma rede. No segundo, para α → ∞ aproximamos da estrutura dos ﬁlmes obtidos em
substratos regulares.
Constata´mos que a dispersa˜o de tamanhos das part´ıculas depositadas na˜o altera sig-
niﬁcativamente a organizac¸a˜o das part´ıculas adsorvidas. Na situac¸a˜o em que os sistemas
permitem a adsorc¸a˜o de mu´ltiplas part´ıculas em cada ce´lula, o aumento da dispersa˜o
aumenta a frequeˆncia da multiplicidade dos vizinhos e diminui a exactida˜o quanto a` lo-
calizac¸a˜o do primeiro vizinho.
De um ponto de vista aplicado, pode-se controlar a interacc¸a˜o entre as part´ıculas
atrave´s dos paraˆmetros do padra˜o e da dispersa˜o das part´ıculas, e assim obter maior
controlo sobre o nu´mero de part´ıculas que adsorvem em cada ce´lula.
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A adsorc¸a˜o de part´ıculas em substratos caracterizados por um padra˜o de adsorc¸a˜o
permite obter maior selectividade sobre o tamanho das part´ıculas adsorvidas. Esta po-
dera´ ser uma te´cnica a utilizar para se obterem experimentalmente part´ıculas com menor
dispersa˜o de tamanhos, complementando outras te´cnicas experimentais [83, 84, 85]. A
obtenc¸a˜o de part´ıculas de baixa dispersa˜o de tamanhos e´ um problema em aberto, com
grande interesse na produc¸a˜o da materiais avanc¸ados [2, 86, 87].
No caso de substratos previamente padronizados, nem sempre o aumento de dispersa˜o
se traduz numa maior eﬁcieˆncia da cobertura dos substratos. A conjugac¸a˜o de diferentes
factores (como as constric¸o˜es impostas pela dimensa˜o da ce´lula, a maior frequeˆncia de
part´ıculas de dimensa˜o me´dia que tentam a adsorc¸a˜o e a aleatoriedade quanto a` posic¸a˜o
de adsorc¸a˜o de cada part´ıcula) podem conduzir a uma menor eﬁcieˆncia da cobertura
com o aumento da dispersa˜o. O aumento da dimensa˜o da ce´lula do padra˜o conduz a
um crescimento da eﬁcieˆncia da cobertura dos substratos - contudo, de uma forma na˜o
monoto´nica.
Conclusa˜o
Motivados pelo estudo de sistemas de muitos corpos em condic¸o˜es de na˜o equil´ıbrio,
investiga´mos o crescimento de monocamadas pela adsorc¸a˜o irrevers´ıvel de part´ıculas co-
loidais. Desenvolvemos o estudo do problema com base num modelo com uma descric¸a˜o
probabil´ıstica do processo de adsorc¸a˜o, o modelo de RSA. Apresenta´mos uma investigac¸a˜o
extensiva do modelo atrave´s de simulac¸o˜es computacionais pelo me´todo de Monte Carlo
cine´tico.
Estuda´mos a inﬂueˆncia da dispersa˜o de tamanhos das part´ıculas na estrutura dos ﬁlmes
e na cine´tica do seu crescimento. Recentemente, foi proposta a utilizac¸a˜o de substratos
funcionalizados como forma de obter maior controlo sobre a estrutura ﬁnal dos depo´sitos
[1, 11]. Estendemos o nosso objectivo, considerando a formac¸a˜o de ﬁlmes em substratos
regulares e funcionalizados.
No nosso modelo, as part´ıculas que tentam a deposic¸a˜o assumem a forma de discos
interagindo por exclusa˜o de volume. As part´ıculas caracterizam-se por uma distribuic¸a˜o
de tamanhos de acordo com uma Gaussiana truncada. Estuda´mos o efeito da distribuic¸a˜o
dos tamanhos, considerando valores do desvio padra˜o ate´ 20%. Considera´mos que a di-
mensa˜o linear das part´ıculas que tentam a adsorc¸a˜o e´ muito superior a` das part´ıculas que
constituem o substrato. Nesta lo´gica, adopta´mos uma perspectiva de adsorc¸a˜o no cont´ı-
nuo. As condic¸o˜es em que decorre a deposic¸a˜o conduzem a uma adsorc¸a˜o irrevers´ıvel (as
part´ıculas na˜o difundem nem desadsorvem do substrato). As part´ıculas apenas adsorvem
no substrato e na˜o em cima de outras part´ıculas, levando a` formac¸a˜o de monocamadas.
No que respeita ao crescimento de ﬁlmes em substratos regulares, avalia´mos as mor-
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fologias obtidas e a cine´tica do processo. Veriﬁca´mos que o aumento da dispersa˜o dos
tamanhos das part´ıculas conduz a um aumento da cobertura do substrato e que este au-
mento esta´ associado ao favorecimento da adsorc¸a˜o das part´ıculas de menores dimenso˜es.
De acordo com a literatura [36], e´ esperado que a aproximac¸a˜o da cobertura ao seu valor
limite siga uma dependeˆncia temporal em lei de poteˆncia, caracterizada pelo expoente
−1/3. Nas nossas simulac¸o˜es, observa´mos este comportamento, ate´ para os valores mais
baixos da dispersa˜o dos tamanhos das part´ıculas. Identiﬁca´mos, pela primeira vez, uma
transic¸a˜o entre dois regimes cine´ticos: no in´ıcio caracterizado pelo expoente −1/2 e o ou-
tro para os tempos ﬁnais caracterizado pelo expoente −1/3. Para o tempo que caracteriza
a transic¸a˜o entre os dois regimes cine´ticos, fomos capazes de propor uma dependeˆncia em
lei de poteˆncia com o valor da dispersa˜o.
No que concerne ao crescimento de ﬁlmes em substratos funcionalizados, propusemos
a deﬁnic¸a˜o de a´reas selectivas da adsorc¸a˜o das part´ıculas (ce´lulas). Considera´mos a de-
ﬁnic¸a˜o de um padra˜o de ce´lulas quadradas, todas com o mesmo tamanho, regularmente
distribu´ıdas numa geometria de rede quadrada. Estes padro˜es sa˜o caracterizados por dois
paraˆmetros: a dimensa˜o da ce´lula e a separac¸a˜o entre estas. Descrevemos as estruturas
resultantes quando os substratos se caracterizam por uma separac¸a˜o entre as ce´lulas que
limita a interacc¸a˜o das part´ıculas com as previamente adsorvidas na mesma ce´lula. Nes-
tas condic¸o˜es, as estruturas resultantes sa˜o inﬂuenciadas pela distribuic¸a˜o dos tamanhos
das part´ıculas e pelas dimenso˜es das ce´lulas do padra˜o. Quando a dimensa˜o das ce´lulas
apenas permite a adsorc¸a˜o duma part´ıcula, a estrutura do ﬁlme e´ a imposta pelo padra˜o.
No intervalo de valores impostos pela condic¸a˜o anterior, o aumento das dimenso˜es da
ce´lula conduz a uma diminuic¸a˜o da cobertura dos substratos. O aumento da eﬁcieˆncia
da cobertura ocorre quando a dimensa˜o das ce´lulas favorece a adsorc¸a˜o de mais do que
uma part´ıcula, face a` adsorc¸a˜o duma so´ part´ıcula. O aumento do valor da dispersa˜o dos
tamanhos das part´ıculas leva a que este limite ocorra para valores inferiores das ce´lulas.
Deste limite em diante, o aumento da dimensa˜o da ce´lula leva a uma maior eﬁcieˆncia da
cobertura dos substratos, que no limite corresponde ao valor obtido no substrato regular.
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Constata´mos que nem sempre o aumento da dispersa˜o dos tamanhos leva a um aumento
da cobertura limite. Este resultado veriﬁcou-se em determinados valores da dimensa˜o
da ce´lula e em apenas alguns valores da dispersa˜o. Este comportamento resulta, para
determinadas dimenso˜es das ce´lulas, numa maior constric¸a˜o do nu´mero de part´ıculas ad-
sorvidas, que por sua vez resulta da aleatoriedade quanto a` posic¸a˜o t´ıpica de adsorc¸a˜o de
cada part´ıcula e da maior frequeˆncia de part´ıculas de dimensa˜o me´dia. A presenc¸a dum
padra˜o resulta numa selectividade de adsorc¸a˜o, quanto a` dimensa˜o das part´ıculas, que e´
diferente da obtida em substratos regulares. A manipulac¸a˜o dos valores da a´rea da ce´lula
e da dispersa˜o dos tamanhos permite controlar o nu´mero de part´ıculas.
O trabalho aqui desenvolvido pode ter continuac¸a˜o sobre diferentes pontos de interesse,
seguidamente enunciados.
Apenas descrevemos a morfologia dos depo´sitos gerados no regime descrito por uma
adsorc¸a˜o sem interacc¸a˜o entre ce´lulas do padra˜o. Uma extensa˜o o´bvia do presente trabalho
seria o mesmo estudo no regime onde e´ permitida uma adsorc¸a˜o com interacc¸a˜o entre
ce´lulas.
Um outro to´pico para futura investigac¸a˜o sera´ o estudo de diferentes formas e distri-
buic¸o˜es das ce´lulas do padra˜o nos substratos funcionalizados. Uma forma de ce´lula que
nos parece interessante e´ a circular (tal como as part´ıculas). De fora do presente estudo
ﬁcou a evoluc¸a˜o cine´tica da deposic¸a˜o de ﬁlmes em substratos pre´-padronizados e que,
por conseguinte, seria outra linha de investigac¸a˜o. No entanto, num futuro pro´ximo gos-
tar´ıamos de explorar a questa˜o da cine´tica em sistemas cujas part´ıculas assumam a forma
de quadrados e com liberdade de orientac¸a˜o. O interesse seria observar uma aproximac¸a˜o
a` cobertura limite em lei de poteˆncia com expoente −1/4 e a transic¸a˜o entre diferentes
regimes.
O trabalho aqui exposto assume a inﬂueˆncia de detalhes geome´tricos (das part´ıcu-
las e do padra˜o) na formac¸a˜o de depo´sito em monocamada. Deste modo, uma natural
evoluc¸a˜o do trabalho sera´ contemplar diferentes tipos de interacc¸o˜es, como por exemplo,
electrosta´ticas ou van der Walls.
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