Abstract
Introduction
The past few years have seen explosive growth in multimedia data such as images, video and audio. The new possibilities offered by the information highways have made a large amount of video data publicly available. Therefore, the need for a system that provides the ability to store and retrieve video in a way that allows flexible and efficient search based on semantic content is significant.
Research on video retrieval based on semantic contents has not been fully explored yet. Most of the existing video retrieval techniques search video based on visual features (e.g. color, texture and shape) [1] [2] [3] . A video sequence is first segmented into shots and each shot is then represented in terms of number of key frames [4] [5] [6] . Then visual features are used for retrieval. Key frame based methods are restricted to global image features and do not take into consideration objects and events in the video and choosing the keyframes is still a challenging problem. Furthermore, in these approaches the temporal nature of video is neglected. Very few systems have addressed the issue of object-based video retrieval [7] [8] and spatial modeling of video data that involve temporal information [9] [10] [11] [12] . Therefore, there is great need of spatiotemporal model for video content characterization that enables users to query video content using high-level concepts such as objects and events and their spatiotemporal relations.
Most of the previous spatio-temporal models do not deal with extraction of spatio-temporal relations rather they use precise definitions of spatial relations [13] using either angle measurements or minimum bounding rectangles (MBR) and temporal relations [14] . The human ability to quickly determine the spatial and temporal relations between any two objects is well known but it has turned out to be quite difficult to define precisely. Spatial relations such as LEFT, ABOVE and others defy precise definitions, and seem to be best modeled by fuzzy sets [15] . Furthermore, errors may occur in event-detection, segmentation and object detection due to use of precise definitions of spatial and temporal relations and noise in the video data. This necessitates use of fuzzy spatial and temporal relations for video content description.
In this paper we present a new approach to video content description. A fuzzy spatio-temporal model is proposed that is based on fuzzy directional and topological relations and fuzzy temporal relations between video objects. We use the linguistic definitions of spatial relations using histogram of forces presented in [16] . Fuzzy definitions and membership functions of temporal relations are presented and the second order fuzzy temporal relations that are more informative are proposed. A video representation scheme is presented using the proposed fuzzy spatio-temporal model.
The rest of the paper is organized as follows. Section 2 describes motion segmentation process used. The proposed fuzzy spatio-temporal model is presented in section 3. Experimental results are given in section 4 and conclusions are presented in section 5.
Motion Segmentation
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Moving objects are detected in the video sequence using motion segmentation methods. In our model, moving objects in every frame are detected in the video sequence using motion segmentation method described in [8] . This motion segmentation technique is best suited for video sequences containing object motion within an otherwise static scene, such as in surveillance and scene monitoring applications.
Fuzzy Spatio-Temporal Model
In video data the spatial characteristics may change continuously and therefore, any modeling technique should be capable of capturing spatial features in a dynamic fashion. This combined characterization is referred as spatio-temporal modeling of video [11] . In the proposed model the description of a scene is expressed by the mutual spatial relationships between every two objects and the temporal change called temporal specification of spatial relationship of objects within a scene measured by the number of frames in which a particular objects spatial relationship holds.
For each object O i t of a frame t, its fuzzy spatial and temporal relationships, t O ij ST , with every other object, O j t, in the same frame are represented using the relationships between the objects and recorded in a vector of size n(n-1) if there are n objects in a frame t. The fuzzy spatio-temporal relationship between the two objects is defined as the function:
where, S ij t and T ij t are the spatial and temporal relationships, respectively, between the objects O i t and O j t in the frame t.
Spatial relationships
The relative positions between two objects O i and O j can be captured as a fuzzy spatial relation using histogram of forces (F-Histograms) [15] . Spatial relations such as left of, above and others defy precise definitions, and seem to be best modeled by fuzzy sets. Matsakis and Wending [15] have introduced the notation of the F-histogram (histogram of forces), which generalizes and supersedes that of the histogram of angles. In [16] definitions of fuzzy directional relations and topological relations using F-histograms are presented. We make use of these definitions of fuzzy spatial relations as perceived by humans for capturing relative position of a 2D object O i t with regards to another object O j t. Each pair of objects in every frame in the video sequence is represented by relative position histograms and then the degree of truth of a proposition "A is in direction θ of B" is computed. The degree of truth is a real number generated greater than or equal to 0 (proposition completely false) and less than or equal to 1 (proposition completely true).
The spatial relationships, S ij t, between two objects are defined as follows:
2) The R ij t represents the degree of truth of a proposition "A is in direction θ of B"
Temporal relationships
Allen [14] introduced temporal interval algebra for representing and reasoning about temporal relations between events represented as intervals. In many situations, precise description of temporal relations may not be suited for the spatio-temporal models and in practice many times video data contains noise. This may lead to errors in segmentation, even-detection and object detection. We present Fuzzy definitions of temporal relations in this section that can take care of errors in event-detection, segmentation and object detection and allows flexible description of video scene and match. In order to minimize the errors occurred in segmentation, event detection and object detection we present fuzzy definitions and membership functions of temporal relations. Few definitions are shown in table 1.
The temporal relation T ij between the spatial relationships, S ij t, of objects O i t and O j t can be described in two levels. In the first level, the temporal interval f ∆ for which a fuzzy spatial relationship between the two objects is valid is determined. In the second level the second order fuzzy temporal relationships between the two spatial relations are described. The advantage of the second order fuzzy temporal relations is that they are more informative and provide global description of a sequence. Few of the proposed second order fuzzy temporal relations using fuzzy spatial relations are shown in the Table 2 . Graphical illustration of two second order fuzzy temporal relations are presented in figure 1.
The temporal relationship, T ij , between the temporal intervals of two spatial relationships, S ij t and t S ij ′ is defined as follows:
where, <FTOP> is temporal operator representing fuzzy temporal relationship between two intervals and f ∆ is the temporal interval for which the fuzzy spatial relationship ij S is valid.
Representation of video sequence using fuzzy spatio-temporal model
In this section, we consider the representation of a video sequence using the proposed fuzzy spatio-temporal model. The video database V db contains video sequences S 1 , S 2 ….S n as follows:
Proceedings A video sequence S is an ordered set of n frames, denoted S = {t 0, t 1, t 2, … t n ), where t n is the frame number n in the sequence. For each frame t in the video sequence S the moving objects are detected, labeled using motion segmentation method described in Section 2. Then the attributes of labeled objects are derived. To capture the dynamic change in the fuzzy spatial relationship of two objects O i t and O j t over the video scene length l the temporal interval representing the number of frames in which the corresponding spatial relation is valid is determined. The temporal interval of a spatial relationship is found from the frame t of the initial appearing of a particular spatial relationship, which represent the beginning of the temporal interval in which that spatial relationship is valid. Then the frame t′ of the initial appearance of the first different relationship is determined. Thus the duration of the temporal interval in which a particular spatial relation is valid is t′ -t. Like this the temporal intervals for all spatial relations between two objects over a sequence are computed to decide the maximum number of frames for which a particular spatial relationship between two objects is valid. Depending on the query, the relevance membership function, which is the ratio of total number of frames in the sequence to the maximum number of frames for which the spatial relationship in the query is valid for every sequence in the database, is computed. The detail algorithm for representation of video sequences in the video database using the proposed fuzzy spatio-temporal model is presented in figure 2 .
We used MPEG-7 video content etri_od_a.mpg to illustrate the proposed video sequence representation scheme. Figure 3 shows few frames in the video sequence etri_od_a.mpg. Moving objects in the sequence are detected and labeled as person1, person2, Person3 and Person4 using the motion segmentation method described in section 2 and their attributes are derived. Initial appearing of two objects Person1 and person 2 is found in frame 173 and their spatial relation is "Person1 in white shirt is left of Person2 in black shirt " shown in figure 3 . The temporal interval in which this spatial relationship is valid starts at frame 173 and ends at frame 290. The same spatial relationship holds for another temporal intervals from frame 2316 to frame 2343 and from the frame 2792 to frame 2900. Like this all the video sequences in the database are represented by fuzzy spatio-temporal relationships among the objects in the sequence.
Experimental Results
We used MPEG-7 video content to evaluate the effectiveness of our approach. Video sequences in the database are represented using the proposed fuzzy spatio-temporal model as described in section 3.3. Now, consider a query "Find video sequences in which Person1 in white shirt is left of Person2 in black shirt". The query results are shown in Table 3 . The temporal intervals representing the number of frames for which a spatial relationship left of is valid for every sequence and the relevance membership function, which is the ratio of number of frames in a sequence and number of frames for which the spatial relation in the query is valid for a sequence are given in the Table 3 . Low value of RMF function corresponds to the more number of frames while high value of RMF corresponds to the less number of frames that satisfy the spatial relationship left in the sequence. The sequences in the database are ranked then depending the value of RMF. The video sequences having low RMF values are retrieved as similar to that of the spatio-temporal relation described in the query. For the query in question the most similar sequence in the video database is etri_od_a.mpg, which has maximum number of frames 273 for which spatial relationship Person1 in white shirt is left of Person 2 in black shirt is valid. The database video sequences are ranked as 1,3,2 depending on the RMF value for the query in question.
Conclusions
We have presented a fuzzy spatio-temporal model for video content description that supports spatio-temporal queries. The proposed model is based on fuzzy directional and topological relations and fuzzy temporal relation. The problems with the use of precise spatiotemporal relations were highlighted. In order to minimize these errors fuzzy definitions of temporal relations are proposed. In addition, the second order
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temporal relations that are more informative and provide global information about the sequence are presented. The proposed model provides a mechanism that represents the fuzzy spatio-temporal relationships among the objects in video sequences in the database and ranks the database sequences based on the query for effective content-based retrieval. We reported the results of our experiment on a sample video from MPEG-7 data set. 
