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Abstract
The iterative closest point (ICP) algorithm is one of the most commonly used methods for registering
partially overlapping range images. Nevertheless, this algorithm was not originally designed for this task,
and many variants have been proposed in an effort to improve its proficiency. The relatively new full-field
amplitude-modulated time-of-flight range imaging cameras present further complications to registration in
the form of measurement errors due to mixed and scattered light. This paper investigates the effectiveness
of the most common ICP variants applied to range image data acquired from full-field range imaging
cameras. The original ICP algorithm combined with boundary rejection performed the same as or better
than the majority of variants tested. In fact, many of these variants proved to decrease the registration
alignment.
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1 Introduction
Range imaging systems are commonly used to ac-
quire range data of 3D scenes. There are a variety
of systems capable of range data acquisition [1],
including structured lighting, stereoscopic triangu-
lation and active illumination time-of-flight (TOF)
systems. A relatively new contender are the range
imaging cameras which perform simultaneous full-
field range acquisitions by amplitude modulated
continuous wave (AMCW) time-of-flight meth-
ods [2, 3], herein referred to as range imaging
cameras. The advantage of range imaging cameras
is that they acquire range data simultaneously
across the field-of-view (FOV), thus are very effi-
cient and simple to use. Their disadvantage (other
than low resolution) is that they are susceptible to
measurement errors due to scattered or mixed light
from multiple sources at different ranges. These
can lead to substantially inaccurate range values,
particularly at pixels on the boundaries of objects.
Range data acquisition systems, including range
imaging cameras, collect range data to the scene
from a single view point, and must be moved to
various vantage points to acquire a dataset that
fully encompasses the scene. Registration is re-
quired to align multiple views of the scene together,
putting all the range data into one coordinate sys-
tem. The iterative closest point (ICP) algorithm [4,
5] and its variants are most often used to perform
978-1-4244-9631-0/10/$26.00 c©2010 IEEE
this registration. Because of the limitations in the
ICP algorithm many variants on the base ICP al-
gorithm have been proposed.
This paper is concerned with the ICP algorithm
and its variants for registering multiple views of
range data captured with a range imaging cam-
era. The ICP algorithm and its variants has been
evaluated previously [6, 7] (and is discussed further
below) but these evaluations have not used range
data from a range imaging camera. That is, it
is not known how robust the ICP variants are to
the errors that occur in such range data. Because
these errors are fundamentally different in nature
to those found in other range imagers, the registra-
tion may be affected in markedly different ways.
The errors in range data captured with range ima-
ging cameras occur due to the nature of the cap-
turing process and include mixed pixels [8], mul-
tipath effects, specular reflection and ambiguous
points [9]. Each pixel in the sensor has a fixed
FOV from which it collects light. When the FOV
encompasses multiple reflecting surfaces a pixel be-
comes mixed as each surface reflects back light and
mixes multiple phases to produce an anomalous
point. In contrast, multipath effects are caused
by global light transport, namely when scattered
light that originates from outside the pixel’s FOV
is received by the pixel and corrupts the measured
range. Specular reflections, when they occur, often
cause a pixel to saturate and ruin range measure-
ment. Finally, the ambiguity problem occurs when
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a measured object is further away than the ambigu-
ity distance; the distance at which the phase of the
received modulated signal repeats. The measured
range is therefore modulo the ambiguity distance
of the actual range.
The ICP algorithm introduced by Chen and Medi-
oni [4], and Besl and McKay [5], was designed to
register a captured point cloud with a predefined
model, and has since been expanded to register
partially overlapping range images. Many variants
have been proposed for the ICP algorithm to im-
prove its registration capability. The literature by
Rusinkiewicz and Levoy [6] and Salvi et al. [7] in-
vestigate these variants using simulated data. This
paper expands on their work by testing whether
the most common variants do in fact improve the
capability of the ICP algorithm when registering
range images contaminated to some degree by the
deleterious effects unique to full-field AMCW range
image acquisition.
In Section 2 we review previous work carried out to
analyse ICP variants and perform range image re-
gistration to better isolate the limitations of those
studies. In Section 3 the tested ICP algorithm
and variants are summarised. That is followed
by Section 4 which outlines the tests performed
and the methodology used to analyse the efficacy
of the ICP variants for registering range imaging
camera data, and is topped off with the results and
discussion in Sections 5 and 6, respectively.
2 Background
The ICP algorithm and its subsequent variants have
become the predominant class of algorithms for
registering range images. Rusinkiewicz and Le-
voy [6] and Salvi et al. [7] explored many of these
variants to determine their convergence speed and
their alignment accuracy, with testing performed
using fully overlapping simulated data. Their find-
ings indicate that Chen’s [4] approach is more ro-
bust than Besl’s [5], but is less appropriate in the
presence of non-overlapping regions.
Although range imaging cameras are gaining pop-
ularity, there has been minimal work focused on
registering the images they capture and in partic-
ular their use for modelling a 3D scene. Fuchs
and May [10] perform surface reconstruction us-
ing a SwissRanger 3000 camera attached to a ro-
bot arm. The arm’s position provided the initial
camera pose, which was further refined using ICP.
May et al. [11] carried out a deeper analysis of the
SwissRanger 3000 for 3D mapping, in particular,
investigating its robustness for use with autonom-
ous mobile robots. Swadzba et al. [12] proposed
a fully automatic system for constructing a scene
using AMCW range images. Their system uses
a variety of algorithms to filter and register each
image, thereby reducing the registration error, but
at the expense of increased computation. Feul-
ner et al. [13] presented an algorithm combining
both the captured range and intensity data for
modelling static scenes; in their work they test
the capability of camera motion prediction, pro-
jection ICP, multiresolution hierarchy and random
search, finding that each approach makes the regis-
tration more robust, although projection ICP only
improved certain scenes.
3 ICP Algorithm and Variants
The ICP algorithm consists of six distinct stages,
each composed of algorithmic variants that per-
form a specific task. These stages are iterated over
until convergence of the registration. Assuming
two point clouds to be registered the stages are:
1. Selection of a set of points from one or both
point clouds.
2. Matching each selected point to a correspond-
ing point in the other cloud.
3. Weighting each point-pair correspondence.
4. Rejection of certain correspondences based
on some criteria.
5. Error Metric based on corresponding points.
6. Minimisation of the error metric.
Throughout this paper, the terminology of fixed
image and loose image is used to describe the two
point clouds, where the fixed image is fixed in space
and the loose image is freely movable by rotation
and translation. The goal is to find a rotation and
translation that registers the loose image with the
fixed image.
The ICP variants are now addressed according to
the matching, weighting and rejection stages.
3.1 Matching
The matching stage identifies which points on the
fixed image correspond with the points selected
from the loose image. Three variants are tested
for matching ability.
The closest point algorithm [5] is one of the most
common approaches. The Euclidean distance from
a selected point in the loose image and every point
in the fixed image is calculated, with the closest
point in the fixed image chosen to match.
An alternative approach that builds on the closest
point matching first takes the closest point found
on the fixed image and fits a plane tangent to the
local surface at the fixed image point. The new
correspondence is the point on this plane that is
closest to the initially selected loose image point.
The goal is to more accurately determine where
the point from the loose image occurs on the fixed
image. This is referred to as plane intersect hence-
forth.
The method proposed by Chen and Medioni [4] and
utilised by Dorai et al. [14] uses the plane intersect,
but differs in that the new correspondence is the
intercept point of this plane with the ray normal to
the surface at the selected loose image point. This
is referred to as normal intersect henceforth.
3.2 Weighting
The impact that each point-pair correspondence
has on the registration can be modified by giving
each correspondence a weighting. We explore three
common weighting methods. The first is uniform
weighting as used in the baseline algorithm.
The second method is to allocate correspondences
a lower weight w the greater the Euclidean distance
between points. This is achieved by
w = 1− |p1 − p2|
m
(1)
where p1 and p2 are the two corresponding points
and m is the greatest distance found between all
corresponding points. This weighting is designed
to reduce the influence that point-pairs have at
greater distances from the centre of the image,
while still allowing them to contribute to the re-
gistration.
The third method calculates the similarity between
the normals to the local surfaces at the two corres-
ponding points, namely the weight w is given by
w = n1 · n2 (2)
where n1 and n2 are the two normals.
3.3 Rejection
The use of rejection is a more definitive approach to
dealing with point correspondences, and is usually
used for removing outliers. This strategy of reject-
ing certain correspondences completely removes any
effect they have on the minimisation stage. We
test five rejection algorithms to determine if they
enhance the registration.
A common strategy for removing outliers is to re-
ject correspondences with the greatest Euclidean
distance. Rejecting the worst 10% is a common
approach [6, 15]. An alternative is to reject outliers
whose correspondence distances are greater than
2.5 times the standard deviation [6, 14].
The registration of partially overlapping range im-
ages introduces the problem of creating correspond-
ences that are paired with points in non-overlapping
regions; the use of boundary rejection (Section 4.2)
overcomes this issue. Another method of dealing
with partial overlap is to reject all correspondences
for each point in the fixed image except the one
with the smallest distance [12]. We refer to this
algorithm as unique, and it is used in combination
with boundary rejection.
Rejection based on the angular difference in the
corresponding normals has also been used [6]. Typ-
ically if the angle between the two normals is greater
than 45◦ then the correspondence is rejected.
The fifth approach rejects correspondences if either
of the points are mixed. This is specifically tar-
geting erroneous pixels that only occur in data
captured with full-field range imaging cameras. A
point is identified as mixed if the normal of the
surface at this point is close to being perpendicular
to the ray from the camera [16].
4 Materials and Methods
All range images for testing were captured with a
SwissRanger 4000 [17] at a resolution of 144×176
pixels. Each capture was the average of 200 frames.
4.1 Test Scenes
We tested the ICP algorithm on two real scenes.
The first scene is a stair shaped structure placed
sideways on the ground. This scene has many flat
surfaces making for a very structured geometry.
Because each step has a uniform shape an addi-
tional level of difficulty is introduced. Two sets
of captures were taken of the stairs, one including
views that were designed to minimise the presence
of mixed pixels, Figure 1(a), and the other, Fig-
ure 1(b), with views that maximise the number
of mixed pixels. This is to provide a comparison
between scenes consisting of extensive mixed pixels
and scenes without mixed pixels.
The second scene, Figure 1(c), is of a frog ornament
sitting on an undulating sheet. This scene was
designed to remove any edges and to minimise the
number of flat surfaces. It contains a variety of
surface shapes including obscured portions of the
scene that introduce mixed pixels.
Each scene is captured from a variety of view points,
one for which the scene is solely rotated and an-
other in which the scene is solely translated. The
rotation is tested at five angles, 2◦, 5◦, 10◦, 20◦ and
50◦ from the initial capture. The overlap between
each subsequent rotation was maximised by aiming
the camera at the same location in an effort to
minimise any translation, though each subsequent
rotation marginally decreases the overlap due to
the cameras FOV. The scene was also captured
(a) Stairs
(b) Mixed Pixel Stairs
(c) Frog Ornament
Figure 1: The scenes used to test each variant. Figure
1(a) is designed to minimise the occurrence of mixed
pixels, while Figure 1(b) maximises their occurrence.
by translating the camera without rotation so that
two adjacent images overlap by approximately 95%,
90%, 75% and 50%.
4.2 Registration Baseline
The scope of this undertaking would be enorm-
ous if every possible combination of variants was
tested, therefore a baseline algorithm is used that
only contains the core requirements necessary for
ICP registration. The capability of each variant
is then investigated in relation to the following
baseline:
• Every point on the loose image is used for
registration.
• A loose image point corresponds with the
closest point on the fixed image.
• Every point-pair correspondence has the same
weight.
• Boundary rejection of point-pairs.
• Quaternion based minimisation.
The only algorithm variant included as part of the
baseline and applied to all testing is boundary re-
jection, which rejects any point-pairs whose cor-
respondences go within two points of the fixed im-
age’s edge. Boundary rejection is an important
step for registering partially overlapping range im-
ages [6, 15, 18], because if non-overlapping points
contribute to the registration they tend to pull
the two range images closer together, substantially
decreasing their ability to align correctly.
4.3 Testing Restrictions
The testing of the ICP variants is restricted to 30
iterations as initial testing showed that variants
plateau by this iteration. Throughout testing, the
primary focus is on the matching, weighting and re-
jection variants. The selection stage uses all points
in the loose image, giving each point the potential
to contribute to the registration. Typically the
number of points is limited to reduce the compu-
tational time, but due to the comparatively low
resolution of the range imager, it is feasible to use
all available points.
Various closed-form solutions have been used to
minimise the sum of the squared distances between
corresponding points. In an evaluation of these
solutions, Eggert et al. [19] found that there is no
significant difference between their capability, we
therefore use quaternions [20] for the error metric
and minimisation.
4.4 Measure of Error
The ability of each variant is determined by test-
ing how well it aligns two range images. This is
achieved by finding the shortest distance between a
loose image point and the plane fitted to the closest
corresponding point on the fixed image. The meas-
ure of error is then calculated as the root mean
square error (RMS) of every point-plane distance.
Because we are registering partially overlapping
range images, measuring the distance between the
non-overlapping regions does not portray the true
error, therefore correspondences that connect to
within two points of the fixed image’s edge are
removed. The total error ε is given by
ε =
√√√√ 1
n
n∑
i=1
(
(Li − Fi) · Nˆi
)2
(3)
where n is the number of point-pairs, L and F are
two corresponding points on the loose and fixed
image, respectively, and Nˆ is the unit normal at F
of the fixed image’s surface. This approach was
chosen over the actual corresponding point dis-
tance as it calculates a better estimate of the dis-
tance between a point on the loose image and the
surface of the fixed image.
5 Results
Results are presented on the registration of the
rotational and the translational captures respect-
ively. It was found that all variants were incapable
of registering scenes when there was a 50◦ rota-
tion between images or when the overlap decreased
to 75%. Results are only presented for rotations
and translations smaller than these respective lim-
its. Registration run time took approximately one
second per iteration, and was carried out using
MATLAB R2009a on an Intel Core 2 Duo 3GHz.
The results show that the number of iterations can
be decreased to approximately 10 without signific-
antly impacting the accuracy.
5.1 Matching
The three matching algorithms were tested first
and are presented in Figure 2. The plane intersect
algorithm had the best performance at 2◦ rotation
for each scene, while the baseline generally had
the worst performance. The baseline was however
able to deal with the mixed stairs scene more reli-
ably than the normal intersect. For a 5◦ rotation
all three algorithms have a very similar perform-
ance for each scene. For 10◦ and 20◦ rotations the
baseline and plane intersect continue to have the
same ability, while the normal intersect becomes
erratic, generally having a lower performance and
in the case of the frog scene, failing at 20◦.
All three algorithms registered the stairs scene cor-
rectly with equal performance when there was a
95%, Figure 2(d), and 90% overlap. The normal
intersect has a spike at the seventh iteration and
was likely due to incorrectly matched points. The
baseline and plane intersect have the same ability
for the frog scene, but the normal intersect did not
work for either overlap.
5.2 Weighting
The effect on registration of the distance and nor-
mal weightings was minimal for a two degree shift
between range images, with each having equivalent
performance as shown in Figures 3(a) and 3(b).
However, for the mixed stairs scene, Figure 3(c),
their registration ability drops in relation to the
baseline algorithm. As the angle of separation in-
creased, the baseline algorithm performed equal to
or better than both of the weightings for all scenes.
The registration performance for translations was
similar to rotations, with the baseline algorithm
being marginally better than the two weighting
methods for both 95% and 90% overlap. The frog
scene with a 95% overlap is shown in Figure 3(d).
5.3 Rejection
The results of testing the rejection algorithms are
shown in Figure 4. For a rotation of 2◦ the worst
10% rejection had the lowest performance, while
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(a) Frog scene: 2◦ rotation.
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(b) Stairs scene: 2◦ rotation.
0 5 10 15 20 25 300
0.002
0.004
0.006
0.008
0.01
0.012
Iteration
RM
S 
Er
ro
r
 
 
RM
S 
Er
ro
r
Baseline
Plane Intersect
Normal Intersect
(c) Mixed stairs: 2◦ Rotation.
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(d) Stairs scene: 95% overlap.
Figure 2: The error of the registration of the three
matching algorithms when used with the smallest
rotation (2◦) or translation (95% overlap).
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(a) Frog scene: 2◦ rotation.
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(b) Stairs scene: 2◦ rotation.
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(c) Mixed stairs: 2◦ rotation.
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(d) Frog scene: 95% overlap.
Figure 3: The error of the registration for two weight-
ing algorithms and the baseline algorithm when used
with the smallest rotation and translation.
the remaining algorithms performed equally. The
baseline algorithm performs the best for the mixed
stairs scene, Figure 4(c). As the angular displace-
ment increased, the baseline continued to achieve
better alignment than the other algorithms, though
normal rejection performed slightly better at 20◦
when used with the non-mixed scenes. For the
mixed stairs scene the baseline consistently achieved
the best result, with no pattern emerging to indic-
ate the order of their ability.
For translation the results showed that rejecting
the worst 10% had the slowest convergence, though
by iteration 30 all algorithms performed equally
when used with a 95% overlap. This trend contin-
ued with a 90% overlap, though normal rejection
gave a marginal improvement initially.
6 Discussion
The most distinct finding was that the baseline
algorithm performed the same as or better than
the majority of tested algorithms for both the ro-
tation and translation of each scene. There were
however circumstances in which variants such as
the plane intersect and normal rejection improved
the registration, but there was no consistent im-
provement in performance. Because range imaging
cameras can operate at speeds of greater than 30
FPS, in a moving camera situation the difference
between each successive range image is generally
small, therefore we primarily focussed on the 2◦
rotation and 95% overlap. Given these conditions
only the plane intercept likely decreases the meas-
ured error for all potential scenes. These results
though are not indicative for registering range im-
ages captured using other systems, as the range
images are likely to have different characteristics.
The presented results indicate that the variants
have a similar ability for both full-field AMCW
range images and the simulated data used by Ru-
sinkiewicz and Levoy [6]. Salvi et al. [7] used simu-
lated data to test only the closest-point and normal
intersect algorithms. Rusinkiewicz and Levoy did
not specify what rotation and translation difference
was used between the point clouds and therefore
the true correlation between results is unknown.
Salvi et al. however use a 5◦ offset around each
axis and also tests their data with 95%, 90%, 80%
and 50% overlap. The closest-point and normal
intersect algorithms produce results that is similar
for both our AMCW data and the simulated data
at smaller rotation and translation offsets, though
these results vary depending on the images being
registered. As the overlap decreases the normal
intersect algorithm continues to perform the best
with the simulated data. This differs from our
results which show the closest-point algorithm pro-
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(a) Frog scene: 2◦ rotation.
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(b) Stairs scene: 2◦ rotation.
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(c) Mixed stairs: 2◦ rotation.
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(d) Stairs scene: 95% overlap.
Figure 4: These graphs show the ability of the five
rejection algorithms in comparison with the baseline
when used with the smallest rotational and transla-
tional shift.
ducing better alignment. The plane intersect al-
gorithm was not tested by either Rusinkiewicz and
Levoy or Salvi et al. The simulated and real data
produced similar results for both the weighting and
rejection variants, which like our work is shown to
provide no significant advantage.
Decreasing the measured error is not the only met-
ric, as this rate of capture is not useful if the se-
lected algorithm is unable to register the images in
real-time. This is where changes to initial selection
of points and the rejection of correspondences is
useful for reducing the number of points used for
the minimisation. The reduction of points used has
a relative decrease in the processing time required
to perform the registration, but keeping the points
necessary for a correct alignment is a subsequent
task that is outside the scope of this paper.
It was found that the baseline was robust in the
presence of mixed pixels at a smaller rotation and
translation, with their removal improving registra-
tion for the frog scene at greater levels of transla-
tion. The opposite effect was observed when sec-
tions of the stairs were obscured, presumably be-
cause mixed pixels helped fill in these gaps, giving
the ICP algorithm points to register these empty
areas against. However, there is a significant differ-
ence in the RMS error between the two stair scenes,
with the clean stairs aligning with much greater ac-
curacy, showing that a scene without mixed pixels
will tend to have better registration alignment.
In relation to the translation, it becomes increas-
ingly more difficult for the ICP algorithm to re-
gister partially overlapping range images that are
initially layered on top of each other. This is be-
cause the ICP algorithm is not designed for use
with non-overlapping datasets. The use of match-
ing criteria designed for this task would likely help
improve the registration of images that have a trans-
lational difference.
7 Conclusion
The registration of range images is not a trivial
task, with many variations to the ICP algorithm
proposed in the literature since its inception. This
paper investigated a selection of the more com-
mon variants to determine whether they improve or
detract the capability of the ICP algorithm when
used to register range images captured with a full-
field AMCW TOF ranging system.
The analysis of these variants found that they rarely
provided any advantage over the baseline ICP al-
gorithm, with some variants actively diminishing
the registration ability. The produced results also
showed that the capability of ICP tended to be
limited to a rotation of 20◦ and an overlap of 90%.
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