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Introduction
In organisms, an interesting phenomenon occurs in both behavior and neuronal activity:
organization with fractal, scale-free fluctuations over multiple spatiotemporal orders of
magnitude (1,2). In regard to behavior, this sort of complex structure-- which manifests
itself from small scale fidgeting to purposeful, full body movements-- may support goals
such as foraging (3-6), visual search (4), and decision making (7,8). Likewise, the
presence of this sort of structure in the cerebral cortex in the form of spatiotemporal
cascades, coined “neuronal avalanches,” may offer optimal information transfer (9).
Thus, when considering the functional relationship between the cerebral cortex and
movements of the body, these observations, taken in tandem, pose the question: are
these two independent observations of scale-free structure related or merely
coincidental?

This scale-free neural activity is popularly studied under the criticality hypothesis.
Criticality within the cortex can be simply thought of as a balance point, with this
balance being facilitated through many mechanisms, including but not limited to, relative
number of inhibitory and excitatory neurons, strength of excitatory versus inhibitory
synapses, and synapse-related protein expression (10). At the network level, criticality
can be thought of in terms of signal propagation efficacy; specifically, when a system is
operating at criticality, the likelihood of one neuronal spike causing another, or
propagating the signal, is 1/N, with N being the number of postsynaptic neurons to
which a neuron is connected (10). When this probability deviates from 1/N, a neuronal
network can move into subcritical and supercritical states, states which lead to activity
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dying out or rapidly growing, respectively (10). Thus, at criticality, the balanced state of
the network leads to optimized information transfer and computational abilities (10).
Measuring the synaptic properties that would allow the direct study of criticality is
experimentally difficult; thus, current approaches to studying criticality include looking
for signatures of the critical state in neuronal activity. Experimentally, criticality can be
investigated by identifying neuronal avalanches, or periods of population events that
exceed a certain baseline threshold of activity. Theory suggests that at criticality, the
size distribution of these neuronal avalanches will follow the functional form of a power
law (12-15). Thus, the probability of identifying a neuronal avalanche that is size ‘s’ can
be determined by the following relationship P(s)~sα, where α is the exponent of the
power law (10). Previous studies and models normally find this exponent to have a
value of ~-1.5; however, it is important to note that evidence suggests other exponents
can be present at criticality (16).

Research related to the scale-free neural activity and ongoing cortical dynamics has
promoted the view that this neuronal state is primarily just “background noise,” with no
real functional or behavioral implications. Fluctuations within this ‘dynamical regime’ are
not thought to represent or be tied to behavior events, but rather, they are simply
thought to be “noise,” or random fluctuations without behavioral implications. This
prevailing assumption comes from studies that, both in vitro and in computational
models, have shown this ongoing, scale-free dynamical state without any input or output
from the system, meaning while “nothing” was happening in regard to the behavioral
state, this ongoing activity was occurring autonomously (17). Though, this assumption
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could be related to the lack of robust data sets, like that employed in the present study,
limiting the ability of researchers to elucidate this relation.

Accordingly, periods of wakeful rest, which occur when animals are not engaged in a
controlled task or sensory stimulation activity, may not actually be the animal “doing
nothing” as the prevailing narrative suggests. Even head-fixed mice retain the ability to
exhibit spontaneous movements, such as whisker movements, eye movements, pupil
dilation, and body posture changes. Thus, could these spontaneous movements, which
often receive little attention from researchers, be related to this ongoing activity?
Previous studies have often failed to consider movements such as these during
measurements of this “background” neural activity; however, there are a few exceptions
in which researchers have explicitly included measurements of these movements (18).
Previous studies that have measured scale-free behavior in various organisms,
including humans and drosophila, have not simultaneously studied neural activity
(19,20). Thus, there remains the question of whether individual neural events, or
avalanches, can be related to individual behavioral events that also show scale-free
dynamics. Further, the number of neurons studied in previous studies has normally
been in the range of tens or hundreds, not thousands, limiting the scope of these
conclusions.

Thus, in the present study, employing a data set collected by Stringer et al. 2019, in
which 10,000+ neurons were recorded simultaneously in visual cortex in awake mice
along with behavioral variables, we aim to investigate this relationship. We hypothesize
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that ongoing, scale-free neural activity in visual cortex is directly related to ongoing
scale-free behavior activity in mice.

Methods
The data utilized in this study were collected and published by Stringer et al. and are
publically available. The original researchers outlined all of the animal protocols and
data acquisitions methods in their original publication, which can be found at doi:
10.25378/janelia.6163622.v4. Within this study, only the data collected during the
experiments without visual stimulation were utilized. The neural data were collected
using multiplane calcium imaging. Seven mice were utilized in this study; we changed
the labeling system from that of Stringer et al., and the correspondence between the
two systems is shown below.
mouse 1 - spont_M150824_MP019_2016-04-05,
mouse 2 - spont_M160825_MP027_2016-12-12,
mouse 3 - spont_M160907_MP028_2016-09-26,
mouse 4a - spont_M161025_MP030_2016-11-20,
mouse 4b - spont_M161025_MP030_2017-06-16,
mouse 4c - spont_M161025_MP030_2017-06-23,
mouse 5 - spont_M170714_MP032_2017-08-04,
mouse 6 - spont_M170717_MP033_2017-08-18,
mouse 7 - spont_M170717_MP034_2017-08-25.

The first step in data analysis included preprocessing the data before applying
algorithms to assess criticality. The deconvolved fluorescence traces, recorded as Fsp
in the original data set, were z-scored. Z-scoring consists of calculating the average
activity over time for each neuron, subtracting this activity from the respective neuron,
and then dividing that neuron by its standard deviation. Then, a low-pass filter was
employed using the Matlab filtfilt function, with a cutoff frequency of 0.2Hz and a 2nd
order butterworth filter.
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We started by identifying events in both the behavioral and neural data sets. For the
behavioral activity, event sizes were calculated based on when the behavioral activity
went above a threshold (the median of the time series) and then returned below the
threshold. Specifically, the size of each behavioral event was defined as the area
between the threshold and the behavioral variable curve during the duration of the
event. Fig 2A shows an example of this operation using the run-speed variable. The
event size of run-speed, in practical terms, translates to the distance traveled by the
animal. Like the behavioral data, we defined events within the neural activity, or
“neuronal avalanches,” as the periods of time when the neuronal data averaged across
for all neurons went above a median threshold, with the area between the event and
threshold during the duration of the event being quantified as its size (Fig 3A).

To quantify the relative level of scale-freeness of the behavioral and neural events, we
developed an algorithm to both find events that were well fit by a power-law and to
quantify the range of these power laws. The basis for the algorithm is the maximum
likelihood fitting procedure, which has been outlined in previous studies (26). During this
procedure, the measured event size distribution is fit with a truncated power-law, with a
minimum event size smin and a maximum event size smax. The data falling outside of this
range was excluded during the fitting process. The fitting algorithm takes into account
two parameters: smin and the power law exponent. Similar to previous studies, smax was
not a fitting parameter; rather, this value was set to be the largest observed event. For
the power law exponent, we tested exponents between 0.7 and 2 in increments of 0.02.
For smin values, we tested values between the smallest observed event size and the
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largest observed event size, increasing in 10 logarithmically spaced increments per
decade. This means that the power-law range reported in this study has a resolution of
0.1 dB. Further, our algorithm does not employ any binning choices that might be used
to visualize the event size distribution.

To optimize our fitting algorithm to measure power law range, we improved upon the
algorithms reported in previous studies. Specifically, our algorithm excluded potentially
confounding outlier event sizes. The outliers that were removed were rare events that
were the source of noise in extremes of the distribution, in either the head or tail, and
caused misleadingly large estimates of power law range. To define outliers
quantitatively, we ranked all event sizes from smallest to largest. Then, we computed
the differences in sizes in dB for consecutive sizes in this list. We considered outliers to
be sizes that had a large difference in size compared to either the preceding or following
entry in the ranked list. This “large” difference was defined to be a size difference
greater than 3% of the total range in dB (Fig. 2C). We also tested a 6% difference
threshold; however, this cutoff was not strong enough to exclude all outliers.

The fitting algorithm carried out the following steps. First, outliers were identified and
excluded. Then, events with size less than smin, the first parameter, were excluded.
Third, it calculated the maximum likelihood power-law exponent. Fourth, we assessed
the goodness of fit of the proposed power law. We then repeated these four steps in
order to exhaust all the possible smin values. Then, we identified the largest range, or the
power law that had the smallest smin, that also passed our goodness-of-fit criterion.
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The goodness of fit criterion that we employed was also novel and was optimized for
our goal of quantifying the power-law ranges. For this procedure, we followed these
steps. First, a cumulative distribution function (CDF) was created of the real data. Then,
we created 500 surrogate data sets drawn from the best-fit truncated power law. Next,
we created a CDF for each of the surrogate data sets (500 in total). Then, we
resampled all 501 CDFs with 10 logarithmically spaced points per decade, linearly
interpolated. Finally, we calculated the fraction of points (F) in the resampled CDF of the
real data that fell within the bounds of the 500 resampled surrogate CDFs. We tested
goodness-of-fit criteria between F=0.75 and F=0.9 for both the behavioral and neural
data.

Results
The results presented in this study are based on the analysis of data recorded with
single neuron resolution using multiplane Ca2+ imaging of a slow calcium indicator from
~10000 pyramidal neurons in visual cortex of awake mice. These data were originally
recorded and published by Stringer et al. Four behavioral variables of the mice were
also considered in this analysis: run speed, which was measured using an optical
sensor and floating spherical treadmill; pupil diameter, which was calculated using a
camera aimed on the faces of the mice; changes in gaze direction, which was studied
by tracking the speed of the center of the eye pupil; and whisker motion, which was also
obtained from the camera pointed at the face of the mice (Fig. 1).
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Figure 1: Simultaneous recording of behavior and neural activity. A)~ 10000 neurons were
measured in mouse visual cortex using multiplane calcium imaging. Simultaneously, a camera measured
facial motion and a treadmill measured run speed. B) Example activity time series from 15 neurons (out of
11005 total in this recording). Some neurons were observed to be strongly correlated with behavior
(bottom 5), while others were anticorrelated (top 5), and others were close to no correlation (middle 5). C)
The four behavioral variables - run speed, pupil diameter, speed of changes in gaze direction, and
whisker motion - tended to covary.

When looking at the behavior of the mice, we observed that all four behavioral variables
of interest tended to fluctuate together, though there were differences in their smaller,
faster changes (Fig. 1C). All four variables tended to have defined starting and stopping
points of behavior, or “bursts.” To investigate which behaviors exhibited scale-free
dynamics, we defined these bursts as “events,” analogous to the definition employed for
neuronal avalanches (21). If a behavioral variable is scale-free, the distribution of the
size of the events will have a power-law form. We found that the behavioral variables
often did have a power-law form (Fig 2B). Continuing with using run-speed as an
example, the power-law for this variable’s distribution spans nearly four orders of
magnitude for mouse 1 (power-law range, r= 3.9dB). We reported the power-law range
in dB, or orders of magnitude, and when no range met our fit criterion (Methods) for
statistical significance, r=0. Not all behavioral variables had a large power law range for
all of the nine recordings; however, most mice did exhibit scale-free behaviors,
particularly in regard to pupil diameter and running speed (Fig 2C). Importantly, these
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results were retained even when altering the two criterion of the power-law fitting
algorithm.

Figure 2. Spontaneous behavior is often scale-free. A) Behavioral events (run speed, in this example) are
defined by fluctuations above the median; event size is the area (shaded) between the curve and the median value.
B) Four examples of behavioral event size distributions with large power-law range r > 3 dB. The part of the
distribution well fit by a power is indicated by black dots. Blue points fall outside the power-law range. Gray patch
shows the expected variability (10th to 90th percentile) of the best-fit power law. C) Summary of power-law range for
all mice and all behaviors. Gaze dynamics were the least likely behavior to display a large power-law range. All mice
had at least one behavior with a very large (>3 dB) power law range. Altering power-law fitting parameters
(goodness-of-fit criteria and outlier criteria) did not change our general conclusions.

Further, we investigated the neural activity of the mice from visual cortex to see if it too
was scale-free. The distributions that resulted from this analysis on the entire population
of neurons were not scale-free. These distributions were poorly fit by a power law,
indicated by the low mean power-law range (r = 1.5±0.9 dB) for all nine recordings (Fig
3B). This short range indicates the absence of a power-law distribution as any data set
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can be fit by a power-law on such a short range.

Figure 3. Certain subsets of neurons exhibit scale-free dynamics, but the entire population does not. A)
Activity of the total neural population (black) and two subsets of neurons (blue and red) are shown. Each deviation
above the median is one neural event (blue shaded area for subset A). Examples in panels A, B, and C are from
mouse 1. B) For the total population, the distribution of neural event sizes is not well fit by a power law as indicated
by a small range (rtot = 1.2 dB). C) Certain subsets of neurons exhibited very large power-law ranges (rA = 3.9 dB),
while other subsets had small ranges (rB = 1.8 dB). D) Distribution of power-law range r for 1000 subsets from mouse
1 (blue). A maximum power law range r of 4.5 dB was observed for some subsets, but range did not exceed 2.6 dB
for time-shifted controls (gray) in this mouse. E) Summary of all mice that shows the number of subsets (out of 1000)
with large power-law range (r > 3.5 dB) as compared to time-shifted controls. Results were qualitatively unchanged
when group size and goodness-of-fit criteria were varied.

The absence of scale-free dynamics in the entire population was not expected; due to
the scale-free behaviors (Fig 2) and the high correlation between many neurons and the
behavior (Fig 1B), we anticipated that the neural population would also be at criticality.
We hypothesized that considering the entire population may mask scale-free dynamics
in subsets of neurons within the population. Thus, to test this idea, and because we did
not know which subsets of neurons may have been displaying these dynamics, we tried
a brute force, shotgun search, employing various methods of defining these subgroups.
Specifically, we first randomly picked a ‘seed neuron’ from the population. Next, we
identified the 50 neurons most correlated to the seed neuron to produce a subgroup to
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investigate. We then averaged the activities of these 50 neurons, defined neuronal
avalanches, and calculated the size distribution of these events. Fig 3A depicts example
time series from two groups that were defined in this manner. In total we evaluated 1000
subgroups of neurons. Some subsets did exhibit scale-free dynamics, having
power-laws with ranges over 4dB, while others did not exhibit these types of dynamics
(Fig 3C).

Because of the nature of this analysis and the somewhat “arbitrary” picking of 1000
subgroups from the vast options of groups, we had to ensure we were avoiding drawing
chance-level false positive conclusions. Thus as a control, we repeated this analysis
with surrogate versions of each neuron’s activity, which was produced by applying a
random time shift to each neuron relative to the others. This control procedure
essentially eliminated correlations between neurons but maintained the real-data
statistics for individual neurons. In the time-shifted control subgroups, large power law
ranges (i.e. ranges > 3.5 dB) were rare and absent in the majority of control subsets
(Fig 3D, E). This conclusion was robust to changes in group size and goodness-of-fit
criterion used in the power-law fitting algorithm.

Because we identified that certain neural subsets have scale-free dynamics and that the
behavioral variables also have scale-free dynamics, the natural next step was to
investigate the relationship between these data. Thus, we computed the correlation
coefficient between the time series of each of the four behavioral variables and of each
neural subset. When considering the entire population of neurons and each behavior,
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the correlation was very weak (Fig 4). Within the neural subsets, we found a large
variation in the correlation values, with the values spanning from -1 to 1 (Fig 4). Notably,
subsets with high correlations to behaviors also tended to have the largest power law
ranges, and neural subsets with low correlations (near 0) often had small power law
ranges. These results indicate that scale-free subsets of neurons are directly related to
the scale-free behaviors we observed. Another important result we encountered was
that many of the subsets that were strongly anticorrelated to behavior also exhibited
large power-law ranges, as indicated by the U-shape in some of the results in Fig 4.

Figure 4. Scale-free neural subsets correlate with behavior, but non-scale-free subsets do not. A) Each point
represents the correlation of power-law range r and behavioral from one neural subset in mouse 1. Subsets with
large r tend to have the highest correlation with behavior. Thick line is a moving average of points; thin lines are
representative of quartiles. The red x shows the total population. B) Same as panel A for the other 8 recordings.
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Due to the nature of correlation coefficients, i.e. them taking into account the average
activity over the entire time series, this data was limited in its ability to elucidate the
relationships between scale-free behavior and scale-free neural subsets. Specifically,
we were interested in determining whether the correlations were due to more coarse
on-off fluctuations of neural and behavioral activity or if there was also a strong
correlation at a more detailed level, i.e. on the scale of fast fluctuations within single
events. Additionally, we aimed to investigate if certain neural events from certain
subsets of neurons more strongly related to specific behavioral events or if all
behavioral events correlated to their corresponding neural events.

To these aims, we calculated event-specific corrections, meaning that for each
behavioral event we identified, we calculated the correlation between the behavioral and
neural subset time series during these intervals for each of the 1000 neural subsets (Fig
5A). This analysis led to us calculating over 1 million correlation values as we had 1000
neural subsets and over 1000 behavioral events; though, these correlation values
represent only a short window of time as the duration of behavioral events was typically
brief. These correlations were quite high (often > 0.9). Further, to account for the high
likelihood of chance-level correlations that comes with calculating such a large number
of correlations over short durations of time, we included identical calculations for
time-shifted control data, the result of which being the event-specific, subset-specific
chance-level occurrence rate.
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First, we investigated the number of neural subsets strongly correlated with each
behavioral event and determined whether the behavioral event size had an effect on
this number. We defined a strong correlation as a correlation that was larger than all
1000 control correlations for that event. A significant number of behavioral events had a
large number of strongly correlated subsets and larger behavioral events did indeed
tend to have more strongly correlated subsets (Fig 5B). We defined “large number” as a
behavioral event having 4 or more strongly correlated subsets, a conservate estimate
as the number expected by chance is 1. Simaily, we investigated the number of
behavioral events strongly correlated with each neural subset and determined whether
the power-law range had an effect on this number. Like with the behavioral events, a
significant number of subsets had a large number of strongly correlated behavioral
events and subsets with greater power-law ranges did tend to have more strongly
correlated behavioral events (Fig 5C). An example of this result can be seen below in
Fig 5. Further, we also considered all periods where the animal was engaged in a
behavior and calculated how many of these intervals occurred with a significant number
(>4) of strongly correlated neural subsets. This occurred as often as 50% of the time
(Fig 5D).
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Fig 5. Individual neural events correlate with individual behavioral events. A) Time series from 7 example
neural subsets and the four behaviors. Each behavioral event with strong correlation to a neural event is indicated
with a pair of colored line segments, one on the behavioral time series and one on the neural time series. B) Larger
behavioral events were strongly correlated with a greater number of neural subsets. C) Neural subsets with greater
power-law range tend to be strongly correlated with a greater number of behavioral events. For panels B and C, each
plot summarizes one recording, with one gray point per behavioral event. Black line is a moving average of the
points. Background color indicates type of behavior: orange – running; blue – pupil; green – whisking; purple – gaze.
D) The white bar indicates the fraction of behavioral activity with strong correlation to a significant number of neural
groups.

Due to the results indicating that certain neural subsets were exhibiting these scale-free
fluctuations but the population as a whole was not at criticality, we aimed to investigate
the dynamics behind this observation. In Fig 5, the results suggest that some neural
subsets are strongly correlated to behavior while others are strongly anticorrelated. This
result is consistent with previous results from motor and prefrontal cortex (29 and 30).
Because the scale-free subsets were often highly correlated to the behavioral variables,
this suggested to us that there would be neural subsets that were strongly anticorrelated
to these scale-free subsets. This result explains the lack of scale-freeness of the entire
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population (Fig. 6). When averaged together, the activity of two anticorrelated subsets
cancel each other out, eliminating larger fluctuations in the entire population (Fig 6A).
The ‘correlation spectra’ allowed for better visualization of the broad range of
correlations and anticorrelations that were present in each recording (Fig 6B). For all the
seed neurons that we considered in earlier analysis, we computed correlation values
between this neuron and all other ~10,000 neurons in the population. We then used the
correlations to rank the neurons, which is what is depicted in the correlation spectra.
Within these spectra, we often saw large numbers of strongly anticorrelated neurons. To
further support the idea that these anticorrelated relationships caused the cancellation
of the scale-free dynamics of the entire population, we defined groups of 50 neurons,
with each subset containing the 25 most correlated and the 25 most anticorrelated
neurons within the population, relative to each seed neuron. We re-computed the
power-law ranges for each of these subsets, and the results from these computations
showed greatly reduced power law ranges as compared to the original correlated
subsets in all of the recordings (Fig 6C-E).
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Fig 6. Cancellation between anticorrelated neural subsets hide scale-free neural activity. A) Activity of a subset
of 100 neurons (top, purple) with large power-law range, another subset of 100 neurons (bottom, orange) that are
anticorrelated with first subset, and the total population (yellow). B) Example correlation spectrum, showing the
pairwise correlation coefficients between one seed neuron and all other neurons, organized in descending order
baked on correlation strength. Gray - control spectrum from randomly time-shifted neurons. C) Example neural event
size distribution for a subset based on the top 100 most correlated neurons. D) Example event size distribution for a
subset based on the top 50 most correlated neurons and 50 most anticorrelated neurons. Note that the power-law
range is greatly reduced compared to panel C. E) The power-law range for the 50 most correlated (left) is much
greater than that of the 50 most extreme (right) neurons. Shown are results for the 20 groups with the greatest power
law range for each mouse. Gray lines show the same analysis for time-shifted control neurons, which exhibit much
smaller power-law range and smaller drop in range due to anticorrelated neurons.

Discussion
The aim of this study was to investigate the relationship between scale-free neural
dynamics and scale-free behavioral dynamics. We studied behavioral variables such as
ongoing, untrained locomotion, whisking, and pupil diameter changes in mice and
determined that these behaviors often exhibit scale-free dynamics. Further, we have
shown that the scale-free dynamics of the behaviors is directly related to scale-free
neural activity in specific subsets of neurons within visual cortex. This relationship is
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characterized by strong one-to-one correspondence between neural avalanches and
behavioral events.

It is important to understand this relationship because it potentially has functional
implications on animal behavior and neural processing. Researchers have previously
noted that scale-free neural activity improves sensory information processing
capabilities (21-24) and that scale-free behavioral variables are related to better
foraging, search, and decision making skills (3-8, 25). Thus, when drawing a direct
relationship between these two different scale-free observations, it is reasonable to
predict that these benefits may also be directly related and occur simultaneously. The
unification of these benefits may provide insight into the relationship between neural
plasticity and scale-free neural networks (26-28).

Further, within neuroscience, the criticality hypothesis is the primary way of describing
and explaining scale-free neuronal activity (10). Under this hypothesis, the driving force
behind the scale-free dynamics is the fact that the system operates at a critical, or
“balance” point between asynchronous and synchronous dynamical regimes of neurons.
Current models of criticality do not account for the causal mechanism we identified
behind the scale-free dynamics we observed within certain subsets of the population of
neurons: the strong anticorrelations between subsets of neurons in which one subset is
continually prevailing over the other.
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Though the results of this study potentially challenge the traditional model of criticality
and better explain the benefits of scale-free neural activity and behavior, they certainly
establish that ongoing scale-free activity in the cortex is not simply “background noise.”
Rather, our findings turn these established beliefs on their heads, showing a direct,
causal relationship between scale-free neural activity and scale-free behavior.
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