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Chong, Joshua Wei Kuang (M.Sc., Electrical Engineering)
Manifold-Based System for Passive-Active Spectrum Sharing
Thesis directed by Prof. Albin J. Gasiewski
A feasibility study for an automated scheme for spectrum sharing between passive and active
users is presented. The needs of spectrum users can be represented by manifolds in a Euclidean
hyperspace called electrospace which has 7 dimensions: frequency (f); Cartesian coordinates (x,y,z);
angular coordinates (θ,φ), and time (t). The entire globe is tessellated into geographical areas
containing spectrum users, called user domains. Each user domain is recursively tessellated into
smaller user domains, or subdomains. A computer cluster, or broker, in each smallest subdomain
performs the calculations necessary to determine if a particular user in the subdomain experiences
interference. Throughout this thesis, the Chicago Loop (area of 4.09 km2, population ∼ 21, 000) is
taken to be the representative example of a smallest subdomain.
Within each subdomain, the number of users served by a broker is reduced to a manageable
number by the process of culling. There are three orders of culling. In first-order culling, subdomain
pairs without line of sight and not close enough to mutually interfere are culled, or removed from
further consideration for interference calculations. In second-order culling, within each subdomain
an intersection test of the electrospace manifolds of all user pairs is performed. User pairs whose
manifolds do not intersect are culled. In third-order culling a Friis calculation is performed for all
remaining user pairs. The output of third-order culling is an RFI flag bit for each user indicating
whether interference is present or not. The computational complexity of first-, second-, and third-
order culling calculations was determined.
Three representative user classes will be discussed: WiFi access points, Terminal Doppler
Weather Radars, and passive EESS satellites. The manifold descriptor language (MDL) for each of
the three user classes was described. The computational complexity of broker calculations to deter-
mine electrospace parameters from the MDL was determined. Using this complexity and the com-
iv
plexity of culling calculations, the total computational requirements for a broker in a representative
subdomain is determined in GFLOPS (Giga Floating Point Operations Per Second).
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Chapter 1
Introduction
1.1 The Earth-Exploration Satellite Service
The Earth-Exploration Satellite Service (EESS) comprises allocations of frequency bands in
the electromagnetic spectrum which are assigned by the International Telecommunications Union
for the purpose of “measurement of all phenomena that can affect Earth’s habitat and its environ-
mental quality, including measurements for both research and operational purposes” [25]. Remote
sensing observations of the Earth’s atmosphere, land areas, and oceans provide environmental data
that improves our understanding of the Earth as a system.
Spaceborne active and passive microwave sensors can ’see’ through clouds, providing night-
time and all-weather coverage. The myriad parameters measured include temperature, humidity,
cloud and trace gas profiles; surface soil moisture; ocean and estuarian salinity; sea-surface tem-
perature; land-surface roughness and biomass; ocean-surface wave height and sea state; and the
moisture content and melt character of ice and snow. While the outcome of these measurements
include technological benefits—improvements in numerical weather prediction models; severe-storm
monitoring; water resource, land and biota management; and global climate and atmospheric chem-
istry models, significant socio-economic benefits also result. National Weather Service forecasts,
warnings, and associated emergency responses from the National Oceanic and Atmospheric Admin-
istration (NOAA) result in $3 billion savings during a typical hurricane season, which is attributed
to the reduction of in both hurricane-related deaths and property-related damage because of pre-
paredness actions. Errors in temperature and precipitation forecasting for local or regional heat
2or cold waves can cost U.S. utilities up to $1 million per degree Fahrenheit daily as a result of
inefficient matching of energy supplies to demand. On a longer timescale, improvements in climate
change prediction such as El Nin˜o forecasts have estimated to result in a benefit of $265 million to
$300 million annually throughout El Nin˜o, normal, and La Nin˜a years [25].
1.2 Radio Frequency Interference
There are two basic categories of spectrum users. “Active” users transmit radio signals for
purposes such as voice or data communications, radar surveillance, or remote sensing using radar
or other transmitters. “Passive” users are those in radio astronomy and passive remote sensing
who operate in receive-only mode. Since passive users do not transmit any radio signals they
can be interfered with by active users, but not vice versa. Because passive users can operate in
any spectral band they are often subject to radio frequency interference from active users over
much of the spectrum. When frequency allocations are made to active and passive users by a
regulatory body e.g. the National Telecommunications and Information Administration (NTIA),
Federal Communications Commission (FCC), and the International Telecommunications Union
(ITU), a further distinction is made between “primary” and “secondary” users. Primary users
have the right to occupy the allocated frequency band free of harmful interference from other users;
secondary users are authorized to operate in the same frequency band provided they do not interfere
with the primary users.
EESS users often operate as secondary users in their allocated frequency bands, with the
primary users being Fixed Service (point-to-point transmissions, such as radio relay towers), Fixed
Satellite Service (between satellites and fixed ground stations, such as telephone, television, data
links), Mobile Service and Broadcasting Satellite Service. Bands where this is the case include 2640-
2655 MHz, and a glut of subbands in the C-band (4800-4900, 6245-6650, 6650-6675.2, 6675.2-6700,
6700-7075, 7075-7150, 7125-7190, 7190-7235, 7235-7250 MHz)[25]. In recent years radio frequency
interference (RFI) from these active users have caused significant data corruption in C- and X-band
data from the Advanced Microwave Scanning Radiometer - EOS (AMSR-E) on the Aqua satellite
3and the WindSat radiometer on the Department of Defense Coriolis satellite. Fig.1.1 shows RFI
distribution at X-band (8-12 GHz) observed by WindSat [20] and AMSR-E X-band RFI distribution
[22] over Europe.
Figure 1.1: Regional map of mean brightness temperature spectral differences for (a) horizontal
polarization observed by WindSat, RI10H = TB10H−TB18H . The numbers indicate channel center
frequency in GHz; (b) vertical polarization observed by AMSR-E, RI10V = TB10V − TB18V .
The extent of RFI coverage has increased dramatically in the past 30 years. Fig.1.2 shows that
no interference to EESS observations at 6.6 GHz has been noted in data from the SMMR instrument
(Scanning Multichannel Microwave Radiometer) from 1979 to 1987. Significant interference can
be seen from observations at 6.925 GHz in 2003 and 2004 from AMSR-E which indicates much
higher utilization of C-band spectrum between 1987 and 2003 [26]. This growth in spectrum usage
is speculated to be due to the increasing proliferation of active communications devices e.g. cellular
phones and WiFi access points, as well as the supporting infrastructure for these technologies e.g.
fixed microwave wireless links for data backhaul of cellular networks.
The impact of RFI on EESS observations is significant. Brightness temperature perturbations
of up to 50K affect more than 50% of the land area of the contiguous U.S. with RFI greater
than 5K, making soil moisture retrieval using AMSR-E 6.9 GHz data impossible [26]. Sea surface
4Figure 1.2: Passive Microwave Imagery at 6.6 GHz from the Scanning Multi-channel Microwave
Radiometer (SMMR) from (a) 1979, and (b) 1987, showing no noticeable brightness temperature
from RFI. In contrast, passive microwave imagery from AMSR-E on NASA EOS Aqua from 2003 (c)
and 2004 (d) shows substantial RFI. The black spots represent high levels of anthropogenic emission
that saturate the AMSR-E radiometer, primarily over regions of California and Arizona. The red
spots over most of the remaining areas of the U.S. represent contaminated brightness temperature
measurements. AMSR-E data are produced by Remote Sensing Systems and sponsored by the
NASA Earth Science MEaSUREs DISCOVER Project and the AMSR-E Science Team. Data
available at www.remss.com.
temperature, ocean wind vector, water vapor, snow cover, and precipitation data are also affected.
There is thus a pressing need to mitigate RFI in frequency bands used by EESS instruments.
In this thesis, a method of sharing spectrum between active and passive users of spectrum is
described. Three representative user classes will be discussed: WiFi access points, Terminal Doppler
Weather Radars, and passive EESS satellites. The concept of electrospace will be introduced as
a hyperspace in which spectrum needs of users can be represented as manifolds. The electrospace
manifolds of each user class will be described by a necessary and sufficient set of parameters, or
5manifold discriptor language, which is specific to each user class. Performance requirements
for an automated interference mitigation system are discussed.
Chapter 2
Spectrum sharing between passive and active users
Passive users are impacted by very low levels of RFI. For example, in overland observations
at 1.4 GHz in support of sea surface salinity measurements, total in-band emissions must remain
below ∼-140 dBm from 1400-1427 MHz in order to keep deviations below 50 mK to maintain
reasonable accuracy [26]. The importance of ensuring a relatively interference-free environment
for passive remote sensing cannot be overstated. The explosive growth in industrial, commercial
and consumer radio devices —mostly active users— is therefore of major concern to passive users.
Besides new spectrum licenses being issued, there is also an increase in the number of users operating
in existing channel allocations in both licensed and unlicensed portions of the spectrum. A good
example is in the C-band (5.8-7.2 GHz), where allocation is given to both 802.11a/b/g/n WLAN
(wireless local area network) channels used by WiFi access points, along with Terminal Doppler
Weather Radar (TDWR), used for microburst and severe weather monitoring at airports in the
U.S.
However, the allocation of spectrum to a service does not imply that it is always used for
transmission; neither does it imply that it cannot be used for passive scientific observations. For
example, in rural areas with low population density transmissions associated with active services
are less frequent and weaker in strength. In addition, the “channelization” of frequencies within
a given allocation, specified by regulatory or industrial standards (e.g. IEEE 802.11) is inherently
inefficient. For example, a typical user of the land mobile radio service might only use a small
number of widely-spaced channels within the allocated band, and only transmit on a particular
7channel for a small fraction of the total usage time. These time and frequency gaps in spectrum
can be exploited by passive users to make observations in a band otherwise rendered unusable by
high transmission levels by an in-band active user.
2.1 Related work in spectrum management and sharing
Nychis et al. [23] realized that many existing spectrum management strategies are homoge-
neous, i.e. they assume that all networks within range will coordinate and all networks have the
same center frequencies and bandwidths (channels). They explored an approach to reduce inter-
ference between heterogeneous networks without the need for N(N−1)2 coexistence protocols, using
a novel hypergraph-based RF environmental model that can represent rich information about the
environment. A hypergraph is a generalization of a graph in which a hyperedge can connect any
number of vertices. A wireless radio can be represented by a set of vertices. There are three edge
types: hyperedges, link edges, and spatial edges. A hyperedge represents a network dependency
between radios; a link edge represents one-way communication between two radios. These edges
imply spatial overlap, and link edges can only exist between radios that are connected by a hy-
peredge (i.e., communication happens within a network only). A spatial edge explicitly models a
radio Y being within range of a radio X. This edge is also uni-directional, which is an important
characteristic because it does not assume symmetry.
The graph-based model can be searched for specific relationships between its components
(i.e. networks and radios). Subgraph templates are used to represent various types of conflicts
and apply subgraph isomorphism to detect each conflict in the environment. A predictive channel
quality metric that considers heterogeneity between networks and devices was also developed. The
metric estimates the expected airtime of a radio on a particular channel by: 1) accounting for its
fair share of airtime from networks it coordinates with, and 2) degrading this expected airtime
due to interference from heterogeneous networks. The degradation is calculated using fundamental
properties of the radios such as their airtimes, and whether both radios are unable to coordinate
with each other, or whether at least one is able to coordinate (i.e., an asymmetric scenario).
8Finally, the hypergraph-based model of the environment is provided to a mixed-integer pro-
gram (MIP) based optimization. Using constraints given in the model (e.g. the possible frequencies
of each radio), the algorithm decomposes the hypergraph into a series of conflicts, which then uses
the predictive metric to perform spectrum assignments that reduce interference from heterogeneous
networks.
The optimization was tested in a heterogeneous testbed consisting of configurations of 802.11
networks, ZigBee networks and an analog cordless phone. The resulting loss rate using this op-
timization was significantly lower compared to the standard objective and FCFS(first-come-first-
served) methods of assignment. The MIP optimization also outperformed the other two optimiza-
tion methods with a higher degree of heterogeneity.
Hasan et al. [14] have implemented a GSM base station that achieves the goal of spectrum
sharing in GSM whitespaces 1 , called nomadic GSM (NGSM). It can (i) detect when it may be
causing interference to a primary or another secondary operator; (ii) rapidly and frequently adjust
its frequency usage to avoid causing interference; (iii) accurately report its own frequency usage,
as well as the frequency usage of other users in its area, to a regulatory database; (iv) and achieve
the above without requiring modifications to existing client devices or significant interaction with
existing license holders.
NGSM enables non-cooperative base stations to coexist with cooperative ones and does not
assume that incumbent operators will accurately register their systems to a database. It performs
interference detection as follows. Each GSM base station transceiver (BTS) operates on one or
more channels known as ARFCNs (Absolute Radio Frequency Channel Number). Because GSM
uses frequency-division duplexing, an ARFCN specifies a particular pair of frequencies used for
downlink (from the BTS to phones) and uplink (from phones to the BTS). In order to support
handover of a phone between cells, base stations provide a list of ARFCNs for up to six neighbor
1 GSM whitespace refers to spectrum that has been licensed to carriers for GSM networks but is unused in
a particular geographic area. As defined, GSM whitespaces are incredibly common worldwide: due to exclusive
licensing of 2G GSM spectrum, any areas that are unserved by telcos are guaranteed to have unused spectrum in the
2G GSM bands.
9cells (the neighbor list) to phones that are camped to (i.e., associated with) the base station. By
intelligently selecting the neighbor list at the BTS, NGSM can induce phones to report usage on
frequencies of our choosing, without any modifications to the phones.
The secondary’s BTS changes frequency use in three cases: (i) to avoid causing interference.
Whether from measurement reports or the regulatory database, the BTS needs to be able to quickly
modify its frequency usage; (ii) a secondary regularly cycles through different frequencies, on the
order of once per day; (iii) a BTS switches between two channels during regular operation in order to
detect interference on its own channels, on the order of minutes or even seconds. NGSM also polices
spectrum usage. All secondaries BTS assumed to have Internet access in order to provide service to
the public telephone network. BTS units measure actual spectrum usage in their service area , and
these measurement reports gathered by phones can be used to determine ground-truth regarding
spectrum usage in an area. Thus secondary users can police their area and report the existence
of nonconforming operators. Secondaries also know actual actual aggregate usage statistics about
their users, such as number of calls or SMS served per day. Reporting both of these measurements
to a database would give regulators insight into the scale and nature of rural service, and provide
an effective mechanism for policing compliance with regulations on usage of GSM whitespaces.
NGSM was implemented as a software-based control layer based on OpenBTS, which uses
a flexible software-defined radio and a commodity PC to implement a GSM base station. The
implementation of NGSM was deployed both in a controlled environment and in a CCN2 in
Papua, Indonesia. The CCN was a secondary user in a frequency licensed by Telkomsel, the
largest Indonesian carrier. The latter deployment was performed for 10 days, which has over 200
subscribers, more than 70 of which are active each day. The number of active users and SMS usage
remained the same after deployment, showing that a CCN can operate effectively even when it
changes its ARFCN frequently.
The spectrum assignment algorithm used by Nychis et al. used an optimization with the
2 Community Cellular Network: a micro-scale community cellular network built by individuals or rural communi-
ties, enabled by the reduction in the cost and complexity of building and maintaining a GSM cellular network
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objective of choosing a unique frequency for each radio in a network in order to maximize overall
network performance. In other words, only different frequency domain configurations of networks
and devices were considered. Link edges in the hypergraph-based RF environmental model im-
plied spatial overlap between two radios, but the radiation pattern and radiation characteristics
(propagation and scattering models, transmit power, antenna gain) of radios in the heterogeneous
network were not considered. The manifold-based spectrum sharing scheme described in this paper
accounts for overlap in frequency, but also in time, spatial position, and angular direction. The
NGSM system implemented by Hasan et al. has many desirable features—it can quickly detect
when it is causing interference and adjust the frequency used to avoid interference; and it does not
require modifications to existing client devices. However, NGSM is restricted to operating in the
frequency bands of GSM whitespaces within a limited geographical region, and only works with
one particular type of spectrum user, i.e. cellular phones. The manifold-based spectrum sharing
scheme described in this paper is applicable to various classes of spectrum users by specifying the
spectrum needs of each user class using a standardized set of user-class-specific parameters. Also,
the distributed nature of the spectrum sharing scheme enables scalability: a server cluster can
perform spectrum calculations and assignments for all spectrum users located within a spatially
limited geographical area (a user domain) with reasonable hardware cost. Server clusters from
adjoining user domains have the potential to communicate with each other, increasing the total
number of users served.
2.2 Representing spectrum needs as manifolds in electrospace
The spectral, spatial, angular, and temporal needs of each eligible service within a band can
be defined by a manifold (i.e. differentiable surface) in a 7-dimensional Euclidean space called
“electrospace.” The dimensions are:
• Frequency f
• Cartesian coordinates x, y, z
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Figure 2.1: Competitive volumes in 3-D space (in red and orange) illustrated by the intersection of
one or more 2-D manifolds.
• Angular coordinates θ, φ
• Time t
Intersections of manifolds identify competitive hypervolumes where interference occurs in one
or more of the seven dimensions. Priority-based arbitration or interference flagging can be used
to resolve this interference. An example of a competitive hypervolume is shown in Figure 2.1. By
describing manifolds in electrospace, an automated, scalable technique can be developed to identify
interference.
Manifolds can be visualized by their projections, as time-dependent hypervolumes sliced in
3-dimensional space. A conically-scanned terminal area radar (e.g. Terminal Doppler Weather
Radar) has a transmit manifold that when sliced in (x,y,φ) appears as shown in Figure 2.2. The
projection of the antenna beam in the xy-plane is a circular sector of angular width ∆φ and radius
r. In the x − y − φ coordinate system the manifold becomes a disk sector of height ∆φ. As
time progresses, the disk sector rotates counter clockwise while simultaneously translating in the
positive-φ direction, with φ increasing linearly from 0 to 2pi as shown in Fig.2.3(a). The scan
pattern of the conically-scanned terminal area radar is shown in Fig.2.3(b).
2.3 Culling of users
We now consider the number of users served by an interference mitigation system (“the
system”). The Earth can be subdivided into geographical areas containing spectrum users, or user
12
Figure 2.2: Manifold of a conically-scanned terminal area radar sliced in (x,y,φ)
Figure 2.3: (a) Time variation of azimuth angle φ. (b) Scan pattern of conically-scanned terminal
area radar antenna beam.
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domains. A user domain is tesellated into a number of smaller domains (“subdomains”), each
subdomain is again divided into a number of subdomains, and so on. A representative example of a
smallest subdomain is the Chicago downtown loop area. While the total number of spectrum users
in any domain may be on the order of the population and thus be very large, the number of users
which actually interfere with each other is much less. Users who will not mutually interfere are
removed from the system by a culling process. After culling is performed, a manifold intersection
study is carried out on the remaining user pairs. In this way the number of users served by the
system does not become unmanageably large.
For N users around the globe, the number of RFI tests to be performed is N(N − 1)/2, i.e.
all possible combinations of user pairs. Each test yields a 2-bit output which indicates all possible
interference scenarios between a pair of users A and B: 00 indicating no interference to either
user; 01 indicating interference to user B; 10 indicating interference to user A; and 11 indicating
interference to both users.
Culling is performed in a distributed fashion, i.e. by a computer cluster, or broker, within each
subdomain. It is not performed centrally because of the propagation delay incurred for users which
are located far away from the computer cluster. The mechanism of culling is as follows: within each
subdomain, user pairs that are not going to mutually interfere are eliminated based on increasingly
complex criteria. There are three levels of culling. All possible user pairs in a user domain undergo
first order culling, which is based on the minimum distance between subdomains. The remaining
user pairs undergo second order culling, which is based on cone manifold intersection, and the final
remaining users undergo third order culling, which is based on a Friis calculation. Each level of
culling is explained in detail in the following sections.
2.3.1 First Order (Distance) Culling
In first order culling, subdomain pairs (i) without line of sight and (ii) which are not close
enough to mutually interfere are culled. Subdomains are defined as geographical regions with
spatial limits that may not be uniform but have equal computational burden, i.e. the spatial limits
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Figure 2.4: User distribution n(x) for users along a domain defined by a line xB − xA connecting
points A and B.
are proportional to the ratio of available computational resources to the number of users within
each subdomain.
Consider the 1-dimensional case for equalizing computational burden. Let the user domain
be a line along the x-axis from point A to point B, and let n(x) be the number of users per unit
distance, shown in Fig. 2.4. The total number of users is N and the user domain limits are xA
and xB. The computing capacity in each subdomain at location xi is C(xi). The extent of each
subdomain ∆xi is not uniform but is proportional to the ratio of the expected value of computing
capacity at each subdomain to the number of users in each subdomain, i.e. ∆xi =
α
n(xi)
〈c(xi)〉,
where α is a proportionality constant. The constraints are that the domain extent and the total
number of users are conserved, i.e. α
∑
i
〈c(xi)〉
n(xi)
= xB − xA, and
∫
n(x)dx = N , respectively.
The more realistic 2-dimensional case follows. Consider an arbitrarily shaped domain A as
shown in Figure 2.5 tessellated into triangular subdomains. The computing capacity in the i-th
subdomain is C(xi, yi). The area of each subdomain Ai is non-uniform and is determined such that
computational burden is equal for all subdomains.
Ai =
α〈C(xi.yi)
n(xi, yi)
As before, the domain area and total number of users are conserved.∫∫
A
n(x, y)dxdy = N
∑
i
Ai = A (2.1)
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There is an additional constraint on the length of the longest side of each triangular subdo-
main. For the worst case of a broker located at vertex m and a user located at vertex n (as shown
in Figure 2.5), the two-way propagation delay for a data packet sent from the user to the computer
cluster should be less than a value ∆t, which is the maximum time delay before a lag in voice or
data communications can be detected by a person using the voice or data service. In this thesis
∆t is taken to be 10 ms. 10 ms is the minimum time lag before a person using a voice or data
service, e.g. talking on the phone or watching a streaming video over the Internet, will notice an
interruption in service.
Ai = max
m,n
|rm − rn|  c
2∆t
m and n are the vertices of the longest side of the subdomain; rm and rn are the position
vectors of the vertices m and n respectively; and c is the speed of light.
Figure 2.5: User distribution n(x, y) for users along a domain defined by an area A
To determine if users in the i-th subdomain can interfere with users in the i′-th subdomain,
the closest vertex to vertex distance dvv is calculated.
dvv = max
k
√
(xi1 − xi′1)2 + (yi1 − yi′1)2, k = 1, 2, 3
Here xik and yik are the Cartesian coordinates of the k-th vertex of the i-th subdomain.
The computational complexity to determine dvv from all 9 possible vertex pairs is comp = 18A
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+ 18M + 9T, where A, M, and T denote addition, multiplication, and transcendental operations
respectively.
The output of first order culling can be thought of as an interference adjacency matrix which
shows the interference vectors for all subdomains within a user domain in Fig. 2.6. Each element
of the matrix aii′ is called a “user set.” Each user set contains an interference vector between users
in the i-th and i′-th subdomains. Because the number of users in each subdomain is different the
interference vectors will have different lengths, and this discrepancy in length is represented by
squares of different sizes in Figure 2.6.
Figure 2.6: Top: Schematic of interference adjacency matrix. Bottom: Schematic of a codomain
user set.
User sets associated with indices i = i′ represent potential interference between codomain
users, i.e. users in the same subdomain; user sets associated with indices i 6= i′ represent potential
interference between cross-domain users, i.e. users across adjacent or nearby subdomains. In this
case the computational burden is assigned to the subdomain with the greater number of users.
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A user set consists of the elements of a matrix whose entries are 2 bit vectors. Codomain user
sets are square and only off-diagonal elements are nonzero. Cross-domain user sets with different
numbers of users in each domain are rectangular, and are square if there are equal numbers of users
in each domain. All entries of cross-domain user sets are nonzero. The interference vector will be
longer for domains with more users.
2.3.2 Second-order (manifold) culling
In second order culling, an intersection test of the electrospace manifolds of a user pair in
3-dimensional space is performed for a particular time and frequency. It is based on an idealized
and conservative cone approximation to the user’s antenna pattern.
For each user pair second order culling yields a 2-bit output , with the meaning of each output
shown in Figure 2.7. User pairs with 00 output are culled, while those with 11 output are considered
for third order culling. Note that “intersection” here is not geometrical intersection, but a relative
orientation of two manifolds that causes interference to one user or both users. In the case of 11
output, if user 1 was passive and user 2 was active, user 1 would receive the power transmitted by
user 2, and the same result would occur if the positions of user 1 and 2 were reversed, leading to
potential interference for both users depending on the user class. This situation of causing potential
interference to either user in a user pair does not occur for the other three relative orientations
shown in the 00 output cases.
Further, the user class of each user in the 11 user pairs determines if a 10 or 10 output is
possible, e.g. if the green manifold is a passive user and the blue manifold is an active user, then
there is interference to the passive user and the output is changed to 10. If the user classes were
reversed, i.e. if the green manifold was an active user and the blue manifold was a passive user,
then the output is changed to 01. If both users are active the output remains unchanged at 11.
For each subdomain second order culling yields an output interference vector which contains
information on all pairs (i, i′) e.g. 00 00 11 11 00 01 11 00 00 00 11 ... ’0’ indicates no interference
to the user, ’1’ indicates possible interference to the user.
18
Figure 2.7: Illustration of the intersection situations for a manifolds of a user pair. The users can
both be from the same domain or from different domains. The manifolds are modeled as infinite
cones in 3-dimensional space.
2.3.3 Complexity of second order culling
The manifold intersection algorithm is the ‘engine’ of the culling scheme. It determines if
two 3-dimensional cones of infinite extent will intersect. The required inputs to the algorithm are
frequency f , time of operation t, Cartesian coordinates of the locations of user antennas(vx,vy,vz),
null-to-null beamwidth θNN , and the look direction of user antennas.
The antenna patterns of users 1 and 2 at a particular time and frequency are approximated as
infinite cones C1 and C2 as shown in Figure 2.8. The antennas are located at points V1(xv1, yv1, zv1)
and V2(xv2, yv2, zv2), which are also the cone vertices. P1(xp1, yp1, zp1) and P2(xp2, yp2, zp2) are the
centers of a circular cross-section of the cones taken at any distance from the vertex. θc1 is the
angle made by the line connecting the two vertices V1V2 and the cone axis vector of C1, V1P1; θc2
is the angle made by V2V1 and V2P2.
The algorithm operates as follows: if θc2 <
1
2θNN2 and θc1 <
1
2θNN1, then V1 lies inside C2
and V2 lies inside C1. Intersection occurs and the algorithm gives a 11 output. For all other cases:
(1) θc2 <
1
2θNN2 and θc1 >
1
2θNN1
(2) θc2 >
1
2θNN2 and θc1 <
1
2θNN1
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(3) θc2 >
1
2θNN2 and θc1 >
1
2θNN1
no intersection occurs, and the algorithm gives a 00 output. An illustration for case (1) is
shown in Figures 2.9 and 2.10.
The steps involved in the algorithm are as follows. P1 and P2 are user-supplied points lying
on the cone axes of C1 and C2 respectively, with spherical coordinates (r1,θ1,φ1) and (r2,θ2,φ2) in
coordinate systems with axes parallel to the global coordinate system but centered on V1 and V2
respectively. Since the cones extend to infinity we take r1 = r2 = 1 for convenience. The Cartesian
coordinates (xP1,yP1,zP1) and (xP2,yP2,zP2) of the points P1 and P2 are calculated using
x = sin(θ) cos(φ)
y = sin(θ) sin(φ)
z = cos(θ)
The cone axis vectors V1P1 and V2P2 are calculated using
V1P1 = P1 − V1 = (xP1 − xV 1)xˆ + (yP1 − yV 1)yˆ + (zP1 − zV 1)zˆ
V2P2 = P2 − V2 = (xP2 − xV 2)xˆ + (yP2 − yV 2)yˆ + (zP2 − zV 2)zˆ
The vertex-to-vertex vectors V1V2 and V2V1 are calculated using
V1V2 = V2 − V1 = (xV 2 − xV 1)xˆ + (yV 2 − yV 1)yˆ + (zV 2 − zV 1)zˆ
V2V1 = V1 − V2 = (xV 2 − xV 2)xˆ + (yV 1 − yV 2)yˆ + (zV 1 − zV 2)zˆ
where P denotes the position vector of a point P in the global coordinate system. The angles
θc1 and θc2 are calculated from the dot product of the cone axis vector with the vertex-to-vertex
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Figure 2.8: Schematic of antenna patterns of a user pair approximated as cones
Figure 2.9: Depiction of the cones C1 and C2 for case (1): θc2 <
1
2θNN2 and θc1 >
1
2θNN1
Figure 2.10: The cones C1 and C2 plotted together
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Figure 2.11: User i, a transmitter, and user i′, a receiver, separated in free space by a distance Rii′
with antenna gains GT,i(Ω) and GR,i′(Ω) respectively, which are functions of solid angle Ω.
vectors.
θc1 = cos
−1 V1P1 · V1V2
|V1P1||V1V2|
θc2 = cos
−1 V2P2 · V2V1
|V2P2||V2V1|
The complexity of second-order culling is 14 A, 21 M and 15T. Because the reciprocity
theorem was invoked in the complexity derivation i.e. the transmit and receive antenna patterns
of a user are identical, this is the minimum complexity attainable.
2.4 Third order (Friis) culling
Third order culling is the final stage of culling which yields an RFI flag vector within each
subdomain. Unlike the interference vector output from second order culling which indicates a possi-
bility of interference, the RFI flag vector indicates for certain that a particular user is experiencing
interference. A Friis calculation is performed between all remaining user pairs to determine if the
received power PR at the victim user’s antenna exceeds a specified RFI threshold, according to the
Friis transmission equation.
PR = PTGTGR
(
λ
4piR
)2
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PT is the transmit power of the interfering user’s antenna, GT and GR are the gains of
the interfering and victim users’ antennas respectively, λ is the wavelength and the two users are
separated by a distance R. The complexity of third order culling is 9A, 19M, 4T. Propagation
models can be included for more accurate calculations accounting for atmospheric attenuation,
building and window penetration, and multipath reflection and diffraction.
2.5 Total complexity of the culling scheme
In this thesis ‘complexity’ refers to computational complexity of an algorithm. It is ex-
pressed in units of flops (floating point operations), which depends on the number of mathematical
operations performed by the algorithm. The mathematical operations considered here are
• Addition (A). This includes subtraction.
• Multiplication (M). This include division.
• Transcendental (T). These are operations besides addition and multiplication, e.g. square
roots and trigonometric functions.
The complexity of each stage of culling is
COMP1st order = 18A, 18M, 9T
= 18 + 4 + 9× 4
= 72 flops/subdomain pair
COMP2nd order = 14A, 21M, 15T
= 14 + 21 + 15× 4
= 95 flops/user pair
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COMP3rd order = 9A, 19M, 4T
= 9 + 19 + 4× 4
= 44 flops/user pair
Each addition and multiplication operation requires 1 flop, and we have taken one transcen-
dental operation to require an average of 4 flops 3
Here we note that Friis culling requires less complexity than second-order cone culling, which
suggests the possibility that cone culling could be eliminated and replaced with Friis culling. How-
ever the reason for this is that we have not included propagation and scattering models in the Friis
calculation. Here we have assumed free space radiation with no scattering. Including propagation
and scattering models could very well increase the complexity of Friis culling to be more than that
of culling.
COMPuser class is the complexity for each user class, which will be discussed in the next
chapter.
3 The average complexity of 106 different transcendental operations were computed in MATLAB. The average
complexity for the transcendental operations used in the algorithms presented in this thesis (sine, cosine, arc cosine,
and square root) was 3, 4, 5, and 3 respectively. The average complexity of these four transcendental operations was
3.75 u 4.
Chapter 3
Mechanics of the Spectrum Sharing Scheme: The Manifold Descriptor
Language and Broker Calculations
The manifold descriptor language (MDL) is a compact, necessary and sufficient set of param-
eters that need to be provided by a user in order to define the users electrospace manifold. Using
the MDL, the broker in each subdomain will perform calculations in order to precisely define all
the parameters needed to define the electrospace manifold of a user.
Three representative user classes will be described. For the class of fixed users (users with a
fixed spatial location), the WiFi access point and terminal Doppler weather radar (TDWR) will be
discussed. For the class of mobile users (users who have a varying spatial location) the WindSat
radiometer will be discussed.
3.1 WiFi Access Point
3.1.1 User specifications
WiFi access points (APs) using IEEE 802.11a/b/g/ [4] network standards have channel al-
locations in the unlicensed U-NII (Unlicensed National Information Infrastructure) band, which
encompasses 5.150-5.825 GHz. The U-NII radio band operates over four ranges [2]:
• U-NII Low (U-NII-1): 5.150-5.250 GHz
• U-NII Mid (U-NII-2): 5.250-5.350 GHz
• U-NII Worldwide (U-NII-2e): 5.470-5.725 GHz
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• U-NII Upper (U-NII-3): 5.725-5.825 GHz
Devices operating in the 5.250-5.350 GHz band can interfere with military radars; those
operating in the 5.470-5.725 GHz band can interfere with TDWR systems. In 2007 the Federal
Communications Commission (FCC) began requiring the use of dynamic frequency selection and
transmit power control capabilities for devices operating in the 5.250-5.350 GHz and 5.470-5.725
GHz bands, in order to avoid interference with weather radar and military radar applications [7].
In 2010 The FCC issued another ruling that required at least 30 MHz center-to-center separation
from the TDWR operating frequency for devices installed within 35 km of a TDWR location, in
order to mitigate interference to TDWR systems [8].
3.1.2 Encoding User Information: The Manifold Descriptor Language
The user sends a datagram via TCP (Transmission Control Protocol) to the broker. The
contents of this request (REQ) packet are the MDL of the particular user. The manifold descriptor
language contains all the information necessary to define the manifold of the requested electrospace
in the seven electrospace dimensions. For the WiFi AP, the MDL consists of
• User class. 2 bits required to represent 4 user classes. Number of bits allotted to this field
can be increased to accommodate more user classes.
• tstart, the time at the start of the electrospace request, given down to second accuracy.
The number of bits required to represent tstart can be found, e.g. for the ‘year’ field, as
Nbits =
log10 yearmax
log10 2
, where yrmax is the maximum value of the ‘year’ field. The total space
required is 38 bits.
• treq, the time requested by the user in seconds, e.g. treq = 5 min = 300 s for watching a
video on a streaming website. To be conservative we assume a maximum value for treq of
24 hours = 24 × 3600 = 86,400 s, then the number of bits required to represent treq is 17
bits.
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Table 3.1: Number of bits to represent tstart
Field Max. value Nbits
yr 3000 12
mo 12 4
d 31 5
h 24 5
min 60 6
s 60 6
Total 38
• User Internet Protocol (IP) address. 32 bits are required for IPv4 addresses. This infor-
mation is already contained in the IP packet header.
• Radiation pattern, range and transmit power. This information is needed for the Friis
calculations in third-order culling.
∗ To indicate an omnidirectional radiation pattern 1 bit is required.
∗ Transmit power ranges from -1 to 20 dBm (these values are for a widely-used AP, the
Cisco Aironet 1240AG Series 802.11a/b/g Access Point [16]). 5 bits are needed to
represent the maximum value of 20 dBm, and 1 bit is needed to represent the sign,
for a total of 6 bits.
∗ Range depends on various factors: available data rate in Mbps (megabits per second)(1-
54 Mbps); protocol type (802.11a/g) and indoor or outdoor operation. These three
parameter values are supplied by the user. The number of bits required to represent
this information is as follows: 6 bits to represent the maximum value of 54 for data
rate in Mbps; 1 bit to represent protocol type; and 1 bit to represent indoor/outdoor
operation. Typical ranges for the Cisco Aironet 1240AG Series 802.11a/b/g AP are
given in Table 3.2 [16].
• Frequency. The absolute value of the frequency used does not have to be specified, since
there are channels with predefined frequency bands. The actual frequency bands corre-
sponding to a particular channel number will be looked up by the broker. In the U-NII
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Table 3.2: Table of transmit ranges for Cisco Aironet 1240AG Series 802.11a/b/g AP as a function
of indoor/outdoor operating conditions, network protocol type, and data rate.
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band the WLAN (Wireless Local Area Network) channel number used in the U.S. ranges
from 36 to 165 [7]. 8 bits are required to represent the maximum channel number of 165.
The total number of bits required for the data frame is Nbits,REQ =Nbits(user class)+Nbits(tstart)
+Nbits(treq) +Nbits(IP address) +Nbits(Radiation pattern, range, and transmit power) +Nbits(Frequency)
= 2 + 38 + 17 + (1 + 6 + 8) + 8 = 80
3.1.3 Processing User Information: Broker Calculations
After the broker receives the REQ packet from the user, it will perform first and second order
culling calculations and finally Friis calculations to determine if the user experiences interference.
Every 10 ms, for the duration treq specified by the user, the broker then sends a response (RSP)
packet to the user which tells the user whether electrospace is available for the requested radiation
pattern, range, transmit power, and frequency band. The contents of the RSP packet are
• Interference bit: 1 bit. 0 indicates no interference, 1 indicates interference.
• Timestamp: in YYYYMMDDHHMinMinSS (year, month, date, hour, minute, second)
format, which needs 38 bits, the same bit length as tstart in the REQ packet. The timestamp
is sent with every RSP packet and is updated every second.
• Time-slot index: This field indicates the index of the 10 ms time slot, referred to tstart as
shown in Figure 3.1. There are a total of 100 time slots since the timestamp is updated
every second. Each RSP packet will have a different time-slot index ranging from 1 to 100.
The number of bits required to represent the time-slot index is 7.
The total number of bits in the data frame of the RSP packet is Nbits,RSP = Nbits(interference
bit) + Nbits(timestamp) + Nbits(time-slot index) = 1 + 38 + 7= 46
This numbering scheme needs fewer bits compared to the alternative scheme where the times-
tamp is never updated, and the maximum value of the time-slot index is treq × 100. Assuming
a conservative maximum treq value of 24 hours, the maximum value of the time-slot index is
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Figure 3.1: Numbering of the time-slot index contained in a RSP packet sent from broker to user.
24 × 3600 × 100 = 8, 640, 000 which requires 24 bits to represent. The total length of the RSP
packet is now Nbits,RSP = 1 + 38 + 24 = 63 bits.
3.1.4 Number of users served per broker
For one subdomain, we consider the data throughput resulting at the broker end from the
sending of REQ packets by WiFi AP users. From Section 3.1.2, Nbits,REQ = 80.
Data overhead must also be considered. The header length in words of an IPv4 packet is
described by a the Internet Header Length (IHL) field in the header. It is a 4-bit value, so the
maximum header length is 15 words or 15×32 = 480 bits [17]. Because the data is carried by a LAN
(Local Area Network) Ethernet link at to the broker at the last leg, there is also data overhead
incurred by the Medium Access Control (MAC) protocol. The MAC protocol encapsulates the
payload data by adding a 14 byte header before the data [12], so the MAC header has a length of
14× 8 = 112 bits.
The total packet length (data payload and header) is 480 + 112 + 80 = 672 bits. The data
throughput per user is Buser = 672 bits/10 ms = 67.2 kbps. We assume that the bandwidth
of the data link is Bline =10 Gbps for Internet access over existing passive optics, which is the
maximum capacity of the 10G-PON computer networking standard for data links specified by the
International Telecommunications Union Telecommunication Standardization Sector (ITU-T) in
2010 [18].
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Figure 3.2: Triangular tessellation of a user domain indicated in blue, showing 12 subdomains
adjacent to the shaded subdomain
The data link bandwidth limits the number of users served per broker to Nuser =
Bline
Buser
=
148, 809. Here we assumed that the broker does not query brokers in adjacent subdomains. If
interference from users in subdomains adjacent to the broker is accounted for, then Nuser is reduced
by a factor nadjacent if there are nadjacent adjacent subdomains. This reduction in computing
capacity assumes that the time taken to query one broker is equal to the time taken to serve one
user.
The triangular tessellation of a user domain is shown in Figure 3.2, showing 12 adjacent
subdomains. “Adjacent” here means sharing an edge or vertex with the original subdomain. In
this case Nuser is reduced by a factor of 12, resulting in N
′
user = 12, 400. The Chicago loop
downtown area has a population of 20,280 as of 2010, in an area of 4.09 km2 [5]. Taking the
Chicago loop downtown area as a conservative example of a subdomain, the number of users served
per broker is 53% of the population, which is reasonable given that this is a conservative estimate.
3.1.5 User class complexity per user
In this section the algorithm complexity for the WiFi AP user class is derived. The broker
has to compute Ntstart, the index of the 10 ms electrospace time slot at time tstart, from tstart. It
also needs to calculate Ntreq, the number of 10 ms time slots requested, from treq.
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A suitable way to represent Ntstart is by using Julian Date (JD), which is the interval of time
measured in days from the epoch January 1, 4713 B.C., 12:00 [27]. The following algorithm was
used to convert a known date and time to JD (Algorithm 14 in [27]), valid up to February 28 the
year 2100, where the year, month, day, hour, minute, and second are known, dxe denotes the floor
operation, i.e. rounding x down to the lowest integer.
JD = 367(yr)−
⌈
7
4
×
{
yr +
⌈
mo+ 9
12
⌉}⌉
+
⌈
275mo
9
⌉
+ d+ 1, 721, 013.5 +
(s/60+min)
60 + h
24
(3.1)
The complexity of (3.1) is COMPJD = 9A, 8M.
The values of JD are large (on the order of 107. To reduce data size a Modified Julian Date
(MJD) can be used, referred to the J2000 epoch, i.e. the Julian date corresponding to January 1,
2000 12:00 TT.
MJD = JD − 2, 451, 545.0 (3.2)
For 10 ms accuracy, the level of precision needed is
0.01
24× 3600 = 1.16×10
−7 day, so 7 decimal
places are needed to represent the JD. Using the JD converter by the U.S. Naval Observatory
Astronomical Applications Department [11], the JD for April 3 was found to be 2,456,750.500000,
which has 7 digits before the decimal point. The MJD thus has 5 digits before the decimal point.
Therefore the JD can be represented by a 12 digit number multiplied by a scaling factor of 10−7.
The number of bits required to represent a 12 digit number is 40 bits.
Ntstart is calculated by converting the units of MJD from days to 10 ms intervals.
Ntstart = MJD × 3600× 24× 100 (3.3)
The complexity of calculating (3.2) and (3.3) is COMPNtstart = 1A,3M.
Since treq is specified in units of seconds, calculation of Ntreq is trivial.
Ntreq = 100 ∗ treq (3.4)
The complexity of (3.4) is COMPtreq = 1 M.
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The user class complexity for a single WiFi AP user is
COMPWiFiAP = COMPJD + COMPNtstart + COMPtreq
= 9A, 8M + 1A, 3M + 1M
= 10A, 12M
= (10 + 12)
= 22 flops
Because this calculation is performed in 10 ms , the required computing capacity per user in
FLOPS is
CWiFiAP = 22 flops/10ms
= 22× 100 flops/s
= 2.2 kFLOPS
3.2 Terminal Doppler Weather Radar
3.2.1 User Specfications
The Terminal Doppler Weather Radar (TDWR) is a high quality, dedicated meteorological
surveillance radar deployed near many of the larger airports in the U.S. As such, the TDWR is
usually located close to large population centers, mainly over the eastern half of the country (Figure
3.3)[24]. The TDWR provides automatic detection of microbursts and low level wind shear, and to
improve air traffic management through forecasts of wind shifts, precipitation and other weather-
related hazards [21].
The TDWR has finer range resolution than the Weather Surveillance Radar, 1988 Doppler
(WSR-88D) or any other Federal Aviation Administration (FAA) radar that has weather channel
capability. The TDWR has a range gate resolution of 150 meter (m ) has a resolution of 150 m for
reflectivity data. It has a resolution of 150 m for reflectivity data within 135 kilometers (km) and 300
m from beyond 135 km to 460 km. By contrast, the WSR-88D employed by the National Weather
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Figure 3.3: Distribution of the 45 operational TDWR systems around the continental U.S. as of
2005
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Service (NWS), Federal Aviation Administration (FAA) and Department of Defense (DoD) has a
maximum range gate resolution of 250 m for Doppler and 1 km for surveillance data.
The angular (azimuth) resolution of the TDWR is 0.55 degrees, but a lack of processing power
and communications throughput in the original TDWR Radar Data Acquisition (RDA) spoils the
resolution to 1.0 degree for each radial beam. Modernization of the TDWR RDA in the coming
years may allow full resolution data to be available.
The C-band wavelength of the TDWR is more susceptible to beam attenuation, velocity
aliasing, and range folding than the S-band WSR-88D. In order to minimize obscuration caused by
multiple trip echoes, the TDWR uses multiple Pulse Repetition Frequencies (PRFs) and a strategy
of including a long-range scan for each set of short range elevations. There is also opportunity for
C-band interference from active devices in the U-NII band e.g. WiFi access points, as mentioned in
Section 3.1. TDWR angles are reported in degrees east of magnetic north. A summary of technical
specifications of the TDWR is shown in Table 3.3 [24].
3.2.2 TDWR Scan Strategy
There are two principal modes of operation:
(1) Monitor Mode Scans, used when there are no significant weather returns within 45 km of
the airport, and
(2) Hazardous Weather Mode Scans, employed when significant weather returns are detected
within 45 km of the airport.
3.2.2.1 Monitor Mode
The following description of the Monitor Mode and Hazardous Mode scan strategies is taken
from Chapter 2, ‘Scan Modes’ of [15].
Monitor Mode is a surveillance scan sequence consisting entirely of 360 degree azimuthal
scans at various elevation angles. These scans cover the volume of space from the Earth’s surface
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Table 3.3: TDWR technical specifications
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up to an elevation angle of about 60 degrees and out to the maximum processing range of the radar
(96 km). The antenna operates continuously in the same azimuth direction in order to minimize
the acceleration forces on the antenna pedestal. The volume scan sequence is repeated every five
minutes.
A typical monitor mode scan sequence is shown in Table 3.4. The monitor mode scans are
the same for all sites, with two or three individual scans differing from site to site to account for
local topographical differences. A total of 17 scans are required during the five-minute interval in
order to cover the required volume of space and to perform certain dedicated measurements, which
include:
• An initial “Low PRF” scan at a low tilt intended to unambiguously measure the distance
to all storms within detection range (km). This information determines the extent to
which long range storms will be aliased into the first-trip detection region and enables
the calculation of appropriate PRFs to minimize obscuration by these returns during the
subsequent volume scan.
• A consecutive pair of “GF” scans carried out at two different PRFs to provide unambiguous
velocity measurements. These are typically performed at 0.3 degree elevation but may be
slightly higher at sites where there is blockage by surrounding terrain. In addition, a 1.0
degree elevation scan is included to complement the 0.3 degree scans.
• A Terminal Area Precipitation (TA Precip) scan intended to detect precipitation levels near
the arrival and departure gate aircraft altitudes. This particular tilt is not fixed but varies
somewhat from site to site because various airports have different arrival and departure
gate altitudes and the scan is selected to correspond to one of the regular scans computed
for the Hazardous Weather mode for that site.
• An MTS scan which is intended to illuminate the Moving Target Simulator located on
a remote tower. If the geometry permits, the MTS tilt is selected to match (and to be
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included in) the Gust Front scans (typically at 0.3 degree elevation angle). If the geometry
does not allow this because of tower height or distance limitations, a special MTS scan is
inserted in the scan sequence replacing the highest (60 degree) elevation scan.
Table 3.4: Typical TDWR monitor mode scan strategy
The monitor mode sequence is repeated continuously until the onset of significant precipita-
tion, at which time the TDWR automatically enters the Hazardous Weather Mode.
3.2.2.2 Hazardous Mode
Hazardous Weather Mode scans consist primarily of sector scans in the direction of the
airport. A selected number of special purpose 360 degree azimuthal scans is also included in
the sequence, and the entire set is repeated every five minutes. Unlike monitor mode scans, the
Hazardous Weather scans differ almost completely from site to site. This is because of the difference
in topology and geometry at each location and the requirement to cover a fixed region of space
directly over the airport.
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A typical hazardous mode scan sequence is shown in Table 3.5. In addition to the higher
elevation scans intended to detect features aloft, special 360-degree scans are inserted to perform
functions similar to those described in monitor mode. These include:
• A Low PRF scan for unambiguous range determination of distant weather.
• Gust Front detection scans.
• Terminal Area Precipitation scans. Depending on the type of aircraft, these gates are
traversed at altitudes between 2,500 and 20,000 feet. The scan selected to be the “TA
Precip” scan is taken somewhat arbitrarily to be one of the regular hazardous mode scans
that falls in the elevation interval between 2.5 and 4.5 degrees. This nominally covers the
region of interest without requiring a special scan dedicated to this measurement. (At 3
degrees elevation, for example, the beam would point to approximately 10,000 feet altitude
for gates 30 nmi away).
The hazardous mode also includes a “surface scan” (0.2 degree in the Table 3.5 example),
which is designed to view the 100 to 200 meter altitude region above the Airport Reference Point
(ARP) where strong microburst (MB) outflows occur.
3.2.3 Encoding User Information: The Manifold Descriptor Language
For the TDWR user, the MDL consists of the following parameters:
• User class. 2 bits. Contains frequency band information which is standard for all TDWR
stations.
• TDWR station number. There are 47 stations [3], which require 6 bits to represent.
• Start date of electrospace request. This field requires 2 bytes, or 16 bits, and ranges in
value from 1 to 32,767. This date is the Modified Julian Date at time of transmission,
i.e. the number of days since 1 January 1970. This is the DATE OF MESSAGE field from the
message header block of the TDWR data product [24].
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Table 3.5: Typical scan strategy for hazardous mode
• Start time of electrospace request. This start time is also the time when a monitor mode
or hazardous mode scan sequence starts. This field requires 4 bytes, or 32 bits, and ranges
in value from 0 to 86,399. This time is the number of seconds after midnight, Greenwich
Mean Time (GMT) on the day of the start date. This is the TIME OF MESSAGE field from
the message header block of the TDWR data product [24].
• The time requested in seconds, treq, is fixed at 24 × 7 = 168 hours, since the TDWR
operates 24 hours a day for 7 days a week. This time period corresponds to 60,480,000
10-ms intervals, which requires 26 bits to represent. This default treq will not be specified
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in the REQ packet sent by the TDWR to the broker, but the information will be associated
with the user class of the TDWR. The broker will look up specifications common for all
users in a user class (e.g. frequency and treq for the TDWR) by referring to a pre-defined
lookup table.
• Number of monitor mode and hazardous mode scan sequences in 24 hours, Nmon and Nhaz
respectively. Nmon = treq/Tscan,mon = 24 × 3600/306 = 282, where Tscan,mon is the scan
period of the monitor mode in seconds. 9 bits are required to represent Nmon. If there is
bad weather for the entire day, then Nhaz = treq/Tscan,haz = 24 × 3600/296 = 291, which
also requires 9 bits to represent.
• Beam azimuth angle at the start of the scan sequence, φ0. The maximum value of φ0 is
360◦ which requires 9 bits to represent. This information is contained in the RADIAL START
ANGLE field of Radial Packet 16 of the generated data products (see Table 9 of [24]).
The total number of bits contained in data frame of the REQ packet is
Nbits,REQ = Nbits(user class) + Nbits(station number) + Nbits (start date) + Nbits (start time)
+ Nbits(Number of monitor and hazardous mode sequences) + Nbits(φ0) = 2+6+16+32+9+9+9 =
83 bits.
3.2.4 Processing User Information: Broker Calculations
The contents of the RSP packet are the same for all user classes (see Section 3.1.3 for details):
the interference bit, time stamp, and time-slot index. The total number of bits in the data frame
of the RSP packet is 46 bits.
The scan geometry of a TDWR system is shown in Figure 3.4. An SEZ coordinate system
(see Appendix for definition) is defined at the geographical coordinates (latitude and longitude)
of the TDWR location. The location of the TDWR is stored in the broker database, and can
be looked up given the station number. The height of the antenna above the ground is h. The
antenna beam is pointing at an elevation angle el and azimuth angle φ. θ is the beam width, which
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is greatly enlarged for clarity. While the beam is infinite in extent, here we have taken the effective
range of the beam to be up to a radius R, which is the maximum separation between the TDWR
and another user such that the received power at the user location exceeds a particular interference
threshold. The point FC is the center of the beam footprint, which is at a height hFC above the
ground.
Figure 3.4: (a) TDWR scan geometry. (b) Definition of azimuth angle φ
The broker calculates the Julian Date and Ntstart, the time index, for the starting time of
the electrospace request using the same procedure as in Section 3.1.5.
The beam azimuth angle φ (in degrees) is updated every 10 ms.
φ = (φ0 + ωn∆t) mod(360)
mod is the modulo operation where ω is the rotational speed of the TDWR antenna in
degrees/10 ms, and n∆t is the number of 10 ms time slots elapsed since Ntstart. n∆t ranges from 0
to Ntreq, Ntreq = 100treq, where treq is the requested electrospace time in seconds.
The rotation rate for all radars is different and ranges from 21.6 degrees/s to 30 degrees/s
[24]. The average rotation rate is
21.6 + 30
2
= 25.8 degrees/s = 0.26 degrees/10 ms.
In the frequency band of operation, the cone with axis PFC that is swept in the azimuth
plane at different elevation cuts is the electrospace manifold of the TDWR. In order to define a
cone (see Section 2.3.3) the coordinates of the points P and FC are needed. These coordinates will
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Table 3.6: Relationship between key broker parameters for the TDWR user. Elevation angles given
are for monitor mode.
be specified in the format (φgc,λ,h) where φgc is the geocentric latitude, λ is the longitude, and h
is the height directly above the point (φgc,λ). The coordinates of the point P (φgc,site,λsite,h) are
fixed and already known. The coordinates of FC need to be calculated every 10 ms.
3.2.4.1 Calculation of the coordinates of FC
The height of FC above the ground is
hFC = h+R sin(el)
The position of FC in the SEZ coordinate system in polar coordinates is
x = R cos(el) cos(φ)
y = R cos(el) sin(φ)
z = R sin(el)
The vector PFC in the SEZ coordinate system is also the slant range vector ρFC,ECEF
PFC = ρFC,ECEF = xsˆ + yeˆ + zzˆ
where ECEF denotes the Earth-centered Earth-fixed coordinate system (see Appendix for
definition).
The position vector OFC in the ECEF coordinate system is
OFC = rECEF = rsite,ECEF + ρECEF
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This position vector is now converted to the ECI (Earth Centered Inertial, see Appendix)
coordinate frame
rIJK = [ROT3(θLST )]
−1 × rECEF
ROT3 is a transformation matrix corresponding to a rotation about the K-axis (see Ap-
pendix), and θLST is the Local Sidereal Time of the 10-ms time slot, θLST = θGMST + λ, where
θGMST is the Greenwich Mean Sidereal Time (see Appendix for the definition of θLST and θGMST )
and λ is the longitude. −1 denotes the inverse operation.
The latitude and longitude of FC can be calculated using a direct method (modified from
Algorithm 13 in [27]). The inputs are rIJK and θGMST . The algorithm is given in the Appendix.
3.2.5 Number of users served per broker
A map of proximity to the 47 TDWRs currently operating in the U.S. is maintained by WISPA
(Wireless Internet Service Providers Association) at [3]. According to a FCC memorandum issued
in 2010 [8], operators that install devices within 35 km or the line-of-sight of the TDWRs are
encouraged to operate at least 30 MHx away from the TDWR operation frequencies.
In the worst case one subdomain will be in range of 3 TDWRs as shown in Figure 3.5. The
area where this happens is near Washington D.C. The keep-out zones are represented by green
circles.
Figure 3.5: Example of a subdomain with the maximum number of TDWR users. The subdomain
is located in the region of intersection of keep-out zones from 3 TDWRs
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The received power at the edge of the keep-out zone can be calculated as follows. The
free-space path loss for a TDWR radar signal at the edge of the keep-out zone is
FSPL|dB = 20 log10(d) + 20 log10(f)− 147.55
where d is the radius of the circle in km, and f is the frequency in GHz. For f = 5.625 GHz,
d = 35 km, FSPL = 138 dB. The average transmit power of a TDWR is 550W [21]. For a device
operating in the same frequency band located at the edge of the keep-out zone, the received power
is
Pr|dB = Pt,TDWR|dB − FSPL|dB
= 10 log10(550)− 138
= −111 dBW
= −81 dBm
Line of sight between the TDWR and the other devices is assumed.
This value of Pr is 15 dB higher than the maximum receive sensitivity of a WiFi AP which
can reach -96 dBm. Setting Pr = −96 dBm, the FSPL increases to 153 dB, which gives d = 189
km. With this increased keep-out zone radius, the number of subdomains within range of more
than one TDWR will increase to more than 3.
3.2.6 User Class Complexity Per User
For a single TDWR user, the total complexity of the broker calculations is
COMPTDWR = COMP(JD) + COMP(Ntstart)
+ COMP(Ntreq) + COMP(φ calculation) + COMP(Calculation of FC coordinates)
= (9A, 8M) + (1A, 3M) + 1M + (2A, 2M) + (55A, 110M, 26T)
= 67A, 124M, 26T
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Taking 4 flops for 1 T operation as before gives a user class complexity per user
COMPTDWR = 67 + 124 + 26× 4 = 295 flops
Since the calculation is performed in 10 ms, the required computing capacity per user in
FLOPS is
CTDWR = 295 flops/10ms
= 295× 100 flops/s
= 29.5 kFLOPS
Although the required computing capacity per user for a TDWR is an order of magnitude
higher than for a WiFi AP, there are much fewer TDWR users than WiFi AP users within a
subdomain, so this value of C is reasonable.
3.3 EESS Satellite - WindSat
3.3.1 User Description
WindSat is the first spaceborne polarimetric microwave radiometer. Its objective is to mea-
sure the partially polarized emission from the ocean surface and, therefore, test and fully evaluate
the viability of using passive polarimetric radiometry to retrieve the ocean surface wind vector.
The global ocean surface wind vector (wind speed and direction) field provides essential
environmental information. It is critical data for short-term weather forecasts and warnings, now-
casting, climatology, and oceanography studies. Ocean surface wind field measurements support
basic research in airsea interaction, tropical cyclogenesis, ocean circulation, and atmospheric con-
vection. In addition, the wind vector affects a broad range of naval operations including strategic
ship movement and positioning, aircraft carrier operations, aircraft deployment, underway replen-
ishment, and littoral operations [13].
The WindSat payload is shown in Figure 3.6.
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Figure 3.6: WindSat payload in the thermal/vacuum chamber. The cold sky reflector has been
removed in this picture.
The WindSat radiometer operates in discrete bands at 6.8, 10.7, 18.7, 23.8, and 37.0 GHz.
The 10.7-, 18.7-, and 37.0-GHz channels are fully polarimetric, while the 6.8- and 23.8-GHz chan-
nels are dual polarized only (vertical and horizontal). The WindSat instrument was successfully
launched on board the Department of Defense Coriolis satellite mission on January 6, 2003, into
an 840-km sunsynchronous orbit with the local time of the ascending node (LTAN) at 17:59 [13].
3.3.2 Encoding User Information: The Manifold Descriptor Language
The MDL parameters for WindSat are
• User class and designator. Need 2 bits for user class (EESS satellite) and 17 bits to rep-
resent the 5 digit satellite number as specified in the two-line element set (TLE) for the
satellite. The satellite number and corresponding frequency band of the channel concerned
are contained in a table stored in the broker’s memory. For the WindSat C-band chan-
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nel, the frequency band is 6.7375-6.8625 GHz (6.8 GHz center frequency with 125 MHz
bandwidth).
• Greenwich Mean Sidereal Time, θGMST , of the subsatellite point (see Appendix for defi-
nition). This is an angle in the equatorial plane measured from the vernal equinox to the
meridian of the subsatellite point. It is defined like longitude. The precision required to
represent θGMST is determined as follows. 1 m resolution is needed to out-resolve GPS
(Global Positioning System) measurements by an order of magnitude. The circumfer-
ence of Earth is 2pi × 6378.1673 km, so at the equator 1 degree longitude will represent
2pi×6378.1673/360 km = 111.319 km = 1.1132×105 m. 1 m at the equator corresponds to
1/1.1132× 105 = 9× 10−6 u 1× 10−5 degree longitude. So 5 decimal places are needed to
represent longitude. 4 digits before the decimal point are required to represent longitude,
which ranges from −180◦ to 180◦. Using decimal fixed point representation, the entire
longitude value can be represented as a 9 digit integer divided by a scaling factor of 105.
The required number of bits to represent a 9 digit number is 30.
• βoffset, the angle offset between the SEZ coordinate system and the local coordinate system
centered on the subsatellite point (see Figure 3.12). The same precision as for θGMST is
required but there is no sign. θGMST ranges from 0 to 180
◦. This is an 8 digit number
which requires 27 bits to represent.
• Orbital elements from the TLE. An example of a TLE is given in the Appendix. Each
element requires a different number of digits to represent.
∗ Inclination (degrees). Needs 7 digits, or 27 bits.
∗ Right ascension of ascending node(degrees): 7 digits, or 27 bits
∗ Eccentricity: 6 digits, or 24 bits
∗ Argument of perigee (degrees): 7 digits, or 27 bits
∗ Mean anomaly (degrees) at date and time tstart (see below): 7 digits, or 27 bits
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∗ Mean motion (revs per day): 10 digits, or 37 bits
A total of 27 + 27 + 24 + 27 + 27 + 37 = 169 bits is required.
• Angular location of IFOV (instantaneous field of view) in degrees. The IFOV is a measure
of the spatial resolution of a remote sensing imaging system.
∗ Scan azimuth angle, SAA, which goes from 0 to 180◦. This is the angle between
the ground track direction vector and the line connecting the subsatellite point to
the IFOV center (see Figure 3.7). This is an 8 digit number, so requires 27 bits to
represent.
∗ Earth incidence angle, EIA, which ranges from 0 to 90◦. This is the angle between
the line connecting the WindSat antenna and the IFOV center and the normal at
the IFOV center (see Figure 3.7). This is a 7 digit number which requires 24 bits to
represent.
Figure 3.7: Definition of SAA and EIA
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• Spacecraft altitude in km. For a satellite in low earth orbit 3 digits are needed, requiring
10 bits to represent.
• Start date and time of the electrospace request, tstart. 38 bits are needed (see Section
3.1.2).
• Time requested in seconds, treq. If the maximum treq is 24 hours 17 bits are needed.
The total number of bits in the data frame of the REQ packet is Nbits,WindSat = Nbits(user
class and designator) + Nbits(θGMST ) + Nbits(βoffset) + Nbits(orbital elements) + Nbits(angular
location of IFOV) + Nbits(spacecraft altitude) + Nbits(tstart) + Nbits(treq)= (2 + 17) + 30 + 27 +
169 + (27 + 24) + 10 + 38 + 17= 361 bits.
3.3.3 Processing User Information: Broker Calculations
The broker tracks the WindSat IFOV every 10 ms. It calculates the geographical coordinates
(latitude/longitude) of the subsatellite point and calculates the geographical coordinates of the
IFOV centroid in the local coordinate system centered on the subsatellite point.
3.3.3.1 Calculating geographical coordinates of the subsatellite point
The geographical coordinates of the subsatellite point are calculated every 10 ms using the
following procedure:
• Compute mean anomaly, M = M0 + n∆t, M0 is the mean anomaly at tstart. n is the
mean motion of the spacecraft. ∆t is the time offset from tstart: ∆t = m × 10 ms, m =
1, 2, · · · , 100treq.
• Compute eccentric anomaly E by solving Kepler’s equation M = E − e sinE using the
Newton-Raphson method (Algorithm 2 in [27], see Appendix).
• Compute true anomaly ν using tan(ν/2) =
√
1 + e
1− e tan(E/2)
• Convert orbital elements to ECI position using Algorithm 10 in [27](see Appendix)
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• Compute the current θGMST = θGMST0 + ωe∆t, ωe is the rotational speed of the Earth.
• Convert position vector of the subsatellite point from ECI coordinate system to ECEF
coordinate system. rECEF = ROT3(θLST )rIJK . θLST = θGMST + λ, where θLST is the
Local Sidereal Time, and λ is the longitude (see Appendix for explanation of the relationship
bewteen θLST and θGMST ).
• Compute geographical coordinates for the ECEF position vector using Algorithm 13 in [27]
(see Appendix).
3.3.3.2 Calculate coordinates of IFOV centroid in coordinate system centred on
subsatellite point
Figure 3.8: Local coordinates system centered on subsatellite point
Referring to Figure 3.8, we define a coordinate system Oxyz centered at a subsatellite point
O. The x-axis is parallel to the ground track vector at O, while the z-axis is normal to O, and the
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y-axis completes the right-handed coordinate system. The angle αn,IFOV is the angle measured
from the positive y- axis to the position vector of the centroid of the n-th IFOV. The angle α is a
function of the scan azimuth angle, SAA. The relationship is shown in Figure 3.9.
Figure 3.9: Relationship between the angle α and the scan azimuth angle, SAA
We see that −pi ≤ SAA ≤ pi for forward and aft scans. The sign of SAA is determined
according to direction as shown in Figure 3.9. The range of α is 0 ≤ α ≤ 2pi. The relationship
between SAA and α is as follows:
0 < SAA ≤ pi
2
, α =
pi
2
− SAA
pi
2
< SAA ≤ pi, α = 5pi
2
− SAA
−pi < SAA ≤ −pi
2
, α =
pi
2
+ |SAA|
−pi
2
< SAA ≤ 0, α = pi
2
+ |SAA|
Every 10 ms, SAA and the geographical coordinates of O are updated. T is the period for
1 complete scan (forward and aft). There are 80 pixels in a forward scan [6]. If there are also 80
pixels in the aft scan, then the total number of pixels is 160 for a complete scan. The integration
time is 5 ms for the 6.8 GHz channel, so T = 160× 5 = 800 ms.
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Figure 3.10: Graphical depiction of the relationship between α and SAA. T is a full scan period
(forward and aft). α and SAA are T -periodic.
Now the Cartesian coordinates of the IFOV centroid in the local coordinate system centered
on the subsatellite point are calculated. The coordinates of the IFOV centroid are
x = r cos(β)
y = r sin(β)
z = 0
where r is the radius and is calculated to be 909 km for the WindSat 6.8 GHz channel (see
Appendix). The slant range vector of the IFOV centroid in the local coordinate system is ρxyz =
xxˆ + yyˆ + zzˆ. β is calculated from α using
0 < β ≤ pi
2
, β =
pi
2
− α
pi
2
< β ≤ pi, β = 5pi
2
− α
pi < β ≤ 3pi
2
, β =
5pi
2
− α
3pi
2
< β ≤ 2pi, β = 5pi
2
− α
We now transform the Oxyz coordinate system into a SEZ coordinate system centered on O
as shown in Figure 3.12 by rotating about the z-axis by an angle βoffset, βoffset > 0. The slant
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Figure 3.11: Definition of the angle β in the local coordinate system centered on the subsatellite
point.
range vector of the IFOV centroid in the SEZ coordinate system is calculated using
ρSEZ = ROT3(−βoffset)× ρxyz
Figure 3.12: Oxyz coordinate system transformed to SEZ coordinate system by rotation about
z-axis by an angle βoffset. Sign of the rotation is negative by right hand rule around z-axis.
The geographical coordinates of the IFOV centroid can now be computed. The SEZ coor-
dinate system is first transformed into the ECI coordinate system, using θGMST and the geodetic
latitude of O [27]. The slant range vector in the ECI coordinate system is
ρECI = [ROT3(−θLST )][ROT2(−(−90◦ − φgd))]ρSEZ =
[
ECI
SEZ
]
ρSEZ
54
where
[
ECI
SEZ
]
=

sin(φgd) cos(θLST ) − sin(θLST ) cos(φgd) cos(θLST )
sin(φgd) sin(θLST ) cos(θLST ) cos(φgd) sin(θLST )
− cos(φgd) 0 sin(φgd)

The geodetic latitude is calculated from the geocentric latitude φgc using φgd = tan
−1
(
tan(φgc)
1− e2
)
,
here e is the Earth’s eccentricity.
The position vector of the IFOV centroid in the ECI coordinate system is
rECI = ρECI + rO,ECI
ρECI is the position vector of O and is calculated from its geographical coordinates (φgc,λ)
rO,ECI = [ROT3(θLST )]
−1 × rO,ECEF
rO,ECEF = xˆi + yjˆ + zkˆ
where
x = ρ sin(φgc) cos(λ)
y = ρ sin(φgc) sin(λ)
z = ρ cos(φgc)
ρ is the Earth’s radius.
Lastly, rECI of the IFOV centroid is converted to rECEF , which is then converted to geo-
graphical coordinates using Algorithm 13 from [27] (see Appendix).
3.3.4 User Class Complexity Per User
Using the Newton-Raphson method to solve Kepler’s equation (Algorithm 2 in the Appendix)
with tolerance 10−4 degree (same precision as the mean anomaly in TLE) in MATLAB yielded a
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maximum of 2 iterations. This low number of iterations is probably due to the eccentricity of
WindSat’s orbit (0.0014733 [1]) which is close to zero. Taking the ground-track vector to point to
the 12 o’clock direction, the WindSat IFOV is scanned in the counter-clockwise direction.
The total complexity of calculating the geographical coordinates of the subsatellite point
is COMPsubsatellite point = 32A, 64M, 32T. The total complexity of calculating the geographical
coordinates of the IFOV centroid is
COMPIFOV centroid = COMP (calculate α) + COMP (calculate SAA)
+ COMP (Oxyz to SEZ coordinate system transformation)
+ COMP (SEZ to ECI coordinate system transformation)
+ COMP (calculate geographical coordinates from ECI position vector)
= (3 + 6 + 20 + 20)A, (5 + 2 + 11 + 37 + 56)M, (2 + 2 + 10 + 11)T
= 49A, 111M, 25T
The user class complexity for the WindSat radiometer is
COMPWindSat = COMPsubsatellite point + COMPIFOV centroid
= (32 + 49)A, (64 + 111)M, (32 + 25) T
= 81A, 175M, 57T
If 1 T operation requires an average of 4 flops, the user class complexity per user in flops is
COMPWindSat = 81 + 175 + 57× 4 = 484 flops
Because the calculations are performed in 10 ms, the required computing capacity per user
in FLOPS is
CWindSat = 484 flops/10 ms
= 484× 100 flops/s
= 48.4 kFLOPs
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3.4 Calculation of Computing Capacity Required of Broker
The total computing capacity required of a broker in a subdomain is
Cbroker = Cuser class ,total + Cculling
where Cuser class ,total is the total user class computing capacity for all users in the subdomain, and
Cculling is the computing capacity for second- and third-order culling of all users in the subdomain.
3.4.1 Calculation of Total User Class Computing Capacity
There are 3 classes of users considered in this thesis: WiFi APs, TDWRs and passive EESS
sensors, which have user classes denoted 1,2, and 3 respectively. The required computing capacity
for each user class is
C1 = 2.2 kFLOPS
C2 = 29.5 kFLOPS
C3 = 48.4 kFLOPS
The number of WiFi APs used here is based on the density of APs for Boston, culled from an
analysis of the distribution of WiFi APs across the entire U.S. [19]. It is the second highest AP
density for U.S. cities and was used because figures for Chicago were not available. The Chicago
loop area is taken as a representative subdomain, and the total number of WiFi AP users is
N1 = density × area
= 729/km2 × 4.09km2
= 2916
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From the earlier discussion, there at most 3 TDWRS in a subdomain. In C-band (5.8-7.2 GHz)
there are two main passive EESS sensors of interest are WindSat and AMSR-E. Therefore
N2 = 2
N3 = 3
The total user class computing capacity required at the broker for a subdomain with the above
populations of the three user classes, Cuser class ,total can be calculated using
Cuser class ,total =
∑
Cii +
∑
Cij
where i = 1, 2, 3 is the user class type, Cii is the computing capacity for all user pairs where both
users are of the same user class, and Cij is the computing capacity for all user pairs where both
users are of different user classes. Here we assume that the broker calculations for all user classes
is not done concurrently, but the total computing capacity required is the sum of the computing
capacities for each user class.
We have
Cii =
Ni(Ni − 1)
2
× Ci
Cij =
(Ni +Nj)(Ni +Nj − 1)
2
× (Ci + Cj)
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which gives
C11 = 9.35 GFLOPS
C22 = 8.85× 10−5 GFLOPS
C33 = 1.45× 10−4 GFLOPS
C12 = 135 GFLOPS
C13 = 215.5 GFLOPS
C23 = 1.1685× 10−3 GFLOPS
∑
Cii = 9.3504 GFLOPS∑
Cij = 350.50 GFLOPS
Cuser class, total = 9.3504 + 350.50
= 359.85 GFLOPS
3.4.2 Calculation of Culling Complexity
From Section 2.4 we have COMP2nd order = 95 flops/user pair and COMP3rd order = 44 flop-
s/user pair. If second- and third-order culling were performed every second, then we have the
computing capacity of second- and third-order culling:
C2nd order = 95/1 = 95 FLOPS/user pair
C3rd order = 44/1 = 44 FLOPS/user pair
The total number of users for the representative subdomain discussed above is
N =
∑
i
Ni = N1 +N2 +N3 = 2916 + 2 + 3 = 2922
The number of all possible user pairs in the subdomain is
Nuser pairs =
N(N − 1)
2
= 4, 267, 581
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Let x be the fraction of user pairs that survive second-order culling, and let x = 0.1 be a conservative
estimate of the efficiency of the culling scheme. We can then find the computing capacity for second-
and third-order culling of all users in the subdomain
Cculling = Nuser pairsC2nd order + xNuser pairsC3rd order
= 0.42420 GFLOPS
Thus the total computing capacity required of a broker in a subdomain is
Cbroker = Cuser class ,total + Cculling
= 359.85 + 0.4240
= 360.27 GFLOPS
The above calculations were performed assuming one transcendental operation would require 4
flops. However implementation of a transcendental operation on GPUs is performed via lookup
tables, and thus only requires the same runtime as an addition operation, i.e. 1 flop. The first-,
second-, and third-order culling complexities are now
C2nd order = 50 FLOPS/user pair
C3rd order = 32 FLOPS/user pair
The user class computing capacity for WiFi APs is unchanged because there are no transcendental
operations involved. For the TDWR and WindSat users the user class computing capacity is now
C2 = 21.7 kFLOPS
C3 = 31.3 kFLOPS
The computing capacity for culling is now
Cculling = 0.2270 GFLOPS
and the total user class computing capacity is
Cuser class, total = 253.81 GFLOPS
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The total computing capacity required at a broker is reduced to
Cbroker = 254.03 GFLOPS
This computation can resonably be achieved with an NVIDIAr K40 GPU (Graphical Pro-
cessing Unit) which has a peak capacity of 1.43 TFLOPS [10], but not with a desktop multicore
top-of-the-line i7-3930 processor with capacity of 153.6 GFLOPS [9].
Chapter 4
Summary and Conclusions
As this thesis is a preliminary study there remains much work to be done in order to realize
a practical interference mitigation and spectrum sharing scheme.
How the globe into user domains which are then tessellated into subdomains has not yet been
investigated in detail. A population density map of countries would need to be constructed in order
to determine subdomain areas based on equal computational burden. While the domains need not
be demarcated based on geographical or political considerations this is not a fixed requirement, and
a more technical rationale based on pre-existing distributions of computational resources could be
adopted. Because population densities in a given area usually fluctuate little over time domain and
subdomain boundaries are also relatively static, and a slow-running background process coordinated
by all brokers in a domain could be used to determine all subdomain boundaries within a domain. A
future improvement to the system would be including real-time adaptation to dynamic population
changes, e.g. large displaced populations resulting from natural disasters and sudden influx of
crowds at sporting events.
In this thesis we found that Friis culling required less complexity than second-order cone
culling, which suggests the possibility that cone culling could be eliminated and replaced with Friis
culling. However the reason for this is that we have not included propagation and scattering models
in the Friis calculation. Here we have assumed free space radiation with no scattering. Including
propagation and scattering models could very well increase the complexity of Friis culling to be
more than that of cone culling.
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In the analysis of second-order culling, the principle of reciprocity was used, i.e. the transmit
and receive antenna patterns of users are identical. The complexity of second-order culling cannot
be reduced further. Any reduction in complexity of culling calculations will have to be in first- or
third-order culling.
The required computing capacity at a broker was calculated using a conservative approach.
Most of the processing burden to extract electrospace manifold parameters from the user MDL was
given to the broker. Future work could focus on developing methods to shift more processing load
to the user side. Attention must be given to data bandwidth of the system since this approach
would result in a greater data throughput from users to the broker than the current approach.
Only 3 user classes were considered in this thesis because the frequency range was restricted
to 5.15-6.8 GHz. More user classes could be included if the frequency range of consideration was
expanded, e.g. cellular phones and radio astronomy receivers.
Other considerations include fixing a common time standard to index electrospace in time
to be adopted by brokers and users needs to be investigated, e.g. Julian Date based on the J2000
epoch. The frequency of performing second- and third-order culling used in this thesis was 1 s
but could be reduced if future advances in computing hardware could handle the corresponding
increase in required computing capacity. The fraction of user pairs that survive the second and
third stages of culling (culling efficiencies) also needs to be determined via simulation. The culling
efficiencies will greatly impact the required computing capacity at each subdomain broker, and thus
the number of users that can be served.
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Appendix A
Appendix
A.1 Definition of Coordinate Systems
The following definitions are taken from [27]
A.1.1 Earth Centered Inertial Coordinate System, ECI
The system originates at the center of the Earth, and is designated ECI. The fundamental
plane is the Earth’s equator, as shown in Figure A.1. The I axis points towards the vernal equinox;
the J axis is 90◦ to the east in the equatorial plane; the K axis extends through the North Pole. It
is an “inertial” system because the motion of the equinox and the plane of the equator over time
is negligible.
A.1.2 Earth Centered Earth Fixed Coordinate System, ECEF
This is a geocentric coordinate system fixed to the rotating Earth. It is an ECI coordinate
system that rotates with the Earth.
Referring to Figure A.2, the ECI coordinate system is related to the ECEF coordinate system
by a rotation of angle θLST (see Section A.1.4) about the K-axis
rECEF = ROT3(θLST )rIJK
ROT3 is a rotation matrix for a single rotation about the K-axis, i.e. an Euler angle rotation.
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Figure A.1: This system uses the Earth’s equator and the axis of rotation to define an orthogonal
set of vectors. The vernal equinox direction is fixed at a specific epoch for most applications.
The number behind the ’ROT’ indicates the primary axis of rotation (I-1,J-2,K-3)
ROT1(θ) =

1 0 0
0 cos(θ) sin(θ)
0 − sin(θ) cos(θ)

ROT2(θ) =

cos(θ) 0 − sin(θ)
0 1 0
sin(θ) 0 cos(θ)

ROT3(θ) =

cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0
0 0 1

A.1.3 Topocentric Horizon Coordinate System, SEZ
This system is useful in observing satellites and is used extensively with sensor systems.
The SEZ system rotates with the site and is shown in Figure A.3. The local horizon forms the
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Figure A.2: A coordinate rotation is a series of single-axis rotations. The sign of a rotation is
considered positive if the right-hand-rule applies, i.e. if the angular motion is about the positive
direction of the principal axis, as shown.
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fundamental plane. The S axis points due south from the site (even in the Southern Hemisphere).
The E axis points east from the site and is undefined for the North or South pole. The Z axis
(zenith) points radially outward from the site, along the site’s local vertical. We state that the
vertical lies along the geographic latitude, however sites generally choose geodetic or astronomical
latitude. The SEZ system defines “look angles” to view the satellite from a ground station. The
Figure A.3: This system moves with the Earth and is not fixed like the ECI system. LST (Local
Sidereal Time)is required to orient the SEZ system to a fixed location.
azimuth, φ is the angle measured from south counter-clockwise (as viewed from above) to the
location beneath the object of interest. Elevation, el, is measured from the local horizon positive
up to the object of interest. It takes on values from −90◦ to 90◦.
A.1.4 Sidereal Time
Sidereal time is a direct measure of the Earth’s rotation and is measured positively in the
counter-clockwise direction when viewed from the North Pole. The vernal equinox is defined to
be always on the equator. The sidereal time is defined as the hour angle of the vernal equinox
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Figure A.4: Sidereal time is measured positive to the east from the vernal equinox to the location
of interest. Both sidereal times are positive in a right-handed system.
relative to the local meridian. Because the vernal equinox is the reference point, the sidereal time
associated with the Greenwich meridian is termed Greenwich Mean Sidereal Time, θGMST
or GMST. The sidereal time at a particular longitude is called Local Sidereal Time, θLST or
LST. In this context, time is an angle measured from the observer’s longitude to the equinox. The
relation between GMST and LST is shown in Figure A.4.
We can convert between GMST and LST at a particular longitude, λ, using
θLST = θGMST + λ
The convention used here is positive for east longitudes, negative for west longitudes.
A.2 Algorithms from [27]
A.2.1 Algorithm 2: Solving Kepler’s equation using the Newton-Raphson method
KepEqtnE (M, e⇒ E)
IF −pi < M < 0 or M > pi
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let E = M − e
ELSE
let E = M + e
LOOP
En+1 = En +
M−En+e sin(En)
1−e cos(En)
UNTIL |En+1 − En| < tolerance
A.2.2 Algorithm 10: Convert orbital elements to ECI position vector
RANDV(p,e,i,Ω,ω,ν(u,λtrue,ω˜true))
IF Circular Equatorial
SET (ω,Ω) = 0.0 and ν = λtrue
IF Circular Inclined
SET ω = 0.0 and ν = u
IF Elliptical Equatorial
SET Ω = 0.0 and ω = ω˜true
rPQW =

p cos(ν)
1+e cos(ν)
p sin(ν)
1+e cos(ν)
0

rIJK = [ROT3(−Ω)][ROT1(−i)][ROT3(−ω)]rPQW = [ IJKPQW ]rPQW
[
IJK
PQW
]
=
cos(Ω) cos(ω)− sin(Ω) sin(ω) cos(i) − cos(Ω) sin(ω)− sin(Ω) cos(ω) cos(i) sin(Ω) sin(i)
sin(Ω) cos(ω) + cos(Ω) sin(ω) cos(i) − sin(Ω) sin(ω) + cos(Ω) cos(ω) cos(i) − cos(Ω) sin(i)
sin(ω) sin(i) cos(ω) sin(i) cos(i)

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A.2.3 Algorithm 13: Converting ECEF position vector to latitude and longitude
ECEF to LATLON (rIJK , θGMST ⇒ φgc, λ)
rδsat =
√
r2I + r
2
J
a = 1
b = 6356.751 600 56 SIGN(rK)
E =
brK − (a2 − b2)
arδsat
sin(α) =
rI
rδsat
cos(α) =
rI
rδsat
λ = α− θGMST
F =
brK + (a
2 − b2)
arδsat
P =
4(EF + 1)
3
Q = 2(E2 − F 2)
D = P 3 +Q2
IF (D < 0) ν = (
√
D −Q)1/3 − (√D +Q)1/3
IF (D > 0) ν = 2
√−P cos
(
1
3
cos−1
(
Q
P
√−P
))
G =
1
2
(
√
E2 + ν + E)
t =
√
G2 +
F − νG
2G− E −G
tan(φgd) =
a(1− t2)
2bt
φgc = tan
−1((1− e2earth) tan(φgd))
eearth = 0.081 819, 221, 456 is the eccentricity of the Earth, which is not a perfect sphere but
bulges at the equator, SIGN is the signum function.
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Figure A.5: WindSat scan geometry for calculation of r. The Cartesian coordinates of the IFOV
centroid are defined in the Oxyz coordinate system is shown inset. The position of O is indicated
by the red dot.
A.3 Calculation of Radius in Local Coordinate System Centered on Sub-
satellite Point
γ is the Earth central angle, Φ is the nadir angle, EIA is the Earth incidence angle, and ρ is
the Earth radius. h is the altitude of WindSat.
γ, Φ and EIA lie in the same plane. γ can be calculated using
γ = EIA− Φ
The radius r is the distance from the origin O to the IFOV centroid and can be calculated
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using
r = ργ
= 6378.1363 km× (53.5335◦ − 45.3654◦ × pi/180◦)
= 909.2686 km
The nadir angle is calculated using
Φ = sin−1
(
ρ
ρ+ h
sin(EIA)
)
where the nominal value for h is 830 km [13].
A.4 Geometry Of An Elliptical Orbit [27]
An ellipse is a conic section. Every conic section has two foci. The sum of the distance from
both foci to any point on the orbit is constant. The distance from each focus to a stationary line
is called the directrix. The eccentricity, e, is a fixed constant for each type of conic section; it
indicates the orbit’s shape its “roundess” or “flatness.” The eccentricity is positive definite, and its
value determines the type of conic section for common orbits. For elliptical orbits the eccentricity
is less than unity. The eccentricity is e =
c
a
.
A.5 Derivation of Kepler’s Equation [27]
Consider Figure A.8. The true anomaly ν is the actual measured angel from periapsis to a
point on the orbit. ν does not advance at a constant rate in an elliptical orbit. The mean anomaly
M (not shown) is an angle that does advance at a constant rate in an elliptical orbit. The eccentric
anomaly E is an angle that helps translate from the true anomaly to the mean anomaly.
Consider Figure A.9. For a coordinate system centered on Earth the location of the satellite
can be written in terms of E. The x-coordinate is
XSAT = a cosE − ae
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Figure A.6: Conic sections are created by recognizing that the sum of the distance from both foci
to any point on the orbit is constant. The ratio of the distance from a focus to ther orbit and the
distance to the directrix is also a constant called the eccentricity, e. The closest point in the orbit
to the primary focus,F , is the radius of periapsis, rp. The distance l is a standard quantity used to
describe conic sections.
Figure A.7: An elliptical orbit has two distinct foci with the primary focus, F , at the center of the
Earth (or central body). The radius od apoapsis, ra, and periapsis, rp, denote the extreme points
of the ellipse. The semimajor axis, a, and the semiminor axis, b, describe the shape of the orbit.
Half the distance between the foci is c, and the semiparameter, p, locates the orbit distance normal
from the semimajor axis at the focus. One ER is equal to the Earth’s radius.
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Figure A.8: Relation between eccentric anomaly E and true anomaly ν
The equation of the ellipse is
X2SAT
a2
+
Y 2SAT
b2
= 1
which gives the y-coordinate
YSAT = b sinE
Now
r2 = X2SAT + Y
2
SAT
= (a cosE − ae)2 + (b sinE)2 (b = a
√
1− e2)
= a2[cos2E − 2e cosE + e2 + (1− e2) sin2E]
= a2[1− 2e cosE + e2(1− sin2E)]
= a2[1− 2e cosE + e2 cos2E]
= a2(1− e cosE)2
which gives
r = a(1− e cosE)
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Figure A.9: The eccentric anomaly uses an auxiliary circle as shown. The ultimate goal is to
determine the area, A1, which allows us to calculate the time.
From orbital mechanics,
r =
p
1 + e cos ν
r˙ =
−p(−e sin ν)ν˙
(1 + e cos ν)2
=
p(e sin ν)ν˙r2
p2
=
he sin ν
p
where h is the orbital angular momentum.
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But also
r = a(1− e cosE)
r = ae sinEE˙
So
aeE˙ sinE =
he sin ν
p
Thus
rE˙ =
hb
pa
=
√
µa(1− e2)a√1− e2
a(1− e2)a
where µ is the gravitational parameter.
After simplifying we get rE˙ =
√
µ
a
Thus
a(1− e cosE)E˙ =
√
µ
a
E˙ − e cosEE˙ = µ
1/2
a3/2
= n
where n is the mean motion, or the mean angular rate of the orbital motion. Integrating, we
get
E − e sinE = nt+ constant
If the reference time is perigee, E = 0 at the time when the spacecraft is at perigee tp
Etp − e sinEtp = ntp + constant
⇒ constant = −ntp
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We get Kepler’s equation
E − e sinE = n(t− tp) ≡M
M is the mean anomaly, i.e. the angle swept out at the mean angular velocity n.
