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ABSTRACT
This paper presents a new ensemble method for learning from
non-stationary data streams. In these situations, massive data
are constantly generated at high speed and their target func-
tion can change over time. The proposed method, named Fast
Adaptive Stacking of Ensembles (FASE), uses a meta-classiﬁer
to combine the predictions from the base classiﬁers in the en-
semble. FASE maintains a set of adaptive learners, in order to
deal with concept drifting data. The new algorithm is able to
process the input data in constant time and space computa-
tional complexity. It only receives as parameters the conﬁdence
level for the change detection mechanism and the number of
base classiﬁers. These characteristics make FASE very suitable
for learning from non-stationary data streams. We empirically
compare the new algorithm with various state-of-the-art en-
semble methods for learning in non-stationary data streams.
We use a Na¨ıve Bayes classiﬁer and a Perceptron to evaluate
the performance of the algorithms over real-world datasets.
The experiment results show that FASE presents higher pre-
dictive accuracy in the investigated tasks, being also able to
bound its computational cost.
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1. INTRODUCTION
Nowadays many sources generate massive data continuously,
without control of the arrival order and at high speed. Cell-
phones, cars, and security sensors are some examples of such
sources [14]. Because of the temporal dimension of the data
(they are constantly arriving over time), and the dynamism of
many real-world situations, the target function to be learned
can change over time. This situation, known as concept drift,
complicates the task of estimating this target function, because
a previous learning model can become outdated, or even con-
tradictory regarding the most recent data. Additionally, due
to the large amounts of data and their continuous and irregu-
lar arrival, learning algorithms for mining these non-stationary
data streams must perform with controlled computational re-
sources.
Classiﬁer ensembles have been successfully used for mining
non-stationary data streams [10, 7, 22]. Ensemble methods
combine the predictions from base classiﬁers aiming at im-
proving the predictive accuracy obtained by a single classiﬁer.
In order to deal with concept drift, these methods use perfor-
mance measures to monitor the ensemble consistency regard-
ing new data. Signiﬁcant variations in the performance values
are interpreted as a concept drift, and these ensemble methods
929
eliminate, reactivate or add new base classiﬁers dynamically in
response to these variations.
Ensemble methods require three main components in their de-
sign [21, 7]: (1) a base learning algorithm [3, 22, 10], (2) a
method to weight training examples [24, 25], and (3) a voting
procedure [9, 21]. In classiﬁcation tasks, each base classiﬁer
predicts the class label of unlabeled examples. To deﬁne the
ensemble ﬁnal prediction, the various predictions from the in-
dividual base classiﬁers must be combined. There are several
methods to combine the predictions, which include majority
voting, weighted voting, multinomial methods and probabilis-
tic approximations [21].
In online learning, the methods for combining the predictions
from the base classiﬁers have been focused on the use of weighted
voting. However, the underlying relationship between the base
classiﬁers’ predictions and the true class labels may be more
complex than a linear combination of predictions. For such,
the use of a meta-classiﬁer is a feasible option, where base clas-
siﬁers’ predictions are used as input for a meta level classiﬁer,
the output of the meta classiﬁer being the ﬁnal class predicted
by the ensemble.
This paper presents a new ensemble method, named Fast Adap-
tive Stacking of Ensembles (FASE), for data stream classiﬁca-
tion with concept drift. FASE is based on the online bagging
algorithm [25], and uses the Hoeﬀding-based Drift Detection
Method (HDDM) [6] for drift detection and error estimates.
When a change is detected, the worst classiﬁer in the ensem-
ble is removed and a new classiﬁer is added to the ensemble.
FASE is composed by adaptive learners in the two levels (both
the base classiﬁers and the meta-classiﬁer are adaptive learn-
ers). Each adaptive learner also uses HDDM, which monitors
its error rate in order to trigger three diﬀerent drift signals
during the learning process.
HDDM triggers the in-control signal when the current concept
remains stable, warning when a concept drift is likely to be
approaching, and out-of-control when a concept drift is de-
tected. In FASE, each adaptive learner uses a single (main)
classiﬁer induced for stable concepts. When the warning level
is reached, the adaptive learner trains an alternative classiﬁer
that replaces the main one if the warning level is followed by
an out-of-control signal. Adaptive learners can therefore have,
at most, two classiﬁers (the main classiﬁer and the alternative
one), the prediction from these classiﬁers are combined by a
weighted voting. Thus, FASE can be viewed as a three-level
ensemble of classiﬁers, each level being able to handle concept
drift explicitly.
The proposed method is related with the adaptive window bag-
ging algorithm [8], which is the online bagging method of [25]
with the addition of the ADWIN algorithm [6] as a change de-
tector. When a change is detected, the worst classiﬁer of the
ensemble of classiﬁers is removed and a new classiﬁer is added
to the ensemble. Boosting has also been explored for mining
data streams [23], but it seems to obtain prediction accuracy
inferior to bagging [7]. FASE is also related with the stack-
ing ensemble method proposed by [5], although this method is
restricted to algorithms based on decision trees.
FASE is able to process the input data in constant time and
space computational complexity, and to learn from non-stationary
data streams regardless of the learning algorithms employed.
The new algorithm only receives as parameters the conﬁdence
level for the change detection mechanism, and the number of
base classiﬁers. These characteristics make FASE very suitable
for learning in non-stationary data streams.
2. STACKING CLASSIFIER ENSEMBLES
FASE maintains a set of adaptive learners that handle concept
drift explicitly by ﬁrst detecting the change, and then perform-
ing some actions to update the learning model if a concept drift
is estimated. Section 2.1 presents the design of these adaptive
learners, discussing the main issues considered as well. Next,
Section 2.2 describes the meta-learning process.
2.1 Adaptive Learners
Learning models commonly increase its classiﬁcation error rate
when a concept drift occurs, as in these cases they are not in
accordance with the more recent data. In FASE, the adaptive
learners estimate error rates with a predictive sequential ap-
proach (test-then-train) [15, 17]. Thus, at the arrival of each
training instance, the learning model makes a prediction based
on its attribute values, then this instance is made available to
the algorithm to continue with its learning. Similar to some
previous approaches, FASE uses the 0-1 loss function between
the predicted class label and the true one for error estimates.
Various methods are suitable for the online detection of distri-
butional changes, such as the control charts [2], Drift Detection
Method (DDM) [15], Early Drift Detection Method (EDDM)
[1], EWMA for Concept Drift Detection (ECDD) and AD-
WIN2 [6].
We favor the Hoeﬀding-based Drift Detection Method (HDDMA-test)
[13], which processes each incoming value with a constant time
and space complexity and provides mathematical guarantees
for the false positive and false negative rates. FASE uses a
two-sided variant of HDDMA-test (e.g., to detect increments
and decrements in the error rate), in order to estimate the
current error rate of the learning algorithms.
Figure 1 shows the general schema adopted by the adaptive
learners. This mechanism is based on [15] and other related
approaches [1, 12, 13]. Diﬀerent from these approaches, FASE
uses a weighted voting to combine the predictions from the
main and the alternative models. Weights are inversely propor-
tional to error rates, which are estimated by the corresponding
change detectors.
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Figure 1: Learning mechanism used in the adaptive
learners.
2.2 Combining the Predictions of the Adaptive
Learners
The meta-learner of FASE receives as input meta-instances
whose attributes are nominal. FASE uses a test-then-train
approach [16] to generate meta-instances (see Figure 2). Thus,
for each original training example E=(−→a , c), FASE generates
a training meta-instance M = (cˆ1, cˆ2 ..., cˆn, c), where each cˆi is
an attribute value and c is its corresponding class label. Each
attribute value cˆi of the meta-instance M corresponds to the
prediction from the base classiﬁer i for the original example
E. For this meta-instance M , the value cˆi is the class label
predicted by the base classiﬁer i. The class label of the meta-
instance M is the same label of the original training example.
The set of base classiﬁers can change over time, since the adap-
tive learners can alternate classiﬁers in response to a concept
drift. The change detector controlling the error rate of the
ensemble can also remove adaptive learners as base classiﬁers.
Thus, the meta-classiﬁer can be aﬀected by changes in the
target concept that relates the predictions of the base classi-
ﬁers with the true class label of a given instance. FASE uses
an adaptive learner as meta-classiﬁer in order to handle these
types of concept change.
Figure 2 shows that the adaptive learners (represented in Fig-
ure 1) are an essential part of FASE, since they are used as
both base classiﬁers and meta-learner.
3. EMPIRICAL STUDY
The selected real-world datasets have been used in diﬀerent
studies on learning from concept drifting data streams [15,
4, 13]. We evaluated the methods processing the instances
online in their temporal arrival order. At each new instance,
classiﬁers were ﬁrst tested and then trained. A sliding window
Figure 2: Scheme of FASE.
of size 100 was used [18, 4]. Table 1 shows the predictive
accuracy, average (x) and standard deviation (std), for each
investigated dataset.
All investigated methods were able to process the training in-
stances with a constant time and space computational com-
plexity. Thus, the performance measures related with process-
ing time and memory use were not evaluated. The following
datasets were used in the experiments:
• elec2: The electricity-prediction dataset has 45 312 in-
stances collected at 30 minute intervals between 7 May
1996 and 5 December 1998 [19]. The task is to predict
whether the price of electricity will go up or down based
on ﬁve numeric attributes: the day of the week, the 30-
minute period of the day, the demand for electricity in
New South Wales, Australia, the demand in Victoria,
Australia, and the amount of electricity to be transferred
between the two cities. Roughly, 39% of the instances
have unknown values for either demand in Victoria or
the transfer amount.
• use1, use2, spam: These three datasets are related with
text mining. The ﬁrst two of them (usenet1, usenet2)
were obtained from a 20 newsgroup collection [11]. They
simulate a stream of messages from diﬀerent newsgroups
that are sequentially presented to a user, who then labels
them as interesting or junk, according to his/her per-
sonal interests. The third dataset, commonly known as
spam corpus2, is based on the Spam Assassin collection
and contains both spam and legitimate messages [20].
• covt: This dataset contains forest cover images for 30 x
30 meter cells obtained from the US Forest Service (usfs)
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Region 2 Resource Information System (ris) data. It
contains 581 012 instances and 54 attributes [11].
• nurs: This dataset was derived from a hierarchical deci-
sion model originally developed to rank applications for
nursery schools. The ﬁnal decision depends on three sub-
problems: occupation of parents and child’s nursery, fam-
ily structure and ﬁnancial standing, and the social and
health charts of the family. It has 12 960 instances with
8 nominal attributes each [11].
In the experiments carried out in this study, we used Na¨ıve
Bayes (Table 1) and a simple Perceptron (Table 2) as base
learning algorithms, although FASE can easily be extended to
learn by other learning algorithms. In particular, the selected
learning algorithms have constant time and space computa-
tional complexity per instance processed. They are also able
to process weighted instances, which makes them suitable for
the bagging method used in FASE. In total, the empirical study
included the following algorithms:
• FASE: The new algorithm, using Na¨ıve Bayes (NB) or
Perceptron as base classiﬁer and meta-learner.
• OzaBag: The online version of bagging for data streams
by [25].
• OzaBag-ADWIN: The ensemble method proposed by [8]
based on bagging, using NB or Perceptron as base clas-
siﬁer.
• OzaBag-HDDMA-test: Similar to OzaBag-ADWIN, but
using HDDMA-test instead of ADWIN as change detector
and estimator, as well as HDDMA-test in combination
with NB or Perceptron as base classiﬁer.
• HDDMA-test: The Hoeﬀding-based Drift Detection Method
[13] combined with NB or Perceptron.
• DDM: The Drift Detection Method [15] combined with
NB or Perceptron.
The experiments was performed in the Massive Online Analysis
(MOA) tool [7], and the algorithms used their default value
conﬁguration in MOA. Thus, in FASE, the signiﬁcant level 1−λ
of HDDMA-test, for the warning status, was set to λ = 0.005;
and, for drift detection, to λ = 0.001. The number of base
classiﬁers was set to 10 in all the ensemble methods.
According to the results shown in Table 1, FASE outperformed
all other algorithms in predictive accuracy. It is also possible
to observe that HDDMA-test and DDM, which are single classi-
ﬁers, presented predictive performance similar to some ensem-
ble methods, such as OzaBag-HDDMA-test and OzaBagAD-
WIN, even overcoming the online bagging method (OzaBag).
The adaptive learners signiﬁcantly improve the accuracy of
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Figure 3: Predictive accuracy of the algorithms, using
NB, in the electricity market dataset.
FASE, specially when they are used as base classiﬁers. Figure
3 shows the predictive accuracy of the investigated algorithms,
using the NB classiﬁer, in the electricity market dataset.
The adaptive learners used by FASE replace a current learning
model by a new model when its accuracy drops signiﬁcantly. In
some situations, an outdated model trained with a larger num-
ber of examples can have a higher predictive accuracy than a
new model, trained with a smaller number of examples. In this
case, the adaptive learners of FASE can perform substitutions
that worsen accuracy instead. An additional method to com-
pare predictive accuracies before the model alternations can
solve the aforementioned problem. Additionally, Perceptron
generally does not learn the underlying concept as fast as NB,
causing the classiﬁer replacements to have the additional cost
related with a slow learning. This situation can be the cause
of the low predictive performance obtained by FASE, shown in
Table 2, for the Nursery dataset.
4. CONCLUSIONS
In this study we have presented a new algorithm able to learn
from non-stationary data streams, named FASE. FASE can
process stream data in constant time and space computational
complexity, and can learn with a single scan over the train-
ing data. The only parameters that need to be set for this
new algorithm are the conﬁdence level for the change detec-
tion mechanism, and the number of base classiﬁers.
This study presents the ﬁrst results of how the proposed algo-
rithm responds to concept drifts, testing FASE in various real-
world datasets and comparing it with some state-of-the-art en-
semble methods. The preliminary results show that FASE can
be an eﬃcient alternative for concept drift detection in data
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Algorithms Stats spam elec2 use1 use2 cov nurs
Number
of wins
FASE
x 92,03 85,25 76,93 74,00 88,10 93,22
6
std 6,35 6,40 10,65 11,25 7,55 6,07
OzaBag
x 90,44 74,26 62,87 71,93 60,55 84,12
0
std 10,97 14,63 23,92 11,43 21,76 14,18
OzaBag-ADWIN
x 90,53 78,91 64,07 72,33 83,06 90,15
0
std 10,84 12,13 20,50 11,38 11,94 9,41
OzaBag-HDDMA-test
x 91,33 83,78 74,20 70,87 86,21 92,52
0
std 6,64 7,31 11,98 13,11 8,55 6,56
HDDMA-test
x 90,67 85,09 75,20 71,00 87,44 92,51
0
std 9,26 6,32 11,20 12,84 7,97 6,48
DDM
x 89,50 82,70 73,73 72,93 88,03 91,72
0
std 13,82 8,69 12,26 11,68 8,35 7,09
NB
x 90,63 74,17 63,33 72,13 60,53 83,35
0
std 10,87 14,67 22,84 11,15 21,76 14,88
Table 1: Predictive performance of all algorithms, using NB as base classiﬁer.
Algorithms Stats spam elec2 use1 use2 cov nurs
Number
of wins
FASE
x 97,14 67,87 74,00 73,80 80,29 46,28
2
std 3,60 7,74 9,97 9,16 20,36 28,29
OzaBag
x 97,33 42,44 71,60 73,27 48,75 82,42
0
std 3,20 14,00 12,59 8,94 32,12 14,81
OzaBagADWIN
x 97,29 42,43 71,20 73,27 47,71 84,46
0
std 3,20 13,99 12,89 8,94 32,08 12,63
OzaBag-HDDMA-test
x 97,34 42,43 72,47 73,33 25,77 85,71
2
std 3,19 13,99 10,61 8,99 30,19 9,92
HDDMA-test
x 97,12 42,43 75,40 74,40 26,43 82,62
1
std 3,30 13,99 9,97 9,16 31,09 12,06
DDM
x 96,94 42,43 74,53 75,13 46,53 83,65
1
std 5,00 13,99 11,14 9,17 32,89 10,92
Perceptron
x 97,16 42,44 73,20 74,87 48,75 75,88
0
std 3,30 14,00 11,77 8,29 32,12 18,95
Table 2: Predictive performance of all algorithms, using Perceptron as base classiﬁer.
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streams.
We plan to continue with this research by performing a deeper
empirical study and following up analysis, considering other
learning algorithms, other datasets, and diﬀerent types of con-
cept drift (e.g., abrupt and gradual changes).
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