Abstract: This paper is devoted to the study of finite element approximations to parabolic optimal control problems with controls acting on a lower dimensional manifold. The manifold can be a point, a curve or a surface which may be independent of time or evolve in the time horizon, and is assumed to be strictly contained in the space domain. At first, we obtain the first order optimality conditions for the control problems and the corresponding regularity results. Then, for the control problems we consider the fully discrete finite element approximations based on the dG(0) scheme for time discretization and piecewise linear finite elements for space discretization, and variational discretization to the control variable. A priori error estimates are finally obtained for the fully discretised control problems and supported by numerical examples.
Introduction
The aim of this paper is to analyze the finite element approximations of parabolic optimal control problems with controls acting on a lower dimensional manifold. Let Ω T = Ω × I, Γ T = ∂Ω × I with time interval I = [0, T ], Ω is an open bounded domain in R n (n = 2 or 3) with boundary Γ = ∂Ω. We consider the following parabolic optimal control problems min u∈U ad J(y, u) = (Ω) and T > 0 are fixed. U is the control space which will be specified later. α > 0 is a regularization parameter and y d ∈ L 2 (I; L 2 (Ω)) is the desired state. The admissible control set U ad is of the following type:
U ad := u ∈ U : a u(x, t) b a.e. on γ(t), a.a. t ∈ I , (1.3) where a < b are constants or constant vectors depending on the dimension of the manifold γ(t).
Here we assume that γ(t) is a lower dimensional continuous manifold which is strictly contained in Ω for all t ∈ [0, T ]. δ γ(t) denotes the Dirac measure on γ(t). We stress that γ(t) can be a point, a curve if n 2 or even a surface if n = 3, it can be independent of time t or evolves in the time horizon. To ensure the well-posedness of the above optimal control problem and for the convenience of error estimates and numerical computation, we assume the following hypotheses throughout the paper for the lower dimensional manifold γ(t) according to [10] :
(A 1 ) γ(t) is a Lipschitz-continuous k-dimensional manifold in Ω with 0 k n−1 for all t ∈ [0, T ]; (A 2 ) The distance between γ(t) and ∂Ω is positive for all t ∈ [0, T ]; (A 3 ) The set {γ(t)} 0 t T is a time-continuous family of manifolds in the sense of Castro and Zuazua (see Definition 3.1 in [10] ). Furthermore, we assume that γ(t) is of class C 0 with respect to the time variable; (A 4 ) The k-dimensional Hausdorff measure of γ(t) ⊂ Ω in R n is finite for all t ∈ [0, T ], this means the measure of γ(t) is uniformly bounded in t ∈ [0, T ] in view of Definition 3.1 in [10] ; (A 5 ) When k = 0, γ(t) will reduce to a single point or a finite number of points for each t ∈ [0, T ]; when k = 1, γ(t) is either a C 2 -curve s.t. γ(t) ⊂ ∂D for some n-dimensional C 2 -domain D ⊂⊂ Ω or Lipschitz s.t. γ(t) ⊂ ∂D for some 2-dimensional Lipschitz domain D ⊂⊂ Ω in the case that n = 2 for each t ∈ [0, T ]; when k = 2, γ(t) is either a C 2 -surface s.t. γ(t) ⊂ ∂D for some 3-dimensional C 2 -domain D ⊂⊂ Ω or Lipschitz s.t. γ(t) ⊂ ∂D for some 3-dimensional Lipschitz domain D ⊂⊂ Ω for each t ∈ [0, T ].
The motivation to consider optimal control problems with controls acting on a lower dimensional manifold comes from the fact that, the support of the controls needs to be very small compared to the total size of the domain Ω if we are restricted by the cost of controls. So it would be a good choice to consider the control to be located in such lower dimensional manifolds. There seems to be only few contributions in the literature focusing on this subject, and most of results are concentrated on the case that controls act on the whole domain Ω (see [40, 41] ), or at least on a subdomain ω ⊂ Ω ( [35, 36] ), or on the boundary of the domain Ω (see, e.g., [9, 20] ). Only few papers can be found to our knowledge, among them we should mention the work of Castro and Zuazua who considered the approximate controllability of the heat equation with controls acting on an oscillating lower dimensional manifold in [10] , and the work [27] of Khapalov who considered the controllability of the semilinear parabolic equation. Nguyen and Raymond also considered the control localized on thin structures for semilinear parabolic and convection-diffusion equations in [42] and [43] .
In the past decades, numerical methods for optimal control problems attracted a lot of attentions from the fields of both control theory and numerical analysis. Among these numerical methods finite element plays an increasing role in the numerical analysis of optimal control problems governed by partial differential equations. The earliest work can be traced back to Falk in [16] , since then a lot of achievements have been made in the aspect of a priori and a posteriori error estimates (see, e.g., [29, 35, 36, 37, 38, 39, 40, 41, 44, 48] ). We refer to monographs [37] and [25] for recent developments.
For optimal control problems with controls acting on the boundary of the domain, Dirichlet and Neumann boundary control problems have been studied extensively, see for example [9] , [22] and [25] for elliptic case and [20] for parabolic case and the references therein. In [21] the authors studied the finite element approximations to elliptic control problems with controls acting on a lower dimensional manifold, here we would like to generalise the results to parabolic case where the manifold may evolve in the time horizon. As a special case, Gong, Hinze and Zhou studied in [19] the finite element approximations to pointwise control of parabolic equations with control acting on finitely many spatial points which are independent of the time, the error estimates presented there are subsequently improved by Leykekhman and Vexler in [30] for two dimensional case. For optimal controls with compact support and sparsity we should mention the work of Kunisch and coauthors, who studied in [7] , [8] and [28] the elliptic and parabolic optimal control problems in measure space.
In this paper we intend to consider the finite element approximations to parabolic optimal control problems with controls acting on a lower dimensional manifold. The manifold can be independent of time or evolve in the time horizon. The results of this paper cover the pointwise control of parabolic equations as a special case, and thus form a general framework. The controls for traditional control problems studied in the literature act on a subdomain of Ω, thus the error estimates involve only global errors. For the control problems acting on lower dimensional manifold, one needs to rely on some local error estimates to derive improved error estimates compared to traditional techniques (see [30] ). As indicated in [21] , when the dimension of manifold γ(t) is one order lower than that of Ω, we are able to derive optimal a priori error estimates up to a logarithmic factor. Otherwise, we derive a priori error estimates for the control with reasonable reduced order. In this paper, we derive a priori error estimates for the optimal control problems in both two and three dimensions, but only optimal error estimates are obtained in two dimension following the idea of [30] . The main results of this paper are summarised as follows. In the case n = 2 and k = 0 or 1, the optimal error estimate √ α u − u hτ U C| log h|
holds for all 0 < h < h 0 with some 0 < h 0 < 1. Moreover, we have the suboptimal error estimates
under the coupling τ = O(h 2 ). We also present some two and three dimensional numerical experiments to support our theoretical results.
The structure of this paper is as follows. At first, in Section 2 we analyse the well-posedness of the state equation in order to obtain the first order optimality conditions for the control problems and the corresponding regularity results. Then, we consider in Section 3 the fully discrete finite element approximations to the state equation based on dG(0) scheme for time discretization and piecewise linear finite elements for space discretization. A priori error estimates for the state approximation is also derived. For the fully discretised control problems we use variational discretization to the control variable and finally derive a priori error estimates in Section 4. The last section is devoted to numerical experiments.
2. Theoretical analysis for the optimal control problems 2.1. Notations. Assume that Ω ⊂ R n , n = 2 or 3 is a convex polygonal or polyhedral domain, or domain with a C 1,1 boundary. We denote by W m,p (Ω) the usual Sobolev space of order m 0, 1 p < ∞ with norm · m,p,Ω and seminorm | · | m,p,Ω , and the standard modification for p = ∞. For p = 2 we denote W m,p (Ω) by H m (Ω) and · m,Ω = · m,2,Ω , which is a Hilbert space. Note that
, the interval I ⊂ R and the Banach space A with norm · A , we denote by L p (I; A) the set of measurable functions y :
We denote the
respectively. In addition, c and C denote generic positive constants.
We next assume that the control u(x, t) (or
where · R m denotes the Euclidean norm in R m . From now on, we denote the control space
with (·, ·) U the inner-product between U and its dual space.
Analysis of the state
, we assume that ψ is the solution of following backward in time parabolic problems:
Then the following standard stability estimates can be found in, e.g. [ 
and
Now we will argue the existence and uniqueness of solution to the state equation (1.2) . To begin with, we introduce the notations given in [10] , i.e.,
(Ω), if n − k > 1 and H i , with i = 0, 2, stands for the dual space of H i . We can verify that the righthand side of (1.2) satisfies
where ·, · I denote the duality pairing between L 2 (I; H 2 ) and its dual space. Note that
We can conclude that
where we used the well-known embedding theorem
, if n = 2, 3 and the trace theorem
(Ω) for n = 2, 3 and n − k = 1. This implies that 
where ψ ∈ L 2 (I; H 2 ) is the unique solution of problem (2.1) with right hand side f ∈ L 2 (I; H 0 ). From (2.4) and the standard argument involving the Lax-Milgram theorem we can prove that equation (1.2) has a unique solution y ∈ L 2 (I; H 0 ) in the sense of (2.5). Now we collect the regularity of solution to equation (1.2) under different cases in the following theorem.
is the very weak solution of the state equation (1.2) defined by (2.5). Then it holds that
Proof. We show the regularity from several cases. Case 1: k = 0 and n = 2, 3 For each s ∈ (1, n n−1 ), we let s > n be its conjugate number, i.e., (Ω) → C(Ω). By this, we can use the same argument showing (2.4) to verify that u(x, t)δ γ(t) can be identified as an element of L 2 (I;
n n−1 ); see [26] for details on the choice of s 0 . By using the result on maximal parabolic regularity (see [14] and [30] 
(Ω)), (2.6) where ·, · I denotes the duality pairing between L 2 (I; W −1,s 0
(Ω)) and L 2 (I; W (Ω)). By slightly abusing the notation, we do not distinguish ·, · I in different duality pairings in this paper if no confusion is involved.
Case 2: k = 1 and n = 3 By using the similar argument as in Case 1, we can prove that in this case y ∈ L 2 (I; W
2 ). However, here we will derive higher regularity. By the assumption (A 5 ), γ(t) ⊂ ∂D for some 3- (Ω) to L q (γ(t)), when 2 < σ q < σ 3−σ = σ 2σ−3 , where 2 < σ < 3 is the conjugate number of σ. Hence
From this, we can use the same way used in Case 1 to get that y ∈ L 2 (I;
for all s ∈ (1, 
. By the result on maximal parabolic regularity theory (see [14] ) one can deduce that y ∈ L 2 (I;
2.3. Analysis of the optimal control problems. We denote the control-to-state mapping of the state equation by y := Su. Then problem (1.1) can be reduced to the optimization problem:
Since U ad is bounded, convex and S is affine linear, by the standard argument ([33, Ch.2, Sec.1.2]) we can prove that the problem (2.10) admits a unique solution u ∈ U ad . Moreover, there exists an adjoint state z ∈ L 2 (I; H 1 0 (Ω)) such that the following first order optimality condition holds:
or more precisely,
Here z| γ denotes the restriction of z on the manifold γ. We say that (y, u, z) is the solution to the problem (2.10) when (y, u) is the optimal pair and z is the corresponding adjoint state.
The precise regularity of the solutions to the problem (2.10) are collected in the following theorem.
(Ω)) be the solution to the problem (2.10). Assume that y 0 ∈ H 1 0 (Ω). Then the following regularity results hold:
Proof. The desired regularity for y has been proved in Theorem 2.2. Since Ω is convex and
, the restriction of z on the manifold γ(t) is well defined. From this and (2.12), the control u can be represented via the adjoint state z by
, when k = 0; (2.13)
where P U ad is the orthogonal projection onto
Note, that when k 1 and
. Thus, we can conclude from the embedding theorem that y ∈ L 2 (I; L ∞ (Ω)) when n = 2, and y ∈ L 2 (I; L q (Ω)) for any q ∈ [1, ∞) as → 0 when n = 3.
In the case when k = 0 and n = 2 or 3, the solution y of problem (
n n−1 ), thus from the embedding theorem we have y ∈ L 2 (I; L q (Ω)) for q = ns n−s , which means q < +∞ when n = 2 and q < 3 when n = 3.
In the case when k = 1 and n = 3, we have y ∈ L 2 (I; W 1,σ 0 (Ω)) for any σ ∈ [1, 2). Then it follows by the well-known embedding theorem that
holds for any 2 q < ∞.
3.
Error estimates for fully discrete finite element approximations of the state equation 3.1. Finite element spaces. Let us now consider the finite element approximations to the state equation (1.2) . To this aim, we consider a family of triangulation T h of Ω, such that Ω = e∈T h e. We suppose that Ω is the union of the elements of T h so that element edges lying on the boundary may be curved if Ω has curved boundary. This triangulation is supposed to be shape regular in the usual sense (see [12] ). For each element e ∈ T h we associate two parameters ρ(e) and σ(e), where ρ(e) denotes the diameter of the element e and σ(e) is the supremum of the diameters of all circles contained in e. Define the size of the mesh by h = max e∈T h ρ(e). We suppose that the following regularity assumptions are satisfied: There exists a positive constant C such that
hold for all e ∈ T h and all h > 0. Here we consider only n-simplex elements, as they are among the most widely used ones. Associated with T h is a finite dimensional subspace V h of C(Ω), such that χ| e is linear for ∀ χ ∈ V h and e ∈ T h . We also set 
Let π h : C(Ω) → V h denote the standard Lagrange interpolation operator, then interpolation error estimate implies that for y ∈ W 2,q (Ω), y − π h y 0,q,Ω + h y − π h y 1,q,Ω Ch 2 y 2,q,Ω (3.6) and
Then we have the following error estimates (see, e.g., [4, Sec.5.4, 5.8]):
Moreover, we have (see [3] , [12, p. 168 ] and the references cited therein)
3.2. Fully discrete finite element approximations to parabolic equations. The semidiscrete finite element approximation to the state equation
with y h (0) = P h y 0 the L 2 -projection of y 0 . We next consider the fully discrete approximations to the state equation (1.2) by using the piecewise constant discontinuous Galerkin method (dG(0) for short, see [41] and [47] ). We consider a partitioning of the time interval I = [0, T ] as
We assume that the time partitioning is quasi-uniform, i.e., there exists positive constant c such that τ cτ i holds for each i = 1, 2, · · · , N . For simplicity we consider the same finite element space on each time step.
We set
τ is a piecewise constant polynomial with respect to time. To introduce the fully discretization we define the bilinear form
(Ω)), and
vdt. Combining with the spatial interpolation operator π h we can define the space-time projection operator π hτ :
At first, we consider the fully discrete finite element approximation of the backward parabolic equation (2.1). The discrete approximation can be stated as: Find ψ hτ ∈ V h,τ such that
Since ψ hτ is the standard fully discrete finite element approximation of ψ, the following a priori error estimates can be found in the literature. Lemma 3.1. Assume that ψ and ψ hτ are the solutions of problems (2.1) and (3.14), respectively. Then there holds
Moreover, the following global pointwise in space error estimate
holds for n = 2 and ∀1 q ∞.
Proof. The proof of (3.15) is quite standard and can be found in many papers, e.g., [17] , the proof of (3.16) in 2D is given in Theorem 3.1 of [30] .
As a consequence, we can derive the corresponding error estimate on the manifold γ(t) from Lemma 3.1 and the trace theorem.
(Ω)) be the solution of problem (2.1), and ψ hτ ∈ V h,τ be the solution of problem (3.14)). Then we have
Proof. It follows from [11, eq. (4.11) 
This combining with (3.15) and the trace theorem ([4, Theorem 1.6.6]) gives
which gives the result.
Since the manifold γ(t) is strictly contained in Ω for all t ∈ [0, T ], there exists a subdomain Ω 0 ⊂⊂ Ω such that γ(t) ⊂ Ω 0 for each t ∈ [0, T ]. Moreover, there exists another subdomain Ω 1 such that Ω 0 ⊂⊂ Ω 1 ⊂⊂ Ω. For the following purpose we need to derive a local maximum norm error estimate on subdomain Ω 0 . Lemma 3.3. Let n = 2. Assume that ψ and ψ hτ are the solutions of problems (2.1) and (3.14), respectively. Then there holds
for all 0 < h < h 0 with some fixed 0 < h 0 < 1.
Proof. The proof follows the approaches of [45] and [30] . Let x 0 ∈Ω 0 and D 0 ⊂⊂ Ω 1 be a sphere with center at x 0 and diameter l, the diameter l is chosen as large as possible such that the sphere D 1 with center at x 0 and diameter 2l satisfies D 1 ⊂ Ω 1 . In the following we may not trace the dependence of constant C on l. Let ω be a smooth cut-off function which is 1 in D 0 and compactly supported in Ω 1 such that ω W j,∞ (Ω1) Cl −j , 0 j 2. Such functions can be constructed by the standard mollifier and are extensively used for local estimates (see [30, 45] and the references cited therein). We setψ = ωψ and letψ hτ ∈ V h,τ satisfy
which means thatψ hτ is the fully discrete finite element approximation ofψ. Then we have
From the global maximum norm error estimate (3.16) we have
Note thatψ hτ − ψ hτ satisfies the interior equation
where V h,τ (D 0 ) is the subspace of V h,τ which contains functions vanishing outside of D 0 . It has been proved in [30, P. 2813 ] that
provided that h < cl for 2D case. Applying the triangle inequality we can derive
Combining above estimates and using (3.16) again we arrive at
Combining (3.20) and (3.25) we have
holds for all 0 < h < h 0 with some fixed 0 < h 0 < 1 depending on l. Let x 0 ∈Ω 0 be such that
By replacing ψ and ψ hτ in (3.26) by ψ − v hτ and ψ hτ − v hτ for any v hτ ∈ V h,τ , we complete the proof.
3.3.
Fully discrete finite element approximations to the state equation. The fully discrete finite element approximation based on dG(0) scheme for time discretisation and continuous, piecewise linear finite element method for spatial discretisation to the state equation (1.2) reads: Find y hτ ∈ V h,τ such that
Note that on each time interval I i , the solution y
(3.28)
Here
If γ(t) is a k−dimensional moving manifold with n − k > 1, then we need to estimate the error between continuous and discrete problem carefully. In [18] the author derived a priori error estimate for parabolic equation with measure data in space where the measure data is independent of the time, which covers the cases in this paper of n − k > 1 and γ(t) being independent of time.
Here we extend the results of [18] to problems with time-dependent space measures and derive a priori error estimates with variable time steps and separated spatial and time discretisation errors although the proof is very similar. We note that the error estimates for this kind of problems are of independent interest for, e.g., the identification of moving pointwise source of parabolic equations and other related topics (see [2] and [32] ). We mention that the error estimates for the elliptic equation with measure data were derived in [5] .
Now we are in a position to estimate the error between the solutions of problem (1.2) and (3.28) in the case n − k > 1. For compactness we will include the proof of this theorem in the Appendix.
) be the solution of problem (1.2), and y hτ ∈ V h,τ be the solution of problem (3.27)). Then it holds that
when k = 0 and n = 2 or 3. Furthermore, when n = 3 and k = 1, it holds that
for each σ ∈ ( 3 2 , 2). As indicated in [30] , one can obtain improved error estimates for the optimal control in two dimension by exploiting higher order convergence of the state under norm L 2 (I; [19] . For the purpose of deriving optimal a priori error estimate we need to obtain a sharper error estimate for the state approximation under a weaker norm L 2 (I; L 1 (Ω)) in two dimension, which goes back to the idea of [30] .
Theorem 3.5. Assume that γ(t) consists of m points (k = 0) which are strictly contained in Ω with n = 2. Let the assumptions in Theorem 3.4 be valid. Let y ∈ L 2 (I; L 2 (Ω)) be the solution of problem (1.2), and y hτ be the solution of problem (3.27)). Then it holds that
C| log h|
for all 0 < h < h 0 with some 0 < h 0 < 1.
Proof. To begin with we use duality argument following [30] . Let ψ be the solution of the backward parabolic equation (2.1) with right hand side f (x, t) = sign(e(x, t)) e(·, t) L 1 (Ω) , where e(x, t) = y − y hτ . The corresponding fully discrete finite element approximation ψ hτ ∈ V h,τ of ψ is defined by (3.14). Thus, we have the Galerkin orthogonality
Using the Galerkin orthogonal properties of y − y hτ and ψ − ψ hτ we can derive
From the local maximum norm error estimate (3.19) in Lemma 3.3 we are able to obtain
, then we can conclude from Lemma 2.2 in [30] that for any subdomain
Taking v hτ = π hτ ψ in (3.34) we now estimate the right hand side terms one by one. From the triangle inequality, the interpolation error estimate, the inverse inequality and proceed as in the proof of (A.12) we have
For the second term we have
For the third term we conclude from (3.15) that
Collecting (3.34)-(3.38) we obtain
Setting q = | log h| we complete the proof.
Note that if γ(t) is a k−dimensional moving manifold with k 1 and n − k = 1, then we can derive from Theorem 2.3 that y ∈ L 2 (I;
(Ω)). Thus, we can derive the following a priori error estimate.
Theorem 3.6. Assume that γ(t) is a k−dimensional manifold with
(Ω)) be the solution of problem (1.2) for any > 0, and y hτ ∈ V h,τ be the solution of problem (3.27). Then it holds that
Proof. To prove this theorem we use the similar approach as in the proof of Theorem 3.4. At first we derive the stability estimate for numerical scheme (3.28) in case that n − k = 1.
Let y i hτ ∈ V h 0 , i = 1, 2, · · · , N be the solutions of fully discrete scheme (3.28). Then there exists a constant C independent of h, τ and the data u such that
The proof is a slight modification of the proof in [18] , see also (A.1)-(A.2). In fact, let w h = τ i (y 
) . This gives the results.
Let ψ be the solution of problem (2.1) with f ∈ L 2 (I; L 2 (Ω)). Note that ψ = 0 on ∂Ω, ψ N = ψ(T ) = 0, it follows from (2.8) and (A.8) that
From (3.10) it is obvious that
Now it remains to estimate G 1 and G 2 . We can deduce from the trace theorem ([4, Theorem 1.6.6]) that
Moreover, we can conclude from (A.12) that (see [8] )
Similar to (A.12), by using the inverse estimate we can prove
The triangle inequality together with (3.44)-(3.47) implies
The Cauchy-Schwarz inequality, the stability (3.41) and the standard error estimate yield (see [18] ) 
which completes the proof of (3.40).
Error estimates for the optimal control problems
In this section we consider the fully discrete finite element approximations to the optimal control problems. As presented in the above section, for the discretisation of the state equation we use piecewise linear continuous finite elements for spatial discretisation and dG(0) scheme for time discretisation. For the discretisation of the control variable we adopt the variational discretisation approach proposed by Hinze in [24] . Due to the fact that γ(t) may evolve in the time horizon, we do not require that T h restricted to γ(t) gives a triangulation of γ(t). We consider the "discretethen-optimize" approach to discretize the optimal control problems, which means the discretised optimality conditions are derived from the finite dimensional optimisation problems.
In addition, we restrict our study to the case that γ(t) at each t is one of the following objects: a combination of some points; an interval in case n = 3; a polygonal line in case n = 2; and a polyhedral plane. The studies on the cases where γ(t) on some t is a curve or a surface will be very similar to the above case with some technical modifications. Therefore, we omit the latter case and refer the reader to paper [21] for the details of curved cases.
The discrete optimal control problems now reads
subject to A(y hτ , w hτ ) = u hτ δ γ(t) , w hτ I + (y 0 , w
We can prove by standard arguments ([33, Ch.2, Sec.1.2]) that the above optimisation problems admit a unique solution u hτ ∈ U ad . Moreover, (y hτ , u hτ ) ∈ V h,τ × U ad is the solution of problem (4.1)-(4.2) if and only if there exists an adjoint state z hτ ∈ V h,τ such that the triplet (y hτ , u hτ , z hτ ) satisfies the following first order optimality conditions:
We say that (y hτ , u hτ , z hτ ) is the solution to the problem (4.1)-(4.2) if (y hτ , u hτ ) is the optimal pair to this problem and z hτ is the adjoint state corresponding to this pair. Furthermore, analogue to (2.13)-(2.14) the control u hτ can be represented by the discrete adjoint state z hτ on each time interval I i as
, when k = 0;
Now we are in the position to derive a priori error estimates for the fully discrete finite element approximation to the optimal control problems. At first, we consider the case k 1 and n − k = 1. 
2 (I; L ∞ (Ω)), k = 1 and n = 2, the optimal error estimate
holds for all 0 < h < h 0 with some 0 < h 0 < 1.
Proof. It follows from the continuous and discrete optimality conditions that
Choosing v = u hτ in (4.6) and v = u in (4.7), and adding the two inequalities yields
where z hτ (y) ∈ V h,τ solves the following auxiliary problem
where y hτ (u) ∈ V h,τ is the solution of the following problem:
Making use of the Young's inequality in (4.8) and (4.10) we obtain
From Theorem 3.6 we have
If we estimate z −z hτ (y) L 2 (I;L 2 (γ(t))) by (3.17) we can obtain (4.4) under the coupling τ = O(h 2 ). Now we prove (4.5) in the case k = 1 and n = 2. To begin with, we introduce the following auxiliary problems: Find z hτ (u) ∈ V h,τ such that
From (4.3), (4.11) and (4.14) we can conclude that
It follows from (4.8) that
Then by (4.16), (4.15) and the Young's inequality, we see that
Moreover, from the embedding theorem we have y ∈ L 2 (I; L ∞ (Ω)) when n = 2. If we assume in addition that y d ∈ L 2 (I; L ∞ (Ω)), then for any subdomain Ω 0 ⊂⊂ Ω we can conclude from Lemma 2.2 in [30] 
) for any 2 q < ∞. Then from Lemma 3.3 and proceeding as in the estimate of (3.34) we can derive
. Let φ be the solution of the following problem
Note that z hτ (u) − z hτ (y) ∈ V h,τ satisfies the following equation
Let φ hτ ∈ V h,τ be the fully discrete finite element approximation of φ. Then we can derive from the orthogonality and (4.21) that
It follows from Theorem 3.6 that
) be the solution of problem (2.1) with right hand side φ. Note that from the embedding theorem we have
Let ψ hτ ∈ V h,τ be the finite element approximation of ψ. Then from orthogonality of A we have
Similar to the proof of Lemma 3.3 and Theorem 3.5, we are led to (y hτ (u) − y, φ) I C| log h|
by setting q = | log h|. Combining (4.23) and (4.26) one can deduce that
Collecting (4.17), (4.18) and (4.27) we can prove
which completes the proof.
Then, we consider the case n − k > 1. To derive an optimal error estimate in two dimension we follow the idea of [30] .
(Ω)) and (y hτ , u hτ , z hτ ) × V h,τ × U ad × V h,τ be the solutions of the continuous and discrete optimal control problems (2.10)-(2.12) and (4.3), respectively. Assume that τ = O(h 2 ). Then the following statements stand: (i) When k = 0, the suboptimal error estimate
holds. If it is further assumed that y d ∈ L 2 (I; L ∞ (Ω)) and n = 2, the optimal error estimate √ α u − u hτ U C| log h|
(ii) When k = 1 and n = 3, the suboptimal error estimate
Proof. The estimates of (4.29) and (4.31) follow the similar idea of [19] by using L 2 (I; L 2 (Ω))-error of the state y and the L 2 (I; L ∞ (Ω))-error of the adjoint state z. Now we prove (4.30). Similar to the proof of (4.8) we get
Then from (4.15) and the Young's inequality we arrive at
Using the coercivity property of A(·, ·) and the inverse estimate we are led to
From the inverse estimate again we can obtain
From (4.33) and (4.35) we have
As indicated in Section 2 we have z ∈ L 2 (I; W 2,q (Ω 0 )) ∩ H 1 (I; L q (Ω 0 )) for any q n n−s . Then applying the local maximum norm error estimate (3.19) and proceeding as in the estimate of (3.34) we obtain
Specifically, we can set q = | log h| in (4.37). Then we are able to derive
Combining (4.36)-(4.37) and Theorem 3.5 and considering (3.5) we arrive at
This completes the proof. Remark 4.3. A number of remarks for the error estimates derived in Theorems 4.1 and 4.2 are in order. Firstly, compared to [19] we are able to derive an optimal error estimate for the optimal control in two dimension, but the estimate for the state in (4.4), (4.29) and (4.31) are sharp due to the limited regularity of the state. Secondly, in present paper we only derived optimal error estimates for the optimal control in two dimension following the idea of [30] , although in [21] we studied the finite element approximations of elliptic optimal control problems with controls acting on a lower dimensional manifold and derived optimal error estimates for the optimal control in both two-and three dimensions. This is caused by the lack of a maximum norm error estimates for parabolic equation in three dimension (see Lemma 3.3) as proved in [30] for two dimensional case. Thirdly, we expect the optimal orders of convergence O(h + τ 1 2 ) when k = 0 and n = 3, and O(h 2 + τ ) when k = 1 and n = 3 hold for three dimensional problems but it still needs a rigorous proof. Due to this reason the improved error estimates for the optimal control in three dimension may be postponed to a future work.
Numerical Examples
In this section we will carry out some numerical experiments to support our theoretical findings. For the computation the software package AFEPack ( [31] ) has been used. To validate the estimates developed in the previous section, we may show the convergence order by separating the discretization errors in space and time.
Pointwise control problems for parabolic equations can be viewed as a special case of controls acting on a lower dimensional manifold. In [19] the authors presented some numerical examples for pointwise control problems where the spatial point is independent of time. In the following we will consider the case that the lower dimensional manifold may move around in the space domain as time evolves. In the numerical experiments we may illustrate the convergence orders with respect to the spatial and time discretizations separately by setting h and τ small enough respectively, although some a priori error estimates are derived with coupling τ = O(h 2 ). The numerical tests indicate that such a coupling of τ and h seems not to be needed. We expect that an according analysis is possible with adapting the techniques of [40] and [41] to the present setting.
Example 5.1. In the first example we consider the case n = 2 and k = 0 with γ a moving point contained in Ω.
We take the exact solutions as
with corresponding f and y d .
We show in Table 1 the convergence oder for the L 2 -norms of the control, state and adjoint state. The time step is set to be O(h 2 ). We can observe second order convergence for the optimal control which confirms our theoretical results. However, only first order convergence can be observed for the L 2 -norm of the state, which is caused by the low regularity of the state equation due to the Dirac measure. In Figure 1 we present the computed state y hτ at different times on fine mesh with 66049 Dofs and 256 time steps for Example 5.1. We can see that the Dirac measure can be exactly captured by the profiles of the state. In the second example we have no explicit solutions for the optimal control, state and adjoint state. We compute the solutions on fine mesh with 263169 Dofs and 256 time steps as referee solutions to calculate the convergence order. At first we consider the behavior of the errors for a sequence of discretizations with different mesh sizes and fixed 256 time steps. Then we show the behavior of the errors for different time steps but a fixed spatial triangulation with 263169 Dofs. From Table 2 and 3 we can observe second order convergence of the optimal control for the spatial discretisation and first order convergence of both the optimal control and state for the temporal discretisation, which are the optimal convergence rates for the linear finite element spatial discretizations and dG(0) time discretisation scheme. However, the convergence order of the state y for spatial discretisation is nearly only 1.7, which is reasonable because of the limited regularity due to the linear measure. In Figure 2 we present the computed state y hτ at different times on fine mesh with 263169 Dofs and 64 time steps for Example 5.2 and we can observe the solution changes as the line measure evolves. 2 ) order of convergence for the optimal control which implies that our error estimates in 3D can be improved. However, only O(h 1 2 ) order of convergence can be observed for the L 2 -norm of the state, which is caused by the low regularity of the state equation due to the Dirac measure and is in agreement with our theoretical results. We note that the convergence order for the control is higher than the one O(h) we expect, see Remark 4.3. We think the exact solution is too regular so that the superconvergence phenomena may happen.
Appendix A. Proof of Theorem 3.4
Proof of Theorem 3.4. We use duality argument to prove this theorem. The proof of this theorem follows the idea of [18] , see also [8] .
At first we derive the following stability estimates for numerical scheme (3.28) . Let y i hτ ∈ V h 0 , i = 1, 2, · · · , N be the solutions of fully discrete scheme (3.28) . Then there exists a constant C independent of h, τ and the data u such that 
and for k = 1 and n = 3 that (Ω) Now it remains to estimate E 1 and E 2 . At first we consider the case k = 0 and n = 2 or 3. We can deduce that
u(γ j (t), t)(ψ − π τ R h ψ)(γ j (t), t) dt Moreover, from the inverse inequality we have (see [8] )
The triangle inequality together with Lemma 2.1 implies
The Cauchy-Schwarz inequality, the stability (A.1) and the standard error estimate yield (see [18] ) which completes the proof of (3.29). Then we consider the case when k = 1 and n = 3. We can deduce from the trace inequality (2.7) that
u(x, t)(ψ − π τ R h ψ)(x, t)dx dt C u L 2 (I;L 2 (γ(t))) ψ − π τ R h ψ L 2 (I;L 2 (γ(t))) C u L 2 (I;L 2 (γ(t))) ψ − π τ R h ψ L 2 (I;W The triangle inequality together with Lemma 2.1 gives
The Cauchy-Schwarz inequality, the stability (A.2) and the standard error estimate yield (see [18] ) 
