Abstract. Two discrete-time orthogonal spline collocation schemes are formulated and analyzed for solving the linear time-dependent Schr odinger equation in two space variables. These are CrankNicolson and alternating direction implicit (ADI) schemes employing C 1 piecewise polynomial spaces of arbitrary degree 3 in each space variable. The stability of the schemes is examined and optimal order a priori L 2 -and H 1 -error estimates at each time step are derived. Parallel implementation of the ADI scheme is discussed.
computations (see, for example, 14, 29, 32, 38] ).
In where = (0; 1) (0; 1), @ denotes the boundary of , i 2 = ?1, is the Laplacian and = (x; y; t), the potential, is a prescribed, real function, while , 0 and f are complex-valued. This type of problem arises in many disciplines, such as quantum mechanics, underwater acoustics, plasma physics and seismology. Usually f = 0 in quantum mechanics.
We write ; f and 0 as 1 + i 2 , f 1 + if 2 and 0 1 + i 0 2 , respectively. Taking real and imaginary parts of (1.1) then yields Hence, (1.2), and thus (1.1), is not parabolic but a Schr odinger-type system of partial di erential equations 31] .
A nite di erence Crank-Nicolson scheme was given in 33] for the numerical solution of the Schr odinger equation of quantum mechanics in the case of the interaction of a hydrogen molecule with a hydrogen atom. A nite di erence ADI scheme was discussed in 16] for the case when = 0 and f = 0, and an error estimate of second order accuracy both in time and space was derived in a discrete norm. Some stable nite di erence methods were formulated in 23] for a fourth-order parabolic partial di erential equation which can be written as a Schr odinger-type system, while Galerkin methods for similar problems in two space variables were analyzed in 22].
In 38], some numerical techniques for solving the Schr odinger equation in one and two space dimensions were investigated and compared, and parallel implementations on a Hypercube multiprocessor were discussed. Some continuous-time and discretetime methods using Galerkin approximations in space were considered and analyzed in 2, 3, 30] for nonlinear Schr odinger equations. Recently, the continuous-time OSC method was examined in 37] for nonlinear Schr odinger equations in one space variable and an optimal order L 2 -error estimate was derived.
In this paper, we use OSC with C 1 piecewise polynomials of arbitrary degree r 3 in each space variable for the spatial discretization of (1.2). The resulting system of ordinary di erential equations in the time variable is discretized using procedures the trapezoidal rule to produce the Crank-Nicolson OSC scheme, which is then perturbed to obtain the ADI OSC scheme. We examine the stability of these schemes and derive optimal order a priori error estimates in both the H 1 -norm and the L 2 -norm at each time step. The approach that we employ for the convergence analysis of the schemes is based on using, as a comparison function, a projection of the exact solution into a space of C 1 piecewise polynomials of degree r in each space variable. This is a key element in the analysis, especially in the derivation of the optimal order L 2 -error estimates.
The remainder of this paper is organized as follows. In x2, we introduce some notation and basic lemmas. The comparison function is de ned and its approximation properties are derived in x3. Sections 4 and 5 are devoted to the formulation and analyses of the Crank-Nicolson and ADI OSC schemes for (1.2). Stability results and optimal order L 2 -and H 1 -error estimates at each time step are derived. We discuss parallel implementation issues of the ADI method in x6.
2. Preliminaries. 2.1. Notation. Set I = (0; 1), and let x = fx i g N x i=0 and y = fy j g N y j=0 be two partitions of I such that 0 = x 0 < x 1 < < x N x ?1 < x N x = 1; 0 = y 0 < y 1 < < y N y ?1 < y N y = 1: Assume that the partition = x y of is quasi-uniform. Let be the sets of Gauss points in the x-and y-directions, respectively, where x i;k = x i?1 + h x i k ; y j;l = y j?1 + h y j l ;
for 1 i N x ; 1 j N y ; 1 k; l r ? 1 In the remainder of the paper, H k ( ) is also meant in the piecewise sense, in which case
We use C to denote a generic positive constant that is independent of h and . where P denotes the set of polynomials in one or two variables depending on the context. We also require several preliminary results which we present in the following lemmas. The Crank-Nicolson scheme is described as follows. Find fu n h g J n=0 M 0 r such that, for n = 0; 1; ; J ? 1, where J n+ 1 2 i;u ( ) = J i;u ( ; t n+ 1 2 ), 1 i 4, and, for 2 t T ? 2 , J 1;u ( ; t) = @ t u( ; t) ? u t ( ; t ? 2 ); J 2;u ( ; t) = (u ? u P ) t ( ; t ? 2 ); (4.6) J 3;u ( ; t) = S (? + )(u ? u)]( ; t); J 4;u ( ; t) = S (u ? u P )]( ; t): where we have used (2.14) and the boundedness of in the rst step, and (2.29) and the Sobolev embedding theorem in the second step. Finally, by (2.14), the boundedness of , and (3.4) with k = l = 0, we have
By Lemma 4.1, it is easy to derive the following two bounds on the truncation error which we need in the L 2 -error and H 1 -error analyses, respectively. Proof. This follows from (4.5), (4.6), (4.7){(4.10) with t = t n+ 1 2 , and the inequality
(4.13)
In the H 1 -error analysis, we also need the following bound on the time di erence of the truncation error in the discrete norm. Lemma By di erentiating (4.6) with respect to t, we have @ t J i;u ( ; t) = J i;@ t u ( ; t); i = 1; 2; (4.16) @ t J i;u ( ; t) = J i;@ t u ( ; t) + J i;u ( ; t); i = 3; 4; where J 3;u ( ; t) = S @ t (u ? u)]( ; t); J 4;u ( ; t) = S @ t (u ? u P )]( ; t); for 2 t T ? 2 . By a similar argument to that used in the derivation of (4.9) and using the boundedness of @ t , we have Combining the truncation error and the stability result, we obtain the following convergence result for the Crank-Nicolson OSC scheme (4.1), which shows that the L 2 -error at each time step is of optimal order, namely O( 2 + h r+1 ). This combined with (4.11) and (4.26) leads to (4.25) on using the triangle inequality.
Next we estimate the H 1 -error of the Crank-Nicolson OSC scheme (4.1). To this end, we derive the following H 1 -stability result. Proof. Taking the inner product of (4.20) with 2 Sv n t and using (2.15) with # = 1 and (2.14), we obtain D ? + n+ 1 Proof. It follows from (3.3) with m = 1 and k = 0 that ku n ? u n P k H 1 Ch r kuk L 1 (H r+2 ) ; n = 0; 1; ; J: This combined with (4.12), (4.14) and (4.36) yields (4.35) on using the triangle inequality. 1 2 i , where i = 1; 2, and n = 0; 1; ; J ? 1, be the di erential operators L i given by (5.1) with t = t n+ 1 2 .
Now we formulate the ADI OSC scheme as follows. Find fu n h g J n=0 M 0 r such that, for n = 0; 1; ; J ? 1 This combined with (3.4) with k = 1, l 1 = 2i and l 2 = 2j, and the fact that r 3 leads to (5.11).
Now we derive the following two bounds on the truncation error T n+ 1 2 u and on its time di erence (T u ) n? 1 2 t , which are counterparts of (4.12) and (4.14), respectively. 
Proof. The bound (5.12) follows from (5.8), (4.12), (5.10) and (5.11) with t = t n+ 1 2 , and (4.13). Lemma Proof. It follows from ( By di erentiating (5.9) with respect to t, we have, for 2 t T ? 2 , @ t J i;u ( ; t) = J i;@ t u ( ; t) + J i;u ( ; t); i = Note that fU n x;l g N 2 l=1 is simply a reordering of fU n y;k g N 1 k=1 . Let U We may use the matrix decomposition algorithms in 6] to implement step 1 in parallel, the cost of which is O(N 3 ) operations when N 1 = N 2 = N. As stated at the end of x5, we may obtain the initial value U 0 from interpolation, and thus reduce the cost of step 1 to O (N 1 N 2 ) operations. Clearly the computations in each of the steps 2.1{2.3 can be carried out in parallel.
Since the matrices A n+ 1 2 x;l , B x , A n+ 1 2 y and B y are almost block diagonal (ABD) in structure when common choices of bases are employed, the package COLROW 17, 18] can be used to solve the linear systems in steps 2.2{2.3. With the use of COLROW, the cost of each of these steps is O (N 1 N 2 ) operations. Thus, the total cost of step 2 is O(N 1 N 2 ) operations per time step. It should be pointed out that the N 1 independent linear systems in step 2.3 have the same coe cient matrix B y + 2 A n+ 1 2 y , and therefore only one matrix factorization is required in this step.
If is separable, then A n+ 1 2 x;l is independent of l and thus the N 2 independent linear systems in step 2.2 have the same coe cient matrix.
If is independent of t, then both A If is separable and independent of t, then B x + 2 A n+ 1 2 x;l is independent of both n and l, and B y + 2 A n+ 1 2 y is independent of n. Therefore, only two matrices need to be factored in step 2.
