Limited PCM write bandwidth is a critical obstacle to achieve good performance from hybrid DRAM/PCM memory systems. The write bandwidth is severely restricted in PCM devices, which harms application performance. Indeed, as we show, it is more important to reduce PCM write traffic than to reduce PCM read latency for application performance. To reduce the number of PCM writes, we propose a DRAM cache organization that employs compression. A new delta compression technique for modified data is used to achieve a large compression ratio. Our approach can selectively and predictively apply compression to improve its efficiency and performance. Our approach is designed to facilitate adoption in existing main memory compression frameworks. We describe an instance of how to incorporate delta compression in IBM's MXT memory compression architecture when used for DRAM cache in a hybrid main memory. For fourteen representative memory-intensive workloads, on average, our delta compression technique reduces the number of PCM writes by 54.3%, and improves IPC performance by 24.4%. 
INTRODUCTION
Driven by multicore processors and datacenter applications, there is an increasing demand for main memory capacity to consolidate computation tasks and solve large problem sizes. For example, Intel's 10-core 20-thread server processor can support 4TB of memory in a 8-socket system [Intel 2011] . Facebook uses thousands of servers supplying over 28TB of memory as a distributed cache for their database to mitigate expensive disk access latency [Saab 2008 ]. With increasing capacity, DRAM has become a major source of datacenter energy consumption [Hoelzle and Barroso 2009; Lefurgy et al. 2003] . Specifically, at low load, energy consumption is dominated by DRAM background (static) power. Thus, there is a critical need to find new memory architectures that have high capacity (density) and consume little energy [Malladi et al. 2012] .
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Despite advantages, PCM also has drawbacks. It has long write latency, high write energy, and limited write endurance in comparison to DRAM. In addition, PCM devices have severely constrained write bandwidth. For example, a prototype 20nm 8Gb PCM chip [Choi et al. 2012] has been demonstrated that has a read bandwidth of 800MB/s and a write bandwidth of 40MB/s. The limited write bandwidth is due to two reasons. First, it takes much longer to program (i.e., write) a PCM cell than a DRAM cell. Second, the programming of a PCM cell takes more write energy than a DRAM write. To provide the same write bandwidth, PCM may require five times more power than DRAM [Chen et al. 2011] . This large difference between read and write bandwidth makes PCM not suitable for storing frequently modified data.
Since PCM cannot fully replace DRAM, hybrid memory systems [Zhang and Li 2009; Mogul et al. 2009; Ramos et al. 2011 ] have been proposed with DRAM and PCM. Common hybrid organizations use DRAM as a cache or an extension to PCM. When used as a cache, the DRAM's address space is not visible to the software. Frequently modified data are transparently cached in DRAM to offload write traffic. It is important for hybrid memory systems to cache the frequently modified data to avoid the limited PCM write bandwidth becoming a performance bottleneck.
In this article, to allow more data to be cached in DRAM, we propose to increase the effective capacity of the DRAM cache with compression that mimics DRAM-only memory compression. For hybrid memory, however, only frequently modified data are suitable for compression because the read latency advantage of DRAM over PCM is offset by the extra decompression cost. We propose a delta compression scheme that is specifically designed to compress only modified data for hybrid memory. To improve delta compression's efficiency and reduce its overhead, we also propose selective and predictive compression that avoids unnecessary delta compression operations. We evaluate our design on fourteen different memory-intensive workloads. The results show that the proposed DRAM delta compression reduces, on average, the number of PCM writes by 54.3% and improves IPC performance and system energy consumption by 24.4% and 11.0%, respectively.
The rest of the article is organized as follows. Section 2 motivates the use of DRAM delta compression in hybrid memory. Section 3 describes our new DRAM compression organization that specifically targets hybrid memory. Section 3.3 describes an instance of using our technique in IBM's MXT compression framework, when applied to DRAM cache in a hybrid memory. Section 5 details our experimental methodology and Section 6 evaluates delta compression's effectiveness, overhead, and architecture sensitivity. Sections 7 and 8 summarize related work and conclusions. is higher than DRAM. Second, PCM has acutely restricted write bandwidth. Figure 1 shows how performance can degrade when DRAM is replaced by hybrid main memory. The results are collected for twelve memory-intensive benchmarks from the SPEC CPU2006 and PARSEC benchmark suites (see Section 5). Each simulated benchmark has 64MB DRAM cache quota. Data that is not cached in the DRAM cache is accessed from PCM. The figure shows the average impact on Instructions Per Cycle (IPC) from different PCM read latency and write bandwidth assumptions. The IPC values are normalized to a DRAM-only system with 50ns read latency and 6.4GB/s write bandwidth. The figure shows that the performance degradation due to longer PCM read latency is not as significant as the impact of writes. When the PCM read latency doubles, the performance slowdown is about 10%.
In comparison, PCM write bandwidth has a significant impact on performance. With 400MB/s PCM write bandwidth, the performance drops by 65%. When PCM write bandwidth is a bottleneck, performance is determined by the available PCM write bandwidth and is not sensitive to read latency. Given constrained PCM write bandwidth, it is critical for hybrid memory to cache more frequently modified data to reduce PCM write traffic, even at the cost of increased read latency.
Compressed DRAM Caching in Hybrid Memory
To cache more memory data, compression can be used to increase the effective capacity of a DRAM cache. In a DRAM-only system, compression can help avoid expensive disk accesses. In hybrid memory, DRAM compression can reduce PCM write traffic and avoid PCM write bandwidth becoming a bottleneck. Figure 2 shows our organization to support compressed DRAM caching in hybrid memory. DRAM is used as a cache to store both performance-critical data and frequently modified data. The cache's capacity is divided into uncompressed and compressed regions. The amount of capacity allocated to each region can be dynamically changed. The uncompressed region has low access latency (it does not require decompression and compression), and thus, it is used to cache performance-critical data. The compressed region has higher access latency than the uncompressed region; it caches only frequently modified data that are not in the uncompressed region. Nonmodified data are not cached in the compressed region because the potential gain to read data from the compressed DRAM region instead of PCM is limited due to the latency overhead to locate and decompress the data. 
Delta Compression for Written Data
For compression in a DRAM-only system, the data in a memory line itself should be compressed 1 . A higher compression ratio can be achieved with delta compression. Delta compression requires the data having a reference copy. The modification to the reference copy is compressed instead of the data itself. Figure 3 shows how to apply delta compression in hybrid memory. First, the old data is read from PCM. Then the difference between the new and the old data (called diff data) is computed using an XOR operation. Lastly, the diff data are compressed and stored in DRAM. Delta compression tends to have a higher compression ratio than conventional compression because delta compression converts unmodified data bits to zeros before compression.
The challenge is reading delta compressed data (i.e., the frequently modified data): it is more time consuming because the decompressed diff data cannot be accessed directly from DRAM. Instead, the old PCM data must be read from main memory (PCM) and XORed with the decompressed diff data. Delta compression in DRAM provides a way to trade more PCM reads off against reduced PCM writes (caching more modified data in a more compressed format).
In summary, for delta compression in hybrid memory, frequently modified data are compressed and partially stored in both DRAM and PCM. The memory controller splits and combines data to/from DRAM and PCM to provide correct data. Given this unique requirement on memory compression in hybrid memory, we designed a compression scheme specially tailored to the DRAM cache in hybrid memory, as described next.
COMPRESSED DRAM CACHING
To support compressed DRAM caching, we introduce three components to control the DRAM cache. The page classification module identifies memory pages that are suitable for the uncompressed DRAM region and compressed DRAM region. The partition adjustment module determines how much DRAM capacity is used by each region. The compression and decompression module accesses data in the compressed region.
Page Classification
Page classification is used to determine whether data should be kept uncompressed (frequently accessed), compressed (frequently modified), or uncached (infrequently accessed). The monitoring is done at page granularity instead of line granularity to amortize the storage overhead. Recent techniques for PCM data placement use variations of a MultiQueue (MQ) algorithm to identify hot pages to cache in DRAM [Zhang and Li 2009; Ramos et al. 2011] . In an MQ algorithm, a memory page's access frequency is monitored. Pages are placed into a queue based on their access frequency. Queues are classified into hot and cool, and pages in the hot queues are cached in DRAM.
In our technique, the DRAM cache is partitioned into uncompressed and compressed regions. Therefore, we introduce an additional classification category to the MQ algorithm: warm queues. Using this classification, pages in hot queues are cached in the uncompressed region, pages in warm queues are cached in the compressed region, and pages in cool queues are not cached in DRAM. Because the compressed region is suitable for storing frequently modified pages, page write frequency should be used to identify warm pages, while page access frequency should be used to identify hot pages. However, this increases hardware cost to monitor multiple metrics; we assume that the memory controller uses only page access frequency to determine page type.
DRAM Partition Adjustment
When data is cached in the compressed region, its access latency inevitably increases due to extra indirect memory accesses and compression/decompression operations. Therefore, it is beneficial to control the capacity of the uncompressed and compressed cache regions. For workloads with low PCM write traffic, the capacity allocated to the uncompressed region should be increased to get the benefit from low access latency. When PCM write traffic is high, the compressed region's size should be increased to cache more modified data in DRAM (avoiding writebacks and hitting the "write bandwidth wall" of the PCM devices). We assume that the capacity allocated to the uncompressed and compressed regions are parameters that are fixed at system bootup (e.g., set in the BIOS). We investigate the trade-off of how much capacity to allocate to each region in the experimental results. The allocation decision could be made online, according to monitored workload behavior. As this article addresses the detailed design of incorporating compressed DRAM cache in hybrid memory, online allocation is left for future work.
Selective and Predictive Compression
Any memory compression scheme can be used for the compressed region of the DRAM cache. In our scheme, we choose to use conventional and delta compression together. Delta compression leads to a higher compression ratio and fewer PCM writes, but it may not improve performance because delta compression can generate extra PCM read traffic (to read the old reference data) for both memory reads and writes. Due to this additional cost, we propose selective compression, which sets a threshold on when delta compression should be enabled. Specifically, for each memory line, the memory controller selectively enables delta compression only if it leads to a minimum gain in storage (which we call a Gain Threshold, GT) over conventional compression. The GT captures a trade-off between gain in memory capacity due to compression and extra memory traffic to access delta-compressed data. Also, a line is kept uncompressed if neither compression nor delta compression can reduce the storage needed for the line.
When writing a memory line, selective compression needs to read the old data in PCM to evaluate whether the line should be delta-compressed. If the line is evaluated as not suitable for delta compression, the extra PCM read becomes an unnecessary overhead. We propose predictive compression to address this problem. Predictive compression relies on the observation that delta compression is probably not advantageous for a line if delta compression was not advantageous the last time that the line was written. In other words, the memory controller applies delta compression to lines that can be consistently delta-compressed. For a line that was not delta-compressed last time it was written, the memory controller typically stores it not delta-compressed to avoid unnecessary PCM read cost. To give the line a chance to recover delta-compressed status, with a small probability (which we call Recovery Probability, RP) the memory controller will evaluate whether the line should be delta-compressed.
IMPLEMENTATION OF DRAM CACHE COMPRESSION
Delta compression is a unique feature for hybrid memory because it needs both the DRAM and the PCM (for reference data). In this section, we choose to use a DRAMonly compression scheme as our baseline and extend it to support delta compression for hybrid memory. This approach allows us to focus our efforts on enabling the unique delta compression without reinventing the nontrivial mechanisms that are germane to any memory compression scheme. Our proposed techniques can be tailored to other compression schemes that are used for hybrid memory systems. [Tremaine et al. 2001 ] is a highperformance hardware-based memory compression scheme for DRAM-only systems. Figure 4 (a) shows MXT's architecture; 4KB pages are stored in DRAM in compressed form. On every memory access, the memory controller (MC) compresses or decompresses the data. MXT offers a framework for our D-COMP algorithm and its variants. Other compression frameworks could also be used.
IBM MXT Compression for DRAM-Only Systems

IBM Memory Expansion Technology (MXT)
MXT partitions DRAM into two regions: the Sector Translation Table ( STT) and the sectored memory 2 . STT contains the metadata to locate compressed lines. Sectored memory is a collection of 256-byte memory sectors that hold compressed data. Each 4KB page is divided into 4 memory lines. 
Hierarchical Compression Metadata
The most important change to MXT for hybrid memory involves the compression algorithm. MXT uses a parallel derivative [Franaszek et al. 1996 ] of the Ziv-Lempel (LZ77) algorithm. Because LZ77 is a dictionary algorithm, the memory line size is 1KB to achieve a good compression ratio. The whole 1KB memory is stored in DRAM. It takes 128 CPU cycles for MXT to decompress a memory line. In contrast, our new approach for hybrid memory needs to cache only modified data in the compressed region of DRAM. Therefore, we divide the 1KB line into sixteen 64-byte blocks to allow a finer granularity of compression (i.e., 64 bytes rather than 1KB). The memory controller uses Frequent Pattern Compression (FPC) [Alameldeen and Wood 2004b ] to compress memory blocks. FPC is the underlying compression algorithm for both conventional and delta compression. FPC compresses data on a word-byword basis by storing common patterns in a compressed format accompanied by an appropriate prefix. FPC has a low-cost hardware implementation [Alameldeen and Wood 2004b] and takes only 5 CPU cycles to encode/decode a 64-byte block [Alameldeen and Wood 2004a] . In our implementation, the sixteen blocks in a memory line can be compressed or decompressed in parallel.
Figure 5(a) shows an example in which nine modified blocks are compressed and stored in DRAM. For each block, both conventional compression and delta compression are tried. The compression method that achieves the smallest compressed block size is selected. If both schemes give a compressed block size equal or larger than the uncompressed size, neither scheme is selected and the block is stored in uncompressed form. Each block has a state to indicate its format. There are four block states: Invalid (I), Uncompressed (U), Compressed (C), and Delta-compressed (D). If a block state is Invalid, data is written and read from PCM. If a block state is Uncompressed or Compressed, data is written and read from DRAM. If a block state is Delta-compressed, then the DRAM stores only the diff data. To read the content of the block, the PCM data is read and XORed with the diff data. FPC-based compression allows a line to be partially decompressed to access some of its data blocks. To achieve this capability, additional metadata are stored in the STT entry of each compressed line. At a minimum, each 64-byte block requires 5-bit metadata: a 2-bit block state and a 3-bit block size (if data block is aligned at 8-byte boundary). Hence, for all 16 blocks in a line, there is an extra 80-bit metadata in each STT entry versus the original MXT scheme. To avoid actually increasing the STT entry size, we reuse the PTR3 field of the STT entry, as follows.
For our compression scheme, a 1KB line is not compressed if compressed data needs more than three memory sectors. Therefore, for compressed lines, the PTR3 field of the STT entry is unused. However, the PTR3 field is only 30 bits, which is not enough to store the 80-bit metadata. To work around the problem, we use a hierarchical design for the metadata. We treat every 4 blocks in a line as a superblock. Each 256-byte superblock requires 4-bit metadata: a 2-bit superblock state and a 2-bit superblock size (superblocks are aligned at 64-byte boundary and the superblock size field is valid only for compressed superblocks). The full 16-bit metadata for 4 superblocks can be stored in the PTR3 field.
The superblock state is a summary of the states of the associated blocks (see Figure 5(b) ). For an uncompressed (U) superblock, all of its blocks are uncompressed and there is no need to store block states. Similarly, for an invalid (I) superblock, all of its blocks are invalid and the block states are unnecessary. If all blocks in a superblock are stored in DRAM and at least one block is compressed, the state of the superblock is compressed (C). If the state of a superblock is not U, I, and C, the state of the superblock is delta-compressed (D). For compressed or delta-compressed superblocks, the states of constituent blocks are stored along with the compressed data (described in the next section). By keeping superblock states rather than block states, we trade the granularity of state information off against the storage overhead of the metadata. 
Compressed Data Layout
In MXT, compressed data are stored contiguously in the logically linear storage implemented by the pointers in an STT entry. To avoid accessing two memory sectors for each uncompressed superblock, we use a revised compressed data layout in the logically linear storage. In our layout, uncompressed superblocks are placed before compressed superblocks. By doing so, each uncompressed superblock can align to a 256-byte boundary and be stored in a dedicated sector 3 . Compressed superblocks are sequentially arranged after uncompressed ones. Because our design uses a 64-byte read size, a compressed superblock is aligned to a 64-byte boundary to avoid extra memory reads for crossing a 64-byte boundary. Figure 6 shows the compressed data layout of an example memory line. Uncompressed superblock 1 is placed at the beginning of the logically linear storage, followed by two compressed superblocks. There is a gap between the two compressed superblocks because superblocks are aligned to a 64-byte boundary. The example also shows the detailed layout of superblock 2. Since this block is delta-compressed, it has a block state header before the compressed data. The 1-byte header contains the block states of the superblock. The data of the blocks are compressed by the FPC algorithm. The size of each compressed block is indicated by the metadata inside the FPC-compressed data.
Operations
4.4.1. Memory Read. To read data from the cache, the memory controller needs to determine the location of the data. Figure 7 (a) shows how to determine the data location from the line state and superblock state. If line state is invalid or uncompressed (first two rows of Figure 7(a) ), the data will be read from PCM and DRAM only, respectively. If line state is compressed, the location of data depends on the superblock state as follows. If a superblock X is invalid (I), the data will be read from PCM. If a superblock X is uncompressed (U) or compressed (C), the data will be read from DRAM. If superblock X is delta-compressed (D), the data will be read from both DRAM and PCM. The data from the DRAM and PCM also need to be merged to get actual memory data. The merge operation is performed at block granularity based on the state of each block. Figure 7(b) shows the merging rules. For example, if a block is delta-compressed, the data from the DRAM is decompressed and XORed with the data from the PCM. To read PCM data, the address is the same as the address of the memory request. To read DRAM data, the memory controller needs to calculate the start position of the superblock from the superblock state and superblock size in the STT entry.
If superblock state is U, its relative position is the sum of the sizes of the uncompressed superblocks stored before it, that is
If a superblock state is C or D, its relative position is the sum of the sizes of all superblocks stored before it and all other uncompressed superblocks, that is
To implement this calculation, the simple logic only needs to conditionally sum the size of four superblocks.
Memory Write.
To store a compressed superblock, the memory controller first evaluates the different sizes of the data when the superblock is stored as uncompressed (U), compressed (C), or delta-compressed (D). To calculate the size of a delta-compressed superblock, the current PCM data of the superblock are read. After the evaluation, the memory controller chooses the superblock state that can achieve the smallest compressed size. If the storage size of the superblock is unchanged (aligned on a 64-byte boundary), then the new data will be directly written to DRAM. If the storage size of the superblock is changed (overflow/underflow), which is a common condition for compressed memory, the memory controller will read from DRAM all superblocks stored after the requested superblock. The memory controller writes all affected superblocks to their new DRAM location. We evaluated this extra data movement cost in our experiments. With a write buffer, the data movement operation is not on the critical path, and accounts for only a small portion of total DRAM memory traffic. Similarly to reading PCM, writing PCM is straightforward. The data is directly written to PCM using the address from the write request. The memory controller needs to write data to PCM in two cases: a memory line is written but not cached in DRAM or a memory line is evicted from DRAM. Next, we describe the cache replacement policy for the compressed DRAM cache.
4.4.3. Cache Replacement Policy. For MXT, unused memory sectors are organized as a linked list. When extra memory storage is needed, unused sectors are allocated from the list by a small hardware circuit [Tremaine et al. 2001] . The memory controller tries to maintain a minimum quota of unused DRAM sectors (16MB in our experiments). Once the quota is below this threshold, the memory controller walks the STT to evict rarely accessed pages.
Our design uses a MQ algorithm to monitor page access frequency. Recall that hot pages are placed in the uncompressed region, only warm pages are candidates for cache replacement in the compressed region. The memory controller tracks the number of pages in each warm queue and divides warm queues into high-rank queues and lowrank queues. A high-rank warm page is guaranteed to be cached in the compressed region. A low-rank warm page with low access frequency is evicted first. To avoid thrashing, modified data of a low-rank warm page is inserted into the compressed region with a throttled insertion policy [Qureshi et al. 2007 ].
Hardware Cost and Overhead
The hardware cost to support compressed DRAM depends on the underlying compression algorithm and page classification mechanism. Delta compression by itself only requires implementing a tailored delta compression algorithm for both memory reads and writes in the memory controller. We use FPC as the building block for delta compression. FPC is easily implemented in hardware and is used for on-chip cache compression [Alameldeen and Wood 2004a] .
For MXT, the STT is the major memory data structure. The size of the table can be dynamically adjusted based on the size of the compressed region. For every 2GB of compressed capacity, 32MB DRAM is needed for the STT. We assume a 16KB STT cache to hold the 256 most recently accessed STT entries. We use Rank-based Page Placement (RaPP) [Ramos et al. 2011 ], a hardware-assisted variation of MQ, for page classification. RaPP requires 126KB on-chip storage and 12MB DRAM to maintain data structures for the MQ algorithm for a 2GB DRAM and 16GB PCM hybrid memory.
When data is stored in compressed form, its access latency is increased. There are two reasons for the increase: STT translation delay and decompression latency. We assume 5 CPU cycles for STT translation delay, for a hit in the STT cache. We assume 15 CPU cycles to decompress a 256-byte superblock and merge the data from both DRAM and PCM if the data is delta-compressed. We also model the extra memory delay due to STT misses. For uncompressed data, the memory latency is the time to read the critical 64-byte block. For compressed data, all compressed blocks of a superblock are read before decompressing the superblock.
Because FPC is simple, an on-chip FPC compression/decompression engine has low power overhead. The power of a 4GHz implementation is estimated to be 0.28W [Das et al. 2008] . We add 0.3W for the compression and decompression logic. We assume 0.3W for STT logic and 0.3W for buffering.
EXPERIMENTAL METHODOLOGY
System Configuration
We use Virtutech Simics [Magnusson et al. 2002] to collect memory traces. To evaluate memory compression, we use a trace-driven simulator that takes traces as input files with the command and address of each memory request, and the data before and after every memory write.
We model an 8-core 2GHz CMP with in-order cores and a cache hierarchy similar to the IBM Power7 [Sinharoy et al. 2011 ] with a 32MB L3 cache. Since we execute multiprogrammed workloads with one program per core, we assume that each core only uses its local 4MB L3 cache region. To alleviate the miss penalty, we also modeled a simple sequential data prefetcher for the L3 cache. We model a hybrid memory system with 2GB DRAM and 16GB PCM. Similar to Ramos et al. [2011] , we used a small DRAM size to match the memory footprint of the workloads. The hybrid memory has four 12.8GB/s memory channels. Based on the measured bandwidth requirements, DRAM and PCM have two dedicated memory channels, each with two DIMMs, and each DIMM with eight banks. We use a memory controller configuration similar to Qureshi et al. [2010a] , where each bank has a separate 32-entry read queue and a 32-entry write queue. Read requests are given higher priority, as long as the write queue is not full. For PCM memory scheduling, we use Write Pausing [Qureshi et al. 2010a ]: a PCM write is divided into multiple 50ns epochs and the memory controller can suspend an active PCM write at the beginning of an epoch to schedule a read request to the memory bank. In the baseline, we assume 0.75GB/s PCM write bandwidth per channel, which is equivalent to PCM write service time of 2600 cycles per write. We also perform a sensitivity analysis on PCM write bandwidth in Section 6.
We calculate memory power as in David et al. [2011] , adding background power and operation power. Background power is determined by memory type, capacity, and power state. Operation power is assumed to be proportional to memory bandwidth. Memory power is estimated using the parameters in Chen et al. [2011] . The simulation parameters are summarized in Table I . Our experiments confirmed the results in Qureshi et al. [2009] that a hybrid memory can have better performance and energy than a DRAM-only system due to the increased capacity enabled by better cell density from PCM.
Workloads
Because our work focuses on memory, we use only memory-intensive benchmarks that have large memory footprints from the SPEC CPU2006 [CPU2006 ] and PARSEC [Bienia et al. 2008] . All benchmarks are 64-bit binaries, compiled with gcc 4.1.2. To our surprise, most PARSEC benchmarks are computation intensive or have a very small memory footprint. For SPEC CPU2006, we use the reference inputs. We scale the memory footprint of benchmarks when it is possible to change the input parameters to avoid results that are skewed by mcf, which has a 1.6GB memory footprint. Table II gives the detailed parameters of the scaling. For canneal from PARSEC, we run it in single-threaded mode and use native input with 940MB memory footprint. Table III shows the memory footprint (size, in GB), the number of memory read requests per 1000 instructions (Read PKI), and the number of memory write requests per 1000 instructions (Write PKI) of each workload. We choose ten representative multiprogrammed workloads, each containing two copies of four unique benchmarks. We also select four single applications and run them in a rate mode, where eight instances of the same benchmark are concurrently executed. The simulator requires a long warm-up phase to populate the large 2GB DRAM cache. We switch from the warm-up phase to the timing phase after 160 million write references are simulated or after one benchmark completes 30 million write references. The simulation stops when one of the benchmarks completes 60 million write references.
RESULTS
The baseline for our evaluation is a hybrid memory system using Rank-based Page Placement [Ramos et al. 2011 ] without compression (RaPP-RW). RaPP-RW uses a tailored MQ algorithm to identify and store frequently accessed pages in DRAM. We also evaluated a variation of the MQ algorithm (RaPP-WO), which only identifies and stores frequently modified pages in DRAM.
We compare the baseline with four schemes that use compression: COMP applies FPC compression only on the written data; D-COMP is a delta compression scheme that applies FPC on the difference between the new and old data; SD-COMP applies selective compression and PSD-COMP adds predictive compression to SD-COMP (both described in Section 3.3). Unless explicitly specified, COMP, D-COMP, SD-COMP, and PSD-COMP all have a 1.5GB compressed region and a 0.5GB uncompressed region.
For SD-COMP and PSD-COMP, we performed a sensitivity study on Gain Threshold (GT, defined in Section 3.3). If GT is small, more lines are delta-compressed, and vice versa. We find optimal performance results when GT is between 48 bytes and 96 bytes. In the evaluations, we choose 64 bytes as the value of GT. For PSD-COMP, we also did a sensitivity study on the value of the recovery probability (RP, defined in Section 3.3). We found that the workloads are not sensitive to the value when RP is small. Consequently, we choose RP = 1/32, which means that for every 32 memory writes (lines are not delta-compressed), the memory controller evaluates one write to check whether the corresponding line should be delta-compressed.
Compression Ratio
First, we evaluate the compressibility of the written data in the benchmarks. Figure 8 shows the compression ratio for FPC compression (COMP) and delta compression (D-COMP). For the twelve studied benchmarks, while COMP achieves an effective average compression of 2.2X, D-COMP can achieve an average of 3.1X. For six out of twelve benchmarks, D-COMP achieves at least 35% more effective capacity than COMP because delta compression converts unmodified data bits to zeros, which are more compressible. The results also show that some floating-point benchmarks, like GemsFDTD and leslie3d, are difficult to compress, even with delta compression. It is our future work to detect such applications and reduce unnecessary compression overhead by not putting them into the compressed DRAM region. Figure 9 shows the number of PCM writes normalized to RaPP-RW baseline. On average, RaPP-WO, COMP, and D-COMP reduce the number of PCM writes by 8.2%, 35.5%, and 64.5%, respectively. It turns out that using only D-COMP more than 90% PCM write requests are absorbed by the DRAM cache for five out of fourteen workloads. This is because D-COMP can achieve a much higher compression ratio than COMP.
PCM Write
For GemsFDTD, compression is not effective and cannot reduce the number of PCM writes For leslie3d, the number of PCM writes will be reduced significantly if only modified data are cached in DRAM. In general, SD-COMP results in more PCM writes than D-COMP because SD-COMP only enables delta compression on lines that have a minimum 64-byte storage gain (GT). PSD-COMP has almost the same number of PCM writes as SD-COMP because PSD-COMP only disables delta compression for lines that are difficult to be delta-compressed, which will not change overall compression ratio. When DRAM compression is enabled, PCM endurance is proportionally improved with the reduction in PCM writes. On average, COMP, D-COMP, SD-COMP, and PSD-COMP achieve 1.6X, 2.8X, 2.2X, and 2.2X improvements in PCM lifetime over RaPP-RW 4 . Figure 10 shows IPC improvement of 15.6% and 22.3% for COMP and D-COMP, respectively, when normalized to RaPP-RW. The difference shows the importance of enabling delta-compressed caching for hybrid memory. SD-COMP and PSD-COMP have similar improvement as D-COMP, but they bring higher power and energy savings (see next section).
Performance
Notice that blindly enabling compression will not always improve performance. This is because the performance gain on reducing PCM writes can be offset by the performance loss of increased accessing latency. A typical example is mix-2. With COMP, mix-2 has no reduction on PCM writes but 25% performance penalty over RaPP-WO due to the extra read latency. Our results also show that on average RaPP-WO has similar performance as RaPP-RW. For mix-2 and mix-3, RaPP-RW is better because more frequently accessed data are cached in the DRAM cache. For leslie r, RaPP-WO is better because more frequently modified data are cached in the DRAM cache. Figure 11 shows memory consumption that indicates that D-COMP has higher power consumption than COMP, mainly due to the extra PCM read traffic for delta compression and the reduction in execution time which increases the rate of memory operations (number of L3 misses in a program is fixed). On average, SD-COMP and PSD-COMP save 1-1.5W on memory power over D-COMP, or approximately 5%.
Power and Energy Consumption
In addition to considering memory power, we also consider system energy consumption. Although compression increases power consumption, it reduces system total energy consumption due to the reduction in execution time. To be conservative in estimating system power, we modeled the 8-core processor with an average processor power of 25W. The energy consumption is computed by multiplying the execution time with system power. Figure 12 shows that system total energy consumption is reduced 4.6% and 6.6% with COMP and D-COMP, respectively. The reduction further goes to 7.5% and 11.0% with SD-COMP and PSD-COMP, respectively. Mcf r and mix-1 have large energy savings with compression, which is consistent with their IPC improvements, even though the power is much higher. Figure 13 shows IPC normalized to the RaPP-RW baseline. As expected, the benefits of compression are higher when PCM write bandwidth is lower. When PCM write bandwidth is decreased to 1GB/s, IPC performance benefit of PSD-COMP is increased to 37.3%. When PCM write bandwidth is increased to 2GB/s, IPC performance benefit of PSD-COMP is reduced from 24.4% to 15.7%. The performance gain from the reduction of PCM writes is offset by the increased latency of compressing memory. If PCM write bandwidth is the only bottleneck of the system, D-COMP will always get the best performance, because it maximizes the number of PCM writes that can be reduced. These results show the write bandwidth gap between DRAM and PCM is an important factor to determine whether memory compression should be enabled for hybrid memory.
6.5.2. Impact of Size of Compressed DRAM Region. We evaluate PSD-COMP with different sizes of the compressed region. The total DRAM capacity is fixed at 2GB. From Figure 14 , we observe that the optimal partition size highly depends on the workloads. For mix-5 and mix-8, it is better to use 1GB DRAM as compressed memory. For milc r and mix-3, it is better to use 2GB DRAM as compressed memory. To achieve better performance, the memory controller should dynamically adjust the sizes of compressed and uncompressed regions of the DRAM (about 7% potential for IPC improvement), which is an aspect of our future work.
RELATED WORK
DRAM/PCM hybrid memory systems have been proposed to combine the high density and low standby power of PCM with the good write performance of DRAM. Qureshi et al. [2009] proposed to add a DRAM buffer between the CPU and the PCM main memory to cache frequently accessed data. Ferreira et al. [2010] proposed PMMA architecture which integrates DRAM page cache with PCM main memory using an improved page replacement policy. Zhang and Li [2009] proposed a 3D-stacked DRAM/PCM hybrid memory architecture which uses an OS-based page migration mechanism to cache hot-modified pages in DRAM. Ramos et al. [2011] proposed a hardware-based page migration mechanism for hybrid memory which puts both frequently modified and frequently read pages into DRAM. Qureshi et al. [2012] proposed PreSET to use spare memory bandwidth to reduce PCM read latency, which should not be triggered when PCM write bandwidth is a bottleneck. Our article considers the use of memory compression to improve DRAM effective capacity and reduce PCM write traffic in hybrid systems which is orthogonal to the preceding works. Douglis [1993] studied using compression to free up memory pages to reduce paging overhead. Ekman and Stenstrom [2005] proposed a low-latency main memory compression scheme based on the FPC compression algorithm. IBM MXT technology [Tremaine et al. 2001 ] was introduced as a hardware-based high-performance architecture and is implemented in commercially available chips. Suel and Memon [2002] use delta compression to reduce data traffic for remote file synchronization. Zhang and Li [2009] proposed to apply compression to PCM data. Their proposal is not to improve DRAM effective capacity, but to reduce the number of PCM bits that need to be updated. The studies in Douglis [1993] and Tremaine et al. [2001] focus on DRAM-only systems. Our work explores the unique characteristics of hybrid memory. We propose delta compressed caching which is not discussed by traditional DRAM-only memory compression. We give a detailed example to show how to extend an existing compression architecture to support delta compression for hybrid memory.
CONCLUSION
Given that PCM write bandwidth is a major performance bottleneck for hybrid memory, compression has been used to reduce PCM write traffic by increasing DRAM effective capacity. We designed a novel DRAM cache compression scheme that is flexible and tailored to the specific challenges of hybrid memory. Our delta compression algorithm stores a compressed version of the modified bits in the updated data in DRAM. We also proposed two extensions to further improve performance and efficiency of our compression scheme, namely selective compression and predictive compression. Our results demonstrate that compression can significantly improve DRAM cache effective capacity by up to 6.3X and improve PCM lifetime by 2.2X on average. We observed 24.4% IPC improvement from our compression scheme over a noncompression design. We conclude that compression for the DRAM cache can be an effective mechanism for improving the performance and increasing the endurance of hybrid memory. In our future work, we will study adaptive mechanisms for our compression scheme.
