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Distributional semantic models represent words in a vector space and are competent in 
various semantic tasks. They are also limited in certain aspects such as representing different 
types of relations (e.g. syntagmatic vs. paradigmatic) in the same space and form indirect 
semantic relations, resulting in difficulty of advanced tasks such as inference meaning of unseen 
phrases and analogy. In this article, we propose a hybrid semantic model encoding distributional 
data (word co-occurrence) with graphical structure and measure lexical semantic relatedness by a 
spreading activation algorithm, which addresses the issue of spatial models. We systematically 
investigated the modeling parameters contributing to the representational capability, by 
manipulating and controlling the hyperparameters, and testing the models on a selectional 
preference task. The models are trained on an artificial corpus generated to describe ordered 
events happened in a toy world simulation, which embeds verb-noun selectional preference, and 
the task require the models to recover the verb-noun co-occurrence information and making 
inference on the selectional preference of verb-noun pairs absent in the corpus. We showed that 
both the graphical data structure with the spreading activation measure and the co-occurrence 
(information) encoding type attributing to the better performance and the capability to encode 
both syntagmatic and paradigmatic relations to form indirect semantic relationship and infer on 
unseen word pairs. As the hybrid graphical model is trained on corpus data, it is a semantic 
network from linguistic distributional statistics, and a new way of learning and representing 
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CHAPTER 1: INTRODUCTION 
 
Representing and processing semantic information is fundamental to language. The 
sequence ‘Babies sleep’ is more easily processed than ‘Cars sleep’, and the sequence ‘Ideas 
sleep’ is totally anomalous. Because all three sequences are grammatical and share the same 
syntactic structure, the difference in ease of processing is most easily explained at the semantic 
level. While neither cars nor ideas can sleep, it is easier for most people to imagine an activity 
similar to sleeping being performed by a car compared to an idea. This example illustrates the 
importance of semantic relatedness between words for understanding how language works.  
The large number of word pairs in natural languages and the number of different ways 
that words can be related presents a daunting challenge to attempts to model semantic 
relatedness.  Despite the success of existing distributional models of semantic memory on 
coarse-grained semantic tasks such as categorization (Landauer, Foltz & Laham, 1998; Lund & 
Burgess, 1996), semantic priming (Griffiths, Steyvers & Tenenbaum, 2005; Landauer, Foltz & 
Laham, 1998). Meanwhile, there have been tremendous advances in the realm of statistical and 
machine learning approaches to modeling language, such as BERT (Delvin et al., 2018) and 
GPT-3 (Brown et al. 2020), which are generally good at predicting masked words in most 
sentences. However, these models often fail to encode the necessary lexical semantic relations 
that are essential for understanding natural language (Marcus, 2020). While these models usually 
make reasonable predictions for the most likely missing word in a sequence, they have not been 
shown to capture the semantic plausibility at all ranges of the plausibility spectrum, such as 
differences between ‘Babies sleep’, ‘Cars sleep’, and ‘Ideas sleep’. To better judge the 
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plausibility of such combinations, existing models must have a better representation of semantic 
relations.  
  In this paper, we attempt to address the question of what kind of semantic representations 
and processes are necessary for modeling this range of semantic plausibility for lexical 
sequences. We discuss the advantages and disadvantages of representing word co-occurrence 
information and word similarity information in high-dimensional vector spaces, versus other 
approaches that represent this information in a connected graph (Anderson & Bower, 1974; 
Collins & Loftus, 1975; De Deyne, Navarro, Perfors & Storms, 2016; Rotaru, Vigliocco, & 
Frank, 2018). We then present a set of models designed to test the capacities of these models at 
predicting quantitative differences in semantic relatedness for word sequences. 
The paper is organized as follows: First, we describe selectional preferences, which we use to 
examine the capabilities of the semantic models. Second, we describe the parameter space 
spanned by commonly used distributional semantic models, including data structure (graphical 
vs. spatial) and encoding type (co-occurrence vs. similarity). Third, we discuss the construction 
of an artificial corpus that we built for the purpose of training our models. Fourth, we report 
model performances in a selectional preference task that requires learning of semantic relations 
instantiated in the training data, and making inferences about unobserved relations. Fifth, we 
explore the individual contributions of data structure and encoding type and their interaction to 






Simple Sentences and Syntagmatic Relations 
The study of semantic knowledge representation can be approached from multiple 
perspectives. One important starting point is establishing what behavioral or empirical 
phenomenon one is trying to model or explain. The possibilities have historically included far-
ranging phenomena, including learning the meaning of individual words, predicting semantic 
priming, categorization and typicality effects, people’s judgements about the factuality or 
plausibility of factual judgments, and sentence production and comprehension behaviors. In this 
paper, we are focusing on simple sentence-level phenomena, and how lexical representations and 
relations may contribute to the plausibility or comprehensibility of sentences.  
There have been many proposals for how to characterize the nature and kinds of relations 
that can affect a sentence’s semantic plausibility. One of the most foundational distinctions is 
between words that have a syntagmatic relationship and words that have a paradigmatic 
relationship (Saussure, 1983; Sahlgren, 2006). Syntagmatically-related words are, simply put, 
words that “go together” in language. This can be operationally defined in many ways: with 
linguistic co-occurrence and thematic relatedness as two common examples. It is most often and 
most easily used to describe noun-verb relations (drink-coffee, walk-dog), but can also be used to 
describe adjective-noun relations (hot-coffee, brown-dog) and noun-noun relations where co-
occurrence or joint participation in the same structures defines the relationship (cup-coffee, 
leash-dog). Syntagmatic relations are distinguished from paradigmatic relations, words that are 
substitutable with one another in a particular linguistic relation or construction. In the previous 
examples, tea could be described as paradigmatically related to coffee, and puppy with dog, 
because tea and puppy can be substituted for coffee and dog (respectively) with little or no 
change in the semantic plausibility of the syntagmatic relationship. 
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Syntagmatic and paradigmatic relations clearly relate to one another. Paradigmatic 
relatedness is usually defined in terms of overlapping syntagmatic relatedness. Under many 
theories (like those using some form of distributional learning), syntagmatic relatedness can be 
derived, at least in part, from paradigmatic relatedness (i.e., considering puppy and leash 
syntagmatically related, even in the absence of experience with that pair, because of the 
knowledge the puppy and dog are paradigmatically related, and dog and leash are 
syntagmatically related). 
Despite their interconnection, when it comes to judging the semantic well-formedness of 
sentences, syntagmatic relations are probably the more relevant of the two. The fact that the 
sentences “Mary drank the coffee” and “Mary walked the dog” are plausible sentences, and 
“Mary drank the dog” and “Mary walked the coffee” are not, is more directly characterized as a 
mismatch in their syntagmatic relations, than in their paradigmatic ones. In other words, it seems 
to make more sense to describe the plausibility of these sentences in terms of how well the words 
drink and coffee go together (compared to drink and dog), not in terms of their substitutability. 
 
Selectional Preference 
In this work, we are using the term ‘selectional preference’ to describe the syntagmatic 
relatedness of word pairs, measured quantitatively, (as opposed to in a purely discrete “related 
vs. unrelated” manner). The plausibility of predicate-argument phrases like ‘babies sleep’, and 
‘ideas sleep’ relies on semantic constraints, which can be thought of as “selecting” plausible 
arguments for a given verb. For example, ‘baby’ is a better argument for ‘sleep’, compared to 
‘idea’. Selectional preference is a quantitative phenomenon, which requires a numeric preference 
score for each predicate-argument pair (Erk, S. Padó & U. Padó, 2010). 
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Semantic relatedness scores can be produced by most semantic models equipped with 
quantitative measures of lexical relations. For example, many models represent words as vectors, 
and their relatedness as distances in a vector space (Osgood, 1957; Smith, Shoben, & Rips, 1974; 
Griffiths, Steyever, & Tenenbaum, 2007; Landauer & Dumais, 2007; Jones & Mewhort, 2007; 
Mikolov et al., 2013, Huebner & Willits, 2018). Other models represent semantic relations in a 
graphical structure (network or tree-like), with connections that vary in strength, and/or with a 
spreading activation mechanism that allows for a quantitative degree of relatedness between 
words (Collins &  Quillian, 1969, Collins & Loftus, 1975, McRae, de Sa & Seidenberg, 1997 
Miller 1995, Nelson, 2004, Steyvers & Tenenbaum 2005; Rumelhart & Todd, 1993; Rogers & 
McClelland, 2004). These models, despite varying considerably in their operational definitions 
of semantic relatedness, all provide a way to measure the relatedness between arbitrary word 
pairs. Therefore, for any of these semantic models, any word pair’s relatedness score can be used 
as a generic measure of selectional preference.  
In this way, we may use selectional preference, quantified as semantic relatedness as 
defined by some semantic model, to evaluate the representational capabilities of those models. 
For example, given a corpus that describes a world in which a rabbit is often trapped by a 
human, a boar is less often trapped, and water is never trapped, we can determine if a model 
prefers an ordering of selectional preferences proportional to the frequency of each pair, with 
unobserved pairs scoring lower than observed pairs. By comparing a model’s judgement to the 
corpus on which it was trained, we can make inferences about which models or parameters are 
most useful for representing syntagmatic relations.  
In this research, we investigated different distributional models of semantics, 
investigating their capacities with regard to modeling selectional preferences. There are two 
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major differences between our approach and that of previous studies. First, we conduct a 
systematic comparison of model parameters to better understand their individual contributions 
and their interactions. Second, previous work focused on more qualitative analyses, 
distinguishing “related” versus “unrelated” word pairs (Erk, S. Padó & U. Padó, 2010). 
However, in this work we are more interested in the ability of models to reproduce a gradient in 
selectional preference based on multiple word pairs, as opposed to a categorical distinction 
between two pairs. For example, given the pairs ‘trap rabbit’ (observed in corpus) and ‘trap 
boar’,  ‘trap water’ (unobserved), previous evaluations required only that a model produces 
selectional preference scores differentiate the observed pairs from the unobserved, which is ‘trap 
rabbit’ > ‘trap boar’ and, separately, ‘trap rabbit’ > ‘trap water’. In contrast, our evaluation 
target is a gradient of scores, such that ‘trap rabbit’ > ‘trap boar’ > ‘trap water’. To summarize, 
we use selectional preference judgements as a tool to explore what models and modeling 
parameters can capture fine-grained, and quantitative aspects of lexical-semantic relations. 
 
Semantic Modeling Theoretical Parameter Space 
When semantic models are used to predict data, and to compare their performance, this 
can often leave us unsure about why a particular model outperformed another. Unlike well-
controlled experiments, computational models are complex, and usually vary in many ways at 
once. Which of these differences actually lead to differential performance? 
  To assist us in thinking about this issue, it can be valuable to think of models as existing 
in a multi-dimensional parameter space (Rubin, Kievit-Kylar, Willits, & Jones, 2015). While 
some parameters have received more attention than others, it is clear that each can impact a 
model’s representational capabilities, often in unpredictable ways. And lack of understanding of 
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the role of each parameter may lead to attribution of incapability of models to the incorrect factor 
(Jones, Gruenenfelder & Recchia, 2018). To provide a sense of the vastness of the parameter 
space, and deeper insight into parametric relationships between existing semantic models, we list 
a number of semantic models and their choices on six important parameter dimensions. These 
are shown in Table 1. It is important to note that these are not the only ways in which these 
models can vary. But these six dimensions highlight ways that models tend to vary in 
theoretically interesting ways that affect what the models can and cannot do well. 
The first theoretical parameter is the Information Source. This is the nature of the input 
into the model, or the material to build up the model. There have traditionally been three sources 
from which the information going into semantic models is derived: 1) hand-labeled relations 
between words and concepts, chosen by the model’s creator either for theoretical or 
demonstrative reasons, 2) normative relations, where relations between words are derived from 
empirically obtained normative experiments, such as word association norms (Nelson, McEvoy, 
& Schreiber, 2004) or semantic feature norms (McRae et al., 2005), and 3) linguistic corpora, 
where relations are derived from linguistic data. 
The second theoretical parameter is the model’s Representational Structure. This is the 
kind of data structure in which the semantic information is encoded. There have been two kinds 
of structures used by the vast majority semantic models: 1) graphical models like structured trees 
(Collins & Quillian, 1969) and spreading activation models (Anderson, 1983; Collins & Loftus, 
1975), and 2) vectors spaces where each word or concept is represented as a point in some high-
dimensional space, such as Osgood’s Semantic Differential (1957), Smith, Shoben, and Rip’s 
Feature Model (1974), and distributional language models like Latent Semantic Analysis 
(Landauer & Dumais, 1997) and Word2Vec (Mikolov et al., 2013). 
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One potentially confusing issue here is connectionist and neural network models. Neural 
networks are, by any reasonable definition, a graphical model. They have nodes, edges, and an 
algorithm for how activation is spread throughout the graph. However, a distinction we would 
like to draw with regard to whether a model is a vector space model or a graphical model, is how 
the model is used when determining the relatedness between two words. If the way the model is 
used to determine relatedness is by applying the model’s algorithm for spreading activation 
among the nodes, and using a node’s activity level as the measure of relatedness between two 
words/concepts, this is a graphical model. For example, in the Rogers and McClelland (2004) 
model, activating the inputs ‘canary’ and ‘is’ lead to the output yellow. This is a graph, quite 
similar in computational nature to spreading activation models (albeit using different algorithms 
for determining the connectivity structure and algorithms for computing the spread of 
activation). Likewise, in a language prediction model like a simple recurrent network (SRN, 
Elman, 1990) or GPT-2 (Radford et al., 2019), when an input is activated, and the predicted 
output activation is used as the measure of relatedness between the input and output, this is using 
the model as a graph. However, this contrasts with the way that some neural network models are 
used. In the Word2Vec model (Mikolov, 2013), the learned weights of a word in the network are 
used as a vector representation of the word, and the similarity of words’ vector representations 
are compared. Similarly, Huebner and Willits (2018) used a simple recurrent network’s hidden 
state activations as a measure of word relatedness. In these cases, it is more appropriate to think 
of these models as vector space models (albeit ones whose vectors were derived from a graphical 
model). Thus, whether a connectionist or neural network model is more properly thought of as a 
graph or as a space depends on how the model is being used to define word similarity or 
relations. 
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The third theoretical parameter is the kind of Information Encoded by the model. In 
other words, what are the primitive elements or building blocks of the model, and what relations 
between those building blocks are encoded. Models have varied widely in this regard, in terms of 
the kinds of information being used to represent semantic relationships, including words, 
concepts, documents/discourses, semantic features, and specific kinds of semantic relations and 
roles. Often it is this parameter that is being argued as the distinguishing and critical aspect of a 
model, but rarely are models compared varying only this parameter while holding the others 
constant.  
The fourth theoretical parameter is whether the model includes a proposed Abstraction 
Mechanism, and if so, the nature of that mechanism. Some models, such as traditional semantic 
relation networks, and connectionist models employing abstract semantic features, relations, and 
roles, have used predefined abstract features, without specifying the mechanisms by which these 
abstractions arise. Sometimes this is an explicit nativist claim (as in the labeled edges in 
Anderson & Bower, 1974); but in most cases this is not intended to be a nativist claim. Most 
modern models, however, do have some form of an abstraction mechanism, such as hidden 
layers in neural networks, latent dimensions in models that use singular value decomposition or 
related processes. A few models explicitly posit no abstraction mechanism (Lund & Burgess, 
1996; Jones, Kinstch & Mewhort, 2006). 
The fifth theoretical parameter is whether the model includes a proposed Learning 
Mechanism, and if so, the nature of that learning mechanism. Early semantic memory models 
tended to be more focused on the semantic memory structure, and proposed no explicit learning 
mechanism by which the information came to be in the model. Connectionist and neural network 
models almost always include a proposed learning mechanism, one involving either 
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unsupervised Hebbian learning, or supervised error-driven learning. Distributional learning 
models tend to either be neural networks using supervised error-driven prediction learning, or 
“counting” models that count word frequencies or co-occurrences in some manner. 
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The sixth theoretical parameter is the model’s Relatedness Measure. How is relatedness 
between words and/or concepts operationalized? This parameter is not independent of the others, 
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specifically the Representational Structure. There are ways of measuring relatedness that work in 
a space but not a graph, and vice versa. Spatial models all use some way of comparing vectors in 
the space, such as the distance between points or the cosine of the angle between the vectors. 
Graphical models usually use graphical distance or some type of spreading activation algorithm, 
either of the classical or connectionist variety. Some network models, usually described as 
“attractor” models, have used other measures of the model’s behavior, such as the amount of 
time the model takes to “settle” to a stable state where activations are no longer changing (Cree 
et al., 1999; Plaut & Booth, 2000). 
These six dimensions capture a tremendous amount of the theoretical variation in 
semantic models that have been proposed. In principle, the choice of parameter in one dimension 
is largely independent of the choice in another (with the noted exception of the Relatedness 
Measure’s dependence on the Representational Structure). For example, graphical and spatial 
data structures are both compatible with using linguistic, nonlinguistic, or normative data. Both 
data structures are compatible with a wide range of kinds of information that can be represented, 
and whether and how learning and abstraction occur. However, despite this potential 
independence, choices on these dimensions tend to be very correlated in practice. This makes it 
hard to determine what makes one model outperform the other in a particular domain, as they 
tend to vary along multiple dimensions at once. To properly assess the theoretical questions 
involving single dimensions requires controlling the influence of other parameter choices and 
isolating the dimension or dimensions of interest. 
In this work, we attempt just such an endeavor. We are interested in closely examining 
the effects of two of these dimensions, the Representational Structure (space vs. graph), and the 
Information Encoded in those spaces and graphs: word co-occurrences, and distributional 
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similarities based on those patterns of global co-occurrence. Thus, we create four main classes of 
models: a co-occurrence space model, a similarity space model, a co-occurrence graph model, 
and a similarity graph model, manipulating the two dimensions.  
 
A Limitation of Spatial Models 
All spatial models represent words as vectors, whose dimensions may be populated with 
features specified directly by the modeler, or from norming studies. For example, the dimensions 
of a feature-based vector for ‘fish’ might consist of the proportion of raters who judged fish on 
some feature dimension (e.g. ‘can_fly’, ‘ can_swim’, ‘has _beak’). Most proposed spatial models 
derive their semantic information from linguistic data from a naturalistic corpus, such as how 
often ‘fish’ co-occurs with other words, or the number of times ‘fish’ occurs in each of a set of 
documents. Most spatial models normalize these co-occurrence counts in some manner. For 
example, pointwise mutual information is a transformation of co-occurrence frequency data that 
takes the frequency of the co-occurring words into account (Bullinaria & Levy, 2007). 
Given the large number of dimensions in models trained with vocabulary sizes often in the tens 
of thousands, dimensionality reduction is typically performed after vectors are populated with 
raw or normalized co-occurrence counts. Typically, this involves using an algorithm like 
Singular Value Decomposition (SVD, Landauer & Dumais, 1997) or Latent Dirichlet Allocation 
(LDA, Blei et al, 2004).  In addition to reducing the size of the vectors, dimensionality reduction 
also serves several other useful purposes. These procedures reduce the sparsity of semantic 
vectors (which, if unreduced, typically contain mostly zeros). Another consequence is that 
dimensionality reduction serves as a method for generating more abstract representations, since 
the resulting novel dimensions aggregate information in multiple rows or columns with similar 
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covariance. For example, in a co-occurrence matrix where many different bird words all co-
occur with words like ‘wing’, ’fly’, ‘feathers’, and ‘beak’, the columns for these words can end 
up being combined into more abstract variables like ‘bird’ and ‘bird_features’. 
Despite their widespread use in both NLP applications and cognitive modeling, spatial 
models suffer important limitations with respect to accounting for the full range of human 
semantic abilities. One critical issue is that spatial models cannot distinguish - in a principled 
fashion - between different types of semantic relations (e.g., syntagmatic vs. paradigmatic) in the 
same semantic space. A principled distinction between different relations would require one 
vector space for each relation type - an inelegant solution, especially if the number of relations 
one wishes to represent is large. Defenders of spatial theories of semantic cognition could 
question the necessity of principled distinctions between different types of lexical relations. 
However, their psychological reality is supported by the demonstrations that humans bind 
syntagmatic and paradigmatic relations to construct indirect semantic relations - a signature of 
human cognition (Balota & Lorch 1986, MacNamara & Altarriba, 1988, Chwilla & Kolk 2002). 
The inability of spatial models to distinguish different types of relations and to form indirect 
relations based on those distinctions, predicts poor performance on tasks that require indirect 
relations. For example, Peterson, Chen & Griffiths (2017) examined the performance of spatial 
models (using Word2Vec and GloVe) on a relational analogy task, of the form ‘king:man :: 
queen:woman’. They measured the relational similarity score between word pairs (how similar is 
the relation ‘king-man’ to ‘queen-woman’), and correlated these scores to human judgements. 
Consistent with the idea that spatial models cannot explicitly represent indirect relations, the 
authors found that the models did not perform consistently across a diverse set of analogy types. 
While the models made strong predictions for the relation types CASE (e.g. ‘soldier-gun’, plow-
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earth’), they performed poorly on others such as SIMILAR (e.g. ‘car-auto’, ‘simmer-boil’); 
CONTRAST (e.g. ‘old-young’, ‘buy-sell’), and NON-ATTRIBUTE (e.g. ‘fire-cold’, ‘corpse-
life’). Of note, the spatial models performed well with syntagmatic relations (‘soldier-gun’, 
‘plow-earth’), but poorly with paradigmatic relations (simmer-boil’,‘old-young’), and especially 
poorly with those that indirectly bind the two (e.g. ‘fire-cold’ can be decomposed into ‘fire-
warm’ and ‘warm-cold’).   
It is possible that the failure of spatial models to succeed across all relational analogy 
types is because their representational substrate is suboptimal for accounting for indirect 
relations. Our experiments below are designed to test this limitation explicitly because strong 
performance on our selectional preference task requires 1) the ability to represent both 
paradigmatic and syntagmatic relations in the same model, and 2) linking the two types of 
relations to predict indirect relations. We will show that spatial models specialize towards 
representing either syntagmatic or paradigmatic relations, but fail to represent both in a 
principled manner, and this limits their ability to model indirect relations. 
 
A Limitation of Graphical Models 
In graphical models, words correspond to nodes in a graph, and words’ relations are 
represented as edges between nodes. The structure of graphical models enables them to represent 
indirect relations as a series of two edges between three nodes.  For example, ‘stripe-tiger-lion’ 
form a chain of nodes, where ‘stripe’ and ‘lion’ are indirectly connected by ‘tiger’. 
However, previously proposed graphical models suffer from a different limitation: In contrast to 
spatial models, existing graphical models like Spreading Activation models are typically 
populated either with hand-specified relations (Collins and Quillian, 1969; Steyvers & 
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Tenenbaum 2005) or with normative word association data (Steyvers & Tenenbaum, 2005; 
Kenett et al., 2011; Kenett et al., 2016; De Deyne, Perfors & Navarro, 2016; Kumar, Balota & 
Steyvers 2019). Thus, their relatively poor performance compared to spatial models may be due 
to the spatial models’ use of large linguistic datasets, not anything about the representational 
structure itself. In addition, these normatively formed semantic networks are derived from 
established relations in human semantic memory, and are thus useful only for characterizing the 
end-state of semantic development, rather than the process by which the semantic network comes 
to be. Despite successfully accounting for behavioral data, predicting human performance with 
data derived from similarly obtained performance data is referred to as the ‘Representational 
Turk  Problem’ (Jones, Hills & Todd, 2017). Most graphical models of semantic knowledge 
were developed to account for the structure of semantic memory, not its development. In this 
work, we are concerned with the latter: How can we induce semantic networks from raw 
language input in a developmentally plausible fashion? 
The lack of contact with learning and developmental processes is a substantial issue for 
graphical models. The gap between language input and linguistic representations must be filled 
in order for graphical models to be trained on large, naturalistic corpora. There have been few 
recent investigations of semantic memory using graphical models with the exception of Hills et 
al. (2010), De Dayne et al. (2014), and Rotaru et al. (2018) which we discuss below. But these 
models have not been scaled to use the input of millions and even billions of words on which 
spatial models are trained, leading to a level of semantic richness and complexity far beyond that 
achieved by current graphical models. Given the current state-of-the art, the best spatial models 
may outperform the best graphical models simply because they were trained on much larger 
corpora. Such a comparison however would be more valid if graphical models could be trained 
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on data that is equally large as, and in a manner comparable to, the standard method for training 
spatial models.   
 
Combining Spatial and Graphical Models 
It is possible that the advantages and disadvantages of graphical and spatial models are 
complementary. That is, the limitation of spatial models can be offset by the strength of 
graphical models, and vice versa. First, while spatial models do not represent indirect semantic 
relations in a principled manner, graphical models can do so easily. Second, while previous 
graphical models have either required feature-engineering or large normative datasets with a 
circular “Representational Turk Problem”, the method for training spatial models can be applied 
to graphs, easily sidestepping these problems.  
In this work, we propose a hybrid model that inherits the strengths of graphical and 
spatial models, and does not suffer their limitations. Specifically, the hybrid model uses a 
graphical data structure, but the mechanism for deriving the structure is based on ‘co-occurrence 
counting’ methods used to construct many spatial models. We explore two mechanisms for 
producing the semantic graph: word co-occurrence frequency, and word similarity - a 
transformation of the raw frequency data.  The latter is the subject of prior work (Rotaru et al., 
2018), and our comparison builds upon and extends this work. 
Before describing how we construct our hybrid models, we first illustrate the way in 
which spatial distributional models are typically created. Given a toy corpus consisting of two 
sentences ‘Dog chase cat. Cat chase mouse’, a four-by-four matrix of bi-directional word-word 
co-occurrences with their immediately adjacent words (i.e., with window size = 1) can be 
formed, shown in Figure 1.1a. Here, the entry (i,j) in the matrix would be the bi-directional co-
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occurrence between ith and jth word. From this word co-occurrence matrix, a word similarity 
matrix (shown in Figure 1.1b) can be constructed using some pairwise comparison between pairs 
of row vectors (such as the cosine of the angle between vectors). Thus, within the spatial 
framework, we can construct two kinds of models: The relatedness of words i and j can be 
obtained either from the co-occurrence count in cell (i, j) of the co-occurrence matrix, or the 
similarity score in cell (i, j) of the similarity matrix. Henceforth, we will refer to these two types 
of models as Co-occurrence Space and Similarity Space models, respectively. 









 dog cat mouse chase 
dog 0 0 0 1 
cat 0 0 0 2 
mouse 0 0 0 1 
chase 1 2 1 0 
 
  
 dog cat mouse chase 
dog 1 0.9 1 0 
cat 0.9 1 1 0 
mouse 1 1 1 0 
chase 0 0 0 1 
 
                       dog chase cat…….... 








Figure 1.1: A schematic illustrating the construction of the four model types we investigate. a) spatial co-occurrence 
representation in matrix form where rows are word embeddings of co-occurrence with all words (by columns) in the corpus. b) 
graphical co-occurrence representation derived from co-occurrence matrix. c) spatial similarity representation derived from a), 
where each entry is the similarity between co-occurrence word vectors. d) graphical similarity representation derived from the 
similarity matrix in c). 
 
We can reuse the same matrices to construct our hybrid graphical models. Because both 
the columns and rows refer to words we wish to represent, the co-occurrence matrix and the 
similarity matrix can each be considered an adjacency matrix of a graph. When deriving 
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adjacency information from the co-occurrence matrix, the words become nodes in the graph, and 
are connected by an undirected weighted edge proportional to the value of the corresponding 
entry in the co-occurrence matrix (provided an entry is non-zero). We refer to the resulting 
model as Co-occurrence Graph, and its construction is illustrated in Figure 1.1c. Similarly, we 
can construct a graphical model in which the weights of edges are derived from the similarity 
score of the words in the similarity matrix. This model is shown in Figure 1.1d.   
In total, we consider four types of models, organized by a two-by-two design with 
representational data structure (graph vs. space) in one dimension, and information encoded (co-
occurrence vs. similarity) in the other. In Table 1.2, these four models are situated in the six-
dimensional parameter space from Table 1.1.   
Table 1.2:  Model types investigated in the study, classified on six parameter dimensions, and manipulated in two dimensions 
(italic). 
 












Similarity Space  Linguistic 
Corpora 






Similarity Graph Linguistic 
Corpora 





Co-occurrence Space Linguistic 
Corpora 
















Semantic Relatedness in Graphical Structures 
Similar to spatial models, relations represented in a semantic graph can be measured 
quantitatively. While relatedness in spatial models is computed on vectors, relatedness in 
graphical models is computed on graphs.  The ability to perform computations on graphs is what 
distinguishes the two kinds of models.  If relatedness in the graph is calculated as the edge 
strength between two-word nodes, then there is no difference between relatedness in the spatial 
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and graphical models. However, graphical models often employ other algorithms, such as a 
spreading activation (Collins & Loftus 1975) where activation travels from one word to another 
along multiple weighted edges, such that a node can be activated via direct and indirect 
connections. As a consequence, the relatedness score computed using spreading activation can be 
very different from the edge weight that directly links two nodes (provided there is one). 
Furthermore, the relatedness score can depend strongly on the specific algorithm used to spread 
activation through the network. We will describe the details of the algorithm we chose in a later 
section.  
The fact that spreading activation can activate a word via multiple indirect connections 
has many consequences on the model’s capability to predict semantic relations. For example, De 
Deyne et al. (2016) showed that spreading activation processes can be used to predict weak 
similarities between word pairs and the time to access them. They demonstrated that the success 
of capturing weak relations is attributed to the capability of the spreading-activation process 
accounting for semantic relations embedded in relatively long (with length 3, but not 1 or 2) and 
indirect paths in the network, which speaks to mediated priming effects observed in empirical 
works (McNamara & Altarriba, 1988; McNamara, 1992). A third example is Rotaru, et al. 
(2018), implementing a spreading activation process on a similarity graph derived from 
similarity matrix encoding distributional information. They showed that the graphical forms, 
while including indirect relations carried on longer paths (with length 2 or above), outperformed 
the corresponding spatial forms in accounting for accuracy and response time in lexical and 
semantic decision tasks, and also explicit semantic relatedness/similarity judgements tasks by 
human. Although Rotaru et al. did not explicitly analyze the role of indirect connections as in De 
Deyne et al. 2016, they did mention that their models involve both direct and indirect links 
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between words. Altogether, these results demonstrate the utility of   graphical structures derived 
from corpus data in modeling psycholinguistic phenomena. Further, based on these results we 
think that graphical models may have a distinct advantage over spatial models when modeling 
semantic relatedness that involves both direct and indirect connections between words. 
Rotaru et al.’s semantic network is built on word similarity, thus a version of a ‘similarity 
graph’ model. Although this type of representation is rare in the semantic modeling literature, a 
specific form of the co-occurrence graphical representation - a co-occurrence network - has been 
studied in the field of computational linguistics since the beginning of the century (Ferrer i 
Cancho & Solé 2001). Co-occurrence networks are constructed by 1) transforming each sentence 
in the corpus to a chain of word nodes and 2) connecting the sentence chains by the words they 
share. While co-occurrence networks are formed on large natural linguistic data sets, the 
representation was investigated more from a global scale. For example, Ferrer i Cancho and Solé 
(2001) showed that co-occurrence networks built from large scale corpus have small-world effect 
and a scale-free distribution of node degrees. Tenenbaum & Steyvers (2005) similarly showed 
that semantic networks built from Wordnet, Nelson free association norm and Roget’s Thesaurus 
(Tenenbaum & Steyvers 2005). The structural commonalities between co-occurrence networks 
and empirical semantic networks suggests that co-occurrence networks (graph) could be a 
candidate graphical representation for lexical semantics. 
As a summary, current spatial and graphical semantic models suffer from critical issues, 
and an integration of the two approaches could overcome these limitations. Based on previous 
work, in this paper we develop a spreading activation measure on semantic networks derived 
from distributional linguistic data, and query whether the hybrid model may successfully model 
the fine-grained quantitative lexical semantic relations, compared to similarity graphs, and the 
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spatial models from which the two graphical forms are derived. As all four models are derived 
from the same co-occurrence matrix, and other modeling parameters are well controlled, we may 
be able to further investigate the contribution of the theoretical parameter values of interest 
(graph vs. space, and co-occurrence versus similarity) at representing syntagmatic relations. 
Next, we introduce how we train and test the semantic models, and the motivation for 
implementing such methods. 
 
A World for Words 
Semantic models built from linguistic corpora have several advantages. Empirically, 
they tend to fit data better than hand-constructed models or models built from normative data 
(see, for example, Kumar, Balota & Steyvers, 2019). They have the practical advantage that 
obtaining a corpus is cheaper and easier than obtaining an equally sized normative dataset, and 
much easier than hand-labeling all semantic relations. And perhaps most importantly, corpus-
based models have a theoretical advantage, in that they propose a mechanism by which semantic 
knowledge is acquired. However, semantic models built from large naturalistic corpora have one 
notable disadvantage: the size of the corpus, and the complexity of the information in it, can 
often make it difficult to understand precisely what aspects of the input made the model 
successful, e.g., language models such as Word2Vec, GPT-2, and BERT. 
This leads to two different research strategies that can be followed when trying to 
determine which semantic models are best. The first (and most common) approach is to focus on 
their fit to empirical data, like sentence reading times (and eye-tracking and EEG data obtained 
during sentence processing), semantic priming data, and normative judgements (of relatedness, 
similarity, categorization, and semantic facts). The second approach is to design artificial 
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datasets that are created to highlight specific formal scenarios, and can be used to test a model’s 
formal capacities. This approach is advantageous in that it allows us to more precisely test what a 
model can and cannot do, and it is the approach that we follow in this paper.  
As we use a formally designed task, and a carefully controlled parameter space, our 
systematic experimental setup requires model input that is controlled in both structural 
complexity (syntax) and content (semantics). In this sense, an artificially generated corpus is 
useful compared to naturalistic linguistic data, as the syntax and content of an artificial corpus is 
under our control. The need to control the input does not require the corpus to be extremely 
simple; however, in this paper, we developed a relatively simple corpus, which we may expand 
in future work. The artificial corpus can be arbitrarily complex, as long as the experimenter 














CHAPTER 2: METHOD 
 
To generate our linguistic corpus, we first create a miniature world simulation, which 
consists of agents that have goals, and events that occur as those agents set out to achieve their 
goals. We then generate a linguistic corpus composed of simple sentences that describe the 
sequences of events that occur in the world. The events in the simulated world take place in 
temporal order which is determined by pre-designed intrinsic event structures. Although both the 
world and the language generated from it are simplified compared to the physical world and 
language in reality, it has the advantage of being completely under our control. Unlike many 
artificial grammars which generate sentences that are semantically isolated from one another, 
consecutive sentences in our corpus relate semantically with one another, due to the predefined 
event structures.   
   Unlike previous works (Erk et al. 2010, Van de Cruys, 2014) that used selectional 
preference to evaluate semantic models trained on naturalistic corpora, we need to incorporate 
selectional preferences into our artificial corpus. That is, we need to manipulate which nouns can 
be agents or patients for each verb, and with what frequency or probability. The procedure we 
followed for generating the events in the world, and then for generating the corpus that describes 







Simulating a World 
 
Agents and Goal-Driven Event Structures 
One limitation of many artificial languages that are used to study semantic models is that 
the semantics are limited to local relations between words, but those words (or their referents) 
are not represented in a more global event or discourse structure. This can lead to an artificial 
language that is missing a critical property of natural language: semantic structure is often 
maintained across sentences, not just within them. For our artificial world (and the linguistic 
corpus derived from it), we sought to avoid this problem by populating an artificial simulated 
world with agents in locations, which have three simple drives they are trying to fulfill (hunger, 
thirst, and sleep). The agents then need to take actions that satisfy those drives. So for example, 
if the artificial agent ‘Mary’ is sleepy, she needs to activate the plan ‘go_sleep’, which consists 
of a sequence of events like ‘go_to(Mary,tent)’, ‘lay_down(Mary)’, ‘sleep(Mary)’, 
‘wake_up(Mary)’, and ‘stand(Mary)’. The full set of agents and objects (and the categories to 
which they belong) as well as the full list of actions (and the arguments for those actions) are 
shown in Table 2.1. As listed in Table 2.1, there are 5 categories for agents and 5 for objects. An 
agent entity in the world may appear as the agent of sentences, while an object may not. Each 
category consists of 3 member entities, and for most categories, two out of the three members are 
randomly selected and created in the world when it is initialized, so that there are 20 or 19 
entities (nouns) across the 10 categories and 20 actions (verbs) in each simulation. 
The semantic structure of the world is governed by two constraints. The first is the 
aforementioned drives that guide an agent’s actions, leading it to follow certain sequences of 
events. The second constraint is a rulebook that dictates what kinds of agents can take which 
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kinds of actions, and also what kinds of objects can serve as the patient argument for transitive 
actions (Table 2.1 and Table 2.2). For example, while all agents can ‘sleep’ when they are tired, 
and ‘drink’ a LIQUID when they are thirsty, the ‘eating’ event structures vary considerably for 
the different kinds of agents. When an HERBIVORE is hungry, it must ‘search’ for a PLANT, 
and when it finds one, it then ‘go_to” the PLANT and then ‘eat’ the PLANT. When a 
CARNIVORE is hungry, it must ‘search’ for an HERBIVORE, then ‘chase’ the HERBIVORE, 
then ‘bite’ and finally ‘eat’ the HERBIVORE. 
Table 2.1: The categories of objects in the simulated world, actions that animate agents can take, and the arguments of those 
actions, which specify what categories of objects can participate in those actions as either agents or patients. 
Animate Agents 
AGENT = [HUMAN, NONHUMAN] 
HUMAN = [Mary, Kim] 
NONHUMAN = [CARNIVORE, HERBIVORE] 
CARNIVORE = [wolf, tiger, hyena] 
HERBIVOR = [S_HERBIVORE,  
                         M_HERBIVORE, 
L_HERBIVORE] 
S_HERBIVORE = [rabbit, squirrel, fox] 
M_HERBIVORE = [boar, ibex, mouflon] 







FOOD = [NUT, FRUIT, PLANT, AGENT] 
NUT = [walnut, cashew, almond] 
FRUIT = [apple, pear, peach] 
PLANT = [grass, leaf, flower] 
LIQUID = [water, juice, milk] 
LOCATION = [river, tent, fire] 
 
Intransitive Actions 
rest ( AGENT ) 
search ( AGENT ) 
lay_down (AGENT ) 
sleep ( AGENT ) 
wake_up ( AGENT ) 
get_up ( AGENT ) 
Transitive Actions 
go_to ( AGENT, LOCATION ) 
chase ( AGENT, AGENT ) 
drink ( AGEN , LIQUID ) 
eat ( AGENT, FOOD ) 
bite (CARNIVORE, HERBIVORE ) 
peel ( HUMAN, FRUIT ) 
crack ( HUMAN, NUT ) 
throw_at ( HUMAN, L_HERBIVORE ) 
shoot ( HUMAN, M_HERBIVORE ) 
trap ( HUMAN, S_HERBIVORE ) 
stab ( HUMAN, S_HERBIVORE ) 
butcher ( HUMAN, NONHUMAN ) 
gather ( HUMAN, FOOD ) 
cook ( HUMAN, NONHUMAN ) 
HUMANs have a wider range of possible foods and eating event structures. They can eat 
FRUITs, which they must first ‘search’, then ‘go_to’ then ‘gather’, ‘peel’, and then ‘eat’. They 
can ‘eat’ NUTs, which like FRUITs except that they must be ‘cracked’ rather than ‘peeled’. 
They can also eat any of the HERBIVOREs, but the HERBIVOREs of different sizes (S, M, and 
L) have different actions associated with how they are caught and killed. L_HERBIVOREs have 
to be ‘searched’ for, then ‘gone_to’, then ‘chased’, then ‘thrown_at’, then ‘butchered’, then 
‘gathered’, then taken to the fire (‘go_to fire’), then ‘cooked’, and then finally eaten. 
M_HERBIVOREs and S_HERBIVOREs have similar chains of events to L_HERBIVOREs, 
except that instead of being ‘thrown_at’, M_HERBIVOREs are ‘shot’, and S_HERBIVOREs are 
‘trapped’ and then ‘stabbed’. 
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With the two constraints on the world (the drive system, and the action rulebook), the 
simulated world is based on contingencies inspired by the real world, and this is reflected in the 
content and structure of the generated corpus. This enables selectional preferences to emerge in 
the corpus from constraints built into the simulated world on which it is based. It is important to 
keep in mind that the toy world-corpus dyad is not set up to approximate or mirror the real 
world. We use the real world as inspiration for our simulated world because it is easier than 
building a novel world from scratch. Our aim is to evaluate the ability of semantic models to 
infer the semantics of the world that underlies their input, irrespective of whether this world is 
the one we live in. 
 
Simulating Agents, Actions and Events 
Each simulation included 64 agents, including two humans, one of each kind of 
carnivore, and ten of each kind of herbivore. At the start of each simulation, each agent was 
placed at a specific coordinate in the simulated space, alongside randomly placed non-agent 
objects (fruit, nuts, plants, liquids, and locations). The drives of each agent (hunger, thirst, and 
sleepiness) were set to random values between 0 and 1, and were increased by 0.01 at each time 
step. Each simulation was run for 10k time steps, and at each step, the action state of each agent 
is updated. Over the course of the simulation, if an agent’s drive crosses a critical threshold 
(0.80), the agent must begin taking actions in order to lower that drive. Some actions, like 
drinking, take a fixed amount of time, while others vary in duration. The search action is variable 
in duration because it depends on the number of failed search trials, and the action go_to depends 
on how far away a target is. Once an agent has completed an action sequence and satisfied its 
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goal, it rests until a new drive reaches the critical threshold for action. On average, each agent 
completed approximately 330 actions.  
 
Generating the Corpus from World Events 
For each simulation, the verb-noun combinations in Table 2.2 are generated in the corpus. 
The frequency of their occurrence in the corpus reflects the number of times their associated 
events occur in the simulation. We show the frequencies of a subset of noun-verb pairings from 
one hypothetical run of the simulation combinations in Table 2.3. Due to the tight coupling 
between the world and the corpus, the distributional statistics in the corpus can be said to be 
grounded in the statistics of the simulated world. As a consequence, this enables us to use the 
generated distributional data not only for training of semantic models, but as the criterion for 
testing the representational capabilities of the semantic models. For reasons we will describe 
below, we were interested in tracking co-occurrences separately for nouns when those words 
occurred as agents versus when they occurred as patients, and as such nouns in the corpus 
included their semantic role status (agent versus patient). In our tables and figures below, 
whether a noun is an agent or patient is denoted with the subscripts a and p. 
 
Selectional preference in the world and corpus 
Entities are differentiated by the actions they can be involved in, both as an agent or 
patient. The set of actions that can be performed by an entity is dictated by its category (e.g., 
HUMAN). These rules are summarized in Table 2.2 and described in more detail in Appendix A. 
Table 2.2 can be used to determine which nouns may occur with which verbs, in either the agent 
or patient role. These rules are the selectional preferences in the world. Implicit in this table are 
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semantic facts which we may use to compute the targets for our selectional preference task. For 
example, ‘tiger’ is more similar to ‘Mary’ than to ‘walnut’ and ‘water’, and this implicit relation 
can be quantified by comparing the row vectors associated with each entity. 
Table 2.2: Rules and hypothetical frequencies that governed what entities were allowed to perform which actions in the simulated 
world. Note the subscripts a and p, which denote whether a word was an agent or patient in each sentence. The co-occurrence rules 
differed based on agent/patient status, and as a consequence so do the co-occurrence frequencies. 
 
 Rules  Hypothetical Frequencies in Corpus 
 crack  chase  eat  drink  crack  chase  eat  drink 
Marya  1  1  1  1  2  3  5  6 
tigera  0  1  1  1  0  2  7  4 
rabbita  0  0  1  1  0  0  3  3 
walnuta 0  0  0  0  0  0  0  0 
watera 0  0  0  0  0  0  0  0 
Maryp  0  1  0  0  0  6  0  0 
tigerp  0  0  0  0  0  0  0  0 
rabbitp  0  1  1  0  0  10  7  0 
walnutp 1  0  1  0  3  0  3  0 
waterp 0  0  0  1  0  0  0  6 
 
Experimental Design for Testing Semantic Models 
As we have described, this paper is mainly concerned with comparing the relative 
performance of spatial versus graphical semantic models (based on either co-occurrence or 
similarity data) to represent the semantic structure of the simulated world. However, there are a 
number of other parameters and factors that must be fixed when building co-occurrence matrices, 
and which have been shown to have a large effect on their performance (Sahlgren, 2006; 
Bullinaria & Levy, 2007; Bullinaria & Levy, 2012). Because we are not primarily concerned 
with these parameters in this paper, we built a set of models that varied along these minor 
parameter dimensions, and then computed the mean and best performing model for each of our 
four main conditions. Consequently, we trained 216 different spatial and graphical co-occurrence 
models, each varying on one of six minor parameters, related to corpus preprocessing or the 
calculation of co-occurrences. These manipulations are shown in Table 2.3. 
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Table 2.3: The parametric variation whereby all combinations led to 216 different models based on how co-occurrences were 
counted and normalized. 
 
Parameter  Options 
Periods included as words in the corpus 
Co-occurrence cross sentence boundary 
Co-occurrence window size  
Co-occurrence window weight 
Co-occurrence window direction  
Normalization 
 yes, no 
yes, no 
1, 2, 7 
flat, inverse 
forward, backward, summed 
non, row-log, PPMI  
 
These 216 models were also run for the similarity space and graph models. However, two 
additional parameters were varied for the similarity models, shown in Table 2.4, namely 1) 
whether the co-occurrence matrix was reduced via SVD, or left in its original form, before 
similarities were computed, and 2) which similarity metric was used (the distance between 
vectors, the cosine of the vectors’ angle, or the correlation between the vectors). As we said, 
these parameters were not the primary interest in this work, but we did want to see if they 
mattered final performance. Further details on how these parameters affected the creation of the 
co-occurrence matrices and the calculation of the co-occurrence and similarity scores can be 
found in Appendix C. 
Table 2.4: The number of models in each of our major parameter conditions. For each data structure, there are 7 encoding types, 
based on different methods for computing similarity. 








 Unreduced Similarity (no SVD)  Reduced Similarity (SVD) 
  Distance  Cosine  Correlation  Distance  Cosine  Correlation 
Spatial  n=216  n=216  n=216  n=216  n=216  n=216  n=216 
Graphical  n=216  n=216  n=216  n=216  n=216  n=216  n=216 
 
Our experimental design is composed of 6 minor parameter dimensions, each nested in 
one of two major parameter dimensions, resulting in 2⨉7⨉2⨉2⨉3⨉2⨉3⨉3=3024 (major 
parameters on bold) models to examine. We train all 3024 model variations on the artificially 
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generated corpus, and obtain, for each model, a semantic relatedness table that contains 
relatedness scores for every word pair in the vocabulary (nouns differentiated by thematic roles). 
We evaluate each model by comparing its semantic relatedness (SR) scores to the target scores, 





Computing semantic relatedness for spatial models 
For the co-occurrence space models, semantic relatedness was calculated in the following 
way. Relatedness between two words i and j in the co-occurrence space was calculated as the 
simple co-occurrence value in the co-occurrence matrix (after normalization, for models that 
included it). One complication is that these co-occurrence matrices were not always symmetric. 
For example, for models calculating co-occurrences in the forward direction only (from the word 
in row i to the subsequent word in column j), then the cell (i, j) encodes how often j followed i, 
and the cell (j, i) encodes how often i followed j. As we are using these co-occurrence values to 
predict relatedness in ordered sentence contexts, we always used the cell that corresponded to the 
appropriate order given the sentence. For example, if trying to measure the semantic plausibility 
of the sentence “mary trap rabbit”, we used the cell corresponding to the frequency of rabbit 
coming after mary. Since the asymmetricity, from now on we denote SR(x, y) as the semantic 
relatedness from word x to word y, in that order, for all models. 
For the similarity space models, relatedness was computed by taking each word’s co-
occurrence row vector, and computing its similarity to the other word’s vector, using the 
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similarity metric (cosine, distance, or correlation) for that model. We labeled the nouns in the 
corpus by both their name, e.g., ‘tiger’, ‘water’, and their thematic role. For example, in the 
sentence ‘tiger chase rabbit’, the full labels for the entities are ‘tiger-agent’ and ‘rabbit-patient’. 
In contrast, in the sentence ‘rabbit sleep’, the full label for the noun is ‘rabbit-agent’. 
Consequently, ‘rabbit-agent’ and ‘rabbit-patient’ are treated as different lexical items. That is, 
they are taken as distinctive word types in the corpus, and are thus treated distinctly by each 
semantic model.  
The motivation for this was to preserve the semantics of the world, which is based on 
asymmetries with respect to which entity can perform which action as either agent or patient. 
The co-occurrence encoding, however, is invariant to such distinctions in situations in which 
word-order does not correlate with thematic role. For example, ‘rabbit’ and ‘tiger’ in the 
transitive sentence ‘tiger chase rabbit’ are coded identically when counting co-occurrences, 
despite their difference in thematic roles. If the corpus has many sentences like ‘tiger chase 
rabbit’, ‘rabbit’ will be distributionally similar to ‘tiger’, despite ‘rabbit’ not being allowed to 
perform the ‘chase’ action, as dictated by the rulebook (in Table 2.1).  See Appendix B for an 
example. For brevity, we only use the full label of an entity when necessary. 
 
Computing semantic relatedness for graphical models 
One simple approach for computing semantic relatedness on graphs is to use the geodesic 
distance. The geodesic distance has previously been used to predict the human judgements of 
semantic relatedness (Kenett et al., 2017, Kumar et al. 2019). It is defined as the length of the 
shortest path connecting two nodes. If two nodes are connected by an edge of length 1, their 
geodesic distance is 1, otherwise it is greater than 1. While the geodesic distance captures the 
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coarse ‘spatial’ relationship between words in a network, there are reasons to believe it is 
insufficient for capturing finer-grained aspects of semantic relatedness. For example, the 
geodesic distance does not capture word frequency or allow for any other way to weight each 
edge. In Figure 2.1, both the geodesic distance between search and tiger and search and go_to 
are 1, but search and tiger co-occur twice, and search and go_to only once. Judging by geodesic 
distance alone, the two pairs would be considered equally related. Additionally, behavioral 
studies have shown that human semantic similarity judgments are not symmetric (Tversky, 
1977), a problem which even differentially weighted edges would not solve (without having 
bidirectional edges between nodes that have different weights). Finally, geodesic distance 
produces the so-called ‘hub effect’ in which distantly related words may be ‘geodesically’ close 
to each other by virtue of co-occurring with the same frequent word. For example, to the extent 
that every noun is preceded by the article ‘the’, each noun will be no more than two steps 
(geodesic distance two) away from every other noun. 
   For these reasons, we will measure semantic relatedness on our graphs using a 
spreading-activation mechanism. This avoids the issues mentioned above by taking into account 
both geodesic distance and co-occurrence frequency, and allowing activation to spread along 
multiple direct and indirect pathways. The activation spreads through the network in the 
following way: At every moment, each node fires as long as its activation strength is greater than 
zero. When a node fires, it sends out all its activation to neighboring nodes, proportional to the 
weights on the edges connecting two nodes. For example, in Figure 2.1, search has two 
neighbors: tiger and go_to. Because the weight of the edge between tiger and search is 2, and 
that between go_to and search is 1, tiger receives two thirds of the activation produced by 
search, while the remaining third is used to activate go_to of. To compute the semantic 
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relatedness from word x to word y using our measure, we activate x with strength 1, and measure 
the amount of activation that reaches y for the first time. 
We explain the process in detail by walking through an example, illustrated in Figure 2.1, 
in which we compute the semantic relatedness from search to other words in a hypothetical 
network. We denote A(nodei) as the amount of activation of node i. For example, A(tiger)=1 
means the activation on the node tiger is 1. At time t0, we set A(search)=1 and A(nodei)=0, for 
any node other than ‘search’. The activation of search will spread to its neighbors, tiger and 
go_to, activating each proportional to the connecting weight. By the end of t0, A(tiger)=2/3 and 
A(go_to) = 1/3 (Figure 2.1, left). Since this is the first time tiger and go_to are activated, 
SR(search, tiger) = 2/3, and SR(search, go_to) = 1/3. At the end of t0, ‘rabbit’ was not activated 
because it is not directly connected to search. Therefore, in order to compute SR(search, rabbit), 
we need to let the activation spread for another time step. At the next time step t1, the two 
activated words spread their activation to their neighbors. Since the connections between go_to 
and all three neighbors have the same weight, its activation is spread evenly among its neighbors. 
Thus search, rabbit and tiger each receive a ninth of the activation of go_to (Figure 2.1, right). 
Similarly, the A(tiger) spreads, with amount 2/3, to its neighbors, sending 1/3 of its activation 
back to search, 1/6 to go_to, and 1/6 to rabbit. As a result, at the end of t1, the node rabbit has 
received 1/6 activation from tiger, and 1/9 from go_to, resulting in A(rabbit) = 5/18. Since this is 
the first time activation arrives at rabbit, we use this number as the semantic relatedness from 
search to rabbit, i.e. SR(search, rabbit) = 5/18. In this approach, semantic relatedness equals the 
amount of activation that reaches the target through the shortest path(s) to the source. For 
example, in Figure 2.1, there are two shortest paths between search and rabbit, and SR(search, 
rabbit) is computed as the sum of the activation that reaches rabbit via both paths. 
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Figure 2.1: An illustration of how activation spreads in a hypothetical network, and how to compute semantic relatedness (SR) 
for SR(search, tiger), SR(search, go_to), SR(search, rabbit). Connection weights are shown in black, and activation values are 
shown in red. 
 
There are three factors that contribute to the magnitude of semantic relatedness computed 
in this way:  
1. The length of the shortest path. Activation strength diffuses as at each step 
when there is more than one node linked to the source node. As most nodes are likely to link to 
multiple nodes, less activation tends to reach the target when it is separated from the source by a 
longer path.  
2. The number of shortest paths to the target. The larger the number of shortest 
paths to the target, the more activation is able to spread directly from the source to the target 
before diffusing elsewhere.  
3. The weights of edges on the shortest paths. As activation diffuses proportional 
to the weights, stronger weights on the shortest path result in larger activation at the target.  
In sum, the spreading-activation based relatedness measure is a combination of multiple 
aspects of semantic networks: It is simultaneously sensitive to the geodesic distance (1), 
frequency (3), and overall network structure (2). Furthermore, the relatedness measure is 
asymmetric. For example, the relatedness from search to rabbit is 5/18, which is not necessarily 
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equal to the relatedness from rabbit to search. To compute SR(rabbit, search), one needs to 
activate rabbit, and compute how much activation flows from it to search. In most cases SR(x,y) 
will be different from SR(y,x), and therefore has the potential to account for human judgements 
(Chen et al., 2017), unlike previous distance based measures. Also, this approach partially avoids 
the ‘hub-effect’ by taking into account the relative edge weights. Need to note that, the 
conception of spreading-activation on semantic network and the mathematical formulation 
weighing connection strength can be traced back to classic works (Anderson, 1983; Collins & 
Loftus, 1975), and recent studies also have implemented the algorithm investigating semantic 
problems (De Deyne et al., 2016; Rotaru et al., 2018). Our adoption of the algorithm on the new 
structure (co-occurrence graph) is largely inspired by these precedent works, and extension of 
them. 
 
Evaluation of model-acquired semantic knowledge  
To evaluate each model, we needed some way to establish the “right answer” for which 
words were syntagmatically related. There are, in principle, three ways this could be done. The 
first would be to say relatedness was a binary feature, defined as whether the words were 
allowed to occur according to the grammar that was used to generate the simulated world’s 
events. Under this definition, Mary and eat would be related (because Mary can eat), and rabbit 
and shoot are not related, because in our simulated world, rabbits cannot shoot. This particular 
evaluation was not our choice, as we were interested in seeing which models could produce the 
graded forms of relatedness that humans demonstrate. A second option would be to use the 
actual frequencies in the corpus. This would produce graded differences, but is less interesting as 
the co-occurrence space model would be best at this, because that is literally what that model is 
 36 
tracking. Such an evaluation would also lack the interesting property of demonstrating any form 
of generalization beyond the data that humans do show. In our simulated world, mary can shoot 
boars, but cannot shoot rabbits or water. Nonetheless, we might expect that real humans would 
find it more plausible that Mary can shoot rabbits than that she can shoot water. This is because, 
in the simulated world, rabbits are more similar to boars than to water, in terms of the other 
semantic roles they can fill. Using simple co-occurrence frequencies as the gold standard against 
which the models are compared would not allow us to test the models’ abilities to make these 
generalizations (or, more accurately, would punish them for doing so). 
In the end, we decided to use a similarity-based ranking scheme to decide how acceptable 
it should be for a word to be an argument for a verb. To derive these rankings, we computed 
relatedness scores for a subset of noun-verb pairs, and used these as the model’s prediction for 
the selectional preference task. Since all models were trained on the same artificial corpus, better 
performance on this task is a valid estimate of a model’s ability to encode fine-grained semantic 
relations. Importantly, this task requires inferences based on two sources of information. First, a 
model should rank highest those noun-verb combinations which occur most frequently in the 
corpus.  For example, Mary is the only agent of the verb crack in the corpus, and thus a model 
should prefer Mary over other nouns for the agent role in the event crack. In addition, we are 
interested in how a model handles unobserved noun-verb combinations, such as unobserved 
agents of crack. Although neither tiger nor water can be the agent of the action crack, they 
should not necessarily be judged as equally bad agents. One way to make finer-grained 
judgements is to leverage indirect evidence, such as the similarity between tiger and Mary, and 
water and Mary. For example, the row vector for tiger in Table 2.2 is more similar to Mary 
because many of the actions it performs are also performed by Mary. Based on this observation, 
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we may infer that a tiger, compared to water, is more likely to carry out an action performed by 
Mary, even if there is no direct evidence in the corpus. In this example, we expect a good model 
to rank unobserved agents of crack based on their similarity to Mary (an observed agent of 
crack) - it should assign a higher score to tiger compared to water. Example relatedness scores 
for a hypothetical model that performs well on this task is shown in Table 2.5.  Notice, for 
example, that the hypothetical model scores tiger and rabbit as better agents of crack than walnut 
or water. In sum, good performance on our selectional preference task requires more than just 
tracking observed co-occurrences; instead, a model must leverage indirect evidence, namely the 
distributional similarity between two entities, and combine this information with the verb-noun 
co-occurrence, to infer the unobserved verb-noun patterns (tiger crack). 
Table 2.5: Hypothetical relatedness scores between a small selection of nouns (rows) and verbs (columns). 
 
 crack  chase  eat  drink 
Marya  0.2  0.35  0.6  0.7 
tigera  0.05  0.2  0.7  0.5 
rabbita  0.01  0.01  0.5  0.4 
walnuta 0.001  0.002  0.002  0.003 
watera 0.001  0.001  0.003  0.001 
Maryp  0.001  0.2  0.01  0.01 
tigerp  0.001  0.001  0.001  0.001 
rabbitp  0.001  0.5  0.6  0.05 
walnutp 0.5  0.01  0.6  0.01 
waterp 0.001  0.002  0.002  0.6 
 
To evaluate a model, we computed the verb-noun relatedness score for each noun-verb 
pair, transformed the resulting scores to ranks, and compared the model-derived ranking to the 
target ranking by correlating the flattened matrix of ranks with the flattened matrix of target 
ranks. Target ranks were based on combining the co-occurrence between nouns and verbs and 
distributional similarity between nouns, such that nouns more similar to the most frequent 
argument of a verb are ranked higher. This process is illustrated in Table 2.6. The larger the 
 38 
correlation between the model-derived ranks and the corpus-derived target ranks, the stronger the 
evidence that a model has learned fine-grained semantic representations. 
 
Summary of the experimental procedure 
The artificial world was simulated 10 times, each initialized with a random selection of 2 
out of 3 entity types per category. Agent entities take turns performing actions contingent on their 
drive levels and the event structure in which they are situated. If an agent has successfully carried 
out an action, a sentence describing the action is generated and added to the corpus. The result of 
this procedure is a set of 10 corpora with an average around 21k sentences and 71k words. 
Next, we computed 256 co-occurrence matrices, one for each minor condition in Table 6. 
For each co-occurrence matrix, we generated seven similarity matrices, one for each spatial model. 
To obtain graphical models, we used the similarity matrices to derive undirected graphs. Briefly, 
we connected two words if their similarity is non-zero, and, if so, set the edge weight proportional 
to their similarity. In case a similarity matrix is not symmetric, we derive the edges from the sum 
of the similarity matrix with its transpose. 
Next, for each model, we computed semantic relatedness scores between all verbs in the 
vocabulary and a set of all noun agents and patients. Given the same similarity matrix as the 
starting point, this results in seven semantic relatedness tables for graphical models, and seven 
semantic relatedness tables for spatial models. Repeating this procedure for every one of 216 
similarity matrices results in a total of 216 ⨉ 14 = 3024 model specific verb-noun semantic 
relatedness tables, one for each model variation considered in our study. The semantic 
relatedness table for each model is flattened and compared to the target semantic relatedness 
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scores, using the Pearson correlation. We repeat this procedure 10 times, one for each corpus, 
and report the average correlation for each model. 
Table 2.6: An illustration of the model evaluation procedure. First, a selection of noun-verb co-occurrences are counted in the 
corpus (a). Using this information, distributional similarities between nouns are computed using pairwise cosine between row-
vectors, and the resulting similarities are converted to ranks, column-wise (b). Next, model-derived semantic relatedness scores are 
computed for the same selection of noun-verb pairs (c), and converted to ranks (d). Both the corpus-derived and model-derived 
rankings are flattened to a single column vector, and their correlation is computed. The resulting value is indicative of a model’s 













CHAPTER 3: HYPOTHESIS 
 
As we have described, the fundamental question we are testing is which of the four kinds 
of models are best able to predict the semantic relatedness of both previously observed 
syntagmatic relations, and also unobserved but reasonable syntagmatic relations. There are 
reasons, based both on a basic understanding of the models, and also based on previous research, 
for some hypotheses about their relative performance. 
  Co-occurrence spatial models should be the best at predicting semantic relatedness for 
observed syntagmatic relations, e.g. Marya-crack, since that is literally what they represent. But 
they should be the worst, fundamentally incapable of, inferred syntagmatic relations, since it has 
no way to explain such items. This is the problem of any co-occurrence or n-gram model that has 
no abstraction mechanism in the representation or inference mechanism in the retrieval and 
application of those representations. As a result, while they can rank the observed relations at the 
top, they will not be able to differentiate the unobserved pairs, resulting in imperfect correlation 
score.  
Similarity spatial models in general are more aimed at substitutability, they are better at 
paradigmatic relations (both logically, and as shown in previous work) and tell how similar is 
water and tiger. However, the spaces capture paradigmatic relations at the cost of syntagmatic 
relations, and not able to represent the Marya-crack relation at the first place, and may fail to 
have the correct prediction on the  syntagmatic relation between unobserved pairs, e.g. tigera-
crack, and watera-crack. The incompetence of syntagmatic relations in general can lead to 
relatively low scores. 
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Co-occurrence graphical models, if of the correct window size, should be able to capture 
both observed and unobserved syntagmatic relations. The observed relations are represented by 
edges between the verb and the noun (Marya-crack), while the unobserved relations can be 
formed if there is a path between the noun and the verb in the network. For example, tigera is 
connected to crack by the length 3 path: tigera-chase-Marya-crack, while no such indirect path 
exists between watera and crack. In the co-occurrence graph, Marya is the closest to crack, 
followed by tigera and then watera, In this way, the models present the gradient semantic 
relatedness that correlates to the task target and should in general have higher scores. And the 
best performance should come from this model type.  
Similarity graphical models should also represent some indirect relations with its 
graphical topology, however, the same as similarity spatial models, they are not good at 
preserving the syntagmatic relations, therefore have lower performance compared to the co-












CHAPTER 4: RESULT 
 
For each of the four models, we calculated the average performance across all models 
that were created with the different parameters (like window direction, normalization type, etc.). 
The average performance across all parametric variations may, however, hide that one model 
with one specific set of parameters did the best overall, so we also determined what was the best 
performing model of each of the four major types. These results are shown in Table 4.1. 
Table 4.1: Best and average performance on selectional preference organized by data structure (rows) and encoding type (columns). 
Values in parentheses are standard deviations.  
 
 Best Performance  Average Performance 
 co-occurrence  similarity  co-occurrence  similarity 
Space .784  .763  .663 (.093)  .449 (.421) 
Graph .912  .771  .679 (.130)  .373 (.333) 
 
To test average performance, we conducted a mixed effect model analysis using each 
model’s correlation of its semantic relatedness scores with the relatedness rankings as the 
dependent variables. We used the model’s representation type (co-occurrence or similarity) and 
structure type (space or graph) as predictor variables, and had model each run of the model as the 
random factor. In this analysis, we found a significant main effect of representation type (with 
co-occurrence outperforming similarity, t = 43.57), and effect of model structure (with space 
outperforming graph, t = 14.90),. However, when considering the best performing models, we 
found that the best co-occurrence graphical model (r = 0.912) far outperformed all three other 
models (r = 0.784, r = 0.763, r = 0.771). 
The variance in model performance across the four groups varied dramatically. Variance 
in the performance of the co-occurrence space models was fairly small (mean r =  0.663, std = 
0.093, range r = 0.450 - 0.784), and was slightly higher but still small for the co-occurrence 
graph models (mean r = 0.679, std = 0.130, range r = 0.301 - 0.912). The co-occurrence 
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graphical model had more parametric variants that performed relatively poorly compared to the 
co-occurrence spatial models, but also more that outperformed the spatial models. The similarity 
models were much worse overall, largely due to considerably higher variance in the negative 
direction compared to the co-occurrence models. 
To get a better understanding of this variance, we also broke down performance by some 
of the sub-parameters within each kind of model shown in Figure 4.1. We plotted the distribution 
of average selectional preference task scores separately for spatial and graphical models, and for 
each of the seven variations in encoding type in the form of a violin plot. Each violin element 
corresponds to one of seven encoding types, and each element is split into two halves to 
distinguish scores for spatial and graphical models. Each line inside the violin elements is the 
average correlation score over 10 simulations, of one particular model among the 3024 model 
variations.  
 
Figure 4.1: Distributions of average selectional preference task scores. Scores are grouped by encoding-type, along the y-axis, and 
data structure is indicated by color (spatial models are shown in green; graphical models are shown in orange). 
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The violin plot reveals enormous variation in performance both within and between 
different model types, and that controlling virtually all major and minor parameters influence 
performance. While it would be useful to unpack the different ways in which performance differs 
across conditions, we focus our analysis on only those differences that stand out from the rest, 
and on those predicted or violated by the theoretical framework we have outlined in the 
introduction. 
Table 4.2: Ranks, mean correlation scores, and parameter values for the top 6 models and the best spatial model in the selectional 
preference task. More than one value in cells indicating multiple models sharing the same score. The top-6 models all use a graphical 
















1  0.912  yes  no  1  flat/linear  for/backward  ppmi  co-occur  graph 
2  0.885  yes  no  1  flat/linear  forward  log  co-occur  graph 
3  0.868  no  yes  1  flat/linear  summed  log  co-occur  graph 
4  0.863  yes  no  1  flat/linear  backward  log  co-occur  graph 
5  0.861  yes  no  1  flat/linear  summed  log  co-occur  graph 
6  0.859  yes  yes  1  flat/linear  summed  log  co-occur  graph 
20  0.784  yes/no  yes  1/2/7  flat/linear  summed  none  co-occur  space 
 
To focus our discussion, we first zoom in on the best performing models, and examine 
their parameters. We found that 19 out of the top-20 models are all co-occurrence graphical 
models, and with a window size of 1 (parameter information of the top 6 models and the best 
spatial model in Table 4.2). Furthermore, for the best spatial and graphical model in each 
encoding type (Table 4.3), co-occurrence models outperform all similarity types, with the best 
graphical co-occurrence model standing out. These observations indicate that a hybrid approach 
based on graphical structure combined with co-occurrence data captured in small windows is 
most helpful for acquiring fine-grained semantic relations in the selectional preference task. The 
findings strengthen our previous claim that graphical co-occurrence models should excel at 1) 
encoding both paradigmatic and syntagmatic co-occurrence relations, and 2) representing 
indirect semantic relations by linking the two relations. 
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Table 4.3: Performance on the selectional task for the best spatial and best graphical model for each encoding type.   








 Unreduced Similarity (no SVD)  Reduced Similarity (SVD) 
  Distance  Cosine  Correlation  Distance  Cosine  Correlation 
Spatial   0.784  0.763  0.763  0.757  0.760  0.716  0.741 
Graphical   0.912  0.754  0.771  0.768  0.759  0.723  0.724 
 
Follow-up model comparisons 
To better understand why the co-occurrence graphical model obtained the highest 
performance, we compared it to 1) the top co-occurrence spatial model, and 2) the top cosine 
similarity graphical model. The two comparisons are designed to disentangle the contributions of 
the data structure, and encoding type. A deeper understanding between models requires going 
beyond the average score achieved in the selectional preference task; hence, we compared their 
performance on each verb (and nouns in a particular thematic role) separately.  
Specifically, instead of computing the correlation between model and corpus-derived 
relatedness scores once for all noun-verb combinations as before, we computed a rank-difference 
score that compares selectional preference rankings separately for each verb and each possible 
thematic role that the verb takes as argument (2 roles for transitive verbs, 1 role for intransitive 
verbs). The difference score for one model, and one verb, is computed as the average absolute 
difference between a corpus-derived rank and its corresponding model-derived rank. Not all 
nouns were used to compute each score; first, each ranking is specific to a thematic role, and 
second, not every noun is used in the corpus in both roles. For example, walnut is only annotated 
with a patient role, but not with an agent role. The resultant rank-difference scores are shown in 
Table 4.4. For each model comparison, we discuss at greater length its behavior for one verb 
where the graphical co-occurrence model performs better than its competitor, and another where 
it performs worse than its competitor. We picked case studies randomly from cases where we 
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observed large performance differences and the rank distributions are representative of the 
general behavior of the model. To preview, for comparing the graphical co-occurrence model 
with the spatial co-occurrence model, we selected the verb trap taking agent argument. First, 
rank differences are very different (30 - 88, Table 4.5a), and second, the verb trap is 
representative of the behavior of the model on other verbs in which the graphical model performs 
better (e.g., stab, shoot, chase). 
Table 4.4: Rank-difference scores for the best graphical co-occurrence model, the best spatial co-occurrence model, or the best 
graphical similarity model, for each combination of verb and thematic role. The larger the rank-difference, the farther the model-









































































































































































































































Graphical vs. Spatial Models 
We start by comparing the best graphical with the best spatial model. We found that the 
best graphical model tends to perform better in cases in which the verb is transitive, e.g., trap-
agent, trap-patient, while the spatial model tended to perform better when the verb is intransitive, 
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e.g. search-agent, sleep-patient. The difference, we propose, lies in the unique ability of 
graphical models to capture principled distinctions between unobserved noun-verb pairs. To 
illustrate this point, we present two case studies, one for agents of the verb ‘trap’ (Table 4.5a), 
and another for patients of the verb ‘drink’ (Table 4.5b). 
Table 4.5: Two case studies comparing the (rank-transformed) semantic relatedness scores derived from the best graphical and 
best spatial co-occurrence model, and ranks derived from distributional similarity between nouns using corpus frequency data.  (a) 
An example in which the graphical model fits the corpus-derived ranks better. (b) An example in which the spatial model fits the 
corpus-derived ranks better. Fractional ranking was used, which may result in non-integer values for same-valued ranks.  
 
(a) agent nouns + trap  (b) patient nouns + drink 
 target  graphical spatial   target graphical spatial 
Kim 1 1 1  water 1 2 1 
Mary 2 2 2  milk 2 2 2 
tiger 3 9 3  juice 3 2 3 
wolf 4 10 6.5  Mary 12.5 7.5 12.5 
rabbit 5 7 6.5  Kim 12.5 7.5 12.5 
bison 6 6 6.5  rabbit 12.5 11.5 12.5 
boar 7 8 6.5  squirrel 12.5 11.5 12.5 
ibex 8 4 6.5  boar 12.5 10 12.5 
squirrel 9 3 6.5  ibex 12.5 6 12.5 
buffalo 10 5 6.5  bison 12.5 5 12.5 
     buffalo 12.5 4 12.5 
     river 12.5 18 12.5 
     grass 12.5 9 12.5 
     fire 12.5 18 12.5 
     almond 12.5 15.5 12.5 
     tent 12.5 18 12.5 
     peach 12.5 13 12.5 
     apple 12.5 14 12.5 
     walnut 12.5 15.5 12.5 
 
Both models agree that the best agents for trap are nouns in the HUMAN category. 
However, while the graphical model prefers nouns in the ANIMAL category over other 
inanimate nouns the spatial model does not differentiate between different nouns in the 
ANIMATE category. This behavior of the co-occurrence spatial model can be explained in terms 
of the how it derives semantic relatedness scores from co-occurrence data; semantic relatedness 
is always zero for unobserved co-occurrences, and this cannot be remedied with different choices 
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on minor parameters, such as pre-processing or normalization. This makes it impossible for 
spatial co-occurrence models to make fine-grained distinctions between unobserved verb-
argument relations (e.g., whether ‘tiger’ or ‘water’ is a better agent of ‘trap’).  On the other 
hand, the graphical model has a way to differentiate unobserved arguments by utilizing its 
network topology. Although the ‘trap’ node is not directly connected to nouns referring to non-
human animals - its co-occurrence information is identical to that of the spatial model - the 
spreading activation procedure links ‘trap’ and potential agents via one or more indirect 
connections. For example, trap and tigera are connected indirectly via the nodes Mary-agent, 
search, and tigera (Figure 4.2a). By leveraging this indirect connection, the spreading activation 
procedure activates tigera after three time steps, and the result is a non-zero semantic relatedness 
between trap and tigera. Inanimate nouns, on the other hand, are not activated at all, due to 
absence of direct or indirect connections that would link them with ‘trap-agent’. As a result, the 
ranking in graphical co-occurrence models is influenced by three distinct patterns of spreading 
activation:  First, words that are directly connected are judged as most related (e.g. nouns in the 
HUMAN category); second, indirectly connected word nodes are judged as being less related 
(e.g. animate agents); third, words which are not connected either directly or indirectly are 
judged to be unrelated, receiving a semantic relatedness score that is exactly zero (e.g. inanimate 
agents). For reference, the selectional preference computed using distributional similarity derived 
directly from the corpus is shown alongside semantic relatedness scores for the spatial and 
graphical model.   
In contrast, we found that the spatial model provides a much better fit to the target 
ranking of nouns as patients for the verb drink (Table 4.5b). The graded semantic relatedness 
produced by the graphical model, while advantageous in the previous example, is 
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counterproductive in this example: It produces graded semantic preferences for unobserved 
patients like Maryp, wolfp, and rabbitp, even when such differences do not actually match their 
corpus-derived distributional similarity. On the other hand, the spatial model, which does not 
differentiate between unobserved patients of drink, is able to capture the corpus-derived target 
ranking better, and in fact, perfectly.  
In sum, the graphical model is able to compensate for the lack of information about 
unobserved co-occurrences by leveraging indirect connections via spreading activation to 
produce graded semantic preferences. While such graded distinctions can be beneficial for 
judging the relatedness of unobserved word pairs, doing so can be disadvantageous when such 
distinctions are not warranted (e.g. in situations in which such principled distinctions do not exist 
or should be ignored) 
 
 
Figure 4.2: An illustration of how a graphical model can infer that tiger is a likely agent of trap, despite having never observed 
the word tiger as the agent of trap in the corpus it was trained on.  (a) The nodes tiger and Mary are connected indirectly via three 
multi-edge paths that involve the nodes rest, search, and chase. (b) The multi-edge paths are collapsed to reveal the paradigmatic 




Co-occurrence vs. Similarity Models 
Next, we compared performance between the best co-occurrence and the best similarity 
graph model on judging the relatedness between nouns in either agent or patient role and a 
selection of verb types. We found the results for ranking preferences in agents of trap and 
patients of bite as most helpful for illustrating the qualitative difference between these two 
models. Because both models are graphical, any differences in behavior cannot be due to the 
presence or absence of graded semantic relatedness judgements - both models produce graded 
judgments. Because the similarity graph has direct access to similarity information encoded in 
the weights of its edges, it can surpass the performance of co-occurrence models in a few cases, 
and one such example is when ranking nouns as agents for trap (Table 4.6a). However, in most 
cases, the similarity graph model produces inferior rankings. For example, the rankings produced 
by the similarity model for bite fit the corpus-derived ranking considerably less well than its co-
occurrence-based counterpart. This occurs because the similarity-based model considers nouns 
that refer to nuts and fruits to be similar to the verb bite (Table 4.6b). This is not surprising given 
that their contexts overlap, especially when the window size is large - the similarity graph model 
considered here has a window size of 7. However, the target ranking is formed by binding the 
verb-noun co-occurrence and the distributional similarity between co-occurred and non-co-















Table 4.6: Two case studies comparing the (rank-transformed) semantic relatedness scores derived from the best co-occurrence 
graphical and the best similarity graphical model, and ranks derived from distributional similarity between nouns using corpus 
frequency data.  (a) An example in which the similarity model fits the corpus-derived ranks better. (b) An example in which the 
co-occurrence model fits the corpus-derived ranks better. Fractional ranking was used, which may result in non-integer values for 
same-valued ranks. 
 
(a) agent noun + trap  (b) patient noun + bite 
 target  co-occurrence similarity   target co-occurrence similarity 
Kim 1 1 7  Kim 1 1.5 2 
Mary 2 2 3  Mary 2 1.5 1 
tiger 3 9 1  ibex 3 3 7 
wolf 4 10 2  buffalo 4 4 8 
rabbit 5 7 6  bison 5 5 9 
bison 6 6 9  grass 6 9 15 
boar 7 8 10  rabbit 7.5 6.5 9 
ibex 8 4 5  squirrel 7.5 6.5 10 
squirrel 9 3 8  boar 9 8 11 
buffalo 10 5 4  river 11 11 14 
     fire 11 11 13 
     tent 11 11 12 
     almond 14.5 15 6 
     peach 14.5 15 4 
     apple 14.5 13 5 
     walnut 14.5 15 3 
     juice 18 18 17 
     milk 18 18 18 












CHAPTER 5: DISCUSSION 
 
The primary aim of this study is to understand the contribution of the many modeling 
choices on the ability of semantic models to capture lexical semantics. To do so, we built an 
artificial corpus, grounded in a simulated toy world with hierarchical event structures, and real-
world inspired agent-environment contingencies. Models spanning a large parameter space were 
tested on a selectional preference task, used to quantify the ability of models to encode fine-
grained semantic distinctions that often rely on indirect evidence. We observed an overall 
advantage for graphical models over spatial models, although there was considerable overlap in 
performance between both types of models due to the large number of parametric variations in 
each condition. To understand why this was the case, we conducted targeted follow-up 
comparisons of the best performing models. Importantly, we found that the best spatial model’s 
semantic relatedness judgements were limited by direct observations of co-occurring words, such 
that unobserved word pairs always received a semantic relatedness score of zero. However, the 
best graphical model was able to compensate by leveraging its network topology to derive 
indirect information about the plausibility of an unobserved verb-noun pair. The spreading 
activation procedure for obtaining semantic relatedness scores proved crucial, as it enables 
graphical models to assign non-zero, graded semantic relatedness scores to unobserved word 
pairs. Specifically, we showed that graphical models combined with spreading activation, are 
able to use indirect connections between two-word nodes as a proxy for semantic relatedness. 
The topology of the subnetwork connecting two nodes which are not directly connected appears 
to enable strong inferences about their semantic relatedness. As for the comparison between the 
best co-occurrence and best similarity graph model, we found that encoding co-occurrence 
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directly rather than similarity is advantageous in our selectional preference task. Specifically, 
because strong performance requires ranking noun arguments to the most frequent noun 
argument of a given verb, the similarity-based models which relied on the similarity between 
nouns and the target verb, underperformed the co-occurrence graphical model 
 
Figure 5.1: While tiger and trap, and drink and  Kim, do not occur in the same sentence in the corpus, their indirect semantic 
relatedness can be recovered by graphical semantic models combined with spreading activation. 
 
Encoding paradigmatic and syntagmatic relations 
The results of the model comparisons are not surprising given the theoretical grounds on 
which we motivated our work. We predicted that a graphical approach to semantic modeling 
would be able to make a principled distinction between syntagmatic and paradigmatic relations 
(Figure 5.1), which is required for strong performance in our selectional preference task. 
Importantly, spatial models cannot make such principled distinctions, as the vector space in 
which lexical representations are stored is constrained by a single distance metric. It is certainly 
possible to transform or compress the vector space of spatial models to bias distances towards 
encoding different types of relations (Kabbach & Herbelot, 2021). But such modifications 
require switching between different vector subspaces, and there currently are no psychologically 
motivated procedures for performing such transformations. In contrast, graphical models can 
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accommodate both syntagmatic and paradigmatic relations in a single representational structure 
without the need for external mechanisms to switch between the two. 
While we demonstrated a clear advantage for graphical models, we also studied the 
influence of encoding type, namely the advantages and disadvantages of using co-occurrence or 
similarity data as the primitive for connecting nodes in the graph. We were specifically interested 
in the hybrid approach that integrates graphical structure with co-occurrence information, 
because, only in this restricted case would a graphical model be able to make a principled 
distinction between paradigmatic and syntagmatic relations. A graphical model based on 
similarity data, on the other hand could not, and we found empirical evidence for this claim in 
our model comparisons. Once the co-occurrence matrix is transformed into a similarity matrix, 
the different types of relations implicitly encoded in the co-occurrence data are collapsed into 
paradigmatic relations. In this sense, similarity is equivalent to paradigmatic relatedness. It 
follows that similarity models - based on paradigmatic relatedness only - have trouble inferring 
the indirect semantic relatedness of two words when this requires knowledge about both 
paradigmatic and syntagmatic intermediate relations. However, it should be noted that graphical 
models can yield improvements over spatial models regardless of whether they encode co-
occurrence or similarity. For example, the advantage of graphical models based on similarity 
data over spatial models has previously been demonstrated for human similarity ratings (Rotaru 
et al., 2018) and free association norms (De Deyne et al., 2016).  
In sum, strong performance on fine-grained semantic tasks like selectional preference 
ranking requires a specific combination of data structure (graphical) and encoding type (co-
occurrence). That is, it is insufficient to have one without the other. Co-occurrence information is 
a powerful primitive for graphical models in particular, because it allows them to encode 
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syntagmatic relations directly, and to infer paradigmatic relations and indirect syntagmatic 
relations by combining syntagmatic primitives. 
     
Adjacent vs. non-adjacent co-occurrence 
It is not surprising that the highest scoring co-occurrence graphical models were those 
whose networks were constructed using co-occurrence data gathered with a window size of 
exactly 1. Such models capture only the co-occurrence frequency of adjacent words, and do not 
have direct access to non-adjacent (long distance) dependencies. In this session, we discuss why 
this outcome follows from the semantic structure of our toy language, and how the hybrid model 
must be expanded to handle the less predictable structure of naturalistic languages.  
The notion of lexical co-occurrence is extremely broad, as it does not specify the size of 
the context in which co-occurrences are counted. For example, a context may be defined as large 
as a paragraph or document, or as small as a word’s immediate right or left neighbor. However, it 
is known that the choice of window size can have a large impact on the qualitative behavior of a 
semantic model (Sahlgren, 2006), and can be used to optimize performance for a particular task. 
For example, tasks that require topical knowledge may be best suited for models trained on co-
occurrence data computed over large window sizes, whereas tasks that require next-word 
prediction or sensitivity to part-of-speech are better suited for models trained on co-occurrence 
data computed over smaller window sizes. In both situations the window size is constant, 
decided before a model is trained. No matter how well the window size is tuned, the resultant 
network will be suboptimal at best. To account for a larger set of semantic tasks, the training 
procedure must be sensitive to the complex, hierarchical, and arbitrarily long semantic 
dependencies that exist in natural language. Whereas many important semantic relations may be 
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restricted to within sentence boundaries, semantic relations may span longer distances, and often 
cross sentence boundaries (e.g., in a discourse context). A constant window size is suboptimal 
because it will inevitably encode a mixture of semantic relations and associative co-occurrence, 
while missing some more distant semantic dependencies. 
When co-occurrence is used to construct semantic networks, it only encodes co-
occurrence information, on which more linguistic relations can be inferred, or computed 
according to task demands. That is, the network does not induce linguistic theories or grammars 
from empirical observations of lexical co-occurrences.  The role of graphs - or any other data 
structure - is not to arrive at a precise description of lexical co-occurrences, but to utilize this 
knowledge for arriving at a more abstract or generalizable view of the language input. If we 
accept this, then a crucial next step is the development of models that dynamically adjust their 
window size based on sentence and discourse structure. Ideally, such a model would capture only 
those semantic relations that are most useful for a particular task (including the task of inducing 
more abstract linguistic constructs). 
Because our artificial corpus consists of transitive sentences composed of 3 items, and 
intransitive sentences composed of 2 items, with a constant SVO structure, the most important 
semantic relations (for the selectional preference task) manifest in co-occurrences that always 
involve adjacent items. Thus, to succeed in the selectional preference task, it is not necessary to 
track syntagmatic relations between non-adjacent items. In fact, tracking non-adjacent relations 
can only serve to dilute the encoding of task-relevant information, and this is likely the reason 
we observed worse performance for models trained with window sizes of more than 1. Certainly, 
given more naturalistic input, this simple relationship between adjacent items and strong 
performance would no longer hold due to the presence of more distantly related semantic 
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dependencies in natural language. In sum, while a trade-off between precision and coverage 
always exists, the window size of the graphical co-occurrence model will need to be adjusted or 
vary dynamically with sentence structure if it is to be trained on natural language input. 
 
Spreading activation as a theory of semantic processing 
Spreading activation need not only be considered a technical innovation for working with 
graphical data. Rather, it is worth considering spreading activation as a mechanistic account of 
the cognitive processes that underlie human behavior in psycholinguistic experiments. Prior 
work demonstrated that spreading activation can account for behavioral data that cannot be 
accounted for by other models; for example, a spreading activation measure of semantic 
relatedness has been shown to account for reaction time data and relatedness judgement tasks for 
word pairs that are only weakly related (De Deyne et al. 2016, Rotaru et al., 2018).  
If we take seriously the output of spreading activation-based procedures for modeling 
semantic relatedness, we must consider that the behavioral output is produced by functional 
properties of a network that are to some extent separable from the network’s structural 
properties. The benefit of such a distinction is that the algorithm operating on a graph is liberated 
from the inflexible constraints imposed by the network topology, and can therefore be adapted 
more easily to the demands of the current task. Another consequence is that the semantic 
neighborhood of the words in a graph can be separated into a structural neighborhood defined by 
the network topology, and a functional neighborhood defined by the spreading activation 
procedure. For example, functionally related words are those which spread activation more 
efficiently between each other, and which are not necessarily close to each other in terms of 
geodesic distance. Armed with the notion of functional neighborhood, we might consider lexical 
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meaning as a word’s functional neighborhood and the semantic relations encoded in that 
neighborhood. This perspective of lexical meaning has the potential to explain a large number of 
observations in the psycholinguistic literature. Such an account predicts that the processing of a 
word’s meaning is in part supported by the pattern of activation spreading from a given word to 
those words that are components of its functional neighborhood. While much work is necessary 
to support this proposal, we think that the combination of graphical models and spreading 
activation-based procedures represent a promising framework for generating mechanistic 
theories of human semantic memory.  
 
Cars sleep vs. ideas sleep 
Let us briefly return to the example provided in the introduction. To infer which nouns 
are more plausible agents for the verb sleep, a graphical co-occurrence model can leverage 
combinations of learned syntagmatic relations based on observed co-occurrences of other nouns 
with sleep. The spreading activation procedure implicitly searches multiple edges and nodes, and 
potentially multiple indirect paths, before producing an answer.  This is qualitatively different 
from searching in a vector space; the smallest distance between two locations in a vector space is 
always the most direct, as a vector space does not restrict which locations or directions are 
allowed. A graphical approach, on the other hand, restricts the search along learned edges only. 
This enables the graphical model to infer that car may be a better agent for sleep, despite never 
having observed their co-occurrence, because the node car might be functionally closer to nouns 
that did occur with sleep.  
The more nouns the model observes, the better it will be able to make such fine-grained 
judgments. Novel nouns that either do or do not occur with sleep both provide the model with 
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useful information. An implicit and yet powerful advantage of representing indirect relations is 
that each new observation has the potential to improve semantic relatedness judgments for many 
other words in the network. 
 
Language development  
Most work on semantic networks derive their structure from empirical data such as word 
association norms (De Deyne et al., 2016; Kenett et al., 2017; Kumar et al., 2019). The resultant 
models make little contact with theories of semantic development, because they lack a satisfying 
account of how such knowledge is acquired.  There are exceptions; for example, Grunenfelder et 
al. (2015) and Rotaru et al. (2018) proposed methods for constructing semantic networks from 
language input, and can therefore be considered not only models of semantic knowledge, but of 
semantic development. Furthermore, Hills et al., (2010) implemented a co-occurrence graphical 
model to study word learning using language input from the Child Language Data Exchange 
System (CHILDES) corpus. The model was trained incrementally, and used to investigate 
theories of word learning (see Hills et al., 2009 for details). Models that aim to account for both 
the way in which knowledge is acquired and used are preferable to models that capture one 
aspect but ignore the other. Such models can be used more broadly across sub-disciplines in 
psychology and can therefore be scrutinized using a wider array of methods and findings.  
We think that the hybrid approach we proposed is compatible with the developmental 
modeling framework. The graphical co-occurrence model can be easily extended to use large-
scale naturalistic language corpora as input, as is the norm for spatial semantic models. In fact, 
the hybrid model can be constructed incrementally, either by adding new nodes and edges to the 
graph, or changing the weights of existing edges. Viewing the construction of graphical models 
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from a developmental perspective has the potential to yield novel insights into semantic 
development and the organization of the adult semantic memory system (Steyvers & 
Tenenbaum, 2005). 
 
Limitations and future directions 
 
Parameter space  
Although we did not carry out thorough comparisons of individual minor parameters, we 
think that our approach is nonetheless essential to ensure the validity of our systematic 
comparison. Only a systematic and exhaustive search of the parameter space can reveal the full 
potential of a model, as well as its limitations. Model comparison efforts that do not adopt this 
framework should be considered incomplete. We are aware, however, that there are many 
parameter dimensions we did not consider in our analysis, and many semantic models can not be 
neatly formulated as variations inside our parametric modeling space. Examples of such models 
are those based on artificial neural networks, such as Word2Vec or GloVe, whose distributed 
activation patterns cannot be as easily interpreted as pure co-occurrence or similarity models.    
It is likely that much of the variation we have observed in model performance has been 
previously described in more isolated scenarios, or could be trivially explained in terms of first 
principles. But we think that a large portion of the variance that we uncovered may not always 
lend itself to intuitive explanations. We think that in order to understand the space of semantic 
modeling parameters we must adopt a model-theoretic framework, such as the one we have used 
to motivate our hybrid model.  There are many outstanding questions, however, regarding the 
way in which minor parameters influence performance of the hybrid model, for which we do not 
have an intuitive or theoretically motivated account. For example, the best co-occurrence 
graphical models were all constructed with a window size of 1. Intriguingly, whereas larger 
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window sizes led to worse performance in co-occurrence models, we observed the opposite trend 
for the similarity models. Further work is necessary to integrate such findings into a broader 
model-theoretic framework.  
 
Thematic Roles 
The corpus we used in our work is annotated for thematic roles of verb arguments. 
Although this annotation distinguishes only between agents and patients, can be inferred 
probabilistically using a probabilistic distributional learning algorithm (citation), human 
language learners do not have direct access to this kind of information. Future work should 
address the impact of omitting thematic role annotations, in a learning system in which thematic 
roles are allowed to emerge via statistical learning mechanisms. 
 
Extralinguistic knowledge 
Notice that we evaluate the model through correlating the model ranks to the corpus rank 
derived from the frequency table (Table 2.2). To construct the target ranking, we order the nouns 
which did not occur with a given verb by their mean similarity to the nouns which occur most 
frequently with the verb. Many alternative algorithms for computing selectional preference exist, 
such as those studied by Erk et al. (2010). Consequently, our task requires inferring what noun-
verb pairings are likely to occur based on the frequency of pairings that did occur in the corpus. 
This is only one of many ways that humans may infer the likelihood of word pairings, and as 
such should not be considered as the ‘gold standard’ for the verb-noun selectional preference. 
Humans likely bring other information to this task, such as knowledge about the likelihood of the 
event denoted by the word sequence occurring.  
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The artificial corpus generated in this work is essentially an episodic assembly of world 
knowledge in linguistic form. Consequently, it resembles the structure of a narrative more than 
dialogue.  The narrative form of the language was by design, in order to simplify interpretation 
of the results and corpus generation. However, this does not mean that it is impossible to 
construct a grounded artificial corpus to resemble other forms of language use, such as dialogue. 
We plan to address this in future work, by incorporating, for example, pragmatic constraints, 
such as omitting implied relations in the world, and highlighting those relations that violate 
shared expectations (e.g., communicating the observance of a purple carrot rather than the 
observance of an orange carrot).  
 
Lemmatization 
Our artificial language does not have morphological rules, and as such, each word only 
exists in one form, the lemma. This is potentially problematic for positing the hybrid model as a 
developmental theory of semantic memory.  Because we used lemmatized input, the graphical 
co-occurrence in our set of experiments operates on a more conceptual, rather than lexico-
syntactic level.  However, this does not mean that the model cannot be used to learn from natural 
language input; more work is needed to address potential shortcomings related to input with rich 
morphological marking.  
Additionally, our artificial language does not include function words, and this could have 
implications for how semantic relations are acquired. For example, were articles and prepositions 
to be included, would the spatial and graphical models produce different semantic relatedness 
judgements? Considering that articles and prepositions are extremely frequent in natural 
language, their inclusion could produce notable effects on network topology, and consequently 
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alter the outcome of activation spreading procedures. Future studies are needed to investigate the 
robustness of the models against more realistic linguistic input. 
 
Higher-order relations 
Apart from the simple form, the semantic content and structure of the current language 
are too basic. Besides the predicate, the sentences only include the most fundamental thematic 
roles: agent and patient. In real world languages, it is very common that multiple thematic roles 
(theme, experiencer, instrument, location, time, cause, purpose, etc.) are included in one clause, 
not to mention complex and embedded clauses. The sophistication of the language brings up 
more involved and realistic semantic problems, which may require new representational 
structures. In this work, we looked at the ‘first order’ selectional preference: whether ‘tiger’ can 
be an agent for ‘trap’. The dependency lies in the property of ‘tiger’ itself, with no further 
constraint. However, there are more complex problems in real-world situations. As an example, 
in the following sentences, we are interested in the choice of the instrument: 
 
1a. Mary carved the stone with the chisel. 
1b. Mary carved the turkey with the knife. 
1c. Mary roasted the turkey with the oven. 
 
A comparison between 1a and 1b demonstrates that the choice of the instrument is not 
solely dependent on the verb. The patient matters: what is being carved is important. On the 
other hand, it is neither the patient noun itself deciding: the instrument varies according to the 
verb. Therefore, the choice of ‘knife’ as the instrument in sentence 1b, depends on the verb and 
the patient noun collectively, in other words, the dependency is on the phrase ‘carve turkey’, a 
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compositional structure. To account for the selectional preference of ‘carve turkey’ on ‘knife’ 
over ‘chisel’ and ‘oven’, it is likely to be necessary to form a holistic representation of the 
compositional structure, which quests on the representational capability of the existing semantic 
models, including the co-occurrence network model proposed in this article. Such semantic 
questions are ubiquitous in natural language processing, resulting from the rich content and 
structures of naturalistic text, nevertheless ignored in the current study. In the follow up studies, 
we will enrich the sentence structure by including more thematic roles within each sentence, and 
higher-level dependence between the multiple semantic components. For example, in the future 
world simulation, tigers chase rabbits in the forest, while wolves chase rabbits on the prairie. 
While the corpus does not match the complexity of realistic linguistic data, it provides 
sufficient structuredness and content for the semantic task in the current study. 
 
Compositionality 
It is important to note that making quantitative inferences about unobserved combinations 
of words likely requires additional innovation beyond that of our proposed hybrid model, and 
algorithms for computing spreading activation. Many researchers in psycholinguistics have 
proposed that compositionality, the ability to systematically combine small meaning components 
to form novel meanings, is crucial for understanding human language acquisition and use. For 
example, inferring the plausibility of cars sleep, can be explained in terms of compositional 
structures and processes that govern how words are combined. However, the proposed hybrid 
model proposed at most provides a way to construct and measure the semantic relatedness 
between composable lexical pairs, but does not have an explicit mechanism for representing 
composed units, or knowledge about how composed units relate to their parts. While these issues 
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are beyond the scope of the current study, we think they lend themselves to the graphical 
formulation of semantic knowledge representation. 
 
Integrating syntax 
While the hybrid model performs well on our artificial sentences, more complex 
sentences, with, say, adverbial modifiers like ‘Mary drinks juice slowly’, are likely to cause 
difficulty for a network trained with a window size of 1. The adverb slowly modifies the verb 
drinks, which is not adjacent to slowly. The graphical co-occurrence model with window size of 
1 cannot represent this long-distance dependency directly, and instead has to represent it using 
two edges, one that links the adverb to the patient, and another that links the patient to the verb. 
This example is a symptom of a more general problem, namely that a sequential chain of co-
occurrences cannot capture the hierarchical syntactic and semantic dependencies that exist in 
natural language. To address this issue, sentences need to be translated into more structured 
forms, such as dependency or constituent trees, where the linguistic relations are explicitly 
spelled out, before being input to the graphical co-occurrence model. An example of this 
procedure is shown in Figure 5.2. Obviously, parsing requires a great deal of linguistic 
knowledge, and would therefore only be possible after a learning system has already achieved 
some level of linguistic competence. Ideally, learning to parse and learning to infer the 
plausibility of novel word sequences should be acquired in parallel, and constrain each other. 
Graphical models which are built from parsed trees, instead of co-occurrence data, could 
explicitly represent compositional structures, and therefore capture the plausibility of sentences 
with higher order dependencies (e.g., ‘Mary carves a turkey with a chisel’).  To make this 
possible, future work will need to generalize the spreading activation measure to operate on tree 
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structures, so that not only lexical relatedness, but also relatedness between phrases can be 
computed. Such a model will likely provide a more accurate account of semantic relatedness for 
more naturalistic input.  
Figure 5.2: Semantic networks constructed using either co-occurrence data (a), dependency trees (b), or constituent trees (c) for 
input consisting of the sequences ‘dog chase cat’ and ‘cat chase little mouse’.  Whereas networks built using dependency trees and 
co-occurrence data are purely lexical, networks built using constituent trees encode words as well as phrases and sentences. 
 
 
Validating on behavioral data 
The quantitative nature of the network structure makes the spreading-activation 
relatedness a generic predictor for the result and reaction time in relative semantic tasks (De 
Deyne et al., 2016; Rotaru et al., 2018). However, since we used artificial corpora to train the 
models instead of naturalistic linguistic data or empirical norms, it is less valid to directly 
compare the model predictions to human behavior. To empirically investigate the models, we 
need either a corpus roughly matching average human linguistic input, or an experiment where 
human participants are taught artificial concepts through an artificial language. The result in this 
work should predict relatedness of the newly learned artificial concepts, measured by semantic 
relatedness judgement tasks and the reaction time of LDT. 
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CHAPTER 6: CONCLUSION 
 
Using a grounded artificial corpus, and a formal model comparison framework, we 
systematically explored the ability of a large number of semantic models to capture fine-grained 
quantitative aspects of noun-verb relations in  a novel selectional preference task. In agreement 
with our theoretical setup, we found that a hybrid model that integrates graphical data structure 
with co-occurrence information, performed better than other models which utilize only graphical 
structure (graphical models with edges based on similarity rather than co-occurrence data), or 
only co-occurrence data (spatial models). The strong performance of the hybrid model was 
supported by the spreading activation-based procedure for computing semantic relatedness, 
which takes into consideration multiple aspects of co-occurrence data including frequency of 
observed co-occurrences and indirect information about unobserved word pairs. The spreading 
activation-based measure of semantic relatedness is not only a useful tool for quantifying 
semantic relatedness, but also as a potential psychological construct that has the potential to link 
formal modeling approaches to theories of language processing. Furthermore, our novel 
procedure for generating a grounded artificial corpus can be expanded to incorporate more 
advanced features of natural languages, and to study a larger set of questions in semantic 
modeling in particular, and language acquisition in general. 
In sum, the current study demonstrates the strength and weaknesses of graphical and 
spatial approaches to semantic modeling, and emphasizes the importance of exploring a large 
parameter space, and matching the right data structure with the right primitives. Only a very 
small subset of the large number of models we evaluated achieved near maximal performance. 
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APPENDIX A: RULES OF VERB-NOUN THEMATIC RELATION 
Table A.1: Rules of Verb-Noun Thematic relations. Columns are 10 noun categories, each consists of three nouns which have 
identical rules thus represented by the noun category. Rows are verbs: only transitive verbs are included for Verb-Patient relations. 
 Agent-Verb Relation 
 Human  Carnivore  Herbivore1  Herbivore2  Herbivore3  Nut  Fruit  Plant  Drink  Location 
rest 1  1  1  1  1  0  0  0  0  0 
search 1  1  1  1  1  0  0  0  0  0 
lay_down 1  1  1  1  1  0  0  0  0  0 
sleep 1  1  1  1  1  0  0  0  0  0 
wake_up 1  1  1  1  1  0  0  0  0  0 
get_up 1  1  1  1  1  0  0  0  0  0 
go_to 1  1  1  1  1  0  0  0  0  0 
throw_at 1  0  0  0  0  0  0  0  0  0 
chase 1  1  0  0  0  0  0  0  0  0 
shoot 1  0  0  0  0  0  0  0  0  0 
bite 0  1  0  0  0  0  0  0  0  0 
trap 1  0  0  0  0  0  0  0  0  0 
stab 1  0  0  0  0  0  0  0  0  0 
gather 1  0  0  0  0  0  0  0  0  0 
butcher 1  0  0  0  0  0  0  0  0  0 
cook 1  0  0  0  0  0  0  0  0  0 
eat 1  1  1  1  1  0  0  0  0  0 
peel 1  0  0  0  0  0  0  0  0  0 
crack 1  0  0  0  0  0  0  0  0  0 
drink 1  1  1  1  1  0  0  0  0  0 
 
 Verb-Patient Relation 
 Human  Carnivore  Herbivore1  Herbivore2  Herbivore3  Nut  Fruit  Plant  Drink  Location 
go_to 1  0  1  1  1  1  1  1  0  1 
throw_at 0  0  0  0  1  0  0  0  0  0 
chase 1  0  0  1  1  0  0  0  0  0 
shoot 0  0  0  1  0  0  0  0  0  0 
bite 1  0  1  1  1  0  0  0  0  0 
trap 0  0  1  0  0  0  0  0  0  0 
stab 0  0  1  0  0  0  0  0  0  0 
gather 0  0  1  1  1  0  0  0  0  0 
butcher 0  0  1  1  1  0  0  0  0  0 
cook 0  0  1  1  1  0  0  0  0  0 
eat 1  0  1  1  1  1  1  1  0  0 
peel 0  0  0  0  0  0  1  0  0  0 
crack 0  0  0  0  0  1  0  0  0  0 








APPENDIX B: EXAMPLAR ARTIFICIAL CORPUS 
Table B.1: First 50 sentences in the sampling corpus (with length 17719 sentences). Nouns in sentences are marked by thematic 
roles.  Identical sentences in a roll as there are multiple entities of the same types. 
 
First 50 Sentences of Sampling Corpus 
Sentence 1-10  Sentence 11-20  Sentence 21-30  Sentence 31-40  Sentence 41-50 
Mary_a go_to river_p  Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p 
Kim_a go_to river_p  Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p 
Wolf_a go_to river_p  Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p 
Tiger_a go_to river_p  Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p 
Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p  Bison_a go_to river_p 
Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p  Bison_a go_to river_p 
Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p  Bison_a go_to river_p 
Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p  Bison_a go_to river_p 
Rabbit_a go_to river_p  Squirrel_a go_to river_p  Boar_a go_to river_p  Ibex_a go_to river_p  Bison_a go_to river_p 



















APPENDIX C: INFLUENCE OF MINOR MODEL PARAMETERS 
 
Corpus pre-processing: 
1. Period (period vs. no period): whether or not have a period at the end of a 
sentence. 
2. Sentence boundary (boundary vs. no boundary) 
 
    Although the corpus involves only two types of sentences with extremely simple 
structure (transitive sentence with 3 words: ‘Agent-Verb-Patient.’ and intransitive sentences with 
2 words: ‘Agent-Verb.’), we manipulate it by whether to include period at the end of a sentence, 
and whether to include sentence boundaries. In most works, linguistic corpus is considered as a 
word sequence (‘bag of words’) with little consideration of the sentence boundary. Here, basing 
on the consideration that words within one sentence may bear stronger syntactic and semantic 
relations compared to words across sentences, we add the ‘sentence boundary’ variable. In 
‘boundary’ condition, sentences are considered as independent units, and co-occurrence count 
only happens within the sentences, while in ‘no boundary’ condition, we take the more common 
approach treating the corpus as ‘bag of words’ and count co-occurrence across sentence 
boundaries. For example, in Figure C.1, the verb ‘search’ and ‘go_to’ may never get a co-
occurrence count in a ‘boundary’ model, since they are never in the same sentence; however, in a 
‘no boundary’ model, ‘go_to’ is the fourth word coming after ‘search’, and thus there can be a 
co-occurrence count between the words once the window size is large enough. Whether counting 
the period at the end of a sentence seems a minor issue, yet there is work showing that the 
variable does have some empirical effects. Furthermore, although it is not very clear how the 
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period influences the spatial models, it makes a discernible difference in terms of co-occurrence 
graphical representation, and therefore we include the variable. 
 
Forming co-occurrence matrix:  
1. Window type (forward, backward, sum) 
2. Window size (1,2,7): 
3. Window weight (flat, inverse) 
4. Normalization (no normalization, row-log, PPMI) 
 
   In this work we follow the HAL (Lund & Burgess, 1996) style word co-occurrence 
encoding. For each word type in the corpus (call it the target), we count the occurrence of words 
within the sequential neighbor (window) of the word type. The window can go forward (only 
count the words after), backward, or be summed (counting both sides), giving rise to the window 
type; the size of window may vary (e.g. size 1 only count the immediate neighbors, size 2 taking 
the counts for both the adjacent word and the word next ); and the count of co-occurred word is 
contingent to the distance separating the words, which makes the window weight variable: in a 
‘flat’ window, words receive constant count ‘1’ no matter how far away it is from the target, 
while in a ‘inverse window’, the count value is inversely proportional to the distance separating 
the word, e.g. in Figure C.1. ‘Go_to’ and ‘search’ are 4 words apart, thus a ‘inverse’ window will 
make the count between ‘go_to’ and ‘search’ one fourth, while a flat window will still count ‘1’. 
Finally, we have the normalization variable which is common in distributional models. We 
include a null condition without any normalization against the row-log and the Positive 
Pointwise Mutual Information (PPMI) normalization approaches. In row-log condition, we add 
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the co-occurrence count by 1 and take the log of each entry, then normalize the entries by their 
corresponding row sums. PPMI is obtained by taking the positive part of PMI transformation, 
which is a way to rule out the effect of absolute word frequency. 
 
The six minor variables on how the co-occurrence matrix is formed determine the shape 
of the corresponding co-occurrence graph and the weight of the connections in the network. The 
form of the graph and the weight of the edges are critical network attributes to the spreading 
activation measure on the network structure. The minor variables are grouped into two classes: 
period, sentence boundary and window size determine the shape of the graphs (‘shape 
parameters’) while window type, window weight and normalization (‘weight parameters’) have 
effects on the weight between the edges. 
Window size: Co-occurrence can be defined differently. It can be restricted to the 
immediate next word, or words 10 slots away, and the choices on the value of the parameters 
may have effects on the co-occurrence graph derived from it. Here we plot the co-occurrence 
graph based on the mini corpus mentioned above, a word string with length 7 (including the two 
periods), to give an illustration. We take the window size to be 1,2 or 7, and show the three co-
occurrence graphs in Figure C.1. The structure is relatively simple when only adjacent co-
occurrence is encoded (Figure C.1a): it looks like a bundle of the sentence chains, with the first 
sentence ‘tiger search.’ in the upper arch and the second sentence ‘tiger go_to rabbit.’ the lower 
arch. Both sentence final words are linked to the period, resulting in a ring. The edge between 
tiger and the period comes from the adjacency between the period of the first sentence and initial 
word ‘tiger’ of the second sentence. Since in this case we include period and ignore sentence 
boundaries, the second ‘tiger’ follows the first period leading to the link. The graph becomes 
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denser as window size grows. In Figure C.1b, where window size is 2, we have two more edges 
connecting the two animals and ‘go_to’ with period. Compared to Figure C.1a, the new edges are 
from the co-occurrence of distance 2, such as the period and the tiger in the first sentence and the 
two animal nouns in the second sentence. In the extreme case where window size is 7, all words 
are connected to each other since the window span cover the whole corpus (see Figure C.1c, the 
corpus is of length 7 while the largest sequential distance within the corpus is 6, which means 
that all words are counted as co-occurred to all words). The effect of window size is clear on 
Figure C.1: larger the window, more co-occurrence counts are taken, thus denser the network. 
 
 
Figure C.1: Illustration of co-occurrence graphs with mini corpus ‘tiger search. tiger go_to rabbit.’, varied by window size (from 
left to right 1,2 and 7, respectively referred to as C.1a,b and c). The edges are undirected and self-loops (word co-occurrence with 
itself) are not included. 
 
Sentence boundary: We take the co-occurrence graph in C.1b with window size 2, and 
place it here in Figure C.2a. The graph in figure 4b is obtained by getting rid of the period in the 
corpus, while 4c and 4d are the counterparts of 4a and 4b which include sentence boundaries. 
Comparing 4a,b with 4c,d, we see that adding up sentence boundary results in non-co-occurrence 
between adjacent words across sentences (no link between the period or the last word in the first 
sentence, and the first word in the second sentence). When there is no boundary between 
sentences, words across sentences can be connected. For example, the two verbs ‘go_to’ and 
‘search’ are connected in C.2b, as the words are only two slots apart and the co-occurrence go 
across the sentence boundary. However such connection is absent when there is a sentence 
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boundary, as in C.2d. The pros and cons of setting the sentence boundary depend on the value of 
the semantic relations in adjacent sentences: on one hand, sentences or clauses next to each other 
are usually semantically related, so do the words across these adjacent sentences, e.g. the two 
verbs in the sentences are the two consecutive steps of a tiger’s hunting activity in the world, 
thus bear some extent of semantic relatedness. Therefore, the encoding may lose inter-sentential 
semantic relations if sentence boundary is included. On the other hand, the words within a 
sentence are more directly related compared to words across sentences. For example, ‘rabbit’ is 
the patient of ‘go_to’ in the corpus, and is not directly related to the predicate in the former 
sentence - ‘search’. However, if the sentence boundary is ignored and the window size is large 
enough, ‘rabbit’ would be included in the co-occurrence set of ‘search’, and connected to it in 
the graph, nevertheless the relation should be avoided in the first place. In this case, the sentence 
boundary prevents the words across sentences from being ‘directly’ connected. Therefore, 
whether or not having sentence boundaries lead to the type of semantic relations encoded: while 
the boundary keeps the direct semantic relations propositional (allowed within the sentence),  
ignoring it brings more seemingly indirect relations to the neighborhood.  
 
 




Period: Similarly, period has an effect on the form of the graphs stronger than it seems to 
be. Since period is linked to the first and last words in every sentence, inclusion of period makes 
the initial and final words closer in the network, regardless of the word meaning. Since most of 
the initial and end words are not related to each other, the existence of period may lead to 
encoding unwanted semantic relations. We refer to the phenomenon as ‘hub effect’ in the 
distributional semantic networks: when functional units like punctuation and function words (e.g. 
‘the’ co-occur with all nouns, ‘to’ co-occur with all verbs) are included in the structure, unrelated 
content words are bridged by the functional units and thus becoming ‘closer’ in the network (all 
nouns are mediated by ‘the’ and all verbs by ‘to’), resulting in the triviality of semantic relations 
between content words. Nevertheless, removing the period may lead to alternative issues. For 
instance, when there is neither period nor sentence boundary, the initial word of every sentence 
will be directly linked to the final words of the last sentence. Although in lots of cases the two 
consecutive words across sentences are related to each other, it brings in unwanted relations 
when the next sentence changes the topic. Thus a more ideal approach is to remove the period 
while keeping the sentence boundary, which brings back the issue of disregarding possible 
relations across sentences.  
   In short, including period and sentence boundary can lead to unwanted semantic 
relations or ignorance of relations with potential value, and the effect sometimes depends on the 
interaction of the parameters. However, in general, breaking the boundary while having the 
period makes a denser network with richer semantic relations encoded. 
   Window weight, window type and normalization: The three variables do not add or 
remove edges in a graph, rather they change the strength of the edges. Window weight is the 
most straightforward parameter that comes alongside window size. As windows cover words 
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more than the adjacent neighbors, it is an empirical question whether words with different 
sequential distances should have the same co-occurrence count in the corpus. Intuitively, the 
words next to each other should be more related compared to a word 10 slots away. Taking the 
inverse of the distance is a way to address the issue (in this case, words 10 slots apart receive a 
co-occurrence count of 1/10, while the adjacent word has weight 1). Window type and 
normalization methods work together to influence the weight of edges in the graphs, and we do 
not go into detail on it. In short, the more relatively frequent (relative to what is based on the 
normalization method, in PPMI, it’s related to the total occurrence of both words, while in row-
log it’s related to total occurrence of one of the words) a specific co-occurrence is, the larger 
normalized weight encoded on the edge representing co-occurrence in the network.  
   All six minor parameters have its role in forming the co-occurrence matrix and the 
derived co-occurrence graph, and their effects are largely intertwined. For example, the words 
too far away from each other are counted as co-occurred only if the window size is large enough, 
and the inclusion of period can further enlarge the necessary window size. Meanwhile, if the 
words are across sentences, sentence boundaries need to be removed in order to make the count. 
Furthermore, the weight of the distant inter-sentential co-occurrence count depends on ‘window 
weight’, and finally, the normalized weight of the edge in the network is influenced by the 
window type and the normalization method.  
Effects of minor variables on similarity space and graph: Since the similarity models are 
derived by computing the similarity score of rows in the co-occurrence matrix, the influence of 
the minor parameters are less transparent. Different choices on the preprocessing of the corpus, 
the window parameters and normalization methods will end up in different co-occurrence 
matrices, making some word vectors more similar in one model, and other word pairs more 
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similar in other models. As a result, different co-occurrence matrices give rise to different 
similarity tables. While it is harder to tease apart the effect of each minor parameter as the 
contribution of co-occurrence parameters are melted when semantic space is warped (from co-
occurrence to the similarity table), it is reasonable to assume the existence of the effects and we 
leave it an empirical question to examine. 
 
