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RE´SUME´ : Le proble`me e´tudie´ correspond a` la configuration optimale d’une ligne d’usinage destine´e a` la
production de f types de pie`ces usine´es. Il s’agit d’une se´quence de stations, sur lesquelles les ope´rations
d’usinage sont exe´cute´es en paralle`le. Chaque pie`ce a` usiner requiert l’exe´cution un ensemble d’ope´rations
spe´cifiques de´pendant de son type. Le nombre total d’ope´rations par station ne peut pas exce´der une borne
supe´rieure donne´e. Les pie`ces sont transporte´es le long des stations dans la meˆme direction l’une apre`s l’autre.
S’il y a au moins une ope´ration affecte´e a` une station qui correspond au type de pie`ce en production, alors
cette station est mise en service. Les couˆts de pre´paration lie´s a` ces mises en service de´pendent du type de
pie`ce et ils apparaissent en raison de ressources supple´mentaires requises pour le traitement d’une pie`ce sur
des stations. Il y a deux crite`res : la minimisation du nombre de stations et la minimisation du couˆt total
de mises en courses. Une solution du proble`me implique le nombre de stations et l’affectation des ope´rations
a` ces stations. Les proprie´te´s d’une solution optimale ont e´te´ e´tablies. En s’appuyant sur ces proprie´te´s, des
algorithmes optimaux ont e´te´ de´veloppe´s pour les cas f = 2, f = 3, et un f arbitraire.
MOTS-CLE´S : e´quilibrage de lignes, ligne d’usinage multi-produit, mises en course, optimisation
combinatoire
1 INTRODUCTION
Nous e´tudions un proble`me d’optimisation pour
lequel une ligne d’usinage qui se compose de plusieurs
stations doit eˆtre configure´e pour la production de f
types de pie`ces usine´es, f ≥ 2. Soit F = {1, . . . , f}.
Un ensemble d’ope´rations donne´ Nt est affecte´ a`
chaque pie`ce du type t ∈ F . Des ensembles diffe´rents
Nt peuvent contenir des ope´rations communes. No-
tons N := ∪ft=1Nt = {1, . . . , n} l’ensemble de toutes
les ope´rations ne´cessaires. Le nombre d’ope´rations
sur chaque station est limite´ par une borne supe´rieure
r. Chaque ope´ration doit eˆtre exe´cute´e exactement
une seule fois. Les pie`ces a` usiner sont transporte´es
le long des stations dans la meˆme direction l’une
apre`s l’autre, et une station est mise en service si
au moins une ope´ration doit eˆtre exe´cute´e sur cette
station. Un couˆt de mises en service at est associe´ au
type de pie`ce t, t = 1, . . . , f . Les couˆts de mises en
service apparaissent en raison de ressources supple´-
mentaires requises pour le commencement et la ter-
minaison du traitement d’une pie`ce sur une station.
Dans l’industrie les couˆts de mises en service sont
souvent lie´s aux ope`rateurs qui effectuent les taˆches
comme le chargement, le positionnement, le de´charge-
ment et le nettoyage d’une pie`ce. En conse´quence,
ces couˆts de mises en service ne de´pendent pas du
nombre d’ope´rations affecte´es a` la station. Soit xt le
nombre de mises en service pour une pie`ce a` usiner
de type t, t = 1, . . . , f . Une solution du proble`me
e´tudie´ implique le nombre de stations et l’affectation
des ope´rations a` ces stations. Le crite`re principal est
la minimisation du nombre de stations et le crite`re
secondaire est la minimisation du couˆt total de mises
en service, a1x1 + · · · + afxf . Notons ce proble`me
comme P.
Le proble`me P appartient a` la classe des proble`mes
d’e´quilibrage des lignes d’assemblage pour laquelle la
minimisation du temps de cycle de production et la
minimisation du nombre des stations sont des crite`res
courramment e´tudie´s. Diffe´rents e´tats de l’art sur les
proble`mes d’e´quilibrage des lignes d’assemblage ont
e´te´ propose´s par Erel et Sarin, 1998, Rekiek et al.,
2002, et Boysen et al., 2007. Dans le proble`me P nous
supposons que n’importe quelle ope´ration peut eˆtre
affecte´e a` n’importe quelle station, toutes les ope´ra-
tions de meˆme type sont execute´es simultane´ment sur
la meˆme station apre`s la mise en service, et, s’il y a
une borne supe´rieure sur le temps de cycle de produc-
tion, alors le temps maximal d’exe´cution des ope´ra-
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tions avec le temps maximal de mise en service ne
de´passe pas cette borne. Ainsi, les temps d’exe´cution
des ope´rations et les temps de mises en service sont
omis de la formulation du proble`me. Une exe´cution
paralle`le des ope´rations est par exemple typique pour
des boˆıtiers multibroches dans l’industrie me´canique,
voir Dolgui et al., 2008, et Guschinskaya et Dolgui,
2009.
Remarquons que le nombre minimal de stations, m∗,
peut eˆtre de´termine´ comme m∗ = dnr e, ou` d·e est
l’ope´rateur d’arrondissement. Ainsi, le proble`me P
se re´duit a` trouver une affectation d’ope´rations de
l’ensemble N a` m∗ stations de sorte que le couˆt total
de mises en service a1x1 + · · ·+ afxf soit minimise´.
Dans la section suivante, les proprie´te´s d’une solution
optimale du proble`me P sont donne´es. La section 3
de´crit les algorithmes de re´solution pour les cas f =
2, f = 3 et f arbitraire. La section 4 contient les
conclusions et les perspectives de recherche future.
2 PROPRIE´TE´S D’UNE SOLUTION OP-
TIMALE
Conside´rons un sous-ensemble de types S ⊆ F .
Nous appelons une ope´ration i une S-ope´ration si
i est ne´cessaire pour les pie`ces de types t ∈ S
mais n’est pas ne´cessaire pour les pie`ces d’autres
types. Dans le cas de deux types de pie`ces, il
pourrait y avoir des {1}-ope´rations, {2}-ope´rations
et {1,2}-ope´rations. Nous introduisons un ensem-
ble de sous-ensembles de types Z = {S ∈ F |
il existe au moins une S-ope´ration}. Il y a |Z| ≤
2f − 1 ou` |Z| est la cardinalite´ de Z.
Nous appelons une station une station comple`te si on
lui affecte r ope´rations. Nous appelons une station
une S-station si on lui affecte S-ope´rations. Ainsi, la
meˆme station peut eˆtre S-station et S′-station, S 6=
S′, en meˆme temps. Nous appelons une station une S-
station pure si on ne lui affecte que des S-ope´rations.
En ayant une affectation d’ope´rations aux stations,
notons T (u) l’ensemble des types de pie`ces asso-
cie´s avec les ope´rations affecte´es a` une station u, et
kS(u) le nombre de S-ope´rations affecte´es a` une sta-
tion u. Par exemple, si on affecte a` une station u
deux {1, 2}-ope´rations et trois {1, 3}-ope´rations, alors
T (u) = {1, 2, 3}, k{1,2}(u) = 2 et k{1,3}(u) = 3.
Conside´rons un ensemble S ∈ Z. Le lemme suiv-
ant e´tablie une condition sous laquelle le nombre de
S-stations non-comple`tes ou non-pures dans une so-
lution optimale peut eˆtre re´duit.
Lemme 1 Une solution optimale avec h ≥ 2 S-
stations non-comple`tes ou non-pures peut eˆtre trans-
forme´e a` une solution optimale avec h− 1 S-stations
non-comple`tes ou non-pures s’il y a deux S-stations
non-comple`tes ou non-pures v et u telles que T (v) ⊆
T (u). La transformation n’affecte pas les stations
pures comple`tes.
Preuve: Remplac¸ons min{kS(u), r − kS(v)} S-
ope´rations de la station u par le meˆme nombre de
non-S-ope´rations arbitraires de la station v. Ce rem-
placement n’augmente pas le nombre de mises en ser-
vice parce qu’aucun nouveau type de pie`ce n’apparaˆıt
pas sur l’une des deux stations. Le nombre de S-
stations non-comple`tes ou non-pures se re´duit par un
et les stations pures comple`tes ne sont pas affecte´es,
comme exige´.
Une application re´pe´titive du Lemme 1 justifie le
lemme suivant qui caracte´rise une solution optimale.
Lemme 2 Il existe une solution optimale qui ne con-
tient aucune paire de S-stations non-comple`tes ou
non-pures v et u telles que T (v) ⊆ T (u).
En ayant l’ensemble S ∈ Z, soit nS le nombre de S-
ope´rations dans le proble`me P. Pour le cas de deux ou
trois types de pie`ces, le Lemme 2 peut eˆtre utilise´ pour
prouver la proprie´te´ suivante qui de´crit partiellement
la structure d’une solution optimale.
Proprie´te´ 1 Pour f = 2 et f = 3, il existe une solu-
tion optimale qui contient au moins bnSr c S-stations
pures comple`tes pour chaque S ∈ Z.
Preuve: Conside´rons S = {1}. Observons que
{1}-station non-pure quelconque est une S′-station
pour S′ ∈
{
{2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}
}
.
Pour une solution optimale ve´rifiant le Lemme 2
et S = {1}, il y a au plus deux {1}-stations non-
comple`tes ou non-pures, parce que parmi trois {1}-
stations non-comple`tes ou non-pures quelconques il y
a au moins deux stations v et u telles que T (v) ⊆ T (u)
ou T (u) ⊆ T (v). Soient v et u les seules {1}-stations
non-comple`tes ou non-pures. Si k1(v) + k2(u) < r,
alors la solution optimale contient bn1r c {1}-stations
pures comple`tes. Si k1(v)+k2(u) ≥ r, alors les ope´ra-
tions des stations v et u peuvent eˆtre re´-arrange´es de
sorte qu’une des stations devienne {1}-station pure
comple`te et que l’optimalite´ de solution soit main-
tenue. La nouvelle solution contient bn1r c {1}-stations
pures comple`tes.
Conside´rons une solution optimale avec bn1r c {1}-
stations pures comple`tes. Soit S := {2}. Rappelons
que la modification de solution dans le Lemme 1
n’affecte pas des stations pures comple`tes. Donc, il
existe une solution optimale avec bn1r c {1}-stations
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pures comple`tes qui ve´rifie le Lemme 2 pour S = {2}.
Comme dans le cas S = {1}, nous en de´duisons qu’il
existe une solution optimale avec bn1r c {1}-stations
pures comple`tes et bn2r c {2}-stations pures comple`tes.
La meˆme argumentation s’applique a` tous les autres
ensembles S ∈ Z afin de comple´ter la preuve.
Conside´rons le cas f ≥ 4. En ayant une solution
optimale, soit MS le nombre maximal de S-stations
non-comple`tes ou non-pures, parmi lesquelles il n’y a
aucune paire de stations v et u telles que T (v) ⊆ T (u).
Le lemme suivant montre que MS est borne´ par une
fonction de´pendant uniquement de f .
Lemme 3 Il existe une solution optimale pour laque-
lle MS ≤ Uf := 2f − 2f/2+1 + 2.
Preuve: Soit u0 une S-station non-comple`te ou non-
pure arbitraire donne´e. Il est clair que MS ≤ Uf , ou`
Uf est une borne supe´rieure sur le nombre maximal
de S-stations non-comple`tes ou non-pures (y compris
la station u0) parmi lesquelles il n’y a aucune station
v telle que T (v) ⊆ T (u0) ou T (v) ⊆ T (u0). Notons
X := T (u0)\{S} et x := |X|, 1 ≤ x ≤ f . Si X = φ,
alors pour S-station quelconque v 6= u0, nous avons
T (u0) ⊆ T (v). Supposons que X 6= φ. Il y a 2x − 1
sous-ensembles propres de X (y compris l’ensemble
vide et hors l’ensemble X) et 2f−x − 1 sur-ensembles
propres de X (hors l’ensemble X) dans l’ensemble
F de tous les types de pie`ces. Si un de ces sous-
ensembles est e´gal a` T (v)\{S} pour une S-station S-
station non-comple`te ou non-pure v 6= u0, alors soit
T (v) ⊆ T (u0) soit T (u0) ⊆ T (v). Il y a au plus 2f −1
candidats pour l’ensemble T (v)\{S} (le nombre de
sous-ensembles de l’ensemble F moins un parce que
l’ensemble S ne doit pas eˆtre compte´ ici). Donc, il y a
au plus 2f−1−(2x−1+2f−x−1) = 2f−2x−2f−x+1
candidats pour un ensemble T (v)\{S} tel que T (v) 6⊆
T (u0) et T (u0) 6⊆ T (v). En comptant pour l’ensemble
X, nous en de´duisons qu’il y a au plus g(x) := 2f −
2x− 2f−x + 2 S-stations non-comple`tes ou non-pures
parmi lesquelles il n’y a aucune station v telle que
T (u0) ⊆ T (v) ou T (v) ⊆ T (u0). La fonction g(x)
est maximise´e au minimum de la fonction 2x − 2f−x
pour 1 ≤ x ≤ f . La dernie`re fonction est convexe
et minimise´e au point x = f/2. Ainsi, il existe une
solution optimale pour laquelle MS ≤ Uf = 2f −
2f/2+1 + 2.
Les Lemmes 2 et 3 impliquent la proprie´te´ suivante
qui donne une borne infe´rieure sur le nombre de S-
stations pures comple`tes dans une solution optimale.
Proprie´te´ 2 Pour f ≥ 4, il existe une solu-
tion optimale qui contient au plus Uf S-stations









pour chaque S ∈ Z.
Preuve: Seulement la deuxie`me partie de la pro-
prie´te´ exige une explication. Il existe une solution
optimale pour laquelle au plus Uf (r−1) S-ope´rations
sont affecte´es a` des S-stations non-comple`tes ou non-
pures. Ainsi, au moins nS − Uf (r − 1) S-ope´rations
sont affecte´es a` des S-stations pures comple`tes et la
deuxie`me partie de la proprie´te´ suit.
3 ALGORITHMES
Cette section contient les descriptions des algorithmes
pour les cas f = 2, f = 3 et f ≥ 4 du proble`me P.
Supposons, sans perte de ge´ne´ralite´, que a1 ≥ · · · ≥
af .
3.1 Deux types de pie`ces
La Proprie´te´ 1 justifie l’algorithme de re´solution suiv-
ant pour le cas f = 2.
Algorithme AE-2 (Arrondir et E´nume´rer pour le
cas f = 2)
E´tape 1. Affecter S-ope´rations aux kS := bnSr c
S-stations comple`tes pures pour S ∈ Z ⊆{
{1}, {2}, {1, 2}
}
. Notons que les ope´rations af-
fecte´es occupent le nombre minimal de stations.
Calculer les nombres de S-ope´rations non-
affecte´es: uS = nS − kSr pour S ∈ Z. Notons
que uS < r pour S ∈ Z. Donc, il y a au plus




S∈Z uS ≤ r, alors affecter les ope´ra-
tions restantes a` la meˆme seule station.
Si r <
∑
S∈Z uS ≤ 2r, alors affecter des ope´ra-
tions restantes a` deux stations. Il y a trois cas a`
conside´rer:
(i) u{1,2}+u{1} ≤ r. Dans ce cas, affecter toutes
{1,2}-ope´rations et {1}-ope´rations a` une station,
et affecter toutes {2}-ope´rations a` une autre sta-
tion.
(ii) u{1,2} + u{1} > r et u{1,2} + u{2} ≤ r.
Dans ce cas, affecter toutes {1,2}-ope´rations et
{2}-ope´rations a` une station, et affecter toutes
{1}-ope´rations a` une autre station.
(iii) u{1,2} + u{1} > r et u{1,2} + u{2} > r. Dans
ce cas, affecter des ope´rations arbitrairement a`
deux stations.
Si u{1} + u{2} + u{1,2} > 2r, alors affecter des
{1,2}-ope´rations restantes a` une station, toutes
les {1}-ope´rations restantes a` une deuxie`me sta-
tion et toutes les {2}-ope´rations restantes a` une
troisie`me station.
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Cette affectation minimise le nombre de stations
comme le crite`re principal et minimise a1x1 +
a2x2 comme crite`re secondaire si a1 ≥ a2.
Notons que le temps de re´solution de l’algorithme RE-
2 et la longueur de la description de la solution opti-
male correspondante sont des nombres constants.
3.2 Trois types de pie`ces
La Proprie´te´ 1 peut aussi eˆtre utilise´e pour re´-
soudre le proble`me P dans le cas f = 3. Pour-
tant, nous avons ve´rifie´ que dans ce cas, les cal-
culs similaires a` l’e´tape 2 de l’algorithme RE-2
doivent conside´rer de trop nombreux cas, qui con-
tiennent diverses affectations de S-ope´rations, S ∈
Z ⊆
{
{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}
}
a`
au plus sept stations non-comple`tes ou non-pures.
Pour cette raison, nous avons de´cide´ d’utiliser une
formulation de programmation en nombres entiers du
proble`me P et de montrer que sa solution peut eˆtre
obtenue par un algorithme e´nume´ratif en combinaison
avec des outils de l’alge`bre line´aire.
Algorithme AE-3 (Arrondir et E´nume´rer pour le
cas f = 3)
E´tape 1. Affecter des S-ope´rations a` kS := bnSr c
S-stations comple`tes pures pour S ∈ Z ⊆{
{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}
}
.
E´tape 2. Le nombre de stations ne´cessaires pour af-
fecter des ope´rations restantes est e´gal a` m :=
m∗ − ∑S∈Z kS ≤ 7. Nume´roter ces stations
1, . . . ,m. Il est facile de montrer qu’il existe
une solution optimale, dans laquelle u{1,2,3} :=
n{1,2,3} − k{1,2,3}r {1, 2, 3}-ope´rations restantes
sont affecte´es a` la meˆme station. Supposons,
sans perte de ge´ne´ralite´, qu’elles sont affecte´es a`
la station 1. Re´initialiser Z := Z\{1, 2, 3} et re-
nume´roter les sous-ensembles de cet ensemble. Si
l’ensemble initial Z contient sept sous-ensembles,
alors re´initialiser Z := {1, . . . , 6}, voir Tableau 1.
S’il contient q < 7 sous-ensembles, alors re´ini-
Tableau 1: Sous-ensembles S ∈ Z et leur notation.
{1} {2} {3} {1,2} {1,3} {2,3}
1 2 3 4 5 6
tialiser Z := {1, . . . , q − 1}. Dans ce qui suit,
nous supposons que l’ensemble initial Z contient
sept sous-ensembles.
E´tape 3. Calculer les nombres de i-ope´rations non-
affecte´es: ui = ni − kir, i = 1, . . . , 6.
Soit la variable yij le nombre de i-ope´rations af-
fecte´es a` une station j, i = 1, . . . , 6, j = 1, . . . ,m.
Pour y ≥ 0 de´finir une fonction sgn(y) = 0 si
y = 0 et sgn(y) = 1 si y > 0. En ayant yij ,
le nombre de mises en service associe´es aves les
ope´rations restantes, x′t, t = 1, 2, 3, peuvent eˆtre












sgn(y3j + y5j + y6j).
Le proble`me d’affectation optimale (a` l’e´gard du
proble`me P) de i-ope´rations, i = 1, . . . , 6, a` m
stations peut eˆtre formule´ comme le proble`me






















yi1 ≤ r − u{1,2,3},
6∑
i=1
yij ≤ r, j = 2, 3, . . . ,m, (2)
m∑
j=1
yij = ui, i = 1, . . . , 6, (3)
yij ≥ 0, i = 1, . . . , 6, j = 1, . . . ,m. (4)
En ayant les valeurs admissibles yij a` l’e´gard de
(2)-(4), conside´rons une collection c(y) de triplets
3(m− 1):
c(y) = {(y1j , y4j , y5j), (y2j , y4j , y6j),
(y3j , y5j , y6j) | j = 2, 3, . . . ,m}.
Notons que la fonction objectif (1) n’est pas
line´aire. L’information importante concernant sa
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minimisation correspond aux triplets de la collec-
tion c(y) qui sont e´gaux a` (0,0,0). Si un triplet
de c(y) n’est pas e´gal a` (0,0,0), alors son contenu
spe´cifique n’influence pas la valeur de la fonction
objective. Soit C l’ensemble des collections c(y)
avec divers triplets spe´cifie´s (0,0,0). Il y en a
|C| ≤ 23(m−1) ≤ 218.
Le proble`me se re´duit donc a` trouver une solution
arbitraire du syste`me d’ine´galite´s line´aires (2)-
(4) pour chaque c(y) ∈ C et choisir c(y) avec les
valeurs correspondantes de yij qui minimise la
fonction objectif (1).
Le temps de re´solution de l’algorithme RE-3 est de-
temine´ par le temps de re´solution du proble`me IP-3,
qui est e´gal a` O(23(m−1)T ), ou` T est le temps pour
trouver une solution basique admissible de (2)-(4).
Puisque m ≤ 7, l’algorithme RE-3 s’exe´cute en temps
constant.
3.3 f types de pie`ces
Un algorithme similaire a` l’algorithme RE-3 peut eˆtre
de´veloppe´ pour le cas de f arbitraire. Il emploie la
Proprie´te´ 2.
Rappelons que |Z| ≤ 2f − 1. Soit Zt, Zt ⊆ Z
l’ensemble de sous-ensembles dans Z dont chaqun
contient un type de pie`ces t. Par exemple, l’ensemble
{1, 2, 3} appartient a` Z1, Z2 et Z3.
Algorithme AE (Arrondir et E´nume´rer pour le cas
de f arbitraire)
E´tape 1. Affecter des S-ope´rations a` mS S-stations
comple`tes pures pour S ∈ Z, voir la Proprie´te´ 2.
E´tape 2. Le nombre de stations ne´cessaires pour af-
fecter les ope´rations restantes est e´gal a`
m := m∗ −
∑
S∈Z
mS ≤ 1 + |Z|Uf (r − 1)
r
.
Notons que m est borne´ par une fonction qui
de´pend exclusivement de f .
Nume´roter ces stations 1, . . . ,m. Re-nume´roter
les sous-ensembles de l’ensemble Z de sorte que
Z := {1, . . . , |Z|}.
E´tape 3. Calculer les nombres de i-ope´rations non-
affecte´es:: ui = ni −mir, i = 1, . . . , |Z|.
Soit yij le nombre de i-ope´rations affecte´es a` une
station j, i = 1, . . . , |Z|, j = 1, . . . ,m. Le prob-
le`me P peut eˆtre formule´ comme le proble`me

















yij ≤ r, j = 1, . . . ,m, (6)
m∑
j=1
yij = ui, i = 1, . . . , |Z|, (7)
yij ≥ 0, i = 1, . . . , |Z|, j = 1, . . . ,m. (8)
En ayant les valeurs admissibles yij , a` l’e´gard de
(6)-(8), conside´rons une collection d(y) de mf
|Zt|-tuples
d(y) = {(yij | i ∈ Zt) | t = 1, . . . , f, j = 1, . . . ,m}.
Soit D l’ensemble des collections d(y) avec divers
|Zt|-tuples spe´cifie´s (0, . . . , 0). Il y en a |D| ≤
2mf .
Le proble`me se re´duit donc a` trouver une solu-
tion arbitraire du syste`me (6)-(8) pour chaque
d(y) ∈ D et choisir d(y) avec les valeurs corre-
spondantes de yij qui minimise la fonction ob-
jectif (5). Cela peut eˆtre accompli en temps
O(2mfE), ou` E est le temps pour trouver une
solution basique admissible de (6)-(8).
Le temps de re´solution de l’algorithme RE est une
constante si f est une constante parce quem et E sont
borne´s par des fonctions qui de´pendent exclusivement
de f .
4 CONCLUSION ET PERSPECTIVES
Le proble`me d’optimisation, qui consiste a` trou-
ver une configuration optimale d’une ligne d’usinage
multi-produit a e´te´ e´tudie´. Il a e´te´ modelise´ comme le
proble`me P, pour lequel la minimisation du nombre
de station est un crite`re principal et la minimisation
du couˆt total de mises en service est un crite`re sec-
ondaire. Les proprie´te´s d’une solution optimale ont
e´te´ e´tablies, et des algorithmes de re´solution en temps
constant ont e´te´ de´veloppe´s pour les cas f = 2, f = 3
et un f arbitraire.
Le proble`me P peut eˆtre ge´ne´ralise´ pour inclure des
relations de pre´ce´dence, inclusion et exclusion sur
l’ensemble d’ope´rations. En ce moment, nous tra-
vaillons sur ces ge´ne´ralisations.
Nous pensons que le crite`re conside´re´ de minimisation
du couˆt total de mises en service est important et
qu’il me´rite d’eˆtre e´tudie´ dans le contexte d’autres
proble`mes d’e´quilibrage de lignes de production.
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