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Computational Complexity of the Interleaving Distance∗
Ha˚vard Bakke Bjerkevik† Magnus Bakke Botnan‡
Abstract
The interleaving distance is arguably the most prominent distance measure in topological
data analysis. In this paper, we provide bounds on the computational complexity of deter-
mining the interleaving distance in several settings. We show that the interleaving distance
is NP-hard to compute for persistence modules valued in the category of vector spaces. In
the specific setting of multidimensional persistent homology we show that the problem is at
least as hard as a matrix invertibility problem. Furthermore, this allows us to conclude that the
interleaving distance of interval decomposable modules depends on the characteristic of the
field. Persistence modules valued in the category of sets are also studied. As a corollary, we
obtain that the isomorphism problem for Reeb graphs is graph isomorphism complete.
1 Introduction
For a category C and a poset P we define a P-indexed (persistence) module valued in C to a be a
functorM : P → C. We will denote the associated functor category by CP. IfM,N ∈ CP thenM
and N are of the same type. Such functors appear naturally in applications, and most commonly
when P = Rn, n-tuples of real numbers under the normal product order, and C = VecK, the
category of vector spaces over the field K, or C = Set, the category of sets. The field K is assumed
to be finite. We suppress notation and simply write Vec when K is an arbitrary finite field. The
notation p ∈ P denotes that p is an object of P.
Remark 1.1. Throughout the paper we make use of basic concepts from category theory. The
reader unfamiliar to such ideas will find the necessary background material in the first few pages
of [11].
Assume that h : X → R is a continuous function of “Morse type”, a generalization of a Morse
function on a compact manifold. Roughly, a real-valued function is of Morse type if the homo-
topy type of the fibers changes at finite set of values; see [16] for a precise definition. We shall
now briefly review four different scenarios in which functors of the aforementioned form can be
associated to h.
Let Hp : Top → VecK denote the p-th singular homology functor with coefficients in K, and
let π0 : Top → Set denote the functor giving the set of path-components. We also associate the
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two following functors to hwhose actions on morphisms are given by inclusions:
S↑(h) : R→ Top S(h) : R2 → Top
S↑(h)(t) = {x ∈ X | h(x) ≤ t} S(h)(−s, t) = {x ∈ X | s ≤ h(x) ≤ t}
• Persistent Homology studies the evolution of the homology of the sublevel sets of h and is
perhaps the most prominent tool in topological data analysis [16]. Specifically, the p-th sub-
level set persistence module associated to h is the functor HpS
↑(h) : R→ Vec. Importantly, such
a module is completely determined by a collection of intervals B(HpS
↑(h)) called the barcode
ofHpS
↑(h). This collection of intervals is then in turn used to extract topological information
from the data at hand. In Fig. 1 we show the associated barcode for p = 0 and p = 1 for a
function of Morse type.
• Upon replacing Hp by π0 in the above construction we get a merge tree. That is, the merge tree
associated to h is the functor τh : π0S
↑(h) : R → Set. A merge tree captures the evolution of
the path components of the sublevel sets of h and can be, as the name indicates, be visualized
as (a disjoint union of) rooted trees. See Fig. 1 for an example.
• The two aforementioned examples used sublevel sets. A richer invariant is obtained by
considering interlevel sets: define the p-th interlevel set persistence of h to be the functor
HpS(h) : R
2 → Vec. Analogously to above, such a module is completely determined by
a collection B(HpS(h)) of simple regions in R2. However, it is often the collection of inter-
vals Lp(h) obtained by the intersection of these regions with the anti-diagonal y = −xwhich
are used in data analysis. We refer the reader to [9] for an in-depth treatment. In Fig. 1
we show an example of the 0-th interlevel set barcode. Observe how the endpoints of the
intervals correspond to different types of features of the Reeb graph.
• Just as interlevel set persistence is a richer invariant than sublevel set persistence, the Reeb
graph is richer in structure than the merge tree. Specifically, we define the functor Reebh :=
π0S(h) : R
2 → Set. Just as for Merge trees, Reebh admits a visualization of a graph; see
Fig. 1. In particular, this appealing representation has made Reeb graphs a popular objects
of study in computational geometry and topology, and they have found many applications
in data visualization and exploratory data analysis.
These are all examples of topological invariants arising from a single real-valued function.
There are many settings for which it is more fruitful to combine a collection of real-valued func-
tions into a single function g : X → Rn [15]. By combining them into a single function we not
only learn how the data looks from the point of view of each function (i.e. a type of measurement)
but how the different functions (measurements) interact. One obvious way to assign a (algebraic)
topological invariant to g is to filter it by sublevel sets. That is, define S↑(g) : Rn → Top by
S↑(g)(t) = {x ∈ X | g(x) ≤ t}. The associated functor HpS
↑(g) : Rn → Vec is an example of
an n-dimensional persistence module. We saw above that for n = 1 this functor is completely de-
scribed by a collection of intervals. This is far from true for n ≥ 2: there exists no way to describe
such functors by interval-like regions in higher-dimensional Euclidean space. Even the task of
parameterizing such (indecomposable) modules is known to be a hopeless problem (so-called wild
representation type) [4].
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Reebh τh B(H0S
↑(h)) B(H1S
↑(h)) L0(h)
Figure 1: The height function of the solid shape is of Morse type. The associated
Reeb graph, merge tree, sublevel set barcodes, and interlevel set barcode are shown
to the right.
1.1 The Interleaving Distance
Different types of distances have been proposed on various types of persistencemodules with val-
ues in Vec [6, 12, 17, 25, 27]. Of all these, the interleaving distance is arguably the most prominent
for the following reasons: the theory of interleavings lies at the core of the theoretical foundations
of 1-dimensional persistence, notably through the Isometry Theorem (Theorem 2.6). Furthermore,
it was shown by Lesnick that when K is a prime field, the interleaving distance is the most dis-
criminative of all stable metrics on such modules. We refer to [25] for the precise statement. As we
shall see, it is also an immediate consequence of Theorem 2.6 that the interleaving distance for
1-dimensional persistence modules can be computed in polynomial time.
Lesnick’s result generalizes to n-dimensional persistencemodules, but the computational com-
plexity of computing the interleaving distance of such modules remains unknown. An efficient
algorithm to compute the interleaving distance could carry a profound impact on topological data
analysis: the standard pipeline for 1-dimensional persistent homology is to first compute the bar-
code and then perform analysis on the collection of intervals. However, for multi-dimensional
persistence there is no way of defining the barcode. With an efficient algorithm for computing
the interleaving distance at hand it would still not be clear how to analyze the persistence mod-
ules individually, but we would have a theoretical optimal way of comparing them. This in turn
could be used in clustering, kernel methods, and other kinds of data analysis widely applied in
the 1-dimensional setting.
Complexity
The purpose of this paper is to determine the computational complexity of computing the inter-
leaving distance. To make this precise, we need to associate a notion of size to the persistence
modules.
Definition 1.2. LetP denote a poset category andM : P→ C.
• For C = Vec, define the total dimension ofM to be dimM =
∑
p∈P dimMp.
• ForM : Z→ Set, define the total cardinality ofM to be |M | =
∑
p∈P |Mp|.
The input size will be the total dimension or the total cardinality and for the the remaining of
the paperwe shall always assume that those quantities are finite. The following shows that there
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exists an algorithm, polynomial in the input size, which determineswhether or not twoP-indexed
modules valued in Vec are isomorphic.
Theorem 1.3 ([10]). LetP be a finite poset andM,M ′ : P→ Vec. There exists a deterministic algorithm
which decides ifM ∼= M ′ in O
(
(dimM + dimM ′)6
)
.
This result will be important to us in what ensues because the strongest of interleavings, the
0-interleaving, is by definition a pair of inverse isomorphisms. Furthermore, by choosing an ap-
propriate basis for each vector space, an isomorphism between M and M ′ is nothing more than
a collection of matrices with entries in a finite field. Likewise a δ-interleaving will be nothing
more than a collection of matrices over a finite field satisfying certain constraints. When C = Set
the morphisms are specified by collections of functions between finite sets. Hence, the decision
problems considered in this paper are trivially in NP.
Furthermore, it is an immediate property of the Morse type of h, that the modules considered
above are discrete. Intuitively, we say that anRn-indexed persistence moduleM is discrete if there
exists a Zn-indexed persistence module containing all the information of M ; see ??. In practice,
persistence modules arising from data will be discrete. Hence, when it comes to algorithmic ques-
tions we shall restrict ourselves to the setting in which P = Zn or a slight generalization thereof.
Importantly, the modules considered in this paper can be δ-interleaved only for δ ∈ {0, 1, 2, . . .}.
Contributions
The contributions of this paper are summarized in Table 1. Concretely, a cell in Table 1 gives a
complexity bound on the decision problem of deciding if two modules of the given type are δ-
interleaved. It is an easy consequence of the definition of the interleaving distance that this is
at least as hard as determining the distance itself. The cells with a shaded background indicate
that novel contributions to that complexity bound is provided in this paper. Recall that we have
defined the input size to be n = dimM + dimM ′ when the modules are valued in Vec, and
n = |M | + |M ′| when the modules are valued in Set. Observe that any non-trivial functor M :
Zm → Set must have |M | = ∞. Hence, when we talk about interleavings of such functors, we
shall assume that they are completely determined by a restriction to a finite sub-grid. The input
size is then the total cardinalities of the restrictions. We will now give a brief summary of the cells
of Table 1.
• Z→ Vec. [δ ≥ 0] This bound is achieved by first determining the barcodes of the persistence
modules and then using Theorem 2.6 to obtain the interleaving distance. The complexity
of this is O(FindBarcode + Match) = O(nω + n1.5 log n) = O(nω) where ω is the matrix
multiplication exponent[23]. The details can be found in Appendix C. In [26], the complexity
is shown to beO(nω+n2 log2 n) for essentially the same problem, but with a slightly different
input size n.
• Z → Set. [δ = 0] Essentially isomorphism of rooted trees; see Appendix E. [δ ≥ 1] This
follows from arguments in [1].
• Z2 → Vec. [δ = 0] This is Theorem 1.3 for P = Z2. [δ ≥ 1] A constrained invertibility (CI)
problem is a triple (P,Q, n) where P and Q are subsets of {1, 2, . . . , n}2. We say that a CI-
problem (P,Q, n) is solvable if there exists an invertible n × n matrix M such that Mi,j = 0
for all (i, j) ∈ P and M−1i′,j′ = 0 for all (i
′, j′) ∈ Q. We call (M,M−1) a solution of (P,Q, n).
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type/δ Z→ Vec Z→ Set Z2 → Vec Z2 → Set ZL,C → VecZ/2Z
δ = 0 O(nω) O(n) O(n6) GI-complete O(n6)
δ ≥ 1 O(nω) NP-complete CI-hard NP-complete NP-complete
Table 1: The complexity of checking for δ-interleavings between modules M and
M ′. If the target category isVec thenn = dimM+dimM ′, and if the target category
is Set then n = |M |+ |M ′|. Here ω is the matrix multiplication exponent.
In Section 4 we show that a CI-problem is solvable if and only if an associated pair of Z2-
indexed modules is 1-interleaved. Thus, the interleaving problem is constrained invertibility-
hard (CI-hard).
• Z2 → Set. [δ = 0] Reeb graphs are a particular type of functors Z2 → Set and deciding if
two Reeb graphs are isomorphic is graph isomorphism-hard (GI-hard) [20]. In Appendix D
we strengthen this result by showing that the isomorphism problem for Z2 → Set is in fact
GI-complete. This also implies that Reeb graph isomorphism is GI-complete. [δ ≥ 1] This
follows from Z→ Set.
• ZL,C → VecZ/2Z. For two sets L and C , define Z
L→C to be the poset generated by the
following disjoint union of posets ZL→C :=
⊔
l∈L,c∈C Z with the added relation (l, t) < (c, t)
for every l ∈ L, c ∈ C and t ≥ 3. This poset is a mild generalization of a disjoint union of
Z’s. [δ = 0] Immediate from Theorem 1.3. [δ ≥ 1] Follows from a reduction from 3-SAT;
see Section 3. This shows that computing the generalized interleaving distance of [12] for
Vec-valued persistence modules is NP-complete in general.
2 Preliminaries
For P a poset and C an arbitrary category,M : P → C a functor, and a, b ∈ P, letMa = M(a), and
let ϕM (a, b) : Ma →Mb denote the morphismM(a ≤ b).
2.1 Interleavings
In this section we review the theory of interleavings for Zn-indexed modules. For a treatment of
theRn-indexed setting see [25]. For a discussion on interleavings over arbitrary posets see [12].
For u ∈ Zn, define the u-shift functor (−)(u) : CZ
n
→ CZ
n
on objects byM(u)a = Mu+a, together
with the obvious internal morphisms, and on morphisms f : M → N by f(u)a = f(u + a) :
M(u)a → N(u)a. For u ∈ {0, 1, . . .}
n, let ϕuM : M → M(u) be the morphism whose restriction
to each Ma is the linear map ϕM (a, a + u). For δ ∈ {0, 1, 2 . . .} we will abuse notation slightly by
letting (−)(δ) denote the δ(1, . . . , 1)-shift functor, and letting ϕδM denote ϕ
δ(1,...,1)
M .
Definition 2.1. Given δ ∈ {0, 1, . . .}, a δ-interleaving between M,N : Zn → C is a pair of mor-
phisms f :M → N(δ) and g : N →M(δ) such that g(δ) ◦ f = ϕ2δM and f(δ) ◦ g = ϕ
2δ
N .
We call f and g δ-interleaving morphisms. If there exists a δ-interleaving betweenM and N , we
sayM and N are δ-interleaved. The interleaving distance dI : Ob(C
Zn)×Ob(CZ
n
)→ [0,∞] is given
by dI(M,N) = min{δ ∈ {0, 1, . . .} | M and N are δ-interleaved}. Here we set dI(M,N) = ∞ if
there does not exist a δ-interleaving for any δ.
5
(a) An interval. (b) Not an interval.
· · · Mi Mi+1 Mi+2 · · ·
· · · Ni Ni+1 Ni+2 · · ·
(c) A 1-interleaving.
Figure 2: (a) is an interval in Z2 whereas (b) is not. (c) The persistence modulesM
andN are 1-interleaved if and only if there exist diagonal morphisms such that the
diagram in (c) commutes.
2.2 Interval Modules and the Isometry Theorem
Let C = Vec. An interval of a posetP is a subset J ⊂ P such that
1. J is non-empty.
2. If a, c ∈ J and a ≤ b ≤ c, then b ∈ J .
3. [connectivity] For any a, c ∈ J , there is a sequence a = b0, b1, . . . , bl = c of elements of J
with bi and bi+1 comparable for 0 ≤ i ≤ l − 1.
We refer to a collection of intervals in P as a barcode (over P).
Definition 2.2. For J an interval in P, the interval module IJ is the P-indexed module such that
IJa =
{
K if a ∈ J ,
0 otherwise.
ϕIJ (a, b) =
{
idK if a ≤ b ∈ I,
0 otherwise.
We say a persistencemoduleM is decomposable if it can be written asM ∼= V ⊕W for non-trivial
persistence modules V andW ; otherwise, we say thatM is indecomposable.
A P-indexed module M is interval decomposable if there exists a collection B(M) of intervals
in P such that M ∼=
⊕
J∈B(M) I
J . We call B(M) the barcode of M . This is well-defined by the
Azumaya–Krull–Remak–Schmidt theorem [3].
Theorem 2.3 (Structure of 1-D Modules [19, 28]). Suppose M : P → Vec for P ∈ {R,Z} and
dimMp <∞ for all p ∈ P. ThenM is interval decomposable.
Remark 2.4. Such a decomposition theorem exists only for very special choices of P. Two other
scenarios appearing in applications are zigzags [8, 14] and exact bimodules [18]. The latter is a
specific type ofR2-indexed persistence modules.
Corollary 2.5. Let P =
⊔
i∈Λ Z be the poset given as a disjoint union of Z’s (i.e. elements in different
components are incomparable). IfM : P → Vec satisfies dimMp < ∞ for all p ∈ P, then M is interval
decomposable.
Proof. Apply Theorem 2.3 to each of the components of P independently. This gives B(M) =⊔
i∈Λ B(M |(i,Z)).
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At the very core of topological data analysis are the isometry theorems. They say that for certain
choices of interval decomposable modules, the interleaving distance coincides with a completely
combinatorial distance on their associated barcodes. This combinatorial distance dB is called the
bottleneck distance and is defined in Appendix A. Importantly, for any two barcodes, if the inter-
leaving distance between each pair of interval modules in the barcodes is known, the associated
bottleneck distance can be computed by solving a bipartite matching problem. This, in turn, im-
plies that the interleaving distance can be efficiently computed whenever an isometry theorem
holds. See Appendix C for an example.
Theorem 2.6 (Isometry Theorem [5, 7, 17, 25]). Suppose M,N : Z → Vec satisfy dimMi < ∞ and
dimNi <∞ for all i ∈ Z. Then dI(M,N) = dB(B(M),B(N)).
Remark 2.7. Continuing on the remark to Theorem 2.3. An isometry theorem also holds for
zigzags and exact bimodules [7, 9]. Although there might be other classes of interval decom-
posable modules for which an isometry theorem holds, the result is not true in general. See
Appendix F for an example of interval decomposable modules in Z2 for which 2dI(M,N) =
dB(B(M),B(N)), and see [9] for a general conjecture. This shows that a matching of the barcodes
will not determine the interleaving distance even in the case of very well-behaved modules.
3 NP-completeness
In this section we shall prove that it is NP-hard to decide if two modulesM,N ∈ VecZ
L→C
are 1-
interleaved. Recall that for two sets L and C , we define ZL→C to be the disjoint union
⊔
l∈L,c∈C Z
with the added relations (l, t) < (c, t) for all l ∈ L, c ∈ C , and t ≥ 3. Define the u-shift functor
(−)(u) : CZ
L→C
→ CZ
L→C
on objects by M(u)(p,t) = M(p,t+u), together with the obvious internal
morphisms, and on morphisms f : M → N by f(u)(p,t) = f(p,t+u) : M(u)(p,t) → N(u)(p,t). That
is, the shift functor simply acts on each of the components independently. With the shift-functor
defined, we define a δ-interleaving of ZL→C-indexed modules precisely as in Section 2.1. Thus,
we see that a δ-interleaving is simply a collection of δ-interleavings over each disjoint component
of Z which satisfy the added relations. Indeed, a 1-interleaving is equivalent to the existence of
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dashed morphisms in the following diagram for all l ∈ L and c ∈ C :
...
...
...
...
M(l,5) N(l,5) M(c,5) N(c,5)
M(l,4) N(l,4) M(c,4) N(c,4)
M(l,3) N(l,3) M(c,3) N(c,3)
M(l,2) N(l,2) M(c,2) N(c,2)
...
...
...
...
We saw in Corollary 2.5 thatM : ZL→∅ → Vec is interval decomposable. By applying Theorem 2.6
to each disjoint component independently, the following is easy to show. Here the bottleneck
distance is generalized in the obvious way, i.e. matching each component independently.
Corollary 3.1 (Isometry Theorem for Disjoint Unions). Let L be any set, and M,N : ZL→∅ → Vec
such that dimMp <∞ and dimNp <∞ for all p ∈ Z
L→∅. Then dI(M,N) = dB(B(M),B(N)).
In particular, the interleaving distance betweenM andN can be effectively computed through
a bipartite matching. As we shall see, this is not true for C 6= ∅. The remainder of this section is
devoted to proving the following theorem:
Theorem 3.2. Unless P=NP, there exists no algorithm, polynomial in n = dimM+dimN , which decides
ifM,N : ZL→C → VecZ/2Z are 1-interleaved.
3.1 The Proof
We shall prove Theorem 3.2 by a reduction from 3-SAT. Let ψ be a boolean formula in 3-CNF
defined on literals L = {x1, x2, . . . , xnl} and clauses C = {c1, c2, . . . , cnc}. We shall assume that
the literals of each clause are distinct and ordered. That is, the clause ci is specified by the three
distinct literals {xi1 , xi2 , xi3}wherein i1 < i2 < i3. Determining if ψ is satisfiable is well-known to
be NP-complete. For the entirety of the proof K = Z/2Z.
Step 1: Defining the representations. Associate to ψ two functorsM,N : ZL→C → VecZ/2Z in
the following way: For all literals xj ∈ L define
M(xj ,1) M(xj ,2) M(xj ,3) M(xj ,4) = K K K K
N(xj ,1) N(xj ,2) N(xj ,3) N(xj ,4) = K K K
2 0
1 1 1
1 (1;1)
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and for every clause ci in ψ define
M(ci,1) M(ci,2) M(ci,3) M(ci,4) = 0 K K K
N(ci,1) N(ci,2) N(ci,3) N(ci,4) = 0 K
3 K3 0
1 1
1
For any other p ∈ ZL→C , Mp = Np = 0. Next we specify the remaining non-trivial morphisms:
let ci = zi1 ∨ zi2 ∨ zi3 be a clause in ψ, where zjl = xjl or zjl = ¬xjl , and for which i1 < i2 < i3.
For s = 1, 2, 3 define Hs : K2 → K3 by e1 → u · es and e2 → (1 − u) · es, where u = 1 if zis = xis
and u = 0 if zis = ¬xis . Here ed is the d-th standard basis vector of K
3. Given this we define the
following for s = 1, 2, 3:
M(xis ,4) M(ci,4) = K K
M(xis ,3) M(ci,3) = K K
1
1
1 1
and
N(xis ,3) N(ci,3) = K
2 K3.
Hs
Clearly dimM + dimN = O(nc + nl). Thus, the total dimension is polynomial in the input size of
3-SAT.
Step 2: Showing the reduction. Observe that M and N are 1-interleaved if and only if there
exist dashed morphisms such that the below diagram is commutative for every literal xis and for
every clause ci containing xis :
M(xis ,5) = 0 0 = N(xis ,5) M(ci,5) = 0 0 = N(ci,5)
M(xis ,4) = K 0 = N(xis ,4) M(ci,4) = K 0 = N(ci,4)
M(xis ,3) = K K
2 = N(xis ,3) M(ci,3) = K K
3 = N(ci,3)
M(xis ,2) = K K = N(xis ,2) M(ci,2) = K K
3 = N(ci,2)
M(xis ,1) = K K = N(xis ,1) M(ci,1) = 0 0 = N(ci,1)
Hs
(1;1) I3
(1)
We shall see there are few degrees of freedom in the choice of interleaving morphisms. Indeed,
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consider the left part of the above diagram:
M 0 K K K K 0
N 0 K K K2 0 0
1 1 1 1
1 (1;1)
We leave it to the reader to verify that if M and N are 1-interleaved, then all the solid diag-
onal morphisms in the above diagram are completely determined by commutativity. For the
dashed morphism (ϕxis , ϕ¬xis ) : K
2 → K there are two choices: by commutativity it must sat-
isfy (ϕxis , ϕ¬xis ) · (1; 1) = 1 and thus ϕxis + ϕ¬xis = 1. As K = Z/2Z, this implies that precisely
one of ϕxis and ϕ¬xis is multiplication by 1. This corresponds to a choice of truth value for xis :
ϕxis = 1 ⇐⇒ xis = True and ϕ¬xis = 1 ⇐⇒ xis = False. Next, consider the right part of 1:
M 0 K K K 0
N 0 K3 K3 0 0
1 1
1
There are three non-trivial morphisms, out of which two are equal by commutativity. Let Zi1 :
K→ K3 and Zi2 : K
3 → K denote the two unspecifiedmorphisms. Returning to (1), we see that Zi2
must satisfy the following for s ∈ {1, 2, 3}:
K K
K2 K3
1
(ϕxis ,ϕ¬xis ) Hs
Zi
2
Thus, Zi2 restricted to its s-th component equals either ϕxis or ϕ¬xis , depending on whether xis or
its negation ¬xis appears in the clause ci. This implies that Z
i
2 is given by
Zi2 =
[
ϕzi1 ϕzi2 ϕzi3
]
Hence, if M and N are to be 1-interleaved, then there are no degrees of freedom in choosing Zi2
after the ϕxis are specified. However, Z
i
1 only needs to satisfy Z
i
2 ◦ Z
i
1 = 1. As this is the sole
restriction imposed on Zi1, we see that this can be satisfied if and only if Z
i
2 6= 0, which is true if
and only if zis = True for at least one s ∈ {1, 2, 3}.
Theorem 3.3. Let ψ be a boolean formula as above. Then ψ is satisfiable if and only if the associated
persistence modulesM,N : ZL→C → vec are 1-interleaved.
Proof. Summarizing the above: we have that M and N are 1-interleaved if and only if we can
choose morphisms (ϕxis , ϕ¬xis ) such that Z
i
2 6= 0 for all clauses ci. This means precisely that we
can choose truth values for each xis such that every clause ci = zi1 ∨zi2 ∨zi3 evaluates to true. This
shows that a 1-interleaving implies that ψ is satisfiable. Conversely, if ψ is satisfiable, then we see
that the morphisms defined by ϕxis = 1 ⇐⇒ xis = True and ϕ¬xis = 1 ⇐⇒ xi = False satisfy
Zi2 6= 0 for every clause ci. Thus,M and N are 1-interleaved.
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Remark 3.4. Let i : P →֒ Q be an inclusion of posets and M : P → Vec. There are multiple
functorial ways of extending M to a representation E(M) : Q → Vec, e.g. by means of left or
right Kan extensions. This is a key ingredient in one of the more recent proofs of Theorem 2.6; see
[13] for details. However, if we impose the condition that E(M) ◦ i ∼= M then such an extension
need not exist. Indeed, Theorem 3.3 implies that the associated decision problem is NP-complete.
4 Interleavings of Multidimensional Persistence Modules
Recall that a constrained invertibility (CI) problem is a triple (P,Q, n) where P and Q are subsets
of {1, 2, . . . , n}2, and that a CI-problem is solvable if there exists an invertible n × n matrix M
such that M(i,j) = 0 for all (i, j) ∈ P and M
−1
(i′,j′) = 0 for all (i
′, j′) ∈ Q. We shall show that
a CI-problem is solvable if and only if a pair of associated persistence modules Z2 → Vec is
1-interleaved. Hence, if deciding solvability is NP-hard, then so is computing the interleaving
distance for multidimensional persistence modules.
Example 4.1. Let P = {(2, 2), (3, 3)}, Q = {(2, 3), (3, 2)} ⊂ {1, 2, 3}2 . Then (P,Q, 3) is solvable by
M =

1 1 11 0 1
1 1 0

 , M−1 =

−1 1 11 −1 0
1 0 −1

 .
Example 4.2. Let P = {(1, 1), (1, 3)}, Q = {(2, 1)} ⊂ {1, 2, 3}2 . Then (P,Q, 3) is not solvable, as
(MN)(1,1) = 0 for all 3 × 3-matrices M,N withM(1,1) = M(1,3) = N(2,1) = 0. Note that it matters
that we view P and Q as subsets of {1, 2, 3}2 and not of {1, . . . , n}2 for some n > 3, in which case
(P,Q) would be solvable.
Example 4.3. Observe that a CI-problem (P, ∅, n) reduces to a bipartite matching problem. Build
a graph G on 2n vertices {v1, . . . , vn, u1, . . . , un} with an edge from vi to uj if (i, j) /∈ P . Then the
CI-problem is solvable if and only if there exists a perfect matching of G.
A CI-problem can be seen as a problem of choosing weights for the edges in a directed simple
graph: Given (P,Q, n), letG be the bipartite directed simple graphwith vertices {u1, . . . , un, v1, . . . , vn},
an edge from ui to vj if (i, j) /∈ P , and an edge from vj to ui if (j, i) /∈ Q. Solving (P,Q, n) is then
equivalent to weighting the edges in Gwith elements from K so that
n∑
j=1
w(ui, vj)w(vj , ui) = 1
for all i, and
n∑
j=1
w(ui, vj)w(vj , ui′) = 0
for all i 6= i′, where w(u, v) is the weight of the edge from u to v if there is one, and 0 if not. If the
weights are elements of Z/2Z, this is equivalent to picking a subset of the edges such that there is
an odd number of paths of length two from any vertex to itself and an even number of paths of
length two from any vertex to any other vertex.
Fix a CI-problem (P,Q, n) and let m = |P | + |Q|. We will construct Z2-indexed modules M
and N that are 1-interleaved if and only if (P,Q, n) is solvable, and that are zero outside a grid of
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size (2m+ 3)× (2m+ 3) in Z2. The dimension of each vector spaceM(a,b) or N(a,b) is bounded by
n, so the total dimensions ofM and N are polynomial in n.
For p ∈ Z2, let 〈p〉 = {q ∈ Z2 | p ≤ q ≤ (2m + 2, 2m + 2)}. LetW be the interval
⋃m
k=0〈(2m −
2k, 2k)〉, and for i ∈ {1, 2, . . . ,m}, let xi = (2m− 2i+ 1, 2i − 1); see Fig. 3.
WriteP = {(p1, q1), . . . , (pr, qr)} andQ = {(pr+1, qr+1), . . . , (pm, qm)}. We defineM =
⊕n
i=1 I
Ii
and N =
⊕n
i=1 I
Ji , where Ii and Ji are constructed as follows: let I
0
i = J
0
i = W for all i. For
k = 1, 2, . . . , r, let
Iki =
{
Ik−1i ∪ 〈xk − (1, 1)〉, if i = pk
Ik−1i ∪ 〈xk〉, if i 6= pk
, J ki =
{
J k−1i , if i = qk
J k−1i ∪ 〈xk〉, if i 6= qk
and for k = r + 1, . . . ,m, let
Iki =
{
Ik−1i , if i = qk
Ik−1i ∪ 〈xk〉, if i 6= qk
, J ki =
{
J k−1i ∪ 〈xk − (1, 1)〉, if i = pk
J k−1i ∪ 〈xk〉, if i 6= pk
x1
x2
0
0
1
1
2
2
3
3
4
4
5
5
6
6
Figure 3: The intervalW form = 2
along with x1 = (3, 1) and x2 =
(1, 3).
and let Ii = I
m
i and Ji = J
m
i . This way, we ensure that there
is no nonzero morphism from IIi to IJj(1) when (i, j) ∈ P ,
and no nonzero morphism from IJj to IIi(1)when (j, i) ∈ Q.
In all other cases, there exist nonzero morphisms.
Lemma 4.4. Suppose (i, j) /∈ P . Then there is an isomor-
phism Hom(IIi , IJj (1)) ∼= K. In particular, any morphism f ∈
Hom(IIi , IJj (1)) is completely determined by f(2m+1,2m+1): if fp
is nonzero, then fp = f(2m+1,2m+1).
The same holds if (j, i) /∈ Q instead of (i, j) /∈ P , and Ii
and Jj are interchanged. As fp is a K-endomorphism, this
implies that any f can be identified with an element of K.
Proof. Let f : IIi → IJj(1) be nonzero. If p /∈ Ii or p 
(2m + 1, 2m + 1), fp = 0. For (2m + 1, 2m + 1) ≥ p ∈ Ii, we have p + (1, 1) ∈ Ji by construction
and the fact that (i, j) /∈ P , so ϕ
IJj
(p + (1, 1), (2m + 2, 2m + 2)) is nonzero and hence the identity.
We get
fp = ϕIJj (1)(p, (2m+ 1, 2m+ 1)) ◦ fp
= f(2m+1,2m+1) ◦ ϕIIi (p, (2m + 1, 2m + 1)) = f(2m+1,2m+1).
Describing a morphism from M =
⊕n
i=1 I
Ii to N(1) =
⊕n
j=1 I
Jj (1) is the same as describing
morphisms from IIi to IJj (1) for all i and j1. We have just proved that these can be identified
with elements ofK, so we conclude that any f :M → N(1) is uniquely defined by an n×n-matrix
Af where the entry (i, j) is the element in K corresponding to the morphism IIi → IJj(1) given
by f . Note that we get the same result by writing f(2m,2m) = f(2m+1,2m+1) : K
n → Kn as a matrix,
1Hom(⊕iMi,⊕jNj) ∼= ⊕i ⊕j Hom(Mi, Nj).
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where each copy ofK in the domain and codomain comes from one of the interval modules IIi or
IJj (1), respectively.
If we also have a morphism g : N → M(1), we can define a matrix Ag symmetrically, and
similarly Ag is g(2m,2m) = g(2m+1,2m+1) : K
n → Kn in matrix form.
Theorem 4.5. With f and g as above, (f, g) is a 1-interleaving if and only if Af and Ag are inverse
matrices.
Proof. Suppose (f, g) is a 1-interleaving. The internal morphism ϕM ((2m, 2m), (2m + 2, 2m + 2))
is the identity on Kn, and is by definition of interleaving the same as
g(1)(2m,2m) ◦ f(2m,2m) = g(2m+1,2m+1) ◦ f(2m,2m) = AgAf .
Thus AgAf is the identity matrix, and so Af and Ag are inverses of each other, as both are n × n-
matrices.
Suppose Af and Ag are inverse matrices. We must check that at every point p ∈ Z2, ϕM (p, p +
(2, 2)) = g(1)p◦fp. If p  (2m, 2m) orM(p) = 0, both sides are zero. If p ≤ (2m, 2m) andM(p) 6= 0,
g(1)p ◦ fp = ϕM (p+ (2, 2), (2m + 2, 2m + 2)) ◦ g(1)p ◦ fp,
since ϕM (p + (2, 2), (2m + 2, 2m + 2)) must be the identity by construction ofM and the fact that
M(p) 6= 0. This is equal to
ϕM (p+ (2, 2), (2m + 2, 2m + 2)) ◦ gp+(1,1) ◦ fp
= g(2m+1,2m+1) ◦ ϕN (p+ (1, 1), (2m + 1, 2m+ 1)) ◦ fp
= g(2m+1,2m+1) ◦ f(2m,2m) ◦ ϕM (p, (2m, 2m))
= AgAf ◦ ϕM (p, (2m, 2m)) = ϕM (p, (2m, 2m)) = ϕM (p, p + (2, 2)).
We have proved that defining morphisms f : M → N(1) and g : N → M(1) is the same as
choosing n × n-matrices Af and Ag such that the entries corresponding to the elements of P and
Q are zero, and that (f, g) is a 1-interleaving if and only if Af and Ag are inverse matrices. Thus
M and N are 1-interleaved if and only if the CI-problem (P,Q, n) is solvable.
We constructedM andN by setting all the interval modules comprisingM andN equal to IW ,
thenmodifying them inm steps each, where the complexity of each step is clearly polynomial in n.
Thus the complexity of constructingM and N is polynomial in n, and so are the total dimensions
ofM andN . Taking n2 as the input complexity of solving a CI-problem (P,Q, n), we have proved
a reduction implying the following theorem:
Theorem 4.6. Determining the interleaving distance for modules Z2 → Vec is CI-hard.
Remark 4.7. We give an example in Appendix F of a CI-problem whose associated matrices M
and N satisfy dI(M,N) = 1 and dB(B(M),B(N)) = 2. This shows that it is not enough to find
the bottleneck distance of the barcodes ofM and N to decide whetherM and N are 1-interleaved
and thus whether the CI-problem is solvable. In fact, recent work shows that dB can be efficiently
computed [21].
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We end this paper with the somewhat surprising observation that the interleaving distance of
the above interval decomposable modules depends the characteristic char(K) of the underlying
field K. That is, let M,N : Z2 → VecK, M ′, N ′ : Z2 → VecK′ , K 6= K′, and for which B(M) =
B(M ′) and B(N) = B(N ′). Clearly, any matching distance d would satisfy d(B(M),B(N)) =
d(B(M ′),B(N ′)), but it is not always true that dI(M,N) = dI(M
′, N ′).
For a fixed n ≥ 2, let Q = {(2, 2), . . . , (n + 2, n + 2)} and P = {(1, 1)} ∪ {2, . . . , n + 2}2 \ Q.
Then the CI-problem (P,Q, n + 2) is solvable if and only if the characteristic of K divides n. We
will only prove this for n = 2 for clarity, but the argument easily generalizes to all n.
Assume that (M,M−1) is a solution to (P,Q, 4):
M =


0 ? ? ?
a ? 0 0
b 0 ? 0
c 0 0 ?

 , M−1 =


? d e f
? 0 ? ?
? ? 0 ?
? ? ? 0


Here we have put the entries corresponding to the elements of P and Q equal to 0, and left the
rest as unknown. The entries we will use in the calculations that follow are labeled a, b, c, d, e, f .
We see that (MM−1)(2,2) = ad, (MM
−1)(3,3) = be, (MM
−1)(4,4) = cf , that is, ad = be = cf = 1. At
the same time, (M−1M)(1,1) = ad + be + cf , so we get 1 = 1 + 1 + 1, or 2 = 0. Thus char(K) = 2,
and in this case we can put all the unknowns inM andM−1 above equal to 1 to obtain a solution.
(For n > 2, we put the nonzero elements on the diagonal ofM equal to −1.)
Our motivation for introducing CI-problems was working towards determining the compu-
tational complexity of calculating the interleaving distance. While the last examples say little
about complexity, they illustrate the underlying philosophy of our approach: By considering CI-
problems, we can avoid the confusing geometric aspects of persistencemodules and interleavings.
E.g., in the case above, working with persistence modules over a 23 × 23 size grid is reduced to
looking at a pair of 4× 4-matrices.
5 Discussion
The problem of determining the computational complexity of computing the interleaving distance
for multidimensional persistencemodules (valued inVec) was first brought up in Lesnick’s thesis
[24]. Although it has been an important open question for several years, a non-trivial lower bound
on the complexity class has not yet been given. In light of Theorem 1.3, one might hope that tools
from computational algebra can be efficiently extended to the setting of interleavings. Theorem 3.2
is an argument against this, as it shows that the problem of computing the interleaving distance
is NP-hard in general. This leads us to conjecture that the problem of computing the interleaving
distance for multidimensional persistence modules is also NP-hard. Unfortunately, writing down
the conditions for an interleaving becomes intractable already for small grids. To make the deci-
sion problem more accessible to researchers in other fields of mathematics and computer science,
we have shown that the problem is at least as hard as an easy to state matrix invertibility problem.
We speculate that this problem is also NP-hard. If that is not the case, then an algorithm would
provide valuable insight into the interleaving problem for interval decomposable modules.
A Bottleneck Distance
A matching σ between multisets S and T (written as σ : S 9 T ) is a bijection σ : S ⊇ S′ → T ′ ⊂ T .
Formally, we regard σ as a relation σ ⊂ S × T where (s, t) ∈ σ if and only if s ∈ S′ and σ(s) = t.
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We call S′ and T ′ the coimage and image of σ, respectively, and denote them by coim σ and imσ. If
w ∈ coim σ ∪ imσ, we say that σ matches w.
We say intervals J ,K ⊂ Zn are δ-interleaved if IJ and IK are δ-interleaved. Similarly, we say
J is 2δ-trivial if IJ is δ-interleaved with the 0-module, i.e. the module I∅. For C a barcode over
Zn and δ ≥ 0, define Cδ ⊂ C to be the multiset of intervals in C that are not δ-trivial.
Define a δ-matching between barcodes C and D to be a matching σ : C 9 D satisfying the
following properties:
1. C2δ ⊂ coim σ and D2δ ⊂ imσ.
2. If σ(J ) = K, then J and K are δ-interleaved.
For barcodes C and D, we define the bottleneck distance dB by
dB(C,D) = min {δ ∈ {0, 1, 2, . . .} | ∃ a δ-matching between C and D}.
It is not hard to check that dB is an extended pseudometric. In particular, it satisfies the triangle
inequality.
B Discrete Modules
We define an (injective) n-D grid to be a function G : Zn → Rn given by
G(z1, . . . , zn) = (G1(z1), . . . ,Gn(zn))
for strictly increasing functions Gi : Z→ R with limi→−∞ = −∞ and limi→∞ =∞.
Define flG : Rn → im(G) by flG(t) = max{s ∈ im(G) | s ≤ t}.
For G an n-D grid, we let EG : C
Zn → CR
n
:
1. ForM a Zn-indexed persistence module and a, b ∈ Rn,
EG(M)a = My, ϕEG(M)(a, b) = ϕM (y, z),
where y, z ∈ Z2 are given by G(y) = flG(a) and G(z) = flG(b).
2. The action of EG on morphisms is the obvious one.
Let
(−)|G : C
R
n
→ CZ
n
denote the restriction along G.
We say thatM : Rn → C is discrete if there exists an n-grid G such thatM ∼= EG(M |G). Clearly,
ifM and N are discrete then we may choose a grid G such thatM ∼= EG(M |G) and N ∼= EG(N |G).
C Interleavings of Functors Z→ Vec
It is well-known [15] and easy to see that a persistence module M : Z → Vec is completely
determined by its associated rank invariant rkM ,
rkM (a, b) = rank(ϕM (a, b)), a ≤ b ∈ Z.
The rank of anm1 ×m2-matrix can be calculated in O(m1m
ω−1
2 ) [22], where ω is the matrix multi-
plication exponent. Let di = dimMi and d = dimM =
∑
i di, and assume that we are given a list
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of all i such thatMi is nonzero. The cost of calculating rkM (i, j) for all pairs i < j in the list is at
most
∑
i<j
Cdid
ω−1
j ≤ C
(∑
i
di
)(∑
i
dω−1i
)
≤ C
(∑
i
di
)(∑
i
di
)ω−1
≤ C
(∑
i
di
)ω
= Cdω
for a sufficiently large constant C . This shows that the complexity of computing rkM is O(d
ω).
Note that the number of intervals [a, b] in the barcode B(M) is rkM (a, b)−rkM (a−1, b)−rkM (a, b+
1) + rkM (a − 1, b + 1). Thus, once we got the rank invariant, we can extract B(M) in O(d
2)
operations. In conclusion, we have provided an algorithm which computes B(M) from M in
O(dω + d2) = O(dω) operations.
Observe that |B(M)| ≤ dimM . Now, assume that we are given barcodes B(M) and B(N), with
n = dimM + dimN , and we want to decide if M and N are δ-interleaved. By Theorem 2.6, this
is equivalent to deciding if there is a δ-matching between B(M) and B(N), which can be done in
O(b1.5 log b), where b = |B(M)| + |B(N)| ≤ n [23]. Thus, we can decide if M,N : Z → Vec are
δ-interleaved in O(nω).
D The Isomorphism Problem for Z2 → Set
The isomorphism problem for Reeb graphs can be rephrased as an isomorphism problem of Z2-
indexed persistence modules. Indeed, following [9], one sees that Reeb graphs can be viewed as
functorsR2 → Set, and by [20] it follows that these functors are discrete in the sense of ??. As the
isomorphism problem for Reeb graphs is graph isomorphism hard [20], it follows immediately
that the same is true for modules Z2 → Set. We shall show that these problems are in fact graph
isomorphism complete. Since we have chosen the total cardinality as the input size, and every
functorZ2 → Set, except the one sending everything to the empty set, has infinite total cardinality,
we consider functors [n]2 → Set instead. Here [n]2 is {1, 2, . . . , n}2 considered as a full subcategory
of Z2.
Let M,N : [n]2 → Set. We shall associate a pair of multigraphs to M and N in a way that
ensures that M and N are isomorphic if and only if the associated multigraphs are isomorphic.
The isomorphism problem for multigraphs is GI-complete [29].
An isomorphism between M,N : [n]2 → Set is a natural isomorphism, i.e. a natural trans-
formation with a two-sided inverse. Concretely, such an isomorphism f consists of bijections
fp : Mp → Np for all p ∈ [n]
2 that commute with the internal morphisms ofM andN , meaning that
fp+(0,1)◦ϕM (p, p+(0, 1)) = ϕN (p, p+(0, 1))◦fp and fp+(1,0)◦ϕM (p, p+(1, 0)) = ϕN (p, p+(1, 0))◦fp
hold whenever everything is defined. It is not hard to check that f−1 defined by
(
f−1
)
p
= (fp)
−1
is an inverse of f .
Given modules M,N : [n]2 → Set, we may assume that their pointwise cardinalities are the
same, since if not, we can immediately conclude that they are not isomorphic. Let c = |M | = |N |.
We also assume that Mp and Np are nonempty on p = (1, 1), and for at least one p ∈ {1} × [n] ∪
[n]× {1}. This implies c ≥ n. We define the graph G(M) = (V,E) as follows.
• V =
⋃
p∈[n]2 Mp ∪ {T}.
• There is a single edge between x ∈Mp and y ∈Mq if ϕM (p, q)(x) = y and either q = p+(0, 1)
or q = p+ (1, 0).
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• For x ∈M(a,b), there are n(a− 1) + b edges between x and T .
Except from the ones described, there are no edges in G(M). We can visualize G(M) as the graph
we get by putting |Mp| vertices at each point in [n]
2 and short horizontal and vertical edges given
by the internal morphisms ofM , and in addition one vertex T which is incident to a certain num-
ber of edges from each other vertex. We have |V | = c+ 1 and |E| ≤ 2c2 + cn2 ≤ (2 + c)c2, since at
most 2c2 edges come from the internal morphisms ofM and cn2 is an upper bound on the num-
ber of edges incident to T . In other words |V | + |E| is polynomial in c. Defining G(N) = (V ′, E′)
analogously with T ′ in place for T , we get the same for |V ′|+ |E′|.
Nowwe considerwhat an isomorphism f : V → V ′ fromG(M) toG(N)must look like. Except
for cases with c ≤ 2, both graphs have exactly one vertex that is adjacent to all other vertices, so T
must be sent to T ′ ∈ V ′. Since there are n(a − 1) + b edges between x ∈ M(a,b) and T , there must
be n(a− 1) + b edges between f(x) and f(T ) = T ′, implying f(x) ∈ N(a,b). Thus the restriction of
f toMp is a bijectionMp → Np for each p ∈ [n]
2.
It is easy to see that f is functorial. That is, there is an edge between x ∈Mp and y ∈Mq if and
only if there is an edge between f(x) ∈ Np and f(y) ∈ Nq . Hence, we conclude that f defines an
isomorphism betweenM and N in the obvious way.
Remark D.1. With small adjustments, the reduction from isomorphism of functors [n]2 → Set to
isomorphism of multigraphs would work just as well for any poset category P in place of [n]2.
This shows that determining isomorphism between Set-valued functors is at most as hard as GI
regardless of the poset category.
E The Isomorphism Problem for Z→ Set
We consider functors [n]→ Set, where [n] = {1, 2, . . . , n} is a subcategory of Z, as in Appendix D.
A rooted tree is a tree with one vertex chosen as the root, and an isomorphism between two
rooted trees is a graph isomorphism that sends the root of one tree to the root of the other. We will
show that deciding whether functors [n] → Set are isomorphic is linear in the total cardinality
by reducing it to checking isomorphism between rooted trees, which is known to be linear in the
number of vertices [2, p. 85].
Given M : [n] → Set, let T (M) be the rooted tree with vertex set
⋃n
k=1Mk ⊔ {r}, where we
choose r as the root and there is an edge between x ∈Mk and y ∈Mk+1 if ϕM (k, k+1)(x) = y. For
persistence modulesM and N , an isomorphism between T (M) and T (N) is a function that sends
the root of T (M) to the root of T (N) and restricts to a bijection fromMk toNk for each k. Moreover,
f preserves parent-child relations, which means that for x ∈ Mk, k < n, ϕN (k, k + 1)(f(x)) =
f(ϕM (k, k + 1)(x)). This is exactly what it takes for f restricted to
⋃n
k=1Mk to define a natural
transformation fromM to N . Thus, T (M) and T (N) are isomorphic as rooted trees if and only if
M and N are isomorphic as functors.
The number of vertices of T (M) is one more than the total cardinality of M . Assuming that
for each k we are given a list of tuples (x, ϕM (k, k + 1)(x)), where x runs through the elements of
Mk, we have exactly the information needed to run the algorithm in [2, p. 84] for checking isomor-
phism of T (M) and T (N) in linear time. Thus, deciding whether merge trees are isomorphic can
be done in time linear in |M |+ |N |.
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J1 J2 J3
I1 I2 I3
Figure 4: Graph illustrating possible nonzero morphisms between interval mod-
ules; see Appendix F.
F Example dI 6= dB
Consider the CI-problem (P,Q, 3), where P = {(2, 3), (3, 2)} andQ = {(2, 2), (3, 3)}. Applying the
algorithm in Section 4, we get modulesM = II1 ⊕ II2 ⊕ II3 and N = IJ1 ⊕ IJ2 ⊕ IJ3 , where
I1 =W ∪ 〈x1〉 ∪ 〈x2〉 ∪ 〈x3〉 ∪ 〈x4〉,
I2 =W ∪ 〈x1 − (1, 1)〉 ∪ 〈x2〉 ∪ 〈x4〉,
I3 =W ∪ 〈x1〉 ∪ 〈x2 − (1, 1)〉 ∪ 〈x3〉,
J1 =W ∪ 〈x1〉 ∪ 〈x2〉 ∪ 〈x3〉 ∪ 〈x4〉,
J2 =W ∪ 〈x1〉 ∪ 〈x3 − (1, 1)〉 ∪ 〈x4〉,
J3 =W ∪ 〈x2〉 ∪ 〈x3〉 ∪ 〈x4 − (1, 1)〉.
By Example 4.1, (P,Q, 3) is solvable, which means thatM and N are 1-interleaved. Since they are
not isomorphic, dI(M,N) = 1.
The graph in Figure 4 has an edge from A toB if A and B are in different barcodes and there is
a nonzeromorphism from IA to IB(1). (A double-headed arrowmeans an edge in each direction.)
In a 1-matching between B(M) and B(N), if there is one, we need to match each Ii with a Jj , and
each corresponding pair of interval modules needs to be 1-interleaved. Specifically, there needs to
be a nonzero morphism both from IIi to IJj(1) and from IJj to IIi(1), that is, there must be edges
in both directions between Ii and Jj in the graph. We see that both I2 and I3 can only be matched
with J1, and J1 can only be matched with one of them. Thus there is no 1-matching between B(M)
and B(N). On the other hand, all the intervals are 2-interleaved, so any bijection between B(M)
and B(N) gives a 2-matching. In other words, dB(B(M),B(N)) = 2.
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