Introduction 1
Deciding whether a measured data sequence is noise only or contains a 2 short deterministic fraction within the observation time is of greatest im- • H 0 : the measured signal is noise only: x(t)=n(t) 8 • H 1 : the measured signal has a deterministic part hidden in additive noise: x(t)=s(t)+n(t) 10 where n(t) is white Gaussian noise (WGN), and s(t) is the deterministic signal 11 to be detected. To solve this signal detection, a statistical test is computed 12 on the data that are measured, and then compared to a detection threshold 13 [1] .
14
The choice of the statistical test and the estimation of its probability den-15 sity functions (PDFs) under hypotheses H 0 and H 1 depend on the amount 16 of a-priori knowledge we have about the signal we want to detect and about 17 the noise that it contains. When the waveform of the signal to detect is 18 fully known, the optimum statistical test is known as a matched filter [1] .
19
For the opposite situation, when the waveform of the deterministic signal is 20 not known, classical detectors are usually based on signal energy [1] or on that is obtained before applying the recurrence threshold that leads to the 48 recurrence plot. Thus, we avoid the choice of this recurrence threshold and goodness-of-fit test that is based on statistical divergences [18] .
56
Overall, the detector presented in this Letter follows the same scheme as that proposed by Michalowicz [19] . Our algorithm differs from that of 58 Michalowicz [19] propose the use of Pearson's correlation coefficient and the dot-product for 66 this purpose [20] . detector through the use of receiver operating characteristic (ROC) curves.
75
Three different deterministic signals are used in this part: a periodic signal, a 
Recurrence plots

83
Recurrence plots were introduced to study complex systems and are aimed 
where m is the embedding dimension, and τ is the delay. similarity matrix that is defined by: Under hypothesis H 0 , we assume that the measured samples x(1), x(2),
137
..., x(n) from a given sequence are independent Gaussian random variables 138 with zero mean and variance σ 2 .
139
To obtain the similarity matrix, we look at the similarity between the The Euclidean norm between the two state space vectors is given by:
where x k (i) and x k (j) are the k th components of vectors − −− → x m (i) and
respectively. According to the assumptions made above, x k (i) and x k (j) are
153
independent Gaussian random variables with zero mean and variance σ 2 .
154
Therefore, 
has a χ 2 distribution with m degrees of freedom. 
where x k (i) and x k (j) are the k th components of vectors
respectively, and x k (i) and x k (j) are the empirical means of − −− → x m (i) and
respectively. According to the assumptions made above, as x k (i) and x k (j)
171
are independent variables for all k, then their co-variance is zero and the 172 joint PDF of pair (x k (i), x k (j)) is the product of their respective PDFs.
As x k (i) and x k (j) have Gaussian distributions with zero mean and vari-
174
ance σ 2 , their joint PDF is given by: 
where β(. , .) is the Beta function, and m is the embedding dimension. The dot-product between two state space vectors is given by:
respectively. Eq. (11) can be rewritten as follows:
such that we rely on the PDF of
2 , which are easier to use, to derive the PDF associated with Eq. (11).
187
In the case where 
has a χ 2 distribution with m degrees of freedom. The same demonstration 
follows a χ 2 distribution, with m degrees of freedom.
195
Combining Eq. (12), (13) and (14), this leads to:
Therefore, the distribution of the dot-product of two state space vectors that 197 satisfy our assumptions is equivalent, to a scaling factor, to the difference 
201
If X 1 , X 2 , ..., X n are n independent random variables (which are not 202 necessarily identically distributed), and S n is a random variable defined by:
where a i ∈ R is a constant, then the moment-generating function of S n is
204
given by:
where M X i is the moment-generating function of X i .
206
In our case, S n is the sum of two independent random variables (u i,j ,
207
v i,j ), both of which follow a χ 2 distribution with m degrees of freedom. The 208 moment-generating function of a χ 2 distribution is:
According to the properties given above, the moment-generating function of 210 u i,j − v i,j is therefore given by:
The moment-generating function obtained in Eq. (19) is the same as that of 212 a variance-Gamma distribution, the general expression for which is given by:
By identification, we find that the parameters of Eq. (20) leading to
214
Eq. (19) are:
The PDF of a variance-Gamma distribution is defined as:
where Γ is the gamma function, and K ν (x) is the modified Bessel function 217 of second kind. The PDF of (u i,j − v i,j ) is finally obtained by replacing µ, α, β and λ by the values defined above, which gives:
This PDF is continuous when z = 0 and m > 1, and is given by
So, if the dot-product is used, the multiplication of the similarity matrix 221 by a factor 2/σ 2 will give a new similarity matrix, the coefficients of which 222 will have a distribution that is defined by Eq. (22) and (23). The next step in our detection scheme (fourth block in Fig. 1 
242
• Div(x, y) ≥ 0 (non-negativity);
243
• Div(x, y) = 0 ⇐⇒ x=y (identity of indiscernible).
244
In general, divergence measures do not satisfy the triangular inequality; some 
where p(x) and q(x) are the PDFs to be compared.
259
The Hellinger divergence is expressed as:
The Kullback-Leibler divergence and Hellinger divergence belong to the f -261 divergence class.
262
14
The last divergence that we investigate here is the Jensen-Shannon di-vergence, which can be seen as a symmetric and smoothed version of the
264
Kullback-Leibler divergence, and is expressed as:
where 
Results
283
The performances of these nine detectors are studied through the ROC of the deterministic signal to detect is shorter than the observation time.
305
The PDFs of the divergence measures under hypothesis H 1 are constructed 306 when the deterministic signal occupies T % of the observation time, with T ∈ {10, ... , 100} (Fig 2) .
308
Several signal-to-noise ratios (SNRs) between -2dB and + 4dB are also 309 studied (by step of 0.5 dB). Only the most significant results are shown in 310 this Letter. We recall that the SNR expressed in decibel is defined as:
where s(i) is the deterministic signal and L s is its length, b(j) is the WGN 312 and L b is its length. Therefore, the targeted SNR is obtained by adjusting 313 the variance of the WGN with respect to energy of the deterministic signal 314 as follow:
For each simulated signal under hypothesis H 1 , we compute the first four 317 steps of our detection scheme to obtain the divergence measures (Fig. 1) . The energy detector is commonly used in signal processing when nothing 332 is known about the signal to be detected. This detector is based on the 333 random variable g, which is defined as follows:
where x(t) is the measured signal. Under hypothesis H 0 , the measured signal 335 is WGN with zero mean and variance σ 2 . Therefore, the random variable 336 g/σ 2 has a χ 2 distribution with L degrees of freedom.
337
For hypothesis H 1 , when the deterministic signal is a cosine with length 338 L s , g is given by:
with A the amplitude of the cosine, f 0 its frequency and rect Ls (t i ) a rectan- 
Sub-optimal filter detector
As stated in the Introduction, when the waveform of the signal to be 347 detected is perfectly know, the optimum detector is called a matched filter.
348
Here, we consider the sub-optimal case where the detector includes all of 349 the characteristics of the cosine signal it has to detect, excepted its duration.
350
Thus the detector expects the cosine to be present 100% of the time, whereas 351 it will effectively be present only T % of the time. This detector is based on 352 the random variable g, which is given by:
where L is the length of the measured signal x(t). 
and has a normal distribution with mean L s A 2 /2, and variance In this section we consider the optimal matched-filter detector, i.e. the 363 detector knows all of the characteristics of the cosine signal it has to detect.
364
This detector is based on the random variable g, which is given by:
where L is the length of the measured signal x(t). is a cosine, g is given by:
and has a normal distribution with mean Kullback-Leibler} (Fig. 6 ).
429
For all of the combinations of SNR and T , the detector using the dot-430 product performs the best, followed by the detector with the Euclidean norm,
431
and then last, the detector using Pearson's correlation coefficient. When the
432
Pfa is around 10 −4 , the detection probability of the detector using the dot-
433
product is 10% to 25% higher than the detector with the Euclidean norm,
434
and 10% to 80% higher than that with Pearson's correlation coefficient, which 435 22 depends on the values given to the pair (RSB, T ). For a given SNR, we find 436 for all similarity functions that the data change quickly when T increases.
437
The same observation is made when T is constant and the SNR increases by 438 a few decibels. 
453
These performances for the proposed detector can be explained as follows.
454
As the similarity matrix is computed by splitting the signal into several state 
Performances with a Rössler system in chaotic regime
472
In this section, the deterministic signal to detect is the first component
473
(or x-component) of a Rössler system. This system is defined by:
We take a = 0.15, b = 0.2 and c = 10, so that it has a chaotic behavior. The to get various waveform for x(t).
484
We approach this part through two points of view. In section 4.4.1, we do 485 not take into account that x(t) is part of a 3-components system and study We do not show all the ROC curves as we did in the previous section, 
517
Like in previous sections, we found that Kullback-Leibler divergence is the 518 divergence measure that gives the best detection performances. Then, we no-
519
ticed that by associating the Kullback-Leibler divergence with the Euclidean 520 norm, we get slightly better performances than by combining Kullback-
521
Leibler divergence with the dot-product (see Fig. 9 ). The probability of {dot-product, Kullback-Leibler divergence} (Fig. 9) . measures, length of the deterministic signal, and the SNR were discussed.
558
We found that the Kullback-Leibler divergence was always the divergence that the proposed detector has a much better detection probability than the 567 energy detector and similar performance to the sub-optimal filter detector.
568
At last, results shown in this Letter and our own experience on other real 
