The techniques of this paper are a modification of those of Dahlberg and Kenig [6] . In Lemma 2.10 of [6] (dD) . This follows from Dahlberg and Kenig's construction. Then, we need to prove a uniqueness result in order to know that the functions produced by the single-layer potential are identical to the functions constructed in their existence theorem. We remark that we are also able to give a direct proof that M(Vu) G L p (dD) implies du/du G H p (dD) when (n -l)/n < p < 1. This is done using atomic decomposition techniques of M. Wilson [16] . We remark that, after seeing a preliminary version of this paper, Wei Cao and E. Fabes [1] established similar results on the invertibility of the potential operators using an extension of the techniques in [2] .
Existence.
We let D C R n denote a connected Lipschitz domain. Thus for every Q £ <9D, there is an r > 0, a coordinate system on R n and a Lipschitz function We call Z(Q, s) a coordinate cylinder for dD. We note that since 3D is compact, we may assume that dD is covered by a finite collection of coordinate cylinders whose radii r are bounded below by r 0 . Our results will only be proven for starshaped Lipschitz domains in R n , n > 3. This means that, after a translation, 0 £ Ω and if X G Ω, then rX E Ω for 0 < r < 1. These assumptions are inherited from the work of Dahlberg and Kenig. It is easier to prove Theorems A and B quoted below for these special domains. It is not difficult to extend these results to more general domains, but we do not discuss this extension here.
We let Δ(Q 0? r) = {P e dD : \P -Q o \ < r} and assume that r is less than diam(cλD). We let d = n -1 denote the dimension of dD. We say that a is an atom for H p (dD) if for some Q o and r we have 
where u e (X) = u(X + ee n ) is defined in a neighborhood of Z Π D. We will also need to define tangential derivatives at the boundary. Let Z, φ be a coordinate cylinder. If / is smooth in a neighborhood of Z Π dD, then we define tangential derivatives by j|pr, φ(X')) = J^f(X', Φ(X'))> < = 1,. ,n -1. and then define iff (cλD) as the ί p -span of these atoms. We note that our definition of H\(dD) is slightly different than the one given in [6] . However, it is easy to see that the resulting spaces coincide.
We We also quote the corresponding result for Hf (cλD)-atoms. Theorem A and B are established in [6] . The estimates iii) are not explicitly stated in their paper. However, they follow easily from i) and ii) via the idea of a molecule (see [4] ). The statements for the exterior problems may be obtained from the interior problems (in a different domain) using the Kelvin transform.
As immediate corollaries of Theorems A and B, we obtain the solvability of the boundary value problems with data in H p (dD) and H p (dD). In these theorems and in much of the rest of this article, we will restrict p to the range 1 -δ m < p < 1 where 1/n > δ m > 0 is determined by the following three conditions: 1) δ m < 1 -2/(η + 2) where η is as in Theorems A and B. 2) If p > 1 -δ mi then we must be able to solve the Dirichlet problem with data in the dual space,
, and obtain a solution in C a<<p \D) (see Lemma 2.3).
3) The Neumann Green's function for domains lying above the graph of a function with Lipschitz constant m must lie in C α(p) away from the singularity. See [6] or Theorem 2.8 below for the construction of this Green's function. 
Theorem C. Let 1 > p > 1 -δ m and suppose that f £ H p (dD). Then the interior Neumann problem with data f has a solution u which satisfies
IMI#f(dD) + \\M(Vu)\\ L v(dD) < C\\f\\ H P(dD)
< C\\f\\ H P ( ΘD).

For the exterior problem, we have du
In each case, the normal and tangential derivatives exist in the sense described above.
We close this section with a theorem whose proof is due to M. Wilson. We observe that if u is harmonic in a Lipschitz domain Z), M(Vu) lies in L p (dD), p> (n -l)/n, then we may define dujdv as a linear functional on Lipschitz functions on the boundary. In fact, if -0 is supported in a coordinate cylinder Z, then
e-*0+ JdDΠZ OV e->0+ JD Using Lemma 2.1 below, one can see that
Hence, for p > (n -l)/n the integral on the right of (1.1) converges as e -> 0 + (see also the proof of Theorem 2.9). . His argument works without alteration in domains lying above the graph of a Lipschitz function. We leave the details of general domains to the reader. We note that this theorem provides a different proof of the estimates for the normal derivative in Theorem D. It would be interesting to see if the estimates of the boundary values of u in Theorem C can be obtained this way.
Theorem 1.2. Let (n -l)/n < p < 1 and suppose that u is harmonic with
M(Vu) E L p (dD),
Uniqueness.
In this section, we show that the solutions described in section one are unique. This also depends on the ideas developed in [6] . However, there are some technical difficulties in dealing with the case p < 1. Our main new tool is Lemma 2.2 which allows us to estimate the Z^-norm of M(u) in terms of the L p -noτm of M(Vu), p = (n -l)/n. This is a version of the Hardy-Littlewood theorem on fractional integration. In Lemma 2.2 below, we prove a sharp version of this result. We will show that for harmonic u,
In our first lemma, we let -fi E f denote the average [E^1 J E f. Similar results are known for classical Hardy spaces. In [9] , Krantz proves a fractional integration result for atomic Hardy spaces. Earlier, Stein and Weiss observe that the theorem on fractional integration holds for the Hardy spaces which they define in [13] . In one dimension, the result dates back to Hardy and Littlewood. It follows that lim Xn^oo ?i(X / ,X n ) exists and is independent of X 1 . Thus we may add a constant to u and obtain that u vanishes at infinity. Also, after replacing u by u e (X) = u(X + ee n ), we may
We will need the area integral which is defined by
where Γ'(<3) D Γ(Q) is a strictly larger cone defined by
eD: δ(X)
To estimate M(u), we use the fundamental theorem of calculus and Holder's inequality to obtain that for each η > 0,
Since B X (X) is essentially the g-function, we have B 1 (X) < CA(u){Q) for x e Γ(Q).
To study the function B 2 {X) 1 
Jχ n J A χt>s
Changing the order of integration in this last integral, we obtain dD xeT(Q). 
Furthermore, each of these functions is Holder continuous in Dφ and satisfies
This is fairly standard, thus our proof will be brief.
Proof. We let w n be the solution of the Dirichlet problem in Dφ with data /. We have ||^n||c«(D^) ^ C\\f\\c a (dD φ )> Next, we apply interior estimates to the harmonic function w n (-) -w n (X) on the ball B(X, δ(X)/2) to obtain that (2.4)
The converse also holds for any function which is in C^o c (Dφ):
We can define the conjugate functions by the formula Proof. We first observe that Chebyshev's inequality implies that
Using the boundary Harnack principle (see [8, Lemma 5.4 gives the boundedness of the functions w ι . D
We are now ready to give our uniqueness result for the Neumann problem. 
(m). This follows since G(X, Y) is the fundamental solution in R
n of an operator whose coefficients are bounded and measurable [10, 11] .
We let ψbea cutoff function satisfying χι/ 2 z <Ψ<Xz We have
(X) + B(X) + C(X) + D(X).
To establish uniqueness, we first show that u is bounded in \Z.
We observe that N(X,Y) < C[\X -Y\
2~n + \X* -Y\ 2~n ] for X G Γ>, [10] . Thus, we have This gives
The term D vanishes as e -> > 0 + because the normal derivative vanishes in the iϊ p -sense. This follows because JV(X, •) is in C a (dD). The term A is easy to estimate and we omit the details. The estimates on A through C and the vanishing of D imply that u is bounded.
To see that u is constant, we choose / in the Hardy space H ι (dD). By Theorem C, there exists a solution ψ to (NP), with data / and M(\7ψ) in L ι {dD). We let u € (X) = u((l -e)X) and consider
3D OV OV
We note that / du e /dvi as e -» 0 + since φ η is smooth. Also, fu € dφ η /dv-> ίudφ η /dv since our claim that u is bounded implies that u has nontangential limits a.e, (see [8] , for example). Finally, Proof. We will begin by showing that for each nonnegative / G C we have where w is the solution of Aw = 0, w = f on dD. Since ||M(^)|| 2 < the second inequality implies that du/dv is in L 2 (dD).
Towards establishing (2.11) and (2.12), we fix a coordinate cylinder Z and let / G C%(dD Π Z) be nonnegative. We choose a smooth cutoff function φ which satisfies χ 2 z 55 Φ 5ί X±z For 77, e > 0 we have
by Lemma 2.6. To bound the integrand, C 2 (X), we note that Vφ is supported in AZ \ 2Z, hence we may use the observation of Lemma 2.6 that
The estimate for Cχ(X) is also easy. This leaves the main term J dD B to be understood. We let w n , w n~1 ,..., w 1 be the harmonic gradient determined by / (see Lemma 2.3) and write
By Lemma 2.6, we have
Our hypothesis that du/dTi vanishes implies that J B 2 vanishes as e -> 0 + . Thus, we may let e -> 0 + in each of these expressions and then let η go to zero to obtain (2.11) and (2.12). This uses Lemma 2.2 to bound the Z^-norm of Af(ιz).
Our next step is to show that the nontangential maximal function of u is in L 2 (dD). This and our assumption that u has nontangential limits of 0 a.e. on dD are sufficient to imply that u vanishes identically on dD.
As in Theorem 2. Remark. The calculation used to estimate the term B in the study of du/dv was used by G. Verchota in [15] .
Layer potentials.
In this section, we show that the solutions of the Neumann problem constructed in Section 2 may also be represented as single-layer potentials. This representation follows from the estimates of Theorem C and D via an argument of G. Verchota [14, 15] . Using the potential representation of the solutions of the Neumann problem, we immediately obtain a potential representation for solutions of the Dirichlet problem with data in C a (dD) (or C a (dD) for the exterior Dirichlet problem). We begin by defining these potentials and recalling their mapping properties. We let denote the fundamental solution of Laplace's equation in R", n > 3. Here, ω n denotes the volume of the unit ball in R n . We define the single-layer
JdD
Note that we may also define S(f) on 3D as an element of L pd^d~p \dD). This is the familiar Hardy-Littlewood theorem on fractional integration which extends easily to the setting of atomic Hardy spaces. Next, we define the double-layer potential by [3] on the Cauchy integral on Lipschitz curves (see also [7, 14] <c\\f\\a, lBD) .
The normal derivatives and the tangential derivatives exist at the boundary in the sense described in Section 1. 
C\\S(f)\\ H , [βD)
<C"
HP(OD)
The first inequality is the triangle inequality, the second is Theorem C and the third is Theorem D. The proof of the second estimate of our theorem is similar. D
We are now ready to give our representation theorem for solutions of the Dirichlet problem with C a data. Proof. The estimate of Proposition 3.3 implies that |/ + /C* is injective and has closed image. Thus, to establish the invertibility, we only need show that the image of \I + JC* is dense in H p (dD) . But this is easy since it is known [14, 15] 
