Abstract. The classical beta function B(x, y) is one of the most fundamental special functions, due to its important role in various fields in the mathematical, physical, engineering and statistical sciences. Useful extensions of the classical Beta function has been considered by many authors. In the present paper, our main objective is to study the convergence of extensions of classical beta function and introduce modified extension of classical beta function. It is interpreted numerically and geometrically in the view of convergence, further properties and integral presentations are established.
Introduction and Preliminaries
In many areas of applied mathematics, various types of special functions become essential tools for scientists and engineers. The (Euler's) classical beta function B(x, y) is one of the most fundamental special functions, because of its important role in various fields in the mathematical, physical, engineering and statistical sciences. During last four decades or so, several interesting and useful extensions of the familiar special functions (such as the Gamma and Beta functions, the Gauss hypergeometric function, and so on) have been considered by many authors. In the present work, we are concerned with various generalizations of the classical beta function, which can be found in the literature (see [1, 2, 3, 4] ).
Recently the generalized beta function B δ,ζ;κ,µ p (α, β) is introduced by Srivastava et al., which is the most generalized extension of classical beta function and is defined as(see [1] The generalized hypergeometric series p F q (p, q ∈ N) is defined as (see [5, p.73] ) and [6, (α 1 ) n · · · (α p ) n (β 1 ) n · · · (β q ) n z n n! = p F q (α 1 , . . . , α p ; β 1 , . . . , β q ; z),
where (λ) n is the Pochhammer symbol defined (for λ ∈ C) by (see [6, The special case of (1.5), when µ = 1 reduces to the generalized beta type function as follows (see [3, p. The further special case of (1.6) when δ = ζ is given due to Choudhary et. al. [4] by
When we choose p = 0, all the above extensions reduces to the classical beta function B(x, y), which is defined by
It is clear to see the following relationship between the classical beta function B(α, β) and its extensions:
(1.9)
In particular, Euler's beta function B(x, y) has a close relationship to his gamma function,
(1.10)
Extensions of Classical Beta Function do not convergent
We claim that the above extensions of classical beta function in equations (1.1), (1.5), (1.6), and (1.7) are not convergent. We prove it mathematically as well as numerically tested in Section 4.
First we prove that the extension in equation (1.7) is not convergent as follows. Proof. To prove our claim, we write the exponential function in series form, the equation (1.7) reduces to the following form
further using the definition of the beta function in the above equation (2.1), we have
In the above equation (2.2), B(α, β; p) is an power series involving B(α − n, β − n) (where n = 0, 1, 2, ...). The series B(α, β; p) will be convergent if B(α − n, β − n) is convergent and B(α − n, β − n) will be convergent only if (α − n) > 0 and (β − n) > 0. But this is not possible as α and β are finite and n → ∞. The series B(α, β; p) contains many terms, which does not exist. Moreover B(α, β; p) is the sum of terms involving B(α − n, β − n), which are not convergent, which implies that B(α, β; p) is not convergent.
Example 1. If we choose α = 5, β = 7, p = 3, then from equation (2.2), we have
3)
The above series B(5, 7; 3) is the sum of terms involving the beta function B(5 − n, 7 − n) and B(5 − n, 7 − n) does not exit for n > 5. Therefor B(5, 7; 3) is not convergent.
In the following section, we introduce modified extension of classical beta function in equation (3.1) . Further, the extension of classical beta function (1.7), Modified extension of classical beta function (3.1) and the classical beta function are compared and tested numerically to test the convergence of extensions of the classical beta function.
Modified extension of beta function
In this section, we introduce modified extension of classical beta function (MECBF). Its convergence is proved mathematically, then numerical results are established and compared the results with that of the classical beta function and extension of classical beta function.
We introduce modified extension of classical beta function as follows B m (α, β) = B(α, β; m)
where (α) > 0, (β) > 0, m ∈ C; |m| < M (where M is positive finite real number).
In our investigation to test the convergence of the above extension of the classical beta function the following definitions are required.
Definition 1 (Ratio Test [9] ). Let ∞ n=1 p n be a series of positive terms, and suppose that p n+1 p n → a limit l as n → ∞. Then (i) If l < 1 the series p n is convergent, (ii) If l > 1, then the series is divergent. If l = 1, the ratio test fails, and the question of convergence of p n must be investigated by some other methods.
Definition 2 (Leibniz's Test or Alternating Series Test [9] ). The series ∞ n=1 (−1) n+1 a n (where a n > 0) is convergent provided (i) a n is a decreasing sequence, (ii) a n → 0 as n → ∞. Proof. We can write the above equation (3.1) as follows
further, using the definition of beta function, the above equation (3.2) reduces to
In the above equation, B(α, β; m) is in series form involving B(α + n, β + n) (where n = 0, 1, 2, ...) and in each term of the series, B(α + n, β + n) is convergent since (α + n) > 0 and (β + n) > 0 for (α), (β) > 0, which implies that each term of the series (3.3) exist. Now we shall prove that B(α, β; m) is convergent. m may be greater than or less than 0, so there are two cases as follows. a n , where a n = (m) n n! B(α + n, β + n).
By ratio test, B(α, β; m) is convergent for m > 0.
Case 2. If m < 0, then to prove that the extension of classical beta function B(α, β; m) is convergent.
To prove this case, let m = −p (where p > 0), then equation (3.3)
the above equation (3.6) can be written as
The series (3.7) is an alternating series, therefor
From the above two cases 1 and 2 implies that the power series in equation (3.3) is convergent.
Comparison of numerical values of extended beta function, modified extension of the classical beta function and classical beta function
In Table 1 , the columns B1, B2 are the values of the classical beta function B(x, y); the columns EB1, EB2, EB3, EB4 are the values of the extension of classical beta These values are computed by employing Matlab (R2012a). The values of the extension of the classical beta function are computed by using the equation (2.2) and those of modified extension of the classical beta function from equation (3.3) . Both the extension in equations (2.2) and (3.3) are in series form involving beta functions B(x − n, y − n) (exist for (x − n > 0, y − n) > 0) and B(x + n, y + n) (exist for (x + n > 0, y + n) > 0) respectively, and the values can be computed easily. Therefor the values of extension of the classical beta function (2.2) are computed by taking sum of the first five terms of the series in the view of existing values of B(x − n, y − n) to find some numerical values and in the case of modified extension of classical beta function, sum of first 1000 terms have been taken for x, y = 0 : 1 : 10. The numerical results of the same are established in Table 1 .
From Table 1 , it is easily observed that the values of extended beta function in columns EB1, EB4 does not exist for x, y = 0 : 1 : 5 (since (x − n < 0, y − n) < 0); rest values of the same exist for x, y = 6 : 1 : 10 (since (x − n) > 0, (y − n) < 0). In columns EB2, EB3 the values of extended beta function do not exist since in these cases we choose y = 0.25 therefor (y−n) becomes less than zero, which implies if 0 < x, y < 1 the values of the extended beta function do not exist even if sum of first two terms of the series (2.2) to be taken. If we take large sum of the terms of the series (2.2) (say n = 1000) the extended beta function will not converge for any value of x, y ∈ [0, 1000] from which we conclude that the extended beta function does not exits for any value of x and y, since it is series having infinite terms and (x), (y) can not be infinite. and (1.6) are further extension of the extended beta function (1.7), therefor all these extensions also can not be convergent.
Note 3. Due to the lack of the convergence of the extension of the classical beta function, all the associated results established by Chaudhary et al. [4] do not convergent.
Numerical results and their interpretation of modified extension of the classical beta function
The numerical results of modified extension of classical beta function (MECBF) have been calculated in this section by employing the Matlab. We choose the values of variable x, y and parameter m as x, y ∈ [0, 10] and m ∈ [−2.0335, 2.0335]. All the numerical values of MECBF are presented in Table 1 , from which we can easily observe that B(x, y; m) does not exist at x = y = 0 and it is also tested that B(x, y; m) does not exist for m < −2.0335 and m > 2.0335. It can be easily investigated that B(x, y; m) → ∞ as x, y → 0 and B(x, y; m) → 0 as x, y → ∞, which implies that the behavior of modified extension of classical beta function is the same as that of classical beta function, which can be observed from Table 2 Table 2 .
From the above proof of radius of convergence of series and further more numerically investigation of the power series in Table 1 , we find that the interval of convergence of the series is (−2.0336, 2.0336), which implies that B(x, y; m) is convergent for |m| < M where M is positive real number slightly greater than 2.0335. Note 5. In the sequel of this paper, |m| < M represents the circle of convergence and M is the radius of convergence of equation (3.1), where M is sightly grater than from 2.0335.
Integral representation of the MECBF function
The integral representation of the modified extended beta function is important to check both the extension is natural and simple and for use later. It is also important to investigate the relationship between the classical beta function and the modified extension of the classical beta function. In this connection we first provide a relationship between them. The following integral formula is useful for further investigation [7] 
interchanging the order of integration, the above equation (7.3), reduces to
further using the formula given in equation (7.1), after simplification the above equation (7.4) reduces to 6) gives the interesting relation between classical beta function and modified extended beta function.
Remark 2. All the derivatives of the modified extension of classical beta function (MECBF) with respect to the parameter m can be expressed in terms of the function as 
Proof. The result (7.8) can be easily obtained by setting t = cos 2 θ, to prove (7.9) choose t = u/(1 + u), (7.10) can be easily obtained by applying the symmetric property in equation (7.9) then adding new one and (7.9), the result in equation (7.11) is obtained by taking t = (u − a)/(c − a), setting a = −1, c = 1 in equation (7.11) gives the result in equation (7.12) and to prove the result in equation (7.13) put u = tanh x in (7.12). The results in equation (7.14), (7.15 ) and (7.16) can be easily obtained from the result (7.13).
Remark 3 (Useful inequalities). If (α) > 0, (β) > 0, then we have the following inequality |B(α, β; m)| ≤ 1.6626B(α, β) (7.17)
follows from the integral representation (7.9). Since the function exp(mu/(1+u) 2 ) attains its maximum value 1.6626 at u = 1 and m = 2.0335. The equality is verified with the help of numerical results by using Matlab. 
after simplification the above equation (8.2) reduced to
If we choose m = 0, we get the usual relation for the beta function from (8.1). 
Proof. The LHS of the equation (8.7) can be written as 8) using the binomial series expansion (1 − t)
(β) n n! t n in the above equation (8.8) and then interchanging the order of summation and integration, the above result (8.8) reduced to the following form 15) B(α, β; r sin θ) Proof. Since m ∈ C, so let m = x+iy where x, y ∈ R and also let x+iy = r cos θ +ir sin θ ⇒ r = x 2 + y 2 and θ = tan −1 y/x, then from equation (3.1), we have B(α, β; x + iy) 
equating the real and imaginary parts of m only, we have the required results.
The modified extended beta distribution
It is expected that there will be many applications of the modified extension of the classical beta function, like there were of the generalized gamma function. One application that springs to mind is to Statistics. For example, the conventional beta distribution can be extended, by using our modified extension of the classical beta function, to variables p and q with an infinite range. It appears that such an extension may be desirable for the project evaluation and review technique used in some special cases.
We define the extended beta distribution by
A random variable X with probability density function (pdf) given in equation (9.1) will be said to have the extended beta distribution with parameters p and q, −∞ < p, q < ∞ and |m| < M where M is positive real number slightly greater than 2.0335. If ν is any real number [8] , then The commutative distribution of (9.1) can be written as is the modified extended incomplete beta function. For m = 0, we must have p, q > 0 in (9.7) for convergence, and B x (p, q; 0) = B x (p, q), where B x (p, q) is the incomplete beta function [7] 
