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LORENTZ SPACES WITH VARIABLE EXPONENTS
HENNING KEMPKA AND JAN VYBI´RAL
Abstract. We introduce Lorentz spaces Lp(·),q(R
n) and Lp(·),q(·)(R
n) with
variable exponents. We prove several basic properties of these spaces including
embeddings and the identity Lp(·),p(·)(R
n) = Lp(·)(R
n). We also show that
these spaces arise through real interpolation between Lp(·)(R
n) and L∞(Rn).
Furthermore, we answer in a negative way the question posed in [11] whether
the Marcinkiewicz interpolation theorem holds in the frame of Lebesgue spaces
with variable integrability.
1. Introduction
Lorentz spaces were introduced in [23, 24] as a generalization of classical Lebesgue
spaces and have become a standard tool in mathematical analysis, cf. [3, 6, 4, 15].
For an introduction to Lorentz spaces we refer e.g. to [31, Chapter V], [4, Chapter
4] or [15, Chapter 1].
One of the main ingredients of the theory of Lorentz spaces is the celebrated
Marcinkiewicz interpolation theorem, which states that under certain conditions
one can deduce the strong boundedness of a sublinear operator T on the interpola-
tion spaces provided that the operator is weakly bounded at the endpoints of the
interpolation pair. This approach was used for example in the classical book of
Stein [30] to prove the boundedness of the Hardy-Littlewood maximal operator on
Lp(R
n) for 1 < p ≤ ∞.
Another classical topic we shall touch in our work are the Lebesgue spaces
Lp(·)(R
n) of variable integrability. The study of this class of function spaces goes
back to Orlicz [27]. After the survey paper of Kova´cˇik and Ra´kosn´ık [22], there has
been an enormous interest in these spaces (and in Sobolev spaces W 1p(·)(Ω) built on
Lp(·)(Ω)) especially in connection with the application in modeling of electrorheo-
logical fluids [28]. Moreover, the spaces Lp(·)(R
n) possess interesting applications in
the theory of PDE’s, variational calculus, financial mathematics and image process-
ing. A recent overview of this vastly growing field is given in [13]. A fundamental
breakthrough concerning spaces of variable integrability was the observation that,
under certain regularity assumptions on p(·), the Hardy-Littlewood maximal op-
erator is also bounded on Lp(·)(R
n), see [10]. This result has been generalized to
wider classes of exponents p(·) in [9], [26] and [12]. Unfortunately, it turned out
that the standard proof of Stein [30] for spaces with constant indices breaks down
and completely different methods had to be used to achieve this result, see [13].
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1847/1-1.
The second author acknowledges the support by the DFG Research Center MATHEON “Math-
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The main aim of this paper is to return to this topic and to study the validity
of the Marcinkiewicz interpolation theorem in the frame of Lebesgue spaces with
variable integrability. For this reason, we first explore the possibility of extend-
ing the definition of Lorentz spaces to the setting of variable integrability expo-
nents. We show, that there is really a natural way to define the Lorentz spaces
Lp(·),q(·)(R
n), which extends the scale of Lebesgue spaces with variable exponents,
i.e. Lp(·),p(·)(R
n) = Lp(·)(R
n) for p(·) = q(·). Later on, we study the interpolation
properties of this new scale of spaces. A special case (see Remark 4) of Theorem 8
shows that
(Lp(·)(R
n), L∞(R
n))θ,q = Lp˜(·),q(R
n)
for 0 < θ < 1 and
1
p˜(·)
=
1− θ
p(·)
.
Finally, we discuss the validity of the Marcinkiewicz interpolation theorem in the
context of this new scale of function spaces, an open question posed in [11]. It turns
out that the answer is negative and we provide a detailed counterexample to this
conjecture.
The structure of the paper is as follows. Section 2 collects classical definitions of
Lorentz spaces with constant indices and of Lebesgue spaces with variable integra-
bility. Furthermore, the definition of Lorentz spaces with variable integrability is
given. After collecting some basic properties of this new scale of function spaces in
Section 3, we study the real interpolation properties of this scale in Section 4. Sec-
tion 5 is devoted to Marcinkiewicz interpolation and contains the counterexample
to [11, Question 2.8]. Finally, Section 6 collects some possible research directions
and open problems.
At the end of this introduction we would like to mention that another defini-
tion of Lorentz spaces Lp(·),q(·)(Rn) with variable exponents was recently given in
[14] with [19] and [18] as forerunners. Their definition works with non-increasing
rearrangement and two variable exponents p(·), q(·) : [0,∞) → [1,∞]. Due to this
effect, the important and natural identity Lp(·),p(·)(Rn) = Lp(·)(R
n) does not hold
in this scale of variable Lorentz spaces. This is a consequence of the definition of
Lp(·)(R
n) where the variable exponent p(·) is defined on Rn and not on [0,∞). We
return to this topic in detail in Remark 2.
2. Old and new definitions
In this section we collect the very well known definitions of classical Lorentz
spaces (Section 2.2) and Lebesgue spaces of variable exponents (Section 2.1). Fi-
nally, in Section 2.3, we provide the definition of Lorentz spaces with variable
exponents. For simplicity, we start in Definition 2 with the more intuitive spaces
Lp(·),q(R
n). The Lorentz spaces Lp(·),q(·)(R
n) with both exponents variable are
introduced shortly after in Definition 3.
2.1. Lebesgue spaces with variable exponents. Let us now recall the definition
of the variable Lebesgue spaces Lp(·)(R
n). A measurable function p : Rn → (0,∞]
is called a variable exponent function if it is bounded away from zero. For a set
A ⊂ Rn we denote p+A = ess supx∈A p(x) and p
−
A = ess infx∈A p(x); we use the
abbreviations p+ = p+
Rn
and p− = p−
Rn
. The variable exponent Lebesgue space
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Lp(·)(R
n) consists of all measurable functions f such that there exist an λ > 0 such
that the modular
̺Lp(·)(Rn)(f/λ) =
∫
Rn
ϕp(x)
(
|f(x)|
λ
)
dx
is finite, where
ϕp(t) =


tp if p ∈ (0,∞),
0 if p =∞ and t ≤ 1,
∞ if p =∞ and t > 1.
(1)
This definition is nowadays standard and was used also in [1, Section 2.2] and [13,
Definition 3.2.1].
If we define Rn∞ = {x ∈ R
n : p(x) =∞} and Rn0 = R
n\Rn∞, then the Luxemburg
norm of a function f ∈ Lp(·)(R
n) is given by∥∥f |Lp(·)(Rn)∥∥ = inf{λ > 0 : ̺Lp(·)(Rn)(f/λ) ≤ 1}
= inf
{
λ > 0 :
∫
Rn0
(
|f(x)|
λ
)p(x)
dx ≤ 1 and |f(x)| ≤ λ for a.e. x ∈ Rn∞
}
.
It constitutes a norm if p(·) ≥ 1, but it is always a quasi-norm if at least p− > 0.
Furthermore, the spaces Lp(·)(R
n) are complete, hence they are (quasi-) Banach
spaces if p− > 0, see [22] for details and further properties. We denote the class
of all measurable functions p : Rn → (0,∞] such that p− > 0 by P(Rn) and the
corresponding modular is denoted by ̺p(·) instead of ̺Lp(·)(Rn).
2.2. Classical Lorentz spaces. Next, we recall the definition of classical Lorentz
spaces as it can be found in [4] or [15]. This definition makes use of the so-called non-
increasing rearrangement f∗ of a function f . For a measurable function f : Rn → C,
we define first the distribution function µf : [0,∞)→ [0,∞] by
µf (s) = µ{x ∈ R
n : |f(x)| > s}, s ≥ 0,
where µ denotes the Lebesgue measure on Rn.
The distribution function µf provides information about the size of f but not
about the local behavior of f . The (generalized) inverse function to the distribution
function is called non-increasing rearrangement f∗ : [0,∞)→ [0,∞] and is defined
by
f∗(t) = inf{s > 0 : µf (s) ≤ t}.
Equipped with these tools, we are now ready to give the definition of the classical
Lorentz spaces with constant indices.
Definition 1. Given a measurable function f on Rn and real parameters 0 < p, q ≤
∞, we define
‖f |Lp,q(R
n)‖ =


(∫ ∞
0
(
t1/pf∗(t)
)q dt
t
)1/q
, if q <∞
sup
t>0
t1/pf∗(t), if q =∞.
The space of all measurable f : Rn → C with ‖f |Lp,q(R
n)‖ < ∞ is denoted by
Lp,q(R
n). The spaces are complete and they are normable for 1 < p < ∞ and
1 ≤ q ≤ ∞, see [15, Theorem 1.4.11 and Exercise 1.4.3].
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The use of non-increasing rearrangement makes it rather difficult to extend Def-
inition 1 to variable exponents p(·), q(·) : Rn → (0,∞]. It is very well known that
the spaces Lp(·)(R
n) are not translation invariant (see Proposition 3.6.1 in [13])
and therefore the membership of f in Lp(·)(R
n) cannot be characterized by any
condition on f∗ only.
To avoid this obstacle, we look for an equivalent characterization of Lorentz spaces
Lp,q(R
n) which does not make use of the notion of non-increasing rearrangement.
Therefore we calculate for p, q < ∞ using Fubini’s theorem and the substitution
sp/q := t (cf. Proposition 1.4.9 in [15])
‖f |Lp,q(R
n)‖ =
(∫ ∞
0
(
t1/pf∗(t)
)q dt
t
)1/q
=
(∫ ∞
0
p
q
f∗(sp/q)qds
)1/q
=
(
p
q
)1/q (∫ ∞
0
µ{s ≥ 0 : f∗(sp/q)q > t}dt
)1/q
=
(
p
q
)1/q (∫ ∞
0
µ{s ≥ 0 : f∗(sp/q) > t1/q}dt
)1/q
= p1/q
(∫ ∞
0
λqµ{s ≥ 0 : f∗(sp/q) > λ}
dλ
λ
)1/q
= p1/q
(∫ ∞
0
λqµ{s ≥ 0 : f∗(s) > λ}q/p
dλ
λ
)1/q
= p1/q
(∫ ∞
0
λq
∥∥χ{x∈Rn:|f(x)|>λ}∣∣Lp(Rn)∥∥q dλ
λ
)1/q
.(2)
Here, χ{x∈Rn:|f(x)|>λ} stands for the characteristic function of the set {x ∈ R
n :
|f(x)| > λ}. If no confusion is possible, this will also be denoted by χ{|f |>λ}.
The equation (2) can be discretized and we derive
‖f |Lp,q(R
n)‖ ∼ p1/q
(
∞∑
k=−∞
2kq
∥∥χ{x∈Rn:|f(x)|>2k}∣∣Lp(Rn)∥∥q
)1/q
.(3)
2.3. Lorentz spaces with variable exponents. The expression (2) for the norm
can be generalized quite easily to variable exponent p(·) with q constant. Surpris-
ingly enough, even q can be considered variable when we use the spaces ℓq(·)(Lp(·))
of Almeida and Ha¨sto¨ [1] and the discretized equation (3). Furthermore we do not
destroy the local properties of the function f , since it gets not rearranged and the
exponents map from Rn.
Definition 2. Let p ∈ P(Rn) be a variable exponent with range 0 < p− ≤ p+ ≤ ∞
and let 0 < q ≤ ∞. Then Lp(·),q(R
n) is the collection of all measurable functions
f : Rn → C such that
∥∥f |Lp(·),q(Rn)∥∥ =


(∫ ∞
0
λq
∥∥χ{x∈Rn:|f(x)|>λ}∣∣Lp(·)(Rn)∥∥q dλλ
)1/q
, if q <∞
sup
λ>0
λ
∥∥χ{x∈Rn:|f(x)|>λ}∣∣Lp(·)(Rn)∥∥ , if q =∞
(4)
is finite.
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Using the ℓq(·)(Lp(·)) spaces introduced recently in [1], we may even consider the
situation, where also q is variable. Let us recall their approach. For a sequence
(fk)k∈Z we define the modular
̺ℓq(·)(Lp(·))((fk)k) =
∑
k∈Z
inf
{
λk > 0 : ̺p(·)
(
fk
λ
1/q(·)
k
)
≤ 1
}
,
with the convention λ1/∞ = 1. If q+ <∞ or if q(·) ≤ p(·) we can replace this by a
simpler expression
̺ℓq(·)(Lp(·))((fk)k) =
∑
k∈Z
∥∥∥∥ϕq(·)(|fk(·)|)∣∣L p(·)
q(·)
(Rn)
∥∥∥∥ ,(5)
which is much more intuitive. Here ϕq(t) equals basically t
q, see (1). The norm in
these spaces gets defined as usual as the Luxemburg norm∥∥ (fk)k| ℓq(·)(Lp(·))∥∥ = inf{µ > 0 : ̺ℓq(·)(Lp(·)) (fk/µ) ≤ 1}.
Up to now, it is not completely clear under which conditions on p(·) and q(·) the
expression above becomes a norm. It was shown in [1] that it always constitutes a
quasi-norm if p−, q− > 0. Further it is known (see [20]) that it is a norm if either
1
p(·) +
1
q(·) ≤ 1 holds pointwise for all x ∈ R
n or if 1 ≤ q(·) ≤ p(·) ≤ ∞ holds
pointwise. Also in this work there is given an example where min(p(·), q(·)) ≥
1 but the triangle inequality does not hold. Let us mention that it is an open
question if there exists an equivalent norm on ℓq(·)(Lp(·)) whenever min(p(·), q(·)) ≥
1. Nevertheless, since our exponents are between (0,∞] we generally work with
quasi-norms and there are no obstacles with that.
We use now the modular ̺ℓq(·)(Lp(·)) and (3) to define the variable Lorentz spaces
Lp(·),q(·)(R
n).
Definition 3. Let p, q ∈ P(Rn) be two variable exponents with range 0 < p− ≤
p+ ≤ ∞ and 0 < q− ≤ q+ ≤ ∞. Then Lp(·),q(·)(R
n) is the collection of all
measurable functions f : Rn → C such that
∥∥f |Lp(·),q(·)(Rn)∥∥ = inf{λ > 0 : ̺ℓq(·)(Lp(·))(2kχ{x∈Rn:|f(x)/λ|>2k}) ≤ 1} <∞.
(6)
Before we discuss the properties of these new function spaces we derive an equiv-
alent expression for
∥∥f |Lp(·),q(·)(Rn)∥∥.
Lemma 4. Let p, q ∈ P(Rn) be two variable exponents with range 0 < p− ≤ p+ ≤
∞ and 0 < q− ≤ q+ ≤ ∞. Then
(7)
∥∥f |Lp(·),q(·)(Rn)∥∥ ≈ ∥∥∥(2kχ{x∈Rn:|f(x)|>2k})∞k=−∞
∣∣∣ ℓq(·)(Lp(·))∥∥∥ .
Proof. If λ = 2j for some j ∈ Z, we obtain
̺ℓq(·)(Lp(·))
(
2kχ{x∈Rn:|f(x)/λ|>2k}
)
= ̺ℓq(·)(Lp(·))
(
2kχ{x∈Rn:|f(x)|>2k}
λ
)
.
The rest of the proof then follows by simple monotonicity arguments. 
Remark 1. The somehow more complicated definition of the quasi-norm in Defini-
tion 3 was necessary. Only the expression in (6) is homogeneous; i.e.∥∥λf |Lp(·),q(·)(Rn)∥∥ = |λ| · ∥∥f |Lp(·),q(·)(Rn)∥∥ for all λ ∈ R.
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Easy examples show that the right-hand side of (7) fails to have this property.
Nevertheless due to Lemma 4, both expressions are equivalent and therefore define
the same spaces Lp(·),q(·)(R
n). In majority of our considerations, we shall work with
the somehow simpler expression (7).
If q(·) = q is a constant function, then the Proposition 3.3 in [1] shows that
ℓq(·)(Lp(·)) is really an iterated space, i.e.
‖(fk)k∈Z|ℓq(Lp(·))‖ =
(∑
k∈Z
‖fk|Lp(·)(R
n)‖q
)1/q
(with an appropriate modification if q = ∞). By (3) and (7), we obtain that
Definitions 2 and 3 are equivalent.
Moreover, we observe by (2) and (3) that for constant functions p(x) = p and
q(x) = q we get an equivalent norm for the usual Lorentz spaces Lp,q(R
n), whenever
p, q < ∞. A similar calculation justifies this fact also if p < q = ∞. If p = ∞,
then the usual Lorentz spaces L∞,q(R
n) defined by Definition 1 consist only of the
zero function whenever 0 < q < ∞, see Section 1.4.2 in [15]. It is easy to see,
that Definition 2 applied to p(·) = ∞ and q < ∞ gives L∞,q(R
n) = L∞(R
n).
Nevertheless, we will show that Lp(·),p(·)(R
n) = Lp(·)(R
n) and therefore the case
p = q =∞ is also included for p =∞.
Summarizing, our spaces Lp(·),q(·)(R
n) are equivalent to the usual Lorentz spaces
Lp,q(R
n) if p(·) = p and q(·) = q are constant functions. The only exception is the
case if p =∞ and 0 < q <∞, see Theorem 7.
Remark 2. Another approach to generalize this definition to variable exponents was
given in [14], with forerunners [19] and [18]. They introduced the spaces Lp(·),q(·)(Ω)
by the corresponding quasi-norm
‖f |Lp(·),q(·)(Ω)‖ = ‖t
1
p(t)
− 1
q(t) f∗(t)|Lq(·)(0, |Ω|)‖,
where Ω ⊂ Rn is a measurable set, |Ω| is its Lebesgue measure and p, q : (0, |Ω|)→
(0,∞) are variable exponents. The spaces Lp(·),q(·)(Ω) coincide with usual Lorentz
spaces Lp,q(Ω) if p(·) = p and q(·) = q are constant. On the other hand, in this
scale there is no hope for the identity Lp(·),p(·)(Ω) = Lp(·)(Ω) to hold, since in the
definition of the Lebesgue spaces the variable exponent p(·) is defined on whole Ω.
3. Basic properties
In this section, we prove several basic properties of the new scale of function
spaces.
Theorem 5. Let p, q ∈ P(Rn). Then Lp(·),q(·)(R
n) are quasi-Banach spaces.
Proof. To prove that (6) defines a quasi-norm, we only have to show the quasi-
triangle inequality. We use the estimate
{x ∈ Rn : |f(x) + g(x)| > 2k} ⊂ {x ∈ Rn : |f(x)|+ |g(x)| > 2k}
⊂ {x ∈ Rn : |f(x)| > 2k−1} ∪ {x ∈ Rn : |g(x)| > 2k−1}
to obtain
χ{x∈Rn:|f(x)+g(x)|>2k} ≤ χ{x∈Rn:|f(x)|>2k−1} + χ{x∈Rn:|g(x)|>2k−1}.
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This in turn implies∥∥f + g|Lp(·),q(·)(Rn)∥∥ ≈ ∥∥∥(2kχ{x∈Rn:|f(x)+g(x)|>2k})∞k=−∞
∣∣∣ ℓq(·)(Lp(·))∥∥∥
≤
∥∥∥(2kχ{x∈Rn:|f(x)|>2k−1})∞k=−∞ + (2kχ{x∈Rn:|g(x)|>2k−1})∞k=−∞
∣∣∣ ℓq(·)(Lp(·))∥∥∥
≤ c
{∥∥∥(2kχ{x∈Rn:|f(x)|>2k−1})∞k=−∞
∣∣∣ ℓq(·)(Lp(·))∥∥∥+ ∥∥∥(2kχ{x∈Rn:|g(x)|>2k−1})∞k=−∞
∣∣∣ ℓq(·)(Lp(·))∥∥∥
}
.
∥∥f |Lp(·),q(·)(Rn)∥∥+ ∥∥g|Lp(·),q(·)(Rn)∥∥ ,
where c is the constant from the quasi-triangle inequality of ℓq(·)(Lp(·)).
To show that the spaces Lp(·),q(·)(R
n) are complete we take a Cauchy sequence
(fl)l∈N ⊂ Lp(·),q(·)(R
n). We chose a subsequence (which we denote by (fl)l∈N again)
with
‖fl+1 − fl|Lp(·),q(·)‖ ≤
1
22l
, l ∈ N.
For notational reasons, we put f0 = 0. We consider the function
g(t) :=
∞∑
l=0
|fl+1(t)− fl(t)|.
As χ{g>λ}(x) ≤
∑∞
l=0 χ{|fl+1−fl|>λ/2l+1}(x), we obtain
‖χ{g>λ}|Lp(·)(R
n)‖r ≤
∞∑
l=0
‖χ{|fl+1−fl|>λ/2l+1}|Lp(·)(R
n)‖r
≤
∞∑
l=0
2(l+1)r
λr
· ‖fl+1 − fl|Lp(·),∞‖
r .
∞∑
l=0
2(l+1)r
λr
2−2lr
where r = min(p−, 1) and we have used the embedding Lp(·),q(·)(R
n) →֒ Lp(·),∞(R
n),
see Theorem 7. As the last sum converges, we get ‖χ{g>λ}|Lp(·)(R
n)‖ → 0 for
λ→∞ and g is finite almost everywhere. Therefore, the series
f(x) =
∞∑
l=0
fl+1(x)−fl(x) and f˜(x) =
∞∑
l=1
fl+1(x)−fl(x) = f(x)−f1(x), x ∈ R
n
converge also almost everywhere.
It remains to show that f ∈ Lp(·),q(·)(R
n) and fl → f in Lp(·),q(·)(R
n).
The estimate 2kχ{|f˜|>2k} ≤
∞∑
l=1
2kχ{|fl+1−fl|>2k−l} implies that
‖2kχ{|f˜ |>2k}|ℓq(·)(Lp(·))‖
̺ .
∞∑
l=1
‖2kχ{|fl+1−fl|>2k−l}|ℓq(·)(Lp(·))‖
̺
=
∞∑
l=1
2l̺‖2k−lχ{|fl+1−fl|>2k−l}|ℓq(·)(Lp(·))‖
̺ .
∞∑
l=1
2l̺ · 2−2l̺ <∞,
where ̺ > 0 is chosen small enough, cf. [1, Theorem 3.8].
Therefore, f˜ ∈ Lp(·),q(·)(R
n) and f = f˜ + f1 ∈ Lp(·),q(·)(R
n).
Finally, for l ∈ N fixed, we consider
f − fl =
∞∑
m=l
(fm+1 − fm).
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The estimate χ{|f−fl|>2k} ≤
∑∞
m=l χ{|fm+1−fm|>2k−(m−l+1)} implies the convergence
‖f − fl|Lp(·),q(·)(R
n)‖ → 0 for l →∞ in a similar manner as above. 
We continue with a theorem showing that the scale of variable Lorentz spaces
includes the scale of Lebesgue spaces with variable exponent. We would like to em-
phasize, that the identity Lp(·),p(·)(R
n) = Lp(·)(R
n) holds without any restrictions
on p(·) with 0 < p− ≤ p+ ≤ ∞.
Theorem 6. If p ∈ P(Rn), then it holds Lp(·),p(·)(R
n) = Lp(·)(R
n).
Proof. We want to show
̺p(·)(f/2) ≤ ̺ℓp(·)(Lp(·))
(
(2kχ{x∈Rn:|f(x)|>2k})
∞
k=−∞
)
≤ ̺p(·)(cf),(8)
where c = (1 − 2−p
−
)−1/p
−
. From the inequalities above we conclude easily
1
2
∥∥f |Lp(·)(Rn)∥∥ . ∥∥f |Lp(·),p(·)(Rn)∥∥ . c ∥∥f |Lp(·)(Rn)∥∥ ,
which proves the theorem. We first treat the case |Rn∞| = |{x ∈ R
n : p(x) =∞}| =
0. At the end we comment on the case |Rn∞| > 0. Since p(·) = q(·) we can use the
easy expression (5) for the modular and then the first inequality in (8) follows from
̺ℓp(·)(Lp(·))
(
(2kχ{|f |>2k})
∞
k=−∞
)
=
∞∑
k=−∞
∥∥∥ |2kχ{|f |>2k}|p(x)∣∣∣L1(Rn)∥∥∥
=
∫
Rn
∑
{k∈Z:2k<|f(x)|}
2kp(x)dx.
For fixed x ∈ Rn with |f(x)| > 0 we choose the unique kx ∈ Z with 2
kxp(x) <
|f(x)|p(x) ≤ 2(kx+1)p(x) and obtain
∑
{k∈Z:2k<|f(x)|}
2kp(x) =
kx∑
k=−∞
(
2−p(x)
)−k
= 2kxp(x)
1
1− 2−p(x)
.(9)
Using 1 ≤ 1
1−2−p(x)
we get from (9)
̺ℓp(·)(Lp(·))
(
(2kχ{|f(x)|>2k})
∞
k=−∞
)
=
∫
Rn
∑
{k∈Z:2k<|f(x)|}
2kp(x)dx
≥
∫
Rn
2kxp(x)dx =
∫
Rn
2(kx+1)p(x)2−p(x)dx
≥
∫
Rn
|
1
2
f(x)|p(x)dx = ̺p(·)(f/2).
The converse inequality uses again (9) with 1
1−2−p(x)
≤ 1
1−2−p−
and follows in a
similar way
̺ℓp(·)(Lp(·))
(
(2kχ{|f(x)|>2k})
∞
k=−∞
)
=
∫
Rn
∑
{k∈Z:2k<|f(x)|}
2kp(x)dx
=
∫
Rn
2kxp(x)
1
1− 2−p(x)
dx ≤
∫
Rn
2kxp(x)
1
1− 2−p−
dx
≤
∫
Rn
|f(x)|p(x)
(
1
1− 2−p−
) p(x)
p−
dx = ̺p(·)(cf),
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with c = (1 − 2−p
−
)−1/p
−
.
Now, we come back to the case, where |Rn∞| > 0. First, we split our function
f = f0 + f∞ := f · χRn0 + f · χRn∞ . Then we use the considerations above and∥∥f0|Lp(·)(Rn)∥∥+ ∥∥f∞|Lp(·)(Rn)∥∥ ≤ 2 ∥∥f0 + f∞|Lp(·)(Rn)∥∥ ,
see [13, Remark 3.2.3], and∥∥f0|Lp(·),p(·)(Rn)∥∥+ ∥∥f∞|Lp(·),p(·)(Rn)∥∥ ≤ 2 ∥∥f0 + f∞|Lp(·),p(·)(Rn)∥∥ ,
which is implied by
̺ℓp(·)(Lp(·))((2
kχ{|f0+f∞|>2k})
∞
k=−∞) = ̺ℓp(·)(Lp(·))((2
kχ{|f0|>2k})
∞
k=−∞)
+ ̺ℓp(·)(Lp(·))((2
kχ{|f∞|>2k})
∞
k=−∞).

Next we show that the new scale of function spaces satisfies some elementary
embeddings, which are very well know in the case of constant exponents.
Theorem 7. (i) Let p, q0, q1 ∈ P(R
n) with q0(·) ≤ q1(·) pointwise. Then
Lp(·),q0(·)(R
n) →֒ Lp(·),q1(·)(R
n).
(ii) Let q ∈ P(Rn). Then L∞,q(·)(R
n) = L∞(R
n).
(iii) Let p0, p1, q0, q1 ∈ P(R
n) with p+0 < ∞ and α := (p1/p0)
− > 1. Then the
inequality
(10) ‖f |Lp0(·),q0(·)‖ ≤ c‖f |Lp1(·),q1(·)‖
holds for all measurable f with supp f ⊂ [0, 1]n with c independent of f .
(iv) Let p0, p1, q ∈ P(R
n) with p0(·) ≤ p1(·) pointwise. Then the inequality
(11) ‖f |Lp0(·),q(·)‖ ≤ c‖f |Lp1(·),q(·)‖
holds for all measurable f with supp f ⊂ [0, 1]n with c independent of f .
Proof. The first statement follows from Lemma 4 and the embedding ℓq0(·)(Lp(·)) →֒
ℓq1(·)(Lp(·)) which has been proven in [1].
To prove the second part of the theorem, it is enough to use the above embedding
in the form
L∞,q−(R
n) →֒ L∞,q(·)(R
n) →֒ L∞,∞(R
n) = L∞(R
n)
and the simple embedding L∞(R
n) →֒ L∞,q−(R
n), which follows directly from
Definition 3 and Lemma 4.
The proof of the third statement is based on the following simple fact. For every
A ⊂ Rn with µ(A) ≤ 1 the following inequality holds
(12) ‖χA|Lp0(·)‖ ≤ ‖χA|Lp1(·)‖
α,
where again α = (p1/p0)
− > 1.
To show (10), it is enough to assume that q1(·) =∞ and
‖f |Lp1(·),∞(R
n)‖ ≈ sup
k∈Z
2k‖χ{|f |>2k}|Lp1(·)(R
n)‖ = 1.
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Using (12), we obtain
‖f |Lp0(·),q0(·)‖
q−0 . ‖f |Lp0(·),q−0
‖q
−
0 ≤
∞∑
k=−∞
2kq
−
0 ‖χ{|f |>2k}|Lp0(·)(R
n)‖q
−
0
≤
0∑
k=−∞
2kq
−
0 +
∞∑
k=1
2kq
−
0 ‖χ{|f |>2k}|Lp1(·)(R
n)‖αq
−
0
≤ c+
∞∑
k=1
2kq
−
0 (2−k‖f |Lp1(·),∞(R
n)‖)αq
−
0 ≤ c′
with an obvious modification if q−0 =∞. This justifies (10).
The proof of the forth statement follows a similar pattern. We start with f such
that
‖f |Lp1(·),q(·)(R
n)‖ ≈
∥∥∥(2kχ{x∈Rn:|f(x)|>2k})∞k=−∞
∣∣∣ ℓq(·)(Lp1(·))∥∥∥ = 1.
We use again the splitting into two parts, namely with k ≤ 0 and k ≥ 1, respectively.
In the first case, we use the bounded support of f to obtain.
‖(2kχ{|f |>2k})
0
k=−∞|ℓq(·)(Lp0(·))‖ ≤ ‖(2
kχ[0,1]n)
0
k=−∞|ℓq(·)(Lp0(·))‖
. ‖(2kχ[0,1]n)
0
k=−∞|ℓq−(Lp0(·))‖ . 1
The second part with k ∈ N may be estimated directly as
‖(2kχ{|f |>2k})
∞
k=1|ℓq(·)(Lp0(·))‖ ≤ ‖(2
kχ{|f |>2k})
∞
k=1|ℓq(·)(Lp1(·))‖ . 1,
which finishes the proof of (11). 
Remark 3. The second part of this theorem is in contrast to [15, Section 1.4.2],
where L∞,q(R
n) = {0} is stated. But this is also not surprising since we did not
take the extra factor p1/q appearing in (2) and (3) into our Definitions 2 and 3 of
our variable Lorentz spaces.
4. Interpolation
We stated already in the introduction that the main importance of Lorentz spaces
lies in their connection with (real) interpolation theory. In this section, we shall
explore the interpolation properties of Lorentz spaces with variable exponents. But
before we come to this, we recall some basics of the interpolation theory, as they
may be found for example in the classical monographs [5] and [32].
We shall touch only the two most important interpolation methods - the real
interpolation and the complex interpolation. Complex interpolation of variable
exponent spaces has already been treated in [11]. It turned out that the expected
result
[Lp0(·)(R
n), Lp1(·)(R
n)]θ = Lpθ(·)(R
n)
does hold for all 0 < θ < 1 and all 1pθ(·) =
1−θ
p0(·)
+ θp1(·) with p
−
0 , p
−
1 ≥ 1.
This complex interpolation result has been complemented in [21] by showing
[Lp(·)(R
n), BMO(Rn)]θ = Lpθ(·)(R
n) and [Lp(·)(R
n), H1(R
n)]θ = Lpθ(·)(R
n)
under some regularity conditions on p(·).
We shall therefore concentrate on the real interpolation method (the so-called K-
method). Let X0 and X1 be two (quasi-)Banach spaces, which are both embedded
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into a topological vector space Y . Then the spaces X0+X1 is defined as the set of
all x ∈ Y , which may be written as x = x0 + x1 with x0 ∈ X0 and x1 ∈ X1.
For any x ∈ X0 +X1 and any 0 < t < ∞, the so-called Peetre K-functional is
defined by
(13) K(x, t,X0, X1) = inf{‖x0|X0‖+ t‖x1|X1‖ : x = x0 + x1, x0 ∈ X0, x1 ∈ X1}.
If the spaces X0 and X1 are fixed and no confusion is possible, then we abbreviate
this to K(x, t). If 0 < θ < 1 and 0 < q ≤ ∞, then the real interpolation space
(X0, X1)θ,q is defined as the set of all x ∈ X0 +X1, such that
‖x|(X0, X1)θ,q‖ =


(∫ ∞
0
t−θqK(x, t)q
dt
t
)1/q
, if q <∞,
sup
t>0
t−θK(x, t), if q =∞
is finite.
Theorem 8. Let p, q0 ∈ P(R
n) with p+ < ∞. Let 0 < q ≤ ∞ and 0 < θ < 1 and
put
1
p˜(·)
=
1− θ
p(·)
.
Then
(14) (Lp(·),q0(·)(R
n), L∞(R
n))θ,q = Lp˜(·),q(R
n)
in the sense of equivalent quasi-norms.
Proof. To prove (14), we will justify the following chain of embeddings.
Lp˜(·),q(R
n) →֒ (Lp(·),q−0
(Rn), L∞(R
n))θ,q →֒ (Lp(·),q0(·)(R
n), L∞(R
n))θ,q
→֒ (Lp(·),∞(R
n), L∞(R
n))θ,q →֒ Lp˜(·),q(R
n).(15)
The second and third embedding in (15) follow by monotonicity, cf. Theorem 7.
The last embedding in (15), namely
(16) (Lp(·),∞(R
n), L∞(R
n))θ,q →֒ Lp˜(·),q(R
n),
will be proven in Step 1. Finally, in Step 2 we shall prove that
Lp˜(·),q(R
n) →֒ (Lp(·)(R
n), L∞(R
n))θ,q.
The proof of this embedding only works with norms of characteristic functions,
which do not depend on the second parameter of the Lorentz space. This is very well
known for classical Lorentz spaces, follows from Definition 2 for Lorentz spaces with
variable p(·) and q constant, and finally follows by monotonicity also for Lorentz
spaces with both indices variable. Therefore, the proof given in Step 2 also justifies
the first embedding in (15).
Step 1. We shall prove (16), i.e. that
(17)
∫ ∞
0
λq
∥∥χ{x∈Rn:|f(x)|>λ}∣∣Lp˜(·)(Rn)∥∥q dλ
λ
.
∫ ∞
0
t−θqK(f, t)q
dt
t
.
We shall use that
K(f, t) = inf{‖f0‖p(·),∞ + t‖f
1‖∞ : f = f
0 + f1}
= inf
µ>0
{‖(|f(x)| − µ)+‖p(·),∞ + t‖min(|f(x)|, µ)‖∞}
≥ inf
µ>0
{µ‖χ{x∈Rn:|f(x)|≥2µ}‖p(·) + t‖min(f(x), µ)‖∞}
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for every fixed t > 0.
We denote h(λ) = ‖χ{x∈Rn:|f(x)|≥λ}‖p(·) for λ > 0 and f∗(t) = sup{λ > 0 :
h(λ) ≥ t} its generalized inverse function. Using the assumption p+ < ∞, we
obtain that h(f∗(t)) ≥ t for all t > 0. Then we choose µ by µ = f∗(t)/2. This
leads to K(f, t) ≥ f∗(t)h(f∗(t))/2 ≥ tf∗(t)/2. The proof is then a consequence of
the following two estimates on the left and right hand side of (17)
LHS(17) =
∫ ∞
0
λqh(λ)(1−θ)q
dλ
λ
≈
∞∑
k=−∞
∫
λ:2k<h(λ)≤2k+1
λqh(λ)(1−θ)q
dλ
λ
.
∞∑
k=−∞
2k(1−θ)q
∫
λ:2k≤h(λ)
λq
dλ
λ
≤
∞∑
k=−∞
2k(1−θ)q
∫ f∗(2k)
0
λq
dλ
λ
.
∞∑
k=−∞
2k(1−θ)qf∗(2
k)q
and
RHS(17) ≥
∞∑
k=−∞
∫ 2k+1
2k
t(1−θ)qf∗(t)
q dt
t
&
∞∑
k=−∞
2k(1−θ)q
∫ 2k+1
2k
f∗(t)
q dt
t
&
∞∑
k=−∞
2(k+1)(1−θ)qf∗(2
k+1)q =
∞∑
k=−∞
2k(1−θ)qf∗(2
k)q.
If q =∞, only notational modifications are necessary.
Step 2. Next, we prove that
(18) Lp˜(·),q(R
n) →֒ (Lp(·)(R
n), L∞(R
n))θ,q,
i.e.
(19)
∫ ∞
0
t−θqK(f, t)q
dt
t
.
∫ ∞
0
λq
∥∥χ{x∈Rn:|f(x)|>λ}∣∣Lp˜(·)(Rn)∥∥q dλ
λ
.
We start again with a reformulation of K(f, t).
K(f, t) = inf{‖f0‖p(·) + t‖f
1‖∞ : f = f
0 + f1}
= inf
µ>0
{‖(|f(x)| − µ)+‖p(·) + t‖min(|f(x)|, µ)‖∞}
≤ inf
µ>0
{‖fχ{x∈Rn:|f(x)|>µ}‖p(·) + tµ}
. inf
µ>0
{‖
∞∑
j=0
2jµχ{x∈Rn:|f(x)|>2jµ}‖p(·) + tµ}
≤ inf
µ>0
{
∞∑
j=0
2jµ‖χ{x∈Rn:|f(x)|>2jµ}‖p(·) + tµ}
= inf
µ>0
{
∞∑
j=0
2jµh(2jµ) + tµ},
where we denoted h(λ) := ‖χ{x∈Rn:|f(x)|>λ}‖p(·). Let us remark, that we have
assumed p− ≥ 1 in the calculation above to be able to use the triangle inequality
without additional powers. The modification in the case p− < 1 is straightforward
and left to the reader.
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For fixed t > 0, we choose µ = µ(t) by
µ(t) := inf{µ > 0 :
∞∑
j=0
2jh(2jµ) ≤ t}.
As the function h is right-continuous, we obtain immediately
∑∞
j=0 2
jh(2jµ(t)) ≤ t.
We first estimate the right-hand side of (19) as
RHS(19) &
∞∑
k=−∞
2kqh(2k)(1−θ)q.
Furthermore, we discretize the left-hand side of (19) as
LHS(19) ≤
∫ ∞
0
t−θqtqµ(t)q
dt
t
=
∞∑
k=−∞
2kq
∫
t:2k<µ(t)≤2k+1
t(1−θ)q
dt
t
≤
∞∑
k=−∞
2kq
∫
t:2k<µ(t)
t(1−θ)q
dt
t
.
If µ(t) > 2k, we obtain
t ≤
∞∑
j=0
2jh(2j+k).
Therefore, we continue
LHS(19) .
∞∑
k=−∞
2kq
∫ ∑∞
j=0 2
jh(2j+k)
0
t(1−θ)q
dt
t
.
∞∑
k=−∞
2kq

 ∞∑
j=0
2jh(2j+k)


(1−θ)q
.
If (1− θ)q ≤ 1, we may write (l = j + k)
LHS(19) .
∞∑
k=−∞
2kq
∞∑
j=0
2j(1−θ)qh(2j+k)(1−θ)q
=
∞∑
l=−∞
∞∑
j=0
2(l−j)q2j(1−θ)qh(2l)(1−θ)q
=
∞∑
l=−∞
2lqh(2l)(1−θ)q
∞∑
j=0
2−jθq .
∞∑
l=−∞
2lqh(2l)(1−θ)q.
If (1− θ)q > 1, we use a similar approach combined with Ho¨lder’s inequality
LHS(19) .
∞∑
k=−∞
2kq
∞∑
j=0
2j(1+ε)(1−θ)qh(2j+k)(1−θ)q
=
∞∑
l=−∞
∞∑
j=0
2(l−j)q2j(1+ε)(1−θ)qh(2l)(1−θ)q
=
∞∑
l=−∞
2lqh(2l)(1−θ)q
∞∑
j=0
2jq(−1+(1+ε)(1−θ)) .
∞∑
l=−∞
2lqh(2l)(1−θ)q,
where we have assumed that ε > 0 was small enough to obtain −1+(1+ε)(1−θ) =
−θ + ε(1− θ) < 0. This finishes the proof. 
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Remark 4. (i) Let us point out that the assumption p+ <∞ is forced mainly
be the technique of generalized inverse functions used in the proof of Theo-
rem 8. We leave it as an open problem if this assumption might be removed.
(ii) Of course, taking q0(·) = p(·) in Theorem 8 leads immediately to the fol-
lowing special case
(Lp(·)(R
n), L∞(R
n))θ,q = Lp˜(·),q(R
n).
Therefore the spaces Lp˜(·),q(R
n) from Definition 2 naturally arise by real
interpolation between Lp(·)(R
n) and L∞(R
n).
5. Marcinkiewicz interpolation theorem
Let T be an operator defined on measurable functions on Rn. We say, that T is
sublinear, if
|T (f + g)(x)| ≤ |Tf(x)|+ |Tg(x)|
holds for (almost) every x ∈ Rn. One of the most important tools in analysis of
(sub-)linear operators is the Marcinkiewicz interpolation theorem. Let us recall its
statement as it may be found for example in [15, Corollary 1.4.21].
Theorem 9. Let Ω ⊂ Rn be a measurable set and let T be a sublinear operator,
which maps Lp0(Ω) to Lq0,∞(Ω) and Lp1(Ω) to Lq1,∞(Ω), where 0 < p0 6= p1 ≤ ∞
and 0 < q0 6= q1 ≤ ∞. Let 0 < θ < 1 and put
1
p
:=
1− θ
p0
+
θ
p1
,
1
q
:=
1− θ
q0
+
θ
q1
.
If
(20) p ≤ q,
then T maps boundedly Lp(Ω) into Lq(Ω).
One of the prominent applications of Marcinkiewicz interpolation theorem was
given by Stein in his classical book [30]. The Hardy-Littlewood maximal operator
is defined for every locally-integrable function f on Rn by
Mf(x) = sup
B∋x
1
|B|
∫
B
|f(x)|dx, x ∈ Rn,
where the supremum is taken over all balls in Rn containing x. It is easy to see
that M acts boundedly from L∞(R
n) into L∞(R
n). Furthermore, one shows that
M maps L1(R
n) into L1,∞(R
n). These two facts, combined with Theorem 9, lead
immediately to the boundedness of M on Lp(R
n) for every 1 < p ≤ ∞.
The study of the maximal operator in the frame of Lebesgue spaces with variable
exponents attracted a lot of attention with the most important breakthroughs being
achieved in [10, 8, 26, 12, 7]. It turned out, cf. [13, Theorem 4.3.8], that M is
bounded on Lp(·)(R
n) if p− > 1 with the function 1/p(·) satisfying the so-called
log-Ho¨lder continuity conditions. Under the same regularity conditions on p it was
proven in [7], that if p− ≥ 1 the maximal operator maps Lp(·)(R
n) into Lp(·),∞(R
n).
Quite naturally, this raises the question if the boundedness ofM on Lebesgue spaces
of variable integrability could be deduced from this weak-type estimate and some
version of the Marcinkiewicz interpolation theorem.
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In its abstract setting, the same question was already posed as an open problem
in [11]. We recall their notation first. We say, that the sublinear operator T is of
weak-type (π0(·), π1(·)), if
λ‖χ{x∈Rn:|Tf(x)|>λ}‖π1(·) ≤ c‖f‖π0(·)
holds for some c > 0 and all f ∈ Lπ0(·)(R
n) and all λ > 0.
Let π0(·) and π1(·) be two variable exponents and let 0 < θ < 1 be a real number.
Then we put
1
πθ(x)
:=
1− θ
π0(x)
+
θ
π1(x)
.
The Question 2.8 from [11] becomes
Question 2.8([11], Marcinkiewicz Interpolation) Let T be a sublinear opera-
tor that is of weak type (π0(·), π0(·)) and (π1(·), π1(·)). Is T then bounded from
Lπθ(·)(R
n) to Lπθ(·)(R
n)?
We shall prove that the answer to Question 2.8 is negative.
The basic idea of our construction is based on the observation that the condition
(20) is necessary for the Marcinkiewicz interpolation theorem on usual Lp(R
n)
with constant exponent, cf. [16]. It means that there are 0 < p0 6= p1 ≤ ∞ and
0 < q0 6= q1 ≤ ∞ and 0 < θ < 1 such that T is of weak type (p0, q0) and (p1, q1),
p > q and T is not bounded from Lp[0, 1] to Lq[0, 1].
Then we set
T˜ f(x) :=
{
T (χ[0,1]f)(x− 1), x ∈ [1, 2],
0, x ∈ [0, 1).
We put
π0(x) :=
{
p0, x ∈ [0, 1),
q0, x ∈ [1, 2]
and π1(x) :=
{
p1, x ∈ [0, 1),
q1, x ∈ [1, 2].
We obtain that T˜ is of weak type (π0(·), π0(·)) and of weak type (π1(·), π1(·)) but not
of strong type (πθ(·), πθ(·)). Furthermore, a simple modification of this argument
allows to construct a counterexample even for smooth parameters π0(·) and π1(·).
To make the presentation self-contained, we provide a simple construction of T with
the properties mentioned above.
5.1. Specific counterexample for T . In this section, we shall provide more de-
tails on the above given construction. Especially, we shall construct an operator
T which satisfies the assumptions from our counterexample. Following the work of
Hunt [16, 17], we define for α > 0 the following Hardy type operator
(Tαf)(x) = x
−α−1
∫ x
0
f(t)dt, 0 < x < 1.
We observe first that Tα is linear and defined on all L1(0, 1). Using the estimate
|
∫ x
0
f(t)dt| ≤
∫ x
0
f∗(t)dt and Ho¨lder’s inequality
‖T1/2f‖1,∞ ≤ sup
0<x<1
x · x−3/2
∫ x
0
f∗(t)dt ≤ sup
0<x<1
x−1/2
(∫ x
0
(f∗(t))2dt
)1/2
· x1/2 = ‖f‖2,
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we obtain also the weak-type estimate T1/2 : L2(0, 1) → L1,∞(0, 1). Furthermore,
the boundedness of T1/2 from L∞(0, 1) into L2,∞(0, 1) follows by
‖T1/2f‖2,∞ ≤ sup
0<x<1
x1/2 · x−3/2
∫ x
0
f∗(t)dt = sup
0<x<1
x−1 ·
∫ x
0
f∗(t)dt ≤ ‖f‖∞.
On the other hand, it is easy to see, that T1/2 is not bounded from L4(0, 1) into
L4/3(0, 1). Just take f(t) = t
−1/4| ln(t)|−1/4−εχ[0,1/2](t) ∈ L4(0, 1) for ε > 0 and
calculate
‖T1/2f‖4/3 =
(∫ 1
0
x−2
(∫ x
0
f(t)dt
)4/3
dx
)3/4
≥
(∫ 1/2
0
x−2
(∫ x
0
t−1/4| ln(t)|−1/4−εdt
)4/3
dx
)3/4
≈
(∫ 1/2
0
x−2
(
x3/4| ln(x)|−1/4−ε
)4/3
dx
)3/4
=
(∫ 1/2
0
x−1 · | ln(x)|−1/3−ε·4/3dx
)3/4
=∞
for 0 < ε ≤ 1/2.
6. Open problems
Although we presented some basic properties of the scale of Lorentz spaces with
variable exponents, many questions remained opened for further investigations.
The first obvious generalization is to treat Lorentz spaces Lp(·),q(·)(Ω, µ) on ar-
bitrary measure spaces (Ω, µ) as it is usually done for Lorentz spaces with constant
exponents, cf. [15]. We believe that the considerations above are also true in this
case and we have studied mainly spaces on Rn to simplify the notation.
It would be also highly desirable to obtain further results on real interpola-
tion in this scale, complementing Theorem 8. Especially, it would be useful to
have two variable exponent spaces as interpolation couple, i.e. to characterize
(Lp0(·)(R
n), Lp1(·)(R
n))θ,q.
The use of ℓq(·)(Lp(·)) spaces suggests yet another interesting idea, namely to al-
low for interpolation with variable parameter q(·). This option was already noticed
in the introduction of [1]. Unfortunately it turns out, and it is also mentioned in
[2], that the real interpolation spaces with variable parameter q(·) lack in general
the interpolation property. On the other hand, it is possible, that under suitable
conditions on the endpoint spaces, the real interpolation method with variable q(·)
works well and the interpolation property is restored again.
The last open problem is the starting point of this paper. If the Marcinkiewicz
interpolation theorem would work in the scale of variable exponent spaces, we would
have found a very elegant way to prove the boundedness of the Hardy-Littlewood
maximal operator on Lp(·)(R
n). Combining the weak estimate from [7]
M : Lp0(·)(R
n)→ Lp0(·),∞(R
n)
with the trivial boundedness
M : L∞(R
n)→ L∞(R
n)
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we could get the boundedness of M on Lp(·)(R
n), with 1p(·) =
1−θ
p0(·)
. Unfortunately
the previous counterexample tells us, that Marcinkiewicz does not work on variable
Lp(·)(R
n) spaces. On the other hand, using Theorem 8, we may easily show that
M : Lp(·),q(R
n)→ Lp(·),q(R
n)
under the regularity assumptions on p(·) as used in [7]. This implies especially by
chosing q within p− ≤ q ≤ p+ the boundedness
M : Lp(·),p−(R
n)→ Lp(·),p+(R
n).
This seems to be very suggestive as to why Marcinkiewicz interpolation might fail
for the maximal operator. We would therefore be very much interested if it is
possible to find additional conditions on the sublinear operator T , which would
ensure the validity of Marcinkiewicz interpolation.
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