The Lipschitz differential equation,
n X C ∈ and n X R ∈ is considered. The minimal period problem is to find the exact lower bound for periods of non-constant solutions, expressed in the Lipschitz constant L . In this paper, some inequality for the components, ) (t x k , which is independent on the space X , is found. As a result, it is proved that for any X and n , the normalized minimal period, π 2 ≥ = TL k . In the space n C , the equality π 2 = k is reached for any X . For n
Introduction and preliminary result
We consider periodic solutions
The normalized minimal period, TL k = . of solutions ) (t x depends only on the space X .
The first exact solution of the minimal period problem belongs to Yorke [1] , who proved that in the space n R with the Euclidean norm, π 2 = k . The equality is achieved at the system 2 1 Lx
3) Subsequently, Lasota and Yorke [2] generalized this result to any Gilbert space. Thе equality
is also valid (Mawhin and Walter, [3] ) for equations of a higher order, ) (
) (
). Busenberg et all Fisher and Martelli found [4] that in the general Banach space,
. For the family of p l -norms, Nieuwenhuis, Robinson and Steineberger found bounds for k [6] that are strictly larger than 6. For equation (1.4) with even r , the above question was completely answered by Zevin, [7] ) where it was proved that
for any vector norm. The same result was claimed for equation (1.1) [7, 8] , however, the corresponding proofs are incorrect.
Below it is proved that the equality
, the spaces are indicated for which this bound is also achieved (some of these results were recently obtained in [9] using different arguments). In the further proofs, the following lemma plays a key role.
Let
By definition, inequality (1.2) is valid for any i i x x ′ ′ ′, and, therefore, for any
, we obtain inequality (1.6). □
Main results
Suppose first that n C ∈ x . Theorem 1. The minimal period of non-constant solutions to system (1.1), (1.2) in any space
As is clear from (1.5), the mean value of ) (t z k and, therefore, 
. Clearly, the last is also true when a matrix A is reduced to the diagonal form by a transformation that preserves its norm.
In particular, the normal matrix ( * *
AA A A =
) is reduced to the diagonal form by a unitary transformation that preserves the Euclidean norm [10] . Therefore, in the space with the Euclidean norm, the minimal period,
, is attained at equation (2.4) with a normal matrix A.
For example, the anti-Hermitian matrix ( A A − = * ) is normal and all its non-zero eigenvalues are imaginary [10] . Therefore, in the case of Euclidean norm, the minimal period is reached at equation (2.4) with any anti-Hermitian matrix A . The problem is to find spaces for which the equality in (2.6) is attained. Hence, the equality in (2.6) is achieved if L J = . Obviously, this is the case when the norm of the vector ) , (
Note that this condition is satisfied for the most common norms, e.g., , , the p l -norm is Euclidean. So, analogously to the space n C , we find that in the space n R with the Euclidean norm, the minimal period is attained at equation
) matrix.
Conclusion
The main results of this paper are as follows.
1. For components ) (t x k of a solution ) (t x to Lipschitz differential equation (1.1), inequality (1.6) is found. It allows to obtain estimates for solutions that are independent of the system dimention n and the space X .
2.
For n X C ∈ , it is proved that the normalized minimal period equals π 2 . In general, it is attained at an equation
when the matrix A is reduced to a diagonal form by a transformation, preserving its norm. 3. For n X R ∈ , the normalized minimal period π 2 ≥ k ; the equality holds if x is invariant on permutation of the indices.
