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Abstract. In modern high-throughput data analysis, researchers per-
form a large number of statistical tests, expecting to find perhaps a
small fraction of significant effects against a predominantly null back-
ground. Higher Criticism (HC) was introduced to determine whether
there are any nonzero effects; more recently, it was applied to feature
selection, where it provides a method for selecting useful predictive
features from a large body of potentially useful features, among which
only a rare few will prove truly useful.
In this article, we review the basics of HC in both the testing and
feature selection settings. HC is a flexible idea, which adapts easily to
new situations; we point out simple adaptions to clique detection and
bivariate outlier detection. HC, although still early in its development,
is seeing increasing interest from practitioners; we illustrate this with
worked examples. HC is computationally effective, which gives it a nice
leverage in the increasingly more relevant “Big Data” settings we see
today.
We also review the underlying theoretical “ideology” behind HC.
The Rare/Weak (RW) model is a theoretical framework simultaneously
controlling the size and prevalence of useful/significant items among
the useless/null bulk. The RW model shows that HC has important
advantages over better known procedures such as False Discovery Rate
(FDR) control and Family-wise Error control (FwER), in particular,
certain optimality properties. We discuss the rare/weak phase diagram,
a way to visualize clearly the class of RW settings where the true signals
are so rare or so weak that detection and feature selection are simply
impossible, and a way to understand the known optimality properties
of HC.
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1. INTRODUCTION
A data deluge is now flooding scientific and tech-
nical work [3]. In field after field, high-throughput
devices gather many measurements per individual;
depending on the field, these could be gene expres-
sion levels, or spectrum levels, or peak detectors or
wavelet transform coefficients; there could be thou-
sands or even millions of different feature measure-
ments per single subject.
High-throughput measurement technology auto-
matically measures systematically generated fea-
tures and contrasts; these features are not custom-
designed for any one project. Only a small propor-
tion of the measured features are expected to be rel-
evant for the research in question, but researchers do
not know in advance which those will be; they in-
stead measure every contrast fitting within their sys-
tematic scheme, intending later to identify a small
fraction of relevant ones post-facto.
This flood of high-throughput measurements is
driving a new branch of statistical practice: what
Efron [43] calls Large-Scale Inference (LSI). For this
paper, two specific LSI problems are of interest:
• Massive multiple testing for sparse intergroup dif-
ferences. Here we have two groups, a treatment
and a control, and for each measured variable
we test whether the two groups are different on
that measurement, obtaining, say, a P -value per
feature. Of course, many individual features are
unrelated to the specific intervention being stud-
ied, and those would be expected to show no sig-
nificant differences—but we do not know which
these are. We expect that even when there are
true inter-group differences, only a small fraction
of measured features will be affected—but, again,
we do not know which features they are. We there-
fore use the whole collection of P -values to cor-
rectly decide if there is any difference between the
two groups.
• Sparse feature selection. A large number of fea-
tures are available for training a linear classifier,
but we expect that most of those features are in
fact useless for separating the underlying classes.
We must decide which features to use in designing
a class prediction rule.
Higher Criticism (HC) and its elaborations can be
useful in both of these LSI settings; under a particu-
lar asymptotic model discussed below—the Asymp-
totic Rare/Weak (ARW) model—HC offers theoret-
ical optimality in selecting features. In this paper
we will review the basic notions of HC, some varia-
tions and settings where it applies. HC is a flexible
idea and can be adapted to a range of new problem
areas; we briefly discuss three simple examples.
1.1 HC Basics
John Tukey [112–114] coined the term “Higher
Criticism”1 and motivated it by the following story.
A young scientist administers a total of 250 inde-
pendent tests, out of which 11 are significant at the
level of 5%. The youngster is excited about the find-
ings and plans to trumpet them until a senior re-
searcher tells him that, even in the purely null case,
one would expect to have 12.5 significances. In that
sense, finding only 11 significances is actually dis-
appointing. Tukey proposes a kind of second-level
significance testing, based on the statistic
HCN,0.05 =
√
N(Fraction significant at 5%− 0.05)
/
√
0.05× 0.95,
where N = 250 is the total number of tests. Obvi-
ously this score has an interpretation similar to Z-
and t- statistics, so Tukey suggests that a value of
2 or larger indicates significance of the overall body
of tests. In Tukey’s example,
HCN,0.05 =−0.43.
If the young researcher really “had something” this
score should be strongly positive, for example, 2 or
more, but here the score is negative, implying that
the overall body of the evidence is consistent with
the null hypothesis of no difference. Donoho and Jin
[39] saw that in the modern context of large N and
rare/weak signals, it was advantageous to generalize
beyond the single significance level α = 0.05. They
maximized over all levels α between 0 and some
preselected upper bound α0 ∈ (0,1). So generalize
Tukey’s proposal and set
HCN,α =
√
N(Fraction significant at α−α)
/
√
α× (1−α).
If the overall body of tests is significant, then we
expect HCN,α to be large for some α. Otherwise, we
expect HCN,α to be small over all α in a wide range.
In other words, the significance of the overall body
1In mid-twentieth century humanities studies, the term
Higher Criticism became popular to label a certain school
of Biblical scholarship.
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of test is captured in the following Higher Criticism
statistic:
HC∗N = max
{0≤α≤α0}
HCN,α,(1.1)
where α0 ∈ (0,1) is a tuning parameter we often set
at α0 = 1/2.
Higher Criticism (HC) can be computed efficiently
as follows. Consider a total of N uncorrelated tests:
• For i= 1,2, . . . ,N , get the corresponding individ-
ual P -values πi, producing in all a body of P -
values π1, π2, . . . , πN .
• Sort the P -values in the ascending order:
π(1) < π(2) < · · ·<π(N).
• The Higher Criticism statistic in (1.1) can be
equivalently written as follows:
HC∗N = max
{1≤i≤α0N}
HCN,i,
(1.2)
HCN,i ≡
√
N
(i/N)− π(i)√
π(i)(1− π(i))
.
In words, we are looking at a test for equality of a
binomial proportion π(i) to an expected value i/N ,
maximizing this statistic across a range of i. We
think that the evidence against being purely null is
located somewhere in this range, but we cannot say
in advance where that might be. The computational
cost of HC is O(N log(N)) and is moderate.
Figure 1 illustrates the definition of Higher Crit-
icism. Consider an example where the (one-sided)
P -values πi are produced by Z-values zi through
Fig. 1. Illustration of HC. The component score maximiz-
ing the HC objective is located at the red line. Bottom panel:
the HC objective function HCN,i versus i/N . Middle panel:
the underlying P -vales pi(i) versus i/N . Top panel: the corre-
sponding ordered Z-scores z(i) versus i/N .
πi = 1−Φ(zi), 1≤ i≤N , where Φ denotes the CDF
of N(0,1). The first panel shows the sorted Z-values
in the descending order, the second panel shows the
sorted P -values, and the last panel shows HCN,i.
In this example, HC∗N = 7.1, reached by HCN,i at
i= 0.0085×N .
Remark. Asymptotic theory shows that the
component scores HCN,i can be poorly behaved for
i very small (e.g., 1 or 2). We often recommend the
following modified version:
HC+N = max
{1≤i≤α0N : π(i)>1/N}
HCN,i.
Remark. As the last remark illustrates, small
variations on the above prescription will sometimes
be useful, for example, the modification of the un-
derlying Z-like scores, in (2.6)–(2.7) below. More-
over, several other statistics such as Berk–Jones and
Average Likelihood Ratio offer cognates or substi-
tutes; see Section 2.7 below. The real point of HC
is less the specific definition (1.2) and more a view-
point about the nature of evidence against the null
hypothesis, namely, that although the evidence may
be cumulatively substantial, it is diffuse, individu-
ally very weak and affecting a relatively small frac-
tion of the individual P -values or Z-scores in our
study.
So HC can be viewed as a family of methods for
which the above definitions give a convenient entry
point. To make utterly clear, when needed we la-
bel definition (1.2) the Orthodox Higher Criticism
(OHC).
1.2 The Rare/Weak Effects Viewpoint and
Phase Diagram
Effect sparsity was proposed as a useful hypoth-
esis already in the 1980s by Box and Meyer [17];
it proposes that relatively few of the observational
units or factorial levels can be expected to show any
difference from a global null hypothesis of no effect,
and that a priori we have no opinion about which
units or levels those might be.
The Effect weakness hypothesis assumes that in-
dividual effects are not individually strong enough
to be detectable, once traditional multiple compar-
isons ideas are taken into account.2
The Rare/Weak viewpoint combines both hy-
potheses in analysis of large-scale experiments; it
2For example, Bonferroni-based family-wise error rate con-
trol.
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is intended to be a flexible concept and to vary from
one setting to another.
The next section operationalizes these ideas in a
specific model, where N independent Z-scores fol-
low a mixture with a fraction (1 − ε) which are
truly null effects and so distributed N(0,1), while
the remaining ε fraction have a common effect size
τ and are distributed N(τ,1). In this situation, the
Rare/Weak viewpoint studies the regime where ε is
small, the locations of the nonzero effects are scat-
tered irregularly through the scores and the effect
size τ is, at moderate N , only 2 or 3 standard devi-
ations.
For large N one can develop a precise theory; see
Section 6 below. There we develop the Asymptotic
Rare/Weak (ARW) model, a framework that assigns
parameters to the rare and weak attributes of a non-
null situation; a key phenomenon is that in the two-
dimensional parameter space there are three sepa-
rate regions (or phases) where an inference goal is
relatively easy, nontrivial but possible, and impos-
sible to achieve, correspondingly. The ARW phase
diagram offers revealing comparisons between HC
and other seemingly similar methods, such as FDR
control.
2. HC FOR DETECTING SPARSE AND WEAK
EFFECTS
In [39] Higher Criticism was originally proposed
for detecting sparse Gaussian mixtures. Suppose we
have N test statistics Xi, 1≤ i≤N (reflecting many
individual genes, voxels, etc.). Suppose that these
tests are standardized so that each individual test,
under its corresponding null hypothesis, would have
mean 0 and standard deviation 1. We are interested
in testing whether all test statistics are distributed
N(0,1) versus the alternative that a small fraction
is distributed as normal with an elevated mean τ .
In effect, we want an overall test of a complete null
hypothesis:
H
(N)
0 : Xi
i.i.d.∼ N(0,1), 1≤ i≤N,(2.1)
against an alternative in its complement,
H
(N)
1 : Xi
i.i.d.∼ (1− ε)N(0,1) + εN(τ,1),
(2.2)
1≤ i≤N.
To use HC for such a case, we calculate the (one-
sided) P -values by
πi = 1−Φ(Xi), 1≤ i≤N.
Fig. 2. Simulated Higher Criticism values. Top panel: sim-
ulation under null hypothesis H
(N)
0 . Bottom panel: simulation
under alternative hypothesis H
(N)
1 .
We then apply the basic definition of HC to the
collection of P -values.3
In Figure 2, we show the simulated HC values of
H
(N)
0 and H
(N)
1 based on 100 independent repeti-
tions, where the parameters are set as (N,ε, τ) =
(106,10−3,2). It is seen that the simulated HC val-
ues under H
(N)
1 are well separated from those under
H
(N)
0 .
2.1 Critical Value for Using HC as a Level-α
Test
Fix 0 < α < 1. To use HC as a level-α test, we
must find a critical value h(N,α) so that
P
H
(N)
0
{HC∗N > h(N,α)} ≤ α.
HC∗N can be connected with the maximum of a stan-
dardized empirical process; see Donoho and Jin [39].
Using this connection, it follows from [108], page
600, that as N →∞, bNHC∗N −cN and bNHC+N −cN
converge weakly to the same limit—the standard
Gumbel distribution, where bN =
√
2 log log(N) and
cN = 2 log log(N) + (1/2)[log log log(N) − log(4π)].
As a result, for any fixed α ∈ (0,1) and N →∞,
h(N,α)≈ hG(N,α)
(2.3)
=
√
2 log log(N)(1 + o(1)),
where hG(N,α) = b
−1
N [cN− log log( 11−α )] (“G” stands
for Gumbel). When N is moderately large and α is
moderately small, the approximations may not be
accurate enough, and it is hard to derive an accurate
3If we thought that under the alternative the mean might
be either positive or negative, we would of course use two-
sided P -values.
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Table 1
Simulated values h(N,α) based on 105 repetitions. Numbers in brackets are hG(N,α)
N
Level Statistic 103 5× 103 2.5× 104 1.25× 105
α= 0.05 HC+N 3.17 (3.00) 3.22 (3.08) 3.26 (3.14) 3.30 (3.19)
HC∗N 4.77 (3.00) 4.73 (3.08) 4.74 (3.14) 4.75 (3.19)
α= 0.01 HC+N 3.95 (3.83) 3.97 (3.87) 3.96 (3.90) 3.99 (3.93)
HC∗N 10.08 (3.83) 9.88 (3.87) 10.20 (3.90) 9.92 (3.93)
α= 0.005 HC+N 4.29 (4.18) 4.28 (4.20) 4.26 (4.22) 4.28 (4.24)
HC∗N 13.78 (4.18) 14.39 (4.20) 14.34 (4.22) 13.95 (4.24)
α= 0.001 HC+N 5.03 (5.00) 5.02 (4.98) 4.98 (4.97) 4.98 (4.97)
HC∗N 30.27 (5.00) 30.36 (5.02) 31.95 (4.97) 31.49 (4.97)
closed-form approximation (even in much simpler
cases; see [31] for nonasymptotic bound on extreme
values of normal samples). In such cases, it is prefer-
able to determine h(N,α) by simulations.
Table 1 displays hG(N,α) and h(N,α) [where
α0 = 1/2 as in (1.1)] computed from 10
5 indepen-
dent simulations. One sees that: (a) hG(N,α) ap-
proximate the percentiles of HC∗N poorly, but ap-
proximate those of HC+N reasonably well, especially
when N get larger and α get smaller; (b) the tail of
HC∗N is fat but that of HC
+
N is relatively thin; (c)
the percentiles of HC+N and HC
∗
N increase with N
only very slowly, therefore, the values of h(N,α) for
a few selected N represent those of a wide range of
N . Very recently, Li and Siegmund [90] proposed a
new approximation to h(N,α) which is more accu-
rate when N is moderately large.
2.2 Two Gene Microarray Data Sets
In Sections 2.3.1 and 3.1, we use two stan-
dard gene microarray data sets to help illustrate
the use of HC: the lung cancer data analyzed by
Gordon et al. [56], and the leukemia data ana-
lyzed by Golub et al. [54] (for the latter, we use
the cleaned version published by Dettling [35],
which contains measurements for 3571 genes). Both
data sets are available at http://www.stat.cmu.edu/
˜jiashun/Research/software/. See Table 2, where
the partition of samples into the training set and
the test set is the same as in [56] and [54], respec-
tively.
2.3 Detecting Rare and Weak Effects in
Genomics and Genetics
When the genomics revolution began 10–15 years
ago, many scientists were hopeful that the common
disease-common variant hypothesis [45] would ap-
ply. Under this hypothesis, there would be, for each
common disease, a specific gene that is clearly re-
sponsible. Such hopes were dashed over the coming
years, and, today, much research starts from the hy-
pothesis that numerous genes are differentially ex-
pressed in affected patients [53], but with individu-
ally small effect sizes [30, 69]. HC, with its emphasis
on detecting rare and weak effects, seems well suited
to this new environment.
2.3.1 Two worked examples Let’s apply HC to the
two gene microarray data sets. For each in turn, let
xij denote the expression level for the ith sample
and the jth gene, 1 ≤ i ≤ n, 1 ≤ j ≤ p. Let C and
D be the set of indices of samples from the train-
ing set and the test set, respectively. For notational
consistency with later sections, we only use the data
Table 2
MPM: malignant pleural mesothelioma. ADCA: adenocarcinoma. ALL: acute lymphoblastic leukemia. AML: acute
myelogenous leukemia
Data name # training samples # test samples # genes
Leukemia 27 (ALL), 11 (AML) 20 (ALL), 14 (AML) 3571
Lung cancer 16 (MPM), 16 (ADCA) 15 (MPM), 134 (ADCA) 12,533
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Fig. 3. Left column: histogram (top) and qq-plot (bottom) of Z = (Z1,Z2, . . . ,Zp)
′ for the lung cancer data set. Right:
corresponding plots for the leukemia data set.
in the training set, but using the whole data gives
similar results.
Write C =C1 ∪C2, where C1 and C2 are the sets
of indices of the training samples from classes 1
and 2, respectively. Fix 1 ≤ j ≤ p. Let x¯jk =
1
|Ck|
∑
j∈Ck
xij denote the average expression value
of gene j for all samples in class k, k = 1,2, and
s2j =
1
(|C|−2) [
∑
i∈C1
(xij − x¯j1)2 +
∑
i∈C2
(xij − x¯j2)2]
the pooled variance. Define the t-like statistic
z∗j =
1√
1/|C1|+1/|C2|
x¯j1 − x¯j2
sj
, 1≤ j ≤ p.
In the null case, if the data {xij}1≤i≤n,1≤j≤p are
independent and identically distributed across dif-
ferent genes, and, for each gene j, {xij}ni=1 are nor-
mal samples with the same variance in each class,
then z∗j has the Student’s t-distribution with df =
|C| − 2 when gene j is not differentially expressed.
Using this, we may calculate individual P -values
for each gene and apply HC. However, as pointed
out in Efron [42], a problem one frequently encoun-
ters in analyzing gene microarray data is the so-
called discrepancy between the empirical null and
theoretical null, meaning that there is a gap between
the aforementioned t-distribution and the empirical
null distribution associated with {z∗j }pj=1. This gap
might be caused by unsuspected between-gene vari-
ance components or other factors. We follow Efron’s
suggestion and standardize z∗j :
Zj =
z∗j − z¯∗
sd(z∗)
, 1≤ j ≤ p,(2.4)
where z¯∗ and sd(z∗) represent the empirical mean
and standard deviation associated with {z∗j }pj=1, re-
spectively. We call Z1,Z2, . . . ,Zp the standardized
Z-scores, and believe that in the purely null case
they are approximately normally distributed. In Fig-
ure 3, we show the histogram (top) and the qq-plot
(bottom) associated with the standardized Z-scores.
The figure suggests that, for both data sets, the
standardization in (2.4) is effective.
We apply HC to {Zj}pj=1 for both the leukemia
and the lung cancer data, where the individual (two-
sided) P -values are obtained assuming Zj ∼N(0,1)
if the jth gene is not differentially expressed. The
resulting HC scores are 6.1057 and 13.3025 in two
cases. The P -values associated with the scores (com-
puted by numerical simulations) are ≈ 5× 10−5 and
< 10−5, respectively. They suggest the definite pres-
ence of signals, sparsely scattered in the Z-vector.
And, indeed, the qqplots exhibit a visible “curving
away” from the identity lines.
An alternative approach to computing these two
P -values uses random shuffles. Denote the data ma-
trix by X = (xij)1≤i≤n,1≤j≤p. First, we randomly
shuffle the rows of X , independently between dif-
ferent columns. For the permuted data, we follow
the steps above and calculate the standardized Z-
vector. Due to our shuffling, the signals wash out and
the Z-vector can be viewed as containing no effect
signals. Next, apply HC to the Z-vector, obtaining
an HC statistic specific to that shuffle. Repeat the
whole process for 1000 independent shuffles. As a
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result, we have 1001 HC scores: one, based on the
original data matrix; all others, based on shuffles.
The shuffles are used to calculate the P -value of
the original HC score. For the (training) leukemia
data and the (training) lung cancer data, the resul-
tant P -values are approximately 0.01 and < 0.001,
respectively. Both data sets have standardized Z-
vectors exhibiting very subtle departures from the
null hypothesis, but still permit reliable rejection of
the null hypothesis.
2.3.2 Applications to genome-wide association
study By now the literature of Genome-wide as-
sociation studies (GWAS) has several publications
applying HC or its relatives. Parkhomenko et al.
[101] used HC to detect modest genetic effects in a
genome-wide study of rheumatoid arthritis. It was
further suggested in Martin et al. [92] that the im-
plementation of HC in GWAS may provide evidence
for the presence of additional remaining SNPs mod-
estly associated with the trait.
Sabatti et al. [106] used HC in a GWAS for
metabolic traits. HC enabled the authors to quantify
the strength of the overall genetic signal for each of
the nine traits (Triglycerides, HDL, . . .) they were
interested in, where, to deal with the possible de-
pendence caused by Linkage Disequilibrium (LD)
between SNPs, they computed individual P -values
by permutations. See also De la Cruz et al. [37]
where the authors considered the problem of test-
ing whether there are associated markers in a given
region or a given set of markers, with applications
to analysis of a SNP data set on Crohn’s disease.
Wu et al. [120] adapted HC for detecting rare and
weak genetic signals using the information of LD.
He and Wu [63] used HC and innovated HC for sig-
nal detection for large-scale exonic single-nucleotide
polymorphism data, and suggested modifications of
HC in such settings.
Motivated by GWAS, Mukherjee et al. [96] consid-
ered the signal detection problem using logistic re-
gression coefficients rather than 2-sample Z-scores,
and discovered an interesting relationship between
the sample size and the detectability when both re-
sponse variable and design variables are discrete. See
Section 2.10 for more discussion on signal detection
problems associated with regression models. To ad-
dress applications in GWAS, Roeder and Wasser-
man [103] made an interesting connection between
HC and weighted hypothesis testing.
2.3.3 Applications to DNA copy number variation
Computational biology continues to innovate and
GWAS is no longer the only game in town. DNA
Copy Number Variation (CNV) data grew rapidly
in importance after the GWAS era began, and to-
day provide an important window on genetic struc-
tural variation. Jeng et al. [72, 73] applied HC-
style thinking to CNV data and proposed a new
method called Proportion Adaptive Segment Selec-
tion (PASS). PASS can be viewed as a two-way
screening procedure for genomic data, which tar-
gets both the signal sparsity across different features
(SNPs) and the sparsity across different subjects—
so-called rare variation in genomics.
2.4 Applications to Cosmology and Astronomy
HC has been applied in several modern experi-
ments in Astronomy and Cosmology, where typi-
cally the experiment produces data which can be
interpreted as images (of a kind) and where there
is a well-defined null hypothesis, whose overthrow
would be considered a shattering event.
Studies of the Cosmic Microwave Background
(CMB) offer several examples. CMB is a relic of
radiation emitted when the Universe was about
370,000 years old. In the simplest “inflation” mod-
els, CMB temperature fluctuations should behave as
a realization of a zero-mean Gaussian random vari-
able in each pixel. The resulting Gaussian field (on
the sphere) is completely determined by its power
spectrum. In recent decades, a large number of stud-
ies have been devoted to the subject of detecting
non-Gaussian signatures (hot spots, cold spots, ex-
cess kurtosis, . . .) in the CMB.
Jin et al. [83], and Cayon et al. [27] (see also
[26, 29]), applied HC to standardized wavelet coeffi-
cients of CMB data from the Wilkinson Microwave
Anisotropy Probe (WMAP). HC would be sensitive
to a small collection of such coefficients departing
from the standard null, without requiring that in-
dividual coefficients depart in a pronounced way.
Compared to the kurtosis-based non-Gaussianity
detector (widely used in cosmology when the de-
parture from Gaussianity is in the not-very-extreme
tails), HC showed superior power and sensitivity,
and pointed, in particular, to the cold spot cen-
tered at galactic coordinate (longitude, latitude) =
(207.8◦,−56.3◦). In [115], Vielva reviews the cold
spot detection problem and shows that HC rejects
Gaussianity, confirming earlier detections by other
methods.
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Gravitational weak lensing calculations measure
the distortion of background galaxies supposedly
caused by intervening large-scale structure. Pires et
al. [102] applied many non-Gaussianity detectors to
weak lensing data, including the empirical Skewness,
the empirical Kurtosis and HC, and showed that HC
is competitive, while of course being more specifi-
cally focused on excess of observations in the tails
of the distribution.
Most recently, Bennett et al. [11] applied the HC
ideas to the problem of Gravitational Wave detec-
tion. They use HC as a second-pass method operat-
ing on F -statistic and C-statistics (see [11] for de-
tails) for a monochromatic periodic source in a bi-
nary system; such statistics contain a large number
of relatively weak signals spread irregularly across
many frequency bands. They use a modified form
of HC, which is both sensitive and robust, and offer
a noticeable increase in the detection power (e.g., a
30% increase in detectability for a phase-wandering
source over multiple time intervals).
2.5 Applications to Disease Surveillance and
Local Anomaly Detection
In disease surveillance, we have aggregated count
data ci representing cases of a certain disease (e.g.,
influenza) by the ith spatial region (e.g., zip code),
1 ≤ i ≤ N . When disease breaks out, the counts
will have elevated values in one or a few small
geographical regions. Neill and Lingwall [98, 99]
use HC for disease surveillance and spatio-temporal
cluster detection: they suppose we have historical
counts for each spatial location measured over time
t = 1,2, . . . , T . The P -value of ci is calculated by
(di + 1)/(T + 1), where di is the number of histori-
cal counts larger than ci at the ith location.
Disease outbreak detection is a special case of lo-
cal anomaly detection as studied in Saligrama and
Zhao [107]. Suppose we have a graph G = (V,E)
with usual graph metric, where a random variable
is associated with each node. A simple scenario of
local anomaly they consider assumes that, for all
nodes outside the anomaly, the associated random
variables have the same density f0, and, for nodes
inside the anomaly, the associated density is differ-
ent from f0. Saligrama and Zhao [107] investigate
several models and statistics for local anomaly de-
tection; HC is found to be competitive in this set-
ting.
2.6 Estimating the Proportion of Non-Null
Effects
As presented so far, HC offers a test statistic. In
the setting of Section 2, we sample Xi from the two-
component mixture
Xi
i.i.d.∼ (1− ε)N(0,1) + εN(τ,1),
(2.5)
1≤ i≤N.
The detection problem which HC addresses involves
testing H
(N)
0 : ε = 0 versus H
(N)
1 : ε > 0. Alterna-
tively, one could estimate the mixing proportion ε.
Motivated by a study of Kuiper Belt Objects (KBO)
(e.g., [95]), Cai et al. [23] (see also [95]) developed
HC into an estimator for ε, focusing on the regime
where ε > 0 is very small.4
In the growing literature of large-scale multiple
testing, the problem of estimating the proportion of
nonnull effects has attracted considerable attention
in the past decade, though sometimes with different
goals. For example, rather than knowing the true
proportion of nonzero effects, one might only want
to estimate the largest proportion within which the
false discovery rate can be controlled. The literature
along this line connects to the work of Benjamini
and Hochberg [10] on controlling False Discovery
Rate (FDR), and Efron [42] on controlling the lo-
cal FDR in gene microarray studies. See [22, 77, 79]
and references therein.
2.7 Statistics with HC-Like Constructions
HC can be viewed as a measure of the goodness of
fit between two distributions, namely, between the
distribution FN of the empirical P -values and the
model uniform distribution F0. In this viewpoint,
HC is effectively computing the distance measure
µ1(FN , F0)
(2.6)
=
√
N · Nmax
i=1
|FN (i/N)− F0(i/N)|√
F0(i/N)(1−F0(i/N))
(or, more properly, a restricted form, where i = 1
and i > α0N are omitted in the maximum) or the
4Among the many competing methods, we mention just
[8]. Let pii = 1−Φ(Xi) be as in model (2.5); then pii are i.i.d.
samples from the density fε,τ (x) = (1− ε) + εgε,τ (x), where
gε,τ (x) is monotone decreasing in 0< x< 1 and is unbounded
at 0. Balabdaoui et al. [8] studied the behavior of the maxi-
mum likelihood estimator of fε,τ (x) at 0, and used it to derive
an alternative estimator for ε.
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reverse
µ2(FN , F0)
(2.7)
=
√
N · Nmax
i=1
|i/N − F0(π(i))|√
F0(π(i))(1−F0(π(i)))
.
We call these the theoretically standardized and em-
pirically standardized goodness of fit, respectively.
To understand HC, then, one might consider how
it differs from other measures of the discrepancy be-
tween two distributions. HC includes the element of
standardization, which for many readers will suggest
comparison to the Anderson–Darling statistic [4]:
A(FN , F0) =N ·
∫ |FN (x)− F0(x)|2
F0(x)(1−F0(x)) dx.
HC, however, involves maximization rather than
integration, which makes it a kind of weighted
Kolmogorov–Smirnov statistic. Jager and Wellner
[70] investigated the limiting distribution of a class
of weighted Kolmogorov statistics, including HC as
a special case.
Another perspective is to view the P -values un-
derlying HC as obtained from the normal approx-
imation to a one-sample test for a known bino-
mial proportion, and to consider instead the exact
test based on likelihood ratios, or asymptotic tests
based instead on KL divergence between the bino-
mial with parameter πi and the binomial with pa-
rameter i/N . This perspective reveals a similarity
of HC to the Berk–Jones (BJ) statistic [12]. The
similarity was carefully studied in [39], Section 1.6;
see details therein. Using the divergence D(p0, p1) =
p0 log(p0/p1) + (1 − p0) log((1 − p0)/(1 − p1)), the
Berk–Jones statistic can be written as
BJ =
N
max
i=1
N ·D(πi, i/N).
Wellner and Koltchinskii [118] derive the limiting
distribution of the Berk–Jones statistic, finding that
it shares many theoretical properties in common
with HC.
In [71], Jager and Wellner introduced a new family
of goodness-of-fit tests based on the φ-divergence,
including HC as a special case, and showed all such
tests achieve the optimal detection boundary in [39]
(see the discussion below in Section 6).
Reintroducing the element of integration found in
the Anderson–Darling statistic, Walther [116] pro-
posed an Average Likelihood Ratio (ALR) approach.
If LRi,N denotes the usual likelihood ratio for a one-
sided test of the binomial proportion, ALR takes the
form
ALR=
α0N∑
i=1
wi,NLRi,N ;
LRi,N ≡ exp(N max{D(πi, i/N),0}),
with weights wi,N = (2i log(N/3))
−1. Walther shows
that ALR compares favorably with HC and BJ
for finite sample performance, while having similar
asymptotic properties under the ARW model dis-
cussed below. See [39, 112] for more discussions on
the relative merits of HC, BJ and ALR.
Additionally, as a measure of goodness of fit,
HC is closely related to other goodness-of-fit tests,
motivated, however, by the goal of optimal detec-
tion of presence of mixture components representing
rare/weak signals. We remark that the pontogram
of Kendall and Kendall [86] is an instance of HC,
applied to a special set of P -values.
Gontscharuk et al. [55] introduced the notion of
local levels for goodness-of-fit tests and studied the
asymptotic behavior when applying the framework
to one version of HC; for HC, the local level asso-
ciated with HCN,i and a critical value χ roughly
translates to P [HCN,i ≥ χ].
2.8 Connection to FDR-Controlling Methods
HC is connected to Benjamini and Hochberg’s
(BH) False Discovery Rate (FDR) control method
in large-scale multiple testing [10]. Given N uncor-
related tests where π(1) < π(2) < · · · < π(N) are the
sorted P -values, introduce the ratios
rk = π(k)/(k/N), 1≤ k ≤N.
Given a prescribed level 0< q < 1 (e.g., q = 5%), let
k = kFDRq be the largest index such that rk ≤ q. BH’s
procedure rejects all tests whose P -values are among
the kFDRq smallest, and accepts all others. The proce-
dure controls the FDR in that the expected fraction
of false discoveries is no greater than q.
The contrast between FDR control method and
HC can be captured in a few simple slogans. We
think of the BH procedure as targeting rare but
strong signals, with the main goal to select the few
strong signals embedded in a long list of null sig-
nals, without making too many false selections. HC
targets the more delicate regime where the signals
are rare and weak. In the rare/weak setting, the sig-
nals and the noise may be almost indistinguishable;
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and while the BH procedure still controls the FDR,
it yields very few discoveries. In this case, a more
reasonable goal is to test whether any signals exist
without demanding that we properly identify them
all; this is what HC is specifically designed for. See
also Benjamini [9].
HC is also intimately connected to the problem of
constructing confidence bands for the False Discov-
ery Proportion (FDP). See Cai et al. [23], Ge and
Li [51], and de Una-Alvarez [32].
2.9 Innovated HC for Detecting Sparse Mixtures
in Colored Noise
So far, the underlying P -values were always as-
sumed independent. Dai et al. [30] pointed out the
importance of the correlated case for genetics and
genomics; we suppose many other application ar-
eas have similar concerns. Hall and Jin [58] showed
that directly using HC in such cases could be unsat-
isfactory, especially under strong correlations. Hall
and Jin [59] pointed out that correlations (when
known or accurately estimated) need not be a nui-
sance or curse, but could sometimes be a blessing
if used properly. They proposed Innovated Higher
Criticism, which applies HC in a transformed co-
ordinate system; in analogy to time series theory,
Hall and Jin called this the innovations domain. In-
novated HC was shown to be successful when the
correlation matrix associated with the noise entries
has polynomial off-diagonal decay.
2.10 Signal Detection Problem Associated with
Regression Models
Suppose we observe an n× 1 vector Y which sat-
isfies a linear regression model
Y =Xβ + z, z ∼N(0, In),
where X is the n × N design matrix, β is the
N × 1 vector of regression coefficients, and z is the
noise vector. The problem of interest is now to test
whether all regression coefficients βi are 0 or a small
fraction of them is nonzero. The setting considered
in [58, 59] is a special case, where the number of
variables N is the same as the sample size n.
Arias-Castro et al. [6] and Ingster, Tsybakov and
Verzelen [68] considered the more general case where
N is much larger than n. The main message is that,
under some conditions, what has been previously es-
tablished for the Gaussian sequence model extends
to high-dimensional linear regression. Motivated by
GWAS, Mukherjee et al. [96] considered a similar
problem with binary response logistic regression.
They exposed interesting new phenomena governing
the detectability of nonnull β when both response
variable and design variables are discrete.
Meinshausen [93] considers the problem of vari-
able selection associated with a linear model. Adapt-
ing HC to the case of correlated noise with unknown
variance, he uses the resultant method for hierar-
chical testing of variable importance. Charbonnier
[28] generalizes HC from a one-sample testing prob-
lem to a two-sample testing problem. It considers
two linear models and tries to test if the regres-
sion coefficient vectors are the same. Also related
is Suleiman and Ferrari [109], where the authors use
constrained likelihood ratios for detecting sparse sig-
nals in highly noisy 3D data.
2.11 Signal Detection when Noise Distribution is
Unknown/Non-Gaussian
In models (2.1)–(2.2), the noise entries are i.i.d.
samples from N(0,1). In many applications, the
noise distribution is unknown and is probably non-
Gaussian. To use HC for such settings, we need an
approach to computing P -values πi, 1≤ i≤N .
Delaigle and Hall [33] and Delaigle et al. [34] ad-
dressed this problem in the settings where the data
are arranged in a 2-D array {X(i, j)}, 1 ≤ i ≤ n,
1≤ j ≤N . In this array, different columns are inde-
pendent, and entries in the jth column are i.i.d. sam-
ples from a distribution Fj which is unknown and
presumably non-Gaussian. We need to associate a
P -value with each column. A conventional approach
is to compute the P -value using the Student’s t-
statistic. However, when Fj are non-Gaussian, the
P -values may not be accurate enough, and the au-
thors propose to correct the P -values with boot-
strapping. A similar setting is considered by Green-
shtein and Park [57] and by Liu and Shao [91]. The
first paper proposes a modified Anderson–Darling
statistic and shows that, in certain settings, the pro-
posed approach may have advantages over HC in the
presence of non-Gaussianity. The second paper pro-
poses a test based on extreme values of Hotelling’s
T 2, and studies the case where the sparse signals
appear in groups and the underlying distributions
are not necessarily normal.
2.12 Detecting Sparse Mixtures more Generally
More generally, the problem of detecting sparse
mixtures considers hypotheses
H
(N)
0 : Xi
i.i.d.∼ F, vs.
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H
(N)
1 : Xi
i.i.d.∼ (1− ε)F + εG,
where ε ∈ (0,1) is small and F and G are two distri-
butions that are presumably different; (ε,F,G) may
depend on N . In Donoho and Jin [39], F =N(0,1)
and G=N(τ,1) for some τ > 0.
Cai et al. [21] considered the case where F =
N(0,1) and G=N(τ, σ2), so the mixture in the al-
ternative hypothesis is not only heterogeneous but
also heteroscedastic, and σ models the heteroscedas-
ticity. They found that σ has a surprising phase-
change effect over the detection problem. The het-
eroscedastic model is also considered in Bogdan et
al. [16] and Bogdan et al. [15] from a Bayesian per-
spective. Park and Ghosh [100] gave a nice review
on recent topics on multiple testing where HC is
discussed in detail.
Cai and Wu [25] extend the study to the more
general case where F =N(0,1) and G is a Gaussian
location mixture with a general mixing distribution,
and study the detection boundary as well as the
detectability of HC.
Arias-Castro and Wang [7] investigate the case
where F is unknown but symmetric, and develop
distribution-free tests to tackle several interesting
problems, including that of testing of symmetry.
In addition, Gayraud and Ingster [50] consider the
problem of detecting sparse mixtures in the func-
tional setting, and show that the HC statistic con-
tinues to be successful in the very sparse case. Lau-
rent et al. [89] considered the problem of testing
whether the samples Xi come from a single normal
or a mixture of two normals with different means
(both means are unknown).
In a closely related setting, Addario-Berry et al.
[1] and Arias-Castro et al. [5] considered structured
signals, forming clusters in geometric shapes that
are unknown to us. The setting is closely related
to the one considered in [59], Section 6. Haupt et al.
[61, 62] considered a more complicated setting where
an adaptive sample scheme is available, where we
can do inference and collect data in an alternating
order.
3. HIGHER CRITICISM FOR FEATURE
SELECTION
Higher Criticism has applications far beyond the
testing of a global null hypothesis.
Consider a classification problem where we have
training samples (Xi, Yi), 1≤ i≤ n, from two differ-
ent classes. We denote Xi by the feature vectors and
Yi = ±1 the class labels. For simplicity, we assume
two classes are equally likely and the feature vectors
Xi ∈Rp are Gaussian distributed with identical co-
variances, so that, after a standardizing transforma-
tion, the feature vector Xi ∼N(Yi · µ, Ip), with vec-
tor µ being the contrast mean and Ip the p×p iden-
tity matrix. Given a fresh feature vector X , the goal
is to predict the associated class label Y ∈ {−1,1}.
We are primarily interested in the case where
p≫ n and where the contrast mean vector µ is un-
known but has nonzero coordinates that are both
rare and weak. That is, only a small fraction of co-
ordinates of µ is nonzero, and each nonzero coordi-
nate is individually small and contributes weakly to
the classification decision.
In the classical p < n setting, consider traditional
Fisher linear discriminant analysis (LDA). Letting
w = (w(j),1 ≤ j ≤ p) denote a sequence of feature
weights, Fisher’s LDA takes the form
L(X) =
p∑
j=1
w(j)X(j).
It is well known that the optimal weight vector w∝
µ, but unfortunately µ is unknown to us and in the
p > n case can be hard to estimate, especially when
the nonzero coordinates of µ are rare and weak; in
that case, the empirical estimate X¯ is noisy in every
coordinate, and only a few coordinates “stick out”
from the noise background.
Feature selection (i.e., selecting a small fraction of
the available features for classification) is a standard
approach to attack the challenges above. Define a
vector of feature scores
Z =
1√
n
n∑
i=1
(Yi ·Xi);(3.1)
this contains the evidence in favor of each feature’s
significance. We will select a subgroup of features
for our classifier, using hard thresholding of the fea-
ture scores. For a threshold value t > 0 still to be
determined, define the hard threshold function
wt(z) = sgn(z) · 1{|z|>t},
which selects the features having sufficiently large
evidence and preserves the sign of such feature
scores. The post-feature-selection Fisher’s LDA rule
is then
Lt(X) =
p∑
j=1
wt(j)X(j),
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and we simply classify Y as ±1 according to
Lt(X) ≷ 0. This is related to the modified HC in
[122], but there the focus is on signal detection in-
stead of feature selection.
How should we set the threshold t? Consider HC
feature selection, where a simple variant of HC is
used to set the threshold. To apply HC to feature
selection, we fix α0 ∈ (0,1/2] and follow three steps
(to be consistent with OHC described in Section 1.1,
we switch back from p to N ; note that N = p in this
section):
• Calculate a (two-sided) P -value πj = P{|N(0,1)| ≥
|Z(j)|} for each 1≤ j ≤N .
• Sort the P -values into ascending order: π(1) <
π(2) < · · ·< π(N).
• Define the Higher Criticism feature scores by
HC(i;π(i)) =
√
N
i/N − π(i)√
(i/N)(1− i/N) ,
(3.2)
1≤ i≤N.
Obtain the maximizing index of HC(i;π(i)):
iˆHC = argmax
{1≤i≤α0·N}
{HC(i, π(i))}.
The Higher Criticism threshold (HCT) for feature
selection is then
tˆHCN = tˆ
HC
N (Z1,Z2, . . . ,ZN ;α0, n) = |Z |ˆiHC .
In modern high-throughput settings where a priori
relatively few features are likely to be useful, we set
α0 = 0.10.
5 ,6 See [41] for explanation.
Once the threshold is decided, LDA with HC fea-
ture selection is
LHC(X) =
p∑
j=1
wHC(j)X(j),
where wHC(j) = sgn(Z(j))1{|Z(j)| ≥ tˆHCp },
and the HCT trained classification rule will classify
Y =±1 according to LHC(X)≷ 0.
The classifier above is a computationally inex-
pensive approach, especially when compared to
resampling-based methods (such as cross-validations,
boosting, etc.). This gives HC a lot of computational
advantage in the now very relevant “Big Data” set-
tings.
5In practice, HCT is relatively insensitive to different
choices of α0.
6Note the denominator of the HC objective function is dif-
ferent from the denominator used earlier, in testing, although
the spirit is similar. The difference is analogous to the one
between the two goodness-of-fit tests (2.6) and (2.7).
3.1 Applications to Gene Microarray Data
We now apply the HCT classification rule to the
two microarray data sets discussed earlier. Again,
Zj is the standardized Z-score associated with the
jth gene, using all samples in the training set C.
First, we apply HC to Z = (Z1,Z2, . . . ,Zp)
′ to ob-
tain the HC threshold; this will also determine how
many features we keep for classification. The scores
HCN,i are displayed in Figure 4. For the lung cancer
data, the maximizing index is iˆHC = 182, at which
the HC score is 6.112, and we retain all 182 genes
with the largest Z-scores (in absolute value) for clas-
sification (equivalently, a gene is retained if and only
if the Z-score exceeds tˆHCp = 2.65). For the leukemia
data, iˆHC = 54, with HC score 3.771 and the thresh-
old tˆHCp = 2.68.
Next, for each sample Xi in the test set D, we
calculate the HCT-based LDA score. Recall that for
any i ∈ C, the data associated with the ith sample
is Xi = {xij}pj=1. The HCT-based LDA score ldai =
lda(Xi) is given by
ldai =
p∑
j=1
wHC(j)
(
xij − x¯j
sj
)
,
where we recall wHC(j) = sgn(Zj)1{|Zj | ≥ tˆHCp }, and
(x¯j , sj,wHC(j)) only depend on the training samples
in C. The scores {ldai}ni=1 are displayed in Figure 5,
where we normalized each score by a common fac-
tor of 1/
√
iˆHC for clarity. The scores correspond-
ing to class 1 are displayed in the top row in green
(ADCA for lung cancer data and ALL for leukemia),
and the scores for class 2 are displayed in the bot-
tom row in red (the left column displays lung cancer
data and the right column displays leukemia data).
For lung cancer data, LDA–HCT correctly classi-
fies each sample. For leukemia data, LDA–HCT cor-
rectly classifies each sample, with one exception:
sample 29 in the test set (number 67 in the whole
data set).
We employed these two data sets because they
gave such a clear illustration. In our previous pa-
per [40], we considered each data in Dettling’s well-
known compendium, which includes the colon can-
cer data and the prostate data. The results were
largely as good as or better than other classifiers,
many involving much fancier-sounding underlying
principles.
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Fig. 4. Top row: plot of feature scores HCN,i versus i/N for lung cancer data (left) and leukemia data (right). Bottom row:
enlargements of plots in the top row.
Fig. 5. Top row: histogram of the test scores corresponding to class 1. Bottom row: class 2. Left column: lung cancer data.
Right column: leukemia data.
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3.2 Threshold Choice by HC: Applications to
Biomarker Selection
Wehrens and Fannceschi [117] used HC threshold-
ing for biomarker selection to analyze metabolomics
data from spiked apples. They considered P -values
that are calculated from Principal Component
scores and reported a marked improvement in
biomarker selection, compared to the standard se-
lection obtained by existing practices. The paper
concludes that HC thresholds can differ consider-
ably from current practice, so it is no longer pos-
sible to blindly apply the selection thresholds used
historically; the data-specific cutoff values provided
by HC open the way to objective comparisons be-
tween biomarker selection methods, not biased by
arbitrary habitual threshold choices.
3.3 Comparison to Other Classification
Approaches
The LDA–HCT classifier is closely related to other
threshold-based LDA feature selection rules: PAM
by Tibshirani et al. [111] and FAIR by Fan and Fan
[46]. HCT picks the threshold based on feature Z-
scores by Higher Criticism, while the other methods
set this threshold differently. For the same data sets
we discussed earlier, the error rates for PAM and
FAIR were reported in [46, 111]; as it turns out,
LDA–HCT has smaller error rates.
Comparisons with some of the more popular
“high-tech” classifiers (including Boosting [36], SVM
[19] and Random Forests [18]) were reported in [40].
More complex methods usually need careful tun-
ing to perform well, but HCT–LDA is very simple,
both conceptually and computationally. When used
on the ensemble of standard data sets published in
Dettling, HCT–LDA happens to be minimax-regret
optimal: it suffers the least performance loss, rela-
tive to the best method, across the ensemble.
Hall et al. [60] apply HC for classification in a
different manner. They view HC as a goodness-of-
fit diagnostic. Their method first uses the training
vectors to obtain the empirical distributions of each
class, and then uses HC to tell which of these distri-
butions best fits each test vector. They classify each
test vector using the best-fitting class distribution.
While this rule is sensible, it turns out that in a for-
mal asymptotic analysis using the rare/weak model,
it is outperformed substantially by HCT–LDA.
3.4 Connection to Feature Selection by
Controlling Feature-FDR
False Discovery Rate control methods offer a pop-
ular approach for feature selection. Fix 0 < q < 1.
FDRTq selects features in a way so that
feature-FDR≡E
[
#{Falsely selected features}
#{All selected features}
]
≤ q.
In the simple setting considered in Section 3, this
can be achieved by applying Benjamini–Hochberg’s
FDR controlling method to all feature P -values.
The approach appeals to the common belief that,
in order to have optimal classification behavior, we
should select features in a way so that the feature-
FDR stays small.
However, such beliefs have theoretical support
only when signals are rare/strong. In principle, the
optimal q associated with the optimal classifica-
tion behavior should depend on the underlying dis-
tribution of the signals (e.g., sparsity and signal
strength); and when signals are rare/weak, the opti-
mal FDR level turns out to be much larger than 5%,
and in some cases is close to 1. In [41], we studied
the optimal level in an asymptotic rare/weak setting
and derived the leading asymptotics of the optimal
FDR. In Section 6.2 below we give more detail.
In several papers [2, 87, 88], Strimmer and col-
laborators compared the approach of feature selec-
tion by HCT with both that of control of the FDR
and that of control of the False non-Discovery Rate
(FNDR), analytically and also with synthetic data
and several real data sets on cancer gene microar-
ray. In their papers, they also compared the EBayes
approach of Efron [44], which presets an error rate
threshold (say, 2.5%) and targets a threshold where
the prediction error falls below the desired error
rate. Their numerical studies confirm the points ex-
plained above: HCT adapts well to different sparsity
level and signal strengths, while the methods of con-
trolling FNDR and EBayes do not perform as well
(in the misclassification sense); and HC typically se-
lects more false features than other approaches. The
goal of the HC feature selection, as we will see, is to
optimize the classification error, not to control the
FDR. In fact, [87], Table 2, found that HCT had
the best classification performance for the cancer
microarray data sets they investigated.
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3.5 Feature Selection by HCT When Features
Are Correlated
Above, we assumed the feature vector Xi ∼N(Yi ·
µ, Ip) for Yi =±1. A natural generalization is to as-
sumeXi ∼N(Yi ·µ,Σ), where Σ = Σp,p is a unknown
covariance matrix. Two problems arise: how to es-
timate the precision matrix Ω = Σ−1 and how to
incorporate the estimated precision matrix into the
HCT classifier. In the latter, the key is to extend the
idea of threshold choice by HCT to the setting where
not only the features are correlated, but the covari-
ance matrix is unknown and must be estimated.
The authors of [64] address the first problem by
proposing Partial Correlation Screening (PCS) as a
new row-wise approach to estimating the precision
matrix. PCS starts by computing the p× p empiri-
cal scatter matrix S = (1/n)
∑n
i=1XiX
′
i . Assume the
rows of Ω are relatively sparse. To estimate a row
of Ω, the algorithm only needs to access relatively
few rows of S. For this reason, the method is able to
cope with much larger p (say, p = 104) than exist-
ing approaches (e.g., Bickel and Levina [13], glasso
[49], Neighborhood method [94] and CLIME [24]).
[47] addresses the second problem by combining the
ideas in Donoho and Jin [40] on threshold choices
by HCT with those in Hall and Jin [58] on Inno-
vated HC. This combination injects an estimate of
Ω into the HCT classification method; it is asymp-
totically optimal if Ω is sufficiently sparse and we
have a reasonably good estimate of Ω (e.g., [24]).
4. TESTING PROBLEMS ABOUT A LARGE
COVARIANCE MATRIX
In this section and the next, we briefly develop
stylized applications of HC to settings which may
seem initially far outside the original scope of the
idea. In each case, HC requires merely the ability
to compute a collection of P -values for a collection
of statistics under an intersection null hypothesis.
This allows us to easily obtain HC-tests in diverse
settings.
Consider a data matrix X =Xn,p, where the rows
of X are i.i.d. samples from N(0,Σ). We are inter-
ested in testing Σ = Ip versus the hypothesis that
Σ contains a sub-structure. First, we consider the
case where the substructure is a small-size clique.
In Section 4.1, we approach the testing problem by
applying HC to the whole body of pairwise empirical
correlations and to the maximum row-wise correla-
tion (for each variable, this is the maximum of each
variable’s correlations with all other variables). Sec-
ond, in Section 4.2, we consider the case where the
matrix Σ = I + H follows the so-called spiked co-
variance model [84], a low-rank perturbation of the
identity matrix. We apply HC to the eigenvalues of
the empirical covariance matrix.
4.1 Detecting a Possible Clique in the
Covariance Matrix
In this section, the global null hypothesis is Σ =
Ip, while the alternative is that Σ contains a small
clique. Formally, Σ can be written as Σ = ΓΣ0Γ
′,
where Γ is a permutation matrix, and, for an integer
1≤ k < p and a ∈ [0,1),
Σ0(i, j)
(4.1)
=
{
1{i= j}+ a{i 6= j}, max{i, j} ≤ k,
1{i= j}, max{i, j}> k.
The parameter a can take negative values as long as
Σ0 remains positive definite.
We suggest two different approaches for detecting
the cliques using HC. In each of the two approaches,
the key is to obtain P -values.
In the first approach, we obtain individual P -
values from pairwise correlations. In detail, write the
data matrix X =Xn,p as
X = [x1, x2, . . . , xp].
The pairwise correlation between the ith and jth
variable is
ρij =
(xi, xj)
‖xi‖‖xj‖ .
Recall that tk(0) denotes the central Student’s t-
distribution with df = k. The following lemma sum-
marizes some basic properties of ρij [105].
Lemma 4.1. Suppose Σ = Ip. If i 6= j, then for
any ρ ∈ (−1,1), P (ρij ≥ ρ) = P (tn−1(0)≥
√
n− 1ρ/√
1− ρ2), Also, if (i, j) 6= (k, ℓ), then ρij and ρkℓ are
independent.
This says that the collection of random variables
{ρij : 1≤ i≤ j ≤ p}
are pairwise independent (but not jointly indepen-
dent). It can be further shown that the correla-
tion matrix between different ρij is very sparse,
so a simple but reasonable approach is to apply
OHC to {ρij : 1 ≤ i ≤ j ≤ p} directly. Numerically,
16 D. DONOHO AND J. JIN
the correlation between different ρij will not signifi-
cantly affect the performance of OHC. On the other
hand, since the correlation matrix between ρij can
be calculated explicitly, a slightly more complicated
method is to incorporate the correlation structures
into HC, following the idea of Innovated HC [59].
In the second approach, we obtain P -values from
the maximum correlation in each row:
ρ∗i =max
j 6=i
ρij, 1≤ i≤ p.
Lemma 4.2. Suppose Σ= Ip. For 1≤ i≤ p and
ρ ∈ (−1,1),
P (ρ∗i ≤ ρ) =
[
P
(
tn−1(0)≤
√
(n− 1)ρ√
1− ρ2
)]p−1
≡ Fp,n(ρ).
For a proof, see [105], for example. Let π∗i =
Fp,n(ρ
∗
i ), so under the global null, π
∗
i ∼ Unif(0,1).
We simply use these P -values in the standard HC
framework.7
We conducted a small-scale simulation as fol-
lows. Fix (p,n) = (1000,500). We consider 5 differ-
ent combinations of (k, a): {(1,0), (5,0.25), (15,0.2),
(45,0.1), (135,0.05)}. For each combination, define
Σ0 as in (4.1). Note that, for the first combination,
Σ = Ip. Also, since the OHC is permutation invari-
ant, we take Γ = Ip for simplicity so that Σ = Σ0.
For each Σ, we generate n samples X1,X2, . . . ,Xn
from N(0,Σ) and obtain ρij for all 1≤ i < j ≤ p.
In the first approach, we sort all N = p(p− 1)/2
different P -values {πij : 1 ≤ i < j ≤ p} in ascending
order and write them as follows:
π(1) <π(2) < · · ·<π(N), N = p(p− 1)/2.
We then apply the Orthodox Higher Criticism
(OHC) and obtain the HC score
OHC+N = max
i : 1/N≤π(i)≤1/2
√
N [(i/N)− π(i)]
(4.2)
/
√
π(i)(1− π(i)).
7pi∗i are equi-correlated: for any 1≤ i 6= j 6= p, Cov(pi
∗
i , pi
∗
j ) =
c0(n,p) for a small constant c0(n,p) that does not depend
on i or j and can be calculated numerically. It can be shown
that c0(p,n) =O(1/p), and the equi-correlation does not have
a major influence asymptotically. Numerical study confirms
that correcting for the equi-correlation only has a negligible
difference, so we only report results without the correction.
In the second approach, we sort all p different P -
values π∗j , 1≤ j ≤ p, in the ascending order and de-
note them by
π∗(1) <π
∗
(2) < · · ·< π∗(p).
We then apply the HC by (4.2), but with π(i) re-
placed by π∗(i).
The histograms of OHC+N based on 100 repetitions
are displayed in Figure 6, which suggests that OHC
yields satisfactory detection. For all four types of
cliques, the OHC applied in the second approach
has smaller power in separation than that in the
first approach.
4.2 Detecting Low-Rank Perturbations of the
Identity Matrix
Now we test whether Σ = Ip or instead we have
a low-rank perturbation Σ = I +H , where the rank
r of H is relatively small compared to p.8 Consider
the spectral decomposition
Σ =QΛQ′,
where Q is a p× p orthogonal matrix and Λ is a di-
agonal matrix, with the first r entries 1+hi, hi > 0,
1≤ i≤ r, and other diagonal entries 1. We assume
the eigenbasis Q is unknown to us. In a “typical”
eigenbasis, the coordinates of Q will be “uniformly
small,” so that even if some of the eigenvalue ex-
cesses hi are nonzero 0, the matrix Σ can be close
to the corresponding coordinates of Ip. Therefore,
the pairwise covariances may be a very poor tool
for diagnosing departure form the null.
Instead we work with the empirical spectral de-
composition and apply HC to the sorted empirical
eigenvalues. Denote the empirical covariance matrix
by
Sn = (1/n)X
′X,
and let
λ1 >λ2 > · · ·> λn
be the (nonzero) eigenvalues of Sn arranged in the
descending order. The sorted eigenvalues play a role
analogous to the sorted P -values in the earlier sec-
tions, since the perturbation of Ip by a low-rank
8The model I + H is an instance of the so-called spiked
covariance model [84]; there are of course hypothesis tests
specifically developed for this setting using random matrix
theory. We thought it would be interesting to derive what the
HC viewpoint offers in this situation.
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Fig. 6. Simulated scores of OHC applied to pairwise correlations (left column) and maximum correlations (right column).
The top panel represents the case of no cliques. The others represent cliques with various size and strength (introduced in the
text). In comparison, OHC applied to maximum correlations has smaller power than OHC applied to pairwise correlations.
matrix H will inflate a small fraction of the empiri-
cal eigenvalues, similar to the way the top few order
statistics are inflated in the rare/weak model. We
define our approximate Z-scores by standardizing
each λi using its mean and standard deviation un-
der the null. The resulting t-like statistics, which we
call the eigenHC, are
eigenHCn,i =
(λi −E0[λi])
SD0(λi)
, 1≤ i≤ p,(4.3)
where E0[λi] and SD0(λi) are the mean and stan-
dard deviation of λi evaluated under the null hy-
pothesis Σ = Ip, respectively. Note that E0[λi] and
SD0(λi) can be conveniently evaluated by Monte-
Carlo simulations.9
In Figure 7, we present a realization of {eigenHCn,i :
1 ≤ i ≤ p} in the case of n = p = 1000. The figure
looks vaguely similar to realizations of a normalized
uniform empirical process, which suggests that the
normalization in (4.3) makes sense. We consider the
test statistic
eigenHC∗n = max
1≤i≤α0n
{eigenHCn,i},
9Since these are the eigenvalues of a standard Wishart ma-
trix, much existing analytic information is applicable. For ex-
ample, under the null distribution, the top several eigenvalues
are dependent and non-Gaussian; Johnstone [84] showed that
the distribution of the top eigenvalue is Tracy–Widom. Here
we do not use such refined mathematical analyses, but only
Monte-Carlo simulations.
where α0 is a tuning parameter we set here to 1/2.
We conducted a small-scale simulation experi-
ment, with (p,n) = (1000,1000). For each of the
5 different combinations of (r, h) = (0,0), (5,1),
(15,0.5), (45,0.2), (135,0.05), we let Λ be the p× p
diagonal matrix with first r coordinates equal to
(1 + h) and remaining coordinates all 1. We then
randomly generated a p × p orthogonal matrix Q
(according to the uniform measure on orthogonal
matrices) and set
Σ =QΛQ′.
Note that when (r, h) = (0,0), Σ = Ip. Next, for
each Σ, we generated data X1,X2, . . . ,Xn
i.i.d.∼
N(0,Σ) and applied eigenHC∗n to the synthetic data.
Simulated results for 100 such synthetic data sets
are reported in Figure 7, illustrating that HC can
yield satisfactory results even for small r or h.10
Testing hypotheses about large covariance matri-
ces has received much attention in recent years. For
example, Arias-Castro et al. [5] tested that the un-
derlying covariance matrix is the identity versus the
10Our point here is not that HC should replace formal
methods using random matrix theory, but instead that HC
can be used in structured settings where theory is not yet
available. A careful comparison to formal inference using ran-
dom matrix theory—not possible here—would illustrate the
benefits of theoretical analysis of a specific situation—as ex-
emplified by random matrix theory, in this case—over the
direct application of a general procedure like HC.
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Fig. 7. Left column: x-axis is i/n, y-axis is eigenHCn,i. Right column: simulated scores of eigenHC
∗
n. The top panel represents
the unperturbed case. The others represent contamination with different ranks (introduced in text).
alternative where there is a small subset of corre-
lated components. The correlated components may
have a certain combinatorial structure known to the
statistician. Butucea and Ingster [20] consider test-
ing the null model that the coordinates are i.i.d.
N(0,1) against a rare/weak model where a small
fraction of them has significantly nonzero means.
Muralidharan [97] is also related; it adapts HC to
test column dependences in gene microarray data.
5. SPARSE CORRELATED PAIRS AMONG
MANY UNCORRELATED PAIRS
Suppose we observe independent samples (Xi, Yi),
1 ≤ i ≤ n, from a bivariate distribution with zero
means and unit variances, which is generally un-
known to us. Under the null hypothesis, the (Xi)
are independent of the corresponding (Yi) (and each
other); but under the alternative, for most pairs
(Xi, Yi), independence holds, while for a small frac-
tion (Xi, Yi), the two coordinates may be correlated
and each may have an elevated mean. In short, some
small collection of the pairs is correlated, unlike the
bulk of the data.
Since the underlying distribution of the pairs
(Xi, Yi) is unknown to us, we base our test statistics
on ranks (ri, si) of the data (Xi, Yi). Our strategy is
to compare the number of rank-pairs in the upper
right corner to the number that would be expected
under independence.
For 1≤ k ≤ n, let
Sk =#{1≤ i≤ n :min{ri, si} ≥ k}
=
n∑
i=1
1{min{ri, si} ≥ k}.
Under the null, we have P (min{ri, si} ≥ k) = P (ri ≥
k)P (si ≥ k) = (1− k/n)2, so
E[Sk] = P (ri ≥ k)P (si ≥ k) = n(1− k/n)2
and
Var(Sk) = n[(1− k/n)2(1− (1− k/n)2)].
Therefore, the HC idea applies as follows. Define
pairHCn,k =
√
n
Sk/n− (1− k/n)2√
(1− k/n)2(1− (1− k/n)2)
and
pairHC∗n = max
(1−α0)n≤k≤n
pairHCn,k.
Here, α0 is a tuning parameter and is set to 1/2
below.
To illustrate this procedure, suppose that (Xi, Yi),
1 ≤ i ≤ n, are i.i.d. samples from a mixture of two
bivariate normals
(1− ε)N(0, I2) + εN(τ12,Σ),
12 =
(
1
1
)
, Σ=
(
1 ρ
ρ 1
)
,
where (ε, τ, ρ) are parameters. In Figure 8, we show
a plot of pairHCn,k for n= 1000 and k = 1,2, . . . , n
under the null and under the alternative where
(ε, τ, ρ) = (0.05,1,0.25).
We conducted a small simulation experiment as
follows:
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Fig. 8. Plot of pairHCn,k versus k/n under the null (left) and under the alternative [right; (ε, τ, ρ) = (0.05,1,0.25)]. x-axis
is k/n (n= 1000).
• Fix n= 1000 and define 5 different settings where
(ε, τ, ρ) = (0,0,0), (0.02,0,2.5), (0.02,0.50,2),
(0.01,0.50,2.5) and (0.01,0.25,3). Note that the
first setting corresponds to the null case.
• Within each setting, conduct 100 Monte-Carlo
repetitions, each time generating a synthetic
data set with the given parameters and applying
pairHC∗n.
The results are reported in Figure 9, which suggests
that HC yields good separation even when the sig-
nals are relatively rare and weak.
6. ASYMPTOTIC RARE/WEAK MODEL
In this section we review the rare/weak signal
model and discuss the advantages of HC in this set-
ting.
Return to the problem (2.1)–(2.2) of detect-
ing a sparse Gaussian mixture. We introduce an
asymptotic framework which we call the Asymp-
totic Rare/Weak (ARW) model. We consider a se-
quence of problems, indexed by the number N
of P -values (or Z-scores, or other base statistics);
in the N th problem, we again consider mixtures
Fig. 9. Simulated scores of pairHC∗n. The top panel represents the null case. The others represent the alternative cases with
different (ε, τ, ρ), introduced in the text (n= 1000).
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(1− ε)N(0,1)+ εN(τ,1), but now we tie the behav-
ior of (ε, τ) to N , in order to honor the spirit of the
Rare/Weak situation. In detail, let ϑ ∈ (0,1) and set
ε= εN =N
−ϑ,
so that, as N →∞, the nonnull effects in H(N)1 be-
come increasingly rare. To counter this effect, we let
τN tend to ∞ slowly, so that the testing problem is
(barely) solvable. In detail, fix r > 0 and set
τN =
√
2r log(N).
With these assumptions the Rare/Weak setting cor-
responds to ϑ > 1/2, rare enough that a shift in
the overall mean is not detectable, and r < 1, weak
enough that a shift in the maximum observation is
not detectable.
The key phenomenon in this model is a thresh-
old for detectability. As a measure of detectability,
consider the best possible sum of Types I and II er-
rors of the optimal test. Then, there will be a precise
threshold separating values of (ϑ, r), where the pres-
ence of the mixture is detectable from those where
it is not detectable.
Let
ρ(ϑ) =
{
ϑ− 1/2, 1/2<ϑ≤ 3/4,
(1−
√
(1− ϑ))2, 3/4<ϑ< 1.
When r > ρ(ϑ), the hypotheses separate asymptot-
ically: the best sum of Types I and II errors tends
to 0 as N tends to ∞. On the other hand, when
r < ρ(ϑ), the sum of Types I and II errors of any
test cannot get substantially smaller than 1. The
result was first proved by Ingster [65, 66], and then
independently by Jin [75, 76].
In other words, in the two-dimensional ϑ-r phase
space, the curve r = ρ(ϑ) separates the bounded re-
gion {(ϑ, r) : 1/2 < ϑ < 1,0 < r < 1} into two sepa-
rate subregions, the detectable region and the un-
detectable region. For (ϑ, r) in the interior of the
detectable region, two hypotheses separate asymp-
totically and it is possible to separate them. For
(ϑ, r) in the undetectable region, two hypotheses
merge asymptotically, and it is impossible to sepa-
rate them. Hence, the phase diagram splits into two
“phases”; see Figure 10 for illustration.
Fix (ϑ, r) in the detectable region. Suppose we
reject H
(N)
0 if and only
HC∗N ≥ h(N,αN ),
where αN tends to 0 slowly enough so that h(N,
αN ) = O(
√
2 log log(N)). Then when H
(N)
1 can be
Fig. 10. Phase diagram for the detection problem. The de-
tection boundary separates the ϑ-r plane into the detectable
region and the undetectable region. In the identifiable region,
it is not only able to reliably tell the existence of nonzero co-
ordinates, but also possible to identify individual nonzero co-
ordinates.
detected by the optimal test, HC also detects it, as
N →∞.
Since HC can be applied without knowing the
underlying parameter (ϑ, r), we say HC is opti-
mally adaptive. HC thus has an advantage over the
Neyman–Pearson likelihood ratio test (LRT), which
requires precise information about the underlying
ARW parameters. The HC approach can be applied
much more generally; it is only for theoretical anal-
ysis that we focus on the narrow ARW model.
A similar phase diagram holds in a classification
problem considered in Section 3, provided that we
calibrate the parameters appropriately. Consider a
sequence of classification problems indexed by (n,p),
where n is the number of observations and p the
number of features available to the classifier. Sup-
pose that two classes are equally likely so that
P (Yi = 1) = P (Yi =−1) = 1/2 for all 1≤ i≤ n. For
Z in (3.1), recall that Z ∼N(√nµ, Ip). We calibrate
with
√
nµ(j)
i.i.d.∼ (1− ε)ν0 + εντ ,
where νa denotes the point mass at a. Similarly, we
use an ARW model, where we fix (ϑ, r, θ) ∈ (0,1)3
and let
ε= εp = p
−ϑ, τ = τp =
√
2r log(p),
n= np = p
θ.
Note that when p→∞, np grows with p, but is still
much smaller than p. We call such growth regular
growth. The results below hold for other types of
growth of n; see Jin [78], for example.
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It turns out that there is a similar phase diagram
associated with the classification problem. Toward
this end, define
ρθ(ϑ) = (1− θ)ρ
(
ϑ
1− θ
)
, 0< ϑ< (1− θ).
Fix θ ∈ (0,1). In the two-dimensional phase space,
the most interesting region for (ϑ, r) is the rectan-
gular region {(ϑ, r) : 0 < ϑ, r < (1− θ)}. The region
partitions into two subregions:
• (Region of success). If r > ρθ(ϑ), then the HC
threshold tˆHCp /t
ideal
p → 1 in probability; tidealp is the
ideal threshold that one would choose if the un-
derlying parameters (ϑ, r) are known. Note that
HCT is driven by data, without the knowledge of
(ϑ, r). Also, the classification error of an HCT-
trained classification rule tends to 0 as p→∞.
• (Region of failure). When r < ρθ(ϑ), the classifi-
cation error of any trained classification rule tends
to 1/2, as p→∞.
See Figure 11. The above includes the case where
np →∞ but np/pa → 0 for any fixed a > 0 as the
special case of θ = 0. See more discussion in [40,
41, 78]. Ingster et al. [67] derived independently the
classification boundary, in a broader setting than
that in [40, 41, 78], but they did not discuss HC.
The conceptual advantage of HC lies in its ability
to perform optimally under the ARW framework—
without needing to know the underlying ARW pa-
rameters: HC is a data-driven nonparametric statis-
tic that is not tied to the idealized model we dis-
cussed here, and yet works well in this model.
The phase diagrams above are for settings where
the test statistics or measured features Xi are in-
dependent normals with unit variances (the normal
means may be different). In more complicated set-
tings, how to derive the phase diagrams is an in-
teresting but nontrivial problem. Delaigle et al. [34]
studied the problem of detecting sparse mixtures by
extending models (2.1)–(2.2) to a setting where Xi
are the Student’s t-scores based on (possibly) non-
Gaussian data, where the marginal density of Xi is
unknown but is approximately normal. Fan et al.
[47] extended the classification problem considered
in Section 3 to a setting where the measured features
are correlated; the covariance matrix is unknown
and must be estimated. In general, the approxima-
tion errors (either in the underlying marginal den-
sity or the estimated covariance matrix) have a neg-
ligible effect on the phase diagrams when the true
effects are sufficiently sparse and a nonnegligible yet
subtle effect when the true effects are moderately
sparse; see [34, 47].
6.1 Phase Diagram in the Nonasymptotic
Context
The phase diagrams depict an asymptotic situa-
tion; it is natural to ask how they behave for finite
Fig. 11. Left: curves r = ρθ(ϑ) for θ = 0,0.15,0.3. Two dashed black lines are r= ϑ and r = ϑ/3, respectively. For θ = 0.15,
the most interesting region is represented by the rectangular box. Right: enlargement of the rectangular box. The curve r= ρθ(ϑ)
(θ = 0.15) splits the box into two subregions: Failure (cyan) and Success (white and yellow). The two lines r = ϑ and r = ϑ/3
further split Region of Success into three subregions, I, II and III, where the leading terms of qideal(ϑ, r, p) in (6.1) are shown.
In the yellow region, it is not only possible to have successful classifications, but is also possible to separate useful features
from useless ones.
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N . This has been studied in [41], Figure 4, Sun [110],
Blomberg [14] and [104]. In principle, for finiteN , we
would not experience “perfectly sharp” phase tran-
sition as visualized in Figures 10 and 11. However,
numeric studies reveal that, for reasonably large N ,
the transition zone between the region where infer-
ence can be rather satisfactory and the region where
inference is nearly impossible is comparably narrow,
increasingly so as N increases. Sun [110] used such
ideas to study a GWAS on Parkinson’s disease, and
argued that standard designs for GWAS are ineffi-
cient in many cases. Xie [121] and Wu [119] used the
phase diagram as a framework for sample size and
power calculations.
6.2 Phase Diagram for FDR-Controlling
Methods
Continuing the discussion in Section 3.4, we in-
vestigate the optimal FDR control parameter q in
the rare/weak setting. Suppose we select features
by applying Benjamini–Hochberg’s FDR-controlling
method to the ARW. The “ideal” FDR control pa-
rameter qideal(ϑ, r, p) is the feature-FDR associated
with tidealp (i.e., we have a discovery if and only if
the feature Z-score exceeds tidealp in magnitude). In
Donoho and Jin [41], it is shown that, as p→∞,
qideal(ϑ, r, p)
(6.1)
=


o(1), r > ϑ,
ϑ− r
2r
+ o(1), ϑ/3< r < ϑ,
1− o(1), ρθ(ϑ)< r < ϑ/3,
which gives an interesting 3-phase structure: see Re-
gions I, II, III in Figure 11. Somewhat surprisingly,
the optimal FDR is very close to 1 in one of the three
phases (i.e., Region III); in this phase, to obtain op-
timal classification behavior, we set the feature se-
lection threshold very low so that we include most of
the useful features; but when we do this, we neces-
sarily include many useless features, which dominate
in numbers among all selected features. Similar com-
ments apply when replacing Benjamini–Hochberg’s
FDR control by the local FDR (Lfdr) approach of
Efron [44]; see [41] for details.
6.3 Phase Diagrams in Other Rare/Weak
Settings
Phase diagrams offer a new criterion for measur-
ing performance in multiple testing in the rare/weak
effects model.
This framework is useful in many other settings.
Consider a linear regression model Y = Xβ + z,
z ∼ N(0, In), where X = Xn,p and p ≥ n. The sig-
nals in the coefficient vector β are rare and weak,
and the goal is variable selection (different from that
in Section 2.10). In a series of papers [52, 74, 82, 85],
we use the Hamming error as the loss function for
variable selection and study phase diagrams in set-
tings where the matrices X get increasingly “bad” so
the problem get increasingly harder. These studies
propose several new variable selection procedures,
including UPS [74], Graphlet Screening [82] and
CASE [85]. The study is closely related to [38] on
Compressed Sensing.
References [80, 81] present ARW phase diagrams
for sparse spectral clustering, and [48] presents
phase diagrams for computer privacy and confiden-
tiality.
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