A signal-subspace method is derived for the localization and imaging of unknown scatterers using intensityonly wave field data (lacking field phase information). The method is an extension of the time-reversal multiple-signal-classification imaging approach to intensity-only data. Of importance, the derived methodology works within exact scattering theory including multiple scattering.
INTRODUCTION
A computational approach is proposed for wave field intensity-only localization and imaging of unknown scatterers that are embedded in a known homogeneous background medium (as schematically illustrated in Fig. 1 ). It is assumed that the field data are the intensities of the scattered fields gathered at a receiver aperture or array corresponding to a set of different incident fields that in turn correspond to different illumination aperture or array excitations or "experiments" that we label t =1,2, . . . ,T. The problem under study is the estimation (via imaging, e.g.) of the unknown support of the scatterers from the data. Particular attention is given to the special case of M pointlike scatterers whose dimensions are small relative to the probing wavelength(s) and whose internal structure is ignored so that the unknown support is the set of scatterer positions X m , m =1,2, . . . ,M, but the key ingredients for generalization to extended scatterers whose spatial structure (shape) one wishes to estimate are also developed.
Potential applications that motivate the present research include the localization and imaging of scatterers from intensity-only (phaseless) scattering data for lidar, medical imaging, nondestructive testing of nanomaterials and devices, rough-surface profiling, biological or industrial localization and imaging of pinholes or masks in an opaque screen or, complementarily, of inhomogeneities or impurities in a transparent film, and so on. Motivation is also provided by a number of recent papers [1] [2] [3] [4] [5] elucidating the information content of scatterers that is contained in intensity-only (phaseless) scattered field data, along with the associated algorithmic developments, and by earlier work in the general areas of diffraction tomography [6] [7] [8] and inverse scattering [9] [10] [11] [12] [13] using phaseless field data. Our results complement these and related efforts in intensity-only imaging via a different-signalsubspace point of view. The idea is that despite the lack of field phase information, it is still possible, under certain conditions, to extract the scatterers' information and, in particular, to arrive at suitable reconstructions from intensity-only data.
The inverse scattering problem with full amplitude and phase field data is generally nonlinear. Approximations such as that of Born that make the problem linear are applicable only to certain classes of scatterer (e.g., weak scatterers), but more generally the mapping from the scattering potential to the scattered field data is nonlinear as a result of multiple scattering interactions within the object. A number of iterative optimization approaches have been investigated from time to time to address this nonlinear inverse problem. Yet the search for noniterative schemes for real-time, on-line inversion is of great importance, e.g., in biomedical applications. Also important is the need to better characterize the problem from a theoretical point of view, which requires a formally tractable approach to the problem.
These considerations motivate the modern emphasis of inverse scattering under a more confined, better controlled scope, such as that of reconstructing the scatterers' support only. In particular, one of the most fruitful areas of modern inverse scattering study is the shape reconstruction or inverse support problem, which is a nonlinear problem tractable under certain conditions via quasi-linearizing approaches. Less restrictive versions of the problem, such as the inversion of both scatterers' support and scattering potential profile within that support, for special-e.g., piecewise constant scattering potentials-have also been investigated. Of particular interest are noniterative, sampling approaches, sometimes termed "qualitative methods," that include the linear sampling method, the factorization method, the pointsource and singular-source methods, the time-reversal multiple signal classification (MUSIC) method [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , and so on (see [24, 25] for overviews and references). Of importance, most of these qualitative methods, because of their restricted scope, work within exact scattering theory, including multiple scattering.
Research in this area has emphasized full amplitude and phase data, and thus one naturally wonders whether similar methodologies can be derived also for the intensity-only data case. The present research builds on this particular approach to the problem, and thus our goal is to derive sampling approaches applicable to intensity-only field data. Like their full-phase-information counterparts [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , the derived new sampling approaches may find their way into applications where the scatterer's shape is of interest, such as certain lidar, biomedical, and nondestructive testing applications. To the best of our knowledge, this particular methodology that may open complementary new avenues in intensity-only imaging has not been established before.
Thus the focus of this paper is the reconstruction of scatterer shapes via sampling imaging methodologies applicable within exact scattering theory, which in the point-target case reduces to target localization. This restricted framework can be seen both as a precursor to subsequent full inverse scattering reconstruction within the thus estimated scatterer's support and as a method that highlights field information about the scatterer's support for applications where the scatterer's shape is of interest.
In the case of full amplitude and phase data, the mapping from the sources induced in the scatterers to the data is linear. This is, in fact, the key behind many of the aforementioned sampling methods (see [23] for an overview of this aspect). But under the more limited intensityonly data, the mapping from the sources induced in the scatterers to the data is nonlinear. In other words, in this case one must cope with an additional nonlinearity, i.e., the mapping from the scattered field to the data (the scattered field intensity measured by the receiver aperture) is quadratic; hence the total mapping from the induced sources to the data is nonlinear. Yet we show next that by considering not the induced sources but instead another source function that still carries the information about the scatterer's support, the associated mapping becomes (artificially) linearized so that well-known signal subspace approaches for target localization and imaging become readily applicable. In particular, we develop a signal-subspace-based generalization of the so-called time-reversal MUSIC method [14] [15] [16] [17] [18] for localization and imaging of scatterers that, unlike previous work in this area, employs intensity-only field data, i.e., without involving field phase information. Of importance, the derived results apply within exact scattering theory; in particular, they do not involve linearizing approximations (e.g., Born approximation) of the mapping from the pertinent scattering potential (which depends on the material properties of the scatterers) to the field data.
It is important to point out that time-reversal MUSIC is conceptually similar to the standard MUSIC of statistical signal processing [26, 27] , as is detailed in [15] . But time-reversal MUSIC uses a pseudo-covariance matrix in place of the true covariance matrix of the original MUSIC approach. Yet time-reversal MUSIC is referred to simply as MUSIC in a number of papers in the target localization and shape reconstruction disciplines [19] . In what follows we adopt this simpler terminology with the understanding that by "MUSIC" we refer to the method developed in the aforementioned papers [14] [15] [16] [17] [18] and in some of the references therein and more recent papers [28] including the extended scatterer version of the theory [19] [20] [21] [22] [23] .
The remainder of the paper is organized as follows. Section 2 addresses the relevant forward-scattering mapping. Section 3 presents the proposed intensity-only signal-subspace-based imaging theory (an "intensity-only MUSIC") for pointlike scatterers or inhomogeneities. A generalization for extended scatterers is outlined in Section 4 that is based on approximations in essentially finite-dimensional spaces of the governing forward mapping. Unlike the pointlike scatterer framework that enables a rigorous treatment, the extended-scatterer formulation relies on approximations. In Section 5 the proposed methodology for intensity-only signal-subspace-based localization and imaging is illustrated numerically for both the exact pointlike scatterer case and the approximateextended-scatterer case. Conclusions are given in Section 6.
FORWARD RELATIONS
For simplicity of presentation the pertinent developments are given in the framework of the scalar Helmholtz equation that applies to the frequency domain description of scalar fields, but the theory can be readily extended to the full-vector electromagnetic case along obvious lines. To facilitate the discussion of the results, they are presented for homogeneous background media; yet the derived inversion methodology relies mainly on known background Green functions; hence it can be applied to more general nonhomogeneous media as long as the Green function of the background propagating medium is known.
Thus, we consider a homogeneous background medium wherein wave radiation is governed, for scalar sources and fields t and t inc , respectively, by the scalar Helmholtz equation
where r R 3 denotes position, the frequency ͑͒ dependence has been suppressed, and k = / c (where c is the speed of light in the medium) is the free-space wavenumber of the field at the relevant angular oscillation frequency . The fields t inc correspond to the incident fields of the treatment to follow. The label t is employed to denote the tth transmit-plus-receive experiment. It is henceforth assumed that the probing sources t correspond to an illumination array of N T radiating point sources located at positions Y n , n =1,2, . . . ,N T and having excita- tion strengths ␣ n,t , t =1,2, . . . ,T; n =1,2, . . . ,N T , so that they are of the form
where ␦ is Dirac's delta function. The fields t inc they generate (the incident fields) are of the form
where G denotes the Green function for the Helmholtz operator in Eq. (1) obeying ٌ͑ 2 + k 2 ͒G͑r , rЈ͒ =−␦͑r − rЈ͒ and Sommerfeld's radiation condition, in particular:
In the presence of the scatterers the total field t , which is given by the sum of the incident and the scattered field t inc and t s , respectively-i.e., t = t inc + t s -obeys
where the scattering potential function V͑r͒ = k 2 − K 2 ͑r͒, where in turn K͑r͒ is the space-dependent wavenumber of the field in the total (background plus scatterers) medium.
It now follows from Eqs. (1) and (5) 
͑6͒
where Q t represents the source induced over the scatterer due to excitation with probing field t inc , and I D ͑r͒ is a masking or indicator function whose value is defined as I D ͑r͒ =1 if r D and I D ͑r͒ = 0 otherwise. Now, the induced source Q t in these developments is given within exact scattering theory (including multiple scattering) by [29] [30] [31] 
where I is the identity operator and the linear mapping GV is defined by
It follows from Eq. (6) that the intensity I t ͑r͒ of the scattered field t s ͑r͒ is given by
where the kernel An alternative and insightful form of Eq. (9) is found by noting that expressions (10) and (11) 
͑12͒
where R and I denote the real and imaginary parts, respectively, while ͑xЈ , yЈ , zЈ͒ and ͑xЉ , yЉ , zЉ͒ are the Cartesian coordinate representations of rЈ and rЉ, respectively. It is convenient to further compress Eq. (12) by noting that R͓H͑r ; rЈ , rЈ͔͒ = H͑r ; rЈ , rЈ͒ and R͓Q t ͑rЈ , rЈ͔͒ = Q t ͑rЈ , rЈ͒ [these results follow from the facts H͑r ; rЈ , rЉ͒ = H * ͑r ; rЉ , rЈ͒ and Q t ͑rЈ , rЉ͒ = Q * ͑rЉ , rЈ͒ noted earlier] so that by introducing H ͑r;rЈ,rЉ,j͒ = ͭ R͓H͑r;rЈ,rЉ͔͒ j = 1
I͓H͑r;rЈ,rЉ͔͒ j = 2 ͑13͒
and
Eq. (12) can be expressed as
drЉH ͑r;rЈ,rЉ,1͒Q t ͑rЈ,rЉ,1͒
which is more eloquent than Eq. (12) in the language of signal-subspace methods, as will become clear later.
Our focus in this work is the inverse or imaging aspect. Specifically, a MUSIC-like signal-subspace-based imaging method is sought for the estimation of the unknown scatterer support D from knowledge of the scattered intensity I t due to a number of transmit experiments or sources t , t =1,2, . . . ,T and measured at a number of receiver points Z n , n =1,2, . . . ,N R , which corresponds to a total of TN R measured field intensities I t ͑Z n ͒, t =1,2, . . . ,T; n =1,2, . . . ,N R . For each t, one then measures the N R ϫ 1 intensity vector
At this point, it is formally convenient to introduce the linear mapping P : X→Y, where X is the Hilbert space of square-integrable real-valued source functions Q t of ͑rЈ , rЉ , j͒ R 6 ͕1,2͖, where denotes the Cartesian product-whose support in R 6 ͕1,2͖ is D D ͕1,2͖ (for a schematization of the support D D in R 6 refer to Fig.  2 )-and for which we define the weighted inner product
where the weighting function
and where Y is the data space of real-valued N R -tuples to which we assign the inner product defined by
͑19͒
According to Eqs. (15), (16) , and (18) this linear mapping is defined such that
Having arrived at this formality, we wish to divide for pedagogical reasons the following discussion into two cases, namely, a general case to be handled approximately, and a particular case that can be solved exactly:
1. General case of an extended scatterer of support D. This case will be discussed using well-known properties of the singular-value decomposition (SVD) of the compact linear mapping P defined in Eq. (20) that will facilitate approximations leading to the approximate imaging of the sought-after scatterer from intensity-only data. The proposed imaging is outlined in Section 4 and accounts for a new support inversion or shape reconstruction method with intensity-only data.
2. Special case of a total scatterer composed of a collection of small scatterers which for the given wavelength can be modelled as point targets so that the sought-after support is of the form D = ͕X 1 , X 2 , . . . ,X M ͖ where X m , m =1,2, . . . ,M are the target locations. This case will be considered without approximations in the next section, and, in particular, conditions enabling perfect localization of the targets in the absence of noise will be given. The effect of noise in the data will be considered numerically in section 5.
The key forward relation for the remainder of the paper is Eq. (20) . For the special case of M point scatterers at positions X m , m =1,2, . . . ,M this result can be readily seen to take the particular form
where n =1,2, . . . ,N R . Section 3 investigates intensityonly signal-subspace-based localization of the M point scatterers under the signal model of Eq. (21).
INTENSITY-ONLY SIGNAL-SUBSPACE-BASED IMAGING OF POINTLIKE SCATTERERS
Consider the N R ϫ 1 propagator vectors U ͑R,RЈ͒ and V
͑R,RЈ͒
defined by 
͑22͒
Using Eqs. (10), (13) , and (22) one finds that Eq. (21) can be expressed as
where without loss of generality we have included the case m = mЈ in the second summation since V ͑X m ,X m ͒ =0. This expression points up that the data vectors I t , t =1,2, . . . ,T lie in (and that P maps into) the signal space
where X m , m =1,2, . . .M are the sought-after scatterer positions. Assuming a number of photodetectors N R Ͼ M 2 , this space can be shown from the results and methodology in [28, 32] to be of dimensionality M 2 under mild conditions. Thus if one carries out sufficiently many experiments (T is sufficiently large) as to let the data vectors fully span the signal space or range of the linear map P, then the rank of the N R ϫ T data matrix ͓I 1 I 2 . . .I T ͔ is M 2 (under low additive noise this becomes an "effective", or numerical, rank). Furthermore, the SVD of the data matrix will reveal signal subspace vectors W p , p =1,2, . . . ,M 2 having nonzero singular values p and defining the range of the mapping P or the signal subspace S y = Span͑W p , p Յ M 2 ͒. Similarly, the SVD of the data matrix will reveal noise subspace vectors
This information, that is, the signal subspace data vectors W p , p Յ M 2 and the complementary noise subspace vectors W p , p Ͼ M 2 that can be deduced from the measured data, is the basis for the localization method given next. Thus, once the data are gathered and the signal subspace and noise subspace vectors have been determined from the data, one can obtain images of the scatterers pinpointing their locations by plotting the following pseudospectra versus position in a given region of search or of interest where the targets are being sought.
Two variants of the approach are possible. One is computationally intensive and requires exhaustive search in six-dimensional space R 6 , which can be implemented numerically using genetic algorithms [28] . The other approach is much less intensive and requires search in three-dimensional space R 3 .
The computationally intensive version is as follows. Since 
peaks to infinity for the correct test two-point selections ͑R , RЈ͒ ͕͑X m , X m Ј ͒ , m =1,2, . . . ,M ; mЈ =1,2, . . .M͖ and has finite value for noncorrect two-point selections, which provides the basis for the proposed scatterer localization methodology. Thus, for imaging, one can plot, the projected pseudospectrum versus R:
where max R Ј ͓A͑R , RЈ͔͒, which is a function of R only, is computed by fixing the given R and taking the maximum value of the resulting quantity A͑R , RЈ͒ over all values of RЈ, and which will have large values for test points in and near the correct two-point selections corresponding to the correct scatterer positions.
The noncomputationally intensive version of the method uses Eq. (24) only for R = RЈ. This reduces the dimensionality of the search space from six to three. In particular, the respective pseudospectrum is A͑R , R͒ (refer to Fig. 3 ). The image of the scatterer is obtained by plotting this pseudospectrum versus R, which will reveal peaks for the correct selections R = X m , m =1,2, . . . ,M. 
INTENSITY-ONLY SIGNAL-SUBSPACE-BASED IMAGING OF EXTENDED SCATTERERS
The following method for extended scatterers whose structure or shape one wishes to estimate is based on signal subspace concepts and, in particular, relies on the SVD of the linear mapping P defined by Eq. (20) , which is of the form [33] 
where The approximations in question provide a quasi-signal subspace of nonsmall singular values as well as a complementary quasi-noise subspace of very small singular values that one can handle numerically in a way similar to the true null or noise subspace of the respective pointlike scatterer theory. The question of selecting an optimal cutoff for the singular value index separating quasi-signal versus quasi-noise subspaces is a topic that belongs to regularization theory and to the approximation of compact operators in essentially finite dimensional spaces (see [21, [34] [35] [36] [37] ; see also the discussion on number of degrees of freedom of linear operators and on the related selection of the signal-versus-noise cutoff in [23] and the recent account on -approximation of compact linear mappings for time-reversal MUSIC imaging of extended targets in [38] ).
In the computer simulations associated with this work we successfully implemented the basic approach of estimating the cutoff from the "knee" of the singular value spectrum as given in log-scale. As addressed in a previous paper [23] on the associated "with phase" time-reversal MUSIC imaging of extended targets, this method is approximately equivalent in practice to the standard L-curve-based approach of ill-posed inverse problems [33] , which in the present imaging context takes two forms, a priori and a posteriori L curves as detailed in [23] (pp. [1977] [1978] [1979] .
In particular, it is possible that, for sufficiently large N R , a certain saturation can be reached so the singular values p decay exponentially fast for some p Ͼ L, so that
where L Ͻ N R is the effective number of degrees of freedom or dimensions of the field data [34, 35] . This situation is well known [33, 36] , e.g., it is standard in the theory of compact linear mappings, and is the basis for the ill-posedness of the inverse problem. The condition L Ͻ N R is also the basis for the MUSIC-like imaging approach that follows, which is formalized by introducing Most of the information about the scatterer that can be reliably extracted from the available data is contained in the L-dimensional signal subspace S y ; in fact, essentially all the data lie in this subspace, thereby having almost zero projection to the respective ͑N R − L͒-dimensional orthogonal complement S y Ќ . If a method can be thought of to deduce from the data this signal subspace S y , and along with it, its associated (and nonempty) complement S y Ќ -both of which according to the definition of the mapping P [Eqs. (10) , (18) , and (20)] must depend only on the known Green function G and the unknown support D, thereby being completely independent of the details of the material structure of the scatterer (e.g., interior index of refraction)-then an approach similar to MUSIC can be used for the determination of the scatterer support that is applicable under mild conditions to spatially extended objects.
In this context we rewrite Eqs. (20) and (26) as
where we have approximated P by a truncation of its singular system representation Eq. (26) so as to include only the respective "principal components" of the data. We see from relation (27) that for any experiment ͑t͒, the scattered field intensity vector I t can be approximated as a signal in the signal subspace S y ϵ Span͑W p , p Յ L͒. Then, for sufficiently large number T of experiments, the subspace of Y spanned by the measured intensities I t ͓t =1,2, . . . ,T , i.e., Span͑I t , t =1,2, . . . ,T͔͒, essentially coincides with the M-dimensional signal subspace S y , thereby also revealing the associated ͑N R − L͒-dimensional orthogonal complement or null subspace S y Ќ . From this one can deduce, if this complement is nonempty, i.e., if L Ͻ N R , the scatterer support via the following MUSIC-like procedure. In particular, after one gathers the data vectors I t , t =1,2, . . . ,T, one can arrange them as the N R ϫ T data matrix ͓I 1 I 2¯IT ͔ and deduce (via standard SVD or principal component analysis of this data matrix) the effective rank L, the principal or signal subspace data vectors W p , p Յ L, and the noise subspace vectors W p , p Ͼ L. Finally, one can obtain images of the scatterer based on the pseudospectra discussed next. Again, we emphasize that unlike the pointlike scatterer theory, where there can be true signal and null subspaces under the conditions stated in the previous analysis, in the present extended-target case whenever we refer to signal and noise subspaces what is meant is quasi-signal and quasi-noise subspaces determined by a practical selection of a cutoff singular value index that can be done, e.g., from estimation of the knee in the log-scale singularvalue spectrum of the data matrix or by the L-curve methods in [23] .
As in the case of pointlike scatterer inversion, two variants of the method are possible. One is computationally intensive and requires exhaustive search in sixdimensional space R 6 . The other approach is much less intensive, requiring search in three-dimensional space R 3 .
The computationally intensive version is as follows. Returning to relations (10), (13) , (18) , and (20) 
D D. For imaging, one can plot the projected pseudospectrum
versus RЈ that will have high values in and around the sought-after scatterer support D. This completes the approach to highlight the sought-after scatterer support D presumably with good results under low noise. The less intensive method uses Eq. (28) only for R = RЈ, which reduces the dimensionality of the search space from six to three, in particular, the respective pseudospectrum is A͑R , R͒ (refer to Fig. 3 ). The image of the scatterer is obtained by plotting this pseudospectrum versus R.
COMPUTER ILLUSTRATIONS
To illustrate, we consider next the basic problem of interrogation in three-dimensional free space of two pointlike scatterers ͑M =2͒ by a square array of 11ϫ 11= 121 onewavelength-separated point transmitters (point sources) and receivers (photodetectors) (thus N T = 121 and N R = 121). The geometry of the problem is shown in Fig. 4 where all dimensions are given in the scale of the wavelength =2 / k. The background Green function G͑r , rЈ͒ is then given by Eq. (4) where k =2 / , and in the simulations we take the wavelength = 1. The familiar FoldyLax multiple-scattering model [e.g., [39] , Eqs. (7) and (8); [40] , Eqs. (3.7) and (3.8); [41] , pp. 246-248; [42] , pp. 376-382; [43] , Eqs. (14-7a) and (14-7b); [44] , Eqs. 1 and 2; [18] , Eq. 2] is adopted in carrying out the associated forwardscattering computations so as to simulate multiple scattering between the scatterers.
For the experiments, we set the target scattering strengths 1 = 2 = 1. Thus we take V͑r͒ = 1 ␦͑r − X 1 ͒ + 2 ␦͑r − X 2 ͒, and the goal is to deduce the unknown point scatterers' positions X 1 and X 2 from intensity-only scattered field data as gathered by transmit-plus-receive experiments based on the array. The adopted configuration is meant to simulate a so-called limited-view configuration, wherein the sources for interrogation and the receivers for measurement are confined to a given limited-view region that does not fully enclose the scatterers.
As transmit experiments, we select a given point source as transmit experiment, thus a total of 121 transmit experiments are implemented, and for each experiment we gather the scattered-field-intensity vector as seen at the receiving aperture [it is thus assumed that the incident fields can be filtered out, e.g., by time gating, the use of Mach-Zehnder interferometry to separate incident and scattered fields, or other approaches (e.g., [9, 10] ), so that we can obtain the scattered-field-intensity vector as data for the algorithms].
As shown in Fig. 4 , in our first set of simulation experiments we set the point scatterers at positions X 1 = ͑X 1 , Y 1 , Z 1 ͒ = ͑2,5,0͒ and X 2 = ͑X 2 , Y 2 , Z 2 ͒ = ͑8,5,0͒, while the probing aperture is located at the plane defined by Z = 15, so that the target separation is 6 while the separation between the target and aperture planes is 15. For this particular geometry, we explore both the computationally intensive and the noncomputationally intensive versions of the method discussed in Eqs. (24) and (25) . The following results illustrate, for this example, the imaging via Eqs. (24) and (25) of the scatterers under noisefree conditions as well as under 20 dB signal-to-noise ratio (SNR) determined as in [23] . Comparative results shedding light on the resolution ability of the intensityand-phase versus the intensity-only cases, where the latter involves the two variants (intensive versus nonintensive), are also discussed.
In the first set of simulations, noise-free data were used to estimate the scatterer positions X m , m =1,2 with encouraging results. Figure 5 illustrates the respective pseudospectrum image A͑R , R͒ for R = ͑X , Y , Z =0͒ as defined by Eq. (24) (in the noncomputationally intensive variant so that R = RЈ). The singular-value spectrum of the data matrix associated with the simulation in Fig. 5 is shown in Fig. 6(a) . In this spectrum, the values of the first four singular values (arranged as a nonincreasing sequence so that 1 Ն 2 Ն 3¯) are clearly much higher than the rest, corresponding to indices Ͼ4. Thus it is natural to interpret the first four singular values (and their singular functions) as corresponding to the signal subspace S y arising in the theory, and to associate the remaining singular values (and their singular functions) with the orthogonal complement or noise subspace S y Ќ . This behavior is to be expected from our theoretical development (Section 3), which shows that the dimensionality of the signal subspace for point targets is M 2 where M is the number of targets. In particular, in the present case, M = 2 so that the signal subspace has dimensionality M 2 = 4, which is what one gathers from the spectrum in Fig.  6 (a) that reveals only four dominant singular values.
The other singular values are theoretically zero in the absence of noise. Their very small (almost zero) values in Fig. 6(a) are only the result of the numerical nature of the calculations, which gives rise to numerical roundoff and other minor errors and are manifested as numerical "noise", as is well known. Therefore, we conclude that the dimensionality of the signal subspace is M 2 = 4, in agreement with our analysis in Section 3.
Next, Fig. 7 shows the respective pseudospectrum image under "single-snapshot" 20 dB SNR additive white Gaussian noise. Slices of the respective pseudospectrum A͑R , R͒, where R = ͑X , Y , Z͒ for this 20 dB SNR case with different values of Z are shown in Fig. 8 , where clearly the plot for the correct target plane ͑Z =0͒ exhibits the highest values of the pseudospectrum as well as the sharpest resolution, as expected. The corresponding singular value spectrum under 20 dB SNR is shown in Fig.  6(b) . By comparing the spectra in Figs. 6(a) and 6(b) , the most salient change from the noiseless condition [ Fig.  6(a) ] to the 20 dB SNR case [ Fig. 6(b) ] is in the level of the singular values that belong to the noise subspace (hence the terminology "noise subspace").
Figures 7 and 8 thus show that, for the 20 dB SNR noise level, the pseudospectrum peaks at the correct scatterer positions, as desired. Nevertheless, it was also noted that as the scatterers' distance diminishes, the resolution ability of the noncomputationally intensive pseudospectrum also diminishes, and that, in particular, there appears to be an approximate critical distance, for a given noise level, at which spurious peaks of the pseudospectrum begin to seriously limit the scatterer location estimation accuracy of this imaging procedure.
To explore comparatively the change in resolution versus noise level for the given remote sensing system and scatterers, we developed plots of the respective resolution versus SNR for three different methods: (a) the noncomputationally intensive intensity-only MUSIC method of this paper, (b) the computationally intensive intensityonly signal-subspace-based method of this paper, and (c) the time-reversal MUSIC method in [14] [15] [16] [17] [18] under the assumption that one can measure both intensity and phase. The scatterers' positions for these experiments were
, where ⌬ is the target separation (in units). The probing aperture was maintained as in Fig. 4 for the methods applied in (a) and (b). For the method in (c) the probing aperture was reduced to 36 receivers and 36 transmitters.
The results are given in Fig. 9 . One notes that, for all the imaging methods considered, the resolution improves exponentially as SNR increases. Of importance, and as expected, the computationally intensive intensity-only method outperforms the corresponding nonintensive method, while the imaging approach using both intensity and phase information clearly outperforms the intensityonly approaches even though the number of receivers and transmitters was reduced to about 30% in this last method. Clearly the resolution of the intensity-only methods in (a) and (b) is severely affected by the lack of phase information. Yet, for both methods there is a critical SNR value above which the resolution is subwavelength, and both methods enable perfect reconstruction in the absence of noise, as desired. Figure 10 illustrates the pseudospectrum image for another simulation experiment aimed at addressing the smaller target separation of 3. In particular, in this experiment we selected the scatterers' positions of
while maintaining the setup in Fig. 4 . In particular, the probing aperture was kept as in Fig. 4 at the plane defined by Z = 15, and 1 = 2 = 1. Figure 10 shows slices of the noncomputationally intensive pseudospectrum under 24 dB SNR. The plot shows the pseudospectrum A͓R = ͑X , Y , Z͒ , R͔ for different values of Z. It is seen that the Fig. 4 . Geometry for the first set of pointlike scatterer simulations.
scatterer locations are sharply resolved for the correct target plane ͑Z =0͒, as desired.
Next we illustrate in Fig. 11 far-field imaging of the two scatterers by the computationally intensive signalsubspace-based method. It is important to note that-as is easy to show by using the far-field approximation G͑r ϵ rr , rЈ͒Ӎexp͑ikr − ikr · rЈ͒ /4r in the theory in Section 3-in the far-field case only the intensive version of the scatterer localization methodology derived in the paper applies. In particular, in the far field, the nonintensive method does not apply, and only the intensive form remains applicable.
The following results correspond to the geometry in found to be very sensitive to mild noise levels in this particular example, which is not surprising since one should expect the associated combination of both limited-view and far-field factors to seriously limit the intrinsic resolution ability.
We have performed further simulations aimed at illustrating intensity-only imaging of more than two point targets. Two such examples, for four and six scatterers, are briefly discussed next. We consider first imaging of four unit-scattering-strength scatterers ( m =1, m =1,2,3,4) located at positions X 1 = ͑X 1 , Y 1 , Z 1 ͒ = ͑5,2,1͒, that is, the plane where
, which corresponds to the plane where Z = 0. Thus this configuration corresponds to one target located at the plane Z = 1 with three additional targets located at plane Z =0. The probing aperture is located at the plane Z =15 as in Fig. 4 . Figure 12 illustrates the slices of the respective pseudospectrum image under 50 dB SNR for different values of Z. We can observe clearly that the sharpest and highest-valued images showing the correct scatterer positions correspond to the planes Z = 1 and Z = 0, as expected. The corresponding singular values are plotted in Fig.  13(b) . Furthermore, the singular values of the noiseless condition have been plotted for comparison in Fig. 13(a) . In this case M = 4 so that, theoretically, the dimensionality of the signal subspace is expected to be M 2 = 16. The noiseless singular-value spectrum in Fig. 13(a) highlights the first 16 singular values as being of much larger magnitude than the rest (corresponding to the associated noise subspace). In Fig. 13(b) , due to the added noise, the 16th singular value is clearly closer to the 17th singular value.
The singular values whose values have changed more notably from Fig. 13(a) to Fig. 13(b) are the ones for index Ն17 (the noise subspace). It thus appears that, within computational error, these plots exhibit the behavior expected from the theory for point targets derived in Section 3.
Consider next six unit-scattering-strength targets located at positions
, and X 6 = ͑X 6 , Y 6 , Z 6 ͒ = ͑5,7,0͒, so that this configuration corresponds to three targets at plane Z = 1 with three addi- tional targets at plane Z = 0. Again, the probing aperture is located at the plane where Z = 15 as in Fig. 4 . Figure 14 shows the slices of the respective pseudospectrum image under 50 dB SNR for different values of Z. The planes Z = 1 and Z = 0 exhibit the sharpest resolution and highest values of the pseudospectrum, thereby correctly revealing the scatterer positions. The corresponding singular values are plotted in Fig. 15(b) along with the respective singular-value spectrum under noiseless conditions in Fig. 15(a) . Once again, one notes that in this case, for Fig. 9 . Minimum target separability (resolution) versus SNR of intensity-and-phase versus intensity-only data conditions, where the latter involves the two variants (intensive and non-intensive). The upper curve corresponds to the case of intensity-only imaging via the noncomputationally intensive signal-subspace-based method of this paper. The middle curve corresponds to the case of intensity-only imaging via the computationally intensive signal-subspace-based method of this paper. As expected, the computationally intensive version of the method outperforms its nonintensive counterpart. Finally, the lower curve corresponds to the case of time-reversal MUSIC imaging using both amplitude and phase data. As expected, it clearly performs better than the approaches based on intensity-only data. which M = 6, the dimensionality of the signal subspace appears to be M 2 = 36, in agreement with the derived imaging theory for point targets.
We conclude this section with a canonical example illustrating the approximate intensity-only signalsubspace-based imaging for nonpointlike scatterers having further spatial structure (shape), as discussed in Section 4. The illustrated example consists of imaging at wavelength = 60 of the scatterer shown in Fig. 16 , which has the shape of a square loop and whose scattering potential within this scatterer region is chosen to be unity (corresponding to a pure dielectric object). The simulated data were obtained by the Foldy-Lax multiple scattering model applied to a computational grid that was different from the grid employed later in the inversion to avoid the so-called "inverse crime" (see also [23] for a detailed description of this computational approach).
The idea is to illustrate superresolving imaging capabilities of the derived intensity-only signal-subspacebased imaging. In selecting the approximate signal versus null subspaces from the data matrix, we adopted a methodology analogous to the L curve method, see, e.g., [23, 33] data conditions and in Fig. 18 for 50 dB SNR. The images obtained for the correct target plane of Z = 0 sharply reveal the square-loop scatterer, as desired. In addition, we have incorporated the respective singular-value spectra under noiseless condition [ Fig. 19(a) ] and 50 dB SNR [Fig. 19(b) ]. In these simulations, the cutoff singular-value index has been estimated from the first knee in the log-scale singular-value spectrum of the data matrix. As highlighted in Fig. 19 in the noise-free case, the cutoff corresponds to the 90th singular value, while in the noisy case, the cutoff corresponds to the 26th singular value.
Finally, we wish to mention that during the development of the research reported in this paper we ran several other near-field and far-field examples such as different numbers of pointlike scatterers (between two and eight) being interrogated by both coincident and noncoincident transmit and receive apertures, as well as other extended scatterers such as a basic linear scatterer and a (filled) Fig. 15 . Singular values of the data matrix for the case of six pointlike scatterers under (a) noiseless conditions and (b) 50 dB SNR. Fig. 16 . Imaging array formed by 25ϫ 25= 625 elements and a square-loop scatterer whose shape we wish to deduce from scattered field intensity measurements at the array. square plate target. The cases considered incorporated noiseless conditions as well as distinct values of SNR, and further validated the derived signal-subspace-based theory and methodology for intensity-only imaging established in the paper.
CONCLUSION
We have developed a theory and methodology for intensity-only signal-subspace-based imaging of both small (pointlike) and more general nonpointlike scatterers having spatial structure (shape), that was motivated by optical applications in which field phase information is not available. Clearly the lack of field phase information affects the reconstructions relative to the case where both field amplitude and phase are available. For instance, the method requires a higher minimal number of sensors than the amplitude-and-phase counterpart (as we showed in the theoretical discussion) and is also more sensitive to noise (as we discussed with a canonical two-point-target example in the computer simulations Section 5). But this is the realistic situation in the optical regime wherein re- Fig. 17 . Intensity-only pseudospectrum image for the square-loop scatterer under perfect data conditions. The sharpest image corresponds to the correct target plane of Z = 0, as desired. ceivers (photodetectors) measure only field intensity. Thus the problem is both practically motivated and important, since this limitation must be coped with in practical optical imaging.
The proposed approach is a natural extension of the time-reversal MUSIC method to the intensity-only (nonfield-phase information) regime. It is based on a clever linearization of the problem by the consideration not of the original induced sources (due to the incident excitation fields) but of another source function which still holds information about the scatterer's support. The derived intensity-only signal-subspace-based imaging principle has been illustrated with the aid of canonical numerical examples.
Future directions include further simulations considering realistic conditions (using as reference commercially available digital cameras), detailed Cramér-Rao bound calculations as pertains to the intensity-only conditions, and further comparative analysis relative to the more familiar full-phase information case. Finally, we also plan to examine the possibility of embedding the scatterers in other scatterers which can be known a priori, such as ground planes, metamaterials, or other, to enhance both the intrinsic imaging capabilities and the particular performance of the intensity-only signal-subspace-based imaging method derived in this work. Such helperembedding media can create multiple scattering interaction with the sought-after scatterer, helping to extract evanescent plane-wave spectral components of the scatterer's field, thereby facilitating better-resolved images. We plan to investigate these and related ideas in the future.
