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Bright solitons in a Bose-Einstein condensate contain thousands of identical atoms held together
despite their only weakly attractive contact interactions. Solitons nonetheless behave like a com-
pound object, staying whole in collisions. The effective potential governing their collisions is however
strongly affected by inter-soliton quantum coherence in the many-body wave function. We show
that separate solitons decohere due to phase diffusion, dependent on their effective ambient tem-
perature, after which their initial mean-field relative phases are no longer well defined or relevant
for collisions. In this situation, collisions which occur predominantly repulsively can no longer be
described within mean field theory. When considering the time-scales involved in recent soliton ex-
periments where non-equilibrium phenomena play an important role, these features can consistently
explain the predominantly repulsive collision dynamics observed in most condensate soliton train
experiments.
PACS numbers:
I. INTRODUCTION
Dilute alkali gas Bose-Einstein condensates (BECs)
can usually be well understood using a simplified model
for atomic collisions based on contact interactions and
further employing a product mean-field Ansatz where all
particles reside in the same single particle state to vastly
simplify the quantum many-body physics [1, 2].
Here we explore why the mean-field approach breaks
down in collisions of bright matter-wave solitons [1, 3, 4],
which are self-localized non-linear wave packets contain-
ing thousands of condensate atoms. The inter-atomic in-
teractions can still be described by the simplified model
that allows a comprehensive picture of quantum many-
body collisions between these solitons, which represent
almost continuously sizeable compound objects. We then
show that in such collisions, constituent atom transfer
between two collision partners leads to the creation of a
massively entangled post-collision state.
Bright matter-wave solitons in Bose-Einstein conden-
sates have now been created in a variety of experiments
[4–18], for fundamental studies and applications in inter-
ferometry. In many of these experiments, trains of 3−15
solitons are created at once e.g. [6, 8, 9, 18, 19], so that
subsequently interactions or collisions between solitons
become relevant. In mean-field theory, these should be
akin to collisions of solitons in non-linear optics, which
were well understood earlier [20]. Those results pre-
dict effectively attractive interactions for solitons with
a mean-field relative phase of ϕ = 0 and effectively re-
pulsive interactions for out of phase solitons with ϕ = pi.
Some early doubts were cast on these simple rules by a
set of multi-soliton experiments (MSE), frequently com-
mencing from explosively heated initial states. These
indicated almost exclusively repulsive collisions [6, 8,
9]. However, a more controlled two-soliton experiment
(TSE) shows collisions in apparent agreement with mean
field theory [10, 21]. While the MSE results could imply
a robust creation of relative pi phases between all adja-
cent solitons [22], the creation of such a pattern cannot
be accounted for by theory [23–25]. Rather, studies be-
yond mean field theory reported dramatic modifications
of soliton interactions by quantum effects [23, 26].
Here we extend and consolidate [23, 26], by identify-
ing the two essential physical mechanisms that dynami-
cally invalidate mean field theory. These are firstly phase
diffusion [27] or loss of coherence between colliding soli-
tons, and secondly atom transfer between solitons during
a collision, akin to atom tunnelling in Bosonic-Josephon-
Junction (BJJ) [28]. The resultant picture consistently
explains earlier experimental results.
We find that phase diffusion must lead to fragmenta-
tion of a train of solitons, which consequently exhibits
more repulsive collision trajectories than it would other-
wise. At zero temperature, the time scale for this frag-
mentation may be rather long, of the order of seconds.
However, we show that fragmentation is significantly ac-
celerated by thermal or uncondensed atoms, and thus can
occur on ms time-scales for strongly heated condensates.
This article is organized as follows: In section II, we
first review soliton collisions in mean-field theory and
provide a brief overview of existing experiments on soli-
ton trains and collisions. In section III, we introduce
the employed beyond-mean-field techniques. Using these
techniques, we then first consider the fragmentation of
non-interacting solitons in section IV, and then move
to the interplay of fragmentation and soliton collisions
in section V. This section separately considers collisions
before fragmentation, section V A, after fragmentation,
section V B, the interplay with atom transfer during a
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2collision section V C, see also appendix B. We then move
to a discussion of non-zero temperature and the ramifica-
tions of our results in the context of recent experiments
in section VI. Finally, in section VII, we briefly compare
the methods employed here, before concluding.
II. MEAN-FIELD SOLITON COLLISIONS
Let us first review soliton collisions in mean field the-
ory. We consider a quasi one-dimensional (1D) Bose gas,
tightly trapped in transverse directions, which has the
second quantized Hamiltonian
Hˆ =
∫
dx Ψˆ†(x)
[
− ~
2
2m
∂2
∂x2
]
Ψˆ(x)
+
U0
2
∫
dx Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x), (1)
where the atomic field operator Ψˆ(x) destroys an atom
of mass m at location x and U0 = U3d/(2piσ
2
⊥) is
the effective interaction strength in one-dimension, with
transverse oscillator frequency ω⊥ and length σ⊥ =√
~/(mω⊥), 3D interaction U3d = 4pi~2as/m and scat-
tering length as. The latter is controllable via a Feshbach
resonance and assumed tuned to attractive interactions
as < 0 to enable bright solitons.
In the simplest mean field treatment of (1), atomic
quantum fluctuations are neglected and the field opera-
tor is replaced by the mean field condensate wave func-
tion φ = 〈Ψˆ〉. We can then derive the Gross-Pitaevskii
equation (GPE) for the evolution of this mean-field:
i~
∂
∂t
φ(x, t) =
[
− ~
2
2m
∂2
∂x2
+ U0|φ(x, t)|2
]
φ(x, t). (2)
In 1D and for attractive interactions U0, the GPE has
stationary soliton solutions φ(x, t) = φsol(x) exp [−iµt/~]
with a spatial profile as sketched in Fig. 1
φsol(x) = N sech(x/ξ), (3)
where µ = −mN2solU20 /8/~2 is the chemical potential if
the soliton contains Nsol atoms, ensured by the normal-
isation factor N = √2|µ|/U0. The width of the soliton
is set by the healing length ξ =
√
~2/(2m|µ|). While
the solution (3) is strictly valid for a 1D system only,
it aptly describes bright condensate solitons in realistic
3D experiments as long as the transverse trapping ω⊥ is
sufficiently tight [29] and Nsol remains safely away from
the critical atom number Ncrit for 3D collapse [8]. We
restrict this article to the 1D situation and do not dis-
cuss collapse. None of our results are affected by this, as
justified at the end.
To study soliton collisions, we now move to a mean-
field wave function containing a pair of solitons
φ(x, t) = L(x, t)eik(t)x + eiϕ(t)R(x, t)e−ik(t)x, (4)
-d/2 d/2
x
(x)
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FIG. 1: Sketch of colliding soliton pair with mean field wave
function (4). During the collision, the separation d(t) and
velocity v(t) evolve in time. We also sketch two causes for
the break down of mean field theory: Phase diffusion due to
atom-atom interactions within a soliton χ, and atom transfer
between solitons J , when they are in close proximity.
with left and right soliton shapes L(x, t) = φsol(x +
d(t)/2), R(x, t) = φsol(x − d(t)/2). The two solitons are
thus separated by a distance d. We also allow a wave
number k arising from symmetric soliton motion. The
Ansatz (4) is sketched in Fig. 1. For a simplified descrip-
tion, we can use a time-dependent variational principle
from the Lagrangian based on (1) [20, 22], to derive the
effective kinetic equations of motion
∂2
∂t2
ϕ(t) = 8 exp [−d(t)] sin [ϕ(t)], (5)
∂2
∂t2
d(t) = −8 exp [−d(t)] cos [ϕ(t)], (6)
for the time evolving soliton separation d(t), velocity
v(t) = ~k(t)/m and relative phase ϕ(t), still based on
mean field theory. We write Eq. (6)-(5) for dimension-
less variables with ξ = 1, ~ = 1, m = 1. Clearly for
ϕ(t = 0) = 0 (pi), the relative phase does not evolve. We
further see that a relative phase ϕ = 0 yields attractive
and ϕ = pi repulsive behaviour [20, 22].
We illustrate in Fig. 2 that the effective kinetic equa-
tions (6)-(5) indeed correctly reproduce soliton dynamics
predicted by the GPE (2).
A. Experiments with soliton trains and collisions
While Eq. (6) was largely verified in non-linear op-
tics relatively soon after its prediction [30], it is still not
fully clear to what extent or under which conditions it
describes matter-wave solitons.
Soon after the first creation of single matter-wave soli-
tons [5], experiments began to investigate trains or col-
lections of multiple solitons [6, 8], that appear when the
interactions within a large 1D BEC cloud are suddenly
changed from repulsive to attractive using a Feshbach
resonance. This led to condensate collapse with strong
loss of atoms and heating, with remnant atoms form-
ing a train of solitons. Both experiments saw indirect
3FIG. 2: Review of soliton collisions in mean-field theory
for initial relative phase ϕ of (a) ϕ = 0, (b) ϕ = pi/2, (c)
ϕ = 3pi/2 and (d) ϕ = pi. The color-profile is the atomic
density |φ(x, t)|2 following from (2) for the initial state (4).
Overlaid teal lines are trajectories based on (6).
evidence for dominantly repulsive interactions between
neighbouring solitons in the train: (i) the total remnant
atom number after the collapse was still higher than the
critical atom number Ncrit [31] for further collapse, (ii)
soliton trajectories, within limited experimental resolu-
tion, were typically repulsive, (iii) almost all solitons sur-
vive collisions, which is not the case when interactions are
attractive due to further 3D collapse [32, 33]. A relative
soliton phase of pi between neighbors would explain this
behavior [4, 22, 34] as discussed in section II, but such
a phase pattern should not actually arise, according to
theory [23–25]. A striking counter example are the repul-
sively interacting soliton trains with two and four mem-
bers in [8], for which symmetry requires a phase pi = 0
between the central two solitons.
To address these questions, among others, further ex-
periments were recently performed in the Rice group,
tracking soliton collisions using in situ observation. In
one case, [10], a condensate was split into two pieces,
which were subsequently transformed into solitons in a
fairly controlled but lengthy process, in comparison to
condensate collapse. We refer to Ref. [10] as the two-
soliton experiment (TSE) later. More recently, another
soliton-train was studied resulting from modulational in-
stability [9], in a multi-soliton-experiment (MSE). In con-
trast to earlier MSE [6, 8], a violent initial 3D collapse
of the the entire cloud into essentially one single high
density spike was avoided. The TSE demonstrated that
multiple collisions of one soliton pair can be described by
the GPE or Eq. (6), provided that their relative phase is
in fact inferred indirectly from the first of those collisions.
The MSE in turn, again found necessarily repulsive inter-
actions between all neighboring solitons of trains with up
to 10 (even) members, since their number remained con-
stant despite the fact that attractive interactions should
have resulted in 3D collapse.
In the following we combine earlier indications of be-
yond mean-field effects in soliton collisions [23, 26] to
develop a comprehensive picture that can reconcile all
the experimental results above and additionally suggest
further quantum dynamical effects, such as entanglement
generation, as subject for future experiments.
III. BEYOND MEAN-FIELD THEORIES
As discussed above, there are experimental and theo-
retical indications, that collisions of bright matter wave
solitons may be a case where mean-field theory suffers
a break down. In this section we now briefly summa-
rize three different beyond mean-field models that can
explore this aspect.
A. Two-mode model
One way to go beyond the mean field expression (4),
is with a simple two-mode-model (TMM) for the field
operator
Ψˆ(x) = L(x)aˆ+R(x)bˆ, (7)
where the left and right “soliton mode functions“ L(x) =
L(x)/
√
Nsol and R(x) = R(x)/
√
Nsol are now normalized
to one instead of Nsol but retain the shape of soliton. The
operator aˆ destroys a boson in the left soliton and bˆ does
the same for the right soliton, they act on Fock states
|n,m 〉, where n (m) is the number of atoms in the left
(right) soliton. Thus atomic spatial degrees of freedom
are constrained to residence in either the left or right
soliton mode.
However we allow number fluctuations, and through
these, varying phase relations: In a Fock state |n,m 〉
the relative phase between solitons is undefined, while in
a two mode coherent state
|α, β 〉 = |α 〉 ⊗ |β 〉 (8)
with |α 〉 = e− |α|
2
2
∑∞
n=0
αn√
n!
|n 〉 it is ϕ = arg[α]−arg[β].
The two mode coherent state has an uncertain total atom
number.
Even for fixed total atom number Ntot we can assign a
well defined relative phase between left and right soliton,
using a relative coherent state in the even or odd soliton
pair |Ntot,±〉 ≡ [(aˆ± bˆ)/
√
2]Ntot/
√
Ntot!| 0 〉.
Inserting (7) into (1) and assuming real mode func-
4tions, we obtain the TMM Hamiltonian
Hˆ = ω(aˆ†aˆ+ bˆ†bˆ) +
χ
2
(aˆ†aˆ†aˆaˆ+ bˆ†bˆ†bˆbˆ)
+ J(bˆ†aˆ+ aˆ†bˆ) + U¯(4aˆ†aˆbˆ†bˆ+ aˆ†aˆ†bˆbˆ+ bˆ†bˆ†aˆaˆ)
+ 2J¯(aˆ†aˆ+ bˆ†bˆ− 1)(bˆ†aˆ+ aˆ†bˆ), (9)
with coefficients
ω =
∫
dx L¯(x)
[
− ~
2
2m
∂2
∂x2
]
L¯(x), (10)
χ = U0
∫
dx L¯(x)4 = −mU
2
0Nsol
6~3
, (11)
J =
∫
dx L¯(x)
[
− ~
2
2m
∂2
∂x2
]
R¯(x), (12)
U¯ =
U0
2
∫
dx L¯(x)2R¯(x)2, (13)
J¯ =
U0
2
∫
dx L¯(x)3R¯(x). (14)
The TMM will be useful in section IV to elucidate the
basic physics underlying the predictions of the more in-
volved quantum many-body theories discussed further
below.
For large d, when J, U¯ , J¯ → 0, the TMM can be an-
alytically solved, as shown in section IV. In the more
general case, we numerically solve the time-dependent
Schro¨dinger equation for |Ψ(t) 〉, coupled to Eq. (6) via
d(t). The coefficients J , U¯ , J¯ in Eq. (9) then vary in
time, due to their dependence on the soliton separation
d(t). We used |α, β 〉 as initial-state when comparing
with TWA (see section III C) and |Ntot,±〉 for compar-
isons with MCTDHB (see section III B) .
B. Multi-configurational time-dependent Hartree
for Bosons (MCTDHB)
The TMM is made more sophisticated in MCTDHB
[35] with two orbitals. In essence the latter allows a com-
bination of the mean-field and the two-mode approach.
It allows the bosons to condense into two orbitals, as the
quantum field operator is again expanded as:
Ψˆ(x, t) = φ+(x, t)cˆ(t) + φ−(x, t)dˆ(t). (15)
This includes the Ansatz (7) but importantly now con-
tains two orbitals φ±(x, t) that can self-consistently
evolve in time. Their evolution and that of the Fock
states onto which cˆ, dˆ act is determined from a time-
dependent many-body variational principle [35]. In con-
trast, in the TMM, the time-dependence of L, R is fixed
a priori.
Initially, the orbitals are taken as the symmetric or
anti-symmetric linear combination of the soliton modes
φ±(x, t) = [L¯(x) ± R¯(x)]/
√
2. Depending on the initial
relative phase ϕ between the solitons, either is initially
fully occupied. Since MCTDHB operates with a fixed
total atom number, the corresponding initial state in the
two-mode model is |Ntot,±〉.
We refer to the original article [35] for the equations
of motion, and the extensive literature for details. The
method has proven particularly useful to study scenarios
involving dynamical condensate fragmentation [36–40],
scenarios generating entanglement [41–44] and few-body
dynamics [45]. Here we use the open-MCTDHB package
[46].
C. Truncated Wigner Approximation (TWA)
We finally drop the two-mode constraint, moving to an
(approximate) multi-mode quantum field theory. An ef-
fective approximation technique is the truncated Wigner
framework [47–50], where the quantum many body state
is represented by an ensemble of stochastic trajectories.
In TWA we solve the same equation of motion as for
mean field theory (2), albeit with random noise added to
the initial state
φ(x, 0) = φ0(x) +
∑
`
η`u`(x)√
2 tanh ( `2kBT )
, (16)
with φ0(x) the mean field soliton pair (4). The index `
numbers a plane wave basis u`(x) = e
ik`x/
√V with nor-
malisation volume V, then ` = ~2k2`/(2m). The η` are
complex Gaussian noises with unit variance and corre-
lations η`ηj = 0, η∗` ηj = δ`j and T is the system tem-
perature. Overlines indicate stochastic averages. The
TWA described here is known to give good results for
decoherence phenomena [51, 52] as long as the noise am-
plitude added is dominated by the meanfield [53–56], but
it would usually fail to capture e.g. quantum revivals
[51, 52] such as exhibited by the model (9) at later times.
Quantum correlations are extracted according to
〈Ψˆ†(x′)Ψˆ(x)〉 = φ∗(x′)φ(x)− 1
2
δc(x, x
′), (17)
where δc(x, x
′) =
∑
` u`(x)u
∗
` (x
′) is a restricted basis
commutator [56]. Our TWA calculations and TMM so-
lutions employ the XMDS package [57, 58]. We will later
use TWA for comparison with MCTDHB, simulation of
experiments and for the incorporation of finite tempera-
ture.
D. Coherence and Fragmentation
Within all three many-body models, we are mainly in-
terested in the resultant coherence and fragmentation dy-
namics. To identify the condensate in a quantum-field
setting, we use the Penrose-Onsager criterion [1, 59, 60],
that the largest eigenvalue of the one-body density ma-
trix (OBDM) is the condensate occupation, with OBDM
%(x, x′) = 〈Ψˆ†(x′)Ψˆ(x)〉. (18)
5The eigenvalues λj are then obtained from∫
dx′%(x, x′)χj(x′) = Nλjχj(x′) where χj(x) is the
corresponding single particle orbital and N = 2Nsol. If
two λj are of order unity, the system is called fragmented
[1]. In the TWA the OBDM is given by (17), and in
MCTDHB by %(x, x′) =
∑
kq〈Oˆ†kOˆq〉φ∗k(x′, t)φq(x, t)
[61], using k, q ∈ {+,−} and Oˆ+ = cˆ, Oˆ− = dˆ.
For the TMM, we can ignore the frozen spatial struc-
ture and focus on the mode space OBDM
% =
[〈aˆ†aˆ〉 〈bˆ†aˆ〉
〈aˆ†bˆ〉 〈bˆ†bˆ〉
]
. (19)
We denote the two eigenvalues of % with λ+ (the larger
one) and λ− (the smaller ones), in the following.
IV. SOLITON PAIR FRAGMENTATION DUE
TO PHASE DIFFUSION
We now initially consider the beyond mean-field evolu-
tion of two solitons far separated from each other so that
they can be considered non-interacting. They are initial-
ized as part of one coherent, non-fragmented BEC. We
show in Fig. 3 the eigenvalues of the OBDM predicted
by all three methods discussed above.
It is clear that by the indicated time tfrag eigenval-
ues λ+ and λ− have become comparable and the sys-
tem is thus fragmented. All three methods agree on
this fragmentation time-scale. Quantitative differences
are expected, due to the varying numbers of modes and
constraints on these among the methods. The origin of
0 20 40 60 80
t
0
0.2
0.4
0.6
0.8
1
tfrag
FIG. 3: Fragmentation of far separated BEC solitons. We
show the relative occupation λ of all system orbitals at zero
temperature in TWA (black dotted), MCTDHB (blue dashed)
and two-mode model (blue solid). For MCTDHB and two-
mode model there are only two orbitals by construction, for
TWA two dominate. Initially we have a pure BEC of two
solitons since λ = 1 for one orbital. We call the system frag-
mented after tfrag, when |λ+(tfrag) − λ−(tfrag)| = 0.2 (verti-
cal magenta dot-dashed line). The non-linear parameter, see
Eq. (14), is χ = −6.6 × 10−4. Vertical red-dashed lines are
times for which we plot the Q-function in Fig. 4.
fragmentation is best understood in the TMM. The coef-
ficients J , U¯ , J¯ in (9) depend on the overlap of L¯(x) and
R¯(x) and thus on d. For large soliton separations d, all
these vanish, and only the first line in (9) remains. The
dynamics can then be determined analytically
|Ψ(t) 〉 =
∑
nm
cnm(t)|nm 〉,
cnm(t) = cnm(0)e
−i[E0(n+m)+χ2 (n(n−1)+m(m−1))]t/~,
(20)
where the coefficients cnm(0) are set by the two-mode
coherent initial state (8) with amplitude α, β =
√
Nsol.
From (20) we obtain the eigenvalues of (19) as
λ± =
1± e2Nsol[cos(χt/~)−1]
2
≈ 1± e
−(t/tfrag)2
2
, (21)
where the expression after ≈ is valid for short times. The
fragmentation timescale tfrag = ~/(
√
Nsol|χ|) is corrobo-
rated by the more involved quantum many body methods
TWA and MCTDHB in Fig. 3. For the TWA results in
Fig. 3, we can see the emergence of several additional
significantly occupied orbitals beyond the first two. We
will comment on these in section V.
Note that the Hamiltonian (9) for large d reduces to
Hˆ = χ2 (aˆ
†aˆ†aˆaˆ + bˆ†bˆ†bˆbˆ), after we adjust the zero of
energy such that the term ∼ ω can be ignored. This
just corresponds to two independent non-linear Kerr os-
cillators and the dynamics just discussed thus is Kerr-
squeezing [62–64] or phase diffusion [27]. Phase-diffusion
refers to an initially fixed condensate mean phase becom-
ing ill defined due to diffusion over all angles.
We visualize phase diffusion for the reduced state of
just one (the left) soliton in Fig. 4, using the Husimi Q-
function Q(α) = |〈α |Ψ 〉|/pi that quantifies the overlap
of an arbitrary state |Ψ(t) 〉 with a coherent state |α 〉.
In the space α ∈ C, farther from the origin corresponds
to larger atom number n in the left soliton, and the ar-
gument indicates the soliton phase ϕL. We show Q(α)
at several characteristic snapshots, indicated in Fig. 3 by
vertical red dashed lines. Initially, the state of atom num-
ber within one of the solitons itself is a coherent state,
with a 2D Gaussian as Q-function. It then shears, since
the angular phase evolution due to non-linear interac-
tions scales as ϕL ∼ χn(n − 1)t with the atom number,
and it thus faster for α farther away from the origin.
During this initial period, see e.g. t = 2, the dynamics is
also called Kerr squeezing. At later times, the phase of a
single soliton, and hence even more so the relative phase
between two solitons becomes progressively undefined.
At that stage, there also is complete fragmentation.
We thus have shown that one can associate soliton
train fragmentation, first reported in [26], with conden-
sate phase-diffusion. This is consistent with earlier ob-
servations that the paradigmatic fragmented state, a two
mode Fock state, is indistinguishable from a complete
mixture of relative coherent states with all relative phases
[65].
6FIG. 4: Phase diffusion for the same case as in Fig. 3, at
times indicated there as red-dashed vertical lines. We plot
the Husimi Q-function Q(α) of a single soliton’s internal state
[62], see text. (a) Initially, t = 0, this corresponds to a coher-
ent state. For later times as indicated (b,c,d), the Q-function
shows shearing (Kerr-squeezing) and eventually indicates a
completely undefined soliton phase ϕL.
V. SOLITON COLLISIONS
We now consider the effect of the fragmentation dis-
cussed above on the collisions of condensate solitons.
We distinguish two cases, collisions occuring before frag-
mentation and after fragmentation. To this end ini-
tially un-fragmented solitons separated by a distance
dini are given an initial velocity vini towards each other
such that their expected collision time is approximately
tcoll = |dini/(2vini)|. We show in Fig. 5 and Fig. 6 the
atom density in a colliding soliton pair from MCTDHB
(section III B) as color shade, compared with the collision
trajectory based on the kinetic equation (6) as overlayed
teal line. Since (6) is based on the GPE (2), we are
thus directly comparing mean-field with beyond-mean-
field collisions.
A. Before fragmentation
Let us consider collisions before fragmentation first.
We see in Fig. 5 (a,c) that quantum many-body theory
and mean-field theory agree on collision trajectories in
this case. Most notably the initial relative phase controls
whether interactions are attractive or repulsive. The di-
mensionless fragmentation time for that scenario would
be tfrag = 60.
In addition to the atom density and hence trajectories,
MCTDHB also provides us with the time-evolution of the
eigenvalues of the OBDM λ±, shown in panels (b,d). We
compare these with the λ± obtained from the TMM dis-
cussed in section III A, with trajectories d(t) adjusted to
those in MCTDHB. It is apparent that collisions indeed
occur prior to fragmentation, and the two models yield
similar OBDM eigenvalues. The TMM now additionally
allows us to inspect the atom number distribution in the
left soliton ρn =
∑
m |cnm|2, see section IV.
FIG. 5: Collision and coherence dynamics in controlled soli-
ton collisions before fragmentation, tcoll < tfrag. The initial
relative phases between solitons, ϕ, are indicated. (a,c) To-
tal atomic density from MCTDHB and expected mean-field
trajectories based on Eqs. (2) and (6) (teal line). (b,d) The
two largest orbital populations λ(t) from MCTDHB (dashed)
and the two mode model (7) (solid). For the latter we used a
time-dependent soliton separation d(t), which is inferred from
the MCTDH peak densities. (e,g) Pre-collision atom number
probabilities ρn in the left soliton from the TMM at the times
ta indicated by (•) in (b,d). (f,h) The same after the collision,
at times tb in (b,d). The figure uses dimensionless units as
discussed in appendix A.
We show this distribution in Fig. 5 (e-h) at the times
indicated by (•) in panels (b,d), which are chosen just
before and just after the collision. Outside of the time-
7window [ta, tb], the number distribution is essentially con-
served. The early snapshots at ta in panels (e,g) thus sim-
ply show the Gaussian ρn for the initial relative coherent
state |Ntot,±〉. However, during closest approach, near
tcoll atom transfer terms containing the operator bˆ
†aˆ+aˆ†bˆ
become large in (9) (terms ∼ J, J¯). Atoms can thus
make transfers from one soliton to the other. This inter-
mittent Bosonic-Josephon-Junction (BJJ) [28], causes a
widening of the number distribution for the initial phase
ϕ = 0, see panel (f). This wider number distribution
then accelerates the phase diffusion effect discussed in
section IV and causes subsequent fragmentation already
around tfrag = 15, where without the collisions it would
have only happened at tfrag ≈ 60. Note however, that
the TMM results for the ϕ = 0 may not be reliable, since
exactly at the moment of collision the two chosen modes
cease to be orthogonal. However, this is not a problem
shared by MCTDH, which qualitatively agrees on an in-
crease of the degree of fragmentation following the colli-
sion, albeit less severe. We thus conclude that attractive
collisions will cause earlier subsequent fragmentation.
In contrast, the number distribution is not significantly
widened in the repulsively interacting case in panel (h),
due to much weaker tunnelling. Note that this is not
alone due to larger separations, as interaction become
almost as large as in the ϕ = 0 case. Thus the ϕ = pi
phase relation must be less conducive to atom transfer.
B. After fragmentation
We now move to collisions after fragmentation, tcoll >
tfrag. In that case almost no initial phase-dependence
of collision kinematics remains in the mean atomic den-
sity provided by MCTDHB, see Fig. 6 (a,c). Mean colli-
sion trajectories always seem to have repulsive character,
fairly regardless of the initial relative phase between the
solitons. It has been shown in [66], however, that an
“always repulsive” appearance of the MCTDHB density
based trajectory may be misleading. When including all
available information on the many-body wave function
to form a single realisation of the many-atom probability
distribution for a fragmented collisions as in Fig. 6 (a,c),
these would in fact yield collision trajectories with also
randomly contain attractive collisions.
We see the same behaviour in TWA collisions from
a fully fragmented state. Also there, single trajectories
are a random mix, exhibiting collisions that match the
mean field picture for all relative phase angles ϕ ∈ [0, 2pi)
between solitons. A majority of these collisions have a
repulsive “appearance”, thus a density average over all
such trajectories yields a repulsive mean trajectory. Fea-
tures of both simulation techniques are consistent with
our earlier picture: After complete phase diffusion, all
relative phases between the two solitons are present and
will predict with some probability the motion of the soli-
ton center of mass during the collision.
FIG. 6: Collision and coherence dynamics in controlled soli-
ton collisions after fragmentation, tcoll > tfrag. Panel layout
and curves as in Fig. 5. Magenta lines and axes in panels
(f,h) additionally show the dependence of post-collision veloc-
ity v = p+/m on atom number per soliton, see appendix B.
C. Collisions with number change
Besides the apparent indifference of mean collisions to
the initial inter-soliton phase, a second prominent fea-
ture of Fig. 6 is that MCTDHB collisions appear super-
elastic, with solitons gaining kinetic energy in the colli-
sion, while total energy is conserved. To understand this
feature, we firstly multiplied the rhs of the soliton kinetic
equation (6) used for the TMM with a scale factor f(t),
phenomenologically adjusted to give trajectories in agree-
ment with MCTDHB, i.e. speeding up in the collision.
We can then get a first idea of the source of additional
kinetic energy, by inspecting the different contributions
to the total energy
Etot = 〈Hˆ〉+ Ekin, (22)
within the corresponding TMM in Fig. 7.
We can obtain 〈Hˆ〉 from (9), while the joint kinetic
8energy of both solitons, each with velocity d˙(t)/2, is
Ekin = 2× 1
2
mNsol
(
d˙(t)
2
)2
. (23)
We then further split 〈Hˆ〉 into a contribution internal to
the solitons
E0 = 〈ω(aˆ†aˆ+ bˆ†bˆ) + χ
2
(aˆ†aˆ†aˆaˆ+ bˆ†bˆ†bˆbˆ)〉 (24)
and a soliton-soliton interaction energy Ess (all other
terms of (9)). For large separations d(t), we must have
Ess → 0.
We plot all energy contributions in Fig. 7, setting the
initial value of E0 to zero, to ease the comparison of tem-
poral changes. It is evident from the figure that a drop
in internal soliton energy, E0, provides the extra kinetic
energy found after collisions. We identify the atomic
transfer between the solitons earlier discussed as cause
for this, due to interactions of the form Jˆ(d)(bˆ†aˆ+ aˆ†bˆ).
Here the coefficient Jˆ(d) depends on the overlap of the
left and right soliton modes, and is relevant only briefly
around the moment of collision. As shown in Fig. 6 (b,d),
the term causes significant restoration of phase coher-
ence, with an accompanying widening of the atom num-
ber distribution ρn in each soliton Fig. 6 (f,h). Since
the internal energy per soliton E0 ≈ χ
∑
n ρnn
2 is nega-
tive and non-linearly dependent on atom number, a in-
crease of the atom number uncertainty and thus widen-
ing of the distribution ρn causes an internal energy drop
∆E0 ≈ χ
∑
n ∆ρnn
2, where ∆ρn is the difference be-
tween the number distributions before and after the col-
lision. We find that this is almost quantitatively match-
ing the gain in kinetic energy, see Fig. 7. Residual small
non-conservation of total energy in Fig. 7 (c,d) is ex-
pected, since the kinetic energy is based on the MCTDH
trajectory, while all other energies are obtained from the
TMM.
However now that we have linked the increase in
post-collision mean kinetic energy of solitons with atoms
transferring from one soliton to the other, we must con-
sider the implications of this picture from a momentum
balance point of view. To this end we refer to Fig. 8. For
simplicity of the following argument, assume an equal
number of atoms, Nsol, are contained in the two incom-
ing solitons with momenta p0 and -p0 per atom sketched
in Fig. 8, thus the initial total net momentum is zero.
At the moment of collision, due to close proximity of
solitons, atom transfer from one to the other is likely.
Let us assume a atoms are transferred from the left to
the right soliton. If we denote the outgoing momenta per
atom by p+ and -p−, conservation of momentum gives:
(Nsol + a)p+ − (Nsol − a)p− = 0, (25)
which for a > 0 already clearly requires |p−| > |p+| as
sketched in the figure.
FIG. 7: Conversion of mean interaction energy into kinetic
energy during a soliton collision, using TMM with soliton
distance d(t) taken from MCTDHB. We show the total energy
Etot, Eq. (22) (teal), the kinetic energy, Eq. (23) (red) Ekin,
the soliton self-interaction energy (blue) E0, Eq. (24) and
inter-soliton interaction energy (magenta) Ess, defined in the
text. (a,b) collision before fragmentation with (a) ϕ = 0, (b)
ϕ = pi. (c,d) collision after fragmentation with (c) ϕ = 0, (d)
ϕ = pi.
-p-
Nsol
Nsol
Nsol+ a
Nsol- a
p0
-p0
p+
x
ta
FIG. 8: Momenta involved in a collision with exchange of
atoms. The incoming solitons (left) contain Nsol atoms, with
momentum p0 each. If a atoms transfer from one soliton to
the other, the larger one must move slower after the colli-
sion to conserve the total momentum. This is the case in a
single realisation of the quantum many body superposition
state. MCTDHB provides the mean of all such cases, appear-
ing super-elastic.
An additional constraint arises from energy conserva-
tion
Nsol
p20
m
+ χN2sol = (Nsol + a)
p2+
2m
+ χ
(Nsol + a)
2
2
+ (Nsol − a)
p2−
2m
+ χ
(Nsol − a)2
2
. (26)
9The equations (25) and (26) can be solved to yield mo-
menta of atoms in outgoing solitons p± as a function
of their initial constituent number Nsol, the number of
atoms transferred in the collision a, initial momentum
per atom p0 and Hamiltonian parameters m, χ. The re-
sultant velocity v(n) = p+/m as a function of soliton
constituent number n = Nsol + a is shown as magenta
lines in Fig. 6 (f,h), see full expression in appendix B.
Importantly, v(n) is not symmetric about Nsol and
non-linear, such that if we calculate the mean outgo-
ing kinetic energy E¯kin as average of kinetic energies
Ekin[v(n)] = mv(n)
2/2 over the distribution of atom
numbers in the soliton E¯kin =
∑
n ρnEkin[v(n)], the re-
sult can be faster than the ingoing velocity, and agrees
quite closely with the MCTDHB proposal. On average,
we can view this kinetic energy gain as fuelled by a drop
in the internal soliton energy due to a widening of ρn.
Note of course, that the average atom transfer a must
be zero by symmetry, thus if transfer of a atoms occurs
with some probability, the same is true for −a. We have
in this argument the initial atom number fluctuations re-
quired to implement a defined inter-soliton phase. Based
on Fig. 6 (e-h), these are small compared to fluctuations
generated through atom transfer.
At this point, we must conclude that post-collision soli-
ton state for the two solitons is mesoscopically entangled,
with a superposition of solitons of different constituent
numbers located at different positions, since they have
moved with different velocities. This is further discussed
in [67]. Of course, this also implies that the TMM and
MCTDHB, which have provided this picture, cannot be
valid for times much after the collision since their restric-
tion to a single spatial mode per soliton precludes the
description of an entangled state of position. However
the two physical causes of this final state, phase diffusion
before collisions and soliton transfer at the moment of
collision both occur during the time in which the models
are expected to be valid. We thus expect our conclusions
to persist.
VI. SOLITON DECOHERENCE AT NON-ZERO
TEMPERATURE AND DISCUSSION OF
EXPERIMENTS
We will now discuss how the predictions of the other
sections are consistent with existing experiments on soli-
ton trains and their interactions and can further answer
a variety of hitherto open questions.
Our analytical model (21) predicts a fragmentation
time of tfrag = 877 ms for the TSE [10] assuming T ≈ 0
and Nsol = 28000, as = −0.57a0, ω⊥ = (2pi)254 Hz. This
is substantially beyond the experimentally covered range
of collision times tcoll < 30 . . . 320 ms. However it is com-
parable with the initial preparation time spent after con-
densate splitting, which exceeds 750 ms. It is thus likely
that TSE collisions already begin in a phase diffused and
fragmented state, consistent with the experimental ob-
servation that collisions are indicative of all phases in
[0, 2pi). Once observation has collapsed a certain soliton
pair onto a specific relative phase, the subsequent time
is too short for re-fragmentation and thus further colli-
sions are consistent with that initially chosen mean-field
relative phase.
To investigate the onset of fragmentation and its dy-
namics, tfrag should be reduced. Larger solitons or
stronger interactions could be problematic due to losses,
but one can employ higher temperatures or noise, as we
show now. Finite temperature condensates can straight-
forwardly be modelled using the TWA [50]. Returning
to the scenario of two non-colliding solitons identical to
the one in Fig. 3, we show the temperature dependence of
the fragmentation time-scale in Fig. 9 (a). The data is fit
by tfrag ∼ T−0.44. The additional spread of inter-soliton
phases due to the interaction with hotter uncondensed
atoms thus significantly accelerates fragmentation. It is
useful that tfrag spans the full range, from longer than
most experiments (∼ 1s), down to shorter than many
(∼ 50 ms), within the relevant temperature range from
a few nK to typical condensation temperatures of a few
100 nK. This opens a convenient window on the intricate
many body dynamics described in earlier sections, while
still permitting to avoid fragmentation for interferomet-
ric applications.
In the light of accelerated fragmentation due to ther-
mal atoms, let us now also revisit the MSE [9]. We
performed a 3D simulation of that experiment, using a
single-trajectory of TWA at finite temperature. Column
densities as shown in Fig. 9, that correspond to an image
of the atomic cloud taken from the side, should roughly
agree with those in [9], regarding characteristic features
like amplitude of fluctuations or formation time of soli-
tons. This is only possible by assuming relatively high
initial effective temperatures Teff & 300 nK. Referring to
Fig. 9 (a), for which Nsol and U0 are matching this exper-
iment, we then read off an expected fragmentation time
of tfrag = O(10 ms), compared to tfrag ≈ 2 s at T = 0,
based on Nsol = 40000, as = −0.18a0, ω⊥ = (2pi)346
Hz. Only under these conditions, the entire soliton-train
can fragment before the moment of first collisions, about
tcoll = 15 ms after soliton formation and tcoll + tform = 25
ms after experiment initiation. Subsequent collisions
would then be expected to have predominantly repulsive
character as experimentally observed.
A hot initial condensate is an even more appropri-
ate starting point for the earlier experiments that re-
ported mainly repulsion in soliton trains [6, 8], which
first went through collapse instabilities causing substan-
tial non-equilibrium heating [68–71]. In contrast, acceler-
ated fragmentation due to environmental noise does not
occur during collisions in the TSE, since soliton creation
there initially follows a slow adiabatic procedure, with
substantially less heating than during a collapse or insta-
bility.
Another prediction of this article that contributes to
an overall picture of predominantly repulsive collisions
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FIG. 9: (a) Fragmentation time as a function of temperature
T > 0 from TWA, for soliton parameters matching the multi-
soliton-experiment [9]. The solid line is the fit tfrag = 0.32s
(T/nK)−0.44. (b,c) Normalized column-density from single
TWA trajectory with thermal noise matching Teff = 300 nK,
see also supplemental movies. Lower effective temperatures
would not reproduce the initial fluctuations visible in the ex-
periment, (b), nor the time of first formation of solitons in
(c). Panel (d) demonstrates the complete soliton train at
later time. An initial uncondensed component with effective
temperature Teff = 300 would cause fragmentation on a 10
ms time scale, according to panel (a).
due to quantum effects, is the acceleration of fragmen-
tation if there are attractive collisions (possibly initially
and rare), as discussed in section V A. While most of
the experiments discussed would not have had the sensi-
tivity to detect the super-elastic effects predicted in sec-
tion V C, these should play a role in the TSE setting [10],
and could possibly be observed with minor improvements
of the sensitivity there.
Finally, the first choice of relative phase in the TSE
is related to measurement induced collapse of the many-
body wave function, according to the picture here. The
possibility to continuously and non-destructively infer
soliton collisions properties in a setup such as [10] opens
the door wide for explorations of the interplay between
the highly entangling many-body collision dynamics pre-
dicted in earlier sections and continuous, controlled wave
function collapse by measurements.
VII. COMPARISON OF METHODS
Even though TWA formally should be valid only closer
to a mean-field situation, it agrees with MCTDHB on
a large number of features in post-fragmentation soli-
ton collisions: (i) The fact that these are a mixture of
repulsive and attractive ones, with more repulsive, (ii)
the qualitative shape of mean-density and (iii) the re-
coherence features evident in Fig. 6 (f,h). We would like
to place this observation in the context of the discussion
in [37, 66, 72–74].
The present work demonstrates fruitful complementar-
ity of all three methods employed: Thermal effects in
Fig. 9 are naturally treated in the TWA. TWA however
is troubled by controlled collisions as in Fig. 6, since it
must also include random velocities and positions of the
solitons. The latter yield an uncertain tcoll, blurring colli-
sions when averaging. These fluctuations are inherent in
the quantum dynamics of the centre of mass (CM) wave-
function of solitons [74, 75], but not included in MCT-
DHB with two orbitals. In contrast to [74] we consider
this a feature: the absence of CM diffusion in MCT-
DHB simplifies studies of collisions. At the same time
agreement where possible between TWA and MCTDHB
and consistency with our physical mechanisms makes us
confident that TWA and MCTDHB have captured the
essential many-body dynamics of phase-diffusion or frag-
mentation correctly. To pin-point the underlying basic
physics on the other hand, reduction to the simple two-
mode model has been most useful.
VIII. CONCLUSIONS AND OUTLOOK
We comprehensively consider two crucial beyond-
mean-field features in soliton collisions. The first, phase-
diffusion is shown to be responsible for the fragmentation
of soliton trains reported in [26]. Phase-diffusion occurs
whenever the atom-number within one soliton is uncer-
tain. Since we cannot allocate a well-defined inter-soliton
phase without allowing an uncertain atom-number due to
their complementarity, it is thus unavoidable in principle
that fragmentation eventually invalidates mean-field the-
ory for soliton collisions. In practice the relevant time-
scale can be fairly large at very low temperatures.
We have further shown that the time-scale is short-
ened significantly through the presence of un-condensed
atoms, whether these arise from non-zero temperature
or non-equilibrium dynamics. Through this acceleration
of fragmentation, beyond mean field effects can explain
predominantly repulsive interactions of solitons in trains
generated after some non-equilibrium instability dynam-
ics [6, 8, 9]. Nonetheless, we still expect soliton collisions
under more controlled conditions as in [10] to adhere to
mean-field theory.
We have additionally predicted the generation of en-
tanglement between atom-number and post-collisions po-
sition and momentum through soliton collisions.
Our theory here was largely based on one-dimensional
models. However note that the essential physical effects
at play here will equally take place in 3D, all that is
needed is a replacement of the effective left- and right-
soliton modes L(x) and R(x) by their corresponding 3D
version.
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Appendix A: Dimensionless units
The 1D GPE (2) can be written in a dimensionless
form, by transforming wavefunction, space and time co-
ordinates respectively as φ˜ = φ
√
L, x˜ = xL and t˜ =
t
T ,
where tilded quantities are dimensionless. The scales are
T = mL
2
~ and L =
2~2
m|U0|Nsol , where the latter is chosen
to yield a dimensionless soliton size ξ˜ = 1 for our most
commonly used parameters. After un-tilding all variables
except U˜0 =
T
L~U0, the dimensionless GPE is then
i
∂
∂t
φ(x, t) =
[
−1
2
∂2
∂x2
+ U˜0|φ(x, t)|2
]
φ(x, t). (A1)
Appendix B: Post-collision velocity after atom
transfer
After solving equations Eq. (25) and Eq. (26), the out-
going momenta as a function of Nsol, a, m and χ are as
follows:
p+ = ±
√
a−Nsol
√
a2mχ− p20Nsol√
aNsol +N2sol
. (B1)
Thus the resultant velocity takes the form, v(n) = p+m
which is a function of Nsol. These are shown with the
magenta line in panels (f,h) in Fig. 6
[1] C. J. Pethick and H. Smith, Bose-Einstein condensation
in dilute gases (Cambridge University Press, 2002).
[2] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari,
Rev. Mod. Phys. 71, 463 (1999).
[3] Y. S. Kivshar and G. P. Agrawal, Optical Solitons:
From Fibers to Photonic Crystals (Academic, San Diego,
2003).
[4] K. E. Strecker, G. B. Partridge, A. G. Truscott, and R. G.
Hulet, New Journal of Physics 5, 73 (2003).
[5] L. Khaykovich, F. Schreck, G. Ferrari, T. Bourdel, J. Cu-
bizolles, L. D. Carr, Y. Castin, and C. Salomon, Science
296, 1290 (2002), ISSN 0036-8075.
[6] K. E. Strecker, G. B. Partridge, A. G. Truscott, and R. G.
Hulet, Nature 417, 150 (2002).
[7] B. Eiermann, T. Anker, M. Albiez, M. Taglieber,
P. Treutlein, K.-P. Marzlin, and M. K. Oberthaler, Phys.
Rev. Lett. 92, 230401 (2004).
[8] S. L. Cornish, S. T. Thompson, and C. E. Wieman, Phys.
Rev. Lett. 96, 170401 (2006).
[9] J. H. V. Nguyen, D. Luo, and R. G. Hulet, Science 356,
422 (2017).
[10] J. H. V. Nguyen, P. Dyke, D. Luo, B. A. Malomed, and
R. G. Hulet, Nature Physics 10, 918 (2014).
[11] A. L. Marchant, T. P. Billam, M. M. H. Yu, A. Rakonjac,
J. L. Helm, J. Polo, C. Weiss, S. A. Gardiner, and S. L.
Cornish, Phys. Rev. A 93, 021604(R) (2016).
[12] A. L. Marchant, T. P. Billam, T. P. Wiles, M. M. H.
Yu, S. A. Gardiner, and S. L. Cornish, Nature Comm. 4,
1865 (2013).
[13] P. Medley, M. A. Minar, N. C. Cizek, D. Berryrieser, and
M. A. Kasevich, Phys. Rev. Lett. 112, 060401 (2014).
[14] S. Lepoutre, L. Fouche´, A. Boisse´, G. Berthet, G. Sa-
lomon, A. Aspect, and T. Bourdel, Phys. Rev. A 94,
053626 (2016).
[15] A. Boisse, G. Berthet, L. Fouche, G. Salomon, A. Aspect,
S. Lepoutre, and T. Bourdel, EPL 117, 10007 (2017).
[16] G. D. McDonald, C. C. N. Kuhn, K. S. Hardman, S. Ben-
netts, P. J. Everitt, P. A. Altin, J. E. Debs, J. D. Close,
and N. P. Robins, Phys. Rev. Lett. 113, 013002 (2014).
[17] P. J. Everitt, M. A. Sooriyabandara, M. Guasoni, P. B.
Wigley, C. H. Wei, G. D. McDonald, K. S. Hardman,
P. Manju, J. D. Close, C. C. N. Kuhn, et al., Phys. Rev.
A 96, 041601(R) (2017).
[18] S. E. Pollack, D. Dries, M. Junker, Y. P. Chen, T. A. Cor-
covilos, and R. G. Hulet, Phys. Rev. Lett. 102, 090402
(2009).
[19] T. Mezˇnarsˇicˇ, T. Arh, J. Brence, J. Piˇsljar, K. Gosar, Z.
Gosar, R. Zˇitko, E. Zupanicˇ, and P. Jeglicˇ, Phys. Rev.
A 99, 033625 (2019), URL https://link.aps.org/doi/
10.1103/PhysRevA.99.033625.
[20] J. P. Gordon, Opt. Lett. 8, 596 (1983).
[21] T. P. Billam and C. Weiss, Nature Physics 10, 902
(2014).
[22] U. Al Khawaja, H. T. C. Stoof, R. G. Hulet, K. E.
Strecker, and G. B. Partridge, Phys. Rev. Lett. 89,
200404 (2002), URL https://link.aps.org/doi/10.
1103/PhysRevLett.89.200404.
[23] B. J. Da¸browska-Wu¨ster, S. Wu¨ster, and M. J. Davis,
New Journal of Physics 11, 053017 (2009).
[24] L. D. Carr and J. Brand, Phys. Rev. Lett. 92, 040401
(2004).
[25] L. Salasnich, A. Parola, and L. Reatto, Phys. Rev. Lett.
91, 080405 (2003).
[26] A. I. Streltsov, O. E. Alon, and L. S. Cederbaum, Phys.
Rev. Lett. 106, 240401 (2011).
[27] M. Lewenstein and L. You, Phys. Rev. Lett. 77, 3489
(1996).
[28] M. Albiez, R. Gati, J. Fo¨lling, S. Hunsmann, M. Cris-
tiani, and M. K. Oberthaler, Phys. Rev. Lett. 95, 010402
(2005).
[29] N. G. Parker, A. M. Martin, S. L. Cornish, and C. S.
Adams, J. Phys. B: At. Mol. Opt. Phys. 41, 045303
(2008).
[30] F. M. Mitschke and L. F. Mollenhauer, Opt. Lett. 12,
12
355 (1987).
[31] R. J. Dodd, M. Edwards, C. J. Williams, C. W. Clark,
M. J. Holland, P. A. Ruprecht, and K. Burnett, Phys.
Rev. A 54, 661 (1996), URL https://link.aps.org/
doi/10.1103/PhysRevA.54.661.
[32] Physica D: Nonlinear Phenomena 238, 1456 (2009).
[33] N. G. Parker, S. L. Cornish, C. S. Adams, and A. M.
Martin, J. Phys. B: At. Mol. Opt. Phys. 40, 3127 (2007).
[34] V. Y. F. Leung, A. G. Truscott, and K. G. H. Baldwin,
Phys. Rev. A 66, 061602(R) (2002).
[35] O. E. Alon, A. I. Streltsov, and L. S. Cederbaum, Phys.
Rev. A 77, 033613 (2008).
[36] A. I. Streltsov, O. E. Alon, and L. S. Cederbaum, Phys.
Rev. Lett. 100, 130401 (2008).
[37] O. E. Alon and L. S. Cederbaum, Chem. Phys. 515, 287
(2018).
[38] K. Sakmann, A. I. Streltsov, O. E. Alon, and L. S. Ceder-
baum, Phys. Rev. A 89, 023602 (2014).
[39] G. C. Katsimiga, S. I. Mistakidis, G. M. Koutentakis,
P. G. Kevrekidis, and P. Schmelcher, Phys. Rev. A 98,
013632 (2018).
[40] G. C. Katsimiga, S. I. Mistakidis, G. M. Koutentakis,
P. G. Kevrekidis, and P. Schmelcher, New J. Phys. 19,
123012 (2017).
[41] A. I. Streltsov, O. E. Alon, and L. S. Cederbaum, Phys.
Rev. A 80, 043616 (2009).
[42] J. Grond, T. Betz, U. Hohenester, N. J. Mauser,
J. Schmiedmayer, and T. Schumm, New J. Phys. 13,
065026 (2011).
[43] S. Kro¨nke, J. Kno¨rzer, and P. Schmelcher, New J. Phys.
17, 053001 (2015).
[44] G. C. Katsimiga, G. M. Koutentakis, S. I. Mistakidis,
P. G. Kevrekidis, and P. Schmelcher, New J. Phys. 19,
073004 (2017).
[45] J. G. Cosme, M. F. Andersen, and J. Brand, Phys. Rev.
A 96, 013616 (2017).
[46] K. Sakmann, A. U. J. Lode, A. I. Streltsov, O. E.
Alon, and L. S. Cederbaum, Openmctdhb v2.3 (2012),
http://OpenMCTDHB.uni-hd.de.
[47] M. J. Steel, M. K. Olsen, L. I. Plimak, P. D. Drummond,
S. M. Tan, M. J. Collett, D. F. Walls, and R. Graham,
Phys. Rev. A 58, 4824 (1998).
[48] A. Sinatra, C. Lobo, and Y. Castin, Phys. Rev. Lett. 87,
210404 (2001).
[49] A. Sinatra, C. Lobo, and Y. Castin, J. Phys. B: At. Mol.
Opt. Phys. 35, 3599 (2002).
[50] P. Blakie, A. Bradley, M. Davis, R. Ballagh, and C. Gar-
diner, Advances in Physics 57, 363 (2008).
[51] M. R. Hush, A. R. R. Carvalho, and J. J. Hope, Phys.
Rev. A 81, 033852 (2010).
[52] J. F. Corney and M. K. Olsen, Phys. Rev. A 91, 023824
(2015).
[53] A. Polkovnikov, Phys. Rev. A 68, 033609 (2003).
[54] A. A. Norrie, R. J. Ballagh, and C. W. Gardiner, Phys.
Rev. Lett. 94, 040401 (2005).
[55] A. A. Norrie, R. J. Ballagh, and C. W. Gardiner, Phys.
Rev. A 73, 043617 (2006).
[56] A. A. Norrie, Ph.D. thesis, University of Otago (2005).
[57] G. R. Dennis, J. J. Hope, and M. T. Johnsson (2012),
http://www.xmds.org/.
[58] G. R. Dennis, J. J. Hope, and M. T. Johnsson, Comput.
Phys. Comm. 184, 201 (2013).
[59] O. Penrose and L. Onsager, Phys. Rev. A 104, 576
(1956).
[60] P. B. Blakie and M. J. Davis, Phys. Rev. A 72, 063608
(2005).
[61] A. I. Streltsov, K. Sakmann, O. E. Alon, and L. S. Ceder-
baum, Phys. Rev. A 83, 043604 (2011).
[62] D. F. Walls and G. J. Milburn, Quantum Optics
(Springer Verlag, 1994).
[63] M. T. Johnsson and S. A. Haine, Phys. Rev. Lett. 99,
010401 (2007).
[64] S. Wu¨ster, B. J. Da¸browska-Wu¨ster, S. M. Scott, J. D.
Close, and C. M. Savage, Phys. Rev. A 77, 023619 (2008).
[65] E. J. Mueller, T.-L. Ho, M. Ueda, and G. Baym, Phys.
Rev. A 74, 033612 (2006), URL https://link.aps.org/
doi/10.1103/PhysRevA.74.033612.
[66] K. Sakmann and M. Kasevich, Nature Physics 12, 451
(2016).
[67] A. Sreedharan, S. Choudhury, R. Mukher-
jee, A. Streltsov, and S. Wu¨ster (2019),
http://arxiv.org/abs/1904.06552.
[68] E. A. Donley, N. R. Claussen, S. L. Cornish, J. L.
Roberts, E. A. Cornell, and C. E. Wieman, Nature 412,
295 (2001).
[69] S. Wu¨ster, J. J. Hope, and C. M. Savage, Phys. Rev. A
71, 033604 (2005).
[70] S. Wu¨ster, B. J. Da¸browska-Wu¨ster, A. S. Bradley, M. J.
Davis, P. B. Blakie, J. J. Hope, and C. M. Savage, Phys.
Rev. A 75, 043611 (2007).
[71] J. N. Milstein, C. Menotti, and M. J. Holland, New Jour-
nal of Physics 5, 52 (2003).
[72] P. D. Drummond and J. Brand (2016),
arXiv:1610.07633v1.
[73] K. Sakmann and M. Kasevich (2017),
arXiv:1702.01211v2.
[74] J. G. Cosme, C. Weiss, and J. Brand, Phys. Rev. A 94,
043603 (2016).
[75] C. Weiss, S. A. Gardiner, and H.-P. Breuer, Phys. Rev.
A 91, 063616 (2015).
