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Abstrat
We desribe a method to derive, from rst priniples, the long-distane asymp-
toti behavior of orrelation funtions of integrable models in the framework of
the algebrai Bethe ansatz. We apply this approah to the longitudinal spin-
spin orrelation funtion of the XXZ Heisenberg spin-1/2 hain (with magneti
eld) in the disordered regime as well as to the density-density orrelation fun-
tion of the interating one-dimensional Bose gas. At leading order, the results
onrm the Luttinger liquid and onformal eld theory preditions.
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1 Introdution
The aim of this artile is to derive the long-distane asymptoti behavior of orrelation funtions
of integrable models from rst priniples. To reah this goal, we will use the framework of the
Bethe ansatz [7, 75, 80, 86, 87℄ in its algebrai version [28, 79℄. For simpliity, we shall explain
the main features of our approah using the example of the XXZ spin-
1
2 Heisenberg model [36, 7℄.
However, it will beome apparent that the method we propose here is quite general and applies,
for example, even to ontinuous integrable models like the interating one-dimensional Bose gas
[62, 61℄.
The starting point of our approah is an exat expression, that we alled the master equation
representation, for the generating funtion of the two-point orrelation funtions of these models
that we obtained in our previous works [48, 50, 51, 45℄. In the ase of the XXZ spin-
1
2 Heisenberg
model (at non zero magneti eld and in the disordered regime), this means that we will begin
our investigation from the exat expressions for the orrelation funtions on a nite lattie, and
then take suessively the thermodynami limit and the large distane limit. The long-distane
asymptoti behavior that we obtain onrms, at the leading order, the preditions given from
bosonization [67, 33, 34, 35℄ and onformal eld theories [17, 1, 18, 8℄.
1.1 Historial ontext: a brief survey
Bethe ansatz and espeially its algebrai versions [7, 75, 80, 86, 87, 28, 79, 6, 29, 63, 59℄ provide a
powerful framework for the onstrution and the resolution of a wide lass of quantum integrable
models in low dimension. The entral objet of this approah is the R-matrix satisfying the (u-
bi) Yang-Baxter equation and providing the struture onstants of the assoiated (quadrati)
Yang-Baxter algebra for the operator entries of the quantum monodromy matrix T (λ). The
representation theory for this algebra leads to the onstrution of integrable models operator al-
gebras inluding in a natural way the Hamiltonian, its assoiated ommuting onserved harges
generated by the transfer matrix T (λ) = trT (λ) together with the reation-annihilation opera-
tors determining their ommon spetrum.
The arhetype of suh models is provided by the XXZ Heisenberg spin-
1
2 hain in a magneti
eld with periodi boundary onditions [36℄:
H =
M∑
k=1
(
σxkσ
x
k+1 + σ
y
kσ
y
k+1 +∆(σ
z
kσ
z
k+1 − 1)
)
− hSz, (1.1)
where
Sz =
1
2
M∑
k=1
σzk, [H,Sz] = 0. (1.2)
Here ∆ is the anisotropy parameter, h an external lassial magneti eld, and the length M
of the hain is assumed even. The quantum spae of states is H = ⊗Mk=1Hk, where Hk ∼ C
2
is
4
alled the loal quantum spae at site k. The operators σx,y,zk at as the orresponding Pauli
matries in the spae Hk and as the identity operator elsewhere.
The desription of the full dynamial properties of suh a model amounts to the determination
of its orrelation funtions and assoiated struture fators. This was rst ahieved in the ase
equivalent to free fermions, namely at ∆ = 0 for the XXZ hain. We stress that these free
fermion results already required tremendous eorts to get satisfatory answers, in partiular
for the spin-spin orrelation funtions [73, 69, 4, 70, 74, 85, 72, 76, 77, 44, 71, 22, 23, 21℄.
Going beyond this free fermion point turned out to be very involved. The rst attempts to
ompute the orrelation funtions at arbitrary anisotropy ∆ ame from the algebrai Bethe
ansatz [39℄ (see also [38℄ for the one-dimensional Bose gas). They led however to rather impliit
representations. This was due to the ompliated ombinatoris involved in the desription of
the Bethe states, in the ation of the loal operators on them and in the omputation of their
salar produts. The notion of dual elds (whih are quantum operators) was introdued in
[58℄ to try to overome suh ombinatorial diulties. In this approah (see [59℄ and referenes
therein), the orrelation funtions are obtained in terms of expetation values (with respet
to the dual elds vauum) of Fredholm determinants depending on several suh dual elds.
Unfortunately, these auxiliary quantum elds an hardly be eliminated from the nal answers,
making the use of suh results quite problemati. More expliit representations were obtained
later on in terms of multiple integrals for the elementary bloks of the orrelation funtions; it
uses a ompletely dierent approah, working diretly with innite hains (hene with several
hypothesis), based on the representation theory of quantum ane algebras and their assoiated
q-vertex operators [41, 43, 42℄. More algebrai representations of these elementary bloks have
been obtained reently along similar lines together with a link to fermioni operator expressions
of the orresponding orrelation funtions [14, 13, 12, 15℄. Extensions of this sheme to non zero
temperature have been onsidered in [31, 32℄.
The resolution of the so-alled quantum inverse sattering problem for this model (namely
the reonstrution of the loal spin operators in terms of the operator entries of the monodromy
matrix) opened the way to the atual omputation of the form fators (the matrix elements of
the loal spin operators in the eigenstates basis) and orrelation funtions [52, 53, 68℄ in the
framework of the algebrai Bethe ansatz. With the help of previous results (like determinant
representations for the partition funtion with domain wall boundary onditions, and for the
norms and salar produts of Bethe states [30, 57, 38, 37, 78℄), this approah led to expliit
determinant representations of the form fators of the Heisenberg spin hains in a magneti
eld as well as to multiple integral expressions for the elementary bloks (or redued density
matrix) for their orrelation funtions in the thermodynami limit. Remarkably, these integral
representations oinide (in the zero magneti eld limit) with those obtained previously diretly
for the innite hains using q-vertex operator methods and the representation theory of the
quantum ane algebras [41, 43, 42℄.
These advanes immediately raised the next hallenge, namely the question of obtaining
manageable expressions for physial orrelation funtions suh as the spin-spin orrelation fun-
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tions. This is a entral problem in the eld of integrable models, on the one hand from the
viewpoint of eetive appliations of these models to the realm of ondensed matter physis
(the assoiated dynamial struture fators are measurable quantities), and on the other hand
onerning the more fundamental question of the long distane asymptoti behavior of the or-
relation funtions. While the pratial determination of the dynamial struture fators an
eetively be addressed using the above form fators expressions in terms of determinants om-
bined with powerful numerial tehniques to sum up their orresponding series (see [20, 19℄),
answering the seond question from purely analytial tehniques looks like a fantasti theoretial
problem. It amounts to understanding how the mirosopi nearest neighbors interations, for
example in Heisenberg spin hains, integrate to produe an eetive long distane behavior of
the spin orrelations. In partiular, for models having no gap in the spetrum, the spin-spin
orrelation funtions are believed to have, besides their possible trivial onstant value, a power
law deay with the distane. For generi integrable models, in partiular not equivalent to free
fermions, extrating suh an asymptoti behavior from rst priniples has been a hallenge for
many years.
In the ase of fully interating gapless models (like the XXZ Heisenberg spin-
1
2 hain for
anisotropy −1 < ∆ < 1), the rst preditions for this power law behavior ame from a onje-
tured orrespondene between suh integrable lattie models with nearest neighbors interations
and a ontinuum theory having long-range interations, the Luttinger model. Using this hypoth-
esis, Luther and Peshel [67℄ sueeded to predit the exat value for the XXZ ritial exponents
at zero magneti eld as funtions of the anisotropy parameter ∆. The above orrespondene
was further enlighten by Haldane's development of the Luttinger liquid onept, leading in turn
to preditions for the ritial exponents of the XXZ model in a magneti eld [33, 34, 35℄. The
Bethe ansatz tehniques were used there to ompute the parameters desribing the low energy
exitation spetrum of the XXZ model and to show that they indeed satisfy relations that are
harateristi of the Luttinger liquid universality lass. This onjeture was further studied in
a series of papers [9, 10, 40℄ where, in partiular, the long-distane behavior of the longitudinal
spin-spin orrelation funtion was omputed in perturbation to the seond order in ∆ around
the free fermion point ∆ = 0, with results in agreement with the above preditions.
Another approah to this problem stemmed from the hypothesis that ritial statistial
systems with short range interations should be desribed by a onformal eld theory. In this
framework, the mapping of a onformal eld theory dened on the plane into one on a strip of
nite width l led to the determination of the ritial exponents in terms of the eigenvalues of the
transfer matrix along the strip [17, 1, 18, 8℄. In partiular, for large width l, the entral harge
and the saling dimensions of saling operators of the theory are given by the l−1 behavior of
respetively the ground state and the dierent exited states energy levels. The possibility to
ompute the nite size orretions to the spetrum of integrable models in the framework of
Bethe ansatz methods gave rise to a predition for the orresponding ritial exponents, in full
agreement with the above bosonization approah [26, 82, 83, 24, 84, 54, 55, 56, 25℄.
Further works in these diretions (based however on several onjetures) sharpened this
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piture by providing, in addition to the ritial exponents, preditions (at zero magneti eld)
for the amplitudes of the spin-spin orrelation funtions asymptoti behavior, whih are not
diretly aessible from the bosonization or onformal eld theory approahes [64, 65, 66℄.
1.2 Overview of the method
As already mentioned, the purpose of the present artile is to desribe an eetive method
allowing us to derive the long-distane asymptoti behavior of the orrelation funtions from
rst priniples. We will use the algebrai Bethe ansatz framework and our previous results
[48, 50, 45℄ giving an exat (master equation) formula for the spin-spin orrelation funtions of
a nite XXZ hain. Starting from this formula, we will explain how to take the thermodynami
limit and extrat the large distane asymptoti behavior of the orrelation funtions step by
step from their lattie expressions. As the master equation representation also applies to other
integrable models [45℄, we will briey desribe how to implement the XXZ related analysis to
the omputation of the asymptoti behavior of the density-density orrelation funtions in the
interating Bose gas in one dimension. Let us now briey explain the main features of the master
equation representation (we refer the reader to the original artiles [50, 45℄ for more details).
In the ase of physial orrelation funtions, the dependene on the distane m appears in
the form of the mth power of the elementary shift operator. This operator in its turn, is some
funtion of the transfer matrix of the integrable model at hand. The rst step towards the master
equation is to onsider an integrable deformation (twist) of the transfer matrix (and hene of the
shift operator) depending on some ontinuous parameter κ. This parameter is hosen in suh a
way that one reovers the usual orrelation funtion at say κ = 1, and suh that the spetrum of
the twisted transfer matrix for κ around some κ0 is simple and disjoint from the one for κ = 1.
These properties allow us to sum up exatly the form fator type expansion of the κ-deformed
orrelation funtion with respet to the eigenstates of this κ-twisted transfer matrix (for any κ in
some neighborhood of κ0) in terms of a single multiple ontour integral that we all the master
equation representation. The original orrelation funtion one started with (orresponding to
the point κ = 1) is then reonstruted at the end of the omputation from the knowledge of its
values in an open neighborhood of κ0.
Originally, suh a representation was rst derived in [50℄ for the generating funtion of the
longitudinal spin-spin orrelation funtions of the nite XXZ hain. This generating funtion
is given by the ground state average value of the operator eβQm [39℄, where β is an arbitrary
omplex number and
Qm =
1
2
m∑
n=1
(1− σzn) , (1.3)
so that we have
〈σz1σ
z
m+1〉 = 2D
2
m
∂2
∂β2
〈eβQm〉
∣∣∣∣
β=0
+ 2〈σz〉 − 1 , (1.4)
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where the symbol D2m stands for the seond lattie derivative :
D2m f(m) = f(m+ 1) + f(m− 1)− 2f(m).
Setting κ = eβ , the operator eβQm an be rewritten as
eβQm =
m∏
n=1
(
1 + κ
2
+
1− κ
2
σzn
)
, (1.5)
and, thanks to the solution of the quantum inverse problem, it is shown to be equal to the mth-
power of the κ-twisted transfer matrix multiplied by the mth-power of the inverse of the usual
transfer matrix. Hene it is the simplest example for whih the master equation representation
an be obtained.
Analogous representations were obtained for other orrelation funtions of the XXZ hain in
[51℄. Moreover, the time dependent ase an even be onsidered along the same lines [49℄. Later
on, we also derived similar representations for orrelation funtions of a wide lass of integrable
systems (inluding ontinuous theories) possessing the R-matrix of the six-vertex model [45℄.
One of the rst problem to solve in this approah is that it is a priori not easy to take the
thermodynami limit diretly in the master equation, for example for 〈eβQm〉. This is due to the
fat that, in this limit, the number of integration variables involved into the master equation
tends to innity with the size of the lattie. However, starting from this representation, one an
obtain various series expansions for the above master equation representation for the generating
funtion. In these series representations the thermodynami limit an be taken rather easily
[50, 45℄.
In this artile we give a new expansion of the master equation, appropriate for the study of
the long-distane asymptoti behavior of the generating funtion 〈eβQm〉. The key idea is to
onsider the master equation written as a multiple ontour integral suh that the only poles of
the integrand inside the ontour are at the Bethe parameters haraterizing the ground state.
It turns out that the algebrai struture of these poles is given by the square of a Cauhy type
determinant, in omplete analogy with the free fermion ase. In fat this feature is quite general
and will appear for other orrelation funtions and other models as well, although with various
minor modiations.
Then, the next step of the asymptoti analysis also takes its roots in the free fermion ase.
There, the obtained series is the expansion of a Fredholm determinant of an integral operator
I + V0 (see (2.43)),
〈eβQm〉
∆=0
=
∞∑
n=0
1
n!
∫
dnλ detn V0(λj , λk) , (1.6)
its kernel V0 depending on the distane m. It is known from the analysis of suh kernel that
the main ontribution to the m→∞ asymptoti behavior is generated by the traes of powers
8
of the kernel V0, tr(V
k
0 ). Independently of the power k involved, every trae behaves as O(m).
Therefore the natural idea would be to reorder the series (1.6) in suh a way as to obtain an
expansion with respet to tr(V k0 ). This an be easily done by presenting the determinants in
(1.6) as a sums over permutations provided the latter are ordered with respet to their yles
deomposition (see for example [11℄).
In the ase of a general anisotropy parameter ∆, the series of multiple integrals for the
generating funtion annot be redued to the form (1.6). Nevertheless, it an still be reordered in
a way similar to the ase of free fermions. Suh a reordering leads to the appearane of multiple
integrals of a speial type that we all yle integrals (see Setion 3). These yle integrals
play the role of analogs of tr(V k0 ). Eah of them has a omputable long-distane asymptoti
behavior that we reently obtained using Riemann-Hilbert tehniques applied to the Fredholm
determinant of an integral operator with generalized sine kernel [46℄. Our strategy is then rather
simple: using the asymptoti behavior for eah yle integral, we an sum up asymptotially
the multiple series orresponding to the generating funtion 〈eβQm〉. It so happens that suh
asymptoti series exponentiates in a natural way that mimi a Fredholm determinant expansion.
However, in our ase, all integrals are oupled in a non trivial way, and the orrelation funtion
itself is not a Fredholm determinant (exept in the free fermion point). We believe that this
strategy an be applied to quite general ases although the details should be adjusted aordingly.
As a result of this proedure, we are able to nd the desired long-distane asymptoti behavior
for 〈eβQm〉:
〈eβQm〉 =
∑
σ=0,±
Ĝ(0)(β + 2πiσ,m)
[
1 + o(1)
]
, (1.7)
where we have dened the funtion
Ĝ(0)(β,m) = C(β) · eβmDm
β2Z2
2π2 . (1.8)
Here C(β), D and Z are onstants depending on the thermodynami quantities that an be
omputed in terms of the low energy spetrum properties of the XXZ hain. This spetrum an
be haraterized by the solutions of the system of Bethe equations (2.2) [7, 75℄. In the thermody-
nami limit, the ground state of the model appears to be the Dira sea in the momentum spae:
the spetral parameters of the partiles oupy the interval [−q, q] with a density ρ(λ). The
Fermi boundary q of the interval depends on the anisotropy parameter ∆ and on the magneti
eld h. Note that q remains nite for a non zero magneti eld, while it tends to innity in the
vanishing magneti eld limit. In the present artile, q will be kept nite in all omputations.
However, the nal expressions that we obtain are well dened in the zero magneti eld limit as
well. In the Bethe ansatz framework, q and ρ(λ) an be obtained in the following way. Let ǫ(λ)
be the dressed energy, that is to say the solution of the integral equation
ǫ(λ) +
1
2π
q∫
−q
K(λ− µ) ǫ(µ) dµ = h− 2p′0(λ) sin ζ, (1.9)
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where
K(λ) =
sin 2ζ
sinh(λ+ iζ) sinh(λ− iζ)
, cos ζ = ∆, 0 < ζ < π, (1.10)
and p0(λ) is the bare momentum of the partile (see (2.6)). Then q is suh that ǫ(q) = 0.
Similarly, the ground state density ρ(λ) [60, 62℄ satises a linear integral equation
ρ(λ) +
1
2π
q∫
−q
K(λ− µ) ρ(µ) dµ =
1
2π
p′0(λ), (1.11)
The dressed momentum is losely related to the density as
p(λ) = 2π
∫ λ
0
ρ(µ) dµ. (1.12)
The Fermi momentum, denoted as p
F
, is given by its value at the Fermi boundary, p
F
= p(q).
The average density D is related to the ground state magnetization 〈σz〉 and is expressed in
terms of the Fermi momentum as
〈σz〉 = 1− 2D, D =
q∫
−q
ρ(µ) dµ =
p
F
π
. (1.13)
Note that D = 12 in the ase of a zero magneti eld hene implying a vanishing magnetization.
Another onstant appearing in the asymptoti behavior (1.8) is the quantity Z. It an be
identied with the value of the dressed harge Z(λ) at the Fermi boundary, Z = Z(±q). We
reall that Z(λ) satises an integral equation similar to (1.11)
Z(λ) +
1
2π
q∫
−q
K(λ− µ)Z(µ) dµ = 1, (1.14)
and an be interpreted in the XXZ model as the intrinsi magneti moment of the elementary
exitations [59℄.
Finally, the onstant C(β) in (1.8) an be omputed in terms of a ratio of four Fredholm
determinants. The assoiated integral operators have ompat support on ontours surrounding
the interval [−q, q]. The expliit formulas are given in Setion 5.1. At this stage, we would like
to make two important remarks.
The rst one onerns the fat that all the Fredholm determinants involved in our ompu-
tations, for example those appearing in the onstant C(β), are assoiated to bounded integral
operators ating on some ompat ontours surrounding the nite interval [−q, q]. Due to the
niteness of q, all these determinants take nite values, whih is a diret onsequene of working
at a non zero value of the magneti eld. When q → ∞ the ontours are no more ompat
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and the orresponding Fredholm determinants diverge. It an nevertheless be heked that,
in the zero magneti eld limit, the overall onstant C(β) appearing in the nal answer (1.8)
remains nite although eah of its individual parts (i.e. the four above mentioned Fredholm
determinants) diverges in this limit.
The seond remark is the following: sine the operator eβQm (1.5) is a polynomial in κ = eβ ,
the generating funtion is a 2πi-periodi funtion of β. Of ourse, the leading term of the long-
distane asymptoti behavior is itself not neessarily a periodial funtion of β. Nonetheless, our
analysis shows that this a priori broken periodiity is at least partly restored by the rst osillating
orretion to the leading term, as it an be seen from the equation (1.7). More preisely, the
result of the diret omputation of the rst osillating orretion to the asymptotis (1.7) an
be reprodued by a simple shift β → β ± 2πi from the non-osillating term. This property, that
we will prove here, has been reently used in [16℄ to get preditions for the asymptoti behavior
of 〈eβQm〉 at zero magneti eld.
The long-distane asymptoti behavior of the longitudinal spin-spin orrelation funtion then
an be extrated from the one of 〈eβQm〉 using (1.4). At the rst leading orders, it reads,
〈σz1σ
z
m+1〉leading = 〈σ
z〉2 −
2Z2
π2m2
+ 2|Fσ |
2 ·
cos(2mp
F
)
m2Z2
, (1.15)
where Fσ is related to the properly normalized form fator of the operator σ
z
between the
ground state and an exited state ontaining one partile and one hole sited at the two dierent
boundaries of the Fermi sphere, namely at q and −q; hene, it orresponds to an umklapp proess
[27, 35, 34℄. The fator 2 in front of |Fσ |
2
just orresponds to the two possible states of this
kind. This result agrees with bosonization and onformal eld theory analysis. Note however
that, in the thermodynami limit, all form fators sale to zero as some power of the size of
the lattie. The preise oeient and proper saling behavior of the form fator whih results
from our omputations is therefore rather non-trivial. We have nevertheless heked that, at
zero magneti eld, this onstant Fσ goes to a nite value, and that it agrees to seond order in
∆ around the point ∆ = 0 with the preditions given in [64, 65, 66℄.
This artile is organized as follows.
In Setion 2, we explain how to obtain, in the ase of the XXZ spin hain, a new series
expansion for the master equation representation of 〈eβQm〉, that is suitable rst for taking
the thermodynami limit and then for extrating the asymptoti behavior of this orrelation
funtion.
This expansion is written in Setion 3 in terms of yle integrals. Then, we reall the results
of [46℄ and apply them to get an asymptoti expansion of the yle integrals in a form adapted
for their asymptoti summation.
The asymptoti summation of these yle integrals is desribed in Setion 4. It is divided
into several steps aording to the dierent nature of the terms to sum up. In partiular one of
the steps uses a generalization of the Lagrange series (the details are given in an appendix).
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This proedure enables us, in Setion 5, to desribe the asymptoti behavior of the or-
relation funtion 〈eβQm〉 at large distanes m. We show the existene of both osillating and
non-osillating terms that we ompute at the leading orders. The asymptoti behavior of the lon-
gitudinal spin-spin orrelation funtion follows and is also given in the same setion. It onrms
at the leading order the preditions from bosonization and onformal eld theory.
In Setion 6, the whole proedure is applied to another model, the one-dimensional interat-
ing Bose gas, for whih we ompute the asymptoti behavior of the density-density orrelation
funtion.
Finally, various tehnialities are gathered in the appendies. We would like in partiular to
draw the reader's attention to Appendix C whih ontains rather essential ingredients for the
summation desribed in Setion 4.
2 Master equation and its thermodynami limit
As already mentionned in the Introdution, the main objet of study of this artile (at least up
to Setion 5) is the ground state expetation value of the operator eβQm (1.3) for the XXZ model
(1.1) in an external magneti eld. In this setion, we reall the master equation representation
obtained in [50, 45℄ for this operator in the nite hain, and show how suh a master equation an
be expanded into some series suitable both for the thermodynami limit and for the asymptoti
analysis performed in the following setions.
2.1 Master equation for 〈eβQm〉
The master equation gives a multiple integral representation for the expetation value of the
operator eβQm with respet to an N -partiles Bethe eigenstate |ψ({λ})〉 of the Hamiltonian. It
reads,
〈eβQm〉 =
〈ψ({λ})|eβQm |ψ({λ})〉
〈ψ({λ})|ψ({λ})〉
=
(−1)N
N !
∮
Γ({λ})
N∏
j=1
(
dzj
2πi
l(zj) d(zj)
l(λj) d(λj)
) [detN Ωκ({z}, {λ}|{z})]2
N∏
j=1
Yκ(zj |{z}) · detN
∂Y(λj |{λ})
∂λk
. (2.1)
The various quantities entering this representation are all rather universal objets in the ontext
of the Bethe ansatz. Let us explain their meaning.
The parameters λ1, . . . , λN desribe the spei eigenstate |ψ({λ})〉 in whih the average
value is omputed. From now on, this state will be the ground state of the XXZ hain (1.1)
in a given magneti eld h and for some anisotropy ∆ = cos ζ, 0 < ζ < π. In this ase, these
parameters are real numbers [86℄ whih satisfy the system of Bethe equations
Y(λj |{λ}) = 0, j = 1, . . . , N, (2.2)
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with
Y(µ|{λ}) = a(µ)
N∏
k=1
sinh(λk − µ− iζ) + d(µ)
N∏
k=1
sinh(λk − µ+ iζ) . (2.3)
Here a(µ) = aM0 (µ) and d(µ) = d
M
0 (µ) are the vauum eigenvalues of the transfer matrix, with
a0(µ) = sinh(µ−
iζ
2 ), d0(µ) = sinh(µ+
iζ
2 ). (2.4)
The whole expliit dependene of (2.1) on the distane m is ontained in the funtion l(z),
whih an be expressed in terms of a0 and d0 as
l(µ) =
(
a0(µ)
d0(µ)
)m
=
(
sinh(µ− iζ2 )
sinh(µ+ iζ2 )
)m
≡ eim(p0(µ)+π), (2.5)
where
p0(µ) = −i log
(
sinh( iζ2 − µ)
sinh( iζ2 + µ)
)
, p0(0) = 0, (2.6)
plays the role of the bare momentum of the pseudo partiles (see also (1.10), (1.11)).
Besides the funtion Y(λj |{λ}), the master equation (2.1) ontains also a funtion Yκ(zj |{z}),
κ = eβ , whih naturally appears in the denition of the κ-twisted Bethe equations assoiated to
the spetrum of the κ-twisted monodromy matrix (see [50℄). It is given as
Yκ(µ|{z}) = a(µ)
N∏
k=1
sinh(zk − µ− iζ) + κd(µ)
N∏
k=1
sinh(zk − µ+ iζ) . (2.7)
One more objet entering (2.1) is the determinant of the matrix Ωκ, with matrix elements
(Ωκ)jk ({z}, {λ}|{z}) = a(λj) t(zk, λj)
N∏
a=1
sinh(za − λj − iζ)
− κd(λj) t(λj , zk)
N∏
a=1
sinh(za − λj + iζ) , (2.8)
where
t(z, λ) =
−i sin ζ
sinh(z − λ) sinh(z − λ− iζ)
. (2.9)
The determinant of this matrix desribes the salar produt between any eigenstate of the twisted
transfer-matrix and some arbitrary state (see [50, 45℄).
It remains to desribe the integration ontour Γ({λ}) appearing in equation (2.1). For every
variable zj the integral is taken over a losed ontour surrounding the points λ1, . . . , λN and suh
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that any other singularities of the integrand (i.e. the roots of the system Yκ(zj |{z}) = 0) are
loated outside this ontour. Sine here the parameters λ1, . . . , λN deribe the ground state of
the XXZ hain in a non-zero magneti eld h, they are real numbers and, in the thermodynami
limit, they ll the interval [−q, q] (with q nite, see (1.9)) with a density ρ(λ) satisfying the linear
integral equation (1.11). Therefore, the integration ontour will be hosen suh as to surround
the interval [−q, q].
It is worth mentioning that the integral representation (2.1) only holds for |κ| small enough.
This restrition does not ause any problems: the expetation value of eβQm is a polynomial
in κ; thus it is enough to know this polynomial in a viinity of κ = 0 and then onsider its
analyti ontinuation. One should however remember that it is not always possible to analytially
ontinue diretly the integrand of (2.1). For instane, at κ → 1, one of the solutions of the
system Yκ(zj |{z}) = 0 goes to {λ}, and an integration ontour Γ({λ}) satisfying the above
desired properties does not exist anymore.
2.2 Transformation of the determinants
The integrand of (2.1) has poles at zk = λj and, formally, the multiple ontour integral in (2.1)
an be omputed by residues at these points. These poles are ontained in the determinants
detΩκ. More preisely, eah of these determinants has simple poles at zk = λj , whih means
that the integrand has double poles at these points.
In order to be able to analyze the ontribution of these poles, it is onvenient to extrat
them expliitly from detΩκ. This extration an be done in several ways. The method we
present here onsists in extrating a Cauhy determinant from eah detΩκ using the fat that
the parameters λ are solution of the Bethe equations. It allows us in partiular to show that
detΩκ is proportional to κ− 1.
Proposition 2.1. If the parameters λ1, . . . , λN satisfy the system of Bethe equations, then
detN Ωκ({z}, {λ}|{z}) = detN
(
1
sinh(λj − zk)
)
·
N∏
j=1
{
a(λj)
[
κ
V+(λj)
V−(λj)
− 1
]}
×
1− κ
V −1+ (θ)− κV
−1
− (θ)
·
N∏
a,b=1
sinh(za − λb − iζ) · detN
(
δjk + U
(λ)
jk (θ)
)
, (2.10)
or
detN Ωκ({z}, {λ}|{z}) = detN
(
1
sinh(zk − λj)
)
·
N∏
j=1
{
d(λj)
[
V−(zj)
V+(zj)
− κ
]}
×
1− κ
V−(θ)− κV+(θ)
·
N∏
a,b=1
sinh(λa − zb − iζ) · detN
(
δjk + U
(z)
jk (θ)
)
. (2.11)
14
In these expressions, θ is an arbitrary omplex number, and
V±(µ) ≡ V±
(
µ |
{λ}
{z}
)
=
N∏
a=1
sinh(µ − λa ± iζ)
sinh(µ− za ± iζ)
. (2.12)
The entries of the matries U (λ)(θ) and U (z)(θ) are given by
U
(λ)
jk (θ) =
N∏
a=1
sinh(za − λj)
N∏
a=1
a6=j
sinh(λa − λj)
·
Kκ(λj − λk)−Kκ(θ − λk)
V −1+ (λj)− κV
−1
− (λj)
, (2.13)
U
(z)
jk (θ) =
N∏
a=1
sinh(zk − λa)
N∏
a=1
a6=k
sinh(zk − za)
·
Kκ(zj − zk)−Kκ(zj − θ)
V−(zk)− κV+(zk)
, (2.14)
with
Kκ(λ) = coth(λ+ iζ)− κ coth(λ− iζ) . (2.15)
The proof of this proposition is given in Appendix A.
Remark 2.1. One an observe that detΩκ is proportional to 1− κ. However, the seond line of
(2.10) or of (2.11) does not neessarily vanish at κ = 1 (β = 0). Indeed, if zj = λj (modulo
the permutation group) for all j = 1, . . . , N , then V±(θ) = 1 and the fator 1− κ anels. Suh
situation an arise in the proess of evaluating the multiple integral (2.1).
In the representations (2.10), (2.11), the poles at zk = λj are gathered expliitly in the
two Cauhy determinants. The entries of the matries U (λ,z) ontain singularities at λj = λk
(respetively zj = zk), but the orresponding determinants are obviously not singular, sine
the original detΩκ vanishes at λj = λk or zj = zk. To make this fat expliit, we present
the determinants of the nite size matries δjk + U
(λ,z)
jk as Fredholm determinants of integral
operators ating on a ontour Γ surrounding the points {λ} and {z} (see Fig. 1):
detN
[
δjk + U
(λ,z)
jk (θ)
]
= det
[
I +
1
2πi
Uˆ
(λ,z)
θ (w,w
′)
]
, (2.16)
where
Uˆ
(λ)
θ (w,w
′) = −
N∏
a=1
sinh(w − za)
sinh(w − λa)
·
Kκ(w − w
′)−Kκ(θ − w
′)
V −1+ (w)− κV
−1
− (w)
, (2.17)
and
Uˆ
(z)
θ (w,w
′) =
N∏
a=1
sinh(w′ − λa)
sinh(w′ − za)
·
Kκ(w − w
′)−Kκ(w − θ)
V−(w′)− κV+(w′)
. (2.18)
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Figure 1: The ontour Γ.
The equivalene of the two representations (2.16) is proven in Appendix A.2.
Using these results, we an rewrite the master equation (2.1) in the following form:
〈eβQm〉 =
1
N !
∮
Γ({λ})
N∏
j=1

dzj
2πi
eim(p0(zj)−p0(λj))
(
κ
V+(λj)
V−(λj )
− 1
)(
κ−
V−(zj)
V+(zj)
)
κ+ (−1)N
a(zj )
d(zj)
N∏
a=1
sinh(za−zj−iζ)
sinh(zj−za−iζ)

×
1
detN Θjk
· W˜N
(
λ1, . . . , λN
z1, . . . , zN
)
·
(
detN
1
sinh(zk − λj)
)2
, (2.19)
where
W˜N
(
λ1, . . . , λN
z1, . . . , zN
)
≡ W˜N
(
{λ}
{z}
)
=
N∏
a,b=1
sinh(za − λb − iζ) sinh(λb − za − iζ)
sinh(za − zb − iζ) sinh(λa − λb − iζ)
×
(κ− 1)2 det
(
I + 12πi Uˆ
(λ)
θ1
(w,w′)
)
det
(
I + 12πi Uˆ
(z)
θ2
(w,w′)
)
(V −1+ (θ1)− κV
−1
− (θ1))(V−(θ2)− κV+(θ2))
, (2.20)
and
Θjk =
(
a(λj)
N∏
a=1
sinh(λa − λj − iζ)
)−1
·
∂Y(λj |{λ})
∂λk
. (2.21)
It is important to note that the funtion W˜ (2.20) is a symmetri funtion of the variables {z}
and also of the variables {λ}. Moreover, it possesses the reursive redution property
W˜N
(
λ1, . . . , λN
z1, . . . , zN
)∣∣∣∣∣
zN=λN
= W˜N−1
(
λ1, . . . , λN−1
z1, . . . , zN−1
)
. (2.22)
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The entries of the matrix Θ ontain the Lieb kernel K(λ) dened in (1.10),
Θjk = δjk
(
log′
a(λj)
d(λj)
− i
N∑
a=1
K(λj − λa)
)
+ iK(λj − λk) . (2.23)
2.3 Expansion of the master equation
We now express the master equation as series appropriate for taking the thermodynami limit.
Replaing one of the Cauhy determinant by the produt of its diagonal elements we re-write
equation (2.19) as
〈eβQm〉 =
1
detN Θ
∮
Γ({λ})
N∏
j=1
{
dzj
2πi
· eim(p0(zj)−p0(λj)) · VN
(
λj |
{λ}
{z}
)}
· W˜N
(
{λ}
{z}
)
×
N∏
k=1
1
sinh(zk − λk)
· detN
[
hN (zk|{z}|{λ}) − 1
sinh(zk − λj)
+
1
sinh(zk − λj)
]
, (2.24)
where
VN
(
µ |
{λ}
{z}
)
= κV+
(
µ |
{λ}
{z}
)
V −1−
(
µ |
{λ}
{z}
)
− 1, (2.25)
and
hN (zk|{z}|{λ}) =
κ− V−
(
zk |
{λ}
{z}
)
V −1+
(
zk |
{λ}
{z}
)
κ+ (−1)N a(zk)
d(zk)
N∏
a=1
sinh(za−zk−iζ)
sinh(zk−za−iζ)
. (2.26)
Note that the funtion V dened by (2.25) satisfy similar properties to W˜ : it is also a symmetri
funtion of the variables {λ} and of the variables {z} separately, and possesses the same redution
property:
VN
(
µ |
λ1, . . . , λN
z1, . . . , zN
)∣∣∣∣∣
zN=λN
= VN−1
(
µ |
λ1, . . . , λN−1
z1, . . . , zN−1
)
. (2.27)
As for hN (2.26), it possesses also interesting redution properties. Indeed, the Bethe equations
(2.2) for {λ} ensure that, for any k and s in 1, . . . , N ,
hN (zk|{z}|{λ})|zk=λs = 1 , (2.28)
and
∂
∂zk
hN (zk|{z}|{λ})
∣∣∣∣
zk=λs
= V−1N−1
(
λs |
{λ} \ λs
{z} \ zk
)(
log′
a(λs)
d(λs)
− i
N∑
a=1
K(λs − λa)
)
. (2.29)
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It follows in partiular from (2.28) that the rst part of the determinant in (2.24) is holomorphi
at zk = λj .
Let us now expand this determinant via the Laplae formula. We obtain
〈eβQm〉 =
1
detN Θ
∮
Γ({λ})
N∏
j=1
{
dzj
2πi
·
eim(p0(zj)−p0(λj))
sinh(zj − λj)
· VN
(
λj |
{λ}
{z}
)}
· W˜N
(
{λ}
{z}
)
×
N∑
n=0
∑
{z}={z}γ∪{z}γ¯
{λ}={λ}α∪{λ}α¯
#γ¯=#α¯=n
(−1)[P (α)]+[P (γ)] detk∈γ
j∈α
[
hN (zk|{z}|{λ}) − 1
sinh(zk − λj)
]
detk∈γ¯
j∈α¯
[
1
sinh(zk − λj)
]
.
(2.30)
The above sum runs through all possible partitions α ∪ α¯ and γ ∪ γ¯ of 1, . . . , N suh that
#γ¯ = #α¯ = n. The sets of parameters {λ} and {z} are divided aordingly into disjoint subsets
{λ} = {λ}α∪{λ}α¯, and similarly {z} = {z}γ∪{z}γ¯ . Moreover, we speify that the parameters in
eah subset are ordered in the anonial way, namely {λ}α = {λα1 , λα2 , . . . } with α1 < α2 < . . .
et. Finally, [P (α)] (respetively [P (γ)]) stands for the signature the permutation P suh that
P (α, α¯) = 1, . . . , N (respetively P (γ, γ¯) = 1, . . . , N).
Lemma 2.1. In the multiple integral (2.30),
1. the only non-zero ontributions ome from partitions suh that γ = α;
2. the rst determinant in (2.30) ontributes only through the produt of its diagonal elements.
Proof  Let us onsider a partition suh that γ 6= α. Then there exists ℓ ∈ γ suh that ℓ /∈ α.
Let us onsider the integrand of (2.30) as a funtion of zℓ. At rst sight it has a simple pole at
zℓ = λℓ and also simple poles at the points zℓ = λj for all j ∈ α. Yet, due to the property (2.28),
all the orresponding residues are equal to zero. Hene, the integral over zℓ vanishes. Thus we
onlude that only partitions suh that γ = α yield non-vanishing ontributions to the integral.
It remains to prove the seond part of the lemma. Let us onsider an o-diagonal ontribution
oming from the rst determinant. Hene there is a variable zℓ ∈ {z}γ suh that the integrand,
onsidered as a funtion of this zℓ, has at most simple poles. However, due to the presene of
the fator hN (zℓ|{z}|{λ}) − 1, their residues vanish. 
Thus,
〈eβQm〉 =
1
detN Θ
∮
Γ({λ})
N∏
j=1
{
dzj
2πi
· eim(p0(zj)−p0(λj)) · VN
(
λj |
{λ}
{z}
)}
· W˜N
(
{λ}
{z}
)
×
N∑
n=0
∑
α∪α¯
#α¯=n
∏
k∈α¯
1
sinh(zk − λk)
∏
k∈α
[
hN (zk|{z}|{λ}) − 1
sinh2(zk − λk)
]
detj,k∈α¯
1
sinh(zk − λj)
. (2.31)
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The integrals over {z}α an now be easily omputed using (2.29). We obtain
〈eβQm〉 =
1
detN Θ
N∑
n=0
∑
α∪α¯
#α¯=n
∮
Γ({λ})
∏
j∈α¯
{
dzj
2πi
· eim(p0(zj)−p0(λj)) · Vn
(
λj |
{λ}α¯
{z}α¯
)}
× W˜n
(
{λ}α¯
{z}α¯
)
·
∏
j∈α
(2πiMρ˜(λj)) ·
∏
k∈α¯
1
sinh(zk − λk)
· detj,k∈α¯
1
sinh(zk − λj)
, (2.32)
where
2πiMρ˜(λj) = log
′ a(λj)
d(λj)
− i
N∑
a=1
K(λj − λa) . (2.33)
The notation ρ˜(λ) is motivated by the fat that ρ˜(λ) goes to the ground state density ρ(λ) (1.11)
in the thermodynami limit.
It remains to replae the summation over partitions by a sum over individual λ's. Let us
denote by Λ the original set of spetral parameters {λ1, . . . , λN} desribing the ground state.
We then have
〈eβQm〉 =
∏N
j=1 (2πiMρ˜(λj))
detN Θ
N∑
n=0
1
n!
∑
λ1,...,λn∈Λ
n∏
j=1
(
1
2πiMρ˜(λj)
)
×
∮
Γ({λ})
n∏
j=1
dzj
2πi
·
n∏
j=1
eim(p0(zj)−p0(λj))
sinh(zj − λj)
· Fn
(
{λ}
{z}
)
· detn
1
sinh(zk − λj)
. (2.34)
with
Fn
(
{λ}
{z}
)
= W˜n
(
{λ}
{z}
)
n∏
j=1
Vn
(
λj |
{λ}
{z}
)
. (2.35)
2.4 Thermodynami limit
Reall that the thermodynami limit orresponds to N,M →∞ in suh a way that the average
density D = N/M remains xed. In this limit, disrete sums over the ground state Bethe
parameters λk turn into integrals over [−q, q] weighted by a density funtion ρ(λ),
1
M
∑
λj∈Λ
f(λj)→
q∫
−q
f(λ)ρ(λ) dλ. (2.36)
It is easy to ompute the limit of the pre-fator in (2.34). Using the notation (2.33), we an
express the determinant of the matrix Θ (2.23) as
detN Θ =
N∏
j=1
(2πiMρ˜(λj)) · detN
[
δjk +
K(λj − λk)
2πMρ˜(λj)
]
. (2.37)
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The equation (2.33) for ρ˜(λ) an be written in the form
2πρ˜(λj) = p
′
0(λj)−
1
M
N∑
a=1
K(λj − λa) . (2.38)
Replaing the sum by the integral and using the integral equation for the ground state density
(1.11), we nd that in the thermodynami limit ρ˜(λ)→ ρ(λ). Therefore the determinant in the
r.h.s. of (2.37) goes to the Fredholm determinant of the integral operator I + 12πK ating on
[−q, q], namely,
detN Θ ·
N∏
j=1
(2πiMρ˜(λj))
−1 → det
[
I +
1
2π
K
]
, N,M →∞, (2.39)
where the integral operator ats on the interval [−q, q].
Hene, in the thermodynami limit, the generating funtion 〈eβQm〉 is given by the following
series of multiple integrals:
〈eβQm〉 =
1
det
(
I + 12πK
) ∞∑
n=0
1
n!
∮
Γ([−q,q])
n∏
j=1
dzj
2πi
q∫
−q
n∏
j=1
dλj
2πi
× Fn
(
{λ}
{z}
)
·
n∏
j=1
eim(p0(zj)−p0(λj))
sinh(zj − λj)
· detn
1
sinh(zk − λj)
. (2.40)
The question of onvergene of this series is quite ompliated. To understand this topi a
little better, let us onsider the free fermions point ∆ = 0 (ζ = π2 ).
In this point the terms of the series an be signiantly simplied. Indeed, it is obvious from
(2.12) that Vn ≡ κ − 1 for ζ =
π
2 . It is less trivial, but true (see Appendix B), that W˜n ≡ 1.
Therefore Fn ≡ (κ− 1)
n
, and we have
〈eβQm〉
ζ=π2
=
∞∑
n=0
(κ− 1)n
n!
∮
Γ([−q,q])
n∏
j=1
dzj
2πi
q∫
−q
n∏
j=1
dλj
2πi
×
n∏
j=1
eim(p0(zj)−p0(λj))
sinh(zj − λj)
· detn
1
sinh(zk − λj)
. (2.41)
The integrals over zj are now fatorized and an be taken expliitly. We obtain
〈eβQm〉
ζ=π2
=
∞∑
n=0
(κ− 1)n
n!
q∫
−q
n∏
j=1
dλj · detn
[
sin
(
m
2 (p0(λj)− p0(λk))
)
π sinh(λj − λk)
]
. (2.42)
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The series (2.42) is an expansion of the Fredholm determinant of the integral operator I + V0
with kernel
V0(λ, µ) = (κ− 1)
sin
{
m
2 [p0(λ)− p0(µ)]
}
π sinh(λ− µ)
. (2.43)
The general theory of Fredholm determinants ensures that the series (2.42) is absolutely on-
vergent and dene an entire funtion of κ. It means that the expansion oeients deay faster
than exponentially.
In the ase of general ∆, the series (2.40) annot be redued to a simple form as in (2.42). As
mentioned above, the analysis of its onvergene is therefore rather ompliated. Nevertheless,
taking into aount that the XXZ hain with a general anisotropy parameter an be onsidered
as a smooth deformation of the ∆ = 0 ase, we shall assume in the following that the expansion
(2.40) also is absolutely onvergent.
As a onlusion to this setion, we would like to stress the role of the non-zero magneti eld.
As we already mentioned, the support of the ground state density at non-zero magneti eld is
a nite interval [−q, q]. Therefore, all the multiple integrals in the series (2.40) are onvergent.
The pre-fator det[I + 12πK]
−1
is also nite. However, at zero magneti eld, q →∞, and it is
easy to see that eah separate integral in the series (2.40) beomes divergent. This divergene
should be of ourse ompensated by the divergene of the Fredholm determinant det[I + 12πK].
The latter beomes ill-dened at q →∞, beause the kernel of the integral operator depends on
the dierene of the parameters, i.e. K = K(λ−µ). It is not lear, however, how one an extrat
the nite part from the representation (2.40) diretly at h = 0. Therefore one an say that the
non-zero magneti eld plays the role of a regularization in the framework of our approah. One
an hek however that, in the end of the omputation, the obtained results have smooth limits
at h→ 0, although the orresponding proof is highly non-trivial.
3 Cyle integrals
Even in the simplest ase of free fermions where the multiple integrals are deoupled, the al-
ulation of the large m behavior of 〈eβQm〉 remains non-trivial. Indeed, one has to analyze the
large m behavior of the Fredholm determinant of the integral operator I + V0 whose kernel is
given in (2.43). In the general ase, the situation is even worse as the multiple integrals are
highly oupled and hene the orresponding series annot be identied with the Fredholm series
for the determinant of some integral operator.
However, the series (2.40) an be rearranged in a spei way, making possible the asymptoti
analysis of its separate terms. The key observation towards suh a rearrangement omes from
the free fermion point. There the leading asymptoti eet is produed by traes of powers of
V0 : tr(V
s
0 ) behaves as O(m) when m→∞ for s = 1, 2, . . . . Analogs of suh traes of powers of
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V0 will be given, in the general ase, by the following type of integrals:
Is [Gs] =
∮
Γ([−q,q])
dsz
(2πi)s
q∫
−q
dsλ
(2πi)s
Gs
(
{λ}
{z}
)
s∏
j=1
eim(p0(zj)−p0(λj))
sinh (zj − λj) sinh (zj − λj+1)
, (3.1)
in whih the 2s integrals are oupled via some holomorphi funtion Gs of 2s variables λ1, . . . , λs,
z1, . . . , zs, symmetri separately in the s variables λ and in the s variables z. Note that, in (3.1),
we identify λs+1 with λ1.
In this setion, we explain how the representation (2.40) an be deomposed into suh inte-
grals, and how the asymptoti behavior of the latter an be analyzed in the large m limit.
3.1 The yle expansion
The deomposition of the series (2.40) into multiple integrals of the form (3.1), whih plays
a key role in its asymptoti analysis, omes diretly from the yle expansion of the Cauhy
determinant. In this artile we use the following denition for a yle:
Denition 3.1. Let A = (ai,j) be an arbitrary n× n matrix. A yle of length ℓ is any produt
of entries of A of the form
aj1,j2 aj2,j3 . . . ajℓ−1,jℓ ajℓ,j1 .
With this terminology, integrals of the form (3.1) will be alled yle integrals.
It is well known (see e.g. [11℄) that the determinant of any matrix A an be presented as a
sum of produts of yles of dierent lengths. We all suh a representation of a determinant
its yle expansion. In our ase, the determinant we need to deompose into yles (namely, the
Cauhy determinant in (2.40)) is part, together with some symmetri funtion, of the integrand
of a n-fold integral. For suh kind of representations we have the following result:
Proposition 3.1. Let Cλ and Cz be two urves in C, g a ontinuous funtion in (z, λ) ∈ Cz×Cλ,
and Gn a ontinuous funtion in n variables λ and n variables z on C
n
λ × C
n
z . Assume more-
over that, for any permutation σ ∈ Sn, Gn is invariant under replaements of pairs (λi, zi) 7→(
λσ(i), zσ(i)
)
. Then,
1
n!
∫
Cλ
dnλ
∫
Cz
dnz Gn
(
{λ}
{z}
)
detn
[
g(zi, λj)
]
=
n∑
ℓ1,...,ℓn=0
nP
k=1
kℓk=n
C(n|{ℓ})
∫
Cλ
dnλ
∫
Cz
dnz Gn
(
{λ}
{z}
) ∏
t∈J{ℓ}
g(zt, λt+1), (3.2)
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where
C(n|{ℓ}) =
n∏
s=1
1
ℓs!
(
(−1)s+1
s
)ℓs
. (3.3)
Here J{ℓ} denotes the following set of triplets, assoiated to the onguration given by ℓ1, . . . , ℓn,
J{ℓ} = {(s, p, j) : 1 ≤ s ≤ n, 1 ≤ p ≤ ℓs, 1 ≤ j ≤ s}, (3.4)
and, for t = (s, p, j), t+ 1 denotes the triplet (s, p, j + 1), with (s, p, s+ 1) ≡ (s, p, 1).
Remark 3.1. The notations introdued above should be understood as follows: s labels the
length of a yle, ℓs stands for the number of yles of length s and j marks the position of
the variable in the orresponding yle. Hene, for t = (s, p, j), µt ≡ µs,p,j stands for the j
th
variable of the pth yle of length s. In this notation we assume that µs,p,s+1 ≡ µs,p,1.
Proof  Let g be a n× n matrix. Then,
detn[g] =
1
n!
∂n
∂γn
detn[I + γg]
∣∣∣∣
γ=0
=
1
n!
∂n
∂γn
exp
(
tr log[I + γg]
)∣∣∣∣
γ=0
=
1
n!
∂n
∂γn
n∏
s=1
exp
{
(−1)s+1γs
s
tr(gs)
}∣∣∣∣∣
γ=0
=
1
n!
∂n
∂γn
∞∑
ℓ1,...,ℓn=0
C(n|{ℓ})
n∏
s=1
[
γs tr(gs)
]ℓs∣∣∣∣∣∣
γ=0
=
n∑
ℓ1,...,ℓn=0
Σkℓk=n
C(n|{ℓ})
n∏
s=1
[
tr(gs)
]ℓs . (3.5)
Substituting here gij = g(zi, λj) and writing expliitly all
[
tr(gs)
]ℓs
, we obtain
detn
[
g(zi, λj)
]
=
n∑
ℓ1,...,ℓn=0
Σkℓk=n
C(n|{ℓ})
n∏
s=1
ℓs∏
p=1
n∑
i(s,p,1),...,i(s,p,s)=1
s∏
j=1
g
(
zi(s,p,j) , λi(s,p,j+1)
)
, (3.6)
It remains to observe that, in the produt of the funtions g
(
zi(s,p,j) , λi(s,p,j+1)
)
, all i(s,p,j) should
be dierent, otherwise the orresponding term does not ontribute to the determinant (all other
ontributions eventually anel out). Hene, the multiple sum over i(s,p,j) is in fat the sum over
permutations:
detn
[
g(zi, λj)
]
=
n∑
ℓ1,...,ℓn=0
Σkℓk=n
C(n|{ℓ})
∑
σ∈Gn
∏
t∈J{ℓ}
g
(
zσ(t), λσ(t)+1
)
. (3.7)
Due to the symmetry properties of the funtion Gn, all the terms of the sum over permutations
give the same ontribution to the integral. 
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Let us apply this result to the Cauhy determinant under the multiple integrals in the series
(2.40) for 〈eβQm〉. Denoting
〈eβQm〉 =
〈eβQm〉
det
[
I + 12πK
] , (3.8)
we obtain
〈eβQm〉 =
∞∑
n=0
∞∑
ℓ1,...,ℓn=0
Σkℓk=n
C(n|{ℓ})
∮
Γ([−q,q])
dnz
(2πi)n
q∫
−q
dnλ
(2πi)n
Fn
(
{λ}
{z}
)
×
∏
t∈J{l}
eim(p0(zt)−p0(λt))
sinh (zt − λt) sinh (zt − λt+1)
. (3.9)
It is atually onvenient to remove the onstraint Σkℓk = n on the summation variables ℓk in
the sum (3.9). This an be done by introduing, in the nth term of the series, an nth-derivative
over some auxiliary parameter γ, similarly as in the proof of Proposition 3.1:
〈eβQm〉 =
∞∑
n=0
1
n!
∂n
∂γn
∞∑
ℓ1,..., ℓn=0
n∏
k=1
1
ℓk!
(
(−1)k+1γk
k
)ℓk ∮
Γ([−q,q])
∏
t∈J{ℓ}
dzt
2πi
q∫
−q
∏
t∈J{ℓ}
dλt
2πi
× F|J{ℓ}|
(
{λ}
{z}
) ∏
t∈J{ℓ}
eim(p0(zt)−p0(λt))
sinh (zt − λt) sinh (zt − λt+1)
∣∣∣∣∣∣
γ=0
, (3.10)
where |J{ℓ}| = Σkℓk denotes the ardinality of the set J{ℓ} (this ardinality is no longer equal to
n sine we have removed the onstraint).
The nth term in the series for 〈eβQm〉 is thus expressed as some sum of multiple yle integrals
of the form (3.1). Note however that these yle integrals are oupled through the funtion F|J{ℓ}|
whih involves the total number 2|J{ℓ}| of variables, and not only the 2s variables assoiated to
a given yle. In order to formalize this fat, we need to introdue some notations.
Let us rst reall the standard order on N
3
:
(t1, t2, t3) < (u1, u2, u3)⇔ {t1 < u1 or {t1 = u1 and {t2 < u2 or {t2 = u2 and t3 < u3}}}},
and let id be the identity operator on funtions of one variable λ and one variable z:
id
[
G
(
λ
z
)]
= G
(
λ
z
)
. (3.11)
For some yle onguration {ℓ}, we dene I(s,p) as the operator ating on funtions G|J{ℓ}| of
2|J{ℓ}| variables λt and zt, t ∈ J{ℓ}, as the yle integral Is (3.1) over the variables λs,p,j, zs,p,j,
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1 ≤ j ≤ s, i.e.
I(s,p) =
⊗
t<(s,m,1)
idt︸︷︷︸
variables
λt, zt
⊗
Is
⊗
t>(s,m,s)
idt︸︷︷︸
variables
λt, zt
. (3.12)
Note that the ation on G|J{ℓ}| of a single I(s,p) (assoiated to a given yle (s, p)) still produes
a funtion (with respet to the other variables). However, the ation on G|J{ℓ}| (denoted here
with the symbol *) of the produt of suh operators I(s,p) with respet to all yles, n∏
s=1
ℓs∏
p=1
I(s,p)
 ∗ G|J{ℓ}| = n∏
s=1
ℓs∏
p=1
s∏
j=1
∮ dzs,p,j
2πi
q∫
−q
dλs,p,j
2πi
 · G|J{ℓ}|
(
{λs,p,j}
{zs,p,j}
)
×
n∏
s=1
ℓs∏
p=1
s∏
j=1
eim(p0(zs,p,j)−p0(λs,p,j))
sinh (zs,p,j − λs,p,j) sinh (zs,p,j − λs,p,j+1)
, (3.13)
produes a number, sine all variables λ and z are integrated.
This notation enables us to reast the generating funtion in a quite ompat form:
〈eβQm〉 =
∞∑
n=0
1
n!
∂n
∂γn
G1...n(γ)
∣∣∣∣
γ=0
, (3.14)
where
G1...n(γ) =
∞∑
ℓ1,..., ℓn=0
n∏
k=1
1
ℓk!
(
(−1)k+1γk
k
)ℓk
·
 n∏
s=1
ℓs∏
p=1
I(s,p)
 ∗ F|J{ℓ}| . (3.15)
Therefore, the whole problem of the asymptoti analysis of the series (2.40) for 〈eβQm〉
redues to the derivation of an asymptoti formula for G1...n (γ). The advantage of suh a
representation is the following: in spite of the fat that all yle integrals are oupled with eah
others through the funtion F|J{ℓ}|, the asymptoti behavior for large m of every set of yle
integrals an nevertheless be omputed separately, independently of the other integrals; then
the asymptoti formula for multiple yle integrals an be obtained by applying onseutively
the results of the analysis of eah pure yle integral I(s,p) to the orresponding group of yle
variables {λs,p,j}1≤j≤s and {zs,p,j}1≤j≤s, while onsidering the remaining variables xed. Passing
from the exat formula to the asymptoti one produes a very powerful eet: due to peuliar
properties of the funtion F|J{ℓ}|, the yles beome quasi-deoupled in the m → +∞ limit.
Suh a quasi-deoupling is enough to perform the sum over all the possible numbers ℓk of yles
of length k.
The summation proedure of the asymptotis of multi-yle integrals will be presented in
Setion 4. However, rst we need to remind the results of [46℄ onerning the asymptoti analysis
of pure yle integrals.
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3.2 Asymptoti analysis of yle integrals
The asymptoti study of yle integrals of the form (3.1) was performed in [46℄ from the one of
the Fredholm determinant of a generalized sine kernel. It was shown there that suh integrals
admit, up to any arbitrary order n0, an asymptoti expansion of the form
Is[Gs] = I
(0)
s [Gs] +
n0∑
n=1
1
mn
I(n; nosc)s [Gs]
+
∑
r∈Z∗
|r|≤
n0
2
eirm[p0(q)−p0(−q)]
n0∑
n=2|r|
1
mn
I(n; r)s [Gs] + O
(
logsm
mn0+1
)
. (3.16)
The leading behavior (up to o(1) orretions) is given by I
(0)
s [Gs], whih ontains a linear term
in m, a term proportional to logm, and a onstant term. Its expliit form, whih was omputed
in [46℄, will be speied later. This leading term admits two kinds of orretions: osillating
(ontaining an osillating fator eirm[p0(q)−p0(−q)]), and non-osillating ones1. Note that the
leading term I
(0)
s [Gs] itself is non-osillating.
In order to derive the asymptoti behavior of 〈eβQm〉, one will have to sum up (3.16) aording
to (3.15). If we suppose that subleading orretions in (3.16) remain subleading through this
proess of summation (whih is not ompletely true, as it will be explained later), then it is in
priniple enough, so as to obtain the leading asymptoti behavior of 〈eβQm〉, to onsider only
the leading term I
(0)
s [Gs] in (3.16). Reall however that our main goal is not 〈e
βQm〉 itself, but
the spin-spin orrelation funtion 〈σz1 σ
z
m+1〉 obtained from 〈e
βQm〉 by seond derivative with
respet to β and by seond lattie derivative (see (1.4)). This proess of taking the seond lattie
derivative will derease the order of the non-osillating terms, but not of the osillating ones, as
we may merely dierentiate the exponential. Therefore, to be sure to get the leading behavior
of 〈σz1 σ
z
m+1〉, we will have to onsider not only the leading (non-osillating) term I
(0)
s [Gs], but
also the leading osillating orretion, given by
Os[Gs] = O
+
s [Gs] +O
−
s [Gs], with O
±
s =
1
m2
e±im[p0(q)−p0(−q)]I(2;±1)s . (3.17)
It will indeed appear that the non-osillating term gives rise to an m−2 behavior for 〈σz1 σ
z
m+1〉,
whereas the osillating one produes an m−θ derease, θ being lower or higher than 2 aording
to the value of ∆.
To speify the funtional ation of I
(0)
s and Os on the funtion Gs and to apply it to our
partiular ase, let us rst briey remind the main idea of the analysis performed in [46℄.
1I
(n; r)
s [Gs] and I
(n; nosc)
s [Gs] still depend on m, but simply as a polynomial (of degree at most s) of logm.
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3.2.1 From generalized sine kernel to yle integrals
Suppose that the funtion Gs appearing in (3.1) is realized as a produt of funtions of one
variable, i.e.
Gs
(
{λ}
{z}
)
=
s∏
i=1
ϕ (λi) e
g(zi), (3.18)
with g and ϕ holomorphi in some viinity of [−q, q]. Then the yle integral Is[Gs] (3.1) an be
expliitly omputed in terms of the sth γ-derivative of the Fredholm determinant of the operator
I + γV on [−q, q], with kernel
V (λ, µ) = F (λ)
sin
{
m
2 [p0(λ)− p0(µ)]−
i
2 [g(λ) − g(µ)]
}
π sinh(λ− µ)
, F (λ) = eg(λ)ϕ(λ). (3.19)
Indeed, from the series representation of log det [I + V ], one has,
(−1)s−1
(s− 1)!
∂sγ log det [I + γV ]
∣∣∣
γ=0
=
q∫
−q
dsλ
s∏
k=1
V (λk, λk+1) , with λs+1 ≡ λ1, (3.20)
whih is exatly the yle integral Is [Gs] one the residues in z have all been omputed.
In order to obtain the asymptoti expansion for yle integrals involving more general holo-
morphi funtions Gs that are symmetri with respet to the variables λ1, . . . , λs and z1, . . . , zs
separately, one uses the fat that suh funtions admit an expansion of the form
Gs
(
{λ}
{z}
)
=
∞∑
k=1
s∏
j=1
ϕk(λj)φk(zj), (3.21)
where ϕk(λ) and φk(z) are holomorphi in a neighborhood of the interval [−q, q]. Setting then
Fk(λ) = ϕk(λ)φk(λ) e
gk(λ) = φk(λ), (3.22)
and denoting the orresponding kernel (3.19) as Vk, we obtain
Is [Gs] =
∞∑
k=1
(−1)s+1
(s − 1)!
∂sγ log det [I + γVk]
∣∣
γ=0
. (3.23)
Hene, the asymptotis of yle integrals for suh Gs an be inferred from those of the Fredholm
determinant of I + γV , V being a generalized sine kernel of the form (3.19) (see [46℄ for a more
rigorous proof of all this proedure).
The large m asymptoti behavior of log det[I+γV ] was obtained in [46℄ by Riemann-Hilbert
approah. There it was proved that, in the m→ +∞ limit,
log det[I + γV ] =W0(m) + o(1), (3.24)
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and the leading asymptoti term W0 was omputed expliitly in terms of the funtion
ν(λ) = −
1
2πi
log
(
1 + γF (λ)
)
, ν± = ν(±q). (3.25)
It reads
W0(m, [ν]) = −
q∫
−q
[
imp′0(λ) + g
′(λ)
]
ν(λ) dλ−
∑
σ=±
{
ν2σ log[m sinh(2q)p
′
0(σq)]− logG(1, νσ)
}
+
1
2
q∫
−q
ν ′(λ)ν(µ)− ν(λ)ν ′(µ)
tanh(λ− µ)
dλdµ+
∑
σ=±
σνσ
q∫
−q
νσ − ν(λ)
tanh(σq − λ)
dλ , (3.26)
where G(1, z) = G(1+z)G(1−z), and G(z) is the Barnes funtion dened as the unique solution
of the equation
G(1 + z) = Γ(z)G(z), with G(1) = 1 and
d3
dz3
logG(z) ≥ 0, z > 0. (3.27)
It was proved in [46℄ that this leading term W0 gives rise to the leading term I
(0)
s [Gs] of (3.16)
through the proedure desribed above.
In [46℄ were also omputed the rst osillating and non-osillating orretions to (3.24). Non-
osillating orretions to (3.24) lead to non-osillating orretions in (3.16), and we a priori do
not need them for our purpose. We have seen however that, even if the rst osillating orretion
(3.17) in (3.16) gives rise, through the proess of summation that we will see in the next setion,
to a subleading term in the expansion for 〈eβQm〉, it may beome leading one the dierene-
dierential operator (1.4) is applied. Therefore we also reall the expliit expression of the rst
osillating orretion whih was omputed in [46℄. It reads,
W1(m, [ν]) e
im[p0(q)−p0(−q)] +W−1(m, [ν]) e
−im[p0(q)−p0(−q)], (3.28)
with
W±1(m, [ν]) =
ν+ν− u(q)
±1
sinh2(2q) p′0(q) p
′
0(−q)
m−2±2(ν++ν−) (3.29)
and
u(q) =
∏
σ=±
eσg(σq) [sinh(2q) p′0(σq)]2νσ Γ(−νσ)Γ(νσ) exp
−2σ q∫
−q
νσ − ν(λ)
tanh(q − σλ)
dλ
 . (3.30)
The asymptoti estimates given above are uniform over γ for γ small enough: for all ε > 0, there
exists γ0 suh that, ∀γ < γ0, 2|ν+ + ν−| < ε and the orretions to (3.28) are of order less than
O(m−3+ε). Therefore (3.28) indeed gives rise, through the proess desribed above (see (3.23)),
to the rst osillating orretion Os (3.17) of (3.16).
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Remark 3.2. We would like to draw the reader's attention to a remarkable relation between the
terms W0 and W±1:
W±1(m, [ν]) e
±im[p0(q)−p0(−q)] = eW0(m,[ν∓1])−W0(m,[ν]) . (3.31)
Hene, the terms W±1 partly restore the original periodiity ν → ν + n, n ∈ Z, of det[I + γV ],
that is broken if one onsiders the leading term W0 alone.
3.2.2 Leading asymptoti behavior of yle integrals
We have seen how to generate the leading term I
(0)
s [Gs] and its rst osillating orretion Os[Gs],
in the asymptoti expansion (3.16) of the yle integral (3.1): I
(0)
s [Gs] is generated through
(3.23) by the leading asymptoti part W0 (3.26), whereas Os[Gs] omes from (3.28). It remains,
in order to be able to sum up their respetive ontributions in (3.15), to desribe more preisely
their ation as a funtional of Gs.
For the purpose of the summation of the series (3.15), it will be onvenient to distinguish
the g-dependent part of W0, presenting the latter as a sum of two terms W0 = W
(0)
0 +W
(g)
0 ,
where
W
(0)
0 (m, [ν]) =W0(m, [ν])
∣∣∣
g=0
and W
(g)
0 [ν] = −
q∫
−q
g′(λ) ν(λ) dλ. (3.32)
It will split aordingly the funtional I
(0)
s [Gs] into two parts:
I(0)s [Gs] = (Hs +Ds) [Gs], (3.33)
where Hs[Gs] is the part of I
(0)
s [Gs] issued from W
(0)
0 , whereas Ds[Gs] omes from W
(g)
0 .
To obtain the expliit expression of Ds as a funtional of Gs, one should proeed as follows:
ompute the sth γ-derivative of W
(g)
0 [ν] at γ = 0,
(−1)s−1
(s− 1)!
∂sγW
(g)
0 [ν]
∣∣∣
γ=0
=
q∫
−q
dλ
2πi
g′(λ)F s(λ) , (3.34)
substitute in this expression F (λ) and g(λ) by (3.22),
(−1)s−1
(s− 1)!
∂sγW
(g)
0 [ν]
∣∣∣
γ=0
=
q∫
−q
dλ
2πi
g′k(λ)
[
ϕk(λ) e
gk(λ)
]s
, (3.35)
and take nally the sum over k as in (3.23). This gives
Ds [Gs] =
q∫
−q
dλ
2πi
∂ǫGs
(
{λ}s
λ+ ǫ, {λ}s−1
)∣∣∣∣
ǫ=0
. (3.36)
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The notation {λ}s means here that all the original yle variables λ1, . . . , λs are now set equal to
the same value λ. The variables z2, . . . , zs are likewise equal to λ. Notwithstanding, one should
set here z1 = λ only after taking the derivative with respet to this variable.
One an derive similarly expliit formulas for the ation of Hs and Os. However, for general
funtions Gs, the orresponding expressions are rather umbersome (see [46℄). Therefore we
restrit our analysis to a spei lass of funtions. Let us suppose from now on that Gs an be
presented as
Gs
(
{λ}
{z}
)
=
s∏
j=1
Φ1
(
λj |
{λ}
{z}
)
· Φ2
(
{λ}
{z}
)
, (3.37)
where the funtions
Φ1
(
ω |
{λ}
{z}
)
, Φ2
(
{λ}
{z}
)
, (3.38)
are symmetri funtions of the s variables {λ} and of the s variables {z} separately, and satisfy
the redution property
Φ1
(
ω |
{λ}
{z}
)∣∣∣∣∣
λj=zj
= Φ1
(
ω |
{λ} \ λj
{z} \ zj
)
, Φ2
(
{λ}
{z}
)∣∣∣∣∣
λj=zj
= Φ2
(
{λ} \ λj
{z} \ zj
)
. (3.39)
Note that, if the set {λ} oinides with the set {z}, then the funtion Φ2 beomes a onstant
whereas Φ1 beomes a one-variable funtion:
Φ2
(
{λ}
{λ}
)
= Φ2
(
∅
∅
)
≡ Φ2 = onst, Φ1
(
ω |
{λ}
{λ}
)
= Φ1
(
ω |
∅
∅
)
≡ Φ1(ω). (3.40)
Observe that the funtions V and W˜ in (2.35) are preisely of this type and, hene, F|J{ℓ}| is
a partiular ase of (3.37). Moreover, in the proess of onseutive summation of the series
(3.15), we will permanently deal with funtions of the form (3.37). A remarkable property
of suh funtions is that, regardless of their multi-variable nature, everything happens in the
asymptoti regime as if they were a pure produt of one variable funtions.
Let us give now the expliit form of the ation of the funtionals Hs and Os on suh funtions.
Proposition 3.2. Let Gs be a funtion of the form (3.37). Then
Hs[Gs] =
(−1)s−1
(s− 1)!
∂sγW
(0)
0 [νˆ]
∣∣∣
γ=0
· Φ2 , (3.41)
where
νˆ(ω) = −
1
2πi
log [1 + γΦ1(ω)] , (3.42)
and with Φ1(ω) and Φ2 dened as in (3.40).
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Proof  The expliit form of the funtional W
(0)
0 [ν] follows from (3.26). However, to prove
Proposition 3.2, it is enough that it an be written in the following quite general form:
W
(0)
0 [ν] =
∞∑
n=0
1
n!
q∫
−q
Tn(ξ1, . . . , ξn)
n∏
j=1
ν(ξj) d
nξ , (3.43)
where ν(ξ) is given by (3.25) and Tn are some funtions or distributions. In order to obtain the
orresponding part of the asymptotis of the yle integral of length s, one should rst take the
sth γ-derivative
∂sγW
(0)
0 [ν]
∣∣∣
γ=0
=
∞∑
n=0
s∑
k1,...,kn=1
′
n∏
j=1
∂
kj
γ ν0
kj !
∣∣∣
γ=0
q∫
−q
Tn(ξ1, . . . , ξn)
n∏
j=1
F kj(ξj) d
nξ , (3.44)
where ν0 is given by
ν0 =
−1
2πi
log(1 + γ) , (3.45)
and prime means that the summation over k1, . . . , kn is taken under the onstraint
∑n
j=1 kj = s.
Then, using (3.21) and (3.22), we obtain
Hs[Gs] =
(−1)s−1
(s − 1)!
∞∑
n=0
s∑
k1,...,kn=1
′
n∏
j=1
∂
kj
γ ν0
kj !
∣∣∣
γ=0
q∫
−q
Tn(ξ1, . . . , ξn)Gs
(
{ξ1}
k1 , . . . , {ξn}
kn
{ξ1}
k1 , . . . , {ξn}
kn
)
dnξ.
It remains to observe that, due to the redution property (3.39),
Gs
(
{ξ1}
k1 , . . . , {ξn}
kn
{ξ1}
k1 , . . . , {ξn}
kn
)
= Φ2
n∏
j=1
Φ
kj
1 (ξj) . (3.46)
Comparing with (3.44) we see that it gives (3.41) with νˆ dened in (3.42). 
Proposition 3.3. Let Gs be as in (3.37). Then
O±s [Gs] =
(−1)s−1
(s − 1)!
∂sγ e
W
(0)
0 [νˆ
(±)∓1]−W
(0)
0 [νˆ
(±)]
∣∣∣
γ=0
· Φ2
(
∓q
±q
)
, (3.47)
where
νˆ(±)(ω) = −
1
2πi
log
[
1 + γΦ1
(
ω |
∓q
±q
)]
. (3.48)
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Proof  The proof is very similar to the one of Proposition 3.2. Consider, for example, the
osillating funtional O+s . The ation of this funtional is generated by the osillating term
W+1[ν] e
im[p0(q)−p0(−q)]
, whih in its turn is expressed in terms of W
(0)
0 [ν] by (3.31):
W+1[ν] e
im[p0(q)−p0(−q)] = eW
(0)
0 [ν−1]−W
(0)
0 [ν]+g(q)−g(−q). (3.49)
One again, we do not need the omplete expliit expression of W
(0)
0 . Let simply
eW
(0)
0 [ν−1]−W
(0)
0 [ν] = ν(q) ν(−q) T [ν] , (3.50)
in whih we have stressed that the osillating term of the asymptotis of the Fredholm deter-
minant is proportional to ν(q) ν(−q). For the remaining part T [ν], we an use a representation
similar to (3.43):
T [ν] =
∞∑
n=0
1
n!
q∫
−q
Tn(ξ1, . . . , ξn)
n∏
j=1
ν(ξj) d
nξ , (3.51)
where Tn are some funtions or distributions. The s
th γ-derivative then reads
∂sγ
(
ν(q) ν(−q) T [ν]
)∣∣∣
γ=0
=
∞∑
n=0
s∑
k+, k−, ki=1
′ ∂
k+
γ ν0
k+!
∂
k−
γ ν0
k−!
n∏
j=1
∂
kj
γ ν0
kj !
∣∣∣∣
γ=0
×
q∫
−q
Tn(ξ1, . . . , ξn)F
k+(q)F k−(−q)
n∏
j=1
F kj (ξj) d
nξ , (3.52)
where ν0 is dened in (3.45), and prime means that the sum over k+, k−, k1, . . . , kn is taken
under the onstraint k+ + k− +
∑n
j=1 kj = s. Then, using (3.21), (3.22), and multiplying (3.52)
by eg(q)−g(−q), we obtain
O+s [Gs] =
∞∑
n=0
s∑
k+, k−, ki=1
′ ∂
k+
γ ν0
k+!
∂
k−
γ ν0
k−!
n∏
j=1
∂
kj
γ ν0
kj !
∣∣∣∣
γ=0
×
q∫
−q
Tn(ξ1, . . . , ξn) Gs
(
−q, {q}k+ , {−q}k−−1, {ξ1}
k1 , . . . , {ξn}
kn
q, {q}k+ , {−q}k−−1, {ξ1}
k1 , . . . , {ξn}
kn
)
dnξ . (3.53)
It remains to observe that, due to the redution property (3.39),
Gs
(
−q, {q}k+ , {−q}k−−1, {ξ1}
k1 , . . . , {ξn}
kn
q, {q}k+ , {−q}k−−1, {ξ1}
k1 , . . . , {ξn}
kn
)
= Φ
k+
1
(
q |
−q
q
)
Φ
k−
1
(
−q |
−q
q
)
n∏
j=1
Φ
kj
1
(
ξj |
−q
q
)
· Φ2
(
−q
q
)
. (3.54)
Comparing with (3.52) we arrive at the ation (3.47) with νˆ(±) dened in (3.48). 
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Thus, the ation of the funtionals Ds, Hs and Os is expliitly dened at least on the lass
of funtions Gs admitting the representation (3.37). In that way we have found the leading
non-osillating and osillating asymptotis of yle integrals. However, this is not yet enough
to obtain a orret estimate of the innite series of multi-yle integrals (3.15). The matter
is that some a priori sub-leading orretions after their summation may give non-vanishing
leading ontribution. We will onsider this question in more details in Setion 4.2, where the
mehanism of summation will beome lear. Here we merely would like to note that some
part of the orretions ould easily be inluded into the ation of the funtionals onsidered
above. For example, we did not use the expliit form of the funtional W
(0)
0 [ν] in the proof of
Proposition 3.2. Hene, instead of W
(0)
0 [ν] alone, we ould as well have onsidered all the terms
in the asymptoti expansion of log det[I + γV ] whih an be written in the form (3.43), and the
statement of this proposition would still be valid.
4 Asymptoti summation of yle integrals
In this setion we sum up the series (3.15) in the asymptoti regime m→∞. We already labeled
eah pure yle integral I(s,p) with respet to the position of the variables on whih it ats. We
dene similarly D(s,p) (resp. H(s,p) and O(s,p)) as the operator that ats on the variables of the
pth yle of length s as Ds (resp. Hs and Os), and by doing nothing to all the other variables.
Then, if we also dene Rs to be the funtional given by the remaining part of (3.16) (whih is
in priniple of order o(1) for non-osillating orretions, and of order o( 1
m2
) for osillating ones),
and R(s,p) to be its onterpart ating on the yle (s, p), we an reexpress (3.15) as
G1...n(γ) =
∞∑
ℓ1,...,ℓn=0
n∏
s=1
(us)
ℓs
ℓs!
ℓs∏
p=1
[
D(s,p) +H(s,p) +O(s,p) +R(s,p)
]
∗ F|J{ℓ}| , (4.1)
where us =
(−1)s−1γs
s
. There, just as in the ase of multi-yle integrals, the order of the
dierent operators is not important due to the symmetry of the funtion F|J{ℓ}| in its two sets
of arguments {λ} and {z}.
Before starting to sum up expliitely the series (4.1), let us make a usefull remark: sine we
only need the nth γ-derivative of G1...n at γ = 0 (see (3.14)), it is enough for our purpose to
obtain a γ-equivalent form of the result.
Denition 4.1. Two funtions ϕ1(γ) and ϕ2(γ) are said to be γ-equivalent of order n if
∂kγϕ1(γ)
∣∣∣
γ=0
= ∂kγϕ2(γ)
∣∣∣
γ=0
, k = 0, 1, . . . , n . (4.2)
Therefore, at any stage of the omputation, we may replae G1...n by some γ-equivalent
funtion of order n whih, by abuse of notations, will still be alled G1...n.
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4.1 Summation of the ation of H(s,p)
Let us start by summing up the ation of the operators H(s,p). We rst expand the produts of
the operators in (4.1) aording to the binomial formula:
1
ℓs!
ℓs∏
p=1
[
D(s,p) +H(s,p) +O(s,p) +R(s,p)
]
=
ℓs∑
rs=0
1
rs! (ℓs − rs)!
rs∏
p=1
[
D(s,p) + O(s,p) + R(s,p)
] ℓs∏
p=rs+1
H(s,p) . (4.3)
As we already mentionned, suh an operation is possible due to the symmetry property of the
funtion F|J{ℓ}| on whih the operators in (4.3) at. Substituting this into (4.1) and hanging
the order of summation, we arrive at
G1...n(γ) =
∞∑
r1,..., rn=0
n∏
s=1
(us)
rs
rs!
n∏
s=1
rs∏
p=1
[
D(s,p) +O(s,p) +R(s,p)
]
×
∞∑
ℓ1,..., ℓn=0
n∏
s=1
(us)
ℓs
ℓs!
n∏
s=1
ℓs∏
p=1
H(s,p) ∗ F|J{r}|+|J{ℓ}|
(
{λ}J{r} ∪ {µ}J{ℓ}
{z}J{r} ∪ {y}J{ℓ}
)
. (4.4)
Here, for onveniene, we have divided the set of arguments of F|J{ℓ}|+|J{r}| into two subsets: the
operators D(s,p), O(s,p) and R(s,p) at on the variables {λ}J{r} and {z}J{r} , while the operators
H(s,p) at on {µ}J{ℓ} and {y}J{ℓ} .
Reall that eah individual H(s,p) ats non trivially (as the funtional Hs) only on variables
µs,p,j and ys,p,j, with j = 1, . . . , s. Therefore one an write
H(s,p) ∗ F|J{r}|+|J{ℓ}| = Hs
F|J{r}|+|J{ℓ}|
 {µs,p,j}1≤j≤s ∪ {λ}J{r} ∪ {µ}J cs,p{ℓ}
{ys,p,j}1≤j≤s ∪ {z}J{r} ∪ {y}J cs,p
{ℓ}
 , (4.5)
where Hs ats on the rst sets of variables {µs,p,j}1≤j≤s and {ys,p,j}1≤j≤s aording to (3.41),
while all other variables an be onsidered as auxiliary parameters. The set J cs,p{ℓ} is dened as
Jcs,p{ℓ} = J{ℓ} \ {(s, p, j) : 1 ≤ j ≤ s} . (4.6)
It is lear that F|J{r}|+|J{ℓ}| has the form (3.37), with
Φ1(ω) = V|J{r}|+|J{ℓ}|
(
ω |
{µs,p,j}1≤j≤s
{ys,p,j}1≤j≤s
)
, (4.7)
Φ2 =
∏
ω∈{λ}J{r}∪{µ}J cs,p
{ℓ}
V|J{r}|+|J{ℓ}|
(
ω |
{µs,p,j}1≤j≤s
{ys,p,j}1≤j≤s
)
· W˜|J{r}|+|J{ℓ}|
(
{µs,p,j}1≤j≤s
{ys,p,j}1≤j≤s
)
, (4.8)
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where, for simpliity, we have omitted the additional sets {λ}J{r} ∪{µ}J cs,p
{ℓ}
and {z}J{r} ∪{y}J cs,p
{ℓ}
in all the arguments in (4.7), (4.8). Applying Proposition 3.2, we obtain
H(s,p) ∗ F|J{r}|+|J{ℓ}| =
(−1)s−1
(s− 1)!
∂sγW
(0)
0 [ν
cs,p]
∣∣∣
γ=0
· F
|J{r}|+|J
cs,p
{ℓ}
|
, (4.9)
where
νcs,p(ω) =
−1
2πi
log
1 + γV
|J{r}|+|J
cs,p
{ℓ}
|
ω | {λ}J{r} ∪ {µ}J cs,p{ℓ}
{z}J{r} ∪ {y}J cs,p
{ℓ}
 . (4.10)
The obtained result still admitting the representation (3.37), we an at with all operators
H(s,p) onseutively. It gives
n∏
s=1
ℓs∏
p=1
H(s,p) ∗ F|J{r}|+|J{ℓ}| =
n∏
s=1
(
(−1)s−1
(s− 1)!
∂sγW
(0)
0 [νˆ]
∣∣∣
γ=0
)ℓs
F|J{r}|
(
{λ}J{r}
{z}J{r}
)
, (4.11)
where
νˆ(ω) =
−1
2πi
log
[
1 + γV|J{r}|
(
ω |
{λ}J{r}
{z}J{r}
)]
. (4.12)
Substituting this into (4.4) and summing up over all ℓs we arrive at
G1...n(γ) =
∞∑
r1,..., rn=0
n∏
s=1
(us)
rs
rs!
n∏
s=1
rs∏
p=1
[
D(s,p) +O(s,p) +R(s,p)
]
∗ F
(H)
|J{r}|
(
{λ}J{r}
{z}J{r}
)
, (4.13)
where
F
(H)
|J{r}|
(
{λ}J{r}
{z}J{r}
)
= F|J{r}|
(
{λ}J{r}
{z}J{r}
)
· exp
{
n∑
s=1
γs
s!
∂sγW
(0)
0 (m, [νˆ])
∣∣∣
γ=0
}
. (4.14)
Sine it will turn out to be rather important for the summation of the remaing terms, we have
here expliitly indiated that the funtional W
(0)
0 (m, [νˆ]) depends on the distane m.
We an now perform the summation over s in (4.14) by extending it up to innity, whih
means that we replae F (H) by the following γ-equivalent funtion, still denoted by F (H):
F
(H)
|J{r}|
(
{λ}J{r}
{z}J{r}
)
= F|J{r}|
(
{λ}J{r}
{z}J{r}
)
· exp
{
W
(0)
0 (m, [νˆ])
}
. (4.15)
Thus, the suessive ation of operators H(s,p) produes a omplete deoupling of parts of
the variables, and eventually restores some of the Fredholm determinant asymptotis (3.26).
Remark 4.1. Note that the summation performed here is exat, and that we did not use the
expliit expression ofW
(0)
0 (m, [νˆ]). We ould as well have onsidered the ation of some operator
H˜s inluding not only the leading ontribution Hs, but also subleading (non-osillating) ones,
provided they originate from the same kind of terms (3.43). In fat, the very same proess will
enable us, in the next subsetion, to sum up some part of Rs as well.
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4.2 Contributions from R(s,p)
Unlike the original funtion F|J{r}| (2.35), the obtained funtion F
(H)
|J{r}|
depends on the distane
m. Let us speify this dependene. We have
W
(0)
0 (m, [νˆ]) = −im
q∫
−q
p′0(λ) νˆ(λ) dλ−
∑
σ=±
νˆ2σ log
[
m sinh(2q) p′0(σq)
]
+ C˜[νˆ] , (4.16)
with
C˜[νˆ] =
1
2
q∫
−q
νˆ ′(λ)νˆ(µ)− νˆ(λ)νˆ ′(µ)
tanh(λ− µ)
dλdµ+
∑
σ=±
[
σνˆσ
q∫
−q
νˆσ − νˆ(λ)
tanh(σq − λ)
dλ+ logG(1, νˆσ)
]
, (4.17)
in whih νˆ(ω) is given by (4.12). Then the funtion F
(H)
|J{r}|
reads
F
(H)
|J{r}|
= exp
−im
q∫
−q
p′0(ω) νˆ(ω) dω
 · ∏
σ=±
[
m sinh(2q) p′0(σq)
]−νˆ2(σq)
· eC˜[νˆ]
× W˜|J{r}|
(
{λ}J{r}
{z}J{r}
) ∏
t∈J{r}
V|J{r}|
(
λt |
{λ}J{r}
{z}J{r}
)
. (4.18)
In order to omplete the alulations, we should in priniple sum up the ation of the operators
D(s,p) and O(s,p) on F
(H)
|J{r}|
, provided that R(s,p) produes only subleading orretions. This was
the ase when ating on m-independent funtions of the form (3.37) but, due to the fat that
F
(H)
|J{r}|
now depends on m, this is no longer true. Let us explain why.
The new funtion F
(H)
|J{r}|
is still of the form (3.37), but now Φ2 depends on m as
Φ2
(
{λ}
{z}
)
= exp
{
mΦ
(
{λ}
{z}
)
+ logm Φ˜
(
{λ}
{z}
)}
· Φ˜2
(
{λ}
{z}
)
, (4.19)
with Φ, Φ˜ and Φ˜2 satisfying the redution property (3.39). We see that the dierential operator
in D(s,p), when ating on suh m-dependent funtions, may produe terms that are linear over
the distane m: hene, although this operator originates from a term of order O(1) in (3.16), it
behaves as a term of order m when ating on (4.18). The same phenomenon may happen for
the ation of R(s,p): if the latter ontains some derivative operators, then these operators may
produe non vanishing ontributions to the nal answer although they are eetively subleading
when ating on eah yle; for instane, a dierential operator
1
m
∂ gives a term of order O( 1
m
)
when ating on the original funtion F|J{r}|, but it gives a ontribution of order O(1) when
ating on the new funtion F
(H)
|J{r}|
whih is the result of summation over all yles of the ation
of H(s,p) on F|J{r}|. Therefore, we need more informations on the struture of the subleading
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terms in (3.16) in order to be able to extrat from Rs the part of the orretions that eventually
ontributes to the leading order.
The struture of the series (3.16) for Is[Gs] was studied from the asymptoti expansion of the
Fredholm determinant (3.19) and related RiemannHilbert problem in [46℄. This analysis being
extremely umbersome, we do not have the expliit expression of the series (3.16). However,
we obtained in [46℄ some information on the generi form of the orretions: they are given
in terms of the funtion Gs or of its derivatives, the latter being evaluated at the endpoints
±q or integrated, together with some weight funtion, on the interval [−q, q]. Therefore the
funtional Rs indeed ontains dierential operators. However, it was proved in [46℄ that the
non-osillating orretion I
(n; nosc)
s [Gs] of order n in (3.16) ontains at most derivatives of order
n of Gs, whereas the osillating orretion I
(n; osc)
s [Gs] of order n ontains at most derivatives
of order n − 2. They orrespond respetively to the ontribution of some dierential operator
1
mn
D
(n; nosc)
s and
1
mn
D
(n; osc)
s in Rs, D
(n; nosc)
s being of order at most n and D
(n; osc)
s of order at
most n − 2. Therefore, only the part of maximal order of these operators may produe, when
ating on funtions of the form (3.37), (4.19) (and more preisely on the exponent), ontributions
on the same order as Ds or Os. These are the ontributions that we need to determine.
For onveniene, in order to distinguish the eet of non-osillating and osillating orre-
tions, we dene two funtionals Rnoscs and R
osc
s : R
nosc
s ontains all the non-osillating orretions
with respet to I
(0)
s , and Roscs ontains all the osillating orretions with respet to Os, in the
sense of the asymptoti series (3.16)
2
.
4.2.1 Non-osillating ontribution
Let us rst disuss the eet of the non-osillating part Rnoscs of the orretions. Clearly, as we
already notied, at eah order n, only the dierential operators 1
mn
D
(n; nosc)
s , and more preisely
the part
1
mn
D˜
(n; nosc)
s of
1
mn
D
(n; nosc)
s whih results in the maximal order n of derivatives, may
eventually produe, when ating on m-dependent funtions (4.19), ontributions of order O(1).
For n ≥ 1, the expliit expression of the dierential operator D˜
(n; nosc)
s of maximal order n is not
known, but it an be shown from [46℄ that it has the form
D˜
(n; nosc)
s =
∑
σ=±
∑
{k},{ℓ}
Cσ({k}, {ℓ})
s∏
j=1
∂
kj
zj ∂
ℓj
λj
∣∣∣∣
λj=zj=σq
,
s∑
j=1
(kj + ℓj) = n, (4.20)
where Cσ({k}, {ℓ}) are some omputable oeients. Here the ation of the derivatives (on
some funtion Gs) is followed by the evaluation of all the variables z and λ at the same point
σq, σ = ±.
Obviously, when ating on some m-dependent funtion Gs of the type (3.37), (4.19), this
operator an produe O(1) ontribution only if it ats on the part of the exponent whih is
2
It means that we hoose some arbitrary integer n0 and onsider the asymptoti development for R
nosc
s and
Roscs up to O(log
sm/mn0+1).
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linear in m, i.e. on
exp
{
mΦ
(
{λ}
{z}
)}
. (4.21)
Using the redution property (3.39) for Φ1 and Φ2 and the fat that the ontributions of order
O(1) an be obtained only in ase eah derivative hits exatly one the exponent (4.21), we
obtain
1
mn
D˜
(n; nosc)
s [Gs] =
∑
σ=±
Φs1 (σq) · Φ2
×
{ ∑
{k},{ℓ}
′ Cσ({k}, {ℓ})
s∏
j=1
[
g˜′(zj)
]kj[−g˜′(λj)]ℓj
}∣∣∣∣∣
λj=zj=σq
·
[
1 + O
(
logm
m
)]
, (4.22)
where the prime means that the sum is taken under the onstraint
∑
(kj + ℓj) = n. Here we
have used the onventions (3.40) for the redued funtions Φ1 and Φ2, and we have dened the
one-variable funtion g˜′ to be given in terms of the redued funtion Φ as
g˜′(λ) = ∂ǫΦ
(
λ
λ+ ǫ
)∣∣∣∣
ǫ=0
. (4.23)
Hene, everything happens (at least as far as the leading term is onerned) as if we would be
ating on funtions G˜s of the type
G˜s
(
{λ}
{z}
)
= Φ2 ·
s∏
j=1
Φ1(λj) · exp
{
m
s∑
j=1
[
g˜(zj)− g˜(λj)
]}
. (4.24)
Thus, the problem of nding the struture of the O(1) ontributions oming from the ation
of Rnoscs on some m-dependent funtion Gs of the form (4.19) redues to the omputation of the
leading behavior of the funtional ation of Is on G˜s (4.24). Stritly speaking, the funtional
argument of the yle integral Is[G˜s] should not depend on the distane m but, in the ase
(4.24), we an simply re-dene p0 → pˆ = p0 − ig˜ and G˜s → Gˆs =
∏s
j=1Φ1 (λj) (we reall that
Φ2 is just a onstant that will be in fator of the result). This is then a speial ase of (3.18),
and therefore the leading ontribution of the orresponding yle integral an be obtained from
the sth γ-derivative at γ = 0 of
W
(0)
0 (m, [νˆ])
∣∣∣
p0→pˆ
= −im
q∫
−q
pˆ′(λ) νˆ(λ) dλ−
∑
σ=±
{
νˆ2σ log
[
m sinh(2q) pˆ′(σq)
]}
+ C[νˆ] , (4.25)
where νˆ is given in terms of Φ1 as in (3.42). The srt term of the r.h.s. of (4.25), whih is
linear in m, orresponds to the ation on (4.24) of the operator Ds that we already know. It
is the other (onstant in m) pˆ′-dependent part that eventually reprodues the ontribution we
38
want to ompute, namely the O(1) ontribution oming from the ation of the whole series∑
n≥1
1
mn
D˜
(n; nosc)
s on m-dependent funtions of the form (4.24). It reads
(−1)s−1
(s− 1)!
∂sγ
∑
σ=±
{
−νˆ2(σq) log
pˆ′(σq)
p′0(σq)
} ∣∣∣∣
γ=0
· Φ2 , (4.26)
where we reall that νˆ is given in terms of Φ1 as in (3.42), and that
pˆ′(λ) = p′0(λ)− i ∂ǫΦ
(
λ
λ+ ǫ
)∣∣∣∣
ǫ=0
. (4.27)
We have thus determined the expliit ontribution of order O(1) oming from the ation
of Rnoscs on m-dependent funtion Gs of the type (3.37), (4.19). Let us all this quantity
R
(1; nosc)
s [Gs]: expliitely, R
(1; nosc)
s [Gs] is given by the expression (4.26). If moreover we denote
by R
(sub; nosc)
s [Gs] the remaining part of R
nosc
s [Gs], we have
Rnoscs [Gs] = R
(1; nosc)
s [Gs] +R
(sub; nosc)
s [Gs]. (4.28)
Remark 4.2. What we have done here is to at formally with the asymptoti series (3.16) on
m-dependent funtions Gs of the form (3.37), (4.19), and to identify, at eah formal order n
in m, the part of 1
mn
I
(n; nosc)
s [Gs] ontributing to the order O(1). We know that the summed
ontribution of these leading parts, that we have alled R
(1; nosc)
s [Gs], is given by (4.26). We
also know that the remaining terms in eah
1
mn
I
(n; nosc)
s [Gs] are of order O(
logm
m
). However, it
is not obvious to prove rigorously that the sum R
(sub; nosc)
s [Gs] of these remaining terms stay
subdominant in the nal answer. It should follow from the analysis presented in [46℄ but here
we just assume that it is so.
It is now possible to sum up the suessive ations of the orresponding operators R
(1; nosc)
(s,p)
on the funtion F (H) (4.18). The ation of R
(1; nosc)
s being similar to the one of Hs (ompare
(4.26) to (3.41)), we an apply exatly the same proedure as in the previous subsetion, and
the ation of R
(1; nosc)
(s,p) exponentiates similarly as in (4.14). Therefore, a γ-equivalent form of the
series (4.13) is
G1...n(γ) =
∞∑
r1,..., rn=0
urss
rs!
rs∏
p=1
[
D(s,p)+O(s,p)+R
(sub; nosc)
(s,p) +R
osc
(s,p)
]
∗F
(R)
|J{r}|
(
{λ}J{r}
{z}J{r}
)
, (4.29)
where
F
(R)
|J{r}|
(
{λ}J{r}
{z}J{r}
)
= F
(H)
|J{r}|
(
{λ}J{r}
{z}J{r}
)
·
∏
σ=±
[
pˆ′(σq)
p′0(σq)
]−νˆ2(σq)
. (4.30)
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Using the expliit expression (4.18) for F (H), we obtain for the new funtion F (R):
F
(R)
|J{r}|
= exp
−im
q∫
−q
p′0(ω) νˆ(ω) dω
 · ∏
σ=±
[
m sinh(2q) pˆ′(σq)
]−νˆ2(σq)
· eC˜[νˆ]
× W˜|J{r}|
(
{λ}J{r}
{z}J{r}
) ∏
t∈J{r}
V|J{r}|
(
λt |
{λ}J{r}
{z}J{r}
)
, (4.31)
in whih νˆ is still given by (4.12) and
pˆ′(µ) = p′0(µ)−
q∫
−q
p′0(ω) ∂ǫνˆ
(
ω |
µ, {λ}J{r}
µ+ ǫ, {z}J{r}
)∣∣∣∣
ǫ=0
dω . (4.32)
4.2.2 Osillating ontribution
Let us also ompute the leading ation of the osillating part Roscs on m-dependent funtion Gs
of the type (3.37), (4.19). Similar onsiderations based on the expliit struture of the osillating
orretions in the asymptoti series (3.16) [46℄ allow us to deompose Roscs [Gs] as
Roscs [Gs] = R
(1; osc)
s [Gs] +R
(sub; osc)
s [Gs]. (4.33)
Here R
(1; osc)
s [Gs] takes into aount the ontributions to the leading osillating order of the ation
of eah subleading osillating funtional in (3.16), and therefore is an osillating ontribution
of the same order as Os[Gs], whereas the remainder R
(sub; osc)
s [Gs] is subleading with respet to
Os[Gs]. Like in the previous ase, the modiation at the leading order redues to the extension
of the term log p′0 to log pˆ
′ = log
(
p′0 −
i
m
∂ǫ
)
. Namely, let us dene O˜s = Os+R
(1; osc)
s ≡ O˜+s +O˜
−
s .
Then, for Gs being given by (3.37), (4.19), we have
O˜±s [Gs] =
(−1)s−1
(s − 1)!
∂sγ exp
{
±im
[
p′0(q)− p
′
0(−q)
]
+ C˜[νˆ(±) ∓ 1]− C˜[νˆ(±)]
}
×
∏
σ=±
[
m sinh(2q) pˆ′±(σq)
]±2νˆ(±)(σq)−1 ∣∣∣
γ=0
· Φ2
(
∓q
±q
)
, (4.34)
where νˆ(±)(ω) is still given by (3.48) and
pˆ′±(σq) = p
′
0(σq)∓ iσ ∂ǫσΦ
(
∓q + ǫ∓
±q + ǫ±
)∣∣∣∣∣
ǫ=0
. (4.35)
The suessive ation of the osillating operators O˜(s,p) will be summed up perturbatively in
Setion 4.4.
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4.3 The ation of D(s,p) as a ontinuous generalization of multiple Lagrange
series
Let us now sum up the suessive ation of operators D(s,p). Applying again the binomial
formula, we obtain
G1...n(γ) =
∞∑
r1,..., rn=0
n∏
s=1
(us)
rs
rs!
n∏
s=1
rs∏
p=1
[
O˜(s,p) + R˜(s,p)
]
×
∞∑
ℓ1,..., ℓn=0
n∏
s=1
(us)
ℓs
ℓs!
n∏
s=1
ℓs∏
p=1
D(s,p) ∗ F
(R)
|J{r}|+|J{ℓ}|
(
{µ}J{r} ∪ {λ}J{ℓ}
{y}J{r} ∪ {z}J{ℓ}
)
, (4.36)
in whih the operators D(s,p) at on the variables {λ} and {z}, whereas O˜(s,p) and R˜(s,p) ≡
R
(sub; nosc)
(s,p) +R
(sub; osc)
(s,p) at on {µ} and {y}. We therefore need to ompute
F
(D)
|J{r}|
(
{µ}J{r}
{y}J{r}
)
=
∞∑
ℓ1,..., ℓn=0
n∏
s=1
(us)
ℓs
ℓs!
×
n∏
s=1
rs∏
p=1
D(s,p) ∗ F
(R)
|J{r}|+|J{ℓ}|
(
{µ}J{r} ∪ {λ}J{ℓ}
{y}J{r} ∪ {z}J{ℓ}
)
. (4.37)
This series is atually a ontinuous generalization of the multiple Lagrange series.
Reall that the standard Lagrange series has the form (see e.g. [81℄)
G0 =
∞∑
n=0
1
n!
dn
dǫn
(
F (ǫ)φn(ǫ)
)∣∣∣∣
ǫ=0
, (4.38)
where F (z) and φ(z) are some funtions holomorphi in a viinity of the origin. If the series
(4.38) is onvergent, then it an be summed up in terms of the solution of the equation
z − φ(z) = 0, (4.39)
and the sum is given by
G0 =
F (z)
1− φ′(z)
. (4.40)
It is possible to generalize the Lagrange series (4.38) to the ase of funtions φ and F
depending on several variables, and even to onsider the orresponding ontinuous limit. The
sum of suh generalized series is then expressed in terms of a solution of an integral equation.
All the details about these generalizations are given in Appendix C. We just apply here the
result of this appendix to our partiular ase.
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Substituting the ation (3.36) into (4.37) and setting k = |J{r}|, we obtain
F
(D)
k
(
{µ}
{y}
)
=
∞∑
ℓ1,..., ℓn=0
n∏
s=1
uℓss
ℓs!
q∫
−q

n∏
s=1
ℓs∏
p=1
dλs,p
2πi
· ∂ǫs,p

∣∣∣∣∣∣
ǫs,p=0
× F
(R)
|J{ℓ}|+k
 {µ} , ∪s,p {λs,p}s
{y} , ∪
s,p
(
{λs,p + ǫs,p} ∪ {λs,p}
s−1 )
 . (4.41)
Reall that the notation {λs,p}
s
means that the variable λs,p is repeated s times. Moreover, here
and in the following, we use simplied notations for
⋃
s,p
≡
⋃
1≤s≤n
1≤p≤ℓs
,
∑
s,p
≡
n∑
s=1
ℓs∑
p=1
. (4.42)
Using now the expliit expression (4.31) of F
(R)
|J{ℓ}|
, we have
F
(D)
k =
∞∑
ℓ1,..., ℓn=0
n∏
s=1
uℓss
ℓs!
q∫
−q

n∏
s=1
ℓs∏
p=1
dλs,p
2πi
· ∂ǫs,p

∣∣∣∣∣∣
ǫs,p=0
exp
−im
q∫
−q
p′0(ω) νˆ(ω) dω

×
∏
σ=±
[
m sinh(2q) pˆ′(σq)
]−νˆ2(σq)
· eC˜[νˆ] · W˜|ℓ|+k
 ∪u,v{λu,v}
∪
u,v
{λu,v + ǫu,v}

×
k∏
t=1
V|ℓ|+k
µt | ∪u,v{λu,v}
∪
u,v
{λu,v + ǫu,v}
 n∏
s=1
ℓs∏
p=1
Vs|ℓ|+k
λs,p | ∪u,v{λu,v}
∪
u,v
{λu,v + ǫu,v}
 , (4.43)
where |ℓ| =
∑n
s=1 ℓs. In order to lighten notations, we did not write expliitly the arguments
{µ} and {y} of the funtions V and W˜ . We also have omitted most arguments of the funtions
νˆ and p′. For instane,
νˆ(ω) ≡ νˆ
ω | {µ}, ∪u,v{λu,v}
{y}, ∪
u,v
{λu,v + ǫu,v}
 = −1
2πi
log
1 + γV
ω | {µ}, ∪u,v{λu,v}
{y}, ∪
u,v
{λu,v + ǫu,v}
 .
(4.44)
and one should understand p′(σq) in the similar way.
Observe that we have, at most, to ompute the rst order derivative with respet to eah
variable ǫs,p. It is thus enough to linearize the arguments of the funtions V and W˜ in the
viinities of ǫs,p = 0. The linearized version of the funtion V reads
V|ℓ|+k
ω | ∪s,p {λs,p}
∪
s,p
{λs,p + ǫs,p}
→ exp{β − i∑
s,p
ǫs,pK (ω − λs,p) + Ψk(ω)
}
− 1 , (4.45)
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where K(ω − λ) is given by (1.10), and the funtion Ψk(ω) by
Ψk(ω) ≡ Ψk
(
ω |
{µ}
{y}
)
=
k∑
t=1
log
sinh(ω − µt + iζ) sinh(ω − yt − iζ)
sinh(ω − yt + iζ) sinh(ω − µt − iζ)
= i
k∑
t=1
µt∫
yt
K(ω − λ) dλ . (4.46)
The linearized form of νˆ(ω) follows immediately from (4.45):
νˆ(ω)→ −
1
2πi
log
{
1 + γ
[
exp
(
β − i
∑
s,p
ǫs,pK (ω − λs,p) + Ψk(ω)
)
− 1
]}
. (4.47)
As for the funtion W˜ , its linearized form is rather umbersome. On the other hand this funtion
will not play a signiant role in this setion, therefore we give here the linearization of W˜ in a
rather formal way, namely
W˜|ℓ|+k
 ∪s,p {λs,p}
∪
s,p
{λs,p + ǫs,p}
→ Fk
(∑
s,p
ǫs,p g
(1)(λs,p);
∑
s,p
∑
t,r
ǫs,p ǫt,r g
(2)(λs,p, λt,r); . . .
)
, (4.48)
where g(1), g(2), . . . are some funtions of λs,p. The expliit formulas for them will be given in
Setion 5.1. Then we have
F
(D)
k =
∞∑
ℓ1,..., ℓn=0
n∏
s=1
1
ℓs!
q∫
−q

n∏
s=1
ℓs∏
p=1
dλs,p · ∂ǫs,p

∣∣∣∣∣∣
ǫs,p=0
exp
−im
q∫
−q
p′0(ω) νˆ(ω) dω

×
∏
σ=±
[
m sinh(2q) pˆ′(σq)
]−νˆ2(σq)
· eC˜[νˆ] · Fk
(
{g(i)}
)
×
k∏
t=1
f
(
µt | −i
∑
u,v
ǫu,vK(µt − λu,v)
)
n∏
s=1
ℓs∏
p=1
us
2πi
f s
(
λs,p | −i
∑
u,v
ǫu,vK(λs,p − λu,v)
)
,
(4.49)
where the notation Fk
({
g(i)
})
is a ompat form of (4.48) and where we have set
f (λ | x) = eβ+x+Ψk(λ) − 1 . (4.50)
The representation (4.49) is exatly the ontinuous generalization of the multiple Lagrange
series onsidered in Appendix C (see (C.19)). Thus, we an simply apply the results derived in
this appendix to the onrete ase of funtions f , Fk.
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Let us give the nal result: a γ-equivalent form of the new funtion F
(D)
k (4.49) reads
F
(D)
k = exp
im
q∫
−q
p′0(ω) z(ω) dω
 ∏
σ=±
[
m sinh(2q) p′(σq)
]−z2(σq)
· eC˜[−z]
×
Fk
(
q∫
−q
g(1)(ω) z(ω) dω; . . .
)
k∏
t=1
f
(
µt | −i
q∫
−q
K(ω − µt) z(ω) dω
)
det
[
I + iK(ξ − λ) f ′Σ
(
ξ | −i
q∫
−q
K(ω − ξ) z(ω) dω
)] . (4.51)
Here the funtion z(λ) solves a non-linear integral equation,
z(λ) = fΣ
λ | −i q∫
−q
K(ω − λ) z(ω) dω
 , (4.52)
with fΣ given by
fΣ(λ |x) =
1
2πi
log
[
1 + γ
(
eβ+x+Ψk(λ) − 1
)]
. (4.53)
The symbol f ′Σ means the derivative of fΣ(λ |x) over x. The Fredholm determinant in the
denominator of (4.51) is the Jaobian of the equation (4.52) (ompare with (4.39) and (4.40)).
The funtion
1 p′(λ), whih appears in (4.51) taken in the points λ = ±q, satises a linear integral
equation,
p′(λ) +
q∫
−q
KΣ(λ, ω) p
′(ω) dω = p′0(λ) , (4.54)
where
KΣ(λ, ω) = iK(λ− ω) f
′
Σ
ω | −i q∫
−q
K(ξ − ω) z(ξ) dξ
 . (4.55)
We would like nally to mention that the funtions z(λ) and p′(λ) depend on the parameters
{µ} and {y} through Ψk (see (4.53)),
z(λ) = z
(
λ |
{µ}
{y}
)
, p′(λ) = p′
(
λ |
{µ}
{y}
)
, (4.56)
and still satisfy the redution property (3.39).
1
We use the notation p′(λ) for this funtion, sine eventually p(λ) will have the sense of the dressed momentum
(1.12).
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Let us now explain how to obtain this result from the results of Appendix C.
Aording to Appendix C.4, the nal answer for F
(D)
k is given in terms of a funtion z
(n)(λ)
solving an integral equation (see (C.25))
z(n)(λ)− fΣn
λ | −i q∫
−q
K(ω − λ) z(n)(ω) dω
 = 0, fΣn(λ |x) = n∑
s=1
us
2πi
f s(λ |x). (4.57)
Following our usual strategy, we an replae this equation with a γ-equivalent one by sending
n→∞ in fΣn as us ∝ γ
s
. Then the funtion z(n)(µ) is replaed by z(µ) satisfying the integral
equation (4.52), sine
lim
n→∞
fΣn(λ |x) =
∞∑
s=1
(−1)s−1 γs
2πis
(
eβ+x+Ψk(λ) − 1
)s
=
1
2πi
log
[
1 + γf(λ |x)
]
= fΣ(λ |x) . (4.58)
Comparing (4.51) and (4.49) one an observe that the ation of the operators D(s,p) leads to
the replaement of the funtional argument νˆ(λ) by −z(λ). This happens due to the fat that
the linearized form of νˆ (4.47) oinides with the r.h.s. of the equation (4.52) up to the sign
νˆ
ω | ∪s,p{λs,p}
∪
s,p
{λs,p + ǫs,p}
→ −fΣ
(
ω | −i
∑
s,p
ǫs,pK (ω − λs,p)
)
. (4.59)
Sine the summation of the ontinuous generalization of the Lagrange series redues to the
replaement of the sum over ǫs,p by the integral with z(λ) (see (C.24)), we obtain
νˆ(ω)→ −fΣ
ω | −i q∫
−q
K(ω − λ) z(λ) dλ
 = −z(ω). (4.60)
Finally, let us explain how the funtion p′(λ) and the equation (4.54) arise. From (4.32) and
(4.60), we have
3
pˆ′(λ)→ p′(λ) = p′0(λ) +
q∫
−q
p′0(ω) ∂ǫz
(
ω |
λ
λ+ ǫ
)∣∣∣∣
ǫ=0
. (4.61)
Dierentiating the integral equation (4.52) we nd
∂ǫz
(
ω |
λ
λ+ ǫ
)∣∣∣∣
ǫ=0
+
q∫
−q
KΣ(ξ, ω) ∂ǫz
(
ξ |
λ
λ+ ǫ
)∣∣∣∣
ǫ=0
dξ = −KΣ(λ, ω) . (4.62)
3
Here also, we do not speify that z depends on the extra sets of parameters {µ} and {y}.
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Here −KΣ(λ, ω) in the r.h.s. appears due to the derivative of the funtion Ψk (4.46). Hene the
derivative ∂ǫz an be expressed in terms of the resolvent RΣ(λ, ω) of the integral operator KΣ:
∂ǫz
(
ω |
λ
λ+ ǫ
)∣∣∣∣
ǫ=0
= −RΣ(λ, ω) . (4.63)
Substituting this into (4.61) we arrive at
p′(λ) = p′0(λ)−
q∫
−q
RΣ(λ, ω) p
′
0(ω) dω , (4.64)
whih means that p′(λ) solves the equation (4.54).
4.4 Osillating orretions
The series (4.36) takes now the form
G1...n(γ) =
∞∑
r1,..., rn=0
n∏
s=1
(us)
rs
rs!
n∏
s=1
rs∏
p=1
[
O˜(s,p) + R˜(s,p)
]
∗ F
(D)
|J{r}|
(
{µ}J{r}
{y}J{r}
)
, (4.65)
with F
(D)
|J{r}|
given by (4.51). Note that F
(D)
|J{r}|
is still an m-dependent funtion of the type (3.37),
(4.19), and therefore we an use the results of Setion 4.2.2.
At this stage, the funtionals whih remain to be summed up produe only subleading
ontributions. Hene, if we were only interested in the leading term of 〈eβQm〉, it would be
enough to onsider only the leading term of these series, namely the term r1 = · · · = rn = 0.
Reall however that we need to keep the leading osillating ontribution sine, after seond
lattie derivative, it may produe a term ompeting with the leading non-osillating one. We an
nevertheless forget ompletely the remaining terms R˜(s,p), sine they merely produe orretions
to one of these two main ontributions. Moreover, sine the osillating operators O˜(s,p) are
themselves of sub-leading order, it is enough to restrit our analysis to the terms of (4.65) that
are linear over O˜(s,p), namely the terms for whih one rk takes the value 0 or 1 while all other
are equal to 0. We thus obtain
G1...n(γ) = F
(D)
0
(
∅
∅
)
+
n∑
s=1
us O˜s
[
F (D)s
(
{µ}
{y}
)]
+ orretions, (4.66)
in whih the orretions are either non-osillating orretions to the rst term, or osillating
orretions to the seond term (note that the non-osillating orretions may be of order higher
than this seond term, but they are nevertheless not important for the nal result). Observe
one again that, due to the fat that us ∝ γ
s
, the summation over s in (4.66) an be extended
to innity. This will be done in the end of our alulations.
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To omplete the summation of the series, we should now alulate the funtionals O˜s
[
F
(D)
s
]
.
Let us present G1...n(γ) in (4.66) as the sum of three parts
G1...n(γ) =
∑
σ=0,±1
G
(σ)
1...n(γ) + orretions , (4.67)
where
G
(0)
1...n(γ) = F
(D)
0
(
∅
∅
)
, G
(±)
1...n(γ) =
n∑
k=1
uk O˜
±
k
[
F
(D)
k
(
{µ}
{y}
)]
. (4.68)
The non-osillating part G
(0)
1...n(γ) has in fat already been omputed. It is given by (4.51)
in whih one should set {µ} = {y} = ∅, whih is easy sine we almost did not speify this
dependene: basially, the parameters {µ} and {y} enter the funtions z(λ) and p′(λ) (4.56)
through the funtion Ψk (4.46). Thus, in order to obtain G
(0)
1...n(γ), it is enough to set Ψk = 0 in
(4.46) and k = 0 in (4.51).
Let us now ompute the osillating orretions G
(±)
1...n(γ). The new funtion F
(D)
k (4.51) is of
the type (3.37), (4.19), with
Φ1
(
ξ |
{µ}
{y}
)
= f
ξ | −i q∫
−q
K(ω − ξ) z(ω) dω
 , (4.69)
where f(λ|x) is given by (4.50) and
Φ
(
{µ}
{y}
)
= i
q∫
−q
p′0(ω) z(ω) dω . (4.70)
The funtionals O˜±k (4.34) send µ1 = ∓q, y1 = ±q and µj = yj for j > 1. This means that the
funtion z(λ) turns into z(±)(λ) satisfying the equation
z(±)(λ) = f
(±)
Σ
λ | −i q∫
−q
K(ω − λ) z(±)(ω) dω
 , (4.71)
with f
(±)
Σ given by
f
(±)
Σ (λ | x) =
1
2πi
log
[
1 + γ
(
eβ+x+Ψ
(±)(λ) − 1
)]
, (4.72)
and
Ψ(±)(ω) = log
sinh(ω − µ+ iζ) sinh(ω − y − iζ)
sinh(ω − y + iζ) sinh(ω − µ− iζ)
∣∣∣∣µ=∓q
y=±q
= ∓i
q∫
−q
K(ω − λ) dλ . (4.73)
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Similarly the funtion p′(λ) (4.54) turns into p′±(λ) satisfying
p′±(λ) +
q∫
−q
K
(±)
Σ (λ, ω) p
′
±(ω) dω = p
′
0(λ) , (4.74)
where
K
(±)
Σ (λ, ω) = iK(λ− ω)
(
f
(±)
Σ
)′ω | −i q∫
−q
K(ξ − ω) z(±)(ξ) dξ
 . (4.75)
Comparing (4.72) with (3.48) for νˆ(±)(λ) we onlude that νˆ(±)(λ) = −z(±)(λ). Thus, we obtain
O˜±k
[
F
(D)
k
]
=
(−1)k−1
(k − 1)!
∂kγ exp
{
±im
[
p′0(q)− p
′
0(−q)
]
+ C˜[−z(±) ∓ 1]− C˜[−z(±)]
}
×
∏
σ=±
[
m sinh(2q) pˆ′±(σq)
]∓2z(±)(σq)−1 ∣∣∣
γ=0
· Φ2
(
∓q
±q
)
. (4.76)
Finally, similar arguments as in Setion 4.3 (see (4.62) to (4.64)) enable us to show that the
quantity pˆ′±(σq) dened by (4.35), (4.70) is equal to p
′
±(σq), where p
′
±(λ) is the solution of the
equation (4.74).
Observe that the kth γ-derivative ats on an expression whih is independent on k. Therefore
the sum over k in (4.68), one extended to innity, gives the Taylor series
∞∑
k=1
uk O˜
±
k
[
F
(D)
k
]
= exp
{
±im
(
p′0(q)− p
′
0(−q)
)
+ C˜[−z(±) ∓ 1]− C˜[−z(±)]
}
×
∏
σ=±
[
m sinh(2q) p′±(σq)
]∓2z(±)(σq)−1
· Φ2
(
∓q
±q
)
. (4.77)
Combining now all the above results, we obtain
G
(±)
1...n(γ) = exp
im
q∫
−q
p′0(λ)
(
z(±)(λ)± 1
)
dλ
 ∏
σ=±
[
m sinh(2q) p′±(σq)
]−(z(±)(σq)±1)2
×
F (±)
(
q∫
−q
g
(1)
± (λ) z
(±)(λ) dλ; . . .
)
eC˜[−z
(±)∓1]
det
[
I + iK(ξ − λ)
(
f
(±)
Σ
)′(
ξ | −i
q∫
−q
K(ω − ξ) z(±)(ω) dω
)] . (4.78)
Here in omplete analogy with (4.48) the funtions F (±) and {g
(i)
± } are dened from the linearized
form of W˜|ℓ|+1
W˜|ℓ|+1
 ∓q , ∪s,p{λs,p}
±q , ∪
s,p
{λs,p + ǫs,p}
→ F (±)(∑
s,p
ǫs,p g
(1)
± (λs,p); . . .
)
. (4.79)
48
5 Leading asymptoti behavior of orrelation funtions
In the rst part of this setion, we gather all the previous results for the asymptoti behavior
of 〈eβQm〉. This will enable us, in a seond part, to obtain the leading asymptoti behavior at
large distane of the spin-spin orrelation funtion 〈σz1 σ
z
m+1〉.
5.1 Asymptoti expansion for 〈eβQm〉
Let us indiate expliitly that the funtions G
(σ)
1...n(γ) (4.68) depend on the distane m and
parameter β: G
(σ)
1...n(γ) = G
(σ)
1...n(γ|β,m). The remarkable property of the obtained γ-equivalent
results is that they do not depend on n: G
(σ)
1...n(γ|β,m) = G
(σ)(γ|β,m). Therefore the series
(3.14) is the Taylor series of G(σ)(γ|β,m) at γ = 1, hene leading to :
〈eβQm〉 =
1
det[I + 12πK]
∑
σ=0,±
∑
n≥0
∂nγG
(σ)(γ|β,m)
n!
∣∣∣
γ=0
+ orretions
=
∑
σ=0,±
Ĝ(σ)(β,m)
[
1 + o(1)
]
, with Ĝ(σ)(β,m) =
G(σ)(1|β,m)
det[I + 12πK]
. (5.1)
The term Ĝ(0)(β,m) in (5.1) gives the leading non-osillating asymptoti behavior of 〈eβQm〉,
while Ĝ(±)(β,m) desribe its leading osillating orretion. Let us onsider these two terms
separately.
5.1.1 Leading non-osillating behavior of 〈eβQm〉
It happens that, at γ = 1, the non-linear integral equation for the funtion z(λ) (4.52) degener-
ates into a linear one (taking also into aount that, in this ase, Ψk = 0):
z(λ) =
β
2πi
−
q∫
−q
dµ
2π
K(λ− µ) z(µ) . (5.2)
Setting z(λ) = βZ(λ)2πi , one gets the integral equation (1.14) for the dressed harge:
Z(λ) +
q∫
−q
dµ
2π
K(λ− µ)Z(µ) = 1 . (5.3)
The linear equation (4.54) also simplies due to the fat that f ′Σ = 1/2πi at γ = 1,
p′(µ) +
1
2π
q∫
−q
K(µ− λ) p′(λ) dλ = p′0(µ) . (5.4)
Comparing the last equation with (1.11), we nd that p′(λ) = 2πρ(λ) and, hene, the funtion
p(λ) an be identied with the dressed momentum (see (1.12)).
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Due to the same property of f ′Σ, the Fredholm determinant in the denominator of (4.51)
turns into det[I + 12πK]. Thus, we have
Ĝ(0)(β,m) = emβD
[
2πρ(q)m sinh(2q)
] β2Z2
2π2 eC˜
[
βZ
2πi
]F0( β2πi q∫
−q
g(1)(µ)Z(µ) dµ; . . .
)
det2
[
I + 12πK
] , (5.5)
where Z = Z(±q), and we have used that Z(λ) and ρ(λ) are even funtions.
It remains to pass from the symboli form of F0 to a more spei one. When linearized,
the produt in the representation (2.20) for the funtion W˜|ℓ| turns into
∏
s,p
∏
s′,p′
sinh(zs,p − λs′,p′ − iζ) sinh(λs′,p′ − zs,p − iζ)
sinh(zs,p − zs′,p′ − iζ) sinh(λs,p − λs′,p′ − iζ)
∣∣∣∣∣∣
{zu,v}={λu,v+ǫu,v}
→ exp
∑
s,p
∑
s′,p′
ǫs,p ǫs′,p′ g
(2)(λs,p, λs′,p′)
 , (5.6)
where
g(2)(λ, µ) = −
1
2
[
sinh−2(λ− µ+ iζ) + sinh−2(λ− µ− iζ)
]
. (5.7)
After the summation of the ontinuous Lagrange series, this part beomes
∏
s,p
∏
s′,p′
sinh(zs,p − λs′,p′ − iζ) sinh(λs′,p′ − zs,p − iζ)
sinh(zs,p − zs′,p′ − iζ) sinh(λs,p − λs′,p′ − iζ)
∣∣∣∣∣∣
{zu,v}={λu,v+ǫu,v}
→ e
β2
4π2
C0 , (5.8)
where
C0 =
q∫
−q
Z(λ)Z(µ)
sinh2(λ− µ− iζ)
dλdµ . (5.9)
The remaining part of W˜ ontains the Fredholm determinants (2.16), whose kernels depend
on the following produts (see (2.17), (2.18))
Pα =
∏
s,p
sinh(w − λs,p + iαζ)
sinh(w − zs,p + iαζ)
∣∣∣∣∣
{zs,p}={λs,p+ǫs,p}
→ exp
{∑
s,p
ǫs,p g
(1,α)(λs,p)
}
, α = 0,±1 ,
(5.10)
where g(1,α)(λ) = coth(w − λ+ iαζ). Let us introdue the iπ-periodi Cauhy transform of the
dressed harge Z,
z˜(ω) =
1
2πi
q∫
−q
coth(λ− ω)Z(λ) dλ . (5.11)
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Then we obtain
Pα → e
βz˜(w+iαζ), α = 0,±1 . (5.12)
Observe that the funtion z˜ has the following properties
z˜(w + iζ)− z˜(w − iζ) = 1− Z(w),
z˜+(w) − z˜−(w) = Z(w), w ∈ [−q, q],
(5.13)
where (1.14) is used in the rst equation, and z˜± are limiting values of z˜ from the upper and
lower half planes in the seond equation.
Therefore, the leading non-osillating part of the generating funtion an be written as
Ĝ(0)(β,m) = A(β) · eβmD
[
2π sinh(2q) ρ(q)m
] β2Z2
2π2 G2
(
1,
βZ
2πi
)
e
β2
4π2
(C0−C1) . (5.14)
Here the onstant C0 given by (5.9), G(1, z) is the produt of the Barnes funtions (see (3.27)),
and C1 reads
C1 =
1
2
q∫
−q
Z ′(λ)Z(µ)− Z(λ)Z ′(µ)
tanh(λ− µ)
dλdµ+ 2Z
q∫
−q
Z − Z(λ)
tanh(q − λ)
dλ . (5.15)
The oeient A(β) is
A(β) =
(eβ − 1)2 · det
[
I + 12πi U
(λ)
θ1
(w,w′)
]
· det
[
I + 12πi U
(z)
θ2
(w,w′)
]
(
eβz˜(θ1+iζ) − eβ+βz˜(θ1−iζ)
) (
e−βz˜(θ2−iζ) − eβ−βz˜(θ2+iζ)
)
· det2[I + 12πK]
, (5.16)
where
U
(λ)
θ1
(w,w′) = −
eβz˜(w)[Kκ(w − w
′)−Kκ(θ1 − w
′)]
eβz˜(w+iζ) − eβ+βz˜(w−iζ)
, (5.17)
and
U
(z)
θ2
(w,w′) =
e−βz˜(w
′)[Kκ(w − w
′)−Kκ(w − θ2)]
e−βz˜(w′−iζ) − eβ−βz˜(w′+iζ)
, (5.18)
and the kernels U
(λ)
θ1
(w,w′) and U
(z)
θ2
(w,w′) at on the ontour Γ surrounding the interval [−q, q].
5.1.2 Leading osillating behavior of 〈eβQm〉
Consider for exemple the funtion Ĝ(+)(β,m), the ase Ĝ(−)(β,m) being ompletely analogous.
Like in the previous ase, the funtion f
(+)
Σ (4.72) beomes linear at γ = 1, and (f
(+)
Σ )
′ = 1/2πi.
Therefore the Fredholm determinant in (4.78) is equal to det[I+ 12πK] like for the non-osillating
term Ĝ(0)(β,m) and the integral equation for p′(λ) (5.4) remains the same.
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As for the linear integral equation for z(+)(λ), it reads
z(+)(λ) =
β +Ψ(+)(λ)
2πi
−
q∫
−q
dµ
2π
K(λ− µ) z(+)(µ) . (5.19)
Using the expression (4.46) of Ψ(λ), one an write (5.19) in the form
z(+)(λ) =
β
2πi
−
q∫
−q
dµ
2π
K(λ− µ) (z(+)(µ) + 1) , (5.20)
and the solution is
z(+)(λ) = Z(λ)
(
β
2πi
+ 1
)
− 1 . (5.21)
One should now notie that, everywhere but in the argument of F (+), the funtion z(+)(λ)
enters in (4.78) only through the ombination
z(+)(λ) + 1 =
(β + 2πi)Z(λ)
2πi
, (5.22)
whih means that this part of the result an merely be obtained from the non-osillating term
via the replaement β → β + 2πi. It is easy to see that it is enough to make the same shift
β → β + 2πi in the funtion F (+): indeed, the Fredholm determinants in this funtion ontain
the following produts
P (+)α =
sinh(w + q + iαζ)
sinh(w − q + iαζ)
∏
s,p
sinh(w − λs,p + iαζ)
sinh(w − zs,p + iαζ)
, α = 0,±1 , (5.23)
whih, in the linearized limit {zs,p} = {λs,p + ǫs,p} beome
P (+)α → exp
{∑
s,p
ǫs,p coth(w − λs,p + iαζ) + log
sinh(w + q + iαζ)
sinh(w − q + iαζ)
}
→ exp

q∫
−q
coth(w − λ+ iαζ) (z(+)(λ) + 1) dλ
 = e(β+2πi) z˜(w+iαζ), (5.24)
and one an similarly show that the same shift of β has to be done in the equation (5.8).
The term Ĝ(−)(β,m) an be onsidered in the same way, and we nally obtain
Ĝ(±)(β,m) = Ĝ(0)(β ± 2πi,m) . (5.25)
It is worth mentioning at this point that the generating funtion 〈eβQm〉 is a polynomial of eβ ,
whih means that the exat result should be a 2πi-periodi funtion of β. In the asymptoti
formula this periodiity may of ourse be broken. We see, however, that the leading osillating
part of the asymptotis partly restores the original periodiity. It is therefore very possible that
the more rapidly osillating orretions to this formula an simply be obtained, at their leading
order, by the shifts β → β + 2πin, n ∈ Z∗, in Ĝ(0)(β,m).
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5.1.3 Final result and omments
We eventually obtain
〈eβQm〉 =
∑
σ=0,±
Ĝ(0)(β + 2πiσ,m) [1 + o(1)] , (5.26)
in whih Ĝ(0)(β,m), given by (5.14), orresponds to the leading non-osillating term whereas
Ĝ(0)(β ± 2πi,m) are the leading osillating ones.
To onlude this setion, we would like to stress one more that the result (5.26) for the
leading asymptotis of the generating funtion 〈eβQm〉 is formulated in terms of the solution of
(1.14), whih is a linear integral equation, whereas the integral equations desribing the partial
sums G1...n(γ) were non-linear. The linearization arises only after taking the last sum over n,
in other words, only if we take into aount the ontributions of yle integrals of all possible
lengths. In the framework of our approah, the neessity to onsider yles of arbitrary lengths
is quite natural. Indeed, the asymptotis of all yle integrals have a rather ommon form
independently on the length of the yle. In partiular it always ontains a term whih is linear
over the distane m, and one might therefore expet that all yle integrals eventually give a
ontribution of the same order to the asymptotis of 〈eβQm〉. It is worth mentioning however
that, for yle integrals of length ℓ > 1, this linear dependene on the distane shows itself only
in the asymptotis, while it is expliit for the yle integral of length ℓ = 1:∮
dz
2πi
q∫
−q
dλ
2πi
G1
(
λ
z
)
eim(p0(z)−p0(λ))
sinh2(z − λ)
=
q∫
−q
dλ
2πi
[
imp′0(λ) + ∂ǫ
]
G1
(
λ
λ+ ǫ
)∣∣∣
ǫ=0
. (5.27)
Therefore, dealing with the series for 〈eβQm〉 in its initial form (2.40), we see only the expliit lin-
ear dependene inm generated by eah double pole at zj = λj (i.e. by the yle integral of length
ℓ = 1), but we do not see the hidden linear dependene produed by all other yle integrals.
This may reate the fallaious impression that the role of these double poles predominates.
We speify here all these details sine they explain the appearane of a non-linear integral
dressing equation in the works [39, 38℄. Exatly the same non-linear equation an be obtained
from the series (2.40) after summing up the ontributions of only the double poles. We would like
to point out that this way leads to a misleading representation for the generating funtion 〈eβQm〉.
In partiular, using suh representation, the authors of [39℄ onluded that the osillations in
the asymptotis of the two-point orrelation funtion 〈σz1σ
z
m+1〉 are exponentially suppressed at
long distane, whih is not true.
5.2 Asymptoti expansion of 〈σz1σ
z
m+1〉
Let us now onsider the asymptoti behavior of the two-point orrelation funtion 〈σz1 σ
z
m+1〉
whih an be obtained via (1.4):
〈σz1σ
z
m+1〉 = 2D
2
m
∂2
∂β2
〈eβQm〉
∣∣∣∣
β=0
− 4D + 1. (5.28)
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Similarly as for 〈eβQm〉, we will onsider separately the non-osillating and osillating parts.
5.2.1 Leading non-osillating behavior of 〈σz1σ
z
m+1〉
To obtain the leading non-osillating term of the asymptotis of 〈σz1σ
z
m+1〉, we should apply
the dierential operator 2D2m∂
2
β to the term Ĝ
(0)(β,m) in (5.1). Evidently, in order to obtain
non-vanishing ontributions, one has to apply the derivatives over β either to eβmD or to the
frational power of m, setting simply β = 0 in the remaining part. This gives us, for m→∞,
2D2m
∂2
∂β2
Ĝ(0)(β,m)
∣∣∣∣
β=0
=
(
4D2 −
2Z2
π2m2
)
· A(β = 0). (5.29)
Consider now the behavior of the fator A at β → 0. Let us take, for example, the deter-
minant of the operator U (λ). Due to the fator eβz˜(w) the kernel U
(λ)
θ1
(w,w′) has a ut on the
interval [−q, q], therefore, for β small enough, the ation of the integral operator on the losed
ontour Γ an be redued to
U (λ)
∣∣∣
Γ
→ (U
(λ)
− − U
(λ)
+ )
∣∣∣
[−q,q]
, (5.30)
where U
(λ)
± are the limiting values of U
(λ)
from the upper (lower) half-planes. Using the equations
(5.13) we obtain
det
[
I +
1
2πi
U
(λ)
θ1
(w,w′)
]∣∣∣∣
Γ
= det
[
I +
1
2πi
U˜
(λ)
θ1
(w,w′)
]∣∣∣∣
[−q,q]
, (5.31)
where the operator in the r.h.s. ats on [−q, q] and its kernel is
U˜
(λ)
θ1
(w,w′) = −eβz˜−(w)−βz˜(w+iζ)[Kκ(w − w
′)−Kκ(θ1 − w
′)] . (5.32)
Setting now β = 0 we obtain
det
[
I +
1
2πi
U
(λ)
θ1
(w,w′)
]∣∣∣∣
β=0
= det
[
I +
1
2π
[K(w − w′)−K(θ1 − w
′)]
]
. (5.33)
On the other hand,
det
[
I +
1
2π
[K(w − w′)−K(θ1 −w
′)]
]
= det
[
I +
1
2π
K(w − w′)
]
· det
[
I −R(θ1, w
′)
]
= det
[
I +
1
2π
K
]
·
1− q∫
−q
R(θ1, w) dw
 = Z(θ1) · det [I + 1
2π
K
]
, (5.34)
where R(w,w′) is the resolvent of the operator I + 12πK. Thus,
det
[
I +
1
2πi
U
(λ)
θ1
(w,w′)
]∣∣∣∣
β=0
= Z(θ1) · det
[
I +
1
2π
K
]
. (5.35)
54
One an prove similarly that
det
[
I +
1
2πi
U
(z)
θ2
(w,w′)
]∣∣∣∣
β=0
= Z(θ2) · det
[
I +
1
2π
K
]
. (5.36)
Substituting these equations into (5.16) and using again (5.13), we nd that
lim
β→0
A(β) = 1. (5.37)
Thus, taking into aount (5.28) and (5.29), we obtain the following leading non-osillating
asymptoti behavior of the orrelation funtion:
〈σz1σ
z
m+1〉non−osc = (2D − 1)
2 −
2Z2
π2m2
+ o
(
1
m2
)
, m→∞. (5.38)
5.2.2 Leading osillating behavior of 〈σz1σ
z
m+1〉
As we have seen, in order to obtain the leading osillating term of the asymptotis of the
orrelation funtion, it is enough to shift β by ±2πi in (5.14). Observe that the onstant A(β)
is proportional to (eβ − 1)2, therefore A(±2πi) = A′(±2πi) = 0. Thus, in order to obtain a
non-zero ontribution, one should dierentiate only the fator (eβ − 1)2 when taking the seond
derivative with respet to β, setting β = ±2πi in the rest of (5.14).
Let us onsider, for example, the ase β → β + 2πi. It gives
∂2
∂β2
Ĝ(0)(β + 2πi,m)
∣∣∣∣
β=0
= A′′(2πi) ·
e2impF G2(1,Z) eC1−C0
[2π sinh(2q) ρ(q)m]2Z
2 . (5.39)
Here p
F
is the Fermi momentum p
F
= p(q) and
A′′(2πi) =
2 det
[
I + 12πiU
(λ)
θ1
(w,w′)
]
· det
[
I + 12πiU
(z)
θ2
(w,w′)
]∣∣∣
β=2πi[
e2πiz˜(θ1+iζ) − e2πiz˜(θ1−iζ)
][
e−2πiz˜(θ2−iζ) − e−2πiz˜(θ2+iζ)
]
det2[I + 12πK]
. (5.40)
Reall that θ1,2 in (5.40) are arbitrary omplex numbers. Let us set θ1 = −q and θ2 = q
1
.
Then it is easy to see that, at β = 2πi,(
1
2πi
U
(λ)
−q
)†
(w,w′) =
1
2πi
U (z)q (−w¯,−w¯
′), (5.41)
where † stays for Hermitian onjugation. Hene, the two determinants in the numerator of (5.40)
are omplex onjugated. It is also easy to show using (5.13) that[
e2πiz˜(−q+iζ) − e2πiz˜(−q−iζ)
] [
e−2πiz˜(q−iζ) − e−2πiz˜(q+iζ)
]
= −4 sin2 πZ · e2πi[z˜(−q−iζ)−z˜(q−iζ)].
1
The θ-independene of the expression given in (5.40) is proven in Appendix A.3. This spei hoie of θj is
the most onvenient for the alulation of the Fredholm determinants in (5.40) in the viinity of the free fermion
point, see Appendix B.
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Combining (5.40) with the Barnes funtion in (5.39) and dening A˜ ≡ −4G2(1,Z)A′′(2πi), we
nd
A˜ =
∣∣∣∣∣∣eπi[z˜(q−iζ)−z˜(−q−iζ)]
G(2,Z) · det
[
I + 12πiU
(λ)
−q (w,w
′)
]
πZ · det
[
I + 12πK
]
∣∣∣∣∣∣
2
, (5.42)
where G(2,Z) = G(2 + Z)G(2 −Z) and where we have used (3.27).
One an transform similarly the expression for A′′(−2πi). The result in this ase is still
given by the same onstant A˜ (5.42). Then, taking the seond lattie derivative, we eventually
obtain in the limit m→∞,
〈σz1σ
z
m+1〉osc = 8 A˜ sin
2 p
F
·
cos(2mp
F
) eC1−C0
[2π sinh(2q) ρ(q)m]2Z2
+ o
(
m−2Z
2)
. (5.43)
The obtained amplitude of this leading osillating term appears to be losely related to a
speial form fator of the operator σz. We will omment this relationship in the onlusion.
5.2.3 Final result and omments
Thus, at m → ∞, the two-point orrelation funtion of the third omponents of spin in the
external magneti eld behaves as
〈σz1σ
z
m+1〉leading = (2D − 1)
2 −
2Z2
π2m2
+ 8 A˜ eC1−C0 sin2 p
F
·
cos(2mp
F
)
[2π sinh(2q) ρ(q)m]2Z2
. (5.44)
Note that, dependending on the value on ∆ (and thus on Z), the seond term of (5.44) may be
dominant ompared to the third one or vie-versa.
Let us disuss this result from the viewpoint of its omparison with known results and
preditions.
As already mentioned in the introdution, the asymptoti equation (5.44) ompletely on-
rms the preditions from Luttinger liquid and onformal eld theory approahes. In the limit
of free fermions ζ = π2 (see Appendix B), this result also agrees with the known answer
〈σz1σ
z
m+1〉∆=0 = (2D − 1)
2 −
2
π2m2
[
1− cos(2mp
F
)
]
. (5.45)
In the general ase, there exists no predition onerning the value of the amplitude of the
osillating term, exept in the zero magneti eld limit (see [64, 65, 66℄). However, in the
framework of our approah, the non-zero magneti eld plays the role of a ertain regularization
whih ensures the niteness of all the onstants (C0, C1, A˜, ρ(q) sinh 2q) entering this amplitude:
at h = 0 all these onstants beome divergent. It is nevertheless possible to show that the total
ombination of these onstants remains nite. As we have mentioned already the orresponding
proof is highly non-trivial, therefore we do not present it here. We would just like to mention
that the most ompliated part of the alulations is related to the extration of the divergent
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part from the Fredholm determinant det[I+ 12πiU
(λ)
−q (w,w
′)]: one an show that it oinides with
the divergent part of det[I − 12πK].
Due to the diulties that arise when taking this limit h → 0 in our result, the omplete
omparison of (5.44) with the results of [64, 65, 66℄ still remains an unsolved problem. Note
nevertheless that, in the limit of free fermions, the formula (5.44) holds for arbitrary magneti
eld inluding the ase h = 0. We sueeded moreover to ompute expliitly the limiting value
at h = 0 of the amplitude of the osillating term in the viinity of free fermions up to the seond
order in ǫ = ζ
π
− 12 . Our result,
〈σz1σ
z
m+1〉osc =
2(−1)m
π2m2Z2
exp
[
−4ǫ(log 2 +C) + 8ǫ2
(
π2
6 − 1−C− log 2
)]
+O(ǫ3), (5.46)
C being the Euler onstant, oinides at this order in ǫ with the one of [64, 65, 66℄.
6 Quantum non-linear Shrödinger equation
In this setion we briey explain how to apply the method desribed above to another model,
the quantum one-dimensional Bose gas (or quantum nonlinear Shrödinger equation model).
Reall that the starting point of our derivation is the master equation (2.1). We have
stressed already that suh integral representation exists not only for the XXZ hain, but also
for other models possessing the six-vertex R-matrix [45℄ and, in partiular, for the system of
one-dimensional interating bosons on some nite interval [0, L].
The Hamiltonian of this model is given by
H =
∫ L
0
(
∂xΨ
†∂xΨ+ cΨ
†Ψ†ΨΨ− hΨ†Ψ
)
dx . (6.1)
Here Ψ and Ψ† are Bose-elds possessing anonial equal-time ommutation relations, c is a
oupling onstant and h a hemial potential. For c > 0 and h > 0, the ground state of the
model goes to a Dira sea in the thermodynami limit and an be desribed by a set of integral
equations similar to those of the XXZ hain.
The analog of the Qm operator is
Qx =
∫ x
0
Ψ†(z)Ψ(z) dz , (6.2)
and the funtion 〈eβQx〉 is a generating funtion for the orrelation funtion of the densities
j(x) = Ψ†(x)Ψ(x) via
〈j(x)j(0)〉 =
1
2
∂2
∂x2
∂2
∂β2
〈eβQx〉
∣∣∣∣
β=0
. (6.3)
The method to ompute the asymptotis of (6.3) in the ase of the one-dimensional Bose
gas literally repeats the steps we have desribed in details in the ase of the XXZ hain. Let us
just point a few peuliarities.
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The master equation for 〈eβQx〉 has the form (2.1), but the funtions a(λ), d(λ), and l(λ)
(see (2.4), (2.5)) are now
a(λ) = e−
iLλ
2 , d(λ) = e
iLλ
2 , l(λ) = e−ixλ. (6.4)
In the remaining part of the master equation, all hyperboli funtions should be replaed by
rational ones, i.e. sinh(λ− z ± iζ)→ λ− z ± iζ, et. After this operation one should set ζ = c.
The transformations of the master equation desribed in Setions 2.2 and 2.3 are the same for
the one-dimensional bosons.
One of the dierene between the quantum one-dimensional Bose gas and the XXZ model
is due to the hoie of notations
1
. In partiular, the integral equation for the dressed harge in
the Bose gas model oinides with its XXZ analog up to the sign of the integral operator:
Z(λ)−
1
2π
q∫
−q
K(λ− µ)Z(µ) dµ = 1 , K(λ) =
2c
λ2 + c2
. (6.5)
One should also pay attention to the fat that the funtion l(λ) (6.4) an be analytially on-
tinued to the lower half-plane, while its analog (2.5) an be ontinued to the upper half plane
(in the ase of iπ-periodi hyperboli funtions, we an of ourse always onsider the domain
|ℑλ| ≤ π2 ). This dierene leads to some dierenes of signs in several formulas, but the ommon
strategy of the derivation remains just the same as in the ase of the XXZ hain.
The nal answer for the leading asymptoti behavior of (6.3) is
〈j(x)j(0)〉
leading
= D2 −
Z2
2π2x2
+ 2A˜ p2
F
·
cos(2xp
F
) eC1−C0
[4π q ρ(q)x]2Z2
. (6.6)
Here, just as in the previous ase, Z = Z(±q), Z(λ) satises the integral equation (6.5) and q,
the value of the spetral parameter at the Fermi boundary, depends on c and h (see e.g. [59℄).
In the model of the one-dimensional Bose gas the spetral density ρ(λ) is related to the dressed
harge by ρ = Z2π . The Fermi momentum pF and the average density D are given by (1.13).
The expressions for the onstants C0 and C1 are quite similar to (5.9), (5.15),
C0 =
q∫
−q
Z(λ)Z(µ)
(λ− µ− ic)2
dλdµ , (6.7)
C1 =
1
2
q∫
−q
Z ′(λ)Z(µ)− Z(λ)Z ′(µ)
λ− µ
dλdµ+ 2Z
q∫
−q
Z − Z(λ)
q − λ
dλ . (6.8)
The formula for the onstant A˜ oinides also basially with (5.42):
A˜ =
∣∣∣∣∣∣eπi[z˜(q−ic)−z˜(−q−ic)]
G(2,Z) · det
[
I + 12πiU
(λ)
−q (w,w
′)
]
πZ · det
[
I − 12πK
]
∣∣∣∣∣∣
2
. (6.9)
1
One ould avoid this dierene by replaing ζ → pi − ζ in the original formulas.
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Here
z˜(w) =
1
2πi
q∫
−q
Z(λ)
λ− w
dλ , (6.10)
and
U˜
(λ)
−q (w,w
′) = i
e2πiz˜(w)
e2πiz˜(w+ic) − e2πiz˜(w−ic)
[
K(w − w′)−K(q + w′)
]
. (6.11)
It is not diult to hek that the result (6.6) has the orret free fermion limit (c = ∞).
One an also show that it reprodues at rst order in c−1 the asymptoti behavior obtained in
[38℄.
Conlusion
We have desribed a method to ompute the asymptoti behavior of orrelation funtions of
quantum integrable systems. Our study is based on the multiple integral representation (2.1),
alled the master equation. Suh master equation an be obtained via the algebrai Bethe
ansatz for a rather wide lass of integrable models and dierent orrelation funtions. In the
present paper, we have onsidered only one spei orrelation funtion for the XXZ hain and
one-dimensional bosons. To onlude, we would like to disuss possible further developments.
First of all, it should be possible to apply this method to ompute the asymptoti behavior of
other orrelation funtions, suh as 〈σ+1 σ
−
m+1〉 for the XXZ hain or 〈Ψ
†(x)Ψ(0)〉 for the Bose gas.
It would also be interesting to apply this approah to ompute the long-distane orrelations in
the massive phase ∆ > 1 of the XXZ hain. In that ase there is no power law orretions in the
asymptoti behavior of the yles. This should lead to an exponential deay of the orrelations.
The ase of the XXX model is also of speial interest. For non-zero magneti eld the result
(5.44) apparently remains valid. However, at h = 0, one an expet logarithmi ontributions
to the asymptoti expression [2, 5℄. It would be interesting to see how suh terms an appear
in the framework of our approah. However, the ase of zero magneti eld appears to be the
most ompliated one, even for the XXZ hain. Therefore before studying the XXX model it
would be desirable to understand ompletely what happens for the XXZ hain at h = 0, and in
partiular to ompute expliitely the (nite) limiting value for the amplitude of the osillating
term.
We hope that our approah an be used for the asymptoti analysis of the temperature
dependent orrelation funtions. At least in the ase of the one-dimensional Bose gas, for whih
there is no bound states in the spetrum of the Hamiltonian for c > 0, the generalization of
our method looks quite straightforward. For T > 0, the integrals over the spetral parameters
should be taken over the whole real axis. This leads to the absene of power law orretions in
the asymptoti behavior of the yle integrals, just as in the massive regime of the XXZ hain.
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As a result, the asymptoti behavior of the orrelation funtions should derease exponentially
with the distane.
We would like nally to disuss the nie relation that exists between the amplitude of the
leading osillating term of the asymptotis (5.44) and a speial form fator of the operator σz,
namely the matrix element
Fσ =
(
M
2π
)Z2
·
〈ψ({µ})|σzk |ψ({λ})〉
‖ψ({µ})‖ · ‖ψ({λ})‖
, (6.12)
where |ψ({λ})〉 is the N -partile ground state and 〈ψ({µ})| is an exited state ontaining one
partile and one hole at the dierent boundaries of the Fermi sphere, for instane, λp = q,
λh = −q. We reall that in (6.12) M denotes the length of the hain. Using the determinant
representations of form fators obtained in [52℄, one an show [47℄ that, in the thermodynami
limit |Fσ |
2
is equal to,
lim
M→∞
|Fσ|
2 = 4A˜ sin2 p
F
eC1−C0 [2π sinh(2q) ρ(q)]−2Z
2
. (6.13)
Thus, the amplitude of the leading osillating term is equal to the square of the norm of the
form fator (6.12):
〈σz1σ
z
m+1〉leading = (2D − 1)
2 −
2Z2
π2m2
+ 2|Fσ |
2 ·
cos(2mp
F
)
m2Z
2 . (6.14)
The oeient 2 is due to the fat that there are two suh form fators. This observation
perfetly agrees with the onformal eld theory approah. Namely, if we onsider the two-point
orrelation funtion as a sum of form fators, then the main ontribution to the asymptotis
omes from the terms orresponding to the exitations in a viinity of the Fermi boundaries.
Hereby, the leading osillating term in the asymptotis is produed by the exited states having
partiles and holes on the dierent sides of the Fermi zone. Thus there is an opportunity to
improve drastially the form fator approah. This, in turn, would open a path towards the
omputation of dynamial orrelation funtions.
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A Determinant representations
A.1 Proof of Proposition 2.1
If the parameters λ1, . . . , λN satisfy the system of Bethe equations (2.2), then d(λj) an be
expressed in terms of a(λj), and the determinant of Ωκ an be written as
detN Ωκ({z}, {λ}|{z}) =
N∏
j=1
a(λj) ·
N∏
a,b=1
sinh(za − λb − iζ) · detN M˜κ({z}|{λ}), (A.1)
where(
M˜κ
)
jk
= t(zk, λj) + κ t(λj , zk) · V+(λj)V
−1
− (λj). (A.2)
In order to prove (2.10), we shall prove that
detN M˜κ = detN
[
1
sinh(λj − zk)
]
·
N∏
j=1
[
κ
V+(λj)
V−(λj)
− 1
]
×
1− κ
V −1+ (θ)− κV
−1
− (θ)
· detN
[
δjk + U
(λ)
jk (θ)
]
. (A.3)
Consider the following transformation of the l.h.s. of (A.3)
detN M˜κ =
detN (M˜κA)
detN A
, (A.4)
with
Ajk =
N∏
a=1
sinh(zj − λa)
N∏
a=1
a6=j
sinh(zj − za)
×
 coth(zj − λk) for k 6= N,1 for k = N. (A.5)
The determinant of A an be easily omputed. Indeed,
detN A =
N∏
a,b=1
sinh(za − λb)
N∏
a,b=1
a6=b
sinh(za − zb)
· detN
 coth(z1 − λk)..
.
coth(zN − λk)
∣∣∣∣∣∣∣
1
.
.
.
1
 . (A.6)
Subtrating the last line from all others, we redue the remaining determinant to a Cauhy
determinant, whih gives
detN A =
N∏
a=1
sinh(za − λN )
N−1∏
a=1
sinh(λa − λN )
·
N∏
a>b
sinh(λa − λb)
sinh(za − zb)
. (A.7)
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The produt of matries M˜κA an also be expliitly alulated
(M˜κA)jk = δjk
N∏
a=1
a6=j
sinh(λj − λa)
N∏
a=1
sinh(λj − za)
[
κ
V+(λj)
V−(λj)
− 1
]
+Kκ(λj − λk)V+(λj), k < N, (A.8)
and
(M˜κA)jN = (1− κ)V+(λj), k = N. (A.9)
Here the funtion Kκ(λ) is given by (2.15). Let us explain how the formulas (A.8), (A.9) were
obtained. For instane, in order to obtain (A.8), one has to alulate the sums
G±jk =
N∑
ℓ=1
−i sin ζ coth(zℓ − λk)
sinh(zℓ − λj) sinh(zℓ − λj ± iζ)
·
N∏
a=1
sinh(zℓ − λa)
N∏
a=1
a6=ℓ
sinh(zℓ − za)
. (A.10)
Consider an auxiliary ontour integral
I± =
1
2πi
∮
−i sin ζ coth(w − λk) dw
sinh(w − λj) sinh(w − λj ± iζ)
·
N∏
a=1
sinh(w − λa)
sinh(w − za)
, (A.11)
where the integration is taken over the boundary of a horizontal strip of width iπ. On the
one hand, the integral vanishes I± = 0 as the integrand is an iπ-periodi funtion that is
exponentially dereasing for ℜ(w) → ±∞. On the other hand, it is equal to the sum of the
residues inside of the integration ontour. The sum of the residues at the poles w = za gives
exatly G±jk. Taking into aount the ontribution of the additional poles at w = λj ∓ iζ and
w = λj (the last one only exists for j = k), we arrive at the following identity
G±jk ± δjk
N∏
a=1
a6=j
sinh(λa − λj)
N∏
a=1
sinh(za − λj)
± coth(λj − λk ∓ iζ)V∓(λj) = 0. (A.12)
We have thus omputed G±jk and in this way proved the formula (A.8). The result (A.9) an be
obtained by a similar method.
The following transformations are trivial. We an extrat the fator V+(λj) from eah line
of (M˜κA)jk, making the elements of the last olumn equal to 1 − κ. After this, subtrating
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the last line from all the others and extrating the oeients in front of δjk we obtain a new
representation for det M˜κ
detN M˜κ =
1− κ
V −1+ (λN )− κV
−1
− (λN )
N∏
a=1
[
κ
V+(λa)
V−(λa)
− 1
]
× detN
[
1
sinh(λj − zk)
]
· detN
[
δjk + U
(λ)
jk (λN )
]
. (A.13)
Thus, we have reprodued the r.h.s. of (A.3) up to replaement θ → λN .
Now onsider det
[
δjk + U
(λ)
jk (θ)
]
appearing in the r.h.s. of equation (A.3) (see (2.13) for its
expliit form). After a simple similarity transformation we obtain
U
(λ)
jk (θ)→ U˜
(λ)
jk (θ) =
N∏
a=1
sinh(za − λk)
N∏
a=1
a6=k
sinh(λa − λk)
·
Kκ(λj − λk)−Kκ(θ − λk)
V −1+ (λk)− κV
−1
− (λk)
, (A.14)
Let us multiply the rst N − 1 olumns by the oeients sk
sk =
V −1+ (λk)− κV
−1
− (λk)
V −1+ (λN )− κV
−1
− (λN )
(A.15)
and add them to the N -th olumn. Then the last olumn of the determinant beomes
δjN + U˜
(λ)
jN (θ) +
N−1∑
k=1
sk
(
δjk + U˜
(λ)
jk (θ)
)
=
V −1+ (θ)− κV
−1
− (θ)
V −1+ (λN )− κV
−1
− (λN )
, (A.16)
(the method of alulation is quite similar to one desribed in the formulas (A.10)(A.12)). Now
it is enough to subtrat the last line of the obtained matrix from all others, and we arrive at the
following identity
detN
[
δjk + U˜
(λ)
jk (θ)
]
=
V −1+ (θ)− κV
−1
− (θ)
V −1+ (λN )− κV
−1
− (λN )
· detN
[
δjk + U˜
(λ)
jk (λN )
]
. (A.17)
In other words, it means that the ombination
detN
[
δjk + U
(λ)
jk (θ)
]
V −1+ (θ)− κV
−1
− (θ)
(A.18)
does not depend on θ. Thus, substituting (A.17) into (A.13), we obtain the r.h.s. of (A.3).
The representation (2.11) for Ωκ an be proved by using the identity
detN M˜κ = detN Mˆκ, where
(
Mˆκ
)
jk
= t(zk, λj) + κ t(λj , zk) · V+(zk)V
−1
− (zk), (A.19)
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established in [45℄ (see Appendix B of this paper). It follows from (A.19) that
detN M˜κ({z}, {λ}) = κ
N
N∏
a,b=1
sinh(λa − zb − iζ)
sinh(zb − λa − iζ)
· detN M˜κ−1({λ}, {z}). (A.20)
Then the representation (2.11) follows from (2.10) after the replaements z ↔ λ and κ→ κ−1.
A.2 Fredholm determinant representation
Consider the Fredholm determinants det
[
I + 12πi Uˆ
(λ,z)
θ (w,w
′)
]
(see (2.16)). We have
log det
[
I +
1
2πi
Uˆ
(λ,z)
θ
]
=
∞∑
k=1
(−1)k+1
k
∮
Γ
dkw
(2πi)k
Uˆ
(λ,z)
θ (w1, w2) · · · Uˆ
(λ,z)
θ (wk, w1). (A.21)
Computing the multiple integrals by the residues at wj = λℓ (respetively at wk = zℓ), where
ℓ = 1, . . . , N , we obtain
log det
[
I +
1
2πi
Uˆ
(λ,z)
θ
]
=
∞∑
k=1
(−1)k+1
k
N∑
ℓ1,...,ℓk=1
U
(λ,z)
ℓ1ℓ2
(θ) · · ·U
(λ,z)
ℓkℓ1
(θ), (A.22)
what is exatly the expansion for log detN
[
δjk + U
(λ,z)
jk (θ)
]
.
A.3 Some identities for Fredholm determinants
Here we prove θ-independene of Fredholm determinants onsidered in Setions 2 and 5.
Consider an integral operator I + V ating on some ontour Γ.
Proposition A.1. Let
g(w) = h(w) +
∫
Γ
V (w,w′)h(w′) dw′. (A.23)
Then, for arbitrary w0 ∈ C, the following identity holds
det
[
I + V (w,w′)
]
=
g(w0)
h(w0)
· det
[
I + V (w,w′)−
g(w)
g(w0)
V (w0, w
′)
]
. (A.24)
Proof  Suppose that the resolvent R(w,w′) of the operator I + V exists (if not, then we
an onsider some regularization Vǫ(w,w
′) of the original kernel, suh that the orresponding
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resolvent Rǫ exists). Then
g(w0)
h(w0)
· det
[
I + V (w,w′)−
g(w)
g(w0)
V (w0, w
′)
]
=
g(w0)
h(w0)
· det
[
I + V (w,w′)
]
· det
[
I −
g(w)
g(w0)
R(w0, w
′)
]
=
1
h(w0)
· det
[
I + V (w,w′)
](
g(w0)−
∫
Γ
R(w0, w
′)g(w′) dw′
)
= det
[
I + V (w,w′)
]
, (A.25)
whih ends the proof. 
If the kernel V (w,w′) is analyti within some domain D ontaining Γ, then the identity
(A.24) holds for w0 ∈ D.
Let now Γ be the ontour shown on Fig. 1 and h(w) an iπ-periodi funtion that is holomor-
phi outside of Γ and bounded at w→ ±∞. Then∮
Γ
dw′
2πi
[
Kκ(w−w
′)−Kκ(θ−w
′)
]
h(w′) = κh(θ−iζ)−h(θ+iζ)−κh(w−iζ)+h(w+iζ), (A.26)
where the integral has been omputed by the residues lying outside of the ontour Γ. Compose
a kernel U
(h)
θ (w,w
′) as
U
(h)
θ (w,w
′) =
h(w)
2πi [κh(w − iζ)− h(w + iζ)]
·
[
Kκ(w − w
′)−Kκ(θ − w
′)
]
. (A.27)
Let us apply (A.24) to the operator I + U
(h)
θ (w,w
′) with θ ∈ Γ. We have
g(w) = h(w) +
∮
Γ
U
(h)
θ (w,w
′)h(w′) dw′ = h(ω)
κh(θ − iζ)− h(θ + iζ)
κh(w − iζ)− h(w + iζ)
. (A.28)
Substituting this into (A.24) we immediately arrive at
det
[
I + 12πiU
(λ)
θ (w,w
′)
]
κh(θ − iζ)− h(θ + iζ)
=
det
[
I + 12πiU
(λ)
w0 (w,w
′)
]
κh(w0 − iζ)− h(w0 + iζ)
, (A.29)
for arbitrary w0 suh that |ℑ(w0 − w)| < ζ, w ∈ Γ.
In partiular one an take
h(w) =
N∏
a=1
sinh(w − za)
sinh(w − λa)
, or h(w) = eβz˜(w). (A.30)
In the rst ase we obtain the identity for the operator Uˆ (λ), in the seond for U (λ). Similarly
one an prove θ-independene of the kernels Uˆ (z) and U (z).
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B Free fermions
Consider the determinant of the matrix δjk + U
(λ)
jk (θ) in the limit of free fermions ζ =
π
2 . Then
V+(µ) = V−(µ) and the entries U
(λ)
jk (θ) are equal to
U
(λ)
jk (θ) =
N∏
a=1
tanh(za − λj)
N∏
a=1
a6=j
tanh(λa − λj)
·
[
tanh(λj − λk)− tanh(θ − λk)
]
, ζ =
π
2
. (B.1)
The straightforward alulation of the orresponding determinant auses serious diulties.
However, there exists a way to avoid these problems. Due to (A.3) the determinant of δjk +
U
(λ)
jk (θ) an be expressed in terms of det M˜κ. One has, for the limit of free fermions,
detN
[
δjk + U
(λ)
jk (θ)
]
= V −1+ (θ) ·
detN M˜κ
detN
[
1−κ
sinh(zk−λj)
] . (B.2)
On the other hand, the matrix M˜κ (A.2) beomes the Cauhy matrix at ζ =
π
2 ,(
M˜κ
)
jk
=
2(1 − κ)
sinh 2(zk − λj)
, for ζ =
π
2
. (B.3)
Thus, both determinants in the r.h.s. of (B.2) are expliitly omputable and we arrive at
detN
[
δjk + U
(λ)
jk (θ)
]
=
N∏
a=1
cosh(θ − za)
cosh(θ − λa)
·
N∏
a>b
cosh(za − zb) cosh(λa − λb)
N∏
a,b=1
cosh(za − λb)
, ζ =
π
2
. (B.4)
Similarly one has
detN
[
δjk + U
(z)
jk (θ)
]
=
N∏
a=1
cosh(θ − λa)
cosh(θ − za)
·
N∏
a>b
cosh(za − zb) cosh(λa − λb)
N∏
a,b=1
cosh(za − λb)
, ζ =
π
2
. (B.5)
It is easy to see from the obtained result and the denition (2.20) of W˜N that, in the free fermion
limit,
W˜N
(
{λ}
{z}
)
= 1. (B.6)
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Let us now ompute the onstant A˜ in the limit of free fermions. For ζ = π2 we have Z(λ) ≡ 1,
hene,
U
(λ)
−q (w,w
′) = − tanh(w − q) coth(w + q)
[
tanh(w − w′) + tanh(q + w′)
]
. (B.7)
The kernel (B.7) is holomorphi in a viinity of the interval [−q, q]. We draw the reader's
attention on the fat that this property only holds due to the speial hoie of θ1 = −q. Otherwise
the kernel U
(λ)
θ1
(w,w′) would have a simple pole at w = −q.
Sine the integral operator U
(λ)
−q (w,w
′) ats on the losed ontour surrounding the interval
[−q, q] we obtain that
det
[
I +
1
2πi
U
(λ)
−q (w,w
′)
]
= 1, (B.8)
hene,
A˜ =
1
π2
e2πi[z˜(q−i
π
2
)−z˜(−q−iπ
2
)]. (B.9)
It is also easy to see that for free fermions C1 = 0 (see (5.15)), and
2πi
[
z˜(q − iπ2 )− z˜(−q −
iπ
2 )
]
− C0 = 0. (B.10)
Thus, taking into aount that ρ(λ) = 1
π cosh(2λ) for ζ =
π
2 , we obtain
〈σz1σ
z
m+1〉osc =
(
sin p
F
tanh(2q)
)2
·
2 cos(2mp
F
)
π2m2
. (B.11)
It remains to observe that
p
F
= πD =
q∫
−q
dλ
cosh 2λ
= arctan
(
e2q
)
− arctan
(
e−2q
)
. (B.12)
From this we nd that sin p
F
= tanh(2q), and hene
〈σz1σ
z
m+1〉osc =
2cos(2mp
F
)
π2m2
. (B.13)
C The Lagrange series and its generalizations
In this appendix we onsider several generalizations of the Lagrange series (see e.g. [81℄) used in
Setion 4.3. We give the detailed proof in the standard (salar) ase. The generalizations then
beome quite evident.
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C.1 Salar ase
Let us onsider the series
G0 =
∞∑
n=0
1
n!
dn
dǫn
(
φn(ǫ)F (ǫ)
)∣∣∣∣
ǫ=0
, (C.1)
where F (ǫ) and φ(ǫ) are holomorphi for |ǫ| < r0.
Proposition C.1. If there exists r < r0 suh that |φ(ǫ)| < r for |ǫ| = r, then the series (C.1)
is absolutely onvergent and its sum is given by
G0 =
F (z)
1− φ′(z)
, (C.2)
where z is the root of the equation
z − φ(z) = 0 (C.3)
suh that |z| < r.
Proof  Replaing the nth derivative by a Cauhy integral, we obtain
G0 =
∞∑
n=0
1
2πi
∮
|ω|=r
F (ω)φn(ω)
ωn+1
dω. (C.4)
Sine |φ(ω)| < r = |ω| the obtained series is absolutely onvergent, and we arrive at
G0 =
1
2πi
∮
|ω|=r
F (ω)
ω − φ(ω)
dz. (C.5)
Due to Rouhé's Theorem, the equation ω− φ(ω) = 0 has exatly one simple zero ω = z within
the irle |ω| < r. Taking the residue in this point we obtain the statement of the proposition. 
C.2 Matrix ase
The result obtained for the series (C.1) an easily be generalized to the ase of several variables.
Consider a multiple series of the form
GN =
∞∑
s1,...,sN=0
1
s1! · · · sN !
N∏
j=1
∂sj
∂ǫ
sj
j
N∏
j=1
φ
sj
j ({ǫ}) · F ({ǫ})
∣∣∣
ǫj=0
, (C.6)
where F ({ǫ}) and φj({ǫ}) are holomorphi for |ǫk| < r
(0)
k , k = 1, . . . , N .
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Proposition C.2. If there exist rj < r
(0)
j suh that |φj({z})| < rj for |zj | = rj, then the series
(C.6) is absolutely onvergent and its sum is given by
GN =
F ({zj})
detN Sjk
, (C.7)
where zj are the roots of the system
zj − φj ({z}) = 0, (C.8)
and detN Sjk is the Jaobian of the system (C.8):
Sjk = δjk −
∂
∂zk
φj ({z}) . (C.9)
The proof is ompletely analogous to the one of Proposition C.1. It uses the analog of
Rouhé's Theorem for several omplex variables (see e.g. [3℄).
We onsider now speial ases of the series (C.6). Namely, let µ1, . . . , µN be a set of omplex
parameters. Let
φj({ǫ}) = f
(
N∑
a=1
ǫa θ(µa, µj)
)
, (C.10)
where θ(λ, µ) is some smooth funtion. Let also
F ({ǫ}) = F
(
N∑
a=1
g(1)(µa) ǫa;
N∑
a,b=1
a6=b
g(2)(µa, µb) ǫa ǫb; . . .
)
, (C.11)
where g(1), g(2) . . . are smooth funtions. Then the obtained result takes the form
GN =
F
(
N∑
a=1
g(1)(µa) za;
N∑
a,b=1
g(2)(µa, µb) za zb; . . .
)
detN
[
δjk − θ(µk, µj) f ′
(
N∑
a=1
za θ(µa, µj)
)] , (C.12)
where
zj − f
(
N∑
a=1
za θ(µa, µj)
)
= 0. (C.13)
C.3 Continuous ase
Let us now onsider a series of multiple integrals
Gˆ =
∞∑
n=0
1
n!
q∫
−q
dnλ
n∏
j=1
∂
∂εj
n∏
j=1
f
(
n∑
a=1
εa θ(λa, λj)
)
· F
(
n∑
a=1
g(1)(λa) εa; . . . ,
)∣∣∣∣∣∣
εj=0
, (C.14)
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where for brevity we have written expliitly only the rst argument of the funtion F . Consider
a disreet analog of these multiple integrals,
Gˆ(∆) =
∞∑
n=0
∆n
n!
∑
λ1,...,λn∈Λ
n∏
j=1
∂
∂εj
n∏
j=1
f
(
n∑
a=1
εa θ(λa, λj)
)
· F
(
n∑
a=1
g(1)(λa)εa; . . .
)∣∣∣∣∣∣
εj=0
.
Here eah λj independently runs through a nite set of values Λ = {µ1, . . . , µN}, where µk+1 −
µk = ∆. Obviously Gˆ(∆)→ Gˆ at ∆→ 0.
We now reorganize the inner sums over the lattie into sums over the number of λ's equal
to some point of the lattie. Namely, we sum up with respet to all the possible numbers sj
suh that there are sj λ's equal to the lattie point µj . Obviously there exist
n!
s1!...sN !
ways of
realizing suh a onguration. It is also evident that, for a onguration suh that, for eah j,
there are sj λ's equal to µj , then for any funtion Φ, one has
n∏
j=1
∂
∂εj
· Φ
(
n∑
a=1
g(1)(λa) εa; . . .
)∣∣∣∣∣∣
εj=0
=
N∏
j=1
∂sj
∂ǫ
sj
j
· Φ
(
N∑
a=1
g(1)(µa) ǫa; . . .
)∣∣∣∣∣∣
ǫj=0
. (C.15)
Hene,
Gˆ(∆) =
∞∑
n=0
∑
si≥0
Σsi=n
N∏
j=1
∆sj
sj!
∂sj
∂ǫ
sj
j
∣∣∣∣
ǫj=0
N∏
j=1
f sj
(
N∑
a=1
ǫaθ(µa, µj)
)
F
(
N∑
a=1
g(1)(µa)ǫa; . . .
)
. (C.16)
Changing the order of summation and re-saling ǫj → ∆ǫj , we obtain the series (C.6) with
φj and F in the form (C.10), (C.11), in whih the funtions θ and g
(i)
should be replaed by
∆θ(µa, µj) and ∆g
(i)(µa). Then the ontinuous limit ∆→ 0 is trivial, and we nally obtain
Gˆ =
F
(
q∫
−q
g(1)(µ) z(µ) dµ; . . .
)
det
[
δ(λ− µ)− θ(µ, λ) f ′
(
q∫
−q
θ(ν, λ) z(ν) dν
)] , (C.17)
where the funtion z(µ) satises the integral equation
z(µ) = f
 q∫
−q
θ(λ, µ) z(λ) dλ
 . (C.18)
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C.4 Multiple series of multiple integrals
Consider now a multiple series of the form
Gˆ1...n =
∞∑
ℓ1,...,ℓn=0
n∏
s=1
1
ℓs!
q∫
−q
n∏
s=1
ℓs∏
p=1
[
dλs,p
∂
∂ǫs,p
]
×
n∏
s=1
ℓs∏
p=1
fs
(
n∑
t=1
ℓt∑
a=1
ǫt,a θ(λt,a, λs,p)
)
· F
(
n∑
t=1
ℓt∑
a=1
g(1)(λt,a) ǫt,a; . . .
)∣∣∣∣∣
ǫs,p=0
. (C.19)
Just like in the previous example we an take the lattie approximation of the integrals. Then
it is easy to see that
Gˆ1...n(∆) =
1
detnN Sjk
F
(
∆
n∑
s=1
N∑
a=1
g(1)(µa) zs,a; . . .
)
, (C.20)
where
zs,a − fs
(
∆
n∑
s=1
N∑
b=1
zs,b θ(µb, µa)
)
= 0, (C.21)
and detnN Sjk is the Jaobian of the system (C.21). Taking the sum over s in (C.21), we obtain
za − fΣn
(
∆
N∑
b=1
zb θ(µb, µa)
)
= 0, where za =
n∑
s=1
zs,a, fΣn =
n∑
s=1
fs. (C.22)
It is also lear that detmN Sjk = detN S˜jk, where
S˜jk = δjk −∆ θ(µk, µj) f
′
Σn
(
∆
N∑
b=1
zb θ(µb, µj)
)
(C.23)
is the Jaobian of the system (C.22). Thus, in the ontinuous limit, we have
Gˆ1...n =
F
(
q∫
−q
g(1)(µ) z(n)(µ) dµ; . . .
)
det
[
δ(λ− µ)− θ(µ, λ) f ′Σn
(
q∫
−q
θ(ν, λ) z(n)(ν) dν
)] , (C.24)
where fΣn =
∑n
s=1 fk, and
z(n)(µ) = fΣn
 q∫
−q
θ(λ, µ) z(n)(λ) dλ
 . (C.25)
71
Referenes
[1℄ I. Aek. Critial behavior of two-dimensional systems with ontinuous symmetries. Phys.
Rev. Lett., 55(13):13551358, Sep 1985.
[2℄ I. Aek. Exat orrelation amplitude for the S = 12 Heisenberg antiferromagneti hain.
J. Phys. A : Math. Gen., 31(20):45734581, 1998.
[3℄ I. A. Aizenberg and A. P. Yuzhakov. Integral representations and residues in multidimen-
sional omplex analysis, volume 58 of Translations of Mathematial Monographs. Amerian
Mathematial Soiety, Providene, RI, 1983. Translated from the Russian by H. H. M-
Faden, Translation edited by Lev J. Leifman.
[4℄ E. Barouh and B. M. MCoy. Statistial mehanis of the XY model. II. Spin-orrelation
funtions. Phys. Rev. A, 3(2):786804, Feb 1971.
[5℄ V. Barzykin and I. Aek. Finite-size saling for the spin-
1
2 Heisenberg antiferromagneti
hain. J. Phys. A : Math. Gen., 32(6):867874, 1999.
[6℄ R. J. Baxter. Exatly solved models in statistial mehanis. Aademi Press, London -
New York, 1982.
[7℄ H. Bethe. Zür Theorie der Metalle I. Eigenwerte und Eigenfunktionen Atomkete. Zeitshrift
für Physik, 71:205226, 1931.
[8℄ H. W. J. Blöte, J. L. Cardy, and M. P. Nightingale. Conformal invariane, the entral
harge, and universal nite-size amplitudes at ritiality. Phys. Rev. Lett., 56(7):742745,
Feb 1986.
[9℄ N. M. Bogoliubov, A. G. Izergin, and V. Korepin. Critial exponents for integrable models.
Nul. Phys. B, 275(4):687705, DEC 29 1986.
[10℄ N. M. Bogoliubov, A. G. Izergin, and N. Y. Reshetikhin. Finite-size eets and infrared
asymptotis of the orrelation funtions in two dimensions. J. Phys. A : Math. Gen.,
20(15):53615369, 1987.
[11℄ M. Bóna. Combinatoris of permutations. Disrete Mathematis and its Appliations (Boa
Raton). Chapman & Hall/CRC, Boa Raton, FL, 2004. With a foreword by Rihard Stanley.
[12℄ H. Boos, M. Jimbo, T. Miwa, F. Smirnov, and Y. Takeyama. Algebrai representation
of orrelation funtions in integrable spin hains. Ann. Henri Poinaré, 7(7-8):13951428,
2006.
[13℄ H. Boos, M. Jimbo, T. Miwa, F. Smirnov, and Y. Takeyama. Density matrix of a nite
sub-hain of the Heisenberg anti-ferromagnet. Lett. Math. Phys., 75(3):201208, 2006.
72
[14℄ H. Boos, M. Jimbo, T. Miwa, F. Smirnov, and Y. Takeyama. Redued qKZ equation and
orrelation funtions of the XXZ model. Comm. Math. Phys., 261(1):245276, 2006.
[15℄ H. Boos, M. Jimbo, T. Miwa, F. Smirnov, and Y. Takeyama. Fermioni basis for spae of
operators in the XXZ model. hep-th/0702086, 2007.
[16℄ M. Bortz, J. Sato, and M. Shiroishi. String orrelation funtions of the spin-1/2 Heisenberg
XXZ hain. J. Phys. A : Math. Gen, 40(16):42534271, APR 20 2007.
[17℄ J. L. Cardy. Conformal invariane and universality in nite size saling. J. Phys. A: Math.
Gen., 17(7):L385L387, 1984.
[18℄ J. L. Cardy. Operator ontent of two-dimensional onformally invariant theories. Nul.
Phys. B, 270(2):186204, JUN 16 1986.
[19℄ J. S. Caux, R. Hagemans, and J. M. Maillet. Computation of dynamial orrelation fun-
tions of Heisenberg hains: the gapless anisotropi regime. J. Stat. Meh. Theory Exp.,
page P09003, 2005.
[20℄ J. S. Caux and J. M. Maillet. Computation of dynamial orrelation funtions of Heisenberg
hains in a eld. Phys. Rev. Lett., 95:077201, 2005.
[21℄ F. Colomo, A. Izergin, and V. Tognetti. Correlation funtions in the XX0 Heisenberg hain
and their relations with spetral shapes. J. Phys. A: Math. Gen., 30:361370, 1997.
[22℄ F. Colomo, A. G. Izergin, V. E. Korepin, and V. Tognetti. Correlators in the Heisenberg
XX0 hain as Fredholm determinants. Phys. Lett. A, 169:237247, 1992.
[23℄ F. Colomo, A. G. Izergin, V. E. Korepin, and V. Tognetti. Temperature orrelation funtions
in the XX0 Heisenberg hain. Teor. Mat. Fiz., 94:1938, 1993.
[24℄ C. Destri and H. J. de Vega. Integrable quantum eld theories and onformal eld theories
from lattie models in the light-one approah. Phys. Lett. B, 201(2):261268, FEB 4 1988.
[25℄ C. Destri and H. J. de Vega. Unied approah to Thermodynami Bethe Ansatz and nite
size orretions for lattie models and eld theories. Nul. Phys. B, 438(3):413454, APR
3 1995.
[26℄ H. J. de Vega and F. Woynarovih. Method for alulating nite size orretions in Bethe
ansatz systems: Heisenberg hain and 6-vertex model. Nul. Phys. B, 251(3):439456, 1985.
[27℄ V. J. Emery, A. Luther, and I. Peshel. Solution of the one-dimensional eletron gas on a
lattie. Phys. Rev. B, 13(3):12721276, Feb 1976.
[28℄ L. D. Faddeev, E. K. Sklyanin, and L. A. Takhtajan. Quantum inverse problem method I.
Theor. Math. Phys., 40:688706, 1979.
73
[29℄ M. Gaudin. La fontion d'onde de Bethe. Masson, 1983.
[30℄ M. Gaudin, B. M. M Coy, and T. T. Wu. Normalization sum for the Bethe's hypothesis
wave funtions of the Heisenberg-Ising model. Phys. Rev. D, 23:417419, 1981.
[31℄ F. Göhmann, A. Klümper, and A. Seel. Integral representations for orrelation funtions
of the XXZ hain at nite temperature. J. Phys. A : Math. Gen., 37(31):76257651, 2004.
[32℄ F. Göhmann, F. Klümper, and A. Seel. Integral representation of the density matrix of the
XXZ hain at nite temperatures. J. Phys. A : Math. Gen., 38(9):18331841, 2005.
[33℄ F. D. M. Haldane. General relation of orrelation exponents and spetral properties of one-
dimensional Fermi systems: Appliation to the anisotropi s=1/2 Heisenberg hain. Phys.
Rev. Lett., 45(16):13581362, Ot 1980.
[34℄ F. D. M. Haldane. Demonstration of the Luttinger liquid harater of Bethe-ansatz soluble
models of 1-d quantum uids. Phys. Lett. A, 81(2-3):153155, 1981.
[35℄ F. D. M. Haldane. Luttinger liquid theory of one-dimensional quantum uids: I. Properties
of the Luttinger model and their extension to the general 1d interating spinless Fermi gas.
J. Phys. C-Solid State Phys., 14(19):25852609, 1981.
[36℄ W. Heisenberg. Zür Theorie der Ferromagnetismus. Zeitshrift für Physik, 49:619636,
1928.
[37℄ A. G. Izergin. Partition funtion of the six-vertex model in a nite volume. Sov. Phys.
Dokl., 32:878879, 1987.
[38℄ A. G. Izergin and V. E. Korepin. The quantum inverse sattering method approah to
orrelation funtions. Comm. Math. Phys., 94:6792, 1984.
[39℄ A. G. Izergin and V. E. Korepin. Correlation funtions for the Heisenberg XXZ antiferro-
magnet. Comm. Math. Phys., 99:271302, 1985.
[40℄ A. G. Izergin, V. E. Korepin, and N. Y. Reshetikhin. Conformal dimensions in Bethe ansatz
solvable models. J. Phys. A : Math. Gen., 22(13):26152620, 1989.
[41℄ M. Jimbo, K. Miki, T. Miwa, and A. Nakayashiki. Correlation funtions of the XXZ model
for ∆ < −1. Phys. Lett. A, 168:256263, 1992.
[42℄ M. Jimbo and T. Miwa. Algebrai analysis of solvable lattie models. AMS, 1995.
[43℄ M. Jimbo and T. Miwa. Quantum KZ equation with |q| = 1 and orrelation funtions of
the XXZ model in the gapless regime. J. Phys. A : Math. Gen., 29:29232958, 1996.
74
[44℄ M. Jimbo, T. Miwa, Y. Mori, and M. Sato. Density matrix of an impenetrable Bose gas
and the fth Painlevé transendent. Physia, 1 D:80158, 1980.
[45℄ N. Kitanine, K. K. Kozlowski, J. M. Maillet, N. A. Slavnov, and V. Terras. On orrelation
funtions of integrable models assoiated with the six-vertex R-matrix. J. Stat. Meh.
Theory Exp., 2007(1):P01022, 17 pp. (eletroni), 2007.
[46℄ N. Kitanine, K. K. Kozlowski, J. M. Maillet, N. A. Slavnov, and V. Terras. RiemannHilbert
approah to a generalized sine-kernel and appliations. arXiv:0805.4586, 2008.
[47℄ N. Kitanine, K. K. Kozlowski, J. M. Maillet, N. A. Slavnov, and V. Terras. To appear,
2009.
[48℄ N. Kitanine, J. M. Maillet, N. Slavnov, and V. Terras. Spin-spin orrelation funtions of
the XXZ-1/2 Heisenberg hain in a magneti eld. Nul. Phys. B Phys., 641:487518, 2002.
[49℄ N. Kitanine, J. M. Maillet, N. A. Slavnov, and V. Terras. Dynamial orrelation funtions
of the XXZ spin-1/2 hain. Nul. Phys. B, 729(3):558580, 2005.
[50℄ N. Kitanine, J. M. Maillet, N. A. Slavnov, and V. Terras. Master equation for spin-spin
orrelation funtions of the XXZ hain. Nul. Phys. B, 712(3):600622, 2005.
[51℄ N. Kitanine, J. M. Maillet, N. A. Slavnov, and V. Terras. On the algebrai Bethe ansatz
approah to the orrelation funtions of the XXZ spin-1/2 Heisenberg hain. In Solvable Lat-
tie Models 2004Reent Progress on Solvable Lattie Models, volume 1480 of Kokyuroku.
RIMS, Kyoto, 2006. arXiv:hep-th/0505006.
[52℄ N. Kitanine, J. M. Maillet, and V. Terras. Form fators of the XXZ Heisenberg spin-1/2
nite hain. Nul. Phys. B, 554 [FS℄:647678, 1999.
[53℄ N. Kitanine, J. M. Maillet, and V. Terras. Correlation funtions of the XXZ Heisenberg
spin-1/2 hain in a magneti eld. Nul. Phys. B, 567 [FS℄:554582, 2000.
[54℄ A. Klümper and M. Bathelor. An analyti treatment of nite-size orretions in the spin-1
antiferromagneti XXZ hain. J. Phys. A: Math. Gen., 23(5):L189L195, 1990.
[55℄ A. Klümper, M. Bathelor, and P. Peare. Central harges of the 6-vertex and 19-vertex
models with twisted boundary-onditions. J. Phys. A: Math. Gen., 24(13):31113133, 1991.
[56℄ A. Klümper, T. Wehner, and J. Zittartz. Conformal spetrum of the 6-vertex model. J.
Phys. A : Math. Gen., 26(12):28152827, 1993.
[57℄ V. E. Korepin. Calulation of norms of Bethe wave funtions. Comm. Math. Phys., 86:391
418, 1982.
75
[58℄ V. E. Korepin. Dual eld formulation of quantum integrable models. Comm. Math. Phys.,
113:177190, 1987.
[59℄ V. E. Korepin, N. M. Bogoliubov, and A. G. Izergin. Quantum inverse sattering method
and orrelation funtions. Cambridge University Press, 1993.
[60℄ E. Lieb, T. Shultz, and D. Mattis. Two soluble models of an antiferromagneti hain. Ann.
Phys., 16:407466, 1961.
[61℄ E. H. Lieb. Exat analysis of an interating Bose gas. ii. The exitation spetrum. Phys.
Rev., 130(4):16161624, May 1963.
[62℄ E. H. Lieb and W. Liniger. Exat analysis of an interating Bose gas. I. The general solution
and the ground state. Phys. Rev., 130(4):16051616, May 1963.
[63℄ E. H. Lieb and D. C. Mattis. Mathematial Physis in One Dimension. Aademi Press,
New-York, 1966.
[64℄ S. Lukyanov. Low energy eetive Hamiltonian for the XXZ spin hain. Nul. Phys. B,
522:533549, 1998.
[65℄ S. Lukyanov. Correlation amplitude for the XXZ spin hain in the disordered regime. Phys.
Rev. B, 59(17):1116311164, May 1999.
[66℄ S. Lukyanov and V. Terras. Long-distane asymptotis of spin-spin orrelation funtions
for the XXZ spin hain. Nul. Phys. B, 654:323356, 2003.
[67℄ A. Luther and I. Peshel. Calulation of ritial exponents in two dimensions from quantum
eld theory in one dimension. Phys. Rev. B, 12(9):39083917, Nov 1975.
[68℄ J. M. Maillet and V. Terras. On the quantum inverse sattering problem. Nul. Phys. B,
575:627, 2000. Preprint LPENSL-TH-19/99, hep-th/9911030.
[69℄ B. M. MCoy. Spin orrelation funtions of the XY model. Phys. Rev., 173:531, 1968.
[70℄ B. M. MCoy, E. Barouh, and D. B. Abraham. Statistial mehanis of the XY model.
time-dependent spin orrelation funtions. Phys. Rev. A, 4:23312341, 1971.
[71℄ B. M. MCoy, J. H. H. Perk, and T. T. Wu. Ising eld theory: quadrati dierene equations
for the n-point Green's funtions on the lattie. Phys. Rev. Lett., 46:757, 1981.
[72℄ B. M. MCoy, C. A. Tray, and T. T. Wu. Two-dimensional Ising model as an exatly
soluble relativisti quantum eld theory: expliit formulas for the n-point funtions. Phys.
Rev. Lett., 38:793796, 1977.
76
[73℄ B. M. MCoy and T. T. Wu. Theory of Toeplitz determinants and the spin orrelation
funtions of the two-dimensional Ising model IV. Phys. Rev., 162:436, 1967.
[74℄ B. M. MCoy and T. T. Wu. The Two-Dimensional lsing Model. Harvard Univ. Press,
Cambridge, Massahusetts, 1973.
[75℄ R. Orbah. Linear antiferromagneti hain with anisotropi oupling. Phys. Rev., 112:309
316, 1958.
[76℄ M. Sato, T. Miwa, and M. Jimbo. Holonomi quantum elds. III,IV. Publ. RIMS, Kyoto
Univ., 15:577629, 871972, 1979.
[77℄ M. Sato, T. Miwa, and M. Jimbo. Holonomi quantum elds. V. Publ. RIMS, Kyoto Univ.,
16:531584, 1980.
[78℄ N. A. Slavnov. Calulation of salar produts of wave funtions and form fators in the
framework of the algebrai Bethe ansatz. Theor. Math. Phys., 79:502508, 1989.
[79℄ L. A. Takhtajan and L. D. Faddeev. The quantum method of the inverse problem and the
Heisenberg XYZ model. Russ. Math. Surveys, 34(5):1168, 1979.
[80℄ L. R. Walker. Antiferromagneti linear hain. Phys. Rev., 116:10891090, 1959.
[81℄ E. Whittaker and G. Watson. A Course of Modern Analysis. Cambridge University Press,
1927.
[82℄ F. Woynarovih. Exitation spetrum of the spin-1/2 Heisenberg hain and onformal
invariane. Phys. Rev. Lett., 59(3):259261, Jul 1987.
[83℄ F. Woynarovih and H. P. Ekle. Finite size orretions and numerial alulations for long
spin - 1/2 Heisenberg hains in the ritial region. J. Phys. A: Math. Gen., 20(2):L97L104,
1987.
[84℄ F. Woynarovih, H. P. Ekle, and T. T. Truong. Non-analyti nite-size orretions in the
one-dimensional Bose gas and Heisenberg hain. J. Phys. A: Math. Gen., 22(18):40274043,
1989.
[85℄ T. T. Wu, B. M. MCoy, C. A. Tray, and E. Barouh. Spin-spin orrelation funtions for the
two-dimensional Ising model: Exat theory in the saling region. Phys. Rev., B13:316374,
1976.
[86℄ C. Yang and C. Yang. One-dimensional hain of anisotropi spin-spin interations. I. Proof
of Bethe's hypothesis for ground state in nite system. Phys. Rev., 150(1):321327, 1966.
77
[87℄ C. N. Yang and C. P. Yang. One-dimensional hain of anisotropi spin-spin interations.
II. Properties of the ground state energy per lattie site for an innite system. Phys. Rev.,
150(1):327339, 1966.
78
