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Chapter 1
Introduction
One of the most outstanding advances in algebraic geometry in the past
few decades has been achieved by V. Voevodsky (Fields Medal, 2002) de-
veloping a universal cohomology theory for algebraic varieties: among the
consequences of his work are the solutions of the Milnor and Bloch-Kato
Conjectures. The existence of a universal cohomology theory was already
envisioned by A. Grothendieck in his famous letter to J.-P. Serre in 1964.
In his theory, Voevodsky defines several triangulated categories over a per-
fect field k, namely
DM effgm (k), DM
eff
− (k), DM
eff
−,et(k), DMh(k)Q.
These are, essentially, categories of bounded complexes of sheaves with ”ho-
motopy invariant” homology.
The following sequence of functors between the category of effective
Chow motives, introduced by Alexander Grothendieck, and these other cat-
egories is well known:
M eff (k)→ DM effgm (k)→ DM eff− (k)→ DM eff−,et(k)→ DMh(k).
Let X be a variety over a perfect field k. Suppose that X admits a resolution
5
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of singularities X˜ → X and further assume that there is a tower
X˜n := X˜
pn−1
y
X˜n−1
...y˜
X0,
(1.0.1)
where X˜i → X˜i−1’s are fibrations with proper fibre Fi. Indeed such
resolutions appear in various contexts, which we address later. In the first
part of the thesis we study the motive associated to such X in the Voevodsky
motivic categories. Then we implement this to study motives associated
with Schubert varieties inside twisted affine flag varieties.
In the first glance, to relate motives of X and X˜, one needs a motivic
version of the glorious achievement of the theory of perverse sheaves, i.e.
the Decomposition Theorem of Beilinson, Bernstein, Deligne (and Gabber)
[BBD]. Although it may look optimistic to state the decomposition the-
orem for motives, nevertheless L. Migliorini and M. A. de Cataldo have
established this theory for semismall maps. Note that in [CH] A. Corti and
M. Hanamura have shown that the general case is implied by conjectures of
Grothendieck and Murre.
On the other hand to compute the motive associated to X˜ we introduce
a motivic version of the Leray-Hirsch theorem. Recall that the topological
Leray-Hirsch theorem determines the cohomology of a fibre bundle in terms
of cohomologies of its base and fibre. The truth is that this naive version of
Leray-Hirsch theorem does not even hold for the Fulton chow groups. One
way to tackle the problem in the algebraic set up is to impose some stronger
conditions on the fibre F . For instance one should assume that the fibre
C1) admits cell decomposition, i.e. admits a filtration
∅ = F−1 ⊂ F0 ⊂ ... ⊂ Fn = F
by its closed subschemes, such that Fi r Fi−1 is isomorphic to some
affine space, and
C2) satisfies Poincare´ duality (this is automatic when char k = 0).
7Let Ab be the category of abelian groups. Let us recall that there is
a fully faithful tensor triangulated functor i : Dbf (Ab) → DM effgm (k), see
proposition 4.3.1 for the definitions.
A fundamental result of V. Voevodsky shows that the higher chow groups
of a quasi projective variety X coincide certain motivic cohomologies of X.
Implementing this result A. Huber and B. Kahn compute the motive of a
pure Tate variety in terms of its fundamental invariants, see proposition
4.3.11. Regarding this we prove a motivic version of Leray-Hirsch theorem
for cellular fibrations.
Theorem 1.0.1. Let X be a smooth irreducible variety over a field k of
characteristic 0. Let Γ be a variety over k and pi : Γ → X be a proper
smooth locally trivial (for Zariski topology) fibration with fiber F . Further-
more assume that F is cellular. Then the motive, Mgm(Γ), associated to Γ
in DM effgm (k) decomposes as follows:
Mgm(Γ) ∼=
∐
p>0
CHp(F )⊗Mgm(X)(p)[2p].
Now we may formulate the following theorem:
Theorem 1.0.2. Let X˜ → X be a semi-small resolution as in (1.0.1). Let
{Xα} be a set of connected relevant stratum. Furthermore assume that all
fibres Fi satisfy conditions C1 and C2. Then for any α the motive M(X¯α)
(associated to the closure of Xα), is a summand of
n−1⊗
i=0
(∐
p>0
CHp(Fi)⊗ Z(p)[2p]
)
⊗Mgm(X˜0).
Note however that we prove a slightly more general theorem, namely we
consider the case that X˜ → X is an alteration in the sense of de Jong, see
definition 5.3.1 and theorem 5.3.2.
We then use the above approach to study motives of Schubert varieties in
twisted affine flag varieties. These varieties first introduced by G. Pappas
and M. Rapoport in [PR] and later received much attention from other
mathematicians due to their significance in the theory of local models for
shimura varieties, see [PRS], [Ha] and [Ri].
The second part of the thesis is devoted to analyse the motive of G-
bundles, where G is a reductive algebraic group. In fact we develop a theory
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which relates motives of G-bundles with the motives of cellular fibrations.
Along the way, we establish a method to filter motives of G-bundles in terms
of the faces of weight polytope (associated to certain representation of G)
and incidence relation among them, see 7.3.
To build up this relation between motive of G-bundles and motive of cellu-
lar fibrations (or even pure Tate fibrations), we use the theory of wonderful
compactification of reductive algebraic groups, which has introduced by De
Concini and Procesi. Their method produces a smooth canonic compacti-
fication G of a reductive algebraic group G of adjoint type. Note that in
[CP] they only study the case that the group G is defined over C. Although
most of the theory carries over for any algebraically closed field of arbitrary
characteristic, there are some subtleties which occur in positive character-
istic which we mention later.
As a feature of this compactification there is a natural G×G-action on G,
and the arrangement of the orbits can be explained by the associated weight
polytope P , see section 6.2.
To establish a reasonable frame work to study cohomology of such com-
pactifications in positive characteristic we proposed the notion of motivic
relatively cellular. Notice that this notion is slightly weaker than the geomet-
ric notion of relatively cellular introduced by Chernousov, Gille, Merkurjev
[CGM] and also Karpenko [Kar]. However we show that the similar decom-
position principal holds for such motives, see section4.5.
D. Timashev has studied equivariant compactification of reductive groups
in [Tim]. In particular he shows that there is a one-to-one correspondence
between the G × G-orbits of G and the orbits of the action of the Weyl
group on the faces of the polytope P , which preserves the incidence relation
among orbits. Using this result we observe that when char k = 0 (resp.
char > 0) DF is cellular (resp. motivic cellular), where DF is the closure of
the orbit in G corresponding to the face F of P .
Theorem 1.0.3. Let G be a reductive algebraic group over k and X ∈
Ob(Smk) be irreducible. Let G be a G-bundle over X. Then Mgm(G) is
geometrically mixed Tate in either of the following cases:
a) char k = 0, X is geometrically mixed Tate and G is locally trivial for
the Zariski topology on X.
b) X is a geometrically cellular variety.
9To prove this theorem we first introduce the notion of the configuration
of mixed Tate varieties and prove that the motive associated to such con-
figuration is mixed Tate. Then we use the wonderful compactification and
weight polytope combinatorics to conclude, see chapter 6 and section 7.2.
As an immediate consequence of the above theorem we observe that the
motive of a split reductive group is mixed Tate. This has already shown by
Biglari, A. Huber and B. Kahn using the theory of slice filtration, see [Big]
and [HK]. The proof given by B. Kahn and A. Huber in fact relies on a
result which produces a filtration on the motive of a split torus bundle T
in DM effgm (k).
Our method also leads to a filtration on the motive of G-bundles over
any base scheme. In this filtration, applying the motivic version of Lray-
Hirsch theorem, the motives which filter M(G) can be computed recursively
in terms of the motive of base and G×G-orbit closures.
When the base scheme is a smooth projective curve and G has connected
center, using Drinfeld-Simpson theorem 3.2.11 we produce a simple (i.e.
could be determined by the cocharacter group of a torus) filtration forM(G).
Let us go briefly through the content of the thesis:
In the next chapter we give an overview of the theory of motives.
In the third chapter we present some materials from the theory of reductive
algebraic groups, root systems, G-bundles and etc., which we commonly use
in the rest of the thesis. Further we state two strong results due to Raghu-
nathan and Drinfeld-Simpson, about the triviality of certain G-bundles.
In the chapter 4 we have intended to approach to a motivic version of
Leray-Hirsch theorem, which we prove in the last section, in a conceptual
way. We also introduce the notion of motivic relatively cellular and prove
the corresponding decomposition result, see 4.5.3. We present a discussion
about the theory of slice filtration because of its contribution with the fil-
tration on the motive of a torus bundle.
In the first section of chapter 5 we recall the “decomposition theorem”
of Beilinson, Bernstein, Deligne and Gabber. Then we state a motivic ver-
sion of the theorem due to Migliorini and deCataldo, cf. [CM] and Corti
and Hanamura cf. [CH]. Afterwards, using this theory and the results from
previous chapters we study the motive of a variety X that admits certain
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type of resolution of singularities, see section 5.3. Finally, as an application,
we study the motive of ”Schubert varieties” in a twisted affine flag variety,
see section 5.4.
In the chapter 6 we introduce the notion of ”mixed Tate configuration”
and show that the motive associated to such configuration of varieties is
mixed Tate. Then in the section 6.2 we relate this notion with the geome-
try of G×G-orbits of the wonderful compactification of a reductive group
G of adjoint type.
In the last chapter we study the motive of G-bundles over a base scheme
X. We first recall the slice filtration on the motive of a torus bundle in-
troduced by A. Huber and B. Kahn in [HK]. Then introducing a different
approach, we treat the more general case of ”G-bundles”. Our method is
based on geometric observations and the weight polytope combinatorics of
the wonderful compactification of G.
1.1. NOTATION AND CONVENTIONS 11
1.1 Notation and Conventions
Throughout this thesis we assume that k is a perfect field (unless otherwise
stated). Fix a separable closure k of k.
We denote by Schk (resp. Smk, resp. PropSchk, resp. Smprojk) the cate-
gory of schemes (resp. smooth schemes, resp. proper schemes, resp. smooth
projective) of finite type over k.
For a morphism f : X → Y and a given point y ∈ Y , we denote by Xy
the fibre over y, i.e. Xy := X ×Y Specκ(y), where κ(y) is the residue field
OY,y/my.
For X in Ob(Schk), let CHi(X) and CH
i(X) denote Fulton’s i-th Chow
groups and let CH∗(X) := ⊕iCHi(X) (resp. CH∗(X) := ⊕iCH i(X)), see
section 2.1.
We denote by Schfrk (resp. Sm
fr
k ) the full subcategory of Schk (resp.
Smk) consisting of those X ∈ Ob(Schk) (resp. X ∈ Ob(Smk)) that CH∗(X)
is free of finite rank.
Remark 1.1.1. The category Smfrk need not be a tensor category. Even
after passing to the coefficients in Q, it is not obvious to the authors
that whether the full subcategory of Smk consisting of objects X with
rkQK0(X) < ∞ is a tensor category or not. However if one assumes the
Bass conjecture, then this is a trivial consequence.
CAUTION: Throughout this thesis we either assume that k admits
resolution of singularities or coefficients in Q.
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Chapter 2
Motives
In this chapter we briefly present some preliminaries about the intersection
theory and the theory of Motives which we widely use in the rest of the
thesis.
2.1 Fulton Chow groups
Definition 2.1.1. For X ∈ Schk, let zr(X) be the free abelian group gen-
erated by integral closed subschemes of X of dimension r over k. Every
element Z =
∑
i niZi of the graded group z∗(X) := ⊕rzr(X) is called an
algebraic cycle.
To each closed subscheme Z ⊂ X of pure dimension n, with (reduced)
irreducible components Z1, ..., Zr one may associates the following cycle in
z∗(X):
| Z |:=
r∑
i=1
[`OX,Zi (OZ,Zi)].Zi.
Here `OX,Zi (OZ,Zi) is the length of OZ,Zi as an OX,Zi-module. Conversely
we define the support of a cycle Z :=
∑
niZi, with ni 6= 0 for all i, to be
Supp(Z) := ∪iZi.
Let X ∈ Ob(Schk). For a Cartier divisor D on X and a closed integral
subscheme Z of X which is not contained in the support of D, define the
intersection product D ·Z as the support of their scheme theoretic intersec-
tion |D ×X Z|. One could extend the intersection product by linearity to
get an operation:
D · − : zn(X)D → zn−1(D)
13
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where zn(X)D is generated by those n-dimensional closed and integral sub-
schemes of X which are not contained in the support of D.
Recall that two cycles z, z′ ∈ zd(X) are rationally equivalent if there is
a cycle Z ∈ zd+1(X × A1)X×0+X×1 such that z − z′ = (X × 0−X × 1) · Z
and we write z ∼r z′.
Definition 2.1.2. Define the d-th chow group CHd(X) ofX ∈ Ob(Schk), to
be the group of algebraic cycles of dimension d modulo rational equivalence.
Suppose dimX = n, we set zd(X) := zn−d(X) and CHd(X) := CHn−d(X).
Let us remind some basic properties of the chow groups.
i)Projective push-forward: Let X, Y ∈ Ob(Schk), f : X → Y a projective
morphism and Z ⊆ X an integral closed subscheme of dimension n. Then
f(Z) ⊆ Y is a closed integral subscheme with dimkf(Z) ≤ n. Moreover
k(Z)/k(f(Z)) is a finite field extension if and only if dimk f(Z) = n. We
define the push-forward f∗(Z) of Z as follows:
f∗(Z) :=
{
0 dimkf(Z) < n,
(degk(f(Z))k(Z)) · f(Z) dimkf(Z) = n ,
By linearity, this extends to the following morphism:
f∗ : zn(X)→ zn(Y )
Note that push-forward is functorial (i.e. (gf)∗ = g∗f∗), and descends to a
morphism:
f∗ : CHn(X)→ CHn(Y )
ii) Pull back: Let f : X → Y be a morphism in Schk where Y is smooth
over k. For simplicity suppose Y and X are integral. Take an integral
subscheme W ⊂ Y of codimension n. One says that W is in good position
for f if each irreducible component Z of f−1(W ) has codimension n as a
subscheme of X. Define the partially defined pull back morphism:
zn(Y )f
f∗−→ zn(X)
W 7→ ∑Zm(W,Z; f)Z
Here zn(Y )f is the subgroup of z
n(Y ) generated by all cycles W in good
position for f and the sum is taken over all irreducible components Z of
f−1(W ). The intersection multiplicity m(W,Z; f) is given by Serre’s for-
mula:
m(W,Z; f) :=
∑
i≥0
(−1)i`OX,Z (TorOY,Wi (OW ,OX,Z))
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Note that the assumption that Y is smooth, ensures that the above sum is
finite. Finally f ∗ descends to a well-defined pull back for chow groups:
f ∗ : CHn(Y )→ CHn(X).
This is actually one of the main features of the definition of rational equiv-
alence. Note that for a morphism f : X → Y in Smk, f ∗ is a ring ho-
momorphism. Moreover if both Y and X are smooth, this pull back mor-
phism is functorial, i.e. (fg)∗ = g∗f ∗. One can define pull back morphism
in general case by Fulton’s method [Fu] or the K-theoretic approach of
Quillen-Grayson [Gr].
Remark 2.1.3. Consider the Cartesian diagram:
X ′
f ′−−−→ Y ′
g′
y gy
X
f−−−→ Y
where f and g are morphisms in Smk, f is projective and X
′ := X ×Y Y ′
is smooth of dimension dimX + dimY ′ − dimY . Then g∗f∗ = f ′∗g′∗.
iii)Products: Let W ⊆ X and W ′ ⊆ Y be integral subschemes of dimen-
sions n and m respectively. Define |W ×kW ′| to be the external product of
W and W ′. Extending by linearity, one can define the external product
∗ : zn(X)⊗ zm(Y )→ zn+m(X × Y ),
which is commutative, associative and unital. This product descends to an
external product
∗ : CHn(X)⊗ CHm(Y )→ CHn+m(X × Y ).
Let δ : X → X × X be the diagonal morphism and assume that X is
smooth. When X=Y, composing the external product with δ∗ gives the cup
product:
∪X : CHn(X)⊗ CHm(X)→ CHn+m(X), a ∪X b := δ∗(a ∗ b)
which makes CH∗(X) into a commutative graded ring.
Remark 2.1.4. (projection formula) For a projective morphism f : Y → X
in Smk, a ∈ CHn(X) and b ∈ CHm(Y ) one has:
f∗(f ∗(a) ∪Y b) = a ∪X f∗(b),
see [Fu, chapter 4].
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2.2 Chow motives
A cycle of dimension n := dimX on X×Y is called a correspondence from X
to Y . Let X, Y and Z be smooth and projective schemes, we can compose
the correspondences V ∈ CHdimX(X × Y ) and W ∈ CHdimY (Y × Z)in the
following way
W ◦ V := pXZ∗(p∗XY (V ) · p∗Y Z(W )).
Remark 2.2.1. Let SmProjk be the category of smooth projective k-
schemes. For f : X → Y a morphism in SmProjk, we have the class
[Γf ] ∈ CHdimX(X × Y ) of the graph of f . One easily checks that for mor-
phisms f : X → Y , g : Y → Z, we have [Γg] ◦ [Γf ] = [Γgf ].
Definition 2.2.2. Form the category of Chow correspondences CorCH(k)
consisting of the objects [X] for X ∈ SmProjk, and morphisms
HomCorCH(k)([X], [Y ]) :=
n⊕
i=1
CHdimXi(Xi × Y )
where X1, ..., Xr are irreducible components of X. The composition of cor-
respondences is as above.
Let us briefly recall the categorical notion of the pseudo-abelian envelope
of an additive category C. We call that C is pseudo-abelian if for each
idempotent endomorphism P : A→ A, P 2 = P , there exist objects A0 and
A1 of the category C and an isomorphism Q : A→ A0 ⊕ A1 such that
Q ◦ P ◦Q−1 = 0A0 ⊕ idA1 .
Given an arbitrary additive category C, there is an additive functor from C
to a pseudo-abelian category Split(C) like ı : C → Split(C), which is uni-
versal for additive functors of C to pseudo-abelian categories. The category
Split(C) is constructed as follows:
The objects of Split(C) are pairs (A,P ) with A ∈ C and P : A → A an
idempotent endomorphism. The morphisms are given by
HomSplit(C)((A,P ), (A′, P ′)) := {P ′ ◦ f ◦ P |f ∈ HomC(A,A′)}
with composition (P ′′◦g◦P ′)◦(P ′◦f ◦P ) := P ′′◦(g◦P ′◦f)◦P . The functor
ı is given by ı(A) := (A, id). For a projector P : A → A, the identity map
on A gives the following isomorphism in Split(C)
(A, id) ∼= (A, 1− P )⊕ (A,P ).
This is then clear that Split(C) is pseudo-abelian.
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Definition 2.2.3. The category M eff (k) of effective homological Chow mo-
tives over k is the pseudo-abelian envelope Split(CorCH(k)) of CorCH(k).
We denote the object ([X], id) of M eff (k) by MCH(X).
Remark 2.2.4. If one take the correspondence group ⊕ni=1CHdimXi(Xi×Y )
as the morphisms from X to Y instead of ⊕ni=1CHdimXi(Xi × Y ), the anal-
ogous construction leads to the category of effective cohomological motives
Meff (k), and the functor:
MCH : Smopk →Meff (k).
The category M eff (k) inherits the additive structure of Cor(k). More-
over, it is a tensor category with respect to the tensor product:
(X,P )⊗ (Y, P ′) = (X ×Spec k Y, P × P ′).
Here X, Y ∈ CorCH(k) and P, P ′ are idempotent endomorphisms on X
and Y respectively. Since X ×Spec k Spec k ∼= X, the motive MCH(Spec k) is
the neutral element for tensor multiplication.
Definition 2.2.5. Let x be a k-point of P1k, and P the class of P1k × x in
CH1(P1k × P1k). One can see (P1k, P ) ∈ M eff (k) does not depend on the
choice of x. We call this motive the Tate motive and will denote it by L.
One has MCH(P1k) ∼= L⊕MCH(Spec k).
We denote by Ln the n-th tensor power of L. For M ∈ M eff (k), set
M(n) := M ⊗ Ln
Let X, Y ∈ SmProjk. Let X1, ..., Xn be the irreducible components of
X.For non-negative integers r, t we have
HomMeff (MCH(X)(r),MCH(Y )(t)) =
n⊕
i=1
CHdimXi+r−t(Xi × Y ). (2.2.1)
2.3 Geometric Motives
As we have seen in the previous section, one can associates an object of
the category of effective chow motives to a smooth projective scheme X.
Moreover recall that the morphisms in this category are given by rational
equivalence classes of cycles. One might naturally look for a way to asso-
ciate a motive to quasi-projective schemes, while in this case chow ring is
incapable to keep the records of all morphisms (e.g. CH∗(An) = Z). In this
section we briefly explain the V. Voevodsky’s method, which in particular
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serves this desire.
To introduce the Voevodsky’s effective geometric motives, we need to define
finite correspondences.
Definition 2.3.1. Let X, Y ∈ Ob(Schk). The group c(X, Y ) is the sub-
group of z(X ×k Y ) generated by those integral closed subschemes W of
X ×k Y that satisfy the following:
i) The projection p1 : W → X is finite,
ii) p1(W ) is an irreducible component of X.
The elements of c(X, Y ) are called finite correspondences from X to Y .
Definition 2.3.2. We define the category of correspondences Cor(k), as
the category whose objects are the smooth schemes over k and morphisms
as follows:
HomCor(k)(X, Y ) := c(X, Y ).
We write [X] to denote the scheme X as an object of Cor(k). We denote
by f∗ the morphism in c(X, Y ) associated with the graph Γf of f : X → Y .
This establishes the functor Schk → Cor(k).
We write Cor(X, Y ) to denote HomCor(k)(X, Y ).
Definition 2.3.3. Consider the homotopy categoryHb(Cor(k)) of bounded
complexes over Cor(k). Assume that T is the minimal thick subcategory
of Hb(Cor(k)) which contains all the classes of complexes of the following
two forms:
1) p∗ : [X × A1] → [X], for every X ∈ Smk (p is the projection mor-
phism).
2) [U ∩ V ] [jU ]⊕[jV ]−−−−−→ [U ] ⊕ [V ] [iU ]⊕(−[iV ])−−−−−−−→ [X], for any X ∈ Smk and an
open covering X = U ∪ V . Here the morphisms jU , jV , iU , iV are
the obvious open embeddings.
Definition 2.3.4. The category DM effgm (k) of effective geometric motives
is the pseudo-abelian envelope of the localization of Hb(Cor(k)) (as a tri-
angulated tensor category) with respect to T . Let Mgm denote the obvious
functor
Smk → DM effgm (k).
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We denote the unit object Mgm(Spec k) of the tensor structure by Z. For
any X ∈ Ob(Smk), consider the morphism Mgm(X) → Z induced by the
morphism X → Spec k. Thus we get the following canonical distinguished
triangle
M˜gm(X)→Mgm(X)→ Z→ M˜gm(X)[1]
where M˜gm(X) is the reduced motive of X represented in Hb(Cor(k)) by
the complex [X]→ [Spec k].
Definition 2.3.5. Define the Tate object Z(1) ofDM effgm (k) as M˜gm(P1)[−2].
Further let Z(n) be the n-th tensor power of Z(1). For any A in DM effgm (k),
denote by A(n) the object A⊗ Z(n).
Definition 2.3.6. The triangulated category DMgm(k) of geometric mo-
tives over k is the category obtained from DM effgm (k) by inverting Z(1). In
other words it has objects of the form A(n) for A in DM effgm (k) and n ∈ Z,
together with morphisms
HomDMgm(k)(A(n), B(m)) := lim−→
N
HomDMeffgm (k)(A⊗Z(n+N), B⊗Z(m+N)).
Remark 2.3.7. There is functor ı : DM effgm (k) → DMgm(k), defined by
sending A to A(0). For the morphisms use the canonical embedding
HomDMeffgm (k)(A,B)→ lim−→
N
HomDMeffgm (k)(A⊗ Z(N), B ⊗ Z(N)).
Note that for n ≥ 0, we have the evident map ı(A⊗ Z(n)) → A(n), which
is an isomorphism.
Theorem 2.3.8. The functor ı : DM effgm (k)→ DMgm(k) is a fully faithful
embedding.
Proof. See [VSF, Chapter 5, Theorem 4.3.1].
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2.4 The category of motivic complexes
Definition 2.4.1. A presheaf P on a small category C with values in a
category A is a functor
P : Cop → A.
The category PreShvA(C) of A-valued presheaves on C, is a category with
above functors as its objects and natural transformations of such functors
as its morphisms. For a morphism f : A → B in C we will denote the
morphism P (f) : P (B)→ P (A) by f ∗.
Remark 2.4.2. i) If A is an abelian category then PreShvA(C) is also
an abelian category. The kernel and cokernel for f : F → G are
defined as follows:
ker(f)(x) = ker(f(x) : F(x)→ G(x))
coker(f)(x) = coker(f(x) : F(x)→ G(x))
ii) The category PreShvAb(C) of presheaves with values in the category
of abelian groups, has enough injectives, see Grothendieck’s Tohoko
article [Gro].
Notation: Let τ be a Grothendieck pre-topology on the category C and
let X ∈ Ob(C). We denote by Covτ (X) the set of covering families of X.
Definition 2.4.3. Let P be a presheaf of abelian groups on C. For every
covering family {fi : Ui → X} ∈ Covτ (X) (for a pre-topology τ), Let
p1,ij : Ui ×X Uj → Ui and p2,ij : Ui ×X Uj → Uj be the obvious projections.
We say P is a sheaf for τ , if for any covering family the following sequence
is exact:
0→ P(X) (f
∗
i )−−→
∏
i
P(Ui)
(p∗1,ij−p∗2,ij)−−−−−−−→
∏
i,j
P(Ui ×X Uj).
Definition 2.4.4. Let X be a k-scheme of finite type. A Nisnevich cover
U → X is an etale morphism of finite type such that for each finitely
generated separable field extension F of k, the map on F -valued points
U(F )→ X(F ) is surjective.
Considering Nisnevich covers as the covering families, one get the small
Nisnevich site XNis, on X. One can define the big Nisnevich site in the
similar way, take the underlying category to be Smk and for any X in Smk
define the covering families of X as that of XNis.
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Let ShNis(X) denote the category of Nisnevich sheaves of abelian groups
on X and ShNis(k) denote the category of Nisnevich sheaves of abelian
groups on Smk. For a presheaf F on XNis or Smk, we let FNis denote the
associated sheaf.
Definition 2.4.5. Let F and G be presheaves of abelian groups. Define
their tensor product F ⊗ G, as the presheaf which sends X to
(F ⊗ G)(X) := F(X)⊗Z G(X)
One also defines the internal Hom, Hom(F ,G), as follows
Hom(F ,G)(X) := HomPreShvAb(Smk)(F ⊗ Z(X),G)
where Z(X) denotes the presheaf of abelian groups on Smk freely generated
by HomSchk(−, X).
The category ShNis(Smk) is a tensor category with tensor given by the
shififying the presheaf obtained by the above tensor product. Moreover the
internal Hom is given by
Hom(F ,G)(X) := HomShNis(Smk)(F ⊗ ZNis(X),G).
Definition 2.4.6. i) The category PST (k) of presheaves with transfer
is the category of additive presheaves of abelian groups on Cor(k), i.e.
the category of additive functors F : Cor(k)op → Ab.
ii) The category ShNis(Cor(k)) of Nisnevich sheaves with transfer on
Smk is the full subcategory of PST (k) whose objects are those presheaves
F such that, for each X ∈ ob(Smk), the restriction of F to XNis is a
sheaf.
Remark 2.4.7. In fact a presheaf with transfer F is a presheaf on Smk
together with transfer maps Tr(a) : F(Y )→ F(X) for every a ∈ Cor(X, Y )
which satisfies:
i) Tr(Γf ) = f
∗.
ii) Tr(a ◦ b) = Tr(b) ◦ Tr(a).
iii) Tr(a± b) = Tr(a)± Tr(b)
Definition 2.4.8. For every X ∈ Ob(Schk), one associates the Nisnevich
sheaf with transfers L(X) defined by
L(X) : Y 7→ Cor(Y,X).
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Remark 2.4.9. The sheaf L(X) is freely generated by the representable
sheaf of sets Hom(−, X).
In particular, we have the canonical isomorphism
HomShNis(Cor(k))(L(X),F) ∼= F(X).
In fact this is the special case of the canonical isomorphism
ExtnShNis(Cor(k))(L(X),F) ∼= Hn(XNis,F).
Remark 2.4.10. Let X ∈ Ob(Schk). In the definition 2.3.1 of finite cor-
respondences if we replace the condition of finiteness of the projection
p1 : W → X, with quasi finiteness, then in a similar way as the above
definition of L(X), we can define a Nisnevich sheaf with transfer which we
denote by Lc(X).
The presheaves L(X) (resp. Lc(X)) are covariantly functorial with re-
spect to X (resp. with respect to proper morphisms on X). We have:
L(−) : Sck/k → PreShvAb(Cor(k))
Lc(−) : Sckprop/k → PreShvAb(Cor(k))
Remark 2.4.11. One can define a tensor structure on ShNis(Cor(k)) and
PST (k) . There is also an internal Hom in ShNis(Cor(k)) and PST (k).
See [Le, Section 4.2].
Definition 2.4.12. Let F be an object of PreShvAb(Smk). We say that
F is homotopy invariant if for any smooth scheme X over k the morphism
p∗ : F(X)→ F(X × A1),
is an isomorphism, where p is the projection to the first factor. We say
F is strictly homotopy invariant if for any q ≥ 0 the cohomology presheaf
X 7→ Hq(XNis,FNis) is homotopy invariant.
Lemma 2.4.13. Let X ∈ Ob(Smk), S be a finite set of its points and
jU : U → X an open subscheme. Then there exists an open neighbourhood
jV : V → X of S in X and a finite correspondence a ∈ Cor(V, U) such that
for every homotopy invariant presheaf with transfer F , one has
Tr(a) ◦ j∗U = j∗V .
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Proof. cf. [VSF, Chapter 3, Lemma 4.17].
Definition 2.4.14. The category DM eff− (k) is the full subcategory of the
derived category D−(ShNis(Cor(k))) consisting of complexes whose coho-
mology sheaves are homotopy invariant.
Proposition 2.4.15. DM eff− (k) is a triangulated subcategory of the cate-
gory D−(ShNis(Cor(k))).
Proof. cf. [VSF, Chapter 5, Section 3.1].
2.5 Embedding theorem I
Let X be a scheme of finite type over a field k and r > 0 an integer. Define
zequi(X, r) to be the presheaf on the category of smooth schemes, which
sends a smooth scheme Y to the free abelian group generated by closed and
integral equidimensional subschemes of X × Y of relative dimension r over
Y . It is easy to show that zequi(X, r) is a sheaf in the Nisnevich topology
and that it has a canonical structure of presheaf with transfers.
One can easily verify that any morphism f : Y ′ → Y induces a unique ho-
momorphism z(f) : zequi(X, r)(Y )→ zequi(X, r)(Y ′) such that the following
holds:
1) For Y ′′
g−→ Y ′ f−→ Y one has z(fg) = z(g)z(f).
2) For a dominant morphism f : Y ′ → Y one has
z(f)(
∑
niZi) =
∑
ni | Zi ×Y Y ′ |
where | Zi ×Y Y ′ | is the associated cycle to Zi ×Y Y ′ in z∗(X × Y ′)
3) For a morphism f : Y ′ → Y and a closed subscheme Z of X × Y
which is flat and equidimensional of relative dimension r over Y , we
have z(f)(|Z|) = |Z ×Y Y ′| . Here |Z| (resp. |Z ×Y Y ′|) is the cycle
associated to Z (resp. Z ×Y Y ′) in X × Y (resp. X × Y ′))
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Let X be a scheme of finite type over k, V a smooth scheme and U
a smooth euidimensional scheme of finite type. Obviously any elements
of zequi(X, r)(U × V ) belongs to zequi(X × U, r + dimU)(V ). Moreover for
any morphism f : V ′ → V of smooth schemes over k, one can verify the
following equality of cycles on X × U × V ′:
z(f)(Z) = z(IdU × f)(Z). (2.5.2)
See [VSF, Chapter2, Theorem 3.7.3].
Let X ∈ Ob(Schk) and U, V ∈ Ob(Smk). We let zequi(U,X, r)(V ) denote
the group zequi(X, r)(U × V ). In fact zequi(U,X, r) is a presheaf on smooth
schemes which is contravariantly functorial with respect to U . The equation
(2.5.2) asserts that there is a canonical embedding of presheaves
D : zequi(U,X, r)→ zequi(X × U, r + dimU),
which is consistent with covariant (contravariant) functoriality of both of
the above presheaves with respect to proper (resp. flat equidimensional)
morphisms X → X ′.
Set ∆n := Spec(k[x0, ..., xn]/
∑
xi = 1). As in topological situation one
can define boundary and degeneracy morphisms:
∂ni : ∆
n−1 → ∆n
σni : ∆
n+1 → ∆n
and then get the cosimplicial object ∆•(∆n, ∂ni , σ
n
i ) in the category Smk of
smoot schemes.
Let F be a presheaf of abelian groups on Schk. For every integer n, one
defines the presheaf Cn(F) by sending X ∈ Ob(Schk) to:
Cn(F)(X) := F(∆n ×X).
One can form a complex C∗(F) of presheaves such that the differential is
given by alternating sums of homomorphisms F(∂ni × IdX). The complex
C∗(F) is called the singular simplicial complex of F . Denote the cohomol-
ogy presheaves of C∗(F) by:
hi(F) = H−i(C∗(F))
We will see below that hi(F) are homotopy invariant.
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Lemma 2.5.1. Let F be a presheaf on Schk (resp. Smk). For any X ∈
Ob(Schk) (resp. X ∈ Ob(Smk)) and any integer i ∈ Z, the projection
X × A1 → X induces an isomorphism:
hi(F)(X)→ hi(F)(X × A1)
Proof. Let i0, i1 : X → X × A1 be the closed embeddings IdX × {0} and
IdX×{1} respectively. First we will show that these two morphisms induce
homotopic morphisms of complexes of abelian groups
i∗0, i
∗
1 : C∗(F)(X × A1)→ C∗(F)(X).
Define a homomorphism
sn :=
n∑
i=0
(−1)i(IdX × ψi)∗ : F(X × A1 ×∆n)→ F(X ×∆n+1)
where ψi : ∆
n+1 → ∆n × A1 is a linear isomorphism such that:
ψi(νj) =
{
νj × 0 for j ≤ i ,
νj−1 × 1 for j > i ,
Here νj = (0, ..., 1, .., 0) is the j-th vertex of ∆
n+1 (resp. ∆n). One can
show easily that sd + ds = i∗1 − i∗0. So i∗0, i∗1 : C∗(F)(X × A1)→ C∗(F)(X)
are homotopic and therefore
i∗0 : hi(F)(X × A1)→ hi(F)(X)
and
i∗1 : hi(F)(X × A1)→ hi(F)(X)
coincide.
Using multiplication morphism µ : A1 × A1 → A1, we define the following
morphisms:
I0 : X × A1 i0−→ (X × A1)× A1 IdX×µ−−−−→ X × A1
I1 : X × A1 i1−→ (X × A1)× A1 IdX×µ−−−−→ X × A1
By the above i∗0 and i
∗
1 coincide and therefore
I∗0 , I
∗
1 : hi(F)(X × A1)→ hi(F)(X × A1)
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coincide. But I1 is in fact the identity morphism and I0 is equal to the
following composition:
f : X × A1 pr1−−→ X i0−→ X × A1
Therefore the induced homomorphism f ∗ : hi(F)(X×A1)→ hi(F)(X×A1)
is identity. So we conclude.
-Let us recall the following facts
Let
0→ F → G → H → 0
be a short exact sequence of presheaves of abelian groups on either Schk or
Smk. Then
0→ C∗(F)→ C∗(G)→ C∗(H)→ 0
is exact sequence of complexes of presheaves. Therefore we get the following
long exact sequence:
...→ hi(F)→ hi(G)→ hi(H)→ hi−1(F)→ ...
Let k be any field. Here we list up a sort of interesting features of
bivariant cycle cohomology, which surprisingly unifies Borel-Moore homol-
ogy, Milnor K-theory and e´tale cohomology. See [VSF, Chapter 4, pages
152-153]
• Let Y be any smooth scheme over k. For any scheme of finite type X
over k, hi(zequi(X, r))(Y ) is contravariantly functorial with respect to
U .
• Let Y be any smooth scheme over k. For any scheme of finite type
X over k, hi(zequi(X, r))(Y ) is covariantly functorial with respect to
proper morphisms in X.
• Let Y be any smooth scheme over k. For any scheme of finite type X
over k, hi(zequi(X, r))(Y ) is contravariantly functorial with respect to
flat equidimensional morphisms in X.
• The groups hn(zequi(An, 0))(Spec k) are isomorphic to the Milnor K-
groups KMn (k).
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• If k is an algebraically closed field which admits resolution of singu-
larities, X is a smooth scheme over k of dimension m, and n 6= 0 is
an integer prime to char(k), the groups
hi(zequi(X, 0)⊗ Z/nZ)(Spec k)
are isomorphic to the etale cohomology groups H2m−iet (X,Z/nZ).
• For any scheme X over k the group h0(zequi(X, r))(Spec k) is canoni-
cally isomorphic to the group CHr(X) of cycles of dimension r on X
modulo rational equivalences.
• For any equidimensional affine scheme X over k and any r ≥ 0 there
are canonical isomorphisms
hi(zequi(X, r))(Spec k)→ CHdimX−r(X, i)
where the groups on the right hand side are higher chow groups of X.
• Assume that k is of characteristic 0 and X is a normal equidimen-
sional scheme of pure dimension n or that k is a perfect field and that
X is a normal affine scheme of pure dimension n. Then the groups
hi(zequi(X,n− 1))(Spec k) are of the form:
hi(zequi(X,n− 1))(Spec k) =

CHn−1(X) for i = 0 ,
O∗(X) for i = 1 ,
0 for i 6= 0, 1,
Theorem 2.5.2. Let X, Y be smooth projective equidimensional schemes
over a field k. Then the embedding of presheaves
D : zequi(Y,X, r)→ zequi(X × Y, r + dimY )
induces isomorphisms
hi(zequi(Y,X, r))→ hi(zequi(X × Y, r + dimY ))
for all i ∈ Z.
Proof. See [VSF, Chapter 4, Theorem.7.1].
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Remark 2.5.3. In the above theorem, when k admits resolution of singu-
larities then one can remove the hypotheses that X and Y are projective
and smooth, cf. [VSF, Chapter 4].
Theorem 2.5.4. There exists a functor M eff (k)→ DM effgm (k) such that
SmProjk −−−→ Smk
MCH(−)
y Mgm(−)y
M eff (k) −−−→ DM effgm (k)
commutes.
Proof. It is enough to show that for X, Y ∈ Smprojk, there is a canonical
homomorphism:
CHdimX(X × Y )→ HomDMeffgm (Mgm(X),Mgm(Y ))
There exists a canonical morphism
f : c(X, Y )→ HomDMeffgm (Mgm(X),Mgm(Y )).
Define the morphism
g : c(X × A1, Y )→ c(X, Y )
which sends a correspondence s ∈ c(X × A1, Y ) to s|X×{0}×Y − s|X×{1}×Y .
One can easily verify that these two morphisms form a complex (i.e. f ◦
g = 0). To complete the proof it only remains to show that coker g is
isomorphic to CHdimX(X × Y ). Consider the isomorphism on cohomology
presheaves for i = 0 in theorem 2.5.2. By taking the sections over Spec k,
this isomorphism gives the following isomorphism of groups:
h0(zequi(Y,X, r))
∼−→ h0(zequi(X × Y.r + dimY ))
By the properties we mentioned for presheaves hi(zequi(X, r)) and definition
of h0(zequi(Y,X, r)) we get the desired isomorphism:
coker g
∼−→ CHdimX(X × Y ).
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2.6 Embedding theorem II
In this section we state a theorem of Voevodsky which shows that there is
a natural full embedding of tensor triangulated categories from DM effgm (k)
to the category DM eff− (k).
In this section we will assume that k is perfect.
Remark 2.6.1. As we have seen in 2.5.1, hi(F) are homotopy invariant.
Therefore by theorem [VSF, Chapter 3, Theorem 4.27 and Theorem 5.7],
the associated Nisnevich sheaves hNisi (F) are strictly homotopy invariant
for every presheaf with transfer F . Therefore there is a functor
C∗ : PST (k)→ DM eff− (k),
sending F to C∗(F) which factors through the canonical functor
PST (k)→ ShNis(Cor(k)).
We will denote the functor ShNis(Cor(k)) → DM eff− (k) with the same
notation C∗.
Remark 2.6.2. The functor C∗ from the category of Nisnevich sheaves
with transfer on Smk to DM
eff
− (k) can be extended to a functor:
RC : D−(ShNis(Cor(k)))→ DM eff− (k)
which is left adjoint to the natural embedding. The above functor identi-
fies DM eff− (k) with localization of D
−(ShNis(Cor(k))) with respect to the
localizing subcategory generated by complexes of the form
L(X × A1) p1−→ L(X), X ∈ Smk,
where p1 is induced by the first projection, see [VSF, Chapter 5, Proposition
3.2.3].
Consider the functor
L : Cor(k)→ ShNis(Cor(k)),
sending X to the representable sheaf L(X). One can extend this to the
homotopy category of bounded complexes:
L : Hb(Cor(k))→ D−(ShNis(Cor(k)))
Now we state the following important embedding theorem, due to V. Vo-
evodsky, which enables one to apply the machinery of sheaves to the cate-
gory DM effgm (k) of effective geometric motives.
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Theorem 2.6.3. Let k be perfect. There is a commutative diagram of exact
tensor functors:
Hb(Cor(k)) L−−−→ D−(ShNis(Cor(k)))y RCy
DM effgm (k)
ı−−−→ DM eff− (k)
such that
i) ı is a full embedding with dense image, and
ii) RC(L(X)) ∼= C∗(X).
Proof. See [VSF, Chapter 5, Theorem 3.2.6].
2.7 Motives with compact support
Recall that as we have seen in the previous section, see remarks 2.4.10 and
2.6.1, one has the following two functors:
C∗(−) : Schk → DM eff− (k)
X 7→ C∗(L(X))
and
Cc∗(−) : Schpropk → DM eff− (k)
X 7→ C∗(Lc(X)).
Remark 2.7.1. If k admits resolution of singularities, then one can show
that the above functors factor through the canonical embedding
DM effgm (k)→ DM eff− (k).
This gives the functors
Mgm(−) : Schk → DM effgm (k),
sending X to the motive of X and
M cgm(−) : Schpropk → DM effgm (k),
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sending X to the motive with compact support of X. Note that the first
functor extends the functor Mgm which we have introduced in definition
2.3.4. Let us list up some well-known properties of the above functor in the
following theorem
Theorem 2.7.2. The functor Mgm(−) has the following properties:
i. (Kunneth formula) For every X, Y ∈ Schk there is a canonical iso-
morphism Mgm(X × Y ) = Mgm(X)⊗Mgm(Y ).
ii. (Homotopy invariance) For X ∈ Schk the morphism
Mgm(X × A1)→Mgm(X)
induced by the first projection, is an isomorphism.
iii. (Mayer-Vietoris axiom) For an open covering X = U ∪ V of X in
Schk we have a canonical distinguished triangle:
Mgm(U ∩ V )→Mgm(U)⊕Mgm(V )→Mgm(X)→Mgm(U ∩ V )[1].
iv. (Blow-up triangle) Let X ∈ Schk and Z ⊂ X its closed subscheme.
Denote by pZ : XZ → X the blow-up of Z in X. Then one has a
canonical distinguished triangle:
Mgm(p
−1
Z (Z))→Mgm(XZ)⊕Mgm(Z)→Mgm(X)→Mgm(p−1Z (Z))[1].
v. (Motives of blow-ups) Let k be perfect field. Let X ∈ Smk and Z its
closed subscheme which is smooth and everywhere of codimension d.
Then there is a canonical isomorphism:
Mgm(XZ) = Mgm(X)⊕ (⊕d−1n=1Mgm(Z)(n)[2n])
vi. (Gysin distinguished triangle) Considering the assumptions in the pre-
vious part one has a canonical distinguished triangle:
Mgm(X − Z)→Mgm(X)→Mgm(Z)(d)[2d]→Mgm(X − Z)[1].
Proof. See [VSF, Chapter 5].
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Theorem 2.7.3. The functor M cgm(−) has the following properties:
i. For a proper scheme X over k there is a canonical isomorphism:
M cgm(X) = Mgm(X).
ii. Let Z be a closed subscheme of a scheme X of finite type. There is a
canonical distinguished triangle:
M cgm(Z)→M cgm(X)→M cgm(U := X − Z)→M cgm(Z)[1].
iii. Let f : X → Y be a flat equidimensional morphism of schemes of
finite type with relative dimension n. There is a canonical morphism:
M cgm(Y )(n)[2n]→M cgm(X).
iv. For any scheme of finite type X over k, we have a canonical isomor-
phism:
M cgm(X × A1) = M cgm(X)(1)[2]
Proof. See [VSF, Chapter 5].
Duality Let k be a field which admits resolution of singularities. Then
DMgm(k) is a rigid tensor triangulated category.
(a) For any pair of objects A,B in DMgm(k) there exists an internal Hom-
object HomDMgm(k)(A,B). We set A∨ := HomDMgm(k)(A,Z) to be the
dual of A.
(b) For any object A in DMgm(k) the canonical morphism A→ (A∨)∨ is
an isomorphism.
(c) For any pair of objects A, B in DMgm(k) there are canonical isomor-
phisms
i)HomDMgm(A,B) = A∨ ⊗B,
ii)(A⊗B)∨ = A∨ ⊗B∨.
2.7. MOTIVES WITH COMPACT SUPPORT 33
For any smooth equidimensional scheme X of dimension n over k there
is a canonical isomorphism:
Mgm(X)
∨ = M cgm(X)(−n)[−2n].
Let X be a smooth equidimensional scheme of dimension n over k and Z
be a closed subscheme of X. Applying duality to the localization sequence
for M cgm we get the following generalized Gysin distinguished triangle:
Mgm(X − Z)→Mgm(X)→M cgm(Z)∨(n)[2n]→Mgm(X − Z)[1].
Let us finish this section by recalling the following two important results
of V. Voevodsky:
Theorem 2.7.4. Let X be a quasi-projective equidimensional scheme over
k of dimension n. Then for all i, j ∈ Z there are canonical isomorphisms:
CHn−i(X, j − 2i) ∼=
{
HomDMeff−
(Z(i)[j], Cc∗(X)) for i ≥ 0 ,
HomDMeff−
(Z, Cc∗(X)(−i)[−j]) for i ≤ 0 ,
which commute with the boundary maps in the localization long exact
sequences.
Proof. See [VSF, Chapter 5, Proposition 4.2.9].
Theorem 2.7.5. Let X ∈ Smk. There is a canonical isomorphism:
CH i(X) ' HomDMeffgm (Mgm(X),Z(i)[2i])
Proof. See [VSF, Chapter 5, corollary 4.2.5].
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2.8 Borel-Moore motivic homology
Theorem 2.8.1. Assume k admits resolution of singularities. For any
closed subscheme Z
i−→ X with complement U j−→ X, there is a distinguished
triangle:
M cgm(Z)
i∗−→M cgm(X) j
∗−→M cgm(U)→M cgm(Z)[1]
Proof. See [MVW, Theorem 16.15].
Definition 2.8.2. Let X be any scheme of finite type over k and i ≥ 0.
Define the motivic cohomology with compact supports of X with coefficients
in a ring R to be
Hn,ic (X,R) = HomDMeff−
(M cgm(X), R(i)[n]).
Dually define the (Borel-Moore) motivic homology with compact supports of
X in the following way
HBMn,i (X,R) = HomDMeff−
(R(i)[n],M cgm(X))
Apply Hom to the triangle in theorem 2.8.1 to get the long exact lo-
calization sequences for motivic cohomology and homology with compact
support:
Hn,ic (U,Z)→ Hn,ic (X,Z)→ Hn,ic (Z,Z)→ Hn+1,ic (U,Z),
HBMn,i (Z,Z)→ HBMn,i (X,Z)→ HBMn,i (U,Z)→ HBMn−1,i(Z,Z).
Let us finally mention that the higher chow groups of X ∈ Schk can be
realized as the motivic cohomology of X (and as the Borel-Moore homology
of X).
Theorem 2.8.3. Let X be a smooth separated scheme over a perfect field
k, then for all n and i ≥ 0 there is a natural isomorphism:
Hn,i(X,Z) ∼−→ CH i(X, 2i− n),
where CH i(X,n) denotes the higher chow groups of X.
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Proof. See [MVW, Theorem 19.1].
Theorem 2.8.4. Assume that k admits resolution of singularities. Let X
be a quasi-projective equidimensional scheme over k of dimension d. Then
for every positive i ≤ d and n there is a canonical isomorphism:
CHd−i(X,n) ∼= HBM2i+n,i(X,Z) = Hom(Z(i)[2i+ n],M c(X)).
Proof. See [MVW, Proposition 19.18].
36 CHAPTER 2. MOTIVES
Chapter 3
Linear Algebraic Groups and
G-Bundles
3.1 Reductive groups and root systems
Throughout this section we denote by G a linear algebraic group over a field
k (which is not necessarily perfect). We will use G◦ to denote its identity
component.
Definition 3.1.1. An algebraic group T over k is called a torus of rank r
if it becomes isomorphic to a product of multiplicative group, Gr
m,k
, over k.
If moreover T is isomorphic to Grm,k then T is called a k-split torus.
Definition 3.1.2. A group G is called solvable if it has a subnormal series
whose factor groups are all abelian. One can equivalently say that the
derived series
· · · ⊆ DDDG ⊆ DDG ⊆ DG
terminates in e.
Definition 3.1.3. A Borel subgroup of G is a closed connected solvable
subgroup B with largest possible dimension.
Definition 3.1.4. The radical R(G) of an algebraic group G is the identity
component of the maximal normal solvable subgroup of G. The group of
unipotent elements of R(G) is called unipotent radical of G and will be
denoted by Ru(G).
Definition 3.1.5. A linear algebraic group G is called semi-simple if the
radical of the identity component of Gk¯ is trivial. Equivalently, a semisim-
ple linear algebraic group has no non-trivial connected, normal, abelian
subgroup.
37
38 CHAPTER 3. LINEAR ALGEBRAIC GROUPS AND G-BUNDLES
Definition 3.1.6. A reductive group is a smooth affine algebraic group
such that the unipotent radical of Gk¯ is trivial.
Lemma 3.1.7. For a reductive algebraic group G the radical R(G) of G is
a torus. Furthermore this equals to the identity component, Z(G)◦, of the
center of G.
Proof. [Hu, Section 19.5]
Let G be an algebraic group defined over k and L a field extension of k in
k. We call a morphism of algebraic L-groups χ : GL → Gm,k a character of
G defined over L. We denote the abelian group consisting of all characters
of G (with the natural product) defined over L by X∗(G)L, when the field
L coincide with k we simply drop the subscript L and call it the character
group. Dually, X∗(G)L (resp. X∗(G)) denotes the abelian group consisting
of all cocharacters λ : Gm,L → GL defined over L (resp. k). We have a
natural pairing
(−,−) : X∗(G)×X∗(G)→ Z.
Note that a torus T is a split torus over k if and only if X∗(T ) = X∗(T )k.
In this case the above pairing is precisely a perfect pairing.
Let G be a reductive group over k. Let S denotes a maximal k-split
torus of G. Let ZG(S) (resp. NG(S)) be the centralizer (resp. normalizer)
of S in G.
We will denote the derivation of G by Gder. Define Sder := (S ∩Gder)◦.
Definition 3.1.8. The Weyl goup W := W (G,S) is defined to be the finite
k-group NG(S)/ZG(S).
Let Lie(G) be the tangent space to G at the identity element e ∈ G.
For a morphism G
f−→ G′ let de(f) : Lie(G) → Lie(G′) denotes the asso-
ciated morphism on tangent spaces. The adjoint representation of a linear
algebraic group G is the linear representation Ad of G in Lie(G) induced by
adjunction. More precisely the representation Ad is given by the mapping
which sends each g ∈ G to the differential Ad(g) := de(Int(g)) of the inner
automorphism Int(g) : x 7→ gxg−1.
Let Z be the center of G, and Gad = G/Z. This is a semi-simple k-
group of adjoint type, (i.e. the adjoint representation is faithful). We set
Sad := S/S ∩ Z.
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Let % : G → Gl(V ) be a representation of G in a vector space V . The
induced action of S on V decomposes the representation to its weight spaces
V =
⊕
χ∈X∗(S)
Vχ,
here Vχ = {ν ∈ V ; %(s)(ν) = χ(s)ν∀s ∈ S}. Those χ for which Vχ 6= 0 are
called weights of %.
Now setting % := Ad we obtain
Lie(G) =
⊕
χ∈X∗(S)
Lie(G)χ,
Definition 3.1.9. The set Φ(G,S) of non-zero characters such that the
weight space Lie(G)χ is non-trivial is called the set of roots of G with
respect to S.
Let us rewrite the above decomposition in the following way
Lie(G) = Lie(ZG(S))⊕
⊕
α∈Φ(G,S)
Lie(G)α.
This is often called the root decomposition of Lie(G).
Let V be a finite dimensional R-vector space, and V ∨ = Hom(V,R) be
its dual space. An element ω ∈ GL(V ) is called a reflection if ω2 = 1 and
the fixed point set of ω is a hyperplane H ⊂ V . Let α ∈ V be a nonzero
vector satisfying ω(α) = −α. Then define α∨ ∈ V ∨ to be the unique vector
such that α∨ |H= 0 and (α, α∨) = 2. Then ω(β) = β − (β, α∨)α.
Definition 3.1.10. An abstract root system is a pair (V,Φ) consisting of
a finite dimensional real vector space V and a finite subset Φ of vectors in
V , satisfying:
(a) Φ does not contain 0, and spans V .
(b) For each α there is a reflection ωα with respect to α which preserves
Φ, and ωα(α) = −α.
(c) For any α, β ∈ Φ one has (α, β∨) ∈ Z. Here β∨ is called the coroot
corresponding to β.
An abstract root system Φ is called reduced if for any α ∈ Φ and any t ∈ R
with |t| > 1, 1
t
α is not in Φ.
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An isomorphism from a root system (V ; Φ) to another one (V ′,Φ′) is a
linear isomorphism f : V → V ′ which sends Φ to Φ′.
Definition 3.1.11. The group of automorphisms of a root system is de-
noted by Aut(Φ). The subgroup of Aut(Φ) generated by the reflections wa,
a ∈ Φ is called the abstract Weyl group of the root system. This is a finite
group, and is denoted by WΦ.
Definition 3.1.12. A subset ∆ ⊆ Φ is called a system of simple (funda-
mental) roots for Φ if
(a) ∆ form a basis for V ,
(b) any root in Φ can be represented as a sum
∑
α∈∆mαα with mα being
integral coefficients, all non-positive or all non-negative.
We will denote by Φ+ the set of roots which are decomposed into a linear
combination of elements of ∆ with non-negative coefficients. The elements
of Φ+ are called the positive roots with respect to ∆.
An element ω ∈ WΦ can be represented as a product ω = ω1 . . . ωn such
that ωi is a reflection for every i. Assigning the number of factors of the
shortest expression of ω defines a length function ` : WΦ → Z≥0.
Let I be a subset of Φ. We let ∆I denote the subset of ∆ which is
generated by I. Let WI be the subgroup of WΦ generated by all reflections
corresponding to the elements of I. One can observe that ΦI is a root sys-
tem and the associated Weyl group WΦI is WI .
Remark 3.1.13. The natural action of W on X∗(S) leaves Φ(G,S) stable,
and thus induces homomorphism W → Aut(Φ(G,S)).
Proposition 3.1.14. Let G be a reductive group over k and S be a maximal
split k-torus. Let Φ(G,S) be the set of roots of G with respect to S. It maps
bijectively to its image under the projection X∗(S) → X∗(Sder), and we
denote this image still by Φ(G,S). Then
(a) (V := X∗(Sder)⊗ R,Φ(G,S)) is an abstract root system,
(b) For any a ∈ Φ(G,S) let
ga :=
⊕
α∈〈a〉
Lie(G)α
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where 〈a〉 denote the subset of Φ(G,S) consisting of positive multiples
of a, i.e. a and possibly 2a (
1
2
a). Then there is a unique closed
unipotent k-subgroup Ua of G, which is normalized by ZG(S) with
ga = Lie(Ua). As a k-variety Ua is isomorphic to an affine k-space.
(c) The natural homomorphism W (k) → Aut(Φ(G,S)) induces an iso-
morphism between the Weyl group and the abstract Weyl group WΦ.
(d) If S is a maximal torus of G, so that G is k-split, then the root
system (V,Φ(G,S)) is reduced. Furthermore, dimk ga = 1 for any
a ∈ Φ(G,S), and Ua = Ga and the morphism induced by the multipli-
cation map
Ga × · · · ×Ga→˜
∏
α∈Φ
Uα → U
is an isomorphism. Here U denotes the unipotent part of Borel sub-
group B.
Proof. See [Zh, theorem 1.1].
3.2 G-bundles and the induced representa-
tion
In this section we fix a split reductive group G over a field k and a Borel
subgroup B which contains a maximal k-split torus T .
Definition 3.2.1. A principal G-bundle G over X is a family G → X
together with an action ∗ : G ×G→ G such that the morphism
G ×G→ G ×X G,
which sends (x, g) to (x, x ∗ g), is an isomorphism.
Remark 3.2.2. One can equivalently say that G is a G-bundle over X if
it is locally trivial for the flat topology on X, i.e. there is a flat covering
{Ui → X} such that the restriction GUi is isomorphic with trivial G-bundle
G× Ui over Ui.
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Remark 3.2.3. Let G be an affine group over X. There is a canonical
bijection between the isomorphism classes of G-bundles and the elements
of the pointed set H1(Xfl, G), where H
1(Xfl, G) denotes the first chech
cohomology of X with coefficients in G with respect to the flat site Xfl on
X.
Theorem 3.2.4. (Hilbert 90)The canonical maps
H1(XZar, Gln)→ H1(Xe´t, Gln)→ H1(Xfl, Gln)
are isomorphisms.
Proof. See [Mi, Chapter 3, Proposition 4.9].
Definition 3.2.5. Let Y be a variety with left G-action. To a G-bundle G
on X one associates a fibration G ×G Y with fibre Y over X, defined by the
following quotient
G × Y / ∼,
where (x, y) ∼ (x ∗ g, g−1.y) for every g ∈ G.
Remark 3.2.6. Note that if G is locally trivial for e´tale (resp. Zariski)
topology then so is the fibration G ×G Y .
Remark 3.2.7. Let H 1(G,X) denotes the category whose objects are G-
bundles over X and whose morphisms are the natural isomorphisms of G-
bundles. Let V ectn(X) denotes the category of vector bundles on X of rank
n. Finally Repn(G) denotes the category of n-dimensional representations
of G. We have the following functor
H 1(G,X)× Repn(G)→ V ectn(X)
(G, V ) 7→ GV := G ×G V.
For a given subgroup H of G one may regard G as a principal H-bundle
over G/H via the usual projection. Now for a representation ρ : H → Gl(V )
we may assign a vector bundle EV := G×H V over G/H. Let OEV denotes
the associated sheaf of sections. Note that the set of global sections of OEV
is in bijection with the set of H-morphisms from G to V
MorH(G, V ) = {f : G→ V ; f(gh) = ρ(h−1)(f(g))∀g ∈ G, h ∈ H}.
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By the construction, the vector bundle EV is equipped with a natural
transitive left G-action (this is why it is sometimes called homogeneous
vector bundle). Hence we obtain a representation of G on the space of
global sections of EV , which we denote it by IndGH(ρ). More explicitly for
f ∈MorH(G, V ) and g ∈ G
(IndGH(ρ)(g)f)(x) = f(g
−1x).
The above construction can be formulate in the following way. There is
a functor
IndGH(−) : Rep(H)→ Rep(G),
which is a left adjoint to the obvious restriction functor
Rep(G)→ Rep(H).
Definition 3.2.8. Let B ⊆ G be the Borel subgroup opposite to B. Let λ
be a dominant weight of G. Note that by the decomposition B = TU where
U is the unipotent radical of G, one may view λ as a linear representation
of a Borel subgroup, such that U lies in the kernel. The Weyl module Vλ
with highest weight λ is defined to be the dual space Vλ := Ind
G
B¯(λ)
∨ of the
induced module IndGB¯(λ).
3.2.1 Discussion about triviality of G-bundles
In this subsection we state two strong results about the triviality of G-
bundles. We will make use of these theorems in the last chapter.
Affine spaces are topologically contractible, so they admit no non-trivial
topological vector bundle. Jean-Pierre Serre, in his 1955 paper “Faisceaux
algbriques cohrents”, mentioned that the equivalent algebraic question for
vector bundles (and equivalently GLn-bundles) is not known.
In the commutative algebra setting this question can be formulated as
whether exist projective modules over polynomial ring k[x1, ..., xn] of fi-
nite type which are not free. Quillen and Suslin independently proved that
GLr-bundles (equivalently, vector bundles of rank r) over An are trivial.
The similar triviality question for G-bundles were considered by Raghu-
nathan. Through his deep considerations he proves
Theorem 3.2.9. let k be an algebraically closed field. Then G-bundles on
An are trivial.
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Proof. cf. [Ra2].
Remark 3.2.10. However when k is not algebraically closed, there can
be reductive groups G such that the principal G-bundles over A2 are not
isomorphic to pull backs of G-bundles over Spec k under the structure mor-
phism. (Note that in general G-bundles over Spec k may not be trivial
(unlike in the case G = GLr)).
Let us also state the following theorem of Drinfeld and Simpson.
Theorem 3.2.11. Suppose G is semi-simple. Let C be a smooth projective
curve. Let p be a closed point of C and C˙ denote the complement of p in
C. Let R be a k-algebra and G be a G-bundle over CR. Then the restriction
of G to C˙R is trivial, locally for the fppf -topology over SpecR. If chark
does not divide the order of pi1(G), then this is even true locally for the e´tale
topology over SpecR.
Proof. cf. [DS].
Chapter 4
Motivic Leray-Hirsch Theorem
4.1 Chow motive of relatively cellular vari-
eties
Lemma 4.1.1. Let f : N → P be a morphism in M eff (k). The following
are equivalent:
i) f is an isomorphism.
ii) For every Y ∈ SmProjk,
HomMeff (k)(Ln,MCH(Y )⊗N) Hom(L
n,MCH(Y )⊗−)−−−−−−−−−−−−−→ HomMeff (k)(Ln,MCH(Y )⊗P )
is an isomorphism for every n.
iii)For every Y ∈ SmProjk,
HomMeff (k)(MCH(Y )⊗P,Ln) Hom(MCH(Y )⊗−,L
n)−−−−−−−−−−−−−→ HomMeff (k)(MCH(Y )⊗N,Ln)
is an isomorphism for every n.
Proof. See [EKM, Sections 63,64].
Theorem 4.1.2. Let E → X be a vector bundle of rank r over a smooth
projective scheme X. Then MCH(P(E)) is naturally isomorphic to the mo-
tive
∐r−1
i=0 MCH(X)(i).
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Proof. See [EKM, Theorem 63.10].
Definition 4.1.3. A scheme X ∈ Ob(Schk) is called relatively cellular if it
admits a filtration by its closed subschemes:
∅ = X−1 ⊂ X0 ⊂ ... ⊂ Xn = X
where pi : Ui := Xi r Xi−1 → Yi is an affine bundle of rank di and Yi is a
smooth complete scheme. Each Ui is called a cell of X and Yi is the base of
the cell Ui.
By an affine bundle of rank d we mean a flat morphism f : X → Y such
that f−1(y) is isomorphic to the affine space Adk(y), for any point y ∈ Y .
Keep the notation of the definition 4.1.3. Consider Γpi (i.e. the graph
of pi) as a subscheme of Ui× Yi and let ci ∈ CH(Xi× Yi) be the class of its
closure in Xi×Yi. We have c0 = Γp0 . View ci as a correspondence of degree
0 from Xi to Yi. For the closed embedding fi : Xi → X, the correspondence
fi ◦ cti ∈ CH(Yi ×X) is well-defined and of degree di for all i ≥ 0.
Define homomorphisms:
pii : CH∗−di(Z × Yi)→ CH∗(Z ×X)
pii = (1Z × fi ◦ cti)∗ for 0 ≤ i ≤ n.
Theorem 4.1.4. Let X ∈ SmProjk admits a cell decomposition as in
definition 4.1.3. Then the sequence of correspondences fi ◦ cti induce a mor-
phism:
n∐
i=0
MCH(Yi)(di)→MCH(X)
which is an isomorphism in M eff (k).
Proof. It is a consequence of lemma 4.1.1 and the following proposition.
Proposition 4.1.5. Let X be a cellular scheme with a filtration as in defi-
nition 4.1.3. Then for every Z ∈ Schk, the morphism
n∑
i=0
pii :
n∐
i=0
CH∗−di(Z × Yi)→ CH∗(Z ×X)
is an isomorphism.
Proof. See [EKM, Theorem 66.2].
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4.2 Leray-Hirsch Theorem for Chow
In this section we first remind the Leray-Hirsch theorem from Algebraic
Topology. Let pi : Γ → X be a fibre bundle with fibre F . This theorem
gives the description of the singular cohomology of Γ as H∗(X) −module
according to singular cohomology of the fibre F .
Theorem 4.2.1. Let pi : Γ→ X be a fibre bundle with fibre F . Assume that
for each p ∈ Z, the p-th singular cohomology Hp(F ) = Hp(F,Q) has finite
dimension mp. Further assume that there exists classes c1,p, c2,p, ..., cmp,p
in Hp(Γ) which restrict on each fibre F to a basis for the p-th singular
cohomology Hp(F ). Then the following morphism is an isomorphism of
H∗(X)−modules:
H∗(F )⊗H∗(X) −−−→ H∗(Γ)∑
i,j,k
ai,j,kι
∗(ci,j)⊗ bk 7→
∑
i,j,k
ai,j,kci,j ∧ pi∗(bk),
where ι : F ↪→ Γ is an inclusion of a fibre and {bk} is a basis for H∗(X),
and thus, induces a basis {ι∗(ci,j)⊗ bk} for H∗(F )⊗H∗(X).
Proof. See [Hat, Theorem 4D.1].
Let us now move slightly toward the algebraic situation, namely we are
going to state the theorem for the Chow ring of a locally trivial fibre bundle.
Unfortunately at least the naive version of Kunneth formula does not hold
for the Chow functor. Thus the Leray-Hirsch Theorem is not true for every
locally trivial fibre bundle as well. In fact to get a reasonable set up one
has to impose some extra assumptions on the fibre. Let’s now discuss one
of the possible conditions on the fibre which fulfils our desire.
Consider a smooth proper morphism f : Γ → X of relative dimension d,
which is locally trivial in the Zariski topology, with fibre F . As in topology,
assume that there are elements in the chow ring of Γ which restrict to a
basis for the chow ring of the fibre. We would like to conclude that these
elements give a basis for CH∗(Γ) over CH∗(X), at least for non-singular X.
In order to state a version of Leray-Hirsch theorem for chow groups, one
needs to impose the following conditions on F .
a) F satisfies Poincare´ duality.
Recall that one says F satisfies Poincare´ duality if:
i) The degree map from CH0(F ) to Z is an isomorphism, and
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ii) The intersection pairings
CH i(F )⊗ CHd−i(F )→ CHd(F ) u CH0(F ) u Z
are perfect pairings for all i.
b) F is a cellular variety.
Recall that:
Definition 4.2.2. We say that a scheme X over a field k is cellular, or
admits a cell decomposition, if there exists a filtration of X by closed sub-
schemes:
X0 = ∅ ⊂ X1 ⊂ .... ⊂ Xn = X
such that for every 1 ≤ i ≤ n, we have Ui = Xi −Xi−1 =
⋃ni
j=1 Ui,j, where
each Ui,j is isomorphic to some affine space.
Before stating the Leray-Hirsch theorem for Chow groups, due to Colino
and Fulton [CF], let us mention that if the restriction map from CH∗(Γ) to
CH∗(Γx) is surjective for a point x ∈ X in each irreducible component of
X, e.g. generic point, then this will be true for every fibre.
Proposition 4.2.3. Let f : Γ→ X be a proper smooth morphism of relative
dimension d, which is locally trivial in the Zariski topology, with fibre F . Let
F admits cell decomposition and satisfies Poincare duality. Let γ1, ...γm be
homogeneous elements of CH∗(Γ) whose restrictions to fibres form a basis
over Z. Then every element in CH∗(Γ) has a unique expression of the form:
m∑
i=1
γi ∩ f ∗αi, αi ∈ CH∗(X)
In other words the following homomorphism is an isomorphism:
⊕mi=1CH∗(X) Φ−→ CH∗(Γ)
⊕αi 7→
∑
γi ∩ f ∗αi
For non-singular X, it means that γis form a free basis for CH
∗(Γ) as a
CH∗(X)-module.
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Proof. We prove by induction on dimX. We may assume that X is irre-
ducible with function field K. Let ΓK ∼= F ⊗k K denote the generic fibre
and % : CH∗(Γ) → CH∗(ΓK) denote the restriction morphism. Consider
the following commutative diagram
0 −−−→ kerϕ −−−→ ⊕mi=1CH∗(X) ϕ−−−→ CH∗(ΓK) −−−→ 0y Φy ∥∥∥
0 −−−→ ker % −−−→ CH∗(Γ) %−−−→ CH∗(ΓK) −−−→ 0
Let α be an element in ker %. There is an open subscheme Uα ⊂ X such
that the restriction of α to CH∗(ΓUα) vanishes. Set Zα := X−Uα. Consider
the following diagram
⊕m
i=1CH∗(Zα) −−−→
⊕m
i=1CH∗(X) −−−→
⊕m
i=1 CH∗(Uα) −−−→ 0y Φy y
CH∗(f−1(Zα)) −−−→ CH∗(Γ) −−−→ CH∗(f−1(Uα)) −−−→ 0.
Since α maps to zero in CH∗(f−1(Uα)) and the left vertical arrow is an
isomorphism by induction hypothesis, we see that the element α ∈ CH∗(Γ)
has a preimage under Φ. By diagram chase this element lies in kerϕ. This
shows that kerϕ→ ker % is surjective. Thus Φ is surjective by five lemma.
It remains to show that ker Φ = 0. Let ~ ∈ CHd(F ) be the generator
corresponding to 1 ∈ Z. Let us relabel the homogeneous elements γi which
lie in CHj(Γ) by double subscript γji . Since F satisfies the Poincare´ duality
we may choose elements ϑji ∈ CHd−j(Γ) whose restrictions to fibres give
the dual basis of the restrictions of γji . Now if
∑
ij γ
j
i ∩ f ∗αij = 0 and p be
the maximum number for which αqp 6= 0 for some q, then:
f∗(ϑpq(
∑
ij
γji ∩ f ∗αij)) = 0
But one can show:
f∗(ϑpqγ
j
i ∩ f ∗αij) =
{
αij if i = q and j = p ,
0 otherwise.
For the first case, note that by the definition of dual basis ϑpqγ
p
q is an element
of CHd(Γ) such that its restriction to a fibre is ~. It is enough to show
the equality in the case αqp = [X] ([X] is the class associated to X in chow
group). But f∗(ϑpqγ
j
i ∩f ∗[X]) = n′[X] for some integer n′, and by restricting
to a fibre we conclude n′ = 1. We prove the second as follows:
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i) If j < p, by a similar proof as above one can show f∗(ϑpqγ
j
i ∩ f ∗αij)
vanishes.
ii) If j = p, obviously f∗(ϑpqγ
p
i ∩ f ∗αip) = 0 for i 6= q.
Therefore we conclude.
In section 4.6 we prove a variant of the Leray-Hirsch theorem for Vo-
evodsky motives.
4.3 Slice filtration
In this section we either assume chark = 0 or coefficients in Q.
Recall that the Fulton chow groups of X can be derived from the motive
M cgm(X) associated to X, see theorem 2.7.4. Conversely one might ask the
following:
Question A: Suppose that the chow groups CH∗(X) of an irreducible
proper scheme X are given. Then under which conditions on X we can
recover M cgm(X)?
The following discussion is an attempt to answer this question.
Let Ab denote the category of abelian groups and D−(Ab) its bounded
above derived category. Let Db(Ab) be the bounded derive category of Ab
and Dbf (Ab) its full subcategory consisting of objects with finitely generated
cohomology groups. Dbf (Ab) is equivalent to the bounded derived category
of finitely generated abelian groups. The category Dbf (Ab) is a rigid tensor
triangulated category.
Proposition 4.3.1. There exists a unique triangulated functor
ı : Dbf (Ab)→ DM effgm (k)
sending Z to Z(0). It is fully faithful and respects the tensor structures. Its
essential image is the thick tensor subcategory of DM effgm (k) generated by
Z(0).
Proof. see [HK, Proposition 4.5.].
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We are going to define the slice filtration and the fundamental invariants
associated to a motive M ∈M eff− (k), introduced in [HK].
For n ≥ 0, let DM eff− (k)(n) be the full subcategory of DM eff− (k) whose
set of objects is {M(n)|M ∈ DM eff− (k)}. Define the triangulated functor
DM eff− (k)
ν>n−−→ DM eff− (k)(n)
M 7→ Hom(Z(n),M)(n)
where Hom is the internal Hom.
Theorem 4.3.2. The functor ν>n is right adjoint to the inclusion
DM eff− (k)(n) ↪→ DM eff− (k).
Proof. See [HK, Proposition 1.1].
By the above adjunction, for any n ≥ 0 we get the morphism
an : ν>nM →M
induced by the identity map of Hom(Z(n),M). Moreover for any n > 0,
there is a morphism fn : ν>nM → ν>n−1M such that an−1 ◦ fn = an. In
fact by adjunction we get the morphism
Hom(Z(n),M)(1)→ Hom(Z(n− 1),M)
and then tensoring with Z(n− 1) gives fn.
Definition 4.3.3. Define ν6nDM
eff
− (k) to be the full subcategory of the
category DM eff− (k), consisting of those objects on which ν
>n+1 vanishes.
Proposition 4.3.4. Let M ∈M eff− (k).
i) Let ν<nM = ν6n−1M be an object which fits in an exact triangle:
ν>nM
an−→M → ν<nM → ν>nM [1]
This object is uniquely defined up to unique isomorphism. For every
n ≥ 0, ν<n defines a triangulated endofunctor of DM eff− (k). The
natural transformations an : Id → ν<n factor canonically through
natural transformations fn : ν<n+1 → ν<n.
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ii) ν6n is left adjoint to the inclusion ν6nDM
eff
− (k)→ DM eff− (k).
iii) Let νnM be a object fitting in an exact triangle:
νnM → ν<n+1M fn−→ ν<nM → νnM [1]
This object is uniquely defined up to unique isomorphism. The functor
νn defines another triangulated endofunctor of DM
eff
− (k). There is
also a functorial exact triangle:
ν>n+1M
fn−→ ν>nM → νnM
iv) For any M ∈ DM eff− (k), one writes canonically
νnM = cn(M)(n)[2n]
and the cns also define triangulated endofunctors of DM
eff
− (k). One
has the identities
ν>n(M(1)) = (ν>n−1M)(1),
cn(M(1)[2]) = cn−1(M).
Proof. See [HK, Corollary 1.4]
Definition 4.3.5. The cn(M) are called the fundamental invariants of M .
For a variety X we abbreviate cn(X) := cn(M(X)).
Consider the following diagram of distinguished triangles:
Mν>1Mν>2Mν>nMν>n+1M
[1][1][1]
...
ν0(M)ν1(M)νn(M)
// ////

__????????????
__????????????
__????????????
Note that νnM = cn(M)(n)[2n]. This diagram illustrates that how one
can implement fundamental invariants associated to M , in order to analyse
the motive M whenever we have vanishing ν>NM = 0 for N large enough.
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B. Kahn and A. Huber have shown in [HK, Theorem 2.2] that For a vari-
ety X the complex cnM
c
gm(X) is concentrated in non-positive degrees and
moreover
H0(cn(M
c
gm(X))) = CHn(X),
where the values of the Nisnevich sheaf with transfers CHn(X) are given
by
CHn(X)(U) = CHn(Xk(U)).
Let us summarize the above discussion in following diagram which gives
a panoramic view of the theory:
DM eff− (k)D
b
f (Ab)AbPropSchk
DM eff− (k)Schk
CHp // (−)[0] // ı //

Mgm(−)
##G
GG
GG
GG
GG
GG
GG
GG
GG
GG
GG
GG
Mcgm(−) //
Hom(Z(i)[2i],−)
OO
cp(−)
DD
H0(−)(Speck)
yy
The above insight motivates the following question:
Question B: Let M be a motive in DM eff− (k). Suppose that the funda-
mental invariants of M are given. Then in general what one can say about
M? More precisely, is there any non trivial subcategory C of DM eff− (k), for
which we can retrieve every M in C from its fundamental invariants (and
what is the largest possible C)?
The first part of the above question is kind of tautological question re-
garding the theory of slice filtration, see the filtration in the previous page.
In the sequel we shall discuss some partial answers to the second part of
the question concerning the easiest cases. These cases were studied by B.
Kahn and Huber in [HK].
Let us define the following subcategories of Voevodsky’s motivic cate-
gories
Definition 4.3.6. An object of DMgm is called pure Tate motive if it is a
(finite) direct sum of copies of Z(p)[2p] for p ∈ Z.
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Definition 4.3.7. The thick subcategory of DM effgm (k), generated by Z(0)
and Z(1) is called the category of mixed Tate motives and we denote it
by TDM effgm (k). Any object of TDM
eff
gm (k) is called a mixed Tate motive.
A motive M is geometrically mixed Tate if it becomes mixed Tate over k.
Similarly we define the category TDM eff− (k).
Proposition 4.3.8. An object M ∈ DM effgm (k) is geometrically mixed Tate
if and only if there is a finite separable extension E of k such that the
restriction of M to DM effgm (E) is mixed Tate.
Proof. c.f. [HK, Proposition 5.3].
Remark 4.3.9. For a cellular variety X one can show that Chow functor
satisfies Kunneth formula, i.e.⊕
i+j=p
CH i(X)⊗ CHj(Y )→ CHp(X × Y )
is an isomorphism, see 4.2.3.
Analogously one can show that a more general fact holds for cp(−), namely
assume that M and N are in DM eff− (k) and further assume M is mixed
Tate, then we have the following Kunneth isomorphism:⊕
i+j=p
ci(N)⊗ cj(M)→ cp(N ⊗M),
see [HK, Lemma 4.8].
The following proposition shows that having the fundamental invariants
of the motive M one can verify whether M is in TDM effgm (k) (TDM
eff
− (k))
or not.
Proposition 4.3.10. A motive M in DM effgm (k) is in TDM
eff
gm (k) if and
only if cn(M) lies in D
b
f (Ab) for all n and cn(M) = 0 for n large enough.
If M is in TDM eff− (k), then cn(M) lies in D
−(Ab).
Proof. See [HK, Proposition 4.6].
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Finally let us mention the following observation of A. Huber and B.
Kahn. This in fact gives positive answer to the question B for some specific
cases, e.g. when M(X) is pure Tate.
Proposition 4.3.11. Let X be a smooth variety over k. If Mgm(X) be a
pure Tate motive then there is a natural isomorphism:
Mgm(X) ∼=
⊕
p
cp(X)(p)[2p].
Here cp(X) = CH
p(X)∨[0], i.e. the image of the Z-dual of CHp(X) under
ı.
Proof. There is a natural isomorphism:
CHp(X) ∼= Hom(M(X),Z(p)[2p]),
see 2.7.5. Since M(X) is pure Tate this is a free group of finite type and
therefore we get a canonical morphism M(X) ⊗ CHp(X) → Z(p)[2p] and
consequently:
ϕ : M(X)→
⊕
p
CHp(X)∨(p)[2p].
Note that for any q we have the following isomorphism:
Hom(
⊕
p
CHp(X)∨(p)[2p],Z(q)[2q]) ∼−→ Hom(M(X),Z(q)[2q]).
Therefore by Yoneda lemma ϕ is an isomorphism and we conclude.
4.4 Motives of cellular varieties
Proposition 4.4.1. Let X be a cellular variety over k. Then we have the
following cases:
i) If chark = 0, then M cgm(X) is a pure Tate motive and in particular
M cgm(X) =
⊕
p
cp(M
c
gm(X))(p)[2p],
with cp(M
c
gm(X)) = CHp(X)[0].
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ii) If X is smooth, then Mgm(X) is a pure Tate motive and in particular
Mgm(X) =
⊕
p
cp(Mgm(X))(p)[2p],
with cp(Mgm(X)) = CH
p(X)∨[0].
Proof. The proof is by induction on the length of the filtration of X as a
cellular vriety, using gysin triangle and proposition 4.3.11. For details see
[HK, Proposition 4.11].
Corollary 4.4.2. Let X be as above. Assume further that it is equidimen-
tional and smooth. Then there is a natural isomorphism in DM effgm (k):∐
p>0
CHp(X)∨ ⊗ Z(p)[2p]→Mgm(X),
where CHp(X)∨ denotes the dual Z-module.
Proof. cf. [Kah, Corollary 3.5].
The most famous examples of cellular varieties are in fact generalized
flag varieties. In the following subsection we state an easy consequence of
the above proposition applied to this particular example.
4.4.1 Motive of Schubert varieties inside generalized
flag varieties
In this section we fix a split reductive group G over a perfect field k and a
maximal k-split torus T .
Proposition 4.4.3. Let B be any Borel subgroup of G. Then G/B is a
projective variety, and all other Borel subgroups of G are conjugate to B.
Proof. See [Hu, Section 21.3]
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Remark 4.4.4. By the above proposition one can view the homogeneous
variety G/B as parameter space for Borel subgroups of G.
Definition 4.4.5. A closed subgroup P of G is called parabolic if G/P is
projective.
Proposition 4.4.6. A closed subgroup of G is parabolic if and only if it
contains a Borel subgroup. In particular, a connected subgroup H of G is a
Borel subgroup if and only if H is solvable and G/H is projective. Indeed
B is the subgroup such that G/B is the largest homogeneous space for G
having the structure of a projective variety.
Proof. See [Hu, Section 21.3]
Theorem 4.4.7. Let G be a reductive group and let P be a k-parabolic
subgroup of G. We have the following statements
(a) The fibration G→ G/P is locally trivial for the Zariski topology.
(b) The variety G/P is k-rational.
Proof. cf. [BoT2].
Remark 4.4.8. Fix a Borel subgroup B containing T . A parabolic sub-
group P of G is called standard, if it contains B. Since all Borel subgroups
of G are conjugate, any parabolic subgroup is conjugate to a unique stan-
dard parabolic subgroup. All standard parabolic subgroups of G are of the
form PI := BWIB for a subset I ⊆ ∆.
-Bruhat Decomposition Let P,Q be two standard parabolic subgoups
of G corresponding to the subsets I, J of ∆. Then one has the following
Bruhat decomposition
G =
⊔
ω˜
Pω˜Q,
here ω˜ is in the set of representatives of double quotient WI\W/WJ .
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In particular from the above lemma we see that G =
⊔
ω˜∈W I Bω˜P , where
W I is a set of representatives for W/WI with minimal length.
Let Xω ⊆ G/P denote the image of the orbit of ω under the left B-action.
We call the closure Xω of Xω the closed Schubert variety in the (generalized)
flag variety G/P .
We have the following well-known theorem:
Theorem 4.4.9. Let G be a split reductive group over k. Let X denote the
projective homogeneous variety G/P . We have the following statements
(a) Xω ∼= A`(ω),
(b) Xω rXω =
⊔
`(ω′)<`(ω) Xω′ .
This result is due to Kock [Ko]. He treats a slightly more general case.
Namely, he considers G which is not necessarily k-split, but only k-isotropic,
i.e. G possesses a non-trivial k-split subtorus, and rather obtains a relative
cellular filtration (see definition 4.1.3 ) with Yis are projective homogeneous
varieties.
Corollary 4.4.10. Let X be as above. Let {ω`(ω)} be a set of representatives
of WI , ordered by the length function `. The filtration
∅ = X`(ω0) ⊂ X`(ω1) ⊂ · · · ⊂ X`(ωn) = X
is a cell decomposition for X.
Proposition 4.4.11. Let G be a split reductive algebraic group, and let P
be a parabolic subgroup of G which is conjugate with a standard parabolic
subgroup PI . Then there is an isomorphism
Mgm(G/P ) ∼=
∐
w∈W I
Z(l(ω))[2l(w)].
In particular the generalized flag variety G/P is pure Tate.
Proof. As we have seen above decomposition G =
∐
w∈W I BwP induces a
cell decomposition G/P ∼= G/PI =
∐
w∈W I Xw, where Xw ∼= Al(w). Then
CH∗(G/P ) is generated by the cycles [Xw] and thus we may conclude by
4.4.2.
Let us finish this subsection by recalling the following result of B.Kock
about Poincare´ duality for projective homogeneous varieties:
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Remark 4.4.12. Let PI be a standard parabolic subgroup of G associated
to I ⊆ ∆. Let wI denotes the longest element in WI . As we observed
in corollary 4.4.10 the Schubert varieties Xw for w ∈ W I produce a cell
decomposition for the projective homogenoues variety G/P . In particular
they form a basis for the chow ring CH∗(G/P ). In [Ko], B. Kock establishes
the Poincare´ duality for G/P . He gives a concrete formula for the product
of two basis elements in CH∗(G/P ). More explicitly the product of two
basis elements [Xw] ∈ CH∗(G/P ) and [Xw′ ] in CH∗(G/P ) is given by the
following formula
[Xw].[Xw′ ] = δw,w∆w′wI [pt],
where [pt] denotes the class of a point in CH∗(G/P ).
4.5 Motivic relatively cellular
First we introduce the notion of motivic relatively cellular. Notice that
this notion is slightly weaker than the geometric notion of relatively cellu-
lar introduced by Chernousov, Gille, Merkurjev [CGM] and also Karpenko
[Kar].
Definition 4.5.1. A scheme X ∈ Ob(Schk) is called motivic relatively
cellular with respect to the functor M cgm(−) if it admits a filtration by its
closed subschemes:
∅ = X−1 ⊂ X0 ⊂ ... ⊂ Xn = X
together with flat equidimensional morphisms pi : Ui := Xi rXi−1 → Yi of
relative dimension di, such that the induced morphisms
p∗i : M
c
gm(Yi)(di)[2di]→M cgm(Ui)
are isomorphisms in DM effgm (k). Here Yi is smooth proper scheme for all
1 ≤ i ≤ n.
Remark 4.5.2. Note that X is cellular if pi is affine bundle and Yi = Spec k,
for 0 ≤ i ≤ n.
Proposition 4.5.3. Suppose k admits resolution of singularities. Assume
that X ∈ Ob(Schk) is equidimensional of dimension n, which admits a fil-
tration as in the definition 4.5.1. Then we have the following decomposition
M c(X) =
⊕
i
M c(Yi)(di)[2di].
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Proof. We prove by induction on dimX. Consider the following distin-
guished triangle
M cgm(Xj−1)→M cgm(Xj)
gj−→M cgm(Uj)→M cgm(Xj−1)[1].
Take the closure of the graph of pj : Uj → Yj in Xj × Yj. This defines a
cycle in CHdim Xj(Xj × Yj) and since Yj is smooth this gives a morphism
γj : M
c
gm(Yj)(dj)[2dj] → M cgm(Xj) by [VSF, Chap. 5, Thm. 4.2.2.3) and
Prop. 4.2.3] such that gj ◦ γj = p∗j . Thus the above distinguished triangle
splits. The theorem now follows from induction hypothesis.
Corollary 4.5.4. Keep the notation and assumptions of the above proposi-
tion. The we have:
HBMn,i (X,R) =
⊕
i
HBMn−2di,i−di(Yi, R)
In particular if Yi ∈ Ob(Smfr/k) for every i then X ∈ Ob(Smfr/k).
Proof. Apply Hom(R(i)[n],−) to the decomposition we obtained in the
above proposition.
Remark 4.5.5. Note that one can define a variant of the definition 4.5.1
with respect to the functor Mgm(−). In this case one has to replace p∗i by
pi∗ and it is not necessary to assume that pis are flat. With this definition
it is not hard to see that a variant of the proposition 4.5.3 holds after im-
posing some additional conditions. Indeed to apply Gysin triangle we have
to assume that all Xis which appear in the filtration of X are smooth. Note
that in this case we don’t need to assume k admits resolution of singular-
ities. The proof goes similar to the proof of proposition 4.5.3. Similarly
one could deduce an analogous corollary concerning motivic cohomology
sequence rather than the Borel-Moore one.
Remark 4.5.6. Assume that X is a motivic relatively cellular scheme, such
that Yi is pure Tate for every 1 ≤ i ≤ n. Then using noetherian induction
and gysin triangle one can show that X is pure Tate.
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4.6 Motivic Leray-Hirsch theorem
In this section we prove a motivic version of the Leray-Hirsch theorem in
DM effgm (k) which gives the decomposition of the motive of a fibre bundle
subject to certain assumptions.
Theorem 4.6.1. Let X be a smooth irreducible variety over a field k of
characteristic 0. Let pi : Γ→ X be a proper smooth locally trivial (for Zariski
topology) fibration with fiber F . Furthermore assume that F is cellular.
Then one has an isomorphism in DM effgm (k)
Mgm(Γ) ∼=
∐
p>0
CHp(F )⊗Mgm(X)(p)[2p].
Proof. Take a set of homogeneous elements {ζi,p}i,p of CH∗(Γ) such that for
any p the restrictions of {ζi,p}i to any fiber Γx ∼= F form a basis for CHp(Γx).
Notice that since X is irreducible, it is enough that the restrictions of the
ζis generate CH∗(Γx) for the fiber Γx over a particular x.
By the theorem 2.7.5, for each i, ζi,p defines a morphism
Mgm(Γ)→ Z(p)[2p].
Summing up all these morphisms and taking dual, by Poincare´ duality we
get the following morphism
ϕ : Mgm(Γ)→
⊕
p
CHp(F )⊗ Z(p)[2p].
Composing the morphism
Mgm(∆) : Mgm(Γ)→Mgm(Γ× Γ) ∼= Mgm(Γ)⊗Mgm(Γ)
which is induced by the diagonal map ∆ : Γ × Γ → Γ, with Mgm(pi) ⊗ ϕ
we obtain a morphism Mgm(Γ) →
⊕
pCH
p(F ) ⊗ Mgm(X)(p)[2p]. Now
take a covering {Ui} of X that trivializes Γ. The restriction of this global
morphism to Uj is induced by the restriction of ζis to Uj. The same holds
over intersections, i.e. these morphisms fit together when we pass to the
intersections Uj ∩ Uk. Thus by Mayer-Vietoris we may reduce to the case
that Γ is a trivial fibration X ×k F . This precisely follows from Kunneth
formula 2.7.3 and corollary 4.4.2.
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We finish this section by reproving the V. Voevodsky’s projective bundle
theorem [MVW, Theorem 15.12].
Corollary 4.6.2. Let X be a smooth scheme over k and E be a vector
bundle over X. Denote by p : P(E) → X the projective bundle over X
associated with E. Then one has a canonical isomorphism in DM effgm (k) of
the form:
Mgm(P(E)) = ⊕dimE−1n=0 Mgm(X)(n)[2n]
Proof. This follows from the above theorem, corollary 4.4.2 and the fact that
CH∗(Pn) ∼= Z[ζ]/〈ζn+1〉, where ζ corresponds to the class of hyperplane in
Pn.
Chapter 5
Resolution by a Tower variety
In the first section of this chapter we recall the “decomposition theorem”
of Beilinson, Bernstein, Deligne and Gabber. Then we state a motivic
version of the theorem due to Migliorini and de Cataldo, cf. [CM] and
Corti and Hanamura cf. [CH]. Using this theory and the results from
previous chapters we study the motive of a variety X that admits certain
type of resolution of singularities, see section 5.3. Finally, as an application,
we study the motive of Schubert varieties in a twisted affine flag variety, see
section 5.4.
5.1 The Decomposition theorem of BBDG
In this section, for the sake of completeness, we briefly recall the glorious
achievement of the theory of perverse sheaves,“The Decomposition Theo-
rem”, of Beilinson, Bernstein, Deligne and Gabber [BBD]. However to avoid
lots of complications arising in this theory, we stick to the case of semi-small
maps. For those readers who are not familiar with these notions, this hope-
fully will not make a major issue, since in the rest of the thesis we only
implement the motivic version of the decomposition theorem, thanks to the
works of Migliorini and deCataldo, cf. [CM] and Corti and Hanamura cf.
[CH].
For a proper morphism f : X → Y we assume that there exist a finite
algebraic stratification Y =
⊔
b∈B Yb which satisfies the following conditions
(a) every space Yb is a locally closed and smooth subvariety of Y and
(b) the induced maps f |f−1(Yb) : f−1(Yb)→ Yb are locally trivial fibrations
over Yb.
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Note that the existence of such stratification in characteristic zero is
guaranteed, see [GM, p.43].
Here we recall the definition of semismall map.
Definition 5.1.1. A morphism f : X → Y is called semi-small if all irre-
ducible components of X×Y X have dimension less than or equal to dimX.
Furthermore we say that f is small if in addition the irreducible components
of dimension n := dimX of X ×Y X dominate Y .
Proposition 5.1.2. Let f ′ : X ′ → Y and f : X → Y be proper maps,
semismall over their images. Then
dimX ′ ×Y X ≤ 1/2(dimX + dimX ′).
Proof. easy.
Remark 5.1.3. Note that the semi-smallness of f is equivalent to the fol-
lowing condition:
For a positive integer δ ∈ N let Y δ := {y ∈ Y |dimXy = δ}, then
2δ ≤ dimY − dimY δ.
Furthermore f is small if the above inequality is strict for any δ > 0.
Remark 5.1.4. A semismall map f : X → Y is generically finite. Indeed,
since dimY δ < dimY for δ > 0, therefore Y 0 is the open dense subvariety.
Hence f is generically finite and dimY = dimX.
Definition 5.1.5. Let
A := {a ∈ B; 2 dim f−1(y) = dimY − dimYa, y ∈ Ya}.
This set is called the set of relevant strata for f .
Remark 5.1.6. In general we may have different stratifications for f , how-
ever the set of subvarieties {Ya}a∈A is uniquely determined by f .
Remark 5.1.7. Note that a small map has only one relevant stratum, i.e.
the dense one.
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Let us back to the Decomposition theorem. Borho and MacPherson first
observed that in fact a simplified version of the Decomposition theorem can
be established for semi-small maps of manifolds, see [BM]. Also in the
proof given by Migliorini and de Cataldo they show that the decomposition
theorem can be deduced from the non-degeneracy of certain bilinear forms.
In addition, as the crucial part of their approach, they deduce the general
case by reducing to the semismall case. This is done by induction on the
“defect of semi-smallness” (this notion actually measures that how far away
a map is from being semi-small) and by taking hyperplane sections to reduce
the defect of semi-smallness.
A subset U ⊆ Z is called constructible if it is obtained from a finite
sequence of unions, intersections, or complements of algebraic subvarieties
of Z.
A local system on Z is a locally constant sheaf on Z with finite-dimensional
stalks. Note that a local system on Z corresponds to a finite-dimensional
representation of the fundamental group of Z.
We say that a complex (K ·, δ·) of sheaves on Z has constructible co-
homology sheaves if there exist a decomposition Z := unionsqαZα into finitely
many constructible subsets such that for each i, the cohomology sheaves
H i(K ·) := Ker(δi)/Im(δi−1) are locally constant along each Zα with finite-
dimensional stalks.
Bounded complexes with constructible cohomology sheaves are called
constructible complexes. The constructible bounded derived category Dbcc(Z)
is the full subcategory of the bounded derived category of sheaves Db(Z)
whose objects are the constructible complexes.
Let L be a local system on a Zariski dense open subset of the regular
locus Zreg. The intersection complex ICZ(L) is a complex of sheaves on Z,
which extends the complex L[dimZ] on Zreg and is determined, up to unique
isomorphism in Dbcc(Z), by certain support and co-support conditions, see
[GM].
If L = QZreg then we simply denote it by ICZ .
For a morphism f : X → Z and a bounded complex of sheaves F · on
X, let Rf∗F · denotes the usual (derived) direct image of F ·.
Theorem 5.1.8. Let f : X → Y be a proper, semismall algebraic map of
algebraic varieties. Suppose that X is smooth or with rational singularities.
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Set n := dimX. Then there is a canonical isomorphism
Rf∗QX [n] ∼=Dbcc(Y )
⊕
a∈A
ICYa(La)
Here La is the semisimple local system on Ya given by the monodromy action
on the maximal dimensional irreducible components of the fibers of f over
Ya.
5.2 The Motivic Decomposition Theorem
In this section, let X be a variety which is locally in the e´tale topology
isomorphic to the quotient of a nonsingular variety X ′ by the action of a
finite group Γ of automorphisms of X ′. We call such X, a Q-variety and
denote by Q− var the full subcategory whose objects are Q-varieties.
Let us introduce the following category:
The category CS,Q has proper maps f : X → S from a Q-variety X as
its objects. Now we want to introduce its morphisms.
Consider the object Y → S where Y is an equi-dimensional variety. Set
HomCS,Q(X → S, Y → S) := CHdimY (X ×S Y ).
By additivity the definition extends to the case that Y is not equi-dimensional.
To define the composition of the morphisms one needs to introduce the
refined gysin map.
Refined gysin map:
Consider the following fibre product diagram:
X ′ := X ×Y Y ′ −−−→ Xy yι
Y ′
f−−−→ Y
where ι is a regular embedding of codimension d with normal bundle NXY
and Y ′ is a pure l-dimensional variety. We want to define the refined gysin
homomorphism:
ι! : CH∗(Y ′)→ CH∗−d(X ′).
Note that it is enough to construct ι!([Y ′]) (for a general α ∈ CH∗(Y ′),
replace Y ′ with support of α and map the resulting class to CH∗(Y ′)).
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The map X ′ → Y ′ is a closed embedding and the normal cone CX′Y ′ is
a pure l-dimensional subscheme of the pull back of NXY to X
′; its cycle
class is therefore equivalent to the flat pull back of a unique cycle class
ι!([Y ′]) ∈ CHl−d(X ′).
Now let δ : Y → Y ×Y denotes the diagonal map. Consider the following
cartesian diagram
X ×S Y ×S Z −−−→ X ×S Y × Y ×S Zy y
Y
δ−−−→ Y × Y.
Now for given
ϕ ∈ CHdimY (X ×S Y ) = HomCS,Q(X → S, Y → S)
and
ψ ∈ CHdimZ(Y ×S Z) = HomCS,Q(Y → S,Z → S),
define ψ ◦ ϕ := pXZ∗δ!(ϕ× ψ), where pXZ : X ×S Y ×S Z → X ×S Z is
the projection morphism.
Note that one can define the Tate object in CS,Q in a usual way. This
leads to the following definition.
Definition 5.2.1. The category CHMS,Q of pure Chow motives over S
is defined by adding the Tate twist and taking pseudo-abelian envelope of
CS,Q.
Note that the category CHMSpec k,Q coincides with the classical category
of rational Chow motives over k.
We represent an element of CHMS,Q by (f : X → S, P )(r) where P ∈
CHdimX(X ×S X) is a projector, i.e. P ◦ P = P as correspondences, and r
is an integer. If r = 0, then we drop it from the notation. Furthermore if P
is the diagonal morphism ∆X , then we simply write f : X → S. We assign
to a Q-variety X over S a pure chow motive in the obvious way.
Let us list up some facts about this category:
- If S is a Q-variety, then
HomCHMS,Q((X → S)(i), (id : S → S)(j)) = CHdimS+i−j(X).
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- Any proper map S → S ′ induces a functor
CHMS,Q → CHMS′,Q,
in particular:
- if S is proper, then there is a natural map
CHMS,Q →M eff (k)⊗Q
to the category of rational Chow motives.
- The category of relative chow motives CHMS,Q admits a topological
realization in Dbcc(S), indeed Corti and Hanamura in [CH] and de
Cataldo and Migliorini in [CM] observed that the natural assignment
CHMS,Q → Dbcc(S)
(f : X → S)(r) 7→ Rf∗QX [2r]
is “functorial”. To see this first notice that by lemma 2.21 and lemma
2.23 of [CH] we have
HomDbcc(S)(Rf∗QX [i], Rg∗QY [j]) ∼= HBM2dimY+i−j(X ×S Y ).
Then the cycle map CHdimY+i−j(X ×S Y ) → HBM2(dimY+i−j)(X ×S Y )
induces
HomCHMS,Q((X → S)(i), (Y → S)(j)) −→
HomDbcc(S)(Rf∗QX [2i], Rg∗QY [2j]).
This morphism establishes the functoriality.
Remark 5.2.2. Let X
f−→ S and Y g−→ S be proper maps of Q-varieties,
semismall on their images and suppose that t := (1/2)(dimY − dimX) is
an integer. Then the map:
HomCHMS,Q(X
f−→ S, (Y g−→ S)(t)) ∼= CH(1/2)(dimX+dimY )(X ×S Y )
→ HomDbcc(S)(Rf∗QX [dimX], Rg∗QY [dimY ]) ∼= HBMdimX+dimY (X ×S Y )
is an isomorphism, see lemma 2.3.7 [CM].
5.2. THE MOTIVIC DECOMPOSITION THEOREM 69
We are going to state the main theorem of de Cataldo and Migliorini
in [CM]. Let X be a Q − variety of dimension n and f : X → Y be a
proper , semismall and surjective map. Let A be the set of relevant strata
for f . For a ∈ A, let Ya denote the corresponding relevant stratum. Let
ta :=
dimYa−dimX
2
, ya ∈ Ya and Ea be the pi1(Ya, ya) − set given by the
monodromy action of pi1(Ya, ya) on the maximal dimensional irreducible
components of f−1(ya). Let νa : Za → Ya be the e´tale covering associated
with pi1(Ya, ya) − set Ea. We let Za,i denote the connected components of
Za. Let Za,i be a Q− variety containing Za,i as a Zariski-dense open subset
and such that there is a proper surjective map νa,i : Za,i → Ya extending
νa,i := νa|Za,i (Note that Ya is the closure of Ya in Y ). Set
νa :=
∐
i
νa,i : Za =
∐
i
Za,i → Ya.
We denote the composition Za
νa−→ Ya ↪→ Y by the same symbol νa.
Consider the decomposition
Rf∗QX [n] ∼=Dbcc(Y )
⊕
a∈A
ICYa(La),
see theorem 5.1.8 , and let P topa ∈ EndDbcc(Rf∗QX [dimX]) be the corre-
sponding projectors. By remark 5.2.2 they corresponds to the projectors
Pa ∈ EndCHMY,Q(X
f−→ Y ).
Denote by IHf the projector corresponding to the open stratum of Y . Note
that if f is generically one-to-one, IH topf gives the projection on the inter-
section cohomology complex of Y .
The following theorem is the main theorem of Migliorini and de Cataldo
in [CM].
Theorem 5.2.3. Keep the above notations, the following holds:
a) There is an isomorphism in CHMY,Q
(X
f−→ Y ) ∼=
⊕
a∈A
(X
f−→ Y, Pa).
b) If the maps νa,i : Za,i → Ya are semi-small, then there is an isomor-
phism in CHMY,Q
(X
f−→ Y, IHf ) ∼=
⊕
a∈A
(Za
νa−→ Y, IHνa)(ta).
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c) Assume that νa,i : Za,i → Ya are small. Then
(X
f−→ Y ) ∼=
⊕
a∈A
(Za
νa−→ Ya)(ta).
Note that in [CM], de Cataldo and Migliorini also construct a correspon-
dence Γ ⊆∐a Za ×X which induces the following decomposition:
Γ :
⊕
a∈A
[Za](ta) ' [X].
5.3 Resolution by a Tower Variety
Recall that in [dJ], de Jong introduced the notion of the alteration of a
variety X. However this notion is slightly weaker than resolution of singu-
larities but made him able to prove that any variety has an alteration which
is regular.
Definition 5.3.1. Let X be a variety over a field k. An alteration of X is
a proper morphism which is generically finite
In the sequel of the section we study motives of varieties admitting
certain type of alterations.
Let X˜ be a variety over a perfect field k. Suppose that X˜ sits in the
tower
X˜n := X˜
pn−1
y
X˜n−1
...y˜
X0
where X˜i → X˜i−1 is a proper smooth locally trivial fibration with fibre Fi,
such that Fi is cellular and satisfies Poincare´ duality. We call such a variety
a tower variety over X˜0.
In the rest of this section we will assume that X˜0 is smooth.
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Theorem 5.3.2. Let f : X˜ → X be a surjective semismall morphism.
Assume that it is an alteration in the sense of de Jong. Further assume
that X˜ is a tower variety over smooth proper scheme X˜0 as above. Then
the motive associated to X, M(X), is a summand of
n−1⊗
i=0
(∐
p>0
CHp(Fi)⊗ Z(p)[2p]
)
⊗M(X˜0).
Proof. The morphism f : X˜ → X can be factored, using the Stein fac-
torization, as X˜
g−→ X ′ h−→ X , where g : X˜ → X ′ is a semi-small bi-
rational morphism and h : X ′ → X is a finite morphism. Assume that
h : X ′ → X is of degree d. Therefore this morphism induces a morphism
ϕ : M(X) → M(X ′) such that the composition M(h) ◦ ϕ is multiplication
by d, being the coefficients in Q, M(X) is a direct summand of M(X ′).
Now by theorems 2.5.4 and 5.2.3, M(X ′) is a direct summand of M(X˜).
On the other hand, since Fis are cellular and satisfy Poincare´ duality, by
theorem 4.6.1 the motive M(X˜) is of the form
n−1⊗
i=0
(∐
p>0
CHp(Fi)⊗ Z(p)[2p]
)
⊗M(X˜0).
Corollary 5.3.3. Let X˜ → X be a semi-small resolution of singularities
and assume that X˜ is a tower variety over smooth proper scheme X˜0. Let
{Xα} be a set of connected relevant strata. Then for each α the motive
M(Xα) (associated to the closure of Xα), appears as a direct summand of
n−1⊗
i=0
(∐
p>0
CHp(Fi)⊗ Z(p)[2p]
)
⊗M(X˜0).
Remark 5.3.4. Assuming conjectures of Grothendieck and Murre, see [CH,
Paragraph 3.6], Corti and Hanamura prove that the decomposition theorem
holds in CHMS,Q. In this case we may drop the semismallness condition
from the hypotheses of the above corollary.
Since the category of mixed Tate motives is thick, the above theorem
has the following obvious consequence:
Corollary 5.3.5. Keep the assumptions of the above theorem. Assume that
the motive associated with M(X˜0) is mixed Tate (resp. geometrically mixed
Tate). Then M(X) is also mixed Tate (resp. geometrically mixed Tate).
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5.4 Motive of Schubert varieties in Affine
Flag varieties
In section 4.4.1 we saw that the motive associated with a Schubert variety
in a (finite dimensional) generalized flag variety G/P has a relatively easy
description. More precisely for a split reductive group G over a perfect field
k, one can construct an explicit filtration by closed sub-Schubert varieties
by a Schubert variety Xω , furthermore this filtration form a cellular de-
composition for Xω. In particular one can give a concrete description of the
motive of such varieties in the terms of their fundamental invariants.
In the current section we first recall the definition of Schubert varieties Sw in
twisted affine flag varieties, introduced by Pappas and Rapoport, see [PR].
Note that computing the motive M(Sw) is slightly more complicated than
that of Schubert varieties in a generalized flag variety. Namely it turns out
that the filtration obtained by the closed Schubert varieties is not in general
a topological cell decomposition, see [Ri, Remark 2.6].
At the end of this section, as an application of the results of previous
section, we“relate” the motive associated to an affine Schubert variety Sw to
the motive of projective homogeneous varieties, which are well understood
(as we mentiond above).
To define a Schubert variety in a twisted affine flag variety we need to
recall some basic facts from Bruhat’s theory of buildings. Since giving a
detailed explanation about buildings will stray us away from the purpose of
the thesis, we would prefer to state some general facts and avoid a detailed
explanation of the theory.
We refer the reader to [AB] for a detailed explanation about Coxeter
complexes, buildings and etc.
Recall that to a Coxeter group W , one associates a simplicial complex
Σ = Σ(W,S), called the Coxeter complex.
A building is a simplicial complex ∆ that can be expressed as the union of
subcomplexes Σ (called apartments) subject to the following axioms:
B0 Each apartment Σ is a Coxeter complex.
B1 For any two simplices A,B ∈ ∆, there is an apartment Σ containing
both of them.
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B2 If Σ and Σ′ are two apartment containing A and B, then there is an
isomorphism Σ→ Σ′ fixing A and B pointwise.
We say that a map fixes a simplex A pointwise if it fixes every vertex
of A.
Let G be a connected reductive linear algebraic group over the local field
K := k((z)) of Laurent series with algebraically closed residue field k and
ring of integers OK = k[[z]].
To a connected reductive group G over a local field K, Bruhat and Tits
associate a building B(G). Moreover any maximal split torus S defines
an apartment A := A(G,S) which is called the reduced apartment of G
associated with S.
For any F ∈ A(G,S), there exists a unique connected OK-model PF of
G, cf. [BT].
Definition 5.4.1. Let C be a maximal dimensional simplex (alcove) in
A(G,S). The group scheme PC is called the Iwahori group scheme of G
associated to (G,S,C), we denote it by B. For a general facet F , PF is
called the parahoric group scheme of G associated to (G,S, F ).
Fix a maximal K-split torus S. Let T := ZG(S) be the centralizer of S
(a maximal torus), and let N := NG(S) be the normalizer of S. Denote by
W0 = N(K)/T (K) the relative Weyl group of G with respect to S.
The Iwahori-Weyl group W˜ (G,S) of G with respect to S is
W˜ = W˜ (G,S) := N(K)/T0(OK)
where T0 is the connected Ne´ron model of T over OK .
In a similar manner as in the section 3.1, one can observe that W˜ is endowed
with a length function ` and a (partial) order ≤.
As we mentioned before to a facet F in A one associates a parahoric sub-
group PF . The subgroup W˜F of the Iwahori-Weyl group W˜ corresponding
to F is
W˜F := N(K) ∩ PF/T 0(OK)
Proposition 5.4.2. Let B be the Iwahori subgroup of G(K) associated to
an alcove contained in the apartment associated to the maximal split torus
S. Then G(K) = BN(K)B and the map which sends BnB to n ∈ W˜
induces a bijection (8.2)
B\G(K)/B→˜W˜ .
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Let F, F ′ be two facets contained in the apartment corresponding to S, then
there is a bijection
W˜F ′\W˜/W˜F→˜PF ′\G(K)/PF .
Proof. cf. [PR, Proposition 8.1].
Let X be a scheme over K. Define the functor
LX : Aff/k → Sets
SpecR 7→ X(R((z))).
from the category of affine schemes over k to the category of sets. Likewise,
for any scheme X over OK define the functor
L+X : Aff/k → Sets
SpecR 7→ X (R[[z]]).
Let G be as above and P be a parahoric group. The functors LG and
L+P give rise to sheaves in the fpqc-topology on the category of affine
k-schemes.
Recall that a k-space is called an ind-scheme if it is the inductive limit
of the functors associated to a directed family of k-schemes. An ind-group
scheme is an ind-scheme which is a group object in the category of ind-
schemes.
Proposition 5.4.3. If X is an affine scheme of finite type over OK (resp.
K) then L+X (resp. LX) is represented by an affine scheme (resp. ind-
scheme).
Proof. cf. [PR, Section 1]
Definition 5.4.4. Let G (resp. P) be a linear algebraic group over K
(resp. OK). The group of loops (resp. positive loops) associated to G is
the ind-group scheme (resp. k-scheme) LG (resp. L+P) over Spec k.
Definition 5.4.5. The twisted affine flag variety of G corresponding to
F ∈ A(G,S) is the fppf -quotient sheaf
F`F := F`PF = LG/L+PF .
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Theorem 5.4.6. Let PF be an affine group scheme smooth and of finite
type over OK corresponding to F ∈ A(G,S). Then the fppf -sheaf F`F
is represented by an ind-k-scheme of ind-finite type over k. The quotient
morphism LG→ F`F admits sections locally for the e´tale topology.
Proof. cf. [PR, Theorem 1.4].
Definition 5.4.7. Let w ∈ W˜ = W˜ (G,S) be an element of the Iwahori-
Weyl group. Let P and P ′ be parahoric groups associated to facets F and
F ′. The (P ′,P)-Schubert cell Cw = Cw(P ′,P) is the reduced subscheme
of L+P ′-orbit of w in F`P under the left action of L+P ′. The (P ′,P)-
Schubert variety Sw = Sw(P ′,P) is the reduced scheme with underlying
set, the Zariski closure of Cw.
Theorem 5.4.8. Suppose that G splits over a tamely ramified extension
of K. Furthermore assume that the characteristic of k does not divide the
order of the fundamental group of the derived group pi1(G
der). Then for any
w ∈ W˜ the Schubert variety Sw is normal, Frobenius-split (when chark > 0)
and has only rational singularities.
Proof. cf. [PR, Theorem 8.4].
Proposition 5.4.9. Let w ∈ W˜F ′\W˜/W˜F . Let PF and PF ′ be as 5.4.2,
then
(a) The Schubert variety Sw = Sw(PF ′ ,PF ) is set theoretically the disjoint
union of locally closed subvarieties
Sw =
⊔
w′≤w
Cw′(PF ′ ,PF )
where w′ runs over the cosets of the double quotient W˜F ′\W˜/W˜F
(b) dimSw = `(w).
Proof. cf. [Ri, Proposition 2.8]
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Note that in our terminology the word “cell” is somewhat misleading.
In fact unlike the situation in subsection 4.4.1 the (P ′,P)-Schubert cells
Cw = Cw(P ′,P) need not to be a topological cell unless the case that the
parahoric group P ′ equals to an Iwahori-group [Ri, Remark 2.6].
Below we recall Bott-Samelson-Demazure resolution for an affine Schubert
variety Sω, as it is constructed in [Ri].
Definition 5.4.10. A sequence of parahoric group schemes P1, . . . ,Pn and
Q1, . . . ,Qn with
(i) L+Qi ⊂ L+Pi ∩ L+Pi+1 for i = 1, . . . , n− 1,
(ii) L+Qn ⊂ L+Pn ∩ L+PF
is called resolutive with respect to Sω, if the morphism given by multiplica-
tion
L+P1 ×L+Q1 · · · ×L+Qn−1 L+Pn/L+Qn → F`F
factors through Sω and induces a birational morphism
m : L+P1 ×L+Q1 · · · ×L+Qn−1 L+Pn/L+Qn → Sω.
The morphism m is L+P1-equivariant, and hence L+P1 must stabilize the
Schubert variety Sω.
We call Ω(Sω) := L
+P1×L+Q1· · ·×L+Qn−1L+Pn/L+Qn, the Bott-Samelson-
Demazure variety corresponding to Sω.
Theorem 5.4.11. Let F ′ be another facet in the Bruhat-Tits building of G
and let Sω(PF ′ ,PF ) be any (PF ′ ,PF )-Schubert variety in F`F . Then there
exists a resolutive sequence of parahoric group schemes for Sω(PF ′ ,PF ) such
that the corresponding birational morphism is L+PF ′-equivariant.
Proof. See [Ri, Corollary 3.5].
By the above theorem we may take a resolutive sequence for Sω (as in
the definition 5.4.10). Let P
red
i denotes the maximal reductive quotient of
the special fibre of Pi. Consider the special fibre of the morphism Qi ↪→ Pi.
Then the image Qi in P
red
i is a parabolic subgroup and the reduction mod
mK gives an isomorphism
L+Pi
L+Qi
∼= P
red
i
Qi
∼= Fi,
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with Fi a projective homogeneous variety. Hence the Bott-Samelson-Demazure
variety is a tower variety with fibres {Fi}, which are projective varieties and
in particular they admits cell decomposition, see section 4.4.1 .
By remark 4.4.12 a fibre Fi satisfies Poincare´ duality and therefore we may
apply Leray-Hirsch theorem to obtain
M(Ω(Sw)) =
n⊗
i=1
M(Fi).
Now the following corollary follows from corollary 5.3.3.
Corollary 5.4.12. Keep the above notation. Assume ϕ is semismall. Then
M(S(F ′, F )) is a summand of
⊗n
i=1M(Fi), where Fi is the projective ho-
mogeneous variety P
red
i /Qi.
Remark 5.4.13. Note that in certain cases (e.g. the case of minuscule
Schubert varieties), the semismallness of such resolution (or a minimal
model for that) is known, compare [Pe].
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Chapter 6
Mixed Tate Configuration
In this chapter we introduce the notion of “mixed Tate configuration” and
show that the motive associated to such configuration of varieties is mixed
Tate. Then in the section 6.2 we relate this notion with the geometry of
G × G-orbits of the wonderful compactification of a reductive group G of
adjoint type.
6.1 Mixed Tate configuration
Definition 6.1.1. Let X ∈ Ob(Schk). We say that X is mixed Tate if the
associated motive M cgm(X) is an object of the subcategory of mixed Tate
motives TDM effgm (k). Let {Xi}ni=1 be the set of irreducible components of
X. We call X a configuration of mixed Tate varieties if
i) Xi is mixed Tate for 1 ≤ i ≤ n, and
ii) Union of the elements of any arbitrary subset of {Xij := Xi ∩Xj}i 6=j
is a configuration of mixed Tate varieties or is empty.
Lemma 6.1.2. The motive of every configuration of mixed Tate varieties
is mixed Tate.
Proof. We prove by induction on r, the dimension of mixed Tate configura-
tion. The statement is obvious for r = 0. Suppose that the lemma holds for
all mixed Tate configurations of dimension r < m. Let X = X1 ∪ · · · ∪Xn
be a configuration of mixed Tate varieties of dimension m, where Xis are
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its irreducible components. For inclusion
⋃
i 6=j Xij ⊂
⋃n
i=1Xi, we have the
following induced localization distinguished triangle:
M cgm(
⋃
i 6=j
Xij)→M cgm(X1∪...∪Xn)→M cgm(
n⋃
i=1
Xir
⋃
i 6=j
Xij)→M cgm(
⋃
i 6=j
Xij)[1].
By the induction assumption, M cgm(
⋃
i 6=j Xij) is mixed Tate.
On the other hand we have:
M cgm(
n⋃
i=1
(Xi r
⋃
i 6=j
Xij)) =
n⊕
i=1
M cgm(Xi r
⋃
i 6=j
Xij).
It only remains to show that for every i, M cgm(Xir
⋃
i 6=j Xij) is mixed Tate.
To see this, for a given i consider the following distinguished triangle:
M cgm(
⋃
j 6=i
Xij)→M cgm(Xi)→M cgm(Xi r
⋃
j 6=i
Xij)→M cgm(
⋃
j 6=i
Xij)[1].
Notice that M cgm(
⋃
i 6=j Xij) is mixed Tate by induction hypothesis.
6.2 Wonderful Compactification
Let k be a perfect field. Let G be a split connected reductive group over k.
Fix a maximal split torus T in G.
In this section we first recall the definition of wonderful compactification
of G, and then will study some of its properties.
In [CP], De Concini and Procesi have introduced the wonderful com-
pactification of a symmetric space. In particular their method produces a
smooth canonic compactification G of a semisimple algebraic group G of
adjoint type. Note that in [CP] they study only the case that the group
G is defined over C. Most of the theory carries over for any algebraically
closed field of arbitrary characteristic. However there are some subtleties in
positive characteristic which we mention later.
As a feature of this compactification there is a natural G×G-action on G,
and the arrangement of the orbits can be explained by the associated weight
polytope. Let us briefly recall some facts about the construction of G and
the geometry of its G×G-orbits and their closure.
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Let ρλ : G→ GL(Vλ) be an irreducible faithful representation of G with
strictly dominant highest weight λ. We define the compactification Xλ of
G as follows
Xλ = P(ρλ(G)),
where the closure is taken inside P(End(Vλ)).
It is verified in [CP] that when G is of adjoint type, Xλ is smooth and
independent of the choice of the highest weight. This compactification is
called wonderful compactification and we denote it by G.
Consider all weights of the representation ρλ with respect to the max-
imal torus T and take their convex hull P in X∗(T ) ⊗ R. Then it is easy
to see that P is a polytope invariant under the action of the Weyl group of
G. It is called the weight polytope of the representation ρλ. Fix a system
of fundamental roots ∆.
The following proposition explains the geometry of the wonderful com-
pactification and the closures of its G × G-orbits. Furthermore it provides
an effective method to compute their cohomologies.
Proposition 6.2.1. Keep the above notation, we have the following state-
ments:
a) There is a one-to-one correspondence between the G × G-orbits of G
and the orbits of the action of the Weyl group on the faces of the
polytope P, which preserves the incidence relation among orbits (i.e.
consider the faces F1 ⊆ F2 of the polytope P, the orbit corresponds to
the face F1 is contained in the closure of the orbit which corresponds
to F2).
b) Let I ⊂ ∆ and F = FI the associated face of P. Let DF be the closure
of the orbit corresponding to the face F . Then DF = unionsqα∈W×WCF ,α,
such that for each α := (u, v) there is a bijective morphism
AnF,α → CF ,α,
where nF ,α = l(w0) − l(u)+ | I ∩ Iu | +l(v) and w0 denotes the
longest element of the Weyl group. In particular when char k = 0
(resp. char > 0) DF is cellular (resp. motivic cellular).
c) G r G is a normal crossing divisor, and its irreducible components
form a mixed Tate configuration.
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Proof. For the proof of a) we refer to [Tim, Prop.8]. The existence of the
bijective morphism in part b) is the main result of Renner in [Re]. The fact
that DF is cellular in characteristic zero follows from Zariski main theorem.
In positive characteristic this follows from the fact that any universal topo-
logical homeomorphism induces isomorphism of the associated h-sheaves,
see [Vo2, Prop. 3.2.5]. Finally c) follows from a), b) and remark 4.5.6.
Chapter 7
Filtration on the motives of
G-bundles
Let k be a perfect field and G a split reductive group over k. In this
chapter we study the motive of G-bundles over a base scheme X. We first
recall the slice filtration on the motive of a torus bundle introduced by A.
Huber and B. Kahn in [HK]. Then introducing a different approach, we
treat the more general case of G-bundles. Our method is essentially based
on geometric observations and the weight polytope combinatorics of the
wonderful compactification of G.
7.1 Slice filtration and motive of torus bun-
dles
Let T be a split torus of dimension r and T a principal T -bundle over a
smooth variety Y over a field k. Let X∗(T ) := Hom(T,Gm) denotes the
character group of T . We claim that there is a canonical map
X∗(T )⊗M(Y ) eT−→M(Y )(1)[2].
Let χ ∈ X∗(T ). The induced action of T on Gm gives us the Gm-bundle
Gχ := T ×T Gm over Y . We denote by Lχ the line bundle associated to
Gχ. Let i0 be its zero section. A. Huber and B. Kahn defined the motivic
Euler class e(Lχ) to be the composition of the gysin morphism for i0 with
the isomorphism induced by homotopy invariance
e(Lχ) : M(Y ) ∼= M(Lχ) i
∗
0−→M(Y )(1)[2].
And thus we get the desired canonical map eT .
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Remark 7.1.1. There is a generalization of motivic Euler class for vector
bundles. Let E → Y be a vector bundle with zero section i0. The mo-
tivic Euler class is the composition of the gysin morphism for i0 with the
isomorphism induced by homotopy invariance,
e(E) : M(Y ) ∼= M(E) i
∗
0−→M(Y )(r)[2r]
Let X∗(T ) := Hom(Gm, T ) be the Z-dual of X∗(T ).
Definition 7.1.2. Let d0 : M(Y ) → M(Y )(1)[2] ⊗ X∗(T ) be the dual of
the map eT . Let
dp : M(Y )(p)[2p]⊗ Λp(X∗(T ))→M(Y )(p+ 1)[2p+ 2]⊗ Λp+1(X∗(T ))
be its extension to the exterior powers (induced by the algebra structure of
Λ∗(X∗(T ))).
Theorem 7.1.3. Consicer the following diagram of distinguished triangles
in DM effgm (k),
M(T )ν>1Y M(T )ν>2Y M(T )ν>pY M(T )ν>p+1Y M(T )
[1][1][1]
...
λ0(Y, T )λ1(Y, T )λp(Y, T )
// ////

ddJJJJJJJJJJJJJJ
ddJJJJJJJJJJJJJJ
ddJJJJJJJJJJJJJJ
with M(T ) ∼= ν>0Y M(T ), 0 = ν>r+1Y M(T ). Here
λp(Y, T ) := M(Y )(p)[p]⊗ Λp(X∗(T ))
for 0 ≤ p ≤ r. The induced map
M(Y )(p)[p]⊗Λp(X∗(T ))→ ν>p+1Y M(T )[1]→M(Y )(p+1)[p+2]Λp+1(X∗(T ))
equals dp[−p], where dp is as in definition 7.1.2 We call ν>pY M(T ) the rela-
tive slice filtration of T over Y .
Proof. For the construction see [HK].
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7.2 Motive of G-bundles
Let G be a (split) reductive group. Let X ∈ Ob(Schk) be a mixed Tate
variety (i.e. M(X) is mixed Tate). In the following theorem we will verify
that, with some extra assumptions, the motive associated to a G-bundle
over X lies in the category of mixed Tate motives (resp. geometrically
mixed Tate motives).
Theorem 7.2.1. Let G be a connected reductive group over k and X ∈
Ob(Smk) be irreducible. Let G be a G-bundle over X. Then Mgm(G) is
geometrically mixed Tate in either of the following cases:
a) char k = 0, X is geometrically mixed Tate and G is locally trivial for
the Zariski topology on X.
b) X is a geometrically cellular variety.
Proof. a) We may assume that the base field k is algebrically closed. Let us
first assume that G is a semisimple group of adjoint type. Then G admits
a wonderful compactification G which is smooth. By construction, there is
a (G × G)-action on G. Let G acts on G via the first factor and consider
the G-fibration G := G ×G G over X. Clearly we have the open immersion
G ↪→ G of varieties over X. So we get the following generalized Gysin
distinguished triangle:
Mgm(G)→Mgm(G)→M cgm(G r G)∗(n)[2n]→Mgm(G)[1]
where n := dimG.
By proposition 6.2.1, G admits a cell decomposition. Therefore by theorem
4.6.1, M cgm(G) is mixed Tate. So to prove the theorem it is enough to show
M cgm(G r G) is mixed Tate.
Let’s now look at the geometry of the closures of (G × G)-orbits. As it
is mentioned in proposition 6.2.1 a), these orbit closures could be indexed
by a subset of faces of Weyl chamber in such a way that the incidence
relation between faces gets preserved. Note that by proposition 6.2.1 b)
the closure of these orbits admit cell decomposition. Thus by theorem 4.6.1
the irreducible components of GrG form a mixed Tate configuration. Now
lemma 6.1.2 implies that M cgm(G − G) is mixed Tate.
Now assume that G is a reductive algebraic group and let G be a G-bundle.
We may assume that Z(G) is connected. Note that since G is reductive
Z := Z(G) is a torus. Let G ′ be the associated Gad-bundle. By the above
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statements we know that M(G ′) is mixed Tate. Notice that any torus bundle
is locally trivial for the Zariski topology by the theorem Hilbert90. Take a
toric compactification Z of Z and embed G into Z := G×ZZ, which is a toric
fibration over G ′. Now the irreducible components of the complement of G
in Z are obviously toric fibrations over G ′. Since fibers are toric and M(G ′)
is mixed Tate therefore by theorem 4.6.1 we argue that these irreducible
components form a mixed Tate configuration and we may argue as above.
To prove part b) we first show that the motive associated with a connected
reductive group is geometrically mixed Tate.
Lemma 7.2.2. Let G be a connected reductive group over k, then the motive
associated to G is geometrically mixed Tate. Furthermore if G is a split
reductive group then Mgm(G) is mixed Tate.
Proof. We may assume that k is algebraically closed. Let T be a maximal
split torus in G of rank r. We consider the projection pi : G→ G/T and view
G as a T -bundle over G/T . Consider Prk as the obvious compactification of
T and let T := G×T Prk be the associated projective bundle over G/T . By
projective bundle formula
Mgm(T ) = Mgm(Prk)⊗Mgm(G/T )
(see [MVW, Theorem 15.12].) On the other hand B = T n U , where B
is a Borel subgroup of G containing T and U is the unipotent part of B.
Notice that as a variety U is isomorphic to an affine space over k. Since
the fibration G → G/B is the composition of G → G/T and U -fibration
G/T → G/B, we deduce by corollary 4.4.10 and theorem4.6.1 that Mgm(T )
is pure Tate. Finally one can apply the same trick as in part a) to conclude
Mgm(G) is mixed Tate. The second part of the lemma is similar,only we
don’t require to pass to an algebraic closure.
proof of part b) We may assume that k is algebraically closed. Let
∅ = X−1 ⊂ X0 ⊂ ... ⊂ Xn = X
be a cell decomposition for X where Ui := Xi r Xi−1 is isomorphic to
Adik . We prove by induction on n. Consider the following generalized gysin
distinguished triangle:
Mgm(G|Un)→Mgm(G)→Mgm(G|Xn−1)
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By Raghunathan’s result the restriction of G to Un is trivial bundle over Un
and therefore is mixed Tate. Also Mgm(G|Xn−1) is mixed Tate by induction
hypothesis. So we conclude.
Let us now explain some application of the above theorem.
Recall that the Voevodsky’s theory of motives over perfect field k can be
established for the schemes over more general base scheme S. We refer the
reader to the article [Vo1] of Voevodsky or to [CD] of Cisinski and Deglise.
They construct the triangulated category of mixed motives DM(S). Here
S is any locally noetherian scheme of finite dimension. This category is
constructed from the category of Nisnevich sheaves with transfers over X.
For the details about the category of mixed Tate motives over a number
ring we refer to [Sc].
Corollary 7.2.3. Let A be a henselian discrete valuation ring with perfect
field of fractions K and perfect residue field k of characteristic p > 0. Let
G be a connected reductive algebraic group over K and P be a parahoric
group associated to a facet a of the building BG. Suppose that the maximal
torus of G splits over an unramified extension of K. Then the motive M(P )
becomes mixed Tate over an e´tale covering of A.
Proof. We consider the six functors introduced in [CD, section 1], for the
situation that:
i : Spec k → SpecA,
j : SpecK → SpecA.
Then we have the following distinguished triangle:
j!j
∗ → id→ i∗i∗
in DMgm(A). The generic fiber PK of P is G itself, hence by lemma 7.2.2 we
know that Mgm(PK) is geometrically mixed Tate. On the other hand since
G splits over a tamely ramified extension of K, we may argue by [Mc] that
the special fiber Pk has a Levi subgroup L, in particular L×Ru(Pk)→ Pk is
an isomorphism. Notice that the unipotent radical Ru(Pk) is isomorphic to
an affine space. Choose a finite extension of k that splits L. Since motive
of the levi component becomes mixed Tate over this extension, thus also
the motive associated to the special fiber Pk. Since k is perfect and A is
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henselian, this extension gives an e´tale cover of A. Now the assertion follows
from the localization property, see [CD] or [Sc], and the above distinguished
triangle.
7.3 Filtration associated to the Weight Poly-
topes
In section 7.2 we studied the motive of a G-bundle over base scheme X,
when the associated motive M(X) is geometrically mixed Tate. In the
sequel we produce a filtration for the motive of G-bundles over any base
scheme X in Schk in terms of weight polytope and the incidencerelation
amont its faces.
Let G be a G-bundle over X, where G is a linear algebraic group. Let G
be a compactification of G. Suppose that D := G r G form a mixed Tate
configuration D = ∪mi=1Di, such that DJ := ∩i∈JDi is either irreducible or
empty for any J ⊆ {1, . . . ,m}. Assume that there exist a polytope whose
faces correspond to those subsets J ⊆ {1, ...,m} such that DJ is non empty.
Let P be the dual of this polytope. For each face F of P , let DF denote the
associated subvariety of D regarding the above correspondence. For each
1 ≤ r ≤ m, let Qr be the set consisting of all faces in P of codimension r.
Set ∂F := {F ∩ T |T ∈ Q1} − {F}.
Let G denote the compactification G ×G G of G and let DF be the asso-
ciated DF -fibration over X. We may form the following nested filtration on
M cgm(G) by the distinguished triangles, indexed by codimension r and faces
F ∈ Qr
M cgm(G r G)→M cgm(G)→M cgm(G)
...
M cgm(
⋃
F∈Qr+1 DF)→M cgm(
⋃
F∈Qr DF)→ ⊕F∈QrM cgm(DF r
⋃
F ′∈∂F DF ′),
M cgm(
⋃
F ′∈∂F DF ′))→M cgm(DF)→M cgm(DF r
⋃
F ′∈∂F DF ′),
(7.3.1)
where for each F ∈ Qr the last triangle is the first line of a nested
triangle obtained by replacing P by F .
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Note that this filtration is particularly interesting when DFs are cellu-
lar fibrations. In this situation we may apply theorem 4.6.1 to compute
M cgm(DF). Let us recall two of such cases.
Example 7.3.1. Let T be a split torus of rank n and let T be a T -bundle
over X. Consider a torus embedding of T into the projective space Pn
associated with the standard n-simplex ∆n. So we put P := ∆n in the
above filtration. Note that in this case for each face F ∈ ∆n, DF is a
projective bundle and hence one may use the projective bundle formula
[MVW, Thm 15.11] to compute M cgm(DF). In particular when M cgm(X) is
mixed Tate, one may prove recursively that M cgm(T ) is mixed Tate, compare
section 7.1.
Example 7.3.2. Let G be a semi-simple group of adjoint type and G its
wonderful compactification. In this case the polytope P is the Wyle cham-
ber. Recall that for every face F of P , DF admits a cell decomposition. Let
us mention that for any regular compactification (see [Br] for details)of G
and any vertex F , DF is isomorphic to G/B × G/B and in particular DF
is a cellular fiberation.
The Case of 1-motives:
In practice for some applications it might happen that the motive of the
base variety X is far from being mixed Tate. Already it can happen for the
case of 1-motives. Recall that the motive M(C) of a curve C decomposes
in DM effgm (k)⊗Q as follows
M(C) = M0(C)⊕M1(C)⊕M2(C), (7.3.2)
where Mi(C) := TotLiAlb
Q(C)[i]. For the definition of LiAlbQ(C) and
detailed explanation of the theory we refer to section 3.12 of [BK].
In the sequel we explain the special case when X is a relative curve.
Example 7.3.3. Let G be a reductive group over k. Let G be a G-bundle
over C. Let C be a smooth projective curve over a field k. Fix a closed
point p of C and set C˙ := C r {p}. Assume that char k does not divide the
order of pi1(C) therefore by the well-known theorem of Drinfeld and Simpson
3.2.11 we may take a finite extension of k which simultaneously trivializes
the restriction of Gs over C˙ and the fiber over p. Therefore we obtain the
following distinguished triangle
M(Gs × C˙k′)→M(Gs,k′)→M(Gs × k′)(n)[2n],
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and by the Kunneth theorem
M(Gs)⊗M(C˙k′)→M(Gs,k′)→M(Gs × k′)(n)[2n].
Let us assume that G has a connected center. Since G is reductive Z :=
Z(G)◦ is a split torus. We may now apply either of the filtrations 7.3.1 or
7.1.3 to the torus bundle G → Gs. For instance from the latter filtration we
get the following
i) A filtration {ϕi : Mi → Mi−1}i∈N where Mi := ν≥iGs,k′M(Gk′). In par-
ticular M0 = M(Gk′) and Mr = 0 for r > rkZ(G)◦
ii) The following sort of distinguished triangles
M(C˙k′)⊗M(Gs)→M(Gs,k′)→M(Gs)⊗M(k′)(n)[2n]
Mi+1 →Mi →M(Gs,k′)(i)[i]⊗ Fi,
where Fi be the i-th vedge power of the group Ξ := Hom(Gm, Z).
Note that ν≥rGs,S′M(Gk′) = 0 for r > rkZ(G)◦.
Remark 7.3.4. In the above example one may consider a G-bundle GCS
over the relative curve C ×k S over a scheme S. Then the above distin-
guished triangles lie over an e´tale cover S ′ → S. Note that our discussion
in particular shows that the class [G] − [G ×S CS] lies in the kernel of the
natural morphism K0(V arS)→ K0(V arS′) of the Grothendieck K-rings.
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