The classification of file fragments is an important problem in digital forensics. The literature does not include comprehensive work on applying machine learning techniques to this problem. In this work, we explore the use of techniques from natural language processing to classify file fragments. We take a supervised learning approach, based on the use of support vector machines combined with the bag-of-words model, where text documents are represented as unordered bags of words. This technique has been repeatedly shown to be effective and robust in classifying text documents (e.g., in distinguishing positive movie reviews from negative ones). In our approach, we represent file fragments as "bags of bytes" with feature vectors consisting of unigram and bigram counts, as well as other statistical measurements (including entropy and others). We made use of the publicly available Garfinkel data corpus to generate file fragments for training and testing. We ran a series of experiments, and found that this approach is effective in this domain as well.
Introduction
The classification of file fragments is an important problem in digital forensics, particularly for the purpose of carving fragmented files. Files that are not stored contiguously on the hard drive must be carefully reconstructed from fragments based on their content during file carving. Because the search space for fragments belonging to a particular file is so large, it is essential to have an automated method for distinguishing whether a fragment potentially belongs to a file or not. For example, a fragment from a plain-text file (e.g. txt) certainly does not belong to the non-metadata portion of a compressed image file (e.g. jpg). Garfinkel observes that although the fragmentation of files is relatively rare on today's file systems, there are cases where it commonly occurs, such as when large files are modified numerous times over a long period of time on a hard drive that is filled near capacity (Garfinkel, 2007) . In this work, we explore the application of machine learning techniques from natural language processing to the problem of file fragment classification.
Classification is a standard machine learning problem. There has been work done on applying machine learning techniques to the problem of file fragment classification (Axelsson, 2010; Conti et al., 2010; Li et al., 2010; Veenman, 2007) . However, the body of work in the literature is not exhaustive. Our contribution to this problem is the application of supervised machine learning techniques used in natural language processing.
In previous work, the histograms of the bytes within file fragments are used for classification (Li et al., , 2010 Stolfo et al., 2005; Veenman, 2007) . In natural language processing, this kind of approach is called the "bag-ofwords model", where text documents are represented as unordered bags of words. A word is text separated by whitespace. The single word tokens are called unigrams, but tokens consisting of any fixed number of words can also be considered. Two consecutive word tokens are called bigrams, and bigram counts capture more information about the structure of the data being classified than do unigram counts alone. Combined with various machine learning techniques, this kind of approach has been repeatedly shown to be effective and robust in classifying text documents (e.g. in determining whether a piece of text has a positive or negative sentiment). In our "bag-of-bytes" approach, we treat individual bytes as tokens. We consider the unigram and bigram counts of the bytes within file fragments, along with other statistical measurements, to generate feature vector representations of the file fragments, which we then classify based on 24 different file types using a support vector machine.
Support vector machines are supervised machine learning algorithms that are very effective for classification problems (Li et al., 2010) . During the training phase, a support vector machine partitions a high-dimensional space based on the points it contains that belong to known classes. File fragments can be represented in the high-dimensional space by being transformed into feature vectors. During the testing phase, file fragments of unknown types are transformed into feature vectors and are classified according to what partition they lie in in the high-dimensional space. We make use of the libsvm (Chang and Lin, 2011) library, which is the one of the most widely used implementations of support vector machines, to perform our experiments.
Most of the previous work on this problem exclusively uses private data sets, making it more difficult for other researchers to reproduce experimental results. We follow the example of Axelsson (2010) and derive the data set we use for training and testing from the freely available corpus of forensics research data by Garfinkel et al. (2009) (the govdocs1 data set described in Section 4 of the cited paper). We determined the most wellrepresented file types in the data set and selected 24 of them based on how well-known they are. For each of the 24 file types supported by our classifier, we downloaded files uniformly at random from the govdocs1 data set such that we would have at least 10 files made up of at least 10000 512-byte fragments. From this, we uniformly at random selected 9000 fragments for each file type to create our data set. When generating the fragments, we omitted the first and last fragments of each file, as the first fragment frequently contains header information that identifies the file type, and the last fragment might not be 512 bytes in length.
Our experiments consisted of selecting uniformly at random the same fixed number of file fragments for each of the 24 file types. We partitioned the resulting set of file fragments into a training set and a testing set in a 9-to-1 ratio, such that no file had file fragments appearing in both sets. We trained the support vector machine on the training set and tested it on the testing set. The results we got are very promising, outperforming comparable results from previous work.
The paper is organized as follows. In Section 2, we provide a brief overview of related work done in this area. In Section 3, we describe our experimental setup, which includes how we generated the data set we used in training and testing, as well as details about the features we used in our feature vectors. In Section 4, we present our results. We conclude and suggest future directions for this work in Section 5.
Related work
Previous work that explores the application of machine learning techniques to the problem of file fragment classification appears in the literature. Calhoun and Coles (2008) considered only four file types (namely, jpg, bmp, gif, and pdf). For each pair of these file types, they used linear discriminant analysis (Fisher, 1936) (which is used to find linear combinations of features to characterize or separate objects between classes) in order to classify a file fragment as having one type or the other. The features they considered were various statistical measurements, including Shannon entropy (Shannon, 1948) and frequency of ASCII codes. They achieved fairly good accuracy (88.3%). However, since they classified fragments based on only four file types on a pairwise basis, it is not clear how well this technique would generalize to a real-world application, where a given file fragment is not known to belong to a file of only two possible types.
Axelsson (2010) considered 28 different file types and applied the k-nearest-neighbors classification technique with nearest compression distance as the distance metric between file fragments. The file fragment data was generated from the freely available govdocs1 corpus by Garfinkel et al. (2009) . Axelsson's experiments consisted of ten trials. In each trial, 10 files were selected at random (with the types of the files uniformly distributed) and 14 512-byte fragments were extracted at random from each of them. The fragments were then classified against a data set of approximately 3000 file fragments with known types. The average classification accuracy was around 34%, with higher accuracy being achieved for file fragments with lower entropy. Conti et al. (2010) made use of a private data set of 14000 1024-byte binary fragments which they characterized by vectors of statistical measurements (namely, Shannon entropy, Hamming weight, Chi-square goodnessof-fit, and mean byte value). They classified each of these vectors against the remaining 13999 using k-nearestneighbors with Euclidean distance as the distance metric. They achieved 98.55% classification accuracy for Random/ Compressed/Encrypted fragments, 100% for Base64 Encoded fragments, 100% for Unencoded fragments, 96.7% for Machine Code (ELF and PE) fragments, 98.7% for Text fragments, and 82.5% for Bitmap fragments. However, the classifier did not perform as well when applied to realworld binary data, especially when it contained fragments of "a previously unstudied primitive type, even one with a closely related structure". They also classified the fragments according to types at a very coarse granularity. Li et al. (2005) used the histogram of the byte values (unigram counts) of the prefix of a file (along with other portions of the file) in order to classify its type. They first collected a private data set of files across 8 different file types, and applied the k-means clustering algorithm to generate models for each file type (i.e. the centroids for the histograms of the files of that type). They achieved very good classification accuracy. However, this approach explicitly relies on the header information contained in each file, and hence, is not applicable to most file fragments which do not contain this information. Veenman (2007) used the histogram of the byte values (unigram counts), the Shannon entropy, and the algorithmic or Kolmogorov complexity (Kolmogorov, 1965; Lempel and Ziv, 1976) as features for linear discriminant analysis to classify file fragments that were 4096 bytes in size. Veenman used a large private data set consisting of between 3000 and 20000 fragments per file type, for 11 file types. Veenman achieved an average classification accuracy of 45%. Li et al. (2010) used a support vector machine with feature vectors based on the histogram of the byte values (unigram counts) to classify high entropy file fragments that were 4096 bytes in size. They used a private data set consisting of 880 jpg images, 880 mp3 music files, 880 pdf documents, and 880 dll files for training and testing the support vector machine. They achieved an average classification accuracy of 81.5%. It is likely that the large file fragment size made the classification task easier. However, in the absence of file system information in a real-world situation, a large file fragment size cannot be assumed. Furthermore, this work does not take into consideration other high entropy file types that might be of interest (such as zip or gz compressed files). Some differences between the work of Li et al. and ours are as follows. The data set we used is derived from a freely available corpus, making it easier to reproduce our work, unlike Li et al. We considered a file fragment size which can be safely assumed when no file system information is available (Axelsson, 2010) , unlike Li et al. Our classifier supports a much larger variety of file types, including both low and high entropy ones, unlike Li et al. Gopal et al. (2011) considered the general problem of file classification. They defined multiple file corruption scenarios, where Type3 corresponds to file fragmentation. They then evaluated the performance of several statistical classification methods (support vector machines with ngram feature vectors, and k-nearest-neighbors with cosine similarity as the distance metric) and several commercial off-the-shelf solutions (including Libmagic, TrID, OutsideIn, and DROID) in classifying files under the various corruption scenarios. They made use of the freely available RealisticDC corpus by Garfinkel et al. (2009) in their experiments. They found that file fragment classification is a more difficult problem than file classification. Since their focus is not file fragment classification, Gopal et al. do not address several issues that are important in this problem. They mentioned that the data set they derived from the RealisticDC corpus consisted of 31644 files with 316 unique file-type extensions, where 213 of these were binary file types and 103 were ASCII text file types. However, they did not report which of these file types were considered during the experiments, nor what the proportion was of file fragments with binary file types to file fragments with ASCIItext file types in the data set used in the experiments. They also did not report how the classifiers performed on each file type. Although they made sure that the training and testing data sets did not overlap, it is not clear whether they ensured that file fragments from the same file did not appear in both sets (their results may be biased if they did not). It is also not clear whether they omitted the first file fragment of each file, which typically contains file-type revealing header information. All of these issues are addressed in our paper. Although Gopal et al. looked at file classification using k-nearest-neighbors and the various commercial off-the-shelf solutions, they did not report the performance of any of these on file fragment classification (nor is it clear that these experiments were even performed). The only results reported by Gopal et al. with respect to file fragment classification are those using the support vector machine with bigram feature vectors. They did not consider unigrams and bigrams in combination, as we do. The classification accuracy they achieved on 512-byte file fragments is about 33% using the macroaveraged F 1 measure (Özgür et al., 2005) . The performance we achieved using this measure is greater.
Experimental setup

Data set
The data set we used for training and testing is derived from the freely available corpus of forensics research data by Garfinkel et al. (2009) (the govdocs1 data set described in Section 4 of the cited paper). We determined the most well-represented file types in the data set and selected 24 of them based on how well-known they are to us (see Fig. 1 ). The first of these criteria ensured that we acquired a good variety of file fragment data for each file type. The second of these criteria is not a rigorous one. Although we aimed to get a good representation of file types that are likely to be of forensic interest, a rigorous methodology for selecting the most appropriate file types is outside the scope of this paper. Nevertheless, most of the file types we selected overlap with the ones selected by Axelsson (2010) who made use of the same Garfinkel corpus to derive his data set.
After selecting the file types, we proceeded to download files uniformly at random from the govdocs1 corpus such that we would have at least 10 files made up of at least 10000 512-byte fragments for each of the 24 file types. Because the files in the govdocs1 corpus are of variable length, and files from different file types are not equally represented, it was necessary to download more than 10 files or files that altogether constituted more than 10000 fragments, for each of the file types, in order to meet both criteria. From this, we uniformly at random selected 9000 fragments for each file type to create our data set. When generating the fragments, we omitted the first and last fragments of each file, as the first fragment frequently contains header information that identifies the file type, and the last fragment might not be 512 bytes in length. Calhoun and Coles (2008) , Conti et al. (2010) , and Li et al. (2010) omit these fragments as well. This approach enabled us to generate a large data set of file fragments with an equal number of file fragments for each file type, and with each fragment being derived from a variety of files with the same type.
Feature vectors
During the training phase, a support vector machine partitions a high-dimensional space based on data points with known classes, with each partition corresponding to a class. In order to train a support vector machine on the file fragment data, it is necessary to represent each file fragment as a point in a high-dimensional space. We do this by transforming each file fragment into a vector of features. The features we used are described here.
There are 256 features which are the histogram of the byte values (i.e. the unigram counts) for the file fragment. The feature vectors in the work by Li et al. (2010) (Shannon, 1948) of the bigram counts. Conti et al. (2010) considered the Shannon entropy of the unigram, bigram, and trigram counts, and found that the entropy of the bigram counts was effective for classifying file fragments. We made use of the Hamming weight (the total number of ones divided by the total number of bits in the file fragment) and the mean byte value features that appear in the paper by Conti et al. We also used the compressed length of the file fragment as a feature. We did this to approximate the algorithmic or Kolmogorov complexity of the file fragment, following Veenman (2007) . We compressed each file fragment with the bzip2 algorithm (Seward, 2001) . We also used two features from natural language processing. We computed the average contiguity between bytes (i.e. the average distance between consecutive bytes) for each file fragment, which is defined as follows:
where fragment [i] is the ith byte of the file fragment. Last of all, we calculated the longest contiguous streak of repeating bytes for each file fragment.
Experiments
We ran three experiments. For each experiment, we selected uniformly at random file fragments for each of the 24 file types. The only difference between the three experiments was the number of file fragments for each file type that was selected (i.e. 1000, 2000, and 4000). During an experiment, the set of file fragments was partitioned into a training set and a testing set in a, roughly, 9-to-1 ratio. We ensured that no file had file fragments occurring in both the training set and the testing set, so that our results would not be biased. This is the reason that the ratio was "roughly" 9-to-1. Since the set of file fragments was selected at random, we could not always achieve an exactly 9-to-1 ratio.
We then proceeded to train the support vector machine on the training set with the linear kernel. Li et al. (2010) found that the linear kernel was the most effective when classifying file fragments represented by feature vectors consisting of the histogram of the byte values (unigram counts). During some preliminary experiments, we also trained the support vector machine using the radial basis function as the kernel, but we found that it was not as effective as the linear kernel, which supports the findings by Li et al. We used the default value of 1 for the C parameter. Although the optimal value would improve the prediction accuracy of our classifier, we achieved good results with the default value. Fig. 1 . Statistics on the govdocs1 data set. The highlighted file types are the ones we used for our classifier.
Although the libsvm documentation (Chang and Lin, 2011) recommends that scaling be performed on the feature vectors to decrease training time and improve classification accuracy, we had some technical issues with the scaling program provided with libsvm which we could not resolve. As such, we did not perform scaling on our feature vectors. That being said, we were still able to achieve good results.
Once a model was generated from the training data, we had the support vector machine attempt to classify the file fragments in the testing set. We validated our results by repeating each of the three experiments ten times, each time selecting file fragments uniformly at random from our data set.
Results
After running the experiments, we found that our approach produced very good results. For the experiments with 1000 file fragments per file type, we achieved an average prediction accuracy of 47.5% (as reported by libsvm) with a standard deviation of 1.56%, over the ten runs. Using the macro-averaged F 1 metric, we averaged 46.3% with a standard deviation of 1.65%, over the ten runs. For the experiments with 2000 file fragments per file type, we achieved an average prediction accuracy of 48.3% (as reported by libsvm) with a standard deviation of 3.11%, over the ten runs. Using the macro-averaged F 1 metric, we averaged 47.6% with a standard deviation of 2.00%, over the ten runs. For the experiments with 4000 file fragments per file type, we achieved an average prediction accuracy of 49.1% (as reported by libsvm) with a standard deviation of 3.15%, over the ten runs. Using the macro-averaged F 1 metric, we averaged 48.0% with a standard deviation of 2.02%, over the ten runs. The prediction accuracy increased as the number of file fragments per file type increased, albeit not proportionally.
The prediction accuracy of our classifier is significantly better than random chance ð1=24z4:17%Þ. Our classifier has also outperformed the most directly comparable classifiers in previous work. In particular, recall that Axelsson (2010) achieved an average prediction accuracy of 34% on 28 file types, and Veenman (2007) achieved an average prediction accuracy of 45%, but only on 11 file types. Our classifier achieved an average prediction accuracy of 49.1% on 24 file types. Gopal et al. (2011) achieved a prediction accuracy of about 33% using the macro-averaged F 1 metric. Using the same metric, our average prediction accuracy was 48.0%.
Our classifier performed best on low entropy file fragments (e.g. plain-text files, uncompressed images, etc.), and worst on high entropy file fragments (e.g. compressed files, binary executables, etc.) (see Figs. 2 and 3) . This reflects the findings in previous work (i.e. high entropy file fragments are harder to classify). In future work, the improvement of classification performance on high entropy file fragments should be investigated, such as through the use of the various machine learning boosting techniques.
The goal of this project was to investigate whether techniques from natural language processing could be applied successfully to file fragment classification. We found that this is indeed the case. However, it is not clear how much each of the features we considered contributed to the results we achieved, and this should be investigated in future work. In preliminary work to this end, we found that the bigram counts provided the most significant contribution. The unigram counts, contiguity, and Hamming weight were also important, albeit not to the extent of the bigram counts. Due to the early nature of this work, we do not present the results here.
Conclusion and future work
File fragment classification is an important problem in digital forensics. For this paper, we explored the application of supervised machine learning techniques from natural language processing to this problem. We generated a large data set of file fragments for 24 different file types, which we derived from the freely available govdocs1 corpus by Garfinkel et al. (2009) . We represented each file fragment with a feature vector consisting of the unigram and bigram counts of bytes in the fragment, along with several other statistical measurements (such as entropy). Our file fragment classification approach consisted of using a support vector machine along with these feature vectors. We ran several experiments, and found this to be an effective approach, which outperformed comparable ones in the literature.
The results we got are promising, and several directions for future work on this project are apparent. For one, by scaling the feature vectors and finding optimal parameter values for the support vector machine, both the classification accuracy and the training efficiency can be increased. Furthermore, it would be interesting to evaluate the effects the various features in our feature vectors have on the results. In particular, it is not clear whether all of the features we used were necessary to achieve the results we did. This can be done by running experiments where the feature vectors consist of only subsets of all the features we considered, and comparing the results.
It has been shown in previous work that classifying high entropy file fragments is challenging (Conti et al., 2010; Li et al., 2010) , which is affirmed by our work. One possible future direction in this regard is to consider the various machine learning boosting techniques, such as AdaBoost (Freund and Schapire, 1997) , which are useful for this kind of classification problem.
Finally, with the goal of an effective, general file fragment classifier in mind, it seems that a better approach might be to first use a coarsely grained but accurate classifier like the one by Conti et al. (2010) to classify a file fragment according to broad categories (e.g., Random/ Compressed/Encrypted, Machine Code, Text, and Bitmap). After placing the file fragment within a category, a specialized classifier would then further classify it according to the file types within that category.
