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Abstract 
When identifying suitable niches for specific crops, or identifying the probability of a phenomenon 
occurring at a specified location, the focus is often on quantifying spatial extent. Whilst this is a 
fundamental aspect of modelling, it is also important to understand why these locations are selected. 
 
This is specially so for agricultural products for which quality matters, i.e. most higher valued, income 
generating production alternatives. Furthermore, combinations of spatial and quality modelling will become 
increasingly important to support denomination of origins for successful product differentiation and 
product marketing. 
 
Another key issue is deciding how much confidence can be had in model results. This is particularly 
important when data may be sparse or spatially biased, as is often the case with agricultural trial data. 
 
Spatial decision support can facilitate the decision process by making available relevant data and 
knowledge. A Spatial Decision Support System has been developed called CaNaSTA (Crop Niche 
Selection in Tropical Agriculture). The engine of the tool is Bayesian probability modelling. CaNaSTA 
combines data from trial sites with expert knowledge and environmental data to provide maps, tables and 
graphs showing where selected species can be expected to thrive, or where a given phenomenon is expected 
to be present. 
 
CaNaSTA was initially developed as a tool to suggest niche forage species to smallholder farmers in the 
tropics. Recently, it has also been applied to coffee quality analysis, cowpea performance in tropical 
hillsides and carbon concentration in soils. The tool is proving useful for analysis of highly specialised 
crops, where little trial data may be available and variables influencing crop response are often crop-
specific. Further research and development aims to provide further analysis options for specialised crop 
response research, as well as the application of CaNaSTA to other diverse spatial research problems. 
1 Introduction 
Research in tropical agriculture faces the challenge of developing crops, technologies and methodologies 
applicable not only to the unique biophysical environments of the tropics but also to socio-economic 
niches. Many farmers in tropical countries are smallholder farmers struggling to maintain and improve their 
livelihoods whilst remaining or becoming self-sufficient. At the same time environmental pressures dictate 
that technologies are needed which allow farmers to meet these needs in environmentally sustainable ways, 
through intensification and other appropriate technologies. 
 
A key objective in agricultural research is the application of models for predicting crop performance over 
large areas. Often little empirical data is available on relatively unknown crops. Trials databases may be 
biased in a number of ways and are often sparse, making it difficult to extrapolate information of species’ 
response to other locations. The general problem is to identify where these crops would succeed given what 
trials, experimental data and / or expert knowledge exist. 
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Lack of information and associated risks form a major constraint to development, so tools that capture data 
and expert knowledge are extremely valuable. 
2 Spatial Models for Predicting Crop Performance 
Models to predict the response of agricultural crops have long been employed in agricultural research. 
Agricultural Decision Support Systems (DSS) have been in existence since at least the mid 1970s. There 
are hundreds of DSS available, covering production decisions relating to crops such as cotton, wheat and 
pasture (MCCOWN et al., 2002). Increasingly, agricultural DSS are being implemented spatially, and a 
number of spatial models also exist which can applied to crop performance modelling (O’BRIEN, 2004). 
Here, we will concentrate on agro-ecological zones and environmental envelopes, and also consider the 
role of uncertainty in the modelling process.  
2.1 Agro-Ecological Zones 
Agro-ecological zones (AEZ) are environmentally homogenous domains usually derived from climate and 
soil data (FAO, 1978-1981; HIJMANS et al., 2003). The AEZ methodology overlays layers of spatial 
information to produce zones based on variables such as topography, geology, climate and population. 
Models are then applied to the resulting zones to analyse land use. The AEZ approach appears to be most 
suited to well-understood mechanistic models such as such as crop yield simulation and land suitability. 
 
While this approach is useful for well-studied and broadly adapted crops, it is not immediately applicable to 
crops where very little is known. 
2.2 Environmental Envelopes 
Species distribution models are generally applied to the natural occurrence of species from an ecology 
perspective (e.g., GUISAN and ZIMMERMAN, 2000). However, the decision of what to plant where (niche 
modelling) is clearly related. One common algorithm for modelling species distribution is environmental 
envelopes (e.g., BIOCLIM [BUSBY, 1991], DOMAIN [CARPENTER et al., 1993] and Biomapper [HIRZEL et 
al., 2001]). Environmental envelopes define an envelope in multi-dimensional attribute space within which 
a species is expected to be found, given known occurrences of the species. 
 
With environmental envelopes, as with many other species distribution models, the response variable tends 
to be presence / absence, with responses classified as ‘present’ if they fall within a given percentile for all 
variables.  An additional class of ‘marginal’ is often added for responses that fall within that percentile for 
some factors but outside for others, and values within this class may be assigned ranging from 0 (outside 
percentile for all factors) to 1 (inside percentile for all factors). 
 
In order to specify an environmental envelope, presence points (and absence points, if available) are 
required. When modelling crop performance, response is less likely to be binary (i.e., presence / absence) 
and more likely to be ordinal or continuous (e.g., quality, yield or adaptation). 
2.3 Uncertainty 
Uncertainty arises from ignorance or variability in the decision-making process (FERSON and GINZBURG, 
1996), where ignorance describes uncertainty caused by factors that are not considered in a decision, and 
variability describes the uncertainty that is caused by factors of undefined degree that are known to exist. 
ROWE (1994) further classifies uncertainty and variability into four main classes, namely, metrical, 
temporal, structural and translational. 
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The classifications of Rowe, and Ferson and Ginzburg, provide a useful framework for describing and 
visualising uncertainty, and examining its impacts in decision-making. When modelling crop response 
based on trials, it is likely that metrical (spatial and aspatial) uncertainty, temporal uncertainty and 
ignorance (lack of data) will be present to a large degree. These uncertainties are difficult reduce without 
increased investment in data collection. Therefore, it is reasonable to focus on reducing uncertainty from 
other sources. Complexity affects both structural and translational uncertainty. Reducing complexity of the 
model structure reduces associated uncertainty, and because the structure of the model is then also easier to 
communicate, translational uncertainty is reduced.  
3 Tools and Methods 
The approach used in this research aims to produce a model incorporating both trial data and expert 
knowledge as inputs, reducing uncertainty where possible and otherwise describing and quantifying it. A 
Bayesian probability modelling approach is applied to produce maps of responses and associated 
certainties. This approach has similarities with both agro-ecological zones and environmental envelopes, 
but differs in that inputs can come from both trial data and expert knowledge, and the model can be 
specified on a range of responses, rather than presence / absence. In addition, the model can be run 
dynamically for specific niche crops, and uncertainties are made explicit.  
3.1 Bayesian Probability Modelling 
The engine used to develop CaNaSTA is Bayesian probability modelling. Bayesian methods provide a 
“formalism for reasoning under conditions of uncertainty, with degrees of belief coded as numerical 
parameters, which are then combined according to rules of probability theory” (PEARL, 1990). A simple 
Bayesian model defines prior and conditional probability distributions and combines these to calculate 
posterior probabilities for each possible outcome. The probability distributions may be derived from data, 
set by experts or defined from a combination of data and expert opinion. 
 
A ‘prior probability’ is an initial estimate that may be modified once more information becomes available. 
If Y is a response variable, then the prior probability of Y is denoted P(Y). ‘Joint probability’ refers to the 
probability of two events occurring together, such as a species thriving in a location with certain 
biophysical conditions. This is denoted by P(X, Y), where X is a predictor variable (e.g., “rainfall is low”) 
and Y is a response variable (e.g.,”species thrives”). ‘Conditional probability’ is the probability of a 
response variable being in a given state, given that a predictor variable is a particular state, and is denoted 
P(Y | X). 
 
Conditional probability can be calculated from prior and joint probability: 
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where Xk is the kth predictor variable (k = 1 .. n). 
Bayesian modelling does not seek to predict exact outcomes, but rather the probabilities of various 
outcomes, given the effects of the input factors on each outcome. Therefore, if two variables strongly 
support a given outcome, then the combined effect of these two variables will produce a high probability 
for that outcome. Conversely, if one variable strongly supports an outcome but another variable does not, 
then the probability of that outcome occurring will be lessened. 
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The main assumption in the above approach is that of conditional independence (CI). If two variables are 
conditionally independent, then knowing the state of one variable has no bearing on the probability 
distribution of another variable once the state of the response variable is known. The requirement of CI is 
often not met when dealing with environmental data (ASPINALL, 1992). 
 
The probability of datasets being conditionally dependent can be lessened by using fewer datasets. 
Moreover, functional independence may be more critical than conditional independence (CORNER et al., 
2002). Even if two datasets are statistically dependent (for example, because they are derived from a 
common source), if they have different meanings in the model then it may still be valid to include them 
both.  
3.2 CaNaSTA Implementation 
The CaNaSTA algorithm (O’BRIEN, 2004) creates conditional probability tables of all predictor variable 
categories against response variable categories. Probability distributions are calculated for a response 
variable under specific sets of environmental conditions. A response variable will typically be growth or 
product characteristics of a species, such as quality, yield or adaptation. However, CaNaSTA can also be 
applied to other modelling problems, such as presence of soil characteristics or other spatial phenomena. 
The primary model output is a discrete probability distribution at each location and CaNaSTA is 
particularly suited to ordinal response variable categories. Predictor variables can be any variables for 
which data is available for the trial sites, and which is considered to be relevant to the model. The main 
assumption of Bayesian probability modelling is that of conditional independence, i.e. predictor variables 
should independent when conditioned on the response variable. CaNaSTA includes descriptive statistics to 
assess the likelihood of conditional independence being violated for the predictors selected. 
 
The CaNaSTA algorithm creates conditional probability tables of all predictor variable categories against 
response variable categories. If there are a large number of occurrences in the trial data with a particular 
combination of predictors and responses, then certainty associated with the probability distribution is 
deemed to be high. Where few or no trials exist, the associated certainty will be low. Where conditional 
probabilities cannot be determined from trial data, expert knowledge can be used to estimate conditional 
probabilities, thereby increasing the certainty associated with a particular conditional probability value. 
 
Defining the model in terms of probabilities gives some measure of certainty. However, it would also be 
useful to know something about the certainty of the probability distribution itself. In the case where 
probability distributions are derived from frequency counts in a trials database, then a certainty related to 
the probability distribution can be derived directly from the number of trials. When probability distributions 
are elicited using expert knowledge, these measures can also be applied, depending on how much certainty 
the expert associates with their judgement. 
 
From Equations 1 and 2, in order to specify posterior probability distributions P(Y | X1, X2, …, Xl) joint 
probability distributions P(Y , Xk) (k = 1 to l) and prior probability distributions P(Y) and P(X) are required. 
These values can all be calculated directly from a trials database. 
 
The first step is to select predictor and response variables. In the model specification stage, predictor and 
response variables need to be selected from databases or knowledge bases. In the implementation stage, 
predictor variables are drawn from spatial data, allowing the response variables to be spatially interpolated. 
Predictor variables may be biophysical or socio-economic in nature, as long as a relationship is expected 
with the selected response variable. The response variable depends on information available in the trials 
database, such as adaptation, yield or quality. 
 
The certainty associated with the posterior probability distribution is derived from the individual certainty 
values for the conditional probability distributions. In this manner maps can be created showing suitability 
values based on probability distributions (Figure 1a) and certainty values (Figure 1b) for a particular 
response over an area of interest.  Suitability values are calculated as weighted averages of the probability 
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distributions at each location, so that a summary of the probability distribution can be shown in a single 
map. Areas showing low certainty values can be interpreted as environments where very little data exists. 
 
  
 
Figure 1. Suitability (a) and certainty (b) maps 
 
CaNaSTA also displays the information in graphs and tables, which can be manipulated by an expert user 
to update probability distributions with expert knowledge (Figure 2). 
 
 
Figure 2. Probability distributions in rainfall classes for the forage species S. guianensis 
 
In addition, sensitivity values are calculated. This estimates the amount of change in the response when the 
predictors vary. For example a species with very specific niche requirements is likely to be sensitive to 
variations in the predictor variables, whereas a widely adapted species is likely to show low sensitivity. 
 
There are various methods available to determine the sensitivity of the model to changes in states of the 
predictor variables. ‘What-if’ analysis analyses the change in outcomes if the state of one variable is 
changed (DITTMER and JENSEN, 1997). Sensitivity analysis also indicates which variables are important in a 
particular case. 
 
Once locations have been identified where a particular response is likely, further analysis can be carried out 
to determine which predictor variables are important. These driving factors can either positive or negative, 
and can help with the analysis of specific conditions required for niche species or highly localised 
phenomena. Species can also be compared for suitability at specific locations. 
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4 Discussion and Conclusions 
CaNaSTA was initially developed as a tool to suggest niche forage species to smallholder farmers in the 
tropics (O’BRIEN et al., 2005). Recently, it has also been applied to coffee quality analysis (LÄDERACH et 
al., 2006), cowpea performance in tropical hillsides and carbon concentration in soils. The tool is proving 
useful for analysis of highly specialised crops, where little trial data may be available and variables 
influencing crop response are often crop-specific (ATZMANSTORFER et al., 2006).  
 
Initial validation (O’BRIEN, unpublished data) indicates that CaNaSTA can provide useful results with very 
few trial data points (< 10), provided the trial data supply information for all response categories. 
Interpretation is enhanced by the provision of certainty maps. In addition, driving factor analysis allows 
exploration of spatially variable driving factors for niche crops. CaNaSTA is particularly valuable for 
examining potential spatial response, and the reasons thereof, of specialised niche crops. 
 
Further research and development aims to provide further analysis options for specialised crop response 
research, as well as the application of CaNaSTA to other diverse spatial research problems. 
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