A reset sequence (RS) for a deterministic finite automaton A is an input sequence that brings A to a particular state regardless of the initial state of A . Incomplete finite automata (FA) are strong in modeling reactive systems, but despite their importance, there are no works published for deriving RSs from FA. This paper proposes a massively parallel algorithm to derive short RSs from FA. Experimental results reveal that the proposed parallel algorithm can construct RSs from FA with 16,000,000 states. When multiple GPUs are added to the system the approach can handle larger FA.
Introduction
Finite automata (FA) have many practical applications. They have been used in various fields, including automata theory, robotics, biocomputing, set theory, propositional calculus, model-based testing, and many more [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
For example, in model-based testing, checking the experiment construction requires a reset sequence to bring the implementation to the specific state in which the designed test sequence is to be applied (e.g., see [13] [14] [15] ). In [5] , the authors studied a practical problem related to automated part orienting on an assembly line.
In this work the authors showed that after some assumptions the part orienting problem is reducible to the problem of constructing reset sequences for deterministic finite automata. Another interesting example arises in biocomputing. In [16, 17] , the researchers showed that in a controlled environment they ran 3 * 10 12 automata per microliter, performing 6.6 × 10 10 transitions per second, and in order to run these automata, we need to construct reset words from synthetic nucleotides. Moreover, in [18] , the authors proposed a molecular automaton that plays Tic-Tac-Toe against a human opponent. Such an automaton, after the game ends, requires a reset word to bring the automaton to the "new game" state. use automaton (or automata), finite automaton (or finite automata), or FA to denote an incomplete automaton (or incomplete automata). We assume that only one input can be applied to the automaton at a time. Upon receiving the input, the automaton changes its states according to its transition function. Application of inputs one after another forms a sequence of inputs w = x 1 x 2 , x 3 ... and is called an input sequence. The transition function can be extended to input sequences in the usual way: for all q ∈ Q, input sequence w ∈ Σ ⋆ , and input symbol x ∈ Σ,δ(q, ε) = q ,δ(q, wx) = δ(δ(q, w), x) where ε denotes the empty input sequence. Throughout this paper instead ofδ we use δ . Moreover, for a setQ ⊆ Q , we use δ(Q, w) to denote the set ∪ q∈Q {δ(q, w)} . For a FA, a word w ∈ Σ ⋆ is said to be defined at a state q ∈ Q if ∀w ′ , w ′′ ∈ Σ ⋆ , ∀x ∈ Σ such that w = w ′ xw ′′ , δ(δ(w ′ ), x) is defined. We use symbol e to denote the state reached from a given state q with application of an undefined input at q , i.e. δ(q, x) = e iff x is not defined on state q . We use Σ ℓ to denote the set of input sequences of length ℓ and we use n to denote the number of states of the automaton. An automaton A = (Q, Σ, δ) is synchronizable if there exists an input sequence w ∈ Σ ⋆ such that |δ(Q, w)| = 1 and w is defined for Q. An automaton has a reset functionality if it can be reset to a single state by reading a special sequence w . In this case w is called a reset sequence (RS). On the other hand, an input sequence w is called a collapsing sequence for a set of statesQ if and only if |δ(Q, w)| < |Q| [19] .
Problem statement
Although reset sequences are important in many areas, the scalability of methods for constructing such sequences has not been addressed thoroughly. By scalability we refer to the maximum size of FA that can be processed in an acceptable amount of time. Thus, a more scalable algorithm can process larger FA. Besides, although FA can model a wide range of systems, previous approaches (except the methods given in [20] [21] [22] ) for deriving RSs have been developed for deriving short reset sequences from complete FA [23] [24] [25] [26] [27] [28] and surprisingly, to our knowledge, there are no proposed works for effectively constructing short RSs from FA.
One reason for this is clearly the difficulty of managing high memory/time demand when constructing RSs from FA. The only method for deriving RSs from such FA is the "successor tree" method [20] [21] [22] . In this method, a tree data structure called a successor tree for an FA is constructed by following a breadth-first search process until (1) the RS is computed or (2) the upper-bound is reached. However, as the size of a successor tree grows exponentially, an approach that constructs a successor tree would not process very large FA and hence leads to poor scalability. Therefore, considering the importance of RSs, we believe that the scalability problem is very important and hence needs to be addressed.
On the other hand, we have been witnessing that researchers have been taking advantage of generalpurpose graphics processing units (GPGPU) technology in various problems including shortest path, breadthfirst search, sorting, and many more [29] [30] [31] [32] [33] [34] . Moreover, recently researchers proposed a parallel algorithm to accelerate the execution of a FA [35, 36] . Recently massively parallel algorithms have also been presented for deriving state identification sequences from finite state machines [37, 38] . Karahoda et al. recently represented a fast version of an existing greedy RS generation algorithm ( [4] ) for deterministic complete automata [39] .
However, despite these significant advances, surprisingly, algorithms for deriving short RSs from complete and partial FA have not changed in 30 years and in this paper we aim to address this gap.
Contributions
In this paper, we introduce a revolutionary strategy to derive RSs. Existing approaches to generate RSs from FA use successor trees [23] [24] [25] [26] [27] [28] . However, due to the high memory demand of such trees, we abolish this strategy and introduce a vector-based approach by introducing a new and an efficient data structure that (1) is suitable for the memory architecture of GPUs and (2) demands less memory and effectively encapsulates data that are required to derive RSs. In other words, we propose a parallelizable data structure that demands less memory for generating RSs from FA. Based on the proposed formalism, we propose a massively parallel algorithm that can derive RSs from FA with many states. We present in Section 4 how the proposed algorithm can be implemented by using the CUDA tool-kit for CUDA-enabled GPUs. We present the results of experiments conducted to measure the scalability of the proposed algorithm. Experimental results show that the proposed algorithm can derive reset sequences from the FA with 16 million states in about 6 minutes.
Organization of the paper
This paper is organized as follows: in Section 2, we introduce data structures that are suitable for modern GPGPU hardware, and after that, we present a massively parallel algorithm for deriving reset sequences from deterministic incomplete finite automata. In Section 3, we present the experimental results. Experimental results suggest that the proposed algorithm is more scalable and effective in deriving reset sequences compared to the existing search-tree-based approaches. In Section 4, we draw conclusions and suggest some future work. We also provide implementation-related details in Section 4.
Parallel RS generation algorithm (PRSGA)

Algorithm design
The proposed algorithm relies on the thin thread strategy, in which threads are exposed to a very limited amount of data. Therefore, the number of threads that can be launched by a kernel is usually high [40] .
The existing RS generation algorithms for partial FA aim to construct a successor tree for the given FA to derive RSs. Edges expanded from a common node of a successor tree have different input labels. Nodes are associated with the current states reached from the initial states through application of the input sequence formed by concatenating the edge labels on the path from the root to that node. Although successor trees are good in providing required information, they are very expensive to be kept in CPU memory (see Figure 1 ).
To address this bottleneck, we need a data structure that demands less memory space and is parallelizable. In order to achieve this, we need to highlight important aspects of a successor tree. First note that a path from the root to a leaf of a successor tree labels a unique input sequence w . Moreover, we say that w is a RS if the current states within the leaf are all the same. Therefore, if we somehow associate input sequences with current states, we can check whether w is a RS for the FA under consideration.
Unlike any other RS sequence derivation methods, the proposed parallel RS generation algorithm uses a states-vector to construct RSs. This, we believe, allows us to exploit the massive parallelism provided by modern GPUs. We now define states-vectors and present some of their properties. Definition 1 For a given automaton A = (Q, Σ, δ), a states-vector V is a vector for statesQ ⊆ Q, associated with an input sequence w ∈ Σ ⋆ having |Q| = m elements such that each element v is associated with an initial state v i = q ∈ Q and a current state v c = q ′ ∈ Q such that δ(q, w) = q ′ . We use the notation V [i] to denote the i th element of the states-vector and we use U (V ) to denote the number of distinct current states associated to V .
The elements of a states-vector "advance" with input symbol x . Let v be an element of a states-vector Figure 1 . An example of a successor tree (edge labels are not given to reduce visual complexity). Figure 2 . An example of a vector approach. Note that w4 is a RS as after application of w4 to Q we reach state sa only.
associated with an initial state v i and a current state v c . If x is an input symbol then adv(v,
Note that when the elements of a states-vector advance with an input sequence w , one among four possible cases should occur. Let V be a states-vector for a set of statesQ, and then:
For at least one element v c of V , we have that v c = e such that e ̸ ∈ S .
For any pair of elements
Note that the first two possibilities state that w is a collapsing/reducing sequence forQ. Moreover, ifQ = Q and after advancing V with w , the first possibility occurs, and then w corresponds to a reset sequence for A .
The following shows how states-vectors are related to collapsing sequences.
Lemma 1
Let V be a states-vector for a set of statesQ associated with input sequence w ∈ Σ . If the elements of vector V are advanced with w and for at least two elements v, v ′ ∈ V , we have v c = v ′ c , and for each element v of V we have that v c ̸ = e , then w is a collapsing sequence forQ .
Although states-vectors provide some level of parallelism, we can further exploit the massive parallelism provided by a GPU through a group of states-vectors called a cluster.
Definition 2 A cluster C k for a set of statesQ is a vector having k states-vectors forQ. Intuitively, C k [i]
returns the ith states-vector and C k [i][j] returns the j th element of the i th states-vector.
Here, k is the cardinal of the cluster.
We are now ready to provide the intuition behind the proposed algorithm. The algorithm keeps a statesvector (V min ) and an input sequence (w min ) that will be used to keep the best choices made throughout the execution.
The algorithm iteratively forms a reset sequence R . At each iteration, for a given set of states V min , the algorithm forms a cluster ( C k ) and then generates k different input sequences (
where k, κ are positive integers supplied to the algorithm. This is then followed by advancing the elements of cluster C k . Upon completion, the algorithm checks whether the current states of at least one states-vector ( V i ) of cluster C k are the same. If so, then the algorithm concatenates w i to R and declares that a RS is found and returns R . Otherwise, the algorithm searches for a minimum states-vector
If there exists one minimum states-vector V j , it sets V min as V j and w min as w j and repeats these steps until either it finds a sequence that resets all the current states or all input sequences from Σ κ are applied.
When all input sequences from set Σ κ are applied to the elements of C k , then depending on the outcome, the algorithm follows one of the following options: (1) if neither a minimum states-vector nor a sequence that resets all the current states is found, then the algorithm increments κ by one and checks if κ is less then an integer (current length value) ℓ , where ℓ is supplied to the algorithm. If κ < ℓ the algorithm resets (i.e.
generates k copies V min and forms C k ) C k then it repeats the process mentioned above. Otherwise it returns the message " A does not have a reset sequence".
(2) If all input sequences from set Σ κ are applied and a minimum states-vector is found, i.e. V min is updated, then the algorithm concatenates R with w min and resets C k and then repeats the process mentioned above.
Since all input sequences from set Σ ℓ may be applied, the proposed algorithm requires exponentially many steps to find a RS or declare that the underlying automaton has no RS. However, as checking the existence of a RS from the FA is a PSPACE-complete problem, we cannot escape this consequence.
High-level algorithm overview
The outline of the algorithm is given in Algorithm . The algorithm receives an automaton A and positive integers ℓ, k ∈ Z >0 . The algorithm has three nested loops: OuterLoop, MiddleLoop and InnerLoop.
OuterLoop will iterate until all input sequences from set Σ ℓ have been applied or a RS is constructed. In OuterLoop, the algorithm first checks whether all input sequences have been applied or not. If not, then it increments the current length value ( κ) by one and enters MiddleLoop. Otherwise, it declares that " A does not have a reset sequence" and terminates (Lines 2-7).
MiddleLoop iterates at most f loor(|Σ| κ /k) + 1 times. In the MiddleLoop the algorithm carries out the following steps:
1. It resets 1 C k (in parallel) (Line 9). Note that for a given k , the algorithm may not always retrieve k input sequences (Line 10) as k may not be a factor of |Σ| κ . This happens when |Σ| κ mod k ̸ = 0 . In such a case, after f loor(|Σ| κ /k) iterations (at the f loor(|Σ| κ /k) + 1 th iteration), the algorithm returns |Σ| κ mod k input sequences and continues to execute.
Algorithm: Parallel RS construction algorithm. Highlighted states are executed in parallel.
Input: An automaton A = (Q, Σ, δ) and positive integers ℓ, k Output: A reset seqeunce for A begin We now show the execution of the PRSGA using an example. Consider the FA A 1 given in Figure 3 Let us suppose that A 1 , ℓ = 10 , and k = 50 are provided to the PRSGA. Then the algorithm will first set and increment κ and hence we have κ = 1 . Since k > 3 , the algorithm first constructs Σ 1 = 3 states-vectors. This is then followed by advancing the states-vectors with these inputs (top image of Figure 3(b) ). Note that the algorithm fails to find a RS, but it finds that input sequence x 1 results in a minimum states-vector. Thus, the algorithm updates V min with s 1 , s 2 , and s 3 , and then the algorithm moves to the second iteration.
In the second iteration, the algorithm again constructs Σ 1 = 3 states-vectors by using the V min vector and then it evolves the states-vectors with these inputs. Again the algorithm fails to find a RS, but it finds that collapsing sequence x 1 results in a minimum states-vector (consisting of s 1 , s 3 ). Thus, the algorithm updates V min with s 1 and s 3 , and then the algorithm moves to the next iterations.
The algorithm will keep applying this procedure until it finds a collapsing sequence that resets states s 1 and s 3 . Note that when κ = 5 , the PRSGA finds an input sequence x 1 x 3 x 3 x 1 x 1 that merges states s 1 and s 3 . 
Clearly, for sufficiently large ℓ values, the PRSGA algorithm returns a RS if the underlying automaton
A possesses one such reset sequence. However, as mentioned above, the algorithm may require an exponential amount of time and space for constructing such a sequence.
Experiments
In this section we first discuss what tools were used to construct FA and present the test data. Afterwards we present results of experiments conducted on FA and finally we present some discussions. We implemented the parallel reset generation algorithm (PRSGA) using CUDA. We present the implementation details in Section 4. We implemented the brute-force algorithm (BF(CPU)) described in [22] 2 using C++. The experiments explored two aspects that are of practical importance: the time required to construct RSs and the length of these RSs. Naturally, the lower the length and the time of derivation, the better the approach.
FA generation
We used the automata generation method and the tool used in [41] to generate test cases: in this approach for a given n and Σ , we first randomly pick a completeness ratio R from an interval that we call the completeness interval, I = [low, high]. Afterwards, we set transitions of FA A : for each state q and for each input x ∈ Σ we randomly set a state q ′ . Then we randomly drop R * n * |Σ|/100 number of transitions from A . This is then followed by testing if the produced automaton had a computable 3 RS. If not, we discard this automaton; otherwise, we keep the produced automaton. Following this method, we constructed three sets of automata:
• The aim of test set SET 1 was to understand the performance of the algorithm under varying state sizes.
We randomly generated automata with n states where n ∈ {2 6 , 2 8 , . . . 2 24 } with ternary input and with I = 15% − 25%. In SET 1 for each n we generated 100 FA.
• In SET 2 our aim was to see the effect of the number of inputs on the performance of the algorithm.
Therefore, we randomly generated FA with n = 2 8 and |Σ| ∈ {2 4 , 2 6 , 2 8 , 2 10 } and with I = 15% -25% .
In SET 2 for each different |Σ| value we constructed 100 FA.
• The aim of test set SET 3 was to understand the effect of the completeness interval. Hence, we randomly generated automata with 2 8 states with ternary input where I ∈ { [5, 10] , [15, 20] , [25, 30] , [35, 40] 
Effect of number of states
For each automaton in SET 1 we constructed RSs by using the PRSGA and BF(CPU). The results for the experiments performed on SET 1 are given in Figure 5(a) . The results verify our intuition: the GPU-accelerated algorithm (PRSGA) is 9 times faster than the BF(CPU) construction algorithm (when k = 60 and n ≤ 256).
Note that the proposed algorithm construct RSs for FA with 16 million states in less than 228 seconds (in about 4 minutes) when k = 60 on average. As the proposed algorithm exploits the parallelism provided by the GPU through processing k states-vectors, the number k affects the performance of the proposed algorithm.
From Figure 5 (a) we see that as the k value drops the time required to construct RSs increases. Moreover, we observe that BF(CPU) fails to construct RS for FA with n > 256 states within 1245.1 seconds, indicating that the proposed algorithm increases the scalability of constructing RSs of partial FA by 65536 .
Note that the length of the RSs returned by the PRSGA algorithm does not depend on the parameter k and so we present the results obtained when k = 60 . We see in Figure 5 (b) that the average length of RS is not larger than 20 and increases with the number of states. Figure 5 . Experimental results on test set SET1 .
Effect of number of inputs
The results of the experiments conducted on SET 2 are given in Figure 6 (a). Results are interesting; we observed that BF(CPU) could only return 2 RSs for FA with 16 inputs. We noted that lengths were both 3 ; moreover, BF(CPU) could return 1 RS for FA with 64 inputs where the length of the RS was 3 . For all other cases BF(CPU) failed to return RSs due to insufficient memory or long computation time. However, the PRSGA algorithm could compute RSs for all of the FA. We observed that as the number of inputs increases, the time required to construct RSs increases as well regardless of the parameter k . Clearly this is as expected since the number of input sequences to be processed should increase with the number of inputs. On the other hand, we also observe from Figure 6 (b) that the length of the RSs reduces as the number of inputs increases.
Effect of completeness interval (I)
The completeness interval (I) determines what percentage of the state/input pairs are unspecified. One would therefore expect the value of the completeness interval to affect the performance of the proposed algorithm.
The results of experiments indicate that the time required to construct RSs increases exponentially when using the higher set of values for I (Figure 7(a) ). Moreover, we observe that the transition saturation ratio affects the length of RSs; as we increase the completeness interval, the length of RSs increases exponentially.
Threats to validity
This section briefly reviews the threats to validity and how these were reduced. We consider two types of threats: those to internal validity and external validity. Threats to internal validity concern factors that might introduce bias. The main source of such threats is the tools used to run the experiments. The FA generation tool has been used in a number of projects and was tested. The implementations of these algorithms were carefully checked and also tested with a range of FA. To further reduce this threat, we also used an existing tool that checks if a given input sequence is a RS for the underlying FA. This tool was used to check all of the RSs generated by the PRSGA and BF(CPU).
Threats to external validity concern our ability to generalize from the experiments. There is always such a threat to validity since we do not know the space of relevant FA and certainly have no good way of sampling from this. We reduced this threat by using randomly generated FA. We also varied the number of inputs and states and the completeness interval.
Discussion
Recall that in Section 1, we observed that the PRSGA is an exponential algorithm; this cannot be avoided since determining the existence of a RS is a PSPACE-hard problem. As the lengths of the RS sequences generated from the FA given in SET 1 , SET 2 , and SET 3 are not longer than the logarithm of the number of states, it appears that we have not found such long executions.
Another important point related to the PRSGA is the need to select the k -cluster parameter k . The experiments revealed that when we select a value for k that is too large, the algorithm gets faster as the size of input sequences to be processed increases. However, on the other hand, if we select a value of k that is too small then there is a risk of decreasing the GPU occupancy and increasing the memory traffic between the CPU memory and the GPU memory. Furthermore if we select a value of k that is too large, then there is a risk of calling too many threads that reduce the GPU performance due to the high interleaved transactions. Therefore, before the PRSGA, the parameter k should be selected carefully.
Experiment results presented in this paper suggest that the algorithm is capable of deriving RSs from FA and complete FA with 16 million states in less than 6 minutes. These results are very important for two reasons. First of all, there has been no work that can process such large FA. Second, with this method researchers can investigate properties of RSs on larger FA, which may lead to interesting research directions.
Conclusion
In this paper we addressed the scalability issue encountered while constructing RSs from incomplete FA through massively parallel GPGPUs. We first provided a high-level overview of the algorithm. We then explained the results of an experimental study done to measure the performance of the algorithm by using randomly generated FA. The results showed that the proposed algorithm can effectively derive RSs from large partial FA. We provide low-level descriptions for the algorithm in the Appendix.
There are several lines of future work. First, it would be interesting to study massively parallel heuristic algorithms for deriving RSs from FA. Second, despite the high energy requirement, it would be interesting to investigate multicore approaches for constructing RSs. Finally, it would also be interesting to extend this work to nondeterministic partial-complete FA.
Appendices
Low-level algorithm details.
In developing the PRSGA we used several data structures to perform efficient memory transactions and efficient thread utilization.
• The A vector holds the transitions of the underlying FA: given state q i and an input symbol x , A returns either a state q j such that δ(q i , x) = q j or ERROR , indicating that the input is not defined. We also add |Σ| elements to A for the ERROR state, such that for all x ∈ Σ, δ(ERROR, x) = ERROR . Hence, the size of A is (n + 1)|Σ|.
• The CurrentStates vector corresponds to the elements of k -cluster C k , i.e. it holds the relationship between initial and current states.
Hence, the size of CurrentStates is at most kn .
• The InputSequence vector corresponds to the input sequences associated with the states-vectors of kcluster C k . That is, the InputSequence vector holds the input sequences that are going to be applied to the elements of states-vectors of k -cluster C k . Since there are k input sequences, and the current length value of input sequences ( ℓ) varies between 1 and κ, the size of InputSequence is at most kκ .
The PRSGA algorithm uses three kernels: Reset (called on line 9 of Algorithm), Apply (called on line 11 of Algorithm), and T est (called on line 13 of Algorithm).
The Reset kernel is used to reset the CurrentStates vector. In order to do this the Reset kernel receives the CurrentStates vector, V min vector, and the size of the V min vector and the value of k . The Reset kernel is called with kη threads. During the execution thread t i (where 0 ≤ i < kη ) copies the i − f loor(i/η)η th value of the V min vector to the i th value of the CurrentStates vector. Note that read/write operations carried out in the Reset kernel are coalesced and do not cause thread divergence.
The Apply kernel is used to evolve elements of the C k vector. In other words, threads that execute the Apply kernel apply input sequences retrieved from the InputSequence vector to the current states retrieved from the CurrentStates vector. Therefore, the Apply kernel receives CurrentStates, InputSequence, number of input sequences k , and current length value κ. The Apply kernel is launched with kη threads. The Apply kernel is an iterative procedure and the number of iterations is equal to κ.
At the j th iteration, thread t i retrieves the value (state id) from CurrentStates[i] and computes inputindex value ( Σ(i, j, η, κ)) and fetches the input symbol from InputSequence [Σ(i, j, η, κ)]. The input-index value is computed as follows:
After the input and the current states have been retrieved, thread t i retrieves the next state value from vector A and writes the next state value to CurrentStates[i] . Thread t i repeats these steps as far as j < κ .
The algorithm evaluates the outcome of the Apply kernel through the T est kernel. The T est kernel is called within InnerLoop, which iterates over input sequences w 1 , w 2 , . . . , w k . At each call, the T est kernel receives CurrentStates, index (indicating the current index of input sequence ( w index )). It also receives an integer vector ( bulk ) of n elements with all elements set to 0.
Note that the CurrentStates vector holds kη elements (in other words, k states-vectors). For input sequence w index , threads that execute the T est kernel should evaluate the index th states-vector, i.e. all the elements in interval [(η)(index − 1) + 1, ((η)(index − 1) + η) − 1) of the CurrentStates vector. To allow this we launch the T est kernel with η threads. During the execution of the T est kernel, thread i first reads the value ( ς ) that resides in the (η)(index − 1) + 1 + i th element of the CurrentStates vector and then performs an (atomic) increment on the ς th element of the bulk vector. If ς = ERROR , then the T est kernel writes (2n) to the first element of the bulk vector.
When the T est kernel returns, we apply a generic parallel-MAX function and receive the maximum value on the bulk vector. Note that the maximum value of the bulk vector corresponds to the maximum number of states that are merged/collapsed by advancing the V min vector with input sequence w index . Hence, if the maximum value returned by the parallel-MAX function equals η then we append w index to R and terminate; otherwise, if the maximum value is larger than U (V min ), then we copy w index to w min and parallel copy the index th states-vector of C k to V min . If the maximum value is equal to or larger than 2n , we deduce that input sequence w index is not defined for V min and therefore the algorithm jumps to input sequence w index+1 and continues.
