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Abstract. The aim of this article is to apply the method to measure or evaluate the sam-
pling quality of black tea in determining its category or class based on the spectrum of 
the sampled data. The number of the spectrum of the variable of data reduced by the 
Principal Components Analysis (PCA) method becomes a new variable that will be clas-
sified later by using K-Means Clustering method. This research use 120 sample of tea 
from Fanning II (F-II), Pekoe Fanning (PFANN), and Broken Orange Pekoe Fannings 
(BOPF) with 90 sample used for training and 30 sample used for validation. The method 
and the analysis used in this research gave effective and efficient performance in meas-
uring/evaluating the quality of the black tea sample to determine its class as it showed 
that the accuracy of K-Means Clustering results is larger than 50%. 
Kata Kunci: Spectrum data, K-Means Clustering, PCA, black tea. 
Abstrak. Tujuan dari makalah ini adalah mengaplikasikan metode untuk mengukur atau 
menilai kualitas sampel teh hitam untuk menentukan kategori atau kelas mereka ber-
dasarkan sampel data spektrum. Jumlah variabel data spektrum dikurangi dengan metode 
Principal Components Analysis (PCA) menjadi variabel baru yang kemudian akan 
dikelompokkan dengan metode K-Means Clustering. Penelitian ini menggunakan 120 
sampel teh dari Fanning II (F-II), Pekoe Fanning (PFANN), dan Broken Orange Pekoe 
Fannings (BOPF) dengan 90 sampel sebagai data pelatihan dan 30 sampel sebagai data 
validasi. Metode dan analisis yang dilakukan dalam penelitian ini cukup efektif dan 
efisien untuk mengukur/menilai kualitas sampel teh hitam untuk menentukan kelasnya 
karena memiliki tingkat keakuratan hasil K-Means Clustering diatas 50%. 
Kata Kunci: Data Spektrum, K-Means Clustering, PCA, Teh Hitam. 
I. PENDAHULUAN 
Indonesia adalah negara yang menempati urutan kedua di ASEAN dan urutan kedelapan di 
dunia sebagai produsen teh. Hal itu membuat Indonesia menjadi eksportir teh urutan kedua di 
ASEAN dan urutan ketujuh di dunia. Volume ekspor teh Indonesia pada tahun 2015 adalah se-
besar 61.915 ton dengan nilai jual mencapai US $126.051 [1]. Penilaian kualitas sampel teh 
perlu dilakukan guna mengetahui teh itu masuk ke dalam kategori jenis atau grade tertentu 
agar kemudian teh itu layak untuk diekspor. Efektivitas dan efisiensi suatu metode penilaian 
kualitas tersebut perlu untuk menjadi perhatian.  
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Penilaian kualitas teh hitam dilakukan oleh suatu badan khusus dan meliputi uji-uji seperti 
uji kimia, fisika, visual (organoleptik), serta mikrobiologi [2]. Kualitas teh hitam ditentukan 
oleh beberapa kriteria seperti ukuran partikel, warna, liquor taste, dan tampilan saat infusion 
[3]. Alur prosedur yang panjang dalam penilaian kualitas suatu teh membutuhkan biaya dan 
waktu yang tidak sedikit. Sementara itu, ada uji penilaian yang bersifat subyektif karena me-
ngandalkan panca indera manusia. Dapat dijumpai pula kesalahan penentuan kategori grade 
teh hitam jika ada banyak sampel teh yang diuji. Pemalsuan teh juga dapat dilakukan oleh 
orang-orang yang tidak bertanggungjawab. 
Pengukuran Near Infrared Spectroscopy (NIR) dalam kombinasi dengan kemometri, telah 
banyak digunakan untuk penilaian kualitas pengobatan dan untuk mendeteksi obat palsu 
selama bertahun-tahun [4]. Metode yang melibatkan Near Infrared Spectroscopy (NIRS) dapat 
menjadi metode alternatif uji penilaian kualitas teh hitam guna memberikan solusi terhadap 
permasalahan atau kelemahan yang ada pada uji-uji lainnya karena metode yang melibatkan 
NIRS adalah relatif cepat, ramah lingkungan, serta memiliki penilaian yang obyektif [5,6]. 
NIRS memanfaatkan informasi hasil spectroscopy suatu bahan organik guna dapat dilakukan 
analisis kualitasnya [7]. Sampel teh hitam yang dilarutkan dalam air diletakan di dalam spek-
trometer guna ditembak oleh gelombang inframerah dengan panjang 10000 sampai dengan 
4000 cm-1 yang mana hasil pengukuran dari spektrometer itu kemudian disebut sebagai data 
spektrum. Ukuran matriks data spektrum yang besar akan direduksi dengan Principal 
Components Analysis (PCA) sehingga didapati peubah-peubah baru dengan banyak dimensi 
yang lebih sedikit. Kemudian analisis dapat dilanjutkan dengan menggunakan K-Means 
Cluster Analysis guna penentuan kelompok-kelompok jenis atau grade teh hitam yang 
didasarkan pada peubah-peubah baru hasil reduksi PCA. Penelitian ini menggunakan 120 
sampel teh dari Fanning II (F-II), Pekoe Fanning (PFANN), dan Broken Orange Pekoe 
Fannings (BOPF) dengan 90 sampel sebagai data pelatihan dan 30 sampel sebagai data 
validasi. 
II. METODE 
Principal Component Analysis (PCA) adalah salah satu metode yang dapat digunakan untuk 
mereduksi suatu data berdimensi tinggi atau data dengan banyak variabel. PCA dapat di-
gunakan untuk mereduksi dimensi suatu data tanpa mengurangi informasi pada data tersebut 
secara signifikan [8-11]. Metode PCA memiliki keuntungan untuk menghilangkan korelasi 
tanpa kehilangan variabel aslinya [12]. Nilai variabel-variabel pada data yang mungkin saling 
berkorelasi dikenai transformasi linier dan direduksi sehingga menjadi variabel-variabel baru 
dengan dimensi yang sedikit dan tidak saling berkorelasi. Transformasi dilakukan sedemikian 
sehingga proyeksi nilai variabel-variabel pada data di Principal Axes memiliki variansi yang 
maksimum pada tiap variabel. Variabel-variabel baru itu kemudian disebut Principal Compo-
nents (PCs) atau PC Scores. 
Algoritma untuk Perolehan Principal Components (PCs) [13, 14, 15] 
1. Inisialisasi matriks data 𝑿 (centered) yang berukuran 𝑛 × 𝑝 dengan 𝑛 adalah banyak sam-
pel, 𝑝 adalah banyak variabel; dan 𝑘 ≤ 𝑝 dengan 𝑘 adalah banyaknya Principal Axes. 
2. Tentukan semua nilai eigen 𝛼 terurut dari matriks 𝑿𝑇𝑿 yang berukuran 𝑿𝑇𝑿 sehingga 
dimiliki paling banyak 𝑝 nilai eigen dengan cara: 
2.a. Hitung semua solusi 𝛼 dari persamaan  det(𝑿𝑇𝑿 − 𝛼𝑰) = 0, 
2.b. Urutkan semua solusi 𝛼 secara descending, 𝛼1 ≥ 𝛼2 ≥ 𝛼3 ≥ ⋯ ≥ 𝛼𝑝. 
JOURNAL OF FUNDAMENTAL MATHEMATICS
AND APPLICATIONS (JFMA) VOL. 3 NO. 2 (NOV 2020)
Available online at www.jfma.math.fsm.undip.ac.id









3. Tentukan matriks eigenvector  𝑽 dengan cara: 
3.a. Hitung 𝒗𝒋
∗, vektor berukuran 𝑝 × 1, yang merupakan solusi dari persamaan  
𝑿𝑇𝑿𝒗 = 𝛼𝑗𝒗  untuk 𝑗 = 1, 2, 3, … , 𝑝, 
 3.b. Hitung panjang atau norm 𝒗𝒋
∗yaitu 𝒗𝒋
∗ untuk 𝑗 = 1, 2, 3, … , 𝑝, 
 3.c. Hitung vektor unit ?̂?𝒋 = 𝒗𝒋
∗ ‖𝒗𝒋
∗‖⁄   untuk 𝑗 = 1, 2, 3, … , 𝑝, 
 3.d. Peroleh 𝑽 = [?̂?𝟏   ?̂?𝟐   ?̂?𝟑   …   ?̂?𝒑].. 
4. Peroleh PCs untuk k kolom pertama dengan cara: 
4.a. Tentukan 𝑽𝑘 yaitu k kolom pertama dari matriks 𝑽, 
4.b. Hitung 𝑿𝑽𝑘, PCs untuk k kolom pertama. 
Clustering adalah proses di mana titik-titik data serupa dikelompokkan dalam grup yang 
sama sedangkan titik data yang berbeda dikelompokkan pada grup yang berbeda berdasarkan 
beberapa gagasan tentang 'kesamaan' [16]. Terdapat dua jenis teknik pengelompokan yaitu hi-
erarki dan partisi pengelompokan [17]. K-Means adalah salah satu analisis pengelompokan 
yaitu hierarki yang paling populer dan algoritma pengelompokan yang banyak digunakan ka-
rena reliabel dan simpel [18]. 
 
Metode K-Means Clustering [19, 20] 
Misal diketahui data sebanyak 𝑛 titik yaitu 𝑌1, 𝑌2, 𝑌3, … , 𝑌𝑛 yang mana setiap titik itu me-
miliki sebanyak 𝑘 nilai peubah yaitu 𝑌𝑖 = (𝑦𝑖1, 𝑦𝑖2, 𝑦𝑖3, … , 𝑦𝑖𝑘), untuk 𝑖 = 1,2,3, … , 𝑛. 
Kemudian 𝑛 titik itu akan dikelompokan ke dalam 𝑞 kelompok yaitu 𝐶1, 𝐶2, 𝐶3, … , 𝐶𝑞 dengan 
titik-titik pusat awalnya berurutan adalah 𝜇1, 𝜇2, 𝜇3, … , 𝜇𝑞 dengan 𝜇𝑙 = (𝜇𝑙1, 𝜇𝑙2, 𝜇𝑙3, … , 𝜇𝑙𝑘), 
untuk 𝑙 = 1,2,3, … , 𝑞. Pengelompokan melalui metode K-Means Clustering untuk data itu 
dapat dilakukan dengan meminimumkan fungsi tujuan 




                                                              (1) 
dengan 𝑑(𝑌𝑖, 𝜇𝑙) menyatakan jarak setiap titik terhadap titik pusat kelompoknya. Pengukuran 
jarak dijabarkan sebagai berikut: 




                                                     (2) 
Algortima K-Means Clustering dapat dijabarkan melalui pseudocode sebagai berikut:  
1. Inisialisasi 𝑌1, 𝑌2, 𝑌3, … , 𝑌𝑛; 𝑞; dan 𝜇1, 𝜇2, 𝜇3, … , 𝜇𝑞. 
2. Ulangi langkah-langkah berikut ini hingga D pada (1) konvergen, yaitu: 
2.a. Tentukan tiap titik 𝑌𝑖 ke kelompok dengan jarak 𝑌𝑖 terhadap 𝜇𝑙 adalah terdekat, sehingga 
dapat diperoleh 𝐶1, 𝐶2, 𝐶3, … , 𝐶𝑞. 
2.b. Hitung D seperti pada (1). 






                                                                (3) 
dengan |𝐶𝑙| menyatakan banyak titik di kelompok 𝐶𝑙. 
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Data spektrum dari 120 sampel teh yang terdiri dari jenis Fanning II (F-II), Pekoe Fanning 
(PFANN), dan Broken Orange Pekoe Fannings (BOPF) memiliki 1501 variabel pada setiap 
sampelnya yang dapat dilihat pada Gambar 1.  
 
Ukuran matriks data spektrum yang besar akan direduksi dengan algoritma untuk perolehan 
Principal Components (PCs) sehingga didapati peubah-peubah baru yaitu PC ke-1, PC ke-2, 
dan PC ke-3. Persentase variansi dari nilai-nilai PC ke-1 adalah sebesar 96.61%, PC ke-2 
sebesar 2.7%, dan PC ke-3 sebesar 0,42% yang memiliki arti bahwa presentasi tersebut dapat 
mewakili dari data keseluruhan.  
 
Gambar 2.1. Scatterplot univariat PC ke-1. 
 
Gambar 2.2. Scatterplot univariat PC ke-2 
 
Gambar 1. Visualisasi data spektrum. 
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Gambar 2.3. Scatterplot univariat PC ke-3. 
Gambar 2.1. menunjukan bahwa nilai-nilai PC ke-1 dari sampel-sampel grade F-II nampak 
heterogen terhadap PFANN (merah) begitu juga halnya F-II (hijau) terhadap BOPF (hitam). 
Nilai-nilai PC ke-1 dari sampel-sampel grade PFANN juga nampak heterogen terhadap BOPF 
meskipun terdapat sampel PFANN terlihat terkumpul bersama BOPF. Sebaran nilai-nilai PC 
ke-2 dan PC ke-3 diberikan pada Gambar 2.2. dan Gambar 2.3. Nilai-nilai PC ke-2 dan PC ke-
3 nampak homogen untuk semua sampel dari semua grade namun PC ke-2 penyebaran nilai-
nilai lebih melebar dibandingkan PC ke-3 yang penyebaran nilai-nilainya lebih terpusat. 
 
Gambar 3.1. Scatterplot bivariat PC ke-1 dan PC ke-2. 
 
Gambar 3.2. Scatterplot bivariat PC ke-1 dan PC ke-3. 
 
Gambar 3.1. dan 3.2. yang berurutan adalah data bivariat PC ke-1 dan ke-2 dengan 
persen-tase variansi sebesar 96.61%+2.7%=99.31% serta data bivariat PC ke-1 dan ke-3 
yang mana memiliki persentase variansi sebesar 96.61%+0.42%=97.03% memperlihatkan 
sebaran nilai-nilai PCs dari sampel grade F-II, PFANN, dan BOPF yang heterogen. Berbeda 
hal pada Gam-bar 3.3. yang merupakan data bivariat PC ke-2 dan ke-3 dengan persentase 
variansi sebesar 2.7%+0.42%=3.12%, homogenitas muncul pada sebaran nilai-nilai PCs dari 
semua grade. Ter-kait dengan jumlah persentase variansi PCs, ini dimungkinkan bahwa 
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semakin besar jumlah persentase variansi PCs maka semakin pula dijumpai heterogenitas 
pada PCs terkait untuk grade-grade teh hitam. 
 
 
Gambar 3.3. Scatterplot bivariat PC ke-2 dan PC ke-3. 
 
 
Gambar 4. Scatterplot Trivariat PC ke-1, ke-2, dan ke-3. 
 
Gambar 4 menunjukan data trivariat PC ke-1, ke-2, dan ke-3 dengan jumlah persentase 
variansi 96.61%+2.7%+0.42%=99.73% memperlihatkan sebaran nilai PCs dari grade F-II, 
PFANN, dan BOPF yang heterogen. 
Kemudian analisis dilanjutkan dengan menggunakan K-Means Cluster Analysis berdasar-
kan univariat: PC ke-1, bivariat: PC ke-1 dan PC ke-2 serta PC ke-1 dan PC ke-3, dan trivariat 
karena terlihat heterogen. Hasil Pengelompokan dapat dilihat pada Gambar 5, Gambar 6, dan 
Gambar 7.  
 
Gambar 5. Scatterplot Hasil Pengelompokan PC ke-1. 
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Gambar 6. Scatterplot Hasil Pengelompokan PC ke-1 dan PC ke-2 
 
Gambar 7 Scatterplot Hasil Pengelompokan PC ke-1 dan PC ke-3. 
 
Gambar 8. Scatterplot Hasil Pengelompokan PC ke-1, PC ke-2 dan PC ke-3. 
Untuk mengetahui tingkat keakuratan hasil pengelompokan K-Means Clustering maka akan 
dibandingkan dengan sampel teh yang diketahui. Presentase keakuratan dapat dilihat pada 
Tabel 1. Sedangkan untuk mengetahui tingkat keakuratan hasil pengelompokan K-Means Clus-
tering dengan data validasi dengan cara menghitung jarak terpendek antara tiap pusat kluster 
dengan data validasi yang ditunjukan pada Tabel 2.  
Didapati metode alternatif untuk pengukuran/penilaian grade-grade teh hitam melalui Prin-
cipal Component Analysis (PCA) dan K-Means Clustering. Data yang direduksi menjadi 3 
Principal Components (PCs) yang diperoleh melalui algoritma perolehan PCs kemudian diana-
lisis secara univariat, bivariat, serta trivariat. 
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Tabel 1. Persentase Keakuratan Hasil K-Means Clustering. 
Kluster Grade 
Keakuratan (%) 
PC ke-1 PC ke-1 dan 
PC ke-2 
PC ke-1 dan 
PC ke-3 
PC ke-1, ke-2, 
dan ke-3 
1 F-II 100% 100% 100% 100% 
2 PFANN 76,67% 63,33% 73,33% 60% 
3 BOPF 70% 80% 63,33% 80% 
 
Tabel 2. Persentase Keakuratan Hasil K-Means Clustering pada Data Validasi. 
Kluster Grade 
Keakuratan (%) 
PC ke-1 PC ke-1 dan 
PC ke-2 
PC ke-1 dan 
PC ke-3 
PC ke-1, ke-2, 
dan ke-3 
1 F-II 100% 90% 100% 100% 
2 PFANN 90% 80% 90% 90% 
3 BOPF 70% 60% 70% 70% 
 
Sementara itu, nilai persentase variansi PCs juga mempengaruhi heterogenitas nilai-nilai 
PCs. Semakin besar persentase variansi suatu PC (univariat), maka nilai-nilai PC grade-grade 
teh hitam semakin heterogen. Untuk kasus bivariat, semakin besar jumlah presentase variansi 
PCs, maka nilai-nilai PCs juga semakin heterogen. Untuk kasus trivariat, karena yang dibahas 
adalah 3 PCs pertama yang mana jumlah persentase variansi 3 PCs itu juga yang terbesar, maka 
sifat heterogen diperoleh. Heterogenitas itu dijumpai untuk nilai-nilai PCs dari grade F-II, 
PFANN, dan BOPF. Validasi juga dilakukan pada sampel data yang khusus digunakan untuk 
validasi metode dan analisis yang diperoleh. Titik pusat kelompok yang merupakan hasil K-
Means Clustering pada data training digunakan sebagai acuan nilai-nilai PCs dari data validasi 
untuk ditentukan guna masuk ke dalam kelompok-kelompok berdasarkan jarak minimumnya 
terhadap tiap titik pusat itu. Didapati kembali bahwa nilai-nilai PCs dari data validasi grade F-
II terkelompok dg baik dari grade-grade yang lain. Sementara itu, dijumpai nilai-nilai PCs dari 
data validasi grade PFANN dan BOPF masih misplaced atau ada nilai-nilai PCS yang homogen 
di interval atau daerah nilai-nilai tertentu.  
IV. KESIMPULAN 
Didapati metode alternatif untuk pengukuran/penilaian grade-grade teh hitam melalui 
Principal Component Analysis (PCA) dan K-Means Clustering. Data yang direduksi menjadi 
3 Principal Components (PCs) yang diperoleh melalui algoritma perolehan PCs dengan 
persentase variansi dari nilai-nilai PC ke-1 adalah sebesar 96.61%, PC ke-2 sebesar 2.7%, dan 
PC ke-3 sebesar 0,42% kemudian dianalisis secara univariat, bivariat, serta trivariat. Analisis 
secara univariat dapat diketahui nilai-nilai PC ke-1 dari grade F-II, PFANN, dan BOPF nampak 
heterogen sedangkan PC 2 dan PC 3 terlihat homogen. Secara bivariat, nilai-nilai PC ke-1 dan 
ke-2 serta PC ke-1 dan ke-3 memperlihatkan sebaran nilai-nilai PCs dari grade F-II, PFANN, 
dan BOPF yang heterogen. Secara trivariat, nilai nilai PC ke-1, ke-2, dan ke-3 memperlihatkan 
sebaran nilai-nilai PCs dari grade F-II, PFANN, dan BOPF yang heterogen. Analisis 
dilanjutkan dengan menggunakan K-Means Cluster Analysis berdasarkan univariat: PC ke-1, 
bivariat: PC ke-1 dan PC ke-2 serta PC ke-1 dan PC ke-3, dan trivariat karena terlihat 
heterogen. Persentase keakuratan hasil K-Means Clustering yang didapat untuk univariat: PC 
ke-1, bivariat: PC ke-1 dan PC ke-2 serta PC ke-1 dan PC ke-3, dan trivariat secara berturut-
turut untuk kluster 1 (F-II) sebesar 100% secara univariat, bivariat, dan trivariat; kluster II 
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(PFANN) sebesar 76,67%, 63,33%, 73,33%, dan 60%; serta kluster 3 (BOPF) sebesar 70%, 
80%, 63,33%, dan 80%. Sedangkan persentase keakuratan hasil K-Means Clustering pada data 
validasi secara berturut-turut untuk kluster 1 sebesar 100%, 90%, 100%, dan 100%; kluster 2 
sebesar 90%, 80%, 90%, dan 90%; serta kluster 3 sebesar 70%, 60%, 70%, dan 70%. Metode 
alternatif untuk pengukuran/penilaian grade-grade teh hitam melalui Principal Component 
Analysis (PCA) dan K-Means Clustering yang dilakukan dalam makalah ini cukup efektif dan 
efisien karena memiliki tingkat keakuratan diatas 50%. 
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