Communication networks are time-varying and hence, fair sharing of network resources among the users in such dynamic environment is a challenging task. In this context, a time-varying network model is designed and shortest user's route is found. In the designed network model, an end to end window-based congestion control scheme is developed with the help of internal nodes or router and the end user can get implicit feedback (RTT and throughput). This scheme is considered as fair if the allocation of resources among users minimizes overall congestion or backlog in the networks. Window update approach is based on multi-class fluid model and is updated dynamically by considering delays (communication, propagation and queuing) and the backlog of packets in the user's routes. Convergence and stability of the window size are obtained using a Lyapunov function. A comparative study with other window-based methods is also provided.
Introduction
Real life systems such as communication, social, biological can be described with the help of complex networks [1, 2] . It is a challenging task to design a time-varying communication network (TVCN) with the ability to respond to the randomly changing traffic. Hence, the study of the traffic dynamics and fair sharing of resources on communication networks has received a great wave of interest for the researchers in past few years. The allocation of resources among the users in an unbiased manner is one of the challenging tasks in today's scenario. For assigning resources in an unbiased or fair manner, some researchers use various rate vector allocation schemes [3, 4] to gain maximum utility while others select fair end to end window-based congestion control scheme [5, 4] . In this paper, we are interested to design a TVCN model considering network growth, redistribution of traffic from heavily loaded nodes and removal of some fraction of links to reduce maintenance cost. A window-based congestion control scheme may be applied on the proposed TVCN model and user's current window size may be updated by considering delays(communication, propagation and queuing delays).
Communication networks are evolving and the concept of evolving networks with preferential linking during the addition of new nodes is introduced by Barabasi-Albert ( [6] ). The distribution of degrees of nodes in these networks follow the power law and is termed as scale free nature of the networks. Many time-varying graph (TVG) models are proposed [7, 8] . A series of static graphs (i.e., the snapshots) is used to represent the network at a given time instant [9] . Wehmuth et al. [7] proposed a new unifying model for representing finite discrete TVGs. A framework is designed to obtain degree distribution of evolving network with the consideration of deletion of nodes and a continuum formulation is also provided by [10] . A preferential attachment model for network growth is proposed where a new node has partial information about the network [11] . A new node has access to a fraction of nodes and a new connection is formed with the known set of nodes with a probability proportional to the degree of the node. A framework to represent mobile networks dynamically in a Spatio-temporal fashion is designed and algebraic structural representation is also provided by [12] .
Chen et al. [13] investigated controllability of a formation control systems in a directed graph where a node represents agent and link describes information flow between nodes in the system. They studied strong and weak connected components in a time-varying graph and provided some estimations on a number of nodes of strongly connected components.
Communication networks are extremely changeable and modeling its rate control behavior helps us in getting optimal utilization of the system. Kelly [3] provided a mathematical model of the Internet where rate allocation problem is considered as an assignment of optimal rate to each user for maximizing individual user's utility as well as the system utility. La et al. [4] extended Kelly's work by introducing a suitable pricing scheme. Resources may be of multiple types and users request different portion of the resources so trade-off arises between fair resource allocation and system efficiency [14] . Anirudh et al. [15] have used an automated protocol design tool which approximates the best possible congestion control scheme without the prior information about the structure of the network.
Some Congestion control algorithms in the elementary transmission control protocol (TCP) based models such as TCP Reno [16] , Tahoe [17] and TCP Vegas [18] have performed remarkably well. As current Internet scaled up by more than six times in size, speed and load in past few years. Hence, due to increased bandwidth delay, the model will eventually become a performance bottleneck. A new congestion control scheme, called FAST is developed by proposing an equation based algorithm to avoid packet level oscillation, using queuing delay as a measure of congestion and stable and weighed proportionally fair flow is obtained [19] . Proportional fairness is achieved by their (p, 1)-proportionally fair algorithm and max-min fairness is achieved as a limiting case of (p, α) proportionally fairness. Mo et al. [5] and La et al. [20] proposed a window based algorithm, in which window sizes are adjusted more intelligently such that transmission rate and the backlog of packets should be controlled. TCP/AQM [21] based optimization technique performs well under commonly defined constraints but it is hard to simulate in the current complex networks. Low et al. [22] proposed a framework to cop up with buffer-bloat in multiple bottleneck links. The stability of the Controlled Delay (CoDel) is also analyzed and system stability and performance are improved by designing a self-tuning CoDel. In delay tolerant network (DTN), there is no guarantee of an end to end connection between source and destination hence, it is a challenging task to perform some functions like routing and congestion control.
Aloizio et al. [23] performed classification on existing DTN and provided a state of the art in DTN congestion control mechanisms. Giovanna et al. [24] considered multi-path routing with joint congestion control and user throughput is maximized, and, overall network cost is minimized.
Some evolving network models only consider the addition of nodes [6] , although some works consider deletion of nodes during/beyond the evolution of the networks [25, 26, 10] . There are only a few networks such as citation, movie actor collaboration and science collaboration networks which can be described without removal of links.
But other real-world networks, e.g., like the Internet, communication networks, WWW, transportation networks have the varying composition of links due to appearance or disappearance of connections. A link may disappear due to break down and sometimes removed forcibly to balance the traffic loads in the communication networks. Few heavily loaded nodes get the opportunity to rewire (remove a connection from a node and attach with another node) their links. In this context, the proposed work considers designing of a TVCN model, minimization of network congestion and a fair sharing of resources among the users according to their willingness to pay. A TVCN is designed where nodes, as well as links, are getting added into the networks while restructuring is performed in the existing networks through rewiring and removal of the links. Addition and rewiring of links are based on preferential attachment while removal of links is based on anti-preferential attachment [27] . Probability Π i that a node i will be selected through preferential attachment is proportional to its in-degree and is given by,
where, k i is in-degree and the probability Π i of selecting node i with anti-preferential attachment is given by,
Rewiring of links is done to redistribute the traffic loads, while few links increase the maintenance cost so these links may be chosen for removal from the network. After designing the network, users select their routes for data communication with their destination nodes. Optimality of the routes is checked by using the proposed window-based congestion control scheme at different time intervals.
In the window based algorithm, a fair end to end congestion control scheme is developed with the help of internal node or router. Each user calculates congestion at the resources appearing in its route without using any explicit signal from the network router. It is hard to get prior information of network's feedback as networks are evolving over time. In this paper, congestion control formulation is considered as fair allocation which is a natural extension of the models proposed by Mo et al. [5] and La et al. [20] and a comparative study of these models are also provided. Mo et al.
[5] updated window size by considering propagation delay, queuing delay and using the difference between the actual and the target backlog. La et al. [20] updated window size such that it converges to the unique stable point, where the resulting rates solve the system utility, SY ST EM(U, A,C). As networks keep changing with time and evolving in nature so it is required to consider dynamic parameters in the window updating rules. The propagation delay is a function of the distance between two nodes and remains constant throughout the life of the networks. Hence, in place of propagation delays, we have considered transmission delay of the resources. The transmission delay is the amount of time required for the node to push out the packet and it is dependent on the transmission rate of the connecting link and the length of the packet. Once user's connection is established, packets are transferred to the receiver and number of packets is decreased at any resource with some rates. Hence, the transmission delay also decreases accordingly.
In this paper, Section 2 describes fairness and gives background information about the classical models. Section 3 states the proposed work in two parts: (i)the time varying communication network model and (ii) fair end to end congestion control scheme. Section 4 presents simulation results, and in Section 5, conclusions and future research plan are discussed.
Fairness and Classical Models
Network structure keeps on changing with time hence, nodes as well as links will change accordingly. Let the network consist of N nodes, E links (resources) and T is life time of the network. A set of R users are willing to access and send data to the desired location through the networks using the resources. A link e mn establishes a connection between node m and node n and can send maximum C e mn units of data through it, where capacity of a link C e mn is dependent on the degrees k m and k n of nodes m and n. Each user r is assigned a route r ∈ R in the duration of time t (i−1) ∈ T to t i ∈ T . At the end of t th i time, a zero-one matrix A of the size (R × E) t i is defined where, A r,e ab ,t i = 1, if link e ab is a part of route r i in the duration of time t (i−1) to t i , otherwise zero.
Fairness
Fairness is defined as how the bottleneck resources are shared among users in communication networks. There are various types of fairness measures.
• Max-min fairness: A feasible flow vector is defined as max-min fair if any rate vector x i cannot be increased without decreasing some x j where, x j ≤ x i . The max-min fairness is defined in terms of transmission rates of source nodes sending data to destination nodes [28] . We need transmission schedules of the packets along with the global state and timing information of all the nodes in the network hence, its use is avoided in dynamic communication networks.
• Proportional fairness: A rate vector x * is called proportionally fair if it is feasible. For any other feasible vector x, the aggregate of the proportional change is negative.
There is a trade-off between fairness and resource utility maximization. Max-min fairness approach gives more priority on fairness.
But, in real life scenario, we want to maximize overall network utility. Therefore, we need to generalize max-min fairness and proportional fairness. (p, α)− defines both the fairness approach; proportional and max-min. If α = 1, then it converges to proportional fairness otherwise it will behave as max-min fairness.
As we want to get optimal window size according to the willingness of pay p r for each user, r so (p, 1) proportional fairness approach may be used. The vector p in (p, 1) is proportionally fair and dependent on utility function U r (x r (t i ))
Fair End to End Window Based Model
Window based model proposed by Mo et al. [5] and La et al. [20] , is based on the fluid model of the network and is dependent on window size, rate and queue size. The model can be represented by,
Where,
delay. Eq. (1) shows capacity constraint. The constraint in Eq. (2) states that there may be backlogged data at any resource if total data rate is equal to its capacity. Window size of a connection is sum of the number of packets in transmission and the packets buffered in the queue (Eq. (3)). Rate vector, x and queue size, q should be positive.
Mo et al. [5] considered (p, 1) proportionally fair algorithm where p is the vector of target queue size of the connections. Let ((Ad
prop , w i (t) and x i (t) denote the total delay, propagation delay, current window size and data rate of user i, respectively. They update user's window size based on the following system of differential equations,
Where, s i is the difference between actual and targeted backlog of user i.
La et al. introduced dynamicity in the above formulation, where p i is dependent on SY ST EM(U(t i ), A(t i )) and d Q is updating dynamically with time [20] ,
As U i (x i (t)) is an increasing concave function. Hence, the term
in Eq. (5) will always be positive and depend on the rate and user's utility and is added into the propagation delay. It shows that user's window size update equation depends on user's utility function.
Proposed Work
We want to find the node which is endorsed by the maximum number of nodes.
Hence, the probability of linking of a newly appeared node with nodes with a maximum degree will be greater. The network is shared among users and each user wants to maximize its system utility and minimize congestion in the network by choosing an optimal window size. Therefore, the formulation of a congestion control scheme for a dynamic network is also provided.
Time Varying Communication Network Model
A time-varying communication network model is proposed where, at each time instant, t i ∈ T , a new node i is added to the network (expansion) and a number M(≤ n 0 )
is selected for network expansion, rewiring, and removal, where n 0 is initial number of nodes present as the seed network. Links are divided into three categories: newly added, rewired and removed links. Distribution of the links are done using the given set of rules [29] .
Notations:
(a.) β = Fraction of the evolving (appear from the new node and appear/disappear in the existing network) links at any time instant. It informs about the establishment of new connections from the new nodes at time t = n , 0 < β < 1.
(b.) γ = Fraction of the links, rewired in the existing network, 0.5 < γ ≤ 1.
Using the above notations, following set of rules are formed, (i) Total number of new out-flowing links from the new appeared node, i (= t) with the nodes in the existing network at (t − 1) based on the preferential attachment is given by,
(ii) Few links are rewired in the existing network, γ fraction of the available M links is chosen for rewiring,
Final fraction of the remaining segment of M are used for deleting the most infrequently used links.
Proposed Fair End to End Window Based Model
A TVCN is designed by using the proposed model. An end to end connection is established between user's source and destination. There exist multiple paths from user's source to destination nodes but among all those connections, the shortest route(s) is 
Queuing delay (d que )
Transmission delay (d trans ) It is hard to know for end users about the fair share of the network resources among the users. The fair share not only depends on the users but also the network structure.
Each user does not aware of the behavior of other users. Hence, it is important to introduce a formulation where the user can achieve fairness without considering the behavior of other users. Let, w i (t), x i (t), d i trans (t) and p i (t) represent the window size, data sending rate, transmission delay and willingness to pay of user i, respectively at time t. The actual backlog at user i may be defined as,
Where, second term on the right-hand side of the equation provides the total number of packets transmitted through the route of user i in one round. w i (t) is the total number of packets in the route of user i. p i (t) is willingness to pay for user i at time t. A time varying cost is chosen by the user i for the queue size of resources which appears in the route of that user at time t. User i is able to change its willingness to pay p i (t) according to its rate x i (t) as,
Where, U i (x i (t)) is the first derivative of the utility function and is used to check whether the utility function is increasing or decreasing. Suppose a resource is heavily loaded with packets then the charge per unit flow through that resource will be high and user has to pay more. If user pays more then it may get high data sending rate, x i (t). Hence, rate allocation is proportional to p i (t) and is considered as (p, 1)-
states the sum of the packets of user i which can send through the route and the total number of packets of user i which may store in the queue at the destination node. Therefore, the expression,
will provide the total number of backlogged packets in the route of user i. The choice for selecting the window size, w i (t) of user i which makes s i (t) ≈ 0 is considered as (p i , 1)-proportionally fair. User i needs to send w i (t) packets while total delay is D i (t)) hence, total time taken is w i (t)D i (t). But, total time to transmit backlogged packets, s i (t) in one round is s i (t)d i trans (t). Therefore, the fraction of packets that may be sent in one round is
. The rate equation that is used by the user to update its window size is,
here, κ is a scaling parameter, κ > 0. Queuing delay,
pends on number of packets in the queue and the route of user i. If the incoming rate of the packet is λ j (t) bits at node j, and the transmission rate of the user i is min 1≤k≤|R i | C j bits/sec, then transmission delay (d trans ) is denoted by d i trans (t) = ∑ j∈R i λ j (t) min 1≤<k≤|R i | C j and function f i (w,t) is defined as,
If resource (link) j appears in the route of large number of users then the number of packets at that resource will increase rapidly which makes the node congested. Hence, transmission delay and queuing delay will increase accordingly.
To check the stability of the the differential Eq. (7), a Lyapunov function V (w) = 1 2 ∑ i f i (w) 2 (a function of w) is defined. As Lyapunov function directly or indirectly depends only on one control input i.e, window size hence, quadratic form of the function f i (w) may provide the solution. The following theorem depends on Eq. (7) and states that w i (t) converges to the unique stable point, where the optimal window size, w * i and optimal rate, x * i solves the aggregate system utility ∑ i∈R U i (x i ).
is a Lyapunov function for the system of differential Eq. (7). The unique value minimizing V (w) is stable point of this system where all trajectories converge.
Proof:
A Lyapunov function is a convex function and hence, the stable value of window size w(t) may lie either on boundary or within interior region. w(t) is an interior point if for any small value of ε > 0, w(t + ε) must lie in the same region as w(t) otherwise, w(t) is considered as boundary point. Now consider both the cases.
(Jacobian of function f with respect to w and proof is given in Appendix A)
By using all these values, Eq. (8) can be written as,
Here,
The inverse of a rectangular matrix cannot be calculated. Hence, first we need to convert matrix A into a square matrix by adding some vectors from a basis for R RE .
The matrix, Q in the bracket of Eq. (9) is positive definite (the proof is provided in Appendix B). The overall value of Eq. (9) is negative and hence, V (w(t)) is strictly decreasing in t on interior points.
Case 2: Boundary point
Jacobian matrix J x can be defined only for the interior points but it may be extended to boundary points in the form of feasible directiond. A vectord ∈ R n ,d = 0, is called a feasible direction at time t if there exist ε 0 > 0 such that t and t + εd belong to same bottleneck set for all ε ∈ [0, ε 0 ].
Results and Analysis
The simulation is set by constructing the time varying network according to the TVCN model proposed in Section 3.1. The proposed TVCN model is an example of real world networks, hence, degree distribution must follow power law distribution, P(k) ∼ k −α , where 2 < α ≤ 3. The parameters are set to be seed node n 0 = 5, number, M = 5, fraction of newly added links β in the range (0, 1), fraction of rewired links γ is in the range (0.5, 1), with network size ranging from N = s×10 2 to N = 3.5×10 3 . Any node may be in the user's (S, D) sets or participate in routing also. Data forwarding capacity of a node n, C n is defined by the degree k n of the node n. Capacity of a link C e mn is obtained by multiplying the degrees k m and k n of end nodes m and n, respectively. At each time stamp, degree of the nodes will be different, hence capacity of the nodes as well as links change accordingly. We demonstrate the convergence of users' parameters (w(t), ( f (w)) 2 ) with utility function, U i (x i (t)) = a i log(x i (t)+b i ), a i > 0 and 0 ≤ b i ≤ 1, through simulations and study the behavior of w * for time varying network. We study the behavior of all the window update (La's ans Mo's) approaches on the networks Window size is adjusted with time and finally it converges to unique stable point w * .
Simulation is run for 15000 iteration and convergence of window size for four users are mentioned in Table 1 . The value of scaling parameter, k, may be any positive number. Here, in the paper it is fixed as 0.1 and each user's data sending amount is fixed [5] ). In the proposed method, the value of w i (t) depends on the delays (d i prop , d i Q (t) and d i trans (t)), s i (t), willingness to pay p i (t) and previous window size w i (t − 1) for user i. w i (t) will decrease exponentially with time and the value of w i (t) makes s i (t) ≈ 0, is termed as optimal window size w * i of the user i. As the window updates the equations for all the approaches are different hence, convergence rate will be different with difference in the value of w * i . Mo's approach gives the value of w * for all the users; User 1 − 4 as 3. queuing delays as static and it assumes less number of packets in queue irrespective of large number of incoming packets in the network hence, provides higher value of w * .
The proposed method provides dynamicity in the previous approaches by updating the window size based on transmission delay and gets stable value of window size, w * .
In User's window size depends on two parameters; total number of packets in transit and queue. Using window update theorem (Eq. (2)), w * of each user is shown in Table   2 . The size of the network, N is varying but the number of users is kept same as in initial network. Here, initial size of the network is considered as N = 5 × 10 2 and it ranges up to N = 3.5 × 10 3 where, ∆N = 5 × 10 2 ( Table 2 ). The size of the network increases but w(t) decreases to a stable point w * . User's window size depends on the demand of particular resources appearing in the shortest route. If demand is high then window size and data sending rate will be less. When N is changing then, user's route, data flow rate x through the path and w * will also change accordingly. Optimal window size, w * for users are independently changing and in some cases w * obtained through proposed approach is higher/lower than La's. But, Mo's approach uses more static approach and analyze less congestion in the network.
A comparative study of optimal window size, w * of three users; User1, User2 and User3 are shown by using red, black and cyan lines with different markers (Figure 2 ).
La's and proposed approaches give approximate values of w * while Mo's approach considers more static approach and gives higher value of w * for each user.
The window size vector w(t) is said to be (p, 1) proportionally fair rate vector x if s i (t) ≈ 0 for all i and the unique value minimizing V (w) is stable point of this system. value, when N = 3 × 10 4 .
In window update equation (Eq. (5)), La added dynamic terms (U i (x i (t))+x i (t)U i (x i (t))) to the propagation delay (d prop ) which will always be positive and depends on the dynamic rate and corresponding user's utility function. We have divided La's approach into two parts: (i) with the consideration of dynamic terms and (ii) without the consideration of dynamic terms (LaWD approach). It is found that both the approaches converge to the same value of stable window size, w * . But, the computation complexity in the convergence of window size is different for both the approaches and is shown in Table 3 
Conclusion and Future Directions
A framework is designed to represent time-varying communication networks (TVCN).
We have shown the existence of window based fair end to end congestion control scheme using a multi-class fluid based model. (p, 1) proportionally fairness is used to formulate an optimization problem. According to the willingness for pay, (p i ) of each user, an optimal window size is allocated such that congestion is minimized as well as system utility is maximized. The window-based update algorithm is proposed by considering dynamic delay especially, transmission delay d trans (t). It is observed that we are still getting a stable value of window size w * which is approximately same as the result obtained through La's approach [20] . While, Mo's approach [5] considers static delay hence, overestimates the value of optimal window size, W * . Convergence of the proposed window-based congestion control scheme is proved by using a Lyapunov function, V (w). For the same network topology, the converged window size, w * is obtained in the least amount of time through the proposed scheme. The network is time-varying therefore, User's optimal window size, w * is evaluated for the varying sizes of networks and we may get a different value of w * due to change in route of each user.
In future work, the proposed study will be extended to provide good QoS (Quality of Service) by considering error rates, robustness, data transmission within budget etc.
The concept of multi-path routing can be used for data transmission of each user.
Define Lemma 3.3. The Jacobian J x of x(w) with respect to w is given by following expression on the interior point:
Proof:
To calculate J x , only congested links are considered and hence, the equation will be
Now, taking partial derivative of Eq. (16) with respect to w j and avoiding subscript B for calculation
Now this can be written in matrix form as
Multiplying both side by
From Eq. (12) A T J x = 0, hence
Now, putting Eq. (15) Proof for checking whether the matrix, Q is positive definite A numerical example of a simple network is given to check the matrix, Q (in the bracket of Eq. (9)) is positive definite. There are three users who share the network.
The capacities and the propagation delays of the resources are indicated next to the links. The source, destination, transmission delay, total delay, data rate, U and user's route are provided in the Table 4 .
By putting all these values, we get the matrix, Q as, 
