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INTRODUCTION 
After discussions with staff members of the Crop-Hail Insurance 
Actuarial Association (CHIAA) during January and March 1975, the Water 
Survey launched a 2-year hail research project supported by CHIAA in April 
1975. This project was extended at no cost to CHIAA for 3 months in April 
1977. The project was based on research interests of both groups and 
addressed two goals. The first goal was to discern spatial statistical 
relationships between CHIAA loss values of various states and groups of 
states (interstate analysis). If relationships existed, they would point 
to trends and fluctuations that could be used to anticipate future shifts 
in loss. The second goal was to discern temporal statistical relationships 
between historical hail loss data, rain data, and hail-days data of the 
National Weather Service (NWS) within states (intrastate analysis). This 
would serve to evaluate the insurance hail loss data, particularly the data 
obtained from earlier periods. 
Such studies are a meaningful continuation of a series of other Water 
Survey studies of hail, both in Illinois and on a national scale. The 
results of the new research would also assist CHIAA and the member companies 
in a variety of ways. First, knowledge of the existence of any trends and 
any systematic fluctuations would aid in decisions about 1) the proper amount 
of change in rates and 2) the frequency of rating revisions. Knowledge of 
regional relationships, if strong, could have some predictive value in 
anticipating the losses elsewhere and related rate revisions. Verification 
of the historical CHIAA loss data by the use of past rain and hail-day data 
collected by other independent sources would lend confidence to the statistical 
application of CHIAA data, particularly to CHIAA data from the early years 
(1920-1950) when the amount of insurance was much lower than in recent years. 
A progress report to CHIAA (Changnon et al., 1975), which summarizes 
the earlier research on the project, indicated that there might be some 
predictive power in the crop-hail data. Thus, research performed since the 
progress report was written has concentrated on the estimation of future 
values of loss cost. The results of this research indicate that estimation 
of future trends is possible in many states and sub-state areas (state 
climatic divisions). These findings led to a recommendation to CHIAA that 
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further testing of estimation relationships and expansion to more state 
climatic divisions would be highly desirable. Thus, an additional 2-year 
research effort was initiated with CHIAA on July 1, 1977. However, this 
report summarizes research only through June 30, 1977. 
DATA AND ITS PREPARATION 
The interstate analysis was pursued entirely using CHIAA loss cost, 
loss and liability data (annual values) for 19 states (Arkansas, Georgia, 
Illinois, Indiana, Iowa, Kansas, Kentucky, Minnesota, Missouri, Montana, 
Nebraska, North Carolina, Oklahoma, South Carolina, Tennessee, Virginia, 
Wisconsin, North Dakota, and South Dakota). The data were available 
according to insured crop classifications of all crops including cotton, 
tobacco, wheat, corn, and soybeans. These, of course, varied from state 
to state. The length of loss record of the various states ranged from 28 
to 52 years during the period 1924-1975. The type of crop insured and the 
record length for each of the study states are shown on Figure 1. The 
annual values of loss cost, loss and liability for each state were keypunched 
and these data formed the basic data source for the statistical analyses 
of the interstate relationships. 
The intrastate analysis was pursued using the CHIAA loss cost and 
liability, the number of hail days during April-September (National Weather 
Service station data), and the April-September rainfall (National Weather 
Service data). The states chosen for the intrastate analysis were Kansas, 
Nebraska, and North Dakota. The county values of liability and loss (CHIAA 
802 Counties Summaries) were summed within each state climatic division of 
these 3 states to obtain the division totals for each year. There are 8 
divisions in Nebraska and 9 divisions in Kansas and North Dakota, and each 
division encompasses about 9,000 mi2. The division totals of liability and 
loss were then used to derive the division loss cost values (loss divided by 
liability times 100). The division values of loss, liability, and loss cost 
(LC) form the basic data source for the statistical analysis of the intrastate 
loss relationships. 
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CROP TYPE 
T = Tobacco 
C = Corn 
W = Wheat 
CO = Cotton 
AC = All crops 
Figure 1. The crop type and the period of record (years) for each state 
in the interstate study. 
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The acquisition and preparation of the NWS rain data involved several 
lengthy procedures. Since crop reporting averages were not available on 
either a monthly or seasonal basis for 1901-1930, the district means had to 
be computed from the monthly tabulations of station values (United States 
Department of Agriculture, 1933). The district means were computed 1) by 
first summing the monthly values during the period April-September for each 
station, and 2) by then averaging the seasonal station totals for each year 
within each district. Since the density of stations varied from year to year, 
a representative selection of stations that cover the major portion of the 
period from 1901-1930 was used. The stations were chosen according to 
the imposed requirement that the average density within the districts be 
approximately 1 station per 1500 mi2. However, the individual densities 
varied from one district to another depending on 1) size of the district, 
2) the number of stations, and 3) the quality and length of station records. 
Monthly crop reporting means were available in tabulated form (United 
States Department of Commerce, 1963, 1971, 1972, 1973a, 1973b, 1974) for 
the period 1931-1974. These means were used to compute the seasonal district 
means by totaling the monthly values for each year during the April-September 
period. The seasonal district means for the entire period 1901-1974 were 
then entered onto IBM cards. These cards formed the basic data source for 
the statistical analysis of the intrastate rain relationships. 
A portion of the National Weather Service hail-day data were obtained 
from Illinois State Water Survey files and the remainder was obtained from 
the National Climatic Center, Asheville, N. C. The 1901-1963 sub-station 
data were available in the Survey files for Kansas stations and for half 
the Nebraska stations. The rest of the sub-station data was obtained from 
records of climatic observations from the National Climatic Center. Data for 
the first-order stations were obtained from the published local Climatological 
Data Series (United States Department of Commerce, EDS, 1964-1974). The 
means for the State climatic divisions were then computed by averaging the 
station hail days over the divisions for each year. The hail-day data were 
then punched for statistical analysis of the intrastate hail-day relationships. 
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GENERAL CLIMATIC BACKGROUND 
INTERSTATE 
Although the period of record for the state loss data varies from 28 to 
52 years (Figure 1), it is desirable to have the same number of observations 
(years for each state) for spatial correlation studies. Furthermore, since 
one of the goals of the project is to estimate the loss in future years, it 
is necessary to have an independent test period to verify the accuracy of 
the estimates. Generally, the period 1948-1969 (22 years) was used for the 
developmental period, and the period 1970-1975 (6 years) was used for the 
test period. 
The patterns of means and standard deviations of the LC data for each 
state over the 22-year developmental period are shown on Figure 2. The LC 
pattern is high in the plains states, Georgia and South Carolina, and low in 
the Midwest. This is generally true for both the pattern of means and the 
pattern of standard deviations. 
The annual values of both loss and LC have been statistically correlated 
with those of all other states. However, this was done early in the project 
when only a 3-year test period was being considered. Therefore, the 
correlations were computed on the 25-year period 1948-1972 rather than the 
22-year period 1948-1969. Correlations which were significant at the .05 
level of significance are listed in Table 1 for loss data and in Table 2 
for LC data. 
For the loss values (Table 1) there are several significant correlations. 
Arkansas, for example, is significantly correlated with Georgia (.71), Iowa (.64), 
Kansas (.67), Kentucky (.61), North Carolina (.68), South Carolina (.89), and 
Wisconsin (.80). Arkansas has a correlation of ≥.70 with Georgia, South 
Carolina, and Wisconsin, indicating that losses in each of these 3 states 
explain over 50% of the variance found in the Arkansas loss series. The fact 
that Kansas, Georgia, North Carolina, Kentucky, and South Carolina are 
correlated with Arkansas is not surprising since it indicates a west-east 
relationship across the Southern states (see Figure 1). However, it is 
surprising that the correlation exists in the presence of the varying crop 
types between these states (Figure 1). 
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b. Standard Deviation (L.C.) 
Figure 2. The state patterns of means and standard deviations of LC data 
(1948-1969) . 
Table 1. The correlation coefficient (x 102) between the state loss values 
during 1948-1972. (Only those significant at the .05 level are 
listed and those ≥.70 are underlined) 
ARK GA ILL IND IA KAN KY MINN MO MONT NEB NC OK SC TENN VA WIS ND SD 
Arkansas 100 71 64 67 61 68 89 80 
Georgia 71 100 49 41 65 59 70 47 84 61 46 63 
Illinois 49 100 66 47 53 51 44 63 
Indiana 41 66 100 67 52 43 52 
Iowa 64 65 47 67 100 54 57 81 82 49 61 54 
Kansas 67 59 54 100 49 56 63 
Kentucky 61 70 53 52 57 49 100 49 06 70 80 66 41 
Minnesota 43 49 100 41 46 
Missouri 06 100 49 
Montana 100 44 
Nebraska 100 41 
N. Carolina 68 47 81 100 53 52 
Oklahoma 100 60 
S. Carolina 89 84 51 62 56 70 41 53 100 49 42 75 
Tennessee 61 49 80 44 49 100 53 
Virginia 46 49 42 100 
Wisconsin 80 63 44 52 61 63 66 46 52 75 100 
N. Dakota 63 41 41 100 
S. Dakota 54 60 53 100 
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It is also astonishing to note that Arkansas is correlated with 
Wisconsin and Iowa, which represents a correlation between different crop 
types and in a northward location separated from Arkansas. These correlations 
with Wisconsin and Iowa are most likely due to chance, and it is extremely 
doubtful that such correlations could be used for estimation purposes. 
Arkansas loss is highly correlated with that of several states, whereas 
loss in other states is correlated with a smaller number of states. Three 
states (Montana, Nebraska, and Oklahoma) are correlated with only one other 
state. The smaller number of correlations may occur because these three 
states are situated on the border of the 19-state region whereas Arkansas 
is more centrally located. 
For LC data (Table 2), the number of significant correlations between 
states is considerably less than the number for the loss data (Table 1), 
and the magnitude of the correlations is considerably less. This is an 
important finding because it indicates that the greater number of correlations 
in the loss data may be due to the presence of long-term liability trends in 
the data. The loss data have not been adjusted for changing liability, whereas 
the LC data represent an "adjusted" loss figure since the loss has been 
divided by liability. It would appear that the correlations in Table 2 may 
be more realistic of relationships than those in Table 1 because of the 
unadjusted nature of the loss data. Inspection of the Table 2 LC correlations 
shows 2-state and 3-state group tendencies. For example, the following groups 
of states correlate: Illinois, Indiana, and Wisconsin; Minnesota and North 
Dakota; South Dakota and Iowa; Oklahoma and Kansas; Kentucky, Tennessee, 
Arkansas, and South Carolina. 
Since a major goal of the project is to determine the existence of 
trends and systematic fluctuations which might aid in estimations of future 
loss and decisions concerning the frequency and amount of rating revisions, 
a combined representation of the spatial and temporal relationships is needed 
for these purposes. Use of the correlation information in Tables 1 and 2, 
even for a spatial representation, is difficult because each state has to 
be investigated separately in order to visualize the correlation relationships. 
The example given in the text (Arkansas) would have to be repeated for each 
state in order to determine the underlying spatial structure of the data. 
Furthermore, the difficult question of which pattern type dominates a certain 
Table 2. The correlation coefficients (x 102) between the state LC values 
during 1948-1972. (Only those significant at the .05 level are 
listed). 
ARK GA ILL IND IA KAN KY MINN MO MONT NEB NC OK SC TENN VA WIS ND SD 
Arkansas 100 58 43 42 68 
Georgia 58 100 41 42 61 
Illinois 100 66 -41 46 46 
Indiana 66 100 47 
Iowa 100 45 54 
Kansas 41 100 41 
Kentucky 43 100 48 59 
Minnesota 100 47 
Missouri 100 
Montana 100 
Nebraska 100 -48 
N. Carolina 100 
Oklahoma 42 42 -41 41 100 
S. Carolina 68 61 48 100 
Tennessee 45 59 -48 100 
Virginia 46 47 100 
Wisconsin 58 100 
N. Dakota 47 100 
S. Dakota 54 100 
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sequence of years could not be answered by the correlation data alone. Finally, 
some of the correlations are suspected to be spurious. 
For these reasons, the eigenvector-principal component approach was used 
to 1) jointly represent the spatial-temporal data set, 2) remove spurious 
relationships in the spatial-temporal data set, and 3) improve the estimation 
of future -LC data by projecting the time series of the "filtered" patterns 
over multi-districts rather than projecting the time series for a single district. 
The analytical details of the eigenvector-principal component approach in regard 
to future estimation of LC amounts is described in the section on estimation 
techniques. 
INTRASTATE 
Spatial and Temporal LC Relationships 
Initially overlapping (moving) 10-yr LC patterns were constructed for 
the crop-reporting districts of Kansas, Nebraska, and North Dakota. The first 
and last overlapping pattern of each state may comprise less than 10 years of 
data; however, all other patterns comprise 10 years of data. All pattern values 
were computed by first accumulating the annual values of liability and loss and 
then forming the LC ratios on the total values of liability and loss. 
For all states, there is a general increase in the LC pattern from 
east-to-west with a distinct maximum in the west. For Kansas (Figure 3), the 
western maximum shifted northward from the SW district to the WC district, 
and then to the NW district during the period 1926-1945. During the 1946-1974 
period the maximum shifted from the NW district to the WC district. The 
average location of the maximum over the period 1924-1974 was in the western 
third of the state. For Nebraska (Figure 4), the maximum has been generally 
located in the Panhandle district during the period 1948-1973. Its location 
prior to 1948 can not be determined due to the lack of data on insured crops 
during this period. For North Dakota (Figure 5), the maximum was located in 
the NW district prior to 1940, but it shifted to the SW district after 1940 
and remained there throughout the period 1940-1974. The average location of 
the maximum during the 1924-1974 period was clearly in the SW district. 
The annual values of LC have been statistically correlated with those 
of all other districts within each of the states. Those correlations 
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Figure 3. Overlapping accumulative 10-year patterns for Kansas (the pattern 
for the 1924-74 period was determined by averaging the yearly 
LC values). 
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Figure 4. Overlapping accumulative 10-year LC patterns for Nebraska (the 
pattern for 1948-73 period was determined by averaging the 
yearly LC values). 
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Figure 5. Overlapping accumulative 10-year LC patterns for North Dakota 
(the pattern for the 1924-74 period was determined by averaging 
the yearly LC values). 
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significant at the .05 level of significance as well as the length of record 
for each state are listed in Table 3. 
A considerable number of significant correlations exist among the Kansas 
divisions, and a somewhat smaller number of correlations exist in the North 
Dakota data. The much lower number of significant correlations in the Nebraska 
data can be attributed to the shorter record length in that state. In all 
cases the correlations are generally low, with the largest correlation 
coefficient (+.61) existing between the EC and C divisions in Kansas (only 
37% of the variance was explained). In general, it is difficult to visualize , 
the spatial relationships, since each division has to be considered separately. 
As discussed in the interstate analysis, it is easier to determine spatial-
temporal relationships through the use of eigenvectors and principal components. 
The analysis of intrastate data using eigenvectors and principal components 
will be presented in a later section. 
Interrelationships Between LC, Rain, and Hail-Days Patterns 
The technique of canonical correlation was used to investigate the 
interrelationships between the patterns of LC, hail-days, and rainfall in the 
state climatic divisions of Kansas, Nebraska, and North Dakota. This technique 
provides a method for selecting the patterns of LC that are the most highly 
correlated with 1) hail-days patterns, 2) rainfall patterns, or 3) combination 
patterns of hail-days and rainfall. It also provides a method of specifying 
the amount of variance in the LC patterns that is explained by the patterns of 
hail-days and rainfall. 
In these analyses, the canonical factor is a spatial representation of 
the relationships between patterns of LC, hail-days, and rainfall, and the 
canonical variable is a temporal function that indicates the year in which 
the relationships between the patterns is strongest. A more detailed description 
of the rationale and mathematical details of canonical correlation is given by 
Warwick (1975) and Cooley and Lohnes (1971). In this report, only the results 
of applying the approach are included. 
The canonical relationships between LC and rain during the period 
1924-1969 for Kansas are shown on Figure 6. The LC values for the 9 climatic 
divisions represent the dependent (criterion) set of variables and the rain 
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Table 3. The correlation coefficients between the district LC values 
for the states of Kansas, Nebraska, and North Dakota. 
(Only those significant at the .05 level are listed) 
DISTRICT 
NW NC NE WC C EC SW SC SE 
Kansas (1924-74) 
Northwest 1.00 .36 .30 .34 .29 .34 
North Central .36 1.00 .31 .30 .35 .35 
Northeast 1.00 
West Central .30 .31 1.00 .29 .48 .39 .60 
Central .34 .30 1.00 .61 .49 .28 
East Central .29 .61 1.00 
Southwest .29 .35 .48 1.00 .30 .43 
South Central .34 .39 .49 .30 1.00 .45 
Southeast .35 .60 .28 .43 .45 1.00 
Pan NC NE C EC SW SC SE 
Nebraska (1948-73) 
Panhandle 1.00 
North Central 1.00 
Northeast 1.00 .48 
Central 1.00 .43 .39 
East Central .48 1.00 .54 
Southwest 1.00 .43 
South Central .43 .43 1.00 
Southeast .39 .54 1.00 
NW NC NE WC C EC SW SC SE 
North Dakota (1924-74) 
Northwest 1.00 .33 
North Central 1.00 .33 
Northeast 1.00 .42 .54 
West Central .33 1.00 .42 .52 .50 
Central .42 .42 1.00 .55 
East Central .54 .55 1.00 
Southwest .52 1.00 .46 
South Central .33 .50 .46 1.00 
Southeast 1.00 
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values represent the independent (predictor) set of variables. The first 
canonical factor shows the LC pattern over the divisions that is most correlated 
with the rain pattern. A comparison of the LC and rain patterns for CF1 
(Canonical Factor 1) indicates that when there is a high in the rainfall 
pattern in the NC and EC divisions of the state and lows in the WC and SE 
divisions, there is a tendency for a corresponding high to occur in the LC 
patterns in the NC and NE divisions of the state. 
The reverse relationship is also true. That is, when the rainfall is 
high in the WC and SE divisions and low in the NC and EC divisions, there are 
lows in the LC patterns in the NC and NE divisions of the state. The canonical 
correlation indicates that the correlation between the rain and LC patterns on 
CF1 is .82. However, the redundancy is only 8.1%, indicating that the rain 
pattern of CF1 explains only 8.1% of the variation in the divisional values 
of LC. 
The second canonical factor (CF2) shows a relationship between highs 
(lows) in the rainfall pattern along a SW-NE line with highs (lows) in the LC 
patterns in the SW and SE divisions of the state. (Note: The lows or highs 
in parenthesis indicate that the reverse relationship to the statement made 
concerning highs or lows not in parenthesis is also applicable. For example, 
the reverse relationship is that the second canonical factor (CF2) shows a 
relationship between lows in the rainfall pattern along a SW-NE line with lows 
in the LC patterns in the SW and SE divisions of the state.) 
The second canonical factor also shows a tendency for highs (lows) in 
the rainfall patterns in the NW division of the state to be associated with 
highs (lows) in the LC patterns in the SC division. The redundancy for CF2, 
12.7%, can be combined with the 8.1% redundancy for CF1 to give a total 
redundancy of 20.8%. This implies that the pattern relationships between 
rainfall and LC on the first two canonical factors explains only 20.8% of 
the divisional values of LC. 
The LC values for each division were multiply regressed on the rain values 
in each of the nine divisions. Thus, a regression equation was obtained for 
each district in which the LC variable for a given district was the dependent 
variable and the rain variables from the nine divisions were the independent 
variables. 
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The associated multiple correlation coefficients for the LC in each 
division were also obtained, and their pattern is shown on Figure 6. The 
variance explained by the multiple regression was also determined and the 
pattern of variance explained is shown on Figure 6. The larger amounts of 
variance explained are found in the NC, SW, and SE divisions. 
One of the goals of the research was to test the reliability of the LC 
data during the earlier years when the amount of insurance in force was less 
than that in recent years. Thus, the canonical relationships were also 
determined for the periods 1924-1947 and 1948-1969. 
The canonical relationships for the period 1924-1947 are shown on Figure 7. 
The features of CF1 for 1924-1947 are similar to those for the period 1924-1969. 
The most apparent similarities are the negative anomalies in the WC division of 
the rain pattern and the positive anomalies in the NC division of the LC 
pattern. The pattern of variance explained by multiple correlation of LC with 
rain indicates that the highest amount of LC variance explained occurs in the 
NC, C, and NW divisions, with secondary maximums in variance explained in the 
SW and SE divisions. Thus, the pattern of variance explained and the rain 
and LC patterns of CF1 indicated that the 1924-1947 period dominates the 
overall patterns during 1924-1969. 
An inspection of the canonical relationship for 1948-1969 (Figure 8) 
indicates that the location of the strongest relationships between LC data and 
rain have shifted during the second period. The highest amount of variance 
explained is now found in the SC and SE districts whereas the highest amounts 
were located in the NW, C, and NC divisions during the earlier period. However, 
the total redundancy is less in this period than it is in the 1924-1947 period. 
Also, the variance explained by multiple correlation of the LC with the rain 
is lower than in the earlier period. Thus, it would appear that the LC values 
of the earlier period are reliable since their relationship with rain is even 
stronger than LC values in the later period. 
The canonical relationships during the period 1948-1969 for Nebraska 
are shown on Figure 9. For CF1, when there are highs (lows) in the rainfall 
patterns in PAN, C, and NE divisions, there are highs (lows) in the LC 
patterns in the EC and SE districts. Also, highs (lows) in the rainfall 
patterns of the NC and EC district are associated with highs (lows) in the 
SW and NC divisions. The greatest amount of variance explained by the rain 
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LOSS COST RAIN 
CANONICAL FACTOR 1 (Rc = 0.82, RdY1 = 8.1%) 
CANONICAL FACTOR 2 (Rc = 0.72, RdY1 = 12.7%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST WITH RAIN 
MULTIPLE CORRELATION OF LOSS 
COST WITH RAIN 
Figure 6. The canonical relationship between the patterns of LC and rain for 
Kansas during the period 1924-1969 (20.8% of the LC variance 
explained). 
-19-
LOSS COST RAIN 
CANONICAL FACTOR 1 (Rc = 0.98, RdY1 = 14.9%) 
CANONICAL FACTOR 2 (Rc = 0.94, RdY1 = 9.0%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST WITH RAIN 
MULTIPLE CORRELATION OF LOSS 
COST WITH RAIN 
Figure 7. The canonical relationship between the patterns of LC and rain 
for Kansas during the period 1924-1947 (23.9% of the LC variance 
explained). 
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LOSS COST RAIN 
CANONICAL FACTOR 1 (Rc = 0.98, RdY1 = 6.2%) 
CANONICAL FACTOR 2 (Rc = 0.96, RdY1 = 12%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST WITH RAIN 
MULTIPLE CORRELATION OF LOSS 
COST WITH RAIN 
Figure 8. The canonical relationship between the patterns of LC and rain for 
Kansas during the period 1948-1969 (18.2% of the LC variance 
explained). 
LOSS COST -21- RAIN 
CANONICAL FACTOR 1 (Rc = 0.98, RdY1 = 9.5%) 
CANONICAL FACTOR 2 (Rc = 0.91, RdY1 = 7.1%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST 
WITH RAIN 
MULTIPLE CORRELATION OF LOSS COST 
WITH RAIN 
Figure 9. The canonical relationship between the patterns of LC and rain for 
Nebraska during the period 1948-1969 (16.6% of the LC variance 
explained). 
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occurs in the EC division. The total redundancy for Nebraska, 16.6%, can be 
compared to the total redundancy for Kansas, 18.2%, for the same period. 
The canonical relationships between LC and rain during the period 1924-1969 
for North Dakota are shown on Figure 10. CF1 indicated that highs (lows) in 
the rain patterns in the C division are associated with lows (highs) in the 
LC patterns of the WC division and highs (lows) in the rain patterns of SW 
division are associated with lows (highs) in the LC patterns of SW division. 
Thus, on this factor, highs in the rain tend to occur with lows in the LC and 
vice-versa. CF2 shows a tendency for highs (lows) in the NE division and lows 
(highs) in the SC and NC divisions of the rainfall patterns to be associated 
with highs (lows) in the C division and lows (highs) in the SC division. The 
largest amount of variance is explained in the SW division. 
The canonical relationships for the period 1924-1947 are shown on Figure 11 
and those for 1948-1969 are shown on Figure 12. Pattern relationships between 
rain and LC as depicted by CF1 and CF2 are somewhat different in the two periods 
and in the overall period (Figure 10). The major reason for the difference is 
indicated by an inspection of the variance explained in the three periods. 
All three periods have relatively large amounts of variance explained in 
the SW and SC divisions. However, the earlier period has its largest amounts 
of variance explained in the C and EC divisions whereas the later period has 
its lowest amounts of variance explained in the C and EC divisions of the state. 
Thus, in the total period, the C ane EC divisions do not appear as areas of 
either high or low amounts of variance explained. Again, since the amount of 
variance is higher in the earlier period than in the later period, it would 
appear that the LC values of the earlier period are reliable. 
The canonical relationship between LC and hail-days during the period 
1948-1969 for Nebraska is shown on Figure 13. CF1 indicates that highs 
(lows) in the rain patterns in the C and SE divisions are associated with 
high (lows) in the LC patterns in the C division. The largest amounts of 
variance explained are in the NC and C divisions, and the lowest amount of 
variance explained is in the SW division. This is contrasted with the 
LC-rain relationship in which the largest amount of variance explained was 
found in the EC division and the lowest amount of variance explained was 
found in the SE division (Figure 9). The most important difference between 
the rain and LC relationships and the hail-days and LC relationships is that 
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LOSS COST RAIN 
CANONICAL FACTOR 1 (Rc = 0.84, RdY1 = 7%) 
CANONICAL FACTOR 2 (Rc = 0.72, RdY1 = 8.1%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST 
WITH RAIN 
MULTIPLE CORRELATION OF LOSS COST 
WITH RAIN 
Figure 10. The canonical relationship between the patterns of LC and rain 
for North Dakota during the period 1924-1969 (15.2% of the LC 
variance explained). 
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LOSS COST RAIN 
CANONICAL FACTOR 1 (Rc = 0.98, RdY1 = 10.6%) 
CANONICAL FACTOR 2 (Rc = 0.91, RdY1 = 13.9%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST 
WITH RAIN 
MULTIPLE CORRELATION OF LOSS COST 
WITH RAIN 
Figure 11. The canonical relationship between the patterns of LC and rain 
for North Dakota during the period 1924-1947 (24.5% of the LC 
variance explained). 
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LOSS COST RAIN 
CANONICAL FACTOR 1 (Rc = 0.98, RdY1 = 10.7%) 
CANONICAL FACTOR 2 (Rc = 0.96, RdY1 = 9.6%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST 
WITH RAIN 
MULTIPLE CORRELATION OF LOSS COST 
WITH RAIN 
Figure 12. The canonical relationship between the patterns of LC and rain 
for North Dakota during the period 1948-1969 (20.3% of the LC 
variance explained). 
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LOSS COST HAIL DAY 
CANONICAL FACTOR 1 (Rc = 0.94, RdY1 = 17.2%) 
CANONICAL FACTOR 2 (Rc = 0.90, RdY1 = 18.4%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST 
WITH HAIL DAY 
MULTIPLE CORRELATION OF LOSS COST 
WITH HAIL DAY 
Figure 13. The canonical relationship between the patterns of LC and haildays 
for Nebraska during the period 1948-1969 (35.6% of the LC variance 
explained). 
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there is more redundancy in the hail-days and LC relationship than in the 
rain and LC relationship. 
For Nebraska, the canonical relationship was also obtained for the 
case when LC variables are the dependent (criterion) set of variables and 
the rain and hail-day variables are the independent (predictor) sets of 
variables. This type of canonical relationship relates the patterns of LC 
over the divisions to both the patterns of rain and hail-days over the 
divisions. The results are shown on Figure 14. 
For CF1, there is a relationship between lows (highs) in the hail-day 
patterns in the SC and EC divisions, highs (lows) in the rain patterns of 
the NC and SC divisions, and lows (highs) in the LC patterns in the SE division. 
The largest amounts of variance explained in the multiple correlation are for 
the C and EC divisions, and the lowest amounts of variance explained are for 
the SW and NE divisions. However, extreme caution must be exercised since 
there are only 22 years of observations and 18 independent variables. Thus, 
there is a severe degrees of freedom problem, and little confidence can be 
placed in the absolute magnitude of the variance explained by the multiple 
regression relationship. However, the relative variance explained over the 
divisions in the patterns is probably valid. 
Also, some of the canonical factors shown on Figures 6-14 are insignificant, 
so the total redundancy (i.e., the amount of variance in the LC pattern explained 
by the canonical factors of the rain and/or hail-days) is overestimated. An 
inspection of only the significant factors yielded the results shown in Table 4. 
There is a significant relationship between the patterns of LC and rain 
in all three states. For Kansas and North Dakota, the relationship is 
significant in all three periods. (Only the period 1948-1969 is available 
in Nebraska, since the LC data didn't begin until 1948). The redundancy is 
greater in the earlier period than in the later period for Kansas, and nearly 
the same in both periods for North Dakota. These results are again indicative 
that the data of the earlier period is verified by the rain data, and can be 
used in statistical analysis. 
The relationship between the patterns of LC and hail-days is not as 
significant as the relationship between the patterns of LC and rain. None 
of the relationships are significant in North Dakota and only the later and 
overall periods are significant in Kansas. The later period in Nebraska is 
also significant. Thus, for North Dakota, the relationship between rain 
CANONICAL FACTOR 1 (Rc = 1 .0 , R^ = 20.5%) 
CANONICAL FACTOR 2 (Rc = 1.0, RdY1 = 7.4%) 
VARIANCE EXPRESSED BY MULTIPLE 
CORRELATION OF LOSS COST 
WITH RAIN AND HAIL DAYS 
MULTIPLE CORRELATION OF LOSS COST 
WITH RAIN AND HAIL DAYS 
Figure 14. The canonical relationship between the patterns of LC, rain, and 
haildays for Nebraska during the period 1948-1969 (27.9% of the 
LC variance explained). 
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and LC is stronger than that between LC and hail-days. However, in Nebraska 
and Kansas, the redundancy is greater for LC and hail-days than for LC and 
rain with the exception of the earlier period (1924-1947) in Kansas, which is 
insignificant. 
Table 4. Summary of the relationships between patterns of LC, rain, 
and hail-day data for state climatic divisions 
Kansas 
1924-69 1 8.2 1 10.4 2 22.1 
1924-47 1 14.9 none S 
1948-69 1 6.2 2 20.8 S 
Nebraska 
1948-69 1 9.5 2 35.6 3 39.3 
North Dakota 
1924-69 2 15.1 none 2 14.8 
1924-47 1 10.6 none S 
1948-69 1 10.7 none S 
*S - sample size too small for calculation 
However, there is no clear indication from the hail-day data that the 
LC data in the later period is superior to that of the earlier period. The 
rain data lends strong support to this conclusion in that the redundancy is 
nearly the same for both periods in North Dakota, and even greater in the 
earlier period in Kansas. In addition, the overall indication of the table 
is that the hail-day data are of lesser quality, particularly in the 1924-1947 
period. 
Although the relationship between all three sets of variables was 
determined for Nebraska during the later period, it was not determined for 
the earlier or later period in Kansas and Nebraska. This was not done because 
even the relationships for Nebraska are questionable. This is due to the 
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fact that canonical correlation studies are questionable when the canonical 
correlation exceeds 1.0 for the canonical factors. It is our experience that 
this tends to occur whenever the total number of variables (i.e., the total 
number of independent and dependent variables) exceeds the sample size. For 
example, eigenvalues were found to exceed 1.0 in Nebraska data during 1948-1969 
(22 years vs 24 total variables), but this did not occur in the Kansas data during 
the 1924-1969 period (46 years vs 27 total variables). 
On the other hand, the results for the relationship between the three 
sets of variables are valid for the 1924-1969 periods in Kansas and North 
Dakota. The results indicate that 22.1% of the variance in the LC pattern 
in Kansas and 14.8% of the LC patterns in North Dakota are explained by the 
canonical factors (or patterns) of hail-days and rain. 
ESTIMATION PROCEDURES 
As stated earlier in this report, the eigenvector approach was used to 
1) jointly represent the spatial-temporal data set, 2) remove spurious 
relationships in the spatial-temporal data set, and 3) improve the estimation 
of future LC data by projecting the series of the "filtered" patterns over 
multi-divisions rather than projecting the time series for a single division 
individually. 
The eigenvector approach is more commonly called factor analysis and 
was used by Schickedanz (1976) to demonstrate the influence of irrigation 
on the climate of the Great Plains. Further applications of the factor 
approach in weather modification research are described by Schickedanz (1977). 
The factor approach was applied in this report to 1) the 19 states involved in 
the interstate studies of LC data, and 2) to the climatic divisions within the 
states of Kansas (9), Nebraska (8), and North Dakota (9) that were involved 
in the intrastate studies of LC data. The LC values for states and/or 
divisions (areas) were treated as variables and the yearly values of LC 
were treated as observations. 
The LC values from the 19 areas (states) were used to form a m x n 
(m = 22 years, n = 19 areas) matrix X. The matrix was then subjected to a 
R-type factor analysis. This analysis was performed by first standardizing 
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each of the columns (areas of the X matrix) by their respective means and 
variances so that a m x n matrix Z of standardized variates was obtained. 
The correlation matrix R, which is a matrix of correlation coefficients 
between the columns (areas) of Z, was then determined. From the R matrix, 
a set of new variables was constructed such that the new variables are exact 
mathematical transformations of the original data. This transformation is 
accomplished by determining the characteristic scalar roots (eigenvalues) 
and the non-zero vectors (eigenvectors) of R which simultaneously satisfy 
the equation: 
RE = λE (1) 
where E is the n x n matrix consisting of set of orthonormal eigenvectors of 
R as the columns and X represents the eigenvalues (characteristic scalar roots) 
of R. Equation 1 can be rewritten in the form: 
(R - λIn) E = 0 (2) 
where In is the identity matrix of order n x n. The solution of the scalars 
X and the eigenvectors E is the classical Characteristic Value Problem of 
matrix theory (Hohn, 1960). 
The magnitude of the eigenvalues represents the variance of the observations 
in the Z matrix explained by each eigenvector. The eigenvectors are then 
ordered so that the first diagonal element of XIn represents the largest 
eigenvalue, and the second the next largest, etc. The eigenvectors are also 
scaled by multiplying each orthonormal eigenvector by the square root of its 
eigenvalue to obtain the "principal components loading matrix": 
A = ED ½  (3) 
where D = XIn, the n x n diagonal matrix of the eigenvalues of R. The columns 
of the A matrix are called factors and are independent of each other. This 
extraction of factors results in a principal component solution (i.e., an exact 
mathematical transformation without assumptions), and the factors are designated 
as defined factors (Kim, 1975). If the diagonal elements of the R matrix are 
replaced with initial estimates of communalities (i.e., the squared multiple 
correlation between each variable and all others in the set) prior to factoring, 
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each of the columns (areas of the X matrix) by their respective means and 
variances so that a m x n matrix Z of standardized variates was obtained. 
The correlation matrix R, which is a matrix of correlation coefficients 
between the columns (areas) of Z, was then determined. From the R matrix, 
a set of new variables was constructed such that the new variables are exact 
mathematical transformations of the original data. This transformation is 
accomplished by determining the characteristic scalar roots (eigenvalues) 
and the non-zero vectors (eigenvectors) of R which simultaneously satisfy 
the equation: 
RE = λE  (1) 
where E is the n x n matrix consisting of set of orthonormal eigenvectors of 
R as the columns and X represents the eigenvalues (characteristic scalar roots) 
of R. Equation 1 can be rewritten in the form: 
(R - λIn) E = 0 (2) 
where In is the identity matrix of order n x n. The solution of the scalars 
X and the eigenvectors E is the classical Characteristic Value Problem of 
matrix theory (Hohn, 1960). 
The magnitude of the eigenvalues represents the variance of the observations 
in the Z matrix explained by each eigenvector. The eigenvectors are then 
ordered so that the first diagonal element of XIn represents the largest 
eigenvalue, and the second the next largest, etc. The eigenvectors are also 
scaled by multiplying each orthonormal eigenvector by the square root of its 
eigenvalue to obtain the "principal components loading matrix": 
A = ED½  (3) 
where D = XIn, the n x n diagonal matrix of the eigenvalues of R. The columns 
of the A matrix are called factors and are independent of each other. This 
extraction of factors results in a principal component solution (i.e., an exact 
mathematical transformation without assumptions), and the factors are designated 
as defined factors (Kim, 1975). If the diagonal element's of the R matrix are 
replaced with initial estimates of communalities (i.e., the squared multiple 
correlation between each variable and all others in the set) prior to factoring, 
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the result is the principal factor solution (Kim, 1975). In this case, the 
matrix is defined to be the "principal factors loading matrix," and the factors 
are called inferred factors (i.e., assumptions about the variance in common 
have been imposed). Whether the factors be defined or inferred, the first 
factor explains the largest amount of the combined variance of the observations 
in the Z matrix; the second factor explains the second largest amount of 
variance, and so on. 
The results of applying the eigenvector approach to the LC data (1948-1969) 
are shown on Figure 15. The first five eigenvectors accounted for 71.2% of the 
total variance of the 19-state spatial-temporal data set. The factors (scaled 
eigenvectors) of the A matrix are spatial functions which are linear combinations 
of the various areas (states), and each state possesses a certain amount of the 
variance contained within a particular eigenvector. For example, the areas 
enclosed by the 3.0 isoline on Figure 15a (Iowa and Georgia) contain a high 
amount of variance (large positive values of the first eigenvector). 
However, in order for the first eigenvector or any other eigenvector on 
Figure 15 to be useful for estimation purposes, it is necessary to determine 
the corresponding principal components (principal factors). The matrix A is 
a transformation matrix which can be used to transform the matrix into a set 
of principal components (or principal factors). 
F = Z(AT)-1  (4) 
where F is the principal components (or principal factors) matrix of order 
m x n. The scaled eigenvectors (factors) of the A matrix are orthogonal 
(uncorrelated) functions of space and the principal components of the F matrix 
are orthogonal (uncorrelated) functions of time. 
A temporal plot of the associated principal components is shown on 
Figure 16. The principal components are best interpreted in conjunction with 
the eigenvectors of Figure 15. The second eigenvector pattern (Figure 15b) 
indicates that there are sequences (runs) of years in which the LC is large 
both in the northwestern and in the southern portions of the study region, 
and simultaneously it is low throughout the central portion with pronounced 
minima through Wisconsin, Illinois, Indiana, and Virginia. The sequences of 
years in which this pattern persists is represented on Figure 16b by the shaded 
portion of the temporal curve of the second principal component. This indicates 
that a spatial pattern of highs in the northwestern and southern portions and 
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a. Eigenvector 1 (24.7% of the variance) b. Eigenvector 2 (17.7% of the variance) 
c. Eigenvector 3 (12.2% of the variance) d. Eigenvector 4 (9.9% of the variance) 
e. Eigenvector 5 (6.7% of the variance) 
Figure 15. The spatial representation of the 19-state LC data (1948-1969) 
as depicted by the eigenvectors 1-5. 
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Figure 16. The temporal representation of the 19-state LC data (1948-1969) 
as depicted by the principal components 1-5. 
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lows in the central portion is the strongest in the years 1949, 1955, 1957, 
1961, 1968 and 1969. Conversely, the spatial pattern of highs in the central 
portion and lows in the southern and northwestern portions is the strongest 
in the years 1948, 1953, 1954, 1964 and 1965. 
Similar conclusions concerning the structural relationships can be 
drawn by comparing the rest of Figure 15 with Figure 16. The pattern of 
eigenvector 3 shows a tendency for high LC values in Kansas, Missouri, North 
Carolina, and Georgia with low values in North Dakota and Minnesota. Thus, 
there is an indication of spatial and temporal structural relationships which 
might be quite useful if these relationships can be projected into future 
years. 
Inspection of Figures 16a-16e reveals interesting tendencies in the 
curves and these may be predictable. For example, the curve in Figure 16c 
suggests that the principal component will become generally negative in the 
years immediately following 1969. Similarly, the curve in Figure 16b suggests 
that the principal component should continue a pattern of alternating zero 
and positive values for a few years and then become negative in the years 
following 1969. 
To quantitize these tendencies, and more particularly, to delineate any 
cycles present in the temporal series of the principal components, spectrum 
analysis was employed. The NI spectral technique (Schickedanz and Bowen, 
1977) was used because of its ability to delineate cycles in a relatively 
short series with a high degree of resolution. The scope and purpose of 
spectral analysis with regard to the estimation procedure is well illustrated 
by the following example of the July rainfall spectrum for Amarillo, Texas 
(1895-1964). The spectral estimates, determined for each 0.1 data point, 
provided 700 estimates of the spectra with wavelengths resolvable to 0.1 year. 
There are significant peaks in the spectrum at wavelengths of 3.0, 3.2, 5.7, 
10.5, 16.3, and 70 years (Figure 17). The 3.2 and 10.5 year cycles associated 
with the 3.2 and 10.5 year peaks of the July spectra are shown on Figure 18. 
The 10.5 year cycle maximizes and minimizes every 10.5 years, whereas the 3.2 
year cycle maximizes and minimizes every 3.2 years. 
If significant cycles are present in the historical data, the next step 
is to project the cycles into future years. Once each cycle is projected 
into future years, the projections are added to the mean value of the series 
to obtain an estimation of rainfall values in future years. The actual July 
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WAVELENGTH (YEARS) 
Figure 17. The July rainfall spectrum for Amarillo, Texas (1895-1964) as 
estimated by the Non-Integer (NI) spectral technique. 
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Figure 18. Examples of 10.5 and 3.2 year cycles. 
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rainfall series from 1895 to 1964 is shown on Figure 19 as a heavy solid line. 
The summation of the mean value and the 70-year cycle is shown by the light 
solid line. The summation of the mean, the 70-year cycle, and the 16.3-year 
cycle is shown by the dash-dotted line, whereas the summation of the mean 
value, the 70-year cycle, 16.3-year cycle, and the 10.5-year cycle is shown by 
the dashed line. 
Three more summations are shown on Figure 20, each with shorter waveforms 
involved in the summation. Clearly, the final summation is beginning to 
approximate the original rainfall series shown on Figure 19. The portion of 
the projected curves for 1965-1974 is an estimation of the rainfall values in 
a period beyond the historical data series used to determine the cycles. 
The NI spectral technique was applied to the principal component curves 
of Figure 16 and similar curves for division data. This was done to estimate 
future values of the principal component curves in the manner described for 
the Amarillo rainfall series. However, it was found that using all significant 
cycles in all five principal components can cause noise in the estimation 
procedure. This most likely occurs because the amount of variance explained 
by each eigenvector is small, even though the totality of all five explain 
71.2% of the variance in the 19-state data set. 
It was also found that the shorter cycles contained a greater degree 
of estimation power than the longer cycles. Thus, after much trial and error 
using various combinations of cycles for estimation, it was found that, for 
both state and division estimation, the following procedure yielded the most 
estimative skill. 
Regardless of whether a given cycle is significant, the cycle explaining 
the most variance from each principal component was selected for estimation 
purposes. If the same cycle repeats in another factor as the highest variance 
cycle, the next highest variance cycle is used. Also, the selection of cycles 
was limited to those ≥1.2 years because of the uncertainty of cycle delineation 
in the 1.0-1.1 wavelength range. Once the selection of cycles was made, the 
cycles were used to obtain a projection of the principal component curve into 
the independent test period of 1970-1975. 
However, projections are obtained only for those eigenvectors and principal 
components with a relatively high degree of variance explained. (In both the 
state and division estimations, only five eigenvectors are used.) If projections 
were obtained for all n principal components (columns) of F and all n factors 
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Figure 19. Rainfall series formed by the summation of the mean value and 
70, 16.3, and 10.5 year cycles. 
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Figure 20. Rainfall series formed by the summation of the mean value and 
70, 16.3, 10.5, 8.8, 5.7, and 3.2 year cycles. 
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(columns) of A, then an estimation of the original data matrix Z could be 
obtained from the principal components by solving Equation 4 for Z, obtaining, 
Ze = Fe AT (5) 
  
where the subscript e indicates "estimated from the projection." Since only 
n' principal components and n' factors are retained, the estimate of the Ze 
matrix is obtained by 
Ze' = Fe'[AT]'     (6) 
where Ze' is of order m x n, F' is of order m x n' and AT' is of order n' x n. 
The Ze' matrix is the estimated standard scores for both the historical and 
projected period for all n states (columns of the matrix are the states) since 
all m rows (years) of Fe' are used in the computation of Ze'. The standard 
scores are then converted back to the estimated elements (LC values) of the 
X matrix by using the appropriate means and standard deviations for each state. 
In this manner an estimation of LC is obtained for each year in each state 
using the given selection of cycles. 
The same techniques are applied to the division values of LC within 
Kansas, Nebraska, and North Dakota. However, for these intrastate analyses, 
the factor analysis was applied jointly to the rain and LC values in each 
division, rather than to LC values only. This was done because the canonical 
studies had indicated a relationship between the rain and LC data. It was 
hypothesized that the correlated rain data might stabilize the factor 
relationship and thus give a better estimate of future LC values. 
For both the state and division projections, LC trends were determined 
from the estimation and were compared to the actual LC trends. The results of 
these comparisons are shown in the section on analysis and results. However, 
if only trend information is desired, then improved estimates of trend during 
the first year of the projected period can be obtained by the following 
procedure. 
According to Kendall (1966), the probability of a turning point in a 
random series is .666. For practical purposes, this means that, given the 
trend is up during the last year of the historical period from the previous 
year, a prediction of a downward trend for the next year will be correct 
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66.6% of the time. Similarly, if the trend is down from the previous year, 
a prediction of an upward trend for the following year will be correct 66.6% 
of the time. 
Research on this project indicates that one can improve on the 66.6% 
figure by predicting an upward trend for the upcoming year if the value during 
the current year is below the historical mean, and by predicting a downward 
trend if the value during the current year is above the historical mean. 
Furthermore, it was found for some series that the employment of the historical 
median in place of the historical mean will also aid in the prediction of trend. 
In fact, it was found that the mean value performed the best for state values, 
whereas the median value performed the best for division values. 
It is recognized that the LC series are not random, since they are 
composed of trends and cycles. However, the above-mentioned methods of 
predicting one-year trends involving means and medians were employed with 
the state and division data. Further modification of such methods and the 
influence of non-randomness in the series will be investigated during the 
additional two-year research period. 
ANALYSIS AND RESULTS 
INTERSTATE 
The factor analysis approach was applied to the LC values from the 19 
states during the period 1948-1969. The first five eigenvectors as shown on 
Figure 15 explained 71.2% of the variance and were retained for the estimation 
process. The NI spectral technique was then applied to the five associated 
principal components to determine the important cycles. The selection 
procedure described in the previous section was then used to determine which 
cycles were to be used in the estimation process. 
The selection procedure resulted in the use of the 5.0-year cycle for 
the first principal component, 2.0-year cycle for the second principal component, 
3.5-year cycle for the third principal component, 4.1-year cycle for the fourth 
principal component, and 2.8-year cycle for the fifth principal component. 
These cycles were then used to obtain a projection of the principal component 
curves into the period 1970-1975. 
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Using Equation 6 and the appropriate means and standard deviations from 
each state, the estimated patterns of LC over the states for each year of the 
independent test period of 1970-1975 were obtained from the estimated principal 
component curves. If the estimated value was up from the previous value in 
the series, it was considered as an upward trend, and if the value was down 
from the previous year, it was considered to be a downward trend. The same 
determination of trends was made for the actual values during 1970-1975. A 
comparison of the actual and estimated trends is shown on Figure 21 for each 
year and for each state. 
Trends were correctly estimated in 57.8% of the states in 1970, 63.2% 
of the states in 1971, 63.2% of the states in 1972, 68.4% of the states in 
1973, 42.1% of the states in 1974, and 36.8% of the states in 1975. Thus, 
the estimation of trends was better than chance (50%) in 1970, 1971, 1972, 
and 1973 and thereby exhibited some skill. However, since the number of 
trends estimated in 1974 and 1975 was below 50%, there was no skill exhibited 
for the trend estimations in these years. 
Trend estimation skills are noted in some, but not all, of the 19 states. 
For example, estimation of trend was correct in North Dakota in 6 out of 6 
years (100% accuracy), and in South Carolina the estimation of trend was correct 
83.3% of the time. There are two groups of states along E-W lines for which 
estimation of trend is correct at least 66.6% of the time. These states are 
Montana, North Dakota, and Minnesota in one group and Kansas, Missouri, 
Arkansas, Kentucky, Virginia, North Carolina, and South Carolina in the other 
group. Thus, some skill in trend estimations is noted in these 10 states, 
whereas no skill in trend estimations is noted in the other states. 
It is interesting to speculate as to why skill in trend estimations is 
exhibited in some states, while no skill in trend estimations is noted in 
other states. One possibility would be that the skill is related to the amount 
of liability within the state. However, an inspection of the annual liability 
in the various states does not support this possibility. Also, the skill does 
not appear to be related to crop type except that 1) there is a tendency for 
the corn and winter wheat states to lack skill, and 2) the tobacco, cotton, and 
spring wheat states usually possess some degree of skill (Figure 21). However, 
this is not a strong tendency, and it is doubtful that this is the real cause. 
It must be assumed that the patterns of skill and no skill over the states are 
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Figure 21. The estimation of LC trends in 19 states during 1970-1975 using 
factors from the period 1948-1969. 
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RATIO CORRECT IN EACH STATE PERCENT CORRECT IN EACH STATE (55.3% OVERALL) 
Figure 21. (Continued) 
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either due to mesoscale and macroscale features of the atmospheric circulation 
which are not clearly understood or to sampling problems, or both. 
The temporal curves of actual and estimated trends are shown on Figure 22. 
It should be noted that 1969 is not shown since it is part of the historical 
period. However, in the determination of the ratio of correct trends, the trend 
from 1969-1970 is also included since it also represents an independent trend 
estimation. 
The skill of trend estimation in North Dakota and South Carolina is clearly 
indicated, and the lack of skill in those states with ratio ≤3/6 (50%) is also 
clearly indicated. Also, the slight amount of skill in those states with ratios 
of 4/6 (66.6%) is indicated. 
The estimation of trends using the factor-spectral approach represents 
estimations for 1, 2, 3, 4, 5, and 6 years in advance. As indicated earlier, 
it might be possible to improve the estimation of trends one year in advance 
by using the historical mean and the current year of LC. Thus, an estimation 
of upward trend was made for the upcoming year if the current year was below 
the mean, and an estimation of downward trend was made if the LC value of the 
current year was above the mean. A comparison of actual and estimated trends 
one year in advance for the 19 states is shown on Figure 23. 
The number of states with correct trends estimates in any year 
varies from 63.2% to 78.9%. Thus, over 63.2% of the states have correct trend 
estimates in every year. In regard to states, only Montana, Arkansas, Illinois, 
and Georgia lack skill in one-year trend estimates. There are seven states 
for which trend estimation is correct 67% of the time, seven states for which 
trend estimation is correct 83% of the time, and one state (Oklahoma) for 
which trend estimation is correct 100% of the time. The overall trend estimation 
skill is 71.1% for the one-year estimations (Figure 23) and 55.3% for 1-, 2-, 3-, 
4-, 5-, and 6-year estimations (Figure 21). Furthermore, the number of 
states with correct trend estimation in 1970 using the factor approach is 57.8% 
(Figure 21) and the number of states with correct trend estimation in 1970 
using the one-year method is 68.4% (Figure 23). Therefore, whether the comparison 
is based on 1970 or whether it is based on overall skill, the improvement in 
one-year trend estimations is approximately 10.6% to 15.8% for the method based 
on the historical mean and current year values than for the method based on the 
factor-spectral approach. 
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Figure 22. The estimation of LC values in 19 states using factors from 1948-1969. 
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Figure 22. (Continued) 
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Figure 22. (Continued) 
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Figure 23. The estimation of LC trends one year in advance in the 19 states 
during 1970-1975 as determined from the mean and the previous 
year LC value. 
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Figure 23. (Continued) 
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INTRASTATE 
The factor approach was also applied to the division LC data for the 
purpose of estimating future LC values. However, it was found that the 
estimation of trends could be improved if the rain data were also included 
in the factor analysis. Thus, spectral analysis was applied to principal 
components obtained from combined rain and LC factors rather than to components 
obtained from LC data alone. The results of trend estimation from combined 
rain and LC factors for Kansas are shown on Figure 24. 
The number of divisions with correct trend estimations for the years 
1970-1975 is as follows: 1970 (44%), 1971 (67%), 1972 (100%), 1973 (67%), 
1974 (44%), and 1975 (67%). For individual divisions, the SC division has 
correct trend estimations 100% of the time, the WC division has correct trend 
estimations 83% of the time and the C, EC, NC, and SW divisions have correct 
trend estimations 67% of the time. The remaining three divisions are correct 
less than or equal to 50% of the time (no skill exhibited). 
The percentage of correctly estimated divisions for individual years 
suggests that trend estimations are better in the first three years than in 
the second three years. Therefore, the number of years with correctly 
estimated trends was also determined for the 1970-1972 and 1973-1975 periods 
as well as for the 1970-1975 overall period. The results indicate that the 
overall number correct is 70.4% for 1970-1972 and 59.3% for 1973-1975. It would 
appear that correctly estimated trends occur 11.1% more often in the earlier 
period than in the later period. 
Actual and estimated trends for Nebraska using the factor approach are 
shown on Figure 25. The number of correctly estimated divisions for the 
years 1970-1975 is as follows: 1970 (75%), 1971 (63%), 1972 (50%), 1973 (75%), 
1974 (38%), and 1975 (50%). No skill was exhibited in the SW, SC, and SE 
divisions (all had values 550%). For the other five divisions, trend estimates 
were correct 67-83% of the time. The overall predictive skill was only 
slightly better in the earlier period (62.5%) than in the later period (54.2%). 
The actual and estimated trends for North Dakota using the factor-spectral 
approach are shown on Figure 26. The number of correctly estimated 
divisions for the years 1970-1975 is as follows: 1970 (22%), 1971 (44%), 
1972 (44%), 1973 (56%), 1974 (56%), and 1975 (56%). For individual divisions, 
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Figure 24. The estimation of LC trends during 1970-1975 using combined rain 
and LC factors from the period 1924-1969. 
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Figure 24. (Continued) 
Figure 25. The estimation of LC trends in Nebraska during 1970-1975 using 
combined rain and LC factors from the period 1948-1969. 
Figure 25. (Continued) 
Figure 25. (Continued) 
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Figure 26. The estimation of LC trends in North Dakota during 1970-1975 using 
combined rain and LC factors from the period 1924-1969. 
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Figure 26. (Continued) 
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the predictive skill is 83% in the NW divis ion and 67% in the NE division. 
The percent values for the other divisions are 5.50, indicating no skill. 
The overall number correct was 37.0% in the earlier period (1970-1972) and 
55.6% in the later period (1973-1975). Thus, there is no skill indicated 
in the earlier period and very little in the later period. 
For Kansas and Nebraska, the percentage of correctly estimated trends 
was higher in the 1970-1972 period than in the 1973-1975 period. Since this 
suggests an improvement in the first three years of the test period, factor 
analysis was applied to the period 1924-1972 in Kansas and to the period 
1948-1972 in Nebraska to see if the projection for 1972-1975 could be improved. 
Spectral analysis was then applied to the principal components and a projection 
was made for the period 1973-1975. In this way, the period 1973-1975 became 
the first three years of the independent test period. The results are shown 
on Figure 27 for Kansas and on Figure 28 for Nebraska. 
For Kansas, the overall number of correct values for the division 
is 66.7% for 1973-1975 as compared to 59.3% (Figure 24) for the projection 
made from 1924-1969. For Nebraska, the overall number of correct values 
for the division is 41.7% for 1973.-1975 as compared to 54.2% (Figure 25) for 
the projection made from 1948-1969. Thus, a slight improvement in skill 
for Kansas during 1973-1975 when the data from 1970-1972 are included in the 
projection is noted, but no improvement is noted for Nebraska. In fact, skill 
in Nebraska is less when the 1970-1972 data were included than when the data 
were excluded from the projection. 
Thus, it would appear that the reasons for the improvement in the Kansas 
projections during the first three years is that the period 1970-1972 is 
easier to estimate than the period 1973-1975. This suggests that, for this 
estimation scheme, skill is more closely associated with the difficulty (or 
lack of difficulty) in estimating trends in a particular period of years 
than whether more recent data have been included in the projection. 
However, there is some improvement when more recent data are included 
in the projection. For example, in North Dakota the estimation of trends was 
better for 1973-1975 than for 1970-1972 (Figure 26). In this case, there 
was more skill for the later period than for the earlier period, which would 
suggest that the skill is related to the difficulty (or lack of difficulty) 
in estimating trends in a particular period of years. However, when the 
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Figure 27. The estimation of LC trends in Kansas during 1973-1975 using 
combined rain and LC factors from the period 1924-1972. 
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Figure 28. The estimation of LC trends in Nebraska during 1973-1975 using 
combined rain and LC factors from the period 1948-1972. 
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projection for 1973-1975 was made from 1924-1972 data (Figure 29), the 
number of correctly estimated trends increased from 55.6% (Figure 26) 
to 63% (Figure 29). This indicates that more recent data does improve the 
projection. Clearly, this topic needs more research, and additional investigations 
will be made during the next two years. 
The division (district) LC values for the three states were averaged to 
obtain a mean LC value for the entire state for each year of the test period. 
This was done for both the actual and estimated values, and a comparison of 
these values is shown on the lower section of Figure 30. Also, estimations 
were made from the components obtained from LC data alone, and these results 
are shown on the middle section of Figure 30. Finally, the estimated and 
actual values from the 19-state analysis (Figure 22) are included for comparison 
purposes on the upper section of Figure 30. 
For Kansas, there is considerable improvement in the estimated trends 
when the divisional rain and LC data are included. For Nebraska, there is 
only slight improvement, and for North Dakota, there is a slight degradation 
in the estimates. The overall results of these comparisons (i.e., two states 
are improved, and one state is degraded) suggest that the estimations of LC 
values might be improved by including the divisional rain and LC data in the 
estimations. This concept will be further investigated during the next two 
years. 
Again, the estimation of trends using the factor-spectral approach 
represents estimations for 1, 2, 3, 4, 5, and 6 years in advance. As with 
the state data, estimations of trend one year in advance were made by using 
the method of historical mean and the current year of LC. However, it was 
discovered that one-year estimations of trend could be greatly improved by 
using the median in place of the mean. A comparison of actual and estimated 
trends one year in advance for the Kansas divisions is shown on Figure 31. 
The number of divisions with correct trend estimates in any one year 
varies from 56% to 100%. With the exception of 1971, the number of divisions 
with correct trend estimates is always greater than 78%. Overall, the number 
correct is 81.5%, which indicates that a great deal of skill exists in the 
one-year trend estimations. With regard to divisions, the NW, SW, and SC 
divisions have correct trend estimations 66% of the time, whereas the other 
divisions have correct estimations at least 83% of the time. Thus, each 
division reflects some skill in the estimation of one-year trends. 
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Figure 29. The estimation of LC trends in North Dakota during 1973-1975 
using combined rain and LC factors from the period 1924-1972. 
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Figure 30. The estimation of LC values during 1970-1975 for North Dakota, 
Nebraska, and Kansas using different techniques. 
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Figure 31. The estimation of LC trends in Kansas during 1970-1975 as 
determined from the median and the previous year LC value. 
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A comparison of actual and estimated trends one year in advance for 
the divisions of Nebraska is shown on Figure 32 and a comparison for North 
Dakota is shown on Figure 33. Overall, the number of correctly estimated 
trends is 77.1% for Nebraska and 76% for North Dakota. Nebraska has four 
divisions and North Dakota has five divisions with correct trends 67% of the 
time while the remainder of the divisions in each state have correct trends 
at least 83% of the time. Thus, one year trends can be estimated for divisions 
with a considerable degree of skill in all three states. 
SUMMARY AND DISCUSSION 
The first goal of this research was to discern spatial statistical 
relationships between CHIAA loss values of states and groups of states (interstate 
analysis). A second goal was to discern temporal statistical relationships 
between historical hail loss data, rain data, and hail-days data (supplied by 
the National Weather Service (NWS)) within states (intrastate). These 
relationships were to be used to anticipate future shifts in loss and to 
evaluate the insurance hail loss data of earlier periods. 
The interstate analysis was pursued entirely using CHIAA loss cost, loss, 
and liability data (annual values) for 19 states (Arkansas, Georgia, Illinois, 
Indiana, Iowa, Kansas, Kentucky, Minnesota, Missouri, Montana, Nebraska, North 
Carolina, Oklahoma, South Carolina, Tennessee, Virginia, Wisconsin, North Dakota, 
and South Dakota). For these states, the annual values of both loss and loss 
cost (LC) have been statistically correlated with those of all other states. 
The number of significant correlations between states was less for LC data than 
loss data, and the magnitudes of the correlations are considerably less. The 
difference between the correlations is most likely due to the presence of 
long-term liability trends in the data. It would appear that the LC correlations 
are more realistic, since they have been "adjusted" for changing liability by 
dividing the loss by the liability. 
The LC correlations show 2-3 state group tendencies. To clarify the 
underlying statistical relationships inherent in these tendencies, the 
eigenvector-principal component approach was used to 1) jointly represent 
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Figure 32. The estimation of LC trends in Nebraska during 1970-1975 as 
determined from the median and the previous year LC value. 
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Figure 32. (Continued) 
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Figure 33. The estimation of LC trends in North Dakota during 1970-1975 as 
determined from the median and the previous year LC value. 
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Figure 33. (Continued) 
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the spatial-temporal data set, 2) remove spurious relationships in the 
spatial-temporal data set, and 3) improve the estimation of future LC data 
by projecting the time series of the "filtered" patterns over multi-districts 
rather than projecting the time series for a single district individually. 
The NI spectral technique (Schickedanz and Bowen, 1977) was used to 
project the principal components into future years, and the projected principal 
components were converted back to LC values to provide estimates of future LC 
values in each state. 
The eigenvector-principal component (factor) approach was applied in 
conjunction with the NI spectral technique to the 19-state LC data during 
the period 1948-1969 to estimate LC trends during the test period 1970-1975. 
These estimations of trend are essentially made 1, 2, 3, 4, 5, and 6 years 
in advance. In addition, another method involving the historical mean (or 
median) and the current year of LC data was used to obtain LC trends one year 
in advance. 
For the factor-spectral approach, estimations of LC trends were better 
than chance (50%) in the first four years of the test period (1970, 1971, 1972, 
and 1973), so some skill was exhibited. However, since the number of 
trends estimated in 1974 and 1975 fell below 50%, there was no skill exhibited 
in the trend estimates in these years. Insofar as individual states were 
concerned, some skill in trend estimates was exhibited in 9 states, whereas 
no skill in trend estimates was indicated in the other 10 states. 
For trend estimates made one year in advance, an improvement of from 
10.6% to 15.8% was noted. No skill was evident for 3 states with regard to 
one-year estimates; however, no skill was evident for 9 states with regard 
to estimates made 1, 2, 3, 4, 5, and 6 years in advance. 
The intrastate analysis was pursued using the CHIAA loss cost and liability, 
the number of hail-days during April-September (National Weather Service station 
data), and the April-September rainfall (National Weather Service data) for the 
state climatic divisions in Kansas, Nebraska, and North Dakota. The annual 
values of LC in each division for these states were correlated with all other 
divisions. The correlations were generally low, but it is noted that the 
correlations were highest in Kansas. 
The technique of canonical correlation was used to investigate the 
interrelationships between the patterns of LC, hail-days, and rainfall in 
the state climatic divisions. There was a significant relationship between 
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the patterns of LC and rain in all three states. A comparison of relationships 
during the earlier period (1924-1947) with the later period (1948-1969) 
indicated that the LC data of the earlier period is verified by the rain data, 
and can be used in statistical analyses. 
The relationships between the patterns of LC and hail-days were not as 
significant as the relationships between the patterns of LC and rain. A 
comparison of the relationship between the earlier and later periods did not 
suggest that the LC data in the later period is superior to that of the earlier 
period. However, it was indicated that the hail-day data are of lesser quality 
than the LC data, particularly in the earlier period. Overall, for the state 
climatic divisions, the rain patterns accounted for 6.2% to 15.1% of the 
variance of the LC patterns, and the rain and hail-day patterns together 
accounted for 14.8% to 22.1% of the variance of the LC patterns. 
The factor-spectral approach was also applied to division LC data to 
estimate future LC values. However, it was found that the estimation of trends 
could be improved if the rain data were also included in the factor analysis. 
So, spectral analysis was applied to the principal components obtained from 
combined rain and LC factors rather than to components obtained from LC data 
alone. For Kansas, the number of divisions with correctly estimated trends 
for each year of the period 1970-1975 were as follows: 1970 (44%), 1971 (67%), 
1972 (100%), 1973 (67%), 1974 (44%), and 1975 (67%). The percentage of years 
with correctly estimated trends was 11.1% better in the earlier part of the 
test period (1970-1972) than in the later part of the test period (1973-1975). 
For Nebraska, the overall skill was only slightly better in the earlier part 
of the test period, and for North Dakota there was more skill in the later 
part of the test period. 
Thus, a clearcut determination of whether the skill was greater in the 
earlier part of the test period or whether the earlier part of the test period 
was climatologically easier to estimate could not be made. If there was 
more skill in the earlier part of the projected period, this would suggest 
that the inclusion of more recent data into the projection scheme would 
improve the projection. 
Thus, the projections were re-done, defining the years 1970-1972 to be 
part of the historical period and defining 1973-1975 to be the test period. 
The overall number of divisions with correct trend estimations for the 
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three-year period improved from 59,3% to 66.7% for Kansas and from 55,6% to 
63% for North Dakota, However, the number of divisions with correct trend 
estimations for Nebraska decreased when the more recent data was included. 
Thus, the question of whether the estimation is easier for certain years because 
. 1) the period is climatologically easier to estimate, or because 2) more recent 
data has been used in the projection, requires the investigation of many more 
state divisions. This will be done during the extended 2-year research period. 
The divisional LC values were averaged to obtain mean LC values for the 
entire state. This was done for both the actual and estimated values for 
Kansas, Nebraska, and North Dakota, and the results were compared to the results 
obtained for the same three states for the 19-state analysis. The overall 
results of these comparisons suggest that the estimation of LC values might 
be improved by including the divisional rain and LC data in the estimation 
scheme. Again, this needs to be done for many more state divisions, and this 
will be done during the extended 2-year research period. 
As with the 19-state analysis, one-year estimates of trend were also made 
for the divisional data. Overall, the number of correct trend estimations 
during the test period of 1970-1975 was 81.5% for Kansas divisions, 77.1% for 
Nebraska divisions, and 76% for North Dakota divisions. Thus, one-year trends 
can be estimated for divisions with a considerable degree of skill in these 
states. 
In conclusion, the results of this initial 2-year project suggest that 
the LC data can be used to estimate future trends in LC data with some degree 
of skill. However, further research involving the state climatic divisions 
from many states is needed to determine the overall degree of skill. Also, a 
determination needs to be made from such research as to which divisions and/or 
states have adequate relationships so as to proceed with future real-time 
estimations of LC. Research into these aspects as well as others aspects will 
be actively pursued during the extended 2-year research period. 
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