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1. Introduction
We start with some notation. Let H be an inﬁnite-dimensional Hilbert space over F ∈ {R,C}. One-dimensional subspace
of H spanned by a nonzero vector x ∈ H is denoted by [x], while PH stands for the projective space over H, that is
PH = {[x]: x ∈ H\{0}}. Denote the lattice of all closed linear subspaces in H by LatH and denote its subset of all subspaces
with inﬁnite dimension and inﬁnite codimension in H by Lat∞ H, that is
Lat∞ H =
{
U ∈ LatH: dimU = ∞ and dimU⊥ = ∞}.
Let B(H) be the algebra of all bounded linear operators on H. Introduce the following subsets of B(H): the set of all idem-
potent operators IH , the set of all idempotents with inﬁnite-dimensional kernel I∞(H), the set I∞(H) of all idempotents
with inﬁnite-dimensional image and inﬁnite-dimensional kernel, and the set of all rank r idempotents Ir(H), that is
I(H) = {P ∈ B(H): P2 = P},
I∞(H) = {P ∈ I(H): dimker P = ∞},
I∞(H) =
{
P ∈ I(H): dim im P = ∞ and dimker P = ∞},
and
Ir(H) =
{
P ∈ I(H): rank P = r}.
For any A ∈ B(H) we will denote the adjoint operator of A by A∗ . Recall that there is a natural partial order on I(H),
and consequently on I∞(H), deﬁned by P  Q ⇐⇒ P Q = Q P = P for P , Q ∈ I(H) (or P , Q ∈ I∞(H), respectively). The
geometric interpretation of this partial order is the following: P  Q if and only if im P ⊆ im Q and ker P ⊇ ker Q . A well-
known result, due to Ovchinikov [5] states that any automorphism φ of the poset I(H) is either of the form φ(P ) = AP A−1,
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paper we will characterize automorphisms of a subposet I∞(H), that are bijective maps φ :I∞(H) → I∞(H) satisfying
P  Q ⇐⇒ φ(P ) φ(Q ), P , Q ∈ I∞(H).
Our proof is not just a minor modiﬁcation of Ovchinikov’s proof which is based on rank-one idempotents. Another related
result is due to Pankov, who considers projections (self-adjoint idempotents). These can be identiﬁed with closed subspaces
of H and the partial order  on projections coincides with inclusion ⊆ on the lattice of closed subspaces. Automorphisms of
the lattice of closed subspaces of a real inﬁnite-dimensional normed space X were described by Mackey [4], while Fillmore
and Longstaff [2] solved the more complicated complex case. Pankov ([6] and [7]) further described automorphisms of
the poset of closed subspaces with inﬁnite dimension and inﬁnite codimension of a real or complex inﬁnite-dimensional
separable Hilbert space H. With other words, our result is a non-self-adjoint analogue of Pankov’s result (and moreover, we
omit the assumption of separability). Speaking of preservers on the set of self-adjoint idempotents with inﬁnite-dimensional
image and inﬁnite-dimensional kernel, we have to mention Šemrl’s result [9], which describes the general form of bijective
maps preserving orthogonality in both directions on the latter set. Two idempotents, P and Q , are said to be orthogonal
(we write P ⊥ Q ) if P Q = Q P = 0. It turns out that the relations  and orthogonality are in fact very closely related. For
example, P  Q if and only if the set of idempotents, which are orthogonal to Q , is contained in the set of idempotents,
orthogonal to P . Therefore, there is no surprise that bijective maps preserving orthogonality in both directions on the set of
all idempotents are the same as poset automorphisms. This result was established by Šemrl in [8] and in the same paper
he described bijective maps preserving commutativity in both directions on the set of all idempotents. Motivated by his
results we will characterize bijective maps φ satisfying P ⊥ Q ⇐⇒ φ(P ) ⊥ φ(Q ) and those satisfying P Q = Q P ⇐⇒
φ(P )φ(Q ) = φ(Q )φ(P ), again not on the whole set I(H), but on the subset I∞(H). We mention that the results in [8] are
even more general, as they treat idempotents on Banach spaces. However, when dealing with our problems it is natural to
restrict to Hilbert spaces, as there exist reﬂexive Banach spaces X , which cannot be written as a direct sum of two inﬁnite-
dimensional closed linear subspaces, and therefore, B(X) does not contain any idempotent with inﬁnite-dimensional image
and inﬁnite-dimensional kernel [3].
Let us brieﬂy explain our main results. It is trivial to check that the map P → P∗ is a bijection I∞(H) → I∞(H)
which preserves order, orthogonality and commutativity in both directions. The same is true for the map P → AP A−1,
where A :H → H is an invertible bounded linear operator. If H is a complex Hilbert space, we get another example by
requiring that A is conjugate linear instead of linear. Of course, a composition of two maps preserving any of our relations,
also preserves the relation. When treating bijections preserving order, we will use a similar general idea (although, the
execution will be different) as in [6] and [7] to show that there are no other maps satisfying our assumptions. Using this
result, it will be easy to make the same conclusion for bijections preserving orthogonality. However, the same is not true
for the maps, preserving commutativity, as the following example shows. We call a map ξ :I∞(H) → I∞(H) an ortho-
permutation if it maps any pair {P , I − P } ⊂ I∞(H) bijectively onto itself. Clearly, any ortho-permutation is bijective and
preserves commutativity in both directions. We will again be able to prove that there are no other examples of such
maps.
2. Order preserving maps
Theorem 2.1. Let H be an inﬁnite-dimensional real Hilbert space and φ :I∞(H) → I∞(H) a poset automorphism. Then there exists
an invertible A ∈ B(H) such that either
φ(P ) = AP A−1, P ∈ I∞(H),
or
φ(P ) = AP∗A−1, P ∈ I∞(H).
Theorem 2.2. Let H be an inﬁnite-dimensional complex Hilbert space and φ :I∞(H) → I∞(H) a poset automorphism. Then there
exists a bounded invertible linear or conjugate linear operator A :H → H such that either
φ(P ) = AP A−1, P ∈ I∞(H),
or
φ(P ) = AP∗A−1, P ∈ I∞(H).
When proving these two theorems, we will need the following modiﬁcation of Ovchinikov’s theorem.
Proposition 2.3. Let H1 and H2 be inﬁnite-dimensional Hilbert spaces over F and φ :I∞(H1) → I∞(H2) a poset isomorphism. If
F = C, then there exists a bounded invertible linear or conjugate linear operator A :H1 → H2 such that either
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or
φ(P ) = AP∗A−1, P ∈ I∞(H1).
If F = R, the same conclusion holds, with the only difference that A has to be linear.
Proof. The main idea of the proof is the same as in Ovchinikov’s proof [5]. However, the second half is essentially different.
The proof will be completed in seven steps.
Step 1. For every P ∈ I∞(H1) we have dim imφ(P ) = dim im P .
Proof. In the case when P is of ﬁnite rank, dim im P is equal to the largest integer r, for which there is a chain of dif-
ferent idempotents 0 = P0  P1  · · ·  Pr = P . If P is not of ﬁnite rank, then one can ﬁnd such a chain for any positive
integer r. 
We deﬁne a relation ∼ on I1(H j), j ∈ {1,2}, by P ∼ Q if and only if im P = im Q or ker P = ker Q .
Step 2. For every pair P , Q ∈ I1(H1) we have P ∼ Q ⇐⇒ φ(P ) ∼ φ(Q ).
Proof. It is a consequence of [5, Lemma 3.2], which states that for P , Q ∈ I1(H j) we have P ∼ Q if and only if there exists
at most one R ∈ I2(H j) such that P  R and Q  R . As the proof of lemma is rather easy, we will omit it. 
For any [x] ∈ PH j denote L[x] = {P ∈ I1(H j): im P = [x]} and K[x] = {P ∈ I1(H j): ker P = [x]⊥}.
Step 3. For every [x] ∈ PH1 there exists [u] ∈ PH2 such that either φ(L[x]) = L[u] or φ(L[x]) = K[u] . Similarly, φ(K[x]) = L[v] or
φ(K[x]) = K[v] for some [v] ∈ PH2 .
Proof. Maximal sets with the property that any two elements are in relation ∼ are exactly sets of the form L[x] and K[x] .
The statement now follows from Step 2. 
From now on, we will assume that there exist [x] ∈ PH1 and [u] ∈ PH2 with φ(L[x]) = L[u] . If this is not true, one can
ﬁnish the proof in the same way by treating the map P → φ(P )∗ instead of φ.
Step 4. For any [y], [w] ∈ PH1 there exist [v], [t] ∈ PH2 such that φ(L[y]) = L[v] and φ(K[w]) = K[t] .
Proof. Let [y] ∈ PH1 be different from [x]. We obviously have L[x] ∩ L[y] = ∅, while it is easy to verify that
L[x] ∩ K[y] = ∅ ⇐⇒ x⊥ y. (1)
Since one can ﬁnd z ∈ H1 with z ⊥ x and z ⊥ y, we have L[u] ∩ φ(K[z]) = ∅ and φ(K[z]) ∩ φ(L[y]) = ∅. It is now clear that
φ(L[y]) = L[v] for some [v] ∈ PH2. The same argument gives us the desired conclusion for φ(K[w]). 
Hence, φ induces bijective maps τ ,σ :PH1 → PH2 determined by φ(L[y]) = Lτ ([y]) and φ(K[w]) = Kσ([w]) .
Step 5. There exist bijective semilinear maps A, B :H1 → H2 such that τ ([y]) = [Ay], y ∈ H1 \ {0}, and σ([w]) = [Bw], w ∈
H1 \ {0}.
Proof. We assert that for any [y], [y1], [y2] ∈ PH1 with [y1] = [y2] we have
[y] ⊂ [y1] + [y2] ⇐⇒ τ
([y])⊂ τ ([y1])+ τ ([y2]).
Indeed, let [z], [z1], [z2] ∈ PH j , where j ∈ {1,2} and [z1] = [z2]. Then we have [z] ⊂ [z1] + [z2] if and only if there exist
P ∈ L[z] , Q ∈ L[z1] , R ∈ L[z2] , and S ∈ I2(H j) with P , Q , R  S . This proves the assertion. The Fundamental theorem of
projective geometry [1] now guarantees the existence of a map A with the required properties. We establish the existence
of B with an analogous argument. 
In the next step we will assume that F = C. In the real case A is automatically linear, while boundedness can be
established with the same argument as in the complex case.
Step 6. The operator A is linear or conjugate linear, and bounded.
L. Plevnik / J. Math. Anal. Appl. 387 (2012) 24–32 27Proof. It follows from (1) that for any nonzero x, y ∈ H1 we have
x⊥ y ⇐⇒ Ax⊥ By. (2)
Hence, A and A−1 both carry closed hyperplanes in H1 into closed hyperplanes in H2. Therefore, by [2, Lemma 2], A is
either linear or conjugate linear and, by [2, Lemma 3], A is bounded. 
Step 7. For every P ∈ I∞(H1) we have φ(P ) = AP A−1 .
Proof. Let Q ∈ I1(H1) be arbitrary. By deﬁnitions of τ and σ and Step 5 we have imφ(Q ) = A(im Q ) and kerφ(Q ) =
B((ker Q )⊥)⊥ . But the latter is, by (2), equal to A(ker Q ), which gives us φ(Q ) = AQ A−1. The required result now follows
from the fact that every P ∈ I∞(H j) is uniquely determined with the set {Q ∈ I1(H j): Q  P }. 
From now on, suppose that the assumptions of Theorems 2.1 and 2.2 (so, H is a real or complex Hilbert space) are
fulﬁlled. For any subset S ⊆ I∞(H) introduce S = {Q ∈ I∞(H): Q  P for every P ∈ S} and S = {Q ∈ I∞(H): Q 
P for every P ∈ S}. If S = {P } is a singleton, we write shortly {P } = P and analogously for .
Lemma 2.4. Let P ∈ I∞(H). Suppose that H is a complex Hilbert space. Then either there exists an invertible bounded linear or
conjugate linear operator AP : im P → imφ(P ) such that
φ(Q )x= AP
(
Q
(
A−1P x
))
, Q ∈ P, x ∈ imφ(P ), (3)
or there exists an invertible bounded linear or conjugate linear operator AP : im P∗ → imφ(P ) such that
φ(Q )x= AP
(
Q ∗
(
A−1P x
))
, Q ∈ P, x ∈ imφ(P ). (4)
If H is a real Hilbert space, the same conclusion holds, with the only difference that AP has to be linear. In any case, the operator AP is
uniquely determined up to a multiplication by nonzero scalars.
Proof. We will ﬁrst prove the uniqueness of AP . Assume that (3) holds for some operator A = AP , as the proof in the case
when (4) is satisﬁed is similar. Suppose that the operator A1 is as from the conclusion of lemma, as well. We distinguish
two cases. First assume that (4) holds for A1. Then A(ker Q ∩ im P ) = kerφ(Q ) ∩ imφ(P ) = A1(ker Q ∗ ∩ im P∗) for any
Q ∈ P . Let x be an arbitrary nonzero vector from im P . Then one can ﬁnd linearly independent y1, y2 ∈ (ker P )⊥ with
y1, y2 ∈ [x]⊥ . Then for Q j = P − 1〈x,y j〉 x⊗ y j ∈ P , j = 1,2, we have ker Q j ∩ im P = [x] and ker Q ∗j ∩ im P∗ = [y j]. Hence,
A([x]) = A1([y j]), a contradiction with invertibility of A1. Turn now to the second case, that is φ(Q )x = A1(Q (A−11 x))
for every Q ∈ P and x ∈ imφ(P ). Then A(im Q ) = imφ(Q ) = A1(im Q ) for every Q ∈ P . Since any one-dimensional
subspace of im P is an intersection of two inﬁnite-dimensional subspaces, we have A([y]) = A1([y]) for every [y] ∈ P im P .
It is easy to verify that this implies A1 = λA for some nonzero scalar λ (one can also ﬁnd a proof of this statement in [1,
Lemma 2.4]).
Let us now prove the existence of AP . We will consider im P and imφ(P ) as our new Hilbert spaces. We denote the
elements of I(im P ) by Q˜ and for any such element, Q will denote a unique element of I(H) with Q  P and Q x = Q˜ x
for every x ∈ im P . Of course, we can present the elements of I(imφ(P )) in the same way. Because
Q˜ ∈ I∞(im P) ⇐⇒ dim im(P − Q ) = ∞ ⇐⇒ P − Q ∈ P, (5)
φ induces a map ψ :I∞(im P ) → I∞(imφ(P )), given by ψ(Q˜ )x = (φ(P ) − φ(P − Q ))x, Q˜ ∈ I∞(im(P )), x ∈ imφ(P ). One
can easily verify that ψ is a poset isomorphism. Therefore, by Proposition 2.3 there exists a bounded invertible linear or
conjugate linear operator A : im P → imφ(P ) such that either
ψ(Q˜ ) = A Q˜ A−1, Q˜ ∈ I∞(im P), (6)
or
ψ(Q˜ ) = A Q˜ ∗A−1, Q˜ ∈ I∞(im P). (7)
We remark that in the last equation Q˜ ∗ means the adjoint of an operator Q˜ : im P → im P . We now distinguish two
cases. If (6) holds, the deﬁnition of ψ and (5) yield (3) with AP = A. Now suppose that (7) holds. We will show that
the operator T : im P → im P∗ , given by T x = P∗x, x ∈ im P , is invertible. We only have to check the bijectivity of T . If
P∗Px= 0 for some x ∈ H, then 〈P∗Px, x〉 = 0, hence Px= 0 and T is injective. Its surjectivity follows from im P∗ = P∗(H) =
P∗(im P ⊕ (im P )⊥) = P∗(im P ⊕ ker P∗) = P∗(im P ). We claim that for any Q˜ ∈ I(im P ) we have
Q˜ ∗x = T−1(Q ∗(T x)), x ∈ im P .
Indeed, let Q˜ ∈ I(im P ) and x ∈ im P . With respect to the decomposition H = im P ⊕ ker P∗ we have
P∗ =
[
I 0
P 0
]
and Q ∗ =
[
Q˜ ∗ 0
Q 0
]
1 1
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Q ∗(T x) = Q ∗P∗
[
x
0
]
= Q ∗
[
x
0
]
=
[
Q˜ ∗x
Q 1x
]
=
[
Q˜ ∗x
P1 Q˜ ∗x
]
= P∗
[(
Q˜ ∗x
0
)]
= T (Q˜ ∗x).
Now we again use the deﬁnition of ψ and (5) to establish that the operator AP = AT−1 satisﬁes (4). 
Proof of Theorems 2.1 and 2.2. We will prove both theorems simultaneously.
We will say that P ∈ I∞(H) is of type I if the map AP from Lemma 2.4 is deﬁned on im P and P satisﬁes (3). Analo-
gously, if AP is deﬁned on im P∗ and P satisﬁes (4), then we will call P an idempotent of type II. Assume that there exists
P0 ∈ I∞(H) of type II (the case when every P ∈ I∞(H) is of type I is treated in the same way). Our aim is to show that
for any other Q ∈ I∞(H) we have
(i) Q is of type II,
(ii) AP0 |im P∗0∩im Q ∗ = λAQ |im P∗0∩im Q ∗ for some λ ∈ F \ {0}.
We will distinguish a few cases.
Case 1. P0 and Q are comparable.
Proof. Suppose that P0  Q (the case when Q  P0 is similar). Let us ﬁrst prove (i). Assume on the contrary that Q is of
type I. Since P0 ∈ Q , we have imφ(P0) = AQ (im P0). Moreover, the operator B : im P0 → imφ(P0), deﬁned by Bx = AQ x,
x ∈ im P0, satisﬁes (3). It contradicts the fact that AP0 is uniquely determined up to a multiplication with nonzero scalars,
so Q is of type II. In order to certify the validity of (ii) choose an arbitrary R ∈ (P0) . Because (P0) ⊆ Q , we have
AP0(im R
∗) = imφ(R) = AQ (im R∗). We now use the same argument as when proving the uniqueness of AP in Lemma 2.4
to establish that AQ |im P∗0 is a scalar multiple of AP0 . 
Case 2. dim(im P∗0 ∩ im Q ∗) = ∞ and dim(ker P∗0 ∩ ker Q ∗) = ∞.
Proof. We claim that there exist P1 ∈ (P0) , Q 1 ∈ Q , and R ∈ I∞(H) such that im P∗1 = im Q ∗1 = im P∗0 ∩ im Q ∗ and
R ∈ {P1, Q 1} . Indeed, choose U , V ∈ LatH with (im P∗0 ∩ im Q ∗) ⊕ U = im P∗0 and V ⊕ (ker P∗0 ∩ ker Q ∗) = ker P∗0 . With
respect to the decomposition H = (im P∗0 ∩ im Q ∗) ⊕ U ⊕ V ⊕ (ker P∗0 ∩ ker Q ∗), P∗0 and Q ∗ are of the form
P∗0 =
⎡⎢⎣
I
I
0
0
⎤⎥⎦ and Q ∗ =
⎡⎢⎣
I Q 2 Q 3 0
0 ∗ ∗ 0
0 ∗ ∗ 0
0 ∗ ∗ 0
⎤⎥⎦ ,
respectively. Here, I denotes the identity operator on the corresponding space and the unmarked entries are zero. If we set
P∗1 =
⎡⎢⎣
I
0
0
0
⎤⎥⎦ , Q ∗1 =
⎡⎢⎣
I Q 2 Q 3 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎦ and R∗ =
⎡⎢⎣
I
I
I
0
⎤⎥⎦ ,
then P1, Q 1 and R are as required. We know from the previous case that P1, R , Q 1, and Q are of type II, and
AP0 |im P∗0∩im Q ∗ = λAP1 = μAR |im P∗0∩im Q ∗ = νAQ 1 = ρAQ |im P∗0∩im Q ∗ for some λ, μ, ν , ρ ∈ F \ {0}. 
Case 3. dim(im P∗0 ∩ im Q ∗) = ∞ and dim(ker P∗0 ∩ ker Q ∗) < ∞.
Proof. We assert that there exist P1 ∈ (P0) , Q 1 ∈ Q , and R ∈ I∞(H) such that im P∗1 = im Q ∗1 = im R∗ = im P∗0 ∩ im Q ∗ ,
dim(ker P∗1 ∩ ker R∗) = ∞, and dim(ker Q ∗1 ∩ ker R∗) = ∞. Indeed, deﬁne subspaces U ⊂ im P∗0 , V ⊂ ker P∗0 , operators Q 2,
Q 3, and idempotents P1 ∈ (P0) , Q 1 ∈ Q in the same way as in the previous case. Note that V is inﬁnite-dimensional,
because it has a ﬁnite codimension in ker P∗0 . One can now ﬁnd a bounded operator Q ′3 : V → im P∗0 ∩ im Q ∗ such that both,
Q ′3 and Q ′3 − Q 3 have inﬁnite-dimensional kernel. Set
R∗ =
⎡⎢⎣
I 0 Q ′3 0
0 0 0 0
0 0 0 0
⎤⎥⎦ .
0 0 0 0
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ker P∗1 ∩ ker R∗ =
⎧⎪⎨⎪⎩
⎡⎢⎣
0
u
v
z
⎤⎥⎦ ∈ H: u ∈ U , v ∈ ker Q ′3, z ∈ ker P∗0 ∩ ker Q ∗
⎫⎪⎬⎪⎭
and
ker Q ∗1 ∩ ker R∗ ⊇
⎧⎪⎨⎪⎩
⎡⎢⎣
−Q 3v
u
v
z
⎤⎥⎦ ∈ H: u ∈ ker Q 2, v ∈ ker(Q ′3 − Q 3), z ∈ ker P∗0 ∩ ker Q ∗
⎫⎪⎬⎪⎭
are inﬁnite-dimensional, as desired. The results in the previous two cases now yield that P1, R , Q 1, and Q are of type II,
and AP0 |im P∗0∩im Q ∗ = λAP1 = μAR = νAQ 1 = ρAQ |im P∗0∩im Q ∗ for some λ, μ, ν , ρ ∈ F \ {0}. 
Case 4. dim(im P∗0 ∩ im Q ∗) < ∞.
Proof. Denote U = im P∗0 ∈ Lat∞ H and V = im Q ∗ ∈ Lat∞ H. We will ﬁrst show that there exists W ∈ Lat∞ H such that
U ∩W and V ∩W are inﬁnite-dimensional. Indeed, choose nonzero u1 ∈ U . Then there exists nonzero v1 ∈ V ∩ [u1]⊥ . Next,
one can ﬁnd nonzero u2 ∈ U ∩ [u1, v1]⊥ and nonzero v2 ∈ V ∩ [u1,u2, v1]⊥ . We proceed inductively, on the n-th step we
choose 0 = un ∈ U ∩[u1, . . . ,un−1, v1, . . . , vn−1]⊥ and 0 = vn ∈ V ∩[u1, . . . ,un, v1, . . . , vn−1]⊥ . Then W = span{un, v2n}∞n=1 ∈
Lat∞ H has the required properties. Let R ∈ I∞(H) be any idempotent with im R∗ = W + (im P∗0 ∩ im Q ∗). It follows from
the results in the previous two cases that R and Q are of type II, AP0 |im P∗0∩im R∗ = λAR |im P∗0∩im R∗ , and AR |im Q ∗∩im R∗ =
μAQ |im Q ∗∩im R∗ for some λ, μ ∈ F \ {0}. Furthermore, because im P∗0 ∩ im Q ∗ is contained in both, im P∗0 ∩ im R∗ and
im Q ∗ ∩ im R∗ , we have AP0 |im P∗0∩im Q ∗ = λμAQ |im P∗0∩im Q ∗ , as desired. 
We can now deﬁne a map A :H → H in the following way. First set Ax := AP0x for x ∈ im P∗0 , where AP0 is any (ﬁxed)
operator satisfying (4) in Lemma 2.4. If x /∈ im P∗0 , then one can choose P ∈ I∞(H) with x ∈ im P∗ and im P∗0 ∩ im P∗ = {0}.
We now deﬁne Ax := AP x, where we choose the operator AP such that it coincides with AP0 on im P∗0 ∩ im P∗ (we achieve
this by multiplying AP by a nonzero scalar, if necessary). It follows from (ii) that the deﬁnition of A is independent of the
choice of P . It is easy to see that A is bijective and it is bounded because the restriction of A to any U ∈ Lat∞ H is bounded.
In order to check (conjugate) linearity of A ﬁrst note that (ii) yields that either all the operators AP , P ∈ I∞(H), are linear
or all are conjugate linear. For x, y ∈ H we can choose P ∈ I∞(H) with x, y ∈ im P∗ and im P∗0 ∩ im P∗ = {0}, and apply
(conjugate) linearity of AP to establish that A is either linear or conjugate linear. It remains to show that φ(P ) = AP∗A−1
for every P ∈ I∞(H). So, let P ∈ I∞(H) and x ∈ H be arbitrary. Then one can ﬁnd P1 ∈ P such that x ∈ im P∗1 and
im P∗0 ∩ im P∗1 = {0}. By Lemma 2.4 we have φ(P )(AP1x) = AP1 (P∗x) and therefore, φ(P )Ax= AP∗x, as desired. 
3. Orthogonality preserving maps
Theorem 3.1. Let H be an inﬁnite-dimensional real Hilbert space and φ :I∞(H) → I∞(H) a bijective map such that
P ⊥ Q ⇐⇒ φ(P ) ⊥ φ(Q ), P , Q ∈ I∞(H).
Then there exists an invertible A ∈ B(H) such that either
φ(P ) = AP A−1, P ∈ I∞(H),
or
φ(P ) = AP∗A−1, P ∈ I∞(H).
Theorem 3.2. Let H be an inﬁnite-dimensional complex Hilbert space and φ :I∞(H) → I∞(H) a bijective map such that
P ⊥ Q ⇐⇒ φ(P ) ⊥ φ(Q ), P , Q ∈ I∞(H).
Then there exists a bounded invertible linear or conjugate linear operator A :H → H such that either
φ(P ) = AP A−1, P ∈ I∞(H),
or
φ(P ) = AP∗A−1, P ∈ I∞(H).
Proof of Theorems 3.1 and 3.2. For every P ∈ I∞(H) denote P⊥ = {Q ∈ I∞(H): P ⊥ Q }. Then for any P , Q ∈ I∞(H) we
have P  Q ⇐⇒ I − Q ∈ P⊥ . We claim that the latter is equivalent to Q ⊥ ⊆ P⊥ . One direction is clear, so assume that
I − Q ∈ P⊥ . Then for any R ∈ Q ⊥ we have R  I − Q  I − P , so R ∈ P⊥ . It now follows that φ is a poset automorphism
and we ﬁnish the proof using Theorems 2.1 and 2.2. 
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Theorem 4.1. Let H be an inﬁnite-dimensional real Hilbert space and φ :I∞(H) → I∞(H) a bijective map such that
P Q = Q P ⇐⇒ φ(P )φ(Q ) = φ(Q )φ(P ), P , Q ∈ I∞(H).
Then there exist an ortho-permutation ξ :I∞(H) → I∞(H) and an invertible A ∈ B(H) such that either
φ(P ) = Aξ(P )A−1, P ∈ I∞(H),
or
φ(P ) = Aξ(P )∗A−1, P ∈ I∞(H).
Theorem 4.2. Let H be an inﬁnite-dimensional complex Hilbert space and φ :I∞(H) → I∞(H) a bijective map such that
P Q = Q P ⇐⇒ φ(P )φ(Q ) = φ(Q )φ(P ), P , Q ∈ I∞(H).
Then there exist an ortho-permutation ξ :I∞(H) → I∞(H) and a bounded invertible linear or conjugate linear operator A : H → H
such that either
φ(P ) = Aξ(P )A−1, P ∈ I∞(H),
or
φ(P ) = Aξ(P )∗A−1, P ∈ I∞(H).
Before proving these two theorems, we need to introduce some more notation and prove one lemma. For any subset
S ⊆ I∞(H) we denote its commutant in I∞(H) by S ′ , that is
S ′ = {Q ∈ I∞(H): Q P = P Q for every P ∈ S}.
If S = {P } is a singleton, we write shortly {P }′ = P ′ . We denote the double commutant of S by S ′′ . Furthermore, #S denotes
the cardinality of S .
Lemma 4.3. Let P , Q ∈ I∞(H) be such that P Q = Q P and P ′ = Q ′ . Then the following two statements are equivalent:
• one of the next four conditions is satisﬁed: P ⊥ Q , P ⊥ I − Q , I − P ⊥ Q , or I − P ⊥ I − Q ,
• #{P , Q }′′ ∈ {4,6}.
Proof. Since P and Q commute, we can write H = X1 ⊕ X2 ⊕ X3 ⊕ X4, where X1 = im(P Q ), X2 = im(P (I − Q )),
X3 = im((I − P )Q ), and X4 = im((I − P )(I − Q )). Note that some of these subspaces may be trivial. According to this
decomposition we have
P =
⎡⎢⎣
I
I
0
0
⎤⎥⎦ and Q =
⎡⎢⎣
I
0
I
0
⎤⎥⎦ .
Then the commutant {P , Q }′ consists of the elements from I∞(H) of the form⎡⎢⎣
∗
∗
∗
∗
⎤⎥⎦ .
Hence, the elements of {P , Q }′′ are idempotents from I∞(H) of the form⎡⎢⎣
A
B
C
D
⎤⎥⎦ , (8)
where each of A, B , C , D is either the zero operator or the identity operator on the corresponding subspace. We will now
distinguish a few cases.
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Proof. {P , Q }′′ consists of all possible idempotents of the form (8), except 0 and I . 
Case 2. If 0 < dim X1 < ∞ and dim X4 = ∞, then #{P , Q }′′ = 12.
Proof. Since X1 ⊕ X2 = im P and X1 ⊕ X3 = im Q are inﬁnite-dimensional, we have dim X2 = ∞ and dim X3 = ∞. Then
{P , Q }′′ contains all the idempotents as in previous case, except (A, B,C, D) = (I,0,0,0) and (0, I, I, I). 
Case 3. If 0 < dim X1 < ∞ and 0 < dim X4 < ∞, then #{P , Q }′′ = 8.
Proof. According to the previous case, four new possibilities are excluded: (I,0,0, I), (0, I, I,0), (0,0,0, I) and (I, I, I,0). 
Case 4. If X1 = {0} (or equivalently, P ⊥ Q ) and dim X4 = ∞, then #{P , Q }′′ = 6.
Proof. {P , Q }′′ contains the following elements: (B,C, D) = (I,0,0), (0, I, I), (0, I,0), (I,0, I), (0,0, I), and (I, I,0). 
Case 5. If X1 = {0} (P ⊥ Q ) and 0 < dim X4 < ∞, then #{P , Q }′′ = 4.
Proof. The last two possibilities from the previous case cannot occur. 
Case 6. If X1 = {0} and X4 = {0}, then P ′ = Q ′ .
Proof. We have Q = I − P and consequently, P ′ = Q ′ . 
Any other case can be obtained from one of these by permuting X1, X2, X3, X4, where we remark that Xi and X j can be
both ﬁnite-dimensional only if {i, j} = {1,4} or {i, j} = {2,3} (see the observation at the beginning of the proof of Case 2).
This completes the proof. 
Proof of Theorems 4.1 and 4.2. We will prove both theorems simultaneously.
First note that for any pair P , Q ∈ I∞(H) we have P ′ = Q ′ if and only if P = Q or Q = I− P . Hence, φ(I− P ) = I−φ(P )
for every P ∈ I∞(H).
The aim of the proof is to ﬁnd an ortho-permutation ξ : I∞(H) → I∞(H) such that φ ◦ξ preserves orthogonality in both
directions. Let P and Q be elements of I∞(H) such that P ⊥ Q and Q = I − P . Lemma 4.3 and the previous paragraph
yield that (exactly) one of the next four possibilities occurs:
φ(P ) ⊥ φ(Q ), φ(P ) ⊥ φ(I − Q ), φ(I − P ) ⊥ φ(Q ), or φ(I − P ) ⊥ φ(I − Q ). (9)
We now deﬁne ξ in the following way. Let P ∈ I∞(H). Choose Q ∈ I∞(H) with Q ⊥ P and Q = I − P and set ξ(P ) as
those element of {P , I − P }, for which we have either φ(ξ(P )) ⊥ φ(Q ) or φ(ξ(P )) ⊥ φ(I − Q ). We have to check that ξ is
well deﬁned, that is ξ(P ) is independent of the choice of Q . Let Q 1, Q 2 ∈ I∞(H) be two idempotents, orthogonal to P and
different from I − P . Suppose that φ(P ) ⊥ φ(Q 1) (the other three cases are treated in the same way). We have to show that
either φ(P ) ⊥ φ(Q 2) or φ(P ) ⊥ I − φ(Q 2). Since φ(P ) ⊥ φ(Q 1), we have
φ(P ) =
[ I
0
0
]
and φ(Q 1) =
[0
I
0
]
,
according to the decomposition H = imφ(P ) ⊕ imφ(Q 1) ⊕ (kerφ(P ) ∩ kerφ(Q 1)). Since φ(Q 2) commutes with φ(P ), we
have (according to the same decomposition)
φ(Q 2) =
[
R
S
]
,
where R : imφ(P ) → imφ(P ) and S : kerφ(P ) → kerφ(P ) are idempotents (note that imφ(Q 1) ⊕ (kerφ(P ) ∩ kerφ(Q 1)) =
kerφ(P )). It follows from (9) that exactly one of the following four conditions is fulﬁlled: R = 0, R = I , S = 0, or S = I .
Once we show that only the ﬁrst two possibilities can occur, we are done, as the ﬁrst one is equivalent to φ(P ) ⊥ φ(Q 2),
while the second one equals φ(P ) ⊥ I − φ(Q 2). For this purpose choose Q 3 ∈ I∞(H) with Q 3 ⊥ φ(P ), which commutes
neither with φ(Q 1) nor with φ(Q 2). Because Q 3 is orthogonal to φ(P ), it is of the form
[ 0
∗
]
. Since Q 3 and φ(Q 2) do
not commute we have S = 0 and S = I , as desired. So, ξ is well deﬁned. It remains to show that P ⊥ Q ⇐⇒ φ(ξ(P )) ⊥
φ(ξ(Q )). Let P , Q ∈ I∞(H) and P ⊥ Q . We distinguish two cases. First suppose that Q = I − P . Because ξ maps {P , I − P }
bijectively onto itself, we have ξ(Q ) = I − ξ(P ). Hence, φ(ξ(Q )) = I − φ(ξ(P )) ⊥ φ(ξ(P )). On the other hand, if Q = I − P ,
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Suppose now that φ(ξ(P )) ⊥ φ(ξ(Q )). Assume that φ(ξ(Q )) = I − φ(ξ(P )), as the other case is again easy. It follows from
Lemma 4.3 and the fact that ξ is an ortho-permutation that one of the following four possibilities occurs: P ⊥ Q , P ⊥ I− Q ,
I − P ⊥ Q , and I − P ⊥ I − Q . The fourth possibility would imply I −φ(ξ(P )) ⊥ I −φ(ξ(Q )), which is not the case, because
φ(ξ(P )) ⊥ φ(ξ(Q )) and φ(ξ(Q )) = I −φ(ξ(P )). In the same way we rule out the second and the third possibility, so P ⊥ Q ,
as desired. Theorems 3.1 and 3.2 imply the desired conclusion. 
Acknowledgment
The author would like to thank professor Peter Šemrl for many helpful advices and some corrections.
References
[1] C.A. Faure, An elementary proof of the fundamental theorem of projective geometry., Geom. Dedicata 90 (2002) 145–151.
[2] P.A. Fillmore, W.E. Longstaff, On isomorphisms of lattices of closed subspaces, Canad. J. Math. 36 (1984) 820–829.
[3] W.T. Gowers, B. Maurey, The unconditional basic sequence problem, J. Amer. Math. Soc. 6 (1993) 851–874.
[4] G.W. Mackey, Isomorphisms of normed linear spaces, Ann. of Math. 43 (1942) 244–260.
[5] P.G. Ovchinikov, Automorphisms of the poset of skew projections, J. Funct. Anal. 115 (1993) 184–189.
[6] M. Pankov, Order preserving transformations of the Hilbert Grassmannian, Arch. Math. 89 (2007) 81–86.
[7] M. Pankov, Order preserving transformations of the Hilbert Grassmannian (note on the complex case), Arch. Math. 90 (2008) 528–529.
[8] P. Šemrl, Maps on idempotents, Studia Math. 169 (2005) 21–44.
[9] P. Šemrl, Orthogonality preserving transformations on the set of n-dimensional subspaces of a Hilbert space, Illinois J. Math. 48 (2004) 567–573.
