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ABSTRACT
We present numerical simulations of jets modelled with relativistic radiation hydro-
dynamics (RRH), which evolve across two environments: i) a stratified surrounding
medium and ii) a 16TI progenitor model. We consider opacities consistent with var-
ious processes of interaction between the fluid and radiation, specifically free-free,
bound-free, bound-bound, and electron scattering. We explore various initial condi-
tions, with different radiation energy densities of the beam in hydrodynamical and
radiation-pressure-dominated scenarios, considering only highly relativistic jets. In or-
der to investigate the impact of the radiation field on the evolution of the jets, we
compare our results with purely hydrodynamical jets. Comparing among jets driven
by an RRH, we find that radiation-pressure-dominated jets propagate slightly faster
than gas pressure dominated ones. Finally, we construct the luminosity light curves
(LCs) associated with the two cases. The construction of LCs uses the fluxes of the
radiation field that is fully coupled to the hydrodynamics equations during the evolu-
tion. The main properties of the jets propagating on the stratified surrounding medium
are that the LCs show the same order of magnitude as the gamma-ray luminosity of
typical Long gamma-ray Bursts 1050 − 1054 erg/s, and the difference between the ra-
diation and gas temperatures is of nearly one order of magnitude. The properties of
jets breaking out from the progenitor star model are that the LCs are of the order of
magnitude of low-luminosity GRBs 1046 − 1049 erg/s, and in this scenario, the differ-
ence between the gas and radiation temperature is of four orders of magnitude, which
is a case far from thermal equilibrium.
Key words: opacity; radiative transfer; methods: numerical; gamma-rays: general
1 INTRODUCTION
There is observational evidence that long gamma-ray bursts
(LGRBs) are produced after the death of massive stars
(Woosley 1993; Galama et al. 1998; Stanek et al. 2003;
Hjorth et al. 2003; Woosley & Bloom 2006), whose spec-
trum agrees with those of Type Ic supernovae (SNe).
Although the LGRBs have been identified spectroscopically
with SNe, many of these events show smaller luminosity
than those of standard LGRBs. These events are called
low-luminosity GRBs (LLGRBs). The emission mechanisms
and the surrounding medium density profiles that make
the difference between LGRBs and LLGRBs are still a
matter of debate. As a consequence of this, several authors
have developed numerical models for the jet propagation
⋆ E-mail:friverap@ifm.umich.mx (FJRP)
† E-mail:guzman@ifm.umich.mx (FSG)
in a stratified surrounding medium applied to LGRBs and
massive star models applied to LLGRBs.
In this context, several numerical studies have been
done. For instance, the evolution of jets within a sur-
rounding medium using different approximations has
been studied in (Aloy et al. 2000; De Colle et al. 2012;
MacFadyen & Woosley 1999; Meliani & Keppens 2007;
Meliani & Keppens 2010; Mizuta et al. 2006 & 2013;
Mizuta & Aloy 2009; Morsony et al. 2007;
Mizuta et al. 2011; Nahakura et al. 2011 & 2012;
Lazzati et al. 2013; Lo´pez-Ca´mara et al. 2013;
Zhang et al. 2003; Zhang et al. 2004) using pure
relativistic hydrodynamics. More elaborate mod-
els include the use of ideal magnetohydrodynamics
(Bromberg et al. 2016; Obergaulinger & Aloy 2017) or ra-
diation hydrodynamics simulations (Van Eerten et al. 2010;
Van Eerten et al. 2011; Vlasis et al., 2011;
Cuesta-Mart´ınez et al. 2015; De Colle et al. 2017). How-
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ever, in these later works the radiation is not coupled
with hydrodynamics during the evolution of the system,
but the radiation is analysed by post-processing the
hydrodynamical variables.
From a theoretical point of view, in the RRH simula-
tions there are two key variables at modelling the system,
these are: the rest-mass density of the fluid and the radia-
tion energy density of the radiation field, which in turn has
an impact on the optical depth of the fluid and the radia-
tion pressure (Mihalas & Mihalas 1984). In accordance with
the later, the radiative transport does not significantly af-
fect the fluid dynamics as long as the optical depth is in
the optically thin regime or the fluid pressure dominates. In
this case, the radiation attached to the system in a post-
processing of the numerical simulations is a good approach
because emitted photons can be assumed to escape with no
further interactions. Otherwise, in the optically thick regime
or in the radiation-pressure-domination scenario, the effect
of radiative transport cannot be negligible because the pho-
tons carry significant momentum and energy that affect the
dynamics of the fluid around.
In this case, the radiation and fluid feedback each
other’s dynamics, and we need to solve the equations of
radiative transport during the evolution at the same time
as Euler’s equations. In view of the above, and under the
assumption that the radiation carried by jets goes from an
optically thick region to an optically thin region, coupling
the radiation field and the fluid during the evolution, is ex-
pected to be a better approximation than post-processing or
pure hydrodynamics. Therefore, in this paper, we assume a
model of the jet, where the fluid is coupled to the radiation
field, and the evolution is dictated by the RRH equations.
In our numerical simulations, we assume, initially, that the
radiation field and matter are in local thermal equilibrium
(LTE) and evolve according to the RRH equations. However,
after initial time, the system loses the LTE. We explore var-
ious initial conditions for the jet, with different radiation
energy density and a fixed but high Lorentz factor.
In order to describe GRB events in a more realistic as-
trophysical scenario, we study the dynamics of the jet when
it propagates in two different environments. In the first one,
the jets propagate in a stratified external medium with rest
mass toy density profile ρ ∼ r−2, which is associated with
LGBRs (Mignone et al. 2005). In the second one, the jet
propagates within its progenitor star. For the later, we con-
sider a pre-supernova 16TI model as the progenitor star that
is considered to be a progenitor of LLGBRs. In each of the
models, we construct the LCs associated with particular pro-
cesses of interaction between the fluid and radiation, specifi-
cally, free-free, bound-free, bound-bound, and electron scat-
tering opacities.
The paper is organized as follows. In section 2, we de-
scribe the system of the RRH equations. In section 3, we
describe the opacities used in our numerical simulations. In
section 4, we describe the initial conditions for the parame-
ters of our simulations. In section 5, we study the evolution
of jets on a stratified medium and illustrate how the LCs
can be associated to LGRBs. Also, we discuss the implica-
tions of the radiation field in the evolution of the system.
In section 6, we present the evolution of jets starting from
inside a progenitor and their relation to LLGRBs. Finally,
in section 7, we discuss our results.
2 EQUATIONS OF EVOLUTION AND
NUMERICAL METHODS
As mentioned before, the model assumed for the jet cor-
responds to a fluid interacting with a radiation field. This
implies the need to solve the equations coupling such a sys-
tem in order to capture the back-reaction of one of the
components on to the other. One important advantage of
considering the radiation field is that the construction of
LCs is natural because one is constantly calculating the
variables of the radiation field. The RRH equations govern-
ing the evolution of this system are form (Farris et al. 2008;
Fragile et al. 2012):
∇α(ρuα) = 0, (1)
∇αTαβm = Gβr , (2)
∇αTαβr = −Gβr , (3)
where Tαβm is the stress-energy tensor of a perfect fluid
Tαβm = ρhu
αuβ + Pgαβ, (4)
where gαβ is the metric of the space-time, uα is the four-
velocity of fluid elements, ρ, h = 1 + ǫ + P/ρ, ǫ and P
are the rest-mass density, specific enthalpy, specific internal
energy, and the thermal pressure, respectively. The thermal
pressure is related to ρ and ǫ through a gamma-law equation
of state P = ρǫ(Γ−1), where Γ is the adiabatic index of the
fluid. Here, Tαβr is the stress-energy tensor that describes
the radiation field and is given by
Tαβr = (Er + Pr)u
αuβ + Fαr u
β + uαF βr + Prg
αβ, (5)
where Er, F
α
r , and Pr are the radiated energy density, ra-
diated flux, and radiation pressure, respectively, measured
in the comoving reference frame. The source term Gαr is the
radiation four-force that describes the interaction between
the fluid and the radiation field. Among the various regimes
of coupling between radiation and fluid, we choose the
‘grey-body’ approximation, which technically means that
the radiation field variables do not depend on its frequency
(Mihalas & Mihalas 1984). In this case the radiative four-
force is given by (Farris et al. 2008):
Gαr = χ
t(Er − 4πB)uα + (χt + χs)Fαr , (6)
with χt and χs the coefficients of thermal and scattering
opacities, respectively. Finally B = 1
4π
arT
4
fluid, is the Planck
function, Tfluid the temperature of the fluid and ar the radi-
ation constant.
The above set of equations is completed with a clo-
sure relation that identifies the second moment of radi-
ation with one of the lower order moments. The sim-
plest approach is the Eddington approximation, which as-
sumes a nearly isotropic radiation field and in the fluid
frame shows a pressure tensor with the form P ijr =
1
3
Erδ
ij (Mihalas & Mihalas 1984). This assumption is valid
only in the optically thick regime within the diffusion
limit. The radiation field in the optically thin regime
requires a more general assumption. A scheme that al-
lows a description of the radiation field in both opti-
cally thick and thin regimes is the M1 (Levermore 1984;
c© 201X RAS, MNRAS 000, 1–??
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Dubroca & Feugeas 1999; Gonza´lez et al. 2007). The M1
closure provides a better approximation than Eddington’s to
the radiation field because it describes the diffusion limit as
well as the free-streaming limit, where the radiative energy
is transported at the speed of light. Explicitly, this closure
relation is given by
P ijr =
(
1− ζ
2
δij +
3ζ − 1
2
f if j
|f |2
)
Er, (7)
where f i = F ir /cEr is the reduced radiative flux and ζ =
3+4fifi
5+2
√
4−3fifi
is the Eddington factor (Levermore 1984). This
closure relation recovers the two regimes of radiative trans-
fer. In the optically thick regime F ir ≈ 0, f i = 0, and ζ = 1/3
that correspond to Eddington’s approximation. On the other
hand, in the optically thin regime F ir = cEr, f
i = 1, and
ζ = 1 that correspond to the free-streaming limit.
The fluid temperature is estimated taking into account
contributions of both, baryons and radiation pressure. An
approximate expression for the total pressure is written as
(Cuesta-Mart´ınez et al. 2015)
Pt =
kB
µmp
ρTfluid + (1− e−τ )ζ(T )arT 4rad, (8)
where kB is the Boltzmann constant, µ the mean molecular
weight, and mp the mass of the proton, τ =
∫
(ρχt + ρχs)ds
is the total optical depth. Finally, Trad = (Er/ar)
1/4, is the
temperature of radiation. Here, τ depends on the tempera-
ture only, if any of the opacity coefficients does. The path
to integrate τ in our simulations is straight lines parallel
to the z-axis. In general, the Eddington factor depends on
the temperature ζ = ζ(Tfluid). When the fluid and radiation
are in LTE, that is Tfluid = Trad, the temperature approx-
imately obeys a fourth degree equation similar to (8) (see
(Cuesta-Mart´ınez et al. 2015)).
We programmed a code that solves the 3D RRH equa-
tions above, together with the M1-closure relation, using
the following numerical methods. First, the RRH equations
are written in flux balance form ∂tU + ∂iF
i = S, where
U is the vector of conserved variables, Fi are the fluxes,
and S the sources (Zanotti et al. 2011; Roedig et al. 2012).
Based on this structure of the equations, we apply high-
resolution shock capturing methods that use a finite volume
discretization, the HLLE flux formula, and the minmod-
slope limiter. For the evolution, we use the Method of
Lines, with an explicit-implicit Runge-Kutta (IMEX RK)
time integrator with second-order accuracy, as done in
(Rivera-Paleo & Guzma´n 2016). In order to benefit from ef-
ficient parallelization and standard I/O, we mounted our
code on the Cactus frame (CactusCode), using the Carpet
driver (Schnetter et al. 2004), and in all the cases, we use an
unigrid discretization. In the appendices, we present canon-
ical tests showing that our implementation works properly.
3 OPACITIES
An essential ingredient in our analysis is the use of ap-
propriate opacities, because their values determine the
radiative processes associated with the GRB emission.
When temperature is of the order of ∼ 109K, the energy
of photons becomes an appreciable fraction of the elec-
tron rest mass, photons may be scattered only on some
electrons, and the electron-scattering opacity is given by
(Buchler & Yueh 1976):
χs = 0.2(1+X)
[
1 + 2.7× 1011 ρ
T 2
]−1 [
1 +
(
T
4.5× 108
)0.86]−1
.
(9)
Moreover, at these high temperatures (∼ 109K) and low
densities, a primary source of opacity comes from the cre-
ation of pairs. On the other hand, at intermediate temper-
atures (< 106K) and low densities (∼ 1gr/cm3), bound-
free opacity may be dominant. Finally, at sufficiently low
temperatures and densities, bound-bound absorption in the
ultraviolet (UV) and far UV dominate the opacity. This
effect is relevant in the low-density regions, both in the
stratified model and the progenitor model used later, spe-
cially in the wind-like structure surrounding the progen-
itor star. The opacity due to free-free, bound-free and
bound-bound emission can be roughly approximated with
the so-called Kramers formula (Rybicky & Lightman 2004;
Hayashi, Ho¨shi, & Sugimoto 1962; Schwarzschild 1958):
κff ≃ 3.8× 1022(1 +X)(X + Y + Z)ρT−7/2cm2/gr,(10)
κbf ≃ 4.3× 1025Z(1 +X)ρT−7/2cm2/gr, (11)
κbb ≃ 1025ZρT−7/2cm2/gr. (12)
The total coefficients of thermal opacity may be approx-
imated over a wide range of temperatures, 104 6 T 6
109K with the sum of free-free, bound-free, and bound-
bound coefficients (χt = κff + κbf + κbb). In all opac-
ities, X, Y , and Z represent the mass fractions of hy-
drogen, helium, and elements heavier than helium, respec-
tively. A more accurate treatment of opacities consists in
using the mean thermal Gaunt factor in the free-free opac-
ity, and the mean Gaunt and guillotine factors in the
bound-free opacity (Sutherland 1998; Van Hoof et al. 2015;
Hayashi, Ho¨shi, & Sugimoto 1962; Schwarzschild 1958), or
directly calculating the Rosseland mean opacities by using
the metallicity and the microphysics involved in the pro-
cesses (Iglesias & Rogers 1996).
4 SIMULATIONS SETUP
The GRB jet model that we study here, is produced by
the injection of a relativistic beam evolving through a fluid
at rest, starting from a nozzle with radius rb and velocity
vb. The process is characterized by the ratio between the
density of the beam (subindex b) and that of the medium
(subindex m) η = ρb/ρm, as well as by the ratio between
their pressures K = Pb/Pm. The relativistic Mach number
of the beam is Mb = MbWb
√
1− c2s , where Mb, Wb, and
c2s are the Newtonian Mach number, Lorentz factor, and
speed of sound, respectively. Outflow boundary conditions
are used at the boundaries, except inside the nozzle radius,
where the values of the variables are kept constant in time
during the time window in which we inject the beam.
In order to study the jet interaction with the surround-
ing medium, we assume the radiation field of the beam starts
c© 201X RAS, MNRAS 000, 1–??
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in an optically thick region and propagates towards an opti-
cally thin region (Pe’er & Ryde 2011; Giannios 2012). This
fact allows one to assume LTE between the fluid and the
radiation field initially. This assumption is satisfied by the
external medium density ρm and pressure profiles Pm that
decrease with distance. We use density and pressure profiles
described by the following power law (Mignone et al. 2005;
De Colle et al. 2012):
ρm = ρ0
(rb
r
)2
, Pm = P0
(rb
r
)2
, (13)
where the parameters of the surrounding medium are
ρ0 = 10
5gcm−3 and P0 = 10
22gcm−1s−2. This is a simpli-
fied model for the propagation of a relativistic jet through
a collapsing, non-rotating massive star with 0.1 times solar
metallicity (Mignone et al. 2005).
Other interesting properties of GRBs are the luminos-
ity and total injected energy Lj and Ej, respectively. The
injected jet luminosity is given by the flux of the momentum
density equation times the surface of injection, Ab, which in
an optically thick regime is
Lj ≃
[
(ρbhb + 4/3Er,b)W
2
b vz,b + F
z
r Wb (vz,b + 1)
]
Ab,
(14)
where hb, Er,b, Wb, and vz,b are the specific enthalpy, ra-
diated energy density, Lorentz factor, and velocity of the
beam. Finally, the total injected energy is approximately
Ej ≃ Ljtinj, (15)
where tinj is the injection time.
We explore various initial conditions for a highly rela-
tivistic jet, with different radiation energy densities, in both
gas and radiation-pressure-dominated scenarios. In order to
determine whether a jet is radiation or matter dominated
initially, we measure the ratio between the effective inertia
of the radiation field (4/3Er,bW
2
bb) and the effective iner-
tia in the purely hydrodynamical case (ρbhbW
2
b ), as well as
the ratio between radiation and gas pressures. These are,
respectively,
g1,b =
4/3Er,b
ρbhb
, (16)
g2,b =
1/3Er,b
Pb
. (17)
A very important part of our simulations’ diagnostics
is the LC curve that we calculate by directly integrating
the radiation fluxes in the laboratory frame ~F ′r, on a given
surface
L =
∫
~F ′r · nˆdA. (18)
We use the second-order trapezoidal rule to calculate the
integral. The relation between laboratory and comoving
frames of the radiation moments is given by a Lorentz trans-
formation (Mihalas & Mihalas 1984; Myeong-Gu 2006):
E′r = W
2
(
Er + 2viF
i
r + vivjP
ij
r
)
,
F ′ir = W
2viEr +
[
δij +
(
W − 1
v2
+W
)
vivj
]
F jr
+Wvj
(
δik +
W − 1
v2
vivk
)
P jkr ,
P ′ijr = W
2vivjEr +W
(
viδjk + v
jδik − 2W − 1v2 v
ivjvk
)
F kr
+
(
δik +
W − 1
v2
vivk
)(
δjk +
W − 1
v2
vjvl
)
P klr ,
where the primed variables are those measured by an ob-
server in the laboratory frame. As a detecting surface in the
laboratory frame, we choose A to be a plane included in
the numerical domain. The surface is located in a region,
where the optically thin regime holds. We calculate this lu-
minosity in two different planes, the first one perpendicular
to zˆ, whereas the second one is a plane perpendicular to
(xˆ+ zˆ)/
√
2.
In order to evaluate the radiation LC seen by a dis-
tant observer, we need to compute quantities in an ob-
server frame that take into account the cosmological ef-
fects induced by the redshift at which the source is lo-
cated. We consider a distant observer whose line of sight
makes an angle θ with respect to the jet axis. We de-
fine the time at which the observer sees the radiation
coming from a fluid element located at a distance zi at
time t (both measured in a laboratory frame) as tdet =
t − zi cos θ/c. Assuming that the emitting source is lo-
cated at redshift z, the time measured in the observer’s
frame is tobs = tdet(1 + z) (Cuesta-Mart´ınez et al. 2015;
Rueda-Becerril et al. 2017). On the other hand, the total lu-
minosity in the observer’s frame is given by Lobs(tobs) = (1+
z)D2L, where D = [W (1− vz cos θ/c)]−1 is the Doppler fac-
tor (Dermer 2004). In our calculations we assume a generic
z = 1 and θ = 0 for the perpendicular detector nˆ = zˆ and
θ = π/4 for the inclined detector nˆ = (xˆ+ zˆ)/
√
2.
5 DIFFERENT JET MODELS
The aim of this paper is to study the evolution of jets and
their LCs across interesting surrounding media. The first
case assumes the medium density has the toy density profile
(13), and we analyse various scenarios. The parameters of
the cases studied are summarized in Table 1. In these mod-
els, we choose the density and pressure ratios to be initially
η = 0.01 and K = 0.01, a nozzle radius of rb = 8 × 108cm
and a beam Lorentz factor Wb = 10. We inject the jet dur-
ing a finite time tinj = 12s, which is a lapse consistent with
the amount of total energy of a generic GRB.
In all these simulations, the jet propagates along the
z-direction and the numerical parameters have been stan-
dardized such that we use a resolution of ∆x = ∆y = ∆z =
1×108 cm, in a numerical domain of [−1, 1]×[−1, 1]×[0, 5]×
1010cm. This resolution is enough to contain eight zones per
beam radius, which is a recommended resolution to properly
resolve the internal structure and the jet/external medium
interaction (Aloy et al. 2000).
Model 1 corresponds to a purely hydrodynamical jet
and will serve as reference to learn how much the radiation
c© 201X RAS, MNRAS 000, 1–??
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Model Lj(erg/s) Ej(erg) Er,b
(
erg
cm3
)
g1,b (g2,b)
1 2.4× 1051 2.88× 1052 0 0 (0)
2 3.18 × 1051 3.81× 1052 1× 1020 0.33 (0.33)
3 8.22 × 1052 9.8× 1053 1× 1022 33.3 (33.3)
Table 1. Parameters of the jet models. In all cases, we use the
opacities that emulate the free-free, bound-free, bound-bound,
and electron-scattering precesses, adiabatic index Γ = 4/3, and
Lorentz factor Wb = 10.
field affects the dynamics of the evolution. This is impor-
tant, because in the ideal case one would like to avoid the
use of post-processing to include the radiation effects that
do not back react into the hydrodynamics, and these hydro-
dynamical jets show how much of the dynamics one loses
when the radiation is not considered during the evolution.
Even though the jets propagate through a strat-
ified surrounding medium, they are collimated along
their entire length and present a morphology simi-
lar to that of jets propagating on a constant sur-
rounding medium (Mart´ı et al. 1994; Mart´ı et al. 1995;
Aloy et al. 1999; Hughes et al. 2002). The properties are
pretty much same among models 1, 2, and 3, namely the
beam, bow shock, contact discontinuity, cocoon, back-flow,
and internal shocks. However, quantitatively there are differ-
ences among these models. In Fig. 1, we show the rest-mass
density profile along the z-axis of the purely hydrodynami-
cal jet (model 1), the gas-pressure-dominated jet (model 2),
and the radiation-pressure-dominated jet (model 3) at time
t = 11 s in the laboratory frame. From Fig. 1, we can dis-
tinguish a shocked region, which is in front of the jet’s head,
the profile is nearly steady, and the radiation field does not
contribute significantly because in the three cases the profile
is similar. Behind the jet’s head, the radiation field plays a
more important role because there the rest-mass density is
higher for the radiation dominated case by a 10%.
In the following subsections, we will analyse in more de-
tail the implications of the interaction of the radiation field
with the fluid. We explore two cases in which the radiation
photon field is coupled with the fluid.
5.1 Gas-pressure-dominated case
This is model 2 of Table 1 and in Fig. 2, we show the LCs
measured in the two different planes mentioned above for
comparison. In the top right-hand panel of Fig. 5, we indi-
cate the surface of the two detectors with white lines, used
to calculate the LC using (18). From now on we will refer
to these planes as perpendicular and inclined planes where
the LC is measured.
Also, in Fig. 2, we show the maximum of the temper-
ature of the fluid and radiation for this model 2, which is
found to be right behind the bow shock. This figure also il-
lustrates that the initial thermal equilibrium is lost, and the
matter temperature is bigger than radiation temperature.
The difference is of one order of magnitude, which indicates
how close to equilibrium the gas and radiation are in this
case.
 0
 2000
 4000
 6000
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 10000
 12000
 0
 1x1010  2x1010  3x1010  4x1010  5x1010
ρ 
(g
/c
m
3
)
z (cm)
radiation-pressure dominated
gas-pressure dominated
purely hydrodynamics
Figure 1. Rest-mass density along z-axis of models 1, 2, and
3 in Table 1 at t = 11s. We remind that model 1 is purely hy-
drodynamical, model 2 is a case where hydrodynamical pressure
dominates, and model 3 is radiation pressure dominated. In all
the cases, the Lorentz factor is Wb = 10.
Morphologically, the three highly relativistic jets in Ta-
ble 1 have a similar structure. The high pressure at the co-
coon compacts the jet and some material is convected back-
wards. It is known that the shock reflected backwards from
the contact discontinuity modifies the structure of the jet
head and influences the further propagation into the sur-
rounding medium (Massaglia et al. 1996). In this context,
the radiation pressure helps to push material towards the
contact discontinuity by making the internal shock behind
the jet head a little bit different. From Fig. 1, the rest-mass
density of the purely hydrodynamical case (model 1) and
the gas-pressure-dominated case (model 2) are very simi-
lar. Quantitatively though, the maximum of the density of
model 2 is slightly higher than that of model 1 by a 2% only
in the region behind the front shock.
5.2 Radiation-pressure-dominated case
This is model 3 in Table 1. In Fig. 3, we show the LCs for
this model in the two detectors. The difference with respect
to its gas-pressure-dominated counterpart is the amplitude
of the LC, which is of the order of ∼ 1052 erg/s, two orders
of magnitude bigger than that of model 2. Also, in Fig. 3, we
show the maximum of the radiation and fluid temperatures.
The fluid temperature is bigger than the radiation temper-
ature throughout evolution by approximately one order of
magnitude.
With respect to the morphology, in Fig. 5, we show the
evolution of the rest-mass density and Lorentz factor corre-
sponding to model 3. At t ∼ 5s, we can see the basic prop-
erties of the jet, namely a collimation shock in the beam, a
bow shock, and the reverse shock produced by the interac-
tion between the jet/external medium and the formation of a
cocoon. At this time, the Lorentz factor of the beam remains
similar to its initial value, whereas the Lorentz factor of the
head and cocoon is smaller. Later on, the jet starts to propa-
gate in a very dilute medium, and consequently the pressure
of the cocoon drops and the jet begins to expand laterally
into the circumstellar matter. We can see a snapshot of this
behaviour at t ∼ 9s. Also, at this time, the beam’s Lorentz
c© 201X RAS, MNRAS 000, 1–??
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Figure 2. Model 2. Top: The LCs measured in two different
planes transformed to the observer’s frame. The solid and dot-
ted line are obtained measuring the flux through the perpendicu-
lar and inclined planes, respectively. Bottom: Maximum of radia-
tion and fluid temperatures, which is located behind the working
surface of the jet. The solid and dotted lines correspond to the
radiation and fluid temperatures, respectively, measured in the
laboratory frame.
factor grows. When the head of the jet reaches the bound-
ary along the z − axis at t ∼ 13.12s, the Lorentz factor of
the beam starts to decrease because the jet is not being in-
jected anymore. We also can see an indication of a vortical
flow formed behind the head of the jet similar to a Kelvin-
Helmholtz instability that could be better resolved using
higher resolution. Notice that a higher resolution would help
to capture finer structures such as in Fig. B1, where snap-
shot of the rest-mass density of model 3 using three different
resolutions at t ∼ 9.37 s is shown, and the vortical flow be-
hind the jet head is better resolved with the high resolution.
Another example is the jets evolved with high resolution in
(Meliani & Keppens 2010) can capture the fine-scale insta-
bilities at the head of the jet.
Comparing this case with its counterpart models, gas
pressure dominated and purely hydrodynamics, in Fig. 1, we
can see a difference along the polar axis of the jet. In this
model, we see that the rest-mass density of the jet is bigger
than that of models 1 and 2. Quantitatively, at time t = 11s,
the difference between the maximum rest mass density of
model 3 with respect to its hydrodynamical version is of the
order of ∼ 10%.
In order to learn the effect of radiation pressure in the
case when the radiation pressure is dominant, we compare
the Lorentz factor profile of model 3 with the gas-pressure
dominated (model 2) and the purely hydrodynamical (model
1) cases, at the same time t = 11 s. This is shown in Fig. 4,
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Figure 4. Lorentz factor for jet models 1, 2 and 3 at t = 11 s.
The front shock moves faster in the radiation-pressure-dominated
case. The inset shows a zoom in at the front shock region.
where we can see that the radiation-pressure-dominated jet
propagates slightly faster than the gas-pressure dominated
and the purely hydrodynamic models. This illustrates the
influence of radiation pressure in the dynamics of the jet.
Another important parameter that helps to appreciate
the role of the radiative effects incorporated in models 2
and 3 is the optical depth τ . In Fig. 7, we see the evolu-
tion of τ , integrated all along the z−axis. In this figure, we
can see that the optically thick (τ > 1) and optically thin
c© 201X RAS, MNRAS 000, 1–??
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Figure 5. Model 3. We show the rest-mass density (top) and Lorentz factor (bottom) at different times. The jet was injected during
12 s with a Lorentz factor Wb = 10. The white lines in the top right-hand panel indicate the position of both detectors.
(τ < 1) regimes are very close to each other in both mod-
els. This suggests that the thermal radiation field does not
significantly affect the morphology of the system, which ex-
plains why the outcomes are so similar despite the injection
of radiation energy Er in model 3.
To finalize this section, in Fig. 6, we show the z com-
ponent of the radiative flux during the whole evolution. Be-
cause we are assuming that the jet starts in an optically
thick regime, the radiative flux in comoving frame at t = 0
is equal to zero. At t ∼ 5s, we can see that the highest ra-
diative flux takes place in the head of the jet, collimation,
oblique, and blow shock. At t ∼ 9s, the radiative flux de-
creases in the blow shock. Finally, at t ∼ 13s, we can see
how the radiative flux in the jet is dissipating because the
matter and radiation was switched off at time t = 12s.
6 APPLICATION TO MODELS OF
LOW-LUMINOSITY GRBS
Now, we study the scenario of jet propagation
within a progenitor star, which has been applied to
model Low-luminosity GRBs (Bromberg et al. 2011;
Mizuta et al. 2006 & 2013; De Colle et al. 2017;
Senno et al. 2016; Geng et al. 2016). In order to study
the LLGRBs, we evolve a jet propagating through its
progenitor star assuming the 16TI progenitor density
c© 201X RAS, MNRAS 000, 1–??
8 F. J. Rivera-Paleo and F. S. Guzma´n
Figure 6. Snapshots of the z−component of the radiation flux at different times for jet of model 3.
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Figure 7. Time evolution of optical depth τ for models 2 and
3, integrated in the laboratory frame along the z-axis. The solid
and dotted lines correspond to the models 2 and 3 respectively.
We also plot the line τ = 1 as a threshold of optically thick and
thin.
profile (Woosley & Heger 2006). This model consists of a
pre-supernova star with radius of R = 4 × 1010 cm, 13.95
solar masses, and 1% of solar metallicity. From 109 cm
to 6 × 109 cm the density falls quickly as a power law
∼ r−1.5, from this point to a radius of 4×1010 cm, it decays
exponentially. Finally, the surrounding medium from the
surface to 1.8× 1011 cm, the density falls off like ∼ r−2.
In Fig. 8, we show the initial rest-mass density profile of
this progenitor model. The rest-mass density and pressure
of the beam are 103g cm−3 and 1019g cm−1s−2, respectively.
The radius of the jet is rb = 2 × 109cm, and the ratio be-
tween their pressures is K = 0.01. In our evolution, we do
not consider the gravitational field of the progenitor because
the jet is moving with high enough velocity such that the
dominant effects are due to the interaction of the jet with
the matter of the star.
Set up of jets. Initially, we launched the jet at a dis-
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Figure 8. Rest-mass density profile of the 16TI progenitor model
used in the numerical simulations. This model describes a pre-
supernova star with radius of R = 4×1010 cm and mass 13.95M⊙.
tance of 109 cm from the centre of star in the z direction, as
done in (Mizuta et al. 2006 & 2013). Unlike in the previous
scenario, where the jet was injected during 12 s, in this case
the jet is injected during tinj = 20 s.
We carried out simulations with a Lorentz factor Wb =
10 and consider the case, where the gas and radiation pres-
sure are dominant. The specific values for these parameters
are in Table 2. These models have been standardized with a
resolution of 1.25 × 108cm for the numerical domain.
In the dynamical evolution of model 4, there are two
important phases shown in Fig. 9. In the first phase, when
the jet is propagating through the star, the Lorentz factor
of the beam around the nozzle begins to grow up as ex-
pected because the nozzle is continuously injecting energy
to this region, whereas the head of the jet propagates with
smaller velocity due to the interaction with the stellar en-
velope. Also, as a consequence of the interaction between
the jet and stellar envelope a reverse shock is formed, which
c© 201X RAS, MNRAS 000, 1–??
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Model Lj(erg/s) Ej(erg) Er,b
(
ergcm−3
)
g1,b (g2,b)
4 4.97 × 1050 9.94× 1051 1× 1019 0.33 (0.33)
5 1.28 × 1052 2.58× 1053 1× 1021 33.3 (33.3)
Table 2. Parameters of the jets that we evolve on the progenitor
model. We use the opacities that emulate the free-free, bound-free,
bound-bound and electron-scattering opacities with adiabatic in-
dex Γ = 4/3.
interacts with the jet and when the beam crosses the re-
verse shock a cocoon is created, and the beam is deflected
sideways. We show a snapshot of the rest-mass density and
Lorentz factor in Fig. 9 at t = 3 s in the laboratory frame. At
this time, the jet is confined by the pressure in the cocoon.
The second phase of the evolution starts when the jet
breaks out the progenitor star. In Fig. 9, we show the rest
mass density and Lorentz factor at various times. In partic-
ular at time t ∼ 7 s after the breakout, the jet expands into
a rarefied medium, the gas pressure is smaller than inside
of the star, as a result of this, the cocoon starts to expand
laterally. Later on, at t = 13 s, we can see a stratified co-
coon close to the head, which allows the advance of the head.
At this time, the jet propagates with high velocity whereas
the cocoon expands with a slower velocity. Likewise, we can
see that after crossing the collimation shock, which is lo-
cated around 5 × 1010 cm, the jet is not confined enough
as to keep the cylindrical radius fixed and it starts a lateral
expansion. Finally, at t ∼ 18s the jet continues to expand
laterally whereas the collimation shock is larger than at pre-
vious times.
The LC and the difference of the gas and radiation tem-
peratures for this model 4 are shown in Fig. 11. The first
peak in the luminosity measured by a perpendicular plane
is produced by the breakout of the jet from the stellar sur-
face. The main peak is due to the one produced by the ma-
terial near the working surface when it crosses the detector
location. The main characteristic of this luminosity curve
is that the amplitude of the LC lies within the LLGRBs
range (1046 − 1049 erg s−1). The radiation and fluid tem-
peratures have a behaviour similar to those measured in the
previous section for LGRBs, that is, the fluid temperature
is higher than the radiation temperature. Nevertheless, the
fluid temperature is of the order of 108 K, whereas the radi-
ation temperature is of the order of 104 K. Unlike in the jets
evolving on the stratified medium from the previous section,
in this case, the gas and radiation are not as close to thermal
equilibrium, showing a difference in temperature, including
four orders of magnitude. It is worth noticing that the opac-
ities used in our simulations are appropriate for this range
of temperature.
The dynamical evolution of model 5 is similar to that
of model 4. The results are shown in Fig. 10 for model 5 at
the same instances of times of model 4. At t ∼ 3s, before
the jet reaches the surface of the progenitor star, the reverse
shock produced by the jet/stellar-envelope interaction forms
a cocoon and the pressure in the cocoon confines the jet. At
this time, the only difference with respect to the jet in the
gas-pressure dominated scenario is that in this case, the jet
is propagating faster.
At t = 7.5 s, we can see a collimated beam after the
jet breaks out the progenitor star, and at this time there
are two important differences with respect to the model 4.
The first one is that the collimation shock appears at ∼ 2×
1010cm further ahead on the beam jet. The second is the jet
opening angle Θb that we show for models 4 and 5 in Fig. 13.
This shows that the jet opening angle not only depends on
the initial Lorentz factor (Mizuta & Ioka 2013) but on other
variables as well, such as the radiative energy density. At
t = 13.12 s, a collimated jet continues propagating through
a stratified external medium. In this case, the pressure of
the cocoon is enough to keep the structure collimated. As
time goes on, t = 18.7s, the matter continues flowing along
the forward direction, and the jet remains collimated.
In the bottom of Fig. 10, we show the evolution of the
Lorentz factor along the progenitor and external medium.
By t = 3.75 s the jet is still within the star, and the jet
Lorentz factor near the zone of injection grows, whereas the
Lorentz factor in the head of the jet decreases. When the jet
breaks out the surface of the star, the jet not only continues
propagating faster compared to the jet of model 4 but with
a Lorentz factor slightly bigger.
In Fig. 12, we show the LCs for model 5. The initial
injected energy arrives to the detector with sufficient energy
as to obtain the LCs of the order of 1048 ergs s−1, two or-
ders of magnitude bigger than the LCs of model 4. The LC
measured by the inclined plane shows a plateau following
the first main peak. Our results suggest that this plateau
regime is due to two effects (see Fig. 14): (1) The radiation
flux released during the evolution that moves ahead of the
GRB jet and interact with the surrounding medium before
the outflow drives a shock wave into the external medium
and (2) the radiation flux emitted by the GRB jet is de-
tected by an observer in the inclined plane (O1) before an
observer in the perpendicular plane (O2). Thus, theO1 mea-
sures a radiation flux, not only before O2 but also before the
external shock of the jet crosses the inclined plane. This al-
lows the rarefaction signal to travel inwards towards the jet
axis and carry radiation flux that contributes to the am-
plitude of the LC and thereby slow down the decay of the
luminosity. Consequently, the rarefaction signal seen by O2
arrives with a delay that is enough for the radiation flux to
decrease, making O2 aware of a deficit of the radiation flux
with respect to O1, and therefore its LC starts to fall more
quickly.
The bottom of Fig. 12 shows the maximum tempera-
tures, in this case the fluid temperature is about ∼ 108 K,
whereas the radiation temperature is around ∼ 104 K, which
shows the difference of temperatures during the evolution.
Finally, in Fig. 15, we show the evolution of the optical depth
τ for models 4 and 5, where we can see the transition from
optically thick (τ > 1) to optically thin (τ < 1) regimes.
Notice that the optical depth associated with the radiation-
pressure-dominated scenario, becomes optically thin before
the gas-pressure-dominated case. This result is in accordance
with the fact that the radiation boosts the jet in the radia-
tion dominated model 5.
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Figure 9. Model 4. Snapshots of the rest-mass density (top) and the Lorentz factor (bottom) at different times. This is the gas-pressure-
dominated case.
7 DISCUSSION AND CONCLUSIONS
We implemented an RRH code in 3D, with the main objec-
tive of constructing the LCs produced by jets. The LC is
calculated by the integration of the radiation flux, which is
fully coupled to the hydrodynamics during the simulations.
We present essential tests that validate our code and appli-
cations to the jet propagation in stratified toy media and on
to a progenitor star model.
As a first application of our code, we considered a
model of LGRBs jet evolving through a stratified surround-
ing medium. For the surrounding medium, we use density
and pressure profiles that decrease as power law ∼ r−2. We
also study the dynamics of jets propagating through a pro-
genitor star using the 16TI progenitor model. The simula-
tions assume LTE between the fluid and the radiation field
initially. For the definition of the jet, one needs nine pa-
rameters: three components for the velocity, the rest-mass
density, pressure of matter for hydrodynamics, three compo-
nents for the radiative flux, and the radiated energy density
for the radiation. In particular, we explored the regime in
which the jet goes along z−axis with a highly relativistic ve-
locity. We have combined each one of the jets with values of
radiated energy density that created scenarios, where the ra-
diation pressure or gas pressure are dominant, one at a time.
Our model is also restricted to a single frequency and opaci-
ties associated with free-free, bound-free, bound-bound, and
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Figure 10. Model 5. Snapshots of the rest mass density (top) and the Lorentz factor (bottom) at different times. This is the radiation-
pressure-dominated case.
electron-scattering precesses but can be extended to other
scenarios.
In order to close the RRH system of equations, we use
a constant adiabatic law EoS for the fluid, while for the ra-
diation field, we use the M1-closure relation. The use of a
more realistic EoS for the fluid in stellar models could pro-
vide interesting outcomes because the fluid temperature that
could be obtained would be different. While in purely hydro-
dynamical models, the temperature is an auxiliary quantity,
for an RRH model, it is essential because it may substan-
tially change the opacities and subsequently the dynamics of
the GRB jets. On the other hand, we try -as a first approach-
to describe the dominant physical processes that contribute
to the opacity in stellar interiors, using a classical approxi-
mation given by Kramers opacities. This simple approxima-
tion provides a qualitative and quantitative description of
how important fully coupling the radiation with the hydro-
dynamics is.
Under these conditions, we have compared the evolu-
tion of jet models with and without the coupling of hydro-
dynamics to the radiation field and have also shown the
effects of gas and radiation-pressure domination. We have
found that when gas pressure dominates, the dynamics of
the jet is pretty similar to its purely hydrodynamical coun-
terpart. On the other hand, when the radiation pressure is
dominant, the effect of radiation is noticeable in comparison
to gas pressure and purely hydrodynamics versions because
the radiation field acts as a boost accelerating the material
c© 201X RAS, MNRAS 000, 1–??
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Figure 11. Model 4. Top: The LCs measured in two different
planes transformed to the observer’s frame. The solid and dot-
ted lines correspond to the perpendicular and inclined detector
planes. Bottom: Maximum of both radiation and fluid temper-
atures. The solid and dotted lines correspond to the radiation
and fluid temperatures, respectively, measured in the laboratory
frame.
density around. This effect is more important in the case of
jets propagating across the progenitor density model.
Regarding the luminosity LCs, depending on the combi-
nation of radiated energy density, the maximum amplitude
of the luminosity lies within the range ∼ [1050−1052] erg s−1
for the jets propagating along the stratified medium. The
scenario with the smallest amplitude is the gas pressure
dominated, whereas the biggest amplitude is achieved when
the jet is dominated by radiation pressure. This is physi-
cally consistent with the fact that the energy injected in
the radiation-pressure-dominated scenario is bigger by two
orders of magnitude than in the scenario, where the gas pres-
sure dominates.
Additionally, we compute the maximum of the radiation
and fluid temperatures for each of the jets, found to be right
behind the working surface. For the gas-pressure-dominated
scenario the fluid temperature is of ∼ 108 K, and the radia-
tion temperature is around one order of magnitude smaller.
In the case where the radiation pressure dominates, the gas
temperature is of order of 109 K and the radiation tempera-
ture is ∼ 108 K. An important point here to highlight is that
during a large part of the evolution, the fluid temperature is
bigger than the radiation temperature, which is consistent
with the notion that radiation carries energy and acts as a
fluid-cooling mechanism.
We also applied our code to evolve jets triggered inside
a progenitor. We verified that the jets propagate inside the
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Figure 12. Model 5. Top: The LCs measured in two different
planes transformed to the observer’s frame. The solid and dot-
ted lines correspond to the perpendicular and inclined detector
planes. Bottom: Maximum of both radiation and fluid temper-
atures. The solid and dotted lines correspond to the radiation
and fluid temperatures, respectively, measured in the laboratory
frame.
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Figure 13. Opening angle as a function of time after the jet
breakout. The solid and dotted lines correspond to models 5 and
4, respectively, measured in the laboratory frame.
progenitor and successfully breakout the surface. For our ini-
tial conditions, the LCs peak are of order of ∼ 1048 erg s−1
and ∼ 1046 erg s−1 for the radiation-pressure- and gas-
pressure-domination scenarios, respectively. This is compa-
rable to the luminosity of LLGRBs. Similarly to the previ-
ous scenarios, the fluid temperature is bigger than radiation
temperature, however, in this case, the difference is of four
orders of magnitude. Even though initially the gas and radi-
ation are assumed in thermal equilibrium, during the evolu-
tion the temperature difference between the two reaches four
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Figure 14. Model 5. The pseudo-colour slice represents the rest-
mass density of the outflow, and vectors represent the vectorial
field of the radiation flux, measured in the laboratory frame. We
can see how the radiation flux moves ahead of the GRB jet, and
also how it arrives first at the inclined plane. The white lines
indicate the position of the perpendicular and inclined detecting
planes.
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Figure 15. Optical depth τ for models 4 and 5, integrated all
along the z-axis and measured in the laboratory frame. The solid
and dotted lines correspond to the models 5 and 4, respectively.
We also plot τ = 1 as a threshold for optically thick and thin
cases.
orders of magnitude, which indicates how far from thermal
equilibrium these components are.
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APPENDIX A: BASIC TESTS
We only present the standard tests in two dimensions, be-
cause the standard 1D tests of our code were presented in
(Rivera-Paleo & Guzma´n 2016). These tests show the per-
formance of our code in both, optically thick and optically
thin regimes. The initial conditions for the tests are the fol-
lowing:
(i) Single beam test : This test is intended to verify that
our code can work properly in optically thin media, where
gas and radiation are decoupled (κa = κtotal = 0). This
test consists in injecting a simple beam of radiation and
checking that the beam does not present any rupture during
its evolution. The test was solved in the plane z = 0 on a
31 × 31 grid. The boundary conditions for all borders are
outflow, except in the given region delimited by y ∈ [0.4, 0.6],
where the beam is injected with energy density 100 times
larger than that of the environment. The value of the ar
and adiabatic index of the gas are 1.118 × 1017, code units,
and 4/3, respectively.
In Fig. A1, we can see, at t = 10, that radiation
beam through the whole domain without presenting any
rupture. The standard snapshot can be compared with
(Sadowski et al. 2013 & 2014).
(ii) Shadow : In order to verify that the M1 approximation
works properly, and to illustrate the difference between the
M1 and Eddington approximations we solve this problem.
The test consists of an optically thick gas lego circle, im-
mersed in an optically thin environment. We solve the test
on the plane z = 0 on a 100 × 50 grid, with a fixed mass
density within a lego circle given by
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Figure A2. Radiation energy density at t = 10. The source of ra-
diation is located at the left boundary. Top: result corresponding
to the Eddington approximation. Bottom: result corresponding
to the M1 approximation.
ρ0 = ρa + (ρb − ρa)e(−
√
x2+y2+z2/ω2), (A1)
where ρa = 10
−4, ρb = 10
3 and ω = 0.22. Initially the
system is in thermal equilibrium, and has velocities and ra-
diative fluxes equal to zero. The boundary conditions are as
follows: inflow at the left border and outflow at the right bor-
der. On all other borders, we use periodic boundary condi-
tions. At the border where we imposed the inflow. The values
for radiated energy density, radiated flux and gas temper-
ature are EL = arT
4
g,L, F
x = 0.99999EL , y Tg,L = 100Ta,
respectively. The value of ar = 351.37 and κa = κtotal = ρ0.
The gas temperature is given such that the pressure is
constant throughout the domain,
Tg = Ta
ρa
ρ0
, (A2)
with an adiabatic index Γ = 1.4.
In Fig. A2, we show the results when the incoming radi-
ation beam passes through the entire domain and reaches a
steady state (t ∼ 10). In the upper panel, we show the solu-
tion obtained with the Eddington approximation. This ap-
proximation treats the radiation field isotropically, as conse-
quence the radiation diffuses rapidly behind the sphere and
a shadow cannot be formed. In the lower panel, we show
the solution with the M1 approximation, contrary to the
Eddington approximation, here we can see that a shadow
is formed behind the circle because it is designed to keep
moving the flow parallel to itself in optically thin regions
for Fr ≈ Er. The standard snapshot can be compared with
(Sadowski et al. 2013 & 2014).
(iii) Double shadow : To test the performance and effi-
ciency of our code with multiple sources of light, whose
radiative flux is not parallel to the direction of propaga-
tion, we implement the double-shadow problem described in
(Sadowski et al. 2013 & 2014). In this test, a beam of light is
injected into a static environment, where the photons move
in different directions than the direction of propagation of
the beam. The initial conditions for gas and radiation are
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Figure A3. Radiation energy density at t = 10. The source of
radiation is located at the left boundary. This result corresponds
to the M1-closure approximation.
exactly same as for the simple shadow test, but unlike that
test, the beam is injected into the left border for y > 0.3 with
a radiative flux given by F xr = 0.93Er, F
y
r = −0.37Er. We
also establish a symmetry of reflection in y = 0. As a conse-
quence, the domain is illuminated by two radiation beams
that intersect. In the region near the upper and lower left
corners, where the beams do not overlap, the flow direction
follows the direction imposed by the boundary conditions.
In the region of the overlap, the density of radiative en-
ergy increases twice, whereas the flow is purely horizontal
because the vertical component is cancelled in this region.
The fact that the incident beam is inclined has an effect on
the shadow produced behind the lego sphere. On the one
hand, we have regions of partial shadow (penumbra) that
result from perpendicular photons, while the region of total
shadow (umbra) is limited by the edges of the penumbra.
This test shows the limits of the M1 approximation that,
in principle, does not limit the specific intensity of radia-
tion to a particular direction. But in the case of multiple
light sources, it should be used with caution, as seen in
Fig. A3, the M1 approximation produces an extra horizontal
shadow along the x-axis, where the penumbra overlaps. In
this region, it is expected to be uniform and without shadow
(Jiang et al. 2012). The standard snapshot, Fig. A3, can be
compared with (Sadowski et al. 2013 & 2014).
APPENDIX B: CONVERGENCE TEST
In order to test the convergence of the evolution of the
jets and select an adequate mesh resolution, we performed
a convergence test. For this we use three different resolu-
tions: low resolution which uses 6 zones per beam radius
(∆x1 = 1.333×108cm), medium resolution that uses 8 zones
per beam radius (∆x2 = 3∆x1/4), employed in all the sim-
ulations listed in Tables 1 and 2 and high resolution with 10
zones per beam radius (∆x3 = 3∆x1/5), the high resolution.
These resolutions were chosen so that the simulations could
be done during the time it takes the jet to travel through
the domain.
Fig. B1 shows the morphology of the rest mass den-
c© 201X RAS, MNRAS 000, 1–??
Jets driven by relativistic radiation hydrodynamics 15
Figure B1. Morphology of the rest-mass density for Model 3 us-
ing three different resolutions. From left to right: lower, standard
and high resolution.
sity for model 3 at t ∼ 9.37s. With the three resolutions
the morphology is consistent in the sense that the jet head
has reached the same position in the z-axis in all the cases.
Also, the transverse expansion of the jet is consistent. How-
ever, as expected, higher resolution reveals smaller struc-
tures and the exact morphology of the turbulent internal
part of the jet is not exactly the same for the different res-
olutions. The exact details of that region are not expected
to contribute to the thermal emission, which is dominated
by the jet/external interaction, nevertheless they have an ef-
fect on the LCs which are different for different resolutions,
however their time series should converge. This is the reason
why we practice a self-convergence test on the final result of
the simulations, namely the LC. Using the three resolutions
mentioned ∆x3 < ∆x2 < ∆x1 we calculate the respective
LCs L1, L2, L3 and perform a self convergence test by com-
paring the differences among them. The convergence factor
is given by
CF (L1, L2, L3) =
L1 − L2
L2 − L3 ≃
(∆x1)
Q − (∆x2)Q
(∆x2)Q − (∆x3)Q . (B1)
where Q is the accuracy order of the methods. In our case,
the numerical methods used, that is, the piecewise linear
reconstructor of variables, the HLLE flux formula and the
IMEX integrator, all combined in our simulations, in the
presence of shocks are expected to converge within first
and second order. The convergence factor for for Q = 1
is CFQ=1 = 5/3, whereas for Q = 2 is CFQ=2 = 175/81 ≃
2.16. We show in Fig. B2 that the Convergence Factor has
a value between these two, which shows our results self-
converge with the expected accuracy and thus also shows
that our simulations use a resolution within a convergence
regime, except for the spikes that usually appear when the
numerator or denominator in (B1) decrease with respect to
the other.
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