Abstract. This paper treats the solvability of a semilinear reaction-diffusion system, which incorporates transport (diffusion) and reaction effects emerging from two separated spatial scales: x -macro and y -micro. The system's origin connects to the modeling of concrete corrosion in sewer concrete pipes. It consists of three partial differential equations which are mass-balances of concentrations, as well as, one ordinary differential equation tracking the damage-by-corrosion. The system is semilinear, partially dissipative, and coupled via the solid-water interface at the microstructure (pore) level. The structure of the model equations is obtained in [7] by upscaling of the physical and chemical processes taking place within the microstructure of the concrete. Herein we ensure the positivity and L ∞ −bounds on concentrations, and then prove the global-in-time existence and uniqueness of a suitable class of positive and bounded solutions that are stable with respect to the two-scale data and model parameters. The main ingredient to prove existence include fixed-point arguments and convergent two-scale Galerkin approximations.
Introduction
We consider a two-scale (distributed-microstructure 1 -or double-porosity-) system modeling penetration of corrosion in concrete sewer pipes. This kind of models appears in a multitude of real-world applications and are therefore of great importance mainly because they are able to connect the information from the microscale to the macroscale (e.g. via the boundary of the cell, micro-macro transmission conditions). They are usually obtained in the homogenization limit as the scale of the inhomogeneity goes to zero. These models provide a way to represent a continuous distribution of cells within a global reference geometry. Roughly speaking, to each point x ∈ Ω, we assign a representative cell Y x . The flow within each cell is described (independently w.r.t what happens at the macroscale) by an initial-boundary-value problem. The solution of the problem posed in the cell Y x is coupled via the boundary of Y x to the macroscale. In order to derive such models, different choice of microstructures within the global domain can be considered. Note that the microstructure Y x does not necessarily need to be periodically distributed in Ω. Uniformly periodic (i.e., Y x = Y ) and locally periodic are some of the options. Apparently, this sort of models are good approximation of real situations, but involve the computation of a very large number of cells problems.
The model was obtained via formal homogenization using the different scalings in (a scale parameter referring to the micro-geometry) of the diffusion coefficients in locally periodic case; details can be seen in [7] . The relevant mathematical questions at this point are threefold:
(Q1) How does the information 'flow' between macro and micro scales? What are the correct micro-macro transmission boundary conditions? Is the model well-posed in the sense of Hadamard?
(Q2) What is the long-time behavior of this two-scale reaction-diffusion system? (Q3) To which extent is the model computable?
In this paper, we focus on the first type of questions -the well-posedness of the twoscale model -preparing in the same time the playground to tackle the second question. For more information on the modeling, analysis and simulation of two-scale scenarios, we refer the reader to [5, 11, 12, 16, 17, 20, 21] . We postpone the study of the long-time behavior (and of the inherently occurring memory effects) to a later stage. Also, we will investigate elsewhere the computability of our system. However, it is worth mentioning now preliminary results in this direction: [15] proves the rate of convergence for a twoscale Galerkin scheme, while the authors of [5] we produce the first numerical simulations of two-scale effects to our system. Our working techniques are inspired by [16, 17] . The novelty we bring in this paper is two-fold:
• We are able to apply the two-scale Galerkin procedure to a partly-dissipative R-D system, (compare to the case of fully-dissipative system treated in [16, 17] ).
• We are able to circumvent the use of both extra (macro) x−regularity of the microsolutions and H 2 −regularity w.r.t. y of the initial data by making use of the parabolic variational inequality framework for part of our system.
The main reason why we want to keep low the regularity assumption on the initial data is that, at a later stage, we would like to couple this reaction-diffusion system with the actual degradation of the material, namely with partial differential equations governing the mechanics of fracturing concrete.
The paper is organized as follows: Section 2 contains a brief introduction to the chemistry of the problem as well as a concise description of the geometry. The two-scale model equations are introduced in Section 3 while Section 4 includes the functional setting and assumptions as well as the main results of the paper. The proofs of the results are given in Section 6.
2 Description of the problem
Chemistry
Sulfuric attack to concrete structures is one of the most aggressive chemical attacks. This happens usually in sewer pipes, since in sewerage there is a lot of hydrogen sulfide. Anaerobic bacteria present in the waste flow produce hydrogen sulfide gaseous H 2 S. From the air space of the pipe, H 2 S enters the air space of the microstructure where it diffuses and dissolves in the pore water. Here aerobic bacteria catalyze into sulfuric acid H 2 SO 4 . As a next step, H 2 SO 4 reacts with calcium carbonate (part of solid matrix, say concrete) and eventually destroys locally the pipe by spalling. The model we study here incorporates two particular mechanisms:
• the exchange of H 2 S in water and air phase of the microstructure and vise versa [2] ,
• production of gypsum as a result of reaction between H 2 SO 4 and calcium carbonate at solid-water interface.
The transfer of H 2 S between water and air phases is modeled by deviation from Henry's law. The production of gypsum (weakened concrete) is modeled via a non-linear reaction rate η. Here we restrict our attention to a minimal set of chemical reactions mechanisms (as suggested in [4] ), namely
We assume that reactions (1) do not interfere with the mechanics of the solid part of the pores. This is a rather strong assumption: We indicated already that (1) can produce local ruptures of the solid matrix [18] , hence, generally we expect that the macroscopic mechanical properties of the piece of concrete will be affected. For more details on the involved cement chemistry and practical aspects of acid corrosion, we refer the reader to [3] (for a nice enumeration of the involved physicochemical mechanisms), [18] (standard textbook on cement chemistry), as well as to [13, 19] and references cited therein. For a mathematical approach of a theme related to the conservation and restoration of historical monuments [where the sulfatation reaction (1) plays an important role], we refer to the work by R. Natalini and co-workers (cf. e.g. [1] ). Based on the reactions mechanisms single-scale and two-scale (1), some models were derived in [7, 5, 8, 9] mostly relying on periodic and locally-periodic homogenization. The model we investigate here has the same structure as one of these cases elucidated via homogenization.
Geometry
We consider Ω and Y to be connected and bounded domains in R 3 defined on two different spatial scales. Ω is a macroscopic domain with Lipschitz continuous boundary Γ which is composed of two smooth disjoint parts: Γ N and Γ D . Y is a standard unit cell associated with the microstructure within Ω with Lipschitz continuous boundary ∂Y and has three disjoint components, i.e., Y :=Ȳ 0 ∪Ȳ 1 ∪Ȳ 2 , where Y 0 , Y 1 , Y 2 represent the solid matrix, the water layer which clings to the pipe wall and air-filled part surrounded by the water in the pipe, respectively. All constituent parts of the pore connect neighboring pores to one another. Γ 1 , Γ 2 denote the inner boundaries within the cell Y , see Figure 1 , that is, 
Two-scale model equations
The two-scale reaction-diffusion system we have in mind consists of the following set of partial differential equations coupled with one ordinary differential equation:
The system is equipped with the initial conditions
while the boundary conditions are
where w 1 denotes the concentration of
∇ without subscript denotes the differentiation w.r.t. macroscopic variable x−, while ∇ y , div y are the respective differential operators w.r.t. the micro-variable y. α denotes the rate of the reaction taking place on the interface Γ 2 and H is the Henry's constant. The microscale and macroscale are connected together via the right-hand side of (2) 3 and via the micro-macro boundary condition (7) 4 . The information referring to the air phase Y 2 is hidden in w 3 . The partial differential equation for w 3 , defined on macroscopic scale, is derived by averaging over Y 2 ; details are given in [7] .
Functional setting. Assumptions. Main results
In this section, we enumerate the assumptions on the parameters and initial data needed to deal with the analysis of our problem. Furthermore, the definition of the solution to the system (2)- (7) is discussed and the main results of the paper are given at the end of this section. To keep notation simple, we put
, where R and Q are locally Lipschitz continuous functions such that R ≥ 0 and Q ≤ 0 a.e. on R and
where β max is a positive constant. Also, we denote byR the primitive of R witĥ
(A3) The functions f i , i ∈ {1, 2}, are increasing and locally Lipschitz continuous functions with
, where R(f ) denotes the range of the function f . Obviously, for
give the definition of a suitable concept of solution to our problem:
We call the multiplet (w 1 , w 2 , w 3 , w 4 ) a solution to the problem (2)- (7) if (S1) ∼ (S5) hold:
(S2) It holds that
(S3) It holds that
(S4) It holds that Theorem 4.4 (Global existence of solutions to (2)- (7)) Assume (A1)-(A4), then there exists a solution (w 1 , w 2 , w 3 , w 4 ) of the problem (2)- (7). Moreover, it holds that
In order to prove the existence of a solution, we first solve the following problem P 1 (g, h) in Lemma 5.1 for given functions g and h:
Next, for a given function g on (0, T ) × Ω × Y 1 , we consider the following problem P 2 (g) (see Lemma 5.2):
As a third step of the proof, we show the existence of a solution of the following problem P 3 (g) for a given function g on (0, T ) × Ω × Y 1 (see Lemma 5.3):
Auxiliary lemmas
If R is Lipschitz continuous and bounded on R, then there exists a solution w 1 of P 1 (g, h) in the following sense: 
where the coefficients α n j , j = 1, 2, . . . , N n , are determined by the following relations: For each n
Consider φ 1 = ζ j , j = 1, 2, ...N n , as a test functions in (10) . This yields a system of ordinary differential equations
where
is globally Lipschitz continuous due to the assumption of this lemma. According to the standard existence theory for ordinary differential equations, there exists a unique solution α n j , j = 1, 2, .., N n , satisfying (12) for 0 ≤ t ≤ T and (11). Thus the solution w n 1 defined in (9) solves (10)- (11) . Next, we show some uniform estimates for approximate solutions w n 1 with respect to n. We take φ 1 = w n 1 in (10) to obtain
Since R(r)r ≥ 0 for any r ∈ R, we see that
Applying Gronwall's inequality, we have
where C is a positive constant independent of n.
To obtain bounds on the time-derivative, we take φ 1 = ∂ t w n 1 as test function in (10). It is easy to see that
Accordingly, we have
By integrating the latter equation, we have 1 2
Note that
Here, we have used the trace inequality. Hence, we observe that {w
). From these estimates we can choose a subsequence {n i } of {n} such that w
. Also, the above convergences implies that w 
By the lower semi-continuity of the norm and the convex functionR we have lim inf
Then we show that (8) holds for each v k . Moreover, by letting k → ∞ we obtain the conclusion of this lemma. 2
Next, we solve the problem P 2 (g).
. If R and Q are Lipschitz continuous and bounded on R, then there exists a solution (w 1 , w 4 ) of P 2 (g) in the following sense: 
Proof.
Letw
, Lemma 5.1 implies that the problem P 1 (g, Q(w 4 )) has a solution w 1 in the sense mentioned in Lemma 5.1. Also, we put w 4 (t) := t 0 η(w 1 (τ ),w 4 (τ ))dτ + w 40 on Ω × Γ 1 for t ∈ [0, T ]. Accordingly, we can define an operator Λ T : V → V by Λ T (w 4 ) = w 4 . Now, we show that Λ T is a contraction mapping for sufficiently small T > 0. Let
) and w By adding these inequalities, for any ε > 0 we obtain
where C Y 1 is a positive constant depending only on Y 1 . Here, by taking ε > 0 with
and using Gronwall's inequality we see that
Next, on account of the definition of w 4 it is easy to see that
Gronwall's inequality, viewed in the context of (16), implies that
Hence, we obtain
and
This concludes that there exists 0 < T 0 ≤ T such that Λ T 0 is a contraction mapping. Here, we note that the choice of T 0 is independent of initial values. Therefore, by applying Banach's fixed point theorem we have proved this lemma. 2
As the third step of the proof of Theorem 4.4, we solve P 3 (g).
and (S4).
Proof. Let {ζ j } be the same set as in the proof of Lemma 5.1 and {µ j } be an orthonormal system of the Hilbert space L 2 (Ω) and a fundamental of X. Then we can take sequences {w 20n } and {W 30n } such that w 
where the coefficients β n j and γ n j , j = 1, 2, . . . , N n are determined the following relations: For each n , we have:
for j = 1, 2, .., N n .
Consider φ 2 = ζ j and φ 3 = µ j , j = 1, 2, .., N n , as a test functions in (19) and (20), respectively, these yield a system of ordinary differential equations
Clearly, this linear system of ordinary differential equations has a solution β n j and γ n j . Thus the solutions w n 2 and W n 3 defined in (18) solve (19) and (20), respectively. Next, we shall obtain some uniform estimates for w n 2 and W N 3 . We take φ 2 = w n 2 and φ 3 = W n 3 in (19) and (20) , respectively, to have
where |Γ 2 | := Γ 2 dγ y , and
. By adding these inequalities, we get
Consequently, Gronwall's inequality implies that for some positive constant C
To obtain a uniform estimate for the time derivative by taking φ 2 = ∂ t w n 2 in (19) we observe that
Here, we denote the third term in the left hand side of (23) by J(t) and see that
Then we have
Similarly, by taking
From these inequalities, it follows that
Here, we use Gronwall's inequality, again, and have 1 2
This inequality together with (21) and (22) leads to
By (21) 
Proof of our main results
First, we consider our problem (2)- (7) in the case when f 1 , f 2 , R and Q are Lipschitz continuous and bounded on R.
Proposition 6.1 If (A1)-(A4) hold and f 1 , f 2 , R and Q are Lipschitz continuous and bounded on R, then there exists one and only one multiplet (w 1 , w 2 , w 3 , w 4 ) satisfying Proof.
Then, by Lemmas 5.2 and 5.3, there exist solutions (w 1 , w 4 ) of P 2 (−f 1 (w 1 ) + f 2 (w 2 )) and (w 2 , w 3 ) of P 3 (f 1 (w 1 ) − f 2 (w 2 )), respectively. Accordingly, we can define an operatorΛ T from L 2 ((0, T ) × Ω × Y 1 ) 2 into itself. From now on, we show thatΛ T is contraction for small T . To do so, let (w 
