Abstract. We consider central limit theorems and their generalizations for matrix groups acting co-compactly or convex co-compactly on the hyperbolic plane. We consider statistical results for the displacement in the hyperbolic metric, the action on the boundary and the relationship with classical matrix groups.
Introduction
In this note, we want to consider the statistical properties of the action of discrete groups on negatively curved spaces. Consider, the upper half plane H 2 with the Poincaré metric and let Γ ⊂ P SL(2, R) be either a co-compact or a convex co-compact subgroup. In the first case, Γ may be given by the standard one-relator presentation Γ = a 1 , . . . , a 2g :
where g ≥ 2 is the genus of H 2 /Γ. In the second case, Γ is a free group, which we assume to be given by Γ = a 1 , . . . , a k . In either case, we can associate a finite directed graph G whose edges are labelled by the generators and their inverses such that mapping a finite path to the product of its labels gives a natural bijection between paths of length n and elements of Γ with word length n. (In the cocompact case, our results also hold when H 2 is replaced by the universal cover of a compact surface with variable negative curvature.)
There is a well known isometric action P SL(2, R)×H 2 → H 2 by linear fractional transformations. Fix x ∈ H 2 . The space Σ of infinite paths i = (i n ) ∞ n=0 in the directed graph G gives rise to a sequence of images g i0 x, g i0 g i1 x, g i0 g i1 g i2 x, . . . , g i0 g i1 · · · g in−1 x, . . . ∈ H 2 , n ≥ 1, where g i0 g i1 · · · g in−1 ∈ Γ has word length n. We shall consider properties of the sequence (g i0 · · · g in−1 x) ∞ n=1 for µ-a.e. i ∈ Σ, where µ is the Gibbs measure µ associated to some Hölder continuous function on Σ. (Natural choices for µ are the measure of maximal entropy, corresponding naturally to the weak star limit of evenly distributed measure on words of the same length, for the shift map σ : Σ → Σ and the Gibbs state for which π * (µ) is in the Patterson-Sullivan measure class on 1991 Mathematics Subject Classification. Primary 22E40 37B10 37C30 37D35 37C85 60B15 60B20 60F05 60F10 60F17.
∂H
2 .) Given g ∈ Γ, we let d(x, gx) denote the displacement of x in H 2 . There exists λ µ > 0 such that, for µ-a.e. i = (i n ) ∞ n=0 ∈ Σ,
The following results are examples of the type of natural statistical results that we can obtain. They can be viewed as analogues of the more familiar results for independent identically distributed random variables. We begin with the Central Limit Theorem.
Theorem 1.1 (Central Limit Theorem). There exists σ > 0 such that for any x ∈ X sequences and y ∈ R we have that
A closely related viewpoint is that of the boundary action of Γ on ∂H. The sequence g i0 g i1 · · · g in−1 x naturally converges to a limit point ζ = ζ i ∈ ∂H 2 , say, and we denote the resulting map, which is one-to-one µ-a.e., by π : Σ → ∂H. The following is an easy consequence of the above theorem.
Corollary 1.2 (Central Limit Theorem on the Boundary).
There exists σ > 0 such that
In this context we will also prove a (stronger) Local Central Limit Theorem. More precisely, we show the following. Theorem 1.3 (Local Central Limit Theorem). There exists σ > 0 such that for any sequence n > 0, such that
converges to zero, as n → +∞, uniformly for ξ ∈ R.
In another direction, we can consider a different type of distribution theorem. In a natural sense, the complement to Central Limit Theorems are Large Deviation results.
Let us consider some simple examples which illustrate groups to which these results apply. Example 1.5 (Graph G for a free group). As a simple example, we could consider a free group Γ = a, b acting discretely and convex co-compactly by isometries on H 2 . In this case, G is a graph with 4 vertices whose edges are labelled by 4 generators and the space Σ codes the limit set in the boundary of H 2 . Example 1.6 (Graph G for genus 2 surface). We next consider a genus 2 cocompact surface group Γ acting discretely by isometries on H 2 . We can consider a graph with 16 vertices and 8 different edge weightings corresponding to the symmetric generators g
The figure on the left shows a boundary partition for the Poincaré disk and the action by the generators. The figure on the right shows part of the associated graph (the rest being clear by symmetry).
A natural Gibbs measure on µ is that which for which π * (µ) is absolutely continuous (i.e., the same measure class as the Patterson-Sullivan measure).
These results complement the more classical approach to statistical properties of lattices acting on hyperbolic space through the use of convolutions of, for example, finitely supported measures cf.
[?], [?] , [?] . (These papers also consider measures with countably infinite support which satisfy exponential moment conditions.) One advantage of our viewpoint is that it allows us to consider broader classes of measures and prove relatively deep statistical properties.
In section 2, we recall basic material about invariance principles and their consequences, including the statement of the Almost Sure Invariance Principle (Theorem ??). In section 3, we explain a connection with random matrix products. In section 4 we formulate the basic symbolic framework and present the proof of Theorem ??. In section 5, we prove the Local Central Limit Theorem for the boundary action (Theorem ??). Finally, in section 6 we present a proof of Theorem ??.
Invariance Principles
The Central Limit Theorem, and some related results, follow naturally from a more general invariance principle. Standard references for background material include [?] and [?] .
We shall establish the following general result, which essentially says that, for appropriate λ µ > 0, sequences d(g i0 g i1 · · · g in−1 x, x) − nλ µ are well approximated by a Brownian motion.
Theorem 2.1 (Almost Sure Invariance Principle). Let µ be the Gibbs measure for a Hölder continuous function on Σ. Then there exists λ µ > 0 such that, for any x ∈ H 2 , sequences
associated to i ∈ Σ satisfy an Almost Sure Invariance Principle with respect to µ. More precisely, there exists a probability space (Ω, F, P) and a one-dimensional Brownian motion W : Ω → C(R + , R), such that the random variable ω → W (ω)(t) has mean zero and variance σ 2 t > 0, and sequences of random variables φ n : Σ → R and ψ n : Ω → R with the following properties: 
where 0 = t 0 < t 1 < · · · < t k = 1 and α 1 , . . . , α k ∈ R (cf.
[?], p.68).
A particularly useful consequence of the ASIP is the Functional Central Limit Theorem (FCLT). This is also often called the Weak Invariance Principle, since it deals with continuous functions and weak star convergence.
Then ζ n converges in distibution to W , as n → +∞.
Proof. The derivation of the FCLT from the ASIP is routine. We know from Theorem ?? that, for 0
for µ-a.e. i ∈ Σ, and 1
for P-a.e. ω ∈ Ω. Since φ n and ψ n have the same distribution and the rescaling
is a Brownian motion with the same distribution as W , the result follows.
A number of standard, and perhaps more familiar, results all follow from the FCLT. These include the Central Limit Theorem stated in the introduction (Theorem 1.1) and a number of other results recalled below as corollaries. A key ingredient in deriving these is the following classical result (cf.
[?]). We begin with the proof of the Central Limit Theorem (Theorem ??).
Proof of Theorem ??. This follows from the choice of h :
as required.
The following two corollaries are also direct consequences of the FCLT and the Lemma ?? (with suitable choices of functions). The first is the analogue of the classical Arcsine Law for independent identically distributed random variables and describes the proportion of time that the displacements are above the average λ µ .
Corollary 2.4 (Arcsine Law). For 0 ≤ y ≤ 1, we have that
Proof. Consider the map h :
i.e., the proportion of the interval for which the function is positive. Then h is measurable and continuous except on a set of zero Wiener measure ([?], Appendix I). For any 0 ≤ α < 1 we can apply the Continuous Mapping Principle to deduce that
Moreover, the expression on the Right Hand Side of this identity is easily explicitly computed and is equal to the expression in the statement.
The following corollary also follows by a standard derivation.
Corollary 2.5. For y ≥ 0 we have that
Proof. This follows from the choice h :
using a standard property of Brownian motion, which gives the required formula. Remark 2.7. Similar invariance principles hold for periods of harmonic 1-forms. More precisely, suppose that Γ is co-compact and let η be a harmonic 1-form on H 2 /Γ with lift η to H 2 . Let γ n (i) denote the geodesic arc joining x to g i0 g i1 · · · g in−1 x. For each Gibbs measure µ on Σ, there exists κ µ ∈ R such that the sequence
satisfies an ASIP. More precisely, there exists σ > 0 and a probability space (Ω, F, P) and a one-dimensional Brownian motion W : Ω → C(R + , R), such that the random variable ω → W (ω)(t) has mean zero and variance σ 2 t > 0, and sequences of random variables φ n : Σ → R and ψ n : Ω → R with the following properties:
Random Matrix Products
The results described in the preceding sections are clearly reminiscent of classical results on random products of matrices. Let A 1 , · · · , A k ∈ SL(2, R) be a finite set of matrices. Classically, these would be chosen randomly with respect to a Bernoulli probability p = (p 1 , · · · , p k ). In 1960, Furstenberg and Kesten [?] showed that there exists a Lyapunov exponent λ such that for almost all In light of the above results for Bernoulli measures, it is interesting to consider a simple interpretation of our results in terms of matrix products. In our setting, we have more flexibility in the choice of measures. Let Γ be the subgroup of SL(2, R) generated by A 1 , . . . , A k . We impose the following two assumptions.
Assumption II. Γ acts convex co-compactly on H 2 .
We recall the following simple result (cf.
[?]).
In particular, writing d = d(0, A0), we have e 2d − e d A 2 + 1 = 0 and so
and thus
Since Γ is convex co-compact, d(0, A0) is comparable to the word length of A (with respect to A 1 , . . . , A k ), so, for any i ∈ Σ, one has
for some > 0. Using this, we can recast Theorem ?? as: 
2) associated to i ∈ Σ satisfy an ASIP. More precisely, there exists a probability space (Ω, F, P) and a one-dimensional Brownian motion W : Ω → C(R + , R), such that the random variable ω → W (ω)(t) has mean zero and variance σ 2 t > 0, and sequences of random variables φ n : Σ → R and ψ n : Ω → R with the following properties:
(1) for some > 0 we have log
Remark 3.3. One can actually recover many of the classical results for random matrix products by considering free semi-groups, rather than groups.
Shifts, groups and geometry
In this section, we shall make a more precise connection between the groups Γ, their actions on H 2 , and the shift spaces Σ. This will provided a foundation for the proofs of the theorems announced in the preceding sections.
The shift maps. Let Γ be a discrete group of isometries of H
2 and let
k } be a (symmetric) set of generators. Denote the word length of g ∈ Γ by |g| = min{n : g = g i1 · · · g in where g i1 , · · · , g in ∈ Γ 0 }.
Assume that either:
(1) Γ = a 1 , . . . , a k is a free group acting convex co-compactly on H 2 and
is a surface group acting cocompactly on H 2 and Γ 0 = {a
g }. Associated to Γ is its limit set L Γ ⊂ ∂H 2 , defined as the set of accumlation points of Γx, for any x ∈ H 2 . In case 1, L Γ is a Cantor set, while in case 2,
Under either of the above assumptions, L Γ is homeomorphic to the Gromov boundary ∂Γ of Γ (viewed as an abstract group).
The main connection with symbolic dynamics comes from the following.
Lemma 4.1 (Cannon [?], Series [?], Adler-Flatto [?]).
Assume that we have a group Γ as above. There exists a directed graph G with edges labelled by Γ 0 such that elements g of Γ are in bijection with finite paths in G and the length of the path coincides with the word length |g|.
We form a subshift of finite type by letting Σ denote the space of infinite paths i = (i k ) ∞ k=0 in G and let σ : Σ → Σ denote the shift map. We can associate to the graph G an incidence matrix A, where the entry A(i, j) = 1 if the ith edge leads to the jth edge (and 0 otherwise). In particular, we have the alternate formulation
We give Σ the metric d Σ (i, j) = 2 −n(i,j) , where i and j first differ in the n(i, j)-th place and we use the convention n(i, i) = −∞. Here, we can see by inspection that G is irreducible and aperiodic (i.e. there exists N ≥ 1 such that each pair of vertices in G is joined by a path of length N ), so that σ is topologically mixing. Fix x ∈ H 2 . The formula
gives a well defined map π : Σ → L Γ (which is independent of the choice of x).
Gibbs measures.
For Hölder continuous functions g : Σ → R we can associate a (σ-invariant) Gibbs measure µ = µ g . This is the unique σ-invariant probability measure µ g for which
for all σ-invariant probability measures ν. In particular, π is one-to-one µ-a.e.. (In fact, when L Γ is a Cantor set then π is a homeomorphism.)
The next two examples provide particularly natural choices of Gibbs state on Σ.
Example 4.2. The measure of maximal entropy µ 0 on Σ is an equilibrium measure for the function ψ = 0. If A denotes the incidence matrix of G then µ 0 is the Markov measure associated to the matrix P given by P (i, j) = A(i, j)v j /ρv i , where ρ and v are the maximal eigenvalue and associated eigenvector guaranteed by the Perron-Frobenius Theorem. Clearly, µ 0 only depends on Γ as an abstract group.
Let m n be the probability measure on H given by equidistributing mass on the finite set of points gx ∈ H 2 where |g| = n, i.e.,
As n → +∞, we have that m n converges in the weak star topology on the compactification
Example 4.3. There is a unique Gibbs state µ on Σ for which π * (µ) is in the Patterson-Sullivan measure class on L Γ . This class is defined in terms of its transformation properties under the action of Γ but in this setting is conveniently characterized as the δ-dimensional Hausdorff measure class, where δ > 0 is the Hausdorff dimension of L Γ . (In the co-compact case, this is just the Lebesgue measure class.).
For t > δ, let ν t be the probability measure on H 2 supported on the orbit {gx ∈ H 2 : g ∈ Γ} and defined by
As t δ we have that ν t converges in the weak star topology on the compactification H 2 ∪ ∂H 2 to π * (µ) supported on ∂H 2 .
In order to describe the displacements d(x, gx), g ∈ Γ, we need to augment the directed graph G by adding an extra vertex "0" and a directed edge from each vertex to 0 (including a loop from 0 to itself 0). We call the resulting directed graph 
where
is the associated infinite path. Furthermore, r extends to a Hölder continuous function r : Σ * → R.
In particular, we may now characterize µ in Example 4.3 as the Gibbs state associated to −δr [?].
Corollary 4.5. Let µ be a Gibbs measure on Σ. Then there exists λ µ > 0 such that
for µ-a.e. i ∈ Σ.
Proof. Let λ µ = rdµ. By the Birkhoff Ergodic Theorem,
for µ-a.e. i ∈ Σ. Since r is Hölder on Σ * (with exponent α > 0, say), we have
Combining these two observations with Lemma ?? gives the required convergence.
To see that λ µ > 0, recall that there exists c > 0 such that d(x, gx) ≥ c|g|, for all g ∈ Γ. Thus, again using Lemma ??,
for all n ≥ 1 and i ∈ Σ. The result follows by letting n → +∞.
Remark 4.6. For µ = µ 0 , the drift λ µ0 can be viewed as a constant which quantifies the average "geometric length to word length" ratio [?].
The following observation is useful.
Lemma 4.7. For any choice of λ ∈ R, the function r − λ : Σ → R is not a coboundary, i.e., we cannot find a continuous function u : Σ → R such that r = uσ − u + λ. In particular, σ 2 > 0.
Proof. By Livsic's Theorem, the statement that r − λ is a coboundary is equivalent to the identities
However, these sums are exactly the lengths of closed geodesics on H 2 /Γ (see [?] for the convex co-compact case, [?] for the co-compact case). In the co-compact case, the fact that these lengths cannot lie in a discrete subgroup of R is equivalent to the well-known mixing of the geodesic flow [?] . In the convex co-compact case, the corresponding result was obtained by Dal'bo [?].
Transfer Operators and Pressure.
In the proofs which follow, we shall need to use properties of a class of operators called transfer operators and a convex functional called topological pressure. We outline below the material we need; more details may be found in [?] . Let g : Σ → C be a Hölder continuous function with Hölder exponent α > 0. We define an associated transfer operator
Now suppose that g is real-valued. For a (not necessarily Hölder) continuous function g : Σ → R, we define the topological pressure P (g) by P (g) = sup h(ν) + g dν : ν is a σ-invariant probability measure . If g is Hölder continuous then the associated Gibbs measure µ g is uniquely defined by
(This is consistent with the characterization of µ = µ g in section 4.2.)
There is a close relationship between the objects defined above. Suppose again
has e P (g) as a simple eigenvalue and the rest of the spectrum is contained in a disc of strictly smaller radius. We say that g is normalized if L g 1 = 1, in which case 1 is the maximal eigenvalue, P (g) = 0, and L * g µ g = µ g . Lemma 4.8. For a normalized Hölder continuous function g : Σ → R, the eigenprojection associated to the eigenvalue 1 is h → hdµ g , so if hdµ g = 0 then
for some C ≥ 0 and 0 < θ < 1.
Finally, we discuss the pressure function t → P (g +th), where h is a real-valued Hölder function and t ∈ R.
Lemma 4.9. The function t → P (g + th) is real analytic and is strictly convex unless h − c is a coboundary for some c ∈ R. Furthermore, for ξ ∈ R, we have To deduce Theorem ?? from this, we first observe that, by Lemma ??, r − λ : Σ → R is not a coboundary. Thus, by Theorem ??, the sequence of sums n−1 k=0 r(σ k i) − nλ satsisfies an ASIP. However, as in the proof of Corollary ??,
with the last error being smaller than O(n 1 2 − ).
The Local Central Limit Theorem
In this section we turn to the proof of the stronger Local Central Limit Theorem for the action on the boundary, presented in the introduction as Theorem ??. We begin by a more detailed formulation of the result.
Given i ∈ Σ we can associate the corresponding limit point ζ i = π(i) ∈ ∂H 2 . In the case of SL(2, R) there is natural conformal action on the boundary. If
The action on the boundary has derivative g (ζ) = (γζ + δ) −2 .
Definition 5.1. We say that, for a sequence n > 0, the reciprocals −1 n grow subexponentially if lim n→+∞ − 1 n log n = 0. Theorem 5.2 (Local Central Limit Theorem). There exists σ > 0 such that for any sequence n > 0, such that
The proof of the local central limit theorem is similar the standard version for shifts of finite type (cf.
[?], [?]); however, the presence of shrinking intervals require more careful estimates. Define f : Σ → R by
We can then write
) (π(i))| − nλ µ . We shall need to use properties of transfer operators defined in Section 4. Recall that the measure µ is the Gibbs state for some Hölder continuous function g : Σ → R. Choose α > 0 such that g, f ∈ C α (Σ). We shall study the family
We recall that g is normalized so that L g 1 = 1 and L * g µ = µ. We need the following bound on L n g+itf .
Lemma 5.3. There exist C > 0, 0 < θ < 1 and γ > 0 such that, for |t| ≥ 1, we have L n g+itf ≤ C min{θ n |t| γ , 1}.
Remark 5.4. This type of bound was first obtained by Dolgopyat [?] in his work on the rate of decay of correlations for geodesic flows. For co-compact groups, the above result (where the operator is acting on Hölder continuous functions) was proved in §6 of [?] . For convex co-compact groups, the analogous bound was established by Naud in [?] ; however, the operators there were defined with respect to the boundary map and acted on C 1 functions. We could carry out our analysis in that context but, for simplicity of exposition, we continue to work with the shift space Σ.
Let χ : R → R be a compactly supported function which is a C k approximation to the indicator function of [−1, 1]. (The value of k will be chosen later.) Write χ
we define
We shall show the following.
Lemma 5.5. Provided We shall begin by obtaining a more useful formula for A(n, ξ). Using Fourier inversion and Fubini's Theorem, we have
If we make the substitution u = tσ √ n, then this becomes
Combining this with the standard identity
we obtain 2πA(n, ξ)
In particular, we have the bound
where, given δ > 0, The result now follows from the Dominated Convergence Theorem.
In order to estimate A 2 (n, ξ), we need to use Lemma ??. We shall also use the following result, which is each to prove using integration by parts. In particular, using f dµ = 0 and the fact that P (g + tf ) is strictly convex, ξ = 0 if and only if = 0. Now, by definition, P (g + ξf ) = h(µ g+ξf ) + ξ f dµ g+ξf + gdµ g+ξf , and so P (g + ξf ) − ξ = h(µ g+ξf ) + gdµ g+ξf ≤ P (g) = 0, with equality if and only if ξ = 0. A similar calculation for − completes the proof.
