A probabilistic generative network model with n nodes and m overlapping layers is obtained as a superposition of m mutually independent Bernoulli random graphs of varying size and strength. When n and m are large and of the same order of magnitude, the model admits a sparse limiting regime with a tunable power-law degree distribution and nonvanishing clustering coefficient. This article presents an asymptotic formula for the joint degree distribution of adjacent nodes. This yields a simple analytical formula for the model assortativity, and opens up ways to analyze rank correlation coefficients suitable for random graphs with heavy-tailed degree distributions.
Introduction
Overview and objectives. Questions in technology, life sciences, and economics are often related to large systems of nodes connected via pairwise interactions which involve uncertainty due to unpredictable node behavior and missing data. Such uncertainties have been mathematically modeled and analyzed using random graph models of various complexity, including classical independently linked and uniform random graphs [17] , stochastic block models and inhomogeneous Bernoulli graphs [1, 12, 20] , random graphs with given degree distributions [13, 32] , and generative models involving preferential attachment and rewiring mechanisms [3, 35] . While succeeding to obtain a good fit to degree distributions, most earlier models fail to capture second-order effects related to clustering and transitivity. Random intersection graphs [6, 7, 15, 18, 23, 25] , spatial preferential attachment models [2, 21] , and hyperbolic random geometric graphs [11, 26, 27] have been successful in extending the analysis to sparse graph models with tunable global clustering coefficient. Despite remarkable methodological advances obtained in the aforementioned articles and related literature, most models of sparse random graphs still appear somewhat rigid in what comes to modeling finer second-order properties, such as correlations of the degrees of adjacent nodes [34] and degree-dependent clustering coefficients [5, 42] .
Main contributions. This article discusses a mathematical network model recently introduced in [10] which is motivated by the structure of social networks composed of a large number of overlapping communities [14] . The model is generated as a superposition of mutually independent Bernoulli random graphs G 1 , . . . , G m of variable size (number of nodes) and strength (link probability), which can be interpreted as layers or communities. The node sets of the layers are random subsets of the underlying population of n nodes. A key feature of the model is that the layer sizes and layer strengths are assumed to be correlated, which allows for example to model social networks with tunable frequencies of strong small communities and weak large communities. The main contribution of this article is a rigorous mathematical analysis (Theorem 1) of the bidegree distribution (joint degree distribution of adjacent nodes) of the model in a limiting regime where the number of nodes n and the number of layers m are large and of the same order of magnitude. The bidegree distribution yields compact mathematical formulas for model assortativity (Theorem 2) and rank correlations (Theorem 3) of the adjacent node degrees. The latter theorem is suitable for modeling dependencies in heavy-tailed models with degrees having unbounded second moments.
Related work. Degree distributions, clustering, and percolation analysis of the model is presented in [10] . An analogous model with where the node sets of the layers are deterministic has been studied in [44] in the context of overlapping community detection. Clustering coefficients and small subgraph frequencies for a special case with constant layer strengths have been analyzed in [19, 23, 24, 36] . In the special case with unit layer strengths, the layers become cliques and the model reduces to the passive random intersection graph introduced in [18] , with degree and clustering properties analyzed in [7, 30] . A network model with similar features has been recently presented in [38] . Assortativity and bidegree distributions have earlier been analyzed in the context of random intersection graph models [8, 9] , inhomogeneous Bernoulli graphs and their extensions [12, 31, 37] , preferential attachment models [28, 39] , and configuration models in [39, 40, 41] . Extremal properties of bidegree correlations in general graphs have been reported in [16, 39] .
Notations
Sets and numbers. The cardinality of a set A is denoted |A|. Ordered pairs are denoted by (i, j), and unordered pairs by ij = {i, j}. Here 1(A) is defined to be one when statement A is true, and zero otherwise. We denote [n] = {1, . . . , n} and Z + = {0, 1, 2, . . . }. The falling factorial is denoted (x) r = x(x − 1) · · · (x − r + 1).
Graphs.
A graph is a pair G = (V (G), E(G)) where V (G) is a set of elements called nodes, and E(G) is a collection of unordered node pairs. Nodes i and j are called adjacent if ij ∈ E(G). The set of nodes adjacent to i is denoted 2 Assortativity and bidegree distributions
Empirical quantities
Let G be a finite graph, either a nonrandom graph, or fixed sample of a random graph, with a finite node set and a nonempty link set. The (empirical) degree distribution of G is a probability measure on Z + defined by
and represents the probability distribution of random variable deg G (I) where I is a random variable obtained by sampling a node uniformly at random. The (empirical) bidegree distribution of G with a nonempty link set is a probability measure on Z 2 + defined by
This is the joint probability distribution of the pair (deg G (I), deg G (J)) obtained by sampling (I, J) uniformly at random from the set of all ordered node pairs adjacent in G. Both marginals of the bidegree distribution are equal to the sizebiased degree distribution f * G (s) = sfG(s) t tfG(t) . The Pearson correlation coefficient of the bidegree distribution is called the (empirical) assortativity of graph G and can be written as
Model quantities
Let G be a random graph such that V (G) is nonrandom and finite, and E(G) is nonempty with positive probability. The model degree distribution of G is defined by
where I is a random node in V (G), selected uniformly at random and independently of E(G). The model bidegree distribution is defined by
where (I, J) is an ordered pair of distinct nodes of V (G), selected uniformly at random and independently of E(G). By simple computations one may verify that f 2 (t, s) = f 2 (s, t), and that both marginals of the model bidegree distribution are equal to the size-biased model degree distribution f * (s) = sf (s) t tf (t) . The Pearson correlation coefficient of the model bidegree distribution is called the model assortativity, and can be written as
where D I = deg G (I) and D J = deg G (J) for (I, J) as above, and E * refers to conditional expectation given {IJ ∈ E(G)}. The random graph model is called exchangeable if its law is invariant to node permutations. In this case the model degree distribution can be written as in (1) but with I replaced by an arbitrary node i. Similarly, formulas (2)-(3) remain valid with (I, J) replaced by an arbitrary pair (i, j) of distinct nodes.
Random graph superposition model
A multilayer network model with n nodes and m layers is defined by a list (G n,1 , X n,1 , Y n,1 ), . . . , (G n,m , X n,m , Y n,m ) of mutually independent random variables with values in G n × {0, . . . , n} × [0, 1], where G n is the set of undirected graphs with node set contained in {1, . . . , n}. We assume that conditionally on (X n,k , Y n,k ), the probability distribution of V (G n,k ) is uniform on the subsets of {1, . . . , n} of size X n,k , and conditionally on (V (G n,k ), X n,k , Y n,k ), the probability distribution of E(G n,k ) is such that each node pair of V (G n,k ) is linked with probability Y n,k , independently of other node pairs. The variables X n,k , Y n,k are called the size and strength of layer k, respectively. Aggregation of the layers produces an overlay random graph G n defined by
We obtain a rich class of generative probabilistic models when we assume that the layer types (X n,1 , Y n,1 ), . . . , (X n,m , Y n,m ) are mutually independent and distributed according to a probability measure P (n) on {0, . . . , n} × [0, 1].
A large network is modeled as a sequence of network models of the above type indexed by the number of nodes n = 1, 2, . . . so that the number of layers m = m n tends to infinity as n → ∞. To obtain tractable limiting formulas with rich expressive power, we shall focus on a sparse parameter regime where there exists a probability measure P on {0, 1, . . . }×[0, 1] which approximates the layer type distribution according to P (n) → P weakly, together with the convergence of suitable cross moments P (n) rs → P rs , where we use the shorthand notations
Sparse network models with a finite nonzero average degree are obtained when the number of layers is of the same order as the number of nodes. When m n → µ ∈ (0, ∞), P (n) → P weakly, and P (n) 10 → P 10 ∈ (0, ∞), then the model degree distribution of G n converges weakly [10] to a compound Poisson distribution f = CPoi(λ, g)
with rate parameter λ = µP 10 and increment distribution
The limiting model degree distribution f can be represented as the law of D = Λ k=1 D k , where Λ, D 1 , D 2 , . . . are mutually independent random integers and such that Law(Λ) = Poi(λ) and Law(D k ) = g.
Main results

Bidegree distribution
The result below characterizes the limiting bidegree distribution in the random Bernoulli graph superposition model. The limiting bidegree distribution can be represented as the joint law of random variables
where
are mutually independent and such that D 1 and D 2 follow the limiting degree distribution f defined by (4), D ′ 1 and D ′ 2 are conditionally independent and Bin(X ′ − 2, Y ′ )-distributed given (X ′ , Y ′ ), and the joint distribution of (X ′ , Y ′ ) ∈ Z + × [0, 1] equals (x)2y P (dx,dy)
P21
. Here X ′ and Y ′ represent the size and strength of a random layer which links a particular node pair {i, j}, and D ′ 1 and D ′ 2 represent the number of additional neighbors of i and j inside the common layer. The joint distribution of (D * 1 , D * 2 ) defined by (6) can be written as
where * refers to the convolution of probability measures on Z 2 + , and f ′ 2 is a probability measure on Z 2 + defined by
Theorem 1. Denote by f 2,n the bidegree distribution of the n-th model G n . Assume that m n → µ ∈ (0, ∞) and P (n) → P weakly for some probability measure P on Z + × [0, 1] such that P 21 > 0.
(i) If P (n) 20 → P 20 < ∞, then f 2,n → f 2 weakly, where the limit is defined by (7) .
for some constant c < ∞ (convergence in the Wasserstein-2 metric [43, Theorem 6.9]).
Assortativity
The following result provides a formula of the limiting model assortativity which is well defined when the limiting degree distribution has a finite third moment. In the special case with unit strengths, this formula yields the corresponding result for passive random intersection graphs given in [9, Theorem 3.1]. Using a well-chosen coupling of P -distributed random vectors (details in an extended version) it is possible to verify that P 21 (P 43 + P 32 ) − P 2 32 ≥ P 21 (P 43 + P 33 ) − P 2 32 ≥ 0, which implies that the limiting model assortativity below is always nonnegative.
Theorem 2. Assume that m n → µ ∈ (0, ∞), and that P (n) rs → P rs < ∞ for rs = 20, 32, 43, for some probability measure P on Z + × [0, 1] such that P 21 > 0. Then the model assortativity is approximated by Cor * (D I , D J ) → P 21 (P 43 + P 33 ) − P 2 32 P 21 (P 43 + P 32 ) − P 2 32 + µP 2 21 (P 21 + P 32 )
.
Rank correlations
Assortativity modeled using Pearson's correlation of the bidegree distribution is ill-behaved for graph models where the limiting degree distribution has an infinite third moment [39] . In such cases, rank correlation coefficients provide a robust alternative [39, 40, 41] . For a probability measure f on R 2 with nondegenerate marginals, Kendall's rank correlation [29, 33] is defined by
where sgn(x) = 1(x > 0) − 1(x < 0), and (X 1 , X 2 ) and (Y 1 , Y 2 ) are mutually independent and f -distributed. Spearman's rank correlation is defined as and
where the limiting bidegree distribution f 2 is defined by (7).
Discussion
This article described degree correlations in a sparse network model introduced in [10] , constructed by a natural superposition mechanism with overlapping layers. The main contribution is a compact explicit description of the limiting model bidegree distribution (Theorem 1), fully characterized in terms of the limiting joint distribution P of layer sizes and layer strengths, and the limiting ratio µ of the number of layers and the number of nodes. Some remarks deserve further attention.
(i) The model bidegree distribution differs from the empirical bidegree distribution computed from a fixed random graph sample. Several earlier works [39, 40, 41] have focused on the convergence in probability of the latter distribution. Based on analogous studies on ergodic properties of clustering coefficient [23, 24] , we expect that both distributions converge to the same limit under mild regularity assumptions.
(ii) The freedom to tune the limiting joint distribution P of layer sizes and layer strengths yields a rich class of network models. As a concrete example, assume that the layer strength is a deterministic function of layer size such Y = q(X). If layer sizes follow an approximate power law P(X = x) ∝ x −α with α > 2, and q(x) ∝ x −β where β ∈ [0, 1) is such that α + β > 3, then the limiting degree distribution follows a power law [10] such that P(D 1 = t) ∝ t −δ with δ = 1 + α−2 1−β . (The same functional form of layer strengths has been also investigated in [44] for deterministic layer node sets.) Because the marginals of the limiting bidegree distribution are size-biased versions of the degree distribution, it follows that the marginals of f 2 are power laws with density exponent δ − 1 = α−2 1−β . The dependence structure of the power-law random variables D * 1 and D * 2 is implicitly captured by (6) . Characterizing how the dependence structure behaves as a function of the power-law exponents is an interesting problem to be considered elsewhere.
(iii) Fitting the model to real data sets is a problem of future research. A fully nonparametric approach to estimating P appears hard if not impossible, even though currently there are no (positive or negative) theoretical results regarding model identifiability. An alternative approach is to restrict to models where P = P θ is parametrized by a small-dimensional parameter θ, and develop estimators of θ using empirical small subgraph counts. Recent work in this direction includes [19, 23, 24] for models with constant layer strength. Model fitting with deterministic (unknown) layer node sets has been studied in [44] .
Proofs
Correlation of the limiting bidegree distribution
Let us analyze the Pearson correlation coefficient Cor(D * 1 , D * 2 ) of the limiting bidegree distribution in Theorem 1. .
Proof. If B is a Bin(x − 2, y)-distributed random variable, then EB = (x − 2)y and E(B) 2 = (x − 2) 2 y 2 , from which we conclude that EB 2 = E(B) 2 + EB = (x − 2) 2 y 2 + (x − 2)y. Because (x − 2)(x) 2 = (x) 3 , it follows that
Further, by noting that (x − 2) 2 (x) 2 = (x) 4 , we see that
Hence D ′ 1 has a finite second moment, and variance equal to
Similarly, the conditional independence of D ′ 1 and D ′ 2 , together with the formula
and hence, noting that D ′ 1 and D ′ 2 identically distributed,
Recall next that D 1 follows the compound Poisson distribution f = CPoi(λ, g). A simple computation confirms that the variance of g in (5) equals P32+P21 P10 .
Hence it follows (using basic properties of compound Poisson distributions) that D 1 has a finite second moment with
The mutual independence of D 1 ,
By plugging (9)-(11) into (12), we conclude that
By recalling that λ = µP 10 , the claim follows. ⊓ ⊔
Proof outline of Theorem 1:(i)
Denote the bidegree distribution of the n-th model by
For A ⊂ [m], denote by G n,A the graph with V (G n,A ) = [n] and E(G n,A ) = ∪ k∈A E(G n,k ). We abbreviate D i = deg Gn (i), and we note that for any k,
Also denote E k = {12 ∈ E(G n,k )} and f n (s) = P(D i = s),
The proof is based on approximating (details to appear in an extended version):
As a consequence,
for any s, t ∈ Z + , with * denoting the convolution of probability measures on the additive group Z 2 . Next, we know that f n → f weakly where f is the limiting model degree distribution in (4) . Therefore, f n ⊗f n → f ⊗f weakly as probability measures on Z 2 + . Let us investigate the limit of f ′ 2,n . Next, we note that given (X k , Y k ) and the event E k = {12 ∈ E(G n,k )}, the random variables D 1,k and D 2,k are independent, and both distributed according to 1 + Bin(X k − 2, Y k ). Hence
By taking expectations above, and dividing the outcome by P( 21 , it follows that
When P (n) → P weakly and P (n)
pointwise, and together with (13), we conclude that Theorem 1:(i) is valid. ⊓ ⊔
Proof of Theorem 1:(ii)
The proof is similar to the proof of [39, Theorem 3.2], but slightly simpler because here we analyze model distributions instead of empirical distributions of random graph samples. Let (D * 1,n , D * 2,n ) ∈ Z 2 + be a random variable distributed according to the model bidegree distribution f 2,n of G (n) . Theorem 1:(i) states that (D * 1,n , D * 2,n ) → (D * 1 , D * 2 ) weakly. Now let φ : Z 2 + → R be a function bounded by |φ(x, y)| ≤ c(1+x 2 +y 2 ). Skorohod's coupling theorem [22, Theorem 4.30] implies that there exist a probability space and some random variables (D * 1,n ,D * 2,n ) = st (D * 1,n , D * 2,n ) and (D *
With the help of Lemma 1, we note that
Lebesgue's dominated convergence theorem (see the version in [22, Theorem 1.21]) now implies that EZ n → EZ, which confirms the claim. ⊓ ⊔
Proof of Theorem 2
We only sketch the proof in the case where m n → µ ∈ (0, ∞). By applying Theorem 1:(ii) with φ(x, y) = x, and then with φ(x, y) = x 2 , we find that Var(D * 1,n ) → Var(D * 1 ). Observe next that for φ(x, y) = xy, |φ(x, y)| ≤ 2(x 2 +y 2 ). Hence Theorem 1:(ii) also implies that Cov(D * 1,n , D * 2,n ) → Cov(D * 1 , D * 2 ). Hence the claim follows by Proposition 1. ⊓ ⊔
Proof of Theorem 3
Because f 2,n has identical marginals, we see that
2,n ⊗ f
where φ 1 (x 1 , y 1 ) = sgn(x 1 − y 1 ), φ(x 1 , x 2 , y 1 , y 2 ) = φ 1 (x 1 , y 1 )φ 1 (x 2 , y 2 ) are bounded (and trivially continuous) functions defined on Z 2 + and Z 4 + , respectively. Theorem 1 implies that f 2,n → f 2 weakly as probability measures on Z 2 + . Hence also f 2,n ⊗ f 2,n → f 2 ⊗ f 2 and f weakly. Hence we conclude that ρ Ken (f 2,n ) → ρ Ken (f 2 ).
To verify the claim for Spearman's rank correlation, we apply the representation [33, Section 4.3] ρ Spe (f 2,n ) = 3(P((
where (X 1 , X 2 ), (Y 1 , Y 2 ), (Z 1 , Z 2 ) are mutually independent and f 2,n -distributed. Because f 2,n has identical marginals, this can be rewritten as
ρ Spe (f 2,n ) = 3 φ d(f 2,n ⊗ f 2,n ⊗ f 2,n )
ψ d(f
2,n )
, where φ(x 1 , x 2 , y 1 , y 2 , z 1 , z 2 ) = sgn((x 1 − y 2 )(x 2 − z 2 )) and ψ(x 1 , y 1 , z 1 ) = 1 − 1(x 1 = y 1 = z 1 ) are bounded (and trivially continuous) functions on Z 6 + and Z 3 + , respectively. The second claim follows by noting that f 2,n ⊗ f 2,n ⊗ f 2,n → f 2 ⊗ f 2 ⊗ f 2 and f Proof. To appear in extended version.
