We present exact and stochastic diagonalization results for a BCS-reduced Hubbard model. The kinetic Hamiltonian is the same as in the single band Hubbard model with additional next nearest neighbor hopping. The interaction of this model is designed to inhibit superconductivity in the d x 2 −y 2 channel. The ground state of this model is studied by exact and stochastic diagonalization technique. We present a review of the technical details of the application of the stochastic diagonalization algorithm on this problem. To verify our results obtained with the stochastic diagonalization, they are compared with the exact diagonalization results. In order to show the convergence of the stochastic diagonalization we give a detailed analysis of the behavior of physical properties with increasing number of states. Finally we study superconductivity in this BCS-reduced Hubbard model. As an indicator of superconductivity we use the occurrence of Off Diagonal Long Range Order. We study the scaling behavior of this model for various attractive interactions and in addition the dependence of the superconducting correlation functions from the filling of the system.
Introduction
Since the discovery of the high temperature superconductors, 1 the symmetry of the order parameter is controversial. But recently the experimental indications show that the order parameter has d x 2 −y 2 symmetry.
2,3
The CuO 2 planes dominate the high-T c materials from the electrical and superconducting points of view. 4 The so-called Emery-model 5 was introduced to describe this CuO 2 planes. This very complex model can be simplified to the single band Hubbard model. 6 In our view, a major feature that is not present in the pure Hubbard model is a Van Hove singularity near to the Fermi energy. The pure single band Hubbard model has a Van Hove singularity at half filling. To shift the Van Hove singularity to an arbitrary filling away from half filling, e.g. close to the Fermi energy, it is necessary to include an additional next nearest neighbor hopping t p in the Hubbard model. 7 One possible explanation of the superconductivity is the 1037
Van Hove scenario. [8] [9] [10] There it is assumed that a Van Hove singularity is near to the Fermi energy in the density of states. If in the density of states a Van Hove singularity lies at the Fermi energy, BCS-like calculations show that the superconducting phase transition temperature has a maximum in respect to the filling and the transition temperature is increased compared to standard BCS calculations.
10
A Van Hove singularity near the Fermi energy was also found in the experiment with APRES measurements in YBaCuO.
11
There is evidence that the repulsive Hubbard model with additional next nearest neighbor hopping (t − t p -Hubbard model) shows superconductivity with d x 2 −y 2 -symmetry. 7, 12, 13 In order to study the superconducting properties of a model with d x 2 −y 2 superconductivity in a two-dimensional system we constructed a BCS-reduced Hubbard model 14, 15 that has the same kinetic energy as in the t − t p -Hubbard model and an interaction that favors superconductivity in the d x 2 −y 2 channel. We will refer to this model in the following as the J-model.
In numerical studies of models like the Hubbard model a common way to show superconductivity is to examine the model for the occurrence of Off Diagonal Long Range Order (ODLRO). [16] [17] [18] As shown in Ref. 15 , the BCS-reduced Hubbard model is superconducting and therefore it exhibits ODLRO. 16 In the next section, the BCS-reduced model and the expectation values for ODLRO are defined. After that (Sec. 3), the simulation techniques are presented. In particular, the stochastic diagonalization (SD) technique, and the way to calculate physical properties with the stochastic diagonalization, are described in detail.
We study the ground state of this J-model with the exact and stochastic diagonalization technique. The stochastic diagonalization has been proven to work successfully for the Hubbard model. 19 To show the correctness of the stochastic diagonalization results for the BCS-reduced Hubbard model we present an extended comparison of the results calculated by the stochastic diagonalization method with the results obtained with exact diagonalization (Sec. 4). For system sizes where this comparison is impossible due to the size of the Hilbert space, we investigate the convergence and show problems of the stochastic diagonalization method (Sec. 5). In Sec. 6 we study the finite size scaling behavior of the ODLRO and the dependence of the ODLRO with respect to the filling of the system.
BCS-Reduced Hubbard Model
The BCS-reduced Hubbard model shows superconductivity. This is proven analytically with a rigorous treatment via variational theory. 15 The more general BCSreduced Hubbard model with some very general classes of attractive interaction is now specified to be a model (J-model), which favors superconductivity with an order parameter of d x 2 −y 2 symmetry.
This BCS-reduced Hubbard model with d x 2 −y 2 superconductivity is given in second quantization in the real space by the Hamiltonian:
with H kin = −t i,j σ=±1 † i,σ is the creation operator on the lattice site i for an electron with spin σ; J is the interaction strength between the electrons of the system; L = L x · L x is the system size of the square two-dimensional cluster. In the following we set t = 1 as an energy unit. Throughout this paper we set t p = −0.22. In the momentum space the kinetic part of the Hamiltonian reads as:
with
This is the form factor for the d x 2 −y 2 symmetry. In a system with n ↑ electrons with spin up and n ↓ electrons with spin down the filling n of the system is defined as
This means n = 1 is half filling. The Hilbert space of the many particle problem grows very fast with the system size. For a two-dimensional system with L = L x · L x lattice points and n ↑ electrons with spin up and n ↓ electrons with spin down the Hilbert space D f consists of
independent states. Table 1 shows the size of the Hilbert space for most of the system sizes and fillings being simulated. For example in an L = 16 = 4 × 4 system with n ↑ = 5 and n ↓ = 5 ( n = 0.63) electrons the size of the Hilbert space is D f = 4368 2 = 19 079 424 (Table 1) . This system size can be handled with exact diagonalization techniques. 20 But for an L = 8 × 8 system with n = 0.78 and even for an L = 12 × 12 system with n = 0.74 the size of the Hilbert space is much larger. These system sizes are not accessible with exact diagonalization techniques and state-of-the-art computer systems. We restrict the Hilbert space by introducing a cut-off frequency for the interaction. This modified model can be solved with exact diagonalization also for system sizes like 8 × 8. In the non-interacting system (J = 0) it is easy to determine the ground state analytically. For a finite size system we distinguish two situations. In the open shell situation the Fermi energy has the value of an energy shell of ε(k) (Eq. (5)). In the closed shell situation the Fermi energy of the free system lies between two energy shells of ε(k). 21 Only in the closed shell situation the ground state of the non-interacting system is not degenerate.
If we study only systems with the same number of spin up and spin down electrons n ↑ = n ↓ ≡ n e and a closed shell, the ground state of the non-interacting system is a so-called "pairstate"
In the J-model Hamiltonian the interaction term moves only pairs of electrons.
Because of these two reasons we assumed, that the ground state of the interacting system should consist of a linear combination of the pairstates. In a similar BCSreduced model with an s-wave interaction we found that this assumption of a linear combination of pairstates is correct. 22 Because of this we restricted the Hilbert space to the subspace of these pairstates. The size D of this subspace is the square root of the complete Hilbert space
where n e is the number of electrons in one spin direction. If we refer in the following to the size of the Hilbert space, we always mean the size D of this restricted Hilbert subspace that contains only the pairstates. We examine the J-model with exact and stochastic diagonalization methods. In the case of exact diagonalization it is necessary to restrict the Hilbert space D again to obtain results for larger system sizes. This is done by introducing a cut-off frequency Ω c in the interaction. We denote the size of this further restricted Hilbert space with D Ωc . This frequency Ω c defines an interval around the Fermi energy E f of the free system (J = 0). The Fermi energy E f is defined as E f = 1 2 (ε(k ne ) + ε(k ne+1 )) and the momenta k i are labeled such that they obey ε(k i ) ≤ ε(k j ), if k i < k j . We restrict the interaction to those electrons with an energy ε(k) (Eq. (5)) in the interval,
With Eq. (12) the interaction part of the Hamiltonian reads as
For this Hamiltonian with a restricted interaction one can reduce the dimension of the Hilbert space compared to the dimension D of Eq. (11) . If L Ωc possible energies ε(k) in the region defined by Ω c , and n e,Ωc of the L Ωc energies are occupied, then the Hilbert space D Ωc has the dimension,
This approach of introducing a cut-off frequency Ω c is analogous to working within the BCS scheme.
We use the concept of the Off-Diagonal Long-Range Order (ODLRO) to show superconductivity.
16-18
There it is necessary to calculate the reduced two-particle density matrix,
The amount of computer memory needed to store this reduced two-particle density matrix
, where L is the number of lattice points. An example will illustrate the memory requirements of the reduced two-particle density matrix C(i, j, k, l). If one stores the matrix elements with 8 Byte floating point numbers one needs to store the reduced two-particle density matrix for an 8 × 8 system with 128 M-Byte memory and for an 12 × 12 system with about 3.3 GByte memory. Therefore we determine the two-particle matrix only for certain symmetries. By this we mean, that the so-called (full) two-particle correlation function C sym (i, j) is calculated:
where sym is one of the symmetries: os (on site s-wave), xs (extended s-wave), d x 2 −y 2 (d-wave) and d xy (extended d-wave) and the pair creation operator ∆ † sym (i) is defined to be:
The sum δ is over the four nearest neighbors of the place i and g δ = ±1 are the prefactors of the d x 2 −y 2 -wave symmetry (cp. Fig. 1 ). The sum γ is over the four next nearest neighbors of the place i and g γ are corresponding prefactors. (If no symmetry is indicated in the following we always mean the d x 2 −y 2 symmetry.) The full two-particle correlation function consists of one-particle and two-particle contributions. For the study of superconductivity only the contributions of the twoparticle effects in Eq. (16) are important. The one-particle correlation functions C σ (i, j) = c † iσ c j,σ (σ is the spin direction) decrease to zero with increasing distance |r| = |i − j| between the creation operator c † i,σ and the annihilation operator c j,σ . Therefore in large systems they give only a minor contribution to the behavior of the average of the full two-particle correlation function C sym (i, j). But for the system sizes we are dealing with, the one-particle correlation function cannot be neglected (see Sec. 6). It is therefore necessary to study the difference between the two-particle correlation function and the product of the one-particle correlation functions when addressing the question of superconductivity. This so-called vertexcorrelation function C V sym is defined for the d x 2 −y 2 symmetry to be:
Important for the investigation of the system with respect to ODLRO is the behavior of the vertex-correlation function for large distances |r| between the creation and annihilation operator. Therefore we define the vertex-correlation function C V sym (r) in dependence of the lattice-vector r between the creation and the annihilation operators:
If this expectation value does not decay to zero and has a finite positive value for large distances |r|, it is an indicator for ODLRO. A good measure for comparing the results of different system sizes is the averagē C V sym of the vertex-correlation function:
Often the susceptibility χ
sym of the (vertex-) correlation function is used where
In the case of ODLRO this susceptibility should increase to infinity with increasing system size:
Computational Techniques
In this section we discuss the two numerical techniques we are using to calculate the ground state of the J-model. These are the exact (ED) and stochastic (SD) diagonalization.
The ground state properties of a quantum mechanical system can be determined by computing the lowest eigenvalue and eigenstate of the eigenproblem
with H as the Hamiltonian of the system and the eigenstate |Ψ with the eigenenergy E. To get the ground state one must search for the lowest eigenenergy E = E 0 and the corresponding eigenvector |Ψ 0 . For the exact solution of this problem it is necessary to set up a complete set of basis states. Using this set it is possible to write the Hamiltonian as a matrix H, and diagonalize it with standard techniques. Due to the memory consumption for the complete matrix of the Hamiltonian one can use the exact diagonalization technique only for systems with at most some thousand basis states. For example this conforms with an 4 × 4 system and n e = 5 electrons in each spin direction and no cut-off Ω c , then D = 4368 and storing the matrix elements with 8 Byte real numbers one needs about 146 M-Byte memory.
One method that is often used to handle systems with a larger Hilbert space, with respectively larger matrices H, when using an exact diagonalization technique, is the Lanczos-algorithm. 24 In the Lanczos-method only two vectors (or three vectors for the ground state computations) must be stored, and the matrix H is not transformed. This method and modified Lanczos methods are widely used to determine the ground state of the Hubbard model with exact diagonalization. 20, 25, 26 Also this method reaches its limitations very quickly: 8 × 8 and larger systems with a filling n ≈ 0.7 cannot be handled with state-of-the-art computer systems (see Table 1 ).
Because of this well-known fact we use the stochastic diagonalization technique [27] [28] [29] to determine the ground state and the ground state energy for larger systems. With this technique we were able to determine the ground state for systems up to 12 × 12 lattice points in size (depending also on the interaction J).
Ideas of the stochastic diagonalization
The idea of the stochastic diagonalization is to take only the important basis states |Φ i contributing to the ground state into account, i.e. the states with large weights α i in the ground state |Ψ 0 expressed in the basis {|Φ i }:
and diagonalize this smaller matrix. Whereas exact diagonalization is a widely used tool in modern many particle physics, the reader might be not familiar with stochastic diagonalization. In the interest of a consistent description of the paper we want to review the basic ideas of stochastic diagonalization.
The stochastic diagonalization technique consists of three basic steps:
• the modified Jacobi method to determine the lowest eigenvalue and eigenstate of the matrix • the matrix inflation to increase the matrix • the importance sampling algorithm to generate new states.
Modified Jacobi method
The first tool we need in stochastic diagonalization is an algorithm to determine the lowest eigenvalue and the corresponding eigenstate of a matrix. In stochastic diagonalization we use a modified Jacobi method.
The classical Jacobi method
30 transforms an N ×N matrix H (N ) into a diagonal matrix E (N ) with the eigenvalues E (N ) i (i = 1, . . . , N ) in the diagonal using an infinite number of plane rotations. Each plane rotation annihilates two off-diagonal elements. But other off-diagonal elements, which were zero before one adopts the plane rotation, become nonzero after this rotation.
31
In the following we assume that H
j,j for all j = 2, . . . , N . If this is not the case we reorder the basis {|Φ 1 , . . . , |Φ N } and start again.
In the modified Jacobi method we use plane rotations of the form
with the cosinus c and the sinus s of the rotation angle
and the abbreviation
The coefficients c in the diagonal are at the positions (1, 1) and (j, j), the coefficient s is at the positions (1, j) and −s at (j, 1) of the matrix. This plane rotation annihilates the two off-diagonal elements H 
If
obeys the relations:
and of course E
If one considers only the first column and row in the annihilation process, i.e. the pairs (1, j) with j = 2, . . . , N , then one still gets the lowest eigenvalue E 
whereH (N ) is the transformed (N − 1) × (N − 1)-matrix, which is unimportant for the ground state in the diagonalization process, and 0 is a zero vector of the length N − 1.
The corresponding eigenvector |Ψ
is given by:
in the basis {|Φ 1 , . . . , |Φ N }.
Matrix inflation
The second tool we need in stochastic diagonalization is a way to inflate the matrix, i.e. to add more states to the important basis {|Φ i } with N states, which were already found. We now want to show that this iterative process also leads to a convergent algorithm, when we add new states to the basis. If we had applied the modified Jacobi scheme to the matrix H (N ) , one has the transformed matrixĤ (N ) (Eq. (31)) and E (N ) 1 is the lowest eigenvalue of H (N ) . Now we inflate the matrix H (N ) by a column and row (N + 1). If we adopt the plane rotations
to the matrix H (N +1) we get a matrix of the form:
with the transformedĤ . 27 Then we can apply the modified Jacobi scheme again to this matrixĤ (N +1) . It can be shown converges to the ground state energy E 0 ,
Importance sampling algorithm
In order to implement an efficient algorithm, one wants a fast way to isolate the lowest eigenvalue E
as a good approximation of the ground state, i.e. one needs a fast algorithm to get a good approximation of the limes m → ∞ in the diagonalization process and to the limes N → D in the inflating process. Therefore one chooses the next plane rotation (m + 1) so that it annihilates the matrix element H
To limit the number of plane rotations, one only carries out plane rotations until
is smaller than a threshold T N }) can be chosen freely in principle. They control the important sampling process and therefore they strongly influence the convergence process.
The number of important states in basis of stochastic diagonalization which are used to build up the matrix H (N ) at the end of the sampling process is denoted by
of the stochastic diagonalization always gives an upper bound to the exact ground state energy E 0 :
Test of Stochastic Diagonalization
First we test the stochastic diagonalization technique by comparing the results with exact diagonalization calculations. Table 2 shows the ground state energy and the average vertex-correlation functionC
(Eq. (20)) with d x 2 −y 2 symmetry of a 4 × 4 system with the filling n = 0.625 and the interaction J = −2.0. The ground state energy per lattice-site E 0 /L is the same in both techniques for the first 5 significant digits. Also listed in Table 2 is the average vertex-correlation functionC
of the exact (ED) and the stochastic (SD) diagonalization. Here the difference is less or equal to 10 −5 . This difference is less than 0.01 percent of the absolute value. We find in this system both in the ground state energy and in the vertex-correlation function a nearly perfect agreement between the exact and stochastic diagonalization.
As one can see from Table 2 In Table 3 Ωc is the average value of the d x 2 −y 2 -vertex-correlation function. shows a small difference in the last digit. This deviation is growing with increasing interaction strength |J|. But also in this case the relative difference at the smallest interaction J = −8.0 is less than 0.01 percent.
Next we study the dependence of selected observables for different system sizes. For larger system sizes (L > 4 × 4) we must introduce a cut-off frequency Ω c to handle the system with exact diagonalization (see Sec. 2, Table 1 ). With increasing system size the energy difference between the shells in the ε(k) distribution (Eq. (5)) is decreasing. 21 Therefore the cut-off frequency Ω c needed to obtain the same size D Ωc of the Hilbert space is decreasing with increasing system size L. In order to compare the different system sizes we have chosen a filling n , where such a cut-off frequency Ω c exists in all system sizes, that the restricted Hilbert space has always the dimension D Ωc = 3003. This leads to the number of electrons n e and cut-off frequencies Ω c , that are listed in Table 4 . In the upper part of Table 4 , we summarize the results for the interaction J = −0.25. Within the precision ǫ = 1 · 10 −5 there is again a perfect agreement as well for the ground state energies per lattice site E 0 /L as for the average vertex-correlation functionC 
is the average value of the d x 2 −y 2 -vertex-correlation function. In the upper part of the table we use the interaction J = −0.25 and in the lower part we use the interaction J = −2.00. 
In the lower part of Table 4 the same systems are calculated, but this time for a larger interaction J = −2.0. Using this interaction also the stochastic diagonalization uses all D Ωc = 3003 states (except in the 4 × 4 system with D SD = 209). Within the precision ǫ = 1 · 10 −5 the energies per lattice-site E 0 /L of the exact and the stochastic diagonalization are the same. There is a small deviation in the vertexcorrelation functions between the exact and stochastic diagonalization. But it is found to be less than 0.03 percent (Table 4 , L x = 10).
In summary stochastic diagonalization reproduces the ground state energies per lattice-site E 0 /L in all calculated systems within a precision of ǫ = 1 · 10 −5 . In most cases we were also able to reproduce the exact diagonalization results of the average vertex-correlation function with the same precision ǫ. Only for relatively large interaction and system sizes we find small differences of less than 0.03 percent.
Convergence of Stochastic Diagonalization
Of course stochastic diagonalization can access a much larger parameter space than exact diagonalization. In this section we present a detailed investigation of the convergence of physical properties determined with stochastic diagonalization in order to give independently of exact diagonalization results a support for the accuracy of the simulations.
First we compare the stochastic diagonalization results with the exact diagonalization result for an increasing number of basis states D SD in the basis used in the stochastic diagonalization process. Table 5 shows the results for a 10 × 10 system with n e = 43 electrons per spin, an interaction J = −0.25 and a cut-off frequency Ω c = 0.38. The initial state of the stochastic diagonalization is the ground state of the free system (J = 0). The interaction considered here is only a small correction to the ground state energy of the free system. Already for D SD ≥ 49 states the ground state energies are the same as for the exact diagonalization within the precision ǫ = 1 · 10 −5 . The average vertex-correlation functionC For larger systems there are no exact diagonalization results available. Our criterion for convergence of the stochastic diagonalization process is that the expectation values of the physical properties do not change anymore within our precision ǫ, while adding new states to the number of states D SD collected in the basis for the matrix of the stochastic diagonalization. Figure 2 shows the full two-particle correlation function with d x 2 −y 2 symmetrȳ C d x 2 −y 2 (Eqs. (16) and (17)) for an 8 × 8 system with a filling n = 0.78 and a next nearest hopping parameter t p = −0.22. We do not restrict the Hilbert space with a cut-off Ω c . For interactions J = −0.25 and J = −0.50 the average full-correlation functionC d x 2 −y 2 reaches a plateau value ofC d x 2 −y 2 ≈ 0.0047 (J = −0.25) and C d x 2 −y 2 ≈ 0.013 (J = −0.50) respectively for more than about 300 states. Figure 2 also shows that with increasing interaction strength |J| one needs more states to reach a saturation for the average full-correlation functionC d x 2 −y 2 . This effect becomes pronounced, if we compare the data for J = −0.50 and J = −1.00. Looking at the curve for J = −2.00 there is no convergence reached for less than
states. In this case we were not able to find a good approximation of the ground state. The CPU time consumption increases dramatically when many basis states D SD are already collected. As one can see in Fig. 3 a similar result is obtained for the average vertexcorrelation functionC
in the same system. Again the simulations for J = −0.25, J = −0.50 and J = −1.00 reach good approximations of the ground state, whereas the simulation for J = −2.00 fails.
We now turn our attention the ground state energies for these systems (Fig. 4) . For the interaction J = −2.00 the energy is decreasing with the number of states and no plateau is reached (for D SD ≤ 200 000). This is in agreement with Figs. 2 and 3. For the other three interactions there is again a plateau. But the effect is less obvious as above (Figs. 2 and 3 ) in that here the curves are more flat as in the case of the correlation functions. In the system with the interaction J = −1.00 the energy per site changes between 4000 and 14 000 states only by 0.036 percent, but the full d x 2 −y 2 correlation function differs by 3.1 percent.
Therefore we come to the conclusion that in the case of stochastic diagonalization simulations of the J-model if a certain observable shows a good convergence, not 0.1 10 100 1000 10000 100000 average two-particle correlationfunction states J= -0.25 J= -0.50 J= -1.00 J= -2.00 necessarily will the other observables converge too. This addresses especially the issue of insensitivity to the ground state energy. Summarizing the above results we find, that more states are necessary with increasing interaction strength |J|. If the interaction strength |J| is too large, it is not possible to calculate a good approximation of the ground state with state of the art computers. In our opinion the reason for this behavior is, that the representation of the matrix in the momentum space gets worse with increasing absolute value of the interaction |J| and more states are necessary for a correct description of the ground state. A similar behavior is found for the Hubbard model.
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Now we compare the number of states, which are necessary for a good approximation of the ground state for different system sizes. In Fig. 5 we have plotted the vertex-correlation functionC
for the system sizes 4 × 4, 6 × 6, 8 × 8 and 10 × 10 with a filling n ≈ 0.7 and an interaction J = −1.00. Here one sees that in the 4 × 4 system the d x 2 −y 2 -vertex-correlation function is converged for less than 100 states. In the next larger system (6 × 6) one needs already about 800 states to get a good approximation of the ground state. We were also able to find a plateau in the 8 × 8 system for more than about 40 000 states. But in the largest system (10×10) no convergence is reached for the number of states we have collected (more than 130 000 states). This result is similar to the one for increasing the absolute value of the interaction |J|. With increasing system size L one needs more states to get a good approximation of the ground state due to the growing Hilbert space. 
Numerical Results
After this detailed comparison of the stochastic diagonalization results with the exact diagonalization (Sec. 4) and the convergence of the stochastic diagonalization (Sec. 5), we study now the occurrence of ODLRO in the attractive J-model.
First we look at the symmetry of the order parameter of the J-model. In Table 6 the average full two-particle correlation functionsC sym are listed for the four different symmetries: os, xs, d x 2 −y 2 and d xy (cp. Fig. 1 ) for different system sizes and interactions. The average value of all four symmetries are of the same magnitude. There is no significant difference between the four symmetries for increasing system size. The situation changes, if we compare the different symmetries of the average vertex-correlation function. In the lower part of Table 6 the average vertex-correlation functionsC V sym are shown for the same symmetries (os, xs, d x 2 −y 2 and d xy ) and system parameters. The signalC
is several magnitudes larger than the absolute value of the two s-wave and the d xy -wave symmetries, and it is the only one that has always a positive average value. Therefore of the four symmetries only the d x 2 −y 2 symmetry is a likely candidate to show ODLRO. We have calculated also symmetries with a larger extension of the pairs, but there the situation is similar to the s, xs and d xy symmetries. Table 6 . The average two-particle correlation functionsCsym (upper part) and vertexcorrelation functionsC V sym (lower part) are compared for os symmetry, xs symmetry, d x 2 −y 2 symmetry and dxy symmetry. Lx is the linear size of the system, ne the number of electrons in one spin direction, J is the interaction and the next-nearest hopping parameter tp = −0.22. Next we study the behavior of the d x 2 −y 2 -wave correlation functions for increasing distance |r| between the creation and annihilation operators. Figures 6 and 7 show the two-particle correlation function C d x 2 −y 2 (|r|) and the vertex-correlation function C V d x 2 −y 2 (|r|) for a system with an interaction J = −1.0 (Fig. 6 ) and the smaller interaction J = −0.25 (Fig. 7) . The full two-particle correlation function C d x 2 −y 2 (|r|) starts at the distance |r| = 0 with a large value C(|r| = 0) = 0.55, reaches a minimum at the distance |r| = √ 2 and fluctuates for distances |r| ≥ 3 around the average value C d x 2 −y 2 (|r| ≥ 3) ≈ 0.067. The vertex-correlation function has over the whole region from |r| = 0 to 4 √ 2 approximately the same value ofC Fig. 7) . The full two-particle correlation function C d x 2 −y 2 (|r|) starts again at |r| = 0 with a high value of C d x 2 −y 2 (|r| = 0) = 0.51, reaches a minimum at the distance |r| = √ 2, but this time it has a negative value function. The ratio between two-particle and vertex-correlation function for the large distances (|r| ≥ 3.0) is about three. This shows how important it is to take the one-particle corrections into account to study two-particle correlations for small systems and small interaction strengths |J|. Superconductivity in the thermodynamic limit is indicated when the average vertex-correlation functionC
scales to a positive value for increasing system sizes. 32 We now want to analyze the scaling behavior of the average vertex-correlation functionC
by studying the behavior of the average vertex-correlation function for different system sizes L x = √ L. The results are plotted in Fig. 8 for three different interactions, J = −0.05, J = −0.25 and J = −1.50. For a finite size scaling one should keep the filling constant for different system sizes. Because only fillings with closed shells were calculated (Sec. 2) it is impossible to keep the filling n in the finite systems we are dealing with constant. In Fig. 8 the filling varies between n = 0.63 and n = 0.78. Due to convergence problems of the stochastic diagonalization the biggest system sizes, which can be calculated, depends on the interaction strength |J|.
The scaling behavior is different between the three interactions. For the interaction J = −1.5 the average vertex-correlation function is decreasing with 1/L x . This is the opposite scaling behavior as for the very small interaction strength |J| = 0.05. Finally in the intermediate interaction the average vertex-correlation function is first decreasing and then increasing with increasing L x and has a minimum at L x = 10.
The attractive Hubbard model also exhibits superconductivity. In the numerical studies of this model a finite size scaling law 1/L x is used to extrapolate the thermodynamic limit. 21, 32 At least in the intermediate interaction area this linear scaling law is no good approximation of the data in the J-model. The linear scaling law must be extended to describe this scaling behavior for these system sizes. For a very small interaction strength |J| = 0.05 we find in all calculated system sizes (4 ≤ L x ≤ 12) a decreasing average vertex-correlation functionC increasing system size L x (lowest curve in Fig. 8 ). This behavior is similar to the scaling behavior of the repulsive t − t p Hubbard model. 13 A detailed comparison of the scaling behavior of the J-model and the repulsive t − t p Hubbard model will be given elsewhere.
In Fig. 9 the average vertex-correlation functionC are reaching a broad maximum at the filling n ≈ 0.7 and further up to half filling n = 1 a slight decay, whereas for the interaction J = −0.5 there is a sharp peak at the filling n ≈ 0.7. The maximum at n = 0.7 is near the Van Hove singularity of the infinite system with no interaction.
12 This results are in accord with the Van Hove scenario. 10 But the effect of the next nearest hopping parameter t p and thus the position of the Van Hove singularity with respect to the filling n must be examined in more detail, to study the influence of the Van Hove singularity.
Conclusions
We introduced a BCS-reduced Hubbard model (J-model) with an interaction that favors superconductivity in the d x 2 −y 2 channel. The ground state of this model was computed for finite two-dimensional systems with the exact and stochastic diagonalization techniques. We have presented an extended test of the stochastic diagonalization algorithm. First (Sec. 4) we do this by comparing the physical properties determined with the stochastic diagonalization with the exact diagonalization results. The ground state energy and the vertex-correlation function were compared for different system sizes, interactions and different dimensions of the Hilbert space. In all cases we found a prefect agreement of the ground state energy (within the precision ǫ = 1 · 10 −5 ). Also the average vertex-correlation function shows a very good agreement. The difference between the exact and the stochastic diagonalization results were less than 0.03 percent and in most cases, especially for an interaction strength smaller than |J| < 2.0, the difference was less than 0.01 percent.
In Sec. 5, we have shown the convergence of the stochastic diagonalization for systems, that cannot be compared with exact diagonalization results due to the size of the Hilbert space. For increasing interaction strength |J| and system sizes L the number of states needed for a good approximation of the ground state increases. The ground state energy needs a smaller amount of states for a good approximation of the ground state value than the full two-particle and vertex-correlation functions.
The scaling behavior of the average vertex-correlation function differs for increasing interaction in the J-model. It varies from decreasing with the linear size of the lattice at small interaction strength |J| to increasing for J = −1.5. In an intermediate interaction the average vertex-correlation function has a minimum. Therefore the usual linear scaling law is not applicable for the J-model and must be extended to describe these small clusters.
The average vertex-correlation function has a wide maximum at the filling n ≈ 0.7 and is falling off rapidly between the filling 0.5 ≤ n ≤ 0.6. The maximum is near to the Van Hove singularity of the infinite free system.
