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The eccentric distance sum (EDS) is a novel graph invariant which can be used to predict
biological and physical properties, and has a vast potential in structure activity/property
relationships. For a connected graphG, its EDS is defined as ξ d(G) =∑v∈V (G) eccG(v)DG(v),
where eccG(v) is the eccentricity of a vertex v in G and DG(v) is the sum of distances of all
vertices inG from v. In this paper,we obtain some further results on EDS.We first give some
new lower and upper bounds for EDS in terms of other graph invariants. Then we present
two Nordhaus–Gaddum-type results for EDS. Moreover, for a given nontrivial connected
graph, we give explicit formulae for EDS of its double graph and extended double cover,
respectively. Finally, for all possible k values,we characterize the graphswith theminimum
EDS within all connected graphs on n vertices with k cut edges and all graphs on n vertices
with edge-connectivity k, respectively.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a simple connected graph with the vertex set V (G). For a graph G, let degG(v) be the degree of a vertex v in
G, δ(G) = min{degG(v)|v ∈ V (G)} and∆(G) = max{degG(v)|v ∈ V (G)}. For S ⊆ V (G), we use G[S] to denote the subgraph
of G induced by S. The distance between two vertices u and v, namely, the length of the shortest path between u and v, in a
graphG is denoted by dG(u, v). The eccentricity of a vertex v in a connected graphG is defined as eccG(v) = max{dG(v, u)|u ∈
V (G)}. Let DG(v) be the sum of distances of all vertices in G from v, that is, DG(v) = ∑u∈V (G) dG(v, u). Denote by Pn, Sn, Cn
and Kn the path, star, cycle and complete graph on n vertices, respectively. For other notation and terminology not defined
here, the reader is referred to [3].
Recently, two eccentricity-based topological indices, the eccentric connectivity index (ECI), defined as [17]:
ξ c(G) =
−
v∈V (G)
eccG(v)degG(v)
and the eccentric distance sum (EDS), defined as [9]:
ξ d(G) =
−
v∈V (G)
eccG(v)DG(v)
were proposed and studied.
The ECI was successfully used for mathematical models of biological activities of diverse nature [8,15–17]. For the
mathematical properties of ECI, see [2,13,20] and a recent survey [12].
∗ Corresponding author at: Faculty of Mathematics and Physics, Huaiyin Institute of Technology, Huai’an, Jiangsu 223003, PR China.
E-mail addresses: hongbo.hua@gmail.com, hhb.hyit@gmail.com (H. Hua), sgzhang@nwpu.edu.cn (S. Zhang), xukexiang1211@gmail.com (K. Xu).
0166-218X/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2011.10.002
H. Hua et al. / Discrete Applied Mathematics 160 (2012) 170–180 171
The EDS was a novel distance-based molecular structure descriptor which can be used to predict biological and physical
properties. It has a vast potential in structure activity/property relationships. The authors [9] have shown that some structure
activity and quantitative structure–property studies using eccentric distance sumwere better than the corresponding values
obtained by using theWiener index [6,7,10], defined as
W (G) =
−
{u,v}⊆V (G)
dG(u, v) = 12
−
v∈V (G)
DG(v).
More recently, the mathematical properties of EDS have been investigated [11,14,18]. Yu et al. [18] characterized the
extremal tree and unicyclic graph with respect to EDS among all n-vertex trees and unicyclic graphs, respectively. Ilić
et al. [14] gave explicit formulae for EDS of the Cartesian graph product and some lower and upper bounds for EDS in
terms of other graph invariants, such as the Wiener index, the degree distance, eccentric connectivity index, independence
number, connectivity, and so on. Hua et al. [11] gave a short and unified proof of Yu et al.’s results on the EDS of trees and
unicyclic graphs.
This paper is organized as follows. In Section 2, we give some new lower and upper bounds for EDS in terms of other
graph invariants. In Section 3, we present two Nordhaus–Gaddum-type results for EDS. In Section 4, for a given nontrivial
connected graph, we give explicit formulae for EDS of its double graph and extended double cover, respectively. In Section 5,
for all possible k values, we characterize the graphs with the minimum EDS within all connected graphs on n vertices with
k cut edges and all graphs on n vertices with edge-connectivity k, respectively.
2. Lower and upper bounds
In this section, we give some lower and upper bounds for EDS of connected graphs in terms of some graph invariants,
such as, the degree sequence, the number of pendent vertices and the Wiener index, and so on.
Theorem 1. Let G be a connected graph on n ≥ 2 vertices. Then
ξ d(G) ≥ 4
n(n− 1) (W (G))
2,
with equality if and only if G ∼= Kn.
Proof. By the definition of eccentricity, for any vertex u ∈ V (G) \ {v}, we have eccG(v) ≥ dG(u, v). Thus,
ξ d(G) = 1
n− 1
−
v∈V (G)
[(n− 1)eccG(v)]DG(v)
≥ 1
n− 1
−
v∈V (G)
(DG(v))2
≥ 1
n(n− 1)
 −
v∈V (G)
DG(v)
2
= 4
n(n− 1) (W (G))
2.
On one hand, the equality holds in the above first inequality only if eccG(v) = dG(u, v) for each vertex v and any
u ∈ V (G) \ {v}, that is, eccG(v) = dG(u, v) = 1. The equality holds in the above second inequality only if DG(v) is a
constant. So, we have ξ d(G) ≥ 4n(n−1) (W (G))2, with equality only if G is Kn.
On the other hand, if G is Kn, then ξ d(G) = n(n− 1) = 4n(n−1) (W (G))2, asW (G) = n(n−1)2 . This completes the proof. 
Recall that the Harary index [5,7,19] is defined as H(G) =∑{u,v}⊆V (G) 1dG(u,v) . From this definition, we immediately have
W (G) ≥ H(G), with the equality if and only if G ∼= Kn. Then by Theorem 1, we have
Corollary 1. Let G be a connected graph on n ≥ 2 vertices. Then
ξ d(G) ≥ 4
n(n− 1) (H(G))
2,
with equality if and only if G ∼= Kn.
Theorem 2. Let G be a connected graph on n ≥ 2 vertices with degree sequence (d1, d2, . . . , dn). Then
ξ d(G) ≤ (n− 1)
n−
i=1
(n− di)2,
with equality if and only if d1 = d2 = · · · = dn = n− 1, that is, G ∼= Kn.
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Proof. Note that for each vertex v in V (G) and any u ∈ V (G) \ {v}, we have dG(u, v) ≤ eccG(v) ≤ n− degG(v). Hence,
ξ d(G) ≤ (n− 1)
−
v∈V (G)
(eccG(v))2
≤ (n− 1)
−
v∈V (G)
(n− degG(v))2
= (n− 1)
n−
i=1
(n− di)2.
Suppose that ξ d(G) = (n − 1)∑ni=1(n − di)2. Then we must have eccG(v) = dG(u, v) for each vertex v and any
u ∈ V (G) \ {v}, that is, eccG(v) = 1. Also, we have eccG(v) = n − degG(v) for each v. Thus, degG(v) = n − 1 for each
v. So, we have ξ d(G) ≤ (n− 1)∑ni=1(n− di)2, with the equality only if G is Kn. Conversely, if d1 = d2 = · · · = dn = n− 1,
then ξ d(G) = n(n− 1) = (n− 1)∑ni=1(n− di)2. This completes the proof. 
From Theorem 2 it follows immediately the following consequence.
Corollary 2. Let G be a connected graph on n ≥ 2 vertices with minimum degree δ. Then
ξ d(G) ≤ n(n− 1)(n− δ)2,
with equality only if δ = n− 1, that is, G ∼= Kn.
A vertex in a graph is said to be a pendent vertex, if it is of degree one.
Theorem 3. Let G be a tree on n ≥ 2 vertices with t ≥ 2 pendent vertices. Then
ξ d(G) ≤ 2(n− t + 1)W (G),
with equality if and only if G ∼= P2.
Proof. It can be seen that among all t pendent vertices, theremust exist twopendent vertices, sayu andw, such that dG(u, w)
equals the diameter D(G). Also, D(G) ≤ n− (t−2)−1 = n− t+1. Thus, for any vertex v in G, we have eccG(v) ≤ n− t+1.
So,
ξ d(G) ≤ (n− t + 1)
−
v∈V (G)
DG(v)
= 2(n− t + 1)W (G).
The equality holds in the above inequality only if eccG(x) = eccG(y)(=n− t + 1) for any two distinct pendent vertices x
and y in G, implying that G ∼= P2. Conversely, if G ∼= P2, then ξ d(G) = 2 = 2(n− t + 1)W (G). This completes the proof. 
3. Nordhaus–Gaddum-type results
In this section, we give two Nordhaus–Gaddum-type results for EDS of connected graphs.
Suppose that G is a connected triangle-free graph on n vertices such that G is connected. Then we clearly have n ≥ 4.
If n = 4, then G must be the path P4, and thus, ξ d(G) + ξ d(G) = 52 by an elementary calculation. So we will assume that
n ≥ 5 in our following theorem.
Theorem 4. Let G be a connected triangle-free graph on n ≥ 5 vertices. If G is connected, then
ξ d(G)+ ξ d(G) ≥ 6n(n− 1),
with equality if and only if G ∼= C5 or G ∼= C5.
Proof. It is obvious that degG(v) ≤ n−2 for any v ∈ V (G), for otherwise,G is disconnected, a contradiction. So, eccG(v) ≥ 2.
Similarly, we have eccG(v) ≥ 2 for any v ∈ V (G), since G = G is connected. Thus
ξ d(G)+ ξ d(G) ≥ 2
 −
v∈V (G)
DG(v)+
−
v∈V (G)
DG(v)

= 2
 −
v∈V (G)
degG(v)+
−
v∈V (G)
−
u∈V (G)\NG[v]
dG(u, v)

+ 2
 −
v∈V (G)
degG(v)+
−
v∈V (G)
−
u′∈V (G)\NG[v]
dG(u
′, v)

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≥ 2n(n− 1)+ 2
 −
v∈V (G)
−
u∈V (G)\NG[v]
2+
−
v∈V (G)
−
u′∈V (G)\NG[v]
2

= 2n(n− 1)+ 4
−
v∈V (G)
(n− degG(v)− 1)+ 4
−
v∈V (G)
(n− degG(v)− 1)
= 10n(n− 1)− 4
−
v∈V (G)
(degG(v)+ degG(v))
= 6n(n− 1).
Assume that ξ d(G)+ξ d(G) = 6n(n−1). Since both G and G are connected, we have degG(v) ≤ n−2 and degG(v) ≤ n−2
for any vertex v in G. So V (G) \ NG[v] ≠ ∅ and V (G) \ NG[v] ≠ ∅ for any v.
Therefore, for each v ∈ V (G), u ∈ V (G)\NG[v] and u′ ∈ V (G)\NG[v], there exist eccG(v) = 2 and dG(u, v) = 2, together
with eccG(v) = 2 and dG(u′, v) = 2.
Suppose that there exists a vertex, say w, in G such that degG(w) = 1 and let u be its unique neighbor. Note that
eccG(u) = 2. Then there exists a vertex, say x, such that dG(u, x) = 2. But then eccG(w) ≥ dG(w, x) = 3, a contradiction.
Hence δ(G) ≥ 2. If∆(G) = 2, thenG is just a cycle Cn. Since eccG(v) = 2 for any v inG, we thus have n = 5, that is,G ∼= C5.
Assume now that∆(G) ≥ 3. Let v be a vertex in G with degG(v) = ∆ and let NG(v) = {v1, v2, . . . , v∆}. Since G is triangle-
free, then G[v1, v2, . . . , v∆] is a null graph. Thus, for any vertex u in V (G) \ NG[v], we have uvi ∈ E(G) (i = 1, . . . ,∆), since
eccG(x) = 2 for any x in G. Let A = NG(v) = {v1, v2, . . . , v∆} and B = V (G) \ A. If there exist two vertices, say x and y, in
B\ {v} such that xy ∈ E(G), then G contains triangles vixyvi (i = 1, . . . ,∆), a contradiction. Thus, G is the complete bipartite
graph K∆,n−∆ with two partite sets being A and B, respectively. But then, G = K∆,n−∆ is disconnected, a contradiction to our
assumption. The discussion above shows that ξ d(G)+ ξ d(G) = 6n(n− 1) only if G ∼= C5.
Conversely, we have ξ d(C5)+ ξ d(C5) = 120 = 6n(n− 1). This completes the proof. 
Theorem 5. Let G be a connected graph on n ≥ 2 vertices with degree sequence (d1, d2, . . . , dn). If G is connected, then
ξ d(G)+ ξ d(G) < n(n− 1)(n2 + 1)+ 2(n− 1)
n−
i=1
[(di)2 − (n− 1)di].
Proof. By Theorem 2, we have
ξ d(G) ≤ (n− 1)
n−
i=1
(n− di)2 (1)
and
ξ d(G) ≤ (n− 1)
n−
i=1
[n− (n− 1− di)]2 = (n− 1)
n−
i=1
(1+ di)2.
So,
ξ d(G)+ ξ d(G) ≤ (n− 1)
n−
i=1
[(n− di)2 + (1+ di)2]
= n(n− 1)(n2 + 1)+ 2(n− 1)
n−
i=1
[(di)2 − (n− 1)di].
Since G is a connected, G cannot be isomorphic to Kn, and thus the equality in the inequality (1) cannot be attained by
Theorem 2. It then follows the present theorem as desired. 
4. Double graph and the extended double cover
The double graph G∗ of a given graph G is constructed by making two copies of (including the initial edge set of each) and
adding edges u1v2 and u2v1 for every edge uv of G.
For each vertex u in G, we call u1 and u2, in G∗, the clone vertices of u. As introduced in [4], we use ξ(G) to denote the total
eccentricity, namely, the sum of eccentricity of all vertices of a connected graph G.
Let ‖n− 1‖G denote the number of vertices of degree n− 1 in G.
Theorem 6. Let G be a nontrivial connected graph and G∗ its double graph. Then
ξ d(G∗) = 4ξ d(G)+ 4ξ(G)+ 4n‖n− 1‖G.
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Proof. Assume that the order of G is n. For the sake of convenience, we label vertices of G as v1, . . . , vn. Suppose that xi and
yi are the corresponding clone vertices, in G∗, of vi for each i = 1, . . . , n. Given a vertex vi in G. According to the definition
of double graph, for any vertex vj, different from vi, in G, we have dG∗(xi, xj) = dG∗(xi, yj) = dG∗(yi, xj) = dG∗(yi, yj) =
dG(vi, vj). Also, we have dG∗(xi, yi) = 2 corresponding to each vi inG. So eccG∗(xi) = eccG∗(yi) = eccG(vi)when eccG(vi) ≥ 2,
and eccG∗(xi) = eccG∗(yi) = eccG(vi)+ 1 = 2 when eccG(vi) = 1.
For a given vertex vi in G, let nk(vi) denote the number of k-paths starting from vi (k = 1, . . . , eccG(vi)). Then the number
of k-paths starting from xi (or yi) in G∗ is just 2nk for k ≠ 2, and the number of 2-paths starting from xi (or yi) is just 2n2+1.
Hence DG∗(xi) = DG∗(yi) = 2DG(vi)+ 2 corresponding to each vi in G.
LetA = {xi|xi is the clone vertex of vi and eccG(vi) = 1, i = 1, . . . , n} andB = {xi|xi is the clone vertex of vi and eccG(vi)
≥ 2, i = 1, . . . , n}. Then A ∩ B = ∅ and A ∪ B = {x1, x2, . . . , xn}. By symmetry, we have
ξ d(G∗) = 2
n−
i=1
eccG∗(xi)DG∗(xi)
= 2
−
xi∈A
eccG∗(xi)DG∗(xi)+
−
xi∈B
eccG∗(xi)DG∗(xi)

= 2
 −
eccG(vi)=1
2(2DG(vi)+ 2)+
−
eccG(vi)≥2
eccG(vi)(2DG(vi)+ 2)

= 4
 −
eccG(vi)=1
1 · DG(vi)+
−
eccG(vi)≥2
eccG(vi)DG(vi)

+ 4
−
eccG(vi)=1
DG(vi)+ 4
 −
eccG(vi)=1
1+
−
eccG(vi)≥2
eccG(vi)

+ 4
−
eccG(vi)=1
1
= 4ξ d(G)+ 4(n− 1)‖n− 1‖G + 4ξ(G)+ 4‖n− 1‖G
= 4ξ d(G)+ 4ξ(G)+ 4n‖n− 1‖G,
as expected. 
The construction of the extended double cover was introduced by Alon [1] in 1986. For a simple graph G with vertex
set V = {v1, . . . , vn}, the extended double cover of G, denoted G⋆, is the bipartite graph with bipartition (X; Y ) where
X = {x1, . . . , xn} and Y = {y1, . . . , yn}, in which xi and yj are adjacent if and only if i = j or vi and vj are adjacent in G. As
before, we call xi and yi the clone vertices of vi for each i = 1, . . . , n.
Theorem 7. Let G be a nontrivial connected graph of order n and G⋆ its extended double cover. Then
ξ d(G⋆) = 6ξ d(G)+ 12W (G)+ 2(n− 1)ξ(G)+ 2n(n− 1).
Proof. Let vi1vi2 · · · vi(t+1) (1 ≤ t ≤ n − 1) be a path of length t in G. For each j = 1, . . . , t + 1, we let xij
and yij be two clone vertices of vij in G⋆. From the definition of extended double over, one can easily obtain that
max{dG⋆(xi1, xi(t+1)), dG⋆(xi1, yi(t+1))} = t + 1 = dG(vi1, vi(t+1)) + 1, no matter whether t is odd or even. So, for each
vertex vi (i = 1, . . . , n) in G and its two clone vertices xi and yi in G⋆, eccG⋆(xi) = eccG⋆(yi) = eccG(vi) + 1. Also, it can
be seen that there are exactly two vertices at distance 1, two vertices at distance 2, . . . , two vertices at distance t , and one
vertex at distance t + 1 from xi1 among the set of vertices {xi2, . . . , xi(t+1); yi1, . . . , yi(t+1)}. Let nt(vi) denote the number of
vertices, in G, at distance t from the vertex vi. By the above analysis, there are exactly 2nt(vi) vertices in G⋆, at distance t
from xi (or yi), and nt(vi) vertices in G⋆, at distance t + 1 from xi (or yi). Then, for each vi in G and the corresponding clone
vertex xi in G⋆,
DG⋆(xi) =
−
1≤j≤n
dG⋆(xi, xj)+
−
1≤j≤n
dG⋆(xi, yj)
=
eccG(vi)−
t=1
[2nt(vi)t + nt(vi)(t + 1)]
=
eccG(vi)−
t=1
(3tnt(vi)+ nt(vi))
= 3
eccG(vi)−
t=1
tnt(vi)+
eccG(vi)−
t=1
nt(vi)
= 3DG(vi)+ (n− 1).
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Fig. 1. The graph G2n .
Fig. 2. The graph H2n .
By symmetry, we have
ξ d(G⋆) = 2
n−
i=1
eccG⋆(xi)DG⋆(xi)
= 2
n−
i=1
(eccG(vi)+ 1)(3DG(vi)+ n− 1)
= 6ξ d(G)+ 12W (G)+ 2(n− 1)ξ(G)+ 2n(n− 1),
as claimed. 
We give below two numerical results as applications of Theorems 6 and 7.
Example 1. Consider EDS of the graph G2n, as shown in Fig. 1.
It can be easily seen that G2n is just the double graph of Pn. From [14], we know that
ξ(Pn) =

3
4
n2 − 1
2
n− 1
4
, 2 - n;
3
4
n2 − 1
2
n, 2 | n.
(2)
and
ξ d(Pn) =

25
96
n4 − 1
6
n3 − 17
48
n2 + 1
6
n+ 3
32
, 2 - n;
25
96
n4 − 1
6
n3 − 7
24
n2 + 1
6
n, 2 | n.
(3)
If n = 2, then G2n is just C4. It is easy to obtain that ξ d(C4) = 32
We assume that n ≥ 3. Note that for n ≥ 3, ‖n− 1‖Pn = 0. Using Theorem 6 and Eqs. (2) and (3),
ξ d(G2n) =

25
24
n4 + 5
6
n3 − 47
12
n2 + 7
6
n+ 7
8
, 2 - n;
25
24
n4 + 5
6
n3 − 11
3
n2 + 5
3
n, 2 | n.
Example 2. Consider EDS of the graph H2n, as shown in Fig. 2.
It is not difficult to see that H2n is just the extended double cover of Pn. It is easy to obtain that
W (Pn) = 16n(n− 1)(n+ 1). (4)
According to Theorem 7 and Eqs. (2)–(4),
ξ d(H2n) =

25
16
n4 + 5
2
n3 − 21
8
n2 − 5
2
n+ 17
16
, 2 - n;
25
16
n4 + 5
2
n3 − 9
4
n2 − 2n, 2 | n.
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5. Connected graphs with k cut edges or edge-connectivity k
The following result is obvious, whose proof we omitted here.
Lemma 1. Let G be a connected graph of order n and not isomorphic to Kn. Then for each edge e ∈ G, ξ d(G) > ξ d(G+ e).
Lemma 2. Suppose H is a complete graph on at least s(≥2) vertices and v1, . . . , vs are distinct vertices of H. Let G1 be the graph
obtained from H by attaching a nontrivial connected graph Hi to vi for i = 1, . . . , s, respectively. Let G2 be the graph obtained
from H by attaching all the above nontrivial connected graphs H1, . . . ,Hs to a vertex, say v1, of v′i s. Then ξ d(G1) > ξ d(G2).
Proof. Let n denote the order of both G1 and G2. Then
∑s
i=1 |Hi|− s+|H| = n. Note that each Hi is nontrivial; thus |Hi| ≥ 2.
For each vertex u ∈ V (Hi), we have
eccG1(u) = max{eccHi(u), dHi(u, vi)+ 1+ eccHj(vj), j ≠ i},
eccG2(u) = max{eccHi(u), dHi(u, vi)+ eccHj(vj), j ≠ i}.
For each vertex u ∈ V (H) \ {v1, . . . , vs},
eccG1(u) = eccG2(u) = max{1+ eccHi(vi), i = 1, . . . , s}.
For each vertex u ∈ V (Hi), we have
DG1(u) = DHi(u)+ (|H| − s)(dHi(u, vi)+ 1)+
s−
j=1,j≠i
−
v∈V (Hj)
(dHi(u, vi)+ 1+ dHj(v, vj))
= DHi(u)+

|H| − s+
s−
j=1
|Hj| − |Hi|

(dHi(u, vi)+ 1)+
s−
j=1,j≠i
DHj(vj)
= DHi(u)+ (n− |Hi|)(dHi(u, vi)+ 1)+
s−
j=1,j≠i
DHj(vj),
DG2(u) = DHi(u)+ (|H| − 1)(dHi(u, vi)+ 1)+
s−
j=1,j≠i
−
v∈V (Hj)\{vj}
(dHi(u, vi)+ dHj(v, vj))
= DHi(u)+

|H| − 1+
s−
j=1
(|Hj| − 1)− (|Hi| − 1)

dHi(u, vi)+ |H| − 1+
s−
j=1,j≠i
DHj(vj)
= DHi(u)+ (n− |Hi|)dHi(u, vi)+ |H| − 1+
s−
j=1,j≠i
DHj(vj).
For each vertex u ∈ V (H) \ {v1, . . . , vs},
DG1(u) = |H| − s− 1+
s−
i=1
−
v∈V (Hi)
(1+ dHi(v, vi))
= |H| − s− 1+
s−
i=1
|Hi| +
s−
i=1
DHi(vi)
= n− 1+
s−
i=1
DHi(vi),
DG2(u) = |H| − 1+
s−
i=1
−
v∈V (Hi)\{vi}
(1+ dHi(v, vi))
= |H| − 1+
s−
i=1
(|Hi| − 1)+
s−
i=1
DHi(vi)
= n− 1+
s−
i=1
DHi(vi).
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Now, for each vertex u ∈ V (H) \ {v1, . . . , vs}, eccG1(u) = eccG2(u) and DG1(u) = DG2(u). Note that eccG1(u) ≥ eccG2(u)
for any u ∈ V (Hi), i = 1, 2, . . . , s. So we have
ξ d(G1)− ξ d(G2) =
s−
i=1
−
u∈V (Hi)
(eccG1(u)DG1(u)− eccG2(u)DG2(u))
≥
s−
i=1
−
u∈V (Hi)
(DG1(u)− DG2(u))eccG2(u)
=
s−
i=1
−
u∈V (Hi)
(n− |Hi| − |H| + 1)eccG2(u)
>
s−
i=1
−
u∈V (Hi)
eccG2(u)
> 0.
This completes the proof. 
Lemma 3. Suppose H1 and H2 are two vertex-disjoint connected graphs of order at least 2. Take a vertex u from V (H1) and a
vertex v from V (H2), respectively. Let G3 be the graph obtained by connecting u and v by an edge uv and G4 be the graph by
identifying u with v and introducing a pendent edge uw (or vw) with pendent vertexw, respectively. Then ξ d(G3) > ξ d(G4).
Proof. For each vertex x ∈ V (H1), we have
eccG3(x) = max{eccH1(x), dH1(x, u)+ 1+ eccH2(v)},
eccG4(x) = max{eccH1(x), dH1(x, u)+ eccH2(v), dH1(x, u)+ 1}.
For each vertex x ∈ V (H2), we have
eccG3(x) = max{eccH2(x), dH2(x, v)+ 1+ eccH1(u)},
eccG4(x) = max{eccH2(x), dH2(x, v)+ eccH1(u), dH2(x, v)+ 1}.
For vertexw,
eccG4(w) = max{1+ eccH1(u), 1+ eccH2(v)}.
For each vertex x ∈ V (H1), we have
DG3(x) = DH1(x)+
−
y∈V (H2)
(dH1(x, u)+ 1+ dH2(y, v))
= DH1(x)+ (dH1(x, u)+ 1)|H2| + DH2(v),
DG4(x) = DH1(x)+ dH1(x, u)+ 1+
−
y∈V (H2)\{v}
(dH1(x, u)+ dH2(y, v))
= DH1(x)+ dH1(x, u)+ 1+ dH1(x, u)(|H2| − 1)+ DH2(v).
For each vertex x ∈ V (H2), we have
DG3(x) = DH2(x)+
−
y∈V (H1)
(dH2(x, v)+ 1+ dH1(y, u))
= DH2(x)+ (dH2(x, v)+ 1)|H1| + DH1(u),
DG4(x) = DH2(x)+ dH2(x, v)+ 1+
−
y∈V (H1)\{u}
(dH2(x, v)+ dH1(y, u))
= DH2(x)+ dH2(x, v)+ 1+ dH2(x, v)(|H1| − 1)+ DH1(u).
For vertexw,
DG4(w) = 1+
−
x∈V (H1)\{u}
(1+ dH1(x, u))+
−
x∈V (H2)\{v}
(1+ dH2(x, v))
= |H1| + |H2| − 1+ DH1(u)+ DH2(v).
Note that for any x ∈ (V (H1) \ {u}) ∪ (V (H2) \ {v}), we have eccG3(x) ≥ eccG4(x) > 1.
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Thus,
ξ d(G3)− ξ d(G4) ≥
−
x∈V (H1)\{u}
(DG3(x)− DG4(x))eccG4(x)+
−
x∈V (H2)\{v}
(DG3(x)− DG4(x))eccG4(x)
+ eccG3(u)DG3(u)+ eccG3(v)DG3(v)− eccG4(u)DG4(u)− eccG4(w)DG4(w)
>
−
x∈V (H1)\{u}
(|H2| − 1)+
−
x∈V (H2)\{v}
(|H1| − 1)+max{eccH1(u), 1+ eccH2(v)}(DH1(u)
+ |H2| + DH2(v))+max{eccH2(v), 1+ eccH1(u)}(DH2(v)+ |H1| + DH1(u))
− max{eccH1(u), eccH2(v)}(DH1(u)+ 1+ DH2(v))
− max{1+ eccH1(u), 1+ eccH2(v)}(|H1| + |H2| − 1+ DH1(u)+ DH2(v)).
If eccH1(u) ≥ 1+ eccH2(v), then
ξ d(G3)− ξ d(G4) >
−
x∈V (H1)\{u}
(|H2| − 1)+
−
x∈V (H2)\{v}
(|H1| − 1)+ eccH1(u)(DH1(u)+ |H2| + DH2(v))
+ (1+ eccH1(u))(DH2(v)+ |H1| + DH1(u))− eccH1(u)(DH1(u)+ 1+ DH2(v))
− (1+ eccH1(u))(|H1| + |H2| − 1+ DH1(u)+ DH2(v))
= 2(|H1| − 1)(|H2| − 1)+ 1− |H2|
= (|H2| − 1)(2|H1| − 3) > 0.
If eccH2(v) ≥ 1+ eccH1(u), then
ξ d(G3)− ξ d(G4) >
−
x∈V (H1)\{u}
(|H2| − 1)+
−
x∈V (H2)\{v}
(|H1| − 1)+ (1+ eccH2(v))(DH1(u)+ |H2| + DH2(v))
+ eccH2(v)(DH2(v)+ |H1| + DH1(u))− eccH2(v)(DH1(u)+ 1+ DH2(v))
− (1+ eccH2(v))(|H1| + |H2| − 1+ DH1(u)+ DH2(v))
= 2(|H1| − 1)(|H2| − 1)+ 1− |H1|
= (|H1| − 1)(2|H2| − 3) > 0.
If eccH2(v) = eccH1(u), then
ξ d(G3)− ξ d(G4) >
−
x∈V (H1)\{u}
(|H2| − 1)+
−
x∈V (H2)\{v}
(|H1| − 1)+ (1+ eccH2(v))(DH1(u)+ |H2| + DH2(v))
+ (1+ eccH2(v))(DH2(v)+ |H1| + DH1(u))− eccH2(v)(DH1(u)+ 1+ DH2(v))
− (1+ eccH2(v))(|H1| + |H2| − 1+ DH1(u)+ DH2(v))
= 2(|H1| − 1)(|H2| − 1)+ DH1(u)+ DH2(v)+ 1 > 0.
This completes the proof. 
A cut edge is an edge whose deletion increases the number of connected components. A cut edge is said to be an internal
cut edge, if it is not a pendent edge.
It is obvious that for any connected graph G on n vertices with k cut edges, we always have 0 ≤ k ≤ n − 1. However,
we have k ≠ n − 2. Suppose to the contrary that there exists a connected graph G which has n − 2 cut edges. Clearly, G is
not a tree, since any tree has exactly n− 1 cut edges. Thus, G has at least one cycle. Then Gmust have a unicyclic connected
spanning subgraph. It is obvious that the number of cut edges in G is no more than the one in its any unicyclic connected
spanning subgraph. But, any unicyclic connected graph of order n has atmost n−3 cut edges. It then follows from arguments
above that n− 2 ≤ n− 3, which is a contradiction.
For 1 ≤ k ≤ n − 1 (k ≠ n − 2), we let K kn be the graph obtained by attaching k pendent edges to a vertex of complete
graph Kn−k. For the sake of consistency, if k = 0, we let K 0n = Kn. From this definition, we know that K kn has k cut edges,
unless k = n− 2 (K n−2n = Sn has n− 1 cut edges).
Theorem 8. Let G be a connected graph on n vertices with k cut edges. Then
ξ d(G) ≥ 2n2 + (4k− 3)n− 2k2 − 6k+ 1,
with equality if and only if G ∼= K kn .
Proof. Suppose that Gmin is the graph having the minimum EDS among all connected graphs on n vertices with k cut edges.
We intend to prove that Gmin ∼= K kn below.
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If k = 0, then Gmin has no cut edges. We claim that Gmin is just Kn = K 0n . If it is not so, then we can add an edge into Gmin
and obtain a graph G′ having no cut edges. But then, ξ d(Gmin) > ξ d(G′) by Lemma 1. It is a contradiction to our choice of
Gmin.
Suppose now that 1 ≤ k ≤ n − 1 and k ≠ n − 2. Clearly, all cut edges in Gmin must be pendent edges. If there is
an internal cut edge uv in Gmin, then we can contract uv and introduce a pendent edge uw (or vw)with pendent vertex w.
Assume that the resulting graph above is denoted byG′′. It is obvious thatG′′ has k cut edges. By Lemma2, ξ d(Gmin) > ξ d(G′′),
a contradiction. Thus, if k = n − 1, then Gmin is a tree, and thus Gmin ∼= Sn = K n−1n , as claimed. Consider now the case of
1 ≤ k ≤ n− 3.
Now, Gmin can be viewed a graph obtained by attaching k pendent edges to a 2-edge-connected graph G0 of order n−k. If
G0 is not a clique in Gmin, thenwe can add edges into G0. Similar to above, we can obtain a new graphwith a smaller EDS than
that of Gmin. Thus, G0 is a clique Kn−k in Gmin. Moreover, all k pendent edges in Gmin must be adjacent to the same vertex of
Kn−k, for otherwise, we can rearrange all pendent edges in Gmin such that these k pendent edges are incident to exactly one
vertex of Kn−k. By Lemma 3, we shall obtain a new graph with a smaller EDS than that of Gmin, a contradiction once again.
By arguments above, we have completed the proof. 
If k = n− 1, then we have the following consequence.
Corollary 3 ([18]). Let G be a tree on n ≥ 3 vertices. Then
ξ d(G) ≥ 4n2 − 9n+ 5,
with equality if and only if G ∼= Sn.
Corollary 4. Let G be a connected graph on n vertices with k pendent edges. Then
ξ d(G) ≥ 2n2 + (4k− 3)n− 2k2 − 6k+ 1,
with equality if and only if G ∼= K kn .
Proof. Let G be a connected graph on n vertices with k pendent edges. Suppose that G has k′ cut edges. Clearly, k′ ≥ k. By
Theorem 8, ξ d(G) ≥ ξ d(K k′n ). If k′ = k, the present result holds readily. Assume that k′ > k. Note that K k′n is a spanning
subgraph of K kn ; then by Lemma 1, ξ
d(K k
′
n ) > ξ
d(K kn ), as desired. 
Let G andH be two vertex-disjoint graphs. The join of G andH , denoted by G∨H , is the graphwith vertex set V (G)∪V (H)
and edge set E(G) ∪ E(H) ∪ {uv|u ∈ V (G) and v ∈ V (H)}.
The vertex-connectivity is the minimum number of vertices whose deletion from a connected graph disconnects it, and
the edge-connectivity is the minimum number of edges whose deletion from a connected graph disconnects it.
Ilić et al. [14] proved that the graph Kk∨ (K1∪Kn−1−k) has theminimum EDS among all graphs on n vertices with vertex-
connectivity k. However, the related problem of which graph has the minimum EDS among all graphs on n vertices with
edge-connectivity k, is still open. Here, we shall settle this problem by proving that Kk ∨ (K1 ∪ Kn−1−k) also minimizes EDS
among all graphs on n vertices with edge-connectivity k.
Theorem 9. Let G be a graph on n vertices with edge-connectivity k. Then
ξ d(G) ≥ 2n2 − kn+ 2n− 3k− 4,
with equality if and only if G ∼= Kk ∨ (K1 ∪ Kn−1−k).
Proof. Let f (x) = 2n2 − xn + 2n − 3x − 4. It is easily seen that f (x) is a strictly decreasing function. Suppose that G is a
graph on n vertices with edge-connectivity k.
If G has the vertex connectivity λ, then we have λ ≤ k. It is known from [14] that ξ d(G) ≥ f (λ). Now, f (λ) ≥ f (k) andwe
get ξ d(G) ≥ f (k) = 2n2 − kn+ 2n− 3k− 4. It is easy to check that the equality holds if and only if G ∼= Kk ∨ (K1 ∪ Kn−1−k).
This completes the proof. 
Remark 1. In [14], the authors have miscalculated the EDS of Kk ∨ (K1 ∪ Kn−1−k), namely, they obtained ξ d(Kk ∨ (K1 ∪
Kn−1−k)) = n2 + (k+ 1)n− (k+ 1)2 − 1.
6. Concluding remarks
In this paper, we have obtained some further results on EDS. We first gave some new lower and upper bounds for EDS in
terms of other graph invariants such as Wiener index, Harary index, degree sequence, and the number of pendent vertices.
Then we presented two Nordhaus–Gaddum-type results for EDS. Moreover, for a given nontrivial connected graph, we gave
explicit formulae for the EDS of its double graph and extended double cover, respectively. Finally, for all possible k values, we
characterized the graphs with the minimum EDS within all connected graphs on n vertices with k cut edges and all graphs
on n vertices with edge-connectivity k, respectively.
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It may be interesting to investigate some other relevant problems on EDS. For instance, one may investigate the graph
which is extremal (maximal or minimal) w.r.t. EDS among all connected graphs on n vertices and k cut vertices. Also, it
seems to be interesting, but very difficult to characterize the graphs’ maximal w.r.t. EDS among all graphs on n vertices with
vertex-connectivity k or edge-connectivity k.
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