Abstract. Let M ⟨u,v,w⟩ ∈ C uv ⊗C vw ⊗C wu denote the matrix multiplication tensor (and write M ⟨n⟩ = M ⟨n,n,n⟩ ) and let det3 ∈ (C 9 ) ⊗3 denote the determinant polynomial considered as a tensor. For a tensor T , let R(T ) denote its border rank. We (i) give the first hand-checkable algebraic proof that R(M ⟨2⟩ ) = 7, (ii) prove R(M ⟨223⟩ ) = 10, and R(M ⟨233⟩ ) = 14, where previously the only nontrivial matrix multiplication tensor whose border rank had been determined was M ⟨2⟩ , (iii) prove R(M ⟨3⟩ ) ≥ 17, (iv) prove R(det3) = 17, improving the previous lower bound of 12, (v) prove R(M ⟨2nn⟩ ) ≥ n 2 + 1.32n for all n ≥ 25 (previously only R(M ⟨2nn⟩ ) ≥ n 2 + 1 was known) as well as lower bounds for 4 ≤ n ≤ 25, and (vi) prove R(M ⟨3nn⟩ ) ≥ n 2 + 2n for all n ≥ 21, where previously only R(M ⟨3nn⟩ ) ≥ n 2 + 2 was known, as well as lower bounds for 4 ≤ n ≤ 21,. Our results utilize a new technique, called border apolarity developed by Buczyńska and Buczyński in the general context of toric varieties. We apply this technique to tensors with symmetry to obtain an algorithm that, given a tensor T with a large symmetry group and an integer r, in a finite number of steps, either outputs that there is no border rank r decomposition for T or produces a list of all potential border rank r decompositions in a natural normal form. The algorithm is based on algebraic geometry and representation theory. The two key ingredients are: (i) the use of a multi-graded ideal associated to a border rank r decomposition of any tensor, and (ii) the exploitation of the large symmetry group of T to restrict to B T -invariant ideals, where B T is a maximal solvable subgroup of the symmetry group of T .
Introduction
Over fifty years ago Strassen [30] discovered that the usual row-column method for multiplying n × n matrices, which uses O(n 3 ) arithmetic operations, is not optimal by exhibiting an explicit algorithm to multiply matrices using O(n 2.81 ) arithmetic operations. Ever since then substantial efforts have been made to determine just how efficiently matrices may be multiplied. See any of [10, 6, 19] for an overview. Matrix multiplication of n × l matrices with l × m matrices is a bilinear map, i.e., a tensor M ⟨l,m,n⟩ ∈ C lm ⊗C mn ⊗C nl , and since 1980 [4] , the primary complexity measure of the matrix multiplication tensor has been its border rank which is defined as follows:
=∶ A⊗B⊗C has rank one if T = a⊗b⊗c for some a ∈ A, b ∈ B, c ∈ C, and the rank of T , denoted R(T ), is the smallest r such that T may be written as a sum of r rank one tensors. The border rank of T , denoted R(T ), is the smallest r such that T may be written as a limit of a sum of r rank one tensors. In geometric language, the border rank is smallest r such that [T ] ∈ σ r (Seg(PA × PB × PC)). Here σ r (Seg(PA × PB × PC)) denotes the r-th secant variety of the Segre variety of rank one tensors.
Despite the vast literature on matrix multiplication, previous to this paper, the precise border rank of M ⟨l,m,n⟩ was known in exactly one nontrivial case, namely M ⟨2⟩ = M ⟨222⟩ [18] . We determine the border rank in two new cases, M ⟨223⟩ and M ⟨233⟩ . We prove new border rank lower bounds for M ⟨3⟩ and two infinite series of new cases, M ⟨2nn⟩ and M ⟨3nn⟩ . See §1.1 below for precise statements.
The primary technique for proving lower bounds previous to this work was using equations called Koszul flattenings [22, 24] of which Strassen's equations [29] is a special case. That is, these equations are polynomials that vanish on all tensors of border rank less than a given r, and to prove a tensor T has border rank greater than r, one proves they do not vanish on T . Koszul flattenings, even combined with the border substitution method [7, 21, 23] have been shown to be near the limit of their utility for proving further border rank lower bounds [13, 15] . Our advances use a new technique introduced in [9] in the larger context of the study of secant varieties of toric varieties, called border apolarity. In a nutshell, border apolarity combines the classical apolarity method for Waring rank with the border substitution method. This is the first in a planned series of papers applying border apolarity to tensors with symmetry. The technique is potentially useful for both upper and lower bounds. It is also potentially not subject to the known barriers to proving lower bounds [13, 15] (see [20, §2.2] for an overview), nor the known barriers to upper bounds [3, 2, 1, 11] . A border rank r decomposition of a tensor T is usually defined in terms of a curve of tensors of rank r limiting to T . The technique replaces this with more information: a curve of Z 3 -graded ideals of smooth zero dimensional schemes of length r that limits to an ideal with T in its zero set. The method then places numerous restrictions on ideals for them to arise from a border rank decomposition.
For readers in computer science, we remark that despite the language used to derive the algorithm, the border rank tests we derive from it for the matrix multiplication tensor are elementary and easy to implement. Moreover, for any tensor with continuous symmetry one may obtain similar tests using only the rudiments of representation theory, namely the definition of weight vectors.
the help of a computer. The original differential-geometric proof [18] relied on a complicated case by case analysis of osculating spaces.
Previous to this paper M ⟨2⟩ was the only nontrivial matrix multiplication tensor whose border rank had been determined, despite 50 years of work on the subject. We add two more cases to this list: Theorem 1.3. R(M ⟨223⟩ ) = 10.
The upper bound dates all the way back to Bini et. al. in 1980 [5] . Koszul flattenings [24] give R(M ⟨22n⟩ ) ≥ 3n. Smirnov [28] showed that R(M ⟨22n⟩ ) ≤ 3n + 1 for n ≤ 7, and we expect equality to hold for all n. Theorem 1.4.
(1) R(M ⟨233⟩ ) = 14.
(2) We have the following border rank lower bounds: , and n > 6 ǫ
Previously it was only known that
The upper bound in (1) is due to Smirnov [28] , where he also proved R(M ⟨244⟩ ) ≤ 24, and R(M ⟨255⟩ ) ≤ 38. When n is even, one has the upper bound R(M ⟨2nn⟩ ) ≤ 
⟩ , where ⊠ denotes Kronecker product of tensors, see, e.g., [12] . For general n, we only know the trivial upper bound of 2n 2 .
Theorem 1.5.
(4) For 0 < ǫ < 
Remark 1.8. Koszul flattenings [24] fail to give border rank lower bounds for tensors in A⊗B⊗C when the dimension of one of A, B, C is much larger than that of the other two. Theorems 1.4 and 1.5 show that the border apolarity method does not share this defect.
1.2.
Overview. In §2 we review terminology regarding border rank decompositions of tensors and Borel fixed subspaces. We then describe a curve of multi-graded ideals one may associate to a border rank decomposition. For readers not familiar with representation theory, we also review Borel fixed (highest weight) subspaces. In §3 we describe the border apolarity algorithm and accompanying tests. In §4 we review the matrix multiplication tensor. In §5 we give our first hand-checkable proof that R(M ⟨2⟩ ) = 7. In §6 we describe the computation to prove Theorems 1.1 and 1.2, which are computer calculations, the code for which is available at https://www.math.tamu.edu/∼jml/bapolaritycode.html. In §7 we discuss representation theory relevant for applying the border apolarity algorithm to matrix multiplication, and use it to get a shorter proof that R(M ⟨2⟩ ) = 7 and proofs of Theorems 1.3 and 1.4 (1) . In §8 we present the proofs of Theorems 1.4(3) and 1.5. In §9, for the convenience of the reader, we give a proof of Lickteig's result that R(M ⟨l,m,n⟩ ) ≥ R(M ⟨l−1,m,n⟩ ) + 1 for all l, m, n which is used in the proof of Corollary 1.7.
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Preliminaries
2.1. Definitions/Notation. Throughout, A, B, C, U, V, W will denote complex vector spaces respectively of dimensions a, b, c, u, v, w. The dual space to A is denoted A * . The identity map is denoted Id A ∈ A⊗A * . For X ⊂ A, X ⊥ ∶= {α ∈ A * α(x) = 0∀x ∈ X} is its annihilator, and ⟨X⟩ ⊂ A denotes the span of X. Projective space is PA = (A {0}) C * , and the Grassmannian of r planes through the origin is denoted G(r, A), which we will view in its Plücker embedding G(r, A) ⊂ PΛ r A. The general linear group of invertible linear maps A → A is denoted GL(A) and the special linear group of determinant one linear maps is denoted SL(A). One can define a Z 3 -grading on the ideals of subsets of PA× PB × PC. Here is an elementary way to define the grading, following notes of Buczyński (personal communication):
×3 . Thus the closure of the pullback of any subset Z ⊂ PA × PB × PC under the quotient map q ∶ (A ⊕ B ⊕ C) Irrel → PA × PB × PC is invariant under the action of (C *
×3 and I(Z) = I(q
Given T ∈ A⊗B⊗C, we may consider it as a linear map C * → A⊗B, and we let T (C * ) ⊂ A⊗B denote its image, and similarly for permuted statements.
Border rank decompositions as curves in Grassmanians.
A border rank r decomposition of a tensor T is normally viewed as a curve T (t) = ∑ r j=1 T j (t) where each T j (t) is rank one for all t ≠ 0, and lim t→0 T (t) = T . It will be useful to change perspective, viewing a border rank r decomposition of a tensor T ∈ A⊗B⊗C as a curve E t ⊂ G(r, A⊗B⊗C) satisfying (1) for all t ≠ 0, E t is spanned by r rank one tensors, and
For example the border rank decomposition
may be rephrased as the curve
.
2.3. Multi-graded ideal associated to a border rank decomposition. Given a border rank r decomposition T = lim t→0 ∑ r j=1 T j (t), we have additional information: Let
If the r points are in general position, then codim(I ijk,t ) = r as long as r ≤ dim
(in our situation r will be sufficiently small so that this will hold if at least two of i, j, k are nonzero, see e.g., [16, 15, 31] ). For all (ijk) with i + j + k > 1, we may choose the curves such that codim(I ijk ) = r by [9, Thm. 1.2].
Thus, in addition to E 0 = I ⊥ 111,0 defined in §2.2, we obtain a limiting ideal I, where we define I ijk ∶= lim t→0 I ijk,t and the limit is taken in the Grassmannian
. We remark that there are subtleties here: the limiting ideal may not be saturated. In particular, the ideal of the limiting scheme in the Hilbert scheme may not agree with this limiting ideal. See [9] for a discussion.
Thus we may assume a multi-graded ideal I coming from a border rank r decomposition of a concise tensor T satisfies the following conditions:
(i) I is contained in the annihilator of T . This condition says
(ii) For all (ijk) with i + j + k > 1, codimI ijk = r.
(iii) I is an ideal, so the multiplication maps (1)
One may prove border rank lower bounds for T by showing that for a given r, no such I exists. For arbitrary tensors, we do not see any way to prove this, but for tensors with a nontrivial symmetry group, we have a vast simplification of the problem as described in the next subsection. [21] , in order to prove R(T ) > r, it is sufficient to disprove the existence of a border rank decomposition where E 0 is a B T -fixed point of PΛ r (A⊗B⊗C).
By the same reasoning, as observed in [9] , we may assume I ijk is B T -fixed for all i, j, k. When G T is large, this can reduce the problem to a finite, or nearly finite search.
Thus we may assume a multi-graded ideal I coming from a border rank r decomposition of T satisfies the additional condition:
As we explain in the next subsection, Borel fixed spaces are easy to list. 
The action of the Borel on a monomial µ sends it to a sum of monomials whose weights are higher than that of µ in the partial order plus a monomial that is a scalar multiple of µ. Each irreducible GL m module appearing in the tensor algebra of C m has a unique highest weight which is given by a partition π = (p 1 , ⋯, p m ) and the module is denoted We will use SL m weights, which we write as c 1 ω 1 + ⋯ + c m−1 ω m−1 , where the ω j are the fundamental weights. Here wt(e 1 ) = ω 1 , wt(e m ) = −ω m−1 , for 2 ≤ s ≤ m − 1, wt(e s ) = ω s − ω s−1 and for all j, wt(e j ) = −wt(e j ). See the above references for explanations.
After fixing a (weight) basis of
⊗d has a basis of weight vectors, which is unique up to scale if M is multiplicity free, i.e., there is at most one weight line of any given weight. In this case the B-fixed subspaces of dimension k, considered as elements of the Grassmannian G(k, M ), are just wedge products of choices of k-element subsets of the weight vectors of M such that no other element of G(k, M ), considered as a line in Λ k M , has higher weight in the partial order. In the case a weight occurs with multiplicity in M , one has to introduce parameters in describing the subspaces. In the case of direct sums of irreducible modules M 1 ⊕ M 2 , a subspace is B-fixed if it is spanned by weight vectors and, setting all the M 2 -vectors in a basis of the subspace zero, what remains is a B-fixed subspace of M 1 and similarly with the roles of M 1 , M 2 reversed.
In discussing weights, it is convenient to work with Lie algebras. Let b denote the Lie algebra of B and let u ⊂ b be the space of upper triangular matrices with zero on the diagonal. We refer to elements of u as raising operators. A vector (or line) is a highest weight vector (line) if it is a weight vector (line) annihilated by the action of u. A subspace of M of dimension k is B-fixed if and only if, considered as a line in Λ k M , it is a highest weight line. Figure 1 gives the weight diagram for
Here, in each factor u is spanned by the matrix 0 1 0 0 and the labels on the edges indicate which of the three raising operators acts to raise a weight (raising goes from bottom to top). There is a unique B-fixed (highest weight) line, spanned by x Figure 2 gives the weight diagram for
The algorithm
Input: An integer r and a concise tensor T ∈ A⊗B⊗C with symmetry group G T that contains a reductive group (which by abuse of notation we denote G T ).
Output: Either a proof that R(T ) > r or a list of all Borel-fixed ideals that could potentially arise in a border rank r decomposition of T .
There are 6 distinct weights appearing, indicated on the right
The following steps build an ideal I in each multi-degree. We initially have I 100 = I 010 = I 001 = 0 (by conciseness), so the first spaces to build are in total degree two.
(i) For each B T -fixed weight subspace F 110 of codimension r−c in T (C * ) ⊥ (and codimension r in A * ⊗B * ) compute the ranks of the maps
If both have images of codimension at least r, then F 110 is a candidate I 110 . Call these maps the (210) and (120) maps and the rank conditions the (210) and (120) tests.
(ii) Perform the analogous tests for potential
(iii) For each triple F 110 , F 101 , F 011 passing the above tests, compute the rank of the map
If the codimension of the image is at least r, then one has a candidate triple. Call this map the (111)-map and the rank condition the (111)-test. A space F 111 is a candidate for I 111 if it is of codimension r, contains the image of (4) and it is contained in T ⊥ .
(iv) For each candidate triple F 110 , F 101 , F 011 obtained in the previous step, and for each B Tfixed subspace F 200 ⊂ S 2 A * of codimension r, compute the rank of the maps
If the codimension of these images is at least r, then one may add F 200 to the candidate set.
Do the same for B T -fixed subspaces F 020 and F 002 , and collect all total degree two candidate sets.
(v) Given an up until this point candidate set {F uvw } including degrees
and (i, j, k − 1), compute the rank of the map
If the codimension of the image of this map is less than r, the set is not a candidate. Say the codimension of the image is ξ ≥ r. The image will be B T -fixed by Schur's Lemma, as (5) is a B T -module map. Each (ξ − r)-dimensional B T -fixed subspace of the image (i.e., codimension r B T -fixed subspace of
(vi) If at any point there are no such candidates, we conclude R(T ) > r. Otherwise, continue until stabilization occurs and one has a candidate ideal. Repeat until one has all candidate ideals. (Stabilization occurs at worst in multi-degree (r, r, r), see [9] .)
The output is either a certificate that R(T ) > r or a collection of multi-graded ideals representing all possible candidates for a B T -fixed border rank decomposition. In current work with Buczynska et. al. we are developing tests to determine if a given multi-graded ideal comes from a border rank decomposition.
The algorithm above in total degree three suffices to obtain the lower bounds proved in this article.
One can perform the tests dually:
The codimension of the image of the (210)-map is the dimension of the kernel of the skew-symmetrization map
The codimension of the image of the (ijk)-map is the dimension of
Proof. The codimension of the image of the (210)-map is the dimension of the kernel of its transpose,
, which in turn is the kernel of (6). The codimension of the image of the (ijk)-map is the dimension of the kernel of its transpose, 
Matrix multiplication
We fix bases and let B denote the induced Borel subgroup of G.
For dimension reasons, it will be easier to describe
We remark that since M ⟨n⟩ has Z 3 -symmetry (i.e., cyclic permutation of factors), to determine the candidate I 110 , I 101 and I 011 it will suffice to determine the candidate I 110 's. Similarly, since M ⟨n,l,n⟩ has Z 2 -symmetry, the list of candidate I 110 's is isomorphic to the list of candidate I 011 's.
M ⟨2⟩
Here is a very short algebraic proof that R(M ⟨2⟩ Figure 1 .
There are only three B-fixed 2-planes in U * ⊗sl(V )⊗W :
For the first, the rank of the 40 × 24 matrix of the map E The actual proofs to these theorems are in the code at the webpage https://www.math.tamu.edu/∼jml/bapolaritycode.html.
What follows are explanations of what is carried out.
In the case of M ⟨3⟩ , the weight zero subspace of sl 3 has dimension two, so there are B-fixed spaces of dimension 7 = 16 − 4 complementary to U * ⊗ Id V ⊗W in A⊗B that arise in positive dimensional families. Fortunately the set of 7-planes that pass the (210) and (120) We now describe the relevant module structure for the determinant: Write U, V = C m and
We will be concerned with the case m = 3, and we write A 1 ⊗A 2 ⊗A 3 = A⊗B⊗C. As a tensor, det 3 is invariant under (SL(U )×SL(V ))⋊Z 2 as well as S 3 . In particular, to determine the candidate E 110 's it is sufficient to look in A⊗B, which, as an
In the case of det 3 , each of the three modules in the complement to det 3 (C * ) in A⊗B are multiplicity free, but there are weight multiplicities up to three, e.g.,
We examine all 7-dimensional B-fixed subspaces of
, which occur in positive dimensional families. There are four candidates passing the (210) and (120) tests, but no triples passed the (111) test.
In both cases, for the E ′ 110 with parameters, to perform the test we first perform row reduction by constant entries. This usually reduces the problem enough to take minors even with parameters. If it does not, we use the following algorithm, which effectively allows us to do row reduction: First, generalize to matrix entries in some quotient of some ring of fractions of the polynomial ring, say R. If there is a matrix entry which is a unit, pivot by it, reducing the problem. Otherwise, select a nonzero entry, say p. Recursively compute the target ideal in two cases: 1. Pass to R (p), the computation here is smaller because the entry is zeroed. 2. Pass to R p , the computation here is smaller because now p is a unit, and one can pivot by it. Finally lift the ideals obtained by 1 and 2 back to R, say to J 1 and J 2 , and take J 1 J 2 . Its zero set is the rank < r locus and computing with it is tractable. 7. Representation theory relevant for matrix multiplication Theorems 1.3 and 1.4(1),(2) may also be proved using computer calculations but we present hand-checkable proofs to both illustrate the power of the method and lay groundwork for future results. This section establishes the representation theory needed for those proofs.
We have the following decompositions as SL(U ) × SL(V )-modules: (note V ω 2 +ω v−1 does not appear when v = 2, and when v = 3, V ω 2 +ω v−1 = V 2ω 2 ):
is injective, which implies:
. The dimension of the kernel of the map (6) E 110 ⊗A → Λ 2 A⊗B equals the dimension of the kernel of the map
In other words, the dimension of the kernel is the dimension of (E
The "in other words" assertion follows by applying Schur's lemma using (12) as the map (13) is equivariant.
To see this set i = 1 and note that the vector is contained in V ⊗sl(V ) and is annihilated by raising operators. In particular, the i-th basis vector is a linear combination of all monomials in V ⊗sl(V ) of the same weight as v i . We conclude that there is no contribution to the module U * ⊗U * ⊗V ⊗W in the kernel of the (210) map of V -weight v i unless all vectors of a weight v i appear in A⊗E ′ 110 . Remark 7.3. In what follows, when dim U = dim W = n, we will utilize the U * ↔ W symmetry, which also exchanges V and V * to restrict attention to the (210)-map and to impose symmetry. We reduce the problem from upper-bounding the kernels of the (210) and (120) maps at arbitrary B-fixed spaces to a tractable computation in the following way.
Let E ′ 110 ⊂ U * ⊗sl(V )⊗W be a B-fixed subspace. Define the outer structure of E ′ 110 to be the set of sl(U ) ⊕ sl(W ) weights appearing in E ′ weights of U * and the sl(W ) weights of W each with {1, . . . , n}, where 1 corresponds to the highest weight. In this way we consider the outer structure of E ′ 110 as a subset of an n × n grid, with grid points possibly taken with multiplicity. (For the purposes of the lemmas in section 8.1, we view the grid as right justified to facilitate use of the language of Young diagrams, but when viewed as weight diagrams, it is best viewed as diamond shape with the (1, 1)-vertex at the summit.) We speak of the inner structure of E ′ 110 to be the particular weight spaces which occur at each weight (s, t) ∈ n × n. The set of possible inner structures over a grid point (s, t) corresponds to the set of B-fixed subspaces of sl(V ).
We may filter E ′ 110 by B-fixed subspaces such that each quotient corresponds to the inner structure contribution over some site (s, t). Call such a filtration admissible. The kernel dimension of either the (210) or the (120) map may be written as a telescoping sum of differences of kernel dimensions corresponding to successive terms of such a filtration. Thus, with respect to an admissible filtration, we may speak of the contribution to the total kernel from the inner structure at grid point (s, t). We will bound the minimum of the kernel dimensions of the (210) and (120) maps by first upper bounding the contribution to each kernel from the inner structure at (s, t) by a function of only s, t, and j, the inner structure dimension. In particular, we obtain bounds independent of the outer structure and the particular admissible filtration used to develop the dimension of the total kernel. For sl 2 , this is Lemma 8.1 and for sl 3 , this is Lemma 8.2. We then obtain bounds on the minimum of the kernel dimensions by solving the resulting optimization problem over the possible outer structures in Lemma 8.3. In Lemma 8.3 below the linear functions of s in the lemmas above appear as a µs,t s + b µs,t .
For a partition λ = (λ 1 , ⋯, λ q ), write ℓ(λ) = q and n(λ) = ∑ i (i−1)λ i . Let λ ′ denote the conjugate partition. Write µ for a Young tableau with integer labels. The label in position (s, t) is denoted µ s,t , and sums over s, t are to be taken over the boxes of µ.
Let µ be a Young tableau with labels in the set {1, . . . , k}, non-increasing in rows and columns. Write ρ = ∑ s,t µ s,t . Then (14) min
Thus we obtain an upper bound on the minimum of the two kernels for any E ′ 110 in terms of the constants a j and b j . Lemma 8.3 is proved in §8.1.
We remark that when n is large, if one takes the outer structure a balanced hook and the inner structure the same j at each vertex, assuming this is possible, one obtains the exact minimum of the kernels of the (210) and (120) maps on the right hand side of (14) corresponding to j = 3 in the sl 2 case and for the sl 3 case, when one takes j = 8 (which is optimal for large n) one gets within 2 of the exact minimum.
Proof of Theorem 1.4 (3) . Let E ′ 110 be a B-fixed subspace and pick an admissible filtration. Following the discussion at the start of §8, we apply Lemma 8.3 with k = 3, ρ = dim E ′ 110 , and a i and b i corresponding to to the inner structure contributions obtained in Lemma 8.1 to obtain an upper bound on the minimal kernel dimension of the (120) and (210) maps. The resulting upper bound is max{ Parts (1) and (2) follow by direct calculation with the values above.
To prove part (4), fix ǫ > 0. Substituting ρ = ( , this condition implies the required inequality for the remaining seven terms, as required. Part (3) follows as a special case of (4). 8.1. Proof of Lemma 8.3. We remark that the results in this section may be used for M ⟨mnn⟩ for any n ≥ m.
To establish Lemma 8.3 we need two additional lemmas: Lemma 8.4. Let λ be a partition not of the form (n, 2). Then n(λ)
Proof. We prove the result by induction on ℓ(λ
, we are done by direct calculation, hence otherwise we may assume the result holds for µ by the induction hypothesis.
We must show the right hand term is non-positive. If λ ′ k = 1, this is immediate; otherwise, we show the first factor is nonnegative. We have λ − λ 1 ≥ kλ 
For all choices of x i , y j satisfying the constraints x 1 ≥ ⋯ ≥ x k ≥ 0, y 1 ≥ ⋯ ≥ y k ≥ 0, and ∑ i x i + y i = ρ, the following inequality holds:
Remark 8.6. The maximum is achieved when x 1 = ⋯ = x j = y 1 = ⋯ = y j = ρ 2j and x s , y s = 0 for s > j, for some j.
Proof. As both the left and right hand sides are continuous in the c i , it suffices to prove the result under the assumption c i > 0. The idea of the proof is the following: any choice of x i and y i which has at least two degrees of freedom inside its defining polytope can be perturbed in such a way that the local linear approximations to the two polynomials on the left hand side do not decrease; that is, two closed half planes in R 2 containing (0, 0) also intersect aside from (0, 0). Each polynomial on the left strictly exceeds its linear approximation at any point, and thus one can strictly improve the left hand side with a perturbation. The case of at most one degree of freedom is settled directly.
Write x k+1 = y k+1 = 0, and define x (15) is not maximal. Write three of the nonzero x ′ i , y ′ j as x, y, z. Replace them by x + ǫ 1 , y + ǫ 2 , z + ǫ 3 , with the ǫ i to be determined. This will preserve the summation to ρ only if ǫ 1 + ǫ 2 + ǫ 3 = 0, so we require this. Substitute these values into E L ∶= ∑ i≤k c i x
and L L , L R are linear forms in the ǫ i , and d ∈ R. Each S L,i , S R,i is a sum of some subset of the ǫ i , and the union of them span
2 . If T is nonsingular, then for any ǫ > 0, there are constants ǫ j , with ∑ ǫ j = 0 so that T (ǫ 1 , ǫ 2 , ǫ 3 ) = (ǫ, ǫ), and it is possible to choose ǫ so that x + ǫ 1 , y + ǫ 2 , z + ǫ 3 ≥ 0. Then this new assignment strictly improves the old one. Otherwise, if T is singular, then there is an admissible (ǫ 1 , ǫ 2 , ǫ 3 ) ≠ 0 in the kernel of T , where again we may assume the the same non-negativity condition. The corresponding assignment does not change L L , L R , but as the S L,i , S R,i span the linear forms, at least one them is nonzero. Consequently, at least one of the modified E L , E R is strictly larger after the perturbation, and neither is smaller. If, say, only E L is strictly larger, and x 
satisfy the equations, so that the optimal value obtained is
By the arithmetic mean-harmonic mean inequality, we have
with the last inequality from the fact that , we conclude the optimal value is achieved at one of the claimed values.
Proof of Lemma 8.3. For each 1 ≤ i ≤ k, let λ i be the partition corresponding to the boxes of µ labeled ≥ i Write a 0 = b 0 = 0, Then,
where we have used Lemma 8.4 to obtain the last inequality. Set 
110 be a filtrand, and let (s, t) be the grid vertex of Σ q Σ q−1 . Write Σ q Σ q−1 = u n−s+1 ⊗X⊗w t for some B-fixed subspace X ⊆ sl(V ). Then the dimension of the difference of the kernels of the (210) maps for Σ q and Σ q−1 is of the form as + b where a, b depend only on X. Similarly the dimension of the difference of the kernels of the (120) maps is of the form at + b, with the same a, b.
Proof. By symmetry, it is sufficient to consider the (210) map. Write U * (s)
Consider the image of A⊗u n−s+1 ⊗X⊗w t under the map (13) . Since E ′ 110
is Borel fixed, the images of U * (s−1) ⊗(V ⊗X)⊗W t and U * (s) ⊗(V ⊗X)⊗W t−1 under (13) are in the image of (13) applied to Σ q−1 . The new contribution to the kernel is thus
This has dimension
We conclude that
this space has the following contributions to the kernel coming from the left side of the grid:
The right side of the grid just contributes
, we see the total only depends on στ . Note that the dimension is also independent of dim V .
Example 8.8 implies:
Proposition 8.9. For any m, n, one cannot prove better than R(M ⟨mnn⟩ ) ≥ n 2 + (2 √ 2 − ǫ)n for all large n given any small ǫ just using the (210) and (120) tests. In future work we plan to geometrically analyze the (111) test for matrix multiplication.
8.3. Proof of Lemma 8.1. We compute, for each 1 ≤ j ≤ 3, the values a j and b j such that the additional contribution to the kernel of the (210) map obtained by adding a j-dimensional B-closed subset of sl 2 at grid site (s, t) is a j s + b j .
Here V ω 2 +ω v−1 is zero and V 2ω 1 +ω v−1 is S 3 V (which has dimension 4), and thus the target Λ 2 U * ⊗S 3 V ⊗W is multiplicity free. Moreover, any monomial x i s ⊗x k t ⊗y u j having the same weight as an element of Λ 2 U * ⊗S 3 V ⊗W must project nonzero onto it because the basis vectors of both the symmetric and exterior powers of the standard representation are linear combinations of tensor monomials of the same weight with all coefficients nonzero. Thus to compute the image of the map (13), we just need to keep track of the weights.
Since V ω 2 +ω v−1 is zero, (16) just has two summands. ⟩. Here (V ⊗X) ∩ S 3 V is three dimensional as all weights of S 3 V appear in V ⊗X and by Remark 7.2 there is a one-dimensional intersection with V . We conclude a 2 = 3, b 2 = n.
Case 3: X = sl(V ). Here (V ⊗sl(V )) ∩ S 3 V is three dimensional and by Remark 7.2 there is a two-dimensional intersection with V . We conclude a 3 = 3, b 3 = 2n.
8.4. Proof of Lemma 8.2. We bound, for each 1 ≤ j ≤ 8, the values a j and b j such that the additional contribution to the kernel of the (210) map obtained by adding a j-dimensional B-closed subset of sl 3 at grid site (s, t) is at most a j s + b j .
Here V 2ω 1 +ω v−1 = V 2ω 1 +ω 2 , which has dimension 15, and V ω 2 +ω v−1 = V 2ω 2 , which has dimension 6.
In the weight diagram for the adjoint representation of sl 3 = sl(V ), there are five levels from the highest weight to the lowest. The first and last level have one element and the others have two each. The third level is the weight zero subspace. By Remark 7.2, there can only be a contribution to the kernel from V ω 1 when a level is filled. More precisely, the highest weight vector of V ω 1 can only appear when level 3 is filled, the next weight vector can only appear when level 4 is filled, and the full module can only appear when all sl(V ) is used.
Write aω 1 + bω 2 = [a, b] for weights. We have the following weight space decompositions, where the number outside the brackets is the multiplicity: We compare these with the weights of the following spaces:
V ⊗v 1 ⊗v We expect that a vector only is in the kernel when it is forced to be so for multiplicity reasons, but we only proved this for the module V ω 1 (Remark 7.2). For some of the other modules, in what follows we upper bound the dimension of the kernel by assuming anything that could potentially be in the kernel is there. For the cases of j = 1, j = 2, j = 5 and j = 8 our computation of the maximum kernel is exact. We repeatedly utilize (17) .
Case j = 1. Here X = ⟨v 1 ⊗v where A ′ ⊂ A * is a hyperplane. Moreover, if T has symmetry group G T , and G T has a unique closed orbit in PA * , then we may restrict A ′ to be a point of that closed orbit. In the case of matrix multiplication, G M ⟨l,m,n⟩ ⊃ SL(U )×SL(V ) can degenerate any point in PA = P(U * ⊗V ) to the annihilator of x 1 l , so it amounts to taking T A ′ ⊗B * ⊗C * to be the reduced matrix multiplication tensor with x 1 l = 0. But now we may (using GL(A) × GL(B) × GL(C)) degenerate this tensor further to set all x i l and y l j to zero to obtain the result.
