INTRODUCTION
The quadratic residue codes form one of the most important classes of linear codes. Given distinct primes l and p with p odd and (l/p) ϭ 1, one can define extended quadratic residue codes of length p ϩ 1 over F l , which are invariant under a monomial action of SL(2, p) (the Gleason-Prange theorem). For binary quadratic residue codes ϪI ʦ SL(2, p) acts trivially on these codes, and so the Gleason-Prange theorem is usually stated as asserting that these codes are invariant under PSL (2, p) . But for quadratic residue codes over fields of odd characteristic, and generalizations of quadratic residue codes to codes over rings such as Z/4Z it is essential to use the larger group (see [1, 2] ).
The appropriate action of SL(2, p) can be described using the quadratic character of F* p . More generally, one can use an arbitrary nontrivial character : F* p Ǟ k*, where k is a finite extension of F l , to define an action of SL(2, p) on V ϭ k pϩ1 . Note that this character takes values in a field of positive characteristic. However, if is not quadratic then V will be a irreducible k SL(2, p)-module, and so there will be no nontrivial k-linear codes of length p ϩ 1 invariant under this action. But if has multiplicative order m, where m Ͼ 2 and m ͉ (l ϩ 1), then we can take k ϭ F l 2 , and while V has no nontrivial k-subspaces invariant under SL (2, p) , it does have nontrivial F l -subspaces W invariant under SL (2, p) . Also V ϭ W F l F l 2 ; that is, each F l -basis of W is an F l 2 -basis of V. We call these spaces W higher power residue codes. They are F l -linear codes over F l 2 . These higher power residue codes have duality properties analogous to quadratic residue codes, and their minimum weights obey a square root bound. The cases m ϭ 3 and m ϭ 4 (cubic and quartic residue codes) are of particular interest. From cubic residue codes one can derive linear codes of length 3( p ϩ 1) over F l , triple cubic residue codes, and from quartic residue codes one can derive linear codes of length 2( p ϩ 1) over F l , double quartic residue codes. In each case these codes are invariant under an appropriate monomial action of SL (2, p) . By combining the triple cubic residue codes with quadratic residue codes we can in some cases construct self-dual codes. This construction has been performed for p ϭ 7 by Curtis, [4] , who uses it to construct the binary Golay code. Also the double quartic residue codes are in some cases self-dual.
After introducing the action of SL(2, p) on k pϩ1 , we show, by a series of lemmas that there is, up to multiplication by a constant, a unique code W having the required properties. We then characterize its dual with respect to the standard Hermitian product and prove a version of the MacWilliams identity. Finally, we prove a square root bound on the minimum weight of W.
Next we look at some examples with m ϭ 3 and m ϭ 4 in detail. We show how to derive linear codes over F l from them and do some explicit computations of weight enumerators.
We conclude by briefly indicating how these codes can be lifted to Z/l r Z-linear codes and Z l -linear codes, where Z l is the ring of l-adic integers.
THE ACTION OF SL(2, p)
Let l and p be distinct primes with p odd, and let : F* p Ǟ F* l 2 be a character of multiplicative order m, where m Ͼ 2 and m ͉ (l ϩ 1). Denote the action of the non-trivial automorphism of k ϭ F l 2 by a bar, so that
be the set of nonzero row vectors of length 2 over F p . Let V be the kvector space with generators e v (v ʦ ⍀) and relations e xv ϭ (x)e v . This space has dimension p ϩ 1 and basis any set of e v with v running over a set of representatives for the points of the projective line P
For definiteness we take the ordered basis (e ȍ , e 0 , e 1 , . . . , e pϪ1 ) as standard, where e ȍ ϭ e (1, 0) and e x ϭ e (x,1) for x ʦ F p . The group GL(2, p) has a natural right action on V given by e v A ϭ e vA . Also GL(2, p) acts on P 1 (F p ) via the linear fractional transformation
(This is not the usual formula since the action is on the right.) These actions are related by the formula
where ʦ k* depends on Ͱ and A.
THE CODES
We aim to show that V contains nontrivial SL(2, p)-invariant F l -subspaces W, with W F l k ϭ V. If ʦ k but F l this latter condition is equivalent to V ϭ W W. We shall describe such W by means of certain endomorphisms of V.
Proof. If a, b ʦ W and ʦ k, put ϭ x ϩ y with x, y ʦ F l . Then (a) ϭ (xa ϩ ya) ϭ xa ϩ ya ϭ a ϭ (a).
Adding these gives for c ϭ a ϩ b, (c) ϭ (c) and so is semi-linear. As is F l -linear, then also
and so is an involution.
Conversely, suppose that : 
To construct a map having the desired properties, we shall introduce a Hermitian structure on V. There is an inner product (a, b) ‫ۋ‬ ͗a, b͘ on V possessing the following properties:
Another way of expressing the third condition is to insist that the e Ͱ (Ͱ ʦ P 1 (F p )) form an orthonormal basis. Thus, this inner product is nonsingular. It is also apparent that ͗b, a͘ ϭ ͗a, b͘ for all a and b. Finally, ͗e v A, e w A͘ ϭ ͗e vA , e wA ͘ ϭ ͗e v , e w ͘ for all v, w ʦ ⍀, and so by linearity ͗aA, bA͘ ϭ ͗a, b͘ for all a, b ʦ V and A ʦ GL(2, p).
THEOREM 1. Up to multiplication by an element of k*, there is a unique semi-linear involution : V Ǟ V which is compatible with the action of SL(2, p).
Proof. Let be a semi-linear involution :
Clearly T is k-bilinear, and
for A ʦ SL(2, p). If v and w are linearly dependent, then there is A ʦ SL(2, p) with vA ϭ xa with (x) ϶ Ϯ1 (as the order of exceeds two). Also, wA ϭ xw and
t(v, w).
Thus t(v, w) ϭ 0 whenever w is a multiple of v. If v and w are linearly independent then there is A ʦ SL(2, p) with v ϭ v 0 A and w ϭ xw 0 A, where v 0 ϭ (1, 0), w 0 ϭ (0, 1), and x ʦ F* p . In fact, x ϭ v ٙ w, where v ٙ w denotes the determinant of the two by two matrix with rows v and w. Then
Thus, there is ʦ k such that
By nonsingularity T determines . In fact,
e a and so
T(e a , e ȍ ) ϭ p(Ϫ1).
This equation has l ϩ 1 solutions for ʦ k. Suppose that satisfies p(Ϫ1) ϭ 1. We must show that defined by
and semi-linearity has the required properties. Certainly
, and so 
Consequently,
If has the properties stated in the theorem, then so does Ј ϭ if ʦ k and ϭ lϩ1 ϭ 1. Then ϭ / ϭ lϪ1 for some ʦ k * and
Thus W is uniquely defined up to multiplication by elements of k*. With respect to the standard ordered basis (e ȍ , e 0 , e 1 , . . . , e pϪ1 ), V becomes the set of ( p ϩ 1)-tuples of elements of k, and we regard W as a subset of these ( p ϩ 1)-tuples. We call W the higher power residue code of length p ϩ 1 over F l 2 with character . By construction W is SL(2, p) invariant; in fact, a close examination of the proofs shows that W is invariant under the larger group
To explicitly produce a generating set of W we solve for and consider
)c, and so if ϩ ϶ 0 then W is the image of the F l -linear map c ‫ۋ‬ c ϩ (c). (Unless l ϭ 2 we can take ϭ 1.) Hence, W is spanned by the e Ͱ ϩ (e Ͱ ) for ʦ k* and Ͱ ʦ P 1 (F p ). As with linear codes we let the weight w(a) of an element a ʦ V be the number of nonzero components. Also if C is a subset of V then its weight enumerator is
We now consider duality properties of higher power residue codes. We have already seen that
Proof. If (Ϫ1) ϭ Ϫ1 then for all a, b ʦ V we have 
PROPOSITION 3 (MacWilliams identity). If C is an F l -linear subspace of V, then
Recall that the minimum weight of a code C is the smallest weight of a nonzero element of C. Analogously to quadratic residue codes there is a square root lower bound for the minimum weight of the codes W. 
CUBIC RESIDUE CODES
In this section we assume that m ϭ 3, so that is a cubic character. Necessarily then p ϵ 1 (mod 3) and l ϵ 2 (mod 3). Also (Ϫ1) ϭ Ϫ1 so that W is always self-dual with respect to [ , ] . We shall pay particular attention to the case l ϭ 2. In all cases k ϭ F l (Ͷ), where Ͷ 2 ϩ Ͷ ϩ 1 ϭ 0. If l ϭ 2, then each ʦ F* 4 satisfies ϭ 1, and so for a ʦ V, [a, a] is congruent to w(a) modulo 2. For a ʦ W, [a, a] ϭ 0 and so each element of W has even weight. Thus W W satisfies the MacWilliams identity,
since all elements of W have even weight. These transformations generate a dihedral group G of order 12. By using the argument behind the proof of Gleason's theorem, the graded ring of all homogeneous polynomials invariant under G has Molien series
.
The coefficient of n in this series is the dimension of the space of Ginvariant homogeneous polynomials of degree n. Thus, for even n this space has dimension 1 ϩ n/6. It is now easy to see that all the invariant polynomials, and in particular W W , are polynomials in
As an example consider the case where l ϭ 2 and p ϭ 7. Let be the cubic character with (2) ϭ Ͷ. The square root bound shows that the minimum weight of W is at least 1 ϩ ͙7, and so it must be at least 4. By the above remarks
The coefficient of X 6 Y 2 in this must vanish, and so a ϭ Ϫ12, and
Explicit computation shows that the elements of W fall into the orbits under the action of SL(2, 7), confirming the above calculation. The supports of the weight 4 words are the images of ͕ȍ, 0, 1, 2͖ under the action of PSL(2, 7) (or even of PGL(2, 7)), the harmonic ranges of classical projective geometry. More generally for l ϭ 2 and p Յ 31, computer calculations show that the weight enumerators of W are Let us return to the general case with l ϵ 2 (mod 3). Each element ʦ k has a unique expression ϭ x 0 ϩ x 1 Ͷ ϩ x 2 Ͷ 2 (x j ʦ F l ), subject to the condition that x 0 ϩ x 1 ϩ x 2 ϭ 0. We can now map V and W to linear codes of length 3( p ϩ 1) over F 2 . Let U be a vector space F 2 with basis ͕f Ͱ,j :
The group GL(2, p) acts on U as follows: If A ʦ GL(2, p) and e Ͱ A ϭ Ͷ k e ͱ then set f Ͱ,j A ϭ f ͱ,jϩk , where the suffix j ϩ k is read modulo 3. We thus get an imprimitive action on the f Ͱ,j with blocks ͕f Ͱ,0 , f Ͱ,1 , f Ͱ,2 ͖ for Ͱ ʦ P 1 (F p ). These blocks are acted on in the usual way by GL (2, p) . In fact the induced permutations on the f Ͱ,j are elements of the wreath product of PGL(2, p) with the cyclic group of order 3. We shall write elements of U as matrices with rows labelled 0, 1, and 2 and columns labelled by P Let T ϭ (W) be the triple cubic residue code of length 3( p ϩ 1). Since W is invariant under SL(2, p) then so is T. For a, b ʦ U let a и b denote the inner product of a and b with respect to the inner product with the f Ͱ,j orthonormal.
and so for all a ʦ W 2[a, a] ϭ 3(a) и (a).
Since l ϶ 3 it follows that b и b ϭ 0 for all b ʦ T. If l ϶ 2 this implies that T is self-orthogonal. But if l ϭ 2, the weight of (a) is always twice that of a. If l ϭ 2 we have already seen that all weights in W are even; thus T is a doubly even code, and so automatically self-orthogonal. Of course, T is never self-dual as its dimension is too small. The orthogonal complement of (V) in U is clearly the image of the map : F pϩ1 l Ǟ U defined by letting (a) be the matrix with all three rows equal to a. If C is a self-dual code of length p ϩ 1 then (C) is self-orthogonal and orthogonal to T. Also C ʝ T ϭ ͕0͖ and so (C) ϩ T is self-orthogonal of dimension ( p ϩ 1) and so is self-dual. In the case where l ϭ 2 and p ϵ 7 (mod 24), we can take C to be an extended quadratic residue code of length p ϩ 1. Then C is self-dual, and by the Gleason-Prange theorem (C) is SL(2, p)-invariant. Thus the octern code Oct ϭ (C) ϩ T is self-dual of length 3( p ϩ 1) and is SL(2, p)-invariant. Since T and (C) are doubly even, then so is Oct. Regarding a word a ʦ U as a triple of three rows a 0 , a 1 , and a 2 , then
Let us consider the case p ϭ 7. The supports of words of weight 4 in the two quadratic residue codes C of length 8 are the SL(2, 7)-orbits of ͕ȍ, 0, 1, 3͖ and ͕ȍ, 0, 1, 5͖. These are not harmonic ranges. If Oct had a word a of weight 4 then a ϭ (b) ϩ (c) with b ʦ W and c ʦ C, and either c ϭ 0 and b has weight 2, or b and c have weight 4 and the same support. Both of these are impossible, so the minimum weight of Oct is at least 8. Hence Oct is the binary Golay code. This construction of the binary Golay codes was outlined by Curtis [4] . It shows that the binary Golay code admits a transitive group of automorphisms isomorphic to PSL(2, 7). The whole group of automorphisms of the binary Golay code is the sporadic Mathieu group M 24 , and this subgroup of order 168 is its smallest maximal subgroup, the octern group. Expanding this gives the full weight distribution of Oct (see Table 1 ). 
