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 また、M. C. Burl らは、局所領域の特徴とその位置関係を確率モデルで表現する


































トル量子化された特徴は visual wordと呼ばれ、画像はこの visual wordの出現頻度ヒスト
グラムで表現される。L. Fei-Fei らは局所特徴を SIFT 特徴量で表し、全ての特徴量を
k-means クラスタリングして codebook（visual word の集合）を作成し、さらにこの
codebook を用いて学習画像、テスト画像両方の特徴量をベクトル量子化し、その結果から
確率的文書分類手法のLDA (Latent Dirichlet Allocation) を用いて13種類のシーンを64%
の精度で分類を行った[7]。しかし、現在では LDA の代わりに SVM (Support Vector 









図 3.1.1.2 Bag-of-Keypointsによる認識の流れ 
 
3.1.2 Spatial Pyramid Kernel 
 Spatial Pyramid Kernelは局所特徴の空間的位置情報を無視したBag-of-Keypointsに空
間的位置情報を付加した手法で、Lazebnikらによって提案された[8]。図 3.1.2に示すよう
に、画像全体でヒストグラムを作成するものが Level 0、1/4に分割してそれぞれの領域で
ヒストグラムを作成するものが Level 1、というようにピラミッドを Level 3まで作成し、
これらのカーネルを線形結合することで、空間的位置情報を考慮した認識が可能となって
いる。また、Lazebnikらは局所特徴量にエッジ上の勾配に関する特徴を 2スケール×8 方
向の 16 次元で表現した”Weak features”と 16×16 ピクセルのパッチで 8 ピクセルごとに
Grid Sampling した SIFT 特徴である”Strong features”を用いて、15 種類の風景画像を





図 3.1.2 Spatial Pyramid Kernelの概要[8] 
 
3.1.3 Spatial Weighting 




























































































fLoG  (1) 
 
 
図 3.2.1.1.1.1 LoGオペレータ[10] 
 




































),,(),,(2  (4) 
この式を書き直すと、次式のようになる。 
),,(),,()1( 22 σσσ yxGkyxGGk −≈∇−  (5) 




 キーポイント候補点は、入力画像 ),( vuI と各スケールのガウス関数 ),,( σyxG を畳み込
んだ平滑化画像 ),,( σvuL の差分(DoG画像)から求める。それぞれ以下の式により求める。 
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3.2.1.1.1.3 σ の連続性を保持した平滑化処理 




図 3.2.1.1.1.3 σ の連続性を保持した平滑化処理[10] 
 
はじめに、入力画像を初期値である 0σ で平滑化を行い、平滑化画像 )( 01 σL を得る。次にk
倍した 0σk で平滑化を行い、 )( 01 σkL を得る。この処理を繰り返すことにより、スケールの
異なる複数の平滑化画像を得る。この処理 1セットを 1オクターブと呼ぶ。 
次に、平滑化画像の中から 02σ で平滑化された画像 )2( 01 σL を半分のサイズにダウンサンプ
リングする。ダウンサンプリングされた画像 )( 02 σL と元画像には次式のような関係が成立
する。 




 σ の増加率 kは、1オクターブのスケールスペースの分割数により決定し、1オクターブ
でスケールスペースは 0σ から 02σ まで増加するため、分割数を s とすると増加率 k は
2/12=k となる。極値探索には DoG 画像を 3 枚 1 組で処理することから、s 枚の極値検出






 DoG は異なるスケールの平滑化画像の差分であるため、DoG の値が大きくなるσ では、
スケールの変化領域にエッジなどの情報量を多く含んであると言える。よって DoG画像か
ら極値を検出することでキーポイントとスケールを決定する。極値の検出は前述のように


































H  (10) 
行列内の導関数は、候補点の位置での DoG出力値の 2次微分から得られる。ここで、ヘッ
セ行列から求められる第 1 固有値をα 、第 2 固有値を β とする。ただし、 βα > とする。
この時、対角成分の和 )(HTr と行列式 )(HDet は次式で求められる。 
βα +=+= yyxx DDHTr )(  (11) 
αβ=−= 2)()( xyyyxx DDDHDet  (12) 






























<  (14) 
[2]では 10=thγ を採用しており、その場合の閾値は 12.1となる。 
 
3.2.1.1.2.2 キーポイントのサブピクセル位置推定 
 前述の通り、サブピクセル推定を用いて位置とスケールを算出する。具体的には 3 変数
),,( σyx の 2次関数をフィッティングすることで算出する。ある点 Tyx ),,( σ=x での DoG




























































































































































































































































































































めるには、まずキーポイントが検出された平滑化画像 ),( vuL の勾配強度 ),( vum と勾配方向









































ここで θh は、方向を 36 方向に量子化したヒストグラムであり、 ),( yxw は画素 ),( yx での
重みであり、キーポイントが持つスケールサイズのガウス窓 ),,( σyxG と勾配強度 ),( yxm























図 3.2.1.1.4.1 特徴記述を行う領域[10] 
 










図 3.2.1.1.5 対応点探索例 
 
3.2.1.2 PCA-SIFT 




ク内で 8 方向の方向ヒストグラムを作成することで、4*4*8=128 次元の特徴量を記述する









 SIFT は色情報を含まないが、色はマッチングや物体認識に役立つ情報であり、CSIFT 
(Colored SIFT) [12]はグレー空間を用いる代わりに色不変空間での SIFT 記述を行う。




)(),(),())(1)(,(),( 2 xxexRxxexE ff
rrrrrr ρλλρλλ +−= ∞  (24) 
ここで、λは波長、xrは画像の位置を表す 2次元ベクトル、 ),( xe rλ は輝度スペクトル、 )(xf rρ
はフレネル反射率、 ),( xR rλ∞ は物体反射率、Eは視点方向の反射スペクトルを表す。等しい
エネルギー輝度を想定することにより、スペクトルに関する構成要素は波長に不変であり、
位置を変化させることができ、実際のケースのほとんどに適用することができるため、Eを
































)ˆ,ˆ,ˆ( λλλ EEE が用いられる。この時、空間の微分商 )ˆ,ˆ,ˆ( xxx EEE λλλ はガウシアン微分フィルタと畳
















































λ  (26) 
 Abdel-Hakim らは様々な照明方向、照明強度、視点などの画像を含んでいるデータセッ









 BSIFTは DoGのための平滑化としてガウス関数ではなく、以下の式を用いる。 , 	 ← , 	 + ∇, 	 (27) 
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 前述のとおり HOG 特徴は画像の勾配強度と勾配方向のヒストグラムを計算することで
得られる。ここではHOG特徴の算出方法について述べる。 
 まず、はじめに各ピクセルの勾配強度と勾配方向を SIFTと同様に次式より算出する。 , 	 = , 	 + , 	 (29) 
, 	 = tan ,	 ,	 (30) 
!, 	 =  + 1, 	 −  − 1, 	, 	 = ,  + 1	 − ,  − 1	 (31) 
 次に、このように算出された勾配強度と勾配方向を用いて、5×5 ピクセルを 1セルとし
た領域の勾配ヒストグラムを作成する。この時、勾配方向は 0°～180°を 20°ずつ 9方向
に量子化する。 




 = ‖&'‖( (32) 
この正規化は 1セルずつずらしながら行う。つまり、1セルが最大で 9回正規化される。 
 以上のようなアルゴリズムによってHOG特徴は一定領域の勾配情報を記述できる。また、
HOG 特徴量はセルサイズや画像サイズなどによって次元数が異なり、30×60 ピクセルの
画像に対し、HOG 特徴の記述を行った場合、横方向に 4 ブロック、縦方向に 10 ブロック




PHOG(Pyramid Histogram of Oriented Gradients)[16]はHOG特徴にSpatial Pyramid 
Kernel同様、空間的な位置情報を付加すべく、ピラミッド化した特徴量であり、A. Bosch
らによって提案された。図 3.2.2.2に示すように、Spatial Pyramid Kernel同様、画像を空
間的に分割し、それぞれの領域内でHOG特徴量のヒストグラムを作成することで位置情報
を付加した特徴量となっている。本来の手法は 180 度を 9 方向に分割しているが、この手


















うに SSD (Sum of square difference)を用いて比較する。さらに SSDを次式で正規化する

































図 3.2.3.2 Self-Similarity descriptors[4] 
 
 
図 3.2.3.3 物体検出[4] 
 
 
図 3.2.3.4 スケッチ画像検索[4] 
 
3.2.4 色特徴 





3.2.4.1 CIE RGB 
RGB は Red、Green、Blue の光の三原色からなる色空間である。光の三原色のため加法 
混色によって表される。黒の状態にそれぞれ赤緑青をどの程度加えたかによって表現され 
る。一般的なビットマップファイルでは 3 色に 8 ビットずつ割り当て 24 ビットとし、
全て 0 の状態を黒、数値が増えるごとに白くなりすべて 255 の状態を白として表す。24 















図 3.2.4.2 減法混色 
 
3.2.4.3 HSV 
 HSV は色相(Hue)、彩度(Saturation)、明度(Value)の 3 つの成分からなる色空間であり























3.3.1 L. Ittiらのモデル 
 Ittiらのモデル[20]は顕著性マップの先駆けのモデルとして広く知られており、受容野を
シミュレートしたコントラスト差などを用いることで画像中で視覚的注意を惹きやすい領
域を示す手法となっている。本節では Ittiらの Saliency Mapの生成方法とその出力結果に
ついて述べる。 
 
3.3.1.1 Ittiらの Salieny Mapの作成方法 
 まず入力画像から Gaussian Pyramid によりダウンサンプリングした 9枚のスケール画
像(スケール }8...0{∈c 、0 は元画像、8 は 1/256 に縮小)を作成する。次にそれぞれの画像
の各ピクセルに対して Center-Surround のスケール間差分を求め、特徴量マップの作成を
行う。ここで、求める特徴量は輝度成分 )(cI 、色成分(赤 )(cR 、緑 )(cG 、青 )(cB 、黄 )(cY )、
方向成分 ),( θcO であり、RGB(式中では rgbで表記する)を用いてそれぞれ以下に示すよう
に定義する。 
3/)( bgrI ++=  (33) 
2/)( bgrR +−=  (34) 
2/)( brgG +−=  (35) 
 27
2/)( grbB +−=  (36) 
bgrbrY −−−+= 2/||2/)(  (37) 
方向成分 ),( θcO はGabor Filterを用いて }135,90,45,0{ °°°°=θ の4方向の成分を抽出す
る。本研究では Gabor Filterの窓幅は 8*8を用いた。 
 また、Centerはスケール }4,3,2{∈c の画像における画素であり、Surroundとは }4,3{∈δ
とすると、スケール δ+= cs のスケール画像の画素である。以下の式によりスケール間差
分(⊖)で求める。 
)(|),( cIscI = ⊖ |)(sI  (38) 
))()((|),( cGcRscRG −= ⊖ |))()(( sRsG −  (39) 
))()((|),( cYcBscBY −= ⊖ |))()(( sBsY −  (40) 
),((|),,( θθ cOscO = ⊖ |)),( θsO  (41) 
 ),( scI 、 ),( scRG 、 ),( scBY は cの 3通りと sの 2通りで 6マップ、 ),,( θscO はさらに
θ の 4通りで 24マップ存在する。 
 さらにこれらの特徴量マップを以下の式で結合し、3chのマップを作成する。 
)),(( scINI sc ⊕⊕=  (42) 







θscONO sc  (44) 
ここで、式中の )(•N は各マップの正規化処理を表す。本研究では各マップの画素値を 0か
ら 1 に正規化し、最大値M とそれ以外の領域での各画素の平均値m を計算し、全体に









=  (45) 
 
3.3.1.2 Ittiらの Saliency Mapの出力例 









図 3.3.1 Saliency Mapの出力例(左図が入力画像、右図が出力画像) 
 
3.3.2 F. Stentifordらのモデル 




 Stentifordらの Saliency Mapの作成方法の流れを図 3.2.2.1に示す。 
 
 
図 3.3.2.1 フローチャート 
 30
 




グ処理では xの n個全てのピクセルの色と y の n個全てのピクセルの色が一致していれば
近傍が一致したとみなし、一致していなければあらたに y を選びなおす。一致するたびに
平均特徴量 avgを yの特徴量で更新し、マッチカウントMをインクリメントする。さらに
新たに x の近傍から n 個のピクセルを選択する。この処理を繰り返し、y を L 回よりも多
く選択した時点、つまり Iが Lよりも大きくなった時点で、マッチカウントMが閾値m（通









図 3.3.2.2 カラー画像の出力結果 
 
3.3.3 T. Liuらのモデル 





























ここで ma はm 番目のユーザによるラベリング結果を意味する。 
CRF (Conditional Random Field) の枠組みで対象画像 Iから得られるラベル }{ xaA =
の確率を条件付分布 ))|(exp(1)|( IAE
Z
IAP −= でモデル化する。ここで Z は分配関数で










' ),,(),()|( λ  (48) 
ここで、 kλ は k番目の特徴量の重みであり ', xx は 2つの隣接ピクセルである。 
 kF はピクセル xが顕著な物体に属すかそうでないかを示し、全ピクセルに対して 0 から















IaF  (49) 
 ),,( ' IaaS xx は 2つの隣接ピクセルの空間的関係をモデル化したものであり、次式のよう
に定義する。 
)exp(),,( ','' xxxxxx daaIaaS β−⋅−=  (50) 
 ここで、 '', xxxx IId −= は色差の L2 ノルムであり、 ( ) 12'2 −−= xx IIβ である。 ⋅ は
期待値をあらわす。ただし、この項は隣接ピクセルとのラベルが異なる場合にのみ加算さ
れるペナルティ項である。 
 CRF 学習の目的は特徴量の最適な線形結合を得るために重み付けベクトル { }K
kk 1== λλ を
最尤基準の下で推定することである。与えられた N 枚の学習画像 N
n
nn





nn IAP );|(logmaxarg* λλ
λ
 (51) 
























































































3.3.3.1.2.1 Multi-scale contrast 











)'()(),(  (54) 




図 3.3.3.1.2.1 Multi-scale Contrastの出力結果[22] 
 
3.3.3.1.2.2 Center-surround histogram 
 顕著な物体が長方形領域Rで囲まれていたとし、それを取り囲むように領域 sR を考える。


















),(χ  (55) 
長方形領域のアスペクト比は }0.2,5.1,0.1,75.0,5.0{ とし、 )(xR のサイズは画像の幅と
高さのうち、短いほうの長さ×0.1～0.7で変化させる。このようにして )(xR の形と大きさ






χ=  (56) 











Sxxh xRxRwIxf χ  (57) 
ここで、 )'(* xR はピクセル 'x を中心にしてピクセル xを含む長方形領域である。重み
)'5.0exp(
22
'' xxw xxx −−=
−σ は分散 2
'xσ に関する Gaussian falloff weightであり、 )'(* xR の
サイズの 1/3になるように設定する。最終的に特徴マップ ),( Ifh ⋅ も[0,1]に正規化を行う。 
 34
 
図 3.3.3.1.2.2(a) 異なるサイズの center-surround histogram 
図 3.3.3.1.2.2(b) center-surround histogram featureの出力結果 [22] 
 
3.3.3.1.2.3 Color spatial-distribution 
 画像のすべての色を GMM C





































)(  (60) 
ここで hx はピクセル xの x座標であり、 ∑= x xc IcpX )|( である。垂直方向の分散 )(cVv も
同様に定義する。分布 cの空間的分散は )()()( cVcVcV vh += であり、これも[0,1]で正規化




xs cVIcpIxf ))(1()|(),(  (61) 





xs cDcVIcpIxf ))(1())(1()|(),(  (62) 
ただし、 ∑= x xx dIcpcD )|()( は画像の境界線付近の色はあまり重要でないようにする重
みであり、 )(cV 同様に正規化を行う。 xd は画像の中心から xまでの距離である。 
 
 
図 3.3.3.1.2.3(a) 入力画像,  
(b) color spatial variance feature maps., 
(c)center-weighted, color spatial variance feature maps((62)式)[22] 
 
3.3.3.2 T. Liuらの Saliency Mapの出力例 









図 3.3.3.2 Ittiらの Saliency Mapと Liuらの Saliency Mapの比較 














曲線 Cが決定される。 )*	 = +*	 + ,*	 (63) 
ただし、*-	 = ./-	, 0-	1は図 3.4.1.1 に示すような閉曲線 C のパラメータ表現であり、- ∈ .0,11は閉曲線 Cの弧長パラメータである。 
 
 
図 3.4.1.1 閉曲線 Cのパラメータ表現[27] 
 
 式(63)の+*	は閉曲線 Cの内部変形エネルギーであり、次式により定義される。 





る。 ,*	 = 4 ,.*-	19-:  (65) 
ここで,.*-	1は、曲線と画像との適合度を表すポテンシャル関数であり、例えば以下のよ
うに定義される。 ,/, 0	 = −;|∇.=>⨂/, 0	1| (66) 
ただし、cは定数、∇は gradient、=>⨂はガウシアンフィルタである。これにより、曲線は
画像中で濃度勾配の大きな領域で停留するように制御される。 




 エネルギー関数 Eを局所エネルギー)@の輪として) = ∑)@のように理参加する。具体的に
は図 3.4.1.2のように曲線C上に離散化した点の集合B = CD@E, F = G,… ,I, DF = /@ , 0@		を考
え、曲線 Cを点列Bを結ぶ多角形で近似する。また、点D@での局所エネルギー)@を以下のよ
うに定義する。 )@ = J)KLMN,@ + O)KP,@ + Q)@RSTU,@ (67) 
ここで、J, O, Qは適当な定数であり、 )KLMN,@ = |D@ − D@| = /@ − /@	 + 0@ − 0@	 (68) )KLMN,@ = V9̅ − |D@ − D@|X (69) )KP,@ = |D@ − 2D@ + D@| (70) 
)@RSTU,@ = − DZ[Z\]^_	[ab[Z\,c	 (71) 
とする。ただし、9̅は頂点間距離の平均値、DZは点D@での輝度値、RSd, R@Mは点D@の隣接 8
画素のうち最大値と最小値である。また、通常)KLMN,@ , )KP,@は、点D@の隣接 8画素における
それぞれの最大値で割ることによって正規化をおこなう。 
 以上より、具体的なアルゴリズムは次のようになる。 
1. (変数の準備) 頂点の座標を格納する変数D@ = /@ , 0@	, e = 1,… , f	と頂点の総移動量を表
す変数9NLNSg、平均頂点間距離を表す変数9̅、および繰り返し回数を表す変数hを準備する。 
2. (初期化) h = 0とし、対象を囲むように頂点を適当な間隔で配置する。またそのときの頂
点座標をD@に格納する。 
3. hに 1を加え、9NLNSg = 0とする。また平均頂点間距離9̅を計算する。 
4. ある頂点D@を選び、隣接 8画素の点iで、式(67)により局所エネルギー)@を計算する。 
5. もっとも局所エネルギーの小さな近傍点新たな頂点として、頂点D@を移動させる。また
そのときの頂点の移動量を9NLNSgに加える。 







図 3.4.1.2 Snakesの実装法[27] 
 
3.4.2 Level Set 
 Level Set Methodは Osher, Sethianら[24][25]によって提案された位相変化が可能な動







助関数lのゼロ等高面(zero level set)l = 0と考える。次に時刻j + Δjにおいて、この補助関
数lを、l ← l + nのようにその形状を保ったままlの正方向へ移動させ、同様にゼロ等高面








図 3.4.2 Level Set Methodの考え方[27] 
 
 次に実際の境界線の検出問題を考える。対象となる 2次元画像を/, 0	 ∈ oとし、時刻jで
の境界線をpq, j	とする。ただし、q = rd, rs	である。この境界に含まれる点qは、移動速
度tu	で境界線の法線方向Iに移動していると考える。ここで、uはその点での境界線の曲
率であり、tu	を成長速度という。これを式で表すと、 pN = tu	I (72) pq, 0	 = p:q	 (73) 
となる。ただし、pNは境界pの時間変化、p:q	は初期曲線である。前述の Snakesでは差分
方程式を利用したラグランジュ法で解くことができるが、トポロジーの変化には対応でき
ないという問題が残る。そこで図 3.4.2に示したように、補助関数l/, 0, j	を導入し、境界
線pq, j	はその関数の一部、すなわちl/, 0, j	 = 0を満たすlで表されると考える。ここで、
点qj	が境界線pq, j	上の点である場合、これが常にl/, 0, j	のゼロ等高面上である条件は、 l.qj	, j1 = 0 (74) 
で表される。これを偏微分すると、 lN + ∇l.vj	, j1qw = 0 (75) 
となる。また曲線状の単位法線ベクトルは 
I = ∇x|∇x| (76) 
で表され、さらに成長速度tu	は境界pq, j	の法線方向速度であるから、 qN ∙ I = tu	 (77) 
となる。これにより式(75)は次のように書くことができる。 lN = −tu	|∇l| (78) l.p:q	, 01 = 0 (79) 




3.4.3 Graph Cuts 
近年、高精度な領域分割手法として注目されている手法に Graph Cuts がある。Graph 
Cuts は領域分割問題をエネルギー最小化の問題と捉えて解く手法であり、このような手法





 Graph Cutsを用いた領域分割手法として、Boykovらによって Interactive Graph Cuts
が提案されている。Interactive Graph Cutsでは、ユーザが与えた seedと呼ばれる前景か
背景かを示すピクセルと入力画像からグラフを作成し、minimum cut/maximum flow 
algorithm を用いることでエネルギー関数の最小化を行う。またこの Interactive Graph 
Cuts を拡張した手法として、繰り返し処理により前景と背景の色分布をセグメンテーショ
ン結果から再学習し、繰り返しセグメンテーションを行うGrabCutなどが提案されている。 
 ここでは従来手法の Interactive Graph Cutsについて説明する。 
 画 像 P に 対 す る 各 ピ ク セ ル ( サ イ ト と 呼 ば れ る ) を Pp∈ 、 ラ ベ ル を
},...,,...,,{ ||21 Pp LLLLL = とし、各 pL には物体(obj)か背景(bkg)かのラベルが与えられる。また、
pの近傍ピクセルを Nq∈ とする。Graph Cutsではエネルギー関数を次式のように定義
する。 
)()()( LBLRLE +⋅= λ  (80) 


























),(δ  (83) 




)(LR と )(LB により定義したエネルギー関数 )(LE を最小とするようなラベルLを Graph 
Cuts Algorithm を用いて計算することで領域分割を行う。(80)式のようなエネルギーはマ
ルコフ確率場(Markov Random Field: MRF)の最大事後確率(MAP)推定を行う際によく現
れる。 
 Graph Cuts Algorithm では、画像から図 3.4.3.1 のようなグラフを作成し、min-cut / 
max-flow algorithmを用いることで分割を行う。グラフG は、画像の各ピクセルに対応し
たノードと sourceと sinkと呼ばれるターミナルからなり、各ノード間を接続するエッジを
n-link、各ノードと source(S)と sink(T)のターミナルを接続するエッジを t-link と呼ぶ。
n-linkと t-linkのエッジコストは表 3.4.3.1のように設定する。 
 
 
図 3.4.3.1 グラフの作成 
 
表 3.4.3.1 各エッジの重み 
edge cost pixel 
n-link },{ qp  },{ qpB  Nqp ∈},{  
t-link 
},{ Sp  
)"("bkgRp⋅λ  
BOpPp ∪∉∈ ,  
K Op∈  
0 Bp∈  
},{ Tp  
)"("objRp⋅λ  
BOpPp ∪∉∈ ,  
0 Op∈  
K Bp∈  
 
 このとき、 
)|Pr(ln)"(" OIobjR pp −=  (84) 
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},{max1  (87) 
となる。ここでOは物体、Bは背景を表し、
pI はピクセル pの輝度値を表す。 )|Pr( OI p 、
)|Pr( BI p は seed以外のピクセルの t-linkに設定する物体と背景の尤度を表し、 ),( qpdist
はピクセル p、q間のユークリッド距離を表す。また、ユーザは一部のピクセルに seedと
呼ばれる物体か背景かを表すO、Bを入力する。このようにして作成したグラフに対し、
min-cut / max-flow algorithm[29]を適用し、エッジのコストの総和が最小となるような切
断を見つけることで領域分割を行う。文献[26]ではヒストグラムを用いてグレースケールで
領域分割を行っていたが、これを改良した文献[30]ではカラー画像で行うために、色分布の












k-means 法は非階層型クラスタリング手法の 1 つであり、単純なアルゴリズムで計算で
きることができ、広く用いられている。一般的なアルゴリズムは次の通りである。 
1. 各データ ),...,1( nixi = に対してランダムにクラスタを割り振る。 
2. 割り振ったデータから、各要素の平均を用いて各クラスタの中心(セントロイド) 
),...,1( KjV j = を計算する。 
3. 各 ix と各 jV との距離を求め、 ix をもっとも近い中心のクラスタに割り当てなおす。 
この 2 と 3 の処理を繰り返し行い、全ての ix のクラスタ割り当てが変化しなくなったとき
に終了する。k-means 法の欠点としては最初のランダムなクラスタ割り当てに依存するこ
とが挙げられ、これにより 1回で最良の結果が得られるとは限らない。 




 x-means法は k-means法の逐次繰り返しと BIC(Bayesian Information Criterion：ベイ
ズ情報量基準)によってクラスタ数を自動的に決定するアルゴリズムである。一般的なアル
ゴリズムは次のとおりである。 
0. 解析すべきデータとしてn個の p次元データを用意する 
1. 十分に小さなクラスタ数の初期値 0k (特に指定しなければ 2)を定める 
2. 0kk = として k-meansを適用する。分割後のクラスタを 
0,,, 21 kCCC …  
とする 
3. 0,,2,1 ki …= とし、手順 4～9を繰り返す 
4. クラスタ iC に対して 2=k として k-meansを適用する。分割後のクラスタを 
21 , ii CC  
とする 
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2/ iitiipi xVxVxf µµπθ を仮定し、そのときの BIC 
(Bayesian Information Criterion: ベイズ情報量基準) を以下により計算する。 
iiii nqCxLBIC log);ˆ(log2 +∈−= θ  
ここで、 
[ ]iii Vˆ,µˆθ = は p変量正規分布の最尤推定値とする。 iµ は p次の平均値ベクトル、 iV は
pp× の分散共分散行列である。 
qはパラメータ空間の次元数で、 iV の共分散を無視すれば pq 2= である。共分散を無
視しなければ 2/)3( += ppq である。 
ix はクラスタ iC に含まれる p次元データとし、 in は iC に含まれるデータ数とする。 
Lは尤度関数であり、 ∏ ⋅=⋅ )()( fL である。 
6. 21 , ii CC のそれぞれに対して、パラメータ 21 , ii θθ をもつ p変量正規分布を仮定し、2分割
モデルにおいてデータの従う確率密度を 

















とする。また iα は基準化定数であり、 
[ ] [ ]∫
−= dxxfxf ii iiiii
δδ θθα 121 );();(/1  
である( 12/1 ≤≤ iα )。しかし、厳密に iα を求めようとすると p次積分が必要となって
しまい、計算量が膨大となるため、 
)(/5.0 ii K βα =  
により、近似を行う。ここで、 )(⋅K は標準正規分布の下側確率とし、 iβ は );( 1 ii xf θ と












この 2分割モデルにおける BICを以下により計算する 
iiii nqCxLBIC log');'ˆ(log2' +∈−= θ  
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ここで、 [ ]21 ˆ,ˆ'ˆ iii θθθ = は、2 つの p変量正規分布の最尤推定値である。共分散を無視す
れば、パラメータ空間の次元は ppq 422' =×= となる。共分散を無視しなければ
)3(2' +== ppqq である。 
7. BIC>BIC’ならば、2分割モデルをより好ましいと判断し、2分割を継続すべく、 
1
ii CC ←  
とする。 2iC については、 p次元データ、クラスタの重心、対数尤度と BIC を保持し、
これらをスタックに積み、手順 4へ 
8. BIC<BIC’ならば、2分割しないモデルをより好ましいと判断し、 1iC についての 2分割
を停止する。手順 7で作成されたスタックからデータを取り出し、 
2
ii CC ←  
とし、手順 4へ。スタックが空なら次の手順へ 
9. iC における 2 分割が全て終了。手順 4～8 で作成された 2 分割のクラスタが iC 内で一
意になるようにデータの属するクラスタ番号を振りなおす 






















いう利点がある。以下では線形 SVMとそれを応用した非線形 SVMの概要について述べる。 
 
3.6.1.1 線形ハードマージン SVM 
入力空間 nR∈χ およびデータ集合 rxx ,...,1 が与えられたとすると、線形 SVM の識別関数
は次式で表される。 
bxxf T += w)(  (88) 
ここで、wは自由度の係数であり線形識別器の重みベクトルと呼ばれる。bはバイアス項
と呼ばれる非負のパラメータである。 
0)( =xf を満たす任意の 1−d 次元の超平面識別関数は次のように表現される。 
}0)(:{ =+∈ bxx Twχ  (89) 




















































{ } liyxyxyx iill ,...,1,1,),,(),...,,( 11 =±∈∈ χ が与えられ、次式 
liyxf iib ,...,1,)(, ==w  (93) 
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を満たす識別関数 

















0))((1 ≤+− bxy i
T
i w  (97) 

























),,( www αα  (99) 































































この条件を満たし、 0≥iα を有する学習データ ix をサポートベクターという。これよりサ
ポートベクターは次式を満たす。 








































11 −+ +−= xxb
TT
ww  (108) 


























3.6.1.2 線形ソフトマージン SVM 
 現実問題として、学習データを完全分離できる超平面は存在しないことがほとんどであ
る。そこで、次式で表現される緩和変数(スラック変数とも呼ぶ)を導入して、制約条件を満
たさない学習データが存在してもよいようにする。 z@ ≥ 0, e = 1,… , | (111) 
この緩和変数を使って制約条件を次式のように緩和する。 0@V}~@	 + X ≥ 1 − z@ ,			i = 1,… , l (112) 







図 3.6.1.2.1 ソフトマージンにおける制約付き線形識別関数[31] 
 
 この緩和変数の導入によって、凸最適化問題は次式のようになる。 
目的関数 }, z	 =  ‖}‖ + Q∑ @g@ → }, z について最小化 
制約条件 0@V}~@	 + X ≥ 1 − z@ ,			i = 1,… , l (113) ∑ z@g@ は学習データ中で誤分類されるパターンの上限値である。 
 ハードマージン SVMと同様に、この凸最適化問題を解くため、ラグランジュ関数を計算
する。制約条件は次式のように書き換えることができる。 1 − z@−0@V}~@	 + X ≤ 0 (114) 
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この制約条件から、制約関数@	, e = 1,… , |を@	 = 1 − @−0@V}~/@	 + X, e = 1,… , |とす
るとラグランジュ関数は L}, , z, 	 =  ‖}‖ + Q∑ @g@ − ∑ J@V0@V}~@	 + X − 1 + @Xg@  (115) 
となる。ここで、J@ ≥ 0はラグランジュ乗数である。最適化問題を解くには、このラグラン
ジュ関数をJ@について最大化し、}, , zについて最小化する。 
 最適解においてはパラメータ}, , zについての Lの導関数は鞍点において、Lの勾配が 0
となることから次式が成立する。 
 }, , z, 	 = 0 (116) 
}}, , z, 	 = 0 (117) 
z}, , z, 	 = 0 (118) 




J@ ∙ 1 − @ − 0@V}~F	 + X = 0,			e = 1,… , |1 − @ − 0@V}~F	 + X ≤ 0,			e = 1,… , |0 ≤ J@ ≤ Q,			e = 1,… , |  (122) 




目的関数∑ J@g@ − ∑ J@J0@0VF ∙ Xg@ → について最小化 
制約条件0 ≤ J@ ≤ Q,			i = 1,… , l∑ J@0@g@ = 0  (123) 
最適なからを得るには式(120)の関係を用いる。また、bはハードマージン SVM同様 b = −  }~G +}~G	 (124) 




ーンとサポートベクターの内積で評価される次式に書き換えることができる。 /	 = sgnV∑ J@0@~F	 + g@ X (125) 
以上より、式(113)で表される凸 2次計画問題を解くことで識別関数 },	 = sgnV}~	 + X (126) 
を得ることができる。これがソフトマージン SVMである。 
 
3.6.1.3 非線形ハードマージン SVM 
 線形 SVMは線形分離可能な場合には高い汎化能力を達成できるが、実際の問題では線形
分離可能な場合は多くない。そこでより一般的な識別関数を推定するため、前処理として
ベクトル lxx ,...,1 を次式のように高次元特徴空間に写像し、その特徴空間で線形 SVMを行
う方法が考えられる。 
ii zx a:Φ  (127) 
ここで、 iz は観測された入力ベクトル ix を高次元特徴空間に写像したものである。 iz に
よる SVM を考えると制約条件を表す(95)式と、目的関数を表す(96)式で表現される特徴空
間上での最適化問題は iz を用いて次式のように表せる。 




制約条件 libzy iTi ,...,1,1))(( =≥+w  (128) 
線形 SVM と同様に、この最適化問題を解くために(128)式のラグランジュ関数を計算す
る。(128)式は次式のように書き換えられる。 
0))((1 ≤+− bzy i
T
i w  (129) 
こ れ よ り 、 ラ グ ラ ン ジ ュ 関 数 に 制 約 条 件 lixgi ,...,1),( = を
libzyzg i
T

































































1=+bzTw  (134) 


















































xxkxx =ΦΦ  (137) 
このカーネル関数を用いることで高次元特徴空間での(109)式に相当する識別関数を導出



























































図 3.6.1.3 非線形 SVMの原理[31] 
 






ii xxxxk )(),( ⋅=  (139) 










= はスケールパラメータ (140) 
シグモイドカーネル 
))(tanh(),( θκ +⋅⋅= ii xxxxk  θκ, は任意の実数 (141) 
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などがある。 
 カーネル関数は Mercer カーネルの定理を満たす、つまり高次元特徴空間での内積にカ
ーネル関数が一致する必要がある。このことから、@, = 0@0V@ , X@,は正値行列となる。 
 このことは、式(135)で表される最適化問題の目的関数が、凸関数になることを意味する。
つまり、非線形 SVMは以下の凸 2次計画問題 
目的関数 ∑ J@g@ − ∑ J@J0@0V@ , X → Jg@ について最大化 




 式(132)より、式(142)で表現される最適化問題の制約条件は次のように表現しなおせる。 ∑ 0@J@ ∙ ~@ + g@ = ∑ 0@J@ ∙ , @	 + g@ ≥ 1 (143) 
サポートベクターである学習データに対し、上式の統合が成立するので、 ∑ 0@J@ ∙ , @	 + g@ = 1 (144) 
以上より、変数bはJを有するサポートベクターに対する次式の平均によって得ることがで
きる。 1 − ∑ 0@J@ ∙ V , @Xg@  (145) 
 





適化問題である式(128)の制約条件を次式のように緩和できる。 0@V}~@	 + X ≥ 1 − @ ,			e = 1,… , | (146) 












目的関数 }, z	 =  ‖5‖ + Q∑ z@g@ → 5, について最小化 
制約条件 0@V}~@	 + X ≥ 1 − z@ ,			e = 1,… , | (147) ∑ z@g@ は学習データ中で誤分類されるパターンの上限値である。 
 非線形ハードマージン SVMと同様に、この最適化問題を解くために、ラグランジュ関数
を計算する。制約条件である式は、以下のように書き換えることができる。 1 − z@−0@V}~@	 + X ≤ 0 (148) 
この制約条件から、制約関数@	, e = 1,… , |を@	 = 1 − z@−0@V}~@	 + X, i = 1,… , lと
すると、ラグランジュ関数は L}, , z, 	 =  ‖}‖ + Q∑ z@g@ − ∑ J@V0@V}~@	 + X − 1 + @Xg@  (149) 
となる。ここで、J@ ≥ 0はラグランジュ乗数である。最適化問題を解くには、このラグラン
ジュ関数をJ@について最大化し、}, , zについて最小化する。 
 最適化においては、}, , zについての Lの導関数は鞍点において、Lの勾配が 0となるの
で、次式が成立する。 
 }, , z, 	 = 0 (150) 
}}, , z, 	 = 0 (151) 
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z}, , z, 	 = 0 (152) 




J@ ∙ 1 − z@ − 0@V}~@	 + X = 0,			e = 1,… , |1 − z@ − 0@V}~@	 + X ≤ 0,			e = 1,… , |0 ≤ J@ ≤ Q,			e = 1,… , |  (156) 




目的関数∑ J@g@ − ∑ J@J0@0V@ ∙ Xg@ → について最小化 
制約条件0 ≤ J@ ≤ Q,			i = 1,… , l∑ J@0@g@ = 0  (157) 
最適なからを得るには式(154)の関係を用いる。また、bは非線形ハードマージン SVM
同様、Jを有するサポートベクターに対する次式の平均によって得ることができる。 1 − ∑ 0@J@ ∙ V/ , /@Xg@  (158)  = −  5~ +5~	 (159) 
 カーネル関数を用いると、高次元特徴空間での式(125)に相当する識別関数を導出するこ
とができる。式(125)のに = Φ/	を代入して 
	 = sgn0@J@ ∙ ~@ + g@ 	











3.6.3 Multiple Kernel Learning 



















2. Oを固定し、統合カーネルを単一カーネルと見なし、通常の SVM 学習を行うことで、
サポートベクターの重みJ@e = 1,… ,f	とバイアス項を求める。 
3. 求めたサポートベクターの重みJ@を固定して、全学習データの識別境界面までの距離が
増加するようにOを変化させる。 
4. 終了条件に達するまで 2, 3の手順を繰り返す。 







 MKL の実装としては前述の Sonnenburg らの SHOGUN Toolbox 以外にも、
SimpleMKL[36]や VGG MKL classifer[37]、SpicyMKL[38]などが知られている。 
 
 61


















































全体を顕著とすることを目的とした Saliency MapであるT. Liuらのモデル[22]を用いるこ
とで物体全体の抽出を試みる。 
 Liuらは、局所的特徴であるMultiscale Contrastと領域的特徴である Center-surround 







4.2.2 Saliency Mapと Graph Cutsによる物体抽出 
 Graph Cutsは高精度な領域分割手法として知られているが、従来の Graph Cutsはユー




Saliency Mapの値を表し、rは対象ピクセル、¨はrの隣接ピクセル、+は無向グラフの Source、©は無向グラフの Sinkであり、Saliency Mapの値は[0,1]で正規化している。 
 

































図 4.2.3 色特徴 
 
4.2.4 MKL-SVMによる特徴統合と学習・認識 
 本手法では 3.6.3 項で述べた Varma らの手法と同様に得られた前景と背景の特徴間の最









図 4.2.4 MKL-SVMによる各カテゴリの特徴間の重み例 
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 ここでは、次の 5つの項目について評価を行う。 
(1) Conventional1：SIFT(BoK)を SVMで認識 
(2) Conventional2：SIFT(BoK)+色特徴をMKL-SVMで統合して認識 
(3) Groundtruth0：Groundtruth画像の前景 SIFT(BoK)を SVMで認識 
(4) Groundtruth1：Groundtruth 画像の前景 SIFT(BoK)、背景 SIFT(BoK)を MKL-SVM
で統合して認識 
(5) Groundtruth2：Groundtruth画像の前景 SIFT(BoK)、背景 SIFT(BoK)、前景色特徴、
背景色特徴をMKL-SVMで統合して認識 
 事前実験の実験環境としては、Caltech-256[42]からランダムに選んだ表 5.1.1 に示した
10 カテゴリを使用する。認識に用いる画像特徴量としてはアピアランスを捉えるために
BoKで表現したSIFT特徴、色特徴の2つの特徴を用い、BoK表現で用いられるVisual Word
数については 100 から 1000 まで 100 刻みで計測し、もっとも精度の高いものをその特徴
の Visual Word数とする。また、各カテゴリの学習画像数は 50枚とし、学習画像とは別に





 実験結果を表 5.1.2と図 5.1に示す。 
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表 5.1.1 実験で使用する 10カテゴリ 
 
 




図 5.1 カテゴリごとの認識率 
 














Method Conventional1 Conventional2 Groundtruth0Groundtruth1 Groundtruth2
























 次に Conventional1と Groundtruth1を比較すると、認識率は 10%向上しており、カテ
ゴリごとの認識率を見ても、多くのカテゴリで改善されていることが確認できる。5番のカ
テゴリに関しては背景の特徴を統合することで 30%以上改善できていることがわかる。同






 提案手法の有効性評価のための評価実験を行う。具体的には以下の 6手法の比較を行う。 
(1) Conventional1：SIFT(BoK)を SVMで認識 
(2) Conventional2：SIFT(BoK)+色特徴をMKL-SVMで統合して認識 
(3) Proposal1：自動物体抽出後、前景 SIFT(BoK)と背景 SIFT(BoK)を MKL-SVMで統合
して認識 
(4) Proposal2：自動物体抽出後、前景 SIFT(BoK)、背景 SIFT(BoK)、前景色特徴、背景色
特徴をMKL-SVMで統合して認識 
(5) Groundtruth1：Groundtruth 画像の前景 SIFT(BoK)、背景 SIFT(BoK)を MKL-SVM
で統合して認識 
(6) Groundtruth2：Groundtruth画像の前景 SIFT(BoK)、背景 SIFT(BoK)、前景色特徴、
背景色特徴をMKL-SVMで統合して認識 
実験に使用する評価用画像データセットには事前実験同様に、表 5.1.1 に示した
Caltech-256 からランダムに選んだ 10 カテゴリを用いる。また各カテゴリからランダムに






また、Visual Wordの数は 100から 1000までの間で 100刻みに変化させて、最も認識率の
高いものをその手法の Visual Word数とする。 
 実験結果を表 5.2.1と図 5.2.1に示す。 
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図 5.2 カテゴリごとの認識率 
 
















Method Conventional1 Conventional2 Proposal1 Proposal2 Groundtruth1 Groundtruth2


























る SIFT や色特徴よりも、シェイプを表現する HOG や Self-Similarity などの画像特徴を














図 5.2.3 CDのカテゴリの画像に対する提案手法による抽出結果 
 
表 5.2.2 CDのカテゴリにおける提案手法の各サブカーネルの重み 
 
 
category ID SIFT(fore) SIFT(BoK) Color(fore) Color(back)
1 0.68598 0.16935 0.11932 0.02535
2 0.42505 0.31259 0.23 0.03236
3 0.45809 0.36213 0.1785 0.00129
4 0.62289 0.09036 0.17694 0.10981
5 0.55037 0.19253 0.18442 0.07269
6 0.44524 0.32832 0.15382 0.07262
7 0.45926 0.31586 0.22469 0.00019
8 0.50786 0.07246 0.40685 0.01282
9 0.21444 0.69336 0.08463 0.00757
10 0.69433 0.21281 0.09264 0.00023
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 今後の課題としては、物体抽出の精度を改善するために Saliency Mapの特性改善が必要
だと考えられる。また、アピアランスを捉える SIFT 特徴だけでなく、シェイプを捉える
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