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Abstract: In many medical studies, an outcome of interest is not only whether an event occurred, but when an
event occurred; and an example of this is Alzheimer’s disease (AD). Identifying patients with Mild Cognitive
Impairment (MCI) who are likely to develop Alzheimer’s disease (AD) is highly important for AD treatment.
Previous studies suggest that not all MCI patients will convert to AD. Massive amounts of data from
longitudinal and extensive studies on thousands of Alzheimer’s patients have been generated. Building a
computational model that can predict conversion form MCI to AD can be highly beneficial for early
intervention and treatment planning for AD. This work presents a big data model that contains machinelearning techniques to determine the level of AD in a participant and predict the time of conversion to AD. The
proposed framework considers one of the widely used screening assessment for detecting cognitive impairment
called Montreal Cognitive Assessment (MoCA). MoCA data set was collected from different centers and
integrated into our large data framework storage using a Hadoop Data File System (HDFS); the data was then
analyzed using an Apache Spark framework. The accuracy of the proposed framework was compared with a
semi-parametric Cox survival analysis model.

INTRODUCTION
Dementia is an irreversible neuro-degenerative disorder that leads to progressive loss of memory and cognitive
function. In 2015, the number of people with dementia worldwide is estimated at46.8 million that number is expected
to raise to 75 million in 2030 and 131,5 million in 2050 (Prince, M., Comas-Herrer a, A., Knapp, M., Guerchet, M.
and Karagiannidou, M, 2016). Early detection of AD at the pre-clinical stage is of great importance in terms of patient
management. Mild cognitive impairment (MCI) is considered as a transitional stage between aging and AD. MCI is
considered by physicians as a pre-Alzheimer’s condition, however, not all people with MCI develop Alzheimer’s, and
a significant proportion of individuals with MCI revert to normal cognition or remain cognitively stable on follow-up.
Moreover, it is more challenging to identify patients suffering from AD at the MCI
stage, because these subjects have cognitive impairments beyond that which is expected for their age and education
but do not meet the neuro-pathological criteria for AD (Long, X., L. Chen, C. Jiang, and L. Zhang, 2017).
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Clinical trials, doctor’s notes, claims data, lab results, and gene sequences provide rich information that can become
even more useful when combined in novel ways to produce new insights that can help us better understand the disease.
Accordingly, such data will provide doctors with a more complete and detailed picture for patients and as such doctors
will be able to define how patients responds to a specific treatment and can identify patients at risk before a health
issue arises.
Gathering medical data for years has been costly and time consuming. In 2011, the U.S health-care system data reached
150 billion gigabytes which is expected to reach 2314 billion gigabytes in 2020. Therefore, we need to deal with this
data in a smart way. Current incentives are changing as well: many insurance companies are switching from fee-forservice plans (which reward using expensive and sometimes unnecessary treatments and treating large amounts of
patients quickly) to plans that prioritize patient outcomes (Raghupathi W, 2014). One of the promising techniques that
is used in the big data world is Apache Spark. Apache Spark is a data processing system that run on top of Hadoop
which enables complex computations on data that is stored in Hadoop HDFS or another database storage. Apache
Spark improves the performance of data analysis and quickly extracts intelligence from massive data sets. (Xu, B., Li,
C., Zhuang H., Wang, J., Wang Q., Wang, C., Zhou X, 2017)
The conversion from MCI to AD has been addressed in many studies including neuroimaging (Long, X., L. Chen, C.
Jiang, and L. Zhang, 2017), biological ( Long, X., Chen, L., Jiang, C., & Zhang, L, 2017), neuropsychological Kauwe,
J. S., Cruchaga, C., Bertelsen, S., Mayo, K., Latu, W., Nowotny, P., Goate, A. M, 2010 & Hollis, A. M., Duncanson,
H., Kapust, L. R., Xi, P. M., & O’Connor, M. G. 2015), or a combination of different biomarkers (Rong Chen and &
Edward H Herskovits, 2010 & Korolev IO, Symonds LL, Bozoki AC, 2016 & Liu, K., Chen, K., Yao, L. & Guo, X.
2017) of independent component analysis and the cox model. Front. Human neuroscience 11.
Recent studies [aa to dd] showed that the survival decision tree (SDT) is a good alternative to parametric and semiparametric survival analysis approaches. (Alsaedi, A., Abdel Qader, I., Fong, A., & Niaz, M, 2018). models the
dependencies among the clinical variables with Bayesian network used later for data imputation in order to allow the
decision tree to be applied on the complete dataset. The researchers concluded that Bayesian networks are a promising
method to handle missing values especially in datasets where the number of missing data is considerably high and the
number of samples are small. The study also showed that by using Bayesian networks, patients can be divided into
more precise groups.
P. M. Rancoita, M. Zaffalon, E. Zucca, F. Bertoni, C. P. De Campos (2016), used two types of competing risks trees.
event trees are designed for analysis of the event of interest, while composite event trees are used for competing events.
Ensembles were built using these two different trees. The study depended on nine real data and simulated data set.
One conclusion from this study showed prediction error of the individual trees and the other methods are similar,
however the Cindex results differ from the FineGray sub distribution hazard model and the FineGray regression with
backward elimination. Kretowska, M. (2018), used a decision tree to model the survival data with competing risk.
The researchers proposed a Survival Classification and Regression Tree (SCART) technique to analyze survival data
by modifying classification and regression tree (CART) algorithm to handle censored data for both regression and
classification problems. The study showed that SCART improve upon the existing classical method for analysis of
survival data with competing risks.
A study that was presented by Dauda, K., Pradhan, B., Shankar, U., & Mitra, S (2019), proposed fitting proportional
hazards models to censored survival data. The research developed a tree-based method for censored survival data,
based on maximizing the difference in survival between groups of patients represented by nodes in a binary tree.
Another study (Al-Nachawati H, Ismail M, Almohisen A, 2010) proposed using tree-based identification to identify
subsets of time- varying covariate risk factors that affect survival while adjusting for possible confounders. The
technique that was used in this study was developed from data from the Bypass Angioplasty Revascularization
Investigation 2 Diabetes clinical trial to find combinations of modifiable time-varying cardiac risk factors. [20]
modeled time-to-event data using classification tree analysis. By using empirical data, the study showed that it is
possible to identify all statistically valid, reproducible, longitudinally consistent, and cross generalizable classification
tree analysis (CTA) survival models. This study concluded that the classification tree analysis survival model offered
many advantages over Cox regression. Another study, Al-Nachawati H, Ismail M, Almohisen A, 2010, proposed
several methods for selecting one representative model out of multiple decision trees induced from different slices of
the same massive dataset. The goal of this study was to overcome challenges for selecting one representative model
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for big data and secured environments. A semantic approach called SySM that is based on a decision tree structure
was suggested. The suggested methods were applied to six different big benchmark datasets.
Survival Decision Tree (SDT) is a nonparametric machine learning algorithm that flexible; it can be fit to many
functional forms. Moreover, there is no assumption needed about the underlying function for that SDT consider as
powerful algorithm that can be applied [20]. Lastly, SDT has a high performance for prediction. However, one of the
limitations of SDT is that it requires a lot of training data to estimate the mapping function. Also, it is slower to train
because it often has far more parameters to train (Weinberg AI, Last M, 2019). In this work we aimed to apply a
decision tree to analyze big data on cloud to overcome previous limitations. The dataset provided from NACC-UDS.
A prediction and classification system that used decision tree using MoCA was combined with other demographic
predictors was proposed. The structure of this paper is as follow, first we will introduce some tools that were used to
identify AD. Next, a big data framework will be described and finally the results will be introduced and discussed.

CLINICAL DEMENTIA RATING (CDR)
The Clinical Dementia Rating is a scale that is used to evaluate the stage of severity of Dementia, primarily for
diagnosing Alzheimer’s. CDR is a five-point scale where CDR=0 indicates a person with no cognitive impairment,
and the other four points are:
 CDR = 0.5: very mild dementia
 CDR = 1: mild
 CDR = 2: moderate
 CDR = 3: severe
Six domains are used to construct the CDR, these domains are: Memory, Orientation, Judgment and Problem
solving, Community Affairs, Home and Hobbies, and Personal Care.

MONTREAL COGNITIVE ASSESSMENT (MOCA)
The Montreal Cognitive Assessment (MoCA) is a 30- question test that is used to help assess people for dementia. It
is a written test that takes 10 to 12 minutes to complete and assesses multiple cognitive domains including memory,
language, executive functions, visuospatial skills, calculation, abstraction, attention, concentration, and orientation
(O’Bryant SE, Waring SC, Cullum CM, et al, 2008).
Different types of cognitive abilities assessed by MoCA:
 Orientation
 Short-Term Memory/Delayed Recall
 Executive Function/Visuospatial Ability
 Language Abilities
 Abstraction
 Animal Naming
 Attention
 Clock-Drawing Test
MoCA is used to detect subjects with MCI due to Alzheimer’s disease and to distinguish them from healthy controls.
In order to use MoCA to accurately identify and diagnose dementia, the test should be paired with other screenings.
We suggest adding some predictors with MoCA to increase the accuracy of its predictio (https://www.MoCAtest.o
rg/MoCA-clinic-data/)
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BIG DATA TECHNOLOGIES AND PLATFORMS
Big Data: A brief introduction
Big data is massive and complex data that cannot be processed and handle by traditional systems. Big data is
characterized by Volume, Velocity, and Variety. Volume refers to the amount of data; terabytes (1012 bytes) to
petabytes (1015 bytes) and exabytes (1018 bytes), are all produced through different sources. Velocity refers to the
speed at which data is generated and accumulated. Variety refers to all the structured and unstructured data that has
the possibility of getting generated. From previous definition of big data and its characteristics, health-care data
reaches the biggest data barrier (Biundo, R. et al. 2016).
Storing, managing, and analyzing massive amounts of datasets are the main challenges that are facing Biomedical
scientists. Big data requires powerful and novel technologies to extract useful information and enable more broadbased health-care solutions. With such diversity in format, type, and context, it is difficult to merge big healthcare
data into conventional databases, making it enormously challenging to process, and hard for industry leaders to harness
its significant promise to transform the industry (Mayo CS, Matuszak MM, Schipper MJ, Jolly S, Hayman JA, Ten
Haken RK, 2017).

Apache Spark
Spark is an open source project from Apache. It is one of the most commonly used analytic engines for big data and
machine learning. Spark is commonly used with the open source Apache Hadoop, but it also can be used with other
data sources like MongoDB, Amazon3, and Cassandra. Spark can ensure fast iterative access to data sets because it
use an in-memory processing engine to allow data workers to efficiently execute streaming, machine learning or SQL
workloads. Spark has distributed and massive parallel computing capabilities that offers the processing of datasets
that traditional systems cannot. Spark can access several data sources like HDFS, Amazon S3 (Amazon Simple
Storage Service) or HBase. Moreover, Spark provides machine learning algorithms, SQL and streaming data
processing (Grover, A., Gholap, J., Janeja, V. P., et al, 2015).

SAMPLE DATA
Dataset Description
The data set used in this work was taken from the National Alzheimer’s Coordinating Center (NACC) Uniform Data
Set (UDS). The UDS is a repository of data that has been collected from different Alzheimer’s Disease Centers across
the United States supported by the National Alzheimer’s Coordinating Center (NACC). Table 1 shows a statistic for
UDS data sets that were considered in this study. In figure 1 displays the distribution of participants according to
MoCA score. The data set of interest represents a study that took place from March 2015 until October 2018 on
different participants ages (see figure 2-A), for more information regarding the UDS see (El aboudi, N., & Benhlima,
L, 2018 & Morris JC, Weintraub S, Chui HC, et al, 2006)The NACC UDS includes data on cognitive function using
MoCA. The UDS data contains MoCA screening for 2798 subjects that did the MoCA screening with age ranging
from 50 to 100.

Dataset Preprocessing
Data needs to be ready to work with; processing raw data may require extra computational resources. To prepare the
UDS in such a way that it could fit to our model, a preprocessing process was needed. Data filtering was the first step
to discard any data that is not required in the prediction system. Data Cleaning was the next step that was needed for
noise reduction. Finally, and the most important in our work, was Missing Data Management; the data that we dealt
with had a Censoring Problem that will explain in detail in the next section. Since our goal is to investigate the early
stages of AD, subjects who were aged 50 years or older were included in the proposed model. Next, only subjects that
had at least one MoCA screening were included in the data set. Exclusion also includes patients that missed one of the
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other questionnaires or demographic covariant. The number of subjects in the data set after previous filtering was
2798 subjects.
The resulting data set was divided randomly into training (2099 subjects) and the rest (700 subjects) was used for
testing. Considering figure 2-B, we can see that most participants falling in MoCA score between 23 and 30. this
means that we need to take the advantage of knowing the other participants (MoCA between 0 and 22) to predict the
time of conversion from one stage to another (Normal to MCI or MCI to AD).

Figure 1: Boxplot of the Distribution of Participant according to MoCA Score

A

B

Figure 2: Histogram of Participants Ages (A) and Participants MoCA Score (B)
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Table 1: Formatting Specifications
Covariant
MoCA
Gender
Education Level

Handness

Value
Greater than 26
Avg of 22.1
Avg 16.2
1
2
>= 12
16
18
20
1
2
3
9

Detail
normal controls
MCI
AD
Male
Female
High school/GED
Bachelor’s degree
Master’s degree
Doctorate
Left-handed
right-handed
Ambidextrous
Unknown

METHODOLOGY
This study applied a Survival Decision Tree on medical data. To better understand the SDT, we will first introduce
some concepts that were used with survival analysis.

Censoring
Environmental data often includes data that are reported as below some value (data<value), above some value
(data>value), or even as an interval (value1<data<value2), this data is called censored data (Weintraub S, Salmon D,
Mercaldo N, et al, 2009). Generally, censored data can be Left Censored, Right Censored or Interval Censored; as
shown in figure 1. In medical research field, censored data is defined as data that does not have the correct interval
length. Generally, censoring is present when information on time to event is not available for all study participants.
The data is not available due to loss to follow-up or non-occurrence of the outcome event before the trial ended (L.
Wrobel, A. Gudys, M. Sikora, 2017 & Cook, R. J., & Lawless, J. F, 2011)

Survival Function
The probability that an individual survives until time t is called survival function S(t) (Weinberg AI, Last M, 2019 &
Cook, R. J., & Lawless, J. F, 2011).

Figure 3: An Example of Censoring
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Hazard function
Another function that is frequently used in survival analysis is called hazard function h(t) which indicates the
instantaneous rate of death at a certain time t (WROBEL ukasz, 2012 & Dooneief GMarder KTand MXStern Y. 1996).

COX proportional Hazard Regression (COXPH)
COXPH is a semi-parametric model that is widely used in survival data analysis. In COXPH a parametric assumption
makes for the effect of explanatory variables and no assumption makes for the nature of hazard function (Alsaedi, A.,
Abdel Qader, I., Fong, A., & Niaz, M, 2018). The relation between hazard function and explanatory variables can be
written as: where 0(t) is the baseline hazard, X is a vector of explanatory variables and is a vector of regression
coefficients. Cox proportional hazard model frequently used in analyzing survival data due the fact that we do not
need to specify the probability distribution for the baseline hazard function.

SURVIVAL DECISION TREE
Survival Decision Trees (SDT) are becoming popular alternatives to linear regression and linear discriminant analysis.
In SDT, trees generally require fewer assumptions than classical methods and handle a wide variety of data structures.
Moreover, in decision trees the assumptions about the underlying distribution of the data is not required and unlike
the parametric models, in SDT there is no need to consider monotonic transformations such as logarithms. Generally,
in tree-based models, the data is recursively partitioned based on a splitting criterion, and the objects that are like each
other based on the event of interest will be placed in the same node (Lee, M.-L. T., Gail, M., Pfeiffer, R., Satten, G.,
Cai, T., & Gandy, A, 2013). The main difference between traditional decision tree and survival tree is in the splitting
criterion.
In survival tree, the terminal node value is a survival function and the patient survival can be estimated using those
terminal nodes. Whereas in classification and regression trees, the terminal node values are a single value. Moreover,
the splitting rule is an essential part and may play a key role in its prediction performance (Moore, D. F, 2016). As
investigated by, there is no specific recommended splitting rule for survival tree that performs uniformly optimally
under different situations. In survival tree, since the goal is the comparison of survival distributions of two or more
groups, one of the
statistical test most that commonly used is log-rank test. The log-rank test compares the hazard functions of the two
groups at each observed event time (Gepp, A., & Kumar, K, 2015).

IMPLEMENTATION
The proposed framework consists of data storing and data analyzing using machine learning algorithms. Our work
depends on applying Survival decision Tree (SDT) to analyze and predict the conversion from MCI to AD.

Data storage
Dealing with large datasets is one of the challenges that traditional systems are not suitable for. Big data systems can
handle this challenge by storing large datasets in HDFS, S3, Hbase, MongoDB, etc. These storage components are
scalable and fault tolerant; storing faults can be handled by the process of replica creation; copying (replicating) the
data from one service to another and synchronizing the destination service dataset with the source service dataset,
based on a specified replication schedule (Biundo, R. et al, 2016 & Mayo CS, Matuszak MM, Schipper MJ, Jolly S,
Hayman JA, Ten Haken RK, 2017).
Data storage infrastructure ensures the big data is sorted in such a way that it can easily be accessed and processed by
services working on big data. Also, Big data storage enables flexibility of scaling (Grover, A., Gholap, J., Janeja, V.
P., et al, 2015).
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Data Processing
Spark provides a scalable machine learning library that consists of common learning algorithms and utilities, including
classification, regression, clustering, collaborative filtering, dimensionality reduction and more. The machine learning
algorithms can be applied on datasets that are stored on the different data storages that were mentioned earlier. These
machine learning algorithms rely on iterative batch processing (Mayo CS, Matuszak MM, Schipper MJ, Jolly S,
Hayman JA, Ten Haken RK, 2017 & Grover, A., Gholap, J., Janeja, V. P., et al, 2015)

Proposed Spark framework
Amazon Web Service (AWS) was used as a cloud computing platform to build a cluster that will be used to execute
SDT. A cluster in AWS is a logical grouping of tasks or services. We used Elastic Compute Cloud (EC2) as a service
to run the task. The cluster consists of four nodes (EC2), one node is the Master node (Driver Program) while the other
three are the Core nodes, and this cluster can be easily scaled up or scaled-down as needed. In the AWS cluster, we
can install different services depending on what task we want to execute on our data (Machine learning algorithms,
ETLs; Extract Transform Load, Streaming, etc). Since we wanted to execute machine learning algorithms on our
dataset, Spark with Spark MLlib were installed in this cluster. Moreover, for data storage, S3 has been used to save
the dataset, this storage can be used to store all the data that comes from screening centers. Scala is the programming
language that was used to write the machine learning algorithms. The resulting algorithm then was executed as Spark
job (Spark program) to be run on the EMR cluster. The results of classification and prediction were saved in S3.
SDT has been used for classification and prediction. First the model was used to classify the participants into no
cognitive impairment, MCI or AD. Next, the model was used to predict the conversion from one stage to another; no
cognitive impairment to MCI or from MCI to AD.

RESULTS
The results are divided into two parts; Classification and Prediction for both SDT and COXPH.

Classification
Depending on MoCA score the participants will be classified into three different subgroups. The root of the survival
tree contains all 2798 participants (4881 observation). The most influential predictor that determines the stage of
participants is MoCA. Education Level and Hand are the next predictors that were used by the survival tree for
classification. In general, the SDT shows low cost of classification for all three different stages of the participants.
The classification tree that shown in figure 4 introduced the following:
 Each branch is a decision for splitting the data into a new classification
 The decision tree split the data into three dementia stages (Normal, MCI and AD)
Generally, the SDT shows a better classification accuracy than Cox model with less cost.

Prediction
The constructed survival tree used log-rank statistics as split criterion. Figure 5 and Figure 6 show the fitted Survival
Tree for MoCA with Education Level and MoCA with Hand respectively. In these figures, the survival tree displays
the levels of the variables used for classification at each node. The root node (MoCA) represents a decision based on
its value; the left branch corresponds to TRUE and the right branch FALSE; greater than 25. We can see that same
variable can be used in next level of classification. The terminal nodes (leaves) indicate the prediction for that partition
and number who has Normal, MCI or AD out of the total in that subgroup.

CONCLUSIONS
Decision tree is a supervised machine learning algorithm that is used for classification and prediction and can be
applied on categorical and continuous variables. The main idea of the decision tree is to split the sample into two or
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more homogeneous sets based on the most significant splitter in input variables. This paper introduced a big data
framework for modelling clinical data using Survival Decision Tree. The framework offers an advantage over using
Decision Trees in a traditional system. The primary limitation of decision tree in traditional system is that it requires
a lot of training data to estimate. Another general limitation that it is slow since it often has more parameters to train.
The proposed framework suggests using big data parallel processing to overcome the previous limitation. Another
advantage that is offered by this framework is that data can be accumulative, and this makes the prediction part of this
framework more precise. Thus, as much data as we can feed our system the higher the accuracy we can get.
Additionally, non-parametric decision trees introduce accurate predictions without the risk of violating statistical
assumptions. Creating a model that has both high and early prediction abilities is essential to allow for earlier on
treatments and to give the patient improved quality of life. Future improvement to this work will be to combine more
datasets to increase prediction efficiency. Another future work can be using Random Survival Forest (RSF) and
compare the accuracy of the applied survival tree

Figure 4: Classification Tree for Participants using MoCA, Education Level, Gender and Hand
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Figure 5: Fitted Survival Tree for Participants with MoCA and Education

Figure 6: Fitted Survival Tree for Participants with MoCA and Hand
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