Despite the continued development of advanced algorithms for phylogeny reconstruction, the assessment of topological accuracy remains a challenging problem. New tools are needed to assist researchers in the prediction and evaluation of phylogenetic performance, particularly when short alignments are considered. We present a probabilistic analysis of quartet accuracy by the Four-Point-Method for the Jukes-Cantor model for nucleotide substitution, developing a sharp error estimate as a function of the quartet edge lengths and the number of nucleotide positions available. Our Multivariate Product (MVP) estimate offers significant improvements over existing bounds and performs well even for short sequence lengths.
Introduction
Although developers have produced a wealth of tools for analysts to employ, the assessment of topological accuracy remains one of the greatest challenges in phylogeny reconstruction.
The fundamental question is, quite simply, this: Once a tree is constructed from a sequence alignment, how confident can one be that the topology is correct? If the true topology, edge lengths, and stochastic process governing nucleotide substitution for a given set of taxa are known, then one should, in principle, be able to compute the probability that a given algorithm successfully reconstructs the tree from sequences of length n. Of course, this is not such an easy task. For a given set of k taxa, there are (2k − 5)!! unrooted bifurcating trees, and analyzing the probability that the correct tree will be selected becomes intractable for a large number of sequences. And even for small numbers of taxa this problem can be quite challenging: in the case of maximum likelihood, the analysis of a rooted three-taxa tree was found to be extremely complex (Yang, 2000) .
Despite the apparent inaccessibility of this problem, our understanding of phylogenetic accuracy may be summarized in a single, basic principle. Regardless of the method selected for their reconstruction, the quality of estimated trees depends upon the strength of the phylogenetic signal contained in the data, and this, in turn, is directly related to the length of the aligned sequences and the evolutionary distances among the taxa. We consider the case of unrooted quartets analyzed using the distance-based four-point-metric (FPM) (Buneman, 1971 ). Restricting our attention to the Jukes-Cantor (JC69) model (Jukes and Cantor, 1969) for nucleotide substitution, we now present a probabilistic estimate for the accuracy associated with reconstruction of quartets by the FPM, calculated as a function of the five quartet edge lengths and the length of the nucleotide alignment considered. While we are not the first to address this problem, we demonstrate that our results are significantly sharper than ex-isting bounds and accurate even for short sequence lengths. We also find that our estimates are useful in predicting the performance of non-distance-based algorithms, demonstrating applicability to both maximum likelihood and Bayesian methods.
Methods
We first present our derivation of a theoretical error probability for quartet reconstruction using the FPM under the JC69 model for nucleotide substitution. We then describe our empirical approach for estimation of this error probability from nucleotide sequence data.
Bound Derivation
The FPM is a distance-based method for estimating quartets. Given a matrix of estimated pairwise distancesD for four taxa W , X, Y , and Z, the FPM will choose the quartet
We note that the FPM and the Neighbor-Joining criterion (Saitou and Nei, 1987) are equivalent in the four-taxa case. Consider the general five-edge quartet shown in Figure 1 . The FPM will fail to correctly reconstruct this quartet if the sum d 12 +d 34 is greater than either d 13 +d 24 or d 14 +d 23 , and we are therefore interested in the probability
Under the JC69 model, the evolutionary distance between two sequences S i and S j is related to the probability p ij of observing a substitution at a given position by the following equation:
It follows thatd ij +d kl = − 
We define the following three random variables: . With this notation, the FPM will select the correct quartet with probability given by
We analyze the joint distribution of the three variables Q 1 , Q 2 , and Q 3 , beginning with consideration of the sequence data. While there are 256 possible patterns of nucleotides that may be observed at each position of the four sequences, only 15 of these are distinct patterns under the Jukes-Cantor model, ranging from four identical nucleotides (i, i, i, i) to four different nucleotides (i, j, k, l) . Given the set of 5 edge substitution probabilities
it is straightforward to compute the probability of each of these 15 patterns. For example, the probability of the pattern (i, i, j, j) is given by P r (i, i, j, j) 
where the summations are taken over the four nucleotides {A, C, G, T}, π(i) denotes the frequency of nucleotide i (all equal to 1 4 in this case) and p E (i, j) denotes the substitution probability from nucleotide i to j on edge E. Since we assume that each position is independent, the frequencies of the 15 patterns follow a multinomial distribution with parameters {p 1 , . . . , p 15 } and length n. The 15 proportions will therefore be approximately jointly normally distributed for large n, where the accuracy of the approximation depends upon n and the ratio R = max p i min p i (Carter, 2002 both approach infinity, then the distribution of N 1 N 2 will be asymptotically normal (Aroian, 1947; Ware and Lad, 2003) . This result clearly applies in our case, since for any random variable
, we have
Thus, Q 1 , Q 2 , and Q 3 will follow an approximate multivariate normal distribution for sufficiently long sequence lengths. We therefore need only to derive the parameters for this distribution, given by the mean vector (µ 1 , µ 2 , µ 3 ) and variance-covariance matrix Σ, to determine the approximate FPM error probability for a given quartet.
Rather than employing large sample approximations, we have computed the means and variance-covariance matrix for the three variables explicitly from the multinomial distribution of the 15 pattern frequencies. For example, the expectation of Q 2 is given by
where I ij is an indicator variable which takes the value of 1 if sequences i and j differ at a single position. While exact expressions for these parameters were cumbersome to derive, we have completed this task and are now able to calculate them quickly using software for any set of five edges and a specified sequence length.
Having derived the parameters for the joint distribution of (Q 1 ,Q 2 ,Q 3 ), computing the FPM probability P (Q 1 > max(Q 2 , Q 3 )) is equivalent to integrating the joint distribution over the appropriate region, a calculation that cannot be done explicitly due to the fact that there is no simple closed form expression for the integral of the multivariate normal density function.
Instead, we have written an algorithm to approximate this probability using the method of Riemann sums over a fine partition. To perform the computation, we note that the
Letting F X (·) and f X (·) respectively denote the cumulative distribution function (cdf) and probability density function (pdf) of a random variable X, it follows that
where the conditional distribution of Y 1 given Y 2 = y 2 is normal with mean µ Y 1 +ρ
. With this formulation, we approximate the integral in (6) by com-
for fixed values of y 2 , making use of the normal cdf and pdf functions available in the R software package (R Development Core Team, 2008). Our algorithm computes probability (6) using a minimum of 10,000 values of y 2 within a range of 20 standard deviations of µ Y 2 . The additive inverse of this approximate integral serves as our estimate of the FPM error probability, which we denote the MultiVariate Product (MVP) estimate.
Empirical Estimation of the MVP
To estimate the MVP from aligned sequence data, we have written a series of R functions which perform the following steps:
1. For any set of four sequences, the FPM is used to select one of the three possible quartets based on the estimated JC69 distance matrix.
2. The set of 5 quartet edge lengths are computed from the distance matrix according to the Neighbor-Joining (Saitou and Nei, 1987 ) algorithm for the quartet specified by the FPM step.
3. The estimated edge lengths and alignment length n are input as parameters into our algorithm to derive the empirical MVP bound associated with the quartet.
To reduce the variation associated with our empirical MVP estimates, we employ bootstrap resampling of the alignment positions to produce a distribution of values from which the average MVP is reported.
Results
We begin this section with a presentation of the accuracy of the MVP, both independently and in comparison to existing bounds. We then turn our attention to the performance of the empirical MVP on simulated quartets, and close with an example illustrating the application of the MVP to larger datasets.
MVP Accuracy
To demonstrate the accuracy of the MVP estimate, we first present simulation results for a simplified quartet with pendant edge lengths set to be identically equal to d E and internal edge length d I . We calculated our bound for sequence length 500 over a grid with 0.02
6 in increments of 0.02 (these regions were chosen so that the FPM would not be likely to fail due to the presence of undefined empirical distances, which occur wheneverp ij ≥ 0.75). We then simulated 100 datasets of length 500 for each of the
pairs and estimated the output quartet for each dataset using the FPM. We present our results in Figure 2 . Panel A displays the theoretical error probability contours computed by our bound. As expected, the predicted error rate is greatest for large d E and small d I . Panel B displays the differences between the theoretical probabilities and the empirical quartet estimation error. At all data points, the difference is less than 10%, which is consistent with the random variation expected from the estimation of a proportion from samples of size 100.
More importantly, the results show no evidence of systematic under-or over-estimation of the FPM error rate, with both positive and negative fluctuations observed throughout the parameter space.
MVP Offers Significant Advantages for Short Sequence Lengths
Theoretical results describing the relationship between phylogenetic accuracy and sequence length are typically asymptotic in nature, relating the required rate of increase in sequence length to the number of taxa considered (see, for example, Erdős et al. (1997) ). However, ours is not the first attempt to accurately estimate FPM error probabilities for finite sequence lengths. Saitou and Nei (1986) calculated error probabilities for specific three, four, and five-species rooted trees under the Jukes-Cantor and Kimura two-parameter (Kimura, 1980 ) models for a variety of distance-based algorithms based on a computational method employing simulations. Most similar to our approach is that of Sitnikova et al. (1995) , which assumed a multivariate normal distribution for the six pairwise estimatesd i,j and computed the variance-covariance matrix for these variables using the large-sample estimates gener- (Kimura and Ohta, 1972) . In evaluating the results generated by this approach, we have found that the Sitnikova et al. probability displays a systematic bias for short sequence lengths, increasingly underestimating the error probability as the length of the internal edge decreases relative to the leaf edges. To illustrate this deficiency, we consider one of Saitou and Nei's model trees (designated Tree A), which has pendant edge lengths (0.045, 0.045, 0.05, 0.13) and internal edge length 0.005 (see Figure 3 ). Tree A was the more "difficult" of the two trees considered by Saitou and Nei, with their estimates reporting that sequence lengths of over 2100 were required to guarantee 95% accuracy for the FPM under the JC69 model (the MVP would suggest that at least 2400 characters are required to achieve this level of accuracy). We simulated 500 datasets from this tree for sequence lengths between 50 and 3000 in increments of 50, estimated the quartet for each dataset using the FPM, and computed 95% confidence intervals for the error proportion at each sequence length. We then compared these results to the error probabilities generated by the MVP and the Sitnikova et al. approximation. As illustrated by Figure 4 , the Sitnikova et al. bound consistently underestimated the error probability, while the MVP was accurate for sequence lengths as short as 150.
Empirical Estimation of the MVP
To evaluate the performance of our empirical estimation of the MVP, we again simulated sequence data from the Saitou and Nei model Tree A. Figure 5 presents the distribution of MVP probability estimates for 100 datasets with sequence lengths increasing from 250
to 2000 in increments of 250. Side-by-side boxplots compare the raw and bootstrapped MVP estimates for each sequence length, with bars overlaid representing the true MVP probability for each value. As indicated by the boxplots, the empirical distribution of the raw MVP probability estimates is heavily right-skewed, particularly for the longer sequence lengths. The bootstrapped estimates, which were based on 500 replicates for each sample, are more symmetrical and much less variable (standard deviations ranged from 7.8% to 8.6%, compared to 12%-15.9% for the raw estimates), although they appear to display a negative bias for the shortest sequence lengths considered.
Comparison with other Methods
We now compare the performance of our empirical MVP to two of the most popular phylogeny assessment procedures: Bayesian posterior probabilities and bootstrap confidence values for quartets estimated by maximum likelihood. The results presented here are based on the analysis of Tree A for sequence lengths 500, 1000, 1500, and 2000. In each case, 500 datasets were generated using Seq-Gen Version 1.3.2 (Rambaut and Grassly, 1996) . FPM quartets were computed for each dataset using R scripts, and MVP estimates were computed as previously described with 500 bootstrap replicates per dataset. Maximum likelihood (ML) quartets were computed using the DNAML program in PHYLIP Version 3.67 (Felsenstein, 2007) with explicit specification of the JC69 model, and support values were computed based on 500 bootstrap samples using the programs SEQBOOT and CONSENSE. MrBayes Version 3.1.2 (Huelsenbeck and Ronquist, 2001 ) was used for the Bayesian analysis (MB), again with the JC69 model fully specified. The program was run in batch mode and posterior probabilities were estimated from 750 values for each dataset (based on 100,000 generations with sampling every 100 generations, with the first 250 values discarded as burn-in).
We first note that, for all of the sequence lengths considered, the performance results for the FPM, ML, and MB methods were all comparable, with no significant differences in the accuracy rates among the three methods (see Table 1 ). Furthermore, the proportion of quartets correctly reconstructed was well predicted by the theoretical MVP estimate for sequences of length 500, 1000, and 2000, although all of the methods, including FPM, outperformed the expected accuracy rate for sequences of length 1500 by over 3% (this appears to be an artifact of this particular dataset, since, as demonstrated by Figure 4 , there is no evidence to suggest that the accuracy of the MVP bound degrades as sequence lengths increase).
We now turn to an analysis of the maximum likelihood bootstrap values (ML-B), the Bayesian posterior probabilities (MB-P), and the empirical MVP estimates (MVP-E) as tools for assessing phylogenetic accuracy. MB-P and ML-B values, while based on different underlying statistical assumptions, are both generally considered to be estimates of the overall confidence one should have in the accuracy of the reconstructed topology. The MVP-E, on the other hand, is best interpreted as an estimate of the difficulty of the quartet reconstruction problem. For example, an MVP-E value of 0.80 would suggest that the sequences are sufficiently long to correctly reconstruct 80% of the quartets from data generated ac-cording to the underlying model tree. Thus, while it is desirable that MB-P and ML-B values be significantly higher for correct quartets than for incorrect ones, the distribution of MVP-E values is likely to be similar for both correct and incorrect trees. This difference is supported by our results, presented in Figure 6 . For all sequence lengths, the variance of the MVP-E values was significantly smaller than that of both the MB-P and ML-B values for both correct and incorrect trees, with values clustered in the vicinity of the expected MVP value for the given sequence length.
Application to Larger Datasets
Figure 7 displays a Neighbor-Joining (NJ) tree based on a mitochondrial DNA distance matrix for five primates along with bovine and mouse species computed from a dataset provided by Masami Hasegawa (Felsenstein, 2004) . While this tree is most likely somewhat incorrect due to the nonadditivity of the original distance matrix, the results agree with standard taxonomy and we consider this to be a biologically realistic approximation of the true mitochondrial DNA phylogeny for these species. This is a challenging tree to reconstruct due to the combination of long and short edges, and we have selected it to illustrate the potential application of the MVP estimate to the assessment of phylogenetic accuracy in this setting.
Using distances derived from the additive matrix associated with the fitted NJ tree, we first computed the MVP for each of the 35 quartets associated with the 7-taxa mitochondrial DNA tree for sequences of length 1000, 5000, and 10000. As an ad hoc procedure, we then selected the subset of quartets whose MVP estimates were less than 0.10 for each sequence length. These quartets were then input to the quartet aggregation algorithm Q* (Berry and Gascuel, 2000) (we note that Q* was selected for our purposes because it only includes conflict-free splits, and is therefore extremely unlikely to add incorrect edges). Our results indicated that, for sequences of length 1000, only the edge labelled {1} in Figure 8 , separat-ing the (Mouse,Bovine) clade from the remaining species, would be reconstructed from the subset of quartets with MVP error estimates less than 0.10. For sequences of length 5000, the edge labelled {2} would also be included, while the edge labelled {3} would be additionally included for sequences of length 10,000. Even sequences of this length would be insufficient to include the quartets necessary for reconstruction of edge {4}. To test the accuracy of these predictions, we simulated 500 datasets from this tree using Seq-Gen and reconstructed trees for each dataset using the methods of FPM+Q*, Neighbor-Joining (NJ), Maximum Likelihood (ML), and Bayesian estimation (MB). We also included Tree-Puzzle (Strimmer and von Haeseler, 1996) , a quartet-based method which weights quartets based on likelihood ratios. The results of these simulations are presented in Table 2 . As shown, the overall error rate varied considerably among the methods. FPM+Q* was consistently the worst performer, and MrBayes was significantly more accurate than the other methods for sequences of length 1000 with consistently strong performance for the longer sequences. The other methods fluctuated in their relative rankings, with ML outperforming both NJ and Tree-Puzzle for sequences of length 1000 but falling behind for the longer sequences. For all of the methods, however, the edges predicted by the quartet subset with less than 0.10 MVP error probability were reconstructed with high frequency. We note that our choice of 0.1 was somewhat arbitrary, based on a reasonably acceptable quartet-wise error rate of 10%.
Had we chosen a smaller value, such as 5%, the MVP would conservatively predict that only edge {1} would be reconstructed for sequences of length 5000, still adding edges {2} and {3}
for sequences of length 10,000. On the other hand, applying a less conservative error bound of 0.20 for the MVP-E would result in the selection of sufficient quartets to reconstruct all 4 edges for sequences of length 10,000, although, as shown in Table 2 , this would not be a reliable predictor of performance for FPM+Q*.
Because our predictions were based on an "oracle" approach in which the true edge lengths were known for each quartet, we next used our MVP-E method to estimate error probabilities for each of our simulated datasets, although the bootstrapping step was not employed in computing these estimates due to computational considerations. We then selected the subsets of estimated quartets with MVP-E error values less than 0.1 and ran Q* on each of these to determine which edges could be recovered from these subsets. The results from this procedure are provided in Table 3 . In no cases did we observe trees with incorrect clades (only contracted edges), so the table enumerates the edges with positive length for each of the 500 datasets for the three sequence lengths considered. For sequences of length 1000, the results agreed strongly with the theoretical predictions, with edge {1} exclusively reconstructed for 95% of the 500 datasets. As the sequence lengths increased, the results were more conservative: while edge {1} was reconstructed for 100% of the datasets, edge {2} was only reconstructed for 33% of the datasets for sequence length 5000 and 79.8% of the datasets for sequence length 10000. Similarly, edge {3} was only reconstructed in only half of the 500 datasets for sequence length 10000. These results suggest that the non-bootstrapped MVP-E procedure is overestimating the error associated with some of the quartets, which is consistent with the high variability shown in Figure 5 .
Discussion
A criticism of most existing quartets methods is that, because they typically treat all quartets equally, they "lose the ability to properly assess the noise in the inference" (Felsenstein, 2004) .
While our simple procedure employing MVP estimates in conjuction with the Q* algorithm was intended primarily as a proof of concept, it illustrates one of several approaches one might take to incorporate probabilistic error estimates in quartet-based phylogeny reconstruction.
And we should first consider the existing, well-developed algorithms that have incorporated quartet weighting schemes to improve performance. As noted earlier, Tree-Puzzle makes use of likelihood ratios to determine whether the algorithm should admit multiple competing configurations for a given quartet, and a modified quartet weighting algorithm based on likelihood ratios, designated Weight Optimization (WO), has also been proposed (Ranwez and Gascuel, 2001 ). More recently, the Short Quartet Puzzling algorithm , which builds trees from sets of quartets which are likely to be accurate on the basis of their diameters being smaller than a given threshold, has been shown to offer significantly improved performance over several other popular methods. Finally, an algorithm with the property of adaptive fast convergence, derived from the fast convergence property of the disk-covering method (Huson et al., 1999) , has been developed that explicitly makes use of a loose error bound to choose among available quartets in the phylogeny reconstruction process (Gronau et al., 2008) . Any of these algorithms could easily be modified to replace their current quartet weighting procedures with the MVP estimate, incorporating a more precise assessment of quartet accuracy. Of course, practical incorporation of the MVP is somewhat limited by its current restriction to the JC69 model. Extension of the MVP approach to more general nucleotide substitution models is not a trivial matter, but we plan to develop methods for the Kimura two-parameter (K2P) and F84 (Felsenstein and Churchill, 1996) models in the next phase of our research.
In addition to providing an alternative approach to quartet weighting, the MVP could also be employed as a tool for sequence selection. While the idea of discarding taxa to improve the performance of phylogenetic methods is rather controversial, there are situations in which the inclusion of inappropriate sequences will significantly impact the quality of an analysis. In these cases, edge lengths are typically excessively long and there may be few, if any, quartets involving the sequence that can be accurately estimated with high probability. As noted in the Tree-Puzzle Manual, if "single sequences have a high percentage of unresolved quartets
[quartets for which at least two of the three topologies are equally likely], this sequence should be discarded from the dataset, because it might be a source of ambiguity." (Schmidt et al., 2004) . The MVP could be adapted in this case to efficiently identify the subset of sequences for which a fully resolved tree topology could be reconstructed from available data. Such a procedure could also be employed in conjunction with phylogenetic networks, visualization tools which allow for the display of multiple topologies in an informative manner. For example, the QNet algorithm (Grünewald et al., 2007) , which constructs a network from sets of quartets, could be annotated with MVP estimates, perhaps even allowing for "nested" networks based on MVP confidence levels. And, where possible, MVP estimates could be incorporated into the analysis of the phylogenetic informativeness profile of a dataset to determine whether observed polytomies are most likely due to insufficient signal in the sequences considered or rapid radiation, guiding researchers in gene and taxa selection for subsequent studies (Townsend, 2007) .
In practice, phylogenetic results are typically assessed through the specification of a threshold for bootstrap or posterior probability values, above which one is expected to be reasonably confident that the reconstructed clades are accurate. However, the appropriate choice for such a threshold is not obvious, and the impact of such a choice is even more difficult to assess. If we interpret the 100(1 − α)% threshold to mean that fewer than α% of the quartets meeting this threshold should be false-positives, than this criterion would be satisfied by all three of the methods considered in our quartet analysis at every specified threshold for every sequence length. This is useful if one is primarily interested in minimizing false-positives, but, as our results demonstrate, false-negatives may be of greater concern. In fact, because
bootstrap support values have been found to be somewhat conservative in their support for true nodes, some applied researchers have suggested that 70% bootstrap support is adequate for drawing phylogenetic conclusions due to the method's high false-negative rate (Soltis and Soltis, 2003) . While our results agreed with previous findings indicating that false-negative rates are higher for bootstrap support values than for Bayesian posterior probabilities (Alfaro et al., 2003) (Douady et al., 2003) , both methods exhibited unacceptably large false-negative rates for the most restrictive thresholds, suggesting that the practice of only including nodes with very strong support is highly insensitive. However, resolution of this issue is complicated, and the challenge of balancing sensitivity and specificity will continue to generate debate. We hope that the contribution of the MVP estimate, as a measure of the difficulty of an underlying quartet reconstruction problem, might offer an alternative perspective for researchers to consider in assessing the quality of their phylogenetic results. 
