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ABSTRACT
This paper describes a new method for Symbolic Regression that allows to find mathematical
expressions from a dataset. This method has a strong mathematical basis. As opposed to other
methods such as Genetic Programming, this method is deterministic, and does not involve the creation
of a population of initial solutions. Instead of it, a simple expression is being grown until it fits
the data. The experiments performed show that the results are as good as other Machine Learning
methods, in a very low computational time. Another advantage of this technique is that the complexity
of the expressions can be limited, so the system can return mathematical expressions that can be
easily analysed by the user, in opposition to other techniques like GSGP.
Keywords Symbolic Regression ·Machine Learning · Artificial Intelligence
1 Introduction
In Machine Learning, supervised learning allows to find models which represent the relationship between a series of
inputs and outputs. Nowadays, there are many different techniques for finding these models such as Artificial Neural
Networks [1]. However, many of these methods, even they show good results in the modelling, do not give hints about
the true relationship between inputs and outputs. In many environments, a black-box model is not enough, since the
objective is to find an equation that the expert can analyse and thus increase the knowledge about the system being
modelled.
This work proposes a new method for symbolic regression: from a dataset (inputs/outputs), this method allows to find
mathematical expressions that can reproduce this relationship. These expressions will be of benefit to many experts to
understand the behaviour of a system.
Nowadays there are few different methods for symbolic regression. The most used ones are based on Genetic
Programming (GP) [2] [3] which is a general-purpose evolutionary technique. The first and most common representation
in GP is tree-shaped. However, recently other different representations have arisen, such as Linear GP [4], Stack-based
Genetic Programming [5], Cartesian Genetic Programming (CGP) [6], Positional Cartesian Genetic Programming
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(PCGP) [7]. However, trees are still the most used codification for mathematical expressions for symbolic regression
tasks.
GP works from an initial population of trees, that undergo an evolutionary process with the execution of selection,
crossover, mutation and replacement operators. These operators are based on randomness, and this makes the whole
process a time-consuming task. For instance, the original crossover operator proposes the random combination of
mathematical expressions, although there are different approaches that try to combine useful parts [8][9]. On its
side, mutation operator also makes random changes in a mathematical expression. All of this makes that although
the evolutionary process is a search driven by the fitness function, it needs the computation of many mathematical
expressions that are not going to be part of the final expression. Also, although the algorithms behind GP are well-known,
its global behaviour is still to be studied, and the obtained results lack of a mathematical basis. However, as a system
capable of performing symbolic regression, it has been successfully applied to real-world problems such as integrated
circuit design [10] or civil engineering [11].
Recently, a new type of GP, called Geometric Semantic Genetic Programming (GSGP) has arisen [12]. This approach
works in the so-called geometric space, which is conformed by the outputs of the GSGP programs (semantics). In
this space, the targets are another point in the semantic space. Its performance, measured in results and time, is much
higher than GP. However, a big drawback of this technique is that its result is a tree with an excessive number of nodes,
usually higher than 1015 [13] Although there are works that try to reduce this number [14], the resulting program are
still very complex, many times as a sum of different mathematical expressions. On another hand, it was demonstrated
that the resulting expression that the final expression it is a sum on the expressions generated on the first generation
[13]. This fact, having as result oversized and very complex expressions, has become a big drawback of this technique
since the evolved expressions are not understandable by a human being. However, it has been successfully applied in
many real-world environments such as financial [15] or biomedical [16].
Symbolic regression is a research field that was hardly been explored outside of GP literature, with very few works
describing non-evolutionary approaches [17][13]. However, although their computation time is very low and they show
good training results, they are based on the combination of different functions that work as a basis on a L2 space. Thus,
the resulting expression is the weighted sum of a series of expressions. As was already said, this was also demonstrated
to happen in GSGP [13]. This leads again to having a system that returns expressions that are not understandable by a
human.
Therefore, there is still the need of one technique that can generate simple mathematical expressions, easily understand-
able by the human, with a mathematical basis, that works in short time. This work presents a technique with all of these
features. An additional advantage of this technique is that it is deterministic.
This work is not based on GP or GSGP. The only similarities between this work and GP is that the expression has
shape of a tree as in traditional GP, and that we work in the semantic space as in GSGP. As opposed to GP or GSGP,
the system proposed in this paper does not need to generate (and evaluate) a population of expressions. Instead of
it, a single expression is being sequentially improved, and each change performed to it is guaranteed to improve its
performance.
2 Model
Usually when working in Machine Learning, the user has a dataset arranged as a matrix with dimensions NxL or LxN,
being L the number of variables or features, and N the number of patters. In supervised learning, a target matrix is also
needed, with dimension of NxT or TxN, accordingly with the previous, being T the number of outputs. In the case of
symbolic regression, since a single equation is desired, T=1. The most common way of working with this is creating
a L-dimensional space, in which each dimension corresponds to each variable. Thus, each pattern is a point in that
L-dimensional space.
However, in this paper we work with a N-dimensional space, with one dimension for each pattern. Therefore, each
variable corresponds to a single point in this space, and the targets are also a point in this space. Moreover, the output of
a model (not limited to being a equation) gives one value for each pattern, thus making a vector in this space. Therefore,
each model is represented also as a point in this space. In GSGP, this space is called "semantic space", because the
output of each model is called the semantic.
Similarly to GSGP, a model has a semantic, i.e., a vector in the semantic space composed by the outputs oi for each
pattern. Since the targets ti are also a point in the semantic space, the Euclidean distance between these two points can
be measured with equation 1.
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distance =
√√√√ L∑
i=1
(oi − ti)2 (1)
This equation corresponds to the square root of the SSE (Sum Squared Error) of the model. Thus, finding a better model
(i.e., a model with a lower SSE) is equivalent to finding a model closer to the target point. Therefore, a N-dimensional
sphere is being created, and any model inside this sphere will be a better model (i.e., with a lower SSE). This sphere has
as radius the square root of the SSE (Root Sum Squared Error, RSSE), with the following equation:
L∑
i=1
(oi − ti)2 < SSE (2)
Also, in order to minimize the impact of having a large or low number of patterns, this number N is usually inserted
into the equation, having as result the Mean Square Error equation to minimize, shown in equation 3
1
N
N∑
i=1
(oi − ti)2 < MSE (3)
Again, a new model with outputs oi that complies with the restriction of equation 3 is a model with a lower MSE, and
closer to the target. If the model being processed can undergo different improvements, the best improvement will be the
one that makes the model closer to the target point. This is the improvement that makes the new outputs maximize the
reduction in MSE, given by equation 4
reduction = MSE − 1
N
N∑
i=1
(oi − ti)2 (4)
This turns the problem of improving the model into an optimization problem: the more positive the result of equation 4
is, the better the performance of the new model will be. If different improvements are possible, then the one selected
will be the one that maximizes equation 4. If none of these possible improvements lead to having positive values in
equation 4, then the improvement process has finished.
As was previously stated, the equation being developed has the shape of a tree. As in GP, we will distinguish two types
of nodes: terminal, or leaves of the tree, and non-terminal, or functions. As terminal nodes we use only those variables
of the problem, and constants. As functions we use the four arithmetic operators: +,-,*,/. Note that we do not use "%" as
protected division. In GP it was necessary to protect that operation because, as a result of many different combinations,
chances are that some divisions by zero will be performed. In this case, the tree being developed will always be correct,
with no divisions by 0.
The tree being developed will have a semantic determined by the outputs to each pattern. As has already been said,
this tree can be a terminal or non-terminal. In the second case, the root of the tree will be any of the four arithmetic
operators, and each of its children will be another tree, with their corresponding semantic and their corresponding
points in the semantic space. Therefore, a tree with n nodes is represented in the semantic space as the semantic point
of the root of the tree, but also as n-1 different points. If any of these nodes is modified, then its semantic point will be
moved. This has the consequence that the overall evaluation values of the root of the tree are changed and the semantic
point of the root of the tree will be moved too. Note that constants and variables (terminal nodes of the tree) also have a
semantic value, representing one point in the semantic space.
Fig 1 shows an example of an expression with a semantic represented by the point p1, and the targets situated at the
point t. The circle around the targets represent the different expressions that have the same RSSE as p1. Thus, any
expression inside this circle has a lower RSSE. In this case, the expression with a semantic represented by the point p2
is inside the circle, so the expression p1 can be replaced by p2 with a reduction of the RSSE. Note that a lower RSSE
leads to having a lower SSE, which also leads to having a lower MSE. This reduction in can be calculated as described
in equation 4. This figure also shows another expression, p3, that is outside the circle. This means that replacing p1 for
p3 leads to having a higher RSSE, SSE and MSE. In this case, the calculation of the reduction returns a negative value.
As has been already explained, only positive values in reduction lead to an improvement.
The key idea of this work is that we may not have a tree that makes a positive reduction in equation 4, moving its
semantic to get closer to the target point. However, it might be easier to modify one node in any branch in order to
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p1
p2
t
RSSE1 RSSE2
p3
RSSE3
Figure 1: Example of N-dimensional sphere generation
move the root towards the target. This modification is done by changing that subtree into another. The question is how
to find the new subtree that will substitute it. In order to find it, each node of the tree has associated an equation to
calculate the MSE from its outputs. As happens with the root, this equation can be used to quantify the improvement of
the overall result if the outputs oi of this node are modified. This equation represents a shape in the semantic space:
MSE =
1
N
N∑
i=1
(
ai · oi − bi
ci · oi − di )
2 (5)
For the root of the tree, ai = 1, bi = ti, ci = 0 and di = −1, leading the equation 3. For the rest of the nodes, the
values of ai, bi, ci and di have to be calculated from their parents in the following way:
• Sum operation. In this case, the output of the node is written as oi = xi + yi, being xi and yi the outputs
(semantics) of its two children. The equation for the first child becomes the following:
1
N
N∑
i=1
(
ai · (xi + yi)− bi
ci · (xi + yi)− di )
2 =
1
N
N∑
i=1
(
ai · xi − (bi − ai · yi)
ci · xi − (di − ci · yi) )
2 (6)
which has the shape of equation 5 with a′i = ai, b
′
i = bi− ai ∗ yi, c′i = ci and d′i = di− ci · yi. For the second
child, the equation is very similar:
1
N
N∑
i=1
(
ai · (xi + yi)− bi
ci · (xi + yi)− di )
2 =
1
N
N∑
i=1
(
ai · yi − (bi − ai · xi)
ci · yi − (di − ci · xi) )
2 (7)
which has the shape of equation 5 with a′i = ai, b
′
i = bi − ai ∗ xi, c′i = ci and d′i = di − ci ∗ xi.
If the operator sum is the root of the tree, then a′i = ai = 1, c
′
i = ci = 0, d
′
i = di = −1, and bi = ti. In this
case, the resulting equations for the two children are the following
1
N
N∑
i=1
(xi − (ti − yi))2 (8)
1
N
N∑
i=1
(yi − (ti − xi))2 (9)
and can be interpreted for each child as "move the target value substracting from it the value of the output of
the other child" and apply the original equation. Thus, as was done in the root node, two spheres in the space
are created, with centers in t-y (for the first child) and t-x (for the second child), i.e., the target values for the
root of the tree has been moved to a different position for each of the children. If any tree is found which its
outputs, applied to equations 8 or 9 has a lower value, then the MSE will be reduced. From another point of
view, if a subtree is found inside one of these spheres, the corresponding first or second child of the root can be
replaced by this new subtree. As a consequence, the semantic of the tree will move towards the target, having
an improvement in the overall result. In general, from a shape given by equation 5 the sum operation creates
two new identical shapes in other points.
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Figure 2: Examples of calculating new shapes for the sum operation (a), and multiplication operation (b)
Figure 2 a) shows an example of a tree situated in p. This tree is (p1 + p2). The calculation of the equations for
each child leads to having a similar shape, but translated according to the values of p1 and p2. The resulting
shapes (in this case, spheres) still have the semantics in the border.
• Substraction operation. This case is very similar to the previous one: the output of the node is written as
oi = xi − yi, being xi and yi the outputs (semantics) of its two children. The equation for the first child
becomes the following:
1
N
N∑
i=1
(
ai · (xi − yi)− bi
ci · (xi − yi)− di )
2 =
1
N
N∑
i=1
(
ai · xi − (bi + ai · yi)
ci · xi − (di + ci · yi) )
2 (10)
which has the shape of equation 5 with a′i = ai, b
′
i = bi + ai · yi, c′i = ci and d′i = di + ci · yi. For the second
child, the equation is:
1
N
N∑
i=1
(
ai · (xi − yi)− bi
ci · (xi − yi)− di )
2 =
1
N
N∑
i=1
(
−ai · yi − (bi − ai · xi)
−ci · yi − (di − ci · xi) )
2 (11)
which has the shape of equation 5 with a′i = −ai, b′i = bi − ai · xi, c′i = −ci and d′i = di − ci · xi.
Again, if this operator is used as root of the tree, the sphere of the root will be moved to t+y for the first
child and x-t for the second child, but the idea is the same: if a tree is found inside any of these spheres, the
corresponding child can be replaced with this tree and the overall result will be improved. In general, the sum
and substraction operations creates two new identical shapes in other points.
• Multiplication operation. In this case, the output of the node is written as oi = xi ∗ yi, being xi and yi the
outputs (semantics) of its two children. The equation for the first child becomes the following:
1
N
N∑
i=1
(
ai · (xi · yi)− bi
ci · (xi · yi)− di )
2 =
1
N
N∑
i=1
(
(ai · yi) · xi − bi
(ci · yi) · xi − di )
2 (12)
which has the shape of equation 5 with a′i = ai · yi, b′i = bi, c′i = ci · yi and d′i = di. For the second child, the
equation is very similar:
1
N
N∑
i=1
(
ai · (xi · yi)− bi
ci · (xi · yi)− di )
2 =
1
N
N∑
i=1
(
(ai · xi) · yi − bi
(ci · xi) · yi − di )
2 (13)
If the multiplication operator is the root of the tree, then a′i = ai = 1, c
′
i = ci = 0, d
′
i = di = −1, and bi = ti.
In this case, the resulting equations for the two children are the following:
1
N
N∑
i=1
(yi · xi − ti)2 = MSE (14)
1
N
N∑
i=1
(xi · yi − ti)2 = MSE (15)
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These equations can be rewritten as
N∑
i=1
(xi − tiyi )2
(SSEyi )
2
= 1 (16)
N∑
i=1
(yi − tixi )2
(SSExi )
2
= 1 (17)
and therefore are the equations of ellipsis. These equations can be interpreted for each child as "move the
target value through the line determined by the target vector, and shrink or extend the radius of the sphere
in each dimension according to the other child outputs" and apply the original equation. Thus, the sphere of
the root of the tree becomes ellipses in each of the two children. However, the reasoning is the same: if a
new subtree is found inside these new shapes (ellipsis), then the result of the application of equation 14 or 15
will be equal to a lower MSE, and its semantic will move towards the target. In general, the multiplication
operation creates new shapes in other points, which are distortions of this one.
Figure 2 a) shows an example of a tree situated in p. This tree is (p1 ∗ p2), with p1 = (1, 2) and p2 = (2, 1).
The calculation of the equations for each child leads to having the sphere translated and shrink according to the
values of p1 and p2. The resulting shapes are ellipsis, and, as in the rest of the cases, still have the semantics in
the border.
The use of the operations of sum, substraction and multiplication allows the building of complex trees, and
having a semantic space with different N-dimensional ellipsoids. If a model is found inside one of these
ellipsoids, the corresponding node can be changed with that model. When this is done, the semantic of the root
of the tree get closer to the target, the MSE gets lower, the radius of the sphere of the root of the tree shrinks
and the rest of the spheres/ellipses move from their places and shrinks in the same amount.
• Division operator. In this case, the output of the node is written as oi = xi/yi, being xi and yi the outputs
(semantics) of its two children. The equation for the first child becomes the following:
1
N
N∑
i=1
(
ai · (xi/yi)− bi
ci · (xi/yi)− di )
2 =
1
N
N∑
i=1
(
ai·xi−bi·yi
yi
ci·xi−di·yi
yi
)2 =
1
N
N∑
i=1
(
ai · xi − bi · yi
ci · xi − di · yi )
2 (18)
which has the shape of equation 5 with a′i = ai, b
′
i = bi ∗ yi, c′i = ci and d′i = di ∗ yi. For the second child,
the equation is:
1
N
N∑
i=1
(
ai · (xi/yi)− bi
ci · (xi/yi)− di )
2 =
1
N
N∑
i=1
(
ai·xi−bi·yi
yi
ci·xi−di·yi
yi
)2 =
1
N
N∑
i=1
(
−bi · yi − (−ai · xi)
−di · yi − (−ci · xi) )
2 (19)
which has the shape of equation 5 with a′i = −bi, b′i = −ai · xi, c′i = −di and d′i = −ci · xi.
If this operator is the root of the tree, then a′i = ai = 1, c
′
i = ci = 0, d
′
i = di = −1, and bi = ti. In this case,
the resulting equations for the two children are the following:
1
N
N∑
i=1
(
xi − ti · yi
yi
)2 =
1
N
N∑
i=1
(
1
yi
· xi − ti)2 (20)
1
N
N∑
i=1
(
−ti · yi + xi
yi
)2 =
1
N
N∑
i=1
(
xi
yi
− ti)2 (21)
In the first case, the effect is similar to the multiplication operation: the target value for the first child is moved
along the line given by the target vector, and the radius is extended/shrink according to the values of the
second child. In the second case, the sphere is turned into a completely different shape. Therefore, the division
operation can transform ellipsoids into different shapes.
Before a tree is going to be improved, each node has to be evaluated, and this information has to be stored on its
corresponding node. this evaluation process goes from the bottom of the tree to the top. After it, the values of ai, bi,
ci and di have to be calculated. This process goes from the top, with values of ai = 1, ci = 0, di = −1, and bi = ti,
to the bottom of the tree, following the described equations. Once these values have been found for each node, the
search for subtrees that can substitute a node begins. For each subtree that could substitute a node, the evaluation values
6
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Figure 3: Examples of a) constant search, b) variable search, c) constant-variable search, d) constant-expression search
(semantic) of this tree is evaluated on each equation of each node. Finally, the node selected to be replaced and the
subtree to replace it will be the ones that return a higher positive value in the equation
MSE − 1
N
N∑
i=1
(
ai · oi − bi
ci · oi − di )
2 (22)
The search for subtrees has 4 different methods: search for constants, search for variables, search for constants combined
with variables (constant-variable search) and search for constants combined with expressions (constant-expression
search). The following subsections discuss each part.
2.1 Search for constants
One of the biggest problems in GP is constant generation. In the first approaches, constant generation was left to the
evolutionary process. An ephemeral random constant was included into the terminal set, so each time it was selected in
the building of a tree, a random constant in a predefined interval was generated. The building of a useful value was left
to the evolutionary process, by successive combination of these random constants. Even there are some approaches
using gradient descend [18][19], this technique is still slow, demanding a high number of useless operations, being very
inefficient.
Within a tree, constants take place as a terminal node. Therefore, they can be seen as trees with a single node,
representing its constant value, and therefore they are also considered as a model, with a semantic. The particularity of
the semantic of a constant k is that all of the elements of the vector semantic take the same value: oi = k. In other
words, the semantics of all of the constants are situated on the line span(1, 1, ..., 1).
Given a node of the tree, with its corresponding equation, the objective is to find the constant that maximizes equation
22, i.e., the constant k that minimizes the following equation:
1
N
N∑
i=1
(
ai · oi − bi
ci · oi − di )
2 =
1
N
N∑
i=1
(
ai · k − bi
ci · k − di )
2 (23)
The way to find this constant is to calculate the derivative of this expression, set it equal to zero, and calculate the value
k. Being the original equation a sum of squared expressions, any value of k that makes the derivative equal to 0 will be
a minimum, since equation 23 does not have any maximum. The derivative of this expression is the following equation:
7
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2
N
N∑
i=1
(bi · ci − ai · di) ai · k − bi
(ci · k − di)3 (24)
In general, calculating the values in which this expression becomes 0 is a time-consuming task, because it involves
building a 3N-order polynomial and finding its roots, with N being possibly very high. Also, there are many possible
values for k. However, this calculation can be simplified in some common situations:
• ci = 0 and ai = 0 (i=1,...,N). In this case, the function is constant and has no minimum.
• ci = 0 (i=1,...,N) and any di = 0. In this case, the function can not be calculated and therefore there is no
minimum.
• ci = 0 and di = −1 or di = 1 (i=1,...,N). This situation happens when no division has been performed yet. In
this case, there is only one minimum value of k, being its value:
k =
∑N
i=1 ai · bi∑N
i=1 a
2
i
(25)
• ci = 0 and di 6= 0 (i=1,...,N). In this case, the only minimum value of k is given by:
k =
∑N
i=1
ai·bi
d2i∑N
i=1
a2i
d2i
(26)
• ci 6= 0 and di = 0 (i=1,...,N). In this case, the only minimum value of k is given by:
k =
∑N
i=1
b2i
c2i∑N
i=1
ai·bi
c2i
(27)
• ci and di are constants ci = kc and di = kd (i=1,...,N). In this case, the only minimum value of k is given by:
k =
∑N
i=1 bi · (bi · kc − ai · kd)∑N
i=1 ai · (bi · kc − ai · kd)
(28)
Otherwise, as was stated, the finding of the minimum values can be a time-demanding task. However, in this work
we propose the alternative solution of evaluating a set of points that can have a low value in equation 5. These values
are the zeros on each polynomial inside the sum. These values are given by bi/ai. In general, the minimum value of
equation 5 will not be any of these values. However, one of them will take a close value. In order to avoid rounding
errors, in this calculations those zeros with values close to any poles are excluded.
Therefore, in the general case the process is to take the N bi/ai zero values, exclude those values with coincidence with
the poles given by di/ci, and evaluate them with equation 5. The one with the lowest value is chosen as k.
It is important to highlight that this process of finding a constant can be performed for each node of the tree to be
improved, whether it is a constant, variable or a non terminal node. The user may decide on which nodes he wants this
search to be performed. Once a value of k has been found for a node, if the result of equation 22 is positive, then a
single-node terminal tree representing this constant can substitute this node in the tree, leading to an improvement in
the MSE.
This process allows the creation and refinement of constants. However, this is not limited to changing the value of one
constant for another (i.e., one terminal node representing a constant for another terminal node representing a constant).
The node selected to be replaced by a constant can be a non-terminal. In this case, the tree is being reduced, having the
result a lower number of nodes. In general, it has been found that, as result of this search, most of the times a constant
is changed into another. Therefore, this search technique is very useful to refine the constant values of the nodes of
the tree. Sometimes a variable or a non-terminal node (thus reducing the tree) is changed by a constant. However,
since these situations occur very few times, much computational time can be saved by performing this search only on
constant nodes, and exploring the rest of the nodes only when needed. As in the rest of the searches, the user can decide
whether he wants to perform this search only on constant nodes and maybe skip an interesting improvement, or perform
a full search on all of the nodes of the tree.
8
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Figure 3 a) shows and example of a constant search. The shape given by equation 5 has an intersection with the grey
line defined as span(1,1,...,1). Any constant node is on this line. Therefore, any constant node on this line and inside the
ellipsis would give a lower MSE than the given tree. This method returns the constant that returns the lowest MSE for
this shape.
2.2 Search for variables
This process is easier to calculate than the previous one. As happens with constants, each variable is represented by a
terminal node, with a semantic. Therefore, variables are also points in the search space.
Once the equations 5 have been calculated for each node of the tree, each of these equations are evaluated with the
semantic of each variable. Those pairs (node, variable) with a positive value in equation 22 represent a possible
substitution of a node with a terminal node representing a variable with an improvement in the overall MSE. These are
variables inside the shape of that node in the semantic space.
As in the previous search process, any node of a tree can be selected to be changed with a variable, being this node
constant, variable or non-terminal. Therefore, the number of nodes in the tree can not grow with this method, as in the
previous one, and the tree can be reduced. As in the previous search, the user may decide on which nodes he wants to
perform this search. Obviously, is this search on being performed on variable nodes, those variables equal to the nodes
being explored are excluded.
As in the previous search, it has been found that this search is successful most of the times on constant nodes. Therefore,
computational time can be saved if this search is performed only on constant nodes, and exploring the rest of the nodes
only when needed.
Those variables with constant values (the same values for each datapoint) are excluded from this computation, since
they are constants and could be optimised by the previous method.
Figure 3 b) shows and example of a variable search. The variable x3 was found to be inside the shape given by equation
5. Therefore, the given tree can be replaced by this variable, having an improvement in MSE. Variables x1 and x2 do
not lead to improving MSE.
2.3 Search for variables combined with constants
With the two search methods already described, the number of nodes of the tree can become lower. However, often
there is the need to find larger and more complex trees to get closer to the solution. This subsection allows the finding
of simple subtrees with 3 nodes to replace another node of the tree. If this node to be replaced is a terminal node, then
the tree will grow.
The idea behind this search method is a combination of the two previous methods. After the calculation of each equation
on the nodes of the tree, it is possible not to find a constant or a variable that improves the MSE (a constant or a variable
inside any of the shapes in the space). However, although a variable x is not inside any of the shapes, the models k+x,
k-x, k*x or k/x may be inside one of the shapes, for any value of k. These four expressions represent, each of it, a
line in the semantic space. This search method will look for the intersection of one of these lines with each of the
shapes. Looking for intersections is equivalent to looking for the best value of k. Therefore, this third method proposes
the search of a variable combined with a constant, with one of the for arithmetic operations. For each variable x, the
possibilites are:
• Sum operation. Although the variable x represents a single point in the search space, the expression (k+x)
which represents a line in the search space. This line goes parallel to the line in which constants are situated.
Therefore, if the variable x is not inside any of the shapes, any section of the line (k+x) may be inside of the
shapes. The expression (x+k) is represented by a tree with three nodes: a non-terminal node representing the
sum, and two nodes, with the constant k and the variable x.
The objective here is, given a node with its equation calculated, to find a constant value that maximizes
equation 22 for the semantic of the tree (k+x). To do this, a new equation is calculated from the ai, bi, ci,
and di values of the equation of this node. As the constant is going to be situated as the first child of the
sum operation, this new equation is calculated as in equation 8, with a′i = ai, b
′
i = bi − ai · xi, c′i = ci and
d′i = di − ci · xi, where xi are the values of the variable x for each pattern. With this new equation, the
constant optimization process described in section 2.1 is performed. As a result, an improvement value is
returned, a positive one indicates that this node can be replaced with (k+x).
• Minus operation. Similarly with the previous case, the expression (k-x) represents a line the space, parallel to
the constant line, and parallel to (k+x) line. Note that in the previous case the position of the constant and
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variable is indifferent: (k+x) and (x+k) leads to the same expression. However, in this case the constant must
be the first argument of the minus operation, and the variable the second. Otherwise, we would be again in the
previous case. to keep coherence, in all of these four cases the constant is going to be the first argument.
The process is similar in all of the four cases: given a node with an equation represented by ai, bi, ci, and
di, a new equation is calculated, this time from equation 18: with a′i = ai, b
′
i = bi + ai · xi, c′i = ci and
d′i = di + ci · xi. Once this equation was calculated, the constant optimization process is performed.
• Multiplication operation. In this case, the expression (k*x) represents a line in the search space in which the
vector x is included, i.e., all of the vectors in (k*x) are collinear to x. The objective here is the same: find the
value of k that minimizes equation 5.
Given a node of the tree with an equation represented by ai, bi, ci, and di, a new equation is calculated, this
time from equation 12: a′i = ai ·xi, b′i = bi, c′i = ci ·xi and d′i = di. With this equation, the previous constant
search process is undergone, having as result a value of reduction in MSE.
• Division operation. In this case, the expression (k/x) represents a line in the search space in which the vector
given by the values 1/xi is included, i.e., all of the vectors in (k*x) are collinear to the vector given by 1/xi.
With the same objective as in the previous cases, and given a node, from the equation of this node a new one is
calculated, with equation 18: a′i = ai, b
′
i = bi · xi, c′i = ci and d′i = di · yi. The same constant optimization is
performed. In this case, those variables with any value equal to 0 are excluded from this search.
As in the minus operation, this operation does not allow changing the order of the children. If (x/k) was chosen
instead of (k/x), then an operation similar to the previous one (constant-variable search with multiplication
operation) will be being performed, having as result the value of 1/k.
This process can be done for each node of the tree, whether it is a constant, variable or non-terminal. As a result, the
combination selected is the one that returns a higher value in equation 22, in case it is higher than 0. This combination
states which node can be changed and which 3-node tree insert in its place. The node to be changed can be terminal or
non-terminal, so this search process can lead to having the tree increase or decrease the number of nodes. However, it
has been found that most of the times this search is successful only on terminal nodes (constants and variables), and
sometimes on non-terminal nodes. As in previous searches, performing this search only on terminal nodes may save
computational time.
Figure 3 c) shows and example of a constant-variable search. The shape given by equation 5 does not have an
intersection with the grey line defined as span(1,1,...,1), and there are not variables inside this shape. Therefore constant
and variables searches would not be successful. However, from the variable x1 four different lines can be defined:
k + x1, k − x1, k ∗ x1 and k/x1. In this case, the grey lines k + x1 and k ∗ x1 have an intersection with the shape, so
in both cases a constant can be calculated to have an expression k + x1 or k ∗ x1 that improves MSE. The given tree
would be replaced with this expression.
As in the previous search, those variables with constant values (the same values for each datapoint) are excluded from
this computation.
It is important to remark that this search has to be carefully used so it does not "hide" a constant search. For instance,
the branch "3.2 + x3" can be selected for this search. As a result, this node could be changed by "3.5 + x3" in this
constant-variable search. However, in practice what was done is to change the constant node from a value of 3.2 to a
value of 3.5. For this reason, for a specific variable and each of the four operations (+,-,*,/), this search is not performed
on nodes representing the same operation, with a constant as first child and the same variable as second child.
Moreover, even with the described precaution, it is possible to use this operation to "hide" a constant search. Another
example could be in the tree (3.4 + x2), in which x2 could be replaced by (0.1 + x2). This has as result the tree
(3.4+(0.1+x2)), which has a semantic equivalent to (3.5+x2), and could be generated by a constant search. Another
example could be ((1.2 ∗ x1) + x1). In this tree, the second x1 could be changed into (0.5 ∗ x1), and the resulting tree
would be ((1.2 ∗ x1) + (0.5 ∗ x1)), which has a semantic equivalent to (1.7 ∗ x1) or ((0.7 ∗ x1) + x1). This last tree
could be found from the original one, by performing a constant search on the constant leaf.
In general, it is hard to determine when a constant-variable search can "hide" a constant search. This situation makes
the trees unnecessarily large, with possibly a high number of nodes (see section 2.6). If a constraint to the size of the
tree is set, then the algorithm could be prematurely stop because of having too many nodes that could be simplified.
One way to avoid this problem is, before this search takes place, optimize all of the constants. This process is described
in section 2.6, ans is based on constant search.
Another possibility is to perform a constant search when this search is done. With this approach, a modification of a
constant and a constant-variable search that modifies the same constant will have the same MSE reduction. The first of
them (constant search) would be the chosen to modify the tree.
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2.4 Search for expressions combined with constants
The previous search allows the tree to grow by replacing terminal nodes with small branches. However, once a part of
the tree has been built, it will unlikely be modified, and its modification involves the deletion of a branch and substitution
by a constant, variable or constant-variable branch. This can be undesirable, since that deleted part of the tree has
proved to be useful. Therefore, a method that allows the modification of a branch without deleting it is desirable.
This search allows the tree to grow by modifying a non-terminal node of the tree. This modification is done as in the
previous cases: finding a better branch and replacing the whole subtree with this branch. However, in this case, the
branch contains the previous subtree, so it it not deleted but modified. For instance, a node 2.5/(3+x2) can be replaced
by the branch (3.4 + 2.5/(3+x2)), in which the second child is the previous subtree.
The idea behind this search method is similar to constant-variable search. In this case, the node selected represents a
point p in the semantic space in the border of the MSE shape. There may be a constant k that makes (k+p) inside the
MSE shape, thus improving the MSE. As in the previous search, (k+p) is the line that goes through p, parallel to the
constant line (1,1,...,1). Similarly, there may be a constant k that makes (k*p) inside the MSE shape. (k*p) is the line
that goes through p and (0,0,...,0). In both cases, finding a value for k means finding a point in the corresponding line
inside the MSE shape. Other approaches such as (k-p) or (k/p) are not explored, because they do not begin in the border
of the MSE shape and thus are not likely to return an improvement in MSE. In the first case, (k-p), the line goes though
-p instead of p, and in the second case, (k/p), the line goes through 1/p instead of p.
As opposite to the previous searches, this search is performed only on non-terminal nodes, because if it is performed on
a terminal node:
• If this node is a constant, then a constant search is being performed.
• If this node is a variable, then a constant-variable search is being performed.
The behaviour of this search is strongly similar to the constant-variable search. In the case of performing a (k+p) search
on a node p with its equation, a constant value that maximizes equation 22 for the semantic of the tree (k+p) has to be
found. To do this, a new equation is calculated from the ai, bi, ci, and di values of the equation of this node. As the
constant is going to be situated as the first child of the sum operation, this new equation is calculated as in equation
8, with a′i = ai, b
′
i = bi − ai ∗ pi, c′i = ci and d′i = di − ci ∗ pi, where pi are the values of the node p for each
pattern. With this new equation, the constant optimization process described in section 2.1 is performed. As a result, an
improvement value is returned, a positive one indicates that this node can be replaced with (k+p).
If a (k*p) search is performed on a node with an equation represented by ai, bi, ci, and di, a new equation is calculated,
this time from equation 12: a′i = ai ∗ pi, b′i = bi, c′i = ci ∗ pi and d′i = di. With this equation, a constant search process
is undergone, having as result a value of reduction in MSE.
With this search, the size of tree is always increased in two nodes.
Figure 3 d) shows and example of a constant-expression search. In this case, the node is represented by the semantic p.
From this point, two lines can be defined: k + p and k ∗ p, having both of them a part inside the shape. Thus, a constant
can be calculated for each line, and the tree can be replaced by either k + p or k ∗ p. Only sum and multiplication
operations are considered because on k − p and k/p the nodes −p and 1/p are not tangent to the shape and it is less
likely to find a line with an intersection with the shape.
As happens with constant-variable search, constant-expression search can hide a constant search. For example, if the
tree is (3 + 2 ∗ x1) and the operation (k+ p) is used, then the result would be (k+ (3+ 2 ∗ x1)), which has a semantic
equivalent to (k + 3) + (2 ∗ x1), and could be generated by a constant search on the first constant leaf.
One way to partially avoid this situation is not to perform constant-expression searches with the operation (k + p) on
non-terminal nodes with the operation "+" or "-", and one of the children is a constant. In the same way, constant-
expression searches with the operation (k ∗ p) on non-terminal nodes with the operation "*" or "/", and one of the
children is a constant should be avoided too.
Even with these precautions, a constant-expression search can hide a constant search. For example, the tree ((2 −
x4) + (4 ∗ x4)) with the operation (k + p), would result k + ((2− x4) + (4 ∗ x4)), which has a semantic equivalent to
((k + 2)− x4) + (4 ∗ x4). This last tree could be found by a constant search.
Another example could be the tree (3 + (2 ∗ x1)), in which the node where the constant-expression search takes
place is p = (2 ∗ x1). In this case, a (k + p) constant-expression search could take place and p could be replaced
by (k + (2 ∗ x1)). In this example, the final tree would be (3 + (k + (2 ∗ x))), which has a semantic equivalent to
((3 + k) + (2 ∗ x)). This tree could be found by means of a constant search.
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Therefore, the same situation as in previous search happens. It is hard to know in advance when a constant-variable
search or a constant-expression search will hide a constant search. As was already stated, this leads to the problem of
having too large trees, and too early stopping of the algorithm. The same two solutions can be applied: performing an
optimization of all of the constants before these searches, or perform a constant search at the same time.
2.5 Deletion of parts of the tree
The deletion of a branch of the tree implies replacing its father with its "sibling" branch. For instance, in the tree
(2 ∗ x1 + 3 ∗ x2), the deletion of the branch 3 ∗ x2 leads to have (2 ∗ x1+?) and then replace the root with the first
child, having as result 2 ∗ x1. In this example, this is equivalent to having performed a constant search in the branch
3 ∗ x2 and having as result an improvement in MSE with the constant 0, leading to the tree (2 ∗ x1 + 0). If the root
were the operators of -, * or /, the corresponding constants would be 0, 1 and 1.
Therefore, in all of the cases deleting a branch of the tree is similar to performing a constant search in that branch, and
having as result one of those constants, which is very unlikely to happen. For this reason, the deletion of parts of the
tree is not considered in this method, because it can be performed by constant, variable and constant-variable searches.
2.6 Optimization of constants
As the tree is being built, each time a constant is generated, its value is the best for that tree. However, as the tree
improvement process keeps going on, the tree will be modified. This makes that this previously calculated constant
value will not be the best for the new tree, and therefore this tree does not return the best possible result with that
structure. This happens with all of the constants of the tree. Therefore, each time the tree is modified an optimization of
the constants could be performed in order to find their new best values. Also, it has been found that after a tree has been
modified, constant search almost always leads to have reduction in MSE for several iterations of only constant search.
For this reason, a constant optimization process is proposed. This process is simply based on performing several
constant searches with two remarks:
• This search is performed only on constant nodes, which are the values to be optimized.
• If a constant value was changed in the previous constant search, this value is not being explored in the next
constant search, in order to save computational time.
These consecutive constant searches are performed until the improvement in MSE is lower than a pre-fixed amount.
However, if there is only one constant, then only one iteration is performed.
The optimization of constants can be very useful to prevent some successful searches that in practice only modify the
value of a constant, making an artificial growth of the tree. For instance, in the tree (2 + x) a constant-variable search
can be performed at the variable x, having as result the tree (2 + (3 + x)). This tree returns the same results as (5 + x),
which could be obtained simply with a constant search on the constant 2. In this example, the constant-variable search
result was hiding a constant search, making the tree unnecessarily larger. If a constraint to the size of the tree is used
(see section 2.7), then this growth of the tree makes a premature stop of the algorithm. An additional problem of having
too large trees is that the computational time is increased because all of the searches are applied in a larger number of
nodes.
As was already described, one way to prevent these situations is, before the selected searches take place, perform an
optimization of all of the constants of the tree. If this is done, obviously constant search on constants should not be
performed after the optimization of constants.
2.7 Constraints to the tree
As one of the objectives of this work is to find simple expressions easy to analyse by a human, it is interesting to limit
the complexity of these expressions. With this objective, two constraints are used: height of the tree and number of
nodes. The user may make use of any of these two, or none.
Both restrictions make effect in the constant-variable and constant-expression searches described in section 2.3. In the
other two searches there is no need to apply complexity constraints, because in both searches the result would be a tree
with the same or less complexity. Only on constant-variable and constant-expression searches the complexity of the tree
is increased.
The application of these two constraints is very straightforward. If the maximum height constraint is being used, instead
of performing these two searches in all of the nodes of the tree, they will be done only in the nodes whose depth is
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lower than the maximum height. If the maximum number of nodes (n) constraint is being used, the tree has r nodes and
each node of the tree represents a subtree with s nodes, then the constant search is performed only on those nodes that
meet the constraint n− r + s ≥ 3. The constant-expression search is performed if n− r ≥ 2
These two constraints are closely related. Since only binary operations, arithmetic functions, are used, the height
constraint sets a limit to the number of nodes. The number of nodes of a tree of height h can be up to 2h−1. Moreover,
in this tree these 2h−1 must be balanced, so a height limit is a constraint to the number of nodes, but also to the structure
of these nodes in the tree. For this reason, the height limit is not used, and the only constraint is the number of nodes.
Setting a limit on the complexity of the tree has two interesting features. First, it allows the obtaining simple easy-
to-understand expressions. Second, it allows the obtaining models with better generalization abilities and controlling
overfitting. The described system has the ability to grow until a good enough result on the training set is found. However,
an excessive growth, resulting in a very large tree and a very complex model, may lead to overfitting the training set. for
this reason, the user may set a limit to this growth in the maximum number of nodes that the tree can have. Thus, this
parameter will be important and the experiments will be performed with it.
2.8 Algorithm
The method proposed in this section allows the creation of trees with a low MSE value. However, differently from GP
and GSGP in which many different trees are created, in this method a simple tree is continuously improved.
The algorithm begins with a simple initial tree made of a single node representing a constant. This constant is the
point in the constant line closer to the target point. To calculate it, set the constraint that the vectors k and k-t must be
perpendicular, and therefore the point product < k, k − t >= 0. Developing this expression leads to
0 =
N∑
i=1
k · (k − ti) =
N∑
i=1
k2 −
N∑
i=1
k · ti = N · k2 − k ·
N∑
i=1
ti (29)
And therefore k = 1N
∑N
i=1 ti is the average value of the targets. As this constant node is already the best value, it will
not be optimised due to the constant search process. This value could also be obtained with a constant search from
equation 25 (ai = 1, bi = ti, ci = 0, di = −1).
After this initial tree has been created, the iterative process begins. On each iteration, the constant search, variable
search, constant-variable and constant-expression search can be performed on any nodes, whether they are constant,
variable or non-terminal nodes, following a specific strategy. For instance, some possible strategies could be:
1. Perform the four searches at the same time, and substitute the corresponding node with the result of the strategy
with a higher reduction in MSE, in case it is positive. This is the strategy that makes a full search, however, it is
also the most time-demanding strategy, since much computational time is wasted in performing operations that
will not lead to improving the tree. IT is important to remark that in this strategy constant search is performed
in constants, together with constant-variable search and constant-expression search, to avoid the mentioned
problem of "hiding" changes in constants and tree growing.
2. Perform the four searches at the same time, however, in constant search only perform this search in variables
and non-terminal nodes. After any modification is done to the tree, perform the constant optimization process.
This optimization ensures that the next constant-variable and constant-expression searches do not "hide" a
change in constants.
These two strategies can be seen as similar in the sense that in the second one a constant optimization step
is performed on each iteration, while in the first one a constant search on the constant nodes of the tree is
performed on each iteration. Therefore, in the first strategy successive iterations may perform a constant
refinement similar to the constant optimization performed in the second strategy. However, this constant
refinement performed in the first strategy will be stopped when any other search returns a higher MSE reduction,
while in the second strategy the constant refinement is stopped when no MSE reduction is found in the constant
optimization process.
3. In order to save computational time, those searches that are found not to be successful most of the times can
be avoided. Also, the searched can be performed sequentially, and when one of the searches is successful, the
rest are not performed. This strategy proposes to run the following steps on each iteration:
(a) Perform variable search only on constant nodes.
(b) If the previous search was not successful, perform constant-expression search (this search is always only
performed on non-terminal nodes).
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(c) If any of the two previous searches were not successful, perform constant-variable search on terminal
nodes.
(d) If none of the three previous searches was successful, perform together:
• Constant search on variable and non-terminal nodes.
• Variable search on variable and non-terminal nodes.
• Constant-variable search on non-terminal nodes.
(e) If any of the previous searches was successful, perform a constant optimization.
The objective of these search is to perform those searches that are unlikely to be successful only when the rest
are not successful. This usually happens when the tree has reached the maximum limit. As it can be seen,
those searches that are performed when this happens are those that allow the tree to become smaller.
4. In a similar way to the first and second strategies, this fourth strategy is like the third, but without the constant
optimization process at the end. Instead of it, the first step of this strategy is a constant search on constant
nodes (refinement of constant values). If a constant is modified, then no further searches are performed and
this iteration is finished. If no constant is modified, then a strategy similar to strategy 3 is executed, except for
the final constant optimization, which is not performed.
However, the user may decide to use other strategies he may think to be useful. Other examples are the following:
• Perform the searches consecutively. On each of them, modify the tree accordingly.
• Perform constant and/or variable search and, if no modification is done to the tree, constant-variable search. If
not modification is done, perform constant-expression search.
• Perform constant search. If no modification is done, perform variable search. If no modification is done in this
second search, perform constant-expression search. If no modification is done in this third search, perform
constant-variable search.
Constant search is the less computational expensive search, while constant-variable search is the most time consuming.
So, a good strategy should keep a balance between high improvements and fast computation.
This process is iteratively performed until a stopping criteria is met. These criteria can be configured by the user. This
work proposes the use of the following criteria:
• The number of iterations exceeds a fixed value.
• The MSE in the current tree reaches the goal value set by the user.
• The tree could not be improved in the last iteration. A hyperparameter defining the minimum improvement to
consider that a search has been successful is needed.
Therefore, this system can be configured with a low number of hyperparameters:
• Maximum number of iterations to be executed. Default value: infinite.
• Goal in MSE. Default value: 0.
• Minimum of improvement in the MSE for any search. Default value: 10−5. A search is found to be successful
in a node if the reduction in MSE is positive and higher to this value.
• Maximum number of nodes of the tree. Default value: infinite,
• Strategy to be used on each iteration.
More research still has to be done in order to find a good strategy that has a good performance in most of the problems.
Although the execution of this system involves a great number of calculations, these can be efficiently performed with
element-wise operations and parallel executions. element-wise operations can be performed on the evaluation of the
equations of each node and in the expressions of the search for constants. Parallel code execution can be performed in
the three search processes, because they involve the evaluation of functions in all of the nodes of the tree. Therefore, the
use of Single Instruction, Multiple Data (SIMD) programming [20] can be of a great benefit for this algorithm.
An important feature of this algorithm is that it is deterministic, i.e., each time it is run with the same dataset it will
return the same result. This makes that the number of times it has to be run for each parameter configuration is only one.
This algorithm was implemented in Julia [21]. The source code of this technique will be provided so all of the
experiments described in this paper can be repeated, and the system can be used by anyone to perform their own
experiments or make use of it in their researches.
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Table 1: Summary of the execution for developing Newton’s law of universal gravitation
Iteration Node selected Resulting expression MSE
for substitution
0 - 9.185106275464827 · 1020 2.7645 · 1043
1 9.185106275464827 · 1020 (1.1526861538137098 · 1030/x3) 2.1717 · 1043
2 1.1526861538137098 · 1030 ((434063.5718753305 · x2)/x3) 1.9183 · 1043
3 434063.5718753305 (((3.932029293203675 · 10−19 · x1) · x2)/x3) 5.1733 · 1042
4 3.932029293203675 · 1019 ((((6.673919999999998 · 10−11/x3) · x1) · x2)/x3) 1.3863 · 1012
3 Example of equation development
This section describes the application of this system in order to develop an easy and well-known expression: Newton’s
law of universal gravitation [22]. This equation measures the force of attraction between two masses. This force is
proportional to the product of both masses, and inversely proportional to the square of their distance. This equation
is given by 30, in which M1 and M2 are the masses, d is the distance, and G = 6.67392 · 10−11 is the gravitational
constant.
F = G · M1 ·M2
d2
(30)
This equation is of application to arbitrarily large or small masses and/or distances, i.e., it can be applied either to the
force between small particles and big planets. In this example, this second case will be explored, in order to show
that the system can return good results with arbitrarily different values, since masses and distances belong to different
ranges.
In order to apply this equation, 1000 random patterns were built. Each pattern is composed by:
• x1: Mass of the first planet: a random number between 1023 and 1025
• x2: Mass of the second planet: a random number between 1023 and 1025
• x3: Distance between both planets: a random number between 108 and 1012
• target: the result of the application of equation 30
With this dataset, the system was configured with the following hyperparameters:
• Maximum height of the tree: Infinite
• Maximum number of nodes: Infinite
• Strategy: The first strategy described on section 2.8
• Goal in MSE. This parameter is found to be very important in this example, since we are working with values
in a very wide range, from very small (G) to very large (x1 and x2). The targets were also in different scales,
from 1012N to 1022N . Due to the limitation of the use of floating point values, even when 64 bits are used for
their storage, when working with such a wide range, unaccuracies may occur due to operating with numbers
on very different scales. For this reason, a goal MSE of 0 was not used in this example. Instead of it, the goal
used was the average value of the targets.
Table 1 shows a summary of an execution of this system with the described dataset. As was described, before the
execution is performed, an initial tree with a single constant node is built. In this execution, this constant had as
value 9.185106275464827 · 1020. From this initial tree, 4 iterations were performed until an expression with a MSE
below the goal was found. All of the operations performed were constant-variable searches, and the nodes selected for
substitutions were the constants. This example also shows the ability of this system to develop the constants needed for
the expressions to be returned. For this reason, the constants are shown on this table with a large number of decimals.
Finally, as a result of this execution, the expression ((((6.673919999999998 · 10−11/x3) · x1) · x2)/x3) is returned by
the system, which is similar to equation 30.
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(a) Mean training, strategy 1
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(b) Mean test, strategy 1
50 100 150 200
-10
-8
-6
-4
-2
5
10
15
20
25
30
Maximum number of nodes
M
in
im
um
 M
SE
 re
du
ct
io
n 
(lo
g1
0)
(c) Median test, strategy 1
50 100 150 200
-10
-8
-6
-4
-2
5
10
15
20
25
30
Maximum number of nodes
M
in
im
um
 M
SE
 re
du
ct
io
n 
(lo
g1
0)
(d) Mean training, strategy 2
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(e) Mean test, strategy 2
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(f) Median test, strategy 2
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(g) Mean training, strategy 3
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(h) Mean test, strategy 3
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(i) Median test, strategy 3
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(j) Mean training, strategy 4
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(k) Mean test, strategy 4
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(l) Median test, strategy 4
Figure 4: MSE results in training and test for the housing problem
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Figure 5: MSE results in training and test for the housing problem
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4 Experiments
The previous section showed that the system described in section 2 can be successfully used as tool for developing
mathematical expressions. These mathematical expressions can also be used as a ML model. This section describes
the experiments carried out with this objective, on a real-world problem. This is a well-known problem, in which the
objective is to predict the median value of a home in the area of Boston Mass. The information was collected by the
U.S Census Service and is available from the StatLib archive (http://lib.stat.cmu.edu/datasets/boston). This dataset was
originally described at [23]. From this publication, it has been extensively used throughout the literature as benchmark.
This dataset has only 506 data points, and 13 input variables.
The experiments carried out in this part have as objective to show the applicability of this technique. In this sense,
as shown on section 2.7, it is important to limit the complexity of the trees. For this reason, the experiments will be
focused on studying the impact of the parameters described in section 2.7 that limits the size of the tree: maximum
number of nodes.
Also, the hyperparameter of minimum improvement in MSE plays an important role. For this reason, it was chosen
for performing the experiments. The values chosen for this parameter are 10−1, 10−2, 10−3, 10−4, 10−5, 10−6, 10−7,
10−8, 10−9 and 10−10.
Finally, the experiments done in this section were run with the four strategies explained in section 2.8.
For each parameter value studied, a 10-fold cross-validation was performed. Since this system is deterministic, only
one training in each fold was done. The results shown here are the average of the training results and average and
median values of the test results. In order to correctly compare the results, in all of the experiments performed, the
same training and test sets were used.
An important measure of the performance of this system is the computational time. All of the the experiments were run
on a Intel(R) Xeon(R) CPU E5-2650 v3, with a frequency of 2.30GHz. A measure of time was performed on each of
the experiments performed.
A grid search technique [24] was used to find the best combination of minimum MSE improvement and maximum
number of nodes. Figure 4 shows 12 heatmaps with the MSE results of these experiments. On each heatmap figure, in
the x axis the maximum number of nodes is situated, and in the y axis the minimum reduction is located. In order to
show this graph more easily, this hyperparameter is shown as log10. Also, those MSE values higher than 35 or lower
than 5 were cropped to those limits.
First, figures 4a, 4d, 4g and 4j show, for each strategy, the heatmaps for the average training MSEs obtained for the
different values of the two hyperparameters. For each combination of the two hyperparameters, these figures show the
average of the 10 MSE training values obtained from the cross-validation process. As it was expected, as the maximum
number of nodes is increased, the complexity of the resulting expression grows too, and it is able to better fit the training
set, having a lower MSE. However, this has the risk of overfitting the training set. For this reason, figures 4b, 4e, 4h
and 4k show, for each strategy, the average results of the 10 folds in the test sets. In some cases very high values in
MSE were obtained. This shows that this system can be very sensitive to outliers. This also has a big impact when
calculating the average of 10 test values. Therefore, in order to minimize this impact, median results on the test sets can
be reported. These results are shown on figures 4c, 4f, 4i and 4l, one for each strategy. As it can be seen, the best results
in test were not obtained with a very high number of nodes, i.e., with very high complex expressions. It seems that a
number of nodes between 20 and 100 returns the best results in test for this problem. Regarding the minimum MSE
reduction hyperparameter, no clear tendency can be concluded from these results.
Figures shown on 5 shows a comparison between the MSE results in the different strategies. These figures show the
average values in training (fig. 5a), test (fig. 5b) and median values in test (fig. 5c). A minimum MSE reduction of
10−3 was chosen for the four strategies. Also, a maximum number of nodes between 20 and 100 was used. These
figures clearly show the reduction of MSE as the number of nodes and the complexity of the expressions grow. Also, it
seems that the best results are obtained with the third and fourth strategies.
Another interesting information is obtained when examining the height of the resulting trees. Figure 6 shows 4
heatmaps, one for each strategy, with the average heights of the 10 trees obtained in the 10-fold for each hyperparameter
configuration. As was expected, higher number of nodes leads to having higher heights. However, these heights are not
in the scale of log2(n), being n the number of nodes. This shows that the system, with a limit of the number of nodes,
finds better results with very unbalanced trees rather than with balanced trees. This fact supports the idea of not using
an hyperparameter to limit the height of the tree.
Finally, figures in 7 show, for each strategy, the computational time (in seconds) for each hyperparameter configuration.
The results of this measures were cropped when the time was higher than 150 seconds. As was expected, as the trees
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(a) Strategy 1
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(b) Strategy 2
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(c) Strategy 3
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(d) Strategy 4
Figure 6: Averages heights for the housing problem
are higher, the computational time is higher too, because a larger number of nodes have to be explored. Also, these
figures show that the computational time increases with lower minimum MSE reduction. Therefore, for fast executions
higher values of this parameter are preferred. With respect to the strategies, the third and fourth strategies are sensitively
faster than the first and second. In comparison with figure 5, figure 8 shows the computational time for the same
hyperparameters values. This graph shows the increase of time as the number of nodes is increased, and the difference
in the speed of each strategy.
4.1 Discussion
As it can be seen on these graphs, the system is able to return good results in training and test. An interesting feature is
that the number of nodes needed to obtain these results is not very high (around 80 nodes), as opposed to other systems
like GSGP, which returns much more complex expressions. Also, the graph with the tree height shows that the resulting
trees are not balanced, and therefore setting a tree height limit would not be a good alternative.
Another important hyperparameter was analysed: the minimum MSE improvement. From the resulting graphs, it is
clear that this parameter should not take very high values (10−1). However, there is no clear relation between this value
and the obtained results measured in MSE. However, lower values in this parameter make computational time much
longer. Joining these two considerations, values not very low (10−10) and not very low (10−1) should be given to this
parameter. Since computational time increases with lower minimum MSE reductions, but MSE in test does not seem to
significatively improve, leaving a higher value to this value seems to be a good choice. For this reason, the selected
value was 10−3 for the four strategies.
Regarding the four strategies used for the experiments, the first one returns the worst results, while being also the one
that takes the highest computational time. Therefore, performing all of the searches in all of the nodes does not seem to
be a good choice, since some of these searches are unlikely to be successful in many nodes. Strategy 2 returns better
results than strategy 1, which supports the idea that it is convenient to optimize the constants of the tree before making
18
A PREPRINT - OCTOBER 2, 2019
50 100 150 200
-10
-8
-6
-4
-2
0
20
40
60
80
100
120
140
Maximum number of nodes
M
in
im
um
 M
SE
 re
du
ct
io
n 
(lo
g1
0)
(a) Strategy 1
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(b) Strategy 2
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(c) Strategy 3
50 100 150 200
-10
-8
-6
-4
-2
0
20
40
60
80
100
120
140
Maximum number of nodes
M
in
im
um
 M
SE
 re
du
ct
io
n 
(lo
g1
0)
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Figure 7: Average time for the housing problem
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Figure 8: Average computational time for different maximum number of nodes values and a minimum MSE reduction
of 10−6
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any modification to its structure. However, this strategy still takes too much time, because in each iteration all of the
searches are performed on all of the nodes. Finally, strategies 3 and 4 return the best results. The MSE values returned
by these two strategies are identical, because on each iteration strategy 4 proposes first a constant search on all of the
constants, and skips the rest of the searches if it is successful. This is similar than using a constant optimization process
after each modification to the structure of the tree, which is done by strategy 3. For this reason, the results are identical,
except in the computational time. In this sense, strategy 3 is slightly faster than strategy 4 because instead of performing
multiple constant searches on different iterations, it performs a constant optimization, with the same modifications, but
less operations are done. Therefore, if the user wants to optimize the values of the constant of the tree, it is faster to
perform a constant optimization than consecutively performing constant searches on constant nodes.
5 Conclusions
This work presents a novel technique for Symbolic Regression. In this field, the most used technique is GP. Thus, this
field had an important lack of mathematical-based methods. The technique presented in this work allows the obtaining
of mathematical expressions that can model an input-output relationship.
Also, the expressions obtained by this method can have a limit in complexity. This allows the obtaining of expressions
that can be easily analysed by humans, in contrast with other techniques such as GSGP, that return very large expressions.
The analysis of these expressions is usually one of the objectives of Symbolic Regression.
Results on section 4 show that this technique can return good results in real-world problems. The results in the
configurations with a high number of nodes show a very small MSE. This shows the capacity of the system. However,
for generalization purposes, setting a limit on the complexity allows the obtaining expressions with good generalization.
Also, the computational time has been measured, and this system has shown to return good results in short time. The
strategy that returned the lowest MSE in test and fastest results only took about 6 seconds to build the tree.
An additional advantage of this system used for Machine Learning purposes is that the returned model is an standard
equation and thus it can be used in any programming language with no need to import any ML library. Moreover, this
expression can be used in any system other than programming environments. For instance, it can be easily used in a
spreadsheet as opposed to other systems such as Neural Networks.
6 Future Works
This work opens a wide new research field in Symbolic Regression. As was described throughout in the paper, many
research works are still to be done by the research community. Some of the possible developments could be:
• In the constant search, find an easy expression or method to compute the minimum of equation 5 in the case
when ci and di are vectors. One possibility could be to use gradient descent [25] to minimize this function.
• Perform a comparison of different search strategies in different problems to find a strategy that behaves better
in most of them.
• As the limit of the complexity of the tree has been proven to be an important factor, new ways of limiting this
complexity can be found. For instance, setting a limit to the number of sum, minus, multiplication or division
operations that can be used.
• Limiting the complexity of the models is a common way to avoid overfitting. However, other methods such
as the use of a validation set can also be used. This possibility could be explored, with the advantage of not
needing to set the limit of number of neurons or height of the tree.
• In order to obtain expressions even easier to be understandable by humans, information about the structure of
the desired expressions could be give. For instance, many times the desired expression is a division of two
expressions, with no other division performed in these two parts. This structure, as well as any other could be
given to the system. This could have as additional feature that the search process would be sped up.
• An interesting possibility could be to extend the variable search not only with variables but also with any
subtrees. Those parts of the tree that are going to be replaced with another could be stored in a structure like
a "node pool" and be used in the search later. The idea is that if once they were useful, they might become
useful again later, when the tree is modified.
• Another research line could be to improve the efficiency of the algorithm. For instance, it has been observed
that in constant search most of the nodes selected to be changed with a constant are constants too. Therefore, it
could be studied the improvement in speed of performing this search only on constant nodes. In the same way,
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the speed of constant-variable search could be improved if this search is performed only on terminal nodes.
On both cases, there could be a loss in efficacy with this improvement in efficiency. Therefore, a trade-off
between both can be found.
Also, this work could also be a basis to new ways of combining models not being necessarily mathematical expressions.
Any model (for instance, an Artificial Neural Network) can be represented in the semantic space as one point, that
could fall inside one of the shapes. Therefore, the tree being developed could combine mathematical expressions with
other type of models. This could be easily done with a search similar to the variable search, that could be called "model
search", and a "constant-model search" In this sense, this technique would allow the building of ensembles of models.
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