We consider a failure-prone manufacturing system with bursty demand arrivals. We prove that the hedging-point policy is optimal for this problem and provide analytical expressions to compute the hedging point. This allows us to compare our exact results to approximations provided by di usion limits and large deviations. We also show that our result leads to the solution for the constant demand rate problem under an appropriate scaling of the demand process. We also provide a necessary and su cient condition under which the just-in-time (JIT) policy is optimal for the case of linear, absolute value instantaneous cost.
Introduction
We consider uid models of failure-prone machines whose bu er evolution x(t) is described by the when the machine is up and u(t) = 0 when the machine is down, and the machine stays in the up and down states for exponentially-distributed durations 1]. We also point out that related models have been studied in the context of controlled queues. For example, the problem of controlling the rate of service in a queue where the demand arrives according a Poisson process and, at each arrival epoch in the Poisson process, the arriving demand is drawn from a xed distribution has been studied in 5]. However, in 5], the server is assumed to be always up. Both 5] and 1] obtain explicit optimal solutions.
Generalizations of the above formulation to problems with multiple machines, multiple parttypes and discounted costs have also been studied; see 11] for some recent results and references to other work along these lines. A common theme in such problems is the di culty in obtaining the optimal solution. For the single machine, one part-type problem, an alternative to obtaining optimal solutions is to obtain solutions to related controlled di usion problems and approximate the solution to the original problem using the di usion limits. This approach is taken in the recent work by Krichagina et al. 10] .
In this paper, we generalize the above results to the following problem: We consider the problem in which the demand D(t) arrives as in 5], i.e., the demand arrives in bursts where the burst-arrival process is Poisson and the burst size is exponentially distributed. However, unlike 5], the machine can be up or down, and the bu er content is not restricted to be positive. 
Our main results are as follows: We rst restrict ourselves to hedging-point policies, i.e., policies for which the machine is operated at full capacity until the bu er reaches some level, called the hedging point, and the machine is then turned o . For this class of policies, we derive the steady-state bu er probability distribution. This allows us to calculate the optimal hedging point analytically. We also compare this optimal hedging point to approximations using di usion limits and the theory of large deviations. Prior to the results in this paper, as pointed out in 10], the only exact solution to which the approximations could be compared was the result of 1]. Our results allow one to explore these approximations for a more general model.
We also study the limiting problem in which the demand becomes a uid with constant arrival rate. This provides a check for the correctness of our results by leading to the solution in 1] in the uid limit. However, this limit behavior is somewhat peculiar at the hedging point, as discussed in Section 7.
Finally, we turn our attention to the important theoretical issue of the optimality of hedgingpoint policies for our bursty-demand model with linear cost. A major theoretical hurdle in the study of uid models of failure-prone machines has been the scarcity of optimality proofs for such models. Here we provide a proof of the optimality for our bursty-demand model. We believe that this is the rst non-trivial extension of the 1] model for which one is able to obtain both an analytical solution for the optimal hedging point as well as a proof of optimality of the hedging-point policy.
The rest of the paper is organized as follows. In Section 2, we derive exact expressions for the steady-state probability distribution of the bu er contents under a hedging-point policy. We present a condition for the optimality of the JIT policy in Section 3 and also point out that the necessary and su cient condition for the optimality of the JIT policy is independent of the up and down distributions of the machine, the demand burst-size distribution, and the demand inter-arrival distribution. Sections 4 and 5 discuss large deviations and re ected Brownian motion approximations to the steady-state bu er distribution and the associated approximations to the optimal hedging point. In Section 7, we consider an appropriate scaling for the arrival process under which the demand process has a limiting regime in which the demand arrives as a uid at constant rate. In this limiting regime, we recover the optimal solution of 1]. Section 6 presents numerical results comparing our exact solution to various approximations. Sections 8, 9 and the appendix are devoted to proving the optimality of the hedging-point policy. Section 10 provides some concluding remarks.
Probability Density Equations
In this section, we assume that the control is a hedging-point policy and derive equations for the steady-state bu er distribution. Speci cally, assume that there exists a hedging-point policy with a hedging point z > 0 that de nes the control as follows: u(t) = ( x(t) < z and machine is up 0 else.
Also, de ne
Prob(x(t) = z and in machine state j):
Now, straightforward conservation of probability ow arguments as in 11] lead to the following equations:
and dp 1 
where, for all B < z; 
Combining equations (6) and (7) yields
In order to invoke Laplace transforms, let w = z ? x; so that we have a variable that is always positive. De ning f j (w) 4 = p j (z ? w); we can rewrite (4) and (5) Then, taking Laplace transforms of (12) and (13) , and using the fact that f 1 (0) 
Using the above theorem, it is straightforward to compute the optimal hedging point when the cost function is de ned as in (1) 
As noted, the solution of equation (18) yields the optimal hedging point as long as z > 0. In the following section, we determine the condition under which the optimal hedging point is given by z = 0.
Condition for Optimality of JIT
The probabilities of being at the hedging point in each machine state, i.e., 0 and 1 , are determined by the equations (6) and (8) . Equation (6) is a probability ow balance condition between the points (z; up) and (z; down), where (z; up) denotes that the bu er is at the hedging point and the machine is up; (z; down) is de ned similarly. Equation (8) is a material conservation equation which states that, on average, the total production should be equal to total demand. It is easy to see that both equations (6) and (8) are independent of the burst-size distribution, the machine up and down time distributions, and the demand inter-arrival distribution. This means that the JIT condition for the linear, absolute value cost function
is independent of all the underlying distributions de ning the stochastic control problem and is given by max It is intuitive that the demand becomes a constant rate uid in this limit. However, (19) does not converge to the JIT condition in 1] in this limiting regime. This behavior is related to the fact that there is an apparent discontinuity in the de nition of the hedging-point policy here (see equation (3)) and the de nition in 1]. In 1], the hedging-point policy is de ned as
Thus, for the case in which the demand is a constant rate uid, the machine works to keep up with the demand when x = z: However, in this paper, the machine is idle when x = z: In the uid limit for the demand, this di erence vanishes due to the fact that the system spends larger amounts of time close to the hedging point, and the correct JIT condition is recovered for the uid demand problem. We will show this in Section 7.
Dominant Eigenvalue Approximation and Large Deviations
It is often true that 1 >> 2 : In such cases, a valid approximation is to ignore the rst term of equation (18) 
The dominant eigenvalue approximation primarily requires only one of the eigenvalues, in our notation this is 2 : This dominant eigenvalue also can be computed directly using the theory of large deviations, see 7] for a survey of applications in computing the dominant eigenvalue for communication networks. In order to use large deviations results for single-server queues, we consider the bu er-content variable to be w: Recall, from the previous section, that w = z ?x: Now, the bu er can be thought as being fed by an arrival process A which is de ned as follows: A(t) It can be veri ed that = 2 is the unique positive root of the above equation. In addition to the dominant eigenvalue, the dominant eigenvalue approximation (21) requires other constants to be calculated by solving the Laplace transform of the steady-state probability density functions. Instead, one could use the following simpler approximation for the steady-state distribution. Assume that the distribution consists of a point mass probability at z given by 0 + 1 ; and an exponential density with parameter = 2 ; for x < z: Note that 0 and 1 ; given in (16), can be obtained without inverting the Laplace transforms. Thus, our candidate large deviations-based approximation for the steady-state bu er probability distribution function is P( Let P(t) be the maximum possible production in 0; t); i.e., P(t) is the product of the maximum production rate and U(t); the total amount of the time the machine is up in 0; t): In 9] from which (25) follows trivially. We now turn our attention to the demand process
We will allow N(t) to be a general stationary point process which satis es a FCLT, i.e, N(nt) ? n t q Thus, the optimal hedging point using the RBM approximation is given by z d = ? 1 log e c + c + + c ? :
Clearly, the di usion approximation will be bad when is signi cantly larger than zero. Thus, as in the large deviations approximation, we will also study the following modi cation. For stability, we require to be larger than 2. The optimal hedging point is compared to the various approximations in Table 1 . Note that, as expected, the (unmodi ed) di usion approximation performs well only under heavy tra c, i.e., close to 2: The other approximations all perform fairly well throughout. But, we also point out that, in the dominant eigenvalue method, the optimal hedging point will be z dom = 0 for 5:3358: Thus, the JIT condition is not exactly captured with this approximation. The reason for this is that, in the dominant eigenvalue method, the cumulative distribution function (cdf) has not been modi ed to account for the point mass at x = z: However, the large deviations and the modi ed di usion approximations incorporate the point mass into the cdf. Thus, these approximations are able to capture the JIT condition explicitly.
Fluid Limit for the Demand
In this section, we show how the solution to the bursty-demand problem can lead to the solution of the constant demand rate problem considered in 1].
Let F j (x) be the cumulative distribution function when the machine is in state j = 0; 1. Then, using Theorem 2.1, it follows that Combining, these results, it follows that the uid demand components of the cumulative distribution function, when the machine is down and up, respectively, are given by Di erentiating these functions yields the probability density functions given in 1]. However, if we are only interested in determining the optimal hedging point, then summing these equations yields P(X x) = ( 1 ? BK e ? BK (z?x) x < z 1 x z: (26) Note that equation (26) shows that the point mass probability that the bu er level equals the hedging point z is given by BK . Interestingly, this quantity is not equal to the limiting value of P(X = z) for the case that is nite, i.e,
Intuitively, there are two factors for the di erence. First, in the limit that the demand becomes uid, there will no longer be a point mass at z in the down state. However, this is more than o set by the fact that, for uid demand, if the machine is up and x(t) = z, then it will implement the control = d, and, thus, keep the bu er level at its hedging point, even though there is arriving demand. This is not possible if the demand is not uid. Since, in the uid limit, max 0 z<1 P z (X < 0) = (1 ? BK ), the JIT condition is given by the following theorem: 
The resulting optimal cost can be calculated directly, or we can use the results to be derived in Section 9. In particular, using the facts that a 0 + a 1 
8 Derivation of the HJB Equations
We have thus far studied the numerical computation of the hedging point. In the rest of this paper, we turn our attention to proving the optimality of the policy for the linear, instantaneous cost functions of the form in (1) . To this end, we provide an informal derivation of the HamiltonJacobi-Bellman (HJB) equations in this section. Our approach is along the lines 
Now we have to solve these HJB equations for W 1 (x) and W 0 (x) and show that the optimal hedgingpoint policy solves the above equations. Of course, one has to impose restrictions on the class of allowable policies to ensure the su ciency of solving the HJB equations to obtain the optimal policy. This can be done as in 1]. We state the su ciency of the HJB equation precisely below, and omit the proof which is straightforward modi cation of the arguments in 1]. Proof: The fact that W ? (x); W + (x) and W ++ (x) satisfy the HJB equations can be veri ed by straightforward, but somewhat tedious, computations. The fact that u (x) is the policy that minimizes (32) is veri ed in the appendix. The stability of the system under the optimal policy can be shown along the lines of the similar proof in 1].
10 Conclusion
In this paper, we have proved the optimality of the well-known hedging-point policy for a class of failure-prone single-machine production systems with bursty-demand arrivals. We have also obtained an analytical formula for the optimal hedging point. Our results facilitate the comparison of large deviations and di usion-based approximations with the exact solution. Our derivation of the steady-state bu er probability distribution is independent of the form of the cost function. Thus, our results can be used to obtain the optimal policy in the class of hedging-point policies for more general cost functions.
We believe that the optimality results can be extended in two directions and can be topics for further research. The rst one is a proof of optimality of the hedging-point policy for more general cost functions. The second one is the proof of optimality when the burst-size distribution is non-exponential.
Appendix: Optimality of the HJB Solution
We now prove that the hedging-point control u (x), described in Theorem 9.1, is the policy that minimizes (32).
Fact 10.1 1 0; 2 0, and 1 2 0 Proof: The desired inequalities follow immediately from the stability condition (2) , and the fact that j , for j = 1; 2, can be rewritten as 
