1. Perhaps the most widely used quantitative approach in metacommunity ecology is the estimation of the importance of local environment vs. spatial structuring using the variation partitioning framework. Contrary to metapopulation models, however, current empirical studies of metacommunity structure using variation partitioning assume a space-for-dispersal substitution due to the lack of analytical frameworks that incorporate patch connectivity predictors of dispersal dynamics. 2. Here, a method is presented that allows estimating the relative importance of environment, spatial variation and patch connectivity in driving community composition variation within metacommunities. The proposed approach is illustrated by a study designed to understand the factors driving the structure of a soft-bottom marine polychaete metacommunity. 3. Using a standard variation partitioning scheme (i.e. where only environmental and spatial predictors are used), only about 13% of the variation in metacommunity structure was explained. With the connectivity set of predictors, the total amount of explained variation increased up to 51% of the variation. 4. These results highlight the importance of considering predictors of patch connectivity rather than just spatial predictors. Given that information on connectivity can be estimated by commonly available data on species distributions for a number of taxa, the framework presented here can be readily applied to past studies as well, facilitating a more robust evaluation of the factors contributing to metacommunity structure.
Introduction
Spatial and temporal environmental heterogeneity is a widely accepted mechanism underlying the structure of ecological communities (Amarasekare 2003; B€ uchi & Vuilleumier 2014) . Because species vary in their responses to and abilities to handle spatial and temporal variation in their environments, heterogeneity is a central mechanism driving species distributions and their coexistence. The abundance of spatial data on biodiversity patterns and environmental features has given rise to a plethora of approaches and analyses to understand the importance of different mechanisms underlying community assembly (Elith et al. 2006; Dray et al. 2012) . Although the analysis of spatial biodiversity patterns has provided many insights, these spatial models have long been considered to predict patterns that are much simpler than we typically observe (e.g. Cottenie 2005; Beisner et al. 2006; Soininen 2015) .
Traditionally, ecologists have focused on the role of local processes in regulating species distributions (e.g. species distributional models based on climate; Guisan & Zimmermann 2000) and community structure (e.g. direct gradient analysis; ter Braak 1986; Legendre, Borcard & Peres-Neto 2005) , which cannot, for instance explain why patches with similar local habitat conditions may comprise different communities. Given these inconsistent patterns, a more contemporary view in community ecology considers the additional effects of processes that occur at broader or regional scales (Ricklefs 1987; Huston 1999; Leibold, Economo & Peres-Neto 2010) . An approach that reflects that view is the metacommunity ecology framework, which allows for exploring how dispersal interacts with local community assembly in a landscape of patches, to determine patterns of species distributions among patches and to determine regional coexistence of species in the landscape (Leibold et al. 2004) .
Perhaps the most commonly used quantitative approach in metacommunity ecology is the variation partitioning framework. This framework is used to estimate the variation in a species distribution matrix that is due to local environmental factors, independent of spatial variation, and vice-versa. The amount explained by space is then usually assumed as due to dispersal dynamics (e.g. Cottenie 2005; Beisner et al. 2006; Soininen 2015) . As a demonstration of its success, well over 2500 studies applying this framework have been published. However, these studies use classes of spatial predictors (e.g. geographical polynomials, eigenvector maps, spatial splines; e.g. Cottenie 2005; Beisner et al. 2006; Van Der Gucht et al. 2007 ) that account for observed spatial autocorrelation by explicitly casting spatial variability, but as such, they are not parameterized to estimate dispersal dynamics as in metapopulation research (e.g. incidence functions based on connectivity predictors). Therefore, a major limitation of current metacommunity approaches is the assumption of a space-for-dispersal substitution, particularly in the way that commonly used spatial predictors are generated (e.g. spatial eigenvectors; but see for a discussion on better ways to generate spatial predictors that may improve current approaches).
A major consequence of the space-for-dispersal substitution assumption is that the dynamics due to dispersal and potential missing spatialized environment factors are potentially confounded in current metacommunity studies (Peres-Neto & Legendre 2010) . Conversely, the metapopulation style of modelling takes into account both local habitat quality and spatial connectivity descriptors that are capable of characterizing dispersal limitation and dynamics across local populations (Hanski 1994; Moilanen 1999) . Metapopulation models are spatially structured in the sense that they consider that local population maintenance depends not only on habitat (environmental) suitability but also on the spatial structure of these patches (occupied vs. unoccupied) (Gotelli & Taylor 1999) . To date, the metapopulation style of modelling that makes use of connectivity metrics as predictors has not been generalized to variation partitioning applied to metacommunity analyses.
Having these current limitations in mind, the goal of this paper was to present a framework for analysing metacommunity data that takes into consideration local environment, spatial variation but also patch connectivity. The proposed approach was applied to explore the spatial and temporal patterns of a soft-bottom subtidal marine polychaete metacommunity. The data consist of a small landscape (50 m by 50 m uniform grid where local community sampling took place every 5 m) in which abundance for every species was counted and local environmental features were measured. Metacommunity studies usually consider distant, isolated patches, though we considered a relatively small landscape. However, given that polychaetes have very restricted movement as juveniles and adults (as opposed to planktonic larvae), the small-scale nature of our study should provide a good model system to apply the proposed framework. Polychaetes are a dominant group in benthic communities, exhibiting a diversity of habitat preferences (Simboura et al. 1995; Simboura, Nicolaidou & Thessalou-Legaki 2000; McHugh & Fong 2002) . They present different reproductive strategies with complex life cycles that have important consequences to dispersal, with species dispersing via planktonic larvae, as well as juvenile and adult movement (i.e. post-settlement dispersal) including carrying their own brood (Levin 1984) . Dispersal at small and intermediate distances is well recognized in this group via lateral movement (Turner et al. 1997; Zajac, Whitlatch & Thrush 1998) . Colonization processes at small scales (from centimetres to metres) have been well studied given the high spatial variance in abundance in polychaete communities (Morrisey et al. 1992) and relatively fast responses to changes in habitat (sediment) dynamics Guizien et al. 2010) . Given the small-scale nature of the sampling design, we expected that environmental features should not have a strong spatial structure (i.e. covariation between spatial predictors and environmental features should be weak), contrary to the strong spatially structured environments commonly observed at larger geographical scales. As such, we expected that dispersal limitation would be an important assembly structuring process and that connectivity would be a strong predictor of the changes in community composition across patches.
Materials and methods

study system
The Vermelha Beach (22°57 0 16″ S and 43°09 0 51″ W) is located in the most exposed portion of the Guanabara Bay, Rio de Janeiro, Brazil. It is classified as an oceanic beach (Amador 1997) because it is subjected to high levels of wave energy with moderate slope and a sublittoral bottom composed predominantly of sandy sediments (Kjerfve et al. 1997) . The beach is c. 300 m in width with average tidal variations of 0Á6 m and maximum amplitude of 1Á7 m. Low-energy waves occur between January and June and high-energy ones from July to December (Silva, Grohmann & Nogueira 1991) .
Sampling was conducted in March (rainy season) and September (dry season) 2013 at the sublittoral portion, in which a 50 m by 50 m and a 50 m by 35 m uniform grid (here considered as the metacommunity) were sampled in each period, respectively, with samples taken every 5 m (i.e. 100 patches in March and 70 patches in September). A smaller grid was used in September due to logistic problems due to bad weather. Each patch was physically marked to assure consistency across seasons and as such, the two grids had 70 patches in common. At the top right corner of each patch, two separate, but juxtaposed, cores (10 cm diameter and 15 cm deep) were used to collect fauna and sediment to characterize habitat (sediment grain size, organic content, chlorophyll a and pheopigments). Sediment grain size was measured using a Malvern (Malvern, UK) laser particle-size analyser and parameters were estimated as by Folk & Ward (1957) . The organic content was estimated by the loss-on-ignition method in a muffle furnace (Buchanan 1971) and chlorophyll a and pheopigment concentrations determined by spectrophotometry. Faunal samples were sieved with a 0Á5 mm mesh and retained organisms were preserved in 92Á8% ethanol and later identified in the lab at the lowest taxonomic level possible (rainy season: 28 taxa identified at the species and 34 at the genus level; dry season: 17 identified at the species and 13 at the genus level).
connectivity metrics as predictors of dispersal dynamics
At first consideration, it seems that incorporating connectivity into a multispecies approach may be too intricate as connectivity measures are patch-species specific based and variation partitioning analyses are based on a common set of local environmental and spatial predictors. As shown later, however, incorporating connectivity metrics into variation partitioning is rather straightforward. Metapopulation studies infer dispersal rates based on connectivity metrics that estimate the inaccessibility of a patch to potential immigrants arriving from other patches by considering the distribution of local populations in the landscape (Moilanen & Nieminen 2002; Bender, Tischendorf & Fahrig 2003) . A common measure of patch connectivity used in metapopulation analysis, for example is the distance to the nearest occupied site (e.g. Bender, Tischendorf & Fahrig 2003) .
Metacommunities are composed of multiple species and the logistics of measuring dispersal directly are daunting (Jacobson & Peres-Neto 2010) . Direct methods involve marking individuals and tracking their movement trajectory (or lack of movement) through time. Indirect methods infer dispersal rates based on metrics of connectivity of patches as an estimate of the inaccessibility of a patch or site for any given species (i.e. spatial distribution of occupied and non-occupied patches ; Hanski 1994; Moilanen & Nieminen 2002) . Unlike simple pairwise patch distances, patch-species specific metrics differ from species to species so that given the same set of patches their connectivity will change depending on how each species is distributed in the landscape (i.e. patch 1 and 2 may be considered strongly connected for a species occupying both patches but relatively less connected for a species occupying only patch 1). As such, patch-species-specific metrics aim at representing dispersal dynamics and are standard in metapopulation analysis (see Moilanen & Hanski 2001; Bender, Tischendorf & Fahrig 2003) : (i) distance to nearest occupied site, which is a simple metric to assess whether sites that are empty are more distant from potential sources of colonization (i.e. a nearby occupied site) than occupied ones and (ii) an average connectivity metric developed by Hanski & Singer (2001) :
where c is the connectivity value for the kth species at the target patch i and every other patch j, N is the number of individuals in patch j for species k, d is the geographical distance between sites i and j and a k controls the steepness of the dispersal kernel in which small a values represent greater dispersal limitation in contrast to large a values. Each product in c (before summation) is an estimate of the number of individuals (or propagules) arriving in patch i from patch j (Moilanen 1999) . Note that a value of c is calculated for each patch and each species, thus representing a single-species connectivity predictor. Later (section Incorporating and estimating the importance of connectivity predictors in community analysis), we explain that predictor set contributions (and associated fractions) in variation partitioning are based on combining R 2 values from independent single species multiple regression models ( Fig. 1 ). Due to the lack of information about the dispersal capacities of the species studied here (as in most cases), a was estimated via iteration as suggested by Yamanaka et al. 2009 (see section Incorporating and estimating the importance of connectivity predictors in community analysis for computational details). Although a above was expressed per species (i.e. a k ) so that its original formulation would be kept (e.g. as in Hanski & Singer 2001 ), a single value was used across all species. By iterating a, though keeping the same value across species, we determined which a value maximized the prediction of species distributions based on c. For simplicity, we concentrated on these two connectivity metrics, though our framework is flexible enough so that any other patch-species specific metric can be used (e.g. distance to two or more nearest occupied patches).
predictors of spatial variation
Spatial variation (here considered as variation that is spatially autocorrelated) is an extremely widespread phenomenon. The inclusion of spatial autocorrelation in models can aid in identifying whether there are missing spatialized predictors that may or may not covary with environmental features already in the analysis. This is a rarely acknowledged notion but allows improving model specification and the estimation of variable contribution to prediction (Peres-Neto & Legendre 2010) . This is also a relevant step in assessing whether model predictors (e.g. environmental features) fail to strengthen the explanation of response variables after certain spatial predictors (predictors of spatial autocorrelation). Independent and dependent predictive power of predictor sets are estimated via variation partitioning and is particularly important in the case of observational (field) studies, where experimental control (and orthogonal designs) for confounding factors is rather challenging.
There are different ways of generating predictors of spatial autocorrelation (Legendre, Borcard & Peres-Neto 2005 ) and here we used Moran's Eigenvector Maps (db-MEM; . Spatial eigenvector mapping is based on the idea that the spatial arrangement of data points is translated into explanatory variables, capturing spatial autocorrelation at different spatial scales. The method is based on the eigenfunction decomposition of spatial geographical matrices. Eigenvectors from these matrices represent the decompositions of Moran's I statistic into all mutually orthogonal maps that can be generated from a given geographical matrix (Griffith & Peres-Neto 2006 ). Moran's I is perhaps the most used index to assess the level of spatial autocorrelation in ecological and non-ecological analyses. The geographical matrix is truncated so that certain connections among sites are severed. Truncation is often used to produce more parsimonious representations of geographical matrices (see Fall et al. 2007 for a review).
There are several possibilities for building truncated geographical matrices but given the uniform nature of our sampling design (grid), the matrix used here was a simple first-order spatial matrix in which for any given patch, only the adjacent patches were connected. The truncated geographical matrix was then double-centred (as in Principal Coordinate Analysis) and its eigenvectors were extracted (see Griffith & Peres-Neto 2006 for technical details). The eigenvectors were then used directly in a variation partitioning scheme as spatial predictors of autocorrelation to estimate the amount of spatial variation in community composition, as well as controlling for autocorrelation when testing the importance of environmental predictors (Dormann et al. 2007; Peres-Neto & Legendre 2010) . Given the large number of spatial eigenvector generated (n À 1 eigenvectors are produced out of n patches; one eigenvector is lost due to the double-centring procedure), as in similar applications in spatial community analysis and variation partitioning, we used a forward selection procedure implemented by Blanchet, Legendre & Borcard (2008) to retain only significant predictors of spatial structure in the species distributional matrix.
incorporating and estimating the importance of connectivity predictors in community analysis
Redundancy analysis (RDA) can be best understood as a method for extending multiple regression models with a single response Y and multiple predictors X (e.g. several environmental predictors) to multiple regression models involving multiple response variables (e.g. several species) and a common matrix of predictors X (Peres- . It follows that the percentage of variation in the response matrix explained by the predictor matrix (hereafter referred to as the redundancy statistic, or simply R 2 YjX ) is the canonical equivalent of the regression coefficient of determination R 2 used in multiple regression models with one response variable (i.e. one species). In the case of RDA, R 2 YjX is calculated as follows: . I is an (n 9 n) identity matrix and P is a (n 9 n) matrix with all elements = 1/n; n refers to the number of sampling units (e.g. patches). Matrix X can be either centred or standardized (column means=0 and column variances=1). Important here, though often unnoticed, is that R YjX can be re-written as:
where k is the number of species and n is the number of patches, R 2 j is the coefficient of determination for the jth species weighted Fig. 1 . Schematic representation showing how a multiple response matrix Y can undergo a canonical analysis when the environmental E and spatial S matrices are constant across species, but the patch connectivity matrix C is species-specific (i.e. varies for each species).
The predicted values produced from independent multiple regression models are then combined into one single canonical coefficient to calculate adjusted R 2 values. If all three matrices are used, R 2 Yj½E;S;C adj is calculated, whereas if only matrices E and C are used, then R 2 Yj½E;Cadj is calculated, etc, until all necessary total fractions of variation are achieved (i.e. 7 RDAs: all three matrices, all combinations of two matrices and the contribution of single matrices). All other fractions values are calculated from these seven adjusted canonical coefficients of variation.
by its variance, divided by the total variance across all species
As such, extending canonical analysis to incorporate a patch-species specific connectivity measure is a simple matter of running separate regression models for each species on environmental and spatial (both common to all species), and connectivity predictors (different for each species) and calculate the combined weighted R 2 YjX across all species as shown above (see Fig. 1 for a schematic representation) .
The calculation of R 2 YjX is just the first step in canonical analysis to assess the relative importance of these sets of predictors (environment, spatial and connectivity) in driving changes in community composition across patches. One of the main developments based on canonical analysis has been the variation partitioning (Borcard, Legendre & Drapeau 1992; Peres-Neto et al. 2006) in which the explained variation in a species data matrix is partitioned among different sources of variation represented by matrices of predictors to determine their contribution to patterns of beta diversity (i.e. variation in species composition among communities; see Legendre, Borcard & Peres-Neto 2005 ; for a review).
Here, we consider a variation partitioning scheme using three matrices of predictors: environmental (E), spatial (S) and connectivity (C). C contains information on the distance to the nearest occupied site, as well as values of the c statistic of connectivity shown above (i.e. two columns per species), but as explained earlier, multiple connectivity predictors can be considered in this matrix. Given the three matrices E, S and C, the unique fractions of variation are calculated on the basis of 7 RDAs and their respective R 2 YjX : one separate RDA for each matrix (3 analyses), one RDA for all pair combinations of matrices (3 analyses), in addition to a final analysis containing all three matrices (Fig. 1) . As in R 2 for multiple regressions, R Significance tests were based on the adjusted fractions of variation instead of the usual pseudo-F statistic used in variation partitioning (see Peres-Neto & Legendre 2010) . It follows that the adjusted fractions of variation consider the appropriate degrees of freedom, thus providing the same P-values as those produced when using the pseudo-F statistic. A permutation-test procedure was used to assess the significance of each fraction. The test was based on permuting entire rows of the species matrix a large number of times (9999), calculating the respective adjusted fractions for each random set [value-rnd] and contrasting them against the observed value [value-obs]. Probability values are calculated as: P = (number of permuted [value-rnd] equal to or larger than [value-obs]+1)/(number of permutations+1), where 1 represents the observed value for the index being evaluated and is also included as a value of the randomized distribution.
A set of 100 regular values for a in the connectivity metric c was used between the minimum and maximum patch distances in each grid (i.e. minimum at 5 m in both seasons and maximum at 63Á64 m and 54Á08 m for the rainy and dry season respectively). An iterative procedure to estimate the best a value was conducted by running a separate RDA considering the three matrices (E, S and C), retaining one single a that maximized the total amount of variation explained in changes in species compositions across all patches. It would be certainly possible to consider different values of a per species (and even per patch), estimating how different combinations maximized the contribution of C; though feasible, it would certainly increase complexity and reduce interpretability. Note that C also included the connectivity predictors based on the distance to the nearest occupied site, which does not change as a function of a; and that only the partial but not the total contributions of E and S change as a function of a. R code is available in Appendix S1, Supporting Information.
One important issue was to verify whether using connectivity metrics based on species distributions to then model these distributions themselves would not bias regression models. Although these regression models are routinely used in metapopulation studies (e.g. Knapp et al. 2003; Yamanaka et al. 2009 ), we conducted two sets of simulations to assess this potential issue (Appendix S2). The first simulation was based on modelling the distribution of single species for which presence and absence values (1 and 0) were randomly assigned across 100 sites (as in our March season). In this case, we generated species that varied in their number of sites occupied (i.e. prevalence, 10%, 20%, 30% up to 90%). For each prevalence level, we generated 50 independent species and we then applied our iterative procedure to find the a value and respective associated R 2 (i.e. total contribution of connectivity) for each species separately. The simulation results show that ( Fig. S1 ): (i) R 2 -values are not inflated for random data for small a values (as in our study case; see results); and (ii) R 2 -values become somewhat inflated as a increases but only for species with small prevalences in the landscape (i.e. species occupying small number of sites). This should not be interpreted as an issue per se as species randomly distributed occupying low number of sites are sparsely distributed (hence the relatively greater alpha values) and should be interpreted as movement limited. Against this interpretation, one could obviously correct for this bias using these permuted values as adjustments in canonical R 2 as demonstrated by Peres-Neto et al. (2006) (eq. 5). The second simulation study was based on our March multispecies survey data. We generated 50 sets of species abundances permuted independently of one, and for each permuted set we calculated their associated canonical (RDA) R 2 (i.e. total contribution of connectivity) for all species together (i.e. our modified RDA) across the same alpha values used in our study. The results are similar to the first set of simulations indicating that our results are robust against randomly generated sets but also indicating that we have a number of small prevalent species, which is often the case of ecological data. Note, however, that our specific system displays patterns far beyond from random, future studies need to incorporate these types of simulations, particularly in cases where a values that maximize prediction are large and when the number of rare species is large.
spatial structure of the environment and temporal variation between seasons
Mantel correlograms (Borcard & Legendre 2012) were used to assess the spatial structure of the environmental features. Values within distance classes represent the Mantel correlation between a pairwise environmental distance (Euclidean) matrix between patches and a spatial design matrix in which all pairwise geographical distances within any particular distance class take a value of 1 and a value of zero if they fall outside that geographical distance. Note that environmental variables were standardized to mean 0 and variance 1 so that all variables had the same weight in the analysis. Significance of any given correlation was estimated by a permutation test (see Borcard & Legendre 2012 for details) and subsequently, a Bonferroni correction within correlograms was applied to avoid spurious significant values due to multiple testing. To assess whether environmental patch variation between the two sampling seasons were spatially consistent, a subsequent Monte Carlo procedure was used: (i) Calculate the environmental Euclidean distance of any given patch between the rainy and dry season, averaging the resultant 70 distances (common patches between the two seasons):
where E i_rainy,j is the environmental value for the jth environmental feature (7 environmental characteristics in total) in the ith patch in the rainy season; (ii) Permute patches in the rainy in relation to the dry season and recalculate the average value as D rnd ; (iii) Step 2 was repeated 9999 times and the probability of rejection that the observed distance is smaller than expected by chance was calculated as: P = (number of random D rnd equal to or larger than the observed+1)/(number of permutations+1). As such, the P-value estimates the chance of patches being more environmentally similar between sampling periods than to the environment of another patch sampled within the same season (i.e. a measure of how much temporal vs. spatial environmental variation was present in the system). Therefore, a small P-value would serve as an indication that the spatial patterns in the environment were temporally stable.
Results
The Mantel correlograms indicate a weak (small Mantel r values) spatial environmental structure though spatially closer patches (5 m in both seasons) were more similar environmentally ( Fig. 2a and c for the rainy and dry season respectively). Despite the weak spatial structure, patches were spatially quite distinct environmentally within seasons (Fig. 2b and d for the rainy and dry season respectively) and were relatively temporally stable as suggested by the Monte Carlo procedure contrasting spatial environmental variation in patches between seasons ( Fig. 2e and f) . Although marginally non-significant (P = 0Á068 for an a = 0Á05), such low probability indicates temporal coherence in spatial environmental heterogeneity ( Fig. 2b and d) .
Across all a values, the variation explained by connectivity was higher than those explained by environmental and space variation. The iterative procedure identified that the a value that best explained variation in local community compositional changes across patches is 5 m, suggesting that the studied species are quite dispersal limited (Fig. 3a) . In our system, the pattern of change in the unique component of variation due to connectivity (a) matched those of its total contribution (Fig. 3b) . Note that although the components of independent variation in environment and space were quite small ( Fig. 3c and d  respectively) , the former decreased, whereas the latter increased as a function of a.
A separate variation partitioning was produced for each sampling period and on the basis of the a value that maximized (5 m in both seasons) and minimized (a = 63Á64 m and 54Á08 m for the rainy and dry seasons respectively) the total amount of variation explained by connectivity (Fig. 3a) . The contrast between the two most extreme a values provides a way to contrast the differences in interpretation between different dispersal scales used for estimating connectivity. The results are multiple and allow several relevant inferences for understanding the underlying factors driving changes in community composition in the studied metacommunity. First, the three sets of predictors (separately) significantly explained variation in local community composition of polychaetes (Fig. 4) , though their independent contributions were not significant in some cases.
Had the common variation partitioning scheme (i.e. where only environmental and spatial predictors are used) been used, only 13Á2% and 10Á3% of the variation in metacommunity structure would had been explained in the rainy and dry season respectively. With the connectivity set of predictors, the total amount of explained variation was 51Á4% and 46Á6% of the variation in the rainy and dry season respectively. The contrast between the two models (i.e. with and without patch connectivity) clearly indicates that connectivity played a very important role in the organization of this metacommunity (Fig. 4a vs. b) . Second, because the connectivity predictor based on nearest occupied site does not vary with a, when contrasting the connectivity contribution between low and high a values in each season (Fig. 4a vs. b and Fig. 4c vs. d) , it becomes clear that the average connectivity metric c is the one that largely contributed to the amount of explained variation in changes in community composition across patches. Third, there is no indication that the contributions of the environment and space overlap, indicating that the way in which environment influences community composition across patches, though small, is not strongly spatially autocorrelated, as one would had predicted by the weak spatial structure of the environment alone ( Fig. 2a and c) . Fourth, the contribution of connectivity is largely independent of the spatial autocorrelation (i.e. due to matrix S).
Discussion
Currently, there are three main statistical frameworks to empirically analyse metacommunities (Logue et al. 2011) : variation partitioning, null models of species co-occurrences and test of neutral theory. Although variation partitioning is the only one that aims at distinguishing species sorting (via differences in environmental affinities) and dispersal, in reality, only the former can be clearly distinguished (Logue et al. 2011) . This is because variation in species composition across communities that is spatially structured can result not only from dispersal but also from unmeasured spatial environmental variation (i.e. missing environmental predictors that are themselves spatialized). Therefore, past variation partitioning schemes could only unequivocally test the hypothesis of species sorting, which is the case when measured environmental features contribute significantly to variation in species composition (independently of spatial variation) across local communities (Cottenie 2005) .
In this study, for the first time, we extended the metapopulation style of modelling (e.g. Knapp et al. 2003; Gonzalez-Megias, Gomez & Sanchez-Pinero 2005; Schooley & Branch 2007) to metacommunities within the variation partitioning framework to estimate the relative contributions of dispersal and environment in determining variation in community composition across patches (i.e. beta diversity). Moreover, in addition to dispersal predictors, we also considered spatial predictors as a way to control for the possible bias effects of autocorrelation in both response (i.e. species distributions) and predictor variables (i.e. environmental features and connectivity metrics).
As opposed to metacommunity analyses, in which spatial predictors are commonly used (Cottenie 2005; Soininen 2015) , the metapopulation approach hardly ever considered spatial variation either as a way to control for spatial autocorrelation or capitalize on missing spatial predictors (but see Gonzalez-Megias, Gomez & SanchezPinero 2005; Schooley & Branch 2007; Yamanaka et al. 2009 for three exceptions). As far as we know, Yamanaka et al. (2009) is the only study that used variation partitioning considering environmental features, connectivity and spatial variation in a metapopulation study. Although their study was based on a single species only (i.e. metapopulation), contrary to our results, in which the environmental and connectivity components shared little variation with space, they found that both environment Distance classes (m)
Average environmental distance between patches and connectivity components were highly spatialized (Yamanaka et al. 2009 ). Moreover, connectivity explained a much greater component of the variation in community composition across patches than spatial predictors in our system in relation to theirs. Given that in our system the predictive power of connectivity was greater at very small dispersal distances (i.e. a parameter = 5 m, Fig. 4 ), one should not expect connectivity to covary strongly with space as the power of MEMs is quite weak at describing and detecting spatial structure at small scales ( ) that unlike MEMs, consider a local patch as a neighbour of itself (i.e. distance >0 in the main diagonal of the truncated matrix). This may introduce undesirable properties in the method but perhaps explain why connectivity had greater levels of spatial variation in their study. Marine soft sediments are often considered as vast expanses with little habitat heterogeneity at small spatial scales and, as such, biodiversity structure is considered to be controlled by habitat variation at large spatial scales (Hewitt et al. 2005; Moritz et al. 2013) . This study represents the smallest geographical scale (50 m by 50 m) in the analysis of the factors contributing to variation in species composition in a soft-bottom marine (polychaete) metacommunity. Even at this small geographical extent, significant contributions of environment, spatial variation and connectivity were detected (Fig. 4) . The environmental contribution, though significant, was quite small (5Á6% and 5Á9%) in contrast to connectivity (36Á5% and 45Á3%). The low environmental contribution suggests that either polychaetes have little environmental affinity to the measured environmental features (i.e. generalists) or they are not able to find all suitable sites in the landscape, thus reducing the capacity of a regression model to detect strong environmental relationships. A third explanation would be that not all important environmental features were measured; however, given the fact that the spatial component, a potential proxy for missing spatialized environmental factors, also explained very little variation, it is likely that the important environmental features were considered but that dispersal limitation restricted species' abilities to find suitable patches. It is possible that we missed important non-spatialized environmental predictions. However, it is well established in the literature that the environmental features measured in this study such as organic matter (Tsutsumi et al. 1990) , sediment properties (chlorophyll; Chapman & Tolhurst 2007) and sediment grain size (Snelgrove & Butman 1994; Chapman & Tolhurst 2007; Labrune et al. 2007; Moritz et al. 2013 ) are important features in determining habitat preferences in polychaetes. The high predictive power of connectivity in relation to environment and the low levels of dispersal capacity, in which the average dispersal distance was estimated to be restricted to only adjacent patches (i.e. a parameter equals 5 m), suggest that species are limited in their capabilities of finding suitable habitats in the landscape, potentially occupying patches of lower habitat quality. Indeed, the observation that not all suitable sites for any particular species are occupied at any single point in time is quite common (Dunham & Rieman 1999) . Finally, it is certainly possible that the environmental variation in our system is too small for individuals to have strong habitat-affinities at this scale.
Connectivity at is likely to be important only at the post-settlement dispersal phase (in contrast to large-scale larval dispersal), though very little is known about how this process affects patterns of soft-bottom marine metacommunities (Pilditch et al. 2015) . Indeed, most research in the past regarding soft-bottom marine organisms has focused on planktonic (larval) dispersal (Guizien et al. 2014) , though post-settlement dispersal seems common (Palmer, Allan & Butman 1996) . The few studies on postsettlement dispersal abilities and tendency to move indicate that some species are capable of high dispersal speeds of up to 1-2 cm s À1 (Stocks 2002) . Based on these values, one would expect that dispersal among patches in the study system should not be particularly challenging. That said, the spatial structure of the environment is particularly weak and only patches within 5-10 m are similar in their environmental conditions (Fig. 2a and c) . Moreover, patches were more similar temporally than spatially (Fig. 2f) . Put together, these findings suggest that postsettlement dispersal is likely to be limited by low patch connectivity. Indeed, low autocorrelation in patch quality has been recognized as a challenge in dispersal and colonization capacity (Schooley & Branch 2007) . Note that these findings and associated inferences are not due to the fact that our landscape is small in size. Environmental heterogeneity and patterns of environmental autocorrelation can be small or large regardless of the size of the landscape. As such, the framework introduced here can be applied to any landscape size and across different taxonomic groups to estimate the contributions and interactions between environmental heterogeneity and connectivity.
There is theoretical and empirical evidence that the spatial structure of the environment can have large impacts on single-species dynamics (Heino 1998) , though its effect on metacommunities is rather unknown. Spatial environmental autocorrelation can be directly equated to how abruptly, sharply or smoothly changes in environmental conditions occur in time and space. Environmental autocorrelation is low in the study system, implying low predictability in environmental variation, which in turn can limit or influence individuals in their habitat search-strategies in space (Goldberg 2001 ) and life-history allocation strategies in time, ultimately affecting growth, reproduction and survival (Harrison & Quinn 1999) . Therefore, the low variation explained by the environmental and spatial components in contrast to the connectivity component here is likely due to a low autocorrelation of the environment, which in turn decreases connectivity and imposes challenges to post-settlement dispersal.
Variation partitioning is now routinely used in direct gradient analysis. However, in these studies, the origin of the spatial component is largely unknown. The goal here was to introduce a framework that facilitates separating habitat connectivity from other spatially structured processes that cannot be easily inferred, such as missing environmental features, dispersal and abiotic interactions. Note that the choice of connectivity metrics is important as Schumaker (1996) (and references therein) pointed out that useful indexes should correlate strongly with dispersal. However, in many instances they may more accurately describe potential, rather than realized dispersal, potentially measuring the combined effects of past and future dispersal (Jacobson & Peres-Neto 2010) . Regardless of the specific connectivity metric used, the proposed framework is flexible enough to accommodate any connectivity measure.
In a recent study, Soininen (2015) found that commonly used spatial predictors only explain a small fraction (11% in average across 322 data sets) of community variation in composition across patches within metacommunities. It is clear that the set of connectivity predictors used was able to greatly improve predictive power of spatial changes in community composition (Fig. 4) . As discussed earlier, currently used predictors of spatial variation (e.g. spatial polynomials and eigenvectors maps) may not be able to capture dispersal patterns, particularly if they occur at relatively small scales in contrast to the geographical extent (Layeghifard, Makarenkov & PeresNeto 2015) , which is the case in the study system. Moreover, the spatial patterns of connectivity may vary within landscapes (anisotropy) and as a result commonly used spatial predictors may not capture these differences as well as commonly used metrics of connectivity.
The use of the proposed analytical framework and potential derivations, in combination with well designed sampling protocols, should increase our ability to further distinguish the relative importance of factors that may seem hopelessly intertwined. Connectivity measures can be often calculated directly from already existing data so that researchers can make full use of the proposed framework without having to resort to collecting new data (see Bender, Tischendorf & Fahrig 2003 for a discussion). Given that information on connectivity can be estimated by commonly available data on species distributions, the framework presented here can be readily applied to past studies as well, facilitating a more robust evaluation of the factors contributing to metacommunity structure.
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