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A DERIVATION OF GRIFFITH FUNCTIONALS FROM DISCRETE
FINITE-DIFFERENCE MODELS
V. CRISMALE, G. SCILLA AND F. SOLOMBRINO
Abstract. We analyze a finite-difference approximation of a functional of Ambrosio-Tortorelli
type in brittle fracture, in the discrete-to-continuum limit. In a suitable regime between the
competing scales, namely if the discretization step δ is smaller than the ellipticity parameter
ε, we show the Γ-convergence of the model to the Griffith functional, containing only a term
enforcing Dirichlet boundary conditions and no Lp fidelity term. Restricting to two dimensions,
we also address the case in which a (linearized) constraint of non-interpenetration of matter is
added in the limit functional, in the spirit of a recent work by Chambolle, Conti and Francfort.
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1. Introduction
In this paper we provide a variational approximation by discrete finite-difference energies of
functionals of the form
λ
∫
Ω\K
|Eu(x)|2 dx+ µ
∫
Ω\K
|div u(x)|2 dx+Hd−1(K), (1.1)
where Ω is a bounded subset of Rd, K ⊆ Ω is closed, u ∈ C1(Ω\K;Rd), Eu denotes the symmetric
part of the gradient of u, div u is the divergence of u and Hd−1 is the (d−1)-dimensional Hausdorff
measure. Functionals as in (1.1) are widely used in the variational modeling of fracture mechanics
for linearly elastic materials, in the framework of Griffith’s theory of brittle fracture (see, e.g. [29]).
Here Ω stands for the reference configuration and u represents the displacement field of the body.
The total energy (1.1) is composed by a bulk energy in Ω\K, where the material is supposed to
be linearly elastic, and a surface term accounting for the energy necessary to produce the fracture,
proportional to the area of the crack surface K. A rigorous weak formulation of the problem (1.1),
which is usually complemented by the assignment of boundary Dirichlet datum, has been provided
only in very recent years [27, 21]. In the appropriate functional setting, u is a (vector-valued)
generalized special function of bounded deformation, for which the symmetrized gradient Eu and
the divergence div u are defined almost everywhere in an approximate sense (see [27]), and the set
K is replaced by the (d− 1)-rectifiable set Ju, the jump set of u.
However, the numerical treatment of functionals (1.1) presents relevant difficulties mainly con-
nected to the presence of the surface term Hd−1(Ju). Such difficulties already appear in the case of
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antiplane shear (see, e.g., [12]) where the energy (1.1) reduces to the Mumford-Shah-type functional∫
Ω
|∇u|2 dx+Hd−1(Ju), (1.2)
for a scalar-valued displacement u ∈ SBV (Ω), the space of special functions of bounded variation.
In view of the aforementioned numerical issues, a particular attention has been devoted over the
last three decades to provide suitable discrete approximations, by means of both finite-difference
and finite-elements, of the functional (1.2).
A first approach, based on earlier models in Image Segmentation, has been proposed by Cham-
bolle [16] in dimension d = 1, 2; there, the discrete model depends on finite differences through
a truncated quadratic potential. In the case d = 2, the surface term of the variational limit is
described by an anisotropic function ϕ(νu) of the normal νu to Ju depending on the geometry of
the underlying lattice. As a matter of fact, this anisotropy can be avoided by considering alternate
finite-elements of different local approximations of the Mumford-Shah functional, as showed, still
in dimension two, by Chambolle and Dal Maso [22]. We refer to [8] (cf. also [11]) and to [28] for
some other approximations using finite-elements and continuous finite-difference approximations
of (1.2), respectively.
A different strategy consists in replacing the Mumford-Shah functional by an elliptic approxi-
mation (with parameter ε > 0) in the spirit of Ambrosio-Tortorelli [4, 5], and then by discretizing
these elliptic functionals by means of either finite-difference or finite-elements with mesh-size δ,
independent of ε. For a suitable fine mesh, with size δ = δ(ε) small enough, these numerical
approximations Γ-converge, as ε→ 0, to the Mumford-Shah functional.
This suggests that a remarkable problem to be addressed is the so called “quantitative analysis”:
i.e., the study of the limit behavior of these approximations as δ and ε simultaneously tend to 0.
Following on the footsteps of the approximation of the Modica-Mortola functional proposed by
Braides and Yip [14], this analysis has been recently developed by Bach, Braides and Zeppieri in
[6] for (1.2). They characterize the limit behavior of the energies∑
α,β∈Ω∩δZd
|α−β|=δ
δd(v(α))2
∣∣∣∣u(α)− u(β)δ
∣∣∣∣2 + ∑
α∈Ω∩δZd
δd
(v(α)− 1)2
ε
+
1
2
∑
α,β∈Ω∩δZd
|α−β|=δ
εδd
∣∣∣∣v(α)− v(β)δ
∣∣∣∣2 ,
showing the variational convergence to the functional (1.2) in the regime δ << ε. Other scalings
of the parameters are also studied: in the regime δ ∼ ε, the surface energy is described by a
function ϕ(νu) solution to a discrete optimal-profile problem, while if δ >> ε, the limit energy
is the Dirichlet functional. Recently, approximations of (1.2) (thus without anisotropy in the
limit) have been obtained even when δ ∼ ε, by employing discretizations on random lattices. In
particular, [7] analyzes the random version of the discrete energies in [6], basing on [31] (cf. also
[15]).
Coming back to the problem of providing discrete approximations of the Griffith functional, we
mention the finite-elements approximation in [30] and focus on the discrete-to-continuum analysis
performed by Alicando, Focardi and Gelli [1]. They considered, in the spirit of [16] and in the
planar setting d = 2, discrete energies of the form∑
ξ∈Zd
ρ(ξ)
∑
α∈Rξδ
δd−1f
(
δ(|〈Dξδu(α), ξ〉|2 + θ|divξδu(α)|2)
)
, (1.3)
defined on a portion Rξδ of Ω ∩ δZd, where ρ is a positive kernel, θ is a positive constant,
f(t) := min{t, 1}, Dξδu(x) denotes the difference quotient 1δ (u(x + δξ) − u(x)) and divξδ u is a
suitable discretization of the divergence which takes into account three-point-interactions in the
directions ξ and ξ⊥ (the vector orthogonal to ξ). In order to obtain compactness of sequences of
competitors with equibounded energy, they require that ρ(ξ) > 0 for ξ ∈ {±e1,±e2,±(e1 ± e2)},
which amounts to consider nearest-neighbors (NN) and next-to-nearest neighbors (NNN) interac-
tions in the energies. Furthermore, an L∞ bound has to be imposed, which is quite unnatural
in Fracture Mechanics. Differently from [6], the characterization of the limit energy cannot be
achieved with the reduction to a 1-dimensional case by means of slicing techniques (see, e.g.,
[13, 17, 28]), due to the presence of the divergence term. Hence, a different strategy has to be
used, involving the construction of suitable interpolants (see [1, Proposition 4.1]). As it happened
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in [16], the surface term in the limit energy is still reminiscent of the underlying lattice, and only
a continuous version of (1.3) allows to obtain Hd−1(Ju) as surface energy. Furthermore, a possible
extension of the model to dimension d = 3, still involving NN and NNN interactions is proposed,
but no compactness result is provided.
Our results: This leads us to the motivation of our paper, which complements the results of
both [6] and [1]. On the one hand, we provide a discrete Ambrosio-Tortorelli approximation to the
Griffith functional both in dimension d = 2 and d = 3, of the form
1
2
∑
ξ∈Sd
∑
α∈Rξδ(Ω)
δd−2(v(α))2 |Dδ,ξu(α)|2 + 1
2d
∑
α∈Rdivδ (Ω)
δd−2(v(α))2 |Divδu(α)|2
+
1
2
∑
α∈Ω∩δZd
δd
(
1
ε
(v(α)− 1)2 + ε
d∑
k=1
α+δek∈Ω∩δZd
(
v(α+ δek)− v(α)
δ
)2)
,
(1.4)
where Sd is a set of lattice directions (depending on the dimension d), Dδ,ξu and Divδ u are
suitable discretizations of the symmetrized gradient and of the divergence of the vector-valued u,
and the latter term is a discrete Modica-Mortola functional. Notice that Divδ u takes into account
(d+ 1)-point-interactions on a complete set of orthogonal directions (see (3.4)). Then we prove, as
main result (Theorem 3.1), that (1.4) Γ-converges as ε → 0 to the Griffith’s functional under the
assumption that δ<< ε.
On the other hand, we conclude the analysis started in [1] for the finite-difference approximation
of (1.1) in dimension d = 3, although with a different approach, by both rigorously proving a
compactness result under more general assumptions, and recovering an isotropic surface energy
in the limit. We also stress the fact that the extension of the two-dimensional model to the case
d = 3 is not just a minor modification but requires the introduction of additional interactions in
the elastic term of the energies by specifying the set of directions S3 (see (2.24)); namely, we need
to take into account also next-to-next-nearest neighbors (NNNN) interactions, corresponding to
lattice vectors ξ ∈ {±(e1 ± e2 ± e3)}.
The aforementioned compactness result, which is the content of Proposition 4.1, determines the
functional space domain of the limit: we benefit from the recent results [21, 25] and prove that
sequences (uε, vε) with equibounded energies (1.4) converge (up to subsequences) to a limit pair
(u, v) ∈ GSBD2∞(Ω)×{1}. We refer the reader to Section 2 for a precise definition of this function
space, where also the value ∞ is allowed. We underline that our compactness result, valid under
the weaker assumption that δε be bounded, cannot be obtained in our view through any slicing
procedure (as it happened, on the contrary, in [6]) and also refines the compactness lemma [17,
Lemma 1] to deal with the vector-valued case. Indeed, while in the scalar-valued case controlling
the total variation along d independent slices of uε is enough to provide BV -compactness, no
analogue procedure is at the moment known in GSBD (whose definition [27, Definition 4.1] in
principle requires a uniform control of the symmetrized slices on a dense set of directions in the
unit sphere, cf. also [27, Remark 4.15]). Such issue prevents us to get a uniform bound in GSBD
from a control on the slices corresponding to the directions of the lattice vectors, that could be
easily obtained from the discrete functional as in [6, 17]. We notice that the situation is different
with respect to the BD case, where it is enough to control the slices on a finite set of directions,
see [2, Proposition 3.2].
In fact, we are able to prove that a continuous Ambrosio-Tortorelli functional, defined on the
standard piecewise affine interpolations u¯ε of the uε and on suitable piecewise constant interpola-
tions v˜min,ε of the vε (different than the standard ones), bounds from below the discrete energies
(1.4). To this aim, taking the additional (NNNN) interactions is crucial in dimension d = 3 . In
addition, we do not need to add any Lp fidelity term to the discrete energies, since compactness
in GSBD2∞ does not require such limitations and is also able to handle the fact that u may take
value ∞.
The proof of the Γ-liminf inequality is subdivided into two steps. The lower semicontinuity
of the elastic part of the limit energies (see Lemma 5.1 and Proposition 5.3) can be obtained by
combining slicing arguments on suitable interpolations of uε and vε with a splitting into sublattices
of δZd, which are frequently used techniques to work with discrete energies with both short and
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long-range interactions (see, e.g., [1, 13]). It must be noticed, at this point, that both the first two
summands in (1.4) give a contribution to the second term in (1.1). As, within the proof technique
described above, both are assumed to be nonnegative, the constants µ and λ appearing there are
related by 2µ = λ + 2θ with θ ≥ 0, as it also happened, for instance, in the statement of [1,
Theorem 7.1]. Hence, our main result is stated in terms of the two indendent parameters λ and θ
and is valid for materials whose Poisson ratio (due to the inequality 2µ ≥ λ) does not exceed the
value 13 .
The lower bound for the surface term, instead, requires a more refined blow-up procedure
(Proposition 5.4) and this is the very first technical point where we need to assume that δε → 0,
in order to recover the optimal constant. Indeed a slicing argument under the weaker assumption
that δ/ε be bounded would provide a lower bound with a wrong constant. We remark that, also
in this proof, similar arguments as in Proposition 4.1 have to be used, in order to get compactness
of a rescaled version of the uε. Moreover, additional care is needed in order to deal with the fact
that our limit displacements may assume the value infinity (see e.g. Step 2 in Proposition 5.3).
The construction of a recovery sequence (Proposition 6.1) relies on the density result for GSBD2
functions [19, Theorem 1.1], recalled here with Theorem 2.3. The upper bound for the elastic term is
obtained by first reducing the discrete energies to continuous ones by means of a classical translation
argument (see, e.g. [1, Proposition 4.4]) and then by exploiting the upper estimates coming from
the approximations of
∫ |〈(Eu)ξ, ξ〉|2 dx and ∫ (div u)2 dx outside an infinitesimal neighborhood of
the jump set of the target function u. The limsup inequality for the surface term is developed as
in [6, Proposition 4.2], by also employing the one-dimensional solution to the Ambrosio-Tortorelli
optimal profile problem.
We conclude our analysis by investigating the compatibility of our two-dimensional model with
the constraint of non-interpenetration. The answer is positive under the assumptions of [18] but,
in order to obtain the desired upper bound, we need to require the stronger scaling δε2 → 0 between
the parameters.
As a final remark, we mention that our results also give a partial insight on the case δ ∼ ε.
Indeed, the constructions in Sections 5 and 6 can also be used to show that, whenever the ratio
δ/ε stays bounded, the Γ-limit of the energy (1.4) can be controlled from above and from below by
functionals of the kind (1.1), with different constants appearing in the surface term. However, a
precise characterization of the limit energy in this case has to face additional issues. The analysis
performed in [6] for the scalar-valued case, indeed, relies indeed on two major ingredients. First of
all, the limit energy is characterized as an abstract integral surface energy by means of the global
method for relaxation introduced in [10]. This could be also done in our setting, by exploiting a
recent integral representation result for energies on spaces of functions of bounded deformation [26]
(see also [23] in the planar setting). However, a crucial step in this procedure consists in proving
that a separation of bulk and surface contributions takes place in the limit. In [6] this is done by
means of an explicit construction which, however, is confined to 2 dimensions and strongly exploits
the SBV -setting. A more general point of view, also suitable for higher dimensions, is for instance
used in [7, Proposition 4.11] with the help of a weighted coarea formula. This is unfortunately
also a tool which is not available when dealing with (G)SBD functions. The investigation of these
issues has therefore to be deferred to further contributions.
Outline of the paper: The paper is organized as follows. In Section 2 we fix the basic nota-
tion and collect some definitions and results on the function spaces we will deal with. In Section 3
we introduce our discrete model and state the main results of the paper. Section 4 contains the
compactness result of Proposition 4.1. Section 5 is devoted to the liminf inequality, proved with
Proposition 5.4, while Section 6 deals with the upper inequality (Proposition 6.1). Eventually, in
Section 7 we analyze the compatibility of the two-dimensional model with a non-interpenetration
constraint.
2. Preliminaries
2.1. Notation. The symbol 〈·, ·〉 denotes the scalar product in Rd, while | · | stands for the Eu-
clidean norm in any dimension. For any x, y ∈ Rd, [x, y] is the segment with endpoints x and y.
The symbol Ω will always denote an open, bounded subset of Rd. The Lebesgue measure in Rd
and the s-dimensional Hausdorff measure are written as Ld and Hs, respectively. We will often
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use the notation |A| for the Lebesgue measure of a Borel set A. The symbols . and & denote the
boundedness modulo a constant.
For any locally compact subset B ⊂ Rd (i.e. any point in B has a neighborhood contained
in a compact subset of B), the space of bounded Rm-valued Radon measures on B [respectively,
the space of Rm-valued Radon measures on B] is denoted by Mb(B;Rm) [resp., by M(B;Rm)].
If m = 1, we write Mb(B) for Mb(B;R), M(B) for M(B;R), and M+b (B) for the subspace of
positive measures of Mb(B). For every µ ∈ Mb(B;Rm), its total variation is denoted by |µ|(B).
We write {e1, . . . , ed} for the canonical basis of Rd.
2.2. GBD, GSBD, and GSBD2∞ functions. We recall here some basic definitions and results on
generalized functions with bounded deformation, as introduced in [27]. Throughout the paper we
will use standard notations for the spaces SBV and SBD, referring the reader to [3] and [2, 9, 32],
respectively, for a detailed treatment on the topics.
Let ξ ∈ Rd\{0} and Πξ = {y ∈ Rd : 〈ξ, y〉 = 0}. If y ∈ Πξ and Ω ⊂ Rd we set Ωξ,y := {t ∈ R :
y+ tξ ∈ Ω} and Ωξ := {y ∈ Πξ : Ωξ,y 6= ∅}. Given u : Ω→ Rd, d ≥ 2, we define uξ,y : Ωξ,y → R by
uξ,y(t) := 〈u(y + tξ), ξ〉 , (2.1)
while if h : Ω→ R, the symbol hξ,y will denote the restriction of h to the set Ωξ,y; namely,
hξ,y(t) := h(y + tξ) . (2.2)
Definition 2.1. An Ld-measurable function u : Ω → Rd belongs to GBD(Ω) if there exists
a positive bounded Radon measure λu such that, for all τ ∈ C1(Rd) with − 12 ≤ τ ≤ 12 and
0 ≤ τ ′ ≤ 1, and all ξ ∈ Sd−1, the distributional derivative Dξ(τ(〈u, ξ〉)) is a bounded Radon
measure on Ω whose total variation satisfies
|Dξ(τ(〈u, ξ〉))| (B) ≤ λu(B)
for every Borel subset B of Ω.
If u ∈ GBD(Ω) and ξ ∈ Rd\{0} then, in view of [27, Theorem 9.1, Theorem 8.1], the following
properties hold:
(a) u˙ξ,y(t) = 〈Eu(y + tξ)ξ, ξ〉 for a.e. t ∈ Ωξy;
(b) Juξ,y = (J
ξ
u)
ξ
y for Hn−1-a.e. y ∈ Πξ, where
Jξu := {x ∈ Ju : 〈u+(x)− u−(x), ξ〉 6= 0} ; (2.3)
Definition 2.2. A function u ∈ GBD(Ω) belongs to the subset GSBD(Ω) of special functions of
bounded deformation if in addition for every ξ ∈ Sd−1 and Hd−1-a.e. y ∈ Πξ, the function uξ,y
belongs to SBVloc(Ω
ξ
y).
By [27, Remark 4.5] one has the inclusions BD(Ω) ⊂ GBD(Ω) and SBD(Ω) ⊂ GSBD(Ω),
which are in general strict. Some relevant properties of functions with bounded deformation can
be generalized to this weak setting: in particular, in [27, Theorem 6.2 and Theorem 9.1] it is
shown that the jump set Ju of a GBD-function is Hd−1-rectifiable and that GBD-functions have
an approximate symmetric differential Eu(x) at Ld-a.e. x ∈ Ω, respectively. The space GSBD2(Ω)
is defined through:
GSBD2(Ω) := {u ∈ GSBD(Ω) : Eu ∈ L2(Ω;Rd×dsym) , Hd−1(Ju) < +∞} .
Every function in GSBD2(Ω) is approximated by bounded SBV functions with more regular
jump set, as stated by the following result ([19, Theorem 1.1]). In order to deal with the Dirichlet
boundary value problem (in fact we will impose a Dirichlet boundary datum u0 ∈ H1(Rd;Rd) on
a subset ∂DΩ ⊂ ∂Ω), we report a version adapted for boundary data (cf. [19, Section 5]). For
technical reasons, we suppose that ∂Ω = ∂DΩ ∪ ∂NΩ ∪ N with ∂DΩ and ∂NΩ relatively open,
∂DΩ ∩ ∂NΩ = ∅, Hd−1(N) = 0, ∂DΩ 6= ∅, ∂(∂DΩ) = ∂(∂NΩ), and that there exist a small δ and
x0 ∈ Rd such that for every δ ∈ (0, δ)
Oδ,x0(∂DΩ) ⊂ Ω , (2.4)
where Oδ,x0(x) := x0 + (1− δ)(x− x0).
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In the following, we denote by tr(u) the trace of u on ∂Ω which is well defined for functions in
GSBD2(Ω) if Ω is Lipschitz (see [27, Section 5]).
Theorem 2.3. Let Ω ⊂ Rd be a bounded open Lipschitz set, and u ∈ GSBD2(Ω;Rd). Then there
exists a sequence un such that
(i) un ∈ SBV 2(Ω;Rd) ∩ L∞(Ω;Rd);
(ii) each Jun is closed and included in a finite union of closed connected pieces of C
1-hypersurfaces;
(iii) un ∈W 1,∞(Ω\Jun ;Rd), and
un → u in measure on Ω, (2.5)
Eun → Eu in L2(Ω;Rd×dsym), (2.6)
Hd−1(Jun4Ju)→ 0. (2.7)
Moreover, if ∂DΩ ⊂ ∂Ω satisfies (2.4) and u0 ∈ H1(Rd;Rd), then one can ensure that each un
satisfies un = u0 in a neighborhood Un ⊂ Ω of ∂DΩ, provided that (2.7) is replaced by
lim
n→∞H
d−1(Jun) = Hd−1(Ju) +Hd−1({tr(u) 6= tr(u0)} ∩ ∂DΩ) . (2.8)
A further approximation result, by Cortesani and Toader [24, Theorem 3.9], allows us to ap-
proximate GSBD2(Ω) functions with the so-called “piecewise smooth” SBV -functions, denoted
W(Ω;Rd), characterized by the three properties
u ∈ SBV (Ω;Rd) ∩Wm,∞(Ω \ Ju;Rd) for every m ∈ N ,
Hd−1(Ju \ Ju) = 0 ,
Ju is the intersection of Ω with a finite union of (d−1)-dimensional simplexes .
(2.9)
As observed in [20, Remark 4.3], we may even approximate through functions u such that, besides
(2.9), also Ju ⊂ Ω holds and the (d−1)-dimensional simplexes in the decomposition of Ju may be
taken pairwise disjoint with Ju∩Πi∩Πj = ∅ for any two different hyperplanes Πi, Πj . Furthermore,
in the assumption under which (2.8) holds true, we may also ensure that u = u0 in a neighborhood
of ∂Ω. We will employ these properties in Section 6.
We recall the following general GSBD2 compactness result from [21]. In the following, when
we deal with sets of finite perimeter, such as A∞u , we identify the set with its subset of points
with density 1, with respect to d-dimensional Lebesgue measure (cf. [3, Definition 3.60]), while we
denote explicitly their essential boundary with the symbol ∂∗.
Theorem 2.4 (GSBD2 compactness). Let Ω ⊂ R be an open, bounded set, and let (un)n ⊂
GSBD2(Ω) be a sequence satisfying
supn∈N
(‖Eun‖L2(Ω) +Hd−1(Jun)) < +∞.
Then there exists a subsequence, still denoted by un, such that the set A
∞
u := {x ∈ Ω : |un(x)| →
+∞} has finite perimeter, and there exists u ∈ GSBD2(Ω) such that
(i) un → u in measure on Ω \A∞u ,
(ii) Eun ⇀ Eu in L2(Ω \A∞u ;Rd×dsym),
(iii) lim inf
n→∞ H
d−1(Jun) ≥ Hd−1(Ju ∪ (∂∗A∞u ∩ Ω)). (2.10)
GSBD2∞ functions. Inspired by the previous compactness result, in [25] a space of GSBD
2
functions which may also attain a limit value ∞ has been introduced, as we recall. The space
R¯d := Rd ∪ {∞} (with its sum given by a +∞ = ∞ for any a ∈ R¯d) is in a natural bijection
with Sd = {ξ ∈ Rd+1 : |ξ| = 1} through the stereographic projection of Sd to R¯d: for ξ 6= ed+1,
φ(ξ) = 11−ξd+1 (ξ1, . . . , ξd), φ(ed+1) =∞. Let ψ : R¯d → Sd denote the inverse. Note that
dR¯d(x, y) := |ψ(x)− ψ(y)| for x, y ∈ R¯d (2.11)
induces a bounded metric on R¯d. Then
GSBD2∞(Ω) :=
{
u : Ω→ R¯d measurable : A∞u := {u =∞} satisfies Hd−1(∂∗A∞u ) < +∞,
u˜t := uχΩ\A∞u + tχA∞u ∈ GSBD2(Ω) for all t ∈ Rd
}
. (2.12)
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Symbolically, we will also write u = uχΩ\A∞u +∞χA∞u . Moreover, for any u ∈ GSBD2∞(Ω)
Eu = 0 in A∞u and Ju = JuχΩ\A∞u ∪ (∂
∗A∞u ∩ Ω) . (2.13)
In particular,
Eu = E u˜t Ld-a.e. on Ω and Ju = Ju˜t Hd−1-a.e. for almost all t ∈ R , (2.14)
where u˜t is the function from (2.12). Hereby, we also get a natural definition of a normal νu to
the jump set Ju, and the slicing properties described for GSBD
2 still hold in Ω \A∞u . Finally, we
point out that all definitions are consistent with the usual ones if u ∈ GSBD2(Ω); i.e., if A∞u = ∅.
Since GSBD2(Ω) is a vector space, we observe that the sum of two functions in GSBD2∞(Ω) lies
again in this space. A metric on GSBD2∞(Ω) is given by
d(u, v) =
∫
Ω
dR¯d(u(x), v(x)) dx , (2.15)
where dR¯d is the distance in (2.11). In Sections 4 and 5, when we work in an extended domain Ω˜,
we will still write d(u, v) for
∫
Ω˜
dR¯d(u(x), v(x)) dx. We say that a sequence (un)n ⊂ GSBD2∞(Ω)
converges weakly to u ∈ GSBD2∞(Ω) if
supn∈N
(‖Eun‖L2(Ω) +Hd−1(Jun)) < +∞ and d(un, u)→ 0 for n→∞ . (2.16)
2.3. Some lemmas. For a < b, we introduce the space PCδ(a, b) of piecewise-constant functions
on partitions of (a, b) ⊂ R with size δ ; namely,
PCδ(a, b) :=
{
v : (a, b)→ R : there exists a partition {xi}Ni=0 of [a, b] such that
|xi+1 − xi| = δ and v(x) = v(xi) on [xi, xi+1)
}
.
For every v ∈ PCδ(a, b), we denote by vˆ the corresponding piecewise-affine interpolation on the
nodes of the same partition, defined as
vˆ(x) := v(xi) +
v(xi+1)− v(xi)
xi+1 − xi (x− xi), x ∈ [xi, xi+1) . (2.17)
Lemma 2.5. Let (vε)ε be a sequence such that vε ∈ PCδ(a, b), vε ≥ 0, and let (vˆε)ε be the sequence
of the corresponding piecewise-affine interpolations defined as in (2.17). Assume that there exists
C > 0 such that
1
ε
∫ b
a
(vε(t)− 1)2 dt+ ε
∫ b
a
( ˙ˆvε(t))
2 dt ≤ C . (2.18)
Then, setting
I :=
{
s ∈ (a, b) : ∃ sε → s such that lim inf
ε→0
vε(sε) = 0
}
, (2.19)
we have:
(a) for every fixed constant NC > 0 depending only on C, it holds that
#I ≤ NC ;
(b) for every A open such that A ⊂⊂(a, b)\I, there exists ηA > 0 such that
lim inf
ε→0
inf
s∈A
vε(s) ≥ ηA .
Proof. The assertion (b) immediately follows from (a). As for the proof of (a), let us fix NC := b4Cc
and, arguing by contradiction, we assume that #I = NC + 1 and I = {s1, s2, . . . , sNC+1}. For
every such index i, we denote by (siε)ε the sequence defined by (2.19) such that s
i
ε → si and
lim inf
ε→0
vε(s
i
ε) = 0 . (2.20)
Since by (2.18) vε → 1 a.e. in (a, b), we can find a sequence (tiε)ε such that
(i) siε < t
i
ε < s
i+1
ε ;
(ii) tiε → si ;
(iii) lim inf
ε→0
vε(t
i
ε) = 1 .
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Moreover, we may assume that the subsequences of siε and t
i
ε realizing the liminf in (2.20) and
(iii), respectively, have infinite terms of the sequences of the indices in common. Now, let sˆiε and
tˆiε be the greatest nodes of the partition that are less or equal than s
i
ε and t
i
ε, respectively. Since
δ → 0 as ε→ 0, we have that |siε − sˆiε| → 0 and |tiε − tˆiε| → 0, which, combined with the fact that
vˆε(sˆ
i
ε) = vε(sˆ
i
ε), vˆε(tˆ
i
ε) = vε(tˆ
i
ε), with (2.20) and (iii) give
lim inf
ε→0
vˆε(sˆ
i
ε) = 0 ,
lim inf
ε→0
vˆε(tˆ
i
ε) = 1 .
Now, for every i and ε, let t˜iε be the first node of the partition such that t˜
i
ε ≥ sˆiε and vε(t˜iε) ≥ 12 ,
and let τ iε be the first point in (sˆ
i
ε, t˜
i
ε) such that vˆε(τ
i
ε) =
1
2 , whose existence is ensured by the
Mean Value Theorem. We then have
vε(s) ≤ 1
2
, ∀s ∈ (sˆiε, τ iε) ,
whence
|vε(s)− 1| ≥ 1
2
, ∀s ∈ (sˆiε, τ iε) . (2.21)
Now, by Young’s inequality and (2.18),
C ≥ lim inf
ε→0
NC+1∑
i=1
∫ τ iε
sˆiε
|vε(t)− 1|| ˙ˆvε(t)|dt ≥
NC+1∑
i=1
lim inf
ε→0
∫ τ iε
sˆiε
|vε(t)− 1|| ˙ˆvε(t)|dt
(2.21)
≥ 1
2
NC+1∑
i=1
lim inf
ε→0
∫ t˜iε
sˆiε
| ˙ˆvε(t)|dt ≥ 1
4
(NC + 1) ,
which gives a contradiction. 
Lemma 2.6. Let Ω′ ⊂⊂Ω and (fε)ε, (gε)ε be sequences of real-valued measurable functions such
that
(i) fε → f a.e. in Ω, 0 ≤ fε(x) ≤M ;
(ii) gε ⇀ g in L
2(Ω′),
for some measurable f and g. Then,
fεgε ⇀ fg in L
2(Ω′) .
In particular,
lim inf
ε→0
∫
Ω
(fεgε)
2(x)dx ≥
∫
Ω′
(fg)2(x)dx .
For δ > 0, and for any measurable function u : Ω ⊂ Rd → Rd and y ∈ Rd\{0} we define the
translations
T δy u(x) := u
(
δy + δ
⌊x
δ
⌋)
, (2.22)
where bzc := ∑di=1 b〈z, ei〉c ei and, for every t ∈ R, btc denotes the integer part of t. We have that
T δy u is constant on each d-cube α + δ(0, 1]
d, α ∈ δZd. Moreover, the following result holds (see,
e.g., [1, Lemma 2.11]).
Lemma 2.7. Let uδ → u in L1(Ω;Rd) as δ → 0. Then for every Ω′⊂⊂ Ω it holds
(i)
lim
δ→0
∫
[0,1]d
‖T δy uδ − u‖L1(Ω′,Rd) dy = 0 ; (2.23)
(ii) if Cδ ⊂ [0, 1]d is a family of sets such that lim inf
δ→0
|Cδ| > 0, then there exists a sequence
yδ ∈ Cδ such that T δyδuδ → u in L1(Ω′;Rd).
Let d ∈ {2, 3}. We set
Sd := {ei : i = 1, . . . , d} ∪ {ei + ej , ei − ej : 1 ≤ i < j ≤ d}
∪ {{ei ± ej ± ek} : 1 ≤ i < j < k ≤ d} , (2.24)
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and consider a kernel function σ : Zd → [0,+∞) such that
σ(ξ) = σ(|ξ|) (2.25a)
and σ(ξ) 6= 0 for every ξ ∈ Sd; we will often use the shortcut
σr := σ(r) when |ξ| = r . (2.25b)
Lemma 2.8. Let d ∈ {2, 3} and M be a d × d symmetric matrix. Then, defining Sd and σ as
before, it holds that
∑
ξ∈Sd
σ|ξ|
|ξ|4 |〈Mξ, ξ〉|
2 = c1,σ,d
d∑
i=1
M2ii + 2c2,σ,d
∑
1≤i<j≤d
M2ij + c3,σ,d
(
d∑
i=1
Mii
)2
, (2.25c)
where
c1,σ,d :=
(
σ1 +
σ√2
2
(d− 2)
)
, c2,σ,d :=
(
σ√2 +
8σ√3
9
(d− 1)(d− 2)
)
,
c3,σ,d :=
(
σ√2
2
+
4σ√3
9
(d− 1)(d− 2)
)
.
Proof. We can rewrite the sum on left hand side of (2.25c) as (recall that {e1, . . . , ed} denote the
canonical basis of Rd)
σ1
d∑
i=1
M2ii +
σ√2
4
∑
1≤i<j≤d
|〈M(ei ± ej), ei ± ej〉|2
+
σ√3
9
∑
1≤i<j<k≤d
|〈M(ei ± ej ± ek), ei ± ej ± ek〉|2
= σ1
d∑
i=1
M2ii +
σ√2
4
∑
1≤i<j≤d
(Mii +Mjj ± 2Mij)2
+
σ√3
9
∑
1≤i<j<k≤d
(Mii +Mjj +Mkk ± 2Mij ± 2Mik ± 2Mjk)2
= σ1
d∑
i=1
M2ii + 2σ
√
2
∑
1≤i<j≤d
M2ij +
σ√2(d− 2)
2
d∑
i=1
M2ii +
σ√2
2
(
d∑
i=1
Mii
)2
+
16σ√3
9
(d− 1)(d− 2)
∑
1≤i<j≤d
M2ij +
4σ√3
9
(d− 1)(d− 2)
(
d∑
i=1
Mii
)2
,
which coincides with the right hand side of (2.25c). 
Remark 2.9. Notice that setting c˜σ,d := min{c1,σ,d, c2,σ,d}, from (2.25c) we may deduce the bound
c˜σ,d|M |2 ≤
∑
ξ∈Sd
σ|ξ|
|ξ|4 |〈Mξ, ξ〉|
2 . (2.25d)
Moreover, choosing in (2.25c){
σ1 = σ√2 = 1 if d = 2 ,
σ1 =
3
4 , σ
√
2 =
1
2 , σ
√
3 =
9
32 , if d = 3 ,
(2.25e)
we obtain the identity ∑
ξ∈Sd
σ|ξ|
|ξ|4 |〈Mξ, ξ〉|
2 = |M |2 + 1
2
|TrM |2 .
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3. Discrete models and approximation results
Let d ∈ {2, 3}, Ω ⊂ Rd an open, bounded, Lipschitz set, with ∂Ω satisfying (2.4) and the related
assumptions, and let u0 ∈ H1(Rd;Rd). For any δ > 0, we consider the scaled lattice δZd and set
Ωδ := Ω ∩ δZd. We introduce suitable discretizations for both the symmetrized gradient and the
divergence. For ξ ∈ Rd\{0}, δ > 0, and u : Ω→ Rd measurable we define
Dξδu(x) :=
〈
u(x+ δξ)− u(x), ξ|ξ|2
〉
,
|Dδ,ξu(x)|2 := |Dξδu(x)|2 + |D−ξδ u(x)|2 .
(3.1)
For a scalar function v : Ω→ R, we will often adopt the notation
∆ξδv(x) := v(x+ δξ)− v(x) . (3.2)
Moreover, for any {ψ1, . . . , ψd} orthogonal basis of Rd, we set
divψ1,...,ψdδ u(x) :=
d∑
i=1
Dψiδ u(x) . (3.3)
Then we define
|Divδ u(x)|2 :=
∑
(k1,...,kd)∈{−1,1}d
|divk1e1,k2e2,...,kdedδ u(x)|2 . (3.4)
In order to impose a non-interpenetration constraint in the limit fracture energy, we treat differently
in the approximation the positive and negative part of the discrete divergence. We set, for u : Ω→
Rd measurable,
(div±δ )
ψ1,...,ψdu(x) :=
( d∑
i=1
Dψiδ u(x)
)±
, (3.5a)
|Div±δ u(x)|2 :=
∑
(k1,...,kd)∈{−1,1}d
|(div±δ )k1e1,k2e2,...,kdedu(x)|2 , (3.5b)
For u : Ω → Rd, v : Ω → R measurable, ξ ∈ Zd\{0}, σ|ξ| fixed from (2.25), we consider the
functionals F ξε , Fε, F
div
ε defined as
F ξε (u, v) :=
1
2
∑
α∈Rξδ(Ω)
δd−2(v(α))2 |Dδ,ξu(α)|2 , Fε(u, v) :=
∑
ξ∈Sd
σ|ξ|F ξε (u, v) , (3.6a)
F divε (u, v) :=
1
2d
∑
α∈Rdivδ (Ω)
δd−2(v(α))2 |Divδu(α)|2 , (3.6b)
where
Rξδ(Ω) :=
{
α ∈ δZd : [α− δξ, α+ δξ] ⊂ Ω
}
, Rdivδ (Ω) :=
d⋂
i=1
Reiδ (Ω) , (3.7)
and F div
+
ε , F
div−
ε , F
div,NI
ε given by
F div
+
ε (u, v) :=
1
2d
∑
α∈Rdivδ (Ω)
δd−2(v(α))2
∣∣Div+δ u(α)∣∣2 , (3.8a)
F div
−
ε (u) :=
1
2d
∑
α∈Rdivδ (Ω)
δd−2
∣∣Div−δ u(α)∣∣2, F div,NIε (u, v) := F div+ε (u, v) + F div−ε (u) . (3.8b)
Notice that F div
−
ε does not include any contribution in v. Moreover, we introduce the discrete
Modica-Mortola-type functional
Gε(v) :=
1
2
∑
α∈Ωδ
δd
1
ε
(v(α)− 1)2 + ε
d∑
k=1
α+δek∈Ωδ
(
v(α+ δek)− v(α)
δ
)2 . (3.9)
It will be useful to introduce also a localized version of the functionals defined above. For every
A ⊂ Ω open bounded set, the symbols F ξε (u, v,A), F divε (u, v,A) and Gε(v,A) denote the energies
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as in (3.6a), (3.6b) and (3.9), respectively, where the sums are restricted to α ∈ Rξδ(A) defined as
in (3.7) with A in place of Ω.
For λ, θ > 0, let Eλ,θε and (E
NI
λ,θ)ε be defined on L
1(Ω;Rd)× L1(Ω;R) by
Eλ,θε (u, v) := λFε(u, v) + θ F
div
ε (u, v) +Gε(v)
and
(ENIλ,θ)ε(u, v) := λFε(u, v) + θ F
div,NI
ε (u, v) +Gε(v) ,
Let us define the class of vector-valued piecewise constant functions on Ω
Aδ(Ω;Rd) :=
{
u : Ω→ Rd : u(x) ≡ u(α) for every x ∈ (α+ [0, δ)d) ∩ Ω for any α ∈ δZd
}
,
and, analogously, the class of real-valued piecewise constant functions Aδ(Ω;R); in order to deal
with the Dirichlet boundary value problem, we set
ADirδ (Ω;Rd) :=
{
Aδ(Ω;Rd) : u ≡ u0(α) in α+ [0, δ)d ∩ Ω for any α ∈ δZd
such that (α+ [0, δ)d) ∩ ∂DΩ 6= ∅
}
and ADirδ (Ω;R) for real-valued functions, with u0 replaced by the constant function 1.
We introduce the energy functionals (EDirλ,θ )ε and, for every M > 0, (E
NI,M
λ,θ )ε defined for u and
v measurable by
(EDirλ,θ )ε(u, v) :=
{
Eλ,θε (u, v), if (u, v) ∈ ADirδ (Ω;Rd)×ADirδ (Ω;R) ,
+∞, otherwise,
and
(ENI,Mλ,θ )ε(u, v):=
{
(ENIλ,θ)ε(u, v), if (u, v) ∈ Aδ(Ω;Rd)×Aδ(Ω;R) and ‖u‖L∞ ≤M ,
+∞, otherwise. (3.10)
For fixed λ, θ > 0 we consider the Griffith functional Gλ,θ defined on GSBD2∞(Ω) (recall (2.13))
by
Gλ,θ(u) := λ
∫
Ω
|Eu(x)|2 dx+
(
λ
2
+ θ
)∫
Ω
|div u(x)|2 dx+Hd−1(Ju ∩ Ω) ,
and its Dirichlet version
GDirλ,θ (u) := λ
∫
Ω
|Eu(x)|2 dx+
(
λ
2
+ θ
)∫
Ω
|div u(x)|2 dx
+Hd−1((Ju ∩ Ω) ∪ ({tr(u) 6= tr(u0)} ∩ ∂DΩ)) .
Notice that a more compact expression of the jump part is obtained by considering a set Ω˜ ⊃ Ω
with
Ω˜ ∩ ∂Ω = ∂DΩ, (3.11)
and by extending u to a function u′ ∈ GSBD2∞(Ω˜) defined as
u′ =
{
u in Ω,
u0 in Ω˜ \ Ω :
(3.12)
then
Ju′ = (Ju ∩ Ω) ∪ ({tr(u) 6= tr(u0)} ∩ ∂DΩ) . (3.13)
We also set
G˜Dirλ,θ (u, v) :=
{
GDirλ,θ (u), if u ∈ GSBD2(Ω) and v = 1 a.e. in Ω,
+∞ otherwise
and, for every M > 0,
GNI,Mλ,θ (u, v) :=
{
Gλ,θ(u), if [u] · ν ≥ 0 Hd−1-a.e. on Ju, ‖u‖L∞ ≤M, v = 1 a.e. in Ω,
+∞, otherwise.
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Notice that GDirλ,θ (u) = G˜Dirλ,θ (u˜t, 1) for Ld-a.e. t ∈ Rd, by (2.14). Moreover, GNI,Mλ,θ displays a non-
interpenetration constraint, not present in GDirλ,θ . We define it directly accounting for an L∞ bound
for |u| at level M , for technical reasons. Finally, we do not take into account the role of boundary
conditions for the functional with non-interpenetration constraint, since we employ results from
[18] (cf. Lemma 7.1), where the boundary value problem was not explicitly addressed.
We are now ready to state the main results of the paper. In the following we assume that u0,
λ, θ are fixed and that limε→0 δε = 0.
Theorem 3.1. Under the assumptions above, it holds that:
(i) as ε → 0, (EDirλ,θ )ε Γ-converges with respect to the topology of the convergence in measure
to G˜Dirλ,θ ;
(ii) for ((uε, vε))ε such that supε(E
Dir
λ,θ )ε(uε, vε) < +∞, there exists u ∈ GSBD2∞(Ω) such that
d(uε, u)→ 0, vε → 1, and
GDirλ,θ (u, v) ≤ lim inf
ε→0
(EDirλ,θ )ε(uε, vε) . (3.14)
We remark that any sequence of minimizers (uε, vε)ε for (E
Dir
λ,θ )ε satisfies, up to a subsequence,
d(uε, u) → 0, for u ∈ GSBD2∞(Ω) such that any (u˜t, 1) minimizes G˜Dirλ,θ (recall u˜t = uχΩ\A∞u +
tχA∞u ). In particular, uε converges to u a.e. in Ω \ A∞u and the bulk energies of uε vanish in A∞u
(cf. [19, Theorem 5.8]).
Theorem 3.2. Under the assumptions above, for every M > 0 it holds that:
(i) GNI,Mλ,θ ≤ Γ- lim infε→0(ENI,Mλ,θ )ε;
(ii) every ((uε, vε))ε such that supε(E
NI,M
λ,θ )ε(uε, vε) < +∞ converges, up to a subsequence, in
L1(Ω;Rd)× L1(Ω) to (u, 1) for u ∈ SBD2(Ω);
(iii) if d = 2 and limε→0 δε2 = 0, then GNI,Mλ,θ ≥ Γ- lim supε→0(ENI,Mλ,θ )ε,
where the Γ-lim inf and Γ-lim sup above are with respect to the strong L1(Ω;Rd)×L1(Ω) topology.
In Sections 4 and 5 we actually work in the enlarged configuration Ω˜ ⊂ Rd satisfying (3.11) and
with functions uε, vε in ADirδ (Ω˜;Rd), ADirδ (Ω˜;R), where
ADirδ (Ω˜;Rd) :=
{
Aδ(Ω;Rd) : u ≡ u0(α) in α+ [0, δ)d ∩ Ω for any α ∈ δZd
such that (α+ [0, δ)d) ∩ Ω˜ \ Ω 6= ∅
}
and ADirδ (Ω˜;R) is defined similarly, for 1 in place of u0 in Ω˜ \ Ω. In particular, if uε → u¯ in
GSBD2∞(Ω˜) for some u¯, then u¯ = u0 in Ω˜ \ Ω. Let us also fix once and for all λ, θ > 0.
4. Compactness
In this section we prove a compactness result (Proposition 4.1) for the discrete approximations of
the Griffith energy, that holds under the assumption that δε be bounded. We show that sequences
(uε, vε)ε with equibounded energy E
λ,θ
ε are approximated, in the sense of the convergence in
measure, by sequences with bounded continuous Griffith energy (for which compactness is known
from Theorem 2.4).
Proposition 4.1. Let δε be bounded as ε → 0. Let (uε, vε)ε ⊂ L1(Ω˜;Rd) × L1(Ω˜;R) be such that
uε ∈ ADirδ (Ω˜;Rd), vε ∈ ADirδ (Ω;R) with
sup
ε
Eλ,θε (uε, vε) < +∞ . (4.1)
Then there exist functions uε ∈ SBD2(Ω˜;Rd) such that
uε − uε → 0 Ld-a.e. in Ω˜ (4.2)
and
sup
ε>0
{∫
Ω˜
|E u¯ε(x)|2 dx+Hd−1(Ju¯ε)
}
< +∞ . (4.3)
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Moreover, if ‖uε‖L∞ ≤M , then ‖u¯ε‖L∞ ≤M .
Proof. We introduce a suitable triangulation T dε of Ω˜, based on the Freudenthal partition Σd of
the d-cube (see Fig. 1). It is defined as the set of all d-simplexes T obtained through minimal
(0, 0, 0)
(1, 1, 1)
Figure 1. The Freudenthal decomposition Σ3.
chains of ordered vertices connecting the origin to the vertex (1, 1, . . . , 1). They are d! congruent
simplexes and each has volume 1/d!. In the case d = 2, we choose
Σ2 := {T1,2, T2,2} = {conv{0, e1, e1 + e2}, conv{0, e2, e1 + e2}} ,
while if d = 3, the decomposition is given by
Σ3 := {T1,3, T2,3, T3,3, T4,3, T5,3, T6,3} ,
where
T1,3 = conv{0, e1, e1 + e2, e1 + e2 + e3}, T2,3 = conv{0, e1, e1 + e3, e1 + e2 + e3}
T3,3 = conv{0, e2, e1 + e2, e1 + e2 + e3}, T4,3 = conv{0, e2, e2 + e3, e1 + e2 + e3}
T5,3 = conv{0, e3, e1 + e3, e1 + e2 + e3}, T6,3 = conv{0, e3, e2 + e3, e1 + e2 + e3} .
For every simplex T ∈ Σd, we denote by DT the set of the edges directions for T , which contains
d(d + 1)/2 linearly independent vectors of Sd. For any vector ξ ∈ Rd, we denote by `ξ,Tj the
coordinates of ξ ⊗ ξ in the basis {ν˜j ⊗ ν˜j : ξ˜j ∈ DT } of Rd×dsym, where ν˜j := ξ˜j/|ξ˜j |.
Finally, we define the triangulation of Ω˜ induced by the partition Σd as
T dε := {α+ δT : T ∈ Σd, α ∈ δZd ∩ Ω˜} .
We then denote by uˆε = (uˆ
1
ε, . . . , uˆ
d
ε) and vˆε the piecewise-affine interpolations of uε and vε on T dε ,
respectively. We also consider the piecewise constant functions
v˜min,ε(x) := min{vε(β), β ∈ α+ δ([0, 1]d ∩ Zd)}, if x ∈ α+ [0, δ)d . (4.4)
The result will be an immediate consequence of the following crucial claim and of [1, Proposi-
tion A.1, Remark A.2], which hold true for any distance inducing the convergence in measure on
bounded sets (in particular, for the metric d(u, v) defined in (2.15)).
Claim: There exists a set Kε ⊂ Ω˜, with
Hd−1(∂∗Kε) ≤ C, |Kε| → 0 (4.5)
such that, setting u¯ε := uˆε(1− χKε), we have that uε satisfy (4.3). We subdivide the proof of this
fact into two steps.
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Step 1: The preliminary remark is that from the equi-boundedness of the energies (4.1) we can
get ∫
Ω˜
(v˜min,ε(x))
2|E uˆε(x)|2 dx ≤ C (4.6)∫
Ω˜
|vˆε(x)− 1||∇vˆε(x)|dx ≤ C . (4.7)
Let η > 0 be fixed, and consider Ω˜η := {x ∈ Ω˜ : dist(x,Rd \ Ω˜) > η}. Since uˆε is the affine
interpolation of uε on each simplex of partition Σd, we have that
〈(E uˆε)ν, ν〉 = 〈uε(si)− uε(sj), ν〉|si − sj | (4.8)
for every pair si, sj of vertices of [0, 1]
d, with ν =
si−sj
|si−sj | .
In order to prove (4.6), a simple computation based on (2.25d), (4.4) and (4.8) shows that∫
Ω˜η
(v˜min,ε(x))
2|E uˆε(x)|2 dx
≤
∑
ξ∈Sd
σ|ξ|
c˜σ,d
∑
α∈δZd∩Ω˜
∫
α+δ[0,1]d
(v˜min,ε(x))
2|〈E uˆε(x)ξ, ξ〉|2 dx
=
∑
ξ∈Sd
σ|ξ|
c˜σ,d
∑
α∈δZd∩Ω˜
∑
T∈Σd
∫
α+δT
(v˜min,ε(x))
2|〈E uˆε(x)ξ, ξ〉|2 dx
=
∑
ξ∈Sd
σ|ξ|
c˜σ,d
∑
α∈δZd∩Ω˜
∑
T∈Σd
∫
α+δT
(v˜min,ε(x))
2
∣∣∣∣∣∣
∑
j
`ξ,Tj 〈E uˆε(x)ν˜j , ν˜j〉
∣∣∣∣∣∣
2
dx
≤
∑
ξ∈Sd
σ|ξ|
c˜σ,d
∑
α∈δZd∩Ω˜
∑
T∈Σd
δd−2
d!
∣∣∣∣∣∣
∑
j
`ξ,Tj (vε(α+ δsj))D
ξ˜j
δ uε(α+ δsj)
∣∣∣∣∣∣
2
,
where sj , sj + ξ˜j represent the only two vertices of T whose difference is ξ˜j . Thus, by simple
inequalities we infer that ∫
Ω˜η
(v˜min,ε(x))
2|E uˆε(x)|2 dx . Fε(uε, vε) ,
whence the assertion easily follows from (4.1) and by the arbitrariness of η. For what concerns (4.7),
we notice that vˆε(x) can be rewritten on each simplex α+ δT , with vertices α+ δξ˜i, i = 0, 1, . . . , d
(we use here the convention α+ δξ˜0 := α), as
vˆε(x) =
d∑
i=0
pi(x)vε(α+ δξ˜i), for every x ∈ α+ δT , (4.9)
for some affine functions pi(x), i = 0, 1, . . . , d such that
d∑
i=0
pi(x) = 1.
We first prove that ∫
Ω˜η
(vˆε(x)− 1)2
ε
+ ε|∇vˆε(x)|2 dx . Gε(vε, Ω˜η) (4.10)
for δ small. Indeed, on the one hand, since vˆε is the piecewise affine interpolation of vε on each
simplex of the decomposition, we deduce that
|∇vˆε(x)|2 = 1
δ2
d∑
i=1
(
∆ξ˜iδ vε(α)
)2
, for every x ∈ α+ δT ,
so that, by means of elementary inequalities, for δ sufficiently small we have that∫
Ω˜η
ε|∇vˆε(x)|2 dx ≤ C
∑
α∈δZd∩Ω˜
εδd−2
[
d∑
i=1
(∆eiδ vε(α))
2
]
.
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On the other hand, rewriting vˆε(x) as in (4.9) on each symplex α+ δT for every α ∈ δZd ∩ Ω˜, with
the convexity of z → (z − 1)2 we obtain∫
α+δT
(vˆε(x)− 1)2
ε
dx =
1
ε
∫
α+δT
(
d∑
i=1
pi(x)vε(α+ δξ˜i)− 1
)2
dx
≤ 1
ε
( d∑
i=0
(vε(α+ δξ˜i)− 1)2
∫
α+δT
pi(x) dx
)
=
1
3d!
δd
d∑
i=0
(vε(α+ δξ˜i)− 1)2
ε
.
Hence, summing up on all simplices α+ δT ∈ T dε we finally get, for δ small enough,∑
α∈δZd∩Ω˜
δd
(vε(α)− 1)2
ε
dx ≥
∫
Ω˜η
(vˆε − 1)2
ε
dx . (4.11)
Now, as a consequence of (4.10), (4.1) and the Cauchy-Schwarz inequality we deduce that
C ≥ 1
2
∫
Ωη
(vˆε(x)− 1)2
ε
+ ε|∇vˆε(x)|2 dx ≥
∫
Ω˜η
|vˆε(x)− 1||∇vˆε(x)|dx ,
whence (4.7) follows by the arbitrariness of η.
Step 2: We can start with the construction of the set Kε. As a consequence of the coarea formula
and (4.7), we then have
C ≥
∫
Ω˜
|vˆε(x)− 1||∇vˆε(x)|dx ≥
∫ 1
0
(1− s)Hd−1(∂∗{vˆε < s} ∩ Ω˜) ds , (4.12)
whence, by the mean-value theorem, there exists s¯ ∈ (0, 1), say s¯ = 14 , such that∫ 1
0
(1− s)Hd−1(∂∗{vˆε < s} ∩ Ω) ds ≥ 3
4
Hd−1(∂∗K1ε ) , (4.13)
where we have set
K1ε :=
{
x ∈ Ω˜ : vˆε(x) ≤ 1
4
}
.
Thus, with (4.12) and (4.13) we deduce that
Hd−1(∂∗K1ε ) ≤ C . (4.14)
Furthermore, again by the equi-boundedness of the energies and (4.11), we have
|K1ε | ≤
(
1
ε
∫
Ω˜
(vˆε(x)− 1)2 dx
)
ε ≤ Cε→ 0 . (4.15)
Now, with κ > 0 fixed, we consider the set
Iκε,δ :=
{
α ∈ δZd ∩ Ω˜ : max
ξ∈Sd
{|vε(α)− vε(α± δξ)|} ≥ κ
}
,
and, denoting by Qα the cube α+ [0, δ)
d, we correspondingly define
Kκε :=
⋃
α∈Iκε,δ
Qα .
Notice that, if α ∈ Iκε,δ, then by the triangle inequality there exists β ∈ α + δ([−1, 1]d ∩ Zd) such
that
max{|vε(β)− vε(β + δej)|, |vε(β)− vε(β − δej)|} ≥ κ
d
, j = 1, . . . , d . (4.16)
Since different α′, α′′ ∈ Iσε,δ may share the same β complying with (4.16) if and only if α′ − α′′ ∈
δ([−2, 2]d ∩ Zd), then
#{β : (4.16) holds} ≥ #(I
κ
ε,δ)
#([−2, 2]d ∩ Zd) . (4.17)
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From (4.1), the definition of Iκε,δ, and (4.17) we then infer that
C ≥ Gε(vε) ≥
∑
α∈Iκε,δ
εδd
 d∑
j=1
∣∣∣∣vε(α)− vε(α± δej)δ
∣∣∣∣2

≥ εκ
2δd−2
d2#([−2, 2]d ∩ Zd)#(I
κ
ε,δ) ,
(4.18)
whence
#(Iκε,δ) ≤
C
κ2δd−2ε
.
Consequently, taking into account the boundedness of the ratio δε , we have
Hd−1(∂∗Kκε ) ≤
∑
α∈Iκε,δ
Hd−1(∂∗Qα) = 2dδd−1#(Iκε,δ) ≤
C
σ2
δ
ε
< +∞ ,
|Kκε | ≤
∑
α∈Iκε,δ
|Qα| = δd#(Iκε,δ) ≤
(
C
κ2
δ
ε
)
δ → 0 .
(4.19)
Hence, setting
Kε,κ := K
1
ε ∪Kκε ,
with (4.14), (4.15) and (4.19) we find that
Hd−1(∂∗Kε,κ) ≤ C and |Kε,κ| → 0 .
It will be sufficient to show that, for every fixed κ > 0,
Ω˜ \Kε,κ ⊆
{
x ∈ Ω : v˜min,ε(x) ≥ 1
4
− 2κ
}
. (4.20)
Indeed, choosing, e.g., κ = 116 and setting Kε := Kε, 116 , (4.20) and (4.6) allow us to deduce a
uniform bound for ‖E uˆε‖L2 outside the set Kε; namely,∫
Ω˜\Kε
|E uˆε(x)|2 dx ≤ 64
∫
Ω˜
(v˜min,ε(x))
2|E uˆε(x)|2 dx ≤ C . (4.21)
In order to prove (4.20), let x ∈ Ω˜\Kε,κ and α ∈ δZd ∩ Ω˜ be such that x ∈ Qα. Since vˆε(x) ≥ 14 ,
it must be
max
{
vε(α), {vε(α± δξ)}ξ∈Sd
}
≥ 1
4
.
Now, α 6∈ Iκε,δ, so that vε(α) ≥ 14 − κ and, by triangle inequality, v˜min,ε(x) ≥ 14 − 2κ as desired.
Finally, setting u¯ε := uˆε(1−χKε), we notice that Ju¯ε = ∂∗Kε so that, taking into account (4.21)
andHd−1(∂∗Kε) < +∞ we obtain (4.3). By the way, it is immediate to see that ‖u¯ε‖L∞ ≤ ‖uε‖L∞ .
This concludes the proof of Claim and then of the theorem. 
5. Semicontinuity properties for the Griffith energy
This section is devoted to prove the semicontinuity inequality (3.14) in Theorem 3.1, assuming
the convergence of uε to u guaranteed in Section 4 on sequences with bounded approximating
energies. In particular, we deduce the lower limit inequality for the Γ-convergence approximation
of the classic Griffith energy, with Dirichlet boundary conditions.
As in Section 4, we work with the extended set Ω˜ ⊂ Rd, d ∈ {2, 3}, and functions in ADirδ (Ω˜;Rd),
ADirδ (Ω˜;R). As observed in Section 3, if uε ∈ ADirδ (Ω˜;Rd) are such that uε → u¯ a.e. in Ω˜, then
u¯ = u0 in Ω˜\Ω. Then (recall the definition of u′ (3.12) and (3.13)), prove the lower limit inequality
for (EDirλ,θ )ε is equivalent to prove the lower inequality for the energies (E˜
Dir
λ,θ )ε defined in the very
same way of (EDirλ,θ )ε, but with all the integrals and corresponding notation considered in Ω˜ in
place of Ω. To ease the reading, in the following we keep the same notation of Section 3 for the
functionals, just referring to the set Ω˜ in place of Ω in integrals, in sets of nodes, and in ADirδ (Ω˜;Rd),
ADirδ (Ω˜;R).
We estimate separately from below the terms Fε and F
div
ε (Lemma 5.1, Lemma 5.2, and Propo-
sition 5.3), and then address in Proposition 5.4 the lower bound for the Modica-Mortola part Gε,
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by a blow-up argument. We remark that the results concerning Fε and F
div
ε hold under the only
assumption that δ = δ(ε) vanishes as ε → 0. In contrast, we use the assumption limε→0 δε = 0 to
estimate the Modica-Mortola terms from below in Step 3 of Proposition 5.4.
Lemma 5.1. Let uε ∈ ADirδ (Ω˜;Rd), vε ∈ ADirδ (Ω˜;R) be such that
sup
ε
(EDirλ,θ )ε(uε, vε) < +∞ , (5.1)
d(uε, u)→ 0, with u ∈ GSBD2∞(Ω˜), and vε → 1 in L2(Ω˜). Then, for every ξ ∈ Sd,
lim inf
ε→0
F ξε (uε, vε) ≥
1
|ξ|4
∫
Ω˜
|〈Eu(x)ξ, ξ〉|2 dx . (5.2)
Proof. For simplicity, we develop the proof in dimension d = 3, although the following slicing
argument would hold in any dimension d ≥ 2. Let ξ ∈ S3 be fixed, and {ξ1, ξ2, ξ3} be an orthogonal
basis of R3 such that ξi ∈ Z3 for every i = 1, 2, 3 and ξ1 = ξ. Setting Qξ :=
∑3
i=1[0, 1)ξi, we note
that Mξ := |Qξ| = det(ξ1, ξ2, ξ3) and Mξ ∈ Z. If we denote by zl the points of Πξ such that
{zl : l = 1, . . . ,Mξ} := Z3 ∩Qξ,
we can split Z3 into the union of disjoint copies of Zξ :=
⊕3
i=1 Zξi as
Z3 =
Mξ⋃
l=1
Zξ,l :=
Mξ⋃
l=1
(zl + Z
ξ)
(see the proof of [13, Theorem 4.1] and Figure 2, in the sample case of ξ = e1 + e2 + e3).
Figure 2. The lattice corresponding to ξ = e1 + e2 + e3, with the plane Π
ξ, from two
different points of view. Notice that the main sidelengths are
√
3,
√
2,
√
6, so that
Mξ = 6.
We claim that
lim inf
ε→0
∑
α∈Zlδ(Ω˜)
δ(vε(α))
2(〈uε(α+ δζ)− uε(α), ζ〉)2 ≥ 1
Mξ
∫
Ω˜
(〈Eu(x)ξ, ξ〉)2 dx (5.3)
for ζ = ±ξ and for every l = 1, . . . ,Mξ, where Zlδ(Ω˜) := Rξδ(Ω˜) ∩ δZξ,l. The conclusion (5.2) will
follow up to multiplying by 1|ξ|4 both the sides of (5.3) and summing up over the sublattices.
In order to prove (5.3), we introduce two other piecewise constant interpolations u˜ε and v˜ε of
uε and vε, respectively. For α ∈ Zlδ(Ω˜) and Qξ as before, we set
u˜ε(x) := uε(α) , v˜ε(x) := vε(α), x ∈ α+ δQξ . (5.4)
The triangular inequality implies that v˜ε → 1 in L1(Ω˜). We also have that d(u˜ε, u) → 0. This
follows from the fact that uε − u˜ε → 0 in measure. To see this, set g˜ζε = arctan(〈u˜ε, ζ〉), gζε =
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arctan(〈uε, ζ〉), ζ ∈ {e1, e2, e3}. We have by definition of the interpolants that∫
α+δQξ
|g˜ζε (x)− gζε (x)|dx =
∫
α+δQξ
|g˜ζε (α)− gζε (x)|dx
≤
Nξ∑
i=1
∫
α+δQξ
|gζε (x− δψi)− gζε (x)|dx ,
where Nξ is finite depending on ξ and ψi are the vectors connecting α with the Nξ remaining
integer vertices in Qξ. We now observe two facts: 1) from Proposition 4.1 we have that there exist
uε with uε−uε → 0 in measure and uε → u weakly in GSBD2∞(Ω˜); 2) arguing for any fixed ζ = ei
as in [21, proof of Theorem 1.1, Compactness] we have that arctan(〈uε, ζ〉) is compact in L1(Ω˜) (in
fact, in Ω˜ \A∞u , arctan(〈uε, ζ〉)→ arctan(〈u, ζ〉) for any ζ ∈ S2, and, in A∞u , | arctan(〈uε, ζ〉)| → pi2
for H2-a.e. ζ ∈ S2, but the limit exists for any ζ). Then gζε is compact in L1(Ω˜) so that, summing
up on all α’s in Zδ(Ω˜) and using the Fre´chet-Kolomogorov criterion, we get g˜
ζ
ε − gζε → 0 in L1(Ω˜).
Hence, the claim is proved.
We define Ω˜η as the set of x ∈ Ω˜ whose distance from ∂Ω˜ is at least η. Setting Ω˜lδ :=
⋃
α∈Zlδ(α+
δQξ), we clearly have that Ω˜
η ⊆ Ω˜lδ for δ small enough. Furthermore (we argue for ζ = ξ in (5.3),
the case ζ = −ξ is analogous)∑
α∈Zlδ(Ω˜)
δ(vε(α))
2(〈uε(α+ δξ)− uε(α), ξ〉)2
=
1
δ2Mξ
∫
Ω˜lδ
(v˜ε(x))
2(〈u˜ε(x+ δξ)− u˜ε(x), ξ〉)2 dx
=
1
Mξ
∫
piξ(Ω˜lδ)
∫
(Ω˜lδ)ξ,y
(v˜ξ,yε (t))
2
(
u˜ξ,yε (t+ δ)− u˜ξ,yε (t)
δ
)2
dtdH2(y) .
(5.5)
Observe that u˜ξ,yε ∈ PCδ((Ω˜lδ)ξ,y), where PCδ here denotes the space of piecewise constant func-
tions on intervals of size δ. We now define uˆε,ξ,y as the piecewise linear interpolation of u˜
ξ,y
ε on
(Ω˜lδ)ξ,y. We remark that uˆε,ξ,y has nothing to do with the slices uˆ
ξ,y
ε of the affine function uˆε used
in Proposition 4.1, hence the different notation. Now, (5.5) can be rewritten as∑
α∈Zlδ(Ω˜)
δ(vε(α))
2(〈uε(α+ δξ)− uε(α), ξ〉)2
=
1
Mξ
∫
piξ(Ω˜lδ)
∫
(Ω˜lδ)ξ,y
(v˜ξ,yε (t))
2( ˙ˆuε,ξ,y(t))
2 dtdH2(y)
≥ 1
Mξ
∫
piξ(Ω˜η)
∫
Ω˜ηξ,y
(v˜ξ,yε (t))
2( ˙ˆuε,ξ,y(t))
2 dtdH2(y)
and we are left to prove that, for H2-a.e. y ∈ Πξ,∫
(Ω˜η\(A∞u ))ξ,y
|u˙ξ,y(t)|2 dt ≤ lim inf
ε→0
∫
Ω˜ηξ,y
(v˜ξ,yε (t))
2| ˙ˆuε,ξ,y(t)|2 dt . (5.6)
Indeed, if the above holds, (5.2) will follow as a consequence of Fatou’s lemma by integrating the
above estimate over Πξ and observing that, since u ∈ GSBD2∞(Ω˜), then u˙ξ,y(t) = 〈Eu(y + tξ)ξ, ξ〉
for a.e. t ∈ (Ω˜ \A∞u )ξ,y and Eu = 0 in A∞u . (Notice that we have also to use the arbitrariness of
η > 0.)
In the following we argue for Ω˜ in place of Ω˜η, in order to simplify the notation, since we know
that d(u˜ε, u) → 0. Nevertheless, all the inequalities may be localized on Ω˜η. Since u˜ε → u in
measure in Ω˜ \ A∞u , by Fubini’s Theorem (see [19, (5.5)]) we have that u˜ξ,yε → uξ,y in measure
in (Ω˜ \A∞u )ξ,y for H2-a.e. y ∈ Πξ. The same holds then for the piecewise affine functions uˆε,ξ,y.
Summarizing, we have for H2-a.e. y ∈ Πξ:
uˆε,ξ,y → uξ,y in measure in (Ω˜ \A∞u )ξ,y , v˜ξ,yε → 1 in L1(Ω˜ξ,y), (5.7)
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where the second one follows by Fubini’s Theorem. For fixed y ∈ Πξ such that (5.7) holds and the
lim inf in (5.6) is finite, denoting by vˆε,ξ,y the piecewise affine interpolations of v˜
ξ,y
ε , from (5.1) and
the triangular inequality we deduce that
1
ε
∫
Ω˜ξ,y
(v˜ξ,yε (t)− 1)2 dt+ ε
∫
Ω˜ξ,y
˙ˆvε,ξ,y(t)
2 dt ≤ C(y) .
In view of Lemma 2.5, there exists a finite set Iξ,y ⊂ Ω˜ξ,y such that for every Aξ,y open, with
Aξ,y ⊂⊂ Ω˜ξ,y \ Iξ,y, there exists κ > 0 such that
lim inf
ε→0
inf
s∈Aξ,y
v˜ξ,yε (s) ≥ κ .
In particular, we may assume that there exists κ′ > 0 such that, for ε small enough,
v˜ξ,yε (s) ≥ κ′, s ∈ Aξ,y,
so that
κ′ sup
ε
∫
Aξ,y
| ˙ˆuε,ξ,y(t)|2 dt ≤ sup
ε
∫
Ω˜ξ,y
(v˜ξ,yε (t))
2| ˙ˆuε,ξ,y(t)|2 dt < +∞ . (5.8)
Up to considering separately its connected components, we may assume that Aξ,y be connected
and contained in one of the finitely many connected components of Ω˜ξ,y \ Iξ,y (it is not restrictive
to assume Ω˜ connected). Arguing as in [21, part below (3.21)], we have that by the regularity of
uˆε,ξ,y, (5.7), and (5.8) one of the following two alternative possibilities hold:
(1) either |uˆε,ξ,y(x)| converge to +∞ for some x ∈ Aξ,y and then |uˆε,ξ,y| → +∞ on Aξ,y and
Aξ,y ⊂ (A∞u )ξ,y;
(2) or (uˆε,ξ,y)ε is bounded in H
1(Aξ,y) and then
uξ,y ∈ H1(Aξ,y) and uˆε,ξ,y ⇀ uξ,y in H1(Aξ,y) .
In particular, Ω˜ξ,y \ Iξ,y is made up of a finite union of intervals, where either uˆε,ξ,y converge in
H1loc or uˆε,ξ,y → +∞. Therefore we may partition Ω˜ξ,y as Ω˜1ξ,y ∪ Ω˜2ξ,y ∪ Iξ,y, where Ω˜1ξ,y, Ω˜2ξ,y are
finite unions of open intervals with boundary contained in Iξ,y, such that uˆε,ξ,y → +∞ in Ω˜2ξ,y and
uˆε,ξ,y → uξ,y in H1(Aξ,y) for every Aξ,y ⊂⊂ Ω˜1ξ,y.
With (5.7) and Lemma 2.6 we obtain that for every Aξ,y ⊂⊂ Ω˜1ξ,y∫
Aξ,y
|u˙ξ,y(t)|2 dt ≤ lim inf
ε→0
∫
Ω˜ξ,y
(v˜ξ,yε (t))
2| ˙ˆuε,ξ,y(t)|2 dt . (5.9)
Notice that (5.9) holds for any arbitrary open set Aξ,y ⊂ Ω˜1ξ,y, so that (since Ω˜2ξ,y ⊂ (A∞u )ξ,y)∫
(Ω˜\A∞u )ξ,y
|u˙ξ,y(t)|2 dt ≤
∫
Ω˜1ξ,y
|u˙ξ,y(t)|2 dt ≤ lim inf
ε→0
∫
Ω˜ξ,y
(v˜ξ,yε (t))
2| ˙ˆuε,ξ,y(t)|2 dt .
As observed before, the above estimate may be localized in Ω˜η, obtaining (5.6) and thus concluding
the proof. 
For every ξ ∈ Rd\{0}, u ∈ L1(Ω˜;Rd), v ∈ L1(Ω˜), we define
Hξ(u, v) :=
∫
Ω˜
(v(x))2
∣∣∣〈Eu(x) ξ|ξ| , ξ|ξ|〉∣∣∣2dx . (5.10)
Setting Zδ(Ω˜) := R
div
δ (Ω˜) ∩ δZ, where Rdivδ (Ω˜) was defined in (3.7) (for the domain Ω, here we
consider as always the analogous one for Ω˜), and Z := 2Zd, and
Q2m := {x ∈ Rd : |〈x, ei〉| ≤ m, i = 1, . . . , d}, (5.11)
Q2m,i,± := {x ∈ Q2m : ±〈x, ei〉 ≥ 0} (5.12)
(see Fig. 3), we introduce the class of real-valued piecewise constant functions on the cells α+δQ2m
defined as
A2mδ(Ω˜;R) :=
{
v : Ω→ R : v(x) ≡ v(α) for every x ∈ (α+ δQ2m) ∩ Ω˜ for any α ∈ Zδ(Ω˜)
}
.
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Q2m,i,+
Q2m,i,−
ei
Figure 3. The half-cubes Q2m,i,±.
Lemma 5.2. Let u ∈ GSBD2∞(Ω˜) and (wε)ε, (vε)ε be sequences such that vε ∈ A2δ(Ω˜;R),
d(wε, u)→ 0,
sup
ε>0
{
d∑
i=1
Hei(wε, vε)
}
< +∞ , (5.13)
wei,yε ∈ H1(Ω˜ei,y) for a.e. y ∈ Πei , i = 1, . . . , d, (5.14)∑
α∈Zδ(Ω˜)
δd
(
1
ε
(vε(α)− 1)2 + ε
(
vε(α+ 2δei)− vε(α)
δ
)2)
≤ C, i = 1, . . . , d . (5.15)
Then
lim inf
ε→0
∫
Ω˜
(vε(x))
2(divwε(x))
2 dx ≥
∫
Ω˜
(div u(x))2 dx . (5.16)
Proof. Notice that, under the assumption (5.13), from the identity
d∑
i=1
〈Aei, ei〉 = tr(A) (5.17)
we infer that supε>0
∫
Ω˜
(vε(x))
2(divwε(x))
2 dx < +∞. We then show that
vε divwε ⇀ div u in L
2(Ω˜ \A∞u ) , (5.18)
from which (5.16) immediately follows, recalling that Eu = 0 in A∞u . Note that by Egorov’s
Theorem, with fixed η > 0 there exists Ω˜η ⊂ Ω˜ \A∞u such that |(Ω˜ \A∞u ) \ Ω˜η| < η and vε > 1− η
on Ω˜η for ε small enough.
Now, under assumptions (5.13)-(5.15), an analogous slicing argument as for the proof of Lemma 5.1
applied to wei,yε shows that∫
Ω˜\A∞u
(〈(Eu(x))ei, ei〉 − g(x))2 dx ≤ lim inf
ε→0
∫
Ω˜\A∞u
(vε〈(Ewε(x))ei, ei〉 − g(x))2 dx (5.19)
for every g ∈ L2(Ω˜ \A∞u ) and every i = 1, . . . , d. The proof of (5.19) can be developed in the case
g = 0, the general case following by approximation of g ∈ L2(Ω˜ \ A∞u ) with piecewise constant
functions on a Lipschitz partition of Ω˜.
From (5.19) we then get
〈(Ewε)ei, ei〉χΩ˜η ⇀ 〈(Eu)ei, ei〉χΩ˜η in L2(Ω˜ \A∞u ), for every i = 1, . . . , d , (5.20)
whence, by the identity (5.17) we obtain
divwεχΩ˜η ⇀ div uχΩ˜η in L
2(Ω˜ \A∞u ) .
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Finally, since |(Ω˜ \A∞u ) \ Ω˜η| < η, letting η → 0 and by the absolute continuity of the integral we
obtain
divwε ⇀ div u in L
2(Ω˜ \A∞u ) . (5.21)
The assertion (5.18) now follows from (5.21) and Lemma 2.6 since vε ≤ 1 and vε → 1 a.e. in Ω˜. 
As a consequence of Lemma 5.2, we deduce now the optimal lower bound for the functionals
F divε (u, v) as defined in Section 3.
Proposition 5.3. Let uε ∈ Aδ(Ω˜;Rd), vε ∈ Aδ(Ω˜;R) be such that
sup
ε
(EDirλ,θ )ε(uε, vε) < +∞ , (5.22)
d(uε, u)→ 0, with u ∈ GSBD2∞(Ω˜), and vε → 1 in L2(Ω˜). Then
lim inf
ε→0
F divε (uε, vε) ≥
∫
Ω˜
|div u(x)|2 dx . (5.23)
Proof. We prove (5.23) for d = 3, the case d = 2 being analogous. Notice that Z3 admits the
following decomposition:
Z3 =
8⋃
l=1
Zl :=Z ∪
⋃{
Z + ξ : ξ ∈ {{ei}i=1,2,3, {ei + ej}1≤i<j≤3, e1 + e2 + e3}
}
.
Correspondingly, recalling that Zlδ(Ω˜) = R
div
δ (Ω˜) ∩ δZl and setting
F div,lε (u, v) :=
1
8
∑
α∈Zlδ(Ω˜)
δ(v(α))2 |Divδu(α)|2
we can rewrite the energies as F divε (u, v) =
∑8
l=1 F
div,l
ε (u, v), so that
lim inf
ε→0
F divε (uε, vε) ≥
8∑
l=1
lim inf
ε→0
F div,lε (uε, vε) . (5.24)
With fixed η > 0 and Ω˜η defined as in the proof of Lemma 5.2 we argue for l = 1 and claim that
lim inf
ε→0
F div,1ε (uε, vε) ≥
1
8
∫
Ω˜η
(div u)2 dx . (5.25)
For this, we start by defining two other piecewise constant interpolations u˜ε and v˜ε of uε and
vε, respectively. For α ∈ Zδ(Ω˜) and Q2 as in (5.11), we set
u˜ε(x) := uε(α) , v˜ε(x) := vε(α) , x ∈ α+ δQ2 . (5.26)
It is immediate to check that v˜ε → 1 in L1(Ω˜), and, more in general, that (5.15) are satisfied.
Indeed, for every α ∈ δZ3 and i = 1, 2, 3, by triangle inequality we have
|vε(α+2δei)−vε(α)|2 ≤ 2
(
|vε(α+2δei)−vε(α+δei)|2+|vε(α+δei)−vε(α)|2
)
.
We also have that d(u˜ε, u)→ 0. This follows arguing as in Lemma 5.1.
We introduce further interpolations of uε, whose components z
i
ε, i = 1, 2, 3 are piecewise affine,
defined as
ziε(x) :=

uiε(α) +
1
δD
ei
δ uε(α)(xi − αi) , if x ∈ (α+ δQ2,i,+) ∩ Ω˜ ,
uiε(α) +
1
δD
−ei
δ uε(α)(xi − αi) , if x ∈ (α+ δQ2,i,−) ∩ Ω˜ ,
(5.27)
where Q2,i,± are as in (5.12).
Notice that, by the definition (5.27), the first component of zε is continuous across interfaces
which are orthogonal to e1. Indeed, clearly no discontinuity of z
1
ε(x) can appear at points x on
the interface between α + δQ2,1,+ and α + δQ2,1,−; the only points to be checked are those x¯ on
the boundary between α + δQ2 and (α + 2δe1) + δQ2. A direct computation shows that, since
x¯ ∈ ∂(α+ δQ2,1,+) ∩ ∂((α+ 2δe1) + δQ2,1,−), one has
lim
x→x¯ z
1
ε(x) = u
1
ε(α+ δe1) ,
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which proves the claim.
It follows that ze1,yε ∈ H1(Ω˜e1,y) for H2-almost every y ∈ Πe1 . A similar argument shows that
zei,yε ∈ H1(Ω˜ei,y) for H2-almost every y ∈ Πei for every i = 2, 3. We now prove that zε → u in
measure on Ω˜. It will be enough to show that
v˜ε (zε − u˜ε)→ 0 in L1(Ω˜) .
To see this, again we may argue componentwise and observe that, since |δQ2| = 8δ3,∫
α+δQ2
∣∣v˜ε(ziε − u˜iε)∣∣ dx ≤ 12δ3|vε(α)| (|Deiδ uε(α)|+ |D−eiδ uε(α)|) .
By the Cauchy-Schwarz inequality, and using equiboundedness of the energies, we get∑
α∈Zδ(Ω˜)
∫
α+δQ2
|v˜ε(ziε − u˜iε)|dx
≤ 12δ3
( ∑
α∈Zδ(Ω˜)
|vε(α)|2|Dδ,eiuε(α)|2)
) 1
2
(
#(Zδ(Ω˜))
) 1
2
≤ Cδ3
(
#(Zδ(Ω˜))
) 1
2
≤ Cδ
which entails the convergence of zε → u in measure on Ω˜.
For all ψ ∈ S2 it holds 〈Ez(x)ψ,ψ〉 = ∂ψ〈z(x), ψ〉, where ∂ψw stands for the directional derivative
of w with respect to ψ. Applying this to the unitary vectors ei, by (5.27) we have that
〈Ezε(x)ei, ei〉 =
{
1
δD
ei
δ uε(α) if x ∈ α+ δQ2,i,+
1
δD
−ei
δ uε(α) if x ∈ α+ δQ2,i,− .
(5.28)
Then, by using the identity (5.17), we have that
Qk1e1,k2e2,k3e3
Figure 4. The cubes Qk1e1,k2e2,k3e3 .
(div zε(x))
2 =
1
δ2
|divk1e1,k2e2,k3e3δ uε(α)|2 if x ∈ δQk1e1,k2e2,k3e3(α) (5.29)
for every (k1, k2, k3) ∈ {−1, 1}3, where we have set
δQk1e1,k2e2,k3e3(α) :=
⋂
i=1,2,3
(α+ δQ2,i,sign(ki)) . (5.30)
Since |δQk1e1,k2e2,k3e3 | = δ3, it holds∫
α+δQ2
(v˜ε(x))
2(div zε(x))
2 dx = δ(vε(α))
2
∑
(k1,k2,k3)∈{−1,1}3
|divk1e1,k2e2,k3e3δ uε(α)|2
= δ(vε(α))
2|Divδuε(α)|2 .
(5.31)
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Now, from the equi-boundedness of the energies (5.22), we infer that
sup
ε>0
{He1(zε, v˜ε) +He2(zε, v˜ε) +He3(zε, v˜ε)} < +∞, (5.32)
where Hζ is defined as in (5.10). Thus, the conclusion (5.16) of Lemma 5.2 holds with zε and v˜ε
in place of wε and vε, respectively. Therefore, with (5.31), it follows that
lim inf
ε→0
F div,1ε (uε, vε) ≥ lim inf
ε→0
(
1
8
∫
Ω˜η
(v˜ε(x))
2(div zε(x))
2 dx
)
≥ 1
8
∫
Ω˜η
(div u)2 dx ,
which proves the claim (5.25).
We now observe that we have also, for every l and η small,
F div,lε (uε, vε) ≥
1
8
∫
Ω˜η
(v˜ε(x))
2(div zε(x))
2 dx .
In fact, (5.28)–(5.31) continue to hold, since the lattices Zl are just suitable translations of Z1 ≡ Z,
while the compact subset Ω˜η of Ω˜ appears on the right-hand side. We deduce that (5.25) follows
also for general F div,lε in place of F
div,1
ε .
By (5.24) we eventually obtain that
lim inf
ε→0
F divε (uε, vε) ≥
∫
Ω˜η
(div u(x))2 dx ,
whence (5.23) follows by the arbitrariness of η > 0. 
With the results proven before in this section, we are in position to prove the liminf inequality
for (EDivλ,θ )ε.
Proposition 5.4. Assume that limε→0 δε = 0. Let (uε, vε)ε ⊂ L1(Ω˜;Rd) × L2(Ω˜;R) be such that
uε ∈ Aδ(Ω˜;Rd), vε ∈ Aδ(Ω˜;R),
sup
ε
(EDivλ,θ )ε(uε, vε) < +∞ , (5.33)
d(uε, u)→ 0 for u ∈ GSBD2∞(Ω˜), vε → 1 in L2(Ω˜). Then
lim inf
ε→0
(EDivλ,θ )ε(uε, vε) ≥ GDirλ,θ (u) . (5.34)
Proof. Let us fix a small ζ ∈ (0, 1). For every ε > 0, we define the discrete measures
µζε :=
1
2
∑
α∈Ω˜δ
δd
(
1
ε
(vε(α)− 1)2 + ε
d∑
k=1
(
vε(α+ δek)− vε(α)
δ
)2)
1α
+
ζ
2
∑
ξ∈Sd
∑
α∈Rξδ(Ω˜)
δd−2(v(α))2 |Dδ,ξu(α)|2 1α ,
where 1α denotes the Dirac delta in α. We observe that
(EDivλ,θ )ε(uε, vε) ≥
(
1− ζ
λ
)
λFε(uε, vε) + θF
div
ε (uε, vε) + µ
ζ
ε(Ω˜) .
In view of Lemma 5.1 (recall Remark 2.9) and Proposition 5.3, the general proof will be a conse-
quence of
lim inf
ε→0
µζε(Ω˜) ≥ Hd−1(Ju ∩ Ω˜) , (5.35)
by the arbitrariness of ζ ∈ (0, 1). Therefore we prove (5.35) in the following. We divide the proof
into three steps: in Step 1 we see that (5.35) is guaranteed from (5.37); in Step 2 we show that,
after a blow up procedure around a fixed x0 in a set of full Hd−1-measure of Ju, (5.37) would follow
from (5.46); in Step 3 we prove (5.46).
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Step 1. Since by (5.33) it holds that
sup
ε>0
µζε(Ω˜) < +∞ ,
we have that there exists a positive bounded Radon measure µζ such that, up to subsequences,
µζε
∗
⇀ µζ weakly∗ in M+b (Ω˜). Since Ju is countably rectifiable, so that Hd−1 Ju is σ-finite, and
µζ ∈ M+b (Ω˜), then the Radon-Nikodym derivative of µζ with respect to Hd−1 Ju exists (cf. e.g.
[20, Theorem 2.9]). Denoting its density by µζJ ∈ L1(Ju;R+), we have that µζJ may be explicitly
computed by (see e.g. [3, Theorems 1.28 and 2.83])
µζJ(x0) = lim
ρ→0+
µζ(Qνρ(x0))
Hd−1(Qνρ(x0) ∩ Ju)
= lim
ρ→0+
µζ(Qνρ(x0))
ρd−1
, for Hd−1-a.e. x0 ∈ Ju , (5.36)
where ν := νu(x0) and Q
ν
ρ(x0) = x0+ρQ
ν , Qν being the unitary cube centered in x0 with two faces
in planes orthogonal to ν. Let us set (Qνρ(x0))
± := x0 + ρQν,± = {x ∈ Qνρ(x0) : ±〈x− x0, ν〉 > 0}
for the following discussion.
We now claim that
µζJ(x0) ≥ 1 for Hd−1-a.e. x0 ∈ Ju . (5.37)
Once (5.37) has been proved, the conclusion (5.35) follows by a standard argument. Indeed, by
choosing an increasing sequence of cut-off functions (ϕk) ⊂ C∞c (Ω˜) such that 0 ≤ ϕk ≤ 1 and
supk ϕk = 1, we get
lim inf
ε→0
µζε(Ω˜) ≥ lim inf
ε→0
∫
Ω˜
ϕkdµ
ζ
ε =
∫
Ω˜
ϕkdµ
ζ ≥
∫
Ju∩Ω˜
ϕkdµ
ζ
J ,
whence (5.35) follows letting k → +∞ by the Monotone Convergence Theorem.
Step 2. Since u ∈ GSBD2∞(Ω˜), we may subdivide Ju into Ju ∩ (Ω˜ \ A∞u ) and ∂∗A∞u . Moreover,
u˜t := uχΩ˜\A∞u + tχA∞u ∈ GSBD
2(Ω˜) and Ju = Ju˜t (up to a Hd−1-negligible set) for Ld-a.e. t ∈ Rd.
Therefore, for Hd−1-a.e. x0 ∈ Ju ∩ (Ω˜ \A∞u ) there exist two values u±(x0) ∈ Rd such that
ap lim
x∈(Qνρ(x0))±
x→x0
u(x) = u±(x0) ; (5.38)
moreover, for Hd−1-a.e. x0 ∈ ∂∗A∞u , assuming that ν is the outer normal to Ω˜ \A∞u , it holds that
there exists u−(x0) ∈ Rd such that
ap lim
x∈(Qνρ(x0))−
x→x0
u(x) = u−(x0) , ap lim
x∈(Qνρ(x0))+
x→x0
tanh(|u(x)|) = 1 . (5.39)
In fact, the latter identity may be seen by considering the GSBD2 function u˜t for a t for which
Ju = Ju˜t , so that x0 ∈ Ju˜t . Thus the approximate limit of u˜t as x→ x0 in (Qνρ(x0))+ is t; on the
other hand, we have that u˜t(x) = t if and only if |u(x)| = +∞, so we deduce the latter identity in
(5.39).
Let us fix x0 ∈ Ju such that (5.36) and either (5.38) (if x0 ∈ Ω˜ \ A∞u ) or (5.39) (if x0 ∈ ∂∗A∞u )
hold. Notice that this corresponds to fix x0 in a subset of Ju of full Hd−1-measure. Since µζ ∈
M+b (Ω˜), we have that µζ(Qνρ(x0)) = µζ(Qνρ(x0)) except for a countable family of ρ’s. Moreover,
for ρ small the upper semicontinuous function χQ¯ρ has compact support in Ω˜. Thus, in view of [3,
Proposition 1.62(a)] and the Besicovich Derivation Theorem (see, e.g., [3, Theorem 2.22]) we infer
that for every ρm → 0 and every εj → 0 it holds that
µζJ(x0) ≥ limm→+∞ lim supj→+∞
µζεj (Q
ν
ρm(x0))
ρd−1m
,
so that we need an estimate from below of
µζεj
(Qνρm (x0))
ρd−1m
. For this, we first note that for every j
and for every m we can find xj0 ∈ δjZd and ρm,j > 0 such that xj0 → x0, ρm,j → ρm as j → +∞
and δjZd ∩Qνρm,j (xj0) = δjZd ∩Qνρm(x0). Now, setting in correspondence to δj = δ(εj)
τm,j :=
δj
ρm,j
, σm,j :=
εj
ρm,j
,
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we introduce the functions uj,m ∈ Aτm,j (Qν ;Rd), vj,m ∈ Aτm,j (Qν ;R) characterized by the follow-
ing “change of variables in the nodes”
uj,m(β) := uεj (x
j
0 + ρm,jβ) , vj,m(β) := vεj (x
j
0 + ρm,jβ) for every β ∈
δj
ρm,j
Zd ∩Qν . (5.40)
Let Gσm,j and Fσm,j be defined by replacing, in (3.9) for Gσm,j , both δm,j with τm,j and εm,j with
σm,j , and, in (3.6a) for Fσm,j , δm,j with τm,j . We find that
µζεj (Q
ν
ρm(x0))
ρd−1m
≥
(
ρm,j
ρm
)d−1
Gσm,j (vj,m, Q
ν) + ζFσm,j (uj,m, vj,m)
ρd−2m,j
ρd−1m
. (5.41)
In particular we have that
sup
m,j
Fσm,j (uj,m, vj,m) < sup
m,j
1
ζ
ρd−1m
ρd−2m,j
µζεj (Q
ν
ρm(x0))
ρd−1m
<
1
ζ
sup
m,j
µζεj (Q
ν
ρm(x0))
ρd−1m
< +∞ . (5.42)
Notice that we used above that ζ > 0 is fixed, and it holds indeed that limm,j Fσm,j (uj,m, vj,m) = 0.
By (5.41), (5.42), Proposition 4.1, and Theorem 2.4, we obtain that (uj,m, vj,m)j,m converges,
up to a subsequence, towards a suitable couple in GSBD2∞(Ω˜)× L2(Ω˜).
Moreover, setting um(y) := u(x0+ρmy) for y ∈ Qν , it holds that (um)m converges in L0(Qν ;Rd)
to
u0(x) :=
{
u+(x0), if 〈x− x0, ν〉 ≥ 0 ,
u−(x0), if 〈x− x0, ν〉 < 0 ,
if x0 ∈ Ju ∩ (Ω˜ \A∞u ) , (5.43)
while, if x0 ∈ ∂∗A∞u , we have that um|Qν,− converges in L0(Qν,−;Rd) to u−0 (x) := u−(x0) in Qν,−
and that tanh(|um|)|Qν,+ converges in L1(Qν,+;Rd) to the constant function 1. Since, for fixed m,
uj,m, vj,m converge in measure to um, vm as j → +∞, by a diagonal argument we may find a
sequence mj → +∞ such that the above properties hold for uj := uj,mj as j → +∞ in place of
um as m→ +∞ and vj := vj,mj → 1 in L2(Qν), σj := σmj ,j → 0, τj := τmj ,j → 0, and
µζJ(x0) ≥ lim infj→+∞ Gσj (vj , Q
ν) .
We now collect these informations and the fact that (uj , vj)j converges Ld-a.e., up to a subse-
quence (see discussion below (5.42)). Therefore
uj → u0 ∈ GSBD2∞(Ω˜) Ld-a.e. in Qν (5.44)
and vj → 1 in L2(Qν), where u0 is given by (5.43) if x0 ∈ Ju ∩ (Ω˜ \A∞u ) and by
u0(x) :=
{
u0(x) ∈ R˜d \ Rd, if 〈x− x0 , ν〉 ≥ 0 ,
u−(x0), if 〈x− x0 , ν〉 < 0 ,
if x0 ∈ ∂∗A∞u . (5.45)
Thus, (5.37) (and then the result) would follow from
lim inf
j→+∞
Gσj (vj , Q
ν) ≥ 1 , (5.46)
that we show in the remaining part of the present proof.
Step 3. Up to passing to a subsequence, we may assume that the liminf in (5.46) is actually a limit.
Now, we consider a suitable triangulation T dj of Qν , as introduced in Proposition 4.1. Namely, we
set
T dj := {α+ δT : T ∈ Σd, α ∈ τjZd ∩Qν} .
We then denote by uˆj = (uˆ
1
j , uˆ
2
j , . . . , uˆ
d
j ) and vˆj the piecewise-affine interpolations of uj and vj on
T dj , respectively. We have that uˆj → u0 in measure on Qν , and vˆj → 1 in L2(Qν).
With fixed η > 0, by arguing as for the proof of (4.10) we can prove that for j large
Gσj (vj , Q
ν) &
∫
Qν1−η
(vˆj(x)− 1)2
σj
+ σj |∇vˆj(x)|2 dx . (5.47)
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Now, we introduce the piecewise constant functions v˜min,j as in (4.4) and, along the lines of the
proof of (4.6), with (5.33) (here we use again that ζ > 0 is fixed in the definition of µζε, as done
for (5.42)) we have that
lim inf
j→+∞
∫
Qν1−η
(v˜min,j(x))
2|E uˆj(x)|2 dx ≤ C < +∞ ,
whence we can assume, by taking a further (not relabeled) subsequence, that
sup
j
∫
Qν1−η
(v˜min,j(x))
2|E uˆj(x)|2 dx ≤ C < +∞ . (5.48)
Recalling the notation for slicing in Section 2, for any fixed η > 0 there exists γ = γ(η) such that,
setting Iη := (
−1+η
2 ,
1−η
2 ), it holds
y + t(ν + ϑ) ⊂ Qν for all y ∈ Qν1−η ∩Πν , t ∈ Iη, ϑ ∈ ν⊥, |ϑ| < γ .
Therefore, recalling also (5.44), (5.45), we infer that for Hd−1-a.e. y ∈ Qν1−η ∩ Πν and ϑ ∈ ν⊥,
|ϑ| < γ (with the notation for slicing from (2.1), (2.2))
uˆ
(ν+ϑ),y
j ∈ H1(Iη) , uˆ(ν+ϑ),yj → u(ν+ϑ),y0 L1-a.e. in Iη .
We now have that for Hd−1-a.e. ϑ ∈ ν⊥, 0 6= |ϑ| < γ
Juν,y0 = {0}, if 〈u+(x0)−u−(x0), ν〉 6= 0 ,
J
u
(ν+ϑ),y
0
= {0}, if 〈u+(x0)−u−(x0), ν〉 = 0 , (5.49)
for H1-a.e. y ∈ Qν1−η ∩ Πν . In the case where x0 ∈ Ju ∩ (Ω˜ \ A∞u ), (5.49) are readily obtained
and the second expression holds true for every ϑ. In the case x0 ∈ ∂∗A∞u , we regard the points
where u
(ν+ϑ),y
0 (here possibly θ = 0) passes from a finite to an infinite value as jump points, that
is we adopt the same convention as for GSBD2∞ functions, and we work with the usual product
between two numbers in R˜ and R, setting 0 · (±∞) = 0. By standard arguments (in the spirit of
e.g. [21, Lemma 2.7]), we can see that for Hd−1-a.e. ξ, limt→0+ |uξ,y0 (t)| = +∞ for Hd−1-a.e. y.
From now on we assume that 〈u+(x0)−u−(x0), ν〉 6= 0, so that we may take ϑ = 0 to ease
the reading. In the opposite case, we may argue in the very same way, just replacing the slices
along the direction ν through the slices along a direction ν+ϑ, for some ϑ ∈ ν⊥, 0 6= |ϑ| < γ, and
considering, below (5.53), piν+ϑ : Rd → Πν given by piν+ϑ(x) = {x+ t(ν+ϑ) : t ∈ R} ∩Πν , in place
of piν .
Then, with (5.48) and Fubini’s Theorem, we have
+∞ > C ≥
∫
Qν1−η
(v˜min,j(x))
2|E uˆj(x)|2 dx
≥
∫
Qν1−η∩Πν
(∫
Iη
(v˜ν,ymin,j(t))
2( ˙ˆuν,y(t))2 dt
)
dHd−1(y) ,
whence we deduce the existence of a set N ⊂ Πν with Hd−1(N) = 0 such that
sup
j
∫
Iη
(v˜ν,ymin,j(t))
2( ˙ˆuν,y(t))2 dt < +∞ (5.50)
for every y ∈ (Qν1−η ∩ Πν)\N . It is not restrictive to assume that uˆν,yj ∈ H1(Iη) for every
y ∈ (Qν1−η ∩Πν)\N . Now, let I ′η be any open interval such that 0 ∈ I ′η ⊂ Iη. If it were
lim inf
j
inf
s∈I′η
v˜ν,ymin,j(s) > 0 , (5.51)
from (5.50) we would infer that uˆν,yj ⇀ u
ν,y
0 in H
1(I ′η) and Juν,y0 ∩ I ′η = ∅, which clearly would
contradict (5.49). Thus, the liminf in (5.51) is 0, so that for every y ∈ (Qν1−η ∩Πν)\N there exists
a sequence (syj )j ⊂ Iη complying with
v˜ν,ymin,j(s
y
j )→ 0 as j → +∞ . (5.52)
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Now, with fixed κ > 0, we claim that there exists a set Nκj ⊂ Πν , with Hd−1(Nκj )→ 0 as j → +∞,
such that for every y ∈ (Qν1−η ∩Πν)\(N ∪Nκj ) there exists j0 := j0(y, κ) satisfying
vˆν,yj (s
y
j ) ≤
5
4
κ for every j ≥ j0 .
For this, for every α ∈ τjZd ∩Qν we set
Mαj := max
{|vj(α)− vj(β)| : β ∈ τjZd ∩Qν , |α− β| = τj |ξ|, ξ ∈ Sd}
and
Iκj :=
{
α ∈ τjZd ∩Qν : Mαj ≥
κ
2
}
.
From the equiboundedness of the energies (5.33) and an analogous argument as for the proof of
(4.18), we deduce that there exists a constant C > 0 such that
C ≥
∑
α∈Iκj
∑
β∈τjZd∩Qν
|α−β|=τj
σjτ
d
j
∣∣∣∣vj(α)− vj(β)τj
∣∣∣∣2 & ∑
α∈Iκj
σjτ
d−2
j (M
α
j )
2 & #(Iκj )κ2σj τd−2j
for every j, whence
#(Iκj ) ≤
c(κ)
σjτ
d−2
j
, for every j . (5.53)
Let piν : Rd → Πν be the orthogonal projection onto the hyperplane Πν and set
Nκj :=
⋃
α∈Iκj
piν(α+ τj [0, 1)
d) .
then, with (5.53) we infer that
Hd−1(Nκj ) ≤
√
dτd−1j #(Iκj ) ≤
√
dc(κ)
δj
εj
→ 0 , as j → +∞ . (5.54)
Now let j ∈ N be large, y ∈ (Qν1−η ∩Πν)\(N ∪Nκj ), and consider the corresponding sequence (syj )
as defined in (5.52). By the definition of v˜min,j we deduce the existence of α0 := α0(y) ∈ (τjZd ∩
Qν)\Iκj such that y + syj ν ∈ α0 + τj [0, 1)d and v˜min,j(α0) = min{vj(α0), {vj(α0 ± τjξ)}ξ∈Sd} → 0
as j → +∞.
Therefore, for every κ > 0 and every y ∈ (Qν1−η ∩Πν)\(N ∪Nκj ) there exists j0 := j0(κ, y) ∈ N
such that v˜min,j(α0) <
κ
4 for every j ≥ j0. Moreover, since α0 ∈ (τjZd ∩ Qν)\Iκj we also have
vj(α0) <
3
4κ, vj(α0± τjξ) < 54κ for every j ≥ j0 and every ξ ∈ Sd. This implies, by convexity, that
vˆj(y + s
y
j ν) <
5
4
κ , for every j ≥ j0 . (5.55)
Since in the previous argument κ > 0 was chosen arbitrarily, from now on we may assume that
0 < κ < 49 . As we already know, up to a possible subsequence, vˆ
ν,y
j → 1 a.e., so that we can find
ryj , t
y
j ∈ Iη such that ryj < syj < tyj and
vˆν,yj (r
y
j ) > 1− κ , vˆν,yj (tyj ) > 1− κ , for j large enough. (5.56)
Now, for every fixed y ∈ (Qν1−η ∩ Πν)\(N ∪Nκj ), by using the Cauchy Inequality and taking into
account (5.55)-(5.56) we obtain
1
2
∫
Iη
(vˆν,yj (x)− 1)2
σj
+ σj( ˙ˆv
ν,y
j (x))
2 dx
≥
∫ syj
ryj
(1− vˆν,yj (x))| ˙ˆvν,yj (x)|dx+
∫ tyj
syj
(1− vˆν,yj (x))| ˙ˆvν,yj (x)|dx
≥ 2
∫ 1−κ
5
4κ
(1− z) dz = 1− 5
2
κ+
9
16
κ2 =: 1− cκ > 0
for every j ≥ j0.
From (5.54) we deduce that, up to subsequences,
χ(Qν1−η∩Πν)\(N∪Nκj ) → 1 Hd−1-a.e. in Qν1−η ∩Πν (5.57)
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so that
lim inf
j→+∞
(
1
2
∫
Iη
(vˆν,yj (x)− 1)2
σj
+ σj( ˙ˆv
ν,y
j (x))
2 dx
)
χ(Qν1−η∩Πν)\(N∪Nκj ) ≥ 1− cκ
for Hd−1-a.e. y ∈ (Qν1−η ∩Πν). Finally, from (4.10), the Fatou’s Lemma with (5.57) we obtain
lim
j→+∞
Gσj (vj , Q
ν) ≥ lim inf
j→+∞
∫
Qν1−η
(vˆj(x)− 1)2
σj
+ σj |∇vˆj(x)|2 dx
≥
∫
Qν1−η
lim inf
j→+∞
(
1
2
∫
Iη
(vˆν,yj (x)− 1)2
σj
+ σj( ˙ˆv
ν,y
j (x))
2 dx
)
χ(Qν1−η∩Πν)\(N∪Nκj ) dHd−1(y)
≥ (1− cκ)Hd−1(Qν1−η ∩Πν) = (1− cκ)(1− η) ,
whence (5.46) follows letting κ→ 0 and then η → 0. 
6. The upper limit for the Griffith energy
In this section we prove the Γ-limsup inequality for the convergence stated in Theorem 3.1.
Differently to what done in the previous sections, here we argue for the reference configuration Ω.
The constraint uε ∈ ADirδ (Ω;Rd), vε ∈ ADirδ (Ω;R) for the recovery sequence will follow from the
part of the density result Theorem 2.3 concerning the treatment of Dirichlet boundary conditions.
Proposition 6.1. Assume that limε→0 δε = 0, and let u ∈ GSBD2(Ω). Then there exists a
sequence (uε, vε) ∈ ADirδ (Ω;Rd)×ADirδ (Ω;R) such that (uε, vε)→ (u, 1) in measure on Ω× Ω and
lim sup
ε→0
(EDirλ,θ )ε(uε, vε) ≤ GDirλ,θ(u) . (6.1)
Proof. In view of Theorem 2.3 and remarks below, by a diagonal argument it is not restrictive to
assume that u ∈ W(Ω;Rd) and that Ju is a closed subset of the hyperplane Πed = {xd = 0}, that
we denote by K. To fix the notation we argue for d = 3, the case d = 2 being analogous.
We recall from [6, (4.23)-(4.24)] the following fact about the optimal profile problem for the
Ambrosio-Tortorelli functional: for fixed η > 0, there exist Tη > 0 and fη ∈ C2([0,+∞)) such that
fη(0) = 0, fη(t) = 1 for t ≥ Tη, f ′η(Tη) = f ′′η (Tη) = 0, and∫ Tη
0
(fη(t)− 1)2 + (f ′η(t))2 dt ≤ 1 + η .
Let x = (x′, xd) for each x ∈ Rd, and Kh := {x ∈ Πed : dist(x,K) < h} for every h > 0.
Let T > Tη and γε > 0 be a sequence such that γε/ε→ 0 as ε→ 0. We set
Aε := {x ∈ R3 : x′ ∈ Kε+√3δ, |xd| < γε +
√
3δ} ,
A′ε := {x ∈ R3 : x′ ∈ K2ε+√3δ, |xd| < γε +
√
3δ + εT} ,
Bε := {x ∈ R3 : x′ ∈ Kε/2, |xd| < γε/2}, B′ε := {x ∈ R3 : x′ ∈ Kε , |xd| < γε} ,
and Aε,δ := Aε ∩ δZ3, A′ε,δ := A′ε ∩ δZ3. Notice that, for ε small,
K ⊂ Bε ⊂⊂ B′ε ⊂⊂ Aε ⊂⊂ A′ε ⊂⊂ Ω ,
recalling that K ⊂ Ω. Let φε be a smooth cut-off function between Bε and B′ε, and set
uε(x) := u(x)(1− φε(x)) .
Since u ∈ W 1,∞(Ω\Ju;R3) we have uε ∈ W 1,∞(Ω;R3). Moreover, since A′ε is a compact set in Ω
and u = u0 in a neighborhood of ∂DΩ, also uε = u0 in a neighborhood of ∂DΩ. Note also that, by
the Lebesgue Dominated Convergence Theorem, uε → u in L1(Ω;R3). If ψε is a cut-off function
between Kε+
√
3δ and K2ε+
√
3δ, we define
vε(x) := ψε(x
′)hε(xd) + 1− ψε(x′) , (6.2)
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where the function hε : [0,+∞)→ R is given by
hε(t) :=

0 if t < γε +
√
3δ
fη(
t−(γε+
√
3δ)
ε ) if γε +
√
3δ ≤ t ≤ γε +
√
3δ + εT
1 if t ≥ γε +
√
3δ + εT .
By construction, vε ∈W 1,∞(Ω) ∩ C0(Ω) ∩ C2(Ω\Aε) and vε → 1 in L1(Ω).
We start proving that there exists a sequence (u¯ε, v¯ε) ∈ ADirδ (Ω;R3)×ADirδ (Ω;R) converging in
measure to (u, 1) on Ω× Ω such that
lim sup
ε→0
Fε(u¯ε, v¯ε) ≤
∑
ξ∈S3
σ|ξ|
∫
Ω
1
|ξ|4 |〈Eu(x)ξ, ξ〉|
2 dx , (6.3)
and
lim sup
ε→0
F divε (u¯ε, v¯ε) ≤
∫
Ω
|div u(x)|2 dx . (6.4)
Setting
v¯ε(x) := min{vε(α), 1} , x ∈ α+ [0, δ)3 , α ∈ Ωδ ,
since Fε(·, v¯ε) ≤ Fε(·, 1) and F divε (·, v¯ε) ≤ F divε (·, 1), it will be sufficient to prove both (6.3) and
(6.4) for the pair of admissible functions (u¯ε, 1). Notice that v¯ε ∈ ADirδ (Ω;R) by (6.2) and since
A′ε is a compact subset of Ω.
Let ξ ∈ S3 be fixed. Define
Ωξδ := {x ∈ R3 : [x− δξ, x+ δξ] ⊂ Ω} . (6.5)
Since vε(α) = 0 for all α ∈ Aε,δ, let x ∈ Ωξδ\Aε: by construction, x ± δξ ∈ Ωξδ\B′ε and uε = u on
Ω\B′ε. Thus, by using the Fundamental Theorem of Calculus and Jensen’s inequality we deduce
that
1
δ2
∫
Ωξδ\B′ε
|Dζδu(x)|2 dx =
∫
Ωξδ\B′ε
∣∣∣∣〈u(x+ δζ)− u(x)δ , ζ|ζ|2
〉∣∣∣∣2 dx
=
∫
Ωξδ\B′ε
∣∣∣∣∣ 1δ|ζ|2
∫ δ
0
〈Eu(x+ tζ)ζ, ζ〉dt
∣∣∣∣∣
2
dx
≤ 1|ζ|4
∫
Ωξδ\B′ε
1
δ
∫ δ
0
|〈Eu(x+ tζ)ζ, ζ〉|2 dtdx
≤ 1|ζ|4
∫
Ω
|〈Eu(x)ζ, ζ〉|2 dx
(6.6)
for every ζ ∈ {±ξ}. Moreover, setting Ωdivδ := Ωe1δ ∩Ωe2δ ∩Ωe3δ , by arguing as for [1, (4.9)], we have
that
1
δ
(divk1e1,k2e2,k3e3δ u)χΩdivδ \B′ε → div u in L2(Ω), (6.7)
for every (k1, k2, k3) ∈ {−1, 1}3.
For simplicity, we prove (6.7) in the case (k1, k2, k3) = (1, 1, 1). We first notice that∥∥∥∥1δ (dive1,e2,e3δ u)χΩdivδ \B′ε − div u
∥∥∥∥2
L2(Ω)
=
∫
Ωdivδ \B′ε
(
1
δ
∫ δ
0
3∑
k=1
〈(Eu(x+ sek)− Eu(x))ek, ek〉ds
)2
dx+
∫
Ω\(Ωdivδ \B′ε)
(div u(x))2 dx .
Now, since |Ω\(Ωdivδ \B′ε)| → 0 as ε → 0, with the absolute continuity of the integral, Jensen’s
inequality and the Cauchy-Schwarz inequality we deduce that∥∥∥∥1δ (dive1,e2,e3δ u)χΩdivδ \B′ε−div u
∥∥∥∥2
L2(Ω)
≤
∫
Ωdivδ \B′ε
(
3∑
k=1
3
δ
∫ δ
0
|Eu(x+sek)−Eu(x)|2 ds
)
dx+o(1)
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as ε→ 0. Finally, as a consequence of Fubini’s theorem we have∥∥∥∥1δ (dive1,e2,e3δ u)χΩdivδ \B′ε−div u
∥∥∥∥2
L2(Ω)
≤ 3
δ
∫ δ
0
(
3∑
k=1
∫
Ω
|Eu(x+sek)−Eu(x)|2 dx
)
ds+o(1)
as ε→ 0, whence (6.7) follows from the continuity of translations in L2.
With the estimates (6.6), by summing over ξ ∈ S3 and taking into account Remark 2.9 we infer
that
lim sup
ε→0
1
2
∑
ξ∈S3
σ|ξ|
∫
Ωξδ\B′ε
1
δ2
|Dδ,ξu(x)|2 dx
 ≤ ∑
ξ∈S3
σ|ξ|
∫
Ω
1
|ξ|4 |〈Eu(x)ξ, ξ〉|
2 dx . (6.8)
From (6.7), we deduce that
lim sup
ε→0
(
1
8
∫
Ωdivδ \B′ε
1
δ2
|Divδu(x)|2 dx
)
≤
∫
Ω
|div u(x)|2 dx . (6.9)
Now, we adapt to our case the argument of the proof of [1, Proposition 4.4], which combined
with (6.8)-(6.9) will give (6.3)-(6.4).
For every y ∈ (0, 1]3, we introduce the sequence T δy uε as defined in (2.22) for d = 3, which
satisfies T δy uε(x) = uε(δy + α) for every x ∈ α+ (0, δ]3, α ∈ δZ3.
Now, since for α ∈ δZ3 and ξ ∈ Z3 we have δbαδ c = α and δbα+δξδ c = α+ δξ, we get∫
(0,1)3
(
Fε(T
δ
y uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy
≤ 1
2
∑
ξ∈S3
σ|ξ|
∑
α∈Rξδ(Ω)\Aε
∫
(0,1)3
δ |Dδ,ξu(α+ δy)|2 dy + 1
8
∑
α∈Rdivδ (Ω)\Aε
∫
(0,1)3
δ |Divδu(α+ δy)|2 dy
=
1
2
∑
ξ∈S3
σ|ξ|
∑
α∈Rξδ(Ω)\Aε
∫
α+(0,δ)3
1
δ2
|Dδ,ξu(y)|2 dy + 1
8
∑
α∈Rdivδ (Ω)\Aε
∫
α+(0,δ)3
1
δ2
|Divδu(y)|2 dy
≤ 1
2
∑
ξ∈S3
σ|ξ|
∫
Ωξδ\Aε
1
δ2
|Dδ,ξu(y)|2 dy + 1
8
∫
Ωdivδ \Aε
1
δ2
|Divδu(y)|2 dy ,
(6.10)
whence, with (6.8)-(6.9), we infer that
lim sup
ε→0
∫
(0,1)3
(
Fε(T
δ
y uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy ≤ Gλ,θ(u) ≤M . (6.11)
Moreover, with fixed η > 0, (6.11) implies that the set
Cεη :=
{
z ∈ (0, 1)3 : Fε(T δz uε, 1) + F divε (T δz uε, 1)
≤
∫
(0,1)3
(
Fε(T
δ
y uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy + η
}
has strictly positive Lebesgue measure for ε small enough. Indeed, for ε small enough and with
(6.11) we deduce that
|(0, 1)3\Cεη | ≤
∫
(0,1)3
(
Fε(T
δ
y uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy∫
(0,1)3
(
Fε(T δy uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy + η
≤ M
M + η
< 1 ,
so that |Cεη | ≥ 1 − MM+η > 0. Now, as a consequence of Lemma 2.7(ii) we deduce that, for every
ε > 0, there exists zε ∈ Cεη such that T δzεuε → u in L1 and
Fε(T
δ
zεuε, 1) + F
div
ε (T
δ
zεuε, 1) ≤
∫
(0,1)3
(
Fε(T
δ
y uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy + η . (6.12)
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Finally, setting u¯ε := T
δ
zεuε, with (6.11)-(6.12) we obtain
lim sup
ε→0
(
Fε(u¯ε, v¯ε) + F
div
ε (u¯ε, v¯ε)
)
≤ lim sup
ε→0
∫
(0,1)3
(
Fε(T
δ
y uε, 1) + F
div
ε (T
δ
y uε, 1)
)
dy + η
≤
∑
ξ∈S3
σ|ξ|
∫
Ω
1
|ξ|4 |〈Eu(x)ξ, ξ〉|
2 dx+ θ
∫
Ω
|div u(x)|2 dx+ η ,
(6.13)
whence the assertion follows letting η → 0. We observe that u¯ε ∈ ADirδ (Ω;Rd), since uε = u0 in a
neighborhood of ∂DΩ.
We provide now an estimate for Gε(v¯ε). Setting, for α ∈ Ωδ such that α+ δek ∈ Ω,
Gαε (v) :=
1
2
δ3
(
1
ε
(v(α)− 1)2 + ε
3∑
k=1
(
v(α+ δek)− v(α)
δ
)2)
,
we have (below we have to restrict the sums over α ∈ Ωδ such that α+ δek ∈ Ω, we omit it to ease
the notation) ∑
α∈Ωδ
Gαε (v¯ε) ≤
∑
α∈Ωδ
Gαε (vε)
=
∑
α∈Ωδ\A′ε
1
2
δ3
(
1
ε
(vε(α)− 1)2 + ε
3∑
k=1
(
vε(α+ δek)− vε(α)
δ
)2)
+
∑
α∈(A′ε)δ\(Aε)δ
1
2
δ3
(
1
ε
(vε(α)− 1)2 + ε
3∑
k=1
(
vε(α+ δek)− vε(α)
δ
)2)
+
∑
α∈(Aε)δ
1
2
δ3
(
1
ε
(vε(α)− 1)2 + ε
3∑
k=1
(
vε(α+ δek)− vε(α)
δ
)2)
.
(6.14)
The argument now follows the proof of [6, Proposition 4.2], so that we will only recall briefly
the main steps.
First, we note that ∑
α∈Ωδ\A′ε
Gαε (vε) = 0 (6.15)
since for any α ∈ Ωδ\A′ε we have that vε(α + δek) = vε(α) = 1 for every k = 1, 2, 3 from
the definition of hε. Then, by exploiting also the regularity of vε, it can be proved that (for
Bδ := B ∩ δZ3 for every B ⊂ R3 Borel)∑
α∈(Aε)δ
Gαε (vε) ≤ C
(
γε + δ
ε
)
H2(Kε+√3δ)→ 0 . (6.16)
Indeed, we have that vε(α) = vε(α+ δek) = 0, k = 1, 2, 3 for every α ∈ (Aε)δ such that α+ δek ∈
(Aε)δ for every k = 1, 2, 3. This implies that∑
{α∈(Aε)δ: α+δek∈Aε,δ, ∀k=1,2,3}
Gαε (vε) = #(Aε)δ
δ3
ε
≤ C
(
γε + δ
ε
)
H2(Kε+√3δ) .
On the other hand, ∑
{α∈(Aε)δ : α+δek∈(A′ε)δ\(Aε)δ, ∀k=1,2,3}
Gαε (vε) = #(∂Aε)δ
δ3
ε
≤ C
(
δ
ε
)
H2(Kε+√3δ) .
Finally, taking into account the fact that fη is a Lipschitz function, we obtain∑
α∈(A′ε)δ\(Aε)δ
Gαε (vε) ≤
(
1 + η + C
δ
ε
)
H2(Kε+√3δ) + Cδ . (6.17)
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Now, collecting the estimates (6.14), (6.15),(6.16), (6.17) we deduce that
lim sup
ε→0
Gε(v¯ε) ≤ (1 + η)H2(Ju ∩ Ω) , (6.18)
whence the desired bound follows by the arbitrariness of η > 0.
In addition, (6.18) implies that
lim sup
ε→0
1
ε
∫
Ω
(v¯ε(x)− 1)2 dx ≤ C ,
then v¯ε → 1 in L1(Ω). 
Remark 6.2. The argument for the proof of Proposition 6.1 shows that an analogous (local
version) of the upper bound inequality (6.18) can be obtained also under the assumption that
l := lim
ε→0
δ
ε
∈ (0,+∞). In this case, there exists a constant Cl > 0 such that
lim sup
ε→0
Gε(v¯ε) ≤ (1 + Cl)Hd−1(Ju) .
In particular, this permits to control from above the Γ-lim sup of EDirλ,θ through a Griffith-type
functional.
7. The non-interpenetration constraint
This section contains the proof of the Γ-convergence approximation in Theorem 3.2. The lower
inequality relies on the results proven in Section 4. For the upper inequality we employ a density
result for couples (u, v), here recalled in Lemma 7.1, which has been shown in dimension 2 in [18]
to prove the upper bound in a continuum approximation for the Griffith energy with a linearized
non-interpenetration constraint. We give first the proof of Theorem 3.2, keeping in the last part
of the section the auxiliary results.
Proof of Theorem 3.2. As a preparation for (i) and (ii) we notice that, since v ≤ 1, then F divε ≤
F div,NIε (see (3.6b) and (3.8b)), and E
λ,θ
ε ≤ (ENIλ,θ)ε.
Proof of (ii). Consider (uε, vε)ε with supε(E
NI
λ,θ)ε(uε, vε) < +∞. In particular, from the previous
observations, (4.1) holds true. Then by Proposition 4.1 we have that uε has the same pointwise
limit of a suitable function u¯ε, that satisfies (4.3) and ‖u¯ε‖L∞ ≤ M . Therefore (cf. [9]) (uε)ε
converges in every Lp(Ω;Rd), p ∈ [1,∞), to some u ∈ SBD2(Ω) with ‖u‖L∞ ≤M .
Proof of (i). We argue for d = 3, the case d = 2 being analogous. Fix (uε, vε)ε such that
supε(E
NI
λ,θ)ε(uε, vε) < +∞ and uε → u, u ∈ SBD2(Ω). By (ii), ‖u‖L∞ ≤ M and uε → u in every
Lp(Ω;Rd). In particular, Eu is a measure, with
Eu = EuLd + ([u] νu)Hd−1 Ju . (7.1)
Let us show that u satisfies Div−u = Tr−(Eu) ∈ L2(Ω). In fact, let us examine the proof of Propo-
sition 5.3, with now the control on F div,NIε (uε, vε) at hand, which improves that on F
div
ε (uε, vε).
(The only difference is that in Section 4 we worked with Ω˜, now with Ω; anyway, one could as well
in this case obtain the lower limit inequality imposing a Dirichlet datum). Arguing as in that proof,
we introduce the functions zε as in (5.27). Then zε → u in every Lp(Ω;Rd), since they converge
in measure to u and ‖zε‖L∞ ≤ M . Moreover, taking the negative part of the scalar functions in
(5.28), we obtain that
div−zε(x) =
1
δ2
(div−δ )
k1e1,k2e2,k3e3uε(α) if x ∈ δQk1e1,k2e2,k3e3(α) (7.2)
for every (k1, k2, k3) ∈ {−1, 1}3, where we recall the definition of δQk1e1,k2e2,k3e3(α) in (5.30).
Then, arguing as for (5.31), we get that∫
α+δQ2
(div−zε(x))2 dx = δ(vε(α))2|Div−δ uε(α)|2. (7.3)
Summing over α and recalling the control on F div,NIε (uε, vε), (3.8b), and (3.7), we infer that if
ε > 0 is small enough then
‖div−zε‖L2(Ω˜η) ≤ C ,
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for C > 0 depending on M and θ. In view of the L1 convergence of zε to u, we have that div zε
converges in the sense of distributions on Ω to Div u = Tr(Eu). Then, arguing as in e.g. [3,
Proposition 1.62], we can see that div−zε converges weakly in L2(Ωη) to a suitable non negative
function f , with f ≥ Div−u. Then the positive measure Div−u = Tr−(Eu) is indeed in L2(Ω).
Now, computing the negative part of the trace of the identity (7.1), we obtain the non-interpenetra-
tion condition [u] · ν ≥ 0 Hd−1-a.e. on Ju, since Div−u has no singular part. We deduce that
GNI,Mλ,θ (u, 1) = Gλ,θ(u, 1; Ω) < +∞. Then, by Theorem 3.1 and Eλ,θε ≤ (ENIλ,θ)ε we conclude (i).
Proof of (iii). Let uβ,lε , v
β,l
ε the functions provided by Lemma 7.1, in correspondence to families
of ε, β, l ∈ (0, 1). First we show that for every l, β
lim sup
ε→0
[ ∑
ξ∈S2
σ|ξ|
∫
Ωξδ
λ
2
(vβ,lε )
2
δ2
∣∣Dδ,ξuβ,lε ∣∣2 dx+ θ4
∫
Ωdivδ
(vβ,lε )
2
δ2
∣∣Div+δ uβ,lε ∣∣2 dx
+
θ
4
∫
Ωdivδ
1
δ2
∣∣Div−δ uβ,lε ∣∣2 dx
]
≤
lim sup
ε→0
[∫
Ω
(vβ,lε )
2
(
λ|E(uβ,lε )|2 +
(λ
2
+ β
)
|div+ uβ,lε |2
)
dx
+
(λ
2
+ β
)∫
Ω
|div− uβ,lε |2 dx
]
.
(7.4)
Indeed, in view of the assumption limε→0 δε2 = 0 and of Remark 7.2, we have that
lim sup
ε→0
1
δ
∫ δ
0
∣∣〈Euβ,lε (x+ sξ)ξ, ξ〉 − 〈Euβ,lε (x)ξ, ξ〉∣∣2 ds = 0
uniformly with respect to ξ ∈ R2 \ {0}, β, l, and x with dist(x, ∂Ω) > δ|ξ|. Therefore
lim sup
ε→0
1
δ2
∫
Ωξδ
(vβ,lε )
2|Dζδuβ,lε (x)|2 dx = lim sup
ε→0
∫
Ωξδ
∣∣∣∣∣ vβ,lεδ|ζ|2
∫ δ
0
〈Eu(x+ tζ)ζ, ζ〉dt
∣∣∣∣∣
2
dx
= lim sup
ε→0
1
|ζ|4
∫
Ωξδ
(vβ,lε )
2|〈Euβ,lε (x)ζ, ζ〉|2 dx
for every ζ ∈ {±ξ}. Similarly, one estimates
lim sup
ε→0
∫
Ωdivδ
1
δ2
|(div−δ )k1e1,k2e2uβ,lε |2 dx
= lim sup
ε→0
∫
Ωdivδ
(
1
δ
∫ δ
0
〈Euβ,lε (x+ t(k1e1))e1, e1〉+ 〈Euβ,lε (x+ t(k2e2))e2, e2〉dt
)2
dx
= lim sup
ε→0
∫
Ωdivδ
(
〈Euβ,lε (x)e1, e1〉+ 〈Euβ,lε (x)e2, e2〉
)2
dx = lim sup
ε→0
∫
Ωdivδ
(div−uβ,lε )
2 dx
and then obtains (7.4).
From (7.4) we pass to an estimate on λ
∑
ξ∈S2 σ|ξ|F
ξ
ε (u
β,l
ε , v
β,l
ε ) + θF
div,NI
ε (u
β,l
ε , v
β,l
ε ) by arguing
as in the proof of Proposition 6.1. We thus consider for every y ∈ (0, 1]2 the functions T δy uβ,lε ,
T δy v
β,l
ε as defined in (2.22) for d = 2 and u = u
β,l
ε , v
β,l
ε . By the definition of the operator T
δ
y ,
arguing similarly to (6.10) we deduce∫
(0,1)2
(
λFε(T
δ
y u
β,l
ε , T
δ
y v
β,l
ε ) + θF
div,NI
ε (T
δ
y u
β,l
ε , T
δ
y v
β,l
ε )
)
dy
≤
∑
ξ∈S2
σ|ξ|
∫
Ωξδ
λ
2
(vβ,lε )
2
δ2
∣∣Dδ,ξuβ,lε ∣∣2 dx+ θ4
∫
Ωdivδ
(vβ,lε )
2
δ2
∣∣Div+δ uβ,lε ∣∣2 dx
+
θ
4
∫
Ωdivδ
1
δ2
∣∣Div−δ uβ,lε ∣∣2 dx .
(7.5)
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Following the very same argument as that to get (6.13), applied to (T δy u
β,l
ε , T
δ
y v
β,l
ε ) in place of
T δy uε, for η > 0 fixed we infer that for every l, β, ε there exists z
β,l
ε ∈ (0, 1)2 such that, setting
u¯β,lε := T
δ
zβ,lε
uβ,lε , v¯
β,l
ε := T
δ
zβ,lε
vβ,lε , it holds that
lim
ε→0
‖(u¯β,lε , u¯β,lε )− (uβ,lε , vβ,lε )‖L1 = 0 (7.6)
and
lim sup
ε→0
(
λFε(u¯
β,l
ε , v¯
β,l
ε ) + θF
div,NI
ε (u¯
β,l
ε , v¯
β,l
ε )
)
≤ lim sup
ε→0
∫
(0,1)2
(
λFε(T
δ
y u
β,l
ε , T
δ
y v
β,l
ε ) + θF
div,NI
ε (T
δ
y u
β,l
ε , T
δ
y v
β,l
ε )
)
dy + η .
(7.7)
As for the Modica-Mortola term, we first introduce a variant of Gε obtained by replacing α by
α+ δy in the expression of Gε (3.9), namely for every v : Ω→ R measurable we set
Gyε(v) :=
1
2
∑
α∈Ωδ
δ2
(
1
ε
(v(α+ δy)− 1)2 + ε
2∑
k=1
α+2δek∈Ω
(
v(α+ δ(y + ek))− v(α+ δy)
δ
)2)
.
Now we may argue exactly as done in [6, Proposition 4.2, Step 2] and in the last part of the proof
of Proposition 6.1, with α+ δy in place of α (that is, the functions are evaluated in α+ δy instead
of α, inside each cube α + δ[0, 1)2) and the role of K, hε played now by Γ
β , γ( ·ε ) from (i) in
Lemma 7.1 (notice that we use the regularity of Γβ to control its discretized neighborhoods). We
then obtain that for every y ∈ [0, 1)2
lim sup
ε→0
Gyε(v
β,l
ε ) ≤ lim sup
ε→0
1
2
∫
Ω
(
(vβ,lε − 1)2
ε
+ ε|∇vβ,lε |2
)
dx . (7.8)
Moreover, notice that for every y ∈ [0, 1)2
lim sup
ε→0
Gyε(v
β,l
ε ) = lim sup
ε→0
Gε(T
y
δ v
β,l
ε ) (7.9)
Let us choose l, β, η in dependence on ε, vanishing as ε → 0, and denote by u¯ε, v¯ε the
corresponding u¯β,lε , v¯
β,l
ε (before we omit the further dependence on η). By collecting (7.5), (7.7),
(7.8), (7.9) and (iv) in Lemma 7.1, we eventually deduce that
lim sup
ε→0
(ENI,Mλ,θ )ε(u¯ε, v¯ε) ≤ GNI,Mλ,θ (u, 1) ,
and (7.6) with (ii) in Lemma 7.1 give that u¯ε, v¯ε converge to u and 1. This concludes the proof of
(iii). 
We recall the following result, which is a direct outcome of [18].
Lemma 7.1. Let d = 2 and u ∈ SBD2(Ω) ∩ L∞(Ω;Rd) with Div−u = Tr−(Eu) ∈ L2(Ω).
Then, for every families of parameters ε, β, l ∈ (0, 1) there exist functions vβ,lε ∈ C∞(Ω; [0, 1]),
uβ,lε ∈ C∞(Ω;Rd) such that
(i) for every β > 0 there exists a set Γβ, which is a finite union of C1 hypersurfaces and of at
most Cβ/(εl) isolated points (for C > 0 a universal constant), such that H1(Ju4Γβ) < β2
and vβ,lε has the form
vβ,lε = γ
(
(dist(x,Γ)− 16√2εl)+
ε
)
where γ is a smooth scalar function with γ(t) ∈ [0, 1], γ(0) = 0, limt→+∞ γ(t) = 1. In
particular, for every β, l, it holds vβ,lε → 1 in L2(Ω) as ε→ 0;
(ii) for every l, it holds lim supβ→0 lim supε→0 ‖uβ,lε − u‖L2 = 0;
(iii) uβ,lε = ϕεl ∗ u˜β,lε , for a suitable u˜β,lε in L∞(Ω;Rd) with ‖u˜β,lε ‖L∞ ≤ ‖u‖L∞ and ϕεl =
(εl)−2ϕ( ·εl ) for ϕ ∈ C∞c (B1/2) with
∫
ϕdx = 1 a given radially symmetric mollifier;
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(iv) it holds that
lim sup
l→0
lim sup
θ→0
lim sup
ε→0
[∫
Ω
(vβ,lε )
2
(
λ|E(uβ,lε )|2 +
(λ
2
+ β
)
|div+ uβ,lε |2
)
dx
+
(λ
2
+ β
)∫
Ω
|div− uβ,lε |2 dx+
1
2
∫
Ω
( (vβ,lε − 1)2
ε
+ ε|∇vβ,lε |2
)
dx
]
≤ Gλ,θ(u) .
Proof. Properties (i), (ii), (iii) are clear from the construction for the lim sup inequality for [18,
Theorem 1], in [18, Subsections 3.1 and 3.2]. In particular, for (i) see (with the numeration in
[18]) the definition of vlε at the beginning of Subsection 3.1 and (17), for (ii) the very last sentence
of Section 3, and for (iii) the definition of uε below (24), where u has to be replaced by uI , as
explained below (34).
As for (iv), this is a consequence of (18) for the Modica-Mortola part in v (with a minor
modification since the Modica-Mortola term here is slightly different), of (27), that states that
Euβ,lε is a good approximation of Eu where vβ,lε 6= 0 (then one can treat separately Euβ,lε and
div+uβ,lε , as we did), and of (36)-(37) for the treatment of div
−uβ,lε . 
Remark 7.2. From (iii) it follows that
‖∇uβ,lε ‖W 1,∞(Ωεl) ≤ C(εl)−2
for every fixed β, l, ε, C depending only on ‖u‖L∞ and ϕ, and Ωεl := {x ∈ Ω: dist(x, ∂Ω) > εl}.
In fact, for x, y ∈ Ωεl
∂iu
β,l
ε (x+ y)− ∂iuβ,lε (x) =
∫
R2
(
∂iϕεl(x+ y − z)− ∂iϕεl(x− z)
)
u(z) dz .
We deduce the claim by noticing that ‖∇ϕεl‖W 1,∞ ≤ (εl)−4‖∇ϕ‖W 1,∞ and that the above integral
is indeed computed on the set Bεl/2(x+ y) ∪Bεl/2(x), with area C(εl)2.
Acknowledgements
V. Crismale has been supported by the Marie Sk lodowska-Curie Standard European Fellowship
No 793018, project BriCoFra.
G. Scilla and F. Solombrino have been supported by the Italian Ministry of Education, University
and Research through the Project Variational methods for stationary and evolution problems with
singularities and interfaces (PRIN 2017).
References
[1] R. Alicandro, M. Focardi, and M. S. Gelli, Finite-difference approximation of energies in fracture me-
chanics, Annali della Scuola Normale Superiore di Pisa-Classe di Scienze, 29 (2000), pp. 671–709.
[2] L. Ambrosio, A. Coscia, and G. Dal Maso, Fine properties of functions with bounded deformation, Archive
for Rational Mechanics and Analysis, 139 (1997), pp. 201–238.
[3] L. Ambrosio, N. Fusco, and D. Pallara, Functions of Bounded Variation and Free Discontinuity Problems.,
Clarendon Press, 2000.
[4] L. Ambrosio and V. M. Tortorelli, Approximation of functionals depending on jumps by elliptic functionals
via γ-convergence, Comm. Pure Appl. Math., 43 (1990), pp. 999–1036.
[5] , On the approximation of free-discontinuity problems, Boll. Un. Mat. Ital., 6-B (1992), pp. 105–123.
[6] A. Bach, A. Braides, and C. I. Zeppieri, Quantitative analysis of finite-difference approximations of free-
discontinuity problems, To appear on Interfaces and Free Boundaries, (2020).
[7] A. Bach, M. Cicalese, and M. Ruf, Random finite-difference discretizations of the ambrosio-tortorelli func-
tional with optimal mesh size, ArXiv: 1902.08437, (2019).
[8] G. Bellettini and A. Coscia, Discrete approximation of a free discontinuity problem, Numer. Funct. Anal.
Optim., 15 (1994), pp. 201–224.
[9] G. Bellettini, A. Coscia, and G. Dal Maso, Compactness and lower semicontinuity properties in SBD(Ω),
Mathematische Zeitschrift, 228 (1998), pp. 337–351.
[10] G. Bouchitte´, I. Fonseca, and L. Mascarenhas, A global method for relaxation, Archive for Rational
Mechanics and Analysis, 145 (1998), pp. 51–98.
[11] B. Bourdin, Image segmentation with a finite element method, M2AN Math. Model. Numer. Anal., 33 (1999),
pp. 229–244.
[12] B. Bourdin, G. Francfort, and J.-J. Marigo, The variational approach to fracture, J. Elasticity, 91 (2008),
pp. 5–148.
[13] A. Braides and M. S. Gelli, Limits of discrete systems with long-range interactions, vol. 9, 2002, pp. 363–399.
Special issue on optimization (Montpellier, 2000).
36 V. CRISMALE, G. SCILLA AND F. SOLOMBRINO
[14] A. Braides and A. Yip, A quantitative description of mesh dependence for the discretization of singularly
perturbed nonconvex problems, SIAM J. Numer. Anal., 50 (2012), pp. 1883–1898.
[15] F. Cagnetti, G. Dal Maso, L. Scardia, and C. I. Zeppieri, Stochastic homogenisation of free-discontinuity
problems, Arch. Ration. Mech. Anal., 233 (2019), pp. 935–974.
[16] A. Chambolle, Image segmentation by variational methods: Mumford and shah functional and the discrete
approximations, SIAM J. Appl. Math., 55 (1995), pp. 827–863.
[17] A. Chambolle, Finite-differences discretizations of the mumford-shah functional, ESAIM: Mathematical Mod-
elling and Numerical Analysis - Modlisation Mathmatique et Analyse Numrique, 33 (1999), pp. 261–288.
[18] A. Chambolle, S. Conti, and G. A. Francfort, Approximation of a brittle fracture energy with a constraint
of non-interpenetration, Arch. Ration. Mech. Anal., 228 (2018), pp. 867–889.
[19] A. Chambolle and V. Crismale, A density result in GSBDp with applications to the approximation of brittle
fracture energies, Arch. Rational Mech. Anal., 232 (2019), pp. 1329–1378.
[20] , Phase-field approximation for a class of cohesive fracture energies with an activation threshold, Adv.
Calc. Var., in press, DOI https://doi.org/10.1515/acv-2019-0018.
[21] , Compactness and lower semicontinuity in GSBD, To appear on J. Eur. Math. Soc. (JEMS), Preprint
arXiv:1802.03302 (2018).
[22] A. Chambolle and G. Dal Maso, Discrete approximation of the mumford-shah functional in dimension two,
Math. Model. Numer. Anal., 33 (1999), pp. 651–672.
[23] S. Conti, M. Focardi, and F. Iurlano, Integral representation for functionals defined on SBDp in dimension
two, Arch. Rational Mech. Anal., 223 (2017), pp. 1337–1374.
[24] G. Cortesani and R. Toader, A density result in SBV with respect to non-isotropic energies, Nonlinear
Anal., 38 (1999), pp. 585–604.
[25] V. Crismale and M. Friedrich, Equilibrium configurations for epitaxially strained films and material voids
in three-dimensional linear elasticity, Arch. Ration. Mech. Anal., 237 (2020), pp. 1041–1098.
[26] V. Crismale, M. Friedrich, and F. Solombrino, Integral representation for energies in linear elasticity with
surface discontinuities, Preprint arXiv:2005.06866, (2020).
[27] G. Dal Maso, Generalised functions of bounded deformation, J. Eur. Math. Soc., 15 (2013), pp. 1943–1997.
[28] M. Gobbino, Finite difference approximation of the Mumford-Shah functional, Comm. Pure Appl. Math., 51
(1998), pp. 197–228.
[29] A. A. Griffith, The phenomenon of rupture and flow in solids, Phil Trans. Royal Soc. London A, 221 (1920),
pp. 163–198.
[30] M. Negri, A finite element approximation of the Griffith’s model in fracture mechanics, Numer. Math., 95
(2003), pp. 653–687.
[31] M. Ruf, Discrete stochastic approximations of the Mumford-Shah functional, Ann. Inst. H. Poincare´ Anal.
Non Line´aire, 36 (2019), pp. 887–937.
[32] R. Temam, Mathematical problems in plasticity, Gauthier-Villars, 1985.
(V. Crismale) CMAP, E´cole Polytechnique, CNRS, 91128 Palaiseau Cedex, France.
E-mail address, V. Crismale: vito.crismale@polytechnique.edu
(G. Scilla) Dipartimento di Matematica ed Applicazioni “R. Caccioppoli”, Universita` di Napoli Fed-
erico II, Via Cintia Monte Sant’Angelo, 80126 Napoli, Italy.
E-mail address, G. Scilla: giovanni.scilla@unina.it
(F. Solombrino) Dipartimento di Matematica ed Applicazioni “R. Caccioppoli”, Universita` di Napoli
Federico II, Via Cintia Monte Sant’Angelo, 80126 Napoli, Italy.
E-mail address, F. Solombrino: francesco.solombrino@unina.it
