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A B S T R A C T   
Objective: Optimizing timing of defibrillation by evaluating the likelihood of a successful outcome could signif-
icantly enhance resuscitation. Previous studies employed conventional machine learning approaches and hand- 
crafted features to address this issue, but none have achieved superior performance to be widely accepted. This 
study proposes a novel approach in which predictive features are automatically learned. 
Methods: A raw 4s VF episode immediately prior to first defibrillation shock was feed to a 3-stage CNN feature 
extractor. Each stage was composed of 4 components: convolution, rectified linear unit activation, dropout and 
max-pooling. At the end of feature extractor, the feature map was flattened and connected to a fully connected 
multi-layer perceptron for classification. For model evaluation, a 10 fold cross-validation was employed. To 
balance classes, SMOTE oversampling method has been applied to minority class. 
Results: The obtained results show that the proposed model is highly accurate in predicting defibrillation 
outcome (Acc = 93.6 %). Since recommendations on classifiers suggest at least 50 % specificity and 95 % 
sensitivity as safe and useful predictors for defibrillation decision, the reported sensitivity of 98.8 % and spec-
ificity of 88.2 %, with the analysis speed of 3 ms/input signal, indicate that the proposed model possesses a good 
prospective to be implemented in automated external defibrillators. 
Conclusions: The learned features demonstrate superiority over hand-crafted ones when performed on the same 
dataset. This approach benefits from being fully automatic by fusing feature extraction, selection and classifi-
cation into a single learning model. It provides a superior strategy that can be used as a tool to guide treatment of 
OHCA patients in bringing optimal decision of precedence treatment. Furthermore, for encouraging replicability, 
the dataset has been made publicly available to the research community.   
1. Introduction 
Ventricular fibrillation (VF) represents the most frequent initial 
rhythm associated with sudden cardiac death. Restoration of organized 
electrical activity after cardiac arrest caused by VF can be re-established 
using electrical defibrillation in conjunction with cardiopulmonary 
resuscitation (CPR) [1,2]. However, despite major efforts to improve 
outcome from cardiac arrest, survival rate after out-of-hospital cardiac 
arrest (OHCA) remains at 9 % [3] whereas after in-hospital cardiac ar-
rest (IHCA) survival is 22.3 % [4]. 
In short duration VF, immediate defibrillation has proven its benefit 
for increasing the survival rate [5,6]. However, the precedence of im-
mediate defibrillation over CPR in case of a prolonged duration of un-
treated cardiac arrest has changed over the years [7–9]. In the European 
Resuscitation Council Guidelines from 2005 the routine delivery of a 
specific period of CPR before shock delivery was recommended if the 
first shock should be delivered after 5 min of the collapse. But, in 2010 
European Resuscitation Council Guidelines asserted the insufficient 
evidence to support or refute the survival benefit of a pre-specified 
period of CPR before shock delivery wherefore immediate 
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defibrillation was called again. This led to the application of the same 
treatment protocol for every VF patient – immediate defibrillation as 
soon as a defibrillator became available. A prolonged duration of un-
treated VF can cause a state of acidosis [10]. Upon VF rhythm detection, 
immediate defibrillation of a heart in that state reduces the probability 
of successful defibrillation, whereas some studies suggest that, in that 
state, a period of CPR prior to defibrillation may optimize myocardial 
perfusion and improve survival rate [1,11,12]. Moreover, repetitive 
unsuccessful defibrillation attempts are injurious to an already ischemic 
myocardium and decreases post resuscitation myocardial function and 
survival [13]. Therefore, optimizing timing of defibrillation by evalu-
ating the likelihood of a successful outcome using VF waveform analysis, 
and thus determining the priority of receiving immediate defibrillation 
or alternative therapy, such as CPR or drug administration, could 
potentially lead to more benefit than applying the same treatment 
protocol. 
Over the past few decades, a plethora of classification strategies have 
been applied to ECG signal classification and arrhythmia analysis (see 
for example [[14] and references therein] [15,16],). In particular, a 
description of the efforts in the prediction of the defibrillation outcome 
can be found in [[17] and references therein], [18–38]. The strategies 
available in the existing works along with the validation of their results 
are given in Table A1 in Appendix. The common characteristic of all of 
previously reported strategies is to follow conventional machine 
learning (ML) approaches which implies feature engineering and clas-
sification. In the feature engineering stage, hand-crafted” features were 
designed using time domain, frequency domain, time-frequency domain 
and/or non-linear dynamical analysis of the pre-shock VF signal. In the 
classification stage a single VF feature or combination of features was 
input into various classifiers for defibrillation outcome prediction. Even 
though none of the previously reported strategies have achieved supe-
rior performance to be widely accepted, the amplitude spectrum area 
(AMSA) has been demonstrated as one of the most accurate predictors 
for successful defibrillation [17–29,31]. 
Unlike conventional approaches, deep learning has the capacity to 
learn multiple levels of representation for a given data [39]. The main 
advantage over conventional methods is that a deep learning approach 
does not need to be trained using predesigned features. The input layers 
of a hierarchical architecture automatically discover useful features 
from raw signals, based on which the output layers perform classifica-
tion. Therefore, deep learning methods typically lead to higher perfor-
mance. There are two common types of deep learning methods. The first 
type includes deep discriminative models, such as deep neural networks 
(DNNs) [40], convolutional neural networks (CNNs) [39], recurrent 
neural networks (RNNs) [39], whereas the second type incorporates 
generative models such as restricted Boltzmann machines (RBMs) [41], 
deep belief networks (DBNs) [42] and deep Boltzmann machines 
(DBMs) [43]. 
CNNs are typical deep learning architectures that have revolution-
ized computer vision. Inspired by the feature learning capacity for image 
classification, in this paper we proposed adaptation of the CNNs applied 
in computer vision to the time series data for automatic feature learning 
in predicting defibrillation success. Several publications have appeared 
in recent years documenting utilization of CNNs on ECG signals. Most of 
these publications were related to two important issues of ECG classi-
fication: ECG beat classification [44–47] and ECG arrhythmia detection 
[48–52]. Additionally, CNN were also used for biometric human iden-
tification [53] and myocardial infraction detection [54]. 
This study proposes a novel employment of CNNs on ECG signals – 
defibrillation outcome prediction, and provides a superior strategy that 
can be used as a tool to guide treatment of OHCA patients in bringing 
optimal decision of precedence treatment (immediate defibrillation vs. 
CPR). The main purpose of the applied strategy is to determine the 
optimal timing of shock delivery by evaluating the probability of suc-
cessful defibrillation, so that if the shock has a high likelihood of defi-
brillation success, a defibrillation shock should be delivered. Otherwise, 
unnecessary shocks should be avoided and instead CPR or drug 
administration should be employed. It is important to note that the 
survival rate of VF patients is decreasing with the duration of untreated 
VF. Therefore, the high sensitivity of the successful defibrillation at-
tempts is the most important characteristic of the defibrillation outcome 
prediction algorithm. In this direction this study is focused to evaluate 
CNNs in learning useful data representations from the raw VF wave-
forms to improve prediction of successful shocks beyond conventional 
ML algorithms with hand-crafted features. To the best of our knowledge 
this is the first study to address defibrillation outcome prediction using 
features learned from raw data. Furthermore, for encouraging replica-
bility, the dataset has been made publicly available to the research 
community [55]. 
2. Methods 
2.1. The study data 
This study is a retrospective analysis of ECG recordings immediately 
prior to the first countershock in 260 adult patients with sudden out-of- 
hospital cardiac arrest in Brescia, Italy. The database is publicly avail-
able at [55] for the purpose of replicability. It contains only the first 
defibrillation attempts in order to exclude the effects of administration 
of any drugs and/or CPR procedures. The data was acquired between 
2006 and 2009 following the 2005 European CPR guidelines [56]. The 
data and all relevant demographic information were recorded according 
to the Utstein guidelines [57] and by using a semiautomatic Heartstart 
3000 defibrillator (Laerdal Medical, Stavanger, Norway). Details of data 
collection have been described in our previous paper [18]. Ethical 
approval of this study was obtained through the ethical committee of 
Brescia (application number NP2753). 
Three experienced cardiologists were independently examining 1 
min post-shock ECGs and annotated each as successful, unsuccessful or 
indeterminable. The decision was made based on whether the shock 
resulted in return of an organized electrical activity (ROEA) as defined in 
[18], VF persisted after shock or it was not possible to ascertain. Based 
on the cardiologists’ annotations, 9 signals were considered inde-
terminable and discarded from the analysis. The other 251 valid first 
shocks were categorized as successful (ROEA) or unsuccessful (no-R-
OEA) in that the majority of doctors’ decisions was taken. 
2.2. Convolutional neural networks 
There are 4 major ideas that lay the foundation of CNN: local con-
nections, weight sharing, pooling and the use of many layers [39]. The 
architecture of a typical CNN consists of a series of convolutional layers, 
pooling layers and fully connected layers. 
The convolution is one of the fundamental operations of a convolu-
tional layer. The role of the convolutional layer is to detect local links of 
features from the preceding layer. Each neuron in convolution layer is 
connected to a small local region (receptive field) of the preceding layer 
in order to extract features. The length of a receptive field is called the 
kernel size. To go through the entire region of the preceding layer, the 
striding operation is performed. So, neurons at different locations 
actually share the same weights, and therefore are trained to detect the 
same feature but on different locations. The result of convolution 
operation is then passed through a non-linear activation. Nowadays, the 
most commonly used non-linearity is rectified linear unit (ReLU) acti-
vation. The output represents a feature map [58]. To be able to detect 
more than just a single feature in a convolutional layer, additional filters 
needs to be learned. Hence, a complete convolutional layer comprise 
several feature maps, where different feature maps use different filters. 
By applying strided convolution the information contained near the 
edges can be neglected along with output size shrinking. To avoid loss of 
information on the edges, it is possible to perform padding before 
applying convolutions. 
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The role of a pooling layer is to emphasize the most significant fea-
tures. A pooling layer is commonly inserted between successive con-
volutional layers [58]. This layer simplifies the information in the 
output from the convolutional layer by computing the maximum or the 
average of the features among the adjacent neurons in the preceding 
layer. The stride step in the pooling layer is usually the same as the 
length of the pooling window. Since, padding is usually omitted in the 
pooling layer, this layer decrease the dimension of the convolved 
extracted features and increase the speed of the learning mechanism. 
In general, the earlier convolutional layers of the CNN learns lower- 
level features. The higher-level features are obtained by composing the 
lower-ones in a manner that the higher the number of the convolutional 
layers, the more complex features can be extracted. 
After a set of convolutional and pooling layers, one or more fully 
connected layers are used. In the fully connected layer the neurons are 
connected to all the neurons in the preceding layer. 
2.3. Research methodology and network architecture 
A 4 s episode during hands off time and immediately prior to first 
defibrillation shock on each patient was selected for prediction analysis. 
For the purpose of suppression of residual baseline drift, power line 
interference and high frequency noise, every signal was band-pass 
filtered with a lower cutoff frequency of 0.5 Hz and upper cutoff fre-
quency of 48 Hz. 
In our original dataset, 195 VF signals were labeled as no-ROEA and 
only 56 as ROEA. In order to address the problem of imbalanced training 
data, the SMOTE oversampling method has been applied [59]. In this 
manner, the ROEA class, as minority class, has been oversampled by 
creating new synthetic” examples interpolated between original 
minority class examples. Therefore, a total of 390 signals, 195 instances 
in each class, were included in the analysis. Additionally, each instance 
is scaled to have values between 0 and 1 with min-max normalization to 
address the problem of amplitude scaling before feeding it into the 1D 
CNN. 
The feature extraction, feature selection and classification, steps that 
have to be explicitly defined in conventional approach, are embedded in 
one model and learnt jointly in deep learning. For this purpose, the 
traditional 2D CNN was modified and applied to the 1D time series 
classification task at hand. 
A raw signal of 1000 samples length (4 s signal sampled with sam-
pling rate 250 Hz) was fed into a 3-stage CNN feature extractor. Each 
feature learning stage (convolutional block) was composed of 4 com-
ponents: convolutional, ReLU activation, dropout and max-pooling 
(Fig. 1). In each convolutional block the signals were convolved with 
1-D kernels having filter length of 15 samples with stride of 1. The 
number of feature maps used in blocks were 16, 32 and 64, respectively 
(Table 1). After convolution, the non-linearity was introduced into the 
neural network by applying ReLU activation. In that manner, the 
network was allowed to learn more complex structures with preventing 
saturations of the gradients [60]. Additionally, during the training 
procedure, dropout with probability 0.6 for keeping individual nodes 
was applied. The dropout technique randomly drops” some nodes in 
each training iteration. It has been shown that this technique improves 
the generalization capability by preventing nodes from co-adapting too 
much [61]. The purpose of max-pooling was to subsample the feature 
map by using a pool kernel with size of 2 samples and a stride of 2, 
therefore making it more robust to small variations of previously learned 
feature maps [39]. At the end of the feature extractor, the output was 
flattened and fed into a subsequent fully connected multi-layer per-
ceptron (MLP). The output layer utilized a softmax activation function 
for classification. 
2.4. Model building 
For model evaluation, a 10 fold cross-validation was employed [62]. 
Since we are examining only the first shocks (one ECG signal per pa-
tient), the cross-validation was performed over patients. The CNN model 
was trained by optimizing categorical cross-entropy objective function 
utilizing Adam as gradient based optimization method. The hyper-
parameters (learning rate, β1, β2 and ε) were set as suggested in the 
original paper [63]. The data in the training set were randomly shuffled 
and divided into mini-batches with size 100 for faster convergence. 
Training was performed from scratch in 150 epochs by initializing the 
weights of the convolutional layers using a Xavier normal initializer 
[64]. After training the network, the whole validation set was propa-
gated through the network for evaluation of performance metrics. 
Eventually, the reported performances were obtained by averaging the 
performance metrics recorded in each fold of the cross-validation. 
The proposed CNN algorithm was developed in Python using the 
Keras open source neural network library. It was trained on a PC com-
puter with Intel(R) Core(TM) i5-4590 CPU 3.3 GHz processor and 16 GB 
of RAM. The average time needed to complete one epoch of training was 
approximately 1.4 s. During evaluation, a single VF signal was analysed 
in 3 ms. 
2.5. Evaluation metrics 
Classification performance is evaluated using the 5 standard metrics: 
classification accuracy (Acc), sensitivity (Sen), specificity (Spec), pre-
cision (P), and negative predictive value (NPV). Acc provides a simple 
way of measuring classifier’s overall performance. However, in certain 
situations, such as having imbalanced classification problem [65] or 
having unequally important classes (as in this study), the model with the 
highest accuracy may not be the optimal model. To provide compre-
hensive assessments of classifier’s performance, we have included other 
Fig. 1. CNN architecture.  
Table 1 
The details of the CNN structure.  







input 0 (b,1000,1) – – 
feature learning stage I - 
convolution 
256 (b,1000,16) 15 1 
feature learning stage I - 
max pooling 
0 (b,500,16) 2 2 
feature learning stage II - 
convolution 
7712 (b,500,32) 15 1 
feature learning stage II - 
max pooling 
0 (b,250,32) 2 2 
feature learning stage III - 
convolution 
30784 (b,250,64) 15 1 
feature learning stage III - 
max pooling 
0 (b,125,64) 2 2 
flatten 0 (b,8000) – – 
dense 8193024 (b,1024) – – 
softmax 2050 (b,2) – – 
*b – batch size. 
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metrics that are specific to each class. Sen and Spec are measures of 
completeness, which tell how many examples of the positive or negative 
class were classified correctly. Whereas P and NPV are measures of 
exactness, which state of all examples classified as positive or negative 
how many are actually classified correctly. The metrics are defined as: 
Acc =
TP + TN


















in which TP, TN, FP and FN denote the true positives, true negatives, 
false positives and false negatives, respectively. The shocks that resulted 
in ROEA were considered as positives. 
3. Results 
Table 2 summarizes the performance of the proposed model. The 
reported performances were obtained as a mean value from the 10 fold 
cross-validation. We could be 95 % confident that Acc of our model falls 
between 91.7 % and 95.5 %, Sen between 96.1 % and 100 %, Spec be-
tween 86.1 % and 90.3 %, P between 86.2 % and 91.7 % and NPV be-
tween 97.1 % and 100 %. The results show that the proposed model is 
highly sensitive in predicting successful defibrillations. Additionally, 
with the reported Spec our results would lead to avoiding 88.2 % of 
unsuccessful shocks and allowing an alternate therapy before defibril-
lation. Therefore, the proposed model could be considered as a safe and 
useful predictor for defibrillation decision, since it has a sensitivity 
higher than 95 % and a specificity much higher than 50 %, the level that 
was in 2005 postulated as the threshold for feature prediction imple-
mentation in defibrillators [24,30]. 
Deep-learning approaches are known to overfit easily due to the 
large number of parameters to be learned. By using 10 fold cross- 
validation and obtaining narrow 95 % confidence intervals, we 
demonstrated that our proposed model generalizes well and produces 
stable results on different training set distributions. 
4. Discussion 
In order to evaluate effectiveness of learned features for predicting 
defibrillation success, we compared our CNN model against traditional 
ML algorithms with the hand-engineered features on the same dataset. 
The results obtained by employing seven conventional ML algorithms 
(logistic regression, Naïve-Bayes, decision tree C4.5, AdaBoost M1, 
support vector machine (SVM), k nearest neighbor (kNN) and random 
forest (RF)) on this dataset were reported in our previous paper [18]. In 
both studies, 4 s episodes of the pre-shock signals were used and 
pre-processed in the same manner (band-pass filtering, instance 
normalization and SMOTE oversampling of minority class). We showed 
that RF, kNN and SVM, with the best performing feature combination 
selected from 28 previously reported predictive features via a wrapper 
feature selection method, outperformed other algorithms using single 
feature or best performing combination. Therefore, the proposed CNN 
model has been compared to those three conventional ML algorithms 
(obtained from their best performing feature combination). This com-
parison is shown in Table 3 and Fig. 2. Additionally, since the medical 
community considers AMSA feature as a standard highly accurate pre-
dictor for successful defibrillation, we have also included this feature in 
comparison. 
These results demonstrate the excellent feature learning capability of 
the CNN model for predicting defibrillation outcome. Additionally, since 
the learned features obtained superior results compared to the hand- 
crafted ones, it can be an indication that previously reported features 
are not sufficient to distinguish between successful and unsuccessful 
defibrillation. In order to use conventional ML approach for predicting 
defibrillation outcome with state-of-the-art performance, further feature 
engineering is needed to arrive at sufficiently descriptive data 
characteristics. 
In the related literature on predicting the shock outcome, a variety of 
classification approaches using single feature and/or feature combina-
tions have been proposed [[17] and references therein], [18–38]. 
However, to the authors’ best knowledge there is no publicly available 
database that can be used for predicting defibrillation outcomes from 
pre-shock VF rhythms. Each study dealing with this issue in the litera-
ture uses its own dataset (Table A1). This imposes limitations to direct 
comparison among reported studies. For instance, a different pre-shock 
episode is selected, but the effect of window length on the performance 
has not been systematically investigated. The waveform design signifi-
cantly differs among manufactures, but the reliability of VF waveform 
analysis with the use of different defibrillation waveforms still needs to 
be researched. The interpretation of the results may be biased due to 
different patient number, definition of defibrillation success, ratio be-
tween successful and unsuccessful defibrillations, (in)consideration of 
imbalanced learning problem and whether only first shocks or also 
subsequent shocks were considered. 
Table 2 
Performance of the proposed model.  
metrics Acc [%] Sen [%] Spec [%] P [%] NPV [%] 
mean 93.6 98.8 88.2 89.0 99.1 
std 2.6 3.8 2.9 3.8 2.7 
95 % CI 91.7− 95.5 96.1− 100 86.1− 90.3 86.2− 91.7 97.1− 100 
*CI – confidence interval. 
Table 3  
Models performance comparison on the reported dataset.  
Model Acc [%] Sen [%] Spec [%] P [%] NPV[%] 
CNN 93.6 98.8 88.2 89.0 99.1 
RF 82.8 82.8 82.8 82.8 82.8 
kNN 81.8 81.8 81.8 81.8 81.8 
SVM 81.5 81.5 81.5 81.5 81.5 
AMSA 72.6 90.3 54.9 66.7 84.9  
Fig. 2. Models performance comparison on the reported dataset.  
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A pre-shock episode of 1–12 seconds is usually selected, but the effect 
of window length on the performance has not been systematically 
investigated. The study of Jekova et al. [34] showed the decrease in 
performance with increasing the duration of ECG segment used to 
calculate the features (window length), while Strohmenger et al. [37] 
demonstrated a significant improvement in performance when a 
segment of 12 s were used instead of 3 s (Table A1). When selecting only 
the studies that use 4 s before delivering defibrillation shock Howe et al. 
[22] reported Acc of 81 %, Sen 100 %, Spec 95 % when the termination 
of VF was consider as successful and Acc of 75.9 %, Sen 86.2 %, Spec 100 
% if the return of organized rhythm was consider as successful. Further, 
Wu et al. [23] obtained Sen of 90 % and Spec 86 %, Firoozabadi et al. 
[25] AUC of 83 %, Sen 90 % and Spec 63 %, Nakagawa [26] Sen 100 % 
and Spec 64 % for biphasic defibrillators, Gundersen et al. [29] and 
Eftestol el al [32]. reported only AUC of 87.7 %, and 80 %, respectively, 
Jekova et al. [34] achieved Acc of 69.9 %, Sen 58.8 % and Spec 77.6 %, 
Monsieurs et al. [36] Acc of 77 %, Spec 86 % and Spec 73.2 %, while 
Brown et al. [38] reported Sen of 100 % along with Spec of 47.1 %. 
The waveform design significantly differs among manufactures, but 
the reliability of VF waveform analysis with the use of different defi-
brillation waveforms still needs to be researched. The aim of the study 
by Nakagawa et al. [26] was to evaluate the prognostic performance of 
AMSA in relation to waveforms of defibrillators; however their dataset 
contained only 3 successful cases when monophasic defibrillator was 
used (Table A1). 
The interpretation of the results may be biased due to different pa-
tient number, ratio between successful and unsuccessful defibrillations 
as well as definition of defibrillation success. The largest set reported in 
the literature contained 3828 defibrillation attempts (1086 successful 
and 2742 unsuccessful) [20], while the smallest dataset contained only 
83 shocks (17 successful, 64 unsuccessful and 2 excluded) [26] 
(Table A1). In the literature, there is no consistent definition of defi-
brillation success. The three most commonly used are return of orga-
nized electrical activity (ROEA), sometimes referred to as return to 
organized rhythm (ROR), return of spontaneous circulation (ROSC) and 
survival, being the most rigorous definition [17]. The effect of the 
different definitions for successful shocks can be explicitly seen in the 
study by Howe et al. [22] in which the authors reported Acc of 81 % 
along with Sen of 100 % and Spec of 95 % if the termination of the VF 
was considered a success, and Acc of 75.9 % along with Sen of 86.2 % 
and Spec of 100 % if the ROR was considered a success (Table A1). The 
studies that use ROEA (or ROR) as a definition of the successful defi-
brillation reported the Acc of 75.9 %, Sen 86.2 % and Spec 100 % [22] 
and Sen of 90 % along with Spec 86 % [23]. Both studies do not reach a 
threshold of 95 % Sen and 50 % Spec for implementation in 
defibrillators. 
The amount of successful shock attempts in the database of the 
existing works has a wide range, from around 7% in [30] and [38] to 63 
% in [22] (Table A1). In most cases, the amount of successful shocks 
does not exceed 30 %. The possible reason for such a high amount of 
successful shocks in [22] could be the inclusion of IHCA patients. The 
small amount of successful shocks rose an additional issue – dealing with 
the imbalanced dataset. However, to the authors’ best knowledge only 
two studies addressed the issue of class imbalance”, our previous work 
[18] by performing SMOTE method and [27] by using cost sensitive 
classification. Additionally, there are some studies like [33] where the 
authors used cost sensitive classification, but in order to achieve high 
sensitivity. 
Whether only the first shocks or also the subsequent shocks were 
considered could have an influence on the reported performance as well. 
Thus, Watson et al. [31] reported an increase in sensitivity and decrease 
in specificity with the increase of maximum number of shocks per pa-
tients (Table A1). By considering the studies that investigate first shocks, 
the study by Gong et al. [21] reported AUC of 82.6 %, Wu et al. [23] Sen 
of 90 % and Spec of 86 %, Ristagno et al. [24] Acc, Sen and Spec of 73 % 
and Nakagawa et al. [26] Sen 100 % with Spec 64 %. 
When creating a machine learning model one should be extremely 
careful not to accidentally share information between the training and 
test/validation sets. This phenomenon is known as data leakage, and 
often results in overly optimistic performance, since the model is eval-
uated on data "already seen” by the model. A common cause for data 
leakage is the selection of hyperparameters and/or features based on the 
same data that are later used for model evaluation. In the case of small 
datasets, which need to use cross-validation procedure since there is not 
enough data to be left for testing, a nested cross-validation should be 
applied, as reported in [18] and [27]. However, there are some studies 
like [22], where the authors use a cross-validation, without reporting 
nesting, for choosing the optimal σ parameter of SVM and evaluating the 
model performance. Having signals from a single patient, in both 
training and test sets, could also lead to overly optimistic results. For 
instance, in [20], the authors separated patients among training and 
validation set. On the other hand, in [35] the authors did not state that 
they pay attention not to have signals from the same patients in both 
training and test sets, leaving the suspicious of their reported perfor-
mance (Sen 100 %, Spec 97.2 %). 
Beside the proposed approach only 5 more approaches reported 
performance with at least 50 % specificity and 95 % sensitivity, required 
for their implementation in defibrillators [22,26,30,31] and [35]. Since, 
the Spec in [26,30] and [31] are below 70 %, the CNN model shows 
superiority over them. The model proposed by Howe et al. [22] would 
be considered as safe if the decision was the termination of VF. However, 
by choosing the decision as in this study, this model would not be 
considered safe. The only model that outperforms the CNN model was 
suggested by Podbregar et al. [35]. Nonetheless, as we stated above 
there is a possibility of data leaking related to this study, and possibly 
unrealistically high performance. 
In the study reported by Acharya et al. [49], the authors designed 
CNN model to automatically identify shockable (ventricular flutter, 
tachycardia, fibrillation) and non-shockable ventricular arrhythmias. 
They achieved a high performance with Acc 93.18 %, Sen 91.04, Spec 
95.32 % and P 95.11 %. From these results, they concluded that their 
proposed CNN model has a great potential to save life and reduce 
damage inflicted to the heart muscle by unsuccessful defibrillation. Even 
though the classification of shockable vs. non-shockable arrhythmias is 
important issue, there are evidences showing that not all patients in VF 
(or other shockable arrhythmias) might benefit from being treated in the 
same manner with immediate defibrillation. The studies [1] and [12] 
indicate that after 4− 5 min of VF initialization performing the CPR with 
chest compression before delivery of a defibrillation can improve the 
likelihood of restoring an organized electrical activity and increase 
survival rate. Therefore, to save lives and reduce damage inflicted to the 
heart muscle by unsuccessful defibrillation, it is not sufficient to 
correctly distinguish between shockable and non-shockable rhythm, but 
to be able to successfully predict the probability of shock outcome. 
According to the European Resuscitation Council Guidelines for 
Resuscitation 2010 and 2015 [8,9], the defibrillation shock should not 
be delayed longer than necessary to establish the need for defibrillation. 
Following these guidelines it is preferable not to miss to deliver a shock 
that will lead to return of an organized electrical activity, even at the 
cost of delivering an unnecessary shock that could be avoided (having 
Sen 100 % and Spec 0%). Our results demonstrated that by applying the 
proposed model 98.8 % of the successful shocks will be immediately 
delivered while 88.2 % of unsuccessful shocks will be avoided allowing 
CPR or drug administration to be performed first. This indicates a po-
tential of the proposed model to be a tool to guide resuscitation pro-
tocols with respect to the condition of the patient. To the best of our 
knowledge, none of the existing works have addressed the issue of 
predicting defibrillation outcome using features learned from raw data. 
Few limitations of the proposed study should be pointed out. These 
limitations are mostly related to the small size of database. The total 
number of defibrillation shocks resulting in ROEA was relatively low 
and approximately four times lower in comparison with the number of 
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Table A1 
Summary of previous works on predicting defibrillation outcome.  
Ref/ Author/ year Database: number of defibrillations Signal 
duration [s] 
Classification strategy Performance [%] Balance 
classes 
Ivanovic et al. 2019 
[18] 
260 from 260 patients: ROEA: 56, no- 
ROEA: 195, ex: 9 4  
Nested 10 fold cross-validation: 
SMOTE 
Logistic regression 
A:72.6, Se:73.3, Sp: 71.8, P: 72.2, NPV: 
72.9 
Naïve Bayes 
A:72.1, Se:69.7, Sp: 74.4, P: 73.1, NPV: 
71.1 
Decision tree C4.5 A: 73.6, Se: 82.6, Sp: 64.6, P: 70, NPV: 
78.8 
Ada Boost A:73.3, Se:81, Sp: 65.6, P:70.2, NPV: 
77.6 
SVM with GRBF 
A:81.5, Se:83.6, Sp: 79.5, P:80.3, NPV: 
82.9 
Nearest neighbor 
A:81.8, Se:87.7, Sp: 75.9, P: 78.4, NPV: 
86 
Random Forest A:82.8, Se:90.3, Sp: 75.4, P:78.6, NPV: 
88.6 
Chicote et al. 2016 
[19] 
419 from 163 patients: suc: 107, unsuc: 
312 
5 
feature threshold selection 
based on ROC curve 
Se: 90, Sp: 55.9, AUC: 81.6 
NO 
SVM with LOPCV Se: 80.4, Sp: 76.9, P: 54.4, NPV: 92 
He et al. 2015 [20] 





Training set: 2447 from 1050 patients 
suc: 641, unsuc: 1806 
feature threshold selection 
based on ROC curve 
A: 80.8, Se: 79.6, Sp: 81.4, P: 67, NPV: 
89.3 
Validation set:1381 from 567 patients 
suc: 428, unsuc: 953 
Logistic regression A: 79.6, Se: 79.6, Sp: 79.6, P: 65, NPV: 
89.1  
Neural network 
A: 80.9, Se: 80.9, Sp: 80.9, P: 66.8, 
NPV:89.9  
SVM with GRBF 
A: 78, Se: 71.3, Sp: 80.1, P: 53, NPV: 
89.9 
Gong et al. 2015 [21] 159 from 159 patients: suc: 61, unsuc: 98 2.05 
feature threshold selection 
based on ROC curve 
AUC: 82.6, 95% CI: 76–89.1 NO 
Howe et al. 2014 [22] 
115 from 41 patients: OHCA: 78%, IHCA: 
22% 
4.1 SVM with GRBF 
2 fold cross-validation 
NO VFT:73, no- VFT: 42 
VFT vs. no-VFT:A:81, Se:100, Sp:95, 
P:94.4, NPV:100 
ROR: 55, no-ROR: 60 
ROR vs. no-ROR: A: 75.9, Se: 86.2, Sp: 
100, P: 86.7, NPV: 81.8 
Wu et al. 2013 [23] 350 from 350 patients: ROR: 134, no- 
ROR: 216 
4.1 feature threshold selection 
based on ROC curve 
Se: 90, Sp: 86, P: 80, NPV: 93 NO 
Ristagno et al. 2013 
[24] 
1260 from 609 patients: suc: 316, unsuc: 
944 2.05 feature threshold selection 
based on ROC curve 
All DF attempts:A: 78, Se: 78, Sp: 78, P: 
54, NPV: 91 NO 
578 first shocks: suc: 156, unsuc: 422 
First shocks: A: 73, Se: 73, Sp: 73, P: 50, 
NPV: 88 
Firoozabadi et al. 
2013 [25] 
469 from 116 patients: ROSC: 49, no- 
ROSC: 420 4 
feature threshold selection 
based on ROC curve Se: 90, Sp: 63, AUC: 83 NO 
Nakagawa et al. 2013 
[26] 
83 from 83 patients 
4.096 feature threshold selection 
based on ROC curve  
NO biphasic:ROSC: 14, no-ROSC:43, ex: 2 biphasic: Se: 100, Sp: 64, P: 42, NPV: 
100 
monophasic:ROSC: 3, no-ROSC: 21 monophasic:Se: 100 
Shandilya et al 2012 
[27] 
90 from 57 patients: 
7.8  
Nested 10 fold cross-validation: 
Cost 
sensitive 
ROSC: 34, no-ROSC: 56 SVM A: 82.2, ROC AUC: 85 
test set: 8 Decision stump Se: 44.1, Sp: 77.2, AUC: 60.9 
Endoh et al. 2010 
[28] 
415 from 152 patients: suc: 69, unsuc: 
164, ex:182 
1.0 and 5.12 
Stepwise multiple logistic 
regression 
Se: 76.8, Sp: 62.8 AUC: 77, 95% CI: 70- 
83 
NO 
Gundersen et al. 2008 
[29] 
530 form 86 patients: ROSC: 64, no- 
ROSC: 466 
4 Mixed effects logistic regression AUC: 87.7 NO 
Neurauter et al. 2007 
[30] 
1077 from 197 patients: ROSC: 60, no- 
ROSC: 710, ex: 307 2.5  test set: 
NO 
Training + validation: 483 ROSC:, 42, no- 
ROSC: 441  
feature threshold selection 
based on ROC curve 
single feature: Se: 95.2, Sp: 55.3, ROC 
AUC: 84.2 
Test: 287:  
ROSC:18, no-ROSC: 269 
Neural networks for 
combination of features 
Combination of features: ROC AUC: 61- 
86 
Watson et al. 2006 
[31] 
878 from 110 patients: 
at least 10 feature threshold selection 
based on ROC curve 
cross-validation: 
NO 
17 patients had more than 15 shocks, Max 3 shocks/patient: Se: 95±4, Sp: 
66±4 
2 patients had over 30 shocks 
Max 6 shocks/patient: Se: 97±2, Sp: 
61±4 
First shocks: ROSC: 8, no-ROSC: 102 
Max 9 shocks/patient: Se: 98±2, Sp: 
56±1 
Eftestol et al. 2005 
[32] 
589 from 136 patients: 4 feature threshold selection 
based on ROC curve 
Test set: NO 
ROSC: 82, no-ROSC: 507 AUC ROC: 80 







NO ROSC: 87, no-ROSC: 781 Se: 90±4, Sp: 64±4 
>700, 84 selected 3, 4 and 5 Stepwise discriminant analysis Leave-one-out NO 
(continued on next page) 
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unsuccessful shocks. This imposes the necessity for applying over-
sampling method and omission of the independent test set. SMOTE 
method could lead to over-generalization and artificially induced vari-
ance. Therefore, even though we performed 10 fold cross-validation 
synthetically generated samples of ROEA class were part of holdout 
folds of the 10 fold cross-validation, and thus could affect performance. 
Nevertheless, since our previous study [18], which employs traditional 
ML algorithms, suffers from the same limitations the implication of su-
periority of learned features over engineered features is still valid. To the 
authors’ best knowledge most of the previously reported studies do not 
address the issue of class imbalance, even though it is a very essential 
issue to address. Moreover, the CNN model shows better performance 
when compared to the studies that consider only first shocks, use 4 s ECG 
segment for calculating the features, and contemplate ROEA (ROR) as a 
definition of the successful shock outcome, that correspond to the con-
ditions used in this study. This further confirms superiority of learned 
features over engineered ones. 
5. Conclusion 
In this study, a novel approach for predicting defibrillation outcome 
was developed. A proposed CNN architecture was capable of learning 
useful data representations from the raw VF signals that are superior to 
hand-crafted features. This approach benefits from being fully automatic 
by fusing feature extraction, selection and classification into a single 
model. The robustness of the proposed model was demonstrated through 
a 10 fold cross-validation. We achieved Acc of 93.6 %, Sen of 98.8 % and 
Spec of 88.2 %, which indicate that the proposed model could be 
considered a safe and useful predictor for defibrillation decision and a 
beneficial tool to guide treatment of OHCA patients. The proposed 
strategy provides superiority over the conventional ML algorithms with 
hand-crafted features. 
Even though the proposed model has many advantages, training of 
the CNNs are usually computationally expensive. On the other hand, 
once the training is completed, the classification is fast. In the future 
work, the authors would like to further investigate and validate this 
approach on larger amounts of data. Additionally, we would like to 
evaluate the possibility of integrating it in automated external de-
fibrillators for real-time usage. 
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