I. Introduction S
OLVING an optimal control problem using a digital computer implies discrete approximations. Since the 1960s, there have been well-documented [1] [2] [3] naïve applications of Pontryagin's principle in the discrete domain. Although its incorrect applications continue to this day, the origin of the naïvete is quite understandable because one has a reasonable expectation of the validity of Pontryagin's principle within a discrete domain. That an application of the Hamiltonian minimization condition is not necessarily valid in a discrete domain [1, 4] opens up a vast array of questions in theory and computation [2, 5] . These questions continue to dominate the meaning and validity of discrete approximations and computational solutions to optimal control problems [6] [7] [8] [9] [10] . Among these questions is the convergence of discrete approximations in optimal control.
About the year 2000, there were a number of key discoveries on the convergence of discrete approximations [9, [11] [12] [13] [14] . Among other things, Hager [9] showed, by way of a counterexample, that a convergent Runge-Kutta (RK) method may not converge. This seemingly contradictory result is actually quite simple to explain [10] : long-established convergence results on ordinary differential equations do not necessarily apply for optimal control problems. Thus, an RK method that is convergent for an ordinary differential equation may not converge when applied to an optimal control problem. Not only does this explain the possibility of erroneous results obtained through computation, it also explains why computational optimal control has heretofore been such a difficult problem. The good news is that if a proper RK method is used (those developed by Hager [9] ), convergence can be assured under a proper set of conditions.
Whereas RK methods have a long history of development for ordinary differential equations, pseudospectral (PS) methods have had a relatively short history of development for optimal control. In parallel to Hager's [9] discovery on RK methods, recent developments [8, [15] [16] [17] show that the convergence theory for PS approximations in optimal control is sharply different from that used in solving partial differential equations. Furthermore, the convergence theory for PS approximations is also different from the one used in RK approximations to optimal control.
A critical examination of convergence of approximations using the new theories developed in recent years has not only begun to reveal the proper computational techniques for solving optimal control problems, it has also exposed the fallacy of long-held tacit assumptions. For instance, Ross [18] showed, by way of a simple counterexample, that an indirect method generates the wrong answer, whereas a direct method generates the correct solution. This counterexample exposed the fallacy of the long-held belief that indirect methods are more accurate than direct methods.
In this Note, we show, by way of another counterexample, that the convergence of the costates does not imply convergence of the control. This result appears to have more impact on the convergence of PS approximations in optimal control than the convergence of RK approximations because of the significant differences between the two theories; consequently, we restrict our attention to the impact of this result on PS methods, noting, nonetheless, the generality of this assertion.
II. Counterexample
Consider the following optimal control problem proposed by Gong et al. [15] :
This problem describes a particle of unit mass (m 1) moving in a linear resistive medium ( 1) , where x is the position, v is the velocity, and u is the applied force (see Fig. 1 ). The optimal control problem is to minimize the total amount of work done. By a direct application of the minimum principle, it can be easily shown that the exact values of the costates are given by
and the exact optimal primal solution is given by
Thus, the exact optimal cost is given by
An application of two Legendre PS methods [19, 20] based on Gauss and Gauss-Radau points generates the states and costates shown in Figs. 2 and 3 , respectively. Clearly, both the states and costates have converged. Despite this strong result, the optimal control does not converge, as shown in Fig. 4 .
III. Explaining the Result
Let y x; be the state-costate pair. Then, for a general optimal control problem, under appropriate conditions, the statecostate dynamics can be written as _ y gy; u
For the purposes of brevity, we use the notation L 1 and L 1 to denote Lebesgue spaces in a finite domain , rather than the more elaborate notations L 1 and L 1 . Under appropriate technical assumptions [known as Carathéodory conditions (see [21, 22] )], we can guarantee that if u 2 L 1 , then there exists an absolutely continuous solution y. This is part of the foundations on which Pontryagin's theory rests. What is not true is the converse. That is, if y is absolutely continuous, there is no guarantee that u will be in L 1 ; however, we can guarantee that u will be in L 1 , under appropriate technical assumptions. Because L 1 is a different and larger space than L 1 , it is possible to have two control functions, u a and u b , such that for any small " > 0 and any large M > 0, the following holds: Although such a mathematical explanation may be sufficient to explain a numerical result, what is desirable from an engineering view point is a possible means to fix the problem. That is, from an engineering view point, what is needed is a computational tool that can provide convergence of the control in the L 1 norm. This can be done by solving the problem using the Legendre PS method based on Gauss-Lobatto points.
IV. Fixing the Problem
In recognizing that a PS method for solving optimal control problems requires a new approach for convergence analysis, we developed [19] a unified theory for PS methods. Among other things, this theory indicates [20] that the proper PS method for solving generic finite-horizon optimal control problems must be based on Gauss-Lobatto points. A complete explanation of this point is beyond the scope of this Note, but we briefly provide some heuristics here for the purpose of completeness while noting that a detailed mathematical explanation is provided in [20] .
Under the absence of any preselection of a set of interpolation points, the best quadrature nodes are the Gauss points. If any one point is arbitrarily preselected (say, 1), Gauss points are no longer the best points; the new set of best points are Gauss-Radau points. This fact is illustrated in Fig. 6 , in which best is defined in the sense of the L 2 error norm. In these particular cases, such quadrature nodes are all known as Legendre quadrature nodes because all such points are based on Legendre polynomials; consequently, all such PS methods are different flavors of the Legendre PS method. In any event, if two points are preselected for interpolation (say, 1 and 1), then neither the Gauss nor the Gauss-Radau points are the best points; the new set of best points are the Gauss-Lobatto points. Thus, the natural selection of quadrature nodes for solving boundary-value problems are Gauss-Lobatto points. Because an optimal control problem is fundamentally a boundary-value problem, that is, conditions are specified at the boundary points 1 and 1, it is clear that the Gauss-Lobatto points are the most natural choice of quadrature points. This is why if one chooses another PS method such as the Chebyshev PS method, for instance, then it is also based on Gauss-Lobatto points or, more precisely, the Chebyshev-GaussLobatto points, which are different from the Legendre-GaussLobatto points because they are based on minimizing the L 1 error norm. What happens then if a PS method is naïvely based on, say, Gauss-Radau points or just Gauss points? According to our theory [19, 20] , convergence is not guaranteed. Just as in Hager's theory for RK methods for optimal control, in our theory for PS methods, an application of the wrong PS method does not guarantee a wrong solution; rather, it is quite possible to obtain the correct solution by a wrong PS method on one or more problems. But because a proof of convergence of a method based on select problems is not proof at all, what is indeed rigorous is just one counterexample to prove a negative. This is precisely the role problem G has served for the Legendre PS method based on Gauss and Gauss-Radau points.
A solution to problem G using the Legendre PS method based on Gauss-Lobatto points is shown in Fig. 7 . It is clear that this Legendre PS method has indeed found the right answer in the right norm.
It is important to note that a complete theory for discrete approximations to optimal control problems is far from complete. Although a number of important advances have been made in recent years, development of convergence theories is an active research topic [8, 10, 15, 17] . In developing a theory, it is quite important to know the parameters that bound the validity of the assumptions. What this counterexample has shown is that regardless of the method used, convergence of the costates does not imply convergence of the control, but convergence of the control does indeed imply convergence of the state-costate pair under mild assumptions.
V. Impact on PS Approximations
Given that PS methods have now progressed to flight applications [23] [24] [25] , it is especially important that convergence issues for pseudospectral methods be critically examined. As alluded to in Sec. I, convergence of PS approximations for optimal control simply cannot be assumed on the grounds that the method has been shown to converge in other areas of mathematics. This is why the development of convergence results for PS approximations is an active field [8, 15, 17] . Furthermore, these new convergence results have been successfully used in the development of spectral [26] and guess-free algorithms [27] for solving optimal control problems. Such algorithms may fail or perform poorly when incorrect PS methods are used. For instance, it is clear from Fig. 5 that even though ku N k L 1 converges, it does not converge at a spectral rate; that is, GaussRadau and Gauss points do not even offer weak spectral convergence. In sharp contrast, the Legendre PS method based on Gauss-Lobatto points not only converges pointwise (cf. Fig. 7 ), but its spectral convergence property implies that N 30 is an overestimate of the number of nodes needed for convergence. This point is illustrated in Fig. 8 , which shows that N 4 Gauss-Lobatto points are sufficient to generate the exact solution. Figures 4 and 8 also underline an important point when comparing the performance of multiple numerical methods: the proper baseline to be used is not equality in the number of nodes, but equality in error tolerances. Under such a proper benchmark, the Legendre PS method based on Gauss-Lobatto points has achieved the exact solution for N 4, whereas those based on Gauss-Radau and Gauss points do not achieve this performance even when the number of nodes is increased by an order of magnitude. A corollary to the convergence of PS solutions to exact optimal solutions is the convergence of the PS cost value J N . Because L 1 is a larger space than L 1 , a numerical examination of the PS cost by different PS methods on any number of problems may lead one to wrong conclusions. To illustrate this point, we compute J N for problem G using all three PS methods. The result of this exercise is illustrated in Table 1 . For N 4 or 8, J N , the cost using Gauss and Gauss-Radau quadrature rules for the corresponding PS methods, is larger than the cost using the Gauss-Lobatto approach. Based on this information, although one might arrive at the correct conclusion that the Gauss-Lobatto approach is superior to the other two approaches, it would be quite incorrect to state that the Gauss-Radau approach is better than the Gauss method, because both techniques have failed. As the number of nodes are increased, it is possible to draw even more erroneous conclusions. For instance, for N 25, the Gauss and Gauss-Radau costs are lower than the exact minimum! In the absence of knowledge of the exact cost (namely, 1.0000), one may erroneously conclude that the Gauss-Radau points provide better solutions than the Gauss-Lobatto points and that the Gauss points provide the best solutions. Not only are such conclusions erroneous relative to the three PS methods, they are also absurd in implying that one can achieve solutions that yield cost values below the minimum!
VI. Conclusions
No number of examples can prove a claim, whereas a single counterexample is sufficient to disprove one. Furthermore, a counterexample for one method may not serve as a counterexample for another. This is why designing counterexamples is not an easy task. The counterexample presented in this Note is not some clever mathematical construct but an actual motion-planning problem designed by Gong et al. [15] . Counterexamples in optimal control theory have had a rich history in proving the incorrectness of certain hypotheses. In this Note, we have shown that Gong et al.'s motionplanning problem serves as an excellent counterexample to illustrate the possibility of drawing any number of incorrect conclusions about computational optimal control methods. We can now assert one fundamental fact about discrete approximations in optimal control theory: the controls may not converge pointwise (i.e., in the strong L 1 norm) even if the states and costates converge to the right values. The impact of this result on pseudospectral methods is subtle but clear: the proper pseudospectral method for solving a finite-horizon optimal control problem must be based on Gauss-Lobatto points. Rigorous convergence theorems have been developed and proved along these lines. The counterexample also reveals that convergence cannot be proved for pseudospectral methods based on Gauss-Radau and Gauss points, except possibly under additional restrictive hypotheses. As in the case of Runge-Kutta methods, great care must be exercised in selecting the proper pseudospectral method for solving optimal control problems. In following this precept, we note that the preceding conclusions cannot be extended for infinitehorizon problems due to the same old reason that what works in an infinite domain may not work in a finite domain and vice versa. Consequently, although a Legendre pseudospectral method based on Gauss-Radau points may be incorrect for solving generic finitehorizon problems, it is quite an appropriate method for solving infinite-horizon optimal control problems. An important cautionary note that comes about as a corollary to the convergence result presented in this Note is the possibility of drawing absurd conclusions based on comparing cost values as a relative figure of merit.
