Spatial Textual Representation (STR) ou comment représenter la spatialité des données textuelles by Fize, Jacques et al.
Spatial Textual Representation (STR)
ou comment représenter la spatialité
des données textuelles
Jacques Fize *, Mathieu Roche *, Maguelonne Teisseire *
* UMR 9000 TETIS, Cirad, Irstea, CNRS, AgroparisTech, Univ. Montpellier
Maison de la Télédétection, Montpellier, France
{firstname}.{ lastname}@teledetection.fr
RÉSUMÉ. De nos jours, la majorité des systèmes de recherche d’information (RI)
basent leurs algorithmes de recherche et d’indexation de document sur leur dimension
thématique. Dans le cadre de l’étude de la mise en correspondance de données tex-
tuelles hétérogènes, nous proposons une approche permettant d’exploiter la dimension
spatiale des données textuelles à travers une structure appelée STR ou Spatial Textual
Representation. STR est une structure de graphe qui permet de représenter la configu-
ration spatiale d’un document à l’aide d’informations du texte et de sources externes
(gazetier). Pour créer ces graphes, nous extrayons tout d’abord les entités spatiales.
Puis, nous relions les entités spatiales selon di érentes relations (adjacence, inclusion,
. . .). Enfin, nous évaluons plusieurs mesures de similarités, propres aux graphes, sur
la structure proposée. Les expérimentations sont menées sur 3 corpus distincts.
ABSTRACT. Nowadays, many Information Retrieval (IR) systems base their research
and indexation algorithm on the thematic dimension of the text. As part of the study
of matching heterogeneous textual documents, we investigate the spatial dimension of
textual data using an original approach called STR. STR or Spatial Textual Repre-
sentation is a graph structure which allows to represent spatial configuration in text
using intern and external sources of information. In order to create such graph, we
extract spatial entities in documents. Then we link the spatial entities using di erent
relationships (i.e neighbor, inclusion, . . .). Finally, we evaluate di erent similarity
measures related to graph on the proposed structure. The experiments were realized
using 3 corpora.
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1. Introduction
De nos jours, le volume de données présentes dans un contexte BigData
ouvre de nouvelles opportunités et de nouveaux défis scientifiques pour gérer,
stocker et exploiter ces données. Dans ce cadre, la mise en correspondance de
données textuelles hétérogènes restent un défi pour la communauté scientifique.
Il s’agit d’associer des documents qui possèdent des similarités et/ou complé-
mentarités selon di érentes dimensions, comme la thématique, la spatialité, la
temporalité, etc. Pour cela, deux composantes sont nécessaires : (1) une repré-
sentation commune des données selon ces dimensions et (2) di érentes mesures
(Lin et al., 1998) pour quantifier la similarité.
Actuellement, la majorité des méthodes de mise en correspondance base
leurs algorithmes de recherche et d’indexation sur la dimension thématique des
données textuelles. On peut mentionner l’approche sac de mots, ou bag-of-words
(Salton, Mcgill, 1986), des modèles plus complexes comme LDA (Blei et al.,
2003) ou plus récemment, du document embedding (Le, Mikolov, 2014 ; Ye et
al., 2016). Même si ces techniques et modèles sont e caces, ils se focalisent
principalement sur la fréquence/co-occurrence des mots.
Dans cet article, nous nous focalisons sur l’exploitation de la dimension spa-
tiale des textes. Depuis des années, l’analyse de la spatialité dans les documents
textuelles intéresse les chercheurs de di érents domaines. Par exemple, dans des
domaines tels que l’épidémiologie, où l’information utilisée provient à 60% de
données textuelles. Dans ce contexte, la recherche de similarité spatiale entre
documents (presse locale, revue scientifique, etc.) est importante voir cruciale.
On définit la spatialité dans un document selon deux types d’informations :
les entités spatiales et les relations qu’elles entretiennent. Nous proposons de
les prendre en compte par une représentation de type graphe, nommée Spatial
Textual Representation (STR), qui s’inspire des QCN (Qualitative Constraint
Network)(Ligozat, 2013).
La suite de cet article est organisée de la façon suivante. Dans la deuxième
section, nous présentons un état de l’art des travaux connexes. Puis, dans la
section 3, nous présentons la STR, son processus de création ainsi que di é-
rentes mesures de similarités. Enfin, les expérimentations sont détaillées dans
la section 4, avant de conclure en section 5.
2. Travaux Connexes
La représentation de l’information spatiale a retenu l’attention de la commu-
nauté scientifique ces dernières années. Nous pouvons citer les travaux tels que
(Belouaer et al., 2016) sur l’analyse de trajectoire dans les textes, (Prudhomme
et al., 2017) (Gaio et al., 2012) sur la création d’ontologies spatiales à partir de
diverses sources de données (bases de données, textes, . . .). Suivant une pers-
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pective de mise en correspondance de données textuelles, nous avons choisi de
présenter les travaux suivants.
La recherche de similarité entre des documents implique la création d’une
représentation commune. Dans le cas de la spatialité, on parle de Geographical
Information Retrieval (GIR), dédiée à l’indexation et l’élaboration de systèmes
de recherches de médias dans leur dimension spatiale. Parmi les di érentes mé-
thodes proposées, il existe le geocoding qui désigne le processus qui assigne une
ou plusieurs coordonnées (longitude, latitude) à un document. Di érents tra-
vaux tels que ceux de (Woodru, Plaunt, 1994 ; Amitay et al., 2004) proposent
une méthode d’extraction d’un contexte géographique en utilisant la géomé-
trie des di érentes entités spatiales. D’autres travaux (Wing, Baldridge, 2011)
s’inspirent des techniques de "language modeling", pour calculer la probabilité
d’appartenance d’un document à un zone géographique.
Dans nos travaux, nous avons choisi de nous intéresser aux Qualitative
Constraint Network (Ligozat, 2013). Par exemple, dans (Wallgrün et al., 2010),
les auteurs proposent une méthode de recherche d’information spatiale basée
sur une description utilisateur ou sketch. Pour cela, la requête utilisateur et la
base de données sont transformées en QCN. Dans (Al-Salman et al., 2012), le
principe est similaire à (Wallgrün et al., 2010), excepté que la base de données
est relationnelle (POSTGIS). Cette situation implique que pour rechercher la
ou les informations correspondantes au QCN extrait du sketch, il faut trans-
former celui-ci en requête SQL.
En faisant le bilan des approches présentées, nous pouvons souligner que
les méthodes de geocoding ne prennent en compte que les caractéristiques de
geolocalisation des di érents objets du document. Les QCN proposent quant à
eux une représentation de la spatialité di érentes prenant en compte les rela-
tions entre les entités spatiales. Les applications et approches proposées dans
la littérature autour des QCN, se trouvent généralement dans l’interprétation
du langage naturel sous forme de requête ou de description d’un lieu. Dans
notre approche, nous proposons d’utiliser et d’étendre l’information contenue
dans ces représentations pour l’indexation de document dans des systèmes de
Recherche d’Information (RI).
3. STR : Spatial Textual Representation
Une STR, ou Spatial Textual Representation, est une représentation de la
spatialité dans des données textuelles, utilisant une structure de graphe basée
sur les QCN, ou Qualitative Constraint Network. Elle est générée à partir de
données externes aux données textuelles (gazetier) puis enrichie à l’aide de
données internes.
Nous proposons la construction des STR en 3 étapes (voir Figure 1). Premiè-
































Figure 1. Processus de création d’une STR
dédié. Puis, à partir des di érentes entités spatiales et des informations conte-
nues dans le texte et dans le gazetier, on extrait les liens permettant de générer
le graphe STR. Enfin, pour mesurer la similarité entre les STR, nous adoptons
des mesures de Graph Matching (Riesen et al., 2010). Ce processus est détaillé
dans les sous-sections suivantes.
3.1. Définitions préliminaires
Une entité spatiale est une entité qui peut-être localisée dans l’espace
(Casati, Varzi, 1997). L’ensemble des entités spatiales est divisé en deux caté-
gories : entités spatiales nommées (par ex. Madagascar, Syrie, . . .) et les entités
spatiales abstraites (par ex. ville, route, . . .).
La configuration spatiale définit la disposition des di érents entités spa-
tiales dans un environnement défini.
Un QCN, ou Qualitative Constraint Network, est une représentation sous
forme de graphe G d’une configuration spatiale d’une liste d’entités I utilisant
un ou plusieurs calculs qualitatifs Ci à travers une interprétation qualitative
QC . Il est défini par G = (V,E) où V correspond à l’ensemble d’entité I et E,
les di érentes associations possible dans I à l’aide des calculs qualitatifs dans
C.
Un calcul qualitatif Ci associe deux entités dans une configuration spa-
tiale. Il existe di érents types de calcul : topologie (RCC-8), direction (points
cardinaux), distance, etc.
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Soit un ensemble de calculs qualitatifs C et un ensemble d’entité I, l’interprétation
qualitative est l’opération QC qui relie les entités dans I en utilisant chaque
calcul qualitatif Ci de C.









Figure 2. Exemple d’un QCN (SW = South West, NE= North East, . . .)
3.2. Création d’une STR
Nous définissons une STR comme un graphe G qui possède un ensemble V =
{es1, es2, ...esn} de nœuds (i.e. entités spatiales) et un ensemble d’arrêtes E =
{Einc ﬁ Eadj ﬁ Eocc} divisé selon les di érentes relations existantes (inclusion,
adjacence, co-occurrence). Alors, une STR est définie par un graphe G :
G = (V = {es1, es2, ...esn}, E = Einc ﬁ Eadj ﬁ Eocc)
Le processus de création d’une STR à partir de données textuelles se divise
en deux phases : l’extraction des entités spatiales puis des relations associées
pour créer le graphe correspondant.
3.2.1. Extraction des entités spatiales
Pour extraire les entités spatiales nommées, il existe plusieurs méthodes
dans la littérature, dont la plupart utilisent une ressource externe appelée ga-
zetier. Un gazetier est constitué d’un ensemble de données structurées liées à
des noms de lieux (ou toponymes). Il existe plusieurs gazetiers, dont le plus
connu est Geonames 1. Cependant, pour la majorité des gazetiers, certaines in-
formations sont manquantes et/ou incomplètes. Pour cause, les besoins définis




cataloguer des oeuvres artistiques. Par conséquent, il est normal que les coor-
données des frontières soient absentes. Dans l’objectif de faciliter l’accès aux
di érentes données nécessaires à la création des STR, mais aussi de proposer un
jeu de données simple comportant des données précises, nous avons construit
un gazetier appelée Geodict 3 (Fize, Shrivastava, 2017). Au moment de l’écri-
ture de cet article, il contient 4.1 millions d’entrées dont environ 170 000 sont
associées aux coordonnées de leur frontière. Les données sont extraites à partir
de di érentes sources : Wikidata 4, Geonames, OpenStreetMap 5.
La méthode d’identification d’entités spatiales (geotagging) dans les textes
que nous proposons se déroulent alors en deux étapes :
1. Identification des toponymes ;
2. Association de chaque toponyme à une entité spatiale.
1re étape : Identification des toponymes
Pour identifier les toponymes, nous utilisons un NER ou Named Entity Re-
cognizer. Nous pouvons citer plusieurs NERs, notamment StanfordNER (Finkel
et al., 2005), OpenNLP 6 et Polyglot (Al-Rfou et al., 2015). Toujours dans le
cadre de la mise en correspondance de données hétérogènes, nous avons choisi
Polyglot car il peut être utilisé avec 40 langues ce qui permet d’appliquer notre
méthode sur des corpus multilingues. Nous proposons de valider les toponymes
retournés par le NER selon leur existence dans le gazetier Geodict.
2e étape : Association de chaque toponyme à une entité spatiale
Il s’agit d’associer chaque toponyme à une entité spatiale présente dans le gaze-
tier. Cependant, il existe, pour certains toponymes, plusieurs entités spatiales
possibles e.g. Paris, France ”= Paris, Las Vegas. Il existe di érentes techniques
de désambiguïsation (Moncla et al., 2014). Une première solution est d’associer,
à chacun de ces toponymes, l’entité spatiale la plus couramment utilisée (Pa-
ris æ Paris, France). Une deuxième solution, plus sophistiquée, est de prendre
en compte le contexte géographique du texte. Nous avons choisi la première
solution, car les ambiguïtés telles que Paris, France ”= Paris, Las Vegas sont
rares dans les corpus sur lesquels nous travaillons. Pour cela, nous associons à
chaque entité spatiale la valeur retournée par le calcul du PageRank (Page et
al., 1999) sur di érents corpus.
3.2.2. Extraction des liens entre les entités spatiales
Après avoir identifié les entités spatiales dans le texte, nous extrayons les
di érentes relations existantes entre elles. Nous avons choisi trois types de re-
lations : co-occurrence, adjacence (France…Belgique), inclusion (Coutances æ
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France). Pour extraire les relations d’adjacence et d’inclusion, nous utilisons les
informations associées à chaque entité spatiale dans le gazetier. Puis, si deux
entités spatiales dans le texte considéré apparaissent l’une à la suite de l’autre,























Figure 3. Une STR générée à partir d’un article de presse traitant du conseil
d’Astana dans la cadre de la guerre civile en Syrie (Légende : bleu =
co-occurrence; rouge = inclusion; vert = adjacence)
3.3. Comment mesurer la similarité entre STR ?
À partir des STRs ainsi construites, nous adoptons des méthodes de compa-
raison de graphes, connues dans la littérature par Graph Matching, pour mettre
en correspondance les documents associés.
Dans (Riesen et al., 2010), le graph matching est défini comme le proces-
sus qui évalue la similarité de deux graphes. Il est possible de distinguer :
– Exact Graph Matching : qui retourne une valeur égale à 1 ou 0 (identique
ou non) ;
– Inexact ou Error-Tolerant Graph Matching : qui retourne une valeur réelle
entre 0 et 1.
Dans les mesures proposées dans l’état de l’art, (Bunke, Shearer, 1998 ; Wal-
lis et al., 2001) proposent deux mesures simples (voir Equation 1) et intuitives







|g1|+ |g2|≠ |mcs(g1, g2)|
(1)
D’autres mesures existent telles que la GED (Riesen, Bunke, 2009) ou Graph
Edit Distance, qui calcule le coût de la transformation d’un graphe A vers un
graphe B. Malheureusement, cette mesure implique des temps de calculs plus
élevés à mesure que les graphes comparés grandissent et se densifient.
Dans le cadre de nos travaux, nous proposons deux mesures de similarité.
La première est fondée sur la combinaison du calcul de l’indice de Jaccard
(Levandowsky, Winter, 1971) sur l’ensemble des nœuds et sur l’ensemble des
arêtes des deux graphes comparés.
simjaccard(g1, g2) =
|E1 ﬂ E2|
|E1 ﬁ E2| ◊
|N1 ﬂN2|
|N1 ﬁN2| (2)
Pour la deuxième mesure proposée, nous utilisons les travaux de (Grover,
Leskovec, 2016) qui proposent une représentation vectorielle de la topologie pré-
sente autour de chaque nœud d’un graphe. Cette approche est très intéressante
car :
– La représentation de la topologie est diminuée à une seule variable : les
nœuds. Ceci facilite grandement la comparaison de graphes volumineux.
– Et contrairement à la similarité MCS et WGU, les arêtes ainsi que leur
valeur associée sont prises en compte dans la construction des vecteurs relatifs
à chacun des nœuds.
Nous proposons ainsi une mesure de similarité, nommée N2V, sur les graphes.
On définit N2V se définit par :














– Vi, ensemble de nœuds du graphe i ;
– D, ensemble des relations présentes dans les graphes ;
– Nc, nœuds en commun des deux graphes ;
– n2v(G1ij), représentation vectorielle du nœud j dans le graphe 1 décrit
par la relation i ;
– simcos(v1, v2), similarité cosinus entre les vecteurs v1 et v2.
Spatial Textual Representation 9
4. Expérimentations
Les expérimentations sont réalisées sur 3 corpus distincts (voir la synthèse
Table 1).
1) CAGN, un corpus généré à partir du flux d’actualité de Google News 7
sur di érents thèmes populaires lors de l’extraction 8: Trump, François Fillon,
Alep ;
2) CJG, un corpus composé d’articles de presse traitant de sujets géopo-
litiques. Ces documents faisant intervenir en moyenne plus d’entités spatiales,
nous pensons qu’il est intéressant de tester notre structure sur ceux-ci ;
3) EPI, un corpus composé des résumés de publications scientifiques di-
visées selon plusieurs épidémies animales : la peste porcine africaine, la fièvre
catarrhale et le virus de Schmallenberg.
Corpus Type de document Nb. de doc Thématique(s) Langue
CAGN article de presse 198 Alep, Trump, François Fillon FR
CJG article de presse 27 Géo-politique FR
EPI abstract 286 Epidémiologie animale EN
Table 1. Corpus utilisés
Les évaluations sont réalisées avec le calcul de la precison at n (Craswell,
2009) ou P@n. P@n est la proportion des n documents les plus similaires dont
la mise en correspondance est pertinente.
Di érentes représentations des documents sont évaluées :
– BOW-SE : Les documents sont représentés à l’aide d’un bag-of-words
avec un vocabulaire composé uniquement des toponymes identifiés dans le cor-
pus concerné. La pondération utilisée est TF-IDF.
– QCN : Les documents sont transformés en QCN. Les relations utilisées
sont l’adjacence et l’inclusion.
– STR : Les documents sont transformés en STR. Les relations utilisées
sont l’adjacence, l’inclusion et la co-occurence.
L’évaluation est divisée en deux parties. Dans une première partie, nous
confrontons une approche classique BOW-SE à approche QCN. Puis, dans une
deuxième partie, nous évaluons la structure STR pour ensuite discuter des
résultats comparés.
7. https://news.google.fr/
8. Au cours du premier semestre 2017
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4.1. Résultats
4.1.1. Apport des QCN: BOW-SE vs QCN
Corpus QCN (MCS) QCN (Jaccard) BOW-SEP@1 P@4 P@1 P@4 P@1 P@4
CAGN 0,77 0,7 0,43 0,39 0,17 0,16
CJG 0,88 0,68 0,51 0,39 0,11 0,10
EPI 0,56 0,50 0,25 0,29 0,11 0,21
Score Moyen 0,74 0,63 0,40 0,36 0,13 0,16
Table 2. Scores obtenus avec les modèles QCN et BOW-SE
4.1.2. STR







% de doc. avec
des ES
CAGN 688.82 4.51 0.83
CJG 643.85 4.33 0.88
EPI 335.05 2.36 0.83
Table 3. Données générales sur les di érents corpus utilisés
Corpus MCS WGU JACCARD N2VP@1 P@4 P@1 P@4 P@1 P@4 P@1 P@4
CAGN 0,77 0,71 0,75 0,7 0,49 0,44 0,18 0,29
CJG 0,88 0,68 0,88 0,68 0,51 0,39 0,03 0,08
EPI 0,56 0,49 0,56 0,50 0,27 0,29 0,11 0,21
Table 4. Scores obtenus avec la STR
4.2. Discussion
Dans une première partie, nous avons voulu vérifier ce qu’une approche
telle que les QCN pouvait apporter face à des modèles classiques. Bien que
l’approche BOW-SE soit simpliste, on remarque que les approches de types
QCN obtiennent de meilleurs scores.
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France Damas Syrie Turquie
Figure 4. Exemple d’une STR moyenne




Table 5. Évaluation en utilisant uniquement les documents possédant des
graphes avec un minimum de 6 nœuds
L’un des points importants des STR consiste à renforcer ces structures
pour qu’elles caractérisent la configuration spatiale mais aussi des relations
spatiales propres aux textes : l’enchainement des entités spatiales (relations de
co-occurrences) et par la suite des déplacements. À partir des résultats Table 4,
on observe que les mesures simples obtiennent de meilleurs performances que
les méthodes complexes sur la totalité des corpus
Une des raisons principales se trouve être la taille moyenne des graphes. En
e et, les graphes possèdent en moyenne 4 nœuds (voir Figure 4), excepté pour
le corpus EPI pour lequel les graphes possèdent en moyenne deux nœuds (voir
Table 3). Ceci a pour e et de diminuer fortement les chances que deux graphes
possèdent des entités spatiales communes (resp. des relations communes).
Toutefois, il est possible d’avoir des documents qui génèrent des graphes
comme celui illustré dans la Figure 5, où l’on observe une richesse avec une
structure plus complexe. En e et, le texte, à partir duquel a été générée la STR
de la Figure 4, revient sur la preuve apportée par la France sur l’utilisation du
gaz sarin par le gouvernement syrien.
Par conséquent, nous avons évalué les di érentes mesures uniquement sur
des documents associés à des graphes ayant un nombre de nœuds supérieur
à la moyenne et plus spécifiquement supérieur ou égal à 6. Les mesures telles
que N2V donnent alors de meilleurs scores (voir Table 5). En e et, plus la
topologie d’un graphe est complexe, plus ce type de mesure devient pertinent.
Par ailleurs, la dimension thématique reste cruciale pour mettre en relation
des documents, ce qui explique le bon comportement de l’approche bag-of-
words. Ceci nous encourage à combiner notre représentation spatiale STR aux






















Figure 5. Une STR générée à partir d’un article sur la preuve apportée par
la France concernant l’utilisation du gaz sarin par le gouvernement syrien
5. Conclusion
Dans cet article, nous avons proposé une représentation de la spatialité des
données textuelles nommée STR, basée sur une structure de graphe inspirée
des QCNs. Dans le cadre de la mise en correspondance de données textuelles, la
STR, à travers di érentes mesures de similarité, o re des résultats satisfaisants
bien que son utilisation reste sensible à la taille et à la densité des graphes
générés. Parmi les perspectives envisagées, nous souhaitons implémenter une
politique de désambiguïsation plus sophistiquée ainsi qu’une évaluation des
comportements de la STR plus approfondie. Nous souhaitons aussi combiner
des informations thématiques issues des textes aux STR pour améliorer la tache
de mise en relation de documents.
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