The graph-partitioning problem arises as a fundamental problem in many important scientific and engineering applications. A variety of optimisation methods are used for solving this problem and among them the meta-heuristics outstand for its efficiency and robustness. Here, we address the performance of the distributed multilevel ant-colony algorithm (DMACA), a meta-heuristic approach for solving the multi-way graph partitioning problem, which is based on the ant-colony optimisation paradigm and is integrated with a multilevel procedure. The basic idea of the DMACA consists of parallel, independent runs enhanced with cooperation in the form of a solution exchange among the concurrent searches. The objective of the DMACA is to reduce the overall computation time, while preserving the quality of the solutions obtained by the sequential version. The experimental evaluation on a two-way and four-way partitioning with 1% and 5% imbalance confirms that with respect to the sequential version, the DMACA obtains statistically, equally good solutions at a 99% confidence level within a reduced overall computation time.
Introduction
The problem of finding a partitioning for a given graph G into several subgraphs with respect to constraints (determined by the specific application), while minimising a given objective function is the most general formulation of the graph-partitioning problem. It arises as a fundamental problem in many important scientific and engineering applications, like parallel computation, sparse matrix-vector multiplication, sparse Gaussian elimination, VLSI design, image segmentation, telephone-network design, air-traffic management, data clustering, the physical mapping of DNA and many others (Alpert and Kahng, 1995; Jain et al., 1999; Simon, 1991; Ucar et al., 2007; Toril et al., 2010) .
The most common formulation of this problem is known as a multi-way graph partitioning problem. It consists of finding a partitioning of the given graph into k subgraphs in such a way that the sum of the vertex weights is almost equal in each subgraph, while the number of edges crossing between the subgraphs is minimised. The multi-way graph partitioning problem is most probably NP-hard (Garey et al., 1974) . Typically, this problem is too difficult to be solved exactly within a reasonable amount of time and heuristics become the methods of choice. A variety of heuristic and meta-heuristic methods are used for solving the graph-partitioning problem. Extended survey can be found in book chapter by Schloegel et al. (2003) . Prominent examples include the following: the Kernighan-Lin graph-partitioning heuristic (Kernighan and Lin, 1970) , tabu search (Kad luczka and Wala, 1995) , neural networks (Bahreininejad et al., 1996) , the hybrid ant-colony and genetic algorithm (Kaveh and Shojaee, 2008) , the fusion fission method (Bichot, 2007) , and the multilevel ant-colony algorithm (MACA) (Korošec et al., 2004) .
Unlike the exact algorithms, which often happen to perform poor in practical settings, (meta)heuristics have introduced efficient and practical solution of many complex real world problems in reasonable time frames. Moreover, they do not require transformation of the original problem and can be applied to black-box optimisation problems. On the other hand, heuristics do not guarantee (except under certain conditions) an optimal solutions and they can also reach quite large computational times when applied on large-scale and complex problems. An important issue that arises here is how to design/calibrate the algorithm for a maximum performance in terms of solution quality and computational time, but also how to make it robust in terms of dealing with different types of problems and settings.
Parallel processing is a straightforward approach that can address both computational time and robustness. Efficiency of a specific parallelisation of a given algorithm is dependent on the available computing platform, the problem we want to solve, and the algorithm itself. If there is a large communication overhead between the processors, then the parallel performance can be degraded. When the algorithm uses global structures, a shared-memory system would gain on communication (less) over a distributed memory system. On the other hand, the most common approach is a parallelisation using distributed memory systems, i.e., a multiple instruction stream-multiple data stream (MIMD) architecture (Flyn, 1972) such as a cluster of workstations.
The MACA is relatively new and promising meta-heuristic algorithm for solving graph-partitioning problem. The algorithm is based on the ant-colony optimisation paradigm (Dorigo, 1992; Dorigo and Stützle, 2004) and is integrated with a multilevel procedure (Walshaw and Cross, 2001) for faster convergence and a reduction of the problem's size. The good performance of the MACA in a previous study (Korošec et al., 2004) motivated us to improve its performance in terms of reduced computational time and preserved (or improved) the solution quality by parallelising the original algorithm on the largest scale, i.e., at the colony level (Randall and Lewis, 2002) . In this way, we executed entire algorithm concurrently on a cluster of workstations. Explicitly, we present the distributed multilevel ant-colony algorithm (DMACA), a slightly modified version of a method initially introduced in Tashkova et al. (2008) by the name semi-independent distributed multilevel ant-colony algorithm (SIDMACA). The experimental evaluation is based on a fair comparison of the MACA and the DMACA on a set of ten benchmark graphs.
The purpose of this study was not to compare the DMACA with the state-of-the-art optimisation methods used for graph partitioning, but to explore the possibility of improving the MACA method by exploiting the inherent property of parallelism given a distributed memory multiprocessor environment. On the other hand, an adequate experimental evaluation and comparison of the MACA was performed in Korošec et al. (2004) , where it was shown that the MACA is superior to the classical k-METIS 4.0 (Karypis and Kumar, 1998) and Chaco 2.0 (Hendrickson and Leland, 1995) methods, and comparable to the MLSATS algorithm (Baños et al., 2003) and to the JOSTLE evolutionary algorithm (Soper et al., 2000) .
The parallelisation performance was evaluated according to the standard performance metric speed-up (Barr and Hickman, 1993) , while the solution quality was evaluated with regard to the graph-partitioning quality measures: the total number of edges connecting the subgraphs and the maximum difference in the size of the obtained subgraphs. Performance results of the DMACA approach on the examined two-way and four-way graph-partitioning problems, in general, confirmed the conclusions drawn from the previous study (Tashkova et al., 2008) : exploiting parallelism in the form of independent searches with some level of cooperation reduces the computational time of the DMACA approach, while preserving the solution quality.
The non-parametric tests for a statistical comparison confirmed that the MACA and the DMACA obtain equally good solutions with a 99% confidence. Compared to the MACA, the proposed distributed approach obtains solutions of equal quality within a shorter run time, which is a gain on the time scale.
The remainder of this paper is organised as follows. Section 2 defines the multi-way graph-partitioning problem. Section 3 describes in brief the MACA, an algorithm for solving the multi-way graph-partitioning problem, while Section 4 introduces a distributed version of this algorithm. The experimental setup along with the obtained results are presented and discussed in Section 5. The conclusions and possible directions for future work are given in Section 6.
Multi-way graph partitioning
The graph-partitioning problem, in general, aims to divide the vertices of a specified graph G into several partitions with respect to given constraints, while minimising a given objective function. Depending on the goals, different constraints can be applied. The multi-way graph-partitioning problem (also called the k-way graph-partitioning problem) is a classical graph-partitioning problem that consists of finding k balanced partitions (with roughly the same weight), while minimising the number of edges connecting the vertices in the different partitions.
Based on the formal definition given by Bichot (2007) , the graph-partitioning problem can be formulated as follows.
Given a graph G = (V, E), where V is the set of vertices and E is the set of edges. If edges or vertices are not weighted, then set all of them to a unit weight. For each vertex v i ∈ V, let w(v i ) be its weight and for each edge e = (v i , v j ) ∈ E, let w(v i , v j ) be its weight. Find a partition
true; and the cost function cut_size(π k ) is minimised. Let cut be the cut between two distinct parts:
,
i.e., the sum of the weights of the edges between part V i and part V j for i ≠ j. Let W be the weight of a part V i :
i.e., the sum of the weights of the vertices of part V i . The k-way graph-partitioning problem is defined with the constraint C k :
where the function ⎡x⎤ returns the smallest integer greater or equal than x, and the imbalance factor β is low (from 1.0 to 1.1). The k-way graph-partitioning problem uses the cost function:
i.e., the sum of the weights of the edges cut by the partition.
Multilevel ant-colony algorithm
The MACA is an algorithm for k-way graph partitioning combining ant-colony optimisation paradigm with a multilevel technique (Walshaw and Cross, 2001 ) in a way that provides a more efficient behaviour and a higher flexibility when dealing with real world and large-scale problems. The MACA is a recursive-like approach that combines four basic methods: graph partitioning (Solver, i.e., the method based on the ant-colony optimisation paradigm), graph contraction (Coarsening), graph expansion (Refinement) and vertex arrangement (Bucket_Sorting). Algorithm 1 outlines the top-level MACA pseudo code. In order to be able to present the distributed version of the MACA, a brief description of the particular methods will be covered in this section. Further details about these methods can be found in Korošec et al. (2004) .
9: Bucket_Initialisation()
10: end if
11: end for 12: BestPartition = BestLevelPartition
Solver
The main idea of the solver, i.e., the algorithm for k-way graph partitioning, is very simple (Langham and Grant, 1999) . It uses k colonies of ants (artificial agents), which are mediated by pheromone trails and a local heuristic, to perform a probabilistic move on a grid (which represents the ants' habitat), while competing for food (initially randomly placed on the grid cells) that is represented by the vertices of the graph. The result of the foraging behaviour of the k colonies is stored food in k nests, i.e., they decompose the graph into k subgraphs.
Multilevel framework
The multilevel framework (Barnard and Simon, 1994) as presented in Algorithm 1 and Figure 1 combines a level-based coarsening strategy together with a level-based refinement method (in reverse order) to promote faster convergence and solution to a larger problems.
Figure 1 The three phases of multilevel k-way graph partitioning
Coarsening is a graph contraction procedure that is iterated
by finding the largest independent subset of graph edges and then collapsing them. On the other hand, refinement is a graph expansion procedure that applies on a partitioned graph G ℓ , which expands it onto its parent graph G ℓ-1 . The idea behind this is to solve the problem iteratively, step by step, starting with a very condensed problem representation (the smallest graph) which is then partitioned with the solver. The obtained solution is then expanded to the next level graph (bigger in size) and its partitioning is further refined with new iteration of optimisation. In this way, we expand the graph to its original size, and on every level ℓ of our expansion we run our solver. Large graph problems and the multilevel process by itself induce rapid increase of the number of vertices in a single grid cell as the number of levels goes up. To overcome this problem, the MACA employs a method based on the basic bucket sort idea (Fiduccia and Mattheyses, 1982 ) that accelerates and improves the algorithm's convergence by choosing the most 'promising' vertex from a given cell. Inside the cell, all vertices with a particular gain g are put together in a 'bucket' ranked g and all non-empty buckets, implemented as double-linked list of vertices, are organised in a two to three tree (Bayer and McCreight, 1972) .
Additionally, the MACA keeps separate two to three tree for each colony on every grid cell that has vertices in order to gain even faster searches.
Distributed multilevel ant-colony algorithm
An initial study on the parallelisation of the MACA (Tashkova et al., 2008) examined two distributed versions of the MACA.
The first one was based on the parallel interactive colony approach, which, by definition, implied a master/ slave implementation and synchronised communication. A disadvantage of this version was the synchronisation/ communication overhead, since an information exchange across the concurrent processors was initiated every time a piece of food was taken or dropped at a new position. Furthermore, the master kept and updated its own local grid matrix of temporal food positions (played the role of a shared memory) in order to maintain normal and consistent slave activities.
Trying to avoid the communication and still exploit some level of parallelism, the second version distributes the MACA on the idea of the parallel, independent runs (Stützle, 1998) enhanced with cooperation in the form of a solution exchange among the concurrent searches. In this paper, we consider the second approach in a slightly modified version than the initially introduced the SIDMACA in Tashkova et al. (2008) and we simply refer to as the DMACA. The DMACA modifies the SIDMACA search method with respect to the number of iterations, the imbalance setting and the buffer size used for communication in the way that will be described in the following paragraphs.
The DMACA is basically an approach that allows the exchange of the best temporal solution at the end of every level of the multilevel optimisation process. This exchange requires that the parallel executions of the MACA instances on the available processors have to be synchronised once per level. This means that the master processor is responsible for synchronising the work of all the slave processors that execute a copy of the DMACA, by managing the exchange information and communication process. The slave processors have to execute the instances of the DMACA code, make signals when the current level of optimisation is finished and send the best partition to the master. When all the slaves finish the current level, the master determines the best solution and broadcasts it to the slaves. In order to proceed with the next level of optimisation, the slave processors have to first update the local memory structures (grid matrix) and afterwards perform a partition expansion (refinement). The main idea of the DMACA is outlined in Algorithm 2. First characteristic of the MACA is that it does not rigidly fix the total number of iterations per level. More precisely, if the number of iterations per level is set to some arbitrary number m, the search procedure stops when in the last successive m iterations no improvement over the best solution is obtained. Second, it employs a limited search of the optimal subgraph inside a given constant imbalance (only) on the last three levels. Furthermore, the initial distributed version SIDMACA inherited the above described search procedure completely unmodified from the original MACA, meaning that in the comparison in the previous study was not based on fixed number of iterations. In order to obtain an appropriate comparison on parallel performance, the DMACA employs a fixed number of iterations per corresponding level ℓ, according to the formula
This scaling of the number of iterations is in a way proportional with the size of the graphs on the different levels. An intuitive explanation comes form the fact that at the higher levels associated with the smaller graphs (contracted graphs) the search needs less iterations than the larger graphs in the lower levels. Consequently, at the final stage when we obtain the original graph, we allow the search a largest number of iteration for final refinement of the graph partitioning. Moreover, the imbalance factor was scaled by levels as well: starting from level L -3 constraint on the imbalance was introduced, and its value was decreased down to a specified threshold (in our case β = 1.01 or β = 1.05) at the first level. There was no limitation on the imbalance at the last two levels, as the graphs are very small in size.
Finally, the buffer used for communication in the SIDMACA version was allocated in advance. It was fixed at a value big enough to support the transfer of the best solution of the largest (in terms of the number of vertices) graph tested. To avoid the unnecessary communication overhead in the case of partitioning differently size graphs, in the DMACA the buffer was dynamically allocated according to the size of the graph.
Experimental evaluation
The proposed DMACA was applied to a set of benchmark graphs and the results from the experimental evaluation on two-way and four-way graph partitioning are presented and discussed in this section.
Performance measures
The quality of the graph partitioning is described by the cut-size measure and the imbalance factor. Since the imbalance of the obtained solutions is kept in a predefined range of values, we report on the quality in terms of the number of cut edges, cut_size(π k ).
A statistical significance test was performed to check the difference in the quality of the obtained solutions with the MACA and the DMACA. We used pairwise comparisons with the signed-rank test proposed by Wilcoxon (1945) and multiple comparisons with the dynamic post-hoc procedure proposed by Bergmann and Hommel (1988) . Based on these procedures with a chosen significance level α (in our case 0.01), we make a decision about the null-hypothesis that 'there is no difference in performance between the compared methods'. If α < pvalue then the null hypothesis is rejected, otherwise it is not rejected. Here, the p-value is determined according to the Friedman's statistic using the cut-size results.
Finally, the effectiveness of the parallel algorithm is, in our case, given by the speed-up measures
and
where t S is the time to solve a problem with the sequential code (MACA), and t P (1) and t P (n) are the times to solve the same problem with the parallel code (DMACA) on a single processor and on n processors, respectively. According to the study (Barr and Hickman, 1993) , the speed-up results were calculated based on the mean value of the time for the serial code, while the final result was presented as the harmonic mean of the speed-up values of all the runs.
Setup
The DMACA is implemented in Borland Delphi, using the TCP/IP protocol for the server/client communication, based on the open-source library Indy Sockets 10. All the experiments were performed on a eight-node cluster connected via a Giga-bit switch, where each node consists of two AMD Opteron 1.8 GHz processors, 2 GB of RAM, and the Windows XP operating system. The benchmark graphs used in the experimental analysis were taken from The Graph Partitioning Archive available online at http://staffweb.cms.gre.ac.uk/ ~c.walshaw/partition/. Their description, in terms of number of graph vertices and number of graph edges is presented in Table 1 , while the best available solutions for the particular graphs up to June 2010 are presented in Table 2 . The total number of ants per colony was set to 120. The number of ants per sub-colony was determined from the number n of processors as 1 n of the total number of ants.
With regard to the imbalance, we performed two sets of experiments, for β = 1.01 and β = 1.05. All the experiments were run 30 times.
Since the original MACA method and the proposed DMACA have slightly different search settings, in order to give them an equal chance in the experimental evaluation, we defined the MACA with a scaled number of iterations and a scaled imbalance, as described in the previous section when the DMACA was introduced. The number of iterations m was set to 200.
Results
Reporting results from the experiments with parallel algorithms is not a straightforward task (Barr and Hickman, 1993) . Moreover, in the case of stochastic algorithms (like the DMACA) the repeatability of the algorithm's outcome is questionable, making the performance-evaluation procedure even more difficult. The standard way of reporting results with the mean value and the corresponding variance of the best found solutions over all the performed executions (runs) is not always sufficient (the mean value could be far away from the best obtained solution).
Because of the general practice of reporting the best obtained solutions in the field of multi-way graph partitioning, we report the best value for the cut-size measure obtained from 30 runs. The results on cut-size performance obtained with the MACA and the DMACA are presented in Tables 2 and 3 , respectively. The relative distance dist [%] of the DMACA solutions with regard to the best available solutions are also calculated and given in Table 3 .
Compared with the currently available best solutions for the given graphs, the best solutions obtained with the DMACA are worse from the ones given in Table 2 , except for two-way partitioning of the uk graph in the case of imbalance β = 1.01 when we get the same solution.
According to Table 3 , the relative distances of the best solutions obtained by the DMACA for the two-way partitioning problem are smallest for crack (less than 2.2%), wing_nodal (less than 3.8%) and uk (less than 5.6%) graph. The largest deviation from the best available solutions in the case of the two-way partitioning problem are observed for the add20 (up to 30.4%) and 4elt (up to 42.3%) graph. In the case of the four-way partitioning problem, the relative distances of the best solutions obtained by the DMACA are smallest for the add20 (less than 2.4%) and wing_nodal (less than 4.5%) graph; solutions of the crack, vibrobox and memplus graph are worse up to 8.6% from the best available, while the largest deviation of 40.5% is observed for the solution of the uk graph. As our primary goal was not to get the best possible solutions out of the DMACA and compare them with the state-of-the-art algorithms for graph partitioning, but to preserve the quality and improve the execution time of the MACA when distributed in a multiprocessor environment, we did not fine-tune the algorithms' parameters when applied to a specific graph problem. This means that for all the experiments with all the graphs we used the same setting, no matter how big or complex the graph was. Based on the cut-size results, Table 4 presents pairwise comparisons with the Wilcoxon signed-rank test. The test confirms that, in general, there is not a significant difference in the quality of the generated solutions with the MACA and the DMACA, except in the case of solving the two-way partitioning problem for imbalance β = 1.05 when the MACA is significantly better than the DMACA n = 16 at a 1% significance level (α = 0.01). Similarly, Table 5 presents the results on multiple comparisons with the Bergmann-Hommel dynamic posthoc procedure between the instants of the DMACA applied on different number of processors. For a 1% significance level all the hypotheses are retained, meaning that there is no significant difference between the generated solutions with the DMACA on different number of processors. Since the quality of the DMACA is preserved, then any speed-up we can gain is beneficial. The mean (harmonic) values of the absolute and relative speedups when the DMACA was applied to the 10 graphs are presented in Figure 2 . In general, the observed speed-ups for the four-way partitioning task are slightly higher than the one for the two-way partitioning task, obtaining a speed-up of up to 2, 3, 5.3, and 8, in the case of executing the DMACA for n = 2, 4, 8, and 16, respectively. When solving the two-way partitioning task with the DMACA for n = 2, 4, 8, and 16, the speed-up is up to 2, 2.6, 4, and 6, respectively. Based on the speed-up results visualised in Figure 2 , Table 6 summarises the performance of the DMACA with respect to the minimum and maximum speed-up values over all test graphs for both partitioning problems. The results show that maximal speed-ups are obtained for the uk, crack and cs4 graph. While uk graph is the smallest in size among these three graphs, and cs4 the biggest in size from all tested graphs, all of them have in average relatively small number of connections per vertex. Moreover, the minimal speed-ups evident in the case of executing the DMACA for n = 2, 4, 8, and 16, on bcsstk33 graph and relatively small speed-ups for the vibrobox graph as well, reveals that the DMACA code is potentially weak on graphs with a high degree of connections per vertex and a bigger size graph, in terms of the number of vertices. This comes from the bucket-sorting procedure in the MACA, inherited completely unmodified by the DMACA code. Based on it, the food (vertices) inside a grid cell is sorted in buckets of particular gain organised in two to three trees, for every colony separately. This procedure is triggered every time food is taken by an ant: a bigger graph means more food for foraging, and consequently more frequent calls to the procedure. In addition, a more densely connected graph, like bcsstk33, means a bigger two to three tree for searching and updating. All of this is maintained by every processor that executes an instance of the DMACA.
Figure 2
Observed DMACA speed-ups for the two-way and four-way partitioning task on the benchmarks graphs constrained to 1% (triangle marker) and 5% (square marker) imbalance uk bcsstk33 wing_nodal crack vibrobox 4elt cs4 memplus data add20
Note: Solid lines with black markers correspond to the absolute speed-up values, while the dashed lines with white markers correspond to the relative speed-up value. A general observation is that the parallel performance of the system with respect to speed-up over the serial MACA is poor compared to the theoretically expected speed-up of n when using n processors. This is to some extent expected, since the MACA was originally developed for single-processor execution.
Conclusions
This paper addressed the distributed multilevel ant-colony algorithm for multi-way graph partitioning, which is based on the idea of parallel, independent runs enhanced with cooperation in the form of a solution exchange among the concurrent searches. Driven by the primary goals of the parallel computation, the objective of the paper was not to find the optimum solution in terms of quality, but to find reasonably good solutions in shorter computation times. The experimental evaluation on a two-way and four-way partitioning of benchmark graphs, using an eight-node cluster with distributed memory, showed that the distributed algorithm can obtain the same quality as the sequential algorithm, while reducing the overall computation time.
A high degree of graph connections can noticeably degrade the parallel performance of the distributed algorithm in terms of speed-up. This is mainly because of the computationally demanding updates in the memory structures used by the bucket sorting procedure and maintained by every processors on all levels. Consequently, the bucket sorting procedure combined with the multilevel process can result in high time consumption.
Since the proposed distributed implementation suffers from increased communication and local memory updates, as initially discussed by Tashkova et al. (2008) , a logical and possible further step will be to test a corresponding shared-memory implementation.
