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Résumé
L’argumentation, au sens de l’intelligence artificielle, est un formalisme permet-
tant de raisonner à partir d’informations incomplètes et/ou contradictoires ainsi
que de modéliser un échange d’arguments entre plusieurs agents. Un système d’ar-
gumentation consiste généralement en un ensemble d’arguments interagissant les
uns avec les autres, et duquel il est possible d’extraire un ou plusieurs points de vue
cohérents.
Dans cette thèse, nous nous plaçons dans le cadre de l’argumentation abstraite
dans lequel les arguments sont manipulés en tant qu’entités abstraites dont le sens
nous est inconnu et dans lequel les interactions représentent des conflits. Ceci nous
permet de nous concentrer sur le point particulier de la dynamique dans les sys-
tèmes d’argumentation abstraits, c’est-à-dire les changements pouvant impacter ces
systèmes, notamment dans le cadre d’un dialogue.
Nous commençons par justifier l’intérêt d’un tel cadre formel puis nous nous
intéressons au comment et au pourquoi du changement en argumentation abstraite.
Le comment est approché en établissant une liste des modifications que peut subir
un système d’argumentation et en étudiant sous quelles conditions elles peuvent
survenir. Le pourquoi est abordé par l’introduction de la notion de but motivant
un changement et le choix du meilleur changement à faire pour satisfaire un but
en prenant en considération des contraintes portant sur l’agent à convaincre. En-
fin, nous concrétisons notre étude en proposant un outil logiciel implémentant les
notions introduites et nous étudions ses performances.




Argumentation, in the field of artificial intelligence, is a formalism allowing to
reason with incomplete and/or contradictory information as well as to model an
exchange of arguments between several agents. An argumentation system usually
consists of a set of arguments interacting with each other, and from which it is
possible to extract one or several consistent points of view.
In this thesis, we are mainly concerned with the abstract argumentation in which
arguments are handled as abstract entities whose meaning is unknown and in which
the interactions represent conflicts. This allows us to focus on the particular point
of the dynamics in abstract argumentation systems, that is to say the changes that
could impact these systems, particularly in the context of a dialogue.
We start with justifying the interest of such a formal framework, then we study
the how and the why of change in abstract argumentation. The how is tackled
by establishing a list of changes that an argumentation system can undergo and
by studying the conditions under which they may occur. The why is addressed by
introducing the notion of goal motivating a change and by choosing the best change
to make in order to satisfy a goal, taking into account constraints on the agent to
convince. Finally, we make our study concrete by proposing a tool that implements
the concepts introduced and we study its performance.
Keywords: Abstract argumentation, dynamics of an argumentation system,
change.
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1.1 Contexte
Intelligence artificielle. Ce terme à lui seul suffit à aviver l’imagination. L’intel-
ligence artificielle est généralement connue à travers l’art par le truchement de la
littérature ou du cinéma. Dans ces œuvres, l’intelligence artificielle, à la fois fan-
tasme et cauchemar, est souvent décrite comme au mieux une révolution changeant
à jamais la vie des êtres humains et au pire une menace dangereuse pour l’humanité.
En définitive, à travers ces fictions, il est difficile de se représenter ce qu’est réelle-
ment l’intelligence artificielle. Pour s’en donner une idée, il convient de l’introduire
à la lumière de sa discipline mère, l’informatique.
L’informatique, mot-valise formé d’“information” et “automatique”, est là en-
core mal comprise. Bien que son utilisation se soit démocratisée (ou, peut-être, à
cause de ce fait), cette science est plus souvent qu’à son tour assimilée à l’étude
et à l’utilisation d’un ordinateur. 1 Une célèbre phrase précise à ce sujet que l’in-
formatique n’est pas plus la science des ordinateurs que l’astronomie n’est celle des
télescopes. 2 Et pour cause, l’informatique est ce qui concerne le traitement auto-
matique et rationnel de l’information.
1. Il n’y a ici aucune comparaison de valeur. L’auteur de ces lignes, bien en difficulté face au
fonctionnement du cœur d’un ordinateur, pointe seulement du doigt une confusion courante.
2. Cette phrase est communément attribuée à Edsger Dijkstra, célèbre informaticien, mais serait
en fait due à Fellows et Parberry (1993).
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Comme son nom et sa définition l’indiquent, l’informatique traite des informa-
tions de manière automatique. S’il est possible de s’entendre aisément sur le sens
d’automatique (c’est-à-dire, sans intervention d’un humain), la notion d’informa-
tion est plus difficile à se représenter. Dans ce contexte, cette notion est à prendre
au sens large et constitue toute donnée (élément “brut” décrivant une certaine réa-
lité) à laquelle on associe du sens, c’est-à-dire que l’on interprète au regard d’un
contexte particulier. Une température, un poids, une phrase, une image, un son sont
autant d’exemples d’informations. L’exemple d’un sondage, dans lequel les données
que l’on récupère sur le terrain sont interprétées de façon à tirer des informations,
montre cette différence entre donnée et information.
Pour traiter ces informations, l’informatique use d’algorithmes, des séries d’ins-
tructions amenant au résultat souhaité. Notons que si ce terme est fortement associé
à cette science, ce qu’il représente existe depuis des millénaires. Pour s’en convaincre,
il suffit de penser aux recettes de cuisine. Une recette de cuisine, tout comme un al-
gorithme, a besoin d’une entrée (ingrédient, ustensiles, etc.) et donne une procédure
à suivre (mélanger des ingrédients, faire cuire au four, etc.) permettant d’arriver au
résultat voulu (un bon gâteau).
Nous n’irons pas plus loin dans la présentation de l’informatique ; il serait en effet
bien trop long d’explorer ses sous-domaines. Pour ne pas les nommer, on compte
entre autres l’algorithmique (découvrir de nouveaux algorithmes pour résoudre un
problème), la calculabilité (savoir s’il existe un algorithme permettant de résoudre
un problème), la complexité (calculer les ressources nécessaires, en temps et en
espace, d’un algorithme pour résoudre un problème), etc. 3
Intelligence artificielle
Il y a longtemps que l’Homme est attiré par la vie artificielle et ses bénéfices.
Déjà, dans l’Antiquité, Homère relatait dans son Iliade (Homère (1995)) les créa-
tions d’Héphaïstos capables de l’aider dans ses travaux. Si elle a depuis alimenté
une part des cauchemars de l’humanité, l’intelligence artificielle se situe dans la
filiation de cette aspiration. Du fait de sa jeunesse, il en existe plusieurs définitions,
plus ou moins antagonistes suivant que l’on prend comme modèle l’intelligence hu-
maine ou une intelligence idéale (Russell et Norvig (2002)). Pour les résumer, nous
nous contenterons de citer cette phrase attribuée à Minsky, décrivant l’intelligence
artificielle comme :
“La construction de programmes informatiques qui s’adonnent à des
tâches qui sont, pour l’instant, accomplies de façon plus satisfaisante par
des êtres humains car elles demandent des processus mentaux de haut
3. Notons que ces sous-domaines appartiennent à la branche théorique de l’informatique ; la
branche appliquée contient, entre autres, le génie logiciel (concernant les pratiques du développe-
ment de programmes), l’étude des réseaux (Internet, notamment) ou encore tout ce qui a trait à
la visualisation et au graphisme.
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niveau tels que : l’apprentissage perceptuel, l’organisation de la mémoire
et le raisonnement critique.”
Le but de l’intelligence artificielle est donc de créer des programmes intelligents,
et pour le réaliser, plusieurs axes de recherche existent. Allant de l’apprentissage
(permettant à un programme de déduire de nouvelles informations à partir de ses
expériences) au multi-agents (étudiant les capacités de communication et de coor-
dination entre programmes) en passant par le traitement automatique de la langue
(donnant la possibilité à un programme d’extraire des informations du langage
humain), chacun de ces axes étudie et reproduit le fonctionnement d’un pan de
l’intelligence humaine.
Deux sujets critiques de l’intelligence artificielle sont le raisonnement et l’in-
teraction. Le premier de ces points concerne le fait de donner à un programme la
capacité de raisonner à propos d’un problème pour tenter de trouver de lui-même la
meilleure solution. Le second désigne tout ce qui a trait aux échanges entre différents
agents (humains ou programmes). L’argumentation, approche que nous adoptons
dans ce travail, se trouve au carrefour de ces deux sujets.
Argumentation
L’argumentation est courante dans la vie de tous les jours. Quotidiennement
nous énonçons, nous partageons et nous confrontons nos avis. Nous utilisons des
arguments pour défendre une idée, des contre-arguments pour en attaquer une autre,
etc. Un simple, mais néanmoins typique, exemple pourrait être le suivant :
Exemple 1.1.
Georges (x1) “Ce restaurant est cher, la nourriture doit donc y être de bonne
qualité.”
Rosa (x2) “Jean, qui est un fin gourmet, m’a dit le contraire.”
Georges (x3) “Jean ne connaît rien à ce type de cuisine.”
Ces phrases, qui peuvent apparaître comme correctes ou fallacieuses, apportent
des arguments destinés à agir sur l’acceptation de l’affirmation de base, c’est-à-dire
que “la nourriture doit y être exquise”.
Ainsi, l’argumentation, en tant que processus, a pour effet d’augmenter ou de
diminuer l’acceptation d’un point de vue, généralement dans le but de convaincre
quelqu’un n’étant pas du même avis. On attribue à Perelman et Olbrechts-Tyteca,
dans leur Traité de l’argumentation (Perelman et Olbrechts-Tyteca (1958)), la dé-
finition de l’argumentation comme étant la manière de présenter et de disposer des
arguments (raisonnements ou raisons avancées n’ayant pas valeur de preuve mais
qui s’imposent à tout être raisonnable) à l’appui d’une thèse ou contre celle-ci, en
vue d’obtenir l’adhésion par consentement d’un auditoire. Nous laissons au lecteur
le plaisir d’approfondir une telle lecture. Notons du reste que l’argumentation ne
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requiert pas nécessairement la présence d’une autre personne pour exister. Elle peut
également être menée avec soi-même ; elle est dans ce cas un parfait moyen pour
raisonner, pour mettre en perspective plusieurs informations et prendre une décision
en pondérant les divers choix s’offrant à nous.
En étant à tel point au cœur du raisonnement et des interactions humaines,
l’argumentation ne saurait échapper au domaine de l’informatique et plus particu-
lièrement à celui de l’intelligence artificielle, tant et si bien que plusieurs approches
ont vu le jour pour tenter de la définir formellement. Mais dans quel but ? Pourquoi
souhaiter donner la capacité d’argumenter à un programme ? Sans doute pour nous
permettre d’interagir plus intuitivement avec lui, pour lui donner la possibilité de
nous convaincre de ses choix et de ses conseils avec des arguments ayant un sens
pour nous. Plus que cela, en lui donnant la possibilité de confronter et d’analyser
nos argumentations, il pourrait nous aider à mieux argumenter entre nous.
Quoi qu’il en soit, examiner le processus d’argumentation dans le cadre de l’in-
telligence artificielle met en jeu d’autres notions éminentes de ce domaine, en par-
ticulier celles de changement et de but. Ces deux notions constituent les sources
principales de notre problématique.
1.2 Problématique
Changement
Le changement est, explicitement ou implicitement, un objet d’étude primordial
de l’intelligence artificielle. Que ce soit au niveau de ce que sait un programme
sur le monde, au niveau de ce qu’il compte y faire ou encore au niveau de ce
qui peut changer dans ce monde au cours du temps, la notion de changement est
particulièrement importante si l’on veut rendre ce programme capable de s’adapter
à ce qui l’entoure et de décider de la marche à suivre.
Cette notion a été étudiée sous différents angles dans le cadre de l’intelligence
artificielle. Deux disciplines classiques traitant le changement sont la planification
et les théories du changement de croyances.
La planification vise à établir une stratégie consistant en une série d’actes à
effectuer par le programme pour résoudre une tâche. Ce dernier doit donc organiser
sa course d’actions, c’est-à-dire les changements qu’il doit effectuer sur le monde ;
choisir et parcourir un chemin pour se retrouver à un endroit précis est un exemple
de changement provoqué par une suite de déplacements.
Les théories du changement de croyances sont les processus permettant à un pro-
gramme de prendre en compte une nouvelle information en changeant ses croyances
sur le monde qui l’entoure ; un programme ayant par exemple pour croyance qu’il
fait beau et recevant une information lui indiquant qu’il pleut doit modifier ses
croyances pour s’adapter au changement du monde.
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L’argumentation, lorsqu’elle concerne des échanges d’arguments entre plusieurs
personnes, est elle aussi empreinte de changement. Ces échanges ne sont pas anodins
car ils impliquent le changement d’un monde ; de notre monde interne. À chaque
argument prononcé par un autre, que l’on soit convaincu ou non, notre vision du
monde change. La force d’un argument est telle qu’elle nous change, au moins
dans ce que l’on sait. Il semble donc important d’analyser le lien qui existe entre
argumentation et changement. Les questions sous-jacentes sont alors “Dans quelle
mesure un argument modifie-t-il les connaissances ? Quel est son impact ?” et Pour-
quoi souhaitons-nous ces changements ? ; cette dernière constitue la seconde base
de notre problématique.
But
De par sa nature, l’argumentation appelle une autre question plus générale.
Pourquoi ? Plus précisément, que cherchons-nous lorsque nous nous lançons dans
une argumentation ?
A priori, la raison la plus probable est que nous espérons convaincre celui ou
celle à qui l’on s’adresse et faire en sorte que sa représentation du monde cor-
responde à ce que l’on souhaite. Ainsi, si nous argumentons avec quelqu’un, c’est
parce que nous avons un objectif ; lui faire accepter un argument par exemple. Ceci
montre que l’argumentation, en tant qu’interaction entre plusieurs personnes, est
intrinsèquement liée à la notion de but.
Tout comme le changement, la notion de but est un thème classique de l’intel-
ligence artificielle. C’est elle qui “lance le mouvement”, qui pousse au changement.
Dans le cas de la planification, le but se trouve être la tâche à résoudre. Dans le
cas de l’argumentation, le but d’une personne est donc ce qui le pousse à argu-
menter. C’est également ce qui lui fait choisir un ou plusieurs arguments à avancer.
Pour convaincre quelqu’un, il faut être capable de faire un choix quant à l’argument
adéquat, celui qui, on l’espère, permettra de faire accepter notre point de vue par
l’autre. Ce choix dépend du but, puisqu’on ne dira pas la même chose suivant ce
que l’on souhaite.
Il est donc naturel de lier argumentation, changement et but. Ces notions par-
ticipent d’ailleurs à un seul et même processus argumentatif. Il est possible de le
résumer ainsi :
• Souhaiter d’une personne qu’elle ait une représentation du monde particulière
(qu’elle accepte un argument, par exemple), ce qui est représenté par un but.
• Décider d’un argumentaire pour la convaincre, ce qui correspond au choix
d’un ou plusieurs arguments satisfaisant ce but.
• Avancer les arguments pour amener cette personne à accepter le point de vue,
ce qui engendre des changements dans les connaissances de cette dernière.
Ce processus constitue notre problématique principale et le moteur de nos re-
cherches. Les différentes étapes sont traitées, pas nécessairement dans cet ordre, au
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fil des pages de ce manuscrit. De façon à présenter la structure de notre travail,
nous décrivons en quelques mots les chapitres qui la composent et qui étudient ce
processus.
1.3 Guide de lecture
Notre travail se découpe en trois parties principales, elles-mêmes constituées de
huit chapitres.
La première partie rappelle les bases sur lesquelles nous construisons notre
travail et tente de leur donner un caractère concret. Elle est constituée des chapitres
2 et 3.
En particulier, le chapitre 2 présente le cadre de Dung, formalisme fonda-
teur de l’argumentation abstraite, auquel nous empruntons les notions de système
d’argumentation, contenant les arguments et leurs interactions, de sémantique, per-
mettant de calculer des ensembles d’arguments acceptables (les extensions), et de
statut, indiquant si un argument est accepté ou non. Nous présentons également le
travail servant de fondation à notre étude du changement en argumentation. Celui-
ci propose une définition des changements possibles d’un système d’argumentation,
à savoir l’addition ou la suppression d’un argument et l’addition ou la suppression
d’une interaction, ainsi qu’une typologie du changement listant les impacts de ce
changement sur un système d’argumentation du point de vue de ses extensions (ces
impacts sont appelés propriétés du changement).
Le chapitre 3 constitue notre premier apport. Dans celui-ci, nous donnons une
justification de l’intérêt du cadre de Dung dans des situations concrètes. Pour ce
faire, nous détaillons trois exemples sur lesquels nous exposons et explicitons les
notions théoriques que nous utilisons, que ce soit au niveau d’un système d’argu-
mentation ou des modifications que ses extensions peuvent subir. Nous y justifions
notamment une opération de changement négligée jusque-là, la suppression d’un
argument.
La deuxième partie propose une extension et un enrichissement des notions
sur lesquelles nous nous basons. Elle est constituée des chapitres 4 et 5.
Le chapitre 4 affine la typologie du changement sur laquelle nous nous basons
en la décomposant en trois niveaux. Cela nous permet de représenter tout type de
modification des extensions d’un système d’argumentation et de prendre en compte
à la fois l’opération d’addition d’un argument et l’opération de suppression d’un
argument.
Le chapitre 5 se place dans la droite lignée du chapitre 4. Il propose une ca-
ractérisation des propriétés du changement, c’est-à-dire des conditions nécessaires
et/ou suffisantes assurant ces propriétés. Plus précisément, pour une propriété du
changement donnée, si une opération de changement remplit un certain nombre de
conditions la concernant et concernant le système sur lequel elle est appliquée, alors
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nous sommes sûr que le résultat vérifiera cette propriété. Pour nous aider dans notre
tâche de caractérisation, nous proposons une méthodologie permettant de transfor-
mer un ensemble de conditions concernant une opération (addition ou suppression
d’un argument) en un autre ensemble de conditions concernant l’opération duale.
La troisième partie est constituée des chapitres 6 et 7. Elle propose de
contraindre le changement pour le rendre moins trivial, ainsi que de l’axiomati-
ser.
Le chapitre 6 introduit un nouveau cadre formel mettant en exergue l’impor-
tance de la notion de but pour le choix de l’opération de changement à faire. Dans
ce cadre, deux systèmes d’argumentation sont présents. Le premier représente les
connaissances d’un agent voulant en convaincre un autre, alors que le deuxième
représente les connaissances de l’agent à convaincre (le système cible). Le premier
agent doit choisir une opération permettant de satisfaire son but. Cette opération
doit de plus lui être possible ; il doit en effet connaître les éléments du changement
qu’il propose et ces éléments doivent être cohérents avec le système cible. En outre,
nous étudions comment cet agent peut choisir un changement optimal, c’est-à-dire
le “meilleur” changement à opérer suivant certains critères.
Le chapitre 7 propose un parallèle entre l’argumentation et une approche clas-
sique permettant de gérer le changement dans le cadre des bases de croyances,
la mise à jour de croyances. L’axiomatisation issue de ce parallèle nous permet
d’étendre notre cadre au cas où le système cible n’est pas entièrement connu.
La quatrième partie s’intéresse à l’implémentation de notre travail théorique.
Elle est constituée de l’unique chapitre 8. L’outil proposé permet à un utilisateur
de trouver automatiquement une opération de changement à partir d’un système re-
présentant ses connaissances et d’un système cible. Après avoir présenté la structure
de l’outil, nous exposons quelques expérimentations et analysons les résultats.
Le chapitre 9 conclut notre travail. Nous y rappelons l’ensemble de nos apports
ainsi que les perspectives que nous voyons à notre travail.
Le schéma 1.1 page suivante présente visuellement la structure principale de la
thèse et les dépendances entre chapitres.
Notre travail comporte par ailleurs plusieurs annexes complétant les apports des
chapitres principaux.
L’annexe A récapitule l’ensemble des notations que nous utilisons tout au
long de ce travail. L’annexe B rappelle quelques notions utiles à notre travail.
L’annexe C donne l’ensemble des démonstrations des propositions et lemmes par-
semés dans les chapitres principaux. Enfin, l’annexe D prolonge les justifications
de notre travail en donnant de nouveaux exemples de buts commentés contextuel-
lement ainsi que deux exemples montrant l’intérêt des opérations de suppression
d’un argument et de suppression d’une attaque dans les situations d’évolution du
contexte et des priorités.
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Figure 1.1 – Guide de lecture des chapitres principaux. Les flèches indiquent les relations
de dépendance entre ces chapitres.
Notons, pour terminer cette introduction, que l’ensemble de nos travaux, hormis
le chapitre 3, a été publié (éventuellement en version réduite). En voici la liste :
• la typologie du chapitre 4 est présentée en partie dans Bisquert (2011); Bis-
quert et al. (2011, 2012b) ;
• les diverses caractérisations du chapitre 5 apparaissent dans Bisquert (2011);
Bisquert et al. (2012a,b, 2013b) ;
• le cadre formel du chapitre 6 sert d’introduction aux travaux de Bisquert et al.
(2013c,d) ;
• l’axiomatisation du changement du chapitre 7 est publiée dans Bisquert et al.
(2013c) ;
• l’implémentation et les expérimentations du chapitre 8 ont été exposées dans






Changer le monde commence par se
changer soi-même.
Roger Mondoloni,
L’Aube du temps qui vient.
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Un travail, quel qu’il soit, ne saurait être fait ex nihilo. Toute idée est inspirée
d’une situation rencontrée, toute réflexion est basée sur un travail précédent. Aussi,
nous présentons dans ce chapitre les deux bases de notre travail, le modèle de Dung
(1995) et l’approche de Cayrol et al. (2010c). La première constitue l’un des cadres
formels pour l’argumentation les plus abstraits qui soit, tandis que la deuxième
permet d’aborder l’aspect de la dynamique en donnant des moyens de gérer les
modifications qu’une argumentation peut subir.
Un cadre tel que celui de Dung (1995), en se détachant du sens interne des argu-
ments et en ne gardant que les principes généraux de l’argumentation, en particulier
les interactions entre arguments, permet de se concentrer sur d’autres facettes. En
particulier, il permet d’étudier la dynamique d’une argumentation, par exemple
l’ajout ou le retrait d’arguments au cours d’un dialogue, en ne s’intéressant qu’aux
relations entre les arguments, c’est-à-dire sans s’intéresser aux arguments en eux-
mêmes. En étant à ce point général, il présente des caractéristiques intéressantes
quant à l’étude globale d’un processus aussi compliqué que l’argumentation. En
particulier, ce cadre permet le traitement et le raisonnement sur des informations
parcellaires ou contradictoires, sans avoir besoin de connaître à proprement parler
ces informations.
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Par ailleurs, le caractère abstrait et général du cadre de Dung (1995) lui permet
de s’appliquer à de nombreux contextes, moyennant une justification de ses notions
théoriques. Il en découle des applications variées, allant de l’inévitable représenta-
tion d’un tribunal à l’aide à la création d’une équipe de sport. Nous aurons l’occasion
d’étudier en profondeur trois de ces applications dans le chapitre 3 page 29.
Nous commençons donc par présenter le cadre de Dung dans la section 2.1.
La section 2.2 page 16 se propose quant à elle de présenter quelques éléments sur
la dynamique des systèmes d’argumentation. Enfin, la section 2.3 page 21 évoque
certaines des autres approches permettant le traitement de l’argumentation.
2.1 Système d’argumentation à la Dung
Le cadre de Dung (1995) est dit abstrait car il ne nécessite aucune information
sur les objets manipulés. Plus précisément, ni la structure ni l’origine des arguments
ne sont requises. Ainsi, un système d’argumentation consiste simplement en un
ensemble d’arguments et une relation binaire symbolisant les interactions entre eux.
Les interactions peuvent être interprétées librement, et dépeignent généralement les
attaques entre arguments. 1
Définition 2.1 (Système d’argumentation (Dung (1995))). Un système d’ar-
gumentation est une paire (A,R), où A est un ensemble non vide fini d’arguments
et R est une relation binaire sur A, appelée relation d’attaque. Soit x, y ∈ A, xRy
signifie que x attaque y. (A,R) est représenté par un graphe d’argumentation G
dont les sommets et les arcs correspondent respectivement aux arguments et aux
attaques 2.
Exemple 1.1 (cont.). Si nous utilisons le graphe d’argumentation, nous pouvons
représenter le rapide échange d’arguments de l’introduction de la façon suivante :
x1 x2 x3
Dans la suite de ce document, nous aurons besoin d’une notion étendue de
l’attaque, à savoir l’attaque d’un argument vers un ensemble et vice versa.
Définition 2.2 (Attaque par et vers un ensemble). Soit G un système d’ar-
gumentation, x ∈ A et S ⊆ A,
1. Des interactions de type “support” peuvent également être considérées : lorsque un argu-
ment supporte un autre argument, le premier constitue une justification augmentant l’acceptation
du dernier. Ainsi, certains travaux concernent des systèmes d’argumentation contenant à la fois
attaques et supports (voir notamment Amgoud et al. (2008), Cayrol et Lagasquie-Schiex (2009) ou
encore Cayrol et Lagasquie-Schiex (2013)).
2. Dans ce document, nous utiliserons librement (A,R) ou G pour faire allusion à un système
d’argumentation. De façon similaire, lorsqu’il n’y a pas d’ambiguïté, nous utiliserons sans distinc-
tion A et G pour dénoter l’ensemble des arguments d’un système d’argumentation.
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• S attaque x si et seulement si ∃y ∈ S tel que yRx. Plus généralement, S
attaque indirectement x si et seulement si ∃y ∈ S tel qu’il existe un chemin
de longueur impaire de y vers x dans G.
• x attaque S si et seulement si ∃y ∈ S tel que xRy.
Étant donné un système d’argumentation (A,R), l’un des enjeux est de déter-
miner les ensembles acceptables d’arguments (“extensions”), ce qui est réalisé à
l’aide de sémantiques. Une sémantique est définie par un ensemble de conditions
qu’un ensemble d’arguments doit satisfaire pour être considéré comme acceptable
au regard de cette dernière.
Les sémantiques, bien que différentes, ont certaines conditions en commun. No-
tamment, le fait que les extensions représentent des points de vue cohérents et
doivent donc être sans conflit.
Par ailleurs, un point de vue ne doit contenir que des arguments “justifiés”,
c’est-à-dire défendus s’ils sont attaqués. Un argument est défendu par un ensemble
d’arguments si (et seulement si) tous les attaquants de cet argument sont eux-
mêmes attaqués par des arguments appartenant à cet ensemble. Notons qu’un ar-
gument non attaqué est également défendu. Ainsi, tout point de vue doit défendre
ses propres arguments.
En définitive, un ensemble d’arguments ne peut être considéré comme un point
de vue (formellement, une extension) qu’à la condition qu’il soit à la fois sans conflit
et qu’il défende tous ses éléments ; nous dirons qu’un tel ensemble est admissible.
Formellement, ces notions sont traduites de la façon suivante :
Définition 2.3 (Sans conflit, défense et admissibilité). Soit x ∈ A et S ⊆ A
• S est sans conflit si et seulement s’il n’existe pas x, y ∈ S tels que xRy.
• S défend un argument x si et seulement si S attaque tout argument attaquant
x. L’ensemble des arguments défendus par S est noté F(S) ; F est appelée la
fonction caractéristique de (A,R). Plus généralement, S défend indirectement




• S est un ensemble admissible si et seulement s’il est à la fois sans conflit et
qu’il défend tous ses éléments.
Exemple 1.1 (cont.). Dans le système d’argumentation représentant la discus-
sion entre Rosa et Georges, nous pouvons dire que :
• l’ensemble {x1, x3} est sans conflit, contrairement à l’ensemble {x1, x2},
• l’ensemble {x3} défend x1 mais l’ensemble {x1} ne défend pas x2,
• l’ensemble {x1, x3} est admissible, contrairement à l’ensemble {x1, x2}.
Notation 2.1. L’ensemble des extensions de (A,R) est noté E (avec E1, E2, · · ·
dénotant les extensions).
Ainsi, en nous limitant aux sémantiques les plus utilisées proposées par Dung
(1995), nous avons :
14 Chapitre 2. Bases théoriques
Définition 2.4 (Sémantiques d’acceptabilité). Soit E ⊆ A.
• E est une extension préférée si et seulement si E est un ensemble admissible
maximal (par rapport à l’inclusion ensembliste ⊆).
• E est l’unique extension basique si et seulement si E est le plus petit point fixe
(par rapport à ⊆) de la fonction caractéristique F .
• E est une extension stable si et seulement si E est sans conflit et attaque tout
argument n’appartenant pas à E.
Exemple 1.1 (cont.). Si l’on se réfère au système d’argumentation représentant
la discussion entre Rosa et Georges, un seul point de vue apparaît. Celui-ci est
représenté, dans le cadre des sémantiques basique, préférée et stable, par l’extension
{x1, x3} ce qui signifie que Jean, bien qu’il soit un gastronome, ne connaît pas
suffisamment ce type de cuisine pour être capable de se prononcer sur sa qualité.
Exemple 2.1. Supposons que Rosa reprenne la parole et ajoute le nouvel argument
suivant : (x4) “Si, Jean a eu l’occasion de suivre des cours avec un spécialiste de ce
type de cuisine.” Nous obtenons alors le système d’argumentation suivant :
x1 x2 x3 x4
Nous pouvons voir dans le système que :
• l’extension basique est vide ({}), signifiant qu’aucun point de vue valable ne
peut être tiré selon la sémantique basique ;
• les extensions préférées et stables sont égales à {x1, x4}, {x1, x3} et {x2, x4},
traduisant les trois points de vue possibles dans ces sémantiques.
Notons que Dung (1995) propose quelques propositions (ainsi que leurs preuves)
établissant des liens entre ces différentes sémantiques ; nous les résumons ci-dessous :
Proposition 2.1 (Dung (1995)).
1. Il y a au moins une extension préférée, toujours une unique extension basique,
et aucune, une ou plusieurs extensions stables.
2. Tout ensemble admissible est contenu dans une extension préférée.
3. Toute extension stable est également préférée, l’inverse étant faux.
4. Toute extension préférée (resp. stable) contient l’extension basique.
5. Tout argument n’étant pas attaqué appartient à l’extension basique (et donc à
chaque extension préférée et chaque extension stable).
6. La fonction F est monotone.
7. Si R est fini, l’extension basique peut être calculée en appliquant itérativement
la fonction F à partir de l’ensemble vide.
8. Si A n’est pas vide, alors une extension stable est toujours non vide.
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Nous aurons également besoin, plus loin dans ce travail, de certaines propositions
de Dunne et Bench-Capon (2001, 2002) établissant des liens entre d’éventuels cycles
présents dans un système d’argumentation et les extensions de ce dernier.
Proposition 2.2 (Dunne et Bench-Capon (2001, 2002)).
1. Si G ne contient aucun cycle, alors (A,R) a une unique extension préférée,
qui est également l’extension basique et l’unique extension stable.
2. Si {} est l’unique extension préférée de (A,R), alors G contient un cycle de
longueur impaire.
3. Si (A,R) n’a pas d’extension stable, alors G contient un cycle de longueur
impaire.
4. Si G ne contient aucun cycle de longueur impaire, alors les extensions préférée
et stable coïncident.
5. Si G ne contient aucun cycle de longueur paire, alors (A,R) a une unique
extension préférée.
Nous l’avons vu, dans ce cadre, l’acceptabilité est collective. Néanmoins, à partir
des ensembles d’arguments acceptables, nous pouvons déterminer l’acceptabilité des
arguments. En effet, le statut d’un argument est fonction de sa présence dans les
extensions de la sémantique choisie. Intuitivement, un argument présent dans tous
les points de vue n’est aucunement mis en doute ; il est en quelque sorte “fortement”
accepté. Un argument présent dans au moins un mais pas tous les points de vue est
quant à lui en partie admis ; il est plus “faiblement” accepté. Un argument n’étant
présent dans aucun point de vue est unanimement écarté.
Définition 2.5 (Statut d’un argument). Soit (A,R) un système d’argumenta-
tion et x ∈ A un argument. Étant donné une sémantique définissant un ensemble
E d’extensions à partir de G :
• x est accepté sceptiquement si et seulement s’il appartient à toutes les exten-
sions de (A,R) (∀E ∈ E, x ∈ E) ;
• x est accepté crédulement si et seulement s’il appartient à au moins une
extension de (A,R) (∃E ∈ E, x ∈ E) ;
• x est rejeté si et seulement s’il n’appartient à aucune des extensions de (A,R)
(∀E ∈ E, x /∈ E).
Notons que dans le cas où il n’y a qu’une seule extension, tout argument lui
appartenant sera alors accepté sceptiquement et crédulement. Plus généralement,
tout argument accepté sceptiquement est accepté crédulement, l’inverse n’étant pas
vrai.
Exemple 2.1 (cont.). Dans le système d’argumentation représentant la discus-
sion entre Rosa et Georges,
• avant que l’argument x4 ne soit avancé, dans le cadre des sémantiques basique
et préférée,
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— x1 et x3 sont acceptés sceptiquement et crédulement,
— x2 est rejeté.
• après que l’argument x4 soit avancé :
— dans le cadre de la sémantique basique, les quatre arguments sont rejetés ;
— dans le cadre des sémantiques préférée et stable, les quatre arguments
sont acceptés crédulement.
2.2 Changement
Notre travail se fonde également sur les notions introduites dans Cayrol et al.
(2010c). Plus précisément, nous reprenons la notion d’“opération de changement”.
Une opération de changement, telle que l’addition ou la suppression d’un argument,
provoque une modification d’un système d’argumentation et permet d’obtenir un
nouveau système d’argumentation. Nous modifierons et approfondirons cette notion
dans la suite de ce travail.
Selon Cayrol et al. (2010c), il existe quatre façons “élémentaires” de modifier
un système d’argumentation :
• Ajouter une interaction, lorsque, par exemple, on veut mentionner une nou-
velle attaque.
• Supprimer une interaction, notamment lorsqu’une attaque est illégale ou que
l’on ne veut pas en tenir compte.
• Ajouter un argument ainsi que, éventuellement, des interactions le concernant ;
ceci constitue l’acte naturel d’énonciation d’un nouvel argument qui, le plus
souvent, attaque d’autres arguments.
• Supprimer un argument ainsi que toutes les interactions le concernant, lorsque,
par exemple, un argument est reconnu illégal.
La définition 2.6 rappelle formellement ces quatre opérations telles qu’elles sont
définies dans Cayrol et al. (2010c).
Définition 2.6 (Opérations élémentaires de changement, Cayrol et al.
(2010c)). Soit (A,R) un système d’argumentation, (x, y) ∈ A ×A un couple d’ar-
guments et z.
• Ajouter une interaction (x, y) /∈ R est une opération de changement, notée⊕, fournissant un nouveau système d’argumentation tel que :
(A′,R′) = (A,R)⊕(x, y) = (A,R∪ {(x, y)})
• Supprimer une interaction (x, y) ∈ R est une opération de changement, notée⊖, fournissant un nouveau système d’argumentation tel que :
(A′,R′) = (A,R)⊖(x, y) = (A,R \ {(x, y)})
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• Ajouter un argument z /∈ A avec un ensemble Rz d’interactions concernant z 3
est une opération de changement, notée ⊕◯, fournissant un nouveau système
d’argumentation tel que :
(A′,R′) = (A,R) ⊕◯ (z,Rz) = (A ∪ {z},R∪Rz)
• Supprimer un argument z ∈ A avec l’ensemble Rz = {(x, y) ∈ R | x =
z ou y = z} de toutes les interactions concernant z est une opération de
changement, notée ⊖◯, fournissant un nouveau système d’argumentation tel
que
(A′,R′) = (A,R) ⊖◯ (z,Rz) = (A \ {z},R \Rz)
Une opération élémentaire de changement au sens de Cayrol et al. (2010c) est
donc une fonction d’arité deux dont le premier paramètre est toujours un système
d’argumentation et dont le second paramètre est, suivant les cas, une interaction
(pour ⊕ et ⊖) ou un couple (argument, ensemble d’interactions concernant l’argu-
ment) (pour ⊕◯ et ⊖◯).
Notation 2.2. L’ensemble des extensions de (A′,R′) est noté E′ (avec E ′1, E ′2, . . .
dénotant les extensions).
Exemple 2.2. Le système d’argumentation présenté dans l’exemple 1.1 page 3 a
subi un changement lors de l’exemple 2.1 page 14. Plus précisément, Rosa a ajouté
l’argument x4 ainsi que l’ensemble d’attaques {(x3, x4), (x4, x3)}. En conséquence,
le système d’argumentation a été modifié et nous obtenons :
(A′,R′) = (A,R) ⊕◯ (x4,Rx4)
= ({x1, x2, x3}, {(x1, x2), (x2, x1), (x3, x2)})⊕◯
(x4, {(x3, x4), (x4, x3)})
= ({x1, x2, x3, x4}, {(x1, x2), (x2, x1), (x3, x2), (x3, x4), (x4, x3)}).
Remarquons qu’un même système d’argumentation peut être obtenu via dif-
férentes opérations de changement, comme l’illustre l’exemple 2.3. Néanmoins, il
est important de noter que la définition 2.6 page précédente nous assure que ∀G,
G′ = G ⊖◯ (z,Rz) est unique même si les attaques à supprimer (l’ensemble Rz)
associées à ⊖◯ ne sont pas précisées.
Exemple 2.3. Chacun des systèmes G1, G2, G3 est changé en G′ par la suppres-
sion de l’argument z et des interactions le concernant ; néanmoins, chaque chan-
gement correspond à une opération distincte puisque Rz est différent. Le système
G4 est changé en G′ par l’addition de l’argument u et de l’ensemble d’interactions
{(x, u), (u, x)}. La table 2.1 page suivante présente ces graphes, ainsi que l’extension
basique pour chacun d’entre eux.
3. Notons que Cayrol et al. (2010c) imposent que z ne s’attaque pas lui-même et que ∀(x, y) ∈
Rz, on a soit (x = z et y 6= z, y ∈ A) soit (y = z et x 6= z, x ∈ A).
18 Chapitre 2. Bases théoriques
Système avant Opération de Système après
le changement changement le changement




({(z, x), (z, y)})
EG1 = {{u, z}}
G′ : x y
u
E′G′ = {{y}}




Rz = ({(y, z)})
EG2 = {{y}}




Rz = ({(z, u)})
EG3 = {{x, y, z}}
G4 : x y o4 = ⊕◯(u,Ru)avec Ru =
({(x, u), (u, x)})EG4 = {{x, y}}
Table 2.1 – Illustration de la suppression d’un argument (graphes G1, G2 et G3) et de
l’addition d’un argument (graphe G4) ; EG représente l’ensemble des extensions basiques de
G.
Ceci illustre la dynamique des systèmes d’argumentation : un système d’argu-
mentation peut subir un changement et être modifié. Par voie de conséquence, les
extensions elles aussi peuvent être modifiées. On peut alors se demander s’il est
possible de distinguer différents types de modification des extensions.
Pour répondre à cette interrogation, une classification a été établie dans Cayrol
et al. (2010c) sous la forme d’une liste de plusieurs types de modifications possibles
des extensions, appelées propriétés du changement. Ces propriétés sont classées
selon deux grandes familles :
• les propriétés structurelles concernant les modifications de la cardinalité des
ensembles d’arguments ou des relations d’inclusion,
• les propriétés basées sur le statut des arguments, notamment sur leur accep-
tabilité.
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La table 2.2 présente les propriétés du changement structurelles définies par
Cayrol et al. (2010c), ainsi que leurs définitions.
Propriété du changement Définition
Décisif (“decisive”) E = ∅ ou E = {{}} ou |E| > 2 et|E′| = 1 et E′ 6= {{}}
Restrictif (“restrictive”) |E| > |E′| > 2
Ouvrant (“questioning”) |E| < |E′|
Destructif (“destructive”) E 6= ∅ ou E 6= {{}} etE′ = ∅ ou E′ = {{}}
Expansif (“expansive”) |E| = |E
′| et
∀E ′j ∈ E′, ∃Ei ∈ E, Ei ⊂ E ′j
Conservatif (“conservative”) E = E′
Modifiant (“altering”) |E| = |E
′| et
∃Ei ∈ E t.q. ∀E ′j ∈ E′, Ei 6⊆ E ′j
Table 2.2 – Liste des propriétés du changement de Cayrol et al. (2010c).
Intuitivement, un changement est : 4
• décisif (“decisive”) lorsque le système n’a pas d’extension, a une extension
vide ou plusieurs extensions avant le changement, et qu’il a exactement une
extension non vide après le changement ;
• restrictif (“restrictive”) lorsque le système perd des extensions et qu’il a donc
plus d’extensions avant le changement qu’après (tout en gardant un minimum
de deux extensions) ;
• ouvrant (“questioning”) lorsque le système gagne des extensions et qu’il a
donc moins d’extensions avant le changement qu’après ;
• destructif (“destructive”) lorsque le système a une extension non vide ou
plusieurs avant le changement, et qu’il n’a aucune extension ou qu’il a une
extension vide après le changement ;
• expansif (“expansive”) lorsque le système a le même nombre d’extensions,
mais que ces dernières s’accroissent (chacune des extensions avant le change-
ment est incluse dans une extension après le changement) ;
• conservatif (“conservative”) lorsque le système a exactement les mêmes ex-
tensions avant et après le changement ;
• modifiant (“altering”) lorsque le système a le même nombre d’extensions, mais
qu’elles ne correspondent pas (il existe une extension avant le changement qui
n’est incluse dans aucune des extensions après le changement).
4. Les termes entre parenthèses correspondent aux noms originaux des propriétés du change-
ment définies dans Cayrol et al. (2010c).
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Les propriétés du changement basées sur le statut concernent deux points par-
ticuliers, la monotonie et la priorité à la nouveauté (“priority to recency”).
La monotonie s’intéresse aux arguments acceptés avant le changement et qui
le restent après le changement. En termes d’argumentation abstraite, cela signifie
qu’elle concerne les inclusions entre les extensions avant le changement et celles après
le changement. En plus de cette monotonie, Cayrol et al. (2010c) distinguent deux
autres types de monotonie de façon à tenir compte des différents cas d’acceptation
d’un argument :
• la monotonie qui est satisfaite par un changement de G à G′ si et seulement
si toute extension de G est incluse dans au moins une extension de G′,
• la monotonie crédule qui est satisfaite par un changement de G à G′ si et
seulement si l’union des extensions de G est incluse dans l’union des extensions
de G′ et
• la monotonie sceptique qui est satisfaite par un changement de G à G′ si et
seulement si l’intersection des extensions de G est incluse dans l’intersection
des extensions de G′.
Il est possible d’étendre cette notion de monotonie à un argument particulier.
Pour cela, Cayrol et al. (2010c) définissent la notion de monotonie partielle qui
est satisfaite par un changement de G à G′ pour un argument x si et seulement si
lorsque x appartient à une extension de G, x appartient également à au moins une
extension de G′.
La priorité à la nouveauté concerne uniquement le statut de l’argument ajouté
lors d’une opération d’addition d’un argument. Elle est satisfaite par un changement
de G à G′ causé par l’addition d’un argument z si et seulement si G′ a au moins une
extension et z appartient à toutes les extensions de G′.
Ces différentes propriétés du changement (ainsi que leurs liens) ont été étudiées
par Cayrol et al. (2010c) et caractérisées dans le cadre des sémantiques préférée et
basique, et uniquement lors de l’addition d’un argument. Une caractérisation définit
un ensemble de conditions qui, si elles sont satisfaites par un système d’argumenta-
tion donné et une opération sur ce système, garantissent que le système subira une
modification particulière de ses extensions (cette modification étant indiquée par la
caractérisation).
Nous verrons dans le chapitre 5 page 81 les caractérisations principales de Cayrol
et al. (2010c) que nous utilisons.
Les travaux présentés dans les sections précédentes, s’ils ont servi de base à nos
recherches, ne sont pas les seuls dans le domaine de l’argumentation. La section
suivante présente certaines des autres approches majeures en argumentation.
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2.3 Discussion et travaux liés
Domaine fertile, l’argumentation formelle a donné lieu à de nombreux travaux.
Nous avons présenté dans ce chapitre un des cadres formels les plus utilisés (Dung
(1995)) ainsi qu’une approche facilitant l’étude du changement dans ce cadre (Cay-
rol et al. (2010c)).
Du fait de sa généralité, le cadre de Dung a l’avantage de pouvoir s’appliquer
à beaucoup de contextes différents, y compris ceux n’ayant qu’un rapport lointain
avec le fait de convaincre. L’autre avantage majeur de ce cadre est qu’il permet une
représentation simple et facile à manipuler. En faisant abstraction de la manière
dont sont construits les éléments de base et en reposant principalement sur des
graphes, il correspond à ce dont nous avons besoin pour étudier des concepts de
hauts niveaux tels que le changement.
Néanmoins, de nombreux autres travaux existent. Ainsi, nous nous intéressons,
dans cette section, aux autres approches formelles. Pour cela, nous présentons tout
d’abord des cadres formels alternatifs dans la section 2.3.1, puis nous étudions
d’autres approches permettant le traitement de la dynamique dans la section 2.3.2
page 27.
2.3.1 Cadres formels alternatifs
Ainsi, le cadre de Dung n’est pas la seule alternative pour aborder l’argumenta-
tion formelle. Mais qu’est-il possible d’utiliser en lieu et place de ce dernier ? Pour
répondre à cette question, nous présentons tout d’abord l’argumentation logique,
puis des extensions du cadre de Dung.
2.3.1.1 Argumentation logique
Le cadre de Dung n’est pas exempt de défauts. En particulier, son utilisation,
de par son parti pris très abstrait, a pour conséquence une perte des informations
contenues “dans” les arguments, ces derniers n’étant plus que des sommets dans un
graphe. À ce titre, il est par exemple complexe de représenter tout ce qui a trait à
l’illocutoire. 5 En effet, bien qu’il soit possible de supposer que certaines attaques
sont fournies dans le but de considérer la dimension illocutoire, ne pas savoir ce
qu’un argument représente et dans quel contexte il est énoncé rend difficile l’étude
de l’impact qu’il peut avoir sur un auditoire.
Contrairement au cadre de Dung, qui suppose que les arguments sont fournis
bien que leur structure ne soit pas connue, l’approche logique de l’argumentation
tente de construire des arguments à partir d’une base de connaissances. Elle débute
5. La fonction illocutoire d’un énoncé correspond au message que l’on veut faire passer au-
delà de ce que l’on dit (qui correspond au côté locutoire de l’énoncé). Par exemple, demander à
quelqu’un Avez-vous l’heure ? n’a pas pour but de s’assurer que cette personne a bien sa montre
(locutoire), mais traduit le souhait d’être renseigné sur l’heure qu’il est (illocutoire). Le fait que
cette personne donne l’heure (en principe), c’est-à-dire la modification de son comportement suite
à l’énoncé, est appelé fonction perlocutoire (Austin (1962)).
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donc son traitement de l’argumentation plus “en amont”. Celle-ci repose, comme
son nom l’indique, sur une logique (logique propositionnelle, logique du premier
ordre, etc.).
Notons qu’en argumentation logique, notamment dans Besnard et Hunter (2008),
un argument est généralement représenté par une paire (P, c), où P , correspondant
aux prémisses de l’argument, est un ensemble de formules issues d’une base de
connaissances, et c est une formule représentant la conclusion de l’argument, telle
que :
• P est cohérent (P 6` ⊥),
• P permet de dériver c (P ` c),
• P est minimal (@P ′ ⊂ P tel que P ′ ` c).
Le système ASPIC (Amgoud et al. (2006); Caminada et Amgoud (2007)) est un
autre exemple de cadre logique pour l’argumentation. Notons néanmoins que dans
le cas d’ASPIC, les arguments ne sont pas des paires de prémisses et conclusions,
mais des arbres d’inférence construits en appliquant des règles d’inférence (strictes
ou révisables) à des prémisses.
L’argumentation logique a largement été étudiée. Elle a notamment été utilisée
dans trois domaines particuliers :
• le raisonnement avec des informations contradictoires,
• la décision et le choix d’intentions d’un agent,
• l’interaction multi-agents.
Nous donnons maintenant quelques travaux typiques dans ces domaines.
Raisonnement
L’argumentation logique est une instanciation du cadre de Dung et à ce titre,
elle permet de traiter naturellement la question du raisonnement. Du fait de son
caractère logique, de nombreux travaux l’ont utilisé pour manipuler les bases de
connaissances et leur point faible inhérent, à savoir l’incohérence des connaissances
(Simari et Loui (1992); Besnard et Hunter (2001, 2008); Amgoud et Cayrol (2002a);
García et Simari (2004); Governatori et al. (2004)). En particulier, l’argumentation
logique permet d’extraire de ces bases des informations cohérentes et pertinentes.
Pour arriver à ses fins, l’argumentation logique procède en plusieurs étapes. Tout
d’abord, il est nécessaire de construire les arguments à partir des connaissances de la
base. Ainsi, les prémisses de chaque argument sont un ensemble minimal de formules
cohérentes issues de la base et qui permettent de prouver par déduction la conclu-
sion de cet argument. Une fois que les arguments sont construits, il est possible de
calculer leurs interactions (les attaques) grâce aux incohérences entre les connais-
sances desquelles ils sont issus. Les arguments et attaques obtenus peuvent alors
être étudiés grâce au cadre de Dung, notamment pour déterminer les extensions et
le statut des arguments.
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Décision
L’argumentation, telle que nous l’avons vu jusque-là consiste à fournir un en-
semble de conclusions cohérentes à partir de l’évaluation des interactions entre des
arguments. Dans le cadre de la décision (Bonet et Geffner (1996); Fox et Par-
sons (1997); Gordon et Karacapilidis (1997); Fox et McBurney (2002); Amgoud
et al. (2006); Amgoud et Prade (2009)), elle consiste plutôt à déterminer le ou les
meilleurs choix (qui sont souvent des actions à entreprendre) possibles parmi diffé-
rentes options pour satisfaire un ensemble de buts. L’argumentation permet ainsi
de départager ces options suivant les informations, éventuellement incomplètes ou
incertaines, que l’on a sur leurs conséquences et sur le monde dans lequel elles
sont considérées. Les arguments, dits pratiques (“practical”) lorsqu’ils concernent
un but, ont donc ici un double rôle, à savoir d’une part permettre la sélection d’une
ou plusieurs alternatives et d’autre part de justifier les raisons qui ont porté à faire
ce choix.
Interaction
De par sa nature, l’argumentation se révèle naturellement adaptée à l’échange
d’arguments entre plusieurs protagonistes. Suite à la catégorisation de différents
types de dialogues (Walton et Krabbe (1995)), de nombreux travaux ont visé à don-
ner la possibilité à des programmes d’interagir entre eux dans différents contextes.
En particulier, quatre types de dialogue ont été étudiés à travers l’argumentation
logique, à savoir les dialogues de persuasion, de négociation, d’enquête et de déli-
bération, en général grâce à des protocoles.
• Le dialogue de persuasion (Amgoud et al. (2000a); Prakken (2006); Hadjini-
kolis et al. (2013)) permet à deux (ou plus) agents de résoudre une différence
d’opinion en tentant de persuader l’autre (ou les autres) agents.
• Le dialogue de négociation (Parsons et Jennings (1996); Kraus et al. (1998);
Amgoud et al. (2000b); Amgoud et Prade (2004); Kakas et Moraitis (2006);
Amgoud et Vesic (2012)) vise à résoudre un conflit d’intérêt entre plusieurs
agents en atteignant un accord satisfaisant tous les partis.
• Le dialogue d’enquête (Parsons et al. (2003); Black et Hunter (2007)) a pour
but de prouver qu’une information particulière est effectivement vraie ou
fausse grâce à un échange d’arguments entre plusieurs agents.
• Le dialogue de délibération (Hitchcock et al. (2001); Black et Atkinson (2011);
Kok et al. (2011), enfin, a pour tâche d’évaluer et de choisir la meilleure
solution possible, en termes d’actions à entreprendre, pour solutionner un
problème.
2.3.1.2 Extensions du cadre de Dung
Le cadre de Dung a donné lieu à de nombreux travaux. Certains ont tenté
d’étendre les notions qu’il permet de modéliser. Dans cette section, nous nous pen-
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chons sur les extensions classiques de Dung (1995).
Enrichissement des interactions
Support et bipolarité Dans les travaux que nous avons présentés jusque-là,
en particulier le cadre originel de Dung, un seul type de relation binaire est consi-
déré : l’attaque. Si cette interaction est primordiale pour l’argumentation, car elle
permet d’exprimer le rapport négatif entre deux arguments, il en existe une autre :
le support. Cette relation, à l’inverse de l’attaque, exprime le rapport positif entre
deux arguments, c’est-à-dire l’“aide” qu’apporte un argument à un autre argument,
ou encore, une raison de croire en sa conclusion. La relation d’attaque permet d’ex-
primer indirectement cette aide avec le mécanisme de défense ; on parle de défense
lorsqu’un argument attaque un attaquant d’un autre argument. Considérer une re-
lation de support explicite donne directement la possibilité de représenter ce lien
positif indépendamment de tout autre argument.
Les cadres formels tenant compte à la fois des relations de support et d’attaque
sont dits bipolaires (Karacapilidis et Papadias (2001); Verheij (2003); Amgoud et al.
(2008); Cayrol et Lagasquie-Schiex (2009, 2010); Boella et al. (2010); Cayrol et
Lagasquie-Schiex (2011, 2013)). Ils étendent l’expressivité du cadre de Dung en
permettant la définition de nouvelles façons de calculer le statut des arguments,
notamment en évaluant le nombre d’attaques par rapport au nombre de supports
que reçoit un argument.
Préférence et pondération Intuitivement, il paraît sensé de penser que cer-
tains arguments ont plus d’impact que d’autres sur une personne. Par exemple, si un
argument (avancé par une personne pour laquelle on n’a aucune confiance) attaque
un autre argument (avancé, lui, par une personne en qui on a toute confiance), il
peut nous arriver de ne pas tenir compte de cette attaque et d’accepter l’argument
attaqué malgré tout. En quelque sorte, les arguments sont de qualité différente, ce
qui peut dépendre de la personne avançant l’argument, de la personne le recevant,
de la certitude des informations associées à l’argument, etc. Deux types de travaux
étudient cette question, les systèmes d’argumentation préférentiels et la pondération
des attaques.
Les systèmes d’argumentation préférentiels (Amgoud et al. (1996); Amgoud et
Cayrol (2002a,b); Modgil (2009)) utilisent une relation de préférence 6 portant sur
les arguments. De manière générale, dans ces travaux, les préférences permettent
de moduler les conclusions d’un système d’argumentation, en particulier pour “pro-
téger” les arguments préférés des autres arguments (c’est-à-dire, les accepter même
s’ils sont attaqués par des arguments ayant moins d’impact).
La pondération des attaques (Martínez et al. (2007); Dunne et al. (2009); Cayrol
et al. (2010a,b); Coste-Marquis et al. (2012)) consiste à donner à toutes les attaques
d’un système un poids représentant sa force ou l’importance de l’argument duquel
6. Le lecteur pourra se reporter à la section B page 195 pour un rappel sur les relations de
préférence.
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elle est issue. Il est alors possible, de façon similaire aux systèmes d’argumentation
préférentiels, de ne pas tenir compte des attaques jugées trop faibles. Ceci permet
de retourner dans un système classique de Dung pour raisonner et donne une piste
intéressante pour étudier l’opération de suppression d’attaque.
Enrichissement de la notion d’acceptabilité La notion d’acceptabilité
telle qu’elle est définie dans le cadre de Dung prend obligatoirement en compte
des “collectifs” d’arguments (des ensembles qui doivent par exemple être cohérents,
qui se défendent collectivement face aux autres arguments, etc.). Cela ne permet
pas d’établir des conditions d’acceptation précises pour chaque argument. Ceci est
problématique lorsque l’on traite la question du standard de preuve 7, c’est-à-dire le
“degré de certitude” qu’un argument doit atteindre pour être accepté.
Ce problème est étudié par les travaux sur les cadres abstraits dialectiques (“abs-
tract dialectical frameworks”, Brewka et Woltran (2010); Brewka et al. (2011,
2013)). Dans ces travaux, le statut de chaque argument est défini par une condition
d’acceptation lui étant associée qui prend en compte le statut des “arguments pa-
rents” (les arguments ayant une interaction vers cet argument). Avec un tel cadre,
il est donc possible de spécifier précisément et individuellement dans quels cas un
argument est accepté.
Notons que ces conditions d’acceptation, du fait de leur généralité, permettent
de traiter d’autres questions que le standard de preuve. Elles peuvent en particulier
capturer les supports entre argument. De plus, il est possible d’introduire aisément
une pondération sur les interactions et donc de capturer la notion de préférence.
Contrainte logique sur les extensions
Nous avons vu plus haut que la logique peut être utilisée pour instancier le cadre
de Dung, notamment pour la construction des arguments. Certains travaux (Coste-
Marquis et al. (2006); Amgoud et al. (2008); Devred et al. (2010)) étudient comment
elle peut également être utilisée pour contraindre les extensions. Plus précisément,
ces contraintes indiquent, au moyen d’un formule propositionnelle sur l’ensemble des
arguments, les conditions rendant une extension valable si elles sont satisfaites. Ceci
permet d’exprimer des besoins qui ne sont pas accessibles au cadre de Dung originel.
Il est par exemple possible d’indiquer que toute extension contenant un argument
particulier doit obligatoirement en contenir un autre ou que si une extension contient
un argument particulier, alors elle ne doit pas en contenir un autre, sauf si un
troisième est présent, etc. De fait, une telle approche est une généralisation du
cadre de Dung.
7. Cette notion, peu usitée dans le droit français, est importante dans la justice anglo-saxonne
(“common law” ; voir Fluet (2011)). On trouve notamment des standards tels que la prépondérance
de preuve (“preponderance of the evidence”, où aucune preuve ayant une probabilité de moins de
50% ne peut être acceptée), ou encore l’au-delà du doute raisonnable (“beyond reasonable doubt”,
où les preuves ne doivent laisser aucun doute à une personne “raisonnable”).
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Nouvelles sémantiques
Si elles ne sont pas à proprement parler des extensions du cadre de Dung, plu-
sieurs nouvelles sémantiques ont été introduites. Celles-ci traduisent de nouveaux
besoins en termes de calculs d’ensembles d’arguments acceptables. Deux grandes
familles de sémantiques existent, les sémantiques basées sur les extensions et les sé-
mantiques basées sur les labels. Les premières, à l’instar de celles définies par Dung
(1995) (préférée, stable et basique), définissent et calculent des ensembles d’ar-
guments acceptables qui sont généralement sans conflits et capables de se défendre
collectivement face aux autres arguments. Les secondes abordent les extensions d’un
autre angle : tout d’abord, chaque argument reçoit un label suivant une fonction
de label particulière, puis les extensions sont calculées en fonction de ces labels.
En général, trois labels sont considérés, à savoir Acc, statuant que l’argument est
accepté, Rej, signifiant que l’argument est rejeté et Ind dans le cas où son statut
est inconnu (car à la fois accepté et rejeté).
Notons que le lien entre ces deux familles est fort ; Caminada (2006) a montré
que les sémantiques de Dung (1995) peuvent être redéfinies en usant des fonctions
de label.
Sémantiques basées sur les extensions
• La sémantique semi-stable, initialement proposée dans Verheij (1996) puis
reprise dans Caminada (2006), est une version plus flexible de la sémantique
stable. En effet, cette sémantique permet de calculer un ensemble admissible
d’arguments attaquant le plus possible d’arguments ne faisant pas partie de
l’ensemble.
• La sémantique idéale de Dung et al. (2007) consiste à sélectionner un seul et
unique ensemble admissible d’arguments contenu dans toutes les extensions
préférées. Elle est en ce sens proche de la sémantique basique tout en étant
moins contraignante.
• La sémantique récursive de Baroni et al. (2005) n’est pas à proprement par-
ler une sémantique, mais plutôt un schéma général de calcul d’extensions se
basant sur une procédure de décomposition du graphe d’argumentation en
composantes fortement connexes. Ce schéma capture les sémantiques définies
dans Dung (1995) tout en permettant de définir de nouvelles sémantiques ; il
est à ce titre plus général que ces dernières.
• La sémantique prudente de Coste-Marquis et al. (2005) a pour principal objec-
tif de permettre une meilleure gestion des arguments controversés, c’est-à-dire
les arguments qui à la fois attaquent et défendent (indirectement) un autre
argument. Pour éviter qu’un argument controversé se retrouve dans la même
extension que l’argument qu’il attaque et défend à la fois, cette sémantique
interdit à toute extension de contenir deux arguments tels que l’un attaque
indirectement l’autre.
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Sémantiques basées sur les labels
• La sémantique robuste de Jakobovits et Vermeir (1999) tente d’assurer la
stabilité des arguments décidés (les arguments ayant le label Acc ou Rej).
Plus précisément, parmi les différents ensembles de labels possibles, ne sont
gardés que ceux dont les arguments décidés ne changent pas de label si l’on
modifie un argument étiqueté Ind.
• La sémantique stage de Verheij (1996) se base sur la notion de stage qui est
une paire constituée d’un ensemble d’arguments acceptés et d’un ensemble
d’arguments rejetés ; un stage impose le fait qu’un argument est rejeté si et
seulement s’il est attaqué par un argument accepté. Une extension stage est
un stage maximal.
• La sémantique à base de labels conditionnels Booth et al. (2012) généralise la
notion de fonction d’acceptation pour y inclure des conditions permettant de
contraindre l’évaluation du statut des arguments. La fonction d’acceptation
renvoie donc des ensembles de labels parmi ceux fournis par la condition
donnée en entrée.
Notons que d’autres approches sortent du cadre habituel des sémantiques. En
particulier, Villata et al. (2011) considère le statut des attaques plutôt que celui des
arguments. Plus précisément, ce travail propose plusieurs sémantiques se basant sur
la distinction entre les attaques réussies et les attaques échouées ; un argument est
alors accepté lorsqu’il n’y a aucune attaque réussie le prenant pour cible.
Par ailleurs, certaines sémantiques ont été introduites pour tenir compte des
divers enrichissements du cadre de Dung. Notamment, Brewka et Woltran (2010)
introduit la notion de modèle et adapte grâce à elle plusieurs des sémantiques dé-
finies dans Dung (1995) aux cadres abstraits dialectiques. De la même façon, Cay-
rol et al. (2010a) et Coste-Marquis et al. (2012) adaptent, chacun à leurs façons,
certaines sémantiques de façon à prendre en compte la pondération des attaques,
notamment en revisitant la notion de défense.
2.3.2 Traitement de la dynamique
La dynamique en argumentation, bien que peu traitée pour le moment, com-
mence à prendre de l’ampleur. Nous pouvons citer trois catégories de travaux.
• L’étude des modifications que va subir le système d’argumentation, en particu-
lier en ce qui concerne ses extensions. Les travaux de Boella et al. (2009a,b,c)
rentrent dans cette catégorie ; ils sont commentés dans la section 5.6 page 103.
• L’étude des modifications à faire dans un système d’argumentation pour s’as-
surer qu’un ou plusieurs arguments soient acceptés après le changement. Mo-
guillansky et al. (2010), Baumann et Brewka (2010); Baumann (2012a,b),
Coste-Marquis et al. (2013) et Booth et al. (2013) ont cet objectif ; ils sont
présentés dans les sections 6.3 page 131 et 7.5 page 149.
28 Chapitre 2. Bases théoriques
• L’étude, d’un point de vue pratique, de la possibilité de calculer efficacement
les modifications impliquées par un changement. Cette question est notam-
ment traitée par Liao et al. (2011) et Kontarinis et al. (2013), que nous étu-
dions dans la section 8.3 page 165.
Pour analyser la dynamique en argumentation, notre choix s’est porté sur l’uti-
lisation du travail de Cayrol et al. (2010c) et donc du cadre de Dung. Le caractère
abstrait de ce cadre, qui en fait sa force, pourrait laisser penser qu’il est cantonné
à un rôle purement théorique ; en d’autres termes, il pourrait n’avoir d’utilité que
dans une démarche d’étude purement artificielle, notamment du fait de ses notions
de base qui ne semblent pas adaptées à la réalité. À ce titre, peu de travaux se sont
penchés sur son intérêt dans des cadres concrets et, par conséquent, il existe à notre
connaissance très peu de justifications de son utilisation effective pour analyser des
situations pratiques.
Nous pensons au contraire que la généralité du cadre de Dung n’est en rien un
frein à son utilisation dans des cas réels. Dans le chapitre suivant, nous montrons
cela en proposant trois exemples que nous analysons grâce au cadre de Dung et
au travail de Cayrol et al. (2010c) et nous apportons un éclairage nouveau sur les
notions théoriques de l’argumentation abstraite.
Chapitre 3
Justifications de l’étude
Rien, en effet, n’exige plus d’effort de
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Le sujet principal de ce travail est la dynamique en argumentation. Intuiti-
vement, nous savons à quoi correspond cette vaste notion ; le déroulement d’un
dialogue en est un exemple. Mais nous savons moins à quoi elle peut correspondre
dans le cadre de l’argumentation abstraite. Le lecteur, après avoir parcouru les dé-
finitions de la section 2.2 page 16, est en droit de se demander ce qu’elles signifient,
ce qu’elles racontent à propos de nos échanges d’arguments ; plus prosaïquement,
il pourrait se demander à quoi servent-elles (dans la vraie vie) ? Il semble utile de
proposer quelques éléments de réponse en faisant le lien entre la dynamique argu-
mentative théorique et la dynamique argumentative concrète. Il semble précieux,
même, de montrer que ces notions, que l’on imaginerait aux antipodes de l’inter-
action humaine, peuvent représenter des concepts qu’il est commun de rencontrer
dans notre quotidien.
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Aussi, il nous paraît crucial, avant de rentrer dans le vif du sujet, c’est-à-dire
l’étude formelle de la dynamique en argumentation abstraite, de nous attarder
quelques minutes sur l’idée, l’intuition, de ce que nous tenterons de construire au
fil de ce travail.
Mais pour expliquer ce qu’est la dynamique en argumentation abstraite, notre
sujet, nous ne pouvons nous passer d’expliquer ce qu’est l’argumentation abstraite
sur laquelle elle se base. Après tout, les définitions de la section 2.1 page 12 sont
elles aussi loin de l’idée que l’on peut se faire de l’argumentation telle que nous la
connaissons.
Ainsi, dans cette section, nous nous efforçons à travers plusieurs exemples,
• de justifier l’utilité du cadre abstrait que nous utilisons en donnant des intui-
tions permettant d’expliquer les notions théoriques,
• et de montrer des cas d’utilisation motivant l’introduction d’un cadre parti-
culier d’échanges d’arguments entre plusieurs protagonistes.
Notamment, le premier exemple est une application simple et qui se prête bien à
la notion d’argumentation : une audience de tribunal. Le deuxième, proche du pre-
mier, propose la formalisation d’une discussion entre plusieurs personnes tentant de
prendre une décision collective. Bien entendu, si ces exemples permettent d’illustrer
aisément les notions mises en jeu, car étant par essence argumentatifs, ils ne ré-
sument pas à eux seuls le cadre applicatif de l’argumentation abstraite. Ainsi, nous
proposons un troisième exemple et contexte où l’argumentation abstraite pourrait
se révéler intéressante : la modélisation de l’allocation de ressources.
Nous présentons ces exemples respectivement dans les sections 3.1, 3.2 page 39
et 3.3 page 47. De façon à bien distinguer l’apport de l’argumentation abstraite
et celui de sa composante dynamique, nous divisons chacune de ces sections en
deux parties. La première partie procède à l’analyse “statique” de l’exemple, où
l’on introduit la situation et s’intéresse à l’interprétation des notions classiques de
l’argumentation abstraite. La deuxième partie propose, elle, de présenter comment
la dynamique peut surgir dans un tel contexte et quel est son intérêt. Enfin, nous
donnons dans la section 3.4 une liste d’applications potentielles triées par opération
de changement.
Notons que l’annexe D.2 page 225 propose quelques intuitions supplémentaires.
3.1 Audience de tribunal
Notre première application, inspirée librement de Brewka (2001), est celle qui
se rapproche le plus de l’idée que l’on peut se faire d’une argumentation formelle.
L’intuition concrète qui en découle est donc (en général) aisément saisissable. À ce
titre, elle constituera le cadre de la majorité de nos exemples dans la suite de ce
travail.
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3.1.1 Argumentation abstraite dans le cadre de l’audience
Cette section est présentée en deux parties, la première se concentrant sur les
protagonistes et leurs motivations, la seconde traduisant les notions théoriques pré-
sentées dans la section 2.1 page 12 avec des intuitions adaptées au contexte d’une
audience de tribunal.
3.1.1.1 Protagonistes
Cet exemple s’inspire du fonctionnement d’une audience de tribunal mettant en
scène quatre entités aux rôles bien distincts qui interagissent pour déterminer si un
argument x0 est acceptable. Puisque nous nous plaçons dans un contexte respectant
la présomption d’innocence, l’argument x0 représente le fait que l’inculpé n’est pas
coupable du crime dont il est accusé.
• Le procureur veut faire rejeter l’argument x0. Il a à sa disposition un en-
semble d’arguments, éventuellement différents de ceux de son adversaire (l’avo-
cat).
• L’avocat de la défense, disposant également d’un ensemble d’arguments,
tente de faire accepter l’argument x0.
• Le juge s’assure que le processus d’argumentation s’opère dans de bonnes
conditions. Il intervient lorsqu’une objection est faite par un des participants ;
il peut alors accepter cette objection (donc faire retirer l’argument correspon-
dant), ou la rejeter.
• Les jurés 1 ont le mot de la fin. Leur rôle est d’écouter les arguments du pro-
cureur et de l’avocat et d’en tirer une conclusion concernant l’acceptabilité de
l’argument x0. Ils n’interviennent pas durant les échanges entre le procureur,
l’avocat et le juge. Lorsque l’audience est terminée (i.e. lorsque ni le procu-
reur, ni l’avocat ne peuvent, ou ne veulent, donner de nouveaux arguments),
les jurés peuvent délibérer et déterminer si l’argument x0 est acceptable ou
non.
L’audience de tribunal voyant s’affronter le procureur et l’avocat concerne le
prévenu M. X. De multiples arguments peuvent être mis en jeu pour déterminer la
culpabilité de ce dernier. La table 3.1 page suivante présente les divers arguments
qui peuvent être avancés durant cette audience
Dans cet exemple, le procureur et l’avocat ne sont pas intéressés par le fait de
se convaincre mutuellement. Par contre, ils souhaitent convaincre les jurés qui vont
prendre la décision finale. Les deux protagonistes vont donc agir sur un système
d’argumentation cible représentant l’état des connaissances des jurés, ce dernier
étant vide au départ. Ce système représente le lieu central d’échanges entre le pro-
cureur et l’avocat, où chacun de ces derniers va placer à tour de rôle des arguments,
de sorte qu’à la fin les jurés penchent en sa faveur.
1. Bien qu’au pluriel, les jurés sont une seule et même entité décisionnaire.
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Argument
x0
M. X n’est pas coupable d’homicide volontaire avec préméditation
sur la personne de Mme X, sa femme.
x1
M. X est coupable d’homicide volontaire avec préméditation sur la
personne de Mme X, sa femme.
x2
L’accusé a un alibi, sa secrétaire ayant juré sur l’honneur qu’elle
l’avait vu à l’heure de crime.
x3
La personnalité effacée et influençable de la secrétaire ne peut que
mettre en doute la véracité de ses propos.
x4
M. X aime si fort sa femme qu’il l’a demandée en mariage une
deuxième fois. Or, un homme qui aime sa femme ne saurait en
être le meurtrier.
x5
M. X a été retrouvé avec beaucoup de sang appartenant à sa
femme sur ses vêtements ; une personne dans cette situation est
soit un meurtrier soit un idiot, or, M. X est loin d’être idiot
puisqu’il est docteur ès sciences politiques.
x6
L’accusé n’aurait eu aucun intérêt à tuer sa femme, puisqu’il
n’était pas le bénéficiaire de l’énorme assurance vie contractée par
celle-ci.
x7
L’accusé est un homme connu pour être vénal et son “amour” pour
une femme très riche ne pourrait être qu’appât du gain.
Table 3.1 – Arguments mis en jeu lors de l’audience au tribunal.
3.1.1.2 Interprétation des notions d’argumentation abstraite
Comme nous l’avons vu plus haut, pris à un niveau basique, les buts des par-
ticipants sont assez évidents : le procureur, voulant que l’accusé soit condamné,
doit faire en sorte que l’argument x0 soit rejeté lors de la délibération ; l’avocat,
souhaitant l’inverse, doit faire en sorte que l’argument x0 soit accepté. Ceci étant
dit, il est possible d’enrichir ces notions de victoire et défaite grâce aux séman-
tiques d’acceptabilité et au statut de x0 (i.e. son appartenance à une ou plusieurs
extensions).
Interprétation des notions de bases de l’argumentation abstraite
Étudions tout d’abord ce que représentent les notions théoriques d’arguments
abstraits, d’attaques et de défense dans le contexte de l’audience de tribunal.
Argument Dans le contexte d’une audience de tribunal, les arguments abs-
traits sont proches de ce qu’il est commun de se représenter, c’est-à-dire des raison-
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nements destinés à appuyer ou contredire une opinion. Néanmoins, l’argumentation
abstraite permet de ne pas se préoccuper de leur nature exacte. En effet, un ar-
gument peut être, entre autres choses, une phrase ou plusieurs, un syllogisme, une
démonstration, voire un monologue. L’argumentation abstraite simplifie donc la
manipulation de la notion d’argument en le considérant comme une entité reflétant
une certaine idée à communiquer.
Attaque De manière générale, une attaque représente le fait que deux argu-
ments sont en conflit. Mais, de la même façon que pour les arguments, il existe
plusieurs types d’attaques. Il se peut, par exemple, que la conclusion d’une longue
phrase vienne entacher la légitimité d’une des hypothèses de la démonstration ad-
verse. Il se peut tout aussi bien que les conclusions de deux syllogismes soient
inconciliables.
Dans le cadre de l’argumentation abstraite, ces différents types sont ignorés et
regroupés sous la forme d’une seule et unique forme d’attaque. Elle représente le
sentiment que ce qui vient d’être dit est incompatible avec ce qui a été dit précé-
demment, que les énoncés ne peuvent coexister dans une vision cohérente du monde
et qu’en accepter une partie implique en rejeter une autre.
Défense La défense représente le fait qu’un argument peut être réinstauré,
c’est-à-dire qu’il peut être accepté quand bien même il serait attaqué. En effet,
l’attaquant d’un argument a peut lui-même être attaqué par un autre argument
c. Les points amenés par l’attaquant ne sont alors plus valables (car contestés par
l’argument c) et, par voie de conséquence, n’ont plus l’opportunité de contredire
l’argument a. Ce dernier se voit, de fait, justifié grâce à la défense de l’argument c.
Interprétation des sémantiques d’acceptabilité
Les sémantiques d’acceptabilité permettent de déterminer les ensembles d’ar-
guments acceptables. Comme nous l’avons vu dans le chapitre 2 page 11, une sé-
mantique se définit par un ensemble de critères qu’un ensemble d’arguments doit
satisfaire pour être accepté. Ici, nous nous intéresserons à quatre sémantiques dif-
férentes, et nous discuterons de leur intérêt dans le cadre de notre exemple.
Sémantique basique La sémantique basique correspond à un calcul de dé-
fense sans faille. En effet, pour qu’un argument soit accepté dans le cadre de cette
sémantique, il faut qu’il soit défendu (éventuellement indirectement) par un argu-
ment n’étant pas attaqué. La sémantique basique fournit donc un seul ensemble
“solide” d’arguments acceptables, reposant sur des arguments inattaqués et donc,
en quelque sorte, acceptés de manière consensuelle par tous les participants. Ces
derniers pourraient être vus comme des évidences ou des faits.
Le “revers de la médaille” d’une telle solidité est que la sémantique basique ne
conduit pas toujours à un ensemble non vide d’arguments acceptables. En effet,
tout argument qui n’est pas solidement appuyé (c’est-à-dire qui est attaqué et non
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défendu), donc sur lequel le doute est permis, ne peut pas être pris en considéra-
tion pour la délibération. On pourrait y voir une lourde charge de preuve 2, seyant
bien à la question de la culpabilité d’une personne, chose particulièrement délicate.
Cette sémantique peut être souhaitable pour l’avocat puisqu’elle obligerait son ad-
versaire, lequel ayant la charge de la preuve concernant la culpabilité de l’accusé, à
fournir une argumentation inébranlable, c’est-à-dire qui ne laisse aucun doute aux
jurés. Néanmoins, cette sémantique est à double tranchant, puisque si le procureur
parvient à prouver la culpabilité de l’accusé, il sera plus difficile pour l’avocat de
contrer son argumentation.
Sémantique préférée La sémantique préférée, quant à elle, correspond à un
calcul d’ensembles d’arguments capables de se défendre collectivement. Elle permet
de ce fait de fournir les différents “points de vue” pouvant coexister à l’issue de
l’échange d’arguments. Cette sémantique peut être vue comme plus “flexible”, ou
plus laxiste, que la précédente en cela qu’un argument peut être considéré valable
dès l’appartenance à au moins un point de vue, et que ce dernier n’a donc pas
forcément besoin d’être aussi solidement soutenu.
La conséquence immédiate pour notre exemple est de permettre la considération
d’une charge de preuve plus faible et d’introduire une certaine notion de bénéfice
du doute. Ce dernier point est particulièrement pertinent pour une audience de
tribunal. En effet, en vertu du principe de présomption d’innocence, il est important
qu’un accusé ne soit pas reconnu coupable s’il n’existe pas de preuves patentes. Dans
le cadre de l’exemple de l’audience de tribunal, le choix d’une telle sémantique par
les jurés s’avèrerait à l’avantage de l’avocat de la défense qui, s’il lui est impossible
de prouver purement et simplement l’innocence de son client, peut tenter de montrer
que les preuves ne permettent pas d’être sûr de sa culpabilité, c’est-à-dire qu’il existe
au moins un point de vue où l’accusé n’est pas coupable.
Sémantique stable Toute extension stable étant préférée (nous l’avons vu
dans la proposition 2.1 page 14), on peut dire que la sémantique stable respecte ce
qui a été dit plus haut concernant la sémantique préférée. Cependant, la sémantique
stable exige un autre critère, et non des moindres : un ensemble d’arguments dit
stable doit défaire tout argument ne faisant pas partie de cet ensemble.
À première vue, ce critère peut sembler inutile, voire inopportun, par rapport à la
sémantique préférée. Après tout, qu’un ensemble d’arguments attaque ou n’attaque
pas tous les “autres” arguments n’impacte pas la cohérence de ce même ensemble.
Mais pris dans le contexte d’un argumentaire, c’est une indication intéressante sur
ce qui a été dit. Plus précisément, un ensemble d’arguments stable attaque tout
argument n’en faisant pas partie et répond donc à ces derniers. Ainsi, si l’argumen-
tation d’un protagoniste forme un ensemble d’arguments stable, elle répond alors à
2. “Il incombe à chaque partie de prouver conformément à la loi les faits nécessaires au succès
de sa prétention” (Article 9 du Code de procédure civile française). La charge de la preuve est
le principe selon lequel il incombe à une partie de prouver un fait. En général, c’est à la partie
demandeuse que revient la charge de la preuve.
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tous les arguments qu’il n’a pas avancés lui-même. Ce critère, relevant autant de la
manière que du fond, pourrait à terme permettre d’évaluer la “performance” d’un
orateur au-delà de la simple victoire.
Malheureusement, remarquons qu’il peut n’y avoir aucun ensemble stable d’ar-
guments, signifiant alors qu’aucun argumentaire n’a été capable de répondre à tous
les arguments extérieurs à lui. Pour pallier ce problème, il est possible d’utiliser la
sémantique semi-stable.
Sémantique semi-stable
Bien que notre propos ne soit pas de les traiter toutes, notons l’existence d’autres
sémantiques intéressantes dans le cadre de cet exemple. Citons notamment la sé-
mantique semi-stable qui, comme son nom pourrait l’indiquer, constitue un pallia-
tif de la sémantique stable. Cette sémantique privilégie les ensembles d’arguments
capables de se défendre collectivement pour lesquels l’union de l’ensemble et des
arguments qu’il attaque est maximale.
Cette approche intermédiaire entre sémantique préférée et sémantique stable
permet d’avoir à coup sûr au moins un ensemble d’arguments qui attaque le plus pos-
sible d’arguments extérieurs. Ainsi, si l’argumentation d’un protagoniste se trouve
être un ensemble d’arguments semi-stable, cette dernière est la plus “performante”
possible, en cela qu’elle repose sur des arguments se défendant face à ceux de son
adversaire, et répond au plus grand nombre des arguments de celui-ci. Une straté-
gie basée sur la sémantique semi-stable est intéressante, car un protagoniste dont
la plupart des arguments se font contrer par ceux de son adversaire peut perdre la
considération des jurés et la confiance qu’ils ont en ce qu’il dit.
Interprétation du statut d’un argument
Nous avons vu plus haut différentes sémantiques, et ce à quoi elles peuvent
renvoyer dans le contexte de notre exemple. Ces sémantiques permettent de calculer
le statut de chacun des arguments. Nous nous intéressons donc ici à interpréter cette
notion de statut dans le cadre de notre exemple. Pour ce faire, décrivons chacun
des trois statuts possibles, à savoir accepté sceptiquement, accepté crédulement et
rejeté.
Accepté sceptiquement Sous une sémantique donnée, un argument dit ac-
cepté sceptiquement est un argument appartenant à toutes les extensions de la
sémantique. Pour reprendre ce que nous avons dit plus tôt, c’est un argument qui
fait partie de tous les points de vue s’affrontant. Il n’y a donc aucune hésitation sur
la validité de l’argument pour les acteurs du dialogue. En définitive, c’est une accep-
tation qui ne laisse place à aucun doute, qui permet une approbation “universelle”
de l’argument.
Par exemple, étant donné la gravité d’un tel sujet, il est important qu’un argu-
ment représentant la culpabilité d’un accusé soit accepté de manière sceptique.
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Accepté crédulement Un argument dit accepté crédulement est un argu-
ment appartenant à au moins une extension de la sémantique donnée. Un tel statut
permet de décréter valable un argument même si celui-ci est sous le coup du doute,
ou ne présente pas une preuve suffisante.
Ainsi, un argument représentant l’innocence d’un accusé ne doit être rejeté
qu’à la condition qu’on puisse prouver sans aucun doute possible qu’il est coupable
(sa culpabilité doit être acceptée de manière sceptique). Par opposition, il suffira
de quelques doutes sur sa culpabilité pour que son innocence soit acceptée (son
innocence peut être acceptée de manière crédule). Ceci peut être résumé dans notre
exemple par le fait que l’avocat, qui est intéressé par une acceptation sceptique de
l’argument représentant l’innocence de l’accusé peut, s’il n’y arrive pas, se rabattre
sur son acceptation crédule.
Notons que dans le cas particulier des sémantiques n’ayant qu’une seule exten-
sion, telles que la sémantique basique, les statuts accepté sceptiquement et accepté
crédulement se confondent pour donner naissance au simple statut accepté, tradui-
sant le fait que l’argument appartient à la seule et unique extension.
Rejeté Un argument dit rejeté n’appartient à aucune extension de la séman-
tique donnée. Ainsi, quels que soient les points de vue, cet argument n’en fait pas
partie. Ce dernier est donc unanimement considéré comme non valable par les par-
ticipants.
Dans notre exemple, le procureur tentera de faire rejeter l’argument représentant
l’innocence de l’accusé.
La section 3.1.2 présente un protocole gérant le dialogue entre le procureur et
l’avocat.
3.1.2 Protocole de l’audience
Nous présentons ici un protocole gérant l’échange d’arguments dans l’exemple
de l’audience de tribunal.
1. Tout d’abord, l’argument x0 de l’audience est mis en place. Par convention,
c’est l’avocat de la défense qui prend la parole en premier et énonce l’innocence
de son client. Cette action prend pour cible le système d’argumentation des
jurés, qui est modifié.
2. S’ensuit une séquence d’actions proposées par les différents agents (soit le
procureur, soit l’avocat) en fonction de leur propre système d’argumentation.
Deux types d’actions sont possibles :
• Les actions additives, c’est-à-dire l’addition d’un ou plusieurs arguments
et/ou attaques directement dans le système d’argumentation des jurés.
• Les actions suppressives, c’est-à-dire le retrait d’un ou plusieurs argu-
ments et/ou attaques du système d’argumentation des jurés. Cela peut
par exemple se produire par le truchement d’une objection qui consiste à
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demander au juge de statuer sur la légalité d’arguments et/ou d’attaques
de l’adversaire. Si l’objection est rejetée, aucune modification du système
des jurés n’est effectuée. Si l’objection est acceptée, les arguments ou at-
taques objectés sont retirés du système des jurés.
Il est aussi possible pour un agent de ne rien faire. Ceci peut notamment
arriver lorsqu’un agent n’a plus d’argument à avancer, ou lorsque le système
des jurés est dans un état lui convenant.
3. Un effet de bord des actions est le fait que si un des deux protagonistes n’a
pas connaissance de l’argument que son adversaire énonce, il va l’ajouter à
son propre système. De même, si un argument est jugé illégal suite à une
objection acceptée par le juge, les deux agents doivent l’occulter afin de ne
plus l’utiliser.
4. Lorsque les deux agents décident de ne plus rien faire, l’échange s’arrête et les
jurés délibèrent grâce à leur système d’argumentation.
La figure 3.1 page suivante présente un court exemple illustrant ce protocole.



























Figure 3.1 – Illustration présentant un échange typique entre le procureur (P) et l’avocat
(A) sous les yeux des jurés (J). On y voit tout d’abord la prise de parole du procureur,
énonçant l’argument u et l’attaque de u vers t, ce qui modifie le système d’argumentation
des jurés ; celui de l’avocat est ensuite mis à jour avec cette nouvelle information, ce qui
lui permet de calculer l’attaque de w vers u. Cette nouvelle attaque est bien utile à l’avocat,
qui s’empresse de l’énoncer (ainsi que w), modifiant à son tour le système des jurés ; le
système du procureur est finalement mis à jour pour y inclure ces nouvelles informations.
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3.2 Dialogue pour l’organisation d’une soirée
Nous présentons maintenant une autre application concernant le choix de l’acti-
vité d’un groupe de personnes n’ayant pas nécessairement les mêmes envies. Cette
deuxième application est une variante de la première. La différence principale est
que l’auditoire n’est plus une entité déterminée comme les jurés, mais est consti-
tuée des orateurs eux-mêmes. À ce titre, les interprétations que l’on peut faire des
notions théoriques de l’argumentation abstraite sont similaires à celles présentées
précédemment ; nous ne les répèterons donc pas. Par ailleurs, l’application de l’au-
dience mettait en scène un dialogue de persuasion (de l’auditoire), celle-ci tient plus
de la délibération entre les protagonistes. 3
3.2.1 Distribution des arguments et buts
Imaginons qu’un groupe de cinq amis (que nous nommons Rosa, Georges, Jean,
Léo et Louise) se retrouvent et se mettent en tête de choisir une activité pour la
soirée qui arrive. Trois choix s’offrent à eux : verser une larme devant un film d’au-
teur (nommé fa), en prendre plein les yeux avec un film hollywoodien (nommé fh),
ou se sustenter au-delà des besoins recommandés par les diététiciens au restaurant.
Ces choix sont représentés respectivement par les arguments x1, x2 et x3.
Pour déterminer l’issue de la discussion, et donc l’activité pour laquelle les cinq
amis opteront, ces derniers disposent d’arguments qu’ils vont échanger. Comme
dans l’application de l’audience, ils ne connaissent pas tous les arguments, et ne
les partagent pas nécessairement. La table 3.2 page suivante présente les différents
arguments mis en jeu dans ce dialogue et la figure 3.2 le système d’argumentation
en résultant.
x5 x1 x8 x9
x12 x2 x3 x10
x6 x7 x4 x11
Figure 3.2 – Système d’argumentation global représentant tous les arguments mis en jeu.
Ces arguments sont distribués entre les différents agents, certains ayant accès à
des informations et d’autres non. La figure 3.3 page 41 présente les systèmes d’ar-
gumentation correspondant à nos cinq agents. Notons sur cette figure la présence
3. Selon Walton (2003), si la persuasion implique un conflit d’opinion qu’il convient de résoudre,
la délibération consiste à trouver la meilleure solution possible permettant de résorber un dilemme.
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Arguments
x1 fa est le film que nous irons voir ce soir !
x2 fh est le film que nous irons voir ce soir !
x3 Ce soir, c’est au restaurant que nous irons manger !
x4 Le restaurant est trop cher.
x5
Nous n’aurons pas le temps de manger si nous allons au cinéma
(et les gourmandises disponibles là-bas ne sont que peu
appropriées pour la ligne).
x6 Aller voir fa me permettrait de recroiser une amie.
x7
Connaissant le patron du restaurant, nous pourrons avoir un
tarif réduit.
x8 Les acteurs de fa ont déjà été primés dans leur carrière.
x9 Les acteurs de fa sont mauvais.
x10 Le restaurant n’est pas végétarien, alors que nous le sommes tous.
x11
Le restaurant sert des plats préparés spécifiquement pour les
végétariens.
x12
Le film fh est en version française, et nous savons tous que c’est
mal.
Table 3.2 – Arguments mis en jeu pour déterminer l’objet de la soirée.
d’un argument barré dans le système de l’agent Georges ; ceci indique que Georges,
bien que connaissant cet argument, ne l’utilisera pas. Ce procédé, que nous nom-
mons occultation, traduit le fait qu’un argument peut avoir un impact inintéressant,
voire négatif, pour l’agent le connaissant. Par exemple, un argument révélant une
information très secrète (et n’étant pas destinée aux agents participant au dialogue)
ou ayant une influence indésirable et ne sera pas avancé. Ici, on peut imaginer que
Georges sait que le film hollywoodien a été doublé en français et que ses amis sont
des cinéphiles puristes (et un peu snobs) n’aimant pas ça ; il préfère donc ne pas
être totalement honnête et ne pas faire remarquer ce fait pour avoir une chance
d’aller voir le film.
Par ailleurs, puisque cet exemple se place dans le cadre d’un dialogue de déli-
bération, chaque agent possède un but pour la collectivité (ce qu’il souhaite que le
groupe fasse de sa soirée) qu’il cherche à atteindre en argumentant. Étudions ces
différents desiderata :
• Rosa, amateur d’Art et Essai s’il en est, veut voir le film fa. Elle doit donc faire
en sorte qu’il n’y ait qu’une seule option possible pour la soirée, c’est-à-dire
une seule extension, et que celle-ci ne contienne que l’argument x1.

















x12 x2 x3 x10
x4
(e) Louise.
Figure 3.3 – Systèmes d’argumentation des différents agents.
• Georges, n’étant pas d’humeur à se confronter à la vacuité de l’existence par
l’intermédiaire d’un film en noir et blanc, préfère voir le film fh. Il a donc
la même démarche que Rosa à la différence qu’il souhaite voir l’argument x2
accepté.
• Jean, ne voulant pas mettre en péril son régime à base de poireaux, veut
aller au cinéma (peu lui importe le film) pour éviter toute grasse tentation. Il
souhaite donc que x1 ou x2 soit accepté, mais surtout pas x3.
• Léo est de mauvaise humeur et fatigué. Même s’il n’ose pas l’avouer à ses
amis, qui le traiteraient d’empêcheur de tourner en rond, il veut rentrer chez
lui et ne rien faire. Il préfère donc agir de façon détournée et empêcher toute
prise de décision (qu’il n’y ait aucune option possible, qu’il y en ait plusieurs,
ou tout simplement qu’aucun des arguments x1, x2 ou x3 ne soit accepté)
jusqu’à ce que la soirée soit annulée.
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• Louise s’en moque, tout ce qui lui importe c’est d’être avec ses amis. Par
contre, elle a un peu froid et voudrait qu’une décision soit prise assez rapi-
dement pour leur permettre de se mettre au chaud. Pour cela, il faut juste
qu’une option possible se dessine.
Nous allons voir dans la section 3.2.2 comment ces buts vont aiguiller le choix
des opérations à faire pour chacun des cinq amis.
3.2.2 Déroulement du dialogue
Nous avons vu dans la section 3.2.1 page 39 les différents systèmes d’argumen-
tation des cinq amis ainsi que ce que chacun d’entre eux souhaiteraient faire de leur
soirée. Nous allons maintenant étudier comment chacun d’entre eux va choisir une
action en fonction de son système d’argumentation et de son but.
Nous supposons que les cinq amis, poliment organisés, parlent à tour de rôle.
Ils utilisent donc, à quelques détails près, le même protocole que celui utilisé pour
l’audience, c’est-à-dire, en quelques mots :
1. Mise en place des arguments représentant les choix possibles (x1, x2 et x3).
2. Séquence d’arguments échangés par les cinq personnes avec des actions ad-
ditives ou suppressives (il est également possible de ne rien faire). Notons
qu’ici, nous l’avons dit, il n’y a pas de jurés, les participants ne modifient
donc pas le système d’une personne en particulier mais, plutôt, un système
d’argumentation partagé représentant le stade d’évolution du dialogue.
3. Mise à jour (lors de la séquence précédente) des systèmes d’argumentation des
participants lorsqu’ils ne connaissent pas un argument énoncé ou lorsqu’un
argument est jugé (collégialement) illégal.
4. Arrêt du dialogue lorsque les cinq participants décident de ne plus rien dire.
Le choix de l’activité se fait alors grâce au système d’argumentation partagé.
Étudions donc au tour par tour un déroulement possible du dialogue entre les
agents en utilisant le cadre de Dung. Pour chaque tour (hormis ceux où aucune
opération n’est faite), une aide visuelle est proposée par une table correspondante.
La table 3.3 page 47 présente le système d’argumentation final du dialogue. Notons
par ailleurs que, dans cet exemple, nous n’utilisons que la sémantique préférée.
Tour 1 Rosa prend la parole en premier. Elle fait part à ses amis de ce qu’elle
souhaiterait faire avec eux, c’est-à-dire aller voir fa. Elle ajoute donc l’argument x1
au système qui est de fait le seul accepté.
Tour Opérations État du dialogue
1
(Rosa) (⊕◯, {x1},∅) x1
E = {{x1}}
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Tour 2 Georges, inquiet de passer une soirée à s’ennuyer, s’empresse de proposer
et justifier un autre film, à savoir fh, sous le prétexte que les acteurs de fa ne lui
plaisent pas. Il ajoute ainsi x2 au système et les attaques entre ce dernier et x1
(puisqu’ils sont incompatibles) ainsi que l’argument x9 et une attaque de x9 vers
x1. L’argument x1 se retrouve alors rejeté, alors que x2 devient accepté.
Tour Opérations État du dialogue
2
(Georges) (⊕◯, {x2}, {(x1, x2), (x2, x1)}),(⊕◯, {x9}, {(x9, x1)})
x1 x9
x2
E = {{x2, x9}}
Tour 3 Jean est satisfait, son envie d’aller au cinéma quel que soit le film est
comblée. Il ne dit donc rien et x2 est toujours accepté.
Tour 4 Léo a lui aussi son idée sur la soirée : ne rien faire. Pour être sûr de mettre
tout le monde dans l’embarras, il propose un restaurant. Il ajoute donc au système
partagé l’argument x3 et les interactions qu’il a avec x1 et x2. En conséquence, seul
x9 est accepté, et aucune décision ne peut être prise concernant x1, x2 et x3.
Tour Opérations État du dialogue
4
(Léo)
(⊕◯, {x3}, {(x3, x1), (x3, x2),
(x1, x3), (x2, x3)})
x1 x9
x2 x3
E = {{x2, x9}, {x3, x9}}
Tour 5 Louise voudrait bien qu’une décision soit prise, et pour cela elle peut s’ins-
crire en faux contre x2 ou x3. Parmi les différents arguments qui lui sont accessibles,
elle décide de jouer la carte de l’amateurisme cinéphile éclairé en s’insurgeant du
fait que fh ait été localisé en version française (x12). Cet argument, qui attaque x2,
permet de réinstaurer x3.
Tour Opérations État du dialogue
5
(Louise) (⊕◯, {x12}, {(x12, x2)})
x1 x9
x12 x2 x3
E = {{x3, x9, x12}}
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Tour 6 Rosa n’en démord pas, elle veut voir fa. Pour cela elle conteste la mé-
diocrité des acteurs en disant qu’ils ont déjà été primés (x8) et joue sur la corde
sensible de l’inquiétude pécuniaire de l’étudiant sans le sou (x4). L’argument x1
redevient accepté tandis que x2 et x3 sont rejetés.
Tour Opérations État du dialogue
6
(Rosa)
(⊕◯, {x4}, {(x4, x3)}),




E = {{x1, x4, x8, x12}}
Tour 7 Georges perd espoir, il n’a plus d’argument pour défendre son idée. Il ne
dit donc rien et passe son tour.
Tour 8 Jean ne dit rien non plus, son but est satisfait et il ne veut pas prendre
le risque de faire changer la donne.
Tour 9 Léo n’a pas changé son fusil d’épaule et retente d’embrouiller son monde.
Il prétexte connaître un moyen pour avoir une facture moins salée au restaurant
(x7). Ceci défait l’argument x4 et remet l’argument x3 dans la course, ce qui donne
deux solutions possibles pour la soirée : aller voir fa ou manger un morceau.
Tour Opérations État du dialogue
9




E = {{x1, x7, x8, x12}, {x3, x7, x8, x12}}
Tour 10 Louise est ulcérée par la mauvaise foi de son ami. Elle réplique en
signalant que ce restaurant n’est pas végétarien alors que, depuis peu, ils avaient
tous promis de s’y mettre (x10). L’argument x3 est à nouveau rejeté.
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Tour Opérations État du dialogue
10
(Louise) (⊕◯, {x10}, {(x10, x3)})
x1 x8 x9
x12 x2 x3 x10
x7 x4
E = {{x1, x7, x8, x10, x12}}
Tour 11, 12 et 13 Rosa, Georges et Jean passent leur tour et se contentent
d’admirer la bataille entre Léo et Louise. En effet, Rosa et Jean ont leurs buts
satisfaits et Georges n’a plus d’argument à avancer.
Tour 14 Léo continue son entreprise démoniaque en annonçant qu’il connait très
bien ce restaurant et qu’il sait que des plats végétariens sont disponibles (x11).
L’argument x3 redevient une option valable face à x1.
Tour Opérations État du dialogue
14
(Léo) (⊕◯, {x11}, {(x11, x10)})
x1 x8 x9
x12 x2 x3 x10
x7 x4 x11
E = {{x1, x7, x8, x11, x12}, {x3, x7, x8, x11, x12}}
Tour 15 Louise n’a plus qu’un seul argument à sa disposition pour être sûre que
la soirée ne termine pas en un échec fracassant. Elle décide donc de l’utiliser et
annonce que s’ils vont au cinéma, ils n’auront pas le temps de manger (x5). Aller
au restaurant (x3) devient donc la seule option possible.
Tour Opérations État du dialogue
15
(Louise) (⊕◯, {x5}, {(x5, x1), (x5, x2)})
x5 x1 x8 x9
x12 x2 x3 x10
x7 x4 x11
E = {{x3, x5, x7, x8, x11, x12}}
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Tour 16, 17 et 18 Rosa, Georges et Jean, lassés par cette discussion qui n’en
finit pas, se sont écartés de quelques pas pour faire une bataille de boules de neige.
Tour 19 Léo est déstabilisé par le dernier argument de Louise, il ne pensait pas
qu’elle en viendrait à accepter l’idée du restaurant. Pour tenter d’avoir le dernier
mot, il bafouille en disant qu’il vient de se souvenir qu’une amie à lui allait voir fa
(x6). Dans cette situation, aucun de x1, x2 et x3 n’est accepté.
Tour Opérations État du dialogue
19
(Léo) (⊕◯, {x6}, {(x6, x2), (x6, x3)})
x5 x1 x8 x9
x12 x2 x3 x10
x6 x7 x4 x11
E = {{x5, x6, x7, x8, x11, x12}}
Tour 20 Louise proteste contre le dernier argument de Léo : premièrement, le
restaurant était son idée, et deuxièmement, c’est hors de propos car ils avaient prévu
depuis longtemps de passer la soirée entre eux ; Rosa, Georges et Jean annoncent de
loin qu’ils sont unanimes sur l’invalidité de l’argument de Léo qui est donc rejeté.
Tour Opérations État du dialogue
20
(Louise) (⊖◯, {x6}, {(x6, x2), (x6, x3)})
x5 x1 x8 x9
x12 x2 x3 x10
x6 x7 x4 x11
E = {{x3, x5, x7, x8, x11, x12}}
Fin N’ayant plus rien à ajouter, les cinq amis arrêtent là leur discussion. Ils iront
manger au restaurant (au grand désarroi de Léo).
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Tour Opérations État du dialogue
Fin –
x5 x1 x8 x9
x12 x2 x3 x10
x7 x4 x11
E = {{x3, x5, x7, x8, x11, x12}}
Table 3.3 – Système d’argumentation représentant l’état final du dialogue entre les cinq
agents à propos de l’activité de la soirée (les arguments n’étant pas en pointillés sont acceptés
dans le cadre de la sémantique préférée).
3.3 Allocation de ressources
Cette nouvelle application sera pour nous l’occasion d’utiliser le caractère très
abstrait du cadre de Dung (1995). En effet, puisque nous ne savons rien sur les
arguments, nous pouvons supposer qu’ils n’en sont pas et considérer que les sommets
et arcs d’un système d’argumentation sont totalement autres. Plus précisément, le
cadre de Dung (1995) peut être utilisé pour modéliser toute situation où des entités,
quelles qu’elles soient, interagissent selon une relation de “dominance” (en fait, de
préférence) et d’incompatibilité. Ainsi, le fait qu’une entité A attaque (c’est-à-dire,
a une interaction vers) une entité B signifie que si A est sélectionnée, B, étant
incompatible et dominée par A, est automatiquement rejetée ; notons qu’il est alors
très facile de représenter une interaction sans préférence entre deux entités, il suffit
en effet que ces dernières s’entre-attaquent. De la même façon, si A est elle-même
incompatible avec une autre entité C lui étant préférée, alors A sera rejetée ; plus
rien n’empêche alors B d’être sélectionnée, puisqu’elle n’est plus dominée par une
entité sélectionnée.
Ainsi, nous le voyons bien dans ce petit exemple, ces deux mécanismes typiques
de l’argumentation, en particulier abstraite, s’appliquent bien au-delà de la simple
persuasion. Nous allons vérifier cela en nous plaçant dans le contexte d’une allo-
cation de ressources. Derrière ce terme fleuri se cache (uniquement pour nous, car
nous ne rentrerons pas dans les détails théoriques du concept économique) le simple
fait d’affecter une ressource ou une personne à une tâche ou un poste particulier.
Cette ressource ou personne affectée n’est alors plus disponible pour un autre poste ;
la tâche ou le poste utilisé n’est, quant à lui, plus vacant.
Nous examinons tout d’abord comment utiliser l’argumentation abstraite pour
traiter l’allocation de ressources dans la section 3.3.1 page suivante, puis nous nous
penchons sur son caractère dynamique dans la section 3.3.2 page 53.
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3.3.1 Argumentation abstraite
Un processus tel que l’allocation de ressources est commun dans la vie de tous
les jours. On fait par exemple appel à lui lorsque l’on détermine l’emploi du temps
de la semaine à venir ou que l’on souhaite constituer une équipe dans le cadre du
travail ou du sport. Dans le premier cas, les ressources sont les jours de la semaine et
les tâches sont les activités que l’on doit remplir, dans le deuxième cas les personnes
sont les salariés de l’équipe et les postes sont le travail qu’ils vont avoir à faire.
Approfondissons et analysons cette application en nous plongeant dans le cadre
du sport. Plus précisément, nous nous plaçons dans le cadre de la constitution d’une
équipe d’un sport. 4
3.3.1.1 Contexte
Dans une équipe, chaque joueur est apte à assumer un ou plusieurs postes, pour
lesquels il a plus ou moins de succès. Ainsi, supposons qu’un entraîneur cherche à
déterminer une manière de placer trois joueurs j1, j2 et j3 sur quatre postes po1,
po2, po3 et po4. L’entraîneur a les contraintes suivantes :
• j1 peut jouer aux postes po1, po2 et po3,
• j2 peut jouer aux postes po2 et po3,
• j3 peut jouer aux postes po3 et po4.
Les joueurs n’étant pas dotés du don d’ubiquité, la prise d’un poste est exclusive
et empêche la prise d’un autre poste. De la même façon, un poste ne peut être occupé
par plusieurs joueurs. Ainsi, par exemple, si le joueur j1 prend le poste po2, d’une
part il ne pourra prétendre aux autres postes, et d’autre part le joueur j2 ne pourra
pas aspirer à prendre ce poste.
Un joueur peut être meilleur à un poste que ses camarades. Ainsi, l’entraîneur
de l’équipe se rend compte que j1 est plus performant au poste po3 qu’aux postes
po1 et po2, mais néanmoins meilleur au poste po2 que j2. Ce dernier est par contre
le meilleur au poste po3, et l’entraîneur préfère donc que j2 occupe celui-ci. Enfin,
j3 est assez équilibré dans ses qualités et égale j1 au poste po3. L’entraîneur, plongé
dans un profond désarroi, se demande s’il y aura des dispositions possibles pour son
équipe, et si oui, lesquelles.
Étudions maintenant cet exemple à travers les notions d’argumentation abs-
traite, et comment l’entraîneur peut s’en servir pour prendre sa décision.
3.3.1.2 Interprétation des notions d’argumentation abstraite
Suite à la présentation de son contexte, nous allons voir comment utiliser les no-
tions théoriques de l’argumentation abstraite dans notre application de l’allocation
de ressources.
4. La détermination du sport considéré est laissée au bon vouloir du lecteur ; l’auteur de ces
lignes lui suggèrera simplement d’en choisir un véhiculant des valeurs d’entraide et de partage.
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Interprétation des notions de bases de l’argumentation abstraite
Dans un tel contexte, les arguments abstraits n’ont plus rien à voir avec des
arguments tels qu’il est possible de les imaginer. Il est intéressant de se demander
alors à quoi ces derniers, ainsi que leurs interactions, peuvent renvoyer.
Argument L’application de l’argumentation abstraite dans un tel contexte
se fait par la création d’arguments représentant l’association d’une ressource à une
tâche ou d’une personne à un poste. Nous pouvons donc créer sept arguments, cha-
cun représentant la prise de fonction d’un joueur sur un poste qui lui est accessible ;
nous obtenons donc l’ensemble d’arguments {j1po1, j1po2, j1po3, j2po2, j2po3, j3po3,
j3po4}.
Attaque Une attaque provient de l’incompatibilité entre deux associations.
Une incompatibilité représente tout ce qui empêche deux associations de coexis-
ter, par exemple, une même personne ne pouvant faire deux choses à la fois, des
personnalités en conflit ne pouvant travailler en même temps, etc.
Une “simple” incompatibilité est représentée par des associations s’entre-at-
taquant, c’est-à-dire lorsque les deux arguments s’attaquent l’un l’autre. Ainsi, si
l’on ne tient pas compte des préférences de l’entraîneur vues plus haut, et que l’on
s’en tient aux simples incompatibilités entre associations, nous obtenons le système






Figure 3.4 – Illustration des interactions entre les différentes associations joueur/poste.
Une attaque simple, c’est-à-dire lorsque une association en attaque une autre
mais que l’inverse n’est pas vrai, est obtenue par une incompatibilité entre deux
associations et une préférence pour l’une d’entre elles. Par exemple, si l’entraîneur
préfère que j1 prenne le poste po3 plutôt que po1, alors l’argument j1po3 attaque
l’argument j1po1 mais pas l’inverse. La figure 3.5 page suivante présente les nouvelles
interactions entre les associations joueur/poste prenant en compte les préférences
de l’entraîneur.






Figure 3.5 – Illustration des interactions entre les différentes associations joueur/poste
prenant en compte les préférences de l’entraîneur.
Défense La défense représente l’affectation d’un joueur a un poste alors qu’il
n’est pas forcément celui qui aurait été préféré à l’origine. Ceci peut notamment
arriver dans le cas où un joueur est mis sur la touche par un autre joueur meilleur
que lui à un poste particulier, mais que ce dernier est préféré sur un autre poste,
libérant la place au passage.
Interprétation des sémantiques d’acceptabilité
De manière similaire à l’application de l’audience, nous nous intéressons ici aux
sémantiques et à leur interprétation dans le cadre de l’allocation de ressources.
Sémantique basique La sémantique basique correspond à la constitution
d’une équipe basée sur des joueurs étant incontestés à leur poste. Par voie de consé-
quence, les joueurs qui, à l’origine ou par la force des choses, ne peuvent prétendre
qu’à une seule place sont sélectionnés. Plus précisément, tout joueur pouvant jouer
à plusieurs postes, et hésitant entre ceux-là, est éloigné. Cette sémantique favorise
donc une équipe où le meilleur joueur disponible pour un poste l’occupe, et empêche
la diversification des compétences des joueurs à plusieurs postes. Elle assure une
équipe “forte”, déterminée par les joueurs préférés à leur poste, et empêche tout
doute sur les associations joueur/poste, c’est-à-dire sur la qualité des joueurs mis
sur le terrain. Incidemment, une telle rigidité dans le choix des joueurs peut mener
à un échec de la constitution de l’équipe, c’est-à-dire à une extension vide.
Une telle sémantique peut être désirable lorsque l’on veut s’assurer que les
“stars” de l’équipe occupent bien leur poste fétiche (par exemple pour contenter
le public), au risque de ne tout simplement pas pouvoir constituer l’équipe.
Si nous utilisons la sémantique basique sur le système d’argumentation de la
figure 3.5, nous obtenons l’ensemble d’extensions {{j2po3, j3po4}}.
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Sémantique préférée La sémantique préférée permet de déterminer diffé-
rentes combinaisons viables de l’équipe. En effet, les différentes extensions, se dé-
fendant les unes contre les autres, traduisent tout ce qu’il est possible de faire grâce
aux compétences des joueurs. À la manière de l’audience, le doute est ici permis
sur l’affectation d’un joueur à un poste ou un autre, les deux étant envisagés. Cette
sémantique, contrairement à la précédente, autorise la diversification des joueurs au
niveau de leurs compétences, et même, à un certain degré, l’encourage ; un joueur
jouant à plusieurs postes aura en effet plus de chance de se retrouver sur le terrain.
Néanmoins, elle ne permet donc pas forcément d’arrêter un choix quant à l’équipe,
puisque elle peut fournir plusieurs solutions.
Cette sémantique est donc désirable lorsque l’on veut s’assurer de considérer
toutes les possibilités d’organisation de l’équipe, le risque étant qu’elle ne puisse
pas nous permettre de déterminer laquelle choisir.
Si nous utilisons la sémantique préférée sur le système d’argumentation de la
figure 3.5 page précédente, nous obtenons l’ensemble d’extensions {{j1po1, j2po3,
j3po4}, {j1po2, j2po3, j3po4}}.
Sémantique stable Comme vu précédemment, cette sémantique rajoute une
contrainte forte à la précédente. En effet, en plus de respecter ce qui a été dit
plus haut pour la sémantique préférée, une équipe stable doit faire en sorte que
toute autre association joueur/poste soit attaquée par l’équipe. Ceci permet une
justification optimale du rejet d’un joueur sur un poste car si ce dernier ne peut
jouer à un poste, c’est forcément parce qu’un autre joueur lui est préféré à ce poste,
ou que lui-même doit jouer à un autre poste. Cette sémantique permet donc, en
quelque sorte, de trouver les organisations de l’équipe les plus justifiables (vis-à-
vis des critiques, par exemple), puisque tout choix d’abandon d’une association
joueur/poste sera justifié par une “meilleure” association. Il est possible de ne pas
trouver d’équipe stable, signifiant alors qu’aucune disposition de l’équipe n’a permis
de justifier l’impossibilité pour un joueur d’officier à un poste particulier.
Cette sémantique peut donc se révéler désirable lorsque l’on souhaite ne négliger
aucune des organisations possibles de l’équipe (à la manière de la sémantique préfé-
rée) tout en favorisant les organisations justifiant l’éviction de joueurs sur certains
postes.
Si nous utilisons la sémantique stable sur le système d’argumentation de la fi-
gure 3.5 page ci-contre, nous obtenons l’ensemble d’extensions {{j1po1, j2po3, j3po4},
{j1po2, j2po3, j3po4}}.
Sémantique semi-stable Cette sémantique à mi-chemin entre sémantique
préférée et sémantique stable permet de sélectionner les ensembles associations
joueur/poste attaquant le plus grand nombre d’autres associations. Son premier
avantage est de s’assurer, à l’inverse de la sémantique stable, qu’il y aura au moins
une équipe possible. Elle permet par ailleurs de trouver les équipes justifiant le plus
possible ses choix par l’éviction du plus grand nombre d’associations joueurs/postes.
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À ce titre, elle est donc désirable lorsque la sémantique stable n’offre aucune
extension car elle permet de se rabattre sur la ou les “meilleures” organisations
d’équipe possibles, c’est-à-dire celles qui laissent le moins de doute sur le choix des
associations joueur/poste,
Si nous utilisons la sémantique semi-stable sur le système d’argumentation de
la figure 3.5 page 50, nous obtenons l’ensemble d’extensions {{j1po1, j2po3, j3po4},
{j1po2, j2po3, j3po4}}.
Interprétation du statut d’un argument
Examinons maintenant les statuts des arguments dans ces différentes séman-
tiques et leurs interprétations dans le contexte de l’allocation de ressources.
Accepté sceptiquement Un argument accepté sceptiquement appartient à
toutes les extensions de la sémantique considérée. Un tel argument représente une
association joueur/poste valable et reconnue dans toutes les configurations possibles
de l’équipe. Il n’y a donc aucun doute sur le fait que ce joueur doit jouer à ce poste,
étant incontesté à celui-ci.
Accepté crédulement Un argument accepté crédulement appartient à une
(ou plusieurs mais pas toutes) des multiples extensions de la sémantique considérée.
Un tel argument représente ici une association joueur/poste considérée comme va-
lable bien qu’elle soit contestable dans une ou plusieurs des organisations possibles
de l’équipe.
Une association joueur/poste étant exclusive, il est impossible que deux joueurs
soient au même poste à la fois (ou que deux postes soient occupés par un même
joueur). Néanmoins, ceci peut être intéressant pour tenir compte des remplaçants,
c’est-à-dire des joueurs jouant au même poste, mais pas en même temps. Cela per-
met également de représenter l’information qu’un joueur peut officier à un poste
différent. Un argument accepté crédulement représente donc une possibilité straté-
gique pour l’entraîneur, un choix potentiel éprouvé par une des organisations, qu’il
garde dans sa besace dans l’éventualité d’un changement nécessaire de la structure
de son équipe.
Rejeté N’appartenant à aucune des extensions de la sémantique considérée,
un argument rejeté représente une association joueur/poste n’étant valable dans
aucune des organisations possibles de l’équipe. Quelle que soit la forme finale de
cette dernière, le joueur ne jouera pas à ce poste, ni en titulaire, ni en remplaçant.
Maintenant que nous avons présenté ces trois applications du point de vue sta-
tique de l’argumentation abstraite classique, il convient de s’intéresser à sa facette
dynamique, ce que nous faisons dans la section suivante.
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3.3.2 Interprétation des opérations de changement pour l’alloca-
tion de ressources
Addition d’argument L’addition d’un argument correspond à la prise en
compte d’une nouvelle association joueur/poste. Ceci peut correspondre à l’arrivée
d’un nouvel inscrit pouvant jouer à certains postes, au retour de blessure d’un
ancien joueur voulant reprendre ses activités, l’entraînement d’un joueur à un poste
auquel il ne pouvait prétendre auparavant, etc. L’addition d’une nouvelle association
occasionne de fait des conflits et autres incompatibilités avec les autres associations
concernant le même joueur ou le même poste, ce qui engendre l’addition de nouvelles
attaques. 5
Suppression d’argument Opération inverse de la précédente, elle représente
la défausse d’une association joueur/poste. Un joueur quittant l’équipe, une blessure
ou encore une perte de niveau à un certain poste ont pour conséquence la suppression
de l’association correspondante. Une incompatibilité n’ayant plus lieu d’être si sa
rivale n’existe plus, les attaques concernant l’association sont supprimées par la
même occasion. 6
Addition d’attaque L’addition d’attaque correspond à l’apparition d’une
nouvelle incompatibilité entre deux associations. Intuitivement, cela signifie le fait
qu’une association pouvant auparavant être sélectionnée simultanément à une autre
auparavant, ne le peut plus ; par ailleurs, une association étant auparavant rejetée
peut désormais se “défendre” face à une association qui la court-circuitait.
Cela permet de représenter, entre autres, l’émergence de problèmes relationnels
entre deux joueurs, un changement de préférence ou encore qu’un joueur a repris
suffisamment de niveau peut être à nouveau sélectionnable sur un poste particulier.
Suppression d’attaque La suppression d’attaque correspond, à l’inverse de
la précédente, à la disparition d’une incompatibilité entre deux associations. Cela
indique soit que le choix d’une association n’implique plus le rejet d’une autre,
soit, dans le cas d’une attaque mutuelle entre deux associations, l’apparition d’une
préférence pour l’une d’entre elles.
Inversement à l’addition d’attaque, une telle opération permet de représenter
l’adoucissement des mœurs entre deux joueurs, la perte de niveau d’un joueur à un
poste lui faisant perdre sa place, etc.
Nous allons maintenant conclure en présentant une liste non exhaustive d’ap-
plications potentielles présentant les causes d’une addition ou d’une suppression
d’argument ou d’attaque.
5. Dans une dimension moins sportive et plus relative à l’emploi, cela peut également corres-
pondre à la création d’un nouveau poste que les actuels employés peuvent tenter de briguer ; une
telle nouvelle association sera donc en conflit avec celle représentant l’ancien emploi de la personne.
6. Dans le domaine de l’emploi, la tristement célèbre “suppression de postes” se comprend sans
besoin d’explication.
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3.4 Discussion
Dans ce chapitre, nous avons donné l’intuition des concepts abstraits sur laquelle
nous nous basons grâce à trois exemples détaillés, à savoir
• une audience de tribunal voyant s’affronter un procureur et un avocat pour
déterminer la culpabilité d’un accusé,
• une discussion entre plusieurs personnes pour arrêter une décision quant à
l’objet de la soirée et
• un problème d’allocation de ressources, c’est-à-dire d’affectation de personnes
sur des postes mutuellement exclusifs.
Dans chacun de ces exemples, nous avons en premier lieu montré comment rac-
crocher la théorie de l’argumentation abstraite de Dung (1995) à la réalité. Pour
cela, nous avons modélisé ces contextes de la vie de tous les jours grâce à l’argumen-
tation abstraite. Pour chacun de ces contextes, une explication intuitive des notions
importantes du cadre de Dung a été donnée, en particulier pour les notions de sé-
mantique et de statut des arguments, justifiant ainsi leur existence théorique. En
second lieu, nous avons étudié le caractère dynamique de l’argumentation dans ce
contexte en montrant son intérêt pour capturer des mécanismes classiques de l’inter-
action humaine ainsi qu’en expliquant à quoi pourrait correspondre des opérations
de changement dans un contexte tel que l’allocation de ressources.
Notons que ces trois exemples ne résument pas l’ensemble des cas d’utilisation
des quatre opérations de changement. Sans tenter d’en donner une liste exhaustive,
voici un ensemble de cas induisant l’addition d’un argument, la suppression d’un
argument et enfin l’addition ou la suppression d’une interactions uniquement.
• L’addition d’un argument peut être induite par
— l’arrivée d’une nouvelle information permettant la construction d’un nou-
vel argument ;
— dans un contexte multi-agents, l’énonciation par un agent d’un argument
non encore connu par les autres agents (on ne construit pas un nouvel
argument, il est donné directement) : ceci est illustré par l’exemple de
l’audience de tribunal présenté dans la section 3.1 page 30 ;
— la réhabilitation d’un argument préalablement interdit : un argument qui
a été écarté parce qu’il était illégal au regard du contexte du moment
peut être à nouveau pris en compte si ce contexte vient à changer.
• La suppression d’un argument peut être induite par
— une révision des connaissances sous-jacentes (si une connaissance n’a plus
de sens, peut-être vaut-il mieux supprimer le ou les arguments y étant
associés plutôt que d’ajouter un attaquant) ;
— la mise en place d’une stratégie, c’est-à-dire ne pas vouloir/pouvoir ré-
véler un argument (normes sociales, volonté de ne pas fournir d’infor-
mations à un adversaire, etc.) : nous en donnons une illustration concise
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au travers de la notion d’occultation grâce à l’exemple de l’organisation
d’une soirée dans la section 3.2 page 39 ;
— l’adaptation au contexte (arguments tronqués 7, agents ne partageant
pas les mêmes bases de connaissances, les mêmes logiques de construc-
tion d’arguments) : l’objection, décrite également dans l’exemple de l’au-
dience, exemplifie la suppression d’un argument considéré comme illégal
au regard du contexte ;
— un processus de vérification a posteriori : si cet argument n’avait pas été
donné, que se serait-il passé ?
• Les addition et suppression d’une attaque peuvent être induites par
— l’addition ou la suppression d’un argument ;
— des préférences entre arguments : suppression de l’attaque allant sur un
argument que l’on préfère à son attaquant ; notons que ces préférences
peuvent aussi évoluer suite à un changement de priorités : par exemple, si
l’on suppose que les arguments sont créés à partir de règles ayant chacune
une certaine priorité, un changement dans ces priorités peut modifier les
préférences que l’on a sur nos arguments, et donc les attaques qu’il y a
entre eux ;
— la prise en compte de la force (Cayrol et al. (2010a)) des attaques : des
attaques pondérées jugées trop faibles ou trop incertaine (i.e. sous un
certain seuil) peuvent être supprimées ;
— l’adaptation au contexte (arguments tronqués, agents ne partageant pas
les mêmes bases de connaissances, les mêmes logiques de construction
d’attaques).
Il est intéressant de noter que certaines causes sont présentes plusieurs fois :
la “révision” des connaissances de l’agent (ajout ou remise en cause), la prise en
compte du contexte ou bien celle de préférences/priorités. La première de ces causes
est classique et nous ne l’aborderons donc pas ; par contre, l’annexe D.2 page 225
examine de plus près les deux autres situations au travers d’exemples.
Parmi ces quatre opérations, nous avons en particulier présenté des cas d’utili-
sation concrets de l’opération de suppression d’un argument (opération peu appro-
fondie dans la littérature jusque-là) notamment lors de l’objection d’un argument.
L’utilité de cette opération nous pousse à l’étudier plus avant, au côté de celle, plus
classique, d’addition d’un argument.
Ainsi, dans la suite de ce travail, nous proposons une étude théorique du chan-
gement couvrant à la fois l’addition et la suppression d’un argument. Pour cela,
dans la partie suivante, nous commençons par modifier la typologie de propriétés
du changement proposée par Cayrol et al. (2010c) de façon en prendre en compte
7. Un argument tronqué, aussi appelé enthymème, est un argument dont une des prémisses ou
la conclusion a été omise (Audi (1999)).
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ces deux opérations (chapitre 4 page 59). Nous proposons ensuite une caractérisa-
tion des différentes propriétés du changement pour chacune de ces deux opérations
(chapitre 5 page 81).
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Nous l’avons vu précédemment, au fil d’une discussion ou lors de l’acquisition de
nouvelles informations, un système d’argumentation peut subir des changements,
tels que l’addition d’un nouvel argument ou la suppression d’un argument considéré
comme inapproprié. Il est intéressant d’examiner ces changements et les modifi-
cations qu’ils entraînent. En particulier, nous souhaitons pouvoir caractériser ces
modifications, appelées propriétés du changement (voir la section 2.2 page 16), c’est-
à-dire trouver les conditions nécessaires et/ou suffisantes décrivant l’évolution du
système d’argumentation lorsqu’on rajoute ou supprime un argument. Cette étude
a déjà été menée en partie pour l’addition d’un argument. Or, bien que l’étude de la
dynamique des systèmes d’argumentation commence à prendre de l’ampleur (Boella
et al. (2009a,b); Baumann et Brewka (2010); Moguillansky et al. (2010); Liao et al.
(2011); Liao (2014)), la suppression d’argument n’a été que peu considérée pour le
moment.
Nous proposons donc, dans ce chapitre, de préciser la notion de propriété du
changement, introduite dans Cayrol et al. (2010c), ainsi que la typologie les réper-
toriant, afin de prendre en compte l’opération de suppression d’un argument.
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En effet, cette typologie, ayant été faite initialement dans l’optique d’une étude
focalisée sur l’addition d’un argument, permet difficilement de couvrir à la fois
les changements causés par l’addition et la suppression d’argument. Par exemple,
en nous référant à la typologie présentée dans la table 2.2 page 19, si l’addition
d’un argument cause un changement expansif (“expansive”), le fait de le supprimer
pour obtenir à nouveau le système d’origine causerait un changement modifiant
(“altering”) ; or, ce dernier pourrait être qualifié de façon plus précise.
Ce chapitre se compose de deux sections principales, la première donnant quel-
ques notions formelles portant sur les propriétés du changement (section 4.1), et
la seconde proposant un catalogue approfondi des propriétés du changement re-
flétant les possibles modifications d’un système d’argumentation (section 4.2 page
ci-contre). Enfin, la section 4.3 page 75 propose une synthèse des résultats.
En outre, notons que ce chapitre développe les résultats de Bisquert (2011);
Bisquert et al. (2011, 2012b).
4.1 Nouvelles notions
L’impact d’une opération de changement sur un système d’argumentation est
étudié au travers de la notion de propriété du changement, ce qui constitue la pre-
mière de nos nouvelles notions. Ainsi, une propriété du changement pi peut être vue
comme un ensemble de paires (G,G′), où G et G′ sont les graphes d’argumentation
représentant le système avant et après le changement et telles que le changement
de G à G′ satisfait pi.
Reprenons notre exemple 2.3 page 17 montrant qu’un même système d’argu-
mentation peut être obtenu via différentes opérations de changement.
Exemple 2.3 (cont.). Soit la propriété pi suivante :
pi(G,G′) si et seulement si : “Toute extension du système d’argumenta-
tion d’arrivée (G′) est incluse dans au moins une extension du système
d’argumentation de départ (G).”
Ainsi, pour la sémantique basique, pi(G1,G′) n’est pas vérifiée, mais pi(G2,G′),
pi(G3,G′) et pi(G4,G′) le sont.
Dans la suite de ce travail, nous parlerons souvent du fait qu’une opération de
changement satisfait une propriété particulière :
Définition 4.1 (Opération satisfaisant une propriété). Une opération de
changement o satisfait une propriété pi si et seulement si ∀G, pi(G, o(G)).
Exemple 2.3 (cont.). Le système d’argumentation G1 est tel que pi(G1,G′) n’est
pas vérifiée. Ainsi, l’opération de changement o1 = ⊖◯(z,Rz), avec Rz = ({(z, x),
(z, y)}), ne satisfait pas pi.
Nous allons maintenant établir une typologie de ces propriétés du changement.
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4.2 Nouvel ensemble de propriétés du changement
Les propriétés du changement reflètent des modifications d’un système d’argu-
mentation causées par une opération de changement. Au sein de cette section, nous
nous intéressons à ces modifications et tentons de les définir de façon à obtenir une
classification précise (sans recouvrement) et exhaustive. Pour ce faire, nous nous
concentrons en premier lieu sur les propriétés concernant l’ensemble des extensions,
puis en second lieu sur les propriétés concernant les ensembles d’arguments et enfin
sur les propriétés concernant le statut d’un argument particulier.
Notons que, bien que les propriétés décrites dans cette section concernent n’im-
porte quel type de changement (⊕, ⊖, ⊕◯, ⊖◯), elles ne seront illustrées que grâce
à des exemples portant sur l’opération de suppression d’un argument et de ses
interactions (⊖◯).
4.2.1 Propriétés concernant l’ensemble des extensions
Tout d’abord, nous décrirons trois cas possibles d’évolution de l’ensemble des
extensions :
• le cas extensif , dans lequel le nombre d’extensions augmente,
• le cas restrictif , dans lequel le nombre d’extensions diminue,
• le cas constant, dans lequel le nombre d’extensions reste le même.
Pour chacun de ces cas, nous étudierons des sous-cas particuliers ; ces derniers
étant nombreux, voici une courte explication de la notation servant à les désigner :
une propriété 1 est qualifiée grâce à une lettre (e pour extensif , r pour restrictif et
c pour constant) ayant un indice de la forme γ − γ′, où γ se rapporte à l’ensemble
des extensions avant le changement et γ′ se rapporte à l’ensemble des extensions
après le changement. γ et γ′ peuvent ainsi être :
• 0, qui indique que le système d’argumentation n’a pas d’extension,
• 1v, qui indique que le système d’argumentation a une seule extension vide,
• 1nv, qui indique que le système d’argumentation a une seule extension non
vide,
• k (resp. j), qui indique que le système d’argumentation a k (resp. j) extensions
telles que 1 < k (resp. 1 < j < k).
Par exemple, la notation e0−1nv traduit le fait, qu’au cours de changement, le
nombre d’extensions augmente (un cas extensif donc), n’ayant aucune extension
avant le changement (0) et une extension non vide après le changement (1nv).
1. Notons néanmoins que certaines propriétés particulières du cas constant ne peuvent pas
utiliser la nomenclature présentée ici car elles s’appuient sur d’autres notions que le nombre d’ex-
tensions ou leur possible vacuité ; nous utiliserons donc une notation où l’indice est remplacé par
un qualificatif. Par exemple, nous aurons affaire à la propriété c-conservatif quand les extensions
sont les mêmes avant et après le changement.
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Notons également que pour des raisons de simplicité, nous dirons d’un chan-
gement satisfaisant une propriété pi qu’il est un “changement pi” ; par exemple, un
changement satisfaisant la propriété e0−1nv est dit changement e0−1nv.
4.2.1.1 Cas extensif
Cas général
Nous nous proposons d’étudier tout d’abord le cas où un changement induit
une augmentation du nombre d’extensions dans le système d’argumentation, ce que
nous nommons changement extensif .
Définition 4.2 (Changement extensif). Le changement de G à G′ est extensif
si et seulement si |E| < |E′|.
Cas particuliers
Le changement extensif étant très général, nous nous proposons donc de raffiner
cette propriété suivant le nombre d’extensions de G et G′.
En outre, puisque nous ne supposons pas l’utilisation d’une sémantique par-
ticulière, nous nous devons de distinguer tous les cas particuliers possibles : la
sémantique stable autorisera par exemple de n’avoir aucune extension (|E| = 0),
chose qui est impossible en sémantique préférée, mais où il est possible d’avoir une
extension vide (|E| = 1, E = ∅).
Définition 4.3 (Changement e0−1nv). Le changement de G à G′ est e0−1nv si et
seulement si |E| = 0 et |E′| = 1, avec E ′ 6= ∅.
Exemple 4.1. Sous la sémantique stable, le changement ⊖◯ avec z et Rz = {(z, a),





Définition 4.4 (Changement e0−k). Le changement de G à G′ est e0−k si et
seulement si |E| = 0 et |E′| > 1.
Exemple 4.2. Sous la sémantique stable, le changement ⊖◯ avec z et Rz = {(z, a)}
est e0−k car :
a b d e
z c g f
E = ∅,
E′ = {{a, d, f}, {a, d, g}}.
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Définition 4.5 (Changement e1v−k). Le changement de G à G′ est e1v−k si et
seulement si |E| < |E′| et |E| = 1, avec E = ∅.
Exemple 4.3. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =
{(z, a), (z, b), (e, z)} est e1v−k car :
a b c d
z e
E = {{}},
E′ = {{a}, {b, d}}.
Définition 4.6 (Changement e1nv−k). Le changement de G à G′ est e1nv−k si et
seulement si |E| < |E′| et |E| = 1, avec E 6= ∅.
Exemple 4.4. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z et




E′ = {{a}, {b}}.
Définition 4.7 (Changement ej−k). Le changement de G à G′ est ej−k si et
seulement si 1 < |E| < |E′|.
Exemple 4.5. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z et




E = {{z, b}, {z, c}},
E′ = {{a}, {b}, {c}}.
Remarque 4.1. Puisque nous ne considérons que les sémantiques préférée, basique
et stable, il est important de noter que le cas e0−1v, c’est-à-dire le fait de n’avoir
aucune extension avant le changement et une extension vide après le changement,
est impossible. En effet, un tel changement pourrait avoir lieu dans deux configura-
tions :
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• s’il est possible de changer de sémantique lors du changement,
• si l’on manipule un système d’argumentation n’ayant qu’un seul argument
s’attaquant lui-même que l’on supprime (par exemple, dans le cas de la sé-
mantique stable).
Or, nous avons supposé précédemment que le changement de sémantique ainsi que
les arguments s’attaquant eux-même ne sont pas autorisés. La propriété du chan-
gement e0−1v ne peut donc jamais avoir lieu.
4.2.1.2 Cas restrictif
Cas général
De façon symétrique au changement extensif , nous nous proposons d’étudier
à présent le cas où un changement induit une diminution du nombre d’extensions
dans le système d’argumentation, ce que nous nommons changement restrictif .
Définition 4.8 (Changement restrictif). Le changement de G à G′ est restrictif
si et seulement si |E| > |E′|.
Cas particuliers
Pour les cas particuliers de changement restrictif , nous procédons de la même
manière que pour le changement extensif , c’est-à-dire que nous prenons en compte
le nombre d’extensions ainsi que leur possible vacuité.
Définition 4.9 (Changement r1nv−0). Le changement de G à G′ est r1nv−0 si et
seulement si |E| = 1, avec E 6= ∅, et |E′| = 0.
Exemple 4.6. Sous la sémantique stable, le changement ⊖◯ avec z et Rz = {(z, a)}
est r1nv−0 car :
a b
z c
E = {{z, b}},
E′ = ∅.
Définition 4.10 (Changement rk−0). Le changement de G à G′ est rk−0 si et
seulement si |E| > 1 et |E′| = 0.
Exemple 4.7. Sous la sémantique stable, le changement ⊖◯ avec z et Rz = {(z, c),
(z, e)} est rk−0 car :
b a d f
c ez
E = {{z, a, f}, {z, b, d}},
E′ = ∅.
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Définition 4.11 (Changement rk−1v). Le changement de G à G′ est rk−1v si et
seulement si |E| > |E′| et |E′| = 1, avec E ′ = ∅.
Exemple 4.8. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =
{(z, e)} est rk−1v car :
a b c d
z e f
E = {{z, a}, {z, b, d}},
E′ = {{}}.
Définition 4.12 (Changement rk−1nv). Le changement de G à G′ est rk−1nv si
et seulement si |E| > |E′| et |E′| = 1, avec E ′ 6= ∅.
Exemple 4.9. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z et
Rz = {(z, a), (a, z)} est rk−1nv car :
z a E = {{z}, {a}},
E′ = {{a}}.
Définition 4.13 (Changement rk−j). Le changement de G à G′ est rk−j si et
seulement si 1 < |E′| < |E|.
Exemple 4.10. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(z, a), (a, z), (z, b), (b, z)} est rk−j car :
z
a b
E = {{z}, {a}, {b}},
E′ = {{a}, {b}}.
Remarque 4.2. Pour les mêmes raisons que celles évoquées dans la remarque 4.1
page 63, le cas r1v−0, c’est-à-dire le fait d’avoir une extension vide avant le chan-
gement et de n’avoir aucune extension après le changement, est impossible.
4.2.1.3 Cas constant
Cas général
Contrairement à ce que nous avons vu précédemment, nous nous intéressons
maintenant au cas où un changement n’induit aucune modification du nombre d’ex-
tensions, ce que nous nommons changement constant.
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Définition 4.14 (Changement constant). Le changement de G à G′ est constant
si et seulement si |E| = |E′|.
Cas particuliers
Parmi les cas particuliers, nous raffinons selon la vacuité des extensions (être
vide ou ne pas l’être).
Définition 4.15 (Changement c1v−1nv). Le changement de G à G′ est
c1v−1nv si et seulement si |E| = |E′| = 1, E = ∅ et E ′ 6= ∅.
Exemple 4.11. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =





Définition 4.16 (Changement c1nv−1v). Le changement de G à G′ est
c1nv−1v si et seulement si |E| = |E′| = 1, E 6= ∅ et E ′ = ∅.
Exemple 4.12. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =
{(z, a)} est c1nv−1v car :
z a
c b
E = {{z, b}},
E′ = {{}}.
Considérer le cas constant nous permet aussi de nous concentrer sur d’autres
critères que le seul nombre d’extensions de G et G′, ou la possible vacuité de ces
mêmes extensions. Nous pouvons ainsi prendre en compte les inclusions éventuelles
entre les différentes extensions (de G vers G′ et vice-versa).
Définition 4.17 (Changement c-conservatif). Le changement de G à G′ est
c-conservatif si et seulement si E = E′.
Exemple 4.13. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =
{(a, z), (b, z)} est c-conservatif car :
a b
z
E = {{a}, {b}},
E′ = {{a}, {b}}.
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Définition 4.18 (Changement c-expansif). Le changement de G à G′ est c-
expansif si et seulement si
1. |E| = |E′| > 0,
2. ∀Ei ∈ E,∃E ′j ∈ E′,∅ 6= Ei ⊂ E ′j et
3. ∀E ′j ∈ E′,∃Ei ∈ E,∅ 6= Ei ⊂ E ′j.
Exemple 4.14. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =




E′ = {{a, c}}.
Proposition 4.1. Dans le cadre d’un changement par addition ou suppression
d’un argument z, en sémantique préférée, stable ou basique, la condition 3 de la
définition 4.18 est conséquence des conditions 1 et 2 de cette même définition.
La démonstration de la proposition 4.1 est disponible dans l’annexe C.1 page 197.
Notons que les conditions 2 et 3 ne sont pas équivalentes, même en présence de







Sous la sémantique préférée,
E = {{a}, {i, b, d, g}}.
Supposons qu’un changement ait lieu par l’addition de z et de Rz = {(z, i), (z, h),
(z, e)}, nous obtenons :






Sous la sémantique préférée,
E′ = {{a, z, c, g}, {a, z, f, d}}.
Ce changement satisfait les conditions 1 et 3, mais pas la condition 2.
Le changement c-limitatif est défini de façon similaire au changement c-expansif ;
la définition suivante est donc le pendant de la définition 4.18 page précédente. Par
conséquent, il existe une proposition similaire, que nous verrons un peu plus loin, à
la proposition 4.1 page précédente concernant le changement c-limitatif .
Définition 4.19 (Changement c-limitatif). Le changement de G à G′ est c-
limitatif si et seulement si
1. |E| = |E′| > 0,
2. ∀Ei ∈ E, ∃E ′j ∈ E′,∅ 6= E ′j ⊂ Ei et
3. ∀E ′j ∈ E′, ∃Ei ∈ E,∅ 6= E ′j ⊂ Ei.
Exemple 4.16. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(b, z)} est c-limitatif car :
a b c
z d
E = {{a, c, z}, {a, d, z}},
E′ = {{a, c}, {a, d}}.
Proposition 4.2. Dans le cadre d’un changement par addition ou suppression
d’un argument z, en sémantique préférée, stable ou basique, la condition 2 de la
définition 4.19 est conséquence des conditions 1 et 3 de cette même définition.
La démonstration de la proposition 4.2 est disponible dans l’annexe C.1 page 197.
Remarquons que l’exemple 4.15 page précédente peut être lu à l’envers en consi-
dérant que le système contenant z est le système de départ et qu’on réalise sur ce
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système une suppression d’argument. Dans ce cas, cela illustre le fait que les condi-
tions 1 et 2 de la definition 4.19 page précédente ne suffisent pas à impliquer la
condition 3 (chaque extension de départ contient une extension d’arrivée et pour-
tant il existe une extension d’arrivée qui n’est incluse dans aucune extension de
départ).
Définition 4.20 (Changement c-modifiant). Le changement de G à G′ est c-
modifiant si et seulement si |E| = |E′| et qu’il n’est ni c-conservatif, ni c-expansif,
ni c-limitatif, ni c1nv−1v, ni c1v−1nv.
Exemple 4.17. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(z, a)} est c-modifiant car :
z
a b c
E = {{z, b}},
E′ = {{a, c}}.
Les différentes correspondances entre les propriétés de Cayrol et al. (2010c) et






































Table 4.1 – Récapitulatif des correspondances entre les propriétés définies par Cayrol et al.
(2010c) et celles définies dans ce travail.
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4.2.2 Propriétés concernant les ensembles d’arguments
Nous avons vu dans la section précédente qu’un changement peut occasionner
une modification structurelle de l’ensemble des extensions, dont la taille peut aug-
menter, diminuer ou rester constante. Néanmoins, un changement peut également
avoir un impact sur l’acceptabilité d’ensembles d’arguments. Dans cette section,
nous nous intéressons à cet impact particulier en définissant une certaine notion de
continuité dans l’acceptabilité d’ensembles d’arguments.
Ainsi, lors d’un dialogue, par exemple, il peut être souhaitable que l’addition
ou la suppression d’un argument n’influe pas sur l’acceptation des autres argu-
ments. Une première forme de la propriété de monotonie, la “monotonie de G vers
G′”, traduit ce desiderata en exprimant le fait que tous les ensembles d’arguments
acceptés conjointement avant le changement sont toujours acceptés conjointement
après. Ainsi, aucun argument accepté n’est perdu et il y a donc une expansion (non
stricte) de l’acceptabilité.
Définition 4.21 (Monotonie expansive simple). Le changement de G à G′ sa-
tisfait la propriété de monotonie expansive simple 2 si et seulement si ∀Ei ∈ E, ∃E ′j ∈
E′, Ei ⊆ E ′j.
Par ailleurs, il peut également être désirable que l’addition ou la suppression
d’un argument ne permette pas à d’autres arguments d’être nouvellement acceptés,
par exemple lors d’un débat avec un adversaire. Ceci est reflété par une autre forme
de la propriété de monotonie, la “monotonie de G′ vers G”, formulant le fait que
tous les ensembles d’arguments acceptés conjointement après le changement étaient
déjà acceptés conjointement avant. Ainsi, aucun argument accepté n’est gagné et il
y a donc une restriction (non stricte) de l’acceptabilité.
Définition 4.22 (Monotonie restrictive simple). Le changement de G à G′ sa-
tisfait la propriété de monotonie restrictive simple si et seulement si ∀E ′j ∈ E′,∃Ei ∈
E, E ′j ⊆ Ei.
Ces propriétés de monotonie expansive simple et monotonie restrictive simple
peuvent prendre des formes plus précises suivant le critère d’acceptabilité des ar-
guments. Ainsi, la monotonie expansive crédule correspond au fait que tout argu-
ment accepté crédulement avant le changement l’est toujours après, et la monotonie
restrictive crédule traduit le fait que tout argument accepté crédulement après le
changement l’était déjà avant.
Définition 4.23 (Monotonie expansive crédule). Le changement de G à G′






2. Notons que la propriété de monotonie expansive simple correspond à la notion de monotonie
de Cayrol et al. (2010c)
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Définition 4.24 (Monotonie restrictive crédule). Le changement de G à G′






De façon analogue, la monotonie expansive sceptique correspond au fait que
tout argument accepté sceptiquement avant le changement l’est toujours après et
la monotonie restrictive sceptique correspond au fait que tout argument accepté
sceptiquement après le changement l’était déjà avant.
Définition 4.25 (Monotonie expansive sceptique). Le changement de G à G′






Définition 4.26 (Monotonie restrictive sceptique). Le changement de G à G′






Notons le lien entre monotonies simples et monotonies crédules :
Proposition 4.3.
• Si le changement de G à G′ satisfait la propriété de monotonie expansive
simple alors il satisfait la propriété de monotonie expansive crédule.
• Si le changement de G à G′ satisfait la propriété de monotonie restrictive
simple alors il satisfait la propriété de monotonie restrictive crédule.
La démonstration de la proposition 4.3 est disponible dans l’annexe C.1 page 197.
Cette proposition est illustrée par les exemples 4.18 à 4.20 pages 71–72. D’autre
part, les exemples 4.19 et 4.20 page suivante montrent que ce lien n’existe pas entre
monotonies simples et monotonies sceptiques.
Exemple 4.18. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(b, z)} est
• monotone restrictif simple mais pas monotone expansif simple
• donc monotone restrictif crédule et
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Où :
E = {{a, c, z}, {a, d, z}}, E′ = {{a, c}, {a, d}},⋃
1≤i≤|E|
Ei = {{a, c, d, z}},
⋃
1≤j≤|E′|
E ′j = {{a, c, d}},⋂
1≤i≤|E|
Ei = {{a, z}},
⋂
1≤j≤|E′|
E ′j = {{a}}.
Exemple 4.19. Sous la sémantique préférée, le changement ⊖◯ avec z et Rz =
{(z, b), (e, z)} est
• monotone expansif simple mais pas monotone restrictif simple
• donc monotone expansif crédule et





E = {{a, c, e}, {a, d, e}}, E′ = {{a, c, e}, {a, d, e}, {b, d}},⋃
1≤i≤|E|
Ei = {{a, c, d, e}},
⋃
1≤j≤|E′|
E ′j = {{a, b, c, d, e}},⋂
1≤i≤|E|
Ei = {{a, e}},
⋂
1≤j≤|E′|
E ′j = {{}}.
Exemple 4.20. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(z, a), (a, z), (z, b), (b, z), (c, z)} est
• monotone restrictif simple mais pas monotone expansif simple
• donc monotone restrictif crédule et
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Où :
E = {{d, z}, {a, b, d}}, E′ = {{a, b, d}},⋃
1≤i≤|E|
Ei = {{a, b, d, z}},
⋃
1≤j≤|E′|





E ′j = {{a, b, d}}.
4.2.3 Propriétés concernant le statut d’un argument
La section précédente nous a permis de considérer l’impact d’une opération de
changement sur des ensembles d’arguments : sur une extension du système d’ar-
gumentation, sur l’union des extensions ou encore sur l’intersection des extensions.
Une opération de changement peut également avoir une influence sur le statut des
arguments, même si cet argument n’est pas celui concerné directement par l’opé-
ration de changement. Par exemple, la suppression d’un argument z peut avoir un
effet drastique sur le statut des arguments attaqués par z.
Par conséquent, nous nous intéressons dans cette section aux propriétés tradui-
sant l’altération ou la conservation du statut d’un argument particulier x lorsqu’une
opération de changement modifie le système d’argumentation. Nous supposons ici
que x ∈ G ∩G′, c’est-à-dire que l’argument x appartient à l’ensemble des arguments
de G et à l’ensemble des arguments de G′ ; par conséquent, nous avons x 6= z.
Définition 4.27 (Instauration d’acceptabilité). Le changement de G à G′ est
une instauration d’acceptabilité pour un argument x si et seulement si ∀Ei ∈ E, x /∈
Ei et
1. ( instauration d’acceptabilité uniquement partielle) ∃E ′j ∈ E′, x ∈ E ′j et ∃E ′l ∈
E′, x /∈ E ′l .
2. ( instauration d’acceptabilité totale) ∀E ′j ∈ E′, x ∈ E ′j.
Définition 4.28 (Élimination d’acceptabilité). Le changement de G à G′ éli-
mine l’acceptabilité pour un argument x si et seulement si ∀E ′j ∈ E′, x /∈ E ′j et
1. ( élimination d’acceptabilité uniquement crédule) ∃Ei ∈ E, x ∈ Ei et ∃Ek ∈
E, x /∈ Ek.
2. ( élimination d’acceptabilité sceptique) ∀Ei ∈ E, x ∈ Ei.
Outre la pure apparition ou disparition de l’acceptabilité d’un argument, ce
dernier peut subir une modification moins “brutale” de son statut d’acceptabilité,
c’est-à-dire passer d’une acceptation crédule à une acceptation sceptique, et inver-
sement ; par exemple, un argument n’étant présent que dans quelques extensions
avant un changement, peut l’être dans toutes après le changement.
Définition 4.29 (Diffusion générale d’acceptabilité). Le changement de G à
G′ est une diffusion générale d’acceptabilité pour un argument x si et seulement si
∃Ei ∈ E, x ∈ Ei, ∃Ek ∈ E, x /∈ Ek et ∀E ′j ∈ E′, x ∈ E ′j.
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Définition 4.30 (Dégradation partielle d’acceptabilité). Le changement de
G à G′ dégrade partiellement l’acceptabilité pour un argument x si et seulement si
∀Ei ∈ E, x ∈ Ei, ∃E ′j ∈ E′, x ∈ E ′j et ∃E ′l ∈ E′, x /∈ E ′l .
Enfin, l’acceptabilité d’un argument peut ne pas accuser de modification ; l’ar-
gument conservera alors le statut qu’il possédait avant le changement ; ainsi, un
argument accepté (crédulement ou sceptiquement) ou rejeté le sera toujours après
un changement.
Notons que les définitions suivantes correspondent à des affinements de la pro-
priété de monotonie partielle proposée par Cayrol et al. (2010c) ; elles sont donc
intimement liées aux définitions des différentes formes de monotonie, dont elles
reprennent le principe au niveau d’un argument particulier.
Définition 4.31 (Conservation du statut). Le changement de G à G′ conserve
le statut d’un argument x si et seulement si
1. ( conservation de l’acceptabilité uniquement crédule) ∃Ei ∈ E, x ∈ Ei, ∃Ek ∈
E, x /∈ Ek, ∃E ′j ∈ E′, x ∈ E ′j et ∃E ′l ∈ E′, x /∈ E ′l .
2. ( conservation de l’acceptabilité sceptique) ∀Ei ∈ E, x ∈ Ei et ∀E ′j ∈ E′, x ∈ E ′j.
3. ( conservation du rejet) ∀Ei ∈ E, x /∈ Ei et ∀E ′j ∈ E′, x /∈ E ′j.
Notons que la propriété de conservation de l’acceptabilité (uniquement crédule
ou sceptique) pour x ne signifie pas que les arguments acceptés avec x sont les
mêmes avant le changement et après le changement (ce qui était le cas avec les
propriétés de monotonie présentées en section 4.2.2 page 70). Les exemples 4.21
et 4.22 page suivante illustrent les propriétés définies ci-dessus.
Exemple 4.21. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(z, d)}
• instaure l’acceptabilité totale pour d,
• élimine l’acceptabilité sceptique pour f ,
• élimine l’acceptabilité uniquement crédule pour c,
• conserve l’acceptabilité sceptique pour g,
• conserve le rejet pour e,
• conserve l’acceptabilité uniquement crédule pour a et b
car :
g a b f
e c d z
E = {{a, f, g, z}, {b, c, f, g, z}},
E′ = {{a, d, g}, {b, d, g}}.
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Exemple 4.22. Sous les sémantiques préférée et stable, le changement ⊖◯ avec z
et Rz = {(z, c), (z, d), (z, e), (d, z)}
• conserve l’acceptabilité uniquement crédule pour a, b et d
• instaure l’acceptabilité uniquement partielle pour c,
• dégrade partiellement l’acceptabilité pour f ,
• est une diffusion générale d’acceptabilité pour e
car :
b a c f
d z e
E = {{a, d, e, f}, {a, f, z}, {b, z, f}},
E′ = {{a, d, e, f}, {b, c, e}}.
4.3 Discussion
Synthèse
Tout au long de ce chapitre, nous avons présenté plusieurs propriétés du chan-
gement, et ce à différents niveaux.
Le premier niveau abordé est celui de la structure générale des extensions
(section 4.2.1 page 61), où sont étudiées les diverses modifications possibles du
nombre d’extensions. Nous avons alors identifié trois classes générales de proprié-
tés, les cas extensif (définition 4.2 page 62), restrictif (définition 4.8 page 64) et
constant (définition 4.14 page 66), traduisant respectivement une augmentation, une
diminution et une conservation du nombre d’extensions. La table 4.2 page suivante
présente ces différentes classes.
Au sein de chacune de ces classes, nous avons distingué plusieurs sous-cas par-
ticuliers, suivant la structure du système de départ et du système d’arrivée.
Ainsi, le cas général extensif a été raffiné en cinq sous-cas, à savoir :
• le changement e0−1nv (définition 4.3 page 62),
• le changement e0−k (définition 4.4 page 62),
• le changement e1v−k (définition 4.5 page 63),
• le changement e1nv−k (définition 4.6 page 63),
• le changement ej−k (définition 4.7 page 63).
De façon symétrique, le cas général restrictif a également été raffiné en cinq
sous-cas :
• le changement r1nv−0 (définition 4.9 page 64),
• le changement rk−0 (définition 4.10 page 64),




′| = 0 |E′| = 1 |E′| > 1
|E| = 0 Constant Extensif Extensif
|E| = 1 Restrictif Constant Extensif
|E| > 1 Restrictif Restrictif
Si |E| < |E′| :
Extensif
Si |E| = |E′| :
Constant
Si |E| > |E′| :
Restrictif
Table 4.2 – Classes de propriétés.
• le changement rk−1v (définition 4.11 page 65),
• le changement rk−1nv (définition 4.12 page 65),
• le changement rk−j (définition 4.13 page 65).
Enfin, le cas général constant a été raffiné en six sous-cas :
• le changement c1v−1nv (définition 4.15 page 66),
• le changement c1nv−1v (définition 4.16 page 66),
• le changement c-conservatif (définition 4.17 page 66),
• le changement c-expansif (définition 4.18 page 67),
• le changement c-limitatif (définition 4.19 page 68),
• le changement c-modifiant (définition 4.20 page 69).
Les tables 4.3 et 4.4 page suivante présentent la classification de l’ensemble de
ces sous-cas.
Le deuxième niveau abordé est celui des ensembles d’arguments (section 4.2.2
page 70), où nous nous intéressons à la notion de monotonie, c’est-à-dire au fait que
tout ensemble d’arguments précédemment accepté l’est toujours après un change-
ment ou, au contraire, que tout ensemble d’arguments accepté après un changement
l’était déjà avant.
Ainsi, nous distinguons deux grands types de monotonie, chacun d’entre eux
possédant trois formes plus précises suivant le critère d’acceptabilité des arguments :
• la monotonie expansive qui recouvre 3 cas :
— la monotonie expansive simple (définition 4.21 page 70),





′| = 0 |E
′| = 1
E ′ = ∅
|E′| = 1
E ′ 6= ∅ |E
′| > 1
|E| = 0 c-conservatif ∇ e0−1nv e0−k
|E| = 1,
E = ∅ ∇ c-conservatif c1v−1nv e1v−k
|E| = 1,
E 6= ∅ r1nv−0 c1nv−1v Voir table 4.4 e1nv−k
|E| > 1 rk−0 rk−1v rk−1nv
Si |E| < |E′| :
ej−k
Si |E| = |E′| :
Voir table 4.4
Si |E| > |E′| :
rk−j
∇.Cas ne pouvant se produire que par un changement de sémantique ou en
autorisant un système d’argumentation vide et des arguments s’attaquant
eux-mêmes, ce que nous ne considérons pas ici.
Table 4.3 – Classification des propriétés.
Toutes les extensions restent les mêmes c-conservatif
Toutes les extensions sont augmentées de
quelques arguments et n’étaient pas vides
au départ
c-expansif
Toutes les extensions sont diminuées de
quelques arguments mais sans devenir
vides
c-limitatif
Pour tout autre cas de changement
constant non encore répertorié c-modifiant
Table 4.4 – Récapitulatif des propriétés structurelles lorsque |E| = |E′|.
— la monotonie expansive sceptique (définition 4.25 page 71),
• la monotonie restrictive qui recouvre 3 cas :
— la monotonie restrictive simple (définition 4.22 page 70),
— la monotonie restrictive crédule (définition 4.24 page 71),
— la monotonie restrictive sceptique (définition 4.26 page 71).
La table 4.5 page suivante résume les différentes propriétés de monotonie.
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Monotonie expansive Monotonie restrictive
Simple ∀Ei ∈ E, ∃E
′
j ∈ E′,
Ei ⊆ E ′j
∀E ′j ∈ E′, ∃Ei ∈ E,



























Table 4.5 – Récapitulatif des différentes propriétés de monotonie.
Le troisième et dernier niveau abordé est celui de l’argument lui-même (sec-
tion 4.2.3 page 73), où nous considérons spécifiquement le statut d’un argument
particulier et étudions l’évolution de son acceptabilité (ou de son rejet), i.e., s’il
conserve son statut ou passe d’un statut à un autre.
Nous avons dénombré neuf cas différents, suivant que l’argument étudié appar-
tient à aucune, plusieurs ou toutes les extensions avant et après le changement.
Ainsi, nous avons :
• l’instauration d’acceptabilité uniquement partielle (définition 4.27.1 page 73),
• l’instauration d’acceptabilité totale (définition 4.27.2 page 73),
• l’élimination d’acceptabilité uniquement crédule (définition 4.28.1 page 73),
• l’élimination d’acceptabilité sceptique (définition 4.28.2 page 73),
• la diffusion générale d’acceptabilité (définition 4.29 page 73),
• la dégradation partielle d’acceptabilité (définition 4.30 page 74),
• la conservation de l’acceptabilité uniquement crédule (définition 4.31.1
page 74),
• la conservation de l’acceptabilité sceptique (définition 4.31.2 page 74),
• la conservation du rejet (définition 4.31.3 page 74).
La table 4.6 page suivante présente la classification des propriétés concernant le
statut d’un argument.
Travaux connexes
Notons que l’obtention d’un système d’argumentation à partir de la description
des extensions souhaitées a été étudiée par Woltran (2013); Linsbichler (2013). Il
s’avère que pour un ensemble d’extensions donné, il n’est pas toujours possible de
trouver un système d’argumentation qui corresponde. En plaçant ces recherches
dans notre typologie, cela signifie donc qu’il existe des cas où aucun changement
ne permet d’obtenir une modification particulière. Il pourrait être intéressant de






x| = 0 0 < |E′x| < |E′| 0 < |E′x| = |E′|






























Table 4.6 – Classification des différentes propriétés concernant le statut d’un
argument particulier.
Maintenant que les propriétés du changement sont clairement définies et organi-
sées, il est temps de les étudier. Ainsi, le chapitre suivant est consacré à leur caracté-
risation. Pour cela, outre des caractérisations directes pour chacune des opérations
d’addition et de suppression d’un argument, nous allons utiliser le lien unissant ces
deux opérations pour définir une méthode permettant de réutiliser des résultats





Le serpent qui ne peut changer de
peau, meurt. Il en va de même des
esprits que l’on empêche de changer
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Nous nous intéressons maintenant à l’étude des propriétés du changement et, en
particulier, à leur caractérisation. Pour cela, nous fournissons des conditions sous
lesquelles ces propriétés sont satisfaites étant donné une opération de changement.
Dans ce cadre, il nous a paru important d’exploiter le lien entre addition et
suppression afin de compléter la caractérisation de la suppression grâce au travail
fait précédemment sur l’addition, et inversement. L’exemple suivant montre que
quelques connaissances à propos de ce lien peuvent permettre de bénéficier de ré-
sultats déjà connus :
Monsieur Pink sait que l’énonciation d’un simple argument pourrait
détruire l’argumentation de Monsieur White. Mais cet argument lui
manque. Une autre façon de gagner ce débat serait de supprimer un
des arguments de Monsieur White ; il pourrait prétexter qu’il est falla-
cieux. Malheureusement, Monsieur Pink ne connaît pas les conséquences
de cette suppression.
Aussi, dans ce chapitre, nous nous attelons à étudier le lien entre addition et
suppression d’un argument, lien très peu traité à notre connaissance, à travers
diverses notions de dualité dans la section 5.2 page 84 qui nous serviront à enrichir
nos caractérisations. Nous présentons ensuite les résultats de caractérisation obtenus
directement pour l’opération d’addition (section 5.3.1 page 89) et l’opération de
suppression (section 5.3.2 page 92). Nous faisons de même pour les résultats obtenus
grâce à la dualité pour l’opération d’addition (section 5.4.1 page 94) ainsi que pour
l’opération de suppression (section 5.4.2 page 96). La section 5.5 page 99 propose
quant à elle des tables synthétisant tous nos résultats de caractérisation. Enfin, la
section 5.6 page 103 conclut ce chapitre en décrivant leurs utilisations possibles.
Notons que le lecteur trouvera dans l’annexe C.2 page 199 les preuves des résultats
de caractérisation.
Remarquons, à titre d’avant-propos, que ce que nous appelons opération de
changement dans ce chapitre correspond en fait à une opération élémentaire de
changement telle qu’elle apparaît dans la définition 2.6 page 16. En outre, ce cha-
pitre reprend et augmente les résultats de Bisquert (2011); Bisquert et al. (2012a,b,
2013b).
5.1 Résultats préliminaires
Dans cette section, nous proposons des résultats généraux de caractérisation
pour l’addition et la suppression d’un argument dans le cadre de plusieurs séman-
tiques (certains résultats sont repris de Cayrol et al. (2010c)). Le premier de ces
résultats est dû au fait que l’extension basique existe toujours et est unique (voir
la propriété 2.1.1 page 14).
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Proposition 5.1. Dans le cadre de la sémantique basique, un changement (addition
ou suppression) n’est jamais extensif (e0−1nv, e0−k, e1v−k, e1nv−k, ej−k) ni restrictif
(rk−0, r1nv−0, rk−j, rk−1v, rk−1nv).
Le second résultat est dû au fait qu’il existe toujours une extension préférée
(voir la propriété 2.1.1 page 14).
Proposition 5.2. Dans le cadre de la sémantique préférée, un changement (addi-
tion ou suppression) n’est jamais e0−1nv, e0−k, rk−0 ou r1nv−0.
La sémantique stable est prise en compte dans le troisième résultat, grâce à la
propriété 2.1.8 page 14 et à la supposition que l’ensemble des arguments du système
n’est pas vide.
Proposition 5.3. Dans le cadre de la sémantique stable, un changement (addition
ou suppression) n’est jamais c1v−1nv, c1nv−1v, e1v−k ou rk−1v.
La proposition suivante est due, ici aussi, au fait que l’extension basique est
unique.
Proposition 5.4.
• Dans le cadre de la sémantique basique, la monotonie expansive sceptique et la
monotonie expansive crédule correspondent à la monotonie expansive simple.
• Dans le cadre de la sémantique basique, la monotonie restrictive sceptique
et la monotonie restrictive crédule correspondent à la monotonie restrictive
simple.
Selon les définitions de la monotonie données dans la section 4.2 page 61, la
proposition suivante est vraie pour chacune des sémantiques considérées dans ce
travail.
Proposition 5.5.
• La monotonie expansive simple implique la conservation de l’acceptabilité
uniquement crédule.
• La monotonie expansive sceptique implique la conservation de l’acceptabilité
sceptique.
La notation et les lemmes suivants seront utilisées pour établir les propositions
données dans les sections 5.3.1 à 5.4.2 pages 89–96. Les démonstrations de ces
lemmes sont disponibles dans l’annexe C.2.1 page 199.
Soit Nz l’ensemble d’arguments non attaqués de G′, c’est-à-dire l’ensemble d’ar-
guments différents de z non attaqués par G \ {z}.
Notation 5.1. Soit z ∈ G, Nz = {x ∈ G \ {z} tel que x n’est pas attaqué dans
G \ {z}}.
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Lemme 5.1. Lors de la suppression d’un argument z dans le cadre de la sémantique
basique, z n’attaque pas E ′ dans G si et seulement si ∀x ∈ G′, si z attaque x dans G
alors (x est attaqué par G \ {z} et x n’est pas défendu indirectement par Nz dans
G \ {z}).
Lemme 5.2. Lors de la suppression d’un argument z dans le cadre de la sémantique
basique, si z n’attaque pas E ′, alors l’équivalence suivante est vraie : z ∈ ⋃i≥1F i(Nz)
si et seulement si E ′ défend z dans G.
Lemme 5.3.
1. Lors de l’addition d’un argument z, z n’attaque pas G′ (resp. n’est pas attaqué
par G′) si et seulement si z n’attaque pas G (resp. n’est pas attaqué par G)
dans G′.
2. Lors de la suppression d’un argument z, z n’attaque pas G′ (resp. n’est pas
attaqué par G′) dans G si et seulement si z n’attaque pas G (resp. n’est pas
attaqué par G).
Lemme 5.4.
1. Lors de l’addition d’un argument z dans G, soit x 6= z un argument de G. Si x
est attaqué dans G alors x est aussi attaqué dans G′ par un argument distinct
de z. Si x est attaqué dans G′ alors x est soit attaqué dans G, soit attaqué
seulement par z dans G.
2. Lors de la suppression d’un argument z de G, soit x 6= z un argument de G.
Si x est attaqué dans G′ alors x est aussi attaqué dans G par un argument
distinct de z. Si x est attaqué dans G alors x est soit attaqué dans G′, soit
attaqué seulement par z dans G′.
5.2 Dualités
À notre connaissance, la suppression d’un argument et, a fortiori, le lien entre
addition et suppression d’un argument sont des points qui n’ont été que très peu
abordés. Pourtant, il nous semble dommage de considérer addition et suppression de
façon indépendante. Nous pensons en effet qu’il peut être profitable de tirer parti des
liens entre ces opérations pour l’étude des propriétés caractérisant les changements
qui peuvent impacter un système d’argumentation. Pour ce faire, nous nous aiderons
de la notion de dualité que nous définissons dans la section 5.2.1 et pour laquelle
nous donnons quelques résultats directs dans la section 5.2.2 page suivante. Enfin,
nous proposons dans la section 5.2.3 page 87 une méthode utilisant la notion dualité
pour aider à la caractérisation des propriétés du changement.
5.2.1 Deux définitions de la dualité
Nous nous intéressons à deux concepts de dualité. Nous définissons en premier
lieu une dualité au niveau des opérations de changement, la dualité basée sur la
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notion d’inverse, traduisant le fait que deux opérations peuvent être considérées
inverses l’une de l’autre, puis une dualité au niveau des propriétés d’un changement,
la dualité basée sur la notion de symétrie, traduisant une correspondance entre deux
propriétés.
Définition 5.1 (Dualité basée sur la notion d’inverse). Deux opérations de
changement o et o′ sont inverses l’une de l’autre si et seulement si :
∀G, ∀G′, o(G) = G′ si et seulement si o′(G′) = G.
Selon la définition 5.1, il est clair que les opérations d’addition et de suppression
d’un argument au sens de la définition 2.6 page 16 sont inverses l’une de l’autre.
Pour l’illustrer, reprenons l’exemple 2.3 page 17 :
Exemple 2.3 (cont.). Soit o1 = ⊖◯(z,Rz) avec Rz = {(z, x), (z, y)} et
o′1 = ⊕◯(z,Rz) avec Rz = {(z, x), (z, y)} ; o1 et o′1 sont inverses l’une de l’autre
pour tout graphe (rappelons que chaque opération spécifie totalement l’argument et
les interactions ajoutées ou supprimées).
Définition 5.2 (Dualité basée sur la notion de symétrie). Deux propriétés pi
et pi′ sont symétriques si et seulement si :
∀G, ∀G′, pi′(G′,G) si et seulement si pi(G,G′).
De ces définitions, nous pouvons tirer une condition pour la satisfaction d’une
propriété par une opération de changement.
Proposition 5.6. Soit o et o′ deux opérations de changement inverses l’une de
l’autre et pi et pi′ deux propriétés symétriques. o satisfait pi si et seulement si o′
satisfait pi′.
La démonstration de la proposition 5.6 est disponible dans l’annexe C.2.2 page
201.
5.2.2 Résultats de dualité
Nous reprenons dans cette section les propriétés du changement de la section 4.2
page 61 et nous les étudions sous l’angle des deux concepts de dualité. Toutes les
démonstrations se trouvent en annexe C.2.2 page 201.
5.2.2.1 Propriétés concernant l’ensemble des extensions
Proposition 5.7.
1. Un changement est restrictif si et seulement si le changement inverse est
extensif.
2. Un changement est r1nv−0 si et seulement si le changement inverse est e0−1nv.
3. Un changement est rk−0 si et seulement si le changement inverse est e0−k.
4. Un changement est rk−1v si et seulement si le changement inverse est e1v−k.
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5. Un changement est rk−1nv si et seulement si le changement inverse est e1nv−k.
6. Un changement est rk−j si et seulement si le changement inverse est ej−k.
Proposition 5.8.
1. Un changement est constant si et seulement si le changement inverse l’est
aussi.
2. Un changement est c1nv−1v si et seulement si le changement inverse est
c1v−1nv.
3. Un changement est c-conservatif si et seulement si le changement inverse l’est
aussi.
4. Un changement est c-limitatif si et seulement si le changement inverse est
c-expansif.
5. Un changement est c-modifiant si et seulement si le changement inverse l’est
aussi.








Figure 5.1 – Présentation de la dualité entre les changements restrictif et extensif d’une
part, et constant d’autre part, ainsi que leurs cas particuliers (la flèche signifie “est le dual
de”).
5.2.2.2 Propriétés concernant les ensembles d’arguments
Proposition 5.9.
1. Un changement satisfait la monotonie restrictive simple si et seulement si le
changement inverse satisfait la monotonie expansive simple.
2. Un changement satisfait la monotonie restrictive crédule si et seulement si le
changement inverse satisfait la monotonie expansive crédule.
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3. Un changement satisfait la monotonie restrictive sceptique si et seulement si
le changement inverse satisfait la monotonie expansive sceptique.
La figure 5.2 récapitule les résultats sur la dualité concernant la monotonie.
Monotonie expansive simple Monotonie restrictive simple
Monotonie expansive crédule Monotonie restrictive crédule
Monotonie expansive sceptique Monotonie restrictive sceptique
Figure 5.2 – Récapitulatif des différentes relations de dualité entre les propriétés concer-
nant le statut d’ensembles d’arguments (la flèche signifie “est le dual de”).
5.2.2.3 Propriétés concernant le statut d’un argument
Proposition 5.10.
1. Un changement instaure l’acceptabilité uniquement partielle pour un argu-
ment x si et seulement si le changement inverse élimine l’acceptabilité uni-
quement crédule de x.
2. Un changement instaure l’acceptabilité totale pour un argument x si et seule-
ment si le changement inverse élimine l’acceptabilité sceptique de x.
Proposition 5.11. Un changement est une diffusion générale d’acceptabilité pour
un argument x si et seulement si le changement inverse dégrade partiellement l’ac-
ceptabilité pour x.
Proposition 5.12.
1. Un changement conserve l’acceptabilité uniquement crédule pour un argument
x si et seulement si le changement inverse conserve l’acceptabilité uniquement
crédule pour x.
2. Un changement conserve l’acceptabilité sceptique pour un argument x si et
seulement si le changement inverse conserve l’acceptabilité sceptique pour x.
3. Un changement conserve le rejet pour un argument x si et seulement si le
changement inverse conserve le rejet pour x.
La figure 5.3 page suivante récapitule les propositions précédentes.
5.2.3 Méthodologie d’utilisation de la dualité
Cette partie décrit comment utiliser la dualité de façon à obtenir de nouvelles
propositions pour l’opération de suppression, à partir des propositions concernant


















Figure 5.3 – Récapitulatif des différentes relations de dualité entre les propriétés concer-
nant le statut d’un argument particulier (la flèche signifie “est le dual de”).
l’addition (ou vice versa). Notons que nous présentons cette méthodologie dans le
cadre de la sémantique basique. Décrivons-là en utilisant la proposition suivante.
Celle-ci assure que lorsque l’on ajoute un argument (dans le cadre de la séman-
tique basique) qui ne défend pas un argument n’appartenant à aucune extension,
ce dernier n’appartiendra toujours à aucune extension après le changement. La dé-
monstration de cette nouvelle proposition est disponible dans l’annexe C.2.2.
Proposition 5.13. Lors de l’addition d’un argument z dans le cadre de la séman-
tique basique, ∀x ∈ G, si x /∈ E et z ne défend pas indirectement x, alors x /∈ E ′.
De façon à clarifier cette présentation, les graphes et extensions sont renommés
en ajoutant deux lettres majuscules en indice - EA, SA, ES et SS - représentant
respectivement le système d’Entrée pour l’Addition, le système de Sortie pour
l’Addition, le système d’Entrée pour la Suppression et le système de Sortie pour
la Suppression. Ainsi, la proposition 5.13 peut être réécrite comme suit :
Proposition 5.13.1. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique basique, si x /∈ EEA et z ne défend pas indirectement x, alors x /∈ ESA.
Soit pi une propriété du changement et pi−1 sa propriété symétrique. Grâce à la
proposition 5.6 page 85, il est vrai que : ⊕◯ satisfait pi ssi ⊖◯ satisfait pi−1.
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Et grâce à la définition 4.1 page 60, nous savons qu’une opération de changement
o satisfait pi si et seulement si ∀G, il est vrai que pi(G, o(G)). Donc :
∀GEA, pi(GEA, ⊕◯(GEA)) est vraie ssi ∀GES , pi−1(GES , ⊖◯(GES)) est vraie.
De plus, grâce à la définition 5.2 page 85, nous avons :
∀GES , pi−1(GES , ⊖◯(GES)) est vraie ssi pi(⊖◯(GES),GES) est vraie.
Ainsi, nous avons :
∀GEA, ∀GES , pi(GEA, ⊕◯(GEA)) est vraie ssi pi(⊖◯(GES),GES) est vraie.
Soit GSA = ⊕◯(GEA) et GSS = ⊖◯(GES). Puisque nous savons que pi est satisfaite
pour l’opération d’addition, nous pouvons la réécrire pour la suppression :
Proposition 5.13.2. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x /∈ ESS et z ne défend pas indirectement x, alors x /∈ EES.
Ce qui est équivalent à :
Proposition 5.13.3. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x ∈ EES et z ne défend pas indirectement x, alors x ∈ ESS.
Ainsi, pour l’opération de suppression, nous obtenons une proposition analogue
à la proposition 5.13 page ci-contre notée proposition 5.13⊖◯ ; dans la suite de ce
travail, l’exposant (⊕◯ ou ⊖◯) représentera la correspondance entre une proposition
et celle obtenue en appliquant la méthodologie de la dualité :
Proposition 5.13⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x ∈ E et z ne défend pas indirectement x, alors x ∈ E ′.
Dans les sections suivantes, après avoir donné des propositions concernant les
opérations d’addition et de suppression d’un argument obtenues directement, nous
utiliserons cette méthodologie de concert avec les lemmes présentés dans la sec-
tion 5.1 page 82 de façon à obtenir de nouveaux résultats.
5.3 Résultats directs
5.3.1 Caractérisations dans le cas de l’addition d’argument
Parmi les résultats donnés ici, les propositions 5.13 page ci-contre, 5.20 page 91
et 5.21 page 91 sont nouvelles.
Les propositions 5.17 page suivante, 5.18 page suivante et 5.19 page 91 proposent
une généralisation des propositions 10, 11.1, 11.2.1, 11.2.2 et 13 de Cayrol et al.
(2010c). La preuve fournie dans l’annexe C.2.3 page 202 prend en compte diverses
propriétés concernant l’addition de l’argument z dans le cas spécial où E = ∅.
Ces propriétés nous permettent de supprimer la condition E 6= ∅ des propositions
initiales.
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Enfin, les propositions 5.14, 5.15 et 5.16 sont directement reprises de Cayrol
et al. (2010c) (la numérotation originelle de ces propositions est donnée entre pa-
renthèses).
Les résultats donnés ici ne concernent que deux sémantiques : la sémantique
basique et la sémantique préférée. Les démonstrations sont données dans l’an-
nexe C.2.3 page 202.
5.3.1.1 Résultats pour la sémantique basique
Soit x ∈ G ∩ G′, la conservation du rejet de x est caractérisée par la proposition
suivante (utilisée comme base pour illustrer notre méthodologie dans la section 5.2.3
page 87).
Proposition 5.13. Lors de l’addition d’un argument z dans le cadre de la séman-
tique basique, ∀x ∈ G, si x /∈ E et z ne défend pas indirectement x, alors x /∈ E ′.
Proposition 5.14 (Proposition 7 de Cayrol et al. (2010c)). Dans le cadre de la
sémantique basique, si x ∈ E et z n’attaque pas indirectement x, alors ⊕◯ conserve
le statut de x ( i.e. x ∈ E ′).
Proposition 5.15 (Proposition 8 de Cayrol et al. (2010c)). Dans le cadre de la
sémantique basique, si z n’est pas attaqué par G, alors ⊕◯ satisfait la priorité à la
nouveauté ( i.e. z ∈ E ′).
Proposition 5.16 (Proposition 9 de Cayrol et al. (2010c)). Dans le cadre de la
sémantique basique, dans le cas d’une addition,
1. si E = {}, alors il est vrai que : E ′ = {} si et seulement si z est attaqué par
G, de plus,
2. si E = {} et z n’est pas attaqué par G, alors E ′ = {z} ∪⋃i≥1F ′i({z}).
Notons que la proposition 5.16.1 implique que “si z est attaqué par G et E = {},
alors E ′ = {}”. Ainsi, “z est attaqué par G et E = {}” est une condition suffisante
pour avoir un changement c-conservatif . Les deux propositions suivantes sont des
extensions de propositions de Cayrol et al. (2010c) permettant de couvrir le cas
E = ∅.
Proposition 5.17. Dans le cadre de la sémantique basique, si z n’attaque pas E,
alors ⊕◯ satisfait la monotonie expansive simple ( i.e. E ⊆ E ′).
Proposition 5.18. Dans le cadre de la sémantique basique, si z n’attaque pas E,
nous avons :
1. si E ne défend pas z, alors E ′ = E (le changement ⊕◯ est c-conservatif).
2. si E défend z, alors E ′ = E ∪ {z} ∪⋃i≥1F ′i({z}).
3. De plus, si E défend z et z n’attaque pas G, alors E ′ se réduit à E ∪ {z}.
Dans les deux derniers cas, le changement ⊕◯ est c-expansif si E 6= {}, c1v−1nv
sinon.
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Soit x ∈ G ∩ G′, une conséquence de la proposition 5.18 page précédente donne
la caractérisation (condition suffisante) de l’instauration d’acceptabilité de x :
Conséquence 5.1. Lors de l’addition d’un argument z dans le cadre de la séman-
tique basique, si z n’attaque pas E et E défend z et z défend indirectement x et
x /∈ E, alors x ∈ E ′.
Proposition 5.19. Dans le cadre de la sémantique basique, si z attaque chaque
argument non attaqué de G et z est attaqué par G, alors le changement ⊕◯ est
c1nv−1v.
Soit x ∈ G ∩ G′, les résultats suivants donnent respectivement une caractéri-
sation de l’instauration d’acceptabilité de x et une caractérisation de l’élimination
d’acceptabilité de x.
Proposition 5.20. Lors de l’addition d’un argument z dans le cadre de la séman-
tique basique, si z n’est pas attaqué par G et z défend indirectement x et x /∈ E,
alors x ∈ E ′.
Proposition 5.21. Lors de l’addition d’un argument z dans le cadre de la séman-
tique basique, si E \ {x} n’attaque pas z et z attaque x et x ∈ E, alors x /∈ E ′.
5.3.1.2 Résultats pour la sémantique préférée
Proposition 5.22. Dans le cadre de la sémantique préférée, si z n’est pas attaqué
par G, alors ⊕◯ satisfait la priorité sceptique à la nouveauté ( i.e. ∀i, z ∈ E ′i).
Proposition 5.23. Lors de l’addition d’un argument z dans le cadre de la séman-
tique préférée,
1. si z n’attaque pas Ei, alors Ei reste admissible dans G′ ;
2. si z n’attaque pas Ei et Ei défend z dans G′, alors Ei ∪{z} est admissible dans
G′.
Proposition 5.24. Lors de l’addition d’un argument z dans le cadre de la séman-
tique préférée, si E = {{}} et z n’est pas attaqué par G et il n’existe aucun cycle de
longueur paire dans G, alors E′ = {E ′} et z ∈ E ′ (donc ⊕◯ est c1v−1nv).
Proposition 5.25. Lors de l’addition d’un argument z dans le cadre de la séman-
tique préférée, si z n’attaque aucun argument de G et E = {{}}, alors E′ = {{}} ;
ou, de façon équivalente, si E = {{}}, le changement ⊕◯ par z est c1v−1nv seulement
si z attaque G.
Notons que la proposition précédente donne une condition suffisante pour avoir
un changement c-conservatif : “z n’attaque aucun argument de G et E = {{}}”.
Proposition 5.26. Lors de l’addition d’un argument z dans le cadre de la séman-
tique préférée, si z n’attaque aucun argument de G et E 6= {{}}, alors pour tout
i :
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1. si Ei défend z, alors Ei ∪ {z} est une extension de G′ ;
2. si Ei ne défend pas z, alors Ei est une extension de G′.
De plus, G et G′ ont le même nombre d’extensions (|E| = |E′|), donc le changement
est constant.
Notons encore que la proposition 5.26.2 donne une condition suffisante pour avoir
un changement c-conservatif : “z n’attaque aucun argument de G et E 6= {{}} et
pour tout i, Ei ne défend pas z”.
Proposition 5.27. Dans le cadre de la sémantique préférée, si z n’attaque aucune
extension de G, alors le changement ⊕◯ satisfait la monotonie expansive simple.
Proposition 5.28. Dans le cadre de la sémantique préférée, supposons que G ne
contienne aucun argument controversé 1. Si z n’attaque pas ⋂i≥1 Ei, alors le change-
ment ⊕◯ satisfait la monotonie expansive sceptique, c’est-à-dire ⋂i≥1 Ei ⊆ ⋂i≥1 E ′i.
Proposition 5.29. Dans le cadre de la sémantique préférée, si E 6= {{}} et il
n’existe aucun cycle de longueur paire dans G′ et chaque argument non attaqué de
G est attaqué dans G′ et z est attaqué dans G′, alors le changement ⊕◯ est c1nv−1v.
5.3.2 Caractérisations dans le cas de la suppression d’argument
5.3.2.1 Résultats pour les trois sémantiques
Les résultats donnés ici concernent les trois sémantiques classiques de l’argu-
mentation abstraite : les sémantiques préférée, basique et stable. Tous les résultats
sont nouveaux, et leurs démonstrations sont données dans l’annexe C.2.4 page 205.
Proposition 5.30. Lors de la suppression d’un argument z,
1. si E est une extension préférée de G et z /∈ E, alors E est admissible dans G′
et donc il existe une extension préférée E ′ de G′ telle que E ⊆ E ′.
2. si E est une extension stable de G et z /∈ E, alors E est stable dans G′.
3. si E est l’extension basique de G et z /∈ E, alors E ⊆ E ′ où E ′ est l’extension
basique de G′.
Le résultat suivant donne une condition nécessaire et suffisante pour la mono-
tonie expansive simple.
Proposition 5.31. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée, stable ou basique, il est vrai que :
(∀E ∈ E, z /∈ E) si et seulement si (∀E ∈ E, ∃E ′ ∈ E′ tel que E ⊆ E ′).
La proposition suivante concerne la notion de monotonie expansive faible (i.e.
une forme de monotonie dans laquelle z n’est pas pris en compte).
1. Un argument u est controversé si et seulement s’il existe au moins un argument v tel que
u est à la fois un attaquant indirect (voir définition 2.2 page 12) et un défenseur indirect (voir
définition 2.3 page 13) de v.
5.3 Résultats directs 93
Proposition 5.32. Lors de la suppression d’un argument z, si z n’attaque aucun
argument dans G, alors
1. ∀E une extension préférée de G, E \ {z} est admissible dans G′ et donc ∃E ′
une extension préférée de G′ telle que E \ {z} ⊆ E ′.
2. ∀E une extension stable de G, E \ {z} est une extension stable de G′.
3. si E est l’extension basique de G, E \ {z} est l’extension basique de G′.
Proposition 5.33. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée, stable ou basique, si z n’attaque aucun argument dans G, alors
pour toute extension E de G telle que z /∈ E, E est une extension de G′.
Proposition 5.34. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée, stable ou basique, si le changement est c-limitatif, alors il
existe une extension E de G telle que z ∈ E.
5.3.2.2 Résultats ne concernant que certaines sémantiques
Proposition 5.35. Lors de la suppression d’un argument z dans le cadre de la sé-
mantique préférée, si z n’attaque aucun argument dans G, alors pour toute extension
Ei de G,
1. si z /∈ Ei alors Ei est une extension préférée de G′ ;
2. si z ∈ Ei alors Ei \ {z} est une extension préférée de G′.
De plus, G et G′ ont le même nombre d’extensions (|E| = |E′|), donc le changement
est constant.
Proposition 5.36. Lors de la suppression d’un argument dans le cadre de la sé-
mantique stable, un changement ne peut pas être c-expansif.
Proposition 5.37. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée ou basique, si ce changement est c-expansif, alors
1. z n’appartient à aucune extension de G et
2. z attaque au moins un élément de G.
Proposition 5.38. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée ou basique, si z n’attaque aucun argument de G et ∀E , z ∈ E,
alors le changement est c-limitatif.
Soit x ∈ G ∩ G′ ; la proposition suivante donne une caractérisation de
l’instauration d’acceptabilité pour x :
Proposition 5.39. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x /∈ E et z est l’unique attaquant de x, alors x ∈ E ′.
Les conditions de la proposition précédente sont fortes. Cela est dû au fait qu’il
est souvent impossible de faire accepter un argument subissant plusieurs attaques
avec une seule opération de suppression d’argument, ce qui empêche l’obtention
d’un résultat plus général. L’exemple suivant montre ce problème :
94 Chapitre 5. Caractérisations




E = {{a, e}}.
Il est impossible de faire accepter l’argument b (b ∈ E ′) avec une seule opération
de suppression d’argument ; il faut en effet supprimer les arguments a et c. De la
même façon, pour faire accepter l’argument c, il est nécessaire de supprimer les
arguments b et d.
Soit x ∈ G ∩ G′, une caractérisation de l’élimination d’acceptabilité pour x est
donnée par les deux propositions suivantes :
Proposition 5.40. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x 6= z et x ∈ E et z ∈ E et x ∈ ⋃i≥1F i({z}) et (il existe un
attaquant y de x tel que tout chemin de longueur impaire de F(∅) à y contient z
à une position paire) et (il n’existe aucun chemin de longueur impaire de z à x),
alors x /∈ E ′.
Proposition 5.41. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x ∈ E et x est attaqué dans G et ∀S tel que x ∈ F(S), z ∈ S,
alors x /∈ E ′.
5.4 Résultats par dualité
5.4.1 Caractérisations dans le cas de l’addition d’argument
La démonstration des propositions de cette partie suit la méthodologie décrite
dans la section 5.2.3 page 87 ; aucune preuve supplémentaire ne sera donc fournie.
5.4.1.1 Résultats pour les trois sémantiques
Proposition 5.30⊕◯. Lors de l’addition d’un argument z,
1. si E ′ est une extension préférée de G′ et z /∈ E ′, alors E ′ est admissible dans
G, donc il existe une extension préférée E de G telle que E ′ ⊆ E ;
2. si E ′ est une extension stable de G′ et z /∈ E ′, alors E ′ est stable dans G ;
3. si E ′ est l’extension basique de G′ et z /∈ E ′, alors E ′ ⊆ E, où E est l’extension
basique de G.
Proposition 5.31⊕◯. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique préférée, basique ou stable, (∀E ′ ∈ E′, z /∈ E ′) si et seulement si (∀E ′ ∈
E′,∃E ∈ E tel que E ′ ⊆ E).
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Proposition 5.32⊕◯. Lors de l’addition d’un argument z, si z n’attaque aucun
argument dans G, alors
1. ∀E ′ une extension préférée de G′, E ′ \ {z} est admissible dans G et donc ∃E
une extension préférée de G tel que E ′ \ {z} ⊆ E.
2. ∀E ′ une extension stable G′, E ′ \ {z} est une extension stable extension de G.
3. si E ′ est l’extension basique de G′, E ′ \ {z} est l’extension basique de G.
La proposition 5.32⊕◯ complète les résultats donnés par les propositions 5.25
page 91, 5.26 page 91 (pour la sémantique préférée) et 5.18 page 90 (pour la séman-
tique basique).
Proposition 5.33⊕◯. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique préférée, basique ou stable, si z n’attaque aucun argument dans G, alors
quelle que soit E ′ une extension de G′ telle que z /∈ E ′, E ′ est une extension de G.
Proposition 5.34⊕◯. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique préférée, basique ou stable, si le changement est c-expansif, alors il existe
une extension E ′ de G′ telle que z ∈ E ′.
5.4.1.2 Résultats ne concernant que certaines sémantiques
Proposition 5.35⊕◯. Lors de l’addition d’un argument z dans le cadre de la séman-
tique préférée, si z n’attaque aucun argument dans G, alors, pour toute extension E ′i
de G′,
1. si z /∈ E ′i alors E ′i est une extension préférée de G.
2. si z ∈ E ′i alors E ′i \ {z} est une extension préférée de G.
De plus, G′ et G ont le même nombre d’extensions (|E′| = |E|), donc le changement
est constant.
La proposition 5.35⊕◯ complète les résultats donnés par la proposition 5.26
page 91.
Proposition 5.36⊕◯. Lors de l’addition d’un argument dans le cadre de la séman-
tique stable, un changement ne peut pas être c-limitatif.
Proposition 5.37⊕◯. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique préférée ou basique, si le changement est c-limitatif, alors
1. z n’appartient à aucune extension de G′ et
2. z attaque au moins un élément de G′.
Proposition 5.38⊕◯. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique préférée ou basique, si z n’attaque aucun argument dans G′ et appartient
à chaque extension de G′, alors le changement est c-expansif.
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Notons que la traduction de la proposition 5.39 page 93 grâce à la méthode de
la dualité n’est pas intéressante car la proposition résultante produit une condition
contradictoire (x /∈ E et z est le seul attaquant de x, z étant l’argument ajouté).
De la même façon, la proposition 5.40 page 94 n’est pas traduite car la condition
résultante est contradictoire (x ∈ E et il existe un attaquant y de x tel que tout
chemin de longueur impaire de F ′(∅) à y contient z à une position paire et il n’existe
aucun chemin de longueur impaire de z à x).
Soit x ∈ G∩G′, la proposition suivante donne une caractérisation de l’élimination
d’acceptabilité pour x. Néanmoins, bien que la condition proposée ne soit pas contra-
dictoire, elle n’est pas facile à vérifier (notamment car elle concerne en partie le
système après le changement).
Proposition 5.41⊕◯. Lors de l’addition d’un argument z dans le cadre de la sé-
mantique basique, si x ∈ E et x est attaqué dans G′ et ∀S tel que x ∈ F ′(S), z ∈ S,
alors x /∈ E ′.
5.4.2 Caractérisations dans le cas de la suppression d’argument
La démonstration des propositions de cette partie suit la méthodologie décrite
dans la section 5.2.3 page 87, et utilise les lemmes donnés dans la section 5.1 page 82
ainsi que la notation 5.1 page 83.
5.4.2.1 Resultats pour la sémantique basique
Soit x ∈ G∩G′, la proposition suivante (utilisée pour illustrer notre méthodologie
dans la section 5.2.3 page 87) caractérise la conservation de l’acceptabilité de x.
Proposition 5.13⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x ∈ E et z ne défend pas indirectement x, alors x ∈ E ′.
Soit x ∈ G∩G′, la première proposition caractérise la conservation du rejet pour
x.
Proposition 5.14⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si x /∈ E et z n’attaque pas indirectement x, alors x /∈ E ′.
Notons que la traduction de la proposition 5.15 page 90 grâce à la méthode de la
dualité donnerait un résultat trivial dans le cadre de la sémantique basique (“z /∈ E
implique z est attaqué par G”).
Proposition 5.16.1⊖◯. Lors de la suppression d’un argument z dans le cadre de
la sémantique basique, si E 6= ∅ et z est attaqué par G, alors E ′ 6= ∅.
Proposition 5.16.2⊖◯. Lors de la suppression d’un argument z dans le cadre de
la sémantique basique, si E 6= {z}∪⋃i≥1F i({z}) et z n’est pas attaqué par G, alors
E ′ 6= ∅.
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Corollaire 5.1. Lors de la suppression d’un argument z dans le cadre de la sé-
mantique basique, si le changement est c1nv−1v, alors z n’est pas attaqué par G et
E = {z} ∪⋃i≥1F i({z}).
Proposition 5.17⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si ∀x ∈ G, si z attaque x alors (x est attaqué par G \ {z} et x
n’est pas défendu indirectement par Nz dans G \ {z}), alors E ′ ⊆ E.
Proposition 5.18.1⊖◯. Lors de la suppression d’un argument z dans le cadre de
la sémantique basique, si
• ∀x ∈ G, si z attaque x alors (x est attaqué par G \ {z} et x n’est pas défendu
indirectement par Nz dans G \ {z}) et
• z /∈ ⋃i≥1F i(Nz),
alors E = E ′.
La proposition suivante est une traduction de la proposition 5.18.2 page 90 grâce
à la méthode de la dualité, mais ce résultat n’est pas facile à exploiter puisque la
condition concerne le système après le changement.
Proposition 5.18.2⊖◯. Lors de la suppression d’un argument z dans le cadre de
la sémantique basique, si z n’attaque pas E ′ et E ′ défend z, alors E = E ′ ∪ {z} ∪⋃
i≥1F i({z}).
Proposition 5.18.3⊖◯. Lors de la suppression d’un argument z dans le cadre de
la sémantique basique, si
• z ∈ ⋃i≥1F i(Nz) et
• z n’attaque pas G \ {z},
alors E ′ = E \ {z}.
La proposition suivante donne une condition nécessaire et suffisante pour un
changement c1v−1nv.
Proposition 5.19⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique basique, si E ′ 6= ∅ et z attaque chaque argument non attaqué de G \ {z}
et z est attaqué par G \ {z}, alors E = ∅. Le contraire est vrai aussi.
Notons que l’application de la méthode de la dualité sur les propositions 5.20
page 91 et 5.21 page 91 donne des conditions impossibles (pour la proposition 5.20 :
“z n’est pas attaqué par G, z défend indirectement x et x /∈ E”, et pour la proposition
5.21 : “E ′ \ {x} n’attaque pas z, z attaque x et x ∈ E”).
5.4.2.2 Resultats pour la sémantique préférée
Notons que la traduction de la proposition 5.22 page 91 grâce à la méthode de
la dualité donnerait un résultat trivial dans le cadre de la sémantique préférée (“z
non attaqué par G implique z appartient à chaque Ei”).
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Proposition 5.23⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée,
1. si z n’attaque pas E ′i, alors E ′i est admissible dans G ;
2. si z n’attaque pas E ′i et E ′i défend z, alors E ′i ∪ {z} est admissible dans G.
Le résultat précédent est relié aux propositions 5.32 à 5.35 page 93 qui sont des
cas spécifiques de cette proposition lorsque nous nous restreignons à la sémantique
préférée.
Proposition 5.24⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée, si E′ = {{}} et z n’est pas attaqué par G et il n’existe pas de
cycle de taille paire dans G′, alors E = {E} et z ∈ E (donc, ⊖◯ est c1nv−1v).
Proposition 5.25⊖◯. Lors de la suppression d’un argument z dans le cadre de
la sémantique préférée, si z n’attaque aucun argument de G et E′ = {{}}, alors
E = {{}} ; ou, de façon équivalente, si E′ = {{}}, le changement ⊖◯ par z est
c1nv−1v seulement si z attaque G′.
La proposition suivante complète la proposition 5.35 page 93.
Proposition 5.26⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée, si z n’attaque aucun argument de G et E′ 6= {{}}, alors pour
tout i :
1. si E ′i défend z, alors E ′i ∪ {z} est une extension de G ;
2. si E ′i ne défend pas z, alors E ′i est une extension G.
De plus, G′ et G ont le même nombre d’extensions (|E′| = |E|), donc le changement
est constant.
Proposition 5.27⊖◯. Dans le cadre de la sémantique préférée, si z n’attaque au-
cune extension de G′, alors le changement ⊖◯ satisfait la monotonie restrictive
simple.
Proposition 5.28⊖◯. Dans le cadre de la sémantique préférée, supposons que G′ ne
contienne aucun argument controversé. Si z n’attaque pas ⋂i≥1 E ′i, alors le change-
ment ⊖◯ satisfait la monotonie restrictive sceptique, c’est-à-dire ⋂i≥1 E ′i ⊆ ⋂i≥1 Ei.
Notons que la proposition suivante n’est pas facile à exploiter puisque la condi-
tion concerne le système après le changement.
Proposition 5.29⊖◯. Lors de la suppression d’un argument z dans le cadre de la
sémantique préférée, si E′ 6= {{}} et il n’existe aucun cycle de longueur paire dans
G et tout argument non attaqué de G′ est attaqué dans G et z est attaqué dans G,
alors E = {{}} (et donc le changement ⊖◯ est c1v−1nv).
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5.5 Synthèse
Tous les résultats de caractérisation donnés dans ce chapitre sont synthétisés
dans les tables suivantes. Il est important de noter que certaines CS (conditions
suffisantes) et CN (conditions nécessaires) obtenues par l’application de la dualité
ne sont pas vraiment utiles car elles concernent le système de sortie ; il est alors très
difficile de les traduire en termes de conditions sur le système d’entrée, que ce soit
pour l’addition ou la suppression (ces CS et CN sont notées *CS* et *CN* dans les
tables).
Pour chaque opération de changement (⊕◯ et ⊖◯), deux tables sont données,
la première donnant les CS et CN trouvées pour les propriétés définies essentiel-
lement 2 dans le chapitre 4 page 59, et la seconde donnant quelques propositions
supplémentaires.
Notons que pour certaines propriétés et/ou certaines sémantiques, aucune ca-
ractérisation n’a pu être trouvée.
5.5.1 Synthèse pour l’addition
Propriétés du
changement ⊕◯ Sémantique basique Sémantique préférée Sémantique stable
e0−1nv, e0−k,
rk−0, r1nv−0
Jamais (Prop. 5.1) Jamais (Prop. 5.2)
c1v−1nv CNS : Prop. 5.16.2
CS : Prop. 5.24
CN : Prop. 5.25 Jamais (Prop. 5.3)
rk−1nv Jamais (Prop. 5.1)
rk−j Jamais (Prop. 5.1)
CN : ∃ un cycle de
longueur paire dans
G + Prop. 5.23
e1nv−k Jamais (Prop. 5.1)
CN : ∃ un cycle de
longueur paire dans
G′ + Prop. 5.25,
Prop. 5.26
e1v−k Jamais (Prop. 5.1)
CN : ∃ un cycle de
longueur paire dans
G′ + Prop. 5.25,
Prop. 5.26
Jamais (Prop. 5.3)
ej−k Jamais (Prop. 5.1)
CN : ∃ un cycle de
longueur paire dans
G′ + Prop. 5.25,
Prop. 5.26
c1nv−1v CNS : Prop. 5.19
CS : Prop. 5.29
CN : Prop. 2.1.5,
2.2.2
Jamais (Prop. 5.3)
rk−1v Jamais (Prop. 5.1)
CN : Prop. 2.1.5,
2.2.2 Jamais (Prop. 5.3)
2. La monotonie expansive faible et la monotonie restrictive faible, sans être définies formelle-
ment, sont caractérisées dans ce même chapitre grâce aux propositions 5.32 page 93 et 5.32.3⊕◯
page 95, respectivement.
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Propriétés du
changement ⊕◯ Sémantique basique Sémantique préférée Sémantique stable
c-expansif
CS : Prop. 5.18.2 +
Prop. 5.18.3
*CN* : Prop. 5.34⊕◯
*CS* : Prop. 5.38⊕◯
CS : Prop. 5.26.1
*CN* : Prop. 5.34⊕◯
*CS* : Prop. 5.38⊕◯ *CN* : Prop. 5.34
⊕◯
c-conservatif CS : Prop. 5.16.1CS : Prop. 5.18.1
CS : Prop. 5.25
CS : Prop. 5.26.2
c-limitatif CN : Prop. 5.17*CN* : Prop. 5.37⊕◯ CN : Prop. 5.23*CN* : Prop. 5.37⊕◯ Jamais (Prop.5.36⊕◯)




CS : E = {}













5.32.3⊕◯ *CNS* : Prop.5.32.1⊕◯ *CNS* : Prop.5.32.2⊕◯
Priorité à la
nouveauté
CS : Prop. 5.15
CS : Prop. 5.18
CS : Prop. 5.22






























































CS : Conseq. 5.1




CS : Prop. 5.21
*CS* : Prop. 5.41⊕◯
Prop. numéro Pour ⊕◯, correspond à Sémantique
Prop. 5.33⊕◯ *CS* pour la “conservation d’une extension finale”(i.e. dans le cas où une extension après le changement était
déjà une extension avant le changement)
P, S, B
Prop. 5.35⊕◯
*CS* pour la conservation (éventuellement faible)
d’une extension finale (i.e. dans le cas où une extension
après le changement ne contenant pas z était déjà une
extension avant le changement)
P
5.5.2 Synthèse pour la suppression
Propriétés du
changement ⊖◯ Sémantique basique Sémantique préférée Sémantique stable
e0−1nv, e0−k,
rk−0, r1nv−0
Jamais (Prop. 5.1) Jamais (Prop. 5.2)
c1v−1nv CNS : Prop. 5.19⊖◯
*CS* : Prop. 5.29⊖◯
CN : Prop. 2.1.5 +
Prop. 2.2.2
Jamais (Prop. 5.3)
rk−1nv Jamais (Prop. 5.1)
*CN* : ∃ un cycle
de longueur paire
dans G + Prop.
5.25⊖◯, Prop. 5.26⊖◯
rk−j Jamais (Prop. 5.1)
*CN* : ∃ un cycle
de longueur paire
dans G + Prop.
5.25⊖◯, Prop. 5.26⊖◯
e1nv−k Jamais (Prop. 5.1)
e1v−k Jamais (Prop. 5.1)
CN : Prop. 2.1.5 +
Prop. 2.2.2 Jamais (Prop. 5.3)
ej−k Jamais (Prop. 5.1)
*CN* : ∃ un cycle
de longueur paire
dans G′ + Prop.
5.23⊖◯
c1nv−1v
CN : Prop. 5.16.1⊖◯
CN : Prop. 5.16.2⊖◯
CN : Corollaire 5.1
*CS* : Prop. 5.24⊖◯
*CN* : Prop. 5.25⊖◯ Jamais (Prop. 5.3)
rk−1v Jamais (Prop. 5.1)
*CN* : ∃ un cycle
de longueur paire
dans G + Prop.
5.25⊖◯, Prop. 5.26⊖◯
Jamais (Prop. 5.3)
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Propriétés du
changement ⊖◯ Sémantique basique Sémantique préférée Sémantique stable
c-expansif CN : Prop. 5.37 CN : Prop. 5.37*CN* : Prop. 5.23⊖◯ Jamais (Prop. 5.36)





CN : Prop. 5.34
CS : Prop. 5.38
*CS* : Prop.
5.18.2⊖◯
CS : Prop. 5.18.3⊖◯
CN : Prop. 5.34
CS : Prop. 5.38
*CS* : Prop.
5.26.1⊖◯
CN : Prop. 5.34








CS : E ′ = {}























































































CS : Prop. 5.40
CS : Prop. 5.41
Prop. numéro Pour ⊖◯, correspond à Sémantique
Prop. 5.33
CS pour la “conservation d’une extension initiale” (i.e.
dans le cas où une extension avant le changement est
toujours une extension après le changement)
P, S, B
Prop. 5.35
CS pour la conservation (éventuellement faible) d’une
extension initiale (i.e. dans le cas où une extension avant
le changement avec éventuellement l’addition de z est




Dans ce chapitre, nous avons présenté une étude détaillée de deux opérations de
changement en argumentation, à savoir l’addition et la suppression d’un argument
(et de ses interactions). Plus précisément, nous avons donné, pour chacune de ces
opérations, des ensembles de conditions (nécessaires et/ou suffisantes) permettant
de s’assurer qu’une propriété du changement sera effectivement satisfaite après un
changement.
Toutefois, face au nombre important de résultats de caractérisation, le lecteur
pourrait se demander lesquels sont les plus utiles. Pour répondre à cette question,
trois critères peuvent être pris en compte :
• Le type de changement concerné : certains changements peuvent être consi-
dérés comme utiles selon le rôle de l’utilisateur, e.g. le modérateur d’un débat
peut souhaiter préciser ou élargir le dialogue suivant le temps restant, alors
qu’un orateur peut avoir une ou plusieurs stratégies de dialogue particulières
et vouloir se concentrer sur des arguments en particulier (le lecteur pourra se
reporter au chapitre 3 page 29 et à l’annexe D.1 page 221 pour de plus amples
illustrations). Examinons certaines de ces propriétés :
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— Un changement “décisif” (e.g., c1v−1nv) est utile pour faire diminuer
l’ignorance puisqu’après ce changement, il ne reste qu’une et une seule
extension. Cela peut être utilisé par un modérateur pour conclure le
débat.
— Un changement “expansif” (e.g., c-expansif ) augmente le nombre d’ar-
guments acceptés tout en conservant ceux qui l’étaient déjà. Cela peut
également être utilisé par un modérateur ou par un orateur dans le but
de convaincre un auditoire plus large à propos du point de vue actuel du
débat.
— Un changement “conservatif” (e.g., c-conservatif ) peut représenter une
attitude neutre que peut adopter un modérateur ou un orateur dans le
cas où il ne veut pas apporter de nouvelles informations, mais veut tout
de même participer au débat. Un bel exemple de parler pour ne rien dire.
— Les différentes “monotonies” et les propriétés du changement basées sur
le statut d’un argument (e.g., instauration d’acceptabilité) permettent de
se concentrer sur certains arguments particuliers et peuvent être utilisées
stratégiquement.
— Les changements “ouvrant” (e.g., ej−k) et “destructif” (e.g., rk−1v) ac-
croissent l’ignorance soit par l’augmentation des points de vue possibles,
soit par la destruction de tout point de vue cohérent. Cela peut être uti-
lisé en désespoir de cause par un orateur voulant interdire toute prise de
décision.
— Un changement “modifiant” (e.g., c-modifiant) permet de complètement
changer le ou les points de vue actuels. Cela peut également être utilisé
pour changer le cours du débat.
• La nature de la caractérisation obtenue en termes de temps de calcul requis
pour vérifier sa condition (e.g., vérifier si un argument n’attaque aucun autre
argument est plus facile que de vérifier s’il appartient à une extension).
• La nature de la caractérisation obtenue en termes de “typicalité” : la condition
est-elle souvent réalisée dans un système d’argumentation ordinaire, ou est-elle
peu rencontrée ?
Au-delà du point de vue théorique, ces résultats de caractérisation peuvent être
utilisés dans une dimension plus concrète. Nous verrons dans le chapitre 8 page 155
comment il est possible de les exploiter dans un outil permettant de calculer une
opération de changement réalisant un but.
Il est néanmoins important de noter que certaines caractérisations obtenues
grâce à la méthodologie de la dualité se sont révélées problématiques dans leur uti-
lisation. En effet, l’application naïve de cette méthodologie peut amener les condi-
tions à porter sur le système d’argumentation résultant du changement. Dans ce
cas, il est difficile de se servir directement de telles caractérisations et nous avons
donc dû fournir un travail supplémentaire pour s’assurer que ces résultats aient un
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sens ; nous avons notamment cherché à donner des conditions équivalentes sur le
système d’argumentation avant le résultat, par exemple au moyen des lemmes 5.1
page 84 et 5.2 page 84.
Pour résumer l’intérêt de ce chapitre, revenons à l’exemple donné au début de
celui-ci. Pour Monsieur Pink, ajouter un nouvel argument attaquant un argument
spécifique de Monsieur White sans menacer ses propres arguments acceptés corres-
pond à la proposition 5.14 page 90. La proposition 5.13⊖◯ page 96, d’un autre côté,
lui permet de s’assurer que la suppression de l’argument de son adversaire donne le
même résultat si cet argument ne porte assistance à aucun de ses propres arguments
acceptés. Ainsi, au lieu d’utiliser la proposition 5.14 page 90, Monsieur Pink peut
bénéficier de la proposition 5.13⊖◯ page 96, obtenue grâce à notre méthodologie (le
lecteur peut se rapporter aux lignes concernant la “conservation de l’acceptabilité”
dans les tables de la section 5.5 page 99).
Travaux connexes
Notons l’approche similaire de Boella et al. (2009a,b,c) qui propose, à la ma-
nière de Cayrol et al. (2010c), d’étudier le changement et les modifications qui en
découlent. L’objectif du travail est ici d’étudier comment la conclusion d’un système
d’argument peut rester inchangée (un équivalent de notre propriété du changement
c-conservatif ) malgré la modification de ce système. Ces travaux considèrent uni-
quement le cas où il n’existe qu’une seule extension (par exemple, dans le cadre de
la sémantique basique) et ils fournissent des principes (“principles”), ressemblant
à nos caractérisations, qui décrivent des conditions sur le système d’argumentation
et le changement le modifiant. Ainsi, si les conditions sont satisfaites, alors nous
sommes assurés que l’unique extension ne sera pas modifiée.
Notons que les auteurs considèrent l’addition d’argument et d’attaque dans
Boella et al. (2009b,c) et la suppression d’argument et d’attaque dans Boella et al.
(2009a).
Dans ce chapitre, nous avons étudié comment une modification particulière d’un
système d’argumentation peut être provoquée. Une question découlant naturelle-
ment de cette étude est “pourquoi” une telle modification peut être souhaitée. Ainsi,
en utilisant les résultats présentés dans cette partie, nous introduisons dans la pro-
chaine partie un cadre permettant à un agent de choisir l’opération adéquate pour
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Grâce aux chapitres 4 page 59 et 5 page 81, nous savons respectivement quelles
sont les modifications qu’un système d’argumentation peut subir, et les conditions
permettant leur apparition. Pour compléter ces études, nous souhaitons maintenant
savoir ce qui est susceptible de provoquer ces modifications, ce qui les motive. Intui-
tivement, il paraît probable que l’on souhaite modifier un système d’argumentation
pour que ce dernier nous convienne. Par ailleurs, il paraît tout aussi probable qu’il
soit impossible de le modifier comme il nous plaît ; il est impératif de posséder les
bons arguments, par exemple. Ainsi, dans ce chapitre, nous introduisons un nouveau
cadre formel permettant de prendre en compte ces intuitions.
S’inscrivant dans le domaine de la dynamique en argumentation, ce cadre est
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proche de la planification 1 classique. On désire modéliser le raisonnement d’un
agent qui possède ses propres connaissances, un objectif, et qui a la possibilité
d’agir sur un système cible. Ici, les connaissances de l’agent sont représentées sous
la forme d’un système d’argumentation. La cible sur laquelle il peut agir est aussi
un système d’argumentation. Par exemple, lors d’un débat, les arguments échangés
publiquement ainsi que leurs interactions peuvent constituer le système cible ; nous
avons pu le voir dans l’exemple de l’audience de tribunal (section 3.1 page 30).
Notons à ce propos que le protocole présenté dans la section 3.1.2 page 36 met en
évidence deux types de changement :
• changement opéré par un agent sur un système cible autre que le sien,
• changement opéré par un agent sur son propre système.
Ici, nous nous concentrons uniquement sur l’étude du premier type de changement.
L’originalité de notre formalisation du changement réside dans l’utilisation de
deux systèmes d’argumentation : un pour l’agent et un pour la cible. Cela introduit
des limitations aux actions possibles de l’agent (puisqu’il ne peut pas, par exemple,
ajouter des arguments ou des attaques qu’il ne connaît pas) et rend le problème de
la réalisation de ses objectifs moins trivial.
Par ailleurs, une extension naturelle de la dynamique d’un système d’argumen-
tation, et donc de notre cadre, est la possibilité de choisir un changement optimal
au regard d’un critère particulier. Aussi, dans ce chapitre, nous présentons une ap-
proche destinée à répondre à la question : “Entre deux changements, lequel est le
meilleur ?” Nous nous proposons donc d’examiner comment comparer des change-
ments.
Dans la section 6.1, nous présentons notre cadre théorique qui s’appuie sur les
notions qui ont été présentées et étendues dans les chapitres 2 page 11, 4 page 59 et 5
page 81 tout en les modifiant. Puis, nous abordons le problème de la comparaison
et du choix d’un changement dans la section 6.2 page 121. Enfin, la section 6.3
page 131 conclut cette partie.
Notons que ce chapitre détaille le cadre présenté dans Bisquert et al. (2013c,d).
6.1 Nouvelles définitions
Cette section nous permet d’introduire formellement certaines notions utiles à
notre travail, notions que nous tentons d’exemplifier au fur et à mesure. À ce titre,
nous reprenons et modifions des notions que nous avons eu l’occasion de présenter
dans le chapitre 2 page 11 de façon à les rendre cohérentes avec l’utilisation de deux
systèmes d’argumentation.
1. La planification est la discipline ayant pour objectif la création automatisée de plans (des
listes d’actions à entreprendre) permettant la résolution d’un problème spécifique.
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6.1.1 Univers
Avant d’aller plus loin, il convient de définir dans quelle mesure un agent a accès
aux arguments. Pour cela, nous avons besoin d’une notion pouvant représenter
les arguments qu’un agent connaît et parmi lesquels il peut choisir ceux qu’il va
avancer dans un dialogue, par exemple. Ceci nous permettra de nous situer dans un
cadre potentiellement concret tout en restant dans le domaine de l’argumentation
abstraite.
Ainsi, dans ce travail, nous introduisons la notion d’univers de référence
représentant un ensemble fini ou infini d’arguments manipulables dans un domaine
(ou contexte) donné. 2 Notons que nous ne précisons pas, à dessein, l’origine de ces
arguments, ce qui nous permettra d’être plus flexible quant à leur obtention.
Néanmoins, à titre d’exemple, ce domaine peut être celui d’une base de connais-
sances ; l’univers de référence est alors l’ensemble de tous les arguments construc-
tibles à partir de cette base. De la même façon, le domaine peut également être
un texte argumentatif, tel un essai ; l’univers de référence est alors constitué des
différents arguments (sous forme de phrases, par exemple) qui ont été extraits de ce
texte. Nous pouvons enfin, comme dans l’exemple qui suit, considérer que l’univers
de référence est fourni explicitement.
Exemple 6.1. Revenons à l’audience de tribunal où un procureur et un avocat
s’affrontent pour déterminer le sort du prévenu M. X. Chacun des deux orateurs a
un but, à savoir, pour le procureur, de faire condamner M. X (en faisant accepter
l’argument x1), et pour l’avocat, de le faire innocenter (en faisant accepter l’argu-
ment x0). Les différents arguments pouvant être mis en jeu sont présentés dans la
table 3.1 page 32 ; ils constituent l’univers de référence dans ce contexte particulier.
La structure interne des arguments n’étant pas ce qui nous intéresse ici, nous
procédons à l’abstraction de l’univers de référence en usant du cadre formel
de Dung (1995). Ceci nous permet de nous concentrer sur les interactions entre
arguments (représentés par des symboles xi) et la structure qui en découle.
Définition 6.1 (Abstraction de l’univers de référence). Une abstraction
d’univers de référence U est une paire (AU,RU), où AU est l’ensemble non vide
de tous les arguments de cet univers et RU ⊆ AU×AU est une relation binaire sur
AU. 3
Cette définition nous permet aisément de représenter graphiquement un univers
de référence.
Exemple 6.1 (cont.). En abstrayant l’univers de référence représenté par la
table 3.1 page 32, nous obtenons le graphe illustré par la figure 6.1 page suivante.
2. Il peut donc exister plusieurs univers.
3. Dans la suite de ce document,U dénotera autant un univers de référence que son abstraction.









Figure 6.1 – Illustration de la notion d’abstraction de l’univers de référence.
De la notion d’abstraction de l’univers de référence découle directement une
nouvelle définition du système d’argumentation. Celle-ci se distingue de la définition
de Dung (1995) par le fait que le système d’argumentation est relatif à un univers
de référence.
Définition 6.2 (Système d’argumentation). Étant donné un univers de réfé-
rence U, un système d’argumentation issu de U est une paire (A,R), où A ⊆ AU
est un ensemble non vide fini d’arguments et R ⊆ RU ∩ A × A est une rela-
tion binaire sur A. (A,R) est représenté par un graphe d’argumentation G dont les
sommets et les arcs correspondent respectivement à A et R. L’ensemble des graphes
d’argumentation issu de U est noté GU. 4
Dans la suite de ce travail, un système d’argumentation sera le plus souvent
associé à un agent. Soit k un agent, nous désignerons par Uk = (Ak,Rk) le système
d’argumentation de l’agent k issu de l’univers de référence U, et représentant la
partie de l’univers de référence connue par l’agent k. Nous noterons Gk le graphe
représentant ce système. Il est à noter que lorsque plusieurs agents interagissent,
nous supposons que les systèmes d’argumentation leur étant associés sont issus du
même univers.
Exemple 6.1 (cont.). Pour déterminer la culpabilité du prévenu, deux agents,
l’avocat de la défense et le procureur s’affrontent oralement. Ces derniers n’étant
pas omniscients, ils ne connaissent pas tous les arguments utilisables (et qui plus
est, ils ne partagent pas nécessairement les mêmes arguments). Ainsi, à chacun de
4. Notons que dans le cas où un seul univers de référence est utilisé, nous parlerons de “système
d’argumentation” en lieu et place de “système d’argumentation issu de U”.
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ces agents correspond un système d’argumentation, tel que le montre la figure 6.2
page suivante où apparaissent :
• U l’univers de référence, dans lequel se trouvent les arguments x0 à x7.
• Uproc le système d’argumentation du procureur, contenant les arguments x0,
x1, x3, x4, x5 et x6.
• Uavoc le système d’argumentation de l’avocat, contenant les arguments x0, x1,
x2, x4 et x7.
Notons qu’il est possible que certains arguments et interactions soient absents
des systèmes d’argumentation de tous les agents. Ceci est représenté graphiquement
• pour les arguments : par des sommets du graphe représentant l’univers n’étant
contenus dans aucun système d’argumentation,
• pour les interactions : par des arcs de l’univers n’apparaissant entièrement
dans aucun système d’argumentation (telle l’attaque de l’argument x3 vers
l’argument x2, qui n’est contenue entièrement ni dans Uproc, ni dans Uavoc
sur la figure 6.2 page suivante).
Dans le cas contraire, l’univers de référence se définit par l’union des arguments, et
l’union des interactions les concernant, connus par les agents. Dans notre exemple,
ceci aurait été le cas si l’argument x3 n’attaquait pas l’argument x2.
6.1.2 Opérations de changement
L’étude du changement dans un système d’argumentation commence par la défi-
nition d’une opération de changement. Pour ce faire, nous nous inspirons librement
du travail de Cayrol et al. (2010c). Nous considérons des opérations de changement
élémentaires (voir section 2.2 page 16), c’est-à-dire n’agissant que sur un argument
ou une attaque appartenant à un univers particulier.
Les travaux de Cayrol et al. (2010c), que nous avons étendus dans les chapitres 4
page 59 et 5 page 81, seront utilisés dans un contexte particulier, où les opérations
seront contraintes : un agent n’a pas forcément accès à toutes les opérations possibles
dans un contexte particulier, ce qui correspond à une restriction des opérations
permises à cet agent. La figure 6.3 page 115 illustre cet ajout par la présence du
système d’argumentation de l’agent entreprenant l’opération (Uagent). Par ailleurs,
dans notre travail, une opération effectuée par un agent ne l’est pas forcément sur
son propre système d’argumentation ; elle sera généralement destinée à modifier le
système d’un autre agent, et plus généralement un système cible.
Ainsi, nous raffinons la notion d’opération élémentaire au sens de Cayrol et al.
(2010c) en quatre points : en premier lieu nous nous penchons de manière abstraite
sur cette notion en redéfinissant sa syntaxe ; puis nous la ramenons à un agent
pour déterminer si une opération est autorisée ou non pour celui-ci ; nous la restrei-
gnons ensuite en fonction du contexte, ce qui permet de déterminer si une opération
peut être exécutée par un agent sur un système d’argumentation cible ; enfin, nous
étudions l’impact d’une opération sur un système d’argumentation.











(a) Représentation graphique des arguments mis en jeu lors de l’audience. U symbolise














(c) Système d’argumentation de l’avocat.
Figure 6.2 – Illustration de la notion de système d’argumentation issu d’un univers de
référence.






Figure 6.3 – Illustration des contraintes sur les opérations. La zone grisée représente les
travaux sur lesquels nous nous basons, c’est-à-dire la modification d’un système d’argumen-
tation (système cible : Ucible) menant à un nouveau système (système résultat : U′cible) par
l’intermédiaire d’une opération de changement. Nous ajoutons à cela une notion de restric-
tion sur les opérations de changement disponibles pour modifier Ucible par le fait qu’elles ne
doivent se baser que sur des arguments et attaques existant dans le système d’argumenta-
tion de l’agent les effectuant (ce qui est représenté par le lien entre l’univers U et Uagent) ;
elles doivent de plus correspondre aux arguments et attaques de Ucible (ce qui est représenté
par le lien entre le système de l’agent entreprenant l’opération (Uagent) et l’ensemble des
opérations exécutables sur le système cible (Ucible).
Définition 6.3 (Opération élémentaire). Soit U = (AU,RU) un univers de ré-
férence. Un triplet o = (op, arg, att) est appelé opération élémentaire si et seulement
si o.arg ⊆ AU, o.att ⊆ RU et
• soit o.op = ⊕◯ avec |o.arg| = 1 et ∀(x, y) ∈ o.att, (x 6= y) et (x ∈ o.arg ou y ∈
o.arg),
• soit o.op = ⊖◯ avec |o.arg| = 1 et o.att = ∅,
• soit o.op ∈ {⊕,⊖} avec o.arg = ∅ et |o.att| = 1.
L’ensemble des opérations élémentaires issues de U est noté OU. 5
Cette définition, bien qu’elle s’en rapproche, compte quelques différences de
forme par rapport à la définition 2.6 page 16. Ainsi, outre la définition sous forme
de triplet, nous laissons ici entrevoir la définition possible d’opération en géné-
ral ; en effet, o.arg et o.att sont des ensembles et peuvent donc contenir plusieurs
arguments ou attaques ; relâcher les contraintes |o.arg| = 1 et |o.att| = 1 nous per-
mettrait de considérer des opérations concernant plusieurs arguments et attaques à
la fois. Notons néanmoins que ne considérer que les opérations élémentaires ne fait
pas perdre en généralité puisqu’une opération quelconque peut se ramener à une
séquence d’opérations élémentaires.
Mais la différence principale tient du fait qu’ici, lors de la suppression d’un
argument, nous ne précisons pas l’ensemble des attaques à supprimer (o.att = ∅)
5. Par souci de simplicité, on utilisera de manière équivalente les notations OU et O pour
désigner l’ensemble des opérations élémentaires issues de U lorsqu’il n’y a pas d’ambiguïté.
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puisqu’il peut être directement déterminé en considérant toutes les attaques qui
concernent l’argument à supprimer (o.arg) ; une opération élémentaire au sens de
la définition 2.6 page 16 impose quant à elle que l’ensemble des attaques à supprimer
(Rz) soit renseigné. 6
Exemple 6.2. À partir de l’univers de référence représenté par la
figure 6.1 page 112, plusieurs opérations élémentaires sont syntaxiquement correctes.
En voici une liste non exhaustive :
• (⊕◯, {x1},∅),
• (⊖◯, {x4},∅),
• (⊕◯, {x2}, {(x2, x1)}),
• (⊖◯, {x7},∅).
• (⊖,∅, {(x6, x1)}),
• (⊕,∅, {(x5, x4)}),
• (⊕,∅, {(x3, x2)}),
• (⊖,∅, {(x7, x4)}),
Nous considérons maintenant les notions d’opération autorisée et d’opération
interdite pour un agent : une opération élémentaire est dite autorisée si elle porte
sur un argument et/ou des attaques connus de l’agent. À l’inverse, une opération
élémentaire est dite interdite si elle porte sur un argument et/ou des attaques incon-
nus de l’agent. Cette nouvelle notion est illustrée sur la figure 6.3 page précédente
par le lien entre l’univers U et le nœud représentant le système d’argumentation de
l’agent réalisant l’opération (Uagent).
Définition 6.4 (Opération autorisée pour un agent). Soit k un agent et Uk =
(Ak,Rk) son système d’argumentation. Une opération élémentaire o est autorisée
pour k ssi
• o.arg ⊆ Ak et
• o.att ⊆ Rk.
L’ensemble des opérations autorisées pour k est noté Ok.
Il est important de noter que dans le cas particulier d’une addition d’argument,
il peut n’être fourni qu’une partie des attaques connues ; il est donc possible pour
un agent d’effectuer un “mensonge par omission”. Il n’est par contre pas autorisé
de fournir des attaques n’étant pas connues et donc de mentir de manière “active” ;
ceci pourra être l’objet de travaux futurs.
Exemple 6.3. Parmi les quelques opérations élémentaires listées dans l’exemple 6.2,
le procureur n’est pas autorisé à utiliser celles concernant des arguments ou des at-
taques qu’il ne connaît pas. Ainsi, il ne pourra pas utiliser les opérations suivantes :
6. Ne pas avoir à spécifier les attaques à supprimer n’est qu’une simplification syntaxique. En
effet, le fait que Rz doive être renseigné ne veut pas dire que l’on peut supprimer uniquement
les attaques que l’on souhaite (la définition 2.6 page 16 le précise). Que ce soit dans le cas de
la définition 2.6 page 16 ou dans celui de la définition 6.3 page précédente, il n’y aurait aucun
sens à laisser dans le système d’argumentation des attaques concernant un argument n’étant plus
dans le système ; les attaques supprimées sont donc, dans les deux cas, toutes celles qui concernent
l’argument supprimé.
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• (⊕◯, {x2}, {(x2, x1)}),
• (⊖◯, {x7},∅). • (⊕,∅, {(x3, x2)}),• (⊖,∅, {(x7, x4)}),
Remarquons que si le procureur vient à connaître, grâce à une opération de son
adversaire et une mise à jour de son système, des arguments ou des attaques lui
faisant défaut jusque-là, la ou les opérations correspondantes seront alors autorisées.
Une opération, bien qu’autorisée pour un agent, n’est pas nécessairement adap-
tée au système d’argumentation cible. Pour représenter cette nuance, nous définis-
sons la notion d’opération exécutable. L’exécutabilité d’une opération est illustrée
sur la figure 6.3 page 115 par le lien entre le système de l’agent entreprenant l’opé-
ration (Uagent) et la zone grise contenant le système cible (Ucible). Les conditions
de l’exécutabilité d’une opération dépendent de sa nature (addition ou suppression
d’un argument ou d’une attaque). Ainsi, l’addition d’un argument nécessite que
cet argument ne soit pas dans le système cible, et que les éventuelles interactions
associées concernent des arguments appartenant, eux, au système cible. La suppres-
sion d’un argument exige que celui-ci soit présent dans le système cible. L’addition
d’une interaction réclame qu’elle ne soit pas dans le système cible, mais que les deux
arguments concernés le soient. Enfin, la suppression d’une interaction requiert que
cette interaction appartienne au système cible.
Définition 6.5 (Opération exécutable par un agent sur un système d’ar-
gumentation). Soit k un agent et G = (A,R) un système d’argumentation quel-
conque. Une opération exécutable par k sur G est une opération o = (op, arg, att)
autorisée pour k telle que :
• si o.op = ⊕◯, alors o.arg 6⊂ A et ∀(x, y) ∈ o.att, (x ∈ A ou y ∈ A).
• si o.op = ⊖◯, alors o.arg ⊆ A.
• si o.op = ⊕, alors o.att 6⊂ R et ∀(x, y) ∈ o.att, (x ∈ A et y ∈ A).
• si o.op = ⊖, alors o.att ⊆ R.
L’ensemble des opérations exécutables par k sur G est noté OGk . Par définition,
OGk ⊆ Ok.
Exemple 6.4. Au cours de l’audience, les différentes actions des protagonistes ont
fait évoluer le système d’argumentation des jurés, de sorte que ce dernier soit le
suivant :
x0 x1 x6
C’est maintenant au tour du procureur de prendre la parole et d’essayer de
convaincre les jurés en modifiant leur système. Il sait qu’il n’a pas les éléments
nécessaires pour faire en sorte que l’argument x1 soit accepté sceptiquement et se
rabat en conséquence sur une acceptabilité crédule. Pour cela, il n’a à sa disposition
que quatre opérations autorisées sur celles vues dans l’exemple 6.2 page ci-contre :
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• o1 = (⊕◯, {x1},∅),
• o3 = (⊖◯, {x4},∅), • o2 = (⊖,∅, {(x6, x1)}),• o4 = (⊕,∅, {(x5, x4)}).
Mais o1 n’est pas exécutable, puisque x1 est déjà dans le système d’argumentation
des jurés ; après tout, il ne servirait à rien de répéter une chose qu’ils savent déjà.
De la même manière, les opérations o3 et o4 ne peuvent être exécutées du fait de
l’absence des arguments x4 et x5 dans le système des jurés. Il ne lui reste donc plus
qu’à tenter de faire supprimer l’attaque de x6 vers x1 grâce à o2.
Une opération exécutable sur un système d’argumentation a un impact sur ce
dernier. Cet impact est représenté sur la figure 6.3 page 115 par le lien entre Ucible
et le système résultat (U′cible).
Définition 6.6 (Impact d’opération exécutable par un agent sur un sys-
tème d’argumentation). Soit k un agent, G = (A,R) un système d’argumenta-
tion quelconque et o = (op, arg, att) une opération exécutable par k sur G. o fournit
un nouveau système d’argumentation G′ = o(G) = (A′,R′) tel que :
• o.op = ⊕◯ :
G′ = (A ∪ o.arg,R∪ o.att)
• o.op = ⊖◯ :
G′ = (A \ o.arg,R \ {(x, y) ∈ R | x ∈ o.arg ou y ∈ o.arg})
• o.op = ⊕ :
G′ = (A,R∪ o.att)
• o.op = ⊖ :
G′ = (A,R \ o.att)
Notons que dans le cas de la suppression d’un argument, l’impact porte donc
sur toutes les interactions dans G concernant l’argument appartenant à o.arg.
Exemple 6.5. En exécutant l’opération o2 = (⊖,∅, {(x6, x1)}), le procureur a
modifié le système d’argumentation des jurés en supprimant l’attaque de l’argument
x6 vers l’argument x1 :
x0 x1 x6
Ainsi, la menace de l’argument x6 est pour le moment écartée !
Enfin, nous considérons les suites d’opérations exécutables par un agent sur un
système d’argumentation, nommées programmes, donnant la possibilité à un agent
d’effectuer plusieurs opérations élémentaires en séquence.
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Définition 6.7 (Programme exécutable par un agent sur un système d’ar-
gumentation). Soit k un agent et G un système d’argumentation quelconque. Un
programme p exécutable par k sur G est une suite ordonnée finie de n opérations
〈o1, · · · , on〉 telle que :
• Pour n = 1 : o1 est exécutable par k sur G ( i.e. o1 ∈ OGk ). On a alors
p(G) = o1(G).
• Pour n > 1 : 〈o1, · · · , on−1〉 est un programme p′ exécutable par k sur G tel
que p′(G) = G′ et on ∈ OG′k est une opération exécutable par k sur G′. On a
alors p(G) = on(G′).
• Par extension, une suite vide est aussi un programme. On a alors p(G) = G.
n est appelé cardinal de p, noté |p|. Par abus de notation, on écrira o ∈ p pour
∃oi ∈ p = 〈o1, · · · , on〉 telle que o = oi. On notera PGk l’ensemble de tous les
programmes exécutables par l’agent k sur G.
Dans la section suivante, nous raffinons cette définition pour y inclure la notion
de programme réalisant un ensemble de buts.
6.1.3 Prise en compte de buts
Dans notre travail, au-delà de la notion de changement et des modifications qu’il
implique, nous nous intéressons à ce qui peut provoquer ce changement. Il est donc
intéressant de se demander, outre le comment, pourquoi un système d’argumenta-
tion cible est modifié. Nous nous plaçons ici dans le contexte d’un dialogue entre
agents, il est ainsi naturel de penser que les buts découlent d’un désir particulier
sur la discussion en cours.
Comme nous l’avons déjà souligné, un agent a la possibilité d’agir sur un sys-
tème cible pour atteindre des objectifs. Ces objectifs seront formellement traduits
par des buts. Un but est représenté par une expression d’un langage qui exprime
des conditions à satisfaire dans des systèmes d’argumentation (celui de la cible et
éventuellement celui de l’agent). Pour représenter ces buts, nous utiliserons les sym-
boles apparaissant dans la typologie des propriétés du changement présentée dans
le chapitre 4 page 59, notamment :
• les arguments (x, y, z, etc.),
• les extensions (Ei et E ′i),
• les ensembles d’extensions (E et E′) ainsi que leur cardinal (|E| et |E′|),
• les ensembles d’extensions contenant un argument particulier x (Ex et E′x) et
leur cardinal (|Ex| et |E′x|),
• les opérateurs de comparaison classique (=, <, >, etc.),
• les quantificateurs ∀ et ∃,
• l’appartenance (∈) et l’inclusion (⊆),
• l’union (∪) et l’intersection (∩) d’ensembles,
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• les opérateurs logiques classiques (∧, ∨, →, ↔, ¬).
Dans la suite de ce document, nous noterons Bk l’ensemble des buts de l’agent
k. 7
Un but absolu ne prend pas en compte le système d’argumentation initial (ap-
pelé système cible), mais uniquement le système d’argumentation obtenu après mo-
dification du système cible (appelé système résultat). Formellement, il ne porte donc
que sur G′. Un tel but peut être utilisé pour représenter un désir à long terme, que
l’on a tout au long de la discussion.
Ainsi, nous aurons au sein de cette catégorie des buts tels que “Je veux que
l’argument x soit rejeté”, formalisé par |E′x| = 0, ou “Je veux qu’il n’existe qu’une
seule extension non vide”, formalisé par |E′| = 1, E ′ 6= ∅. Notons que, puisque le
système cible n’est pas pris en compte, un agent peut avoir un ou plusieurs buts
déjà satisfaits ; dans ce cas, il n’aura donc aucun changement à entreprendre pour
voir ces buts satisfaits.
Un but relatif prend, quant à lui, en compte le système d’argumentation cible.
Formellement, il porte sur le couple (G,G′), rassemblant un système cible dans son
état initial et ce système après le changement. Un tel but permet de représenter
l’évolution que l’on souhaite voir sur un système à un moment précis de la discussion.
Cette catégorie regroupe des buts tels que “Je veux recentrer la discussion sur
un nombre réduit d’options”, formalisé par |E| > |E′|, ou “Je veux qu’aucun nouvel
argument ne soit accepté”, formalisé par ∀E ′j ∈ E′, ∃Ei ∈ E, E ′j ⊆ Ei. Ici, il faudra
nécessairement que la vérification de la condition soit effectuée en partie sur le
système d’argumentation cible initial.
Le lecteur pourra se référer à l’annexe D.1 page 221 (ainsi qu’en partie au
chapitre 3 page 29) pour une liste plus complète de buts, ainsi qu’une intuition
pour chacun d’entre eux.
Nous pouvons maintenant définir la notion de programme réalisant un ensemble
de buts.
Définition 6.8 (Programme d’un agent sur un système d’argumentation
réalisant un ensemble de buts). Soit k un agent, Bk l’ensemble de buts de k et
G un système d’argumentation quelconque. Un programme p de k sur G réalisant Bk
est un programme exécutable par k sur G tel que p(G) = G′ et tous les buts b ∈ Bk
sont satisfaits dans G′. On notera PGBk l’ensemble de tous les programmes de l’agent
k sur G réalisant l’ensemble de buts Bk. Par définition, PGBk ⊆ PGk .
Exemple 6.6. Les choses ne se sont pas passées comme prévu pour le procureur.
Son adversaire, qui a très bien défendu son client, a réussi à défaire toutes les ten-
tatives de notre représentant du ministère public de satisfaire son but (faire accepter
7. Notons que la notion de but est ici volontairement laissée vague puisque sa formalisation
nécessite un langage logique qui ne sera introduit que dans le chapitre 7 page 135 ; la notion
formelle de but sera donc introduite dans la définition 7.5 page 144.
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crédulement x1 : Bproc = {∃E ∈ E, x1 ∈ E}). Suite à cela, le système d’argumenta-
tion des jurés est le suivant :
x4 x0 x1 x2
Le procureur semble en mauvaise posture, mais de nouvelles informations lui
ont remis le pied à l’étrier ! Il a notamment appris l’existence de l’argument x2
et s’est rendu compte que son argument x3 pouvait le contrer. Il a désormais à
sa disposition, entre autres choses, deux opérations qui collent parfaitement à la
situation :
• o5 = (⊕◯, {x3}, {(x3, x2)}) • o6 = (⊕◯, {x5}, {(x5, x4)})
Grâce à ces deux opérations, il peut revenir dans la partie, en une prise de parole
contrer les deux arguments de l’avocat et réaliser son but.
6.2 Choix des opérations de changement et changement
optimal
Il est désormais temps d’étudier plus en profondeur le cœur de ce chapitre,
c’est-à-dire le choix à proprement parler d’un changement à effectuer.
En effet, le changement, sujet principal de ce travail, est le fait, pour un agent,
d’effectuer une modification sur un système d’argumentation par le biais d’un pro-
gramme, en particulier pour satisfaire un ou plusieurs buts. Mais il existe potentielle-
ment plusieurs changements différents pour arriver à ses fins. Comment choisir alors
le changement à accomplir parmi tous ceux permettant de satisfaire un même but ?
Il semble nécessaire de pouvoir comparer ces changements, et ce, selon différents
“critères”. Ainsi, pour un ou plusieurs critères donnés, on cherche un “meilleur”
changement, c’est-à-dire un programme réalisant les buts de l’agent et optimisant
ce critère.
Intuitivement, un critère marque une préférence sur le moyen d’atteindre son
but : un agent choisissant un critère particulier annonce implicitement qu’il préfère
satisfaire son but grâce à un changement respectant ce critère.
Nous pouvons distinguer trois critères principaux, qu’il est possible de raffiner
en critères plus précis, portant sur :
• le coût d’un programme,
• la distance structurelle entre deux systèmes d’argumentation,
• la distance sémantique entre deux systèmes d’argumentation (c’est-à-dire ba-
sée sur leurs extensions).
122 Chapitre 6. Un cadre contraint
Nous nous proposons, dans la suite de cette partie, de définir plusieurs de ces
critères indépendamment de la notion de satisfaction de but. Nous définirons ensuite
plusieurs relations de comparaison grâce à ces mêmes critères. Pour illustrer cela,
nous utiliserons tout au long des définitions un exemple où le procureur doit choisir
au sein d’un ensemble de programmes celui qu’il va utiliser.
Exemple 6.6 (cont.). Le procureur a donc choisi d’utiliser le programme
〈(⊕◯, {x3}, {(x3, x2)}), (⊕◯, {x5}, {(x5, x4)})〉. Mais comment en est-il venu à faire
ce choix ? Qu’est-ce qui l’a poussé à énoncer cela plutôt qu’autre chose de façon à
faire accepter crédulement l’argument x1 ?
En effet, avant sa prise de parole, le procureur, sachant que les jurés utilisent la
sémantique préférée pour délibérer, avait pour but d’assurer au moins un point de
vue dans lequel le client de l’avocat n’est pas innocent (donc que |E′x1 | 6= 0).
Ainsi, divers choix possibles s’offraient à lui ; la table 6.1 en propose une par-
tie en considérant que l’opération (⊕◯, {x3}, {(x3, x2)}), notée o5, est présente dans
chacun des programmes étudiés. En outre, les systèmes d’argumentation qui au-
raient été obtenus par l’utilisation de ces programmes sont illustrés par la figure 6.4
page ci-contre.
Programmes Extensions des sys-
tèmes obtenus
p1 〈o5, (⊕◯, {x5}, {(x5, x4)})〉 {{x0, x5}, {x1, x5}}
p2 〈o5, (⊕◯, {x5}, {(x5, x4)}), (⊖,∅, {(x0, x1)})〉 {{x1, x5}}
p3 〈o5, (⊕◯, {x5}, {(x5, x4)}), (⊖◯, {x4},∅)〉 {{x0, x5}, {x1, x5}}
p4 〈o5, (⊕◯, {x5}, {(x5, x4)}), (⊖◯, {x5},∅),
(⊖◯, {x4},∅)〉 {{x0}, {x1}}
p5 〈o5, (⊖◯, {x4},∅)〉 {{x0}, {x1}}
p6 〈o5, (⊖,∅, {(x4, x1)})〉 {{x0, x4}, {x1, x4}}
p7 〈o5, (⊖,∅, {(x4, x1)}), (⊖,∅, {(x0, x1)})〉 {{x1, x4}}
p8 〈o5, (⊖◯, {x4},∅), (⊖,∅, {(x0, x1)})〉 {{x1}}
Table 6.1 – Liste des divers programmes que le procureur peut exécuter (les extensions
sont calculées dans le cadre de la sémantique préférée.
Ayant listé ses options, il ne manquait au procureur qu’un moyen de leur attri-
buer une valeur pour pouvoir les comparer et choisir la meilleure d’entre elles.
Notons que la plupart des critères que nous utiliserons dans ce travail repré-
sentent une distance entre deux graphes, et portent donc sur deux objets (à savoir
un premier graphe, et le graphe résultant de la modification du premier par un pro-
gramme). Bien qu’il soit possible de le faire uniquement grâce à p(G) (le système



















Figure 6.4 – Illustration des différentes (et arbitraires) possibilités de changement du
système d’argumentation des jurés (Ujur).
résultant du programme p effectué sur G), il nous paraît plus intuitif dans ce cas de
définir une valeur associée au critère grâce au couple (G, p(G)).
Voyons maintenant quelques critères possibles.
6.2.1 Coût de programmes
Le critère de coût des programmes se base, comme son nom l’indique, sur le coût
engendré par un programme, et ce sans tenir compte des systèmes d’argumentation
ou des modifications qu’ils subissent. Il est bien entendu lié au coût des opérations
qui le constituent. Par exemple, il est possible d’utiliser une fonction de coût d’une
opération (élémentaire) pour un agent.
Définition 6.9 (Coût d’une opération). Soit Coût une fonction telle que
Couˆt : Agents×O → N ∪ {∞}
(k, o) 7→ ∞ si o /∈ Ok
où Agents est l’ensemble des agents, O est l’ensemble des opérations élémentaires
et Ok est l’ensemble des opérations autorisées pour l’agent k.
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Le critère de coût peut également être modulé par tout ce qui a trait à la notion
de programme, comme la taille, la nature des opérations, etc. Nous nous proposons
ici de définir le coût d’un programme à partir de sa taille.
Taille de programme
La taille d’un programme, notée t, est le nombre total d’opérations entreprises
par l’agent lors de ce programme. Ainsi, ne faire qu’une opération sera moins coû-
teux qu’en faire deux, ce qui peut par exemple permettre d’économiser son temps
de parole, et d’un point de vue computationnel minimiser la complexité du change-
ment. Notons que nous supposons pour le moment que chaque opération a le même
coût. Ce dernier pourrait néanmoins être modulé grâce à la fonction Couˆt définie
précédemment.
Exemple 6.7. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
• |p1| = 1
• |p2| = 2
• |p3| = 2
• |p4| = 3
• |p5| = 1
• |p6| = 1
• |p7| = 2
• |p8| = 2
6.2.2 Distance structurelle
Le critère de distance structurelle se base sur le nombre de différences entre les
systèmes d’argumentation (et donc leurs graphes) avant et après le changement. Il
peut être raffiné en quatre nouveaux critères, que nous listons ci-dessous.
Distance de perte d’arguments.
Ce critère, noté pa, se base sur le nombre d’arguments appartenant au graphe
avant le changement et n’appartenant pas au graphe après le changement. Ceci
pourrait également être modulé suivant l’importance de certains arguments.
Pour ce faire, nous considérons la fonction permettant d’obtenir le nombre d’ar-
guments perdus entre deux systèmes d’argumentation.
Définition 6.10 (Distance de perte d’arguments). La distance d’arguments
perdus entre deux systèmes d’argumentation (A,R) et (A′,R′) est un entier naturel
défini par la fonction suivante :
fpa : GU ×GU → N
((A,R), (A′,R′)) 7→ |A \ A′|.
Exemple 6.8. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
6.2 Choix des opérations de changement et changement optimal 125
• fpa(Ujur, p1(Ujur)) = 0
• fpa(Ujur, p2(Ujur)) = 0
• fpa(Ujur, p3(Ujur)) = 1
• fpa(Ujur, p4(Ujur)) = 1
• fpa(Ujur, p5(Ujur)) = 1
• fpa(Ujur, p6(Ujur)) = 0
• fpa(Ujur, p7(Ujur)) = 0
• fpa(Ujur, p8(Ujur)) = 1
Distance de gain d’arguments.
Ce critère, noté ga se base, à l’inverse du précédent, sur le nombre d’arguments
n’appartenant pas au graphe avant le changement et appartenant au graphe après le
changement. Ceci pourrait également être modulé suivant l’importance de certains
arguments.
Pour ce faire, nous considérons la fonction permettant d’obtenir le nombre d’ar-
guments gagnés entre deux systèmes d’argumentation.
Définition 6.11 (Distance de gain d’arguments). La distance d’arguments
gagnés entre deux systèmes d’argumentation (A,R) et (A′,R′) est un entier naturel
défini par la fonction suivante :
fga : GU ×GU → N
((A,R), (A′,R′)) 7→ |A′ \ A|.
Exemple 6.9. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
• fga(Ujur, p1(Ujur)) = 1
• fga(Ujur, p2(Ujur)) = 1
• fga(Ujur, p3(Ujur)) = 1
• fga(Ujur, p4(Ujur)) = 0
• fga(Ujur, p5(Ujur)) = 0
• fga(Ujur, p6(Ujur)) = 0
• fga(Ujur, p7(Ujur)) = 0
• fga(Ujur, p8(Ujur)) = 0
Distance de perte d’attaques.
Ce critère, noté pi, se base sur le nombre d’attaques appartenant au graphe
avant le changement et n’appartenant pas au graphe après le changement. Ceci
pourrait également être modulé suivant l’importance de certaines attaques.
Pour ce faire, nous considérons la fonction permettant d’obtenir le nombre d’at-
taques perdues entre deux systèmes d’argumentation.
Définition 6.12 (Distance de perte d’attaques). La distance d’attaques perdues
entre deux systèmes d’argumentation (A,R) et (A′,R′) est un entier naturel défini
par la fonction suivante :
fpi : GU ×GU → N
((A,R), (A′,R′)) 7→ |R \ R′|.
Exemple 6.10. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
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• fpi(Ujur, p1(Ujur)) = 0
• fpi(Ujur, p2(Ujur)) = 1
• fpi(Ujur, p3(Ujur)) = 1
• fpi(Ujur, p4(Ujur)) = 1
• fpi(Ujur, p5(Ujur)) = 1
• fpi(Ujur, p6(Ujur)) = 1
• fpi(Ujur, p7(Ujur)) = 2
• fpi(Ujur, p8(Ujur)) = 2
Distance de gain d’attaques.
Ce critère, noté gi, se base, à l’inverse du précédent, sur le nombre d’attaques
n’appartenant pas au graphe avant le changement et appartenant au graphe après le
changement. Ceci pourrait également être modulé suivant l’importance de certaines
attaques.
Pour ce faire, nous considérons la fonction permettant d’obtenir le nombre d’at-
taques gagnées entre deux systèmes d’argumentation.
Définition 6.13 (Distance de gain d’attaques). La distance d’attaques gagnées
entre deux systèmes d’argumentation (A,R) et (A′,R′) est un entier naturel défini
par la fonction suivante :
fgi : GU ×GU → N
((A,R), (A′,R′)) 7→ |R′ \ R|.
Exemple 6.11. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
• fgi(Ujur, p1(Ujur)) = 1
• fgi(Ujur, p2(Ujur)) = 1
• fgi(Ujur, p3(Ujur)) = 0
• fgi(Ujur, p4(Ujur)) = 0
• fgi(Ujur, p5(Ujur)) = 0
• fgi(Ujur, p6(Ujur)) = 0
• fgi(Ujur, p7(Ujur)) = 0
• fgi(Ujur, p8(Ujur)) = 0
6.2.3 Distance sémantique
Le critère de distance sémantique se base sur le nombre de différences entre
les extensions avant et après le changement. Il peut être raffiné en deux nouveaux
critères que nous listons ci-dessous.
Distance de perte d’acceptabilité.
Ce critère, noté pe, se base sur le nombre d’arguments étant acceptés crédu-
lement avant le changement et étant rejetés après le changement. Ceci pourrait
également être modulé suivant l’importance de certains arguments.
Pour ce faire, nous considérons la fonction qui, selon deux systèmes d’argumen-
tation, permet d’obtenir le nombre d’arguments étant acceptés crédulement dans
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le premier système et rejetés dans le second, c’est-à-dire le nombre d’arguments
acceptés crédulement qui ont été perdus dans le changement.
Définition 6.14 (Distance de perte d’acceptabilité). La distance d’arguments
acceptés crédulement et perdus entre deux systèmes d’argumentation (A,R) et
(A′,R′) est un entier naturel défini par la fonction suivante :
fpe : GU ×GU → N







Notons qu’il est possible de moduler cette distance en considérant les arguments
acceptés sceptiquement. Pour ce faire, il faudra utiliser l’intersection des extensions
plutôt que l’union.
Exemple 6.12. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
• fpe(Ujur, p1(Ujur)) = 1
• fpe(Ujur, p2(Ujur)) = 2
• fpe(Ujur, p3(Ujur)) = 1
• fpe(Ujur, p4(Ujur)) = 1
• fpe(Ujur, p5(Ujur)) = 1
• fpe(Ujur, p6(Ujur)) = 0
• fpe(Ujur, p7(Ujur)) = 1
• fpe(Ujur, p8(Ujur)) = 2
Distance de gain d’acceptabilité.
À l’inverse du précédent, ce critère, noté ge, se base sur le nombre d’argu-
ments étant rejetés avant le changement et étant acceptés crédulement après le
changement. Ceci pourrait également être modulé suivant l’importance de certains
arguments.
Pour ce faire, nous considérons la fonction qui, selon deux systèmes d’argu-
mentation, permet d’obtenir le nombre d’arguments étant rejetés dans le premier
système et acceptés crédulement dans le second, c’est-à-dire le nombre d’arguments
acceptés crédulement qui ont été gagnés dans le changement.
Définition 6.15 (Distance de gain d’acceptabilité). La distance d’arguments
acceptés crédulement et gagnés entre deux systèmes d’argumentation (A,R) et
(A′,R′) est un entier naturel défini par la fonction suivante :
fge : GU ×GU → N







Notons qu’ici aussi, il est possible de moduler cette distance en considérant les
arguments acceptés sceptiquement. Pour ce faire, il faudra utiliser l’intersection des
extensions plutôt que l’union.
Exemple 6.13. Si le procureur avait utilisé ce critère, il aurait obtenu les valeurs
suivantes pour les programmes listés dans la table 6.1 page 122 :
128 Chapitre 6. Un cadre contraint
• fge(Ujur, p1(Ujur)) = 1
• fge(Ujur, p2(Ujur)) = 2
• fge(Ujur, p3(Ujur)) = 2
• fge(Ujur, p4(Ujur)) = 1
• fge(Ujur, p5(Ujur)) = 1
• fge(Ujur, p6(Ujur)) = 1
• fge(Ujur, p7(Ujur)) = 1
• fge(Ujur, p8(Ujur)) = 1
6.2.4 Comparaison de programmes
Maintenant que les critères sont définis, nous pouvons les utiliser pour comparer
à proprement parler les changements. En effet, pour deux programmes et plusieurs
critères, un agent doit pouvoir dire quel programme est au moins aussi bon que
l’autre.
Il est important de noter en premier lieu qu’il existe deux types de critères, à
savoir les critères cardinaux et les critères ordinaux (Grabisch et Perny (2003)).
Les critères cardinaux correspondent, comme leur nom l’indique, à ce qui peut être
quantifié (par exemple, le nombre d’arguments disparaissant, le nombre d’attaques
apparaissant, etc.). Les critères ordinaux, quant à eux, correspondent à ce qui ne
peut être représenté de façon numérique (par exemple, l’inclusion de programmes 8).
Les critères définis ci-avant sont du premier type ; les critères ordinaux ne sont
pas traités dans ce travail. Notons que pour ces derniers, un changement optimal
correspond implicitement à un changement minimal, ce qui revient à considérer le
programme ayant la valeur la plus basse pour un de ces critères. Aussi, un pro-
gramme p1 est meilleur qu’un programme p2 au regard d’un critère particulier si
p1 a une valeur plus basse que p2 pour ce critère. D’autres critères sont possibles.
On pourrait notamment penser à ceux qu’il faut maximiser ; ces derniers peuvent
être ramenés à un changement minimal en faisant en sorte que la fonction leur
correspondant donne un entier négatif.
Ainsi, dans ce travail, nous nous concentrons uniquement sur des critères cardi-
naux à minimiser et nous laissons le reste à des travaux futurs.
Nous souhaitons pouvoir combiner les critères cardinaux. Pour ce faire, il est
possible d’associer aux critères des relations de préférence.
Définition 6.16 (Relation de préférence entre critères). Soit k un agent,
G ∈ GU un système d’argumentation quelconque, γ ∈ {t, pa, ga, pi, gi, pe, ge} un
critère de comparaison, fγ la fonction correspondant au critère γ, p1 ∈ PGk et p2 ∈
PGk deux programmes exécutables par k sur G. Soit 4γ la relation de préférence sur
Pk telle que p1 4γ p2 (p1 est au moins aussi bon que p2) si et seulement si
fγ(G, p1(G)) ≤ fγ(G, p2(G)).
8. L’inclusion de programmes est un critère ordinal s’intéressant au fait qu’un programme
constitue une “sous-séquence” d’un autre programme, c’est-à-dire si toutes les opérations de chan-
gements du premier programme apparaissent (dans le même ordre) dans le second, ce qui ne peut
être quantifié. Il est à noter que considérer un critère ordinal peut amener à une situation où
les programmes ne peuvent pas nécessairement être tous comparés (par exemple, dans le cas de
l’inclusion de programmes, lorsque un programme ne peut être inclus dans (ni inclure) un autre
programme).
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Notons que les définitions des relations ≈γ et ≺γ se font de manière classique à
partir de 4γ (voir annexe B page 195).
Exemple 6.14. Étant désormais capable de comparer les huit programmes dis-
ponibles, le procureur peut faire un classement de ces derniers suivant un critère
particulier et les valeurs calculées pour chacun d’entre eux. Ainsi, s’il ne désirait
que privilégier le critère portant sur la taille des programmes (t), il obtiendrait :
p1 ≈t p5 ≈t p6
≺t p2 ≈t p3 ≈t p7 ≈t p8
≺t p4
Les trois meilleurs changements au regard du critère t sont donc les programmes
p1, p5 et p6.
Si sa préoccupation première avait été de minimiser le nombre d’arguments
n’étant plus acceptés après sa prise de parole, le procureur aurait considéré le critère
portant sur la perte d’acceptabilité (pe). Il aurait alors obtenu :
p6
≺pe p1 ≈pe p3 ≈pe p5 ≈pe p7
≺pe p2 ≈pe p8
Le meilleur changement au regard du critère pe aurait donc été le programme p6.
6.2.5 Combinaison de critères
Un agent n’ayant pas forcément qu’une seule préoccupation, il peut souhaiter
considérer plusieurs critères. Notamment, si cet agent souhaite optimiser à la fois
la perte et le gain d’arguments au sein du système d’argumentation, c’est-à-dire
optimiser la distance symétrique entre A et A′, il lui faudra prendre en compte les
deux critères pa et ga à la fois. Dans ce cas, il lui faut alors être capable de combiner
ces divers critères.
Il existe deux approches pour combiner des critères (Grabisch et Perny (2003)) ;
étant donné deux objets (au sens large) et n critères, on peut :
• soit agréger les n critères sur chacun des objets, puis comparer l’agrégat (ap-
proche dite AC),
• soit comparer les objets sur chacun des n critères, puis agréger les différentes
relations de comparaison (approche dite CA).
Approche AC
L’approche AC se propose de synthétiser pour un même objet les valeurs des
différents critères en une valeur “globale” de l’objet, et ce, grâce à un opérateur
d’agrégation. Deux objets sont ensuite comparés en comparant leurs valeurs glo-
bales.
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Somme Dans cette approche, il est possible d’ajouter les valeurs des fonctions
associées à chaque critère considéré (et éventuellement pondéré). 9 La comparaison
de deux programmes est alors similaire à celle effectuée précédemment, les valeurs
associées aux programmes étant simplement des additions de valeurs suivant plu-
sieurs critères. Nous obtenons ainsi :
Définition 6.17 (Combinaison par somme). Soit k un agent, G ∈ GU un sys-
tème d’argumentation quelconque, Γ ⊆ {pa, ga, pi, gi, pe, ge} un ensemble non vide
de critères, fγ la fonction correspondant au critère γ ∈ Γ et p ∈ Pk un programme.




L’approche CA se propose, elle, de comparer critère par critère les différents
objets mis en jeu et d’agréger les relations de préférences. Ici, c’est donc une relation
de préférence globale qui est synthétisée, à partir des préférences locales (c’est-à-
dire pour chaque critère), ce qui constitue une agrégation ordinale. Plus précisément,
étant donné plusieurs relations 4γ , on cherche une relation 4Γ, où Γ est un ensemble
ou une suite de critères γ, qui synthétise les relations 4γ . Nous proposons trois
approches pour synthétiser ces relations, à savoir les combinaisons par unanimité,
leximin et majorité, notées respectivement 4Γ−una, 4Γ−lex et 4Γ−maj .
Unanimité L’approche de l’unanimité permet une comparaison “stricte” entre
deux programmes. En effet, pour qu’un programme soit préféré globalement à un
autre programme, le premier doit être préféré au second pour tout critère pris en
compte. La définition formelle est la suivante :
Définition 6.18 (Combinaison par unanimité). Soit k un agent, Γ ⊆ {t, pa, ga,
pi, gi, pe, ge} un ensemble non vide de critères, p1 ∈ Pk et p2 ∈ Pk deux programmes.
On définit 4Γ−una sur Pk par p1 4Γ−una p2 si et seulement si
∀γ ∈ Γ, p1 4γ p2.
Leximin Cette approche, raffinement de l’approche de l’unanimité, permet
d’introduire une notion de priorité dans les critères considérés. En effet, si l’on
suppose une comparaison entre deux programmes, une combinaison lexicographique
de plusieurs critères signifie que le premier critère détermine quel programme est
le meilleur parmi les deux, et dans le cas où ce premier critère ne peut départager
les deux programmes, une comparaison sera faite grâce au second critère, et ainsi
de suite jusqu’au dernier critère. Plus formellement, nous obtenons de nouvelles
relations de comparaison :
9. Nous supposons ici que nous ne pouvons utiliser que des critères de même “nature”. Ainsi,
nous ne l’utiliserons ici que sur les critères de distance structurelle ou sémantique.
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Définition 6.19 (Combinaison par leximin). Soit k un agent, Γ une suite
ordonnée de n critères distincts telle que ∀γi ∈ Γ, γi ∈ {t, pa, ga, pi, gi, pe, ge},
p1 ∈ Pk et p2 ∈ Pk deux programmes. On définit ≺Γ−lex sur Pk par p1 ≺Γ−lex p2 si
et seulement si
∃i ≤ n t.q. p1 ≺γi p2 et
∀j < i, p1 ≈γj p2.
Majorité La combinaison par majorité, comme son nom l’indique, détermine
quel programme sera préféré au regard d’une majorité de critères. Plus précisément,
si pour un ensemble de critères, un programme est meilleur qu’un autre pour un
plus grand nombre de ces critères, alors il lui sera préféré pour cet ensemble.
Définition 6.20 (Combinaison par majorité). Soit k un agent, Γ ⊆ {t, pa, ga,
pi, gi, pe, ge} un ensemble non vide de critères, p1 ∈ Pk et p2 ∈ Pk deux programmes.
On définit 4Γ−maj sur Pk par p1 4Γ−maj p2 si et seulement si
|{γ ∈ Γ | p1 4γ p2}|
≥
|{γ ∈ Γ | p2 4γ p1}|.
Exemple 6.15. Le critère portant sur la taille ne suffisant pas à déterminer un
seul programme, le procureur décide de considérer deux critères supplémentaires.
Voulant minimiser le risque que le juge rejette ses objections, le procureur se résout à
considérer les critères portant sur la perte d’arguments (pa) et la perte d’interactions
(pi). Et puisque la taille des programmes reste le critère le plus important pour lui,
il arrête son choix sur une combinaison lexicographique (leximin).
Ainsi, le procureur obtient :
p1 ≺(t,pa,pi)−lex p6 ≺(t,pa,pi)−lex p5 ≺(t,pa,pi)−lex p2
≺(t,pa,pi)−lex p7 ≺(t,pa,pi)−lex p3 ≺(t,pa,pi)−lex p8 ≺(t,pa,pi)−lex p4
Le meilleur changement au regard de la suite de critères (t, pa, pi) combinés
lexicographiquement est donc le programme p1, et c’est donc ce programme qu’il va
utiliser pour répondre à son adversaire.
6.3 Discussion
Synthèse
Dans ce chapitre, nous avons présenté un cadre théorique permettant de modéli-
ser des opérations de changement de telle sorte qu’elles satisfont un ensemble de buts
d’un agent sur un système d’argumentation cible à partir d’arguments ou d’attaques
pris dans un système d’argumentation “source” (représentant les connaissances de
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cet agent). Nous avons également abordé la question du changement optimal, c’est-
à-dire le fait de comparer plusieurs programmes (suites d’opérations) et de choisir
celui qui optimise un, ou plusieurs, critères particuliers.
Parmi ces critères, le critère de distance structurelle (nombre de différences
entre les graphes d’argumentation ; voir section 6.2.2 page 124) laisse entrevoir un
lien avec la théorie de la mise à jour de croyances. En effet, la mise à jour de
croyances concerne la recherche d’états du monde qui sont les plus proches d’un
ensemble d’états initiaux et dans lesquels une nouvelle information est satisfaite.
Cette proximité peut se calculer en termes de différences entre les états du monde. Il
est alors naturel de faire un parallèle avec la recherche de graphes d’argumentation
qui sont les plus proches d’un graphe initial en termes de distance structurelle, et
dans lesquels des arguments particuliers sont acceptés.
De plus, le cadre que nous avons présenté suppose que l’agent voulant modifier
le système cible connaît tous les arguments de ce dernier. Pour bien saisir cette
hypothèse, reprenons notre exemple de l’audience de tribunal (section 3.1 page 30)
où les deux orateurs tentent de persuader l’auditoire. Pour rappel, chacun d’entre
eux est capable de construire le système d’argumentation correspondant au dérou-
lement de l’audience et de calculer tous les arguments acceptés dans le cadre de
cette audience. Et, pour arriver à leurs fins, c’est-à-dire faire accepter aux jurés
leurs propres arguments, ils peuvent ajouter ou tenter de faire retirer un argument
par le biais d’une objection.
L’hypothèse tient ici du fait que les participants sont capables de construire le
système d’argumentation représentant le déroulement de l’audience. Intuitivement,
ceci amène à supposer en filigrane qu’ils sont capables de connaître tous les ar-
guments mis en jeu, et par conséquent ce que savent exactement les membres de
l’auditoire, à la condition expresse, mais tacite, d’être présents durant l’intégralité
de l’audience et que le système cible n’ait pas de “connaissances cachées” (des a
priori, par exemple). Or, cette hypothèse, qui a du sens dans le cas d’une audience
où toutes les personnes impliquées sont assidues et honnêtes, est très forte et n’est
pas nécessairement vraie en général.
Supposons par exemple qu’un des orateurs ait dû s’absenter ou qu’il soit arrivé en
cours d’audience. Il ne saurait alors plus tout à fait ce qui a été dit. Il lui manquerait
peut-être une partie des arguments mis en jeu. Dans une telle éventualité, l’agent
ne connaît pas exactement le système d’argumentation sur lequel il doit procéder à
un changement, et ne se doute que de quelques informations à son propos. Le cadre
que nous avons développé dans ce chapitre n’est alors plus adapté.
Travaux connexes
Un cadre similaire est utilisé par Bonzon et Maudet (2011) dans lequel chaque
agent dispose de son propre système et peut modifier un système public commun
(qui pourrait correspondre à la notion de cible dans notre cadre). Ici, il est supposé
que les systèmes d’argumentation des agents contiennent tous les mêmes arguments
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et ne diffèrent que sur les attaques. D’autre part, ce travail consiste à fournir et à
étudier un protocole visant à réglementer la mise en place d’attaques sur le système
commun ; chaque agent a pour but l’acceptation, ou le rejet, par le système commun
d’un argument particulier. Notre cadre a été proposé dans un objectif différent
puisqu’il vise à permettre à un agent de raisonner sur les changements optimaux
qu’il peut opérer sur un système cible. Par conséquent, dans notre cadre, les agents
peuvent avoir des arguments différents et ont accès à la suppression d’arguments.
D’autres travaux étudient le problème de la satisfaction d’un but dans un sys-
tème d’argumentation. En particulier, Booth et al. (2013) propose de représenter
l’état de croyance d’un agent au moyen d’un système d’argumentation et d’une
contrainte spécifiant la conclusion que devrait avoir ce système. Cet état mental
peut subir des modifications à deux niveaux : au niveau de la contrainte, qui peut
être renforcée, et au niveau du système, qui peut recevoir de nouveaux arguments
et/ou attaques. La difficulté vient alors du fait qu’un changement peut rendre la
contrainte et la conclusion du système incohérentes. Pour régler ce problème, les au-
teurs proposent deux solutions, la première étant qu’il est toujours possible d’ajouter
un nombre arbitraire d’arguments pour restaurer la cohérence, la seconde consistant
à ne garder qu’un sous-ensemble de croyances les plus rationnelles en fonction de la
contrainte.
Notons par ailleurs que certains travaux, en particulier Zhuang (2013), s’inté-
ressent au changement minimal à travers l’opération de suppression d’une attaque.
Remarquons en outre que le critère de la distance sémantique (nombre de
différences entre les extensions des systèmes d’argumentation ; voir section
6.2.3 page 126) peut être rapproché du travail de Coste-Marquis et al. (2013).
En partant de l’observation que le changement modifiant un système d’argumen-
tation de façon à satisfaire un but est dépendant de la sémantique considérée, les
auteurs étudient le problème du changement minimal en se basant principalement
sur la distance entre les extensions du système, c’est-à-dire le nombre de différences
entre les extensions avant et après le changement (ils considèrent en second lieu la
distance entre les ensembles d’attaques avant et après le changement). Plus préci-
sément, ils proposent, étant donné un système d’argumentation, une sémantique et
une formule exprimant en quoi le statut des arguments doit être changé, une ap-
proche pour calculer les systèmes d’argumentations satisfaisant la formule tout en
faisant en sorte que leurs extensions soient aussi proches que possible des extensions
avant le changement. Notons qu’ils ne considèrent pas l’addition ou la suppression
d’argument, et n’utilisent que des modifications au niveau de la relation d’attaque.
Ainsi, pour approfondir le lien entre le critère de distance structurelle et la
théorie de la mise à jour et se défaire de notre hypothèse, nous considérons dans
le chapitre suivant une approche axiomatique du changement en argumentation
(chapitre 7 page 135), ce qui nous permet de rapprocher ce cadre du domaine du
changement de croyances et d’étudier en quoi une opération de changement peut
être assimilée à la mise à jour d’une base de croyances. Puis, dans le chapitre
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8 page 155, nous présentons l’implémentation de ce cadre et son utilisation pour
générer des opérations satisfaisant un but précisé en entrée.
Chapitre 7
Approche axiomatique
L’axiome doit être simple. Doit-il être
clair ? Pas nécessairement. Simplicité
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Nous avons vu, dans le chapitre précédent, un cadre permettant à un agent
d’agir sur un système d’argumentation de façon à satisfaire son but.
D’un point de vue théorique, le fait de modifier un système d’argumentation
pour s’assurer qu’un ensemble d’arguments est accepté (ce qui constitue un des
buts possibles dans notre cadre), étant donné un ensemble de changements permis,
est appelé appartenance forcée (“enforcement”, voir Baumann et Brewka (2010)).
Nous avons vu dans la section 6.2 page 121 que cette appartenance forcée peut être
faite plus ou moins facilement, puisqu’elle peut mettre en jeu un ou plusieurs chan-
gements (les coûts pour ajouter et/ou supprimer des arguments peuvent d’ailleurs
être pris en compte). Le but des orateurs est alors de trouver un “meilleur change-
ment” à faire sur le système d’argumentation des jurés, ce que nous avons vu avec
la notion de changement optimal dans le chapitre précédent.
Néanmoins, un tel changement est un cas particulier d’un opérateur d’apparte-
nance forcée plus général pour lequel il est possible d’avoir des doutes sur le système
initial à modifier. Dans ce cas plus général, il convient de s’assurer que le système
d’argumentation après le changement satisfait un but donné quel que soit le système
initial. L’appartenance forcée consiste donc en la recherche des systèmes d’argumen-
tation qui sont les plus proches d’un système d’argumentation initial donné, et dans
lesquels plusieurs arguments cibles sont acceptés.
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Cette approche est similaire à la mise à jour de croyances. En effet, la mise à
jour de croyances réside, intuitivement, en la recherche d’états du mondes qui sont
les plus proches d’un ensemble d’états du monde initiaux (décrits par une formule
initiale), et dans lesquels une nouvelle information est satisfaite.
L’idée majeure développée dans ce chapitre est donc un parallèle entre la théorie
de la mise à jour de croyances (Winslett (1988); Katsuno et Mendelzon (1991)) et
l’appartenance forcée en argumentation.
Ainsi, nous rappelons tout d’abord dans la section 7.1 en quoi consiste la théorie
du changement de croyances de façon à éclaircir le parallèle entre la mise à jour
de croyances et l’appartenance forcée. Il est important de noter que la mise à jour
de croyances classique se place dans le cadre de la logique. C’est pourquoi nous
nous proposons d’introduire un langage propositionnel dans lequel les informations
relatives à l’appartenance forcée peuvent être exprimées (section 7.2 page 139).
Ce langage nous permet de généraliser l’appartenance forcée avec une plus grande
expressivité (section 7.3 page 142). Puis, en nous aidant du cadre présenté dans le
chapitre 6 page 109, nous explicitons le parallèle avec la mise à jour de croyances
dans la section 7.4 page 145. Enfin, la section 7.5 page 149 conclut ce chapitre tout
en donnant quelques liens vers des travaux connexes existants.
Notons que ce chapitre généralise le travail présenté dans Bisquert et al. (2013c).
7.1 Rappels sur la théorie du changement de croyances
Dans le domaine de la théorie du changement de croyances, les travaux
de Katsuno et Mendelzon (1991) ont formalisé la notion de “révision de croyances” ;
le concept de révision d’un ensemble de formules avait été préalablement considéré
par Alchourrón et al. (1985). La révision de croyances a pour but de définir com-
ment intégrer une nouvelle information au sein d’un ensemble de croyances initiales.
Les croyances sont représentées par des formules d’un langage formel. La révision
consiste en l’addition d’informations tout en conservant la cohérence puisque l’in-
cohérence mène à des informations inutilisables. Le principal intérêt des travaux
d’Alchourrón et al. (1985) et Katsuno et Mendelzon (1991) est la définition d’un
ensemble de postulats qui doivent être satisfaits par tout opérateur de révision “ra-
tionnel”. Comme l’a constaté Léa Sombé (1994), ces postulats sont fondés sur trois
principes :
• un principe de cohérence (le résultat doit être cohérent),
• un principe de changement minimal (les croyances doivent être modifiées le
moins possible),
• un principe de priorité à la nouvelle information (la nouvelle information doit
appartenir à l’ensemble résultant du processus de révision).
Une distinction très importante entre la révision de croyances et la mise à jour
de croyances a été établie pour la première fois dans Winslett (1988). La différence
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se situe dans la nature de la nouvelle information : soit elle complète la connaissance
du monde, soit elle informe qu’il y a un changement dans le monde. Plus précisé-
ment, la mise à jour est un processus qui prend en compte une évolution physique
du système, alors que la révision est un processus qui prend en compte une évolu-
tion épistémique : c’est la connaissance à propos du monde qui évolue. Dans notre
travail, nous faisons face à un problème de mise à jour, puisque dans l’apparte-
nance forcée l’agent veut modifier un graphe dans le but de s’assurer que certains
arguments seront acceptés (les graphes jouent le rôle des états du monde, comme
expliqué dans la section 7.3 page 142). Une approche basée sur la révision s’ap-
pliquerait aux situations dans lesquelles l’agent apprend des informations à propos
du système d’argumentation initial et veut corriger sa connaissance le concernant.
Cela signifierait que le système d’argumentation n’a pas changé, mais les croyances
de l’agent ont évolué.
Nous nous devons de procéder à quelques rappels sur la mise à jour de croyances.
Un opérateur de mise à jour (Winslett (1988); Katsuno et Mendelzon (1991)) est
une fonction associant à une base de connaissances ϕ, exprimée dans une logique
propositionnelleL et représentant une certaine connaissance à propos d’un système
dans un état initial, et une nouvelle information α ∈ L , une nouvelle base de
connaissances ϕ  α ∈ L représentant le système après cette évolution.
Dans la mise à jour de croyances, l’information α doit être interprétée comme
la projection des effets attendus d’un “changement explicite”, ou plus précisément,
les effets attendus de l’action “rendre α vraie”. La propriété clef de la mise à jour
de croyances est le postulat U8 de Katsuno et Mendelzon (Katsuno et Mendelzon
(1991)) statuant que chaque modèle de ϕ est mis à jour indépendamment (contrai-
rement à la révision de croyances). Nous rappelons ici les postulats 1 de Katsuno
et Mendelzon, où L dénote un langage propositionnel et [ϕ] dénote l’ensemble des
modèles de la formule ϕ : ∀ϕ,ψ, α, β ∈ L ,
U1 : ϕ  α |= α.
U2 : ϕ |= α =⇒ [ϕ  α] = [ϕ].
U3 : [ϕ] 6= ∅ et [α] 6= ∅ =⇒ [ϕ  α] 6= ∅.
U4 : [ϕ] = [ψ] et [α] = [β] =⇒ [ϕ  α] = [ψ  β].
U5 : (ϕ  α) ∧ β |= ϕ  (α ∧ β).
U8 : [(ϕ ∨ ψ)  α] = [(ϕ  α) ∨ (ψ  α)].
U9 : si |[ϕ]| = 1, alors [(ϕ  α) ∧ β] 6= ∅ =⇒ ϕ  (α ∧ β) |= (ϕ  α) ∧ β.
La signification intuitive de ces postulats sera évoquée au moment de leur uti-
lisation pour l’appartenance forcée.
Ces postulats permettent à Katsuno et Mendelzon d’écrire le théorème de re-
présentation suivant concernant la mise à jour, à savoir un opérateur satisfaisant
1. Les postulats U6 et U7 ne sont pas considérés ici puisque l’ensemble U1-U8 est seulement
relié à une famille de préordres partiels, alors que remplacer U6-U7 par U9 assure une famille de
préordres complets.
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ces postulats peut être défini au moyen d’une relation de préférence ternaire sur les
états du monde (l’ensemble de tous les états est noté Ω).
Théorème 7.1 (Katsuno et Mendelzon (1991)). Il existe un opérateur
 : L × L → L satisfaisant U1, U2, U3, U4, U5, U8, U9 si et seulement
s’il existe une assignation fidèle qui à chaque ω ∈ Ω associe un préordre complet,
noté 4ω tel que ∀ϕ, α ∈ L , [ϕ  α] = ⋃ω∈[ϕ]{ω′ ∈ [α] tel que ∀ω′′ ∈ [α], ω′ 4ω ω′′},
où une assignation d’un préordre 2 4ω à chaque ω ∈ Ω est fidèle si et seulement si
∀ω, ω′ ∈ Ω, ω ≺ω ω′.
Cet ensemble de postulats a déjà été largement étudié dans la littérature (le
lecteur curieux pourra se pencher, par exemple, sur Herzig et Rifi (1999); Her-
zig (2005); Dubois et al. (1995)). U2, par exemple, impose l’inertie, ce qui n’est
pas toujours approprié. Certaines approches ont complété ces postulats : Herzig
(2005) a proposé de restreindre les mises à jour possibles en prenant en compte des
contraintes d’intégrité, c’est-à-dire des formules qui doivent être satisfaites avant et
après la mise à jour. Dubois et al. (1995) proposent de ne pas imposer l’inertie et
d’autoriser l’échec de mise à jour, même dans le cas où les formules sont cohérentes.
La solution consiste à introduire un monde impossible à atteindre nommé z de façon
à disposer d’une borne supérieure de la proximité entre un monde courant et un
monde inatteignable.
Dans la suite de ce travail, comme nous le verrons dans la section 7.3 page 142,
nous souhaitons également restreindre les changements possibles. Ainsi, nous devons
permettre l’échec d’une appartenance forcée. Nous faisons donc le choix d’introduire
un ensemble de transitions permises T qui limite les appartenances forcées possibles.
La conséquence directe est la nécessité d’adapter les postulats de la mise à jour de
façon à restreindre les transitions possibles, ce qui sera fait dans la section 7.4
page 145.
Le rappel sur les postulats nous permet de mieux apprécier le parallèle entre ap-
partenance forcée et mise à jour de croyances. Ainsi, les mondes correspondent aux
systèmes d’argumentation, tandis que les formules représentent des connaissances
à propos de ces systèmes d’argumentation. En appartenance forcée classique, cette
connaissance est exprimée grâce à la description d’un système d’argumentation ini-
tial et à un ensemble d’arguments que l’on souhaite voir acceptés. La table 7.1 page
suivante exprime ce parallèle entre mise à jour de croyances et appartenance forcée.
Ainsi, de manière à mettre en œuvre le parallèle et nous permettre d’étudier
les travaux de la mise à jour de croyances dans le cadre de l’appartenance forcée,
la première étape est d’introduire un langage logique pour représenter les graphes
d’argumentation, ce que nous allons faire dans la section suivante.
2. Dans la suite de ce travail, ≺ω est classiquement défini à partir de 4ω par : a ≺ω b si et
seulement si a 4ω b et b 64ω a (voir annexe B page 195).
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Mise à jour Appartenance forcée
Connaissance
initiale Ensemble de mondes
Ensemble de systèmes
d’argumentation
Entrée Nouvelle information But
Contraintes Aucune (toute mise àjour est réalisable) Ensemble de transitions
Table 7.1 – Résumé du parallèle existant entre mise à jour de croyances et appartenance
forcée.
7.2 Un langage logique pour représenter les graphes
d’argumentation
Nous l’avons vu dans le chapitre 2 page 11, il est possible de déterminer le
statut des arguments d’un système d’argumentation grâce aux sémantiques et aux
extensions qui en découlent. Dans un souci de généralité, nous ne sommes intéressés
ici ni par une sémantique particulière, ni par le mécanisme utilisé pour calculer le
statut des arguments. Nous considérons seulement la fonction facc suivante :
Définition 7.1 (Arguments acceptés dans un graphe). Étant donné un uni-
vers de référence U = (AU,RU), soit facc une fonction telle que
facc : GU → 2AU
G = (A,R) 7→ S ⊆ A. 3
Cette dernière associe à tout graphe d’argumentation G l’ensemble S des argu-
ments qui ont le statut accepté dans G selon une sémantique et un calcul de statut
donnés. 4
Nous allons définir un langage propositionnel L permettant de décrire un sys-
tème d’argumentation et son ensemble d’arguments acceptés. Sa sémantique sera
définie en fonction de GU.
Notation 7.1. ∀ϕ ∈ L , nous notons par [ϕ] l’ensemble de graphes d’argumentation
tel que ϕ est vraie (au sens de la définition 7.2 page suivante) dans ces graphes, à
savoir [ϕ] = {G ∈ GU tel que ϕ est vraie dans G}.
Classiquement, nous notons G |= ϕ si et seulement si G ∈ [ϕ] et ϕ |= ψ si et
seulement si [ϕ] ⊆ [ψ].
Dans tous nos exemples, nous utilisons un langage propositionnel LU capable
d’exprimer des conditions sur :
3. Notons que l’inclusion dans A permet de s’assurer que l’ensemble d’arguments renvoyé par la
fonction facc fait partie du graphe sur lequel elle est appliquée. Cette contrainte n’est pas nécessaire
dans le cas des sémantiques classiques telles que les sémantiques préférée, basique et stable.
4. Cette fonction pourrait être paramétrée par la sémantique utilisée.
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• la présence ou l’absence d’un argument dans un graphe avec le prédicat “arg”
(signifiant “appartient à G”),
• le statut accepté ou rejeté d’un argument dans un graphe avec le prédicat
“acc” (signifiant “est accepté dans G’),
• la présence ou l’absence d’une attaque entre deux arguments dans un graphe
avec le prédicat “att” (signifiant “ont une interaction dans G”).
Ainsi, bien que nous nous concentrions sur l’addition et la suppression d’un argu-
ment, ce langage permet de traiter les quatre opérations élémentaires de la défini-
tion 6.3 page 115.
Définition 7.2 (Langage propositionnel de description d’un système d’ar-
gumentation). Soit GU l’ensemble des graphes d’argumentation qui peuvent être
construits sur AU au moyen de la définition 6.2 page 112. Soit LU le langage pro-
positionnel associé avec le vocabulaire {acc(x), arg(x), att(x, y) | x, y ∈ AU, (x, y) ∈
RU}, avec les connecteurs logiques classiques ¬,∧,∨,→,↔ et les constantes ⊥
et >. Sa sémantique est définie par rapport à GU de la façon suivante : soit
G = (A,R) ∈ GU,
• la formule ⊥ est toujours fausse dans G,
• la formule > est toujours vraie dans G,
• si x ∈ AU, alors
— la formule acc(x) est vraie dans G si et seulement si x ∈ facc(G),
— la formule arg(x) est vraie dans G si et seulement si x ∈ A,
• si (x, y) ∈ RU, alors la formule att(x, y) est vraie dans G si et seulement si
(x, y) ∈ R,
• les formules non atomiques sont interprétées de façon classique, ¬ϕ est vraie
dans G si ϕ n’est pas vraie dans G, ϕ1 ∨ϕ2 est vraie dans G si ϕ1 ou ϕ2 sont
vraies dans G, etc.
Notons que tout argument accepté dans un graphe d’argumentation doit appar-
tenir à ce graphe.
Proposition 7.1. Dans LU, ∀G ∈ GU, ∀x ∈ AU,G |= acc(x)→ arg(x).
De plus, une attaque présente dans un graphe ne peut concerner que des argu-
ments présents dans ce même graphe.
Proposition 7.2. Dans LU, ∀G ∈ GU, ∀x, y ∈ AU,G |= att(x, y) → (arg(x) ∧
arg(y)).
Les démonstrations de ces deux propositions sont données dans l’annexe C.3
page 211.
Nous avons maintenant besoin d’une fonction permettant de décrire un système
d’argumentation dans le langage LU.
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Définition 7.3 (Fonction caractéristique associée au langage proposition-
nel LU). La fonction caractéristique fU associée à LU est définie par :














Notons que, dans la définition 7.2 page précédente, si l’ensemble des arguments
et l’ensemble des interactions appartenant à G sont connus, alors G est parfaitement
connu. Plus formellement, fU(G) caractérise G de façon unique :
Proposition 7.3. ∀G ∈ GU, [fU(G)] = {G}.
Exemple 7.1. Le procureur a réussi une manœuvre délicate en convainquant les
jurés que l’argument x0 représente seulement la présomption d’innocence de l’ac-
cusé (supprimant ainsi l’attaque de x0 vers x1), ce qui lui donne enfin la possibilité
de faire accepter sceptiquement x1. Mais lors de l’ajournement de l’audience, le
procureur s’est aperçu que la presse avait publié dans son édition du matin des
informations retentissantes à propos de l’affaire à laquelle il participe. Selon elle,
l’accusé, homme vénal par excellence, avait tout intérêt à faire disparaître sa chère
et tendre ; une histoire classiquement sordide d’héritage (argument x7 de la table 3.1
page 32). Cette aide littéraire inattendue pourrait lui permettre de convaincre les
jurés ! Mais l’article prouve également que le meurtre n’a pu qu’être commis sous le
coup de la rage. C’est bien sa veine ! Il avait justement réussi à présenter son accu-
sation sous l’angle du meurtre différé (et prémédité depuis longtemps), incapacitant
ainsi l’argument de l’alibi (x2) à attaquer l’argument de la culpabilité de l’accusé
(x1).
Le procureur se demande si les jurés ont lu leurs feuilles de chou, ce qui change-
rait radicalement la tournure de l’audience. Il n’est maintenant plus sûr de ce qu’ils
savent ; leur système d’argumentation n’est donc plus complètement connu par ce
dernier. Le système est représenté dans LU (où U est l’univers présenté dans la
figure 6.1 page 112) par la formule ϕjure´s :
ϕjure´s =
arg(x0) ∧ arg(x1) ∧ arg(x2) ∧ arg(x4) ∧
¬arg(x3) ∧ ¬arg(x5) ∧ ¬arg(x6) ∧
att(x1, x0) ∧ att(x4, x1) ∧
¬att(x0, x1) ∧ ¬att(x3, x2) ∧ ¬att(x5, x4) ∧ ¬att(x6, x1) ∧
((arg(x7) ∧ att(x7, x4) ∧ att(x2, x1)) ∨
(¬arg(x7) ∧ ¬att(x7, x4) ∧ ¬att(x2, x1))).
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Cette formule couvre les deux graphes donnés dans la figure 7.1 ; la disjonction entre
arg(x7) ∧ att(x7, x4) ∧ att(x2, x1) et ¬arg(x7) ∧¬att(x7, x4) ∧¬att(x2, x1) exprime
le fait que le procureur hésite entre la situation (a), où les jurés ont lu les journaux,
et la situation (b), où les jurés sont restés dans l’optique présentée par le procureur.
x2





Figure 7.1 – Illustration des deux graphes d’argumentation possibles couverts par la for-
mule ϕjure´s.
De plus, x0, x2 et (x4 ou x7) sont les seuls membres de l’extension basique (voir
le chapitre 2 page 11). Ainsi, ϕjure´s |= acc(x0) ∧ acc(x2) ∧ (acc(x4) ∨ acc(x7)).
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Formalisons l’appartenance forcée classique en utilisant les définitions présentées
dans le chapitre 6 page 109. Soit G ∈ GU et S ⊆ AU. Forcer l’appartenance de S
dans G produit un graphe G′ ∈ GU obtenu à partir de G en appliquant des opérations
de changement de telle sorte que S ⊆ facc(G′). Plusieurs appartenances forcées de S
dans G peuvent être comparées en utilisant un préordre 4G . Par exemple, il semble
naturel de chercher des appartenances forcées réalisant un changement minimal sur
G. La minimalité peut par exemple être basée sur une distance entre graphes (nous
en avons vu certaines dans la section 6.2 page 121). Dans ce cas, étant donné deux
appartenances forcées produisant G′ et G′′ de S dans G, G′ 4G G′′ peut être défini
par distance(G,G′) ≤ distance(G,G′′).
Un tel préordre suggère un parallèle entre le problème de l’appartenance forcée
et un problème de mise à jour. En effet, l’avons vu dans la section 7.1 page 136, la
mise à jour exploite également des préordres sur les mondes. Plus précisément, un
opérateur de mise à jour associe à une base de connaissances et une information une
nouvelle base de connaissances, où les bases de connaissances sont exprimées grâce
à des formules propositionnelles. Le pendant sémantique de ce lien est défini par
des opérations sur des modèles de formules, c’est-à-dire des mondes. Ceci donne
naissance à l’idée que les graphes d’argumentation sont aux mondes ce que les
formules caractérisant des ensembles de graphes sont aux formules caractérisant
des ensembles de mondes.
La définition 7.2 page 140 nous permet de continuer ce parallèle. Soit S ⊆ AU et
α = ∧x∈S acc(x). [α] peut être considéré comme l’ensemble de graphes dans lesquels
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les éléments de S sont acceptés. En d’autres termes, [α] joue le rôle de l’ensemble
des graphes qui acceptent S.
Ceci mène à la formalisation du problème de l’appartenance forcée par un opé-
rateur s’appliquant à des formules propositionnelles, avec un pendant sémantique
fonctionnant avec des graphes d’argumentation. Ainsi, l’appartenance forcée appli-
quée à des formules propositionnelles ϕ et α signifie forcer α à être satisfaite à partir
de graphes qui satisfont ϕ.
Cette formalisation nous permet de proposer deux généralisations de l’appar-
tenance forcée : tout d’abord, il est désormais possible d’utiliser l’appartenance
forcée pour non seulement imposer qu’un ensemble d’arguments soit accepté, mais
aussi faire en sorte que l’appartenance forcée puisse concerner n’importe quel autre
but pouvant être exprimé dans un langage propositionnel décrivant des graphes
(présence/absence d’arguments ou d’attaques, acceptation/rejet d’arguments, etc.).
Deuxièmement, il n’est pas nécessaire que le graphe initial soit complètement connu
puisque une description dans un langage propositionnel permet une expressivité plus
riche. Ainsi, un ensemble de graphes sera considéré comme représentant l’état initial
du système d’argumentation.
Néanmoins, les buts relatifs (voir la section 6.1.3 page 119) sont difficilement
exprimables dans un contexte de mise à jour ; aussi, dans la suite de ce chapitre,
nous ne considèrerons que les buts absolus. Ainsi, en associant une formule propo-
sitionnelle à un but absolu, ce but est réalisé par un graphe si la formule associée
est satisfaite dans ce graphe.
Exemple 7.2. Nous savons que le procureur veut forcer l’appartenance de l’en-
semble {x1}. Ce but peut être exprimé dans LU par la formule acc(x1). De façon
à forcer l’appartenance de l’argument x1 dans le graphe des jurés, le procureur
peut utiliser le programme 〈(⊕◯, {x3}, {(x3, x2)}), (⊕◯, {x5}, {(x5, x4)})〉 qui a l’im-
pact montré dans la figure 7.3. Un but plus complexe aurait pu être, par exemple,
¬acc(x4) ∨ acc(x0).
x5 x3 x2
x7 x4 x1 x0
x5 x3 x2
x4 x1 x0
Figure 7.3 – Impact du programme du procureur sur les possibles systèmes des jurés
Nous sommes maintenant capables de définir formellement l’appartenance forcée
généralisée. Celle-ci est basée sur un langage propositionnel L , dit bien formé sur
GU, dans lequel, pour tout graphe G ∈ GU, il existe une expression de L qui le
décrit spécifiquement (c’est-à-dire, dont l’interprétation est réduite à G).
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Définition 7.4 (Langage bien formé sur l’ensemble des graphes d’argu-
mentationGU). Soit GU l’ensemble des graphes d’argumentation qui peuvent être
construits sur AU au moyen de la définition 6.2 page 112. Un langage proposition-
nel L est bien formé sur GU si et seulement s’il existe une fonction f telle que
∀G ∈ GU, f(G) ∈ L et [f(G)] = {G} ; f est appelée fonction caractéristique associée
à L .
Exemple 7.3. Le langage LU de la définition 7.2 page 140 est bien formé sur
GU. Néanmoins, LU ne permet pas d’exprimer tous les buts envisagés dans la sec-
tion 6.1.3 page 119, notamment les conditions à propos de la cardinalité de chaque
extension après l’appartenance forcée ; en effet, LU est un simple exemple introduit
dans un but illustratif.
Les résultats que nous avançons sont valables pour tout langage propositionnel
L bien formé sur GU.
De façon à capturer l’appartenance forcée classique, nous devons également être
capable de restreindre les changements que les graphes peuvent subir. Cela est fait
par l’introduction d’un ensemble T ⊆ GU × GU de transitions permises entre
graphes.
Voici trois exemples d’ensembles de transitions permises qui peuvent être utili-
sés :
• Si les changements permis sont des opérations exécutables par un agent k,
alors T1 = {(G,G′) ∈ GU ×GU, ∃o telle que o est une opération exécutable
par k sur G tel que o(G) = G′}.
• Si les changements permis sont des programmes exécutables par un agent k,
alors T2 = {(G,G′) ∈ GU ×GU, ∃p tel que p est un programme exécutable
par k sur G tel que p(G) = G′}.
• L’expansion normale de Baumann (Baumann et Brewka (2010); Baumann
(2012b)) peut être traduite en termes de transitions permises de la façon sui-
vante : TB = {(G,G′) ∈ GU×GU, avec G = (A,R) et G′ = (A∪A1,R∪R1),
où A1 6= ∅, A ∩ A1 = ∅ et R1 ⊆ (A × A1) ∪ (A1 × A) ∪ (A1 × A1)}. Cela
signifie que les transitions admises par l’expansion normale de Baumann sont
restreintes à l’addition d’un nouvel ensemble d’arguments ayant éventuelle-
ment des attaques “internes” et des attaques de/vers l’ensemble initial (la
seule restriction est donc que l’on ne peut pas ajouter d’attaques entre les
arguments initiaux).
Nous pouvons maintenant définir formellement un opérateur d’appartenance
forcée généralisée :
Définition 7.5 (Opérateur d’appartenance forcée généralisée). Soit GU
l’ensemble des graphes d’argumentation qui peuvent être construits sur AU au moyen
de la définition 6.2 page 112 et L un langage propositionnel bien formé sur GU. Un
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opérateur d’appartenance forcée généralisée ♦T relatif à un ensemble de transitions
permises T ⊆ GU ×GU est une fonction de L ×L → L qui associe
• à toute formule ϕ ∈ L donnant des informations à propos d’un système
d’argumentation cible
• et toute formule α ∈ L encodant un but,
une formule ϕ♦T α ∈ L caractérisant le système d’argumentation dans lequel α est
satisfaite, et qui peut être obtenue par un changement appartenant à T .
Exemple 7.2 (cont.). Le procureur veut faire en sorte que l’argument x1 soit
accepté (dans le cadre de la sémantique basique) en utilisant un programme exécu-
table, les arguments x2 et x4 étant présents. Il peut exploiter le résultat suivant :
ϕjure´s♦T procp (acc(x1) ∧ arg(x2) ∧ arg(x4)) |= arg(x3) ∧ att(x3, x2) ∧ arg(x5) ∧
att(x5, x4).
Notation 7.2. ∀ϕ,ψ ∈ L , une transition dans T est possible entre un ensemble de
graphes satisfaisant ϕ et un ensemble de graphes satisfaisant ψ, noté (ϕ,ψ) |= T ,
si et seulement si ([ϕ] 6= ∅ et ∀G ∈ [ϕ], ∃G′ ∈ [ψ], (G,G′) ∈ T ).
En d’autres termes, une transition d’un ensemble donné de graphes vers un autre
ensemble est possible si et seulement s’il existe une transition possible de chaque
graphe du premier ensemble (qui ne doit pas être vide) vers au moins un graphe du
deuxième ensemble.
7.4 Postulats de l’appartenance forcée généralisée
Dans cette partie, nous allons définir un ensemble de postulats rationnels pour
♦T . Les postulats décrits dans cette section sont définis ∀ϕ,ψ, α, β ∈ L . Ces pos-
tulats sont des contraintes qui visent à traduire l’idée de l’appartenance forcée.
Certains postulats venant de la mise à jour sont appropriés, notamment U1 puis-
qu’il assure que les contraintes imposées par α sont vraies après l’appartenance
forcée. Le postulat U2 est optionnel ; il impose en effet que si α est déjà satisfaite
dans un graphe, alors forcer l’appartenance de α signifie qu’aucun changement n’est
apporté. Ce postulat impose l’inertie en tant que changement préféré, ce qui peut
ne pas être désirable dans toutes les situations.U3, transposé en termes de graphes,
impose que si une formule est satisfaite pour certains graphes et si l’information
de la mise à jour est également satisfaite pour certains graphes, alors le résultat de
l’appartenance forcée doit fournir un ensemble non vide de graphes. Ici, par contre,
non ne souhaitons pas imposer que toute appartenance forcée soit toujours possible,
puisque certains graphes peuvent être inatteignables à partir d’autres. Aussi, nous
proposons de remplacer U3 par un postulat nommé E3 et basé sur l’ensemble de
transitions permises T .
E3 : [ϕ♦T α] 6= ∅ ssi (ϕ, α) |= T .
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En raison de la définition de (ϕ, α) |= T , E3 gère deux cas d’impossibilité
en appartenance forcée : pas de transition possible de ϕ à α et l’inexistence de
graphe satisfaisant ϕ ou α (comme nous allons le voir dans la proposition 7.6 page
ci-contre).
U4 est approprié pour notre formalisation puisque les opérateurs d’apparte-
nance forcée sont définis sémantiquement. U5 est également approprié pour l’ap-
partenance forcée puisqu’il statue que les graphes où l’on force l’appartenance de
α et dans lesquels β est déjà satisfaite sont des graphes où les contraintes α et
β sont forcées. En raison de notre volonté de permettre les échecs d’appartenance
forcée, ce postulat a été restreint aux formules “complètes” 5 (voir démonstration
du théorème 7.2 dans l’annexe C.3 page 211).
E5 : si |[ϕ]| = 1, alors (ϕ♦T α) ∧ β |= ϕ♦T (α ∧ β).
U8 capture la décomposabilité de l’appartenance forcée par rapport à un en-
semble de graphes d’argumentation initiaux. Nous modifions légèrement ce postulat
de façon à prendre en compte la possibilité d’échec, c’est-à-dire si le fait de forcer
l’appartenance de quelque chose est impossible, alors forcer son appartenance dans
un plus grand ensemble de graphes est également impossible, sinon l’appartenance
forcée peut être décomposable :
E8 : si ([ϕ] 6= ∅ et [ϕ♦T α] = ∅) ou ([ψ] 6= ∅ et [ψ♦T α] = ∅),
alors [(ϕ ∨ ψ)♦T α] = ∅
sinon [(ϕ ∨ ψ)♦T α] = [(ϕ♦T α) ∨ (ψ♦T α)].
Le postulat U9 est en quelque sorte la réciproque du postulat E5 U9 est res-
treint à une formule “complète” dans l’article de Katsuno et Mendelzon ; cette
restriction est requise, avec celle de E5, pour la démonstration du théorème 7.2
page ci-contre que nous verrons plus loin.
Notons que la présence de U1 dans l’ensemble de postulats caractérisant un
opérateur d’appartenance forcée n’est pas nécessaire puisqu’il peut être dérivé à
partir E3, E5 et E8.
Proposition 7.4. U1 découle de E3, E5 et E8.
Ainsi, nous avons maintenant un nouvel ensemble de postulats pour l’apparte-
nance forcée :
E3 : [ϕ♦T α] 6= ∅ si et seulement si (ϕ, α) |= T .
U4 : [ϕ] = [ψ] et [α] = [β] =⇒ [ϕ  α] = [ψ  β].
E5 : si |[ϕ]| = 1, alors (ϕ♦T α) ∧ β |= ϕ♦T (α ∧ β).
E8 : si ([ϕ] 6= ∅ et [ϕ♦T α] = ∅) ou ([ψ] 6= ∅ et [ψ♦T α] = ∅),
alors [(ϕ ∨ ψ)♦T α] = ∅
sinon [(ϕ ∨ ψ)♦T α] = [(ϕ♦T α) ∨ (ψ♦T α)].
5. Notons que |[ϕ]| = 1 si et seulement si ∃G ∈ GU tel que [ϕ] = [f(G)].
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U9 : si |[ϕ]| = 1, alors [(ϕ  α) ∧ β] 6= ∅ =⇒ ϕ  (α ∧ β) |= (ϕ  α) ∧ β.
Ces postulats nous permettent d’écrire le théorème de représentation suivant
concernant l’appartenance forcée, à savoir un opérateur d’appartenance forcée sa-
tisfaisant ces postulats peut être défini au moyen d’une famille de préordres sur les
graphes.
Définition 7.6 (Assignation de préordres respectant un ensemble de tran-
sitions). Étant donné un ensemble T ⊆ GU × GU de transitions permises, une
assignation respectant T est une fonction qui à chaque G ∈ GU associe un préordre
complet 4G tel que ∀G1,G2 ∈ GU, si (G,G1) ∈ T et (G,G2) /∈ T , alors G2 64G G1.
Théorème 7.2. Étant donné un ensemble T ⊆ GU×GU de transitions permises,
il existe un opérateur ♦T : L ×L → L satisfaisant E3, U4, E5, E8, U9 si et
seulement s’il existe une assignation respectant T telle que ∀G ∈ GU, ∀ϕ, α ∈ L ,
• [f(G)♦T α] = {G1 ∈ [α] tel que (G,G1) ∈ T et
∀G2 ∈ [α] tel que (G,G2) ∈ T ,G1 4G G2}
• [ϕ♦T α] =
∣∣∣∣∣ ∅ si ∃G ∈ [ϕ] tel que [f(G)♦T α] = ∅⋃G∈[ϕ][f(G)♦T α] sinon.
Ce résultat est important car il donne un lien entre l’existence d’une assignation
de préordres et le fait qu’un opérateur d’appartenance forcée satisfait les postulats
décrits ci-dessus. Cependant, comme tout théorème de représentation, il ne donne
aucun indice quant à la façon d’assigner ces préordres, c’est-à-dire comment conce-
voir précisément un opérateur d’appartenance forcée.
La proposition suivante établit le fait que cinq postulats sont nécessaires et
suffisants pour définir un opérateur d’appartenance forcée, à savoir E3, U4, E5,
E8 et U9 (nous avons vu dans la proposition 7.4 page précédente que U1 peut être
dérivé à partir de ces derniers).
Proposition 7.5. E3, U4, E5, E8, U9 constituent un ensemble minimal : aucun
postulat ne peut être dérivé des autres.
Grâce au théorème 7.2, nous pouvons déduire deux cas simples d’impossibilité :
si la situation initiale ou le but sont impossibles, alors l’appartenance forcée est
impossible (ce résultat constitue, en quelque sorte, la réciproque de U3).
Proposition 7.6. Si ♦T satisfait E3, U4, E5, E8 et U9, alors ([ϕ] = ∅ ou
[α] = ∅ =⇒ [ϕ♦T α] = ∅).
La proposition suivante assure que si une appartenance forcée est possible, alors
une appartenance forcée plus générale est également possible.
Proposition 7.7. Si ♦T satisfait E3, alors ([ϕ♦T α] 6= ∅ =⇒ [ϕ♦T (α∨β)] 6= ∅).
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Il est important de noter qu’il existe certains cas oùU2 n’est pas compatible avec
E3,U4, E5, E8 etU9. En effet, siU2 est imposé, alors l’opérateur d’appartenance
forcée est associé avec un préordre dans lequel un graphe est toujours plus proche
de lui-même que de tout autre graphe. C’est pour cette raison qu’il impose d’avoir
une assignation fidèle. Dans ce cas, la relation représentée par T doit être réflexive.
Définition 7.7 (Assignation fidèle de préordres). Une assignation fidèle est
une fonction qui associe à chaque G ∈ GU un préordre complet 6 4G tel que ∀G1 ∈
GU, G ≺G G1.
Proposition 7.8. Étant donné une relation réflexive T ⊆ GU×GU de transitions
permises, il existe un opérateur ♦T : L ×L → L satisfaisant E3, U4, E5, E8,
U9 et qui satisfait U2 si et seulement s’il existe une assignation fidèle respectant
T définie telle que dans le théorème 7.2 page précédente.
Si nous supprimons la contrainte à propos des transitions permises, alors nous
retrouvons le théorème de Katsuno et Mendelzon, à savoir :
Proposition 7.9. Si T = GU×GU, alors ♦T satisfait U2, E3, U4, E5, E8, U9
si et seulement si ♦ satisfait U1, U2, U3, U4, U5, U8 et U9.
Parmi les différentes sortes de changements proposés par Baumann (2012b),
l’expansion normale, c’est-à-dire l’addition d’un argument ainsi que des attaques le
concernant, peut être traitée dans notre cadre de la façon suivante.
Remarque 7.1. L’appartenance forcée, au sens de Baumann, par une expansion
normale est un opérateur d’appartenance forcée particulier ♦T : L ×L → L tel
que T = TB, où TB est l’ensemble de transitions permises décrit dans la section 7.3
page 142. De plus, le langage utilisé est restreint de la manière suivante : les for-
mules qui décrivent le système initial sont restreintes à {ϕ ∈ L1, |[ϕ]| = 1} et les
formules qui décrivent les faits dont l’appartenance doit être forcée sont seulement
des conjonctions de littéraux positifs de L2, où L1 est le langage propositionnel
construit sur les littéraux arg(x) et att(x, y) et L2 est le langage propositionnel
construit uniquement sur les littéraux acc(x) (avec x, y ∈ AU).
Dans le cadre de Baumann, la formule concernant le graphe initial doit être
complète, c’est-à-dire doit correspondre à un seul graphe. La formule concernant
le but de l’appartenance forcée doit décrire un ensemble d’arguments devant être
acceptés (dans le cadre d’une sémantique donnée) après le changement. Baumann
propose d’utiliser G′ 4G G′′ si et seulement si dist(G,G′) ≤ dist(G,G′′), où dist(G,G′)
est le nombre d’attaques qui diffèrent entre G et G′. Donc, grâce au théorème 7.2
page précédente, nous savons que l’opérateur de Baumann satisfait nos postulats
et peut donc être vu comme une mise à jour. 7
6. Dans la suite de ce travail, ≺G est classiquement défini à partir de 4G par : a ≺G b si et
seulement si a 4G b et b 64G a (voir annexe B page 195).
7. Notons que puisque l’appartenance forcée de Baumann est définie sur un graphe et non un




Dans ce chapitre, nous avons examiné le parallèle entre l’appartenance forcée
en argumentation et la théorie de la mise à jour de croyances. Ceci nous a permis
d’adopter une approche axiomatique du changement en argumentation abstraite et
de passer outre l’hypothèse du cadre formel présenté dans le chapitre 6 page 109
statuant que le système cible doit être totalement connu par l’agent voulant le
modifier.
En nous basant sur les chapitres précédents, nous avons pris en compte la possi-
bilité de supprimer un argument, ce qui peut, éventuellement, aider à forcer l’appar-
tenance d’un ensemble d’arguments avec moins d’effort. En outre, la notion de ce
qui peut être forcé a été généralisée ; il est en effet possible de non seulement forcer
l’appartenance d’un ensemble d’arguments, mais aussi de forcer tout but exprimable
dans la logique propositionnelle.
D’autre part, nous avons tenu compte de la possibilité de restreindre les chan-
gements possibles, ce qui se traduit par un ensemble de transitions permises entre
graphes d’argumentation. Ceci nous permet de prendre en compte les notions du
cadre présenté dans le chapitre 6 page 109 (par exemple, la notion d’opération exé-
cutable ; voir section 6.1.2 page 113). De manière plus générale, cela nous permet de
considérer uniquement les opérations que l’on souhaite voir se produire et de déter-
miner les arguments pouvant être ajoutés ou supprimés. Cette prise en compte des
contraintes portant sur les transitions entre graphes fait de l’appartenance forcée
présentée dans ce chapitre une généralisation de la mise à jour classique.
Travaux connexes
Les principales références dans le domaine de l’argumentation à propos de
l’appartenance forcée sont Baumann et Brewka (2010); Baumann (2012b) qui se
penchent sur la question suivante : est-il possible de modifier un système d’argu-
mentation donné, en lui appliquant des opérations de changement, de telle sorte
qu’un ensemble d’arguments devienne accepté ? Baumann a spécifié des conditions
nécessaires et suffisantes sous lesquelles l’appartenance forcée est possible, dans le
cas où les opérations de changement sont restreintes à l’addition de nouveaux argu-
ments et de nouvelles attaques. Plus précisément, Baumann (2012b) introduit trois
types de changement appelés “expansions” :
• l’expansion normale, qui ajoute de nouveaux arguments et de nouvelles at-
taques concernant au moins un des nouveaux arguments,
• l’expansion faible, qui raffine l’expansion normale par l’addition de nouveaux
arguments n’attaquant aucun des anciens arguments et
révision et la mise à jour de croyances se confondent lorsque le monde initial est complètement
connu ; à ce titre, ce genre de révision de croyances ne se place pas dans la pure tradition d’AGM,
mais utilise plutôt des contraintes de transition.
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• l’expansion forte, qui raffine l’expansion normale par l’addition de nouveaux
arguments n’étant attaqués par aucun des anciens arguments.
De manière générale, il n’est pas possible de forcer l’appartenance de tout en-
semble d’arguments en utilisant une expansion particulière. De plus, dans certains
cas, plusieurs appartenances forcées sont possibles, certaines d’entre elles nécessitant
plus d’efforts que d’autres. De manière à capturer cette idée, Baumann (2012b) in-
troduit la notion de caractéristique qui dépend d’une sémantique et d’un ensemble
d’expansions possibles. La caractéristique d’un ensemble d’arguments est définie
comme le nombre minimal de modifications (les modifications étant les différences
entre les attaques des deux graphes) qui sont nécessaires pour forcer l’appartenance
de cet ensemble d’arguments. Ce nombre est égal à zéro lorsque chaque argument
de l’ensemble désiré est déjà accepté. Il est par contre égal à l’infini si aucune ap-
partenance forcée n’est possible. Baumann (2012b) fournit de plus des moyens pour
calculer la caractéristique en fonction d’un type d’expansion et d’une sémantique
donnés. Cette notion de caractéristique est une évaluation d’un changement ; elle
est donc liée à une relation de préférence entre changements dont l’existence est
attestée grâce au théorème 7.2 page 147.
Notons également que Booth et al. (2013), déjà évoqué dans la section 6.3
page 131, introduit ce qui peut être vu comme un opérateur d’appartenance forcée
fondé sur une relation de préférence, cette dernière étant basée sur une distance
entre les labels 8.
L’approche consistant à définir un opérateur de mise à jour basé sur un en-
semble de transitions permises est apparue pour la première fois dans Cordier et
Siegel (Cordier et Siegel (1995)). Leur proposition va au-delà de la nôtre puisqu’ils
utilisent des contraintes de transition avec priorités, ce qui permet une plus grande
expressivité. Néanmoins, cette proposition n’est définie qu’à un niveau sémantique
(en termes de préordres entre les mondes), et ils ne fournissent donc pas de postu-
lats ou de théorème de représentation associés à leur opérateur de mise à jour. De
plus, notre idée de définir des postulats en fonction d’un ensemble T de transitions
permises généralise Herzig (2005) puisque les contraintes d’intégrité que leur cadre
permet de représenter peuvent être encodées avec T (l’inverse n’étant pas possible).
Signalons par ailleurs que Moguillansky et al. (2010) caresse également l’idée
d’étudier un opérateur de révision à travers la notion de désactivation d’arguments,
c’est-à-dire de rendre rejetés des arguments de façon à activer (rendre accepté)
un argument particulier. Mais il n’est pas ici question de définir des postulats ou
un théorème de représentation ; l’objectif des auteurs est plutôt d’étudier le chan-
gement d’un point de vue pratique tout en gardant des notions étroitement liées
à la théorie du changement de croyance, en particulier le changement minimal. Le
principe consiste tout d’abord à déterminer des lignes d’arguments attaquantes (des
successions d’arguments qui s’attaquent en cascade et qui empêchent un argument
8. Le lecteur trouvera en section 2.3.1.2 page 23 quelques détails supplémentaires quant aux
sémantiques basées sur les labels.
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particulier d’être accepté), puis de rajouter de nouveaux arguments de sorte que
les lignes attaquantes ne soient plus opérantes. La difficulté est ici que le ou les
arguments ajoutés peuvent influer sur plusieurs lignes d’arguments et créer de nou-
velles lignes attaquantes, ce qui impose de bien choisir les arguments à ajouter. Par
ailleurs, la notion de minimalité se retrouve dans le choix de l’argument à attaquer
dans la ligne d’arguments : un changement est minimal s’il modifie, en termes de
statut, le moins d’arguments possibles de la ligne.
Notons enfin que le langage que nous proposons dans la section 7.2 page 139
n’est qu’un exemple et, pour une meilleure capture des notions de sémantique, le
lecteur peut se référer à Villata et al. (2012) ; ce travail introduit un formalisme
logique permettant de manipuler (représenter et raisonner sur) les notions d’exten-
sion (introduites par Dung (1995)) dans le langage. Ce dernier article s’inscrit dans
la continuité du langage logique proposé par Besnard et Doutre (2004). Ce langage,
ayant pour symboles les arguments du graphe, permet d’écrire des formules dont
les modèles sont donc des ensembles d’arguments. Il est ainsi possible, grâce à lui,
de donner l’expression logique des extensions issues des sémantiques classiques de
Dung (1995). Néanmoins, notons que ce langage est destiné à caractériser les ex-
tensions et ne permet donc pas, notamment, de raisonner à la fois sur la structure
du graphe et la sémantique. Un langage a l’expressivité semblable a été proposé
par Coste-Marquis et al. (2006). Nonobstant, le but de Coste-Marquis et al. (2006)
est complètement différent : il se propose de généraliser le cadre formel de Dung
(1995) par la prise en compte de contraintes additionnelles (exprimées en logique)
sur les ensembles admissibles d’arguments. Par ailleurs, un langage logique a éga-
lement été proposé par Wooldridge et al. (2005), lequel permet de représenter et
de raisonner sur l’acceptabilité, les conflits et la défense d’ensembles d’arguments ;
notons néanmoins que ce formalisme est dédié à des arguments logiques (de type
support-conclusion).
Au fil des chapitres précédents, après l’avoir justifiée, nous avons fait une étude
formelle du changement en argumentation abstraite. Bien que les notions introduites
soient intéressantes en elles-mêmes, il est néanmoins important de se demander si
elles sont utilisables effectivement. Pour répondre à cette interrogation, le chapitre
suivant se concentre sur l’implémentation des notions que nous avons vues jusque-là







Vanité que vouloir changer le monde.
Le monde change à son heure, malgré




8.1 Présentation de l’outil . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.1.1 Le gestionnaire de systèmes d’argumentation . . . . . . . . . . . . . 156
8.1.2 Le moteur de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.1.3 Application à l’exemple de l’audience . . . . . . . . . . . . . . . . . 158
8.2 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
8.2.1 Protocoles expérimentaux . . . . . . . . . . . . . . . . . . . . . . . . 160
8.2.1.1 Hypothèse d’inclusion . . . . . . . . . . . . . . . . . . . . . 161
8.2.1.2 Génération aléatoire . . . . . . . . . . . . . . . . . . . . . . 161
8.2.1.3 Génération systématique . . . . . . . . . . . . . . . . . . . 161
8.2.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
8.2.3 Critiques des protocoles . . . . . . . . . . . . . . . . . . . . . . . . . 164
8.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Tout au long de ce travail, nous avons proposé des réponses à certaines des
interrogations classiques sur le changement en argumentation, “Comment le repré-
senter ? Quelles en sont les conséquences ?”, ainsi que de nouvelles questions ayant
émergé plus récemment et concernant l’usage de tels changements, “A qui sont des-
tinés ces changements ? Comment les utiliser de manière effective pour arriver à un
but précis ?”. Ce sont précisément ces deux questions : le changement optimal et la
prise en compte de l’auditoire, qui ont guidé notre recherche et nous ont finalement
amené à proposer un nouveau cadre théorique, exposé dans le chapitre 6 page 109.
Ce cadre, proche d’une certaine notion de planification, appelle naturellement
une mise en œuvre de façon à pouvoir évaluer ses qualités de façon empirique. C’est
pour cette raison que nous proposons dans ce chapitre un outil logiciel implémentant
notre travail. Cet outil prend en entrée le système d’argumentation d’un agent, un
système cible et un but. Il est alors capable de fournir en sortie la liste des opérations
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exécutables par l’agent sur le système cible afin de réaliser son but. Pour réaliser
ce logiciel, nous avons utilisé une grande partie des notions présentées et étudiées
dans ce travail, notamment, outre le cadre défini dans le chapitre 6 page 109, les
propriétés caractérisant le changement établies dans le chapitre 5 page 81 et donc,
par extension, la typologie du changement vue dans le chapitre 4 page 59.
Ainsi, nous présentons en section 8.1 les détails de l’implémentation de l’outil.
En section 8.2 page 160, les résultats obtenus et les protocoles d’expérimentation
utilisés sont donnés. Enfin, la section 8.3 page 165 conclut ce chapitre en présentant
d’autres outils ayant une finalité similaire.
Notons que ce chapitre est présenté dans Bisquert et al. (2013a,d).
8.1 Présentation de l’outil
Cet outil s’organise autour de deux modules spécifiques : un gestionnaire de
systèmes d’argumentation, et un moteur de calcul des opérations de changement.
Les sorties du premier module servent d’entrée au deuxième module.
8.1.1 Le gestionnaire de systèmes d’argumentation
Nous présentons ici la facette argumentative “pure” du programme, qui concerne
la création de différents systèmes d’argumentation. Nous avons implémenté la notion
de système d’argumentation, et lui avons adjoint la possibilité de calculer ses propres
extensions. Ce module est implémenté en utilisant un langage à objet (Python 2.7 )
pour la flexibilité et la facilité que cela procure dans l’implémentation des notions
utilisées.
Ainsi, pour créer un système d’argumentation, il faut fournir :
• un ensemble d’arguments,
• un ensemble d’attaques.
Ce module gère la cohérence des données fournies en vérifiant par exemple qu’un
argument n’apparaît qu’une seule fois, ou qu’une attaque n’existe que si les argu-
ments concernés existent aussi. Il renvoie des informations concernant les systèmes
d’argumentation et lance si nécessaire le calcul des extensions relativement à une
sémantique pouvant être fournie en paramètre.
Conformément à notre cadre théorique, l’outil permet de créer plusieurs sys-
tèmes d’argumentation, et donc en particulier celui de l’agent et celui de sa cible.
Cette création s’effectue en fournissant la liste des arguments et des attaques de
ces deux systèmes. De plus, la sémantique utilisée dans le système cible est aussi
précisée (elle servira à vérifier la satisfaction des buts de l’agent).
Les systèmes d’argumentation de l’agent et de la cible, ainsi que les extensions
de ce dernier sont alors transmis au deuxième module.
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8.1.2 Le moteur de calcul
Ce deuxième module est destiné à calculer des “opérations de changement”.
Plus précisément, il permet de répondre à la question “Quelles sont les opérations
exécutables par l’agent sur le système cible réalisant son but ?”.
Le moteur de calcul prend en entrée les systèmes d’argumentation de l’agent
et de la cible, ainsi que l’ensemble d’extensions de la cible pour une sémantique
donnée. En plus de cela, il est nécessaire de lui fournir :
• un but correspondant à ce que l’agent cherche à satisfaire dans le système
cible (la section 6.1.3 page 119 présente la syntaxe de ces buts),
• une base de caractérisations permettant de vérifier si une opération réalise
le but fourni (les caractérisations existantes sont données dans le chapitre 5
page 81).
Notons que l’utilisateur peut filtrer les résultats en forçant le type d’opération at-
tendu, il peut ne s’intéresser qu’aux additions d’arguments par exemple.
Le cœur de ce module est une règle qui :
• génère toutes les opérations exécutables par l’agent sur la cible et réalisant le
but,
• et produit, pour chacune des opérations, la caractérisation justifiant ce résul-
tat.
Cette règle comporte deux parties, l’une se chargeant de construire les opérations,
et l’autre vérifiant que l’opération correspond aux desiderata de l’agent.
Une vision synthétique de l’outil, et donc de l’articulation entre les deux modules
de l’outil, est donnée par la figure 8.1 page suivante.
Notons que nous utilisons dans ce second module un langage de programmation
logique (Prolog) pour deux raisons primordiales : les caractérisations se traduisent
naturellement en règles logiques, ce qui facilite l’implémentation, et le mécanisme
d’unification nous permet de générer et de contraindre facilement des opérations à
partir des systèmes d’argumentation et du but de l’agent.
Construction des opérations
La construction des opérations découle des définitions 6.3 à 6.6 pages 115–118.
Ainsi, nous générons directement une opération exécutable, puis nous calculons son
impact. Ceci permet d’éviter de considérer des opérations non autorisées ou non
exécutables et ainsi d’optimiser le temps de calcul.
Vérification des opérations
Lorsqu’une opération est générée par les règles de construction, celle-ci est trai-
tée grâce aux caractérisations. Ainsi, pour une opération donnée, s’il existe une ca-
ractérisation correspondant au type de l’opération et au but recherché par l’agent et





















Figure 8.1 – Architecture schématique de l’outil.
si les conditions de cette caractérisation sont satisfaites, alors cette opération sera
fournie à l’utilisateur avec la caractérisation correspondante à titre d’explication.
Il est important de noter que l’outil ne traite pour l’instant que des programmes
réduits à une opération élémentaire. Par ailleurs, puisqu’il se repose sur une base
de caractérisations issues de celles vues dans le chapitre 5 page 81, l’outil n’est pour
le moment capable de produire que des opérations d’addition ou de suppression
d’argument 1 ; néanmoins, il passera naturellement, c’est-à-dire sans modification
logicielle, à l’addition ou suppression d’attaque lorsqu’on lui adjoindra des caracté-
risations concernant ces deux types de changement.
8.1.3 Application à l’exemple de l’audience
Nous illustrons l’utilisation de l’outil sur l’exemple de l’audience. Pour ce faire,
considérons la situation suivante : le procureur doit faire en sorte que l’argument x1
soit accepté. Il a à sa disposition les arguments présentés dans la figure 8.2a page
suivante et doit modifier le système d’argumentation des jurés, représenté par la
figure 8.2b page ci-contre.
Le procureur doit donc tout d’abord fournir à l’outil les données nécessaires, à
savoir :
1. Plus précisément, il est capable de construire toute opération exécutable possible (addition
ou suppression d’argument et addition ou suppression d’attaque). Par contre, il n’est pas capable
de vérifier si une opération d’addition ou suppression d’attaque est valable car il n’a pas de carac-
térisation correspondante.






Figure 8.2 – Système d’argumentation du procureur et des jurés.
• l’ensemble des arguments et des attaques qu’il connaît : {x0, x1, x3, x4, x5, x6}
et {(x0, x1), (x1, x0), (x4, x1), (x5, x4), (x6, x1)},
• l’ensemble des arguments et attaques connus par les jurés (le système cible) :
({x0, x1, x4}, {(x1, x0), (x4, x1)}),
• la sémantique utilisée par les jurés, que nous supposons ici être la sémantique
basique.
L’outil déduira de ces données l’ensemble des extensions pour le système des
jurés (E = {{x0, x4}}).
Le procureur doit aussi préciser le but qu’il souhaite voir satisfait : “x1 doit
appartenir à l’extension basique.”
Et enfin il doit fournir une base de caractérisations. Nous supposerons pour
les besoins de cet exemple que cette base se résume à l’unique caractérisation 5.20
page 91 ; pour faciliter la lecture de cette section, nous la réécrivons ci-après.
Proposition 5.20. Lors de l’addition d’un argument z dans le cadre de la séman-
tique basique, si z n’est pas attaqué par G et z défend indirectement x et x /∈ E,
alors x ∈ E ′.
L’outil génère alors les opérations exécutables par le procureur sur le système
des jurés puis calcule leurs impacts. L’outil génère par exemple les opérations :
• (⊖◯, {x4},∅), qui passe avec succès les étapes de construction et dont l’impact
est le système ayant pour ensemble d’arguments {x0, x1} et pour ensemble
d’attaques {(x1, x0)},
• (⊕◯, {x5}, {(x5, x4)}), qui passe également avec succès les étapes de construc-
tion et dont l’impact est le système ({x0, x1, x4, x5}, {(x1, x0), (x4, x1),
(x5, x4)}).
Notons que les opérations concernant des arguments ou attaques inconnus de
l’agent, ou non exécutables sur le système cible, ne sont pas générées par l’outil.
Ainsi, l’opération (⊖◯, {x6},∅) n’est pas générée car l’argument x6 n’est pas présent
dans le système des jurés. Ceci assure le caractère fini du processus.
Les opérations générées sont en même temps examinées au travers des carac-
térisations. Si une opération ne correspond à aucune des caractérisations, elle est
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rejetée ; si elle est concernée par une ou plusieurs caractérisations, alors l’outil ren-
voie tous les couples (opération, caractérisation).
Dans notre exemple, l’opération (⊖◯, {x4},∅) est rejetée car son type (retrait
d’un argument) ne correspond pas à celui spécifié dans l’unique caractérisation dis-
ponible. Par contre, le type de l’opération (⊕◯, {x5}, {(x5, x4)}) correspond ; l’outil
doit donc vérifier que cette dernière satisfait les contraintes spécifiées dans la ca-
ractérisation, à savoir que z, en l’occurrence apparié à l’argument x5, n’est pas
attaqué et qu’il doit défendre indirectement x (ce dernier apparié à x1) tel que x
n’appartient pas à l’extension. 2 Ces conditions étant vérifiées, l’opération réalise
effectivement le but du procureur.
8.2 Expérimentations
L’objectif de notre outil est de trouver un programme (au sens de la défini-
tion 6.7 page 119) réalisant un but. Rappelons que nous nous restreignons dans un
premier temps aux programmes ne contenant qu’une seule opération. Le travail au-
rait pu être fait directement en calculant l’impact d’une opération puis l’ensemble
des extensions du graphe obtenu. Mais l’outil est conçu dans le but d’éviter de re-
calculer des extensions, ce qui peut être très coûteux. En effet, si calculer l’impact
d’une opération est aisé en termes d’arguments et d’attaques (car n’impliquant que
des traitements “simples” d’ensembles), il est bien plus lourd de recalculer les en-
sembles d’extensions (Liao et al. (2011)). Notre idée est de générer des opérations
exécutables et de les “tester” grâce aux caractérisations, plutôt que de calculer les
extensions pour chacun des systèmes résultants puis de vérifier que le but sélec-
tionné est satisfait. Le gain en termes de temps et d’espace reste encore à évaluer,
ce que nous comptons faire dans des travaux futurs.
Avant d’analyser les résultats produits par l’outil (section 8.2.2 page 162), nous
présentons, en section 8.2.1, les protocoles expérimentaux utilisés, qui seront ensuite
critiqués en section 8.2.3 page 164.
8.2.1 Protocoles expérimentaux
Les deux protocoles expérimentaux mis en place visent en premier lieu à vérifier
la correction de notre implémentation, et dans un deuxième temps, à mettre en
lumière des lacunes au niveau des caractérisations. Notons à ce titre que l’emploi
de l’outil dans ce cadre ne résume pas son utilisation finale potentielle puisqu’il ne
s’agit, ici, que de protocoles permettant de le tester.
2. Les concepts nécessaires aux caractérisations ont été implémentés. Nous comptons ainsi parmi
eux les concepts d’attaque indirecte par un argument, de défense directe et indirecte par un argu-
ment, d’attaque et de défense d’ensembles, etc.
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8.2.1.1 Hypothèse d’inclusion
Ces deux protocoles supposent que le système cible est un sous-graphe partiel
du système de l’agent. Cette hypothèse paraît naturelle dans le cas de l’exemple
de l’audience : le procureur et l’avocat entendent publiquement ce qui a été dit au
cours de l’audience. Ils sont donc au courant de tous les arguments présents dans
le système d’argumentation des jurés (leur cible). 3
8.2.1.2 Génération aléatoire
Ce protocole vise à générer aléatoirement deux systèmes (un pour l’agent et un
pour la cible en respectant l’hypothèse d’inclusion) et un but à satisfaire :
• un ensemble d’arguments de taille n est créé, avec n ayant une valeur aléatoire
entre 2 et 20,
• un ensemble d’attaques entre ces arguments de taille nb_att est créé, avec
nb_att ayant une valeur aléatoire entre n ∗ 0.5 et n ∗ 1.5.
Ceci constitue le premier système. Il va servir de base pour créer un sous-graphe
partiel représentant la cible :
• deux nombres suppr_arg et suppr_att sont générés aléatoirement, avec
suppr_arg ayant une valeur entre 0 et n − 1 et suppr_att ayant une valeur
entre 0 et nb_att− 1,
• suppr_arg arguments sont retirés aléatoirement de l’ensemble d’arguments,
et pour chaque argument retiré nous soustrayons à suppr_att le nombre d’at-
taques le concernant,
• suppr_att attaques sont retirées aléatoirement.
Ceci nous permet d’obtenir le deuxième système. Et enfin, un but est choisi
aléatoirement parmi x ∈ E ′, x /∈ E ′, z ∈ E ′, E = E ′, E ⊆ E ′, E ⊂ E ′, E ′ ⊆ E , E ′ ⊂ E ,
E ′ = ∅ et E ′ 6= ∅, où x appartient au système cible, z appartient au système
de l’agent et E (resp. E ′) est l’extension basique de la cible avant (resp. après) le
changement.
La génération d’opérations est alors lancée à partir de ces deux systèmes et du
but (voir les résultats obtenus en section 8.2.2 page suivante).
8.2.1.3 Génération systématique
Bien que la génération aléatoire soit efficace, elle peut laisser de côté des cas
intéressants. Pour pallier ce problème, nous avons mis en place un autre protocole
expérimental consistant à tester exhaustivement une liste de couples de systèmes.
Ainsi, pour n arguments, nous créons tous les couples de systèmes tels que :
3. Le non-respect de cette hypothèse signifierait que l’agent pourrait ne pas être d’accord avec
la validité de certains arguments ou attaques entendus. On se pose là la question complexe de la
différentiation entre connaissance d’un argument ou d’une attaque et croyance en sa validité. Cette
question mériterait un approfondissement qui sort du cadre de ce travail.
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• le premier système a un ensemble d’arguments arg_agent (numérotés de 1 à
n) et un ensemble d’attaques att_agent (dont le nombre va de 0 à n∗(n−1)).
• le deuxième système a un ensemble d’arguments arg_cible variant parmi tous
les sous-ensembles possibles de arg_agent, et un ensemble d’attaques variant
parmi tous les sous-ensembles possibles de att_agent restreint aux arguments
de arg_cible.
Nous procédons alors à la génération d’opérations pour un but particulier donné
(ici, nous avons testé le but d’appartenance forcée pour chaque argument du système
cible).
Notre protocole calcule l’extension basique du système résultant de l’opération.
Ceci nous permet de constater les problèmes de “couverture” de l’outil, c’est-à-dire
les cas où aucune opération n’est trouvée pour réaliser le but alors qu’il en existe
une. Ces résultats de couverture sont présentés dans la section suivante.
8.2.2 Résultats
Pour la génération aléatoire :
Pour chaque couple de systèmes généré (en tout cinq millions), le premier proto-
cole expérimental affiche des informations concernant la génération des opérations
exécutables réalisant un but choisi aléatoirement. L’exemple 8.1 propose un court
extrait montrant un cas de réussite de génération d’opérations.





L’outil génère deux opérations : (⊕◯, {x2}, {(x2, x1)}) et (⊕◯, {x2}, {(x2, x1),
(x1, x2)}) avec les caractérisations correspondantes (ici, il s’agit deux fois de la
même : celle donnée par la proposition 5.21 page 91).
Par ailleurs, le protocole propose également un récapitulatif des résultats, pour
chacun des buts, en détaillant le nombre de cas où une solution est trouvée. La
table 8.1 page suivante montre un exemple de résultats.
Selon le but considéré, l’outil trouve plus ou moins souvent des solutions. Plus
précisément, il existe deux causes possibles amenant l’outil à ne pas trouver d’opé-
rations exécutables :
• soit il n’existe pas d’opération exécutable réalisant le but cherché ; notons que
ce cas inclut celui où il n’est pas possible de réaliser ce but avec une seule
opération (voir l’exemple 8.2 page ci-contre).
• soit il manque une caractérisation à l’outil permettant de trouver au moins
une opération (voir l’exemple 8.3 page 164).
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But Nombre de Ensemble de solutions %cas testés Non vide Vide
x ∈ E ′ 499216 443010 56206 88.7
x /∈ E ′ 500009 397706 102303 79.6
z ∈ E ′ 500196 443931 56265 88.8
E = E ′ 499770 389933 109837 78.0
E ⊆ E ′ 499116 499116 0 100.0
E ⊂ E ′ 500697 489562 11135 97.8
E ′ ⊆ E 499860 435600 64260 87.1
E ′ ⊂ E 499546 402207 97339 80.5
E ′ = ∅ 500728 27222 473506 5.4
E ′ 6= ∅ 500862 279162 221700 55.7
Total 5000000 3807449 1192551 76.1
Table 8.1 – Récapitulatif de résultats pour le protocole de génération aléatoire. Pour chaque
but, la deuxième colonne indique le nombre total de couples de systèmes d’argumentation
testés par l’outil. La troisième colonne (resp. quatrième colonne) indique le nombre de
fois où l’outil a renvoyé un ensemble de solutions non vide (resp. vide) pour un couple de
systèmes. Enfin, la cinquième colonne indique le pourcentage des cas où l’outil a renvoyé un
ensemble de solutions non vide par rapport au total des cas testés pour un but particulier.







L’outil ne génère aucune opération car il est impossible d’avoir une opération
exécutable réalisant le but recherché : d’une part, il n’existe pas d’argument attaquant
en même temps x2, x3 et x4 et étant attaqué par au moins l’un d’entre eux, et,
d’autre part, il n’est pas possible de retirer tous les arguments en une seule opération.
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L’outil ne génère aucune opération, et pourtant, ne rien faire suffirait à réaliser
le but ; il manque donc à l’outil au moins une caractérisation affirmant que lorsque
l’on ne fait rien, les extensions ne changent pas.
L’ensemble des solutions fourni par l’outil peut donc être vide pour des raisons
très différentes mais qui ne sont pas distinguées par ce protocole. C’est pour mettre
en évidence des exemples relevant du deuxième cas (montrant des lacunes dans les
caractérisations) que nous avons mis en place le deuxième protocole expérimental,
dont nous donnons maintenant les résultats.
Pour la génération systématique :
En considérant un but particulier, et en traitant tous les cas possibles, ce pro-
tocole nous a permis de nous concentrer sur les cas où le système ne trouve pas de
solution et ainsi de pouvoir détecter les manques dans notre base de caractérisations.
Nous avons ainsi pu compléter notre base de caractérisations de telle sorte qu’ac-
tuellement la génération automatique pour n = 3 ou = 4 ne détecte plus aucun
manque de caractérisation pour le but correspondant à l’appartenance forcée d’un
argument à l’extension basique.
8.2.3 Critiques des protocoles
Notre protocole de génération aléatoire a permis de tester un grand nombre
d’exemples (avec différents buts). Cependant, nous n’avons pas étudié la pertinence
du choix de ces exemples, c’est-à-dire, les choix effectués ne sont pas forcément
représentatifs de tous les cas.
Quant à la génération systématique, elle est très coûteuse : pour une génération
concernant n arguments, il y a 2n∗(n−1) systèmes possibles pour l’agent et dans le
pire des cas 2n∗(n−1) + (n ∗ 2(n−1)∗(n−2)) + · · ·+ (n ∗ 20) cas possibles pour la cible.
Le nombre total de couples possibles est de l’ordre de 2n∗(n−1) ∗ (2n∗(n−1) + (n ∗
2(n−1)∗(n−2)) + · · ·+ (n ∗ 20)). Ceci est tolérable pour un petit nombre d’arguments.
Par exemple, pour n = 3, il y a 26 ∗ (26 + 3 ∗ 22 + 3) = 5056 couples possibles. Mais
cela devient rédhibitoire à partir de cinq arguments. Ce problème est en partie dû
à la génération inutile de couples de graphes isomorphes.
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Le deuxième inconvénient de ce protocole est qu’il dépend du choix du but.
En effet, pour étudier la “couverture” de l’outil, lorsqu’il ne trouve pas d’opéra-
tion permettant de satisfaire le but fixé, il est nécessaire d’effectuer des contrôles
particuliers pour vérifier qu’il n’en existe effectivement aucune. Pour chaque but
considéré, il est ainsi nécessaire de réfléchir et de fournir des tests appropriés pour
vérifier si ce but peut être satisfait ou non.
8.3 Discussion
Synthèse
Dans ce chapitre, nous avons présenté une implémentation des notions étudiées
tout au long de ce travail sous la forme d’un outil logiciel. Celui-ci permet à un
utilisateur de trouver une opération de changement réalisant un but à la condition
que l’utilisateur lui fournisse un système d’argumentation “source” représentant ses
connaissances ainsi qu’un système d’argumentation cible à modifier. Cet outil peut
être utilisé en tant qu’assistant cognitif 4 (“cognitive assistant”) d’un utilisateur
cherchant, par exemple, à analyser un dialogue.
Après avoir décrit le fonctionnement interne de l’outil, nous avons étudié son
comportement au moyen de deux protocoles expérimentaux. Ces protocoles ont
été critiqués, ce qui permet d’envisager des améliorations en ce qui concerne les
expérimentations, notamment au niveau du choix des graphes à générer.
Travaux connexes
Plusieurs outils logiciels ont déjà été conçus dans le but d’aider un utilisateur à
raisonner avec des arguments. Ils sont destinés à être des assistants cognitifs (voir
par exemple van Gelder (2007); Tecuci et al. (2011)) ou se spécialisent dans un
domaine particulier (par exemple, Ashley (2002); Aleven (2003) dans le domaine
du raisonnement légal basé sur des cas). Notre proposition a tendance à se situer
davantage à un niveau stratégique, puisqu’elle vise à aider un utilisateur à persuader
un auditoire et qu’elle fournit des moyens pour le faire sous la forme d’addition ou
de suppression d’arguments.
Nous avons également parlé, au sein de ce chapitre, de Liao et al. (2011). Le but
de ce travail est pratique dans le sens où il vise à fournir un mécanisme permettant
de recalculer efficacement les extensions après un changement subi par un système
d’argumentation. L’approche est ici de diviser le système en trois parties :
• la partie non affectée par le changement, dans laquelle le statut des arguments
reste le même qu’avant le changement,
• la partie affectée par le changement, où il est nécessaire de recalculer le statut
des arguments,
4. Un assistant cognitif est un programme informatique autonome capable de résoudre des
tâches diverses de façon à assister un utilisateur.
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• la partie conditionnante (“conditioning”), c’est-à-dire certains arguments non
affectés aidant au calcul du statut des arguments affectés.
Cette division est faite suivant un principe de dépendance : un argument b est
affecté par un argument a s’il existe un chemin de a vers b ; dans le cas contraire, b
n’est pas affecté par a. La partie affectée (respectivement, non affectée) est donc l’en-
semble des arguments étant affectés (respectivement, non affectés) par l’argument
ajouté ou supprimé ; la partie conditionnante est un sous-ensemble d’arguments non
affectés tels qu’il existe une attaque entre ces arguments et un argument affecté.
Après cette division, il est possible de recalculer le statut des seuls arguments
affectés en construisant un système d’argumentation conditionné (“conditioned ar-
gumentation framework”), qui est en fait un sous-graphe partiel du système d’ori-
gine constitué uniquement des parties affectée et conditionnante. Le statut des
arguments conditionnants, calculer directement à partir des extensions d’origine,
permet de calculer le nouveau statut des arguments affectés.
Liao et al. (2011) propose alors une méthode pour combiner les statuts des
différentes parties et obtenir les extensions après le changement.
Enfin, notons la présence d’un travail très proche, dans l’esprit, du nôtre. Kon-
tarinis et al. (2013) a pour objectif de permettre à un agent de satisfaire un but
dans un système d’argumentation représentant l’état courant d’un débat grâce à
un nombre minimal de modifications. Les buts sont ici restreints à l’acceptation ou
au rejet d’un argument particulier. Notons que dans cet article, il est supposé que
les arguments ne peuvent pas être modifiés mais il est par contre possible de faire
plusieurs modifications à la fois. Les changements possibles sont donc restreints à
l’addition et/ou la suppression d’une ou plusieurs attaques.
Par ailleurs, s’ils n’ont pas la notion des deux systèmes d’argumentation servant
à définir les opérations exécutables, les auteurs de ce travail utilisent une définition
légèrement modifiée d’un système d’argumentation. En effet, à la définition classique
d’un système d’argumentation, ils adjoignent deux autres relations binaires : la
première est un ensemble d’attaques n’étant pas dans le système (mais concernant
les mêmes arguments) et qu’il est possible d’ajouter, et la seconde est un ensemble
d’attaques étant dans le système et qu’il est possible de supprimer.
De façon à calculer les modifications permettant la satisfaction d’un but, Konta-
rinis et al. (2013) se base sur la notion d’atome (“atom”) d’un système d’argumenta-
tion qui représente, entre autres, des actions (addition ou suppression d’une attaque)
ou des buts (tel argument doit être accepté ou rejeté), etc. À partir d’ensembles
d’atomes d’action sont construits des mouvements (“moves”) (qui sont proches de
notre notion de programme). Le principe est alors de calculer les mouvements pos-
sibles permettant d’obtenir un système d’argumentation satisfaisant un but donné ;
parmi ces mouvements, ne sont retenus que ceux qui sont minimaux en termes d’in-
clusion. Le calcul des mouvements minimaux se fait grâce à des règles de réécriture
(notamment basées sur la sémantique d’attaque ; voir la section 2.3.1.2 page 23) :
un axiome représentant le but est réécrit, ce qui produit de nouveaux termes qui
sont à leur tour réécrits successivement jusqu’à ce qu’il ne soit plus possible de
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réécrire. Chaque terme obtenu à la fin du calcul est un mouvement sur le système
d’argumentation.
Enfin, les auteurs étudient les résultats fournis par l’outil qu’ils ont implémenté
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La présentation des travaux de cette thèse arrive à son terme. Afin de conclure,
il est temps de revenir sur ce que nous avons proposé au fil des pages de ce document
et de donner les futures directions scientifiques qui nous motiveront dans les années
à venir.
9.1 Résumé conclusif
Si l’on devait extraire la quintessence de cette thèse, elle serait tout entière
consacrée au changement en argumentation. Plus précisément, les contributions
principales en sont :
• la justification de l’intérêt de l’argumentation abstraite, et des changements
s’y appliquant, pour une utilisation dans un contexte concret à travers la
présentation de trois exemples applicatifs,
• l’enrichissement du cadre de base en étendant la typologie des propriétés du
changement (les modifications que peut subir un système d’argumentation)
de façon à permettre la prise en compte de l’opération de suppression d’un
argument, et un travail détaillé de caractérisation de ces propriétés, à la fois
pour l’addition et pour la suppression d’un argument,
• la spécialisation de la notion de changement à travers l’introduction d’un cadre
permettant de contraindre les opérations de changement et de considérer la
notion d’optimalité ainsi qu’une axiomatisation du changement,
• l’implémentation des notions étudiées sous la forme d’un outil logiciel.
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Au sein du chapitre 2, nous avons rappelé les bases de notre travail. Nous nous
sommes principalement reposés sur les travaux de Dung (1995) et Cayrol et al.
(2010c).
À Dung (1995), article fondateur de l’argumentation abstraite, nous empruntons
tout d’abord les notions de système d’argumentation, paire constituée d’un ensemble
de symboles représentant des arguments et d’une relation binaire sur cet ensemble
représentant les attaques entre les arguments. Nous empruntons ensuite la notion
de sémantique qui permet de calculer des extensions (des ensembles d’arguments
acceptables) desquelles il est possible de déduire le statut de chacun des arguments
(accepté sceptiquement, accepté crédulement ou rejeté).
À Cayrol et al. (2010c), nous empruntons les définitions des opérations de chan-
gement qui sont des moyens de modifier un système d’argumentation. Ces opérations
sont au nombre de quatre et ont pour fonction d’ajouter ou supprimer un argument
et d’ajouter ou supprimer une attaque.
Le chapitre 3 constitue la première de nos contributions. Il comporte une ré-
flexion à propos de la portée du domaine de l’argumentation abstraite. Loin d’être
une théorie purement abstraite n’ayant aucune application pratique, nous avons
montré à force d’exemples que l’argumentation abstraite se révèle emplie de res-
sources pour gérer des processus de la vie quotidienne. En particulier, nous avons
présenté trois exemples détaillés. Le premier d’entre eux met en scène l’affronte-
ment d’un procureur et d’un avocat dans le cadre d’une audience de tribunal. Leur
but est de convaincre un auditoire, les jurés, et ils usent pour cela d’opérations
de changement. L’intérêt principal de cet exemple est de donner une intuition des
notions théoriques que nous utilisons, d’expliquer ce que les sémantiques et le sta-
tut des arguments abstraits peuvent signifier dans une argumentation réelle. Le
deuxième exemple, proche du premier, montre comment l’argumentation abstraite
et les notions de changement peuvent aider à modéliser la prise de décision entre
plusieurs personnes. On y voit comment un agent peut agir sur un système d’argu-
mentation pour satisfaire un but qui se trouve être l’objet de la soirée. Le troisième
exemple fait montre de la flexibilité de l’argumentation abstraite. En effet, du fait
de son caractère abstrait, elle peut s’appliquer à des contextes n’ayant pas ou peu
de rapport direct avec l’argumentation au sens commun du langage (c’est-à-dire,
en tant qu’outil d’échange d’arguments entre différents agents). Dans cet exemple,
consacré à l’allocation de ressources, les arguments représentent des affectations de
personnes à des postes. Dans ce contexte particulier, nous avons expliqué à quoi
les notions théoriques, entre autres les sémantiques, statuts et opérations de chan-
gement, peuvent concrètement correspondre. Nous avons terminé ce chapitre en
proposant une liste de cas concrets pouvant être capturés par chacune des opéra-
tions de changement.
Le chapitre 4 annonce le début de l’apport théorique de notre travail concernant
la notion de “propriété du changement”, c’est-à-dire les modifications qu’un change-
ment induit sur un système d’argumentation. Nous y avons présenté une extension
de la typologie des propriétés du changement de Cayrol et al. (2010c) de façon à
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prendre en compte une opération de changement peu traitée jusque-là, la suppres-
sion d’un argument. Cette nouvelle typologie propose une partition claire des mo-
difications que peut subir un système d’argumentation à trois différents niveaux : le
premier niveau regroupe les modifications impliquant la structure de l’ensemble des
extensions (par exemple, l’augmentation ou la diminution du nombre d’extensions
du système) ; le deuxième niveau regroupe les modifications ayant trait à l’accep-
tabilité conjointe des arguments d’une extension (par exemple, le fait que tous les
arguments d’une extension restent conjointement acceptés après un changement) ;
le troisième niveau regroupe les modifications touchant l’acceptabilité d’un argu-
ment particulier (par exemple, lorsqu’un argument accepté sceptiquement avant un
changement se retrouve rejeté après).
Le chapitre 5 poursuit l’étude des propriétés du changement en présentant des ré-
sultats de caractérisation, c’est-à-dire des ensembles de conditions nécessaires et/ou
suffisantes assurant qu’une opération de changement aura pour effet une modifica-
tion particulière. Ces résultats sont obtenus de deux façons différentes : tout d’abord
directement, en donnant des conditions que nous prouvons, puis grâce à une mé-
thodologie basée sur la notion de dualité, lien unissant les opérations d’addition et
de suppression d’un argument.
Le chapitre 6 entame la troisième partie de ce travail. Y est tout d’abord pré-
senté un cadre permettant de traiter les notions de changement contraint et de but.
Plus précisément, ce cadre autorise un agent ayant des connaissances (représentées
par un système d’argumentation) à agir sur un système cible de façon à satisfaire
son but. Néanmoins, les actions qu’il peut entreprendre (c’est-à-dire les opérations
de changement qu’il peut utiliser) sont dépendantes de ses connaissances et du
système cible. Nous avons modifié les opérations de changement de Cayrol et al.
(2010c) pour s’assurer que les changements respectent les connaissances de l’agent
(opération autorisée) et le système cible (opération exécutable) ; nous avons intro-
duit la notion de programme qui représente une séquence d’opérations exécutables
(satisfaisant éventuellement un but). La deuxième partie de ce chapitre est consa-
crée à l’étude du changement optimal dans ce cadre, c’est-à-dire comment choisir
le “meilleur” changement possible au regard d’un ou plusieurs critères spécifiques
(taille des programmes, nombre de modifications subies par le graphe, etc.). Nous
avons montré comment les programmes peuvent être comparés par rapport à un
critère, puis nous avons donné quelques pistes pour combiner plusieurs critères.
Le chapitre 7 se place au confluent de deux domaines : l’argumentation abstraite
et la théorie de la mise à jour de croyances. Nous avons opéré un parallèle entre ces
deux disciplines et nous avons montré que les notions issues de la mise à jour de
croyances permettent un nouvel axe d’étude du changement en argumentation abs-
traite. Après avoir rappelé en quoi consiste la théorie du changement de croyances
et expliqué le parallèle, nous avons introduit un langage propositionnel donnant
la possibilité de décrire des graphes d’argumentation. Ceci nous a mené à l’étude
de l’appartenance forcée généralisée (s’assurant qu’un but est satisfait, pour tout
type de but exprimable dans le langage propositionnel). Le parallèle est ensuite
172 Chapitre 9. Conclusion et perspectives
effectivement mis en place à travers la définition de postulats de rationalité et d’un
théorème de représentation statuant que lorsqu’un opérateur d’appartenance forcée
satisfait les postulats, alors cet opérateur peut être défini au moyen d’une famille
de préordres sur les graphes d’argumentation.
Le chapitre 8 délaisse la théorie pour la pratique en proposant une implémenta-
tion de la plupart des notions formelles que nous avons définies dans ces pages sous
la forme d’un outil logiciel. Cet outil offre la possibilité à un utilisateur de calculer
automatiquement une opération de changement satisfaisant un but sur un système
cible à partir d’un autre système représentant les connaissances de cet utilisateur.
Nous avons présenté la structuration en deux parties de cet outil, le gestionnaire
de systèmes d’argumentation et le moteur de calcul des opérations, et nous avons
exemplifié son utilisation dans le cadre de l’audience de tribunal. De façon à étudier
les performances de cet outil, deux protocoles expérimentaux ont été proposés. Ces
derniers ont pour but de montrer les lacunes de l’outil (les cas où il ne trouve pas
de solution alors qu’il le devrait) et de vérifier qu’il ne fait pas d’erreur (les cas
où les solutions proposées ne permettent pas de satisfaire le but donné en entrée).
Le premier protocole génère aléatoirement des paires de systèmes d’argumentation
(représentant le système de l’agent et le système cible) et tente de satisfaire un but
généré aléatoirement lui aussi. Le second protocole génère un graphe complet (re-
présentant le système de l’agent) puis génère exhaustivement tous ses sous-graphes
partiels (chacun représentant un système cible). Pour chacune des paires formées
par le graphe complet et un de ses sous-graphes partiels, ce protocole tente de sa-
tisfaire un but fixé à l’avance. Nous avons présenté les résultats obtenus grâce à ces
protocoles et, pour conclure, nous avons donné quelques critiques constructives à
leur propos.
9.2 Perspectives
Le travail proposé dans ces pages constitue en de nombreux points un défrichage
de zones peu explorées jusque-là. Il a ainsi ouvert de nombreuses pistes promet-
teuses. Examinons-les chapitre par chapitre.
Le chapitre 3 a présenté plusieurs exemples montrant l’intérêt de l’argumen-
tation abstraite dans des contextes concrets. S’il n’y a pas, à proprement parler,
de perspectives en ce qui concerne ces exemples, il serait intéressant de proposer
d’autres contextes et d’autres intuitions. Notons à ce titre que nos deux premiers
exemples se limitent à des dialogues de persuasion et de délibération, avec des agents
ayant des buts contradictoires. Il pourrait être intéressant de considérer d’autres
types de dialogues mettant en jeu une coalition d’agents coopérant pour réaliser un
but en commun (par exemple plusieurs avocats tentant d’étoffer une défense). De
manière plus générale, approfondir cette piste implique d’essayer de délimiter les
types de contextes pour lesquels l’argumentation abstraite se trouve être pertinente.
Le chapitre 4 a affiné la typologie présentée dans Cayrol et al. (2010c). Elle
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pourrait être affinée plus avant, ce qui soulève deux points à approfondir.
• D’autres propriétés du changement peuvent être définies. Il pourrait par
exemple être souhaitable de représenter le gain ou la perte d’un argument spé-
cifique au sein d’une ou plusieurs extensions particulières. Ou encore, qu’un
argument, à défaut de pouvoir appartenir à toutes les extensions, appartienne
à un plus grand nombre d’extensions après le changement qu’avant.
• Définir un grand nombre de propriétés du changement peut amener une cer-
taine complexité à les utiliser toutes de concert. Il est donc important de savoir
quelles propriétés sont véritablement nécessaires, ce qui dépend sans aucun
doute du contexte dans lequel elles sont utilisées. Établir des sous-ensembles
suffisants de propriétés suivant les contextes considérés permettrait de contrô-
ler cette complexité ; l’outil présenté dans le chapitre 8 page 155 pourrait nous
aider sur ce point.
Le chapitre 5 s’est intéressé, entre autres, à une facette inédite de l’argumen-
tation, à savoir la dualité entre addition et suppression d’un argument. Par consé-
quent, de nombreux points restent à explorer ou approfondir. Deux points particu-
liers nous paraissent importants.
• Au sein de ce chapitre, et de manière générale dans l’ensemble des chapitres,
nous n’avons considéré que deux des quatre opérations de changement de
Cayrol et al. (2010c). Une des premières extensions de ce que nous avons pro-
posé est d’examiner les deux opérations manquantes, à savoir l’addition et la
suppression d’une interaction, et de compléter alors les résultats de caracté-
risation les concernant.
• Dans le cas des caractérisations obtenues par dualité, nous avons parfois été
obligés de procéder à un traitement supplémentaire pour rendre utilisables
certains des résultats, ce qui est problématique. Nous souhaitons trouver de
nouvelles façons d’aborder la dualité pour éviter ce traitement ou, tout au
moins, de trouver des critères permettant d’identifier avant l’application de la
méthodologie les propositions qui auront besoin d’être transformées.
Le chapitre 6 a introduit un cadre formel permettant à un agent de choisir une
opération de changement satisfaisant son but en fonction de ses connaissances et
d’un système cible. Il ouvre de nombreuses perspectives ; voici une liste de ce que
nous souhaitons examiner.
• Il convient tout d’abord d’approfondir la notion de programme. Plus précisé-
ment, nous nous intéressons au cas d’existence et d’unicité de programme réa-
lisant l’ensemble des buts d’un agent dans différentes situations (une ou plu-
sieurs opérations, prise en compte des critères d’optimalité, etc.). En d’autres
termes, nous nous posons les questions “Existe-t-il toujours un programme
dans ce cas ?” et “En existe-t-il plusieurs ?”
• De plus, l’étude de nouvelles notions en lien avec celle de programme semble
pertinente : redondance (si une opération apparaît plusieurs fois dans un
174 Chapitre 9. Conclusion et perspectives
même programme), vacuité (si deux opérations s’annulant mutuellement ap-
paraissent dans un même programme) et ordre des opérations.
• Pour cela, il serait utile de considérer de nouvelles notions d’équivalences
d’opérations portant sur les opérations en elles-mêmes (équivalence de type,
d’argument et/ou d’attaques), sur leurs impacts (équivalence sur la structure
des systèmes résultats) ou sur leurs effets (équivalence sur les extensions des
systèmes résultats).
• Par ailleurs, l’optimalité de programme pose des questions intéressantes :
“Comment tirer parti des contraintes d’exécutabilité pour trouver des change-
ments optimaux ?” “Est-il possible d’établir des classes d’équivalence de pro-
grammes dans lesquelles il serait utile de considérer la notion d’optimalité ?”
• Nous nous intéressons également à la réécriture d’une opération élémentaire en
une ou plusieurs opérations “basiques”, c’est-à-dire l’addition ou la suppres-
sion d’un seul argument (sans attaque) ainsi que l’addition ou la suppression
d’une seule attaque, de manière à permettre une définition plus homogène des
opérations.
• L’hypothèse d’inclusion du système cible dans le système d’argumentation de
l’agent pose la question de la mise à jour par l’agent du système représentant
ses propres connaissances. En effet, si nous considérons l’exemple de l’audience
de tribunal, il apparaît nécessaire d’étendre notre cadre de façon à permettre
au procureur et à l’avocat de prendre en compte ce que dit son adversaire
(notamment dans le cas où l’argument n’était pas connu), autorisant ainsi une
réelle interaction entre ces derniers. De manière plus générale, ceci implique
que nous étudiions les changements opérés par un agent sur son propre système
lorsqu’un autre agent effectue une modification du système cible.
• Enfin, à plus long terme, nous souhaitons porter notre attention sur la no-
tion de stratégie et son impact en termes de comparaison de programmes :
approche défensive, où l’agent va tenter de défendre ses arguments, approche
agressive, où l’agent va chercher à attaquer tout argument allant à l’encontre
de son but, approche pertinente, où l’agent va n’avancer que des arguments qui
appartiendront à une ou plusieurs extensions, approche prudente, où l’agent
va révéler le moins d’informations possibles, etc.
Le chapitre 7 s’est penché sur le parallèle entre mise à jour de croyances et
changement en argumentation abstraite. Là encore, plusieurs voies d’amélioration
s’offrent à nous.
• Nous avons fait le choix de ne considérer que les buts absolus. Il est à noter que
les buts relatifs pourraient être traités au moyen des transitions autorisées.
• Si les postulats que nous proposons sont valables, ils sont encore trop em-
preints de la mise à jour de croyances. Ils sont en particulier capables de
caractériser les changements dans tout type de graphe pouvant être défini
dans la logique propositionnelle (à condition qu’une fonction de transition
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soit donnée). Ainsi, en premier lieu, il est important de trouver des postulats
plus spécifiques à la dynamique en argumentation abstraite, notamment en
prenant en compte les particularités des graphes représentant les systèmes
d’argumentation (les notions de sémantiques pourraient, par exemple, être
introduites dans les postulats).
• De plus, nous nous sommes concentrés dans ce chapitre sur un théorème de
représentation basé sur des préordres complets entre des paires de graphes
d’argumentation. Une autre étude est nécessaire pour un théorème basé sur
des préordres partiels.
• Enfin, étudier ce qui pourrait être l’équivalent de l’appartenance forcée dans
le cas de la révision de croyances plutôt que dans celui de la mise à jour
nous semble valoir la peine. La révision de croyances consisterait en effet à
considérer de nouvelles informations sur le système cible (par exemple, le fait
de savoir que, finalement, l’argument que l’on croyait accepté dans le système
cible ne l’est pas) ; il serait alors important de savoir de quelle façon prendre
en compte ces nouvelles informations.
Finalement, le chapitre 8 a présenté l’implémentation de l’outil. De nombreux
points sont à approfondir ; nous les déclinons selon deux axes.
Le premier axe concerne l’outil lui-même.
• Nous nous pencherons tout d’abord sur la complexité. Puisqu’un calcul des ex-
tensions après changement est très coûteux (malgré les progrès faits dans Liao
et al. (2011)), notre objectif est de montrer que notre approche l’est moins.
Cela nécessitera la détermination de la complexité de l’algorithme du moteur
de calcul d’opérations (écrit en Prolog), une des difficultés étant d’intégrer
à ce calcul la complexité liée à la vérification de l’applicabilité de certaines
caractérisations. 1
• Par ailleurs, nous prévoyons de lever la restriction de ne considérer qu’une
seule opération élémentaire afin de pouvoir considérer les programmes (au sens
du chapitre 6). Une étude des possibilités de planification permettra d’envisa-
ger la génération automatique de ces programmes. Ces derniers, en autorisant
des modifications plus complexes, donneront lieu à plus de solutions.
• Nous avons évoqué l’utilisation de l’outil pour repérer des lacunes de carac-
térisation ; il pourrait être intéressant de développer un analyseur plus fin
qui détecterait toutes les opérations exécutables que l’outil ne trouve pas,
permettant ainsi de nous concentrer sur les caractérisations manquantes.
Le second axe concerne les expérimentations réalisées grâce à l’outil et ses ap-
plications :
• La poursuite d’expérimentations, telles celles présentées dans ce chapitre, est
importante puisqu’elle permet de créer des “benchmarks” dans le domaine de
l’argumentation.
1. En effet, certaines caractérisations utilisent des notions difficiles à calculer : par exemple la
défense indirecte d’un argument par un ensemble d’arguments.
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• Il pourrait être intéressant de considérer des cas réels d’argumentation pour
établir d’autres “benchmarks”, plus concrets. En particulier, les débats en
ligne (sur des réseaux sociaux par exemple) semblent bien se prêter à cet
exercice.
• Pour finir, le point précédent constitue également une piste d’applications,
permettant éventuellement à un utilisateur d’être guidé dans son choix d’ar-
guments à avancer lors de débats en ligne. Ceci nous permettrait sans doute
d’obtenir quelques justifications supplémentaires à ajouter à celles du chapitre
3. La boucle serait alors bouclée.
Si tous les points précédents nous motivent à continuer nos recherches, il paraît
important d’en extraire une direction principale pour nos futurs travaux. D’un point
de vue plus général, nous pensons que la perspective primordiale est de continuer
notre démarche de rapprochement entre argumentation abstraite et applications
concrètes. En d’autres termes, de donner du sens à l’argumentation abstraite. À ce
titre, nous avons vu dans le chapitre 3 page 29 deux contextes profitant pleinement
de l’argumentation abstraite, à savoir le dialogue et l’allocation de ressources. Il nous
semble ainsi essentiel de déterminer d’autres contextes et situations où l’argumen-
tation abstraite est appropriée et, pour chacun d’entre eux, d’expliciter l’intérêt des
notions théoriques (les sémantiques, les statuts, etc.). Ceci nécessitera une étude
plus globale de ces contextes pour tenter d’extraire des caractéristiques particu-
lières (multi-agents, relation de dominance entre arguments, système cible plus ou
moins bien connu, etc.) ; il sera alors possible de choisir certaines notions théoriques
adéquates selon les caractéristiques des situations considérées. Une telle approche
réclamera sans aucun doute l’approfondissement de ces notions théoriques pour
capturer les détails propres à chaque situation.
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Dans cette section, nous rappelons quelques notions utiles à notre travail. Plus
précisément, nous nous penchons sur des notions d’ordre et de préordre qui sont
des relations binaires particulières.
Mais avant de les présenter, rappelons qu’une relation binaire sur un ensemble
A est un ensemble de couples (a, b) tels que a et b appartiennent à A. On dit alors
que a et b sont en relation par R, ce que l’on note (a, b) ∈ R (ou aRb).
Définition B.1 (Ordre). Une relation binaire R sur un ensemble A est un ordre
si et seulement si elle est :
• réflexive (∀a ∈ A, (a, a) ∈ R),
• antisymétrique (∀a, b ∈ A, (a, b) ∈ R ∧ (b, a) ∈ R −→ a = b),
• transitive (∀a, b, c ∈ A, (a, b) ∈ R ∧ (b, c) ∈ R −→ (a, c) ∈ R).
Exemple B.1. La relation binaire “≤” portant sur l’ensemble des naturels est un
ordre. La relation binaire “<” portant sur l’ensemble des naturels n’est pas un ordre
car elle n’est pas réflexive.
Définition B.2 (Ordre strict). Une relation binaire R sur un ensemble A est un
ordre strict si et seulement si elle est :
• asymétrique (∀a, b ∈ A, (a, b) ∈ R −→ (b, a) /∈ R),
• transitive.
Un ordre strict est par conséquent irréflexif (∀a ∈ A, (a, a) /∈ R),
Exemple B.2. La relation binaire “<” portant sur l’ensemble des naturels est un
ordre strict.
Définition B.3 (Relation d’équivalence). Une relation binaire est une relation
d’équivalence si et seulement si elle est :
• réflexive,
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• symétrique (∀a, b ∈ A, (a, b) ∈ R −→ (b, a) ∈ R),
• transitive.
Exemple B.3. La relation binaire “=” portant sur l’ensemble des naturels est une
relation d’équivalence.
Définition B.4 (Préordre). Une relation binaire est un préordre si et seulement
si elle est :
• réflexive,
• transitive.
Exemple B.4. Une relation binaire de type “est accessible en voiture” portant sur
un ensemble de villes est un préordre. La relation binaire “est la mère de” portant
sur un ensemble de personnes n’est par contre pas un préordre car elle n’est ni
transitive ni réflexive.
Définition B.5 (Relations déterminées par un préordre). Étant donné R un
préordre portant sur un ensemble A,
• l’ordre strict déterminé par R : {(a, b) ∈ A×A | (a, b) ∈ R et (b, a) /∈ R}.
• la relation d’équivalence déterminée par R : {(a, b) ∈ A × A | (a, b) ∈ R et
(b, a) ∈ R}.
• la relation d’incomparabilité déterminée par R : {(a, b) ∈ A × A | (a, b) /∈ R
et (b, a) /∈ R}.
Pour finir, nous considérons des relations de préférence. Une relation de préfé-
rence est une relation binaire que l’on note généralement 4 ; dans notre travail, elle
sera toujours un préordre.
Étant donné 4 une relation de préférence portant sur un ensemble A et a, b
deux éléments de A, nous dirons que a est préféré à b si et seulement si a 4 b. À
partir de cette première relation, il est possible d’en définir trois autres :
• a ≺ b si et seulement si ≺ est l’ordre strict déterminé par 4 ; nous dirons que
a est strictement préféré à b,
• a ≈ b si et seulement si ≈ est la relation d’équivalence déterminée par 4 ;
nous dirons que a et b sont indifférents.
• a ∼ b si et seulement si ∼ est la relation d’incomparabilité déterminée par 4 ;
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Nous trouvons ici l’ensemble des démonstrations de nos propositions et lemmes
disséminés dans les chapitres 4 page 59 (section C.1), 5 page 81 (section C.2
page 199) et 7 page 135 (section C.3 page 211).
C.1 Typologie (chapitre 4)
Démonstration de la proposition 4.1 page 67.
• Dans le cas de la sémantique basique, il y a une seule extension. Etant donné
la condition 1, les conditions 2 et 3 sont trivialement équivalentes.
• Dans le cas de la sémantique préférée ou stable, supposons que les extensions
de G et G′ satisfont les conditions 1 et 2.
— Nous allons tout d’abord établir qu’il n’est pas possible d’avoir deux ex-
tensions différentes Ei et Ek de G contenues dans une extension E ′j de G′.
Raisonnons par l’absurde. Supposons que Ei ⊂ E ′j , Ek ⊂ E ′j et Ei 6= Ek.
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L’ensemble Ei ∪ Ek est inclus dans E ′j . Il est donc sans-conflit dans G′,
mais aussi dans G puisqu’il est contenu dans G. Ei et Ek sont des exten-
sions préférées de G (toute extension stable est aussi préférée), donc des
ensembles qui défendent leurs éléments dans G. L’ensemble Ei ∪ Ek dé-
fend donc lui aussi ses éléments dans G. Donc cet ensemble est admissible
dans G. Enfin, Ei 6= ∅ ce qui implique que l’ensemble Ei ∪ Ek contient
strictement Ek. Ce qui contredit le fait que Ek est maximal admissible.
— Le résultat précédent permet d’associer à chaque extension Ei une exten-
sion E ′j(i) de telle sorte que Ei ⊂ E ′j(i) et que si i 6= k alors j(i) 6= j(k).
E = {E1, . . . , En} donc l’ensemble des extensions de la forme E ′j(i) (qui
est inclus dans E′) contient n extensions. Par la condition 1, nous savons
que E′ contient aussi n extensions. Donc, E′ est exactement égal à l’en-
semble des extensions de la forme E ′j(i). En conséquence, toute extension
de E′ est de la forme E ′j(i) et contient donc strictement l’extension Ei.
Démonstration de la proposition 4.2 page 68.
• Dans le cas de la sémantique basique, il y a une seule extension. Etant donné
la condition 1, les conditions 2 et 3 sont trivialement équivalentes.
• Dans le cas de la sémantique préférée ou stable, supposons que les extensions
de G et G′ satisfont les conditions 1 et 3. La preuve est analogue à celle de la
proposition concernant le changement c-expansif . On commence par établir
par l’absurde qu’il n’est pas possible d’avoir deux extensions différentes E ′j et
E ′k de G′ contenues dans une extension Ei de G.
On en déduit ensuite que l’on peut associer à chaque extension E ′j une ex-
tension Ei(j) de telle sorte que E ′j ⊂ Ei(j) et que si j 6= k alors i(j) 6= i(k).
L’ensemble des extensions de la forme Ei(j) (qui est inclus dans E) contient |E′|
= n extensions. Par la condition 1, on en déduit que l’ensemble des extensions
de la forme Ei(j) est exactement égal à E. En conséquence, toute extension de
E est de la forme Ei(j) et contient donc strictement l’extension E ′j .
Démonstration de la proposition 4.3 page 71.
• Le premier point découle directement des définitions 4.21 page 70 et 4.23
page 70.
• Le deuxième point découle directement des définitions 4.22 page 70 et 4.24
page 71.
C.2 Caractérisations (chapitre 5) 199
C.2 Caractérisations (chapitre 5)
C.2.1 Démonstrations concernant les résultats préliminaires (sec-
tion 5.1)
Démonstration du lemme 5.1 page 84.
Le fait que z n’attaque pas E ′ est équivalent au fait que si z attaque un argument
x ∈ G′ alors x /∈ E ′. Or, Nz = {x ∈ G \{z} tel que x n’est pas attaqué dans G \{z}}.
Nous avons E ′ = Nz ∪ ⋃i≥1F ′i(Nz). Donc, nous avons x /∈ E ′ si et seulement si
x /∈ Nz et x /∈ ⋃i≥1F ′i(Nz), c’est-à-dire si et seulement si x est attaqué par G \ {z}
et x n’est pas défendu indirectement par Nz dans G \ {z}.
La démonstration du lemme 5.2 page 84 nécessite des résultats intermédiaires
qui sont donnés dans les lemmes C.1 à C.5 pages 199–200.
Lemme C.1. Lors de la suppression d’un argument z dans le cadre de la sémantique
basique, si z n’attaque pas Nz, alors Nz ⊆ F(Nz) et donc pour tout i ≥ 1, F i(Nz) ⊆
F i+1(Nz).
Démonstration du lemme C.1 de la présente page.
Par définition, Nz est l’ensemble des arguments non attaqués dans G \{z}. Donc, si
z n’attaque pas Nz, aucun argument de Nz n’est attaqué par G. Donc, Nz ⊆ F(Nz).
De plus, puisque F est monotone, pour tout i ≥ 1, F i(Nz) ⊆ F i+1(Nz).
Lemme C.2. Soit S ⊆ G \ {z}. Lors de la suppression d’un argument z dans le
cadre de la sémantique basique, F(S) \ {z} ⊆ F ′(S).
Démonstration du lemme C.2 de la présente page.
Soit y ∈ F(S) \ {z}. Deux cas sont possibles. Premièrement, si y n’est pas attaqué
par G′, y appartient trivialement à F ′(S). Deuxièmement, supposons que y est
attaqué par G′. ∀w ∈ G′ tel que w attaque y dans G′, puisque y ∈ F(S), S attaque
w dans G. Puisque S ⊆ G \ {z}, S défend y dans G′ et donc y ∈ F ′(S).
Lemme C.3. Lors de la suppression d’un argument z dans le cadre de la sémantique
basique, si z n’attaque pas Nz, alors ∀i ≥ 1, si z /∈ F i(Nz), alors F i(Nz) ⊆ F ′i(Nz).
Démonstration du lemme C.3 de la présente page.
Prouvons par induction sur i ≥ 1 que si z n’attaque pas Nz et z /∈ F i(Nz), alors
F i(Nz) ⊆ F ′i(Nz).
• Cas basique (i = 1) : z /∈ F(Nz). En utilisant le lemme C.2 avec S = Nz,
nous obtenons F(Nz) ⊆ F ′(Nz).
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• Hypothèse d’induction (pour 1 ≤ i ≤ p, la proposition est vraie) : soit
z /∈ Fp+1(Nz), grâce au lemme C.1 page précédente, z /∈ Fp(Nz). De plus,
Fp+1(Nz) = F(Fp(Nz)). En utilisant le lemme C.2 page précédente avec S =
Fp(Nz), nous obtenons Fp+1(Nz) ⊆ F ′(Fp(Nz)). En utilisant l’hypothèse
d’induction (puisque z /∈ Fp(Nz)), nous avons F ′(Fp(Nz)) ⊆ F ′(F ′p(Nz)),
donc par transitivité Fp+1(Nz) ⊆ F ′p+1(Nz).
Lemme C.4. Soit S ⊆ G. Lors de la suppression d’un argument z dans le cadre
de la sémantique basique, si z n’attaque pas F ′(S), alors F ′(S) ⊆ F(S).
Démonstration du lemme C.4 de la présente page.
Soit x ∈ F ′(S). Puisque nous sommes dans le contexte de la suppression de l’ar-
gument z, nous savons que x 6= z. Nous devons prouver que x ∈ F(S). Supposons
y ∈ G un argument qui attaque x dans G. Puisque z n’attaque pas F ′(S), nous
savons que y 6= z, et donc y attaque x dans G′. Donc il existe un argument w ∈ S
tel que w attaque y dans G′, donc w 6= z et w attaque également y dans G. Donc
x ∈ F(S).
Lemme C.5. Lors de la suppression d’un argument z dans le cadre de la sémantique
basique, si z n’attaque pas E ′, alors ∀k ≥ 1, F ′k(Nz) ⊆ Fk(Nz).
Démonstration du lemme C.5 de la présente page.
Prouvons par induction sur k ≥ 1 que si z n’attaque pas E ′, alors F ′k(Nz) ⊆ Fk(Nz).
• Cas basique (k = 1) : puisque z n’attaque pas E ′, alors z n’attaque pas F ′(Nz)
(puisque Nz ⊆ E ′ et F ′(Nz) ⊆ F ′(E ′) = E ′). Donc, en utilisant le lemme C.4,
nous avons F ′(Nz) ⊆ F(Nz).
• Hypothèse d’induction (pour 1 ≤ k ≤ p, la proposition est vraie) : nous
devons prouver que F ′p+1(Nz) ⊆ Fp+1(Nz). Par définition, F ′p+1(Nz) =
F ′(F ′p(Nz)). En utilisant le lemme C.4, nous avons F ′(F ′p(Nz)) ⊆
F(F ′p(Nz)) (avec S = F ′p(Nz)). En utilisant l’hypothèse d’induction, nous
avons F ′p(Nz) ⊆ Fp(Nz). F étant monotone, F(F ′p(Nz)) ⊆ F(Fp(Nz)) =
Fp+1(Nz) Ainsi, F ′p+1(Nz) ⊆ Fp+1(Nz).
Démonstration du lemme 5.2 page 84.
(⇒) Montrons que si z n’attaque pas E ′ et z ∈ ⋃i≥1F i(Nz), alors E ′ défend z
dans G : soit y ∈ G un argument qui attaque z dans G. Rappelons que, par
la définition 2.6 page 16, un argument ne peut pas s’attaquer lui-même, donc
y 6= z. En utilisant le lemme C.1 page précédente, puisque z n’attaque pas E ′
et donc z n’attaque pas Nz, nous avons Nz ⊆ F(Nz) et donc les F i(Nz) sont
emboîtés. Soit i le plus petit indice≥ 1 tel que z ∈ F i(Nz), donc z /∈ F i−1(Nz).
• i = 1 : z ∈ F(Nz). Par définition, Nz défend z, et Nz ⊆ E ′ donc E ′ défend
z dans G.
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• i > 1 : z ∈ F i(Nz) = F(F i−1(Nz)) et z /∈ F i−1(Nz). En utilisant le
lemme C.3 page 199, nous avons F i−1(Nz) ⊆ F ′i−1(Nz) = F ′i−1(F ′(∅)) ⊆
E ′. Ainsi, z ∈ F(E ′), donc E ′ défend z dans G.
(⇐) Montrons que si z n’attaque pas E ′ et E ′ défend z dans G, alors
z ∈ ⋃i≥1F i(Nz) :
• Si z n’est pas attaqué par G, alors nous avons trivialement
z ∈ ⋃i≥1F i(Nz).
• Supposons que z est attaqué par G. Par définition, nous avons E ′ =
Nz ∪⋃i≥1F ′i(Nz). Ainsi, ∃i ≥ 0 tel que F ′i(Nz) défend z dans G.
— i = 0 : Nz défend z dans G et donc z ∈ ⋃i≥1F i(Nz).
— i ≥ 1 : nous savons que z n’attaque pas E ′. En utilisant le lemme C.5
page ci-contre, nous déduisons que F ′i(Nz) ⊆ F i(Nz). Puisque
F ′i(Nz) défend z, F i(Nz) défend z. Donc, z ∈ ⋃j≥1F j(Nz).
Démonstration du lemme 5.3 page 84. Découle du fait que z est le seul argument
ajouté ou supprimé ; de plus, par hypothèse, z ne s’attaque pas lui-même.
Démonstration du lemme 5.4 page 84.
• Lors de l’addition de z, si x 6= z est attaqué par un argument y dans G, alors
y 6= z attaque x dans G′. Par ailleurs, si x est attaqué par une argument
y dans G′, alors soit y = z donc x n’est pas attaqué dans G et donc x est
seulement attaqué par z, soit y 6= z donc y attaque déjà x dans G.
• La preuve est similaire lors de la suppression de z.
C.2.2 Démonstrations concernant la dualité (section 5.2)
Démonstration de la proposition 5.6 page 85.
Découle directement des définitions 4.1 page 60, 5.1 page 85 et 5.2 page 85.
Démonstration de la proposition 5.7.1 page 85.
D’après la proposition 5.6 page 85, un changement o satisfait la propriété extensive
si et seulement si son changement inverse o′ satisfait le symétrique de la propriété
extensive. Or, d’après les définitions 5.2 page 85, 4.2 page 62 et 4.8 page 64, le
symétrique de la propriété extensive est la propriété restrictive. Donc un changement
est extensif si et seulement si le changement inverse est un changement restrictif .
La démonstration des propositions 5.7.2 à 5.8.4 pages 85–86 se fait de façon
analogue à la proposition 5.7.1 page 85.
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Démonstration de la proposition 5.8.5 page 86.
Sachant que les différentes propriétés du changement que nous avons définies forment
une partition de l’ensemble des changements possibles, et en nous appuyant sur les
propositions précédentes, si un changement est c-modifiant, le changement inverse
l’est aussi.
Par ailleurs, la démonstration de chacun des items des propositions 5.9 à 5.12
pages 86–87 se fait également de façon analogue à la proposition 5.7.1 page 85.
Démonstration de la proposition 5.13 page 88.
Pour prouver cette proposition, nous allons nous concentrer sur sa contraposée :
lors de l’addition d’un argument z dans le cadre de la sémantique basique, ∀x ∈ G,
si x ∈ E ′ et z ne défend pas indirectement x, alors x ∈ E . Notons en premier lieu
que x 6= z puisque x ∈ G et que z est ensuite ajouté à G.
Nous savons, grâce à la définition 2.1 page 12, que R est fini et donc, selon Dung
(1995), nous avons E = ⋃i≥1F i(∅) et E ′ = ⋃i≥1F ′i(∅). Prouvons par induction
sur i ≥ 1 que si x ∈ F ′i(∅) et x 6= z et z ne défend pas indirectement x, alors
x ∈ F i(∅).
• Cas basique (i = 1) : si x ∈ F ′(∅), alors x n’est pas attaqué par G′ et si x 6= z,
alors x ∈ G. Donc, d’après le lemme 5.4 page 84, x n’est pas attaqué par G et
donc x ∈ F(∅).
• Hypothèse d’induction (pour 1 ≤ i ≤ p, la proposition est vraie) : soit x ∈
F ′p+1(∅) = F ′(F ′p(∅)). Afin de prouver que x ∈ Fp+1(∅) = F(Fp(∅)), nous
devons prouver que Fp(∅) défend x dans G. Supposons que x est attaqué par
y dans G. Puisque nous sommes dans le contexte de l’addition de l’argument
z, d’après le lemme 5.4 page 84, x est attaqué par y dans G′. Puisque x ∈
F ′(F ′p(∅)), F ′p(∅) défend x contre y. Donc, il existe un argument w ∈ F ′p(∅)
tel que w attaque y. Nous savons que z ne défend pas indirectement x, donc
w 6= z et z ne défend pas indirectement w. En utilisant l’hypothèse d’induction
pour w, nous avons w ∈ Fp(∅), donc Fp(∅) défend x contre y, et donc
x ∈ Fp+1(∅).
C.2.3 Démonstrations concernant la caractérisation dans le cas de
l’addition d’argument (section 5.3.1)
C.2.3.1 Résultats pour la sémantique basique
Démonstration de la proposition 5.14 page 90.
Voir la démonstration de la proposition 7 de Cayrol et al. (2010c).
Démonstration de la proposition 5.15 page 90.
Voir la démonstration de la proposition 8 de Cayrol et al. (2010c).
Démonstration de la proposition 5.16 page 90.
Voir la démonstration de la proposition 9 de Cayrol et al. (2010c).
C.2 Caractérisations (chapitre 5) 203
Démonstration des propositions 5.17 à 5.19 pages 90–91.
Les propositions 5.17, 5.18.1, 5.18.2, 5.18.3 et 5.19 pages 90–91 ont déjà été prouvées
dans Cayrol et al. (2010c) sous la condition E 6= ∅. Il reste donc seulement à prouver
ces propositions sous la condition E = ∅ :
• (5.17) Si E = ∅ alors nous avons trivialement E ⊆ E ′.
• (5.18.1) Si E ne défend pas z, alors z est attaqué par G. De plus, grâce à la
proposition 5.16.1 page 90, nous savons que si E = ∅ et z est attaqué par G,
alors E ′ = ∅ et donc E = E ′.
• (5.18.2 et 5.18.3) Si E = ∅, alors le fait que z n’attaque pas E est toujours
vérifié. De plus, si E = ∅ défend z, alors z n’est pas attaqué par G. Ainsi,
lorsque l’on ajoute z, nous avons trivialement E ′ = E ∪ {z} ∪ ⋃i≥1F ′i({z}).
En outre, si z n’attaque pas G, alors z ne défend aucun argument, et nous
avons donc E ′ = E ∪ {z}.
• (5.19) Si E = ∅ alors il n’existe aucun argument non attaqué dans G. Ainsi,
si nous ajoutons un argument z tel que z est attaqué par G, nous pouvons
conclure qu’il n’y a également aucun argument non attaqué dans G′ et E ′ = ∅.
De plus, si E = ∅ et E ′ = ∅, alors l’argument ajouté z est inévitablement
attaqué par G. Et puisqu’il n’y a aucun argument non attaqué dans G, z
attaque trivialement tout argument non attaqué de G.
Nous pouvons donc généraliser les précédentes propositions en supprimant la
condition E 6= ∅.
Démonstration de la proposition 5.20 page 91.
Si z n’est pas attaqué par G, alors z ∈ E ′. Donc ⋃i≥1F ′i({z}) ⊆ E ′ puisque la
fonction F ′ est monotone. Puisque z défend indirectement x, x ∈ ⋃i≥1F ′i({z}),
alors x ∈ E ′.
La démonstration de la proposition 5.21 page 91 nécessite des résultats intermé-
diaires qui sont donnés dans les lemmes C.6 à C.7 de la présente page.
Lemme C.6. Lors de l’addition d’un argument, si S ⊆ G et F ′(S) ⊆ G, alors
F ′(S) ⊆ F(S).
Démonstration du lemme C.6 de la présente page.
Soit x ∈ F ′(S). Par hypothèse, F ′(S) ⊆ G donc x ∈ G, et par définition S défend x
dans G′. Supposons que x est attaqué par y dans G. Alors y attaque aussi x dans
G′. Donc, S attaque y dans G′. Mais, S ⊆ G et y ∈ G, donc S attaque aussi y dans
G. Donc, S défend x dans G, i.e. x ∈ F(S).
Lemme C.7. Lors de l’addition d’un argument z, si z /∈ E ′, alors ∀i ≥ 1,F ′i(∅) ⊆
F i(∅).
Démonstration du lemme C.7 de la présente page.
Par induction sur i ≥ 1 et utilisant le lemme C.6. Tout d’abord, notons que si
z /∈ E ′, alors E ′ ⊆ G et donc ∀i ≥ 1,F ′i(∅) ⊆ G.
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• Cas basique (i = 1) : puisque z /∈ E ′, z est attaqué par G dans G′. Les éléments
de F ′(∅) ne sont pas égaux à z et par définition ils sont non attaqués dans
G′. Puisque qu’aucune attaque n’est enlevée, ils sont aussi non attaqués dans
G. Donc F ′(∅) ⊆ F(∅).
• Hypothèse d’induction (pour 1 ≤ i ≤ p, la proposition est vraie) : supposons
que F ′k(∅) ⊆ Fk(∅) et considérons F ′(k+1)(∅) = F ′(F ′k(∅)). Soit S =
F ′k(∅). S ⊆ G, car z /∈ E ′ et F ′k(∅) ⊆ E ′ donc z /∈ S et F ′(S) ⊆ G, car
F ′(S) ⊆ E ′ et z /∈ E ′. En utilisant le lemme C.6 page précédente, on obtient
F ′(k+1)(∅) ⊆ F(F ′k(∅)). En utilisant l’hypothèse d’induction, on a F ′k(∅) ⊆
Fk(∅). Et, en utilisant la monotonie de F , et la transitivité de l’inclusion
d’ensemble, on obtient F ′(k+1)(∅) ⊆ F(Fk(∅)), i.e. F ′(k+1)(∅) ⊆ F (k+1)(∅).
Démonstration de la proposition 5.21 page 91.
Soit x ∈ E tel que z attaque x et E \ {x} n’attaque pas z. Supposons que x ∈ E ′ =⋃
i≥1F ′i(∅). Puisque z attaque x, x /∈ F ′(∅). Soit i le plus petit indice ≥ 2 tel
que x ∈ F ′i(∅). Donc x ∈ F ′(F ′(i−1)(∅)) et x /∈ F ′(i−1)(∅). z attaque x et donc
il existe y ∈ F ′(i−1)(∅) tel que y attaque z dans G′. Puisque x /∈ F ′(i−1)(∅), nous
savons que y 6= x. De plus, z attaque x et nous supposons que x ∈ E ′, donc z /∈ E ′
et donc E ′ ⊆ G. En utilisant le lemme C.7 page précédente, nous pouvons déduire
que F ′(i−1)(∅) ⊆ F (i−1)(∅). Donc, y ∈ E . Ainsi, nous avons montré que y ∈ E \{x}
attaque z, ce qui est contradictoire avec l’hypothèse.
C.2.3.2 Résultats pour la sémantique préférée
Démonstration de la proposition 5.22 page 91.
Voir la démonstration de la proposition 14 de Cayrol et al. (2010c)
Démonstration de la proposition 5.23 page 91.
Voir la démonstration de la proposition 15 de Cayrol et al. (2010c)
Démonstration de la proposition 5.24 page 91.
Voir la démonstration de la proposition 16 de Cayrol et al. (2010c)
Démonstration de la proposition 5.25 page 91.
Voir la démonstration de la proposition 17 de Cayrol et al. (2010c)
Démonstration de la proposition 5.26 page 91.
Voir la démonstration de la proposition 18 de Cayrol et al. (2010c)
Démonstration de la proposition 5.27 page 92.
Voir la démonstration de la proposition 19 de Cayrol et al. (2010c)
Démonstration de la proposition 5.28 page 92.
Voir la démonstration de la proposition 20 de Cayrol et al. (2010c)
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Démonstration de la proposition 5.29 page 92.
Voir la démonstration de la proposition 21 de Cayrol et al. (2010c)
C.2.4 Démonstrations concernant la caractérisation dans le cas de
la suppression d’argument (section 5.3.2)
C.2.4.1 Résultats pour les trois sémantiques
Démonstration de la proposition 5.30 page 92.
• Sémantique préférée : Il suffit de montrer que toute extension E de G est
admissible dans G′. Soit E ∈ E :
— E est sans conflit dans G et donc toujours sans conflit dans G′.
— Montrons que E défend ses éléments dans G′.
Si x ∈ E tel que x est attaqué par y dans G′, alors x est également attaqué
par y dans G. Or x ∈ E , donc il est défendu par un argument t ∈ E qui
attaque y dans G. Comme par hypothèse z /∈ E , on sait que t 6= z, donc
t ∈ A′ et donc t attaque aussi y dans G′. Ainsi, E défend x dans G′.
E est donc admissible. En conclusion, puisque E est admissible dans G′, elle
est incluse dans une des extensions préférées de G′.
• Sémantique stable : Il suffit de montrer que toute extension stable E de G
est aussi une extension stable dans G′. Soit E ∈ E :
— E est sans conflit dans G et donc toujours sans conflit dans G′.
— Si y ∈ A′ et y /∈ E , alors y ∈ A et y /∈ E .
Comme l’extension E est stable dans G, E attaque y dans G. Donc, il
existe t ∈ E tel que t attaque y. Comme par hypothèse, z /∈ E , on sait
que z 6= t et donc t attaque y dans G′.
E est donc stable dans G′.
• Sémantique basique :
Cas où E = {{}} : On sait que E′ est non vide (puisque nous sommes dans le
cadre de la sémantique basique). Donc il existe E ′ ∈ E′. Comme E = ∅ ⊆ E ′,
la proposition est vraie.
Cas où E 6= {{}} : Il suffit de montrer que l’extension E de G est incluse dans
l’extension basique E ′ de G′.
Nous savons, grâce à la définition 2.1 page 12, que la relation binaire R est
finie. Or, d’après Dung (1995), si R est finie, alors E = ⋃i≥1F i(∅) et E ′ =⋃
i≥1F ′i(∅). Prouvons par induction sur i ≥ 1 que F i(∅) ⊆ F ′i(∅).
— i = 1 : pour tout argument y, si y ∈ F(∅) alors y n’est pas attaqué dans
G. La suppression de z ne changeant rien à cela, y n’est donc pas attaqué
dans G′, et donc y ∈ F ′(∅) .
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— Hypothèse d’induction (pour 1 ≤ i ≤ p,F i(∅) ⊆ F ′i(∅)) : soit S =
Fp(∅) et S ′ = F ′p(∅). Tout d’abord, prouvons que F(S) ⊆ F ′(S). Soit
y ∈ F(S). Par définition, F(S) ⊆ E , donc y ∈ E . Si y est attaqué par
x dans G′, alors y est attaqué par x dans G. Mais puisque y ∈ F(S), S
défend y dans G, donc ∃t ∈ S tel que t attaque x dans G.
Par hypothèse, z /∈ E , donc z /∈ S, donc t 6= z et donc t ∈ A′. Ainsi, S
défend y dans G′. Donc y ∈ F ′(S).
Nous venons de montrer que F(S) ⊆ F ′(S) et nous avons aussi, par
l’hypothèse d’induction, S ⊆ S ′. Sachant que, par définition, F ′ est mo-
notone, nous avons F(S) = Fp+1(∅) ⊆ F ′(S) ⊆ F ′(S ′) = F ′p+1(∅).
Donc, E ⊆ E ′.
Démonstration de la proposition 5.31 page 92.
Condition nécessaire : Quelle que soit la sémantique, c’est une conséquence di-
recte de la proposition 5.30 page 92.
Condition suffisante : On prouve la contraposée. Quelle que soit la sémantique,
s’il existe une extension E ∈ E telle que z ∈ E alors ∀E ′ ∈ E′, E 6⊂ E ′ car,
du fait de la suppression, z n’appartient à aucune des extensions de G′. Donc,
∃E ∈ E telle que ∀E ′ ∈ E′ E 6⊂ E ′.
Démonstration de la proposition 5.32 page 93.
Sémantique préférée : E est sans conflit dans G et donc E \ {z} est sans conflit
dans G′.
Montrons que E \ {z} défend ses éléments dans G′. Si x ∈ E \ {z} tel que x est
attaqué par y dans G′, alors x est également attaqué par y dans G, or x ∈ E donc il
est défendu par un argument t ∈ E qui attaque y dans G. Comme, par hypothèse,
z n’attaque aucun argument de G, on sait que t 6= z, donc t ∈ E \ {z} et t attaque
y dans G′. Ainsi, E \ {z} défend x dans G′.
Sémantique stable : soit un argument y tel que y /∈ E \ {z}, et y ∈ G′. Alors,
y 6= z et donc y /∈ E . Or, E est une extension stable de G, donc E attaque y dans
G. Comme z n’attaque aucun argument de G, E \ {z} attaque également y dans G.
Or, étant dans le cadre de la suppression de z, E \ {z} attaque aussi y dans G′ et
donc E \ {z} est stable dans G′.
Sémantique basique : nous savons, grâce à la définition 2.1 page 12, que la relation
binaire R est finie. Or, d’après Dung (1995), si R est finie, alors E = ⋃i≥1F i(∅)
et E ′ = ⋃i≥1F ′i(∅). Nous allons tout d’abord montrer, par induction sur i, que
E \ {z} ⊆ E ′, puis que E ′ ⊆ E \ {z} en montrant que E \ {z} est un point fixe de F ′.
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• Prouvons par induction sur i ≥ 1 que F i(∅) \ {z} ⊆ F ′i(∅).
— i = 1 : si y ∈ F(∅) \ {z} alors y ∈ G′ et y n’est pas attaqué dans G, donc
y n’est pas attaqué dans G′ et y ∈ F ′(∅).
— Hypothèse d’induction (pour 1 ≤ i ≤ p,F i(∅) \ {z} ⊆ F ′i(∅)) : soit
S = Fp(∅) et S ′ = F ′p(∅). Tout d’abord, prouvons que F(S) \ {z} ⊆
F ′(S \ {z}).
Soit y ∈ F(S) \ {z}. Si y est attaqué par x dans G′, alors y est attaqué
par x dans G. y ∈ F(S), donc S défend y dans G et il existe un argument
t ∈ S tel que t attaque x dans G. Comme z n’attaque aucun argument
de G, t 6= z donc t ∈ S \ {z} et donc S \ {z} défend y dans G′. Donc
y ∈ F ′(S \ {z}).
Nous avons donc F(S) \ {z} ⊆ F ′(S \ {z}). Par l’hypothèse d’induction,
S \ {z} ⊆ S ′. Sachant que F ′ est monotone, nous avons F ′(S \ {z}) ⊆
F ′(S ′), d’où Fp+1(∅) \ {z} = F(S) \ {z} ⊆ F ′(S ′) = F ′p+1(∅). Donc
E \ {z} ⊆ E ′.
• Prouvons maintenant que E \ {z} est un point fixe de F ′, c’est-à-dire que
F ′(E \ {z}) = E \ {z}.
— Montrons tout d’abord que F ′(E \ {z}) ⊆ E \ {z} : soit
y ∈ F ′(E \ {z}). Alors y 6= z. Si un argument x attaque y dans G,
puisque z n’attaque aucun argument de G, x 6= z, donc y est attaqué par
x dans G′. Donc il existe un argument t ∈ E \{z} tel que t attaque x dans
G′. Donc t attaque x dans G et E défend y dans G. Donc y ∈ F(E) = E
et comme y 6= z, y ∈ E \ {z}. Donc F ′(E \ {z}) ⊆ E \ {z}
— Montrons ensuite que E \ {z} ⊆ F ′(E \ {z}) : soit y ∈ E \ {z}. Si
un argument x attaque y dans G′, alors x attaque y dans G. Comme
y ∈ E = F(E), E défend y dans G. Donc il existe un argument t ∈ E tel
que t attaque x dans G. t 6= z donc E\{z} attaque x dans G et donc E\{z}
défend y dans G′. Ainsi, y ∈ F ′(E \ {z}) et donc E \ {z} ⊆ F ′(E \ {z}).
E ′ étant par définition le plus petit point fixe de F ′, il en découle que E ′ ⊆
E \ {z}. Ainsi, E ′ = E \ {z}.
La démonstration de la proposition 5.33 page 93 nécessite l’utilisation du
lemme C.8.
Lemme C.8. Dans le cadre de la suppression d’un argument z en sémantique
préférée, si E ′j est admissible dans G′ et z n’attaque pas E ′j dans G, alors E ′j est
admissible dans G.
Démonstration du lemme C.8 de la présente page.
Soit E ′j un ensemble admissible dans G′. E ′j reste sans conflit dans G. Soit un ar-
gument y ∈ E ′j tel qu’il est attaqué par un argument x dans G. Par hypothèse, z
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n’attaque pas E ′j donc x 6= z. Donc y est attaqué par x dans G′. E ′j est admissible
donc défend y dans G′. Il défend donc aussi y dans G.
Démonstration de la proposition 5.33 page 93.
• Sémantique préférée : soit E une extension préférée de G. D’après la pro-
position 5.32 page 93, il existe une extension E ′ de G′ telle que E \ {z} ⊆ E ′.
Or, z /∈ E , donc E = E \ {z} ⊆ E ′. Par ailleurs, d’après le lemme C.8 page
précédente, puisque z n’attaque aucun argument de G, toute extension de G′
est admissible dans G, donc il existe une extension Ei de G telle que E ′ ⊆ Ei.
Donc E ⊆ E ′ ⊆ Ei. Or, E est un ensemble admissible maximal pour l’inclusion
dans G. Donc E = E ′ = Ei. Ainsi, E est une extension de G′.
• Sémantiques stable et basique : découle directement de la proposition 5.32
page 93 et du fait que E \ {z} = E .
Démonstration de la proposition 5.34 page 93.
• Sémantique basique : raisonnons par l’absurde, supposons que z n’appar-
tienne pas à l’extension basique de G. D’après la proposition 5.31 page 92,
nous avons E ⊆ E ′, où E (resp. E ′) est l’unique extension basique de G (resp.
G′), ce qui est contradictoire avec la définition du changement c-limitatif .
• Sémantiques préférée et stable : raisonnons par l’absurde, supposons que
z n’appartienne à aucune extension de G. D’après la proposition 5.31 page 92,
∀E ∈ E, ∃E ′ ∈ E′, E ⊆ E ′. Or, le changement étant c-limitatif , E 6= ∅ et
E′ 6= ∅. Soit une extension Ei ∈ E, il existe donc une extension E ′j ∈ E′
telle que Ei ⊆ E ′j . Par ailleurs, toujours d’après la définition du changement
c-limitatif , il existe une extension Ek ∈ E telle que E ′j ⊂ Ek. On a donc Ei ⊂ Ek.
— (Sémantique préférée) Donc Ei n’est pas un ensemble admissible maximal
et, par là même, n’est pas une extension de G, ce qui contredit notre
hypothèse.
— (Sémantique stable) Chaque extension stable étant également préférée,
ceci est également impossible en sémantique stable.
C.2.4.2 Résultats ne concernant que certaines sémantiques
Démonstration de la proposition 5.35 page 93.
Nous allons tout d’abord montrer que ∀Ei ∈ E, si z /∈ Ei (resp. si z ∈ Ei) alors
∃E ′j ∈ E′, Ei ⊆ E ′j (resp. Ei \ {z} ⊆ E ′j), puis que ∀E ′j ∈ E′, si z /∈ Ei (resp. si z ∈ Ei)
alors ∃Ei ∈ E, E ′j ⊆ Ei (resp. E ′j ⊆ Ei \ {z}).
• Soit Ei une extension préférée de G.
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— Si z /∈ Ei, d’après la proposition 5.33 page 93, Ei est une extension de G′.
— Si z ∈ Ei, d’après la proposition 5.32 page 93, il existe une extension
préférée E ′j de G′ telle que Ei \ {z} ⊆ E ′j . z ∈ Ei, donc Ei défend z dans
G. Mais z n’attaque aucun argument de G donc Ei \ {z} défend z dans
G. Donc, en tant que sur-ensemble, E ′j défend aussi z dans G. D’après
le lemme C.8 page 207, E ′j est admissible dans G. Or, Ei \ {z} défend z
dans G, donc E ′j n’attaque pas z dans G. Donc, E ′j ∪ {z} est sans conflit
et défend ses éléments. Donc E ′j ∪ {z} est un ensemble admissible dans
G. Alors, il existe une extension préférée Ek de G telle que E ′j ∪{z} ⊆ Ek.
Ainsi, nous avons Ei \ {z} ⊆ E ′j , z ∈ Ei et E ′j ∪ {z} ⊆ Ek. Donc, Ei ⊆
E ′j ∪ {z} ⊆ Ek. Ei et Ek étant des ensembles admissibles maximaux pour
l’inclusion, Ei = Ek = E ′j ∪ {z} et donc E ′j = Ei \ {z}.
Cette première partie prouve que |E′| ≥ |E|.
• Soit E ′j une extension préférée de G′. D’après le lemme C.8 page 207, E ′j est
admissible dans G donc il existe une extension préférée Ei de G telle que
E ′j ⊆ Ei.
— Si z /∈ Ei, d’après la proposition 5.33 page 93, Ei est une extension de G′,
donc E ′j = Ei et E ′j est une extension de G.
— Si z ∈ Ei, d’après la première partie de la preuve, Ei\{z} est une extension
préférée de G′. On a ainsi E ′j ⊆ Ei et z /∈ E ′j , donc E ′j ⊆ Ei \ {z}. Une
extension étant un ensemble admissible maximal pour l’inclusion, on a
E ′j = Ei \ {z} et donc Ei = E ′j ∪ {z}. E ′j ∪ {z} est donc une extension
préférée de G.
Cette deuxième partie prouve que |E| ≥ |E′|. Ainsi, |E| = |E′|.
Démonstration de la proposition 5.36 page 93.
Raisonnons par l’absurde : supposons qu’il existe une suppression expansive. On
suppose donc que E 6= ∅, |E| = |E′|, et pour toute extension E ′ de G′, il existe une
extension E de G telle que E ⊂ E ′. Intéressons-nous à une extension quelconque de
G′ que nous nommons E ′j ; il existe donc une extension Ei de G telle que Ei ⊂ E ′j .
Donc il existe un argument y ∈ E ′j tel que y /∈ Ei. Notons que y ∈ G puisque nous
sommes dans le cadre de la suppression d’un argument. Ei étant stable dans G, il
existe un argument t ∈ Ei tel que t attaque y dans G. Or, Ei ⊂ E ′j , donc t ∈ E ′j , et,
par hypothèse, y ∈ E ′j . Donc t attaque y dans G′ et donc E ′j n’est pas sans conflit,
ce qui contredit notre hypothèse de départ.
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Démonstration de la proposition 5.37 page 93.
• Le premier point découle directement de la définition du changement expansif
et de la proposition 5.31 page 92, aussi bien pour la sémantique préférée que
pour la sémantique basique.
• Pour le second point, nous avons deux sémantiques à traiter :
— Sémantique préférée : raisonnons par l’absurde, supposons qu’il existe
un changement expansif et que z n’attaque aucun argument de G. Par
le premier point de cette preuve, on sait que z n’appartient à aucune
extension de G. D’après la proposition 5.33 page 93, on a alors ∀Ei une
extension préférée de G, Ei est une extension préférée de G′, ce qui contre-
dit la définition du changement expansif.
— Sémantique basique : raisonnons par l’absurde, supposons qu’il existe
un changement expansif et que z n’attaque aucun argument de G. D’après
le point 1 de la proposition 5.37 page 93, z n’appartient pas à l’extension
basique de G et, par la proposition 5.33 page 93, on a alors E = E ′, où E ′
est l’extension basique de G′, ce qui contredit le changement expansif.
Démonstration de la proposition 5.38 page 93.
• Sémantique préférée : d’après la proposition 5.35 page 93, si z appartient à
toute extention préférée de G, les extensions préférées de G′ sont toutes de la
forme Ei \ {z}, où Ei est une extension préférée de G. D’autre part, |E| = |E′|,
le changement est donc c-limitatif .
• Sémantique basique : découle directement de la proposition 5.32 page 93.
Démonstration de la proposition 5.39 page 93.
L’argument x n’est jamais attaqué dans G′.
La démonstration de la proposition 5.40 page 94 nécessite l’utilisation du
lemme C.9.
Lemme C.9. Soit G un graphe d’argumentation et F sa fonction caractéristique
associée. Si x ∈ ⋃i≥1F i(∅), alors pour tout t attaquant de x, il existe un chemin
de longueur impaire de F(∅) à t.
Démonstration du lemme C.9 de la présente page.
Par induction sur i ≥ 1, on prouve que, si x ∈ F i(∅), alors pour tout t attaquant
de x, il existe un chemin de longueur impaire de F(∅) à t.
• Pour le cas i = 1, le résultat est immédiat car x ∈ F(∅) implique que x n’est
pas attaqué.
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• Pour les autres cas, supposons que la propriété est vraie au rang p ≥ 1 et que
x ∈ Fp+1(∅). Soit t un attaquant de x. Donc t est attaqué par un argument
w ∈ Fp(∅). Si w n’est pas attaqué dans G, alors w ∈ F(∅), donc il existe
un chemin dont la longueur est égale à 1 de F(∅) à t. Autrement, il existe
u attaquant de w. En utilisant l’hypothèse d’induction sur w, il existe un
chemin de longueur impaire de F(∅) à u. Alors, ce chemin est prolongé de
deux avec l’attaque de u à w et l’attaque de w à t. Nous obtenons donc un
nouveau chemin de longueur impaire de F(∅) à t.
Démonstration de la proposition 5.40 page 94.
Premièrement, notons que y 6= z. En effet, par hypothèse, x ∈ E et z ∈ E , donc z
ne peut pas attaquer x. Donc y ∈ G′. De plus, x 6= z est aussi une hypothèse de
la proposition. En utilisant un raisonnement par l’absurde, supposons que x ∈ E ′,
i.e. x ∈ ⋃i≥1F ′i(∅). Suivant l’hypothèse sur x, il existe y un attaquant de x dans
G tel que tout chemin de longueur impaire de F(∅) à y dans G contient z à une
position paire. Notons que x ∈ G′ et y ∈ G′. Donc, le lemme C.9 page ci-contre peut
être appliqué sur G′ et F ′. L’argument y attaquant x dans G′, il existe un chemin
de longueur impaire de F ′(∅) à y. Soit t ∈ F ′(∅) l’argument racine de ce chemin
vers y. Ce chemin contient uniquement des arguments de G′, donc il ne peut pas
contenir z donc t ne peut pas appartenir à F(∅). Cela signifie que t est attaqué
dans G et non attaqué dans G′, donc t est uniquement attaqué par z. Ainsi, il existe
un chemin de longueur paire de z à y (via t) et donc il existe un chemin de longueur
impaire de z à x, ce qui contredit la dernière hypothèse de la proposition.
Démonstration de la proposition 5.41 page 94.
Tout d’abord, notons que z ∈ E . En effet, E = F(E) donc x ∈ F(E) et donc, par
hypothèse, z ∈ E . Donc il n’existe aucune attaque entre z et x. Ainsi, les attaquants
de x dans G sont aussi les attaquants de x dans G′. En utilisant un raisonnement
par l’absurde, supposons que x ∈ E ′. Nous allons montrer que E ′ défend x dans G.
Soit y un attaquant de x dans G. Donc y attaque x dans G′. Puisque x ∈ E ′ et
E ′ = F ′(E ′), alors E ′ défend x dans G′. Donc E ′ attaque y dans G′ et également dans
G. Donc x ∈ F(E ′). En utilisant l’hypothèse donnée dans la proposition, on obtient
z ∈ E ′, ce qui est impossible puisque z a été supprimé.
C.3 Approche axiomatique (chapitre 7)
Démonstration de la proposition 7.1 page 140.
Grâce à la définition 7.2 page 140, nous savons que ∀x ∈ AU, acc(x) est vraie
dans G implique x ∈ facc(G). Or, grâce à la définition 7.1 page 139, nous savons
que facc(G) ⊆ A, donc x ∈ A. Grâce à la définition 7.2 page 140, nous savons que
arg(x) est vraie dans G.
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Démonstration de la proposition 7.2 page 140.
Grâce à la définition 7.2 page 140, nous savons que ∀x, y ∈ AU, att(x) est vraie
dans G implique (x, y) ∈ R. Or, grâce à la définition 6.2 page 112, nous savons que
R ⊆ A × A, donc x, y ∈ A. Grâce à la définition 7.2 page 140, nous savons que
arg(x) et arg(y) sont vraies dans G.
Démonstration de la proposition 7.3 page 141.
Soit G = (A,R). Soit G1 ∈ GU, G1 = (A1,R1), tel que G1 ∈ [fU(G)]. Prouvons que
∀x ∈ AU, x ∈ A ssi x ∈ A1 :
(⇒) puisque x ∈ A, nous avons, d’après la définition 7.3 page 141, fU(G) |= arg(x).
Or, d’après la notation 7.1 page 139 et puisque par hypothèse nous avons
G1 ∈ [fU(G)], nous savons que G1 ∈ [arg(x)] et donc que arg(x) est vraie dans
G1. Ainsi, d’après la définition 7.2 page 140, x ∈ A1.
(⇐) prouvons la contraposée (x /∈ A =⇒ x /∈ A1) : puisque x /∈ A, nous
avons, d’après la définition 7.3 page 141, fU(G) |= ¬arg(x). Or, puisque par
hypothèse nous avons G1 ∈ [fU(G)], nous savons que G1 ∈ [¬arg(x)] et donc
que ¬arg(x) est vraie dans G1. Ainsi, d’après la définition 7.2 page 140, x /∈ A1.
En procédant de la même manière, nous obtenons ∀(x, y) ∈ RU, (x, y) ∈ R ssi
(x, y) ∈ R1. Ainsi, G1 a les mêmes sommets que G, c’est-à-dire A1 = A, ainsi que
les mêmes interactions, c’est-à-dire R1 = R. Donc G1 = G.
Démonstration de la proposition 7.4 page 146.
∀ϕ, α ∈ L , si ∃G′ ∈ [ϕ♦T α], alors, en raison de E3, (ϕ, α) |= T , c’est-à-dire
[ϕ] 6= ∅ et ∀G ∈ [ϕ],∃G1 ∈ [α] tel que (G,G1) ∈ T . Ainsi, en utilisant E8, [ϕ♦T α] =⋃
G∈[ϕ][f(G)♦T α]. Donc, il existe un G ∈ [ϕ] tel que G′ ∈ [f(G)♦T α]. Par E5,
(f(G)♦T α)∧ f(G′) |= f(G)♦T (α∧ f(G′)). Donc G′ ∈ [f(G)♦T (α∧ f(G′))]. Par E3,
(f(G), (α ∧ f(G′))) |= T , donc [α ∧ f(G′)] 6= ∅. Ainsi G′ ∈ [α]. Et donc, U1 est
satisfait.
Démonstration du théorème 7.2 page 147.
Cette preuve est similaire à celle faite par Katsuno et Mendelzon à l’exception du
fait qu’elle ne dépend pas du postulatU2 et utilise les versions restreintes de E3, E5
et E8. De plus, elle prend en compte l’ensemble T . Notons que cette preuve utilise
la proposition 7.7 page 147, laquelle est définie plus loin (mais repose uniquement
sur E3).
1. Soit ♦T : L ×L → L un opérateur satisfaisant E3,U4, E5, E8 etU9. Pour
tout G ∈ GU, définissons4G tel que G1 4G G2 ssi G1 ∈ [f(G)♦T (f(G1)∨f(G2))]
ou [f(G)♦T (f(G1) ∨ f(G2))] = ∅.
Nous pouvons montrer que4G est un préordre complet et que cette assignation
respecte T . Dans la suite de cette preuve, nous abrégeons f(G)♦T (f(Gx) ∨
f(Gy)) par ♦(x, y) et f(G)♦T (f(G1) ∨ f(G2) ∨ f(G3)) par ♦(1, 2, 3). D’après
la proposition 7.4 page 146, ♦T satisfait U1.
• Transitivité : considérons G,G1,G2,G3 ∈ GU tels que G1 4G G2 et
G2 4G G3 ; il y a quatre cas :
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— G1 ∈ [♦(1, 2)] et G2 ∈ [♦(2, 3)] : en raison de la proposition 7.7
page 147, nous avons ♦(1, 2, 3) 6= ∅. Ainsi, par U1, [♦(1, 2, 3)] ⊆
{G1,G2,G3}.
— si [♦(1, 2, 3) ∧ (f(G1) ∨ f(G2))] = ∅, alors [♦(1, 2, 3)] = {G3}, ce
qui signifie que [♦(1, 2, 3)∧(f(G2)∨f(G3))] 6= ∅, donc en utilisant
à la fois U9 et E5, [♦(1, 2, 3)∧ (f(G2)∨ f(G3))] = [♦(2, 3)] donc
[♦(2, 3)] = {G3}, ce qui est en contradiction avec l’hypothèse
statuant que G2 ∈ [♦(2, 3)] ; ce cas ne peut donc pas se produire.
— si [♦(1, 2, 3)∧ (f(G1)∨ f(G2))] 6= ∅, alors en utilisant E5 et U9,
[♦(1, 2)] = [♦(1, 2, 3) ∧ (f(G1) ∨ f(G2))]. Ainsi, G1 ∈ [♦(1, 2, 3)].
En raison de E5 et U9 encore une fois, [♦(1, 3)] = [♦(1, 2, 3) ∧
(f(G1) ∨ f(G3))], et donc G1 ∈ [♦(1, 3)], donc G1 4G G3.
— [♦(1, 2)] = ∅ et G2 ∈ [♦(2, 3)] : en raison de la proposition 7.7
page 147 (plus précisément, en raison de la contraposée de sa conclu-
sion), nous avons [f(G)♦T f(G2)] = ∅. Et, grâce à E5, ♦(2, 3) ∧
f(G2) |= f(G)♦T f(G2). Ainsi, G2 /∈ [♦(2, 3)] ce qui cause une contra-
diction ; ce cas ne se produit donc jamais.
— G1 ∈ [♦(1, 2)] et [♦(2, 3)] = ∅ : en utilisant la proposition 7.7
page 147, nous avons [♦(1, 2, 3)] 6= ∅, et grâce à U1, [♦(1, 2, 3)] ⊆
{G1,G2,G3}. En utilisant E5 et U9, nous avons comme précédem-
ment G2 /∈ [♦(1, 2, 3)] et G3 /∈ [♦(1, 2, 3)]. Ainsi, [♦(1, 2, 3)∧ (f(G1)∨
f(G2))] doit contenir G1. Grâce à E5, nous avons G1 ∈ [♦(1, 3)], donc
G1 4G G3.
— [♦(1, 2)] = ∅ et [♦(2, 3)] = ∅ : grâce à la proposition 7.7 page 147,
nous avons [f(G)♦T f(G1)] = ∅ et [f(G)♦T f(G3)] = ∅. En utilisant
E5, nous avons [♦(1, 3)] = ∅, donc G1 4G G3.
• Réflexivité : ∀G,G1 ∈ GU, en utilisant U1, f(G)♦T f(G1) |= f(G1),
donc soit G1 ∈ [f(G)♦T f(G1)], soit [f(G)♦T f(G1)] = ∅. Ainsi G1 4G G1.
• Complétude : ∀G,G1,G2 ∈ GU, si G1 64 G2, alors [f(G)♦T (f(G1) ∨
f(G2))] 6= ∅ et G1 /∈ [f(G)♦T (f(G1) ∨ f(G2))]. En raison de U1, cela
signifie que G2 ∈ [f(G)♦T (f(G1) ∨ f(G2))]. Ainsi, G2 4G G1.
• L’assignation respecte T : si (G,G1) ∈ T et (G,G2) /∈ T et G2 4G G1, cela
signifie que soit [f(G)♦T (f(G1)∨f(G2))] = ∅, soit G2 ∈ [f(G)♦T (f(G1)∨
f(G2))]. Grâce à E3, puisque (G,G1) ∈ T , nous avons [f(G)♦T f(G1)] 6=
∅. Grâce à U1, G1 ∈ [f(G)♦T f(G1)]. Donc, en utilisant E5 et U9,
[f(G)♦T (f(G1)∨f(G2))∧f(G1)] = [f(G)♦T f(G1)] = {G1}. Contradiction,
donc G1 4G G2.
Montrons maintenant que ∀G ∈ GU,∀α ∈ L , [f(G)♦T α] = {G1 ∈ [α] tel que
(G,G1) ∈ T et ∀G2 ∈ [α], tel que (G,G2) ∈ T , G1 4G G2}.
• Si G1 ∈ [f(G)♦T α], grâce à U1, G1 ∈ [α]. Si ∃G2 ∈ [α] tel que (G,G2) ∈ T
et G2 ≺G G1, cela signifie que G1 /∈ [f(G)♦T (f(G1) ∨ f(G2))]. En raison
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de E5, (f(G)♦T α) ∧ (f(G1) ∨ f(G2)) |= f(G)♦T (f(G1) ∨ f(G2)), ce qui
implique G1 ∈ [f(G)♦T (f(G1)∨ f(G2))], donc G1 4G G2. De plus, grâce à
E5, [(f(G)♦T α)∧f(G1)] ⊆ [f(G)♦T f(G1)], donc G1 ∈ [f(G)♦T f(G1)], et
donc (G,G1) ∈ T . Ainsi, [f(G)♦T α] ⊆ {G1 ∈ [α], (G,G1) ∈ T et ∀G2 ∈ [α]
tel que (G,G2) ∈ T ,G1 4G G2}.
• Réciproquement, soit G1 ∈ [α] tel que (G,G1) ∈ T et ∀G2 ∈ [α] tel
que (G,G2) ∈ T ,G1 4G G2. Considérons premièrement G2 ∈ [α] tel que
(G,G2) /∈ T . En raison de E5, [(f(G)♦T (f(G1) ∨ f(G2))) ∧ f(G2)] ⊆
[f(G)♦T f(G2)] et, puisque (G,G2) /∈ T , en raison deE3, [f(G)♦T f(G2)] =
∅. De plus, puisque (G,G1) ∈ T , en utilisant E3 nous avons [f(G)♦T
(f(G1) ∨ f(G2))] 6= ∅. Grâce à U1, [f(G)  (f(G1) ∨ f(G2))] ⊆ {G1,G2}.
Ainsi, [f(G)♦T (f(G1)∨f(G2))] = {G1} ; ce résultat, que nous notons (a),
est satisfait pour tout G2 ∈ [α] tel que (G,G2) /∈ T .
En outre, en raison de notre hypothèse à propos de G1, ∀G2 ∈ [α] tel que
(G,G2) ∈ T , si [f(G)♦T (f(G1)∨f(G2))] 6= ∅, alors G1 ∈ [f(G)♦T (f(G1)∨
f(G2))]. Appelons ce résultat (b).
Notons, sans perte de généralité, {G1, . . . ,Gn} = [α] l’ensemble des
graphes dans lesquels α est satisfaite (cet ensemble est fini puisque AU et
RU sont finis). Grâce à E3 et U1, puisque (G,G1) ∈ T et G1 ∈ [α], nous
avons [(f(G)♦T α)] 6= ∅ et [(f(G)♦T α)] ⊆ [α] = {G1, . . . ,Gn}. Ainsi,
pour un certain k ∈ [1, n], on a [(f(G)♦T α) ∧ (f(G1) ∨ f(Gk))] 6= ∅. Re-
marquons que ∀i ∈ [2, n], [α∧ (f(G1)∨f(Gi))] = [f(G1)∨f(Gi)]. Par U4,
nous déduisons que [f(G)♦T (α ∧ (f(G1) ∨ f(Gi)))] = [f(G)♦T (f(G1) ∨
f(Gi))].
Par définition de k, nous pouvons appliquer à la fois E5 et U9, ce qui
nous donne [f(G)♦T (f(G1)∨ f(Gk))] = [(f(G)♦T α)∧ (f(G1)∨ f(Gk))] 6=
∅.
Si (G,Gk) /∈ T , alors, grâce à (a), nous avons [(f(G)♦T α) ∧ (f(G1) ∨
f(Gk))] = {G1}. Si (G,Gk) ∈ T , alors, grâce à (b), nous avons G1 ∈
[(f(G)♦T α) ∧ (f(G1) ∨ f(Gk))]. Dans les deux cas, G1 ∈ [f(G)♦T α].
Ainsi, si [ϕ] = ∅, alors ⋃G∈[ϕ][f(G)♦T α] = ∅. Sinon, si ∃G ∈ [ϕ] tel que
[f(G)♦T α] = ∅, alors [ϕ♦T α] = ∅, sinon nous avons [ϕ♦T α] =⋃
G∈[ϕ][f(G)♦T α]. D’où le résultat.
2. Soit une assignation 4G respectant T qui à tout G associe un préordre complet
sur GU ×GU, soit ♦T défini par ∀G ∈ GU, [f(G)♦T α] = {G1 ∈ [α] tel que
(G,G1) ∈ T et ∀G2 ∈ [α] tel que (G,G2) ∈ T , G1 4G G2} et [ϕ♦T α] = ∅ si ∃G ∈
[ϕ] tel que [f(G)♦T α] = ∅. Sinon [ϕ♦T α] = ⋃G∈[ϕ][f(G)♦T α]. Montrons que
♦T satisfait E3, U4, E5, E8 et U9 :
• E3 :
(⇒) [ϕ♦T α] 6= ∅ ssi [ϕ] 6= ∅ et ∀G ∈ [ϕ], [f(G)♦T α] 6= ∅. Ce qui
implique que (ϕ, α) |= T puisque cela est équivalent à [ϕ] 6= ∅ et
∀G ∈ [ϕ], ∃G′ ∈ [α] tel que (G,G′) ∈ T .
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(⇐) si (ϕ, α) |= T , alors [ϕ] 6= ∅ et ∀G ∈ [ϕ], ∃G′ ∈ [α] tel que (G,G′) ∈ T .
La complétude de 4G signifie que ∃G1 ∈ [α] tel que (G,G1) ∈ T et
∀G′ ∈ [α],G1 4G G′. Par définition, cela signifie que [ϕ♦T α] 6= ∅.
• U4 : puisque la définition de ♦T est uniquement basée sur les modèles
de ϕ et α, il est aisé de vérifier que U4 est satisfait.
• E5 : si [(f(G)♦T α)∧β] 6= ∅, alors ∃Ga ∈ [f(G)♦T α]∩ [β]. Donc, Ga ∈ [β]
et Ga ∈ [α] et (G,Ga) ∈ T et ∀G1 ∈ [α] tel que (G,G1) ∈ T , Ga 4G G1.
Ainsi, ∀G2 ∈ [α ∧ β] tel que (G,G2) ∈ T , G2 étant dans [α], cela signifie
que Ga 4G G2. Ainsi, Ga ∈ [f(G)♦T (α ∧ β)].
• E8 : par définition.
• U9 : si [(f(G)♦T α) ∧ β] 6= ∅, alors soit Gb ∈ [f(G)♦T (α ∧ β)], alors
Gb ∈ [α ∧ β] et (G,Gb) ∈ T et ∀G1 ∈ [α ∧ β] tel que (G,G1) ∈ T ,
Gb 4G G1. Soit Ga ∈ [(f(G)♦T α) ∧ β], ce qui signifie que Ga ∈ [α ∧ β]
et (G,Ga) ∈ T , donc Gb 4G Ga. De plus, par définition de Ga, ∀G1 ∈ [α]
tel que (G,G1) ∈ T , Ga 4G G1. Ainsi, par transitivité, ∀G1 ∈ [α] tel que
(G,G1) ∈ T , Gb 4G G1. Ainsi, Gb ∈ [(f(G)♦T α) ∧ β].
Démonstration de la proposition 7.5 page 147.
Rappelons l’ensemble de postulats : ∀ϕ,ψ, α, β ∈ L ,
E3 : [ϕ♦T α] 6= ∅ ssi (ϕ, α) |= T .
U4 : [ϕ] = [ψ] et [α] = [β] =⇒ [ϕ  α] = [ψ  β].
E5 : si |[ϕ]| = 1, alors (ϕ♦T α) ∧ β |= ϕ♦T (α ∧ β).
E8 : si ([ϕ] 6= ∅ et [ϕ♦T α] = ∅) ou ([ψ] 6= ∅ et [ψ♦T α] = ∅),
alors [(ϕ ∨ ψ)♦T α] = ∅
sinon [(ϕ ∨ ψ)♦T α] = [(ϕ♦T α) ∨ (ψ♦T α)]
U9 : si |[ϕ]| = 1, alors [(ϕ♦T α) ∧ β] 6= ∅ =⇒ ϕ♦T (α ∧ β) |= (ϕ♦T α) ∧ β.
De façon à prouver ce résultat, nous devons fournir pour chaque postulat un
opérateur satisfaisant tous les autres postulats sauf lui-même.
Indépendance de E3 : soit ♦T tel que si (f(G), α) 6|= T et [α] 6= ∅, alors
[f(G)♦T α] = [α], sinon [f(G)♦T α] = ∅, et si ([ϕ] 6= ∅ et [ϕ♦T α] = ∅)
ou ([ψ] 6= ∅ et [ψ♦T α] = ∅), alors [(ϕ ∨ ψ)♦T α] = ∅, sinon [(ϕ ∨ ψ)♦T α] =
[(ϕ♦T α) ∨ (ψ♦T α)].
• E3 n’est pas satisfait.
• U4 est satisfait : puisque nous définissons ♦T à partir des modèles de ϕ
et α uniquement.
• E5 est satisfait : puisque si (f(G), α) |= T , alors [f(G)♦T α] = ∅ (et
donc U5 est satisfait), sinon [f(G)♦T α] = [α] et (f(G), α) 6|= T , ce qui
implique (f(G), α ∧ β) 6|= T , donc [f(G)♦T (α ∧ β)] = [α ∧ β]. Ainsi, E5
est satisfait.
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• E8 est satisfait : par construction.
• U9 est satisfait : si [(ϕ♦T α) ∧ β] 6= ∅, alors cela signifie que [(ϕ♦T α)]
6= ∅, donc (ϕ, α) 6|= T , c’est-à-dire [(ϕ♦T α)] = [α], donc [(ϕ♦T α) ∧
β] = [α ∧ β]. De plus, (ϕ, α) 6|= T implique (ϕ, α ∧ β) 6|= T . Cela signifie
que [ϕ♦T (α ∧ β)] = [α ∧ β]. D’où le résultat.
Indépendance de U4 : étant donné une formule α ∈ L et un graphe G ∈ GU,
notons par rG(α) le rang du premier littéral dans α qui est satisfait dans G. Soit
♦T tel que ∀G ∈ GU, [f(G)♦T α] = {G1 ∈ [α] tel que (G,G1) ∈ T et pour tout
autre graphe G2 ∈ [α] tel que (G,G2) ∈ T , rG2(α) ≥ rG1(α)}. Et [ϕ♦T α] = ∅
si ∃G ∈ [ϕ] tel que [f(G)♦T α] = ∅, sinon [ϕ♦T α] = ⋃G∈[ϕ][f(G)♦T α].
• E3 est satisfait : (ϕ, α) |= T ⇐⇒ [ϕ] 6= ∅ et ∀G ∈ [ϕ],∃G′ ∈ [α] tel que
(G,G′) ∈ T ⇐⇒ [ϕ♦T α] 6= ∅.
• U4 n’est pas satisfait : considérons L basé sur U = ({a, b}, {(a, b),
(b, a)}) et trois graphes G,G1,G2 tels que f(G1) = arg(a) ∧ ¬arg(b) ∧
¬att(a, b)∧¬att(b, a) et f(G2) = ¬arg(a)∧arg(b)∧¬att(a, b)∧¬att(b, a) ;
supposons que T contient au moins les transitions (G,G1) et (G,G2). Si
nous prenons α = f(G1) ∨ f(G2) et β = f(G2) ∨ f(G1), alors cela nous
mène à [f(G)♦T α] = {G1} et [f(G)♦T β] = {G2}.
• E5 et U9 sont satisfaits puisque l’ordre des littéraux n’est pas changé
dans la conjonction.
• E8 est satisfait par définition.
Indépendance de E5 : soit ♦T tel que ∀ϕ, α ∈ L , ∃G0 ∈ GU tel que si (ϕ, α) |=
T , alors [ϕ♦T α] = {G0} sinon [ϕ♦T α] = ∅, et GU contient au moins deux
graphes G0 et G1, et T contient au moins une transition vers G1.
• E3 est satisfait.
• U4 est satisfait.
• E5 n’est pas satisfait : puisque G1 6= G0 et ∃G ∈ GU tel que(G,G1) ∈ T ,
nous avons [f(G)♦T f(G1)] = {G0}, donc [(f(G)♦T f(G1))∧f(G0)] = {G0},
tandis que [f(G)♦T (f(G1) ∧ f(G0))] = ∅ (puisque [f(G1) ∧ f(G0)] = ∅,
on a (f(G), f(G1) ∧ f(G0)) 6|= T ).
• E8 est satisfait : si ϕ 6= ∅ et [ϕ♦T α] = ∅, alors (ϕ, α) 6|= T , ce qui
implique (ϕ ∨ ψ, α) 6|= T , donc [(ϕ ∨ ψ)♦T α] = ∅, et donc E8 est
satisfait. Sinon (ϕ, α) |= T et (ψ, α) |= T , donc (ϕ ∨ ψ, α) |= T , ce qui
signifie que [ϕ ∨ ψ♦T α] = {G0} = [ϕ♦T α] = [ψ♦T α].
• U9 est satisfait : si [(ϕ♦T α)∧β] 6= ∅, alors cela signifie que [ϕ♦T α] 6= ∅,
donc (ϕ, α) |= T , c’est-à-dire [ϕ♦T α] = {G0}. Si (ϕ, α ∧ β) 6|= T , alors
[ϕ♦T (α∧ β)] = ∅ (et donc E9 est satisfait), sinon [ϕ♦T (α∧ β)] = {G0}
(et donc E9 est également satisfait).
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Indépendance de E8 : soit ♦T tel que ∀ϕ, α ∈ L , si |[ϕ]| = 1, alors [ϕ♦T α] =
{G1 ∈ [α] tel que (G,G1) ∈ T }, sinon si |[ϕ]| 6= 1 et (ϕ, α) ∈ T , alors [ϕ♦T α] =
{G0}, sinon [ϕ♦T α] = ∅.
• E3 est satisfait.
• U4 est satisfait.
• E5 est satisfait : [(ϕ♦T α)∧β] = {G1 ∈ [α] tel que (G,G1) ∈ T et G1 ∈ [β]}
= [ϕ♦T (α ∧ β)]. D’où le résultat.
• E8 n’est pas satisfait : si ∃G1 et G2 tels que (G,G1) ∈ T et (G,G2) ∈ T ,
alors [(f(G1) ∨ f(G2))♦T α] = {G0} et [f(G1)♦T α] = {G′ ∈ [α] tel que
(G,G′) ∈ T } et [f(G2)♦T α] = {G′′ ∈ [α] tel que (G,G′′) ∈ T }. On a
[f(G1)♦T α] ∪ [f(G2)♦T α] 6= {G0}. Ainsi E8 n’est pas satisfait.
• U9 est satisfait : cela peut être prouvé par la même méthode que celle
utilisée pour E5.
Indépendance de U9 : soit ♦T tel que ∀ϕ, α ∈ L , ∃G0 ∈ GU, si (ϕ, α) |= T ,
alors (si [α] 6= GU, alors [ϕ♦T α] = [α] sinon [ϕ♦T α] = {G0}) sinon [ϕ♦T α] =
∅.
• E3 est satisfait.
• U4 est satisfait.
• E5 est satisfait : si G1 ∈ [(f(G)♦T α) ∧ β], alors si [α] 6= GU, alors
G1 ∈ ([α] ∩ [β]). Ainsi, [α ∧ β] 6= ∅ et [α ∧ β] 6= GU ; cela signifie que
[f(G)♦T (α ∧ β)] = [α ∧ β], donc E5 est satisfait. Or, si [α] = GU, alors
[(f(G)♦T α)∧β] = {G0}∩ [β] ; cela signifie que G1 = G0 et G0 ∈ [β], donc
G0 ∈ [α ∧ β]. Donc, soit [α ∧ β] = GU et [f(G)♦T (α ∧ β)] = {G0}, soit
α ∧ β 6= GU et [f(G)♦T (α ∧ β)] = [α ∧ β]. Dans les deux cas, E5 est
satisfait.
• E8 est satisfait : la définition de ♦T ne dépend pas du premier para-
mètre (excepté pour la détection d’échec) ; la preuve est similaire à celle
concernant l’indépendance de E5.
• U9 n’est pas satisfait : par exemple, considérons G1 ∈ GU tel que G1 6= G0
et (ϕ, f(G1)) |= T , nous avons [(ϕ♦T >)∧ (f(G0)∨f(G1))] 6= ∅, alors que
[ϕ♦T (> ∧ (f(G0) ∨ f(G1)))] = {G0,G1} 6⊂ [(ϕ♦T >) ∧ (f(G0) ∨ f(G1))] =
{G0}.
Démonstration de la proposition 7.6 page 147.
La preuve est directe à partir des équations du théorème 7.2 page 147.
Démonstration de la proposition 7.7 page 147.
Soit ϕ, α ∈ L tel que [ϕ] 6= ∅ et [ϕ♦T α] 6= ∅ et ♦T satisfait E3. Cela signifie que
(ϕ, α) |= T , c’est-à-dire ∀G ∈ [ϕ], ∃G1 ∈ [α], (G,G1) ∈ T . Or, ∀β ∈ L , [α] ⊆ [α∨β],
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donc G1 ∈ [α ∨ β]. Cela signifie que (ϕ, α ∨ β) |= T . Grâce à E3, nous avons
[ϕ♦T (α ∨ β)] 6= ∅.
Démonstration de la proposition 7.8 page 148.
Soit T une relation réflexive sur GU ×GU.
1. Soit ♦T : L ×L → L un opérateur satisfaisant U2, E3, U4, E5, E8, U9.
Pour tout G ∈ GU, définissons 4G tel que G1 4G G2 ssi G1 ∈ [f(G)♦T (f(G1)∨
f(G2))] ou [f(G)♦T (f(G1) ∨ f(G2))] = ∅. Grâce au théorème 7.2 page 147,
4G est un préordre complet sur GU respectant T . ∀G1 ∈ GU, calculons
[f(G)♦T (f(G) ∨ f(G1))]. Grâce à U2, puisque f(G) |= f(G) ∨ f(G1), nous
avons [f(G)♦T (f(G) ∨ f(G1))] = [f(G)]. Donc, G ≺G G1. Cela signifie que
l’assignation est fidèle.
2. ∀G ∈ GU, soit 4G un préordre complet sur GU ×GU respectant T , et tel
que ∀G1, G ≺G G1. Soit ♦T défini par ∀G ∈ GU, [f(G)♦T α] = {G1 ∈ [α]
tel que (G,G1) ∈ T et ∀G2 ∈ [α],G1 4G G2} et [ϕ♦T α] = ∅ si ∃G ∈ [ϕ]
tel que [f(G)♦T α] = ∅, sinon [ϕ♦T α] = ⋃G∈[ϕ][f(G)♦T α]. Grâce au théo-
rème 7.2 page 147, ♦T satisfait U1, E3, U4, E5, E8 et U9. Vérifions si U2
est satisfait : soit ϕ, α ∈ L , tels que ϕ |= α.
(a) Si [ϕ] = ∅, alors par la proposition 7.6 page 147 [ϕ♦T α] = ∅, et donc
U2 est satisfait.
(b) Si [ϕ] 6= ∅, alors soit G ∈ [ϕ], [f(G)♦T α] = {G1 ∈ [α] tel que (G,G1) ∈ T
et ∀G2 ∈ [α] tel que (G,G2) ∈ T , G1 4G G2}. Puisque ϕ |= α, cela signifie
que G |= α. De plus, puisque T est réflexive, alors (G,G) ∈ T ; enfin,
grâce au fait que l’assignation respecte T , ∀G1, G ≺G G1. Donc G ∈
[f(G)♦T α] et ∀G1 6= G, G1 /∈ [f(G)♦T α]. Cela signifie que [f(G)♦T α] =
{G} = [f(G)]. Cela est vrai pour tout G ∈ [ϕ], donc ⋃G∈[ϕ][f(G)♦T α] =⋃
G∈[ϕ][f(G)] = [ϕ], et donc U2 est satisfait.
Démonstration de la proposition 7.9 page 148.
Soit T = GU ×GU.
1. Soit ♦T un opérateur satisfaisant U2, E3, U4, E5, E8, U9. Montrons que
ce dernier satisfait U1, U3, U5 et U8.
U1 : cela est dû à la proposition 7.4 page 146.
U3 : si [ϕ] 6= ∅, alors grâce à E3, [ϕ♦T α] 6= ∅ ssi (ϕ, α) ∈ T . Ainsi, T étant
égal à GU ×GU, si [α] 6= ∅, alors (ϕ, α) ∈ T , donc [ϕ♦T α] 6= ∅.
U5 : cela est dû aux postulats U8 et E5.
U8 : si [ϕ♦T α] = ∅ ou [ψ♦T α] = ∅, et [ϕ] 6= ∅, alors, grâce à E8, nous
avons [(ϕ ∨ ψ)♦T α] = ∅, donc U8 est satisfait. Sinon, grâce à E8, U8
est satisfait.
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2. Soit ♦T un opérateur satisfaisantU1,U2,U3,U4,U5,U8 etU9. Montrons
que ce dernier satisfait E3, E5 et E8.
E3 : quand T = GU ×GU, (ϕ, α) ∈ T ⇔ [α] 6= ∅, d’où le résultat.
E5 : c’est un cas particulier de U5.
E8 : il y a quatre cas,
• Si [ϕ] 6= ∅ et [ϕ♦T α] = ∅, alors, grâce à U3, cela signifie que
[α] = ∅, donc, grâce à U1, [(ϕ ∨ ψ)♦T α] = ∅, et donc E8 est
satisfait.
• Si [ϕ] = ∅ et [α] = ∅, alors, grâce à U1, [ϕ♦T α] = ∅, donc U8
s’applique, et donc E8 est satisfait.
• Si [ϕ] = ∅ et [α] 6= ∅, alors, grâce à U2, [ϕ♦T α] = ∅, donc U8
s’applique, et donc E8 est satisfait.
• Si [ϕ] 6= ∅ et [α] 6= ∅, alors, grâce à U3, [ϕ♦T α] 6= ∅, de même que
pour ψ. Cela signifie que [ϕ♦T α] 6= ∅ et [ψ♦T α] 6= ∅ ; dans ce cas,
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Cette annexe prolonge nos exemples et justifications. Elle est composée d’une
liste de buts possibles, accompagnée d’une intuition pour chacun d’entre eux (sec-
tion D.1), et de deux exemples illustrant l’intérêt de l’argumentation abstraite et
du changement dans le cadre de la prise en compte du contexte et de la prise en
compte des préférences ou priorités (section D.2 page 225).
D.1 Buts et autres ambitions
Dans cette annexe, nous souhaitons présenter des exemples de buts et les intui-
tions possibles qui leurs sont associées. Nous débuterons par les buts absolus (ne
concernant que le système cible après le changement) et finirons par les buts relatifs
(concernant à la fois le système cible avant et après le changement).
Notons que les buts et intuitions présentés ici se basent sur la typologie des
propriétés du changement présentée dans le chapitre 4 page 59. Cette typologie
sépare les propriétés du changement en trois niveaux : l’ensemble des extensions,
les ensembles d’arguments et un argument particulier. Sur les six cas obtenus en
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séparant chacun des niveaux entre buts absolus et buts relatifs, nous ne traitons ici
que quatre d’entre eux.
Avant de se lancer dans la suite de cette annexe, il est important de noter que ces
exemples de buts, s’ils en sont souvent inspirés, ne relèvent pas des applications pré-
sentées dans le chapitre 3 page 29. Bien que les personnes et situations mises en jeu
portent (éventuellement) le même nom, nous supposons qu’elles sont différentes. 1
En effet, les apparentes incohérences avec ces applications sont la conséquence de la
variété des buts. Ces derniers trouvent plus aisément une intuition dans un contexte
ou dans un autre ; à ce titre, nous changeons de contexte sans crier gare suivant le
but que nous présentons.
Nous prions le lecteur de ne pas tenir compte de ces incohérences, et de lire ce
qui suit avec un regard neuf.
D.1.1 Buts absolus
Un but absolu, prenant uniquement en compte le système d’argumentation ré-
sultat (c’est-à-dire le système obtenu après modification du système cible), peut
servir à représenter un désir durant toute la discussion.
D.1.1.1 Niveau de l’ensemble des extensions
|E′| = 0 ou |E′| = 1, E ′ = ∅.
Jean le sait, il ne pourra présenter suffisamment d’arguments à ses amis pour
éviter d’aller au cinéma. Mais il n’a pas dit son dernier mot, oh non ! S’il ne peut
les convaincre, alors il les mènera dans une impasse. Il lui suffit de supprimer toutes
les options possibles pour les empêcher de prendre une décision et ainsi éviter une
soirée aussi intéressante qu’une course d’escargots éclopés. Pour cela, il doit faire
en sorte qu’aucune extension n’existe, ou que l’extension soit vide.
|E′| = 1, E ′ 6= ∅.
Georges est irrité. Il se rend bien compte que Jean tente de saboter la soirée
cinéma qu’ils avaient mis trois mois à organiser. Un film documentaire sur la culture
des fruits rouges en Antarctique, c’est pourtant très intéressant !, se dit-il, amer.
Mais ce qui l’ennuie vraiment, c’est de rester dehors, dans le froid, à couper les
cheveux en dix-huit avec ses futurs-anciens amis. Ce qu’il veut, c’est qu’une décision
soit prise, que ce pugilat verbal s’arrête et qu’enfin on puisse tenter de sauver cette
soirée en forme de naufrage. Pour cela, il veut une seule option, n’importe laquelle ;
ainsi, il doit se débrouiller pour qu’il n’existe qu’une, et une seule, extension.
1. L’amateur de science-fiction y verra une analogie avec les univers parallèles.
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|E′| > 1.
Jean ne s’attendait pas à ça : Georges a avancé un argument proprement machia-
vélique. Il lui est maintenant impossible de jouer la carte de l’impasse décisionnelle.
Ayant plus d’un tour dans son sac à malice, il sait comment tourner une nouvelle
fois la situation à son avantage. S’il ne peut annihiler toute option acceptable, alors
il doit mettre ses amis face à un dilemme ou tout autre choix cornélien prolongeant
l’inactivité pathologique d’un groupe de jeunes personnes désœuvrées. En somme,
qu’ils ne puissent choisir entre deux films. Pour cela, son but est d’augmenter le
nombre d’options possibles, et ainsi d’avoir plusieurs extensions.
D.1.1.2 Niveau d’un argument particulier
|E′X | = 0.
Jean se doit de défendre son client, coûte que coûte. Son adversaire est coriace,
mais il doit à tout prix contrer toutes ses offensives. L’argument de la culpabilité
de son client doit être rejeté par les jurés. Pour cela, il doit faire en sorte que cet
argument n’appartienne à aucune des extensions de leur système d’argumentation.
|E′X | 6= 0, |E′X | = |E′|.
Georges est sûr de lui. Il a bien dirigé son accusation et, par quelques témoins
trop heureux de collaborer, mis en difficulté la défense. Une dernière diatribe, une
ode aux valeurs familiales, quelques clins d’œil, et tous les jurés seront à ses pieds.
Il pourra sans problème faire accepter unanimement la culpabilité de l’accusé. Pour
cela, son argument doit appartenir à toutes les extensions du système d’argumen-
tation des jurés.
|E′X | 6= 0, |E′X | < |E′|.
Jamais une affaire n’aura été aussi dure. Jean a été défait de toutes ses tentatives
d’argumentaire par un procureur menant aussi bien les mots que les investigations.
Mais l’origine sociale de son client, la gravité des accusations, la pression des jour-
nalistes, Jean en a bien conscience. Cette affaire est médiatiquement capitale, et le
ministère public n’a pas le droit à l’erreur. Il ne doit pas laisser l’ombre d’un doute.
Voilà ma chance !, se dit Jean. Tout ce qu’il a à faire, c’est inoculer un germe de
doute, et l’arbre de la relaxe fleurira à nouveau. Pour cela, il doit trouver un moyen
pour que l’argument n’appartienne plus à au moins une des extensions du système
d’argumentation des jurés.
D.1.2 Buts relatifs
Un but relatif, prenant en compte à la fois le système d’argumentation cible et
le système d’argumentation résultat, il peut servir à représenter un désir localisé à
un moment précis de la discussion.
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D.1.2.1 Niveau de l’ensemble des extensions
|E| > |E′|.
Passer en revue tous les choix possibles prendrait trop de temps, et l’urgence
d’une décision se fait sentir. Jean n’a pas le choix, il doit recentrer le débat sur
quelques options uniquement. Il doit donc réduire le nombre d’extensions.
|E| < |E′|.
Le débat tourne en rond. Les deux options proposées ont été discutées en long, en
large et en travers et il s’avère qu’elles ne sont satisfaisantes ni l’une ni l’autre. Jean
doit élargir le débat et proposer d’autres options. Pour cela, le nombre d’extensions
doit être accru.
|E| = |E′|.
Ça y est ! Les deux camps sont proches d’un compromis, ils sont d’accord sur
un ensemble d’options. Jean doit encore faire en sorte que ses collègues acceptent
une faveur, mais il doit procéder avec prudence et ne pas risquer de relancer un
débat sans fin. Pour cela, il doit s’assurer que sa prochaine action ne modifiera pas
le nombre d’extensions.
E = E′.
Un long débat vient de se terminer et le temps est maintenant venu de délibérer,
de prendre une décision. Mais de nombreux arguments ont été avancés, et il n’est pas
aisé de prendre toutes ces informations en compte. Jean propose donc d’effectuer
un pré-traitement et d’alléger cet ensemble d’arguments pour obtenir un nouvel
ensemble permettant une délibération plus limpide. Afin de ne pas altérer le résultat
du débat, lui et ses amis doivent néanmoins s’assurer que ce nouvel ensemble reste
strictement équivalent à l’ancien en termes de conclusions.
D.1.2.2 Niveau d’ensembles d’arguments
∀Ei ∈ E, ∃E ′j ∈ E′, Ei ⊆ E ′j.
Jean est content de l’évolution de la discussion. Quelle que soit l’option choisie,
elle tiendra compte de ce qu’il désire. Un restaurant ? Pas un chinois alors. Un
film ? Que de l’intimiste français. Une soirée chez quelqu’un ? Avec grand plaisir,
tant que ce n’est pas chez lui. Jean se voit comme quelqu’un de souple, tant que
l’on respecte mes desiderata, se dit-il, non sans complaisance. En définitive, peu
lui importe ce qu’ils feront ce soir, Jean souhaite juste ne rien perdre de ce qui a
été accepté jusque-là car cela reflète en tout point ses goûts. Pour cela, tous les
arguments acceptés doivent le rester après son intervention.
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∀E ′j ∈ E′, ∃Ei ∈ E, E ′j ⊆ Ei.
Le débat entre Jean et Georges fait rage. Les arguments fusent des deux côtés
et la cadence s’intensifie. Jean s’est laissé avoir par cette hausse de rythme et a
commis une erreur. Il est conscient que sa dernière intervention a justifié un des
arguments de son adversaire. Cette fois-ci, il ne refera pas la même fredaine, quitte
à perdre certains de ses propres arguments : son prochain argument contredira ce
qu’il a dit avant et mettra des bâtons dans les roues de son adversaire. Pour cela,







Georges a réussi à imposer ses volontés dans chacune des options possibles et
il veut que cela reste ainsi. Il ne souhaite pas mettre à mal ses propres arguments
avec sa prochaine intervention. Décidant de ne prendre aucun risque, il se résout
à faire en sorte qu’aucun argument, y compris ceux de son adversaire, ne puisse
être rejeté par son intervention. Ainsi, tout argument accepté crédulement avant







Jean ne veut pas risquer de justifier un seul des arguments de son adversaire,
même partiellement. Il décide qu’avec son intervention, aucun argument ne sera
nouvellement accepté de façon crédule, même un des siens. Pour cela, il doit s’assurer







Les électeurs sont échaudés et Georges n’a plus le loisir d’être vague. Il sait que
dorénavant, ce sont des arguments solides qui permettront de gagner des voix. Il
décide donc d’assurer les arguments acceptés de façon sceptique, y compris ceux de







Jean voit bien le manège de son rival. Pour le contrecarrer, Jean décide de faire
l’inverse et de ne justifier aucun argument de façon sceptique, voire de “casser”
certains de ces arguments et de les faire accepter crédulement ou rejeter.
D.2 Justifications supplémentaires du changement
Cette annexe décrit, sans rentrer outre mesure dans les détails, deux causes
typiques où le changement en argumentation a de l’intérêt. Nous commençons par
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approfondir l’évolution du contexte (section D.2.1), puis nous nous penchons sur le
changement de priorités d’un agent (section D.2.2).
D.2.1 Un exemple de changements induits par l’évolution du
contexte
Dans cet exemple, trois personnes (facétieusement dénommées Rosa, Georges et
Jean) discutent de la culpabilité d’un médecin concernant la mort d’un de ses pa-
tients. Agent à part entière, chacun d’entre eux possède sa propre base de connais-
sances et son propre système d’argumentation. Nous allons voir que, suivant le
contexte et les connaissances propres à chacun, un enthymème, i.e. un argument
tronqué, peut être perçu et compris de façon tout à fait différente.
Les arguments échangés (x1, x2 et x3) sont les suivants :
• Rosa (x1) : “C’est un médecin ; un médecin ne peut être le meurtrier d’un de
ses patients. Il n’est donc pas un meurtrier.”
• Georges (x2) : “Il a pourtant injecté une dose mortelle de médicaments à son
patient. Il est donc un meurtrier.”
• Jean (x3) : “Il a tout simplement procédé à une euthanasie.”
Notons en premier lieu que l’argument x3 est un argument tronqué : la conclusion
a été omise à l’oral par Jean. Cet argument est donc laissé à la libre interprétation
des deux autres protagonistes ; nous allons en voir les conséquences.
Plaçons-nous du point de vue de Rosa : pour celle-ci, l’euthanasie renvoie à
la juridiction luxembourgeoise, où elle est légale. Ainsi, sa base de connaissances
stocke la règle si euthanasie alors non meurtrier, ce qui lui permet de compléter
l’argument x3 en : “Il a tout simplement procédé à une euthanasie. Il n’est donc
pas un meurtrier.” L’argument x3 l’emporte donc, pour elle, sur l’argument x2. La
figure D.1 présente le système d’argumentation de Rosa.
x1 x3
x2
Figure D.1 – Système d’argumentation de Rosa.
Plaçons-nous maintenant du point de vue de Georges : pour celui-ci, l’euthanasie
renvoie à la juridiction française, où elle est formellement interdite et assimilée à
un meurtre. Contrairement à Rosa, Georges possède dans sa base de connaissances
la règle si euthanasie alors meurtrier, ce qui lui permet de compléter l’argument
x3 en : “Il a tout simplement procédé à une euthanasie. Il est donc un meurtrier.”
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x1 x3
x2
Figure D.2 – Système d’argumentation de Georges.
L’argument x3 l’emporte donc, pour lui, sur l’argument x1. La figure D.2 présente
le système d’argumentation de Georges.
Après avoir examiné leur propre système d’argumentation, et sûrs de leur af-
faire, Rosa et Georges s’exclament en chœur “Vois-tu, Jean est d’accord avec moi !”.
Interloqués par un tel synchronisme labial, Rosa et Georges demandent à Jean de
préciser de la plus diligente des manières son propos. Ce dernier explique que l’eu-
thanasie est pour lui loin d’être un meurtre ; de la même façon que Rosa, il possède
dans sa base de connaissances la règle si euthanasie alors non meurtrier.
L’agent Georges, qui s’est manifestement égaré dans son interprétation (il n’avait
pas la règle “adéquate” dans sa base de connaissances), se doit de remettre à jour
son système d’argumentation en supprimant l’argument x3 qui n’a plus lieu d’être
et rajouter un nouvel argument, que nous nommerons x′3, attaquant l’argument x2.
La figure D.3 présente le nouveau système d’argumentation de Georges. S’il veut
convaincre les autres agents, Georges doit alors trouver un nouvel argument.
x1 x3
x2 x′3
Figure D.3 – Nouveau système d’argumentation de Georges.
Ainsi, nous voyons, grâce à cet exemple, que le contexte dans lequel se place
un dialogue et les connaissances des agents peuvent influer sur la perception d’un
argument tronqué et lui octroyer des attaques différentes suivant les circonstances.
Par ailleurs, lorsque ces connaissances sont mises en commun, cet argument peut
se révéler erroné et doit dans ce cas être supprimé et éventuellement remplacé par
un nouvel argument adéquat.
D.2.2 Un exemple de changements induits par l’évolution de prio-
rités
Nous nous penchons, dans cet exemple, sur la création d’arguments en fonction
de règles ainsi que sur les modifications que peuvent subir ces arguments selon
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l’évolution des priorités entre ces règles. Notons que nous nous inspirons librement
de l’exemple de Liao et al. (2011).
Supposons que nous sommes en présence d’un système à base de règles (voir par
exemple le travail de Capobianco et al. (2005)) pouvant déterminer quel comporte-
ment avoir en présence d’un nouvel email. Ces règles, qui sont de priorités diverses,
permettent de créer des arguments qui vont alors interagir pour déterminer l’action à
préconiser. Notons que lorsque deux arguments ont des conclusions contradictoires,
et qu’ils sont issus de règles de priorités égales, ces derniers s’entre-attaquent ; par
contre, si ces deux arguments sont issus de règles qui ont des priorités différentes,
ils sont alors de priorité différente et l’argument ayant la plus grande priorité est le
seul à pouvoir attaquer.
Les règles sont les suivantes :
• r1 : Un email provenant du réseau local ne présente pas de danger :
local(email)→ ¬danger(email).
• r2 : Un email contenant un virus présente un danger :
virus(email)→ danger(email).
• r3 : un email ne présentant pas de danger doit être déplacé dans le courrier
entrant : ¬danger(email)→ courrier_entrant(email).
• r4 : un email présentant un danger doit être déplacé dans la corbeille :
danger(email)→ corbeille(email).
Supposons que dans un premier temps, toutes les règles possèdent la même priorité.
Le système reçoit alors un email, nommé m1, possédant les caractéristiques
suivantes :
• m1 provient du réseau local.
• m1 est suspecté de contenir un virus.
En se basant sur les règles précédentes, il est possible de construire quatre
arguments (tronqués) 2 :
• x1 = ({local(m1), r1},¬danger(m1))
• x2 = ({virus(m1), r2}, danger(m1))
• x3 = ({local(m1), r1, r3}, courrier_entrant(m1))
• x4 = ({virus(m1), r2, r4}, corbeille(m1))
La figure D.4 page ci-contre présente le système d’argumentation alors obtenu.
Dans une telle situation, il paraît difficile de prendre une décision puisqu’il existe
deux solutions possibles (mettre le courrier dans la corbeille ou dans le courrier
entrant) et qu’aucune ne ressort de l’argumentaire fourni 3.
2. Notons qu’on ne construit pas tous les arguments possibles et qu’on ne précise pas la façon
dont ces arguments, ainsi que leurs attaques, sont construits.
3. Nous avons vu dans le chapitre 2 page 11 que cela se traduit, par exemple avec la sémantique
préférée, par deux extensions E1 = {x1, x3} et E2 = {x2, x4}.
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x1 x4
x2 x3
Figure D.4 – Système d’argumentation lorsque les règles sont de même priorité.
Supposons maintenant que la prudence est privilégiée. La règle r2 devient ainsi
plus prioritaire que les autres et en conséquence, l’argument x2 est préféré à n’im-
porte quel autre. De ce fait, l’attaque de l’argument x1 vers x2 n’est plus valable.
La figure D.5 présente le système d’argumentation après avoir modifié les priorités.
x1 x4
x2 x3
Figure D.5 – Système d’argumentation lorsque la règle r2 est plus prioritaire que les autres.
Il semble à présent possible de prendre la décision de mettre m1 dans la cor-
beille. 4
4. Ce qui se traduira, en utilisant ici encore la sémantique préférée, par l’existence d’une seule
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Study of change in abstract argumentation
From theory to practice
Abstract
Argumentation, in the field of artificial intelligence, is a formalism allowing to reason with
incomplete and/or contradictory information as well as to model an exchange of arguments bet-
ween several agents. An argumentation system usually consists of a set of arguments interacting
with each other, and from which it is possible to extract one or several consistent points of view.
In this thesis, we are mainly concerned with the abstract argumentation in which arguments
are handled as abstract entities whose meaning is unknown and in which the interactions re-
present conflicts. This allows us to focus on the particular point of the dynamics in abstract
argumentation systems, that is to say the changes that could impact these systems, particularly
in the context of a dialogue.
We start with justifying the interest of such a formal framework, then we study the how and
the why of change in abstract argumentation. The how is tackled by establishing a list of changes
that an argumentation system can undergo and by studying the conditions under which they
may occur. The why is addressed by introducing the notion of goal motivating a change and by
choosing the best change to make in order to satisfy a goal, taking into account constraints on
the agent to convince. Finally, we make our study concrete by proposing a tool that implements
the concepts introduced and we study its performance.
Keywords: Abstract argumentation, dynamics of an argumentation system, change.
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Résumé
L’argumentation, au sens de l’intelligence artificielle, est un formalisme permettant de raison-
ner à partir d’informations incomplètes et/ou contradictoires ainsi que de modéliser un échange
d’arguments entre plusieurs agents. Un système d’argumentation consiste généralement en un
ensemble d’arguments interagissant les uns avec les autres, et duquel il est possible d’extraire
un ou plusieurs points de vue cohérents.
Dans cette thèse, nous nous plaçons dans le cadre de l’argumentation abstraite dans lequel
les arguments sont manipulés en tant qu’entités abstraites dont le sens nous est inconnu et
dans lequel les interactions représentent des conflits. Ceci nous permet de nous concentrer sur le
point particulier de la dynamique dans les systèmes d’argumentation abstraits, c’est-à-dire les
changements pouvant impacter ces systèmes, notamment dans le cadre d’un dialogue.
Nous commençons par justifier l’intérêt d’un tel cadre formel puis nous nous intéressons au
comment et au pourquoi du changement en argumentation abstraite. Le comment est approché en
établissant une liste des modifications que peut subir un système d’argumentation et en étudiant
sous quelles conditions elles peuvent survenir. Le pourquoi est abordé par l’introduction de la
notion de but motivant un changement et le choix du meilleur changement à faire pour satisfaire
un but en prenant en considération des contraintes portant sur l’agent à convaincre. Enfin, nous
concrétisons notre étude en proposant un outil logiciel implémentant les notions introduites et
nous étudions ses performances.
Mots clefs : Argumentation abstraite, dynamique d’un système d’argumentation, changement.
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