Dose per monitor unit in photon fields generated by clinical linear accelerators can be affected by the backscattered radiation into the monitor chamber from collimator jaws. Thus, it is necessary to account for the backscattered radiation in computing monitor unit setting for a treatment field. In this work, we investigated effects of the backscatter from collimator jaws based on Monte Carlo simulations of a clinical linear accelerator. The backscattered radiation scored within the monitor chamber was identified as originating either from the upper jaws ͑Y jaws͒, or from the lower jaws ͑X jaws͒. From the results of Monte Carlo simulations, ratios of the monitor-chamber-scored dose caused by the backscatter to the dose caused by the forward radiation, R(x,y), were modeled as functions of the individual X and Y jaw positions. The amount of the backscattered radiation for any field setting was then computed as a compound contribution from both the X and Y jaws. The dose ratios of R(x,y) were then used to calculate the change in photon output caused by the backscatter, S cb (x,y). Results of these calculations were compared with available measured data based on counting the electron pulses or charge from the electron target of an accelerator. Data from this study showed that the backscattered radiation contributes approximately 3% to the monitorchamber-scored dose. A majority of the backscattered radiation comes from the upper jaws, which are located closer to the monitor chamber. The amount of the backscatter decreases approximately in a linear fashion with the jaw opening. This results in about a 2% increase of photon output from a 10 cmϫ10 cm field to a 40 cmϫ40 cm field. The off-axis location of the jaw opening does not have a significant effect on the magnitude of the backscatter. The backscatter effect is significant for monitor chambers using kapton windows, particularly for treatment fields using moving jaws. Applying the backscatter correction improves the accuracy of monitor-unit calculation using a model-based dose calculation algorithm such as the convolution method. © 2000 American Association of Physicists in Medicine. ͓S0094-2405͑00͒00904-4͔
I. INTRODUCTION
The variation of photon output with field geometries has been studied extensively in the past. This is an issue of concern because in conventional approaches, output factors are used directly in computing monitor units for photon treatment fields. In particular, the use of new treatment techniques such as dynamic wedges and intensity modulated radiation therapy using dynamic jaw movement requires that the photon output be predicted with a high degree of accuracy for individual component fields. This warrants meticulous investigation of the causes of the changing photon output with field collimation.
In a previous work, 1 we showed that the change of photon output as a function of field geometry is essentially caused by three factors: the head scatter, the phantom scatter, and the backscattered radiation from collimator jaws into monitor chambers. We developed a convolution/superposition algorithm to compute the photon output or dose per monitor unit. This algorithm uses a dual-source photon beam model derived from Monte Carlo simulation of clinical linear accelerators. 2 Because photon energy fluence output from linear accelerators can be modeled directly using Monte Carlo simulations, we were able to accurately predict the changes of the head scatter and phantom scatter for different photon fields.
Our previous study showed that the backscattered radiation increased the photon output by about 2%-3% from a 3 cmϫ3 cm field to a 40 cmϫ40 cm field on Varian 2100 accelerators. The change of the backscatter depends on the accelerator structure and the monitor chamber construction, as discussed by other research groups as well. [3] [4] [5] [6] [7] [8] [9] [10] [11] Although the effect of the backscatter is small compared to that of the head scatter and phantom scatter, to achieve more accurate dose calculation, it is important to include the correction for the backscatter in using the convolution algorithm or any other model-based methods. 12 However, how to determine the effect of the backscatter poses a challenging problem, because the change in photon output caused by the backscatter alone is often shadowed, and thus, difficult to assess experimentally. In the past, a number of methods were investigated, including those using ionization chambers and phantoms in telescopic settings, [3] [4] [5] [6] [7] as well as techniques based on measuring electron pulses, current, or charge from the electron target of linear accelerators. 5, [8] [9] [10] [11] In general, these published data were limited to symmetrical field settings used for the measurements. Thus, it remains unknown how to extrapolate the available data and be able to predict the effect of the backscatter for any arbitrary field.
In the current study, we applied a Monte Carlo technique to simulate linear accelerators and to study the backscatter from collimator jaws to the monitor chamber. Recently, application of Monte Carlo simulation has experienced tremendous growth, particularly in studying clinical accelerators. [13] [14] [15] [16] This is because Monte Carlo simulation enables us to study the accelerator at a greater depth in identifying individual sources of the backscatter from collimator jaws. The motivation for this work is to model the backscattered radiation as functions of the upper ͑Y͒ and lower ͑X͒ jaw positions. These data are not available currently except for symmetric fields. Therefore, the amount of the backscattered radiation and the resulting photon output can be calculated for any jaw opening, including asymmetric fields and fields using dynamic jaw movement, such as dynamic wedges or intensity-modulated beams. As a result, the total photon output and monitor units can be calculated more accurately for these fields with correction for the backscatter.
II. MATERIALS AND METHODS
Varian Clinac 2100C linear accelerators generating 10 mV photon beams ͑Varian Oncology Systems, Palo Alto, CA͒ were simulated using the Monte Carlo code BEAM 13 ͑1998 version͒. The simulation of the accelerator was accomplished in two stages. The first stage started from an electron target, and included a primary collimator and a flattening filter. The phase space data generated from this stage was universal for all the jaw settings, and thus, were used as the input for the rest of the simulation. The second stage of the simulation involved a monitor chamber, a secondary collimator for the accelerator head shielding, and two pairs of jaws ͓Fig. 1͑a͔͒. The monitor chamber was simulated using the BEAM component module ''Chamber'' ͓Fig. 1͑b͔͒. The dose-scoring regions of the monitor chamber were simulated as two slabs of air sandwiched by three layers of kapton separation windows. The central dose regions are surrounded by the chamber wall, chamber gap, and container wall. The monitor chamber is in fact made of two parallel plate chambers denoted ''MU1'' and ''MU2'' in Fig. 1͑b͒ . Information about the geometries and composition of the monitor chamber used in the simulation was obtained from the accelerator manufacturer and from actual measurements.
The parameters used for the EGS4 simulation were: AE ϭ0.700 MeV, APϭ0.01 MeV, ECUTϭ0.611 MeV, and PCUTϭ0.1 MeV. The higher ECUT and PCUT values were used to improve the efficiency of the simulations. The results were verified against those using lower ECUT and PCUT of 0.511 and 0.01 MeV to assure simulation accuracy. The default PRESTA electron transport algorithm from BEAM 13 was used in the simulation. The variance-reduction technique of ''photon forcing'' 13 was used within the monitor chamber dose-scoring regions to increase the probability of photon interactions within the air slabs. The ''electron range rejection'' technique 13 was turned off during the second stage of the simulation to achieve higher accuracy of dose scoring. Other technical details of the simulation have been reported in a previous work. 2 The particles reaching the monitor chamber and contributing to dose deposition were tagged using the ''latch'' feature of the BEAM code. 13 Therefore, the monitor-chamberscored dose was separated into three components according to the origins of the particles reaching the chamber. These components are: dose from the forward particles alone, doses from particles that are either originated or scattered from the X jaws, or the Y jaws. The latter two components were used to identify the backscattered dose in the chamber. Particles that happened to interact with both the X and Y jaws were included in the dose component from the X jaws only. To study the variation of the backscatter with different jaw positions, the exact same particles output from the first stage of the simulation were input to the second stage of the simulation. The number of the phase space particles used in the second stage of the simulation was 50 million. The resulting standard errors of the total monitor-chamber-scored dose and the maximum dose caused by the backscatter were approximately 0.5% and 2.5%, respectively.
The following jaw settings were used in the second stage of the simulation ͑all positions are specified at the isocenter plane͒.
͑1͒ The Y 2 jaw was parked at 20 cm off axis. The Y 1 jaw was moved across the field until it was fully closed with the Y 2 jaw. The X jaws were completely opened. This setting was used to study the backscatter as a function of the Y jaw position.
͑2͒ The Y jaws were completely opened 40 cm apart. The X 2 jaw was parked at 20 cm off axis, whereas the X 1 jaw was moved across the field until it was fully closed with the X 2 jaw. This setting was used to study the backscatter as a function of the X jaw position without the Y jaw blocking.
͑3͒ The X jaws were completely closed. The Y 2 jaw was parked at 20 cm off axis, whereas the Y 1 jaw was moved across the field until it was fully closed with the Y 1 jaw. This setting was used to study the effect of the Y jaw blocking on the backscatter from the X jaws.
From simulating a field with the X and Y jaw setting of (x 1 ,x 2 ,y 1 ,y 2 ), we obtained the monitor-chamber-scored dose from the forward radiation alone, D f (x 1 ,x 2 ,y 1 ,y 2 ), and dose from the backscattered radiation D b (x 1 ,x 2 ,x 1 ,y 2 ). Because the top chamber ''MU1'' is used to terminate radiation beams on the Varian machines, we used the dose scored within the ''MU1'' for all the following calculations. Because the exact same phase space particles were input for the second stage of the simulations, D f (x 1 ,x 2 ,y 1 ,y 2 ) was used to normalize D b (x 1 ,x 2 ,y 1 ,y 2 ) in obtaining the relative backscatter R(x 1 ,x 2 ,y 1 ,y 2 ), i.e.,
Here, the monitor-chamber-scored dose rather than the energy fluence was used to quantify the relative backscatter because the dose or energy deposition reflects the charge collected by the monitor chamber more realistically than the energy fluence. This is due to the fact that the backscattered radiation is composed of low energy photons and electrons, whose absorption coefficient and stopping power change rapidly with decreasing energy. By simulating fields with the same Y jaw openings but different X jaw openings, we verified that the backscatter of the Y jaws was independent of the X jaw scatter. Therefore, R(x 1 ,x 2 ,y 1 ,y 2 ) is a sum of the relative backscatter from the X and Y jaws, R x (x 1 ,x 2 ,y 1 ,y 2 ) and R y (y 1 ,y 2 ), respectively, i.e.,
The relative backscatter from the X jaws is dependent on both the X and Y jaw positions, whereas the scatter from the Y jaws is only dependent on the Y jaw opening. Furthermore, the backscatter from the Y 1 and Y 2 jaws, R y 1 (y 1 ) and R y 2 (y 2 ), can be considered relatively independent of each other, especially when the jaws are far apart. This is because only a small fraction of the particles can be scattered to both pieces of the Y jaws and backscattered to the monitor chamber. Thus, R y (y 1 ,y 2 ) was computed as
From simulations of the fields with the first series of jaw settings, we obtained R y (y 1 ,y 2 ϭ20) with the Y 1 jaw moved across the field and the Y 2 jaw parked aside. Assuming R y 1 (y 1 ϭ20) is equal to R y 2 (y 2 ϭ20), which is half of R y (y 1 ϭ20,y 2 ϭ20), we calculated R y 1 (y 1 ) as was computed based on Eq. ͑3͒ using the available data of R y 1 (y 1 ). The computation of R x (x 1 ,x 2 ,y 1 ,y 2 ) is more complicated because the area of the X jaws that is visible to the monitor chamber depends on both the X and Y jaw openings. To quantify the backscatter from the X jaws, we defined another term P y (y 1 ,y 2 ), which describes the relative amount of the X jaw backscatter that can pass through the Y jaw opening, i.e.,
in which R x (x 1 ,x 2 ,y 1 ϭy 2 ϭ20) is the backscatter from the X jaws with the fully opened Y jaws. Similar to the approach used for R y (y 1 ,y 2 ) ͓Eq. ͑3͔͒, R x (x 1 ,x 2 ,y 1 ϭy 2 ϭ20) is calculated from the individual components of the X 1 and X 2 jaws, i.e.,
Data of R x 1 (x 1 ,y 1 ϭy 2 ϭ20) and R x 2 (x 2 ,y 1 ϭy 2 ϭ20) were obtained by moving the X 1 jaw across the field while the Y jaws were fully opened ͑the second series of jaw settings used͒. The method is the same as that used in calculating R y 1 (y 1 ) as shown by Eq. ͑4͒. To account for the blocking effect caused by both the Y 1 and Y 2 jaws, we modeled P y (y 1 ,y 2 ) as
in which P y 1 (y 1 ) or P y 2 (y 2 ) is the relative contribution of a single piece of the Y jaws in passing the X jaw backscatter. P y (y 1 ,y 2 ) has a maximum of unity with the fully opened Y jaws, and a minimum of zero with a fully closed Y jaws, i.e.,
Here a negative Y 1 or Y 2 jaw position indicates that the jaw passes the central axis and approaches the opposing jaw. The resulting P y 1 (y 1 ) or P y 2 (y 2 ) has a maximum value of 0.5 when the jaw is fully opened 20 cm off axis (y 1 or y 2 ϭ20), and a minimum value of Ϫ0.5 when the jaw passes the central axis by 20 cm (y 1 or y 2 ϭϪ20). Hypothetically, this means that each piece of the Y jaws can allow a maximum of 50% for the X jaw backscatter to pass through; when
To determine P y 1 (y 1 ) or P y 2 (y 2 ), we closed the X jaws completely to allow for the maximum backscatter from the X jaws, and moved the Y jaws sequentially, as explained earlier for the third series of jaw settings used. From the results of the simulation, P y (y 1 ,y 2 ϭ20) was calculated using the definition of Eq. ͑5͒. Similar to the approach used in calculating R y 1 (y 1 ) and R x 1 (x 1 ), P y 1 (y 1 ) was then calculated as P y 1 ͑ y 1 ͒ϭ P y ͑ y 1 ,y 2 ϭ20͒Ϫ P y 2 ͑ y 2 ϭ20͒ ͑9͒
with P y 2 (y 2 ϭ20) equal to 0.5. In this approach, the fully closed X jaw was used to model the P y function and was used subsequently to compute P y for other X jaw settings. The reason for using the fully closed X jaw is to obtain the maximum X jaw backscatter, thus minimizing the statistical uncertainty in calculating P y 1 (y 1 ). We also assumed that the P y function is independent of the X jaw opening. This assumption will be addressed in Sec. III. Notice also that if both the Y jaws are fully closed with the Y 1 and Y 2 jaws parked at a position y i , P y (y 1 ,y 2 ) should become zero, i.e., P y ͑ y 1 ,y 2 ͒ϭ P y 1 ͑ y 1 ϭϪy i ͒ϩ P y 2 ͑ y 2 ϭy i ͒ϭ0. ͑10͒
Thus,
This means that P y 1 (y 1 ) should also be symmetric against the central axis with P y 1 (y 1 ϭ0)ϭ P y 2 (y 2 ϭ0)ϭ0. This feature was used later to fit the data of P y 1 (y 1 ) as discussed in Sec. III. Upon the calculation of R(x 1 ,x 2 ,y 1 ,y 2 ) or R(x,y) for simplification, the change of photon output caused by the backscatter, S cb (x,y), is then computed as
in which the reference field has a jaw setting of (x 0 ,y 0 ), most commonly a 10 cmϫ10 cm symmetric field. The S cb (x,y) was then used to correct for the effect of the backscatter on the total photon output, S cp (x,y), which is a product of the head scatter factor S c (x,y), the phantom scatter factor S p (x,y), and the backscatter correction S cb (x,y). The first two factors have been computed for photon fields using a convolution/superposition dose calculation algorithm 1 as described in a previous work.
To validate the above ''sum-of-the-components'' method in computing the backscatter, we compared the calculated R(x,y) to the results from the direct Monte Carlo simulations of various jaw settings. the S cb (x,y) obtained from the Monte Carlo simulation was also compared to the measured data based on counting the electronic feedback pulses or accumulative charge from the electron target. 1, 11 To evaluate the effect of the backscatter on treatment fields using jaw movement, S cp (x,y) was also calculated for treatment fields using dynamic wedges.
III. RESULTS AND DISCUSSION
Results of the relative backscatter from the Y 1 jaw as a function of the jaw position, R y 1 (y 1 ), are shown in Fig. 2 . The negative index of the Y 1 jaw position means that the Y 1 jaw passes the central axis and approaches the parked Y 2 jaw. These data show that the backscattered radiation increases with a smaller Y jaw opening. The maximum dose from the backscattered radiation is about 3% compared with the dose from the forward radiation. The standard error of R y 1 (y 1 ) is 3%-5% of the values shown in Fig. 2 . To interpolate R y 1 (y 1 ) for any y 1 position, data of Fig. 2 This function is chosen because the collimator jaw and the monitor chamber are symmetric against the central axis of the accelerator. Results of the R y 1 show a small degree of nonlinearity because the increase of the R y 1 with y 1 , or the gradient of R y 1 , is greater near the central axis than at off axis. The sigmoidal shape of the R y 1 function suggests that the Y jaw backscatter may follow a bell-shaped distribution because the backscattered near the central axis is more likely to reach the monitor chamber.
Results of the relative backscatter from the X 1 jaw with the fully opened Y jaws, R x 1 (x 1 ,y 1 ϭy 2 ϭ20), are shown in Fig. 3 . These data indicate that because the X jaws are further away from the monitor chamber, the maximum backscatter from the X jaws is only 0.8% of the forward radiation. The standard error of R x 1 (x 1 ) ranges within 5%-10% of the values shown in Fig. 3 . These data were also fit to a linear function of 
͒x. ͑14͒ Figure 3 shows that the X jaw backscatter more closely follows a linear function than the Y jaw backscatter. This may be because the X jaws are located further away from the monitor chamber. Thus, both the magnitude and directional preference of the backscatter are greatly reduced. In a sense, the X jaw backscatter is more likely to be proportional to the area that the X jaws are exposed to the monitor chamber. As a result, P y (y 1 ,y 2 ) obtained with the maximum X jaw backscatter ͑see the following data͒ was applied to other fields with different X jaw openings.
Results of the backscatter from the fully closed X jaws as a function of the Y 1 jaw position are shown in Fig. 4 . The effect of the Y jaw blocking on the X jaw backscatter is clearly demonstrated. The corresponding P y 1 (y 1 ) is shown in Fig. 5 . Because P y 1 (y 1 ) should be symmetric against the central axis, and passes zero at the central axis, as discussed in Sec. II, we fit the data of P y 1 (y 1 ) to a three-order polynomial function of
The results of P y 1 (y 1 ) also exhibit a sigmoidal shape, which suggests that the passing of the X jaw backscatter is greater when the Y jaw opening is located near the central axis. This is because the backscatter going through such an opening is more likely to reach the monitor chamber. We have also compared P y 1 (y 1 ) of the fully closed X jaws with that of an X jaw opening of 20 cm. Results showed that the change of P y 1 (y 1 ) with the X jaw opening is within two standard deviation of P y 1 (y 1 ). This supports the assumption that the P y 1 (y 1 ) obtained with the fully closed X jaws can be applied to fields with a different X jaw opening. Using data from Figs. 2-5, the total backscatter from the jaws was computed using Eqs. ͑2͒-͑5͒. Take an example of an asymmetric field of 10 cmϫ10 cm with X 1 and Y 1 jaws at the central axis, X 2 and Y 2 jaws at 10 cm off axis. Our calculation shows that holds true for most of the fields we have studied. As a result, the total backscatter can be approximated primarily by that from the Y jaws.
To verify the above calculation, we compared the R y and R x with those from the direct Monte Carlo simulations of the same fields. Figure 6 shows this comparison for symmetric fields of 3 cmϫ3 cm to 30 cmϫ30 cm. The results indicate that the calculated R(y) agree with those from the direct simulations within one standard error. The R(x) calculation slightly overestimates its simulated value particularly for the 3 cmϫ3 cm field. We believe that with this small Y jaw opening, particles from the X jaws are more likely to be scattered between the opposing Y jaws rather than to be scattered back to the monitor chamber. As a result, P y 1 and P y 2 become correlated, which causes P y calculated by the sum of P y 1 and P y 2 to be overestimated. Fortunately, because the magnitude of R x is insignificant compared to R y for the small field, the overestimation of P y does not have a strong effect on the total backscatter.
To further evaluate the calculation model, the X and Y jaw backscatter were also determined for asymmetric fields from the calculations and direct simulations. Figure 7 shows the comparison for 10 cmϫ10 cm fields with the center of the fields located at the central axis, and off-axis locations of 5, 10, and 15 cm. For example, with the center of the field at 10 cm off axis, the X1, X2, Y 1, and Y 2 are located at 10, 0, 10, 0 cm, respectively. The results in Fig. 7 show that the R y calculations for these asymmetric fields agrees with the simulation within one standard error except for the last field. The calculation seems to predict a higher degree of increase with the off-axis location of the field than the simulation. This may be caused by the statistical uncertainty in fitting the R y 1 data ͓Eq. ͑14͔͒ to the third-order polynomial function. In a sense, the more R y 1 approaches linear, the less that R y will increase with the off-axis location. Thus, the parameter of the y 3 term directly determines how the R y 1 changes with off-axis locations. Figure 7 also shows that the calculated R x is greater than the simulated results by a small amount, which is believed to be caused by the overestimation of P y as indicated previously. Opposite to the Y jaw backscatter, the X jaw backscatter decreases slightly with the off-axis location because the Y jaw passing P y decreases with an asymmetric field, as discussed earlier for results in Fig. 4 . As a result, the total backscatter as the sum of R y and R x is not strongly dependent on the asymmetry of the field. In other words, the width of the jaw opening rather than its location determines the magnitude of the total backscatter. To evaluate the Monte Carlo calculated results against measurement, we computed S cb using Eq. ͑12͒ and compared with those from counting the electron target pulses or charge. tron target pulses 1 for a series of symmetric fields from 3 cmϫ3 cm to 40 cmϫ40 cm. The 10 cmϫ10 cm field was used as the reference field in computing the relative photon output. The standard error of the measured data is approximately 0.4% of its absolute value.
The above-mentioned results indicate that the change of the photon output due to the backscatter is predicted to within 0.5% of the values of S cb by the Monte Carlo based data compared to the measurement. This accuracy is clinically acceptable in computing photon output for monitor units. The discrepancy seems to apply only to the smaller field less than 10 cm wide, which might be due to the uncertainty in the measured data, because results from the two measurements differed from each other. The increase of the photon output is the order of 2% from the 10 cm field to the 40 cm field, which is mostly caused by the Y jaw backscatter, as shown in Fig. 8 . This also agrees very well with recently published results for Varian machines. 5, 11 We have computed the relative backscatter for dynamic wedges. The results of S cb are shown in Fig. 10 for these fields. The results show that for dynamic wedges using the upper jaw movement, the photon output due to the backscatter increases when the jaw is closing. This will cause a small deviation from the intended fluence modulation specified by the segmented treatment table. Therefore, the effect of the backscatter may need to be taken into account for a more accurate dose calculation. On the other hand, if the dynamic wedge uses the X jaw motion instead of the Y jaw motion to create the wedged profile, the effect of the backscatter will be minimal. For fields with additional blocks or multileaf collimators ͑MLC͒, the backscatter from these components is negligible because they are even further away from the monitor chamber. Thus, the jaw settings for these blocked fields can be used directly to determine the backscattered radiation. If the jaws move along with MLC edges to reduce the leaf leakage, the effect of the jaw backscatter may need to be considered when designing fluence modulation for intensity-modulated fields.
We have observed that the effect of the backscatter is more significant on monitor chambers with entrance and exit windows made of kapton than those made of mica. The chambers with mica windows exhibited very little dependence of the monitor-chamber-scored dose on the jaw opening. This is because the backscattered radiation is mostly composed of low-energy photons and electrons, which are very easy to eliminate from the beam. For example, Hounsell showed that an antibackscatter plate was effective in reducing the backscattered radiation to the monitor chamber for intensity-modulated fields. Therefore, a different construction of the monitor chamber might be considered to minimize the effect of the backscattered radiation and to simplify the calculations of monitor units, particularly for treatment fields using dynamic jaw motions.
IV. SUMMARY
A Monte Carlo technique was used to simulate clinical accelerators and to study the effects of the backscattered radiation from collimator jaws to monitor chambers. Based on the results of the Monte Carlo simulations, dose scored within the monitor chamber was separated into those from the forward and from the backscattered radiation. The backscattered dose was further modeled as functions of the X and Y jaw positions. Therefore, the total backscatter for any jaw setting was calculated as a sum of those components from the individual jaws. Our results show that the Y jaws, which are closer to the monitor chamber, contribute to the majority of the backscattered radiation. The amount of the backscatter from the X jaws is about 10% of that from the Y jaws. The backscatter decreases approximately in a linear fashion with the jaw opening, which results in an increase of photon output by about 2% from a 10-cm-wide field to a 40-cm-wide field. This conclusion agrees well with previous published data for Varian 2100C accelerators. The width of the jaw opening rather than its off-axis position has greater influence on the change of the photon output due to the backscatter. This study shows that to model the photon output accurately in computing monitor units, it is necessary to account for the effect of the backscatter from the collimator jaws, particularly for machines using kapton chambers located close to the upper collimator jaws. 
