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A function defined on a Banach space X is called D-convex if it can be repre-
sented as a difference of two continuous convex functions. In this work we study
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0. INTRODUCTION
Real-valued functions defined as differences of two continuous convex
functions have been labelled quite differently through the literature: for
instance, d.c. as in [Hi], or Delta-convex (in short, D-convex) as in [K].
This natural class of functions, which actually represents the linear span of
all convex functions, has also been investigated in several domains, ranging
from the study of smooth surfaces (see [A]) to the theory of nonsmooth
optimization (e.g., [Hi] and [HKL]). Perhaps it is worth noticing that in
separable Banach spaces the set of non-Gaˆteaux-differentiability points of
any continuous convex function is given by a D-convex function [Z].
In this paper we follow another point of view: the application of the
study of D-convex functions to characterize some geometrical properties of
infinite dimensional Banach spaces. A first approach to this idea was done
by the author in [C1].
We will be mainly interested in necessary and sufficient conditions for
the existence of (equivalent) uniformly convex norms on Banach spaces.
From Enflo and Pisier’s works (see [E] and [P]) we know that this
property, known as uniform convexity, is equivalent to super-reflexivity.
Here, we would like to show how this notion can be also rephrased in
terms of D-convex functions. A first D-convex version of super-reflexivity is
given by the following statement.
Theorem 1. Let (X, || · ||) be a real Banach space. The following
statements are equivalents:
(1) X is super-reflexive.
(2) For every sequence (xn)n ¥N of uniformly separated points in X
(that is, infn ] m ||xn−xm || > 0) and for every bounded sequence of real
numbers (bn)n ¥N there exists a pair of continuous convex functions, c and d,
which are bounded on bounded sets and so that for any n ¥N we have
(c−d)(xn)=bn.
In other words, such an arbitrary behaviour of the differences of convex
functions which are bounded on bounded sets can only happen in super-
reflexive Banach spaces. In this sense, Theorem 1 can be reformulated in
the following way:
Let Db(X) be the space of differences of continuous convex functions which
are bounded on bounded sets. If (xn)n ¥N in X is a sequence in X, denote by
F(xn): Db(X)Q R
N the map defined by F(xn)(f) :=(f(xn))n ¥N. Then, the
Banach space X is super-reflexive if and only if for every bounded sequence
(xn)n ¥N of uniformly separated points in X, the range of the map F(xn) is
exactly a.(N).
For the second characterization of super-reflexivity, we need to introduce
the definition of the strong minimum of a function, a concept that naturally
arises in optimization theory.
Definition. Let f be a bounded below function. The function f attains
its minimum (at Mf) in a strong way if the following conditions are
satisfied:
(i) the set of minimizersMf :={x: f(x)=inf f} is nonempty;
(ii) for every sequence (yn)n ¥N such that f(yn)||QnQ. inf f we have
that
dist(yn, Mf) :=inf{||yn−y|| : y ¥Mf}||QnQ. 0.
Similarly, we introduce the following definition.
Definition. For any pair of functions, f and g, let Sf, g be the set in
which f and g coincide (i.e., x ¥ Sf, g iff f(x)=g(x)). We say that the
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functions f and g coincide (on Sf, g) in a strong way if we have that
dist(yn, Sf, g)||QnQ. 0 whenever (yn)n ¥N satisfies that (f−g)(yn)||QnQ. 0.
Under these definitions, we have the following result.
Theorem 2. For a real Banach space X the following properties are
equivalents:
(1) X is super-reflexive.
(2) For any nonempty norm closed subset F of X there exists a pair of
continuous convex functions, c and d, that are bounded on bounded sets and
so that F is the strong minimum of c−d.
(3) For any nonempty norm closed subset F of X there exist two
continuous convex functions which are bounded on bounded sets and coincide
in a strong way on F.
Let us fix some notation used throughout this paper. In what follows, X
denotes a real Banach space and BX represents the unit ball of X under
some equivalent norm || · ||. Any function f defined on X will be real-
valued. Continuous convex functions will be called in short convex
functions. Conv(X) stands for the set of all convex functions defined on a
Banach space X and Convb(X) denotes the class of all convex functions on
X that are bounded on bounded sets.
A norm || · || on a Banach space X is said to be locally uniformly convex
(in short, l.u.c.) if for every x0 ¥X and (xn)n ¥N …X one has that
||xn−x0 ||||QnQ. 0 whenever ||xn ||||QnQ. ||x0 || and
>xn+x0
2
>
||Q
nQ. ||x0 ||.
The class of Banach spaces having an equivalent l.u.c. norm is quite large
and includes any space that is either separable or reflexive (we refer to
Chapters II and VII of [DGZ] for a detailed study on the existence of
equivalent l.u.c. norms).
Local uniform convexity is a relatively weak notion of rotundity.
A much stronger condition on rotundity is provided by the concept of
uniform convexity. A norm || · || is said to be uniformly convex if its modulus
of convexity, given by the formula
d|| · ||(e)=inf 31−>x+y2 > : x, y ¥ BX; ||x−y|| \ e4 (0 < e < 2),
is always positive. Moreover, if for some p \ 2 there exists a constant K > 0
such that d|| · ||(e) \Kep, then modulus of convexity of the norm || · || is called
of power type p.
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The modulus of convexity of a uniformly convex norm is not in general
of any power type p. But Pisier’s renorming theorem [P] ensures that any
super-reflexive Banach space (or equivalently, any Banach space with a
uniformly convex norm) can be endowed with an equivalent norm whose
modulus of convexity is of power type p, for some p \ 2 (see [L] for a
geometrical proof of this fact).
The rest of this paper is divided in two parts. In the first one, the neces-
sary conditions for super-reflexivity stated in Theorems 1 and 2 are proved.
The second part is devoted to show why these conditions are in fact
sufficient.
1. D-CONVEX FUNCTIONS ON SUPER-REFLEXIVE
BANACH SPACES
The main tool we use here to construct D-convex functions is given by
the infimal convolution (see [S] for a general survey on this topic). Instead
of the classical definition, we introduce the following generalized version.
Definition. Let (X, || · ||) be a Banach space and K: X×XQ R+ be a
positive kernel defined on X. Then for any bounded below function f on X
the extended infimal convolution of f by the kernel K is defined as the
function
(fi K)(x) := inf
y ¥X
{f(y)+K(x, y)}, x ¥X. (1)
For any bounded below function f we can define with the aid of infimal
convolution the following sequence of ‘‘approximants’’ of f:
Inf :=fi nK, n ¥N. (2)
Given a Banach space (X, || · ||) and p > 1, let us introduce the following
kernel
Kp(x, y) :=2p−1 ||x||p+2p−1 ||y||p−||x+y||p, x, y ¥X. (3)
Applying definitions (1) and (2) to the kernel Kp, we can consider for any
bounded below function f the sequence of approximants of f(Ipnf)n ¥N
defined by the following formula
Ipnf(x) :=(fi nKp)(x)
=2p−1n ||x||p− sup
y ¥X
{n ||x+y||p−2p−1n ||y||p−f(y)}
=2p−1n ||x||p−dpnf(x). (4)
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Remark. If || · || is a Hilbert norm and p=2 then the functions I2nf are
nothing else but the well-known Moreau–Yosida approximants of f (see
[S] and references therein):
(fi n || · ||2) := inf
y ¥X
{f(y)+n ||x−y||2} (5)
(this is an obvious consequence of the parallelogram rule). Nonetheless, we
would like to point out that the approximants Ipnf, given by the expression
(4), are always D-convex. This is not true in general for the sequence of
Moreau–Yosida’s approximants. Outside the Hilbertian setting, functions
defined using (5) are no longer D-convex.
The kernel Kp given by (3) was introduced by the author in Section 2 of
[C2], where several results on the extended infimal convolution by Kp are
shown. Indeed, the following statements come from Proposition 6 and
Claim 1.2 of [C2].
Proposition 3. Let || · || be an equivalent l.u.c. norm on a Banach space
X and p > 1. Then for every Lipschitz function f on X the following
properties are satisfied:
(i) dpnf ¥ Convb(X) and therefore Ipnf ¥ span(Convb(X)).
(ii) inf f [ Ipnf [ f andMf=MIpnf.
(iii) Ipnf(x)||QnQ. f(x), for any x ¥X.
Proposition 3 provides a useful tool for constructing D-convex bump
functions (i.e., functions with bounded support) on Banach spaces endowed
with an equivalent l.u.c. norm. Namely, we have the following result.
Lemma 4. Let X be a Banach space endowed with l.u.c. norm and e > 0.
Then there exists a pair of functions c, d on X such that
(i) c, d ¥ Convb(X),
(ii) c−d is null outside BX(0, e), and
(iii) (c−d)(0) > 0.
Proof of Lemma 4. Given e > 0, consider the following Lipschitz
function on X: f( · )=dist( · , X0B(0, e)). Then applying (i) and (ii) of
Proposition 3, we have that any approximant Ipnf=2
p−1n || · ||p−dpnf satis-
fies the desired conditions. L
Lemma 4 easily leads to the following weak version of Theorem 1.
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Proposition 5. Let X be a Banach space endowed with a l.u.c. norm.
Then for every bounded sequence of uniformly separated point (xn)n ¥N in X
and for every sequence of real numbers (bn)n ¥ a1(N) there exists a pair of
functions c, d ¥ Convb(X) such that (c−d)(xn)=bn, for every n ¥N.
Following the notation given before, Proposition 5 can be rephrased as
follows:
If a Banach space X has an equivalent l.u.c. norm then for every bounded
sequence (xn)n ¥N of uniformly separated points in X we have that the range
of the map F(xn): Db(X)Q R
N contains a1(N).
Proof of Proposition 5. Let e=12 infn ] m ||xn−xm || > 0 and take two
convex functions, c and d, satisfying the properties stated in Lemma 4 for
such e. Denote by c the real number (c−d)(0) which is positive since (iii)
of Lemma 4. Then consider the following function
h(x) := C
n ¥N
bn
c
(c−d)(x−xn).
Clearly, from (ii) of Lemma 4 we have for any positive integer n0 that
h(xn0 )= C
n ¥N
bn
c
(c−d)(xn0 −xn)=
bn0
(c−d)(0)
(c−d)(xn0 −xn0 )=bn0 .
Moreover, h can be expressed as a difference of two convex functions;
namely,
h(x)= C
n ¥N
bn
c
c(x−xn)− C
n ¥N
bn
c
d(x−xn)
= C
bn \ 0
bn
c
c(x−xn)+ C
bn < 0
−bn
c
d(x−xn)
−1 C
bn < 0
−bn
c
c(x−xn)+ C
bn \ 0
bn
c
d(x−xn)2 .
Note that every series in the previous formula converges since ; n |bn |
converges, the sequence (xn)n is bounded, and the functions c and d are
bounded on bounded sets. Moreover, we have that the convergence of all
these series is bounded on bounded sets. Therefore, it is enough to take
c˜=1c (;bn \ 0 bnc(x−xn)+;bn < 0−bnd(x−xn)) and similarly d˜=1c (;bn < 0−
bnc(x−xn)+;bn \ 0 bnd(x−xn)). L
Remark. Observe that h is simply defined as the sum of a sequence of
bump functions with disjoint support. Hence, the function h used in the
proof of Proposition 5 also makes sense if we consider any bounded
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sequence of real numbers (bn)n ¥N. But h defined in that way is not in
general a D-convex function because an infinite sum of D-convex functions
is not necessarily D-convex. Therefore, we need to develop an alternative
method for constructing D-convex functions.
Remark. Property (iii) of Proposition 3 has not been used in the proof
of Proposition 5. However, the convergence of the approximants Ipn will
play a crucial roˆle in the construction of D-convex having an arbitrary
behaviour on sets of uniformly separated points. More precisely, we need
to strengthen the convergence of the approximants Ipn . Of course, this new
procedure cannot be applied for non-super-reflexive Banach spaces
(see [C1]).
In this way, the convergence of the approximants Ipnf can be made
uniform on every super-reflexive Banach space, as the next proposition
shows.
Proposition 6. Let X be a super-reflexive Banach space X and || · || be
an equivalent norm on X with modulus of convexity of power type p (for
some p > 1). Then for every Lipschitz function f defined on X we have that
the sequence of approximants (Ipnf)n ¥N converges uniformly on X to f.
Moreover, the convergence of the approximants Ipnf to f only depends on the
Lipschitz constant of f.
The main ideas for the proof of Proposition 6 can be found reading
between the lines of Section 2 in [C2]. For the sake of completeness, we
indicate here below a sketched version of its proof, based in the following
lemma (see [Ho] and Lemma 3.1 of [C1]).
Lemma 7. The modulus of convexity of a norm || · || is of power type p if
and only if there exists some 0 < C|| · || [ 1 such that for any x, y ¥X we have
C|| · || ||x−y||p [Kp(x, y).
Proof of Proposition 6. Let f be a Lipschitz function on X and L be
the Lipschitz constant of f (i.e., f(x)−f(y) [ L ||x−y||). For any fixed
x ¥X, consider y ¥X so that
Ipnf(x) [ f(y)+nKp(x, y) [ f(x). (6)
Applying Lemma 7 to (6), it follows that
||x−y||p [
Kp(x, y)
C|| · ||
[
f(x)−f(y)
nC|| · ||
[
L
nC|| · ||
||x−y||. (7)
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Therefore from (7) we deduce that
Ipnf(x)=inf 3f(y)+nKp(x, y) : ||x−y|| [ 1 LnC|| · || 2
1
p−14
\ f(x)−L 1 L
nC|| · ||
2 1p−1 .
Henceforth, (ii) of Proposition 3 and the last inequality ensures that
Proposition 6 holds true. L
As an important consequence of Propositions 3 and 6, we have the
following corollary.
Corollary 8. Let X be a super-reflexive Banach space and (xn)n ¥N be
a sequence of e-separated points in X. Then there exist a convex function
c ¥ Convb(X) and a sequence of convex functions (dn)n ¥N … Convb(X) in
such a way that for any n the D-convex function c−dn verifies that
(i) inf(c−dn)=(c−dn)(xn)=1, and
(ii) (c−dn)(x) \ 2 whenever ||x−xn || \ e2 .
Proof of Corollary 8. For every n ¥N, consider a Lipschitz function hn
such that
inf hn(x)=hn(xn)=1 and hn(x) \ 3 whenever ||x−xn || \
e
2
.
(8)
Moreover, note that all these Lipschitz functions hn can be constructed
having a common Lipschitz constant.
Using Pisier’s renorming theorem, let || · || be a equivalent norm on X
with modulus of convexity of power type p ( for some p \ 2). Since every
Lipschitz function hn has the same Lipschitz constant, we can apply
Proposition 4 to get some positive integer N so that for any x ¥X and for
any n ¥N we have
0 [ hn(x)−IpNhn(x) [ 1. (9)
Since IpNhn=2
p−1N || · ||p−dpNhn, if we take c :=2
p−1N || · ||p and dn :=
dpNhn we have that (i) of Corollary 8 is a straightforward consequence of
the first part of (8) and (ii) of Proposition 3. On the other hand, (ii) of
Corollary 8 follows easily from the second part of (8) and (9). L
Now, we are ready to prove the necessary condition of super-reflexivity
stated in Theorem 1.
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Given a super-reflexive Banach space X, let (xn)n ¥N be a bounded
sequence of e-separated points in X and (bn)n ¥N a bounded sequence of
real numbers. Since the class of all differences of convex functions that are
bounded on bounded sets is closed under the sum of constants and also
under the multiplication by real numbers, we can suppose without loss of
generality that
1
2 [ bn [ 1, for every n ¥N. (10)
From Corollary 8, take a convex function c, which is bounded on
bounded sets, and a sequence of convex functions (dn)n ¥N … Convb(X) in
such a way that for every n ¥N we have
inf(c−dn)=(c−dn)(xn)=1; (11)
(c−dn)(x) \ 2, whenever ||x−xn || \
e
2
. (12)
Then consider the function f defined on X as follows
f= inf
n ¥N
bn(c−dn).
Clearly, f is well defined by (11). Given n0 ¥N, (11) also implies that
f(xn0 )= inf
n ¥N
bn(c−dn)(xn0 ) [ bn0 (c−dn0 )(xn0 )=bn0 . (13)
But, if we take another positive integer n ] n0, from (10) and (12) we
have that
bn(c−dn)(xn0 ) \ 2bn \ 1 \ bn0 . (14)
Hence, (13) and (14) give that f(xn0 )=bn0 , for any n0 ¥N.
It remains to prove that the function f can be represented as a difference
of two convex functions that are bounded on bounded sets. This can be
done as follows.
f=inf
n
bn(c−dn)=inf
n
[c−(1−bn) c−bndn]=c− sup
n
[(1−bn) c+bndn].
Note that the convex function d :=supn[(1−bn) c+bndn] is bounded on
bounded sets, since f and c are bounded on bounded sets. We have
therefore proved that property (2) of Theorem 1 holds true in any super-
reflexive Banach space X.
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Remark. The infimum (or the supremum) of a sequence of D-convex
functions is not in general a D-convex function. However, this property can
be true under some additional conditions. Namely, we have shown above
that the infimum of a sequence of D-convex functions (fn)n is still
D-convex provided that every function fn can be decomposed as a
difference of convex functions fn=cn−dn with a common convex part
(i.e., cn=c for any n). A similar result is also true for the supremum of
sequences of D-convex functions, just replacing the term ‘‘common convex
part’’ by ‘‘common concave part’’ (i.e., dn=d for any n).
Remark. The proof shown before depends essentially on the existence
of sequences of D-convex bump functions that have D-convex decomposi-
tions with a common convex part (see Corollary 8). Since the proof shown
before cannot be extended for the non-super-reflexive setting, it follows
that such sequences of D-convex functions do not exist in general for
non-super-reflexive Banach spaces.
Property (2) of Theorem 1 is not only valid for unbounded sequences of
uniformly separated points, but can be also formulated for any set of
uniformly separated points. Indeed, repeating the same arguments used
above one can prove in a similar way the following statement.
Corollary 9. Let X be a super-reflexive Banach space and {xi}i ¥ C be a
set of uniformly separated points in X. Then for every bounded set of real
values {bi}i ¥ C there exists a pair of convex functions c, d ¥ Convb(X) such
that
(c−d)(xi)=bi, for any i ¥ C.
Equivalently, denoting by F(xi): Db(X)Q R
C the map F(xi)(f) :=(f(xi))i ¥ C,
then we have that the range of the map F(xi) contains a.(C).
Now we turn to prove that property (2) of Theorem 2 is satisfied for any
super-reflexive Banach space X. We need the following refinement of
property (ii) of Proposition 3.
Lemma 10. Let X be a super-reflexive Banach space, || · || be a norm on X
with modulus of convexity of power type p (for some p \ 2), and f be a
bounded below Lipschitz function on X attaining its infimum (on Mf) in a
strong way. Then any approximant Ipnf attains its minimum (on Mf) in a
strong way too.
From Lemma 10, it is clear that every nonempty norm closed set F of a
super-reflexive Banach space is the set where a difference of two bounded
on bounded sets convex functions attains its infimum in a strong way: just
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consider any D-convex approximant Ipnf of the Lipschitz function f( · ) :=
dist( · , F). Lemma 10 can be applied because the Lipschitz function
dist( · , F) trivially attains its infimum (on F) in a strong way.
Proof of Lemma 10. Fix a positive integer n and consider a sequence
(ym)m ¥N such that
Ipnf(ym)||QmQ. inf f=inf I
p
nf. (15)
From (15) and the infimal definition of Ipnf, take a sequence (xm)m ¥N in
such a way that
f(xm)+n(2p−1 ||xm ||p+2p−1 ||ym ||p−||xm−ym ||p)||QmQ. inf f. (16)
Using Lemma 7 and (16) it follows that
inf f [ f(xm)+nC|| · || ||xm−ym ||p||QmQ. inf f. (17)
Hence, (17) implies that
f(xm)||QmQ. inf f and ||xm−ym ||||QmQ. 0. (18)
Since f attains its infimum in a strong way, the two conditions of (18)
ensure that limmQ. dist(ym, Mf)=0. L
Remark. The rotundity condition on the norm || · || in Lemma 10 can be
relaxed in the following way: if f is a bounded below function attaining its
minimum in a strong way on a set Mf that is bounded, then any approxi-
mant Ipnf attains its minimum (on Mf) in a strong way provided that the
norm || · || is uniformly convex.
2. D-CONVEX BEHAVIOUR IN THE
NON-SUPER-REFLEXIVE CASE
In this section we will show that differences of convex functions which
are bounded on bounded sets cannot behave arbitrarily on non-super-
reflexive Banach spaces. More precisely, D-convex functions that are
bounded on bounded sets cannot satisfy some properties on dyadic trees.
Let us fix some notation for this section. The Greek letter a will repre-
sent a multi-index a=(a1, a2, ..., an) ¥ {−1, 1} <N, |a|=n being its length.
By a¢ an+1 we understand the finite sequence of indices (a1, ..., an, an+1).
For any n ¥N and h > 0, a dyadic (n, h)-tree in X is a finite set of points
{xa ¥X : a ¥ {−1, 1} < n},
so that:
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(1) xa=
1
2 xa¢ −1+
1
2 xa¢ 1, for every a ¥ {−1, 1}
< n−1.
(2) ||xa−xaŒ || \ h > 0, if a ] aŒ.
Dyadic trees, introduced by James in [J], provide a characterization of
super-reflexivity known as James’ finite tree property. This property can be
stated in the following way (see Claim 8.2 of [C1]).
Theorem 11. A Banach space X is not super-reflexive iff there exists a
sequence of dyadic trees {Tn}n ¥N in BX such that:
(1) Tn is dyadic (n,
1
4 )-tree, for every n ¥N.
(2) dist(Tn, Tm) \ 14 , if n ] m.
Let X be a non-super-reflexive Banach space. With the help of
Theorem 11 we can proceed to prove the converse implications of
Theorems 1 and 2. Let {Tn}n ¥N be the sequence of dyadic trees given by
Theorem 11. Denoting the branches of the tree Tn by x
n
a, consider the sets
T :=0
n ¥N
Tn and S :=0
n ¥N
Sn,
where
Sn :={x
n
a ¥ Tn : |a| is even}.
Any difference of two convex functions, c and d, that are bounded on T
cannot behave arbitrarily on consecutive branches of the trees Tn. More
precisely, we have the following condition on c−d.
Lemma 12. Let c and d be two convex functions bounded on T. Then
lim inf
nQ.
[ max
ai, aj=−1, 1
xna¢ ai ¢ aj
¥ Sn
|(c−d)(xna¢ ai ¢ aj )−(c−d)(x
n
a)|
− 12 |(c−d)(x
n
a¢ ai )−(c−d)(x
n
a)|] \ 0.
A straightforward corollary of Lemma 12 is the following claim.
Claim 13. It is not possible to find two convex functions, c and d,
bounded on T and such that
(c−d)(x)=31, if x ¥ T0S;
0, if x ¥ S.
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Proof of Claim 13. Note that if c and d are two convex functions such
that c−d=0 on S and c−d=1 on T0S, it will follow for any ai, aj=
−1, 1 and xna¢ ai ¢ aj ¥ Sn that
(c−d)(xna¢ ai ¢ aj )−(c−d)(x
n
a)=0 and
(c−d)(xna¢ ai )−(c−d)(x
n
a)=1.
(19)
Then, Lemma 12 and (19) ensure that c and d cannot be bounded on T. L
Therefore, property (2) of Theorem 1 fails on every non-super-reflexive
Banach space X.
With respect to property (2) of Theorem 2, we have the following
statement.
Claim 14. It is not possible to find to convex functions on X, which are
bounded on bounded sets and which coincide on S in a strong way.
Proof of Claim 14. Suppose the contrary: let c and d be two convex
functions which are bounded on T and coincide in a strong way on S.
Clearly, we have that
(c−d)(xna¢ ai ¢ aj )=(c−d)(x
n
a)=0,
for any ai, aj=−1, 1 and x
n
a¢ ai ¢ aj ¥ Sn. (20)
Since for any x ¥ T0S we have that dist(x, S) \ 14 , it is not hard to
deduce from the assumption that c and d coincide in a strong way on S
that there exists some c > 0 so that
|(c−d)(xna¢ ai )| \ c, for every ai=−1, 1 and n ¥N. (21)
But then (20) and (21) contradict Lemma 12. Therefore, Claim 14 holds
true. L
Henceforth, it only remains to prove Lemma 12.
Proof of Lemma 12. Suppose that the conclusion of Lemma 12 is false:
there exist c > 0 and a subsequence (nk)k ¥N so that for every ai, aj=−1, 1
and xnka¢ ai ¢ aj ¥ Snk one has
1
2 |(c−d)(x
nk
a¢ ai )−(c−d)(x
nk
a )|− |(c−d)(x
nk
a¢ ai ¢ aj )−(c−d)(x
nk
a )| > c. (22)
In particular, (22) implies for any ai ¥ {−1, 1} that
|c(xnka¢ ai )−c(x
nk
a )|+|d(x
nk
a¢ ai )−d(x
nk
a )| > 2c. (23)
Then c and d satisfy the next growth condition along the branches of
every tree Tnk . L
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Fact 15. For every xnka ¥ Snk with |a| < nk−2 there exist ai, aj ¥ {−1, 1}
such that
min{c(xnka¢ ai ¢ aj )−c(x
nk
a ), d(x
nk
a¢ ai ¢ aj )−d(x
nk
a )} \ c.
Proof of Fact 15. Fix the index nk and a point x
nk
a ¥ Snk such that
|a| < nk−2.
By symmetry, let us suppose that for some ai ¥ {−1, 1} we have
|c(xnka¢ ai )−c(x
nk
a )|= max
aŒ=−1, 1
{|c(xnka¢ aŒ)−c(x
nk
a )|, |d(x
nk
a¢ aŒ)−d(x
nk
a )|} (24)
(if the maximum of (24) is only attained for |d(xnka¢ ai )−d(x
nk
a )| then the
proof of Fact 15 follows similarly, changing c by d).
Since c is convex we have that
C
ai=−1, 1
(c(xna¢ ai )−c(x
n
a)) \ 0. (25)
Hence, (25) ensures that we can suppose without loss of generality that
c(xnka¢ ai )−c(x
nk
a )=|c(x
nk
a¢ ai )−c(x
nk
a )| \ 0. (26)
If we put (23), (24), and (26) together we obtain that
c(xnka¢ al )−c(x
nk
a ) \ c. (27)
Appealing again to the convexity of c, namely (25), choose aj ¥ {−1, 1} so
that c(xnka¢ ai ¢ aj ) \ c(x
nk
a¢ ai ). Henceforth, we have that
c(xnka¢ ai ¢ aj )−c(x
nk
a ) \ c(xnka¢ ai )−c(x
nk
a ) \ c. (28)
Therefore, after a suitable choice on ai and aj, the two estimate on c given
by Fact 15 holds true.
Finally, let us check that the lower estimate on d stated by Fact 15 is also
true for the same indices ai and aj. Indeed, (22), (24), and (26) allow us to
make the following lower bound:
d(xnka¢ ai ¢ aj )−d(x
nk
a )
=c(xnka¢ ai ¢ aj )−c(x
nk
a )−(c(x
nk
a¢ ai ¢ aj )−d(x
nk
a¢ ai ¢ aj )+d(x
nk
a )−c(x
nk
a ))
\ c(xnka¢ ai )−c(x
nk
a )− |c(x
nk
a¢ ai ¢ aj )−d(x
nk
a¢ ai ¢ aj )−(c(x
nk
a )−d(x
nk
a ))|
\ 12 |(c−d)(x
nk
a¢ ai )−(c−d)(x
nk
a )|− |(c−d)(x
nk
a¢ ai ¢ aj )−(c−d)(x
nk
a )|
+12 (c(xa¢ ai )−c(xa)− |d(xa¢ ai )−d(xa)|)
> c.
Henceforth, Fact 15 is proved. L
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We are now able to finish the proof of Lemma 12. Consider any tree Tnk .
Applying Fact 15 to the root point xnk” of Tnk and repeating iteratively this
fact through the branches of the tree Tnk , we can find a branch x
nk
a1 ¢ · · · ¢ amk
of this tree such that
c(xnka1 ¢ · · · ¢ amk )−c(x
nk
”) \ c(xnka1 ¢ · · · ¢ amk )−c(x
nk
a1 ¢ · · · ¢ amk −2
)
+· · ·+c(xnka1 ¢ a2 )−c(x
nk
”)
\ c
mk
2
(where mk is the greater even integer less or equal than nk−1). Clearly, d
also satisfies a similar lower bound. Since mk can be chosen arbitrarily
large, we conclude that c and d are unbounded on the set 1k Snk … T. The
proof of Lemma 12 is therefore done. L
Remark. The situation is very different for the class of all functions
defined as differences of convex functions (not necessarily bounded on
bounded sets). More precisely, the latest statements are false in general for
this setting. For instance, consider the Banach space of all sequences of real
numbers converging to zero, c0 (endowed with the supremum norm), and
the following infinite tree on the unit ball of c0:
Tc0 :={xa=(a1, ..., an, 0, ...) : a=(a1, ..., an) ¥ {−1, 1}
<N}.
Then the D-convex function
(xn)n ¥N ¥ c0 0
f f(x) := C
n ¥N
(−1)n+1 x2nn =C
nodd
x2nn − C
n even
x2nn
clearly fails Claim 13 (and therefore Lemma 12 too). In fact, we have that
f(xa)=31, if |a| is odd;0, if |a| is even.
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