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Chapitre 1
Introduction
Cette thèse s’inscrit dans le domaine de la théorie de la concurrence :
l’étude systèmes interactifs, composés de plusieurs parties capables d’inter-
agir et d’évoluer de manière indépendante. Une motivation provient du calcul
parallèle : « comment utiliser plusieurs machines pour effectuer plus rapide-
ment un calcul ? quelles primitives utiliser pour écrire des programmes desti-
nés à être distribués sur un ensemble donné de machines ? ». Mais cette théo-
rie permet aussi de s’intéresser à des systèmes biologiques : « comment mo-
déliser certaines interactions entre organismes, molécules, ou protéines ? » ;
ou de se pencher sur des questions moins liées à la notion de calcul : « com-
ment définir et vérifier un protocole d’authentification ? ». Cette branche de
l’informatique prend forme dans les années 1960, notamment avec les ré-
seaux de Petri (Carl). Divers modèles ont été étudiés depuis, correspondant
à des approches et des objectifs très différents. Par exemple, les machines à
mémoire parallèle sont des machines abstraites qui permettent d’étudier des
notions de complexité, tandis que la librairie MPI, plus pragmatique, fournit
des primitives permettant d’écrire des programmes distribués qui commu-
niquent par le biais de messages.
Pour notre part, c’est aux algèbres de processus que nous allons nous
intéresser, qui permettent d’étudier formellement diverses primitives liées à
la concurrence (synchronisation, distribution, mobilité, etc. . .). Cette notion
est générique, il s’agit d’un moyen de représenter des comportements : à par-
tir de processus de base, correspondant à des comportements atomiques (par
exemple, l’émission d’une note, l’écriture d’un caractère), on représente des
comportements plus complexes à l’aide de diverses constructions (composi-
tion séquentielle : « je chante puis j’écris une lettre » ; composition parallèle :
« j’écris une lettre en chantant » ; choix exclusif : « soit je chante, soit j’écris
une lettre » ; . . .).
Indépendamment de la nature des processus considérés (réseaux de Petri,
programmes, librairies, ensemble de molécules, auteur-interprète), la ques-
tion suivante se pose naturellement : deux processus donnés dénotent-ils le
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même comportement ? Par exemple, une machine est-elle équivalente à sa
spécification ? un programme optimisé est-il équivalent au programme ini-
tial ? deux molécules ont-elles la même fonction ? Il nous faut ainsi définir
une notion d’équivalence, et trouver des techniques permettant de prouver
en pratique l’équivalence de deux processus donnés. Ce sont ces techniques
de preuve que nous étudions dans cette thèse.
Dans la première section de ce chapitre introductif, nous montrons par
une succession d’exemples standards, comment aboutir à l’équivalence com-
portementale couramment adoptée : la bisimilarité. Cette équivalence est
comportementale car elle ne dépend pas de la façon dont sont décrits les
processus : seul le comportement qu’ils dénotent intervient. Nous n’introdui-
sons donc des processus qu’à la section 1.2, où nous définissons une algèbre de
processus un peu simpliste, qui permet d’illustrer de manière plus concrète la
méthodologie correspondante, et qui nous donne ensuite de la matière pour
justifier l’utilité des techniques modulo, dans la section 1.3. Ces techniques y
sont décrites dans le cas dit « fort », où elles ne posent pas de problème par-
ticulier ; c’est lorsque l’on passe au cas « faible », décrit à la section 1.4, que
des irrégularités apparaissent : certaines techniques ne sont plus valides, et
les techniques restantes ne sont pas toujours suffisantes. Dans la section 1.5,
nous décrivons brièvement les contributions de cette thèse, dont un plan est
finalement donné en dernière section.
Le lecteur déjà convaincu des bienfaits des algèbres de processus et de la
bisimilarité pourra lire les deux premières sections en diagonale : mise à part
la définition de l’algèbre de processus sur laquelle nous nous appuierons dans
la suite de cette introduction, il n’y trouvera rien qui ne soit pas déjà présent
sous une forme ou une autre dans les diverses références citées ci-dessous.
Les deux sections suivantes, qui justifient les techniques modulo et décrivent
la situation dans le cas faible, n’apportent rien non plus de très neuf ; mais
elles permettent de mettre en place une approche et une terminologie qui
nous sont parfois propres.
Repères bibliographiques et historiques
Les travaux fondateurs dans le domaine des algèbres de processus sont
le Calcul des Systèmes Communiquant (CCS) de Robin Milner [Mil80] et les
Processus Séquentiels Communiquants (CSP) de Tony Hoare [Hoa78]. Ces
travaux ont donné lieu la publication de plusieurs livres dans la décennie qui
suivit, sur lesquels nous nous appuyons fortement : Hoare publie [Hoa85] ;
Matthew Hennessy insiste dans [Hen88] sur la présentation algébrique des
processus, dont Milner fut le premier défenseur ; Milner publie un second
livre sur CCS [Mil89], où il définit la bisimilarité à l’aide des outils dévelop-
pés indépendamment par David Park [Par81], en théorie des automates. Avec
Joachim Parrow et David Walker, Milner crée ensuite le π-calcul [MPW92],
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qui connut un succès considérable. Davide Sangiorgi réalise de nombreuses
avancées dans la théorie de ce calcul, collectées dans un livre encyclopé-
dique [SW01] (pour une introduction au π-calcul, on préférera celui de Mil-
ner [Mil99], qui nous semble être un très bon point d’entrée dans le domaine
des algèbres de processus).
N’oublions pas l’école hollandaise, dont, entre autres : Jan A. Bergstra et
Jan Willem Klop, qui ont travaillé dès le début sur les aspects algébriques de
la théorie des processus [BK84, BK85] ; Rob J. van Glabbeek, à qui l’on doit
l’analyse exhaustive de toutes les équivalences comportementales imaginées
(imaginables), dans son « spectre du temps linéaire et du temps arbores-
cent » [vG90, vG93] ; et plus récemment, Wan Fokkink, dont l’introduction
aux algèbres de processus [Fok00] est d’une clarté remarquable.
Les techniques modulo apparaissent dès le second livre de Milner [Mil89],
elles ont ensuite été étudiées par Sangiorgi [SM92, San98, SW01]. Nous dé-
taillerons ces références une fois la terminologie et les problèmes des tech-
niques modulo introduits.
1.1 Interaction, équivalences comportementales
Tant que l’on considère des programmes qui attendent un argument, puis
calculent un résultat, on a généralement une notion d’équivalence très natu-
relle : deux programmes sont égaux s’ils correspondent à la même fonction,
i.e., s’ils associent à tout argument donné le même résultat. Il suffit donc
dans ce genre de langages de définir les notions d’argument et de résultat,
puis d’associer à toute phrase du langage (à tout programme) la fonction
mathématique à laquelle elle correspond. Nous allons cependant voir que
cette approche atteint ses limites lorsque l’on souhaite parler de « systèmes
interactifs », où la notion de résultat n’est pas claire : c’est à l’ensemble des
interactions possibles avec le système que l’on s’intéresse, à son « comporte-
ment ».
Interprétation fonctionnelle
Considérons par exemple les automates : ce sont des graphes étiquetés
par les lettres d’un alphabet quelconque, dont un sommet, dit initial, est
noté (◦), et dont certains, dits acceptants, sont notés (•). Deux exemples
sont dessinés ci-dessous :
◦ j // · o // · l //
v <
<<
< ·
i // • e // •
· i // · a // · l // • e // •
◦ j // · o // · l //
v <
<<
< ·
i // • e // •
· i // · a // · l
??    
(1.1)
L’idée initiale des automates consiste à définir des « langages » : un mot est
reconnu par un automate lorsqu’il permet de relier l’état initial à l’un des
états acceptants, en respectant les arêtes du graphe ; l’ensemble des mots
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reconnu par un automate forme alors le langage reconnu par cet automate.
Les deux automates précédents reconnaissent le même langage, et peuvent
donc être considérés comme équivalents :
{joli, jolie, jovial, joviale} .
Notons que nous ne considérons que des mots finis, mais le langage re-
connu peut être infini, même lorsque l’automate est fini, et que ces derniers
ne sont pas nécessairement déterministes (d’un même état peuvent partir
deux arêtes étiquetées par une même lettre). Ainsi, les deux automates ci-
dessous, dont celui de droite n’est pas déterministe, reconnaissent le langage
infini {a, ah, ahh, . . .} ∪ {a!, ah!, ahh!, . . .}.
·
h
 ! // •
◦ a // •
h
 ! // • ◦
a 55llll
a ))S
SSS
• hee
(1.2)
Cette interprétation des automates en termes de langage reconnu est
« fonctionnelle » : un automate est représenté par la fonction caractéristique
du langage auquel il correspond, qui à tout mot sur l’alphabet renvoie 1
ou 0 selon que le mot est reconnu ou pas. Cette sémantique repose sur une
certaine idée de l’utilisation des automates : ils sont assimilés à des « boîtes
noires » auxquelles on peut dicter un mot, et qui répondent oui ou non selon
que le mot est reconnu ou non. Ainsi, pour un observateur extérieur, la seule
possibilité pour distinguer deux automates consiste à trouver un mot reconnu
par l’un mais pas par l’autre.
Traces
On peut cependant imaginer d’autres modes de fonctionnement : un au-
tomate pourrait être une « boîte noire parlante », capable de prononcer des
lettres, en suivant aléatoirement les arêtes de son graphe. Il nous faut alors
changer de notion d’équivalence : les trois automates ci-dessous reconnaissent
le même langage, {ah}, bien qu’un observateur extérieur puisse différencier
les boîtes parlantes leur correspondant : la seconde peut prononcer « b » et
se bloquer, ce que ne fera jamais la première ; la troisième peut prononcer
indéfiniment « h », ce que peuvent pas faire les deux premières.
◦ a // · h // • ◦ a //
b %%
KKK
K · h // • ◦ a // · h // • h // ·
h

·
(1.3)
Cette interprétation des automates ignore en fait la notion d’état acceptant :
tous les états sont acceptants, ce qui nous laisse observer toutes les traces
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(finies) possibles. On différencie bien ainsi les trois automates précédents,
dont les traces sont les ensembles suivants (où ε représente le mot vide) :
{ε, a, ah} {ε, a, b, ah} {ε, a, ah, ahh, . . .}
Supposons maintenant que les différentes lettres de l’alphabet corres-
pondent à des « actions » que peut effectuer une machine : afficher un ca-
ractère, émettre une note, éteindre l’écran, etc. . . Les automates donnent
ainsi un moyen de décrire l’ensemble des exécutions possibles d’un pro-
gramme non déterministe. Dans ce cadre, l’équivalence des traces semble
raisonnable : deux programmes sont équivalents s’ils peuvent effectuer les
mêmes séquences d’actions.
Interaction : les limites des traces
Dans notre première interprétation des automates, les lettres de l’alpha-
bet jouent le rôle des « entrées » d’un programmes : elle sont dictées à l’au-
tomate, qui décide de son évolution en fonction de ces dernières. Dans la
seconde interprétation, on a en fait inversé le sens de la communication : les
lettres constituent la « sortie » du programme ; l’automate évolue en pronon-
çant au fur et à mesure l’ensemble des décisions qu’il prend.
Une idée naturelle consiste maintenant à donner les deux possibilités en
même temps : imaginons que certaines lettres correspondent à des actions
qu’un observateur externe doit fournir, et que les autres lettres correspondent
à des actions effectuées par la machine, qu’un tiers peut observer. On ob-
tient ainsi des « systèmes interactifs » : l’automate est une boîte noire avec
laquelle un observateur peut « communiquer ». Reprenant un exemple clas-
sique [Mil99], un distributeur de boissons peut être représenté par l’automate
de gauche ci-dessous, où les lettres s, c, t correspondent respectivement aux
actions de fournir un sou, d’appuyer sur le bouton « café » et d’appuyer sur
le bouton « thé » – du point de vue de l’automate, ce sont des entrées – et
les lettres C, T correspondent à l’action de servir respectivement un café ou
un thé – toujours du point de vue de l’automate, ce sont des sorties.
·
T

◦ s // ·
t 66mmmm
c ((Q
QQQ
·
C
[[
· t // ·
T

◦
s 66llll
s ((R
RRR
· c // ·
C
EE
(1.4)
L’équivalence des traces n’est désormais plus satisfaisante : l’automate de
droite admet les mêmes traces que celui de gauche, mais on souhaite en
général rejeter un distributeur de boissons correspondant à cet automate,
qui ne permet pas de choisir soi-même si l’on prend un thé ou un café.
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Les deux automates suivants illustrent une autre faiblesse de l’équiva-
lence des traces : ils ont les mêmes traces (finies) : {ε, f, ff, . . .}, mais le
premier finit toujours par « s’arrêter », tandis que le second peut toujours
« continuer ».
·
· f // ·
◦
f
@@
f 88ppppp f // · f // · f // · ◦
f

. . .
(1.5)
Tant que l’on ne peut pas interagir avec les automates, la seule façon de
comparer deux automates consiste à observer un comportement « global »
sur l’un des deux (un mot accepté ou une trace empruntée), et à vérifier si
l’autre admet ce comportement. Si l’on observe ainsi les deux distributeurs,
on conclut effectivement qu’ils sont équivalents : après avoir observé la trace
« stT » sur le premier, on vérifie bien que cette trace est possible sur le se-
cond. Lorsque l’on peut interagir, on gagne la possibilité d’accéder à l’état de
l’automate après une observation : dans le cas des distributeurs de boissons,
on vérifie que l’on peut introduire un sou dans les deux automates (observa-
tion de la trace « s »), mais on a ensuite la possibilité de comparer les deux
automates à partir des deux états résultant de cette observation. C’est ce qui
nous permet de les différencier : le premier nous laissera toujours le choix de
prendre un thé ou un café, tandis que le second aura déjà effectué le choix à
notre place.
Bisimilarité
La définition d’une équivalence raisonnable dans le cas de systèmes in-
teractifs nécessite donc de se concentrer sur la notion d’état, plutôt que sur
celle d’automate, qui est trop globale. Cela revient en fait à oublier l’état
initial des automates, et à considérer de simple graphes étiquetés. Déno-
tons donc par p, q . . . les états d’un graphe étiqueté quelconque, et notons
p
a−→ q lorsqu’il existe une arête étiquetée par a, menant de l’état p à l’état
q (l’étiquette a pouvant correspondre à une action d’entrée comme à une
action de sortie). Remarquons qu’il suffit de considérer un unique graphe :
pour comparer deux automates, il suffira de considérer l’union disjointe de
leurs graphes de transitions, et de comparer les états correspondant à leurs
états initiaux dans ce graphe. Ainsi, pour comparer les deux distributeurs de
boissons, il suffit de comparer les états p1 et q1 du graphe étiqueté suivant :
p3
T

p1
s // p2
t 55llll
c ))R
RRR
p4
C
__
q2
t // q3
T

q1
s 55llll
s ''P
PPP
q′2
c // q4
C
HH
(1.4’)
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Suivant les intuitions précédentes, on souhaite définir une relation d’équi-
valence (∼) entre les états, telle que deux états soient équivalents lorsqu’ils
mènent, par des transitions selon les même étiquettes, à des états équiva-
lents. On aboutit ainsi à la définition suivante : la bisimilarité est la plus
grande relation (∼) telle que si p ∼ q, alors :
– p a−→ p′ implique q a−→ q′ pour un état q′ tel que p′ ∼ q′ ; et
– q a−→ q′ implique p a−→ p′ pour un état p′ tel que p′ ∼ q′.
(Il s’agit implicitement d’une définition co-inductive ; plus formellement, une
bisimulation est une relation satisfaisant cette propriété, la bisimilarité est
l’union de toutes les bisimulations, on vérifie alors que cette dernière est une
bismimulation et qu’il s’agit d’une relation d’équivalence.)
Pour illustrer cette définition, on peut montrer que l’on a p1 ∼ q1 dans
le graphe ci-dessous, en prouvant que la relation {〈p1, q1〉, 〈p2, q2〉, 〈p2, q′2〉},
représentée en pointillés, est une bisimulation : par exemple, lorsque p1 ef-
fectue une transition vers p′2, q1 peut répondre par une transition vers q2, et
les deux états ainsi obtenus sont bien mis en relation.
p1
a
  
  
  
  
a
''OO
OOO
O q1
a
    
  
  
  
p′2h
ssggggg
ggggg
gggg
p2
h
XX q2
h
XX
(1.6)
Dans cet exemple, la bisimilarité s’obtient en rajoutant le couple 〈p2, p′2〉, puis
en prenant la fermeture réflexive symmétrique de la relation ainsi obtenue.
On associe généralement aux bisimulations le vocabulaire des jeux : les
contraintes imposées par la définition de bisimulation forment les règles d’un
jeu, où les états mis en relation font des offres et doivent y répondre. Dans la
première clause de la définition de bisimulation par exemple, l’état de gauche
(p) offre une transition selon a vers l’état p′, à laquelle l’état de droite (q) doit
répondre ; cette première clause décrit ainsi la partie « de gauche à droite »
du jeu de bisimulation, tandis que la seconde clause décrit la partie « de
droite à gauche », où les états de gauche doivent répondre aux offres des
états de droite.
La bisimilarité est strictement plus fine que l’équivalence des traces : les
traces partant de deux états bisimilaires sont nécessairement identiques, mais
la bisimilarité distingue les deux distributeurs de boissons, ainsi que les deux
derniers automates dessinés :
– pour les distributeurs (1.4), lorsque l’on joue la transition initiale selon
s sur l’automate de gauche : p1
s−→ p2, la première clause de la définition
de bisimulation demande que tout distributeur équivalent soit capable
de répondre par une transition selon s vers un état équivalent. L’au-
tomate de droite peut faire deux transitions selon s, mais aucune ne
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mène à un état équivalent à celui obtenu dans l’automate de gauche :
l’un peut faire du thé (q2), et l’autre du café (q′2), mais aucun des deux
ne peut choisir de faire l’un ou l’autre, comme le propose p2.
– Pour les automates divergents (1.5), c’est en jouant à partir de celui de
droite que l’on montre qu’ils ne sont pas bisimilaires : ce dernier joue
sans changer d’état une transition selon f , à laquelle doit répondre
celui de gauche, qui se retrouve forcé de choisir l’une de ses branches
et de se faire ainsi piéger : cette branche étant finie, l’automate de
droite n’a plus qu’à jouer suffisamment longtemps pour épuiser celui
de gauche, qui finira par ne plus pouvoir répondre.
En termes de graphes, la bisimilarité ne fait qu’identifier les sous-graphes
communs, et permet ainsi de ne pas tenir compte du « partage » potentiel de
certains états. Par exemple, elle ne distingue pas les deux premiers automates
que l’on a dessinés (1.1), où la seule différence provient du partage des deux
états acceptants dans l’automate de droite.
Une façon courante de représenter les jeux de bisimulation consiste à
dessiner des diagrammes : une relation R est une bisimulation si les deux
diagrammes ci-dessous sont satisfaits pour toute étiquette a :
p
a

R q
a



p′ R ∃q′
p
a


 R q
a

∃p′ R q′
(1.7)
Cette notation diagrammatique peut être rendue plus formelle : pour toutes
relations binaires R,S, notons R · S leur composition, et notons R ⊆ S
lorsque R est incluse dans S ; pour toute étiquette a, l’ensemble des transi-
tions étiquetées par a ( a−→) est une relation binaire, notons a←− sa converse.
On a alors la caractérisation suivante : une relation R est une bisimulation
si et seulement si pour toute étiquette a, a←− · R ⊆ R · a←− et R · a−→ ⊆ a−→ · R ;
ce que l’on peut représenter par les deux diagrammes suivants, où seule la
quantification universelle sur l’étiquette a est laissée implicite :
·
a

R
⊆ a

R ·
a

R
⊇
·
a
· R
(1.8)
Notons en particulier que l’on n’a pas besoin de parler des états pour définir
bisimulation et bisimilarité : nous verrons au chapitre 3 que ces notions
peuvent être définies à partir d’une axiomatisation abstraite des relations
binaires.
2-similarité
La bisimilarité est généralement considérée dans la littérature sur les pro-
cessus comme l’équivalence comportementale la plus fine, l’équivalence des
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traces remportant au contraire le titre de la plus grossière. Il existe de nom-
breuses équivalences intermédiaires : Rob J. van Glabbeek en étudie dix dans
son premier « spectre du temps linéaire et du temps arborescent » [vG90].
Nous discutons rapidement de l’une d’entre-elles, la 2-similarité, qui jouera
un rôle particulièrement important par la suite.
Les deux clauses définissant le jeu de bisimulation sont complètement
symétriques : si l’on retire la seconde, on obtient la notion de simulation, et
une bisimulation peut alors être vue comme une simulation dont la converse
est aussi une simulation.
Mais on peut aussi définir une autre équivalence : p, q sont 2-similaires
s’il existe deux simulations qui contiennent, l’une le couple 〈p, q〉, et l’autre
le couple 〈q, p〉. On vérifie alors que deux processus bisimilaires sont toujours
2-similaires, mais la réciproque n’est pas vraie, comme le montre le contre-
exemple standard suivant :
◦
a
{{www
ww
w a
##G
GG
GG
G ◦
a
·
b 
· 6∼ ·
b
· ·
(1.9)
Intuitivement, en termes de jeux, la bisimilarité est très discriminante car
elle permet de choisir à chaque étape du jeu le côté qui fait les offres. Au
contraire, la 2-similarité est constituée de deux jeux indépendants où l’on
joue toujours dans la même direction. Dans le contre-exemple, c’est ce qui
permet d’offrir la branche a qui ne mène à rien, pendant la partie de gauche
à droite : comme le côté droit ne posera pas de questions, le côté gauche ne
se retrouvera pas coincé (dans l’autre partie, il suffit de ne pas répondre par
cette branche).
Ce phénomène fait généralement de la 2-similarité une équivalence trop
faible : comme illustré sur le contre-exemple, cette équivalence permet de
« cacher une copie non achevée » du système : on pourrait ainsi rajouter
au distributeur de boissons une transition qui accepte une pièce puis laisse
choisir thé ou café, mais ne fait plus rien ensuite, sans que la 2-similarité ne
s’en aperçoive.
Si la 2-similarité était satisfaisante, on pourrait immédiatement abandon-
ner la bisimilarité, et se concentrer sur la notion plus primitive de similarité.
Dans cette thèse, où l’on s’attachera justement autant que possible à rame-
ner l’étude de la bisimulation à celle de la simulation, le couplage entre les
deux jeux de simulation dont est composée la bisimulation – et qui en fait
la force – nous obligera souvent à effectuer des calculs assez laborieux, qui
ne seraient pas nécessaires si l’on considérait la 2-similarité.
10 Chapitre 1. Introduction
1.2 Algèbres de processus, bisimulation
La bisimilarité ne s’intéresse pas à la façon dont est décrit le système :
c’est une notion inhérente au graphe de transitions, indépendante de la na-
ture des états et des interactions (symbolisées par les étiquettes). Définir
la nature des états et des interactions, puis des règles permettant d’obtenir
les transitions correspond ainsi à définir un système de transitions étique-
tées (LTS, pour l’anglais « Labelled Transitions System »). Selon l’approche
suivie pour définir ce LTS, on obtient alors un moyen de modéliser un sys-
tème existant, ou un langage de programmation, permettant de définir des
systèmes. Dans le premier cas, la définition des états sera plutôt descrip-
tive : « un état est un triplet (pression,température,couleur) », et les règles
de transitions seront déduites de l’observation du système modélisé ; dans le
second cas, les états correspondront à l’ensemble des phrases du langage (les
programmes), et ce sont les règles de transition qui définiront la sémantique
du langage, en donnant la signification de chaque construction syntaxique,
puis, par extension, de chaque programme.
Dans ce dernier cas, le concepteur du langage de programmation jouit
d’une très grande liberté : selon le type de systèmes qu’il veut pouvoir définir,
libre à lui de considérer les constructions qui lui plaisent lorsqu’il définit les
ensembles d’états et d’interactions, et d’utiliser des règles aussi complexes
que nécessaire lors de la définition des transitions. Nous nous prendrons à ce
jeu au chapitre 6 ; pour l’instant, contentons-nous d’un LTS très simple (et
peu utile en pratique), qui nous permet toutefois de montrer les problèmes
qui peuvent se poser en pratique.
Une algèbre de processus minimaliste
Fixons un ensemble arbitraire d’interactions, notées a, b . . . comme pré-
cédemment. On définit ensuite l’ensemble des états (que l’on appellera pro-
cessus) par la grammaire suivante :
p, q, r ::= 0
∣∣ a.p ∣∣ p+ q ∣∣ p ‖ q ∣∣ !p
Nous expliquons chacune de ces constructions syntaxiques ci-dessous, après
avoir donné les règles d’inférence qui définissent le comportement de chacune
d’entre elles (ces règles se lisent comme des implications de haut en bas : si
la condition du haut est satisfaite, alors on en déduit celle du bas) :
[Prf]
a.p
a−→ p
[Chxg]
p
a−→ p′
p+ q a−→ p′
[Chxd]
q
a−→ q′
p+ q a−→ q′
[Parg]
p
a−→ p′
p ‖ q a−→ p′ ‖ q
[Pard]
q
a−→ q′
p ‖ q a−→ p ‖ q′
[Rpl]
p
a−→ p′
!p a−→ !p ‖ p′
Un processus est soit :
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– le processus vide (0), qui ne fait rien (il n’y a pas de règle d’inférence
le concernant) ;
– un processus préfixé (a.p), qui propose l’interaction a, et qui devient
le processus p lorsque cette interaction est jouée (règle [Prf]) ;
– un choix entre deux processus (p + q), qui se comporte comme l’un
ou l’autre des deux processus p et q, selon la première interaction à
fournir (règles [Chxg] et [Chxd]) ;
– lamise en parallèle de deux processus (p ‖ q), qui laisse p et q s’exécuter
indépendamment l’un de l’autre (règles [Parg] et [Pard]) ;
– un processus répliqué (!p), qui correspond à la mise en parallèle d’une
infinité de copies du processus p (la règle [Rpl] n’exprime pas claire-
ment cette intuition, qui sera rapidement justifiée par la suite).
Dans la suite, on omettra le processus 0 lorsqu’il est préfixé (a.b représentera
ainsi le processus a.b.0), et des priorités seront affectées aux constructions
syntaxiques de telle sorte que a.b ‖ c.d + e sera parenthésé comme suit :
(a.b) ‖ ((c.d) + e).
Les trois premières constructions permettent de représenter l’ensemble
des arbres étiquetés finis : par exemple, l’état initial du premier automate
que l’on a dessiné (1.1), peut être représenté par le processus suivant :
j.o.(l.i.e+ v.i.a.l.e)
Si l’on se limite à ces trois constructions, on peut montrer que la bisimilarité
se résume à la théorie équationnelle engendrée par les quatre lois suivantes,
qui expriment l’associativité, la commutativité et l’idempotence de l’opéra-
teur de choix, dont le processus vide est un élément neutre :
p+ (q + r) ∼ (p+ q) + r p+ q ∼ q + p p+ p ∼ p p+ 0 ∼ p
L’axiomatisation de ce fragment du calcul justifie le terme d’algèbre de pro-
cessus : on a des générateurs (0, a., +) et des axiomes. Cependant, dès que
l’on passe à des systèmes plus expressifs, on perd généralement tout espoir de
conserver une axiomatisation de la bisimilarité, et la notion de bisimilarité
prend alors tout son intérêt.
L’opérateur de mise en parallèle est plus simple que celui que l’on trouve
dans CCS [Mil80, Mil89] (ce calcul est aussi défini sur la figure 5.1 de cette
thèse) : il permet simplement de considérer « l’entrelacement » de deux pro-
cessus indépendants 1. En termes de graphes de transitions, il s’agit d’un
1. La règle [Com] de la figure 5.1, qui permet à deux processus mis en parallèle de se
synchroniser, est absente. Cet opérateur correspond en fait à l’opérateur « interleaving »
(|||) de Hoare [Hoa85].
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simple produit cartésien :
a.b
a

a.c
a

b
b

c
c

0 0
a.b ‖ a.c
a
xxppp
pp a
&&NN
NNN
b ‖ a.c
b
xxrrr
rr a
&&NN
NNN
a.b ‖ c
a
xxppp
pp c
&&LL
LLL
0 ‖ a.c
a
&&LL
LLL
b ‖ c
b
xxppp
ppp c
&&NN
NNN
N a.b ‖ 0a
xxrrr
rr
0 ‖ c
c
&&NN
NNN
b ‖ 0
b
xxppp
pp
0 ‖ 0
Comme annoncé, l’opérateur de réplication correspond à la mise en pa-
rallèle d’une infinité de copies d’un processus donné ; cela peut se formaliser
en démontrant que pour tout processus p, on a !p ∼ !p ‖ p. La signification
précise de cet opérateur ne nous intéressera cependant pas par la suite : il
nous sert simplement à obtenir des comportements non-triviaux, qui nous
permettrons d’illustrer l’utilité des techniques modulo.
Contextes, congruence
Le fait de définir l’ensemble des processus par une grammaire nous per-
met de les considérer de façon très compositionnelle : à partir de processus
élémentaires peuvent être construits des processus plus évolués ; et inverse-
ment, des systèmes complexes peuvent être analysés en se ramenant à l’étude
des « briques élémentaires » dont ils sont composés.
Cela donne naturellement lieu à une notion de contexte : un contexte
est un système dans lequel on peut placer un processus. Ainsi, tout proces-
sus peut être utilisé dans différents contextes : un distributeur de boissons
peut être utilisé dans différents laboratoires ; et un contexte peut être amené
à contenir différents processus : un laboratoire change parfois de distribu-
teur de boissons. Dans ce dernier cas, on s’attend bien entendu à ce que le
remplacement du distributeur par un distributeur équivalent n’affecte pas le
comportement du laboratoire. Du point de vue des équivalences comporte-
mentales, cela se formalise par la propriété de congruence : une équivalence
∼ est une congruence lorsque pour tous processus p, q et tout contexte c,
p ∼ q implique c[p] ∼ c[q] (où l’on note c[p] le processus obtenu en plaçant
le processus p dans le contexte c).
Cette propriété est fondamentale ; si nous avons ici présenté la bisimi-
larité comme le moyen de définir une équivalence comportementale raison-
nable, c’est souvent l’approche suivante qui est suivie : on ne définit a priori
ni interactions ni transitions étiquetées, mais seulement une relation de ré-
duction (qui correspond à l’évolution autonome du système, sans interaction
avec l’extérieur), et on choisit comme notion d’équivalence la plus grande
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congruence satisfaisant certaines propriétés, dont la stabilité par réduction.
L’avantage est que l’on obtient une définition plus canonique : au lieu de fixer
arbitrairement les interactions d’un système avec l’extérieur, on s’appuie sur
la notion de contexte, qui est interne au calcul, et la condition de congruence
nous force de manière implicite à considérer l’ensemble des interactions pos-
sibles avec l’ensemble des contextes possibles. En revanche, ce type de défini-
tions n’est pas facile à manipuler : lorsque l’on souhaite prouver l’équivalence
de deux processus p, q, il nous faut démontrer que pour tout contexte c, c[p]
et c[q] satisfont certaines propriétés ; la quantification universelle sur l’en-
semble des contextes n’est pas raisonnable. Dans ce genre de situations, on
cherche généralement ensuite à définir un ensemble d’interactions et de tran-
sitions étiquetées tel que la bisimilarité coïncide avec l’équivalence initiale,
afin d’obtenir, comme nous allons le voir, des techniques de preuve efficaces.
Preuves par bisimulation
La définition même de la bisimilarité fournit directement une technique
de preuve pour montrer l’équivalence de deux processus p, q : on a p ∼ q si
et seulement si il existe une bisimulation qui met p en relation avec q. Afin
d’illustrer cette méthode, nous allons prouver deux propriétés de la bisimi-
larité dans notre calcul, qui nous mèneront naturellement aux techniques
modulo.
Commençons par montrer que la mise en parallèle préserve la bisimilarité
(i.e., que pour tous processus p, q, r, si p ∼ q, alors r ‖ p ∼ r ‖ q). Il suffit
pour cela de vérifier que la relation suivante est une bisimulation :
R , {〈r ‖ p, r ‖ q〉 | pour tous r, p, q, tels que p ∼ q} .
Supposons que r ‖ p a−→ p0, nous devons trouver un processus q0 tel que
r ‖ q a−→ q0 et p0 R q0. Il n’y a que deux règles qui permettent d’inférer une
transition de la forme r ‖ p a−→ p0 :
[Parg] on a alors p0 = r′ ‖ p, avec r
a−→ r′ ; dans ce cas, on déduit r ‖ q a−→ r′ ‖ q
par la même règle, et on choisit q0 = r′ ‖ q, qui satisfait bien p0 R q0.
[Pard] on a ici p0 = r ‖ p′, avec p
a−→ p′ ; dans ce cas, comme on a supposé
p ∼ q, on déduit q′ tel que q a−→ q′ et p ∼ q′. On prend alors q0 = r ‖ q′ :
la règle [Pard] nous permet d’obtenir r ‖ q
a−→ r ‖ q′, et on a bien
p0 R q0.
Introduisons une terminologie, qui sera souvent utilisée par la suite : on
vient de vérifier la partie de gauche à droite du jeu de bisimulation, où les
processus de gauche font des offres auxquelles les processus de droite doivent
répondre. Le candidat de bisimulation (la relation R) étant symétrique, on a
aussi implicitement vérifié la partie de droite à gauche, où les processus de
gauche répondent aux offres des processus de droite.
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Par des preuves similaires, on peut ainsi montrer les lois suivantes, qui
expriment l’associativité et la commutativité de la mise en parallèle, et la
neutralité du processus vide vis-à-vis de cette dernière. Les candidats de
bisimulation permettant d’établir ces lois sont donnés sur la droite ; dans
chaque cas, il s’agit simplement de l’ensemble des couples mis en relation par
la loi. Cela est dû à la nature des règles de transitions pour l’opérateur de
mise en parallèle, qui en font un opérateur « statique » [Mil89], préservé au fil
des transitions ; ainsi, deux processus mis en relation par la loi d’associativité
le resteront au fil des jeux de bisimulation.
p ‖ (q ‖ r) ∼ (p ‖ q) ‖ r {〈p ‖ (q ‖ r), (p ‖ q) ‖ r〉 | ∀p, q, r}
p ‖ q ∼ q ‖ p {〈p ‖ q, q ‖ p〉 | ∀p, q}
p ‖ 0 ∼ p {〈p ‖ 0, p〉 | ∀p}
Nous donnons ci-dessous les candidats de bisimulation utilisés pour montrer
les lois concernant l’opérateur de choix. Ces candidats restent simples, mais
prennent une forme très différente : il s’agit dans chaque cas de la relation
identité, à laquelle on ajoute le singleton correspondant à une instance de
la loi à prouver. Cela correspond naturellement au comportement « dyna-
mique » [Mil89] de l’opérateur de choix, qui disparaît après une transition :
deux processus mis en jeu par l’une des lois suivantes sont égalisés après une
seule étape du jeu de bisimulation.
p+ (q + r) ∼ (p+ q) + r {〈p+ (q + r), (p+ q) + r〉} ∪ {〈p, p〉 | ∀p}
p+ q ∼ q + p {〈p+ q, q + p〉} ∪ {〈p, p〉 | ∀p}
p+ 0 ∼ p {〈p+ 0, p〉} ∪ {〈p, p〉 | ∀p}
p+ p ∼ p {〈p+ p, p〉} ∪ {〈p, p〉 | ∀p}
1.3 Techniques modulo
Lorsque l’on cherche à montrer qu’une relation est une bisimulation,
moins ce candidat contient de couples, moins il y a d’offres à considérer, mais
plus il devient difficile de répondre à ces offres ; il y a donc un compromis à
trouver. Notons qu’il y a aussi une notion de « régularité » qui intervient :
bien que chacun des candidats précédemment utilisés contiennent une infi-
nité de couples, la façon dont ils sont définis fait qu’il n’y a virtuellement
qu’un couple à étudier.
L’idée des techniques modulo est d’autoriser plus de couples pour les
réponses, de façon à ce qu’il soit plus facile de répondre (cela ayant pour effet
secondaire la diminution du nombre d’offres à considérer : comme il sera plus
facile de répondre, on pourra se permettre de mettre moins de couples dans
le candidat. . .). On va ainsi chercher des fonctions f entre relations telles
que si R est une bisimulation modulo f , c’est-à-dire si R satisfait les deux
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diagrammes suivants, alors R est contenue dans la bisimilarité :
·
a

R
⊆ a

f(R) ·
a

R
⊇
·
a
· f(R)
(1.10)
Lorsque f est une fonction extensive, c’est-à-dire, qu’elle « agrandit » son
argument, les deux diagrammes précédents sont plus faciles à vérifier que
ceux définissant le jeu de bisimulation. Une telle fonction f sera dite correcte
lorsque toute bisimulation modulo f est contenue dans la bisimilarité.
La fonction de fermeture réflexive (id=X : R 7→ R=) dont la correction peut
être prouvée très simplement, fournit par exemple une technique modulo,
qui permet de ne pas avoir à rajouter soi-même la relation identité dans
les candidats utilisés pour les lois sur l’opérateur de choix : chaque fois, le
singleton formé de la loi elle-même est une bisimulation modulo réflexivité.
Ainsi, les seules offres à considérer proviennent de la loi, et la fonction id=X
nous permet de répondre dans R= plutôt que dans R, nous évitant ainsi
d’avoir à rajouter tous les couples identité. Bien entendu, dans ce cas, l’usage
de cette technique est plus un effet de style qu’autre chose : répondre aux
offres provenant de l’identité ne rajoute pas vraiment beaucoup de travail.
Passons maintenant à une preuve où l’usage de techniques modulo est
réellement utile : montrons que la réplication préserve la bisimilarité : fixons
deux processus bisimilaires p ∼ q, et montrons !p ∼ !q. Commençons sans
technique modulo, et partons du candidat singleton suivant :
R1 , {〈!p, !q〉} .
Les seules offres possibles à gauche sont de la forme !p a−→ !p | p′, avec p a−→ p′.
Pour répondre, on commence par utiliser notre hypothèse, p ∼ q, qui nous
donne q′ tel que q a−→ q′ et p′ ∼ q′, et d’où on déduit !q a−→ !q ‖ q′ par la règle
[Rpl]. Mais on se retrouve coincés : on n’a pas !p ‖ p′ R1 !q ‖ q′. . .
!p
a

R1 !q
a

!p ‖ p′ ? !q ‖ q′
Pour pouvoir répondre, on doit donc rajouter ce couple au candidat. En
anticipant légèrement, on en rajoute au passage un peu plus, afin de pouvoir
répondre à toutes les offres de !p et !q :
R2 , R1 ∪ {〈!p ‖ p1, !q ‖ q1〉 | ∀p1, q1, p1 ∼ q1} .
Mais il nous faut maintenant considérer les offres qui apparaissent avec ces
nouveaux couples. . . Elles prennent deux formes possibles :
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– par la règle [Pard], on a !p ‖ p1
a−→ !p ‖ p′1 dès que p1
a−→ p′1 ; ce cas est
facile puisque l’on retombe sur un processus de la forme de ceux que
l’on vient de rajouter : on peut répondre sans rajouter de couples.
– Par les règles [Parg] et [Rpl], on a !p ‖ p1
a−→ (!p ‖ p2) ‖ p1 dès que
p
a−→ p2 ; ce cas nécessite de rajouter des couples : le candidat R2 ne
« parle » pas de processus de la forme (!p ‖ p2) ‖ p1.
On passe donc au candidat suivant :
R3 , R2 ∪ {〈(!p ‖ p2) ‖ p1, (!q ‖ q2) ‖ q1〉 | ∀p1, q1, p2, q2, p1 ∼ q1, p2 ∼ q2} ,
puis, en continuant d’ajouter ainsi les couples nécessaires, on obtient au bout
d’un temps incertain la relation ci-dessous, pour laquelle il est possible, mais
pénible, de montrer que c’est une bisimulation :
R∞ , {〈(. . . ((!p ‖ pn) ‖ pn−1) . . . ) ‖ p1, (. . . ((!q ‖ qn) ‖ qn−1) . . . ) ‖ q1〉
| ∀n ∈ N, ∀i ≤ n, pi ∼ qi} .
Nous montrons maintenant comment deux techniques modulo vont nous
permettre de simplifier cette preuve en la ramenant à l’étude du candidat
initial (R1).
Modulo bisimilarité
Remarquons tout d’abord que lorsque l’on passe du candidat R2 au can-
didat R3, on ne rajoute « moralement » rien : la mise en parallèle étant as-
sociative, on a (!p ‖ p2) ‖ p1 ∼ !p ‖ (p2 ‖ p1) et (!q ‖ q2) ‖ q1 ∼ !q ‖ (q2 ‖ q1) ;
comme elle préserve de plus la bisimilarité, on a p2 ‖ p1 ∼ q2 ‖ q1 dès que
p1 ∼ q1 et p2 ∼ q2. Les couples que l’on rajoute sont donc déjà présents
« modulo bisimilarité » : on a R3 ⊆ ∼ ·R2 · ∼ .
Définissons donc la fonction ∼̇ : R 7→ ∼ · R · ∼ . Sa correction s’obtient
en « assemblant » les trois diagrammes ci-dessous : si R est une bisimulation
modulo ∼̇, alors ∼ ·R · ∼ est une bisimulation (en utilisant la transitivité de
∼) ; cette dernière relation contenant en particulier R (réflexivité de ∼), on
en déduit bien que R est contenue dans la bisimilarité.
·
a

∼
⊆ a
∼ ·
·
a

R
⊆ a

∼ ·R · ∼ ·
·
a

∼
⊆ a
∼ ·
Cette technique modulo, que l’on appellera « modulo bisimilarité » permet
déjà de simplifier considérablement la preuve précédente : R2 est une bisi-
mulation modulo ∼̇ . En utilisant cette technique, on peut en fait simplifier
encore un peu plus ce candidat : comme nous le montrons ci-dessous, la
relation suivante est aussi une bisimulation modulo bisimilarité.
R′2 , {〈!p ‖ r, !q ‖ r〉 | ∀r} .
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Le cas intéressant, où l’on utilise la technique modulo, est illustré ci-dessous ;
l’offre provient d’une transition p a−→ p′, qui nous permet d’obtenir q′ tel que
q
a−→ q′ et p′ ∼ q′ (pour montrer le résultat de bisimilarité utilisé à droite, on
passe par le processus !p ‖ (q′ ‖ r), par transitivité).
!p ‖ r
a
vvmmm
mmm
mmm
mmm
mm
R′2 !q ‖ r
a
((QQ
QQQ
QQQ
QQQ
QQQ
(!p ‖ p′) ‖ r ∼ !p ‖ (p′ ‖ r) R′2 !q ‖ (p′ ‖ r) ∼ (!q ‖ q′) ‖ r
La fonction ∼̇ nous permet donc de raisonner modulo la bisimilarité elle-
même, et d’utiliser lors des réponses des résultats préliminaires, indépendants
du résultat que l’on est entrain de prouver ; ici l’associativité de la mise en
parallèle, la transitivité de la bisimilarité, et le fait que cet opérateur préserve
la bisimilarité.
Modulo contexte
Le candidat auquel on s’est ramené, R′2, a une forme très particulière : les
processus qu’il met en relation sont formés d’une partie « intéressante », qui
n’est pas la même de part et d’autre de la relation (!p et !q), et d’un contexte
(‖ r), identique de chaque côté. En conséquence, une partie de la preuve que
R′2 est une bisimulation modulo ∼̇ est intéressante : elle consiste à vérifier
que !p et !q ont le même comportement ; tandis qu’une autre partie de cette
preuve consiste à prouver à nouveau la préservation de la bisimilarité par la
mise en parallèle. Dans notre calcul, où la mise en parallèle ne permet pas
aux processus de communiquer, cette preuve est suffisamment simple pour
que l’on ne s’aperçoive presque pas qu’on la fait à nouveau. . . Ce n’est cepen-
dant pas le cas de calculs plus évolués, où la preuve de ce genre de résultats
de congruence est bien souvent ardue (π-calcul d’ordre supérieur [SW01],
« applicative bisimilarity »[Abr90, How96]). Il est donc utile dans ces situa-
tions d’avoir des techniques modulo contexte, qui permettent d’éviter qu’une
preuve de bisimulation ne dégénère en une preuve de congruence.
Dans notre calcul, on pourrait par exemple prouver une fois pour toutes
la correction de la fonction de fermeture par contexte parallèle suivante :
C‖ : R 7→ {〈p ‖ r, q ‖ r〉 | ∀p, q, r, p R q} ,
qui permet d’obtenir R′2 à partir de notre singleton initial : R′2 = C‖(R1).
On peut finalement combiner la technique modulo bisimilarité à cette
dernière technique, c’est-à-dire, considérer la fonction composée f = ∼̇ ◦ C‖ :
R 7→ ∼ · C‖(R) · ∼ . On obtient ainsi une preuve élémentaire : il suffit de
montrer que R1 est une bisimulation modulo f . Reprenons donc la preuve
concernant R1 là où nous l’avions laissée : la seule offre possible (à gauche)
est !p a−→ !p ‖ p′, et provient d’une transition p a−→ p′, qui nous permet de
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trouver q′ tel que q a−→ q′ et p′ ∼ q′. Puisque la bisimilarité est préservée par
la mise en parallèle, on a !p ‖ p′ ∼ !p ‖ q′, et il suffit ensuite de « simplifier
par q′ » pour retomber sur l’unique couple de R1, ce que l’on fait grâce à la
fonction C‖ :
!p
a
}}zz
zz
zz
zz
z
R1 !q
a
$$I
II
II
II
II
I
!p ‖ p′ ∼ !p ‖ q′ C‖(R1) !q ‖ q′
Le cas d’une offre à droite pouvant se résoudre de façon symétrique, R1 est
bien une bisimulation modulo f .
De façon un peu plus générale, ces techniques modulo contexte per-
mettent de se focaliser sur les processus que l’on souhaite considérer, sans
avoir à les placer dans leur contexte d’utilisation (les techniques modulo
contexte ne sont correctes que dans le cas où la bisimilarité est une congruence,
c’est-à-dire justement lorsque deux processus bisimilaires restent bisimilaires
lorsqu’ils sont placés dans un contexte arbitraire). On réduit ainsi la com-
plexité des processus à manipuler dans les candidats de bisimulation. Notons
que la méthode des paires critiques en réécriture [TeR03] correspond intuiti-
vement à ce genre de techniques : elle permet de se concentrer sur la partie
« intéressante » de la relation.
Modulo transitivité
Dans la même veine que la technique modulo bisimilarité, on trouve la
technique modulo transitivité et réflexivité, qui s’exprime à l’aide de la fonc-
tion de fermeture réflexive transitive (id? : R 7→ R?). Comme pour modulo
bisimilarité, la preuve de correction est diagrammatique : on assemble les
diagrammes suivants à l’aide d’une récurrence, pour montrer que R? est une
bisimulation dès que R est une bisimulation modulo transitivité :
·
a

R
⊆ a

R? ·
·
a

R
⊆ a ...

R? ·
Bien qu’il soit difficile de le démontrer sur de petits exemples, cette tech-
nique est vraiment intéressante car elle permet de « localiser » le candidat de
bisimulation. Nous essayons d’expliquer cette intuition à l’aide d’un exemple
très informel, provenant de l’exemple concret (et formel) que nous étudierons
au chapitre 6. Imaginons pour cela un système où les états sont représentés
par des arbres portant des entiers sur leurs nœuds, et dans lequel on souhaite
montrer que deux arbres portant les mêmes ensembles d’entiers sont bisimi-
laires (nous ne spécifions ni les interactions ni les transitions ; supposons
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qu’elles sont suffisamment complexes pour que le problème soit difficile. . .).
 
  
   >>
>>
1

 ??
?? ∼ ? 1 4 3
2 3 4 2
Une première solution consiste à considérer la relation E ci-dessous :
E , {〈A1, A2〉 | A1, A2 sont deux arbres portant les mêmes entiers} .
Mais comme la structure arborescente de A1 peut être très différente de celle
de A2, il peut être très difficile de mettre en correspondance leurs différentes
transitions, afin de vérifier que E est une bien bisimulation (en particulier
si les transitions dépendent fortement de la forme de l’arbre). Une autre
solution consiste à essayer de raisonner par transitivité, en considérant la
relation suivante :
E1 , {〈A1, A2〉 | A2 s’obtient à partir de A1 en descendant ou en
remontant d’un cran un nœud quelconque} .
Dans l’exemple ci-dessus, l’arbre de droite peut s’obtenir à partir de celui de
gauche en remontant d’un cran les trois nœuds 2, 3, 4, puis en descendant le
nœud 2 sous le nœud 4. Plus généralement, en partant de la relation E1, on
atteint par transitivité la relation E toute entière : on a E = E?1 .
L’avantage majeur de la relation E1 est sa « localité » : elle met en relation
des arbres qui ne diffèrent que très peu, de telle sorte qu’il est a priori bien
plus facile de faire correspondre les transitions partant de chacun des arbres
mis en jeu. Ensuite, si les règles de transitions sont telles que le léger décalage
introduit entre les deux arbres initiaux se préserve au fil des transitions, on
peut espérer montrer sans technique modulo que E1 est une bisimulation
(puis que E ⊆ ∼, la bisimilarité étant transitive). Si au contraire ce léger
décalage « dégénère » – c’est-à-dire qu’après une ou plusieurs transitions, il
faut descendre ou remonter plusieurs nœuds pour pouvoir égaliser les arbres
obtenus – alors on aura besoin de la technique modulo transitivité pour
pouvoir répondre dans le jeu de bisimulation : cette technique permet de
ne considérer que les offres de la relation E1, tout en ayant la possibilité de
répondre en utilisant la relation E.
Alors que les techniques modulo contexte nous permettaient de localiser
le candidat en simplifiant les processus (ou états) mis en jeu, la technique
modulo transitivité nous permet de passer d’un candidat défini de façon
globale, à un candidat défini par une transformation locale des états : il
s’agit d’une seconde forme de localisation.
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1.4 Le cas « faible »
Le fait de représenter un système par le graphe de ses transitions suppose
implicitement que ces transitions correspondent à des actions « atomiques » :
lorsque qu’un processus effectue une transition, on ne peut pas observer les
états intermédiaires par lesquels passe ce processus avant de l’avoir terminée.
Si ce niveau d’abstraction est satisfaisant lorsque l’on considère une spéci-
fication (celle du distributeur de boissons par exemple, où l’on ne veut pas
observer les étapes intermédiaires correspondant à l’infusion progressive du
thé), il ne l’est plus lorsque l’on considère une implantation (un distributeur
de boissons « réel » passe par l’étape où le thé n’est pas encore infusé).
Pour rendre compte de ces états intermédiaires, une idée naturelle consiste
à distinguer l’une des étiquettes, dite silencieuse (ou interne) et notée τ , et
à l’utiliser pour étiqueter certaines transitions « non-observables », ne corres-
pondant pas à des interactions avec l’extérieur. Un distributeur de boissons
pourra alors être décrit par le graphe étiqueté suivant, où deux transitions
internes sont nécessaires pour compter la monnaie, trois pour préparer le
thé, quatre ou cinq pour du café, et une pour nettoyer avant d’accepter à
nouveau de la monnaie :
·
τ
||yyy
yy ·
τ
// ·
τ
// ·
τ
// ·
T
zz
◦ s // · τ // · τ // ·
t 66mmmm
c ((Q
QQQ · τ ((QQQQ· τ // · τ // · τ // ·
τ ((Q
QQQ
τ 66mmmm ·
C
ff
·
Cll·
τ
eeKKKKKKKKKK
(1.11)
La notion de bisimilarité précédemment définie (qui correspond dans la litté-
rature à la notion de bisimilarité forte) est dans ce cas relativement contrai-
gnante : comme elle considère l’étiquette τ comme les autres étiquettes, elle
permet de compter les transitions silencieuses, et distingue ainsi la machine
précédente de la spécification initiale (1.4). La bisimilarité forte correspond
ainsi à une observation chronométrée des processus. Si l’on souhaite ignorer
les questions d’efficacité, il nous faut passer à une notion d’équivalence plus
faible, capable d’ignorer les transitions silencieuses. En termes de traces, on
peut par exemple égaliser deux processus dès qu’ils ont les mêmes ensembles
de traces « nettoyées », où le nettoyage d’une trace consiste à en retirer toutes
les occurrences de l’étiquettes silencieuse, τ . Mais cette équivalence souffre
des même faiblesses que dans le cas fort : en présence de non-déterminisme,
le comportement interactif du système n’est pas bien pris en compte.
Il est difficile de définir une opération similaire de nettoyage directement
sur les graphes, pour se ramener au cas de la bisimilarité forte : si cela
semble naturel sur l’exemple précédent, où le déterminisme des transitions
silencieuses les rend relativement inintéressantes, comment nettoyer le graphe
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suivant, tout en conservant sa signification ?
· a // ·
◦
τ
<<yyyyy
τ
// · τ //
b !!D
DD
DD ·
c // ·
·
Cet exemple montre notamment que les transitions silencieuses ne sont pas
toujours anodines, et peuvent faire changer de classe d’équivalence : cha-
cune des transitions silencieuses de l’exemple précédent change l’ensemble
des interactions éventuellement accessibles, et correspond ainsi à un choix
irrémédiable vis-à-vis du comportement extérieur du système.
Bisimilarité faible
L’équivalence la plus répandue dans la littérature est la bisimilarité faible,
dont l’idée consiste à considérer des relations de transition dérivées, qui per-
mettent d’ignorer plus ou moins les transitions silencieuses. Notons bτ=⇒ la
fermeture réflexive transitive de la relation τ−→, et pour chacune des interac-
tions a restantes, définissons la relation ba=⇒ comme l’ensemble des séquences
de transitions comportant un nombre arbitraire de transitions silencieuses,
et une unique transition étiquetée a :
bτ=⇒ , τ−→? ba=⇒ , τ−→? · a−→ · τ−→? . (1.12)
L’ensemble de ces transitions étiquetés forme un nouveau LTS, dit faible, qui
nous permet de définir la bisimilarité faible, notée ≈, comme étant la bisimi-
larité forte dans le LTS faible. Les jeux de bisimulation faible correspondent
ainsi aux diagrammes suivants, que satisfait la bisimilarité faible ; la lettre
grecque (α) y dénote une étiquette quelconque, quantifiée universellement :
nous réserverons dans la suite les lettres romaines (a, b, . . . ) pour dénoter les
étiquettes visibles, celles qui sont distinctes de τ .
·
bα

R
⊆ bα

R ·
bα

R
⊇
·
bα
· R
(1.13)
Le distributeur de boissons précédent (1.11) est par ainsi faiblement bisimi-
laire à sa spécification (1.4) : le jeu de bisimulation faible permet d’ignorer
les transitions silencieuses. Dans le calcul présenté précédemment, les seules
transitions silencieuse proviennent des processus de la forme τ.p, et l’on peut
facilement montrer que l’on a τ.p ≈ p, pour tout processus p.
Le choix de cette équivalence faible est discutable : van Glabbeek en
étudie cent cinquante cinq dans son second « spectre » [vG93]. . . L’objectif
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de cette thèse n’étant pas de justifier cette équivalence, contentons-nous du
fait qu’elle se situe parmi les équivalences les plus fines (entre celles qui ne
comptent pas les transitions silencieuses – la plus fine étant la bisimulation
arborescente [vG93]), et que ce soit la plus utilisée en pratique.
Techniques de preuve
Si nous avons présenté et justifié les techniques modulo dans le cas de la
bisimilarité forte par soucis de clarté, c’est pour la bisimilarité faible qu’il
est le plus important d’avoir des techniques de preuve performantes. C’est
effectivement lors de l’étude de systèmes suffisamment élaborés que ces tech-
niques sont requises (implantations distribuées, validation d’optimisations,
de protocoles cryptographiques, etc. . .), où la bisimilarité forte est bien trop
discriminante pour pouvoir être utile. Dans le cas d’une optimisation, on
s’attend typiquement à ce que le système optimisé effectue moins de transi-
tions internes que le système initial et ne soit ainsi pas fortement bisimilaire
à ce dernier.
La technique de preuve associée à la définition précédente de bisimilarité
faible n’est pas satisfaisante : les jeux de bisimulation définis par les deux
diagrammes précédents sont redondants, et nous forcent à considérer plus
d’offres qu’il n’est réellement nécessaire. En effet, les deux diagrammes sui-
vants mènent à la même notion de bisimulation, mais sont bien plus faciles à
vérifier : les offres y sont constituées de transitions élémentaires, et non pas
de séquences arbitraires.
·
α

R
⊆ bα

R ·
bα

R
⊇
·
α
· R
(1.14)
Remarquons qu’il s’agit en quelque sorte d’une technique modulo transiti-
vité « verticale » : tout comme un assemblage horizontal validait la technique
modulo transitivité dans le cas de la bisimulation forte, c’est ici un assem-
blage vertical des diagrammes précédents (1.14) qui aboutit aux diagrammes
initiaux (1.13).
Si l’on garde la première définition, les techniques modulo que l’on a vues
pour la bisimilarité forte restent trivialement valides dans le cas faible : on
a juste changé de LTS. Malheureusement, le fait de simplifier les jeux de
bisimulation faible (i.e., d’utiliser les diagrammes (1.14)) nous fait perdre
la correction de certaines de ces techniques modulo : la technique modulo
contexte reste correcte, mais pas les techniques fondées sur des arguments
diagrammatiques, telle que modulo bisimilarité ou modulo transitivité. Le
contre-exemple standard est le suivant, où R = {〈τ.a,0〉} est une bisimu-
lation faible modulo bisimilarité faible (≈), sans être contenue dans la bi-
similarité faible (τ.a peut effectuer une transition visible selon a, mais pas
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0) :
τ.a
τ
~~}}
}}
}}
}}
R 0
??
??
??
??
a ≈ τ.a R 0
(1.15)
Intuitivement, le fait que la bisimilarité faible ne compte pas les transitions
silencieuses lui permet de « remonter le temps », et d’annuler ainsi certaines
offres silencieuses dans les jeux de bisimulation faible modulo ≈ . Sur le
contre-exemple, c’est ce qui permet de ne jamais avoir à considérer l’offre
visible selon a. Naturellement, si l’on considère les premiers jeux de bisimu-
lation faible (1.13), ce problème n’apparaît pas : comme les offres sont des
transitions faibles, il nous faut considérer l’offre τ.a ba=⇒ 0, que la bisimilarité
faible ne permet pas d’annuler, et à laquelle le processus 0 ne pourra pas
répondre.
Pour contourner ce problème, il faut donc renforcer la relation autorisée
pour réécrire les processus résultant des offres silencieuses (sur le contre-
exemple, le processus a – on appellera dans la suite position de transitivité
la place occupée par ces processus), de façon à empêcher cette relation d’an-
nuler les transitions silencieuses. La solution standard [SM92] consiste à uti-
liser au lieu de la bisimilarité faible un préordre plus fort, l’expansion (%) 2.
Ce préordre comportemental est défini en renforçant la partie de gauche à
droite des jeux de bisimulation, de telle sorte que le processus de droite doive
toujours être au moins aussi rapide que celui de gauche :
·
α

%
⊆ bα

% ·
bα

%
⊇
·
α
· %
(1.16)
(la seule différence entre une transition de la forme bα−→ et une transition de
la forme α−→ est que la première autorise le processus à ne pas bouger lorsque
α est l’action silencieuse : bτ−→ , τ−→= ; ba−→ , a−→). Ce préordre donne lieu à la
technique (correcte) nommée « bisimulation faible modulo expansion », qui a
largement été utilisée en pratique, et que l’on peut représenter intuitivement
par les deux diagrammes suivants :
·
α

R
⊆ bα

% ·R · ≈ ·
bα

R
⊇
·
α
· ≈ ·R ·-
(1.17)
2. Ce préordre a été découvert indépendemment par S. Arun-Kumar et Hen-
nessy [AKH92], qui cherchaient à caractériser une notion d’efficacité sur les processus ;
et par Milner et Sangiorgi, qui essayaient de rattraper le problème de la bisimulation
faible « modulo faible » [SM92].
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Les techniques modulo apparaissent dès le second livre de Milner [Mil89],
dont la première édition contient notamment la technique incorrecte dans le
cas faible. Cette erreur est corrigée dans la seconde édition (1991), après que
Gunnar Sjödin et Bengt Jonsson l’ont découverte. Sangiorgi tombe indépen-
damment sur cette erreur et publie avec Milner l’article où ils proposent
d’utiliser l’expansion [SM92] (pour la seconde édition du livre de Milner, la
solution consistant à utiliser faible modulo faible, mais en considérant toutes
les offres faibles, s’avère suffisante). Sangiorgi définit ensuite une théorie des
technique modulo pour la bisimulation forte [San98], dans laquelle il défi-
nit, entre autres, les techniques modulo contexte ; cette théorie est reprise
dans son livre sur le π-calcul [SW01]. Ces diverses techniques ont été large-
ment utilisées, et se sont souvent avérées essentielles (notamment pour les
encodages de stratégies du λ-calcul dans le π-calcul [SW01]).
1.5 Contributions
L’expansion n’est pas toujours suffisante
La nécessité de trouver des techniques modulo plus puissantes que mo-
dulo expansion est apparue lors de mon travail de DEA, où nous cherchions
avec Daniel Hirschkoff et Davide Sangiorgi, à optimiser une machine abstraite
(la Pan [SV01]), permettant d’exécuter de manière distribuée le calcul des
« Safe Ambients » [LS00]. Cette machine utilise des messagers : des agents
chargés de rediriger indéfiniment des messages entre deux localités ; l’opti-
misation a consisté à définir un algorithme distribué permettant de retirer
ces messagers après qu’ils sont devenus inaccessibles ; on a ainsi obtenu la
GcPan [HPS05].
Vis-à-vis du comportement extérieur de la machine, ces messagers ont un
rôle très transparent : il peuvent intuitivement être remplacés par l’applica-
tion d’une substitution globale, qui remplace toute occurrence de l’adresse
retransmise par l’adresse de destination. Si cette substitution est irréaliste du
point de vue d’une implantation distribuée (il faudrait parcourir tout inter-
net), elle permet de raisonner bien plus facilement. Ainsi, dans la preuve de
correction initiale [SV01], la technique modulo expansion est utilisée afin de
retirer tous les messagers qui apparaissent lors des jeux de bisimulation, en
appliquant la substitution qu’ils représentent. Cela permet de considérer un
candidat de bisimulation sans messagers, bien plus simple à étudier puisque
tout message est nécessairement arrivé à destination.
Mais certains mécanismes de blocage introduits pour notre optimisation
font tomber le résultat d’expansion : dans la machine optimisée, un mes-
sager est seulement faiblement bisimilaire à la substitution qu’il représente.
Ce résultat négatif provient de la nature trop « contraignante » du jeu d’ex-
pansion : le processus de droite doit être aussi rapide que celui de gauche
à chaque étape. L’expansion ne permet donc pas de caractériser des optimi-
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sations dont le gain d’efficacité ne se mesure que de façon amortie. Ainsi,
l’approche suivie dans la preuve initiale n’étant plus possible, nous avons
dû donner une preuve de correction directe et laborieuse, s’appuyant sur un
candidat défini de façon très globale. C’est cet « échec » qui nous a conduit
à chercher de nouvelles techniques modulo pour la bisimulation faible.
Au dernier chapitre de cette thèse, nous étudions en détail une version
simplifiée de cette optimisation, qui nous permet de montrer pourquoi l’ex-
pansion ne suffit pas, et comment les nouvelles techniques permettent de
simplifier la preuve de correction.
Techniques modulo et hypothèses de terminaison
La correction de la technique modulo transitivité entraîne celle de mo-
dulo bisimilarité ; par contraposée, on peut donc déduire du contre-exemple
de faible modulo faible (1.15) la non-correction de la technique faible modulo
transitivité. En effet, la relation {〈τ.a, 0〉, 〈a, τ.a〉, 〈a, a〉, 〈0, 0〉} est une bi-
simulation modulo transitivité, bien qu’elle contienne le couple 〈τ.a, 0〉. On
retrouve exactement le phénomène qui intervenait avec la technique mo-
dulo ≈ : la transitivité permet aussi d’annuler certaines offres silencieuses,
et nous empêche ainsi de fermer certains diagrammes. Par exemple, lorsque
l’on essaie de fermer le diagramme suivant, l’hypothèse sur R nous permet
de fermer deux sous-diagrammes, mais nous ramène inéluctablement au dia-
gramme initial :
a
a

R τ.a
τ

R 0
a
a

R τ.a R 0
0 R 0 ?
(1.18)
On montrera au chapitre 4 que la non-correction de cette technique cor-
respond très précisément à un problème bien connu dans le domaine de la
réécriture [TeR03] 3 : « la confluence locale n’entraîne pas la confluence ».
Une réponse classique à ce problème est le lemme de Newman [New42], qui
exploite une hypothèse supplémentaire de terminaison.
Nous avons donc cherché à utiliser ce genre d’outils, du domaine de la
réécriture, pour définir des techniques permettant de contourner le problème
de modulo transitivité dans le cas faible. Une adaptation naïve du lemme de
Newman ne donne cependant pas lieu à des techniques modulo réellement
exploitables : l’hypothèse de terminaison est trop forte pour être satisfaite
dans les situations courantes. En cherchant à affaiblir cette hypothèse, nous
avons finalement obtenu une hypothèse bien plus précise, qui exprime par une
notion de terminaison l’interdiction de remonter ou d’annuler les offres silen-
cieuses (théorèmes 4.14 puis 4.30). A notre grande surprise, cette technique,
3. Le contre-exemple (1.18) correspond exactement à [BKvO98, figure 10].
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une fois ramenée dans le domaine de la réécriture, fournit une généralisation
du lemme de Newman (corollaire 4.15).
Cependant, la preuve de cette nouvelle technique est assez complexe :
plusieurs inductions imbriquées sont nécessaires, et le résultat en lui-même
souffre de problèmes de modularité ; il est incompatible avec certaines tech-
niques standard (notamment modulo expansion), qui ont facilement ten-
dance à « détruire » l’argument de terminaison. De plus, pour les techniques
auxquelles il peut être combiné, la preuve initiale doit systématiquement
être refaite pour valider la correction de la combinaison. Si cela ne pose pas
vraiment de problème pour des techniques simples, telle que modulo réflexi-
vité, lorsque la preuve de correction de la technique à rajouter est elle aussi
difficile (modulo contexte), la preuve de correction globale devient ingérable.
Théorie générale des techniques modulo pour la co-induction
Sangiorgi définit dans [San98] une théorie des techniques modulo pour la
bisimulation forte, où une sous-famille de l’ensemble des techniques modulo
correctes est isolée (les fonctions « sûres »), qui bénéficie de bonnes propriétés
en termes de modularité : les techniques modulo de cette famille peuvent être
combinées librement, ce qui permet d’obtenir la correction de techniques
sophistiquées à partir de la correction de techniques plus simples. Ainsi,
modulo contexte peut être combinée à modulo transitivité (dans le cas fort),
sans avoir à faire une preuve de correction mêlant contextes et transitivité.
Cette théorie s’étend naturellement à la bisimilarité faible [SW01], où la
technique modulo expansion prend la place de modulo bisimilarité, cette der-
nière n’étant plus correcte. L’ensemble des techniques modulo « standard »
rentre dans le cadre des fonctions sûres, dans le cas fort comme dans le cas
faible, mais ce n’est pas le cas de notre nouvelle technique, qui ne s’exprime
pas par le biais d’une fonction sûre, et ne peut donc pas être combinée au-
tomatiquement aux techniques standard.
Dans [Pou05b], où nous décrivons une première ébauche de cette tech-
nique, nous donnons des conditions qui permettent de réaliser ce genre de
combinaison. L’ensemble obtenu étant très ad hoc, nous avons ensuite cher-
ché de manière plus générale comment combiner une fonction correcte et
une fonction sûre quelconques. Ce faisant, il est apparu que la théorie des
techniques modulo pour la bisimilarité gagnait à être définie à un niveau
d’abstraction bien plus élevé, où l’on ne parle même plus de processus, ni
même de transitions : on peut se concentrer dans un premier temps sur l’as-
pect co-inductif de la bisimilarité, vue comme le plus grand point fixe d’une
fonction croissante (la génératrice) sur un treillis complet.
On obtient ainsi une théorie des techniques modulo pour la co-induction
en général, et non plus seulement pour la bisimilarité, et cela nous permet de
mieux distinguer ce qui fait partie de la théorie de la co-induction elle même,
de ce qui est plus spécifique aux relations binaires, ou à la bisimilarité.
1.5. Contributions 27
Le résultat principal de cette théorie est le théorème 2.52, qui donne
une condition suffisante pour que la combinaison d’une technique compatible
(notre équivalent des fonctions sûres) et d’une technique correcte arbitraire
reste correcte. Un autre point relativement important, mais plus technique,
est la capacité de ramener l’étude des techniques pour les jeux à deux cotés
(bisimulation, expansion) à celle des techniques pour des différents jeux de
simulation. C’est important, puisque cela permet de ne pas avoir à dupli-
quer chacune des preuves dans la suite. Bien qu’il soit immédiat de déduire
les techniques correspondant à un jeu de droite à gauche à partir des tech-
niques du même jeu, de gauche à droite, il est moins facile d’en déduire les
techniques correspondant au jeu à deux côtés (bisimulation). Nous nous at-
tachons donc à définir au niveau abstrait des outils qui permettront ensuite
de se concentrer sur la simulation.
Abstraction : vers des preuves calculatoires
A ce stade, on peut naturellement instancier le treillis complet par celui
des relations binaires sur un ensemble de processus quelconque, définir les
génératrices concrètes des différents jeux de simulation, en chercher les tech-
niques compatibles, puis les techniques seulement correctes (celles fondées
sur des hypothèses de terminaison), et enfin, composer et « symétriser » le
tout, pour passer de la simulation à la bisimulation.
C’est effectivement la stratégie que l’on adoptera, mais on prendra soin
de ne pas instancier le treillis complet : en effet, lorsque l’on considère les
diagrammes (1.8), qui définissent le jeu de bisimulation, on s’aperçoit que
l’on peut considérer le candidat de bisimulation (R) et les relations de transi-
tion ( a−→) comme des objets abstraits, que l’on peut comparer (⊆), composer
(·), et dont on peut prendre les converses. Les processus mis en relation
ne sont notamment pas mentionnés, de telle sorte que l’on peut se placer
dans une algèbre relationnelle (un treillis complet muni des deux opérations
précédentes, et satisfaisant certains axiomes). L’idée d’une telle structure al-
gébrique, permettant de représenter les relations binaires sans mentionner
les « variables d’individu », est due à Alfred Tarski [Tar41, TG87].
On gagne ainsi en généralité : la théorie obtenue s’applique dans des si-
tuations où les bisimulations ne sont pas de simples relations binaires (c’est le
cas par exemple des « bisimulations typées » [SW01, HR04], où les processus
sont mis en relation à un certain type ou dans un certain environnement de
typage ; ou encore, des récentes « bisimulations à environnement » [SKS07a],
où un environnement est utilisé pour garder une trace de la connaissance de
l’observateur lorsque les processus sont comparés).
Ce niveau d’abstraction est de plus très bien adapté aux preuves diagram-
matiques. Par exemple, une preuve qui consiste à appliquer trois hypothèses
pour fermer un diagramme selon les trois étapes ci-dessous se traduit for-
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mellement par le « calcul » suivant :
·
a

R
(H1)
·
a

S
·
τ

R? ·
·
a

R ·
a

S
·
τ

R?
(H2)
· bτ

R? ·
·
a

R ·
a

S
(H3) a

·
τ

R? · bτ

R? · S? ·
τ←− · a←− ·R · S
⊆ τ←− ·R? · a⇐= · S (H1)
⊆ R? · bτ⇐= · a⇐= · S (H2)
⊆ R? · S? · a⇐= (H3)
Le raisonnement tenu est ainsi décrit de manière bien plus synthétique que
dans une preuve usuelle, où l’on passe son temps à manipuler la quantification
existentielle qui se cache dans la définition de la composition relationnelle.
Nous utiliserons de plus les résultats de Henk Doornbos, Roland Back-
house et Jaap van der Woude [DBvdW97] pour caractériser la notion de
terminaison dans ce cadre abstrait. Cela nous permettra de conserver l’ap-
proche calculatoire précédente pour fermer des diagrammes, même lorsque
la preuve initiale repose sur des inductions bien fondées sur l’ensemble des
processus : ces inductions bien fondées pourront être menées de façon calcu-
latoire, en restant à ce niveau d’abstraction.
Retour sur les techniques modulo contexte
Le fait de définir une théorie générale des techniques modulo pour la
co-induction nous a permis de réaliser que les fonctions compatibles elles-
mêmes peuvent être vues comme des objets co-inductifs, pour lesquels des
techniques modulo existent. En utilisant ces techniques « de second ordre »,
nous proposons une méthode pour prouver la validité des techniques modulo
contexte, bien plus simple et modulaire que les méthodes existantes. Nous
illustrons cette méthode en l’appliquant afin de retrouver l’ensemble des
techniques modulo contexte disponibles dans le cas de CCS.
La validité de ce genre de techniques est généralement difficile à éta-
blir, notamment lorsque l’on considère des calculs d’ordre supérieur (λ-
calcul [Las98], HOπ [SW01]) ; c’est en fait un problème plus difficile encore
que celui de la congruence d’une bisimilarité donnée. Avoir une méthode
efficace pour prouver de tels résultats est donc crucial.
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1.6 Plan
Nous définissons la théorie générale des techniques modulo pour la co-
induction au chapitre 2, qui débute par une étude rapide des structures ou
notions généralement standard que nous utiliserons dans la suite (préordre,
treillis complet, fonctions, etc. . . – section 2.1). La théorie est tout d’abord
présentée en utilisant les génératrices (section 2.2), qui ont l’avantage de
permettre une présentation très uniforme des résultats. Nous donnons ensuite
une présentation alternative, fondée sur la notion de progression, qui nous
permet de mieux se situer par rapport à la théorie de Sangiorgi [San98], et
dont la formulation nous paraît plus adaptée à la pratique (section 2.3).
Nous appliquons cette théorie au cas particulier de la bisimilarité au
chapitre 3 : après avoir défini la notion d’algèbre relationnelle (section 3.1),
nous définissons les génératrices des différents jeux de simulation et nous
étudions les techniques modulo standard pour ces jeux (section 3.2). Nous
étendons alors le tout aux différentes notions de bisimilarité en utilisant les
résultats du chapitre 2 (section 3.3). Ce faisant, nous préparons le terrain
pour le chapitre suivant, en étudiant la notion de préordre contrôlé, dont le
but est d’être utilisé à la place de l’expansion.
Le chapitre 4 est dédié aux nouvelles techniques, qui s’appuient sur des
hypothèses de terminaison : nous mettons dans un premier temps en évidence
les liens entre les problèmes auxquels nous nous trouvons confrontés et ceux
de la théorie de la réécriture, et nous donnons notre généralisation du lemme
de Newman (section 4.1). Nous montrons ensuite comment caractériser la
notion de terminaison dans les algèbres relationnelles [DBvdW97], puis nous
généralisons à ce cadre abstrait le résultat de commutation précédent (sec-
tion 4.2). Nous en déduisons finalement la technique modulo pour la bisimu-
lation faible, et nous montrons comment utiliser la théorie des deux chapitres
précédents pour combiner ce résultat aux techniques standard (section 4.3).
Une autre technique, moins utile en pratique, est étudiée à la section 4.4, et
nous donnons finalement à la section 4.5 quelques conséquences importantes
des résultats précédents dans le cas particulier des systèmes dits réactifs.
Nous étudions les techniques modulo contexte au chapitre 5 : nous mon-
trons comment obtenir des techniques modulo « de second ordre » pour
montrer la compatibilité de techniques modulo « de premier ordre » (sec-
tion 5.1). Nous appliquons ensuite ces techniques afin de définir la méthode
« des contextes initiaux » (section 5.2), que nous illustrons en retrouvant
les techniques modulo contexte disponibles pour les différentes équivalences
dans le cas particulier de CCS (section 5.3).
Le chapitre 6 contient un exemple d’application de nos techniques mo-
dulo, issu de notre travail de DEA sur la Pan : nous définissons un mo-
dèle d’exécution pour des programmes distribués, capables de migrer entre
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différentes localités (section 6.1), puis nous montrons comment utiliser les
techniques présentées dans cette thèse pour valider deux implantations de
ce modèle d’exécution : l’une très simple, et l’autre, optimisée (sections 6.2
et 6.3).
Nous concluons par quelques pistes de recherche au chapitre 7, où nous
indiquons par ailleurs les travaux que nous avons réalisés pendant cette thèse
qui n’apparaissent pas dans ce document.
Publication des résultats
Une première version des techniques modulo reposant sur des hypothèses
de terminaison a été présentée à ICALP’05 [Pou05b]. Les résultats concer-
nant l’élaboration (section 4.5.1) ont été présentés à CONCUR’06 [Pou06b].
La théorie générale des techniques modulo pour la co-induction, et son appli-
cation aux techniques modulo contexte a été présentée à APLAS’07 [Pou07a].
Le travail sur la GcPan a été présenté à COORD’05 [HPS05] ; le chapitre 6
de cette thèse, qui reprend ces travaux de façon plus générale, et en utilisant
les nouvelles techniques modulo, provient de la version longue d’un article
présenté à TGC’06 [Pou06a].
La présentation abstraite dans les algèbres relationnelles (notamment les
preuves abstraites par induction bien fondée [DBvdW97]), l’extension du
lemme de Newman, ainsi que les résultats sur le déterminisme, la τ -inertie
et leurs liens avec la 2-simulation et la bisimulation, n’ont pas encore été
publiés.
Chapitre 2
Co-Induction dans les treillis
complets
2.1 Structures algébriques et propriétés de base
Nous introduisons dans cette section les diverses structures et notions
qui seront utilisées dans ce chapitre, puis légèrement spécialisées dans les
chapitres suivants. Ces notions étant communément répandues, nous nous
restreignons aux résultats qui nous serviront par la suite, et nous ne cherchons
pas à en donner les formes les plus générales. Bien que la plupart de ces
résultats apparaissent sous des formulations plus ou moins différentes dans
la littérature que l’on cite, ou font partie du folklore, nous donnons quelques
unes des démonstrations, qui sont généralement élémentaires.
Nous commençons par définir les treillis complets, que nous enrichissons
dans un second temps par une structure de monoïde. Nous étudions ensuite
les propriétés des fonctions sur ce genre d’espaces.
2.1.1 Treillis complets
La théorie des ensembles ordonnés et des treillis est relativement an-
cienne, et a été longuement étudiée par les mathématiciens, notamment
Garrett Birkhoff [Bir40]. Ces structures se sont révélées d’autant plus im-
portantes ces dernières décennies, avec l’essor qu’a connu l’informatique. Le
livre de Brian Davey et Hilary Priestley [DP90], qui est plus accessible que
celui de Birkhoff, est considéré comme une très bonne référence dans ce do-
maine.
Définition 2.1 (Préordre, Ordre partiel). Un préordre 〈X,v〉 est un en-
semble X muni d’une relation binaire (v) réflexive et transitive :
∀x ∈ X, x v x , (2.1)
∀x, y, z ∈ X, x v y, y v z ⇒ x v z . (2.2)
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Un ordre partiel est un préordre antisymétrique :
∀x, y ∈ X, x v y, y v x⇒ x = y . (2.3)
Étant donnés deux éléments x, y ∈ X, on dira dans la suite que x minore
y (ou encore, que y majore x) lorsque x v y.
Définition 2.2 (Treillis complet). Un treillis complet 〈X,v,
∨
〉 est un ordre
partiel 〈X,v〉, tel que toute partie Y deX admet une borne supérieure, notée∨
Y :
∀y ∈ Y, y v
∨
Y , (2.4)
∀x ∈ X, (∀y ∈ Y, y v x)⇒
∨
Y v x . (2.5)
Les bornes supérieures d’un ordre partiel sont déterminées de manière
unique, de telle sorte que dans un treillis complet,
∨
peut être vue comme
une application de P (X) dans X. Notons aussi que tout treillis complet
admet un plus petit et un plus grand élément : ⊥ ,
∨
∅ et > ,
∨
X. Les
bornes supérieures d’ensembles à deux éléments, {x, y}, seront notées x∨ y.
Exemple 2.3 (Treillis complet des parties). L’ensemble P (Q) des parties
d’un ensemble quelconque Q, muni de la relation d’inclusion ensembliste
(⊆), forme un treillis complet, dont les bornes supérieures sont données par
la réunion ensembliste (
⋃
).
On fixe dans la suite un treillis complet 〈X,v,
∨
〉. Les propriétés (2.6) et
(2.7) établies par le lemme suivant nous permettent de comparer des bornes
supérieures, la troisième (2.8) exprime l’associativité des bornes supérieures.
Lemme 2.4. Soient Y, Z deux parties de X. On a :
(∀y ∈ Y,∃z ∈ Z, y v z)⇒
∨
Y v
∨
Z , (2.6)
Y ⊆ Z ⇒
∨
Y v
∨
Z , (2.7)∨
(Y ∪ Z) =
∨
Y ∨
∨
Z . (2.8)
Dans un treillis complet, les bornes inférieures existent et s’expriment à
partir des bornes supérieures :
Définition 2.5 (Bornes inférieures). Soit Y une partie de X. On note Y l
l’ensemble des éléments deX majorés par tous ceux de Y . La borne inférieure
de Y , notée
∧
Y , se définit comme la borne supérieure de Y l :
Y l , {x ∈ X | ∀y ∈ Y, x v y} ,
∧
Y ,
∨
Y l .
Le lemme suivant montre que l’on a bien défini des bornes inférieures ; les
bornes inférieures d’ensembles à deux éléments, {x, y}, seront notées x ∧ y.
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Lemme 2.6. Pour toute partie Y de X, on a :
∀y ∈ Y,
∧
Y v y , (2.9)
∀x ∈ X, (∀y ∈ Y, x v y)⇒ x v
∧
Y . (2.10)
L’ensemble Y l étant potentiellement infini, même lorsque Y est fini, cette
définition n’est possible que dans les treillis complets : dans un simple treillis,
où seules les bornes supérieures d’ensembles finis sont exigées, il faut deman-
der indépendamment l’existence des bornes inférieures (finies). Dans le treillis
des parties, les bornes inférieures sont données par l’intersection ensembliste
(
⋂
).
Principe de dualité [DP90]. Tout treillis complet 〈X,v,
∨
〉 peut être
« dualisé » en renversant l’ordre partiel (x w y si et seulement si y v x) et
en remplaçant les bornes supérieures par les bornes inférieures : 〈X,w,
∧
〉
est aussi un treillis complet, dont les bornes inférieures sont les bornes su-
périeures de X. De manière similaire, tout énoncé Φ peut être dualisé en un
énoncé Φ∂ , vrai sur 〈X,w,
∧
〉 dès que Φ est vrai sur 〈X,v,
∨
〉. On obtient
ainsi le « principe de dualité » [DP90, pages 15 et 39] :
« Pour tout énoncé Φ, vrai dans tout treillis complet, l’énoncé
dual, Φ∂, est vrai dans tout treillis complet ».
On peut par exemple appliquer ce principe pour obtenir immédiatement le
lemme suivant, qui est exactement le dual du lemme 2.4. Bien que l’on utilise
peu ce principe dans la suite, il s’avère parfois utile afin de guider l’intuition.
Lemme 2.7. Pour toutes parties Y, Z de X, on a :
(∀y ∈ Y,∃z ∈ Z, z v y)⇒
∧
Z v
∧
Y , (2.11)
Y ⊆ Z ⇒
∧
Z v
∧
Y , (2.12)∧
(Y ∪ Z) =
∧
Y ∧
∧
Z . (2.13)
On n’aura pas besoin de la notion de treillis distributif, c’est-à-dire tel que
les bornes supérieures distribuent sur les bornes inférieures. On a cependant
l’inégalité suivante, qui s’apparente à une forme de « semi-distributivité »,
et qui sera utile dans la section 2.2.3.
Lemme 2.8. Soit Y un ensemble de parties de X.∨ ⋂
Y ∈Y
Y v
∧
Y ∈Y
∨
Y . (2.14)
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Démonstration. Posons Z =
⋂
Y ∈Y Y , on a :
∀Y ∈ Y, Z ⊆ Y
∀Y ∈ Y,
∨
Z v
∨
Y (par (2.7))∨
Z v
∧
Y ∈Y
∨
Y . (par (2.10))

2.1.2 Monoïde, treillis complet monoïdal
Une autre structure très naturelle est celle de monoïde :
Définition 2.9 (Monoïde). Un monoïde 〈X, ·, 1〉 est un ensemble (X) muni
d’une (·) associative et possédant un élément neutre (1) :
∀x, y, z ∈ X, x · (y · z) = (x · y) · z , (2.15)
∀x ∈ X, 1 · x = x · 1 = x . (2.16)
La loi de composition interne sera aussi appelée produit. L’associati-
vité (2.15) nous permettra d’omettre les parenthèses.
Définition 2.10 (Produit de parties). Soit 〈X, ·, 1〉 un monoïde. On définit
le produit de deux parties Y et Z de X comme suit :
Y · Z , {y · z | y ∈ Y, z ∈ Z} .
Définition 2.11 (Itération). Pour tous x ∈ X et n ∈ N, on définit l’itéré n
fois de x par récurrence sur n :
x0 , 1 , xn+1 , x · xn .
L’associativité nous permet d’obtenir le lemme suivant :
Lemme 2.12. Pour tous entier n ∈ N et élément x ∈ X, x · xn = xn · x .
Dans la suite, ce sont les interactions entre un monoïde et un treillis
complet qui vont nous intéresser ; on introduit donc la notion de treillis
complet monoïdal, qui combine les deux structures.
Définition 2.13 (Treillis complet monoïdal). Un treillis complet monoïdal
est un quintuplet 〈X,v,
∨
, ·, 1〉 tel que :
– 〈X, ·, 1〉 est un monoïde ;
– 〈X,v,
∨
〉 est un treillis complet ;
– Le produit respecte l’ordre partiel :
∀x, x′, y, y′ ∈ X, x v x′, y v y′ ⇒ x · y v x′ · y′ . (2.17)
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Afin d’alléger les notations et lorsque le contexte le permettra, on déno-
tera un treillis complet monoïdal 〈X,v,
∨
, ·, 1〉 par son domaine, X. On fixe
dans la suite une telle structure. Le produit ne distribue généralement pas
sur les bornes supérieures, mais le respect de l’ordre partiel (2.17) entraîne
néanmoins l’inégalité suivante :
Lemme 2.14. Pour toutes parties Y,Z ⊆ X, on a :∨
(Y · Z) v
∨
Y ·
∨
Z .
Nous aurons cependant besoin de l’égalité au chapitre 3 ; on introduit
donc la notion suivante :
Définition 2.15 (Treillis complet monoïdal continu). Le treillis complet mo-
noïdal est continu lorsque son produit distribue sur les bornes supérieures :
∀Y,Z ⊆ X,
∨
Y ·
∨
Z =
∨
(Y · Z) . (2.18)
Dans la suite, nous parlerons simplement de continuité du produit, lorsque
le treillis complet monoïdal correspondant à ce produit peut être déduit du
contexte.
Cette propriété de distributivité peut effectivement être vue comme une
forme de continuité : le produit doit respecter les « limites » que forment
intuitivement les bornes supérieures. Le terme continuité est relativement
standard, mais correspond parfois seulement à la propriété (2.18) restreinte
au cas où Y et Z sont des parties dirigées (définition 2.31 plus bas). Nous pré-
férons garder ce vocabulaire légèrement ambigu afin d’éviter toute confusion
avec la notion de distributivité, qui fait généralement référence à une relation
entre les bornes supérieures et inférieures lorsque l’on parle de treillis, et que
nous n’imposons pas. Notons aussi que le fait d’être continu est indépen-
dant du fait d’être co-continu, notion duale que l’on obtient en demandant
la distribution du produit sur les bornes inférieures.
En prenant un singleton {x} et l’ensemble vide dans (2.18), le plus petit
élément (⊥) d’un treillis complet monoïdal continu est absorbant pour le
produit : ∀x ∈ X, x · ⊥ = ⊥ · x = ⊥ .
La combinaison d’un treillis et d’un monoïde permet de définir à un
niveau abstrait les notions standard de réflexivité, transitivité, ainsi que les
opérations de fermeture qui leurs sont associées :
Définition 2.16 (Réflexivité, transitivité, fermetures). Soit x un élément
de X.
– x est réflexif si 1 v x ;
– x est transitif si x · x v x ;
– pour tout prédicat P sur X, on appelle P -fermeture de x le plus petit
élément y tel que x v y et P (y), s’il existe.
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Comme l’indique le lemme suivant, il faut cependant que le produit soit
continu pour obtenir les fermetures transitives :
Lemme 2.17. Si le produit (·) est continu, alors tout élément x ∈ X admet
une fermeture réflexive, une fermeture transitive et une fermeture réflexive
transitive, respectivement dénotées par x=, x+ et x? ; on a de plus les carac-
térisations et propriétés suivantes :
x= = x ∨ 1 x+ =
∨
n>0
xn x? =
∨
n∈N
xn
x+ = x · x? = x? · x x? = (x=)+ .
Exemple 2.18 (Treillis complet monoïdal des relations binaires). L’en-
semble des relations binaires sur un ensemble donné forme un treillis com-
plet monoïdal continu (mais non co-continu), tel que les notions précédentes
coïncident avec les notions usuelles. Ce cas particulier fondamental de treillis
complet monoïdal sera décrit formellement à la section 3.1.1.
Exemple 2.19 (Treillis complets monoïdaux sur les entiers). L’ensemble des
entiers naturels, muni de la relation d’ordre usuelle et complété d’un élément
(>) déclaré supérieur à tous les entiers, forme un treillis complet. Couplé au
monoïde formé par l’extension naturelle à N de l’addition sur N, on obtient
un treillis complet monoïdal continu : 〈N,≤, sup,+, 0〉. On obtient également
un treillis complet monoïdal en utilisant la multiplication : 〈N,≤, sup,×, 1〉 ;
notons cependant qu’il y a plusieurs façons d’étendre la multiplication à N de
façon à obtenir un treillis complet monoïdal (on peut choisir arbitrairement
les valeurs de 0 × > et > × 0) ; ce n’est que dans le cas commutatif où l’on
déclare 0×> = >× 0 = 0 que l’on obtient la continuité.
Etant commutatifs, ces modèles particuliers nous intéresserons peu par
la suite (cf. remarque 3.6) ; cependant, par leur simplicité, ils fournissent une
certaine intuition, et nous permettront de donner des contre-exemples.
A notre connaissance, la notion de treillis complet monoïdal n’a pas été
spécialement étudiée dans la littérature ; par contre, lorsque l’on rajoute l’hy-
pothèse de continuité, on retrouve presque les « monoïdes ordonnés par un
treillis » (en anglais, l-monoids pour lattice-ordered monoids) [Bir40, cha-
pitre XIV] : la seule différence provient du fait que l’on considère un treillis
complet, où les bornes arbitraires existent, au lieu d’un simple treillis.
Une propriété courante dans les monoïdes est celle de « commutation » :
deux éléments x, y commutent lorsque x ·y = y ·x. L’ajout d’un ordre partiel
(le treillis complet), nous permet de considérer une propriété intermédiaire
de « semi-commutation » : x semi-commute sur y lorsque x · y v y · x.
C’est cette dernière propriété qui correspond aux jeux de simulation ; nous
parlerons donc dans la suite simplement de commutation, bien qu’il s’agisse à
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proprement parler de « semi-commutation » (notons que si tous les éléments
semi-commutent, alors ils commutent tous, par antisymétrie).
Le lemme suivant, qui sera utilisé à maintes reprises dans les chapitres 3
et 4, nous permet d’itérer une propriété de commutation, afin d’obtenir la
commutation d’une fermeture réflexive transitive sur un autre élément :
Lemme 2.20. Supposons le produit (·) continu ; pour tous x, y ∈ X, on a :
x · y v y · x? ⇒ x? · y v y · x? (2.19)
x · y v y? · x ⇒ x · y? v y? · x (2.20)
Démonstration. On démontre seulement (2.19), (2.20) étant similaire. Pour
la seconde, on démontre par récurrence ∀n ∈ N, xn · y v y · x? :
– le cas n = 0 provient de la réflexivité de x? : x0 ·y , 1 ·y = y ·1 v y ·x?.
– pour le cas inductif, on a : xn+1·y , x·xn·y v x·y·x? v y·x?·x? v y·x?,
par récurrence, hypothèse, puis transitivité de x?.
(notons dans les deux cas l’usage implicite du respect de l’ordre partiel par
le produit (2.17)). On conclut grâce à la continuité du produit : on a x? ·y ,(∨
n∈N x
n
)
· y =
∨
n∈N(x
n · y) v y · x? . 
Avant de considérer les fonctions, nous donnons un dernier lemme, qui
permet de simplifier certaines fermetures réflexives et transitives (dans la
suite, nous donnerons la priorité au produit sur les bornes supérieures et
inférieures) :
Lemme 2.21. Si le produit (·) est continu, alors on a :
∀x, y, z ∈ X, 1 v y v z ⇒ (x · y ∨ z)? = (y · x ∨ z)? = (x ∨ z)? , (2.21)
∀x, z ∈ X, 1 v z, z · z v z ⇒ z · (x · z)? = (x ∨ z)? . (2.22)
Démonstration.(2.21) On ne démontre que (y · x ∨ z)? = (x ∨ z)? : l’autre
égalité s’obtient de manière similaire. On raisonne par double inégalité :
on a tout d’abord y · x v (x ∨ y)? v (x ∨ z)?, ce qui mène à l’inégalité
directe : (y · x∨ z)? v ((x∨ z)? ∨ z)? = ((x∨ z)?)? = (x∨ z)? . L’autre
inégalité est immédiate par la réflexivité de y qui entraîne en particulier
x v y · x.
(2.22) On prouve chaque inégalité par une récurrence. 
2.1.3 Extension aux fonctions
Nous considérons maintenant l’ensemble des fonctions sur un treillis com-
plet monoïdal éventuellement continu. Cet ensemble est lui-même muni d’une
structure de treillis complet monoïdal, en étendant point à point les opéra-
tions de la structure de base. Cela nous permet dans la suite de raisonner de
façon algébrique sur les objets comme sur les fonctions.
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Nous nous concentrons sur les fonctions croissantes : cette propriété très
simple joue un rôle primordial dans la suite, notamment pour le théorème
de point fixe de Knaster-Tarski (théorème 2.38 dans la section suivante). Se
restreindre à cette classe de fonctions permet de simplifier drastiquement
la présentation des résultats et s’avère parfaitement anodin en pratique :
bien que très courantes, les fonctions non croissantes sur un treillis nous
apparaissent comme des objets relativement farfelus, que l’on n’a pas besoin
de considérer (les fonctions non-monotones – ou non-compatibles – auxquelles
nous faisons allusion dans l’introduction, et que nous aurons à manipuler par
la suite, seront quand-même croissantes).
Définition 2.22 (Monoïde des fonctions). L’ensemble XX des fonctions de
X dans lui même, muni de la composition fonctionnelle (◦) et de l’identité
(idX), forme un monoïde ; pour tout élément y de X, on note ŷ la fonction
constante égale à y :
idX : X → X f ◦ g : X → X ŷ : X → X
x 7→ x x 7→ f(g(x)) x 7→ y
L’image d’une partie Y ⊆ X par une fonction f ∈ XX est la partie suivante
de X :
f(Y ) , {f(y) | y ∈ Y } .
Définition 2.23 (Extension des opérations aux fonctions). On étend point
à point la relation v, les bornes supérieures et inférieures, et le produit (·)
aux fonctions : pour toutes fonctions f, g, et toute famille de fonctions F ,
f v g si ∀x ∈ X, f(x) v g(x)
∨
F : X → X
∧
F : X → X f ·̂ g : X → X
x 7→
∨
f∈F
f(x) x 7→
∧
f∈F
f(x) x 7→ f(x) · g(x)
Comme pour les éléments de X, on dit que f minore (resp. majore) g si
f v g (resp. g v f).
Bien que nous ne changions pas les notations de l’ordre partiel et des
bornes inférieures et supérieures dans l’espace des fonctions, nous notons (̂·)
l’extension point à point du produit de la structure initiale (·) ; cela nous
permet d’éviter certaines ambiguïtés.
Définition 2.24 (Fonction croissante). Une fonction f est croissante si :
∀x, y ∈ X, x v y ⇒ f(x) v f(y) . (2.23)
Suivant [DP90], on note X〈X〉 l’ensemble des fonctions croissantes sur X.
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Dans la suite, nous dirons de manière assez générique qu’un opérateur
préserve une propriété, lorsque cet opérateur, appliqué à des objets satisfai-
sant la propriété, retourne un objet qui la satisfait aussi.
La proposition suivante est standard : les fonctions croissantes sur un
treillis complet forment un treillis complet. Les deux théorèmes qui suivent
le sont moins : ce treillis complet peut s’étendre naturellement de deux façons
en un treillis complet monoïdal.
Proposition 2.25. Soit 〈X,v,
∨
〉 un treillis complet. L’ensemble X〈X〉 des
fonctions croissantes forme un treillis complet : 〈X〈X〉,v,
∨
〉.
Démonstration. – L’extension de l’ordre partiel (v) aux fonctions est
clairement réflexive, transitive et antisymétrique.
– L’extension des bornes supérieures deX aux fonctions préserve la crois-
sance : soit F une famille de fonctions croissantes et supposons x v y.
Pour tout f ∈ F , f(x) v f(y), en utilisant (2.6) on obtient :∨
F (x) =
∨
f∈F
f(x) v
∨
f∈F
f(y) =
∨
F (y) ,
∨
F est donc croissante.
– Enfin, cette extension définit bien des bornes supérieures sur X〈X〉 :
pour toute famille F de fonctions, on a :
∀f ∈ F, ∀x ∈ X, f(x) v
∨
f∈F
f(x) =
∨
F (x) ,
∀g ∈ XX , (∀f ∈ F, f v g)⇒ ∀x ∈ X,
∨
F (x) =
∨
f∈F
f(x) v g(x) .

Par dualité, l’extension aux fonctions des bornes inférieures deX préserve
la croissance, et coïncide donc avec les bornes inférieures inhérentes à X〈X〉.
Les notations
∨
F et
∧
F sont donc bien justifiées.
Théorème 2.26. Soit 〈X,v,
∨
, ·, 1〉 un treillis complet monoïdal.
Le treillis complet X〈X〉 des fonctions croissantes, muni de l’extension du
produit (̂·) et de la fonction constante 1̂ : 〈X〈X〉,v,
∨
, ·̂, 1̂〉, forme un treillis
complet monoïdal. Si de plus (·) est continu, alors (̂·) est continu.
Démonstration. – La fonction constante 1̂ est croissante, et le respect de
l’ordre partiel par le produit sur X (2.17) nous assure de la stabilité
par produit des fonctions croissantes, X〈X〉 est donc un monoïde.
– Il reste à vérifier (2.17) au niveau de X〈X〉 : supposons f v f ′ et g v g′.
Pour tout x ∈ X, f(x) v f ′(x) et g(x) v g′(x), d’où f(x) · g(x) v
f ′(x) ·g′(x) par (2.17) sur le treillis initial. On a donc bien f ·g v f ′ ·g′.
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– 〈X〈X〉,v,
∨
, ·̂, 1̂〉 est donc un treillis complet monoïdal, montrons qu’il
est continu lorsque (·) l’est : soit F et G deux familles de fonctions
croissantes, pour tout x ∈ X, on a∨
F (x) ·
∨
G(x) =
∨
f∈F
f(x) ·
∨
g∈G
g(x)
=
∨
f∈F, g∈G
f(x) · g(x) (continuité de X)
=
∨
f∈F, g∈G
(f ·̂ g)(x) =
(∨
F ·̂ G
)
(x) ,
d’où
∨
F ·̂
∨
G =
∨
F ·̂ G . 
Le théorème précédent établit les propriété de la loi de composition dite
« horizontale » ; le théorème suivant s’intéresse au contraire aux propriétés
de la loi de composition « verticale » :
Théorème 2.27. Soit 〈X,v,
∨
〉 un treillis complet. L’ensemble X〈X〉 des
fonctions croissantes, muni de la composition fonctionnelle (◦) et de l’iden-
tité : 〈X〈X〉,v,
∨
, ◦, idX〉, forme un treillis complet monoïdal.
Démonstration. L’identité et la composée de deux fonctions croissantes sont
bien croissantes, il suffit donc de vérifier que la composition fonctionnelle
respecte l’ordre partiel (2.17). Soient f v f ′ et g v g′ quatre fonctions
croissantes, pour tout élément x ∈ X, on a g(x) v g′(x) par hypothèse, et
(f ◦ g)(x) , f(g(x)) v f(g′(x)) v f ′(g′(x)) , (f ′ ◦ g′)(x),
par croissance puis hypothèse sur f . On a donc bien f ◦ g v f ′ ◦ g′. 
La proposition 2.25 et le théorème 2.26 sont en fait valides pour des fonc-
tions quelconques : 〈XX ,v,
∨
, ·̂, 1̂〉 forme aussi un treillis complet monoïdal ;
la croissance est par contre réellement nécessaire pour le théorème 2.27 :
〈XX ,v,
∨
, ◦, idX〉 est seulement un treillis complet couplé à un monoïde.
En effet sans la croissance des fonctions, la composition fonctionnelle (◦) ne
respecte pas nécessairement l’ordre partiel (2.17).
La composition fonctionnelle (◦) n’est généralement pas continue (il fau-
drait pour cela renforcer notre notion de continuité sur les fonctions). On a
néanmoins toujours la « continuité à gauche » de la composition fonction-
nelle :
Lemme 2.28. Pour toutes fonction f et famille G de fonctions, on a :∨
g∈G
(g ◦ f) =
∨
G ◦ f . (2.24)
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Le treillis complet des fonctions croissantes sur X admet donc deux no-
tions de produit distinctes, qui l’étendent en un treillis complet monoïdal :
– l’extension point à point (̂·) du produit de la structure de base (X),
qui est continue dès que le produit initial l’est ;
– et la composition fonctionnelle (◦) qui n’est continue qu’à gauche.
Afin de différencier les notions qui en découlent, on conserve les notations
fn, f?, f= et f+ pour dénoter les itérations et fermetures d’une fonction f
au sens du treillis complet monoïdal 〈X〈X〉,v,
∨
, ·̂, 1̂〉 :
f0 = 1̂ fn+1 = f ·̂ fn f= = f ∨ 1̂ f? =
∨
n∈N
fn f+ =
∨
n>0
fn ,
et on pose f (n) , fn , fω , f? au sens de 〈X〈X〉,v,
∨
, ◦, idX〉 pour dénoter
les itérations de f et sa fermeture par itération (les deux autres fermetures
ne seront pas utilisées) :
f (0) = idX f (n+1) = f ◦ f (n) fω =
∨
n∈N
f (n) .
Le lemme suivant exprime la distributivité à droite de la composition
fonctionnelle sur le produit point à point, et relie les fermetures point à
point d’une fonction aux fermetures d’un élément :
Lemme 2.29. Soient f, g, h trois fonctions et x un élément de X, on a :
(f ·̂ g) ◦ h = (f ◦ h) ·̂ (g ◦ h) (2.25)
f=(x) = f(x)= (2.26)
f+(x) = f(x)+ (2.27)
f?(x) = f(x)? (2.28)
f? = id?X ◦ f . (2.29)
On n’a en général ni la distributivité à gauche de (◦) sur (̂·), ni celle de
(̂·) sur (◦), à gauche comme à droite. Les équations (2.26), (2.27) et (2.28)
nous permettent d’appeler respectivement fonction de fermeture réflexive,
fonction de fermeture transitive et fonction de fermeture réflexive transitive
les fonctions id=X , id
+
X et id
?
X .
Remarque 2.30 (Manipulation algébrique des fonctions). Chacun des opé-
rateurs précédemment définis sur les fonctions préserve la croissance. Ces
opérateurs nous permettrons de raisonner sur les fonctions de façon « al-
gébrique » plutôt que « relationnelle ». Prenons par exemple la fonction
x 7→ (y · x)? ∨ z, qui est décrite de façon relationnelle. Cette fonction peut
aussi s’écrire de manière algébrique : (ŷ ·̂ idX)? ∨ ẑ, et cette décomposition
en plusieurs fonctions élémentaires permet d’en établir certaines propriétés
de manière triviale. Les résultats de ce chapitre seront donnés de façon al-
gébrique, afin de pouvoir exploiter cette méthode de raisonnement dans les
chapitres suivants.
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La notation algébrique étant cependant moins lisible lorsque les fonctions
deviennent compliquées, les résultats des chapitres suivants, où l’on s’inté-
resse justement à des fonctions suffisamment riches, seront souvent énoncés
avec la notation relationnelle, bien que leur preuves soient essentiellement
algébriques.
On introduit maintenant la notion de fonction continue, qui nous permet-
tra principalement de simplifier certains calculs au chapitre 5, et qui admet
la définition standard suivante [DP90] :
Définition 2.31 (Partie dirigée, fonction continue). Une partie Y ⊆ X de
X est dite dirigée si Y est non-vide et si pour tous y1, y2 ∈ Y , il existe y ∈ Y
tel que y1 v y et y2 v y.
Une fonction f est continue lorsque pour toute partie dirigée Y ⊆ X,
f
(∨
Y
)
=
∨
f(Y ) . (2.30)
On note X [X] l’ensemble des fonctions continues.
Notons que notre notion de continuité sur les produits est bien plus forte
que celles présentée ici sur les fonctions : le produit doit distribuer sur des
bornes supérieures arbitraires, est pas seulement celles qui sont dirigées.
Cette restriction aux parties dirigées est nécessaire, afin que les fonctions
de fermeture par contextes polyadiques soient continues (cf. section 5.2).
Comme l’exprime le lemme suivant, la continuité entraîne la croissance,
qui n’implique qu’une « moitié » de la continuité :
Lemme 2.32. Toute fonction continue est croissante ; pour toute fonction
croissante f ∈ X〈X〉, on a :
∀Y ⊆ X,
∨
f(Y ) v f
(∨
Y
)
, (2.31)
∀Y ⊆ X, f
(∧
Y
)
v
∧
f(Y ) . (2.32)
Démonstration. Soit f une fonction continue, et supposons x v y. {x, y} est
une partie dirigée de X, on a donc :
f(x) v f(x) ∨ f(y) = f(x ∨ y) = f(y) .
Soit f une fonction croissante, et Y une partie de X ; on a :
∀y ∈ Y, y v
∨
Y (par (2.4))
∀y ∈ Y, f(y) v f
(∨
Y
)
(croissance de f)∨
f(Y ) =
∨
y∈Y
f(y) v f
(∨
Y
)
. (par (2.5))
(2.32) s’obtient par dualité. 
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Tout comme la croissance, la continuité est une propriété « modulaire »,
au sens où elle est préservée par la plupart des opérateurs permettant de for-
mer des fonctions à partir de fonctions de base (proposition 2.33 ci-dessous).
Suivant la remarque 2.30, cela nous permet de décomposer des preuves de
continuité en plusieurs étapes élémentaires. C’est cette idée de modularité
que l’on recherchera dans la section suivante pour les techniques modulo,
avec la famille des fonctions « compatibles » (cf. proposition 2.50).
Proposition 2.33. 1. L’identité et les fonctions constantes sont conti-
nues.
2. Les bornes supérieures et la composition fonctionnelle préservent la
continuité.
3. Si le produit (·) est continu, son extension aux fonctions (̂·) préserve la
continuité.
Démonstration. 1. Immédiat.
2. Pour la composition fonctionnelle, il suffit de vérifier que l’image d’une
partie dirigée par une fonction croissante est dirigée.
3. Soient f, g ∈ X [X] deux fonctions continues, et Y une partie dirigée de
X ; on a :
(f ·̂ g)
(∨
Y
)
= f
(∨
Y
)
· g
(∨
Y
)
=
∨
f(Y ) ·
∨
g(Y ) (continuité de f et g)
=
∨
y1,y2∈Y
f(y1) · g(y2)
v
∨
y∈Y
f(y) · g(y) (la partie Y est dirigée)
=
∨
(f ·̂ g)(Y ) .
L’autre inégalité est toujours satisfaite (2.31). 
Les deux premiers points de la proposition précédente nous indiquent en
fait que 〈X [X],v,
∨
, ◦, idX〉 est un treillis complet monoïdal (non continu)
Notons par contre que la borne inférieure de deux fonctions continues n’est
pas nécessairement continue, de sorte que les bornes inférieures du treillis
complet 〈X [X],v,
∨
〉 ne sont pas celles de 〈X〈X〉,v,
∨
〉 (un raisonnement
dual au second point de la proposition 2.33 mène à la préservation de la co-
continuité par les bornes inférieures, mais pas de la continuité). Remarquons
finalement que le troisième point entraîne que 〈X [X],v,
∨
, ·̂, 1̂〉 est aussi un
treillis complet monoïdal.
On conclut cette section par la définition de plusieurs propriétés sur les
fonctions, qui seront utiles par la suite :
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Définition 2.34 (Autres propriétés des fonctions, fermeture). Une fonction
f est dite
– extensive lorsque idX v f ;
– contractante lorsque f v idX ;
– involutive lorsque f ◦ f = idX ;
– idempotente lorsque f ◦ f = f .
Une fermeture est une fonction croissante, extensive et idempotente.
La notion de fermeture est celle que l’on trouve en topologie (ce sont les
« closure operators » [Bir40, DP90]). En se plaçant dans le treillis complet
monoïdal 〈X〈X〉,v,
∨
, ◦, idX〉, on s’aperçoit que la notion d’extensivité cor-
respond à celle de réflexivité et que toute fonction réflexive et transitive est
idempotente. Dans la suite, on réservera toutefois les notions de réflexivité
et transitivité aux éléments de la structure de base (X).
Le lemme 2.17 indique en particulier que les fonctions de fermeture ré-
flexive, transitive et réflexive transitive sont des fermetures, dès que le pro-
duit est continu. La notion de fonction continue nous sera utile pour obte-
nir d’autres fermetures (section 5.2) ; l’avantage majeur des fermetures est
qu’elles sont stables par itération.
Proposition 2.35. Soit f une fonction croissante.
1. Si f est extensive et continue, alors fω est une fermeture.
2. La fonction f est une fermeture si et seulement si fω = f .
Démonstration. 1. f étant extensive, on a ∀n ∈ N, f (n) v f (n+1), d’où
l’on déduit que pour tout x ∈ X, (f (n)(x))n∈N forme une partie dirigée.
Par continuité de f , on a alors :
f ◦ fω(x) = f
(∨
n∈N
f (n)(x)
)
=
∨
n∈N
f (n+1)(x) v fω(x),
d’où f ◦ fω v fω. On en déduit ∀n, f (n) ◦ fω v fω par récurrence
puis fω ◦ fω v fω par (2.24). L’extensivité de fω nous donne l’autre
inégalité.
2. Pour l’implication directe, on montre ∀n ∈ N, f (n) = f par récurrence ;
le cas de base provient de l’extensivité, le cas inductif de l’idempotence.
Pour la réciproque, l’extensivité est triviale, et l’on a f ◦ f v fω = f ,
ce qui mène à l’idempotence par extensivité. 
Enfin, remarquons qu’il existe des fonctions croissantes et extensives
(mais non continues) telles que fω ne soit pas idempotente : considérons
par exemple la fonction suivante, définie sur le treillis complet des ensembles
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d’entiers naturels 1 :
Y 7→
{
N si (N \ {0}) ⊆ Y,
Y ∪ {min((N \ {0}) \ Y )} sinon .
C’est une fonction croissante et extensive, mais on a :
fω({1}) = N \ {0} 6= N = f(fω({1})) = (fω ◦ fω)({1}) .
Si l’on regarde les fonctions idempotentes comme des calculateurs de points
fixes (pour tout x, f(x) est toujours un point fixe d’une telle fonction f),
ce genre de cas pathologiques correspond à des fonctions qu’il faut fermer
plusieurs fois par itération (((fω)ω)...) avant qu’elles ne se « stabilisent ».
La proposition 2.35(1) fournit donc une façon de simplifier les calculs et les
énoncés : stabiliser des fonctions continues ne nécessite qu’une seule ferme-
ture par itération.
2.2 Points fixes, co-induction, techniques modulo
On s’intéresse maintenant aux objets définis par co-induction dans un
treillis complet. Cette méthode, sur laquelle repose la définition de la bisi-
milarité, s’appuie sur le théorème de Knaster–Tarski (établi par Bronisław
Knaster et Alfred Tarski en 1927 [Kna28] dans le cas particulier de fonctions
d’ensembles, puis généralisé aux fonctions d’un treillis complet en 1939 par
Tarski [Tar55]) :
« Dans un treillis complet, l’ensemble des points fixes d’une fonc-
tion croissante forme un treillis complet. En particulier, toute
fonction croissante admet un plus petit et un plus grand point
fixe ».
La preuve de ce théorème passe par la notion de post-point fixe, qui est en
fait celle qui nous intéresse. Nous commençons cette section en retrouvant la
notion de co-induction à travers celle de post-point fixe d’une fonction crois-
sante, puis nous développons une théorie des techniques modulo, permettant
de raffiner la méthode de preuve par co-induction. Cette théorie est définie
dans un treillis complet quelconque, qui est enrichi dans un second temps
par une structure de monoïde.
On suppose désormais fixé un treillis complet 〈X,v,
∨
〉. Dans la suite,
nous ne considérons que des fonctions croissantes : nous travaillons implici-
tement dans le treillis monoïdal 〈X〈X〉,v,
∨
, ◦, idX〉.
On considère dans la suite une fonction croissante s, que l’on appellera gé-
nératrice. Afin de guider l’intuition, on utilise le vocabulaire des algèbres de
processus pour nommer les post-points fixes de cette fonction :
1. Merci à Émmanuel Jeandel pour ce contre-exemple.
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Définition 2.36 (Simulation, similarité). On appelle s-simulation tout post-
point fixe de s, c’est-à-dire, tout élément x ∈ X satisfaisant x v s(x) .
On note Xs l’ensemble des s-simulations. La s-similarité, notée νs, est
la borne supérieure de cet ensemble :
Xs , {x ∈ X | x v s(x)} ,
νs ,
∨
Xs .
On dira dans la suite que s génère les s-simulations (Xs) et la s-similarité
(νs), d’où le nom attribué à cette fonction.
Proposition 2.37. La borne supérieure d’un ensemble de s-simulations est
une s-simulation.
Démonstration. Soit Y ⊆ Xs. Pour tout y ∈ Y , on a :
y v
∨
Y
s(y) v s
(∨
Y
)
(s est croissante)
y v s(y) v s
(∨
Y
)
(définition de Xs)
d’où
∨
Y v s (
∨
Y ), c’est-à-dire
∨
Y ∈ Xs. 
〈Xs,v,
∨
〉 est donc un treillis complet. Attention cependant : la borne
inférieure de deux s-simulations n’étant pas nécessairement une s-simulation,
les bornes inférieures prises dans X ne coïncident pas avec celles prises dans
Xs. Dans le théorème de Knaster–Tarski, qui considère les points fixes et
non pas les post-points fixes, cela se traduit par le fait que le treillis complet
des points fixes n’est pas un sous-treillis : seuls son plus grand élément et
son plus petit élément sont toujours obtenus avec les bornes supérieures et
inférieures de X.
Le théorème suivant est une reformulation de l’étape principale de la
preuve du théorème de Knaster–Tarski : le plus grand point fixe d’une fonc-
tion croissante est obtenu en considérant la borne supérieure de l’ensemble
de ses post-points fixes :
Théorème 2.38 (Knaster-Tarski). La s-similarité est une s-simulation,
νs = s(νs) . (2.33)
Démonstration. Le fait que la s-similarité soit une s-simulation est une
conséquence directe de la proposition 2.37 ; on en déduit l’inégalité directe.
Montrons l’autre inégalité :
νs v s(νs) (point précédent)
s(νs) v s(s(νs)) (croissance de s)
s(νs) ∈ Xs (par définition de Xs)
d’où s(νs) v
∨
Xs , νs . 
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La conséquence immédiate qui nous intéresse dans la suite est que la
s-similarité est la plus grande s-simulation : la définition de la s-similarité
est donc une définition co-inductive, qui mène à la méthode de preuve par
co-induction donnée ci-dessous. La formulation de cette méthode dans le
cadre abstrait d’un treillis complet quelconque peut sembler étrange : il faut
se convaincre qu’il est utile de caractériser l’ensemble des éléments majorés
par la s-similarité. Sa formulation dans le treillis complet des relations bi-
naires est plus intuitive : une relation est contenue dans la s-similarité si et
seulement si elle est contenue dans une s-simulation.
Corollaire 2.39 (Preuve par co-induction). Un élément est majoré par la
s-similarité si et seulement si il est majoré par une s-simulation.
Démonstration. Si x v νs, x est majoré par une s-simulation : νs en est
une. Réciproquement, si x v y v s(y), alors y v νs par définition de νs, et
x v νs par transitivité. 
Exemple 2.40 (Génératrice de la bisimilarité forte). Afin de définir la bi-
similarité forte, dans le cas de relations binaires, on peut considérer la géné-
ratrice suivante :
b : R 7→
{
〈p, q〉 | ∀α, p′, p α−→ p′ implique ∃q′, q α−→ q′ et p′ R q′,
et ∀α, q′, q α−→ q′ implique ∃p′, p α−→ p′ et p′ R q′
}
On vérifie aisément que cette fonction est croissante, et que les b-simulations
sont les bisimulations fortes (au sens usuel, donné dans l’introduction, et que
l’on définira formellement au chapitre 3).
La définition suivante nous servira dans la remarque suivante, puis assez
fréquemment tout au long de la thèse :
Définition 2.41 (Elément clos). Un élément x ∈ X est clos par une fonction
f si c’est un pré-point fixe de f : f(x) v x.
Remarque 2.42 (Induction). De manière duale, si l’on considère le plus petit
pré-point fixe de s, couramment noté µs, on obtient naturellement une défi-
nition inductive : dans le treillis des parties par exemple, l’ensemble µs est
le plus petit ensemble E clos par s ; on retrouve donc bien la méthodologie
employée pour définir un ensemble de termes par une grammaire, ou une
relation de réduction par des règles d’inférence.
La méthode de preuve par induction peut alors s’exprimer ainsi : tout
élément clos par s majore µs. Dans le treillis des parties, où un énoncé ϕ
peut être considéré comme la partie des objets qui le satisfont, on obtient
exactement le principe d’induction : si ϕ est clos vis-à-vis de s, alors ϕ est
vrai sur tout l’ensemble inductif µs.
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Dans la suite, nous allons développer une théorie des techniques modulo
pour la co-induction. Par dualité, cette théorie fournit donc aussi des tech-
niques modulo pour l’induction. . . il n’est cependant pas clair que cela ait
un quelconque intérêt.
2.2.1 Techniques modulo
On vient de voir qu’à toute fonction croissante s est associée un objet co-
inductif, ainsi qu’une méthode de preuve. Nous rentrons maintenant dans le
vif du sujet, en étudiant comment raffiner cette méthode. Remarquons tout
d’abord que plus la génératrice s est « contraignante » plus la s-similarité
est « petite » :
Proposition 2.43. Soit s′ une seconde fonction croissante.
Si s′ v s , alors Xs′ ⊆ Xs et νs′ v νs .
Démonstration. Soit x une s′-simulation. On a x v s′(x) v s(x), ce qui fait
de x une s-simulation, d’où Xs′ ⊆ Xs. On conclut avec (2.7). 
Cela correspond à l’intuition que la génératrice s est utilisée pour ca-
ractériser une propriété (νs) (en pratique, le domaine (X) sera l’ensemble
des relations binaires sur un ensemble d’états, et les génératrices caracté-
riserons de telles relations binaires : elle généreront les différents préordres
et équivalences comportementaux entre les états). Ainsi, lorsque s′ v s, il
est plus difficile d’exhiber des s′-simulations que des s-simulations, et l’on
caractérise donc a priori une propriété plus forte avec s′ qu’avec s. L’idée des
techniques modulo va dans l’autre sens : elle consiste à définir des généra-
trices moins contraignantes, mais correspondant néanmoins à des propriétés
au moins aussi fortes que la propriété initiale. Plus formellement, on cherche
à remplacer la génératrice s par une seconde génératrice s′, telle que :
(i) s v s′, afin qu’il y ait plus de s′-simulations que de s-simulations ; et
(ii) νs′ v νs, afin que la méthode reste correcte.
Dans un premier temps, on se restreint à des fonctions de la forme s ◦ f et
on concentre notre attention sur la fonction f :
Définition 2.44 (Simulation modulo). Soit f une fonction croissante. On
appelle s-simulation modulo f toute (s ◦ f)-simulation.
Pour satisfaire (i), il suffit de prendre f extensive, ce qui n’est pas pro-
blématique ; on s’attache donc à trouver des conditions sur f telles que s ◦ f
satisfasse (ii).
Définition 2.45 (Fonction correcte, correcte via). Soient f, f ′ deux fonc-
tions croissantes.
– f est correcte pour s si ν (s ◦ f) v νs ,
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– f est correcte pour s, via f ′ si f ′ est extensive et f ′(Xs◦f ) ⊆ Xs ,
La notion de correction correspond exactement à (ii) : f est correcte
si et seulement si la similarité définie par s′ = s ◦ f est majorée par la
s-similarité, c’est-à-dire, si toute simulation modulo f est majorée par la s-
similarité. Comme le montre la proposition suivante, la nuance apportée par
la notion de « correction via » est minime :
Proposition 2.46. Toute fonction correcte pour s via une fonction quel-
conque est correcte pour s. Toute fonction correcte pour s est correcte pour
s via la fonction idX ∨ ν̂s.
Démonstration. – Soit f une fonction correcte pour s via une seconde
fonction f ′. On a :
ν (s ◦ f) ∈ Xs◦f , (théorème 2.38)
f ′(ν (s ◦ f)) ∈ Xs , (correction de f pour s via f ′)
f ′(ν (s ◦ f)) v νs , (par définition de νs)
L’extensivité de f ′ (requise dans la définition de correction via) nous
permet de conclure : ν (s ◦ f) v f ′(ν (s ◦ f)) v νs.
– Inversement, posons f ′ = idX ∨ ν̂s, qui est une fonction extensive. Si
f est correcte pour s, alors pour tout x ∈ Xs◦f , on a
x v ν (s ◦ f) v νs ,
d’où f ′(x) = x ∨ νs = νs ∈ Xs . 
Intuitivement, une fonction est correcte pour s via f ′ si sa correction pour
s peut être prouvée en utilisant f ′ comme une fonction « témoin », qui exhibe
la s-simulation contenant x. Cette intuition est illustrée par la preuve de la
proposition 2.49. La fonction témoin exhibée dans la proposition précédente
est en quelque sorte maximale : elle n’apporte pas d’information. L’intérêt
de cette fonction apparaîtra lorsque cette fonction sera plus précise : ce sera
essentiel dans la suite, pour établir les théorèmes 2.57 et 2.62, où différentes
fonctions témoins doivent coïncider.
Le lemme trivial suivant sera parfois utilisé ; notons que cette propriété
ne tient pas du côté de la fonction témoin.
Lemme 2.47. Soient f, g, h trois fonctions, si f v g et si g est correcte
pour s via h, alors f est correcte pour s via h.
Définition 2.48 (Fonction compatible). Une fonction croissante f est com-
patible avec s si
f ◦ s v s ◦ f .
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La notion de compatibilité est extrêmement simple (elle ne fait notam-
ment pas intervenir l’opérateur de point fixe, ν), et s’éloigne de la condi-
tion (ii). La proposition suivante montre néanmoins que c’est une condition
suffisante :
Proposition 2.49. Toute fonction f compatible avec s est correcte pour s
via fω.
Démonstration. Soit f une fonction compatible avec s ; fω est extensive par
définition, montrons fω(Xs◦f ) ⊆ Xs. Soit x ∈ Xs◦f une s-simulation modulo
f ; on démontre tout d’abord la propriété suivante, par récurrence sur n :
∀n, f (n)(x) v s(f (n+1)(x)) .
– Si n = 0, il s’agit de l’hypothèse sur x ;
– sinon, on a :
f (n−1)(x) v s(f (n)(x)) (hypothèse de récurrence)
f (n)(x) v f(s(f (n)(x))) (croissance de f)
v s(f(f (n)(x))) = s(f (n+1)(x)) . (compatibilité de f)
Finalement,
∀n, f (n)(x) v s(fω(x)) ((2.4) et croissance de s)
fω(x) v s(fω(x)) . (par (2.5))
c’est-à-dire, fω(x) ∈ Xs . 
Bien que sous une forme assez différente, cette dernière proposition est
essentiellement présente dans [San98] (cf. remarque 2.80) ; elle peut aussi
être vue comme une instance de la « règle d’échange » que l’on trouve dans
les calculs de point fixes (cette règle est donnée, entre autres, dans [DP90,
page 191], où il suffit de prendre l’identité pour la connection de Galois puis
de dualiser).
On verra au chapitre 4 qu’il existe des fonctions correctes qui ne sont pas
compatibles : la notion de compatibilité n’est pas complète vis-à-vis de (ii).
L’avantage majeur des fonctions compatibles sur les fonctions correctes est
que les premières peuvent se composer de façon modulaire, grâce aux résul-
tats suivants de fermeture de la famille des fonctions compatibles :
Proposition 2.50. Les fonctions suivantes sont compatibles avec s :
1. l’identité (idX) ;
2. les fonctions constantes x̂, pour toute s-simulation x ;
3. f ◦ g, pour toutes fonctions f et g compatibles avec s ;
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4.
∨
F , pour toute famille F de fonctions compatibles avec s ;
5. f (n) pour tout entier n et toute fonction f compatible avec s ;
6. fω, pour toute fonction f compatible avec s.
Démonstration. 1. On a idX ◦ s = s ◦ idX .
2. Si x ∈ Xs : x v s(x), alors x̂ ◦ s = x̂ v ŝ(x) = s ◦ x̂.
3. On a f ◦ g ◦ s v f ◦ s ◦ g v s ◦ f ◦ g.
4. En utilisant le lemme 2.14, (
∨
F ) ◦ s =
∨
f∈F (f ◦ s) v
∨
f∈F (s ◦ f) v
s ◦
∨
F .
5. Par récurrence sur n, en utilisant (1) et (3).
6. Par les deux points précédents. 
De telles propriétés de fermeture ne tiennent pas pour les fonctions cor-
rectes (ou correctes via) : on donnera un contre-exemple au chapitre 4. Plus
généralement, la fonction t =
∨
{t | νt v νs} ne satisfait pas nécessairement
νt v νs.
Comme on le verra dans la section 2.3, où l’on donne une présentation
alternative des résultats précédents, on a pour l’instant seulement défini une
généralisation très abstraite de la théorie des techniques modulo pour la
bisimilarité forte définie dans [San98]. Le premier résultat qui n’a pas de
contrepartie dans [San98] est le théorème 2.52 ci-dessous, qui donne une
condition suffisante pour que la composition d’une fonction correcte avec une
fonction compatible reste correcte. Sa preuve passe par le lemme élémentaire
suivant :
Lemme 2.51. Soient f, g deux fonctions. Si f est compatible avec s et g,
alors elle est compatible avec s ◦ g.
Démonstration. On a f ◦ s ◦ g v s ◦ f ◦ g v s ◦ g ◦ f . 
Théorème 2.52 (Composition des fonctions correctes et compatibles). Soit
f une fonction compatible avec s, et g une fonction correcte pour s via g′. Si
f est compatible avec g, alors g ◦ f est correcte pour s via (g′ ◦ fω).
Démonstration. Par le lemme 2.51, f est compatible avec s ◦ g, d’où
fω(Xs◦g◦f ) ⊆ Xs◦g . (proposition 2.49)
Comme g est correcte pour s via g′ on peut conclure :
g′(fω(Xs◦g◦f )) ⊆ g′(Xs◦g) ⊆ Xs . 
En prenant pour g la fonction identité, qui est compatible avec toute
fonction, et correcte pour toute fonction via elle-même, le théorème précédent
peut se voir comme une généralisation de la proposition 2.49. Une autre
lecture de ce théorème consiste à isoler la fonction sg = s ◦ g :
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– la correction de g pour s nous donne νsg v νs ;
– le lemme 2.51 permet ensuite d’obtenir qu’une partie des fonctions
compatibles avec s sont compatibles avec sg : celles qui sont aussi
compatibles avec g.
Bien que ce théorème ne soit pas difficile, il s’avère fondamental pour
l’étude des techniques modulo : comme nous l’illustrerons au chapitre 4, il
permet de se concentrer sur le coeur d’une technique modulo potentiellement
compliquée (la fonction correcte g), sans se soucier des améliorations pos-
sibles, qui pourront être apportées par la suite, sous la forme de fonctions
compatibles (la fonction compatible f , qui peut en regrouper plusieurs, par
modularité). Sans le théorème 2.52, le manque de modularité de la notion
de fonction correcte nous obligerait à prouver à nouveau chaque extension
possible de la technique compliquée.
2.2.2 Lien avec des propriétés de clôture
Même lorsque deux fonctions s et s′ définissent la même similarité (i.e.,
lorsque νs = νs′), les fonctions compatibles ou correctes leur correspondant
peuvent être complètement différentes. On s’en apercevra au chapitre 3.2,
puis au chapitre 5, lorsque l’on considérera les techniques modulo contexte
pour la bisimulation faible. Les notions de compatibilité et de correction
dépendent donc bien de la génératrice (s), plutôt que de la s-similarité (νs).
On peut néanmoins essayer d’obtenir des indices sur les fonctions compa-
tibles et correctes potentiellement supportées par s, à partir de la propriété
que cette génératrice caractérise (νs) :
Proposition 2.53. Soient f, f ′ deux fonctions.
1. Si f est compatible avec s, alors f préserve les s-simulations, et la
s-similarité est close par f :
f(Xs) ⊆ Xs , f(νs) v νs .
2. Si f est extensive et correcte pour s via f ′, alors :
f ′(Xs) ⊆ Xs , f ′(νs) v νs .
Démonstration. 1. Soit x ∈ Xs, on a x v s(x). Par compatibilité de f
avec s, on a donc f(x) v f(s(x)) v s(f(x)), i.e., f(x) ∈ Xs. Le second
point en découle puisque νs est la plus grande s-simulation.
2. Soit x ∈ Xs, on a x v s(x) v s(f(x)) (f est extensive et s croissante),
d’où x ∈ Xs◦f , puis f ′(x) ∈ Xs par la correction de f pour s via f ′.
Le second point en découle, f ′ étant nécessairement extensive. 
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Le premier point indique que les fonctions compatibles avec s corres-
pondent nécessairement à des propriétés de fermeture satisfaites par la s-
similarité. On verra au chapitre 5 que ce n’est pas une condition suffisante :
il existe des fonctions telles que f(νs) v νs mais qui ne sont pas correctes
pour s (et qui ne sont donc pas non plus compatibles avec s). Bien que
nous n’ayons pas de contre-exemple, le fait de préserver l’ensemble des s-
simulations n’est a priori pas non plus une condition suffisante.
Le second point est plus anecdotique, puisque la propriété de fermeture
est requise pour la fonction témoin (f ′). Le résultat ne tient pas pour les
fonctions correctes elles-mêmes : si l’on prend pour s la fonction constante
⊥̂, toute fonction f est correcte pour s : ν
(
⊥̂ ◦ f
)
= ν⊥̂ = ⊥, mais dès
que le treillis possède deux éléments, la s-similarité (⊥) n’est pas close par
la fonction >̂.
2.2.3 Conjonctions
Les bornes inférieures du treillis complet initial fournissent naturellement
des bornes inférieures dans l’espace des fonctions. On s’intéresse dans cette
sous-section à la caractérisation des techniques modulo disponibles pour une
fonction obtenue comme la borne inférieure de plusieurs fonctions élémen-
taires. Comme nous le montrerons dans le chapitre suivant, à la section 3.3, ce
genre de fonctions correspond naturellement à des définitions co-inductives
obtenues par la conjonction de plusieurs propriétés.
On fixe donc dans la suite un ensemble S de génératrices (de fonctions
croissantes), et on étudie les techniques modulo pour la
∧
S-similarité. Par
exemple, au chapitre suivant, la bisimilarité forte sera obtenue à l’aide de
l’ensemble Ss = {s, s}, où s sera la génératrice des simulations fortes « de
gauche à droite » et sa converse (s) celle des simulations fortes « de droite à
gauche » ; ainsi, la bisimilarité forte est ν (s ∧ s) (la plus grande relation qui
soit à la fois une simulation de gauche à droite, et de droite à gauche), tandis
que la 2-similarité forte correspond à la conjonction νs∧ νs. La proposition
suivante donne dans ce cas l’inclusion de la bisimilarité dans la 2-similarité.
Proposition 2.54. On a :
XVS = ⋂
s∈S
Xs , et ν
∧
S v
∧
s∈S
νs .
Démonstration. Pour le premier point, on a :
x ∈ XVS ⇔ x v∧S(x)⇔ ∀s ∈ S, x v s(x)
⇔ ∀s ∈ S, x ∈ Xs ⇔ x ∈
⋂
s∈S
Xs .
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Ensuite, par (2.14), on a :
ν
∧
S =
∨
XVS = ∨⋂
s∈S
Xs v
∧
s∈S
∨
Xs =
∧
s∈S
νs . 
Remarque 2.55. Comme nous l’avons rappelé en introduction, la réciproque
n’est pas vraie : la 2-similarité n’est en général pas contenue dans la bi-
similarité. Une conséquence importante en pratique est qu’il ne suffit pas
d’étudier indépendamment les techniques modulo pour chacun des points
fixes (νs)s∈S , pour obtenir automatiquement des techniques modulo pour
ν
∧
S.
Proposition 2.56. Toute fonction compatible avec chacune des génératrices
de S est compatible avec
∧
S.
Démonstration. Soit f une telle fonction.
f ◦ S v
∧
s∈S
(f ◦ s) (par (2.32))
v
∧
s∈S
(s ◦ f) (compatibilité et (2.11))
= S ◦ f . (dual de (2.24))

Remarquons que cette proposition est en fait la duale de la proposi-
tion 2.50(4) : « la borne supérieure d’un ensemble de fonctions compatibles
avec s est compatible avec s ».
La proposition 2.56 traite le cas de fonctions compatibles, et impose que
la même technique soit utilisée pour chacune des composantes de S. On peut
s’affranchir de ces restrictions en travaillant avec des fonctions correctes, à
condition qu’elles « s’accordent » sur une fonction témoin commune :
Théorème 2.57. Soit (fs)s∈S une famille de fonctions indexée par S ; soit
f ′ une fonction extensive. Posons s′ ,
∧
{s ◦ fs | s ∈ S}.
Si pour tout s ∈ S, fs est correcte pour s via f ′, alors νs′ v ν
∧
S.
Démonstration. Par le théorème 2.38, on a νs′ = s′(νs′). Ensuite,
∀s ∈ S, νs′ v (s ◦ fs) (νs′)
∀s ∈ S, f ′(νs′) ∈ Xs (fs est correcte pour s via f ′)
f ′(νs′) ∈ XVS (proposition 2.54)
f ′ étant extensive, on peut conclure : νs′ v f ′(νs′) v ν
∧
S . 
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Bien que le théorème précédent ne définisse pas une fonction correcte
pour
∧
S, il nous donne bien une technique modulo pour
∧
S : a priori,∧
S v s′, de telle sorte que les s′-simulations sont plus faciles à construire
que les
∧
S-simulations.
Ce théorème sera utilisé pour obtenir le théorème 2.62 (où l’accordage
des fonctions témoin est remplacé par une condition équivalente de symétrie)
ainsi qu’au chapitre suivant, pour définir obtenir des techniques modulo pour
l’expansion. C’est pour établir ce résultat qu’il nous faut considérer la notion
de correction via : il nous faut pouvoir parler des fonctions témoins afin de
pouvoir les accorder. Le lemme suivant pourra être utilisé à cette fin : les
simulation exhibées par une fonction témoin peuvent être « agrandies » à
l’aide de toute fonction préservant les simulations :
Lemme 2.58. Soit f, f ′, g′ trois fonctions.
Si
{
f est correcte pour s via f ′,
g′ est extensive et préserve les s-simulations (g′(Xs) ⊆ Xs),
alors f est correcte pour s via (g′ ◦ f ′).
2.2.4 Symétrie
On étudie maintenant des propriétés de symétrie, qui nous permettront,
avec les conjonctions précédemment étudiées, de ramener au chapitre suivant
l’étude de la bisimulation à celle de la simulation.
On suppose pour cela une fonction croissante et involutive i, dite de
conversion, Dans le treillis complet monoïdal des relations binaires, cette
fonction sera celle qui à toute relation associe la relation qui en inverse tous
les couples.
Définition 2.59 (Converses, fonction symétrisée). Soient x un élément de
X, Y une partie de X et f une fonction, on définit comme suit les converses
de x, Y et f , et la symétrisée de f :
x , i(x) Y , i(Y ) f , i ◦ f ◦ i
←→
f , f ∧ f .
L’élément x (resp. la fonction f) est dit(e) symétrique si x = x (resp. f = f).
La fonction i est en fait un auto-morphisme de treillis, ce qui lui confère
de bonnes propriétés :
Lemme 2.60. Soient x, y deux éléments de X, Y une partie de X, et f, g
deux fonctions croissantes.
1. x = x ; Y = Y ; f = f ;
2. f(x) = f(x) ; f ◦ g = f ◦ g ; idX = idX ; x̂ = x̂.
3. x v y si et seulement si x v y ; f v g si et seulement si f v g ;
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4. ∀Y ⊆ X,
∨
Y =
∨
Y ;
5. ∀Y ⊆ X,
∧
Y =
∧
Y ;
6. f est croissante si et seulement si f l’est.
7. fω =
(
f
)ω.
8.
←→
f est symétrique.
Démonstration. (1) et (2) sont immédiats puisque i est une involution.
3. On utilise la croissance de i pour les implications directes, et le point
précédent pour le retour.
4. Soit Y ⊆ X ; pour tout y ∈ Y , on a y v
∨
Y , puis y v
∨
Y par le point
précédent. On en déduit
∨
Y v
∨
Y . L’inégalité réciproque s’obtient
en appliquant le raisonnement précédent à Y : on a
∨
Y v
∨
Y , puis∨
Y v
∨
Y par (1) et (3).
5. Par dualité avec le point précédent (les hypothèses faites sur i sont
invariantes par dualisation du treillis complet).
6. Par composition de fonctions croissantes.
7. En utilisant (2), on montre par récurrence ∀n ∈ N, f (n) = (f)(n). On
conclut avec (4)
8. De (5), on déduit
←→
f , f ∧ f = f ∧ f = f ∧ f =
←→
f . 
En utilisant les propriétés précédentes, on peut aisément mettre en rela-
tion les techniques modulo associées aux génératrices s et s. Comme indiqué
plus haut, dans le cadre du chapitre suivant, si s définit un jeu de simulation
« de gauche à droite », s définit le même jeu de simulation mais « de droite
à gauche », et la fonction ←→s définira naturellement dans ce cas le jeu de
bisimulation correspondant.
Proposition 2.61. Soient f, f ′ deux fonctions croissantes.
1. Xs = Xs ;
2. νs = νs ;
3. f est correcte pour s si et seulement si f est correcte pour s ;
4. f est compatible avec s si et seulement si f est compatible avec s ;
5. Si f est correcte pour s via f ′, alors f est correcte pour s via f ′ ;
6. Si f préserve les s-simulations, alors f préserve les s-simulations.
Démonstration. 1. x ∈ Xs ⇔ x v s(x) ⇔ x v s(x) ⇔ x v s(x) ⇔ x ∈
Xs .
2. νs ,
∨
Xs =
∨
Xs =
∨
Xs , νs .
Par le lemme 2.60(1), il suffit de montrer l’implication directe dans les cas
restants.
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3. Si ν (s ◦ f) v νs alors ν
(
s ◦ f
)
= ν
(
s ◦ f
)
= ν (s ◦ f) v νs = νs .
4. Si f ◦ s v s ◦ f alors f ◦ s = f ◦ s v s ◦ f = s ◦ f .
5. Si f ′(Xs◦f ) ⊆ Xs alors f ′(Xs◦f ) = f ′(Xs◦f ) = f ′(Xs◦f ) ⊆ Xs = Xs .
6. Si f(Xs) ⊆ Xs alors f(Xs) = f(Xs) = f(Xs) ⊆ Xs = Xs . 
On peut finalement combiner les résultats précédents avec le théorème 2.57
et réduire la recherche de techniques modulo pour ←→s à celle de techniques
modulo pour s. Comme annoncé, on utilisera le théorème ci-dessous au cha-
pitre 3 (section 3.3), pour dériver des techniques modulo pour la bisimilarité
à partir de celles obtenues pour la similarité.
Théorème 2.62. Pour toute fonction f correcte pour s via une fonction
symétrique, on a :
ν
←−→
s ◦ f v ν←→s .
Démonstration. Soit f ′ la fonction symétrique ; par la proposition 2.61, on
vérifie que
{
f, f
}
et f ′ = f ′ satisfont les hypothèses du théorème 2.57, pour
S = {s, s}. 
Corollaire 2.63. Soit f une fonction correcte pour s via une fonction sy-
métrique. Toute s-simulation modulo f qui est symétrique est majorée par la
←→s -similarité.
Le théorème précédent et son corollaire indiquent qu’il sera utile de pou-
voir prouver facilement la symétrie de certains éléments ou fonctions. Ce sera
le cas, car la propriété de symétrie est très modulaire ; une façon élégante
de le prouver consiste à remarquer que les éléments symétriques sont les i-
simulations et que les fonctions croissantes et symétriques sont les fonctions
compatibles avec i. On obtient alors immédiatement les résultats suivants :
Lemme 2.64. L’identité et les fonctions constantes x̂ pour x symétrique
sont symétriques ; les bornes supérieures et inférieures, la composition fonc-
tionnelle et la fermeture par itération préservent la symétrie.
L’image d’un élément symétrique par une fonction symétrique est symé-
trique.
Démonstration. Mise à part la préservation de la symétrie par les bornes
inférieures, qui s’obtient par dualité, c’est un corollaire des propositions 2.50
et 2.53. 
On peut finalement prouver la symétrie de la ←→s -similarité, dont la re-
marque précédente permet par ailleurs de donner une caractérisation alter-
native : les (s ∧ i)-simulations sont les s-simulations symétriques.
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Proposition 2.65. La ←→s -similarité est symétrique, on a de plus :
ν←→s = ν (s ∧ i) .
Démonstration. Par la proposition 2.61(2), ν←→s = ν←→s = ν←→s .
ν←→s est donc une s-simulation symétrique, d’où ν←→s v ν (s ∧ i). Inver-
sement, ν (s ∧ i) est une s-simulation par la proposition 2.61(1), ce qui en
fait une ←→s -simulation : ν (s ∧ i) v ν←→s . 
2.2.5 Monoïde interne
On s’intéresse maintenant aux propriétés des fonctions compatibles vis-
à-vis d’un monoïde quelconque, interne au treillis complet. D’une part, cela
nous permettra de capturer de manière relativement uniforme un certain
nombre de résultats du chapitre suivant, où le produit correspondra intui-
tivement à la composition relationnelle. D’autre part, en se plaçant dans
le treillis complet des fonctions croissantes, et en prenant comme produit
la composition fonctionnelle, cela nous mènera au chapitre 5 à la définition
de techniques modulo pour prouver la compatibilité de fonctions « modulo
contexte ».
On étend donc notre treillis complet en un treillis complet monoïdal
〈X,v,
∨
, ·, 1〉, non nécessairement continu, et on s’intéresse aux propriétés
co-inductives relatives à une fonction croissante s. On définit pour cela trois
notions de respect du monoïde par cette fonction :
Définition 2.66 (Respect, respect à gauche). La fonction s respecte le mo-
noïde si 1 est une s-simulation, et
∀x, y ∈ X, s(x) · s(y) v s(x · y) ; (2.34)
elle respecte le monoïde à gauche si 1 est une s-simulation, et
∀x ∈ X,∀y ∈ Xs, s(x) · y v s(x · y) ; (2.35)
enfin, elle respecte le monoïde à droite si 1 est une s-simulation, et
∀x ∈ Xs,∀y ∈ X, x · s(y) v s(x · y) . (2.36)
Le respect implique le respect à gauche et à droite (on discute de la ré-
ciproque dans la remarque 2.70 ci-dessous), et le respect, d’un côté ou de
l’autre, implique la réflexivité et la transitivité de la similarité correspon-
dante. On obtiendra ainsi au chapitre suivant le fait que toutes les notions
de (bi)similarité que l’on définira sont des préordres.
Proposition 2.67. 1. Si s respecte le monoïde, alors s respecte le mo-
noïde à gauche comme à droite.
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2. Si s respecte le monoïde à gauche ou à droite, alors le produit de deux
s-simulations est une s-simulation, la s-similarité est réflexive et tran-
sitive.
3. Pour toute famille S de génératrices, dont chacune respecte le monoïde
à gauche ou à droite, la
∧
S-similarité est réflexive et transitive.
Démonstration. 1. Si y ∈ Xs, pour tout x, on a :
s(x) · y v s(x) · s(y) (par (2.17))
v s(x · y) . (respect)
Le cas du respect à droite est bien entendu similaire.
2. Soient x, y ∈ Xs ; on a
x · y v s(x) · y ((2.17) et hypothèse sur x)
v s(x · y) . (respect d’un côté)
x · y est donc bien une s-simulation. Ensuite, par hypothèse, 1 ∈ Xs,
d’où 1 v νs ; puis νs ∈ Xs, d’où νs · νs ∈ Xs par le point précédent,
et νs · νs v νs .
3. Posons x = ν
∧
S.
– pour tout s ∈ S, 1 ∈ Xs, d’où 1 ∈
⋂
s∈S Xs et 1 v x ;
– pour tout s ∈ S, x ∈ Xs, d’où x · x ∈ Xs par le point précédent. On
en déduit x · x ∈
⋂
s∈S Xs, d’où x · x v x. 
Le respect est une propriété relativement forte, qui se traduit par un
très bon comportement des techniques modulo pour s : l’extension point
à point du produit préserve la compatibilité avec s, et s supporte la tech-
nique « modulo transitivité ». On verra au chapitre suivant que la fonction
définissant la simulation forte respecte le monoïde. La proposition suivante
permettra donc de retrouver les bonnes propriétés des techniques modulo
pour la (bi)simulation forte.
Proposition 2.68. Si s respecte le monoïde, alors :
1. le produit de deux fonctions compatibles avec s est compatible avec s ;
2. la fonction de fermeture réflexive transitive (id?X) est compatible avec
s.
Démonstration. 1. Soient f et g deux fonctions compatibles avec s.
(f ·̂ g) ◦ s = (f ◦ s) ·̂ (g ◦ s) (par définition)
v (s ◦ f) ·̂ (s ◦ g) ((2.17) et compatibilité de f et g)
v s ◦ (f ·̂ g) . (respect)
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2. Par la proposition 2.50(4), il suffit de démontrer que idnX est compatible
avec s. pour tout n ∈ N. On procède par récurrence sur n :
– le cas de base, n = 0, provient de la proposition 2.50(2) : id0X , 1̂
est compatible avec s puisque 1 est une s-simulation par hypothèse.
– sinon, par hypothèse de récurrence, idn−1X est compatible avec s, tout
comme idX , et il suffit d’appliquer le point précédent pour obtenir
la compatibilité de idnX , idX ·̂ idn−1X . 
Par contre, la génératrice définissant la simulation faible, qui ne supporte
pas la technique « modulo transitivité », ne pourra pas respecter entièrement
le monoïde. C’est pour traiter ce cas que l’on a introduit la propriété de
respect à gauche, qu’aura cette génératrice. Comme le montre la proposition
suivante, le respect à gauche implique la validité de la technique « modulo
post-composition », qui se traduira par la possibilité d’utiliser la similarité
faible pour réécrire le processus de droite dans les jeux de simulation faible :
Proposition 2.69. Soit xs une s-simulation,
1. Si s respecte le monoïde à gauche, la fonction x 7→ x ·xs est compatible
avec s ;
2. si s respecte le monoïde à droite, la fonction x 7→ xs · x est compatible
avec s.
Démonstration. 1. Posons f : x 7→ x · xs, puisque xs ∈ Xs, pour tout
x ∈ X, on a f(s(x)) = s(x) · xs v s(x · xs) = s(f(x)) .
2. Identique au point précédent. 
Remarque 2.70. Le fait que le respect implique le respect à gauche et à
droite se traduit au niveau des techniques modulo par le fait que « modulo
transitivité » donne en particulier « modulo pré- et post-composition ». L’im-
plication réciproque n’est pas vraie en général : dans le cas du treillis complet
monoïdal continu de l’exemple 2.19, 〈N,≤, sup,+, 0〉, la fonction successeur
(n 7→ n + 1) respecte le produit (+) à droite comme à gauche, sans tou-
tefois le respecter (on n’a pas (m + 1) + (n + 1) ≤ (m + n) + 1 pour tous
m,n ∈ N) 2. En particulier malgré le respect à droite et à gauche, le produit
de deux fonctions compatibles ne l’est pas nécessairement : l’identité (idN)
est compatible avec la fonction successeur, mais idN+̂idN : n 7→ n+n ne l’est
pas.
Cependant, en termes de techniques modulo pour la bisimulation, une
telle situation, où « modulo pré- et post-composition » est autorisée mais pas
« modulo transitivité » ne semble pas naturelle, nous aimerions donc trouver
un contre-exemple dans le treillis complet monoïdal des relations binaires,
dans le cas d’une génératrice menant à une notion utile de bisimilarité (dans
le contre-exemple précédent la similarité générée par la fonction successeur
n’est autre que l’élément maximal. . .).
2. Merci à Vincent van Oostrom pour ce contre-exemple.
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Considérons finalement la notion de symétrie de la section 2.2.4, et sup-
posons que la fonction de converser (i) « renverse » le produit :
∀x, y ∈ X, x · y = y · x . (2.37)
Cet axiome entraîne naturellement le lemme ci-dessous qui, couplé aux pro-
positions 2.65 et 2.67(3), mène au corollaire qui le suit, et qui nous permettra
de prouver très facilement que certaines génératrices caractérisent des rela-
tions d’équivalence.
Lemme 2.71. s respecte le monoïde à gauche si et seulement si s le respecte
à droite.
Corollaire 2.72. Si s respecte le monoïde à gauche, alors la ←→s -similarité
est réflexive, transitive et symétrique.
2.3 Formulation en termes de progressions
Le point de départ de la théorie de la section précédente est en fait la
théorie des techniques modulo pour la bisimulation forte développée par Da-
vide Sangiorgi [San98]. L’idée principale dans cet article est de considérer
une relation ( ) entre relations binaires (appelée progression), telle qu’une
relation R (entre états) soit une bisimulation forte si et seulement si R R.
Une technique modulo s’exprime alors par une fonction f des relations :
R est une « bisimulation modulo f » lorsque R  f(R), la correction de
la technique devant alors assurer que R est contenue dans une bisimula-
tion forte. Une notion de fonction « sûre » (« respectful » dans [San98] et
« safe » dans [SW01]) est ensuite définie : les fonctions sûres sont correctes,
et satisfont de bonnes propriétés de clôture : on peut les assembler de façon
modulaire.
On montre dans cette section comment généraliser la théorie de [San98],
en abstrayant sur la nature des relations, et en définissant une notion géné-
rique de progression. On obtient ainsi des résultats équivalents à ceux de la
section précédente, mais en caractérisant les simulations à l’aide d’une pro-
gression plutôt que par une génératrice. Il apparaît notamment que la notion
de fonction compatible correspond à une notion demonotonie, correspondant
plus ou moins à celle de sûreté [San98]. Ceci nous permet en premier lieu
de situer nos travaux par rapport à [San98], mais cela nous permet surtout
de caractériser les différentes notions de la section précédente de manière
plus intuitive : si les fonctions (et leurs notations) sont mieux adaptées que
les progressions pour énoncer la théorie de la section précédente, l’idée de
progression est plus intuitive en pratique, notamment lorsque l’on considère
des diagrammes de commutation, comme on le fera au prochain chapitre.
Comme précédemment, on travaille toujours dans un treillis complet mo-
noïdal, non nécessairement continu : 〈X,v,
∨
, ·, 1〉. On commence par géné-
raliser la notion de progression, puis l’on montre comment l’utiliser pour
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reformuler les résultats principaux de la section précédente. On montre en-
suite qu’il existe une bijection entre fonctions croissantes (génératrices) et
progressions, qui préserve les notions co-inductives qui leurs sont associées :
simulations, similarité, et techniques modulo.
Définition 2.73 (Progression). Une progression est une relation binaire  
entre les éléments de X, telle que :
∀x, x′, y′, y ∈ X, x v x′, x′  y′, et y′ v y impliquent x y , (2.38)
∀Y ⊆ X, ∀z ∈ X, si ∀y ∈ Y, y  z, alors
∨
Y  z . (2.39)
On fixe dans la suite une progression  , et on écrit x progresse vers y
lorsque x et y sont deux éléments de X tels que x y.
Définition 2.74 (Simulation et similarité vis-à-vis d’une progression). Un
élément x de X est une -simulation si x x ; la -similarité est la borne
supérieure de l’ensemble des  -simulations :
ν ,
∨
{x ∈ X | x x} .
Exemple 2.75 (Progression pour la bisimilarité forte). La relation suivante,
entre relations binaires, est une progression :
R b S si
{
∀α, p, p′, p R q et p α−→ p′ impliquent ∃q′, q α−→ q′ et p′ S q′ ,
∀α, q, q′, p R q et q α−→ q′ impliquent ∃p′, p α−→ p′ et p′ S q′ .
On vérifie aisément que les  b-simulations sont les b-simulations, où b est la
génératrice donnée à l’exemple 2.40 : cette progression génère la bisimilarité
forte.
Proposition 2.76. La  -similarité est la plus grande  -simulation.
Démonstration. Il suffit de montrer que ν est une -simulation. Pour tout
x tel que x  x, on a : x v
∨
{y | y  y} , ν par (2.4), puis x  ν 
avec (2.38). On conclut avec (2.39) :
∨
{x | x x}  ν , c’est-à-dire,
ν  ν . 
Définition 2.77 (Fonctions correctes, monotones). Une fonction croissante
f ∈ X〈X〉, est dite :
– correcte pour  si ∀x ∈ X, x f(x) implique x v ν ;
– monotone pour  si ∀x, y ∈ X, x y implique f(x) f(y) .
Comme dans la section précédente, la propriété de correction indique
seulement ce qui est attendu d’une technique modulo valide ; au contraire,
la propriété de monotonie est une notion indépendante de la  -similarité.
On vérifie aisément que la famille des fonctions monotones possède les
mêmes bonnes propriétés de clôture que celle des fonctions compatibles (pro-
position 2.50) ; on obtient leur correction par itération :
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Lemme 2.78. Soit f une fonction monotone pour  .
Pour tout x tel que x f(x), fω(x) est une  -simulation
Démonstration. On prouve ∀n ∈ N, f (n)(x) f (n+1)(x) par récurrence sur
n. Avec (2.38), on en déduit ∀n ∈ N, f (n)(x) fω(x), d’où fω(x) fω(x),
par (2.39). 
Théorème 2.79. Les fonctions monotones pour  sont correctes pour  .
Remarque 2.80 (Liens avec [San98]). Cette présentation des techniques mo-
dulo provient essentiellement de [San98], où elle est donnée dans le cas de
la bisimulation forte. La relation de progression que l’on y trouve, ainsi que
celle définie dans [SW01] pour la bisimulation faible, sont notamment des
instances de notre notion de progression.
La notion correspondant à la monotonie (la sûreté) y est cependant lé-
gèrement différente :
« Une fonction f est sûre si R ⊆ S et R S impliquent f(R) ⊆
f(S) et f(R) f(S) ».
Cela permet d’obtenir la sûreté de certaines fonctions de fermeture par
contexte (cf. [San98, remarque 2.6]), mais la preuve de correction des fonc-
tions sûres est légèrement plus compliquée (il faut notamment itérer la fonc-
tion différemment). A l’inverse, nous conservons la notion simple de mo-
notonie, mais nous choisissons « mieux » la relation de progression, en de-
mandant explicitement que R  S implique R ⊆ S (cf. définition 3.10 et
remarque 3.16 au chapitre suivant). On conserve ainsi une preuve élémen-
taire pour le théorème de correction, sans perdre la fiabilité des fonctions de
fermeture par contexte (entre autres).
Le fait d’avoir une preuve simple de correction n’est pas seulement esthé-
tique : c’est cette simplification qui nous a mené au théorème 2.52, qui permet
de composer une fonction correcte et une fonction compatible. Cette générali-
sation du théorème de correction, qui n’a pas de correspondant dans [San98],
peut aussi être obtenue en utilisant les progressions :
Théorème 2.81 (Composition d’une fonction monotone avec une fonction
correcte). Soient f une fonction monotone pour et g une fonction correcte
pour  . Si f est compatible avec g, alors g ◦ f est correcte pour  .
Démonstration. On définit g , {〈x, y〉 | x g(y)}, qui est une progression
car g est croissante. La correction de g donne ν g v ν , on prouve ensuite
que f est monotone pour  g : supposons x g y, on a :
x g(y) (par définition)
f(x) f(g(y)) (monotonie de f)
f(x) g(f(y)) ((2.38) et compatibilité de f avec g)
f(x) g f(y) . (par définition)
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Par le théorème 2.79, f est donc correcte pour g, ce qui implique que g ◦ f
est correcte pour  . 
Bien que les notations s’y prêtent moins, le reste de la théorie de la
section précédente pourrait aussi être développé en termes de progressions :
correction via, conjonctions, symétrie, respect du monoïde interne. . . Cela
ne sera pas nécessaire : on va montrer qu’il y a équivalence entre les deux
présentations.
2.3.1 Des fonctions aux progressions
On considère toujours une génératrice s, et on montre qu’on peut lui
associer une progression ayant les mêmes propriétés co-inductives (simula-
tions et techniques modulo). Bien que ce ne soit pas l’encodage dans cette
direction qui nous intéresse en pratique, il permet de mettre en relief les liens
entre les deux présentations et nous fournira de façon indirecte l’équivalence
entre fonctions monotones et compatibles pour l’autre encodage.
Définition 2.82 (Progression associée à une génératrice). On appelle pro-
gression associée à s la relation suivante :
 s , {〈x, y〉 | x v s(y)} .
Lemme 2.83.  s est une progression.
Démonstration.
(2.38) Supposons x v x′  s y′ v y. Par la croissance de s, s(y′) v s(y) ;
d’où x v x′ v s(y′) v s(y), c’est-à-dire, x s y.
(2.39) Soient Y ⊆ X et z ∈ X tels que ∀y ∈ Y, y  s z. Par définition,
on a ∀y ∈ Y, y v s(z), d’où
∨
Y v s(z), i.e.,
∨
Y  s z . 
Notons que la progression  b de l’example 2.75 n’est autre que la pro-
gression associée à la génératrice b, de l’example 2.40. La définition de la
progression associée correspond exactement à la façon dont on utilise s dans
la section précédente : ce sont principalement ses post-points fixes qui nous
intéressent. On en déduit immédiatement les deux premiers points de la pro-
position suivante. Seul le troisième point peut sembler étonnant, puisqu’il
relie deux propriétés relativement différentes : monotonie et compatibilité.
Proposition 2.84. 1. Les  s-simulations sont les s-simulations.
2. La  s-similarité est la s-similarité.
3. Les fonctions monotones pour  s sont celles compatibles avec s.
4. Les fonctions correctes pour  s sont celles correctes pour s.
Démonstration. 1. Immédiat par définition de  s.
2. Immédiat par le point précédent.
2.3. Formulation en termes de progressions 65
3. Soit f une fonction monotone pour  s. Soit x ∈ X, on a :
s(x) v s(x) (réflexivité)
s(x) s x (par définition)
f(s(x)) s f(x) (monotonie de f)
f(s(x)) v s(f(x)) . (par définition)
On a donc bien f ◦ s v s ◦ f . Inversement, soit f une fonction com-
patible avec s, et supposons x s y :
x v s(y) (par définition)
f(x) v f(s(y)) (croissance de f)
f(x) v s(f(y)) (compatibilité de f)
f(x) s f(y) . (par définition)
4. On a x s f(x) si et seulement si x ∈ Xs◦f , et on conclut avec (2). 
2.3.2 Des progressions aux fonctions
On définit maintenant l’encodage des progressions dans les fonctions.
C’est cet encodage qui va nous intéresser dans la suite : cela nous permettra
au chapitre suivant de raisonner en termes de progressions, tout en s’expri-
mant dans les termes plus adaptés de la théorie précédente.
Définition 2.85 (Génératrice associée à une progression). Pour tout élé-
ment x de X, on note bxc l’ensemble des éléments qui progressent vers x :
bxc , {y ∈ X | y  x}
On définit alors la génératrice associée à  comme suit :
s : X → X
x 7→
∨
bxc .
Lemme 2.86. s est croissante ;
Démonstration. Si x v y alors (2.38) donne bxc ⊆ byc, d’où
∨
bxc v
∨
byc
par le lemme 2.60. 
Bien entendu, la génératrice b de l’example 2.40 est la génératrice associée
à la progression  b, de l’example 2.75.
Lemme 2.87. Pour tout élément x ∈ X, on a
∨
bxc x.
La proposition suivante montre que l’on a en fait défini une bijection
entre les progressions et les fonctions croissantes. Le second point de cette
proposition nous permettra de nous appuyer sur la proposition 2.84 dans la
preuve du théorème 2.89 ci dessous.
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Proposition 2.88. On a s = s s et  = s .
Démonstration. – Pour tout x, s s(x) =
∨
{y ∈ X | y v s(x)} = s(x) .
– Si x  y alors x ∈ byc, d’où x v
∨
byc, i.e., x  s y . Réciproque-
ment, supposons x  s y, i.e., x v
∨
byc. Comme
∨
byc  y par le
lemme 2.87, on obtient x y avec (2.38). 
Nous pouvons maintenant caractériser l’ensemble des notions de la sec-
tion précédente, lorsque la génératrice s que l’on considère se trouve être la
fonction associée à une progression. Nous énonçons le théorème sans utiliser
le vocabulaire introduit pour les progressions, de façon à ce qu’il puisse se
lire comme une série de définitions :
Théorème 2.89. 1. Pour tous x, y ∈ X, x v s (y)⇔ x y.
2. Un élément x ∈ X est une s -simulation si et seulement si x x.
3. Une fonction f est compatible avec s si et seulement si
∀x, y ∈ X, x y ⇒ f(x) f(y) .
4. Une fonction f est correcte pour s via f ′ si et seulement si f ′ est
extensive et :
∀x ∈ X, x f(x)⇒ f ′(x) f ′(x) .
5. s respecte le monoïde si et seulement si on a 1 1 et
∀x, x′, y, y′ ∈ X, x x′, y  y′ ⇒ x · y  x′ · y′ .
6. s respecte le monoïde à gauche si et seulement si on a 1 1 et
∀x, x′, y ∈ X, x x′, y  y ⇒ x · y  x′ · y .
Démonstration. 1. On a x  y ⇔ x  s y ⇔ x v s (y), par la propo-
sition 2.88.
2. Immédiat avec le point précédent.
3. On utilise les propositions 2.84 et 2.88 : les fonctions compatibles avec
s sont celles monotones pour  s qui sont celles monotones pour
 .
4. Par le premier point, x v s (f(x)) ⇔ x  f(x) ; et par le second
f ′(x) est une s -simulation si et seulement si c’est une  -simulation.
5. Le second point indique en particulier que 1 est une s -simulation
si et seulement si 1  1. Ensuite, pour l’implication directe, soient
x x′ et y  y′, et montrons x · y  x′ · y′. Par le premier point, on
a x v s (x′) et y v s (y′), d’où x · y v s (x′) · s (y′) v s (x′ · y′),
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par respect de l’ordre partiel par le produit, puis respect du produit
par s . Le premier point nous donne finalement bien x · y  x′ · y′.
Pour la réciproque, soient x, y ∈ X, on a s (x)  x et s (y)  y,
d’où, par hypothèse, s (x) ·s (y) x ·y, c’est-à-dire s (x) ·s (y) v
s (x · y) par le premier point.
6. Similaire à la preuve du point précédent. 
2.4 Pour aller plus loin
La section 5.1 complétera ce chapitre, en étudiant les techniques modulo
pour la compatibilité ; nous concluons maintenant par quelques remarques.
Treillis complets monoïdaux « exotiques »
Une bonne partie de la théorie précédente est établie dans un treillis com-
plet monoïdal quelconque. C’est a priori un treillis de relations binaires qui
sera utilisé dans le cas de la bisimulation, et nous considérerons au chapitre 5
le treillis complet monoïdal des fonctions croissantes.
La question se pose naturellement de savoir s’il existe d’autre sortes de
treillis complets monoïdaux, pour lesquels la théorie précédente pourrait être
utile. Le fait de ne demander ni les complémentaires ni la distributivité nous
laisse un peu de marge de manœuvre quant au choix du treillis : tout treillis
distributif est isomorphe à un treillis d’ensembles (i.e., à un sous-treillis non
nécessairement complet de P (Q), pour un ensemble quelconque Q) ; toute
algèbre de Boole complète et complètement distributive est isomorphe au
treillis des parties d’un ensemble [DP90, théorèmes 10.21 et 10.24]. Il reste
cependant difficile de se rendre compte des contraintes qu’imposerait la struc-
ture de monoïde sur un treillis qui ne serait pas un treillis de parties.
Contraintes
On souhaite parfois imposer des contraintes sur les objets mis en jeu :
pour la « bisimilarité barbelée » [MS92a], les relations ne doivent mettre en
correspondance que des processus possédant les mêmes « barbes » ; pour les
« bisimulations typées » [SW01, HR04] les processus mis en relation doivent
obéir à la même politique de typage. De telles contraintes peuvent être re-
présentées par le plus grand objet les satisfaisant, noté c dans la suite.
Deux approches sont alors possibles : lorsque le monoïde préserve cette
contrainte, le treillis initial (X), restreint aux relations majorées par c, est
un treillis complet monoïdal : Xc , X∩{c}l, qui peut être utilisé à condition
que toutes les fonctions manipulées respectent la contrainte.
L’autre solution consiste à contraindre les génératrices considérées à l’aide
de la fonction constante ĉ : pour toute génératrice s, on peut travailler avec
la génératrice (s ∧ ĉ), qui nous force elle aussi à respecter la contrainte (on
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a en fait Xc = Xbc). L’avantage de cette seconde solution est qu’elle reste
valide même lorsque le monoïde ne respecte pas la contrainte.
Étages
La remarque précédente fait apparaître un lien entre le choix du treillis
et celui de la génératrice, dans le cas d’une contrainte « constante ». Cette
idée peut en fait être généralisée : lorsque l’on souhaite considérer le plus
grand point fixe commun à deux génératrices s et t, on peut considérer la
génératrice composée s ∧ t, comme on l’a fait la section 2.2.3, mais on peut
aussi remarquer que Xs est un treillis complet, dans lequel il suffit d’étudier
la t-similarité (ou l’inverse). Plus formellement, on a les égalités suivantes
entre ensembles :
Xs∧t = (Xs)t = (Xt)s = Xs ∩Xt .
On pourrait ainsi imaginer des constructions étagées, où l’on raffinerait le
treillis initial au fur et à mesure.
L’avantage d’une telle présentation serait d’obtenir des résultats comme
la proposition suivante, où l’hypothèse de compatibilité sur la deuxième com-
posante (ici, g avec t) est allégée : elle ne doit être vérifiée que sur les s-
simulations :
Proposition 2.90. Soient s, t, f, g ∈ X〈X〉 quatre fonctions croissantes
telles que :
1. f est compatible avec s, t et g,
2. g(Xs) ⊆ Xs, et
3. g restreinte à Xs est compatible avec t.
Alors pour tout x ∈ X tel que x v s(f(x)) et x v t(g(x)), on a x v ν (s ∧ t).
Démonstration. On a tout d’abord fω(x) ∈ Xs par compatibilité de f avec
s. Ensuite, on a fω(x) v fω(t(g(x))) v t(fω(g(x))) v t(g(fω(x))), par
compatibilité de f (et donc de fω) avec t puis g. On en déduit gω(fω(x)) ∈
(Xs)t par compatibilité de g avec t sur Xs, ce qui permet de conclure. 
Nous décrirons à la remarque 3.25 comment une telle proposition pourrait
être utilisée dans le cas de la bisimulation faible.
Chapitre 3
Bisimulations étiquetées
Nous avons développé au chapitre précédent une théorie des techniques
permettant de raffiner la méthode de preuve par co-induction. Dans ce cha-
pitre, nous nous concentrons sur le cas particulier des diverses notions de
bisimulation que l’on peut définir sur des systèmes de transitions étiquetées.
Nous commençons par préciser la structure abstraite dans laquelle nous
travaillons (les algèbres relationnelles), puis nous montrons comment y re-
trouver les diverses notions usuelles de simulation et similarité. En appli-
quant les résultats précédents, on retrouve l’ensemble des techniques mo-
dulo standard pour ces différents préordres, que l’on symétrise ensuite, afin
de retomber sur les équivalences comportementales standard.
Ce chapitre nous permet de poser les bases du chapitre suivant, et de
faire un inventaire méthodique et uniforme de l’ensemble des préordres ou
équivalences comportementaux ainsi que des techniques modulo qui leurs
sont associés. Outre l’idée de se placer au niveau d’abstraction fourni par les
algèbres relationnelles, la contribution la plus novatrice de ce chapitre est la
notion de préordre contrôlé, qui nous permettra de généraliser la technique
« modulo expansion ».
3.1 Algèbres relationnelles et systèmes de transi-
tions étiquetées
3.1.1 Algèbres relationnelles
Afin de mieux définir le domaine d’application de notre théorie des tech-
niques modulo, nous sommes partis au chapitre précédent d’une structure
de treillis complet, que nous avons ensuite enrichie avec une opération de
symétrie, puis une structure de monoïde.
La notion de bisimulation, traditionnellement définie dans le cadre des
relations binaires, utilise pleinement ces trois ingrédients, qui seront donc au
centre des développements à suivre.
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Définition 3.1 (Algèbre relationelle). Une algèbre relationnelle est un sex-
tuplet 〈X,v,
∨
, ·, 1, ·〉, où 〈X,v,
∨
, ·, 1〉 est un treillis complet monoïdal
continu, et · : X → X est une fonction de conversion satisfaisant les quatre
propriétés suivantes :
∀x ∈ X, x = x (3.1)
∀x, y ∈ X, x v y ⇒ x v y (3.2)
∀x, y ∈ X, x · y = y · x (3.3)
∀x, y, z ∈ X, (x · y) ∧ z v x · (y ∧ (x · z)) (3.4)
Les trois premières propriétés indiquent que la fonction de conversion
est une involution croissante qui renverse le produit, elles correspondent aux
hypothèses que l’on faisait au chapitre 2, de telle sorte que les résultats
précédents s’appliquent à toute algèbre relationnelle.
Le dernier axiome (3.4), nommé « loi de modularité » dans [FS90], permet
de relier les trois « ingrédients » de cette structure (treillis, monoïde, conver-
sion). Il ne sera principalement utilisé qu’au prochain chapitre, et nous le
mentionnerons explicitement chaque fois que nous l’utiliserons. Un moyen
mnémotechnique de se rappeler cet axiome consiste à en « typer » les élé-
ments :
B y
x·z
//A
x 22
z
33 C
Notons que cette dernière loi est la seule qui fasse intervenir les bornes in-
férieures, que nous avons choisi de ne pas intégrer à la structure (elles sont
seulement dérivées, définition 2.5). Cela n’est pas problématique dans notre
cadre, puisque nous ne parlerons pas de morphismes d’algèbre relationelle ; si
tel devait être le cas, il nous faudrait prendre garde à ce que ces morphismes
préservent la loi de modularité. Nous laissons pour de futures recherches la
question d’obtenir cette loi à partir d’axiomes ne mentionant que les bornes
supérieures (finies).
Rappelons que nous donnons la priorité au produit sur les bornes infé-
rieures et supérieures, la loi de modularité sera par exemple écrite sous la
forme x · y ∧ z v x · (y ∧ x · z). On a les propriétés suivantes :
Lemme 3.2. Dans toute algèbre relationnelle X, on a :
1 = 1 (3.5)
∀x, y ∈ X, x v y ⇔ x v y (3.6)
∀Y ⊆ X,
∨
Y =
∨
Y et
∧
Y =
∧
Y (3.7)
∀x, y, z ∈ X, x · y ∧ z v (x ∧ z · y) · y (3.8)
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Démonstration. Pour (3.5), on a 1 = 1 · 1 = 1 · 1 = 1 · 1 = 1 = 1 (par
complétion du système de réécriture naturel pour ·, · et 1). Les propriétés
(3.6) et (3.7) ont déjà été prouvées (lemme 2.60, elles découlent de (3.1)
et (3.2)) ; (3.8) s’obtient en « inversant » (3.4) à l’aide de (3.3), (3.6) et
(3.7). 
Les algèbres relationnelles étant destinées à représenter de façon abstraite
les relations binaires, il nous faut vérifier que ces dernières en forment bien
un modèle, et ce quel que soit la nature des « individus » mis en relation.
Fixons pour cela un ensemble P quelconque.
Définition 3.3 (Relations binaires). On note R , P (P × P) l’ensemble
des relations binaires sur P. Les éléments de R seront dénotés par R,S, et
l’appartenance d’un couple 〈p, q〉 à une relation binaire R sera notée p R q.
Soient R,S ∈ R deux relations binaires, et S ⊆ R une famille de re-
lations binaires. On définit comme suit l’inclusion de S dans R, l’union
et l’intersection de S, la composition de R et S, la relation identité, et la
converse de R :
S ⊆ R si ∀p, q ∈ P, p S q ⇒ p R q⋃
R∈S
R , {〈p, q〉 | ∃R ∈ S, p R q}⋂
R∈S
R , {〈p, q〉 | ∀R ∈ S, p R q}
R · S , {〈p, q〉 | ∃r ∈ P, p R r et r S q}
I , {〈p, p〉 | p ∈ P}
R , {〈q, p〉 | p R q}
On dira que R contient une relation S (ou encore, que S est contenue dans
R), lorsque S ⊆ R.
L’inclusion, l’union et l’intersection correspondent aux opérations en-
semblistes dans le treillis des parties sur P × P, d’où leurs notations ; les
autres opérations étendent ce treillis complet en une algèbre relationnelle,
dite propre, et on retrouve les notions usuelles de réflexivité, transitivité,
symétrie, ainsi que les fermetures associées :
Proposition 3.4. 〈R,⊆,
⋃
, ·, I, ·〉 est une algèbre relationnelle appelée al-
gèbre relationnelle propre de P, dans laquelle toute relation binaire R ∈ R
satisfait :
– R est réflexive si et seulement si ∀p ∈ P, p R p ;
– R est transitive si et seulement si ∀p, q, r ∈ P, p R q et q R r im-
pliquent p R r ;
– R est symétrique si et seulement si ∀p, q ∈ P, p R q si et seulement si
q R p ;
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– R= = {〈p, q〉 | p = q ou p R q} ;
– R+ = {〈p0, pn〉 | ∃n > 0, ∃p1, . . . , pn−1 ∈ P, ∀i < n, pi R pi+1} ;
– R? = {〈p0, pn〉 | ∃n ∈ N, ∃p1, . . . , pn−1 ∈ P, ∀i < n, pi R pi+1} .
Démonstration. Nous montrons seulement la loi de modularité (3.4), qui est
la moins standard : soient R,S, T trois relations binaires, et supposons que
p (R · S) ∩ T q : on a p T q et il existe r tel que p R r S q. Il nous faut
montrer p R · (S ∩ (R · T )) q ; ayant p R r et r S q, il suffit de montrer
r R · T q, c’est le cas, via p : on a r R p T q. 
Remarque 3.5 (Calcul des relations, allégories). La notion d’algèbre relation-
nelle provient du calcul des relations, d’Alfred Tarski [Tar41, CT51, JT52,
TG87] (qui indique s’appuyer sur les travaux plus anciens d’Augustus de
Morgan puis Charles Peirce et Ernst Schröder, entre 1860 et 1900 ; consul-
ter [Pra92] pour un historique détaillé et une sélection de références – ou
l’article récent de Steven Givant [Giv07]). En théorie des catégories, les « al-
légories » [FS90, Joh02] sont aussi très proches des algèbres relationnelles.
Notre objectif est cependant différent : nous ne cherchons pas à donner un
ensemble d’axiomes (sans variables d’individus) qui caractérise le « compor-
tement » des relations binaires, mais plutôt à définir un ensemble d’axiomes
minimal, qui nous permette de définir les notions qui nous intéressent, puis
de prouver à un niveau d’abstraction plus élevé les résultats obtenus dans le
cadre spécifique des relations binaires.
La présentation que l’on a adoptée ici s’éloigne considérablement du cal-
cul des relations tel qu’il est présenté dans [Tar41], et se rapproche bien plus
des « relation algebras » de Doornbos et al. [DBvdW97] : c’est sur cet article
que nous nous appuierons au chapitre suivant, pour caractériser au niveau
abstrait des algèbres relationnelles la notion de terminaison dont nous au-
rons besoin. La seule différence avec les algèbres relationnelles telles qu’elles
sont définies dans cet article est que nous n’imposons pas un treillis (com-
plètement) distributif : la distributivité des bornes supérieures sur les bornes
inférieures est demandée dans [DBvdW97], et vice-versa. La différence avec
le calcul des relations est plus importante : nous considérons des treillis com-
plets, mais non distributifs, et non nécessairement « complémentés » 1 (le
calcul des relations prend comme point de départ les algèbres de Boole, i.e.,
les treillis distributifs et complémentés). Les allégories ne requièrent pas non
plus un treillis complémenté (l’idée étant de rester en logique intuitioniste),
et ne comportent initialement que le semi-treillis correspondant aux bornes
inférieures. Les bornes supérieures (infinies) sont ajoutées afin d’obtenir les
allégories localement complètes, dans lesquelles toute allégorie peut être fidè-
lement représentée [FS90], mais qui sont distributives.
1. Dans le cas des relations binaires, l’opération de complémentation est celle qui à
toute relation associe la relation contenant exactement les couples que ne contient pas la
première ; c’est la négation dans les algèbres de Boole.
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Remarque 3.6 (Représentation). Dès son premier article sur le calcul des
relations [Tar41], Tarski pose la question de la « représentation » :
« Est-ce que tout modèle du calcul des relations est isomorphe
à une famille de relations binaires close par les opérations du
calcul ? ».
La réponse est négative [Lyn50] ; l’axiomatisation peut cependant être com-
plétée de façon à ce que la réponse devienne affirmative [Lyn56] ; mais il
n’existe pas d’axiomatisation finie [Mon64]. Notons aussi que la notion d’al-
gèbre relationnelle propre utilisée dans [Lyn50, JT52] pour définir le pro-
blème de la représentation est un peu plus générale que la nôtre : elle permet
de prendre en compte les sous-modèles issus des relations binaires (l’ensemble
des relations binaires réflexives sur un ensemble donné forme par exemple une
algèbre relationnelle, qui n’est pas déclarée propre selon notre définition).
Dans cette thèse, c’est la question « opposée » qui nous préoccupe : existe-
t-il des algèbres relationnelles « intéressantes », qui ne soient pas un cas par-
ticulier d’algèbre relationnelle propre ? Si le fait de se placer dans une algèbre
relationnelle quelconque pour étudier les techniques modulo nous semble très
bénéfique en termes de méthodologie (notations, clarté des preuves, etc. . .),
nous aimerions aussi pouvoir démontrer l’intérêt de cette approche en ob-
tenant des résultats qui ne s’appliquent pas que dans le cas des relations
binaires.
Nous avons discuté à la section 2.4 de l’existence probable de treillis
complets monoïdaux continus « exotiques ». Demander de plus une involu-
tion croissante qui renverse le produit nous semble assez contraignant : si
le monoïde est commutatif, on peut certes choisir l’identité ; par exemple
on vérifie aisément que les deux treillis complets monoïdaux continus don-
nés dans l’example 2.19, étendus par l’identité, forment des algèbres relatio-
nelles (〈N,≤, sup,+, 0, idN〉 et 〈N,≤, sup,×, 1, idN〉). Mais cette hypothèse de
commutativité rend vaine toute la théorie que l’on va définir : lorsque tout
commute, les diverses notions de bisimilarité se réduisent trivialement à l’élé-
ment maximal du treillis complet. Nous n’avons pour l’instant pas d’intuition
quant à l’impact de la loi de modularité (3.4), qu’il nous est difficile d’ap-
préhender. C’est finalement le fait que l’on ne demande ni complémentaires,
ni distributivité qui nous semble laisser le plus de marge.
Avant de définir les systèmes de transitions étiquetées dans ce cadre abs-
trait, nous donnons un lemme qui nous permettra de calculer la converse
de certains éléments ou fonctions ; il complète le lemme 2.60 du chapitre
précédent :
Lemme 3.7. Soit X une algèbre relationnelle ; pour tout élément x ∈ X, et
toutes fonctions f, g ∈ XX , on a :
x= = (x)= , x+ = (x)+ , x? = (x)? ; (3.9)
f ·̂ g = g ·̂ f , f= = (f)= , f+ = (f)+ , f? = (f)? . (3.10)
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Démonstration. Le seul point délicat consiste à montrer ∀n ∈ N, xn =
(x)n, ce que l’on fait par récurrence, en utilisant le lemme 2.12 pour obtenir
x · xn = xn · x, pour tout entier n. Pour passer aux fonctions, on utilise le
lemme 2.29. 
En particulier, les itérées f=, f+, et f? d’une fonction f sont symétriques
dès que f l’est (notons que la fonction de conversion ne respecte pas le
monoïde, de sorte que cette propriété de préservation de la symétrie ne peut
pas être obtenue en tant que corollaire de la proposition 2.68(2), comme nous
l’avions fait pour les autres opérateurs (lemme 2.64)).
3.1.2 Systèmes de transitions étiquetées
On fixe à partir de maintenant une algèbre relationnelle dont on dénote
les éléments du domaine (X) par x, y . . . ; malgré cette notation, ces éléments
peuvent (doivent) être pensés comme des relations binaires sur un ensemble
donné. Les objets correspondants dans [DBvdW97] y sont nommés specs
(pour spécifications) ; comme cela dessert l’intuition lorsque l’on passe au
français, on les appellera simplement relations dans la suite. La notion de
relation binaire et les lettres R,S étant utilisées pour désigner des relations
concrètes, cela ne devrait pas prêter à confusion.
On fixe ensuite un ensemble (L) d’étiquettes (ou encore actions, labels),
dont les éléments seront notés α, β . . . Cela nous permet de donner une
définition très simple d’un système de transitions étiquetées :
Définition 3.8 (Système (abstrait) de transitions étiquetées). Un système
abstrait de transitions étiquetées par L (LTS, pour « Labelled Transition
System ») est une collection de relations indexée par L : ( α−→)α∈L ∈ XL.
Intuitivement, α−→ représente l’ensemble des transitions étiquetées par
l’action α, il n’y a pas besoin de parler de domaine ou d’états, puisque
ceux-ci sont implicitement cachés dans le support de l’algèbre relationnelle.
Notons aussi que cette définition, ainsi que la plupart de celles qui suivent,
dépend de l’ensemble d’étiquettes que l’on s’est fixé (L). Comme cet ensemble
ne variera qu’au chapitre 6, nous n’introduirons des notations mentionnant
explicitement cette dépendance que pour ce chapitre.
Afin de pouvoir considérer les équivalences dites « faibles », on distingue
parmi les éléments de L une action dite silencieuse (ou interne), notée τ .
Les éléments de Lv , L \ {τ}, dits visibles (et parfois appelés interactions)
seront notés a, b . . .
Définition 3.9 (Transitions faibles, LTS faible). Soit ( α−→)α∈L un LTS. Pour
toute étiquette α ∈ L, on définit les relations bα−→, α=⇒ et bα=⇒ par :
bα−→ ,
{
τ−→
=
si α = τ
a−→ si α = a ∈ Lv
α=⇒ , τ−→
?
· α−→ · τ−→
?
bα=⇒ , τ−→? · bα−→ · τ−→?
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On appelle LTS faible le LTS ( bα=⇒)α∈L .
Remarquons les propriétés suivantes :
bτ=⇒ = τ−→? , τ=⇒ = τ−→+, ba=⇒ = a=⇒ ; (3.11)
en particulier bτ=⇒ est réflexive, mais pas τ=⇒ (à moins, par exemple, que τ−→ ne
le soit). Les relations converses des relations dénotées par des flèches seront
dénotées par les flèches renversées correspondantes ; par exemple, α←− = α−→ .
3.2 Les différentes simulations et leurs techniques
modulo
Comme expliqué en introduction, les jeux de bisimulation sont définis
comme la conjonction de deux jeux de simulation, l’un de gauche à droite, et
l’autre de droite à gauche. Nous exploitons cette symétrie en nous ramenant
à l’étude des simulations, ce qui nous permet d’une part de factoriser et de
simplifier certaines preuves, et d’autre part de définir de manière systéma-
tique les préordres se trouvant entre la bisimilarité forte et la bisimilarité
faible (dont l’expansion, notamment) : il suffit de choisir deux jeux, puis de
les combiner, l’un de gauche à droite et l’autre de droite à gauche.
3.2.1 Génératrices des simulations
Pour appliquer la théorie du chapitre précédent, il nous faut définir une
génératrice pour chacun des objets co-inductifs que l’on souhaite étudier. On
passe pour cela par la notion de progression, développée à la section 2.3, qui
nous semble plus intuitive lorsque l’on considère les jeux de simulation :
Définition 3.10 (Progressions et génératrices pour les jeux de simulation).
Les génératrices des jeux de simulation forte (s), simulation faible (w), pré-
expansion (e) et simulation progressive (p), sont les génératrices associées
aux relations suivantes :
x s y si x v y et ∀α ∈ L,
α←− · x v y · α←− ;
x w y si x v y et ∀α ∈ L,
α←− · x v y · bα⇐= ;
x e y si x v y et ∀α ∈ L,
α←− · x v y · bα←− ;
x p y si x v y et ∀α ∈ L,
α←− · x v y · α⇐= .
Lemme 3.11. Les quatre relations précédemment définies sont des progres-
sions.
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Démonstration (cas de w). Si x v x′, y′ v y et x′  w y′, on a x v y
par transitivité, et pour tout α ∈ L, comme le produit préserve l’ordre
partiel (2.17), on a :
α←− · x v α←− · x′ v y′ · bα⇐= v y · bα⇐= .
Ensuite, soient Y v X, z ∈ X tels que ∀y ∈ Y, y  w z ; soit α ∈ L. Pour
tout y ∈ Y , on a α←− · y v z · bα⇐= . Par la continuité du produit (2.18), on
conclut :
α←− ·
∨
Y =
∨
y∈Y
α←− · y v z · bα⇐= .

Par le lemme 2.86, les génératrices associées à ces progressions sont donc
croissantes, et le théorème 2.89 nous permet de travailler indifféremment avec
les progressions ou les génératrices. Dans le cas d’une algèbre relationnelle
propre, la première progression peut-être reformulée comme suit : R  s S
si R ⊆ S, et ∀α, p, p′, p R q et p α−→ p′ impliquent ∃q′, q α−→ q′ et p′ S q′ ; ce
qui correspond à la « moitié » de la progression de l’example 2.75.
Nous commentons les quatre génératrices ci-dessous.
(s) Cette génératrice définit des jeux de simulation forte (la lettre s vient de
l’anglais « strong ») : le côté droit simule exactement le côté gauche,
en répondant par la même transition que celle de l’offre. De manière
plus intuitive, une relation x est une s-simulation si et seulement si elle
satisfait le diagramme suivant :
·
α

x
v α

x ·
(où la quantification universelle sur toutes les étiquettes α est impli-
cite).
Une définition plus standard, dans le cas des relations binaires serait :
« Une relation R est une simulation forte si pour tous p, p′, q
et α tels que p R q et p α−→ p′, il existe q′ tel que p′ R q′ et
q
α−→ q′ ».
(w) Cette génératrice définit des jeux de simulation faible (« weak ») : le
côté droit simule le côté gauche, modulo des transitions silencieuses,
en répondant par la transition faible ( bα=⇒) correspondant à l’offre ( α−→).
Une relation x est une w-simulation si et seulement si elle satisfait le
diagramme suivant :
·
α

x
v bα

x ·
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Comme précédemment la définition plus standard, dans le cas des re-
lations binaires serait :
« Une relation R est une simulation faible si pour tous
p, p′, q, α tels que p R q et p α−→ p′, il existe q′ tel que p′ R q′
et q bα=⇒ q′ ».
L’idée principale de la similarité faible est d’abstraire vis-à-vis de la
partie « interne » d’un processus, représentée par les actions silen-
cieuses. Ces transitions correspondent par exemple à des calculs, que
l’on ne souhaite pas observer (à l’inverse, la similarité forte est capable
de compter les actions silencieuses, ce qui lui permet de distinguer de
processus ne différant que par leur « efficacité » pour les calculs in-
ternes).
(e) Cette génératrice correspond à la partie « de gauche à droite » d’un jeu
d’expansion (%) [AKH92, SM92]. L’idée est de contraindre le côté droit
à être au moins aussi rapide que le côté gauche : le jeu est fort sur les
actions visibles ( ba−→ = a−→), mais le côté droit peut décider de ne pas
bouger lors des offres silencieuses ( bτ−→ = τ−→=). Afin de faire la distinc-
tion avec l’expansion, où le jeu de droite à gauche est aussi présent,
nous appellerons pré-expansions les e-simulations. Une relation x est
une e-simulation si et seulement si elle satisfait le diagramme suivant :
·
α

x
v bα

x ·
L’expansion a été introduite indépendamment par S. Arun Kumar et
Matthew Hennessy [AKH92] et Milner et Sangiorgi [SM92]. Les pre-
miers définissent ce préordre comportemental afin de caractériser une
notion d’efficacité, et s’intéressent à ses propriétés de congruence, ainsi
qu’à son axiomatisation dans la partie finie de CCS (notons aussi que ce
préordre y est donné « à l’envers » : notre génératrice, e correspond en
fait la partie « de droite à gauche » dans [AKH92]). Les seconds [SM92]
s’intéressent à l’expansion en tant que technique de preuve pour la bi-
similarité faible. Comme expliqué dans l’introduction, ce préordre per-
met d’une certaine manière de pallier au problème de « faible modulo
faible » : le fait que le côté droit doive être plus rapide que le côté
gauche empêche le cas pathologique où la bisimilarité faible annule
une offre silencieuse (on n’a pas a % τ.a, ce qui élimine, entre autres,
le contre-exemple (1.15) donné en introduction).
(p) Cette dernière génératrice correspond à la partie « de droite à gauche »
d’un jeu d’élaboration (v), préordre initialement étudié par Arun Ku-
mar et Natarajan [AKN95]. C’est en quelque sorte la duale de e : le
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côté droit doit être au moins aussi lent que le côté gauche. Une rela-
tion x est une p-simulation si et seulement si elle satisfait le diagramme
suivant :
·
α

x
v α

x ·
Lorsque l’on symétrise ce jeu (comme on le fera à la section 3.3), on
obtient la bisimulation progressive d’Ugo Montanari et Vladimiro Sas-
sone [MS92c]. La terminologie « progressive » provient du fait que les
processus doivent progresser à chaque offre, c’est-à-dire répondre avec
au moins une transition. On réservera donc le nom d’élaboration au
préordre (v) [AKN95], que l’on définira à la section 3.3, et on appel-
lera simulations progressives les p-simulations (ce qui justifie le nom
donné à leur génératrice).
Les avantages de cette notion de simulation sont ses bonnes propriétés
en termes de techniques modulo et de congruence, qui seront respecti-
vement étudiées aux chapitres 4 et 5 ; ses propriétés élémentaires sont
cependant données dans ce chapitre, par souci d’uniformité.
Afin de comparer ces différentes notions de simulation, il suffit de com-
parer leurs génératrices :
Proposition 3.12. On a :
s v e v w , s v p v w ,
Xs ⊆ Xe ⊆ Xw , Xs ⊆ Xp ⊆ Xw ,
νs v νe v νw , νs v νp v νw .
Démonstration. On a :
∀α ∈ L, α−→ v bα−→ v bα=⇒ et α−→ v α=⇒ v bα=⇒ ,
ce qui entraîne  s ⊆  e ⊆  w et  s ⊆  p ⊆  w ,
puis s v e v w et s v p v w .
On conclut par la proposition 2.43. 
Nous ne nous étendons pas plus sur ces comparaisons, qui seront plus
instructives dans la section suivante, où l’on aura défini les préordres et
équivalences standard (on n’en a ici que les « moitiés ») ; notons simplement
que p et e sont a priori incomparables.
Avant de passer à l’étude des techniques modulo pour les simulations,
nous établissons une caractérisation alternative des simulations faibles et
progressives. Cette caractérisation mène habituellement à la transitivité de
la similarité faible ; elle nous sera utile pour le lemme 3.15. Sa preuve est
élémentaire, et consiste à assembler verticalement des diagrammes, comme
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nous l’avions annoncé dans l’introduction (1.14) ; nous la donnons pour illus-
trer la façon très intuitive dont se traduit ce genre de raisonnements dans
des algèbres relationnelles.
Lemme 3.13. Une relation x est une w-simulation si et seulement si :
∀α ∈ L, bα⇐= · x v x · bα⇐= . (3.12)
Une relation x est une p-simulation si et seulement si :
∀α ∈ L, α⇐= · x v x · α⇐= . (3.13)
Démonstration. Dans les deux cas, la réciproque est immédiate.
Soit x ∈ Xw une w-simulation ; par hypothèse, on a
τ←− · x v x · bτ⇐=, d’oùbτ⇐= · x v x · bτ⇐= par (2.19). Ensuite, soit a ∈ Lv une action visible ; on a
ba⇐= · x , bτ⇐= · a←− · bτ⇐= · x
v bτ⇐= · a←− · x · bτ⇐= (par le point précédent)
v bτ⇐= · x · ba⇐= · bτ⇐= (par hypothèse)
v x · bτ⇐= · ba⇐= · bτ⇐= = x · bα⇐= . (par le point précédent)
Enfin, si x est une p-simulation, c’est en particulier une w-simulation :
l’étude précédente s’applique. Il suffit donc de vérifier τ⇐= · x v x · τ⇐= ; on a
pour cela
τ⇐= · x = τ←− · bτ⇐= · x
v τ←− · x · bτ⇐= (par le point précédent)
v x · τ⇐= · bτ⇐= = x · τ⇐= . (par hypothèse)

Remarque 3.14 (LTS faible). On retrouve donc bien la première définition
de bisimulation faible donnée en introduction (1.7) : les bisimulations faibles
sont les bisimulations fortes, prises dans le LTS faible. Cependant, comme
expliqué dans l’introduction (ou encore [Mil99, page 53], [SW01, page 93]),
cette définition donne lieu à des jeux inutilement difficiles à vérifier. Notre
objectif étant de définir des méthodes de preuve, nous ne considérerons pas
cette définition par la suite.
3.2.2 Techniques standard : fonctions compatibles
On va maintenant montrer que la plupart des techniques modulo stan-
dard pour la simulation peuvent s’exprimer en termes de fonctions compa-
tibles. Vérifions tout d’abord que la notion de simulation modulo, définie
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au chapitre précédent, correspond bien à celle décrite informellement dans
l’introduction. Considérons par exemple le cas faible (w) : une relation x est
une w-simulation modulo une fonction f si et seulement si x v w(f(x)), i.e.,
si x w f(x), ce qui équivaut au diagramme suivant dès que f est extensive
(où l’étiquette α est quantifiée universellement) :
·
α

x
v bα

f(x) ·
On retrouve bien la partie de gauche à droite des diagrammes dessinés dans
l’introduction, et la validité de la technique modulo s’obtient en prouvant la
correction de la fonction f pour la génératrice considérée (ici, w).
On recherche maintenant des fonctions compatibles avec nos différentes
génératrices. Le lemme suivant, couplé aux résultats de la section 2.2.5, va
nous en fournir un certain nombre.
Lemme 3.15. Les génératrices s et e respectent le monoïde ; les génératrices
w et p ne le respectent qu’à gauche.
Démonstration. On applique la caractérisation donnée par le théorème 2.89 :
dans les quatre cas, on vérifie bien que 1 est une simulation ; ensuite on
distingue les cas :
(s) Soient x, x′, y, y′ ∈ X telles que x s x′ et y  s y′. Pour toute étiquette
α ∈ L, on a :
α←− · x · y v x′ · α←− · y v x′ · y′ · α←− ;
on a donc bien x·y  s x′ ·y′ (comme le produit préserve l’ordre partiel,
on a immédiatement x · y v x′ · y′).
(e) Presque identique, il faut simplement faire attention au cas d’une offre
silencieuse, où l’on utilise le fait que y  e y′ entraîne y v y′ :
τ←− · x · y v x′ · bτ←− · y = x′ · τ←− · y ∨ x′ · y
v x′ · y′ · bτ←−∨ x′ · y′ = x′ · y′ · bτ←− .
(w) Comme on ne montre que le respect à gauche, on prend x, x′ ∈ X telles
que x w x′ et y ∈ Xw. Pour toute étiquette α ∈ L, on a :
α←− · x · y v x′ · bα⇐= · y v x′ · y · bα⇐=
(où l’on utilise (3.12) pour la seconde inégalité), ce qui nous donne bien
x · y  w x′ · y.
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(p) Identique au cas précédent, en utilisant (3.13) au lieu de (3.12). 
Remarque 3.16. La condition x v y dans chacune des progressions peut
sembler superflue ; elle est cependant nécessaire dans le lemme précédent,
afin que e respecte le monoïde. On verra au chapitre 5 qu’elle est aussi
nécessaire pour les autres progressions, afin d’obtenir la compatibilité de
certaines techniques modulo contexte.
Par la proposition 2.67, le lemme 3.15 entraîne la réflexivité et la transi-
tivité des quatre notions de similarité (νs, νe, νp et νw), et admet par les
propositions 2.68 et 2.69 le corollaire suivant, qui nous fournit les premières
techniques modulo pour les simulations correspondantes :
Corollaire 3.17. Soient xw une w-simulation, et xp une p simulation.
1. La fonction de fermeture réflexive et transitive (id?X : x 7→ x?), est
compatible avec s et e.
2. La post-composition par xw (x 7→ x · xw) est compatible avec w.
3. La post-composition par xp (x 7→ x · xp) est compatible avec p.
Le corollaire suivant n’est qu’une application directe du précédent, re-
formulée dans des termes plus concrets. Sa preuve illustre la façon dont la
proposition 2.50 permet d’assembler plusieurs fonctions compatibles, pour
en former de nouvelles.
Corollaire 3.18. Soit x ∈ X une relation.
1. si x satisfait le diagramme (1) ci dessous, alors x v νs ;
2. si x satisfait le diagramme (2), alors x v νw.
(1) ·
α

x
v α

(x ∨ νs)? ·
(2) ·
α

x
v bα

x= · νw ·
Démonstration. 1. La fonction id?X ◦(idX ∨ ν̂s) est compatible avec s, par
le corollaire 3.17(1) et la proposition 2.50.
2. De la même façon, mais en utilisant le corollaire 3.17(2), la fonction
(idX ∨ 1̂) ·̂ ν̂s, égale à (x 7→ x · νw) ◦ (idX ∨ 1̂), est compatible avec
w. 
La simulation forte supporte donc la technique modulo transitivité. No-
tons que la validité de cette technique implique celle de « fort modulo fort »,
qui correspond à la fonction f∼ utilisée dans l’introduction : si une relation x
satisfait le diagramme suivant, elle satisfait en particulier le diagramme (1)
du corollaire 3.18 :
·
α

x
v α

νs · x · νs ·
(1’)
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On peut donc utiliser la similarité forte elle même, pour simplifier les pro-
cessus apparaissant dans les jeux de simulation forte, et ce des deux côtés.
Ce n’est par contre pas le cas de la simulation faible, sur laquelle on se
concentre désormais. Nous revenons sur le contre-exemple de l’introduction
ci-dessous ; afin de mieux cerner le problème, essayons tout d’abord de prou-
ver que w respecte le monoïde : supposons x w x′ et y  w y′, et tentons
de montrer x · y  w x′ · y′. Prenons le cas d’une offre silencieuse, où nous
devons montrer :
τ←− · x · y v x′ · y′ · bτ⇐= .
Comme x  w x′, on a
τ←− · x · y v x′ · bτ⇐= · y, mais l’hypothèse y  w y′ ne
nous permet de fermer qu’un seul pas de réduction silencieuse :
·
τ

x
v
·
τ

y
v bτ

·
bτ

y′
?
·
x′ ·
Au contraire, dans la preuve du lemme 3.15, lorsque l’on démontre le respect
à gauche du monoïde, l’hypothèse sur y est renforcée (on a y  w y), ce qui
nous permet de fermer le diagramme par itération (lemme 3.13).
Considérons maintenant le contre-exemple donné en introduction : pre-
nons pour R le singleton {〈τ.a,0〉}, on prouve aisément que a νw τ.a,
de telle sorte que R est une simulation modulo simulation faible à gauche
(R w νw ·R) :
τ.a
τ

R 0
a νw τ.a R 0
(cf. 1.15)
R n’est pourtant pas contenue dans la similarité faible : τ.a peut faire une
transition faible visible ( a=⇒) à laquelle 0 ne peut pas répondre.
Comme expliqué dans l’introduction, on s’aperçoit en fait que la simi-
larité faible permet d’annuler des transitions silencieuses, ce qui permet, si
on l’autorise pour réécrire le processus de gauche dans les jeux de simula-
tions, d’« esquiver » des offres et de cacher ainsi le contenu réel d’un proces-
sus. L’idée générale que nous allons suivre par la suite va consister à mieux
contrôler les relations utilisées pour réécrire le processus de gauche dans les
jeux de simulation, pour qu’elles ne permettent pas de « remonter » le long
des transitions.
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L’usage de l’expansion [SM92] suit justement cette approche : comme
ce préordre, contenu dans la bisimulation faible, impose que le processus de
droite soit « plus rapide » que celui de gauche, il ne permet pas d’annuler les
transitions silencieuses (on n’a pas a % τ.a). Dans notre cadre, la validité de
la technique correspondante s’exprime par le lemme suivant :
Lemme 3.19. Pour toute e-simulation xe, la fonction x 7→ xe · x est com-
patible avec w.
Démonstration. Supposons x w y et montrons xe ·x w xe ·y. Soit α ∈ L,
on a α←− · xe · x v xe ·
bα←− · x puisque xe ∈ Xe.
– Si α = a ∈ Lv, on en déduit a←− · xe · x v xe ·
a←− · x v xe · y·
a⇐= ;
– sinon, on a τ←− · x v y · bτ⇐= et 1 · x = x v y · bτ⇐= (rappelons que x w y
implique x v y), d’où τ←− · xe · x v xe ·
τ←−
=
· x v xe · y·
bτ⇐= . 
On peut donc raffiner la seconde partie du corollaire 3.18 comme suit :
pour qu’une relation x soit majorée par la similarité faible, il suffit qu’elle
satisfasse le diagramme suivant :
·
α

x
v bα

νe · x= · νw ·
(2’)
La restriction à la pré-expansion pour réécrire le processus de gauche peut
sembler très contraignante : la définition de la pré-expansion la rapproche
plus de la similarité forte que de la similarité faible. Ce n’est toutefois dû qu’à
notre présentation en deux temps de l’expansion : les jeux que ce préordre
imposera de droite à gauche, qui ne sont pour l’instant pas mentionnés,
seront des jeux de simulation faible, ce qui permettra à l’expansion d’être
bien moins rigide que la bisimulation forte.
3.2.3 Transitivité lors des offres visibles
Une première façon d’obtenir la technique modulo transitivité consiste
à considérer la simulation forte dans le LTS faible (cf. introduction et re-
marque 3.14) ; c’est l’approche que suit Milner lorsqu’il corrige le problème
de faible modulo faible dans la seconde édition de son livre [Mil89].
Si l’on souhaite garder des offres simples, on peut remarquer que les
actions visibles sont jouées de façon relativement stricte, même dans la si-
mulation faible : on doit répondre à toute action visible a une unique action
a. La simulation faible est donc moralement capable de compter ces actions,
et ne permet pas de les annuler : on est dans une situation similaire au cas
fort. Cette intuition mène au lemme suivant, qui permet de répondre aux
offres visibles modulo transitivité :
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Lemme 3.20. Soit x une relation.
Si
{
τ←− · x v x · bτ⇐= et
a←− · x v x? · a⇐= , ∀a ∈ Lv,
alors x? est une w-simulation.
Démonstration. On a tout d’abord bτ⇐= · x v x · bτ⇐=, par (2.19) ; ce qui mène àbτ⇐= · x? v x? · bτ⇐= (?), par (2.20).
Par une récurrence, on démontre ensuite ∀n ∈ N, a←− · xn v x? · a⇐= . Le
cas de base est trivial ; pour le cas inductif, on a
a←− · xn+1 , a←− · x · xn v x? · a⇐= · xn (par hypothèse sur x)
, x? · bτ⇐= · a←− · bτ⇐= · xn
v x? · bτ⇐= · a←− · xn · bτ⇐= (par (∗))
v x? · bτ⇐= · x? · a⇐= · bτ⇐= (par récurrence)
v x? · x? · bτ⇐= · a⇐= · bτ⇐= = x? · a⇐= . (par (?))
La continuité du produit permet de conclure. 
Ce résultat est une technique modulo, au sens où il facilite la tâche consis-
tant à trouver des simulations faibles, mais il ne peut pas être exprimé sous
la forme d’une fonction correcte pour w : la distinction que l’on fait selon
le type d’offre nous en empêche. On peut cependant définir une autre gé-
nératrice, dont on montre par le lemme précédent qu’elle définit la même
similarité :
Définition 3.21 (Génératrice adaptée des simulations faibles). On définit
la génératrice wt comme étant la fonction associée à la progression suivante :
x wt y si

x v y ,
τ←− · x v y · bτ⇐= ,
∀a ∈ Lv, a←− · x v y+ · a⇐= .
Le choix d’une fermeture strictement transitive (id+X) plutôt que réflexive
et transitive (comme le permet le lemme 3.20) est purement technique : cela
permet de simplifier certaines preuves. On ne perd pas en généralité : la
fonction de fermeture réflexive reste compatible avec wt (lemme 3.23 ci-
dessous) et fournit ainsi une technique qui compense cette restriction.
Proposition 3.22. Pour toute wt-simulation x, x? est une w-simulation.
La wt-similarité et la w-similarité coïncident :
νwt = νw .
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Cette nouvelle génératrice wt ne respecte pas plus le monoïde que w ;
mais les fonctions compatibles que l’on avait pour w sont globalement conser-
vées (les hypothèses de réflexivité ne sont pas restrictives) :
Lemme 3.23. Les fonctions suivantes sont compatibles avec wt :
1. la fonction de fermeture réflexive (id=X) ;
2. la pré-composition par toute e-simulation réflexive xe (x 7→ xe · x) ;
3. la post-composition par toute w-simulation réflexive xw (x 7→ x · xw).
Démonstration. Le fait que 1 soit une wt-simulation mène au premier point
par la proposition 2.50 ; la preuve du second point suit celle du lemme 3.19,
la réflexivité de xe est nécessaire dans le cas des offres visibles, afin d’obtenir
l’inégalité xe ·y+ v (xe ·y)+ (c’est pour cette obtenir inégalité qu’il est préfé-
rable de considérer la transitivité stricte dans la définition de wt : elle n’est
plus vraie si l’on rajoute dès le départ la fermeture réflexive). Le troisième
point est similaire au précédent. 
Pour montrer qu’une relation x est majorée par la similarité faible, il
suffit finalement de montrer qu’elle satisfait les deux diagrammes suivants,
où l’étiquette a est quantifiée universellement sur toutes les actions visibles
dans le second diagramme (pour justifier ce diagramme, il suffit de constater
que l’on a (νe · x= · νw)+ = (x ∨ νw)?) :
·
τ

x
v bτ

νe · x= · νw ·
·
a

x
v a

(x ∨ νw)? ·
(2”)
La technique ainsi obtenue est finalement strictement plus puissante que
celle obtenue avec la première génératrice (2’). On pourrait donc être tenté
d’abandonner la première génératrice, au profit de la seconde. On verra ce-
pendant au chapitre 5 que les techniques modulo contexte ne sont valides que
pour la première. Nous considérons donc dans la suite les deux génératrices,
afin de garder la possibilité de choisir, à la fin, entre les techniques modulo
contexte et la transitivité lors des offres visibles.
Le lemme suivant nous permettra cependant de nous concentrer quand
même principalement sur la génératrice wt ; il n’admet pas de réciproque, en
particulier du fait des techniques modulo contexte :
Lemme 3.24. Toute fonction f correcte pour wt via une fonction f ′ est
correcte pour w via f ′?.
Démonstration. Soit x une w-simulation modulo f : x  w f(x). On a en
particulier x wt f(x), et f ′(x) est donc une wt-simulation. Le lemme 3.20
permet de conclure : f ′(x)? est une w-simulation. 
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Remarque 3.25 (Construction étagée). La transitivité lors des offres visibles
pourrait être obtenue en utilisant la construction étagée évoquée à la sec-
tion 2.4, en séparant la génératrice des simulations faibles (w) en une pre-
mière génératrice wτ correspondant à la partie silencieuse des jeux, et une
seconde, wv, correspondant aux jeux visibles. La proposition 2.90 pourrait
alors utilisée : la fonction de fermeture réflexive transitive est compatible
avec wv, sur l’ensemble Xwτ des « simulations silencieuses » (notons bien
qu’elle ne l’est pas sur X) ; et les techniques telles que modulo expansion
satisfont les hypothèses que cette proposition demande pour la fonction f .
Remarque 3.26 (Simulation progressive). L’ensemble des techniques précé-
demment développées peuvent s’adapter à la simulation progressive. Par
contre, le contre-exemple invalidant la technique « modulo faible » ne s’ap-
plique pas : le processus 0 ne peut pas répondre avec au moins une transition
silencieuse. Comme on le verra au chapitre suivant (section 4.5.1), dans des
systèmes où toute séquence de transitions silencieuses est finie, p supporte
la technique modulo transitivité. On peut néanmoins facilement trouver un
contre-exemple lorsque l’on a des séquences infinies de transitions silencieuses
(!τ dans CCS), qui peuvent être utilisées pour gommer la différence entre si-
mulations faibles et progressives (cf. remarque 3.29) : il suffit par exemple
de prendre le singleton {〈τ.a, !τ〉}.
3.3 Extension aux jeux à deux côtés
Maintenant que l’on a étudié les différents jeux de simulation, où l’on
demande au côté droit de répondre au côté gauche, on regarde comment
symétriser ces jeux, afin d’obtenir les équivalence et préordres couramment
étudiés dans la littérature. On commence par les définir, puis on étudie les
techniques modulo qui leur sont associées.
3.3.1 Définition des équivalences comportementales standard
Il suffit pour cela de considérer les converses des génératrices de la section
précédente : par exemple, pour la bisimulation forte, la converse de la géné-
ratrice s, s, correspond à des jeux de simulation forte de droite à gauche :
pour tous x, y, on a :
x v s(y) ⇔ x v s(y)
⇔ x s y
⇔ ∀α ∈ L, α←− · x v y · α←−
⇔ ∀α ∈ L, x · α−→ v α−→ · y
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ce qui est équivalent au diagramme suivant :
α

x
w
·
α
· y
En utilisant les résultats de la section 2.2.5, on peut alors combiner les diffé-
rentes génératrices « gauche-droite » avec les différentes génératrices « droite-
gauche », et obtenir des point fixes correspondant à des jeux à deux côtés.
Définition 3.27 (Les différents préordres et équivalences). La bisimilarité
forte (∼), la bisimilarité faible (≈), la bi-expansion (), la bisimilarité pro-
gressive ('), l’expansion (%) et l’élaboration (v) sont définies comme suit :
∼ , ν←→s ≈ , ν←→w  , ν←→e ' , ν←→p
% , ν(e ∧w) v , ν(w ∧ p)
On appellera de plus bisimulations fortes, bisimulations faibles, bi-expan-
sions, bisimulations progressives, expansions et élaborations les post-points
fixes de ces génératrices 2. Les bisimilarités fortes et faibles sont bien connues,
nous détaillons les autres relations ci-dessous.
(%) L’expansion [AKH92, SM92] combine un jeu de pré-expansion de gauche
à droite à un jeu de simulation faible, de droite à gauche. Cela lui
permet d’être utilisée comme technique modulo pour la bisimulation
faible, tout en restant relativement proche de celle-ci : seul le côté droit
est contraint.
() La bi-expansion est la version symétrique de l’expansion ; elle apparaît
dans [Fou98, chapitre 4] en tant que technique modulo pour l’expan-
sion.
(v) L’élaboration [AKN95] combine un jeu de simulation faible de gauche
à droite avec un jeu de simulation progressive de droite à gauche, im-
posant au processus de gauche d’être au moins aussi lent que celui de
droite. Elle est donc en quelque sorte duale à l’expansion, qui demande
que le processus de droite soit au moins aussi rapide que celui de gauche
(notons bien que dans les deux cas, c’est le processus de gauche qui est
le moins efficace).
(') La bisimilarité progressive [MS92c] est la version symétrique de l’élabo-
ration : chaque côté s’efforce d’être aussi lent que l’autre. Il est montré
dans [MS92c] que cette équivalence est la plus grande bisimulation
faible qui soit en même temps une congruence (dans CCS) ; nous re-
trouverons ce résultat au chapitre 5.
2. Lorsqu’il y a conflit, l’article lèvera l’ambiguïté : l’élaboration est la relation v, une
élaboration est une (w ∧ p)-simulation.
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Les techniques modulo pour l’élaboration et la bisimulation progressive
étant étudiées au chapitre suivant (section 4.5.1), nous nous contentons
ici de comparer ces relations aux autres équivalences et préordres com-
portementaux.
Proposition 3.28. Les relations précédemment définies sont réflexives et
transitives ; ∼ , ≈ ,  et ' sont symétriques. On a les inégalités suivantes :
∼ v  v % v ≈ ,
∼ v ' v v v ≈ .
Démonstration. Le premier point provient de la proposition 2.67 et du co-
rollaire 2.72. Ensuite, par la proposition 3.12, on a :
s ∧ s v e ∧ e v e ∧w v w ∧w
s ∧ s v p ∧ p v w ∧ p v w ∧w
ce qui conduit par la proposition 2.43 aux inégalités annoncées. 
Ces inégalités, représentées par le graphe ci-dessous, sont en général
strictes, et les relations  et % sont de plus incomparables à ' et v. En
utilisant des processus CCS, on a par exemple :
a ≈ τ.a mais a 6% τ.a et a 6v τ.a ,
τ.a % a et τ.a v a mais τ.a 6 a et τ.a 6' a ,
τ + τ.τ  τ.τ et τ + τ.τ ' τ.τ mais τ + τ.τ 6∼ τ.τ ,
a  a+ τ.a mais a 6v a+ τ.a ,
τ.a+ τ.τ.a ' τ.τ.a mais τ.a+ τ.τ.a 6% τ.τ.a .
≈




 ??
??
v
% '






DDD
D
∼
Remarque 3.29. Nous avons dessiné le graphe précédent de façon asymé-
trique, car la bisimulation progressive (') (et donc l’élaboration (v)) est
intuitivement plus proche de la bisimilarité faible que la bi-expansion (ou
même que l’expansion) : dans CCS, la bisimulation progressive est la plus
grande bisimulation faible qui soit une congruence [MS92c] (nous retrouvons
ce résultat au chapitre 5 : corollaire 5.29). De plus les séquences infinies de
transitions permettent de gommer la différence entre les deux équivalences :
si p ≈ q , alors p | !τ ' q | !τ
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(comme !τ τ−→ !τ , la contrainte imposée par la bisimulation progressive peut
être artificiellement évitée).
Notons que ce genre de résultat ne tient pas pour l’expansion : par
exemple, on n’a pas a | !τ % τ.a | !τ : rajouter artificiellement des étapes
silencieuses des deux côtés ne permet pas au processus de droite de devenir
aussi rapide que celui de gauche.
Remarque 3.30. Une autre définition standard des bisimulations passe par
la notion de symétrie : « une bisimulation est une simulation symétrique ».
Cela correspond en fait à la caractérisation alternative donnée par la propo-
sition 2.65. Ce choix n’a pas d’impact en termes de techniques modulo (tant
que l’on autorise des fonctions non-symétriques, mais correctes via des fonc-
tions symétriques, on peut toujours considérer la fermeture symétrique des
candidats de bisimulation). Nous préférons travailler avec notre première dé-
finition, qui nous permet de considérer de manière uniforme les équivalences
comme les préordres, où les jeux utilisés pour chacun des deux cotés ne sont
pas identiques.
3.3.2 Traces, 2-similarité et bisimilarité
Avant de s’attaquer au techniques modulo pour les jeux symétriques,
nous faisons un détour par une autre notion d’équivalence déjà évoquée dans
l’introduction : la 2-similarité. Cette section est relativement annexe, et ne
nous servira pas dans la suite ; elle nous permet principalement à illustrer
la façon dont diverses notions standard peuvent être étudiées au niveau des
algèbres relationnelles.
Comme expliqué au chapitre précédent (section 2.2.3), le fait de s’inté-
resser à la bisimilarité (∼ , νs ∧ s) plutôt qu’à la 2-similarité (νs∧νs) nous
oblige en effet à considérer la notion de fonction témoin lorsque l’on étudie
les techniques modulo. Par exemple, par le théorème 2.62, c’est lorsque la
correction d’une fonction peut être prouvée via une fonction symétrique que
la technique correspondante pour le jeu de simulation (s) peut être utilisée
dans les jeux de bisimulation (←→s ). Cette contrainte nous forcera à effec-
tuer dans les sections suivantes des calculs parfois pénibles, afin de prouver
la symétrie de certaines fonctions. Au contraire, lorsque l’on considère la
2-similarité, cette contrainte disparaît et on peut jouer les deux jeux de si-
mulation indépendamment :
Proposition 3.31. Soient f, g deux fonctions correctes pour s. Si x est une
s-simulation modulo f , et une s-simulation modulo g, alors x est majorée
par la 2-similarité.
Démonstration. Par la correction de f , on a x v νs, et la correction de g
nous donne x v νs (par la proposition 2.61(3)). Le résultat en découle. 
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En particulier, toute relation symétrique qui est une s-simulation modulo
une fonction correcte pour s est majorée par la 2-similarité. Si c’est effec-
tivement la 2-similarité qui nous intéresse, les techniques modulo pour les
différentes notions de simulation de gauche à droite sont donc suffisantes, et
une bonne partie de ce chapitre devient inutile.
Coïncidence des deux équivalences : déterminisme
Comme expliqué dans l’introduction, la 2-similarité est cependant sou-
vent considérée comme une équivalence trop faible : elle ne prend pas en
compte les « blocages ». Nous pouvons toutefois montrer que la 2-similarité et
la bisimilarité coïncident sous certaines conditions de déterminisme. Lorsque
c’est le cas, la 2-similarité devient une équivalence raisonnable, dont les tech-
niques modulo s’obtiennent plus facilement.
Nous allons ainsi retrouver la notion de processus déterministe, décrite
par Milner [Mil89, chapitre 11]. Très grossièrement, un processus est dé-
terministe si aucun de ses descendants ne peut faire deux transitions dif-
férentes selon la même étiquette. De tels processus sont considérés comme
plus « propres » que les autres, au sens où leur comportement peut plus
facilement être appréhendé. Milner étudie donc les propriétés de cette fa-
mille de « bons » processus (préservation par réduction, par bisimilarité), et
caractérise les opérateurs syntaxiques qui permettent de conserver cette pro-
priété (il passe pour cela par une notion un peu plus forte de « confluence »).
Ce genre de notions ont ensuite été étudiées par Jan Friso Groote et Alex
Sellink [GS96], Uwe Nestmann [Nes96] ; puis généralisées au π-calcul par
Anna Philippou et Walker [PW97]. Roberto Amadio et Mehdi Dogguy on
récemment défini un système de types garantissant le déterminisme dans une
extension « synchrone » du π-calcul [AD07] (synchrone au sens des langages
SL [BdS96] ou ESTEREL [BG92]).
Un résultat important de Milner est que deux processus déterministes
ayant les mêmes traces sont bisimilaires ; ainsi, lorsque tous les processus
sont déterministes, même l’équivalence des traces devient suffisamment fine :
elle coïncide avec la bisimilarité. . . Revenant à la 2-similarité, le contre-
exemple (1.9) de l’introduction (rappelé ci-dessous : les processus a.b + a
et a.b sont 2-similaires, mais pas bisimilaires) utilise typiquement un pro-
cessus non déterministe : a.b + a peut effectuer deux transitions différentes
selon la même étiquette 3.
·
a
||xx
xx
xx a
""F
FF
FF
F ·
a
·
b 
· 6∼ ·
b
· ·
3. C’est le même phénomène qui entre en jeu avec le distributeur de boissons (1.4).
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Dans notre cadre abstrait, qui ne permet pas de mentionner les individus
(ici les processus), nous devons rejeter la faute sur la relation de transition
( a−→) dans son ensemble, qui n’est pas déterministe au sens de la définition
suivante :
Définition 3.32 (Relation déterministe). Soient ≡, x ∈ X deux relations ;
x est déterministe modulo ≡ si x · x v ≡ .
Une relation déterministe modulo 1 sera simplement dite déterministe
(de telles relations sont parfois dites fonctionnelles : dans l’algèbre rela-
tionnelle propre d’un ensemble P, elles peuvent être considérées comme des
applications partielles de P dans lui-même – une relation binaire (−→) y est
déterministe si et seulement si pour tous p, p1, p2 ∈ P, p −→ p1 et p −→ p2
impliquent p1 = p2).
Cette définition nous permet d’obtenir la proposition suivante (la bisimi-
larité forte étant réflexive, notons que le déterminisme implique le détermi-
nisme modulo ∼) :
Proposition 3.33. Si pour toute étiquette α ∈ L, α−→ est déterministe mo-
dulo ∼, alors la 2-similarité forte et la bisimilarité forte coïncident :
∼ = νs ∧ νs .
Démonstration. L’inclusion directe a déjà été établie par la proposition 2.54.
Pour sa converse, on démontre que pour toutes s-simulations x, y ∈ Xs,
x ∧ (∼ · y) est aussi une s-simulation : pour tout α ∈ L, on a
α←− · (x ∧ ∼ · y) v α←− · x ∧ α←− · ∼ · y
v x · α←−∧ α←− · ∼ · y (x ∈ Xs)
v (x ∧ α←− · ∼ · y · α−→) · α←− (loi de modularité (3.8))
v (x ∧ α←− · ∼ · α−→ · y) · α←− (y ∈ Xs)
v (x ∧ ∼ · α←− · α−→ · y) · α←− (∼ = ∼ ∈ Xs)
v (x ∧ ∼ · ∼ · y) · α←− ( α−→ est déterministe modulo ∼)
v (x ∧ ∼ · y) · α←− (∼ est transitive)
En prenant x = νs · ∼ et y = νs, on obtient que νs · ∼ ∧ ∼ · νs est une
s-simulation, ce qui permet de conclure : cette relation est symétrique, et
majore νs ∧ νs. 
Notons qu’il s’agit du seul résultat de ce chapitre dont la preuve nécessite
la loi de modularité.
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Le cas faible
Ce résultat ne s’étend pas directement au cas faible : a + τ et a ont
beau être déterministes (modulo I), ils sont faiblement 2-similaires (νw ∧
νw), sans être faiblement bisimilaires. Comme le montre la variante suivante
du contre-exemple dans le cas fort, demander en plus que les transitions
silencieuses soient contenues dans la bisimilarité faible n’aide pas :
·
τ
&&
a
||xx
xx
xx
·
τ
ff
a
""F
FF
FF
F ·
a
·
b 
· 6≈ ·
b
· ·
On peut cependant appliquer le résultat précédent sur le LTS faible, ce
qui a pour effet de renforcer l’hypothèse de déterminisme : ce ne sont plus les
transitions fortes qui doivent être déterministes, mais les transitions faibles.
Avant de donner ce corollaire, nous reformulons dans notre cadre deux
notions : déterminisme faible et τ -inertie, introduites par Milner [Mil89] ; la
seconde fait l’objet d’une étude détaillée par Groote et Sellink [GS96] :
Définition 3.34 (LTS faiblement déterministe, LTS τ -inerte). Un LTS est
dit faiblement déterministe lorsque bα=⇒ est déterministe modulo ≈ pour toute
étiquette α ∈ L ; il est dit τ -inerte lorsque τ−→ v ≈ .
(pour le déterminisme faible, par une simple récurrence, notre définition
est bien équivalente à celle de Milner, qui considère le déterminisme des
séquences arbitraires de transitions faibles). Notons qu’un LTS faiblement
déterministe est nécessairement τ -inerte.
Corollaire 3.35. Si le LTS est faiblement déterministe, alors la 2-similarité
faible et la bisimilarité faible coïncident :
≈ = νw ∧ νw .
Démonstration. On applique la proposition 3.33 sur le LTS faible, ( bα=⇒)α∈L.

Vérifier le déterminisme faible n’est cependant pas forcément facile : c’est
une propriété globale, puisque l’on a deux quantifications universelles sur des
séquences potentiellement infinies de transitions silencieuses. On aimerait
donc bien pouvoir localiser cette propriété, en se ramenant au déterminisme
des transitions fortes. Le lemme suivant permet de retirer l’une des deux
quantifications ; la proposition qui suit donne une condition locale relative-
ment simple.
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Lemme 3.36. Soit a ∈ Lv une étiquette visible d’un LTS τ -inerte.
Si a←− · a=⇒ v ≈ , alors a=⇒ est déterministe modulo ≈ .
Démonstration. On a
a⇐= · a=⇒ , bτ⇐= · a←− · bτ⇐= · a=⇒
v bτ⇐= · a←− · a=⇒ · ≈ (τ -inertie et (3.12))
v bτ⇐= · ≈ · ≈ (par hypothèse)
v ≈ . (τ -inertie et transitivité)

Proposition 3.37. Dans tout LTS τ -inerte dont les transitions silencieuses
satisfont de plus le diagramme suivant, le déterminisme de a−→ modulo ≈
entraîne le déterminisme de a=⇒ modulo ≈ .
·
a

τ //
v a

≈ ·
Démonstration. On montre d’abord a←− · bτ=⇒ v ≈ · a←− (?), par une simple
récurrence. On a ensuite :
a←− · a=⇒ , a←− · bτ=⇒ · a−→ · bτ=⇒
v ≈ · a←− · a−→ · bτ=⇒ (?)
v ≈ · ≈ · bτ=⇒ (déterminisme de a−→)
v ≈ (τ -inertie et transitivité)
On conclut par le lemme 3.36. 
Cette condition renforce en fait l’hypothèse d’inertie : dans le jeu de
bisimulation imposé à ( τ−→), les transitions visibles doivent être jouées im-
médiatement, et non pas après quelques transitions silencieuses (remarquons
que cette condition est satisfaite lorsque τ−→ est en fait contenue dans l’expan-
sion (%)). Le LTS que l’on définit sur le λ-calcul pour obtenir la bisimilarité
applicative [Abr90] satisfait en particulier cette première condition ; il suffit
donc dans ce cadre d’étudier la similarité faible : la bisimilarité n’apporte
rien de plus.
Nous verrons au chapitre 4 (section 4.5.2) que le déterminisme des tran-
sitions fortes modulo ≈ suffit lorsque le LTS considéré n’admet pas de sé-
quences infinies de transitions silencieuses (ces LTS seront dits réactifs –
le contre-exemple précédent est typiquement non-réactif puisqu’un cycle de
transitions silencieuses y est exhibé). Nous donnerons aussi des techniques
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permettant de simplifier les preuves de τ -inertie lorsque cette hypothèse de
terminaison est satisfaite.
Notre vision abstraite des relations nous a forcé à définir les notions pré-
cédentes de façon globale : ce sont des propriétés du LTS dans son ensemble.
Pour obtenir les propriétés correspondantes sur des processus concrets (un
processus est déterministe si. . .), il suffit de considérer le LTS restreint aux
descendants du processus considéré.
Équivalence des traces
Dans le cas des relations binaires, Milner démontre un résultat plus fort
que le corollaire 3.35 : sous les mêmes conditions, l’équivalence des traces
(faibles) coïncide avec la bisimilarité faible [Mil89, chapitre 11, proposition 5].
A notre niveau d’abstraction, il est cependant délicat de définir direc-
tement l’équivalence des traces. Une façon indirecte de l’obtenir consiste à
définir un LTS où la bisimilarité correspond à cette équivalence. Nous esquis-
sons brièvement cette idée, reportant à plus tard une étude plus détaillée ;
nous ne considérons que le cas fort, le cas faible pouvant s’obtenir en se
plaçant dès le départ dans le LTS faible.
Dénotons par s, t les traces, c’est-à-dire les séquences finies d’étiquettes.
Notons ε la trace vide, et L? l’ensemble de ces traces. Les relations de tran-
sition selon L s’étendent naturellement en des relations de transition selon
L? :
ε−→ , 1 αt−→ , α−→ · t−→ ,
de telle sorte que ( t−→)t∈L? forme un nouveau LTS. Comme la bisimilarité
ainsi obtenue coïncide avec celle du LTS initial, on a seulement gagné la
possibilité de parler plus facilement des traces.
Pour toute trace t, définissons maintenant la relation suivante, qui ca-
ractérise le « domaine » de la relation de transition t−→ : dans une algèbre
relationnelle propre, c’est la relation identité, restreinte aux processus ca-
pables d’exhiber la trace t 4 :
1t , (
t−→ · >) ∧ 1 .
(l’élément maximal du treillis (>) représente la relation binaire universelle).
L’ensemble de ces relations forme un LTS : (1t)t∈L? , dont la bisimilarité
coïncide cette fois-ci avec l’équivalence des traces, du moins dans les al-
gèbres relationnelles propres : dans ce LTS, vérifier qu’une relation binaire
et symétrique R est une bisimulation signifie vérifier que pour tous processus
p, p′, q, et toute trace t, si p R q et p 1t p′, alors il existe q’ tel que p′ R q′
4. Cette construction est générique, on la retrouvera à la section 4.2.1 du chapitre
suivant.
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et q 1t q′ ; or, comme on a nécessairement p = p′ et comme le seul candidat
pour q′ est q, cela revient à vérifier que si p exhibe la trace t, alors q aussi.
Cette caractérisation de l’équivalence des traces nous permet finalement
d’énoncer le résultat de Milner au niveau abstrait d’une algèbre relationnelle
quelconque :
« Si pour toute étiquette α ∈ L, α−→ est déterministe modulo ∼,
alors les bisimilarités fortes sur ( α−→)α∈L et (1t)t∈L? coïncident ».
Nous projetons d’étudier si ce résultat peut de plus être prouvé dans une
algèbre relationnelle quelconque : bien que la preuve concrète soit relative-
ment simple, elle repose fortement sur la possibilité de manipuler les pro-
cessus. Notons qu’il suffit d’étendre la proposition 3.33 : dans le cas faible,
les conditions exprimées ici et à la section 4.5.2 pour simplifier l’étude du
déterminisme modulo ≈ s’appliqueront encore.
3.3.3 Clôtures
Avant de passer à l’étude des techniques modulo pour les jeux à deux
côtés, nous définissons une notion de clôture, qui nous permettra de repré-
senter au niveau abstrait les techniques modulo contexte (ces dernières ne
seront définies qu’au chapitre 5). Nous montrerons au chapitre 5 que les fonc-
tions de fermeture par contexte, qui associent à toute relation la plus petite
congruence la contenant, sont des clôtures (théorème 5.11) ; et qu’elles sont
généralement compatibles avec les quatre génératrices étudiées ici (s, e,p,w).
Dans la suite, les clôtures que nous manipulerons pourront donc toujours être
pensées comme des fonctions de fermeture par contexte ; elles pourront aussi
être ignorées : l’identité est une clôture compatible avec toute fonction.
Définition 3.38 (Clôture, congruence). On appelle clôture toute fermeture
symétrique C telle que :
∀x, y ∈ X, C(x · y) v C(x) · C(y) . (3.14)
Une congruence vis-à-vis d’une clôture C est une relation x close par C, i.e.,
telle que C(x) = x.
La notion de clôture renforce donc celle de fermeture, en prenant en
compte le monoïde et l’opération de conversion. L’extensivité, l’idempotence
et (3.14) nous serviront principalement à simplifier les calculs, lorsque l’on
aura à prouver la symétrie de certaines fonctions témoins, ou à accorder de
telles fonctions. Elles sont ainsi fortement exploitées dans les deux lemmes
suivants, qui tentent de capturer une fois pour toutes une partie de ces
calculs.
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Lemme 3.39. Pour toute relation y ∈ X réflexive et transitive, et pour toute
fonction f ∈ X〈X〉 croissante et extensive, on a
(∀x ∈ X, f(x · y) v f(x) · y)⇒ (f ·̂ ŷ)ω = fω ·̂ ŷ , (3.15)
(∀x ∈ X, f(y · x) v y · f(x))⇒ (ŷ ·̂ f)ω = ŷ ·̂ fω . (3.16)
Démonstration. On ne démontre que (3.15), (3.16) étant similaire. Par une
récurrence, on démontre tout d’abord ∀n ∈ N, (f ·̂ ŷ)(n) v f (n) ·̂ ŷ, d’où l’on
déduit (f ·̂ ŷ)ω v fω ·̂ ŷ. Pour l’inégalité réciproque, on a pour tout entier
n ∈ N, f (n) ·̂ ŷ v (f ·̂ ŷ)(n) ·̂ ŷ v (f ◦(f ·̂ ŷ))(n) ·̂ ŷ = (f ·̂ ŷ)(n+1), en utilisant
la réflexivité de y puis l’extensivité de f . Le résultat en découle. 
Lemme 3.40. Soient C une clôture, et y v z deux relations réflexives et
transitives. Si C(z) v z, alors on a
(C ·̂ ẑ)ω = C ·̂ ẑ (3.17)
ẑ ·̂ (ŷ ·̂ C ·̂ ẑ)ω = ẑ ·̂ C ·̂ ẑ (3.18)
Démonstration. (3.17) est un cas particulier de (3.15), puisque pour tout
x ∈ X, on a : C(x · z) v C(x) · (z) v C(x) · z.
(3.18) Soit f , ŷ ·̂ C ·̂ ẑ . On applique tout d’abord (3.16), afin d’obtenir
ẑ ·̂ fω = (ẑ ·̂ f)ω : pour tout x ∈ X, on a
f(z · x) = y · C(z · x) · z v y · C(z) · C(x) · z
v y · z · C(x) · z = z · C(x) · z = z · f(x) .
Comme ẑ ·̂ f = ẑ ·̂ C ·̂ ẑ, on peut appliquer la proposition 2.35(2),
après avoir montré l’extensivité et l’idempotence de ẑ ·̂ C ·̂ ẑ. L’ex-
tensivité provient de la réflexivité de z et de l’extensivité de C ; pour
l’idempotence, on utilise celle de C et la transitivité de z. 
Nous pouvons finalement passer à l’étude des techniques modulo pour les
différents jeux à deux côtés.
3.4 Techniques modulo pour les jeux de bisimula-
tion standard
3.4.1 Pour la bisimulation forte
Les très bonnes propriétés de la simulation forte en termes de techniques
modulo se retrouvent naturellement pour la bisimulation forte :
Théorème 3.41. Soit C une clôture compatible avec s. La fonction x 7→
(C(x) ∨ ∼)? est compatible avec ←→s .
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Démonstration. Par la proposition 2.50 et le corollaire 3.17(1), la fonction
id?X◦(C∨∼̂) est compatible avec s. Etant symétrique, elle est aussi compatible
avec s, par la proposition 2.61(4). On conclut avec la proposition 2.56. 
Par le corollaire 2.63, on peut énoncer ce résultat plus concrètement :
pour montrer qu’une relation symétrique est contenue dans la bisimilarité
forte, il suffit de vérifier qu’elle satisfait le diagramme suivant, où C est une
clôture compatible avec s.
·
α

x
v α

(C(x) ∨ ∼)? ·
A priori, on ne peut pas espérer mieux que cette technique ; le besoin ne
s’en est toujours pas fait ressentir, en tout cas.
3.4.2 Pour la bisimulation faible, préordres contrôlés
La bisimilarité faible demande par contre plus de soin : modulo transi-
tivité n’y étant pas supportée, il nous faut utiliser l’expansion, et éventuel-
lement rompre la symétrie. On est ainsi contraint de faire certains calculs,
pour vérifier que l’on peut toujours symétriser les fonctions témoins.
La proposition 3.42 ci-dessous récapitule les techniques plus ou moins
standard [SM92, SW01] disponibles à ce stade :
– la première, « modulo expansion », s’exprime par une fonction com-
patible et symétrique (- dénote bien entendu la converse de %), elle
peut donc être utilisée directement.
– La restriction à l’expansion du côté droit, imposée par la technique
précédente, n’est cependant pas nécessaire, comme l’indique la seconde
technique. La fonction correspondant à cette dernière est compatible
avec w, mais pas avec w ; pour que cette fonction corresponde bien à
une technique modulo pour la bisimulation faible, il nous faut montrer
qu’elle est correcte pour w via une fonction symétrique, afin de pouvoir
utiliser le corollaire 2.63.
– La troisième technique s’exprime en changeant de génératrice, elle
donne la possibilité d’utiliser la transitivité lors des offres visibles.
Proposition 3.42. Soit C est une clôture compatible avec w.
1. La fonction x 7→ % · C(x) ·- est compatible avec ←→w .
2. La fonction x 7→ % · C(x) · ≈ est correcte pour w via une fonction
symétrique.
3. On a ν←→wt = ≈ , et la fonction x 7→ % · x= · ≈ est correcte pour wt via
une fonction symétrique.
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Démonstration. 1. Posons f1 , %̂ ·̂ C ·̂ -̂ ; par les propositions 2.50, le
lemme 3.19 et le corollaire 3.17(2),f1 est compatible avec w (on a bien
% ∈ Xe et - ∈ Xw). Etant symétrique, f1 est aussi compatible avec
w, d’où le résultat, par la proposition 2.56.
2. Posons f2 , %̂ ·̂ C ·̂ ≈̂ ; par les propositions 2.50, le lemme 3.19 et le
corollaire 3.17(2),f2 est compatible avec w, puis correcte pour w via
fω2 . Par le lemme 2.58, elle est aussi correcte via ≈̂ ·̂ fω2 , dont il nous
faut montrer la symétrie.
Par la proposition 2.53, on a C(≈) v ≈ . On peut donc appliquer (3.18)
pour simplifier la fonction témoin en une fonction explicitement symé-
trique : ≈̂ ·̂ fω2 = ≈̂ ·̂ C ·̂ ≈̂ .
3. Par la proposition 3.22, si x est une←→wt-simulation, alors x? est une←→w -
simulation ; inversement, toute ←→w -simulation est une ←→wt-simulation.
Pour le second point, on raisonne comme précédemment, en utilisant
le lemme 3.23. 
D’un point de vue technique, remarquons qu’il n’est pas nécessaire que
C soit une clôture dans le premier point (il suffit que ce soit une fonction
symétrique) : la modularité de la notion de compatibilité permet de composer
très simplement l’ensemble des techniques dont nous disposons. Au contraire,
dans le second point, le fait que l’on sorte du cadre des fonctions compatibles
nous force à prouver la symétrie d’une fonction relativement complexe, ce
qui nécessite les hypothèses que l’on fait sur les clôtures.
Notons aussi que la troisième technique établie par cette proposition peut
naturellement être enrichie par l’utilisation d’une clôture compatible avec
wt. Nous verrons cependant au chapitre 5 que si les fonctions standard de
fermeture par contexte sont généralement compatibles avec w, elles ne le sont
pas avec wt. Il serait donc vain de donner ici l’illusion de cette possibilité. . .
Cette troisième technique admet pour corollaire la technique « bisimulation
faible modulo ≈ lors des offres visibles », que l’on utilisera au chapitre 6
(lemme 6.47) :
Corollaire 3.43. Toute relation symétrique satisfaisant les deux diagrammes
ci-dessous est contenue dans la bisimilarité faible :
·
τ

x
v bτ

x ∨ ≈ ·
·
a

x
v a

≈ · x · ≈ ·
Nous ne donnons pas ici les diagrammes auxquels correspondent les
autres techniques : il sont donnés plus loin dans un cadre plus général.
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Dépasser l’expansion : préordres contrôlés
L’expansion est la technique standard pour simplifier les preuves de bisi-
mulation faible. Elle ne pouvait cependant pas être utilisée dans le cadre de
la GcPan [HPS05], ce qui nous a forcés à donner une preuve fastidieuse, puis
qui nous a incités à rechercher de nouvelles techniques : on verra au chapitre
suivant d’autres façons de contraindre une relation, afin d’autoriser son uti-
lisation à la place de l’expansion lorsque cette dernière est trop restrictive.
On prépare maintenant le terrain pour le chapitre suivant, en introduisant
la notion de préordre contrôlé, dont le but est de remplacer l’expansion. Cela
nous permet de factoriser pour le chapitre suivant toute la partie consistant
à combiner les techniques que l’on obtiendra aux techniques plus standard
(modulo contexte, réflexivité, et bisimilarité faible à droite)
Définition 3.44 (Relation, préordre contrôlé). On appelle relation contrôlée
toute relation . ∈ X telle que la pré-composition par .? (.̂? · idX : x 7→ .? ·x)
soit correcte pour wt via (idX ∨ ≈̂)?.
Un préordre contrôlé est une relation réflexive, transitive et contrôlée.
Cette définition est relativement ad hoc : on y demande ce qui est né-
cessaire pour que la pré-composition par un préordre contrôlé soit correcte
pour la bisimulation faible (la fonction témoin est notamment symétrique,
et suffisamment « expressive » pour que des techniques impliquant des té-
moins complexes puissent être prises en compte). Notons aussi que c’est la
correction pour wt qui est exigée : elle entraîne la correction pour w par le
lemme 3.24.
Le lemme suivant nous permettra d’utiliser principalement la notion de
préordre contrôlé ; sa preuve est triviale. La notion intermédiaire de relation
contrôlée ne sera utile que pour pouvoir distinguer un peu plus tard deux
problèmes orthogonaux liés à l’union de telles relations.
Lemme 3.45. Une relation (.) est contrôlée si et seulement si sa fermeture
réflexive transitive (.?) est un préordre contrôlé.
La proposition suivante montre que cette notion capture l’expansion ; on
retrouve donc en particulier dans le théorème qui suit les deux derniers points
de la proposition 3.42.
Proposition 3.46. L’expansion est un préordre contrôlé.
Démonstration. Par le lemme 3.23, la fonction x 7→ % ·x est compatible avec
wt, puis correcte pour wt via elle-même par la proposition 2.49 (c’est en fait
une fermeture, et son itération ne la modifie pas, par la proposition 2.35(2)).
On en déduit sa correction pour wt via (idX ∨ ≈̂)? en la composant par
cette dernière fonction, à l’aide du lemme 2.58, puis en utilisant (2.21) :
(%̂ ·̂ idX ∨ ≈̂)? = (idX ∨ ≈̂)?. 
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Théorème 3.47. Soit . un préordre contrôlé.
1. Pour toute clôture C compatible avec w telle que C(.) v ., la fonction
x 7→ . · C(x) · ≈ est correcte pour w via (C ∨ ≈̂)? .
2. La fonction x 7→ . · x= · ≈ est correcte pour wt via (idX ∨ ≈̂)? .
Démonstration. Nous ne démontrons que le premier point, le second étant
similaire, et légèrement plus simple.
Soit f : x 7→ C(x) · ≈ , et g : x 7→ . · x ; f est compatible avec w, et
g est correcte pour w via (idX ∨ ≈̂)? (en utilisant le lemme 3.24). On peut
donc appliquer théorème 2.52, après avoir vérifié la compatibilité de f avec
g : pour tout x ∈ X, on a
(f ◦ g)(x) , C(. · x) · ≈
v C(.) · C(x) · ≈ (par (3.14))
v . · C(x) · ≈ , (g ◦ f)(x) . (hypothèse entre C et .)
Il reste alors à simplifier la fonction témoin obtenue, (fω ∨ ≈̂)?. Par la pro-
position 2.53, on a C(≈) v ≈ , de telle sorte que (3.17) nous donne fω = f .
On en déduit (fω ∨ ≈̂)? = (C ·̂ ≈̂ ∨ ≈̂)? , et on conclut par (2.21). 
Remarque 3.48. Notons que le premier point de ce théorème ne généralise
pas tout à fait la proposition 3.42(2) : l’hypothèse de congruence (C(%) v
%) n’est pas requise dans cette proposition. Cet artifice technique est dû
au fait que l’on oublie en passant par la notion de préordre contrôlé les
bonnes propriétés de l’expansion : la pré-composition par l’expansion n’est
pas seulement correcte pour w, elle est compatible avec w.
Les deux corollaires ci-dessous donnent de façon plus concrète les consé-
quences directes du théorème 3.47.
Corollaire 3.49. Soient . un préordre contrôlé, et C une clôture compatible
avec w telle que C(.) v .. Toute relation symétrique x ∈ X satisfaisant le
diagramme ci-dessous est majorée par la bisimilarité faible.
·
α

x
v bα

. · C(x) · ≈ ·
Corollaire 3.50. Soit . un préordre contrôlé. Toute relation x ∈ X sy-
métrique et satisfaisant les deux diagrammes ci-dessous est majorée par la
bisimilarité faible.
·
τ

x
v bτ

. · x= · ≈ ·
·
a

x
v a

(x ∨ ≈)? ·
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Nous avons ici présenté les relations contrôlées comme un cas particulier
de fonctions correctes ; la condition de « congruence » imposée par le théo-
rème 3.47 (C(.) v .) apparaît ainsi comme une conséquence de la condition
de compatibilité imposée par le théorème 2.52 pour la composition d’une
fonction compatible avec une fonction correcte. « Historiquement », nous
avons cependant introduit cette idée de relation contrôlée dès notre pre-
mier article sur les techniques modulo [Pou05b], de manière directe (et très
ad hoc), sans passer par la notion de correction via, que nous n’avions pas
encore. De même, nous donnions déjà la condition de congruence permet-
tant de combiner un préordre contrôlé à des techniques modulo contexte.
C’est en partant d’une idée de Tom Hirschowitz que nous avons tenté de
généraliser ces notions en termes de fonctions, et que nous avons abouti au
théorème 2.52.
Unions de relations contrôlées
On verra au chapitre suivant (contre-exemple (4.21), section 4.3.3) que
l’union de deux relations contrôlées n’est pas nécessairement contrôlée 5. Ce
problème provient naturellement du fait que cette notion s’appuie sur celle
de fonction correcte plutôt que celle de fonction compatible. Bien que le
théorème 3.47 permette de combiner l’utilisation d’un préordre contrôlé à
d’autres techniques modulo pour la bisimulation faible, une fois le préordre
contrôlé fixé, on ne peut donc pour l’instant rien rajouter « à gauche », en
position de transitivité.
On peut cependant vouloir rajouter à cette place des équivalences relati-
vement fortes (de la congruence structurelle par exemple), qui sont toujours
« très bien supportées » en tant que technique modulo. La proposition sui-
vante permet justement cela (bien que la relation ≡ soit supposée être une
expansion, elle peut être pensée comme de la congruence structurelle, for-
mant par exemple une bisimulation forte) :
Théorème 3.51. Soit . une relation contrôlée, et ≡ une expansion (≡ ∈
Xe∧w). Si ≡ · . v . · ≡, alors (. ∨ ≡) est une relation contrôlée.
Démonstration. Par une simple récurrence, on démontre tout d’abord que
l’hypothèse de commutation entraîne
(. ∨ ≡)? v .? · ≡?. (∗)
Par le lemme 2.47, il suffit donc de montrer que la fonction x 7→ .? · ≡? · x
est correcte pour wt via (idX ∨ ≈̂)?.
5. L’union de deux préordres x, y n’est pas nécessairement un préordre : il faut en
prendre la fermeture transitive, (x∨ y)+. Il n’est donc pas surprenant que l’union de deux
préordres contrôlés n’en soit pas un. Ce n’est cependant pas ce point de détail qui est
problématique, puisque le lemme 3.45 nous autorise justement à considérer la fermeture
réflexive transitive de cette union.
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On applique pour cela le théorème 2.52 à la fonction f : x 7→ ≡? · x (qui
est compatible avec wt par le lemme 3.23) et à la fonction g : x 7→ .? ·x (qui
est correcte pour wt via (idX ∨ ≈̂)? par hypothèse). Il nous faut pour cela
vérifier la compatibilité de la première avec la seconde : pour tout x, on a
(f ◦ g)(x) = ≡? · .? · x
v .? · ≡? · x = (g ◦ f)(x) (par (∗))
On conclut en simplifiant la fonction témoin obtenue :
(idX ∨ ≈̂)? ◦ fω = (idX ∨ ≈̂)? ◦ f (proposition 2.35(2))
= (≡̂? ·̂ idX ∨ ≈̂)? = (idX ∨ ≈̂)? (par (2.21))

L’hypothèse de commutation que l’on fait entre . et ≡ est cruciale, et
provient naturellement de l’hypothèse de compatibilité du théorème 2.52, sur
laquelle repose la preuve de cette proposition : les relations ≡ et . corres-
pondent respectivement à une fonction compatible et à une fonction correcte.
Intuitivement cette hypothèse permet de s’assurer que l’argument permet-
tant d’obtenir le contrôle de . est « robuste » vis-à-vis de la relation de
congruence structurelle utilisée (cf. contre-exemple (4.21) et remarque 4.38
au chapitre suivant).
Enfin, la fonction témoin exhibée par le théorème 3.47 étant indépen-
dante du préordre contrôlé considéré, le théorème 2.57 nous permet d’utiliser
deux préordres contrôlés : l’un pour la partie de gauche à droite du jeu de
bisimulation, et l’autre pour la partie de droite à gauche. On obtient ainsi
l’adaptation suivante du corollaire 3.49 (le corollaire 3.50 peut naturellement
s’adapter de la même façon).
Corollaire 3.52. Soient ., I deux préordres contrôlés, et C une clôture
compatible avec w. Si . et I sont clos par C, alors toute relation x ∈ X
satisfaisant les deux diagrammes ci-dessous est majorée par la bisimilarité
faible.
·
α

x
v bα

. · C(x) · ≈ ·
bα

x
w
·
bα
· ≈ · C(x) ·J
Notons que ce corollaire ne serait pas nécessaire si l’union de deux rela-
tions contrôlées restait contrôlée.
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3.4.3 Pour l’expansion
Nous reviendrons sur les préordres contrôlés au chapitre suivant ; nous
finissons maintenant notre exploration des techniques standard. Les tech-
niques modulo pour la bisimulation faible faisant appel à l’expansion, il peut
être utile d’avoir des techniques modulo pour ce préordre. Le théorème 2.57
nous permet d’en obtenir facilement, à partir des techniques modulo dispo-
nibles pour la simulation faible et pour la pré-expansion.
L’expansion étant un jeu asymétrique, il est moins aisé d’en exprimer les
techniques modulo : on doit spécifier une fonction pour chaque côté du jeu.
Le théorème ci-dessous est donc donné directement sous sa forme concrète.
De gauche à droite, la transitivité est supportée, mais pas de droite à gauche,
puisque l’on retrouve un jeu de simulation faible. De ce côté du jeu on utilise
la bi-expansion, comme le propose Cédric Fournet [Fou98, chapitre 4] ; en
utilisant notre théorie, on peut combiner automatiquement ce résultat aux
techniques modulo contexte (ce que Fournet ne fait pas) :
Théorème 3.53. Soient C une clôture compatible avec e et w, et x ∈ X
une relation. Si x satisfait les deux diagrammes suivants, alors x v % .
·
α

x
v bα

(C(x) ∨%)? ·
bα

x
w
·
α
· % · C(x) · 
Démonstration. Soient fe = (C ∨ %̂)?, et fw = ̂ ·̂ C ·̂ -̂ . fe est compatible
avec e, et donc correcte pour e via fωe . fw est compatible avec w (on a
 ∈ Xe et - ∈ Xw), et donc correcte pour w via fωw . Par le lemme 2.58, on
obtient ensuite la correction de fw pour w via f ′ = (idX ∨ %̂)? ◦ fw
ω.
On vérifie alors que f ′ = fωe :
f ′ = (fw
ω ∨ %̂)? = (fw
ω ·̂ %̂ ∨ %̂)? (par (2.21))
= (%̂ ·̂ C ·̂ %̂ ∨ %̂)? (par (3.18))
= (C ∨ %̂)? = fe (par (2.21))
= fωe (proposition 2.35(2))
(pour la seconde étape, on a C(%) v % car C est compatible avec e et w :
proposition 2.53 ; cette inégalité est aussi requise pour prouver l’idempotence
de fe dans la dernière étape). On peut finalement appliquer le théorème 2.57,
et obtenir ainsi ν
(
e ◦ fe ∧w ◦ fw
)
= % , dont découle le résultat énoncé. 
Cette technique sera utilisée deux fois au chapitre 6 (proposition 6.19
et lemme 6.21) ; notons que les deux hypothèses faites sur la clôture C sont
indépendantes : la compatibilité avec e n’entraîne pas nécessairement la com-
patibilité avec w ; on verra au chapitre 5 que ces hypothèses sont réalistes.
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Remarquons aussi que l’on pourrait autoriser la transitivité lors des offres
visibles du côté droit, en utilisant la génératrice wt plutôt que w.
Techniques modulo pour la bi-expansion
Les techniques modulo pour l’expansion font donc apparaître la nécessité
d’étudier celles pour la bi-expansion. . . Cette descente infernale s’arrête ce-
pendant ici, la bi-expansion héritant naturellement des bonnes propriétés de
la pré-expansion (corollaire 3.17(1)) : pour toute clôture C compatible avec
e, la fonction x 7→ (C(x) ∨ )? est compatible avec ←→e :
Théorème 3.54. Soit C une clôture compatible avec e. Toute relation sy-
métrique x ∈ X satisfaisant le diagramme ci-dessous est majorée par la
bi-expansion ().
·
α

x
v bα

(C(x) ∨ )? ·
On utilisera cette dernière technique au chapitre 6 (lemme 6.33), mais
en tant que technique de preuve pour l’expansion (rappelons que  v %) :
en renforçant le résultat que l’on souhaite prouver de façon co-inductive, on
accède à des techniques modulo plus puissantes. Cela n’est pas sans rappeler
le compromis que l’on a à faire lors de la définition du prédicat à utiliser
pour une preuve par induction : si l’on renforce ce prédicat, on doit travailler
davantage pour prouver l’étape inductive, mais l’hypothèse d’induction est
plus informative.
Remarque 3.55 (Symétrie et accordage des fonctions témoins). L’un des
points clef pour passer aux techniques modulo pour les jeux à deux côtés
consiste à obtenir une fonction témoin symétrique lorsque l’on considère des
équivalences (théorème 2.62), ou à « accorder » les fonctions témoins lorsque
l’on considère des préordres comme l’expansion (théorème 2.57, notons que
prouver la symétrie d’une fonction f revient à accorder f et f).
Sans cela, on pourrait oublier totalement les fonctions témoins, et ne
parler que de fonctions correctes ; les calculs parfois pénibles que l’on a dû
faire dans cette section ne seraient ainsi plus nécessaires (cf. section 3.3.2,
sur la 2-similarité).
Ce point est pourtant essentiel, et peut être mis à profit pour obtenir des
techniques modulo de manière déductive : partons de la fonction f : x 7→
xe·x·xw, qui est compatible avec w dès que xe ∈ Xe et xw ∈ Xw ; pour rendre
la fonction témoin (fω) symétrique, il va falloir égaliser xe et xw, c’est-à-dire
considérer un élément dans Xe ∩ Xw ; on retombe ainsi naturellement sur
l’expansion. De même, lorsque l’on cherche de cette manière des techniques
modulo pour l’expansion, on tombe naturellement sur la bi-expansion.
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3.4.4 Récapitulatif
Nous avons finalement retrouvé de façon uniforme les techniques plus
ou moins standard associées à la bisimulation forte, la bisimulation faible,
l’expansion et la bi-expansion, et nous avons introduit la notion de préordre
contrôlé, qui nous permettra d’aller plus loin que l’expansion au chapitre
suivant.
Le graphe ci-dessous tente de récapituler de manière intuitive l’ensemble
de ces techniques : la bisimilarité forte et la bi-expansion supportent la tech-
nique modulo transitivité ; l’expansion ne la supporte que d’un coté, pour
l’autre, il faut utiliser modulo bi-expansion ; et la bisimilarité faible supporte
les techniques « modulo préordre contrôlé », dont entre autres, modulo ex-
pansion.
≈
 
. %? 88
  
I
? 88
∼
?
ZZ
Aux techniques mentionnées sur ce graphe peuvent toujours s’ajouter,
au choix, soit la transitivité lors des offres visibles, soit les techniques mo-
dulo contextes que nous obtiendrons au chapitre 5. Nous compléterons ce
graphe au chapitre suivant (figure 4.1), après avoir étudié les propriétés de
l’élaboration en termes de techniques modulo.
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Chapitre 4
Terminaison et commutation
Lorsque l’on ne considère que les actions silencieuses, on s’aperçoit que
l’invalidité de la technique «modulo transitivité » dans le cas de la simulation
faible correspond exactement à la différence qu’il existe, dans le domaine de
la réécriture [TeR03], entre les notions de confluence locale et de confluence
(propriété de Church–Rosser). Dans ce domaine, une réponse standard à ce
problème est le « lemme de Newman », qui fait appel à une hypothèse de
terminaison, et à la technique de preuve par induction bien fondée qui va de
pair. Nous montrons dans ce chapitre comment utiliser de telles méthodes
afin de définir de nouvelles techniques modulo pour la bisimulation.
Dans un premier temps, nous nous plaçons au niveau des relations bi-
naires, pour mettre en évidence les liens entre ces notions de réécriture et la
bisimilarité faible, puis nous prouvons une généralisation du lemme de New-
man, qui affaiblit l’hypothèse de terminaison requise par ce lemme. Nous ne
savons pas si cette généralisation peut être utile dans le cadre de la réécri-
ture ; elle est par contre essentielle lorsque l’on passe à la bisimulation : une
extension directe du lemme de Newman pour la bisimulation engendrerait
une contrainte de terminaison trop forte pour être vraiment utile en pratique.
Avant de déduire des techniques modulo pour la bisimulation de ce résul-
tat de réécriture, nous utilisons les résultats de Doornbos, Backhouse et van
der Woude [DBvdW97] pour re-démontrer cette généralisation dans une al-
gèbre relationnelle quelconque. Cela nous permet d’une part de gagner en gé-
néralité, mais surtout, suivant les motivations des auteurs de [DBvdW97], de
donner des preuves, qui, une fois acquises les méthodes de raisonnement inhé-
rentes à cette présentation algébrique, nous semblent beaucoup plus claires :
fermer des diagrammes de commutation et faire des inductions bien fon-
dées y revient à appliquer de simples règles de calcul, afin de simplifier des
expressions.
L’inconvénient majeur des techniques reposant sur des hypothèses de ter-
minaison est leur manque de modularité, qui provient de la non-modularité
de la notion de terminaison elle-même : l’union de deux relations qui ter-
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minent ne termine pas nécessairement [BD86, Ges90]. La combinaison de
techniques à base de terminaison, ou l’extension d’une preuve utilisant une
telle technique, peut donc nécessiter de prouver à nouveau les résultats de
terminaison qui avaient été initialement impliqués. Nous montrons comment
utiliser le théorème 2.81 du premier chapitre, pour pouvoir combiner ce genre
de techniques avec des techniques plus standard.
De façon assez surprenante, l’élaboration (v) permet aussi de résoudre
ce problème de modularité, lorsque les transitions silencieuses du système
considéré terminent : ce préordre permet de déduire de cette hypothèse de
terminaison globale (elle n’est prouvée qu’une fois pour toutes, pour chaque
système à considérer) celle qui permet d’obtenir la technique modulo transiti-
vité par les résultats précédents. Dans de tels LTS, dits réactifs, l’élaboration
est finalement un préordre relativement proche de la bisimilarité faible, qui
bénéficie de techniques modulo aussi développées que celles de la bisimila-
rité forte. Nous montrerons aussi que cette hypothèse de terminaison permet
d’obtenir des méthodes puissantes pour obtenir des propriétés de τ -inertie
ou de déterminisme faible.
4.1 Terminaison et commutation en réécriture
Roger Hindley [Hin64], Barry K. Rosen [Ros70], Gérard Huet [Hue80],
Nachum Bachmair et Leo Dershowitz [BD86], Françoise Bellegarde et Pierre
Lescanne [BL87, BL90], Alfons Geser [Ges90] et Vincent van Oostrom [vO94]
(entre autres) ont largement étudié les liens étroits entre commutation et
terminaison, ainsi que leurs diverses applications à la réécriture. Le livre édité
par Marc Bezem, Jan Willem Klop et Roel de Vrijer [TeR03] est devenu la
référence dans le domaine de la réécriture.
On entend généralement par réécriture la réécriture de termes concrets,
formés à partir de symboles de fonctions : les « Term Rewriting Systems »
(TRS) y sont l’objet d’étude. Les propriétés qui nous intéressent (confluence,
commutation, terminaison) sont cependant généralement étudiées au niveau
un peu plus abstrait des « Abstract Rewriting Systems » (ARS), où la na-
ture des objets que l’on réécrit importe peu. Dans les sections suivantes, nous
étudierons ces notions dans le cadre encore plus général des algèbres relation-
nelles, où la nature même des relations (et donc des relations de réécriture)
est abstraite. Dans cette section introductive, nous en restons cependant au
niveau d’abstraction intermédiaire, en se plaçant dans l’algèbre relationnelle
propre d’un ensemble quelconque P. Les éléments de P (appelés processus, ou
termes, en réécriture) seront notés p, q ; comme précédemment, les relations
binaires seront notées R,S.
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4.1.1 Lemme de Newman
Le lemme de Newman (Max [New42]) concerne les graphes, et s’énonce
généralement ainsi :
« Toute graphe localement confluent et sans chemin infini est
confluent ».
Ce sera cependant sa version extensionnelle (où l’on considère des relations
plutôt que des graphes), étendue aux propriétés de commutation qui va nous
intéresser. Nous rappelons ces diverses propriétés ci-dessous :
Définition 4.1 (Commutation, Confluence). Soient R,→ ∈ deux relations
binaires sur P.
R et → commutent, si ←? · R? ⊆ R? · ←? (C)
R et → commutent à moitié, si ←? · R ⊆ R? · ←? (CM)
R et → commutent localement, si ← · R ⊆ R? · ←? (CL)
La relation→ est confluente (resp. à moitié confluente, localement confluente)
si ← et → commutent (resp. commutent à moitié, localement).
Les diagrammes ci-dessous illustrent les trois propriétés de commutation ;
on obtient naturellement une définition moins algébrique en déroulant la
définition de la composition relationnelle ; par exemple, R et → commutent
localement si pour tous p, p′, q ∈ P tels que p→ p′ et p R q, il existe q′ ∈ P
tel que q →? q′ et p′ R? q′.
·

R
(CL)
?



R? ·
·
? 
R
(CM)
?



R? ·
·
? 
R?
(C)
?



R? ·
Parmi ces différentes notions, c’est généralement la commutation (ou la
confluence) qui exprime la propriété utile en pratique ; c’est cependant la pro-
priété la plus délicate à prouver, puisque l’on a affaire à deux quantifications
universelles sur deux séquences quelconques de transitions. Au contraire,
la commutation locale ne quantifie universellement que deux transitions ; il
est donc a priori plus facile de considérer l’ensemble des cas possibles (par
exemple, dans le cas fréquent où R est finie, et → à branchement fini, il
n’y a qu’un nombre fini de cas à considérer). La commutation à moitié est
intermédiaire : elle quantifie universellement sur une transition d’un côté, et
sur une séquence de l’autre ; elle équivaut cependant à la commutation :
Lemme 4.2. Les propriétés (CM) et (C) sont équivalentes, et impliquent
(CL).
Démonstration. Les inclusions (C)⇒ (CM)⇒ (CL) sont immédiates. L’im-
plication restante, (CM)⇒ (C), est une instance de (2.20). 
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Remarque 4.3. R et → jouent des rôles symétriques dans les définitions de
commutation et commutation locale : R et → commutent si et seulement si
←? · R? ⊆ R? · ←? ⇔ ←? · R? ⊆ R? · ←? ⇔ R?· →?⊆ R?· →?
i.e. si et seulement si → et R commutent. Bien que la définition de com-
mutation à moitié soit au contraire asymétrique, l’équivalence donnée par
le lemme précédent justifie a posteriori le rôle symétrique que joue les deux
relations dans notre terminologie.
L’implication manquante ((CL)⇒ (C)) n’est pas toujours vraie, le contre-
exemple standard étant rappelé ci-dessous :
R , {〈2, 3〉, 〈3, 4〉}
→ , {〈3, 2〉, 〈2, 1〉}
1 2oo
R
((
3 R //hh 4 (4.1)
R et → commutent localement, mais ne commutent pas. Il suffit de consi-
dérer le contre-exemple (1.18) de l’introduction pour s’apercevoir que l’on a
exactement le même problème : la relation R ci-dessous est une simulation
faible modulo transitivité sans être contenue dans la similarité faible.
R , {〈a, τ.a〉, 〈τ.a,0〉} 0 aaoo
R **
τ.a R //
τ
hh 0 (4.1b)
Le lemme de Newman utilise pour contourner cette irrégularité une hy-
pothèse de terminaison ; plus précisément on y raisonne par induction bien
fondée, en s’appuyant sur une hypothèse de terminaison. Nous commençons
donc par introduire la notion suivante :
Définition 4.4 (Support de l’induction). Soit ≺ une relation binaire sur P.
On définit inductivement l’ensemble des éléments accessibles par ≺ , comme
le plus petit ensemble A≺ tel que :
∀p ∈ P, (∀q ∈ P, q ≺ p⇒ q ∈ A≺)⇒ p ∈ A≺ . (4.2)
La relation ≺ supporte l’induction si A≺ = P.
Bien que la notion soit standard, le terme support de l’induction l’est
moins : la définition précédente correspond à la version constructive de la no-
tion de bonne fondation (une relation est bien fondée si toute partie non vide
admet un élément minimal), sur laquelle nous reviendrons page 130. Nous
utilisons cette terminologie en prévision des sections suivantes, où cette no-
tion sera généralisée au cadre abstrait des algèbres relationnelles. Le principe
d’induction bien fondée n’est qu’une redite de la définition :
Théorème 4.5 (Principe d’induction bien fondée). Soit 〈P,≺〉 un ensemble
muni d’une relation binaire. ≺ supporte l’induction si et seulement si pour
tout prédicat ϕ(·) sur P, on a
Si ∀p ∈ P, (∀q ∈ P, q ≺ p⇒ ϕ(q))⇒ ϕ(p), alors ∀p ∈ P, ϕ(p) .
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Démonstration. Il s’agit exactement du principe d’induction associé à la dé-
finition 4.4, exprimé en utilisant des prédicats plutôt que des ensembles. 
La façon la plus courante de prouver qu’une relation supporte l’induction
consiste à passer par la notion suivante :
Définition 4.6 (Relation fortement normalisante). Une relation binaire 
sur P est fortement normalisante s’il n’existe pas de suite (pi)i∈N d’éléments
de P telle que ∀i ∈ N, pi  pi+1 .
Dans le cadre de la sémantique des programmes, cette notion est très
intuitive : lorsque R correspond aux étapes de réduction d’un programme,
la forte normalisation assure l’absence de divergences : le programme finit
toujours par s’arrêter – ainsi, nous parlerons parfois simplement de termi-
naison. Cette notion a été largement étudiée, et de nombreux outils existent,
qui permettent de prouver de façon plus ou moins automatique des résultats
de normalisation forte.
La forte normalisation et le support de l’induction sont en fait presque la
même notion : il suffit de renverser la relation. On peut donc raisonner par
induction bien fondée sur toute relation fortement normalisante, à condition
de la considérer dans le bon sens. Dans la suite, nous noterons  la rela-
tion converse de toute relation notée ≺ (qu’elle soit concrète, comme ici, ou
abstraite, comme dans les sections suivantes).
Théorème 4.7. Une relation binaire ≺ supporte l’induction si et seulement
si sa converse  est fortement normalisante.
Démonstration. Supposons que ≺ supporte l’induction : A≺ = P, et raison-
nons par l’absurde : s’il existe une séquence infinie (pi)i∈N, telle que pour
tout i ∈ N, pi  pi+1, alors l’ensemble A≺ \{pi | i ∈ N} satisfait (4.2), ce qui
contredit l’hypothèse de minimalité de A≺.
Pour l’autre implication, supposons  fortement normalisante, considé-
rons un ensemble Q satisfaisant (4.2), et montrons par l’absurde que Q = P.
Soit Q′ = P \ Q, Q′ satisfait :
∀p ∈ Q′, ∃q ∈ Q′, p  q . (4.3)
Si Q′ est non vide, alors il contient un élément p0, qui nous permet de démar-
rer une séquence infinie selon , contredisant l’hypothèse de forte normalisa-
tion (la construction formelle de cette séquence à partir de (4.3) correspond
en fait à l’axiome du choix dépendant). 
La preuve du théorème 4.7 n’étant cependant pas constructive, nous uti-
liserons principalement la notion de support de l’induction dans la suite,
afin de conserver des preuves constructives. Notons toutefois qu’en pra-
tique, lorsque l’on peut prouver la forte normalisation d’une relation de fa-
çon constructive, on peut aussi prouver constructivement et directement que
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sa converse supporte l’induction. Nous laissons donc le lecteur convertir li-
brement les hypothèses de support de l’induction en des hypothèses (plus
standard) de forte normalisation.
On peut finalement donner la version « commutation » du lemme de
Newman (cette version apparaît dans [TeR03, exercice 1.3.2]).
Théorème 4.8 (Lemme de Newman, version commutation). Soient R et →
deux relations binaires sur P.
Si
{
R ∪← supporte l’induction
R et → commutent localement
alors R et → commutent.
Démonstration. On procède par induction bien fondée, avec le prédicat sui-
vant :
ϕ(p) : ∀p′, q ∈ P, p→? p′ et p R? q impliquent ∃q′, q →? q′ et p′ R? q′ .
Le seul cas non trivial est celui où p →+ q et p →+ p′, c’est-à-dire, où l’on
a p′1, q1 tels que p → p′1 →? p′ et p R q1 R? q. L’hypothèse de commutation
locale nous donne alors q′1 tel que q1 →? q′1 et p′1 R? q′1.
Comme p→ p′1, on peut appliquer l’hypothèse d’induction en p′1 (ϕ(p′1)),
ce qui nous donne q′2 tel que q′1 →? q′2 et p′ R? q′2.
Comme p R q1, on peut conclure en appliquant l’hypothèse d’induction
en q1 (ϕ(q1)), ce qui nous donne q′ tel que q →? q′ et q′2 R? q′. 
Le cas détaillé dans la preuve est illustré par le diagramme ci-dessous :
p

R
(CL)
q1
?
R?
(ϕ(q1))
q
?
p′1
?
R?
(ϕ(p′1))
q′1
?
p′ R? q′2 R
? q′
On pourrait étendre directement ce lemme à la simulation faible, et ob-
tenir le résultat suivant :
Proposition 4.9. Si R est une simulation faible modulo transitivité telle
que (R ∪ τ←−) supporte l’induction, alors R? est une simulation faible.
On s’aperçoit notamment que l’hypothèse de terminaison n’est pas sa-
tisfaite par le contre-exemple donné plus haut. Mais cette hypothèse reste
assez contraignante :
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1. elle implique la terminaison de τ−→ : la technique ne s’applique que
dans des LTS réactifs. De nombreux systèmes ont effectivement cette
propriété, mais il existe aussi de nombreux cas où l’introduction de
« boucles silencieuses » (τ -loops) est nécessaire : lorsque l’on modélise
des systèmes tolérants aux fautes par exemple, certains algorithmes
consistent à répéter une action jusqu’à ce qu’elle aboutisse (data-link
protocol [GS96])).
2. Elle porte sur le candidat de bisimulation dans son ensemble, de telle
sorte que la technique ne peut être utilisée que dans les cas où la bisi-
mulation finale satisfait cette hypothèse de terminaison (notamment,
cette bisimulation ne peut pas être symétrique, à moins d’être vide).
Nous montrons maintenant comment les contourner, en restant dans le
cadre plus simple et plus intuitif de la commutation dans une algèbre rela-
tionnelle propre. Le résultat sera étendu au cas d’une algèbre relationnelle
quelconque à la section 4.2 puis appliqué à la bisimulation à la section 4.3.
4.1.2 Un nouveau résultat de commutation
En analysant mieux le contre-exemple (4.1), on s’aperçoit que R et →
sont fortement normalisantes : le cycle qui entraîne la divergence de R ∪→
n’exhibe qu’une alternance infinie d’« étapes R » et « d’étapes → ». Par-
tant de cette observation, on va démontrer que le lemme de Newman peut
être renforcé en ne supposant que la terminaison de R+· →+, c’est-à-dire
l’absence de séquence alternant infiniment les étapes R et les étapes →.
Définition 4.10 (Produit lexicographique). Soient 〈P,≺P〉 et 〈Q,≺Q〉 deux
ensembles munis d’une relation binaire chacun. On définit sur P × Q leur
produit lexicographique comme la relation suivante :
〈≺P ,≺Q〉lex ,
{
〈〈p, q〉, 〈p′, q′〉〉 | p ≺P p′, ou p = p′ et q ≺Q q′
}
.
La proposition suivante rappelle quelques propriétés standard, nous don-
nerons la preuve des trois derniers points dans le cadre plus général d’une
algèbre relationnelle quelconque (proposition 4.25).
Proposition 4.11. 1. Le produit lexicographique de deux relations sup-
portant l’induction supporte l’induction.
2. L’ordre <N sur les entiers naturels supporte l’induction.
3. Si R ⊆ S et si S supporte l’induction, alors R aussi.
4. Une relation R supporte l’induction si et seulement si sa fermeture
transitive (R+) la supporte.
5. Le produit R · S de deux relations supporte l’induction si et seulement
si le produit inversé (S ·R) la supporte aussi.
Notons que ces propriétés peuvent également être établies directement
(et constructivement) pour la notion de forte normalisation.
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Première généralisation
On a maintenant suffisamment d’outils pour s’embarquer dans la preuve
du résultat annoncé. Nous le commentons ci-dessous.
Théorème 4.12. Soient R et → deux relations binaires sur P.
Si
{
R
+· ←+ supporte l’induction
R et → commutent localement
alors R et → commutent.
Démonstration. Par le lemme 4.2 il suffit de montrer que→ et R commutent
à moitié. Par la proposition 4.11, on peut raisonner par induction bien fondée
sur le produit 〈←+ ·R+, <N〉lex ; on choisit le prédicat suivant :
ϕ(p, n) : ∀p′, q0 ∈ P, p′ ← p Rn q0 implique p′ R? · ←? q0 .
Soient p, p′, q0, n tels que p′ ← p Rn q0 et montrons p′ R? · ←? q0 :
– Le cas n = 0 est trivial, et le cas n = 1 correspond exactement à
l’hypothèse de commutation locale.
– Supposons donc n > 1 ; soit p0 tel que p Rn−1 p0 R q0. Par l’hypothèse
d’induction, ϕ(p, n− 1), on obtient m ∈ N et p1, . . . , pm tels que p′ R?
pm et ∀i < m, pi → pi+1. On construit ensuite par récurrence une
séquence q1, . . . , qm telle que ∀i < m, qi →? qi+1 et pi+1 R? qi+1 :
– q1 est donné par l’hypothèse de commutation locale ;
– supposant la séquence construite jusqu’à un rang i tel que 0 < i < m,
qi+1 s’obtient en appliquant l’hypothèse d’induction à pi, pi+1 et qi :
on vérifie bien que l’on a pi ←+ ·R
+
p (on a n − 1 > 0 et i > 0),
de telle sorte que ϕ(pi, ki) soit vrai, où ki est le nombre arbitraire
d’étapes entre pi et qi ; on obtient bien ainsi qi+1, tel que qi →? qi+1
et pi+1 R? qi+1.
Le dernier élément de cette séquence permet de conclure : on a p′ R? qm
et q0 →? qm. 
Le second cas de cette preuve est représenté ci dessous :
p

Rn−1
(ϕ(p,n))
p0

R
(CL)
q0
?
p1

Rk1
(ϕ(p1,k1))
q1
?
p2

Rk2
(ϕ(p2,k2))
q2
?
p3
...
Rk3
...
q3
...
p′ R? pm R? qm
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On a bien une généralisation du théorème 4.8 : par la proposition 4.11, la
normalisation forte de R ∪ → implique celle de R+· →+, et il existe de
nombreux cas où la réciproque n’est pas vraie (il suffit par exemple que R et
→ contiennent deux cycles indépendants ; on verra au chapitre 6 un exemple
d’application concret et utile en pratique). Si par contre on choisit R =
→ , on retombe exactement sur le lemme de Newman, dans sa formulation
classique en termes de confluence (par la proposition 4.11(4), la normalisation
forte de →+ · →+ équivaut à celle de →).
Ici encore, ce résultat s’étend naturellement à la simulation faible (la
preuve de cette extension, comme celle de la proposition 4.9, est non triviale :
elle nécessite une nouvelle induction bien fondée suivant les grandes lignes
de la preuve précédente ; on l’omet puisque ce résultat sera généralisé dans
la suite) :
Proposition 4.13. Si R est une simulation faible modulo transitivité telle
que R+· τ⇐= supporte l’induction, alors R? est une simulation faible.
Ce résultat permet de contourner la première limitation évoquée précé-
demment : la technique modulo correspondante peut s’appliquer dans des
systèmes non réactifs, où les transitions silencieuses ne terminent pas. Par
contre la seconde limitation persiste : il faut que le candidat tout entier
satisfasse l’hypothèse de terminaison.
Raffinement de cette généralisation
On va donc chercher à séparer l’hypothèse de terminaison de celle de
commutation. On introduit pour cela une troisième relation (S), pour porter
l’hypothèse de terminaison :
Théorème 4.14. Soient R,S et → trois relations binaires sur P.
Si

S
+· ←+ supporte l’induction
S ⊆ R
← · R ⊆ S? · R · ←?
alors R et → commutent.
L’hypothèse locale de commutation peut être représentée par le dia-
gramme suivant :
·

R
⊆
?
S? ·R ·
Démonstration. On démontre que R et→ commutent à moitié, cela suffisant
à conclure par le lemme 4.2. On raisonne par induction bien fondée sur P×N,
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muni du produit lexicographique 〈S+· ←+, <N〉lex, avec le prédicat suivant :
ϕ(u, n) : ∀p, p′0, q ∈ P,
{
u→? p→n p′0
p R q
impliquent p′0 R
? · ←? q .
Le cas n = 0 est immédiat, supposons donc ϕ(n), et montrons ϕ(n+ 1).
Ce second cas est illustré par le diagramme donné après la preuve. Soient
p, p0, p
′
0, q tels que p R q et u → p → p0 →n p′0, en appliquant l’hypothèse
de commutation à p0 ← p R q, il existe k > 0 et p1, . . . , pk tels que q →? pk,
pk−1 R pk et ∀i ∈ [1; k − 1], pi−1 S pi.
On définit maintenant par récurrence interne une séquence (p′i)0<i≤k telle
que l’on ait ∀i ∈ [1; k], pi−1 R? p′i ←? pi.
– si i = 1, on applique l’hypothèse d’induction externe : ϕ(u, n), au
point p0 (p′0 ←n p0 R p1) (rappelons que l’on a S ⊆ R) : il existe p′1
tel que p′0 R? p′1 et p1 →? p′1. C’est ici qu’est nécessaire l’introduction
artificielle de la variable u dans la définition de ϕ.
– sinon, i > 1, supposons la séquence construite jusqu’à i − 1, et re-
marquons que u →+ · S+ pi−1, de telle sorte que l’on peut obte-
nir p′i en appliquant l’hypothèse d’induction externe, ϕ(pi−1,mi−1), à
p′i−1 ←mi−1 pi−1 R pi (mi−1 étant le nombre arbitraire de transitions
entre reliant pi−1 à p′i−1, on utilise là aussi le fait que S ⊆ R).
On peut conclure : on a p′0 R? p′k ←? q, d’où ϕ(u, n+ 1), puis ∀u ∈ P, ∀n ∈
N, ϕ(u, n) par induction bien fondée. Comme on peut toujours choisir u = p
dans la définition de ϕ, on a bien obtenu la commutation à moitié de R sur
→. 
Le diagramme ci-dessous permet de mieux visualiser le second cas de la
preuve :
u
?
p

R
(H)
q
?
p0
n
S
ϕ(u, n)
p1
m1
S
ϕ(p1,m1)
p2
m2
...
. . . S pk−1
mk−1
R
ϕ(pk−1,mk−1)
pk
?
p′0 R
? p′1 R
? p′2 . . . R
? p′k−1 R
? p′k
Ce théorème généralise le précédent (théorème 4.12) : il suffit de considérer
le cas R = S=. L’avantage majeur de ce raffinement est qu’il permet son
utilisation pour prouver la commutation de relations ne satisfaisant pas né-
cessairement la condition de terminaison : cette condition n’est exigée que
sur une relation auxiliaire, utilisée seulement pour la preuve (elle n’apparaît
plus dans les conclusions du théorème).
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On peut lire ce théorème comme suit : pour montrer que deux relations
commutent, montrons tout d’abord qu’elles commutent localement, puis ras-
semblons dans une relation S tous les couples utilisés en « position de tran-
sitivité », dans chacun des diagrammes de commutation locale que l’on vient
de fermer. Il suffit alors d’étudier la terminaison de S+· →+ : si cette rela-
tion normalise fortement, les deux relations initiales commutent ; sinon c’est
qu’on a plus ou moins « triché », en utilisant la transitivité pour esquiver
l’une des offres proposées par la commutation locale.
De façon plus technique, lorsque l’on considère la preuve (notamment le
diagramme qui la suit), on s’aperçoit que l’utilisation de la relation auxi-
liaire S permet de cibler exactement l’hypothèse de terminaison dont on a
besoin pour la preuve : seuls les couples à travers lesquels on doit transférer
l’hypothèse d’induction sont concernés par l’hypothèse de terminaison. En
particulier, sur le diagramme, le dernier couple 〈pk−1, pk〉, qui ne sera jamais
traversé par l’hypothèse d’induction, n’a pas besoin d’appartenir à S.
Terminaison relative
Geser étudie dans sa thèse [Ges90] la notion de terminaison relative :
une relation binaire R termine relativement à une seconde relation S lorsque
S? · R · S? est fortement normalisante. C’est intuitivement le cas lorsque
S « n’entrave pas » la terminaison de R : rajouter des transitions selon S
ne permet pas de construire une séquence infinie comportant une infinité
d’étapes selon R.
Notre hypothèse de terminaison est plus faible que cette notion : si R
termine relativement à→ (ou l’inverse), alors R+· →+ est fortement norma-
lisante. On peut donc utiliser les nombreuses techniques définies par Geser
pour montrer des résultats de terminaison relative. Nous passerons par cette
notion lors de l’étude des systèmes réactifs (section 4.5) ainsi qu’au cha-
pitre 6 : comme expliqué à la section 4.3.3, le cas où l’hypothèse de termi-
naison peut être prouvée en passant par la terminaison relative nous semble
fréquent dans le cadre de la bisimulation.
Notons aussi que l’on trouve dans la thèse de Geser un résultat assez
proche du théorème 4.14 (le lemme de « coopération locale », dû à Belle-
garde et Lescanne [BL87]) : l’hypothèse de terminaison est plus forte, →
doit terminer relativement à S, mais le diagramme local de commutation est
un peu plus permissif.
Applications à la réécriture ?
De manière complètement fortuite, le théorème 4.14 admet un corollaire
qui pourrait être utile pour démontrer des résultats de confluence. En effet,
le cas R = →= qui correspondait au lemme de Newman dans sa version
confluence dans le théorème 4.12, donne ici une réelle généralisation de ce
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lemme : la relation dont on souhaite prouver la confluence n’a pas besoin
d’être elle-même fortement normalisante, puisque l’on peut utiliser une rela-
tion auxiliaire pour spécifier plus précisément l’argument de terminaison :
Corollaire 4.15. Soient → et ↪→ deux relations binaires sur P telles que
↪→ ⊆ → . Si ↪→+ · →+ est fortement normalisante, et si ces deux rela-
tions satisfont le diagramme suivant (← · → ⊆ ↪→? · →= · ←?), alors → est
confluente.
· //

⊆
? 
?
// · =// ·
Remarquons que si l’on prend la relation vide pour ↪→, on obtient le
lemme de « confluence forte » de Gérard Huet [Hue80], et que l’on retombe
toujours sur le lemme de Newman lorsque l’on égalise les deux relations.
Nous n’avons pour l’instant pas d’exemple d’application concrète utili-
sant les nouvelles possibilités offertes par ce corollaire. Notamment, il ne nous
semble pas qu’il puisse aider à montrer la confluence du λ-calcul pur, sans
passer par les réductions parallèles [Bar84] : nous n’avons pas trouvé le moyen
de définir une sous-réduction fortement normalisante de la β-réduction, qui
suffise à clore les diagrammes de confluence locale selon la contrainte imposée
par notre corollaire.
Version symétrique du résultat ?
L’énoncé du théorème 4.14 est étrangement « asymétrique », et pose na-
turellement la question de la généralisation « symétrique » suivante :
« Soient R,S, → et ↪→ quatre relations binaires sur P.
Si

S
+· ←↩+ supporte l’induction
S ⊆ R et ↪→ ⊆→
← · R ⊆ S? · R · ← · ←↩?
alors R et → commutent.
».
Cette généralisation n’est cependant pas valide, comme le montre le contre-
exemple suivant :
R , {〈1, 1〉, 〈2, 3〉, 〈3, 4〉, 〈4, 5〉} S , {〈3, 4〉}
→ , {〈5, 5〉, 〈4, 3〉, 〈3, 2〉, 〈2, 1〉} ↪→ , {〈3, 2〉} .
1R 99 2oo
R
((
3iIhh
S
((
4hh R // 5
yy
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4.1.3 Diagrammes décroissants
Avant d’étendre les résultats précédents au cadre abstrait des algèbres
relationnelles, et à la bisimilarité faible, nous montrons comment le théo-
rème 4.14 peut s’obtenir à l’aide de la théorie des « diagrammes décroissants »
de Vincent van Oostrom [vO94] (théorie complétée dans [BKvO98] et reprise
dans [TeR03, chapitre 14]). Le théorème principal [vO94, théorème 3.7] peut
se reformuler comme suit ; nous l’expliquons brièvement ci-dessous.
Théorème 4.16 (Commutation par les diagrammes décroissants).
Soient I un ensemble muni d’un ordre partiel (≺) supportant l’induction, et
(−→
i
)i∈I une collections de relations indexées par I. Pour tous J ⊆ I et i ∈ I,
on note Ji et −→
J
la partie et la relation suivantes :
Ji , {j ∈ J | j ≺ i} , −→
J
,
⋃
j∈J
−→
j
.
Pour toutes parties H,V ⊆ I, si le diagramme décroissant ci-dessous est
satisfait pour tous h ∈ H et v ∈ V ,
· h //
v

⊆
Vh
?·
v
=·
Vv∪Vh
?
Hv ?
// ·
h =
// ·
Hv∪Hh ?
// ·
alors −→
H
et −→
V
commutent.
L’idée générale est de contraindre les diagrammes de commutation locale,
de manière à ce que leur utilisation, lors du « pavage » du diagramme de
commutation globale, fasse systématiquement progresser, en faisant diminuer
strictement la « taille » du problème (on évite ainsi le contre-exemple (1.18),
où l’on se retrouve au point de départ après avoir utilisé deux diagrammes
de commutation locale). Ce sont les étiquettes (I) 1 qui sont utilisées pour
assurer cette progression, en s’appuyant sur le support de l’induction de la
relation (≺). Comme ces étiquettes n’apparaissent plus dans le résultat de
commutation final, on est libre d’étiqueter comme on le souhaite les relations
dont on veut prouver la commutation (−→
H
et −→
V
).
Cédric Fournet utilise cette méthode dans sa thèse [Fou98, chapitre 4],
afin d’obtenir des techniques modulo pour la bisimulation barbelée [MS92a] :
1. Ces dernières n’ont rien à voir avec les étiquettes des LTS.
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en choisissant un ordre adéquat entre les différentes relations (expansion,
bi-expansion et bisimilarité barbelées), le candidat de bisimulation et la re-
lation de réduction, les conditions imposées par le théorème des diagrammes
décroissants permettent de retrouver aisément les différentes techniques stan-
dard.
Pour pouvoir passer à la bisimilarité étiquetée, dont il est question dans
cette thèse, il faudrait étendre légèrement le théorème 4.16 afin de garan-
tir la conservation stricte des transitions visibles. En effet, ce théorème, qui
établit un résultat de commutation « pure », laisserait répondre plusieurs
transitions selon a lors d’une offre visible selon a. Cette extension est rela-
tivement simple [vO05] : il suffit de renforcer légèrement l’invariant utilisé
dans la preuve du théorème ; elle nécessite cependant de refaire tout le tra-
vail. . . Le problème ne se pose pas avec la bisimilarité barbelée, qui remplace
les étiquettes visibles par des barbes, et où tous les jeux sont silencieux.
On peut cependant démontrer sans modification de la théorie le théo-
rème 4.14, qui n’établit pour l’instant qu’un résultat de commutation pure.
Cela est cependant assez délicat : alors que Fournet utilise un ordre partiel
qui supporte trivialement l’induction, car portant sur un nombre fini d’éti-
quettes (les étiquettes correspondent aux différentes relations mises en jeu),
il nous faut ici transférer l’hypothèse de terminaison depuis les processus
vers les étiquettes. Comme le fait van Oostrom pour démontrer le lemme
de Newman [vO94, corollaire 4.4], l’astuce consiste à utiliser les processus
pour étiqueter les relations (technique courante pour prouver des résultats
de terminaison [MOZ96]).
On commence par démontrer à nouveau le théorème 4.12, qui est un
peu plus simple, et permet ainsi de mieux illustrer la méthode. Dans les
deux cas, on utilise la caractérisation du support de l’induction par la forte
normalisation (théorème 4.7) afin de rendre les preuves plus intuitives ; on
pourrait cependant s’en passer et travailler constructivement, en n’utilisant
que la notion de support de l’induction.
Démonstration du théorème 4.12, par les diagrammes décroissants.
SoientR et→ deux relations qui commutent localement, et telles queR+· →+
normalise fortement ; montrons qu’elles commutent.
Soit I , P × {0, 1}×P ; définissons la famille de relations indexée par I
comme suit : pour tous p, q ∈ P,
p′ −−−−→
〈p,0,q〉
q′ si p′ = p, q′ = q et p′ R q′ ,
p′ −−−−→
〈p,1,q〉
q′ si p′ = p, q′ = q et p′ → q′ .
En posant H , P ×{0}×P et V , P ×{1}×P, on a −→
H
= R et −→
V
=→ .
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Définissons ensuite l’ordre partiel sur I est ensuite, comme la fermeture
transitive de la relation (≺1) suivante :
〈p′,m, p〉 1 〈q, n, q′〉 si p (R ∪→)? q et n = 1−m ≺ , ≺+1 .
La relation 1 est fortement normalisante : de toute séquence infinie selon
cette relation, on déduit une séquence infinie selon (R ∪ →), comportant
une infinité de pas selon R et une infinité de pas selon → , ce qui contredit
l’hypothèse de forte normalisation de R+· →+ . L’ordre partiel ≺ supporte
donc l’induction, par le théorème 4.7 et la proposition 4.11(4).
Les seuls diagrammes à vérifier sont de la forme p0 ←−−−−
〈p,1,p0〉
p −−−−→
〈p,0,q0〉
q0,
et l’on a par définition p→ p0 et p R q0. L’hypothèse de commutation locale
nous donne alors p1, . . . , pm et q1, . . . , qn tels que pm = qn, ∀i < m, pi R pi+1
et ∀i < n, qi → qi+1 :
p R
〈p,0,q0〉
//
〈p,1,p0〉

q0
〈q0,1,q1〉

q1
qn−1
〈qn−1,1,qn〉

p0
R
〈p0,0,p1〉
// p1 pm−1
R
〈pm−1,0,pm〉
// qn
On étiquette ensuite ces réductions comme on l’a fait sur le diagramme
précédent, ce qui permet de vérifier que l’on a bien fermé le diagramme selon
la contrainte imposée par le théorème des diagrammes décroissants : on a
∀i < m, 〈p, 1, p0〉 1 〈pi, 0, pi+1〉 et ∀i < n, 〈p, 0, q0〉 1 〈qi, 1, qi+1〉 . 
Notons que la preuve précédente utilise en fait seulement le diagramme
local suivant, qui est à première vue un cas très particulier de celui du théo-
rème 4.16. Cependant, par notre définition de la relation (≺), il se trouve
être équivalent : les libertés dont on n’essaie pas de profiter ne sont que
« virtuelles », une fois fixé l’ordre partiel (≺).
· h //
v

⊆ Vh
?
Hv ?
// ·
Cette preuve se comprend mieux « à l’envers » : une fois prise la dé-
cision d’étiqueter les relations par les processus, il suffit de considérer le
diagramme de commutation que l’on a en hypothèse, et de définir l’ordre
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partiel de manière à rendre le diagramme décroissant, tout en s’assurant
qu’il supporte l’induction. Si cette méthode échoue, il faut repenser la ma-
nière dont on a étiqueté les relations (dans le cas énumérable, la méthode est
complète [BKvO98] : si les relations commutent effectivement, alors il existe
un moyen d’étiqueter les diagrammes de commutation locale, qui les rende
décroissants selon un ordre partiel supportant l’induction – rien n’assure
cependant que cet étiquetage soit simple, ou naturel. . .).
En suivant cette stratégie, on aboutit à la preuve suivante du théo-
rème 4.14 ; la difficulté consiste à bien étiqueter la relation R (la relation
S prenant la place de la relation R de la preuve précédente) :
Démonstration du théorème 4.14, par les diagrammes décroissants.
Soient R,S et → trois relations telles que S+· →+ normalise fortement,
S ⊆ R et ← · R ⊆ S? · R · ←? ; montrons que R et → commutent.
Soit I , (P × {0, 1} × P) ] P (où ] dénote l’union disjointe de deux
ensembles) ; définissons la famille de relations indexée par I comme suit :
pour tous p, q ∈ P,
p′ −−−−→
〈p,0,q〉
q′ si p′ = p, q′ = q et p′ S q′ ,
p′ −−−−→
〈p,1,q〉
q′ si p′ = p, q′ = q et p′ → q′ ,
p′ −−−−→
q
q′ si q →? q′ et p′ R q′ .
Posons H , (P × {0} × P) ] P et V , P × {1} × P ; on a −→
H
= R et
−→
V
= → . Soit ≺ la relation sur I, définie comme la fermeture transitive de
la relation ≺1 suivante :
〈p′,m, p〉 1 〈q, n, q′〉 si p (S ∪→)? q et n = 1−m
〈p′,m, p〉 1 q si p (S ∪→)? q et m = 0
p 1 〈q, n, q′〉 si p (S ∪→)? q et n = 1 .
Le support de l’induction de (≺) est plus délicat que précédemment : il
faut remarquer que l’on peut extraire de toute séquence infinie selon 1 une
séquence infinie ne comportant pas d’élément de la forme q0 : en effet, de tels
éléments apparaissent nécessairement entre un élément de la forme 〈p′, 0, p〉
et un autre de la forme 〈q, 1, q′〉, de telle sorte que l’on peut les retirer : on a
dans ce cas 〈p′, 0, p〉 1 〈q, 1, q′〉. On extrait ensuite de cette sous-séquence
une séquence de processus selon (S ∪→), qui contredit l’hypothèse de forte
normalisation.
Il nous reste à vérifier que les deux diagrammes suivants sont autorisés par
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le théorème 4.16 (le diagramme réellement satisfait est dessiné à l’intérieur) :
p S
〈p,0,q0〉
//
〈p,1,p0〉

q0
〈q0,1,q1〉

· h //
v

⊆ Vh
?
q1
Hv ?
// ·
Hh
// · qn−1
〈qn−1,1,qn〉

p0
S
〈p0,0,p1〉
// p1 pm−2
S
〈pm−2,0,pm−1〉
// pm−1
R
q0
// qn
p R
u
//
〈p,1,p0〉

q0
〈q0,1,q1〉

u?oo
· h //
v

⊆ Vh
?
q1
Hv ?
// ·
h
// · qn−1
〈qn−1,1,qn〉

p0
S
〈p0,0,p1〉
// p1 pm−2
S
〈pm−2,0,pm−1〉
// pm−1
R
u
// qn

Cette preuve n’est pas des plus simples, même une fois comprise la mé-
thode des diagrammes décroissants ; elle en illustre néanmoins l’expressivité.
Il nous semble que l’avantage principal de cette méthode est qu’elle cap-
ture une fois pour toutes l’application du raisonnement par induction bien
fondée lors de la fermeture de diagrammes de commutation : on n’a plus,
comme dans la première preuve que l’on a donnée, à imbriquer « dangereu-
sement » des récurrences et des inductions lexicographiques bien fondées. On
reste cependant toujours forcé de manipuler les processus, afin d’exprimer
l’hypothèse de support de l’induction.
4.2 Terminaison et commutation abstraites
Mises à part les notions de support de l’induction et de forte normalisa-
tion, l’ensemble des définitions et résultats de la section précédente peuvent
être énoncés dans une algèbre relationnelle quelconque : on n’y parle que
de compositions de relations, de fermetures transitives, d’inclusions, etc. . .
Les éléments de P n’y sont notamment jamais mentionnés. En utilisant les
résultats de Doornbos, Backhouse et van der Woude [DBvdW97], qui per-
mettent justement de caractériser la notion de bonne fondation dans une
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algèbre relationnelle quelconque, nous montrons comment prouver les résul-
tats précédents dans ce cadre plus général.
On se place donc à nouveau dans une algèbre relationnelle (X), jusqu’à
la fin du chapitre.
4.2.1 Support abstrait de l’induction
Nous commençons par une synthèse de la partie de [DBvdW97] qui nous
sera utile par la suite. Notre présentation s’éloigne quelque peu de celle de
cet article, et n’en couvre qu’une partie. Nous donnons quelques indices sur
ce que nous omettons, et nous invitons vivement le lecteur à s’y référer pour
toute étude plus approfondie dépassant le cadre de l’utilisation que l’on fait
de ces résultats.
Cet article introduit une distinction entre la notion de bonne fondation
d’une relation, et celle de relation supportant l’induction, c’est-à-dire pour
laquelle le principe d’induction est valide. Si ces deux notions coïncident dans
toute algèbre relationnelle complémentée (en particulier dans toute algèbre
relationnelle propre), ce n’est pas le cas en général : les relations supportant
l’induction sont bien fondées, mais la réciproque n’est pas toujours vraie. On
s’intéressera donc uniquement à la notion de support de l’induction, qui nous
fournit une puissante méthode de preuve : libre à nous de caractériser ensuite
cette notion en termes de forte normalisation dans le cadre des relations
binaires (théorème 4.7), ou par n’importe quel autre moyen, dans toute autre
algèbre relationnelle potentielle.
Facteurs
On commence par définir les facteurs, initialement étudiés par Robert
Dilworth [Dil39] puis Garrett Birkhoff [Bir40] dans le cadre des treillis mo-
noïdaux, où ils portent le nom de résidus (dans les allégories, ce sont les
opérations de division [FS90]) ; bien qu’essentiels, nous ne les utiliserons que
très peu.
Définition 4.17 (Facteurs). Soient x, y ∈ X deux relations. On définit le
facteur à gauche de x par y et le facteur à droite de x par y comme suit :
y/x ,
∨
{z ∈ X | z · x v y} ,
x\y ,
∨
{z ∈ X | x · z v y} .
La continuité du treillis complet monoïdal (2.18) permet d’en donner les
propriétés suivantes :
Proposition 4.18. Pour toutes relations x, y, z ∈ X, on a :
z v y/x⇔ z · x v y z v x\y ⇔ x · z v y , (4.4)
(y/x) · x v y x · (x\y) v y . (4.5)
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Démonstration.
(4.4) : Supposons z v y/x ; on a z · x v
∨
{z ∈ X | z · x v y} · x par (2.17),
puis z ·x v
∨
{z · x | z · x v y} par la continuité du produit (2.18) ; on
en déduit z ·x v y puisque l’on a
∨
{z · x | z · x v y} v y. L’implication
réciproque est immédiate, par définition des bornes supérieures. L’autre
équivalence est similaire.
(4.5) : Il suffit de choisir respectivement z = y/x et z = x\y dans les équi-
valences précédentes : leurs membres gauches deviennent ainsi tri-
viaux. 
Ces bonnes propriétés proviennent essentiellement de la continuité du
produit (2.18). Doornbos et al. définissent ces facteurs par la propriété (4.4),
en s’appuyant sur la théorie des « connections de Galois » [Ore44] : ce sera
en effet la seule propriété de ces opérateurs qui nous sera utile. La propriété
« d’annulation » (4.5) qui en découle justifie la terminologie et les notations
de ces facteurs.
Monotypes, conditions
Les algèbres relationnelles sont initialement conçues pour représenter les
relations binaires sur un ensemble P quelconque. L’une de leurs particularités
est qu’elle peuvent aussi représenter les parties de P. Par exemple, dans le
cas des relations binaires une partie Q peut être représentée par :
1. la relation identité, restreinte à Q : {〈q, q〉 | q ∈ Q},
2. la relation universelle, restreinte à Q à gauche : {〈q, p〉 | p ∈ P, q ∈ Q},
3. la relation universelle, restreinte à Q à droite : {〈p, q〉 | p ∈ P, q ∈ Q}.
Revenant au niveau abstrait, cela correspond à trois catégories de relations :
1. les relations majorées par 1, que l’on appellera monotypes et que l’on
notera A,B dans la suite – ce sont les morphismes co-réflexifs que l’on
trouve dans les allégories [FS90] ;
2. les relations g telles que g · > = g, appelées conditions à gauche ;
3. symétriquement, les relations d telles que >·d = d, appelées conditions
à droite.
Des isomorphismes de treillis relient ces trois représentations, ce qui fait que
l’on peut travailler indifféremment avec chacune d’elles. Comme on va le
voir, toutes ces représentations seront utiles par la suite, mais les monotypes
ayant de meilleures propriétés calculatoires, ils seront privilégiés.
La proposition suivante renforce l’intuition derrière les monotypes : ils
forment une sous-algèbre relationnelle, où la converse est l’identité, et le
produit coïncide avec les bornes inférieures. La preuve de cette proposition
repose très fortement sur la loi de modularité (3.4).
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Proposition 4.19. Soient A,B v 1 deux monotypes. On a :
A = A = A ·A , (4.6)
A ·B = A ∧B v 1 . (4.7)
Démonstration. Pour tous monotypes A,B v 1, on a tout d’abord A ·B v A
et A ·B v B, par (2.17).
(4.6) : La loi de modularité (3.4) nous donne A = (A·1)∧1 v A·(1∧(A·1)) =
A · A. On en déduit A v A, d’où A = A par (3.1) et (3.2), puis
A v A ·A = A ·A v A.
(4.7) : On a A · B v A ∧ B v 1 par la première remarque, puis on utilise
à nouveau la loi de modularité (3.4) : A ∧ B v A · (1 ∧ (A · B)) =
A ·A ·B = A ·B . 
Domaine, restriction, plus faible pré-condition
Toute relation binaire R définit naturellement deux parties : son domaine,
{p ∈ P | ∃q ∈ P, p R q}, et son co-domaine, {q ∈ P | ∃p ∈ P, p R q}. Au ni-
veau abstrait, le domaine d’une relation x peut être représenté par la condi-
tion à gauche x ·> (ou par le monotype (x ·>)∧1), son co-domaine pouvant
l’être par la condition à droite >·x (ou par le monotype (>·x)∧1). On peut
ensuite aisément représenter les opérations de restriction du domaine ou du
co-domaine d’une relation x : A ·x est la restriction du domaine de x au mo-
notype A, et x ·A est la restriction du co-domaine de x au monotype A. Ces
intuitions nous mènent à la définition suivante, que l’on explique ci-dessous :
Définition 4.20 (Facteurs monotypes). Soient x ∈ X une relation et A v 1
un monotype. On définit le facteur monotype à gauche de x par A et le
facteur monotype à droite de x par A comme les monotypes suivants :
A/x ,
∨
{B v 1 | B · x v > ·A} ,
x\A ,
∨
{B v 1 | x ·B v A · >} .
Suivant les interprétations données précédemment, le facteur monotype
à gauche de x par A est le plus grand monotype B tel que le co-domaine
de la restriction du domaine de x à B soit contenu dans A (On a B · x v
> · A ⇔ > · B · x v > · A ; B · x est la restriction du domaine de x à B ;
>·B ·x est le co-domaine de cette restriction, représenté par une condition à
droite ; et >·A est la représentation par une condition à droite du monotype
A). De manière plus concrète, lorsque x est une relation binaire R, et que
A correspond à une partie Q de P, c’est l’ensemble des éléments de P dont
tous les successeurs par R sont dans Q :
Q/R = {p ∈ P | ∀q ∈ P, p R q ⇒ q ∈ Q} .
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Symétriquement, le facteur monotype à droite de x par A est le plus grand
monotype B tel que le domaine de la restriction du co-domaine de x à B
soit contenu dans A. Dans les relations binaires c’est donc l’ensemble des
éléments de P dont tous les antécédents par R sont dans Q :
R\Q = {p ∈ P | ∀q ∈ P, q R p⇒ q ∈ Q} .
On a donc retrouvé au niveau abstrait les notions de plus faible pré- et
post-conditions que l’on a, entre autres, en logique de Hoare [Hoa69]. Cette
interprétation rend très naturelles les propriétés (4.11), (4.12) et (4.13) de la
proposition suivante ; nous détaillons les autres ci-dessous.
Proposition 4.21. Pour tous x, y ∈ X et A,B v 1, on a :
x\A = A/x (4.8)
B v x\A⇔ x ·B v A · > B v A/x⇔ B · x v > ·A (4.9)
x · (x\A) v A · x (A/x) · x v x ·A (4.10)
(x · y)\A = y\(x\A) A/(x · y) = (A/y)/x (4.11)
1\A = A/1 = A (4.12)
x\1 = 1/x = 1 (4.13)
Démonstration. Une fois démontré (4.8), il suffit de démontrer la partie
gauche des propriétés.
(4.8) Pour tout B v 1, on a B · x v > · A ⇔ x · B v A · >, par (3.6),
(3.3), (4.6), et > = >, qui s’obtient par (3.7). On en déduit l’égalité
des bornes supérieures définissant x\A et A/x.
(4.9) Si B v x\A, alors x · B v x ·
∨
{B v 1 | B, x ·B v A · >} ; et on a
x·
∨
{B v 1 | B, x ·B v A · >} =
∨
{x ·B | x ·B v A · >} v A·> par
la continuité du produit (2.18). L’implication réciproque est immédiate.
(4.10) En choisissant B = x\A dans l’équivalence précédente, on obtient :
x · (x\A) v A · >. Comme on a aussi x · (x\A) v x , on en déduit
x · (x\A) v (A · >) ∧ x . La loi de modularité (3.4) nous permet de
conclure : on a (A · >) ∧ x v A(> ∧ (A · x)) = A · A · x = A · x
(avec (4.6)).
(4.11) Soit B = y\(x\A), on a y · B v (x\A) · > par (4.9), puis x · y · B v
x · (x\A) ·> v A ·x ·> v A ·> par (2.17) et (4.10) ; d’où B v (x ·y)\A
par (4.9).
Posons maintenant B = (x · y)\A, et C = (y ·B · >) ∧ 1, de telle sorte
que la loi de modularité (3.8) nous donne y ·B = (y ·B)∧> v C ·> (?).
Par (4.10), on a x · y ·B · > v A · x · y · > v A · >, puis x · C v A · >.
On en déduit C v x\A par (4.9), et C · > v (x\A) · >. Couplé avec
(?), on obtient y ·B v (x\A) · >, d’où B v y\(x\A) par (4.9).
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(4.12) On a 1·A v A·>, d’où A v 1\A par définition. Ensuite, on a 1·(1\A) v
A · 1 par (4.10), d’où 1\A v A.
(4.13) On a x\1 v 1 par définition ; comme x·1 v 1·> on a aussi 1 v x\1. 
Notons qu’ici aussi, la loi de modularité des algèbres relationnelles (3.4)
joue un rôle essentiel. Les facteurs monotypes à gauche et à droite ont des
rôles essentiellement symétriques (4.8), ce qui permet de se concentrer sur
les facteurs monotypes à droite (colonne de gauche). La propriété (4.9) est
en fait définissante : elle nous permet d’oublier la définition explicite que
l’on a donnée, qui sert principalement à assurer l’existence d’un opérateur
satisfaisant (4.9) (voir [DBvdW97] pour une définition par les connections
de Galois, qui nécessite une étape intermédiaire que l’on a omise ici). La
propriété d’annulation (4.10) correspond à celle des facteurs (4.5) ; on peut
l’interpréter comme suit : la restriction du co-domaine de x à l’ensemble des
éléments dont tous les antécédents sont dans A est contenue dans la restric-
tion du domaine de x à A. La preuve que nous donnons pour (4.11) nous
paraît compliquée ; nous n’en avons cependant pas trouvé de plus simple.
La proposition suivante exprime la décroissance des facteurs monotypes
vis-à-vis de leur argument relationnel (x), et leur croissance vis-à-vis de leur
argument monotype (A) (respectivement celui sous la barre et celui sur la
barre, de façon mnémotechnique).
Proposition 4.22. Pour tous x, y ∈ X et A,B v 1, on a :
x v y ⇒ y\A v x\A, A/y v A/x , (4.14)
A v B ⇒ x\A v x\B, A/x v B/x . (4.15)
Démonstration. Pour les facteurs monotypes à droite, il suffit de remarquer
que si x v y, alors y ·C v A · > implique x ·C v A · >, et de façon similaire,
que si A v B, alors x ·C v A · > implique x ·C v B · >. Le cas des facteurs
monotypes à gauche est identique. 
Support abstrait de l’induction
On a maintenant suffisamment d’outils pour donner la définition abstraite
de la propriété de support de l’induction :
Définition 4.23 (Support (abstrait) de l’induction). Une relation x ∈ X
supporte l’induction si
∀A v 1, x\A v A⇒ A = 1 .
La proposition suivante valide cette définition dans le cadre des relations
binaires : toute relation binaire bien fondée au niveau concret supporte l’in-
duction au niveau abstrait. Par le théorème 4.7, le support de l’induction
4.2. Terminaison et commutation abstraites 129
caractérise aussi les relations binaires dont les converses sont fortement nor-
malisantes ; notons que l’on n’a cependant pas de caractérisation directe de
la notion de forte normalisation au niveau abstrait.
Proposition 4.24. Dans toute algèbre relationnelle propre, une relation sup-
porte l’induction si et seulement si elle supporte l’induction, au sens de la
définition 4.4.
Démonstration. Soit R une relation binaire ; il suffit de remarquer qu’un
monotype A satisfait R\A ⊆ A si et seulement si la partie Q correspondante
à A satisfait (4.2) (en prenant R = ≺) : le monotype R\A correspond à
l’ensemble {p ∈ P | ∀q ∈ P, q R p⇒ q ∈ Q}. 
Notons que pour toute relation x, le plus petit monotype A satisfaisant
x\A v A⇒ A n’est autre que le plus petit point fixe de la fonction croissante
B 7→ x\B ; ce plus petit monotype permet donc de caractériser de façon
abstraite l’ensemble des éléments accessibles par x.
La définition précédente correspond ainsi exactement à la définition 4.4 ;
elle nous fournit un principe d’induction : toute relation supportant l’induc-
tion fournit une méthode pour démontrer qu’un monotype vaut 1 (1 étant le
monotype maximal, il représente la partie pleine, P, ou encore, le prédicat
universellement vrai sur P). Le choix de ce monotype correspond donc au
choix du prédicat sur lequel on fait l’induction dans les preuves habituelles.
Les trois derniers points de la proposition 4.11 (page 113) s’étendent
naturellement au niveau abstrait : on retrouve à ce niveau les propriétés
usuelles les concernant la bonne fondation. Les deux premiers points de cette
dernière proposition, concernant le produit lexicographique et l’ordre naturel
sur les entiers, ne seront pas utiles : de simples récurrences nous permettront
de remplacer l’usage que l’on en faisait.
Proposition 4.25. Soient x, y ∈ X deux relations.
1. Si x v y et y supporte l’induction, alors x supporte l’induction.
2. x supporte l’induction si et seulement si sa fermeture transitive (x+)
la supporte.
3. x · y supporte l’induction si et seulement si y · x la supporte.
Démonstration. 1. Soit A v 1 un monotype tel que x\A v A. Comme
x v y, par (4.14), on a y\A v x\A v A, d’où A = 1 puisque x
supporte l’induction.
2. Supposons que x supporte l’induction ; soit A v 1 un monotype tel que
x+\A v A (H). On a :
x\(x?\A) = x+\A (par (4.11))
= (x+ · x?)\A
= x?\(x+\A) (par (4.11))
= x?\A , ((4.15) et (H))
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d’où x?\A = 1 puisque x supporte l’induction. On peut finalement
conclure : x? étant réflexif, 1 = x?\A v A par (4.14) et (4.12). L’im-
plication réciproque provient du point précédent : on a x v x+.
3. Par symétrie, il suffit de prouver l’implication directe ; supposons donc
que x · y supporte l’induction, et considérons un monotype A v 1 tel
que (y · x)\A v A (H). On a :
(x · y)\(y\A) = (y · x · y)\A (par (4.11))
= y\((y · x)\A) (par (4.11))
v y\A . ((4.15) et (H))
x · y supportant l’induction, on obtient donc y\A = 1, ce qui permet
de conclure : on a 1 = x\1 = x\(y\A) = (y · x)\A v A, par (4.13),
(4.11) et (H). 
Bonne fondation classique
Les définitions concrètes et abstraites de support de l’induction sont
constructives : elles fournissent un principe d’induction permettant de prou-
ver qu’un prédicat est vrai sur tout le domaine considéré. Au contraire, la
définition usuelle de bonne fondation est essentiellement classique :
Définition 4.26 (Relation bien fondée). Une relation binaire ≺ sur P est
bien fondée si toute partie non vide Q ⊆ P admet un élément minimal, i.e.,
un élément p ∈ Q tel que ∀q ∈ Q, q 6≺ p.
Une relation bien fondée permet de montrer qu’un prédicat n’est jamais
satisfait ; en effet, on obtient aisément qu’une relation binaire ≺ est bien
fondée si et seulement si :
∀Q ⊆ P, (∀p ∈ Q, ∃q ∈ Q, q ≺ p)⇒ Q = ∅ . (4.16)
Cette caractérisation permet d’obtenir une définition abstraite : une relation
x ∈ X est bien fondée si :
∀A v 1, A v > ·A · x⇒ A = ⊥ , (4.17)
ou de manière équivalente [DBvdW97], sans utiliser les monotypes, si :
∀y ∈ X, y v y · x⇒ y = ⊥ . (4.18)
Dans les deux cas, on s’aperçoit que l’on a en fait une méthode de preuve
co-inductive pour prouver qu’un monotype ou une relation est vide (les gé-
nératrices étant respectivement les fonctions croissantes B 7→ (>·B ·x)∧1 et
y 7→ y ·x). L’existence de techniques modulo pour cette méthode co-inductive
n’est donc pas à exclure (de même que des techniques modulo pour le support
de l’induction). Nous laissons toutefois cette idée pour de futures recherches.
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Doornbos, Backhouse et van der Woude [DBvdW97] montrent que toute
relation supportant l’induction est bien fondée, mais en utilisant l’hypothèse
de distributivité du treillis, que l’on ne fait pas. Nous n’avons pas essayé
de prouver cette implication sans l’aide de cette hypothèse. La réciproque
est vraie lorsque l’algèbre est complémentée (algèbre de Boole), c’est à dire
dans des cadres classiques, où l’on a une négation suffisamment forte. Nous
n’utiliserons que la notion constructive de support de l’induction ; du fait de
son aspect classique, il n’est pas clair que nous puissions obtenir l’ensemble
des résultats qui suivent en utilisant la notion de bonne fondation. Nous
laissons cette question pour des recherches ultérieures.
Notons enfin qu’il existe d’autre cadres permettant de caractériser la
notion de terminaison de façon abstraite : Georg Struth [Str06] considère
par exemple les ω-algèbres [Coh00] (des algèbres de Kleene munies d’une
opération d’itération infinie). La technique de preuve associée aux objets bien
fondés y est également co-inductive, et correspond à peu près au principe co-
inductif établi par (4.18). Nous reviendrons plus bas sur les limitations de
cette approche.
Principe d’induction spécifique aux diagrammes de commutation
Dans la suite, nous n’utiliserons le principe d’induction abstraite que
sous une forme bien particulière, pour fermer des diagrammes de commuta-
tion. Le théorème suivant capture cette forme particulière d’induction, que
nous expliquons ci-dessous ; la preuve de ce théorème provient de la preuve
abstraite du lemme de Newman que donnent Doornbos et al. [DBvdW97],
mais l’idée d’isoler ce théorème pour en faire une méthode générique nous
est propre.
Théorème 4.27 (Principe d’induction bien fondée, pour les diagrammes).
Soient x, y, z, t ∈ X quatre relations. Si t supporte l’induction, et si pour tout
monotype A v 1 tel que x ·A · y v z, on a x · (t\A) · y v z, alors x · y v z .
Démonstration. Considérons le monotype suivant : A , ((x\z)/y)∧ 1 . Pour
tout monotype B v 1, on a :
B v A ⇔ B v (x\z)/y
⇔ B · y v x\z (par (4.4))
⇔ x ·B · y v z . (par (4.4))
En particulier, en choisissant B = A, on obtient :
x ·A · y v z . (HI)
Par hypothèse, (HI) implique x · (t\A) · y v z, c’est-à-dire t\A v A, en
choisissant B = t\A dans le raisonnement précédent. Comme t supporte
l’induction, on en déduit A = 1, ce qui rend (HI) équivalente au résultat
attendu : x · y = x ·A · y v z . 
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Intuitivement, le monotype A correspond à l’ensemble des « coins » à
partir desquels les diagrammes se ferment : c’est ce qu’exprime (HI), qui
n’est rien d’autre que l’hypothèse d’induction. La méthode inductive nous
permet de montrer a posteriori que A = 1, c’est-à-dire que les diagrammes
se ferment à partir de n’importe quel coin.
Pour comprendre l’étape inductive demandée par ce principe d’induction
(si x·A·y v z alors x·(t\A)·y v z), il faut interpréter le monotype t\A comme
une version désactivée de A, qui attend de « passer » par t pour s’activer
(formellement la propriété (4.10) nous indique que t · (t\A) v A · t). On doit
ainsi fermer le grand diagramme suivant, sachant que tout diagramme « plus
petit » se ferme, un diagramme étant plus petit lorsque son coin est relié par
t au diagramme initial :
t\A y //
A
t
ff
y //
(HI)x
OO
z
OO
x
OO
Nous reviendrons dans la section suivante sur l’intuition de cette étape in-
ductive en nous appuyant sur la preuve du théorème 4.28.
La quantification universelle sur le monotype A dans l’énoncé peut pa-
raître étrange ; elle permet juste de « cacher l’implantation » du théorème :
la définition précise du monotype A utilisé dans la preuve est inutile, il suffit
en pratique de savoir que les diagrammes se ferment à partir de A.
Notons finalement que pour appliquer ce principe d’induction, la pre-
mière chose à faire est de « choisir le coin » d’où l’on souhaite démarrer
l’induction : si l’on désire par exemple fermer un diagramme de la forme
x ·y ·y′ v z, on a au moins quatre possibilités pour placer le coin : A ·x ·y ·y′,
x ·A ·y ·y′, x ·y ·A ·y′ et x ·y ·y′ ·A. Ce choix dépend bien entendu du résultat
à prouver. Comme l’explique Struth [Str06], la principale limitation des ω-
algèbres provient du fait que l’on ne peut raisonner sur des diagrammes par
induction bien fondée qu’en plaçant le coin à l’une des extrémités du dia-
gramme (premier et dernier choix dans l’exemple précédent). Par exemple,
on ne peut pas obtenir dans ce cadre le lemme de Newman ou la généralisa-
tion que nous proposons (théorème 4.14), dont les preuves s’obtiennent par
induction à partir du coin supérieur gauche.
4.2.2 Preuve calculatoire du résultat de commutation
Nous utilisons maintenant les résultats précédents pour établir le théo-
rème 4.14 dans une algèbre relationnelle quelconque. La preuve que l’on
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obtient suit exactement les différentes étapes de la preuve que l’on a donnée
à la section précédente, mais s’effectue de façon très algébrique : une fois fixé
le monotype correspondant au prédicat de l’induction bien fondée, il suffit
de « calculer », en utilisant les propriétés précédemment établies.
Le théorème est donné ci-dessous ; nous donnons la preuve de façon très
détaillée (seuls l’usage de la continuité du produit (2.18), et en particulier le
fait qu’il respecte l’ordre partiel (2.17), sont implicites) ; nous l’expliquons
et la comparons à celle du théorème 4.14 dans un second temps. L’énoncé
de ce théorème peut être donné de façon diagrammatique comme suit : pour
toutes relations x, y, t, t′ telles que y v x, si y+ · t+ supporte l’induction,
alors les deux diagrammes de gauche ci-dessous impliquent celui de droite :
· x
vt
OO
y? · x ·
t
?OO
· x?
v· x
v
⇒
t
? OO
t
?OO
t
?OO
t′
OO
O
O
x? ·
t′
OO
O
O
t′
OO
O
O
O
O
O
O
x? ·
t′
OO
O
O
On retrouve le théorème 4.14 en prenant R et S pour x et y, ← pour t, et la
relation identité (I) pour t′, ce qui rend la seconde hypothèse de commutation
triviale. L’ajout de cette quatrième relation permettra de passer facilement
à la simulation faible dans la section suivante : elle sera instanciée par des
relations de la forme bτ⇐= · a←−.
Théorème 4.28. Soient x, y, t, t′ ∈ X quatre relations,
Si

y v x ,
y+ · t+ supporte l’induction,
t · x v y? · x · t? ,
t′ · x v x? · t′ · t? ,
alors t′ · t? · x? v x? · t′ · t? .
Démonstration. Posons t′′ , t′ · t?, nous allons montrer t′′ · x v x? · t′′, ce
qui mène au résultat attendu par (2.20). On applique pour cela le principe
d’induction spécifique aux diagrammes (théorème 4.27) : soit A v 1 un
monotype tel que :
t′′ ·A · x v x? · t′′ . (HI)
Il nous faut montrer t′′ · ((y+ · t+)\A) ·x v x? · t′′. On procède par récurrence,
en utilisant le prédicat suivant :
Φ(n) : t′ · tn · ((y+ · t+)\A) · x v x? · t′′ .
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– le cas n = 0 est fourni par la seconde hypothèse de commutation :
t′ · t0 · ((y+ · t+)\A) · x v t′ · x v x? · t′′ ,
– supposons Φ(n), et montrons Φ(n+ 1) :
(a) t′ · tn · t · ((y+ · t+)\A) · x
= t′ · tn · t · (t\((y+ · t?)\A)) · x (par (4.11))
(b) v t′ · tn · ((y+ · t?)\A) · t · x (par (4.10))
(c) v t′ · tn · ((y+ · t?)\A) · y? · x · t?
(première hypothèse de commutation)
Il suffit donc de montrer t′ · tn · ((y+ · t?)\A) · yk · x v x? · t′′, pour tout
k ∈ N. On considère les deux cas suivants :
– soit k = 0 et on a :
t′ · tn · ((y+ · t?)\A) · y0 · x
v t′ · tn · ((y+ · t+)\A) · x (par (4.14))
v x? · t′′ (par récurrence : Φ(n))
– soit k > 0, auquel cas on a :
t′ · tn · ((y+ · t?)\A) · y · yk−1 · x
v t′ · tn · ((y+ · t?)\A) · ((y+ · t?)\A) · yk · x (par (4.6))
v t′ · tn · ((y+ · t+)\A) · (y+\A) · yk · x (par (4.14))
v t′ · tn · ((y+ · t+)\A) · (A/y+) · yk · x (par (4.8))
v t′ · tn · ((y+ · t+)\A) · y · (A/y?) · yk−1 · x ((4.11) et (4.10))
v t′ · tn · ((y+ · t+)\A) · x · (A/y?) · yk−1 · x (y v x)
v x? · t′′ · (A/y?) · yk−1 · x (par récurrence : Φ(n))
v x? · x? · t′′ (Ψ(k − 1), prouvé ci-dessous)
v x? · t′′ . (x? est transitif)
L’avant-dernière étape repose sur l’inégalité suivante, que nous démontrons
a posteriori, par récurrence sur k :
∀k ∈ N, Ψ(k) : t′′ · (A/y?) · yk · x v x? · t′′ ,
– pour k = 0, on a :
t′′ · (A/y?) · y0 · x v t′′ · (A/1) · x (par (4.14))
(∗) v t′′ ·A · x (par (4.12))
v x? · t′′ (par (HI))
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– supposant Ψ(k), montrons Ψ(k + 1) :
t′′ · (A/y?) · yk+1 · x
= t′′ · (A/y?) · (A/y?) · y · yk · x (par (4.6))
v t′′ · (A/1) · (A/y+) · y · yk · x (par (4.14))
(∗) v t′′ ·A · (A/y+) · y · yk · x (par (4.14))
v t′′ ·A · y · (A/y?) · yk · x ((4.11) et (4.10))
v x? · t′′ · (A/y?) · yk · x (y v x et (HI))
v x? · x? · t′′ (par récurrence : Ψ(k))
v x? · t′′ (x? est transitif)

Mise en parallèle avec la preuve « concrète »
Cette preuve est sensiblement plus longue que celle donnée à la section
précédente, mais cela est principalement dû au niveau de détail auquel on
s’est astreint ici. S’il faut initialement une certaine gymnastique pour s’habi-
tuer à cette présentation des diagrammes de commutation en cours de ferme-
ture, et des preuves par induction bien fondée, nous pensons tout comme les
auteurs de [DBvdW97] que cette approche est vraiment simplificatrice. Nous
essayons de justifier ce point de vue ci-dessous, en donnant les intuitions sur
lesquelles reposent cette preuve essentiellement calculatoire 2.
Notons tout d’abord que toute étape de cette preuve peut être interprétée
de façon diagrammatique : les étapes marquées (a) (b) et (c) peuvent par
exemple être représentées ainsi :
(a) (b) (c)
((y+ · t+)\A) · x
·
t
OO
·
t
n OO
t′
OO
O
O
O
· x
((y+ · t?)\A)
t
OO
·
t
n OO
t′
OO
O
O
O
((y+ · t?)\A) · y? · x ·
t
? OO
·
t
n OO
t′
OO
O
O
O
2. Cette preuve suit par sa méthodologie la preuve du lemme de Newman qui est
proposée dans [DBvdW97]. Ce résultat étant bien plus simple, il peut être utile de s’y
référer. Les preuves des lemmes 4.40, 4.43 et 4.48, ainsi que du théorème 4.57, s’obtiendront
selon la même méthode. Comme elles sont plus simples, elles peuvent aussi aider pour la
compréhension de celle présentée ici.
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Au fur et à mesure des calculs on « tord » en quelque sorte l’expression,
jusqu’à avoir fermé le diagramme.
Comme indiqué précédemment, le monotype A correspond à l’ensemble
des « coins supérieur gauche » à partir desquels tout diagramme de la forme
t′′ · x se ferme en x? · t′′ ; c’est exactement ce qu’exprime l’hypothèse d’in-
duction (HI). La méthode de preuve par induction nous demande ensuite
de fermer tout diagramme de la forme t′′ · ((y+ · t+)\A) · x ; il faut alors
comprendre le monotype ((y+ · t+)\A) comme l’hypothèse d’induction, en
position « inactive » : il faut que ce monotype franchisse au moins t, puis
y, avant de s’activer en un A, qui permettra de fermer tout diagramme po-
tentiel, par (HI). L’étape entre (a) et (b) consiste justement à faire glisser
((y+ · t+)\A) le long de la transition t ; ce faisant, l’hypothèse est légèrement
transformée : elle ne doit maintenant franchir que y+ · t?. Plus intuitivement,
elle doit toujours franchir une étape y avant de devenir active, mais elle peut
encore passer autant de transitions t que nécessaire.
L’hypothèse d’induction est ainsi « activée » à deux endroits dans la
preuve, marqués d’une astérisque (∗) ; bien que ce soit plutôt le rôle de la
propriété (4.10), c’est (4.12) qui est utilisée dans les deux cas. Remarquons
aussi l’utilisation de (4.6), qui nous permet de dupliquer l’hypothèse d’induc-
tion, avant de la faire glisser dans deux parties différentes du diagramme (cas
k > 0 de l’étude de cas dans la seconde partie de la première récurrence), ou
de la sauvegarder avant de l’activer pour fermer un diagramme (cas inductif
de la seconde récurrence).
Cette preuve suit de très près celle du théorème 4.14 : l’induction sur la
relation y+ · t+ correspond à la première composante de l’induction lexico-
graphique que l’on fait dans la preuve de la section précédente ; la seconde
composante de cette induction se traduit par la récurrence sur n, avec le pré-
dicat Φ ; la récurrence sur k avec le prédicat Ψ correspond elle à la construc-
tion par récurrence interne de la séquence (pi)i≤k dans la preuve initiale.
Notons que l’on ne retrouve pas de trace dans cette nouvelle preuve de la
variable u, introduite de manière artificielle dans la preuve initiale pour pou-
voir transporter l’hypothèse d’induction : les lois régissant le comportement
du monotype correspondant au prédicat inductif capturent de façon plus
naturelle le comportement de cette hypothèse.
L’avantage principal de cette méthode est de ne plus avoir à manipuler les
processus, même lors des inductions bien fondées. Cela permet d’une part de
mieux comprendre la façon dont peut s’utiliser l’hypothèse d’induction dans
une preuve donnée, et d’autre part d’obtenir des preuves plus facilement
formalisables dans des assistants de preuve. Nous avons en effet formalisé
dans l’assistant de preuve Coq [CH84] l’ensemble des résultats de [Pou05b]
(qui contient en partie les résultats de commutation présentés ici, mais dans
le cas d’une algèbre relationnelle propre), et une partie non négligeable de
ces développements [Pou05c] consiste en des manipulations peu intéressantes
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de l’existentielle définissant la composition relationnelle, afin de faire passer
les inductions bien fondées.
Nous envisageons de reprendre cette formalisation, en suivant l’approche
proposée ici, ce qui devrait grandement simplifier la tâche. . . L’enjeu princi-
pal serait de réussir à définir un ensemble de lemmes et de tactiques permet-
tant d’effectuer les calculs progressifs d’inclusion aussi simplement que sur le
papier. Le principe d’induction que nous avons isolé va dans cette direction
(sa formulation est très « orientée Coq »), nous reviendrons sur cette idée
au chapitre 7, page 7.
Remarque 4.29 (Diagrammes décroissants abstraits). Le théorème 4.16 des
diagrammes décroissants [vO94] peut être étendu trivialement au cas d’une
algèbre relationnelle quelconque : sa preuve ne mentionne jamais les termes.
L’ensemble d’étiquettes et l’ordre partiel bien fondé qui y sont supposés res-
tent cependant « concrets » (les abstraire ne fait aucun sens). Il n’est donc
pas évident que l’on puisse obtenir des résultats tel que le théorème 4.28
à l’aide de cette version abstraite des diagrammes décroissants : il faudrait
être capable de déduire d’une hypothèse de terminaison abstraite (la relation
y+ · t+ supporte l’induction), un étiquetage et un ordre partiel bien fondé
concrets. Nous laissons cette question pour de futures recherches : il serait
clairement utile de pouvoir combiner l’approche sémantique fournie par les
diagrammes décroissants, à notre approche calculatoire, plus facilement mé-
canisable.
4.3 Application à la bisimulation faible
Le théorème 4.28 mène presque directement au théorème suivant, qui en
fait une technique modulo pour la simulation faible, comme pour la bisi-
mulation faible. Nous montrons comment l’enrichir par des techniques plus
standard : modulo faible à droite, modulo contexte, etc. . . puis nous discu-
tons des problèmes de modularité dont souffrent ces techniques.
4.3.1 Résultat pur
Théorème 4.30. Soient x, y deux relations.
Si

y v x
y+· τ⇐= supporte l’induction
τ←− · x v y? · x · bτ⇐=
∀a ∈ Lv, a←− · x v x? · a⇐=
alors x? est une simulation faible.
Si de plus x est symétrique, x? est une bisimulation faible.
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Démonstration. En appliquant le théorème 4.28 à x, y, t = τ←−, et t′ = 1, on
obtient tout d’abord la commutation de x et τ−→ :
bτ⇐= · x? v x? · bτ⇐= (4.19)
Soit a ∈ Lv, en combinant la seconde hypothèse de commutation avec (4.19),
on a bτ⇐= · a←−·x v x? · bτ⇐= · a←−· τ←−? , ce qui nous permet d’appliquer une seconde
fois le théorème 4.28 à x, y, t = τ←−, et t′ = bτ⇐= · a←− ; et d’obtenir ainsi :
a⇐= · x? v x? · a⇐= . (4.20)
Finalement, (4.19) et (4.20) indiquent que x? est une w-simulation. 
Notons que modulo transitivité est complètement autorisée lors des offres
visibles : l’hypothèse de support de l’induction (de terminaison) est très
précise : elle ne contraint que la partie de x qui est utilisée en position de
transitivité à gauche, lors des offres silencieuses.
Comme pour le théorème 4.14, l’utilisation d’une relation auxiliaire y
permet de découpler l’argument de terminaison de celui de simulation : ce
théorème permet d’obtenir des simulations qui ne satisfont pas nécessaire-
ment l’argument de terminaison, qui n’est requis que pour une partie de
la simulation finale (x?). Nous verrons dans la section suivante un résultat
fondé sur une autre hypothèse de terminaison, mais qui ne permet pas cette
séparation ; cela rend la symétrisation du résultat plus délicate, et pose réel-
lement la question de son applicabilité : obtenir une simulation non triviale
satisfaisant une hypothèse de terminaison n’est pas facile a priori, puisque
cela implique que cette hypothèse de terminaison soit préservée le long du
jeu de simulation (cf. remarque 4.42).
Toujours comme dans le cadre de la commutation (page 116), ce théorème
peut s’interpréter ainsi : pour montrer qu’une relation binaire symétrique
est contenue dans la bisimilarité faible, montrons que c’est une simulation
faible modulo transitivité, puis collectons dans une relation S l’ensemble
des couples utilisés en position de transitivité, lors des offres silencieuses ; si
S+· τ=⇒ normalise fortement, c’est bon, sinon, c’est que l’on a triché.
4.3.2 Résultat enrichi
Une première solution, pour pouvoir combiner cette techniques à des
techniques plus standard, consiste à en dériver des préordres contrôlés ; l’hy-
pothèse de terminaison exprime alors très clairement l’idée qu’un préordre
contrôlé ne doit pas être capable d’annuler des offres silencieuses, en « re-
montant » le temps que les transitions silencieuses représentent :
Théorème 4.31. Pour toute relation  contenue dans la bisimilarité faible
( v ≈), telle que ≺+ · τ⇐= supporte l’induction,  est une relation contrôlée.
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Démonstration. Soit z ∈ X une relation telle que z  wt ? · z ; il nous faut
montrer que (≈ ∨ z)? est une wt-simulation. Il suffit pour cela d’appliquer
le théorème 4.30 à y =  et x = ≈ ∨ z. Les deux premières hypothèses
sont immédiates à vérifier, les deux dernières proviennent de l’hypothèse
de progression faite sur z, et du fait que ≈ est une w-simulation (pour la
dernière on utilise aussi l’inégalité (? ·z)? v x?). La relation x? est donc
une simulation faible, ainsi que (x ∨ ≈)? = (x? ∨ ≈)?. 
Les corollaires 3.49, 3.50 ou 3.52 nous permettent ensuite d’utiliser de
telles relations pour réécrire le processus en position de transitivité : on au-
torise faible modulo faible à condition que l’ensemble des couples faiblement
bisimilaires réellement utilisés satisfassent l’argument de terminaison. Le cas
du corollaire 3.50 donne par exemple :
Corollaire 4.32. Soient  v ≈ une relation telle que ≺+ · τ⇐= supporte l’in-
duction. Toute relation symétrique x ∈ X satisfaisant les deux diagrammes
ci-dessous est majorée par la bisimilarité faible.
·
τ

x
v bτ

? · x= · ≈ ·
·
a

x
v a

(x ∨ ≈)? ·
Ce corollaire nous demande de prouver  v ≈, avant de pouvoir prouver
x v ≈ : il nous faut établir quelques résultats préliminaires de bisimulation
faible () avant de pouvoir les utiliser pour le résultat principal (x). Le
théorème 4.30 nous permet cependant de faire d’une pierre deux coups, en
prouvant en même temps  v ≈ et x v ≈ (y = ) : la faible bisimilarité de
certains des couples utilisés en position de transitivité peut être prouvée en
s’appuyant sur celle des couples du résultat principal.
Pour pouvoir combiner cette technique dans toute sa généralité à d’autres
techniques standard, il nous faut tout d’abord l’exprimer en tant que fonc-
tion correcte. On introduit pour cela la famille suivante de fonctions, qui
dépendent d’une relation qui servira à porter l’hypothèse de terminaison :
Définition 4.33 (Fermeture transitive contrainte à gauche). Soit  ∈ X
une relation, on définit comme suit la fonction t de fermeture transitive
contrainte à gauche :
t : X → X
x 7→ (x ∧ )? · x
On obtient alors la proposition suivante :
Proposition 4.34. Soit  ∈ X une relation. Si ≺+ · τ⇐= supporte l’induction,
alors la fonction t est correcte via id?X pour wt.
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Démonstration. Soit x ∈ X une relation telle que x  wt t(x). En ap-
pliquant le théorème 4.30 à x et y = x ∧ , on obtient que x? est une w-
simulation, c’est donc en particulier une wt-simulation (comme on a t(x)? =
x?, le cas d’une offre visible dans la définition de wt correspond bien à celui
du théorème 4.30). 
Par le lemme 3.24, la correction de t pour w via id?X en découle sous
la même hypothèse de terminaison. Notons aussi que lorsque l’on utilise wt,
on ne perd pas la transitivité sur les actions visibles, puisque t(x)? = x?.
Par le théorème 2.52, il ne reste ensuite qu’à prouver la compatibilité avec
t des techniques modulo que l’on souhaite rajouter :
Lemme 4.35. Soit  ∈ X une relation. Chacune des fonctions suivantes
est compatible avec t :
1. la fonction de fermeture réflexive (id=X : x 7→ x=) ;
2. la post-composition par une relation réflexive z (x 7→ x · z) ;
3. toute clôture C compatible avec id?X , et telle que C() v  .
Démonstration. Soit x ∈ X une relation quelconque.
1. t(x)= = ((x∧)? ·x)∨ 1 = (x∧)? ·x= v (x=∧)? ·x= = t(x=) .
2. t(x) · z = (x ∧ )? · x · z v (x · z ∧ )? · x · z = t(x · z) .
3. On a C(t(x)) = C((x∧)?·x) v C(x∧)?·C(x) v (C(x)∧C())?·C(x),
et on conclut par l’hypothèse entre C et  . 
Dans le troisième point, on retrouve le fait que la clôture C doive préser-
ver la relation qui porte l’argument de terminaison (). C’est exactement le
même phénomène que dans le cas du théorème 3.47 ; l’hypothèse de compa-
tibilité avec id?X sera par ailleurs satisfaite par les fonctions de fermeture par
contexte (proposition 5.14).
On obtient finalement le théorème suivant, dont la preuve se résume à
prouver la symétrie de la fonction témoin. Sans le théorème 2.52 il nous
faudrait reprendre intégralement la preuve du théorème 4.28, en rajoutant
dès le départ (i.e. dans le monotype représentant le prédicat inductif) tous
les raffinements apportés ici. . .
Théorème 4.36. Soient  ∈ X une relation et C une clôture compatible avec
id?X et w (resp. wt) telle que C() v  . Si ≺+ ·
τ⇐= supporte l’induction,
alors la fonction
x 7→ ((C(x) ∨ ≈) ∧ )? · C(x) · ≈
est correcte pour w (resp. wt) via une fonction symétrique.
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Démonstration. Soit f = C ·̂ ≈̂. Par les propositions 2.50 et 3.17(2), et
par le lemme 4.35, f est compatible avec w (resp. wt) et t. D’après la
proposition 4.34, t est correcte pour wt via id?X (ainsi que pour w via la
même fonction, par le lemme 3.24). On peut donc appliquer le théorème 2.52 :
t ◦ f est correcte pour w (resp. wt) via id?X ◦ fω.
Par (3.17), on a fω = f , la fonction témoin obtenue est donc en fait f? ;
on la complète ensuite par le lemme 2.58 en ≈̂ ·̂ f?. Cette dernière fonction
est symétrique : elle est égale à (C ∨ ≈̂)? par (2.22). 
En reformulant ce résultat en termes concrets dans une algèbre relation-
nelle propre, et en caractérisant les relations supportant l’induction à l’aide
de la notion de normalisation forte, on obtient immédiatement le corollaire
suivant :
Corollaire 4.37. Soient  une relation binaire, et C une clôture compatible
avec id?X et w telle que C() ⊆  . Si + ·
τ=⇒ est fortement normalisante,
alors toute relation binaire R symétrique et satisfaisant le diagramme suivant
est contenue dans la bisimilarité faible.
·
α

R
⊆ bα

((C(R) ∪ ≈) ∩ )? · C(R) · ≈ ·
Comme pour le théorème 4.30, modulo transitivité y est autorisée à condi-
tion de respecter une condition de terminaison sur les couples réellement
utilisés en position de transitivité, et on a de plus droit à modulo contexte,
et modulo ≈ .
4.3.3 Commentaires
Sur l’argument de terminaison
Il existe effectivement des relations  telles que + · τ=⇒ normalise forte-
ment ; la relation universelle, restreinte à droite aux processus stables est un
exemple assez trivial :{
〈p, q〉 | p, q ∈ P, ∀q′ ∈ P, q 6 τ−→ q′
}
.
On retrouve ainsi un résultat déjà présent dans [SM92], et qui peut facilement
se prouver directement : on peut réécrire le processus de gauche dans les jeux
de bisimulation faible en utilisant de la bisimilarité faible, à condition de le
réécrire en un processus stable.
Bien que cet exemple montre qu’il n’est pas nécessaire que  ou τ−→
termine, le cas le plus fréquent nous semble cependant être celui où l’une
de ces deux relations termine relativement à l’autre. Nous étudierons à la
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section 4.5 les conséquences du théorème 4.30 dans le cas où τ−→ termine
(LTS réactif). Cette hypothèse sera satisfaite dans l’exemple développé au
chapitre 6, et on aura une situation où la terminaison de + · τ=⇒ provient
effectivement de celle des transitions silencieuses (lemme 6.43) : on y exhibera
une relation  (qui ne termine pas, étant symétrique), et une mesure t : P →
N3 telle que l’on ait, pour tous processus p, q :
p
τ−→ q ⇒ t(p) >lex t(q) et p  q ⇒ t(p) = t(q) ,
cette mesure assurant donc la terminaison de τ−→ relativement à  .
Bien que nous n’ayons pas d’exemple utile en pratique, une situation
symétrique, où c’est la relation  qui terminerait relativement à τ−→ , nous
paraît parfaitement imaginable.
Sur le manque de modularité
Comme le montre le contre-exemple suivant, l’union de deux relations
satisfaisant l’hypothèse de terminaison ne la satisfait pas nécessairement :
1 , {〈a, a | 0〉}
2 , {〈a | 0, τ.a〉}
a 1 a | 0 2 τ.a
τ
dd (4.21)
On ne peut donc pas définir la « plus grande relation satisfaisant cette hypo-
thèse de terminaison », ni étendre de façon modulaire une preuve reposant
sur les techniques précédentes : dès que l’on ajoute des couples à la relation
, il faut prouver à nouveau l’hypothèse de terminaison dans son ensemble.
Comme annoncé au chapitre précédent, ce contre-exemple montre par
ailleurs que l’union de deux relations contrôlées ne l’est pas nécessairement :
1 et 2 sont toutes deux contenues dans la bisimilarité faible, ce sont en
fait deux relations contrôlées par le théorème 4.31. Cependant, leur union ne
peut pas être contrôlée : la relation (1 ∪ 2)? contient le couple 〈a, τ.a〉, qui
ne peut pas être utilisé en position de transitivité dans les jeux de simulation
faible (contre-exemple (1.15)).
Remarque 4.38. Ce contre-exemple montre aussi que l’argument de termi-
naison peut être sensible à des équivalences, même très fortes, telles que la
congruence structurelle : si 2 ·
τ=⇒ termine « syntaxiquement », ce n’est plus
le cas dès que l’on considère les processus modulo congruence structurelle :
on a en général a | 0 ≡ a. Plus formellement, le contre-exemple précédent
montre la nécessité de la condition de commutation imposée par le théo-
rème 3.51 : sans cette condition, on obtiendrait que la relation (% ∪ 2) est
contrôlée, ce qui est faux pour les mêmes raisons que précédemment (on a
1 ⊆ %).
Naturellement, ce contre-exemple est très artificiel : on a fait exprès de
trouver un argument de terminaison tellement syntaxique qu’il s’effondre dès
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que l’on raisonne modulo congruence structurelle ; il montre néanmoins qu’il
faut faire attention lorsque l’on combine différentes techniques modulo.
4.4 Un autre argument de terminaison
Une alternative possible au lemme de Newman est le lemme de « com-
mutation stricte » de Geser [Ges90, page 47] (ou [TeR03, exercice 1.3.15]) :
Lemme 4.39 (Commutation stricte, [Ges90]). Soient R et→ deux relations
binaires.
Si
{
R est fortement normalisante
← · R v R+ · ←?
alors R et → commutent.
Nous montrons dans cette section comment convertir ce résultat de com-
mutation en une nouvelle famille de techniques modulo pour la bisimulation
faible. Cette famille de techniques ne bénéficie cependant pas de certaines
bonnes propriétés satisfaites par les techniques définies à la section précé-
dente, et nous ne savons pas si elles sont applicables en pratique. Cette sec-
tion nous sert principalement à illustrer un peu plus la méthode de preuve
par induction bien fondée dans les algèbres relationnelles, ainsi que la fa-
çon dont les résultats de commutation pure peuvent être étendus en des
techniques modulo pour la bisimulation faible. Elle peut éventuellement être
ignorée : seul le lemme 4.40 sera utilisé par la suite (pour le lemme 4.48 de
la section 4.5.1), de façon légèrement détournée.
4.4.1 Modulo transitivité stricte
Nous commençons par établir dans une algèbre relationnelle quelconque
le lemme suivant, qui généralise légèrement le lemme 4.39 (il suffit de prendre
t′ = 1). Il s’énonce comme suit de façon diagrammatique : pour toutes rela-
tions y, t, t′, si y supporte l’induction, alors les deux diagrammes de gauche
ci-dessous impliquent le troisième. Comme pour le théorème 4.28, la relation
t′ est destinée à être instanciée par des relations de la forme bτ⇐= · a←− .
· y
vt
OO
y+ ·
t
?OO
· y+
v· y
v
⇒
t
? OO
t
?OO
t
?OO
t′
OO
O
O
O
y+ ·
t′
OO
O
O
t′
OO
O
O
O
O
O
O
O
y+ ·
t′
OO
O
O
O
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Lemme 4.40. Soient y, t, t′ ∈ X trois relations,
Si

(H1) y supporte l’induction,
(H2) t · y v y+ · t? ,
(H3) t′ · y v y+ · t′ · t? ,
alors t′ · t? · y+ v y+ · t′ · t? .
Démonstration. Posons t′′ , t′ · t?, et appliquons le principe d’induction
spécifique aux diagrammes (théorème 4.27) : soit A v 1 un monotype tel
que A · t′′ · y+ v y+ · t′′ (IH), ce qui entraîne en particulier
A · t′′ · y? v y? · t′′ . (IH’)
On utilise le support de l’induction de y+, que l’on obtient par la proposi-
tion 4.25(2). Il nous faut montrer (A/y+) · t′′ · y+ v y+ · t′′ ; on procède par
récurrence, avec le prédicat ϕ(n) : (A/y+) · t′ · tn · y+ v y+ · t′′.
– Si n = 0, on a
(A/y+) · t′ · t0 · y+ = (A/y+) · t′ · y · y? (par définition)
v (A/y+) · y+ · t′′ · y? (par (H3))
v y+ · y? · t′′ = y+ · t′′ . (par (IH’))
– Sinon, supposons ϕ(n) et montrons ϕ(n+ 1) : on a
(A/y+) · t′ · tn+1 · y+
= (A/y+) · t′ · tn · t · y · y? (définition et lemme 2.12)
v (A/y+) · t′ · tn · y+ · t? · y? (par (H2))
= (A/y+) · (A/y+) · t′ · tn · y+ · t? · y? (par (4.6))
v (A/y+) · y+ · t′′ · t? · y? (par récurrence : ϕ(n))
= (A/y+) · y+ · t′′ · y?
v y+ ·A · t′′ · y? (par (4.10))
v y+ · y? · t′′ = y+ · t′′ . (par (IH’))

Alors que la preuve du théorème 4.28 procédait par induction bien fondée
à partir du coin supérieur gauche du diagramme, notons que l’on procède ici
par induction bien fondée à partir du coin inférieur gauche du diagramme ;
la preuve « classique », dans les relations binaires, procède de même.
On déduit du lemme précédent la technique « simulation faible modulo
transitivité stricte » :
Théorème 4.41. Soit y ∈ X une relation.
Si
{
y supporte l’induction
∀α ∈ L, α←− · y v y+ · bα⇐= alors y+ est une w-simulation.
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Démonstration. Par le lemme 4.40, appliqué à y, t = τ←− et t′ = 1, on obtient :
τ⇐= · y+ v y+ · bτ⇐= . (4.22)
Soit a ∈ Lv, en combinant l’hypothèse de commutation à (4.22), on a
bτ⇐= · a←− · y v bτ⇐= · y+ · a⇐= v y+ · a⇐= ,
ce qui nous permet d’appliquer le lemme 4.40 une seconde fois, à y, t = τ←−,
et t′ = bτ⇐= · a←− , et d’obtenir ainsi a⇐= · y+ v y+ · a⇐= . La relation y+ est donc
une w-simulation. 
Remarque 4.42. Par opposition au théorème 4.30, la contrainte de terminai-
son porte ici sur la simulation entière. Ce résultat ne peut donc s’appliquer
que pour définir des simulations faibles qui normalisent fortement. De telles
relations étant nécessairement irréflexives, le jeu de simulation faible doit
donc s’efforcer de maintenir au fil des transitions une distance entre le pro-
cessus de gauche et celui de droite (le contre-exemple 4.1b montre qu’on
ne peut pas remplacer y+ par y? dans l’énoncé du théorème 4.41, même
seulement pour les offres visibles : la relation R exhibée est fortement nor-
malisante). Nous ne savons pas si une telle contrainte est réaliste : il semble a
priori courant de conclure de nombreux cas dans les jeux de simulation en re-
tombant sur le même processus après un certain nombre de réductions. C’est
pour cette raison que l’applicabilité de cette technique modulo en pratique
nous semble douteuse.
Pour la même raison, cette technique est difficile à symétriser : une re-
lation symétrique ne peut pas supporter l’induction (à moins qu’elle ne soit
vide), on ne peut donc pas directement étendre le théorème précédent à la
bisimulation faible, comme nous l’avions fait dans le théorème 4.30. Une
solution consiste à demander que la bisimulation faible modulo transitivité
supporte l’induction dans les deux directions (de telles relations ne sont pas
nécessairement triviales) ; une autre possibilité consiste à utiliser d’autres
techniques pour la partie de droite à gauche du jeu.
Bien entendu, ce résultat « pur » pourrait être enrichi par des fonctions
standard (mise à part modulo réflexivité), en utilisant comme à la section
précédente le théorème 2.52.
4.4.2 Une autre famille de préordres contrôlés
S’il est improbable que le théorème précédent puisse servir pour une
preuve « finale » de bisimilarité, on peut néanmoins espérer qu’il puisse ser-
vir pour établir des résultats préliminaires, à utiliser dans une preuve plus
importante. Dans ce cas, il apparaît que l’argument de terminaison précédent
donne lieu à une nouvelle famille de préordres contrôlés.
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Pour le montrer, il nous faut généraliser un peu plus le lemme 4.40, en
introduisant une relation supplémentaire, x, qui correspond intuitivement
à une simulation modulo y à gauche. L’énoncé du lemme ainsi obtenu est
un peu brutal, comme précédemment, nous en donnons d’abord sa version
diagrammatique : pour toutes relations x, y, t, t′, si y supporte l’induction,
alors les quatre diagrammes de gauche ci-dessous impliquent celui de droite.
On retrouve le lemme 4.40 en considérant le cas x = y ; notons cependant
que ce dernier lemme est une étape préliminaire nécessaire à la preuve de
cette généralisation.
· y
v
· x
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Lemme 4.43. Soient x, y, t, t′ ∈ X quatre relations,
Si

(H1) y supporte l’induction,
(H2) t · y v y+ · t? ,
(H3) t′ · y v y+ · t′ · t? ,
(H ′2) t · x v y? · x · t? ,
(H ′3) t
′ · x v (x ∨ y)? · t′ · t? ,
alors t′ · t? · (x ∨ y)? v (x ∨ y)? · t′ · t? .
Démonstration. On pose t′′ , t′ · t? et z , x ∨ y. Les trois premières hypo-
thèses étant exactement celles du lemme 4.40, celui-ci s’applique : on a
t′′ · y+ v y+ · t′′ . (4.23)
On démontre ensuite t′′ · y? ·x v z? · t′′, en appliquant le théorème 4.27 : soit
A v 1 un monotype tel que :
A · t′′ · y? · x v z? · t′′ . (IH)
Il nous faut montrer que (A/y+) · t′′ ·y? ·x v z? · t′′ ; on considère pour cela le
prédicat ϕ(n) : (A/y+) · t′ · tn ·y? ·x v z? · t′′, que l’on montre par récurrence
sur n. On a dans tous les cas
(A/y+) · t′ · tn · y+ · x v (A/y+) · y+ · t′′ · x (lemme 4.40)
v y+ ·A · t′′ · x (par (4.10))
v y+ · z? · t′′ (par (IH))
v z? · t′′ .
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On distingue ensuite selon n pour prouver (A/y+) · t′ · tn · x v z? · t′′.
– le cas n = 0 vient de (H ′3).
– sinon, supposons ϕ(n) et montrons ϕ(n+ 1) :
(A/y+) · t′ · tn · t · x
v (A/y+) · t′ · tn · y? · x · t? (par (H ′2))
v z? · t′′ · t? = z? · t′′ . (par récurrence : ϕ(n))

Le résultat annoncé en découle :
Théorème 4.44. Soit  une simulation faible contenue dans la bisimilarité
faible. Si ≺ supporte l’induction, alors ? est un préordre contrôlé.
Démonstration. Par le lemme 3.45, il suffit de montrer que  est une relation
contrôlée. Soit x une wt-simulation modulo pré-composition par ? :
τ←− · x v ? · x · bτ⇐= , ∀a ∈ Lv, a←− · x v x? · a⇐= .
Posons z = x∨ ; par une première application du lemme 4.43, à x, y = ,
t = τ←−, et t′ = 1, on obtient tout d’abord la commutation de z? et τ−→ :
( bτ⇐= · z? v z? · bτ⇐=), ce qui permet de déduire ∀a ∈ Lv, bτ⇐= · a←− · x v z? · a⇐= .
Par une seconde application du lemme 4.43, à x, y = , t = τ←−, et
t′ = bτ⇐= · a←−, on obtient alors que z? est une w-simulation. On en déduit que
(z?∨≈)? est aussi une w-simulation ; comme v ≈, on a (z?∨≈)? = (x∨≈)?,
ce qui permet de conclure. 
Ce théorème est à comparer au théorème 4.31, qui donne une famille de
préordres contrôlés fondés sur le premier argument de terminaison : alors que
l’on y demandait une relation quelconque contenue dans bisimilarité faible
et satisfaisant l’argument de terminaison, on doit fournir ici une simulation
contenue dans bisimilarité faible et satisfaisant l’argument de terminaison.
Comme indiqué plus haut, ce couplage que l’on requiert entre les jeux de
simulation et l’argument de terminaison nous semble difficile à obtenir en
pratique.
Notons aussi que l’on conserve les problèmes de modularité que l’on avait
précédemment : les relation 1 et 2 du contre-exemple (4.21) s’étendent
naturellement en des simulations fortement normalisantes et contenues dans
≈, mais dont l’union ne saurait être une relation contrôlée :
′1 , {〈a, a | 0〉, 〈0,0 | 0〉} ′2 , {〈a | 0, τ.a〉, 〈0 | 0,0〉}
De plus, ′1 étant contenue dans l’expansion (ou à plus forte raison, dans
la congruence structurelle), on a aussi l’incompatibilité de ce genre de tech-
niques avec modulo expansion.
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4.5 Le cas des LTS réactifs
Nous nous intéressons dans cette section aux LTS dits réactifs [AD07],
dont les transitions silencieuses normalisent fortement. L’élaboration (v)
admet sous cette hypothèse de très bonnes propriétés en termes de techniques
modulo, et l’on obtient des résultats importants pour la suite concernant la
τ -inertie de tels systèmes.
Définition 4.45 (LTS réactif). Un LTS est réactif lorsque τ←− supporte
l’induction.
La terminologie « réactive » n’est pas standard ; Amadio l’utilise [AD07]
car il considère un langage dérivé d’ESTEREL [BG92], où chaque instant
doit terminer ; cet adjectif nous semble néanmoins intuitif lorsque l’on parle
d’un LTS quelconque : un système est réactif s’il ne contient pas de divergence
(de séquence infinie de transitions silencieuses).
La bisimilarité faible n’est pas sensible aux divergences [Wal90] : dans
CCS, on a 0 ≈ !τ , où le processus de droite est clairement divergent. Cela
peut être problématique selon le contexte : si l’on souhaite différencier de
tels termes, il faut généralement adopter une équivalence un peu plus fine
(la bisimilarité progressive ('), ou « finalement progressive » [Nes96]).
Bien que certains algorithmes reposent sur une introduction volontaire de
divergences (data-link protocol, encodage du choix dans le π-calcul, etc. . .),
la réactivité est généralement désirable : le comportement interne de tels
systèmes est plus facilement compréhensible ; la question d’une équivalence
plus fine que ≈ ne se pose plus, et on montre dans cette section que cette
hypothèse permet d’instancier les résultats de la section 4.3 de diverses fa-
çons, donnant ainsi lieu à des techniques modulo ne mentionnant pas d’autre
hypothèse de terminaison.
4.5.1 Les bonnes propriétés de l’élaboration
Remarquons tout d’abord que dans un LTS réactif, l’hypothèse de ter-
minaison du théorème 4.30 et de ses dérivés devient une hypothèse de termi-
naison relative : comme τ−→ termine, la terminaison de y+· τ=⇒ équivaut à la
terminaison de τ−→ relativement à y. Cela ne renforce pas le théorème puisque
cette hypothèse de terminaison relative implique toujours la terminaison de
y+· τ=⇒ (en utilisant la proposition 4.25), mais cela nous semble donner une
meilleure intuition. Notons que la preuve de l’implication sur laquelle repose
cette intuition est non triviale : il faut passer, par exemple, par le théorème
« d’héritage de la terminaison par transitivité » de Geser [Ges90].
Le lemme suivant établit dans une algèbre relationnelle une version légè-
rement simplifiée du « critère de quasi-commutation » de Bachmair et Der-
showitz [BD86] : sous une hypothèse de commutation particulière entre deux
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relations x et t, la terminaison de t entraîne sa terminaison relativement à
x. L’intuition de la preuve dans le cas concret est donnée plus bas.
Lemme 4.46 (Quasi-commutation [BD86]). Pour toutes relations x, t ∈ X
telles que t · x v x? · t, t supporte l’induction si et seulement si x? · t la
supporte.
Démonstration. La réciproque vient de la proposition 4.25(1) ; montrons
l’implication directe. Par (2.19), on a tout d’abord
t · x? v x? · t . (4.24)
Considérons ensuite un monotype A v 1 tel que (x? · t)\A v A, nous devons
montrer A = 1. On a :
t\(x?\A) = (x? · t)\A (par (4.11))
= (x? · x? · t)\A
v (x? · t · x?)\A ((4.14) et (4.24))
= x?\((x? · t)\A) (par (4.11))
v x?\A . ((4.15) et hypothèse sur A)
Comme t supporte l’induction, on en déduit x?\A = 1. Cela suffit à conclure :
x? étant réflexif, on a x?\A v A (par (4.14) et (4.12)). 
Notons que l’hypothèse de commutation du critère de Bachmair et Der-
showitz est plus faible : t · x v (x∨ t)? · t suffit à obtenir l’équivalence ; nous
n’aurons cependant pas besoin de ce raffinement par la suite.
Techniques modulo pour la bisimulation faible
On déduit immédiatement de ce lemme un corollaire du théorème 4.31 :
dans tout LTS réactif l’élaboration peut être utilisée en tant que technique
modulo pour la bisimulation faible.
Corollaire 4.47. Dans tout LTS réactif, l’élaboration (v) est un préordre
contrôlé.
Démonstration. On applique le théorème 4.31 : l’élaboration est contenue
dans la bisimilarité faible (proposition 3.28), et l’hypothèse de terminaison
(w+ · τ⇐= supporte l’induction) s’obtient en appliquant le lemme 4.46 à x = w
et t = τ⇐= : par (3.13), on a τ⇐= · w v w · τ⇐= , et l’élaboration étant réflexive
et transitive, on a w+ = w? = w . 
Intuitivement, la preuve concrète du lemme 4.46, dans le cas de l’élabo-
ration, consiste à déduire une séquence infinie de transitions silencieuses en
factorisant une séquence infinie selon v · τ=⇒ (représentée par un « escalier
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infini » ci-dessous), afin d’obtenir une contradiction. Le même argument ne
s’applique pas à la bisimilarité faible, pour laquelle on a seulement l’inéga-
lité suivante : τ⇐= · ≈ v ≈ · bτ⇐= . Comme illustré sur le diagramme de droite,
lorsque l’on applique la même méthode que précédemment, on s’aperçoit
que la séquence que l’on construit peut stationner, nous empêchant ainsi
d’aboutir à une contradiction.
τ

v
w
·
τ

a ≈ τ.a
τ

·
τ

v ·
w
v ·
τ

a ≈ a ≈ τ.a
τ

·
τ

v · v ·
τ

a ≈ a ≈ τ.a
τ

. . . a . . . a
Dans le cas des systèmes réactifs, l’élaboration peut donc avantageuse-
ment prendre la place de l’expansion dans les jeux de bisimulation faible
(corollaires 3.49 et 3.50). On verra de plus au chapitre suivant que l’élabora-
tion est une congruence dans le cas de CCS : la condition de clôture imposée
par le corollaire 3.49 est donc automatiquement satisfaite.
Notons que le corollaire 4.47 n’a pas le problème de la robustesse de
l’argument de terminaison vis-à-vis d’équivalences relativement fortes (telles
que la congruence structurelle), évoqué à la remarque 4.38 : de telles équi-
valences sont généralement contenues dans l’élaboration, et sont donc déjà
prises en compte.
Rappelons que l’expansion et l’élaboration sont incomparables, mais que
l’élaboration est moralement plus proche de la bisimilarité faible que l’expan-
sion (remarque 3.29). Les deux techniques modulo leur correspondant sont
par ailleurs incompatibles : on a a % a|τ v τ.a, ce qui permet de rejeter la
technique « modulo expansion et élaboration ». Ce n’est pas très étonnant,
puisque l’élaboration ne correspond pas, comme l’expansion, à une fonction
w-compatible (cf. les problèmes de modularité des préordres contrôlés, et le
théorème 3.51). Le fait que l’élaboration soit définie de façon co-inductive et
soit une congruence lui confère cependant de bonnes propriétés : elle admet
notamment elle-même des techniques modulo.
Techniques modulo pour l’élaboration
Nous allons montrer que l’élaboration supporte la technique modulo tran-
sitivité, dès que le LTS est réactif. On commence pour cela par montrer un
lemme technique, qui étend le lemme de « commutation stricte » de Geser
(lemme 4.39). On utilise comme précédemment une relation auxiliaire, t′, qui
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sera instanciée par bτ⇐= · a←− ; ce lemme, représenté de façon diagrammatique
ci-dessous, peut être vu comme le converse du lemme 4.40 : alors que la
terminaison et la transitivité stricte concernaient la relation « horizontale »,
elles concernent ici la relation « verticale », τ−→ .
· x
vt
OO
x? ·
t
+OO
· x?
v· x
v
⇒
t
? OO
t
?OO
t
?OO
t′
OO
O
O
x? ·
t′
OO
O
O
t′
OO
O
O
O
O
O
O
x? ·
t′
OO
O
O
Lemme 4.48. Soient x, t, t′ ∈ X trois relations,
Si

(H1) t supporte l’induction,
(H2) t · x v x? · t+ ,
(H ′2) t
′ · x v x? · t′ · t? ,
alors t′ · t? · x? v x? · t′ · t? .
Démonstration. On applique tout d’abord le lemme 4.40, à y = t, t = x
et t′ = 1 : les hypothèses (H1) et (H2) coïncident, et l’hypothèse (H3) du
lemme 4.40 est triviale, puisque t′ = 1. On obtient donc :
t+ · x? v x? · t+ . (4.25)
On pose ensuite t′′ , t′ · t?, et on démontre t′ · x? v x? · t′′, ce qui suffit
à partir de (4.25). On applique pour cela le principe d’induction spécifique
aux diagrammes (théorème 4.27) : soit A v 1 un monotype tel que
t′ · x? ·A v x? · t′′ . (IH)
Il nous faut montrer t′ · x? · (t+\A) v x? · t′′ ; on procède par récurrence sur
le prédicat ϕ(n) : t′ · xn · (t+\A) v x? · t′′.
– le cas n = 0 est trivial ;
– supposons ϕ(n), et montrons ϕ(n+ 1). L’hypothèse (H ′2) donne
t′ · xn+1 · (t+\A) v x? · t′′ · xn · (t+\A) ,
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et on considère les deux cas suivants (t′′ = t′ ∨ t′ · t+) :
x? · t′ · xn · (t+\A) v x? · x? · t′′ · (t+\A) (par récurrence : ϕ(n))
v x? · t′′
x? · t′ · t+ · xn · (t+\A) v x? · t′ · x? · t+ · (t+\A) (par (4.25))
v x? · t′ · x? ·A · t+ (par (4.10))
v x? · x? · t′′ · t+ (par (IH))
v x? · t′′

On en déduit la correction de la technique modulo transitivité pour la
simulation progressive (') :
Proposition 4.49. Dans tout LTS réactif, la fonction de fermeture réflexive
transitive (id?X : x 7→ x?) est correcte pour p via elle-même.
Démonstration. Soit x ∈ X une p-simulation modulo transitivité : x p x?.
En appliquant le lemme 4.48 à x, t = t′ = τ←− (de telle sorte que les deux
hypothèses de commutation coïncident), on obtient tout d’abord :
τ⇐= · x? v x? · τ⇐= .
On en déduit bτ⇐= · a←− · x v x? · a⇐= , pour toute étiquette visible a ∈ Lv,
ce qui permet d’appliquer le lemme 4.48 une seconde fois, à x, t = τ←− et
t′ = bτ⇐= · a←−, pour obtenir a⇐= · x? v x? · a⇐= . La relation x? est donc bien une
p-simulation. 
Corollaire 4.50. Dans tout LTS réactif, la fonction de fermeture réflexive
transitive est correcte pour la génératrice de la bisimilarité progressive, ←→p .
Passer à l’élaboration est plus délicat, puisque la transitivité n’est a priori
pas autorisée dans la partie de gauche à droite du jeu, qui est un jeu de simu-
lation faible : la correction de la technique ne peut donc pas s’obtenir par le
théorème 2.57, comme l’utilisation simultanée de deux techniques correctes.
De manière assez inattendue, la partie de droite à gauche va cependant nous
permettre d’obtenir l’hypothèse de terminaison qui autorise la transitivité
dans les jeux de simulation faible (théorème 4.30) :
Théorème 4.51. Dans tout LTS réactif, la fonction de fermeture réflexive
transitive est correcte pour la génératrice de l’élaboration, w ∧ p.
Démonstration. Soit x ∈ X une élaboration modulo transitivité :
x w x
? x p x
? .
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Par la proposition 4.49, x? est une p-simulation, il nous suffit donc de montrer
que x? est une w-simulation. On applique pour cela le théorème 4.30 en
prenant x = y ; il n’y a plus qu’à montrer que x+· τ⇐= supporte l’induction,
ce que l’on obtient par le lemme 4.46 : comme x p x?, on a en particulier
τ⇐= · x v x? · τ⇐= . 
La même technique pouvant être appliquée des deux côtés, on retrouve un
énoncé simple, comme dans le cas de la bisimilarité forte (théorème 3.41),
bien que l’on considère une relation asymétrique. Cela nous évite d’avoir
à calculer pour accorder des fonctions dans le corollaire suivant : il suffit
de vérifier une condition de compatibilité pour pouvoir appliquer le théo-
rème 2.52 :
Corollaire 4.52. Supposons le LTS réactif ; soit C une clôture compatible
avec id?X , p et w. Toute relation x satisfaisant les deux diagrammes ci-
dessous est contenue dans l’élaboration (v).
·
α

x
v bα

(C(x) ∨v)? ·
α

x
w
·
α
· (C(x) ∨v)?
Démonstration. Application directe du théorème 2.52. 
L’hypothèse de compatibilité de la clôture avec id?X , que l’on faisait aussi
dans le théorème 4.36, mais pas dans les autres résultats impliquant des
clôtures, sera vérifiée en pratique (proposition 5.14).
La technique précédente peut être utilisée pour démontrer des résultats
de bisimilarité faible, puisque v v ≈ . On s’aperçoit aussi que l’on est
très proche de la technique « faible modulo transitivité » : la différence ne
tient qu’à un accent circonflexe manquant dans le diagramme de droite.
Cette différence est toutefois importante : le processus de gauche est forcé
de répondre au moins une transition silencieuse à chaque offre silencieuse.
C’est justement ce genre de contrainte, imposé à chaque étape du jeu, qui
nous empêchait d’utiliser l’expansion dans le cas de la GcPan [HPS05] : si
l’optimisation est « globalement » plus efficace que la version initiale, elle ne
l’est pas à chaque étape du jeu de bisimulation. Il pourrait être intéressant
de chercher un notion d’élaboration un peu plus faible, suivant les idées de
la « bisimulation finalement progressive » [Nes96], où le processus de gauche
ne serait forcé de répondre une transition silencieuse qu’après un certain
nombre d’offres silencieuses de la part du processus de droite.
Nous pouvons maintenant compléter le graphique que nous avions donné
à la section 3.4.4 : la figure 4.1 récapitule les différentes techniques mo-
dulo disponibles pour les équivalences et préordres comportementaux que
l’on a considérés (une flèche cyclique contenant une étoile indique que la
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Figure 4.1 – Spectre des techniques modulo.
transitivité est supportée – dans le cas de l’expansion, elle ne l’est qu’à moi-
tié, d’où les pointillés. Les autres flèches indiquent, lorsque cette technique
n’est pas supportée, les relations qui peuvent être utilisées pour y remédier).
Les techniques élaboration modulo ∼ et bisimulation progressive modulo ∼,
mentionnées sur le graphe de gauche, s’obtiennent aisément ; elles pourraient
même êtres raffinées en considérant des versions « progressives » de l’expan-
sion (i.e., les préordres ν (e ∧ p) et ν (s ∧ p), respectivement).
Remarquons finalement que l’hypothèse de réactivité est nécessaire : la
relation {〈a | !τ , τ.a | !τ〉, 〈τ.a | !τ , !τ〉, 〈!τ , !τ〉} est une élaboration modulo
transitivité, sur un LTS non réactif.
4.5.2 Méthodes associées à la τ-inertie
On revient maintenant sur les résultats annoncés à la section 3.3.2 :
dans le cas des systèmes réactifs, on peut donner des techniques puissantes
pour démontrer la τ -inertie, puis le faible déterminisme ; conditions qui en-
traînent la coïncidence de la bisimilarité faible avec la 2-similarité faible
(section 3.3.2).
Montrer la τ-inertie
L’idée principale de cette section consiste à remarquer que dans un LTS
réactif, la relation τ−→ elle même satisfait l’hypothèse de terminaison du théo-
rème 4.30 : τ←−
+
· τ⇐= = τ⇐= supporte l’induction si et seulement si le LTS est
réactif. Le théorème 4.30 admet ainsi pour corollaire un résultat de Groote
et Sellink [GS96, théorème 3.5] ; qui s’exprime comme suit selon notre ter-
minologie :
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Corollaire 4.53 ([GS96]). Un LTS réactif est τ -inerte si et seulement si le
diagramme suivant est satisfait :
·
α
  



τ
=
==
==
==
v
bτ

,,
,,
,
,,
,,
,
bα
 





· ≈ ·
Démonstration. L’implication directe est immédiate ; pour la réciproque, on
applique le théorème 4.30 à x = τ−→ ∨ τ←− ∨ ≈ et y = τ−→ . La relation x est
symétrique et majore y, et on a y+ · τ=⇒ = τ=⇒, de telle sorte que l’hypothèse de
terminaison corresponde à l’hypothèse de réactivité. On vérifie ensuite que les
diagrammes locaux sont satisfaits (notons en particulier que les diagrammes
concernant τ←− sont toujours trivialement satisfaits : on a α←−· τ←− v 1 · α⇐=). 
On peut en fait faire mieux, le théorème 4.30 autorisant complètement
la transitivité lors des offres visibles (on note dans la suite τ←→ la symétrisée
de la relation τ−→) :
Corollaire 4.54. Un LTS réactif est τ -inerte si et seulement si les dia-
grammes suivants sont satisfaits :
·
τ
  



τ
=
==
==
==
v
bτ

,,
,,
,
,,
,,
,
bτ
 





· ≈ ·
·
a

τ //
v a

( τ←→ ∨ ≈)? ·
Remarquons que l’on a toujours ( τ−→ ∨ ≈)? = bτ=⇒ · ≈, ce qui rend en
quelque sorte optimaux les diagrammes silencieux des deux derniers corol-
laires : on a en fait la transitivité, à condition d’utiliser τ−→ dans le bon sens
(de manière similaire, on a par ailleurs ( τ←→ ∨ ≈)? = ( bτ=⇒ · ≈ · bτ⇐=)?, ce qui
peut permettre de simplifier le diagramme précédent pour le cas visible).
La « complétude » annoncée par les deux corollaires précédents est trom-
peuse : si tout LTS τ -inerte satisfait effectivement les diagrammes donnés
a posteriori, on n’est pas assuré de pouvoir démontrer la τ -inertie de tout
LTS qui l’est en utilisant ces diagrammes. En effet, comme la bisimilarité
faible apparaît dans ces diagrammes, il est possible qu’il faille connaître en
partie le résultat de τ -inertie pour pouvoir fermer ces diagrammes. . . Nous
aurons un exemple concret de cette situation problématique au chapitre 6
(théorème 6.44) ; le corollaire ci-dessous nous permettra de s’en sortir. On
y utilise une relation auxiliaire (z) qui permet en quelque sorte de renforcer
156 Chapitre 4. Terminaison et commutation
l’hypothèse de co-induction : on prouve que z ∨ τ−→ est contenue dans la bisi-
milarité, ce qui permet d’utiliser z pour répondre aux offres concernant τ−→ ,
et inversement.
Corollaire 4.55. Supposons le LTS réactif ; soit z une relation symétrique,
telle que z?· τ←− supporte l’induction (i.e., τ−→ termine modulo z). Si les dia-
grammes suivants sont satisfaits, alors τ−→, z v ≈ , et le LTS est τ -inerte.
·
α

z
v bα

(z ∨ τ−→)? · ≈ ·
·
α

τ //
v bα

(z ∨ τ−→)? · ≈ ·
Démonstration. On applique le théorème 4.30, aux relations x = (z∨ τ−→∨≈)
et y = (z ∨ τ−→). Pour l’hypothèse de terminaison, on a
y+· τ⇐= = (z ∨ τ←−)+ · τ⇐= = (z? · τ⇐=)+ = (z?· τ←−)+ ,
ce qui permet de conclure, par la proposition 4.25. 
(notons que l’on pourrait remplacer τ−→ par sa symétrisée ( τ←→) lors des offres
visibles).
Utiliser la τ-inertie
Les corollaires précédents permettent de montrer qu’un LTS réactif est
τ -inerte ; nous montrons maintenant comment ces propriétés peuvent être
mises à profit.
Dans un LTS réactif et τ -inerte, les processus peuvent systématiquement
être normalisés selon τ−→, modulo ≈ . On peut ainsi toujours se ramener à
l’étude de candidats de bisimulation « normalisés », où tous les processus
mis en jeu sont stables, : il n’y a ainsi que des offres visibles à considérer,
et l’on peut utiliser la transitivité, autorisée lors de ces offres, pour nor-
maliser à nouveau les processus (les transitions visibles sont susceptibles de
transformer un processus stable en un processus « actif ») :
·
a



x
v
a
0
00
00
bτ ---
--
--
--
- ·
bτ 

· (x ∨ ≈)? ·
Cette méthode ne fonctionne plus lorsque l’on a besoin de raisonner modulo
contexte : les techniques modulo contexte ne sont pas compatibles avec la
technique modulo transitivité lors des offres visibles (cf. section 5.3.3). Le
corollaire suivant, qui complète le corollaire 4.47, permet toutefois de s’en
sortir :
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Corollaire 4.56. Dans tout LTS réactif et τ -inerte, bτ=⇒ et bτ=⇒ · v sont des
préordres contrôlés.
Par le corollaire 3.49 on peut en particulier normaliser les processus après
chaque offre visible, tout en conservant la possibilité de raisonner modulo les
contextes « d’évaluation » (i.e. tels que C( τ−→) v bτ=⇒ – dans le cas de CCS
cette condition est satisfaite par les contextes les plus importants en pra-
tique : composition parallèle, réplication, restriction ; mais pas par le préfixe,
dont l’intérêt en tant que technique modulo est limité). Cette technique cor-
respond au diagramme suivant :
·
a



x
v
a
0
00
00
bτ ---
--
--
--
- ·
bτ 

· v · C(x) · ≈ ·
Déterminisme
On peut finalement démontrer un résultat annoncé à la section 3.3.2,
qui correspond à un résultat de Roberto Amadio et Mehdi Dogguy [AD07,
théorème 19(2)], et qui permet, entre autres, de montrer facilement qu’un
LTS réactif est faiblement déterministe, et que la bisimilarité faible y coïncide
avec la 2-similarité faible (par le corollaire 3.35).
Théorème 4.57. Supposons le LTS réactif et τ -inerte. Pour toute étiquette
visible a ∈ Lv, si a−→ est déterministe modulo ≈ , alors a=⇒ l’est aussi .
Démonstration. Par le lemme 3.36, il suffit de montrer a←− · a=⇒ v ≈ . On
applique pour cela le principe d’induction spécifique aux diagrammes (théo-
rème 4.27) : soit A v 1 un monotype tel que :
a←− ·A · a=⇒ v ≈ . (IH)
Il nous faut montrer a←− · ( τ⇐=\A) · a=⇒ v ≈ :
– On a a←−·( τ⇐=\A) · a−→· bτ=⇒ v a←−· a−→·≈ v ≈ , par τ -inertie et déterminisme
de a−→ modulo ≈ ;
158 Chapitre 4. Terminaison et commutation
– il reste donc à montrer a←− · ( τ⇐=\A) · τ=⇒ · a−→ · bτ=⇒ v ≈ :
a←− · ( τ⇐=\A) · τ=⇒ · a−→ · bτ=⇒
= a←− · (A/ τ=⇒) · τ=⇒ · a−→ · bτ=⇒ (par (4.8))
v a←− · τ=⇒ ·A · a−→ · bτ=⇒ (par (4.10))
v ≈ · a⇐= ·A · a−→ · bτ=⇒ (τ -inertie)
= ≈ · a←− ·A · a=⇒ · bτ=⇒ (par (4.6))
v ≈ · ≈ · bτ=⇒ (par (IH))
v ≈ (par τ -inertie et transitivité)

4.6 Récapitulatif
Nous avons tout d’abord obtenu un nouveau résultat de commutation
(théorème 4.14), que nous avons pu prouver dans le cas d’un algèbre rela-
tionnelle quelconque en utilisant la méthode de Doornbos et al. [DBvdW97]
pour raisonner par induction de manière calculatoire. Une fois appliqué à
la bisimulation faible, ce résultat permet d’autoriser modulo transitivité, à
condition de respecter une condition de terminaison (théorème 4.30), il donne
lieu à une famille de préordres contrôlés (théorème 4.31) et il peut être com-
biné à des techniques standard telles que modulo contexte (corollaire 4.37).
Nous avons ensuite exploré un autre argument de terminaison, qui donne
aussi lieu à de nouvelles techniques modulo transitivité et à de nouveaux
préordres contrôlés (théorèmes 4.41 et 4.44), mais cette famille de techniques
semble difficile à mettre en application : l’argument de terminaison est trop
fortement couplé au jeu de bisimulation.
Enfin, nous avons étudié quelques conséquences des résultats s’appuyant
sur le premier argument de terminaison, dans le cas des systèmes réactifs.
Dans ces systèmes, l’élaboration satisfait automatiquement l’argument de
terminaison, ce qui en fait un préordre contrôlé et lui permet de suppor-
ter complètement la technique modulo transitivité (corollaires 4.47 et 4.52).
L’ensemble des techniques modulo pour les différents préordres et équiva-
lences comportementaux est résumé sur la figure 4.1. D’autre part, on ob-
tient des techniques relativement puissantes pour démontrer ou utiliser la
τ -inertie d’un système réactif : le théorème 4.30 admet pour corollaire une
généralisation d’un résultat de Groote et Sellink [GS96] : le corollaire 4.55,
que utiliserons au chapitre 6 lorsque nous aurons à prouver la correction
d’une optimisation.
Chapitre 5
Techniques modulo contexte
Nous avons étudié dans les deux chapitres précédents des techniques mo-
dulo pour la bisimulation qui permettent de réduire par transitivité la taille
des candidats de bisimulation : toutes nos preuves consistent en des assem-
blages de diagrammes plus ou moins évolués. Nous passons dans ce chapitre à
l’étude des techniques « modulo contexte », qui permettent, elles, de réduire
les candidats de bisimulation en nous donnant la possibilité de se focaliser
sur la partie intéressante des processus qu’ils mettent en relation.
Dans le cas fréquent où la bisimilarité étiquetée est utilisée pour carac-
tériser une congruence, et fournir ainsi des techniques de preuve pour cette
congruence, tout l’intérêt de la méthode réside dans la capacité à remplacer
la quantification universelle sur l’ensemble des contextes, par une quantifi-
cation, plus raisonnable, sur l’ensemble des étiquettes : au lieu d’observer les
processus par le biais des contextes, on les compare à l’aide de leurs transi-
tions étiquetées. Ainsi, dans un jeu de bisimulation, lorsque l’on retombe sur
deux processus déjà mis en relation « modulo contexte » :
p
a

R q
a

c[p′] c[q′]
p′ R q′
avoir à rajouter le couple 〈c[p′], c[q′]〉 au candidat de bisimulation est contre-
productif, puisque cela revient à réintroduire une partie de la quantification
sur les contextes. Cela est d’autant plus frustrant que l’on a déjà vérifié,
moralement, que p′ et q′ sont équivalents dans tout contexte : étant mis en
relation par le candidat, leurs transitions étiquetées sont forcément étudiées.
On souhaiterait donc pouvoir répondre à de telles offres dans la fermeture par
contextes du candidat de bisimulation : si C est cette fonction de fermeture,
dans l’exemple précédent, on a en particulier c[p′] C(R) c[q′], ce qui nous
permet de ne pas ajouter de couples.
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Ces techniques, initialement introduites par Sangiorgi [San98], se sont ré-
vélées essentielles en pratique, par exemple pour les preuves des encodages du
λ-calcul dans le π-calcul ; leur extension à des calculs « d’ordre supérieur »,
où elles sont d’autant plus utiles, est réputée délicate (λ-calcul [Las98],
HOπ [SW01]).
L’une des difficultés provient du fait que l’on doive généralement consi-
dérer les contextes polyadiques : dès que le calcul considéré est capable de
dupliquer les termes (c’est le cas du λ-calcul et du π-calcul), un contexte
initialement monadique peut évoluer en un contexte polyadique. Les preuves
deviennent rapidement pénibles : il faut faire des inductions structurelles
sur ces contextes polyadiques. Sangiorgi utilise dans le cas fort la correction
de modulo transitivité pour pouvoir se ramener au cas des contextes mona-
diques [SW01], mais il doit toujours raisonner par induction structurelle sur
les contextes, même monadiques, et cette approche ne passe pas au cas faible
puisque modulo transitivité n’y est plus correcte.
Nous définissons dans ce chapitre une nouvelle méthode, que nous appe-
lons « méthode des contextes initiaux », qui permet de simplifier ces preuves,
en les ramenant à une étude simple et systématique des interactions entre
chaque construction syntaxique du langage considéré et le jeu de simula-
tion choisi. On évite notamment, dans le cas fort comme dans le cas faible,
les inductions structurelles sur les contextes. Cette méthode repose sur des
« techniques modulo de second ordre », qui permettent de faciliter les preuves
de compatibilité (les techniques modulo contexte s’exprimant généralement
par le biais de fonctions compatibles).
La première section est un complément du chapitre 2, où l’on définit
ces techniques modulo de second ordre, en restant dans le cadre très gé-
nérique des treillis complets, éventuellement monoïdaux. Nous définissons
ensuite notre méthode de façon générique (section 5.2), avant de l’appliquer
à la section 5.3 au Calcul des Systèmes Communiquants (CCS) [Mil89] : on
retrouve ainsi de façon uniforme l’ensemble des techniques modulo contexte
disponibles pour chacun des préordres et équivalences comportementaux pré-
cédemment étudiés.
5.1 Techniques modulo pour la compatibilité
L’ensembleX〈X〉 des fonctions croissantes sur un treillis completX, muni
de la composition fonctionnelle et de l’identité, forme un treillis complet mo-
noïdal (théorème 2.27). La théorie de la co-induction du chapitre 2 permet
donc de caractériser certaines propriétés des fonctions, et d’obtenir des tech-
niques modulo permettant de faciliter la preuve de telles propriétés.
Nous montrons dans cette section que la notion de compatibilité est une
telle propriété : elle est générée par une progression, et admet donc une
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théorie des techniques modulo. En d’autres termes on peut utiliser des tech-
niques modulo dans l’espace des fonctions, afin de définir des techniques
modulo dans le treillis complet initial.
On travaille dans cette section dans un treillis complet 〈X,v〉, et on
fixe une génératrice s ∈ X〈X〉 ; on appellera dans la suite fonctionnelles les
fonctions croissantes sur X〈X〉.
Définition 5.1 (Progression de compatibilité). On appelle progression de
compatibilité avec s la relation suivante, entre fonctions croissantes :
∀f, g ∈ X〈X〉, f
s
 g si f ◦ s v s ◦ g .
Proposition 5.2. La relation
s
 est une progression sur treillis complet
monoïdal 〈X〈X〉,v,
∨
, ◦, idX〉, qui respecte le monoïde.
Démonstration. (2.38) provient de la croissance des fonctions : si f v f ′
s

g′ v g, alors f ◦ s v f ′ ◦ s v s ◦ g′ v s ◦ g . (2.39) s’obtient grâce à la
continuité à gauche de la composition fonctionnelle (2.24) : soient F v X〈X〉
et g ∈ X〈X〉 telles que ∀f ∈ F, f
s
 g, on a :∨
F ◦ s =
∨
f∈F
(f ◦ s) v s ◦ g .
Pour le respect du monoïde, on a clairement idX
s
 idX , ensuite, si f
s
 f ′
et g
s
 g′, alors on a : f ◦g ◦s v f ◦s◦g′ v s◦f ′ ◦g′ , i.e., f ◦g
s
 f ′ ◦g′ . 
Par définition, les fonctions compatibles avec s sont les
s
-simulations, et
la plus grande d’entre elles est la
s
-similarité. Remarquons que la définition
de
s
 est très proche de celle de la progression générant les simulations fortes
( s, définition 3.10) : on change simplement de treillis complet monoïdal,
et on considère un LTS à une seule étiquette. Bien que le treillis complet
monoïdal des fonctions croissantes ne soit pas continu, comme l’est celui des
algèbres relationnelles, la continuité à gauche de la composition fonction-
nelle (lemme 2.28) suffit à ce que cette définition fournisse effectivement une
progression.
Notons aussi que c’est la mise en évidence des deux présentations équiva-
lentes du chapitre 2 (génératrices v.s. progressions), qui permet de se rendre
compte de cette caractérisation des fonctions compatibles : la notion de com-
patibilité appartient à la présentation basée sur les génératrices, mais se ca-
ractérise à l’aide d’une progression. Trouver directement la fonctionnelle dont
les post-points fixes sont les fonctions compatibles ne semble pas évident, et
inversement, il n’est pas immédiat de remarquer que la caractérisation que
l’on donne ci-dessous donne lieu à une progression. Cette caractérisation,
plus confortable en pratique, sera utilisée dans les deux sections suivantes.
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Proposition 5.3. Lorsque s est la génératrice associée à une progression
 , pour toutes fonctions f, g ∈ X〈X〉, on a f
s
 g si et seulement si :
∀x, y ∈ X, x y ⇒ f(x) g(y) .
Démonstration. Cette preuve est une adaptation de celle de la proposi-
tion 2.84(3) :
– si f
s
 g et x  y, alors x v s(y), puis f(x) v f(s(y)) v s(g(y)),
c’est-à-dire f(x) g(y) ;
– pour la réciproque, pour tout x ∈ X, on a s(x) v s(x), d’où s(x) x,
puis f(s(x)) g(x), i.e., f(s(x)) v s(g(x)). On a donc f
s
 g . 
Comme la progression
s
 respecte le monoïde 〈X〈X〉, ◦, idX〉, les propo-
sitions 2.37 et 2.67 donnent une preuve alternative des bonnes propriétés de
fermeture de la famille des fonctions compatibles avec s, initialement établies
par la proposition 2.50. En passant dans l’espace des fonctions croissantes,
cette même proposition 2.50, ainsi que la proposition 2.68, nous donnent les
propriétés de fermeture de la famille des fonctionnelles monotones pour
s
 :
Corollaire 5.4. Les fonctionnelles suivantes sont monotones pour
s
 :
1. la fonctionnelle identité : idX〈X〉 ,
2. la fonctionnelle constante f̂ , pour toute fonction f compatible avec s ;
3.
∨
Φ, pour tout ensemble Φ de fonctionnelles monotones pour
s
 ;
4. ϕ ◦ ϕ′, pour toutes fonctionnelles ϕ et ϕ′ monotones pour
s
 ;
5. ϕω, pour toute fonctionnelle ϕ monotone pour
s
 ;
6. ϕ ◦̂ ϕ′ pour toutes fonctionnelles ϕ et ϕ′ monotones pour
s
 ;
7. la fonctionnelle de fermeture par itération, ω : f 7→ fω.
Démonstration. Les cinq premiers points proviennent de la proposition 2.50
et les deux derniers de la proposition 2.68. 
Nous revenons sur les notations de ce corollaire, qui sont un peu ambi-
guës : dans (4), ϕ◦ϕ′ dénote la composition fonctionnelle de ϕ et ϕ, qui à une
fonction f associe ϕ(ϕ′(f)). Au contraire, dans (6), (◦̂) est l’extension point
à point de la composition fonctionnelle sur X〈X〉 : ϕ ◦̂ ϕ′ : f 7→ ϕ(f) ◦ϕ′(f).
Dans (5), ϕω est la fermeture par itération de la fonctionnelle ϕ, tandis que
la fonctionnelle ω, définie pour (7), est la fonctionnelle de fermeture réflexive
transitive vis-à-vis de la composition des fonctions.
Le lemme 2.78, qui établit la correction des fonctions monotones, nous
assure alors que pour toute fonctionnelle ϕ monotone pour  s, et toute
fonction f compatible avec s modulo ϕ (i.e., telle que f
s
 ϕ(f)), la fonction
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ϕω(f) est compatible avec s. On obtient ainsi la technique suivante, sur
laquelle repose la méthode que l’on développe dans la section suivante pour
les technique modulo contexte. La preuve se résume à simplifier ϕω(f) afin
de savoir en pratique quelle est la fonction dont on a prouvé la compatibilité
(c’est seulement à cette fin que sont utilisées l’extensivité et la continuité de
f) :
Théorème 5.5. Pour toute fonction f extensive, continue, et compatible
avec s modulo itération (f
s
 fω), fω est une fermeture compatible avec s.
Démonstration. La fonction f est une fermeture par la proposition 2.35(1).
La fonctionnelle ω étant monotone avec
s
 par le corollaire 5.4, il suffit de
simplifier ωω(f). La fonction fω étant idempotente (c’est une fermeture), on
a ω(2)(f) , (fω)ω = fω , ω(f) par la proposition 2.35(1) ; on en déduit
alors ωω(f) = fω. 
On retrouve aussi de façon immédiate le résultat suivant, qui correspond
à un résultat que Sangiorgi utilise dans le cas de la bisimilarité forte [SW01,
lemme 2.3.16]. Nous l’utiliserons pour comparer notre approche à celle de
Sangiorgi dans la section suivante.
Proposition 5.6. Supposons que X est un treillis complet monoïdal continu.
Si s respecte le monoïde, alors pour toute fonction croissante f telle que
f
s
 f?, f? est compatible avec s.
Démonstration. Par la proposition 2.68(2) la fonction id?X est compatible
avec s. Par le corollaire 5.4, on en déduit la monotonie pour
s
 de la fonc-
tionnelle ϕ = îd?X ◦̂ idX〈X〉 : f 7→ f?. Le lemme 2.78 nous donne alors la
compatibilité de ϕω(f) avec s.
On simplifie ensuite cette fonction : par continuité du monoïde, on a
f v ϕ(f) = f? = (f?)? = ϕ(2)(f), d’où ϕω(f) = ϕ(f) = f?. 
Nous verrons à la section suivante que le théorème 5.5 ne suffit pas tou-
jours : il peut être utile de prouver la compatibilité d’une fonction en rai-
sonnant modulo itération et modulo une fonction dont on connaît déjà la
compatibilité. Les points (7) et (2) du corollaire 5.4 indiquent que c’est pos-
sible, et pourraient être utilisés pour valider la technique ; nous donnons
cependant une preuve plus directe, qui nous permettra de montrer que l’on
peut aussi raisonner modulo une fonction seulement correcte. Cette preuve
passe par le lemme suivant :
Lemme 5.7. Soient f une fonction extensive et continue, et g une fermeture.
Si f
s
 g ◦ fω et f
g
 fω, alors fω est une fermeture compatible avec g et
(s ◦ g).
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Démonstration. Le fait que fω soit une fermeture compatible avec g provient
du théorème 5.5. Ensuite, comme f ◦ s v s ◦ g ◦ fω par hypothèse, on a :
f ◦ s ◦ g v s ◦ g ◦ fω ◦ g
v s ◦ g ◦ g ◦ fω (compatibilité de fω avec g)
= s ◦ g ◦ fω (idempotence de g)
On en déduit la compatibilité de fω avec (s ◦ g) en appliquant à nouveau le
théorème 5.5. 
On obtient alors le théorème annoncé : si f est compatible modulo g
et itération, où g est compatible, alors g ◦ fω est compatible (les autres
hypothèses sur f sont dans ce cas utilisées seulement pour simplifier les
calculs – en pratique, f sera simplement compatible avec g, pas seulement
modulo itération). Si g est seulement correcte, alors on obtient seulement la
correction de g ◦fω (et l’hypothèse de compatibilité de f avec g est cette fois
cruciale : elle correspond à la condition donnée par le théorème 2.52, pour
pouvoir composer une fonction correcte et une fonction compatible).
Théorème 5.8. Soient f une fonction extensive et continue, et g une fer-
meture telles que f
s
 g ◦ fω et f
g
 fω.
1. Si g est compatible avec s, alors g ◦ fω est une fermeture compatible
avec s.
2. Si g est correcte pour s via une fonction g′, alors g ◦ fω est une ferme-
ture correcte pour s via g′ ◦ fω.
Démonstration. Dans les deux cas, on commence par appliquer le lemme 5.7 :
fω est une fermeture compatible avec g et (s ◦ g), puis on déduit de la
compatibilité avec g que g ◦ fω est une fermeture : on a g ◦ fω ◦ g ◦ fω v
g ◦ g ◦ fω ◦ fω = g ◦ fω. Pour le premier point, on vérifie ensuite que
g ◦ fω ◦ s v g ◦ fω ◦ s ◦ g (extensivité de g)
v g ◦ s ◦ g ◦ fω (compatibilité de fω avec s ◦ g)
v s ◦ g ◦ g ◦ fω (compatibilité de g avec s)
= s ◦ g ◦ fω . (idempotence de g)
Pour le second, comme fω est compatible avec (s ◦ g), la proposition 2.49
nous donne fω(Xs◦g◦f ) ⊆ Xs◦g, d’où l’on déduit g′ ◦ fω(Xs◦g◦f ) ⊆ Xs par
correction de g pour s via g′. 
Nous utiliserons le premier point de ce théorème à la section 5.3, pour
valider les techniques modulo contexte dans CCS, dans le cas faible ; nous
n’avons pour l’instant pas d’exemple d’application du second point, qui nous
semble cependant très important : il permet en quelque sorte de prouver la
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correction d’une fonction par des méthodes de type compatibilité, mais à
travers la correction d’une technique arbitraire.
Remarquons d’ailleurs que le second point est en fait une généralisa-
tion du théorème 2.52 : au lieu de composer une fonction correcte avec une
fonction compatible sous une hypothèse de compatibilité, on y compose une
fonction correcte avec une fonction compatible modulo itération (et modulo
cette fonction correcte) sous une hypothèse de compatibilité modulo itéra-
tion. La même analogie peut être faite entre les lemmes 2.51 et 5.7.
5.2 Méthode des contextes initiaux
Etudier les techniques modulo contexte nécessite de se placer dans une
algèbre relationnelle propre : la notion même de contexte nécessite de pouvoir
parler des objets reliés par les relations. Dans cette section, où l’on définit une
méthode générique, il n’est cependant pas nécessaire de connaître la struc-
ture de ces objets. On se place donc dans l’algèbre relationnelle propre d’un
ensemble quelconque P ; dont le domaine (l’ensemble des relations binaires)
est noté R.
Définition 5.9 (Contexte, clôture par contextes). Pour tout entier n ∈ N,
un contexte d’arité n est une fonction c de Pn dans P, dont l’application à
n processus p1, . . . , pn est notée c[p1, . . . , pn]. Les contextes d’arité 1 sont dit
monadiques, ceux d’arité quelconque seront parfois dits polyadiques.
On associe à tout contexte c d’arité n la fonction suivante :
bcc : R → R
R 7→ {〈c[p1, . . . , pn], c[q1, . . . , qn]〉 | ∀i ∈ [1;n], pi R qi}
On étend cette définition aux ensembles C de contextes, en posant :
bCc ,
⋃
c∈C
bcc .
La fonction bCcω sera appelée clôture par les contextes de C.
Notre définition de contexte est très permissive : un contexte, même
monadique, peut utiliser plusieurs fois chacun de ses arguments ; il peut de
plus modifier ses arguments : lorsque le langage des termes contient des noms
ou des variables, toute substitution, qu’elle soit des noms vers les noms, ou
des variables vers les termes, forme un contexte monadique. On pourra donc
considérer comme des techniques modulo contexte les techniques modulo
« substitution injective » souvent utilisées dans le cas du π-calcul [SW01].
Un autre avantage à représenter les contextes par des fonctions, outre le fait
que cela ne nécessite pas de fixer une syntaxe, est la facilité avec laquelle on
peut les dénoter : comme nous le verrons à la section suivante dans le cas de
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CCS, il n’y a pas besoin d’introduire la notion de « trou », de numéroter ces
trous lorsque l’on a affaire à des contextes polyadiques, etc. . .
Un autre aspect important de notre approche est que nous passons le plus
rapidement possible des contextes aux fonctions associées à ces contextes,
évitant ainsi d’avoir à manipuler les arités (nous ne les manipulons que dans
le lemme ci-dessous), et bénéficiant de l’expressivité que fournissent les dif-
férentes opérations sur les fonctions de relations. Pour se rendre compte des
bénéfices de cette approche, il suffit par exemple d’essayer de définir un en-
sembleD de contextes donc la fonction associée, bDc, coïncide avec bCc◦bCc,
pour un ensemble C de contextes quelconques : dans le cas monadique, il suf-
fit de prendre D = {c ◦ c′ | c, c′ ∈ C}, mais le cas polyadique est loin d’être
aussi simple.
Nous validons maintenant la définition de ces fonctions de clôture par
contextes, en montrant que ce sont bien des clôtures (définition 3.38). Cela
nécessite le lemme suivant, où l’on prouve, entre autres, la continuité des
fonctions associées aux contextes. La continuité n’est pas requise par notre
définition de clôture, mais elle nous semble être la bonne manière d’obtenir
l’idempotence dans le théorème qui suit.
Lemme 5.10. Pour tout contexte c, la fonction bcc est continue, symétrique,
et satisfait bcc(I) ⊆ I et ∀R,S, bcc(R · S) ⊆ bcc(R) · bcc(S)
Démonstration. La symétrie et les deux inégalités sont immédiates ; nous
montrons la continuité. Notons f = bcc et soit n l’arité de c.
Soit S une partie dirigée de R, f étant clairement croissante, il suffit
par (2.31) de montrer f(
⋃
S) ⊆
⋃
f(S). Soient p, q ∈ P tels que p f(
⋃
S) q :
on a p = c[p1 . . . pn] et q = c[q1 . . . qn], avec pi
⋃
S qi pour tout i ∈ [1;n].
Pour tout i ∈ [1;n], il existe donc Si ∈ S tel que pi Si qi. S étant dirigée,
on en déduit S ∈ S tel que l’on ait pi S qi pour tout i ∈ [1;n]. On a donc
p f(S) q, puis p
⋃
f(S) q. 
(Notons que le fait que la continuité ne concerne que les parties dirigées est
crucial, dès que le contexte n’est pas monadique).
Pour obtenir une fonction idempotente après une seule itération, il faut
que la famille de contextes contienne au moins l’identité ; si l’on ne considérait
que des contextes monadiques, cette condition ne serait pas nécessaire :
Théorème 5.11. Pour tout ensemble C de contextes contenant au moins le
contexte identité (idP), la fonction de clôture par les contextes de C (bCcω)
est une clôture (continue et telle que bCcω(I) ⊆ I).
Démonstration. Les quatre propriétés mentionnées dans le lemme 5.10 étant
préservées par les unions et par la composition fonctionnelle, on déduit de ce
lemme que bCc, puis bCcω les satisfont. bCcω étant extensive par définition,
5.2. Méthode des contextes initiaux 167
il ne nous reste à montrer que l’idempotence. On applique pour cela la pro-
position 2.35(1) : bCc est continue par le point précédent, et son extensivité
provient du fait que C contient le contexte identité : on a bidPc = idR. 
L’idempotence est le point le plus important du théorème précédent :
cette propriété indique que l’on capture bien avec bCcω l’ensemble des con-
textes accessibles à partir de C : toute fonction qui s’exprime comme une
combinaison des fonctions {bcc | c ∈ C}, à l’aide de la composition fonc-
tionnelle, des bornes supérieures, et des itérations, est contenue dans bCcω.
Supposons par exemple que C contient deux contextes c, d, on a :
bcc ◦ bdc(3) ∪ bdc ◦ (bdc ∪ bccω)
⊆ bCcω ◦ (bCcω)(3) ∪ bCcω ◦ ((bCcω) ∪ (bCcω)ω)
= bCcω ∪ bCcω ◦ (bCcω ∪ bCcω)
= bCcω .
On peut donc se contenter de ne mettre dans C que des contextes très simples
que l’on appellera initiaux , correspondant, lorsque les processus sont des
termes, aux diverses constructions syntaxiques du langage.
Méthode des contextes initiaux
L’intérêt de pouvoir réduire l’ensemble C au strict minimum apparaît
avec le corollaire suivant, qui permet de ramener la preuve de compatibilité
de la clôture finale (bCcω), i.e., la preuve de correction de la technique mo-
dulo contexte, à l’étude des interactions entre la génératrice et les différents
contextes initiaux :
Corollaire 5.12 (Méthode des contextes initiaux). Soient s une génératrice
et C un ensemble de contextes contenant l’identité. Si pour tout contexte
c ∈ C, on a bcc
s
 bCcω, alors bCcω est une clôture compatible avec s, et la
s-similarité est une congruence vis-à-vis de bCcω : bCcω(νs) = νs .
Démonstration. Application directe de des théorèmes 5.11 et 5.8 ; la pro-
priété de congruence provient de la proposition 2.53. 
De manière plus explicite, en utilisant la caractérisation de
s
 en termes
de progression (proposition 5.3), il suffit de montrer que pour tout contexte
c ∈ C, et toutes relations R,S telles que R s S, on a bcc(R) s bCcω(S).
Telle qu’elle est présentée ici, cette méthode nous permet essentielle-
ment d’éviter l’induction structurelle qui est nécessaire lorsque l’on prouve
directement bCc
s
 bCc, pour un ensemble « complet » C de contextes.
Le théorème 5.8 nous donne en fait la possibilité d’aller plus loin, en nous
permettant de raisonner modulo une fonction dont on connaît déjà la com-
patibilité ; nous aurons besoin de cette possibilité à la section suivante, pour
pouvoir raisonner modulo ∼ lorsque nous considérerons le cas faible :
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Corollaire 5.13. Soient s une génératrice, g une clôture compatible avec
s, et C un ensemble de contextes contenant l’identité. Si pour tout contexte
c ∈ C, bcc est compatible avec g et bcc
s
 g ◦ bCcω, alors g ◦ bCcω est une
clôture compatible avec s .
Démonstration. On applique tout d’abord le théorème 5.11 : bCcω est une
clôture continue. On applique ensuite le théorème 5.8(1) ; on vérifie notam-
ment que la compatibilité des fonctions (bcc)c∈C avec g entraînent la compa-
tibilité de bCc avec g, et en particulier modulo itération. g ◦ bCcω est donc
une fermeture compatible avec s ; et il ne reste qu’à vérifier que c’est en fait
une clôture, ce qui est aisé puisque g en est une. 
Avant de passer au cas concret de CCS, nous donnons une dernière pro-
position : au chapitre 4, le théorème 4.36 et le corollaire 4.52 demandent que
la clôture soit aussi compatible avec id?X . La proposition suivante montre
qu’il suffit que l’ensemble de contextes initiaux contienne aussi les contextes
constants (ici encore, ce ne serait pas nécessaire avec des contextes mona-
diques, et le traitement des contextes polyadiques rend cette proposition plus
délicate à prouver qu’elle n’en a l’air).
Proposition 5.14. Pour tout ensemble C de contextes contenant l’identité
et les contextes constants {p̂ | p ∈ P}, la clôture bCcω est compatible avec
id?X .
Démonstration. Posons f = bCcω ; f satisfait les propriétés du lemme 5.10,
en déroulant les définitions, il nous faut montrer ∀R, f(R?) ⊆ f(R)?.
On démontre tout d’abord cette inégalité dans le cas d’une relation ré-
flexive : par une simple récurrence, on a ∀n ∈ N, f(Rn) ⊆ f(R)n ; ensuite
comme R est réflexive, la suite (Rn)n∈N est croissante, et forme en particulier
une partie dirigée. On peut donc conclure par la continuité de f .
On démontre ensuite que pour toute relation R, f(R=) ⊆ f(R) : comme
les contextes constants et identité sont supposés dans C, on a id=X ⊆ bCc,
puis id=X ⊆ f , et f ◦ id=X ⊆ f , par idempotence.
Cette inégalité nous permet finalement de se ramener au cas réflexif :
pour toute relation R, on a f(R?) = f((R=)?) ⊆ f(R=)? ⊆ f(R)?. 
5.3 Le cas de CCS
A terme, nous pensons pouvoir appliquer la méthode précédente dans le
cas du π-calcul [MPW92], voire du π-calcul d’ordre supérieur [SW01]. Par
manque de temps, et par souci de simplicité, nous nous contentons ici d’étu-
dier le cas du Calcul des Systèmes Communiquants (CCS) [Mil80, Mil89],
dont la syntaxe et la sémantique sont définies sur la figure 5.1. On y sup-
pose l’ensemble des étiquettes (L) muni d’une involution · telle que τ = τ .
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étiquettes : α, β ∈ L τ = τ
préfixes : a, b ∈ Lv a = a
processus (P) : p, q ::= 0
∣∣ α.p ∣∣ p | q ∣∣ p+ q ∣∣ (νa)p ∣∣ !p
[Prf]
α.p
α−→ p
[Parg]
p
α−→ p′
p | q α−→ p′ | q
[Pard]
q
α−→ q′
p | q α−→ p | q′
[Com]
p
a−→ p′ q a−→ q′
p | q τ−→ p′ | q′
[Chxg]
p
α−→ p′
p+ q α−→ p′
[Chxd]
q
α−→ q′
p+ q α−→ q′
[Res]
p
α−→ p′
(α 6= a, a)
(νa)p α−→ (νa)p′ [Rpl]
!p | p α−→ p′
!p α−→ p′
Figure 5.1 – Calcul des systèmes communiquants (CCS).
La version originale du calcul contient des définitions récursives, que nous
remplaçons ici par l’opérateur de réplication (!), afin de se rapprocher du
π-calcul, où c’est généralement cette construction qui est adoptée ; cela nous
permet aussi de considérer cette opération comme un contexte, et de soulever
ainsi certains problèmes. Les différences avec le calcul simpliste présenté en
introduction sont les suivantes :
– l’opérateur de mise en parallèle permet aux processus de se synchroni-
ser (de communiquer), par la règle [Com] ;
– il y a un opérateur de restriction (ν), qui empêche certaines commu-
nications avec l’extérieur (règle [Res]) ;
– les transitions de l’opérateur de réplication (!) sont définies différem-
ment, afin de pouvoir prendre en compte les communications pouvant
intervenir entre les différentes copies du processus répliqué.
Comme dans l’introduction, nous omettrons souvent les occurrences préfixées
du processus vide (0) : le processus a.b.0 sera ainsi écrit a.b.
Nous commençons par définir informellement les contextes polyadiques
standard : tout processus p ∈ P, auquel on attribue un entier inférieur ou
égal à n à chaque occurrence de 0, donne lieu un à contexte d’arité n :
par exemple, le processus numéroté a.00 | b.(01 | 01) | (νc)03 définit le
contexte ternaire suivant : p1, p2, p3 7→ a.0 | b.(p1 | p1) | (νc)p3 . On note Cccs
l’ensemble de ces contextes. Nous définissons ensuite les contextes initiaux,
qui suivent exactement la syntaxe de CCS :
Définition 5.15 (Contextes initiaux de CCS). Pour tous a ∈ Lv et α ∈ L,
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on définit les contextes initiaux de CCS comme suit :
0̂ : ∅ 7→ 0 + : p, q 7→ p+ q (νa) : p 7→ (νa)p
α. : p 7→ α.p | : p, q 7→ p | q ! : p 7→ !p
On note Ci l’ensemble contenant ces contextes, le contexte identité et les
contextes constants. On appelle clôture par les contextes de CCS la clôture
associée à cet ensemble : Cccs , bCicω .
Ci , {idP , |,+, !} ∪ {α. | α ∈ L} ∪ {(νa) | a ∈ Lv} ∪ {p̂ | p ∈ P} .
Remarquons que l’on inclut dans Ci tous les contextes constants, afin de
pouvoir appliquer éventuellement la proposition 5.14 ; dans ce cas particulier,
il suffirait cependant de mettre seulement le contexte constant 0̂, qui permet
d’atteindre tous les autres par itération, puisque toutes les constructions
syntaxiques sont présentes.
La proposition suivante permet de relier les deux notions ainsi obtenues.
La définition standard (bCccsc) est plus directe en pratique : on a p bCccsc(R)
q si et seulement si p et q s’obtiennent en remplaçant par des processus
mis en relation par R certaines occurrences de 0 d’un processus arbitraire.
Mais notre définition (bCicω) permet de raisonner plus facilement sur cette
fonction, en se ramenant au cas des contextes initiaux.
Proposition 5.16. On a Cccs , bCicω = bCccsc .
Démonstration (esquisse). On montre ∀c ∈ Cccs, bcc ⊆ Cccs par induction
structurelle sur le processus numéroté dont est issu c. Réciproquement, on
montre ∀n ∈ N, bCic(n) ⊆ bCccsc par récurrence sur n. 
Avant de passer à l’étude des techniques modulo contexte correspondant
à ces contextes pour chacune des notions de bisimulation précédemment défi-
nies, nous donnons un lemme technique qui nous permettra de raisonner plus
facilement sur la forme des transitions émergeant d’un processus répliqué :
Lemme 5.17. Soient p, q ∈ P deux processus et α ∈ L une étiquette. Si
!p α−→ q, alors :
1. soit q = !p | pk | p′ | pk′ avec p α−→ p′ (où pk dénote la mise en parallèle
de k copies de p) ;
2. soit α = τ , et q = !p | pk | p0 | pk
′ | p1 | pk
′′ avec p a−→ p0, p
a−→ p1 pour
une action visible a.
Démonstration. Par induction structurelle sur la dérivation de !p α−→ q. 
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5.3.1 Bisimilarité forte
Nous validons maintenant la technique modulo contexte pour la bisimi-
larité forte. Par les résultats du chapitre 3, il suffit de montrer que la clôture
Cccs est compatible avec la génératrice des simulations fortes (s). On applique
pour cela la méthode établie par le corollaire 5.12 : il suffit de montrer que les
fonctions associées aux contextes initiaux progressent via
s
 vers la fonction
de clôture globale (Cccs).
On peut en profiter pour être plus précis, et indiquer dans chaque cas
la fonction vers laquelle elles progressent « réellement ». Ainsi, le lemme
suivant formalise par exemple l’idée que les opérateurs de mise en parallèle
et de restriction, que Milner qualifie de « statiques » [Mil89], sont préservés
le long des jeux de simulation forte : les fonctions qui leur sont associées
progressent vers elles-mêmes. Au contraire, le préfixe et la somme, qui sont
dits « dynamiques », disparaissent après une étape du jeu de simulation forte :
leurs fonctions associées progressent vers l’identité. La fonction vers laquelle
progresse la fonction associée à la réplication est moins évidente : elle indique
que cet opérateur est conservé lors des jeux de simulation forte, et qu’il génère
à chaque étape un nombre arbitraire de compositions parallèles. Dans tous les
cas, comme on travaille ici avec la simulation forte, qui préserve strictement
les transitions, on retrouve exactement au niveau des relations binaires le
comportement initial de ces opérateurs, sur les processus.
Lemme 5.18. On a :
bidPc = idR
s
 idR bp̂c
s
 Î
bα.c
s
 idR b(νa)c
s
 b(νa)c
b|c
s
 b|c b+c
s
 idR
b!c
s
 b|cω ◦ (b!c ∪ idR)
Démonstration. Le cas de l’identité (idR) est immédiat ; dans chacun des
autres cas, on suppose deux relations binaires R,S et trois processus u, u′, v ∈
P tels que R  s S, u bcc(R) v et u
α−→ u′, et l’on doit trouver un processus
v′ tel que v α−→ v′ et u′ bc′c(S) v′.
bp̂c : u = v = p, u′ = p′ avec p α−→ p′. On prend v′ = p′, on a bien p′ I p′.
bα.c : u = α′.p α−→ u′, v = α′.q avec p R q. La seule règle de transition
pour un processus préfixé est [Prf], d’où α = α′ et u′ = p, et l’on a
donc v = α.q α−→ q, avec p idR(S) q, (rappelons que R  s S implique
R ⊆ S par définition).
b(νa)c : u = (νa)p α−→ u′, v = (νa)q avec p R q. La seule règle de
transition pour un processus restreint est [Res], d’où u′ = (νa)p′ où
p
α−→ p′ et α 6= a, a. Comme p R q, on obtient q′ tel que q α−→ q′ et
p′ S q′, et l’on vérifie que v α−→ v′ = (νa)q′, avec u′ b(νa)c(S) v′.
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b|c : u = p1|p2
α−→ u′, v = q1|q2 avec p1 R q1 et p2 R q2. Suivant les règles
d’inférence dans le cas d’une composition parallèle, il y a trois cas :
– [Parg] : u′ = p′1|p2 avec p1
α−→ p′1. Comme R  s S, on a q1
α−→ q′1
avec p′1 S q′1. On vérifie alors que v
α−→ v′ = q′1|q2 et u′ b|c(S) v′ (on
utilise là aussi le fait que R  s S ⇒ R ⊆ S, de telle sorte que l’on
a aussi p2 S q2).
– [Pard] : u′ = p1|p′2 avec p2
α−→ p′2, qui est identique au cas précédent.
– [Com] : u′ = p′1|p′2 avec p1
a−→ p′1, p2
a−→ p′2, et α = τ . On a q1
a−→ q′1
q2
a−→ q′2 avec p′1 S q′1 et p′2 S q′2 ; de telle sorte que v
τ−→ v′ = q′1|q′2 et
u′ b|c(S) v′.
b+c : u = p1 + p2
α−→ u′, v = q1 + q2 avec p1 R q1 et p2 R q2. Suivant les
règles d’inférence dans d’un somme, il y a deux cas :
– [Chxg] : u′ = p′1 avec p1
α−→ p′1. Comme R s S, on a q1
α−→ q′1 avec
p′1 S q
′
1. On vérifie alors que v
α−→ v′ = q′1 et u′ S v′.
– [Chxd] : u′ = p′2 avec p2
α−→ p′2, qui est identique au cas précédent.
b!c : u = !p α−→ u′, v = !q avec p R q. Il y a deux cas possibles, par le
lemme 5.17 :
1. u′ = !p|pk|p′|pk′ avec p α−→ p′. On en déduit q α−→ q′, avec p′ S
q′. On vérifie ensuite que l’on a bien v α−→ v′ = !q|qk|q′|qk′ , et
u′ b|ck+k
′+1 ◦ (b!c ∪ idR)(S) v′.
2. u′ = !p|pk|p0|pk
′ |p1|pk
′′ avec p a−→ p0, p
a−→ p1 et α = τ . On en dé-
duit q a−→ q0 et q
a−→ q1 avec p0 S q0 et p1 S q1. On vérifie alors que
v
τ−→ v′ = !q|qk|q0|qk
′ |q1|qk
′′ , où u′ b|ck+k
′+k′′+1 ◦ (b!c ∪ idR)(S)
v′. 
On déduit de ce lemme le résultat annoncé :
Théorème 5.19. La clôture Cccs est compatible avec s.
Démonstration. Dans le lemme précédent, toutes les fonctions vers lesquelles
progressent les éléments de Ci sont contenues dans Cccs. On peut donc ap-
pliquer la méthode des contextes initiaux (corollaire 5.12). 
La bisimilarité forte supporte donc la technique modulo contextes, pour
tous les contextes de CCS ; on obtient de plus le corollaire suivant (où l’on
appelle simplement congruence toute relation étant une congruence vis-à-vis
de Cccs) :
Corollaire 5.20. La bisimilarité forte est une congruence sur CCS.
Si la preuve du lemme 5.18 est relativement longue, c’est parce que nous
l’avons donnée dans les moindres détails : cette preuve pourrait être forma-
lisée dans l’assistant de preuve Coq [CH84] sans aucun problème : nous ne
raisonnons pas modulo congruence structurelle, et la façon dont on déduit la
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forme syntaxique des processus après chaque transition correspond très pré-
cisément à la façon dont on détruit une hypothèse inductive dans un outil
tel que Coq.
L’avantage de donner dans le lemme 5.18 les fonctions précises vers les-
quelles progressent les différentes fonctions est que l’on peut ensuite obte-
nir la compatibilité des fonctions de clôture par certains contextes seule-
ment. Par exemple, on a immédiatement que les fonctions (b|c ∪ idR)ω et
(b|c ∪ b!c ∪ idR)ω sont deux clôtures compatibles avec s. Cela peut être utile
lorsque l’on souhaite utiliser des techniques telles que le théorème 4.56, où
une condition de congruence doit être vérifiée entre la clôture utilisée et la
relation qui porte l’hypothèse de terminaison. Cela illustre aussi la modula-
rité de la méthode : si l’on devait rajouter au calcul une nouvelle construc-
tion, il suffirait pour étendre la technique modulo contexte et la preuve de
congruence de vérifier que la fonction associée à cette construction progresse
par
s
 vers une fonction obtenue à partir d’elle-même et des fonctions asso-
ciées aux autres contextes.
Comparaison avec l’approche de Sangiorgi
Nous donnons maintenant les grandes lignes de l’approche suivie par San-
giorgi [SW01], afin de la comparer à la nôtre. Notons Cm la restriction de
l’ensemble des contextes de CCS (Cccs) aux contextes monadiques et n’utili-
sant qu’une seule fois leur argument (i.e. ceux correspondant aux processus
dont une seule occurrence de 0 est numérotée par 1, et toutes les autres par
0). L’intérêt de cette sous-classe de contextes est qu’elle permet d’atteindre
la clôture Cccs, par transitivité : on a en effet les inclusions suivantes entre
fonctions
bCmc ( bCccsc ( bCmc?
(la première inclusion provient de l’inclusion ensembliste Cm ⊆ Cccs : tout
contexte monadique est un contexte polyadique. Pour la seconde, on utilise
la transitivité pour instancier une par une les occurrences numérotées du
contexte polyadique). Sangiorgi utilise ensuite la proposition 5.6, qui permet
de se ramener à prouver bCmc
s
 bCmc?, et d’éviter ainsi de manipuler des
contextes polyadiques. Il y a cependant deux inconvénients : bien que ce
soit plus simple qu’avec des contextes polyadiques, on doit toujours faire
une induction structurelle sur les contextes monadiques considérés ; mais
surtout, cette méthode ne passe pas au cas faible, où la proposition 5.6 n’est
plus valide (cette proposition repose sur la correction de modulo transitivité).
Notre approche résout ces deux problèmes : si les contextes initiaux ne sont
pas tous monadiques, ils restent bien plus simples que ces derniers et ne
nécessitent pas d’induction structurelle pour être analysés : ils correspondent
très précisément aux constructions syntaxiques du langage ; de plus comme
on utilise l’itération plutôt que la fermeture transitive, cette méthode s’étend
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sans problème au cas faible.
Notons par ailleurs que les contextes polyadiques ne peuvent pas être
évités lorsque l’on considère la réplication : le contexte réplicatif (!), qui est
à la fois initial et monadique, évolue par réduction en un contexte polyadique
(non initial). C’est pour ce contexte particulier que l’on utilise l’itération dans
notre preuve, ou la fermeture transitive dans celle de Sangiorgi, afin de se
ramener aux contextes que l’on est entrain d’observer.
5.3.2 Bisimilarité faible
Nous passons maintenant au cas de la bisimilarité faible. Cette équiva-
lence n’étant pas une congruence vis-à-vis de la somme (on a par exemple
a ≈ τ.a, mais pas a + b ≈ τ.a + b, car le dernier processus peut faire une
action silencieuse vers a, que ne sait pas mimer le processus a+ b), tous les
contextes ne peuvent pas être admis en tant que technique modulo. On com-
mence pour simplifier par ignorer la somme, que l’on rajoutera seulement
dans un second temps, à la section 5.3.4.
Définition 5.21 (Contextes initiaux de CCS, sans somme). On note C−i
l’ensemble Ci privé du contexte somme, et C−ccs la clôture associée :
C−i , {idP , |, !} ∪ {α. | α ∈ L} ∪ {(νa) | a ∈ L
v} ∪ {p̂ | p ∈ P}
C−ccs , bC−i c
ω
.
Cette définition nous donne naturellement l’ensemble des contextes de
CCS qui n’utilisent jamais un argument dans un sous-terme d’une somme.
Contrairement à ce qui est annoncé dans [SW01, lemme. 2.4.52], la clôture
C−ccs n’est pas compatible avec w : prenons par exemple R = {〈τ.a, a〉} ∪ I ;
bien que R w R, on n’a pas C−ccs(R) w C−ccs(R) : on ne peut pas répondre à
l’offre ci-dessous dans C−ccs(R) puisque !a ne peut pas bouger ; il nous faudrait
pouvoir réécrire ce processus en !a|a :
!τ .a
τ

b!c(R) !a
!τ .a|a ?
C’est possible modulo déroulage des réplications : comme le montre le lemme
suivant, cette opération est contenue dans la bisimilarité forte (∼). Il faudrait
donc corriger [SW01] en définissant la fonction de clôture par contextes mo-
dulo déroulage des réplications. Toutefois, la preuve, qui est déjà pénible du
fait que l’on doive manipuler des contextes polyadiques, deviendrait encore
plus pénible, et sujette à d’autres erreurs : il faut être capable de n’oublier
aucune des situations résultant d’un déroulage de réplications et de l’appli-
cation d’un contexte polyadique quelconque.
Le lemme suivant nous permettra de « dérouler » des réplications.
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Lemme 5.22. Pour tout processus p, on a !p | p ∼ !p.
Démonstration. Pour tout processus p, le singleton {〈!p | p, !p〉} est une bi-
simulation forte modulo réflexivité. 
On peut alors montrer les progressions de compatibilité suivantes :
Lemme 5.23. On a :
bidPc = idR
w
 idR bp̂c
w
 Î
bα.c
w
 idR b(νa)c
w
 b(νa)c
b|c
w
 b|c b!c
w
 C−ccs ·̂ ∼̂
Démonstration. La preuve ne diffère de celle du lemme 5.18 que par le cas de
la réplication, que nous détaillons. Soient R,S deux relations binaires telles
que R  w S, il nous faut montrer b!c(R)  w C−ccs(S) · ∼ . Supposons que
p R q et !p α−→ p′ ; d’après le lemme 5.17, il y a deux cas :
– p′ = !p|pk|p0|pk
′ avec p α−→ p0. Comme R
w
 S, on en déduit q bα=⇒ q0
avec p0 S q0 ; on distingue à nouveau deux cas :
– q α=⇒ q0, et on vérifie que !q
α=⇒ q′ = !q|qk|q0|qk
′ , où p′ C−ccs(S) q′.
– q = q0 (et α = τ), dans ce cas, !q ne peut pas bouger, c’est ici que
l’on doit raisonner modulo dépliage de la réplication : !q ∼ q′ =
!q|qk+1+k′ , et p′ C−ccs(S) q′ ∼ !q.
– p′ = !p|pk|p0|pk
′ |p1|pk
′′ avec p a−→ p0 et p
a−→ p1 (α = τ). Comme R
w
 S,
on en déduit q a=⇒ q0 et q
a=⇒ q1 avec p0 S q0 et p1 S q1. On vérifie alors
que !q τ=⇒ q′ = !q|qk|q0|qk
′ |q1|qk
′′ , où p′ C−ccs(S) q′. 
Mais on est sorti du cadre du corollaire 5.12 : la fonction C−ccs ·̂ ∼̂ n’est
pas contenue dans la clôture C−ccs. C’est ici que sert le corollaire 5.13 (qui
provient du théorème 5.8) : on montre que bC−i c est compatible avec w
modulo itération et bisimilarité forte :
Théorème 5.24. La fonction R 7→ ∼ ·C−ccs(R) ·∼ est une clôture compatible
avec w et id?X .
Démonstration. Soit g : R 7→ ∼ · R · ∼ ; g est une clôture, compatible avec
w par le lemme 3.19 et la proposition 3.17(2). Pour tout contexte c ∈ C−ccs,
on a bcc(∼) ⊆ Cccs(∼) = ∼, dont découle la compatibilité de bcc avec g.
On peut donc appliquer le corollaire 5.13 : dans le lemme précédent,
toutes les fonctions vers lesquelles progressent les fonctions associées aux
contextes de C−i sont contenues dans g◦C−ccs. La fonction g◦C−ccs est donc une
clôture compatible avec w. On vérifie ensuite aisément qu’elle est compatible
avec id?X . 
Dans ce cas particulier, la fonction qu’il nous faut utiliser pour compléter
la clôture est compatible ; si elle n’était que correcte, il faudrait utiliser la
seconde partie du théorème 5.8.
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R =
{
〈a, (νb)(b.a|b)〉, 〈b.a, b〉, 〈(νb)(b|b),0〉, 〈(νb)0,0〉
}
c : p 7→ (νb)(p|b)
b.a
b




R b
b
8
88
88
88
a R c[b.a] C−ccs(R) c[b] R 0
Figure 5.2 – La clôture C−ccs n’est pas wt-correcte.
5.3.3 Un résultat négatif
Le théorème précédent implique en particulier la correction de la clô-
ture C−ccs pour w. De manière assez surprenante, cette clôture n’est pas cor-
recte pour wt, la génératrice des simulations faibles qui autorise modulo
transitivité lors des offres visibles. Un contre-exemple 1 est donné sur la fi-
gure 5.3.3, où R n’est pas contenue dans la wt-similarité (≈) bien que R soit
une (wt ◦ C−ccs)-simulation.
Lorsque l’on considère la preuve, le problème apparaît avec l’opérateur
de mise en parallèle : on n’a pas b|c
wt
 C−ccs. Intuitivement, comme la com-
position parallèle est capable de « transformer » deux actions visibles en une
action silencieuse, elle ramène la transitivité des offres visibles – où elle est
autorisée par wt – vers les offres silencieuses – où elle ne l’est pas. Plus pré-
cisément, on se retrouve bloqué dans le cas d’une communication, lorsque
l’on doit montrer que R  wt S implique b|c(R)  wt C−ccs(S) : en utilisant
les notations de la preuve du lemme 5.18, on a u′ = p′1|p′2 avec p1
a−→ p′1,
p2
a−→ p′2, et α = τ ; cependant, l’hypothèse R wt S donne q1
a=⇒ q′1 q2
a=⇒ q′2
avec p′1 S? q′1 et p′2 S? q′2 (plutôt que p′1 S q′1 et p′2 S q′2 avec la génératrice
w) ; on a donc v τ=⇒ v′ = q′1|q′2 avec u′ b|c(S?) v′ ; mais comme on répond à
une offre silencieuse, il nous faudrait prouver que u′ b|c(S) v′.
Ce contre-exemple montre qu’il existe un compromis entre la possibi-
lité d’utiliser modulo contexte, et celle d’utiliser modulo transitivité lors
des offres visibles. Plus généralement, comme annoncé à la section 2.2.2, on
s’aperçoit à nouveau qu’à deux fonctions générant la même similarité (w et
wt génèrent toutes deux ≈) peuvent correspondre des fonctions compatibles
ou correctes complètement différentes ; de plus on retrouve le fait que la si-
milarité soit close par une fonction ne suffit pas à ce que cette fonction soit
correcte : la bisimilarité faible est close par C−ccs.
Notons toutefois qu’une partie des techniques modulo contexte est com-
1. Ce contre-exemple provient d’un phénomène similaire découvert par Davide San-
giorgi, dans le cadre du λ-calcul [San06].
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patible avec wt ; contrairement à ce que pourrait laisser penser le contre-
exemple de la figure 5.3.3, modulo restriction, qui prend une importance
particulière dans le cas du π-calcul, ne pose par exemple aucun problème :
on a b(νa)c
wt
 b(νa)c.
Ce contre-exemple montre aussi que du point de vue des techniques
modulo, la bisimilarité faible diffère de la « bisimilarité forte sur le LTS
faible » (remarque 3.14) : la relation R de la figure 5.3.3 satisfait aussi
∀α, bα⇐= · R ⊆ C−ccs(R)? · bα⇐= ; ce qui en fait une simulation forte modulo
contexte et transitivité, dans le LTS faible. Si l’on reprend la preuve de
modulo contexte dans cette optique, le problème survient aussi avec la com-
position parallèle : on n’a plus b|c
s
 b|c lorsque l’on considère les transi-
tions faibles, mais pas pour les mêmes raisons que précédemment. Supposons
R
s
 S, p1 R q1, p2 R q2, et p1 | p2
bα=⇒ p′ ; il nous faut trouver q′ tel que
q1 | q2
bα=⇒ q′ et p′ S q′. Le problème est que la transition faible qu’effectue
p1 | p2 peut provenir de deux séquences presque arbitraires de transitions de
p1 et p2 (par exemple, si p1
a=⇒ p′1
b=⇒ p′′1 et p2
a=⇒ p′2, on a p1 | p2
b=⇒ p′′1 | p′2).
Du coup, le fait de savoir R  s S ne suffit pas pour pouvoir mimer ces
séquences du coté droit : seules les premières transitions visibles (faibles) de
p1 et p2 sont contrôlées (on obtient q′1 et q′2 tels que q1
a=⇒ q′1, q2
a=⇒ q′2, p′1 S q′1
et p′2 S q′2, mais on n’a pas d’information pour obtenir q′′1 tel que q′1
b=⇒ q′′1 et
p′′2 S q
′′
2).
5.3.4 Ajout de la somme
Le fait que la bisimilarité faible ne soit pas close par l’opérateur de choix
(+) n’est qu’une « petite irrégularité » : cette équivalence est « presque une
congruence », et il est facile de contourner le problème, notamment pour ce
qui est des techniques modulo contexte. Nous montrons rapidement comment
s’y prendre en utilisant notre méthode.
Regardons tout d’abord pourquoi la preuve échoue : reprenons comme
précédemment R = {〈τ.a, a〉}∪I ; bien que R w R, on n’a pas b+c(R) w
Cccs(R) : l’offre ci-dessous n’admet pas de réponse puisque a+ b ne peut pas
choisir silencieusement a :
τ.a+ b
τ

b+c(R) a+ b
a ?
Comme précédemment pour la réplication, le problème est en quelque sorte
dual de celui de la transitivité : c’est le fait que le processus de droite ne
réponde pas suffisamment de transitions silencieuses qui est problématique.
178 Chapitre 5. Techniques modulo contexte
Nous verrons en particulier que ce problème ne se pose plus avec la bisimu-
lation progressive.
L’idée standard [SW01] consiste à d’interdire les contextes qui utilisent
leur arguments en position dégénérée, c’est-à-dire directement en tant qu’opé-
rande d’une somme. On appelle donc contexte non dégénéré tout proces-
sus numéroté dont toute occurrence de 0 apparaissant directement en tant
qu’opérande d’une somme est étiquetée par 0. Pour les contextes initiaux,
cette idée se traduit par la définition suivante :
Définition 5.25 (Contextes initiaux non dégénérés). Pour tous n ∈ N,
r ∈ P, et α1, . . . , αn ∈ L, on définit le contexte initial non dégénéré suivant :
r + Σni αi. : p1, . . . , pn 7→ r + (α1.p1 + (· · ·+ (αn.pn) . . . )) .
On note Cndi l’ensemble Ci où l’on remplace le contexte somme par l’ensemble
des contextes précédemment définis, et on appelle clôture par les contextes
non dégénérés de CCS la fonction Cndccs , bCndi c
ω .
Cndi , C
−
i ∪ {r + Σ
n
i αi. | n ∈ N , r ∈ P, α1, . . . , αn ∈ L} .
Notons que l’on n’obtient pas tout à fait l’ensemble des contextes non
dégénérés (bCndi c) avec Cndccs : il faudrait définir les contextes initiaux non
dégénérés modulo associativité et commutativité de la somme (par exemple,
on ne capture pas le contexte p 7→ τ.p+ a). Ce n’est cependant pas restrictif
puisque l’on doit de toute façon composer cette clôture avec la fonction
R 7→ ∼ · R · ∼ qui permet, entre autres, de raisonner modulo ces lois de
congruence structurelle.
Théorème 5.26. La fonction R 7→ ∼ ·Cndccs(R) ·∼ est une clôture compatible
avec w et id?X .
Démonstration. On a br + Σni αi.c
w
 id=R ; il suffit ensuite de reprendre la
preuve du théorème 5.24. 
5.3.5 Expansion, élaboration et bisimilarité progressive
Les techniques modulo contexte que nous venons d’étudier pour les bi-
similarités fortes et faibles s’adaptent très naturellement à l’ensemble des
préordres et équivalences intermédiaires. Le théorème suivant récapitule l’en-
semble des résultats de compatibilité ainsi obtenus ; nous ne donnons pas les
preuves détaillées, qui sont presque identiques aux précédentes ; nous souli-
gnons simplement les particularités.
Théorème 5.27. 1. La clôture Cccs est compatible avec s, p et id?X .
2. La clôture R 7→ ∼ · Cndccs(R) · ∼ est compatible avec s, e, p, w et id?X .
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Démonstration. La compatibilité avec id?X s’obtient dans les deux cas via la
proposition 5.14.
1. On a déjà démontré la compatibilité avec s (théorème 5.19), la preuve
pour p est identique. Il n’y a notamment pas de problème avec la
somme et la réplication : cette génératrice demande au processus de
répondre toujours au moins une action, ce qui empêche les deux situa-
tions pathologiques.
2. On a déjà démontré la compatibilité avec w (théorème 5.26) ; la preuve
pour l’expansion est identique (le fait de répondre au plus une action
ne permet pas de se passer du raisonnement modulo ∼) ; le cas des
deux autres génératrices ne découle pas du point précédent, mais leurs
preuves reviennent au même. 
En utilisant la proposition 2.56, on obtient donc des techniques modulo
contexte pour chacun des préordres ou équivalences combinant un jeu de
gauche à droite et un jeu de droite à gauche, ainsi que les propriétés de
congruence suivantes :
Corollaire 5.28. Dans CCS, la bisimilarité forte (∼) et la bisimilarité pro-
gressive (') sont des congruences ; l’expansion (%), la bi-expansion (),
l’élaboration (v) et la bisimilarité faible (≈) sont closes par les contextes
non dégénérés.
Ce dernier corollaire fournit un résultat annoncé au chapitre précédent :
lorsque l’on souhaite utiliser l’élaboration en tant que relation contrôlée (co-
rollaire 4.47), et que l’on veut la combiner à modulo contexte (corollaire 3.49),
la condition entre la relation contrôlée et la clôture compatible est déjà sa-
tisfaite : on a
∼ · Cndccs(v) · ∼ ⊆ ∼ ·v · ∼ ⊆ v ·v ·v ⊆ v .
La congruence de la bisimilarité progressive mène à un résultat de Mon-
tanari et Sassone [MS92c] :
Corollaire 5.29. Dans CCS, la bisimilarité progressive est la plus grande
bisimulation faible qui soit en même temps une congruence.
Démonstration. On vient d’établir que ' est une congruence ; c’est une bi-
simulation faible par la proposition 3.12.
Il nous faut donc simplement montrer que toute bisimulation faible qui est
une congruence est contenue dans ' ; il suffit pour cela que toute simulation
faible qui est une congruence soit une simulation progressive. Soit R une
telle simulation faible. Le seul cas non trivial à traiter est celui d’une offre
silencieuse, où les définitions de simulation faible et progressive diffèrent :
soit p, p′, q tels que p R q, p τ−→ p′ et p′ R q′, nous devons trouver q′ tel que
p′ R q′ et q τ=⇒ q′. Soit pour cela a ∈ Lv une étiquette quelconque. Comme R
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est une congruence, on a a+p R a+q ; comme c’est une simulation faible, on
en déduit l’existence d’un processus q′ tel que a+ q bτ=⇒ q′ et p′ R q′. Comme
τ 6= a, on a nécessairement q τ=⇒ q′. 
Notons pour l’anecdote que la preuve donnée dans [MS92c] de la pre-
mière partie de ce résultat (la bisimulation progressive est une congruence)
est fausse : elle s’appuie sur la technique « faible modulo transitivité » pour
traiter le cas de la récursion. Le passage par les contextes initiaux et l’itéra-
tion fonctionnelle nous évite ce faux pas.
5.4 Formats de règles
Nous concluons ce chapitre en citant quelques travaux qui pourraient
nous permettre de développer un peu plus la méthode des contextes initiaux.
Plusieurs « formats » de règles ont été définis dans la littérature, qui per-
mettent d’assurer que la bisimilarité forte correspondant aux LTS ainsi obte-
nus est une congruence : de Simone [dS85], GSOS [BIM95], tyft/tyxt [GV92],
panth [Ver95], etc. . . Comme on vient de le voir, en déduire des techniques
modulo contexte peut s’avérer plus délicat : avoir une congruence ne suffit
pas pour avoir des techniques modulo contexte, cela dépend de la génératrice
considérée, pas seulement de son plus grand point fixe.
Sangiorgi a montré que l’on obtenait automatiquement des techniques
modulo contexte dans un cas particulier du format de Simone [San98]. En
utilisant un résultat de Fokkink et Glabbeek [FvG96], qui permet de ramener
l’étude du format tyft/tyxt à celle d’un format plus simple (appelé « arbre »),
nous pourrions utiliser la méthode des contextes initiaux et montrer facile-
ment que l’on obtient aussi des techniques modulo avec le format tyft/tyxt.
Nous envisageons d’étudier si ce genre de résultats peut s’étendre au cas
faible ; cependant, l’irrégularité que l’on a décelée avec l’opérateur de répli-
cation, et qui nous force à raisonner modulo ∼, nous semble assez difficile a
traiter de façon générique.
Chapitre 6
Etude d’un modèle d’exécution
pour les calculs distribués
Nous illustrons dans ce chapitre l’utilisation des techniques modulo pré-
sentées au chapitres 3 et 4, en prouvant la correction de deux implantations
possibles d’un modèle d’exécution pour des processus distribués. La pre-
mière est relativement simple, de telle sorte que les techniques standard, qui
reposent sur l’expansion, sont suffisantes ; au contraire, la seconde, qui est
essentiellement une optimisation de la première, requiert des techniques plus
poussées.
Cet exemple provient de notre travail de DEA [HPS05], où l’on a prouvé
la correction d’une optimisation de la Pan, une machine abstraite définie
par Sangiorgi et Valente [SV01], permettant d’exécuter de manière distri-
buée le calcul des Safe Ambients [LS00]. Ici, nous avons retiré tout ce qui
était spécifique aux ambients : il ne reste qu’un modèle d’exécution, qui nous
permettrait en particulier de programmer la Pan (ainsi, lorsque l’on optimise
le modèle d’exécution, on optimise en particulier la Pan). Si l’on retire de la
même manière tout ce qui a trait aux ambients dans l’implantation que nous
avons écrite pour la GcPan [Pou05a], on obtient une librairie OCaml per-
mettant d’écrire des programmes distribués ; optimiser le modèle correspond
à optimiser cette librairie.
Pour rendre compte de la possibilité de distribuer l’exécution sur plu-
sieurs machines physiques, ce modèle définit une notion de localité (une en-
tité logique indépendante, pouvant héberger des calculs), et procède unique-
ment par échange asynchrone de messages entre ces différentes localités. Les
processus hébergés dans les différentes localités s’exécutent ainsi indépen-
damment les uns des autres, de façon asynchrone. L’une des particularités
du calcul des Safe Ambients est la primitive, emblématique, de migration :
un processus peut se déplacer de localité en localité. On retrouve donc natu-
rellement cette primitive dans notre modèle d’exécution. Comme les localités
(logiques), peuvent être arbitrairement distribuées sur diverses machines (lo-
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calités physiques), cela nécessite l’introduction de messagers (« forwarders »
en anglais), dont le rôle est de transmettre tout message atteignant une loca-
lité d’où un processus vient de migrer vers la localité où ce dernier a migré.
Le comportement naïf de ces messagers est inefficace : lorsqu’un pro-
cessus migre plusieurs fois, il laisse derrière lui une chaîne de messagers,
dont le comportement devient de moins en moins efficace. Plus le processus
« s’éloigne », plus la longueur de la chaîne ralentit l’acheminement des mes-
sages, et plus elle génère de trafic sur le réseau. D’autre part, les messagers
deviennent souvent inutiles, par exemple lorsque tous les processus se sont
rendus compte de la migration du processus concerné, et qu’ils envoient leurs
messages directement vers la bonne destination.
L’optimisation que l’on a définie pour la Pan a consisté d’une part à
définir un algorithme distribué de contraction des chaînes de messagers (res-
semblant à l’algorithme « union-find » de Tarjan), et d’autre part à installer
un mécanisme de compteurs, permettant de retirer les messagers après qu’il
sont devenus inutiles. La partie « nettoyage » de cette optimisation est très
spécifique à la Pan : la façon dont on s’assure que les compteurs peuvent
être tenus à jour de manière distribuée dépend fortement de l’algorithme
utilisé dans la Pan pour interpréter les primitives des Safe Ambients. Au
niveau du modèle d’exécution plus abstrait sur lequel on se focalise, nous
nous contentons donc de définir et valider l’algorithme de contraction des
chaînes de messagers.
Bien que l’on présente ici ces travaux pour illustrer l’utilisation de nos
nouvelles techniques modulo, la définition et l’étude de tels modèles d’exé-
cution est relativement importante en soi : de nombreux calculs incluant des
primitives de distribution et de mobilité on été proposés ces dernières années
(Join [FFMS02], Dπ [Hen07], Nomadic pict [US01], Kells [SS04], Mobile am-
bients [CG98], Klaim [NFP98], Seals [CN02], etc), dans l’idée d’établir un
fondement théorique pour des langages de programmation plus généraux.
Mais l’expressivité fournie par les primitives qui sous-tendent ces modèles
pose réellement la question de leur implantabilité dans les systèmes distri-
bués (physiquement). Le modèle que nous présentons ici est réaliste de ce
point de vue : nous avons implanté de façon distribuée la Pan et son opti-
misation (la GcPan), en OCaml [LW85], ce qui nous a permis de comparer
de façon empirique les deux versions de la machine [Pou05a].
Nous commençons par spécifier le modèle d’exécution à l’aide de la notion
de LTS (section 6.1) ; nous définissons et validons ensuite une première im-
plantation (section 6.2), puis nous étudions son optimisation à la section 6.3.
6.1 Les LTS comme outil de modélisation
Nous décrivons maintenant un peu plus précisément la méthodologie que
l’on va employer pour définir le modèle d’exécution. Nous voulons représenter
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l’exécution d’une collection de processus, distribués selon un ensemble de
localités, où chaque processus peut :
– évoluer par lui-même, indépendamment des processus hébergés par les
autres localités ;
– envoyer des messages à chacun des autres processus, identifiés par leur
localité (une localité a intuitivement le rôle d’une adresse) ;
– recevoir ces messages ;
– démarrer de nouveaux processus, dans de nouvelles localités ;
– migrer (déménager) vers une localité existante, et y recevoir les mes-
sages envoyés à l’ancienne adresse.
On abstrait sur la structure des processus en les représentant par les états
d’un LTS quelconque, dont les étiquettes correspondent aux primitives pré-
cédentes. L’ensemble de ces processus, avec l’ensemble des messages qu’ils
peuvent échanger, sont ainsi des paramètres du modèle d’exécution. Nous ne
faisons aucune hypothèse sur le comportement des processus ni sur la nature
des messages qu’ils échangent. Les messages peuvent notamment contenir
des localités, des noms ou des processus, de telle sorte que l’ordre supérieur
et la mobilité des liens (telle qu’elle est présente dans le π-calcul) sont im-
plicitement autorisés. De même les processus peuvent être séquentiels ou
concurrents, selon les possibilités fournies par les localités considérées.
En définissant des étiquettes complémentaires à celles des processus, on
obtient une famille de LTS, que nous appelons modèles, dont les états sont
appelés réseaux (le terme « modèle » est très générique, nous l’entendons
implicitement comme dans «modèle d’exécution » ou «modèle de réseaux »).
Ces étiquettes correspondent aux réactions du réseau vis-à-vis des requêtes
des processus. D’un point de vue « programmation », elles forment l’interface
d’une librairie, à laquelle les processus peuvent être « liés ». Avant de définir
le « corps » de telles librairies, nous montrons comment y lier les processus, en
définissant une opération de composition de deux LTS, l’un étant le modèle
et l’autre l’ensemble des processus. Intuitivement, le LTS composite que l’on
obtient exécute les processus de manière concurrente, et réagit aux requêtes
de ces derniers : transmettre un message, créer une nouvelle localité , etc. . .
Cette approche nous permet de séparer complètement l’étude des processus
de celle des réseaux : la bisimilarité faible, comme les autres équivalences
comportementales, est préservée par cette construction (proposition 6.4).
On peut ensuite étudier plusieurs implantations possibles : il suffit de dé-
finir des LTS concrets, qui décrivent réellement le comportement du réseau,
et pas seulement son interface. Nous commençons par définir une spécifica-
tion, en donnant un modèle de référence, qui décrit de façon relativement
directe le comportement attendu d’un réseau mais ne peut pas être implanté
directement de façon distribuée. Nous définissons ensuite un modèle simple,
qui correspond à une implantation distribuée relativement simpliste et que
nous raffinons ensuite en un modèle optimisé où les chaînes de messagers sont
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contractées. Nous montrons que les réseaux des trois modèles sont faiblement
bisimilaires, ce qui valide l’implantation et son optimisation.
On aura besoin de pouvoir parler facilement de différents LTS dont les
étiquettes ne sont pas toujours les mêmes. On introduit pour cela la définition
suivante, qui correspond bien à la définition 3.8 dans le cas d’une algèbre
relationnelle propre :
Définition 6.1 (Système de L-transitions (L-TS)). Soit L un ensemble d’éti-
quettes. Un système de L-transitions (L-TS) est un couple 〈P, ↪−→〉 où P est
un ensemble arbitraire d’états, appelé domaine, et ↪−→ ⊆ P × L × P un
ensemble de transitions étiquetées par L.
On notera p ↪α−→ p′ lorsque 〈p, α, p′〉 ∈ ↪−→ .
6.1.1 Interface du modèle d’exécution
Pour décrire le modèle d’exécution, il nous faut tout d’abord nommer
les « primitives » que l’on souhaite fournir aux processus à exécuter. On se
donne pour cela :
– un ensemble H de localités, dont les éléments seront notés h, k . . . ;
– un ensemble de messages élémentaires, dont les multi-ensembles finis
forment des messages m,n . . . , appartenant à un ensemble notéM ;
– un ensemble d’actions locales L (contenant l’action distinguée τ), no-
tées α, β . . . comme aux chapitres précédents ;
– un ensemble P de processus p, q . . . ; ceux que l’on souhaite exécuter.
Puis on définit l’ensemble Lp des actions des processus par la grammaire
suivante :
δ ::= α (action locale)
| h〈m〉 (émission d’un message)
| (m) (réception d’un message)
| . h (migration)
| νh[p] (création d’une localité)
On fixe alors un Lp-TS de domaine P, qui définit les transitions des proces-
sus : 〈P, ↪−→〉. Les actions de ces processus correspondent aux primitives que
l’on a présentées plus haut : α correspond à une transition locale et indépen-
dante d’un processus, h〈m〉 à l’émission d’un message m vers la localité h,
(m) à la réception d’un message m, . h à la migration vers une localité h,
et νh[p] au déploiement d’un processus p dans une nouvelle localité h.
Un processus distribué est une fonction de H dans P, à support fini, que
l’on notera de la façon générique suivante :
h1 : p1, . . . , hn : pn .
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[Loc⊗]
p ↪
α−→ p′
U ⊗D,h : p α7→ U ⊗D,h : p′
[Int⊗]
U
τ−→ U ′
U ⊗D τ7→ U ′ ⊗D
[Snd⊗]
U
k〈m〉−−−→ U ′ p ↪k〈m〉−−−→ p′
U ⊗D,h : p τ7→ U ′ ⊗D,h : p′
[Rcv⊗]
U
h(m)−−−→ U ′ p ↪(m)−−→ p′
U ⊗D,h : p τ7→ U ′ ⊗D,h : p′
[New⊗]
U
νk−→ U ′ p ↪νk[q]−−−→ p′
U ⊗D,h : p τ7→ U ′ ⊗D,h : p′, k : q
[Mig⊗]
U
h.k−−→ U ′ p ↪.k−→ p′
U ⊗D,h : p τ7→ U ′ ⊗D
Figure 6.1 – Transitions du LTS composite.
Dans ce cas, on dira que le processus pi est hébergé par la localité hi (ou en
hi). L’ensemble des processus distribués, dont les éléments sont notés D, est
noté DP. Afin de représenter l’exécution d’un processus distribué, on définit
une notion de réseau, et on montre comment composer un tel réseau avec un
processus distribué.
Définition 6.2 (Modèle, réseau). Un modèle est un Lr-TS, où Lr est l’en-
semble des actions du réseau, définies ci-dessous ; un réseau est un état d’un
modèle. Les réseaux seront dénotés par U, V . . .
µ ::= τ (action silencieuse, interne)
| h〈m〉 (émission d’un message)
| h(m) (réception d’un message)
| h . k (migration)
| νh (création d’une localité)
Les actions du réseau correspondent étroitement aux actions des proces-
sus : ces actions sont appariées afin de définir le LTS composite ci-dessous,
qui décrit l’exécution d’un processus distribué dans un réseau arbitraire.
Définition 6.3 (Composition d’un réseau avec un processus distribué). Soit
〈U ,−→〉 un modèle. On appelle L-TS composite le L-TS 〈U × DP, 7→〉 où la
relation 7→ est définie par les règles d’inférence de la figure 6.1 (les éléments
du domaine sont notés U ⊗D).
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Par la règle [Loc⊗], un processus peut évoluer indépendamment des
autres ; de manière similaire, le réseau peut effectuer des transitions silen-
cieuses grâce à la règle [Int⊗]. Un processus hébergé en h peut envoyer un
message vers la localité k par la règle [Snd⊗], et recevoir des messages par
la règle [Rcv⊗]. La règle [New⊗] permet à un processus hébergé en h de
lancer l’exécution d’un processus q dans une nouvelle localité, k. Enfin, par
la règle [Mig⊗], un processus hébergé en h peut « migrer » vers une localité
k. Cette dernière règle peut surprendre, puisque la « continuation » (p′) du
processus qui migre est perdue, au lieu d’être relancée dans la nouvelle loca-
lité (k). Ce n’est pas restrictif, puisque cette continuation peut être envoyée
par un message avant la migration, et cela nous permet de ne pas avoir à sup-
poser une opération de composition sur les processus (sans cela, il faudrait
pouvoir faire cohabiter la continuation et le processus déjà hébergé en k).
De même, le fait de ne pouvoir migrer que vers des localités existantes n’est
pas gênant : un processus peut toujours créer une nouvelle localité avant d’y
migrer.
Les seules transitions visibles du LTS composite proviennent des proces-
sus, par la règle [Loc⊗]. Le réseau n’interagit donc pas avec « l’extérieur », et
ne peut être observé qu’indirectement, par son interaction avec le processus
distribué.
Remarquons que la communication est effectuée par unification (la règle
[Rcvs] demande que le réseau et le processus s’accordent sur un même mes-
sage, m) ; ceci impose implicitement une sémantique précoce (« early » en
anglais [SW01]) aux processus. Adapter cette règle afin de supporter une
sémantique retardée (« late ») des processus est immédiat, mais cela suppose
de définir une notion de substitution sur les processus. Remarquons aussi
que bien que l’on échange des multi-ensembles de messages (cela simplifie les
notations dans la suite), le fait d’avoir une sémantique précoce permet à un
processus de décider de ne recevoir que des messages élémentaires.
Comme l’exprime la proposition suivante, l’avantage principal de cette
approche, où les processus sont complètement séparés du modèle, est que
l’on peut étudier les deux entités indépendamment. On pourra donc dans la
suite ne s’intéresser qu’aux modèles.
Proposition 6.4. Soient U, V deux réseaux, p, q deux processus et D un
processus distribué.
– Si U ≈ V , alors U ⊗D ≈ V ⊗D .
– Si p ≈ q , alors U ⊗D,h : p ≈ U ⊗D,h : q .
Démonstration. On démontre d’abord que pour tous réseaux U,U ′, processus
p, p′, processus distribué D, et localité h, on a :
– U τ−→
?
U ′ implique U ⊗D τ7→
?
U ′ ⊗D , et
– p ↪τ−→
?
p′ implique U ⊗D,h : p τ7→
?
U ⊗D,h : p′ .
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On vérifie ensuite facilement que les deux relations ci-dessous sont des bisi-
mulations faibles :
R1 , {〈U ⊗D, V ⊗D〉 | ∀U, V, U ≈ V } ,
R2 , {〈U ⊗D,h : p, U ⊗D,h : q〉 | ∀U, p, q, p ≈ q} ∪ I . 
Notons que cette proposition reste vraie pour les préordres comporte-
mentaux plus forts (expansion, élaboration, bisimilarité forte, etc. . .)
Remarque 6.5 (Russel). Un point important de la proposition précédente est
que les deux réseaux U et V n’ont pas besoin d’appartenir au même modèle :
un réseau est un couple état-modèle, bien que l’on ait pris soin de ne pas
rendre ceci explicite dans la définition 6.2. Mais un problème se cache derrière
cet abus de notation, qui nécessite quelques explications. On mentionne en
effet dans la proposition 6.4 la bisimilarité faible, en tant que relation binaire
entre les réseaux. Or la bisimilarité, telle qu’on l’a définie au chapitre 3, est
une relation binaire entre les états d’un même LTS.
Pour résoudre ce problème on pourrait être tenté de définir un modèle
« universel », capable de représenter tous les modèles à l’aide d’un seul espace
d’états. En effet, en considérant la règle d’inférence suivante, la collection
des réseaux peut naturellement être équipée de transitions étiquetées : cette
règle permet d’injecter les transitions entre les états de tout modèle vers des
transitions entre réseaux :
U ↪
µ−→ U ′
〈U, 〈P, ↪−→〉〉 µ−→ 〈U ′, 〈P, ↪−→〉〉
Mais on a ici un problème de taille : un réseau (un couple état-modèle) étant
à peu près un ensemble quelconque, la collection des réseaux ne peut pas être
un ensemble (la règle précédente montre qu’il s’appartiendrait lui-même).
Il nous faut donc être moins ambitieux, et considérer ici la bisimilarité
dans le modèle obtenu comme l’union disjointe des cinq modèles que nous
définirons par la suite. Le champ d’application de la proposition 6.4 est donc
implicitement restreint à ces cinq modèles.
6.1.2 Spécification du comportement attendu
La notion de modèle ne spécifie pas le comportement des réseaux, mais
seulement leur interface. Afin de spécifier le comportement attendu, on dé-
finit un modèle de référence, qui nous permettra ensuite de valider les deux
implantations, en montrant qu’elles lui sont faiblement bisimilaires.
Trois catégories de réseaux sont définis sur la figure 6.2 ; dans un pre-
mier temps, on ne considère que les réseaux de référence : les deux autres
extensions de cette syntaxe correspondent aux deux implantations et se-
ront étudiées plus tard. On raisonne implicitement modulo la commutativité
188 Chapitre 6. Etude d’un modèle d’exécution pour les calculs distribués
Réseaux :
de référence simples optimisés
U ::= 0
| U | U
| h[m]
| h . k
U ::= 0
| U | U
| h[m]
| h . k
| h〈m〉
U ::= 0 (réseau vide)
| U | U (composition parallèle)
| h[m] (localité réelle)
| h . k (messager)
| h〈m〉ek (message en attente)
| h7 (messager bloqué)
| h〈.k〉 (message de relocalisation)
Figure 6.2 – Syntaxe des réseaux de référence, simples et optimisés.
et l’associativité de la composition parallèle, qui admet 0 comme élément
neutre :
U | V = V | U U | (V |W ) = (U | V ) |W 0 | U = U
Un réseau de référence est donc plus simplement un multi-ensemble fini dont
chaque élément est
– soit une localité réelle (h[m]) contenant un messagem (rappelons qu’un
message est en fait une collection de messages élémentaires) – intuitive-
ment, dans le L-TS composite (définition 6.3), les processus s’exécutent
dans de telles localités ;
– soit un messager (h . k), dont le rôle est de rediriger tout message
arrivant en h vers k.
Les localités représentent intuitivement des entités indépendantes, héber-
geant des agents, qu’il nous faut être capable d’identifier de manière unique.
C’est ce qui est exprimé par la propriété de bonne formation suivante :
Définition 6.6 (Localité définie, bonne formation). Soit U un réseau de
référence.
– Une localité h ∈ H est définie par U lorsqu’il existe m,V, k tels que
U = h[m] | V ou U = h . k | V . On note l(U) l’ensemble des localités
définies par U .
– U est bien formé si toute localité est définie au plus une fois (i.e., si
elle y apparaît au plus une fois, comme une localité réelle ou comme
la source d’un messager), et si pour tout messager h . k qu’il contient,
la localité k est définie.
Un réseau bien formé pourrait donc être défini comme une fonction as-
sociant un agent à chacun des éléments d’une partie finie de H. On préfère
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h
h1
h3 h4
h2
h′
h′1 k2k3
k4
k1
Figure 6.3 – Un réseau de référence générique.
cependant notre syntaxe explicitement concurrente, qui est plus intuitive, et
plus facile à manipuler.
Remarquons que notre définition de bonne formation n’interdit pas les
cycles de messagers (nous expliquons plus bas pourquoi) ; la figure 6.3 repré-
sente ainsi un réseau bien formé, qui contient deux localités réelles (h et h′),
vers lesquelles pointent deux forêts de messagers (les hi et h′1), ainsi qu’un
cycle de messagers (k1, k2) vers lequel pointe une autre forêt de messagers
(k3 et k4). Selon la terminologie introduite ci-dessous, les localités hi ad-
mettent h comme destination, et les localités kj sont perdues. On dénote
dans la suite par Πi∈I Ui la composition parallèle d’une famille de réseaux
(Ui)i∈I .
Définition 6.7 (Destination, localité perdue). Soit U un réseau de référence
bien formé. La destination d’une localité h dans U est la localité k s’il existe
l,m, V et (hi)i≤l avec h = h0, k = hl tels que :
U = V | Πi<l hi . hi+1 | hl[m] ;
elle est indéfinie sinon. Une localité perdue dans U est une localité définie par
U dont la destination est indéfinie. On note lp(U) l’ensemble des localités
perdues de U .
Notons que la bonne formation assure l’unicité des destinations. Intuiti-
vement une localité est perdue lorsqu’elle fait partie d’un cycle de messagers,
ou lorsqu’elle pointe vers un tel cycle. Dans la suite, nous dénotons par m;n
la concaténation de deux messages m et n (ce sont des multi-ensembles de
messages élémentaires, on en prend simplement la somme). On peut mainte-
nant définir les transitions des réseaux de référence ; nous les décrivons plus
bas.
Définition 6.8 (Modèle de référence). Le modèle de référence est 〈Ur,−→r〉,
où Ur est l’ensemble des réseaux de référence bien formés, et −→r est définie
par les règles d’inférence de la figure 6.4.
Le lemme suivant valide la définition, et nous permet de ne considérer
que des réseaux bien formés dans la suite.
Lemme 6.9. La bonne formation est préservée par −→r , i.e., si U
µ−→r U ′
et si U est bien formé, alors U ′ est bien formé. 〈Ur,−→r〉 est donc un Lr-TS.
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[Rcv]
h[m;n] | U h(m)−−−→r h[n] | U
[Snd]
h[n] | U h〈m〉−−−→r h[m;n] | U
[Kil]
U
h〈m〉−−−→r U
h ∈ lp(U) [Fwd]
h . k | U k〈m〉−−−→r U ′
h . k | U h〈m〉−−−→r U ′
[New]
U
νh−→r h[∅] | U
h 6∈ l(U) [Mig]
h . k | U k〈m〉−−−→r U ′
h[m] | U h.k−−→r U ′
Figure 6.4 – Transitions des réseaux de référence.
On décrit maintenant les transitions des réseaux de référence (figure 6.4) :
lorsqu’une localité réelle contient un message m, il peut être reçu par le pro-
cessus qu’elle héberge par la règle [Rcv]. Quand un message est envoyé vers
une localité réelle il est ajouté aux messages de cette dernière (règle [Snd]) ;
par la règle [Kil], tout message envoyé vers une localité perdue disparaît
simplement (il est pris dans un cycle de messagers). Enfin lorsqu’un message
atteint une localité hébergeant un messager h . k, il est redirigé vers k par
la règle [Fwd]. La règle [New] permet d’ajouter une localité réelle, pourvu
qu’elle ne soit pas déjà définie. Finalement, une localité réelle h[m] peut mi-
grer vers une localité définie (k) par la règle [Mig] ; dans ce cas, le message
m est tout d’abord transmis à k (m contient les messages élémentaires qui
ont atteint h, mais que le processus hébergé en h n’a pas encore consommés),
puis la localité réelle est remplacée par un messager h . k.
Remarquons que du fait de la bonne formation, les transitions sont dé-
terministes : si U µ−→r U1 et U
µ−→r U2, alors U1 = U2, et que ce modèle
de référence est plutôt « haut-niveau » : il n’utilise pas de transitions si-
lencieuses, et la transmission des messages par les messagers est réalisée de
manière atomique, par la règle [Fwd]. Ce dernier point, ainsi que la condi-
tion de la règle [Kil], qui nécessite de détecter les cycles de messagers, rend
une implantation directe et distribuée de ce modèle difficilement réalisable.
Remarquons aussi qu’un réseau de référence n’accepte d’émettre un mes-
sage que vers les localités définies (mais potentiellement perdues), et qu’il
n’accepte de même que les migrations vers des localités définies. Bien que cela
complique légèrement la présentation de la spécification, cela nous permettra
une présentation plus simple des deux implantations, et cette contrainte est
réaliste en pratique : il est aisé de s’assurer que les processus n’inventent
pas des localités. Par contre, rien n’empêche une migration de former un
cycle de messagers (on a par exemple h[m] h.h−−→r h . h). De telles situa-
tions correspondent a priori à des erreurs, mais en les acceptant du côté du
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modèle, on laisse le choix au concepteur des processus distribués de décider
lui-même de ce qui est une erreur, selon la possibilité qu’il a de prouver que
de telles configurations ne sont jamais atteintes : le modèle fixe une séman-
tique même dans ces situations problématiques (vérifier que les migrations
que demandées par un ensemble de processus ne génèrent pas de cycle n’est
pas forcément facile).
Le lemme suivant donne une intuition plus précise du comportement d’un
réseau de référence lors de l’émission d’un message :
Lemme 6.10. Soient U un réseau de référence, h, k deux localités, et m un
message.
1. Si U = h . k | V , alors soit les localités h et k sont perdues, soit elles
ont la même destination.
2. La destination de h dans U est k et U = k[n] | V si et seulement si
U
h〈m〉−−−→r k[m;n] | V .
3. La localité h est perdue dans U si et seulement si U
h〈m〉−−−→r U .
Remarque 6.11 (Expressivité du modèle). Les localités expriment seulement
la distribution logique des processus. La condition de bonne formation n’in-
terdit donc pas de placer plusieurs localités sur la même unité physique.
D’autre part, à la différence de [SV01, HPS05], les processus ne doivent pas
être distribués (même logiquement) selon une hiérarchie arborescente. Il n’y
a en particulier aucune contrainte sur la topologie des liens de communica-
tion (sur la figure 6.3, seuls les messagers forment des arbres : les localités
réelles ne sont pas ordonnées).
Remarquons aussi que la migration est subjective : les processus dé-
cident eux-même de migrer. Des mécanismes de migration objective (comme
la « passivation », disponible dans le calcul des Kells [SS04]) peuvent être
simulés, en utilisant des messages pour déclencher les migrations.
6.2 Définition et correction d’un modèle d’exécu-
tion simple
On définit maintenant un second modèle, plus réaliste du point de vue
d’une implantation distribuée. On valide cette implantation en prouvant que
ses états (les réseaux simples) sont faiblement bisimilaires aux réseaux de
référence.
6.2.1 Réseaux simples
On considère les réseaux simples, dont la syntaxe est donnée sur la fi-
gure 6.2 ; elle étend celle des réseaux de référence en ajoutant des messages
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[Rcvs]
h[m;n] | U h(m)−−−→s h[n] | U
[Snds]
U
h〈m〉−−−→s h〈m〉 | U
h ∈ l(U)
[Fwds]
h〈m〉 | h . k | U τ−→s h . k | k〈m〉 | U
[Dsts]
h〈m〉 | h[n] | U τ−→s h[m;n] | U
[News]
U
νh−→s h[∅] | U
h 6∈ l(U)
[Migs]
h[m] | U h.k−−→s h . k | k〈m〉 | U ′
k ∈ h, l(U)
Figure 6.5 – Transitions des réseaux simples.
en attente. Ces derniers seront utilisés pour représenter les états intermé-
diaires correspondant à l’acheminent des messages par les messagers.
On étend aux réseaux simples les notions de destination et de localité
définie ou perdue (définitions 6.6 et 6.7) en ignorant les messages en attente.
La bonne formation est étendue ci-dessous ; par rapport à la définition 6.6,
on demande simplement que tous les messages en attente le soient sur des
localités définies.
Définition 6.12 (Bonne formation des réseaux simples, message perdu).
Un réseau simple U est bien formé si toute localité y est définie au plus une
fois, et si pour tout messager h . k ou message en attente k〈m〉 apparaissant
dans U , la localité k est définie par U . Un message en attente h〈m〉 dans un
réseau simple U est dit perdu lorsque h est perdue dans U .
On définit ensuite les transitions des réseaux simples :
Définition 6.13 (Modèle simple). Le modèle simple est 〈Us,−→s〉, où Us est
l’ensemble des réseaux simples bien formés, et où la relation −→s est définie
par les règles de la figure 6.5.
Lemme 6.14. La bonne formation est préservée par −→s ; 〈Us,−→s〉 est un
Lr-TS.
Les règles [Rcvs] et [News] restent inchangées, la règle [Snds] est simpli-
fiée : on ajoute simplement le message au réseau, sous la forme d’un message
en attente sur la localité h, à condition que cette localité soit définie. Les
deux règles « silencieuses » se chargent de l’acheminement des messages en
attente : la règle [Fwds] définit le comportement des messagers, ils redirigent
les messages ; la règle [Dsts] s’occupe de la réception finale d’un message,
par une localité réelle. Notons que la règle [Migs], qui pourrait sembler dif-
férente de [Mig], reste en fait inchangée, du fait de la nouvelle définition
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Figure 6.6 – Migration et acheminement des messages en attente.
de
h〈m〉−−−→s . Enfin, il n’y a pas de règle correspondant à [Kil] : les messages
perdus restent indéfiniment dans le réseau, et tournent le long des cycles de
messagers.
Une séquence de transitions est illustrée sur la figure 6.6 : la localité
réelle h′ migre vers k et le message m, en attente sur h, est acheminé en k′,
sa destination finale.
Remarquons que les règles définissant les transitions du modèle simple
n’ont pas de prémisses, chacune d’elle ne fait intervenir qu’une localité, et le
besoin de détecter les localités perdues a disparu avec la règle [Kil]. Ces trois
propriétés rendent ce modèle adapté pour une implantation distribuée : les
programmes hébergés par chacune des localités peuvent s’exécuter de façon
asynchrone.
6.2.2 Correction du modèle simple
Les deux différences principales entre le modèle de référence et le modèle
simple sont l’introduction de transitions silencieuses pour transmettre les
messages, et le fait que des messages perdus persistent dans le modèle simple,
bien qu’ils soient indétectables. Nous commençons par montrer que les mes-
sages perdus peuvent être tout simplement retirés des réseaux simples ; on
peut ainsi se ramener à l’étude d’un modèle dit propre, où les messages per-
dus sont retirés dès qu’une transition les introduit. Le modèle ainsi obtenu
est réactif (définition 4.45), puisqu’il n y a plus de messages perdus, et nous
montrons qu’il est τ -inerte (définition 3.34) : l’acheminement des messages
par les transitions silencieuses préserve la classe d’équivalence du réseau. Cela
nous permet de prouver la correction vis-à-vis de la spécification en consi-
dérant un candidat normalisé, où tous les messages qui apparaissent lors du
jeu de bisimulation sont systématiquement acheminés vers leur destination.
La simplicité du modèle nous permet d’utiliser seulement l’expansion
(%) dans cette section : le modèle simple « expanse » le modèle propre,
qui expanse à son tour le modèle de référence. Le seul endroit où cela est
réellement utile est dans la preuve de τ -inertie : cela nous permet d’utiliser
la technique « expansion modulo transitivité » (théorème 3.53), et de garder
ainsi une preuve très locale.
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Du modèle simple au modèle propre
Nous commençons par prouver que l’on peut retirer les messages perdus :
Lemme 6.15. Soit h une localité perdue dans un réseau simple U . Pour tout
message m on a :
U | h〈m〉 % U .
Démonstration. On vérifie que la relation suivante est une expansion :
R , {〈U | h〈m〉, U〉 | U ∈ Us, h ∈ lp(U)} .
Pour la partie de droite à gauche, on a immédiatement que U µ−→s U ′ entraîne
U | h〈m〉 µ−→s U ′ | h〈m〉, et on vérifie que h est toujours perdu dans U ′.
Dans l’autre sens, le seul cas non-trivial apparaît lorsque U = V | h . k,
U | h〈m〉 τ−→s U | k〈m〉. Dans ce cas, par le lemme 6.10(1), k est perdu dans
V , d’où U | k〈m〉 R U : le réseau de droite ne bouge pas. 
Définition 6.16 (Réseau propre). Un réseau U est propre s’il ne contient
aucun message perdu. On note bUsc l’ensemble des réseaux simples propres,
et bUc le réseau propre obtenu à partir d’un réseau simple U , en en retirant
tous les messages perdus.
Corollaire 6.17. Pour tout réseau simple U , on a U % bUc.
L’ensemble des réseaux propres n’est cependant pas préservé par −→s :
la règle [Snds] permet de rajouter des messages perdus, et la règle [Migs]
permet de former des cycles de messagers, et de perdre ainsi des localités sur
lesquelles attendaient potentiellement des messages. Pour obtenir un modèle
propre, il faut donc retirer les messages perdus après chaque transition (en
fait, seulement les émissions et les migrations) :
Définition 6.18 (Modèle propre). Le modèle propre est 〈bUsc,−→bsc〉, où
−→bsc est définie par la règle suivante :
U
µ−→s U ′
U
µ−→bsc bU ′c
Ce modèle n’est pas réaliste du point de vue d’une implantation distri-
bué, puisqu’il doit détecter les localités perdues, c’est-à-dire les cycles de
messagers. Mais ce n’est pas gênant : nous n’utiliserons ce modèle que pour
raisonner sur le modèle simple. Comme le montre la proposition suivante ces
deux modèles sont en effet équivalents (la notation 〈U,−→s〉 permet d’indi-
quer dans quel Lr-TS est considéré le réseau : cette proposition indique que
le réseau simple U , considéré comme un élément du modèle simple, expanse
sa forme nettoyée, bUc, considérée comme un élément du modèle propre ;
dans le corollaire précédent les deux réseaux étaient implicitement considé-
rés comme faisant partie du modèle simple, bien que le second soit propre).
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Proposition 6.19. Pour tout réseau simple U , on a :
〈U,−→s〉 % 〈bUc,−→bsc〉 .
Démonstration. Par le corollaire 6.17, il suffit par transitivité de montrer
que 〈U,−→s〉 % 〈U,−→bsc〉, pour tout réseau propre U . On montre pour cela
que la relation ci-dessous est une expansion modulo expansion (i.e., que
R e∧w % ·R, un cas particulier du théorème 3.53).
R ,
{
〈〈U,−→s〉, 〈U,−→bsc〉〉 | U ∈ bUsc
}
.
– Si 〈U,−→s〉
µ−→ 〈U ′,−→s〉, alors 〈U,−→bsc〉
µ−→ 〈bU ′c,−→bsc〉 et on vérifie que
〈U ′,−→s〉 % 〈bU ′c,−→s〉 R 〈bU ′c,−→bsc〉 .
– Si 〈U,−→bsc〉
µ−→ 〈U ′,−→bsc〉, alors 〈U,−→s〉
µ−→ 〈V,−→s〉 avec bV c = U ′, et
on vérifie que 〈V,−→s〉 % 〈U ′,−→s〉 R 〈U ′,−→bsc〉. 
Notons que l’on utilise dans la preuve la technique « expansion modulo
expansion », mais que l’on pourrait en fait utiliser « bisimulation faible mo-
dulo ≈ lors des offres visibles », si le retrait des messages perdus était seule-
ment contenu dans la bisimilarité faible. On n’utilise en effet la technique
que lors des offres visibles correspondant à une migration ou une émission.
Réactivité et τ-inertie du modèle propre
On a maintenant un modèle propre, où tout message en attente admet
une destination ; nous allons montrer qu’il est réactif et τ -inerte. On montre
dans un premier temps que les transitions silencieuses sont convergentes :
Lemme 6.20. La relation τ−→bsc est confluente et normalise fortement.
Démonstration. On définit le poids d’un message en attente h〈m〉 dans un
réseau propre U , comme l’entier naturel l + 1, où l est donné par la défini-
tion 6.7 (comme U est propre, h admet une destination dans U). La taille de
U est ensuite définie comme la somme des poids de ses messages en attente.
Ce poids diminue strictement lors de chaque transition silencieuse, τ−→bsc.
De plus, grâce à la bonne formation, τ−→bsc n’admet aucune paire critique,
d’où la confluence. 
Notons que la relation τ−→s ne termine pas, à cause de la présence poten-
tielle de messages en attente dans des cycles de messagers. On dénote par
U↓ la forme normale d’un réseau propre U par rapport à
τ−→bsc. Remarquons
que pour tout réseau simple U , U = bUc↓ si et seulement si U est un réseau
de référence.
On prouve en réalité un résultat plus fort que la τ -inertie : les transitions
silencieuses sont contenues dans l’expansion. Comme expliqué plus haut,
cela nous permet d’utiliser la technique expansion modulo transitivité, et de
donner une preuve bien plus simple.
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Lemme 6.21. La relation τ−→bsc est contenue dans l’expansion.
Démonstration. On montre que la relation R , τ−→bsc ∪R′ est une expansion
modulo transitivité (théorème 3.53), où
R′ , {〈h〈m〉 | h〈n〉 | U, h〈m;n〉 | U〉 | U ∈ bUsc, h 6∈ lp(U)} .
Les deux cas où l’on a besoin de la transitivité sont les offres suivantes du
réseau de gauche :
– U = h〈m〉 | h[n] | U0
τ−→bsc h[m;n] | U0 = V par la règle [Dsts], et
U
h.k−−→bsc U ′ = h〈m〉 | h . k | k〈n〉 | U0 par la règle [Migs]. On a :
V
h.k−−→bsc V ′ = h . k | k〈m;n〉 | U0 [Migs]
U ′ R h . k | k〈m〉 | k〈n〉 | U0 R V ′ ; [Fwds],(R′)
– U = h〈m〉 | h〈n〉 | h . k | U0 R′ h〈m;n〉 | h . k | U0 = V et
U
τ−→bsc U ′ = h〈m〉 | h . k | k〈n〉 | U0 par la règle [Fwds]. Dans ce cas,
on a :
V
τ−→bsc V ′ = h . k | k〈m;n〉 | U0 [Fwds]
U ′ R h . k | k〈m〉 | k〈n〉 | U0 R V ′ . [Fwds],(R′)

Corollaire 6.22. Pour tout réseau propre U on a :
〈U,−→bsc〉 % 〈U↓,−→bsc〉 .
Un phénomène qui apparaît dans la preuve du lemme précédent nous per-
met de justifier l’utilité de la technique « modulo transitivité » par rapport à
la technique « modulo expansion », plus standard. Lorsque l’on commence la
preuve avec la relation τ−→bsc (qui est un candidat plus naturel), on se retrouve
bloqué dans le premier cas détaillé dans la preuve, et l’on souhaite raisonner
modulo les couples de R′. On pourrait utiliser pour cela la technique « mo-
dulo expansion », si l’on pouvait prouver au préalable que cette relation est
contenue dans l’expansion. Or, lorsque l’on essaie de montrer que R′ est une
expansion, on se retrouve à nouveau bloqué, dans le deuxième cas détaillé
dans la preuve, où l’on souhaite raisonner modulo τ−→bsc . . . Pour sortir de
ce cercle vicieux, la solution consiste à prouver conjointement que τ−→bsc et
R′ sont contenues dans l’expansion, et cela nécessite la technique « modulo
transitivité ».
Notons que l’on pourrait prouver le lemme précédent sans technique mo-
dulo, mais en utilisant un candidat très global : l’ensemble des couples de
réseaux qui ont les mêmes arbres de messagers, et dont les multi-ensembles
de messages « destinés » à chaque localité réelle coïncident. La définition for-
melle de ce candidat, et la preuve qu’il s’agit bien d’une bisimulation faible
seraient vraiment laborieuses (ce serait pire encore pour définir une relation
d’expansion).
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Du modèle propre au modèle de référence
On peut finalement prouver la correction du modèle propre vis-à-vis du
modèle de référence. On commence par établir la correction de l’algorithme
d’acheminement des messages : étant donné un réseau de référence U , si
l’acheminement d’un message par le réseau de référence mène à un réseau V ,
alors le réseau propre peut faire de même, en utilisant quelques transitions
silencieuses. Réciproquement, si un message est ajouté à U par une transition
propre menant à V , la normalisation de V aboutit exactement au réseau de
référence obtenu par le Lr-TS de référence.
Lemme 6.23. Soit U un réseau de référence.
1. Si U
h〈m〉−−−→r V , alors U
h〈m〉−−−→bsc ·
bτ=⇒bsc V .
2. Si U
h〈m〉−−−→bsc V , alors U
h〈m〉−−−→r V↓.
Démonstration. 1. Si h est perdu dans U , alors par le lemme 6.10(3)
U = V , et on a U
h〈m〉−−−→bsc bh〈m〉 | Uc = bUc = U . Sinon, h admet une
destination dans U , d’où
U = U ′ | Πi<l hi . hi+1 | hl[n] (où h = h0)
V = U ′ | Πi<l hi . hi+1 | hl[m;n] , (lemme 6.10(2))
on vérifie alors que U
h〈m〉−−−→bsc h〈m〉 | U
bτ=⇒bsc V , par récurrence sur l.
2. Si h est perdu dans U , alors V = bh〈m〉 | Uc = U , et U h〈m〉−−−→r U par
le lemme 6.10(3). Sinon,
U = U ′ | Πi<l hi . hi+1 | hl[n] (où h = h0)
U
h〈m〉−−−→bsc V = h〈m〉 | U
bτ=⇒bsc U ′ | Πi<l hi . hi+1 | hl[m;n] = V ′.
où U ′, et donc V ′, sont nécessairement des réseaux de référence. Par
le lemme 6.10(2), U
h〈m〉−−−→r V ′, et puisque V ′ est en forme normale,
V↓ = V ′. 
Grâce à la technique expansion modulo expansion, on peut ensuite tra-
vailler avec un candidat très simple : l’identité syntaxique entre les réseaux de
référence, équipée des transitions simples et propres d’un côté, et des transi-
tions de référence de l’autre. Lorsqu’une offre du côté simple « dé-normalise »
le réseau en introduisant un message en attente, on renormalise modulo ex-
pansion en utilisant le corollaire 6.22 (on applique en fait un cas relativement
dégénéré de la technique décrite page 156).
Lemme 6.24. Pour tout réseau de référence U , on a :
〈U,−→bsc〉 % 〈U,−→r〉
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Démonstration. On montre que la relation suivante est une expansion mo-
dulo expansion :
R ,
{
〈〈U,−→bsc〉, 〈U,−→r〉〉 | U ∈ Ur
}
.
On considère les différentes offres selon une action µ :
– µ ne peut pas être τ , puisque les réseaux de référence sont en forme
normale ;
– si µ = νh ou µ = h(m), on a U µ−→bsc V si et seulement si U
µ−→r V ;
– si µ = h〈m〉, on applique le lemme 6.23 :
– si U
h〈m〉−−−→bsc V , alors on a U
h〈m〉−−−→r V↓, puis, par le corollaire 6.22,
on obtient 〈V,−→bsc〉 % 〈V↓,−→bsc〉 R 〈V↓,−→r〉 (V↓ est un réseau de
référence) ;
– si U
h〈m〉−−−→r V , alors on a U
ĥ〈m〉
===⇒bsc V et 〈V,−→bsc〉 R 〈V,−→r〉 .
– Le cas µ = h . k s’appuie sur le précédent. 
Le résultat final de correction de l’implantation simple en découle :
Théorème 6.25. Pour tout réseau simple U , on a :
〈U,−→s〉 % 〈bUc↓,−→r〉 .
Démonstration. Par la proposition 6.19, le corollaire 6.22 et le lemme 6.24,
〈U,−→s〉 % 〈bUc,−→bsc〉 % 〈bUc↓,−→bsc〉 % 〈bUc↓,−→r〉
(rappelons que bUc↓ est un réseau de référence). 
En particulier, si U est un réseau de référence, alors 〈U,−→s〉 % 〈U,−→r〉.
6.3 Définition et correction d’une optimisation
Les chaînes de messagers qui sont générées lors de l’évolution d’un réseau
rendent l’implantation précédente inefficace. Par exemple, le message m de
la figure 6.6 doit passer par trois localités avant d’atteindre sa destination
finale, il en est de même pour tout message qui sera potentiellement émis vers
h par la suite. Dans cette section, on définit un modèle optimisé qui contracte
ces chaînes de messagers, puis on prouve la correction de cette optimisation,
en montrant que les réseaux simples sont faiblement bisimilaires aux réseaux
optimisés.
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6.3.1 Réseaux optimisés
Nous noterons dans la suite h̃, k̃ . . . les listes de localités. Comme l’en-
semble vide et le multi-ensemble vide, la liste vide sera noté ∅, et on dénotera
par h; k̃ (resp. h̃; k̃) l’addition d’une localité h (resp. d’une liste de localités
h̃) à une liste k̃. La syntaxe des réseaux optimisés est donnée figure 6.2 ; elle
étend celle des réseaux simples :
– en annotant les messages en attente avec une liste de localités : h〈m〉ek ;
– en introduisant des messagers bloqués : h7 ;
– et en ajoutant une seconde sorte de messages, les messages de reloca-
lisation : h〈.k〉 .
Intuitivement, la liste qui décore un message en attente contient l’ensemble
des messagers par lesquels il est passé. Les messages émis par les processus
sous-jacents auront donc une liste vide. Les messages de relocalisation sont
uniquement destinés aux messagers bloqués ; leur effet consistera à débloquer
et rediriger ces messagers vers une localité plus proche de la localité vers
laquelle ils pointaient auparavant.
On commence par étendre la propriété de bonne formation aux réseaux
optimisés.
Définition 6.26 (Localité définie, bonne formation des réseaux optimisés).
Une localité h ∈ H est définie par un réseau optimisé U lorsqu’il existe
m,V, k tels que U = h[m] | V , U = h . k | V ou U = h7 | V . On note l(U)
l’ensemble des localités définies par U .
Un réseau optimisé U est bien formé si :
1. toute localité h ∈ H apparaît au plus une fois dans U en tant que source
d’une localité réelle (h[m]), d’un messager (h . k), ou d’un messager
bloqué (h7) ; et si pour tout messager h . k, message en attente k〈m〉
ou message de relocalisation h〈.k〉 que U contient, la localité k est
définie.
2. Pour tout messager bloqué h7 de U , h apparaît exactement une fois
dans la liste de localités décorant un (unique) message en attente
(k〈m〉eh, avec h ∈ h̃), ou comme la cible d’un (unique) message de
relocalisation (h〈.k〉).
3. Toute localité enregistrée dans la liste d’un message en attente ou ap-
paraissant en tant que cible d’un message de relocalisation héberge un
messager bloqué.
On peut alors définir le modèle :
Définition 6.27 (Modèle optimisé). Le modèle optimisé est 〈O,−→o〉, où O
est l’ensemble des réseaux optimisés bien formés, et −→o est définie sur la
figure 6.7.
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[Rcvo]
h[m;n] | U h(m)−−−→o h[n] | U
[Sndo]
U
h〈m〉−−−→o h〈m〉∅ | U
h ∈ l(U)
[Newo]
U
νh−→o h[∅] | U
h 6∈ l(U)
[Migo]
h[m] | U h.k−−→o h . k | k〈m〉 | U ′
k ∈ h, l(U)
[Fwdo]
h〈m〉ek | h . k | U τ−→o h7 | k〈m〉h;ek | U
[Dsto]
h〈m〉ek | h[n] | U τ−→o h[m;n] | k̃〈.h〉 | U
[Updo]
h〈.k〉 | h7 | U τ−→o h . k | U
Figure 6.7 – Transitions des réseaux optimisés.
Proposition 6.28. Tout réseau simple bien formé (au sens de la défini-
tion 6.6) est bien formé au sens de la définition 6.26. La bonne formation
d’un réseau optimisé est préservée par −→o ; 〈O,−→o〉 est un Lr-TS.
Démonstration. Essentiellement bureaucratique 
Nous décrivons les règles ci-dessous ; par rapport au modèle simple, les
règles « visibles » [Rcv], [Snd], [Mig] et [New] restent inchangées, les deux
règles « silencieuses » [Fwd] et [Dst] sont modifiées, et la règle [Updo]
est nouvelle. Dans la règle [Dsto], on note h̃〈.k〉 la composition parallèle
Π
h∈eh h〈.k〉. Dans la suite, nous noterons respectivement h̃ . k et h̃7 les
réseaux Π
h∈eh h . k et Πh∈eh h7.
Lorsqu’un messager transmet un message (règle [Fwdo]), il enregistre sa
localité et bascule dans l’état bloqué, de telle sorte qu’il ne transmet tempo-
rairement plus les messages potentiels. Lors de la réception finale du message
par une localité réelle (règle [Dsto]), un message de relocalisation est diffusé
vers chacun des messagers enregistrés dans la liste du message. Les messa-
gers se trouvant à ces localités, qui sont bloqués par bonne formation, se
débloqueront lors de la réception de ce message, en mettant à jour leur des-
tination (règle [Updo]). Ce comportement est illustré sur la figure 6.8, où les
triangles grisés représentent les messagers bloqués. Notons que le mécanisme
de blocage des messagers est nécessaire : sans cela, il faudrait mettre en place
un système de dates de validité (« timestamps »), afin qu’un messager puisse
choisir intelligemment entre deux messages de relocalisation différents : nous
sommes dans un système asynchrone, et l’ordre de réception des messages
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〈n〉〈m〉 〈n〉 〈n〉〈n〉
τ
〈m〉
[Fwdo]
〈m〉
τ 2
[Fwdo] [Dsto]
τ
〈.〉
m
[Updo]
τ 3 m
〈n〉
Figure 6.8 – Comportement des messagers optimisés.
ne correspond pas nécessairement à l’ordre d’émission.
Remarque 6.29 (D’autres optimisations sont possibles). On pourrait aller
plus loin en termes d’optimisation : par exemple, les messages en attente der-
rière un messager bloqué pourraient être rassemblés en un unique message,
qui serait ensuite envoyé en une seule fois, lorsque le messager se débloque :
[Pcko]
h〈m〉eh | h〈n〉ek | h7 | U τ−→o h〈m;n〉eh;ek | h7 | U
On pourrait aussi décomposer la règle [Dsto] afin de se rapprocher encore
plus d’une implantation réelle, en rendant la diffusion du message de reloca-
lisation progressive :
[Dsto]
h〈m〉
k;ek | h[n] | U τ−→o h〈m〉ek | h[n] | k〈.h〉 | U
[Dst’o]
h〈m〉∅ | h[n] | U
τ−→o h[m;n] | U
Néanmoins, nous nous intéressons ici surtout à la méthodologie et aux tech-
niques de preuve utilisables pour la définition de tels systèmes distribués,
plutôt qu’à la recherche de la meilleure optimisation possible. Nous préfé-
rons donc en rester à la première optimisation, afin que notre discours ne se
perde pas au milieu de détails trop techniques.
6.3.2 Correction de l’optimisation
Bien qu’elle soit plus délicate, la preuve de correction de l’optimisation
suit les grandes lignes de celle du modèle simple : on montre que les messages
perdus peuvent être retirés, ce qui permet de définir un modèle propre et
optimisé, irréaliste d’un point de vue distribué, mais bien plus pratique pour
raisonner. On montre ensuite que ce modèle est réactif et τ -inerte, ce qui
permet de donner une preuve de bisimilarité faible entre les modèles simple
et optimisé, en utilisant un candidat normalisé.
Cycles de messagers, passage à un modèle propre
Il nous faut tout d’abord reprendre la notion de destination, afin de
prendre en compte les messagers bloqués :
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Définition 6.30 (Destinations dans un réseau optimisé). Soit U un réseau
optimisé (bien formé). La destination d’une localité h dans U est k s’il existe
l,m, V et (hi)i≤l avec h = h0, k = hl tels que :
U = Πi<n Fi | hl[m] | V ,
où pour tout i < l, Fi est :
– soit un messager, hi . hi+1 ;
– soit un messager bloqué, avec un message de relocalisation, hi7 |
hi〈.hi+1〉 ;
– soit un messager bloqué, dont la localité est enregistrée dans un mes-
sage bloquant d’autres messagers : hi7 | k̃7 | hi+1〈n〉hi;ek .
Les notions de localité perdue et de réseau propre sont naturellement
étendues aux réseaux optimisés en utilisant cette nouvelle notion de desti-
nation. On a les propriétés suivantes :
Lemme 6.31. 1. Les destinations sont uniques dans tout réseau optimisé
bien formé.
2. Dans chacun des réseaux suivants, soit les localités h et k sont perdues,
soit elles ont la même destination :
(a) h . k | U , (b) h7 | h〈.k〉 | U , (c) h〈m〉
k,ek | U .
Du fait de l’optimisation, on ne peut plus retirer les messages perdus
directement : pour conserver un réseau bien formé, il faut tenir compte des
messagers que ces messages peuvent potentiellement bloquer. On introduit
pour cela la relation suivante :
Définition 6.32 (Relation de nettoyage). On appelle relation de nettoyage
la relation suivante, sur O :
E ,
{
〈U | h̃7 | h〈m〉eh , U | h̃ . h〉 ∣∣ h ∈ lp(U | h̃7 | h〈m〉eh)} .
Notons que V est bien formé dès que U E V et U est bien formé, et que
E préserve les destinations et les localités perdues. On démontre que cette
relation est contenue dans l’expansion en utilisant la technique « bi-expansion
modulo transitivité » (théorème 3.54) :
Lemme 6.33. La relation de nettoyage est contenue dans l’expansion.
Démonstration. Soit E ′ la fermeture symétrique de la relation suivante :{
〈U, U0 | Πh∈ehh . kh〉 ∣∣ U = U0 | h̃7 | h〈m〉eh et h, (kh)h∈eh ∈ lp(U)}
E est clairement contenue dans E ′, et E ′ préserve la bonne formation, les des-
tinations, et les localités perdues. On montre que E ′ est une candidate pour
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le théorème 3.54. Comme E ′ est symétrique, il suffit de démontrer que c’est
une « pré-expansion modulo transitivité ». La condition de bonne formation
nous permet de rejeter les cas pathologiques, les cas intéressants qui restent
sont les suivants :
– U = U0 | h̃7 | h〈m〉eh | h . k E ′ V = U0 | Πh∈ehh . kh | h . k et
U
τ−→o U ′ = U0 | (h; h̃)7 | k〈m〉h;eh par la règle [Fwdo]. On vérifie
simplement que U ′ E ′ V : le réseau de droite ne bouge pas.
– U = U0 | k̃7 | k〈n〉ek | (k; h̃)7 | h〈m〉k;eh
E ′ V = U0 | k̃7 | k〈n〉ek | k . k′ | Πh∈ehh . kh
et V τ−→o V ′ = U0 | (k; k̃)7 | k′〈n〉k;ek | Πh∈ehh . kh par la règle [Fwdo].
Dans ce cas, on a V E ′2 V ′ :
V E U0 | (k; k̃) . k′ | Πh∈ehh . kh E ′ V ′ .
Le réseau de gauche (U) ne bouge pas, et on applique E ′ trois fois, afin
de mettre U et V ′ en relation : U E ′ V E ′2 V ′. 
Lemme 6.34. La relation E est confluente et normalise fortement.
On note bOc l’ensemble des réseaux optimisés propres, et bUc la forme
normale d’un réseau optimisé U vis-à-vis de E (sur les réseaux simples, cette
notion coïncide avec celle définie dans la section 6.2.2) ; bUc est un réseau
propre, et l’on a :
Corollaire 6.35. Pour tout réseau optimisé U , on a :
〈U,−→o〉 % 〈bUc,−→o〉 .
Comme à la section 6.2.2, on utilise cette relation de nettoyage pour
définir un modèle ne manipulant que des réseaux optimisés propres, modèle
qui est équivalent au modèle optimisé :
Définition 6.36 (Modèle propre et optimisé). Le modèle propre et optimisé
est 〈bOc,−→boc〉, où la relation −→boc est définie par la règle suivante :
U
µ−→o U ′
U
µ−→boc bU ′c
Proposition 6.37. Pour tout réseau optimisé U , on a :
〈U,−→o〉 % 〈bUc,−→boc〉 .
Démonstration. Identique à la preuve de la proposition 6.19. 
On peut maintenant travailler avec des réseaux propres et optimisés et
valider l’algorithme d’acheminement des messages en attente, sans avoir à
s’occuper des messages perdus.
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Réactivité et τ-inertie
Comme dans le cas des réseaux simples, la relation τ−→boc n’est pas une
bisimulation. Il nous faut donc une technique de preuve afin de pouvoir
travailler avec un candidat raisonnablement petit et local. On ne peut ce-
pendant pas utiliser les techniques s’appuyant sur l’expansion comme dans
la section 6.2.2 : les transitions silencieuses optimisées ne sont pas contenues
dans l’expansion.
Cela est dû aux « courses » introduites par le mécanisme de blocage
des messagers ; ce phénomène est illustré sur la figure 6.8 : le message n, qui
s’est fait doubler parm, doit attendre l’arrivée de ce dernier avant de pouvoir
à son tour atteindre sa destination finale. La nature très contraignante de
l’expansion – le processus de droite doit être aussi rapide que celui de gauche,
à chaque instant – ne lui permet pas de rendre compte du fait que n est
finalement plus proche de sa destination, puisque le messager qui le bloque
est relocalisé juste sous la destination finale.
Plus formellement, si τ−→boc était contenue dans l’expansion, on aurait
U , h〈n〉∅ | h〈m〉∅ | h . k | k[∅]
% h〈n〉∅ | h7 | k〈m〉{h} | k[∅] , V . [Fwdo]
Or on a : U τ−→boc h〈m〉∅ | h7 | k〈n〉{h} | k[∅] [Fwdo]
τ−→boc h〈m〉∅ | h7 | h〈.k〉 | k[n] [Dsto]
k(n)−−→boc h〈m〉∅ | h7 | h〈.k〉 | k[∅] , [Rcvo]
et V ne peut pas effectuer une telle transition visible après deux transitions
silencieuses au plus (à condition que le message m ne contienne pas le mes-
sage n) : comme le message m est déjà passé il faut à V quatre transitions
silencieuses pour débloquer le messager hébergé en h, et acheminer n.
Comme nous aurons besoin de raisonner modulo transitivité et que l’on
sort du cadre de l’expansion, il nous faudra utiliser l’une des techniques du
chapitre 4, reposant sur des hypothèses de terminaison. Une première idée
serait d’utiliser le corollaire 4.53, mais nous allons voir que cela ne suffit pas,
et qu’il faut utiliser le corollaire 4.55. Essayons toutefois d’utiliser le premier :
cela va nous mener naturellement au second. Le diagramme silencieux requis
par le corollaire 4.53 est satisfait : nous commençons par montrer que la
relation τ−→boc est localement confluente.
Comme on travaille avec des réseaux propres, tout message en attente a
une destination ; on démontre tout d’abord un lemme permettant d’achemi-
ner les messages vers leur destination. Alors que ce lemme était à peu près
trivial dans le cas du modèle simple (lemme 6.23(1)), ici, comme illustré
par la figure 6.9, cela nécessite de finir d’acheminer tous les messages qui
bloquent des messagers entre le message considéré et sa destination. Il y a
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Figure 6.9 – Débloquer un messager pour acheminer un message donné.
un effet secondaire : les arbres de messagers sont reconfigurés par ces étapes
de réductions.
Lemme 6.38. Soit U = V | h0〈m0〉eh un réseau optimisé propre. Par la
définition 6.30, U = V ′ | h0〈m0〉eh | Πi<lFi | hn[n], et on a :
U
τ=⇒boc V ′ | h̃〈.hl〉 | Πi<lhi . hl | hl[m0;m;n] | k̃ . hl
où n et k̃ sont les messages et localités collectés dans Πi<lFi.
Démonstration. On procède par récurrence sur l : si l = 0, on applique
simplement la règle [Dsto] ; sinon, on raisonne par cas selon la forme de F0 :
– si c’est un simple messager (h0 . h1), on transmet le message par la
règle [Fwdo], on applique l’hypothèse d’induction (HI), et on relocalise
le messager en utilisant la règle [Updo] :
U
τ−→boc V ′ | h07 | h1〈m0〉h0,eh | Π0<i<lFi | hl[n] [Fwdo]
τ=⇒boc V ′ | h07 | (h0, h̃)〈.hl〉 | Π0<i<lhi . hl | hl[m0;m;n] | k̃ . hl
(HI)
τ−→boc V ′ | h̃ . hl | h0 . hl | Πi<lhi . hl | hl[m0;m;n] | k̃ . hl [Updo]
– Si c’est un messager bloqué, avec son message de relocalisation (h07 |
h0〈.h1〉), on relocalise le messager par la règle [Updo], ce qui nous
ramène au cas précédent.
– Dans le dernier cas ((h0; k̃1)7 | h1〈m1〉h0,ek1), on applique l’hypothèse
d’induction au message sur h1, puis on transmet le message initial via
le messager qui vient d’être relocalisé :
U = V ′ | h0〈m0〉eh | (h0; k̃1)7 | h1〈m1〉(h0;ek1) | Π0<i<lFi | hl[n]
τ=⇒boc V ′ | h0〈m0〉eh | (h0; k̃1)7 | (h0; k̃1)〈.hl〉 | Π0<i<lhi . hl
| hl[m1;m;n] | k̃ . hl (HI)
τ=⇒boc V ′ | h0〈m0〉eh | (h0; k̃1) . hl | Π0<i<lhi . hl | hl[m1;m;n] | k̃ . hl
[Updo]
τ−→
3
boc V
′ | h̃〈.hl〉 | Πi<lhi . hl | hl[m0;m1;m;n] | (h0; k̃1; k̃) . hl
[Fwdo,Dsto,Updo]

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Figure 6.10 – Commutation modulo réorganisation des arbres de messagers.
Malgré la reconfiguration des arbres de messagers qu’entraîne l’achemi-
nement des messages, l’algorithme est convergent (nous montrerons sa ter-
minaison plus loin) :
Lemme 6.39. La relation τ−→boc est localement confluente.
Démonstration. Par bonne formation, la seule paire critique est la suivante :
U = V | h〈m〉eh | h〈n〉ek | h . k
U
τ−→boc V | h〈m〉eh | h7 | k〈n〉h,ek = U1 [Fwdo]
U
τ−→boc V | h〈n〉ek | h7 | k〈m〉h,eh = U2 [Fwdo]
En utilisant le lemme 6.38 sur U1, on peut acheminer le message n jusqu’à
une localité k′ :
U1
bτ=⇒boc V ′ | h〈m〉eh | h7 | (h, k̃)〈.k′〉 | k′[n;m′] (Lemme 6.38)
τ−→boc V ′ | h〈m〉eh | h . k′ | k̃〈.k′〉 | k′[n;m′] [Updo]
τ−→
3
boc V
′ | (k̃, h̃)〈.k′〉 | h . k′ | k′[m;n;m′] = U ′ [Fwdo,Dsto,Updo]
Le même raisonnement sur U2 mène à U2
τ=⇒boc U ′. 
Il nous faut maintenant vérifier les diagrammes visibles requis par le
corollaire 4.53. Le mécanisme de relocalisation empêche cependant les tran-
sitions silencieuses de commuter avec les transitions visibles (les migrations,
plus précisément) : comme l’indique la figure 6.10, il y a commutation, mais
seulement modulo réorganisation des arbres de messagers. On introduit donc
la relation suivante, qui permet justement de réorganiser pas à pas la struc-
ture des arbres de messagers : c’est intuitivement la relation E1 de l’intro-
duction, page 19 ; elle permet de remonter ou de redescendre d’un cran un
messager faisant partie d’un arbre :
Définition 6.40 (Relation d’échange). On note S la relation d’échange,
définie comme la fermeture symétrique de la relation suivante, sur bOc :{
〈h . h′ | h′ . k | U, h . k | h′ . k | U〉 | ∀h, h′, k, U
}
.
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Remarquons que S préserve les destinations (et les localités perdues) ;
cette relation nous permet d’obtenir le lemme suivant : τ−→boc commute avec
les transitions visibles modulo S?.
Lemme 6.41. Si U τ−→boc V et U
µ−→boc U ′, alors U ′
bτ=⇒boc · S? · bµ⇐=boc V .
Démonstration. Le cas µ = τ est donné par la confluence locale de τ−→boc
(lemme 6.39) ; sinon, on a U ′ τ−→boc ·
µ←−boc V , sauf dans le cas suivant (qui
nécessite S) :
U = W | h〈m〉eh | h[n] τ−→boc W | h[m;n] | h̃〈.h〉 = V [Dsto]
U
h.k−−→boc W | h〈m〉eh | h . k | k〈n〉 = U ′ [Migo]
où l’on a
V
h.k−−→boc W | h . k | k〈m;n〉 | h̃〈.h〉 = V ′ . [Migo]
On raisonne par cas, selon l’agent hébergé en k :
– si c’est une localité réelle (k[n′]), en acheminant vers k les messages
exhibés dans U ′ et V ′, on obtient :
U ′
τ=⇒boc W ′ | (h, h̃) . k | k[m;n;n′]
V ′
τ=⇒boc W ′ | h̃ . h | h . k | k[m;n;n′]
(le seul message à acheminer dans V ′ est presque arrivé à destination,
et le message de relocalisation a déjà été diffusé aux messagers bloqués
(h̃), qui se relocalisent donc en h plutôt qu’en k).
Finalement, on relocalise ces messagers sous k par l applications de la
relation d’échange, l étant la taille de h̃ : U ′ bτ=⇒boc · S l · bτ⇐=boc V ′.
– S’il s’agit d’un messager (k . k′) : comme dans le cas précédent, on
commence par acheminer les messages vers leur destination, notée k′′ :
U ′
τ=⇒boc W ′ | (h, k, h̃) . k′′ | k′′[m;n;n′] ,
V ′
τ=⇒boc W ′ | h̃ . h | h . k | k . k′′ | k′′[m;n;n′] .
On a ici besoin d’appliquer la relation d’échange une première fois,
pour relocaliser h sous k′′, avant de pouvoir relocaliser les messagers
de h̃ :
U ′
bτ=⇒boc · S l+1 · bτ⇐=boc V ′ .
– Enfin, s’il s’agit d’un messager bloqué (k7), on raisonne comme dans
le cas précédent, en commençant par acheminer le message qui bloque
ce messager vers sa destination. 
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Si l’on pouvait maintenant prouver que S est contenue dans la bisimilarité
faible, on pourrait obtenir la τ -inertie par le corollaire 4.53 : les lemmes 6.39
et 6.39 nous assureraient que le diagramme requis par ce corollaire est sa-
tisfait, et le lemme 6.43 que l’on prouve plus bas établit en particulier la
réactivité du modèle propre et optimisé.
Cependant, comme pour le lemme 6.21 dans le cas simple, on a besoin
de raisonner modulo τ−→boc (entre autres) pour prouver que cette relation
auxiliaire est contenue dans la bisimilarité faible : on a seulement le lemme
de commutation suivant.
Lemme 6.42. Si U S V et U µ−→boc U ′ alors U ′
τ=⇒boc · S? ·
bµ⇐=boc V .
Démonstration. C’est immédiat lorsque µ 6= τ : on a U ′ S · µ←−boc V . Lorsque
µ = τ , les cas intéressants sont ceux où la transition silencieuse U τ−→boc U ′
correspond à la transmission d’un message par l’un des messagers qui sont
échangés :
– U = W | h〈m〉eh | h . h′ | h′ . k τ−→boc W | h7 | h′〈m〉h,eh | h′ . k = U ′.
En acheminant les messages, on obtient :
U ′
τ=⇒boc W ′ | h . k′ | h′ . k′ | k′[m;n] = U ′′ ,
V
τ=⇒boc W ′ | h . k′ | h′ . k | k′[m;n] = V ′ .
Si k = k′, c’est immédiat : U ′′ = V ′. Sinon, il y a un messager k.k′ dans
W ′, et il faut une application de la relation d’échange pour relocaliser
le messager hébergé en h′ dans V ′.
– U = h . h′ | h′〈m〉eh | h′ . k τ−→boc h . h′ | h′7 | k〈m〉h′,eh = U ′
En acheminant les messages, on obtient :
U ′
τ=⇒boc W ′ | h . h′ | h′ . k′ | k′[m;n] = U ′′ ,
V
τ=⇒boc W ′ | h . k | h′ . k′ | k′[m;n] = V ′ .
Si k = k′, c’est là aussi immédiat : U ′′ = V ′. Sinon, on a W ′ = W ′′ |
k . k′, et il faut deux échanges pour relocaliser dans les deux réseaux
le messager hébergé en h :
U ′′ = W ′′ | h . h′ | k . k′ | h′ . k′ | k′[m;n]
S W ′′ | h . k′ | k . k′ | h′ . k′ | k′[m;n]
S W ′′ | h . k | k . k′ | h′ . k′ | k′[m;n] = V ′
Cette analyse s’applique aussi dans les cas symétriques où la transition silen-
cieuse est jouée par le réseau dont les messagers échangés sont « à plat ». 
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En résumé, nous avons vérifié les trois diagrammes ci-dessous :
(lemme 6.39) (lemme 6.41) (lemme 6.42)
·
τ

τ //
⊆ bτ
bτ +3 ·
·
µ

τ //
⊆ bµ
bτ +3 · S? ·
·
µ

⊆
S
bµ
bτ +3 · S? ·
On ne peut donc pas appliquer le corollaire 4.53, mais il nous suffit d’uti-
liser le corollaire 4.55, qui permet de prouver conjointement que τ−→boc et
S sont contenues dans la bisimilarité faible. Il reste pour cela à prouver la
terminaison de τ−→boc modulo la relation d’échange :
Lemme 6.43. τ−→boc · S? est fortement normalisante.
Démonstration. Appelons taille d’un réseau U le triplet s(U) , 〈n, r, l〉,
où n est le nombre de messages en attente, r est le nombre de messages
de relocalisation, et l est le nombre de messagers qui ne sont pas bloqués.
Ces triplets sont ordonnés lexicographiquement. On vérifie alors que U S V
implique s(U) = s(V ), et que cette taille diminue strictement le long des
transitions silencieuses. 
Théorème 6.44. Le modèle propre et optimisé est réactif et τ -inerte ; pour
tous U, V ∈ bOc, si U S V ou U τ−→boc V , alors
〈U,−→boc〉 ≈ 〈V,−→boc〉 .
Démonstration. La réactivité découle du lemme 6.43 ; pour l’inertie, il suffit
d’appliquer le corollaire 4.55 en prenant z = S ; nous venons d’en vérifier
toutes les hypothèses. 
Remarquons que l’usage du corollaire 4.55 est crucial pour la preuve
précédente : il permet de se concentrer sur les relations « locales » S et τ−→boc,
qui ne mettent en relation que des réseaux qui diffèrent très légèrement.
Cela nous a permis de raisonner en considérant leurs (petites) différences
syntaxiques. Si nous avions dû prouver le théorème précédent de manière
directe, il nous aurait fallu montrer que (S ∪ τ−→boc)? est une simulation,
ce qui est vraiment difficile : cette relation met l’un en face de l’autre des
réseaux complètement différents (les arbres de messagers sont notamment
réorganisés de façon arbitraire).
Correction vis-à-vis du modèle simple
Nous pouvons maintenant montrer que les modèles simples et optimisés
sont équivalents, ce qui mène à la correction de l’optimisation vis-à-vis de la
spécification, l’implantation simple étant correcte.
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Les lemmes 6.43 et 6.39 impliquent que la relation τ−→boc définit une unique
forme normale pour tout réseau optimisé et propre U ; on note U↓o cette
forme normale. Notons que U↓o est toujours un réseau de référence : il ne
contient ni messagers bloqués, ni messages en attente.
La normalisation d’un réseau simple propre par τ−→bsc et
τ−→boc ne mène
cependant pas forcément au même réseau de référence : U↓ 6= U↓o. Cependant
ces réseaux ne diffèrent que par l’organisation de leurs arbres de messagers :
ils sont en relation par S?.
Lemme 6.45. Pour tout réseau simple propre U , on a :
U↓ S? U↓o .
Démonstration. On procède par induction bien fondée sur U , en utilisant la
terminaison de la relation τ−→bsc :
– Si U est un réseau de référence, on a U↓ = U = U↓o.
– Sinon, on a U τ−→bsc U ′ ; et comme U est propre et simple, on obtient :
U = V | h0〈m〉 | Πi<l hi . hi+1 | hl[n]
U
τ−→bsc U ′
τ=⇒bsc V | Πi<l hi . hi+1 | hl[m;n] = U1 [Fwds,Dsts]
U
τ=⇒boc V | Πi<l hi . hl | hl[m;n] = U2 (lemme 6.38)
On vérifie que U1 S l U2, et on a U1
bτ=⇒boc U1↓o de telle sorte que, par
le théorème 6.44, U2
bτ=⇒boc U ′2 avec U1↓o(S ∪ τ−→boc)?U ′2.
De plus, comme S préserve les formes normales, on a U1↓o S? U ′2, et
U ′2 = U2↓o. Finalement, on obtient par induction U1↓ S? U1↓o, puis
U↓ = U1↓ S? U1↓o S? U2↓o = U↓o. 
Il s’en suit que dans le modèle propre et optimisé, tout réseau propre et
simple est bisimilaire à sa forme normale vis-à-vis de τ−→bsc (cela correspond
au corollaire 6.22 dans le modèle propre et simple) :
Corollaire 6.46. Pour tout réseau simple et propre U , on a :
〈U,−→boc〉 ≈ 〈U↓o,−→boc〉 ≈ 〈U↓,−→boc〉 .
Démonstration. Par le lemme 6.45, U bτ=⇒boc U↓o S? U↓ ; on conclut par le
théorème 6.44. 
On peut finalement conclure en utilisant la technique « bisimulation faible
modulo ≈ lors des offres visibles » (corollaire 3.43) : grâce à cette technique,
on peut ne considérer que des réseaux de référence, ne contenant aucun mes-
sage en attente, et normaliser ces réseaux dès qu’ils effectuent une transition
(visible) qui introduit des messages en attente. Comme les réseaux de réfé-
rence ne donnent pas lieu à des transitions silencieuses, la contrainte imposée
par la technique modulo n’est en fait pas gênante.
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Lemme 6.47. Pour tout réseau de référence U , on a :
〈U,−→boc〉 ≈ 〈U,−→bsc〉 .
Démonstration. On montre que la relation suivante est une bisimulation
faible modulo ≈ lors des offres visibles (corollaire 3.43) :
R ,
{
〈〈U,−→boc〉, 〈U,−→bsc〉〉 | U ∈ Ur
}
.
Pour tout réseau de référence U , comme U ne contient pas de messages en
attente, on a U µ−→boc V si et seulement si U
µ−→bsc V . Par contre, bien que V
soit un réseau simple et propre, ce n’est plus un réseau de référence, on n’a
donc pas 〈V,−→boc〉 R 〈V,−→bsc〉. Néanmoins, V↓ est un réseau de référence,
et par les corollaires 6.46 et 6.22, on a :
〈V,−→boc〉 ≈ 〈V↓,−→boc〉 R 〈V↓,−→bsc〉 - 〈V,−→bsc〉 .
On utilise donc la bisimilarité faible pour réécrire le réseau de gauche ; c’est
permis par la technique modulo : nous répondons à une offre visible. 
La preuve du théorème final de correction se résume à assembler les
résultats précédents, selon la figure 6.11 détaillée plus bas.
Théorème 6.48. Pour tout réseau optimisé U , on a :
〈U,−→o〉 ≈ 〈bUc↓,−→r〉 .
Démonstration. bUc est propre et optimisé, et bUc↓ est un réseau de réfé-
rence, on a donc :
〈U,−→o〉 % 〈bUc,−→boc〉 (proposition 6.37)
≈ 〈bUc↓,−→boc〉 (corollaire 6.46)
≈ 〈bUc↓,−→bsc〉 (lemme 6.47)
% 〈bUc↓,−→r〉 . (théoreme 6.25)

En particulier, si U est un réseau de référence, alors 〈U,−→o〉 ≈ 〈U,−→r〉.
La figure 6.11 récapitule les grandes étapes de la preuve de correction ;
nous concluons ce chapitre en comparant les techniques modulo utilisées pour
le modèle simple et le modèle optimisé.
Alors qu’une preuve d’expansion directe suffisait à retirer les messages
perdus dans le cas simple, nous avons utilisé la technique bi-expansion mo-
dulo transitivité dans le cas optimisé. Le passage au modèle propre corres-
pondant s’est fait dans les deux cas par expansion modulo expansion. Pour
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simple optimisé
% %
référence - propre, simple ≈ propre, optimisé
Figure 6.11 – Grandes étapes de la preuve de correction.
montrer la τ -inertie du modèle simple, nous avons pu raisonner par expansion
modulo transitivité ; dans le modèle optimisé, où les transitions silencieuses
ne sont contenues que dans la bisimilarité faible, il nous a fallu utiliser le
corollaire 4.55, qui s’appuie sur une hypothèse de terminaison pour autoriser
la transitivité dans le cas de la bisimulation faible. Enfin, pour la preuve
de correction finale, nous avons raisonné modulo expansion pour le modèle
simple, et modulo bisimilarité faible lors des offres visibles pour le modèle
optimisé.
Dans les deux cas, les techniques modulo nous ont permis de ne raisonner
que de façon locale : les seuls diagrammes que nous ayons effectivement
fermés sont des diagrammes locaux, où les offres portent sur de « petites »
relations.
Chapitre 7
Conclusions et pistes de
recherche
En résumé, nous avons tout d’abord développé une théorie relativement
abstraite des techniques modulo pour la co-induction, que nous avons ensuite
appliquée pour retrouver les techniques modulo standard pour les différentes
notions de bisimulation. Ce faisant, il est apparu que ces techniques gagnaient
à être étudiées dans le cadre abstrait des algèbres relationnelles. Certaines de
ces techniques sont problématiques dans le cas faible ; nous avons montré que
ces problèmes proviennent essentiellement de problèmes similaires apparais-
sant en théorie de la réécriture. Cela nous a permis, en utilisant les outils de
la réécriture, de trouver de nouvelles techniques pour la bisimulation faible,
s’appuyant sur des hypothèses de terminaison ; de l’un de ces nouveaux ré-
sultats de commutation découle un lemme de confluence a priori nouveau,
qui pourrait être utile en réécriture. En utilisant notre théorie des techniques
modulo pour la co-induction, nous avons ensuite montré comment combiner
ces nouvelles techniques aux techniques plus standard, puis nous avons étu-
dié diverses conséquences de ces nouveaux résultats, notamment dans le cas
des systèmes dits réactifs. Toujours en s’appuyant sur la théorie générale des
techniques modulo pour la co-induction, nous avons défini une nouvelle mé-
thode, permettant de prouver facilement la validité des techniques modulo
contexte, que nous avons illustrée en l’appliquant dans le cas de CCS. En-
fin, nous avons démontré l’utilité de l’une des nouvelles techniques modulo
obtenues, en l’utilisant afin de donner une preuve de correction « locale »
et modulaire pour une optimisation d’un modèle d’exécution pour des pro-
cessus distribués. La figure 7.1 établit les dépendances entre ces différents
résultats.
Nous indiquons finalement quelques directions dans lesquelles nous aime-
rions poursuivre notre travail.
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Catégories, allégories
Afin de donner une présentation uniforme des résultats pour la bisimu-
lation, nous ne l’avons définie qu’au sein d’un unique LTS, arbitraire. Plus
généralement, toutes les relations binaires que nous avons manipulées ne re-
lient que des éléments du même type, ce qui se traduit au niveau abstrait
des algèbres relationnelles par le fait que la composition relationnelle soit
toujours définie. L’avantage principal est que nous n’avons pas à « typer »
les objets manipulés, et que des opérations telles que la fermeture transitive
sont toujours définies. Ainsi, la technique modulo transitivité, qui ne fait
sens qu’au sein d’un unique LTS, permet de capturer la technique modulo
∼, bien qu’elle s’étende au cas de systèmes différents : si l’on type les dia-
grammes leur correspondant, ces deux techniques peuvent être représentées
ainsi (A R B signifiant que R est une relation entre les éléments de A et
ceux de B) :
A

R A

A R? A
A
  



R B
>
>>
>>
>>
A ∼ A R B ∼ B
Par contre, l’inconvénient de notre approche, où nous supposons qu’il n’y a
qu’un type (A = B), est qu’il nous faut utiliser des unions disjointes lorsque
nous souhaitons, comme au chapitre 6, comparer les états de plusieurs LTS
(cf. remarque 6.5).
La théorie des catégories, en nous évitant d’avoir à fixer un « univers »,
pourrait sûrement aider à surmonter ce problème. Les allégories [FS90, Joh02],
qui sont le pendant catégorique des algèbres relationnelles, semblent notam-
ment prometteuses.
Modèles
Il y a deux avantages principaux à se placer à un niveau d’abstraction
élevé (les treillis complets éventuellement monoïdaux pour la co-induction ;
les algèbres relationnelles pour la bisimulation) : on gagne en clarté, puisque
les objets manipulés sont plus simples ; et en généralité, puisque l’on ne
s’appuie pas sur les propriétés inhérentes à un modèle particulier. On a ainsi
pu appliquer la théorie des techniques modulo, initialement conçue pour
le treillis complet monoïdal des relations binaires, dans un treillis complet
monoïdal de fonctions, afin d’obtenir des techniques modulo pour caractériser
certaines propriétés de ces fonctions.
Comme indiqué à la remarque 3.6, nous aimerions savoir s’il existe des
modèles non-triviaux d’algèbres relationnelles, dans lesquels la notion de
semi-commutation jouerait un rôle suffisamment intéressant pour que nos
techniques puissent y être utiles. Pour l’instant, nous manquons cruellement
de culture à ce sujet.
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Preuves assistées
Nous projetons de formaliser dans l’assistant de preuve Coq [CH84] les
chapitres 2, 3, 4 et 5 de cette thèse. Nous l’avons fait pour une version préli-
minaire de certains résultats présentés ici (l’article [Pou05b] est entièrement
formalisé, les développements sont accessibles via [Pou05c]) ; mais nous es-
pérons cette fois pouvoir aller plus loin qu’une nouvelle preuve formelle, en
définissant deux outils qui ne serviraient pas qu’à vérifier que nous ne nous
sommes pas trompés. . .
Le premier outil serait un ensemble de tactiques permettant de raison-
ner de manière calculatoire lorsque l’on ferme des diagrammes de semi-
commutation ; tout comme nous l’avons fait à la section 4.2, en suivant la
méthode de Doornbos et al. [DBvdW97] pour les inductions bien fondées.
Cet outil nous permettrait entre autres de prouver plus facilement nos résul-
tats de commutation, mais il pourrait surtout servir pour rechercher de nou-
velles techniques, en permettant d’effectuer automatiquement une partie des
calculs auxquelles elles se ramènent. A priori, la seule difficulté, technique,
consiste à définir des tactiques permettant de raisonner modulo l’associa-
tivité du monoïde et modulo le respect de l’ordre partiel par le monoïde :
alors qu’il ne nous faut qu’une étape de raisonnement pour déduire l’inéga-
lité x · y · z v y · x · z à partir de l’hypothèse (H) : x · y v y · x, une preuve
formelle doit passer par l’arbre de dérivation suivant :
x · y v y · x
(H)
(x · y) · z v (y · x) · z
(Respect)
(x · y) · z v y · (x · z)
(Assoc.)
x · (y · z) v y · (x · z)
(Assoc.)
Les tactiques à définir devraient par exemple nous permettre d’appliquer une
hypothèse sur un sous-terme arbitraire.
La seconde idée consiste à développer, à partir des outils précédents et
de la formalisation de la bisimilarité et de nos résultats, un autre jeu de tac-
tiques permettant de faire facilement des preuves par bisimulation (modulo).
Cela pourrait se résumer à des tactiques permettant de répondre automati-
quement à certaines offres inintéressantes lors des jeux de bisimulation, où à
appliquer automatiquement les techniques modulo contexte, pour simplifier
les processus obtenus. Mais cela pourrait aussi aller plus loin, en donnant
par exemple la possibilité de définir le candidat de bisimulation de façon pa-
resseuse, en l’étendant au fur et à mesure, selon les besoins (tout comme on
construit des bisimulations « à la volée » dans certains outils de vérification
automatique [FMJJ92]).
Ce second outil pourrait par ailleurs être adapté, afin de pouvoir faciliter
des preuves formelles de confluence.
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Systèmes partiellement réactifs, bisimulation arborescente
Nous avons étudié à la section 4.5 les conséquences de notre nouveau ré-
sultat dans le cas des systèmes réactifs, où les transitions silencieuses doivent
terminer : l’élaboration (v) est un préordre contrôlé, et on a accès à des tech-
niques puissantes pour montrer la τ -inertie.
Cette hypothèse de terminaison n’est cependant pas toujours satisfaite :
certains algorithmes distribués reposent sur une introduction volontaire de
boucles silencieuses. Bien que la technique principale que l’on a obtenue
(théorème 4.30, dont découle le corollaire 4.37) ne demande pas cette hy-
pothèse, et puisse donc a priori être utilisé directement, les résultats de la
section 4.5 nous semblent suffisamment attrayants pour que nous souhaitions
les adapter au cas non-réactif.
Suivant l’approche de Groote et Sellink [GS96], nous avons proposé dans
le cas de l’élaboration [Pou06b] de distinguer une partie des actions silen-
cieuses, dites progressives, et de demander leur terminaison relativement
aux autres. On permet ainsi l’étude de systèmes partiellement réactifs, et
on aboutit à une notion d’élaboration qui peut être utilisée lors des jeux de
bisimulation faible, mais seulement lors des offres progressives.
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s’avère correcte, elle pourrait permettre d’aller dans cette direction de ma-
nière plus générale, et notamment d’obtenir de nouveaux résultats pour prou-
ver la τ -inertie de systèmes partiellement réactifs. Une autre idée, que nous
souhaitons explorer plus en détails, consiste à étudier ce genre de techniques
en utilisant la bisimilarité arborescente de Rob van Glabbeek et Peter Weij-
land [vGW96] : cette équivalence comportementale, qui est plus fine que la
bisimilarité faible, permet en effet de distinguer sémantiquement différentes
sortes d’actions silencieuses. Les techniques modulo développées dans cette
thèse s’adaptent de façon relativement directe à cette notion de bisimilarité,
et il n’est pas exclu que les propriétés spécifiques de cette bisimilarité nous
permettent en fait d’aller plus loin.
Congruences et équivalences barbelées
Dans certains calculs (le π-calcul asynchrone par exemple), la bisimilarité
étiquetée est souvent trop fine : les étiquettes permettent de distinguer des
comportements que les contextes ne distinguent pas. On préfère souvent
dans ce cas considérer l’équivalence barbelée [MS92b, FG05] : la plus grande
congruence contenue dans la bisimilarité barbelée. Notre approche abstraite
de la bisimilarité nous paraît relativement bien adaptée pour l’analyse de
telles équivalences : étant donné une clôture C, représentant la propriété de
congruence à satisfaire, nous pouvons définir son adjointe [Ore44] comme
étant la fonction C◦ : x 7→
∨
{y | C(y) v x}. Dès que la clôture distribue
sur les bornes supérieures (comme c’est le cas des clôtures par les contextes
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monadiques) on a C ◦C◦ = C◦ ; de telle sorte que la fonction C◦ associe à tout
élément x la plus grande congruence majorée par x. Par exemple, si wb est
une adaptation de w qui prend en compte les barbes, C◦(ν←→wb) est la plus
grande congruence contenue dans la bisimilarité barbelée (i.e. l’équivalence
barbelée). Une autre approche standard consiste à clore la relation par les
contextes, à chaque étape du jeu de bisimulation ; c’est ainsi que l’on définit
par exemple de la congruence barbelée [HY95, FG05], qui est à la fois une
congruence et une bisimulation barbelée. Dans notre cadre, nous pouvons
capturer cette approche en considérant la génératrice ←→wb ∧ C◦.
Il serait donc utile d’étudier si des techniques modulo peuvent être défi-
nies, qui permettent de réduire le nombre de contextes à considérer dans de
telles situations. Plus généralement, il faudrait réussir à mieux comprendre
les interactions possibles entre une « génératrice de jeu », telle que wb, et
une « génératrice de congruence », telle que C◦. Notre méthode des contextes
initiaux va dans ce sens, il nous faudra continuer à chercher dans cette di-
rection.
Ordre supérieur, environnements
La définition d’une théorie « comportementale » pour des calculs d’ordre
supérieur est un problème difficile [Pit07, GP98] : Samson Abramski a dé-
fini la bisimilarité applicative pour le λ-calcul [Abr90], mais l’extension de
cette notion à des calculs incluant des aspects impératifs (références) pose
problème, notamment pour ce qui est des propriétés de congruence et des
techniques modulo contexte [How96, Las98, Las05, KW06].
L’une des difficultés provient du fait que les étiquettes que l’on définit
dans de tels langages contiennent généralement des processus (d’où l’ordre
supérieur), et doivent être traitées de manière plus subtile lors des jeux de
bisimulation : l’égalité syntaxique usuellement requise entre l’étiquette de la
question et celle de la réponse n’est plus satisfaisante.
Davide Sangiorgi, Naoki Kobayashi et Eijiro Sumii ont récemment pro-
posé deux solutions [SKS07b, SKS07a] ; la première utilise le candidat de
bisimulation lui-même pour contraindre les étiquettes, mais d’une façon qui
rend la génératrice non-croissante, ce qui rend improbable l’utilisation de nos
techniques dans un tel cadre. La seconde généralise les idées de la première,
en utilisant un environnement pour quantifier le jeu sur les étiquettes. Bien
que ce ne soit pas immédiat, il nous semble que cette dernière méthode peut
être définie dans notre cadre, à condition de bien choisir l’algèbre relation-
nelle et le LTS dans lequel on se place (les processus eux-mêmes doivent être
annotés par l’environnement) : nous devrions pouvoir se ramener à des jeux
de bisimulation standard, où les étiquettes sont de premier ordre, et où l’en-
vironnement permet d’imposer indépendamment les contraintes nécessaires.
Si tel est réellement le cas, nous pourrons appliquer directement les tech-
niques développées dans cette thèse, et la méthode des contextes initiaux
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devrait grandement simplifier l’étude des techniques modulo contexte pour
ce genre de calculs (avec un peu de chance, cela pourrait fournir un exemple
d’application de la seconde partie du théorème 5.8, qui permet de prouver
la compatibilité d’une fonction « à travers » la correction d’une technique
arbitraire).
Travaux non détaillés
D’autres travaux ont été menés durant cette thèse, qui ne sont pas dé-
taillés dans ce document ; nous les indiquons rapidement ci-dessous.
Machines abstraites et calculs distribués. Comme indiqué au début
du chapitre 6, le modèle d’exécution présenté dans ce dernier chapitre pro-
vient de l’étude d’une optimisation d’une machine abstraite pour les Safe
Ambients [LS03]. Nous avons implanté cette machine ainsi que son optimisa-
tion de façon réellement distribuée, en utilisant le langage OCaml. L’optimi-
sation est décrite dans [HPS05], et l’implantation est accessible via [Pou05a].
Dans ce domaine des machines abstraites distribuées, nous avons aussi
travaillé avec Tom Hirschowitz, Daniel Hirschkoff et l’équipe SARDES de
l’INRIA Rhône Alpes sur des calculs dérivés des Kells [SS04] : nous avons
défini une extension du π-calcul comprenant une notion de localité et une
primitive de passivation, qui permettent de raisonner sur des propriétés de
modularité dynamique. Nous avons défini une machine abstraite distribuée
pour ce calcul que nous avons ensuite implantée, toujours en OCaml.
Congruence et axiomatisations. Indépendamment, nous avons prouvé
avec Daniel Hirschkoff que la bisimilarité est une congruence dans le π-
calcul sans somme ni réplication [HP07], problème réputé difficile [SW01,
chapitre 5] et connu depuis [BS98]. La preuve passe par une axiomatisation
de la bisimilarité sur un fragment encore plus restreint de CCS (sans somme,
ni réplication, ni restriction), puis exploite un résultat de transfert qui per-
met d’obtenir la clôture par substitution de la bisimilarité dans le π-calcul à
partir de propriétés établies dans CCS à l’aide de l’axiomatisation.
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Résumé
Bien que les langages de programmation actuels fournissent des niveaux d’abstraction
de plus en plus élevés, les programmes définis de nos jours sont de plus en plus délicats
à étudier : ils sont distribués, concurrents, interactifs, et bien souvent mobiles. De plus,
le rôle parfois critique qu’ils endossent nécessite une analyse de plus en plus fine de leurs
propriétés. Nous étudions dans cette thèse des techniques de preuve permettant de faciliter
l’étude de tels programmes.
Nous développons tout d’abord une théorie des techniques “modulo” pour la co-
induction, dans le cadre abstrait des treillis complets. Cette théorie, qui établit des ré-
sultats de modularité génériques, fournit un socle solide pour la suite de la thèse, dédiée
aux techniques modulo pour la bisimilarité. Dans le cas dit “faible” ces techniques modulo
souffrent de limitations, dues à des phénomènes bien connus en théorie de la réécriture.
En utilisant les outils de ce domaine (normalisation forte et inductions bien fondées),
nous définissons de nouvelles techniques afin de contourner ces limitations. L’utilité de ces
techniques est illustrée par l’étude détaillée d’un algorithme distribué non trivial (il s’agit
de l’optimisation d’un environement d’exécution pour des processus distribués), et pour
lequel les techniques standard s’avèrent insuffisantes
D’autre part, en appliquant notre théorie des techniques modulo dans un espace de
fonctions, nous montrons comment obtenir des techniques de second ordre, qui nous per-
mettent de revisiter les techniques dites “modulo contexte” : nous définissons une méthode
qui permet de simplifer grandement l’étude de telles techniques, en la ramenant de façon
systématique à une étude de cas élementaire. Nous illustrons cette méthode en l’appliquant
dans le cas de CCS.
Mots clefs
Sémantique – Algèbres de processus – Équivalences comportementales – Bisimulation –
Techniques modulo – Co-induction – Treillis complets – Algèbres relationnelles – Machines
abstraites distribuées.
Abstract
While programming languages tend to give higher abstraction levels to the programmer,
the programs that are written nowadays tend to be more complex: these programs are
distributed, concurrent, interactive, and often, mobile. Moreover the critical role they may
play sometimes requires a really precise analysis of their properties. This dissertation is
devoted to the study of proof techniques for the analysis of such programs.
We develop a theory of “up-to” techniques for coinduction, in the abstract setting of
complete lattices. This theory contains new and general modularity results; it establishes
the grounds for the reminder of the dissertation, where we focus on up-to techniques for
bisimilarity. Up-to techniques for weak bisimilarity are known to be problematic. We
show that these problems are related to similar phenomenons in term rewriting theory,
and, using tools from this domain (strong normalisation and well-founded inductions),
we develop up-to techniques going beyond existing ones. The benefits of these new tech-
niques are illustrated by applying one of them in order to prove the correctness of a
non-trivial distributed algorithm, for which standard techniques are not sufficient to give
a satisfactory proof.
Independently, by applying our general theory of up-to techniques in the function
space, we show how to obtain second-order techniques, that allow us to revisit the “up to
context” techniques: we define a generic method that greatly simplifies the study of such
techniques. We illustrate this method by using it to recover up to contexts techniques in
the case of CCS.
Keywords
Semantics – Process algebras – Behavioural equivalences – Bisimulation – Up-to techniques
– Coinduction – Complete lattices – Relation algebras – Distributed abstract machines.
