Abstract -Progressive transmission of images based on lapped orthogonal transform (LOT), adaptive classification and human visual sensitivity (HVS) weighting is proposed. HVS weighting for LOT is developed using a general technique that can be applied to any orthogonal transform. The method is compared with discrete cosine transform (DCT) based progressive image transmission (PIT). It is shown that LOT based P I T yields subjectively improved images compared to those based on DCT.
Introduction
Progressive image transmission (PIT) [l] based on transform domain prioritization has gained wide acceptance [2-71 due to various adaptive features such as classification [8-121, spectral selection [4, 6] , HVS weighting [2,6,13-151, as well as due to the VLSI development of operations such as transform, quantization, and variable length coding. In addition, P I T based on the DCT has been extensively investigated. For example, JPEG (Joint Photographic Experts Group) [6] algorithms for the baseline and extended systems are DCT based. At low bit rates , however, DCT introduces block structure in the reconstructed images [2] . One technique to reduce or eliminate this artifact is replacing DCT by the LOT [16,17] whose basis vectors overlap across traditional block boundaries. It is intuitively felt that LOT based PIT should yield subjectively more pleasing pictures even during the initial stages compared to the DCT. This is the objective of this paper. i.e., develop a LOT-PIT incorporating various adaptive features and compare with the DCT dependent PIT.
PIT with the Chen-Smith coder
The is based on the zonal sampling strategy. First, the image undergoes an orthogonal transform. The transform coefficients are stored in a buffer and some statistics are computed prior to the decision of (i) which coefficients are transmitted; (ii) how to quantize these coefficients; (iii) the order of transmission. We will 391 0-7803-0950-2&3/$3.OOQ1993IEEE ~ assume the image as having N x N picture elements (pixels or pels). The encoding steps can be briefly described as:
.Transform the image using blocks of M x M pels. Let NB = ( N / M ) , be the total number of blocks in the image. The blocks are, then, labelled from 1 to NB in a lexicographical order, with coefficients given as z~(u, U ) .For all blocks belonging to the same class, construct NC deviation maps with the standard deviation of the coefficients, found from (6 is the Kronecker delta function)
.Merge all N c deviation maps and decide the bit-allocation.
Based on the rate-distortion theory, we shall iteratively find a distortion value D and a set of integers Bk(m,n) (for (m,n) E \E and 1 5 k 5 N c ) , so that
for 0 5 Bk(m,n) 5 B,,,, where B,,, is the maximum number of bits allowed, Bo, is the number of bits required for overhead transmission, and R is the average bit-rate in bits/pel (bpp). Create NC bit-allocation maps with a oneto-one correspondence with the elements of the deviation maps.
.Re-estimate the standard deviations using the bit allocation maps.
where c is a normalization factor. It was suggested in [9] to choose c as the maximum uk(m, n) for which Bk(m, n) = 1, for avoiding excessive clipping.
.Send C(i), c , and Bk(m, n) as side information.
.Quantize, encode and send all the coefficients, using the re-estimated variances. A coefficient ti(m, n) (block i ) , which belongs to class IC (C(i) = IC), is scaled (divided by ~k(m, n)), applied to a quantizer with 2Bk(mJ"' levels and encoded with Bk(m, n) bits. If Bk(m, n) = 0, the particular coefficient is not transmitted.
The receiver may first decode the side information and the DC coefficients. Given the class map, the bit-allocation maps and the normalization factor c, the decoder can reconstruct the standard deviations used to scale the quantizers as in (??). With the maps reconstructed, and with the knowledge of the transmission order, the decoder can exactly determine the position of the incoming coefficient and its class, bit-assignment and variance. Therefore, the receiver can decode all coefficients, apply an inverse transform and obtain the image. The overhead is made by the class map, the bit allocation maps and c. Quantizing c with 16 bits, the total amount of overhead is given by:
In order to use PIT, we shall transmit data in the following order (i) DC coefficients in any predefined order; (ii) classmap, c, and bit-allocation maps; (iii) AC coefficients. The transmission of the AC coefficents [2] is made by spanning the blocks and sending first the elements t,(m, n) which would yield higher contribution to the reconstructed image. For minimizing the reconstruction error, we shall send the coefficients with higher variances. Alternatively, we can incorporate some information about the spatial response of the visual system, by using weighted standard deviations. If one assumes that the estimated standard deviation is a good measure of the real standard deviation of a particular coefficient (at least, is the best information we have a t hand), the priority can be decided upon the weighting of the deviation maps by a matrix H(m, n) containing spatial information about the HVS. Let rlk(m, n) = bk(m, n) H(m, n); 1 I IC I N c ; (m, n) E \k'
(7)
The order for transmission of the coefficients is, then, defined by sending first the coefficients (ti(ml n); C(i) = IC) which correspond to greater value of q k ( m , n ) . If there is any ambiguity, send first qk(m,n) with smaller value of m + n and larger value of k (this means lower frequency coefficients on higher AC energy classes). Using (??) and (??), we can redefine qk(m, n) as Although having a different value, this representation still maintains the transmission order, addressing directly the bit-allocation maps. As long as both encoder and decoder have the same maps, and use the same weighting matrix, there will be no overhead for indicating the transmission order.
The coder has some limitations and can very well be improved in many ways [18] . However, it is quite insensitive to the transform used, being this the main reason for the choice of the Chen-Smith coder.
3
The HVS weighting matrix A complete study of the psychophysical properties of the visual system is well beyond the scope of the present paper. Our intention is restricted to the determination of a spatial response weighting matrix for use with the LOT coefficients.
In [2], the application of a linear function relating the HVS to spatial variations is discussed.
Let H ( f c ) be a linear transfer function representing the unidimensional spatial model of HVS (fc given in cycles per degree of the visual angle subtended), Further usual assumptions follow: (i) the screen has an 1 : l aspect ratio and is uniformly bright for an uniform image; (ii) the viewer is situated at a distance v from the screen, right in front of its geometric center; (iii) the screen has width w and each row (column) has N pels; (iv) the viewer can observe aproximately the same density of pels-per-degree (spatial) in any region of the screen.
Let a be the ratio of viewer distance (U) by screen width (w), i.e., a I v / w . This factor is the relative distance of the observer. The maximum visible frequency in cycles per degree is obtained when the discrete signal displayed has its maximum frequency component, which is half of the sampling frequency, i.e., in N samples it is possible to observe N/2 cycles. The maximum visible frequency can be found as:
where 0 in degrees is the viewing angle, from the center to the extreme of the screen, and tan(0) = w/2v = 1/2a. We, therefore, can represent a discrete sensitivity function as Fig. 1 , where each filter (with coefficient f k ( n ) ) is equal to a basis function of the LOT, i.e.,
we have L = M . In Fig. 1, z(n) is the input signal to the filter bank, Gk(n) corresponds to each subband (filtered signals), and yk(n) is the subband signal after decimation. Let Fk(eJ") be the frequency response of fk(n). If, in Fig. 1 , the input z(n) has power spectral density (PSD) given by S,(w), and denoting the PSD of gk(n) and yk(n) as Syk(w) and S y k ( w ) , we have: Alternatively, this result could be shown using the fact that if U(. ) is a stationary process, then
and the above equation is also true.
If a white noise with unit variance is input to the linear system HD(ej"), and its output is transformed using the LOT, then (??) is given by:
The continuous HVS model function as used in [2] is shown in Fig. 2 , and is given by:
H ( f ) = 2.46(0.1+ 0.25f) (14)
The corresponding weights Ck are found, for M = 8, using (??). The two dimensional case, is just an extension of these results, since the transform is separable. We are interested in weights cij, (i, j ) E i#, which can be derived from 
In our application, we are weighting standard deviation values and we shall use ci, instead of the squared value.
Figs. 3 and 4 show weighting matrices containing normalized cij for some values of a, fmor and N . Values of a as 6 or 7 are more representative for broadcast TV viewing. Values of 4 or 5 fit very well modern P I T needs, and approximate the situation where a 256 x 256 pels image is displayed on the 640 x 480 resolution mode on a regular home PC monitor, and the observer is in front of it, working on the computer. 
Implementation and results
A 256 x 256 pels monochrome image is divided into (8x8) nonoverlapping blocks ( M = 8) and the LOT is applied to each block. Based on the ac energies, the (8x8) blocks are grouped into eight different equally populated classes ( N c = 8). Thus, there are 32 x 32 blocks in the image ( N B = 1024). The DC coefficients are quantized with an uniform 7 bits quantizer, and Bmaz is set to be 7. Therefore, the overhead in (??) is 4552 bits and the amount of bits needed to code the DC coefficients is 7168. This yields a total of 11720 bits sent prior to the transmission of the AC coefficients (aproximately 0.18 bpp).
The AC coefficients are well modelled by a Laplacian probability density function (PDF), but the blocks are classified according to their AC activities. If U is the amplitude of an AC coefficient, the actual important function is no longer its density function p u ( u ) , but one conditional to the estimated standard deviation ~~( u I U ) , which depends on the importance of this coefficient in the classification process. If there is just one class ( N c = l ) , the Laplacian model fits well. As an example for a particular coefficient, suppose its standard deviation is estimated as very large. This indicates that the coefficients on that coordinate ( m , n ) E i& belonging to the same class, are expected to have high amplitude, and not amplitudes close to zero as in the Laplacian model. Generally these large coefficients have low frequency and have large number of bits allocated for it. Coefficients with one or two bits allocated, generally do not have great influence on the AC energy and are very close to the Laplacian model. In our bit-allocation we assumed quantizers optimized using the same PDF. Therefore, we have chosen the Gaussian PDF model for our Lloyd-Max quantizers, due to its greater robustness against PDF mismatches. Tests carried out (for 8 and 16 classes) using two sets of quantizers (for Laplacian and Gaussian PDFs), showed better berformance for the Gaussian set of quantizers.
The assumption of integer number of bits allocated to each coefficient implies the use of mid-rise quantisers. One and two bit quantizers optimized for a Gaussian input PDF, have high inner reconstruction levels. This leads to annoying granular noise emerging from the amplification of insignificant coefficients, to which a high variance was assigned in the averaging process. For this reason, we decided to apply mid-tread quantizers with three-levels and variable length coding, instead of quantizing with 2 or 4 levels. The standard deviations for quantization and reconstruction of these coefficients would remain the same, but the distortion rule and the average bit-rate would be affected. However, the distortion/rate changes in the 2-bit quantizer, are roughly compensated by the changes in the l-bit quantizer. In simulations, both schemes yielded roughly the same bitrates, with the 3-level scheme leading to images with higher signal-to-noise ratios. The HVS weighted PIT described above is extended to the 2D-DCT. The weighting matrix was found using the method described in [2] . In Table I , a comparison of both methods is carried out, evaluating the SNR of reconstructed images at several stages for images "Lena" and "Girl". In both cases, the HVS model was calculated using fmaz = 13.4 (a = 6). 
Conclusions
A PIT scheme which incorporates adaptive classification in the transform domain and bit-allocation based on the rate-distortion theory is presented. A general technique for developing HVS weighting of the LOT coefficients is developed . The order in which the transform coefficients are transmitted is based on the estimated variances of these coefficients weighted by the human visual system sensitivity, measured in the 2D-LOT domain. Visual comparison of the reconstructed images based on the LOT and DCT shows that the former yields subjectively superior images compared to the DCT for all stages.
