As a key characteristic for industrial wireless sensor networks, deterministic scheduling aims to ensure that real-time data flows arrive at destination devices under deadline constraints by allocating necessary communication resources, such as time slots and channels. Current research on deterministic scheduling mainly focuses on how to obtain a feasible scheduling solution. However, optimizing average transmission delays under deterministic flow deadlines is rarely considered when multiple scheduling solutions exist. To address this issue, in this paper we propose two scheduling algorithms: branch and bound based on link conflict classification, and least conflict degree first. The prior algorithm obtains optimal schedulable ratio by constructing a search tree and adopting necessary conditions of scheduling. The latter algorithm dynamically adjusts the scheduling order of flows to distribute channels in a heuristic manner, and achieves approximate optimal schedulable ratio in a short time with low complexity. Simulation results show that both of the proposed algorithms effectively reduce the average transmission delays of real-time data flows while guaranteeing that all flows are delivered before their deadlines.
I. INTRODUCTION
Industrial 4.0, which is defined in Germany, has received more attention for countries, companies and researchers in recent years. Its concept arises from the combination of Industrial Internet of Things (IIoT) paradigm and Cyber-Physical Systems (CPSs) idea [1] . The IIoT, as a subset of Internet of Things (IoT), aims to improve the productivity for industry through exiting wired and wireless networking technologies. The CPSs mean that the physical world can effectively interact with its digital counterpart. Wireless sensor networks (WSNs) play an important role in Industry 4.0. To improve the flexibility and scalability of industrial plants, wireless technology has an unique advantage in wide area communications. Industrial wireless sensor networks (IWSNs), which are a key technology to enable the deployment of Industry 4.0, have some stringent requirements on data transmission for field devices. To monitor In this paper, our scheduling strategies show good performance in term of transmission delays for IWSNs. The key contributions of this paper include:
1. A Branch and Bound method based on Link Conflict Classification (BB-LCC) is proposed, and it is able to obtain an optimal scheduling success ratio by constantly searching the search tree.
2. We propose a heuristic method called Least Conflict degree First (LCF). By jointly considering the conflict degree, slot laxity and absolute deadline at every release link, the method can achieve a near-optimal schedulable ratio with lower complexity.
Note that, the focus of this paper is to optimize average transmission delays for data flows under the constraint of deadlines in IWSNs. The rest of the paper is organized as follows. Section II gives a literature review. In section III, we detail our network model and problem formulation. Two scheduling algorithms are proposed in section IV. Section V shows the numerical results and verifies the algorithm on a real testbed. Finally, Section VI concludes the paper.
II. LITERATURE REVIEW
Recently, the research on the technology of WSNs in industry 4.0 has been undertaken. The factories need to enable the connection between virtual and physical structures, and adapt novel routing and scheduling strategies to meet the reliability and real-time requirements of industrial applications [12] . To balance the data traffic and energy consumption for the WSNs in smart grid industry 4.0, a dynamic clustering algorithm, which was inspired by bird mating optimization (BMO), was proposed in [13] . And they also considered a BMO-based clustering routing strategy that balances the energy consumption among cluster heads. Faheem et al. proposed a bio-inspire routing protocol which aims to find highly stable links among sensors to improve network performance in WSNs [14] .
Zhang et al. designed the liner and dynamic programming algorithms to improve the efficiency and stability on realtime task scheduling problem [15] . Their scheduling strategy considered the scenario that a task can be duplicated to multiple copies and executed on different processors under a heterogeneous environment. To improve the overall system utilization, the authors of [16] proposed a strategy that dynamically schedules real-time tasks in homogeneous multicore systems. In [17] , a meta-heuristic method which is called Shuffled Frog Leaping Algorithm (SFLA) was proposed, which aims to reduce energy consumption by effectively scheduling real-time tasks. These papers focused on the real-time tasks scheduling problem. We are interested in allocating communication resources to field devices in this paper.
To minimize communication delays and make full use of time slots in In-Vehicle WSNs, the authors of [18] proposed a cross-layer low-latency topology management method that adapts an optimized graph isomorphism strategy, then, the schedule generator provides low delivery latency by adopting the selected topology. The work in [19] presented a new network model that considered a multidimensional scheduling space as flow-link-channel-slot tuples. In this framework, they designed an iterative hop-wise scheduling algorithm which joints scheduling and channel allocation to minimize end-to-end delays in the industrial WirelessHART network. In [20] , a hierarchical data transmission framework which can effectively reduce end-to-end transmission delay was proposed. To solve the problem of deterministic scheduling, some general algorithms, such as the branch and bound based on a search tree [21] , backtracking algorithm [22] , particle swarm optimization based on the heuristic searching [23] , and the simulated annealing [24] were exploited in the field of IWSNs. A scheduling policy that considers scheduling laxity as a necessary condition was proposed in [20] . The authors of [22] studied a scheduling policy based on the backtracking algorithm, which considers the communication feature of inter-cluster or within a cluster in WIA-PA networks. Alshahrani et al. [23] compared the performance between particle swarm optimization and simulated annealing algorithms under the constraint of the end-to-end transmission delays. The schedulable conditions based on the characteristics of IWSNs were analyzed in the literature [25] - [27] . In [28] , a deterministic scheduling algorithm that considered the priority of data flows was proposed. A priority-aware multichannel adaptive framework was proposed in [29] . In [30] , the authors proposed a mathematical programming framework that combined routing and link scheduling. In [31] , the authors firstly proposed a distributed real-time multichannel scheduling scheme which allocated a time window to each node to schedule its transmissions. They then provided a schedulability test for this scenario and showed its advantage in energy consumption compared to existing approach. Due to the fact that links may have different local available channel sets (LACSs) in IWSNs, the work in [32] studied the LACSs-based convergecast scheduling problem. In [33] , a flow-based shared links schedule policy was proposed and authors also considered a Concession Time Slot (CTS) to ensure the reliability of end-to-end transmission in WSANs. To successfully schedule more packets with strict deadlines, the author of [34] obtained an optimal scheduling solution by considering real-time scheduling as an unobservable Markov decision. They also proposed a sub-optimal scheduling strategy with random deadlines in this scenario.
From above literatures, they were interested in finding a feasible scheduling solution or selecting an appropriate route table to schedule data flows. When there are multiple scheduling solutions in IWSNs, the relative work which focus on the optimization of average transmission delays are rarely researched.
III. SYSTEM MODEL AND PROBLEM FORMULATION A. NETWORK MODEL
We consider an industrial wireless network (for example a WirelessHART network, an ISA100 network), which consists of the system manager, one gateway and field devices VOLUME 8, 2020 (including sensors and actuators). The system manager which is connected to the gateway calculates the route table and sends it to the gateway, then the gateway sends it to the field devices. In general, there are three patterns in field networks: (a) the sensor (the source node) periodically generates a packet and sends it to the gateway, then the gateway sends the packet to the actuator (the destination node); (b) the source node sends a packet to the destination node (or the gateway) through its route; (c) the gateway (or the sensor) sends data to the destination node via its route. Considering that both (b) and (c) are special situations in (a), we choose the pattern (a) in our paper.
In a period P i , the source node S i generates data packets periodically. The length of the packet's route is H i . Each packet has a relative deadline D i . Every packet needs to be delivered to destination within the deadline D i . For every D i , we can assume H i ≤ D i ≤ P i . Such assumption is more practical for real-time scheduling in IWSNs. Let F = {F 1 , F 2 , . . . , F N } be a set of end-to-end flows. Each data flow starts from the source node and ends at the destination through the gateway. We define the hyper-period T as the least common multiple of all flows' periods. In a hyperperiod, the source node may generate multiple packets. Let p i,j represents the j-th packet of flow F i . We can obtain that the earliest release time R i,j of the packet p i,j is P i * (j − 1) + 1 and the relative deadline D i,j is P i * (j − 1) + D i . The time attribution of the flow F i is shown in Fig. 1 . 
B. PROBLEM FORMULATION
Deterministic scheduling algorithms mainly find a feasible solution that schedules all packets with deadline-constrained to their destination nodes. Due to single-antenna nodes are usually used in networks, the nodes cannot transmit and receive a packet at the same time slot. For the link (u, v) ∈ E, the (u, v) is considered as a directed link, where E represents a set of edge between nodes. The (u, v) denotes that node u sends a packet to v. For the node u ∈ V , we define the sending link set with one-hop transmission is denoted as O(u) = {(u, v) ∈ E|v ∈ V }, and the receiving link set is denoted as
where V is a set of all nodes. In this paper, we do not consider the spatial reuse of channels, and let the number of channels be equal to M . We obtain that the number of transmissions that is allocated to channels is at most M at a slot. Let d i,j be the actual time slot that the packet P i,j of the flow F i is received by the destination node. For the given route of flow F i , we obtain that its end-to-end transmission delays are d i,j − R i,j . There are three actions for the node u at slot t: (1) it can send a packet to the next node; (2) it may receive a packet from the previous node; (3) it would neither transmit nor receive the packet. The buffered packets represent the total packets that are stored in node u at time slot t. We then use P t (u) to represent the buffered packets for node u at slot t which are defined as the packet that is received from the previous node plus the packets that are stored in the current node u at slot t − 1, and then minus the packet that is sent to the next node. The value of P 1 (u) is initialized to 1. We characterize the problem of deterministic scheduling as:
Objectives:
Constraint Conditions:
Equation (1) denotes that all flows need to meet their deadline-constrained. (2) is an optimal objective which is designed to minimize average transmission delays for data flows in IWSNs. (3) and (4) are the conflict constraints of transmissions, for directional links (u, v) or (v, u). (4) is used to determine whether the link of the flow f can be scheduled at the current time slot t. Links (u, v) and (v, u) denote the node u sends the data packet of flow f to the node v and the node u receives the packet of the flow f from the node v at slot t, respectively. If the link (u, v) of flow f is scheduled at
is also satisfied with the above conclusion. And (3) denotes that a node u can either send data flow to node v or receive flow from v at the time slot t. The O(u) and I (u) denote the sending set and receiving set for the node u. Considering each node cannot transmit and receive at the same time, this is why the (3) is less than or equal to 1. (5) is limited by the maximum available channels, and at most M transmissions can be scheduled at time slot t. (6) is the update situation of buffered packets for the node u at slot t. The total packets P t (u) of the node u are equal to unscheduled links P t−1 (u) at last time slot t − 1 plus links
that received packets from node v at time slot t, and then minus 
links
which will be scheduled in node u at the current slot t.
Limited by transmission conflict and channel contention, the time slots for each hop of packets cannot be determined in advance. Release transmissions are defined as the packets can be scheduled in the current slot if the preceding transmissions are already scheduled. As shown in Fig. 2 , we assume the release transmission of the packet P i,j is denoted by τ i,j = (u, v) at slot t. For the link τ i,j , let δ v be hops between node v and destination node at time slot t, its slot-laxity is defined by
where D i,j is the deadline of the packet. These flows having smaller slot-laxity may miss their deadlines leading to scheduling failed. We conclude a necessary condition is
The authors of [10] proposed a concept that is called time windows for unscheduled links. For the transmission τ k = (a, b), we analyze its time windows shown in Fig. 3 . These time windows can be written as
In (9), ε k,t represents the total number of transmissions between sender u and a. The τ k will not be early scheduled before the lower bound of time r k . Let δ b be the total number of transmissions from receiver b to destination. Due to the limitation of the link's deadline, τ k cannot be scheduled later than slot d k .
We use q(τ k ) to denote total transmissions that must be scheduled in time windows LW (τ k ). If we do not consider the transmission conflict of links, the q(τ k ) transmissions need q(τ k ) M time slots. Let the number of maximum mutual conflict sets be conf (τ k ). Because arbitrary two links from different conflict sets are not allowed to be scheduled at the same time slot, we need at least conf (τ k ) slots. The time windows of transmission τ k are defined as
Considering the above situations and the limited slots of time windows, we get a second necessary condition
The (11) represents the relationship among the time windows, channel contention and transmission conflicts. It also can be applied to unscheduled transmissions in hyper-period T . Considering the absolute deadline of flow has enough slots in the next period, the current scheduling has less impact on next one. The deterministic scheduling algorithms with average transmission delay minimization are proposed in next section. The notations are summarized in Table 1 .
IV. THE PROPOSED DETERMINISTIC SCHEDULING ALGORITHMS A. BRANCH AND BOUND BASED ON LINK CONFLICT CLASSIFICATION
In this section, we propose a scheduling algorithm called Branch and Bound based on Link Conflict Classification (BB-LCC). The BB-LCC scheduling policy guarantees to find a feasible scheduling solution in the search tree. To effectively search solutions in the search space, BB-LCC uses necessary conditions to discard unfeasible branches.
Each node in a search tree may or may not make a feasible scheduling solution. Only when all links (i.e. transmissions) are effectually scheduled in a hyper-period, a scheduling solution is considered to be found. For a search tree, the layer of tree is corresponding to the serial number time slot. Each layer of tree is formed by nodes that contains all effective scheduling subsets. These subsets are consisted by different release transmissions which are not mutually exclusive in the current slot. Meanwhile, conflict classes are first established for release transmissions in the current layer when the layer of search tree begins to expand. Arbitrary two transmissions that are chosen from different conflict classes are conflicting. For a conflict class, it contains at least one transmission. A link only belongs to a conflict class. To construct conflict classes, we choose the first release transmission as the collision baseline according to the serial number of flows. All the remaining release transmissions which are unclassified including the baseline link are allocated into conflict classes until each release transmission belongs to a conflict class. As shown in Fig. 4 , there are four conflict classes with their transmissions, and available channels are greater than 4. We then respectively choose a link from these conflict classes to form a set. For example, the subset {(a, b), (b, g), (c, g), (d, e)} is infeasible, whereas the {(a, f ), (e, b), (c, g), (k, d)} represents effective subset. This is due to the fact that the prior subset breaks the constraint condition (3), where both link (a, b) and (b, g) have the same node b.
According to the (7), we sort links from small to big by their slot-laxity in a class after finishing constructing conflict classes. For the inter-conflict classes, they are sorted by computing the mean of all links laxity for each class. We let ψ denote total conflict classes which are consisted by release transmissions at a layer. Limited by channels M , total combinations between conflict classes in the current layer are defined as:
In (12), these combinations which can achieve maximum channel utilization have a priority to be firstly chosen. From above analyses, we choose a link from each class to form a effective scheduling subset(i.e. a combination). It constructs a node at this layer that waits to be scheduled, and conflict subsets will not be scheduled. Next, every effective combination forms child nodes in this layer. The search tree of the BB-LCC is shown in Fig. 5 .
According to (8) , slot-laxity of a link represents whether the current link can be finished scheduling in current case. If the link's slot-laxity is less than 0, it cannot be scheduled and stop searching remaining branches for the current node. we estimate whether a feasible scheduling solution exists by the (11) . Both (8) and (11) are used as two constraint conditions to improve effectively searching.
We first acquire the parameters of IWSNs including network topology G and the flow set F when the BB-LCC algorithm is executed. We then construct a search tree and find a scheduling solution. The result is stored in an array S[T ][M ], where T and M denote time slots and channels, respectively. The detail of the BB-LCC is shown in Algorithm 1.
Algorithm 1 Branch and Bound Based on Link Conflict Classification
Input:
Initialize the empty node as the root of a search tree, and t = 1, S[1 · · · T ][1 · · · M ] = 0. 2: If t > T , the current instance cannot be scheduled. Given the result and the algorithm stops. 3: If t ≤ T and all links are already scheduled. Given the result and the algorithm stops. 4: If t ≤ T and there are unscheduled transmissions, the algorithm is executed and goes to 5. 5: Build branches for the current extended node in the search tree at slot t. For this slot, construct classifications for all transmissions based on link conflict classification. Use laxity to obtain the order of links within a conflict set and the order of inter-conflict sets, the algorithm then chooses the effective scheduling subset from all combinations of conflict sets to become the child node for the extended node at this slot. If the child is empty, go to 8. 6: Append all childnodes which are satisfied with two limited conditions to the active node In Algorithm 1, considering the relationship between a serial number of channels and the physical offset of channels, the inter-links in a node are allocated to channels following the order of channels size. The scheduling results are denoted by the serial number of flows. For example, when one link for flow F i is scheduled on the channel m at slot t, it can be characterized by S[T ][M ] = i. When all flows are scheduled, we can easy check the link's location message which includes its channel and time slot.
B. LEAST CONFLICT DEGREE FIRST
It is easy to see that the BB-LCC can find an optimal feasible scheduling solution on instance. Its execution time will be limited by the network size and the location of scheduling solutions in a search tree. When the network size is large enough, the BB-LCC's execution time is rapidly increasing and can not be acceptable in IWSN. Moreover, it cannot be adapted to topology frequent changes. The heuristic algorithm, however, can find a feasible scheduling solution within an acceptable cost.
If each slot can schedule M links, the total scheduled transmissions are equal to T * M , where T is hyper-period. Because of link transmission conflicts and the priority of flows, the number of scheduled links is less than M at a slot. Here, we present a real-time scheduling algorithm called Least Conflict degree First (LCF). The LCF firstly schedules a lower conflict degree link at each slot. Lower-conflictdegree denotes that the link has less conflict with other release links. Therefore, more transmissions can be scheduled at the current slot using the method LCF.
In order to obtain higher schedulable ratio, the LCF formulate three priority conditions: (a) the conflict laxity of release transmissions; (b) the slot-laxity that is defined in (7); (c) the absolute deadline. The scheduling process of LCF is as follows. First, if there are enough release transmissions at a slot, the LCF first chooses links that their slot-laxity is equal to 0. This is because these transmissions will miss their deadlines if they cannot be scheduled at the current slot. Second, to adequately utilize available channels, the smaller conflict laxity links are chosen. Third, when there are more transmissions with the same conflict laxity, or remaining channels are not enough, the lower slot-laxity link is considered to be picked. Then if the LCF cannot make decisions for multiple links through the slot-laxity, it chooses links according to their absolute deadlines.The scheduling results are stored in an array S[T ][M ].
The LCF first acquires various parameters in a IWSN. If any link deadline expires, the network is unscheduled; otherwise, flows are allocated to remaining channels according to a serial number of flows. A IWSN is schedulable when all links are scheduled before their deadlines expiration. The LCF shows significant results on optimization of average transmission delays. The detail process of scheduling is shown in Algorithm 2.
The resource allocation patterns of the LCF are shown as follows: (1) The release transmissions are scheduled following the priority order of data flows; (2) For the channels allocation, there are three situations: (a) The current slot has no remaining channels; (b) No release link for the remaining channels; (c) Both release links and channels exist, but there are not non-conflicting release links. Based on above situations in (2), we go to the next time slot.
Algorithm 2 Heuristic Algorithm Based on Least Conflict degree First
]; 1: t ← 1; // Initialize time slot which starts from 1 2: t ← ; // Set of unscheduled release links 3: while ( t = ∅) do 4: Ready(t) ← Set of release links at time slot t 5: c ← 1; // Initialize channel offset which starts from 1 6: for each τ i,j ∈ Ready(t) do 7: if (laxity(τ i,j ) ≥ 0) then 8: Compute conflict degree of the link τ i,j 9: else 10: Return Unschedulable; 11: end if 12: end for 13: A ← These links which laxity(τ i,j ) = 0 from Ready(t); 14: if (length (A) ≤ M &&self _conflict(A) = 0) then 15: Ready(t) = Ready(t) − conflict(A); 19: else 20: return Unschedulable; 21: end if 22: B ← The set Ready(t) sorting by the priority of flows; 23: while (c ≤ M ) do 24: τ * ← The highest priority link of B; In Algorithm 2, the input of algorithm includes the graph (containing nodes and edges), flows (including their periods, deadlines and hops), channels and time slots. The output is a two-dimensional array that row and column represent time slots and channels, respectively. The steps 1 and 2 in algorithm 2 represent that initialize time slot and put unscheduled release links into set t , respectively. In steps 3-5, when t is not empty, release links are put into set Ready(t) at time slot t, and the channel is initialized to 1. In steps 6-12, compute the conflict degree of each link in Ready(t). If the laxity of a link is less than 0, the current network is unscheduled. In step 13, the links which their laxity is equal to zero are put into A. The step 14 represents that the number of links whose the laxity are equal to 0 is less than channels and there are not mutually exclusive links in the set A. The step 15 denotes that allocating the channels to the set A at time slot t. The number of used channels increase in step 16. The step 17 represents that the set of unscheduled links t is updated. The step 18 denotes that links that conflict with the set A in Ready(t) are removed. In step 22, the flows in Ready(t) are sorted following their priority and stored in the set of B. The step 23 represents that there are remaining channels in the current slot. The highest priority link τ * in B is scheduled first in the step 24. The step 25 represents that the link τ * is stored in array. The step 26 denotes that the link τ * is removed from unscheduled link set t . In the step 27, the links that conflict with τ * are removed from B. The step 27 represents that the used channel increases. The step 30 denotes that time slot increases.
S [t] [c] ← A; // Allocate channels to the set A

1) TIME COMPLEXITY ANALYSIS
The BB-LCC needs to search all search space in the worst cases. If the number of flows N is no less than channels M , each extended node is at most In general, the length of hyper-period T is much greater than the number of flows N . We observe that the time complexity of LCF is much less than the BB-LCC.
2) SPACE COMPLEXITY ANALYSIS
During the recursion, the BB-LCC will execute T times in the worst cases. For each time of T , the auxiliary space needs to save maximum array N for release transmissions, and the maximum array of effective scheduling subsets is M . The spatial complexity of the BB-LLC thus is O (T * (N + M )).
In contrast, the auxiliary space of LCF is N , which is only used to store the result of scheduling order of flows at a time slot. Its spatial complexity is O(N ). We obtain that the BB-LCC is an optimal schedulable ratio with high time complexity, whereas the LCF maintains suboptimal schedulable ratio by dynamically sorting the flows. Moreover, compared to the BB-LCC, the LCF is easy to be established. The comparison of two algorithms is presented as Table 3 .
There are some industrial standards such as ISA100.11a, WirelessHART, 6Tisch networks and so on. These networks adopt various mechanisms such as frequency hopping communication mechanism, the TDMA (Time Division Multiple Access) protocol, to ensure the design of the proposed algorithms. In these standards, the simple deterministic scheduling mechanisms are provided. Compared with the deterministic scheduling mechanism defining in standards, the advantages of our strategies not only meet the deadlines of flows by reasonably allocate time slots and channels, but also minimize the average transmission delays in IWSNs.
V. EVALUATION A. SIMULATION RESULTS
In this section, we compare the proposed algorithms with Conflict-aware Least Laxity First [21] and several classic real-time scheduling policies [35] which include Deadline Monotonic (DM), Proportional Deadline monotonic (PD), Earliest Deadline First (EDF), Earliest Proportional Deadline first (EPD) and Least Laxity First (LLF). The detail description of compared algorithms is shown in Table 2 . In order to compare the performance of algorithms, we evaluate them from three metrics: (a) Schedulable ratio shows the ability of the algorithms in finding a feasible scheduling solution, (b) Average transmission delays reflect the performance of improving real-time transmission in the IWSNs, (c) Average execution time represents the average time of an algorithm which successfully schedules different instances in the current network size. For the metrics average transmission delay and the execution time, the 95% confidence interval of different algorithms at each node is presented. The performance analysis is discussed in different network sizes.
The notations of simulation parameters are summarized in Table 4 . We simulated the proposed algorithms in MATLAB. Nodes are randomly generated in the 100*100 square area, and the gateway is located in the center of the square. The network topologies generate by using different edge-density and nodes. We assumed the number of nodes is denoted by n and the edge-density is denoted by ρ ∈ (0, 1]. We can obtain that the bidirectional edges are (n * (n − 1) * ρ) /2. The data flow is generated between different sources and destination node pairs. The number of flows N is computed through the proportion of source and destination pair, namely, N = β * n/2. We use the shortest path algorithm to get routes for flows F i . For flow F i , we consider the length of flow F i is H i , and the relative deadline D i is generated stochastically in the range between H i and α * P i , for α ∈ (0, 1], where P i is the period of F i , α represents the upper bound proportion of deadline for F i . The flow's period is randomly generated between 2 l and 2 h , l ≤ h. Furthermore, the number of channels M is equal to 8 in our tests. We test the scheduling algorithm on a Windows 7 machine with 2.9GHz Intel G645 Core 2 Duo processor. We randomly generate 100 test cases for each network size and analyze corresponding metrics.
In this section, we compare the performance of the BB-LCC and the LCF at different network sizes. We consider simulation parameters as follows: the node n increases from 10 to 60, i.e., n = [10, 20, 30, 40, 50, 60]; these variables ρ, β, α and [l, h] are equal to 0.7, 0.6, 0.75 and [5, 9] , respectively. Fig. 6(a) shows the comparison of schedulable ratio for two proposed algorithms. It is noteworthy that the schedulable ratio of our algorithms is decreased with nodes increasing. This is due to the fact that the IWSNs become more complicated with nodes increasing. When flows close to gateway, transmission conflicts will observably increase. Moreover, when the contention of channels in the IWSNs becomes seriously and leads to conflict delays increase, more flows cannot meet their deadlines. We also investigate the schedulable ratio of the BB-LCC is superior to the LCF. Fig. 6(b) shows that the average transmission delays of the proposed algorithms increase with the number of flows increases. This is because that nodes increase result in the workload increases. As shown in Fig. 6(c) , the average execution time of the BB-LCC increases exponentially with the network size increases, while the performance of the LCF is maintained under 0.5 seconds which is a reasonable time for IWSNs. Fig. 6 indicates that the BB-LCC exceeds the LCF on schedulable ratio. However, because the average execution time of the BB-LCC increases exponentially, it will not be compared with other scheduling algorithms. Let simulation variables ρ, β, α and [l, h] be equal to 0.8, 0.8, 0.75 and [5, 9] , respectively. Fig. 7 shows the performances among the LCF and other scheduling policies at different network sizes. We obtain that the schedulable ratio of seven policies is decreased with the nodes increasing. When the number of nodes is equal to 80, all algorithms cannot be scheduled. The reason is that both the conflicts of transmission and channels contention would be serious with the network size increases. In the IWSNs, the main reason of transmission failure is that conflict links need to be assigned in different channels. To obtain better schedulable ratio, both the LCF and the C-LLF consider the influence of transmission conflicts. The superiority of the LCF is shown to have high schedulable ratio which is compared with other real-time scheduling strategies. Fig. 7 shows that dynamic scheduling algorithm has better performance than static scheduling algorithm, and the PD is the worst on schedulable ratio. Fig. 7(b) indicates the average transmission delays of flows on different algorithms increase with the network sizes. We observe that LCF's delays are less than other policies, especially in large network sizes. Fig. 7(c) shows that the average execution time of the LCF is higher than real-time scheduling algorithms, while it is less than the C-LLF. Static scheduling algorithms only compute priority once, whereas dynamic scheduling algorithms will compute priority at every slot that the complexity denoted by O (T * N ). We obtain that the complexity of LCF is O T * N 2 , and is higher than the above. When the LCF is compared to the C-LLF that the complexity is O T * N 2 * H * D/P [21] , its average execution time is better than the C-LLF, where H * D/P > 1, H represents the maximum length among all routes, D is the maximum relative deadline and P is the minimum period for all flows. Moreover, the average execution time of the LCF which is less than 0.7 seconds for 80 nodes is acceptable.
Numerical results demonstrate that the BB-LCC has the highest schedulable ratio among the evaluated policies, but its complexity limits its application to small networks. In contrast, LCF decreases the complexity greatly, while maintains a well scheduling performance. Therefore, LCF is a preferable scheduling scheme for practical IWSNs.
B. TESTBED AND EXPERIMENT RESULTS
In this section, we verify our algorithm on the real testbed based on WIA-PA standard. WIA-PA is a typical specification for IWSN, and it is approved as an international standard by IEC (International Electro technical Commission) with number IEC 62601. The testbed consists of three WIA-PA field devices, two WIA-PA routers, one gateway, and one system manager, which is shown in Fig. 8 . The radio frequency chip of the WIA-PA device in the testbed is UZ/CY2420, which works in the 2.4GHz band. Since LCF is preferable for practical networks, we implement it inside the system manager by C++. The scheduling results are encapsulated and sent to the gateway and devices by command frames.
In the testbed, the left WIA-PA device connects to the left router, while the right WIA-PA device connects to the right router. The middle WIA-PA device connects directly to the gateway. The routers forward the received packets to the gateway. We set that the left device and right device generate the data flow 1 and flow 3, respectively. The middle device generates the data flow 2. The period of each flow is equal to the 100 time slots. The relative deadline of each flow is equal to its period. Each time slot is 20 milliseconds. The length of hyper-period is 2560 milliseconds. For simplicity, only one channel is used in a time slot. The definitions of devices ID are as follows: (1) the 0001 denotes the gateway; (2) the 0002 is the middle WIA-PA device; (3) the 0100 and 0200 denote left and right routers, respectively; (4) the 0101 and 0201 represent the left and right WIA-PA devices, respectively. The scheduling results of LCF are shown in Fig. 9 . The Figure 9 (a) is the result of the flow scheduling for the current network. The packet transmission delay of each flow is shown in Figure (b) . From these results, we can see that the proposed scheduling algorithm works well on the real testbed.
VI. CONCLUSION
In this paper, we formulated the model of real-time scheduling problem and considered schedulable conditions. We then proposed deterministic scheduling algorithms based on optimization of average transmission delays. The result also showed that the BB-LCC can obtain an optimal scheduling solution. However, the average execution time of BB-LCC increases rapidly with the network sizes increasing. The LCF achieved suboptimal schedulable ratio within a short time, and optimized average transmission delays for IWSNs. Because packet retransmission is an important way to meet reliability requirement in IWSNs, we consider that how retransmission affects deterministic scheduling and design algorithms that combine existing methods. At the same time, as some industrial standards adopt reliable graph routing to obtain flow's router table, it improves the robustness of IWSNs and also provides a redundancy path for a network. When multiple flows choose the same node to transmit data packets, some of packets in this node may miss their deadlines. In this case, some flows can select the suboptimal routing to avoid the transmission conflict of links. We next consider that joint link scheduling and routing to improve network performance.
