We give a new proof of the classical Dalang-Morton-Willinger theorem.
2.
No-arbitrage criteria. Let (Ω, F, P ) be a probability space equipped with a finite discrete-time filtration (F t ), t = 0, ..., T , F T = F, and let S = (S t ) be an adapted d-dimensional process. Let R T := {ξ : ξ = H · S T , H ∈ P} where P is the set of all predictable d-dimensional processes (i.e. H t is F t−1 -measurable) and
Put A T := R T −L 0 + ;Ā T is the closure of A T in probability, L 0 + is the set of non-negative random variables.
Theorem 1 The following conditions are equivalent:
(
In the context of mathematical finance this model corresponds to the case where the "numéraire" is a traded security, S describes the evolution of prices of risky assets, and H · S T is the terminal value of a self-financing portfolio. Condition (a) is interpreted as the absence of arbitrage; it can be written in the obviously equivalent form
. We include in the formulation only the basic equivalences: various other ones known in the literature can easily be deduced from the listed above.
If Ω is finite then A T is closed being a polyhedral cone in a finite-dimensional space. For infinite Ω the set A 1 may be not closed, see an example in [8] , while R T is always closed (this can be checked in a similar way as the implication (a) ⇒ (b) in the proof below).
Auxiliary results.
The following observation is elementary.
Proof. Let τ 0 := 0. Define the random variables
Working further with the sequence ofη n 0 we construct, applying the above procedure to the first component, a sequence ofη For the sake of completeness, we recall the proof of the well-known result due to Kreps and Yan, [5] , [11] .
Proof. By the Hahn-Banach theorem for any
Necessarily, z x ≥ 0 and Ez x x > 0. Normalizing, we assume that z x ≤ 1. The Halmos-Savage theorem asserts that the family of measures {z x P } contains a countable equivalent subfamily {z x i P, i ∈ N} (i.e., both vanish on the same sets). Put ρ := 2 −n z xn . The measureP := cρP where c = 1/Eρ meets the requirements. 2
Remark. The Halmos-Savage theorem is simple and the reference can be replaced by its proof which is as follows. Consider the larger family {yP } where y are convex combinations of z x . Then ess supI {y>0} can be attained on an increasing sequence of I {y k >0} . Clearly, {y k P } is a countable equivalent subfamily of {yP } and it is a convex envelope of a countable family {z x i P } we are looking for. 
Proof of Theorem 1. (a) ⇒ (b) To show that
Let Ω i ∈ F 0 form a finite partition of Ω. Obviously, we may argue on each Ω i separately as on an autonomous measure space (considering the restrictions of random variables and traces of σ-algebras).
Let H 1 := lim inf |H n 1 |. On the set Ω 1 := {H 1 < ∞} we can take, using Lemma 2, 
Notice that for any random variable η there is an equivalent probability P with bounded density such that η ∈ L 1 (P ) (e.g., one can take P = Ce −|η| P ). Property (c) (as well as (a) and (b)) is invariant under equivalent change of probability. This consideration allows us to assume that all S t are integrable. The convex set A 
