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Abstract
The climate system is a complex dynamical system exhibiting variability at
many different spatial and temporal scales. Thus, to characterise its dynamics,
methods from the fields of non-linear dynamics and complex system theory are
required. With respect to the recent climate crisis and associated natural and
societal impacts, the advancement of the understanding of the Earth’s climate is
of major importance. Studying palaeoclimate proxy data from archives such as
tree rings, lake sediments, speleothems, and ice cores using windowed recurrence
network analysis contributes to such an advancement as it offers the possibility
to characterise dynamical anomalies in past climate variability.
The first step of windowed recurrence network analysis is the reconstruction
of the system’s phase space from the measured time series. This is particularly
challenging when the available data are non-uniformly sampled and subject to
noise. In a second step, the reconstructed higher-dimensional time series is split
into windows and for each window, a recurrence network is constructed. The
evolution of the system’s dynamics is then characterised by network measures
such as the network transitivity. Finally, a significance test is applied in order
to define dynamical anomalies with respect to a specified null model. However,
for windowed analyses, temporal correlations within the results may lead to
increased numbers of false positive significant points.
In this thesis, we aim at developing a more reliable framework of windowed
recurrence network analysis and windowed scale-specific recurrence network
analysis. We identify phase space reconstruction and significance testing as
parts of the analysis framework which can still be improved. Hence, in the first
part of the thesis, we compare different phase space reconstruction approaches,
namely, uniform time delay embedding and derivative embedding for three
ways of estimating the derivatives, for non-uniformly sampled noisy data. Also,
to tackle the problem of increased numbers of false positive significant points
when correlations within the analysis results can not be neglected, we introduce
a generalised areawise significance test. This test implements a numerical
estimation of the correlations and can be used to identify patches of possibly
false positive significant points.
In the second part of the thesis, we apply the developed analysis framework
to detect and characterise dynamical anomalies in past climate variability in
North and South America. To do so, we study four real-world time series from
different archives and start exploring regional similarities and differences in the
variability of the climate on both American continents in the last two millennia.
We then systematically approach the question whether palaeoclimate proxy time
series from different archives are equally well suited for tracking past climate
dynamics with windowed recurrence network analysis. By processing different
artificial input time series through four proxy system models and comparing the
analysis results, we are able to quantify the correspondence between climate
input and model output and associated implications for analysing data from the
different archives.
With this thesis, we promote the use of non-linear methods for analysing
palaeoclimate proxy time series and provide a detailed assessment of potentials
and limitations of windowed recurrence network analysis. We also take a first
v
step towards systematically characterising non-linear climate variability in North
and South America and identify future research directions that can complement
the results and conclusions of the thesis.
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Zusammenfassung
Das Klimasystem ist ein komplexes dynamisches System, das durch Variabilität
auf verschiedensten räumlichen und zeitlichen Skalen gekennzeichnet ist und
deshalb mit Methoden aus den Bereichen nichtlineare Dynamik und Theorie
komplexer Systeme untersucht werden sollte. Angesichts der globalen Klimakrise
und den damit verbundenen Folgen für Natur und Gesellschaft ist das Streben
nach einem verbesserten Verständnis des Klimasystems dringend notwendig.
Die Analyse von Proxy-Zeitreihen aus Paläoklimaarchiven wie zum Beispiel
Baumringen, Seesedimenten, Tropfsteinen und Eisbohrkernen mittels gefensterter
Rekurrenznetzwerkanalyse ermöglicht die Identifizierung und Charakterisierung
dynamischer Anomalien in der Klimavariabilität der Vergangenheit.
Für die gefensterte Rekurrenznetzwerkanalyse muss zunächst der Phasenraum
des untersuchten Systems aus der gemessenen Zeitreihe rekonstruiert werden,
was insbesondere für unregelmäßig abgetastete und verrauschte Daten eine Her-
ausforderung darstellt. Anschließend wird die eingebettete Zeitreihe stückweise
in ein Rekurrenznetzwerk transformiert, dessen Struktur durch Netzwerkmaße
wie die Transitivität charakterisiert werden kann. Die zeitliche Entwicklung der
Netzwerkmaße lässt Einsichten in die Dynamik des betrachteten Systems zu.
Zuletzt erfolgt ein Signifikanztest, der die erhaltenen Werte von denen eines
geeigneten Nullmodells abgrenzt und damit dynamische Anomalien in den Da-
ten identifiziert. Allerdings können gerade bei gefensterten Analysen zeitliche
Korrelationen innerhalb der Analyseergebnisse zu vermehrten falsch positiven
Ergebnissen führen.
Das Ziel der vorliegenden Arbeit ist die Entwicklung einer zuverlässigeren
Routine zur gefensterten Rekurrenznetzwerkanalyse und zur gefensterten skalen-
spezifischen Rekurrenznetzwerkanalyse. Aufbauend auf dem bestehenden metho-
dischen Rahmen identifizieren wir die Bereiche der Phasenraumrekonstruktion
und des Signifikanztests als verbesserungsfähig. Deshalb werden im ersten Teil
der Arbeit verschiedene Methoden zur Rekonstruktion des Phasenraums aus
unregelmäßig abgetasteten, verrauschten Daten verglichen. Dabei betrachten wir
insbesondere die Methode der uniformen Zeitverzögerungseinbettung und der
differentiellen Einbettung für drei verschiedene Arten der numerischen Schätzung
der Ableitungen. Außerdem führen wir einen allgemeinen flächenweisen Signifi-
kanztest ein, der, basierend auf einem ausgewählten Nullmodell, Korrelationen
in den Analyseergebnissen numerisch abschätzt, um damit das Problem hoher
Raten an falsch positiv signifikanten Ergebnissen zu adressieren.
Im zweiten Teil der Arbeit nutzen wir die entwickelte Methodik, um die
nichtlineare Variabilität des Klimas der Vergangenheit in Nord- und Südamerika
zu untersuchen. Dazu studieren wir vier reale Zeitreihen verschiedener Proxys
und arbeiten regionale Ähnlichkeiten und Unterschiede der Klimavariabilität der
letzten zwei Jahrtausende auf den beiden amerikanischen Kontinenten heraus.
Außerdem gehen wir auf die Frage der Eignung von Daten verschiedener Paläo-
klimaarchive zur Charakterisierung der Klimavariabilität mittels gefensterter
Rekurrenznetzwerkanalyse ein. Dazu nutzen wir Proxy-System-Modelle und
vergleichen die Analyseergebnisse verschiedener künstlich erzeugter Input- und
entsprechender Modell-Output-Zeitreihen. Dies ermöglicht eine Bewertung der
Stärken und Probleme der Analyse von Daten aus den verschiedenen Archiven.
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Mit der Arbeit bringen wir den Einsatz nichtlinearer Methoden zur Analyse
von Paläoklima-Zeitreihen voran und zeigen das Potential und die Grenzen
der gefensterten Rekurrenznetzwerkanalyse auf. Neben einem ersten Schritt zu
einer systematischeren Charakterisierung der Klimavariabilität in Nord- und
Südamerika identifizieren wir auch zukünftige relevante Fragestellungen, die die
Ergebnisse und Schlussfolgerungen dieser Arbeit komplementieren können.
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Chapter 1.
Introduction
The Earth’s climate is a highly complex dynamical system driven by the latitudinally
heterogeneous absorption of solar radiation (Lucarini et al., 2014; Hartmann, 2016).
It exhibits both high-dimensional chaotic internal and forced external variability at
many different spatial and temporal scales (Dijkstra, 2013; Bradley, 2015f). Studying
past climate dynamics does not only advance our understanding of the climate system
but also provides a historical context to recent climate change and associated future
impacts (Crowley, 2000; Mann, 2007). Most notably, palaeoclimate data analysis
enables the calibration and validation of general circulation models that are currently
the basis of climate projections (Schneider and Mastrandrea, 2007). In this respect,
using non-linear methods from the field of complex systems to explore palaeoclimate
data from the last two millennia offers the possibility to gain further insight into
past climate variability. Particularly regions such as South America which have been
less intensively studied in reconstructions of past climate conditions require further
attention.
1.1. Complex systems methods
Classifying and characterising the dynamics of complex systems is an important task
of non-linear time series analysis with applications in various fields such as medicine,
finance, and climate (Kantz and Schreiber, 2004; Abarbanel et al., 1993; Grassberger
et al., 1991). In particular, the detection of dynamical anomalies offers the possibility
to gain substantial insights into the dynamics of the underlying system (Kantz and
Schreiber, 2004; Dijkstra, 2013).
The advance of this field started with the introduction of the concept of phase
space reconstruction in the early 1980s allowing to infer information on the higher-
dimensional dynamics of a system from a measured univariate time series (Takens,
1980; Packard et al., 1980; Bradley and Kantz, 2015). Since then, non-linear time series
analysis has become a very active field of research and a multitude of sophisticated
methods to characterise system dynamics has emerged (e. g. Kantz and Schreiber,
2004; Bradley and Kantz, 2015; Marwan et al., 2007; Zou et al., 2019). As increasing
amounts of data are collected and stored, processing and categorising big data sets has
become an important task in time series analysis and linear and non-linear machine
learning algorithms have been developed for this purpose (Hastie et al., 2001; Jaeger
and Haas, 2004; Alpaydin, 2014; Pathak et al., 2017). However, the problem of how
1
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to optimally deal with short, non-uniformly sampled, or noisy time series is an equally
important problem that also received considerable attention (Broomhead and King,
1986; Rehfeld et al., 2011; Jacob et al., 2016; Lange et al., 2018).
This problem is especially relevant in the context of palaeoclimate data analysis.
There, recurrence based methods and complex networks have been proven, among
many others, to be valuable tools (Eckmann et al., 1987; Marwan et al., 2007; Newman,
2003; Gao et al., 2016). Also their combination with a sliding window approach,
windowed recurrence network analysis (wRNA), has been used to gain insights into
past climate variability (Donges et al., 2011a; Donges et al., 2015a; Eroglu et al.,
2018). In particular, this latter framework is able to deal with relatively short time
series and provides an analytical relationship between the analysis results and the
dimensionality of the system’s dynamics (Marwan et al., 2009; Donner et al., 2011b;
Zou et al., 2019).
Despite much research, there is still room for improvement when handling such
imperfect data, in particular, the problem of phase space reconstruction has not yet
been solved satisfactorily. Also, due to the complexity of the developed methods,
objective criteria for choosing the analysis parameters, the introduction of robustness
tests, and the improvement of significance tests are required. The latter is especially
important when dealing with sliding window approaches. Due to the possible overlap
of the windows, temporal correlations between the analysis results may lead to
sequences of significant points instead of isolated significant points independent of
whether those points are true or false positives (Maraun et al., 2007). The resulting
increased numbers of significant points need to be corrected for in order to reliably
interpret the obtained results.
1.2. Past climate variability
Systematic climate records are only available for a very limited time span as compared
to the Earth’s history (Bradley, 2015a). Hence, information on past climate conditions
have to be inferred indirectly by studying palaeoclimate proxy archives such as tree
rings, lake sediments, speleothems, or ice cores. Much work has been dedicated to
relate measured proxy variables from the archives to climate variables (Bradley, 2015f).
Depending on the location, tree ring width for example has been found to respond to
temperature or moisture availability via the principle of limiting factors (Fritts, 1976)
and serves as a good proxy for studying the recent past (St. George, 2014; St. George
and Esper, 2019). Lake sediments offer a variety of proxy variables reflecting changes
in air temperatures or precipitation via complicated processes within the lake and its
basin (Cohen, 2003). Isotope fractions in speleothems can, for example, be used to
infer information on hydrologic changes (Wong and Breecker, 2015; Lechleitner et al.,
2018), while isotope fractions from polar and tropical ice cores have already provided
insights into variations of temperature over many different time scales (Jouzel, 2013;
Thompson et al., 2013).
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Of course, the relations between proxies and climate variables are simplifications of
the complex processes within the archives. However, due to a growing understanding
of those processes, more proxy variables are developed and their interpretation is
improved. Still, this interpretation often remains difficult and debated (Bradley,
2015f). Relations to past temperature or precipitation amounts are often inferred
by defining transfer functions between the proxy variable and the climate variable
based on modern instrumental data. These transfer functions assume a stationary
relationship between the proxy and the climate variable which can generally not be
guaranteed and is often even unlikely (Bradley, 2015a). Thus, applying the dynamical
systems perspective in form of non-linear time series analysis to such proxy data
offers complementary insights to reconstructions of past climate conditions.
1.3. Content and structure of the thesis
In this thesis, we aim at promoting the use of complex systems methods for studying
past climate variability. In particular, we focus on wRNA as a tool to detect and
characterise dynamical anomalies in time series from different palaeoclimate proxies.
Windowed recurrence network analysis relies on the concept of recurrences in the
phase space of a dynamical system, a very fundamental physical concept (Poincaré,
1890). In a first step, the phase space has to be reconstructed from a measured
time series. The resulting higher-dimensional time series is divided into several
possibly overlapping windows. For each window, the time series is transformed into
a recurrence network which is then characterised by network measures such as the
network transitivity. The relation of the network measures to the dynamics of the
underlying system is used to study the evolution of the system’s dynamics (Donner
et al., 2011b). Dynamical anomalies are defined by applying a significance test which
relates the results to those obtained from a suitable null model.
The thesis is divided into two parts. In the first part, we adapt and extent the
framework of wRNA in order to improve its reliability. In the second part, we assess
the potentials and limitations of wRNA for inferring information on past climate
variability from time series of different palaeoclimate archives with a particular focus
on North and South America and the last two millennia.
To be precise, in the first part of the thesis, we start by introducing the theoretical
foundations required for further developing the analysis framework of wRNA in
chapter 2. This particularly concerns the concepts of phase space reconstruction,
recurrence plots, complex networks, recurrence networks, scale-specific recurrence
networks, and significance testing. Then, in chapter 3, we contribute to a better
understanding of the role that phase space reconstruction plays for the framework
by comparing the performance of different phase space reconstruction approaches
for non-uniformly sampled and noisy data. In chapter 4, we introduce a generalised
areawise significance test that complements a classical pointwise significance when
intrinsic correlations between the analysis results lead to patches of false positive
points. Chapter 5 summarises the developed analysis framework.
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In the second part of the thesis, we apply the framework of wRNA in order to
start exploring past climate variability on both American continents. For this, in
chapter 6, we analyse four real-world data sets from different palaeoclimate proxies
and compare non-linear dynamical anomalies in past climate variability in North
and South America. In chapter 7, we then systematically study how well time series
from different palaeoclimate archives reflect dynamical anomalies in past climate
variability. For this, we employ proxy system models and compare the results of
wRNA for model in- and output of different artificial climate input time series with
well-known properties. The insight from the second part are summarised in chapter 8.
Finally, in chapter 9, we present the main conclusions and contributions of this
thesis and provide an outlook into future research that could be of particular interest
for complementing the results obtained in this thesis.
4
Part I.
Development of analysis
framework
The first part of the thesis deals with the development of
an analysis framework of windowed recurrence network
analysis and windowed scale-specific recurrence net-
work analysis. In chapter 3, building on the theoretical
foundations presented in chapter 2, we study the poten-
tials and limitations of phase space reconstruction for
non-uniformly sampled noisy time series by comparing
derivative embedding to uniform time delay embed-
ding. Then, a generalised areawise significance test is
introduced and applied in combination with windowed
recurrence network analysis and windowed scale-specific
recurrence network analysis in chapter 4. Finally, we
summarise the results and provide an overview over
the developed analysis framework in chapter 5. This
framework is used in the second part of the thesis to
characterise dynamical anomalies in palaeoclimate time
series, but it is equally well applicable to time series
from many different areas.

Chapter 2.
Theoretical foundations
In this chapter, we present the theory relevant for the analysis framework by reviewing
and discussing existing concepts of non-linear time series analysis. We particularly
focus on reconstructing the higher-dimensional phase space of a system from a
univariate measured time series, recurrence network analysis, and significance testing
using surrogate data. These concepts are further developed and analysed in the
following chapters of this first part of the thesis.
2.1. Non-linear time series analysis
The analysis of observed data plays an important role in many fields of science such
as medicine, economics, and earth system analysis (Schreiber, 1999). Usually, the
aim is to extract physically meaningful information from the data and, if possible, to
classify it with respect to a suitable reference data set. In this context, the concept
of system invariants has proven to be particularly useful (Abarbanel et al., 1993).
System invariants are properties of the system that are independent of the exact
initial conditions and the resolution of the available data.
Traditional methods of time series analysis mostly comprise linear methods with
focus on estimating the autocorrelation, or equivalently, the power spectral density of
the data (Kantz and Schreiber, 2004). For example, the identification of resonant
frequencies in the power spectrum is used for system classification as those frequencies
are linear system invariants. However, this set of techniques cannot be used to
reliably distinguish deterministic chaotic dynamics from stochastic processes. Thus,
in many applications, more sophisticated methods are required. The development
of such methods started in the 1980s when there was increased interest in studying
and characterising phenomena that exhibit dissipative chaotic dynamics such as
turbulence in fluid mechanics (Eckmann and Ruelle, 1985). Assuming that the
underlying dynamical system can generally be described by a set of ordinary or partial
differential equations, non-linear approaches to estimate system invariants such as
generalised fractal dimensions, Lyapunov exponents, or entropies from observed, often
univariate time series became increasingly available and popular (Bradley and Kantz,
2015).
The basis for estimating these system invariants is the reconstruction of the higher-
dimensional phase space of the underlying dynamical system from the measured,
univariate time series. Packard et al. and Takens introduced time delay embedding
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and derivative embedding to achieve this task (Packard et al., 1980; Takens, 1980). In
section 2.3, we give a detailed review of the theory behind phase space reconstruction
with a particular focus on practical implications of the available approaches.
After having obtained the reconstructed higher-dimensional time series representing
the system dynamics, the density of points in the phase space can be used to estimate
system invariants (Abarbanel et al., 1993). Commonly considered system invariants
for detecting and characterising chaos are dimension estimates (Farmer et al., 1983).
In this context, generalised dimensions Dq, with q being an integer, are particularly
often studied. D0, for example, is called the box-counting dimension and gives an
estimate of the volume that the attractor fills in phase space, D1 is the information
dimension that takes into account the scaling of the information with the box-size, and
D2 is the correlation dimension which depends on the probability of two points being
in the same part of the phase space (Grassberger, 1983; Hentschel and Procaccia,
1983).
As the generalised dimensions characterise the system attractor without taking into
account time information, studying system invariants that characterise the dynamic
evolution of the system gives complementary information. In this respect, global
Lyapunov exponents which measure the exponential divergence of trajectories in each
dimension of the phase space are used most prominently (Abarbanel et al., 1993;
Kantz and Schreiber, 2004). This exponential divergence is characteristic for chaotic
systems and closely related to the unpredictability of the future evolution of a chaotic
system. This, in turn, can be viewed as information loss and thus expressed in terms of
information theoretic measures such as entropies, in particular, the Kolmogorov-Sinai
entropy (Pesin, 1977).
More recently, network based approaches of time series analysis such as recurrence
network analysis, which combines the concept of recurrence plots (Eckmann et al.,
1987) with the theory of complex networks (Newman, 2010), have gained increasing
interest and have been successfully used to classify system dynamics (Marwan et al.,
2009; Donner et al., 2010b). In particular, the network transitivity has been shown
to correspond to a generalised notion of a fractal dimension (Donner et al., 2011b).
In section 2.4, we provide a detailed introduction into recurrence network analysis.
Significance tests are, independent of the applied method, an important part of time
series analysis especially relevant for interpreting the obtained results. A common
approach to infer significance is to choose a null model and create surrogate data in
accordance with it. Confidence bounds on the analysis results can then be obtained by
analysing the surrogate data sets with the same method as the original data (Schreiber
and Schmitz, 2000). Section 2.6 is concerned with the approach of significance testing
using surrogate data.
There are many more interesting aspects of non-linear time series analysis such as
prediction and causality inference from observed data that cannot be covered within
the scope of the thesis. For the same reason, detailed description and mathematical
definitions of topics and quantities not directly related to this thesis are omitted.
Extensive reviews on non-linear time series analysis techniques and their implemen-
tations can, among others, be found in Eckmann and Ruelle (1985), Grassberger
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et al. (1991), Abarbanel et al. (1993), Abarbanel (1996a), Schreiber (1999), Kantz
and Schreiber (2004), and Bradley and Kantz (2015).
2.2. Model systems
Before going into the details of phase space reconstruction, recurrence network
analysis, and significance testing, we here present two paradigmatic model systems,
the Lorenz and the Rössler system, that will be used throughout the first part of the
thesis in order to test and illustrate the application of the developed methods.
2.2.1. Lorenz system
In 1963, Lorenz presented a set of deterministic ordinary differential equations (ODEs)
for finite systems to idealise forced dissipative hydrodynamic systems (Lorenz, 1963)
x˙(t) = aL(y(t)− x(t))
y˙(t) = x(t)(bL − z(t))− y(t) (2.1)
z˙(t) = x(t)y(t)− cLz(t).
This set of ODEs is a truncated version of the equations presented by Saltzman
used to study finite amplitude convection (Saltzman, 1962). The x-component is
proportional to the intensity of the convective motion, the y-component measures
the horizontal temperature variation, and the z-component is proportional to the
distortion of the vertical temperature profile (Sparrow, 1982). The model parameters,
aL, bL, and cL, are dependent on the ratio between thermal and viscous convection,
the ratio between the Rayleigh number and the critical Rayleigh number, and the
scale of the convective cell, respectively (Abarbanel et al., 1993). There are two
non-linearities present in the equations. The system has a steady-state solution at
x = y = z = 0 corresponding to a state of no convection. The criterion for the onset
of convection is given as bL ≥ 1, then, two additional steady-state solutions exist.
For aL < cL + 1, the steady convection is always stable, while for aL > cL + 1, the
steady convection is unstable for sufficiently high Rayleigh numbers.
Lorenz studied the system for aL = 10, bL = 28, and cL = 8/3 with initial
conditions (x0, y0, z0) = (0, 1, 0). Figure 2.1 displays the attractor for this set of
parameters showing the typical butterfly-like structure. The point of no convection
lies at (0, 0, 0) and the two points of steady convection are at (±6√2,±6√2, 27). This
model has been found to describe, for example, irregular spiking behaviour of laser
systems (Rössler, 1976) and certain aspects of chemical reactions (Poland, 1993).
2.2.2. Rössler system
As the qualitative behaviour of the dynamics of the Lorenz system is hard to capture,
in 1976, Rössler introduced a simpler set of deterministic ODEs exhibiting similar
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Figure 2.1.: Attractor of the Lorenz system with parameter choices and initial conditions
corresponding to those used in Lorenz (1963) (see text).
dynamics to the Lorenz system (Rössler, 1976)
x˙(t) = −y(t)− z(t)
y˙(t) = x(t) + aRy(t) (2.2)
z˙(t) = bR + z(t)(x(t)− cR).
He studied the behaviour of the system using aR = 0.2, bR = 0.2, and cR = 5.7
as values of the parameters and initial conditions (x0, y0, z0) = (0,−6.78, 0.02).
This system has only one non-linearity and exhibits a single spiral as visualised in
figure 2.2. It can be seen as a two-dimensional oscillator (x, y) combined with a
switching-type subsystem (z) and corresponds to a three-dimensional example of
a horseshoe map (Rössler, 1976). As it follows a general principle of spiral-type
chaos, it has applications in many fields, such as astrophysics, chemistry, biology, and
economy (Rössler, 1976).
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Figure 2.2.: Attractor of the Rössler system with parameter choices and initial conditions
corresponding to those used in Rössler (1976) (see text).
2.3. Phase space reconstruction
We now turn to the problem of reconstructing the phase space of a dynamical system
from experimentally measured, usually univariate, data on which most of the non-
linear methods mentioned in section 2.1 rely. In theory, delayed versions of the
measured time series or its derivatives can be used to obtain an attractor in the
reconstructed phase space that is topologically equivalent to the attractor in the
original system’s phase space if the dimension of the reconstructed phase space is high
enough (Takens, 1980; Packard et al., 1980). In the following, we review the theory
behind the embedding theorems and particularly focus on the challenges that occur
when trying to reconstruct the phase space of dynamical systems for non-perfect data,
i. e., if the available data set is finite, has finite resolution, is contaminated with noise,
and is possibly also non-uniformly sampled.
2.3.1. Embedding theorems
We consider a dynamical system s⃗(t) in Rd whose time evolution is denoted by ϕT (·).
That is, the evolution from time t0 to time t0 + T reads s⃗(t0 + T ) = ϕT (s⃗(t0)). The
aim is to characterise dynamical properties of this system when only a univariate
measured time series x(t) = g(s⃗(t)) is available and both ϕT (·) and the measurement
function g(·) that maps the points from s⃗(t) to the univariate time series x(t) are
unknown.
Hence, we want to find a map Φ : R1 → Rm from the one-dimensional measured
time series to an m-dimensional space such that the reconstructed m-dimensional
system is an embedding of the original d-dimensional system. If Φ is an embedding,
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this means that the dynamics of the embedded system are smooth and equivalent
to the dynamics of the original system. This also implies that there is a smooth
one-to-one coordinate transform with a smooth inverse between the two systems and
thus, that s⃗(t) and Φ(x(t)) are diffeomorphic. In other words, the surface of the
map Φ must not contain self-intersections such that mappings are unique and the
dependence on the obtained states is smooth.
Building on the Whitney embedding theorem which states that 2D0 + 1 inde-
pendently measured quantities form an embedding (Whitney, 1936), Takens proved
that for a univariate, infinite set of noise-free, uniformly sampled data with infinite
precision, the time delay map
Φtde : x(t)→ x⃗(t) = {x(t), x(t− τ), . . . , x(t− (m− 1)τ)} (2.3)
and the derivative map
Φde : x(t)→ x⃗(t) =
{
x(t), dx(t)
dt
, . . . ,
dm−1x(t)
dtm−1
}
. (2.4)
are embeddings under generic conditions if the dimension m of the reconstructed
space obeys the relation m ≥ 2D0 + 1 with D0 being the box-counting dimension of
the system (Takens, 1980). That is, when studying the system dynamics by using time
delay embedding or derivative embedding of a univariate time series, it is possible to
characterise the dynamical invariants of the original system. From an intuitive point
of view, this can be understood by recalling that for non-linear systems, all variables
are generically connected such that every variable contains information about the
whole system and no disconnected subspace of the system dynamics can develop
when applying a smooth coordinate transform (Abarbanel, 1996b).
Embeddings were also studied by Mañé (Mañé, 1981) and the embedding theorems
were further developed by Sauer et al. (Sauer et al., 1991). Additionally, theorems for
non-uniformly sampled time series have been developed assuming that the sampling
generating function is dependent on the system’s state (Sauer, 1994; Sauer, 1995;
Huke and Broomhead, 2007). We will not go into the details here, instead, we will
focus on how to perform phase space reconstructions in practice where most of the
underlying assumptions of the Takens embedding theorem are not met.
2.3.2. Practical challenges
Any measured time series is subject to noise and has a finite amount of data with
finite precision. In some cases, the sampling intervals are non-equal. Additionally, the
box-counting dimension D0 of the original system is generally not known and it can
neither be verified whether the manifold of the original system is smooth nor whether
the measurement function fulfils the required conditions (Bradley and Kantz, 2015).
This leads to the problem that not all phase space reconstructions as, for example,
obtained by time delay embedding for varying delay times and embedding dimensions,
or, by derivative embedding for various ways of estimating the derivatives, are actually
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embeddings. That is, the choices of the embedding method and the corresponding
embedding parameters play an important role for the equivalence between the original
and the reconstructed phase space and, thus, for the further evaluation of the system’s
dynamical properties. In fact, for some data, a proper reconstruction of the system’s
phase space may not be possible (Casdagli et al., 1991).
The practical problem of phase space reconstruction is an active field of research
and there is a large body of literature tackling the challenge of estimating embedding
parameters from a measured time series. Accordingly, a plethora of more or less
heuristic approaches to choose the embedding parameters is available. We here try
to give an overview of the available methods without any claim to be complete and
review those concepts that we think are most useful in some more detail. Still, we
stress that there is most probably not one single optimal reconstruction of a system
given a measured univariate time series as already argued in Grassberger et al. (1991).
Estimating the delay time
The choice of the delay time τ for time delay embedding has been studied extensively.
The embedding theorems do not give any hints on how the delay time should be
chosen as in theory, all values of τ , except for multiples of the system’s periods for
periodic systems, are equally well suited. This is because for infinitely long time
series, any value of τ (except for multiples of the period of periodic systems) can
resolve any system-inherent time scale (Sauer et al., 1991). In practice, the delay
time τ should be chosen such that the resulting coordinates of the reconstructed
higher-dimensional time series are as independent as possible but at the same time still
contain relevant information (Abarbanel, 1996a). Choosing the delay time too small
causes the different coordinates to be dependent such that the attractor stays closely
to the identity line of the reconstructed space which is referred to as redundancy. On
the other hand, choosing the delay too large introduces unnecessary randomness to
the reconstructed attractor which has been termed irrelevance (Casdagli et al., 1991;
Rosenstein et al., 1994).
To ensure independence of coordinates, various approaches have been put forward.
The simplest is to choose the time delay corresponding to the first root of the
autocorrelation function ac of the measured time series x(t)
ac(l) =
∑N−l
i=1 (x(ti)− ⟨x(t)⟩) (x(ti+k)− ⟨x(t)⟩)∑N
i=1 (x(ti)− ⟨x(t)⟩)2
(2.5)
where l is the time lag in multiples of the average sampling time ⟨dt⟩ and ⟨x(t)⟩ is
the average value of x taken over the set of observations. This approach is often used
due to its simplicity but legitimate critiques consist in recognising that this approach
only ensures linear independence of subsequent coordinates in the reconstructed
phase space. As it does not account for non-linear correlations and does not ensure
that non-subsequent coordinates are independent, other approaches may be more
appropriate (Casdagli et al., 1991).
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Fraser and Swinney suggest to use the first minimum of the lagged average mutual
information I(x(t);x(t+ l)) as a criterion for general statistical independence of the
coordinates (Fraser and Swinney, 1986). Assuming that x(t) only takes discrete
values xj , j = 1, . . . , J , and x(t+ l) only takes discrete values yq, q = 1, . . . , Q, the
mutual information can be expressed as
I(x(t);x(t+ l)) =
J∑
j=1
Q∑
q=1
P (xj , yq) log
(
P (xj , yq)
P (xj)P (yq)
)
(2.6)
where P (x, y) is the joint probability distribution of x and y and P (x) denotes
the marginal probability distribution of P (x, y) with respect to x (Shannon and
Weaver, 1949). In practice, the probability distributions can be estimated by binning
the data and calculating histograms. The mutual information can be interpreted
as the difference between the entropy of x(t) and the conditional entropy of x(t)
after observing x(t+ l), that is, as the average information stored within x(t) about
x(t+l). Theoretical justification why the first minimum of this quantity is appropriate
for choosing the time delay of time delay embedding is provided by Liebert and
Schuster (Liebert and Schuster, 1989). They also relate the mutual information to the
correlation integral and so, provide an algorithm for easier evaluation of the criterion.
Still, this approach only ensures independence between the first two coordinates of
the reconstructed system and is thus only valid for two-dimensional reconstructions.
For higher-dimensional reconstructions, there is no a priori justification for using
the same delay τ for all dimensions of the reconstruction. In fact, one can expect the
delay times of the higher-dimensional coordinates to be smaller than the delays for
the lower-dimensional coordinates, as, in this way, the different scaling regimes of the
underlying dynamical system can be better reproduced (Grassberger et al., 1991).
This is why Grassberger et al., among others, suggest to use non-uniform delay times
τk for the different coordinates of the delay reconstruction (Grassberger et al., 1991).
In particular, they suggest to use the mutual information conditioned on the already
chosen coordinates to estimate the delays for the higher-dimensional coordinates of the
reconstructed system. As the numerical estimation of high-dimensional histograms
for the computation of the corresponding entropies is complex and susceptible to
noise, the practical applicability of this approach has still to be evaluated.
For simplicity, in this thesis, we either use the first root of the autocorrelation func-
tion, equation (2.5), or the first minimum of the mutual information, equation (2.6),
to estimate the delay time for uniform time delay embedding. Figure 2.3 shows the
lagged autocorrelation function and the mutual information for the x- coordinate of
the two model systems introduced in section 2.2 and corresponding choices of the
model parameters. We observe that the results for the first root of the autocorrelation
and the first minimum of the mutual information give very different results for the
Lorenz system (τ = 675 ⟨dt⟩ for the first root of the autocorrelation and τ = 16 ⟨dt⟩
for the first minimum of the mutual information) which might be related to the
two different time scales of the dynamics of this system (rotation within one wing
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Figure 2.3.: Lagged autocorrelation function (top) and mutual information (bottom) for theLorenz (left) and the Rössler (right) systems.and switching betweenwings). For the Rössler system, the results agree for the twoapproaches of estimating the delay time (τ =29 ⟨dt⟩). The average sampling times⟨dt⟩ are in this case ⟨dt⟩ =0.01 for the Lorenz and ⟨dt⟩= 0.05 for the Rössler system.Estimating the embedding dimensionIn applications, the actual dimension of the underlying dynamical system is generallynot known, thus, the estimation of the minimum required dimension to obtain anembedding is of great importance. When choosing the dimension too small, theattractor cannot unfold in the reconstructed space leading to spurious effects in thefollowing analyses, while choosing the dimension too large causes many computationsof dynamical invariants that scale with the dimension to become inefficient.The most often studied and applied criterion to choose the embedding dimensionis based on neighbourhood relations between points in reconstructed phase spacesof different dimensions. The method of false nearest neighbours was introduced byKennel et al. and checks whether two points that are nearest neighbours in dimensionm are still nearest neighbours in dimension m+1 (Kennel et al., 1992). If this isnot the case, the attractor has not fully unfolded in dimension m and the points areclassified as false neighbours. As in higher dimensions, even nearest neighbours maybe far apart, sets of nearest neighbours with a distance comparable to the attractorsize (estimated, for example, as the standard deviation of the time series) are alsocounted as false neighbours. For noise-free conditions, the dimension in which the15
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Figure 2.4.: Fraction of false nearest neighbours (fnn) for the Lorenz (left) and the Rössler(right) systems using the algorithm by Kennel et al. (1992) and correcting forautocorrelation effects (Fredkin and Rice, 1995).
fraction of false nearest neighbours goes to zero is used as estimate of the minimumrequired embedding dimension.There are many corrections and adjustments for this approach trying to solvethe problem of discriminating stochastic and chaotic signals, for example, by aprobabilistic reformulation of the criterion and by surrogate data tests (Hegger andKantz, 1999). Moreover, it has been noted that nearest neighbours due to temporalcorrelations should be excluded by introducing a temporal exclusion window and onlytaking points outside this window into account as potential candidates for nearestneighbours (Theiler, 1986; Fredkin and Rice, 1995). A similar reasoning is followedin the suggestion to rather identify false strands than false neighbours (Kennel andAbarbanel, 2002). Also, an approach that avoids the choice of parameters such asthe thresholds for defining when a nearest neighbour counts as false neighbour hasbeen put forward (Cao, 1997).Figure 2.4 shows the fraction of false nearest neighbours for the two model systemscalculated using the algorithm presented in Kennel et al. (1992) adjusted to correctfor spurious autocorrelation effects within the time series by introducing a temporalexclusion window (Fredkin and Rice, 1995). According to this criterion, both theLorenz and the Rössler system can be embedded in a three-dimensional space whenusing time delay embedding for delay times τ = 16 ⟨dt⟩ for the Lorenz and τ = 29 ⟨dt⟩for the Rössler system.Unified approachesAnother line of argument suggests that the choices of delay time and embeddingdimension should not be considered as separate problems. Rather, the product τ(m−1)is assumed to play an important role for the quality of the reconstruction (Kugiumtzis,1996). Many approaches that try to combine the estimation of the two parametersin a single procedure have been introduced and are particularly useful for choosingnon-uniform delay times for the different coordinates.
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A geometric approach that relies on neighbourhood relationships between inner and
boundary points on the attractor in the reconstructed higher-dimensional phase space,
the wavering product, is introduced in Liebert et al. (1991). Garcia and Almeida
suggest to combine the method of false nearest neighbours with an adjusted version
of the false nearest neighbour algorithm to iteratively determine the different delay
times and the embedding dimension (Garcia and Almeida, 2005b). Other procedures
rely on the fill factor and compare volumes and structures of parallelepipeds spanned
by the reconstructed attractor for varying delay times and embedding dimensions
or rely on the spreading of trajectories (Buzug and Pfister, 1992). Judd and Mees
see the problem of finding a good reconstruction as a modelling problem and use
the minimum description length principle to find global non-uniform time delay
embeddings and local variable embeddings (Judd and Mees, 1998).
One approach to simultaneously estimate non-uniform delay times and the embed-
ding dimension that we find particularly promising has been suggested by Pecora
et al. and relies on a continuity statistic (Pecora et al., 2007). Based on the idea
of independent coordinates, the authors test whether there is a continuous function
that maps the already reconstructed coordinates to a potential additional coordinate
associated with a certain delay time. Given the null hypothesis that there is no such
function, a set of fiducial points is randomly drawn from the attractor in dimension
m and the k nearest neighbours are determined. Then, the distances between the
fiducial point and the k nearest neighbours are calculated in the one-dimensional
space of the potential additional coordinate. The continuity statistics counts how
many of the neighbours are closer than a threshold ϵ in this subspace. Using the
binomial distribution, it is possible to derive the number of points l that have to
be closer than ϵ for a given confidence level 1 − α such that the null hypothesis
can be rejected. ϵ is decreased until the null hypothesis can no longer be rejected
and this procedure is repeated for various values of k. The minimum value of ϵ at
which the null hypothesis can be rejected is then averaged over the different fiducial
points. When calculating this average as a function of the delay time of the potential
additional coordinate, the maxima of this function correspond to delays at which
the potential additional coordinate is maximally independent of the previous m
coordinates. When repeating this iteratively for the higher dimensions, a criterion
for the minimum required embedding dimension is that the average value of ϵ stays
low for all delays. Additionally, the authors suggest an undersampling statistic that
can be used to check whether the continuity statistic can be reliably applied to
the available data. Still, objective criteria for the choice of the exact maximum of
the averaged ϵ that corresponds to the optimal delay time and for determining the
minimum required embedding dimension are, to our knowledge, so far missing.
Derivative reconstructions
To avoid the problem of estimating the delay time for time delay embedding, an
alternative approach for phase space reconstruction is to use derivative embedding.
From a conceptual point of view, this approach seems to be more meaningfully related
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to the underlying dynamics of the system which are assumed to be governed by a set
of differential equations. Also, this approach can be seen as a linear transformation
of time delay embedding with minimum delay. In practice, the problem is to robustly
estimate the derivatives from the available data. In particular, for high dimensional
reconstructions, noise amplification is a severe limitation of the approach (Mindlin
and Gilmore, 1992).
Various approaches for derivative estimation in the context of phase space recon-
struction have been suggested. They range from simple finite differences
dx(t)
dt
⏐⏐⏐⏐
t=ti
≈ x(ti+1)− x(ti)
dt
(2.7)
to polynomial and fixed-interval Kalman filtering with possibly additional correction
filters and some of them have been found to perform better in terms of time series
forecasting than uniform time delay embedding (Xu et al., 2008).
Figure 2.5 displays three dimensional reconstructions from the x-component of
the attractors of the two model systems for uniform time delay embedding with
delay times τ = 16 ⟨dt⟩ for the Lorenz and τ = 29 ⟨dt⟩ for the Rössler system,
corresponding to the first minima of the mutual information (compare figure 2.3),
and using derivative embedding when estimating the derivatives with simple finite
differences (equation (2.7)). We find that all reconstructions preserve the geometry
of the original attractors (compare figures 2.1 and 2.2) and that, at least in this case
of uniformly sampled noise-free data, derivative embedding is more powerful as it
avoids the estimation of the delay time and, from a visual point of view, seems to
reproduce the structure of the original attractor slightly better.
In chapter 3, we study different approaches for estimating the derivatives from
non-uniformly sampled noisy time series and compare the results of the corresponding
derivative reconstructions to those of uniform time delay reconstructions.
Other approaches
Besides time delay embedding and derivative embedding, various other approaches
for phase space reconstruction have been suggested. One of them brought forward
in order to deal with finite, noisy experimental data is that of singular spectrum
analysis (Broomhead and King, 1986). In this approach, the embedded data are
decomposed into orthonormal eigenvectors that span the reconstruction space. The
dimensionality of this space is set by choosing only eigenvectors with sufficiently
large eigenvalues. Still, the optimal delay time has to be estimated and also, there
is generally no clear cut-off at which eigenvalues can be considered to be no longer
relevant when studying strange attractors (Kugiumtzis, 1996). The relation between
time delay embedding, derivative embedding, and singular spectrum analysis has
been studied in detail and it has been found that the discrete Legendre polynomials
bridge the methods of derivative embedding and singular spectrum analysis (Gibson
et al., 1992).
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Figure 2.5.: Attractors reconstructed from the x-component of the Lorenz (left) and Rössler
(right) systems for time delay embedding (tde) with the delay time estimated
according to the first minimum of the mutual information (top) and for deriva-
tive embedding (de) using simple finite differences to estimate the derivatives
(bottom).
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A more systematic approach to study the influence of measurement noise on
attractor reconstruction is pursued by Casdagli et al. (Casdagli et al., 1991). They
note that opposed to the ideal case of perfect data, where a single original state is
consistent with the measured state, in the case of noise, there are several original
states consistent with the measured state. They derive a probability distribution
for the original state given the measurements using Bayes’ theorem. By judging the
quality of the reconstruction based on the mean square error of the predictability,
they find that coordinate transforms from the delay embedding to, e. g., singular
spectrum reconstructions or derivative reconstructions cannot reduce the noise of the
reconstruction but may be used to reduce the required dimension of the reconstruction.
In particular, they find that non-linear coordinate transforms are preferred over linear
ones and suggest a local singular value decomposition to provide the optimal coordinate
transform for reducing the dimensionality of the system’s reconstructed phase space.
To avoid the problem of determining the embedding dimension, an infinite di-
mensional time delay embedding was proposed by Hirata and Aihara that instead,
introduces a scaling factor to weight the different dimensions (Hirata and Aihara,
2017). Huerter et al. perform local phase space reconstructions for sets of dimensions
which can be useful for identifying lower-dimensional regions of a higher-dimensional
system and thus, classifying its complexity (Huerta et al., 1995).
Recently, reservoir computing, a class of machine learning, has been shown to
be useful for reproducing a system’s attractor and calculating dynamical invariants
such as Lyapunov exponents (Pathak et al., 2017). It has been argued that this
setting can also be used for attractor reconstruction (Lu et al., 2018) but as training
data of the high-dimensional reconstruction or the original system are required, this
approach does not seem to be well suited when only a univariate measured time series
is available.
Another interesting situation occurs when not only a single univariate time series
is available, but a multivariate set of measurements can be assessed (Vlachos and
Kugiumtzis, 2009). For this case, the term multivariate embedding has been coined
and some of the presented approaches generalise to this situation, such as the ones
presented in Garcia and Almeida (2005a) and Pecora et al. (2007).
The theory of observability offers an interesting perspective on phase space recon-
struction. It has been found that the choice of the observable is related to the quality
of the phase space reconstruction by linking the observability matrix of a system to
the Jacobian which, in turn, can be seen as a map from the reconstructed to the
original system (Aeyels, 1981; Letellier et al., 1998; Letellier et al., 2005; Aguirre and
Letellier, 2005; Carroll, 2018). Thus, not every measured time series is equally suitable
for performing a phase space reconstruction. Different measures for quantifying the
observability of possibly univariate time series data have been developed and tested
on various model systems (Aguirre et al., 2008; Aguirre and Letellier, 2011). For
the Rössler system with parameters (aR, bR, cR) = (0.398, 2.0, 4.0), the y-coordinate
has for example found to be slightly better suited for reconstruction with differential
embedding than the x-coordinate, while an observability statistic employing time
delay embedding ranks them equally well (Aguirre and Letellier, 2011). For the Lorenz
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system with parameters as specified in section 2.2, the z-coordinate usually exhibits
the best observability properties. However, this coordinate is not well suited for
reconstructions as it can not resolve the symmetry of the attractor. Due to the local
definition of the observability matrix, this problem is not taken into account by the
observability statistic. The x- and y-coordinates show similar observability properties
and, depending on the applied statistic, one or the other performs better (Aguirre
et al., 2008).
Finally, we emphasise that most of the different approaches presented here require
many possibly subjective parameter choices that critically determine whether the
reconstructed system and the original system are diffeomorphic. Thus, to ensure
qualitatively good phase space reconstructions, more research on objective criteria
to determine reasonable ranges of the corresponding parameters given the measured
data should, in our opinion, be conducted in the future.
2.4. Recurrence network analysis
In 1890, Henri Poincaré established recurrences as a fundamental property of dynam-
ical systems (Poincaré, 1890). Based on this property, powerful tools to study the
behaviour of a variety of dynamical systems have been developed (Marwan et al.,
2007; Zou et al., 2019). Here, we introduce the framework of recurrence network
analysis that has proven to constitute a versatile method of time series analysis by
bringing together the concepts of recurrence plots and complex networks.
2.4.1. Recurrence plots
Recurrence plots were introduced by Eckmann et al. to obtain a graphical repre-
sentation of the dynamics of a system (Eckmann et al., 1987). Given a time series
x⃗(t) = {x⃗(ti)}Ni=1 for times ti with i ∈ [1, N ] that represents the dynamics of an
associated system in its original or reconstructed phase space, the recurrence matrix
R is defined to have entries equal to one if two points x⃗(ti) and x⃗(tj) are recurrent,
i. e., close in phase space, and zero otherwise. More formally, the entries are given as
Ri,j(ϵ) = θ (ϵ− ∥x⃗(ti)− x⃗(tj)∥) (2.8)
with θ(·) being the Heaviside function and ϵ being a threshold setting the maximum
distance between two points to be considered recurrent. Distances in phase space
are measured with respect to a norm ∥ · ∥ which can be, for example, the Euclidean,
the Manhattan, or the maximum norm. By construction, this matrix is binary and
symmetric.
The recurrence plot is the graphical visualisation of the recurrence matrix and can
be obtained by plotting the ones as black dots on a white background. Exemplary
recurrence plots for Gaussian white noise, the motion on a circle, the Lorenz, and the
Rössler system are shown in figure 2.6.
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Figure 2.6. : Recurrenceplots of Gaussian whitenoise, the motionona circle, the Lorenzsystem,andtheRösslersystem for a fixedrecurrencerate of RR=0 .05 .22
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The line structure of the recurrence plot allows to deduce dynamical properties of the
system under study. The length of sequences {(i, j), (i+ 1, j + 1), . . . , (i+ k, j + k)}
(i. e., diagonal lines parallel to the main diagonal), for example, is inversely related to
the largest Lyapunov exponent (Eckmann et al., 1987) as in this case, trajectories
starting at i and j, respectively, stay close together for k + 1 time steps. Thus, long
diagonal lines correspond to periodic dynamics with the period equalling the vertical
distance between the lines, while short, interrupted diagonal lines indicate chaotic
dynamics.
To objectively characterise the dynamics of a system from a recurrence plot,
recurrence quantification analysis has been developed (Webber and Zbilut, 1994;
Marwan et al., 2002) and applied in many contexts (e. g. Giuliani and Manetti, 1996;
Marwan et al., 2002; Marwan et al., 2003; Lange and Boese, 2015; Flach et al., 2016).
Based on the distribution of vertical and diagonal lines of different lengths, a set of
complexity measures, such as for example the degree of determinism, the average
diagonal line length, or the entropy, has been suggested. Notably, the recurrence
rate, that is, the density of recurrent points, is closely related to the definition of the
correlation sum that can be used to estimate the correlation dimension D2 (Marwan
et al., 2007). We will not go into the details of recurrence quantification analysis, a
detailed review can be found, for example, in Marwan et al. (2007).
2.4.2. Complex networks
Complex networks have gained increasing attention as tools for non-linear time series
analysis (Gao et al., 2016; Zou et al., 2019). Opposed to more classical network
approaches that play important roles in many fields such as transportation, sociology,
and ecology, complex networks in time series analysis represent dynamical statistical
dependencies between observations expressed as functional networks. Thus, the theory
of complex networks (see for example Albert and Barabási (2002), Newman (2003),
and Newman (2010)) can be employed as tool for time series analysis.
Complex networks are graphs, that is, objects consisting of a set of vertices V
and edges E . Each vertex is labelled by an integer i ∈ [1, N ] and edges represent
connections between pairs of vertices. A network is characterised by its adjacency
matrix A where
Ai,j =
{
1 if i and j are connected
0 otherwise.
(2.9)
This form of a binary, symmetric adjacency matrix represents an unweighted, undi-
rected network. If additionally, self-loops are not allowed (i. e., edges are only drawn
for i ̸= j), it is generally referred to as a simple graph. There are various extensions
for weighted, directed networks, but in this thesis, we are only considering simple
graphs.
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From the adjacency matrix, it is possible to calculate different network measures
that give information about local or global structural properties of the network. The
most basic local network property is the degree ki of a vertex i
ki =
N∑
j=1
Ai,j (2.10)
representing the number of neighbours of vertex i. The local clustering coefficient Ci
of a vertex i
Ci =
1
ki(ki − 1)
N∑
j,k=1
Ai,jAj,kAk,i (2.11)
indicates how many of the neighbours of this vertex are mutually connected compared
to all possible mutual connections (Watts and Strogatz, 1998).
The edge density ρ is a global network measure given as the average of the
normalised degrees of all vertices
ρ = 1
N(N − 1)
N∑
i,j=1
Ai,j . (2.12)
Additionally, the degree distribution p(k), containing information about the occur-
rences of vertices of specific degrees, is often used to classify networks. The global
clustering coefficient C is defined as the average of the local clustering coefficients
C = 1
N
N∑
i=1
Ci =
1
N
N∑
i=1
∑N
j,k=1Ai,jAj,kAk,i
ki(ki − 1) (2.13)
which can be interpreted as the mean per-node fraction of closed triangles in the
network (Watts and Strogatz, 1998). A closely related quantity to estimate the
fraction of triangles in a network is the network transitivity T given as (Barrat and
Weigt, 2000; Newman, 2001; Boccaletti et al., 2006)
T =
∑
i,j,k Ai,jAj,kAk,i∑
i,j,k Ai,jAk,i
. (2.14)
The difference between the global clustering coefficient and the network transitivity
is that using the global clustering coefficient corresponds to giving equal weight to all
vertices in the network, thus, possibly underestimating the fraction of triangles when
vertices with very high and very low connectivity are present within the network,
while using the network transitivity corresponds to giving equal weight to all triangles
in the network (Donner et al., 2011b).
Paths within the network consist of a sequence of edges that links two vertices i
and j. When denoting the length of the shortest path between the two vertices as
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li,j , we can compute the average shortest path length L as
L = 1
N(N − 1)
N∑
i,j=1
li,j . (2.15)
All those network measures have been used to classify networks of different kinds.
The degree distributions of random graphs as introduced by Erdös and Rényi (Erdös
and Rényi, 1959), for example, follow a Poisson distribution and are characterised by
a low average shortest path length and a low value of the clustering coefficient, while
regular lattices are rather characterised by a higher average shortest path length
and a higher clustering coefficient. Many real-world networks possess a so-called
small-world behaviour that manifests as a low average shortest path length and a high
clustering coefficient (Watts and Strogatz, 1998; Barrat and Weigt, 2000). Networks
whose degree distribution follows a power-law for high degrees are called scale-free
networks (Barabási and Albert, 1999).
2.4.3. Recurrence networks
There are three major approaches how to transform a time series into a network:
visibility graphs, transition networks, and proximity networks (Donner et al., 2011a).
Visibility graphs use the convexity of observations to establish edges between pairs of
vertices that are not separated by an observation of larger magnitude. This class of
networks has been shown to provide a test for time series irreversibility (Lacasa et al.,
2012). Transition networks are characterised by discrete states and corresponding
transition probabilities. Proximity networks are networks that are based on some
kind of proximity relationship between observations. We here focus on recurrence
networks as a special class of the proximity networks that makes use of the recurrence
properties of the system (Marwan et al., 2009; Donner et al., 2010b; Donner et al.,
2015).
To be more precise, the adjacency matrix of a recurrence network is obtained
by reinterpreting the underlying recurrence matrix of a system (equation (2.8)) as
adjacency matrix of the network
Ai,j(ϵ) = Ri,j(ϵ)− δij (2.16)
where the Kronecker delta δij excludes self loops. That is, the vertices of the network
correspond to the times ti and are associated with the states of the system in phase
space x⃗(ti). Two vertices are linked by an edge if their distance in phase space is
smaller than the threshold ϵ. Thus, the network contains geometric information about
the system’s attractor that can be quantified using the network measures introduced
in subsection 2.4.2.
Figure 2.7 shows exemplary recurrence networks of the Lorenz and the Rössler
systems introduced in section 2.2. The threshold ϵ was set adaptively by choosing
a fixed recurrence rate of RR = 0.05 (corresponding to the edge density ρ = 0.05
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Lorenz Rössler
Figure 2.7.: Recurrence network representation of the Lorenz system (left) and the Rössler
system (right) with parameter choices given in section 2.2 for a fixed recurrence
rate of RR = 0.05. Time evolution goes from light blue to dark blue.
in the network). As expected, the network structure preserves the geometry of the
underlying attractors.
In particular, the information obtained from a recurrence network is complementary
to that from a recurrence plot as no dynamic information is taken into account. That
is, the network properties remain the same when relabelling the vertices, while the
recurrence plot makes use of the time-ordering of the time series. Both concepts do not
require a regular sampling in the time domain, the requirement for obtaining reliable
results is rather that the relevant phase space of the system is sufficiently covered with
data points (Zou et al., 2019). Still, non-uniform sampling poses challenges for the
reconstruction of the system’s phase space as seen in section 2.3 and further discussed
in chapter 3. As the reconstruction is usually required for recurrence network analysis
when only a univariate time series is measured, regular sampling of the data is of
advantage.
Recurrence networks have been mostly used to either classify systems or to detect
dynamical anomalies in non-stationary time series by applying a sliding window
approach (Marwan et al., 2009; Donner et al., 2011a). For system classifications,
different approaches, such as studying subgraphs, using network measures like the
network transitivity, and more sophisticated classifications based on a complexity-
entropy plane, can be pursued (Xu et al., 2008; Donner et al., 2011b; Wiedermann
et al., 2017). As we particularly focus on the sliding window approach in this thesis,
we describe it in more detail in subsection 2.4.4.
The network transitivity T (equation (2.14)) has been shown to be particularly
useful for characterising system dynamics as it can be related to a generalised fractal
dimension (Donner et al., 2011b). For a random geometric graph in an integer-
dimensional space, the expected network transitivity of a recurrence network is an
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analytical function that decays exponentially with dimension m. This result is exact
when using the maximum norm and approximate for other norms. From those
considerations, upper and lower transitivity dimensions can be derived as (Donner
et al., 2011b)
DuT = max
ϵ∈E
log(T (ϵ))
log(3/4) (2.17)
DlT = min
ϵ∈E
log(T (ϵ))
log(3/4) (2.18)
where E is a suitable set of values of the threshold. To obtain the relation between
the network transitivity and the dimensionality of a system in practical applications,
constructing one network for one value of ϵ usually suffices (Zou et al., 2019)
DT =
log(T )
log(3/4) . (2.19)
Additionally, as stable estimates of network properties can already be obtained from
networks of 100 vertices (Donges et al., 2011a; Donges et al., 2011b), the relation can
be used to classify time series of short length and also in the sliding window approach.
For estimating a reasonable value of the threshold ϵ to construct the recurrence
network, different approaches have been suggested (e. g. Eroglu et al., 2014; Kraemer
et al., 2018). The threshold has a great influence on the resulting measures of the
network as for example shown in Donner et al. (2010a) and Donner et al. (2010b).
Generally, a high threshold leads to a sparse network with possibly many unconnected
network components, while a low threshold leads to a highly connected network that
possibly prevents characteristic small-scale structures to be detected. Thus, a good
threshold should balance the effects of not having many disconnected components
and unveiling those small-scale structures.
If the analysed time series has a high sampling rate, spurious autocorrelations
might obscure the estimation of the network properties which can be corrected for
example by downsampling the time series or by applying Theiler windows (Theiler,
1986). If the time series has quantified uncertainties, the framework proposed by
Goswami et al. can be applied to directly incorporate these uncertainties in the
analysis (Goswami et al., 2018). Also, the effect of noise on the network has been
studied and the attractor as quantified by the recurrence network has been shown to
be robust under the addition of noise (Jacob et al., 2016).
There is a large additional body of literature dealing with the properties of recur-
rence networks. For example, an analytical framework for recurrence networks has
been developed (Donges et al., 2012). Also, hypothesis testing using recurrence net-
works has been studied (Jacob et al., 2018) and various extensions such as inter-system
and joint recurrence networks (Feldhoff et al., 2012; Feldhoff et al., 2013), multiplex
recurrence networks (Eroglu et al., 2018), weighted recurrence networks (Jacob et al.,
2019), and scale-specific recurrence networks (section 2.5) exist. Those approaches
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have recently been reviewed in detail in Zou et al. (2019).
2.4.4. Windowed analysis
A major part of the thesis is concerned with detecting dynamical anomalies in
time series. For this, we perform recurrence network analysis with a sliding window
approach to obtain both geometric and dynamic information. This windowed approach
has already been successfully applied to gain information about dynamical anomalies
in various time series (e. g. Donges et al., 2011a; Donges et al., 2011b; Donges et al.,
2015a).
In a first step, we split the (possibly embedded) time series x⃗(t) of length N into
windows of size W with offset dW . Thereby, we obtain (N −W )/dW slices of the
time series. For each slice, we construct a recurrence network by computing the
adjacency matrix (2.16) using maximum norm
∥x⃗∥∞ = max
k=1,...,m
{
x(k)
}
(2.20)
where m is the (embedding) dimension of the time series x⃗(t). The threshold is set
adaptively by fixing the recurrence rate to RR = 0.05 following the recommendations
in Donner et al. (2010a). Then, for each recurrence network, we calculate network
measures like the network transitivity (2.14) or the average shortest path length (2.15).
Thus, we end up with a time series of the network measure where the times associated
to the values of the network measure correspond to the latest time covered by the
slice, i. e., we consider the network measure to quantify the dynamics of the preceding
W time points. For constructing recurrence networks from time series and calculating
the network measures, we use the python package pyunicorn (Donges et al., 2015b).
Figure 2.8 shows exemplary results of the network transitivity and the average
shortest path length of the windowed recurrence network analysis (wRNA) for window
width W = 200 for a non-stationary Rössler system with time varying parameter
bR(t) = bR,0 +∆bR(t− t0) with bR,0 = 0.02 and ∆bR = 0.001, while the parameters
aR and cR are fixed to aR = 0.2, cR = 5.7. More details on this system and an
interpretation of the obtained results can be found in chapters 3 and 4.
It should be noted that the results of the wRNA depend on the choice of the
window width W . Currently, the choices of W are heuristically motivated and future
work should be devoted to develop an objective, theoretically grounded estimation
procedure for reasonable choices of the window width (Zou et al., 2019). In this thesis,
we will pursue the approach to repeat the analysis for various choices of the window
width to check the results for robustness with respect to this analysis parameter.
Also, as discussed above, recurrence network analysis itself does not require a
regular sampling of the data. Still, non-uniformly sampled observation times pose a
challenge for the interpretation of the results for windowed analyses. If the network
transitivity of a slice is obtained for a fixed number of observations, different time
periods are covered within the slices. If the results are obtained for a fixed period
of time, a different number of observations is present within each slice. This is why
28
2.5. Scale-specific recurrence network analysis
Figure 2.8.: Windowed recurrence network analysis (W = 200 ⟨dt⟩, RR = 0.05) of the
non-stationary Rössler system (top: network transitivity T , bottom: average
shortest path length L) reconstructed from the x-component using time delay
embedding for delay time τ = 5 ⟨dt⟩ and embedding dimension m = 3. The grey
bars denote confidence bounds derived from random shuffling surrogates (see
section 2.6).
we here only use uniformly sampled or to uniform sampling interpolated time series
when applying the sliding window approach.
2.5. Scale-specific recurrence network analysis
In some cases, it is useful to study the dynamics of the different time scales of the
system separately. In such cases, we use scale-specific recurrence network analysis
which is an extension of traditional recurrence network analysis where the time series
is filtered before it is transformed into a network. This approach has already been
successfully applied for classifying various systems (Gao et al., 2015; Xiang et al.,
2012; Chen and Yang, 2012; Deng, 2014; Yi et al., 2013; Yin and Shang, 2016).
It should be noted that this type of approach has sometimes been termed multi-scale
recurrence network analysis. With regard to other established multi-scale methods
such as multi-scale entropy that combine information from different time scales
rather than separating them, we think that for the analysis presented here, where
we separately analyse the different time scales of the system, the term scale-specific
recurrence network analysis is more appropriate.
To be precise, we use the continuous wavelet transform WΨ to filter the time series
before applying wRNA. That is, given the time series x⃗(t) representing the studied
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Figure 2.9.: Same as in figure 2.8 but for wssRNA at a scale of s = 8.2.
system, each component of the time series is filtered separately with respect to the
wavelet Ψ for different scales s and times b (Torrence and Compo, 1998)
WΨx(t)[b, s] =
∫ 1√
s
Ψ
(
t− b
s
)
x(t)dt (2.21)
with the bar denoting the complex conjugate. As wavelet, we use the complex Morlet
wavelet
Ψ(t) = 1√
πB
exp
(
−t2
B
)
exp (2πiCt) , (2.22)
where B is the bandwidth and C is the center frequency of the wavelet. Those
parameters are closely related to the resolution of the analysis and should be chosen
data- and application-dependent. One way to fix the parameters is, for example, to
match them to the main frequency and bandwidth of the analysed data. Also, it
should be noted that the wavelet and its corresponding centre frequency determine
the relation between the scales of the wavelet transform and the frequencies present
within the data. In particular, the scale s can be approximated as the dimensionless
fraction of the centre frequency of the wavelet and the frequency of the data, or,
equivalently, the analysed frequency of the data is given as the centre frequency divided
by the scale (Torrence and Compo, 1998). In this thesis, we fix the parameters to
be B = 2.0 (⟨dt⟩)−1 and C = 1.0 (⟨dt⟩)−1, that is, the analysed frequencies can be
approximated as the inverse of the scales.
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We then use the real part of the filtered signal for each component as filtered time
series. To account for edge effects, we cut the first and the last
Nc =
supp (Ψ)− 1
2
points. The support of the wavelet supp (Ψ) depends on the implementation of
the wavelet and is a function of the scale s. We use the python package pywt for
performing the wavelet transform. In this case, the support of the wavelet is given as
supp (Ψ) = 16s+ 1.
For each considered scale s, we perform the windowed analysis as outlined in
subsection 2.4.4. The window width of the analysis is chosen dependent on the
corresponding scale as
W = max (100, supp (Ψ)) (2.23)
because at least 100 nodes are required to calculate reliable network measures from a
recurrence network (Donges et al., 2011a; Donner et al., 2015).
Exemplary results of windowed scale-specific recurrence network analysis (wssRNA)
for the non-stationary Rössler system for a scale of s = 8.2 can be found in figure 2.9.
2.6. Significance testing and surrogate data
When characterising the dynamics of a system using non-linear methods, the question
whether the results could also have been obtained from an underlying linear or
stochastic process naturally arises. To assess the meaning of the results and give
well-grounded interpretations, a significance test is required.
2.6.1. Hypothesis testing
For this, first, a null hypothesis against which the observations are tested and a
confidence level s = 1−α at which the test is performed have to be specified. Second,
a discriminating statistic that is used to characterise the original system is applied to
the original data and compared to the expected behaviour of the statistic under the
validity of the null model (Theiler et al., 1992). After the test, the null hypothesis is
either accepted or rejected with respect to the specified confidence level. Accepting
the null hypothesis means that the value of the statistic for the original data is
compatible with the expected results for the null hypothesis, while rejecting it means
that the value for the original system differs significantly from those expected under
the null hypothesis. During this procedure, two types of errors may occur. Type I
errors indicate that the null hypothesis is rejected even though it is actually true.
Thus, we refer to this type of errors as false positives. The probability of a type I
error is given as α. Type II errors, on the other hand, denote the situation that the
null hypothesis is accepted although it is false, i. e., we refer to such errors as false
negatives (Rice, 2007).
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An alternative way to describe the test results is using the p-value of the statistic for
the original time series. The p-value gives the probability that the resulting statistic
was obtained by a realisation of the null model. Thus, p-values smaller than α denote
results that differ significantly from the expected values of the statistic under the null
hypothesis and like this, lead to a rejection of the null hypothesis.
In case that the significance test is applied repeatedly, the probability that some of
the results are falsely classified as positives increases with the number of tests (Miller,
1981). This problem is known as multiple testing and should be corrected for. A
simple way to do so is to divide the α or, equivalently, the p-value by the number of
tests that are applied and use this as the new threshold for the results to be significant.
Additionally, more sophisticated approaches to tackle the problem of multiple testing
have been put forward (Holm, 1979; Hochberg and Benjamini, 1990; Westfall and
Young, 1993).
2.6.2. Surrogate data
A crucial step for significance testing is choosing the null model and deriving the
expected distribution of the discriminating statistic for it. As this is generally not
possible analytically, we here use the method of surrogate data, that is, we perform a
Monte Carlo simulation of the discriminating statistic. In a first step, Ns surrogate
data sets are created according to the chosen null model. Then, for each surrogate
data set, the statistic is calculated and the results are used to approximate the
expected distribution of the statistic for the given null model (Theiler et al., 1992).
There are various choices of null models and, depending on the original data and
the applications, different null models might be better suited. In climate applications,
autoregressive processes of order 1 (AR(1) processes) are for example often used as
null model (e. g. von Storch and Zwiers, 1999; Løvsletten and Rypdal, 2016). We
here present the null models and corresponding surrogate data creation routines that
are used throughout the thesis.
The simplest case is the one of an uncorrelated stochastic process with normal
distribution, that is, of Gaussian white noise (GWN). The probability density function
of this process is given as
pG(x) =
1√
2πσ
exp
(
(x− µ)2
2σ2
)
, (2.24)
where µ denotes the mean and σ the standard deviation of the distribution. To create
sets of surrogate data of length N with respect to this null model, the mean and
standard deviation are chosen according to the mean and standard deviation of the
original data and N samples are drawn from the resulting distribution.
Another case is that of a short-term correlated stochastic process. For this, we
consider an AR(1) process
s(t+ 1) = c+ ρs(t) + ϵt (2.25)
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where c is the offset (drift term), ρ is the scaling factor, and ϵt is a Gaussian random
variable with probability distribution (2.24), zero mean, and constant standard
deviation σϵt . The model parameters and the initial condition s(0) are fitted to the
original data and then, realisations with respect to these parameters are used as
surrogate data sets.
An alternative possible null model are random shuffling surrogates where the
original time series is shuffled such that the resulting surrogate time series has exactly
the same amplitude distribution as the original time series but is otherwise random.
In particular, the correlation structure of the original time series is not preserved.
Mathematically, this can be expressed as
s(ti) = x(tπ(i)) (2.26)
for i ∈ [1, N ] and π(·) a random permutation on the indices.
Sometimes, it is useful to use surrogate data that not only preserve the amplitude
distribution but also the (linear) correlation structure of the original data. For
this case, we use iterative amplitude-adjusted Fourier transform (iAAFT) surro-
gates (Schreiber and Schmitz, 1996). Given, the set of original data {xn = x(tn)} for
n ∈ [1, N ], we first store a copy of the original data sorted in ascending magnitude in
the set {cn}, calculate the Fourier amplitudes of the original data
|Sk| =
⏐⏐⏐⏐⏐ 1√N
N∑
n=1
xn exp
(2πikn
N
)⏐⏐⏐⏐⏐, (2.27)
and create an initial set of random shuffling surrogates {r(0)n = xπ(n)}. Then we
iteratively replace the Fourier amplitudes of {r(j)n } by the original Fourier amplitudes
to obtain {s(j)n } and rank-order the {s(j)n } to get {r(j+1)n } with the original amplitudes
stored in {cn}.
To be precise, to get from {r(j)n } to {s(j)n }, we apply a Fourier transform to the
{r(j)n } as
R
(j)
k =
1√
N
N∑
n=1
rn exp
(2πikn
N
)
(2.28)
and replace the Fourier amplitudes by the original amplitudes |Sk| while keeping the
phases R(j)k /
⏐⏐⏐R(j)k ⏐⏐⏐
s(j)n =
1√
N
N∑
k=1
R
(j)
k
|R(j)k |
|Sk| exp
(
−2πikn
N
)
. (2.29)
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To get the {r(j+1)n } from the {s(j)n }, we perform a rank ordering of the {s(j)n } and
write the corresponding original amplitudes as saved in {cn} to the new iteration
r(j+1)n = crank(s(j)n ). (2.30)
For large j ≥ f , the iteration converges to a fixed point (Schreiber and Schmitz,
2000). Whether to use {r(f)n } or {s(f)n } as final surrogate data set depends on the
application, though {s(f)n } should be preferred when linear correlations are present
within the data (Schreiber and Schmitz, 2000).
All those null models correspond to different null hypotheses on the process
underlying the original data, i. e., the studied system. The different null models
share some of the structure of the original data. In the case of GWN, this concerns
the mean and the standard deviation of the amplitude distribution of the data, for
the random shuffling surrogates this is the exact amplitude distribution, and for
the iAAFT surrogates, both the amplitude distribution and the linear correlation
structure are preserved. For the AR(1) model, the model parameters were chosen
depending on the original data. A rejection of the null hypothesis thus signifies
deviations from the underlying null model and, correspondingly, that there is more
structure in the original data than in the surrogate data (Schreiber and Schmitz,
2000).
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Phase space reconstruction for
non-uniformly sampled noisy time
series
In this chapter, we systematically study the performance of different approaches for
phase space reconstruction when the available data are non-uniformly sampled and
contaminated with noise. In particular, we compare uniform time delay embedding
to derivative embedding for different methods to estimate the derivatives. To assess
the quality of the reconstructions, we use the relation between recurrence network
measures and the geometry of the attractor of the underlying system. By studying
the well-known paradigmatic Lorenz and Rössler system, we can compare network
measures obtained for the reconstructed attractors to those of the original attractors for
varying noise levels and shapes of the sampling interval distribution. We additionally
study the implications of the different reconstruction approaches when analysing a
non-stationary Rössler system using windowed recurrence network analysis (wRNA).
This chapter is based on, and closely follows, publication P1.
3.1. Introduction
The reconstruction of a system’s higher-dimensional phase space from experimentally
measured data is required when the dynamics of the underlying dynamical system are
expected to be higher-dimensional than the dimension of the measured time series.
The quality of this phase space reconstruction may significantly influence the results
of further analyses, in particular, when the available data are non-uniformly sampled
and subject to noise. As discussed in section 2.3, the problem of finding a proper
phase space reconstruction for a given time series is still a remaining challenge in
non-linear time series analysis and subject of ongoing research.
Time delay embedding, on the one hand, is not well defined for non-uniformly
sampled data as the choice of any delay time requires the data to be sampled
as multiples of that delay time. In the case of non-equal sampling intervals, this
requirement cannot be met and the interpolation of the data is unavoidably leading
to errors in the subsequent analyses (Rehfeld et al., 2011). Also, the estimation
of the embedding parameters relies on concepts such as the autocorrelation or the
mutual information of the data which are usually defined for uniformly sampled data
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even though, in some cases, estimators that can deal with non-uniform sampling are
available (Rehfeld et al., 2011; Rehfeld and Kurths, 2014).
Derivative embedding, on the other hand, does not suffer from these conceptual
difficulties. Instead, the robust estimation of higher-order derivatives for noisy data
is a major challenge that so far prevented a wide-spread use of this approach in
real-world applications.
A systematic comparison of derivative embedding for different ways of estimating
the derivatives and the comparison of these methods to uniform time delay embedding
is still lacking for non-uniformly sampled noisy time series. We here aim at filling this
gap and providing valuable insight into the potentials and limitations of the different
approaches. As we are particularly interested in the influence of the different phase
space reconstructions on the results of a subsequent recurrence network analysis,
we use the relation between the network measures of recurrence networks and the
geometry of the attractor of the underlying dynamical system to quantify the quality
of the reconstructions. We first introduce the different approaches for estimating
derivatives from non-uniformly sampled noisy time series and the analysis framework
in sections 3.2 and 3.3. Then, we present the results obtained for the different
approaches in section 3.4 and summarise the conclusions in section 3.5.
3.2. Estimating derivatives
We consider a univariate time series xi = x(ti) for i ∈ [1, N ] with possibly non-uniform
sampling intervals ∆ti = ti+1 − ti and aim at estimating the derivatives
djx(t)
dtj
⏐⏐⏐⏐
t=ti
≡ d
j
dtj
xi (3.1)
for all times ti up to some order jmax.
3.2.1. Central differences
The most intuitive approach for doing so, is to use central differences as approximations
of the derivatives. In the case of uniform sampling, the central difference quotient is
given as
d
dt
xi ≈ xi+1 − xi−12∆t . (3.2)
It is possible to generalise this formula to the case of non-uniformly sampled data
d
dt
xi ≈
∆t2i−1xi+1 − (∆t2i−1 −∆t2i )xi −∆t2ixi−1
∆ti−1∆ti(∆ti−1 +∆ti)
. (3.3)
This expression reduces to equation (3.2) when ∆ti = ∆ti−1, i. e., if the data are
uniformly sampled.
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The above expression can be derived by approximating the values of the neighbour-
ing points of xi using a Taylor expansion up to second order
xi−1 ≈ xi −∆ti−1 d
dt
xi +
∆t2i−1
2
d2
dt2
xi, (3.4)
xi+1 ≈ xi +∆ti d
dt
xi +
∆t2i
2
d2
dt2
xi. (3.5)
Then, the term with the second derivatives is eliminated from this system of equations.
Equation (3.3) is obtained by solving for ddtxi. To approximate higher order derivatives,
equation (3.3) can be applied iteratively.
3.2.2. Discrete Legendre polynomials
Another approach for estimating derivatives uses the relation between the discrete
Legendre polynomials r(i)j,p,n = rj,p(∆ti,n), where ∆ti,n = ti+n− ti, and the derivatives
of a time series (Gibson et al., 1992)
dj
dtj
xi ≈ j!
cj,p(∆ti,n)
p∑
n=−p
r
(i)
j,p,nxi+n (3.6)
with the normalisation given by
cj,p(∆ti,n) =
p∑
n=−p
(∆ti,n)jr(i)j,p,n. (3.7)
That is, the jth derivative at xi is proportional to a weighted sum of the p neighbouring
points of xi to each side with the weights corresponding to the discrete Legendre
polynomials that can be calculated using the recursive relation
r
(i)
j,p,n =
1
cjpj
⎡⎣∆tji,n − j−1∑
k=0
r
(i)
k,p,n
p∑
l=−p
∆tji,lr
(i)
k,p,l
⎤⎦ (3.8)
for 2p ≥ j and r(i)0,p,n = 1/c0. The constants cj can be determined from the conditions
p∑
n=−p
(r(i)j,p,n)2 = 1. (3.9)
Equation (3.6) is derived in appendix A.1.
For p→∞, the discrete Legendre polynomials converge to the ordinary Legendre
polynomials. In the opposite limit of p being as small as possible, the approach
corresponds to a central difference quotient. That is, the choice of the number of
neighbouring points p that are taken into account for estimating the derivatives,
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controls the smoothing of the data which can be useful when dealing with noisy time
series.
The exact choice of p should depend on the maximum order jmax up to which
derivatives are estimated. Gibson et al. provide a heuristic to estimate the optimal
value of p and note that another possible approach could be choosing p such that
2p+1 points cover approximately a quarter of an oscillation of the time series (Gibson
et al., 1992).
The numerical calculations of derivatives within the framework of discrete Legendre
polynomials have been performed using an adapted version of the algorithm for
generalised Legendre coordinates available in the python package pyunicorn (Donges
et al., 2015b).
3.2.3. Moving Taylor Bayesian Regression
A third approach to locally estimate derivatives is to use the framework of moving
Taylor Bayesian regression (MoTaBaR) introduced in Heitzig (2013). As input, the
method requires a measured time series of N data points {xi}Ni=1 and corresponding
uncertainty estimates that may represent, for example, measurement errors or time
uncertainties. Additionally, prior beliefs about the variability of the function f
underlying the time series and its derivatives up to order j − 1 have to be specified.
If no such information is available, non-informative priors can be used (Heitzig, 2013).
Then the method combines a local Taylor approximation of the time series around
some time of interest ξ, taking into account Nmtb points, with Bayesian updating
in order to derive posterior distributions of the function’s values and the values of
its derivatives. The posterior mean and variance are then used as final estimators
for those quantities. Like this, the method can also be used to interpolate data, can
incorporate measurement uncertainties, and gives uncertainty estimates of the results.
To be more precise, we here assume that the argument and measurement errors
(denoted as γi and ϵi, respectively) are Gaussian and that no prior information about
the variability of the function f and its derivatives is available. The measured values
{xi}Ni=1 can be related to the derivatives φα = d
αf(ξ)
dtα by a local Taylor expansion
xi =
j−1∑
α=0
Ti,αφ
α + ri + ϵi. (3.10)
Here, the Ti,α are given as
Ti,α =
(ti − γi − ξ)α
α! , (3.11)
while the Taylor residual ri is given as
ri = Ti,jψi, (3.12)
ψi =
dj
dtj
f(ξ + λi(ti − γi − ξ)) (3.13)
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for λi ∈ [0, 1]. As we have non-informative priors, the prior variance is Σ−1φ = 0 and
the prior mean of ψ is µψ = 0. The posterior mean µ˜φ and variance Σ˜φ of f and its
derivatives can be estimated as follows:
(i) For α < j, calculate Ti,α for all i from t, γ and ξ by making use of equation (3.11).
(ii) Based on the prior belief about (Σψ)i,k, calculate (Σr)i,k as
(Σr)i,k = Ti,j (Σψ)i,k Tk,j .
(iii) Calculate W = (Σr +Σϵ)−1.
(iv) Obtain the posterior variance and mean of φ as
Σ˜φ = (T ′WT )
µ˜φ = Σ˜φ(T ′Wx).
When knowing the distribution of the argument errors ρ(γ|t), it is possible to obtain
the final estimators φˆ and Σˆφ by integrating over all possible argument errors. A
more general description and a link to a python implementation of the method are
available in Heitzig (2013).
3.3. Analysis procedure
To study the behaviour of the different phase space reconstruction approaches for
non-uniformly sampled noisy data, we consider the two model systems introduced
in section 2.2. For the Lorenz system, we use the canonical parameters aL = 10,
bL = 28, cL = 8/3 and initial conditions (x0, y0, z0) = (−8.0, 8.0, 27.0), while for the
Rössler system, we study a slightly adjusted set of parameters aR = 0.15, bR = 0.2,
cR = 10.0 and initial conditions (x0, y0, z0) = (0.5, 0.0, 0.0) that also lead to a chaotic
solution.
In a first step, we create high-resolution uniformly sampled reference solutions by
numerically integrating the respective set of differential equations with sampling rate
dt = 0.001 for times in the interval [0, 100] for the Lorenz and in the interval [0, 300]
for the Rössler system and discarding the first 50, 000 data points to account for
transients. Thus, we end up with reference time series of length Nref = 250, 000 and
Nref = 50, 000 data points, respectively. This choice of integration times corresponds
to about 40 oscillations being present in each time series.
In a second step, for each model system, we create NR = 500 non-uniformly sampled
noisy realisations of length N = 500 from the x-coordinate of the reference time
series where the choice of N = 500 was motivated by the limited data availability in
real-world applications. As in such applications, sampling interval distributions can
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often be approximated by gamma distributions, the realisation of the non-uniform
sampling is achieved by drawing N − 1 sampling intervals from a gamma distribution
pΓ(t) = tk−1
exp(−t/θ)
θkΓ(k) (3.14)
with θ being the scale and k being the shape parameter of the distribution. The
non-uniformly sampled time series is obtained by rounding the drawn sampling
intervals to be multiples of the reference sampling rate dt, cumulatively adding the
rounded N − 1 time intervals to t0 = 50.0, and choosing the corresponding values of
the x-coordinate. Then, we add Gaussian white noise (equation (2.24)) of mean µ
and standard deviation σ to the data
xi → xi + ηi (3.15)
where ηi is the Gaussian random variable. It should be noted that the average
sampling rate ⟨dt⟩ of these realisations is different from the sampling rate dt which
was used to numerically solve the sets of ordinary differential equations.
The NR realisations of the non-uniformly sampled noisy time series corresponding to
a certain shape of the sampling interval distribution and a certain noise level are then
used as basis to quantify the quality of different phase space reconstruction approaches.
First, we perform a linear and a cubic spline interpolation, and then, reconstruct the
phase space of the model systems using uniform time delay embedding for the two
interpolations and derivative embedding for the non-uniformly sampled and the two
interpolated data sets using central differences, discrete Legendre polynomials, and
MoTaBaR to estimate the derivatives for varying embedding dimensions m ∈ [3, 5].
For MoTaBaR, we additionally consider non-uniform input but uniform output using
the internal interpolation routine of the method. As for derivative embedding, the
values of the higher-dimensional coordinates are of larger magnitude, we also consider
the case where each coordinate is normalised to have zero mean and unit variance.
For all those different reconstructions, we transform the time series into a recurrence
network by using the maximum norm to calculate distances in phase space and a
fixed recurrence rate RR = 0.05 to set the recurrence threshold adaptively. We then
calculate the network transitivity and the average path length of the corresponding
networks and compare it to the network transitivity and average path length obtained
from a (x, y, z) reference solution of N = 500 points with regular sampling and the
sampling time corresponding to the average sampling time ⟨dt⟩ of the non-uniformly
sampled realisations. The relative distance of the network measures obtained for the
different reconstructions to the reference network measures, ∆T and ∆L, respectively,
is given as
∆T = |Tref − T |Tref , ∆L =
|Lref − L|
Lref . (3.16)
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The mean and the standard deviation of ∆T and ∆L for the NR realisations can be
used to quantify the quality of the different phase space reconstruction approaches.
3.4. Results
We now present the results of the analysis described in section 3.3 when varying the
noise level and the shape parameter of the gamma distribution that controls the
distribution of the non-uniform sampling intervals. Based on these results, we analyse
a non-uniformly sampled noisy non-stationary version of the Rössler system using
wRNA for the different phase space reconstruction approaches in order to study the
implications of the results when applying the windowed version of the method.
3.4.1. System classification using recurrence network measures
To evaluate the relative distances of the network measures (3.16) between the reference
solution and the different phase space reconstructions, we follow the analysis procedure
described in section 3.3 for fixed scale parameter θ = 8.0 and varying shape parameter
k ∈ [0.25, 2.0] of the gamma distribution. The mean of the white noise that is added
to the non-uniformly sampled time series is given as µ = 0, while the standard
deviation σ is varied in the interval [0.25, 2.0].
In order to compare the performance of the different phase space reconstruction
approaches, we first, for each approach, need to decide which embedding parameters
to use, whether to use the non-uniformly sampled data or one of the interpolated
sampling realisations of the data, and, for derivative embedding, whether to scale the
coordinates to unit variance or not. We here summarise the results of this step, a
more detailed assessment of the corresponding choices can be found in appendix A.2.
For time delay embedding, we use the linearly interpolated data because this is
the most commonly used interpolation approach in applications even though in some
cases, spline interpolations can improve the results (see appendix A.2). The delay time
is chosen as τ = 2 ⟨dt⟩ for the Lorenz and as τ = ⟨dt⟩ for the Rössler system which is
in accordance with the first root of the corresponding autocorrelation functions.
For derivative embedding with central differences, we find that the results for the
cubic spline interpolated data when all coordinates are rescaled to unit variance
perform best. When estimating the derivatives using the discrete Legendre polyno-
mials, we also find that the cubic spline interpolation in combination with scaling
the coordinates to unit variance gives the best results, except for the Rössler case,
where the scaling does not improve the results. This may be related to the fact that
the z-coordinate of the Rössler system possesses variations of larger magnitude than
those in the x- and y-coordinates and thus, is better reproduced in the unscaled
case. Concerning the number of points p that are taken into account to each side
for estimating the derivatives, we get optimal performance for p = 4 for embedding
dimension m = 3 and p = 6 for embedding dimensions m = 4 and m = 5. For
estimating the derivatives using the MoTaBaR framework, the internal interpolation
routine combined with scaling the coordinates to unit variance performs best. This
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Figure 3.1.: Mean (points) and standard deviation (errorbars) of ∆T and ∆L of the NR =
500 realisations as a function of the standard deviation σ of the noise for the
Lorenz and the Rössler system and increasing embedding dimension for different
attractor reconstructions and fixed value of the shape parameter (k = 1.0).
Purple solid lines: time delay embedding (tde) for τ = 2 ⟨∆t⟩ (Lorenz) and
τ = ⟨∆t⟩ (Rössler) and linear interpolation. Light blue dotted lines: central
differences (cdiff) scaled to unit variance for cubic spline interpolation. Dark
blue dash-dotted lines: MoTaBaR (mtb) based derivative estimates scaled to
unit variance and internally interpolated. Cyan dashed lines: discrete Legendre
polynomials (dLp) for p = 4 (m = 3) and p = 6 (m = 4, 5) for cubic spline
interpolation scaled to unit variance (Lorenz) and without scaling (Rössler).
Adapted from P1, with the permission of AIP Publishing.
method is relatively robust when varying the number of points Nmtb that are taken
into account for performing the local Taylor approximation. Thus, we here only
consider the case Nmtb = 20.
After having made those choices, we can compare the different approaches with
each other. Figure 3.1 shows the results of the performance of the different phase
space reconstruction approaches for the two network measures, the two model systems,
and varying embedding dimension dependent on the standard deviation of the noise
that was added to the time series before performing the reconstructions. The shape
parameter of the gamma distribution is fixed to k = 1.0. When increasing the
standard deviation of the noise, we expect to get worse results, that is, larger values
of ∆T and ∆L. The same holds for higher embedding dimensions because of noise
amplification which is particularly relevant for derivative embedding.
For time delay embedding, we observe the expected behaviour for higher noise
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Figure 3.2.: Same as in Fig. 3.1 but for the dependence on the shape parameter k of the
sampling interval distribution and fixed noise level (σ = 1.0). Adapted from P1,
with the permission of AIP Publishing.
levels in many cases but see also, that this approach generally performs well, in
particular, for the average path length in embedding dimension m = 3 and for m = 5
for the Lorenz system. For derivative embedding with central differences, we also see
the expected trend for higher noise levels and note, that this approach does generally
not perform as good as the others. When estimating the derivatives with the discrete
Legendre polynomials, we observe the expected trend for high noise levels in some
cases, while in other cases, particularly for the transitivity of the Lorenz system and
the average path length of the Rössler system, the performance is relatively constant
up to high values of the standard deviation of the noise. For MoTaBaR, the mean
performance is relatively constant with respect to varying the noise level, but we note
a higher variability within the realisations manifested in terms of a higher standard
deviation. Also, this approach performs particularly well for the transitivity of the
Rössler system.
Figure 3.2 shows the results analogously to the results in figure 3.1 but for varying
shape parameter k and constant standard deviation of the added noise, given as
σ = 1.0. We expect to observe decreasing values of ∆T and ∆L for higher values of
the shape parameter as for those choices, the gamma distribution is more centred
and thus, the sampling intervals are closer to uniform sampling.
For time delay embedding, we again observe a good performance and sometimes
identify the expected trend, while for derivative embedding with central differences,
the trend is not particularly visible. Also, this method performs in most cases worse
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than the other methods when varying the shape parameter with an exception being
the performance for the transitivity of the Lorenz system for embedding dimension
m = 3. When estimating the derivatives using the discrete Legendre polynomials, the
expected behaviour is often visible and particularly pronounced for the average path
length of the Lorenz system. For derivative embedding with MoTaBaR, we often see
the trend very clearly, but for the average path length, the performance gets worse
for large values of the shape parameter, indicating that this method is best suited for
intermediate values of k.
Overall, we find that time delay embedding based on linearly interpolated data
performs quite well, even though, in some cases, it is outperformed by derivative
embedding with the discrete Legendre polynomials or the MoTaBaR framework.
Estimating the derivatives with the central difference quotient generally yields worse
performance, thus, for derivative embedding, more sophisticated approaches for
estimating the derivatives should be preferred. For MoTaBaR, we observe a high
standard deviation for the NR different realisations indicating a particular sensitivity
to noise and the distribution of the sampling intervals. Thus, we identify the discrete
Legendre polynomials to be the most reliable method for derivative embedding of
non-uniformly sampled noisy data.
Also, we note that the differences to the reference network measures are generally
smaller for the network transitivity than for the average shortest path length, which is
one of the reasons, apart from the analytically obtained relation between the network
transitivity and the dimensionality of the system dynamics (equation (2.19)), why in
the following, we focus on the network transitivity.
3.4.2. Implications for windowed analyses
To compare the impact of the different phase space reconstruction approaches on
wRNA, we study the non-stationary Rössler system with fixed parameters aR = 0.2,
cR = 5.7 and time varying parameter bR(t) = bR,0 + ∆bR(t − t0) with bR,0 = 0.02
and ∆bR = 0.001. To obtain a high resolution reference solution, we integrate
the system for times t ∈ [0, 630] with resolution dt = 0.01 and discard the first
3000 points to account for transients with respect to the chosen initial conditions
(x0, y0, z0) = (0.5, 0.0, 0.0). Analogously to the analysis procedure described in
section 3.3, we then draw non-uniform sampling intervals from a gamma distribution
with θ = 8.0 and k = 1.0 to obtain a non-uniformly sampled time series of length
N = 2000 with average sampling rate ⟨dt⟩. Finally, we add Gaussian white noise
with zero mean and unit standard deviation to the time series.
In order to compare the different phase space reconstruction approaches, we first
subsample the high resolution reference solution to have N = 2000 points and
perform a windowed analysis for the original (x, y, z)-Rössler system as described in
subsection 2.4.4 for window widths in W ∈ [100, 300] with steps ∆W = 1 and offset
dW = 1. The top panel of figure 3.3 shows the results for the network transitivity
where the hatched areas within the contour lines denote analysis results that have
been found to show significant anomalies by applying a pointwise significance test
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Figure 3.3.: Windowed recurrence network analysis of the noisy, non-uniformly sampled
non-stationary Rössler system with significant values of the network transitivity
(hatched areas) as derived from random shuffling surrogates (section 2.6) for
different phase space reconstruction approaches. From top to bottom: original
(x, y, z) Rössler system, time delay embedding, derivative embedding with central
differences, discrete Legendre polynomials, and MoTaBaR.
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based on random shuffling surrogates with confidence level s = 0.95 as described in
section 2.6.
We then perform three-dimensional phase space reconstructions from the noisy non-
uniformly sampled x-component of the Rössler system by using time delay embedding
for linearly interpolated data with delay time τ = 5 ⟨dt⟩ corresponding to the first
root of the autocorrelation function of the non-stationary time series, for derivative
embedding with central differences, with discrete Legendre polynomials for p = 4, and
with MoTaBaR for Nmtb = 20. Analogously to the findings from subsection 3.4.1, we
use cubic spline interpolation for the central differences and for the discrete Legendre
polynomials, while for MoTaBaR, we use the internal interpolation routine. Also, the
coordinates are scaled to have unit variance for all derivative embeddings. The same
windowed analysis as for the reference solution is performed and the results for the
network transitivity are shown in the lower panels of figure 3.3.
We find that particularly derivative embedding with central differences and discrete
Legendre polynomials but also time delay embedding can reproduce the variability of
the network transitivity reasonably well. Also, the significantly higher values of the
network transitivity around bR = 0.4 are reproduced by all approaches. The results
obtained with the MoTaBaR reconstruction generally show much higher values of the
network transitivity and do not agree well with the reference results. This is possibly
related to the high standard deviation from the mean of the different realisations
that was observed for the stationary systems for this approach indicating that the
quality of the results is very sensitive to the exact distribution of the sampled time
points and the noise.
3.5. Discussion and conclusions
Phase space reconstruction is an important part of non-linear time series analysis.
In fact, many methods are based on this concept and their successful application
depends on the quality of the available reconstruction. As in real-world applications
the mathematical assumptions behind the embedding theorems are not fulfilled, the
choice of the phase space reconstruction approach and the corresponding embedding
parameters is of great importance. This is particularly true if the data are noisy
or non-uniformly sampled. In this chapter, we have studied different approaches of
phase space reconstruction by applying them to two paradigmatic model systems
and comparing attractor properties of the original and the reconstructed systems
for varying embedding dimensions, noise levels, and distributions of the sampling
intervals based on recurrence network measures that are related to the attractor
geometry. We used the insights to also consider implications of the choice of the
reconstruction approach for wRNA.
We did not find any indications that there is one optimal method for phase
space reconstruction. The optimal choice of the reconstruction approach and the
embedding parameters rather depends on the properties of the studied data. Time
delay embedding suffers from conceptual problems for non-uniformly sampled data.
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Still, we found that first interpolating the non-uniformly sampled data back to regular
sampling using linear interpolation performs well, in some cases, using cubic spline
interpolation can further improve the results. Also for wRNA, we found that this
approach can reproduce the variability of the network measures of the original system.
Nevertheless, independent of the reconstruction approach, interpolating the time
series can only give reasonable results if the average sampling rate resolves the relevant
time scales of the system’s dynamics.
Derivative embedding does not suffer from conceptual problems for non-uniformly
sampled data but the robust estimation of higher-order derivatives for noisy data
is a challenge. To asses whether this approach can be an alternative to time delay
embedding, we compared different methods of estimating derivatives for phase space
reconstructions. When estimating the derivatives with central differences, we found
that scaling the coordinates to unit variance and the use of cubic spline interpolation
yield the best results. But still, this method generally performs worse than the other
methods and is, as expected, very sensitive to noise. For the windowed analysis, we
observed a good performance of this method. To improve the robustness against noise,
we considered the estimation of derivatives using discrete Legendre polynomials. We
found that this method performs good in many cases and that again, scaling to unit
variance and using cubic spline interpolation should be preferred. Also, the choice of
the number of neighbouring points p to each side taken into account for estimating
the derivatives should depend on the dimension of the reconstruction, that is, the
highest order of the derivatives that needs to be estimated. Finally, we also considered
the framework of MoTaBaR for derivative estimation. In some cases, this approach
performed good when applying the internal interpolation routine and scaling the
coordinates to unit variance, but we also observed higher standard deviations within
the different realisations than for the other approaches. This reveals a high sensitivity
to the distribution of the sampling intervals and noise that possibly explains the poor
performance of the method for the windowed analysis.
Thus, derivative embedding, in particular when using discrete Legendre polynomials
to estimate the derivatives, can be an alternative for time delay embedding for non-
uniformly sampled and noisy data. In chapter 6, we explore the different phase
space reconstruction approaches for analysing real-world palaeoclimate data sets. To
further contribute to a better understanding of the dependence of the quality of the
phase space reconstruction on the data properties, also the approach of non-uniform
time delay embedding has to be taken into account. Future work in this direction is
discussed in chapter 9.
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Chapter 4.
Areawise significance tests for
windowed recurrence network analysis
In this chapter, we generalise the concept of an areawise significance test as intro-
duced in Maraun et al. (2007) for wavelet analysis such that it can be applied in
combination with any other analysis approach. This generalised areawise signifi-
cance test identifies patches of possibly false positive significant points in a classical
pointwise significance test by numerically estimating correlations between analysis
results which is particularly relevant when applying sliding window approaches. In
this case, temporal correlations within the time domain may lead to sequences of
significant points instead of isolated significant points. When additionally applying
the same analysis for varying analysis parameters, patches of significant points in the
(time, parameter)-plane occur independent whether they are true or false positives.
By studying the non-stationary Rössler system using windowed recurrence network
analysis (wRNA) and windowed scale-specific recurrence network analysis (wssRNA),
we demonstrate the potential of the generalised areawise significance test and further
contribute to the development of a reliable framework of wRNA.
This chapter is based on, and closely follows, publication P2.
4.1. Introduction
The concepts of detecting and characterising anomalies play an important role in
non-linear time series analysis with applications in fields ranging from medicine over
finance to climate (Kantz and Schreiber, 2004; Abarbanel et al., 1993; Grassberger
et al., 1991). However, the exact definition of an anomaly is not always evident.
Indeed, in many applications, anomalies are defined with respect to the properties of
sets of surrogate data. That is, a null model is chosen, surrogate data are created, the
analysis procedure is applied to the surrogate data sets, confidence bounds are derived
from percentiles of the distribution of the surrogate results, and analysis results
outside the confidence bounds are referred to as anomalies (compare section 2.6).
In the case of a windowed analysis, or when the same analysis is repeated while
varying one or more of the analysis parameters, such as the window width or the
embedding delay, multiple testing corrections and possible correlations within the
analysis results need to be considered (Miller, 1981; Maraun et al., 2007). Windowed
analyses with largely overlapping windows, for example, lead to temporal correlations
49
Chapter 4. Areawise significance tests for windowed recurrence network analysis
of the analysis results which we refer to as intrinsic correlations in the time domain.
They manifest as sequences of significant points instead of isolated significant points
independent of whether these points are true or false positives. When additionally
varying one of the analysis parameters, the same is true within the domain of the
results for these parameters, i. e., patches of significant points are observed instead
of isolated significant points, which is not taken into account by classical pointwise
significance tests. Maraun et al. developed an areawise significance test that can
be used to identify such patches of false positive significant points in the wavelet
spectrogram and the wavelet coherence by using the reproducing kernel of the wavelet
to quantify the intrinsic correlations of the analysis results in the time and the scale
domain (Maraun et al., 2007).
A direct generalisation of such an analytic assessment of the intrinsic correlations
is not possible because most methods do not possess an equivalent to the wavelet
reproducing kernel. Nevertheless, many methods are subject to intrinsic correlations
such that a general way to estimate those correlations, along with the introduction
of a generalised areawise significance test that can be combined with a larger set of
methods, is of great importance to reliably identify anomalies in time series. This
necessity has already been recognised, for example, in Franke and Donner (2017) in
the context of visibility graphs but, so far, a generalised areawise significance test is
lacking.
Here, we put forward a numerical approach that can be used to estimate intrinsic
correlations between the results of an arbitrary analysis method. We combine the test
with wRNA and wssRNA in order to correct for high rates of significant points when
applying a pointwise significance test (as, for example, observed in figure 3.3). Thus,
we aim at developing a routine that highlights the most important features in the
data and thereby, improves the interpretation of the analysis results for real-world
applications.
We first introduce the general idea of the areawise significance test and its formal
definition in section 4.2. Then, by studying the non-stationary Rössler system, we
apply the test in combination with wRNA and wssRNA in section 4.3. Finally, in
section 4.4, we present the main conclusions and provide a short outlook to other
possible fields of application and to modifications of the test.
4.2. Areawise significance tests
As argued above, applying sliding window approaches or repeating analyses for varying
analysis parameters may lead to patches of false positive significant points within
the analysis results due to intrinsic correlations. To correct for this, an areawise
significance test can be applied on top of the pointwise significance test. In the case
of the areawise test for the wavelet spectrogram introduced in Maraun et al. (2007), a
pointwise significant point is areawise significant if it lies within a patch of pointwise
significant points that is larger than the reproducing kernel of the wavelet at the
corresponding scale. Thus, patches that are smaller than the reproducing kernel of
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the wavelet are identified as resulting from random fluctuations and are sorted out
by the areawise test.
This idea of the areawise test can be generalised straightforwardly by replacing
the concept of the wavelet reproducing kernel with the more universal concept of a
decorrelation length of the intrinsic correlations. The main problem is to quantify the
scale of decay of the intrinsic correlations, i. e., to estimate the decorrelation length.
We here put forward a numerical approach to do so consisting of the following steps:
 First, the domains in which the analysis and the pointwise significance test are
repeatedly applied are identified (e. g., the time domain for windowed analyses).
 Second, for each domain, the parameters on which the intrinsic correlations
depend, are identified.
 Third, a null model against which the areawise significance test is applied is
chosen.
 Fourth, the scale of decay of the intrinsic correlations is numerically estimated
by calculating the decorrelation lengths in each domain as a function of the
parameters identified in the second step by using surrogate data sets created
according to the null model specified in the previous step.
 Finally, the areawise significance test is performed as follows: For each pointwise
significant point, get the decorrelation lengths corresponding to the analysis
parameters at that point and check whether all neighbouring points within the
range of the decorrelation lengths are also pointwise significant. The point is
areawise significant if this is the case, otherwise it is not areawise significant.
To be precise, we denote the time series that we want to analyse as x⃗(t) and identify
the domains di, i = 1, . . . , n as the domains in which the analysis is repeatedly
applied (e. g., the time domain for windowed analyses). In the following, we only
consider the case n = 2 but a generalisation to more domains is straightforward.
The analysis results of the time series x⃗(t) are stored in the matrix Q = (Qk1,k2)
with k1 ∈ [1, N1] and k2 ∈ [1, N2] where N1,2 is the number of parameter values
analysed in the corresponding domain. The vectors P⃗ (j) =
(
P
(j)
1 , . . . , P
(j)
Nj
)
(j = 1, 2)
contain the corresponding values of the analysis parameters. The results of the
pointwise significance test of the analysis results are given in a binary matrix Spw
with Spwk1,k2 = 1 if the result Qk1,k2 is pointwise significant and S
pw
k1,k2
= 0 if it is not
pointwise significant.
Then, we identify the parameters pj , j = 1, . . . , Np, on which the intrinsic corre-
lations depend. We here restrict ourselves to the case Np = 1 and denote p1 = p.
Again, the test can easily be generalised to higher values of Np.
Before numerically assessing the intrinsic correlations, we need to choose a null
model. From this null model, Ns sets of surrogate data are created and analysed over
the range of analysis parameters P⃗ (1) and P⃗ (2). The decorrelation length can then
be determined for each domain di by calculating correlations between the analysis
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results for different analysis parameters and choosing the value of the parameter at
which the correlations fall below 1/ e as a preliminary estimate of the decorrelation
length ldi . By repeating this procedure for different values of the parameter p, we
obtain the decorrelation lengths as a function of this parameter. Fitting the mean of
the different realisations with respect to a linear model
ldi = mdip+ ndi , (4.1)
gives the final estimate of the decorrelation length as a function of p in the corre-
sponding domain di where the mdi denote the slope and the ndi the intercept of the
linear fits. We stress that even though there is no particular reason to prefer a linear
model over a more general fitting model, we here only consider this linear model for
the sake of simplicity and, because, in many cases, it seems to capture the behaviour
of the decorrelation lengths reasonably well (compare section 4.3).
A pointwise significant point in Q corresponding to Spwk1,k2 = 1 is said to be areawise
significant, i. e., has the entry Sawk1,k2 = 1 in the areawise significance matrix S
aw, if
the relation
k1+(ld1/2−1)∑
i=k1−(ld1/2−1)
k2+(ld2/2−1)∑
j=k2−(ld2/2−1)
Spwi,j = (ld1 − 1)(ld2 − 1), (4.2)
holds. That is, a point is areawise significant if all points within the rectangle of
side lengths ld1 − 1 and ld2 − 1 centred at the point Qk1,k2 are pointwise significant.
We use this rectangular shape because it has the least implicit assumptions about
the decay of correlations in the different domains. In fact, the rectangular shape
corresponds to the case where the decays of correlations in d1 and d2 are mutually
independent. If an analytical treatment of the decay of correlations is available, the
information can in principle be used for determining an alternative shape to define
the environment of neighbouring points that have to be pointwise significant for the
considered point to be areawise significant.
For this type of areawise significance test, it is possible to derive confidence levels
of the test by using surrogate data. For the confidence levels, we use the opposite
point of view as Maraun et al. who first choose a confidence level 1 − αaw and
then scale the reproducing kernel of the wavelet such that the number of pointwise
significant points Apw and the number of areawise significant points Aaw are related
by Aaw = αawApw (Maraun et al., 2007). Here, we estimate the decorrelation lengths
as specified above for the chosen null model and then apply the areawise significance
test to analysis results obtained from data corresponding to the null model. The
average fraction of areawise and pointwise significant points in the surrogate results
is then used to determine the areawise confidence level saw as
saw = 1−
⟨
Aaw
Apw
⟩
. (4.3)
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That is, our approach is fully data-driven and neither fixes the number of resulting
areawise significant points nor requires to manually set an areawise confidence level.
The total confidence level of the analysis stot is then given as the product of the
pointwise and the areawise confidence levels stot = spwsaw.
4.3. Results for the non-stationary Rössler system
We now apply the areawise significance test in combination with wRNA and wssRNA
to study the non-stationary Rössler system already introduced in chapter 3. That is, we
consider the system defined by the set of ordinary differential equations (2.2) with fixed
parameters aR = 0.2 and cR = 5.7, time varying parameter bR(t) = bR,0+∆bR(t− t0)
with bR,0 = 0.02 and ∆bR = 0.001, and initial conditions (x0, y0, z0) = (0.5, 0.0, 0.0).
The reference solution is obtained by integrating the system for times t ∈ [0, 630]
with resolution dt = 0.1. We then discard the first 300 points and take every third
point of the x-component to get the final time series of length N = 2000. For the
analysis, we normalise the time series to have zero mean and unit variance.
The resulting time series as a function of the time-varying parameter bR and the
corresponding bifurcation diagram are shown in figure 4.1. To obtain the bifurcation
diagram, for every value of bR, we integrated the system for 10, 000 time steps and, for
the last 2, 500 time steps, recorded the values of the x-component when the sign of the
y-component changed from positive to negative. Like this, the bifurcation diagram
characterises the dynamics of the stationary Rössler system for the corresponding
values of the parameter bR, while the time series of the x-component represents
the transient Rössler system and thus, does not necessarily always reproduce the
dynamics of the stationary system. Still, we use this bifurcation diagram as reference
and compare the results of our analysis framework to it.
That is, we expect to observe episodes of more and less chaotic dynamics as marked
by the vertical lines in the bifurcation diagram in terms of significantly low and high
values of the network transitivity. We particularly emphasise that detected significant
anomalies do not denote transition regimes between more and less chaotic dynamics.
This is because we use random shuffling surrogates for the pointwise significance test
which, due to the random shuffling, consist of state vectors representing both types of
dynamics. Hence, only periods that are characterised by either more or less chaotic
dynamics will be identified as significant.
4.3.1. Windowed recurrence network analysis
For wRNA, we follow the approach described in subsection 2.4.4 using uniform time
delay embedding to reconstruct the higher-dimensional phase space of the system from
the x-component. The delay time is chosen to be τ = 5⟨dt⟩ corresponding to the first
root of the autocorrelation function and the embedding dimension is determined to
be m = 3 as suggested by the false nearest neighbour criterion. We vary the window
width in the interval W ∈ [100, 300] with step size ∆W = 1 and offset dW = 1, that
is, we have largely overlapping windows. The recurrence threshold ϵ is set by fixing
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Figure 4.1.: Time series of the x-component of the non-stationary Rössler system with
time-varying parameter bR (top) and bifurcation diagram for the stationary
Rössler system for the different values of bR (bottom). The vertical lines in
the bifurcation diagram denote alternating periods of more and less chaotic
dynamics. Reproduced with permission from P2.
a recurrence rate of RR = 0.05 and distances in phase space are measured with
the maximum norm. The pointwise significance test is performed based on random
shuffling surrogates with a confidence level of spw = 0.95.
Before applying this analysis framework to the non-stationary Rössler system,
we have to define the areawise test for it by following the procedure described in
section 4.2. As domains in which the analysis is repeatedly applied, we identify
the time and the window width domain, i. e., d1 = t and d2 = W . As the intrinsic
correlations are assumed to be stationary, we identify the window width as the
parameter on which the intrinsic correlations depend, that is, p =W .
Next, we have to choose a null model against which we want to test the analysis
results. We here consider three different null models, Gaussian white noise (GWN),
an autoregressive process of order 1 (AR(1) process), and a data-adaptive routine
employing iterative amplitude-adjusted Fourier transform (iAAFT) surrogates. The
surrogate generation routines are described in section 2.6. Every null model shares
some properties of the original data. For GWN, this is the mean and the standard
deviation of the distribution of the time series. For the iAAFT routine, we have
the amplitude distribution and the linear correlation structure, while the parameters
of the AR(1) process are fitted to the data. Thus, when testing against these null
models, we test whether the original data show structures that are not apparent in
the surrogate data corresponding to the different null models. In particular, using
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Table 4.1.: Data properties and and fitting parameters for the AR(1) model of the non-
stationary Rössler system (for a description of the parameters see section 2.6).
µ σ x(0) c α σϵt
0.0 1.0 0.1897 0.0 0.9427 0.3337
Figure 4.2.: (a) Lagged autocorrelation function of the transitivity in the time domain and
(b) correlation between the transitivity results in the window width domain for
different values of the window width (W increasing from light to dark red) for
one of the Ns realisations of GWN. The dashed lines denote the value of 1/ e
and 2/ e, respectively (see text). Reproduced with permission from P2.
this hierarchy of null models from uncorrelated noise over short term correlated noise
to random data with identical amplitude distribution and linear correlation structure
can help to identify the source of the non-stationarity in the data. In principle,
this hierarchy could be complemented with additional null models that possibly
also take into account non-linear correlation structures within the data (e. g. twin
surrogates (Thiel et al., 2006)) or long-range persistence which has for example been
observed in climate records and climate model simulations (Østvand et al., 2014).
However, we do not consider additional null models in this work.
To assess the intrinsic correlations of the analysis framework, we create Ns = 100
realisations for each of the different null models with parameters of the GWN and
AR(1) surrogates as displayed in table 4.1. Each surrogate realisation is embedded
using uniform time delay embedding with delay time chosen according to the first
root of the autocorrelation function and embedding dimension m = 3. We then apply
the wRNA as described above to all surrogate data sets.
To quantify the intrinsic correlations in the time domain, we consider the resulting
network transitivity T as a function of time for a fixed value of the window width
W and calculate the lagged autocorrelation function up to a lag of (N −Wmax)/2.
For a specific lag l, this means calculating the correlation between the transitivity
values of two networks consisting of W − l identical and l different nodes. This is
then repeated for all values of W . The left hand side of figure 4.2 exemplarily shows
the lagged autocorrelation functions for the different window widths for one of the
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Figure 4.3.: Mean (points), standard deviations (error bars), and linear fits (lines) of thedecorrelation lengths as a function of the window width W for (a) correlationsin the time domain of the wRNA results and (b) correlations in the windowwidth domain for the non-stationary Rössler system using the three differentnull models: blue, dash-dotted: GWN; green, dashed: AR(1) process; red, solid:iAAFT null model. Reproduced with permission from P2.realisations of GWN. The decorrelation length as a function of the window width inthe time domain is then given as those values of the lag where the autocorrelationfunction falls below 1/ e. The mean and the standard deviation of the decorrelationlength and the corresponding linear fit are shown in figure 4.3. Table 4.2 containsthe fitting parameters and the values of the coefficient of determination R2 of thelinear fits for the different null models. We observe that the decorrelation length asa function of the window width is well approximated by the linear fit, which is alsosupported by the high values of R2.To assess the correlations in the window width domain, we calculate the Pearsoncorrelation between the network transitivity as a function of time for a specific valueof the window width W and the time series of network transitivity of the other(preceding and following) window widths. Those forward and backward correlationsfor varying starting values of W are visualised on the right hand side of figure 4.2.We see that the forward and backward correlations vary symmetrically and choose touse the backward correlations. To estimate the decorrelation length as a function ofthe window width we use the value of ∆W at which the correlation falls below 2/ ebecause otherwise, we do not get enough values of the decorrelation length to performa linear fit as most correlations do not fall below 1/ e. The right hand side of figure 4.3shows the mean, standard deviation, and linear fit of the decorrelation time as afunction of the window width for the different null models. The corresponding fittingparameters can be found in table 4.2. Again, we observe a good correspondence ofthe results with the linear fitting model. Thus, for wRNA, the linear fitting approachseems to be well justified.Given the fit parameters, we can now apply the areawise test as defined in section 4.2and evaluate the confidence levels of the test for the different null models. The resultingconfidence levels are given in the last columns of table 4.2. We observe very highconfidence levels for GWN and slightly lower confidence levels for the AR(1) and theiAAFT null models. These lower values may be related to the choice of backward56
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Table 4.2.: Parameters and coefficients of determination of the linear fits of the decorrelation
length as a function of the window width for the network transitivity of wRNA
and corresponding significance levels for the different null models in the time
and the window width domain.
null model domain m n R2 saw spw stot
GWN time 0.3813 −2.364 0.9980
GWN W 0.2527 −5.081 0.9991 0.99 0.95 0.94
AR(1) time 0.5325 13.30 0.9889
AR(1) W 0.3348 −1.631 0.9976 0.88 0.95 0.84
iAAFT time 0.5276 −12.74 0.9976
iAAFT W 0.4102 −32.54 0.9967 0.90 0.95 0.86
correlations and the 2/ e threshold in the window width domain leading to a bias
toward lower decorrelation lengths, but, taken the results for all null models together,
we think that these choices for the areawise test are still justifiable.
Finally, we apply the areawise test for the different null models to the analysis
results of the non- stationary Rössler system. Figure 4.4 displays the analysis results
in combination with the pointwise and the areawise significance tests. First, we
observe that applying the areawise test reduces the number of significant points
considerably. Also, the results for the different null models agree on the regions in
the (time, window width)-plane in which areawise significant points are present even
though the sizes of the areawise significant patches differ slightly for the different null
models.
When comparing the results to the expected dynamical behaviour of the system
from the bifurcation diagram (figure 4.1), we see that in the regime of bR ∈ [0.13, 0.26]
where more chaotic dynamics can be expected, the network transitivity indeed shows
patches of significantly low values corresponding to higher-dimensional dynamics. This
is followed by an increase in the network transitivity for bR > 0.26 corresponding to
lower-dimensional dynamics. Then we observe alternating values of low and high values
of the network transitivity that are not perfectly consistent with the expectations
from the bifurcation diagram. In particular, we find an areawise significant patch of
low values of the network transitivity for small to intermediate window widths after
bR = 0.3 though in this regime of the parameter, we would expect lower-dimensional
dynamics from the bifurcation diagram. The regime bR ∈ [0.50, 0.51] in which we also
expect lower-dimensional dynamics shows corresponding higher but non-significant
values of the network transitivity. Finally, for bR > 0.51, we observe the expected
decrease of the values of the network transitivity and also identify areawise significant
patches of low values of the network transitivity for small window widths.
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Figure 4.4.: Transitivity T of wRNA (color coded) of the non-stationary Rössler system with
(a) pointwise significance test using random shuffling surrogates and (b) areawise
significance test (hatched contours). The test results for the GWN null model
are shown by dark blue, the AR(1) null model by dark green and the iAAFT
null model by dark red contours. The vertical lines indicate the different regimes
of more and less chaotic dynamics as identified in the bifurcation diagram of
the stationary system (figure 4.1). Reproduced with permission from P2.
Thus, we find that the variability of the network transitivity in many cases follows
the expectations from the bifurcation diagram of the stationary Rössler system.
Deviations from the expectations can probably be attributed to the transient nature of
the analysed time series which may cause bifurcations to be delayed or missed (Donges
et al., 2011a).
For the average shortest path length within the network, we observe similar results
as for the network transitivity (see appendix B.1) even though the confidence level
of the areawise significance test for the average shortest path length is considerably
lower for the AR(1) null model and the iAAFT null model shows less areawise
significant points. In combination with the analytical relationship between the
network transitivity and the dimensionality of the system’s dynamics (Donner et al.,
2011b), we think that the network transitivity should be preferred when inferring
information on the dynamics of a system with wRNA.
4.3.2. Windowed scale-specific recurrence network analysis
To study the dynamics of the non-stationary Rössler system in more detail and to
show that the areawise significance test can be combined with different methods, we
now turn to wssRNA which can be used to study the system’s dynamics at different
time scales separately.
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Figure 4.5.: Same as in figure 4.3 but for wssRNA and correlations in the time and the scaledomain as a function of the scale. Reproduced with permission from P2.That is, we apply the areawise test in combination with wssRNA as described insection 2.5 for scales s ∈ [0.4, 16] with step size ∆s = 0.2 to the non-stationary Rösslersystem. The window widths of the windowed analysis are chosen correspondingto equation (2.23), the offset of the windowed analysis is given as dW = 1, andthe pointwise significance test is again based on random shuffling surrogates withconfidence level spw = 0.95.For the areawise test, we identify the time and the scale as domains in which theanalysis is repeatedly applied, that is, we have d1 = t and d2 = s. With the sameargument as above, we expect the intrinsic correlations to be only dependent on thechosen scale of the analysis, i. e., p = s. We again use the hierarchy of null modelsconsisting of GWN, the AR(1) process, and the iAAFT null model and follow thesame numerical procedure in order to estimate the decorrelation lengths as a functionof the scale. The threshold for finding the decorrelation lengths is set to 1/ e for bothdomains. Figure 4.5 shows the mean and standard deviation of the different nullmodel realisations and the linear fits of the decorrelation lengths as a function of thescale for the two domains. The fitting parameters and the confidence levels of theareawise test are given in table 4.3. In the time domain, we see that the results ofthe decorrelation length as a function of the scale are very similar for the differentnull models. Also, we observe that for wssRNA, the linear fitting model is not asappropriate as for wRNA which is particularly true in the scale domain and for theiAAFT null model, evident also in the low values of the coefficient of determinationR2. Still, with this fitting approach, we obtain high confidence levels and thus stickto the linear model and leave more general fitting models for future work.The results of the analysis are visualised in figure 4.6. We again see that applyingthe areawise test reduces the number of significant points of the analysis results. Thepatches of areawise significant points obtained with the AR(1) and the iAAFT nullmodel are very similar, while there are some additional small patches of areawisesignificant points for the GWN null model. As the iAAFT routine shares moreproperties of the original data than the other models, we will concentrate on theresults for this model in the following. We observe small patches of significantly lowvalues of the network transitivity for smaller scales, in particular, in the parameter59
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Table 4.3.: Same as in table 4.2 but for wssRNA and correlations in the time and the scale
domain as a function of the scale.
null model domain m n R2 saw spw stot
GWN time 4.516 19.74 0.8836
GWN scale 0.2321 1.124 0.8529 0.93 0.95 0.88
AR(1) time 4.757 24.86 0.9147
AR(1) scale 0.4070 0.3845 0.9023 0.97 0.95 0.92
iAAFT time 3.483 31.30 0.6361
iAAFT scale 0.3982 0.8128 0.7396 0.95 0.95 0.90
Figure 4.6.: Same as in figure 4.4 but for wssRNA for varying scales. Reproduced with
permission from P2.
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regimes bR ∈ [0.13, 0.26] and bR > 0.51. Also, we observe a patch of significantly
low values of the network transitivity at intermediate scales for bR ∈ [0.48, 0.55]
reflecting the higher-dimensional dynamics in this regime and showing that for these
scales in the transient time series, the short interval bR ∈ [0.50, 0.51] of expected
lower-dimensional dynamics is missed. For bR ∈ [0.37, 0.45] we observe a significant
patch of high values of the network transitivity for intermediate to large scales,
starting already around bR = 0.3 for large scales possibly resulting from the expected
low-dimensional regime for bR ∈ [0.26, 0.37].
Thus, wssRNA reveals that the dynamics at different scales vary and higher-
dimensional dynamics are happening at smaller scales, while lower-dimensional
dynamics seem to be related to the variability of the system at larger scales. Again,
the results of the average path length are comparable to those of the network
transitivity (see appendix B.2). Like this, wssRNA can complement results obtained
with traditional wRNA and should be used as an additional valuable tool to analyse
time series from dynamical systems
4.4. Discussion and conclusions
Identifying and characterising dynamical anomalies in time series is an important task
as it provides information about the dynamics of the system under study. Nevertheless,
the concept is only useful when a reliable framework for defining an anomaly and
quantifying its significance is available. In particular, when pursuing a sliding window
approach or when some analysis parameter is varied, multiple testing and intrinsic
correlations within the analysis results complicate the definition of an anomaly and
its significance.
In this chapter, we introduced an areawise significance test that can be combined
with an arbitrary analysis method and identifies patches of false positive significant
analysis results that appear due to intrinsic correlations within this method. The idea
of the test is based on that of the areawise significance test introduced in Maraun
et al. (2007) but is not restricted to wavelet analyses. Instead, a numerical approach
independent of the underlying analysis method is pursued to estimate the decorrelation
length of the intrinsic correlations. For this, the domains in which the analysis is
repeatedly applied and the parameters on which possible intrinsic correlations depend
have to be identified. Then, a null model has to be chosen and the decorrelation length
of the intrinsic correlations of the method as a function of the dependent parameters
can be numerically estimated using surrogate data sets corresponding to the null
model. A pointwise significant point is considered to be areawise significant if it lies
within a patch of pointwise significant points that is larger than the decorrelation
lengths with respect to the analysis parameters of the considered point. Moreover,
by using surrogate data, it is possible to derive confidence levels of the areawise
significance test.
We here considered three distinct null models sharing different properties with
the original data. First, we had a look at the case of uncorrelated GWN with the
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same mean and standard deviation as the original data. Second, we considered an
AR(1) process, i. e., short-term correlated noise where the AR(1) model parameters
were fitted to the original data. Third, we used a data-adaptive iAAFT null model,
that is, these surrogate data sets have the same amplitude distribution and linear
correlation structure as the original data. We studied a non-stationary Rössler system
and combined the areawise significance test with wRNA and wssRNA in order to
obtain information about the system’s dynamics.
The results from the network transitivity of wRNA are in many cases consistent
with the expected results for the corresponding stationary Rössler system. Deviations
possibly result from the transient nature of the analysed time series. When additionally
applying wssRNA, we found that higher-dimensional dynamics results from the
variability at smaller scales, while lower-dimensional dynamics results from the
system’s variability at larger scales. Corresponding results can also be found for
another network measure, namely the average shortest path length in the network
(appendix B).
For both methods, the areawise significance test considerably reduced the number
of pointwise significant analysis results and thus, succeeded in identifying patches
of pointwise significant points that are probably false positives. We expect this to
hold also when combining the approach with other analysis methods, such as, for
example, for analyses using climate networks (Tsonis et al., 2006; Donges et al., 2009;
Radebach et al., 2013; Wiedermann et al., 2016) where often a windowed approach is
pursued and also the size of the window width is sometimes varied.
Of course, modifications of the areawise significance test presented here are possible.
In particular, the linear fitting model used to get an estimation of the relationship
between the decorrelation lengths and the parameters on which intrinsic correlations
within the analysis results depend can be replaced by a more general fitting model.
Also, when some understanding of the dependence of the correlations in the different
domains in which the analysis is repeatedly applied is available, this can be used to
replace the rectangular shape defining the neighbourhood for the areawise significance
test accordingly. If required, different null models, possibly sharing also some non-
linear properties of the original data, can be considered for both the pointwise and
the areawise significance test to identify the source of non-stationarity within the
data.
We think that this areawise significance test has a great potential for improving
the identification of significant anomalies in time series of many different types and
like this, also the interpretation of obtained dynamical anomalies as only the most
important features of the data are brought out. Thus, the introduction of the test
contributes not only to the further development of non-linear time series analysis
approaches in general, but also to our framework of wRNA in particular.
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Chapter 5.
Summary: Development of analysis
framework
This first part of the thesis dealt with the introduction and development of an analysis
framework based on windowed recurrence network analysis (wRNA) and windowed
scale-specific recurrence network analysis (wssRNA) that can be used to reliably
detect and characterise dynamical anomalies in time series. In particular, we focused
on experimentally measured time series representing a system whose dynamics are
not accessible analytically.
After a general introduction to non-linear time series analysis, we established the
theory on which this thesis is based in chapter 2. That is, we (i) studied the problem
of phase space reconstruction to recover the dynamics of a higher-dimensional system
from a univariate measured time series, (ii) explored the concepts of recurrence
network analysis and scale-specific recurrence network analysis with particular focus
on sliding window approaches, and (iii) entered the field of significance testing using
surrogate data.
To further study and develop the existing framework of wRNA, we compared the
methods of uniform time delay embedding and derivative embedding for different ways
to estimate the derivatives for the case of non-uniformly sampled and noisy data in
chapter 3. Such data pose a particular challenge to the reconstruction of the system’s
phase space as time delay embedding is not defined for non-uniformly sampled data
and derivative embedding suffers from noise amplification for higher-dimensional
embeddings. We found that using linear interpolation in combination with uniform
time delay embedding performs reasonably well in many cases and its performance can
sometimes be improved by using cubic spline interpolation. For derivative embedding,
we found that estimating the derivatives by using the relation between the derivatives
of a time series and the discrete Legendre polynomials performs best compared to
the other ways of derivative estimation. In some cases, this approach can be a useful
alternative to time delay embedding.
We then considered the problem of defining anomalies and their significance in
wRNA and wssRNA in chapter 4. When applying sliding window approaches or when
repeating an analysis for a set of analysis parameters, intrinsic correlations within
the analysis results complicate the detection of anomalies as in such cases, patches of
significant points instead of isolated significant points appear irrespective of whether
they are true or false positives. Based on a numerical estimation of the decorrelation
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length of the intrinsic correlations using surrogate data with respect to a specified
null model, we introduced an areawise significance test that can identify patches of
false positive significant analysis results. When applying the test in combination
with wRNA and wssRNA to study a non-stationary Rössler system, we found that
the areawise significance test is indeed able to considerably reduce the number of
significant points. Also, using the network transitivity to infer information on the
dimensionality of the system’s dynamics, we observed good agreement with the
expected behaviour of the corresponding stationary system. Deviations may result
from the transient nature of the studied time series. Thus, we are confident that the
detected areawise significant anomalies quantify the system’s dynamics and that the
areawise test improves the reliability of the framework of wRNA.
For completeness, we here summarise the analysis framework as we think it is
most suitable for the detection of dynamical anomalies in real-world time series. For
this, we assume that the available time series x(t) is univariate and represents the
dynamics of some higher-dimensional dynamical system.
 The first step in the analysis of the time series x(t) is the reconstruction of
the higher-dimensional phase space of the underlying dynamical system. For
this, uniform time delay embedding or derivative embedding when estimating
the derivatives with discrete Legendre polynomials is used. For time delay
embedding, the delay time is estimated by the first root of the autocorrelation
function or the first minimum of the mutual information. For the discrete
Legendre polynomials, the number of neighbours to each side taken into account
for estimating the derivatives is chosen of the order of the embedding dimension.
The embedding dimension is determined with the help of the false nearest
neighbour method corrected for autocorrelation effects.
 In the second step, the embedded time series is analysed with wRNA and
wssRNA for varying window widths and scales, respectively. The threshold for
the recurrences is chosen adaptively by fixing a recurrence rate and distances
in phase space are calculated using the maximum norm. The resulting network
transitivity is used to characterise the dimensionality of the system’s dynamics.
 Then, to test whether the values of the network transitivity actually show
dynamical anomalies, a pointwise significance test is applied. The surrogates
can, for example, be random shuffling surrogates, but any other appropriate
null model may be chosen.
 Finally, to correct for intrinsic correlations of the windowed analysis for varying
window widths and scales, the areawise significance test is applied with respect to
a chosen null model and the confidence level of the areawise test are determined.
We recommend to use a data-adaptive null model such as iAAFT surrogates or
to use a hierarchy of null models.
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 Areawise significant values of the network transitivity then characterise dynam-
ical anomalies in terms of significantly higher- or lower-dimensional dynamics
compared to the dynamics of the null models.
In the second part of the thesis, we apply this analysis framework to palaeoclimate
proxy time series. With this, we want to assess how well wRNA is suited to detect
dynamical anomalies in past climate variability from data of different palaeoclimate
archives. However, the framework can in principle be applied to any type of time
series data.
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Part II.
Application of analysis
framework
In the second part of the thesis, we apply the framework
of windowed (scale-specific) recurrence network analy-
sis to detect dynamical anomalies in time series from
different palaeoclimate archives. That is, in chapter 6,
we analyse four real-world data sets to infer informa-
tion on climate variability in North and South America
in the last two millennia. Then, in chapter 7, to gain
some more insights on the implications of the type of
archive and its local boundary conditions for the results
obtained with windowed recurrence network analysis,
we employ the framework of proxy system modelling
to different artificial climate input time series with
well-known properties. In chapter 8, we summarise the
main conclusions of this second part of the thesis.

Chapter 6.
Analysing palaeoclimate data with
windowed recurrence network analysis
In this chapter, we turn to the problem of characterising past climate variability
from palaeoclimate proxy data. In a first step, we introduce the main drivers of
the climate of the last two millennia and review associated episodes of outstanding
climate conditions. We also establish the main palaeoclimate archives that are studied
within the thesis and present exemplary data sets from each archive. We then use the
analysis framework of windowed recurrence network analysis (wRNA) and windowed
scale-specific recurrence network analysis (wssRNA) to analyse these exemplary real-
world palaeoclimate proxy time series from the different archives. With this, we want
to highlight the potentials and limitations of the analysis approach for real-world
data. Additionally, we aim at taking a first step towards a systematic characterisation
of non-linear climate variability in North and South America.
The results in this chapter are partially based on the results from publications P1
and P2.
6.1. Introduction
The analysis of palaeoclimate data offers the possibility to gain information about
past climate variability. Apart from stochastic internal variation, climate variability
is subject to external forcing with the most important factors being changes in the
orbital parameters, solar radiation, explosive volcanism, and the greenhouse gas
concentration in the atmosphere, all operating on different time scales (Ruddiman,
2001). In the last two millennia, insolation changes, volcanism, and the increasing
concentration of greenhouse gases have been identified as the main drivers of climate
change (Crowley, 2000; Mann et al., 2009; Luterbacher et al., 2016).
During the Roman high period, wet and warm summers have been found to prevail
in Europe, coining the term Roman Warm Period (RWP) for times 200B.C. to
150AD (Bianchi and McCave, 1999; Büntgen et al., 2011). Subsequently, increased
variability in climate from approximately 250− 550AD has been observed (Büntgen
et al., 2011). Decreasing solar activity in combination with an extreme volcanic
eruption about 536AD and a cluster of explosive eruptions in 536−547AD led to the
term Late Antique Little Ice Age (LALIA) for the period 550− 660AD (Sigl et al.,
2015; Büntgen et al., 2016). Wet and warm summers related to stable atmospheric
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conditions, particularly pronounced in central and northern Europe, again occurred
at the medieval high period such that the time span 900− 1250AD has been termed
Medieval Climate Anomaly (MCA) (Hughes and Diaz, 1994; Mann et al., 2009;
Büntgen et al., 2011; Luterbacher et al., 2016). Volcanic forcing and decreasing solar
activity then initiated the Little Ice Age (LIA) which consisted of several periods of
decreased temperature around 1400 − 1750AD (Briffa et al., 1998; Crowley, 2000;
Mann et al., 2009). Finally, with the beginning of the industrial revolution, increasing
greenhouse gas concentrations after 1850AD led to the 20th century warming, also
referred to as the current warm period (CWP) (Crowley, 2000; Bird et al., 2011).
In fact, most of these studies have focused on Europe or the Northern Hemisphere.
Even within this region, the timing and the imprint of the described episodes has been
found to vary significantly depending on the exact location (Hughes and Diaz, 1994;
Mann et al., 2009). Global temperature reconstructions identify a long-term cooling
trend until the late 19th century in most regions worldwide, while the multi-decadal
to centennial variability differs within the different regions and is more similar within
one hemisphere than between the hemispheres (PAGES2k-Consortium, 2013). Also,
no globally synchronous MCA or LIA could be identified. Still, warmer conditions
are evident in the Northern Hemisphere between 830− 1100AD and in the Southern
Hemisphere between 1160− 1370AD with the transition to cooler conditions earlier
in the Arctic, Asia, and Europe, and later in North America and the Southern Hemi-
sphere (PAGES2k-Consortium, 2013). Recent global temperature reconstructions
show warm temperature anomalies in 1320AD, 1420AD, 1560AD, and 1780AD,
while cold anomalies are identified for 1260AD, 1450AD, and 1820AD (Neukom
et al., 2019).
For South America, a strengthening of the South American monsoon system has
been found and attributed to the LIA for times 1600− 1820AD, while a weakening
was observed for times 900 − 1100AD and since approximately 1850AD, possibly
corresponding to imprints of the MCA and the CWP in this region (Bird et al., 2011;
Vuille et al., 2012; Novello et al., 2016). With respect to the vulnerability of South
America to recent climate change (Villalba et al., 2009), a more detailed assessments
of South American climate variability is of great importance and also contributes to
a better understanding of the climate system.
In particular, the use of non-linear methods to study past climate variability can
yield valuable insights. Applying our framework of wRNA to study four palaeoclimate
proxy time series from North and South America thus serves as a starting point for
systematically characterising past non-linear climate variability on the American
continents. We start by introducing the studied archives and exemplary data sets
in section 6.2, then present the results of our analysis in section 6.3, and finally
summarise our main conclusions in section 6.4.
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Figure 6.1.: Locations of the archives providing the different proxy time series used in this
chapter. The location of the tree ring archive is denoted in green, of the lake
sediment archive in blue, of the speleothem archive in red, and of the ice core
archive in magenta.
6.2. Palaeoclimate archives and proxy data
6.2.1. Tree rings
Many trees form annual rings whose characteristics depend on environmental factors
such as temperature and soil moisture (Bradley, 2015b). In fact, those trees constitute
the most important palaeoclimate archive for temperature reconstructions of the past
millennium (Bradley, 2015b; IPCC, 2013; St. George, 2014; St. George and Esper,
2019). Still, obtaining and interpreting chronologies from tree ring measurements
poses many challenges. For example, it has been shown that the quality of the
available data sets varies in terms of data homogeneity, sample replication, growth
coherence, chronology development, and climate signal (Esper et al., 2016). Also,
modern accelerated tree growth might lead to biases in palaeoclimate reconstructions
that need to be accounted for (Scharnweber et al., 2019).
We study a local tree ring width index chronology from eastern Canada (Gennaretti
et al., 2014). It is compound of 292 subfossil and 25 living trees and located at a
lake (54.2◦N, 70.3◦W) corresponding to the green star in figure 6.1. The proxy time
series of tree ring width indices is visualised in the top panel of figure 6.2. It has
N = 1102 data points, is annually sampled, and covers the period 910− 2011AD.
This local tree ring width index chronology is part of a millennial temperature
reconstruction of annual summer temperatures in eastern Canada exhibiting responses
to volcanic activity (Gennaretti et al., 2014). In fact, the region has been found to
71
Chapter 6. Analysing palaeoclimate data with wRNA
Figure 6.2.: Proxy time series of tree ring width (trw) indices, red colour intensity (RCI) of
the lake sediment data, and oxygen isotope ratios (δ18O) of the speleothem and
the ice core data (top to bottom). The vertically shaded areas correspond to
the episodes of outstanding climate variability as introduced in section 6.1.
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be more sensitive to volcanism than, for example, Eurasia as complex sea-ice-ocean
feedbacks in combination with explosive volcanic eruptions can cause or extend cold
episodes. Particularly, the Samalas eruption (1257AD) and the Tambora eruption
(1815AD) have been identified to influence tree growth in eastern Canada (Gennaretti
et al., 2014).
Tree rings have so far not been studied using recurrence based approaches, mainly
because corresponding time series usually show unbalanced variability across the
different frequencies (Briffa et al., 1996). As the data set provided in Gennaretti
et al. (2014) is classified as good in Esper et al. (2016), we expect it to be a suitable
exemplary data set to start exploring this proxy with our framework of wRNA and
wssRNA.
6.2.2. Lake sediments
Another important archive for past climate reconstructions are lacustrine sediments
which stand out because of their global distribution over all climatic zones, their
high resolution, and because they cover long time spans (Bradley, 2015e; Cohen,
2003). They contain a plethora of different proxy variables that can be considered for
inferring information on past climate variability as, for example, sedimentary proxies,
physiochemical proxies, and biological proxies (Zolitschka and Enters, 2009).
We study the red color intensity (RCI) data from Laguna Pallcacocha (Moy et al.,
2002) which is a high-altitude lake in southern Ecuador (2.8◦ S, 79.2◦W) marked by the
blue star in figure 6.1. We use the most recent part of the available time series covering
the interval −50 − 1950AD. As the original time series is non-uniformly sampled,
we interpolate it to uniform sampling using linear and cubic spline interpolation.
The average sampling rate is given as ⟨dt⟩ = 0.51 years corresponding to a length
of N = 3901 data points. The linearly interpolated time series is displayed in the
second panel of figure 6.2.
The red color intensity has been used as a proxy for rainfall intensity. In particular,
higher values of the RCI represent lighter coloured laminae in the sediment and can
be associated with strong rainfall events (Moy et al., 2002). In Moy et al. (2002), it
was also found that this time series can be related to the strength of historical El
Niño Southern Oscillation (ENSO) events as the recorded strong rainfall events were
triggered by moderate to strong warm ENSO episodes, i. e., El Niño events.
6.2.3. Speleothems
Speleothems are formations in caves mainly consisting of calcium carbonate which
incrementally grow from drips of groundwater passing through the ambient rock of the
cave, that is, the karst (Bradley, 2015d). The isotopic composition of speleothems is an
important high-resolution palaeoclimate proxy due to the archive’s global distribution
in areas where other archives are less represented, the possibility to obtain precise
chronologies, and the preservation of many time scales in the records (Wong and
Breecker, 2015; Atsawawaranunt et al., 2018). In the lower latitudes, the archive
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is mostly sensitive to changes in precipitation amount, while in higher latitudes,
temperature is the more important driver for the variability of the speleothem’s
isotopic composition (Bradley, 2015d; Oster et al., 2019). Still, including information
about the complex local boundary conditions of and the microclimate in the caves is
of major importance for interpreting the proxy signals (Lechleitner et al., 2018).
To study oxygen isotope ratios (δ18O) of speleothems, we use data from the
stalagmite JX-6 from Juxtlahuaca cave (Lachniet et al., 2012) which is located in
southern Mexico (17.4◦N, 99.2◦W) as indicated by the red star in figure 6.1. Again,
we use linear and cubic spline interpolation to obtain uniform sampling with average
sampling rate ⟨dt⟩ = 1.8 years, thus, the resolution of the data is lower than for the
lake sediment data. The time series covers the period −250−2000AD and consists of
N = 1218 data points. The third panel of figure 6.2 shows the corresponding linearly
interpolated time series. This data set has also been found to be precipitation sensitive
and thus to characterise the rainfall variability in the region where smaller values of
the oxygen ratios are related to more rainfall and larger values correspondingly to less
rainfall. In the study area, rainfall is mostly affected by the strength of the North
American summer monsoon which, in turn, is modulated by ENSO with warm ENSO
episodes weakening the summer monsoon and vice versa (Lachniet et al., 2012).
6.2.4. Ice cores
Ice cores consist of accumulated snow that transforms to firn and later to ice by a de-
and reformation of the snow crystals due to the increasing weight of subsequently
fallen snow (Bradley, 2015c). They are one of the most important archives for
reconstructing past atmospheric conditions as they provide, for example, information
on past temperatures and the atmospheric composition via the isotopic composition
of the ice and air contained in closed bubbles, respectively (Jouzel, 2013). In the
last decades, data from high-elevation ice cores in the low latitudes have become
increasingly available and offer the possibility to study past climate variability in
the context of recent climate change (Thompson et al., 2005). To obtain reliable
results from those high-resolution cores, some challenges still have to be addressed in
more detail. For example, dating of the tropical ice cores becomes difficult for times
in which the seasonal cycle is no longer resolved and also the interpretation of the
isotopic composition in such cores is debated (Vimeux et al., 2009).
To explore the ice core archive, we use a data set of oxygen isotope ratios (δ18O)
from the Quelccaya ice cap (Thompson et al., 2013). The cap is located in the
Peruvian Andes (13.9◦ S, 70.8◦W) and lies at an altitude of 5670m above sea level.
The location of Quelccaya ice cap is denoted by the magenta star in figure 6.1. The
time series is annually sampled and spans the interval 226− 2009AD, thus it consists
of N = 1784 data points. A visualisation of the time series can be found in the
bottom panel of figure 6.2.
The variability of the δ18O in this data set has been found to be related to sea
surface temperatures in the tropical eastern Pacific (Thompson et al., 2013). Similar
relationships between Pacific sea surface temperatures and the δ18O in tropical ice
74
6.3. Results
cores have been found, for example, in Vuille et al. (2003) and could be explained by
an influence of Pacific sea surface temperatures on upper-level wind anomalies that
force the moisture flow over the Andes.
6.3. Results
We now apply the developed analysis framework to the four proxy time series in order
to characterise past climate variability on the American continents. First, we start
by presenting the results for the varying phase space reconstruction approaches from
publication P1. Afterwards, we use uniform time delay embedding in combination
with wRNA and wssRNA and the areawise significance test following the framework
summarised in chapter 5. The corresponding results for the tree ring width index
time series follow those described in publication P2.
6.3.1. Phase space reconstruction
To study the dependence of wRNA on different phase space reconstruction approaches
for real-world data, we analyse the lake sediment data set from Laguna Pallcacocha
and the speleothem oxygen isotope ratios from Juxtlahuaca cave. We compare
the results for the network transitivity of wRNA when reconstructing the phase
space of the systems using uniform time delay embedding for varying delay times τ ,
derivative embedding with the discrete Legendre polynomials for varying numbers p
of neighbours taken into account for derivative estimation, and derivative embedding
with moving Taylor Bayesian regression (MoTaBaR) for varying numbers Nmtb of
points taken into account for the local Taylor approximation. For the derivative
embeddings, the resulting time series are scaled to have unit variance. The embedding
dimension is chosen to be m = 4 in accordance with the false nearest neighbour
criterion. In fact, when varying the embedding dimension, we observe similar results
(not shown). The windowed analysis is performed for five values of the window width,
W ∈ [100, 150, 200, 250, 500] ⟨dt⟩ with offset dW = 1 ⟨dt⟩. The pointwise significance
test is based on random shuffling surrogates with significance level spw = 0.95. The
results are visualised in figure 6.3.
For the Laguna Pallcacocha data set and time delay embedding, we observe four
to five periods with significantly high and one to two periods of significantly low
values of the network transitivity. For larger window widths, the timing shifts to more
recent times which can be explained by recalling that we assign the time to a window
such that it represents the dynamics of the W previous observations. For derivative
embedding with discrete Legendre polynomials, we get similar results as for time
delay embedding though for larger W , the periods of significant transitivity values
get wider and neighbouring periods can no longer be separated. Also, we observe a
higher number of significant points. For derivative embedding with MoTaBaR, we
see a very stable behaviour of the identified anomalies for varying Nmtb and more
but shorter periods of significant values of the network transitivity. Additionally, the
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Figure 6.3.: Network transitivity (colour coded) as a function of time for Laguna Pallcacocha
((a), (c), (e)) and Juxtlahuaca cave ((b), (d), (f)) data for different phase space
reconstruction approaches and varying embedding parameters: ((a), (b)) time
delay embedding for varying delay times τ , ((c), (d)) derivative embedding
using discrete Legendre polynomials for varying number of neighbours p, and
((e), (f)) derivative embedding using MoTaBaR for varying Nmtb. Pointwise
significant points are marked by the hatched contours. Adapted from P1, with
the permission of AIP Publishing.
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Figure 6.4.: Network transitivity for window width W = 200 ⟨dt⟩ of Laguna Pallcacocha data
for the three considered phase space reconstruction approaches. The grey bars
represent the confidence bounds derived from the random shuffling surrogates.
Reproduced from P1, with the permission of AIP Publishing.
maximum values of the resulting network transitivity are lower and the minimum
values are higher than for the other two approaches.
To explore the similarities and differences between the different approaches in more
detail, figure 6.4 shows the network transitivity for time delay embedding with delay
time τ = 15 ⟨dt⟩, for derivative embedding with the discrete Legendre polynomials for
p = 6, and for derivative embedding with MoTaBaR for Nmtb = 20. Those parameter
choices are motivated by the results described in chapter 3. We observe that the
results for time delay embedding and derivative embedding with the discrete Legendre
polynomials generally agree well. Some of the significant periods are more or less
pronounced depending on the chosen phase space reconstruction approach. The
results from MoTaBaR show less agreement with the other results and sometimes
even exhibit opposite behaviour. This highlights the importance to consider more
than one approach in order to check whether the results are robust and confirms the
results from chapter 3 that uniform time delay embedding and derivative embedding
with discrete Legendre polynomials can give comparable results. We discuss the
relation of the detected anomalies to past climate variability in subsections 6.3.2
and 6.3.3 in combination with the areawise significance test.
In the results from the Juxtlahuaca cave data set, we cannot identify consistent
anomalies within the different phase space reconstruction approaches and the corre-
sponding parameter variations. Generally, we observe some elevated values of the
network transitivity for the recent past and the oldest part of the time series as well
as some low values of the transitivity around 1500AD. However, the timing varies
for the different methods and choices of the window width. For derivative embedding
with discrete Legendre polynomials and large values of p, we see a different pattern
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with many significant high values of the network transitivity. This can possibly be
related to the fact that for larger p, the smoothing of the time series is stronger.
In general, we do not expect the results for different values of p to be equally well
suited for the analysis and our results confirm that a choice of p of the order of the
embedding dimension is reasonable. For MoTaBaR, the results are more robust than
for the other two approaches but not as much as for the corresponding results of
Laguna Pallcacocha. Again, we observe that the range of transitivity values obtained
with MoTaBaR differs from the range of the other approaches. In this case, we
find very high values of the network transitivity. With respect to these results, the
Juxtlahuaca cave data set does not seem to be equally well suited for the wRNA as
the Laguna Pallcacocha data set.
6.3.2. Windowed recurrence network analysis
Next, we apply wRNA for varying window widths in combination with the areawise
significance test to all four data sets introduced in section 6.2. We use uniform time
delay embedding with delay times τ = 25 ⟨dt⟩ for the tree ring data, τ = 15 ⟨dt⟩ for
the lake sediment data, τ = 11 ⟨dt⟩ for the speleothem data, and τ = 2 ⟨dt⟩ for the
ice core data. For the lake sediment data, we choose the embedding dimension to
be m = 4, while for the other three data sets, we use m = 3 which can be seen as
a compromise between the results of the false nearest neighbour method and the
length of the available data sets. The windowed analysis is performed as outlined
in chapter 5 for window widths varying in the interval [100, 300] ⟨dt⟩ with step size
∆W = 1 ⟨dt⟩ and offset dW = 1 ⟨dt⟩. The pointwise significance test is again based
on random shuffling surrogates with confidence level spw = 0.95 and the areawise
significance test is performed as detailed in chapter 4 using the data-adaptive null
model based on the iterative amplitude-adjusted Fourier transform surrogates. The
fitting parameters and the confidence levels of the areawise significance test for the
four data sets can be found in appendix C.
Figure 6.5 shows the results of the wRNA as a function of time. The vertical
lines denote the episodes of documented climatic variations as discussed in the
introduction. First, we note that we do not get any areawise significant patches of the
network transitivity for the speleothem oxygen isotope ratios from Juxtlahuaca cave,
confirming the expectations from subsection 6.3.1 that pointwise detected anomalies
are not robust in this data set. For the lake sediment data from Laguna Pallcacocha
and the oxygen isotope ratios from the Quelccaya ice cap, we find some patches of
areawise significant values of the network transitivity, most of them corresponding
to anomalously low values. For the tree ring data from eastern Canada, we find
one patch of anomalously low values of the network transitivity around the Samalas
eruption in 1257AD possibly marking the end of the MCA in this region. Interestingly,
for smaller delay times, we find areawise significant anomalies around the Tambora
eruption in 1815AD, which is discussed in more detail in appendix C.2.
With respect to the different episodes of documented climate variations of the past
2000 years, we find that for the RWP, there is not sufficient data coverage in order to
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Figure 6.5.: Network transitivity (colour coded) obtained from wRNA as a function of
time for varying window width W for the four different proxy time series in
combination with the areawise significance test (hatched contours). The vertical
lines again denote the episodes of outstanding climate variability introduced in
section 6.1.
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make any statements. The first centuries AD that have been associated with increased
climatic variabilities, are covered by the lake and speleothem data, and partially also by
the ice core data. We find both low and high values of the network transitivity within
this period and one patch of areawise significant low values in the lake sediment data
set corresponding to anomalously high-dimensional dynamics. During the LALIA, we
do not find areawise significant analysis results but observe low values of the network
transitivity. The same holds for the period between the LALIA and the MCA, where
we also observe an areawise significant patch of low transitivity values in the data
from Laguna Pallcacocha. During the MCA, and particularly towards its end for
larger choices of the window width, we find areawise significant anomalously low
values of the network transitivity indicating increasingly higher-dimensional dynamics.
In Europe, the MCA has been characterised by relatively stable climatic conditions,
thus, we would expect the dynamics to be lower-dimensional. Our findings point
to a different manifestation of the MCA in North and South America or represent
the reordering of the climate system towards the beginning of the LIA. The onset
of the LIA is then characterised by higher values of the network transitivity with
downward trend during the LIA for the tree ring and the lake sediment data, while
the speleothem and the ice core data show lower values at the onset and elevated
values during the LIA. Both for the lake and the ice core data, the beginning of the
LIA also corresponds to areawise significant anomalies. For more recent times, we
observe areawise significant low values of the network transitivity for the ice core and
areawise significant high values for the lake sediment data.
To get another perspective on the obtained results, we analyse data of the last
millennium reanalysis project version 2 (Hakim et al., 2016; Tardif et al., 2019) which
provides reconstructed temperature and precipitation data of the past 1500 years for
the different locations of the proxy time series (appendix C.3). We find less areawise
significant patches of the network transitivity than for the proxy data and also observe
local differences in the variability of the network transitivity.
Taken together, these results show that dynamical anomalies in the past climate
are recorded differently at the different locations, thus they indicate different local
manifestations of climate variability on the American continents. The fact that the
speleothem data do not show areawise significant patches points to the role that local
boundary conditions and the type of archive may play for how well a climate signal
is reproduced within a proxy time series.
6.3.3. Windowed scale-specific recurrence network analysis
Finally, we study the four data sets using wssRNA for varying scales s ∈ [0.2, 16.0]
with ∆s = 0.2. The width of the windows of the analysis is chosen according to
equation (2.23) and the offset of the windowed analysis is dW = 1 ⟨dt⟩. The other
analysis parameters are chosen as described above. The fitting parameters and
confidence levels for the areawise test can be found in appendix C.
The resulting network transitivity as a function of time is shown in figure 6.6
where the vertical lines again denote the episodes of documented extraordinary
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Figure 6.6.: Same as in figure 6.5 but for wssRNA with varying scales s.
climate variability. For the tree ring data, we only observe two very small patches
of areawise significant values of the network transitivity not giving any additional
insights to the results obtained from traditional wRNA. By contrast, the results
for the lake sediment data from Laguna Pallcacocha show a very high number of
areawise significant patches of anomalously low values of the network transitivity for
scales s > 2.8. This might be related to the relatively low confidence level of the
areawise significance test for this data set possibly resulting from the non-appropriate
linear fitting model for the decorrelation length as a function of the scale. As already
argued in chapter 4, a more general fitting model might increase the confidence level,
decrease the number of areawise significant patches, and thus, yield results that can
be better interpreted with respect to past climate variability. For the speleothem data
from Juxtlahuaca cave, we observe two patches of areawise significant high values of
the network transitivity at large scales during the LALIA and the beginning of the
MCA indicating particularly low-dimensional dynamics at those times. Also, we find
some small patches of areawise significant low values of the network transitivity at
intermediate scales during the MCA and the LIA. The results from the Quelccaya
ice cap data show many small areawise significant patches at small scales and some
additional patches at intermediate scales. In particular, we find an areawise significant
patch of high values of the network transitivity for intermediate scales at the onset of
the MCA.
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Thus, as argued in chapter 4, the wssRNA can, in many cases, be used to obtain
additional insight into the dynamics of the underlying system as its dimensionality
may vary depending on the considered time scales.
6.4. Discussion and conclusions
In order to characterise past climate variability on the American continents, we
used the framework of wRNA to study four palaeoclimate proxy data sets from four
different archives. They comprise tree ring width data from eastern Canada, the
red colour intensity of a lake sediment from Laguna Pallcacocha in Ecuador, oxygen
isotope ratios of a speleothem from Juxtlahuaca cave in Mexico, and oxygen isotope
ratios of an ice core from Quelccaya ice cap in the Peruvian Andes.
In a first step, we compared the results of two of the data sets, namely the
ones from Laguna Pallcacocha and Juxtlahuaca cave, when varying the phase space
reconstruction approach and the embedding parameters. We found that uniform time
delay embedding and derivative embedding with the discrete Legendre polynomials
provide comparable results, while derivative embedding with MoTaBaR only partially
agrees with the results from the other two approaches. Also, we found that the results
from the Laguna Pallcacocha data set are more robust when varying the embedding
parameters than those from the Juxtlahuaca cave data set.
Afterwards, we applied our framework of wRNA and wssRNA in combination with
uniform time delay embedding to all four considered data sets. For the tree rings,
we expected to find North Atlantic influences possibly similar to those in Europe
with a particular sensitivity to explosive volcanic eruptions, which was indeed the
case. Depending on the chosen delay for time delay embedding, areawise significant
patches of the network transitivity appeared at times following the Samalas eruption
in 1257AD and the Tambora eruption in 1815AD, coincident with the end of the
MCA and the beginning of the CWP, respectively (appendix C.2). Additionally
applying the wssRNA framework did not yield further insights.
For the ENSO sensitive lake sediment, we found more areawise significant patches
of anomalously low than high values of the network transitivity. In particular, we
found areawise significant low values starting in the middle of the MCA and extending
to the beginning of the LIA for larger window widths. When applying wssRNA, we
found a high fraction of areawise significant low values of the network transitivity.
In order to identify patterns, we think that a more general fitting model of the
decorrelation length as a function of the scale for the areawise significance test should
be considered.
For the speleothem oxygen isotope ratios, we did not get any areawise significant
patches of the network transitivity confirming that this data set might not be well
suited for characterising past climate variability with wRNA. Still, when applying
wssRNA, we found some areawise significant high values of the network transitivity
during the LALIA and the beginning of the MCA for large scales.
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For the ice core oxygen isotope ratios, we found a similar pattern of low values of
the network transitivity starting in the middle of the MCA, while afterwards, the
variability of the transitivity showed opposite behaviour to that observed in the lake
sediment results. In particular, opposed to the areawise significant patch of high
values of the network transitivity in the data from Laguna Pallcacocha, we observed
an areawise significant patch of low values for the ice core data from Quelccaya ice
cap for the CWP, showing that the climatic imprints as recorded by the proxy data
differ locally in South America. For the wssRNA, we observed many small patches of
areawise significant low values of the transitivity at small scales, while at intermediate
scales, high values of the network transitivity, for example at the beginning of the
MCA, prevailed.
Thus, in this chapter, we were able to confirm the results from chapter 3 that
uniform time delay embedding and derivative embedding with discrete Legendre
polynomials give comparable results. We showed that the framework of wRNA and
wssRNA can be used to detect and characterise dynamical anomalies in past climate
variability by studying palaeoclimate proxy time series from different archives. In
particular, we found that some anomalies are present within all studied data sets,
while for other periods, we observed local differences in past climate variability in
North and South America. Still, this work only constitutes a first step towards
exploring past climate variability on both American continents and more systematic
studies, for example, about the imprint of different explosive volcanic eruptions on
tree ring data, have to follow. However, as we also found that not all data sets give
equally robust results when varying the analysis parameters, the role that the archive
and local boundary conditions play for tracking past climate variability with the
developed analysis framework has first to be assessed in more detail. This necessity
is also supported by the results obtained from the last millennium reanalysis data
studied in appendix C.3.
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Chapter 7.
Proxy system model perspective on
windowed recurrence network analysis
This chapter further tackles the problem of different palaeoclimate archives yield-
ing differently robust results when applying windowed recurrence network analysis
(wRNA). To systematically study the influence of the archive on detecting dynamical
anomalies in past climate variability in palaeoclimate proxy time series with the devel-
oped analysis framework, we make use of the concept of proxy system modelling. In
particular, we compare properties of different input time series and the corresponding
results of wRNA to the properties and results of the time series processed through
proxy system models for four different archives. With this, we aim at contributing to
an improved interpretation of wRNA results obtained from real-world palaeoclimate
data sets.
This chapter is based on, and closely follows, publication P3.
7.1. Introduction
The results of wRNA are not always equally robust under varying analysis parameters,
as observed in chapter 6 for proxy time series from different archives. In fact,
most studies employing wRNA in the palaeoclimate context focused on archives
such as marine sediments (e. g. Donges et al., 2011a; Donges et al., 2011b) and
speleothems (e. g. Donges et al., 2015a; Eroglu et al., 2016; Goswami et al., 2018)
which exhibit balanced information content over the different time scales. Tree ring
chronologies on the other hand, which often contain more high- than low-frequency
variability (Briffa et al., 1996) have so far been widely disregarded. With respect to
already obtained results when applying complex systems methods to paleoclimate
data (Donges et al., 2015b; Eroglu et al., 2018; Trauth et al., 2019, chapter 6), a
further exploration of past climate variability offers the prospective of deepening our
understanding of the climate system. Thus, a systematic evaluation of the role of
the proxy archive on the detectability of past climate variability with the developed
analysis framework contributes to identifying suitable data sets to be studied with
wRNA and interpreting the obtained results with respect to their climatic imprints.
For this, proxy system models, i. e., simple mathematical models that simulate
the formation of a palaeoclimate proxy (Evans et al., 2013), can be of service. They
allow to systematically study the impact of natural archives on tracking past climate
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variability with an analysis method. Given some climate input variables, the proxy
system model outputs a proxy time series. In this study, we consider intermediate
complexity models that model tree ring width (Tolwinski-Ward et al., 2011), branched
glycerol dialkyl glycerol tetraethers in lake sediments (Dee et al., 2018), and the
isotopic compositions of speleothems (Dee et al., 2015) and ice cores (Dee et al.,
2015).
In sections 7.2 and 7.3, we introduce the proxy system models and the artificial
climate input time series, respectively. As input data, we consider two stochastic
processes, Gaussian white noise (GWN) and an autoregressive process of order 1
(AR(1) process), two non-stationary time series from the paradigmatic Rössler and
Lorenz systems, and, to simulate real past climate conditions, climate time series
from the last millennium reanalysis project (Hakim et al., 2016; Tardif et al., 2019).
We then compare the input and the proxy system model output with respect to the
properties of the time series and the results of the wRNA in section 7.4 and present
our main conclusions in section 7.5.
7.2. Proxy system models
Proxy system models take a time series representing local climatic conditions as input
and simulate the physical process in the archive such that the resulting model output
time series is similar to one obtained from a corresponding real-world archive. They
thus offer the possibility to gain insights into the processes that determine the growth
and the climate sensitivity of a particular palaeoclimate proxy and to investigate
both characteristic properties of corresponding time series and their implications for
further analyses.
In general, a proxy system model can be divided into an environment, a sensor,
an archive, and an observation sub-model (Evans et al., 2013). The environment
model uses the climate input variables to model the environmental factors relevant
for the archive. The sensor model then describes the reaction of the archive to
the environment, while the archive model accounts for processes relevant for the
inscription of this reaction into the archive. Finally, the observation model simulates
dating or measurement uncertainties.
We here use different combinations of the environment, the sensor, and the archive
sub-models for the considered archives, while, for the sake of simplicity, neglecting
possible dating and measurement uncertainties. In the following, we provide informa-
tion on the considered proxy system models and the corresponding local boundary
conditions that are used to tune the model parameters. A more detailed description
of the proxy system models can be found in appendix D.1.
7.2.1. Tree ring model
Besides tree ring width, maximum latewood density (MXD) and the isotopic compo-
sitions of tree cellulose have become increasingly popular proxy variables for inferring
information on past climate variability from trees (Briffa et al., 2004; Gessler et al.,
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2014). Even though MXD is nowadays recognised to better reflect environmental
conditions, we here focus on tree ring width because of its detailed mechanistic
understanding (Fritts, 1976; Esper et al., 2016). To model tree ring growth at a
particular site, we use the intermediate complexity model Vaganov-Shashkin-Lite
(VS-Lite) (Tolwinski-Ward et al., 2011) which is a simplification of the model intro-
duced in Vaganov et al. (2006). VS-Lite requires monthly input data of temperature
T and either precipitation P or soil moisture M . As model parameters, thresholds for
temperature and soil moisture below which growth is not possible and above which
growth is optimal (T1,M1, T2,M2), the latitude of the site (Φ), and integration start
and end months (I0,If ) that set the period in which the tree responds to climate
have to be specified.
If precipitation is given, soil moisture is obtained by applying the Leaky Bucket
model (Huang et al., 1996). It is based on the water balance in soil and requires
as additional parameters the initial moisture content of the soil M0, the minimum
and maximum soil moisture content Mmin,max, the root depth dr, and the run-off
parameters m, α and µ, characterising the surface run-off, the inverse response time
of the base flow run-off, and the portion of subsurface flow going into base flow run-off
and groundwater flow, respectively.
The sensor model for the tree ring width relies on the principle of limiting fac-
tors (Fritts, 1976), that is, the assumption that tree ring growth is limited by the
resource that is the scarcest for optimal growing conditions. Thus, a temperature-
based and a soil moisture-based growth response are calculated as
gT (t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if T (t) < T1
T (t)− T1
T2 − T1 if T1 ≤ T (t) ≤ T2
1 if T2 > T (t)
(7.1)
and
gM (t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if M(t) < M1
M(t)−M1
M2 −M1 if M1 ≤M(t) ≤M2
1 if M2 > M(t),
(7.2)
respectively. The total growth response g(t) of the tree on the climatic input is then
given as
g(t) = gE(t)min {gT (t), gM (t)} , (7.3)
that is, as the minimum of the temperature- and moisture-based growth responses
modulated by an insolation-based growth response gE(t) depending on the normalised
mean lengths of the day for each month.
Finally, the archive model integrates g(t) over the growth period (I0 to If ) and the
annually resolved time series of tree ring width anomalies is obtained by normalising
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Table 7.1.: Climatic boundary conditions and model parameters for the tree ring width
model as derived from the eastern Canada data (Gennaretti et al., 2014).
variable description value
Tm mean temperature at site −3.8◦C
Pm mean annual precipitation sum 693mm
Φ latitude of site 54.2◦N
I0,f integration period influencing growth [1, 12]
T1,2 temperature thresholds for growth [5.8, 17]◦C
M1,2 soil moisture thresholds for growth [0.032, 0.24]
Mmin, max minimum/maximum soil moisture content [0.01, 0.76]
M0 soil moisture content at beginning of simulation 0.2
m surface run-off parameter 4.886
α inverse response time of the base flow run-off 0.093month−1
µ subsurface run-off parameter 5.8
dr root depth 1000mm
the integrated growth response to zero mean and unit variance. A more detailed
description of the model can be found in appendix D.1.1.
To set the means of the input variables and to tune the model parameters, we use the
climatic boundary conditions corresponding to those of the local tree ring width index
chronology from eastern Canada (54.2◦N, 70.3◦W) studied in chapter 6 (Gennaretti
et al., 2014). Regional average annual temperature is given as −3.8◦C with average
minimum temperatures of −23◦C in January and average maximum temperatures
of 16◦C in July. The average annual precipitation sum amounts to 693mm with a
minimum of about 30mm in February or March and a maximum of about 100mm
in September. The means and standard deviations of the climatic input variables
and their corresponding annual cycles were chosen according to this information.
To determine the threshold parameters, we used the Bayesian parameter estimation
suggested in Tolwinski-Ward et al. (2013), while the parameters for the Leaky Bucket
model were chosen as recommended in Tolwinski-Ward et al. (2011). Table 7.1
summarises the climatic boundary conditions and the model parameters.
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7.2.2. Lake sediment model
As processes within a lake are highly complex, intermediate complexity models that
are not specific to a particular lake are scarce. We here model branched glycerol
dialkyl glycerol tetraethers (brGDGTs) contained within lacustrine sediments as this
proxy can be captured in a simple model. BrGDGTs are a relatively new proxy with
high potential for future palaeoclimate studies as they are, for example, not restricted
to lakes with seasonal formation of ice sheets (Weijers et al., 2007; De Jonge et al.,
2014; Russell et al., 2018). We use one of the sensor models provided in the PRoxY
System Modelling (PRYSM) v2.0 framework (Dee et al., 2018) that requires a time
series of mean annual air temperature T as input.
Branched glycerol dialkyl glycerol tetraethers are membrane lipids produced by
anaerobic bacteria and their degree of cyclisation and methylation has been related
to lake pH and mean annual soil and air temperatures (Weijers et al., 2007; De Jonge
et al., 2014; Russell et al., 2018). In the sensor model, we use the Methylation of
Branched Tetraether (MBT) index MBT′5ME to quantify the degree of methylation,
which is related to mean annual air temperature via the equation (Russell et al.,
2018)
MBT′5ME = (T + 1.21)/32.42. (7.4)
The archive model accounts for post-depositional perturbations, i. e., bioturbation,
and mixing of the sediments using the TURBO2 model (Trauth, 2013). TURBO2
models the benthic mixing effects, that is, the mixing effects at the bottom of a lake
or ocean, on individual sediment particles. In particular, instantaneous mixing of the
sediment particles occurs in a mixed layer of a specified thickness on top of a sediment
core, while the rest of the core is unaffected by the mixing. This model has been
developed for studying bioturbation in ocean sediments, but has also been used for
lacustrine archives (Dee et al., 2018). Apart from the sensor model output, the archive
model requires three additional input parameters, the abundance of the signal carrier
over time (abu), the thickness of the mixed layer over time (mxl), and the number of
signal carriers on which the proxy signal is measured (numb). The model returns
the time series of original and bioturbated abundances and corresponding proxy
signatures which are then used as final proxy for the mean annual air temperature.
Details on the model can be found in appendix D.1.2.
As climatic boundary conditions, we use the same setting as for the tree ring width
model. For the model parameters, we employ typical values for lake sediments given
in the PRYSM implementation for modelling the lake archive (Dee et al., 2018) as
corresponding information for lakes from the modelled region was not available. In
particular, it should be noted that the abundances of the input species and the mixed
layer thickness are constant over time. The climatic boundary conditions and model
input parameters are given in table 7.2.
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Table 7.2.: Climatic boundary conditions and model parameters for the lake model as derived
from the eastern Canada data (Gennaretti et al., 2014).
variable description value
Tm mean temperature at site −3.8◦C
abu abundances of input species 200
mxl mixed layer thickness 4
numb amount of measured foraminifera 10
7.2.3. Speleothem model
We use the model for speleothem δ18O that is implemented and presented within the
PRYSM framework (Dee et al., 2015). It is an intermediate-complexity model and
based on the model presented in Partin et al. (2013). As input, the mean annual
temperature T and the mean of the precipitation-weighted annual δ18O content of
the precipitation δ18OP are required. Also, the ground water residence time τgw has
to be specified.
In the sensor model, processes in the karst and the cave are taken into account,
while other processes such as evapotranspiration are neglected. In particular, the
δ18OP signal is filtered by applying an aquifer recharge model to simulate the the
mixing of waters of different ages in the karst (Gelhar and Wilson, 1974) which is
parametrised by the mean transit time τgw. The isotopic composition of the cave
water is modelled as the convolution (denoted by ∗) of the isotopic composition of the
water and the impulse response of the aquifer recharge model g(t) = 1/τgw exp(−tτgw)
δ18Od = g(t) ∗ δ18OP . (7.5)
Finally, the isotopic composition of the flowstone calcite δ18Oc is obtained by imple-
menting a temperature-dependent fractionation (Wackerbarth et al., 2010)
δ18Oc =
δ18Od + 1000
1.03086 exp
(2780
T 2a
− 2.891000
)
− 1000. (7.6)
Here, the temperature Ta is given as the decadal average of T . Details on the model
can be found in appendix D.1.3.
For the model, we use the climatic boundary conditions of Juxtlahuaca cave (Lach-
niet et al., 2012) which was also studied in chapter 6. It is located in southern Mexico
(17.4◦N, 99.2◦W) and has been related to rainfall variability in the region (Lachniet
et al., 2012). The average value of the oxygen isotope ratios are given as −8.4%,
while the average temperature in the cave has been found to be 24.2◦C for modern
conditions (Lachniet et al., 2017). We choose the mean of the precipitation-weighted
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Table 7.3.: Climatic boundary conditions and model parameters for the speleothem δ18O
model as derived from the Juxtlahuaca cave data (Lachniet et al., 2012).
variable description value
Tm mean temperature at site 24.2◦C
δ18OP mean isotopic composition of precipitation −6.60%
τgw mean aquifer transit time 9 years
isotopic composition of the input such that the average of the model output data
equals the average of the Juxtlahuaca cave proxy data. The lag between modern
rainfall data and the proxy data that leads to the highest correlations between those
quantities has been found to be 9 years (Lachniet et al., 2012), thus, we use this
value as the mean aquifer transit time. Table 7.3 summarises the climatic boundary
conditions and model parameters.
7.2.4. Ice core model
We here model the isotopic composition of ice of tropical ice cores by using the
corresponding model provided within the PRYSM framework (Dee et al., 2015). The
model requires the mean temperature Tm and the precipitation-weighted mean annual
isotopic composition of the precipitation δ18OP as input. Additionally, the altitude
of the glacier z, the mean surface pressure p, the mean accumulation rate at the site
Am and the total depth of the core hmax, given by the time span of the observations
multiplied by the average accumulation rate, have to be specified.
In a first step, the sensor model corrects the isotopic composition of the precipitation
for the altitude of the glacier using the altitude effect (Dee et al., 2015). Then, the
archive model accounts for compaction and diffusion within the core. For this, the
density of the core has to be calculated depending on its depth. We use an adapted
version of the firn densification model presented in Herron and Langway (1980). From
the density and the mean temperature Tm, it is possible to compute the diffusion
length σ as a function of the depth h (Cuffey and Steig, 1998; Johnsen et al., 2000;
Gkinis et al., 2014) which, in turn, can be used to calculate the final proxy time series
δ18Od. The isotopic signal of the ice δ18Oice is convolved with a Gaussian kernel
function of standard deviation corresponding to the diffusion length at the given
depth
δ18Od =
1
σ
√
2π
exp
(
−h2
2σ2
)
∗ δ18Oice. (7.7)
The convolution is again denoted by the asterisk (∗). Appendix D.1.4 provides a
detailed description of the ice core model.
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Table 7.4.: Climatic boundary conditions and model parameters for the ice core δ18O model
as derived from the Quelccaya ice cap data (Thompson et al., 2013; Yarleque
et al., 2018).
variable description value
δ18OP mean isotopic composition of precipitation −3.75%
Tm mean temperature at site −3.99◦C
Am average accumulation rate at site 1.15m w.e./a
p mean surface pressure at site 1Atm
z altitude of site 5670m
ρ0 surface density of snow at site 300 kg/m3
a altitude effect −0.25%/100m
The climatic boundary conditions for the ice core δ18O model are chosen cor-
responding to those at the Quelccaya ice cap (Thompson et al., 2013) studied in
chapter 6. Quelccaya ice cap is located in the Peruvian Andes (13.9◦ S, 70.8◦W) at
an altitude of 5670m above sea level and is characterised by an average accumulation
rate of 1.15m w.e. per year. The mean of the proxy δ18Oice values is −17.9% and
the average annual temperature over the last decade at the Quelccaya ice cap is
Tm = −3.99◦C (Yarleque et al., 2018). Table 7.4 summarises the climatic boundary
conditions and the model parameters.
7.3. Input time series
To compare the impacts of different archive formation processes, we need to generate
data of which we know the properties that we aim to analyse. We here consider two
stochastic processes, namely GWN and an AR(1) process, non-stationary versions of
the well-known Rössler and Lorenz systems, and output data from the last millennium
reanalysis (LMR) project. These processes and systems were chosen in order to
compare the model impact for both stochastic and deterministic input.
For each process except the last, one realisation resulting in a time series of
length N = 1000 (years) is created for temperature, precipitation and precipitation-
weighted oxygen isotope ratios as detailed below. For the stochastic time series, the
realisations for the different variables are independent of each other, while for the non-
stationary model systems, the precipitation is proportional to negative temperature
and oxygen isotope ratios. As the tree ring width model requires monthly input, a
noisy sinusoidally shaped annual cycle is added to the temperature and precipitation
data where the amplitude and extrema are chosen in correspondence with the local
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boundary conditions and the signal-to-noise ratio is given as 69 for temperature
and as 98 for precipitation. Finally, yearly means for temperature and sums for
precipitation are calculated as the other models require yearly input. The time series
are first normalised to zero mean and unit standard deviation. Then, the mean is
adjusted to the corresponding climatic boundary conditions as detailed in section 7.2.
7.3.1. Gaussian white noise
To test whether uncorrelated stochastic processes may lead to areawise significant
anomalies in palaeoclimate time series, we consider Gaussian white noise. That is, we
draw N independent random samples from the probability distribution (2.24) with
mean µ = 0 and standard deviation σ = 1
pG(x) =
1√
2π
exp
(
x2
2
)
. (7.8)
Because of the stationarity of this process, we do not expect to detect significant
dynamical anomalies in the resulting time series.
7.3.2. Autoregressive process of order 1
As short term correlated noise might be a more realistic input with respect to climate
applications (von Storch and Zwiers, 1999), we also consider an AR(1) process. Here,
we use the relation
x(t+ 1) = αx(t) + ϵt (7.9)
to create a time series of length N . ϵt is a Gaussian random variable with zero mean
and constant standard deviation σϵt = 0.5. The scaling factor is given as α = 0.7
and as initial condition, we use x(0) = 0.3. The choice of α = 0.7 corresponds to the
order of the scaling factor that we obtained when fitting an AR(1) process to the tree
ring width data from eastern Canada. For these parameter choices, we do not expect
to detect significant dynamical anomalies in the data.
7.3.3. Non-stationary Rössler system
We again consider the non-stationary version of the Rössler system (ROS) as intro-
duced in sections 2.2, 3.4.2 and 4.3. It is given by the set of ordinary differential
equations (ODEs) specified in section 2.2 (equation (2.2)) with fixed parameters
aR = 0.2 and cR = 5.7 and time varying parameter bR(t) = bR,0 +∆bR(t− t0) with
bR,0 = 0.02 and ∆bR = 0.001. The system of ODEs is solved numerically with a
temporal resolution of ∆t = 0.1 for times in the range [0, 730]. The first 300 points
are discarded and every seventh point of the remaining time series is used. This
procedure is applied in order to reduce the dependence on the chosen initial condi-
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tions (x(0) = 0.5, y(0) = 0 and z(0) = 0) and balance the precision of the numerical
integration and the resolution and length of the time series.
As described in section 4.3, the bifurcation diagram (figure 4.1) reveals alternating
periods of lower and higher dimensional dynamics in the time series. We expect this
behaviour to be reflected by corresponding significantly high and low values of the
network transitivity of the wRNA. Again, it should be noted that the bifurcation
diagram contains the dynamics of the stationary Rössler system, while the time
series represents the transient Rössler system and that detected anomalies do not
correspond to transitions between more and less chaotic dynamics but rather identify
periods of outstandingly high- or low-dimensional dynamics.
7.3.4. Non-stationary Lorenz system
The non-stationary Lorenz system (LOR) studied here is based on the Lorenz system
introduced in section 2.2 and given by the corresponding set of ODEs (equation (2.1)).
We fix the parameters aL and cL to aL = 10.0 and cL = 8/3, while the parameter bL
is varying over time, i. e., bL(t) = bL,0+∆bL(t−t0) with bL,0 = 160.0 and ∆bL = 0.02.
The system of ODEs is solved numerically with a temporal resolution of ∆t = 0.05 for
times in the range [0, 500]. Here, we use every fifth point of the x-component of the
system. The initial conditions are given as x(0) = 10.0, y(0) = 10.0 and z(0) = 10.0.
The stationary Lorenz system exhibits a shift from periodic to chaotic dynamics at
bL = 166.0 (Barrio and Serrano, 2007). The transient system introduced above, has
been found to show transitions at bL = 161.0 and bL = 166.5 (Donges et al., 2011a)
which we expect to be reflected in corresponding high and low values of the network
transitivity before and after bL = 166.5, respectively.
7.3.5. Last millennium reanalysis data
To simulate real-world climate conditions, we use reconstructed temperature and
precipitation time series for the period 501−2000AD provided by the last millennium
reanalysis project version 2 (Hakim et al., 2016; Tardif et al., 2019). In this project,
information from general circulation models and from proxy measurements are
combined using palaeoclimate data assimilation. As we only have data for temperature
and precipitation, we restrict ourselves to model tree ring width and brGDGTs for
this input. The data set is globally gridded. We use the ensemble averaged time
series with the coordinates closest to those where we situated the tree and the lake
model (54◦N, 70◦W). When considering other coordinates in the region or averages
over the region, we however found similar results (not shown).
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7.4. Results
7.4.1. Time series properties
As a first step to evaluate the impact of the proxy system models on the input time
series, we compare their properties to those of the different proxy system model output
time series. The annually sampled input time series for temperature, precipitation,
and the isotopic composition of the precipitation and the corresponding output time
series obtained by applying the four proxy system models (tree ring model (trw), lake
sediment model (lak), speleothem model (spt), and ice core model (ice)) for the five
input scenarios of GWN, the AR(1) process, the non-stationary Rössler system, the
non-stationary Lorenz system, and the last millennium reanalysis data are displayed
in appendix D.2.
The speleothem, ice core, and lake sediment model output show the expected
low-pass filter effect resulting from the residence time of the water in the cave, the
diffusion within the ice core, and the bioturbation of the lake sediment, respectively.
For the tree model, the expected short scale dynamics are evident. Also, it should
be noted that the tree model with the parameters as specified in table 7.1 seems to
respond to temperature, meaning that the limiting factor for tree growth identified
by the VS-Lite model in eastern Canada is temperature. Of course, other factors
such as the slope of the area or the constitution of the soil (which are not explicitly
taken into account by the model) may also play a role for the climate sensitivity of
the trees.
For further evaluation, we standardise all time series to compare their properties.
The left panels of figure 7.1 show the histograms of the input and output time series.
To quantify differences in the histograms, we consider the skewness of the distributions
of the different time series as a simple measure of identifying possible biases introduced
by the proxy system models. In table 7.5, the skewness of the distributions of the
different time series is displayed. In particular, those values showing a significant
deviation from the skewness of the corresponding input are marked in bold. The
assessment of the significance of the deviations is discussed in appendix D.2. The
resulting time series from the tree model all show significant deviations in skewness
from the input data, which is probably related to the thresholding of the growth
response functions for temperature and soil moisture. For the other proxy models,
we observe significant deviations of the output of the non-stationary model systems
and the reanalysis data. For the speleothem model, we also observe a significant
deviation of the skewness for the AR(1) process. This behaviour of the different
models possibly points to a different reaction of the models to different distributions
of the input data which should be explored in more detail in future work.
The middle and right panels of figure 7.1 show the autocorrelation functions and
estimates of the power spectral density obtained using the Welch method (Welch,
1967) of the different input and model output time series. Again, the results from the
tree ring width model closely follow the autocorrelations and power spectral densities
of the temperature input. The speleothem model output shows the expected loss
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Figure 7.1.: Normalised histograms (left), autocorrelation functions (acf, middle) and es-
timated power spectral densities (psd, right) of the different input and proxy
system model output time series for GWN, AR(1), ROS, LOR, and LMR (top
to bottom). The input time series are denoted in grey, the tree ring model
output in green, the lake sediment model output in blue, the speleothem model
output in red, and the ice core model output in magenta. Adapted from P3.
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Table 7.5.: Skewness of the different input and proxy system model output time series.
Significant deviations from the skewness of the surrogate data are marked in
bold face (see appendix D.2).
input/output GWN AR(1) ROS LOR LMR
temperature 0.00 0.07 0.21 −0.02 0.33
precipitation 0.12 −0.03 −0.20 0.01 0.01
isotopes −0.06 0.12 0.22 −0.02 –
trw 0.34 0.35 0.40 0.26 0.63
lak 0.11 0.23 −0.05 0.01 0.71
spt −0.06 0.38 −0.09 −0.21 –
ice −0.01 0.15 0.15 −0.05 –
of power in the higher frequencies. Such a loss of power can also be observed in
the ice core model output, but is not as pronounced as for the speleothem model
output. The same is true for the lake sediment model output with the exception of
the Rössler and Lorenz scenarios. In this case, the output exhibits more power in
the higher frequencies than the corresponding input. This might be related to the
different intrinsic frequencies of the non-stationary model systems in comparison with
the stochastic processes in combination with the choice of mxl = 4 for the mixed
layer thickness in the lake sediment model.
7.4.2. Windowed recurrence network analysis
In a second step, we apply wRNA to the different input and proxy model output time
series and compare the results. That is, we apply the analysis framework developed
in the first part of the thesis and summarised in chapter 5. We reconstruct the phase
space of the time series using uniform time delay embedding for embedding dimension
m = 3 and delay time τ corresponding to the first root of the autocorrelation
function. The wRNA is performed for window widths W ∈ [100, 300] ⟨dt⟩ with step
size ∆W = 1 ⟨dt⟩ and offset dW = 1 ⟨dt⟩. The recurrence rate is fixed to RR = 0.05
and distances are calculated with respect to the maximum norm. Finally, the areawise
significance test introduced in chapter 4 is applied based on a pointwise significance
test using random shuffling surrogates with confidence level spw = 0.95 and the
iterative amplitude-adjusted Fourier transform null model.
The results for the network transitivity are shown in figures 7.2 to 7.6. Areawise
significant patches indicating anomalously low or high values of the network transitivity
are highlighted by the hatched areas. The confidence levels of the areawise significance
test are given in table 7.6. We observe that except for the case of the AR(1) process
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Table 7.6.: Confidence levels saw of the areawise significance test for the different input and
proxy model output time series.
input/output GWN AR(1) ROS LOR LMR
temperature 0.994 0.998 0.955 0.994 0.998
precipitation 0.995 0.993 0.960 0.990 0.995
isotopes 0.997 0.978 0.954 0.989 –
trw 0.994 0.991 0.957 0.983 0.996
lak 0.995 0.971 0.989 0.998 0.964
spt 0.953 0.704 0.954 0.996 –
ice 0.989 0.979 0.960 0.985 –
combined with the speleothem model, we get very high confidence levels, indicating
that the areawise test manages well to discriminate between time series that follow
and such that do not follow the corresponding null model.
The results for Gaussian white noise (figure 7.2) do neither exhibit any areawise
significant points for the input temperature nor for the output of the tree ring width
and the lacustrine archive. The GWN realisation of the isotopic composition of the
precipitation shows a patch of areawise significant anomalously low values of the
network transitivity that is not expected for this type of process. Those anomalies are
not apparent in the output of the speleothem and the ice model, that is, processing
those data through the models leads to less significant points. The speleothem model
output additionally shows a small patch of falsely identified areawise significant points
for small window widths after t = 950.
For the realisation of the temperature AR(1) process (figure 7.3), we find an
areawise significant patch of anomalously high values of network transitivity that is
not present in the tree ring and lake sediment model output. For the realisation of
the isotope input, we do not observe any areawise significant points. However, the
speleothem model output is associated with two large falsely identified patches of
significant values of the network transitivity. To improve the reliability of the results
for the stochastic processes and to evaluate whether the particular realisations created
within this study give representative results, more realisations of these processes
should be analysed and compared.
The network transitivity of the input time series of the non-stationary Rössler
system (figure 7.4) shows areawise significant patches of low values for bR ∈ [0.30, 0.35]
and of high values in the regime bR ∈ [0.55, 0.57]. The results for the isotope input
additionally exhibit a small areawise significant patch around bR = 0.25. Again,
the tree and lake model results do not show areawise significant points, i. e., the
detection of significant points is prevented by processing the input through the model.
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Figure 7.2.: Network transitivity (colour-coded) for GWNmodel in- and output with areawise
significance test (hatched contours). Adapted from P3.
Figure 7.3.: Same as in figure 7.2 but for the AR(1) model in- and output. Adapted from
P3.
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Figure 7.4.: Same as in figure 7.2 but for the non-stationary Rössler system in- and output.
The vertical grey lines denote the periods of more and less chaotic dynamics
as identified in the bifurcation diagram of the stationary system (figure 4.1).
Adapted from P3.
In the results for the speleothem model output, we only identify a small areawise
significant patch possibly associated with the one from the isotope input at bR = 0.25.
The output from the ice core model reproduces the areawise significant patch for
bR ∈ [0.30, 0.35] but extends to slightly larger window widths.
For the non-stationary Lorenz system (figure 7.5), we identify two main patches
of areawise significant values of the network transitivity in the input results. They
comprise a large patch of areawise significant low values of the network transitivity
for large values of bL and a small patch of areawise significant high values of the
network transitivity around bL = 163.2. The isotope input additionally shows a small
patch around bL = 166.6. The tree ring model output also shows the large and the
small patch of significant values of the network transitivity, where the small patch is
markedly extended for larger window widths, while the lake sediment model shows
no areawise significant points. In the speleothem model output, we identify two large
patches of areawise significant high values for bL ∈ [163, 164] and bL ∈ [165.0, 166.6].
That is, the small patches from the isotope input also appear in the model output,
but additionally, a large number of falsely identified significant points is evident. The
large patch of low transitivity values is not reproduced. The ice core model output
exhibits a small patch for larger values of bL and small values of the window width.
Thus, most of the areawise significant points apparent in the isotope input are missed.
The last millennium reanalysis data temperature input (figure 7.6), shows a patch
of areawise significant low values of the network transitivity around the onset of
the European Medieval Climate Anomaly (MCA). The vertical lines denote the
estimated on- and offsets of characteristic climatic episodes of the past two millennia
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Figure 7.5.: Same as in figure 7.2 but for the non-stationary Lorenz system in- and output.
The vertical grey lines denote the transitions identified in Donges et al. (2011a).
Adapted from P3.
Figure 7.6.: Same as in figure 7.2 but for the last millennium reanalysis in- and output
(54◦N, 70◦W). The vertical lines denote the outstanding episodes of climate
variability introduced in section 6.1. Adapted from P3.
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Table 7.7.: Fractions of missed and falsely identified significant points in the different proxy
models with respect to the corresponding input variables (var).
proxy var GWN AR(1) ROS LOR LMR
trw T missed 0.000 0.056 0.012 0.003 0.004
falsely identified 0.000 0.000 0.000 0.064 0.000
lak T missed 0.000 0.056 0.011 0.083 0.004
falsely identified 0.000 0.000 0.000 0.000 0.000
spt I missed 0.010 0.000 0.011 0.106 –
falsely identified 0.000 0.237 0.000 0.088 –
ice I missed 0.010 0.000 0.006 0.109 –
falsely identified 0.000 0.000 0.011 0.001 –
as introduced in chapter 6. The model output time series do not exhibit any areawise
significant points. The network transitivity of the tree ring model output shows a
similar variability as the network transitivity of the input temperature with higher
values corresponding to lower-dimensional dynamics during the MCA and lower values
corresponding to higher-dimensional dynamics during the Little Ice Age (LIA). Also,
it should be noted that the variability evident from the wRNA results of the tree
ring model shows a comparable variability to the results obtained from the real-world
data from the corresponding location studied in chapter 6 for times starting around
the onset of the LIA. For earlier times, the transitivity values differ, which might be
related to the shorter time span covered by the real-world data set and the limited
data availability for earlier times in this data set.
As a first step towards quantifying the influence of the proxy system models on
detecting areawise significant values of the network transitivity, we evaluate the
fraction of falsely identified and missed significant points in the different proxy models
for the different input time series in table 7.7. For the tree ring, the lake sediment, and
the ice core model, missed significant points are more common than falsely identified
significant points, with the only exceptions being the Lorenz input for the tree ring
model and the Rössler input for the ice core model. Still, the ice core model seems to
best reproduce past climate variability.
The speleothem model shows both falsely identified and missed significant points.
In particular, these high fractions of falsely identified and missed significant points
confirm that the Juxtlahuaca data set studied in chapter 6 does not seem to be
well-suited for an analysis with wRNA. As other speleothem data sets, especially
from Asia, have already been successfully used to characterise past climate variability
with recurrence based measures (Donges et al., 2015a; Eroglu et al., 2016), a further
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study of the role that the cave boundary conditions play for reliably applying the
analysis framework to speleothem data is of great importance. In appendix D.3, we
repeated the analysis for the speleothem model when tuning the model parameters
to the conditions of Dongge cave (Wang et al., 2005) from Asia. For this setting, the
average temperature and the mean aquifer transit time are smaller. We find that in
this case, we still get both missed and falsely identified significant points. However, to
draw conclusions about the general suitability of the archive, more systematic studies,
in particular with respect to the mean aquifer transit time, have to be performed.
7.5. Discussion and conclusions
In this chapter, we have evaluated the suitability of wRNA for detecting dynamical
anomalies in time series from different palaeoclimate proxy archives. For this, we
used the concept of proxy system modelling and created artificial input time series
corresponding to GWN, an AR(1) process, and the x-component of the non-stationary
Lorenz and Rössler systems. Additionally, we used temperature and precipitation data
from the LMR project (Hakim et al., 2016; Tardif et al., 2019). We then processed
the input time series through proxy system models for tree ring widths, brGDGTs in
lake sediments, and oxygen isotope ratios of speleothems and ice cores to compare
time series properties and the results of wRNA for the input and output time series.
All tree ring model output time series showed a significant increase in the skewness
of the time series distribution as compared to the input time series which can be
explained by the thresholding within the model. The autocorrelation functions and
power spectral densities closely follow the corresponding temperature input. In the
wRNA results, less areawise significant points were apparent compared to the results
for the input time series. That is, processing data through the tree ring model
prevents significant anomalies to be detected.
For the studied lacustrine proxy, we observed that the skewness of the distributions
of the time series differs for the model system and LMR input which might be related
to a different reaction of the benthic mixing for different input distributions. In
most cases, we observe larger decorrelation times than for the input time series. For
the wRNA, we did not see any falsely identified significant points, instead, some
significant points were missed.
For the speleothem model, the skewness of the time series distributions changed
significantly except for the GWN input, which might again be related to different
filtering effects of the model for different distributions of the input time series. We
observed highly increased decorrelation times in the autocorrelation function. In
the wRNA results, we found both missed and falsely identified significant points.
Particularly the falsely identified significant points may cause problems in the analysis
and interpretation of real speleothem data.
The ice core model also exhibits changes in skewness for the non-stochastic input,
which is probably related to the filtering of the input signal during the diffusion within
the core. We observed slightly increased decorrelation times and correspondingly
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less power in the higher frequencies of the power spectral density. For wRNA, some
falsely identified significant and some missed significant points were apparent. Still,
the results of the input and output time series showed a better correspondence than
for the other models.
In summary, we found that time series of tree ring width and brGDGTs in lake
sediments have problems with missing areawise significant points, while the isotopic
composition of speleothems has mainly problems with falsely identified significant
points. Time series of the isotopic composition of ice show a good correspondence
to the respective input even though some areawise significant points are missed.
These finding help improving the interpretation of wRNA results for real-world
applications. Thus, with respect to the results obtained in chapter 6, we conclude that
the corresponding results for the tree ring width indices and the isotopic composition
of the ice core likely show dynamical imprints of past climate variability. For the
isotopic composition of the speleothem, we did not get any areawise significant results
even though, from the results obtained in this chapter, we would rather expect an
increased number of detected significant points. As no proxy system model for the
red colour intensity of a varved lake sediment was available, we cannot relate the
results obtained here to the data from Laguna Pallcacocha.
Future work should, on the one hand, comprise the study of alternative proxy system
models with this framework. In particular, the development of proxy system models
for more lacustrine proxy variables will complement the improved understanding of
the suitability of wRNA for these types of data. Also, sensitivity studies for the
different model parameters are of interest to better interpret results obtained with
wRNA for a given real-world data set and to understand regional differences. This
concerns especially the mean aquifer transit time of speleothem model which can, for
real data, be estimated by cave monitoring. On the other hand, including dating and
measurement uncertainties in the proxy system models and in the further analyses
will increase the credibility of the obtained results.
Additionally, studying properties of the analysed time series can serve as a starting
point to judge the suitability of wRNA for other data. The study of time series that
are related by static transformations but exhibit different probability density functions
can give additional insights into systematic biases introduced by the proxy system
models. Also, exploring the relation between the autocorrelation of a time series and
corresponding resulting network properties (as for example studied in Zhang et al.
(2017) for the exponent of the degree distribution of visibility graphs) can provide
additional information on the role of the different archives for wRNA. More generally,
the effect of different non-linear filters (which the different proxy system models
basically are) should be studied more systematically. In particular, the theory of
non-linear observability can provide additional insights by identifying the processing
through the proxy system model with the creation of a new observable. The choice
of observable has already been shown to influence results of recurrence quantification
analysis (Portes et al., 2014) and recurrence network analysis (Portes et al., 2019).
Taken together, such considerations will help working out the role that different
palaeoclimate archives play for reliably characterising past climate variability.
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framework
The second part of this thesis was devoted to applications of the analysis framework of
windowed recurrence network analysis (wRNA) and windowed scale-specific recurrence
network analysis (wssRNA) to detect and characterise dynamical anomalies in past
climate variability in proxy time series from different palaeoclimate archives. In
particular, we focused on two aspects. First, we started exploring the non-linear
past climate variability on both American continents and second, we addressed the
question whether proxy time series from different archives are equally well suited for
tracking past climate dynamics with the analysis framework.
In a first step, we analysed four palaeoclimate proxy time series from North and
South America. We focused on the American continents because particularly the
southern part has been underrepresented in previous studies of past climate variability,
even though it is very vulnerable with respect to recent climate change (Villalba
et al., 2009). Also, we focused on climate variability within the last 2000 years due
to the availability of high-resolution proxy data and the relevance of this period for
modern societies (Mann, 2007).
We started by presenting the results for the red colour intensity data set from Laguna
Pallcacocha in Ecuador and the speleothem oxygen isotope ratios from the Juxtlahuaca
cave in Mexico for different phase space reconstruction approaches and respectively
varying embedding parameters. We found that uniform time delay embedding and
derivative embedding with the discrete Legendre polynomials give comparable results,
while derivative embedding with moving Taylor Bayesian regression only partially
agrees with the other results. This confirms the results for the model system presented
in chapter 3. Also, for the Laguna Pallcacocha data set, we found relatively robust
results when varying the embedding parameters within the different approaches,
which is not the case for the Juxtlahuaca data set. Thus, these results show that not
all data sets are equally well suited for wRNA.
We then restricted ourselves to time delay embedding and applied the developed
analysis framework of wRNA and wssRNA in combination with the areawise signifi-
cance test to all four data sets. That is, we additionally considered the tree ring width
index chronology from eastern Canada and the oxygen isotope ratios chronology from
Quelccaya ice cap in the Peruvian Andes. As already expected from the results for
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the varying embedding parameters, we did not find any areawise significant patches
within the results of the speleothem data set from Juxtlahuaca cave.
For the other three data sets, we identified areawise significant low values of the
network transitivity centred around the end of the Medieval Climate Anomaly (MCA),
extending further back in time for the lake sediment and ice core data. This might
indicate that the termination of the MCA started earlier in South America than in
Canada. The network transitivity then showed an opposed variability for the lake
sediment and the ice core results, suggesting locally different imprints of the Little
Ice Age and the current warm period. For the tree ring width data, we only found
this one patch of areawise significant values of the network transitivity that not only
coincides with the end of the European MCA but also follows the Samalas eruption
in 1257AD. Interestingly, when varying the embedding delay (appendix C.2), we
observed areawise significant patches around the Samalas eruption for larger delay
times and areawise significant patches around the Tambora eruption (1815AD) for
shorter delay times. This may possibly be related to reactions at different time scales
to the different explosive volcanic eruptions.
To have a closer look at the system dynamics at different time scales, we additionally
applied wssRNA to the four data sets. For the tree ring data, this approach did not
provide any additional insights as only two very small areawise significant patches
were detected. For the lake sediment data, we found a large fraction of areawise
significant analysis results but could not extract any particular pattern. Applying
a more general fitting model for the decorrelation lengths as a function of the scale
might yield better interpretable results and a higher confidence bound of the areawise
test. For the speleothem and the ice core data sets, wssRNA was able to resolve
more details. In particular, we found areawise significant patches of high values of
the network transitivity for large (speleothem) and intermediate (ice core) scales,
respectively.
To more systematically study the role of the archive for characterising past climate
variability with the developed framework, we employed proxy system models. Proxy
system models simulate the evolution of a proxy variable over time given the climatic
input variables and the local boundary conditions of the corresponding archive. We
used four different models to simulate the tree ring width (Tolwinski-Ward et al.,
2011), lacustrine branched glycerol dialkyl glycerol tetraethers (Dee et al., 2018),
speleothem oxygen isotope ratios, and ice core oxygen isotope ratios (Dee et al.,
2015). To tune the model parameters, we used exemplary real-world data sets and
created artificial climate input time series of temperature, precipitation, and isotopic
composition of precipitation. We then analysed the input time series using the
framework of wRNA and compared the results to corresponding results for the model
output time series.
For the lake sediment, the speleothem, and the ice core archive, the model output
time series were low-pass filtered due to the bioturbation, aquifer transit time, and
diffusion, respectively, while for the tree ring archive such an effect was not present.
For the wRNA results, we found that the tree ring and lake sediment archives
sometimes miss areawise significant anomalies that are present in the input. For
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the speleothem archive, we found areawise significant patches that are not present
within the input, thus, when interpreting the results from this archive for real-world
time series, the possibility of false positive significant analysis results has to be taken
into account. For the results as recorded in the ice core archive, we found the best
agreement with the input results making this archive especially well-suited for our
analysis framework. Generally, we have shown that different filtering processes lead
to different phenomena for an analysis with wRNA which should, independent of the
palaeoclimate application, be studied in further detail in the future.
In the light of the results from chapter 7 for the tree ring and the ice core archives,
the identified anomalies in the eastern Canada tree ring width data and the oxygen
isotope ratios from Quelccaya ice cap (chapter 6) can be assumed to represent actual
anomalies of the climate variability. As we did not consider the red colour intensity
as a proxy variable for the lake sediment archive, we cannot draw any conclusions
about the reliability of the detected anomalies in the Laguna Pallcacocha data. To
resolve the discrepancy between no detected areawise significant anomalies in the
Juxtlahuaca cave data set and the high rates of falsely identified anomalies in the
speleothem model output, more systematic studies on the role of the cave boundary
conditions are required.
Summing up, in this second part of the thesis, we found that not all data sets are
equally well suitable for being analysed with the proposed framework. In particular,
local boundary conditions, the climate sensitivity of the data under study, and the
archive play a role for how well the climate signal is reproduced. The implications of
these results for future work are discussed in detail in chapter 9.
107

Chapter 9.
Conclusions
In this thesis, we aimed at advancing the framework of windowed recurrence network
analysis (wRNA) for detecting and characterising dynamical anomalies in time series
from different palaeoclimate proxies. For this, independently of the application to
palaeoclimate data, we tested and further developed parts of the framework, namely
phase space reconstruction from measured univariate time series and significance
testing. Then, to take a first step towards characterising non-linear past climate
variability on both American continents, we applied the framework to four real-
world palaeoclimate time series from North and South America and identified regional
similarities and differences within the last two millennia. Finally, to better understand
the relation between the results of the different proxy time series and actual climate
variability, we systematically studied the implications of processing climatic input
through proxy system models prior to applying the analysis framework.
9.1. Contributions of this thesis
Besides providing a detailed introduction into the existing framework of wRNA,
the first part of the thesis was devoted to test and improve the routines of phase
space reconstruction and significance testing. The second part then dealt with the
application to palaeoclimate data and focused on the suitability of the framework
for inferring information about past climate variability from different palaeoclimate
archives. In the following, we shortly summarise the corresponding results and
highlight their implications for the field. Possible modifications and ideas for future
work are provided in section 9.2.
Phase space reconstruction
In a first step, we systematically studied different approaches for phase space recon-
struction when the available data are non-uniformly sampled and contaminated with
noise. We compared the concept of uniform time delay embedding to that of derivative
embedding for three different ways of estimating derivatives, i. e., central difference
quotients, discrete Legendre polynomials, and moving Taylor Bayesian regression. To
quantify the quality of the reconstructions, we considered the paradigmatic Rössler
and Lorenz systems for varying noise levels and shapes of the sampling interval
distribution and transformed the embedded time series into recurrence networks. By
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comparing the network transitivity and the average shortest path length to corre-
sponding reference values obtained from recurrence networks of the original attractors,
we found that there is not one overall optimal approach for phase space reconstruction.
Generally, both time delay embedding with linearly interpolated data and derivative
embedding with discrete Legendre polynomials for cubic spline interpolated data
performed reasonably well. When additionally applying the different reconstruction
approaches in combination with wRNA to a non-stationary Rössler system, we found
similar results.
This study highlights the importance of a proper reconstruction of the system’s
phase space prior to further recurrence-based analyses. In particular, we emphasise
that comparing several phase space reconstructions by varying the reconstruction
approach or the embedding parameters can improve the reliability of the analysis
results. If the data are non-uniformly sampled, combining uniform time delay
embedding with cubic spline interpolation can sometimes improve the results. For
derivative embedding, the resulting coordinates should be scaled to unit variance and
more sophisticated derivative estimation approaches should be preferred. For the
discrete Legendre polynomials, the number of neighbours p included to each side to
estimate the derivatives should be chosen of the order of the embedding dimension or
slightly larger.
Related publication Lekscha and Donner (2018, P1)
Areawise significance tests
We then turned to the problem of significance testing when intrinsic correlations within
the analysis results lead to patches of possibly false positive significant points. Based
on the areawise significance test for the wavelet spectrogram presented in Maraun et al.
(2007), we developed a generalised areawise significance test relying on a numerical
estimation and linear fitting of the intrinsic correlations with respect to a chosen null
model. This test can be applied in combination with any analysis method and, for the
cases of wRNA and windowed scale-specific recurrence network analysis (wssRNA)
applied to the non-stationary Rössler system, successfully reduced the number of
significant points. In addition, our areawise significance test provides confidence
bounds for the detected anomalies.
The introduction of this areawise test contributes to the development of a reliable
framework of wRNA as it considerably improves the interpretation of detected
dynamical anomalies by only highlighting the most relevant features of the data. Due
to its generality, it has the potential to improve the interpretation of the results of
many other analysis methods as well. In combination with the results for the phase
space reconstruction, the framework as summarised in chapter 5 is well suited for
characterising the dynamics of non-linear systems from many different disciplines,
such as, for example, medicine, geology, climate, and finance.
Related publication Lekscha and Donner (in press, P2)
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Analysing palaeoclimate data with wRNA
We then applied the analysis framework to four real-world palaeoclimate proxy time
series from four different archives. By varying the phase space reconstruction approach,
we confirmed the results from chapter 3 that uniform time delay embedding and
derivative embedding with discrete Legendre polynomials yield comparable results.
We also noted that not all data sets give robust results when varying the embedding
parameters and methods and thus, that not all data sets are equally well suited for
this type of analysis. Our finding was confirmed when applying the framework for
varying window widths of wRNA where the areawise significance test did not yield
any areawise significant points for the studied speleothem data set. The other three
data sets provided insights into past climate variability on the American continents
of the last one to two thousand years which, based on the limited number of studied
data, show synchronous dynamical anomalies particularly around the end of the
Medieval Climate Anomaly but also reveal regional differences for some periods
of time. Additionally applying wssRNA has been found to be a valuable tool for
obtaining complementary scale-resolved information about climate variability.
These results serve as a first step towards a more systematic characterisation
of non-linear past climate variability in North and South America and highlight
that local or regional effects can not be neglected when characterising past climate
dynamics.
Related publications Lekscha and Donner (2018, P1), Lekscha and Donner (in press,
P2)
Proxy system model perspective on wRNA
When studying palaeoclimate proxy data from different archives, the question whether
all those data are equally well suited for inferring information on past climate
variability using the developed framework of wRNA naturally arises. To systematically
study and to improve the interpretation of results obtained from real-world data, we
employed proxy system models for tree ring width, branched glycerol dialkyl glycerol
tetraethers (brGDGTs) in lake sediments, and oxygen isotope ratios in speleothems
and ice cores. For different artificial climate input time series, we compared time
series properties and wRNA results of input and model output. We found that
tree rings and brGDGTs rather miss dynamical anomalies present in the input data,
while oxygen isotope ratios in speleothems additionally introduce anomalies that are
not present in the input. Oxygen isotope ratios in ice cores, however, seem to best
represent the dynamics of the climate input even though some significant anomalies
may be missed.
These insights play a major role when interpreting the results of wRNA for real-
world data from the corresponding proxies. They also stress the importance of
continuously developing and improving proxy system models for advancing our
understanding of past climate variability.
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Related publication Lekscha and Donner (submitted, P3)
Summary of thesis contributions
To sum up, with this thesis, we advanced the development of a reliable analysis
framework of wRNA. In particular, we provided insights into the role of the choice of
the phase space reconstruction approach and embedding parameters (chapter 3) and
developed an areawise significance test that improves the interpretation of results
when intrinsic correlations within the analysis results play a non-negligible role
(chapter 4). We also emphasised the importance of checking the robustness of the
analysis results before drawing any conclusions by varying analysis parameters such
as the window width of the windowed analysis and put forward the use of wssRNA
in addition to traditional wRNA. This framework has been proven to be particularly
useful for detecting non-stationarity and characterising the dimensionality of the
dynamics from a measured univariate time series of possibly only relatively few data
points.
By applying the framework to palaeoclimate time series, we promote the use of non-
linear methods in this field even though not all real-world data sets are equally well
suited for this type of analysis. On the one hand, local boundary conditions may lead
to non-significant signals of recorded data as it was the case for the speleothem data
set studied in chapter 6. On the other hand, the type of archive and proxy variable
plays a role for the detection of actual climate variability with this framework as
demonstrated in chapter 7 for four distinct proxy variables from different palaeoclimate
archives. However, with these limitations in mind, we were able to start exploring
the non-linear variability of the climate in North and South America.
9.2. Outlook
The above considerations show that applying non-linear methods in general, and
the developed analysis framework of wRNA in particular, have a great potential
for inferring information on past climate variability that is complementary to the
information obtained in classical reconstructions of past climate conditions. Still,
such methods are not very present in the corresponding communities. Thus, a further
development and promotion of reliable analysis frameworks that include objective
routines for choosing the analysis parameters and the provision of corresponding
analysis tools is of utmost importance.
As a next consequent step, the concept of non-uniform time delay embedding
for phase space reconstruction deserves additional attention because it offers the
perspective of better capturing different time scales of the system’s dynamics. The
unified approach put forward in Pecora et al. (2007) provides, in our opinion, the most
objective and physics based available algorithm to reconstruct the phase space from
uni- or multivariate measured data. But, as currently no implementation is publicly
available, this method has not yet received much attention for practical applications.
We started implementing different approaches for phase space reconstruction and
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corresponding parameter estimations (including the approach presented in Pecora et
al. (2007) for non-uniform time delay embedding) and plan to provide a corresponding
open-access software package (https://github.com/hkraemer/Embedding-methods,
still under construction).
Another important aspect for the further development of the analysis framework
concerns the fitting model of the intrinsic correlations of the areawise significance
test. So far, only a linear fitting model is applied but as observed for wssRNA, this
linear model can not always be assumed to be appropriate. Thus, a generalisation
of this step of the areawise significance test can be expected to provide improved
confidence bounds.
In order to further establish wssRNA, more systematic studies on how to filter the
time series before applying wRNA are required. Apart from wavelet filtering, also
moving average filtering (Smith, 2003), the empirical mode decomposition (Huang
et al., 1998), and singular spectrum analysis (Broomhead and King, 1986; Elsner and
Tsonis, 1996) are possible candidates. When choosing wavelets, more research on the
influence of the choice of the mother wavelet and parameters such as the bandwidth
or the centre frequency on the analysis results are of great interest. Also, an objective
criterion to choose the scales at which the system is investigated should be identified.
Eventually, the analysis framework should be complemented by explicitly including
uncertainties in the analysis, for example, following the ideas in Goswami et al. (2014)
and Goswami et al. (2018). This is particularly relevant in the palaeoclimate context
as dating uncertainties can often not be neglected.
To further advance the use of the framework for studying past climate variability, the
systematic study of the influence of the archive for characterising climate dynamics
should be extended by taking into account proxy system models for additional
archives and proxy variables and performing sensitivity tests with respect to the
model parameters. Also, the relation between the implications for the wRNA results
of the non-linear filtering of the climate signal in the proxy archive and the theory of
observability should be explored in more detail (Letellier et al., 1998; Aguirre et al.,
2008; Portes et al., 2014; Portes et al., 2019).
As all studies on non-linear past climate variability rely on the availability of high
quality palaeoclimate data such as, for example, in the PAGES 2k database (PAGES2k-
Consortium, 2017), such databases should be further extended and maintained. For
this, the assessment and implementation of quality standards for the different proxy
archives following the ideas put forward in Esper et al. (2016) for tree rings should
be continuously promoted. Then, a systematic analysis of the available data can
be performed using the framework developed in this thesis. In order to interpret
the analysis results with respect to archive type, proxy sensitivity, local boundary
conditions, regional effects, and global trends, the use of clustering algorithms or
machine learning techniques might be of particular interest, especially for pattern
identification (Hastie et al., 2001; Alpaydin, 2014). With this, many different problems
can be considered, for example, the imprints of volcanic forcing of different eruptions
in tree ring data could be explored in more detail.
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Finally, a naturally arising subsequent step when analysing the available palaeo-
climate data is, in analogy to the concept of climate networks (Tsonis et al., 2006;
Donges et al., 2009; Radebach et al., 2013; Wiedermann et al., 2016), to not only
consider single time series within the analysis framework, but to also take into account
correlations between the proxy data at different locations and the corresponding
analysis results. That this can yield interesting insights into the development of past
modes of climate variability and teleconnection patterns has been demonstrated, for
example, in Franke et al. (2017). Also the framework of recurrence based time series
analysis comprises natural extensions for correlating multiple time series such as cross
recurrences and joint recurrences (Marwan et al., 2007; Donner et al., 2015). In this
respect, the possibility to test detected correlations for causality using sophisticated
methods as recently reviewed in Runge et al. (2019) offers a particularly relevant
perspective for advancing the understanding of the Earth’s climate system.
114
Appendix

Appendix A.
Additional information: Phase space
reconstruction approaches
A.1. Derivatives and discrete Legendre polynomials
We here derive equation (3.6) which relates the derivatives of a time series at a point
xi to a weighted sum of 2p+ 1 points around this reference point with the weights
being the discrete Legendre polynomials r(i)j,p,n (equation (3.8)). This derivation is
adapted from Gibson et al. (1992) for the case of non-uniformly sampled data.
Given a discrete set of univariate data {xi = x(ti)}Ni=1 with non-uniform sampling
intervals ∆ti,n = ti+n − ti, we can apply a discrete linear filter
ωj(ti) =
p∑
n=−p
r
(i)
j,p,nx(ti +∆ti,n). (A.1)
Performing a Taylor expansion of equation (A.1) for small ∆ti,n yields
ωj(ti) =
p∑
n=−p
r
(i)
j,p,n
[ ∞∑
ν=0
(∆ti,n)ν
ν!
dν
dtν
xi
]
(A.2)
=
∞∑
ν=0
1
ν!
dν
dtν
xi
p∑
n=−p
(∆ti,n)νr(i)j,p,n. (A.3)
To derive an expression for ωj(ti) that is proportional to the jth derivative, the filter
function r(i)j,p,n has to be orthogonal to (∆ti,n)ν for ν < j, that is, the relation
p∑
n=−p
(∆ti,n)νr(i)j,p,n = 0 (A.4)
has to hold. The discrete Legendre polynomials defined by the recursion relation (3.8)
are mutually orthonormal filters satisfying
p∑
n=−p
r
(i)
k,p,nr
(i)
l,p,n = δkl (A.5)
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with δkl being the Kronecker Delta. Thus, choosing the discrete Legendre polynomials
as filters assures that condition (A.4) holds. Like this, the Taylor expansion (A.3) is,
to leading order, reduced to
ωj(ti) =
1
j!
dj
dtj
xi
p∑
n=−p
(∆ti,n)jr(i)j,p,n. (A.6)
When equating this result and equation (A.1) we arrive at the desired result (3.6)
dj
dtj
xi ≈ j!
cj,p(∆ti,n)
p∑
n=−p
r
(i)
j,p,nxi+n. (A.7)
A.2. Parameter choices for the phase space
reconstruction appraoches
We here present additional results used for deciding which model parameters (delay
time τ for time delay embedding and number of neighbours p used to estimate
derivatives for the discrete Legendre polynomials) and which type of sampling (non-
uniform, uniform using linear/ cubic spline/ moving Taylor Bayesian regression
(MoTaBaR) interpolation) performs best for each approach. As for all those scenarios,
we vary the embedding dimension, the noise level, the shape of the non-uniform
sampling interval distribution, and additionally consider the network transitivity and
the average shortest path length, we only show selected results.
Time delay embedding
For time delay embedding, we first have to choose the delay time τ . Figure A.1
exemplarily compares the relative differences to the reference network transitivity
for time delay embedding with linear and cubic spline interpolation when varying
the delay times for embedding dimension m = 3, standard deviation of the noise
σ = 1.0, and shape of the sampling interval distribution k = 1.0. We choose delay
times τ = 2 ⟨dt⟩ for the Lorenz and τ = ⟨dt⟩ for the Rössler system which is on the
one hand in accordance with the first root of the autocorrelation function and on the
other hand performs reasonably well with respect to the reference solutions for all
dimensions and measures.
After having chosen the delay time, we have to decide whether to use the linearly or
the cubic spline interpolated data. Figures A.2 and A.3 show the performance of the
two interpolation methods when varying the noise level and the shape of the sampling
distribution for the Lorenz and the Rössler system, respectively. We see that
depending on the system and the parameters, the approaches perform differently well.
This is also the case when taking into account the results for the other dimensions
and the average shortest path length. We decide to use the linear interpolation to
compare time delay embedding to derivative embedding because this is the most
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Figure A.1.: Mean (points) and standard deviation (errorbars) of the relative difference tothe reference transitivity for the Lorenz (left) and the Rössler (right) systemusing time delay embedding for varying delay times τ and embedding dimensionm = 3. The dark violet line corresponds to cubic spline interpolation and thelight violet line to linear interpolation. The standard deviation of the noise isσ = 1.0 and the shape parameter of the sampling distribution is k = 1.0.
FigureA.2.: Mean(poi nt s) and st andar ddevi at ion(err or bar s) oft her elat ivedi ffer encet ot her ef er encetr ansi ti vit yfor theLor enzs ys temusi ngt imedelay embeddingf or del ayt imeτ= 2⟨dt⟩ andembeddingdi mensi on m=3. Thedarkvioletl inecorr es ponds t ocubi cspli neint er polati onand thelightviolet linetol ineari nt er polati on.FigureA.3.:SameasinfigureA.2butfortheRösslersystemwithdelaytimeτ=⟨dt⟩.119
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Figure A.4.: Mean (points) and standard deviation (errorbars) of the relative difference tothe reference transitivity for the Lorenz system using derivative embeddingwith central differences and embedding dimension m = 3. The dark cyanline corresponds to non-uniform sampling, the medium cyan line to linearinterpolation, and the light cyan line to cubic spline interpolation.
Figu re A.5 .:Sa me asi nfi gure A.4 bu tfo rth eRö ssle rsy stem.commonly us eda ppr oac hin ap plic atio ns. But we no tet hat ins ome ca ses, usi ngc ubi cspl ine int erpo lat ion inst ead of line ari nte rpo latio nc an beo fa dva ntag e.De riva tiv eembe dd ing usi ngc en tral diff ere nce sFo rde riva tive embed din gw ith cent ral diff eren ces ,we do not hav eto ch oos ean ymode lpa ramete rs,i nst ead ,we ha vet och oo sew het her to use the res ult sob tain ed dir ectl yfro mthe non -un ifo rml ysa mp led da tao rf romun ifor mly sa mp led dat ao bta ine dby lin ear or cub ics plin ei nter pol atio n. As the re sult sa reg ene rall ymuch b ette rwh en scal ing the rec ons tru cted co ord inat est ou nit var ianc e,w eh ere on lys how th ecor res pon din gre sult s.Figu res A. 4a nd A.5 sh ow the pe rfor ma nce of the di ffere nt sampli ngs for th ene two rkt rans itiv ity whe nv aryi ng the stan dar dd evia tion of the noi seσ an dth es hap epa ramete rk oft he samplin gd istr ibu tion fo rth etw omod els yst ems .Ase xpe cted ,the re sult sfo rt hen on -un ifor mly sampl ed dat ash ow ap art icul ar dep end enc eo nthe no ise lev ela nd the sha pe oft he samplin gd istr ibu tion .Weo bse rve th atc ubi cspl ine inte rpo lati on perf ormsb est ina lmo sta llc ase san dt hus, use th isin ter pola tio n12 0
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Figure A.6.: Mean (points) and standard deviation (errorbars) of the relative difference tothe reference transitivity for the Lorenz (left) and the Rössler (right) systemusing derivative embedding with discrete Legendre polynomials for varyingvalues of p and embedding dimension m = 3. The dark cyan line corresponds tolinear interpolation, the medium cyan line to cubic spline interpolation, and thelight cyan line to non-uniform sampling. The standard deviation of the noise isσ = 1.0 and the shape parameter of the sampling distribution is k = 1.0.
FigureA.7.: Mean(poi nt s) and st andar ddevi at ion(err or bar s) oft her elat ivedi ffer encet ot her ef er encetr ansi ti vi tyf or t heLorenzs ystem us ingder ivat ive embeddingwit hdiscreteLegendrepolynomials for p=4andembeddi ngdimensionm= 3.Thedar kcyanl inecorr es ponds t oli near i nt er polati on, themedium cyanl inet ocubicspli nei nt er polati on, andt heli ght cyanlinetonon- unif or ms ampli ng.methodf orcomparingderivativeembeddingwithcentral di fferencestotheotherphasespacereconstructionapproaches.Der ivativeembeddingusi ng di screteLegendre pol ynomialsForderi vati veembeddingwithdiscreteLegendr epolynomi al s, wefir st not ethat scal ingt hecoor dinat est ouni tvari ancei sof advant agefor t heLorenzandof disadvant agefort heRössler system, sucht hat weuset hescal ingonlyf ort heLor enzsystem. Wethenhavetochoosethevalueof p, thatis, the numberof neighbourstoeachsi dethati stakenintoaccountf orestimati ngthederivatives. FigureA.6showstheperf ormanceof thenetworktransi tivityf orvaryingval uesofpf orembeddingdimensi on m= 3,noisestandarddevi ationσ =1.0, andshapeparameterk= 1. 0. FortheLorenzsystem, theperf ormanceisbestf orsmall val uesof p, whilef ortheRössl ersystem121
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Figure A.8.: Same as in figure A.7 but for the Rössler system.
Fig ure A.9 .:Mean (p oint s)a nds tan dard de viat ion (err orb ars) oft her elat ive diffe ren cet ot her efer enc etr ansi tivi tyfo rt heL ore nzs yste mu sin gde riva tive embed din gw ith Mo TaB aR and embed ding dimen sion m=3 .Th eg rey line cor resp ond st ono n-u nifo rmsamplin g,t hed ark blu elin eto cu bic splin ein terp ola tion ,th emedi umblu elin eto th ein tern alMoT aBa Rin ter pola tion ,an dt hel ight blu el inet oli near int erpo lati on.the di ffere nce to the ref ere nce tra nsit ivit yof th ein terp ola ted sol utio ns has min imaat p=4 and p=9. When co nsid eri nga llr esu lts, we cho ose to use the va lue of pde pen den ton the embed din gd ime nsio na sfo rhi ghe rde riva tiv es,mor epo int ssh oul dbe tak en into ac cou nt. He re, we cho ose p=4 of dimens ion m=3 an dp =6fo rdimen sion sm=4a nd m=5, but in gen era l,w eth ink tha tth ec hoic eo fp ≈m+1is well jus tifie db yt her esu lts.Nex t,w eh ave alo ok att he per formanc eo fth en on-u nifo rmlys amp led rec ons truc -tio nsa nd the inte rpo late dr econ str ucti ons .Fi gur esA .7a nd A.8 sho wt hed iffe ren cet othe re fere nce tra nsit ivit yde pen din go nth en oise lev ela nd the sampli ng dist ribu tio nof the timein ter vals be twe eno bse rva tion s.We see tha tth ere sul tsf orn on- uni formsampl ing sho ws ma llva lue sof ∆T fo rt heL ore nz but lar ge valu es for the Rö ssle rsys tem.T he two in terp ola ted sol utio ns beh ave ver ys imi larly bu tt hec ubi csp lin eint erp olat ion mo stly ou tpe rfor ms the line ar inte rpo latio n. Thu s, for the compar iso nbe twe ent he app roac hes ,w eus eth er esul tso bta ined w ith cub ics plin ein terp ola tion .12 2
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Figure A.10.: Same as in figure A.9 but for the Rössler system.Derivative embedding using MoTaBaRFor derivative embedding with MoTaBaR, we also note that scaling the coordinatesto unit variance generally improves the results. To compare the results for thenon-uniformly sampled case to the differently interpolated cases, figures A.9 and A.10show the performance of the network transitivity for varying standard deviation ofthe noise and varying shape parameter of the gamma distribution for all those cases.We see that for the Lorenz system, cubic interpolation performs best, while for theRössler system, the internal interpolation routine of MoTaBaR performs best. Takinginto account the other dimensions and the results for the average path length, wedecide to use the internal MoTaBaR interpolation routine to compare the results ofthe MoTaBaR phase space reconstruction to the other reconstruction approaches.
123

Appendix B.
Additional information: Areawise
significance tests
We here complement the results of chapter 4 for the areawise significance test in
combination with windowed recurrence network analysis (wRNA) and windowed
scale-specific recurrence network analysis (wssRNA).
B.1. Windowed recurrence network analysis
We start with the wRNA of the non-stationary Rössler system as described in chapter 4
and present results for the average shortest path length L to supplement the insights
obtained from the network transitivity.
Figure B.1 shows the decorrelation length as a function of the window width for
the time and the window width domain. The fitting parameters and the confidence
levels of the areawise significance test for the different null models are displayed in
table B.1. We note that the values of the coefficient of determination for the average
shortest path length are high even though not as high as for the network transitivity.
Also, the confidence level for the null model of an autoregressive process of order 1
(AR(1) process) is low, that is, we do not discuss the results for this null model in
the following. Possibly, a more general fitting model would result in estimates for the
decorrelation length as a function of the window width that yield higher confidence
levels for the areawise significance test.
Figure B.2 shows the analysis results of the wRNA with pointwise and areawise
significance tests. We note that for the iterative amplitude-adjusted Fourier transform
(iAAFT) null model, the patches of areawise significant points are considerably
smaller than for the other null models and also than for the network transitivity.
But particularly for the Gaussian white noise (GWN) null model, we see that the
parameter regimes in which areawise significant point occur are identical to the
regimes in which the network transitivity shows areawise significant results except
that, for the average shortest path length, those patches appear at larger values of
the window widths.
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Figure B.1.: Mean (points), standard deviations (error bars), and linear fits (lines) of thedecorrelation lengths as a function of the window width W for (a) correlationsin the time domain of the results for the average shortest path length L ofwRNA and (b) correlations in the window width domain for the non-stationaryRössler system using the three different null models: blue, dash-dotted: GWN;green, dashed: AR(1) process; red, solid: iAAFT null model.
Table B.1.: Parameters and coefficients of determination of the linear fits of the decorrelationlength as a function of the window width for the average shortest path length ofwRNA and corresponding significance levels for the different null models in thetime and the window width domain.null model domain m n R2 saw spw sawGWN time 0.3838 −8.905 0.9950GWN W 0.1901 −11.16 0.9898 0.99 0.95 0.94AR(1) time 0.6706 −42.28 0.9644AR(1) W 0.3153 −33.83 0.9887 0.63 0.95 0.60iAAFT time 0.7957 −44.29 0.9426iAAFT W 0.5857 −68.40 0.9871 0.85 0.95 0.81
126
B.2. Windowed scale-specific recurrence network analysis
Figure B.2.: Average shortest path length L of wRNA (color coded) of the non-stationary
Rössler system with (a) pointwise significance test using random shuffling
surrogates and (b) areawise significance test (hatched contours). The test
results for the GWN null model are shown by dark blue, the AR(1) null model
by dark green, and the iAAFT null model by dark red contours. The vertical
lines indicate the different regimes of the stationary system according to the
bifurcation diagram in figure 4.1.
B.2. Windowed scale-specific recurrence network analysis
We now continue with the results of the average shortest path length for wssRNA.
Details on the analysis framework can again be found in chapter 4.
In figure B.3, the resulting decorrelation lengths as a function of the scale for the
average shortest path length obtained with wssRNA are displayed for the time and
the scale domain. Table B.2 gives the fitting parameters for the linear fits of the
decorrelation length as a function of the scale and the resulting confidence levels
of the areawise significance test for the different null models. As for the network
transitivity, the linear fitting model does not seem to be appropriate for wssRNA.
But again, the confidence levels of the areawise significance test are high enough to
justify the use of the linear model. We note that the dependence of the decorrelation
lengths on the scale are similar for the different null models.
The results of the wssRNA for the average shortest path length and the pointwise
and areawise significance test for the different null models are displayed in figure B.4.
As before, we observe areawise significant patches of anomalously low and high values
of the average shortest path length at similar regimes of the time-varying parameter
bR as for the network transitivity.
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Figure B.3.: Same as in figure B.1 but for wssRNA and correlations in the time and scaledomain as a function of the scale.
Table B.2.: Parameters and coefficients of determination of the linear fits of the decorrelationlength as a function of the window width for the average shortest path length ofwssRNA and corresponding significance levels for the different null models inthe time and the scale domain.null model domain m n R2 saw spw sawGWN time 3.080 20.75 0.8845GWN scale 0.3975 1.462 0.9815 0.96 0.95 0.91AR(1) time 3.629 28.73 0.9374AR(1) scale 0.4095 0.9338 0.9671 0.89 0.95 0.85iAAFT time 5.021 17.78 0.7166iAAFT scale 0.4460 1.676 0.8174 0.92 0.95 0.87
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Figure B.4.: Same as in figure B.2 but for wssRNA and varying scales.
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Appendix C.
Additional information: Analysing
palaeoclimate data with wRNA
In this appendix, we provide additional information for chapter 6. That is, we show
the fitting parameters for the areawise significance tests of the windowed recurrence
network analysis (wRNA) and the windowed scale-specific recurrence network analysis
(wssRNA) for the four proxy time series on the one hand and the results of the wRNA
of the tree ring data set for varying choices of the delay time for time delay embedding
on the other. Also, we provide wRNA results of data from the last millennium
reanalysis (LMR) project.
C.1. Fitting parameters for areawise significance tests
Tables C.1 and C.2 give the fitting parameters and confidence levels of the areawise
significance test for the four proxy time series for wRNA and wssRNA, respectively.
Corresponding to the results obtained in chapter 4, we observe high values of the
coefficient of determination for the linear fitting model for wRNA and lower values
for wssRNA. As argued before, a more general approach for fitting the decorrelation
length as a function of the scale might increase the confidence levels of the wssRNA.
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Table C.1.: Parameters and coefficients of determination of the linear fits of the decorrelation
length as a function of the window width for the network transitivity of wRNA
and corresponding significance levels for the different proxy time series and the
iAAFT null model in the time and the window width domain.
data domain m n R2 saw spw stot
trw time 0.2217 26.77 0.9813
trw W 0.3148 −15.74 0.9997 0.99 0.95 0.94
lak time 0.3581 12.10 0.9980
lak W 0.2844 −0.4848 0.9999 0.84 0.95 0.80
spt time 0.2605 21.28 0.9802
spt W 0.1834 14.50 0.9964 0.98 0.95 0.93
ice time 0.4044 −1.072 0.9945
ice W 0.2958 −9.843 0.9989 0.99 0.95 0.94
Table C.2.: Parameters and coefficients of determination of the linear fits of the decorrelation
length as a function of the scale for the network transitivity of wssRNA and
corresponding significance levels for the different proxy time series and the
iAAFT null model in the time and the scale domain.
data domain m n R2 saw spw stot
trw time 3.178 27.84 0.8692
trw scale 0.4971 −0.06078 0.8701 0.97 0.95 0.92
lak time 3.915 28.12 0.8457
lak scale 0.8020 −0.3626 0.9140 0.89 0.95 0.85
spt time 3.847 23.82 0.9018
spt scale 0.6317 −0.3764 0.8681 0.96 0.95 0.91
ice time 3.942 23.36 0.9161
ice scale 0.3042 1.507 0.9285 0.94 0.95 0.89
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C.2. Results for tree ring data for varying embedding
delay
For the tree ring width time series, we provide additional results of the wRNA for
varying delay times corresponding to the results obtained in publication P2 for the
areawise significance test with respect to the null model of the autoregressive process
of order 1 (AR(1) process). The parameters of the AR(1) process were fitted to the
data according to equation (2.25) resulting in the choices x(0) = 1.303, c = 0.2738,
ρ = 0.7327, and σϵt = 0.1308. The fitting parameters and confidence levels of the
areawise significance test are shown in table C.3.
The results of the wRNA for the varying delay times are shown in figure C.1. For
all delay times we observe a similar variability of the network transitivity with low
values marking the end of the Medieval Climate Anomaly and high, but not areawise
significant values before the onset of the Little Ice Age. For some choices of τ we do
not observe any areawise significant patches, thus, the null hypothesis of the dynamics
resulting from an AR(1) process cannot be rejected. Generally, for smaller values
of the delay time, we find areawise significant patches of low values of the network
transitivity around or after the Tambora eruption (1815AD). For larger values of τ
areawise significant patches are more centred around the Samalas eruption (1257AD).
This behaviour might indicate that reactions of the climate system took place at
different time scales for the different eruptions as the different choices of the delay
time reproduce different time scales of the system better. But, before drawing any
final conclusions, this hypothesis has to be tested using more data sets.
Table C.3.: Parameters and coefficients of determination of the linear fits of the decorrelation
length as a function of the window width for the network transitivity of wRNA
and corresponding significance levels for the tree ring width data set from eastern
Canada and the AR(1) null model in the time and the window width domain.
domain m n R2 saw spw stot
time 0.2616 15.32 0.9947
W 0.2270 0.3893 0.9913 0.99 0.95 0.94
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Figure C.1.: Network transitivity (colour coded) as a function of time for the tree ring width
index time series from eastern Canada for varying delay times τ . Areawise
significant analysis results are marked by the hatched contours. The vertical
lines denote the Samalas and Tambora eruption, respectively. Reproduced with
permission from P2.
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To compare the results obtained for the different proxy data sets to possible real past
climate conditions at the corresponding locations, we here analyse data from the LMR
project version 2 (Hakim et al., 2016; Tardif et al., 2019). In this project, information
from palaeoclimate data and general circulation models is combined to reconstruct
globally gridded temperature and precipitation anomalies of the years 501− 2000AD.
We use ensemble averages of the coordinates closest to those of the sites of the
palaeoclimate proxy data studied in chapter 6. That is, we use the coordinates (54◦N,
70◦W), (2◦ S, 80◦W), (18◦N, 100◦W), and (14◦ S, 70◦W) for comparison with the
tree ring, lake sediment, speleothem, and ice core site, respectively.
The wRNA is performed analogously to the analysis in chapter 6. The em-
bedding dimension is always chosen to be m = 3 and the delay times are given
as τ = [50, 22, 64, 22] years for the temperature at the different sites and as τ =
[38, 49, 23, 22] years for the precipitation at the different sites. The window width
is varied in the interval W ∈ [100, 300] years with step size ∆W = 1 year and offset
dW = 1 year.
The results are displayed in figures C.2 and C.3. Generally, we observe very
few areawise significant patches of anomalously high or low values of the network
transitivity in the LMR data. Also, we find that the transitivity varies similarly for
temperature and precipitation but shows differences in variability for the different
locations. For the climate conditions at the tree ring site, we find an areawise patch
of low transitivity values coinciding with the onset of the Medieval Climate Anomaly
(MCA) in the temperature and a small patch of areawise significant values at the end
of the Little Ice Age in the precipitation data. The tree ring width data (compare
chapter 6) show an areawise patch of low transitivity values at the end of the MCA.
Due to the temporal limitation of the data set, no information about the onset of the
MCA is available. For the data at the lake sediment site, we find a small patch of
areawise significant low values of the network transitivity before the onset of the MCA
in the precipitation data, while for the corresponding proxy data (compare chapter 6),
we find several patches of areawise significant anomalies. For the speleothem and ice
core sites, we do not find any areawise significant values in the LMR data.
These results again highlight local differences in past climate variability on the one
hand and the necessity to further study the relation between analysis results obtained
from palaeoclimate proxy data and real climate conditions on the other hand.
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Figure C.2.: Network transitivity (colour coded) as a function of time for varying window
width W for the temperature of the LMR data at the four different locations in
combination with the areawise significance test (hatched contours). The vertical
lines again denote the episodes of outstanding climate variability introduced in
section 6.1.
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Figure C.3.: Same as in figure C.2 but for the precipitation data at the different locations.
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Appendix D.
Additional information: Proxy system
model perspective on wRNA
In section D.1, we present the details of the proxy system models that are used and
referenced in chapter 7 for studying the suitability of windowed recurrence network
analysis (wRNA) for detecting dynamical anomalies in time series from different
palaeoclimate proxy archives. In section D.2, we provide some additional information
and figures for the time series properties of the different input and model output time
series. Finally, in section D.3, we present the wRNA results of the speleothem model
in- and output when choosing the model parameters corresponding to the boundary
conditions of Dongge cave.
D.1. Details on the proxy system models
Proxy system models are forward models that simulate the formation of paleoclimate
proxies and can be split into an environment sub-model modelling the environmental
factor to which the proxy is sensitive, a sensor sub-model describing the reaction
of the proxy to the environmental factor, an archive sub-model adding the effect of
storing the reaction into the specific archive, and an observation sub-model simulating
dating and measurement uncertainties (Evans et al., 2013).
D.1.1. Modelling the tree archive
We model the tree ring width as a function of time using the intermediate complexity
model Vaganov-Shashkin-Lite (VS-Lite) (Tolwinski-Ward et al., 2011). This is a
reduced version of the full Vaganov-Shashkin model (Vaganov et al., 2006) and requires
monthly input data of temperature T and either precipitation P or soil moisture M .
It relies on the principle of limiting factors (Fritts, 1976), that is, the model assumes
tree growth to be dependent on the scarcest resource. It combines an environment
model for calculating soil moisture from precipitation, a sensor model that captures
the non-linear response of the trees to the climatic boundary conditions, and an
archive model in which the climate sensitivity over the year is integrated to obtain
yearly ring width anomalies. Thresholds for temperature and soil moisture below
which growth is not possible and above which growth is optimal (T1,M1, T2,M2), the
latitude of the site Φ, and integration start and end months I0 and If that set the
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period over which climate is responsible for the growth of the modelled tree comprise
the set of model parameters.
If precipitation is given, the Leaky Bucket model (Huang et al., 1996) is used as
environment model to calculate the soil moisture based on the water balance in soil
and additional model parameters as specified below are required. The components of
the water balance in the Leaky Bucket model are soil moisture M(t), precipitation
P (t), evaporation E(t), run-off R(t), and groundwater loss G(t). The model equation
reads
dM(t)
dt
= P (t)− E(t)−R(t)−G(t). (D.1)
The precipitation P (t) is given by the monthly input data. The evaporation E(t) is
given by the relation
E(t) = Ep
M(t)
Mmax
(D.2)
with Mmax a measure of the capacity of soils to hold water and Ep the temperature-
dependent potential evaporation rate
Ep =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 T < 0◦C
16L
(10T
I
)a
0◦C ≤ T ≤ 26.5◦C
−415.58 + 32.25T − 0.43T 2 T > 26.5◦C.
(D.3)
L is given as
L = d30
h
12 (D.4)
with d the number of days in a month and h the hours of daylight at the middle day
of the month which can be calculated as
h = 24 arccos(1−m
∗)
180 . (D.5)
In this case, m∗ is given by
m∗ = 1− tan(Φ)tan
(
23.439 cos
(
dm
π
182.625
))
(D.6)
and dm is the number of the day in the year of the middle of each month. I is given
as
I =
12∑
M=1
(
TM
5
)1.514
(D.7)
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where the sum is over the twelve months of the year. Finally, a is given as
a = 6.75 · 10−7I3 − 7.71 · 10−5I2 + 1.79 · 10−2I + 0.49. (D.8)
The run-off R(t) can be divided into the surface run-off S(t) and the base flow run-off
B(t)
R(t) = S(t) +B(t). (D.9)
The surface run-off is given by
S(t) = P (t)
(
M(t)
Mmax
)m
(D.10)
where m > 1. The base flow run-off is given by
B(t) = α
µ+ 1M(t)dr (D.11)
where α is the inverse of the response time of the base flow, µ determines the portion
of the subsurface flow that becomes the base flow and dr characterises the root depth
which is included to convert the model to a volumetric measure. The remaining
portion of the subsurface flow is lost as groundwater flow G(t)
G(t) = µα
µ+ 1M(t)dr. (D.12)
That is, in order to calculate the soil moisture from the precipitation, the parameters
Mmax, m, α, µ and dr have to be specified. Then, the soil moisture of a given month
is calculated as the moisture of the previous month plus the change according to
equation (D.1) divided by the root depth
M(t) =M(t− 1) + 1
dr
dM
dt
. (D.13)
Thus, a starting soil moisture M0 has to be specified. Also, a minimum soil moisture
Mmin is specified and values below this threshold are automatically set to the minimum
soil moisture.
The temperature T and the soil moisture M are then used in the sensor model of
VS-Lite to calculate a temperature-based and a moisture-based growth response as
gT (t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if T (t) < T1
T (t)− T1
T2 − T1 if T1 ≤ T (t) ≤ T2
1 if T2 > T (t)
(D.14)
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and
gM (t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if M(t) < M1
M(t)−M1
M2 −M1 if M1 ≤M(t) ≤M2
1 if M2 > M(t),
(D.15)
respectively. T1 and M1 specify the threshold temperature and moisture below which
no growth is possible and T2 and M2 are lower bounds on the optimal temperature
and moisture for growth. In between, the growth responses are assumed to vary
linearly with temperature and soil moisture. Then, a third insolation-based growth
response gE(t) is calculated as the mean of the normalised length of day ndl of all
days of a month. The normalised length of day of each day of the year is given as
ndl = arccos(y) sin(Φ) sin(sd) + cos(Φ) cos(sd) sin(arccos(y))max {arccos(y) sin(Φ) sin(sd) + cos(Φ) cos(sd) sin(arccos(y))} (D.16)
with y given as
y = − tan(Φ) tan(sd) (D.17)
and sd the daily solar declination
sd = arcsin
(
sin
(23.5π
180
)
sin
(
π
d− 80
180
))
. (D.18)
Here, d denotes the number of the day in the year.
The total growth response of the tree g(t) is then, according to the principle
of limiting factors (Fritts, 1976), given as the minimum of the temperature- and
moisture-based growth responses modulated by the insolation-based growth response
g(t) = gE(t)min {gT (t), gM (t)} . (D.19)
To get from those monthly data the annual growth response, g(t) is integrated in
the archive model of VS-Lite over those months that are specified as the start end
end integration months I0 and If . Finally, the annually resolved time series of tree
ring width anomalies is obtained by normalising the annual growth response to zero
mean and unit variance.
D.1.2. Modelling the lake archive
We use the PRoxY System Modelling (PRYSM) v2.0 framework (Dee et al., 2018) to
model signatures of branched glycerol dialkyl glycerol tetraethers (brGDGTs) from
lacustrine archives. As input, a time series of mean annual air temperature T is
required. The sensor model uses this input to create a time series of temperature-
dependent proxy signatures. The archive model then accounts for the bioturbation of
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the signatures within the lake. For this, the abundance of the signal carrier over time
(abu), the mixed layer thickness over time (mxl), and the number of signal carriers
on which the proxy signal is measured (numb) have to be specified.
Branched glycerol dialkyl glycerol tetraethers are produced by bacteria. Their
degree of cyclisation and methylation has been related to soil temperatures (Weijers
et al., 2007) and also to mean annual air temperatures (De Jonge et al., 2014; Russell
et al., 2018). The degree of methylation can be quantified by the Methylation of
Branched Tetraether (MBT) index. The sensor model uses the MBT′5ME index that
only uses 5-methyl isomers with the calibration of Russell et al. (2018), in which the
mean annual air temperature is related to the MBT′5ME index via the equation
MBT′5ME = (T + 1.21)/32.42. (D.20)
The archive model then accounts for bioturbation and mixing of the sediments using
the TURBO2 model (Trauth, 2013). Based on the assumption that mixing only takes
place in a layer of thickness mxl on top of the core, TURBO2 models instantaneous
mixing of individual sediment particles. For this, the model takes the proxy signature,
i. e., the output of the sensor model and the corresponding abundances as input. A
second, virtual species is created that has the same signatures as the original species
and abundances that vary complementary to the first species. This is required in
order to keep the total abundance of all species constant. In the next step, a virtual
sedimentary core is created in form of a matrix with mxl initial rows and abu+50
columns. In this matrix, the information on the proxy signatures is stored and an
additional matrix with species identifiers is created. Then, the sedimentary core is
build up by adding rows of proxy signatures and species identifiers according to the
model input. In every step of adding a row, two mixing processes take place: First,
a horizontal mixing is implemented by randomly shuffling the columns of species
identifiers in a row. Second, a vertical mixing is implemented by randomly permuting
the upper mxl rows of both the isotopic signatures and species identifiers. After
having obtained the full sedimentary core, the number of each species is counted in
every row to obtain the corresponding bioturbated abundances. The bioturbated
proxy signatures are obtained by averaging the first numb signatures of each species
in each row. The bioturbated proxy signatures of the first species are then used as
final proxy for the mean annual air temperature.
D.1.3. Modelling the speleothem archive
To model stable isotope variability in speleothems, we use the intermediate-complexity
model that is included in the PRYSM framework (Dee et al., 2015) and based on the
model presented in Partin et al. (2013). It requires the mean annual temperature
T and the mean of the precipitation-weighted oxygen isotope composition of the
precipitation δ18OP as input. The model consists of a sensor model that covers
processes in the karst, while processes in the soil such as evapotranspiration are
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neglected. As model parameter, the ground water residence time τgw has to be
specified.
The sensor model filters the δ18OP signal by applying an aquifer recharge model to
simulate the storage and thus the mixing of water of different ages in the karst (Gelhar
and Wilson, 1974). This process is parametrised by the mean transit time τgw = Φ/a
with Φ the porosity of the aquifer and a an outflow constant. It is sufficient to directly
specify the mean transit time τgw. The isotopic composition of the cave water δ18Od
is then given as the convolution (denoted by ∗) of δ18Ow with the impulse response
of the aquifer recharge model g(t) for times t > 0
δ18Od = g(t) ∗ δ18OP . (D.21)
The impulse response is defined to be
g(t) = 1
τgw
exp(−tτgw). (D.22)
Finally, to obtain the isotopic composition of the flowstone calcite δ18Oc, the model
implements a temperature-dependent fractionation (Wackerbarth et al., 2010)
δ18Oc =
δ18Od + 1000
1.03086 exp
(2780
T 2a
− 2.891000
)
− 1000 (D.23)
with the temperature Ta being the decadal average of T that is calculated by applying
a Butterworth filter (Zumbahlen, 2008).
D.1.4. Modelling the ice core archive
We model the isotopic composition of the ice in ice cores by using the ice core
model presented within the PRYSM framework (Dee et al., 2015). As input, the
precipitation-weighted mean annual oxygen isotope composition of the precipitation
δ18OP is required as a function of time t, which is internally converted to a function
of age. The model is composed of a sensor model that takes into account an altitude
effect and an archive model that corrects for compaction and diffusion within the
ice core as detailed below. Model parameters are the mean air temperature Tm over
the modelling time span at the site, the altitude of the glacier z, the mean surface
pressure p, the mean accumulation rate at the site Am, and the total depth of the
core hmax, which is given by the time span of the observations times the average
accumulation rate.
The sensor model corrects the isotopic composition of the precipitation for the
altitude of the sampling location using the relation
δ18Oice = δ18OP +
z
100a, (D.24)
with a being the altitude effect (Dee et al., 2015).
144
D.1. Details on the proxy system models
The archive model then accounts for compaction and diffusion within the ice core. In
a first step, the densification of the firn with time is modelled. That is, the density ρ is
calculated as a function of the depth of the core h, the mean temperature Tm, the mean
accumulation rate Am, and the surface density of the snow ρ0 of the site under study.
For this, an adapted version of the firn densification model by Herron and Langway
is used (Herron and Langway, 1980). There are three stages of densification which
have to be treated differently. The first stage takes place for densities ρ0 ≤ ρ ≤ ρc
with ρc a critical density. In this stage, the densification rate is usually the highest of
the three stages and the dominant mechanism is considered to be grain setting and
packing. The second stage takes place for densities ρc ≤ ρ ≤ ρa with ρa being the
density at which air passages become closed off and form individual bubbles. In this
stage, the densities increase more slowly and the underlying mechanisms are poorly
understood. In the third stage (ρa ≤ ρ ≤ ρi with ρi the density of solid ice), further
densification takes place by a compression of the air bubbles. The densification
model only accounts for the first two stages of densification, i. e., we assume that
densification is negligible from the density ρa onwards.
For practical purposes, we have to specify the depth of the core and the step size
dh at which the densities and ages are evaluated. Additionally, the density of ice
(ρi = 920 kg/m3), the critical density (ρc = 550 kg/m3), and the density of water
(ρw = 1000 kg/m3) have to be specified, the latter for scaling reasons. Then, the
critical depth hc at which the density of the firn equals ρc can be calculated using
the relation
hc =
1
ρik0
[
ln
(
ρc
ρi − ρc
)
− ln
(
ρ0
ρi − ρ0
)]
, (D.25)
with k0 a temperature-dependent constant given as
k0 =
0.85 · 11
ρw
exp
(
−10160
RTm
)
(D.26)
where R is the gas constant. The densities corresponding to the different depths h
can then be calculated as
ρ(h) = ρiZ0(h)1 + Z0(h)
(D.27)
with
Z0(h) = exp
(
ρik0h+ ln
(
ρ0
ρi − ρ0
))
(D.28)
for depths smaller than the critical depth. Accordingly, the densities for depths larger
than the critical depth can be calculated as
ρ(h) = ρiZ1(h)1 + Z1(h)
, (D.29)
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with
Z1(h) = exp
(
ρik1(h− hc) + ln
(
ρc
ρi − ρc
))
(D.30)
and
k1 =
1.15 · 575
A0.5m ρ
0.5
w
exp
(
−21400
RTm
)
. (D.31)
From the density, the corresponding ages can be obtained as
tj =
j∑
k=1
dh
Am
ρk
ρi
. (D.32)
Now that the depth h and the corresponding values of the density ρ and age t of the
firn have been calculated in the sensor model, the archive model addresses diffusion
within the core. In the PRYSM implementation, the archive model is based on the
models presented by Cuffey and Steig (1998), Johnsen et al. (2000), and Gkinis et al.
(2014). First, the diffusion length σ has to be calculated as a function of the density
σ2(ρ) = 1
ρ2
∫ ρ
ρ0
2ρ2
(
dρ
dt
)−1
D(ρ)dρ (D.33)
with D(ρ) being the diffusivity. The densification rate dρ/dt can be expressed as the
density profile times the layer thickness
dρ
dt
= dρ
dt
dt
dz
dz
dt
= dρ
dz
λ (D.34)
with λ = dz/dt being the annual layer thickness. That is, we have
σ2(ρ) = 1
ρ2
∫ ρ
ρ0
2ρ2
(
dρ
dz
λ
)−1
D(ρ)dρ. (D.35)
In order to evaluate this, the diffusivity has to be expressed as a function of the
density (Johnsen et al., 2000)
D(ρ) = mesDai
RTmαiτ
(1
ρ
− 1
ρi
)
(D.36)
where m is the molar weight of ice, es is the saturation vapour pressure over ice
es = exp
(
9.5504− 5723.265
Tm
+ 3.530 ln(Tm)− 0.0073Tm
)
, (D.37)
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and Dai = Da/1.0285 is the diffusivity of the water isotopologue H182 O. Da is the
diffusivity of water vapour in the air (Hall and Pruppacher, 1976)
Da = 2.1 · 10−5
(
Tm
T0
)1.94 (p0
p
)
(D.38)
with T0 = 273.15K and p0 = 1Atm. αi is the ice-vapour fractionation for the water
isotopologue H182 O and τ is a property of porous materials characterising the length
of actual flow paths within the material, i. e., the tortuosity, that can be determined
by the relation (Johnsen et al., 2000)
1
τ
= 1−Am
(
ρ
ρi
)2
(D.39)
for ρ ≤ ρi/
√
Am.
With this, we can calculate the final δ18Od of the ice taking into account the
diffusion by convolving the signal with a Gaussian kernel with standard deviation
equalling the diffusion length
δ18Od =
1
σ
√
2π
exp
(
−h2
2σ2
)
∗ δ18Oice (D.40)
where the convolution is again denoted by the asterisk (∗). It is important to notice
that the δ18Oice from equation (D.24) is given as a function of age from the climate
input data, while here, it has to be given as a function of the depth h. To achieve
this, the δ18Oice data are interpolated to the ages obtained from the densification
model which correspond to the depths h. Then the calculations are performed for the
interpolated data as a function of depth such that the resulting δ18Od data are also
given as a function of depth. The final results are interpolated back to the original,
uniformly sampled input ages and then transformed to be functions of time.
D.2. Time series properties
D.2.1. Time series plots
Figures D.1 to D.3 show the different input and corresponding model output time series
for the two stochastic processes (Gaussian white noise (GWN) and the autoregressive
process of order 1 (AR(1) process), figure D.1), the two non-stationary time series of
the Rössler and the Lorenz system (figure D.2), and the last millennium reanalysis
data (figure D.3).
D.2.2. Evaluating the skewness of the distributions
To test whether the skewness values of the model output time series differ significantly
from those of the model input, we created Nsk = 10, 000 surrogate data sets for each
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Figure D.1.: Annually resolved input time series for temperature, precipitation and isotopiccomposition and corresponding model system output time series (top to bottom)for the two stochastic processes (left: GWN, right: AR(1)). Adapted from P3.148
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Figure D.2.: Same as in figure D.1 but for the input of the two non-stationary systems (left:Rössler, right: Lorenz). Adapted from P3.
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Figure D.3.: Same as in figure D.1 but for the input of the last millennium reanalysis
data (Hakim et al., 2016; Tardif et al., 2019). Adapted from P3.
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input scenario. For GWN and the AR(1) process this was done according to the
descriptions in section 7.3, while for the other cases, we added different realisations of
white noise to the corresponding time series. Then, for each surrogate realisation, we
calculated the skewness of the distribution and took the 0.5th and 99.5th percentile
as confidence bounds. The resulting 99% confidence intervals are [−0.20, 0.20] for
GWN, [−0.29, 0.29] for the AR(1) process, [0.20, 0.23] for the non-stationary Rössler
system, [−0.03, 0.00] for the non-stationary Lorenz system, [0.32, 0.34] for the last
millennium reanalysis temperature, and [0.00, 0.02] for the last millennium reanalysis
precipitation. As precipitation was created such that it is proportional to the negative
temperature, the corresponding confidence interval is [−0.23,−0.20] for the Rössler
system and [0.00, 0.03] for the Lorenz system.
D.3. Speleothem model for Dongge cave
To better understand the discrepancy between the results for Juxtlahuaca cave from
chapter 6 where no robust results could be obtained from the data and the many
successful characterisations of past climate variability in Asia using recurrence based
approaches (e. g. Donges et al., 2015a; Eroglu et al., 2016), we additionally apply the
speleothem model with parameters set corresponding to those of Dongge cave which
constitutes one of the most studied speleothem data sets (Wang et al., 2005).
Dongge cave is located in southern China (25.3◦N, 108.1◦ E) at an elevation of
680m. Records of stalagmite DA could be related to the history of the Asian monsoon
of the last 9000 years. The proxy values have an average of −8.00% where smaller
values mean a stronger monsoon and vice versa. The average temperature in the
cave is given as 15.6◦C. The mean of the precipitation-weighted isotopic composition
of the input is again chosen such that the average of the model output data equals
the average of the Dongge cave proxy data. The mean aquifer transit time τgw
highly depends on the local boundary conditions but is usually in the order of a few
years (Dee et al., 2015). We here choose to use a mean aquifer transit time of five
years. An overview of the climatic boundary conditions and model parameters is
given in table D.1.
Table D.1.: Climatic boundary conditions and model parameters for the speleothem δ18O
model as derived from the Dongge cave data (Wang et al., 2005).
variable description value
Tm mean temperature at site 15.6◦C
δ18OP mean isotopic composition of precipitation −8.05%
τgw mean aquifer transit time 5 years
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Table D.2.: Confidence levels of the areawise significance test for the different input and
speleothem model output time series for the Dongge cave setting.
GWN AR(1) ROS LOR
0.978 0.727 0.958 0.992
Table D.3.: Fractions of missed and falsely identified significant points in the speleothem
model for the Dongge cave setting with respect to the isotope input.
GWN AR(1) ROS LOR
missed 0.010 0.000 0.011 0.106
falsely identified 0.001 0.105 0.001 0.289
We perform the same analysis as for the speleothem model with the Juxtlahuaca
cave setting, that is, we run the different input time series through the model, analyse
the resulting model output time series with the developed analysis framework, and
compare the results to the results of the isotope input time series. Table D.2 gives
the confidence levels of the areawise significance test for wRNA. Except for the AR(1)
process, we observe very high confidence levels.
Figure D.4 shows the results of the wRNA for the isotope input time series and the
corresponding speleothem model output time series. In the output, we observe both
missed areawise significant points and falsely detected areawise significant points.
The areawise significant patches observed for the AR(1) process possibly relate to
the low significance level of the test. For the Lorenz input, we observe a very large
patch of areawise significant points that is not present within the input. Still, the
variability of the network transitivity shows the expected behaviour of higher values
before bL = 166.5 and of lower values afterwards.
In analogy to the results from chapter 7, table D.3 displays the fractions of missed
and falsely identified significant points confirming, that both types of errors occur for
this choice of model parameters and that falsely identified significant points are more
pronounced than in the other models. In particular, the fraction of missed significant
points is equivalent for the Juxtlahuaca cave and the Dongge cave setting, while for
the Dongge cave setting, we identify a smaller fraction of falsely identified significant
points. Thus, especially the number of falsely identified significant point seems to
respond to local boundary conditions such as the mean aquifer transit time. More
systematic studies on the role that this parameter plays for tracking past climate
variability in speleothem data with wRNA might reveal which data sets from which
caves are particularly suited for studying past climate variability.
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D.3. Speleothem model for Dongge cave
GWN
AR(1)
ROS
LOR
Figure D.4.: Network transitivity (colour-coded) of isotope input and speleothem model
output for the Dongge cave setting with areawise significance test (hatched
contours) for GWN, the AR(1) process, and the non-stationary Rössler and
Lorenz system (top to bottom). The vertical lines denote the transitions
described in chapter 7. Adapted from P3.
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Code and data availability
Exemplary code for performing windowed recurrence network analysis, windowed
scale-specific recurrence network analysis, and the areawise significance test is available
at https://gitlab.pik-potsdam.de/lekscha/awsig. The code for the data analysis and
modelling presented in this thesis is also available from the author upon request.
Please do not hesitate to contact me.
All data used for the analysis is available online and was downloaded from
https://atmos.washington.edu/∼hakim/lmr/LMRv2/index.html (last millennium re-
analysis data), https://www.blogs.uni-mainz.de/fb09climatology/e-canada/ (tree ring
width data from eastern Canada), https://www1.ncdc.noaa.gov/pub/data/paleo/pal
eolimnology/ecuador/pallcacocha_red_intensity.txt (lake sediment data from Laguna
Pallcacocha), https://www1.ncdc.noaa.gov/pub/data/paleo/speleothem/northameric
a/mexico/juxtlahuaca2012.txt (speleothem data from Juxtlahuaca cave), https://www
1.ncdc.noaa.gov/pub/data/paleo/speleothem/china/dongge2005.txt (speleothem data
from Dongge cave), and https://www1.ncdc.noaa.gov/pub/data/paleo/icecore/trop/q
uelccaya/quelccaya2013.txt (ice core data from Quelccaya ice cap).
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