Cauchy nets and convergent nets on semilinear topological spaces  by Apreutesei, G.
Topology and its Applications 159 (2012) 2922–2931Contents lists available at SciVerse ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
Cauchy nets and convergent nets on semilinear topological spaces
G. Apreutesei
Faculty of Mathematics, University “Al.I. Cuza”, Iasi, Romania
a r t i c l e i n f o a b s t r a c t
MSC:
54A20
Keywords:
Semilinear topological space
Translation of a topology
Cauchy net in difference
Translated Cauchy net
Semi-Cauchy net
One deﬁnes three Cauchy-type conditions for nets and some adequate convergence
properties on semilinear topological spaces. We characterize Cauchy nets using small sets,
we establish some relationships with the above convergences by Cantor-type theorems,
and compare them.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Semilinear spaces are extensions of linear spaces (known also as vector spaces), where the axioms referring to the exis-
tence of the inverted element and to the distributivity with respect to the scalar’s multiplication are omitted. An important
example of semilinear space is given by the family of non-void parts (or closed, bounded, compact, totally bounded or con-
vex parts) of a linear normed space with usual operations with subsets (sum and the multiplication with real scalars). If we
endow a semilinear space with a topology for which the two operations are continuous, we obtain a semilinear topological
space (s.t.s.).
Some examples of s.t.s. are given by the family of closed bounded parts of a linear normed space with one of following
topologies: (upper, lower) Hausdorff topology, lower Vietoris topology or proximal topology. They have many applications in
medicine, economics and other.
These notions are introduced by the author in [2] (2002) using the name “almost linear space” which differs of the
same-called notion of Godini [6] (1985). In the following, we shall name them semilinear spaces, thus being coherent with
the deﬁnition of [7, p. 26] (2005). We should be aware that the results of [2] and [3] refer completely to the semilinear
spaces.
Now we emphasize some important differences between s.t.s. and linear topological spaces.
The ﬁrst difference refers to the systems of neighbourhoods of a point x (see [2]): if V(0) is a fundamental system
of neighbourhoods of the origin in a s.t.s. (L, σ ), then the family U(x) = {U ⊆ L; ∃V ∈ V(0) such that x + V ⊆ U } isn’t a
fundamental system of neighbourhoods for x in the topology σ , but it is a fundamental system of neighbourhoods for x in
other topology σ t , that we call “the translation of the topology σ ”.
In this paper we ﬁnd some new differences between s.t.s. and linear topological spaces: Cauchy conditions.
An important tool in Mathematical Analysis is the used Cauchy nets (or Cauchy sequences). They can be employed in
ﬁxed point theorems and many other results. Its deﬁnition in linear topological spaces can be equivalently formulated
by one of the two conditions: for every V ∈ V(0) there exists iV ∈ I such that for all i, j  iV we have xi − x j ∈ V , or
xi ∈ x j + V . In s.t.s. the two above conditions lead us to two different notions. They can be connected with two speciﬁc
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net. This remark is revealed in Example 4.2.
If we want to characterize the above Cauchy conditions using small sets, we observe that the classical formulation “for
every V ∈ V(0) there exists a ﬁnite set FV ⊂ L such that FV − FV ⊂ V ” correlates to “xi − x j ∈ V ”. But unlike the linear
topological spaces case, the assertion “for every V ∈ V(0) there exists a ﬁnite set FV ⊂ L and x ∈ FV such that FV ⊂ x+ V ”
ﬁts with “xi ∈ xiV + V , for all i  iV ”, not to “xi ∈ x j + V all i, j  iV ”. So we obtain a new Cauchy-type condition. We
formulate necessary and suﬃcient conditions for the three Cauchy conditions with small sets in Section 3. Some connections
between these Cauchy conditions and different type of convergences are studied in Section 4. For a better understanding of
the topological notions the reader can see [9].
2. Terminology and notations
Deﬁnition 2.1. Let L be a non-void set. We say that L is a semilinear space if it is endowed with two operations, sum and
multiplication with scalars from a ﬁeld Γ :
“+ ” : L × L → L
and
“ · ” : Γ × L → L
which verify the following axioms:
(S1) (x+ y) + z = x+ (y + z), ∀x, y, z ∈ L;
(S2) there exists an element 0 ∈ L such that x+ 0= 0+ x = x, ∀x ∈ L;
(S3) x+ y = y + x, ∀x, y ∈ L;
(S4) λ(μx) = (λμ)x, ∀λ, μ ∈ Γ , ∀x ∈ L;
(S5) 1 · x = x, ∀x ∈ L;
(S6) λ(x+ y) = λx+ λy, ∀λ ∈ Γ , ∀x, y ∈ L;
(S7) 0 · x = 0, ∀x ∈ L.
One easily obtains some simple properties on L:
1. λ · 0= 0, for any λ ∈ Γ .
2. λx1 = λx2, with λ ∈ Γ \{0} implies x1 = x2.
3. For every λ ∈ Γ \{0} and x ∈ L\{0} we obtain λx = 0.
4. The zero element (with respect to the sum, given by the axiom (S2)) is unique: if θ is an element of L such that
x+ θ = x for all x ∈ L then 0+ θ = 0. But 0 veriﬁes (from (S2)) the equality θ + 0= θ , so θ = 0.
5. If x is an invertible element of L, i.e. there exists x′ ∈ L such that x + x′ = 0, then the inverse element x′ is unique: if
we suppose that there exists another element x′′ ∈ L with x + x′′ = 0, summing up x′ in the both hands sides, we get
x+ x′′ + x′ = x′ or, equivalently, (x+ x′) + x′′ = x′; so x′′ = x′ .
Deﬁnition 2.2. Let (L,+, ·) be a semilinear space. A subset L1 ⊂ L is called semilinear subspace of L if L1 is itself a semilinear
space with respect to the same sum and the same multiplication with scalars as in L.
Remark 2.1. ([7, p. 27]) If (L,+, ·) is a semilinear space, then L1 ⊂ L is a semilinear subspace if and only if t ∈ Γ and
x, x1, x2 ∈ L1 imply tx ∈ L1 and x1 + x2 ∈ L1.
We deﬁne the following subsets of L: sets of invertible elements
Lin =
{
x ∈ L; ∃x′ ∈ L such that x+ x′ = 0}
and the subset of zero difference
Ldif = {x ∈ L; x− x = 0},
where −x is a shortcut for −x = (−1)x.
Obviously, Lin and Ldif are non-empty. These two sets, Lin and Ldif , are semilinear subspaces of L. Moreover, Ldif ⊂ Lin .
In the sequel we consider the scalar ﬁeld Γ =R and we endow it with its usual topology.
Deﬁnition 2.3. Consider a topology σ on (L,+, ·) such that the operations “+ ” : (L, σ )× (L, σ ) → (L, σ ) and “ · ” : (R, | · |)×
(L, σ ) → (L, σ ) are both continuous. Then σ is called to be a semilinear topology and (L,+, ·, σ ) is a semilinear topological
space (s.t.s.).
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Example 2.1. Let (X,‖ · ‖) be a normed vector space under the scalar ﬁeld R and d be the metric induced by norm; denote
by Pb(X) the family of non-void parts of X which are d-bounded. By S(x0, ε) we denote the open ball of centre x0 ∈ X and
radius ε > 0. We also consider the ε-enlargement of the set A ⊂ X :
Sε(A) =
{
y ∈ X; there exists a ∈ A such that d(a, y) < ε}.
On Pb(X) one deﬁnes the semi-metric Hd :Pb(X) ×Pb(X) →R,
Hd(A, B) =max
{
e(A, B), e(B, A)
}
,
where
e(A, B) = sup{d(a, B); a ∈ A},
is the Hausdorff excess of A with respect to B , and d(a, B) = inf{d(a,b); b ∈ B}. The Hausdorff topology τH is the topology
induced by semi-metric H .
Hausdorff topology is also deﬁned on Pb(X) by
τH = τ−H ∨ τ+H ,
where a basic neighbourhood of a set A0 ∈P(X) in each topology is given by:
in τ−H (lower Hausdorff topology)
U−(A0, ε) =
{
A ∈ P(X); A0 ⊆ Sε(A)
}
, with ε > 0,
and in τ+H (upper Hausdorff topology)
U+(A0, ε) =
{
A ∈ P(X); A ⊆ Sε(A0)
}
, with ε > 0.
On P(X) we can consider the sum of two sets A + B = {a + b; a ∈ A, b ∈ B} and the multiplication with real scalars
λA = {λa; a ∈ A}.
(Pb(X),+, ·), with the topology induced by the semi-metric Hd , is a s.t.s. The spaces (Pb(X), τ−H ) and (Pb(X), τ+H ) are
also s.t.s.
Example 2.2. If X is a linear topological space under the scalar ﬁeld R and P(X) is the family of non-void parts of X , then
the lower Vietoris topology τ−V on P(X) is given by the following subbase:
V− = {A ∈ P(X); A ∩ V =∅},
where V is an open subset of X .
The space (P(X),+, ·, τ−V ) is a s.t.s., where “+” and “·” are the operations deﬁned in Example 2.1.
Other examples of s.t.s. can be found in [1] and [2]. They are hyperspacial topological spaces. The main properties of
them are studied in [4,5,8,12].
Many properties of linear topological spaces hold in the semilinear topological case. For example, if V(0) is a fundamental
system of neighbourhoods of the origin in a s.t.s. (L, σ ) then V(0) satisﬁes the conditions (see [2]):
(V0) 0 ∈ V for any V ∈ V(0);
(V1) ∀V1, V2 ∈ V(0), ∃V3 ∈ V(0) such that V3 ⊂ V1 ∩ V2;
(V2) ∀V ∈ V(0), ∃V1 ∈ V(0) such that V1 + V1 ⊂ V ;
(V3) ∀V ∈ V(0), V is absorbent set, that is, for every x ∈ L there exists λ > 0 such that λx ∈ V ;
(V4) ∀V ∈ V(0), ∃V1 ∈ V(0) such that E(V1) ⊂ V , where E(V1) is the balanced involving of the set V1 ⊂ L.
If A ⊂ L the balanced involving of A can be couched by the formula (valid in linear topological spaces, too) E(A) =⋃
|λ|1 λA.
In every s.t.s. we can choose a fundamental system of neighbourhoods of the origin formed only by balanced and open
sets.
Also, if V(0) is a family of subsets of a semilinear space L, which satisﬁes the conditions (V0)–(V4), then it is a system
of basic open neighbourhoods of 0 in some topology on L.
G. Apreutesei / Topology and its Applications 159 (2012) 2922–2931 2925As we comment in the Introduction, an important difference between s.t.s. and the linear topological spaces is the
following: the family
Ut(x) =
{
U ⊂ L; ∃V ∈ V(0) such that x+ V ⊂ U}
generates a topology on L, which is different from σ . Let us denote it by σt and let call it the translation of the topology σ
or the translated topology. This new topology, σt , is not generally a semilinear topology [2, Example 3.2]. But the family V(0)
is a fundamental system of neighbourhoods of origin for the topology σt , too. The translated topology σt is coarser that σ
(since the translations are σ -continuous in the origin, for every x ∈ L and every U ∈ Vσ (x) there exists V ∈ Vσ (0) = V(0)
such that x+ y ∈ U for all y ∈ V , so x+ V ⊂ U ); in fact, σt is the coarsest topology τ on L such that the translations are all
τ -continuous in the origin (or, equivalent, the translations are τ -continuous). But the topology σt may be different from σ
(see [2, Example 3.1]).
In order to characterize the T1-separation of translated topology we particularize the form of the neighbourhoods and
we obtain the following property:
Proposition 2.1. Let (L, σ ) be a semilinear topological space under the scalar ﬁeld R and V(0) a fundamental system of neighbour-
hoods of the origin. The translated topology σt is T1-separated if and only if
⋂
V∈V(0)(a + V ) = {a} for every a ∈ L.
Particularly, taking a = 0 in Proposition 2.1 we get a result which is known from [3].
Proposition 2.2. Consider (L, σ ) a semilinear topological space under the scalar ﬁeldR and V(0) a fundamental system of neighbour-
hoods of the origin. If the translated topology σt is T1-separated then
⋂
V∈V(0) V = {0}.
Deﬁnition 2.4. A s.t.s. (L, σ ) is said to be 0-regular if the origin has a fundamental system of neighbourhoods formed only
by σ -closed sets.
Obviously, if (L, σ ) is a regular space, it is also 0-regular.
In this paper we consider both the initial topology σ and its translation σt on L.
3. Different type of Cauchy conditions
Let (L,+, ·, σ ) be a semilinear topological space under the scalar ﬁeld R and (xi)i∈I be a net from L (i.e. I is a non-
void directed set). We intend to deﬁne on L a notion which is similar to Cauchy net (from the linear topological case). In
the classical case this notion has two equivalent formulations (see, e.g., [10]). But, on semilinear topological spaces, these
assertions lead to two different notions because the sum does not satisfy the axiom of the invertible element. So we deﬁne
Cauchy nets in difference and translated Cauchy nets.
Deﬁnition 3.1. By the family of the sections of the net (xi)i∈I we mean the collection S = {Si; i ∈ I}, where Si = {x j; j  i}.
We recall that on the linear topological spaces, a net is a Cauchy net iff the family of their sections contains small sets.
Like above, the families which contain small sets can be deﬁned in two equivalent ways. One of them matches the Cauchy
nets in difference, but the other one leads us to a new type of Cauchy nets: we call them “semi-Cauchy nets”. So we have
three different notions if we work in the semilinear case.
Also one can deﬁne two signiﬁcant types of convergences, corresponding to Cauchy nets in difference and translated
Cauchy nets.
Remark 3.1. If the net (xi)i∈I is convergent in difference does not result, generally, that it is a Cauchy net in difference, too.
Also the convergence in the translated topology does not imply the translated Cauchy condition.
This situation is unexpected, but a similar behaviour we can meet, for example, in [11], where the convergence and
Cauchy condition are deﬁned using an almost metric.
We establish relationships between these convergences and the three Cauchy-type conditions. We will show some char-
acteristic theorems in Cantor way (by using the families of closed sets with ﬁnite intersection property and non-void
intersection).
Deﬁnition 3.2. A collection F of subsets of a topological space L has the ﬁnite intersection property if any ﬁnite collection
F1, F2, . . . , Fn ∈F has non-empty intersection: ⋂nk=1 Fk =∅.
Let present these notions below. We omit some proofs when they are simple or they are similar to the classical case.
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Deﬁnition 3.3. (xi)i∈I is called a Cauchy net in difference if:
for every V ∈ V(0) there exists iV ∈ I such that xi − x j ∈ V for all i, j  iV .
Deﬁnition 3.4. Consider F a family of non-void parts of L. The family F contains small sets in difference if:
for every V ∈ V(0) there exists FV ∈F such that FV − FV ⊂ V .
In the sequel we intend to establish a relationship between the above Cauchy type nets and the property of small sets
of the families of their sections.
Proposition 3.1. Let (xi)i∈I be a net from L and S = {Si; i ∈ I} the family of its sections. Then (xi)i∈I is a Cauchy net in difference if
and only if S contains small sets in difference.
Deﬁnition 3.5. (xi)i∈I is called a convergent in difference net to x if:
for every V ∈ V(0) there exists iV ∈ I having the property xi − x ∈ V for all i  iV .
Remark 3.2. (1) The convergence in difference doesn’t imply the Cauchy condition in difference. But, obviously, the following
assertion is accomplished: if (xi)i∈I is a net from a semilinear topological space L which is convergent in difference to
x ∈ Ldif , then (xi)i∈I is a Cauchy net in difference.
(2) Let (xi)i∈I ⊂ L be a net and S = {Si; i ∈ I} the family of their sections (where Si = {x j; j  i}). Consider the family
of the σ -closure of their sets S1 = {Sσ ; S ∈ S}. Then S and S1 have the ﬁnite intersection property: let S1, S2, . . . , Sn ∈ S .
Then there exists S ∈ S such that S ⊂ Sk , k = 1,n (because the family S is a directed set). So ⋂nk=1 Sk =∅. Moreover S ⊂ Sk ,
for every k = 1,n, which implies that ⋂nk=1 Skσ =∅.
Theorem 3.1. Let (L, σ ) be a semilinear topological space which is 0-regular. We assume that the translated topology σt is T1 sepa-
rated. The Cauchy nets in difference from L are convergent in difference if and only if any familyF of σ -closed sets of L which contains
small sets in difference and which has the ﬁnite intersection property, has non-void intersection.
Proof. Since (L, σ ) is 0-regular, we can work with a fundamental system of σ -closed neighbourhoods of the origin. Let it
denote by V(0).
Consider the family F1 of all ﬁnite intersection of sets of F . The new family F1 has, obviously, the ﬁnite intersection
property.
F1 contains small sets in difference, too.
The family F1 is ordered by the inclusion: F1  F2 iff F1 ⊂ F2.
For any F ∈F1 there exists xF ∈ F because F1 has the ﬁnite intersection property. We have obtained the net (xF )F∈F1 .
This net is a Cauchy net in difference: let V ∈ V(0) be an arbitrary neighbourhood; since F1 contains small sets in
difference it follows that there exists FV ∈ F1 such that FV − FV ⊂ V . Then for every F , E  FV we have xF − xE ∈ FV −
FV ⊂ V .
From hypotheses (xF )F∈F1 is a convergent net in difference, say to x. We will show that x ∈
⋂
F∈F1 F .
In order for this, consider an arbitrary F ∈F1. The set
S F = {xE ; E  F , E ∈F1}
is its section. Because E ⊂ F and xE ∈ E it results that xE ∈ F , so S F ⊂ F .
The net (xF )F∈F1 is convergent to x, so for every V ∈ V(0) there exists F ′V ∈ F1 such that S F − x ⊂ V , for all F  F ′V .
We can consider that FV = F ′V . Taking the closure (in the sense of topology σ ) of sets in the last inclusion we obtain
S FV − xσ ⊂ V . So
S F
σ − x ⊂ S FV − xσ ⊂ V , ∀F  FV .
We deduce⋂
F∈F1
S F
σ − x ⊂
⋂
V∈V(0)
V .
But (L, σt) is T1-separated, so
⋂
F∈F1 S F
σ − x = {0}. This means that ⋂F∈F1 S F σ = (−x)′ , where (−x)′ is the inverse
(unique, see p. 3) of the element −x. So (−x)′ ∈⋂F∈F1 Fσ =⋂F∈F1 F . It implies that ⋂F∈F1 F =∅, and, by consequently,⋂
F∈F F =∅.
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and the family of its σ -closure S1 = {Sσ ; S ∈ S}. S1 satisﬁes the hypotheses of the theorem:
1. S1 has the ﬁnite intersection property (Remark 3.2).
2. S1 has small sets in difference: (xi)i∈I is Cauchy net in difference and use Proposition 3.1. Then SiV σ − SiV σ ⊂
SiV − SiV σ ⊂ V σ = V .
From hypotheses, the family S1 has non-void intersection; let x ∈⋂S∈S Sσ =⋂i∈I Siσ .
It follows that SiV
σ − x ⊂ SiV σ − SiV gs ⊂ V . So for every i  iV we have xi − x ∈ V . 
3.2. Translated Cauchy nets and semi-Cauchy nets
Deﬁnition 3.6. (xi)i∈I is called a translated Cauchy net if:
for every V ∈ V(0) there exists iV ∈ I such that xi ∈ x j + V for all i, j  iV .
Now we ﬁnd a characteristic property for the family of the sections of the translated Cauchy nets.
Deﬁnition 3.7. Let I be a directed set and F = (Fi)i∈I a decreasing family: for every i1  i2 it follows that Fi1 ⊂ Fi2 .
The family F = (Fi)i∈I contains small translated sets if:
for every V ∈ V(0) there exists iV ∈ I such that FiV ⊂ Fi + V , for all i  iV .
Proposition 3.2. Consider a semilinear topological space. The family of the sections of a net contains small translated sets if and only
if it is a translated Cauchy net.
Deﬁnition 3.8. (xi)i∈I is called a convergent net in translated topology to x if:
for every V ∈ V(0) there exists iV ∈ I having the property xi ∈ x+ V for all i  iV .
In the case of translated Cauchy nets a similar result to Theorem 3.1 is the following (well known for any convergent
net):
Proposition 3.3. Let (L, σ ) be a semilinear topological space and let σt be its translated topology. If a net (xi)i∈I from L is convergent
in the translated topology then the family of the σt -closure of their sections has non-void intersection.
Now consider F a family of non-void parts of L.
Deﬁnition 3.9. The family F contains semi-small sets if:
for every V ∈ V(0) there exist FV ∈F and x ∈ FV such that FV ⊂ x+ V .
We expect that the translated Cauchy nets be characterized by the families of the sections which contain semi-small
sets. This property does not occur. But the families of the sections which contain semi-small sets are related with another
notion:
Deﬁnition 3.10. A net (xi)i∈I is called a semi-Cauchy net if:
for every V ∈ V(0) there exists iV ∈ I such that xi ∈ xiV + V , for all i  iV .
Proposition 3.4. The family of sections of a net contains semi-small sets if and only if the net is semi-Cauchy.
4. Links between different types of Cauchy nets and convergent nets
The three deﬁnitions above of Cauchy nets are not equivalent on L.
The relationship between the translated Cauchy nets and semi-Cauchy nets is obvious:
Remark 4.1. Every translated Cauchy net is a semi-Cauchy net.
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For example, if (xi)i∈I is a convergent net in difference to x ∈ Ldif , then (xi)i∈I is a translated Cauchy net.
The following notion (which is trivial on the linear topological spaces) appears in a natural way. It tries to compensate
the missing property x− x = 0 for x ∈ L.
Deﬁnition 4.1. (xi)i∈I contains small autodifferences if:
for every V ∈ V(0) there exists iV ∈ I such that xi − xi ∈ V for all i  iV .
Every Cauchy net in difference has small autodifferences.
This notion is consistent and it is different from deﬁnition of Cauchy net in difference. We can see these in the following
example:
Example 4.1. Consider the linear normed space l2 endowed with the usual norm. Like in Example 2.1 we deﬁne on the family
K(l2) of compact subsets of l2 the sum and multiplication with real scalars. We endow K(l2) with the upper Hausdorff
topology τ+H deﬁned in Example 2.1. Let be the sets An = [(1− 1n )en, (1+ 1n )en] in (K(l2), τ+H ), where en = (0,0, . . . ,1,0, . . .)
is the vector of rank n ∈N from the canonical base of l2.
The basic neighbourhood of the origin {0} in the topology τ+H is given by U+({0}, ε) = {A ∈ K(l2); A ⊂ S(0, ε)} where
S(0, ε) is the open ball of centre 0 and radius ε > 0.
 If we denote N∗ = N\{0} then the sequence (An)n∈N∗ contains small autodifferences: ∀ε > 0, An − An ∈ U+({0}, ε) for
n large enough, because
sup
{
d(a,0);a ∈ An − An
}= sup{|λ − μ|;λ,μ ∈ [1− 1
n
,1+ 1
n
]}
= 2
n
.
 The sequence (An)n∈N∗ isn’t Cauchy net in difference: if for an arbitrary ε > 0 we have An − Am ∈ U+({0}, ε), then√
(1+ 1n )2 + (1+ 1m )2 < ε, for n =m, in contradiction with
√
(1+ 1n )2 + (1+ 1m )2 
√
2.
In order to indicate a relationship between semi-Cauchy nets and Cauchy nets in difference we introduce the notion
below:
Deﬁnition 4.2. The family S = {Si; i ∈ I} of the sections of a net contains semi-small sets with small translated autodifferences
if:
for every V ∈ V(0) there exists iV ∈ I with the properties
∃x ∈ SiV such that SiV ⊂ x+ V (1)
and
xi − xi ∈ V for all i  iV . (2)
The following result holds:
Proposition 4.1. Let (L, σ ) be a s.t.s. If (xi)i∈I ⊂ L is a translated Cauchy net and the family of its sections contains small sets with
small translated autodifferences then (xi)i∈I is a Cauchy net in difference.
Proof. According to Proposition 3.4 it is suﬃciently to show that, if the family of the sections of a net (xi)i∈I contains
semi-small sets, then (xi)i∈I is a semi-Cauchy net.
Let U ∈ V(0) be an arbitrary neighbourhood of the origin. Then (from (V2)) there exists V ∈ V(0) such that
V + V + V ⊂ U . (3)
Using the assertion (V4), the set V can be considered as a balanced neighbourhood.
From condition (1) it follows that there exists jV  iV such that x = x jV . So
xi ∈ x jV + V , ∀i  jV . (4)
We ﬁx an arbitrary j  jV . From (4) we deduce that
−x j ∈ −x j − V . (5)V
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xi − x j ∈ x jV − x jV + V − V . (6)
Taking i = jV in (2) we ﬁnd x jV − x jV ∈ V . So from the conditions (6) and (3) we deduce that (xi)i∈I is a Cauchy net in
difference (ﬁnally we use that V is a balanced set). 
Suppose that (xi)i∈I is a net. We can introduce the following ﬂexible deﬁnition:
Deﬁnition 4.3. A net (xi)i∈I from a s.t.s. is called σt -reverse convergent net to x if:
for every V ∈ V(0) there exists iV ∈ I having the property x ∈ xi + V for all i  iV .
The links between translated Cauchy nets, σt-reverse convergent nets and convergent nets in translated topology are
given by the following three results:
Proposition 4.2. Let be a semilinear topological space for which the translated topology σt is T1-separated. If a net (xi)i∈I is convergent
in the translated topology to x and it is also σt -reverse convergent to y then x = y.
Proof. Let U ∈ V(0) be an arbitrary neighbourhood of the origin and V ∈ V(0) such that V + V ⊂ U . Since I is a directed
set we can ﬁnd an index iV ∈ I such that
xi ∈ x+ V and y ∈ xi + V , ∀i  iV . (7)
So y ∈ x+ V + V ⊂ x+ U , for any U ∈ V(0). Thus y ∈⋂U∈V(0)(x+ U ) = {x} from Proposition 2.1, so y = x. 
Proposition 4.3. Let be a semilinear topological space L for which the translated topology σt is T1-separated. If the net (xi)i∈I is
σt -reverse convergent and it is convergent in the translated topology, then it is a translated Cauchy net.
Proof. Let U ∈ V(0) be an arbitrary neighbourhood of the origin and V ∈ V(0) such that V + V ⊂ U .
From Proposition 4.2 there exists x ∈ L such that (xi)i∈I is convergent to x in the translated topology and (xi)i∈I is
σt-revers convergent to x. Consider iV ∈ I from the relation (7). It results that
xi ∈ x+ V ∈ x j + V + V ⊂ x j + U ,
for any i, j  iU = iV . 
Now we want to investigate when a net convergent in translated topology is also σt-reverse convergent. The result is
more restrictive: if we consider the translated topology σt on a semilinear topological space L, the property
x+ V σt = x+ V σ , (8)
is not generally true, where V is an arbitrary neighbourhood of the origin (the translations of σ -closed sets generally do
not need to be σt-closed).
We indicate two type suﬃcient conditions which assure the relation (8) (one with respect to the element x; another
with respect to the neighbourhood V ) when L is a semilinear topological space:
Lemma 4.1. Let L be a s.t.s. endowed with the translated topology σt , which is T2-separated.
1. If Lin is the semilinear subspace of invertible elements of L then, for any σ -closed neighbourhood of the origin V ∈ V(0) and any
x ∈ Lin, the set x+ V is closed in the translated topology.
2. If V is σt -compact set then x+ V is σt -compact, for any x ∈ L.
Proof. 1. Let (yi)i∈I be a net from x+ V with yi σt→ y. If (xi)i∈I ⊂ V is a net such that yi = x+ xi then xi = yi + x′ , where x′
is the inverse element of x. Since the translations are σt-continuous, the net (xi)i∈I is σt-convergent to an element z, where
z ∈ V σ = V . It follows that yi σt→ x+ z, so y = x+ z (because (L, σt) is T2-separated). This shows that x+ V is σt-closed.
2. The translations are σt-continuous and continuous images of compact sets are compact. 
We need to introduce the following deﬁnition:
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xi + V σt = xi + V σ , for all V ∈ V(0) and all i ∈ I, (9)
where σt is the translated topology of σ .
Remark 4.2. From Lemma 4.1 we see that every net from the subspace Lin is a closed translated net.
Proposition 4.4. Let (L, σ ) be a semilinear topological space which is 0-regular and let σt be its translated topology. Consider (xi)i∈I
a closed-translated net which is also a translated Cauchy net. If (xi)i∈I is convergent in the translated topology to an element x then it
is σt -reverse convergent to x.
Proof. Consider V(0) a fundamental system of σ -closed neighbourhoods of the origin. For any V ∈ V(0) we can ﬁnd an
index i1V ∈ I such that for all j  i1V we have Siv ⊂ x j + V , so for all i, j  i1V we get Siσt ⊂ x j + V σt . Since (xi)i∈I is a closed-
translated net and (L, σ ) is 0-regular we deduce that x j + V σt = x j + V for any j ∈ I . Suppose that (xi)i∈I is σt-convergent
to x.
For any V ∈ V(0) there exists i2V ∈ I such that xi ∈ x+ V , when i  i2V , so Si ⊂ x+ V .
Obtain that for every neighbourhood W = x+ V of x (in the translated topology), W ∩ Si =∅. It results that x ∈ Siσt , for
any i  iV , where iV  ikV , k = 1,2. Thus x ∈
⋂
iiV Si
σt ⊂ x j + V , for all j  iV . 
Finally we give an example of net which is: a Cauchy net in difference, a convergent net in difference, a semi-Cauchy
net, a convergent net in translated topology, but it isn’t a translated Cauchy net.
Example 4.2. Let e1, e2, . . . , en, . . . be the vectors of canonical base in l2 and An = I(e1, e2, . . . , en), where by I(e1, . . . , en)
we denote the set I(e1, e2, . . . , en) = {λ1e1 + · · · + λnen; λ1, . . . , λn ∈R}.
On the family P(l2) of non-void subsets of l2 we consider the topology τ−V (see Example 2.2); a neighbourhood of A0 ∈ l2
in τ−V is given by U = U−1 ∩ · · · ∩ U−p , where Uk are open sets such that A0 ∩ Uk =∅, k = 1, p.
Let be the sets A0 = l2 and A˜ = {0}. We also make the notation N∗ =N\{0}. Then:
 An
τ−V→ A0: let (Uk)k=1,p , p ∈N∗ be an arbitrary non-empty open set from l2 with A0 ∩ Uk =∅ for all k = 1, p. Consider
xk ∈ Uk and ρk > 0 such that S(xk,ρk) ⊂ Uk for all k = 1, p.
If xk = λk1e1 + λk2e2 + · · · + λknen + · · · , we choose yk = λk1e1 + λk2e2 + · · · + λknen ∈ An . Then ‖xk − yk‖ = ‖λkn+1en+1 +
λkn+2en+2 + · · · ‖ =
∑∞
m=n+1 |λkm|2 < ρk for n suﬃciently large, so An ∩ S(xk,ρk) =∅, i.e. An ∩ Uk =∅.
 We denote by τt the translated topology of τ−V . We show that An
τt
 A0:
Consider some arbitrary open sets U1, . . . ,Up with 0 ∈ U1 ∩ · · · ∩ Up . We denote U = U−1 ∩ · · · ∩ U−p . If B ∈ U then
B ∩ Uk =∅, for all k = 1, p.
Suppose that An
τt→ A0: then there exist nU ∈N and B ∈ U such that An = A0+ B for all n nU , a contradiction, because
A0 + B = l2.
 However (An) is convergent to A˜ in translated topology: we can choose nU = 1 and B = I(e1, e2, . . . , en) ∈ U = U−1 ∩
· · · ∩ U−p (where U1, . . . ,Up are open sets with 0 ∈ U1 ∩ · · · ∩ Up) such that An = A˜ + B for n 1.
 (An) isn’t a translated Cauchy net:
Suppose by contrary that for any open set U (i.e. for any open sets Uk with 0 ∈ Uk , k = 1, p), there exist nU ∈ N and
B ∈⋂k=1,p U−k ({0}) such that An = Am + B for all n,m nU . Particularly, for n <m, this means that I(e1, e2, . . . , en) =I(e1, e2, . . . , en, . . . , em) + B , a contradiction.
 But we can choose nU = m and B = I(e1, e2, . . . , em, . . . , en) ∈ ⋂k=1,p U−k ({0}) such that, if n  m, the equality
I(e1, e2, . . . , em, . . . , en) = I(e1, e2, . . . , en) + B holds (where Uk are arbitrary open sets with 0 ∈ Uk , for any k = 1, p).
Deduce that (An) is a semi-Cauchy net.
 (An) is a Cauchy net in difference: for any open sets Uk with 0 ∈ Uk , k = 1, p, we have An − Am = Amax{n,m} ∈⋂k=1,p U−k
for all n,m 1.
 (An) is convergent in difference to A0 = l2: for any open sets Uk with 0 ∈ Uk , k = 1, p, we have An − A0 = A0 ∈⋂
k=1,p U
−
k for all n,m 1.
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