The correct interpretation of tandem mass spectra is a difficult problem, even when it is limited to scoring peptides against a database. De novo sequencing is considerably harder, but critical when sequence databases are incomplete or not available. In this paper we build upon earlier work due to Dancik et al., and Chen et al. to provide a dynamic programming algorithm for interpreting de novo spectra. Our method can handle most of the commonly occurring ions, including a, b, y, and their neutral losses. Additionally, we shift the emphasis away from sequencing to assigning ion types to peaks. In particular, we introduce the notion of core interpretations, which allow us to give confidence values to individual peak assignments, even in the absence of a strong interpretation. Finally, we introduce a systematic approach to evaluating de novo algorithms as a function of spectral quality. We show that our algorithm, in particular the core-interpretation, is robust in the presence of measurement error, and low fragmentation probability.
INTRODUCTION
ments, including internal fragments formed by breakage of two peptide bonds, and fragments formed by breaks in sidechains. One or more of these fragments retain the charge unit(s), and their mass-charge ratio is registered. Figure 1 (c) shows the single charge being retained by yn−1.
In a single experiment, many charged fragments are formed by CID of multiple copies of the same peptide. The aggregate of the mass-charge ratios detected is called the MS/MS spectrum. A cartoon MS/MS spectrum for the peptide SGFLEEDK is shown in Figure 2 . It helps illustrate how the MS/MS spectrum can be used to determine the sequence of amino-acids of a peptide. Note that the difference in mass-charge ratio of the adjacent singly-charged y-ions, y5, and y6 is exactly the mass of the residue F . If the fragmentation process produced every y-ion singly charged and no others, the difference between adjacent peaks in the ladder would indicate the amino-acid at each position along the peptide. In real MS/MS spectra however, there is no information on either type (b, y, . . . ), position or charge of the fragment ion. Further, a complete ladder is usually not present. Additionally, some spectral peaks could be simply the result of contaminants, and finally, the measured masscharge ratios are only as close to the actual mass-charge ratio as accuracy of the instrument guarantees.
Consequently, the unambiguous identification of peptide sequence using tandem mass spectrometry remains a challenge. While a comprehensive discussion of the different algorithms applied to this problem is beyond the scope of this paper, we describe the broad algorithmic approaches used to-date to put our work in context.
Earlier work
We argue that the core of most of the software programs for analyzing tandem MS data contain an implementation of the following three modules:
Interpretation:
The input is a MS/MS spectrum, the output is interpreted-MS/MS-data. Interpreted-MS/MSdata is anything that can be reliably inferred from the MS/MS spectrum or the instrument. It may include parent peptide mass, partial or complete sequence tags, and combinations of sequence tags and molecular masses.
Filtering:
The input is interpreted-MS/MS-data and a peptide sequence database. The output is a list of candidate-peptides that might have generated the MS/MS spectrum.
Scoring:
The input is a list of candidate-peptides and the MS/MS spectrum. The output is a ranking of the candidate-peptides along with a score and possibly a p-value (probability that the score was achieved by random chance).
The flow of data through these modules is straightforward. The MS/MS spectrum is first processed, or interpreted, to find anything about the peptide that can be asserted with high confidence. Typically, this includes the parent peptide mass and possibly partial or complete sequence tags. This interpreted data is used to quickly filter a peptide sequence database to eliminate peptides that could not have generated the observed spectrum. For example, only peptides with mass approximately equal to the parent peptide mass of the MS/MS spectrum need be considered. The candidate peptides that pass the filter are then subject to a careful, and more expensive scoring procedure. The score ranks the candidate peptides and may even estimate the probability that the candidate peptide achieved a particular score entirely by chance.
Database Search vs. de novo
A class of algorithms (usually classified as de-novo sequencing algorithms) rely heavily on interpretation to identify the complete peptide sequence, and often do not use a database at all (see for example [2, 4, 5, 8, 13] ). They perform best when the spectra have relatively complete ladders and little noise. On the other hand, so-called databasesearching algorithms [6, 7, 10, 12] rely primarily on good scoring. The peptide that scores the highest or has a low pvalue is the one that best explains the spectrum. The success of these algorithms relies on the completeness of databases, and the availability of a good scoring mechanism. Regardless of their emphasis, most of the algorithms currently in use actually use elements of all three of these modules. The de-novo sequencing algorithms often output a list of possible peptides which need to be validated by database searching or additional experimentation. In-fact, Taylor and Johnson [13] propose combining their de-novo sequencing with Fasta [9] style database scoring. On the other hand, Mann and Wilm [10] report on the effectiveness of generating sequence tags for effective scoring. Other database searching programs like SEQUEST [6] do not generate sequence tags but filter the database on the basis of parent mass, and possibly immonium ions. It is clear that effective peptide identification software must make use of good algorithms for all of the three modules. Recently, Bafna and Edwards [1] argued that with the availability of whole genome, a pure de novo interpretation is not required. Interpretation and candidate peptide generation could be used mainly to eliminate peptides from being scored, and the focus should be on designing a good scoring module that explicitly models the chemistry of peptide fragmentation and ionization, spectral noise, and instrument error. They modeled the MS-MS spectrum generation as a two stage stochastic process, and presented an efficient dynamic programming algorithm for predicting the peptide most likely to have generated the spectrum according to the parameters of the model.
De novo interpretation
Clearly, scoring peptides against a database seems to be the method of choice for reliable interpretations. Nevertheless, de novo interpretation of MS/MS spectra is still a problem of great interest. Given the average size of an exon (150bp), and that of a peptide (30bp), there is a strong chance that a peptide of interest is split across two exons and cannot be identified in a straightforward translation. On the other hand, the available transcript and EST databases are still incomplete, and prone to sequencing errors. Often, the highest scoring peptide from a database search is not the obviously correct answer, and chemists often fall back to a manual de novo analysis of the spectrum. Finally, many model animals and plants are not likely to have complete databases for some time, and a de novo interpretation might be the only feasible solution.
Each peak in the MS/MS spectrum corresponds to cleavage between a pair of residues. If the assignment of the peak to an ion-type is known, the peak can give the mass of the residues in the prefix of a peptide. Consider for example, figure 2. If it is known that the peak around 600 is a y-ion, it corresponds to the prefix mass of 292 daltons which is the mass for SGF . Dancik et al. [4] introduced the notion of a spectral graph. Each spectral peak contributes several nodes, one for each assignment of an ion type. Each node has the corresponding prefix mass associated with it. There is an edge labeled with amino-acid a from a node u to node v if the difference in prefix masses equaled the residue mass of a. Finally, each node is weighted according to a "premium for present ions, penalty for missing ions" principle. The interpretation of the spectrum is equivalent to the problem of finding the longest path in this graph. For good quality spectra, their interpretation often leads to the correct identification. As has been observed earlier [3, 11] , a problem with this approach is that the longest path often include multiple nodes from the same mass peak.
The problem of finding the longest path while avoiding multiple assignments to the same mass peak is NP-complete in the general case. However, Chen et al. [3] , and Dancik et al. [4] make the interesting observation that the forbidden pairs in MS-MS data are non-interleaving, and that allows a polynomial time approach to finding such paths. Chen et al. [3] exploit this abstraction. In their most general formulation, they allow each peak to be either a b, or a y ion or a noise peak, and find the highest scoring path, where each edge corresponds to a combination of residues, and every peak is assigned to at most one ion type.
We generalize and extend this approach in a few directions. First, we exploit a simple structural property of ion types, so as to be able to allow assignment to most of the commonly occurring ion types, including, but not limited to a, b, y, and their neutral losses (H2O,and NH3). This is a significant improvement in practice, because neutral losses etc. are fairly common in the presence of acidic and basic residues, and the a-ion is often seen in addition to the b-ion. Second, we reformulate the score function to correspond better to the chemists' intuition of penalizing high intensity noise peaks, and rewarding interpreted peaks according to intensity of the interpreted peak as well as the ion type assigned to each peak. Finally, we exploit the dynamic programming machinery to output sub-optimal interpretations, including a core-interpretation. A core-interpretation is an assignment of ions to peaks that is the same in every optimal interpretation of the spectrum.
DEFINITIONS
n is a sequence of n ≥ 1 residues from the set of amino-acids, A = {A, C, ..., Y }.
Residue-Mass
The residue-mass R(p) of a peptide is the sum of the masses of its amino-acid residues.
Peptide MS/MS Spectrum A peptide MS/MS spectrum is defined by the pair (M, S)
, where M is the residuemass of the (parent) peptide, and S = {s1, s2, . . . , s k } for si ∈ R + , which specifies the k observed masscharge ratios of the spectrum.
Residue-Tag A residue-tag r ∈ R
+ has the property that there exists a peptide p such that R(p) = r.
Residue-Tag-Sequence A residue-tag-sequence of a mass
M is a sequence of residue-tags r1, r2, . . . , rm, such that M = i ri.
Prefix-Residue-Mass
We define the prefix-residue-mass R(s, ι) of a mass-charge ratio s ∈ S from a peptide MS/MS spectrum (M, S) and ion-type ι as
where o(ι) is the difference between the observed masscharge ratio of a peptide fragment and the residuemass of the amino-acid sequence of the fragment.
Interpreted-Mass-Sequence Let (M, S) be a peptide MS/MS spectrum and I be a set of ion-types. Let A be a (possibly incomplete) assignment of ion-types from I to the mass-charge ratios of S. Each iontype assignment of A implies a prefix-residue-mass. Let R1, R2, . . . , Rm be the sorted list of prefix-residuemasses defined by the mass-charge ratios of S that have an ion-type assignment. The interpreted-mass-
Interpretation An interpretation of a peptide MS/MS Spectrum (M, S) is a (possibly incomplete) assignment
A of ion-types I to the mass-charge ratios of S such that the interpreted-mass-sequence R(A, S, I) forms a residue-tag-sequence of mass M .
In other words, the assigned mass-charge ratios of S have prefix-residue-masses between R L and (M − R R ).
Similarly, we define the (R L , R R )-outer-interpretation to be an interpretation of the form r1, r2, .
In other words, the assigned mass-charge ratios of S have prefix-residue-masses that are either at most R L or at least (M − R R ).
MS/MS INTERPRETATION SCORE
Obviously, all tandem mass spectra admit many interpretations, including the trivial one in which no peak is assigned an ion-type. We seek a score function that satisfies the chemists' intuition of a good interpretation, but can be computed efficiently. We could seek to maximize the number of residue-masses that correspond to single amino-acids, as the eventual goal is to identify the peptide. However, many peptides fragment incompletely, and there often isn't enough evidence for assigning individual amino acids. A second approach is to maximize the number of peaks that are interpreted, and penalize those that are not.
We generalize this slightly by defining a score δ(s, ι), for a peak s ∈ S assigned to a fragment ion ι ∈ I. Likewise, the function δ(s, φ) also describes the penalty for not assigning s to any fragment ion. Define the Sum of Assigned Peaks-score (SAP-score) for an interpretation A as s∈S δ (s, A(s) ). The SAP-score abstracts much, but not all, of the chemists' intuition for a good score function. One of the popular measures for an interpretation is the Total Ion Current interpreted. This refers to the sum of the assigned peak intensities, with the intensity being described by spectral peak height, or area. Another popular approach is to score (and penalize) based on the ion-type, with b, y ion assignments being favored over others. It is easy to see that δ can be chosen appropriately to capture this intuition.
SIMPLE ION-TYPES AND SAP-SCORE COMPUTATION
Consider a peptide spectrum (M, S), and a set of iontypes I. Recall that every assignment of an ion ι to a peak s ∈ S implies a prefix-residue-mass, R(s, ι). Let Rs(I) = ∪ι∈I R(s, ι) denote the set of prefix residue masses for s. 
For all s ∈ S and all r, r ∈ R
The following lemma explains why simple ions-types are the key to designing an efficient algorithms for de novo interpretation of tandem mass spectra. 
For all m < j < i ≤ p and all
s ∈ Si, t ∈ Sj , r R s < r R t . Proof. Let 1 ≤ i < j ≤ mhave witness peaks s ∈ Si, t ∈ Sj such that r
R(t, A(t))−R(s, A(s))
On the other hand,
R(t, A(t)) − R(s, A(s)) ≤ R(t, A(t))
Since j ≤ m, it must be the case that A(t) ∈ R L (I). Therefore equation (1) contradicts the definition of simple iontypes. Case 2 follows similarly.
We fix additional notation for the remainder of this paper. For a peptide MS/MS spectrum (M, S), we label the elements s ∈ S according to increasing r R s . We pre-compute two sets. The first is an array rm of size n containing all putative residue masses from ∪s∈SRs(I) for a simple iontype set I. Also set rm[0] = 0, rm[n] = M . Second, we compute the set of all residue-tags less than or equal to M and denote it as VM . The trivial residue-tag 0 is explicitly added to VM .
Define 
. , i − 1 is given by an optimal (rm[u], rm[w])-inner-interpretation. Thus S[i][v][w] = S[i − 1][u][w] + δ(i, ι).
A similar argument holds when peak i is assigned to a prefix residue mass in R R i .
Theorem 3.: An optimum interpretation of a spectrum (M, S) utilizing any set of simple ion-types I can be computed in time O(|S|
3 |I| 3 log(M )).
Proof. The maximum size of the array rm is |S||I|. The number of iterations is given by |S|(|S||I|)
2 . In each iteration, we consider each of the possible |I| assignments of the peak. Finally, we need to ensure that any new mass differences form valid residue tags. This can be done by searching the precomputed and sorted set VM of size O(M ).
EXTENSIONS TO THE BASIC SCOR-ING SCHEME

Suboptimal interpretations
The structure allows us to maintain the L best interpre- [v] [w] denote the score of the l-th best interpretation. Let rank l (C) be the l-th largest value in a set C. Then Theorem 4.: 
S[l][i][v][w]
The forward and backward computation allows us to explore the space of other suboptimal solutions to the problem. Also, as described below, it allows us to quantify the effect of assigning a peak to an ion. 
For peaks i in which there is exactly one um s.t. H[i][um] S[m][0][n], and for all other u, H[i][u] << S[m][0]
[n] are peaks that should have a fixed interpretation. Finding and assigning these peaks gives a core interpretation that is consistent with all optimum interpretations.
COMPUTATIONAL EXPERIMENTS
The ability of any de novo interpretation to successfully identify a peptide from its tandem mass spectrum depends critically on the spectrum. In order to resolve the peptide sequence down to individual amino-acids, the spectrum must contain at least one ion representing the cleavage of a chemical bond between each pair of adjacent amino-acids. The observation of such a complete ladder of ions is rare in practice. In the absence of additional information, such as a protein sequence database, a de novo interpretation cannot determine the position of peptide backbone bonds for which no ion is observed in the spectrum. However, tandem mass spectra often contain short ion ladders that represent some portion of the peptide sequence, termed sequence tags by Mann and Wilm [10] . De novo interpretation algorithms must be able to extract all the available information from a spectrum, including sequence tags if they are present, even when a complete ion ladder of ions is not.
The accuracy of the mass spectrometry instrument's measurement of ion mass-to-charge ratio is also very important for a successful de novo interpretation. When a protein sequence database is used to identify peptides from tandem mass spectra, each ion m/z measurement can be compared against its theoretical value. In a de novo interpretation, however, we must consider differences between two m/z measurements. If we are unlucky, it is possible for the difference between two putative prefix residual masses from the array rm to be as much as (2 + z)ε from the true value, where z is the charge state of the tandem mass spectrum, and ε is the m/z measurement error of the instrument. The number of possible explanations for a m/z difference grows very quickly as this tolerance increases and significantly reduces the specificity of a de novo interpretation.
Finally, the presence of ions that are unexplained by the peptide fragmentation model can mislead de novo interpretation algorithms, particularly when ions that confirm the peptide identification are missing. The richness of the peptide fragmentation model supported by the de novo interpretation is a key factor here, since including additional iontypes in the interpretation can turn unexplained and misleading ions into ions that confirm a peptide identification. Our de novo interpretation model can accommodate any set of simple ion-types.
Random Artificial Spectrum Model
In order to evaluate how the performance of our de novo interpretation algorithm deteriorates as the spectrum becomes harder to interpret, we have constructed a random tandem mass spectrum model. The intention here is not to generate random spectra that look like real spectra, but rather to generate random spectra that are potentially difficult for de novo interpretation algorithms to perform well on. We will study the performance of our algorithm as the (randomly generated) properties of the spectra deteriorate in the three directions outlined above.
We will base our random spectrum model on the default parameters used by the SEQUEST [6] sequence database search software to identify peptides from tandem mass spectra. SEQUEST measures the correlation between the observed spectrum and an artificial spectrum formed by applying a simple fragmentation model to the putative peptide sequence from the sequence database.
Given a peptide, we construct a synthetic tandem mass spectrum with parent mass corresponding to the peptide; charge state 2; b and y ions with intensity 1.0; a ions with intensity 0.5; neutral water loss b and y ions, when the resulting fragment contains an acidic residue (STDE) with intensity 0.2; neutral ammonia loss b and y ions, when the resulting fragment contains a basic residue (KQR) with intensity 0.2; a parent ion in charge state 2 with intensity 0.1; neutral water loss parent ion in charge state 2 if the peptide contains an acidic residue with intensity 0.05; neutral ammonia loss parent ion in charge state 2 if the peptide contains a basic residue with intensity 0.05; and doubly charged y ions with intensity 0.1.
Our random tandem mass spectra are generated from this synthetic spectrumŜ according to two parameters, ε, the m/z measurement error, and γ, the chance that we observe an ion with intensity 1.0. For each ion ofŜ, we independently sample a m/z measurement error uniformly at random in the range [−ε, ε]. Further, we independently at random decide to keep each ion with intensity i fromŜ with probability min{γi, 1}. The parent mass m/z measurement is also perturbed by a random m/z measurement error sampled uniformly at random from the range [−ε, ε].
Implementation
We have implemented the forward and backward scoring de novo interpretation dynamic programs and the core interpretation algorithm. We have used a very unsophisticated ion-type assignment score function, with δ(i, ι) equal to the intensity of ion i. When an ion is not assigned to any iontype, δ(i, φ) = 0. We construct our set of valid residue tags VM for residue tags up to 300 Daltons. Residue tags greater than 300 Daltons are considered to be valid outright.
Experiment Specifics
We will use the human serum albumin peptide LVNEVTEFAK in charge state 2 as the basis for our random tandem mass spectra. The measurement error parameter ε is set to either 0.1 or 0.2 Daltons. When ε = 0.1, we use a worst case tolerance of 0.4 Daltons when comparing m/z differences against theoretical values. When ε = 0.2, we use a tolerance of 0.5 Daltons, which is smaller than the worst case tolerance of 0.8 Daltons. In this case, the measurement error and our choice of tolerance will hinder our interpretation of the random spectrum.
The chance of observing an ion with intensity i, is min{γi, 1}, with γ taking on the values 2, 1, . We run our de novo interpretation algorithm on 100 random spectra generated with each pair of (γ, ε) parameter values.
We will not show the effect of γ directly, but instead show the performance of our de novo interpretation against the average number of ions of the random spectrum that define each inter-amino-acid position along the peptide. For example, under our random spectrum model above, with γ set to 1, we expect at least 2 and potentially as many as 5 ions representing each inter-amino-acid position along the peptide. With γ set to 2 5 , we expect approximately one ion to represent each inter-amino-acid position. Figure 3 (a) shows the percentage of random spectra, restricted to those for which all inter-amino-acid positions were represented by at least one ion, in which the de novo interpretation algorithm was able to return the interpretation (I|L)V(N|[2G])EVTEFA(Q|[AG]|K). Note that this interpretation is as precise as the amino-acid residue masses permit, for this peptide. Each point in Figure 3(a) represents at least 10 random spectra. Figure 3(b) shows the average percentage of the interamino-acid positions defined in each random spectrum that the de novo interpretation successfully identifies. Again, this is plotted against the average number of ions defining each inter-amino-acid position. Each point in Figure 3(b) represents the average proportion of positions identified over at least 10 random spectra. Figure 3(c) shows the average percentage of the total intensity in the random spectrum that is assigned an explanation by the de novo interpretation algorithm. Note that we do not require that the ion-types assigned be consistent with the peptide from which the spectrum was generated. Each point in Figure 3(c) represents the average proportion of the total intensity explained over at least 10 random spectra.
Careful consideration of Figures 3(a) , 3(b) , and 3(c) suggest that as the number of ions defining each inter-aminoacid position decreases, many different ion-type assignments explain a similar proportion of the total intensity of the spectrum. This reinforces the notion that a de novo interpretation can recover only as much information as is present in the spectrum, and no more. However, core interpretations can help us understand when the spectrum supports multi- ple, equally plausible, explanations for a peak. Figures 4 and 5 shows how core interpretations can give us confidence in the ion-type assignments of our de novo algorithm. In this figure we plot the histogram of the difference between the score of the optimal ion-type assignment and the next best sub-optimal ion-type assignment for a peak. Score differences are normalized by the score of the optimal assignment. Figure 4 and 5 clearly demonstrates that when the de novo interpretation assigns the correct ion-type to an ion, the difference between the optimal score and the next best sub-optimal score will usually indicate that this is the case. On the other hand, when there are many equally good ways to interpret the spectrum, in which case the assigned ion-type may well be incorrect, the difference between the optimal score and the next best sub-optimal score is small.
CONCLUSIONS AND FUTURE WORK
The correct interpretation of tandem mass spectra is a difficult problem, even when it is limited to scoring peptides against a database. De novo interpretation is a much harder problem, and available commercial software is usually not considered adequate for practical applications. Indeed many peptides fragment only partially so that the resulting spectrum is no longer a unique fingerprint for the peptide. Thus, even the definition of interpretation as the identification of the correct peptide is misguided, or not universally applicable. We shift the emphasis to scoring an interpretation that assigns ion-types to peaks. Our method, building upon earlier work of Dancik et al. [4] , and Chen et al. [3] , provides a dynamic programming technique to find the optimum interpretations under many reasonable score functions. We handle most of the possible ion types, including a ions, and neutral losses, but not internal fragments that might be seen in high energy CID spectra. Extending our approach to allow assignment of internal ions is an important open problem.
Another issue is the charge on the ions. In the case of an ESI source, the parent ion and many fragments may have multiple charge units assigned to them. Our approach can only deal with singly charged fragments. However, for many peaks of significant intensity, the charge can be deduced by looking at the spacing between isotopic neighbors, and an appropriately de-charged peak can be used for de novo interpretation.
The dynamic programming machinery allows us to explore other, sub-optimal solutions. Following standard techniques not described here, we can sample from the space of almost optimal solutions to get a probability of correct interpretation. We also have the notion of core-interpretations, which allows us to quantify the correctness of specific peak assignments. In particular, if the global score obtained from an optimal peak assignment is significantly greater than the score from alternative peak assignments, we have confidence in the specific peak assignment, even when a complete interpretation is of dubious quality. Thus, a core-interpretation allows us to gain information from poorly fragmented spectra.
As an additional note, the mass spectrometry community does not yet have a database of curated spectra of varying quality, that one can use to test algorithms. In the absence of such data sets, we take the first step towards simulating data sets by theoretically fragmenting known peptides. While this approach is not novel, and our simulator is admittedly naive, this is the first approach to studying the performance of de novo algorithms as a function of spectral quality (fragmentation probability and measurement error). The development of a good simulator with agreed-to parameters will go a long way in aiding the comparison and development of de novo techniques for interpreting tandem mass spectra.
