The CDF Data Acquisition System is described, concentrating on the flow of data through the Data Acquisition Pipeline. Access to the Event Data by monitoring Processes running on the array of VAX Computers comprising the primary user interface is discussed, together with some of the utilities available by which the Physicist may interact with the Online System.
Introduction
The CDF Data Acquisition system is designed to perform high bandwidth data collection and monitoring for the CDF experiment at the Fermi National Accelerator Laboratory. The experiment will investigate~p interactions at 2 TeV Centre of Mass energy, providing good particle identification over a large solid angle. This identification is performed by a variety of particle detectors, including Silicon Strip Chambers, Time Projection Chambers and Drift Chambers for tracking charged particles, and both Scintillator and Gas Calorimetry for energy flow and topology studies. In total there are approx. 80k electronic channels, primarily ADC and TDCs, resulting in a typical event size of 100 kbytes.
One characteristic of pp collisions at this energy is that the inelastic cross section at the design machine luminosity leads to a high primary trigger rate of approximately 50 kHz. Logistic considerations, together with hardware limitations, dictate that only 1-5 Hz be permanently recorded for later offline analysis. This enormous reduction must be performed as rapidly, and with as few biases as possible, while allowing for adequate monitoring of the detector and of the trigger system.
A heirarchical Data Acquisition and Trigger System, based on FASTBUS, is being built in order to perform this data reduction. A collection of VAX computers forms the final stage in this pipeline, and are responsible for the overall control and monitoring of the experiment. This paper will discuss this system in detail, primarily from a software point of view. The major components in this system are:- The Event Builder is in the early design phase, the concept having been verified via the software emulation. The software Buffer Manager is essentially identical to the final version since this will be based on a jiVAX 11 running a VAXELN multi-tasking system. Both of these modules are scheduled for installation in Fall 1986. The schedule for Level 3 calls for a prototype system of about 2 VAX-1 1/780 equivalents capacity to be operational by Fall 1986 and for a system having at least 20 VAX-11/780 equivalents capacity to be fully operational by Summer 1987.
Most of the VAX computer hardware is already installed, with the exception of additional disc and magnetic tape drives and the iVAX 11 workstations. This system is presently used, not only for the hardware development tests, but also for calibration and checkout of electronics and finally for software development.
Consumer Process Access to Data
The configuration of processes involved in the flow of events within each computer is shown in Fig. 3 Normal Consumers are only handed events at the rate at which they ask for them so that events are read into any VAX at a rate determined by the rate at which they are being analysed rather than the actual event rate into the Level 3 system. The system attempts only to double-buffer events for these consumers. In addition to managing these resources, the Resource Manager also provides a name translation service whereby resources may be identified by symbolic names within application programs, and the conversion to hardware addresses is performed by the Resource Manager. An example of this is the FASTBUS topology which is defined in a database (using a commercial DBMS). This describes the detailed layout of all FASTBUS modules and is used to generate a memory-based Resource database. Logical name translation tables allow the application programs to refer to the "VTPC' to mean the complete readout for the Vertex TPC. This translates into "VTPC.PADS", meaning the cathode pad readout, and "VTPC.WIRES", meaning the wire readout. These further translate into a set of readout Scanners, which then finally translate into FASTBUS addresses.
An interactive graphical process allows the Operator to select the particular detector components to form the Partition, further easing the specification process. Many application programs have been written using these tools. These include an interactive event display, interactive histogram display and several Consumer Processes for monitoring and analysing data. All hardware diagnostic programs now under development also utilise the same tools, maintaining a compatible user interface.
Data Structures
An increasingly important aspect of the software for a High Energy Physics experiment is the event data structure and the software tools to access information within an event. Furthermore, a great deal of additional information, in the form of calibration constants, limits and alarms information, histograms etc., has to be managed in a similar fashion. Use of such structures and access routines can provide a unified interface between independently developed modules within analysis programs. In developing interactive display programs a similar need for dynamically defined data structures becomes apparent. These allow for the logical connection to be made between an object on the display surface and the physical device it correspond to.
Summnry
The first major test of the hardware and software systems described above is due in September 1985, when a 4 week engineering run is scheduled. CDF is then scheduled to begin regular physics data-taking in Fall 1986. Although not all of the detector will be installed by Sept. 1985 , this milestone will test the major portion of the final system and determine whether the concepts embodied in our design studies have been successfully converted into realities.
CDF is using a simple, yet flexible, data structure and memory management package, YBOS, based on the BOS package developed at DESY II. YBOS has several features, including machine independence (allowing events to be analysed on machines of differing architectures) that have proven invaluable in a wide variety of applications, and yet is simple enough for quick acclimatisation. It can be used to pass information between different modules of a complex program, and to minimise the work space that each such module demands. Virtually all our utility software packages now utilise YBOS and it has proven very effective in speeding up the development of such products.
