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1 INTRODUCTION
A trend that has been observed over the recent years is that many
companies, especially soware companies, are outsourcing work
to previously unknown parties [11]. Instead of outsourcing tasks
to known, or previously used, firms, they obtain workers through
online platforms such as Amazon’s Mechanical Turk [2]. is type
of outsourcing is sometimes referred to as crowdsourcing. On the
market today there are several crowdsourcing platforms that out-
source simpler tasks which can be completed during a short period
of time and without a specific set of high level skills [4].
Previous work. ere are many methods for the optimal match-
ing of workers and tasks when all variables are known [7], includ-
ing for onlinematching problems in the case of bipartite graphs [5].
e main novelty in our seing is the existence of unknown vari-
ables. ese create additional uncertainty, which significantly com-
plicates the problem. e second aspect in which we differ from
bipartite matching is that each task may require a specific set of
skills, each with a certain amount of experience, to be completed.
Contributions. Manymatching platforms allowworkers to enter
their own perceived skill levels as an input. However, the workers
may not be truthful. While this can be avoided by only assign-
ing simple tasks that almost anyone can do, it does not allow for
the completion of complex tasks. In this paper we consider the
problem of optimal task allocation toworkers with unknown skills,
so as to maximise the number of tasks solved over time. is is
achieved by introducing some algorithms for the problemofmatch-
ing under uncertainty.
1.1 Problem description
e problem consists of a number of workers and tasks (or jobs)
to be matched in an ideal way. Every task has a number of skill
level requirements, representing what is needed from a worker to
complete it. We model this through a set of workersW and their
associated skillsM , as well as a set of tasks S . Every workerw ∈W
has a set of skills µw , each with an unknown true skill level µw,m.
We denote the complete description of skills levels of all workers
simply by µ.
Employers, on the other hand, set precise skill level require-
ments for each task, which we are known to the matching algo-
rithm. More precisely, each task s ∈ S has a set of requirements
Λs over skills, each with a requirement level λs,m ∈ [0, 1] for each
skill m. Aer a set of workers is assigned to a set of tasks, the
employers report on the workers’ performance, which depends on
the difference between µ and λ. is feedback is then used by the
matching algorithm to assign workers in the next cycle.
e algorithm’s action ak ∈ A in iteration k is an assignment
that matches workers with tasks. is results in a nonnegative re-
ward, rk ≥ 0 with distribution rk ∼ P(a, µ, S), with expectation
E(r |a, µ, S), that depends on the assignment and the set of work-
ers and tasks available. More precisely, each action ak is a set of
assignments (w, s), and the reward received is the sum of rewards
obtained for each worker
rk =
∑
(w,s)∈ak
rk,w , rk,w ∼ P(r | µw , s), (1)
i.e. the reward obtained for worker w depends on her skill level
µw and the tasks s she is assigned to. is reward is calculated
by comparing the skill levels of the workers with the requirement
levels of the task, where a skill level higher than the corresponding
requirement level means there is a higher probability of success.
Hence, we can state the goal as maximising the total reward gained
from assigning tasks to workers,
∑
k rk .
When the actual worker skills are known, it is possible to aain
the optimal solution through e.g. the Hungarian Algorithm [1].
However, as the characteristics of the workers are unknown we
must both estimate their true skill levels, as well as try to match
them to jobs as well as possible given our uncertainty. In the
simplest case, we can use point estimates µˆw,m for each worker’s
skills. In general, we shall use µ̂ and µw,m to denote our estimate
of worker skills. e estimated skill levels will be gradually up-
dated by the algorithm and ideally we would like µˆ to converge
to µ. However, it is not necessary to learn the true skills for all
workers, just enough to always pick the best workers for the tasks
at hand. e actual estimation depends on the feedback model we
have. In this paper, we limit ourselves to the following simple feed-
back.
Feedbackmodel. Aer each completed task, the information about
the worker known by the algorithm is updated. For each task our
assigned workers perform, we obtain a reward rw,s . is reward
reflects whether the worker was able to perform the task. In our
model, the reward only depends on whether the worker’s skill is
sufficient for the task.
rw,s =
{
Bernoulli(1 − p), µw,s ≥ λs
Bernoulli(p), otherwise
, (2)
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where λw is the task’s requirement level for requirement i . In this
model, workers either fail or succeed in a task, and beer workers
have a higher probability of success.
Assignment model. We could consider either a bipartite match-
ing or an unrestricted matching. In unrestricted matching, a single
worker can be assigned to multiple tasks. When the tasks provided
are simple and take no more than a couple of seconds of a worker’s
time1 this might be realistic. However, in many real world scenar-
ios tasks will take longer to complete. In the second scenario we
use bipartite matching, the number of workers are the same as the
number of tasks. We believe that both assignment models are im-
portant, and hence consider both of them in this paper.
Practical considerations and interpretation. If the number of avail-
able tasks is much greater than that of workers, then it is easier to
estimate each worker’s skill by repeated assignment to tasks. How-
ever, this is not always the case in a real world seing, where the
number of available workers can be much higher than the number
of available tasks. To circumvent this problem, companies can in-
troduce virtual tasks. In a real seing, these can be anything from
unimportant tasks that companies are willing to waste, to simple
tests, all with the purpose of estimating worker skill levels. While
in this paper we make no distinction is made between virtual and
real tasks, we model their existence by assuming that there are
more available tasks (in total) than workers. Finally, to move from
the unrestricted to the bipartite seing, we can simply split a large
number of tasks into blocks equalling the size of the worker pool.
2 RELATED WORK
Even though this specific seing has not been studied before, al-
gorithms applicable to similar problems could also be useful here.
One of the simplest one is ϵ-greedy selection (Section 2.1). In our
seing, this either assigns the apparently best workers to tasks, or
(with probability ϵ) performs a random assignment. However, un-
less ϵ is appropriately tuned, its behaviour is far from optimal. A
well-known algorithm for bandits, UCB (Section 2.2), is directly ap-
plicable in this seing, whenever we only have one skill to consider.
A similar algorithm, boundedϵ-first, is applicable in the casewhere
we have a budget for workers. eHungarian algorithm, described
in Section 2.4, is an efficient way to perform the optimal matching
whenever we have perfect knowledge of worker skills. However,
since we do not actually know the parameters, this problem can
be seen as similar to that of contextual combinatorial bandits, de-
scribed in Section 2.5.
2.1 Epsilon greedy
is algorithm [10] choose an apparently best action most of the
time, and a random action with probability ε . In our seing, this
means that with probability ε we choose a ∈ A uniformly. Oth-
erwise, given our estimate µ̂ of skill levels, we choose the action
maximising expected reward assuming our estimate is correct, i.e.
ak ∈ argmax
a∈A
E(r | a, µ̂, S) (3)
Finally, instead of a fixed amount of randomness, we can select
εk = d
kεk−1, where εk is the current epsilon, dk is the drop rate
1c.f. the Get Another Label project
to the power of the number of tasks completed and εk−1 is the ep-
silon during the previously performed task. As more tasks are per-
formed, the probability to pick a random worker should decrease,
because the algorithm should have learned something about the
available workers.
2.2 Upper confidence bound (UCB)
UCB [3] is an algorithm for near-optimal exploration in bandit
problems, and avoids the problem of selecting a rate for decreas-
ing εk . When we have a single worker to select, it is possible to
select workers by looking at their average performance plus some
confidence bound expressing our uncertainty about them. We can
do this by selecting an assignment maximising
∑
w,s
r̂w,s +
√
2ln(n)
nw
, (4)
Where j is the current worker, r̂w,s the average reward for worker
w , n is the total number of tasks performed and n j is the number of
tasks performed by worker j. Although this algorithm is directly
applicable to the the case when we only have one type of task, we
can also apply it to the multiple task case by simply looking at the
average reward obtained over all tasks. is, however, ignores a
lot of information and will result in suboptimal performance.
2.3 Bounded epsilon first
Bounded Epsilon First (BEF) [11] is a bandit algorithm for a fixed
budget, where selecting a worker incurs a cost. e algorithm con-
sists of an exploration phase and an exploitation phase. A certain
part, ε ∈ [0, 1], of the budget, B, is dedicated to the exploration
phase. During that phase, each worker is assigned a task and is
paid, until εB is depleted. is phase is used to estimate the work-
ers skill levels. e skill levels are later used to determine which
worker to use for a certain task during the exploitation phase.
e exploitation phase is used to select the best workers avail-
able for each task. Because the algorithm is unaware of the true
skill levels for the workers, it uses the estimated skill levels ob-
tained through the exploration phase. During this phase the bounded
knapsack algorithm [9] is used to select the best available worker
for the task. First, theworkers are sorted by their density δw =
µ̂w
cw
,
where µ̂w is the estimated skill level for worker w and cw is their
cost. Aer sorting the list of workers, the algorithm pulls the
arms of the worker with the highest density until the limit for that
worker is reached. is is repeated until the rest of the budget, 1−ε ,
is depleted.
2.4 Hungarian algorithm
e Hungarian Algorithm [6] is a polynomial time algorithm for
bipartite matching problems. It uses a cost matrix,C , of size n × n,
where n is the number of workers and tasks, and each entry in
the matrix is nonnegative. e entry Cw,s represents the cost of
assigning workerw to task s . Given this matrix the algorithm finds
the optimal way of assigning workers to each task. In our case,
we can set Cw,s to be equal to the negative expected reward of
assigning a worker to a task. If we use the actual skill levels, then
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this corresponds to an oracle algorithm. If we use the estimated
skill levels, then we obtain a simple greedy assignment algorithm.
2.5 Contextual combinatorial bandits
In the contextual combinatorial bandit problem[8], at time t the
decision maker observes a contextual vector λt , and has a choice
of K arms to pull. He selects a subset St ⊂ 2
[K ] and, for each arm
j ∈ St , obtains a reward rt,i with expectation µ
⊤λt (j), where µ
is an unknown parameter vector. While this seing is quite close
to ours, note that the main difference is that the decision maker
must match jobs to workers, rather than simply select workers for
the same task. So, this would correspond to a selection (i, j) being
made, with j being the job and i the worker, and where the reward
for each job j being µ⊤(i)λt (j). us, contextual bandit algorithms
are not immediately extensible to our seing.
3 ALGORITHMS
Existing algorithms cannot be applied directly to this problem: they
are either designed for a restricted problem seing, likemulti-armed
bandits, or they only apply to the case where skill levels are known.
In our seing, we need to both estimate skills and assign workers
to tasks given our uncertainty. Skill estimation is an interesting
problem in itself. In this paper, we consider a feedback model that
allows for a very simple scheme to be used. is allows us to sep-
arate the effects of the estimation from the matching algorithm
itself.
3.1 Skill estimation under threshold feedback
Since we only obtain one rating for a set of skills, we introduce a
method callmin-max estimation. Our estimate represents the min-
imum and maximum values that the algorithm believes the skill
level could be. Aer each performed task, the algorithm uses the
result to decide how to update the minimum and maximum esti-
mations and then the estimation for that particular skill level is
the average of the minimum and maximum values. It is easy to see
that if the rewards are deterministic, then the following estimates
will eventually become equal to the true worker’s skills:
sminw,i =
{
λw,i , r = 1
sminw,i , otherwise
(5)
smaxw,i =
{
λw,i , r = 0
smax
w,i
, otherwise
, (6)
where sminw,i and s
max
w,i are the minimum and maximum estimations
for skill i respectively, λs,i is the i-th skill requirement for task
s , and r is the rating received for the worker. e estimation for
a particular skill is thus continually updated and set according to
the following formula:
µ̂w,i =
smini + s
max
i
2
, (7)
where se
i
is the estimated skill level for skill i .
A comparison of the two rating methods can be seen in Figure
1, and when comparing both to the optimal solution it is clear that
using min-max estimates the true skill levels both beer and faster.
Figure 1: Performance of the BEF solution, comparing the
old skill estimation that uses the average of all ratings, and
the new model that uses min-max estimation.
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3.2 Hungarian min-max estimation
e intuition behind Hungarian min-max estimation is that always
making the optimal assignments with regards to all current work-
ers and tasks will produce the best results, as long as the workers
skill levels are continuously estimated. However, since the skills
of workers are unknown, we simply plug in the min-max estimate.
4 EXPERIMENTS
e experiments in this paper have been done on synthetic data.
Working purely with synthetic data requires some research about
the format of the relevant real world data, as well as a lot of test-
ing. To speed up computing times and to make analyzing the data
smoother, some restrictions were made:
• e sets of workers skills and tasks requirements are al-
ways of equal size, which, we set to 3. is is a minor re-
striction however, since both skill levels and requirement
levels can be 0, meaning the effective number of skills or
requirements can be lower.
• e generated skill levels and requirement levels are sam-
pled from a multinomial distribution with the categories
[0.0, 0.2, 0.4, 0.6, 0.8, 1.0], and all categories have the same
probability to be chosen. Limiting the number of skill lev-
els to 6 was done to mimic real world data, since it would
be an unrealistic expectation that humans would be able
to estimate skill levels and requirement levels to any of an
infinite number of levels between 0 and 1.
• e number of tasks available is equal to or greater than
the number of available workers.
• All estimated skill levels are initiated to 0.5, which is the
average level when nothing is known.
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Table 1: Parameters used for testing all implemented meth-
ods.
Parameter description Value of parameter
Number of workers 10
Number of tasks 10 - 10000
Number of runs 25
4.1 Algorithm paramaters
When testing the different algorithms with the multi-skill match-
ing model, a number of different parameters were used. Some of
the parameters were the same for every test and algorithm but
other were changed.
e number of workers was constant, and was set to 10, as seen
in table 1, to speed up running time and to be able to analyze some
of the results manually. Different number of tasks were used when
testing different aspects. When trying to find the end result of as-
signing a large number of tasks, many tasks were generated as the
running time was still withing acceptable limits. However, when
trying to find how the performance changes with the number of
tasks provided, many more tests had to be run and therefore fewer
tasks were used. A run in this scenario is a single test with a set of
tasks and a set of workers, and several runs were used because of
two different elements of randomness with each run. First, when
rating a worker’s skill level, a Bernoulli distribution was used, and
as described in Section , it has a certain probability of giving
an erroneous rating. Second, since all worker skill levels and task
requirement levels are generated uniformly at random, there is al-
ways a probability of two sets being generated where very few
matches are possible, or none at all. To account for this, every test
was run 25 times and the result presented is the average value of
all those runs. Also, for each run, the set of tasks is constant while
new workers are generated every time.
4.2 Bernoulli rating
All methods described in this paper use the same model for rat-
ing workers and their skill levels. As described before, this rating
model includes a level of randomness in the form of ε , which af-
fects the outcome. is is used to model several different aspects
of uncertainty in a real life scenario:
• e task provider’s ability to accurately set the require-
ment level for each of the tasks requirements.
• e task provider’s ability to accurately rate the perfor-
mance of each skill level of a worker, compared to a task’s
requirement levels.
• eworkers performance level. A worker can have a good
or a bad day, resulting in a performance that is a poor rep-
resentation of their true skill levels.
A number of different values of ε were tested, using Hungarian
min-max estimation, to see how the overall result was affected. e
results of the test can be seen in Figure 2.
e value for ε was set to 0.15 to represent all the different
sources of error described above. In this case it means that there
is a 15% probability that an error occurs during the process of task
creation, skill rating och worker performance.
Figure 2: Success rate of Hungarian min-max estimation
with regard to ε , i.e. the probability that the correct skill
level rating is given.
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4.3 Performance compared to optimal
When all methods were implemented, using block matching, they
were compared to the optimal solution over time, as an increasing
number of tasks were assigned. e goal for any method is tomake
sure that the estimated skill levels of every worker converges to-
wards the true skill levels, and each method uses the same set of
workers and tasks. During most of the experimentation, the num-
ber of available skills and requirements were limited to 3, to speed
up computing time, while still using more than 1 skill. e results
of all methods, while using 3 skills and requirements, can be seen
in Figure 3.
Tests made with more skills and requirements, from 3 up to 10,
all give similar results as with 3 skills, meaning the big difference
occurs when changing from 1 skill and requirement to multiple.
5 DISCUSSION
In this paper, we explored some initial algorithms towards solving
the generalised matching problem under uncertainty. While the
matching problem has been studied extensively under perfect in-
formation, a lot remains to be done for the case of imperfect infor-
mation. While some special cases of this problem can be thought
of as bandit problems, in general it exhibits a much larger com-
plexity, so standard bandit algorithms are not directly applicable.
In particular, even if we have multiple skills in each task, feedback
received is only corresponding to overall worker performance.
Our solution entailed the assumption of a specific feedbackmodel,
and very simple point estimates of worker skills, combined with
the well-known Hungarian algorithm. However, we believe that
much more sophisticated algorithms and models could be brought
to bear upon this important problem. On the algorithmic side, we
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Figure 3: Performance of all algorithms compared to the op-
timal solution. Used to see if any of them converge towards
the optimal solution, given enough tasks. Maximum num-
ber of skills per worker and requirements per task is 3.
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could use proper confidence bounds (similar to those used in con-
textual bandit problems). On the modelling side, it would be inter-
esting to consider social networking between workers, their rela-
tionship between different skills, as well as the reputation of em-
ployers, in a general graphical model seing.
Another open question is what the appropriate feedback model
is. In our work, we considered a model where the probability of
positive feedback only depended on whether a worker satisfied
a set of skills. Nevertheless, we believe that this preliminary re-
search sets the scene for plenty of follow-up work. We have shown
that even very simple algorithms can comfortably beat naive meth-
ods that do not take into account the problem structure. We believe
it should be possible to derive analogues of most well-known ban-
dit algorithms for this new problem, and provide appropriate per-
formance guarantees, something that would be highly beneficial
to workers and employers alike.
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