The cell assembly hypothesis, laid out by Donald Hebb, proposes that neurons are 56 organized into mutually excitable groups called "assemblies" which are strongly coactive 57 (Harris, 2005; Hebb, 1949) . Under this hypothesis, sensory representations and cortical state 58 dynamics manifest as sequences of assembly activations and internal state dynamics need not be 59 deterministically tied to stimulus from trial-to-trial (Buonomano & Maass, 2009; Harris, 2005 ; 60 Hebb, 1949; Scholvinck et al., 2015) . Importantly, the assembly hypothesis suggests that single 61 trial dynamics are strongly influenced by the group of coactive neurons rather than entirely by 62 the external stimulus. 63
In this work, we investigate whether the variance in V1 neuronal activity over the time 64 course of single trials is best explained by visual stimuli, locomotion, or by coactive groups of 65 V1 neurons. We define coactive groups of neurons, which we term as "functional groups", by 66 local pairwise correlations of activity within short time intervals after accounting for stimulus 67 and running effects. We used a generalized linear model (GLM) on calcium imaging data of 68 12 permutation scheme preserved the topology of the functional groups but shuffled the associated 253 weights (Fig. 4A) . The new weights of the functional group were then substituted into the 254 unrestricted GLM. We did not refit the unrestricted GLM, but rather computed the change of 255 MSE on the training data (here, we revert to analyzing all frames). Refitting the GLM would 256 have optimized model coefficients to minimize model error, thus obscuring the effect of shuffled 257
weights. This shuffling procedure was repeated 1000 times, and resulted in a large median 258 increase of training MSE (median of median increase = +23.57%, IQR of median increase = 259 57.99%, Fig. 4B top) . These results demonstrate that the predictive abilities of functional groups 260 are highly sensitive to the precise value and association of each strong functional weight to a 261 specific edge. 262
Second, we again identified the edges with strong weights (termed "strong edges"). Now, 263 rather than shuffle only the weights, we shuffled the strongest edges and thereby generated new 264 topologies (Fig. 4A ). This allowed us to determine the sensitivity of prediction ability to the 265 underlying strong edges. To elaborate, this shuffling procedure shuffled all of the strong edges 266 across all functional groups. After shuffling, each neuron's functional group was changed since 267 the composition of a functional group is defined by the specific incoming edges that each neuron 268 receives. Again the GLM was not refit for the same reasons articulated above, and this procedure 269 was repeated 1000 times. Shuffled edges resulted in a large median increase of training set MSE 270 (median of median increase = +20.00%, median of IQR = 31.43%, Fig. 4B right) . 271
Thus, both the specific weights and the specific connections in the upper quartile of edges 272 define the functional group which in turn underlies the impressive performance of the coupled 273 model. Large weights thus explain the importance of specific edges in the functional group for 274 accurate predictions and are a signature of the important timescales and weights (regardless of 275 13 sign) of the functional group; consequently, the timescale and weights of Hebbian assemblies can 276 be further characterized by observing which timescales and weight sign correspond to the edges 277 with large weights in the functional group. 278 279
Recurrent coupling coefficients contribute to accurate predictions 280
Given the importance of the functional group, we next asked how its temporal structure 281 related to prediction. To do so we constructed two models, GLM 0 and GLM 1 , which respectively 282 contained only a lag 0 or a lag 1 coupling term, and compared prediction performance to an 283 unrestricted GLM. We additionally examined the large weight distributions for lag 0 and lag 1 284
coupling. 285
We found that the GLM 0 exhibited a marginally increased test set MSE while GLM 1 286 exhibited a large test set MSE increase as compared to the unrestricted model that contained both 287 coupling terms (GLM 0 median = +0.63%, IQR = 2.16%, GLM 1 median = +9.81%, IQR = 288 21.10%, Fig. 5B ). This result demonstrates that lag 0 coupling is necessary to generate accurate 289 single trial predictions and suggests that that prediction-relevant coactivity between neuronal 290 pairs occurs within a window less than or equal to ~30 ms. Hence, the predictive ability of 291 functional group coactivity is driven by the functional group's bidirectional edges. 292
The sufficiency of lag 0 weights and insufficiency of lag 1 weights to predict single trials 293 is informed by the prevalence of strong weights associated with lag 0 edges ("strong" defined as 294 belonging to the top quartile) (Fig. 5C ). Furthermore, we observe that strong coupling exhibits 295 more lag 0 weights than lag 1, which is consistent with our previous results regarding large 296 weights. While it is the case that lag 0 and lag 1 functional input are linearly correlated (median r 297 = 0.56, IQR = 0.40, Fig. 5D weights. Across datasets, the top quartiles of weight magnitudes are comprised of many positive 317 weights and few negative weights (Fig. 6B) . 318 319 3.6. The size of the informative functional group saturates 320
Previously we had found that the accuracy of an encoding model increased with the 321 number of neurons imaged in a dataset (Dechery and MacLean 2018) . We set out to establish 322 whether this positive relationship was due to more of each neuron's respective functional group 323 being sampled, or whether we had imaged a greater number of complete functional groups. As 324 expected the total number of incoming edges increased with the number of neurons imaged per 325 dataset (Fig. 6C -slope=0 
Functional weights enhance single trial decoding 335
While the functional group enables accurate single trial encoding predictions, it remained 336 unclear if functional groups are computationally relevant to decoding. More concretely, we asked 337 if using the unrestricted GLM, in which the structure of the functional group is known, to decode 338 the stimulus would result in better performance than decoding when neurons are assumed to be 339 uncoupled since the decoding performance is suggestive of the computational relevance of the 340 functional group (Pillow et al., 2008) . 341
We constructed coupled and uncoupled decoders under the Bayesian decoding 342 framework. In particular, a uniform prior over all stimulus conditions was adopted and the 343 stimulus was decoded via the maximum a posteriori estimate. All frames (i.e. both training and 344 test frames) were decoded, and both decoders performed better than chance ( (which we refer to as "average response"), in which response to a given stimulus was averaged 474 across all time bins of the given stimulus presentation across all trials. Neurons significantly 475 tuned to orientation or direction were labeled as tuned with the procedure described in (Dechery 476 & MacLean, 2018) , and all remaining neurons were labeled as untuned. The stimulus term in our 477 GLM was the average stimulus-dependent response for tuned neurons. The stimulus term for 478 untuned neurons was given by the response given by averaging the stimulus-dependent average 479 response across all stimulus conditions. During grey frames, the stimulus term was set to zero in 480 this model. With this model, we used a 70/30 split of the data for training and testing in order to 481 22 fit the GLM coefficients and test performance. We modeled the stimulus a second way by the 482 "block averaged trace" in order to reflect dynamics associated to neuronal response. In this 483 model, tuned and untuned neurons were treated exactly the same. The fluorescence traces in each 484 presentation of a given stimulus were averaged across blocks (i.e. trials) but not time bins, 485 producing a block-averaged trace which preserved the dynamics. Since the block-averaged trace 486 preserves dynamics, we only take averages over the training set when fitting the GLM to avoid 487 overfitting (when testing, averages are taken over the testing set). In order to ensure that averages 488 occurred over similar numbers of stimulus presentations between the training and testing sets, we 489 used a 50/50 split of the data. In our analyses, the block averaged trace was obtained after 490 averaging over 9-15 traces depending on the dataset. The stimulus term is represented by 
GLM Variants 518

Stimulus-restricted, Run-restricted, and Coupling-restricted GLMs 519
To determine the extent to which the stimulus term, running term, and coupling terms 520 contributed to predictions of single trials, we iteratively excluded terms of interest, refit the 521 model, and compared predictive performance against the unrestricted model (i.e. containing all 522 model terms described above). In particular, for the stimulus-restricted GLM, we had the model 523
in which the stimulus term was excluded. The model coefficients all have the same interpretation 524 as described in the previous section. We then fit this model on the training data, and compared its 525 predictive performance on the test data with the unrestricted model. Similarly, for the run-526 restricted GLM, we had the model 527
and for the coupling-restricted GLM, we had the model 528
These models were fit on the training data, and were compared against the unrestricted model in 529 terms of predictive performance on the test data. 530 531
GLM 0 and GLM 1 532
To determine the contributions of lag 0 and lag 1 coupling to predictions of single trials, 533
we similarly excluded these terms iteratively and compared predictive performance to the 534 unrestricted model. In particular, GLM 0 is given by 535
This model was then fit on the training data and compared against the unrestricted model. Note 536 that . Similarly, GLM 1 is given by 539
and the model is fitted and evaluated with exactly the same procedure as GLM 0 . 540 25 541
GLM + and GLM -
542
To determine the contributions of positive and negative functional weights to predictions 543 of single trial dynamics, we constructed a GLM with explicit corresponding terms (again, with 544 average response as the stimulus term). In particular, we had the following model 545
The terms , and for neurons k and i and sign s (i.e. positive or negative), we had 549
In order to minimize over-fitting and keep model complexity comparable across different 550 models, we used all lags in this model and treated them as lag 0. 551 552
Permutations of Functional Group Topology 553
To determine if the topology of the function group is essential to predictions of single 554 trial activity, we shuffled the functional group in two ways; we shuffled the "strong weights" and 555 the "strong edges". 556
We shuffled the strong weights to determine the importance of strong weights for 557 prediction. We shuffled the top quartile of weights while preserving the corresponding 558 underlying edges. Formally, we enumerated the edges with strong weights in our entire 559 The average response is a grand mean, i.e. the average response of a neuron to a given stimulus is the neuron's response to the stimulus averaged across all time bins of all presentations of the given stimulus. In effect, the average response is the average fluorescence change the neuron exhibits in response to a given stimulus. Bottom, an example of a block averaged trace for the same neuron (neuron 2, dataset 3). The block averaged trace of a neuron for a given stimulus is the trace obtained when averaging traces across all blocks (i.e. trials) and all presentations of a given stimulus within each block. In effect, the block averaged trace represents the average trace of fluorescence changes in response to a given stimulus. For the GLMs using the block averaged trace model, we restricted our analysis only to the stimulus frames and excluded the grey frames which are obscured here using grey bars. (B) Left, cumulative distribution functions of the percent change of test set MSE across stimulus frames for the stimulus-restricted GLM using the average response stimulus model and the stimulus-restricted GLM using the block averaged trace stimulus model. Right, zoom in on 95 th percentile. (C) Cumulative distribution functions of the percent change of test set MSE across all frames for the run-restricted GLMs using the rotary encoder running model, nonnegative model coefficients, and average population response running model. . The arrows show the directionality of the coupling, with bidirectional coupling indicating a lag 0 edge. Red coloring of edges and weights indicate that the edge is "strong" (i.e. has an edge in the top quartile of magnitudes). Only strong edges and weights are permuted in the two shuffle methods. Bottom left, an example permutation of the strong weights of the original functional groups. Note that each functional group retains the neurons in its group, but the strong weights (denoted by the red Greek letters) are freely permuted, even between functional groups. Note that the lag is permuted along the weight, and so the directionality of the coupling follows the weight when it is permuted. For example, note that the weights β , δ , and ξ are all permuted, and the bidirectional coupling associated with δ follows the permuted weight δ . Bottom right, an example permutation of strong edges of the functional groups. When permuting edges, the neuron memberships of the functional groups change as strong edges are permuted in and out of each functional group. For example, neurons b and c are permuted into the functional group of m from the functional group of n. Similarly, neurons x and w are permuted into the functional group of n from the functional group of n. By permuting edges, new functional group topologies (in the sense of neuron membership) are instantiated. (B) Top, distribution of the median percent change of training set MSE across all 1000 permutations of strong weights. Bottom, distribution of the median percent change of training set MSE across all 1000 permutations of strong edges. These distributions indicate that accurate predictions from the model are sensitive to perturbations of both strong weights and edges of functional groups. 
