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Abst rac t - -We show that for certain cubic Kolmogorov systems, four, and no more than four, 
limit cycles can bifurcate from a critical point in the first quadrant; moreover, three fine foci of order 
one can coexist and a limit cycle can bifurcate from each. 
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1. INTRODUCTION 
Systems of the form 
~ = x~Fi(xl, . . . ,xn), i = 1, . . . ,n ,  
are frequently used to model the interaction of species occupying the same ecological niche. The 
dynamics of such systems can be quite complicated, as explained in the series of papers by 
Hirsch (see [1]). In applications it is often desirable to obtain conditions under which all orbits 
are attracted to a single equilibrium, and the possibility of cyclic behaviour, reflected in the 
existence of periodic solutions, is also of considerable interest. 
The differential equations modelling the interaction of two species have been studied exten- 
sively, systems of the form 
=zF(z ,y ) ,  y=yG(x ,y )  
being known as Kolmogorov systems. In the classical Lotka-Volterra-Gause model, F and G are 
linear and it is well known that there are no limit cycles. There can of course only be one critical 
point in the interior of the realistic quadrant (x > 0, y > 0) in this case, but this can be a centre; 
however, there are no isolated periodic solutions. Thus, persistent orbits behave as if the system 
were linear (the persistent orbits are those in the interior of the first quadrant). 
If F and G are quadratic, one might think by analogy that the behaviour within the first 
quadrant is similar to that of a quadratic system. The examples we give show that this is not 
the case, even when F and G factorise. Our example also casts light on questions raised by Ye 
and Ye [2] and Coleman [3]. The latter poses the question whether a predator-prey system can 
have two or more ecologically stable cycles. We shall consider limit cycles which bifurcate from 
a critical point in the case of systems of the form 
=z(z -2y+2) (Ax+y+ B), y=y(2x-y -2 ) (Dz+y+C) .  (1) 
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We use our Computer Algebra procedure FINDETA (described in [4]) to compute the focal 
values at the critical point (2, 2) and deduce the necessary conditions for it to be a centre. We 
complement this by using our recent work on computing sufficient conditions for a centre [5] to 
show that: 
(1) four limit cycles can bifurcate from (2, 2); 
(2) no more than four can bifurcate; 
(3) three fine foci can coexist; 
(4) three limit cycles can bifurcate, one from each of three fine foci. 
We also give necessary and sufficient conditions for (2, 2) to be a centre. An interesting feature 
of these conditions is that they all follow from the existence of invariant lines. The approach 
described in [5] is based on a systematic search for invariant algebraic urves; this is the first 
example we have encountered where only invariant lines are required. We deduce that there is a 
range of parameter values for which there are four limit cycles, two of which are stable. 
2. THE CRIT ICAL  POINT  (2, 2) 
We calculate the focal values for (1) by transforming the system to canonical form with the 
origin at (2, 2). The critical point is a fine focus if C + 2D + 2 # 0 and 
2A+B-C-2D=O.  (2) 
Using FINDETA, the Liapunov quantities are easily obtained. We find that B - C is a factor 
of L(k) ,  for 1 < k < 4, and we shall confirm that the origin is a centre if B = C and (2) holds. 
Let e = sgn (C + 2D + 2). We have 
L(1) = -e (B  - C ) (C  + 4), 
L(2) = -e (B  - C)Fo, 
L(3) = e(B - C)F1, 
L(4) = -c (S  - C)F2. 
Now suppose that B-C  ~ 0 and take C = -4 .  Then L(1) = O, Fo = B 2 -12BD-B+14D2-28D 
and F1, F2 are polynomials in B, D of degrees 4, 6, respectively. 
We first consider the possibility that F0 = F1 = F2 -- 0, and hence that the critical point is 
either a centre or a fine focus of order five or more. We evaluate the resultants of F0 and F1, and 
F0 and F2, with respect o B: 
R(Fo, F1, B)  = D2(D - 2)(D - 1)G0, 
R(Fo,F2,  B)  = D2(D - 2)(D - 1)G1, 
where Go, Ga are polynomials in D of degrees 4 and 8, respectively. The possibility that C -- -4 ,  
D = 1 is excluded since we must have C + 2D + 2 ¢ 0. We shall prove that for the cases with 
D = 0 or 2, the critical point is a centre. The resultant of Go and G1 is nonzero and so the order 
of the fine focus (2, 2) is at most four. It is four if 
C=-4 ,  2A=(2D-B-4) ,  G0=0,  G1 ¢0 .  (3) 
Under these conditions four limit cycles can bifurcate from (2, 2). Using Sturm sequences [6] we 
establish that Go has a root c~ in the interval (5, 6) and that G1 ¢ 0 in this interval. 
To bifurcate four limit cycles, we start with a system in which (2) is satisfied, C -- -4 ,  D is 
the root of 
Go -- 203D 4 + 2050D 3 - 5829D 2 - 51194D - 58630 
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in the interval (5, 6) and 
2 (77D 3 - 485D 2 + 376D + 572) 
B = l15D 2 - 494D - 701 (4) 
First, perturb D so that Go ~ 0 and FIF2 > 0, adjusting A and B so that (2) and (4) are 
satisfied. A limit cycle bifurcates. For the second limit cycle, perturb B so that FoF1 > 0 while 
retaining (2). The other two limit cycles bifurcate when we perturb C from its value of -4  such 
that (C + 4)F0 < 0 and then A so that 2A + B - C - 2D is of the opposite sign to L(1). 
We have seen that if the critical point (2, 2) is a centre then one of the following conditions 
holds: 
(i) B=C,A=D;  
(ii) D=0,  C=-4 ,  B= I, A= -5 /2 ;  
(iii) D=B=0,  C=-4 ,  A=-2 ;  
(iv) D - -2 ,  C=-4 ,  B - -A=0.  
To prove that these necessary conditions are also sufficient for (2, 2) to be a centre, we construct 
Dulac functions from invariant curves, following the approach explained in [5]. In all four cases 
the Dulac function (or, equivalently, the integrating factor) is the product of powers of linear 
polynomials. We remark that polynomials of higher degree are usually required. 
In case (i), the lines L1 = (Dx+y+C)(C+2D+2)  -1 and L2 = (1/6)(x +y+2)  are 
invariant, and L11L2 4 is a Dulac function; note also that in this case the system is Hamiltonian. 
In case (ii), L1 = x, L2 = y and L3 = y - 4 are invariant, and L{aL-~I/2L3/2 is a Dulac function. 
An additional ine, L4 = (1 /6 ) (2x -y  + 4), with Dulac function L{2L~IL3L41 gives case (iii). 
In (iv), the two axes alone give the Dulac function x-2y -1. 
THEOREM 2.1. The critical point (2, 2) is a fine focus of order at most four, four limit cycles can 
bifurcate from it and it is a centre if and only if one of the conditions (i)-(iv) above are satisfied. 
3. THE OTHER CRIT ICAL  POINTS 
The critical point (2,2) may not be the only fine focus. There are four critical points not 
on the axes but not all can be fine loci at the same time. However, three fine foci can coexist, 
each of order at most one. The points (2, 2), ( -2 (C  + 1)/(2D + 1), (2D - C)/ (2D + 1)) and 
((2 - B) / (A  + 2), ( -2 (A  + B) ) / (A  + 2)) are all fine loci in the first quadrant if 
~1 =2A+B-C-2D=0,  
~2 =2(C+1)B-2C 2 -5C+6D=0,  
k~3 = -4C3D + C a - 10C2D - 2C 2 + 16CD 2 + 2CD - 6C + 28D 2 + 20D = 0, 
and 
1 
D<-~,  C>- I ,  -2<A<0,  B<2,  C+2D+2~0.  
Under these conditions, each of the three points is of order one: none can be of higher order. 
One limit cycle can be bifurcated from each point by perturbing D, B and A so that ~3, ~2 
and ~1 become nonzero and of the appropriate signs. It can also be shown that if (2, 2) is not a 
fine focus, then the other three critical points not on the axes can all be fine foci but of order at 
most one. 
In conclusion, we have shown that there are cubic Kolmogorov systems which have four limit 
cycles, two of which are stable around one critical point, and others in which three small amplitude 
limit cycles exist with disjoint interiors. Thus, the expectation that such systems how behaviour 
in the realistic quadrant similar to quadratic systems is confounded. 
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