In finite group theory, chief factors play an important and well-understood role in the structure theory. We here develop a theory of chief factors for Polish groups. In the development of this theory, we prove a version of the Schreier refinement theorem. We also prove a trichotomy for the structure of topologically characteristically simple Polish groups.
Introduction
A Polish group is a topological group so that the topology is separable and admits a complete, compatible metric. A chief factor of a Polish group G is a factor K/L where L < K are distinct closed normal subgroups of G that admit no closed M G with L < M < K. Such factors play an important and well-understood role in the setting of finite groups. They also arise naturally and are important in the study of compactly generated totally disconnected locally compact groups via work of P-E. Caprace and N. Monod [5] ; however, they are not well-understood in this setting.
The present article arose out of a project to develop a theory of chief factors for locally compact Polish groups. It quickly became apparent that the basic components of the theory do not require local compactness but only that the groups are Polish. Moreover, this theory appears to be applicable to and useful for the study of many Polish groups. The work at hand therefore develops the theory of chief factors and the requisite tools in the setting of Polish groups.
The theory of chief factors developed in this article relies on two independently interesting directions of study. The first is a study of normal compressions: these are continuous group homomorphisms ψ : G → H which are injective with dense normal image. Such maps appear naturally in the study of closed normal subgroups of a Polish group because of the deficiencies of the second isomorphism theorem of group theory in the setting of topological groups, including Polish groups. Specifically, if N and M are closed normal subgroups of the Polish group G, then N M is not necessarily closed, and so the obvious homomorphism φ : N/N ∩ M → N M /M is not necessarily surjective; however, φ is still a normal compression. Normal compressions are also related to the study of Polishable subgroups, cf. [9] : if K H is a Polishable dense normal subgroup, then there is a normal compression ψ : G → H of Polish groups with ψ(G) = K.
We additionally investigate two generalizations of direct products: generalized central products and quasi-products. The concept of a quasi-product (with finitely many factors) is introduced by Caprace and Monod in [5] , where it is shown that quasi-products play a critical and unavoidable role in the structure theory of compactly generated totally disconnected locally compact (t.d.l.c.) groups. Specifically, the following situation arises, which is by no means limited to locally compact groups: Let G be a topological group and suppose that the collection of minimal closed normal subgroups M is non-empty. One often wishes to study the topological socle S := M . The elements of M centralize each other and have trivial intersection, so as an abstract group, S contains the direct sum M ∈M M . The induced topology of M as a subgroup of G however may be quite different from the product topology, even when |M| is finite. Our notion of a generalized central product will include such groups S along with many others. Remark 1.1. This article is the first in a series. The subsequent articles will specialize to the class of locally compact Polish groups, where additional tools are available.
Normal compressions
Definition 1.2. Let G and H be topological groups. A continuous homomorphism ψ : G → H is a normal compression if it is injective with a dense, normal image. We will refer to H as a normal compression of G in cases where the choice of ψ is not important. Let ψ : G → H be a normal compression between topological groups G and H and let H act on itself by conjugation. As abstract groups, there is a unique action of H on G by automorphisms, which we call the ψ-equivariant action, that makes ψ an H-equivariant map. If G and H are Polish, this action is well-behaved, and we have good control over the structure of the associated semidirect product. Theorem 1.3 (See Proposition 3.5 and Theorem 3.6). Let G and H be Polish groups, ψ : G → H be a normal compression, and G ψ H be the associated semidirect product equipped with the product topology. (1) G ψ H is a Polish topological group. (2) π : G ψ H → H via (g, h) → ψ(g)h is a continuous surjective homomorphism, ker(π) = {(g −1 , ψ(g)) | g ∈ G}, and ker(π) G as topological groups. (3) ψ = π • ι where ι : G → G ψ H is the usual inclusion. This factorization imposes a considerable structural restriction on normal compressions in the category of Polish groups, which allows us to relate the normal subgroup structure and topological structure of G to that of H and vice versa. The next theorem is a special case of a result of this kind. Theorem 1.4 (See Theorem 3.9). Suppose that G and H are centerless, topologically perfect Polish groups and that H is a normal compression of G. Then G is topologically simple if and only if H is topologically simple.
is a continuous homomorphism such that d(G) ∩ G/G S\{N } is dense in G/G S\{N } for every N ∈ S and ker(d) is central in G. Furthermore, S is a quasi-direct factorization of G if and only if d is injective. (2) Let K be a set of topological groups and suppose that G admits an injective, continuous homomorphism δ : G → K∈K K such that δ(G) ∩ K is dense in each K ∈ K. For S := {δ −1 (K) | K ∈ K}, the group S is a quasi-product of S.
We next introduce the class of topological groups of semisimple type. Our approach here is motivated by similar notions in the theories of finite groups and of Lie groups. The layer E(G) of G is the closed subgroup generated by the components of G.
Any Polish group has at most countably many components (Lemma 5.14). Each component M of G is also a component of any closed subgroup containing M , so the study of components naturally reduces to the case when G = E(G). Definition 1.9. A topological group G is of semisimple type if G = E(G). We say G is of strict semisimple type if in addition Z(G) = {1}.
We have good control over closed normal subgroups and quotients of groups of semisimple type. The case of quotients is one reason to consider groups of semisimple type, rather than only groups of strict semisimple type. Theorem 1.10 (See Theorem 5.12). Suppose that G is a topological group of semisimple type and K is a closed normal subgroup of G. Then G/K is of semisimple type, and G/Z(G) is of strict semisimple type.
One naturally anticipates that a group of semisimple type is almost a product of topologically simple groups. We make this precise using generalized central products and quasi-products. Theorem 1.11 (See §5.2). Let G be a non-trivial topological group and let M be the collection of components of G.
(1) If G is of semisimple type, then M is a generalized central factorization of G and each M ∈ M is non-abelian and central-by-topologically simple. (2) If G is of strict semisimple type, then M is a quasi-direct factorization of G and each M ∈ M is non-abelian and topologically simple.
Chief factors in Polish groups
Definition 1.12. For a topological group G, a normal factor of G is a quotient K/L such that K and L are distinct closed normal subgroups of G with L < K. We say K/L is a (topological) chief factor if there are no closed normal subgroups of G lying strictly between L and K.
The key to analyzing a group via its chief factors is the association relation. Definition 1.13. For a topological group G, we say the normal factors K 1 /L 1 and K 2 /L 2 are associated to one another if the following equations hold:
One motivation for this definition is to overcome the breakdown of the second isomorphism theorem in topological groups. Given closed normal subgroups N, M in a group G, we wish to say the factor N M /N is "the same" as the factor M/N ∩ M . The relation of association allows us to say precisely this (Lemma 6.3). The association relation is furthermore an equivalence relation when restricted to non-abelian chief factors (Proposition 6.8).
Considering non-abelian chief factors up to association, a version of the Schreier refinement theorem for chief series holds. Theorem 1.14 (See Theorem 6.11). Let G be a Polish group, K/L be a non-abelian chief factor of G, and
be a series of closed normal subgroups in G. Then there is exactly one i ∈ {0, . . . , n − 1} such that there exist closed normal subgroups G i ≤ B ≤ A ≤ G i+1 of G for which A/B is a non-abelian chief factor associated to K/L.
The above theorem suggests that the association classes are fundamental building blocks of Polish groups. This leads to the following definition: Definition 1.15. A chief block of a topological group G is an association class of nonabelian chief factors of G. For a non-abelian chief factor A/B, we write [A/B] for the chief block. We write B G for the set of chief blocks of G.
There is additionally a partial order on B G , denoted by ≤, which keeps track of the order in which representatives of association classes can appear in normal series.
Given a normal subgroup N of a Polish group G and a chief block a, we say N covers a if there exist B ≤ A ≤ N such that A/B ∈ a. The set of closed normal subgroups that cover a chief block a form a filter in the lattice of closed normal subgroups of G (Lemma 7.10). We say that a is minimally covered if this filter is principal -i.e. if there is a unique smallest closed normal subgroup that covers a. We write B min G for the set of minimally covered chief blocks. Remark 1.16. At the present level of generality, it is not clear which, if any, chief blocks will be minimally covered; this will be remedied in a subsequent article in the context of locally compact Polish groups, where we will show that 'large' chief blocks are necessarily minimally covered.
Considering the structure of B min G when G is a topologically characteristically simple Polish group (for example, when G is a chief factor of some ambient Polish group) leads to an interesting trichotomy. We go on to define a space associated to a Polish group that captures the chief factor data. Using this space, we show that it makes sense to refer to a chief block as being of weak, semisimple or stacking type. Theorem 1.19 (See Proposition 9.19). Let G be a Polish group and a ∈ B G . Every representative A/B ∈ a is of the same type: weak, semisimple, or stacking.
This work concludes with examples. Notably, F. Le Maître contributes a number of interesting examples of normal compressions in the non-locally compact non-abelian Polish setting; these may be found in the appendix.
Preliminaries
All groups are Hausdorff topological groups and are written multiplicatively. Topological group isomorphism is denoted by . For a topological group G, the connected component of the identity is denoted by G
• , and the center is denoted by Z(G). The group of automorphisms of G as a topological group is denoted by Aut(G). For a subset K ⊆ G, C G (K) is the collection of elements of G that centralize every element of K. We denote the collection of elements of G that normalize K by N G (K). The normal subgroup generated by K in G is denoted by K G ; the subscript will be suppressed when clear from context. The topological closure of
In this article, minimal and maximal subgroups of a group G are always taken to exclude {1} and G respectively; however, we will sometimes note for emphasis that the relevant groups are non-trivial, respectively proper.
Polish spaces and groups
Definition 2.1. A Polish space is a separable topological space that admits a complete, compatible metric. A Polish group is a topological group so that the topology is Polish.
We recall a couple of classical facts concerning Polish spaces. Theorem 2.7 ([12, (9.14)]). Let G be a Polish group and X a Polish space on which G acts by homeomorphisms. If the action of G on X is separately continuous, then the action is continuous.
Normal compressions in Polish groups
We here make a general study of normal compressions between Polish groups. In particular, Theorem 1.3 will be established. In Section 6, we shall see that normal compressions play a fundamental role in the study of chief factors in Polish groups. Definition 3.1. Let G and H be topological groups. A continuous homomorphism ψ : G → H is a normal compression if it is injective with a dense, normal image.
The equivariant action
For Polish groups G and H such that H is a normal compression of G, there is a canonical continuous action of H and G which allows us to form the external semidirect product G H, which is itself a Polish group with respect to the product topology. This external semidirect product gives a natural factorization of the normal compression.
Lemma 3.2. Let G and H be Polish groups with ψ : G → H a continuous, injective homomorphism and let χ be a topological group automorphism of H such that χ(ψ(G)) = ψ(G).
Proof. It is clear that φ χ is an abstract group automorphism of G. In view of Theorem 2.6, it suffices to show that φ χ is Borel measurable to conclude the lemma.
Fixing O ⊆ G an open set, we see
Since ψ is injective and continuous, ψ(O) is a Borel set by Theorem 2.2, and thus, ψ −1 χ −1 ψ(O) is a Borel set. We conclude that φ −1 χ (O) is a Borel set, and it now follows the map φ χ is Borel measurable, verifying the lemma.
We only use the following special case of Lemma 3.2.
Corollary 3.3. Let G and H be Polish groups and let ψ : G → H be a continuous, injective homomorphism such that ψ(G) is normal in H. Then for each h ∈ H, the map φ h :
Corollary 3.3 gives a canonical continuous action in the setting of normal compressions.
Definition 3.4. Suppose that G and H are Polish groups and ψ : G → H is a normal compression. We call the action of H on G given by (h, g) → φ h (g) the ψ-equivariant action; when clear from context, we suppress "ψ".
Our next proposition is a special case of [12, (9. 16)]; we include a proof for completeness. Proposition 3.5. If G and H are Polish groups and ψ : G → H is a normal compression, then the ψ-equivariant action is continuous.
Proof. In view of Theorem 2.7, it suffices to show the equivariant action is separately continuous. Fixing h ∈ H, Corollary 3.3 ensures that φ h is a continuous automorphism of G.
; that is to say, the equivariant action is continuous in G for fixed h.
It remains to show that the equivariant action is continuous in H for fixed g. Fix g ∈ G and consider the map α :
The map c : H → H via k → kψ(g)k −1 is plainly continuous. Additionally, since ψ is injective and continuous, Theorem 2.2 implies that ψ(O) is a Borel set of H, hence the following set is Borel:
The map α is therefore a Borel measurable map. Theorem 2.3 now ensures α is continuous when restricted to a dense G δ set L ⊆ H. We argue that α is indeed continuous at every point of L. Fix h ∈ L and suppose that h i → h in H. Appealing to the Baire category theorem, L := Lh −1 ∩ i∈N Lh
is dense and a fortiori non-empty. Fixing l ∈ L, we see that α(h i ) = l −1 .(lh i .g). Moreover, the choice of l ensures that lh i ∈ L for all i and that lh ∈ L. The continuity of α when restricted to L thus implies lh i .g → lh.g. Since the action is continuous in G for fixed l, it follows that α(h i ) → α(h), hence α is continuous at every point of L. Now take h ∈ L, fix some arbitrary k ∈ H, and let k i → k. We see that α(k i ) = (kh −1 ).(hk −1 k i .g), and moreover, hk
g. On the other hand, the action is continuous in G for kh −1 , so (kh
The map α is thus continuous at k, and the proposition follows. Theorem 1.3(1) now follows immediately from Propositions 3.5 and 2.5. We now derive the remainder of Theorem 1.3. In fact, any normal compression ψ : G → H of Polish groups factors through through G ψ O where O is any open subgroup of H. The significance of the additional generality will become apparent in the totally disconnected locally compact Polish setting, where O can be chosen to be a compact open subgroup. Theorem 3.6. Let G and H be Polish groups, let ψ : G → H be a normal compression, and let O ≤ H be an open subgroup. Then the following hold:
, and the subgroups ι(G) and ker(π) are closed normal subgroups of G ψ O with trivial intersection.
Proof. The map π is clearly continuous and surjective, and a calculation shows π is also a homomorphism. It is also immediate that ker(π) = {(g
Plainly, this is a bijective continuous map. Checking this map is a homomorphism is again a calculation. We thus deduce (1) .
Claim (2) is immediate. By (1), ι(G) = {(g, 1) | g ∈ G} intersects ker(π) trivially, and both ι(G) and ker(π) are closed normal subgroups. The product ι(G) ker(π) is dense, since it is a subgroup containing the set
We have thus verified (3).
Corollary 3.7. Suppose that G and H are Polish groups with ψ : G → H a normal compression. Then every closed normal subgroup of G is invariant under the ψ-equivariant action of H on G.
Proof. Let K be a closed normal subgroup of G and let π be as in Theorem 3.6 with H = O. Then ker(π) ∩ ι(G) = {1}, so ker π centralizes ι(G); in particular, ker π normalizes ι(K). The normalizer N G ψ H (K) therefore contains the dense subgroup ι(G) ker(π); moreover, ι(K) is a closed subgroup of G ψ H, since ι is a closed embedding. Since normalizers of closed subgroups are closed, we conclude that ι(K) G ψ H. Thus K is invariant under the action of H, verifying the corollary.
Properties invariant under normal compressions
We now explore which properties pass between Polish groups G and H for which there is a normal compression ψ : G → H. In view of the goals for this work and subsequent works, the properties we explore here are related to normal subgroup structure and connectedness. There are likely other interesting properties that pass between such G and H. Proof. Form the semidirect product G ψ H, let ι : G → G ψ H be the usual inclusion, and let π : G ψ H → H be the map given in Theorem 3.6.
Claim (1) is immediate from Corollary 3.7.
For (2), since π is a quotient map and π(ι(K)) is dense in H, it follows that ι(K) ker(π) is dense in G ψ H. Corollary 3.7 implies that ι(K) is a closed normal subgroup of G ψ H. The image of ker(π) is thus dense under the usual projection χ :
On the other hand, Theorem 3.6 ensures ι(G) and ker(π) commute, hence
Finally, let M be a closed normal subgroup of K. Applying part (1) to the compression map from K to H, we see that ψ(M ) is normal in H, so in particular ψ(M ) is normal in ψ(G). Since ψ is injective, we conclude that M is normal in G.
We now prove various simplicity notions pass between normal compressions. For G a topological group and A a group acting on G by automorphisms, say that G is A-simple if A leaves no proper non-trivial closed normal subgroup of G invariant. For example, G is {1}-simple if and only if G is topologically simple. Theorem 3.9. Let G and H be non-abelian Polish groups and let ψ : G → H be a normal compression. Suppose also that G and H admit actions by topological automorphisms of a (possibly trivial) group A and that ψ is A-equivariant. Proof. For (1), suppose that G is A-simple and let L be a proper closed normal A-invariant
is a proper, hence trivial, closed normal A-invariant subgroup of G. The subgroups ψ(G) and L are thus normal subgroups of H with trivial intersection, so ψ(G) and L commute. Since ψ(G) is dense in H, it follows that L ≤ Z(H). In particular, H/Z(H) does not have any proper non-trivial closed normal A-invariant subgroup, and (1) follows.
For (2) , suppose that H is A-simple. The subgroup L := [G, G] is topologically characteristic in G and hence is normal and A-invariant; moreover L = {1}, since G is not abelian. The image ψ(L) is therefore a non-trivial, hence dense, A-invariant subgroup of H. Proposition 3.8 now implies any closed A-invariant normal subgroup of L is normal in G.
Letting K be an arbitrary non-trivial closed A-invariant normal subgroup of G, Proposition 3.8 ensures the group ψ(K) is normal in H. Since ψ is A-equivariant, ψ(K) is indeed an A-invariant subgroup of H, so by the hypotheses on H, the subgroup ψ(K) is dense in H. Applying Proposition 3.8 again, we conclude that
The subgroup L is thus the unique smallest non-trivial closed A-invariant normal subgroup of G, and (2) follows.
Similar to A-simplicity, connectedness is well-behaved up to abelian quotients. Demonstrating this requires a couple of lemmas.
Lemma 3.10. Let G and H be subgroups of a topological group K. If G is connected, then the commutator group [G, H] is connected.
and let X be the image of c. We observe that X = h∈H G h where G h is the image of the set G × {h} under c. For each h ∈ H, the continuity of c ensures G h is connected, and since 1 ∈ G h for all h ∈ H, the sets G h have a point in common. Hence, X is connected. Furthermore, the sets X and X −1 also have the point 1 in common, so Y := X ∪ X −1 is also connected. The product of connected subsets A and B of K is connected since A × B is connected in the product topology and multiplication is continuous, hence Y n is connected for each n ∈ N. Seeing as
is an ascending union of connected subsets of K, we conclude that [G, H] is indeed connected.
Lemma 3.11. Let G and H be Polish groups and let ψ : G → H be a normal compression. Set R := ψ −1 (H • ) and N := ψ(R). Then the following inclusions hold:
Proof. Since ψ(G) and H • are both normal subgroups of H, we have [
verifying the first inclusion. From our first inclusion, 
giving the third inclusion. It now easily follows that
Theorem 3.12. Let G and H be Polish groups and let ψ : G → H be a normal compression. Then the following hold: 
Hence, H • /ψ(G • ) is nilpotent of class at most two. For claim (2) , the third inclusion of Lemma 3.11 gives [H,
, and since ψ is injective, we conclude G/G • is abelian. For the next claim of (2) 
For the third claim, that
by the third inclusion given by Lemma 3.11. Since ψ(G) is dense in H, we deduce that H
• is central in H.
The following is an easy consequence of Theorem 3.12; note particularly the case that G and H are non-abelian and topologically characteristically simple. Recall a group is totally disconnected if the only connected sets are singletons; i.e. the connected component of the identity is trivial. This property is occasionally called hereditarily disconnected in the topological group literature. Corollary 3.13. Suppose that G and H are centerless, topologically perfect Polish groups and that H is a normal compression of G. Then G is connected if and only if H is connected, and G is totally disconnected if and only if H is totally disconnected. Remark 3.14. A hypothesis to rule out the abelian case is necessary; e.g. Q and R are topologically characteristically simple Polish groups, and R is a normal compression of Q.
Generalized direct products
We now define and study quasi-products along with generalized central products. The conditions for a generalized central product have the advantage of being stable under quotients, and they are easier to define and verify. The distinction is similar to the classical one between direct products and central products.
Definitions and first properties
Suppose that G is a topological group and that S ⊆ N (G), where N (G) is the collection of closed normal subgroups of G. For each J ⊆ S, set G J := N | N ∈ J . In such a case, G is said to be a generalized central product.
We say S is a quasi-direct factorization of G if G S = G, and S has the following topological independence property:
In such a case, G is said to be a quasi-product. A subgroup H of G is a quasi-factor of G if it is an element of some quasi-direct factorization. A factorization S is non-trivial if |S| ≥ 2.
The largest possible subgroup of the form A∈X G A where X ⊆ P(S) and X = ∅ occurs when X = {S \ {A} | A ∈ S}. We thus observe an equivalent form of the independence property.
Observation 4.2. Let G be a topological group and suppose that S is a set of closed normal subgroups of G such that |S| ≥ 2. Then S is a quasi-direct factorization if and only if
The independence property also easily implies a non-redundancy property in generating the group topologically.
Lemma 4.3. Let G be a topological group and suppose that S is a quasi-direct factorization of G. If S 1 and S 2 are subsets of S, then G S1 = G S2 if and only if S 1 = S 2 .
Proof. If S 1 = S 2 , then clearly G S1 = G S2 . Let us now suppose that S 1 = S 2 ; without loss of generality, there exists N ∈ S 1 \ S 2 . We now deduce that N ≤ G S1 , but N ∩ G S2 = ∅ by the independence property, since {N } ∩ S 2 = ∅. The groups G S1 and G S2 are thus distinct.
The difficulties associated with the independence property all arise from central subgroups. Proof. The forward implication is immediate. Conversely, let X ⊆ P(S) be a set of subsets with empty intersection and take x ∈ A∈X G A . For each N ∈ S, there exists A ∈ X such that N ∈ A, so G A centralizes N . The element x therefore centralizes N for all N ∈ S. We deduce that C G (x) is dense in G, so in fact x is central in G. Therefore, x = 1, proving that S is a quasi-direct factorization.
Remark 4.5. To see the role of the independence property in the case of Polish groups with non-trivial center, consider the additive group of the Hilbert space H = 2 (R) equipped with the norm topology. One can decompose H into closed subspaces that are linearly independent in the sense of abstract vector spaces, but fail to be independent in a topological sense. Any decomposition of H as an orthogonal sum of closed subspaces however is a quasi-direct factorization.
We now prove Theorem 1.7, which elucidates the relationship between quasi-products and direct products. 
For each N ∈ S, the subgroup G S\{N } centralizes N . On the other hand,
so ker(d) centralizes every N ∈ S. Since S generates a dense subgroup of G, we deduce that
Suppose that S is a quasi-direct factorization. The collection {S \ {N } | N ∈ S} is plainly a subset of P(S) with trivial intersection. Therefore, N ∈S G S\{N } = {1}, and since ker(d) = N ∈S G S\{N } , the map d is injective. Conversely, suppose that d is injective and take X ⊆ P(S) so that X = ∅.
. We now consider X ⊆ P(S) with empty intersection. For eachL ∈ S, there exists
This completes the proof that S is a quasi-direct factorization of H. Remark 4.6. In the class of Polish groups, normal compressions play a role in the structure of quasi-products and vice versa. In one direction, the quotient map G → G/G S\{N } restricts to a normal compression of the quasi-factor N of G. In the other direction, given any normal compression ψ : L → H, Theorem 1.3 ensures that the semidirect product L ψ H is a quasiproduct of two copies of L: the first is embedded in the obvious way, and the second occurs as the closed normal subgroup
Further observations
The class of generalized central factorizations is clearly closed under taking quotients. We here note a general method for producing quasi-products from a quotient of a generalized central product.
Proposition 4.7. Let G be a topological group with S a non-trivial generalized central factorization of G and let N be a proper closed normal subgroup of G. Set
Then M/N is central in G/N , and if M is a proper subgroup,
Proof. For each S ∈ S, the group G S\{S} centralizes S, and hence [S,
For the second claim, we observe first that
Indeed, fix r ∈ S∈S G S\{S} M . For each S ∈ S, we have
Thus, r ∈ G S\{S} N for all S ∈ S, so r ∈ M . The reverse inclusion is obvious. It is easy to verify
In view of the previous paragraph, we deduce
Appealing to Observation 4.2, the set S/M is a quasi-direct factorization of G/M , verifying the second claim.
If G is a Polish group, there is an unsurprising restriction on the number of quasi-factors.
Proposition 4.8. If G is a second countable topological group and S is a quasi-direct factorization of G, then |S| is countable.
Proof. Let (U i ) i∈N be a basis at 1 for G. Since G is second countable, every open cover of G has a countable subcover, so G is covered by countably many left G-translates of U i for each i. The subgroup S = N | N ∈ S is dense, so G = SU i for any i. It follows there is a countable subset X of S such that G = XU i for any i. We may thus choose S ⊆ S countable so that N | N ∈ S is dense. We conclude that S = S by Lemma 4.3.
Local direct products and powers
We conclude this section by defining a natural group-forming operation that gives topological groups that are often quasi-products but not direct products or sums. For a set I, we denote the collection of finite subsets of I by P f (I).
Definition 4.9. Suppose that (G i ) i∈I is a sequence of topological groups and that there is a distinguished open subgroup O i ≤ G i for each i ∈ I. For each F ∈ P f (I), define
with the product topology; products over the empty set are taken to be the trivial group.
The local direct product of
The group i∈I (G i , O i ) is again a topological group. When I is countable and each G i is Polish, the local direct product is again a Polish group. Seeing G i as a subgroup of the local direct product in the obvious way, it is a closed normal subgroup, and {G i | i ∈ I} is a quasidirect factorization of i∈I (G i , O i ). In the case that O i is a proper non-trivial subgroup of G i for infinitely many i, the local direct product i∈I (G i , O i ) is neither a direct product nor a direct sum.
There is an alternative definition of the local direct product which is easier to work with in practice.
Definition 4.10. Suppose that (G i ) i∈I is a sequence of topological groups and that there
with the group topology such that the natural embedding of i∈I O i with the product topology is continuous and open.
A special case of a local direct product is when the factors are all isomorphic to some given topological group. We write A I for the direct product of copies of A indexed by I and A <I for the direct sum of copies of A indexed by I. Definition 4.11. Suppose that G is a topological group and that (U i ) i∈I is a sequence of open subgroups of G. The local direct power of G with respect to (U i ) i∈I is the local direct product
If I is countable, we say G (Ui) is a countable local direct power.
If the index set I is finite, the local direct power G (Ui) is the direct product G I . However, as soon as I is infinite, there will in general be many possible local direct powers of a given group, depending on the choice of U i . For instance, up to isomorphism the cyclic group C p of order p has three countable local direct powers, according to whether {1}, C p itself, or both occur infinitely often in the sequence (U i ) i∈I . These three local direct powers are
Local direct powers are a general method of constructing new topologically characteristically simple groups starting from a given topologically characteristically simple group. Proving this shall require an easy observation; we leave the proof to the reader. For a set I, we denote the finitely supported permutations by FSym(I).
Observation 4.12. Let G be a topological group and (U i ) i∈I be a sequence of open subgroups. Then, the local direct power G (Ui) admits a faithful action of FSym(I), acting by permuting the factors G i , as well as a faithful action by the direct sum Aut(G)
<I , each coordinate acting on the individual factors. Proposition 4.13. Let G be a non-abelian topological group and (U i ) i∈I be a sequence of open subgroups.
(1) If G is topologically characteristically simple, then G (Ui) is topologically characteristically simple.
(2) If I is countable and G is Polish and A-simple where A is a countable group of automorphisms, then G (Ui) is a B-simple Polish group where B is a countable group of automorphisms.
Proof. As the proofs are similar, we prove (2). Set P := G (Ui) and let G i P be the copy of G supported at i ∈ I. Define additionally B := FSym(I), A <I ≤ Aut(P ). Since A is countable, the group B is also countable.
It is obvious that P is a Polish group, so we argue that P is also B-simple. Suppose that K is a non-trivial normal B-invariant subgroup of P ; the subgroup K is not central since G has trivial center. There exists i ∈ I such that K does not centralize G i , and thus, since G i and K normalize each other and G i is non-abelian, K must intersect G i non-trivially. That G i is A-simple ensures K contains a dense subgroup of G i . Since B acts transitively on the factors G i , we deduce that K contains a dense subgroup of G i for all i ∈ I, hence K is dense in P . This demonstrates that P has no proper non-trivial closed normal B-invariant subgroup.
Groups of semisimple type
Topological groups that resemble products of topologically simple groups appear frequently in the study of Polish groups. The most well-known examples are the semisimple connected Lie groups. The local direct products mentioned above give additional examples. Here we isolate a class of groups that appears to capture the groups that are "close to being products of simple groups." In Subsection 9.3, we shall see that this class of groups plays a fundamental role in the structure of chief factors.
The layer E(G) of G is the closed subgroup generated by the components of G.
Let us make several immediate observations on these definitions, which will be used without further comment. (5) If G is a centerless quasi-product of topologically simple groups, then G is of strict semisimple type.
We will later see that the converse to Observation 5.3(5) also holds, as stated in Theorem 1.11. We will also show that the class of topological groups of semisimple type is closed under taking closed normal subgroups, Hausdorff quotients, and normal compressions.
Properties of components
We begin with a number of basic properties of groups of semisimple type. Let
We now have L = M C L (M ), so any closed normal subgroup of M is normal in L. Taking K a proper closed normal subgroup of M , K is normal in L, so the hypotheses ensure K is central in M . This in turn implies that K is central in L, and thus, M is a component.
Proposition 5.6. Let G be a topological group with M a component of G.
M commutes with the group R generated by all components of G other than M itself. In particular, M is normal in E(G).
(3) If R is a set of components of G that generates E(G) topologically, then R is the set of all components of G and forms a generalized central factorization of E(G).
Proof. Set L := M for the duration of this proof and note that M L by Lemma 5.5.
For (2) , let N be a component of G different from M and set S := N . If M S, then S centralizes M by part (1) , so N centralizes M . If instead M ≤ S, then M normalizes N but is not contained in N , so again part (1) implies that N centralizes M . The component M therefore commutes with every component other than itself.
Part (3) follows from (2): Distinct elements of R centralize each other and hence are normal in E(G). Any component not in R commutes with E(G), which contradicts the fact that components are non-abelian.
Immediately from the previous proposition, we deduce the following:
Corollary 5.7. If G is a topological group of semisimple type and M is a component of
It is useful to note a couple of subquotients arising from components which are topologically simple.
Proposition 5.8. Suppose that G is a topological group with M a component of G and set R := M C G (M ). Then M Z(R)/Z(R) and R/C G (M ) are non-abelian and topologically simple.
Proof. We may assume without loss of generality that G = R.
For S a proper normal subgroup of N such that S ≥ Z(G), we have that M S, so S centralizes M by Proposition 5.6(1). On the other hand, N ≤ C G (C), since C commutes with both M and Z(G). The group S thus centralizes both M and C, so S centralizes M C = G. We deduce that S = Z(G), and thus, N/Z(G) is topologically simple.
Finally, all the quotients under consideration contain a non-trivial image of M and are thus non-abelian.
Corollary 5.9. Suppose that G is a topological group of semisimple type, M is the set of components of G, and N lists all closed N G so that G/N is topologically simple. Then
Proof. By Corollary 5.7 and Proposition 5.8, every M ∈ M is such that the quotient G/C G (M ) is non-abelian and topologically simple, hence C G (M ) ∈ N . On the other hand, suppose that N ∈ N . The components of G generate G topologically, so there is a component M ∈ M for which M N . Appealing to Proposition 5.6 (1) 
With groups of strict semisimple type, we obtain better control over the components.
Lemma 5.10. If G is a topological group of semisimple type, then G/Z(G) has no non-trivial abelian normal subgroups. In particular, every abelian normal subgroup of G is central.
Proof. Suppose that A is a closed normal subgroup of G so that Z(G) ≤ A and A/Z(G) is abelian. Then A is solvable, so A cannot contain any component of G. It now follows by Proposition 5.6(1) that A centralizes every component of G. Since G is topologically generated by components, we deduce that A ≤ Z(G), and thus, A/Z(G) is trivial.
The second claim follows from the first since BZ(G)/Z(G) is abelian and normal in G/Z(G) for any abelian normal subgroup B of G. Proof. If M is a component of G, then Corollary 5.7 ensures M is normal in G, so the center of M is normal in G. Applying Lemma 5.10, the center is indeed trivial. The component M is thus a non-abelian topologically simple group, and a fortiori it is a minimal closed normal subgroup of G.
Conversely, if M is a minimal closed normal subgroup of G, then M is non-abelian, so by Proposition 5.6(1), M must contain at least one component of G. Since components of G are normal, minimality of M ensures that in fact M is a component of G, completing the proof.
Normal subgroups of groups of semisimple type
We have good control over the normal subgroups of a group of semisimple type. In particular, semisimplicity is stable under quotients, and there is a natural connection between components of G and components of a quotient of G.
Theorem 5.12. Suppose that G is a topological group of semisimple type, let M be the set of components of G, and let K be a closed normal subgroup of G.
(1) The subgroup [K, G] is topologically generated by components of G. In particular, it is of semisimple type. (2) The quotient G/K is of semisimple type. Indeed, the set
is exactly the set of components of G/K and generates G/K topologically. (3) The quotient G/Z(G) is of strict semisimple type and admits the quasi-direct factorization
Proof. Let M be the collection of components of G and define
The set M is union of L and C by Proposition 5.6(1). Letting R := L , we see that R ≤ K and that R is topologically generated by components of G. In the quotient G/R, the group K/R centralizes M R/R for all M ∈ M since M = L ∪ C. Observing that G/R is topologically generated by the groups M R/R as M ranges over M, we deduce that K/R is central in G/R, and thus,
On the other hand, since it is topologically generated by components, R is itself of semisimple type. In particular, R is topologically perfect, ensuring that R = [K, G]. This completes the proof of (1).
We claim that the set C/K := {M K/K | M ∈ C}, which clearly generates a dense subgroup of G/K, consists of components of G/K. Taking M ∈ C, Corollary 5.7 ensures M K/K is a normal subgroup of G/K. The component M is topologically perfect, so M K/K is also topologically perfect. Since K centralizes M , the quotient M K/K is non-trivial, and M K/K modulo its center is non-abelian. Finally, given a proper closed normal subgroup S/K of M K/K, the group S does not contain M , so S centralizes M by Proposition 5.6(1). Therefore, S/K is central in G/K. We conclude M K/K is a component of G/K, and thus, G/K is of semisimple type. The set C/K accounts for all components of G/K by Proposition 5.6, completing the proof of (2).
By part (2), the group G/Z(G) is of semisimple type, and M is a generalized central factorization of G/Z(G). Appealing to Lemma 5.10, we conclude G/Z(G) is centerless. Hence G/Z(G) is of strict semisimple type, and Proposition 4.4 implies M is a quasi-direct factorization of G, completing the proof of (3).
We can now derive our description of groups of (strict) semisimple type given in the introduction.
Proof of Theorem 1.11. Suppose that G is of semisimple type. Proposition 5.6 ensures that M is a generalized central factorization of G. It is clear that each M ∈ M is central-bytopologically simple. If G is of strict semisimple type, then M is a quasi-direct factorization of G by Theorem 5.12(3), and Proposition 5.8 ensures that each M ∈ M is topologically simple.
Let us note a characterization of characteristically simple groups of semisimple type that will be used later.
Proposition 5.13. If G is a non-abelian topologically characteristically simple group, then the following are equivalent: (1) G is of semisimple type; (2) G has a component; (3) G has a minimal closed normal subgroup.
Proof. Suppose that G is of semisimple type. Since Z(G) is characteristic, G is of strict semisimple type, which ensures, via Proposition 5.11, that every component is a minimal closed normal subgroup of G. Hence, (1) implies (2) and (3) .
If G has a component, then E(G) is a non-trivial closed characteristic subgroup of G, so E(G) = G, which implies G is of semisimple type. We thus deduce (2) implies (1).
Suppose finally there is a minimal closed normal subgroup M of G. The group
is then a non-trivial closed characteristic subgroup of G, and thus, it equals G. Since M is a minimal normal subgroup of G, the intersection
The group M is non-abelian from the fact that G is non-abelian, and the minimality of M ensures Z(M ) = {1}. Since all the other ψ(M ) commute with M , every normal subgroup of M is indeed normal in G. On the other hand, M is a minimal closed normal subgroup of G, so any proper G-invariant closed subgroup of M is trivial. We conclude that M is a component of G. Thus, (3) implies (2), completing the cycle of implications.
Polish groups of semisimple type
Let us finally consider the class of Polish groups of semisimple type. As expected, the number of components is bounded.
Lemma 5.14. If G is a Polish group, then G has at most countably many components.
Proof. Let M be the set of components of G. By replacing G with the closed subgroup E(G), we may assume that G is of semisimple type.
Applying Theorem 5.12(3), the group G/Z(G) is a quasi-product of
Semisimplicity is preserved up to abelian error under normal compressions between Polish groups.
Proposition 5.15. Let G and H be Polish groups, let M G and M H list the components of G and H, and suppose that ψ : G → H is a normal compression.
(1) If G is of semisimple type, then H is of semisimple type, and 
Proof. For (1), let K be a component of G. Since K G, the subgroup ψ(K) is normal in H by Proposition 3.8. In particular ψ(K) is normal in H, and that K is a component of G ensures ψ(K) is topologically perfect and
It is now clear that
so H is of semisimple type. We deduce via Proposition 5.6 that the set {ψ(
We thus obtain a normal compression from
S is of semisimple type. We have thus verified the first two claims of (2). The same argument as in (1) implies {D L | L ∈ M G } is precisely the set of components of S, finishing the proof.
Given a normal compression ψ : G → H of Polish groups, Proposition 5.15 ensures that ψ(E(G)) = E(H) and establishes a correspondence between the components of G and those of H. We will later establish a much more general correspondence of this nature between non-abelian chief factors (modulo a suitable notion of equivalence) of G and those of H; see Theorem 8.7.
Relationships between normal factors
Our general discussion of normal compressions and generalized direct products is now complete. At this point, we begin our study of normal factors of a topological group, with an emphasis on chief factors.
Remark 6.2. We consider a normal factor K/L to be the group of L-cosets with representatives in K. As a consequence, normal factors K/L and N/M are equal if and only if K = N and L = M .
The association relation
Suppose that G is a Polish group and that K, L are a closed normal subgroups of G. As abstract groups, the second isomorphism theorem states that KL/L K/K ∩ L. Unfortunately, this statement does not hold in a topological sense in the setting of Polish groups; since KL is not in general closed, KL/L fails to be a Polish group. A motivation for the relation of association is to "fix" the second isomorphism theorem for Polish groups. Instead of relating K/K ∩ L to KL/L, we relate it to KL/L. This way we stay within the category of Polish groups.
We begin by studying the relationship between KL/L and K/K ∩ L. 
and G/L with the respective quotient topologies, the map π is a quotient map, so in particular it is continuous. The restriction ψ of π to K/K ∩ L is then a continuous, injective group homomorphism. Restricting the range of ψ to the closure of the image produces a normal compression map φ : K/K ∩ L → KL/L, which is obviously G-equivariant.
Let G be a topological group with normal factors
We now introduce a symmetric relation on normal factors, which in particular relates
Definition 6.4. Given a topological group G, we say the closed normal factors K 1 /L 1 and K 2 /L 2 are associated to one another if the following equations hold:
As designed, the association relation captures internal compressions: Observation 6.5. Let G be a topological group and let
If two normal factors are associated, it does not follow that one is an internal compression of the other. However, the factors do have an internal compression in common. Lemma 6.6. Let G be a topological group and let K 1 /L 1 and K 2 /L 2 be associated normal factors of G.
The definition of association gives that
To distinguish normal factors in a way that is stable under internal compressions, we consider centralizers in the ambient group.
Proof. In view of Lemma 6.6, it suffices to consider the case that K 2 /L 2 is an internal compression of K 1 /L 1 . Suppose this is so and take
Lemma 6.7 admits a converse in the case that K 1 /L 1 and K 2 /L 2 are non-abelian chief factors.
Proposition 6.8. Let G be a topological group and let K 1 /L 1 and K 2 /L 2 be non-abelian chief factors of G. Then the following are equivalent:
Proof. (1) ⇒ (2). Lemma 6.7 establishes this implication.
(2) ⇒ (3). Suppose that (2) holds. Since
We now suppose toward a contradiction that
However, this is absurd as K 2 /L 2 is non-abelian. We conclude
(3) ⇒ (1). Suppose that (3) holds. We see that
Corollary 6.9. For a topological group G, the relation of association is an equivalence relation on non-abelian chief factors.
The association relation between abelian chief factors is not an equivalence relation; see §10.1.
Remark 6.10. The association relation and normal compressions are closely related. Say that ψ : G → H is a normal compression of Polish groups and form the semidirect product G ψ H. One verifies that the obvious copy of G and (G ψ H)/ ker π H in G ψ H are associated. Polish groups G and H which admit a normal compression map between them are thus associated in some larger Polish group. On the other hand, Lemma 6.6 shows associated factors admit normal compressions to a common third factor.
The role of chief factors in normal series
We now show how a chief factor "appears" in any normal series in a unique way, as stated in Theorem 1.14. In fact, we can prove a result for topological groups in general, although the conclusion is somewhat weaker compared to the case of Polish groups.
Theorem 6.11. Let G be a topological group, K/L be a non-abelian chief factor of G, and
be a series of closed normal subgroups in G. Then there is exactly one i ∈ {0, . . . , n − 1} such that there exist closed normal subgroups G i ≤ B ≤ A ≤ G i+1 of G for which A/B is a normal factor associated to K/L. Specifically, this occurs for the least i ∈ {0, . . . , n − 1} such that
If G is Polish, then A and B can be chosen so that A/B is a non-abelian chief factor.
For the uniqueness part of the proof, we need to show that two distinct factors of a normal series cannot be associated to the same non-abelian chief factor. In fact, this is a more general phenomenon, not limited to chief factors. Lemma 6.12. Let G be a topological group and let
Proof of Theorem 6.11. The uniqueness of i is guaranteed by Lemma 6.12.
We now show existence. Let α : G → Aut(K/L) be the homomorphism induced by the conjugation action of G on K/L. Since K/L is centerless, the normal subgroup Inn(K/L) is isomorphic (as an abstract group) to K/L. Additionally, every non-trivial subgroup of α(G) normalized by Inn(K/L) has non-trivial intersection with Inn(K/L).
Take i minimal such that
The groups A and B are then closed normal subgroups of G such that By the G-equivariance of ψ 1 , we have
The factor K/L is chief, so it has no proper G-invariant closed normal subgroups. Theorem 3.9 now implies M/C has no G-invariant closed normal subgroups; that is to say, M/C is a chief factor of G. Applying Theorem 3.9 to ψ 2 , we deduce that D/B is the unique smallest non-trivial closed G-invariant subgroup of A/B where D := [A, A]B. In particular, D/B is a chief factor of G. Furthermore the map ψ 2 restricts to a G-equivariant compression from D/B to M/C, so
, and hence D/B is associated to K/L by Proposition 6.8. Replacing A with D, we therefore obtain a factor of G i+1 /G i that is associated to K/L and additionally is a chief factor of G. Corollary 6.13. Let G be a Polish group and suppose that K/L is a non-abelian chief factor of G. If M/N is a normal factor associated to K/L, then there are M ≤ B < A ≤ N with A, B closed normal subgroups of G so that A/B is a non-abelian chief factor associated to K/L.
Proof. Plainly, {1} ≤ N < M ≤ G is a normal series, so we may apply Theorem 6.11. We may thus insert normal subgroups B < A into the series so that A/B is a non-abelian chief factor associated to K/L. Since M/N is associated to K/L, Lemma 6.12 implies that B and A must be inserted between N and M , verifying the corollary.
Chief blocks
In view of the theory of finite groups, a chief factor, when present, should be a "basic building block" of a Polish group. Theorem 6.11 suggests that it is indeed the association class of a chief factor that is the "basic building block" of a Polish group. We thus arrive at the following definitions:
Definition 7.1. For a topological group G, a chief block of G is an association class of non-abelian chief factors of G. We denote by [K/L] the association class of a non-abelian chief factor K/L of G. The (possibly empty) collection of chief blocks of G is denoted by B G .
In this section, we study the chief blocks of a group G. In particular, we show B G comes with a canonical partial order, find canonical representatives for chief block, and isolate an important set of chief blocks for later applications, the minimally covered blocks.
First definitions and properties
By Proposition 6.8, the centralizer of a chief factor is an invariant of association. This suggests a definition on the level of chief blocks. Definition 7.2. For a chief block a ∈ B G in a topological group G, the centralizer of a is
We make a trivial but useful observation.
A topological group is monolithic if there is a unique minimal non-trivial closed normal subgroup. The socle of a topological group is the subgroup generated by all minimal nontrivial closed normal subgroups. (If there are no minimal non-trivial closed normal subgroups, then the socle is defined to be trivial.) We now show that the quotient of G by the centralizer of a chief block is monolithic, and the socle of this quotient furthermore provides a canonical representative of the block. Proof. Set C := C G (a) and let A/B be a representative of a. We see that A ≤ C, and by Observation 7.3, A ∩ C = B. There is thus an internal compression map from A/B to AC/C, so AC/C is associated to A/B by Observation 6.5. Lemma 6.7 ensures C = C G (AC/C), so AC/C is a normal subgroup of G/C with trivial centralizer. As internal compressions are Gequivariant, we deduce from Theorem 3.9 that AC/C is indeed a non-abelian chief factor. That is to say, AC/C ∈ a. Given a closed normal subgroup H of G such that H > C, the group H/C does not centralize AC/C, so AC/C ∩ H/C is non-trivial. That AC/C is a chief factor implies AC/C ≤ H/C. We thus deduce that G/C is monolithic with socle M/C := AC/C which is a representative of a, proving (1) .
Suppose that R/S ∈ a. We may run the same argument as before to conclude that RC/C is the socle of G/C and is an internal compression of R/S. The socle is unique, so indeed M/C is an internal compression of R/S, verifying (2).
In view of the previous proposition, the following definition is sensible. Definition 7.5. Let G be a topological group and a ∈ B G . The uppermost representative of a is the socle of G/C G (a). Letting G a be the preimage of the socle of G/C G (a) under the usual projection, we denote the uppermost representative by G a /C G (a).
In addition to giving canonical representatives, centralizers induce a partial order on B G .
The partial order on blocks tells us how representatives can appear in normal series relative to each other. Making this precise requires several definitions.
Definition 7.7. Let a be a chief block and let N/M be a normal factor of a topological group G. We say N/M covers a if C G (a) contains M but not N . If N/M does not cover a, we say that N/M avoids a. A block can be avoided in one of two ways: The factor N/M is below a if N ≤ C G (a); equivalently, G/N covers a. The factor N/M is above a if M ≤ C G (a); equivalently, M/{1} covers a. For a closed normal subgroup N G, we will say that N covers or avoids a chief block by seeing N as the normal factor N/{1}.
To clarify this terminology, we restate Theorem 6.11 in terms of chief blocks.
Proposition 7.8. Let G be a topological group, a ∈ B G , and
be a series of closed normal subgroups in G. Then there is exactly one i ∈ {0, . . . , n − 1} such that G i+1 /G i covers a. If G is also Polish, then there exist closed normal subgroups
With these definitions in hand, we give a characterization of the partial ordering. Proof. Suppose that a ≤ b. Letting K be a closed normal subgroup of G that covers b,
Hence, K covers a. Conversely, suppose that a b. The group C G (a) is then a closed normal subgroup that covers b (since C G (a) ≤ C G (b)) but does not cover a. This completes the proof of (1).
For (2), first suppose that a < b and A/B ∈ b. The subgroup A covers a by part (1), but since b = a, the factor A/B avoids a, via Theorem 6.11. It now follows B covers a.
Conversely, suppose that a < b. If a = b, then A/B covers a, so B does not cover a. Otherwise a b, and as we saw in the proof of part (1), the group C G (a) covers b but not a. Applying Proposition 7.8, there is a representative R/S of b such that R ≤ C G (a), and since S ≤ C G (a), we deduce that S avoids a, completing the proof of (2).
Minimally covered chief blocks
We here isolate an important subset of B G , which, when non-empty, gives more powerful tools with which to study the normal subgroup structure of a Polish group. Describing this subset requires an observation about chief blocks. Lemma 7.10. Suppose that G is a topological group with a ∈ B G and let K a be the set of closed normal subgroups of G that cover a. Then K a is a filter of closed normal subgroups.
Proof. Since N covers a if and only if N C G (a) , it is clear that K is upward-closed. It thus suffices to show that K a is closed under finite intersections.
Let 
In general, K a is not a principal filter. For example, the free group on two generators F 2 is residually finite, so any chief block a represented by an infinite quotient of F 2 is such that K a is not principal; this follows from Theorem 6.11 as an easy exercise. However, in the case that K a is a principal filter, much more can be said about the group and its normal subgroup structure.
Definition 7.11. Given a topological group G and a ∈ B a , define G a := K∈Ka K. We say a is minimally covered if G a covers a, i.e. K a is a principal filter. Write B min G for the set of minimally covered chief blocks of G.
Remark 7.12. The presence of minimally covered chief blocks is a finiteness condition. In a later article, we show that minimally covered chief blocks arise in all locally compact Polish groups that have sufficiently non-trivial large-scale topological structure.
For a minimally covered chief block a, we argue the subgroup G a provides a canonical lowermost representative of a. Proposition 7.13. Let G be a topological group with a ∈ B min G .
(
Proof. Let K := G a . By construction, K is the unique smallest closed normal subgroup of G that covers a. At the same time, C K (a) is the unique largest closed G-invariant subgroup of K that avoids a. By Proposition 7.8, it follows that K/C K (a) covers a, and the minimality and maximality of K and C K (a) respectively ensure that K/C K (a) is a chief factor of G, so in fact K/C K (a) ∈ a. We have thus verified (1) .
Consider A/B an arbitrary representative of a. The subgroup A covers a, so A ≥ K. On the other hand, B = C A (a) by Observation 7.3, so C K (a) = K ∩ B. The natural homomorphism φ : K/C K (a) → A/B by kC K (a) → kB is consequently injective. As both K/C K (a) and A/B are chief factors and φ is non-trivial, φ has dense image. The map φ is therefore an internal compression map, verifying (2). Definition 7.14. Let G be a topological group and a ∈ B min G . The lowermost representative of a is defined to be G a /C Ga (a).
We note an easy consequence of Proposition 7.9 for minimally covered blocks. 
We close this section by proving a version of Theorem 6.11 for infinite series.
Proposition 7.16. Let G be a Polish group, a be a minimally covered chief block of G, and C be a chain of closed normal subgroups of G ordered by inclusion. Then there is a downward-closed subset D of C and A/B ∈ a such that R ≤ B for all R ∈ D and S ≥ A for all
, so L avoids a. On the other hand, for all S ∈ D \ C, it is the case that S C G (a), so S covers a. Since a is minimally covered, we deduce that K := S∈D\C S covers a. Proposition 7.8 now ensures K/L covers a, so there exists L ≤ B < A ≤ K such that A/B ∈ a. By the construction of K and L, we have R ≤ B for all R ∈ D and S ≥ A for all S ∈ C \ D.
The uniqueness of D follows from Theorem 6.11, noting that R ∈ C avoids a if and only if R ∈ D.
By starting with the trivial chain {1} ≤ G and repeatedly inserting representatives of chief factors into a chain of normal subgroups, one obtains the following corollary.
Corollary 7.17. For G a Polish group, there exists a chain C of closed normal subgroups of G ordered by inclusion with the following property: there is an injective map ψ : B min G → C such that for each a ∈ B min G , the set {S ∈ C | S > ψ(a)} has a least element ψ(a) + , and ψ(a) + /ψ(a) is a representative of a.
Chief blocks of groups of semisimple type
In general, the presence of minimally covered blocks is hard to ascertain. However, they appear naturally in the context of components.
Lemma 7.18. Let G be a topological group and N be the set of closed normal closures of components of G. Then there is an injective map Ψ :
In particular, each K ∈ N covers exactly one chief block.
Proof. Take K ∈ N and suppose that
L for all g ∈ G. Proposition 5.6 now implies L ≤ Z(K). In particular, Z(K) is the unique largest proper G-invariant subgroup of K, so K/Z(K) is a chief factor. Moreover, K/Z(K) is non-abelian, since it contains an injective image of M/Z(M ). The factor K/Z(K) is thus a non-abelian chief factor of G, and K cannot cover any other chief block, since Z(K) is abelian.
Setting a := [K/Z(K)], the closed normal subgroups of G covering a form a filter. On the other hand, K admits no G-invariant subgroup which is non-central, so any normal subgroup covering a contains K. That is to say, a is minimally covered. The map Ψ is thus welldefined with image in B min
and Ψ is injective.
Proposition 7.19. Let G be a topological group of semsimple type with M the set of components of G. Minimally covered chief blocks give a second characterization of Polish groups of (strict) semisimple type. Proof. Part (2) is clear given part (1), so it suffices to prove (1). Let M be the set of components of G and set R := N . Note that Z(G) ≤ R since G/N is centerless for all N ∈ N .
Suppose first that G is of semisimple type. Proposition 7.19 ensures all chief blocks are minimally covered, so Proposition 5.8 implies C G (M ) ∈ N for all M ∈ M. As G is topologically generated by M, we deduce that M ∈M C G (M ) = Z(G). The group R is thus central in G, and it follows R = Z(G).
For the second claim, take S a proper closed normal subgroup of G. There is some component M of G such that M S. By Proposition 5.6, S centralizes M , and so S ≤ C G (M ) ∈ N .
Conversely, suppose that N = Z(G) and every proper closed normal subgroup of G is contained in some N ∈ N . If N = {N }, we have N = Z(G), and G itself is a component. Plainly then, G is of semisimple type. We thus suppose that |N | ≥ 2.
Fix N ∈ N , set a := [G/N ], and put K := N \ {N }. Since a is minimally covered and each N ∈ N \ {N } covers a, the group K covers a. Letting G → G/N be the usual projection, the restriction K/K ∩ N → G/N is a normal compression. Given the definition of K, we further have that L := K ∩ N ≤ Z(G). Theorem 3.9 now implies that [K, K]L/L is a topologically simple group, and it follows that [K, K]L is a component of G.
Let H G be the subgroup generated by all components. The previous paragraph ensures that H covers all chief blocks [G/N ] for N ∈ N . The subgroup H is therefore not contained in N for any N ∈ N . Our hypothesis thus implies H = G. That is to say, G is of semisimple type, completing the proof.
The chief block space
We now define and study a space that captures more of the chief factor data of a Polish group. In the previous section, we saw that B G comes with a partial ordering which controls how chief factors can be ordered in a normal series. The group theoretic structure of the chief factors, however, is not recorded by B G . We thus step back and consider the set of non-abelian chief factors as a preorder, where the ordering is given by comparing centralizers. Definition 8.1. For G a Polish group, the chief block space of G is the preorder (X G , ≤) where X G is the collection of non-abelian chief factors of G and
Taking the quotient of (X G , ≤) to make a partial ordering recovers the partially ordered collection of chief blocks B G . We stress that the chief block space is more than a preorder. It also remembers that X G consists of groups. This datum is captured by the notion of morphism. Definition 8.2. For G and H Polish groups, a strong/covariant/contravariant block morphism ψ : (X G , ≤) → (X H , ≤) is an homomorphism of preorders such that for each A/B ∈ X G the following holds, respectively:
• If ψ : (X G , ≤) → (X H , ≤) is a strong/covariant/contravariant block morphism, then ψ induces a map of partially ordered sets ψ : B G → B H . If the induced map ψ : B G → B H is injective, we say that ψ is a strong/covariant/contravariant block monomorphism. For the notion of a block isomorphism, we place additional restrictions.
We call the block morphism χ an inverse block morphism of ψ.
The condition on centralizers in the previous definition is equivalent to the induced maps χ : B H → B G and ψ : B G → B H being such that χ • ψ = id B G and ψ • χ = id B H . As a consequence, the partially ordered sets B G and B H are isomorphic as partial orders. For ψ : (X G , ≤) → (X H , ≤) a block isomorphism, we stress that ψ need not even be a bijection. Additionally, an inverse block morphism need not be unique.
Block space morphisms via group homomorphisms
Various group homomorphisms induce block space morphisms. The first, easiest example of this phenomenon is for surjective maps.
Proof. For K/L a chief factor of H, the factor φ
Taking a non-abelian chief factor K/L of H, we observe that
It now follows that ψ is a preorder homomorphism and furthermore that ψ induces an embedding of B H into B G .
Remark 8.5. For each Polish group G and N G a closed normal subgroup, Proposition 8.4 supplies an embedding of partial orders B G/N → B G . On the other hand, F ω , the free group on countably many generators, surjects onto every countable group. The partial order on B Fω must therefore be extremely rich. One naturally asks if this partial order has some universality properties. Perhaps naively, does every countable partial order embed into B Fω ? One can ask similar questions for a surjectively universal Polish group, [7] .
We now consider the more difficult case of normal compressions. Let us begin by observing a general lemma. Suppose that G and H are Polish groups with ψ : G → H a normal compression. Corollary 3.7 ensures every closed normal subgroup of G is invariant under the ψ-equivariant action of H. For a normal factor A/B of G, the group H thus has an action on A/B induced by the ψ-equivariant action: h.aB := (h.a)B. This action has a useful feature: Lemma 8.6. Suppose that G and H are Polish groups with ψ : G → H a normal compression. If A/B is a normal factor of G, then under the ψ-equivariant action of H on A/B, the following holds: ψ(g) ∈ ker(H A/B) if and only if g ∈ C G (A/B).
Proof. For all g ∈ G and a ∈ A, observe that
where ψ(g).a denotes the ψ-equivariant action. We infer that ψ(g) ∈ ker(H A/B) if and only if g ∈ C G (A/B).
We now state and prove the desired theorem.
Theorem 8.7. Suppose that G and H are Polish groups. If ψ : G → H is a normal compression, then there is a contravariant block isomorphism φ :
.
To prove Theorem 8.7, we shall prove a series of lemmas and propositions. For the remainder of this subsection, it is assumed that G and H are Polish groups and that ψ : G → H is a normal compression. Some notation must also be established.
For A ⊆ G, we write A for ψ(A). For a chief factor A/B of G, we set
We begin our proof by verifying that φ is indeed a contravariant block morphism.
Lemma 8.9. For K/L ∈ X H , the following hold:
The factor K/L is centerless and H-simple, and the map
is an H-equivariant map where H ψ −1 (K)/ψ −1 (L) by the ψ-equivariant action. The previous paragraph ensures that ψ is also a normal compression. Applying Theorem 3.9, we conclude that D/ψ −1 (L) is H-simple, and it follows that D/ψ −1 (L) is a non-abelian chief factor of G. We have thus established claims (1) and (2).
Taking
Proof. Lemma 8.9 implies that φ : X H → X G is well-defined and that there is a normal compression φ(K/L) → K/L for each K/L ∈ X H . It remains to show that φ respects the preorder.
Say that
and from Lemma 8.6, we deduce that
. That is to say, φ is a preorder homomorphism.
We now argue χ is a covariant block morphism. Recalling Notation 8.8, let us begin with an analogue of Lemma 8.9 for χ. Lemma 8.11. For A/B ∈ X G , the following hold: (1) The factor A/R is a non-abelian chief factor of H. We now have a non-trivial normal factor A/ B of H, and the induced map ψ : A/B → A/ B is an H-equivariant normal compression. Passing to A/R for R := C A ( A/ B), the induced map ψ : A/ B → A/R is again an H-equivariant normal compression, verifying (2) . The subgroup R/ B is the center of A/ B, and since A/B is H-simple, A/R is also H-simple by Theorem 3.9. The factor A/R is thus a non-abelian chief factor of H, establishing (1) . 
where the middle equality follows from Lemma 8.11. We conclude that χ respects the preordering.
Concluding that χ is the desired inverse is now easy.
Lemma 8.13. The block morphism χ is an inverse of φ.
Proof. Let us first consider
We now consider φ • χ. A similar argument as in the previous paragraph yields that
for any A/B ∈ X G . From Lemma 8.6, we infer that
The proof of Theorem 8.7 is now complete.
Minimally covered blocks under block space morphisms
We conclude the section by showing that minimally covered blocks are preserved by normal compressions; this will be used later to prove Theorem 1.19. For a minimally covered block a ∈ B G , recall that G a is the unique smallest closed normal subgroup covering a. Proposition 8.14. Suppose that G and H are Polish groups with a normal compression ψ : G → H. Let φ : (X H , ≤) → (X G , ≤) and χ : (X G , ≤) → (X H , ≤) be the canonical block isomorphism and inverse and let φ : B H → B G and χ : B G → B H be the induced partial order isomorphisms.
(1) If a ∈ B H is minimally covered, then φ(a) is minimally covered in G, and
(2) If b ∈ B G is minimally covered, then χ(b) is minimally covered in H, and
In particular, a ∈ B H is minimally covered if and only if φ(a) ∈ B G is minimally covered. (H a )] ; from the definition of φ, we see that K covers φ(a). If N G is some closed subgroup of ψ −1 (H a ) that covers φ(a), then N ≤ C G ( φ(a)). From Lemmas 8.9 and 8.6, we infer that ψ(N ) ≤ C Ha (a), and as H a is the smallest closed normal subgroup of H not contained in C H (a), the subgroup ψ(N ) is dense in H a . Proposition 3.8 now ensures that K ≤ N . We conclude that φ(a) is minimally covered and that [ψ −1 (H a ), ψ −1 (H a )] is the smallest closed normal subgroup that covers φ(a), verifying (1).
For part (2) , suppose that b ∈ B G is minimally covered. The factor
In view of the minimality of G b , it is indeed the case that ψ
, and so M = G b . The block χ(b) is thus minimally covered, and
The final assertion follows since φ • χ = id B G and χ • φ = id B H .
Extension of chief blocks
We here relate chief blocks of groups to chief blocks of subgroups. In particular, we consider the chief block structure of a normal subgroup to obtain a division of chief factors into three basic types. The primary tool for these explorations is a notion of extension for chief blocks. Proof. Take K/L ∈ b. Since K covers b, the intersection K ∩ H covers a, and thus, K covers c. On the other hand, L avoids b, and the same argument ensures L avoids c. Applying Theorem 6.11, there exists L ≤ B < A ≤ K such that A/B is associated to a representative of c. Since K/L is a chief factor of G, we indeed have L = B and A = K, hence b = c. Definition 9.3. Let G be a topological group with H a closed subgroup of G. If a ∈ B H has an extension in G, we say a is extendable to G and write a G for the extension of a in G.
We extract the following useful observation implicit in the proof of Lemma 9.2:
Observation 9.4. Let G be a topological group with H a closed subgroup and suppose that a ∈ H is extendable to G. Then, a normal factor K/L of G covers a G if and only if K ∩ H/L ∩ H covers a.
Extensions are also transitive when they exist.
Lemma 9.5. Let A ≤ B ≤ G be closed subgroups of the topological group G and suppose that a ∈ B A is extendable to B. Then a is extendable to G if and only if a B is extendable to
Proof. Suppose that a is extendable to G. For a closed normal subgroup K of G, K ∩ A covers a if and only if K covers a G . At the same time, K ∩ B is a closed normal subgroup of B, so K ∩ A covers a if and only if K ∩ B covers a B . We thus deduce that K covers a G if and
G . The argument for the converse is similar.
Let us note an obvious restriction on centralizers.
Observation 9.4 can be reworked into a crtierion for the existence of extensions in the case of minimally covered blocks. 
Proof. Suppose that a is extendable to G. Let b := a G and take K to be the set of closed normal subgroups of G which cover a G . For each K ∈ K, the intersection K ∩ H covers a, and since a is minimally covered,
covers a. We conclude K∈K K covers b, and thus, b is minimally covered. It is now clear that
Conversely, suppose that there exists 
where Lemma 9.6 ensures that C H (b) ≤ C H (a). This is absurd as H a covers a. We conclude that the subgroup M covers b. Proof. The case that B min G is empty is covered by (1), so we assume that B min G is nonempty. Giving A the discrete topology, the group G A is a topological group under the product topology. Moreover, since G is A-simple, the chief factor of G A covering a G for any a ∈ B min G is G/{1}. We deduce that B min G forms a single G A-stacking class via Theorem 9.13. Lemma 9.11 ensures that either B min G is an antichain orbit or it is a proper stacking class. If it is an antichain orbit, then G has a minimal closed normal subgroup by Proposition 9.14, and hence G is of semisimple type by Proposition 5.13. Proposition 7.19 implies B G = B The following is an immediate consequence of Theorem 9.16 and the relevant definitions.
Corollary 9.17. If G is a topological group and K/L is a chief factor of G, then K/L is either of weak type, semisimple type, or stacking type.
We also note that for stacking to occur, the automorphism group must contain elements of infinite order.
Corollary 9.18. If G is an A-simple topological group with A a torsion group of continuous automorphisms of G, then G is either of weak type or of semisimple type.
Proof. Suppose that G is not of weak type and suppose for contradiction that G is of stacking type. Taking a ∈ B min G , we may find ψ ∈ A so that ψ.a < a. It follows that ψ n .a < a for all n ≥ 1, and since ψ has finite order, this is absurd. The group G is thus of semisimple type.
In Polish groups, the three types are also association invariants. The case of weak type is now immediate: Proof. Let M/N be the lowermost representative of a G and set K := H a . That K is the least normal subgroup covering a ensures that K is topologically perfect. Additionally, we have a normal compression K/K ∩ N → KN /N . By Theorem 5.12, there is a subgroup L/N of KN /N that is topologically generated by components of M/N such that KN /L is abelian. As KN /N is topologically perfect, KN = L, and thus, KN /N is of semisimple type. Proposition 5.15 then ensures K/K ∩ N is of semisimple type. Since semisimplicity is preserved under quotients, K/C K (a) is also of semisimple type, hence a is of semsimple type.
Examples

The association relation
Take G to be the Klein four-group, C 2 × C 2 . The group G has five subgroups: the trivial group, G itself, and three subgroups A 1 , A 2 , A 3 of order 2. There are three distinct chief series for G, namely the series of the form 1 < A i < G for 1 ≤ i ≤ 3. This gives rise to a total of six distinct chief factors of G: three 'lower' chief factors A i /1, and three 'upper' chief factors G/A i .
Claim 10.1. Let {K/L, M/N } be a pair of distinct chief factors of G. Then the following are equivalent: (1) K/L is associated to M/N ; (2) There are distinct i, j ∈ {1, 2, 3} so that The subgroup N is not trivial and not equal G, so N = A j for some j. Since M > N , we deduce that M = G. On the other hand, the factor K/L is chief, hence we have |K| = 2 and K = A i for some i. The assumption that KN = M L ensures i and j are distinct. We now conclude (2).
The graph of associations between chief factors of G is a hexagon, so association of chief factors is not a transitive relation. Indeed, it is possible to have a sequence F 0 , F 1 , F 2 , F 3 of distinct chief factors such that F i is associated to F i+1 for 0 ≤ i ≤ 2, and F 3 lies in the same chief series as F 0 as follows:
This is the shortest possible sequence of this nature, as shown by Lemma 6.12.
Chief factors of stacking type
Let T ℵ0 be the countably infinite branching regular tree; we consider T ℵ0 to be a metric space under the usual path metric. The automorphism group Aut(T ℵ0 ) with the pointwise convergence topology is a Polish group.
Fix an infinite geodesic ray ξ := {v 0 , v 1 , . . . }; i.e. all v i are distinct and d(v i , v i+1 ) = 1 for all i. The end stabilizer given by ξ in Aut(T ℵ0 ) is defined to be G := {g ∈ Aut(T ℵ0 ) | g(ξ) ∩ ξ is infinite}.
It is easy to see G is a closed subgroup of Aut(T ℵ0 ), so it is a Polish group. Define P := {g ∈ G | ∃i g(v i ) = v i } The set P is a closed normal subgroup of G with G/P Z.
An edge e = (u, w) of the tree T ℵ0 determines two half trees T (u,w) and T (w,u) . The tree T (u,w) , and analogously T (w,u) , is defined to be the collection of v ∈ T ℵ0 so that d(v, u) < d(v, w). Letting Stab G (T (u,w) ) be the pointwise stabilizer of T (u,w) , the group Stab G (T (u,w) ) is the inverse limit of the wreath products (Sym(N), N) · · · (Sym(N), N) . In particular, Stab G (T (u,w) ) is topologically perfect.
Take the edge e = (v 0 , v 1 ), where v 0 and v 1 are the first two elements of our distinguished ray, and form the half-tree T 1 := T (v1,v0) . It is now an exercise to see that P = n≥1 t n Stab G (T 1 )t −n .
Claim 10.2. The subgroup P is a stacking type chief factor of G.
Proof. Let t ∈ G be a translation down the ray ξ; i.e. t(v i ) = v i+1 for all i. Suppose that N G is non-trivial, closed, and contained in P . Fixing n ∈ N \ {1}, there is some nearest vertex w ∈ T ℵ0 to ξ that is moved by n. By conjugating n with powers of t and elements of P , we may assume that w = v 0 and n fixes v 1 .
Letting e be the edge from v 0 to v 1 , we apply a familiar trick: For any g, h ∈ Stab G (T 1 ), the support of nhn −1 is disjoint from that of Stab G (T 1 ). The element nhn −1 thereby commutes with both g and h, and thus, [g, [h, n]] = [g, h]. The subgroup N then contains all commutators of Stab G (T 1 ), and Stab G (T 1 ) is topologically perfect, N ≥ Stab G (T 1 ). As N is normal in G, we conclude that N contains t n Stab G (T 1 )t −n for all n, so N = P . It now follows that P is a chief factor of G.
For n ≥ 0, define the horoball
see Figure 2 . Each of the sets X n \ X n+1 is an orbit of P . The pointwise stabilizers P n := Stab P (X n ) are then closed normal subgroups of P , and since Sym(N) is topologically simple, the normal factors P n+1 /P n = Sym(N) N are chief factors of P . Furthermore, any closed normal subgroup N P that covers P n+1 /P n must contain P n+1 ; consider a vertex in X n moved by an element of N and argue as in the second paragraph. The chief factors P n+1 /P n are thus minimally covered. 
X0
X1 X2 Figure 1 . The horoballs X n Corollary 9.17 now ensures that P is a chief factor of G of either semisimple type or stacking type. As C P (P n+1 /P n ) = P n , the partial order B P is not an antichain, hence the subgroup P is a chief factor of G of stacking type.
Moving away from abelian examples, where the H-action by conjugacy on G is trivial, we note an interesting topologically simple example: the Polish group S ∞ of all permutations of the set N of integers. Its topology is the one induced by the product topology on N N seeing N as a discrete space. The group S ∞ contains the countable group S (∞) of permutations with finite support as a dense normal subgroup, so the inclusion S (∞) → S ∞ provides a first non-abelian example of a normal compression. We point out additionally that S (∞) is not simple, but the commutator subgroup is simple. This shows Theorem 3.9 is sharp.
A.2. Unitary groups
For H a separable Hilbert space, the group U(H) of unitaries of H is Polish for the strong topology, defined to be the weakest topology making the maps u ∈ U(H) → u(ξ) continuous for each ξ ∈ H. A bounded operator x on H is called compact if x(B) is compact for the norm on H where B denotes the unit ball in H. It is easy to see that the compact operators form a norm-closed ideal in B(H), which is denoted by K(H).(The ideal of compact operators is the norm closure of the ideal of operators with finite rank.)
Since the circle group S 1 · id H is a compact subspace of B(H), its sum with the ideal K(H) is also norm closed. In particular, the unitary group
of compact perturbations of the circle group is closed in the complete metric space (U(H), · ). The operator norm thus induces a complete metric on U K (H).
Lemma A.1. (K(H), · ) is separable.
Proof. Let (ξ i ) i∈N be a dense subset of H. Then it is an easy corollary of the singular value decomposition theorem for compact operators that the countable set of finite sums of elements of the form ξ i , · ξ j is dense in K(H). We deduce that K(H) is separable. The group U K (H) is thus Polish when equipped with the norm topology.
We now argue U K (H) is dense in U(H). Let us see the finite dimensional unitary groups U(n) as subgroups of U(H) via the embeddings u ∈ U(n) → ( u 0 0 1 ) .
Every U(n) is then a subgroup of U K (H), and since their reunion is dense in U(H), the subgroup U K (H) is dense in U(H). We conclude that U K (H) → U(H) is a normal compression.
Here are two further examples; for details see [1] . One can consider the smaller ideal S p (H) of Schatten operators of class p, which is Polish for the associated Schatten p-norm. The group U p (H) of unitaries u such that 1 − u ∈ S p (H) is Polish for the natural p-norm and is dense in U(H), since it contains U(n) for every n ∈ N. Thus, U p (H) → U(H) is a normal compression.
For the second example, let (M, T ) be a type II ∞ separable factor. The ideal I := {x ∈ M : T (x * x) < +∞} is Polish for the topology induced by the 2-norm defined by x 2 := T (x * x). The unitary group U I (M ) := U(M ) ∩ {1 − x : x ∈ I} is thus a Polish group, and its inclusion in U(M ) is normal. That U I (M ) is also dense follows from a result of M. Broise [4] stating that symmetries generate U(M ) together with the fact that every symmetry onto a projection of infinite trace can be approximated in the strong operator topology by symmetries onto projections of finite trace.
Since the action is non-singular, Γ is a subgroup of [R Γ ]. Assuming the action is also ergodic, meaning that every Borel Γ-invariant subset of X has measure either zero or one, one has the following trichotomy:
• (type II 1 ) Γ preserves a Borel probability measure ν equivalent to µ, and so all the elements of [R Γ ] also preserve ν.
• (type II ∞ ) Γ preserves a σ-finite infinite measure ν equivalent to µ, and so all the elements of [R Γ ] also preserve ν.
• (type III) Γ preserves no σ-finite measure equivalent to µ.
In the type II 1 and the type III case, a result of Eigen [8] states that the full group [R Γ ] is simple. However, in the type II ∞ case, letting ν be the σ-finite measure which is preserved, the group [ Proof. We first show that [R Γ ] f is dense. By Rohlin's lemma (see [10, Theorem 7 .7]), we only need to show that every periodic element of [R Γ ] can be approximated by elements of [R Γ ] f . For every such element T , there exists an increasing exhausting sequence of finite measure T -invariant sets X n such that n∈N X n = X, which yields the result by considering T n defined by T n (x) := T (x) if x ∈ X n x otherwise.
Let us now show that [R Γ ] f is Polish. To this end, we first prove that the metric d ν is complete. Let (T n ) n∈N be a d ν -Cauchy sequence of elements of [R Γ ] f . Up to taking a subsequence, we may assume that for all n ∈ N, d ν (T n , T n+1 ) < 1 2 n . Since n∈N 1 2 n < +∞, the Borel-Cantelli lemma implies that for almost all x ∈ X, there is N (x) ∈ N such that for all n ≥ N (x) we have T n (x) = T N (x) (x). For all such x, we set T (x) := T N (x) (x), and it is easily checked that T ∈ [R Γ ] f and that d ν (T n , T ) → 0.
The proof of the separability of d ν follows the same lines as that for ([R Γ ], d u ). We equip R Γ with a σ-finite measure M ν defined by M ν (A) := X |A x | dν(x). The group [R Γ ] f then naturally embeds in to the separable measure algebra of (R Γ , M ν ), and thus, it is separable. We conclude that [R Γ ] f is Polish.
Our last example was explored in depth by Kechris in his monograph [13] ; we direct the reader there for details. Let R be a type II 1 ergodic equivalence relation on (X, µ) so that the preserved measure is actually µ. Form the metric d u on [R] as discussed above and let N (R) be the automorphism group of [R] . By Dye's reconstruction theorem, every automorphism of the full group [R] is the conjugation by some T ∈ Aut(X, µ). In particular, every automorphism of [R] is an isometry, so N (R) is a subgroup of the Polish group of isometries of ([R], d u ). Since being a group automorphism is a closed condition, we see that N (R) is a closed subgroup of Isom([R]), hence it is a Polish group. However, the fact that 
