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Saturn’s rings consist of a huge number of water ice particles,
with a tiny addition of rocky material. They form a flat disk, as
the result of an interplay of angular momentum conservation and
the steady loss of energy in dissipative inter-particle collisions.
For particles in the size range from a few centimeters to a few
meters, a power-law distribution of radii, ∼ r−q with q ≈ 3, has
been inferred; for larger sizes, the distribution has a steep cutoff.
It has been suggested that this size distribution may arise from a
balance between aggregation and fragmentation of ring particles,
yet neither the power-law dependence nor the upper size cutoff
have been established on theoretical grounds. Here we propose a
model for the particle size distribution that quantitatively explains
the observations. In accordance with data, our model predicts the
exponent q to be constrained to the interval 2.75 ≤ q ≤ 3.5. Also
an exponential cutoff for larger particle sizes establishes naturally
with the cutoff-radius being set by the relative frequency of aggre-
gating and disruptive collisions. This cutoff is much smaller than
the typical scale of micro-structures seen in Saturn’s rings.
Saturn’s rings | planetary rings | fragmentation
Bombardment of Saturn’s rings by interplanetary meteoroids[1, 2, 3] and the observation of rapid processes in the ring system
[4] indicate that the shape of the particle size distribution is likely not
primordial or a direct result from the ring creating event. Rather, ring
particles are believed to be involved in an active accretion-destruction
dynamics [5, 6, 7, 8, 9, 10, 11, 12, 13] and their sizes vary over a
few orders of magnitude as a power-law [14, 15, 16, 17], with a sharp
cutoff for large sizes [18, 19, 20, 21]. Moreover, tidal forces fail
to explain the abrupt decay of the size distribution for house-sized
particles [22]. One would like to understand: (i) can the interplay
between aggregation and fragmentation lead to the observed size dis-
tribution, and (ii) is this distribution peculiar for Saturn’s rings, or is
it universal for planetary rings in general? To answer these questions
quantitatively, one needs to elaborate a detailed model of the kinetic
processes in which the rings particles are involved. Here we develop a
theory that quantitatively explains the observed properties of the par-
ticle size distribution and show that these properties are generic for a
steady-state, when a balance between aggregation and fragmentation
holds. Our model is based on the hypothesis that collisions are binary
and that they may be classified as aggregative, restitutive or disruptive
(including collisions with erosion); which type of collision is realized
depends on the relative speed of colliding particles and their masses.
We apply the kinetic theory of granular gases [23, 24] for the multi-
component system of ring particles to quantify the collision rate and
the type of collision.
Significance
Although it is well accepted that the particle size distribution in
Saturn’s rings is not primordial, it remains unclear whether the
observed distribution is unique or universal. That is, whether it is
determined by the history of the rings and details of the particle
interaction, or if the distribution is generic for all planetary rings.
We show that a power-law size distribution with large-size cutoff,
as observed in Saturn’s rings, is universal for systems where a
balance between aggregation and disruptive collisions is steadily
sustained. Hence, the same size distribution is expected for any
ring systemwhere collisions play a role, like theUranian rings, the
recently discovered rings of Chariklo and Chiron, and possibly
rings around extrasolar objects.
Results and Discussion
Model. Ring particles may be treated as aggregates1 built up of pri-
mary grains [9] of a certain size r1 and mass m1.2 Denote by
mk = km1 the mass of ring particles of "size" k containing k pri-
mary grains, and by nk their density. For the purpose of a kinetic
description we assume that all particles are spheres; then the radius3
of an agglomerate containing k monomers is rk = r1k1/3. Systems
composed of spherical particles may be described in the framework
of the Enskog-Boltzmann theory [25, 26, 27]. In this case the rate of
binary collisions depends on particle dimension and relative velocity.
The cross-section for the collision of particles of size i and j can be
written as σ2ij = (ri + rj)
2 = r21(i
1/3 + j1/3)2. The relative speed
(on the order of 0.01− 0.1 cm/s [16]) is determined by the velocity
dispersions
〈
v2i
〉
and
〈
v2j
〉
for particles of size i and j. The velocity
dispersion quantifies the root mean square deviation of particle veloc-
ities from the orbital speed (∼ 20 km/s). These deviations follow a
certain distribution, implying a range of inter-particle impact speeds,
and thus, different collisional outcomes. The detailed analysis of
an impact shows that for collisions at small relative velocities, when
the relative kinetic energy is smaller than a certain threshold energy,
Eagg, particles stick together to form a joint aggregate [28, 11, 29].
This occurs because adhesive forces acting between ice particles’ sur-
faces are strong enough to keep them together. For larger velocities,
particles rebound with a partial loss of their kinetic energy. For still
larger impact speeds, the relative kinetic energy exceeds the threshold
energy for fragmentation, Efrag, and particles break into pieces [29].
Using kinetic theory of granular gases one can find the collision
frequency for all kinds of collisions and the respective rate coeffi-
Reserved for Publication Footnotes
1The concept of aggregates as Dynamic Ephemeral Bodies (DEB) in rings has been proposed
in [7].
2Observations indicate that particles below a certain radius are absent in dense rings [16].
3In principle, aggregates can be fractal objects, so that rk ∼ k1/D , where D ≤ 3 is the
fractal dimension of aggregates. For dense planetary rings it is reasonable to assume that
aggregates are compact, so D = 3.
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cients: Cij for collisions leading to merging and Aij for disruptive
collisions. The coefficients Cij give the number of aggregates of
size (i + j) forming per unit time in a unit volume as a result of
aggregative collisions involving particles of size i and j. Similarly,
Aij quantify disruptive collisions, when particles of size i and j col-
lide and break into smaller pieces. These rate coefficients depend on
masses of particles, velocity dispersions and threshold energies,Eagg
and Efrag:
Cij = νij (1− (1 +BijEagg) exp (−BijEagg))
Aij = νij exp (−BijEfrag)
νij = 4σ
2
ij
√
pi
(〈v2i 〉+ 〈v2j〉) /6 [1]
Bij = 3
m−1i +m
−1
j
〈v2i 〉+ 〈v2j 〉
.
These results follow from the Boltzmann equation which describes
evolution of a system in terms of the joint size-velocity distribution
function (see the section below and SI Appendix). The governing rate
equations for the concentrations of particles of size k read:
dnk
dt
=
1
2
∑
i+j=k
Cijninj −
∞∑
i=1
Ckinink [2]
−
∞∑
i=1
Akinink (1− δk1) +
k∑
i=1
ni
∞∑
j=k+1
Aijnjxk (j)
+
1
2
∑
i,j≥k+1
Aijninj [xk(i) + xk(j)] .
The first term on the right-hand side of Eq. (2) describes the rate
at which aggregates of size k are formed in aggregative collisions of
particles i and j (the factor 1
2
avoids double counting). The second
and third terms give the rates at which the particles of size k disappear
in collisions with other particles of any size i, due to aggregation and
fragmentation, respectively. The fourth and fifth terms account for
production of particles of size k due to disruption of larger particles.
Here xk(i) is the total number of debris of size k, produced in the
disruption of a projectile of size i. We have analyzed two models for
the distribution of debris xk(i). One is the complete fragmentation
model, xk(i) = iδ1k, when both colliding particles disintegrate into
monomers; another is a power-law fragmentation model, when the
distribution of debris sizes obeys a power-law, xk(i) ∼ B(i)k−α,
in agreement with experimental observations, see e.g. [30, 31]; the
impact of collisions with erosion is also analysed.
Decomposition into monomers. In the case of complete fragmenta-
tion, xk(i) = iδ1k, the general kinetic equations (2) become
dnk
dt
=
1
2
∑
i+j=k
Cijninj −
∑
i≥1
(Cik +Aik)nink [3]
dn1
dt
= −n1
∑
j≥1
C1jnj + n1
∑
j≥2
jA1jnj [4]
+
1
2
∑
i,j≥2
Aij(i+ j)ninj .
Mathematically similar equations modeling a physically different
setting (e.g., fragmentation was assumed to be spontaneous and col-
lisional) have been analyzed in the context of rain drop formation [32].
Constant rate coefficients. The case of constant Cij = C0 and
Aij = λC0 can be treated analytically, providing useful insight into
the general structure of solutions of Eqs. (3)–(4), explicitly showing
the emergence of the steady state. The constant λ here characterizes
the relative frequency of disruptive and aggregative collisions. With-
out loss of generality we setC0 = 1. Solving the governing equations
for mono-disperse initial conditions, nk(t = 0) = δk,1, one finds
n1(t) = λ1
[
1 + λ−1
(
λ−12 e
λt − λ−1/2
)−λ2/λ1]
, [5]
whereλ1 = λ/(1+λ) andλ2 = 2λ/(1+2λ). Utilizing the recursive
nature of Eqs. (3), one can determine nk(t) for k > 1. The system
demonstrates a relaxation behavior: After a relaxation time that scales
as λ−1, the system approaches to a steady state with n1 = λ1, the
other concentrations satisfying
0 =
1
2
∑
i+j=k
ninj − (1 + λ)nkN. [6]
Here N = λ2 is the steady-state value of the total number density
of aggregates, N =
∑
k≥1 nk. We solve (6) using the generation
function technique to yield
nk =
N√
4pi
(1 + λ)
[
2n1
(1 + λ)N
]k Γ(k − 1
2
)
Γ(k + 1)
. [7]
Now we assume that disruptive collisions in rings are considerably
less frequent than aggregative ones, so that λ  1 (this assump-
tion leads to results that are consistent with observations); moreover,
k  1 for most of the ring particles. Using the steady-state values,
n1 = λ1 and N = λ2, one can rewrite Eq. (7) for k  1 as
nk =
λ√
pi
e−λ
2k k−3/2 . [8]
Thus for k < λ−2, the mass distribution exhibits power-law behavior,
nk ∼ k−3/2, with an exponential cutoff for larger k.
Size-dependent rate coefficients. For a more realistic description,
one must take into account the dependence of the rate coefficients on
the aggregate size (Eqs. (1)). Here we present the results for two basic
limiting cases that reflect the most prominent features of the system:
1. The first case corresponds to energy equipartition, 〈Ek〉 =
1
2
mk
〈
v2k
〉
= const, which implies that the energy of random motion
is equally distributed among all species, like in molecular gases. In
systems of dissipatively colliding particles, like planetary rings, this is
usually not fulfilled, the smaller particles being colder than suggested
by equipartition [33, 34]. We also assume that the threshold energies
of aggregation and fragmentation are constant: Eagg = const and
Efrag = const; the latter quantities may be regarded as effective
average values for all collisions. Then, as it follows from Eqs. (1),
we have λ = Aij/Cij = const, and the kinetic coefficients read
Cij = C0
(
i1/3 + j1/3
)2 (
i−1 + j−1
)1/2
, [9]
where C0 = const, so that theCij are homogeneous functions of the
masses of colliding particles
Cai,aj = a
κCij . [10]
The specific form (9) implies that the homogeneity degree isκ = 1/6.
2. The second limiting case corresponds to equal velocity dis-
persion for all species,
〈
v2i
〉
= v20 = const. In planetary rings the
smaller particles do have larger velocity dispersions than the larger
ones but they are by far not as hot as equipartition would imply
[33]. Thus, this limiting case of equal velocity dispersions is closer
to the situation in the rings. For the dependence of the fragmen-
tation threshold energy Efrag on the masses of colliding aggregates
we employ the symmetric function Efrag = E0 iji+j , which implies
that Efrag is proportional to the reduced mass of the colliding pair,
µij = m1
ij
i+j
. This yields BijEfrag =
(
3E0
2m1v
2
0
)
= const and al-
lows a simplified analysis. We assume that the aggregation threshold
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energy Eagg for all colliding pairs is large compared to the average
kinetic energy of the relative motion of colliding pairs, 1
2
µijv
2
0 (our
detailed analysis confirms this assumption, see the SI Appendix).
Then exp(−BijEagg)  1 and Eqs. (1) yield Cij = νij . There-
fore the ratio Aij/Cij = exp(−BijEfrag) is again constant. Thus
the relative frequency of disruptive and aggregative collisions is also
characterized by the constant λ = Aij/Cij . The kinetic coefficients
attain now the form
Cij = C˜0
(
i1/3 + j1/3
)2
, [11]
which is again a homogeneous function of i and j but with different
homogeneity degree κ = 2/3.
An important property of the kinetic equations, where the rate
coefficientsCij andAij = λCij are homogeneous functions of i and
j, is that these equations possess a scaling solution for i, j  1. The
latter is determined by the homogeneity degree κ and is practically
insensitive to the detailed form of these coefficients [35, 36]. We use
this property and replace the original rate coefficients (9) and (11) by
the generalized product kernel
Cij = Ĉ0(ij)
µ Ĉ0 = const [12]
For this kernel, the homogeneity degree is κ = 2µ. To match it with
the homogeneity degree of (9) and (11) we choose µ = 1/12 for the
first limiting case and µ = 1/3 for the second. The advantage of the
product kernel (12) is the existence on an analytic solution for the
steady state distribution. Indeed, with the homogeneous coefficients
(12) the steady-state version of Eqs. (3) reads,
0 =
1
2
∑
i+j=k
lilj − (1 + λ)lkL [13]
where we have used the shorthand notations
lk = k
µnk, L =
∑
k≥1
lk . [14]
With the substitute, nk → lk and N → L, the system of equations
(13) is mathematically identical to the system of equations with a
constant kernel (6), so that the steady-state solution reads,
nk =
L
2
√
pi
e−λ
2k k−3/2−µ , [15]
again a power-law dependence with exponential cutoff.
Our analytical findings are confirmed by simulations. In Fig. 1,
the results of a direct numerical solution of the system of rate equa-
tions (3)–(4) are shown for both limiting kernels, (9) and (11), together
with their simplified counterparts (12). The stationary distributions
for the systems with the complete kinetic coefficients (9)–(11) have
exactly the same slope as the systems with the simplified kernel (12)
of the same degree of homogeneity and hence quantitatively agree
with the theoretical prediction (15). Moreover, the numerical solu-
tions demonstrate an exponential cutoff for large k, in agreement with
the theoretical predictions.
Kernels (9) and (11) with homogeneity degree κ = 1/6 and
κ = 2/3 correspond to two limiting cases of the size dependence
of the average kinetic energy 〈Ek〉 = 12mk
〈
v2k
〉 ∼ kβ . Namely,
β = 0 corresponds to κ = 1/6 and β = 1 to κ = 2/3. Physically,
we expect that β is constrained within the interval 0 ≤ β ≤ 1. In-
deed, negative β would imply vanishing velocity dispersion for very
large particles, which is only possible for the unrealistic condition of
the collision-free motion. The condition β > 1 is unrealistic as well,
since it would imply that the energy in the random motion, pumped by
particle collisions, increases with particle mass faster than linearly;
there is no evidence for such processes. We conclude that β must be
limited within the interval [0, 1], and therefore µ = κ/2 varies in the
interval 1/12 ≤ µ ≤ 1/3.
Power-law collisional decomposition and erosion.Although the
fragmentation model with a complete decomposition into monomers
allows a simple analytical treatment, a more realistic model implies
power-law size distribution of debris [30, 31]; moreover, collisions
with erosion also take place [31, 37].
Power-law decomposition. Experiments [30, 31] show that the num-
ber of debris particles of size k produced in the fragmentation of a
particle of size i scales as xk(i) ∼ B(i)/kα. If the distribution xk(i)
of the debris size is steep enough, the emerging steady-state particle
distribution should be close to that for complete fragmentation into
monomers. A scaling analysis, outlined below confirms this expec-
tation, provided that α > 2; moreover, in this case B(i) = i (see SI
Appendix).
Substituting the debris size distribution xk(i) ∼ i/kα into the ba-
sic kinetic equations (2), we notice that the equation for the monomer
production rate coincides with Eq. (4), up to a factor in the coeffi-
cients Aij . At the same time, the general equations (2) for nk have
the same terms as Eqs. (3) for complete decomposition, but with
two extra terms – the forth and fifth terms in Eqs. (2). These terms
describe an additional gain of particles of size k due to decomposition
of larger aggregates. Assuming that the steady-state distribution has
the same form as for monomer decomposition, nk ∼ k−γe−νk, one
can estimate (up to a factor) these extra terms for the homogeneous
kinetic coefficients, Aij = λCij ∼ (ij)µ [see Eq. (12)]. One gets
k∑
i=1
∞∑
j=k+1
AijninjB(j)k
−α ∼ k−α [16]
∑
i,j≥k
Aijninj [B(i) +B(j)] k
−α ∼ kµ−γ+1−α . [17]
Here we also require that νk  1, which is the region where the size
distribution exhibits a power-law behavior. The above terms are to be
compared with the other three terms in Eqs. (2) or Eqs. (3), which
are the same for monomer and power-law decomposition:∑
i+j=k
Cijninj ∼
∑
i≥1
Ciknink ∼
∑
i≥1
Aiknink ∼ kµ−γ . [18]
If the additional terms (16) and (17) were negligible, as compared to
the terms (18) that arise for both models, the emergent steady-state
size distributions would be the same. For k  1, one can neglect
(16) and (17) compared to (18) if α > γ − µ and α > 1. Taking into
account that the equations for the monomers for the two models coin-
cide when α > 2, we arrive at the following criterion for universality
of the steady-state distribution: α > max {γ − µ, 2}. In the case of
complete decomposition into monomers we have γ = µ + 3/2 [see
(15)]. Hence the above criterion becomes α > 2. In other words, if
α > 2, the model of complete decomposition into monomers yields
the same steady-state size distribution as the model with any power-
law distribution of debris.
Collisions with erosion. In collisions with erosion only a small
fraction of a particle mass is chipped off [31, 37, 38]. Here we
consider a simplified model of such collisions: It takes place when
the relative kinetic energy exceeds the threshold energy Eeros, which
is smaller than the fragmentation energyEfrag. Also, we assume that
the chipped-off piece always contains l monomers. Following the
same steps as before one can derive rate equations that describe both
disruptive and erosive collision. For instance, for complete decom-
position into monomers the equation for nk with k ≥ l + 2 acquires
two additional terms
λe
∞∑
i=1
Ci k+lnink+l − λe
∞∑
i=1
Ciknink,
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with similar additional terms for l+ 2 > k > 1 and for the monomer
equation. Here λe gives the ratio of the frequencies of aggregative
and erosive collisions, which may be expressed in terms ofEeros (see
SI Appendix). We assume that λe is small and is of the same order of
magnitude as λ. We also assume that λe is constant and that lλe  1.
Then we can shown that for k  1 the size distribution of aggregates
nk has exactly the same form, Eq. (15), as for the case of purely
disruptive collisions (see SI Appendix).
Universality of the steady-state distribution. The steady-state size-
distribution of aggregates (15) is generally universal: It is the same
for all size distributions of debris, with a strong dominance of small
fragments, independently of its functional form. Moreover, it may
be shown analytically (see SI Appendix), that the form (15) of the
distribution persists when collisions with erosion are involved. We
checked this conclusion numerically, solving the kinetic equations
(2) with a power-law, exponential size distribution of debris and for
collisions with an erosion (Fig. 2). We find that the particle size dis-
tribution (15) is indeed universal for steep distributions of debris size.
Fig. 2 also confirms the condition of universality of the distribution
(15), if α > 2 for power-law debris size-distributions.
A steep distribution of debris size, with strong domination of
small fragments appears plausible from a physical point of view: The
aggregates are relatively loose objects, with a low average coordina-
tion number, that is, with a small number of bonds between neigh-
boring constituents; it is easy to break such objects into small pieces.
The erosion at collision also has no qualitative impact on the size
distribution as long as the frequency of such collisions is significantly
less than of the aggregative ones.
Size distribution of the ring particles. The distribution of the ring
particles’ radii, F (R), is constrained by space- and earth-bound ob-
servations [16]. To extract F (R) we use the relationR3 = r3k = kr
3
1
(for spherical particles) in conjunction with nkdk = F (R)dR. We
find that nk ∼ k−3/2−µ exp(−λ2k) implies
F (R) ∼ R−qe−(R/Rc)3 q = 5/2 + 3µ [19]
Rc = r1/λ
2/3 . [20]
Thus for R  Rc the distribution is algebraic with exponent
q = 5/2 + 3µ, and the crossover to exponential behavior occurs
at R ∼ Rc.
We have shown that the exponent µ can vary within the interval
1/12 ≤ µ ≤ 1/3, and hence the exponent q for the size distribution
varies in the range 2.75 ≤ q ≤ 3.5. This is in excellent agreement
with observations, where values for q in the range from 2.70 to 3.11
were reported [15, 17]. Fitting the theory to the particle size distri-
bution of Saturn’s A ring inferred from data obtained by the Voyager
Radio Science Subsystem (RSS) during a radio occultation of the
spacecraft by Saturn’s A ring [15], we find Rc = 5.5m (Fig. 3). For
r1 in the plausible range from 1cm to 10cm [16] we get (Eq. 20) λ
on the order of 10−4 to 10−3, which is the ratio of the frequencies of
disruptive and coagulating collisions. It is also possible to estimate
characteristic energies and the strength of the aggregates. Using the
plausible range for random velocity, v0 = 0.01− 0.1cm/s [16], we
obtain values that agree with the laboratory measurements (see SI
Appendix).
Conclusion and Outlook
We have developed a kinetic model for the particle size distribution
in a dense planetary ring and showed that the steady-state distribution
emerges from the dynamic balance between aggregation and fragmen-
tation processes. The model quantitatively explains properties of the
particle size distribution of Saturn’s rings inferred from observations.
It naturally leads to a power-law size distribution with an exponential
cutoff (Eq. 19). Interestingly, the exponent q = 2.5 + 3µ is uni-
versal, for a specific class of models we have investigated in detail.
That is, q does not depend on details of the collisional fragmenta-
tion mechanism, provided the size distribution of debris, emerging
in an impact, is steep enough; collisions with erosion do not alter q
as well. The exponent q is a sum of two parts: The main part, 2.5,
corresponds to the "basic" case when the collision frequency does not
depend on particle size (µ = 0); such slope is generic for a steady
size-distribution, stemming from the aggregation-fragmentation bal-
ance in binary collisions. The additional part, 3µ, varying in the
interval 0.25 ≤ 3µ ≤ 1, characterizes size dependence of the colli-
sion frequency. The latter is determined by the particles’ diameters
and the mean square velocities
〈
v2k
〉
of their random motion. We
have obtained analytical solutions for the limiting cases of energy
equipartition, 1
2
mk
〈
v2k
〉
= const, (3µ = 0.25) and of equal veloc-
ity dispersion for all species
〈
v2k
〉
= const, (3µ = 1). These give the
limiting slopes of q = 2.75 and q = 3.5. Physically, we expect that
an intermediate dependence between these two limiting cases may
follow from a better understanding of the behaviors of threshold en-
ergies. This would imply a power-law size distribution with exponent
in the range 2.75 ≤ q ≤ 3.5.
Observed variations of spectral properties of ring particles [39, 40]
may indicate differences in the surface properties, and thus, in their
elasticity and sticking efficiency. This implies differences in the
velocity dispersion
〈
v2k
〉
and its dependence on k, resulting in differ-
ent values of the exponent q. Moreover, variations in particle sizes
among different parts of Saturn’s ring system have been inferred from
Cassini data [16, 41]. For our model, a different average particle size,
or monomer size, implies different values of Efrag and Eagg as well
as different values of the upper cutoff radiusRc. The model givesRc
in terms of the primary grain radius and the ratio of the disruptive and
aggregative collisions, Eq. (20). Since this ratio increases with in-
creasing kinetic energy of particles’ random motion, the cutoff radius
is expected to be smaller for rings with larger velocity dispersion.
Our results essentially depend on three basic assumptions: (i)
ring particles are aggregates comprised from primary grains which
are kept together by adhesive (or gravitational) forces; (ii) the ag-
gregate sizes change due to binary collisions, which are aggregative,
bouncing, or disruptive (including collisions with erosion); (iii) the
collision rates and type of impacts are determined by sizes and ve-
locities of colliding particles. We wish to stress that the power-law
distribution with a cutoff is a direct mathematical consequence of the
above assumptions only, that is, there is no need to suppose a power-
law distribution and search for an additional mechanism for a cutoff
as in previous semi-quantitative approaches [9].
The agreement between observations and predictions of our
model for the size distribution indicates that dense planetary rings
are indeed mainly composed of aggregates similar to the Dynamic
Ephemeral Bodies suggested three decades ago [6, 7]. This means
that the (ice) aggregates constituting the cosmic disks permanently
change their mass due to collision-caused aggregation and fragmen-
tation, while their distribution of sizes remains stationary. Thus, our
results provide another (quantitative) proof that the particle size distri-
bution of Saturn’s rings is not primordial. The same size distributions
are expected for other collision dominated rings, as the rings of Uranus
[42, 43], Chariklo [44, 45] and Chiron [46, 47], and possibly around
extrasolar objects [48, 49, 50].
The predictive power of the kinetic model further emphasizes the
role of adhesive contact forces between constituents which dominate
for aggregate sizes up to the observed cutoff radius ofRc ∼ 5−10 m.
The model does not describe the largest constituents in the rings, with
sizes beyond Rc. These are the propeller-moonlets in the A and B
rings of Saturn, which may be remnants of a catastrophic disrup-
tion [20, 12]. We also do not discuss the nature of the smallest
constituents, that is, of the primary grains. These particles are prob-
ably themselves comprised of still smaller entities and correspond to
the least-size free particles observed in the rings [13].
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Recently, cohesion was studied for dense planetary rings in terms
of N-Body simulations [51, 52]. This model is similar to ours in
that the authors use critical velocities for merging and fragmenta-
tion while we use threshold energies Eagg and Efrag; both criteria
are based on the cohesion model. In these simulations a power-law
distribution for the aggregates size F (R) ∼ R−q was obtained with
slopes 2.75 ≤ q ≤ 3 for reasonable values of the cohesive parameter,
consistent with our theoretical result. Moreover, the critical velocities
for merging and fragmentation differ in most of the simulations by a
factor of two, which is in reasonable agreement with our model, where
we estimated Efrag to be roughly twice Eagg (SI Appendix). How-
ever, the simulations cannot resolve an exponential cutoff of F (R),
due to the small number of large aggregates, but the dependence of
the largest aggregate size is inferred for different cohesion parameters
and critical velocities.
Materials and Methods
Boltzmann equation. The general equations (2) for the concentra-
tions nk have been derived from the Boltzmann kinetic equation.
Here we consider a simplified case of a force-free and spatially uni-
form system. It is possible to take into account the effects of non-
homogeneity, as it is observed in self-gravity wakes, and gravitational
interactions between particles. These, however, do not alter the form
of resulting rate equations (2), which may be then formulated for the
space-averaged values (see SI Appendix).
Let fi ≡ f(mi,vi, t) be the mass-velocity distribution function
which gives density of particles of mass mi with the velocity vi at
time t. In the homogeneous setting, the distribution function evolves
according to the Boltzmann equation,
∂
∂t
fk (vk, t) = I
b
k + I
heat
k + I
agg
k + I
frag
k , [21]
where the right-hand side accounts for particles collisions. The first
term Ibk accounts for bouncing collisions of particles (see e.g. [24]),
the second term Iheatk describes the viscous heating caused by the Ke-
plerian shear (see e.g. [53]); the terms Iaggk and I
frag
k account, respec-
tively, for the aggregative and disruptive impacts (explicit expressions
for these terms are given in SI Appendix). To derive the rate equations
(2) for the concentrations of the species, nk(t) =
∫
dvkfk(vk, t),
one needs to integrate Eq. (21) over vk. Assuming that all species
have a Maxwell velocity distribution function with average velocity
〈vk〉 = 0 and velocity dispersion
〈
v2k
〉
we obtain the rate equations
(2) and the rate coefficients (1) (see SI Appendix for the detail).
Generating Function Techniques. To solve Eqs. (6) we use the gen-
erating function N (z) = ∑k≥1 nk zk which allows us to convert
these equations into the single algebraic equation
N (z)2 − 2(1 + λ)NN (z) + 2(1 + λ)Nn1z = 0 . [22]
Its solution reads
N (z) = (1 + λ)N
[
1−
√
1− 2n1
(1 + λ)N
z
]
. [23]
ExpandingN (z) we arrive at the distribution (7).
Efficient numerical algorithm. The numerical solution of
Smoluchowski-type equations (2) is challenging as one has to solve
infinitely many coupled non-linear equations. We developed an effi-
cient and fast numerical algorithm dealing with a large number of such
equations. The application of our algorithm requires the condition
k∑
i=1
Ci,k+1ni 
N∑
i=k+1
Ci,k+1ni [24]
is obeyed for k  1 and N  1, where ni are the steady-state
concentrations. For the case of interest this condition is fulfilled. Our
algorithm first solves a relatively small set (∼ 100) of equations using
the standard technique and then obtains other concentrations of much
larger set (∼ 10, 000) using an iterative procedure (see SI Appendix).
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Fig. 1. Particle size distribution in the case of complete decomposition
into monomers. (a) The limiting case of energy equipartition 〈Ek〉 = const
for all species. The solid black line corresponds to the system with complete
kinetic coefficients (9), while the solid green line corresponds to the simplified
coefficients (12) with the same degree of homogeneity, 2µ = 1/6. The dashed
line has slope nk ∝ k−19/12, predicted by the theory. (b) The limiting case
of equal velocity dispersion for all species,
〈
v2k
〉
= const. The solid black line
refers to the system with the complete kinetic coefficients (11), while the solid
green line corresponds to the simplified coefficients (12) with the same degree of
homogeneity, 2µ = 2/3. The dashed line shows the theoretical dependence,
nk ∝ k−11/6. In all cases the power-law distribution turns into an exponential
decay for large sizes.
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Fig. 2. Particle size distribution in the case of power-law decomposi-
tion. The black solid line depicts the particle size distribution for the case of
complete decomposition. The other solid lines show the emergent steady-state
distributions for the following size distributions of debris: the power-law distribu-
tion, xk(i) ∼ k−α, with α = 1 (gray), α = 1.5 (red), α = 2 (blue), α = 3
(green), exponential distribution xk(i) ∼ exp (−k) (yellow) and collisions with
an erosion, λe = 0.05, l = 3 (violet). The dashed lines indicate the corre-
sponding fit nk ∼ k−γ . Note that for steep size distributions of debris (power
law with α > 2, exponential distribution) all slopes coincide with the one for the
case of complete decomposition into monomers. All curves correspond to the
case of constant kinetic coefficients with λ = Cij/Aij = 0.01.
Fig. 3. Particle size distribution for Saturn’s A ring. The dashed line rep-
resents the particle size distribution of Saturn’s A ring inferred from data obtained
by the Voyager Radio Science Subsystem (RSS) during a radio occultation of the
spacecraft by the rings [15]. A fit of the theoretical curve, Eq.(19), is shown as a
solid line, giving a cutoff radius of Rc = 5.5m
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Collision integrals
The collision integral for aggregative collisions has the following
form:
Iaggk (~vk) =
1
2
∑
i+j=k
σ2ij
∫
d~vi
∫
d~vj
∫
d~eΘ (−~vij · ~e ) |~vij · ~e |
×fi (~vi) fj (~vj) Θ (Eagg − Eij) δ(mk~vk −mi~vi −mj~vj)
−
∑
j
σ2kj
∫
d~vj
∫
d~eΘ (−~vkj · ~e ) |~vkj · ~e |
×fk (~vk) fj (~vj) Θ (Eagg − Ekj) = Iagg,1k − Iagg,2k . [1]
The first sum on the right-hand side of Eq. (1) refers to collisions
where an aggregate of mass k is formed from smaller aggregates of
masses i and j, while the second sum describes the collisions of k-
aggregates with all other particles. In the first summk = mi+mj and
mk~vk = mi~vi+mj~vj due to mass and momentum conservation. The
rest of the notation is standard, see e.g. [24]: σ2ij = r1
(
i1/3 + j1/3
)2
quantifies the collision cross-section and |~vij · ~e | is the length of the
collision cylinder, where the unit vector~e specifies the direction of the
inter-center vector at the collision instant; Θ (−~vij · ~e ) selects only
approaching particles. The factor Θ (Eagg − Eij) in the integrands
guarantees that the relative kinetic energy does not exceed Eagg to
cause the aggregation. The kinetic energy of the relative motion is
Eij =
1
2
µij~v
2
ij , with the relative velocity ~vij = ~vi − ~vj and reduced
mass µij = mimj/(mi +mj). The notations in the second sum on
the right-hand side of Eq. (1) have the similar meaning.
For the collisions leading to fragmentation we have
I fragk (~vk) =
1
2
∑
i,j≥k+1
σ2ij
∫
d~vj
∫
d~vi
∫
d~eΘ (−~vij · ~e )
× |~vij · ~e | fj (~vj) fi (~vi) Θ
(
Enij − Efrag
)
[2]
× (qki(~vk, ~vi, ~vj) + qkj(~vk, ~vi, ~vj))
+
k∑
i=1
∑
j≥k+1
σ2ij
∫
d~vj
∫
d~vi
∫
d~eΘ (−~vij · ~e )
× |~vij · ~e | fj (~vj) fi (~vi) Θ
(
Enij − Efrag
)
qkj (~vk, ~vi, ~vj))
−
∑
i
(1− δk,1)σ2ki
∫
d~vi
∫
d~eΘ (−~vki · ~e ) |~vki · ~e |
×fk (~vk) fi (~vi) Θ (Enki − Efrag)=I frag,1k +I frag,2k −I frag,3k .
where we define the kinetic energy of the relative normal motion,
Enij =
1
2
µij(~vij · ~e)2, with (~vij · ~e) being the normal relative ve-
locity. In contrast to the case of aggregation where both normal and
tangential components must be small, so that the total energy of the
relative motion Eij matters, for fragmentation only the relative nor-
mal motion is important: Only normal motion causes a compression
and the subsequent breakage of particles’ material. Hence the ki-
netic energy of the relative normal motion, Enij must exceed some
threshold. The first sum in Eq. (3) describes the collision of particles
i > k and j > k with the relative kinetic energy of the normal motion
above the fragmentation threshold Efrag; both particles give rise to
fragments of size k. Further, qki(~vk, ~vi, ~vj) indicates the number of
debris of mass mk = m1 k with the velocity ~vk, when a particle of
mass mi = m1 i disintegrates in a collision with a particle of mass
mj = m1 j, provided that the pre-collision velocities are ~vi and ~vj .
Obviously, qki = 0 if k ≥ i. The function qki(~vk, ~vi, ~vj) depends on
a particular collision model. The second sum describes the process,
when only one particle with j > k (but not with i < k) gives rise to
debris of size k. Finally, the third term accounts for the breakage of
particles of size k > 1 in collisions with all other particles.
In the present study we focus on the evolution of particle den-
sities nk. Therefore: (i) the particular forms of two other collision
integrals – for bouncing collisions, Ibk , and for the one describing
viscous heating, Iheatk , are not important, since these terms do not
change densities of the species and (ii) it is sufficient to use a more
simple distribution, xk(i), defined as∫
qki(~vk, ~vi, ~vj)d~vk = xk(i), [3]
where xk(i) gives the total number of fragments of size k in all pos-
sible disruptive collisions of a particles of size i > k. In Eq. (3)
we exploit the "mean-field" approximation, that is, we assume that
the averaged distribution xk(i) depends neither on the size of the
colliding partner j, nor on the velocities of ~vi and ~vj , provided a
fragmentation occurs.
Note, that while Ibk describes the loss of energy in dissipative
collisions, Iheatk characterizes the energy input, so that the average
kinetic energy of all species 〈Ek〉, k = 1, 2, . . . is kept in a steady
state.
Maxwell approximation for the velocity distribution func-
tions
The interplay between aggregation and fragmentation results in a dy-
namically sustained mixture of particles of different mass. Mixtures
of dissipative particles, generally, have different velocity dispersion,
or mean kinetic energy (“granular temperature") of each species. The
partial number density (concentration) ni and the respective mean
kinetic energy 〈Ei〉 of the species read, e.g. [54],
ni =
∫
d~vifi(~vi) , ni〈Ei〉 =
∫
mi~v
2
i
2
fi(~vi)d~vi . [4]
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We assume that the distribution function fi(~vi, t) may be written as
[11, 55, 54]
fi(~vi, t) =
ni(t)
v30, i(t)
φi(~ci) , ~ci ≡ ~vi
v0, i
, [5]
where v20, i(t) = 2〈Ei〉(t)/mi is the thermal velocity and φ(ci) the
reduced distribution function. For force-free granular mixtures [56]
and interacting particles (which suffer ballistic annihilation) [57] the
reduced distribution function is represented in the form of the Sonine
polynomial expansion,
φi(~c) = φM (~c)
[
1 +
∞∑
k=1
a
(i)
k Sk(c
2)
]
Here φM (~c) is the Maxwell distribution function,
φM (~c) = pi
−3/2 exp(−c2) , [6]
and Sk(c2) are Sonine the polynomials. The coefficients a
(i)
k have
been computed in a few systems. In all examples they were rather
small, e.g., in the case of dissipative collisions [56] and in the case of
reacting particles [57]. Therefore we shall use the Maxwell distribu-
tion function (6) in all further calculations. Integration of Eqs. (13)
over ~vk with the use of the Maxwell distribution function (6) is rather
straightforward, since all arising integrals are Gaussian. This integra-
tion, discussed in detail in the next section, yields Eqs. (1) and (2) of
the main text.
Derivation of the rate coefficients
To derive the rate equations (2) of the main text, we integrate
the Boltzmann equation (21) of the main text over ~vk. Since
nk =
∫
d~vkfk(~vk, t), the left hand side of the Boltzmann equation
turns then into dnk/dt and gives the rate of change of the concentra-
tions nk. The right-hand side gives the contributions to dnk/dt from
different parts of the collision integral. Since bouncing collisions and
the heating term do not change the number of particles, we easily
obtain (see also [24]):∫
d~vkI
b
k =
∫
d~vkI
heat
k = 0.
We use the Maxwellian distribution for the distribution function fk,
fk(~vk, t) =
nk
pi3/2v30,k
e−v
2/v2
0,k ,
where v20,k is the thermal velocity of aggregates comprised of k
monomers. Then the integral over ~vk of the second part of the
aggregation integral, Iagg,2k (Eq. (1)), may be written as∫
d~vkI
agg,2
k =
∑
j
σ2kj
∫
d~vk
∫
d~vj
∫
d~eΘ (−~vkj · ~e )
× |~vkj · ~e | fk (~vk) fj (~vj) Θ (Eagg − Ekj) [7]
=
∑
j
σ2kjnknj
pi3v30,kv
3
0,j
∫
d~vkd~vjd~eΘ (−~vkj · ~e ) |~vkj · ~e |
× e−v2k/v20,k−v2j /v20,jΘ
(
Eagg − 1
2
µkjv
2
kj
)
,
where µkj = mkmj/(mk + mj), ~vkj = ~vk − ~vj and Ekj =
µkjv
2
kj/2. The integrals in the above equation are Gaussian and
hence may be straightforwardly calculated. We perform this calcula-
tion for a particular pair k and j. With the substitute
~vk = ~u+ ~w(µkj/mk − pkj)
~vj = ~u− ~w(µkj/mj + pkj)
where pkj = µkj
[
(mkv
2
0,k)
−1 − (mjv20,j)−1
]
/
[
v−20,k + v
−2
0,j
]
, the
above integral w.r.t. ~vk, ~vj and ~e may be written as∫
d~ud~wd~eΘ (−~w · ~e ) |~w · ~e | e−au2−bw2Θ
(
Eagg − 1
2
µkjw
2
)
,
where a ≡ akj = v−20,k + v−20,j and b ≡ bkj = 1/(v20,k + v20,j) and we
take into account that the Jacobian of transformation from (~vk, ~vj) to
(~uk, ~w) is equal to unity. Integration over ~u gives (pi/a)3/2. Integra-
tion over the unit vector ~e gives 4pi and we are left with the integral
over ~w. Integration over directions of the vector ~w gives pi, so finally
we need to calculate the remaining integral:
hkj =
∫ √ 2Eagg
µkj
0
dww3e−bw
2
=
1
2b2
[
1−e
2bEagg
µkj
(
1 +
2bEagg
µkj
)]
.
As the result we obtain:∫
d~vkI
agg,2
k =
∑
j
σ2kjnknj
pi3v30,kv
3
0,j
4pi2
(
pi
akj
)3/2
hkj . [8]
When we integrate the first part of Iagg,1k in Eq. (1) over ~vk, we
observe that
∫
d~vkδ(mk~vk − mi~vi − mj~vj) = 1, since the other
part of the integrand does not depend on ~vk. Than the remaining
integration is exactly the same as for Iagg,2k , which have been already
performed, therefore we find:∫
d~vkI
agg,1
k =
1
2
∑
i+j=k
σ2ijninj
pi3v30,iv
3
0,j
4pi2
(
pi
aij
)3/2
hij . [9]
Turn now to the calculation of the integral over ~vk of the fragmenta-
tion integral I fragk . We notice that according to Eq. (3), the integration
over ~vk of qki(~vk, ~vi, ~vj) yields xk(i). Therefore for all three parts
of
∫
d~vkI
frag
k we need to compute the following integrals:
∫
d~vj
∫
d~vi
∫
d~eΘ (−~vij · ~e )× [10]
× |~vij · ~e | fi (~vi) fj (~vj) Θ
(
Enij − Efrag
)
,
which have the same structure as the integrals in (7). The only dif-
ference is that instead of the factor Θ (Eagg − Eij) in (7) we have
now Θ
(
Enij − Efrag
)
. Therefore calculations of the integrals (10)
may be performed as previously. We apply the same transformation
of variables as before and arrive at the following integral,∫
d~ud~wd~eΘ (−~w · ~e ) |~w · ~e | e−au2−bw2Θ
(
Efrag − µijw
2
n
2
)
,
where wn = (~w · ~e), and the same notations as previously are used.
Integration over ~u and ~e gives again 4pi(pi/a)3/2. If we choose the
direction of the vector ~e along z-axis (the direction of the z-axis is
arbitrary), integration overwx andwy yields (pi/b)1/2 · (pi/b)1/2 and
integration over wz leads to the integral:
gij =
∫ −√ 2Efrag
µij
−∞
dwz|wz|e−bw
2
z =
1
2b
e
− 2bEfrag
µij .
2 www.pnas.org — — Footline Author
Hence we obtain:∫
d~vkI
frag
k = [11]
=
1
2
∑
i,j≥k+1
(xki + xkj)
σ2ijninj
pi3v30,iv
3
0,j
4pi
(
pi
aij
)3/2
pi
bij
gij
+
k∑
i=1
∑
j≥k+1
xkj
σ2ijninj
pi3v30,iv
3
0,j
4pi
(
pi
aij
)3/2
pi
bij
gij
−
∑
i
(1− δk,1) σ
2
kinkni
pi3v30,kv
3
0,i
4pi
(
pi
aki
)3/2 pi
bki
gki
Combining Eqs. (8), (9) and (11), and using the above definitions of
the quantities aij , bij , µij , hij and gij , we arrive at the rate equations
(2) with the according rate coefficients (1) of the main text. To write
the rate coefficients Cij and Aij in the form of Eq. (2) we take into
account that the thermal velocity v0i is related to the mean square
velocity
〈
v20
〉
, termed here as the velocity dispersion, as〈
v20
〉
=
3
2
v20,i,
which is a direct consequence of the Maxwellian distribution.
Self-gravity wakes and averaged kinetic equations
Saturn’s rings are not uniform but exhibit a large variety of structures
[58]. One example are the self-gravity wakes [59, 60, 61, 62], arising
from self-gravitational instability, forming a transient and fluctuating
pattern in the surface mass density of the rings. These are canted
relative to the azimuthal direction, with a typical length scale of about
Lw ∼ 102 m, one Toomre critical wavelength [63]. Thus, to de-
scribe adequately particle kinetics one needs, in principle, to take into
account effects of dense packing and non-homogeneity.
Two important comments are to be done in this respect. First,
due to the low velocity dispersion of particles in the dense parts of
the wakes, the collision duration is still significantly smaller than
the time between particle collisions. This implies the validity of
the assumption of binary collisions, as the dominant mechanism of
particles’ kinetics. Therefore a kinetic description in terms of the
Enskog-Boltzmann equation is possible [25]. Although this Marko-
vian equation ignores memory effects in particle kinetics, it may be
still applicable, when the mean free path is comparable to, or even
smaller then the particle size [64]. Second, the characteristic length
scale of the density wakes, Lw, and the upper cut-off radius (less then
10m) are well separated. This allows one to neglect variations of
density and distribution functions on the latter length scale and use a
local approximation for the distribution function of two particles at
contact:
f2(~vk, ~r−~erk, ~vl, ~r+~erl, t) ' g2(σlk)fk(~vk, ~r, t)fl(~vl, ~r, t) [12]
Here f2 is the two-particle distribution function corresponding to par-
ticles of radii rk and rl, which have a contact at point~r. The unit vector
~e joins the centers of particles and g2(σlk), with σlk = rl + rk, is the
contact value of the pair distribution function. It may be well approx-
imated by the corresponding equilibrium value for the hard sphere
fluid; explicit expressions for g2(σlk) can be found, e.g., in [24]. In
the local approximation, Eq. (12), the collision integrals depend only
on local values at a particular space point ~r. This significantly sim-
plifies the kinetic description of a high-density gas, since the density
effects are taken into account in this approach by the multiplicative
Enskog factor, g2(σlk) only, leaving the structure of the collision in-
tegrals unchanged. Therefore the Enskog-Boltzmann equation valid
for the case of wakes reads:
∂
∂t
fk (~vk, ~r, t) + ~vk · ~∇fk (~vk, ~r, t) + ~Fk(~r) · ∂
∂~vk
fk (~vk, ~r, t)
= Iaggk (~r) + I
b
k (~r) + I
frag
k (~r) [13]
Here fk (~vk, ~r, t) is the velocity distribution function of particles of
size k which depends on the space coordinate ~r. Further, ~Fk(~r) is
the total gravitational force, acting on the particle of size k, which
includes both the gravitational force from the central planet as well as
self-gravitation of the ring particles. In what follows we do not need
an explicit expression for this term. The collision integrals on the
right-hand side of Eq. (13) have the same form as in the previous case
of a uniform system, with the only difference, that they depend on lo-
cal parameters taken at a point ~r, and that the collision cross-sections
are re-normalized according to the rule,
σ2ij −→ σ2ij g2(σij) [14]
which accounts for the high-density effects in the local approxima-
tion, see e.g. [24]. We do not need here the term Iheatk (~r) which
mimics the heating for the model of a uniform gas, since Eq. (13)
implicitly contains the spacial gradients and fluxes responsible for the
heating.
Integrating the kinetic equation (13) over ~vk, we find rate equa-
tions for the concentrations nk(~r),
∂
∂t
nk(~r) + ~∇ ·~jk(~r) = 1
2
∑
i+j=k
Cij(~r)ni(~r)nj(~r)
−nk(~r)
∑
i≥1
Cki(~r)ni(~r)−
∑
i≥1
Aki(~r)nk(~r)ni(~r) (1− δk1)
+
k∑
i=1
ni(~r)
∑
j≥k+1
Aij(~r)nj(~r)xk(j) +
+
1
2
∑
i,j≥k+1
Aij(~r)ni(~r)nj(~r) (xk(i) + xk(j)) , [15]
where
~jk(~r) =
∫
~vk fk (~vk, ~r, t) d~vk .
is the macroscopic (hydrodynamic) flux associated with particles of
size k. The important feature of Eq. (15) is the spatial dependence of
the kinetic coefficients Aij and Cij . Although the structure of these
coefficients coincides with that of kinetic coefficients in the uniform
system (apart from the trivial re-normalization, Eq. (14)), all quan-
tities here are local. Naturally, the local velocity dispersion 〈v2i 〉(~r)
in the dense parts of the wakes significantly differs from that of the
dilute regions in between.
Now we average Eqs. (15) over a suitable control volume V ,
which contains a large number of wakes. Applying then Green’s
theorem,
1
V
∫
V
~∇ ·~jk d~r = 1
V
∫
S
~jk · d~s ∼ S
V
,
we notice that the contribution of the term containing the flux~jk van-
ishes as S/V → 0 for large enough volume. As the result we arrive
at the set of equations with the space-averaged quantities:
d
dt
n¯k =
1
2
∑
i+j=k
C¯ij n¯in¯j − n¯k
∑
i
C¯kin¯i −
−
∑
i
A¯kin¯kn¯i (1− δk1) +
k∑
i=1
n¯i
∞∑
j=k+1
A¯ij n¯jxk(j)
+
1
2
∑
i,j≥k+1
A¯ij n¯in¯j (xk(i) + xk(j)) . [16]
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Here, by the definition,
n¯k =
1
V
∫
nk(~r)d~r
and
C¯ij =
1
n¯in¯j
1
V
∫
ni(~r)nj(~r)Cij(~r)d~r ,
where Cij(~r) are defined by Eqs. (1) of the main text, with the local
velocity dispersions 〈v2i 〉(~r). Similar expression holds true for the
coefficients A¯ij .
It is important to note that the coefficients C¯ij and A¯ij are density-
weighted quantities. Therefore the contribution to the average value
is proportional to the local density. This in turn implies that the values
of these coefficients practically coincide with these for the dense part
of the wakes,
C¯ij = C
(dense part)
ij A¯ij = A
(dense part)
ij .
Hence we conclude that the kinetic equations for the average
concentrations of particles n¯k coincide with the previously derived
equations for nk for the case of a uniform system. In what follows we
will use nk, Cij andAij for the notation brevity, keeping although in
mind that they correspond to the average values, that are almost equal
to these values in the dense part of the wakes.
Estimates of the characteristic energies and the aggre-
gates strength
Using the data for λ reported in the main text, we perform here some
estimates.
Estimate of the fragmentation energy and of the aggregates strength.
First we estimate the effective value of Efrag, assuming that
〈BijEagg(R)〉  1. According to Eqs. (1) of the main text
Cij ' νij and Aijνij exp(−BijEfrag) which yields
λ = Aij/Cij ' exp(−BijEfrag). [17]
We estimate the average value ofBij . For two particles of equal mass
mi = mj with characteristic square velocity v20 this quantity reads,
according to Eqs.(1) of the main text:
Bij =
3
2
(m−1i +m
−1
j )
v20
=
9
4piρφv20
R−3 , [18]
where mi = (4pi/3)ρφR3, ρ = 900 kg/m3 is the material density
of ice and φ = 0.3 is the approximate packing fraction of aggregates.
Let us estimate the average value of Bij which we define as
〈Bij(R)〉 =
∫ Rc
r1
Bij(R)F (R)dR∫ Rc
r1
F (R)dR
.
Here F (R) ' const.R−q is the radii distribution function. It be-
haves as a power-law with q ' 3 for R < Rc, with Rc  r1 being
the cutoff radius for the distribution. The averaging for q = 3 yields,
〈Bij〉 = 9
10piρφv20
r−31 ,
and respectively the average fragmentation energy,
〈Efrag〉 = − log λ 〈Bij〉−1 = 5
3
piρφv20r
3
1 log(Rc/r1). [19]
Here we use Eq. (20) of the main text, Rc = r1/λ2/3. As it may
be seen from the above equation, the estimate of the effective frag-
mentation energy sensitively depends on the monomer size r1 and
the characteristic square velocity v20. The plausible range for these
values is 1 ≤ r1 ≤ 10cm and 0.01 ≤ v0 ≤ 0.1cm/s [16].
To be consistent with the laboratory measurements we choose the
particular values: r1 = 7cm and v0 = 0.07cm/s from the above
intervals for r1 and v0 (other combinations of these parameters are
also consistent with the laboratory data) to obtain
〈Efrag〉 = 1.04 · 10−6J.
This fragmentation energy is equal to the product of the fragmentation
energy of a single contact between aggregates Eb times the average
number of contacts between monomers 〈Nc〉 in the aggregates. It
may be estimated as follows. If the radius of an aggregate, composed
of monomers of radius r1 is R and the packing fraction is φ, the
number of contacts reads, Nc(R) = (R/r1)3 φzc, where zc is the
average number of contacts with neighbours. For a random packing
of spheres zc = 4.7 [65] and the averaged contact number is
〈Nc〉 =
∫ Rc
r1
Nc(R)F (R)dR∫ Rc
r1
F (R)dR
= 2φzc
(
Rc
r1
)
Here we again use F (R) ' const.R−q with q = 3. Hence we obtain
the average contact energy for a monomer-monomer bond:
Eb =
〈Efrag〉
〈Nc〉 = 4.68 · 10
−9J.
Now we assume that the adhesive contacts between the monomers
occurs in accordance with the overlapping frost layer model, as it
follows from the laboratory measurements of [66, 67]. This model
of cohesion has been also used in the numerical simulation of the
Saturn Rings, where aggregation and fragmentation processes have
been taken into account [51, 52]. The typical thickness of the frost
layer is about d = 20µ which yields the estimate of the adhesion
force fb:
fb =
Eb
d
= 23.4 · 10−5N = 23.4dyne,
in a good agreement with the laboratory data [51, 52], where the force
of the order 30− 50dyne has been reported.
The contact area Sb between the monomers, comprising an ag-
gregate is equal to [51]:
Sb = pir
2
1β(1− β/4),
where the parameter β = d/r1 has been introduced in [51] and char-
acterizes the ratio of the frost layer thickness and the particle radius.
From the laboratory experiments follows that β = 10−3 [51]. This
gives the estimate of the strength of icy aggregates:
Pb =
fb
Sb
∼ 1.5 · 106Pa.
Indeed, this stress exists in the aggregates and keeps the constituents
together. Therefore, it is reasonable to assume that any external
stress smaller than Pb would not destroy it. However, the applied ex-
ternal stress exceedingPb, would most probably cause fragmentation.
Estimate of the aggregation energy. Here we will estimate the value of
Eagg for the overlapping frost layer model for particles contact. First
we estimate the apparent adhesive coefficient γ, which is equal twice
the is twice the surface free energy per unit area of a solid in vacuum.
We use the laboratory data of [66, 67] performed on the ice particles
of radius R0 = 2.5cm. The characteristic force due to the frost layer
of the thickness d = 10−30µwas f0 = 30−50dynes, therefore the
according energy, f0 ·d, is about 40·10−5N×20·10−6m = 8·10−9J.
Therefore the apparent coefficient of adhesion reads,
γeff =
f0d
piR20β
= 0.0041J/m.
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Now we would like to estimate the effective Young modulus and Pois-
son ratio of aggregates comprised of random packing of monomers,
which have cohesive bonds as it follows from the overlapping frost
layer model.
Generally it may be shown that the effective Young modulus Yeff
and Poisson ratio νeff of a random packing of spheres of radiusR that
interact with a force f(r) read:
Yeff =
3pi2
10
R−1/3φzc
df(r)
dr
∣∣∣∣
r=req
νeff =
1
4
,
where φ is the packing fraction and req is the equilibrium distance
between the spheres’ centres. Note that the effective Poison ratio
does not depend on the microscopic detail and is determined by the
geometry of random packing only. To derive the above relations,
one needs to consider two different types of deformation – uniform
compression (without shear) and uniform shear (without change of a
volume). Then it is straightforward to compute the change of the sys-
tem’s elastic energy in terms of the deformations. This is to be done
for the case of randomly packed spheres, with a given inter-particle
force, and an average over configurations must be performed. The
linear coefficients that relate the variation of the elastic energy to the
respective deformation (for both types) yield the elastic coefficients,
that is, the Young modulus and the Poisson ratio, as given in the above
equation.
Using the experimental value of df(r)
dr
= 5.5 · 104dyne/cm
from [66] and R = r1 = 7cm we obtain the effective Young mod-
ulus, Yeff = 557Pa for the aggregate material, treated as a elastic
continuum medium.
With the obtained effective values for the Young modulus, Pois-
son ratio and adhesive coefficient we can apply the effective JKR
model, treating the colliding aggregates as continuum bodies with the
effective material parameters (that is, ignoring the discrete structure
of the aggregates). Then the threshold energy of aggregation for two
particles of radii Ri and Rj has the following form [68]:
Eagg = q0
(
pi5γ5R4effD
2
)1/3
. [20]
Here q0 = 1.457 is a constant, γ is the adhesion coefficient,
D = (3/2)(1 − ν2)/Y , where Y and ν are respectively the Young
modulus and Poisson ratio andReff = RiRj/(Ri +Rj). In the case
of interest we need to use the effective values for all the parameters.
To estimate 〈Eagg〉 we apply the above expression for particles of
equal radius to obtain,
〈Eagg〉 =
∫ Rc
r1
Eagg(R)F (R)dR∫ Rc
r1
F (R)dR
= 3q0
(
pi5γ5eff(r1/2)
2D2eff
)1/3
where Deff = (3/2)(1− ν2eff)/Yeff . This gives
〈Eagg〉 = 6.21 · 10−7J,
that is,
〈Efrag〉 = 1.68 〈Eagg〉 ,
which implies that the aggregation and fragmentation energies are
rather close.
Finally we compute 〈BijEagg(R)〉. Since we have already com-
puted 〈Bij(R)〉 and 〈Eagg(R)〉, we just apply the approximation:
〈BijEagg(R)〉 ≈ 〈Bij(R)〉 〈Eagg(R)〉 ,
which yields exp (−〈BijEagg(R)〉) ≈ 0.02 and justifies the approx-
imation Aij/Cij = exp(−BijEfrag) used in the main text.
Universality of particles size distribution for steep distri-
bution of debris
As it has been already mentioned in the main text, distribution of
debris in a collision obeys in its main part a power-law. That is, if
an aggregate of size i suffers a disruption in an impact a plenty of
fragments of size k < i appear. Let xk(i) denote the number of
fragments of size k; the power-law fragment distribution implies that
xk(i) ∼ k−α in the main part of the distribution. This allows to
quantify the pre-factor of the distribution, xk(i) = B(i)k−α from
the normalization condition, that is, from the condition that the total
mass of all debris is equal to the mass of the parent body. Although we
have a discrete mass spectrum of debris, mk = m1k, k = 1, 2, . . .,
for i 1 one can approximate summation by integration to obtain,
i '
∫ i−1
1
Bk−αkdk =
{
β B
(2−α)
[
(i− 1)2−α − 1
]
if α 6= 2
β1B log(i− 1) if α = 2,
[21]
where the factors β and β1 stand for an approximate correction when
the summation is approximated by the integration (see next section
for more detail). This yields for i 1
B(i) ∼
{
iα−1 if α < 2
i(log i)−1 if α = 2
i if α > 2 .
[22]
Now we perform analysis of the general system of equations (2) in
the main text to show that under certain conditions the solution to
Eqs. (2) (fragmentation with a particular debris-size distribution) co-
incides with the solution to Eqs. (5)–(6) (complete fragmentation into
monomers). First, we notice that if xk(i) ∼ i/kα, which holds true
for α > 2, the equations for monomers are identical (up to a factor at
the coefficients Aij) for the both models. Next, we write Eqs. (2) as
dnk
dt
= K1 −K2 −K3 +K4 +K5 , [23]
where
K1 =
1
2
∑
i+j=k
Cijninj
K2 =
∞∑
i=1
Ciknink
K3 =
∞∑
i=1
Akinink (1− δk1)
K4 =
k∑
i=1
∞∑
j=k+1
Aijninjxk(j)
K5 =
1
2
∑
i,j≥k+1
Aijninj [xk(i) + xk(j)] .
In these notations Eqs. (5) for the case of decomposition into
monomers read
dnk
dt
= K1 −K2 −K3 , [24]
that is, the two models differ by the two termsK4 andK5 only. Now
we estimate the relative magnitude of the terms (K1 − K2 − K3)
and K4 and K5 using the scaling approach. We assume that under
certain conditions, the distribution of aggregate concentrations in a
steady state (when n˙k = 0) has the form,
nk ∼ k−γe−ak ,
the same as for the case of decomposition into monomers. We per-
form the analysis for the generalized product kernels Cij = (ij)µ
and Aij = λCij . We are interested in the scaling regime, k  1,
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and we focus on the power-law domain where ka 1. Additionally,
we assume that 1 < γ − µ < 2; we will check all the assumptions
a posteriori. Approximating again the summation by the integration
we obtain for the first term K1:
K1 ∼
∑
i+j=k
(ij)µ−γe−ak ∼
∫ k−1
1
iµ−γ(k − i)µ−γdi
∼ kµ−γ
∫ k/2
1
iµ−γ
(
1− i
k
)µ−γ
di
∼ kµ−γ
[
iµ−γ+1 − b i
µ−γ+2
k
. . .
]k/2
1
∼ kµ−γ , [25]
where b = (µ − γ)(µ − γ + 1)(µ − γ + 2)−1. Here we take into
account the symmetry of the integrand around k/2, make an expan-
sion of the factor (1− i/k)µ−γ and keep only the leading term in the
obtained series. Now we evaluate the second and the third terms:
K2 +K3 ∼ (1 + λ)kµ−γe−ak
∫ ∞
1
iµ−γe−aidi ∼ kµ−γ . [26]
Similarly, we find for the fourth term:
K4 ∼ λ
k∑
i=1
i−γe−ai
∞∑
j=k+1
(ij)µj−γe−ajB(j)k−α
∼ k−α
∫ k
1
iµ−γe−aidi
∫ ∞
k
jµ−γe−ajB(j)dj.
UsingB(j) from Eq. (21), it is straightforward to show, that the forth
term scales as
K4 ∼

k−α if α > γ − µ , α 6= 2
k−α (log k)−1 if α = 2
k−α |log ka| if α = γ − µ
kµ−γ if α < γ − µ
[27]
Analogously, the fifth term is estimated to give
K5 ∼
∑
i,j≥k
(ij)µ(ij)−γe−a(i+j) [B(i) +B(j)] k−α
∼ k−α
∫ ∞
k
diiµ−γe−ai
∫ ∞
k
jµ−γe−ajB(j)dj.
Finally, we get:
K5 ∼

kµ+1−α−γ if α > γ − µ , α 6= 2
kµ+1−α−γ (log k)−1 if α = 2
kµ+1−α−γ |log ka| if α = γ − µ
k1−2(γ−µ) if α < γ − µ
[28]
Comparing Eqs. (26) and (25) with Eqs. (27) and (28) we conclude
that the forth and fifth terms of the basic Eq. (2) are negligibly small
for k  1 as compared with the first, second and third terms of this
equation, provided α > (γ−µ) under the condition 1 < γ−µ < 2.
If we additionally take into account that for α > 2 the equations for
the monomer concentration coincide for the two models, we conclude
that if α > max {γ − µ, 2}, the steady-state size distribution of ag-
gregates for the case of complete decomposition into monomers and
for the power-law decomposition would be the same in the domain
k  1 and ka  1. Since for the case of monomer decomposition
γ = 3/2 + µ and a = λ2, the condition 1 < γ − µ < 2 holds
true, and ka  1 is fulfilled even for large k if λ  1. Hence it is
expected that for a steep size distribution of debris with α > α0 = 2
the steady-state distribution
nk ∼ k3/2+µ [29]
is universal, that is, it does not depend on the particular value of α.
Moreover, the same conclusion of the universality of the distribu-
tion (29) holds true for any functional form of a steep distribution of
debris size. If we write it as xk(i) = B(i)φ(k), where the function
φ(k) is steep enough, so that∫ i−1
1
φ(k)kdk '
∫ ∞
1
φ(k)kdk = C−1,
the pre-factor B(i) reads, B(i) = Ci. Then for any function φ(k)
satisfying the condition, φ(k)  k−3/2 for k  1 the resultant
distribution of aggregates will have the universal form (29). This has
been confirmed numerically for the exponential distribution of debris,
see Fig. 2 in the main text.
Particle size distribution in the presence of collisions with
erosion
Here we consider a more general case when in addition to the disrup-
tive collisions, that completely destroy aggregates, there exist colli-
sions with an erosion. In the erosive collisions a small fraction of the
colliding particle mass is chipped off [31, 37]. To understand, what
is the impact of the erosive collisions on the particle size distribution,
we consider a simplified model: A disruptive collisions occurs, if
the kinetic energy of the relative normal motion Enij exceeds Efrag,
while the erosive collision takes place if Enij exceeds smaller en-
ergy, Eeros. That is, the condition for the erosive collision reads,
Eeros ≤ Enij < Efrag. We assume that in an erosive collision a piece
of a fixed size is chipped off from one of the colliding partners. Let
the chipped-off piece always contains lmonomers. This piece may be
further decomposed into smaller fragments. Below we consider two
limiting cases, when the chipped-off piece remains intact and when
it breaks into l monomers. Performing the same derivation steps as
for the fragmentation without erosion we arrive at the rate equations,
that may be written for the both cases uniformly. For simplicity we
consider here the case of complete decomposition into monomers.
Then the equation for monomers reads,
dn1
dt
= −n1
∑
i≥1
C1ini +
λ
2
∑
i,j≥2
(i+ j)Cijninj [30]
+ λn1
∑
i≥2
C1iini + λel
∑
i≥1
∑
j≥l+2
Cijninj ,
where  = 1 if the chipped-off piece disintegrates into monomers and
 = 0 if it remains intact. For k ≥ l + 2 we obtain,
dnk
dt
=
1
2
∑
i+j=k
Cijninj − (1 + λ)
∑
i≥1
Ciknink [31]
+ λe
∑
i≥1
Ci k+lnink+l − λe
∑
i≥1
Ciknink,
and, correspondingly for l + 1 ≥ k ≥ 2:
dnk
dt
=
1
2
∑
i+j=k
Cijninj − (1 + λ)
∑
i≥1
Ciknink [32]
+ λe
∑
i≥1
Ci k+lnink+l+(1−)δk,lλe
∑
i≥1
∑
j≥l+2
Cijninj .
The new coefficient λe characterizes the relative frequency of the
erosive and aggregative collisions:
λe =
e−BijEeros
(
1− e−Bij(Efrag−Eeros)
)
1− (1 +BijEagg)e−BijEagg , [33]
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where the coefficientsBij are defined in Eq. (1) of the main text.1 We
illustrate the derivation of size distribution for the case of complete
disintegration of the chipped-off piece, which corresponds to  = 1
in the above equations; the case of  = 0 is more simple and yields
qualitatively same results. Similar to the analysis of the main text, we
assume that the conditions that keep λ and λe constant are fulfilled.
Moreover, we also assume that these constants are small and are of
the same order of magnitude, that is, λe = αλ, where α is of the
order of unity, α ∼ 1. Since in erosive collisions the value of l is not
very large, and λe is small, we further assume that lλe  1.
For notation simplicity we perform the analysis for the generic
case of constant rate coefficients, Cij = 1. Similar to the main
text, the analysis may be undertaken for the more general case of
Cij = (ij)
µ. We are looking for the steady-state distribution, when
dnk/dt = 0. With Cij = 1 and  = 1 the above equations read for
a steady-state:
0 = −n1
∑
i≥1
ni +
λ
2
∑
i,j≥2
(i+ j)ninj [34]
+ λn1
∑
i≥2
ini + λel
∑
i≥1
∑
j≥l+2
ninj ,
0 =
1
2
∑
i+j=k
ninj − (1 + λ)
∑
i≥1
nink [35]
+ λe
∑
i≥1
nink+l − θ(k−l −2)λe
∑
i≥1
nink,
where the Heaviside step function θ(k) = 1 for k ≥ 0 and θ(k) = 0
for k < 0.
Now we apply the generation function technique, with a slightly
different definition of this function, N (z) = ∑
k≥1 nkz
k+l, so that
the concentrations nk are the coefficients of N (z) at zk+l. It is
straightforward to show, that the generation function satisfies the
quadratic equation
N (z)2 − 2A(z)N (z) +B(z) = 0
with
A(z) = (1 + (1 + α)λ)Nzl − αλN [36]
B(z) = 2N
(
(1 + λ)n1z
2l+1 − αλ(1− zl)G(z)
)
, [37]
where G(z) =
∑l+1
i=1
niz
i.
Since λ is small, we analyze the expansion of N (z) in terms
of λ. We use this expansion for the total number of aggregates,
N =
∑
i≥1 ni, and for the concentrations:
N = N (0) + λN (1) + λ2N (2) + λ3N (3) + . . . [38]
ni = n
(0)
i + λn
(1)
i + λ
2n
(2)
i + λ
3n
(3)
i + . . . [39]
Substituting the above expansion for ni into Eqs. (34) and (35) and
summing these equations up, we find N (0) = n(0)1 = 0 and
N (1) = 2, N (2) =−4 + 2αK N (3) =8− 4αK [40]
n
(1)
1 = 1, n
(2)
1 =−1 + αK n(3)1 =1− αK [41]
with K = l
∑
j≥l+2 n
(1)
j .
Now we can analyze
N (z) = A(z)−
√
A2(z)−B(z) [42]
in different orders of λ. Keeping only terms of the order of λwe find:
N (z) = λzl
(
N (1) −N (1)
√
1− 2zn(1)1 /N (1)
)
.
With n(1)1 = 1 and N
(1) = 2 we obtain,
N (z) = λ
∞∑
k=1
Γ(k − 1/2)√
piΓ(k + 1)
zk+l, [43]
which implies, that in the first order in λ the concentrations of the
aggregates nk behave for k  1 as
nk ' λ√
pi
k−3/2,
that is, we obtain exactly the same power-law behavior as previously,
for the case of solely disruptive collision without erosion. To find
the exponential cutoff for this power-law dependence, one need to
consider next-order terms in λ.
To do this, we will focus on the part of N (z) given by
Eq. (42), corresponding to the terms ∼ zm with m  l, 1. Since
A(z) contains only terms up to zl+1, we analyze the behavior of√
A2(z)−B(z) =
√
f(z).
Obviously, f(z) is a polynomial of the degree 2l + 1 and may
be written as f(z) = (z1 − z)(z2 − z) . . . (z2l+1 − z), where
z1 ≤ z2 ≤ . . . z2l+1 are the roots of f(z). We are looking for the
expansion of
√
f(z) in term of z in the vicinity of z = 0. Moreover,
we are interested in the expansion coefficients for zm with m  1.
Form 1 the expansion coefficients at zm of
√
f(z) coincide with
the expansion coefficients of the function,
√
|z1f ′(z1)|
√
1− z/z1,
which may be written as (see e.g. [69]):
√
|z1f ′(z1)|
√
1− z
z1
=
√
|z1f ′(z1)|
4pi
∞∑
k=1
Γ
(
k − 1
2
)
Γ(k + 1)
(
z
z1
)k
.
[44]
As it follows from Eq. (43), the closest to z = 0 root of f(z) is equal
to one (z1 = 1) in the first order in λ. Therefore we need to find the
next order corrections to z1 in powers of λ:
z1 = 1 + λω1 + λ
2ω2.
Substituting into f(z) = A2(z) − B(z) = 0 the expansions for N
and ni, given by Eqs. (40), (41) and the above expansion for z1, one
can find the coefficients ω1 and ω2:
ω1 = 0, ω2 = 1,
which means that z1 = 1+λ2 + . . .. Therefore, the high-order terms
ofN (z), that contain zk with k  l, 1, behave as:
Γ(k − 1
2
)
Γ(k + 1)
(
z
z1
)k
∼ k−3/2e−k log z1 ∼ k−3/2e−λ2k.
Such dependence of the concentrations nk on k coincides with the
one for the model of disruptive collisions discussed in the main text.
This is confirmed by the numerical solution of the respective rate
equations, see Fig. 1.
The case of Cij = (ij)µ may be analysed analogously; in this
case one obtains the exponent −(µ + 3/2) instead of −3/2, that is,
again the same behavior as for purely disruptive collisions. Hence
we conclude that the presence of the collisions with an erosion does
not change qualitatively the size distribution of particles in planetary
rings.
1Note that in the above model of an erosive collision with the chip-off of an intact piece, the
monomers do not appear. They are produced in the disruptive collisions.
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Efficient numerical solution of the kinetic equations
We use the Euler’s method for the numerical solution of the kinetic
equations. This method is rather suitable for the case of interest,
since we search stationary, continuous and smooth solutions. The
first problem in the numerical analysis of the infinite number of rate
equations is the conservation of mass. Indeed, in any real simulation
one can handle only a finite number of equations say N , which de-
scribe evolution of particles of size 1, 2, . . . N (a particle of size k
has mass mk = m1k). These equations have both aggregation and
fragmentation terms. In particular, they have a term which describes
aggregation of particles of size i < N and j < N , resulting in an
aggregate of size i+ j > N . Since the system of N equations does
not account for particles larger that N , such processes would effec-
tively lead to the leak of particles’ mass and violation of the mass
conservation. To preserve the mass conservation we assume that all
collisions of particles of mass i and j are fragmentative if i+ j ≥ N .
We have checked that this assumption does not lead to any noticeable
distortion of the numerical solution of the rate equations nk, if k is
smaller than some fraction of N .
Another problem is to handle efficiently a large number of equa-
tion, say up to ∼ 106. One possible way is an application of the
coarse-graining, that is, grouping concentrations nk – nk+l into
coarse-grained variables n˜K with increasing l as k grows. In the
case of interest, however, we have a drastic variation of the func-
tional dependence of nk(k), which changes from a power-law to the
exponential decay. This hinders an effective application of the coarse-
graining and we need to keep explicitly all individual concentrations.
Hence we have to work with a large number of equations, which
is computationally costly. To speed up the computations we have
developed a recursive procedure.
In the case of fragmentation into monomers the system of kinetic
equations has the following form:
dn1
dt
= −n1
N∑
j=1
nj + λ(1− n1)
N∑
j=1
nj
... [45]
dnk
dt
=
1
2
∑
i+j=k
Ci,jninj − (1 + λ)
N∑
i=1
Ci,knink
dnk+1
dt
=
1
2
∑
i+j=k+1
Ci,jninj − (1 + λ)
N∑
i=1
Ci,k+1nink+1
...
Taking into account, that we search for a stationary solution,
dnk+1/dt = 0, we obtain for the number density nk+1:
1
2(1 + λ)
∑
i+j=k+1
Ci,jninj −
N∑
i=1
Ci,k+1nink+1 = 0 . [46]
The first sum in Eq. (46) contains only ni with i ≤ k, while we write
the second sum as
N∑
i=1
Ci,k+1nink+1 = nk+1
k∑
i=1
Ci,k+1ni + Ck+1,k+1n
2
k+1
+ nk+1
N∑
i=k+1
Ci,k+1ni . [47]
Now we use the properties of the kinetic kernel Cij and the steady-
state distribution nk = nk(mk), which we assume to be decreasing
function of k. Namely, we assume that the coefficients Cij increase
with i and j at a smaller rate than the rate at which nk decreases with
k. That is, we assume that for k  1 the following condition holds
true:
k∑
i=1
Ci,k+1ni >>
N∑
i=k+1
Ci,k+1ni . [48]
This allows to neglect the last sum in Eq. (47) and obtain the quadratic
equation for nk+1:
Ck+1,k+1n
2
k+1 + nk+1
k∑
i=1
Ci,k+1ni −
∑
i+j=k+1
Ci,jninj
2(1 + λ)
= 0 .
[49]
Solving the above equation and choosing the positive root, we arrive
at the recurrent relation for the concentrations nk:
nk+1 =
√
D −
k∑
i=1
Ci,k+1ni
2Ck+1,k+1
[50]
D =
2Ck+1,k+1
(1 + λ)
∑
i+j=k+1
Ci,jninj +
(
k∑
i=1
Ci,k+1ni
)2
.
Using the recurrent relation (50) one can significantly accelerate com-
putations. This may be done as follows: First, one solves explicitly
the system of rate equations (46) for k  N , choosing the value
of k to fulfil the condition (48). Then the concentrations ni with
k < i ≤ N may be straightforwardly obtained from the recurrence
(50). Performing numerical solution of the rate equations with differ-
ent kernels directly, and with the use of the recurrence (50), we proved
the efficiency and accuracy of the above accelerating approach.
Numerical calculation of the distribution of fragments
In the numerical solution we calculate xk (i) using the mass conser-
vation and taking into account the discreteness of the distribution of
particles:
kxk (i) = B (i)
∫ k+1/2
k−1/2
k1k
−α
1 dk1 [51]
Computing the integral, we find:
if α 6= 2:
xk (i) =
B (i)
k
1
2− α
[
(k + 1/2)2−α − (k − 1/2)2−α
]
[52]
if α = 2:
xk (i) =
B (i)
k
[ln (k + 1/2)− ln (k − 1/2)] . [53]
Note, that xk (i) → B (i) k−α for k >> 1, when the discrete-
ness of the system becomes insignificant.
Here B (i) represents a normalization constant, which can be
computed from:
B (i)
∫ i−1/2
1/2
kk−αdk = i . [54]
Thus we obtain:
if α 6= 2:
B (i) =
i (2− α)
(i− 1/2)2−α − (1/2)2−α , [55]
so that B(i) = 22−α(α− 2)i for i 1;
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if α = 2:
B (i) =
i
ln (i− 1/2)− ln (1/2) . [56]
From the last equations we see that the correction factor β, introduced
above reads, e.g. for the case of α 6= 2, β = 22−α. In the case of
exponential distribution we get analogously:
kxk(i) = B (i)
∫ k+1/2
k−1/2
k1 exp (−k1) dk1 [57]
= B (i)
[
(k + 1/2)e1/2−k − (k + 3/2)e−1/2−k
]
.
Here B(i) = i/I0, with
I0(i) =
∫ i−1/2
1/2
ke−kdk = (3/2)e−1/2 − (i+ 1/2)e1/2−i .
Fig. 1. Steady-state particle size distribution for completely disruptive
collisions in the presence of collisions with an erosion. The solid lines depict
the size distribution for the systems with the following parameters: λ = 0.05,
λe = 0.05, l = 9 (black), λ = 0.05, λe = 0.08, l = 3 (red), and λ = 0.01,
λe = 0.05, l = 3 (blue). The dashed lines indicate the respective size distribu-
tion for purely disruptive collisions for λ = 0.05 (black) and λ = 0.01 (blue). All
curves correspond to the case of constant kinetic coefficients. As it may be seen
from the figure, the presence of the erosive collisions has practically negligible
impact on the steady-state size distribution.
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