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Abstract
For an undirected connected graph G, the cut polyhedron cut(G) is the dominant of the convex
hull of the incidence vectors of all nonempty edge cutsets of G. We give some properties of
the facial structure of cut(G). In particular, we characterize all of the facet-inducing inequalities
with right-hand side at most 2. These include all of the rank facets of cut(G).
c© 2003 Elsevier B.V. All rights reserved.
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Let G = (V; E) be a connected undirected graph. For S ⊆ V , the cut (S) of G is
the set of all of the edges of G having exactly one endnode in S. When the set S
has only one node v, its associated cut is denoted by (v). For a subset U of a =nite
set W , 
U ∈RW denotes the incidence vector of U in W ; moreover, for x∈RW , x(U )
denotes the sum
∑
u∈U xu.
The cut polyhedron is the dominant of the convex hull of the incidence vectors of
all of the nonempty cuts of G, i.e.,
cut(G) = Conv{x∈RE+ | x¿ 
(S) for some ∅ ⊂ S ⊂ V}:
The blocking polyhedron of cut(G) is
syn(G) = {x∈RE+ | x((S))¿ 1 for all ∅ ⊂ S ⊂ V};
 Research carried out with =nancial support of the Project TMR-DONET nr. ERB FMRX-CT98-0202 of
the European Union.
E-mail addresses: conforti@math.unipd.it (M. Conforti), rinaldi@iasi.cnr.it (G. Rinaldi),
wolsey@core.ucl.ac.be (L. Wolsey).
0012-365X/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2002.12.001
280 M. Conforti et al. / Discrete Mathematics 277 (2004) 279–285
and is called the network synthesis polyhedron. By blocking polarity, if a is an extreme
point of syn(G), then ax¿ 1 is a facet of cut(G) and all the facets of cut(G), except
nonnegativity constraints, arise this way. Note that if in the de=nition of syn(G) the
right-hand side vector of 1’s is replaced by a vector of 2’s, we obtain the polytope
biconn(G) that provides a relaxation of problems like the Biconnected Subgraph, the
Traveling Salesman, and the Graphical Traveling Salesman problems (see [3]).
Optimizing over cut(G) can be done eKciently either with Low techniques, or, more
directly, with the min-cut algorithm of Nagamochi and Ibaraki [9]. However, a complete
characterization of the facets of cut(G) in its original space RE has not been found.
Tamir [12] has provided compact formulations for cut(G) in a higher dimensional
space. For small graphs, the facets of cut(G) have been enumerated and classi=ed by
Alevras [1].
The cut polyhedron is one of a small number of polyhedra for which it turns out to
be surprisingly diKcult to give an explicit short polyhedral description in the original
space of variables despite the fact that a polynomial time optimization algorithm is
available. Other examples are the polytope associated with the stable sets in claw free
graphs, for which a polynomial algorithm has been given in [8], the dominant of the
cycle polytope (see, e.g., [4]), and the polyhedron arising from single item lot-sizing
with backlogging [11], over which it is easy to optimize, and for which a compact
extended formulation is known.
The cut polyhedron cut(G) is of the dominant type and is obviously full-dimensional.
So the facet-inducing inequalities are uniquely de=ned, up to positive scaling factors.
Therefore, from now on, we assume that a facet-inducing inequality ax¿ b with b = 0
is given in its (unique) minimum integer form, i.e., the coeKcients of the integer
vector (a; b) are relatively prime.
In this paper we study facet-inducing inequalities for cut(G) in minimum integer
form. We show that if ax¿ b is facet-inducing and b¿ 1, then b is even. We use
this result to show that b6 2 for all of the rank facets of cut(G). Finally, we give a
complete characterization of all of the facet-inducing inequalities with b6 2.
A facet-inducing inequality ax¿ b can be represented by a weighted partial graph
Ga = (V; Ea) of G, made with the edges e∈E with ae = 0 and where a is the vector
of edge weights. The following facts are easy to prove for a facet-inducing inequality
ax¿ b:
(a) The right-hand side b is nonnegative. If b¿ 0, then a is a nonnegative vector. If
b= 0, then ax¿ b coincides with xe¿ 0 for some e∈E.
(b) If b¿ 0, then b is the minimum weight of a cut in Ga.
(c) If b¿ 0, then the inequality ax¿ b is facet-inducing for cut(G) if and only if Ga
contains a family of |Ea| linearly independent minimum weight cuts (a set of cuts
is said to be linearly independent if the corresponding set of incidence vectors is
linearly independent).
(d) If b= 1, then ax¿ b coincides with x(F)¿ 1, where F is a spanning tree of G.
We now introduce some de=nitions that are needed to state Theorem 1 that combines
important results of Edmonds and Johnson [6], and of Lehman [7].
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Let T be a subset of nodes in an undirected connected graph G = (V; E) of even
cardinality. A subset E′ of E is a T-join if T is the set of nodes of odd degree in
G′ = (V; E′). A cut (S) is a T-cut if S ∩ T has odd cardinality. It is easy to see that
the family of all of the minimal T -joins of G and the family of all of the T -cuts of
G are blocking families, in the sense that the minimal T -joins are the minimal sets of
edges that intersect every T -cut and vice versa. Let X (TJ ) and X (TC) be the incidence
matrices of all the minimal T -joins and all the T -cuts, respectively, versus the edges
of G.
A 0; 1-matrix M is ideal if the set covering polyhedron Q(M) = {x∈Rn+ |Mx¿ 1}
has all integer vertices.
Theorem 1 (Edmonds and Johnson [6], Lehman [7]). Let T be a subset of the nodes
of an undirected graph G = (V; E) of even cardinality. Then both the 0; 1-matrices
X (TJ ) and X (TC) are ideal.
Proof. Edmonds and Johnson [6] give an eKcient algorithm that =nds a T -join of
minimum weight. If the edge weights of G are nonnegative, their algorithm constructs a
corresponding (fractional) packing of T -cuts of the same value. So, they prove that the
linear program min{wTx : X (TC)¿ 1; x¿ 0} is either unbounded (whenever we ¡ 0
for some e∈E) or admits a =nite optimum which is the incidence vector of a T -join.
So, X (TC) is an ideal matrix.
Given a 0; 1 matrix M , its blocking matrix B(M) is the 0; 1 matrix whose rows
are all the 0; 1 vectors of minimal support in Q(M). Lehman [7] shows that a 0; 1
matrix M with no dominated row is ideal if and only if B(M) is also ideal. Since
X (TJ ) =B(X (TC)), it follows that X (TJ ) is ideal as well.
Padberg and Rao [10] give an eKcient algorithm to compute a T -cut of minimum
weight, when all the weights are nonnegative. To our knowledge, their algorithm does
not explicitly provide a corresponding fractional packing of T -joins of the same value
and therefore it does not give a direct proof that X (TJ ) is an ideal matrix. It would be
nice to have an eKcient combinatorial algorithm that explicitly computes such a dual
solution.
We now can state our =rst general property of the inequalities (in minimum integer
form) that are facet-inducing for cut(G):
Theorem 2. If an inequality ax¿ b in minimum integer form induces a facet of
cut(G) and b is greater than one, then b is even.
Proof. Assume ax¿ b is facet-inducing for cut(G) with b¿ 1 and odd. In Ga, let T
be the set of nodes v such that a((v)) is odd. Then T is a nonempty set of even
cardinality since the minimum weight b of a cut of Ga is odd.
Let (S) ⊆ Ea be any T -cut of minimum weight in Ga. Since all weights of Ga are
positive, by the proof of Theorem 1, the incidence vector 
(S) of (S) is the solution
of the linear program:
min{ax | x∈Q(X (TJ ))}: (1)
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Let E′ ⊆ E be a T -join of Ga whose associated constraint has positive dual variable
in some optimal dual solution of the above linear program. Since the optimal value of
(1) is strictly positive, such a T -join E′ exists. Then E′ intersects every T -cut of Ga
at least once and, by complementary slackness, E′ intersects every minimum weight
T -cut (S) exactly once (since 
(S) is an optimal solution of the linear program (1)).
Let 
E
′
be the incidence vector of E′ and de=ne a′ = a+ 
E
′
and b′ = b+ 1. Since
the cuts of weight b in Ga are exactly the minimum weight T -cuts, by the above
argument, b′ is the minimum value of a cut in Ga′ and every cut of weight b in Ga
has weight b′ in Ga′ . So a′x¿ b′ is a valid inequality that is satis=ed with equality
by the incidence vectors of all the cuts that satisfy ax¿ b at equality. Since ax¿ b
is in minimum integer form and b¿ 1, a′x¿ b′ cannot be obtained by multiplying
ax¿ b by a positive scaling factor, a contradiction to the assumption that ax¿ b is
facet-inducing.
Let G = (V; E) be a graph with nonnegative edge-weights we and let  be the
minimum weight of a cut in G. Two cuts (S1) and (S2) of G are crossing if none
of the four sets V1 = S1 \ S2, V2 = S2 \ S1, V3 = S1 ∩ S2, and V4 = V \ (S1 ∪ S2) is
empty. Now let S1 and S2 be disjoint subsets of V . We denote the set of edges with
one endnode in S1 and the other in S2 by (S1 : S2) and the sum of the weights of
such edges by w((S1 : S2)).
Lemma 3 (Bixby [2], DiniNc et al. [5]). Let G = (V; E) be a graph with nonnegative
edge-weights we and let  be the minimum weight of a cut in G. Let (S1), (S2) be
two minimum cuts of G that are crossing. Then
w((V1 : V2)) = w((V3 : V4)) = 0;
w((V1 : V3)) =w((V1 : V4)) = w((V2 : V3))
=w((V2 : V4)) =

2
:
Proof. Since w((Vi))¿  for 16 i6 4, then
26
1
2
4∑
i=1
w((Vi)) =
∑
16i¡j64
w((Vi : Vj)):
However,
2=w((S1)) + w((S2))
=
∑
16i¡j64
w((Vi : Vj)) + w((V1 : V2)) + w((V3 : V4)):
Subtracting we get w((V1 : V2)) + w((V3 : V4))6 0 which proves the =rst result.
From 2= 12
∑4
i=1 w((Vi)) it follows that w((Vi))= for 16 i6 4, which implies
immediately w((V1 : V4)) =w((V4 : V2)) =w((V2 : V3)) =w((V3 : V1)) = =2.
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The following theorem was proven by CornuOejols et al. [3] in their study of the
structure of the vertices of biconn(G). The theorem given in [3] and its proof are
expressed in terms of vertices of biconn(G). For completeness we rephrase it here in
terms of cuts.
A family of sets is laminar if, for every pair of distinct sets U and W , either
U ∩ W = ∅, or U ⊂ W , or W ⊂ U . A family of cuts F is called laminar if there
exists a laminar family of sets S such that F= {(S) : S ∈S}.
Theorem 4 (CornuOejols et al. [3]). Let ax¿ b be a facet-inducing inequality for
cut(G), then there exists a laminar family of |Ea| linearly independent cuts of Ga
of (minimum) weight b.
Proof. Let |Ea| = k and F = {(S1); : : : ; (Sk)} be a family of linearly independent
minimum cuts of Ga such that ! =
∑k
i=1 |Si| is as small as possible.
Assume that F contains two cuts, say (S1) and (S2), such that all three sets S1\S2,
S2 \ S1, and S1 ∩ S2 are nonempty. Then V \ (S1 ∪ S2) is also nonempty, as otherwise
(S1) = (S2 \ S1) and (S2) = (S1 \ S2), contradicting the minimality of !. So the
cuts (S1) and (S2) are crossing and, by Lemma 3, both (S1 \ S2) and (S2 \ S1) are
minimum cuts of Ga.
Since the incidence vectors of the cuts in F are a basis for Rk , then both systems

(S1\S2) =
k∑
i=1
"i
(Si);

(S2\S1) =
k∑
i=1
#i
(Si)
have a unique solution.
If "1 = 0, then F′ =F∪ {(S1 \ S2)} \ {(S1)} is a family of minimum cuts of Ga
whose incidence vectors are linearly independent, a contradiction to the minimality of
!. So "1 = 0 and, by the same argument, #2 = 0. Again, by Lemma 3,

(S2\S1) + 
(S1\S2) = 
(S1) + 
(S2):
Since 
(S1) and 
(S2) cannot be expressed as linear combination of the incidence
vectors of the other cuts in F, "2 and #1 are both nonzero in the above systems and
therefore F′ =F ∪ {(S1 \ S2); (S2 \ S1)} \ {(S1); (S2)} is a family of minimum
cuts of Ga whose incidence vectors are linearly independent, again a contradiction to
the minimality of !.
By induction on |V |, it is easy to see that a laminar family of subsets of V that does
not contain ∅, V , and both a subset S and its complement V \ S, has at most 2|V | − 3
subsets. So Theorem 4 implies that if ax¿ b is a facet-inducing inequality for cut(G),
then |Ea|6 2|V | − 3 and Ga is a sparse graph. This bound is tight (take the complete
graph K3 = (V; E) and the inequality x(E)¿ 2, which is facet-inducing for cut(K3)).
A facet induced by an inequality ax¿ b in minimum integer form is a rank facet
if a is a 0; 1 vector.
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Theorem 5. If ax¿ b induces a rank facet of cut(G), then b6 2.
Proof. If ax¿ b induces a rank facet of cut(G), then every edge of Ga has unit weight
and b is the minimum cardinality of a cut of Ga. Therefore, every node of V has degree
at least b in Ga. This implies that 2|Ea|¿ b|V |. Since |Ea|6 2|V | − 3, we have that
b6 3. Moreover, if b¿ 1, by Theorem 2, b is even, and we conclude that b6 2.
In [1] several classes of facet-inducing inequalities with b= 2 and 4 are presented.
We now characterize all of the inequalities ax¿ b with b = 2 that are facet-inducing
for cut(G). A bridge is an edge e whose corresponding singleton set {e} is a cut of the
graph. A 2-cut is a minimal cut of cardinality 2. We denote by E1 and by E2 the set
of all of the bridges and the union of the edges of all of the 2-cuts of G, respectively.
The next remark follows from basic results in matroid theory and can be easily
proved directly.
Remark 6. The edge set E2 of a graph G can be partitioned into classes so that every
2-cut is contained in a class and every pair of edges in the same class is a 2-cut of G.
Theorem 7. An inequality ax¿ 2 in minimum integer form induces a facet of cut(G)
if and only if for the corresponding graph Ga the following conditions hold:
(i) E2 = ∅,
(ii) E2 = E \ E1,
(iii) every class of the partition of E2 contains three or more edges.
Proof. A facet-inducing inequality ax¿ b in minimum integer form with b = 2 is
evidently of the following type:
x(Ea \ E1) + 2x(E1)¿ 2; (2)
where Ea\E1 = ∅. Let Ga be associated to the inequality (2) and let M be the incidence
matrix of edges of Ga versus cuts of weight 2 in Ga. Now M has full column rank,
so E2 = E \ E1. Therefore, M has a block-diagonal structure, where the blocks are the
bridges of Ga and the classes of the partition of E2 given in Remark 6. Now M has full
column rank if and only if each block has full column rank. If a block corresponds
to a bridge e, there exists a unique cut of weight 2 in Ga that contains e, so this
is obviously true. If a block corresponds to a class of the partition of E2, then its
corresponding submatrix of M is the incidence matrix of all the two element subsets
of a set with at least two elements. Obviously, this matrix has full column rank if and
only if the corresponding class contains three or more edges.
Corollary 8. Theorem 7 characterizes the integral vertices of the polytope biconn(G).
Proof. This follows from the relationship between the polyhedra cut(G), syn(G), and
biconn(G) mentioned above.
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A question that we =nd interesting is:
Given a graph G = (V; E), what is the largest value of b in a facet-inducing
inequality ax¿ b for cut(G)?
It is known (see [3]) that if G is a series-parallel graph, then b6 2.
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