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This paper presents an efficient fully dynamic graph algorithm for main-
taining the transitive closure of a directed graph. The algorithm updates the
adjacency matrix of the transitive closure with each update to the graph;
hence, each reachability query of the form ‘‘Is there a directed path from i to
j?’’ can be answered in O(1) time. The algorithm is randomized and has a one-
sided error; it is correct when answering yes, but has O(1/nc) probability of
error when answering no, for any constant c. In acyclic graphs, worst case
update time is O(n2). In general graphs, the update time is O(n2.26). The space
complexity of the algorithm is O(n2). © 2002 Elsevier Science (USA)
1. INTRODUCTION
This paper presents a fully dynamic graph algorithm for maintaining the transi-
tive closure of a directed graph. A fully dynamic graph algorithm is a data structure
for a graph which implements an online sequence of update operations that insert
and delete edges in the graph and answers queries about a given property of the
graph. A dynamic algorithm should process queries quickly and must perform
update operations faster than computing the graph property from scratch (as per-
formed by the fastest ‘‘static’’ algorithm). A graph algorithm is said to be partially
dynamic if it allows only insertions or only deletions.
Researchers have been studying dynamic graph problems for over 20 years. The
study of dynamic graph problems on undirected graphs has met with much success,
for a number of graph properties. For a survey of the earlier work, see [5]. For
more recent work, see [7–9]. Directed graph problems have proven to be much
tougher and very little is known, especially for fully dynamic graph algorithms. Yet
maintaining the transitive closure of a changing directed graph is a fundamental
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problem, with applications to such areas as compilers, data bases, and garbage
collection.
This paper offers a breakthrough in the area of fully dynamic algorithms for
directed graphs, using a surprisingly simple technique. The algorithm presented here
is the first to process reachability queries quickly, indeed, to maintain the adjacency
matrix of the transitive closure after each update, while assuming no lookahead,
i.e., no knowledge about future updates. Unlike other dynamic graph algorithms, in
one update operation, it can insert an arbitrary set of edges incident to a common
vertex (in acyclic graphs, or graphs with strongly connected components containing
less than n2.26 vertices) and delete an arbitrary set of edges incident to a common
vertex (in general graphs). In addition, unlike other algorithms, in acyclic graphs, it
can answer sensitivity queries of the form ‘‘Is there a path from i to j not containing
edge e?’’ in O(1) time.
Let |SCC| denote the number of vertices in the largest strongly connected com-
ponent in the graph, and let Ev denote an arbitrary set of edges incident to a
common vertex v. For graphs containing n vertices, our results are as follows:
1. For acyclic graphs:
• Update: Insert or delete an edge set Ev in O(n2) worst case time.
• Reachability query: ‘‘Can vertex i reach vertex j?’’ in O(1) time.
• Sensitivity query: ‘‘Is there a path from i to j not containing edge e?’’ in
O(1) time.
2. For graphs such that |SCC| [ n e, for e ¥ 0 · · · 1:
• Update: Insert or delete an edge set Ev in O(n2+e) worst case time.
• Reachability query: ‘‘Can vertex i reach vertex j?’’ in O(1) time.
3. For general graphs:
• Update: Insert an edge, or delete an edge set Ev in O(n2.26) amortized time.
• Reachability query: ‘‘Can vertex i reach vertex j?’’ in O(1) time.
Algorithm 3 uses a subroutine which computes the product of two rectangular
matrices. Our update time depends on the method by which the product is com-
puted. If square matrix multiplication is used, the amortized cost of executing
updates on a graph is O(n2+
w−2
w−1), where nw is the cost of multiplying two n×n
matrices. Note that as long as w > 2, the cost per update is less than the cost of
multiplying two n×n matrices. For w=3 (simple matrix multiplication), the update
time is O(n2.5); for w=2.81 (Strassen [18]), the update time is O(n2.45); for w=n2.38
(Coppersmith and Winograd [2]), the update time is O(n2.28). If the fast rectangular
matrix multiplication is used (Huang and Pan [10]), the update time is O(n2.26).
These update times are improved if the graph is sparse. For m < n1.54, an
improved update time is given by O(n1.5+log m/2 log n). More improvements are pos-
sible if the size of the transitive closure is o(n2).
For acyclic graphs, and graphs with small strongly connected components, ini-
tialization requires the insertion of the edges incident to each vertex into the data
structure, for total costs of O(n3) and O(n3+e), respectively.
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For general graphs, some of the costs for processing the initial graph may be
incurred after the start of the sequence of update operations. The total cost of the
initialization procedure is O(n3.26 log n), which when amortized over an update
sequence of length W(n log n), costs O(n2.26) per update.
We assume a unit cost RAM model with wordsize O(log n). The algorithm is
randomized and has a one-sided error. If the answer to a reachability query is
‘‘yes,’’ then the answer is always correct. If the answer is ‘‘no,’’ then it is incorrect
with probability O(1/nc), for any fixed constant c. That is, there is a small chance a
path uM v may exist if the answer to the query ‘‘Is there a path from u to v?’’ is
negative. The randomization is used only to reduce wordsize. If wordsize n is per-
mitted, or all paths in the graph are of constant length, then the algorithm becomes
deterministic.
1.1. Related Work
There are only two previously known fully dynamic reachability algorithms for
directed graphs, even for the restricted class of acyclic graphs. Both of the algo-
rithms permit only a single edge insertion or deletion in a given update. Neither
gives improved running times for the special case of acyclic graphs, nor do they
provide sensitivity queries.
It can be argued that the most recent algorithm, by Khanna et al. [14], is not a
fully dynamic algorithm in that it assumes some knowledge of future update opera-
tions at the time of each update. This algorithm uses matrix multiplication as a
subroutine. If fast matrix multiplication [2] is used (i.e., w=2.38), then the
amortized cost of an update is O(n2.18). However, a lookahead of G(n0.18) updates is
required. This algorithm is deterministic, but depends heavily on the use of
lookahead information.
The other by Henzinger and King [7] also uses matrix multiplication as a
subroutine. This algorithm has an amortized update time of O˜(nm(w−1)/w), or
O˜(nm0.58) if fast square matrix multiplication [2] is used. However, a cost as high as
G(n/log n) may be incurred for each reachability query. Consequently, the adja-
cency matrix of the transitive closure cannot be updated with each update to the
graph. While this algorithm is also randomized with a one-sided error, its tech-
niques are quite different from the algorithm presented here.
Other related work includes partially dynamic algorithms. The best result for
updates allowing edge insertions only is O(n) amortized time per inserted edge, and
O(1) time per query by Italiano [12] and by La Poutre and van Leeuwen [17].
This improved upon Ibaraki and Katoh’s [11] algorithm with a total cost of O(n3)
for an arbitrary number of insertions. There is also Yellin’s [20] algorithm, with a
total cost of O(m*D) for any number of insertions, where m* is the number of edges
in the transitive closure and D is the out-degree of the resulting graph.
The best deletions-only algorithm for general graphs is by La Poutre and van
Leeuwen [17]. Their algorithm requires O(m) amortized time per edge deletion and
O(1) per query. This improved upon the deletions-only algorithm of Ibaraki and
Katoh [11], which can delete any number of edges in O(n2(m+n)) total time.
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For acyclic graphs, Italiano [13] has a deletions-only algorithm which requires
O(n) amortized time per edge deletion and O(1) per query. There is also Yellin’s
[20] deletions-only algorithm with a total cost of O(m*D) for any number of dele-
tions, where m* is the number of edges in the transitive closure and D is the out-
degree of the initial graph.
There is also a randomized algorithm with a one-sided error of Cohen’s [1] for
computing the transitive closure from scratch. This algorithm is based on her linear
time algorithm for estimating the size of the transitive closure. However, the cost is
O(mn) in the worst case.
The only known lower bound is that for undirected reachability. The lower
bound of W(log n/log log n) per update [6, 16] has almost been matched by the
upper bound for undirected reachability. Khanna et al. [14] give some evidence to
suggest that dynamic graph problems on directed graphs are intrinsically harder.
They show that the certificate complexity of reachability and other directed graph
problems is G(n2), as opposed to G(n) for undirected graphs. This implies that
sparsification, a technique for speeding up undirected graphs algorithms, is not
applicable to directed graph problems.
2. DEFINITIONS
The following definitions are used throughout the entire paper. Other definitions
are introduced as needed.
Definition 2.1. A directed path p is a sequence p=v1, v2, ..., vk of distinct ver-
tices ¥ V, such that for every vi, vi+1 ¥ p, (vi, vi+1) ¥ E. If there exists a directed
path beginning with vertex u and ending with vertex v, we say there is a path uM v.
Definition 2.2. In a graph G=(V, E), vertex u can reach vertex v, and vertex v
is reachable from vertex u iff there exists a directed path uM v.
Definition 2.3. A strongly connected component (SCC) is a maximal subset of
vertices C ı V such that for every pair of vertices u, v ¥ C, there exists a path uM v
and a path vM u. The size of a strongly connected component is the number of
vertices in the component. A vertex which is contained in no cycles is a strongly
connected component of size one.
Definition 2.4. For V={1, 2, ..., n}, the (reflexive) transitive closure for G is
represented by an n×n matrix MgG such that M
g
G(i, j)=1 if there exists a directed
path iM j or i=j; else MgG(i, j)=0.
Definition 2.5. A dynamic graph algorithm is a graph algorithm which main-
tains a graph property during a sequence of graph updates. We consider updates of
the form:
• insertion (deletion) of an edge set Ev incident to vertex v ¥ V into (from) G;
• insertion (deletion) of a vertex into (from) V.
The graph property we are interested in is the transitive closure matrix MgG.
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Definition 2.6. During the sequence of updates, queries about the graph
property can be made. We consider queries of the form:
• reachability: ‘‘Can vertex i reach vertex j?’’ and
• sensitivity: ‘‘Is there a path from i to j not containing edge e?’’
Definition 2.7. A unit cost RAM with wordsize x is a machine which can
process each arithmetic operation in O(1) time using a wordsize x.
3. ACYCLIC GRAPHS
For now, let us assume we are working with a unit cost RAM with wordsize n. In
Section 3.4 we show how to reduce wordsize using a randomization technique.
The following algorithm makes use of a very simple idea. We maintain Paths(i, j)
to be equal to the number of distinct directed paths iM j in the current graph, or 1
if i=j. Two paths are distinct if their edges differ. The n×n adjacency matrix
MgG representing the transitive closure of G is thus given by M
g
G(i, j)=1 if
Paths(i, j) ] 0, else MgG(i, j)=0.
A sensitivity query of the form ‘‘Is there a path from i to j which does not
contain edge (u, v)?’’ is answered true if Paths(i, u) f Paths(v, j) ] Paths(i, j), else
the answer is false.
The following lemma for updating a single edge is easy to see, as illustrated by
Fig. 1.
Lemma 3.1. Let G be a directed acyclic graph containing vertices i, j, u, and v. If
edge (u, v) is inserted (deleted) such that no cycles are created, the number of paths
iM j increases (decreases) by Paths(i, u) f Paths(v, j).
It is not much more difficult to insert or delete a set of edges incident to a
common vertex, as illustrated by Fig. 2 and the following lemma. Note that for
deletions, the first two terms are negative, while the third term is positive because
these paths have already been counted twice, once in each of the first two terms.
Lemma 3.2. Let G be an acyclic directed graph and Ev be a set of edges incident
to a common vertex v. Suppose the edges in Ev are inserted (deleted) such that no
FIG. 1. Inserting a single edge. The number of paths from iM j changes only if some path iM j
contains the updated edge (u, v).
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FIG. 2. Inserting an edge set. The number of paths from iM j changes only if some path iM j con-
tains an updated edge (uk, v), or an updated edge (v, uk).
cycles are created. Let Paths be defined for the graph G and DPaths(i, j) denote the
change to Paths(i, j) caused by the update. Then
DPaths(i, j)P Paths(i, v) f DPaths(v, j)
+DPaths(i, v) f Paths(v, j)
+DPaths(i, v) f DPaths(v, j).
3.1. Update Procedures
It follows from Lemma 3.2 that the Insert_Acyclic routine in Algorithm 1
correctly updates Paths when Ev is inserted into G. The arrays From and To are
used as temporary storage, allowing each summation to be carried out only once
per vertex per update. Similarly, the Delete_Acyclic routine in Algorithm 2
correctly updates Paths when Ev is deleted from G. Note here that lines 12 and 13
use the new values of Paths(i, v) and Paths(v, j) so that the third term in the com-
putation of DPaths(i, j) is added to the first two, rather than subtracted, as in the
lemma above.
Algorithm (Insert_Acyclic(Ev, G)).
1. for all i ¥ V do
2. From(i)P; (u, v) ¥ Ev Paths(i, u)
3. for all j ¥ V do
4. To(j)P; (v, u) ¥ Ev Paths(u, j)
5. for all i, j ¥ V0{v} such that From(i) ] 0KTo(j) ] 0 do
6. Paths(i, j)P Paths(i, j)+[Paths(i, v) To(j)
7. +From(i) Paths(v, j)
8. From(i) To(j)]
9. jP v
10. for all i ¥ V0{v} such that From(i) ] 0 do
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11. Paths(i, j)P Paths(i, j)+From(i)
12. iP v
13. for all j ¥ V0{v} such that To(j) ] 0 do
14. Paths(i, j)P Paths(i, j)+To(j)
15. for all i, j ¥ V such that Paths(i, j) has increased from 0 do
16. MgG(i, j)P 1
Algorithm 2 (Delete_Acyclic(Ev, G)).
1. for all i ¥ V such that Paths(i, u) ] 0 do
2. From(i)P; (u, v) ¥ Ev Paths(i, u)
3. for all j ¥ V such that Paths(u, j) ] 0 do
4. To(j)P; (v, u) ¥ Ev Paths(u, j)
5. jP v
6. for all i ¥ V0{v} such that From(i) ] 0 do
7. Paths(i, j)P Paths(i, j)−From(i)
8. iP v
9. for all j ¥ V0{v} such that To(j) ] 0 do
10. Paths(i, j)P Paths(i, j)−To(j)
11. for all i, j ¥ V0{v} such that From(i) ] 0KTo(j) ] 0 do
12. Paths(i, j)P Paths(i, j)−[Paths(i, v) To(j)
13. +From(i) Paths(v, j)
14. +From(i) To(j)]
15. for all i, j ¥ V such that Paths(i, j) has decreased to 0 do
16. MgG(i, j)P 0
To initialize the data structures, we first set Paths(i, j)=MgG(i, j)=0 for all i, j.
We then apply Insert_Acyclic(Ev, G) for each v ¥ V and each set Ev of outgoing
edges incident to v.
3.2. Analysis
If the algorithm is implemented so that for each vertex u, there is a list of vertices
v such that Paths(v, u) ] 0, and a list of vertices w such that Paths(u, w) ] 0, then
the algorithm can perform updates in time proportional to the number of edges in
the transitive closure. The algorithm requires the computation of a sum of up to
|Ev |=O(n) numbers for each vertex, for a total cost of O(n2) per update. The
initialization requires up to n applications of Insert_Acyclic, for a total cost
of O(n3).
3.3. Extensions to Multigraphs and Vertex Insertions and Deletions
It is not difficult to see that this algorithm also works for multigraphs, i.e.,
graphs with more than one edge between a pair of vertices. In this case, we view
each instance of an edge as a distinct path between its endpoints.
If |Ev | > n, then the sums can still be computed in O(n) time per vertex by first
determining the multiplicity of each edge in Ev. The multiplicity of edge (u, v) is
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equal to the number instances of (u, v) ¥ E. Let #(u, v) and #(v, u) denote the mul-
tiplicities of (u, v) and (v, u), respectively. Then the computations of the From and
To become respectively:
From(i)P C
(u, v) ¥ Ev
#(u, v) ·Paths(i, u)
and
To(j)P C
(v, u) ¥ Ev
#(v, u) ·Paths(u, j).
Inserting and deleting isolated vertices can be done easily. Depending upon the
implementation details, this can be done in O(1) time.
3.4. Reducing Wordsize
The algorithm as stated above may produce numbers as large as 2n, as there may
be 2n distinct paths in an acyclic graph (without multiple edges). If we are to assume
that arithmetic operations can be done in unit time, then it is usual to assume a
wordsize of O(log n) [19].
To reduce the wordsize to 2c lg n, for c \ 5, the algorithm begins by randomly
picking a prime p of value between nc and nc+1. All operations (additions, subtrac-
tions, multiplications) are performed modulo p and can be done in constant time
with wordsize 2c lg n. As the number of computations involving a particular prime
increases, so do the chances of getting a false zero; i.e., the result of some computa-
tion may equal 0 mod p with wordsize 2c lg n when the result is not equal to 0 when
computed with wordsize n. To keep the probability of false zeroes low, the algo-
rithm chooses a new prime every n update operations and reinitializes the data
structures. To preserve O(n2) worst case time, the steps of reinitialization with a
new prime may be interleaved with the operations involving the current prime.
We observe the following:
Lemma 3.3. If O(nk) arithmetic computations involving numbers of value [ 2n
are performed modulo a random prime p of value G(nc), then the probability of a false
zero arising is O(1/nc−k−1).
Proof. There are O(n/log n) prime divisors of value G(nc) which divide a
number of value [ 2n and therefore O(nk+1/log n) prime divisors of any of the
numbers generated. By the prime number theorem, see [3], there are approximately
G(nc/log n) primes of value G(nc). Hence the probability that a random prime of
value G(nc) divides any of the numbers generated is O(1/nc−k−1). L
Corollary 3.1. After any update in a sequence of n updates taking time
O(n2+b), the probability that there is a pair of vertices i, j such that MgG(i, j)=0
while there exists a path iM j is O(1/nc−4−b).
In particular, for the algorithms just shown, b=0. For the remainder of the
paper, we assume all operations are done modulo a random prime.
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4. GRAPHS WITH SMALL STRONGLY CONNECTED COMPONENTS
In this section we describe a fully dynamic transitive closure algorithm which
works quickly when the strongly connected components in the graph are small. In
Section 5 we show how to deal with big strongly connected components.
The idea is to represent each strongly connected component in the original graph
G by a single ‘‘super’’ vertex in the compressed graph Gc. We use the acyclic algo-
rithm from Section 3.1 to maintain the transitive closure MgGc for G
c, which is
acyclic. When a strongly connected component in G splits into smaller pieces due to
a deletion, we expand the corresponding super vertex in Gc. As a convention, we
use lowercase letters to denote vertices in V and uppercase letters to denote vertices
in Vc. We formalize these ideas:
Definition 4.1. Given a general graph G=(V, E), let c(v) denote the
(maximal) strongly connected component containing v, for all v ¥ V.
Definition 4.2. For any graph G=(V, E) and subset of edges EŒ ı E, we
define the compressed multiset EŒc with respect to EŒ as follows: Edge (I, J) appears
with multiplicity k in EŒc, where k=|{(u, v) ¥ EŒ | c(u)=I, c(v)=J, and
c(u) ] c(v)}|.
Definition 4.3. The graph Gc=(Vc, Ec) is the compressed acyclic multigraph
with respect to G, where Vc is the set of strongly connected components of G, and
Ec is the compressed multiset with respect to E. Figure 3 illustrates this.
We define Paths(I, J) for I, J ¥ Vc as the number of paths from I to J in Gc. The
answer to a reachability query ‘‘Is vertex j reachable from vertex i?’’ is given by
MgG(I, J), where c(i) is represented by I in G
c and c(j) is represented by J.
4.1. Update Procedures
The update routines maintain representations of the original graph G and the
compressed graph Gc.
4.1.1. Subroutines
• Insert_Acyclic(Ev, G): From Section 3.1.
• Delete_Acyclic(Ev, G): From Section 3.1.
• Find_SCCs(G): Return the strongly connected components of G. Also
determine c(v) for each vertex v. See [3].
FIG. 3. The compressed acyclic multigraph. The vertices b, c and d which make up the strongly
connected component in G are compressed into one vertex in Gc.
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FIG. 4. Compressing a strongly connected component. When an insertion creates a strongly con-
nected component, the essential steps of compression in Gc are (1) remove all edges incident to strongly
connected vertices; (2) replace the strongly connected vertices with a super vertex; and (3) add the inci-
dent edges back in. Expanding a super vertex is essentially the same procedure, but executed in reverse
order.
4.1.2. Main Routines
The Insert_Small routine in Algorithm 3 inserts a set Ev of edges incident to
vertex v into G, as illustrated by Fig. 4.
Algorithm 3 (Insert_Small(Ev, G)).
1. Cold P c(v)
2. EP E 2 Ev
3. Run Find_SCCs(G) to find c(v) for each vertex v.
4. if Cold=c(v) /* no new SCCs have been formed by the insertions */




6. else let C1, ..., Ck be the old SCCs which now compose c(v).
7. for all i=1, ..., k do
8. Let ECi be the set of edges in E
c with at least one endpoint in Ci.
9. Delete_Acyclic(ECi , G
c) to remove these edges from Gc.
10. Remove Ci from Vc.
11. Add a vertex labeled c(v) to Vc.
12. Let EC be the set of edges in E with one endpoint in C.
13. Insert_Acyclic(EcC, G
c) to add the compressed multiset EcC to E
c.
14. for all i, j such that Paths(c(i), c(j)) is changed from 0 do
15. MgG(i, j)P 1
The Delete_Small routine in Algorithm 4 deletes a set Ev of edges incident to
vertex v from G. This routine performs the same steps as Insert_Small in
Algorithm 3, but in reverse order.
Algorithm 4 (Delete_Small(Ev, G)).
1. Cold P c(v)
2. EQ E0Ev
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3. Run Find_SCCs(G) to find c(v) for each vertex v.
4. if Cold=c(v) /* no SCCs have split apart due to the deletions */
5. then Delete_Acyclic(Ecv, G
c) to delete Ecv from G
c.
6. else Let C1, C2, ..., Ck be the new SCCs into which Cold has decomposed.
7. Let Ec(v) ı Ec be the set of all edges incident to c(v) in Gc.
8. Delete_Acyclic(Ec(v), Gc) to remove Ec(v) from Gc.
9. Remove c(v) from Gc.
10. for all i=1, ..., k do
11. Insert a vertex labelled Ci into Vc.
12. Let ECi be the set of edges in E with one end in Ci.
13. Insert_Acyclic(EcCi , G
c) to add EcCi to E
c.
14. for all i, j such that Paths(c(i), c(j)) is changed to 0 do
15. MgG(i, j)P 0
To initialize the data structures, we,simply insert the outgoing edges Ev incident
to each vertex v using Insert_Small(Ev, G).
4.2. Analysis
The cost of the algorithms is dominated by the calls to Insert_Acyclic and
Delete_Acyclic, each of which cost O(n2). If no strongly connected components
change, then there is a single such call.
A deletion may cause a vertex of Vc, which represents a strongly connected
component consisting of s vertices of V, to be removed and replaced by up to s new
vertices in Vc. Similarly, an insertion which results in the creation of a new strongly
connected component containing s vertices in V may require the deletion of up to s
vertices from Vc. Each insertion (deletion) of a vertex into (from) Vc requires a call
to Insert_Acyclic and Delete_Acyclic, respectively, resulting in a total cost of
O(n2s) per update. If we assume an upper bound of n e on the size of any strongly
connected component, then each update costs at most O(n2+e). Initialization
requires up to n applications of Insert_Small, for a total cost of O(n3+e).
5. GENERAL GRAPHS
The main idea is to maintain a graph GŒ=(V, EŒ) such that GŒ contains no big
strongly connected components (see Fig. 5). The edge set EŒ ı E contains all edges
between vertices which are not both in the same big component and possibly other
edges. This property ensures that there is a path from i to j in GŒ if there is a path
from i to j in G which does not include any intermediate vertices contained in big
strongly connected components. Then a path in G can be described by a concate-
nation of paths in GŒ, where two such paths are joined if and only if the end of the
first is contained in the same big component as the start of the second. The transi-
tive closure of GŒ is maintained using the Insert_Small and Delete_Small routi-
nes of the previous section. After each update, paths in GŒ are concatenated as
described to determine all paths of G.
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FIG. 5. The graph GŒ with missing edges. The edges which would cause a big strongly connected
component are simply not inserted into GŒ.
Initially, EŒ contains only edges of E whose endpoints are not both contained in
the same big component. An edge in E0EŒ is added to EŒ if and when both its
endpoints cease to be in the same big component. Once an edge is added to EŒ, it is
not removed unless it is deleted from G. If a big component forms again due to an
edge insertion, only the newly inserted edge which causes the big component to
form is omitted from EŒ.
5.1. Definitions
Definition 5.1. A strongly connected component is big if it contains more than
n e vertices.
Definition 5.2. Let MgGŒ be the n×n matrix representing the transitive closure
of GŒ, as maintained by our algorithm for small components.
Definition 5.3. Let c(v) denote the strongly connected component in G con-
taining vertex v.
Definition 5.4. Let b(v) denote the big strongly connected component in G
containing vertex v, provided v is in a big component.
Definition 5.5. Let VB={B1, B2, ..., Bk} be the set of big strongly connected
components of G. Since each has size greater than n e, we have k [ n1− e.
Definition 5.6. Let B be a k×k Boolean matrix such that B(i, j)=1 iff there
exists a pair of vertices u ¥ Bi and v ¥ Bj such that MgGŒ(u, v)=1. That is, B is the
adjacency matrix for the graph whose vertices are the big strongly connected com-
ponents of G; there is an edge from the big strongly connected component Bi to Bj
iff some vertex in Bi can reach some vertex in Bj in GŒ.
Definition 5.7. Let MgGŒB be the n×k Boolean matrix such that M
g
GŒB(i, j)=1
iff MgGŒ(i, v)=1 for i ¥ V and any v ¥ Bj, or i ¥ Bj, i.e., if there is a path in GŒ from
vertex i to some vertex v in big component Bj, or i is in Bj itself.
Definition 5.8. Let BMgGŒ be the k×n Boolean matrix such that BM
g
GŒ(i, j)=1
iff MgGŒ(v, j)=1 for j ¥ V and any v ¥ Bi, or j ¥ Bi, i.e., if there is a path in GŒ from
some vertex v in big component Bi to vertex j, or j is in Bi itself.
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5.2. Update Procedures
5.2.1. Subroutines
• Insert_Small(Ev, G): From Section 4.1.
• Delete_Small(Ev, G): From Section 4.1.
• Find_Big_SCCs(G): Return the big strongly connected components of G.
Also determine b(v) for each vertex v in a big strongly connected component.
See [3].
• Aapprox_Vertex_Cover(V): Return a vertex cover on E which is no more
than twice the size of the optimal vertex cover (i.e., a vertex cover of minimum
size). See [3].




GŒ, and the transitive




GŒ K (MgGŒB×MgB×BMgGŒ), assuming MgGŒ is
correct. See Algorithm 5.
Algorithm 5 (Generate_Matrices(VB)).




3. else Initialize B, MgGŒB and BM
g
GŒ to 0.
4. for all big components Bi, Bj ¥ VB do
5. for all u ¥ Bi, v ¥ Bj do
6. ifMgGŒ(u, v)=1 then B(i, j)P 1
7. for all vertices i ¥ V and big components Bj ¥ VB do
8. for all v ¥ Bj do
9. ifMgGŒ(i, v)=1K i ¥ Bj thenMgGŒB(i, j)P 1
10. for all big components Bi ¥ VB and vertices j ¥ V do
11. for all v ¥ Bi do
12. ifMgGŒ(v, j)=1K j ¥ Bi then BMgGŒ(i, j)P 1





The Insert(u, v) routine in Algorithm 6 calls Insert_Small({(u, v)}, GŒ) to insert
(u, v) into GŒ if u and v are not both in the same big component. If u and v are in
the same big component, then edge (u, v) is marked and will be inserted into GŒ by
Delete if and when u and v cease to be in the same big component.
Algorithm 6 (Insert(u, v)).
1. EP E 2 {(u, v)}
2. VB P Find_Big_SCCs(G) /* find b(v) for each vertex v */
3. if b(u) ] b(v)
4. then Insert_Small({(u, v)}, GŒ) to insert (u, v) into GŒ.
5. Generate_Matrices(VB)
6. else Mark (u, v).
7. Generate_Matrices(VB)
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The Delete routine in Algorithm 7 calls Delete_Small to delete edges between
small components in GŒ. It then finds the set Einsert of marked edges in E0EŒ whose
endpoints have ceased to be in the same big component. Approx_Vertex_
Cover(Einsert) is then called to find a vertex cover on Einsert. Finally, Insert_Small
is called for each vertex in the approximate vertex cover to insert Einsert into GŒ.
Algorithm 7 (Delete(Ev)).
1. EP E0Ev
2. VB P Find_Big_SCCs(G) /* find b(v) for each vertex v */
3. Delete_Small(Ev 5 EŒ, GŒ)
4. Let Einsert be the set of marked edges {(u, w) | such that b(u) ] b(w)}.
5. Unmark all edges in Einsert.
6. VEInsert P Approx_Vertex_Cover(EInsert)
7. for all u ¥ VEInsert do
8. Let Eu be the edges in Einsert incident to u.
9. Insert_Small(Eu, GŒ) to insert Eu into GŒ.
10. Remove Eu from Einsert.
11. Generate_Matrices(VB)p
To efficiently insert the initial edges, the Initialize routine in Algorithm 8 finds a
vertex cover on the edges Einit which are ready for insertion into GŒ (i.e., the end-
points of each edge lie in different big components) by calling Approx_Vertex_
Cover on Einit. The remaining edges are marked and will be inserted by Delete if
and when both endpoints cease to be in the same big component.
Algorithm 8 (Initialize(G)).
1. GŒP (V,”)
2. VB P Find_Big_SCCs(G) /* find b(v) for each vertex v */
3. Let Einit be the set of edges {(u, w) | such that b(u) ] b(w)}.
4. Mark all edges in E0Einit.
5. VEinit P −Approx_Vertex_Cover(Einit)
6. for all u ¥ VEinit do
7. Let Eu be the edges in Einit incident to u.
8. Insert_Small(Eu, GŒ) to insert Eu into GŒ.
9. Remove Eu from Einit.
10. Generate_Matrices(VB)
5.3. Analysis
To proceed with the analysis, we observe that the edges in the current graph can
be partitioned into three subsets.
• The set of unmarked edges. These edges were inserted into GŒ at some point
when their endpoints were not in the same big component. The cost of inserting
these edges into GŒ has already been realized.
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• The set of marked initial edges which were inserted into G by the Initialize
routine. These edges have not yet been inserted into GŒ. The cost of inserting
marked initial edges into GŒ is charged to the Initialize routine. An initial edge
which is deleted and then reinserted becomes a noninitial edge.
• The set of marked noninitial edges which were inserted into G by the Insert
routine after initialization. These edges have not yet been inserted into GŒ. The cost
of inserting a marked noninitial edge (u, v) into GŒ is charged to Insert(u, v).
We use an amortized analysis. We first establish the cost of each subroutine on a
graph with m edges and n vertices and then use these costs to determine how much
the Insert, Delete, and Initialize routines must be charged to maintain a non-
negative balance.
• Let FBS be the cost of Find_Big_SCCs. This is O(n+m) from [3].
• Let AVC be the cost of Approx_Vertex_Cover. This is O(n+m) from [3].
• Let IS be the cost of Insert_Small. This is O(n2+e) from Section 4.2.
• Let DS be the cost of Delete_Small. This is O(n2+e) from Section 4.2.
• Let GM be the cost of Generate_Matrices. This requires more reasoning.
Initially, the matrices B, BMgGŒ, and M
g
GŒB are generated in O(n
2) time. The next
step is finding the transitive closure MgB of B. The transitive closure of an n×n
matrix can be computed in O(nw) time, where where O(nw) is the cost of multiply-
ing two n×n matrices [15]. Since there are no more than n1− e big components,
finding the transitive closure of B takes at most O(nw(1− e)) time.




GŒ depends on the technique used. The
asymptotically fastest way is with fast rectangular matrix multiplication [10] in
time nw(1, 1− e, 1), where





R ((1− e) b) ((1− e) b)×(2(1−b))2(1−b)
×((1− e)(1−b)+2b) ((1− e)(1−b)+2b)
×(q+2)(2+(1− e))
S
(2+(1− e)) (2+(1− e))
.
The variable q is an integer, and b is a small real value, typically between 0.005 and
0.05. These values are chosen such that the equation is minimized.
To use square matrix multiplication instead, we observe that multiplying an n×k
matrix by a k×n matrix can be done with (n/k)2 multiplications of k×k matrices.
Here, k [ n1− e, so the multiplication costs no more than O((ne)2 nw(1− e)), or
O(n2e+w−we).
Matrix multiplication is not necessary if the graph is sparse. Every pair of vertices
joined by a path which runs through some Bi can be found by using one depth-first
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search to determine all vertices which can reach big component Bi and another
depth-first search to determine all vertices which can be reached by Bi. To do this
for each Bi costs O(m) per Bi, or O(mn1− e).
We now determine how much each update routine must be charged to maintain a
nonnegative balance.
Lemma 5.1. The required charge to Insert is [ FBS+IS+GM.
Proof. Each call to Insert makes exactly one call to Find_Big_SCCs and one
call to Generate_Matrices. The routine Insert_Small is called from within
Insert only if the inserted edge does not have both endpoints in the same big com-
ponent. Otherwise it may be inserted by a call to Insert_Small from within the
Delete routine. In any case, it suffices to charge Insert for all calls to Insert_
Small which may be made on its behalf. L
Lemma 5.2. The required charge to Initialize is [ FBS+AVC+2n Klog2 nL ·
IS+GM.
Proof. Each call to Initialize makes exactly one call to each of Find_
Big_SCCs, Approx_Vertex_Cover, and Generate_Matrices. In addition,
Insert_Small may initially be called once for each vertex to insert edges whose
endpoints are not in the same big component. The remaining initial edges may be
inserted by calls to Insert_Small from within the Delete routine. From
Lemma 5.3, the number of calls to Insert_Small from within the Delete routine
for the purpose of deleting initial edges is bounded by 2n Klog2 nL. L
Lemma 5.3. The Delete routine performs at most 2n Klog2 nL calls to Insert_
Small for the purpose of inserting marked initial edges into GŒ.
Proof. We recursively define a set of equivalence classes C1, C2, ..., Ck at step t
(i.e., after t updates) on the vertex set of the current graph. At step 0 (i.e., at ini-
tialization), we define x — y iff x and y are in the same big strongly connected
component. At step t, we define x — y iff x — y at step t−1, and x and y are con-
tained in a big strongly connected component. Note that if (x, y) is a marked initial
edge in the current graph, then x — y. Without loss of generality, the equivalence
classes form a partially ordered set, where |Ci | \ |Ci+1 |. We observe that marked
initial edges in Einsert are inserted into GŒ only when an equivalence class C splits




k. We also observe that each marked





These edges can be inserted using the vertices in C −2, ..., C
−
k as a vertex cover, at a
cost proportional to |C −2 |+ · · ·+|C
−
k |. That is, when an equivalence class C splits




k, we charge the vertices in the smaller resulting equivalence
classes for the insertions. After a number of steps, it may be the case that each
equivalence class contains exactly one vertex. At this point there are no more
marked initial edges in the graph. Now each vertex v can be changed at most
Klog2 nL times for inserting marked initial edges, because the equivalence class con-
taining v decreases in size by a factor of at least 2 each time v is charged. We also
know that after each split, the Delete routine uses a vertex cover which is no larger
than twice the size of the optimal vertex cover for inserting the marked edges [3].
DYNAMIC TRANSITIVE CLOSURE 165
File: AP/571-jcss/Vol.65_1/1883 1883 - Page : 16/18 - Op: GC - Time: 09:21 - Date: 10:10:2002
Using the optimal vertex cover to insert the marked edges can be no less efficient
than using the set of vertices in the smaller equivalence classes, so it follows that no
more than 2n Klog2 nL calls to Insert_Small are made for the purpose of inserting
marked initial edges into GŒ. L
Lemma 5.4. The required charge to Delete is [ FBS+DS+AVC+GM.
Proof. Each call to Delete makes exactly one call to each of Find_Big_SCCs,
Delete_Small, Approx_Vertex_Cover, and Generate_Matrices. All calls to
Insert_Small are on behalf of Initialize or Insert and have been paid for by
Initialize or Insert, respectively. L
Theorem 5.1. If fast rectangular matrix multiplication [10] is used, the total cost
of the initialization is O(n2.26(n lg n)), which when amortized over an update sequence
of length W(n lg n), costs O(n2.26) per update. Furthermore, the amortized cost of
inserting an edge or deleting an edge set Ev incident to a common vertex v is O(n2.26).
Proof. The amounts which Initialize, Insert, and Delete must be charged can
be minimized by finding an appropriate value for e. It follows from Lemmas 5.1,
5.2, and 5.4 that the smallest value for e can be found by minimizing O(n2+e+x),





Generate_Matrices. If fast rectangular matrix multiplication [10] is used,
O(n2+e+nw(1, 1− e, 1)) must be minimized. Experimentally we found that this value is
minimized when e=.257..., q=10, and b=0.0226, yielding a running time of
O(n2.26). To find these numbers, we wrote a computer program which iterated over
a range of integer values for q ¥ 0, ..., 30, and real values for b ¥ 0.005, ..., 0.05 and
e ¥ 0, ..., 1. The program calculated 2+e−w(1, 1− e, 1) for every combination and
kept track of the best results encountered. The program used an increment size of
0.0001 for nonintegers. If square matrix multiplication is used, O(n2+e+n2e+w−we)
must be minimized. Setting e to w−2w−1 yields a sum of O(n
2+w−2
w−1). If the graph is sparse
and the depth-first search technique is used, O(n2+e+mn1− e) must be minimized.
Setting e=log(m/n)/2 log n yields a sum of O(n2+log(m/n)/2 log n). If m < n1.54, the
charge per update is less than O(n1.5+log m/2 log n) in this case. L
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