The finite model property of the quasi-transitive modal logic K 3 2 = K ⊕ ✷✷p → ✷✷✷p is proved. This modal logic is conservatively extended to the tense logic Kt 3 2 . We present a Gentzen sequent calculus Gt 
Introduction
Modal reduction principles (MRPs) are modal formulas of the form Mp → Np where M, N are finite (possibly empty) sequences of modal operators ✷ or ✸. Fitch [6] originally investigated the problem of correspondence between MRPs and first-order properties. Van Benthem [1] proved that every MRP corresponds to a first-order relational property over the class of all transitive frames. Besides the study of correspondence theory, the finite model property of normal modal logics generated by MRPs is also much concerned in the literature.
For any normal modal logic Λ and a set Σ of modal formulas, let NExt(Λ) be the class of all normal modal logics extending Λ, and let Λ ⊕ Σ be the normal extension of Λ by adding all formulas in Σ as axioms. Using the method of canonical formula, Zakharyashev [11] proved that all logics in NExt(K4) axiomatized by MRPs have the finite model property. However, the finite model property of normal modal logics axiomatizable by MRPs over the least normal modal logic K is a longstanding open problem (cf. [10, p.452] ). In particular, it is unknown whether all normal modal logic of the form K m n = K ⊕ ✷ n p → ✷ m p (n = m ≥ 1) have the finite model property. Wolter and Zakharyashev [10] highlighted this open problem as follows:
Perhaps one of the most intriguing open problems in Modal Logic is the following: Problem 6. Do the logics of the form K ⊕ ✷ n p → ✷ m p have the finite model property?
This problem has a long history and was traced back to Krister Segerberg in 1970s by Chagrov and Zakharyashev [4, 11.8 Notes] . A general filtration method was given by Gabbay [7] to show the finite model property of all normal modal logics of the form K ⊕ ✷p → ✷ m p where m ≥ 0. A part of this intriguing open problem is the finite model property of all n-transitive modal logics of the form K ⊕ ✷ n p → ✷ n+1 p (cf. Chagrov and Zakharyashev [4, Problem 11.2] ). The most well-known example of this open problem is perhaps the finite model property of the quasi-transitive modal logic K
Preliminaries
The language of modal logic consists of a denumerable set of propositional variables Var, propositional connectives ⊥, ⊤, ∧, ∨, → and a unary modal operator ✸. The set of all modal formulas L ✸ is defined inductively by the following rule:
We use the following abbreviations: ¬ϕ := ϕ → ⊥, ϕ ↔ ψ := (ϕ → ψ) ∧ (ψ → ϕ) and ✷ϕ := ¬✸¬ϕ. For any natural number k ≥ 0, the abbreviation ✸ k ϕ is defined inductively by setting ✸ 0 ϕ := ϕ and ✸ k+1 ϕ := ✸✸ k ϕ. We also use the abbreviation ✷ k ϕ := ¬✸ k ¬ϕ.
Definition 2.1.
A frame is a pair F = (W, R) where W is a nonempty set of points and R is a binary relation on W . For any x ∈ W , let R(x) = {y ∈ W | xRy}. For any n > 0, we say that y is accessible from x in n steps, notation xR n y, if there are points z 1 , . . . , z n−1 such that xRz 1 Rz 2 . . . Rz n−1 Ry. Let xR 0 y stand for x = y. A valuation in F is a function V : Var → P(W ) from Var to the powerset of W . A model is a triple M = (W, R, V ) where (W, R) is a frame and V is a valuation in (W, R). Definition 2.2. Given a model M = (W, R, V ) and x ∈ W , for any modal formula ϕ, the satisfaction relation M, x |= ϕ is defined inductively as follows:
(1) M, x |= p if and only if x ∈ V (p).
(2) M, x |= ⊥ and M, x |= ⊤. A modal formula ϕ is valid in a frame F = (W, R), notation F |= ϕ, if F, V, x |= ϕ for any valuation V : Var → P(W ) and x ∈ W . For any class of frames K, a modal formula ϕ is valid in K, notation K |= ϕ, if F |= ϕ for all F ∈ K. • Inference rules:
The notation K 3 2 ⊢ ϕ means that ϕ is provable in K A frame F = (W, R) is called quasi-transitive, if for any x, y ∈ W , xR 3 y implies xR 2 y. It is obvious that ✸✸✸p → ✸✸p is a Sahlqvist formula which corresponds to the condition of quasi-transitivity. Let K 
To show the finite model property of K 3 2 , it suffices to show that, if K 3 2 ⊢ ϕ, there is a finite model M = (W, R, V ) based on a quasi-transitive frame such that M |= ϕ. For this purpose, we shall prove the finite model property of the tense logic Kt 3 2 from which the finite model property of K 3 2 is derived. The tense language is the extension of the modal language by adding the past necessity operator . The modal operator ✸ is interpreted as the future possibility.
Definition 2.4. The set of all tense formulas L t is defined inductively by the following rule:
Define ϕ := ¬ ¬ϕ. An atomic tense formula is a propoaitional variable, ⊤ or ⊥. The complexity of a tense formula ϕ is the number c(ϕ) defined inductively by c(p) = c(⊥) = c(⊤) = 0. c(ϕ#ψ) = max{c(ϕ), c(ψ)} + 1, where # ∈ {∧, ∨, →}.
c(✸ϕ) = c( ϕ) = c(ϕ) + 1.
The main operator of a tense formula ϕ is the outmost operator in ϕ. Definition 2.5. A bidirectional frame is a triple F = (W, R P , R F ) where W is a non-empty set of points, and R P and R F are binary relations on W such that for all x, y ∈ W , xR F y if and only if yR P x. A bidirectional model is a tuple M = (W, R P , R F , V ) where (W, R P , R F ) is a bidirectional frame and V : Var → P(W ) is a valuation.
The satisfaction relation M, x |= ϕ for tense language is defined as in Definition 2.2 where the tense modalities are interpreted as follows:
(1) M, x |= ✸ϕ iff there exists y ∈ R F (x) such that M, y |= ϕ.
The notation F |= ϕ stands for that ϕ is valid in F . For any class of bidirectional frames K, a formula ϕ is valid in K, notation K |= ϕ, if F |= ϕ for all F ∈ K. Definition 2.6. The tense system Kt 3 2 consists of the following axioms and inference rules:
• Axioms:
(1) All instances of classical propositional tautologies.
• Inference rules:
The notation Kt Proof. The left-to-right direction is trivial. For the other direction, assume that K 3 2 ⊢ ϕ. By ( †), there is a quasi-transitive frame F = (W, R) such that F |= ϕ. We define the bidirectional frame The order ≤ is the lattice order. We define ✷a := ¬✸¬a and a := ¬ ¬a. A Kt 3 2 -algebra is a tense algebra A = (A, ∧, ∨, →, 0, 1, , ✸) satisfying the condition ✸✸✸a ≤ ✸✸a for all a ∈ A. Let Alg(Kt (2) a ≤ ✷ a and a ≤ ✸a.
Proof. For (1), since 0 ≤ 0, by (Adj), ✸0 ≤ 0. Since ✸1 ≤ 1, by (Adj), 1 ≤ 1. Hence ✸0 = 0 and 1 = 1. (2) follows immediately from a ≤ a and ✸a ≤ ✸a by (Adj). (3) is similar to (2) . For (4), assume that a ≤ b.
is similar to (5) . For (7), from ✸✸✸¬a ≤ ✸✸¬a, we get ¬✸✸¬a ≤ ¬✸✸✸¬a. Hence ✷✷a ≤ ✷✷✷a. Clearly ✸✸✸ a ≤ ✸✸ a. By (3), ✸ a ≤ a. By (4), ✸✸ a ≤ ✸ a ≤ a. Hence ✸✸✸ a ≤ a. By three times application of (Adj), a ≤ a.
Definition 2.11. An tense equation is an expression of the form ϕ ≈ ψ where ϕ, ψ ∈ L t . Given a Kt 3 2 -algebra A = (A, ∧, ∨, →, 0, 1, ✸, ), an assignment in A is a function θ : Var → A. Every assignment θ can be extended to the tense formula algebra homomorphically. An algebraic model is a pair (A, θ) where A is a tense algebra and θ is an assignment in A.
A 
The duality between bidirectional frames and tense algebras can be easily established (cf. e.g. [2, Chapter 5] ). Given a Kt 3 2 -algebra A = (A, ∧, ∨, →, 0, 1, ✸, ), let Uf(A) be the set of all ultrafilters in A. The dual of A is defined as the frame A + = (Uf(A), R F , R P ) where R F and R P are defined by:
uR F v if and only if {✸a | a ∈ v} ⊆ u. uR P v if and only if {a | a ∈ u} ⊆ v.
It is clear that uR F v if and only if vR P u. Moreover, one can show that A + is quasi-transitive. Hence A + is a bidirectional frame for Kt For any quasi-transitive bidirectional frame F = (W, R F , R P ), the dual of F is defined as the algebra
is the powerset Boolean algebra, and ✸ RF and RP are unary operations on P(W ) defined by:
It is easy to show that F + is a Kt 2 -algebra A = (A, ∧, ∨, →, 0, 1, ✸, ), for any tense formulas ϕ, ψ ∈ L t , the following hold:
Proof. For (1), the map x → {x} is an isomorphism between F and (F + ) + . The map a → {u ∈ Uf(A) | a ∈ u} is an isomorphism between A and (A + ) + . (2) is easily shown by the definition (cf. e.g. [2, Proposition 5.24]). For (3), assume that A |= ϕ ≈ ψ.
3 A Gentzen sequent calculus for Kt 3 2 In this section, we shall introduce a Gentzen sequent calculus Gt . We define the notion of sequent first. Two structural operator are used: the comma (−, −) for ∧ and the pair of angles − for ✸ where − is a single position. Definition 3.1. A formula structure Γ is defined inductively by the following rule:
Structures are denoted by Γ, Σ, ∆ etc. with or without subscripts. The complexity of a formula structure Γ is defined as the number of occurrences of structural operators in Γ. Each formula structure Γ corresponds to a formula tree T r(Γ). And a formula substructure ∆ of Γ corresponds to a subfree T r(∆) of T r(Γ). A formula structure Γ is also simply called a formula tree.
For any n > 0, a context with n positions is a formula structure
with n positions which can be filled with formula structures. For any set of formulas T , a T -structure is a formula structure constructed from formulas in T . A T -context with n-positions is a context Γ [−] n in which only formulas in T can occur.
Example 3.2. Let T = {p, q}. The following formula structure
is a T -structure. The expression (( (p, −) , q), (q, − ) ) is a T -context with two positions.
Definition 3.3.
A sequent is an expression of the form Γ ⇒ ψ where Γ is a formula structure and ψ is a tense formula. The formula structure Γ is called the antecedent and the formula ψ is called the succedent of the sequent Γ ⇒ ψ. A sequent rule is a fraction of the form
where the sequents Γ 1 ⇒ ψ 1 , . . . , Γ n ⇒ ψ n are called the premisses of (R) and Γ 0 ⇒ ψ 0 is called the conclusion of (R). 
Connective rules:
The formula structure at the position of Γ[−] in the below sequent of a left connective or modal rule is called principal. The succedent formula of the below sequent of a right connective or modal rule is called principal.
A derivation in Gt 3 2 is a tree of sequents D in which each node is either an axiom or derived from child node(s) by a sequent rule. The height of a derivation D, denoted by |D|, is the length of longest branch in D. A sequent Γ ⇒ ψ is derivable in Gt 
Remark 3.5. In the sequent calculus Gt 
is derivable in Gt , and formula structures are restricted to the propositional language without modal or tense operators, we obtain a sequent calculus for intuitionistic propositional logic. 
Proof. For (com), assume that Gt
The admissibility of (ass2) is shown similarly. Definition 3.7. For any formula structure Γ, we define τ (Γ) inductively as follows: For any sequent Γ[ϕ] ⇒ ψ, we obtain the sequent ϕ ⇒ r(Γ(ψ)) by the following rules:
We say that ϕ is displayed in the sequent ϕ ⇒ r(Γ(ψ)). For example, for the sequent p, q, r ⇒ ✸✸p, the formula q in the antecedent can be displayed as follows:
It is obvious that every formula in the antecedent of a sequent can be displayed. For any sequent Γ[ϕ] ⇒ ψ, the consequent of ϕ ⇒ r(Γ(ψ)) is the result of displaying ϕ and it contains ψ.
Proof. Given a sequent Γ[ϕ] ⇒ ψ, the rules (R1), (R2) and (com) for displaying ϕ preserve validity in Alg(Kt 3 2 ). Moreover, the following inverse rules also preserve validity in Alg(Kt
Hence Alg(Kt 
(
2) (R) is a connective rule. The case that (R) is (∧L), (∧R), (∨R) or (→ R) is quite easy to be checked. Suppose that (R) is (∨L). By induction hypothesis, |=
(4) (R) is a structural rule. It is easy to show that (wek) and (ctr) preserve validity in Alg(Kt
Now we continue to show the completeness of Gt 2 ). The proof uses the standard Lindenbaum-Tarski construction. Here we outline the proof. The binary relation ∼ t on the set of all tense formulas L t is defined as follows:
It is obvious that ∼ t is an equivalence relation. Moreover, it is quite easy to show that ∼ t is a congruence relation on the tense formula algebra. For example, assume that ϕ ∼ t ψ. Then Gt 3 2 ⊢ ϕ ⇒ ψ and Gt 3 2 ⊢ ψ ⇒ ϕ. We have the following derivations:
The remaining cases are shown similarly. Let |ϕ| = {ψ ∈ L t | ϕ ∼ t ψ} be the equivalence class of ϕ and |L t | = {|ϕ| | ϕ ∈ L t }. Let L t be the quotient algebra of the tense formula algebra under the congruence relation ∼ t . It is easy to show that L t is a Kt 
Cut elimination
In this section, we shall prove that the cut rule is eliminable from Gt 3 2 . For this purpose, we need to show that a general extended cut rule can be eliminated because Gt • is obtained from Gt 
When n = 0, the conclusion of (Ecut) is the right premisse of (Ecut). The formula α is called the cut formula. The notation (Gt
Definition 4.2. Let T be a set of tense formulas. A T -sequent is a sequent Γ ⇒ ψ such that Γ is a T -structure and ψ ∈ T . A T -sequent rule is a sequent rule whose premisses and conclusion are
if there is a derivation of Γ ⇒ ψ in G such that all sequents appearing in the derivation are T -sequents. A T -sequent rule with premisses
Proof. The cut rule (Cut) is a special case of (Ecut). And (Ecut) is admissible in Gt 3 2 by finitely many times application of (Cut).
Theorem 4.4. For any set of formulas T , if (Gt
• without using (Ecut).
Proof. Assume that (Gt
• . We prove that every application of (Ecut) is eliminable from D by simultaneous induction on: (I) the complexity of the cut formula ϕ; (II) the height of a T -derivation of the left premiss ∆ ⇒ α of (Ecut); and (III) the height of a T -derivation of the right premiss Γ [α] n ⇒ ψ of (Ecut). Let ∆ ⇒ α be obtained by (R 1 ) and Γ [α] n ⇒ ψ be obtained by (R 2 ). (1) At least one of (R 1 ) and (R 2 ) is an axiom. Assume that (R 1 ) is (Id). Then ∆ = α.
Then Γ[∆]
n ⇒ ψ is the right premiss of (Ecut).
n ⇒ ψ is the left premiss of (Ecut). (2) At least one of (R 1 ) and (R 2 ) is a structural rule. We have the following cases: (2.1) (R 1 ) is a structural rule. We apply (Ecut) to the premiss of (R 1 ) and the right premiss of (Ecut) and then apply (R 1 ). For example, let (R 1 ) be (wek). The T -derivation
is transformed into the following T -derivation:
where (wek) n means n times application of (wek). The case that (
is a structural rule. We have the following cases: (2.2.1) (R 2 ) is (wek). Suppose that all occurrences of the cut formula α are not derived by (wek). The T -derivation
Suppose that j ≤ n occurrences of α are derived by (wek). The T -derivation
At least one of (R 1 ) and (R 2 ) is a constant rule. We have the following cases:
where (LEM) n means n times application of (LEM).
is transformed into the following T -derivation: n ⇒ ψ and then apply (R 1 ). Let (R 1 ) be (→L). The T -derivation
where (→L) n means n times application of (→L). The remaining cases are shown similarly. (4.
2) The cut formula α is principal only in (R 1 ). We have the following cases: (4.2.1) (R 2 ) is a right connective rule. Apply (Ecut) to ∆ ⇒ α and the premiss(es) of (R 2 ), and then apply (R 2 ). Let (R 2 ) be (∧R). The T -derivation
The remaining cases are shown similarly. (4.2.2) (R 2 ) is a left connective rule. Since α is not principal in (R 2 ), we apply (Ecut) to ∆ ⇒ α and the premiss(es) of (R 2 ) and then apply (R 2 ). Let (R 2 ) be (→L) and i + j = n. The derivation
The remaining cases are shown similarly.
The cut formula α is principal both in (R 1 ) and (R 2 ). We have the following cases:
where (Ecut) is applied to sequents with less height of derivation or less complicated cut formula.
where i = 1, 2. Without loss of generality, let i = 1. Then the T -derivation is transformed into the following T -derivation:
Let i + j = n and the T -derivation end with
By induction hypothesis, we have the following T -derivations:
By induction hypothesis, we have the following T -derivation:
is applied to sequents with less height of derivation or less complicated cut formula.
where (Ecut) is applied to sequents with less height of derivation or less complicated cut formula. • is obtained from Gt 
Corollary 4.5 (Cut elimination). For any set of tense formulas T and T -sequent
The formulas ✸ψ and ϕ in above rules are called principal. • ⊢ Γ ⇒ T ψ. . We have the following T -derivations:
Proof. Assume that Gt
where (✸ 
Theorem 4.8. For any set of tense formulas T , if (Gt
• without using (✸ 2 3 ). • . Consider the first application of (✸ 
Proof. Let D be a T -derivation of a T -sequent in (Gt
is not an instance of (Id). Suppose that it is derived by a rule (R).
(1) (R) is a constant rule. We have the following cases: (1.1) (R) is (⊤). Let the premiss of (R) be Γ ′ [⊤] ⇒ α and the conclusion of (R) be Γ
. We have the following cases according to ∆:
Case 2. ∆ is a subtree of ∆ j 2 for some 1 ≤ j ≤ n. Suppose that ∆ = ∆ j i for i ≤ 2. Then the T -derivation
Suppose that ∆ is a subtree of ∆ j . Then the T -derivation
. Let the premiss be ∆ ⇒ ⊥ and the conclusion of (R) be
The proof is quite similar to case (1.1).
(2) (R) is a connective rule. We first apply (✸ 2 3 ) to the premiss(es) of (R) by induction hypothesis, and then apply (R). For example, let (R) be (∨L). The T -derivation
is a modal rule. Assume that (R) is one of left modal rules (✸L), ( L) and ( • )
. If the principal formula in (R) is not contained in ∆ j for all 1 ≤ j ≤ n, then we first apply (✸ 2 3 ) to the premiss(es) of (R) by induction hypothesis and then apply (R). Suppose that the principal formula in (R) is contained in ∆ j for some 1 ≤ j ≤ n. We have the following cases: (3.1) (R) is (✸L). Let (R) be (✸L) with premiss
. Let ϕ be introduce by (R). We have two cases: Case 1. ϕ = ∆ j and ∆ j 2 = ϕ for some 1 ≤ j ≤ n. The T -derivation
is transformed into the following T -derivation
be introduce by (R). We have the following cases:
Assume that (R) is one of right modal rules (✸R), ( R) and (✸ • ). (3.4) (R) is (✸R). Let ψ = ✸ψ
′ and the premiss of (R) be ∆ ⇒ ψ
are contained in ∆, we apply (✸ 2 3 ) to the premiss of (R) and then apply (R). Suppose that ∆ = ∆ j 2 for some 1 ≤ j ≤ n. The T -derivations
is transformed into the following T -derivations:
. Let the premiss of (R) be ∆ ⇒ ψ ′ and the conclusion of (R) be
. . , ∆ n 2 are subtrees of ∆, we apply (✸ 2 3 ) to the premiss of (R) and then apply (R). Suppose that n = 1 and
is a structural rule. We have the following cases: (4.1) (R) is (ctr). Let ∆ be obtained from ∆, ∆ by (ctr). We have two cases:
Case 2. ∆ is a subtree of ∆ j for some 1 ≤ j ≤ n. The T -derivation
2) (R) is (wek). Let ∆ be the formula structure derived by (wek). We have two cases:
This completes the proof. Corollary 4.9. For any T -sequent Γ ⇒ ψ, the following are equivalent:
Let (Gt
By Theorem 4.8, the rule (✸ 2 3 ) restricted to T -sequents is eliminable from (Gt 3 2 )
• and hence it is T -admissible in (Gt * . By Theorem 4.4, the rule (Cut) restricted to T -sequents is also T -adimissible in (Gt 
Interpolation
In this section, we shall prove that the sequent calculus (Gt 2 ) * has the interpolation property with respect to a set of tense formulas which is closed under some conditions. The interpolation theorem shall be applied to show the finite model property in the next section.
Definition 5.1. Let T be a set of tense formulas closed under taking subformulas. We define T ♭ as the smallest set of tense formulas which satisfies the following conditions:
(2) if ✸ϕ ∈ T and ϕ = ✸ψ and ϕ = ψ for some formula ψ, then ✸ϕ, ✸ϕ ∈ T ♭ .
(3) if ϕ ∈ T and ϕ = ✸ψ and ϕ = ψ for some formula ψ,
For any set of formulas S, let S B be the smallest set of tense formulas such that S ∪{⊤, ⊥} ⊆ S B and S B is closed under ∧, ∨ and ¬. A set of tense formulas T is called
Remark 5.2. Suppose that T is finite. Clearly T ♭ is finite. The Boolean closure (T ♭ ) B is not finite but it is finite up to logical equivalence in the system Gt 
Theorem 5.3 (Interpolation). For any closed set of tense formulas T , if (Gt
3 2 ) * ⊢ Γ[∆ 1 ] . . . [∆ n ] ⇒ T ψ, then there is a T -interpolant γ i ∈ T for each ∆ i where 1 ≤ i ≤ n.
Proof. Assume that (Gt
(1) (R) is a constant rule. We have the following cases: (1.1) (R) is (⊥). Let the premiss and conclusion of (R) be Σ ⇒ T ⊥ and
We have the following cases: Case 1. Σ is not a subtree of
Case 2. Σ is a subtree of ∆ i for some 1 ≤ i ≤ n. The conclusion of (R) is
(1.2) (R) is (LEM). Let the premiss and conclusion of (R) be Γ ′ [ϕ∨¬ϕ] ⇒ T ψ and Γ ′ [Σ] ⇒ T ψ respectively. We have the following cases: Case 1. Σ is not a subtree of
Case 2. Σ is a subtree of ∆ i for some 1 ≤ i ≤ n. The premiss of (R) is
. . < i m ≤ n and ∆ j1 , . . . , ∆ j k are formula structures among ∆ 1 , . . . , ∆ n except ∆ i1 , . . . , ∆ im . The premiss and conclusion of (R)
(1.3) (R) is (⊤). The proof is quite similar to case (1.2).
(2) (R) is a structural rule. We have the following cases: (2.1) (R) is (wek). Let the premiss and conclusion of (R) be Γ
We have the following cases:
Hence γ i1 , . . . , γ im , ⊤, . . . , ⊤, γ l1 , . . . , γ ls are required T -interpolants.
(2.2) (R) is (ctr). Let the premiss and conclusion of (R) be Γ ′ [Σ, Σ] ⇒ T ψ and Γ ′ [Σ] ⇒ T ψ respectively. If Σ is not a subtree of ∆ i for all 1 ≤ i ≤ n, the proof is similar to the Case 1 of (2.1). If Σ is a subtree of ∆ i for some 1 ≤ i ≤ n, the proof is similar to the Case 2 of (2.1).
(3) (R) is a connective rule. If (R) is a right connective rule, we get required interpolants by induction hypothesis and the rule (R). For example, let (R) be (∧R). Let ψ = ψ 1 ∧ ψ 2 and the premisses of (R) be
The remaining cases of a right connective rule is shown similarly. Now assume that (R) is a left connective rule. We have the following cases: (3.1) (R) is (∧L). Let the premiss and conclusion of (R) be Γ
In each cases, we get required T -interpolants by induction hypothesis and the rule (∧L). For example, let the premiss of (R) be
(3.2) (R) is (∨L). We have the following cases: Case 1. ϕ 1 ∨ ϕ 2 is not contained in ∆ i for all 1 ≤ i ≤ n. The premisses of (R) are
By induction hypothesis, there are interpolants γ i and γ
we get required T -interpolants by induction hypothesis and the rule (→L). The case that Σ, ϕ 1 → ϕ 2 is contained in ∆ i for some 1 ≤ i ≤ n is shown similarly.
(R) is a modal rule. We have the following cases: (4.1) (R) is (✸L). Let the premiss and conclusion of (R) be
If ✸ϕ is not contained in ∆ i for all 1 ≤ i ≤ n, we get required T -interpolants by induction hypothesis and (✸L). Assume that ✸ϕ is contained in ∆ i for some 1 ≤ i ≤ n.
Let the premiss and conclusion of (R) be
we get required T -interpolants by induction hypothesis and (✸R). If
ϕ is not a subtree of ∆ i for all 1 ≤ i ≤ n, we get required T -interpolants by induction hypothesis and ( L). The case that ϕ is a subtree of ∆ i for some 1 ≤ i ≤ n is similar. Assume that ∆ i = ϕ for some 1 ≤ i ≤ n. Then ϕ is a T -interpolant for ∆ i , and other required T -interpolants are obtained by induction hypothesis. Then we obtain the finite model property of the tense logic Kt 3 2 and the modal logic K 3 2 . Our construction starts from groupoids (cf. e.g. [5, 9] ). A groupoid is an algebra (W, •) where W is a nonempty set and • is a binary operator on W . A groupoid with a unary operator is an algebra (W, •, f ) where (W, •) is a groupoid and f : W → W is a unary operator on W . (C7) C(X) ⊆ C(C(X) ⊙ C(X)).
(C8) ✸ 3 C(X) ⊆ C(✸ 2 X).
An element X ∈ P(W ) is closed if X = C(X). Let C(S + ) = {X ∈ P(W ) | X = C(X)}.
Let T be a non-empty set of tense formulas. Let T S be the set of all T -structures. The algebra S T = (T S , •, f ) is defined as follows:
Γ • ∆ = (Γ, ∆) and f (Γ) = Γ .
Clearly S T is a groupoid with a unary operator on T S . As in Definition 6.1, we have the algebra S + T = (P(T S ), ⊙, ∪, ∩, →, T S , ∅, ✸, ). (1) and (2) follow from the definition of C T immediately. For (3), assume that ∆ ∈ ϕ and ϕ ⊆ Γ[−], ψ ∈ B(T ). Then ∆ ∈ Γ[−], ψ . Hence ∆ ∈ C T ( ϕ ). Conversely, assume that ∆ ∈ C T ( ϕ ). Since ϕ ⊆ ϕ ∈ B(T ), we have ∆ ∈ ϕ . Lemma 6.12. For any X, Y ∈ P(T S ), the following hold:
(1) X ⊆ C T (X). (6) By (4), it suffices to show that (i) ⊥ ⊙ C T (X) ⊆ ⊥ and (ii) C T (X) ⊙ ⊥ ⊆ ⊥ . For (i), suppose that (∆ 1 , ∆ 2 ) ∈ ⊥ ⊙ C T (X). Then ∆ 1 ∈ ⊥ . Hence Gt 
