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SUMMARY AND INTRODUCTION 
This tract deals with the approximation theoretic a
spects of summation 
methods for expansions in terms of Jacobi polynomi
als R(a,B)(cos 0). By 
n 
studying Jacobi polynomials a broad class of orthog
onal polynomials is cov-
ered including Chebyshev polynomials (a=B=-~), Legendre p
olynomials (a=B=O) 
and Gegenbauer or ultraspherical polynomials (a=B). For certai
n discrete 
values of a and B the Jacobi polynomials can be interpret
ed as spherical 
functions on compact symmetric spaces of rank (Gangolli [25]
). Especially, 
if a = B = (n-3)/2 the Jacobi polynomials are zonal spherical 
harmonics on 
the unit sphere in Rn. When a function f is expande
d in terms of Jacobi po-
lynomials many summation methods for this Fourier-J
acobi series may be con-
sidered as approximation processes for the function
 f. The main object of 
this tract is to investigate the order of approxim
ation of these processes 
and to characterize the functions which allow a ce
rtain order of approxima-
tion. Many of these processes exhibit the phenomeno
n of saturation, which is 
equivalent to the existence of an optimal order of 
approximation (the satu-
ration order). For the summation methods treated in this tract
 the satura-
tion order and the saturation class, that is the c
lass of functions which 
can be approximated with the optimal order, are der
ived. 
In recent years much progress has been made separa
tely in both subjects 
combined in this tract, in Jacobi series as well as
 in approximation theory. 
The joint work of Askey and Wainger led to the discovery of convo
lution 
structures which give rise to Banach algebras for J
acobi series [5] and 
their duals, Jacobi coefficients [6]. Gasper [26 until 28, 3
] determined the 
exact regions in the (a,B) plane, where these Banach algebras 
can be defined 
and where the generalized translation operator or i
ts dual, which are used 
in the definition of the convolution, are positive 
operators. The convolu-
tion structure for Jacobi series is one of the bas
ic tools in the present 
investigation. It will be used here only in the ca
se, where the generalized 
translation operator is positive, that is if a.::_ B and e
ither B .::_ -~ or 
a + B .::_ O. However, most of the results dealt with in t
his work can easily 
be carried over to the case, where a weaker condit
ion, uniform boundedness 
instead of positivity, is required for the generali
zed translation operator, 
that is if a.::_ B, a+ B.::_ -1. Only at a few places
 the positivity is essen-
tial. But the author has restricted his considerati
ons in order to keep the 
formulas as simple as possible, while all the inter
esting special cases are 
still covered. A survey of well-known facts on Jaco
bi polynomials and se-
ii 
ries is given in the first sections of chapter I. The convolution structure 
for Jacobi series is dealt with in section 1.4. Section 1.5 is devoted to a 
special class of Jacobi series. A more general class has been considered by 
the author in [8], but for the applications in this tract the easier class 
treated in section 1.5 suffices. 
In approximation theory the concept of saturation has been introduced 
by Favard in 1947 (cf. [24]). During the following years many authors con-
tributed to the subject and general methods were developed for determining 
the saturation classes of families of convolution operators on the real 
line, on the unit circle in the plane, on the n-dimensional unit sphere, on 
the Euclidean n-dimensional space, the n-dimensional torus, etc. For histor-
ical details the reader is referred to [18], section 12.6. Methods due to 
Peetre [39] of constructing intermediate spaces between two Banach spaces 
turned out to be a useful framework for characterizing saturation classes 
and classes of non-optimal approximation. For semi-groups of operators on 
Banach spaces Butzer and Berens used this setting in [16], while more gener-
al families of operators on Banach spaces were considered with these inter-
mediate spaces in Berens [12], Butzer and Scherer [20] and in a number of 
papers. In concrete cases as are dealt with in this investigation, these 
general results on approximation processes on Banach spaces are quite use-
ful. They indicate which particular inequalities or limit relations for the 
approximation processes in question are sufficient in order to draw conclu-
sions about their saturation class and classes of non-optimal approximation. 
The theorems on approximation processes on Banach spaces, necessary for use 
in this tract are stated in chapter II. For the proofs the reader is refer-
red to [12], [16], [20], [21]. 
In the first section of chapter III kernels and approximation kernels 
are introduced. If X is written for a member of a class of function spaces, 
which become Banach spaces by choosing suitable norms, the convolution of a 
function f E X with an approximation kernel furnishes an approximation pro-
cess for fin the X norm. Next, summation methods for Jacobi series are de-
fined and with each s.ummation method a kernel is associated. If this kernel 
happens to be an approximation kernel then the Fourier-Jacobi series of a 
function f E X, summed up by means of this method, converges to f in the X 
norm. This is the case for many classical summation methods. 
The main part of chapter IV consists in proving theorems of the Jacks.on 
and the Bernstein type, which relate the smoothness of the function and the 
iii 
order of best approximation by polynomials to each other. T
he smoothness 
here is introduced by means of the modulus of continuity d
efined with re-
spect to the generalized translation. If the space of conti
nuous functions 
endowed with the supremum norm is considered, the Lipschitz
 classes defined 
with respect to this modulus of continuity turn out to be 
equivalent with 
the Lipschitz classes defined with respect to the ordinary
 symmetric modulus 
of continuity. 
In chapter V the author investigates a number of more or le
ss classical 
summation methods and characterizes the functions which all
ow a certain or-
der of approximation by these processes. The methods of pro
of used in this 
chapter are indicated by the general theory on approximatio
n processes on 
Banach spaces, stated in chapter II. 
Processes generated by the convolution of a function f € X
 with a posi-
tive kernel are considered in chapter VI. If positivity of
 the kernel is 
assumed the conditions for norm convergence can be relieve
d considerably. On 
the other hand, the order of approximation by positive poly
nomial kernels is 
usually limited for non-constant functions. In section 6.3 a saturat
ion the-
orem is given for processes generated by positive kernels, 
which satisfy a 
certain condition on the Fourier-Jacobi coefficients. By m
eans of this theo-
rem the saturation class and the saturation order of some 
kernels are deter-
mined in section 6.4. 
Finally, certain classes of functions which were used in th
e preceding 
chapters are characterized in chapter VII. 
Most of the results obtained in this tract were known for 
Fourier 
cosine series (a=S=-~). However, at many places the way to generali
ze was 
not at all obvious, since many specific facts for cosines,
 used in the clas-
sical proofs, do not go over to Jacobi polynomials. Also, 
in [13] some re-
sults are proven for Laplace series, which include ultrasp
herical series 
(a=S). But the investigations there are restricted to the saturation of 
the 
summation methods. In the present work the author has succ
eeded in charac-
terizing almost all the classes of functions which arise 
as classes of opti-
mal or non-optimal approximation for the summation methods
 under considera-
tion in terms of the modulus of continuity of the function
s. 
iv 
NOTATIONS 
Let g(x) be defined and postive on [a,b], let f(x) be any function de-
fined on [a,b] and x0 be an element of [a,b]. Then we mean by the notation 
f(x) = O(g(x)), (x+x0), that there exists a positive constant M such that 
lf(x)I < M gw-
in a neighbourhood of x0 and by f(x) o(g(x)), (x+x0), that 
1 . !.W. im (x) = 0. 
x+x g 
0 
If we write f(x) ~ g(x), (x+x0), we mean that there exist two positive con-
stants M1 and M2 such that in a neighbourhood of x0 
M1 g(x) 2_ f(x) .'.:.. M2 g(x) . 
We write f(x) :. g(x), (x+x0), if 
lim f((x)) = 1 . 
x+x g x 
0 
For two Banach spaces X and Y we write X ,::::;; Y, if the spaces are equal and 
have equivalent norms. If we put Y c X we mean a continuous embedding of Y 
in X. By R we denote the set of real numbers; for the real numbers > Owe 
write R+. Let Z be the set of all integers, P the set of all nonnegative 
integers and z+ the set of all natural numbers 1, 2, •.•• By A we mean 
either R+ or z+. 
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CHAPTER I JACOBI SERIES 
The purpose of this chapter is to state the f
acts about Jacobi polyno-
mials and Jacobi series which are needed in th
e following chapters. For the 
proofs of the formulas stated in the first tw
o sections the reader: is refer-
red to Szego's book [46]. Section 1.1 contains a numb
er of formulas whereas 
in section 1.2 estimates are mentioned. The e
xpansion of functions and fi-
nite measures in Jacobi series is treated in 
section 1.3. The next section 
deals with the generalized translation operat
or and the convolution struc-
ture for Jacobi series, which play a crucial 
role in this tract. In section 
1.5 a special class of Jacobi series is studie
d. Theorem 1.5.4 is essential 
for the proof of the theorems concerning frac
tional integration and differ-
entiation stated in section 5.5 and proved in 
Bavinck [8], section 5. The 
author has preferred to present these rather 
technical investigations at 
this stage of the tract, although some result
s on the Abel-Poisson summation 
method, treated in section 3,3, are needed. 
1.1. FORMULAS 
By P(a,S)(x) we denote the Jacobi polynomial of degree n
 and order 
n 
(a,S), defined by 
(1.1.1) 
The polynomials in cos 6 
R(a,S)(cos e) 
n 
P(a,S)(cos e) 
n n E P, 
are orthogonal on [O,n] with respect to the weight fu
nction 
(1.1.2) (a,S)(e) ( . 6)2a+1
( e)2S+1 
p = sin 2 cos 2 
and normalized to be 1 at e 0. Hence, 
(1.1.3) 
where c5 n,m 1 if
 n m and c5 n,m 0 i
f n >' m, and 
2 
(1.1.4) (2n+a+S+1)r(n+a+S+1)r(n+a+1) 
r(n+S+1)r(n+1)r(a+1)r(a+1) 
For large n we have w(a,S) ~ n2a+1. 
Also, R(a,S)(cosne) satisfies the differential equation 
n 
(1.1.5) 
= n(n+a+S+1) R(a,S)(cos e). 
n 
Occasionally, we shall use the notation 
(1.1.6) 
and 
(1.1.7) An= n(n+a+S+1) . 
For R(a,S)(cos 6) we have the following representation as a hypergeo-
n 
metric function: 
(1.1.8) ( . 2 e) 2F1 -n,n+a+S+1;a+1;s1n 2 
~ k r(n+k+a+S+1)r(n+1)r(a+1) . 2k e 
= k~0(- 1 ) r(n-k+1)f(n+a+S+1)f(k+a+1)r(k+1) in 2· 
An easy consequence of (1.1.8) is the useful differentiation formula 
(1.1.9) n(n+a+S+1) Rn(a_+11,S+1)(x). 2(a+1) 
We shall need the Christoffel-Darboux formula for Jacobi polynomials. 
In a special case it can be written in the form 
(1.1.10) D(a,S)(x) d~f I w(a,S)~a,S)(x) 
n k=O k 
a+1 w(a+1,S)R(a+1,S)(x). 
2n+a+S+2 n 
1.2. ESTIMATES 
It is derived in Szego [46J, section 7,32, that for a .::_max(S,-~) 
(1.2.1) sup 
0<6<11 
and the following relation holds uniformly in 
any compact subinterval of 
(0,11) ([46], (7.32.5)): 
( 1.2.2) 
An important asymptotic formula is Hilb's formula
 ([46], (8.21.17)), which 
is valid uniformly for O .:_ e .:_ 11-E: 
( 1.2.3) (sin ~)a(cos !)$ R~a,S)(cos e) = N-a r(a+1)(~)~ J (Ne) sin a 
+ j 0lo(n -3/2-a), -1 < e 2_ 11-E, n -r oo·, en -
ea+2o( 1) 0 < e < 
-1 
n -->- oo' en 
where N = n+~(a+$+1) and J (z) denotes the Bessel functio
n of order a. 
a 
We now prove the following inequalities, whic
h we shall use in chapter 
VI: 
( 1.2.4) - R(a,S)(cos e) < n(n
+a+$+1) sin2 e 
n - a+1 2 
( 1.2.5) n(n+a+$+1) sin
2 
.@_ < 1 - R(a,$)(cos e) 
ea a+1 2 - n 
where c ER+ is suitably chosen and O < E < 4
/(2n+a+$+2). 
a 
By the mean-value theorem and formula (1.1.9) we obtain 
0<6.:_11, 
0<62_E, 
( 1.2.6) 1 _ R(a,S)(cos e)
 _ n(n+a+$+1) . 2 e R(a+1,$+1)( -) 
n - a+1 sin 2 n-l cos e , 
0 < e < e. 
Formula ( 1. 2. 4) is a direct consequence of ( 1 . 2. 6) and (
 1. 2. 1) . For the 
proof of (1.2.5) we use (1.2.3). The power series expans
ion of (~)-a Ja(z) 
has terms which have alternating signs and are
 monotonically decreasing for 
real z, 0 < z < 2. Hence, for N + oo 
3 
4 
R(a+1,S+1)( e) ( )(2 )a+1 ( ) + 620(l) n-l cos ~ r a+2 Ne J a+l NS -1 0 < 6 < 2N , 
l.!!L 2 ~ 1 - 4 (a+2 ) + e 0(1) 
( 1.2. 7) > a+1 _ O(N-2) 
a+2 · 
The inequality (1.2.5) follows from (1.2.6) and (1.2.7) for n ~n0 . On the 
other hand, the constant c can be chosen such that (1.2.5) remains valid Cl 
for 0 2. n 2. no. 
We shall also need the following estimate, which can be derived from 
(1.2.1), (1.2.2) and (1.2.3) in a way similar to Szego [46], (7,34.1): 
( 1.2.8) 
n-2a-2µ-2 
n-2a-2µ-2 log n 
-p/2-ap-Ap 
n 
with A ~ O, µ ~ O, 1 2. p < 00 , a+A ~ S, n + oo. 
1.3. EXPANSIONS IN TERM3 OF JACOBI POLYNOMIALS 
pA > (2-p)a+2µ+2-p/2 
(2-p)a+2µ+2-p/2 
pA < (2-p)a+2µ+2-p/2 
In this tract we shall be concerned with the summation of the Jacobi 
series which are associated with functions belonging to certain spaces of 
functions on [-1,1]. By C we denote the space of continuous functions, 1 00 is 
written for the essentially bounded functions and the LP spaces are intro-
duced with respect to the weight function (1.1.2) with x =cos 6. We call M 
the space of all regular finite Borel measures on [-1,1]. The spaces C, 
Lp (12J>2.00 ) and Mare Banach spaces if they are endowed with the following 
norms 
sup I f(cos e) I, 
0<6<7T 
cf: if(cos e)IP P(a,S)(e)deJ 11P, 
jjfjj 00 = ess sup lf(cos e)I, 
0<6<7T 
I dµ(cos e) 1. 
With an element of one of the spaces C o
r Lp (12Ji~00 ) we associate 
an expansion in terms of Jacobi polynomi
als, the so-called Fourier-Jacobi 
expansion 
"" 
(1.3.1) f(cos e) I 
n=O 
where w(a,S) is defined by (1.1.4) and 
n 
(1.3.2) 
n E P. 
The numbers /'(n) are called the Fourier-Jacobi co
efficients of f. 
With a measure µ E M we associate the Ja
cobi-Stieltjes expansion 
( 1.3.3) 
where 
( 1.3.4) 
"" 
dµ(cos e) ~ I 
n=O 
µv(n) = f7T R(a,S)(cos e) dµ(cos 8), 
O n 
n € P. 
5 
The numbers µv(n) are called the Jacobi-Stieltjes co
efficients ofµ. The ex-
pansions (1.3.1) and (1.3.3) are only formal expa
nsions, which need not to 
converge. In chapter III we shall direct 
our attention to the norm conver-
gence of these series and general method
s will be investigated for the sum-
mation. 
1.4. CONVOLUTION STRUCTURE 
One of the main tools in this tract is th
e convolution structure for 
Jacobi series. In the case of ultraspher
ical polynomials (a=S) there is an 
old addition formula due to Gegenbauer [29], wh
ich gives rise to a type of 
convolution, introduced by Gelfand [30] and Boc
hner [14]. Later Gangolli 
[25] discovered a convolution of this type for J
acobi series with these 
values of a and S, for which the Jacobi 
polynomials can be interpreted as 
6 
spherical functions. For general Jacobi series (a.?:Jl~-~) the convolution 
structure was found by Askey and Wainger [5], who used asymptotic formulas 
for Jacobi polynomials to prove the uniform boundedness of the generalized 
translation operator Tep. This operator maps a function f belonging to one of 
the spaces C or Lp (1_3J.::_00 ) and with Fourier-Jacobi expansion (1.3.1) into 
(1.4.1) Tep f(cos 9) ~ I 
n=O 
f A(n)w(a,S)R(a,S)(cos 9) R(a,S)( ~) cos '¥ • n n n 
It was pointed out by Gasper [27] that the operator Tep is a positive opera-
tor, that is if f(cos 9) ~ 0 almost everywhere on [0,7r] then T<P f(cos 9) ~ 0 
almost everywhere on [0,7f],By the orthogonality of the polynomials R(a,S)(x) 
n 
and the positivity of the operator it follows that Tep has operator norm 1. 
Gasper gave an explicit formula for R(a,S)(cos 9) R(a,S)(cos ep) as an inte-
n n 
gral with Bessel functions, from which resulted the positivity of the opera-
tor T . Recently, Koornwinder [34] has discovered the generalization to Ja-
cobi polynomials of Gegenbauer's addition formula for ultraspherical poly-
nomials by means of group theoretical considerations. His formula enables us 
to write the generalized translation Tep f in the form 
1 J1 f 7f e .t e 1 ·w 2 Tep f(cos 9) = -- f(2lcos 2 cos 2 +sin 2 sin 2 rei I -1)dµa 8 , µa,S r=O w=O ' 
where 
(a>S>-~). 
From this representation the positivity of the operator Tep is obvious. 
Finally, Gasper showed in [28], that the operator Tep is uniformly bounded if 
and only if a~ S, a+S ~ -1. Moreover, he proved that Tep is a positive oper-
ator if and only if a ~ S and either S ~ -~ or a+S ~ 0. In the rest of this 
tract we shall always assume a~ S and either S ~ -~ or a+S > 0. 
Hence, we have 
( 1.4.2) I /Tep f(·JI I.::. I if(·l/ I 
and by the Banach-Steinhaus theorem (Hille-Phillips [32], p. 41) we may also 
conclude that 
(1.4.3) 11 T f(.) - f(.) 11 
ep 0 
since (1.4.3) holds for polynomials and the polynomials are dense in the
 
spaces C and Lp ( 1~<oo). 
a = e 
a+e = 0 
a+e = -1 
-1 
region where T~ is bounded 
region where T~ is uniformly bounded but not positive. 
1 
Following Askey and Wainger [5] we define for f 1,f2 
EL the convolu-
tion f 1 * f 2 by 
(1.4.4) 
This convolution has the following properties (see Askey and W
ainger [5]). 
i) 
ii) 
iii) 
A A A (f1*f2 ) (n) = f 1(n) f 2 (n) 
iv) If g E Lp (1~~00 ), then f 1*g E Lp and llf1*gllp ~ llfll 1llgjjp. 
1 
By F. Riesz 's representation theorem the space M is
 the dual space of C. 
We use this fact to give an implicit definition of
 the convolution of mea-
sures. Suppose µ,v E M and f E C. Then the map 
f + f 110 f11o T~ f(cos e)dµ(cos 0)dv(cos ~) 
8 
defines a bounded linear functional on C and thus there exists a unique 
measure µ * v such that 
I: f(cos e)d(µ*v)(cos e) =I: I: T~ f(cos e)dµ(cos e)dv(cos ~). 
The following properties are easily verified: 
i) µ1 * µ2 = µ2 * µ1 
ii) µ1 * (µ2*µ3) (µ1*µ2) * µ3 
iii) v v v (µ1*µ2) (n) = µ1(n)µ2(n) 
iv) 11 µ 1 * µ211 M 2 11µ1 11 M 11 µ211 M 
There is an obvious embedding of 1 1 into M, namely f + mf' where 
dmf = f(cos e) p(a,S)(e)de. The space 1 1 consists of all the measures which 
are absolutely continuous with respect to p(a,S)(e)de. The convolution de-
fined for 1 1 coincides with the convolution defined for M restricted to the 
absolutely continuous measures. In fact, 
If f E 1P (1.::Ji200 ) andµ E M we define f * µby 
(1.4.5) (f*µ)(cos e) =I: T~ f(cos e)dµ(cos ~). 
It follows that mf*µ = mf*µ and that f*µ E 1P satisfying 
Rema:l'k. By using the well-known relation (Szego [46], (4.1.3)) 
an analogous Banach algebra can be obtained in the case S > a and either 
a 2:_ -~ or a+S 2:_ O, if one considers the polynomials 
P(a,B)(cos a) 
s (a' 8) (cos a) = _n__,..--.---
n p(a,8)(-1) 
n 
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and defines the generalized translation and the con
volution. in a way similar 
to (1.4.2) and (1.4.4). 
1.5. A SPECIAL CLASS OF JACOBI SERIES 
In Bavinck [8] Jacobi series of the form 
(1.5.1) 
are studied, where y € R+ and b(n) is a slowly varying functio
n, such as a 
power of log n. For the applications in this tract
 we only need the results 
in the case b(n) = 1 for all n € z+. In this much easier case 
we shall treat 
this class of Jacobi series here. For trigonometric
 series of the form 
(1.5.1), the case a= S =-~,we refer to Zygmund [51], eh. V. Askey and
 
Wainger [4] have investigated ultraspherical series (a=B) of t
his type. 
One of the main techniques we use is summation by p
arts. We have the 
following lemma. 
1.5.1. Lemma. Let a(n) be a function defined on z+ and let th
ere exist an 
e > 0 such that a(n) = O(e-en) as n + 00 • Let 
Then 
( 1.5.2) 
00 
H(cos a) = l a(n)w~a,B)R~a,B)(cos a). 
n=1 
00 
H(cos 0) = l 
n=1 
(a(n)-a(n+1)) (a+1) w(a+l,B)R(a+l,B)(cos a). {2n+a+8+2) n n 
Praoof. We first take the sum 
By (1.1.10) SUllllllation by parts yields 
10 
N-1 (a+1) l (a(n)-a(n+1)) (2n+a+l3+2 ) 
n=1 
+. a(N) (a+1) (a+1 ,i3)R(a+1 ,13) ( e) (2N+a+13+2) wN -N cos · 
Relation (1.5.2) follows by taking the limit as N + 00 , since w~a+ 1 ,l3) does 
not grow faster than a polynomial in N and l~a+ 1 • 13 )(cos e)! is bounded by 
(see ( 1. 1. 4) and ( 1. 2. 1 ) ) . 
In the case y >a+~ and b(n) = 1, the behaviour of the series (1.5.1) 
is described in the following lemma. 
1.5.2. Lemma. Let y > a + ~· Then the series 
(1.5.3) 
converges absolutely and uniformly in any compact subinterval of ( 0, 1T). If 
we call F(cos e) the sum of (1.5.3), then F(cos 6) is continuous for 
o < e < 1T and 
(1.5.4) F(cos El) " 
r(a+1-fl 
r(f)r(a+1) 
(sin ~) y-2a-2 
2 
Proof. The fact that (1.5.3) converges uniformly and absolutely in any com-
pact subinterval of (0,1T) follows from (1.1.4) and (1.2.2). This implies the 
continuity of F(cos 6) for 0 < 6 < 1T. Moreover, the following formula is 
easily derived from (1.1.1) (cf. Szego [46], (9.3.11): 
r(a+1-1.) 
(1.5.5) ----=2- (sin .!1_)y-2a-2 
r(f)r(a+1) 2 
00 r(n+l3+1)r(n+a+1-1.2 ) ( ) ( ) l ------- w a,l3 R a,l3 (cos e) 
n=O r(n+a+1)r(n+l3+f+1l n n 
For any positive j there exists a set of numbers µk (k=1,2, ... ,j) such that 
r(n+l3+1)r(n+a+1-fl 1 j 
=-+ l µk 
r(n+a+1)r(n+13+}+1l ny k=1 
r(n+l3+1 )r(n+a-.tli-1) . · 1 
-------"-2__ ( -y-J-) +k + 0 n r(n+a+1)r(n+l3~1) 
as n + oo, If we choose j > 2a-'Y+1 the Jacobi series with the coefficients 
O(n-y-j-1) converges absolutely and hence (1.5.4) follows from (1.5.5). 
1.5.J. Lemma. Let F (cos El) be given by 
E 
F (cos 6) E: 
Then for v € z+ we may write 
F~(cos 6) = M (cos 6) + E1 (cos 6) + E2 (cos 6), 
~ E: 'E: 'E: 
where 
(1.5.6) 
(1.5.7) E1 (cos 6) 
'E: 
r (a+v+1) r(frv) 
r(a+1 )r(~) 
v 
I j=1 
(v) 
c. 
J 
00 
I 
n=1 
I 
n=1 
( a+v ,S )R(a+v ,S) ( 
w cos 
n n 
-rn j -y-2v+j 
e e: n 
(a+v,S)R(a+v,S)( 
w cos 
n n 
6) ' 
6) ' 
(1.5.8) E2 (cos 6) 
,e: 
~ ~ ~ (v) -E:n j -y-2v+j-1-k 
l l l d. k e e: n j=O k=O n=1 J' ,n 
(a+v,S)R(a+v,S)( 
. w cos 
n n 
6). 
Here c~v) and d~v) belong to R. Moreover, ld~vk) I < M(v), where M(v) is J J ,k ,n J, ,n 
only dependent on v. 
Proof. We apply v times lemma 1.5.1, using the mean-value 
theorem to re-
place the differences by derivatives and no
ting that 
(1.5.9) I 1 _ .LI < a+s+22 . 2n+a+S+2 2n - 4n 
We then obtain 
(1.5.10) F (cos 6) - (-1)v r(a+v+
1) l 
e: - 2v r(a+1) n=l 
11 
( a+v 'S) R ( a+v 'S) ( . 6) + E2 (cos 6) • 
wn n cos ,e
: 
The error term E2 (cos 6) can be written in the form
 (1.5.8). The summation 
,E: 
over the variable k is due to the right-hand
 side in (1.5.9) whereas the 
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summation over j accounts for the error made by replacing differences by 
derivatives, since 
v 
V ( -y -En) d ( -y -Et Jj ~ n e = ~- t e 
dtv t=n+ev 
o < e < 1 
v v+1 
= L(t-Ye-Et)j + 8v _d __ (t-ye-Et)j ' 
v v+1 dt t=n dt t=n+e 1 v 
The main term M (cos e) arises from ta.king derivatives only on powers oft E 
in (1.5.10). E 1(cos e) consists of the remaining terms. 
E' 
1.5.4. Theorem. Let y ER be such that y < 2a + 2 and y ~ O, -2, -4, ••.. 
For E > 0 we define 
F (cos 6) 
E 
Then, for e ~ 0 
I 
n=1 
-y -En (a,S)R(a,S)( n e w cos 
n n 
F(cos 8) = lim+ FE(cos 8) 
E+O 
8) • 
exists in the pointwise sense. Also, F(cos e) is continuous on 0 < 8 < TI and 
r(a+1-~) 
r(~)r(a+1) 
Finally, if y > 0 then F( cos 6) E L 1 and 
(1.5.11) F(cos 8) (sin ~)y-2a-2 2 
F(cos e) I 
n=1 
Proof. We choose v E z+ so large that y + v > Cl + ~ and we apply lemma 
1.5.3. It follows immediately from (1.2.2) that the series ME(cos 8), de~ 
fined in (1.5.6) converges uniformly in any closed subinterval of (0,TI). 
M (cos e) with E = 0 is a series of the type treated in lemma 1.5.2. Since E 
the Abel-Poisson means (see section 3.3) define a summation process which 
converges uniformly to the sum of the series, whenever it exists and is con-
tinuous (this can be proved by an argument similar to theorem 3.1.4), we 
find that M0(cos 8) = lim+ ME(cos e) exists and is continuous on O < e < TI. 
E+O 
Moreover, by (1.5.4) we have 
r(o:+1-~) 
r(~)r(a+1) 
(sin ~)y-20:-2 
2 
We now investigate E1 (cos 6), defined by (1.5.7). App
lication of 
,£ 
(1.2.2) and the obvious estimate 
(1.5.12) J• -En 
( -j 
£ e = 0 n ) 
yields 
( ) -o:-v-~ )-s-~ o( ~ , E1 cos e = £6 (TI-8 l l 
,£ 
j=1 n=1 
-y+o:-v+3/2) 
n . 
Thus E1 (cos 8) converges uniformly in any 
closed subinterval of (0,TI). 
,£ 
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Moreover, we see that for 0 < 8 < TI, the func
tion E 1 (cos 6) tends to zero 
,£ 
as £ + o+. 
Finally, we consider E2 (cos 8). Since E2 (cos 8) cont
ains terms 
,£ ,£ 
similar to those of M (cos 8) and E1 (cos e), except that the ex
ponent of 
£ ,£ 
n may be lower, we may apply a reasoning simi
lar to that in the previous 
terms. We find, that E2 (cos 8j is a series which converge
s uniformly in 
,£ 
any closed subinterval of (0,TI). Also, we find that 
+ 
exists and is continuous for 0 < 8 < TI. Furthe
rmore, as 8 + 0 , 
( ) ( y-2o:-2) E2 ,0 cos e = o 8 . 
We now examine the behaviour of F(cos e) near 8 = TI. It s
uffices to 
show that F (cos e) converges uniformly to F(cos 8) as £ 
+ O+ for 8 suffi-
£ 
ciently close to TI. For 8 = n the convergence
 follows from theorem 7 of 
TI 
Wainger [50], with x = 2· We use the Bateman integral (see 
Askey and Fitch 
[2], formula 3.4) 
P(o:,S) (x) 
( 1+x)S n = r(S+1) 
P(a,S)(-1) r(~)r(s+~) 
n 
2 2 
or, writing x = 2u -1, y 2z -1, 
r 
-1 
P(o:+S+~,-~)(y) 
n 
p ( o:+S+2 ,-::?J (-1) 
n 
14 
28 
u P(a,8) (2u2 _1) = .....,.__,~2....-.......... 
r(n+8+1) n r(8+~)r(n+~) 
Thus, by applying Szego [46], (4.1.5), 
2u-28r(n+8+1)r(n+a+8~)r(2n+1) 
r(8+~)r(n+~)r(2n+a+8~)r(n+1) 
• I: p~:+8+~,a+8+~)(z)(u2-z2)8-~ dz. 
2 We investigate FE(cos 0) near 0 = n. If we put cos 0 = 2u -1, we have to 
study F (2u2-1) with u in the neighbourhood of O. A:rter some calculations we 
£ 
obtain 
( \ -en -y (a+8+~,a+8+~)R(a+8+~,a+8+~)( ))d L e n w2n 2n z z. 
n=1 
In the first part of this theorem we have shown that t~e series in the inte-
grand converges uniformly in any closed subinterval of· (-1, 1) and that its 
lim+ exists and is continuous. Indeed, if }:a R(a,a)(x) and J:a R(a,a)(-x) are 
£+0 nn nn 
continuous functions of x near x = O, then so is their sum J:a2 R(a,a)(x), n n 
which is a series of the kind used in the integrand. By the dominated con-
vergence theorem, F (2u2-1) converges pointwise to a limit as £ ~ O+, at 
£ 
least if u is sufficiently small. Moreover, 
2 28 Ju 2 2 8 1 F(2u -1) = O(u- 0 c(z)(u -z ) -~ dz) 
where c(z) is continuous near z = o. And the convergence is uniform, since 
This implies that F(cos e) is continuous near e = n. 
Let us now assume y > 0. We apply lemma 1.5.3 with v € z+ such that 
v >a+~· We combine (1.5.6), (1.5,7) and (1.5.8) using (1.5.12). to the 
15 
following estimate 
00 
JF (cos e)J < c I n-y+2a+l JR(a+v,S)(cos e)J. 
£ - v n=1 n 
Application of (1.2.8) with p = 1, A v andµ O 
yields 
JF (cos e)J p a,S (B)dB < K. JTIO ( ) £ 
* 
K does not depend on £. By the weak compa
ctness of a closed sphere in M 
we may conclude that there is a sequence £.
 
1. 
+ o+ as i + 00 , and a measure 
µ e: M such that for each g e: c 
lim JTI g(cos B) F (cos B)p(a,S)(B)dB = JTI g(cos B)dµ
(cos B). 
i+«> 0 Ei 0 
But in a preceding part we have shown that 
F (cos B) converges uniformly to £. 
1. 
F(cos B) in any compact subinterval of (O,TI]. This implies
 that the singular 
part of µ is concentrated at O and therefor
e is a Dirac o-measure at 0. We 
wish to show that µ is absolutely continuou
s. Let µ = µa+µs' where µa is 
absolutely continuous and µs is a Dirac o-m
easure at 0. We have for h suffi-
ciently small 
I J710 R (a' 8 ) (cos e) dµ (cos e) I < J h/n I R (a' 8) (cos e) J I dµ (co
s e) I 
n a - 0 n 
a 
+ J71 I R (a' 8 ) (cos e) I I dµ (cos e) I 
h/n n a 
0 ( 1 ) (n+«>). 
By (1.2.1) it follows that, if µsis not zero 
J71 R(a,S)(cos B)dµ (cos B) ~ o(1) 0 n s 
(n+«>). 
On the other hand 
R a,S (cos B)dµ(cos B) f 710 ( ) n 
-y 
n • 
This is a contradiction unless µs is zero. 
The Radon-Nikodym theorem en-
16 
sures us that there exists a unique function G(cos 8) € 1 1 such that 
G(cos 8)p(a,S)(8)d8 = dµ(cos 8). 
By corollary 3.3.2 we may conclude that 
G(cos 8) lim+ F (cos 8) 
e:+() e: F(cos 8) almost everywhere. 
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CHAPTER II APPROXIMATION PROCESSES ON BANA
CH SPACES 
In this chapter we quote the main results on 
approximation processes on 
Banach spaces treated in Butzer and Berens [16], Beren
s [12] and Butzer and 
Scherer [20]. We first give a short summary of the K-m
ethod developed by 
Peetre [39] in the theory of interpolation spaces betw
een two Banach spaces. 
We only deal with the special case when one Ba
nach space is a normalized 
Banach subspace of the other. In order to keep
 this chapter as short as pos-
sible we avoid the J-method of interpolation, 
which entails that some of the 
theorems cannot be stated in their most genera
l form. We use the discrete 
K-method introduced in Butzer-Scherer [20] instead of 
the original continu-
ous K-method, since the discrete method is mor
e appropriate for the charac-
terization of the spaces of best approximation
, to which section 2.2 is de-
voted. In the next section the properties of t
he intermediate spaces which 
are related to strong approximation processes 
on Banach spaces are given. 
Then, we treat the direct and inverse theorems
 for strong approximation pro-
cesses in Banach spaces, which have been obtai
ned by Berens [12] (see also 
Butzer-Nessel [18], section 13.4). Finally, results due 
to Hille and Butzer 
(see [16J) are stated for families of operators on Banach
 spaces which de-
fine an equi-bounded semi-group of class (c0). For Dutch 
readers a conve-
nient presentation of the K- and J-method of i
nterpolation and of approxi-
mation processes on Banach spaces may be found
 in [11]. 
2.1. THE DISCRETE K-METHOD OF INTERPOLATION 
2.1.1. Definition. Let X be a Banach space and Let Y be a Banach
 subspace 
of X, which is dense in X and such that for al
l f E Y 
(2.1.1) 
Then we call Y a normalized subspace of X. 
2.1.2. Definition. By l; (1~ct:_00 ) we denote the space of all sequ
ences of 
real or complex numbers a = {a } z+ such that n nE 
00 
la lq n-1}1/q { I ( 1-5.:q<oo), 
n=1 n 
(2.1.2) I !al I q = 
1 I a I (q;,,,oo)' 
* 
sup+ 
nEZ n 
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is finite. 
2.1.3. Definition. Let X be a Banach space and Y be a normalized Banach 
subspace. If for O < t < 00 and for every f E X we consider the function norm 
(2.1.3) K(t;f) K(t;f;X,Y) 
then we denote by (X,Y) 6 ·K' - 00 < 6 < 00 , 
'Cl' 
2_ q_ 2_ 00 , the set of all elements 
f E X such that 
2.1.4. Proposition. For 1 2_ q 2. 00 , 6 < 1 and q_ 
(X,Y) 6 ·K are Banach spaces under the norms 
,q, 
(2.1.4) 
They satisfy the inclusion rela~ion 
y c (X,Y) 6 ·K c X. 
,q, 
1 the spaces 
In all other cases the spaces (X,Y) 6 ·K only contain the zero element. 
,q, 
Moreover, for 1 2_ q 2_ 00 , 6 < O and q = 00 , 6 = O 
(X,Y) 6 ,q;K ;;:;, X. 
The spaces (X,Y) 6 ·K are called spaces of K-interpolation. ,q, 
2.1.5. Proposition. For O < 6' < 6 < 1 the following inclusions hold: 
a) (X,Y) 6 ·K c (X,Y) 6 ·K ,q, ,p' 
b) (X,Y)6 ·K c (X,Y)6 ·K 
,q, ,p' 
The next theorem is usually called the theorem of reiteration. 
2.1.6. Theorem. Let 61, 62 be real numbers satisfying o 2_ 61 < 62 < 1 and 
let x6 . (i=1,2) be Banach spaces such that 
l 
(2.1.5) (X,Y)6.,1;K c x6. c (X,Y)6 ·K 
1 1 i'00 ' 
for i = 1,2 if 61 > 0 and for i = 2 with x6 ,;. x i
f 61 = o. Then for 
1 
0 < 6 1 < 1, 1~q~ 00 and 6 = (1-6 1 )61+6'62 it follows that 
2.2. SPACES OF BEST APPROXIMATION 
The following results on spaces of best approxima
tion are taken from 
Butzer-Scherer [20], eh. 2. 
2.2.1. Definition. 
such that 
+ 
Let X be a Banach space and let Pn (neZ ) be subspaces 
{O} =Pac p1 c P2 ••• c pn c .•• c x. 
We define the best approximation of f E X by elem
ents of Pn by 
(2.2.1) E(P ·f·X) = n • • inf pnePn 
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We denote by -if:6 , ~ < 6 < 00 , 1 ~ q ~ 00 the set of all elements f E X su
ch 
,q 
that 
. 6 q {n E(P ;f;X)} z+ E 1 . 
n nE * 
2. 2. 2. P:roposi tion. For 1 ~ q ~ 00 and all real 6 the spaces -if:6 are Banach ,q 
spaces under the norms 
(2.2.2) I lfllK6 = I lfl Ix+ I ln6E(P ;f;X)l I 
,q n lq 
* 
They satisfy the inclusion relation 
Pn c -if: c X 6,q 
Moreover, for 1 ~ q ~ 00 , 6 < 0 and q = 00 , 6 = 0 
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The spaces -J!6 are called spaces of best approximation. 
,q 
2.2.3. Pzooposition. The following inclusions hold: 
a) -J! c -J! e ,q e ,p (1.::_qs>.::."'» 6>0), 
b) J( c _J( re re ' ' ,q ,p ( 1.::;p, ~"'" e '< e < 1 ) • 
2.2.4. Definition. A Banach space Y, satisfying the inclusion Pn c Y c X, 
n € z+, is said to belong to 
a) the class D~(X), e.::._ O, if for all n € z+ and for f € Y the relation 
(2.2.3) (C independent of n) 
holds; 
b) the class D~(X), 6 .::._ O, if for Pn € Pn' n € z+, the relation 
(2.2.4) (C independent of n) 
holds; 
c) K J the class D6(x) if it belongs to the classes D6(x) and D6(x). 
2. 2. 6. Lemma. + Fore > 0 the Banach space Y, satisf'ying Pn c Y c X, n € Z , 
belongs to 
a) the class D~(X) if and only if 
y c -J! 
e •"" 
b) the class D~(X) if and only if 
~.1 c y 
c) the class n6(x) if and only if 
2.2.6. Theorem. Let Xi be spaces of the classes D6 _(x), i = 1,
2, and 
l. 
62 > 61 ~ o. Then for 0 < 6 1 < 1 and 1 .::. q.::. 00 
(x x ) - ~ 1' 2 6',q;K = 6,q' 
where 
0 = (1-0 1 )0 1+0 1 02 • 
2.3. SPACES OF S-APPROXIMATION 
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2.3.1. Definition. Let the set A be R+ or z+. A family {S } A of ope
rators 
p PE: 
mapping a Banach space X into itself and satisfying
 the properties 
(2.3.1) ii) lim I lspf-fl Ix= o, p-+oo 
f € X, 
iii) for all p,T € A, f € X, 
is called a (commutative) strong approximation process on X. 
2.3.2. Definition. Let {S } A be a strong approximation process on t
he 
p p€ 
Banach space X and let f € X. The expression 
(2.3.2) ws(p;f;X) =sup llS0 f-fllx 
a:::,p 
is called the modulus of s~approximation of f. By X,
 ·S' - 00 < A < 00 , 
. I\ ,q, 
1 .::_ q .::_ 00 , we denote the collection of all elements
 f € X such that 
The spaces Xi\ ·S are called spaces of S-approximat
ion. 
,q, 
2.3.3. Proposition. For i\ > O, 1 .::_ q .::_ 00 the spaces X
 · are normalized i\ ,q;S 
Banach subspaces of X under i.he norms 
(2.3.3) 
. 
A 
llflli\ ·S = llfllx + lln ws(n;f;X)ll 
,q, lq 
* 
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2.3.4. Proposition. For A> A' > O the following inclusions hold: 
a) x c x A,q;S A,p;S 
b) X, Sc X,, p·S , 
I\ ,q; I\ ' ' 
2.4. SATURATION AND NON-OPTIMAL APPROXIMATION 
The concept of saturation has been introduced by Favard [24]. 
2.4.1. Definition. Let {SP,pEA} be a strong approximation process on the 
Banach space X and let ~(p) be a positive non-increasing function on A tend-
ing to zero as p + 00 • Let x0 be a subspace of X. We shall sa;y that the pro-
cess {SP} is saturated with order ~(p) and with trivial subspace x0 if every 
f € X for which 
( p+oo) 
belongs to x0 and if the set 
F(X,S) = {f € X: wS(p;f;X) = O($(p)), p + oo} 
contains at least one element which does not belong to x0 . The set F(X,S) is 
called the saturation or Favard class of the process {SP}. 
Let B be a closed linear operator mapping the Banach space X into it-
self with a domain D(B) which is dense in X. Under the norm 
(2.4.1) I lfl ln(B) = I If! Ix+ I !Bfl Ix· 
D(B) is a normalized Banach subspace of X. 
We now state the following saturation theorem. 
2.4.2. Theorem. Let f € X, {S } A be a strong approximation process on X p p€ 
and let B be a closed linear operator. Suppose that the ranges S [X] of the p 
operators S belong to D(B) for all p € A and that there exists a positive p 
number y 0 such that for all f € D(B) 
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(2.4.2) 
Yo 
lim I IP {S f-f} - Bfl Ix= o. 
p-><o p 
-YO 
Then the process {SP} is saturated with order p and the
 saturation class 
F(X,S) is the space of K-interpolation (X,D(B)) 1 oo·K· The 
trivial subspace 
. ' 
x0 mentioned in definition 2.
4.1 is the null space N(B) = {f E D(B): Bf= 0} 
of the operator B. 
In the case of non-optimal approximation we ne
ed an additional condition in 
the form of an inequality of the Bernstein-typ
e. 
2.4.J. Theorem. Let f, {SP}, y 0 and B satisfy the conditi
ons of theorem 
2.4.2 and, in addition, suppose that 
(2.4.3) (p
EA, fEX), 
where N is a constant> 1. Then the spaces of 
S-approximation X, ·S I\ ,q, 
O < :>.. < y0 , 1 .::_ q .::_ 00 or :>.. = y 0 , q = 
00 coincide with the spaces of K-inter-
polation (X,D(B)):>../ ·K with equivalent norms. Yo,q, 
2.5. SEMI-GROUPS OF OPERATORS 
2.5.1. Definition. A family {U(t), t .:_ O} of operators mapping a
 Banach 
space X into itself and satisfying the conditio
ns 
i) . llu(t)fllx::.Allfllx. A ER+, uniforml
y fort> 0 . 
ii) lim+ IJu(t)f-fllx = o, 
(2.5.1) t
+O 
iii) U(t 1+t2) = U(t 1)U(t2 ), 
iv) U(O) = I 
is called an equi-bounded semi-group of operato
rs of class (c0). 
2.5.2. Definition. The infinitesimal generator B of the semi-gro
up 
{U(t), t ::_ O} is defined by 
(2.5.2) Bf = lim B f, 
T+O+ T 
B = .1_ [U(T)-IJ 
1: 1: 
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whenever the limit exists; D(B) is the set of elements for which this limit 
exists. 
2.5.3. Proposition. 
a) D(B) is a linear manifold in X and B is a linear operator. 
b) If f E D(B), then U(t)f E D(B) for each t > 0 and 
(2.5.3) d dt U(t)f BU(t)f U(t)Bf (t.::_O); 
furthermore, 
(2.5.4) U(t)f-f I: U(i: )Bfdi: (t>O). 
c) D(B) is dense in X and B is a closed operator. 
-1 If we put p = t , an equi-bounded semi-group of operators of class 
(c0) defines a strong approximation process on the Banach space X satisfying 
a limit relation of the form (2.4.2), where y0 = 1 and Bis written for the 
infinitesimal generator. Hence, if U(t)f E D(B) for all f E X, then, by the-
orem 2.4.2, the process {U(p-1), p ER+ is saturated with order p-1 and the 
saturation class F(X,U) is the space of K-interpolation (X,D(B)) 1 oo·K" The 
' ' 'trivial' subspace mentioned in definition 2.4.1 is the null space of the 
infinitesimal generator. 
The characterization of the spaces of U-approximation X, ·U , 
I\ ,q, 
0 < /.. < 1, 1::_q::_ 00 or/..= 1, q = 00 can be obtained by means of the follow-
ing relation for equi-bounded semi-groups of operators of class (C0 ): 
(2.5.5) K(p- 1,f;X,D(B))::::: min(1,p)l lfl Ix+ wu(p;f;X) (p.-,fEX), 
(see Butzer-Berens [16], prop. 3.4.1). Here wU(p;f;X) denotes the modulus of 
U-approximation (see definition 2.3.2). Summarizing the results we have 
2.5.4. Theorem. The process {U(t), t .::_ O} is saturated with order t. The 
saturation class F(X,U) is the space (X,D(B)) 1 oo·K· Moreover, the following 
' ' statements are equivalent for 0 < e < 1, 1::. q::. 00 ore= 1, q = 00 
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i) f E (X,D(B)) 6 ·K ,q, 
ii) 
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CHAPTER III SUMMABILITY OF FOURIER-JACOBI SERIES 
The main part of this chapter consists in ~ntroducing summation methods 
for the Fourier-Jacobi expansion of a function and in showing that many sum-
mation methods can be looked upon as strong approximation processes on cer-
tain spaces of functions. In section 3.1 we define approximation kernels and 
we show that the convolution of a function with an approximation kernel gen-
erates a strong approximation process on the function space to which the 
function belongs. The next section deals with results, due to Rau [42] and 
Pollard [40] concerning the norm convergence of the partial sums of the 
Fourier-Jacobi expansion of a function. In section 3.3 we introduce summa-
tion methods for Jacobi series and we associate a kernel with each summation 
process. For many classical summation methods this kernel is an approxima-
tion kernel, which enables us to prove the norm convergence of the summation 
process. In the last section of this chapter we prove some results concern-
ing operators of the factor sequence type, which will be used in the next 
chapters. For analogous theorems on summation methods for Fourier series we 
refer to the recent textbook by Butzer and Nessel [18], eh. 1, which we fol-
low to a large extent in our treatment. In [13], Berens, Butzer and Pawelke 
deal with similar results for expansions in terms of spherical harmonics. 
Notation. In the rest of this tract X will always denote one of the func-
tion spaces C or Lp (1.:=:J;><oo), defined in section 1.3. By the set A we mean 
either z+ or R+. 
3. 1 • APPROXIMATION KERNELS 
We first give the definition of a kernel. 
3.1.1. Definition. A set of functions {KA(cos e)}AEA is called a kernel if 
KA E L1 for each A E A and 
(3.1.1) 1. 
A kernel {KA (cos e}} is called real if KA (cos e) is a real function for each 
A EA. A real kernel {KA(cos e)} is said to be positive if KA(cos e) ~ 0 
a.e. for each A E A. 
3.1.2. Definition. A kernel {KA(cos 6)} is called an approximati
on kernel 
if, with some constant A> o, 
(3.1.2) (uniformly for all 
\EA). 
(3.1.3) 
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Every positive kernel satisfies condition (3.1.2) with A
= 1 as follows from 
(3.1.1). The following theorem.justifies the name approximat
ion kernel. We 
write KA(f;cos 6) for the operator which is defined by (K
A*f)(cos 6). 
3.1.3. Theorem. Let {KA(cos 6)} be an approximation kerne
l. Then for f EX 
(3.1.4) 
(3.1.5) lim llKA(f;•)-f(·)llx = o, 
\-700 
(3.1.6) fo
r all \,µ E A. 
Proof. Relation (3.1.4) is an immediate consequence of (3.1.2) a
nd prop. 
1.4.1 (iv). Relation (3.1.5) follows by application of th
e Banach-Steinhaus 
theorem (see Hille-Phillips [32], p. 41) by using (3.1.2)
 and the fact that 
(3.1.5) holds for a dense set, the polynomials in cos e, 
as follows from 
(3.1.3). Relation (3.1.6) is a consequence of prop. 1.4.1
 (i) and (ii). 
Thus, we have shown that convolution of the el
ements of X with an ap-
proximation kernel leads to a strong approxima
tion process on the Banach 
space X (see definition 2.3.1). 
The cond~tion (3.1.3) can be replaced by the 'peaking pro
perty' 
(3.1.7) fo
r each h, 0 < h < n. 
In this case we have 
3.1.4. Theorem. Let {KA(cos 6)} be a kernel satisfying (
3.1.2) and (3.1.7). 
Then (3.1.4), (3.1.5) and (3.1.6) are valid and {KA(cos e
)} is an approxima-
tion kernel. 
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Proof. Relation (3.1.4) and (3.1.6) follow as in the preceding theorem. In 
order to derive (3.1.5) we consider 
where we have used the Holder-Minkowski inequality (see [18], prop. 0.1.7), 
We break up the range of integration into the parts [O,h] and [h,n]. By 
(1.4.3) we can choose h <TI such that I IT$f(•)-f(·)I Ix< E for 0 .::_$.::_h. 
Hence, by (3.1.2) we have 
On the other hand, using (1.4.2) and (3.1,7), we obtain 
.::_ 21 lfl Ix J: IKA.(cos $)lp(a,S)($)d$ < e, if A.> A. 1(e). 
This proves relation (3.1.5). If we take for f the functions R(a,S)(cos e) 
n • 
(neP) it follows from prop. 1.4.1 (iii) that (3.1,5) implies (3.1.3), which 
shows that {KA.(cos 6)} is an approximation kernel. 
3.2. NORM CONVERGENCE OF THE PARTIAL SUMS 
When we study the convergence of the Fourier-Jacobi series associated 
with a function f E X, we first consider the partial sums. In view of 
(1.3.1) and (1.3.2) we have 
(3.2.1) 
Recalling formula (1.1.10) and prop. 1.4.1 (i) we derive 
SN(f;cos e) = J: 
(a+1 )~a+1,f3) 
2N+a+f3+2 Jn (a+
1 f3) (a f3) 
0 T$f(cos e)RN • (cos $)p ' ($)d$. 
The functions {D~a,f3)(cos e)}NEZ+ define a kernel, which is called the 
Dirichlet kernel. But the Dirichlet kernel fa
ils to be an approximation 
kernel, since by formula (1.2.8) with\= p = 1, µ = O, 
(a+1 )w (a+ 1,f3) 
n Jn IR(a+ 1,f3)(cos e)lp(a,f3)(e)de 
2n+a+f3+2 0 n 
j"•' (a>-~' n.._)' n 2 (3.2.2) ~ 
log n (a=-~, n.._). 
This result is due to Rau [42]. It follows that the op
erator norm of the 
partial sum operator SN as an operator from X
 into X satisfies 
(3.2.3) 
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If we choose X = C it is not hard to show that
 equality holds in (3.2.3). 
Hence, by the uniform boundedness principle, t
here exists at least one 
element f EC for which the partial sums (3.2.1) do not 
converge to fin the 
supremum norm. 
On the other hand if X = L2 the partial sums c
onverge to f in the norm 
by the Riesz-Fischer theorem. The norm converg
ence of SN(f;cos e) in the Lp 
spaces has been treated by Pollard [40]. He showed tha
t there is norm con-
vergence if 
lli:t.il < 4(a+1) 
2a+3 < p 2a+1 
and 4(f3+1) ~
 
2f3+3 < p < . 2f3+1 
and there is no norm convergence, if p is outs
ide one of these ranges. 
3.3. SUMMATION METHODS 
Since the partial sums of the Fourier-Jacobi e
xpansion in general do 
not furnish a process which converges in the 
norm to the function, we are 
looking for the processes which produce norm c
onvergence. We introduce a 
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sequence {cA(n)}nEP' A EA, which for each A EA satisfies the conditions 
(3.3.1) cA(n) is real for all n E P, 
(3.3.2) l w~a,B) I cA (n) I < co, 
n=O 
(3.3.3) 
Then for f E X we may form the c-means 
(3.3.4) CA(f;cos 8) 
co 
l cA(n)fA(n)w~a.~B)R~a.,B)(cos e). 
n=O 
By (3.3.2) and the fact that the Fourier-Jacobi coefficients fA(n) are all 
bounded by I lfl 1 1, the series (3.3.4) converges absolutely and uniformly in 
cos e. If we substitute (1.3.2) into (3.3.4) we obtain 
CA(f;cos e) l 
n=O 
(3.3.5) 
where we have put 
(3.3.6) CA(cos 8) 
The interchange of summation and integration is justified by the uniform 
convergence of the series. On account of (3.3.1), (3.3.2) and (3.3.3) the 
functions {CA(cos e)} define a real, continuous kernel. If the c-means 
CA(f;cos e) off EX converge in some sense (pointwise, in the norm etc.) to 
a limit as A + co and if the limit coincides with the usual sum of the series 
in case the Fourier-Jacobi series converges in ordinary sense, we say that 
the factors {cA(n)} define a summation method or summation process and we 
call the Fourier-Jacobi series c-summable. By theorem 3.1.3 we have 
3.3.1. Proposition. Let {cA(n)}nEP' A EA, satisfy (3.3.1), (3.3.2) and 
(3,3,3) and be such that the corresponding kernel {CA(cos e)} is an approxi-
mation kernel. Then for each f E X 
lim 
A+co 
that is, the Fourier-Jacobi series of f is c
-summable to f in X. 
We give two examples. First we take 
(3.3.7) ) 
-n/"A 
cA(n = e , 
+ 
"A € R , 
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which a~er the substitution r = e-l/A are called the Abel-Poisson factors. 
The corresponding means 
(3.3.8) A (f;cos 6) = r l n=O 
are called the Abel-Poisson means of the Fo
urier-Jacobi series of f. In view 
fo (3.3.5) we may set 
A (f;cos 6) =(A *f)(cos 6), 
r r 
where A is written for the Abel-Poisson ke
rnel 
r 
(3.3.9) A (cos 6) = r l n=O 
Bailey [7] has given the following explicit represe
ntation for the Abel-
Poisson kernel 
(3.3.10) 
= r(a+S+2) (1-r) 
r{a+1)r(S+1) (l+r)a+S+2 
F (a+S+2 a+S+3. 
2 1 2 ' 2 ' S+l; (1+r) 2 ' 
which shows that it is a positive kernel. S
ince condition (3.1.3) is trivi-
ally satisfied, if r + - or in (3.3.7) if A+ oo we h
ave 
3.3.2. CorollaP'Jf. The Fourier-Jacobi series
 (1.3.1) off€ X is Abel-
Poisson summable to fin X, that is 
lim_ 1 IAr(f;·)-f(·)l Ix= o. 
r+1 
As a second example we treat the Cesaro-mea
ns of order µ. The factors are 
defined by (N€Z+, µ€R+) 
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(3.3.11) 
where 
aµ - r(n+µ+1) 
n - n!f(µ+1) 
The corresponding means, the (C,µ)means, are 
(3.3.12) 
We may put 
S~(f;cos 6) = (S~*f)(cos e), 
where the S~ is written for the kernel 
(3,3,13) 
n ~ N, 
n > N, 
The kernel (3.3.13) clearly satisfies (3.1.3) if N + 00 • It has been shown by 
Szego [46], theorem 9.41, that Sµ satisfies N 
(3.3.14) (uniformly for all N E z+; µ > a+~) 
and that (3,3,14) is not satisfied ifµ~ a+~. 
By theorem 3.1.2 we conclude 
3.3.3. Corollary. The Fourier-Jacobi series (1.3.1) off EX is (C,µ) sum-
mable to f in X if µ > a+~, that is 
lim 11 s~ ( f; • )-f ( • ) 11 x = 0 ' 
N+oo 
µ>a+~. 
3.3.4. Definition. If for a summation process with factors {cA(n)}nEP the 
index set A = z+ and A = N and there exists an increasing function m(N) on 
z+ with values in z+ such that cN(n) = 0 for n > m(N), then the kernel 
CN(cos e), which corresponds with this summation process, is called a poly-
nomial kernel of degree m(N). 
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In chapter V we shall investigate a number of summation met
hods, which 
have the property that their corresponding kernels are appr
oximation ker-
nels. In particular, we shall study the order of approximat
ion of these pro-
cesses by means of the general theory on approximation proc
esses on Banach 
spaces, treated in chapter II. We have to show that relatio
ns of the form 
(2.4.2) and (2.4.3) hold. For the processes we investigate, the operator B 
that occurs in (2.4.2) is of the factor sequence type, as is defined in the 
next section. 
3.4. OPERATORS OF THE FACTOR SEQUENCE TYPE 
3. 4.1. Definition. Let 1/J(n) be an arbitrary real or complex valued function 
defined on P. The operator Bl/J' which maps f € X with the Fo
urier-Jacobi ex-
pansion (1.3.1) into g € X, where 
(3.4.1) 
00 
g(cos e) = Bl/Jf(cos e) - l 1/J(n)fA(n)w~a,S)R~a,S)(cos e), 
n=O 
is called an operator of the factor sequence type with fact
ors 1/J(n), n € P. 
The following lemma. is proved in the same w~ as in the case
 of Fourier 
series (see Butzer-Scherer [20], lemma. 4.1.1). 
3.4.2. Lerrma. Let Bl/J be an operator of the factor sequence typ
e with fac-
tors 1/J(n), n € P. Then Bl/J is a closed, linear operator with domain 
(3.4.2) D(Bl/J) = {f€X: 3g€X, g{cos e) - I 1/J(n)fA(n)w~a,a)~a,S)(cos 6)} n=O 
and range in X. The domain D(Bl/J) is a normalized Banach subspace of X un
der 
the norm 
(3.4.3) 
Proof. We assume that {f.}~ 0 is a sequence in D(B,r.) with lim f.= f and 1 1= o/ • 1 
. 1--
lim B,,,f. = g in X. It follows that lim f~(n) = fA(n) (n€P) and 
• o/ 1 . 
1 
1-- 1--
lim 1/J(n)f~(n) = gA(n), which implies that 1/J(n)fA(n) = gA(n) (n€P). This 
. 
1 
1--
means that f € D(Bl/J) and Bl/Jf = g or Bl/J is closed. The linearity of the o
pe-
rator Bl/J is obvious. Also, D(Bl/J) is dense in X, since it contains all the
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polynomials in cos 8. The last assertion of the theorem is a consequence of 
section 2.4. 
For operators of the factor sequence type BW it is possible to give a 
characterization of the space of K-interpolation (X,D(BW)) 1,oo;K in terms of 
the Fourier-Jacobi coefficients (see Butzer-Nessel [18], theorem 10.4.6). 
3.4.3. Theorem. Let BW be an operator of the factor sequence type with fac-
tors w(n), n E P, and let D(BW) be the Banach space (3.4.2) with norm 
(3.4.3). Then the following statements are equivalent: 
i) 
ii) 
Proof. We prove the theorem in the case X = L1 • The other cases are simi-
lar. 
i +ii. If f E (X,D(Bw)) 1 , 00 ;K there exists a sequence {fk}kEZ+ E D(Bw) and 
a constant A > 0 such that 
11 f 11 < A for all k € z+ and k D(B ) -
w 
Hence the sequence {Bwfk}kEZ+ is uniformly bounded in L1. By the weak* com-
pactness of a closed sphere in the space Mand the embedding of L1 into M 
(see section 1.4) we may conclude that there exists a subsequence ki of z+ 
and a measure µ E M such that for each function g E C 
~!: J: g(cos 8)Bwfki(cos 8)p(a,S)(8)d8 = J: g(cos 8)dµ(cos 8). 
If we take for g the Jacobi polynomials R(a,S)(cos 8) we obtain 
n 
or by the fact that lim fk. 
i+oo 1. 
f we have 
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/\ 
iJ!(n)f (n) 
v 
µ (n). 
11 + i. If we assUllle that there exists 
a measure µ E M with 
/\ v 
ijJ(n)f (n) = µ (n), then we consider the sequence 
N E z+, A > ci+~ • 
A Here SN denotes the kernel (3.3.12). By prop. 1.4.
1. iii it follows that fN 
is a polynomial of degree~ N and thus {fN}nEP E D
(BijJ). Moreover, by Szego's 
result on (C,A) means (section 3.3), 
uniformly in N. 
On the other hand fN +fas N + 00 • There
fore, for n E z+, 
which shows that f E (X,D(BijJ)) 1, 00 ;K" 
In order to prove that the domains of som
e operators of the factor 
sequence type coincide we need the followi
ng lemma, which generalizes a well-
known result for Fourier series (Zygmund [51], I, 
p. 149). 
3.4.4. Lemma. The nlllllbers a , n E P, are t
he Jacobi-Stieltjes coefficients 
n 
of a measure µ E M if and only if the Ab
el-Poisson means 
A{a)(cos 8) = l 
r n=O 
satisfy llA~a)(cos e)j 11 ~A, uniformly in r (O~r<1), A ER+. 
00 
PX'oof. Suppose l an w~a,S)R~a,S)(cos 8) is the Jacobi-Stieltjes series 
of 
n=O 
the measure µ. Then 
which implies by the positivity of the k
ernel Ar (see 3.3) and (1.4.6) 
O<r<1. 
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This proves one part. We now suppose I IA~a)(cos e)I 11 .'.:_A, 0 .'.:.. r < 1, A ER+ 
and we take 
F(a)(cos 8) = fe A(a)(cos $)P(a,S)($)d$. 
r 0 r 
The family {F~ a) (cos e)} rdo, 1) is a family of absolutely continuous mea-
sures, which have the property that 
Therefore, for r E [0,1) the integral 
G(a)(h) = fTI h(cos 8)dF(a)(cos 8) 
r 0 r 
defines for each h E C a linear continuous functional on the space C. The 
norm of the functional is given by I IG(a)I I= I IF(a)I !M. The set of the r r 
linear functionals G(a)(h) is uniformly bounded with respect tor and by the 
* r 
weak compactness there is a sequencer., with r. + 1 as j J J 
mines a measure µ E M, such that for all h E C 
+ 00 
' 
lim JTI h(cos 8)dF(a)(cos 8) = fTI h(cos 8)dµ(cos 8). 
j+<» 0 r j 0 
Since the measures F(a) are absolutely continuous we have 
r 
which deter-
f TI h(cos e)dF(a)(cos e) = fTI h(cos e)A(a)(cos e)p(a,S)(e)de. 0 rj 0 rj 
If we choose h(cos e) R(a,S) (cos e) (nEP), we obtain 
n 
fTI R(a,S)(cos e)dµ(cos e) O n 
which proves the lemma. 
lim r. a j+<» J n 
The method used in the proof of the following lemma is taken from Taibleson 
[47], p. 465 (see also [13], p. 256). 
3.4.5. Lerruna. There exists a measure µ E M with 
v n A 
µ (n) = (n+a+S+1) 
where f. is an arbitrary real number. 
Proof. For n E z+ we have 
(3.4.4) 
n f. 
(n+a+8+1) 
= 
t1(t.) t2(t.) f(p)(,,.) (a+8+1)P 
+ --n- + --2- + · · · + f. "n 
n p!np 
(O < I; < a+8+1) 
n n ' 
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because the function ff. ( t) = 1+t )-/. has an arbi
trary number of derivatives 
for t > -1 • At the right-hand side, th
e first term, 1 for each n, furnishes 
the coefficients of a finite measure, 
the Dirac measure, as follows from 
(3.3.10) and lemma 3.4.4. In theorem 1.5.4 we h
ave shown that the terms n-k 
(k>O) are the Fourier-Jacobi coefficients of an
 L1 function. If we choose 
p > 2a+2, the last term leads to the c
oefficients of an absolutely conver-
gent series in view of 
l jf(p)(I; ll (a+f3+1)p (l)~a,S)IRn(a,S)(cos e)j ~ l K(a,8,t.,p)n2a+1-p. 
n=1 f. n p!np 
n=1 
We have used (1.1.4), (1.2.1) and jf~p)(t)j ~K'(t.,p), O < t·< a+!+
l. 
Thus, together the right-hand side sup
plies the coefficients of a measure 
µ E M. 
3.4.6. Corolla:P!J. For the operators of the
 factor sequence type 
B[n(n+a+S+1)JA with factors [n(n+a+S+1)]A (n~Z+) and Bn21. with fact
ors 
+ (nEZ , f. real) the domain coincides. Also, for 
the corresponding Banach 
spaces 
D(B 21.) ~ D(B ;i. 
n [n(n+a+8+1)] 
Proof. This is an immediate consequence of lemma 3.4~
5 and (1.4.6). 
21. 
n 
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CHAPTER IV BEST APPROXIMATION BY POLYNOMIALS 
In this chapter we deal with the connection between the modulus of con-
tinuity of a function f, defined with respect to the generalized transla-
tion, and the degree of approximation of f by polynomials in cos 8. We ob-
tain theorems of the Jackson and the Bernstein type, which in the case X = C 
enables us to show the equivalence of the modulus of continuity (4.1.1) with 
the usual symmetric modulus of continuity 
w*(<!>;f;C) = sup 
O.::_ijJ.::_<j> 
jjf(•+l/J) + f(•-1/J) - 2f(·)ll c 
to which (4.1.1) reduces in the case X = C, a 
4.1. PROPERTIES OF THE MODULUS OF CONTINUITY 
4.1.1. Definition. In the space X we define the modulus of continuity of 
f E X by 
(4.1.1) w(<j>;f;X) <!> > 0. 
Here Tl/J is written for the generalized translation operator, which is 
introduced in section 1.4. We list the main properties of w(<j>;f;X) in the 
following 
4.1.2. PPopoaition. Let f E X. 
i) w(<j>;f;X) is a monotonely increasing function of <j>, <!> > 0. 
ii) lim+ w(<j>;f;X) = O. 
<j>+O 
iii) There exists a constant c (independent of f) such that 
iv) If w(<j>;f;X) = 0(<1>2 ) as<!>+ O+, then f is constant (a.e.). 
v) Let f 1 , f 2 E X. Then 
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Proof. Properties i) and v) are obvious from definition 4.1.
1. Property ii) 
follows by (1.4.3). For the proof of iii) and iv) we 
need more knowledge 
about the generalized translation. We shall
 postpone the proof of iii) and 
iv) until the end of this section. 
In section 1.1 we have already stated, that
 the Jacobi polynomials sat-
isfy the differential equation (1.1.5), which we writ
e in the form 
(4.1.2) A R(a,S
)(cos 6) 
n n 
d 
where P(d6 ) and An are given by (1.1.6) and (1
.1.7). 
We shall denote by A the operator of the fa
ctor sequence type with factor 
An• that is, A maps f EX with the expansion
 (1.3.1) onto 
(4.1.3) Af ~ l 
n=O 
In view of (4.1.2) the operator A is the realization 
of P(~6 ) in X. The do-
main of A is denoted by D(A). For each f E D(A) the followin
g equation is 
satisfied: 
(4.1.4) 
Generalized translations connected with an 
equation of the form (4.1.4) have 
been investigated by Lofstrom and Peetre [36]. Foll
owing them we prove 
4.1.3. Lemma. Let f E D(A). Then there exists a constant C
, independent of 
f, such that 
(4.1.5) 
Proof. We introduce the function 
(4.1.6) h(cf>;r) 
= j -I: l 0. 
O.:_cfl<11. 
0 < T < cfl, 
otherwise. 
. (a S)( ) 2a+1 + . (a
 S) 
Since p • T ~ T as T + 0 , it follows t
hat p • (-r)h(cf>,-r) + 0 as 
+ 
T + 0 . Thus, by (4.1.4), we have for f E D(A): 
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(4.1.7) 
The integration is meant in the sense of Bochner (see Hille-Phillips [32]). 
It is easy to estimate the function 
=I: [p(a,S)(,)J-1 (I: P(a,S)(cr)da)dT 
th · t l 0 ~ rr b · · /2 <P 1 W b on e in erva .::_ -r .::_ 2 y means of the inequalJ. ty 2 .::_ cos 2 .::_ . e o -
tain 
(4.1.8) O·< <P < .:! 
- -2 
Recalling definition 4.1.1 and formula (1.4.2), we obtain for f E D(A) 
In the case % .::_ <P .::_ rr we use a computation similar to that in the paper of 
Butzer and Johnen [ 17] and attributed there to Chernoff and Ragozin: 
rr 
~o {p (a,S)(~)}-1 (I' (a,S)( ) ) ' T Af p a do dT + O a 
I: {p(a,S)(,)}-1 (I: ToAf P(a,S)(o)do)dT I1+I2. 
2 
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The Fourier-Jacobi expansion of Af shows
 that 
Hence, 
ITI T Af p(a, 8)(o)do = 0. 0 0 
which leads to 
TI 
~ ( ) (IDT ( ) I IT f fl I ,,,2 [ 20 {p a,8 (~)}-1 P a,8 (o)do)d~ cp -. X .::_ "' sup , , 
TI ~ljl.::_TI 
for~.::_ cp .::_TI, and thus (4.1.5) is valid for 0 .::_ cp .::_TI
. 
We now want to express the modulus of co
ntinuity w(cp;f;X) in terms of 
the K function norm (2.1.3) with the spaces X and
 D(A). 
4.1.4. Lemma. For f E X and o .::_ cp .::_TI 
(4.1.9) K(cp2 ;f;X,D(A)) ,., min( 1,cp2) 11 r! IX + w
(cp;f;X). 
Proof. Let r 1 E D(A) and r 0 = f-f1. By (1.4.2), (4.1.
5) and prop. 4.1.2. v) 
we have, for some constant C > O, 
Since 
we obtain 
. 2 
2 ' 
Illln(1,cp) !lriix + w(cp;f;X) .::_C(llr0 llx +cl> ilf1i
iD(A)). 
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Taking the minimum of the right-hand side over all f 1 E D(A), we deduce 
For the proof of the converse inequality we take 
(4.1.10) 
(4.1.11) 
Then, by (4.1.7) and the closeness of the operator A (lemma 3.4.2), we may 
conclude that f 1 ,~ E D(A) and that the following relations hold: 
(4.1.12) 
(4.1.13) 
Furthermore, by (1.4.2) and (4.1.10), 
(4.1.14) 
On the other hand we have 
which leads to 
(4.1.15) 
Combining the estimates (4.1.8), (4.1.13), (4.1.14) and (4.1.15) we conclude 
Noticing that K(~2 ;f;X,D(A)) .::._I lfl Ix' we derive 
0 < ~ < .:!!. 
- -2 
(4.1.16) K(<P2 ;f;X,D(A)) ~ C(min(l,<P2 ll lfl Ix+ w(<P;f;x)), 
If .:!!. < <j> ~ 11, we observe that 2 
2 <j> 2 K(<j> ;f;X,D(A)) ~ 4K( (2) ;f;X,D(A)) 
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and we apply (4.1.16) to the right-hand side of this ineq
uality, noticing 
the monotonicity of w(<P;f;X). Hence (4.1.16) holds for 0 
~<I>~ 11. This com-
pletes the proof of lemma 4.1.4. 
We are now in a position to prove proposition 
4.1.2. iii) and iv). Part 
iii) is a direct consequence of lemma 4.1.4 and the corre
sponding property 
for the K function norm: 
K(At;f) ~max(1,A)K(t;f), 
which follows immediately from definition 2.1.
3. 
In order to prove part iv) let us assume w(<P;f;X) = o(<P
2 ), <I>+ O+. If we 
define f 1 <I> and f 0 <I> by (4.1.10) and (4.1.11), 
then, in view of (4.1.5) and 
• • 
+ 
(1.4.3), we know that f 0 <I>+ O and f 1 ~+fas <j> + O • Moreo
ver, we may con-
' + ''t' 
elude that Afl,<j> + 0 as <j> + 0 • Since A is a closed operator
, Af = 0 or, on 
account of (4.1.7), we have T<j>f =f. This proves part iv). 
4.2. DIRECT AND INVERSE THEOREMS 
4.2.1. Definition. We say that f EX belongs to the space Lip(
y,X), 
0 < y ~ 2, if there exists a c E R+ such that 
The spaces Lip(y,X) can be characterized in terms of spac
es of K-inter-
polation between X and D(A). 
4.2.2. Theo1'8m. The subspace Lip(y,X) of X is a Banach s
pace with respect 
to the norm 
I lfl ILip(y,x) = I lfl Ix+ sup+ (ny w
(n-\f;X)). 
nEZ 
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Moreover, 
Lip(y,X);;:;, (X,D(A))y/2 ,oo;K • 
Proof. The theorem is an immediate consequence of lemma 4.1.4 and proposi-
tions 2.1.4 and 2.3.3. 
4.2.3. Definition. Let f EX and let Pn be the (n+1) dimensional subspace 
of polynomials in cos 8 of degree .::_n. Then we call 
(4.2.1) E(P ·f·X) = 
n' ' 
the best approximation of f by polynomials of degree n in X. 
It is not hard to show that the infinum (4.2.1) is attained (Lorentz 
[37], eh. 2). A polynomial p with this property is called a polynomial of 
n 
best approximation to f. It is also possible to establish the unicity of the 
polynomial of best approximation. For the spaces C and L1 this follows from 
the fact that the Jacobi polynomials ~a.,S)(cos e), k = o, ... , n, which are 
a base in P , form a Chebyshev system. For the spaces LP, 1 < p < 00 , it is a 
n 
consequence of the strict convexity of the spaces. For the details we refer 
to Cheney [22 J. 
We now prove a direct theorem of the Jackson type. 
4.2.4. TheoPem. There exists a constant c0 such that for each f E X and 
each n € z+ 
PPoof. We use the kernel 
(4.2.3) J(a.+2,S)( e) n,2 cos 
where 
(4.2.4) c- 1 = J11 [R(a.+2 ,S) (cos e) J2 p (a.,S) de. 
n 0 n 
Application of the estimate (1.2.8) with A 2, p 2' µ 0 , shows that 
2a+2 
en ""' n 
If we put 
(4.2.5) K(a+2,a)(cos e) - J(a+2,B)( e) n - n' ,2 cos • 
n I : (!!.] 2 • 
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then K~a+2 ,a)(cos 0) is a positive polynomial kernel of degree ~n. More~ 
over, by (1.2.8) with. A= 2, p = 2, µ = y/2, the kernel K~a+2 ,B)(cos e) has 
the useful property 
(4.2.6) 
By the Holder-Minkowski inequality we have 
Using proposition 4.1.2. iii), we obtain 
which, by (4.2.6), leads to 
This proves theorem 4.2.4. 
The operator Ak is defined recursively by Akf = A(Ak-
1f), AO= I (the 
identity operator) k € z+. For functions with "higher order smo
othness" we 
have 
4.2.5. 'fheo:r>em. For every r € z+ there exists a con
stant C , such that for r 
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each f E D(Ar) and each n E z+ 
(4.2.7) 
Proof. Let K~a+2 ,S)(cos 6) be the kernel in theorem 4.2.4 and Kn the bound-
ed linear operator of X into P defined by (K f)(cos 6) = K(a+2 ,S)(f;cos 8). 
r: . nj j-1 n 0 . + We construct the powers of K iteratively by K = K (K ), K =I, JEZ. n n n n n 
Then 
r 
I j=O 
We define the operator Tr by 
n 
Tr = -(I-K )r+l + I. 
n n 
Clearly Tr maps X into P and, by the proof of theorem 4.2.4, n n 
From the Fourier-Jacobi expansion it follows that 
f E D(A) • 
so that by (4.1.5) we obtain 
By continuing this process, repeated application of theor.em 4.2. 4 and 
(4.1.5) leads to 
Since for f E D(A2 ) we have the relation Af = g2*A2f, where 
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1 
and 62 EL (by theorem 1.5.4), it follows that 
Hence, 
and theorem 4.2.5 is proved. 
An inequality of the Bernstein type for the operator A has b
een derived 
by E.M. Stein [45]. There exists a constant C such that for pn E Pn 
(4.2.8) 
and therefore for each r E z+ 
(4.2.9) 
We are now in a position to apply the general theory on spa
ces of best ap-
proximation, dealt with in section 2.2. From definition 2.2.4 and t
he formu-
las (4.2.7) and (4.2.9) we conclude that the Banach space D(Ar), r E z+, be-
longs to the class D2r(X). Application of theorem 2.2.6 yields 
4.2.6. Theo:roem. For 0 < y < 1 and 1 ~ q ~ w 
r E P. 
We have written D(AO) = X. 
Theorem 4.2.6 states the equivalence of the spaces of best approxima
tion 
~r+2y,q' which consists of all the fllllctions f E X such that 
with the spaces of K-interpolation (D(Ar),D(Ar+l)) K' which, by lemma y,q; . 
4.1.4, are composed of all f EX such that f E D(Ar) with 
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(rEP, O<y<1, 12_~00 ). In particular, in the case q 00 we have 
4.2.7. Co~olla.I"IJ. Let f EX. Then a necessary and sufficient condition for 
f to belong to D(Ar) with Arf E Lip(y,X), r E P, 0 < y < 2, is 
sup+ (n2r+y E(Pn;f;X)) < 00 • 
nEZ 
An important consequence of theorem 4.2.6 is the equivalence of the 
Lipschitz classes defined with respect to the modulus of continuity 
w(~;f;c), with the Lipschitz classes defined with respect to the ordinary 
* symmetric modulus of continuity w (~;f;c), defined in the introduction to 
this chapter. Since the degree of best approximation by polynomials in cos 6 
is the same in both spaces, it follows from corollary 4.2.7 and the Jackson-
Bernstein theorems that 
. * Lip(y,C);;:;, Lip (y,C), 0 < y < 2, 
where Lip*(y,C) denotes the space of functions f E C with w*(~;f;C) .::_ c~Y 
endowed with the norm 
I l fl I - I lfl le+ sup+ (ny w*(n-\f;C)). Lip*(y,C} -
nEZ 
The results obtained in this chapter are generalizations of theorems of 
Jackson and Bernstein, for which we refer to Butzer and Nessel [18] and the 
literature quoted there. Similar theorems for spherical harmonic expansions 
are obtained by Butzer and Johnen [17]. The direct part (theorem 4.2.5) in 
the case X =Chas been established by Ragozin [41] who considers approxi-
mation of continuous functions by polynomials on projective spaces. 
CHAPTER V SATURATION AND NON-OPTIMAL APPR
OXIMATION OF SO.ME SUMMATION 
.METHODS 
The main object of this chapter is to investigate the or
der of approxi-
mation of a number of summation processes f
or Jacobi series and to charac·-
terize the functions for which the Fourier
-Jacobi series, summed up by this 
particular summation method, approximates t
he function with a certain order. 
The summation methods we consider are all s
aturated. This means that, except 
for constant functions (the 'trivial' class), there e
xists an optimal order 
of approximation (the saturation order) for these pro
cesses. The saturation 
problem consists in determining this optima
l order and in finding the class 
of functions (saturation class) which can be approxim
ated with this optimal 
order. By the general theory on approximati
on processes on Banach spaces, 
which is dealt with in chapter II, the prob
lem of characterizing the classes 
of optimal and non-optimal approximation ca
n be solved, if one can find a 
closed linear operator B, satisfying relatio
ns of the form (2.4.2) and 
(2.4.3). If, on the other hand, the summation process de
fines a semi-group 
of contraction operators, it is also possi
ble to give a characterization of 
the classes of optimal and non-optimal appr
oximation by applying the results 
mentioned in section 2.5. 
5.1. THE WEIERSTRASS APPROXIMATION PROCESS 
The first summation process we investigate
 is the Weierstrass approxi-
mation process (W-summation) which is generated by th
e factor sequence 
(5.1.1) 
-1 
{ ( )} {e-n(n+a+S+1)A } 
cA n nEP = nEP 
The sequence (5.1.1) obviously satisfies the conditions 
(3.3.1), (3.3.2) and 
(3.3.3). Hence, putting t = 1/A, we may form the Weierst
rass means for 
f E X: 
(5.1.2) 
00 
Wt(f;cos e) = l 
n=O 
The corresponding kernel is defined by 
(5.1.3) l 
n=O 
e-n(n+a+S+1)t w(a,S)R(a,S)(cos 
+ 
n n e),tER. 
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It is not hard to show that the kernel (5.1,3) is an approximation kernel 
(see definition 3.1.2) with A= t- 1• Condition (3.1.3) is trivially satis-
fied. The positivity of (5.1,3), which implies (3.1.2), is a consequence of 
the positivity of the generalized translation operator by the following 
argument due to Bochner [15], (see also Gasper [28]). Let the operator of 
the factor sequence type B~ with factors ~(n), (nEP), be a positive opera-
tor, i.e. if f ~ 0 (fEX) then B~f ~O. Then it follows that the operator of 
the factor sequence type with factors et~(n), (t>O, nEP), is also positive. 
Taking ~(n) = R(a,S)(cos $), (0<$<w, nEP), and m:itiplying by e-t we obtain 
n -
that the operator with factors 
-t(1-R(a,S)(cos $)) 
µ(n) e n 
is positive. If we now replace t by t(2a+2)(1-cos $)-1 and we let$+ O+, we 
conclude by (1.1.9) that the operator of the factor sequence type with fac-
tor 
-n(n+a+S+1 )t 
e 
is positive, which is equivalent to the positivity of (5.1.3), 
The function Wt(f;cos 8) is a solution of the generalized heat equation 
a at U(8,t) = - A u(8,t), 
which, by theorem 3.1.3, satisfies the initial condition 
lim+ U(8,t) = f(cos 8) 
t+O 
( fEX). 
Here A is written for the operator defined by (4.1.3). 
The family of convolution operators {Wt' t~O} define an equi-bounded semi-
group of operators of class (c0). The conditions (2.5.1. i) and ii)) follow 
from theorem 3.1.3; the other conditions are obviously satisfied. It is not 
hard to show that -A is the infinitesimal generator of this semi-group. Let 
B be the infinitesimal generator of the semi-group {Wt' t~O} and suppose 
f E D(B). Then by definition 
A Jw [W,(f;cos 8)-f(cos 8)] ( ) ( (Bf) (n) = lim+ R a,S (cos S)p a,S)(8)d8 
T+Q Q T n 
-A L 
e n -1 A 
= lim+ f (n} = 
T+O T 
which proves that B = -A and 
D(B) c D(A). 
A 
-A f (n) 
n 
(neP), 
On the other hand, if f E D(A), then we obtain for the N-th CesB.ro m
ean of 
orderµ (µ>a+~) of the element Af that 
BS~(f;cos 0} = -S~(Af;cos 0) {NeP). 
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Since,.by proposition 2.5.3, Bis a closed operator and 
S~(f;cos 0) and 
BS~(f;cos 0) converge in norm to f and -Af, respectively, as N + ®, this 
proves that f E D(B) and Bf= -Af which completes the proof. Applica
tion of 
theorems 2.5.4 and 4.2.2 yields 
o.1.1. Theol'Bm. The Fourier-Jacobi series (1.3.1) off EX is W-sum
mable to 
f in X. The process {Wt; t.::_O} is saturated with order t. The saturati
on 
class F(X,W) is the class Lip(2,X). Moreover, the following statemen
ts are 
equivalent for 0 < 0 < 1, 1.::. q.::. m or 0 = 1, q = ®: 
i) f E (X,D(A)) 0 q·K , 
' ' 
ii) 
5.2. THE GENERALIZED WEIERSTRASS APPROXIMATION PROCESS 
A generalization of the Weierstrass summation method ha
s been intro• 
duced by Bochner [15] for expansions in terms of ultraspherical p
olynomials. 
In order to define W -summability we consider the follow
ing sequence 
a 
(5.2.1) 
The sequence (5.2.1) defines a summation process as is easily checke
d. By 
the substitution t = A-1 the generalized Weierstrass mean
s of f e X can be 
written in the form 
(5.2.2) W~(f;cos 0) 
m a/2 ( ) 
= l e-t(n(n+a+B+1)) fA(n)w(a,B)R a,B (cos 0). 
n=O n n 
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In order to show that (5.2.2) defines a strong approximation process on X 
(with A= t-1), we only need to prove the positivity of the kernel 
(5.2.3) W~(cos 6} = l 
n=O 
This can be deduced from the positivity of (5.1,3) by Bochner's method of 
subordinators (see Bochner [15J, p. 46). 
The function W~(f;cos 6} satisfies the equation 
a at U(6,t} = -D0 U(6,t} 
with the initial condition 
lim+ U(6,t) = f(cos 6} 
t-+Q 
( fEX}. 
Here D denotes the fractional differential operator of order o, defined as 
the op:rator of the factor sequence type with factors [n(n+a+S+1)J012 . By 
the same argument as in section 5.1 we may conclude that the family of con-
volution operators {W~, t>O} defines an equi-bounded semi-group of operators 
of class (c0 ) with infinitesimal generator -D0 . Hence we have by theorems 
2.5.4 and 3.4.3 
5.2.1. Theorem. The Fourier-Jacobi series (1.3.1) off EX is w0-summable 
to fin X (O<o~2). The process {W~, t.:_O} is saturated with order t. The 
saturation class F(x,w0 ) is the class H(X,[n{n+a+B+1)J0/ 2 ) (see theorem 
3.4.3). Moreover, the following statements are equivalent for 0 < e < 1, 
1 ~ q ~ 00 or e = 1 ' q oo: 
i) 
ii) 
f E (X,D(D ) 6 ·K , o ,q, 
{n6 w (n;f;X)} z+ E lq. WO nE * 
Later on we shall be able to characterize the spaces (X,D(D )) 6 ·K, o ,q, 
0 < e < 1, 1~q~ 00 , 0 < o < 2 as spaces of K-interpolation between X and 
D(A) (see theorem 7.4.1). 
53 
5.3. THE ABEL-POISSON SUMMATION METHOD 
The Abel-Poisson summation method has already been 
introduced in sec-
tion 3.3. Here we wish to determine the saturation 
order of this process and 
to characterize the functions which allow a certai
n order of A-approxima-
tion. A~er the substitution r = e-t the Abel-Poisson means (3.3.8) define a 
equi-bounded semi-group of class (C0) with infinitesimal gener
ator B , the 
-n 
operator of the factor sequence type with factors 
-n, n € P. By theorems 
2.5.4, 3.4.3 and corollary 3.4.6 we conclude: 
5.3.1. TheoI'em. The process {A , O<r<1} is saturated with orde
r (1-r). The 
r - , 
saturation class F(X,A) is the class H(X,[n(n+a+S+1)J
2 ). Moreover, the fol-
lowing statements are equivalent for O < e < 1 , 1 
~ q .::_ 00 or e = 1 , q = 00 ·: 
i) f € (X,D(D1))e,q;K , 
ii) 
5.4. THE GENERALIZED ABEL-POISSON SUMMATION METHOD 
The generalized Abel-Poisson summation process is d
efined by the se-
quence 
(5.4.1) 
+ A€ R , o <a< 1. 
In the case a= 1, this process reduces to the Abe
l-Poisson summation method 
a~er the substitution r = e-1/A. The generalized Abel-Poisson means of 
f € X have the form (t=A-1) 
(5.4.2) 
00 
A~(f;cos 9) = l 
n=O 
-tn° A (a B) (a B) 
e f (n) w ' R ' (cos 9). n n 
The positivity of the corresponding kernel 
00 
(5.4.3) I 
n=O 
can be deduced from the positivity of (3,3,9) by Bochner's met
hod of subor-
dinators (see Bochner [15], p. 46). This implies that (5.4.2) 
defines a 
strong approximation process on X (with A= t-
1). Furthermore, it is easily 
derived that the family of operators {A~, t.::_O, O<o.:':_1} defines an equi-
bounded semi-group of operators of class (c0 ) with infinitesimal generator 
-B_no• where B_no is the operator of the factor sequence type with factors 
-n°. Application of theorems 2.5.4, 3.4.3 and corollary 3.4.6 yields 
5.4.1. TheoPem. The Fourier-Jacobi series (1.3.1)of f EX is A0 -summable to 
fin X (O<o.:':_1). The process {A~, t.::_O} is saturated with order t. The satura-
tion class F(X,A0 ) is the class H(X,[n(n+a+S+1)J0 / 2 ). Moreover, the follow~ 
ing statements are equivalent for 0 < 8 < 1, 1.:':_q.:':_ 00 or 8 = 1, q = 00 : 
i) 
ii) 
f E (X,D(X )) 8 K , o ,q; 
For a characterization of the spaces (X,D(D )) 8 ·Kin terms of the spaces o ,q, 
of K-interpolation between X and D(A) we refer to chapter VII. 
5.5. SO.ME RESULTS ON FRACTIONAL INTEGRALS AND DERIVATIVES 
So far we have only treated summation methods which define an equi-
bounded semi-group of operators of class (c0). The next sections will be 
devoted to summation methods which are generated by convolution with a poly-
nomial kernel. In order to treat the non-optimal approximation of these pro-
cesses we need a generalization of the inequality (4.2.8) to fractional pow-
ers of the operator A. We shall use the function 
(5.5.1) g (cos 8) ~ l [n(n+a+S+1)J-o/2 w(a,S)R(a,S)(cos 8), o > o, 
o = 1 n n 
and the following properties of g0 • 
5.5.1. Lemma. 1 . For o > 0 the function g0 E L . Furthermore, 
i) 
ii) lg (cos 0ll 
o 
+ (8+0 , O<o<2a+2). 
iii) If 8 ~ O, then P(~8 ) g0 (cos 8) exists, is continuous and 
I d ) ( ) I o-2a-4) sup P(de g cos 6 = 0(6 
0<6<1T 0 
+ (6+0 , O<o<2a+4). 
The operator P(~6 ) is defined by (1.1.6). 
PI'oof. Property i) is obvious. Property ii) and iii) follow 
from theorem 
1.5.4 and formula (3.4.4). 
5.5.2. Lemma. There exists a constant C(o), such that 
for each polynomial 
p of degree < n (nEZ+) in cos 6 
n -
(5.5.2) 
(O<o.::_2). 
Proof. We shall give the proof in the case X = Lp (12Jl<
00 ). 
llD0 Pnl IP= I If: T$Apn(•)g2_0 ($)p(a,S)($)d$J IP
 
1 
2 lllnll + 11J:11 = r 1+r2 . J 0 p - p 
n 
+ 
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If we put p' = p/(p-1) and notice that p(a,S)(
$) = 0($2a+ 1), $ + 0 , then by 
Holder's inequality 
1 
r; =I: 1f~ T$Apn(cos 6)g2-o(cos $)p(a,a)($)d$lp p(a,a)(6)d6 
1 -1+ J.(p-1)+1 
2 C(~ ($ p )p' d$)p/p' 
1 
I:(~ IT$Apn(cos 6)IP lg2-o(cos $)Ip $( 2a+2 )p-J.(p-1)-1d$)p(a,a)(6)d6 
1 
< Cn-J.(p-1) fn I JT Ap I IP lg (cos $)JP $(2a+2)p-J.(p-1)-1d$. 
-
J0 $ n p 2-o 
Now, using (1.4.2), (4.2.8) and lemma 5.5.1. ii), we ha
ve 
1 
. r;.::. Cn-J.(p-1)n2p. I lPnl I~ I~ $(2-o)p-J.(p-1)-1d$ 
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if we choose 0 <A< (2-o)p'. 
On the other hand, using (1.4.2) and lemma 5.5.1. iii), we have 
d$)p/p' (J: (J~ IT$pn(cos e)jP 
n 
I (d) ( ~)jP ~(2a+2)p+µ(p-1)-1d~)p(a,S)(e)de) p d$ g2-0 cos 'l' 'l' 'l' 
.:_ Cnµ(p- 1) f 111 
n 
2.. Cnµ(p- 1) I IPnl I~ J~ $-op+µ(p- 1J- 1d$ 
n 
if we choose 0 < µ < op'. Combination of the estimates proves ( 5. 5. 2). 
We define the fractional integral of order a of f E X, I 0f by the con-
volution off with g, defined by (5.5.1). In [8] we have proved the follow-o 
ing results, mainly by the method used in the proof of lemma 5.5.2: 
5.5.3. Theorem. 
a) 
b) 
c) 
If f Ex and 0 < 0 < 2, then If E Lip(o,X). 
0 
If f E Lip(T,X), 0 < 0, T < 2 and a + T < 2, then 
If f E Lp ( 13J«><>) d 2a+2 0 < 2 2a+2 , then an -- < +--p p 
I f E Lip(o+T ,x). 
0 
I f E L" ( 2a+2 
0 
lp o- -p- ,C). 
d) If f E LP ( 1 <p<oo) and o < 2a+2 then I f E Lr where J_ = J_ - - 0-. 0 < --
' r p 2a+2 p 0 
For the fractional derivative of order a off E X, D f, defined as the oper-
a /2 
ator of the factor sequence type with factors [n(n+a+S+1) J0 ·' we have shown 
in [8]; 
5.5.4. Theorem. Let O <a < < < 2 and suppose f € Lip(<,X). Then 
D0 f € Lip( <-o ,X). 
5.6. THE CESARO SUMMATION METHOD 
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This summation method has already been introduced in s
ection 3.3. We 
now derive a limit relation of the form (2.4.2) for this process by
 a well-
known method (cf. [13], p. 249). 
5.6.1. Lemma. Let B = B be the operator of the factor 
sequence type with 
-µn 
factors -µn, n € P, and let S~(f; cos e), N € z+, denote the Cesaro means of 
orderµ (µ>a+~) of the expansion (1.3.1) off€ D(B), then 
(5.6.1) lim llN{S~(f;·)-f(•)} - Bf(·)jlx = 0. 
N-+oo 
Proof. We apply the following identities (see Zygmund [51 l, p. 269
) 
( 6 ) µ+1 ) µ+1 µ+1 1 µ 5, .2 SN (f;cos 8 - SN_ 1(f;cos 8) = - --µ-- N(N+µ+ 1) SN (Bf;co
s 0), 
(5.6,3) S~(f;cos 0) = S~+ 1 (f;cos 8) - µ(N+~+ 1 ) S~(Bf;cos 8), 
+ (Nd , fED(B)). 
Repeated application of (5.6.2) in the case µ > a+~ yields by coro
llary 
3,3.3 
<.l:!:!:l ~ 1 IIµ II L. 1(1 1) Sl(Bf; •) x· 
- µ l=N+1 +µ+ 
co 
If we put CN = l l(l+~+ 1 ) , then by (5.6.3) we deduce for f € D(B) 
l=N+1 
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-1 
+ µ(N~~+ 1 ) I ls~(Bf;·) - Bf(·) I Ix+~ I 1- cN(N~µ+ 1 ) I I IBf(·) I Ix 
= 0 ( 1) (N-.i)' 
using corollary 3.3.3 and the fact that 
1 
- C (N+µ+1) 
µ 
1 (Joo dx )-1 
- N+µ+1 N+ 1 x(x+µ+1) 
= 0 ( 1) 
Since lim C~ = 1 relation (5.6.1) follows. 
N-.i 
As S~(f;cos 8) is a polynomial of degree .::_Nin cos 8, it is obvious 
that S~(f;cos 8) E D(B) for all NE z+ and all f Ex. Also, by lemma 3.4.5., 
we know that there exists a measure v EM such that Bf= D1(v*f), whe;e D1 
is the operator of the factor sequence type with factors [n(n+a+S+1)J2 • Ap-
plication of (5.5.2) and (3.3.14) leads to 
Now all the conditions of theorems 2.4.2 and 2.4.3 are satisfied. Hence we 
have 
5.6.2. Theorem. The process {S~, NEZ+, µ>a+~} is saturate~ with order N- 1• 
The saturation class F(X,Sµ) is the class H(X,[n(n+a+S+1 )] 2 )·. Moreover, the 
following statements are equivalent for 0 < 8 < 1, 1 .::._ q .::._ 00 or 8 = 1 , q = oo: 
i) f E (X,D(D1))8,q;K ' 
ii) . 8 q {n w (n;f;X)} z+ E 1 . 
8 µ nE * 
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5,7, THE DE LA VALLEE-POUSSIN SUMMATION METHOD
 
This summation method has been introduced b
y De la Vallee-Poussin [49] 
for Fourier series and it has been generali
zed for ultraspherical series by 
Kogbetliantz [33]. The N-th De la Vallee-Poussin m
ean VN(f;cos 6) of the 
Fourier-Jacobi series of a function f E X .i
s defined by 
( ) ~ r(N+1)r(N+a+S+2) fA(n)w(a,S)R(a,S)(cos e) VN f;cos e = n~O r(N-n+1)r(N+n+a+S+2) n n 
All the conditions for a summation method (section 3,
3) are trivially satis-
fied, since the corresponding kernel VN(cos 6) has th
e explicit representa-
tion 
(5,7.2) 
r(N+a+S+2) e 2N 
VN(cos 6) = r(a+1)r(N+S+1) (cos 2) 
This can be verified by computing the Fouri
er-Jacobi coefficients of 
(cos %) 2N by means of formula (1.1.1). The representation (5,7.2) allows us 
to conclude that the kernel VN(cos 6) is a positive a
pproximation kernel, 
since the 'peaking property' (3.1.7) is satisfied. We
 prove 
5.7.1. Lermna. Let A be the operator of the f
actor sequence type with fac-
+ 
tors n(n+a+S+1), n E P, and let VN(f;cos 8), NEZ d
enote the De la Vallee-
Poussin means of the expansion (1.3.1) off E D(A), t
hen 
(5,7,3) lim I IN{VN(f;·)-f(·)} - Af(·ll Ix= o. 
N~ 
P~oof. A direct calculation, based on comp
arison of the Fourier-Jacobi 
coefficients, leads to the following identi
t.y, which generalizes an identity 
due to Butzer and Pawelke [19]: 
(5,7,4) 
Repeated application of (5,7,4) yields by proposition
 3.3.1 
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If we write CN = L l(l+~+S+l) , we obtain for f E D(A) 
l=N+1 
1 lc;1{vN(f;·)-f(·)} - Af(·ll Ix 2.. sup I lv1(Af;·)-Af(·)l Ix l>N+1 
:;: 0 ( 1) (N.-). 
Since lim NCN = 1, (5.7.3) is proved. 
N.-
The De la Va11€e-Poussin means VN(f;cos e) are polynomials of degree 
+ 2._N and therefore belong to D(A) for all NEZ. For VN(f;cos e) we now de-
rive a Bernstein type inequality, which is much stronger than (4.2.8) (cf. 
Butzer-Scherer [20], p. 137). 
5.7.2. Lerrona. Let f EX and let A and VN(f;cos e) be defined as in lemma 
5 • 7 • 1 . Then , 
PPoof. By (5.7.4) we have 
I IAVN(f;·ll Ix= 1 IJ: T<l>f(•)AVN(cos <j>)p(a,S)(<!>)d<!>l Ix 
= N(N+a+s+1ll lr{vN_1(cos <1>)-vN(cos <1>)lT<1>f(·)p(a,S)(<!>)d<1>l Ix 
0 . 
2.. N(N+a+S+1) 11 fl Ix J: lvN-1 (cos <1>)-VN(cos <j>) Ip (a,S) (<j>)d<j> 
11 11 r(N+a+S+1) 
= N(N+a+S+1) f X r(a+1)f(N+S+1) 
. J: (cos !)2N-2 1 (N+S)-(N+a+S+1 )cos2 !Ip (a,S) (<!>)d<j> 
< Nr(N+a+S+2) I I fl I {J11 ( • 1)2a+3( f)2N+2S+1d"' 
- r(N+S)r(a+1) X sin 2 cos 2 "' 
0 
+ J: ~~:~~ (sin !)2a+1 (cos !)2N+2S+1d<j>} 
= 2(a+1)NI lfl Ix • 
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By (5.7.3) and (5.7.5) all the conditions of theorems 2.
4.2 and 2.4.3 
are satisfied. We summarize the results as fol
lows: 
5.7.3. Theorem. The Fourier-Jacobi series (1.3.1) off€
 X is V-summable to 
fin X. The process {VN' NEZ+} is saturated with order N-
1
. The saturation 
class F(X,V) is the class Lip(2,X). Moreover, the follow
ing statements are 
equivalent for 0 < 9 < 1, .:_ q .:_ 00 or 9 = 1, 
q = 00 : 
i) f € (X,D(A))e,q;K , 
ii) {n9 wV(n;f;X)} z+ € lq. nE * 
5.8. THE JACOBI POLYNOMIAL KERNEL 
The formula 
(5.8.1) ~a+k+1,S)(cos e) 
r(N+S+1)f(N+1)r(a+k+2)r(a+1) 
f(N+a+S+k+2)f(N+a+k+2)f(k+1) 
N 
I 
n=O 
r(N+n+a+S+k+2)r(N-n+k+1) w(a,S)R(a,S)(cos e) 
r(N+n+a+S+2)r(N-n+1) n n 
+ + (NEZ , kER ) 
is due to Szego [46J, section 9.4. The proof uses the 
formulas (1.1.1) and 
(1.1.9). We shall study the polynomial kernel {J~:~k+l,S)(cos 9)}NEZ+, de-
fined by (see Bavinck [10]) 
(5.8.2) J (a+k+1,S)( e) N,l cos 
= r(N+a+S+2)r(N+a+k+2)r(k+1) Ria+k+1,S)(cos e). 
r(N+S+1)r(N+k+1)r(a+k+2)r(a+1) -'N 
The convolution of f E X with the kernel (5.8.2) generat
es a summation 
method for the Fourier-Jacobi expansion (1.3.1) off, wh
ich we will call the 
Jacobi means of order k. The factors are 
(5.8.3) {
r(N+1)r(N+a+S+2)r(N+n+a+S+k+2)r(N-n+k+1) 
r(N+a+S+k+2)r(N+k+1)r(N+n+a+S+2)r(N-n+1) 
CN(n) = 
0 
In the case k E z+ the factors can be written 
in the form 
(n.:_N), 
(n>N). 
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k A. 
II ( 1 - _n_) (n~N) 
j=1 A.N+j 
(5.8.4) CN(n) = 
0 (n>N) 
where A. = n(n+a+S+1). The representation (5.8.4) shows that fork € z+ this 
n 
summation method is a possible generalization of the typical means (see 
Butzer and Nessel [18], p. 262). 
From the estimate (1.2.8) with A.= k+1, p = 1, µ = 0 we may conclude 
that there exists a A € R+ such that 
(5.8.5) Jn IJ(a+k+1.a)(cos e)jp(a,a}(e)d6 ~A uniformly for all N € z+. O N, 1 
if k >a+~. Since the factors C~(n) tend to 1 as N tends to®, it follows 
that if k >a+~ the kernel J~:~ +1,S)(cos e) is an approximation kernel, 
which implies that 
(5.8.6) lim I IJN(a+1k+1,S)(f;•) - f(•)J I = 0 
N-+co • X 
(k>a+~). 
We now derive a limit relation of the form (2.4.2). 
5.8.1. Lemma. Let A be the operator of the factor sequence type with fac-
. (a+k+1 a) + tors n(n+a+S+1), n € P, and let JN, 1 • (f;cos e), N € Z denote the 
Jacobi means of order k (k>a+~) of the expansion (1.3.1) off€ D(A), then 
lim I jN2{JN(a+1k+1,a)(f;•)-f(•)} - (-k)Af(·)I Ix= O. 
N-+co ' 
Proof. The following identities are valid for f € D(A): 
(5.8.8) J (a+k+2,S)(f e) J(a+k+2,S)(f e) N, 1 ; cos - N-1 , 1 ; cos 
_ (k+1)(2N+k+a+S+2) J(a+k+1,S)(Af· ) 
- N(N+a+S+1)(N+k+1)(N+a+S+k+2) N,1 . ,cos e • 
J (a+k+2,S)(f e) J(a+k+1,S)(f e) N, 1 ;cos - N, 1 ;cos 
1 J(a+k+1,S)(Af· e) (N+k+1)(N+a+S+k+2) N,1 ,cos ' 
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By (5.8.6) and by repeated application of (5.8.8) we obtain (k
>a+~) 
(5.8.10) 
00 
\' (2l+k+a+8+2) 11 (a+k+1,8) 11 
.::_ (k+l) l l(l+a+8+1)(l+k+1)(l+a+8+k+2) Jl,1 (Af;•) 
x· 
l=N+1 
If we put 
(5.8.11) 
00 
l (2l+k+a+8+2) -2 <'L=k - - -kN ~ l=N+l l(l+a+8+1)(l+k+1)(l+a+8+k+2) -
(N--) 
then, applying (5.8.9) and (5.8.6) we find 
.lli:!Jl < sup 
- k l~N+1 
d_-1 
+ ~ llJN(a'+lk+l,S)(Af·,•) - Af(•)ll (N+k+1)(N+a+8+k+2) X 
-1 
+ llAf(·)llx lr- (N+k+1)~+a+a+k+2)I = 0 ( 1) 
By using (5.8.11), relation (5.8.7) follows. 
. (a+k+1,8)( ) . 1 . . 
. 
Since JN, l f; cos e is a po ynoilll.al in cos e
 of degree .::_ N, l. t 
clealry belongs to D(A) and by (4.2.8) and (5.8.5) we mfl\Y" conc
lude that 
(k>a+~ ). 
All the conditions of theorems 2.4.2 and 2.4.3 are 
satisfied. We finally ob-
tain 
5.8.2. J!heo!'em. The Fourier-Jacobi series (1.3.1) off EX is
 J(a+k+l,8)_ 
summable to fin X (k>a+~). The process {J~~~k+l,S), NEZ+} is saturated with 
order N-2 . The saturation class F(X,J(a+k+1,8)) is the class L
ip(2,X). More-
over, the following statements are equivalent for 
O < e < 1, 1 .::_ q .::_ 00 or 
6=1,q= 00: 
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i) f E (X,D(A)) 6 ·K , ,q, 
ii) 
CHAPTER VI SOME GENERAL RESULTS ON POSITIV
E KERNELS 
This chapter deals with the approximation p
rocesses which are genera-
ted by the convolution of f E X with a posi
tive kernel. It turns out that 
for norm convergence of such a process for 
an arbitrary f E X it is neces-
sary and sufficient that the process conver
ges in the norm for the function 
R~a,S)(cos e). Furthermore, we show that all strong approximation processes, 
which are generated by the convolution of f
 E X with a positive polynomial 
kernel of degree N, approximate the function
 R~ a ,S) (cos e) with an order 
which does not exceed CN-2 . This is proved 
by constructing the optimal posi-
tive polynomial kernel of degree N. In the tr
igonometric case (a=S=-~) these 
results are due to Korovkin [35]. In the remainder 
of this chapter we gener-
alize a theorem of De Vore [23] which determines th
e saturation order and 
the saturation class of a family of positiv
e convolution operators, satisfy-
ing a certain condition on the Fourier-Jaco
bi coefficients of the kernel. 
Finally, some applications of this theorem
 are given (see also Bavinck [9]). 
6.1. RELATIONS BETWEEN TRIGONOMETRIC MOMENTS 
AND JACOBI COEFFICIENTS 
The following expansion is a simple conseq
uence of (1.1.1): 
(6.1.1) (sin ~) 2m 2 
= r(m+1)f(m+a+1) ~ (-l)n (2n+a+S+1)f(n+a+S+1) R(a,S)( e)
 
f(a+1) n;O f(m-n+1)f(m+n+a+S+2)f(n+1) n 
cos 
(mEZ+). 
For a kernel {KA(cos e)}AEA the trigonometric moment 
of order 2m (mEZ+) is 
defined by 
(6.1.2) 
From (6.1.1) we derive form€ z+ 
(6.1.3) T(KA;2m) = 
r(m+1)r(m+a+1) ~ (-1)k+1 (2k+a+S+1)f(k+a+S+1) ( A( )) 
f(a+1) k;l f(m-k+1)f(m+k+a+S+2)f(k+1) l-K
A k · 
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Here the term k = 0 is eliminated by putting 8 0 in (6.1.1). Conversely, 
formula (1.1.8) leads to 
(6.1.4) 
k f(k+1)f(a+1) \ (- 1)m+1 f(k+a+S+m+1) T(K 2 ) f(k+a+8+1) m~ 1 f(k-m+1)f(m+a+1)f(m+1) A; m . 
Hence, we easily obtain from (6.1.3) 
(6.1.5) 
and 
(6.1.6) 
T(KA;4) 
T(KA;2) 
( a+2) ( a+8+2) 12 ( a+8+3) 
(a+8+3)(a+8+4) [ a+8+2 
Also, from (6.1.4) and (6.1.5) we conclude 
1 -K~(k) _ k(k+a+S+1) 
A - a+8+2 1-KA(1) 
(6.1.7) 
r(k+1)f(a+2) I m f(k+a+S+m+1) T(KA; 2m) 
- (a+S+2)f(k+a+8+1) m=2(- 1) f(k-m+1)f(m+a+1)f(m+1) T(KA;2) 
Similar relations between trigonometric moments and Fourier coefficients 
have been established by Stark [44J. We also have the following theorem, 
which generalizes a result of Gorlich and Stark [31] (see also Stark [44J). 
6.1.1. Theorem. Let {KA(cos S)}AEA be a positive kernel. Then the following 
assertions are equivalent: 
lim 
1-K~(k) 
= k(k+a+8+1) (kEZ+), 
A-+oo 1-K~(1) a+S+2 
i) 
lim 
1-K~(2) 
= 2(a+8+3) 
A-+oo 1-K~( 1) a+8+2 
ii) 
iii) 
. T(KA;4) 
o. lim A-+oo T(KA;2) 
Proof. Relation ii) is a trivial consequence of i). Relation iii) follows 
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from ii) by (6.1.6). Since O 2_ sin2 ! 2_ 1 and the kernel {KA.(cos e)}A.EA is 
positive, it is obvious that 
+ (md , m.'.'._2). 
T(KA.;2m) 
Therefore, relation iii) implies lim T(K . 2 ) A.->oo A.' 
= O, m > 2. Thus, by formula 
(6.1.7) relation i) follows. 
6.2. APPROXIMATION PROPERTIES OF POSITIVE KERNE
LS 
If {KA.(cos e)}A.EA is a positive kernel, then the fol
lowing theorem 
shows that the process KA.(f;cos e) is a strong appr
oximation process on X 
if and only of the test function R~a.,S) (cos e) is approximated in the X
 · 
norm. For a similar theorem for Fourier s
eries we refer to Butzer-Nessel 
[18], section 1.3.3. 
6.2.1. Theorem. If {KA.(cos e)}A.EA is a positive ker
nel, the following as-
sertions are equivalent: 
i) 
ii) 
iii) 
iv) 
Proof. 
lim 11 KA ( f; • ) - f ( • ) 11 x = 0 
A.->oo 
( fEX) , 
lim I IK (R(a.,S) .• ) - R(a.,S)(·)I I = o, 
;\.->oo A. 1 ' 
1 X 
lim T(KA. ;2) = o, 
;\.->oo 
lim r KA.(cos e)p(a.,S)(e)de o, 
;\.->oo h 
for each h, 0 < h < n. 
It is obvious that i) implies ii) since R(a.,S)(cos 
e) E X. If we 
1 
assume ii) we have 
lim 11 K ( R (a.' 13 ) (cos e) · ·) - R (a' 13 ) ( • ) 11 = 
A.->oo A. 1 ' 1 X 
lim 1 lfn R(a.,S)(•)K (cos <P)[R(a.,S)(cos <P)-1]p(a.,S)(<P)d<PI I 
A.->oo O 1 A. 1 
X 
= lim 11 R (a. ' 13 ) ( • ) [KA ( 1 ) - 1 J 11 1 A. X 
= 0. 
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Hence, lim [1-K~(1)J = O, which by (6.1.5) implies iii). If iii) is assumed, 
;\-+oo 
then by the inequality 
Irr e 2 (a S) Irr . e 2 (a S) O (sin 2) K;\(cos 6)p ' (6)d6 ~ h (srn 2) K;\(cos 6)p ' (6)d6 
. h 2 Irr (a S) ~(sin 2) h K;\(cos 6)p ' (6)d6, 
relation iv) follows. Relation iv) implies i) by theorem 3.1.4. 
Since the norm convergence of K;1.(f;cos6 ) to f(cos 6) holds if and only 
if 
(6.2.1) lim (1-K~(1)) = O, 
;\-+oo 
we may expect that the rate of convergence will also be determined by the 
rate of convergence of (6.2. I). The following direct theorem which is a gen-
eralization of a theorem of Korovkin [35], p. 72, confirms this. 
6.2.2. Theopem. Let f Ex and the kernel {K ... (cos e)}AEA be positive. Then 
(6.2.2) I IK;1. (f;·) - f(·) I Ix 2.. c((1-K~(1)) I lfl Ix+ wd1-K~(1);f;X)). 
P:r>oof. By the Holder-Minkowski inequality we have 
Thus, it follows from proposition 4.1.2. iii) and formula (6.1.5) that for 
each µ > 0 
I IK;\ (f; • )-f( •)I Ix 2_ I: w(cp;f;X)K;\ (cos cp)p (a,S) (cp)dcp 
2.. Irr KA (cos cp)p (a,S) (cp)[Cmax( 1,cp2iH~l I fl I x+w(l;f;X)} ]dcp 
0 µ µ 
< c{.Lllfll +w(l·f·X)} max(1,C 1 µ2 (1-K~(1))), 
- 2 x µ' ' " µ 
where C and c1 are constants. The theor
em follows by putting 
1 
µ = (1-K~(1))-2 • 
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When we restrict ourselves to positive polyn
omial kernels, it is possi-
ble to construct the kernel for which the rat
e of convergence is optimal, 
that is 1 - K~(1) or T(KA;2) is minimal. 
6.2.3. Lemma. Let ITN (NEZ+) be the class of all positiv
e polynomial kernels 
of degree .::_N. Among all kernels which belong
 to ITN' the kernel 
(a,S) . 26 R(a,S)( e) 
wn sin 1 n n cos 2 
(6. 2 .3) FN(cos e) = (2n+a+S+1) (cos 6-cos e1 ) ,n 
N 
has the minimal trigonometric moment of order
 2. Here n = [-2 J + 1 and e1 ( S) ,n 
is written for the smallest value of e for w
hich R a, (cos 6) vanishes. 
n 
Pzooof. We are looking for 
ma.x 
pNEITN 
When we write n = [%] + 1, then x pN(x) is a polynomial of degree.::_ 2n-1. It 
is a well-known fact (Szego [46J, section 3,4), that th
e integral of any 
polynomial of degree < 2n-1 with respect to t
he weight function (1-x)a(1+x) 6 
can be computed exactly by means of the Gaus
s-Jacobi quadrature formula 
n 
I Ai,n P2n-1(xi,n)' 
i=1 
where 1 > x > x > ... > x > -1 deno
te the zeros of Rn(a,S)(x) and 
1,n 2,n n,n 
A. are the Christoffel numbers, which are a
ll> 0 and have the following 
i,n 
representation (Szego [46J, (15.3.1)): 
(6.2.5) A. i,n 
i = 1, 2, •.• , n. 
Hence, the problem reduces to that of finding
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n 
max I A. x. pN(x. ) . TI 1.=1 1,n 1,n 1,n pNE N 
(6.2.6) 
Since by (3.1.1) we have 
(6.2.7) J1 a S pN(x) ( 1-x) ( 1+x) 
-1 
n 
a.x = I 
i=1 
A. pN(x. ) 1,n 1,n 
and 1 > x > x > ••• > x > -1 it follows that the maximum in (6.2.6) 1,n 2,n n,n 
will be reached by the polynomial FN(x) such that FN(x. ) = O, 1,n 
i = 2, ... , n. This implies that 
(6.2.8) A F (x ) = 2a+S+1 1,n N 1 ,n 
and 
(6.2.9) J1 a S a+S+1 _1 x FN(x) ( 1-x) ( 1+x) dx = x1 ,n 2 
It is easy to see that the polynomial kernel {FN(cos 6 )}NEZ+ has 
1 
R(a,S)(x) 
N (6.2.10) FN(x) =- ( n )2 (n=[-]+1) CN x-x 2 1,n 
where 
c = f 11 
N 0 
R(a,S)(cos 6) 
( n )2 P(a,S)( 6 )d6 • 
cos 6-cos 61 
,n 
Using (6.2.5) and (6.2.7) we obtain 
(2n+a+S+1) 
(a,S) . 26 wn sin 1 ,n 
the form 
Also, formulas (6.2.9) can be proved directly from the representation 
(6.2.10), since by the orthogonality of the polynomials R(a,S)(x) 
n 
1 1 Rn(a,S) (x) 2 CJ (x-x1 ) ( ) ( 1-x)a( 1+x)S dx N -1 ,n x-x1 ,n 
1 R(a,S)(x) 
1 f R(a,S)(x) n ( )a( )S = - 1-x 1 +x dx = 0. CN -1 n x-x1,n 
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Hence we conclude by (6.2.4), (6.2.9) and (6.1.5) 
(6.2.11) 
or, by ( 1.2.3), 
(n.-) 
Here, j~a) is written for the first zero of the Bessel :f'unction Ja(x). 
6.2.4. CoroZZa:l'lf. Let {pN(cos 0)}NEZ+ be a positive polynomial kernel of 
degree ~N. Then the sequence {N2 1 IPN(R~a,B)(cos e);•) - R~a,B)(·)llx} does 
not tend to zero as N + 00 • 
Hence, even for an infinitely differentiable function 
such as 
R~a,B)(cos 0), the degree of approximation by processes with a positive 
kernel cannot be better than O(N-2), N + 00 • The corresponding resu
lt in the 
case of approximation by positive trigonometric polyno
mial operators is due 
to Korovkin [35], p. 127. The method followed in the proof was c
ommunicated 
orally to the author by R.A. De Vore. 
6.3. SATURATION OF A CLASS OF POSITIVE OPERATORS 
For approximation processes which are generated by the
 convolution of 
f EX with a positive approximation kernel {KA(cos 0)}AEA , satisfyi
ng one 
of the conditions stated in lemma 6.3.1, we determine th~ 
saturation class. 
The corresponding result in the trigonometric case is 
due to De Vore [23], 
who generalizes a theorem of Tureckii [48]. We first prove the equivale
nce 
of two different conditions on the kernel in the follow
ing lemma. 
6.3.1. Lemma. Let {KA(cos 0)}AEA be a positive kernel. Then the fol
lowing 
conditions are equivalent: 
i) There exists a number CA E R+ such that for each k E z+ there 
is a 
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A(k) E R+ with 
1-K~(k) 
---- > C k(k+cx+f3+1) 
1-KA( 1) - A 
Ii 
(li>A(k)); 
ii) + There exists a number CB E R such that for each 0 < £ .::_ TI there is a 
A(E) with 
Jn . e 2 (ex f3) > C (sin 2) K,(cos 8)p ' (8)d8 
- B 0 /\. 
(li>A(E)). 
Proof. In order to simplify the notation we write 
We first show that ii) implies i). If we take £ < 4/(2k+cx+f3+2) and 
Ii> A(E), where A(E) is given by ii), we derive by using (1.2.5) and (6.1.5) 
> JE (1-R(cx,S)(cos 8)dµ/i(cos 8) 
- 0 k 
k(k+cx+S+1) JE 
> c 
- ex ex+ 1 0 
( . e)2 ( e) sin 2 dµ/i cos 
k(k+cx+S+1) JTI 8 2 
.'.:_CCX cx+i CB (sin 2) dµA(cos 8) 
0 
c CB 
Therefore, i) holds with A(k) = A(E) and C =~ex~ A cx+f3+2 
( cx+f3+2) We will now show that i) implies ii) with CB = CA 2 , We choose 
£ = £ 0 and we consider the measures defined by (!iEA) 
dV A (cos 8) = 
Then for all A E A 
0 (o<e<e: ) - 0 
Irr 
Irr e 2 
dv ;>, (cos e) < -----'----- (sin 2) dµ ;i.. (cos e) 
0 - EQ 2 0 (sin ~) T(K;i._;2) 
Thus, 
We choose k0 so large that 
Hence, 
CA k 0 (k0+a+S+1) (a+S+2) . e: 0 _2 
---...,.-,--.,
..---- .:_ (sin -2 ) • 4(a+1) 
1 Je;O {1 - R(a,S)(cos e)}dµ,(cos 8) 
T(K;>,;2) 0 -k0 A 
= 
1 Irr {1 - R(a,S)(cos e)}dµ,(cos e) 
T(K;i..;2) 0 -k0 A 
{1 - i{a,S)(cos e)}dv;i._(cos e) 
0 
> 1 Irr {1 - R(a,S)(cos e)}dµ,(cos e) 
- T(K, ;2) -k A 
A 0 0 
CA k 0 (k0+a+S+1)(a+S+2) 
2( a+1) 
By virtue of condition i) and (6.1.5) we have for A.:_ A(k0) 
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Finally, by (1.2.4) it follows that 
which proves lemma 6.3.1. 
> c 
- A 
(a+i3+2) 
2 
6.3.2. Theorem. Let {KA(cos 8)}AEA be a positive approximation kernel 
satisfying either condition i) or ii) of lemma 6.3.1 and let f EX. Then the 
process {KA, AEA} is saturated with order (1-K~(1)) and the saturation class 
F(X,K) is the class Lip(2,X). 
Proof. On account of lemma 6.3.1 we may assume that the kernel {KA(cos 8)} 
satisfies both conditions i) and ii) and we will interchange them appropri-
ately. 
We first show that the process {KA, AEA} is saturated with order 
A (1-KA(1)). If f EX and 
then for all k E z+ 
In view of condition i) this implies fA(k) = o, k E z+ and therefore f is a 
constant. On the other hand the function f 0 (cos 8) R~a,l3)(cos 8) is an ex-
ample of a non-constant function which satisfies 
Hence, the process {KA, AEA} is saturated with order {1 - K~(1)}. The 
'trivial' subspace in definition 2.4.1 is the 
space of constant functions 
here. 
We now wish to characterize the saturation cl
ass F(X,K). An element 
f € X belongs to F(X,K) if and only if 
or equivalently 
where 
(u+S+2)(sin !)2 KA(cos ~)p(u,S)(~)d~ 
(u+1)(1-K~(1)) 
By (6.1.5) we have I lwAllM = 1 (A€A), and consequently it is clear tha
t 
f € F(X,K), if f € Lip(2,X). 
We still have to prove that f € F(X,K) implies f € Lip(2
,X). If A de-
notes the operator defined by (4.1.3), then we will firs
t show that for 
f € D(A), satisfying 
(6,3,3) 
where A is a positive constant, the following
 inequality is valid: 
(6.3.4) 
Here C is a positive constant independent of f
. 
Since the measures {wA}A€A all have norm 1, there exists 
a sequence 
{A.}. z+ and a measure w such that {wA} converges weakly
* to W• By condi-
J J€ j 
tion ii) and the weak* convergence it follows that for e
ach £ > O 
(6.3,5) 
11 
We choose £ 0 so small that £ 0 ::_ 2 and 
(6.3.6) 
with S > 2+26+2 . 
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For f € D(A) satisfying (6.3.3) we have 
In T f(•)-f(•) II P. 12 dl/l(cos<P)llx O (sin 2) 
In T f(•)-f(•) a+B+2 ~ ~im 11 p . .1 2 dl/IA. (cos cp) 11 ~--;;;- A 
J..- O (sin 2 ) J 
Hence, 
(6.3.7) IE T f( • )-f( •) I I O cp. cp 2 dl/l(cos <P)llx 
0 (sin 2) 
a+B+2 In Tpf(•)-f(•) ~ -a-+1- A + 11 ~-.-cp-2- dl/I( cos <P) 11 X 
E0 (sin 2) 
a+B+2 21 lfl Ix 
< -- A + ---""--
- a+1 Eo 2 
(sin 2) 
From (4.1.7) it follows that 
Tcpf(•)-f(•) 1 
lim+ 11 cp 2 - (- +, Af( •)) 11 = O 
cr+-o (sin 2) a x 
In virtue of (6,3,5) and (6.3.6) we have 
(6.3.8) 
Since by (4.1.7) and (4.1.8) 
Tcpf(•)-f(•) 28+1 
11 . .1 2 11 X ~ a+1 11 Afl IX , (sin 2 ) 
we derive from (6.3.8) and (6,3.6) 
(6.3.9) 
0 < cp < .!!. • 
. - 2 
. 
s 2 28+2 
since we have chosen > + . 
Hence (6.3.9) and (6.3.7) yield 
2(a+8+2) 
which establishes (6.3.4), if we choose C = max( C B 
If we take an arbitrary element of F(X,K) such that 
11 f ( • ) - K ( f .• ) 11 < A ( 1-KA ( 1 ) ) 
' X - A. 
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then we study the convolution of f with a p
ositive polynomial kernel of 
degree 2._N (we may take the De la Vallee-Poussin kern
el VN(cos 8) defined by 
(5.7.2)). Then the function fN(cos 8) = VN(f;cos 8) c
learly belongs to D(A) 
and furthermore we have for each N € z+ 
= 11 (V *(f-K *f))(·ll I N A. X 
Since llfNllx2.. llfllx, it follows from (6.3.4) that
 
Hence for~> 0 we derive from (4.1.7) and (4.1.8) 
If we take the limit as N + co we obtain 
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which is equivalent with f E Lip(2,X). This completes the proof of theorem 
6.3.2. 
6.4. APPLICATIONS 
We shall utilize the results of the preceding sections in order to 
derive the saturation class of some approximation processes with a positive 
kernel, for which a limit relation of the form (2.4.2) is not known, so that 
the method used in chapter V fails. 
We first consider the process, which is generated by convolution of 
f E X with the kernel 
(6.4.1) J(a+k+1,S)( e) N,2 cos 
+ (kER, NEZ), 
where 
(6.4.2) 
From (1.2.8), where we choose A= k+1, p = 2 and successivelyµ 
µ = 1, we conclude that the trigonometric moment of order 2 
= 0 ( 1) (N-+oo) , 
O and 
if k >-~.Hence, by theorem 6.2.1, the process J~:;k+l,S)(f;cos e) is a 
strong approximation process on X if k ~ -~. Furthermore, if we take k ~ ~. 
formula (1.2.8) with A= k+1, p = 2 and forµ the values O, 1 and 2 leads to 
(6.4.3) 
::: ~N-2 
T(J(a+k+1,S) .2 ) =~ 
N ,2 ' 
-2 l N log N 
(k>~, N-+oo), 
(k=~, N-+<x>), 
(6.4.4) 
Theorem 6.1.1 shows the equivalence of (6.4.4) with the relation 
lim 
N..-
_ n(n+a.+1'!+1) 
-
a.+1'!+2 
+ (nEZ ) , 
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which implies that condition i) of lemma 6.3.1 is satisfied. A
pplying theo-
rem 6.3.2 and formula (6.1.5) we obtain 
6.4.l. Theorem. 
der N-2 if k > 
Lip(2,X). 
(a.+k+1 a) + 
The process {JN,2 ' (cos e), NEZ} is saturated with or-
~ and with order N-2 log N if k = ~. The saturation class is 
We have already used the kernel (6.4.1) with k = 1 in chapter 
IV in the 
proof of theorem 4.2.4. We now investigate another
 approximation process 
generated by convolution with a positive approxima
tion kernel, the general-
ized Jackson kernel. In the case of Fourier series 
this kernel is o~en used 
to prove direct theorems (see Lorentz [37]). The ke:r;nel is def
ined by 
(6.4.5) 
where 
r.__ (cos e) 
--:N,r 
. e 
sin N2 2r 
= cN r (-. -e-) 
' sin 2 
-1 = Io1T cN,r 
. Ne sin -2 2 (--) r 
. e 
P(a.,a)(e)de. 
sin 2 
+ + (NEZ , rEZ ) , 
e .e e /2. e 
From the well-known estimates -; .::_ sin 2 .::_ 2 for O .
::_ e .::_ 11 and 2 .::_ cos 2 .::_ 1 
for O .::_e.::_ ~we easily derive the asymptotic relation for N ~ ~ 
(6.4.6) 
N2r-2a.-2µ-2 
. Ne 
fol! (si.n e2)2r ( ) p a.+µ,a (e)de ~ log N 
sin 2 
(r>a.+µ+1), 
(r=a.+µ+1), 
(r<a.+µ+1). 
Relation (6.4.6) implies that the trigonometric moment of. orde
r 2 
T(L__ ;2) = CN f11 
--:N ,r ,r 0 
= o( 1) 
if r .::_ a.+1. Hence, by theorem 6.2.1, we conclude, t
hat for f € X the process 
r.__ (f;cos e) is a strong approximation process on X if r > a.+
1. Further.-
--:N ,r 
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more, if we take r .::_ a+2, formula (6.4.6) leads to 
(r>a+2, N--), 
(6.4.7) 
(6.4.8) 
T(L__ ;2) ~ 
~.r 
-2 N log N 
T(L__ ;4) = o(T(L__ ;2)) 
~.r ~.r 
By theorem 6.1.1, relation (6.4.8) is equivalent to 
A 1-~.r(n) 
1-L__A ( 1) 
~.r 
_ n(n+a+6+1) 
- a+6+2 
+ (n€A ), 
which implies condition i) of lemma 6.3.1. Consequently, application of 
theorem 6.3.2 and formula (6.1.5) yields 
6.4.2. Theorem. The process{~ (cos e), N€Z+} is saturated with order N-2 
if r > a+2 and with order N-2 lo~rN if r = a+2 (r€Z+). The saturation class 
is Lip(2 ,X). 
The last approximation process with a positive kernel we consider is 
the process generated by the kernel FN(cos 6) defined by (6 .• 2.3). This ker-
nel is the generalization to Jacobi polynomials of the Fej~r-Korovkin kernel 
(see Butzer-Nessel [18], section 1.6.1). As an immediate consequence of 
(6.2.4) and (6.2.9) we have 
For the notation see lemma 6.2.3. We now compute T(FN;4): 
T(FN;4) = a I: (1-2cos e+cos2e)FN(cos e)p(a,B)(e)de. 
1 f 1 2 6 
= 2a+f3+3 _1(1-2x+x )FN(x)(1-x)a(1+x) dx 
1 f 1 2 2 a 6 
= +a+3 [(x-x1 ) -2(1-x1 )x+(1-x1 )JFN(x).(1-x) (1+x) dx 2a ,.. _1 ,n ,n ,n 
1-x2 
_ 1,n ,( )2 
- 4(2n+a+6+1) + ij 1-x1,n 
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Hence 
T(FN;4) (1+x1 ) 
lim T(F . 2) = lim [ ( •B ) + ~(1-x1 )J = O. N-+<><> N' N-+<><> 2 2n+a+a+1 ,n 
Thus, by theorem 6.1.1, condition i) of lemma 6.3.1 follows and 
we conclude: 
6.4.3. Theorem. The process. {FN(cos 0), N€Z+} is saturated wit
h order N-2 • 
The saturation class is Lip(2,X). 
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CHAPTER VII CHARACTERIZATION OF CERTAIN CLASSES OF FUNCTIONS 
This last chapter is devoted to the characterization of certain classes 
of functions which occur in the preceding chapters. In section 7.1 we give 
necessary and sufficient conditions for a function f on [-1,1] to belong to 
the domain of the operator A, defined in (4.1.3). Next, we characterize the 
domain of the operator D1, the fractional differentiation operator of order 
1, by means of the conjugate function f, which can be introduced in a way 
similar to the work of Muckenhoupt and Stein [38] on ultraspherical expan-
sions. The method to obtain the characterizations for D(A) and D(D1) is 
taken from Berens, Butzer and Pawelke [13]. Finally, we direct our attention 
to the spaces of K-interpolation between the space X and the domain of the 
fractional differentiation operator of order y, in terms of which we have 
characterized the spaces of non-optimal approximation of certain summation 
methods in chapter V. We show that the spaces (X,D(D )) 8 K , 0 < y < 2, y ,q; 
0 < 8 < 1, 1.::_q.::_ 00 coincid~ with the spaces of K-interpolation 
(X,D(A)) 8y/2 ,q;K which in the case q = 00 are the Lipschitz spaces Lip(~Y,X). 
7.1. CHARACTERIZATION OF D(A) 
In this section the following theorem is proved. 
7. 1. 1. Theorem. For f, g E X the relation 
(7.1.1) " " n(n+a+S+1)f (n) = g (n) (nEP) 
is valid, if and only if f(cos 8) is locally absolutely continuous almost 
everywhere on (-1,1), the function p(a,S)(8)~~ is absolutely continuous al-
most everywhere on [-1,1] and vanishes in the points -1 and 1, and 
(7.1.2) ~8 [p(a,S)(8) ~8 f(cos 8)] = p(a,S)(8) g(cos 8) 
almost everywhere on [-1,1]. 
d Proof. If we presuppose (7.1.1), then the differential operator P(d8), de-
fined in (1.1.6), works on the Weierstrass approximation process (section 
5.1) in the following way: 
If we integrate twice, we obtain 
+ 
From the norm convergence of Wtf to f for t +
 0 we conclude, that there 
exists a sequence {t.}. z+ such that wt f(cos 6) converge
s to f(cos 6) al-
i iE . 
+ i 
most everywhere, fort.+ 0 (Rudin [43], theorem 3.12). Hen
ce 
i 
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a.e. 
where the right-hand side converges for every
£> O and for all 6 € (O,n). 
Thus f is differentiable almost everywhere on 
(O,n) and 
df(cos 6) { (a,S)(e)}-1 Je ( ) (a,S)( )d d6 = p g COS T p T T 
0 
a.e. 
(a S)( df(cos 6) . . 
It follows that the function p ' 6) d6 is abso
lutely continuous 
a.e. on [O,n], vanishes at 6 = O and, by the hypothesi
s gA(o) = O, also at 
6 = TI. Moreover, 
d P(d6) f(cos 6) g(cos 6) 
a.e. 
(the assertions are everywhere if X = C). 
For the converse part we presuppose (7.1.2). Then 
gA(n) = - ITI R(a,S)(cos 6) ~ {p(a,S)(6) dd6 f(cos e)}de, n € P. 
0 n d6 
If we integrate by parts twice, we get 
= fn n(n+a+S+1) R(a,S)(cos 6)f(cos 8)p(a,S)(6)d6 
0 n 
n € P. 
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We have used the fact that p(a,S)(e) df(cos e) vanishes at e de 
The proof is complete. 
7.2. THE CONJUGATE FUNCTION 
o and e 71. 
It has been suggested by Askey [1], that some parts of the work of 
Muckenhoupt and Stein [38] on the conjugate series of ultraspheri·cal expan-
sions can be generalized to Jacobi series. If we take f E X with the expan-
sion 
f(cos e) ~ l 
n=O 
and the Abel-Poisson means (section 3.3) 
(7.2.1) A (f;cos 8) = 
r l 
n=O 
then the conjugate Abel-Poisson sum A (f;cos 8) can be defined by 
r 
(7.2.2) A. Cf;cos e) 
r 
00 
= ~1~ \ rn n fA(n)w(a,S)R(a+ 1,S+ 1)(cos 8) sin -28 cos e a+1 n~ 1 n n-1 2 
If we put u = A (f;cos e) and v = ra+s+1 
. r 
v satisfy the equations 
(7 .2. 3. a) 
(7.2.3.b) 
rv 
r 
a+S+1 
-r (a,S)(e) p ue' 
a+S+1 (a S) 
v = r p ' (e)ru e r 
p(a,S)(e) A (f;cos e), then u and 
r 
By the method developed by Askey [1], theorem 1, the. generalization of 
M. Riesz' theorem can be proved. 
7.2.1. Theorem. If f E LP, 1 < p < oo, then we have 
a) JIA (f;•)JI < M lif(·)ll 
r P - P P 
b) There exists a function f E Lp such that 
c) 
and 
~ 
lim A (f;cos 0) = f(cos 0), for almost all 0, 0 ~ 0 ~ n. 
r+1- r 
The function f(cos 0) is called the conjugate function of f(cos 0)
. 
7.3. CHARACTERIZATION OF D(D1) 
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The concept of the conjugate function is used in the following the
orem, 
which by corollary 3.4.6 gives a characterization o
f the domain of the frac-
tional derivative of order 1. 
7.3.1. Theorem. For f,g € X the relation 
(7,3.1) /\ 
/\ 
nf (n) = g (n) 
is valid if and only if f e X, the function p(a,e)(0) f(cos 0) 
is absolutely 
continuous almost everywhere on [-1,1] and vanishes at -1 an
d 1, and the re-
lation 
(7,3,2} ~0 [p(a,e)(0)r(cos 0)J = p(a,e){0)g(cos 0) 
holds almost everywhere on [-1 , 1 ] . 
Pzooof. We first assume that (7. 3. 1) is satisfied for f and g € X
. As we 
have mentioned in section 7.2, the functions u =A (f;cos 0) and 
v = ra+e+1 p{a,e)(0) A (f;cos 0) satisfy the equat~ons c7.2.3}. From (7.2.3) r 
we deduce, using (7.2.1) and (7,3,1) 
(7,3,3) -'L__r a+e+1 (a,6)( 0) A~ (f· 0)
} a+6+1 (a,6)( 0) A ( 0) 
de'r p r ,cos = r p 
r g;cos • 
It follows from (7.3.1) that f has a representation of the form
 
(7,3,4.) f(cos 0) = f"(o)w(a,e) + {g*h)(cos 0) ' 0 
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where 
h(cos e) (a,8)R(a,8)( w cos 
n n 
e) • 
In section 1.5 we have shown that his a continuous :f'unction in each compact 
subinterval of ( O, 'If J and that 
Thus, for 1 < p < 1/(2a+1) the function h belongs to LP. By lemma 1.4.1. iv) 
we m~ conclude from.(7.3.4) that f belongs to LP. Hence, by theorem 7.2.1 
- p N 1 it follows that f E L and consequently f E L . Integration of (7.3.3) 
yields 
p(a,8)(6) A (f;cos e) = f0 A (g;cos T)p(a, 8)(T)dT 
r 0 r 
For r + 1 , the le~-hand side converges almost everywhere to 
p(a, 8)(6) f(cos 6) by theorem 7.2.1. c).Since 
= o( 1) 
the right-hand side of (7.3.5) converges almost everywhere to J: g(cos T)p(a, 8)(T)dT, which implies that the following relation holds al-
most everywhere: 
(7.3.6) 
At e = O the right-hand side vanishes and also at e = 'If, since gA(O) = o. 
Moreover, differentiation of (7.3.6) leads to (7.3.2), which establishes the 
first part of the theorem. 
For the proof of the converse we deduce from (7.3.2) 
gA(n) = f'lro 
= J: 
g(cos e) R(a, 8)(cos e) p(a, 8)(e)de 
n 
R(a,8)(cos e) .S!_[p(a,8)(6) r(cos e)Jde, n E P. 
n de 
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If we take into account that p(a,S)(e) f(cos e) vanis
hes at e = O and e =TI 
and if we use formula (1.1.9), we obtain a~er integr
ation by parts 
/I 
g (0) = 0 ' 
n E z+. 
Si.nee p(a,S)(e) ~f(cos e) . b 1 t 1 t' 1 t' (7 3 6) h
 ld 
is a so u e y con inuous, re a ion . . 
o s. 
Thus we may conclude 
which implies that f E Lp for 1 < p < 1 + 2a~ 1 . Hence, 
ITI [f(cos e) - A (f;cos e)J R(a+,1,s+1)(cos e)p(a+~,S+~)(9)d8 0 r n-
<JJACf;·)-f(·lll =0(1) 
-
r p 
We now investigate 
n(n+a+S+1) f A (f;cos S)Rn(~+,l,S+l)(cos e)p(a+~.s+~)(e)de, 
a+1 0 r 
n E z+. 
If we substitute for A (f;cos e) the expansion (7.2.2) and integrate term
 by 
. . 
r . (a+1 S+1) 
term, noticing that the polynomials R 1 ' 
(cos e) are orthogonal with 
(a+1 8+1) . n-
respect to p ' ( e) , we obtain 
= lim n(n+a+S+1) I kf"(k)rk w(a,S) 
r+1- (a+1) 2 k=1 k I: ~~~l,S+l)(cos e)R~~~ 1 • 8+ 1 )(cos e)p(a+l,S+l)(9)d9 
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= nfA(n) n € z+, 
which completes the proof of theorem 7.3.1. 
7.4. CHARACTERIZATION OF THE SPACES (X,D(Dy))y,q;K 
This last section is devoted to the following theorem: 
7.4.1. Theorem. For 0 < y < 2 and 0 < 8 < 1, 1.:_q.:_ 00 the following state-
ments are equivalent for f € X: 
i) 
ii) f € (X,D(A)) B/2 ·K y ,q, 
Proof. This theorem is a direct consequence of theorem 2.1.6, if we able to 
show that 
(7.4.1) (X,D(A)) 12 1.K c D(D ) c (X,D(A)) 12 oo·K y ' ' y y ' ' 
We first prove the second inclusion. If f € D(D ), there exists a func-y 
tion g € X, such that f = I g, where I denotes the fractional integration y y 
operator, introduced in section 5.5. We have shown that f =I g € Lip(y,X). y 
Hence, by theorem 4.2.2 the second inclusion follows. 
For the proof of the first inclusion in (7.4.1) we need some theorems 
on spaces of best approximation quoted in section 2.2. For the subspaces 
P (nEZ+) are chosen the spaces of the polynomials in cos 8 of degree .:_ n. n 
On account of the inequality (5.5.2) and definition 2.2.4. we know that D(D ) y 
is a space of the class DJ(X) and thus, by lemma 2.2.5 we have for the space y 
of best approximation -J! 1 the inclusion y, 
(7.4.2) -J! 1 c D(D ) . y' y 
Furthermore, we show that D(A) is a space of the class D2 (X) •. The fact that 
D(A) is a space of the class D~(X) follows from definition 2.2.4 and the 
J formulas 4.1.5 and 4.2.2. The space D(A) belongs to the class D2 (X) by the 
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inequality (4.2.8). We are now in a position to apply theorem 2.2
.6 to con-
clude that 
(7,4.3) -;< 1,:;;;, (X,D(A)) /2 1·K 
y' y ' ' 
Combination of (7.4.2) and (7.4,3) leads to the first inclusion o
f (7.4.1). 
This proves the theorem. 
Theorem 7.4.1 enables us to characterize in terms of
 the spaces of Kinter-
polation between X and D(A) all the spaces of non-optima
l approximation, 
that occur in chapter V. 
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