We consider a one-parameter family of a class of functions {F (t, x)} t on [0, 1], and, partial derivatives ∂ k t F (t, x) of the functions with respect to the parameter t. Each function of the class, which was previously considered by the author, is defined by using a certain pair of two square matrices of order two. The class includes the Lebesgue singular functions and other singular functions. Our approach to the Takagi function is similar to Hata and Yamaguti. The class of partial derivatives ∂ k t F (t, x) includes the original Takagi function and some generalizations. We consider real-analytic properties of the partial derivatives ∂ k t F (t, x) as a function of x, specifically, differentiability, the Hausdorff dimension of the graph, and, behaviors around dyadic rationals, variations, a monotone property, and, modulus of continuity. Our results are extensions of some results for the original Takagi function and some generalizations.
1 Introduction and Main Results
Introduction
The Takagi function [30] is an example of continuous nowhere differentiable functions. Some properties and generalizations of this function has been investigated. Hata and Yamaguti [16] showed the following relation between the Takagi function T (x) and the Lebesgue singular function L a (x) with singularity parameter a :
The Takagi function has been considered from various points of view. Properties (e.g. [3] , [6] , [7] , [15] , [20] , [23] ), generalizations and variations (e.g. [1] , [22] , [27] ), and, relations with other areas of mathematics (e.g. [8] , [13] , [29] , [31] ) have been considered. Allaart and Kawamura [4] and Lagarias [21] surveyed various results concerning the Takagi function.
Recently, de Amo, Díaz Carrillo, and Fernández-Sánchez [5] considered ∂ a L a (x) at a = 1/2. (Here and henceforth, ∂ z denotes the derivative with respect to the variable z and ∂ n z denotes the n-th partial derivatives with respect to the variable z.) They showed that for any a = 1/2 and for n ≥ 1, ∂ n a L a (x) has zero derivative almost every x, and, they claimed that if n is odd, then, it is of monotonic type on no open interval (MTNI). (We follow Brown, Darji, and, Larsen [10] for this terminology.) That is, on any open interval J in [0, 1] , the values (∂ n a L a (x) − ∂ n a L a (y))/(x − y), x, y ∈ J, x = y, are unbounded from above and below.
In this paper, we consider a class of singular and absolutely continuous functions containing L a , a ∈ (0, 1). (In this paper, a singular function is a continuous increasing function whose derivatives are zero Lebesgue-a.e.) We introduce a one-parameter family of functions F (t, x) as follows : For any fixed t, F (t, x) is a (singular or absolutely continuous) function of x ∈ [0, 1] of the class, and, for any fixed x ∈ [0, 1], F (t, x) is smooth with respect to t. We examine real-analytic properties of the n-th partial derivative ∂ n t F (t, x) as a function of x ∈ [0, 1]. This is an extension of the Takagi function, and, our generalization is different from the ones by [16] , Kôno [19] and Sekiguchi and Shiota [27] .
We state the class of functions appeared in the above in detail. In [24] , the author considered a probability measure µ A 0 ,A 1 on [0, 1] defined by a certain pair of two 2 × 2 real matrices (A 0 , A 1 ). µ A 0 ,A 1 is either singular or absolutely continuous with respect to the Lebesgue measure. The original motivation for the work [24] is knowing about a conditioned random walk range for self-interacting random walks in the author [25] . The class of probability measures in [24] contains not only the Bernoulli measures but also many non-product measures. (Here, we identify [0, 1) with the Cantor space {0, 1} N in the natural way. We consider non-atomic measures on [0, 1] only, and we do not need to distinguish [0, 1] with [0, 1). ) We state a one-parameter family of functions F (t, x) of the class appeared in the above in detail. We parametrize (A 0 , A 1 ) by a parameter t around 0. Fix a pair of matrices (A 0 , A 1 ). We always assume that each component of A 0 (t) and A 1 (t) is smooth with respect to t and (A 0 (0), A 1 (0)) = (A 0 , A 1 ). Let F (t, x) := µ A 0 (t),A 1 (t) ([0, x]), x ∈ [0, 1]. Thanks to [24, Theorem 1.2], this function is singular or absolutely continuous according to the values of the components of A i (t), i = 0, 1.
In this paper, we first show that the k-th partial derivative f k (x) := ∂ k t F (0, x) is well-defined and continuous on [0, 1] for each k ≥ 1. We show that the Hausdorff dimension of the graph of f k is 1. This extends [2, Corollary 4.2] and is applicable to the framework in [5, Section 5] . We show that the derivative of f k is 0, Lebesgue-a.e. This extends [5, Theorems 12 and 13] . We examine behaviors of f k around dyadic rationals. It is possible to say that they are fractal functions (See figures at the end of this section).
If we consider the case of k = 1 and the "linear" case, we can show more sophisticated results. We remark that both of these two classes contain the (original) Takagi function. We consider differentiability, a monotone property and variation of f k . [5, Theorem 14] states that if we consider the "linear" case and k is odd, then, f k is of monotonic type on no interval (MTNI) Our results extend [5, Theorem 14] to for all k ≥ 1.
Moreover, if k = 1, we consider modulus of continuities of f 1 . We extend Allaart and Kawamura [3, Theorem 5.4] , which gives the necessary and sufficient condition that the limit lim h→0 (T (x + h) − T (x))/h log 2 (1/|h|) exists for the Takagi function T . We also investigate a local modulus of continuity of f 1 , which is similar to Kôno [19] . We can show that the original Takagi function case of [19] by following our approach. Some papers (e.g. [3] , Gamkrelidze [15] ) uses Kôno's expression [19, Lemma 3] . However, it seems that it is not applicable to our settings. The key point of our proof is an expression formula for f 1 (x + h) − f 1 (x), which is different from [19, Lemma 3] . A law of the iterated logarithm for martingales (e.g. Fisher [12] , Stout [28] ) is used.
Some results heavily depend on whether µ A 0 ,A 1 is singular or not. Some proofs use probabilistic methods, in particular, martingale, and, results and techniques investigated in [24] . We cite some results in Williams' book [32] .
Framework
First, we define µ A 0 ,A 1 from a viewpoint of functional equations as [24] .
, i = 0, 1, be two real 2 × 2 matrices such that the following conditions (i) -(iii) hold :
We consider the following functional equation for f : [0, 1] → R :
where we let Φ(A, z) :
assure the existence of the unique continuous solution for (1.1).
De Rham [26] regarded some singular functions as solutions of a certain class of functional equations. (An English translation of [26] is included in Edger [11] .) (1.1) is a special case of de Rham's functional equations. The survey by Kairies [17] and the monograph by Kannappan [18] study a certain class of functional equations containing this. Thanks to the the conditions (i) -(iii), we can represent all components of A 0 , A 1 by three components b 1 , c 0 and c 1 . Indeed, we can assume that
We define two important constants α, β as in [24] . Precisely,
, and, β := max 0,
We introduce a pair of matrices ( A 0 , A 1 ) associated with (A 0 , A 1 ), in order to shorten proofs of some results. Let 
We have
In this paper, in addition to (1.2), we assume that either the Lipschitz constant of Φ( t A 1 ; y) on y ∈ [α, β], or, the Lipschitz constant of Φ( t A 1 ; y) on y ∈ [ α, β] is strictly less than 1. That is,
We assume this condition due to a difficulty arising in computation, however, if c 0 = c 1 = 0, then (1.6) holds. We remark that both the Lipschitz constant of Φ( t A 0 ; y) on y ∈ [α, β] and the Lipschitz constant of Φ( t A 0 ; y) on y ∈ [ α, β] are always strictly less than 1. Now we define an open set of R 3 in which curves run. (b 1 , c 0 , c 1 ) is E if and only if (1.2) and (1.6) hold. Precisely,
Fix a point (b 0 , c 0 , c 1 ) ∈ E. We consider a smooth curve (
For ease of notation, we often omit t if t = 0 and write F (x) = F (0, x) and
This class of smooth curves includes the frameworks considered in [2] , [3] , [5] etc. Indeed, E contains {(x, 0, 0) : 0 < x < 1}, and, if c 0 (t) = c 1 (t) = 0 and b 1 (t) = a + t, then, F (a, x) = L a (x).
Basic results
Let X i (x) := z i , where x = n≥1 2 −n z n is the dyadic expansion of x. If x is a dyadic rational, then, we adopt the expression such that the number of n such that z n = 1 is finite. Let
Hereafter in this section, we let f k (x) := ∂ k t F (0, x), and,
(1.8) implies that f k is continuous, and, if µ 0 is absolutely continuous, then, [23] . This assertion is applicable to the framework in [5, Section 5] . In the case, it can happen that f k is not α-Hölder continuous if α < 1 is sufficiently close to 1. See Theorem 1.6 (ii) for details. We show this assertion by using (1.8) and that F is the distribution function of µ 0 . We do not use [23] . Theorem 1.3. There exists c ≥ 1 such that for any k ≥ 0 there exists
If µ 0 is singular, then, we can let c > 1 and C ′ k = 0 for any k. This result implies Theorems 12 and 13 in [5] . We use (1.8) and some techniques appeared in the proof of [24, Theorem 1.2] .
It is natural to consider that the estimate in (1.8) is best or not. However, we have to impose a condition for the curves. Indeed, the above theorems hold for the case that all of b 1 (t), c 0 (t), and c 1 (t) are constant. In that case, f k (x) = 0 for any k ≥ 1 and any x ∈ [0, 1].
Non-degenerate condition
For a differentiable function f with one variable, f ′ denotes the derivative of f . Definition 1.4 (A non-degenerate condition). We say that (ND) holds if
where we let
Both δ 0 and δ 0 are well-defined. Either δ 1 or δ 1 is well-defined.
This condition assures that the derivative of F (t, x n + 2 −n ) − F (t, x n ) with respect to t is uniformly and strictly positive at t = 0, which is stated in Lemma 2.5. In particular, we see that f k is not a constant.
This property for curves is stable under a certain change of variable, precisely, if γ(t) is a smooth curve such that γ(0) = 0 and γ ′ (0) > 0, then, (ND) holds for (b 1 (t), c 0 (t), c 1 (t)) if and only if it also holds for (b 1 (γ(t)), c 0 (γ(t)), c 1 (γ(t))).
This condition is somewhat complex, however, (ND) holds for the original Takagi function T and its generalizations in [2] , [3] , [5] etc. See Example 2.6 for details.
Behaviors of f k around dyadic rationals
In this subsection we state some results for behaviors of f k around D. Here and henceforth log 2 denotes the logarithm whose base is 2. Theorem 1.5. For any k ≥ 0 and any x ∈ D ∩ (0, 1), the following convergences hold : 
If µ 0 is singular, we can let c < 1.
The assertion (i) corresponds to Theorem 1.3. The assumption in (i) is consistent with (1.2) and (1.6). We can see an example of a graph of f 1 satisfying c 0 < (1 − 2b 1 )/2b 1 and c 1 > 1 − 2b 1 at the end of this section. If µ 0 is absolutely continuous, or, c 0 = c 1 = 0, then, the assumption in (ii) holds. Our proofs of Theorems 1.5 and 1.6 are non-probabilistic and done by induction on k. They depend on the conditions of (b 0 , c 0 , c 1 ) heavily.
Results for two special cases
We say that (L) holds if (b 1 (t), c 0 (t), c 1 (t)) = (t + a, 0, 0). First, we state results which hold for the two cases k = 1 and (L) both.
For
Theorem 1.7. Assume that (ND) holds, and, either k = 1 or (L) holds. Then, (i) (Non-differentiablity for absolutely continuous measure) For any x ∈ (0, 1), ∆ k F (x, x + h) does not converge to any real number as h → 0. In particular, if µ 0 is absolutely continuous, f k is not differentiable at any point in (0, 1).
The assertion (i) is an extension of [2, Theorem 5.1]. This kind of problem was considered by Takagi [30] . Our proof of (i) is somewhat similar to Billingsley's one [9] . It seems that variation of f k has not been considered, but here we consider. We use the martingale convergence theorem for the proof of (ii).
Theorem 1.8 (MTNI).
Assume that (ND) holds, and, either k = 1 or (L) holds. Then, there exists c ∈ [0, 1] such that the following assertions holds :
(ii) The following relations hold for any open interval J :
If µ 0 is singular, we can let c < 1 in both of the assertions. If (L) holds, the constant c does not depend on k.
The assertion (ii) extends [5, Theorem 14] . Our approach to Theorems 1.7 and 1.8 is analyzing fluctuation of {Z k,n } n . We give an example of graph of f 2 such that (b 1 (t), c 0 (t), c 1 (t)) = (t + (1/3), 0, 0).
We restrict our interest to the case of k = 1 and compare
. This sum is a finite sum if and only if z ∈ D. We let
This plays an important role and approximates ∆ k F (x, x + 2 −n ) in a sense. We state a result concerning modulus of continuity of f 1 .
Theorem 1.9. Assume that (ND) holds, k = 1 and x / ∈ D. Then, lim h→0,h>0 ∆ 1 F (x, x + h)/ log 2 (1/h) exists as a real number if and only if the following conditions hold:
We can extend [3, Theorem 5.4] by using this assertion. See Corollary 6.5 for details.
Finally, we state a result concerning local modulus of continuity of f 1 , which is similar to [19, Theorem 5] . Theorem 1.10 (Local modulus of continuity). Assume that (ND) holds and k = 1. Then, there exist two constants 0 < c ≤ C < +∞ such that the following inequalities hold for µ 0 -a.e. x :
(1.18)
By using this, we can improve (1.16) as follows :
This paper is organized as follows. We give some preliminary results in Section 2. We show Theorems 1.1, 1.2 and 1.3 in Section 3, Theorems 1.5 and 1.6 in Section 4, Theorems 1.7 and 1.8 in Section 5, and, Theorems 1.9 and 1.10 in Section 6.
In this paper, c, C etc. denote constants depending only on the settings if we do not refer the dependence. They must be distinguished if they are used in different assertions and proofs.
Preliminaries 2.1 Notation and Regularity for µ t
First, we introduce some series of notation. Let g 0 (t, x) := 0 and g i (t,
. Let p min (t) := min{p 0 (t, α(t)), p 1 (t, β(t))} and p max (t) := max{p 0 (t, β(t)), p 1 (t, α(t))}.
Let F n be the Borel σ-algebra of [0, 1) generated by {[k/2 n , (k + 1)/2 n ) : 0 ≤ k ≤ 2 n − 1}, n ≥ 0. Then, H i is F i+1 -measurable, and hence, M i is F i -measurable. We define g n , p j , P i , H i , p min , and, p max by substituting ( b 0 , c 0 , c 1 ) for (b 0 , c 0 , c 1 ) in the above definitions.
These hold also for g i , H n , M n , µ t , p min , and,
Proof. The assertions (i) to (iv) are easy to see the following assertion by using (1.1) and (1.2). See also [24, Lemma 3.1] . Let x < y. Let n x,y be the least number n such that there exists k such that
Thanks to (2.2), we have p t < 1. Therefore, we have the assertion (iii) for c = − log 2 p t > 0.
We state singularity results for µ t for a fixed t. 
6)
If µ t is singular, we can let c > 1.
(ii) There exists c ≤ 1 such that
If µ t is singular, we can let c < 1.
Proof. If µ t is absolutely continuous, the assertions are trivial. We assume that µ t is singular. 
Preliminary results for the partial derivatives
We have that
We state an assertion concerning a uniform boundedness of ∂ k t H n (t, x). Lemma 2.3. For any k ≥ 0, there exists a continuous function C 1,k (t) on a neighborhood of t = 0 such that
holds for each t on the neighborhood.
Proof. The case that k = 0 follows from (2.2). Assume that k ≥ 1. Then, 
We show (2.12) by induction on k. The case that k = 0 follows from (2.1). Assume that (2.12) holds for k = 0, 1, . . . i − 1. We have that
Here, Poly(i, n) is a multivariate polynomial consisting of ∂ j t g n−1 (t, x), and, ∂
Therefore, sup n≥0,x∈(0,1)
.
Hence we have (2.12). Second, we assume that (
holds if t is close to 0. The lest of proof goes in the same manner as above.
By differentiating
l times with respect to t at t = 0, we see that
(2.13)
These convergences are exponentially-fast.
(ii) If x ∈ D, then,
This convergence is exponentially-fast.
Proof. Here G 0,i denotes the i-th composition of G 0 (0, ·). Since the Lipschitz constant of G 0 (0, ·) on [α, β] is strictly smaller than 1,
This convergence is exponentially-fast. If
. Hence, we have (2.14) and the convergence in (2.14) is exponentially fast.
Since
, we can show (2.15) in the same manner. Thus we have the assertion (i).
Since x ∈ D, we have that X n (x) = 0 for any large n. By using (2.17) and (2.21), we have that
, exponentially fast, and, (2.18)
, exponentially fast.
(2.19) By using (2.8), (2.18), (2.19), and, (2.14), we have the assertion (ii).
A non-degenerate condition (ND)
In this and the following sections, we do not use the condition (ND) explicitly. Instead, the following assertion is used. 
Proof. First, we assume (1.10) holds. Since
21) we see that if η ≤ min{δ 0 , δ 1 }, and, ∂ t g i−1 (0, x) ≥ η, then, ∂ t g i (0, x) ≥ η. Since ∂ t g 0 (0, x) = 0, we have that ∂ t g i (0, x) ≥ min{0, δ 0 , δ 1 } for any i ≥ 0. By recalling (2.1), (2.8) and (1.10), we have (2.20). The cases in [2] , [3] and [5] are described as follows :
Example 2.6. Assume that c 1 (t) = c 2 (t) = 0 for any t. Then,
α(t) = β(t) = α(t) = β(t) = 0, and, δ 0 (t) = δ 1 (t) = δ 0 (t) = δ 1 (t) = 0.
Therefore, in this case, (ND) holds if and only if b ′ 1 (0) > 0. Proof of Theorem 1.1. By using (2.3), we have that
There exist positive integers r(k, (k j ) j ), j k j = k, k j ≥ 0 such that
We compare ∂ k j t H j (t, x) with H j (t, x). Since the number of j such that k j > 0 is less than or equal to k,
Lemma 2.3 implies that for each
where we let C 4,k (t) = max 0≤l≤k C 1,l (t). This is continuous with respect to t. Thus we have the assertion (i). By using (3.1) and (2. 
p max (t)) n .
(3.2) Thus we have the assertion (ii). (3.2) implies that |f
|. This and (1.7) imply (1.8). The continuity of ∂ k t F (0, x) with respect to x follows from (1.8) and the continuity of F (x). Thus we have the assertion (iii).
Hereafter, "dim H " denotes the Hausdorff dimension and "diam" denotes the diameter.
Proof of Theorem 1.2. It is easy to see that dim
Then, 2 n l=1 R(k; n, l) covers the graph of f k , and, diam(R(k; n, l)) = (4 −n + 4O(f k , n, l) 2 ) 1/2 . Let s > 1. Then, we have that
Therefore, it suffices to show that
By using (1.8),
By using this and
By using (2.5) and s > 1,
Thus we have (3.3).
Let
. This sum is a finite sum if and only if z ∈ D. Let n(x, y) := min{n : m k (x) = m k (y)for anyk ≤ n} for x, y ∈ (0, 1) \ D such that x = y. The strategy of the following proof is giving an upper (resp. lower) bound of |F (x) − F (y)| (resp. |x − y|) by using n(x, y).
Proof of Theorem 1.3. This assertion is trivial if µ 0 is absolutely continuous. We assume µ 0 is singular. Assume that x is a normal number, that is, it satisfies that m n (x)/n → 2, n → ∞. By using (1.8), it suffices to show that there exists c > 1 such that
Let y ∈ (0, 1) \ (D ∪ {x}). We have that X k (x) = X k (y) and M k (0, x) = M k (0, y) for any k ≤ m n(x,y) (x). Let m := m n(x,y) (x). By using (2.4) and (2.2), we see that
Here C denotes a constant independent from x, y. We give a lower bound of |x − y| in terms of n(x, y). If x > y, then, m n(x,y)+1 (x) < m n(x,y)+1 (y) and hence x − y ≥ 2 −m n(x,y)+2 (x) . If x < y, then, m n(x,y)+1 (x) > m n(x,y)+1 (y) and hence
By using (2.6) and lim k→+∞ m k+2 (x)/m k (x) = 1, we see that there exists c > 1 such that
holds for Lebesgue-a.e. normal number x. We also have that lim y→x n(x, y) = +∞. (3.4) follows from (3.5), (3.6) and (3.7).
4 Proofs of Theorems 1.5 and 1.6
In this section, Lemma 2.4 is used essentially. On the other hand, Lemma 2.2 is not used. Our proofs are not probabilistic. Recall (1.17). We define Z k,n by substituting F for F in this definition.
Proposition 4.1. We have that for any k ≥ 0 and any x ∈ D ∩ (0, 1), the following convergences hold :
Proof of Proposition 4.1. Let x ∈ D. Then, x = x n and P n (t, x) = H n (t, x) hold for any sufficiently large n. Let
by induction on k. The case k = 0 follows immediately. Assume that (4.3) holds for any k = 0, 1, . . . , l − 1.
(1.8), (2.2) and Lemma 2.3 imply that the magnitude of the second term of the right hand side is O(n l−2 ). By using this, (2.16), and, the hypothesis of induction,
Hence, (4.3) holds for k = l. Thus we have (4.1). Let
Then, in the same manner as above, we can show that by induction on k,
Thus we have (4.2).
If (ND) holds, then, thanks to Lemma 1.4, both q 1 and q 2 are positive. We show Theorem 1.5 by using Proposition 4.1 crucially.
Proof of Theorem 1.5. We would like to substitute h for 2 −n in Proposition 4.1. Let x ∈ D and n 0 := min{n :
By using (2.2) and (
By using (2.13), Lemma 2.3 and (1.7), we see that there exists a constant
Therefore,
The right hand side goes to 0 as h → 0, h > 0. By using this and Proposition 4.1, we have (1.12). We can show (1.13) in the same manner.
Proof of Theorem 1.6. We show the assertion (i) in a manner similar to the proof of Theorem 1.3. Let x ∈ D ∩ (0, 1). By using Lemma 2.4 and b 1 (c 0 + 1) < 1/2, we have that for some c > 1,
By using this, (1.7) and (3.5), we have lim h→0,h>0
Since c 1 > 1 − 2b 1 , we have b 1 ( c 0 + 1) < 1/2 and, (4.4) holds also for ∂ k t F (0, x). By using this and (2.10), we have lim h→0,h>0
(4.4) and (4.5) imply (1.14). We show the assertion (ii). First, we assume that c 0 ≥ (1 − 2b 1 )/2b 1 . It is equivalent to b 1 (c 0 + 1) ≥ 1/2. It follows from Lemma 2.4 (i) that for some c ≤ 1 which does not depend on x,
Second, we assume that c 1 ≤ 1−2b 1 . Then, c 0 ≥ (1−2 b 1 )/2 b 1 . Therefore (4.6) holds for F , and hence, for some c ≤ 1 which does not depend on x,
Since either (4.6) or (4.7) holds, lim sup
We can let c < 1 if µ 0 is singular. By using this, Lemma 2.5 and Theorem 1.5, we have (1.15).
5 Proofs of Theorems 1.7 and 1.8
In this section, we assume that (ND) holds and either k = 1 or (L) holds. First, we state some series of notation used in this and following sections. Let 
These inequalities play a central role in this and the following section. Recall (1.17). Then,
If (L) holds, then, by using (2.13), we have that
Let µ 0 (·|A) be the conditional probability of µ 0 given A. Denote the expectation with respect to µ 0 (·|A) by
We can show by induction on k that
Lemma 5.1. Assume that (ND) holds and either k = 1 or (L) holds. Then,
Proof. The case that k = 1 follows from (5.1). We consider the case that (L) holds. We show this assertion by induction on k. Assume that this assertion holds for k = 1, . . . , l. Assume that lim sup n→+∞ Z l+1,n (x) = lim inf n→+∞ Z l+1,n (x) for some x. Then, (5.3) and (5.1) imply that lim n→∞ Z l,n (x) = 0. This contradicts the assumption of induction. Hence, lim sup n→+∞ Z l+1,n (x) > lim inf n→+∞ Z l+1,n (x) for any x. Thus we have (5.5). By using this, (5.5) and the martingale convergence theorem (see [32, Chapter 11]), we have (5.6).
Proof of Theorem 1.7 (i). If x ∈ D, then, the assertion follows from Theorem 1.5 and the condition (ND). Assume that x / ∈ D. It is easy to see that
hold for any k, n ≥ 1. On the other hand, (5.5) implies that Z k,n (x) does not converge to any real number. Therefore, if (Z k,n (x)) n diverge as n → +∞, then, lim sup
for some c > 0. These imply the assertion.
Proof of Theorem 1.7 (ii). By using (1.17), we have that
The assertion follows from this and (5.6).
Proof of Theorem 1.8. (i) By using (5.7) and (2.7), we have that there exists c ≤ 1 such that the following holds (ii) Fix l and n. Denote E µ 0
[(l−1)/2 n ,l/2 n ) by E for ease of notation. By using (5.6) and {|Z k,m |} is a submartingale, 
This contradicts (5.9). Hence,
holds for infinitely many m. By using this, (5.7) and (2. 
If µ 0 is singular, we can let c < 1. (5.10) and (5.11) imply the assertion (ii).
6 Proofs of Theorems 1.9 and 1.10
In this section, we assume that (ND) holds and k = 1. (5.1) is used many times, even if we do not refer the uses. Let l(y, z) := min{i ≥ 1 : X i (y) = X i (z)} for y = z.
The following assertion plays a central role in this section.
Lemma 6.2 (Key lemma)
. Let x / ∈ D and h > 0. Then,
Proof. By using (2.4), we have that for any n,
(Y n ) n are bounded thanks to (2.1) and (5.1). By summing up over n,
where we let (1)), and,
(6.1) implies that
, we have (6.2). 
Proof. Thanks to (5.1), (5.2) and (6.2), it suffices to show that lim h→0,h>0
and lim h→0,h>0
(6.5) By using Lemma 6.1 and lim n→∞ m n+1 (1 − x)/m n (1 − x) = 1, we have (6.4).
We give an upper bound for
For any ǫ > 0, we can take δ(ǫ) > 0 such that c ǫ/2 < C δ(ǫ) . Therefore, if l x+h ≥ (1+ǫ)l(x, x+h) and h is sufficiently small, then, l x ≤ (1+δ(ǫ))l(x, x+ h), and,
Therefore, ( * ) ≤ ǫ. Thus we have (6.5).
Proof. Let δ > 0 and (n(j)) j be an increasing sequence such that m n(j) ( 
First, we assume b 1 (1+c 0 )(1+c 1 ) ≥ 1−b 1 . Let m(1, j) := m n(j) (1−x)−2 and m(2, j) := m n(j) (1 − x) . Then, we see that j) ), and, (6.7)
(6.8) By using (2.14), (2.15) , and m n(j) ( 
By using (6.6), (6.7), (6.8), (6.9), (6.10), and,
By using this, (6.11) and (6.2),
By using m(2, j) = l(x, x + 2 −m(2,j) ) and (6.2), we can show that by considering the cases X m(2,j) (x) = 0 and X m(2,j) (x) = 1 respectively,
Thanks to (5.1),
By using (6.12), (6.13) and (6.14), we have the assertion. Second, if b 1 (1 + c 0 )(1 + c 1 ) < 1 − b 1 , we can show that by using Lemma 2.4, there exist c ′ , c ′′ > 0 and δ 1 , δ 2 ∈ (0, δ) such that for any large j,
, and,
Thus the proof completes.
We immediately see Theorem 1.9 by using Proposition 6.3 and Lemma 6.4. We also consider lim h→0,h<0 ∆ 1 F (x, x + h)/ log 2 (1/|h|). By using
∈ D, we see that Corollary 6.5. Assume that x / ∈ D. Then, lim h→0 ∆ 1 F (x, x+h)/ log 2 (1/|h|) exists if and only if the following conditions hold :
Before we proceed to the proof of Theorem 1.10, we state a lemma. Lemma 6.6 (The law of the iterated logarithm (Stout [28] , Fisher [12] )). Let (Ω, F, P ) be a probability space and {S n , F n } n≥0 be a martingale on it.
, where we denote the expectation with respect to P by E. Assume that there exist constants 0 < c ≤ C < +∞ such that c ≤ |S i − S i−1 | ≤ C µ 0 -a.s. for any i ≥ 1. Then, lim sup n→∞ S n (I n log log I n ) 1/2 = √ 2 = − lim inf n→∞ S n (I n log log I n ) 1/2 , P -a.s.
Let σ(h) := log 2 (1/|h|) for h = 0.
Proof of Theorem 1.10. First, we show the lower bound for (1.18) and the upper bound for (1.19). Thanks to (5.1), Lemma 6.6 and (5.7), we have that there exist c > 0 such that the following divergences hold µ 0 -a.s.x : lim sup n→+∞ max{∆ 1 F (x, x n ), ∆ 1 F (x, x n + 2 −n )} (n log log n) 1/2 ≥ c. (6.15) lim inf n→+∞ min{∆ 1 F (x, x n ), ∆ 1 F (x, x n + 2 −n )} (n log log n) 1/2 ≤ −c. We remark that there exists a smooth curve in E such that µ 0 is absolutely continuous but not the Lebesgue measure.
Proof. Assume that x /
∈ D and h > 0. Then, by using Lemma 6.2 and that Z 1,l x+h (x + h) ≥ Z 1,l(x,x+h) (x + h) = Z 1,l(x,x+h) (x) + O(1), ∆ 1 F (x, x + h) ≥ min Z 1,lx (x), Z 1,l(x,x+h) (x) + O(1).
Since lim h→0,h>0 l x /l(x, x + h) = 1, we have that By using this, Lemma 6.6 and (5.7), we have the upper bound of (6.21).
If b 1 (t) = t + 1/2, c 0 (t) = c 1 (t) = 0, then, µ 0 is the Lebesgue measure, ∂ t F (0, x) = ∂ t F (0, 1 − x), and F (x) = 1 − F (1 − x). Hence, lim sup h→0 ∆ 1 F (x, x + h) (σ(h, x) log log σ(h, x)) 1/2 = √ 2, µ 0 -a.s. x.
In this case, we see that I n (x) = n and hence σ(h, x) = ⌊log 2 (1/|h|)⌋. Thus we see the original Takagi function case of [19, Theorem 5] .
Corollary 6.8. If b 1 (t) = t + 1/2, c 0 (t) = c 1 (t) = 0, then, lim sup h→0 ∆ 1 F (x, x + h) (log 2 (1/|h|) log log log 2 (1/|h|)) 1/2 = √ 2 = − lim inf h→0 ∆ 1 F (x, x + h) (log 2 (1/|h|) log log log 2 (1/|h|)) 1/2 , hold for µ 0 -a.s. x. (ii) (Tail estimates) Assume that (ND) holds and k = 1, then, there exist constants C ′ , c ′ , C ′′ , c ′′ ∈ (0, +∞) such that
Remarks
Proof. By using (2.13) and (1.7), we have that
By using this, we can show that in the same manner as in the proof of Proposition 6.3, We can also show that sup x∈(0,1)\D,h>0 E µ 0 [l x+h − l(x, x + h)] < +∞. The assertion (ii) follows from a central limit theorem for martingale (e.g. Freedman [14] ). If we can apply [28] to {Z k,n } n for k ≥ 2, then, (6.23) follows immediately, and moreover, we can show Theorem 1.10 for k ≥ 2. If (L) does not hold, then, we do not know whether Lemma 5.1 holds or not.
