I. INTRODUCTION
Runlength-limited (RLL) codes, generically designated as (d; k) RLL codes, have been widely and successfully applied in magnetic and optical recording systems. Binary sequences generated by a (d; k) RLL encoder have at least d and at most k; k > d, '0's' between successive '1's.' Let the integers m and n denote the information word length and codeword length, respectively. The code rate, R = m=n, is a measure of the code's efficiency. The maximum rate of a RLL code for given values of d and k, denoted by C (d; k), is called the Shannon capacity [1] .
Finite-state constrained encoders have become very popular in recording practice due to their high code rates [2] . The number of encoder states is key for the design of finite-state constrained codes, since it directly affects the coding efficiency as well as the encoding/decoding complexity. The approximate eigenvector equation guides a variety of code constructions, such as the renowned state-splitting method [3] . The sum of the components of the approximate eigenvector gives a loose upper bound on the number of encoder states, depending on the code constraints and designed rate.
In [4] , Immink et al. have introduced a new family of efficient finite-state RLL codes with d = 1 or d = 2 constraints, whose rates are very close to the Shannon capacity. Unlike the state-splitting method starting with the labeled graph, they [4] propose simple and efficient finite-state machines (FSM), which specify the encoding/decoding principles for d = 1 and d = 2 codes directly. In [5] , a general construction of capacity-approaching constrained parity-check codes has been proposed based on the same FSMs.
For finite-state constrained codes, there is not yet a definite solution on how to determine the minimum number of encoder states to maximize the code rate. In this correspondence, we focus on the necessary conditions for the design of the above capacity-approaching codes. Based on these conditions, a relationship between the number of encoder states and the probable size of the code can be derived. This guides the code design. The valid codewords are then assigned to different encoder states and the encoder and decoder may, thereby, be constructed.
The brute-force way to find the relationship is to use an exhaustive search. Thus, for each desired codeword length, the probable code sizes corresponding to different choices of the number of encoder states need to be searched separately. In this work, we derive the relationship analytically for RLL codes with d = 1 constraint, which is used in the third generation optical recording systems (i.e., blu-ray disc (BD) and high-definition digital versatile disc (HD-DVD)) [6] , [7] . We further obtain the minimum number of encoder states, which maximizes the probable size of the designed code, for any desired codeword length. These states also help to successfully assign codewords to various encoder states to maximize the code rate. Therefore, our analysis provides direct guidelines for choosing the number of encoder states (or equivalently, splitting the states of the encoder) for high-efficiency RLL codes with d = 1 constraint, as well as for other constraints that may be desired for future recording systems, such as the parity-check constraint and the maximum transition run (MTR) constraint [8] .
This correspondence is organized as follows. Section II first reviews the techniques proposed in [4] to design capacity-approaching RLL codes with d = 1 constraint. The definitions of Fibonacci and generalized Fibonacci numbers, which are used to search the minimum number of encoder states for the desired codes are then given. Section III presents the analysis on the relationship between the number of encoder states and the probable size of the code. The minimum number of encoder states is determined in Section IV. Finally, concluding remarks are given in Section V.
II. PRELIMINARIES

A. Design of Capacity-Approaching RLL Codes
The operation of the finite-state encoder proposed in [4] can be represented by an FSM, which is defined by the input set, the output set, the state set, and two logical functions: The output function and the next-state function. The principle for encoding/decoding d = 1 codes can be described as follows.
The input set B consists of m-digit (binary) information words, with a size jBj = 2 m . The tth information word in an input sequence is denoted by bt , where t is an integer, denoting time.
The output set X consists of n-digit (binary) codewords. According to [4] , the set of codewords X is divided into four subsets X 00 ; X 01 ; X10 , and X11 , which are characterized as follows. Codewords in X00 start and end with a '0,' codewords in X 01 start with a '0' and end with a '1,' etc. The tth codeword in an output sequence is denoted by x t . Due to the reuse of codewords in encoding, to ensure unique decodability, the set of codewords that belongs to a given state must be disjoint. This attribute implies that any codeword can be unambiguously identified to the state from which it emerged. During decoding, by observing both the current and the next codewords, the decoder can uniquely decide which information word was actually transmitted. Thus, the output function h is chosen such that b t = h 01 (x t ; x t+1 ):
Obviously, the corresponding decoders are sliding-block decoders with zero memory and one codeword anticipation.
B. Definitions of Fibonacci and Generalized Fibonacci Numbers
Fibonacci numbers [9] play an important role in the study of constrained sequences, and particularly in searching the optimum number of encoder states of the FSM described previously. They satisfy the following recurrence relation:
The first few Fibonacci numbers are 0; 1; 1; 2; 3; 5; 8; 13; 21; . . .. It has been found that the number of distinct d = 1 sequences as a function of the sequence length, denoted by fN1(q)g, is a Fibonacci sequence (FS) satisfying N 1 (q) = F (q + 2) for q 0 [2] . There are various types of generalized Fibonacci numbers. Here, we illustrate one type of numbers proposed by Horadam [10] , which is related to the FSM studied in this correspondence. It is defined by G(q) G(q 0 1) + G(q 0 2); q 2:
Obviously, sequences defined by (2) are a generalization of the FS defined by (1), with arbitrary seeds G(0) and G(1). For instance, with G(0) = 2 and G(1) = 1, the numbers generated are called Lucas numbers, which are denoted by L(q). Note that the FS can be considered as a special case of the previously defined generalized Fibonacci sequences (GFS).
III. RELATIONSHIP BETWEEN THE NUMBER OF ENCODER STATES AND THE PROBABLE SIZE OF THE CODE
To determine the minimum number of encoder states for the designed codes, we start with specific conditions for the code construc-tion, which are derived from the FSM described in Section II A. For d = 1 codes, we have [4] r j X 00 j + r 1 j X 01 j r 1 M (3) r (j X00 j + j X10 j) + r1 (j X01 j + j X11 j) rM (4) where M is referred to as the probable size of the code, which is essentially the maximum number of information words that the encoder may accommodate, associated with a given number of encoder states. The aforementioned inequalities specify that for a fixed-length code with a probable size of M , the number of codewords leaving a state set, counting multiplicity, should be at least M times the number of states within the state set. Therefore, they are equivalent to the approximate eigenvector equation, and are necessary conditions for code construction. Thus, for a desired code rate and number of encoder states, if (3) or (4) fail, a code cannot be constructed. If on the other hand, (3) and (4) both hold, we can proceed to the next step to allocate the valid codewords to various encoder states. To do this, as described in Section II-A, the valid codewords (counting multiplicity) should be assigned to the encoder states such that there is no overlap of codewords between different states. The code construction will fail if such an allocation of codewords is not possible. In such cases, the actual number of information words that the encoder can accommodate will be smaller than M .
To facilitate a successful allocation of codewords and achieve a high coding efficiency, a large value of M , associated with a small number of encoder states, is highly desirable. This is due to the reason that, in general, the larger the value of M and/or the smaller the associated number of encoder states are/is, the more easy it will be to successfully allocate the codewords to the encoder states without incurring the overlap of codewords between different states, and vice versa. In addition, a large value of M may also help to impose other modulation constraints to the designed codes, such as a k constraint, dc-free constraint, MTR constraint, and parity-check constraint. Therefore, in the following sections, we focus on searching the minimum number of encoder states, which maximize the value of M , for any given codeword length.
Note that in (3) and (4), the choice of the number of encoder states r and r 1 determines the value of M , for a given codeword length n. Therefore, in this section, we explore all the possible choices for r and r 1 , and derive common properties for these choices.
Proposition 1: For given positive integers r; r1 , and r2 = r 0 r1 , there always exist a unique GFS fG(l)g and a unique integer q 2 with the following properties:
Proof: Due to the two-term recurrence nature of the GFS (see (2)), for any given r and r1 , we can always define G(q) = r and G(q 01) = r 1 , and, thereby, generate a GFS based on these two numbers.
To expose the effect of various choices of r and r 1 on M , a judicious selection of indices for the corresponding GFS is crucial. Since r; r 1 , and r 2 are all positive integers, without loss of any generality, we define G(0) > 0; G(1) > 0, and G(01) 0 for all the associated GFS. Thus, we have G(0) G(1) > 0. In each of these GFS, with q 2, any consecutive three numbers [r 2 = G(q 0 2); r 1 = G(q 0 1); and r = G(q)] represent a possible encoder state combination.
Remarks:
• In Proposition 1, we consider r 1 and r 2 to be positive integers, and the obtained codes are sliding block codes [2] . In principle, the value of r 1 or r 2 can be taken as zero as well. However, in such cases, the encoder has only one type of state, and the resulting codes are block codes [2] . With r1 = 0, conditions (3) and (4) reduced to j X 00 j + j X 10 j M:
The associated codewords are free to start with either '0' or '1,' but must end with a '0.' Similarly, with r 2 = 0, we obtain the condition j X 00 j + j X 01 j M:
The corresponding codewords start with a '0,' and end with either '0' or '1.' Obviously, the efficiency this type of codes will be lower than that of the sliding block codes obtained with r 1 and r 2 being positive integers, due to the lack of reuse of codewords during the code construction. The disadvantage of setting r 1 = 0 or r 2 = 0 on M will be further shown in Section IV.
We use fG i (q)g to denote the ith sequence in the set of all GFS G as defined by Proposition 1, there exist numbers G i (2) and G i (1) such Theorem 1: For given numbers of encoder states r; r 1 , and the associated G i (q) = r and G i (q 0 1) = r 1 with q 2, as defined by
Proof: It can be easily shown [2] that j X 00 j = N 1 (n 0 2)
j X 11 j = N 1 (n 0 4):
Furthermore, with G i (q) = r and G i (q 0 1) = r1 , we can rewrite (3) and (4) as
By induction, it can be shown that [11] G i (q)N1(n 0 1) + G i (q 0 1)N1(n 0 2) = G i (n + q): (11) Combining (9), (10) , and (11), we get To compare the values of G (n+q01) G (q01) and G (n+q) G (q) for any given q 2 and n 1, we define
When q = 2, we have
From Lemma 1, we get G i (2) 2G i (1) for the GFS associated with any given r and r 1 . Furthermore, G i (n 0 1) > 0 and G i (n) > 0, for n 1. Therefore, we obtain we obtain q+1 = 0 q for q 2:
From (14) and (15), we get 3 < 0; 4 > 0, and so on. Therefore, we conclude that q > 0; if q is even q < 0; if q is odd (16) for any n 1. This proves (5).
In particular, choosing the number of encoder states to be the Fibonacci numbers r = F 0 (q) and r 1 = F 0 (q 0 1), we can rewrite ( 
Obviously, (18) coincides with (16). This provides another proof of (5), for M associated with the FS fF 0 (q)g.
IV. MINIMUM NUMBER OF ENCODER STATES
In this section, we search the minimum number of encoder states r and r 1 that maximizes M , for any desired codeword length. For ease of derivation, we use M i (q; n) = min G (n+q01) G (q01) ; G (n+q) G (q) to denote M in fractional format (i.e., without applying the floor operator b1c in (12) associated with the ith GFS in the sequence set G, and for any given q and n. From Theorem 1, we conclude the following. Corollary 1: While comparing the values of M generated by different choices of the number of encoder states r and r1, it is sufficient to use n = 1. The same trend in M exists for other codeword lengths also.
Proof: From Theorem 1, we know that for given G i (q) = r and G i (q 0 1) = r 1 , depending on whether q is even or odd, M i (q; n) is
For both cases, we have M i (q; 0) = 1. We further have M i (q; n) = M i (q; n 0 1) + M i (q; n 0 2); for n 2:
Thus, for a given q, the sequence M i (q; n) can be viewed as a GFS in the fractional format, with seeds M i (q; 0) = 1 and M i (q; 1). Therefore, to compare M generated by different choices of r and r 1 , it is sufficient to compare the corresponding M i (q; 1).
From Corollary 1, we can also conclude that for any given q and n, with the same M i (q; 1), integer multiples of the basic GFS produce the same M as the corresponding basic sequences.
Corollary 2:
With a given number of encoder states r = r1 + r2, by choosing r 1 r 2 , we always obtain a larger M than that with r 1 < r 2 , for any codeword length n. Comparing (19) with (20) and (21) shows that M j (q2; 1) M i (q 1 ; 1). The equality holds only when a = b. Therefore, we prove Corollary 2 for n = 1. Furthermore, using Corollary 1, we conclude that Corollary 2 is also true for any n 1. for all integers p 1 and n 1.
Therefore, in each GFS shown in Table I , choosing r from the two numbers within each pair of columns (with q 2) results in the same M , irrespective of the codeword length. That is, increasing the encoder complexity from r = G i (2p) to r = G i (2p + 1) does not increase M .
Corollary 4:
For all GFS fG i (q)g defined by G i (q) = r and G i (q0 1) = r 1 , and with even integers q = 2p and p 1; M increases with increase in p, whether or not the new encoder states are still within the original GFS, and irrespective of the codeword length n.
Proof: What we want to prove is
for all integers p 1 and n 1, and with any i; j = 1; 2; . . . ; K.
We first prove (22) 
According to Proposition 1, G (1) G (0) 1. We further have G (3) G (2) > 1, since G i (3) = G i (2) + G i (1) , and G i (1) > 0. We thus obtain Thus, we get
Then, for p = l + 1, we have 
Combining (26), (27), and (28), we obtain
Thus, we prove Corollary 4 for n = 1. According to Corollary 1, we conclude that the statement is true for other codeword lengths also. Corollary 5: By choosing the number of encoder states as r = F 0 (q) and r 1 = F 0 (q01), we always obtain a larger M than that with r and r1 being the qth and (q 01)th elements of other GFS, for any q 2 and any codeword length n. Furthermore, the corresponding number of encoder states is always smaller than that resulting from other GFS. Proof: Corollary 5 is proved based on the following properties of the FS fF 0 (q)g.
• Property 1:
Proof: According to Proposition 1, in the set G of GFS, only the FS fF 0 (q)g and its integer multiples satisfy F 0 (0) = F 0 (1). All the other GFS result in G i6 =1 (0) > G i6 =1 (1).
• Property 2: F 0 (q) < G i6 =1 (q), with q 2.
Proof: This is due to the reason that the seeds, i.e., F 0 (0) = 1 and F 0 (1) = 1, are the smallest among all positive integers that can be used as seeds for the GFS in the set G. According to the recurrence relation (2) for GFS, the qth element of the FS is always smaller than the qth elements of other GFS in G, for q 2.
We first prove
for any q 2 and n 1. We start with n = 1 and even q, by induction.
For q = 2, by Theorem 1, we have According to Property 1, we get
Now, for q = 2l, assume that M 1 (q; 1) > M i6 =1 (q; 1);
Then, we get
For q = 2l + 2, we have Thus, we prove (29) for the case of n = 1 and even integers q = 2l.
It also holds for odd integers q = 2l + 1, since M i (2l; 1)=M i (2l + 1; 1) according to Corollary 3. Further, using Corollary 1, we conclude that (29) is also true for other codeword lengths. Combining (29) and Property 2, we thus prove Corollary 5. This is again a shifted FS defined by F 00 (q) = F (q 0 1). The encoder state combinations associated with this FS for r 1 = 0 and r 2 = 0 are given by [r 2 = F 00 (0); r 1 = F 00 (1); r = F 00 (2) ] and [r2 = F 00 (1); r1 = F 00 (2) ; r = F 00 (3) ], respectively. Theorem 1 still holds for this sequence since F 00 (2) > 2F " (1) . Therefore, according to Corollary 3, we obtain M 00 (2; n) = M 00 (3; n) (33) with M 00 (q; n) = min 
for any n 1. In addition, from Corollaries 3 and 4, we have
for all integers q > 2; n 1, and with any i; j = 1; 2; . . . ; K.
Combining (33), (34), and (35), we conclude that choosing r1 = 0 or r 2 = 0 results in the same M , which is smaller than that with r 1 and r 2 being positive integers, irrespective of the codeword length n.
• Corollaries 5 and 6 show the properties of M associated with the FS fF 0 (q)g. It may also be interesting to point out that among other GFS fG i6 =1 (q)g in the sequence set G, and for a given q1 = 2p + 2 and p 1, the Lucas sequence fL(q)g provides an M larger than all those associated with q2 = 2p, with the fewest encoder states. This is because, according to Corollary 4, we have Proof: From Corollary 2, we know that for a given r, we should choose r1 r2 = r 0 r1 to get a larger M . From Corollary 3, we know that for all GFS defined by Proposition 1 in the sequence set G, choosing the sequence index q such that q = 2p and p 1 results in the same M as that with q = 2p + 1, and choosing q = 2p will reduce the number of states. Furthermore, Corollary 4 shows that the value of M increases with increase in p, for all GFS in G. From Corollary 5, we further know that by choosing the number of encoder states to be the Fibonacci numbers with r = F 0 (q) and r 1 = F 0 (q 0 1), we always obtain a larger M than that with r and r1 being the qth and (q 0 1)th elements of other GFS in G, for any q 2. The associated number of encoder states is always smaller than that chosen from other GFS. Finally, Corollary 6 shows that with the same number of encoder states r, which is a Fibonacci number F 0 (q), choosing r 1 to be the adjacent number F 0 (q 0 1) of the same FS will result in a larger M than that with r1 being an element of other GFS in G. In addition, all these statements are true irrespective of the codeword length. Therefore, to achieve the maximum M (either locally or globally) with the minimum number of encoder states, we should choose the number of encoder states as r = F 0 (2p) and r 1 = F 0 (2p 0 1), with p 1, for any desired codeword length.
The global maximum of M is given by
For the FS, we have [11] lim q!1 is the golden ratio [11] . Following (36), we get c. These choices of encoder states also help to successfully allocate the valid codewords to the encoder states to maximize the code rate. The final choice of r depends on the desired code rate, the code constraints, and the affordable implementation complexity. For example, based on the previous analysis, we find that with a codeword length of n = 13, a five-state encoder with [r 2 = 2; r 1 = 3; r = 5] provides M = bM 1 (4; 13)c = 516. It can be verified that these states enable an effective allocation of codewords to accommodate jBj = M = 516 information words. As a result, a rate 9=13 (1; 18) code [4] can be designed, whose rate is 3:85% higher than that of the rate 
V. CONCLUSION
In this correspondence, we have analytically investigated the relationship between the number of encoder states and the probable size of certain RLL codes. We have found that the number of encoder states can always be associated with generalized Fibonacci numbers. Choosing the number of encoder states to be specific Fibonacci numbers maximizes the probable size of the designed code with the minimum number of states, for any desired codeword length. These states, in general, also enable the successful allocation of codewords to the encoder states to maximize the code rate. Our analysis provides direct guidelines for the design of capacity-approaching RLL codes with d = 1 constraint. This analysis can be generalized to other finite-state constrained codes as well.
