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Introduction
Consider a single input-single output discrete-time system y i = T i + v i ; i = 1; 2; : : : ; n (1.1) where y i 2 R is the system output, i 2 R m the measurable regressor, 2 R m the unknown parameter vector to be identi ed and v i 2 R the noise. In the bounded error parameter estimation setting, it is assumed that the noise v i is bounded by > 0, i.e., jv i j (1.2) for i = 1; 2; :::; n. Then, the membership set is de ned by n = n \ i=1 f^ 2 R m : ? y i ? T i^ g: (1. 3)
The membership set includes all the parameter estimates that are consistent with the equation (1.1), the input-output data and the noise bound (1.2). The goal is to compute a speci c estimate in the membership-set enjoying some optimality properties. There is a large body of research (see for example 6, 7] ) in this area. The most popular estimate along this direction is the Chebyshev center c of the set n c = arg min 2 n max 2 n k^ ? k where k k can be any l p norm. This is the best worst-case estimate of the true but unknown system parameter vector in the sense that it minimizes the maximum \distance" between c and the unknown parameter vector that generated the data. However, it is well-known that the Chebyshev center is very sensitive to outliers and moreover on-line sequential implementation of the Chebyshev center does not seem feasible. To overcome these di culties, an analytic center estimate a was proposed in 1, 2, 3]. It was shown in 1] that the analytic center a is the one which minimizes the logarithmic average output error among all the estimate and allows an implementable sequential algorithm. The complexity of this sequential algorithm for computing a sequence of analytic centers upto observation time n is linear in terms of the maximum number of Newton iterations. The main result of the present paper is to show the convergence of the analytic center to the true parameter under various conditions. The preliminary version of this paper was previously presented in a conference paper 4].
Convergence analysis
To avoid some unnecessary complications, we modify the noise bound and assume that jv i j ? < are independent with zero mean and nite convariance. Then, by the law of large numbers, Condition 2 is satis ed with probability one as n ! 1. Therefore the conclusion follows. The main tradeo is that RLS is much simpler but does not guarantee that the solution lies in the membership set all the time. On the other hand, the analytic center requires more computation 1], in particular when n is large, but at the same time it is guaranteed to lie in the membership set. Therefore, it would be nice to start with the analytic center and then switch to RLS when n becomes large. This mixed approaches is simply to begin with an analytic center estimator and then switch to a RLS estimator when the estimate begins to converge. The key point, however, is to determine the switching time. To further elaborate on this, we assume zero mean and independence of the noise (not necessarily identical distributions). Then, the covariance of the RLS estimate error becomes Clearly, there is no guarantee that if n m 2 2 2 , the RSL estimate lies in the membership set. However, with a high probability at least 1 ? , the RLS estimate ls is -close to the true provided that (3.12) is satis ed and thus for small enough > 0, ls is very likely to be in the membership set. Therefore, we can safely switch the estimate from the analytic center to least squares. The above idea is easily implementable.
