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In this paper, we prove some identities for the alternating sums of squares and cubes of the
partial sum of the q-binomial coefficients. Our proof also leads to a q-analogue of the sum
of the first n squares due to Schlosser.
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1. Introduction
Calkin [4] proved a curious identity of sums of 3-powers of the partial sum of binomial coefficients:
n∑
k=0
(
k∑
j=0
(
n
j
))3
= n23n−1 + 23n − 3n
(
2n
n
)
2n−2. (1.1)
Hirschhorn [6] established some recurrence relations of sums of powers of the partial sum of binomial coefficients, and
obtained
n∑
k=0
k∑
j=0
(
n
j
)
= n2n−1 + 2n, (1.2)
n∑
k=0
(
k∑
j=0
(
n
j
))2
= n22n−1 + 22n − n
2
(
2n
n
)
, (1.3)
and Calkin’s identity. Zhang [12,13] considered the alternating forms and proved
n∑
k=0
(−1)k
(
k∑
j=0
(
n
j
))2
=

1, if n = 0,
22n−1, if n is even and n 6= 0,
−22n−1 − (−1)(n−1)/2
(
n− 1
(n− 1)/2
)
, if n is odd,
(1.4)
n∑
k=0
(−1)k
(
k∑
j=0
(
n
j
))3
= −23n−1 − 3(−1)(n−1)/22n−1
(
n− 1
(n− 1)/2
)
, if n is odd. (1.5)
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Some other proofs can be found in [2,5]. Several generalizations of (1.1)–(1.5) are given in [9,15,16,14]. The aim of this paper
is to give some q-analogues of (1.4)–(1.5).
Recall that the q-binomial coefficient
[ n
k
]
q is defined by[n
k
]
q
=

(q; q)n
(q; q)k(q; q)n−k , if 0 ≤ k ≤ n,
0, otherwise,
where (a; q)N = (1− a)(1− aq) · · · (1− aqN−1). Our main results may be stated as follows.
Theorem 1.1. For n ≥ 0, we have
2n∑
k=0
(−1)k
(
k∑
j=0
[
2n
j
]
q
)2
=
(
2n∑
k=0
[
2n
k
]
q
)(
n∑
k=0
[
2n
2k
]
q
)
, (1.6)
2n∑
k=0
(−1)k
(
k∑
j=0
(−1)j
[
2n
j
]
q
)2
= (q; q2)n
(
n∑
k=0
[
2n
2k
]
q
)
. (1.7)
Theorem 1.2. For n ≥ 0, we have
2n+1∑
k=0
(−1)k
(
k∑
j=0
[
2n+ 1
j
]
q
)2
= −
(
n∑
k=0
[
2n+ 1
2k
]
q
)(
2n+1∑
k=0
[
2n+ 1
k
]
q
)
−
n∑
k=0
(−1)k
[
2n+ 1
k
]2
q
− 2
∑
0≤i<j≤n
(−1)i
[
2n+ 1
i
]
q
[
2n+ 1
j
]
q
. (1.8)
Theorem 1.3. For n ≥ 0, we have
2n+1∑
k=0
(−1)k
(
k∑
j=0
[
2n+ 1
j
]
q
)3
= −
(
n∑
k=0
[
2n+ 1
2k
]
q
)(
2n+1∑
j=0
[
2n+ 1
j
]
q
)2
− 3
2
(
2n+1∑
j=0
[
2n+ 1
j
]
q
)(
n∑
k=0
(−1)k
[
2n+ 1
k
]2
q
+ 2
∑
0≤i<j≤n
(−1)i
[
2n+ 1
i
]
q
[
2n+ 1
j
]
q
)
. (1.9)
Since
n∑
k=0
(n
k
)
= 2
bn/2c∑
k=0
( n
2k
)
= 2n,
when q→ 1 the identity (1.6) reduces to the even case of (1.4). To see that (1.8) is a generalization of the odd case of (1.4),
first note that
j∑
i=0
(−1)i
(n
i
)
= (−1)j
(
n− 1
j
)
.
Hence, when q→ 1 the right-hand of (1.8) reduces to
−24n+1 −
n∑
k=0
(−1)k
(
2n+ 1
k
)2
− 2
n∑
k=1
(−1)k−1
(
2n+ 1
k
)(
2n
k− 1
)
= −24n+1 −
n∑
k=0
(−1)k
(
2n+ 1
k
)(
2n
k
)
−
n∑
k=1
(−1)k−1
(
2n+ 1
k
)(
2n
k− 1
)
= −24n+1 −
2n∑
k=0
(−1)k
(
2n+ 1
k
)(
2n
k
)
= −24n+1 − (−1)n
(
2n
n
)
.
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The last equality follows from equating the coefficients of x2n+1 of
(1+ x)2n+1(1− x)2n = (1+ x)(1− x2)2n.
For the same reason, when q→ 1 the identity (1.9) reduces to (1.5).
Nowadays, Zeilberger’s algorithm [7,11] is a powerful tool to prove hypergeometric identities. Furthermore, almost every
terminating q-series identities, such as the q-Dixon identity (see [3])
n∑
k=−n
(−1)kq(3k2+k)/2
[
2n
n+ k
]3
q
= (q; q)3n
(q; q)3n
,
could be proved by the q-analogue of Zeilberger’s algorithm (see [10]). However, the q-series identities in Theorems 1.1–1.3
do not fall into the scope of the q-analogue of Zeilberger’s algorithm. Thus, we have to prove them technically, and the
proof of Theorem 1.3 is a bit long. We would like to mention that in the last step of our proof of Theorem 1.3, we need to
use an interesting fact, from which we may obtain q-analogues of the sums of the first n squares and odd squares due to
Schlosser [8].
2. Proof of Theorems 1.1 and 1.2
Proof of (1.6). Let ak =
[
2n
k
]
q
. Then the left-hand side of (1.6) is equal to
2n∑
k=0
(−1)k
(
k∑
j=0
aj
)2
=
n∑
k=0
( 2k∑
j=0
aj
)2
−
(
2k−1∑
j=0
aj
)2
=
n∑
k=0
((
2k∑
j=0
aj +
2k−1∑
j=0
aj
)(
2k∑
j=0
aj −
2k−1∑
j=0
aj
))
=
n∑
k=0
a2k
(
a2k + 2
2k−1∑
j=0
aj
)
. (2.1)
Replacing k by n− k in the right-hand side of (2.1) and noticing that a2n−j = aj, we obtain
2n∑
k=0
(−1)k
(
k∑
j=0
aj
)2
=
n∑
k=0
a2k
(
a2k + 2
2n∑
j=2k+1
aj
)
. (2.2)
Combining (2.1) and (2.2) yields
2n∑
k=0
(−1)k
(
k∑
j=0
aj
)2
= 1
2
n∑
k=0
a2k
(
2a2k + 2
2k−1∑
j=0
aj + 2
2n∑
j=2k+1
aj
)
=
(
n∑
k=0
a2k
)(
2n∑
j=0
aj
)
, (2.3)
as desired. 
Proof of (1.7). Similarly, we have
2n∑
k=0
(−1)k
(
k∑
j=0
(−1)j
[
2n
j
]
q
)2
=
(
2n∑
k=0
(−1)k
[
2n
k
]
q
)(
n∑
k=0
[
2n
2k
]
q
)
.
The proof then follows from Gauss’ theorem (see, for example, [1, (3.3.8)]). 
Note that (2.3) holds on condition that ak = a2n−k (0 ≤ k ≤ n). Wemay take other values of ak to obtainmore interesting
identities. For example, letting ak = 1, we obtain the alternating sum of squares:
2n+1∑
k=1
(−1)k−1k2 =
(
2n+ 2
2
)
,
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while letting ak =
(
2n
k
)2
or (−1)k
(
2n
k
)2
in (2.3) and using the following two well-known identities
2n∑
k=0
(
2n
k
)2
=
(
4n
2n
)
,
2n∑
k=0
(−1)k
(
2n
k
)2
= (−1)n
(
2n
n
)
,
we get the following result.
Corollary 2.1. For n ≥ 0, we have
2n∑
k=0
(−1)k
(
k∑
j=0
(
2n
j
)2)2
= 1
2
(
4n
2n
)((
4n
2n
)
+ (−1)n
(
2n
n
))
,
2n∑
k=0
(−1)k
(
k∑
j=0
(−1)j
(
2n
j
)2)2
= (−1)
n
2
(
2n
n
)((
4n
2n
)
+ (−1)n
(
2n
n
))
.
Proof of (1.8). Let ak =
[
2n+1
k
]
q
. Then the left-hand side of (1.8) is equal to
n∑
k=0
( 2k∑
j=0
aj
)2
−
(
2k+1∑
j=0
aj
)2 = n∑
k=0
(
2k∑
j=0
aj +
2k+1∑
j=0
aj
)(
2k∑
j=0
aj −
2k+1∑
j=0
aj
)
= −
n∑
k=0
a2k+1
(
a2k+1 + 2
2k∑
j=0
aj
)
= −
n∑
k=0
a2k+1
(
2n+1∑
j=0
aj −
2n+1∑
j=2k+2
aj +
2k∑
j=0
aj
)
. (2.4)
Noticing ak = a2n+1−k, we have
a2k+1
(
2k∑
j=0
aj −
2n+1∑
j=2k+2
aj
)
= a2k+1
(
2k∑
j=0
aj −
2n−2k−1∑
j=0
aj
)
=

−a2k+1
(
2n−2k−1∑
j=2k+1
aj
)
, if 2k ≤ n− 1,
a2k+1
(
2k∑
j=2n−2k
aj
)
, if 2k ≥ n,
and
n∑
k=0
a2k+1
(
2k∑
j=0
aj −
2n+1∑
j=2k+2
aj
)
= −
b(n−1)/2c∑
k=0
a2k+1
(
2n−2k−1∑
j=2k+1
aj
)
+
n∑
k=b(n+1)/2c
a2n−2k
(
2k∑
j=2n−2k
aj
)
= −
b(n−1)/2c∑
k=0
a2k+1
(
2n−2k−1∑
j=2k+1
aj
)
+
bn/2c∑
k=0
a2k
(
2n−2k∑
j=2k
aj
)
=
n∑
k=0
(−1)kak
(
2n−k∑
j=k
aj
)
=
n∑
k=0
(−1)ka2k + 2
∑
0≤i<j≤n
(−1)iaiaj. (2.5)
Combining (2.4) and (2.5), we complete the proof. 
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Motivated by Corollary 2.1, we would like to propose the following problem.
Problem 2.2. Is there a simple formula for the expression
2n+1∑
k=0
(−1)k
(
k∑
j=0
(
2n+ 1
j
)2)2
? (2.6)
Note that, by the proof of Theorem 1.2 and using the Chu–Vandermonde convolution formula, (2.6) is equal to
−1
2
(
4n+ 2
2n+ 1
)2
−
n∑
k=0
(−1)k
(
2n+ 1
k
)4
− 2
∑
0≤i<j≤n
(−1)i
(
2n+ 1
i
)2(2n+ 1
j
)2
.
3. Proof of Theorem 1.3
Let ak =
[
2n+1
k
]
q
. Our idea is to rewrite the left-hand side of (1.9) as closely as to its right-hand side. Like Zhang and
Wang [16], the computation is a bit long. We will use the binomial theorem and the symmetry ak = a2n+1−k several times.
It is natural that we will also use (2.5) in what follows.
It is clear that the left-hand side of (1.9) is equal to
n∑
k=0
( 2k∑
j=0
aj
)3
−
(
2k+1∑
j=0
aj
)3 = n∑
k=0
a2k+1
−a22k+1 − 3a2k+1
(
2k∑
j=0
aj
)
− 3
(
2k∑
j=0
aj
)2 . (3.1)
Since ak = a2n+1−k, the right-hand side of (3.1) is equal to
n∑
k=0
a2k
−a22k − 3a2k
(
2n−2k∑
j=0
aj
)
− 3
(
2n−2k∑
j=0
aj
)2
= −
(
n∑
k=0
a2k
)(
2n+1∑
j=0
aj
)2
+
n∑
k=0
a2k
(2n+1∑
j=0
aj
)2
− a22k − 3a2k
(
2n−2k∑
j=0
aj
)
− 3
(
2n−2k∑
j=0
aj
)2 . (3.2)
Noticing that(
2n+1∑
j=0
aj
)2
=
(
2k−1∑
j=0
aj
)2
+ a22k +
(
2n+1∑
j=2k+1
aj
)2
+ 2a2k
(
2k−1∑
j=0
aj
)
+ 2a2k
(
2n+1∑
j=2k+1
aj
)
+ 2
(
2k−1∑
j=0
aj
)(
2n+1∑
j=2k+1
aj
)
,
we have
n∑
k=0
a2k
(2n+1∑
j=0
aj
)2
− a22k − 3a2k
(
2n−2k∑
j=0
aj
)
− 3
(
2n−2k∑
j=0
aj
)2
=
n∑
k=0
a2k
(2k−1∑
j=0
aj
)2
− 2
(
2n+1∑
j=2k+1
aj
)2
+ 2a2k
(
2k−1∑
j=0
aj
)
− a2k
(
2n+1∑
j=2k+1
aj
)
+ 2
(
2k−1∑
j=0
aj
)(
2n+1∑
j=2k+1
aj
))
=
n∑
k=0
a2k
(2k−1∑
j=0
aj
)2
−
(
2n+1∑
j=2k+1
aj
)2
+ a2k
(
2k−1∑
j=0
aj −
2n+1∑
j=2k+1
aj
)
+
n∑
k=0
a2k
a2k (2k−1∑
j=0
aj
)
−
(
2n+1∑
j=2k+1
aj
)2
+ 2
(
2k−1∑
j=0
aj
)(
2n+1∑
j=2k+1
aj
)
=
n∑
k=0
a2k
(
2k−1∑
j=0
aj −
2n+1∑
j=2k+1
aj
)(
2n+1∑
j=0
aj
)
+
n∑
k=0
a2k
a2k (2k−1∑
j=0
aj
)
−
(
2n+1∑
j=2k+1
aj
)2
+ 2
(
2k−1∑
j=0
aj
)(
2n+1∑
j=2k+1
aj
) . (3.3)
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Replacing k by n− k and using ak = a2n+1−k, we have
n∑
k=0
a2k
(
2k−1∑
j=0
aj −
2n+1∑
j=2k+1
aj
)
= −
n∑
k=0
a2k+1
(
2k∑
j=0
aj −
2n+1∑
j=2k+2
aj
)
= −
(
n∑
k=0
(−1)ka2k + 2
∑
0≤i<j≤n
(−1)iaiaj
)
(3.4)
by (2.5).
Combining (3.1)–(3.4), we have proved
n∑
k=0
( 2k∑
j=0
aj
)3
−
(
2k+1∑
j=0
aj
)3 = −( n∑
k=0
a2k
)(
2n+1∑
j=0
aj
)2
−
(
2n+1∑
j=0
aj
)(
n∑
k=0
(−1)ka2k + 2
∑
0≤i<j≤n
(−1)iaiaj
)
+
n∑
k=0
a2k
a2k (2k−1∑
j=0
aj
)
−
(
2n+1∑
j=2k+1
aj
)2
+ 2
(
2k−1∑
j=0
aj
)(
2n+1∑
j=2k+1
aj
) .
It remains to prove
n∑
k=0
a2k
a2k (2k−1∑
j=0
aj
)
−
(
2n+1∑
j=2k+1
aj
)2
+ 2
(
2k−1∑
j=0
aj
)(
2n+1∑
j=2k+1
aj
)
= −1
2
(
2n+1∑
j=0
aj
)(
n∑
k=0
(−1)ka2k + 2
∑
0≤i<j≤n
(−1)iaiaj
)
. (3.5)
By (3.4), the right-hand side of (3.5) is equal to
= 1
2
n∑
k=0
a2k
(2k−1∑
j=0
aj
)2
−
(
2n+1∑
j=2k+1
aj
)2
+ a2k
(
2k−1∑
j=0
aj −
2n+1∑
j=2k+1
aj
) .
It follows that (3.5) is equivalent to
2
n∑
k=0
a2k
(2k−1∑
j=0
aj −
2n+1∑
j=2k+1
aj
)2 = n∑
k=0
a2k
((
2k−1∑
j=0
aj
)(
2k∑
j=0
aj
)
+
(
2n+1∑
j=2k
aj
)(
2n+1∑
j=2k+1
aj
))
. (3.6)
Since ak = a2n+1−k, the left-hand side of (3.6) may be written as
2
bn/2c∑
k=0
a2k
(
−
2n−2k+1∑
j=2k+1
aj
)2
+ 2
n∑
k=bn/2c+1
a2k
(
2k−1∑
j=2n−2k+1
aj
)2
= 2
n∑
k=0
ak
(
2n−k∑
j=k
aj
)2
=
n∑
k=0
(ak + a2n+1−k)
(
2n−k∑
j=k
aj
)(
2n+1−k∑
j=k+1
aj
)
, (3.7)
while the right-hand side of (3.6) is equal to
n∑
k=0
a2k+1
(
2n+1∑
j=2k+1
aj
)(
2n+1∑
j=2k+2
aj
)
+
n∑
k=0
a2k
(
2n+1∑
j=2k
aj
)(
2n+1∑
j=2k+1
aj
)
=
2n+1∑
k=0
ak
(
2n+1∑
j=k
aj
)(
2n+1∑
j=k+1
aj
)
. (3.8)
It is easy to see that both right-hand sides of (3.7) and (3.8) can be expanded as∑
0≤i<j≤2n+1
aiaj(ai + aj)+ 2
∑
0≤i<j<k≤2n+1
aiajak.
Namely,
n∑
k=0
(ak + a2n+1−k)
(
2n−k∑
j=k
aj
)(
2n+1−k∑
j=k+1
aj
)
=
2n+1∑
k=0
ak
(
2n+1∑
j=k
aj
)(
2n+1∑
j=k+1
aj
)
. (3.9)
This completes the proof.
V.J.W. Guo et al. / Discrete Mathematics 309 (2009) 5913–5919 5919
Remark. Note that the odd integer 2n+ 1 in (3.9) can be replaced by any natural number. Indeed, we have
bn/2c∑
k=0
(ak + an−k)
(
n−k−1∑
j=k
aj
)(
n−k∑
j=k+1
aj
)
=
n∑
k=0
ak
(
n∑
j=k
aj
)(
n∑
j=k+1
aj
)
. (3.10)
Letting ak = qk (0 ≤ k ≤ n) in (3.10), we obtain
bn/2c∑
k=0
q3k(1− q2n−4k)(1− qn−2k) =
n∑
k=0
q3k(1− qn−k)(1− qn−k+1). (3.11)
Replacing k by n− k, it is easy to see that the right-hand side of (3.11) is equal to
(1− qn)(1− qn+1)(1− qn+2)
(1− q3)
(by induction on n). Thus, from (3.11) we deduce that
bn/2c∑
k=0
q3k(1− q2n−4k)(1− qn−2k) = (1− q
n)(1− qn+1)(1− qn+2)
(1− q3) . (3.12)
Substituting n→ 2n, k→ n− k, q→ q1/2 into (3.12) and dividing both sides by (1− q)(1− q2), we get
n∑
k=1
q3(n−k)/2
(1− q2k)(1− qk)
(1− q2)(1− q) =
(1− qn)(1− qn+1/2)(1− qn+1)
(1− q)(1− q2)(1− q3/2) , (3.13)
which is a q-analogue of the sum of the first n squares:
n∑
k=1
k2 = n(n+ 1)(2n+ 1)
6
.
On the other hand, substituting n→ 2n− 1, k→ n− k, q→ q1/2 into (3.12) and dividing both sides by (1− q)(1− q1/2),
we get
n∑
k=1
q3(n−k)/2
(1− q2k−1)(1− qk−1/2)
(1− q)(1− q1/2) =
(1− qn)(1− qn−1/2)(1− qn+1/2)
(1− q)(1− q1/2)(1− q3/2) , (3.14)
which is a q-analogue of the sum of odd squares:
n∑
k=1
(2k− 1)2 = n(2n− 1)(2n+ 1)
3
.
Both (3.13) and (3.14) were first obtained by Schlosser [8].
Acknowledgment
This work was sponsored by Shanghai Educational Development Foundation under the Chenguang Project 2007CG29
and Shanghai Leading Academic Discipline Project (Project Number: B407).
References
[1] G.E. Andrews, The Theory of Partitions, Cambridge University Press, Cambridge, 1998.
[2] G.E. Andrews, P. Paule, MacMahon’s partition analysis IV: Hypergeometric multisums, Sém. Lothar. Combin. B42i (1999).
[3] W.N. Bailey, On the analogue of Dixon’s theorem for bilateral basic hypergeometric series, Quart. J. Math. Oxford Ser. (2) 1 (1950) 318–320.
[4] N.J. Calkin, A curious binomial identities, Discrete Math. 131 (1994) 335–337.
[5] H. Feng, Z. Zhang, Combinatorial proofs of identities of Calkin and Hirschhorn, Discrete Math. 277 (2004) 287–294.
[6] M. Hirschhorn, Calkins binomial identity, Discrete Math. 159 (1996) 273–278.
[7] M. Petkovšek, H.S. Wilf, D. Zeilberger, A = B, A.K. Peters, Ltd., Wellesley, MA, 1996.
[8] M. Schlosser, q-Analogues of the sums of consecutive integers, squares, cubes, quarts and quints, Electron. J. Combin. 11 (2004) #R71.
[9] J. Wang, Z. Zhang, On extensions of Calkin’s binomial identities, Discrete Math. 274 (2004) 331–342.
[10] H.Wilf, D. Zeilberger, An algorithmic proof theory for hypergeometric (ordinary and q)multisum/integral identities, Invent.Math. 108 (1992) 575–633.
[11] D. Zeilberger, The method of creative telescoping, J. Symbolic Comput. 11 (1991) 195–204.
[12] Z. Zhang, A binomial identity related to Calkin’s, Discrete Math. 196 (1999) 287–289.
[13] Z. Zhang, A kind of binomial identity, Discrete Math. 196 (1999) 291–298.
[14] Z. Zhang, On a kind of curious binomial identity, Discrete Math. 306 (2006) 2740–2754.
[15] Z. Zhang, J. Wang, Generalization of a combinatorial identity, Util. Math. 71 (2006) 217–224.
[16] Z. Zhang, X. Wang, A generalization of Calkin’s identity, Discrete Math. 308 (2008) 3992–3997.
