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Abstract. The paper deals with the realization theory of linear switched
systems. Necessary and sufficient conditions are formulated for a family
of input-output maps to be realizable by linear switched systems. Char-
acterization of minimal realizations is presented. The paper treats two
types of linear switched systems. The first one is when all switching se-
quences are allowed. The second one is when only a subset of switching
sequences is admissible, but within this restricted set the switching times
are arbitrary. The paper uses the theory of formal power series to derive
the results on realization theory.
1 Introduction
Linear switched systems are one of the best studied subclasses of hybrid systems.
A vast literature is available on various issues concerning linear switched systems,
for a comprehensive survey see [1]. Yet, to the author’s knowledge, the only work
available on the realization theory of linear switched systems is [2].
This paper extends the results of [2]. More specifically, the paper tries to
solve the following problems.
1. Reduction to a minimal realization
Consider a linear switched system Σ, and a subset of its input-output maps
Φ. Find a minimal linear switched system which realizes Φ.
2. Existence of a realization with arbitrary switching
Find necessary and sufficient condition for the existence of a linear switched
system realizing a given set of input-output maps.
3. Existence of a realization with constrained switching
Assume that a set of admissible switching sequences is defined. Assume that
the switching times of the admissible switching sequences are arbitrary. Con-
sider a set of input-output maps Φ defined only for the admissible sequences.
Find sufficient and necessary conditions for the existence of a linear switched
system realizing Φ. Give a characterization of the minimal realizations of Φ.
The motivation of the Problem 3 is the following. Assume that the switching is
controlled by a finite automaton and the discrete modes are the states of this
automaton. Assume that the automaton is driven by discrete input signals which
trigger discrete-state transitions. Then the traces of this automaton combined
with the switching times ( which are arbitrary ) give us the admissible switching
sequences. If we can solve Problem 3 for such admissible switching sequences
that the set of admissible sequences of discrete modes is a regular language,
then we can solve the following problem. Construct a realization of a set of
input-output maps by a linear switched system, such that switchings of that
system are controlled by an automaton which is given in advance. Notice that
the set of traces of an automaton is always a regular language.
The following results are proved in the paper.
– A switched system is a minimal realization of a set of input-output maps
defined for all the switching sequences if and only if it is observable and
semi-reachable from the set of states which induce the input-output maps of
the given set. Minimal linear switched systems which realize a given set of
input-output maps are unique up to similarity. Each linear switched system
Σ can be transformed to a minimal realization of any set of input-output
maps which are realized by Σ.
– A set of input/output maps is realizable by a linear switched system if and
only if it has a generalized kernel representation and the rank of its Hankel-
matrix is finite. There is a procedure to construct the realization from the
columns of the Hankel-matrix, and this procedure yields a minimal realiza-
tion.
– Consider a set of input-output maps Φ defined on some subset of switching
sequences. Assume that the switching sequences of this subset have arbitrary
switching times and that their discrete mode parts form a regular language
L. Then Φ has a realization by a linear switched system if and only if Φ has
a generalized kernel representation with constraint L and its Hankel-matrix
is of finite rank. Again, there exists a procedure to construct a realization
from the columns of the Hankel-matrix. The procedure yields an observable
and semi-reachable realization of Φ. But this realization is not a realization
with the smallest state-space dimension possible.
The problem addressed in this paper is more general than the one dealt with in
[2]. There realization of one single input-output map was considered. Moreover
the input-output map was supposed to be realized from the zero initial state and
the input-output map was assumed to be defined on all the switching sequences.
If only one input-output map is considered, which is defined for all switching
sequences and zero for constant zero continuous inputs, then the results of the
paper imply those of [2]. If the set of discrete modes contains only one element,
then the results of the paper imply the classical ones for linear systems.
The main tool used in the paper is the theory of formal power series. The
connection between realization theory and formal power series has been explored
in several paper, for a summary see [3].
The outline of the paper is the following. Section 2 introduces the notation
and concepts which are used in the rest of the paper. Section 3 presents cer-
tain properties of the input-output maps generated by switched linear systems.
Section 4 contains the necessary results on formal power series. The material
of Section 4 is an extension of the classical theory of rational formal power se-
ries, see [4]. The construction of the minimal linear switched system realizing a
given set of input-output maps defined on all switching sequences is presented
in Section 5. Section 6 presents realization theory for sets of input-output maps
defined on the set of admissible switching sequences.
2 Switched Systems
This section contains the definition and elementary properties
of linear switched system. The notation and notions described in this section are
largely based on [2].
For sets A,B, denote by PC(A,B) the class of piecewise-continuous maps
from A to B. For a set Σ denote by Σ∗ the set of finite strings of elements of
Σ. For w = a1a2 · · · ak ∈ Σ∗, a1, a2, . . . , ak ∈ Σ the length of w is denoted by
|w|, i.e. |w| = k. The empty sequence is denoted by ². The length of ² is zero:
|²| = 0. Let Σ+ = Σ∗ \ {²}. The concatenation of two strings v = v1 · · · vk, w =
w1 · · ·wm ∈ Σ∗ is the string vw = v1 · · · vkw1 · · ·wm. We denote by wk the string
w · · ·w︸ ︷︷ ︸
k−times
. The word w0 is just the empty word ². Denote by T the set [0,+∞) ⊆ R.
Denote by N the set of natural number including 0. Denote by F (A,B) the set
of all functions from the set A to the set B. By abuse of notation we will denote
any constant function f : T → A by its value. That is, if f(t) = a ∈ A for all
t ∈ T , then f will be denoted by a. For any function f the range of f will be
denoted by Imf . If A,B are two sets, then the set (A × B)∗ will be identified
with the set {(u,w) ∈ A∗ × B∗ | |u| = |w|}. For any two sets J,X an indexed
subset of X with the index set J is simply a map Z : J → X, denoted by
Z = {aj ∈ X | j ∈ J}, where aj = Z(j), j ∈ J .
Let f : A × (B × C)+ → D. Then for each a ∈ A, w ∈ B+ we define the
function f(a,w, .) : C |w| → D by f(a,w, .)(v) = f(a, (w, v)), v ∈ C |w|. By abuse
of notation we denote f(a,w, .)(v) by f(a,w, v). Denote by Nk the set of k tuples
of non-negative integers. If α = (α1, . . . , αk) ∈ Nk and β = (β1, . . . , βm) ∈ Nm,
then (α, β) = (α1, . . . , αk, β1, . . . , βm) ∈ Nk+m. Let φ : Rk → Rp, and α =
(α1, α2, . . . , αk) ∈ Nk. We define Dαφ by
Dαφ =
dα1
dtα11
dα2
dtα22
· · · d
αk
dtαkk
φ(t1, t2, . . . , tk)|t1=t2=···=tk=0.
Definition 1 (Linear switched systems, [2]) A linear switched system (ab-
breviated as LSS ) is a tuple Σ = (X,U ,Y, Q, {(Aq, Bq, Cq) | q ∈ Q}) where Q
is a finite set, X = Rn, U = Rm, Y = Rp for some n, p,m > 0 and Aq : X → X ,
Bq : U → X , Cq : X → Y are linear maps.
The inputs of the switched system Σ are functions from PC(T,U) and sequences
from (Q×T )+. The elements of the set (Q×T )+ are called switching sequences.
That is, the switching sequences are part of the input, they are specified ex-
ternally and we allow any switching sequence to occur. Let u ∈ PC(T,U) and
w = (q1, t1)(q2, t2) · · · (qk, tk) ∈ (Q× T )+. The inputs u and w steer the system
Σ from state x0 to the state xΣ(x0, u, w) given by
xΣ(x0, u, w) = exp(Aqktk) exp(Aqk−1tk−1) · · · exp(Aq1t1)x0+∫ tk
0
exp(Aqk(tk − s))Bqku(
k−1∑
1
ti + s)ds+
exp(Aqktk)
∫ tk−1
0
exp(Aqk−1(tk−1 − s))Bqk−1u(
k−2∑
1
ti + s)ds+
· · ·
exp(Aqktk) exp(Aqk−1tk−1) · · · exp(Aq2t2)
∫ t1
0
exp(Aq1(t1 − s))Bq1u(s)ds
Let x(x0, u, ²) = x0. The reachable set of the system Σ from a set of initial
states X0 is defined by Reach(Σ,X0) = {xΣ(x0, u, w) ∈ X | u ∈ PC(T,U), w ∈
(Q×T )∗, x0 ∈ X0}. Σ is said to be reachable from X0 if Reach(Σ,X0) = X holds.
Σ is semi-reachable from X0 if X is the vector space of the smallest dimension
containing Reach(Σ,X0). Define the function yΣ : X×PC(T,U)×(Q×T )+ → Y
by yΣ(x, u, w) = CqkxΣ(x, u, w) for all x ∈ X , u ∈ PC(T,U),
w = (q1, t1)(q2, t2) · · · (qk, tk) ∈ (Q×T )+. For each x ∈ X define the input-output
map of the system Σ induced by x as the function yΣ(x, ., .) : PC(T,U)× (Q×
T )+ → Y, given by yΣ(x, ., .)(u,w) = yΣ(x, u, w). By abuse of notation we will
use yΣ(x, u, w) for yΣ(x, ., .)(u,w).
Two states x1 6= x2 ∈ X of the switched system Σ are indistinguishable if
∀w ∈ (Q× T )+, u ∈ PC(T,U) : yΣ(x1, u, w) = yΣ(x2, u, w)
Σ is called observable if it has no pair of indistinguishable states. A set Φ ⊆
F (PC(T,U) × (Q × T )+,Y) is said to be realized by a switched system Σ =
(X,U ,Y, Q, {(Aq, Bq, Cq) | q ∈ Q}) if there exists µ : Φ→ X such that
∀f ∈ Φ : yΣ(µ(f), ., .) = f
Both Σ and (Σ,µ) are called a realization of Φ. Thus, Σ realizes Φ if and only
if for each f ∈ Φ there exists a state x ∈ X such that yΣ(x, u, w) = f(u,w) for
all u ∈ PC(T,U), w ∈ (Q× T )+.
Define the set XΦ := {x ∈ X | yΣ(x, ., ., ) ∈ Φ}. Denote by dimΣ := dimX
the dimension of the state space of the switched system Σ. A switched system
Σ is a minimal realization of Φ if Σ is a realization of Φ and for each switched
system Σ1 such that Σ1 is a realization of Φ it holds that dimΣ ≤ dimΣ1. For
any L ⊆ Q+ define the subset of admissible switching sequences TL ⊆ (Q×T )+
by
TL := {(w, τ) ∈ (Q× T )+ | w ∈ L}
That is, TL is the set of all those switching sequences, for which the sequence of
discrete modes belongs to L and the sequence of times is arbitrary. Notice that
if L = Q+ then TL = (Q× T )+.
Let Φ ⊆ F (PC(T,U) × TL,Y). The system Σ = (X,U ,Y, Q, {(Aq, Bq, Cq) |
q ∈ Q}) realizes Φ with constraint L if there exists µ : Φ→ X such that
∀f ∈ Φ : yΣ(µ(f), ., .)|PC(T,U)×TL = f
Both Σ and (Σ,µ) will be called a realization of Φ. Notice that if L = Q+ then
Σ realizes Φ with constraint L if and only if Σ realizes Φ. Consider two LSS’s
Σi = (Xi,U ,Y, Q, {(Aiq, Biq, Ciq) | q ∈ Q}) (i = 1, 2). The systems Σ1 and Σ2
are algebraically similar if there exists a vector space isomorphism S : X1 → X2
such that the following holds
A2q = SA
1
qS
−1, B2q = SB
1
q , C
2
q = C
1
qS
−1 ∀q ∈ Q
3 Input-output maps of linear switched systems
This section deals with properties of input-output maps of linear switched sys-
tems. We define the notion of generalized kernel representation of a set of input-
output maps, which turns out to be a notion of vital importance for the realiza-
tion theory of switched systems. In fact, the realization problem is equivalent to
finding a generalized kernel representation of a particular form for the specified
set input-output maps. The section also contains a number of quite technical
statements, which are used in the other parts of the paper.
Let L ⊆ Q+. Define the languages suffixL = {u ∈ Q∗ | ∃w ∈ Q∗ : wu ∈
L} and L˜ = {ui11 ui22 · · ·uikk ∈ Q∗ | u1u2 · · ·uk ∈ suffixL, uj ∈ Q, ij ≥ 0, j =
1, 2, . . . k, i1, ik > 0, k > 0}.
Definition 2 (Generalized kernel-reprsentation with constraint L) A set
Φ ⊆ F (PC(T,U)×TL,Y) is said to have generalized kernel representation with
constraint L if there exist functions
Kf,Φw : Rk → Rp×1 and GΦw : Rk → Rp×m, f ∈ Φ,w ∈ L˜, |w| = k
such that the following holds.
1. ∀w ∈ L˜, ∀f ∈ Φ: Kfw is analytic and GΦw is analytic
2. For each f ∈ Φ and w, v ∈ Q∗ such that wqqv, wqv ∈ L˜, it holds that
Kf,Φwqqv(t1, . . . , tk, t, t
′
, tk+1, . . . tk+l) = Kf,Φwqv(t1, . . . tk, t+ t
′
, tk+1 . . . tk+l)
GΦwqqv(t1, . . . , tk, t, t
′
, tk+1, . . . tk+l) = GΦwqv(t1, . . . tk, t+ t
′
, tk+1 . . . tk+l)
where k := |w| and l := |v|.
3. ∀vw ∈ L˜,∀f ∈ Φ :
Kf,Φvqw(t1, . . . , tl, 0, tl+1, . . . , tk+l) = Kf,Φvw (t1, t2, . . . , tk+l) if |w| > 0
GΦvqw(t1, . . . , tl, 0, tl+1, . . . , tk+l) = G
Φ
vw(t1, . . . , tl+k) if |v| > 0, |w| > 0
where k = |w| and l = |v|.
4. For each f ∈ Φ, w = w1w2 · · ·wk ∈ L, w1, . . . , wk ∈ Q, t = (t1, . . . , tk) ∈
T k:
f(u,w, t) = Kf,Φw (t1, . . . , tk) +
∫ tk
0
GΦwk(tk − s)σku(s)ds+∫ tk−1
0
GΦwk−1wk(tk−1 − s, tk)σk−1u(s)ds+ · · ·+
∫ t1
0
GΦw(t1 − s, t2, . . . , tk)u(s)ds
where σju(s) = u(s+
∑j−1
1 ti).
We say that Φ has a generalized kernel representation if it has a generalized
kernel representation with the constraint L = Q+. Using the notation above,
define the function yΦ0 : PC(T,U)× TL→ Y by
yΦ0 (u,w, t) :=
∫ tk
0
GΦwk(tk − s)σku(s)ds+
∫ tk−1
0
GΦwk−1wk(tk−1 − s, tk)×
×σk−1u(s)ds+ · · ·+
∫ t1
0
GΦw1w2···wk(t1 − s, t2, . . . , tk)u(s)ds
It follows from the fact that Φ has a generalized kernel representation that yΦ0
can be expressed by ∀f ∈ Φ : yΦ0 (u,w, τ) = f(u,w, τ)− f(0, w, τ)
Assume that L˜ 3 w = zα11 · · · zαkk such that z1, . . . , zk ∈ Q,α ∈ Nk, αk > 0
and z1 · · · zk ∈ L˜. Then by using Part 2 and Part 3 of Definition 2 one gets
Kf,Φw (t1, . . . , t|w|) = K
f,Φ
zl···zk(
∑αl
j=1 tj , . . . ,
∑αl+···+αk
j=1+αl+···+αk−1 tj)
GΦw(t1, . . . , t|w|) = G
Φ
zl···zk(
∑αl
j=1 tj , . . . ,
∑αl+···+αk
j=1+αl+···+αk−1 tj)
(1)
where f ∈ Φ, l = min{z | αz > 0} and
∑b
j=a tj is taken to be 0 if a > b. Using
the formula above, the chain rule, and induction it is straightforward to show
that
DβKf,Φw = D
γKf,Φzl···zk and D
βGΦw = D
γGΦzl···zk , w = z
α1
1 · · · zαkk (2)
where β ∈ N|w|, l = min{z | αz > 0}, γ ∈ Nk−l+1 and γi =
∑αl+···+αl+i−1
j=1+αl+···+αl+i−2 βj
for each i = 1, . . . , k − l+ 1. Formula (1) implies that the functions {Kf,Φw , GΦw |
f ∈ Φ,w ∈ suffixL} completely determine the functions {Kf,Φw , GΦw | f ∈ Φ,w ∈
L˜}. Indeed, for any w ∈ L˜ there exist d1, . . . , dr ∈ Q and ξ ∈ Nr such that
d1 · · · dr ∈ suffixL, w = dξ11 · · · dξrr and ξr > 0, ξ1 > 0. Applying (1) yields that
KΦ,fw and GΦw are uniquely determined by K
Φ,f
d1···dr and G
Φ
d1···dr respectively.
If Φ has a realization by a linear switched system, then Φ has a generalized
kernel representation. In fact, (Σ,µ) is a realization of Φ with constraint L if
and only if Φ has a generalized kernel representation defined by
GΦw1w2···wk(t1, t2, . . . , tk) = Cwk exp(Awktk) exp(Awk−1tk−1) · · · exp(Aw1t1)Bw1
Kf,Φw1w2···wk(t1, t2, . . . , tk) = Cwk exp(Awktk) exp(Awk−1tk−1) · · · exp(Aw1t1)µ(f).
for each w1w2 · · ·wk ∈ L˜, w1, . . . , wk ∈ Q. Moreover, if (Σ,µ) is a realization of
Φ, then yΦ0 = yΣ(0, ., .)|PC(T,U)×TL.
If the set Φ has a generalized kernel representation with constraint L, then
the collection of analytic functions {Kf,Φw , GΦw | w ∈ suffixL, f ∈ Φ} determines
Φ. Since Kf,Φw is analytic, we get that {DαKf,Φw , DαGΦw | α ∈ N|w|} determines
Kf,Φw locally. By applying the formula
d
dt
∫ t
0
f(t, τ)dτ = f(t, t) +
∫ t
0
d
dtf(t, τ)dτ
and Part 4 of Definition 2 one gets
DαKf,Φw = D
αf(0, w, .) and DαGΦwlwl+1···wkez = D
βyΦ0 (ez, w, .) (3)
where w = w1 · · ·wk, w1, . . . , wk ∈ Q, l ≤ k, Nk 3 β = (0, 0, . . . , 0︸ ︷︷ ︸
k−l−times
, α1 +
1, α2, . . . , αl) and ez is the zth unit vector of Rm, i.e eTz ej = δzj . Formula (3)
implies that all the high-order derivatives of the functions Kf,Φw , G
Φ
w (f ∈ Φ,
w ∈ suffixL) at zero can be computed from high-order derivatives with respect
to the switching times of the functions from Φ. With the notation above, using
the principle of analytic continuation and formula (3), one gets the following
Proposition 1 Let Φ ⊆ F (PC(T,U)× TL,Y). The pair (Σ,µ) is a realization
of Φ with constraint L if and only if Φ has a generalized kernel representation
with constraint L and for each w ∈ L, f ∈ Φ, j = 1, 2, . . . ,m and α ∈ N|w| the
following holds
DαyΦ0 (ej , w, .) = D
βGΦwl···wkej = Cw1A
αk
wk
A
αk−1
wk−1 · · ·Aαl−1wl Bwlej
Dαf(0, w, .) = DαKf,Φw = CwkA
αk
wk
A
αk−1
wk−1 · · ·Aαlwlµ(f)
(4)
where l = min{h | αh > 0}, ez is the zth unit vector of U , β = (αl − 1, . . . , α|w|)
and w = wl · · ·wk, wj ∈ Q.
The following reformulation of Proposition 1 will be used in Section 6. Let S =
{(α,w) | α ∈ N|w|, w ∈ Q∗}. For each w ∈ Q∗, q1, q2 ∈ Q define Fq1,q2(w) =
{(v, (α, z)) ∈ Q∗ × S | vz ∈ L, q2wq1 = z1zα11 · · · zαkk zk, z = z1 · · · zk, z1, . . . , zk ∈
Q}, Fq1(w) = {(v, (α, z)) ∈ Q∗ × S | vz ∈ L,wq1 = zα11 · · · zαkk zk, α1 > 0, z =
z1 · · · zk, z1, . . . , zk ∈ Q}. Define L˜q1,q2 = {w ∈ Q∗ | Fq1,q2(w) 6= ∅}, L˜q =
{w ∈ Q∗ | Fq(w) 6= ∅}. Let Ol = (0, 0, . . . , 0) ∈ Nl. For any α ∈ Nk let β+ =
(β1 + 1, β2, . . . , βk) ∈ Nk. With the notation above, formula (4) holds for any
w ∈ L, j = 1, 2, . . . ,m, α ∈ N|w| and f ∈ Φ if and only if
∀(v, (β, z)) ∈ Fq1,q2(w) :
D(O|v|,β
+)yΦ0 (ej , vz, .) = D
(0,β,0)GΦq2zq1ej = Cq1A
βk
zk
· · ·Aβ1z1Bq2ej
∀(v, (β, z)) ∈ Fq(w) :
D(O|v|,β)f(0, vz, .) = D(β,0)Kf,Φzq = CqA
βk
zk
· · ·Aβ1z1µ(f)
(5)
holds for any f ∈ Φ, w ∈ L˜, q, q1, q2 ∈ Q and j = 1, 2, . . . ,m.
4 Formal Power Series
The section presents results on formal power series. The material of this section
is based on the classical theory of formal power series, see [4]. However, a num-
ber of concepts and results are extensions of the standard ones. In particular,
the definition of the rationality is more general than the one occurring in the
literature. Consequently, the theorems characterizing minimality are extensions
of the well-known results.
Let X be a finite alphabet, let K be a field. Denote by Kp×m the set of p
by m matrices with elements from K. We will identify the sets Kp and Kp×1.
A formal power series S with coefficients in Kp×m is a map S : X∗ → Kp×m.
We denote by Kp×m ¿ X∗ À the set of all formal power series with coefficients
in Kp×m. Let S ∈ Kp×m ¿ X∗ À. For each i = 1, . . . , p, j = 1, . . . ,m define
the formal power series Si,j ∈ K ¿ X∗ À and S.j ∈ Kp ¿ X∗ À by the
following equations Si,j(w) = (S(w))i,j , S.j(w) =
[
S1,j(w) S1,j(w) · · · Sp,j(w)
]T
An indexed set of formal power series Ψ = {Sj ∈ Kp×1 ¿ X∗ À| j ∈ J} is called
rational if there exists a vector space X over K, dimX < +∞, linear maps
C : X → Kp, Aσ ∈ X → X , σ ∈ X and an indexed set B = {Bj ∈ X | j ∈ J} of
elements of X such that
Sj(σ1σ2 · · ·σk) = CAσkAσk−1 · · ·Aσ1Bj .
The 4-tuple R = (X , {Ax}x∈X , B, C) is called a representation of S. The num-
ber dimX is called the dimension of the representation R and it is denoted
by dimR. In the sequel the following short-hand notation will be used Aw :=
AwkAwk−1 · · ·Aw1 for w = w1 · · ·wk. A² is the identity map. A power series
S ∈ Kp×m ¿ X∗ À is called rational if the set {S.j ∈ Kp×1 ¿ X∗ À| j =
1, 2, . . .m} is rational. A representation Rmin of Ψ is called minimal if for each
representation R of Ψ it holds that dimRmin ≤ dimR.
Let L ⊆ X∗. If L is a regular language then the power series L¯ ∈ K ¿ X∗ À,
L¯(w) =
{
1 if w ∈ L
0 otherwise is a rational power series. Consider two power series
S, T ∈ Kp×m ¿ X∗ À. Define the Hadamard product S ¯ T ∈ Kp×m ¿ X∗ À
by (S ¯ T )i,j(w) = Si,j(w)Ti,j(w). Let w ∈ X∗ and define w ◦ S ∈ Kp×m ¿
X∗ À – the left shift of S by w by ∀v ∈ X∗ : w ◦ S(v) = S(wv) The following
statements are generalizations of the results on rational power series from [4]. Let
Ψ = {Sj ∈ Kp ¿ X∗ À| j ∈ J}. Define WΨ = Span{w ◦ Sj ∈ Kp×1 ¿ X∗ À|
j ∈ J,w ∈ X∗}. Define the Hankel-matrix HΨ of Ψ as HΨ ∈ K(X∗×I)×(X∗×J),
I = {1, 2, . . . , p} and (HΨ )(u,i)(v,j) = (Sj)i(vu). Notice that dimWΨ = rank HΨ .
Theorem 1 Let Ψ = {Sj ∈ Kp ¿ X∗ À| j ∈ J}. The following are equivalent.
(i) Ψ is rational. (ii) dimWΨ = rank HΨ < +∞, (iii) The tuple
RΨ = (WΨ , {Aσ}σ∈X , B,C), where Aσ :WΨ →WΨ , Aσ(T ) = σ◦T , B = {Bj ∈
WΨ | j ∈ J}, Bj = Sj for each j ∈ J , C : WΨ → Kp, C(T ) = T (²), defines a
representation of Ψ .
The representation RΨ is called free. Since the linear space spanned by the
column vectors of HΨ and the space WΨ are isomorphic, one can construct a
representation of Ψ over the space of column vectors of HΨ in a way similar to
the construction of RΨ . Theorem 1 implies the following lemma.
Theorem 1 Let Ψ = {Sj ∈ Kp ¿ X∗ À| j ∈ J} and Θ = {Tj ∈ Kp ¿ X∗ À|
j ∈ J} be rational indexed sets. Then Ψ ¯ Θ := {Sj ¯ Tj | j ∈ J} is a rational
set. Moreover, rank HΨ¯Θ ≤ rank HΨ · rank HΘ.
Let R = (X , {Aσ}σ∈X , B, C) be a representation of Ψ ⊆ Kp ¿ X∗ À. Define
the subspaces WR and OR of X by
WR = Span{AwBj | w ∈ X∗, j ∈ J} , OR =
⋂
w∈X∗ kerCAw (6)
Theorem 2 (Minimal representation) Let Ψ = {Sj ∈ Kp ¿ X∗ À| j ∈
J}. The following are equivalent. (i) Rmin = (X , {Aminσ }σ∈X , Bmin, Cmin) is a
minimal representation of Ψ , (ii)WRmin = X and ORmin = {0}, (iii) rank HΨ =
dimWΨ = dimRmin, (iv) If R = (XR, {Ax}x∈X , B, C) is a representation of Ψ ,
then there exists a surjective vector space morphism T :WR → X such that
TAx|WR = Aminx T, TBj = Bminj , (j ∈ J), C|WR = CminT
for all x ∈ X and j ∈ J . In particular, if R is a minimal representation, then
T : XR =WR → X is a vector space isomorphism and
Aminx = TAxT−1 x ∈ X, Bminj = TBj , Cmin = CT−1
Using the theorem above it is easy to check that the free representation RΨ is
minimal. One can also give a procedure, similar to reachability and observability
reduction for linear systems, such that the procedure transforms any represen-
tation of Ψ to a minimal representation of Ψ . If R = (X , {Aσ}σ∈Σ , B, C) is
a representation of Ψ , then for any vector space isomorphism T : X → Rn,
n = dimR, the tuple R
′
= (Rn, {TAσT−1}σ∈Σ , TB,CT−1) is also a represen-
tation of Ψ . It is easy to see that R is minimal if and only if R
′
is minimal.
From now on, we will silently assume that X = Rn holds for any representation
considered.
5 Realization of input-output maps by linear switched
systems with arbitrary switching
In this section the solution to the realization problem will be presented. That
is, given a set of input-output maps we will formulate necessary and sufficient
conditions for the existence of a linear switched system realizing that set. In
addition, characterization of minimal systems realizing the given set of input-
output maps will be given. In this section we assume that there are no restrictions
on switching sequences. That is, in this section we study realization with the
trivial constraint L = Q+.
The main tool of this section is the theory of rational formal power series.
The main idea of the solution is the following. We associate a set of formal power
series ΨΦ with the set of input-output maps Φ . Any representation of ΨΦ yields a
realization of Φ and any realization of Φ yields a representation of ΨΦ. Moreover,
minimal representations give rise to minimal realizations and vice versa. Then
we can apply the theory of rational formal power series to characterize minimal
realizations.
Let Φ ⊆ F (PC(T,U) × (Q × T )+,Y). The fact that all switching sequences
are allowed and formula (2) yield the following reformulation of Proposition 1.
The LSS Σ = (X,U ,Y, Q, {(Aq, Bq, Cq) | q ∈ Q}) is a realization of Φ if and
only if Φ has a generalized kernel representation and there exists µ : Φ → X
such that for each q1, q2 ∈ Q, f ∈ Φ, j = 1, 2, . . . ,m it holds that
D(1,Ik,0)yΦ0 (ez, q2wq1, .) = D
(0,Ik,0)GΦq2wq1ez = Cq1Awk · · ·Aw1Bq2ez
D(Ik,0)f(0, wq1, .) = D(Ik,0)Kf,Φwq1 = Cq1Awk · · ·Aw1µ(f)
(7)
where Ik = (1, 1, . . . , 1) ∈ Nk.
The statement above allows us to reformulate the realization problem in
terms of rationality of certain power series. Define the formal power series
Sq1,q2,z, Sf,q1 ∈ Rp ¿ Q∗ À, ( q1, q2 ∈ Q, f ∈ Φ, z ∈ {1, 2, . . . ,m} ) by
Sq1,q2,z(w) = D
(1,I|w|,0)yΦ0 (ez, q2wq1, .) , Sf,q1(w) = D
(I|w|,0)f(0, wq1, .)
for each w ∈ Q∗. Notice that the functions GΦw,Kf,Φw are not involved in the
definition of the series of Sq1,q2,z and Sf,q1 . On the other hand, if Φ has a
generalized kernel representation, then Sq1,q2,z(w) = D
(0,I|w|,0)GΦq2wq1ez and
Sf,q1(w) = D
(I|w|,0)Kf,Φwq1 . For each q ∈ Q, z = 1, 2, . . . ,m, f ∈ Φ define the
formal power series Sq,z, Sf ∈ Rp|Q| ¿ Q∗ À by
Sq,z :=
[
STq1,q,z S
T
q2,q,z · · · STqN ,q,z
]T
Sf =
[
STf,q1 S
T
f,q2
· · · STf,qN
]T
where Q = {q1, q2, . . . , qN}.
Define the set JΦ = Φ ∪ {(q, z) | q ∈ Q, z = 1, 2, . . . ,m}. Define the indexed
set of formal power series associated with Φ by
ΨΦ = {Sj | j ∈ JΦ} (8)
Define the Hankel-matrix of Φ, HΦ as the Hankel-matrix of the associated set of
formal power series, i.e. HΦ := HΨΦ .
Let Σ = (X,U ,Y, Q, {(Aq, Bq, Cq) | q ∈ Q}) be a LSS, and assume that
(Σ,µ) is a realization of Φ. Define the representation associated with (Σ,µ) by
RΣ,µ = (X , {Aq}q∈Q, B˜, C˜)
where C˜ : X → Rp|Q|, C˜ = [CTq1 CTq2 · · · CTqN ]T , and B˜ = {B˜j ∈ X | j ∈ JΦ}
is defined by B˜f = µ(f), f ∈ Φ and B˜q,l = Bqel, l = 1, 2, . . . ,m, q ∈ Q,
el ∈ U , (el)z = δlz, i.e. ez is the zth standard base vector. Conversely, con-
sider a representation R = (X , {Aq}q∈Q, B˜, C˜) of ΨΦ. Then define (ΣR, µR) the
realization associated with R by
ΣR = (X,U ,Y, Q, {(Aq, Bq, Cq) | q ∈ Q}) , µ(f) = B˜f
where C˜ =
[
CTq1 C
T
q2 · · · CTqN
]T
andBqel = B˜q,l. It is easy to see thatΣRΣ,µ = Σ,
µRΣ,µ = µ and RΣR,µR = R. In fact, the following theorems hold.
Theorem 3 Let Φ ⊆ F (PC(T,U) × (Q × T )+,Y). If (Σ,µ) is a realization
of Φ then RΣ,µ is a representation of ΨΦ. Conversely, if Φ has a generalized
kernel representation and R = (X , {Aq}q∈Q, B˜, C˜) is a representation of ΨΦ
then (ΣR, µR) is a realization of Φ .
The theorem above and the discussion after Theorem 1 imply that a realization
of Φ can be constructed on the space of the column vectors of HΦ. In fact, the
following is a straightforward consequence of Theorem 1 and the above theorem.
Theorem 4 (Realization of input/output map) Let Φ ⊆ F (PC(T,U) ×
(Q × T )+,Y). The following are equivalent. (i) Φ has a realization by a lin-
ear switched system, (ii) Φ has a generalized kernel representation and ΨΦ is
rational, (iii) Φ has a generalized kernel representation and rank HΦ < +∞.
The theory of rational power series allows us to formulate necessary and sufficient
conditions for a linear switched system to be minimal. Before formulating a
characterization of minimal realizations, some additional work has to be done.
Let R be a representation and recall from Section 4 the sets WR and OR. Let
(Σ,µ) be a realization of Φ. Let R = RΣ,µ be the representation associated
with (Σ,µ). Using the results of [5] and (6) the following can be shown. Σ
is observable if and only if OR = {0}, and the set WR is the smallest vector
space containing Reach(Σ, Imµ). Consequently, Σ is semi-reachable from Imµ
if and only if WRΣ,µ = X . From the discussion after Theorem 2 we get that
any realization of Φ can be transformed to an observable and semi-reachable
realization of Φ. It can also be shown that if (Σ,µ) is a realization of Φ and
Σ is observable, then XΦ = Imµ. Moreover, Theorem 3 implies the following.
If (Σ,µ) is a minimal realization of Φ, then RΣ,µ is a minimal representation
of ΨΦ. Conversely, if R is a minimal representation of ΨΦ, then (ΣR, µR) is a
minimal realization of Φ. This observation and the discussion above together
with Theorem 2 imply the following theorem.
Theorem 5 (Minimal realization) If (Σ,µ) is a realization of Φ, then the
following are equivalent. (i) (Σ,µ) is minimal, (ii) Σ is semi-reachable from
XΦ and it is observable, (iii) dimΣ = rank HΦ, (iv) For each linear switched
system Σ
′
realizing Φ the inequality dimΣ ≤ dimΣ′ holds, (v) Let Σ′ =
(X1,U ,Y, Q, {(A1q, B1q , C1q ) | q ∈ Q}) be a linear switched system such that
(Σ
′
, µ
′
) realizes Φ and Σ
′
is semi-reachable from Imµ
′
. Then there exists a sur-
jective linear map T : X1 → X , such that
AqT = TA1q, Bq = TB1q , CqT = C1q , Tµ
′
= µ
In particular, all minimal linear switched systems realizing Φ are algebraically
similar.
The theorems above contain the results of [2] as a special case. Indeed, if Φ = {f}
and µ(f) = 0, then the set Reach(Σ, {0}) is a vector space by [5]. That is,
Σ is semi-reachable from {0} if and only if Σ is reachable from 0. Now it is
straightforward to see that Theorem 5 contains the results of [2].
6 Realization of input-output maps with
constraints on the switching
In this section the solution of the realization problem with constraints will be
presented. That is, given L ⊆ Q+ and Φ ⊆ F (PC(T,U)× TL,Y) we will study
linear switched systems realizing Φ with constraint L. As in the previous section,
the theory of formal power series will be our main tool for solving the realization
problem. The solution of the realization problem for Φ goes as follows. As in the
previous section, we associate a set of formal power series ΨΦ with the set of
maps Φ. We will show that any representation of ΨΦ gives rise to a realization
of Φ with constraint L. If L is regular, then any realization of Φ with constraint
L gives rise to a representation of ΨΦ. Unfortunately minimal representations of
ΨΦ do not yield minimal realizations of Φ. However, any minimal representation
of ΨΦ yields an observable and semi-reachable realization of Φ. Notice that if L
is finite, then L is regular.
Recall from Section 3 the definition of the languages L˜, L˜q1,q2 , L˜q and the
sets Fq1,q2(w), Fq(w). Let E = (1, 1, . . . , 1) ∈ R1×p. Define the power series
Cq1,q2 ∈ Rp ¿ Q∗ À by Cq1,q2(w) =
{
E if w ∈ L˜q1,q2
0 otherwise
. Define the power series
Cq, C ∈ Rp|Q|×1 ¿ Q∗ À by
Cq =
[
Cq,q1 , Cq,q2 , · · · , Cq,qN
]T , C = [Zq1 , Zq2 , . . . , ZqN ]T
where Zq(w) =
{
E if w ∈ L˜q
0 otherwise
and Q = {q1, . . . , qN}. It is a straightforward
exercise in automaton theory to show that if L is regular, then the languages L˜q
and L˜q1,q2 are regular. Thus, we get that if L regular then the power series Cq, C
are rational. Recall that for any α ∈ Nk, α+ denotes α+ = (α1 + 1, α2, . . . , αk).
We define the formal power series Sq1,q2,j , Sq,f ∈ Rp ¿ Q∗ À, q1, q2, q ∈ Q,
j = 1, 2, . . . ,m, f ∈ Φ.
Sq1,q2,j(w) =
{
D(O|v|,α
+)yΦ0 (ej , vz, .) if w ∈ L˜q1,q2 and (v, (α, z)) ∈ Fq1,q2(w)
0 otherwise
Sq,f (w) =
{
D(O|v|,α)f(0, vz, .) if w ∈ L˜q and (v, (α, z)) ∈ Fq(w)
0 otherwise
We will argue that if Φ has a generalized kernel representation with constraint
L, then the series Sq1,q2,z and Sq,f are well-defined. From Part 3 of Definition
2 and formulas (3) and (2) it follows that D(O|v|,α
+)yΦ0 (ej , vz, .) = D
αGΦz ej =
D(0,α,0)Gq2zq1ej = D
(0,I|w|,0)GΦq2wq1ej and D
(O|v|,α)f(0, vz, .) = D(O|v|,α)KΦ,fvz =
DαKΦ,fz = D
(Iw,0)KΦ,fwq , where I|w| = (1, 1, . . . , 1) ∈ N|w|. That is, Sq1,q2,j(w)
and Sq,f (w) do not depend on the choice of (v, (α, z)) ∈ Fq1,q2(w) or (v, (α, z)) ∈
Fq(w) respectively. Define formal power series Sq,j , Sf ∈ Rp|Q|×1 for each j ∈
{1, 2, . . . ,m}, q ∈ Q and f ∈ Φ by
Sq,j =
[
STq1,j S
T
q2,j
. . . STqN ,j
]T
, Sf =
[
STq1,f S
T
q2,f
. . . STqN ,f
]T
where Q = {q1, . . . , qN}. Define the set of formal power series associated with Φ
by
ΨΦ = {Sz | z ∈ Φ ∪ (Q× {1, 2, . . . ,m})}
Define the Hankel-matrix of Φ HΦ as the Hankel-matrix of ΨΦ, i.e. HΦ = HΨΦ .
Let (Σ,µ) be a realization. Define Θ = {yΣ(µ(f), ., .) ∈ F (PC(T,U)× (Q×
T )+,Y) | f ∈ Φ}. Recall the definition of the set of formal power series ΨΘ
associated with Θ as defined in (8), Section 5. Denote by Tq,z the element of
ΨΘ indexed by (q, z) ∈ (Q × {1, 2, . . . ,m}) and denote by TyΣ (µf, ., .) the ele-
ment of ΨΘ indexed by yΣ(µ(f), ., .) ∈ Θ. With the notation above, combining
Proposition 1, formula (5) one gets the following theorems.
Theorem 6 (Σ,µ) is a realization of Φ with constraint L if and only if Φ has
a general kernel representation with constraint L and
Sf = TyΣ(µ(f),.,.) ¯ C and Sq,z = Tq,z ¯ Cq, f ∈ Φ, q ∈ Q, z = 1, 2, . . . ,m
If Φ has a generalized kernel representation with constraint L and R is a repre-
sentation of ΨΦ, then (ΣR, µR) realizes Φ with constraint L.
Define the language comp(L) = {wq ∈ Q∗ | w ∈ Q∗, q ∈ Q, L˜q = ∅}. Intuitively,
the language comp(L) contains those sequences which can never be observed if
the switching system is run with constraint L. Using Theorem 6 and Lemma 1
from Section 4 one gets the following.
Theorem 7 Consider a language L ⊆ Q+ and a set Φ ⊆ F (PC(T,U)×TL,Y)
of input-output maps. Assume that L is regular. Then the following are equiva-
lent. (i) Φ has a realization by a linear switched system with constraint L, (ii) Φ
has a generalized kernel representation with constraint L and ΨΦ is rational, (iii)
Φ has a generalized kernel representation with constraint L and rank HΦ < +∞,
(iv) There exists a realization (Σ,µ) of Φ with constraint L such that (Σ,µ) is a
minimal realization of Φ
′
= {yΣ(µ(f), ., .) ∈ F (PC(T,U)×(Q×T )+,Y) | f ∈ Φ}
and
yΣ(µ(f), ., .)|PC(T,U)×T (comp(L)) = 0 , ∀f ∈ Φ
Moreover, if (Σ˜, µ˜) is an arbitrary linear switched system realizing Φ with con-
straint L, then dimΣ ≤M dim Σ˜, for some M > 0. The constant M can be de-
termined from L in the following way. Let Ω = {Cq ∈ Rp ¿ Q∗ À| q ∈ Q∪{²}},
where C² = C. Then M = rank HΩ.
In fact, the result of part (iv) of Theorem 7 is sharp in the following sense. One
can construct an input-output map y, a language L, and realizations Σ1 and
Σ2 such that the following holds. Both Σ1 and Σ2 realize y from the initial
state zero with constraint L, they are both reachable from zero and observable,
but dimΣ1 = 1 and dimΣ2 = 2. We will give the construction of such Σ1
and Σ2 below. Let Q = {1, 2}, L = {qk1q2 | k > 0}, Y = U = R. Define
y : PC(T,U)× TL→ Y by
y(u(.), w) =
∫ tm+1
0
e2(tm+1−s)u(s+ Tm)ds+
∫ Tm
0
e2tm+1+Tm−su(s)ds
where w = (q1 · · · q1︸ ︷︷ ︸
m−times
q2, t1 · · · tmtm+1) ∈ TL, Tm =
∑m
1 ti. Define the sys-
tem Σ1 = (R,R,R, Q, {(A1,q, B1,qC1,q) | q ∈ {q1, q2}}) by A1,q1 = 1, B1,q1 =
1, C1,q1 = 1 and A1,q2 = 2, B1,q2 = 1, C1,q2 = 1 . Define the system Σ2 =
(R2,R,R, Q, {(A2,q, B2,q, C2,q) | q ∈ Q}) by A2,q1 =
[
1 0
0 0
]
, B2,q1 =
[
1
0
]
, C2,q1 =[
0 0
]
and A2,q2 =
[
0 0
2 2
]
, B2,q2 =
[
0
1
]
, C2,q2 =
[
1 1
]
. Both Σ1 and Σ2 are reach-
able and observable, therefore they are the minimal realizations of yΣ1(0, ., .)
and yΣ2(0, ., .). Moreover, it is easy to see that yΣ1(0, ., .)|PC(T,U)×TL = y =
yΣ2(0, ., .)|PC(T,U)×TL In fact, Σ2 can be obtained by constructing the minimal
representation of Ψ{y}, i.e., Σ2 is a minimal realization of y satisfying part (iv)
of Theorem 7.
7 Conclusions
Solution to the realization problem for linear switched systems has been pre-
sented. The realization problem considered is to find a realization of a family of
input-output maps. Moreover, it is allowed to restrict the input-output maps to
some subsets of switching sequences. Thus, the realization problem covers the
case of linear switched systems where the switching is controlled by an automaton
and the automaton is known in advance. The results of the paper extend those
of [2], where a much more restricted realization problem was studied. The paper
offers a new technique, the theory of formal power series, to deal with realiza-
tion problem for switched systems. Topics of further research include realization
theory for piecewise-affine systems, switched systems with switching controlled
by an automaton or a timed automaton and non-linear switched systems.
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