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The dynamic conductance of carbon nanotubes was investigated using the nonequilibrium Green’s func-
tion formalism within the context of a tight-binding model. Specifically, we have studied the ac response
of tubes of different helicities, both with and without defects, and an electronic heterojunction. Because
of the induced displacement currents, the dynamic conductance of the nanotubes differs significantly from
the dc conductance displaying both capacitive and inductive responses. The important role of photon-
assisted transport through nanotubes is revealed and its implications for experiments discussed.
PACS numbers: 72.80.Rj, 73.61.WpDepending on their helicity, single-wall nanotubes are
either metallic or semiconducting [1,2], and therefore have
the potential of forming the basis of a future, nanotube-
based molecular electronics [2–4]. To explore this excit-
ing possibility, the electronic properties of nanotubes have
been the subject of numerous theoretical [1–10] and ex-
perimental investigations [11–14]. So far, the nanotube-
based electronic devices that have been investigated have
relied on the dc response of the nanotubes. It is, however,
well known that the ac response of devices is at least
equally, and often even more, important for understanding
and designing high speed applications. ac transport mea-
surements are of great interest because they provide
information about the electrochemical capacitance, the
nonequilibrium charge distribution, the dynamic coupling
of devices, and the transport dynamics of a conductor.
Moreover, the induced charges within a conductor, on a
nearby gate, or on the surface of an electron reservoir
can all play an important role in determining ac transport.
These features all give rise to significant complications in
the formulation of transport theory at the nanometer length
scale, and are the focus of current, ongoing theoretical
research [15,16]. In this Letter, we report on a theoretical
investigation of the dynamic conductance of single-wall
carbon nanotubes, both with and without defects. The
resulting dynamic conductance differs substantially from
the dc conductance, as the tubes display both capacitive
and inductive behavior. We also show that the ac transport
through nanotube-based devices is strongly influenced by
photon-assisted transmission, and suggest a number of
ways in which these predictions may be tested. While the
details of our results are specific for nanotubes, we believe
that our calculations describe general features of the ac
conductance of materials at the nanometer length scale.
While quantum transport under dc condition is well un-
derstood [17,18], the ac response of systems is complicated
by the presence of time-dependent fields that can take the
system out of equilibrium. Under ac conditions, electro-
dynamics shows that displacement currents are induced,
which can substantially alter the transport properties of the0031-90070084(13)2921(4)$15.00system [15]. In order to predict the dynamic conductance
of nanoscale conductors such as the carbon nanotubes, the
inclusion of these displacement currents into the theoreti-
cal formalism is absolutely necessary for two fundamental
reasons. First, they are needed if the total current in the
system is to be conserved. Second, quantum transport must
be gauge invariant, which implies that the physics will de-
pend only on the voltage differences. Another important
phenomena associated with the ac response of a conductor
is that of photon-assisted tunneling: in the presence of a
time-varying potential, electrons can absorb photons, and
thereby inelastically tunnel through other levels. Photon-
assisted transport has been studied experimentally and
theoretically in a variety of semiconductor quantum
dots, superconducting tunnel junctions, and superlattices
[19–21].
The dynamic conductance gabv as a function of fre-
quency v measured between two leads a,b is defined
through the current Ia: Ia 
P
b gabVb . Because of
current conservation and gauge invariance, the conduc-
tance coefficients must satisfy sum rules
P
b gab  0 andP
a gab  0. To calculate gabv, we have made use of
a recently developed formalism in which the conduction
and displacement currents are properly partitioned among
the leads [22], and which incorporates the electron-electron
interactions at the Hartree level [23]. This formalism is
based on the Keldysh nonequilibrium Green’s function
[24] and shows that gabv is given as the sum of two
terms, gab  g
c
ab 1 Aag
d
b . The first term gcab describes
the frequency dependent admittance matrix due to con-
duction current of carriers, while the second term repre-
sents the contribution of the displacement current [22].
In the low temperature limit, the first term is given by
gcabv  2e2h
Re1 h¯v
e g
c
abe,vh¯v de, with
gcabe,v TrG¯r0GbGa0Ga2 idabTrG¯r0Ga 2 GaGa0  ,
where Gr ,a0 are retarded and advanced Green’s function of
the nanotube and Ga the coupling between lead a, respec-
tively [18,22]. Here, we have used the abbreviation© 2000 The American Physical Society 2921
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with energy e. This expression is valid in the wideband
limit where the couplings of the leads are independent of the
energy [25]. The second term of gabv is defined via
Aa  2
P
g g
c
ag
P
g g
d
g , g
d
bv  2e2h
Re1 h¯v
e g
d
b 3
e,v de, and gdbe,v TrG¯r0GbGa0 . This term is
especially crucial, as it ensures that the currents within the
conductor are conserved. Much of the new physics asso-
ciated with the ac response of nanotubes derives from this
contribution. To numerically calculate the Green’s func-
tions, and the couplings Ga between the leads (assumed to
be perfect nanotubes) and the device, we have used a now
standard tight-binding-based technique [2,9,10,18]. The
nanotube Hamiltonian was represented by a single-
parameter, nearest-neighbor p-orbital tight-binding model
with bond potential Vppp  g0  22.75 eV, which is
known to give a reasonable, qualitative description of the
electronic and transport properties of carbon nanotubes
[2,9].
Before presenting our ac data, we briefly review dc
transport in perfect carbon nanotubes [1–10]. Metallic
nanotubes are characterized by the crossing of two bands
at the Fermi level, so that the theoretical dc conductance
in units of 2e2h has a value of two. Since no other bands
are available for the energy range e  60.8 [for a 10, 10
tube], the dc conductance is a constant over this energy
range. At larger energies, electrons are able to probe dif-
ferent energy bands, giving rise to an increase of dc con-
ductance with the increase proportional to the number of
additional bands available for transport. The dc conduc-
tance curve therefore consists of a series of “down-and-up"
steps as shown in Fig. 1. The step positions correlate with
the band edges which are marked by peaks in local density
of states (LDOS).
Figure 1 shows the ac conductance of a 10, 10 metallic
tube at different ac frequencies. Since g12v is complex,
we plot its real (dissipative part) and imaginary parts (non-
dissipative) separately. We focus on h¯v # 4 eV, which is
well below the plasma frequency of nanotubes [26]. We also
note that in all cases, the expected dc results are smoothly
recovered in the limit h¯v ! 0. Indeed, for 0 # h¯v #
0.1 eV, the differences between the ac and dc conduc-
tances are relatively small. At larger values of h¯v signifi-
cant differences begin to emerge. Most importantly, for
0.1 # h¯v # 1 eV there is a general reduction in the value
of the ac conductance, along with a gradual loss of the step
structure. For larger values of h¯v, the ac conductance
increases again so that for 2 eV, g12v not only recovers
but is larger than its initial value. This behavior is shown
in detail in Fig. 2, which gives a plot of ac conductance
versus frequency for two specific energies. Another im-
portant feature of ac conductance is the emergence of an
imaginary component or “phase,” shown at the top of
Fig. 1. While initially zero, this imaginary component
builds up as the frequency increases, developing an oscil-
latory pattern that undergoes large variations in both size
and sign.
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FIG. 1. Real and imaginary parts of g12h¯v for a 10, 10
metallic tube at different frequencies in units of 2e2h: solid
line, h¯v  0; dashed line, 0.1 eV; dotted line, 1.0 eV; and
dot-dashed line, 2.0 eV. The DOS (arbitrary units) is shown
underneath and marks the band edges.
These results may be understood as follows. The im-
position of a time-varying current in the leads induces a
displacement current, even inside pristine nanotubes. This
displacement current acts to oppose the change of normal
conduction current, thereby leading to an overall decrease
in the ac conductance as v is increased from zero. How-
ever, if the frequency is large enough, photon-assisted
transport can place the electrons into higher subbands
which is signaled by a corresponding increase in ac con-
ductance (Fig. 2). The net result is that gabv, after
an initial decrease, is greatly enhanced. ac transport is
also characterized by the phase of the current: either cur-
rent follows voltage in phase which implies an inductive
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FIG. 2. Real (solid) and imaginary (dashed) components of
g12 (units 2e2h) for a 10, 10 tube as a function of E  h¯v
at two different energies: e  0 (main figure) and e  2.0 eV
(inset).
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tive behavior. Specifically, if the imaginary part of g12v
is negative, then the tube displays capacitive behavior. A
positive imaginary part implies inductive behavior. Fig-
ure 2 indicates that the ac response of a perfect metallic
tube oscillates between inductive and capacitive behavior
as a function of frequency. Roughly speaking, the dynamic
response is inductive for ranges of h¯v where the dissipa-
tive part of g12v is going down from high values, while
it is capacitive for ranges where the dissipative part is go-
ing up from low values. Thus, as illustrated in Fig. 2, the
real and imaginary parts of the dynamic conductance track
each other pretty well.
Next, we consider the dynamic conductance of a 12, 0
6, 6 matched electronic heterojunction. The dc conduc-
tance of this metal-metal junction has previously been ex-
plored [3], and was shown to have a large gap about the
Fermi level. Such a behavior clearly demonstrates that the
presence of a scattering center can change quantum trans-
port in dramatic ways. The dynamic response of this junc-
tion is found to be quite different from that of the dc
transport, as illustrated in Fig. 3. Because of photon-
assisted transport, there is a significant increase in the ac
conductance at the Fermi level depending on the ac fre-
quency, almost reaching two conductance quanta at
h¯v  1 eV. Hence the metallic behavior of the entire
tube is completely restored through a photon-assisted pro-
cess. Similarly, photon-assisted tunneling allows for cur-
rent to flow through semiconducting nanotubes, since
electrons can now tunnel across the band gap and into the
conduction bands. This is illustrated in the inset of Fig. 4,
which shows that the ac conductance of a semiconducting
17, 0 zigzag tube develops a significant nonzero value
under frequencies of h¯v  0.5 eV, or more.
We have also explored the dynamic conductance of tubes
of different helicities and with defects. Qualitatively they
all display features that are similar to the cases already
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FIG. 3. Real and imaginary component of g12 (units 2e2h)
for a 12, 06, 6 metal-metal heterojunction. Note the large
gap centered about the Fermi level when frequency is zero. The
lines mark the dynamic response at different frequencies: solid
line, h¯v  0 eV; dashed line, 0.1 eV; dotted line, 1.0 eV; and
dot-dashed line, 2.0 eV.discussed. Figure 4 shows g12v of a 10, 10 tube with
a 5-7-7-5 defect in the scattering region. Such a defect
forms spontaneously on nanotubes under a large tension
via a Stone-Wales transformation. Its energetics is believed
to dominate the mechanical properties of the nanotubes
[27]. We note that while increased quantum scattering
leads to an enhancement in the conductance fluctuations
under dc and low-frequency conditions for the tubes with
defects, these features are washed out almost entirely for
large values of h¯v. In contrast to the pristine 10, 10
tubes, the initial decrease in the ac conductance as h¯v
increases from zero is much weaker, indicating that the
presence of a scattering center can also influence ac quan-
tum transport substantially.
These results have, of course, important implications
for operation of nanotube-based devices under optical fre-
quency radiation. Photon-assisted transport has been a
very useful technique to investigate the electron excitation
spectrum of semiconductor quantum dots [19,28]. Our re-
sults on the dynamic conductance on perfect tubes sug-
gest that one can expect to observe similar photon-assisted
resonant transmission in nanotube-based tunnel junctions
and nanotube-based quantum dots, which otherwise have
a large resistance. Note that the ac frequencies examined
in this paper are well in the IR to optical range; hence
it is very useful to further explore possibilities of opto-
electronic applications when combined with present day
semiconductor technology. Finally, it is well known in
mesoscopic physics that a bent quantum wire has at least
a single quantum bound state localized near the bend [29].
One can therefore expect that similar bound states also ex-
ist for bent nanotubes. It will thus be very interesting to
explore photonic excitation of these states by experimen-
tally measuring the photocurrent in the ac regime.
In summary, we have investigated the dynamic con-
ductance of carbon nanotubes within the nonequilibrium
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FIG. 4. Real part of g12 (units 2e2h) for a 10, 10 tube with
a Stone-Wales rotation, i.e., 5-7-7-5 defect, in the scattering
region for different frequencies: solid line, h¯v  0 eV; dashed
line, 0.1 eV; dotted-line, 1.0 eV; and dot-dashed line, 2.0 eV.
The inset shows the real part of g12 for a semiconducting (17, 0)
zigzag tube.2923
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Hamiltonian. We have shown that dynamic conductance
through nanotubes differs considerably from the dc case in
important ways. Large variations in the response are ob-
tained as a function of the ac frequency. One should be
able to probe these variations experimentally using optical
radiation on electrically biased nanotubes. The dynamic
response is clearly important for device applications, as il-
lustrated by transport through different heterojunctions.
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