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Abstract
We show a deterministic algorithm for computing edge connectivity of a simple graph with m
edges in m1+o(1) time. Although the fastest deterministic algorithm by Henzinger, Rao, and Wang
[SODA’17] has a faster running time of O(m log2m log logm), we believe that our algorithm is
conceptually simpler. The key tool for this simplication is the expander decomposition. We exploit
it in a very straightforward way compared to how it has been previously used in the literature.
1 Introduction
Edge connectivity is a fundamental measure for robustness of graphs. Given an undirected graph
G = (V,E) with n vertices and m edges, the edge connectivity λ of G is the minimum number of edges
whose deletion from G disconnects G. These edges correspond to a (global) minimum cut (C, V \ C)
where the number of edges crossing the cut is |E(C, V \C)| = λ. Numerous algorithms for computing
edge connectivity have been discovered and are based on various fascinating techniques, including
exact max flow computation [FF62, HO94, LP20], maximum adjacency ordering [NI92, SW97, Fra09],
random contraction [Kar93, KS96], arborescence packing [Gab95, GM98], and greedy tree packing
and minimum cuts that 2-respect a tree [Kar00, BLS20, GMW20a, MN20, GMW20b]. All of these
techniques also extend to weighted graphs where we need to find a cut with minimum total edge weight
crossing the cut.
Quite recently, Kawarabayashi and Thorup [KT19] showed a novel technique for computing edge
connectivity of simple unweighted graphs (i.e. graphs with no parallel edges) in O(m log12 n) time
deterministically. This technique leads to the fastest deterministic algorithm with O(m log2 n log log n)
time by Henzinger, Rao, and Wang [HRW17], and the fastest randomized algorithm with running time
min{O(m log n), O(m + n log3 n)} with high probability by Ghaffari, Nowicki, and Thorup [GNT20].
The state-of-the-art algorithms for non-simple graphs have slower running times.
The core idea in this line of work is a new contraction technique that preserves all non-trivial
minimum cuts. Recall that trivial cuts (C, V \ C) are cuts where min{|C|, |V \ C|} = 1. Although
the algorithm by [GNT20] already gave a simple implementation of this idea using randomization, all
deterministic algorithms for finding such a contraction are still quite complicated. For example, they
require intricate analysis of personalized PageRank [KT19] and local flow technique [HRW17] and a
non-trivial way for combining all algorithmic tools together.
In this paper, we observe that such a contraction follows almost immediately from the expander
decomposition introduced in [KVV04]. Although the best-known implementation of expander decom-
position itself is not yet very simple [SW19, CGL+19], given it as a black-box, our algorithm can be
described in only few steps and we believe that it offers a conceptual simplification of this contraction
technique. Our result is as follows:
Theorem 1.1. There is a deterministic algorithm that, given a simple graph with m edges, computes
its edge connectivity in m1+o(1) time.1
1It is easy to extend the algorithm to compute the corresponding minimum cut but we omit it here.
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Expander decomposition is one of the most versatile tools in the area of graph algorithms. Its
existence was first exploited for graph property testing [GR02] and then for approximation algorithms
[Tre05, CKS05, CKS13]. Fast algorithms of expander decomposition [ST13, OV11, OSV12, SW19,
CGL+19] are at the core of almost-linear time algorithms for many fundamental problems including
(directed) Laplacian solvers [ST14, CKP+17], max flows [KLOS14], matching [vdBLN+20], and various
types of graph sparsifiers [ST11, CGP+18, CPS20, CDL+20] and sketchings [ACK+16, JS18]. More
recently, it has been used to break many long-standing barriers in the areas of dynamic algorithms
[NS17, Wul17, NSW17, CK19, CGL+19, BvdBG+20, BGS20, GRST20, JS20, CS20b] and distributed
algorithms [ER18, CPZ19, DHNS19, CS19, CS20a, CGL20].
Unfortunately, how the expander decomposition has been applied is usually highly non-trivial; it is
either a step in a much bigger algorithm containing other complicated components, or the guarantee
of the decomposition is exploited via involved analysis.
Both our algorithm and analysis are straightforward. The only key step of the algorithm simply
applies the expander decomposition followed by the simple trimming and shaving procedures defined
in [KT19]. We note that the idea of using expander decomposition for edge connectivity actually
appeared previously in the distributed algorithm by [DHNS19]. However, that work requires many
other distributed algorithmic components and inevitably played down the simplicity of this approach.
In fact, since of the original work by [KT19], their discussion in Sections 1.4 and 1.5 strongly suggested
that expander decomposition should be useful. We hope that this paper can highlight this simple idea
and serve as a gentle introduction on how to apply expander decomposition in general.
Themo(1) factor in Theorem 1.1 solely depends on quality and efficiency of expander decomposition
algorithms. It is believable that this factor can be improved to polylog(n), which would immediately
improve the running time of our algorithm to O(mpolylog(n)).
2 Preliminaries
For any graph G = (V,E) and a vertex set S, the volume of S is denoted by volG(S) =
∑
v∈S deg(v).
For any A,B ⊆ V , let E(A,B) denote the set of edges with one endpoint in A and another in B. Let
δ denote the minimum vertex degree of G. Now, we state the key tool, the expander decomposition.
Lemma 2.1 (Corollary 7.7 of [CGL+19]). There is an algorithm denoted by expander(G,φ) that,
given an m-edge graph G = (V,E) and a parameter φ ≥ 0, in O(mγ) time where γ = mo(1), returns a
partition X = {X1, . . . ,Xk} of V such that
•
∑
i |E(Xi, V \Xi)| = O(φmγ), and
• For each i and each ∅ 6= S ⊂ Xi, |E(S,Xi \ S)| ≥ φmin{volG(S), volG(Xi \ S)}.
2
Note that if φ ≥ 1/γ, then the trivial partition X = {v | v ∈ V } satisfies the above guarantees.
The next tool is a deterministic algorithm by Gabow for computing edge connectivity. Gabow’s
algorithm, in fact, can return the corresponding minimum cut and also works for directed graphs, but
we don’t need these guarantees in this paper.
Lemma 2.2 ([Gab95]). There is an algorithm that, given an m-edge graph G = (V,E) and a parameter
k, in time O(m ·min{λ, k}) returns min{λ, k} where λ is the edge connectivity of G.
Lastly, we describe the trim and shave procedures from [KT19].
Definition 2.3. For any vertex set S of a graph G = (V,E), let trim(S) ⊆ S be obtained from S
as follows: while there exists a vertex v ∈ S where |E(v, S)| < 2 deg(v)/5, removes v from S. Let
shave(S) = {v ∈ S | |E(v, S)| > deg(v)/2 + 1}.
2In [CGL+19], this guarantee is stated in a slightly weaker form. This can be strengthen w.l.o.g. (see Appendix A).
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Algorithm 1 Computing edge connectivity λ of a simple graph G
1. Compute X = expander(G, 40/δ), X ′ = {trim(X) | X ∈ X}, X ′′ = {shave(X ′) | X ′ ∈ X ′}.
2. Let G′ be the graph obtained from G by contracting every set X ′′ ∈ X ′′.
3. Using Gabow’s algorithm (Lemma 2.2), return min{λ′, δ} where λ′ is the edge connectivity of
G′ and δ is the minimum vertex degree of G.
Note that, for every v ∈ trim(S), |E(v,trim(S))| ≥ 2 deg(v)/5. Intuitively, the main difference
between the two procedures is that trim keeps removing a vertex with low “inside-degree” as long as
it exists, while shave removes all low “inside-degree” vertices once.
3 Algorithm and Analysis
Our algorithm is summarized in Algorithm 1. Step 1 is the step that simplifies the previous algorithms
by [KT19, HRW17]. This step gives us a contracted graph G′ of G that preserves all non-trivial
minimum cuts, as will be proved in Lemma 3.1 below. Previous algorithms for computing such
contraction are much more involved. For example, they require an intricate analysis of PageRank
[KT19] or local flow [HRW17]. Moreover, both algorithms [KT19, HRW17] sequentially contract a
part of G into a supervertex and need to distinguish supervertices and regular vertices thereafter. For
us, G′ is simply obtained by contracting each set X ′′ ∈ X ′′ simultaneously.
Besides Step 1 of Algorithm 1 and the key lemma below (Lemma 3.1), other algorithmic steps
and analysis follow the same template in [KT19]. We only show an alternative presentation for
completeness.
Lemma 3.1. Let G = (V,E) be a simple graph. Let (C, V \ C) be a non-trivial minimum cut in G.
Let X ∈ expander(G, 40/δ), X ′ = trim(X), and X ′′ = shave(X ′). We have that
1. min{|X ∩ C|, |X \ C|} ≤ λ/40,
2. min{|X ′ ∩ C|, |X ′ \ C|} ≤ 2, and
3. min{|X ′′ ∩ C|, |X ′′ \ C|} = 0.
In particular, G′ preserves all non-trivial minimum cuts of G.
Proof. (1): We have min{|X ∩ C|, |X \ C|} ≤ λ/40 because of the following:
λ ≥ |E(X ∩ C,X \ C)| as C is a minimum cut
≥ (40/δ) ·min{volG(X ∩ C), volG(X \ C)} by Lemma 2.1
≥ 40 ·min{|X ∩ C|, |X \ C|}.
(2): Assume w.l.o.g. that |X ′ ∩C| ≤ |X ′ \C|. So, |X ′ ∩C| ≤ min{|X ∩C|, |X \C|} ≤ λ/40 by (1).
Observe that
δ ≥ λ ≥ |E(X ′ ∩ C,X ′ \ C)| as C is a minimum cut
= volG[X′](X
′ ∩C)− 2|E(X ′ ∩C,X ′ ∩ C)|
≥
2
5
δ|X ′ ∩C| − 2|X ′ ∩ C|2 as X ′ = trim(X) and G is simple.
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From the above, we conclude |X ′ ∩ C| ≤ 2. Otherwise, |X ′ ∩ C| ≥ 3 and so δ ≥ (6/5)δ − 6|X ′ ∩ C|,
which implies that |X ′ ∩ C| ≥ δ/30. But we have |X ′ ∩ C| ≤ λ/40 < δ/30, which is a contradiction.
(3): Again, assume w.l.o.g. that |X ′ ∩ C| ≤ |X ′ \ C|. Suppose for contradiction that min{|X ′′ ∩
C|, |X ′′ \ C|} > 0. So there is a vertex v ∈ X ′′ ∩ C ⊆ X ′ ∩ C. As G is simple and |X ′ ∩ C| ≤ 2 by
(2), we have |E(v,X ′ ∩ C)| ≤ 1. Also, we have |E(v,X ′)| > deg(v)/2 + 1 because X ′′ = shave(X ′).
Therefore, |E(v,X ′ \ C)| = |E(v,X ′)| − |E(v,X ′ ∩ C)| > deg(v)/2 + 1− 1 = deg(v)/2. As (C, V \ C)
is non-trivial, we can switch v from C to V \ C and obtain a smaller cut, contradicting the fact that
C is a minimum cut.
Corollary 3.2. Algorithm 1 correctly computes the edge connectivity λ of G.
Proof. Note that λ′ ≥ λ because G′ is obtained from G by contraction. If λ = δ (i.e. there is a trivial
minimum cut), then min{λ′, δ} = λ. If λ < δ (i.e. all minimum cuts are non-trivial), then we have
λ′ = λ by Lemma 3.1 and so min{λ′, δ} = λ.
Lemma 3.3. The contracted graph G′ has at most O(mγ/δ) edges.
Proof. Assume that δ ≥ 4 otherwise the statement is trivial. Let G/X denote the graph obtained
from G by contracting each X ∈ X into a single vertex. Let G/X ′ and G/X ′′ be similarly defined.
Note that G′ = G/X ′′. We would like to bound |E(G/X ′′)| = |E(G/X )| + |E(G/X ′) \ E(G/X )| +
|E(G/X ′′) \ E(G/X ′)|. We will show that each term is bounded by O(mγ/δ) where γ is the factor
from Lemma 2.1.
First, the set E(G/X ) contains exactly the edges crossing the partition X of V . So |E(G/X )| =
1
2
∑
X∈X |E(X,V \X)| = O(mγ/δ) by Lemma 2.1.
Second, the set E(G/X ′) \ E(G/X ) contains all edges that are “trimmed from” each X ∈ X .
Consider the trim procedure executing on X until X becomes X ′. Whenever a vertex v is removed
from X, |E(X,V \X)| is decreased by at least deg(v)/5, because at that point of time |E(v,X)| ≤
2 deg(v)/5 but |E(v, V \X)| ≥ 3 deg(v)/5. On the other hand, the number of trimmed edges, E(G/X ′)\
E(G/X ), is increased by at most |E(v,X)| ≤ 2 deg(v)/5. Initially, we have
∑
X∈X |E(X,V \ X)| =
2|E(G/X )|. As we argued, every two units in |E(G/X ′) \ E(G/X )| can be charged to one unit in∑
X∈X |E(X,V \X)|. So |E(G/X
′) \E(G/X )| ≤ 4|E(G/X )| = O(mγ/δ).
Last, the set E(G/X ′′) \ E(G/X ′) contains all edges that are “shaved from” each X ′ ∈ X ′. The
number of shaved edges from X ′ is bounded by
∑
v∈X′\shave(X′) |E(v,X
′)|. By definition of shave, for
each vertex v ∈ X ′\shave(X ′), we have |E(v,X ′)| < deg(v)/2+1 and so |E(v, V \X ′)| > deg(v)/2−1.
As δ ≥ 4, we have |E(v,X ′)| < 4|E(v, V \ X ′)| and so
∑
v∈X′\shave(X′) |E(v,X
′)| ≤ 4|E(X ′, V \
X ′)|. Summing over all X ′ ∈ X ′, we have |E(G/X ′′) \ E(G/X ′)| ≤ 4
∑
X′∈X ′ |E(X
′, V \ X ′)| ≤
4
∑
X∈X |E(X,V \X)| = O(mγ/δ). The last inequality is because the trim procedure only decreases
|E(X,V \X)| and so |E(X ′, V \X ′)| ≤ |E(X,V \X)| for each X ′ = trim(X).
Corollary 3.4. Algorithm 1 takes O(mγ) = m1+o(1) time.
Proof. In Step 1, X can be computed in O(mγ) time by Lemma 2.1. X ′ and X ′′ can be computed in
O(m) by using straightforward implementations for trim and shave. Contracting G into G′ can be
done in O(m) time in Step 2. Finally, in Step 3, the minimum degree δ can be computed in O(m)
time, and Gabow’s algorithm takes O(|E(G′)|δ) = O(mγ) time by Lemma 3.3.
To conclude, Theorem 1.1 follows immediately from Corollaries 3.2 and 3.4.
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A Variants of Expander Decomposition
The guarantee for expander decomposition is usually stated in a weaker form: for every ∅ 6= S ⊂
Xi and i, we have |E(S,Xi \ S)| ≥ φmin{volG[Xi](S), volG[Xi](Xi \ S)} instead of |E(S,Xi \ S)| ≥
φmin{volG(S), volG(Xi \ S)} as in Lemma 2.1. In [CGL
+19], they also stated the guarantee in this
weaker form.
Here, we argue that the stronger form can be assumed without loss of generality. This observation
already appeared in [CS20b]. Let G = (V,E) be any m-edge graph and let G′ be obtained from G by
adding degG(v) self-loops to each vertex v. So G
′ has m′ = O(m) edges. Suppose we have obtained
a weaker form of expander decomposition X = {X1, . . . ,Xk} of G
′. That is,
∑
i |EG′(Xi, V \Xi)| =
O(φm′γ) and |EG′(S,Xi \ S)| ≥ φmin{volG′[Xi](S), volG′[Xi](Xi \ S)} for every ∅ 6= S ⊂ Xi and i.
Observe that EG(A,B) = EG′(A,B) for any two disjoint sets A,B ⊆ V . So
∑
i |EG(Xi, V \Xi)| =
O(φm′γ) = O(φmγ). Also, we have
|EG(S,Xi\S)| = |EG′(S,Xi\S)| ≥ φmin{volG′[Xi](S), volG′[Xi](Xi\S)} ≥ φmin{volG(S), volG(Xi\S)}
where the last inequality is because of the self-loops in G′. That is, X is indeed a stronger form of
expander decomposition of G (modulo losing a constant factor in the bound of
∑
i |EG′(Xi, V \Xi)|).
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