An arbitrary-depth reduction theorem for the 'convolution' multiple L-values of Euler-Zagier type for a broad class of Dirichlet characters is proven by an analytic method. To this end, generalized polylogarithms associated to Dirichlet characters are defined. The proof uses the monodromies of these functions and the parities of generating functions of generalized Bernoulli numbers. Some general formulas for resulting reductions in the depth 2 case are provided.
Introduction
The multiple zeta values (also called Euler-Zagier sums, hereafter abbreviated MZV) of depth d ≥ 1 are defined ζ(a 1 , . . . , a d ) =
where each a j ∈ Z + , when the sum converges (which it does if and only if a d ≥ 2). These numbers have extensive algebraic structure [6, 7] , and have connections with motives, knot theory, and quantum physics [3, 4, 16] .
The weight-depth conjecture, made by J. Borwein and R. Girgensohn in [3] , was first proven in print by H. Tsumura [14] . It states that if each a j ∈ Z + , a d ≥ 2, and a 1 + · · · + a d ≡ d (mod 2), then ζ(a 1 , . . . , a d ) is reducible, i.e., is equal to a Q-linear finite combination of products of MZV of depth strictly less than d. Considering π 2 to be a MZV of depth zero, an extension to depth one is the evaluation ζ(2k) = qπ 2k , k ∈ Z + , for some q ∈ Q, where ζ is the classical Riemann zeta function. For a Dirichlet character χ, we will indicate by χ ∼ 1 that χ is principal. Two generalizations of MZV to Dirichlet characters which have been previously studied [1, 2] 
where d ≥ 1 and χ 1 , . . . , χ d are arbitrary Dirichlet characters. Both of these sums are convergent when each a j ∈ Z + , and either a d ≥ 2, or χ d ∼ 1 [2, 12] . The MLV have algebraic structures analogous to those of the MZV (see [4, 11] ). Previous work of the author [12, 13] concerned the case d = 2 of (1) and (2) . In this paper, methods of [13] will be extended to prove a weight-depth theorem for the sums (1). The result is sufficiently general to include the case in which each χ j is an arbitrary primitive character. Henceforth, MLV will refer to sums of the form (1). Acknowledgement. The author is indebted to work of Hirofumi Tsumura on MZV and Mordell-Tornheim zeta values, which was largely the inspiration for these techniques. In particular, methods of [14] and [15] are recast here and in [13] .
Preliminaries
By reindexing, we rewrite the sum (1)
We similarly write the generalized polylogarithm function of depth d
where each a j ∈ Z + . Note taking z = 1 gives MZV. These functions converge absolutely for |z| < 1 and have analytic continuations. They satisfy the differential equation
where the solution lies in a non-commutative ring of formal power series [10] . We likewise define generalized polylogarithms of depth d associated to Dirich-
The values at z = 1 give the MLV (1), and these functions also satisfy a formal differential equation
where we have adjoined a symbol Y χ for each Dirichlet character χ,
and q is the conductor of χ. Note this gives a meromorphic continuation of H χ (z), and if χ ∼ 1, then H χ is analytic at 1. We will generalize a technique of [5] to find the monodromies about roots of unity of the functions (4) by using (5) and contour integration. In an alternative approach, the monodromies of the functions (3) were found in [9] by an algebraic method.
Main Result
Our main result is the following.
then for some finite cyclotomic extension K/Q,
is equal to a K-linear finite combination of products of MLV of depth
Proof. We first suppose that each χ j ∼ 1. Let ∆ ⊂ C be a simply-connected domain with −∆ = ∆, containing 0, ±1, and a path γ from 0 to 1 such that tr(γ) − {0, 1} ⊂ {τ ∈ C : ℑτ > 0}. For f analytic in ∆, define an operator I I(f )(τ ) = 2πi
For Dirichlet characters ψ 1 , ψ 2 , . . ., and e, b 1 , b 2 , . . . ∈ Z + , define
where e(x) = e 2πix , and
We require additionally that the poles of
for j = 1, . . . , d, be excluded from ∆. For ψ ∼ 1, it can be seen by summing geometric series that
Note the operator I is parity-reversing; this implies that
is an odd function in the situation (7); thus,
For b 1 , . . . , b e ∈ Z + and Dirichlet characters ψ 1 , . . . , ψ e , define the auxiliary function
plus a Q-linear finite combination of functions in the set
where for each e appearing we have e ≤ d − 1, and each ψ j ∈ {χ 1 , . . . , χ d }.
Proof. Let S k be the set of all k-tuples of positive integers, S = ∪ ∞ k=1 S k . We order S as follows, making it into a well-ordered set. If
Pairing each a j which appears with a Dirichlet character, these two requirements give rise to two induction steps, which are easily shown by an integration, using (5) and absolute convergence. Hence, the lemma follows by transfinite induction.
Since each ψ j ∼ 1, the limit lim τ →1
J(τ ) =: J (1) exists, where the limit is over ℑτ > 0. The change of variables z = e(τ ) maps the path −γ ∪γ to a union of two loops in C, showing that the analytic continuation of the function
where h(z) is the sum of the monodromies of
about all roots of unity. It will be necessary to determine the form of h(z). In the case e = 1, we write
where a ∈ Z + , ψ has conductor D, θ k (ψ) is the kth finite Fourier coefficient of ψ, and q = e(1/D). In [5] , R. Hain computed the monodromy about 1 of the classical polylogarithms. By his result, the monodromy about 1 of Li a is
Hence, for a = 1, ψ ∼ 1, h(1) vanishes, and for a ≥ 2, h(1) is (2πi) 2 times a cyclotomic number. For e ≥ 2, we have a lemma. Lemma 2. For e ≥ 2, the number h(1) equals
plus (2πi) 2 times a K-linear finite combination of products of numbers in the set
for some Dirichlet characters ω j .
Proof. Hain's method was extended in [13] by the author to the functions (4) in the cases d = 1, 2, χ 1 , χ 2 ∼ 1. The field K arises by the appearance of i = √ −1, Gauss sums, and character values. The method involves iterated integrations, and hits a snag when b e−1 = b e = 1. χ e−1 , χ e ∼ 1. We here find the monodromy about a given root of unity in the case b e = 1 by induction on the depth e. The general case then follows by using contour integrals, as in [13] . We note that
We assume the monodromy of the first summand on the LHS is already known by the induction hypothesis. In the case b e−1 ≥ 2, the RHS equals
whence the monodromy can be found via a contour integral as before, again using the induction hypothesis (since the monodromy of the integrand is a linear combination of products of only two factors, we can use integration by parts to put the result in terms of our functions). In the case b e−1 = 1, the above is replaced by
which poses a difficulty only in the case e = 2, since one factor has only trivial monodromies. If e = 2, and ψ 1 = ψ 2 = 1, we can use
which can be shown using, e.g., partial fractions. If a 1 is replaced by some other principal character, then we can use the finite Fourier transform to reduce to previous cases. We therefore find that h(z) is 2πi times a K-linear finite combination of functions in the set 2πi, log(z), Li
for some Dirichlet characters {ω j }. The statement of the lemma follows readily by a transfinite induction.
plus a K-linear finite combination of products of lower-depth sums. Note that by setting τ = 0 in (9) and using lemma 1, the non-monodromy terms of this relation not containing (2πi) 2 as a factor all cancel. Also, by (7) and lemma 2, the terms arising from depth d Li functions which appear are each divisible by (2πi) 2 . We now replace a d with a d + 2. In the case J(1) + J(−1) equals (2πi) 2 times a K-linear combination of products of lower-depth MLV, we divide by −2(2πi) 2 in the above relation, and apply a sequence-inversion lemma (proven in [13] ) to prove the theorem. for each n ∈ Z + . For m ∈ Z ≥0 , define rational numbers C 0 = 2,
for m ≥ 1, where B j denotes the jth Bernoulli number. Then
In the case d = 2, it is indeed true that J(1) + J(−1) equals such a Klinear combination, since the only monodromy term appearing which is possibly troublesome is the main term (13), but this equals a power of π times an element of K, by (7) . Thus, we have proven the theorem in the case d = 2, χ, ψ ∼ 1 (reproducing the main result of [13] ). For higher depth, we require another lemma.
Lemma 4.
There exists an odd function J 1 (τ ), analytic on ∆, which equals J(τ ) + J(−τ ) plus a K-linear combination of products of functions in the set
such that
2 times a K-linear combination of products of numbers in the set
Proof. The problem terms occur only at lower depth, and take the form
for some constant c, where e ≤ d − 1. Substituting z = e(τ ), this is
The main term of the sum of the monodromies about all roots of unity for this function is
where this L-value is conjecturally irreducible. Recall our J functions (8) are always either odd or even. Then
produces the fix if the second J function above is odd. If it is even, use instead
now giving an odd function. Repeating this procedure for each problem term does not alter the depth d terms in J(τ ) + J(−τ ), and gives the result.
If (2πi)
2 is not a factor of J(1) + J(−1), then we use J 1 instead. We can then divide by −2(2πi) 2 as before, and apply lemma 3 to prove the theorem in the case each χ j ∼ 1, for arbitrary depth.
We will now extend our proof to some cases in which some χ j ∼ 1. In the case χ = 1, in order to produce a function with parity, we must replace H χ (τ ) with
Note H 1 (−τ ) = −H 1 (τ ). Unfortunately, we must deal with the problem that this function is not analytic at integers. For all other characters, no alteration is required. Notice that if χ 1 ∼ 1, then there is no problem in defining our functions J, since all that is required is that at each iteration is that we can begin with a function analytic at zero. This is because our iterations always result in functions which vanish at zero, and for χ ∼ 1, H χ (τ ) has only a simple pole at zero. Hence, the product will indeed be analytic at zero. Thus, our result holds in general for χ 1 ∼ 1, provided the resulting evaluations take the required form. Unfortunately, this is not obvious, since these evaluations can involve sums which diverge as τ → 1. This problem will be resolved at the end.
For the case in which each χ j = 1, we can appeal to a result of Tsumura [14] . Alternatively, we can replace the function H χ with
Note H −1 (−τ ) = −H −1 (τ ). Since this function is analytic at τ = 0, our iterated integrals may be defined as before. Instead of evaluating the resultant function J(τ ) at τ = 1, however, we must choose instead τ = 1/2. To prove the remaining cases of our theorem, we need to justify 'swapping' two adjacent characters χ j , χ j+1 , where 1 ≤ j ≤ d − 1. I.e., we need to know how to reduce the problem of evaluating
to the problem of evaluating
This will reduce us to the case χ 1 ∼ 1, whenever for some j, χ j ∼ 1. Morally, this should be something like using the shuffle relations for MLV (see [11] ). We can achieve our aim by using a partial fractions formula of [8] :
where a, b ∈ Z + . Recall at an intermediate stage of our proof, we have the function
which equals
plus a K-linear combination of products of constants and lower-depth functions. We now apply the formula (15) to the function (16) in the case x = n 1 +· · ·+n j , y = n 1 + · · · + n j+1 . This results in Z-linear combinations of functions involving sums with denominators either
The key idea is that these sums are 'not too far removed' from Euler-Zagier sums.
In the second case, we simply have the product of two lower-depth functions; we then use integration by parts in applying the operator I to write this in terms of functions involving Euler-Zagier sums (this works because there are only two factors). In the first, this is the sth iterated integral of a product of lower-depth functions; now switch the two indices n j , n j+1 in the integrand, effectively switching the characters χ j , χ j+1 . Integration by parts is then again used to write this in terms of our depth d functions with χ j , χ j+1 switched, and lower depth functions and constants. We now continue our iterated integration procedure as before. Corresponding to each function H which now appears, we can construct an appropriate function J. Since each term will be an odd function, we can apply our previous techniques. We now resolve the problem of the appearance of divergent sums in our evaluations. Note that each divergent sum is of the form
where ρ ∼ 1. Such a sum differs from a linear combination of powers of H(1; 1)(τ ) by a sum of products of our functions H, each of which is analytic at integers; so we can write our evaluation in the form
where each F j (τ ) is in terms of our functions, and analytic at integers. It is easy to see each F j → 0 as τ → 1. Making the change of variables z = e(τ ), we get powers of log(1 − z) times functions which are analytic at 1, and vanish there. Since lim z→1 (z − 1) log(1 − z) j = 0, for each j ∈ Z + , the terms in (17) with j ≥ 1 do not contribute to the evaluation. Thus, by ignoring summands involving divergent sums, our evaluations take the required form. This completes the proof of theorem 1.
Examples
We give here some examples resulting from the method of our proof, the first three of which were also given in [13] . First, we note that the technique also applies to the classical L-values. E.g., if χ ∼ 1 is primitive with conductor D,
where G χ is the Gauss sum G(χ).
We also give examples of double-sum evaluations. Let χ, ψ ∼ 1 be primitive characters with resp. conductors D, E, (D, E) = 1, χ(−1) = 1, ψ(−1) = −1, q 1 = e(1/D), q 2 = e(1/E). Then
Finally, we give a new evaluation involving a principle character. If χ(−1) = −1, where χ is primitive with conductor D, q = e(1/D), then
Analogous reductions for higher-depth MLV can also be derived, but are more cumbersome.
