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Torsion function on character varieties
Leo Benard∗
Abstract
In this paper we define the Reidemeister torsion as a rational function on a geometric
component of the character variety of a one-cusped hyperbolic manifold M . We study its
poles and zeros and deduce that under some mild hypothesis on the manifold M this function
is non-constant, answering partially to a question addressed in [DFJ12].
0 Introduction
The Reidemeister torsion has been introduced as a topological invariant of homological complexes
in 1935 by both Reidemeister (in [Rei35]) and Franz (in [Fra35]) independently. It also appears in
a more algebraic context in the seminal work of Cayley (see [GKZ94, Appendix B]) in 1848.
In this article M will be a 3-manifold with boundary ∂M a torus. Given a representation ρ :
pi1(M)→ SL2(C) such that the complex C∗(M,ρ) of twisted cohomology with coefficients in C2 is
acyclic, the torsion tor(M,ρ) is a numerical invariant of the pair (M,ρ), defined up to sign. SInce
for ρ′ : pi1(M)→ SL2(C) any conjugate to ρ, the invariants tor(M,ρ) and tor(M,ρ′) will coincide,
it is natural to define the Reidemeister torsion as a rational function on the character variety, what
is done rigorously in this article.
More precisely, we take X to be a one dimensional component of the character variety, and the
torsion function is seen as an element of the function field k(X)∗. While it is not usually defined
in the way it is here, the torsion function has been long established as such. The question of
how to compute this function and whether it has some zeros is still under investigation. It is
known to be a constant function on the character varieties of torus knots. The first non constant
computation was done by Kitano in [Kit94]. Since then, because of its proximity with the twisted
Alexander polynomial, there has been many more studies of this torsion. In [DFJ12], the authors
address several questions on the twisted Alexander polynomial, and in particular if its evaluation
at t = 1, namely the torsion function, can be constant on a component of the character variety of a
hyperbolic knot that carries the character of the holonomy representation (a geometric component).
In this article we partially answer this question, and conclude to the negative. See Theorem 0.2
and the corollary below.
The first result of this article is the following :
Theorem 0.1. Let X be a geometric component of the character variety X(M) of a hyperbolic
manifold M . Then the torsion defines a regular function tor(M) on X. It vanishes at a character
χ if and only if the vector space H1(M, ρ¯) is non trivial, where ρ¯ is a representation ρ¯ : pi1(M)→
SL2(C) whose character is χ.
The fact that the torsion has no poles on X was expected. Yet, to our knowledge, there has been no
such formal statement to date, and it is interesting in and by itself. The characterization in terms
of jump of dimension of the vector space H1(M, ρ¯) is also notalbe, because it relates the torsion
with the deformation theory of semi-simple representations in SL3(C). More precisely, given an
irreducible representation ρ : pi1(M) → SL2(C), one can construct a semi-simple representation
ρ˜ : pi1(M)→ SL3(C) by defining ρ˜ =
(
ρ 0
0 1
)
. A classical dimensional argument (see [HP15, Section
5] for instance), shows that if ρ˜ is deformable into irreducible representations in the character
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variety X(M, SL3(C)) then there necessarily exists a reducible, non semi-simple representation ρ˜′
with the same character, namely ρ˜′ = ( ρ z0 1 ) where z : pi1(M) → C2 represents a non trivial class
in H1(M,ρ). More generally, given λ ∈ C∗ and a surjective abelianization map ϕ : pi1(M) → Z,
it is proven in [HP15] that if the representation ρ˜λ =
(
λϕρ 0
0 λ−2ϕ
)
is deformable into irreducible
representations, then the Twisted Alexander Polynomial ∆ρ(λ3) vanishes. A converse statement
is proved in the case when λ3 is a simple root of the Twisted Alexander Polynomial. Our Theorem
0.1 is a first step in a proof of a general converse statement when λ = 1, saying that if ∆ρ(1) = 0
then there exists a non trivial z ∈ H1(M,ρ), hence a non semi-simple ρ˜′ as above, generalizing an
basic fact from the SL2-case.
The second part focuses on the asymptotic behavior of the torsion function on X. There is a
canonical way to define a compact Riemann surface Xˆ birational to X, by desingularizing X and
adding points at infinity, see Section 2.4. Those points added at infinity will be called ideal points
in Xˆ. Now we extend the torsion to a rational function on Xˆ. Given x ∈ Xˆ an ideal point, we
will describe in Section 2 a construction due to Marc Culler and Peter Shalen in the early 80’s,
that constructs incompressible embedded surfaces Σ ⊂ M . Moreover, although no representation
of the fundamental group of M corresponds to this ideal point, it comes with a representation
ρ¯Σ : pi1(Σ)→ SL2(C). This representation is known to map the class of the boundary curve ∂Σ on
a matrix whose eigenvalues are roots of unity and the order of those roots of unity has to divide
the minimal number of boundary components of a connected component of the surface Σ. We can
state the second result of this article :
Theorem 0.2. Let x ∈ Xˆ be an ideal point in the smooth projective model of X a geometric
component of the character variety, and assume that an associated incompressible surface Σ is a
union of parallel homeomorphic copies Σi such that M \ Σi is a (union of) handlebodie(s). If the
curve γ = ∂Σ ∈ pi1(M) has eigenvalues equal to 1, then the torsion function tor(M) has a pole at
x.
We deduce the following corollary :
Corollary 0.3. Let M be a hyperbolic manifold and X be a geometric component of its SL2(C)
character variety. Assume that an ideal point of the smooth projective model X¯ of X detects
an incompressible surface which is connected or union of parallel free copies, and such that the
eigenvalue of its boundary curve is 1. Then the torsion function is not constant on the component
X.
Remark that for sake of brevity we state both Theorems 0.1 and 0.2 forX a geometric component in
X(M), but along the paper it will be enough to assume thatX is a one dimensional component that
contains the character of an irreducible representation, and that the complex C∗(M,ρ) is acyclic
for some representation ρ whose character lies in X. An other occurence when X will always be
one-dimensional is when the manifold M is small. The assumption that the root of unity is 1 is
motivated by numerical computations, and by the fact that it occurs in many known examples.
In fact it has been a difficult task to find roots of unity different of ±1 with this construction,
see [Dun99] for the first known example. Finally, the assumption that the complement of any
incompressible connected surface is union of handlebodies is automatically satisfied whenever M
is a small manifold.
Since we expect the torsion to be non constant on the geometric component of any small hyperbolic
three manifold, we adress the following question :
Question 0.4. Is it true that a geometric component of a small hyperbolic three manifold detects
necessarily an incompressible surface whose boundary curve has eigenvalue 1?
Two-bridge knots are known to have non-Seifert incompressible surfaces with only 2 boundary
components, in case which the eigenvalue of the boundary curve is ±1. Yet, as mentioned above,
any Seifert surface’s boundary curve has eigenvalue 1. It thus seems reasonable to consider this
question.
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Notation. In this article we are interested in the following situation : M is a 3-manifold, compact,
connected and orientable, with boundary ∂M = S1 × S1 a torus. We fix k an algebraically closed
field of characteristic 0. We study twisted cohomology groups given by some representations
ρ : pi1(M)→ SL2(K), where K is the function field of some variety defined over k. We denote by
Ov ⊂ K valuation subrings of K with k their residual field. We use the following notations :
1. By H∗(M,ρ), we denote the twisted cohomology groups with pi1(M) acting on K2 through
ρ.
2. Whenever ρ : pi1(M)→ SL2(Ov), we denote byH∗(M,ρ)v the twisted groups with coefficients
in O2v.
3. In this case, we denote by ρ¯ : pi1(M) → SL2(k) the composition of ρ with the residual map
Ov → k, and by H∗(M, ρ¯) the twisted groups for the action of pi1(M) on k2.
4. For λ : pi1(M) → k∗, we denote by H∗(M,λ) the twisted cohomology groups with action of
λ by multiplication on the field k. Of course, when λ is constant equal to 1, we keep the
notation H∗(M,k).
This paper is organized as follows, in Section 1 we give the basics about character varieties that will
be used along this work, in Section 2 we give an overview of the Culler-Shalen theory and present
the tree-theoretical arguments that lead to the results of this article, in Section 3 we review some
various definition of the Reidemeister torsion, in Section 4 we define the torsion function, in Section
5 we present a proof of Theorem 0.1 with a series of examples, and in Section 6 we prove Theorem
0.2.
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1 Character varieties
In this section we give the definitions relative to character varieties of a the fundamental group of
a 3-manifold M and we define the tautological representation. We end this section with examples.
A more detailed treatment of what follows can be found in the first section of [Ben16].
1.1 Character varieties and irreducible characters
Definition 1.1. LetM be a 3-manifold, and pi1(M) its fundamental group. We define the character
variety ofM to be the algebraic set of conjugacy classes of representations ρ ∈ Hom(pi1(M),SL2(k)),
namely it is the algebro-geometric quotient X(M) = Hom(pi1(M),SL2(k))//SL2(k).
The following theorem allows us to identify functions on the character variety with the so-called
trace functions.
Theorem 1.2 ([Pro87]). The algebra given by B[M ] = k[Yγ , γ ∈ M ]/(Ye − 2, YγYδ − Yγδ −
Yγδ−1 , γ, δ ∈ pi1(M)) is isomorphic to the function algebra k[X(M)].
Definition 1.3. A k-character is a k-point of the character variety in the sense of algebraic
geometry, that means a morphism χ : B[M ]→ k. Any representation ρ : pi1(M)→ SL2(k) induces
a character χρ : B[M ]→ k that sends Yγ to Tr(ρ(γ)).
Remark 1.4. This definition generalizes to R-characters for any k-algebra R.
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Definition 1.5. A representation ρ : pi1(M)→ SL2(k) is reducible if there exists an invariant line
in k2, and irreducible if not.
The following standard lemma tells us that this notion can be defined at the level of characters.
For any elements α, β ∈ pi1(M), we will denote the commutator αβα−1β−1 by [α, β].
Lemma 1.6 ([Mar15]). Let k ⊂ K be a field extension (we take K to be either k, either a transcen-
dental extension of k). A representation ρ : pi1(M)→ SL2(K) is absolutely irreducible (irreducible
in an algebraic closure) iff there exists α, β ∈ pi1(M) such that Tr(ρ(αβα−1β−1)) 6= 2.
Definition 1.7. For any α, β ∈ pi1(M), we denote by ∆α,β ∈ B[M ] the function Y 2α +Y 2β +Y 2αβ −
YαYβYαβ − 4 = Y[α,β] − 2. For any k-algebra R, we will say that an R-character χ is irreducible if
there exists α, β ∈ pi1(M) such that χ(∆α,β) 6= 0. If not, we say that it is reducible. A character
χ will be said central if χ(Yγ)2 = 4 for any γ ∈ pi1(M).
Definition 1.8. Since being reducible is a Zariski closed condition, any irreducible component
X ⊂ X(M) that contains only reducible characters will be said of reducible type. A component
that contains an irreducible character (equivalently, a dense open subset of irreducible characters)
will be said of irreducible type.
The following proposition will be of crucial use in the next section.
Proposition 1.9. [Sai94, Mar15] Let K be either an algebraically closed field or a degree one
extension of an algebraically closed field . Then the K-irreducible characters correspond bijectively
to GL2-conjugacy classes of irreducible representations ρ : Γ→ SL2(K).
1.2 The tautological representation
Let X be an irreducible component of X(M) of irreducible type (in the sense of Definition 1.8).
The component X corresponds to a minimal prime ideal p of B[M ] such that k[X] = B[M ]/p is
the function algebra of X. Denote by k(X) the fraction field of k[X], and by χX the composition
B[M ] → k[X] → k(X), it is irreducible as a k(X)-character. The following is an immediate
consequence of Proposition 1.9, since one-dimensional varieties over k have a function field which
has transcendance degree 1 over k.
Proposition 1.10. Let X be a one-dimensional component of irreducible type of X(M). Then
there is a representation ρX : pi1(M) → SL2(k(X)), called the tautological representation, defined
up to conjugation, whose character is χX .
1.3 Examples
1.3.1 The trefoil knot
Here M is the exterior of the trefoil knot in S3, pi1(M) = 〈a, b| a2 = b3〉. Denote by z = a2 = b3, it
generates the center of pi1(M). Hence any irreducible representation ρ needs to map z onto ± Id.
If ρ(z) = Id, then ρ(a) = − Id and necessarily ρ becomes abelian, thus we fix ρ(z) = − Id. Up
to conjugacy, we fix ρ(b) =
(−j 0
0 −j2
)
. One can still conjugate ρ by diagonals matrices without
modifying ρ(b), thus one can fix the right-upper entry of ρ(a) to be equal to 1 ; and as ρ(a)2 = − Id,
the Cayley-Hamilton theorem implies that Tr ρ(a) = 0, hence ρ(a) =
(
t 1
−(t2+1) −t
)
, for some t ∈ k.
As (j − j2)t = Tr(ab−1), the function field of the component of irreducible type X is k(t) ; and
X ' k. The latter representation ρ is the tautological representation.
1.3.2 The figure-eight knot
Here M denotes the exterior of the figure-eight knot in S3, pi1(M) = 〈u, v| vw = wu〉 with w =
[u, v−1]. Note that the meridians u and v are conjugated, hence they define the same trace
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functions. Denote by x = Yu = Yv, and by y = Yuv, then B[pi1(M)] = k[x, y]/(P ) where P (x, y) =
(x2−y−2)(2x2 +y2−x2y−y−1) is obtained by expanding the relation Tr vwu−1w−1 = 2 with the
help of the trace relation. The first factor of P is the equation of the component of reducible type,
and we denote by X the curve defined by the second factor of P . It is a smooth plane curve of
degree 3, and the Plücker formula implies that its compactification has genus 1. The tautological
representation ρ : pi1(M)→ k(X)[α]/(α+ α−1 = x) can be defined by
ρ(u) =
(
α 1
0 α−1
)
, ρ(v) =
(
α 0
y − α2 − α−2 α−1
)
Although Proposition 1.10 ensures that the tautological representation can be defined directly with
coefficients in k(X), we do not know a simple expression in this field.
2 Culler-Shalen theory, group acting on trees and incom-
pressible surfaces
In this section we partially describe the so-called Culler-Shalen theory. In seminal articles [CS83,
CS84], Marc Culler and Peter Shalen managed to use both tree-theoretical techniques introduced
by Hyman Bass and Jean-Pierre Serre in [SB77] and character varieties to study the topology of
3-manifolds. In Subsections 1,2,3 we describe the Bass-Serre tree together with its natural SL2
action, in Subsection 4 we explain how to use this theory in the context of character varieties.
2.1 The tree
Let K be an extension of k, we define a k-discrete valuation as a surjective map v : K→ Z ∪ {∞}
such that
• v(0) = +∞
• v(x+ y) ≥ min(v(x), v(y))
• v(xy) = v(x) + v(y)
• ∀z ∈ k, v(z) = 0 and k is maximal for this property.
We call Ov = {x ∈ K : v(x) ≥ 0} the valuation ring, and we pick t ∈ Ov an element of valuation 1,
that we call a uniformizing parameter. The group of invertible elements O∗v is the group of elements
whose valuation is zero, (t) is the unique maximal ideal of Ov, Ov/(t) ' k is the residual field.
Remark that every ideal is of the form (tn), for some n ∈ N. The main exemple to have in mind here
is the valuation ring C[[t]] of formal series in t, with the valuation v : C((t))∗ → Z, P 7→ ordt(P )
given by the vanishing order at t = 0. The uniformizing element is t and the residual field is C.
A lattice L in a two dimensional K-vector space V is a free Ov-module of rank two that spans V
as a vector space. The group K∗ acts on the set of lattices in V by homothety . We denote by T
the set of equivalence classes, that is L ∼ L′ iff there exists x ∈ K∗ such that L′ = xL.
We are going to define an integer-valued distance on T . We fix a lattice L together with a basis
of L, say {e, f}. For any class [L′] ∈ T one can express a basis of L′ ∈ [L′] as {ae + bf, ce + df}
with a, b, c, d ∈ K ; and up to homothety, we can pick in fact a, b, c, d ∈ Ov, that is L′ ⊂ L.
Assume a has minimal valuation among {a, b, c, d}, then the matrix ( a bc d ) can be transformed into(
a 0
0 d− bca
)
by SL2(Ov) right and left multiplication that preserves the standard lattice O2v. Hence
L′ ' aOv ⊕ (d − bca )Ov ' tnOv ⊕ tmOv for some n,m ∈ N. We define d([L], [L′]) = |n −m|, and
one can check that it defines a distance that does depend only on [L] and [L′].
This distance turns T into a graph whose vertices are classes of lattices [L] such that vertices at
distance 1 are linked by an edge. This graph is connected since any two vertices admit represen-
tatives L,L′ such that L = Ov ⊕Ov and L′ = Ov ⊕ td([L],[L′])Ov, hence a path joining L to L′ can
be constructed as Lk = Ov ⊕ tkOv with k = 0, . . . , d([L], [L′]). In fact it can be shown that T is a
tree, see [SB77].
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2.2 Link of a vertex and ends of the tree
Given a vertex [L] ∈ T , one can describe the set of vertices at distance 1 of [L] as follows : for each
such [L′] there is a basis of V such that O2v is a representative of [L] and that there is an unique
representative L′ of [L′] isomorphic to Ov ⊕ tOv in this basis. Since tL ⊂ L′ ⊂ L, it defines a map
{[L′] : d([L], [L′]) = 1} → kP1 that sends L′ to the line L′/tL in L/tL ' k2, which turns out to be
a bijection.
In general, there is a bijection between the set of vertices at distance n of [L] and the lines in
(Ov/(tn))2, that is the points in the projective plane P((Ov/(tn))2), hence a bijection between
"half-lines" in T starting from [L] and the projective space P(Oˆ2v) ' P1(Oˆv) ' KP1 (here Oˆv =
lim←−
n→∞
Ov/(tn) denotes the completion of Ov).
2.3 The SL2 action : stabilizers of vertices, fixed points and translation
length
There is a natural isometric and transitive action of GL(V ) on T , induced by the action of GL(V )
on V .
Definition 2.1. The action of a subgroup G ⊂ GL(V ) on T will be said trivial if a vertex is fixed
by the whole group.
Lemma 2.2. For any g ∈ GL2(K), [L] ∈ T , fix a basis {e, f} of L ∈ [L], and n,m ∈ Z such that
{tne, tmf} is a basis of g · L. Then v(det(g)) = n+m.
Proof. In this basis, L ' O2v, and g can be written as the matrix A
(
tn 0
0 tm
)
B with A,B ∈ GL2(Ov).
The result follows.
Now we restrict to the SL(V ) action. We say that an element g ∈ SL(V ) stabilizes a vertex [L] ∈ T
if for any representative L we have g · L = xL for some x ∈ K∗.
Lemma 2.3. An element g ∈ SL(V ) stabilizes a vertex [L] iff for any representative g · L = L.
Proof. Assume that g · L = xL, then by Lemma 2.2, v(det(g)) = 2v(x) = 0 hence x ∈ O∗ and
xL = L.
Furthermore, as SL2(Ov) is the stabilizer of the standard lattice O2v, we deduce the proposition.
Proposition 2.4. The stabilizer in SL2(K) of any vertex of the tree T is a GL2-conjugate of
SL2(Ov).
Remark 2.5. Since for any g ∈ SL(V ), v(det(g)) = 0, we know that the distance d([L], g · [L]) =
|n−m| is even, in particular SL(V ) acts without inversion on T , that is it can not fix an edge and
exchange its end points.
A proof of the following lemma can be found in [SB77, Corollaire 3, p.90].
Lemma 2.6. Let G be a subgroup of SL(V ) acting on the Bass-Serre tree T . If every element
g ∈ G fixes a vertex of T , then the whole group has a fixed vertex, that is the action is trivial.
2.4 Curves and valuations
Examples of field extensions of k together with k-valuations are given by algebraic varieties defined
over k. In particular, pick X ⊂ X(Γ) an irreducible component of the character variety, its function
ring k[X] is a domain, and we denote by k(X) = Frac(k[X]) its quotient field, called the function
field of X. It is a general fact that this field is a k-valuated field, with valuations corresponding
to hypersurfaces W ⊂ X. We will be interested in the case where X is one dimensional, and we
refer to [Ful08] for details on what follows : there exists an unique curve Xˆ, which is smooth and
compact, called the smooth projective model of X, with a birational map ν : Xˆ 99K X that is an
6
isomorphism between open subsets and induces a canonical field isomorphism ν∗ : k(X) ∼−→ k(Xˆ).
There is a homeomorphism
Xˆ → {k-valuations on k(X)}
x 7→ vx : f 7→ ordx(f)
where the set of valuations is endowed with the cofinite topology.
Remark 2.7. When the context will be clear, a curve X being given, we will often denote by v a
point in the smooth projective model Xˆ.
Definition 2.8. Let v ∈ Xˆ be a point in the projective model of X. We will call it an ideal point
if ν is not defined at v, equivalently the function ring k[X] is not a subring of Ov. Otherwise we
will call v a finite point.
Example 2.9. Let X be the plane curve {x2 − y3 = 0} in C2. It is a singular affine curve, with
function ring C[X] = C[U, V ]/(U2 − V 3). The map C[X] → C[T ] that maps U to T 3 and V to
T 2 induces an isomorphism between of fields Frac(C[X]) ' C(T ). Moreover, it defines a birational
map ν : CP1 → X ⊂ C2 by t 7→ (t3, t2). Hence the smooth projective model of X is isomorphic
to CP1 (remark that the singular point (0, 0) is "smoothed" through ν), and the ideal point is ∞.
As a map CP1 → CP2, ν sends ∞ to [1 : 0 : 0], the curve X ∪ {∞} ⊂ CP2 is a (non smooth)
compactification of X.
2.5 Group acting on a tree and splitting
Let X be an irreducible component of irreducible type of X(Γ), which is reduced and one di-
mensional, and let ρ : Γ → SL2(k(X)) be the tautological representation. Let v ∈ Xˆ a point
in the smooth projective model of X, the pair (k(X), v) is a k-valuated field, and we denote by
Tv the Bass-Serre tree described above. The group Γ acts simplicially on Tv as a subgroup of
SL2(k(X)) through the tautological representation ρ. Although the representation ρ is defined up
to conjugation, the action on the Bass-Serre tree is well-defined.
Proposition 2.10. The action of Γ on Tv is trivial if and only if v ∈ Xˆ is a finite point.
Proof. By definition, for v ∈ Xˆ a finite point, the ring k[X] is included in Ov, which means that
v(Yγ) ≥ 0 for any γ ∈ Γ. Equivalently, Tr(ρ(γ)) ∈ Ov for any γ ∈ Γ, and we want to prove that it
is equivalent to ρ(γ) to be conjugated to an element of SL2(Ov). It is clear if ρ(γ) = ± Id, if not
there exists a vector e ∈ k(X)2 such that {e, ρ(γ)e} is a basis of the two dimensional vector space
k(X)2, and in this basis ρ(γ) acts as the matrix
(
0 1
−1 Tr(ρ(γ))
) ∈ SL2(Ov). Hence we have proved
that v is a finite point iff ∀γ ∈ Γ, ρ(γ) ∈ SL2(Ov), and the proposition follows now from Lemma
2.6.
2.5.1 Finite points and residual representations
If v is a finite point, Proposition 2.10 implies that the tautological representation can be chosen, up
to conjugation, to be of the form ρ : Γ → SL2(Ov), such a representation will be said convergent.
Given a convergent representation ρ, we denote by ρ¯ : Γ → SL2(Ov) mod t−−−−→ SL2(k) the residual
representation. If v corresponds to the character χ ∈ X, then the representation ρ¯ is a lift of χ.
2.5.2 Ideal points and incompressible surfaces
HereM is a 3-manifold with ∂M = S1×S1, and Γ = pi1(M). We pick an ideal point v ∈ Xˆ, and we
know from Proposition 2.10 that no representative ρ of the tautological representation converges
(sends the whole group Γ into SL2(Ov)). Now we describe quickly how to construct, from the
action of Γ on Tv a surface Σ ⊂ M , said dual to the action. The reader will find many details
about this delicate construction in [Sha02, Til03].
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The main point is to construct a pi1(M)-equivariant map f : M˜ → Tv. Pick any triangulation K of
M , and lift it to a pi1(M)-invariant triangulation K˜ of M˜ ; then pick a set of orbit representatives
S(0) for the action of pi1(M) on the set of 0-simplices of K˜, and any map f0 : S(0) → Tv from
this set to the set of vertices of Tv. It induces an equivariant map from the 0-squeleton of K˜ to
Tv, that we still denote by f0 : K˜(0) → Tv. Now it is possible to extend linearly this map to the
1-squeleton, as follows : pick a set of orbit representatives S(1) for the action of pi1(M) on the
set of 1-simplices of K˜. Any edge σ ∈ S(1) has endpoints mapped to some given vertices through
the map f0, and we extend in the obvious way f0 to σ. Now there is a unique pi1(M)-equivariant
extension f1 : K˜(1) → Tv of f0, it is continuous, and can be made simplicial, up to subdivide
the triangulation K˜. Repeat this process up to obtain the desired simplicial, equivariant map
f : M˜ → Tv.
Now consider the set of midpoints E of the edges of Tv, the set f−1(E) is a surface S˜ ⊂ M˜ . This
surface is non-empty because the action of pi1(M) on the tree Tv is non trivial, and orientable
because the map f is transverse to E. Moreover it is stable under the action of pi1(M) on M˜ , and
hence its image through the covering map M˜ →M is a surface S ⊂M , non empty and orientable,
dual to the action. It is worth to notice that it has no reason to be connected in general.
Definition 2.11. A surface Σ in a 3-manifold M is said incompressible if
1. Σ is oriented
2. For each component Σi of Σ, the homomorphism pi1(Σi) → pi1(M) induced by inclusion is
injective.
3. No component of Σ is a sphere or is boundary parallel.
Remark 2.12. A compression disk D ⊂M is an embedded disk in M such that ∂D lies in S and
is not homotopically trivial in S. The second condition above is equivalent to saying that there is
no compression disk in M .
If S is a surface dual to a pi1 action on a tree T , there is a way to modify the equivariant map
f in order to avoid compression disks, spherical and boundary parallel components, and hence to
obtain a new surface Σ that is incompressible. We refer the reader to the references given above,
where a proof of this fact will be found.
2.6 The split case.
Let Σ be an incompressible surface associated to an ideal point v ∈ Xˆ. In this section we suppose
that Σ is a union of n parallel copies Σi, i = 1, . . . , n and that each copy splits M into two
handlebodies M = M1 ∪Σi M2. Consider V (Σ) a neighborhood of Σ homeomorphic to Σ1 × [0, 1],
and we consider the splittingM = M1∪V (Σ)M2. We fix a basepoint p ∈ Σ1, and we will denote by
pi1(Σ) the fundamental group of Σ1 based in p. We identify pi1(V (Σ)) to pi1(Σ), and the Seifert-Van
Kampen Theorem provides the amalgamated product pi1(M) = pi1(M1) ∗pi1(Σ) pi1(M2). A sketchy
picture is drafted in Figure 1.
M1
Σ1 Σn
M2
V (Σ)
p
Figure 1: The splitting M = M1 ∪V (Σ) M2.
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Lemma 2.13. One can chose a conjugate of the tautological representation ρ : Γ → SL2(k(X))
that restricts to representations ρ1 and ρ2 from pi1(M1), pi1(M2) to SL2(k(X)) respectively ; such
that ρ1 is convergent and that ρΣ, its restriction to pi1(Σ), is residually reducible. Moreover, there
is a convergent representation ρ′2 : pi1(M2)→ SL2(Ov) such that ρ2 = Unρ′2U−1n , with Un =
(
tn 0
0 1
)
.
Proof. Let s1 ∈ Tv be a vertex in the Bass-Serre tree that is fixed by pi1(M1), and fix a basis such
that it corresponds to the lattice O2v. Then there is a vertex s2 ∈ T , fixed by pi1(M2), such that
d(s1, s2) = n. Moreover, assume that in this basis s2 has a representative of the form tnOv ⊕Ov.
The first observation is that ρ1(pi1(M1)) ⊂ SL2(Ov) because it stabilizes O2v. Since ρΣ fixes the
first edge of the segment [s1s2], in this basis it fixes the lattices O2v and tOv ⊕ Ov, hence for all
γ ∈ pi1(Σ), ρΣ(γ) =
(
a(γ) b(γ)
c(γ) d(γ)
)
, with c(γ) ∈ (t), hence ρ¯Σ is reducible.
Let ρ′2 = U−1n ρ2Un, then ρ′2 · s1 = U−1n ρ2 · s2 = U−1n · s2 = s1 and we have proved that the
representation ρ′2 converges.
2.7 The non-split case
Let S be an incompressible surface associated to an ideal point v ∈ Xˆ which is, again, union
of n parallel copies S = S1 ∪ . . . ∪ Sn, and we assume now that M \ Si is connected. Hence
[Si] = 0 ∈ H2(M ; ∂M), and in particular ∂Si is a homological longitude. We say that Si is a
Seifert surface in M . Let V (Si) be a neighborhood of Si in M , and E(Si) = M \ V (Si). It is a
classical fact (see [Oza01, Proposition 2]) that E(Si) is a handlebody if and only if pi1(E(Si)) is
free. In this case we say that the surface Si is free. It is the case, for instance, as soon asM is small
(does not contain any closed incompressible surfaces), and a necessary and sufficient condition for
a knot to contain non-free Seifert surfaces is given in [Oza00].
In the sequel we assume that the Seifert surface Si is free, say of genus g, and we denote by
H = E(Si) the genus 2g handlebody complement of Si. We assume that ∂V (S) = S1 ∪ Sn. We
have M = V (S) ∪S1∪Sn H, hence the HNN decomposition pi1(M) = pi1(H)∗α, where we fix the
basepoint p ∈ S1, and α : pi1(S1) → pi1(Sn) an isomorphism between those subgroups of pi1(M).
This means that we have the presentation pi1(M) = 〈pi1(H), v | vγv−1 = α(γ),∀γ ∈ pi1(S1)〉.
Lemma 2.14. One can chose a conjugate of the tautological representation ρ : pi1(M)→ SL2(k(X))
such that the restrictions ρH : pi1(H) → SL2(k(X)) and ρ1 : pi1(S1) → SL2(k(X)) are convergent.
Moreover, ρ(v) = Vn with Vn =
(
0 tn/2
−t−n/2 0
)
, in particular n is an even integer, and the restric-
tion ρn : pi1(Sn)→ SL2(k(X)) is equal to Vnρ1V −1n . Finally, the residual restricted representation
ρ¯1 is reducible, with Tr(ρ¯1(∂Si)) = 2.
Proof. We fix a vertex s in the Bass-Serre tree T , that corresponds to the lattice O2v and is fixed
by pi1(H), hence ρH is convergent. We denote by e1 the edge in the tree T incident to s that is
fixed by pi1(S1), and the parallel copies of S1 stabilize a series of edges ei that form a segment in
T , which has Un · s1 as an end point, as depicted below.
s1 ...
Un · s1
e1 e2 en
In particular, the representation ρ¯1 is reducible by the same argument that in the proof of Lemma
2.13. Now the element v ∈ pi1(M) acts on the tree T in the following way : it sends the vertex s1 to
Un ·s1, but it sends the incident edge e1 to en. Since it acts by isometries, the only possibility is to
act as a central rotation with center the mid-point of the segment [s1Un · s1]. But the fundamental
group pi1(M) acts without inversion, hence n is even, and ρ(v) is of the form Un2 RpiU
−1
n
2
= Vn,
where Rpi =
(
0 1−1 0
)
.
The last statement follows from [CCG+94], where it is proven that the eigenvalues of the matrix
ρ¯1(∂Σ1) are roots of unity, of order that divides the number of boundary components of any surface
Σi, hence those eigenvalues are equal to 1, and it achieves the proof.
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3 The Reidemeister torsion
In this section we give various definitions used for the Redemeister torsion. References are [Mil66],
[GKZ94, Appendix A], [Por97, Chapitre 0]. We stress out the fact that we use a convention
(namely, how we take the alternating sum in the definition of the determinant of a complex) that
corresponds to [GKZ94], but not to [Mil66].
3.1 First definition
Given a finite complex C∗ of k-vector spaces
C0
d0−→ C1 d1−→ ... dn−1−−−→ Cn
fix {ci}i=0...n and {hi}i=0...n families of basis of the Ci’s and the Hi’s, one can define the torsion
of the based complex tor(C∗, {ci}, {hi}) to be the alternating product of the determinants of the
base change induced by this choices. More precisely, we have the exact sequences
0→ Zi → Ci → Bi+1 → 0
0→ Bi → Zi → Hi → 0
that define Bi, Zi and Hi. Pick a system of basis {bi} of the Bi’s, first one obtains a basis of
Zi for any i, given by a section Hi → Zi, and then a section Bi+1 → Ci provides a basis of
Ci : bi unionsq h¯i unionsq b¯i+1, where the bars denote the image by the chosen sections. Now compare this
new basis with ci, and take the determinant of the matrix which exchange those basis, denoted
by [bi unionsq h¯i unionsq b¯i+1 : ci]. One can show that the alternating product of those determinants does not
depend of the lifts and of the system {bi} and we define
tor(C∗, {ci}, {hi}) =
∏
i
[bi unionsq h¯i unionsq b¯i+1 : ci](−1)i ∈ k∗/{±1}
3.2 Second definition : the Euler isomorphism
Recall that the determinant of a n-dimensional vector space V is det(V ) = ΛnV . One define
the determinant of a complex det(C∗) =
⊗
i det(C
i)⊗(−1)
i
. The cohomology of this complex is
naturally graded by the degree, and we have the following theorem.
Theorem 3.1. There is a natural isomorphism
Eu : det(C∗) ∼−→ det(H∗(C∗))
Proof. Again, we write the two exact sequences
0→ Zi → Ci → Bi+1 → 0
0→ Bi → Zi → Hi → 0
Then the proof reduces to the particular case of a short exact sequence :
Lemma 3.2. For an exact sequence of vector spaces
0→ A→ B → C → 0
one has an isomorphism
det(A)⊗ det(C) ' det(B)
given, for any choice of basis {a1, ...am} of A, {c1, ..., cn} of C and of a section C → B, ci 7→ c¯i,
by
(a1 ∧ ... ∧ am)⊗ (c1 ∧ ... ∧ cn) 7→ a1 ∧ ... ∧ am ∧ c¯1 ∧ ... ∧ c¯n
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Definition 3.3. Given a complex C∗, and a system of basis {ci} of the Ci’s, ci = {ci1, ..., cini},
then
∧
ci = ci1 ∧ ... ∧ cini is a basis of det(Ci), and then we denote by c =
⊗
i(
∧
ci)⊗(−1)
i
the
induced basis of det(C∗).
Then the torsion of the based complex is defined by
tor(C∗, {ci}) = Eu(c) ∈ det(H∗(C∗))
Remark 3.4. The two definitions coincide in the following sense :
tor(C∗, {ci}, {hi}) = tor(Ci, {ci})⊗i (∧hi)⊗(−1)i
3.3 Third definition : torsion of an exact complex (Cayley formula)
If the complex is exact, one has the following alternative description : pick a system of basis {ci}
of the Ci’s that induces, for each i, a splitting Ci = ker di ⊕Ki, where Ki is a supplementary of
ker di in Ci. Then each di restricts to an isomorphism d|Ki : K
i → ker di+1, and we define
tor(C∗, {ci}) =
∏
i
det(d|Ki )
(−1)i+1
Again, it’s defined up to sign since we haven’t fixed an order for the basis.
4 The torsion function
Let X be a one-dimensional, reduced component of irreducible type of the character variety X(M),
recall that a component of irreducible type means that it contains the character of an irreducible
representation. In Section 1.2 we defined ρ : pi1(M)→ SL2(k(X)) the tautological representation,
up to conjugation. Hence the torsion of the twisted complex C∗(M,ρ) of k(X)-vector spaces is well-
defined, and is an element of the homological determinant vector space tor(M,ρ) ∈ det(H∗(M,ρ)).
The first statement of the following proposition follows directly from this definition. Recall that
X is a geometric component if it carries the holonomy character of a hyperbolic structure on M .
In Section 2.4, we have seen that for any χ ∈ X there is a valuation v on k(X), and a choice of a
convergent tautological representation ρ : pi1(M) → SL2(Ov). The reduction mod t map Ov → k
defines a residual representation ρ¯ : pi1(M)→ SL2(k− whose character is the point χ. We denote
by H∗(M,ρ)v the cohomological Ov-modules and by H∗(M, ρ¯) the residual cohomological k-vector
spaces.
Proposition 4.1. If the complex C∗(M,ρ) is acyclic, then the Reidemeister function tor(M,ρ) ∈
k(X)∗ defines a rational function on the curve X. In particular, it is the case as soon as X is a
geometric component.
Proof. We just have to show that if X is a geometric component, then Hi(M,ρ) = 0 for all i.
Since M has the homotopy type of a two-dimensional CW complex, it has no homology in rank
greater that 2.
The space of invariants H0(M,ρ) = {z ∈ k(X)2|ρ(γ)z = z,∀γ ∈ pi1(M)} is non trivial if and
only if Tr(ρ(γ)) = 2 for all γ ∈ pi1(M), but the tautological representation is irreducible, thus
H0(M,ρ) = 0.
We know that the Euler characteristic χ(M) is zero, hence it is now enough to prove that
H1(M,ρ) = 0. The Universal Coefficients Theorem provides isomorphisms H1(M,ρ)v ⊗ k(X) '
H1(M,ρ) and H1(M, ρ¯) ' H1(M,ρ)v⊗k, hence it is enough to show that for some χ ∈ X, one has
H1(M, ρ¯) = 0. It follows from Ragunathan’s vanishing theorem (see for instance [MP12, Theorem
0.2]) that it is the case if χ is the character of a holonomy representation.
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Remark 4.2. As soon as there exists a character χ ∈ X such that H1(M, ρ¯) is trivial, the
proposition applies and the torsion defines a well-defined function on the curve X. If follows from
the semi-continuity of the dimension of H1(M, ρ¯) on X that in this case, H1(M, ρ¯) is trivial for all
but a finite numbers χ ∈ X. It has been the way to define almost everywhere the torsion function
on X, the novelty here is that it is defined a priori even at characters χ with non trivial first
cohomology groups. Indeed, we will show in the next section that the torsion vanishes exactly in
those points.
5 The case of a finite character
5.1 Proof of Theorem 0.1
In this section we give a proof of the following theorem :
Theorem (Theorem 0.1). Let X be a one dimensional component of irreducible type of the
character variety X(M) and ρ : pi1(M)→ SL2(k(X)) the tautological representation. Assume that
the complex C∗(M,ρ) is acyclic. Then tor(M,ρ) is a regular function on X. Moreover its vanishing
order at a point χ ∈ X is given by the length of the torsion module H2(M,ρ)v, where v is the
valuation associated to x on the function field k(X). In particular it vanishes if and only ifH1(M, ρ¯)
is non trivial, where ρ¯ is the residual representation ρ¯ : pi1(M)
ρ−→ SL2(Ov) mod t−−−−→ SL2(k).
The main tool of the proof is the following theorem. Recall that a complex of Ov-modules C∗
such that C∗ ⊗ k(X) is an exact complex is said rationally exact, and that the length of a torsion
Ov-module ⊕kOv/(tnk) equals
∑
nk.
Theorem 5.1. [GKZ94, Theorem 30] Let χ ∈ X a character, and v a valuation on k(X) associated
to χ. If C∗ is a rationally exact based complex of Ov-modules with basis {ci}, then
v(tor(C∗ ⊗ k(X), {ci})) =
∑
k
(−1)k lenght(Hk(C∗))
We need the following lemma, see [Por97, Lemma 3.9].
Lemma 5.2. Let χ ∈ X be a reducible character in a component of irreducible type of the character
variety X(M). Then the character χ is non central.
Proof. Assume that χ is central, then the SL2-orbit in the representation variety of any representa-
tion with character χ is at most two dimensional. But we know that any irreducible representation
has a 3-dimensional orbit in R(Γ). Now the dimension of the fiber of the algebraic morphism
R(Γ)→ X(Γ) is upper semi-continuous, hence a contradiction.
Proof of Theorem 0.1. Since the complex C∗(M,ρ) is acyclic, the theorem above applies. Now
notice that the Hi(M,ρ)v are torsion modules. As a submodule of a free module, H0(M,ρ)v is
trivial. Then Lemma 5.2 implies that no character χ ∈ X is central, in particular H0(M, ρ¯) is
trivial. But the Universal Coefficients Theorem provide the isomorphisms H0(M, ρ¯) ' H0(M, ρ¯)∗,
and H0(M, ρ¯) ' H0(M,ρ)v ⊗ k, thus we have proved that H0(M,ρ)v is trivial. Again by the U.C.
Theorem we have Ext(H1(M,ρ)v,Ov) ' H0(M,ρ)v = {0}, and we conclude that H1(M,ρ)v '
Ext(H1(M,ρ)v,Ov) = {0} because its a torsion module. In conclusion we have proved the first
part of the theorem
v(tor(M,ρ)) = lenght(H2(M,ρ)v)
Now H2(M,ρ)v being trivial is equivalent to H2(M, ρ¯) being trivial which is the same that
H1(M, ρ¯) being trivial, and the theorem is proved.
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a b
λ
µ
Figure 2: A diagram of the Whitehead link. a, b and λ are depicted generators of the fundamental
group, and µ is a counter-clockwise oriented longitude of the circle component.
a b a b
Figure 3: The diagram above if J(2, 2), the trefoil knot. The one below is J(2,−2), the figure-eight
knot.
5.2 Some computations and examples
We compute the torsion function on a series of examples of twist knots, and determine its zeros
on the character variety. A presentation of the fundamental group of the Whitehead link can be
computed to be
pi1(L521) = 〈a, b, λ| b = λaλ−1, [λ−1, a−1][λ−1, a][λ, a][λ, a−1] = 1〉
The J(2, 2n)-twists knots, n ∈ Z, are obtained as 1n Dehn filling along the circle component. The
additional relation is thus µn = λ, where µ = ba−1b−1a. Notice that the second relation in the
presentation above is [λ, µ] = 1, hence is redondant whence µn = λ. Figure 3 shows positive and
negative twist knots, for n = ±1. Hence we obtain the following presentation of twist knot group
pi1(J(2, 2n)) = 〈a, b|(ba−1b−1a)na = b(ba−1b−1a)n〉, or 〈a, λ|µn = λ〉 where the curve µ is the curve
ba−1b−1a = [λ, a][λ, a−1].
We define a tautological representation of the character variety X(2, 2n) of the twist knots J(2, 2n)
by
ρ(a) =
(
s 1
0 s−1
)
, ρ(b) =
(
s 0
y − s2 − s−2 s−1
)
We will use the variable x = s+ s−1. A direct computation shows (see [Kit96], for instance) that
tor(M,ρ) =
det(ρ( ∂r∂λ ))
det(ρ(a)−1) =
det(ρ( ∂r∂λ ))
(2−x) , where ρ is extended linearly to the ring Z[pi1].
• If n > 0, we obtain tor(M,ρ) = det((1+ρ(µ)+...+ρ(µ)n−1)(1−ρ(b)+ρ(ba−1)−ρ(ba−1b−1))−1)2−x
• If n < 0, we obtain tor(M,ρ) = det((ρ(µ)−1+...+ρ(µ)n)(1−ρ(b)+ρ(ba−1)−ρ(ba−1b−1)))2−x
5.2.1 The trefoil knot J(2,2)
The character variety equation is given by X(2, 2) = {(x2 − y − 2)(y − 1) = 0}. The component
of irreducible type X is thus {y − 1 = 0}. We compute the torsion function in C[x, y]/(y − 1), it
is tor(M,ρ) = y−2x+32−x = 2, the torsion is constant.
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5.2.2 The figure-eight knot J(2,-2)
Let X = {2x2 + y2 − x2y − y − 1 = 0} the component of irreducible type of X(2,−2). We have
tor(M,ρ) = (4x2 − x2y + y2 − y − 6x + 3)/(2− x) = 2x− 2 in C[X], hence there is a zero at the
point {x = 1, y = 1}, with multiplicity 2.
5.2.3 The knot 52 : J(2,4)
Here X = {−x2(y − 1)(y − 2) + y3 − y2 − 2y + 1 = 0}, and tor(M,ρ) has two double zeros when
x = y are roots of x2 − 3x+ 1.
5.2.4 The knot 61 : J(2,-4)
Here X = {x4(y − 2)2 − x2(y + 1)(y − 2)(2y − 3) + (y3 − 3y − 1)(y − 1) = 0}, and tor(M,ρ) has
three double zeros when x = y are roots of x3 − 4x2 + 3x+ 1.
Remark 5.3. We observe that each time we have found a zero for the torsion, it had multiplicity
2 and {tor(M,ρ) = 0} ⊂ X ∩ {x = y}. We have checked that this inclusion is strict. We have no
precise interpretation of those phenomenon, we think that it comes from the computation of the
torsion on the character variety of the Whitehead link .
6 The torsion at ideal points
6.1 The split case
In this section we give a proof of the following theorem :
Theorem (Theorem 0.2, the split case). Let x ∈ Xˆ be an ideal point in the smooth projective
model of X, and assume that an associated incompressible surface Σ is a union of n parallel copies
Σ1 ∪ . . . ∪ Σn and that each copy splits M into two handlebodies. If the curve γ = ∂Σ ∈ pi1(M)
has trivial eigenvalues at x, then the torsion function tor(M,ρ) has a pole at x. In particular in
this case the torsion function is non-constant.
Recall from Section 2 that from an ideal point x ∈ Xˆ one can produce an incompressible surface
Σ ∈M . In this section we will make the following assumptions on Σ :
1. The surface Σ is a union of homeomorphic parallel copies Σ1 ∪ . . . ∪ Σn.
2. The complement of any Σi in M is the disjoint union of two handlebodies M1 and M2.
3. The eigenvalue of ρ¯(∂Σ) is the trivial root of unity 1.
Remark 6.1. This assumptions are motivated by the fact that it is the way it appears in simple
examples we can produce : for instance consider the figure-eight knot’s classical diagram in Figure
4, and the non-orientable surface Σˇ obtained by a "checkerboard" coloring. The boundary of its
neighborhood is an orientable surface Σ, which turns out to be incompressible. It is detected by
the point {x = ∞, y = 2} of the component of irreducible type of the character variety of the
figure-eight knot. It easy to see on the picture that its complement is the union of two genus 2
handlebodies, and a computation shows that the root of unity associated to the boundary curve
∂Σ = uv−1u−1vuv−1u−2v−1uvu−1v−1u−1 is 1.
We have performed numerous computations in the case of a two-holed torus with the help of
the software SageMath. We have produced reducible representations of the free group on three
generators, that come from irreducible representations of the closed genus two surface obtained by
gluing together the boundary components. We have observed that the torsion will vanish whenever
the image of the boundary curve has eigenvalues equal to 1 (and we proved the theorem in this
case), on the other hand we produced several examples with eigenvalue -1 where the torsion did
not vanish.
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Σˇv u
Figure 4: The figure-eight knot, with a non orientable checkerboard surface Σˇ, and generating
loops u, v of its fundamental group
Recall from Section 2.6 that we have the splitting M = M1 ∪Σ M2, it induces the following
exact sequence of complexes of k(X)-vector spaces 0 → C∗(M,ρ) → C∗(M1, ρ1) ⊕ C∗(M2, ρ2) →
C∗(Σ, ρΣ)→ 0.
Notation. Since we have picked a base point p ∈ Σ1 in Section 2.6, we will abuse of the notation
pi1(Σ) to designate pi1(Σ1). In the same way, we denote by C∗(Σ, ρΣ) the twisted cohomological
complex of Σ1.
Lemma 6.2. One has the following isomorphism of k(X)-vector spaces :
d : H1(M1, ρ1)⊕H1(M2, ρ2) ∼−→ H1(Σ, ρΣ)
Proof. Recall that C∗(M,ρ) is acyclic and Hj(Mi, ρi) = {0} for any j ≥ 2, i = 1, 2 becauseMi have
the same homotopy type that a one-dimensional CW complex. Now ρ¯i are irreducible by Lemma
2.13, hence ρi are irreducible and in particular there is γi ∈ pi1(Mi) such that Tr(ρi(γi)) 6= 2. Thus
H0(Mi, ρi) = {0}. The lemma follows now from the Mayer-Vietoris sequence.
Lemma 6.3. The Ov-modules H1(M1, ρ1)v, H1(M2, ρ′2)v, H1(Σ, ρΣ)v are free modules of rank
−χ(Σ1), −χ(Σ1) and −2χ(Σ1) respectively.
Proof. The Mayer-Vietoris sequence of Lemma 6.2 implies thatH0(Σ, ρΣ) = {0} sinceH0(Mi, ρi) =
H0(M,ρ) = {0}, and similarly H2(Σ, ρ) = {0}. Now H1(Σ, ρΣ)v is free of rank −2χ(Σ), and the
lemma follows.
We pick bases cΣ, c1, c2, hΣ, h1, h2 of the complexes of k(X)-vector spaces C∗(M1, ρ1), C∗(M2, ρ2)
and C∗(Σ, ρΣ) and of their homology groups H1(M,ρ1), H1(M2, ρ2) and H1(Σ, ρΣ). We also pick
a basis for the acyclic complex C∗(M,ρ). We have the following formula due to Milnor [Mil66],
that does not depends on the choices :
Proposition 6.4. The torsion of the complex C∗(M,ρ) can be expressed as
tor(M,ρ) =
tor(M1, h1) tor(M2, h2)
tor(Σ, hΣ)
tor(H, h1, h2, hΣ) ∈ k(X)∗
where H is the Mayer-Vietoris sequence of Lemma 6.2.
Proposition 6.5. The terms tor(M1), tor(M2) and tor(Σ) lie in O∗v
15
Proof. Those factors are torsion of based complex of k(X)-vector spaces with based homology,
hence they lie in k(X)∗ by definition. Since the representations ρ1, ρ′2 and ρΣ are convergent,
one can define the complexes of Ov-modules C∗(Σ, ρΣ)v, C∗(M1, ρ1)v and C∗(M2, ρ′2)v with their
homology groups. Moreover, we could have chosen the bases cΣ, c1, c2, hΣ, h1, h2 of the paragraph
above to generate those terms as Ov-modules, because C∗(Σ, ρΣ)v, . . . ,H∗(Mi, ρi)v are free Ov-
modules by Lemma 6.3, and those choices do not affect the computation of the torsion. To be
precise, we assume that we have chosen for instance a basis h2 of the free Ov-module H1(M2, ρ′2)v
that spans H1(M2, ρ′2) as a k(X)-vector space, and that it is mapped on a basis through the
isomorphism of k(X)-vector spaces H1(M2, ρ′2) → H1(M2, ρ2). Finally, the map H1(M1, ρ1)v →
H1(Σ, ρΣ)v identifies the basis h1 to a sub-basis of hΣ as an Ov-module, which can be completed
in a basis of H1(Σ, ρΣ)v.
Now we prove that the torsions of this complexes lie in O∗v : let us perform the computation for, say,
M1. The complex is C0(M1, ρ1)v
A−→ C1(M1, ρ1)v. Since H0(M1, ρ1)v is trivial, the matrix A is the
matrix of an injective Ov-linear morphism. Moreover, H1(M,ρ1)v is free, hence its determinant is
an invertible detA ∈ O∗v as claimed.
Remark 6.6. As a consequence of this proposition, it is enough to compute the term tor(H, h11, h12, h1Σ),
which is just the inverse of the determinant of the following map (see Section 3.3) :
θ : H1(M1, ρ1)⊕H1(M2, ρ′2) ∼−→ H1(Σ, ρΣ)
(Z1, Z2) 7→ (Z1 − UnZ2)|Σ
that is θ is the composition of d with φ. We compute now det(θ).
For this purpose we observe that the relation ∀γ ∈ pi1(Σ), ρ1(γ) = Unρ′2(γ)U−1n implies that the
corresponding residual representations have the following form, when restricted to pi1(Σ) :
ρ¯1(γ) =
(
λ(γ) 0
λ(γ)u1(γ) λ
−1(γ)
)
, ρ¯2(γ) =
(
λ(γ) λ−1(γ)u2(γ)
0 λ−1(γ)
)
for some u1 ∈ H1(Σ, λ−2), u2 ∈ H1(Σ, λ2). Consequently one has the splittings
0→ H1(Σ, λ−1) i1−→ H1(Σ, ρ¯1,Σ) p1−→ H1(Σ, λ)→ 0
0→ H1(Σ, λ) i2−→ H1(Σ, ρ¯2,Σ) p2−→ H1(Σ, λ−1)→ 0
More precisely, if say z1 ∈ H1(Σ, ρ¯1) has the form z1(γ) =
(
x1(γ)
y1(γ)
)
then the first splitting is given
explicitly by the morphisms i1(y1) =
(
0
y1
)
and p1(( x1y1 )) = x1.
Notation. Here, and in the sequel, we will denote by ρ¯1 and ρ¯2 the residual representations
obtained from ρ1 and ρ′2. We will denote by ρ¯i,Σ the restriction of ρ¯i : pi1(Mi)→ SL2(k) to pi1(Σ)
through the map pi1(Σ) → pi1(Mi) induced by inclusion. Similarly, we will denote by ρ¯2,∂M2 the
restriction of ρ¯2 to pi1(∂M2), and ρ¯2,γ the restriction of ρ¯2 to any curve γ, in particular γ = ∂Σ.
We need to prove that the torsion has a pole at the ideal point x. Denote by v the valuation
associated to x, that means that the determinant of the map
θ : H1(M1, ρ1)⊕H1(M2, ρ′2) ∼−→ H1(Σ, ρΣ)
(Z1, Z2) 7→ (Z1 − UnZ2)|Σ
has positive valuation. Consider the k-linear map θ¯ : H1(M1, ρ¯1)⊕H1(M2, ρ¯2)→ H1(Σ, ρ¯Σ) which
is θ modulo t, it maps (z1, z2) onto z1|Σ −
(
0
y2|Σ
)
.
Lemma 6.7. The torsion has a pole at x iff θ¯ is not an isomorphism.
Proof. It is clear from the fact that det(θ¯) = (det θ)(0), that is v(det(θ)) ≥ 0 iff det(θ¯) = 0.
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Let us prove that det(θ¯) = 0. Let ∂M2 be the boundary of M2, and γ = ∂Σ ⊂ ∂M2 the union
of boundary curves of Σ. Since Σ is incompressible and ∂Σ ⊂ ∂M , all the components of ∂Σ
are parallel in ∂M because it is a torus, in particular they define the same free homotopy class.
Assumption 3 implies that ρ¯2(γ) = ( 1 ∗0 1 ), hence H
1(γ, ρ¯2,γ) is not trivial. The long exact sequence
for the coefficients of C∗(γ, ρ¯2,γ) ends with
. . .→ H1(γ, ρ¯2,γ) pγ−→ H1(γ, k)→ 0
There are two possibilities, namely ρ2(γ) = Id or not, but in any case, the map pγ : H1(γ, ρ¯2,γ)→
H1(γ, k) is not zero.
On the other hand, the inclusion Σ ⊂ ∂M2 provides the sequence
H1(∂M2,Σ; ρ¯2,∂M2)→ H1(∂M2, ρ¯2,∂M2)→ H1(Σ, ρ¯2,Σ)→ H2(∂M2,Σ; ρ¯2,∂M2)→ 0 (1)
Denote by A the union of small annulus neighborhood of the components of γ in ∂M2. By excision,
we have H2(∂M,Σ; ρ¯2,∂M2) ' H2(A, ∂A; ρ¯2,γ). Now Poincaré-Lefschetz duality implies that it is
the same that H0(A, ρ¯2,γ), and by homotopy this is H0(γ, ρ¯2,γ). Again by duality we obtain
H1(γ, ρ¯2,γ).
We summarize that in the following commutative diagram :
H1(M2, ρ¯2)
H1(∂M2, ρ¯2,∂M2)
H1(Σ, ρ¯2,Σ)H1(Σ, λ) H1(Σ, λ−1)
H1(γ, ρ¯2,γ)) H1(γ, k)
0
0
0
i∂M2
iΣ
p2i2
i∂Σ
pγ
i∂Σ
F
Lemma 6.8. The composition map
F : H1(M2, ρ¯2)
i∂M2−−−→ H1(∂M2, ρ¯2,∂M2) iΣ−→ H1(Σ, ρ¯2,Σ) p2−→ H1(Σ, λ−1)
is not an isomorphism.
Proof. The first observation is that dimH1(M2, ρ¯2) =
dimH1(Σ,ρ¯2,Σ)
2 = dimH
1(Σ, λ−1). We
need to prove that the map F is not onto. But if it was, it would have a non-trivial image in
H1(γ, k) through the map i∂Σ. On the other hand, the vertical sequence H1(∂M2, ρ¯2,∂M2)
i∂M2−−−→
H1(Σ, ρ¯2,Σ)
i∂Σ−−→ H1(γ, ρ¯2,γ) is exact by equation (1), and the commutativity of the diagram shows
that i∂Σ ◦ F = 0, and the lemma is proved.
Proof of Theorem 0.2. We just have to observe that θ¯ : H1(M1, ρ¯1) ⊕H1(M2, ρ¯2) → H1(Σ, ρ¯1,Σ)
is the direct sum of
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1. the injective map H1(M1, ρ¯1)→ H1(Σ, ρ¯1,Σ) induced by inclusion
2. the map H1(M2, ρ¯2)→ H1(Σ, ρ¯2,Σ) p2−→ H1(Σ, λ−1) i1−→ H1(Σ, ρ¯1,Σ) which is i1 ◦ F .
The first map has maximal rank −χ(Σ), but the second has rank smaller than −χ(Σ) by Lemma
6.8. Hence θ¯ is not onto, hence det(θ¯) = 0. By Lemma 6.7 we conclude that the torsion vanishes
at x, and the theorem is proved.
6.2 The non-split case
In this section we prove the following theorem :
Theorem (Theorem 0.2, the non-split case). Let x ∈ Xˆ be an ideal point in the smooth projective
model of a component X of the character variety, that produces an incompressible surface S in
M which is a union of parallel copies S1 ∪ . . . ∪ Sn of a Seifert surface. Then the torsion function
tor(M,ρ) has a pole at x, in particular it is non-constant.
In this section we assume that the incompressible surface associated to x is a union of parallel Seifert
surfaces. Recall from Section 2.7 that we fix a base-point p ∈ S1, and that we identify pi1(S) with
pi1(S1). We have the following splitting M = H ∪S1∪Sn V (S), where V (S) is a neighborhood of
S homeomorphic to S1 × [0, 1] with ∂V (S) = S1 ∪ Sn. We identify as well pi1(V (S)) with pi1(S).
Given α : pi1(S1) → pi1(Sn), one can write the fundamental group of M as an HNN extension
pi1(M) = 〈pi1(H), v | vγv−1 = α(γ),∀γ ∈ pi1(S)〉.
We denote by ρ1 : pi1(S)→ SL2(Ov) the restriction of ρ to pi1(S), and by ρn : pi1(Sn)→ SL2(k(X))
its restriction to pi1(Sn) = vpi1(S)v−1, hence we define ρn(γ) = Vnρ1(γ)V −1n for γ ∈ pi1(S). The
splitting above induces the following exact sequence of twisted complexes :
0→ C∗(M,ρ)→ C∗(H, ρH)⊕ C∗(S, ρ1)→ C∗(S, ρ1)⊕ C∗(S, ρn)→ 0
The following proposition recaps the series of lemmas in Section 6.1, we refer to the correspond-
ing lemmas for proofs, that translate in exactly the same way here. We use the isomorphism
H1(S, ρn)→ H1(S, ρ1), Z 7→ Un
(
0 1−1 0
)
Z.
Proposition 6.9. The vanishing order of the torsion at the ideal point x ∈ X¯ is given by computing
−v(det θ), where the isomorphism θ is given by
θ : H1(H, ρH)⊕H1(S, ρ1)→ H1(S, ρ1)⊕H1(S, ρ1)
(Z1, Z2) 7→ ((Z1 − Z2)|S , Un
(
0 1−1 0
)
(Z1 − Z2)|S)
Since we want to show that v(det θ) > 0, we focus on the residual map ; it is of the form
θ¯ : H1(H, ρ¯H)⊕H1(S, ρ¯S)→ H1(S, ρ¯S)⊕H1(S, ρ¯S)
(z1, z2) 7→ (z1|S − z2|S ,−
(
0
x1|S − x2|S
)
)
where zi =
(
xi
yi
)
. We show that it has a non trivial kernel.
Lemma 6.10. The kernel of the map
ψ : H1(H, ρ¯H)→ H1(S, ρ¯S)
z1 7→
(
0
−x1|S
)
has dimension d > −χ(S).
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Proof. The relation ρn = Vnρ1V −1n implies that the residual representation ρ¯1 has the form, for
γ ∈ pi1(S), ρ¯1(γ) =
(
λ(γ) 0
∗ λ−1(γ)
)
. Hence we have the exact sequence
0→ H1(S, λ−1)→ H1(S, ρ¯1)→ H1(S, λ)→ 0
We denote by ρ′1 : pi1(S)→ SL2(Ov) the representation ρ′1(γ) =
(
0 1−1 0
)
ρ1(γ)
(
0 −1
1 0
)
, and the map
ψ is the composition
H1(H, ρ¯H)→ H1(S, ρ¯′1)→ H1(S, λ) ' H1(S, λ−1)→ H1(S, ρ¯1)(
x
y
)
→
(
x|S
y|S
)
→ x|S →
(
0
x|S
)
We show that the composition H1(H, ρ¯H) → H1(S, λ−1) is not surjective, and it is enough to
prove the lemma by a count of dimensions.
To see that it is not surjective, notice that it factors through the composition H1(H, ρ¯H) →
H1(∂H, ρ¯∂H)→ H1(S, ρ¯′1). Now we have the exact sequence of the pair (∂H, S) :
0→ C∗(∂H, S; ρ∂H)→ C∗(H, ρ∂H)→ C∗(S, ρ′1)→ 0
hence the long exact sequence in cohomology provides
H1(∂H, ρ¯∂H)→ H1(S, ρ¯′1)→ H2(∂H, S, ρ¯∂H)→ 0
but by excision, H2(∂H, S, ρ¯∂H) ' H2(∂S × [0, 1], ∂S, ρ¯∂S), the latter is H0(∂S × [0, 1], ρ¯∂S) by
Poincaré-Lefschetz duality, which is H1(∂S, ρ¯∂S).
We deduce the diagram :
H1(H, ρ¯H)
H1(∂H, ρ¯∂H)
H1(S, ρ¯1)H
1(S, λ) H1(S, λ−1)
H1(∂S, ρ¯∂S) H
1(∂S, k)
0
0
0
F
We conclude because the commutativity of the diagram and the exactness of the vertical arrows
imply that the map F cannot surjective.
Proof of Theorem 0.2. We prove that the map residual map θ¯ is not an isomorphism, hence its
determinant vanishes and it proves the theorem. To see that we show that it is not surjective, in
particular the map
H1(H, ρ¯H)⊕H1(S, ρ¯S)→ H1(S, ρ¯S)
(z1, z2) 7→ −
(
0
x1|S − x2|S
)
19
is not surjective : the first part of the map has rank strictly less than −χ(S) by Lemma 6.10, and
the second part has rank −χ(S). It proves the theorem.
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