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Abstract
We embed the rough integration in a larger geometrical/algebraic framework of integrating one-
forms against group-valued paths, and reduce the rough integral to an inhomogeneous analogue of
the classical Young integral. We define dominated paths as integrals of one-forms, and demonstrate
that they are stable under basic operations.
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1 Introduction
1.1 Overview
In the early days of rough paths theory, and in the earlier work of Young [31], it was understood that there
is a natural interplay between Lipschitz functions (or one-forms) and rough paths, with the integration
being the intermediary. There are a number of characterizations for the Banach space of Lipschitz
functions of degree γ > 0, and in this article we particularly take the view of Stein [30], that if K is a
subset of an affine space S then a Lipschitz function on K of degree γ is a continuous map f : x 7→ p (x) (·)
taking values in polynomial functions1 on S of degree strictly less than γ. The Lipschitz degree of f
describes the varying speed of the polynomials: the higher the Lipschitz degree the slower the changing
speed of the polynomials. The idea is that f prescribes a consistent family of global functions which
are tangent to the trace {p(x)(x)|x ∈ K}. It is the polynomials, the norms on them, and interactions
between them that are critical, and in general the mapping x 7→ p(x)(x) does not carry nearly enough
information about f unless K is open.
A key point about Lipschitz functions we use here is somehow counter-intuitive. If K is bounded,
open, and connected, and p is a polynomial function, then one should think of the function f : x 7→ p(·)
as a constant Lipschitz function. Polynomial functions are in this sense constant functions in the space
of Lipschitz functions. The view of polynomials as basic ingredients in the larger space of Lipschitz
functions, or more generally the view of closed (cocyclic) one-forms as the basic ingredients in the space
of time-varying one-forms, is at the heart of the framework introduced in this paper.
In particular, we reinterpret the rough line integral as the integral of a slowly-varying polynomial
one-form against a rough path, where there is neither a given point nor a power series associated with a
polynomial, and the customary view as a power series around a point on the path somewhat clouds this
understanding because of the erratic movement of the point as the path evolves.
The original integration in the theory of rough paths defines an integral∫
u∈[s,t]
α (Xu) dXu
for a Lip(γ) one-form α against a p-rough path X for p < γ + 1. A crucial restrictive assumption was
that the one-form α depended on Xu but not on u directly. The assumption, standard in the Itoˆ theory,
that α ∈ L2 (du) is far too permissive for a deterministic theory. On the other hand, it was shown in [25]
that if X is a p-rough path and h is a continuous path of finite q-variation then (X,h) is canonically a
rough path providing p−1 + q−1 > 1 (see also [22, 13, 17]). Letting h (t) = t allows one to consider∫
u∈[s,t]
α (Xu, u) dXu
with appropriate smoothness assumptions on α. L. G. Gyurko, in his thesis, gave mixed smoothness
conditions that ensure the integral is well defined. In this paper we introduce a geometrically richer class
of integrands (needed to get the algebraic closure) and provide a stronger and more intrinsic approach
to the integration of one-forms.
Starting with a geometric rough path X , one sees from [14] (equation (18), and the next section
about integration) that a path controlled by X is a path Y that can formally be identified with the
integral of a time varying one-form G against X and modified by (or identified up to) a path of bounded
q-variation where p−1+ q−1 > 1. The smoothness condition assumed for G in [14] is less restrictive than
ours and does not guarantee the existence of the integral against X . On the other hand, geometrically
the condition on G in [14] is more restrictive because G is a one-form on the base Banach space whereas
we consider one-forms on the group. This allows us to prove an algebra property for integrals and also
makes the dominated rough path a function of the integrand giving a simple linear parameterisation of the
space of controlled rough paths. We could also consider the semi-martingale like spaces when one adds
a q-variation perturbation. All integrals make sense as was observed in [25] page 259. However, it seems
interesting to understand the integrals as a class in its own right before considering such perturbations.
This way we introduce a natural and approximately dense space of functions on rough path space. Adding
the q-variation perturbations would remove that clarity.
The initial goal of the theory of rough paths is to tackle the non-closability of the integral map for
paths of low regularity. Lyons [25] observed that the integral map becomes continuous (and so closable),
1A polynomial function of degree (at most) n is a globally defined function whose (n + 1)th derivative exists and is
identically zero.
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if one lifts the original integral in a Banach space to a consistent integral in a topological group. This lift
is essentially nonlinear due to the nonlinearity of the group and is provably necessary even to have an
integral defined deterministically for almost all Brownian sample paths. The integrals of a fixed rough
path are jointly a rough path so collectively they have a linear structure, which is important in the proof
of the unique existence of solutions to rough differential equations [25]. The linear structure is captured
in a beautiful way by Gubinelli [14, 15] and he defined weakly controlled paths as a class of paths whose
local behavior is comparable to a given rough path. For a fixed reference rough path, the space of
controlled paths is linear, and there exists a canonical enhancement of a controlled path to a group-
valued path (when 2 ≤ p < 3). The linearity of space and the existence of canonical enhancement are
nice properties that general rough paths can not have, and they give considerable convenience e.g. when
solving a rough differential equation. In [15], Gubinelli defined branched rough paths, and established the
relationship between the evolution of a branched rough path and the Connes-Kremier Hopf algebra [6]
(see also Butcher group [2]). He defined weakly controlled paths for branched rough paths, and defined
the integration of a weakly controlled path for p ≥ 1. More recently, Friz and Hairer [10] summarized
key theorems in the theory of rough paths by employing Gubinelli’s approach, and combined it with
a brief introduction to the recent breakthrough made by the theory of regularity structures [16]. In
particular they defined controlled rough paths as functions taking values in tensor algebra and defined
the integration of a controlled path accordingly. The theory of rough paths has a wealth of literature,
and there are many other formulations, e.g. [7, 12, 8, 19] etc. For a range of more detailed expositions,
see [23, 20, 21, 26, 13].
We used the graded algebraic structure in proving the existence of the integral and in defining
the set of dominated paths, so our setting is not far from the tensor algebra used in [25, 14] and the
Connes-Kremier Hopf algebra used in [15]. The barrier between tensor algebra and Connes-Kremier
Hopf algebra is not rigid. In [17] Hairer and Kelly proved that branched rough paths can equally be
defined as Ho¨lder paths taking values in some Lie group, and that every branched rough path can be
encoded in a geometric rough path via a graded morphism of Hopf algebras so that solving a differential
equation driven by a branched rough path is equivalent to solving an extended differential equation
driven by a geometric rough path. In this paper, we identify structural properties of a Banach algebra
and its associated topological group that enable basic operations, and construct an algebraic framework
that subsumes tensor algebra and Connes-Kremier Hopf algebra. The theory of rough paths provides a
natural framework to integrate group-valued paths, and is the incentive of this paper.
Popular approaches to rough integration use a representation of the group in the truncated tensor al-
gebra to linearize the group-valued path, and treat a rough path as the collection of several Banach-space
valued paths with certain algebraic structure. We emphasize here an alternative algebraic/geometrical
approach, and develop an integration directly for one-forms against group-valued paths. The generaliza-
tion is needed to get the algebraic closure of integrals. Indeed, suppose w is Brownian motion, and γi,
i = 1, 2, are suitable integrands. We want to find γ that satisfies∫ ·
0
γudwu
?
=
∫ ·
0
γ1udwu
∫ ·
0
γ2udwu.
Based on Itoˆ’s lemma there exists a drift term in the product that can not be represented in the form
of an integral against w, so such γ does not exist (see Theorem 1 [11] for a pathwise generalization). A
generalized integral is therefore needed to get the algebraic closure (even for almost all Brownian sample
paths) that is important for proving density in paths space. The integral developed here is rich enough to
handle the product structure of rough integrals, and the multiplication is in fact a continuous operation
in the space of one-forms (Proposition 35). In particular, suppose yi, i = 1, 2, solves the Itoˆ differential
equation dyi = f
(
yi
)
dw, yi0 = ξ
i, for Brownian motion w. By using the integral developed in this
paper, yi and their product y1y2 solve the same type of equation, and the product
(
y1, y2
)
7→ y1y2 is a
continuous operation. The algebra structure is compatible with the filtration generated on paths space,
and the product of two previsible integrable one-forms is another previsible integrable one-form. This is
the same property that was exploited in the Martingale Representation Theorem.
By introducing a family of closed one-forms on a group, we construct the integral of one-forms against
group-valued paths, and provide a simple and unified interpretation of the extension theorem and the
theories of integration in rough paths theory [25, 14, 15]. We are able to allow the one-form on the group
to vary with time. As a consequence, the integral is not restricted to use the same cotangent vector at
distinct times of self-intersection.
We identity structural properties of the group that enable basic operations, e.g. rough integration
and iterated integration. Condition 25’ is for rough integration, and encodes the information of how to
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integrate monomials against degree-one monomial on paths space (Corollary 43, Remark 47). Condition
25 is for iterated integration that encodes the information of how to integrate monomials against mono-
mials (not only degree-one monomial) on paths space (Proposition 32, Corollary 48). These algebraic
conditions are structural assumptions on the group, and can be viewed as counterparts to Chen’s identity
(that is about paths evolution) in paths integration.
The process of rough integration can be split into two (independent) steps: (1) integrating polynomials
and increasing the regularity of the Lipschitz function (2) constructing a group homomorphism from the
Lipschitz function. The integration we constructed (Theorem 15) is about the homomorphism, and is not
(directly) related to increasing the regularity of the Lipschitz function. The regularity of the Lipschitz
function is increased when we specify the one-form (Corollary 43, Remark 47).
By using one-forms, basic operations — such as iterated integration, multiplication and composition
with regular functions — are continuous operations (Section 4). The continuity gives considerable an-
alytical robustness. In particular, the enhancement to a group-valued path is a continuous operation.
That is applicable when the enhancement involves basic operations e.g. taking values in nilpotent Lie
group or Butcher group.
The approach is employed in [27] to extend an argument of Schwartz [29] to rough differential equa-
tions, and give a short proof of the global unique solvability and stability of the solution that is applicable
to geometric rough paths and branched rough paths. Consider the rough differential equation
dy = f (y) dx, y0 = ξ,
with Picard iterations yn· := ξ +
∫ ·
0
f
(
yn−1
)
dx, n ≥ 1, y0· ≡ ξ. When f is Lip (γ) for γ > p, there exist
one-forms (βn)n such that y
n
· = ξ +
∫ ·
0 β
n (g) dg and
(
βn+1 − βn
)
n
decay factorially in operator norm
(Theorem 22 [27]). More explicitly, there is a constant C = C(p, γ, ‖f‖Lip(γ) , ω (0, T )) such that, with
‖·‖
ω
θ in (3.10), control ω := ‖g‖
p
p−var and θ :=
γ∧([p]+1)
p
> 1, we have
∥∥βn+1 − βn∥∥ω
θ
≤
Cn−[p](
n−[p]
p
)
!
, n ≥ [p] + 1.
Since the enhancement to a group-valued path is a continuous operation in the space of one-forms and
the indefinite integral is a continuous operation from one-forms to paths, we have the convergence of
Picard iterations and their group-valued enhancements.
The basic idea of the integral in this paper can be summarized as follows. Suppose x is a continuous
bounded variation path taking values in Rd and α is a one-form. Let G(n)(Rd) denote the step-n free
nilpotent Lie group over Rd (see [25]) with projection π onto Rd. Then we may lift x up to a path g
taking values in G(n)(Rd) (the signature of x), pull α up to α∗ using π, and get∫
α (x) dx =
∫
α∗ (g) dg.
This equality holds because x = πg and has little to do with gt ∈ G
(n)(Rd). Since the dimension of the
tangent space to g in G(n)(Rd) is much larger than that of Rd, there are other choices of one-forms that
give the same integral. In particular, when α = p is a polynomial one-form of degree (n − 1), there is
a unique closed (in fact cocyclic) one-form P on G(n)(Rd) (as defined in Example 3 below) that only
depends on p and satisfies ∫
p (x) dx =
∫
P (g) dg. (1.1)
Because this statement holds exactly rather than infinitesimally, it gives considerable analytical flexibil-
ity. As we suggested before, Lipschitz functions are continuous functions taking values in polynomial
functions. Since each polynomial one-form can be lifted to a closed one-form on the nilpotent Lie group,
a Lipschitz one-form can be lifted to a continuous function taking values in closed one-forms on the
nilpotent Lie group. In particular for Lipschitz function α, if we denote the lift of α by β, then for any
continuous bounded variation path x with lift g,∫
α (x) dx =
∫
β (g) dg. (1.2)
When x is not necessarily of bounded variation, the integrals
∫
p (x) dx in (1.1) and
∫
α (x) dx in (1.2)
may not be meaningfully defined. Since P is a closed one-form, the integral
∫
P (g) dg is well defined
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for any continuous path g. Since β is a function taking values in closed one-forms in the form of P ,
the integral
∫
β (g) dg should still make sense when the closed one-form varies slowly. For example, in
the extreme case that β is a constant closed one-form P ,
∫
β (g)dg coincides with
∫
P (g) dg so is well
defined. Indeed, it can be proved that when β is the lift of a Lip (γ) function and g is a continuous path
with finite p-variation for γ+1
p
> 1, the integral
∫
β (g) dg is well defined and coincides with the rough
integral in [25]. The existence of the integral
∫
β (g) dg relies on that β consists a family of well-behaved
one-forms (the P s) that vary slowly along the trajectory of g (captured by the Lipschitz degree). Closed
one-forms are well-behaved because they put little assumption on the path for the integral to make sense,
and they can serve as basic ingredients in the space of more general one-forms (like constant one-forms in
the space of continuous one-forms in the classical integration). Generally, the integral
∫
t∈[0,T ]
βt (gt) dgt
is well defined, when βt is a continuous path taking values in closed one-forms and the two dual paths
βt and gt satisfy a generalized Young condition (see construction of the integral in Section 2.2).
Polynomial one-forms are basic ingredients for the rough integration in [25], and serve as the primary
example in this paper.
1.2 Cocyclic one-forms
Cocyclic one-forms are closed one-forms on a topological group. They can be integrated against any
continuous path taking values in the group, and the value of the integral only depends on the path
through end points.
Suppose A and B are two Banach algebras and G is a topological group in A. We denote by L (A,B)
the set of continuous linear mappings from A to B, and denote by C (G, L (A,B)) the set of continuous
mappings from G to L (A,B).
Definition 1 (Cocyclic One-Form) We say β ∈ C (G, L (A,B)) is a cocyclic one-form, if there exists
a topological group H in B such that β (a, b) ∈ H, ∀a, b ∈ G, and
β (a, b)β (ab, c) = β (a, bc) , ∀a, b, c ∈ G. (1.3)
We denote the set of cocyclic one-forms by B (G,H) (or B (G)).
Equation (1.3) represents the exact equality between the one-step and two-steps estimates that char-
acterizes closed one-forms. Intuitively, if we start from point a and go in the direction of bc, then it is
equivalent to start from point a, go in the direction of b, and start again from point ab and then go in
the direction of c.
Cocyclic one-forms are of specific form but abundant; they are fundamental in integration. A simple
example is the constant one-form on a Banach space, which we use implicitly in the classical integration.
Another example is the polynomial one-form in rough paths theory [25].
Recall that a polynomial function of degree (at most) n is a globally defined function whose (n+1)th
derivative exists and is identically zero.
Definition 2 (Polynomial One-Form) For Banach spaces V and U , we say p ∈ C (V , L (V ,U)) is a
polynomial one-form of degree n if p is a polynomial function of degree n taking values in L (V ,U).
In particular, by using Taylor’s theorem, we have (with ⊗ denoting the tensor product)
p (z) (v) =
n∑
l=0
(
Dlp
)
(y)
(z − y)
⊗l
l!
(v) , ∀z, v, y ∈ V , (1.4)
where
(
Dlp
)
(y) ∈ L
(
V⊗l, L (V ,U)
)
denotes the value at y of the l-th derivative of p. Like polynomial
functions, there is neither a given point nor a power series associated with a polynomial one-form. One
can choose different representations of a polynomial one-form by choosing the point y in (1.4), and the
value of p does not depend on the choice of y.
Then we enhance a polynomial one-form to a cocyclic one-form on a group. Let G(n) (V) denote
the step-n free nilpotent Lie group over Banach space V , which is canonically embedded in the Banach
algebra T (n) (V) = R⊕V ⊕ · · · ⊕ V⊗n, and let πk denote the projection of T
(n) (V) to V⊗k. For integers
li ≥ 1, i = 1, 2, . . . , k, we let
OS (l1, l2, . . . , lk)
denote the ordered shuffles of k stacks of cards with l1, l2, . . . , lk cards respectively (p.73, [26]).
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Example 3 (Polynomial Cocyclic One-Form) Suppose p ∈ C (V , L (V ,U)) is a polynomial one-
form of degree (n− 1) for some integer n ≥ 1. We define P ∈ C(G(n
2) (V) , L(T (n
2) (V) , T (n) (U)))
by, for a ∈ G(n
2) (V) and v ∈ T (n
2) (V),
P (a, v) := 1 +
n∑
k=1
∑
li∈{0,1,...,n−1}
((
Dl1p
)
⊗ · · · ⊗
(
Dlkp
))
(π1 (a))
∑
ρ∈OS(l1+1,...,lk+1)
ρ−1 (πl1+···+lk+k (v)) .
(1.5)
Then P is a cocyclic one-form, i.e. for a, b ∈ G(n
2) (V), P (a, b) ∈ G(n)(U), and
P (a, b)P (ab, c) = P (a, bc) , ∀a, b, c ∈ G(n
2) (V) .
For an explanation of the mathematical expression, we suppose x is a continuous bounded variation
path on [0, T ] taking values in V , and let Sn (x) denote the step-n Signature of x:
Sn (x)s,t := 1 +
n∑
k=1
xks,t with x
k
s,t :=
∫
· · ·
∫
s<u1<···<uk<t
dxu1 ⊗ · · · ⊗ dxuk , ∀0 ≤ s ≤ t ≤ T . (1.6)
Based on Chen [5], Sn (x) takes values in the step-n nilpotent Lie group G
(n) (V), and satisfies:
(Chen’s Identity) Sn (x)s,u Sn (x)u,t = Sn (x)s,t , ∀0 ≤ s ≤ u ≤ t ≤ T ,
where the multiplication on the l.h.s. is in G(n) (V). In particular, [0, T ] ∋ t 7→ Sn (x)0,t ∈ G
(n) (V)
is a group-valued path satisfying Sn (x)
−1
0,s Sn (x)0,t = Sn (x)s,t, ∀0 ≤ s ≤ t ≤ T . Since
(
Dlp
)
(xs) ∈
L
(
V⊗l, L (V ,U)
)
is symmetric in V⊗l and the projection of xls,t to the space of symmetric tensors is
(l!)−1 (xt − xs)
⊗l (see [25]), we have
(
Dlp
)
(xs)
(xt − xs)
⊗l
l!
(v) =
(
Dlp
)
(xs)
(
xls,t
)
(v) , ∀v ∈ V , ∀0 ≤ s ≤ t ≤ T . (1.7)
Then, based on the expressions (1.4) and (1.7), and by using xl+1s,t =
∫ t
s
xls,r ⊗ dxr, l = 0, . . . , n− 1, we
have∫ t
s
p (xr) dxr =
n−1∑
l=0
(
Dlp
)
(xs)
∫ t
s
(xr − xs)
⊗l
l!
⊗dxr =
n−1∑
l=0
(
Dlp
)
(xs)
∫ t
s
xls,r⊗dxr =
n−1∑
l=0
(
Dlp
)
(xs)x
l+1
s,t ,
where
(
Dlp
)
(xs) contracts with x
l+1
s,t because
(
Dlp
)
(xs) ∈ L
(
V⊗l, L (V ,U)
)
so
(
Dlp
)
(xs)
(
xls,r
)
∈
L (V ,U) and
(
Dlp
)
(xs)
∫ t
s
xls,r ⊗ dxr =
(
Dlp
)
(xs) x
l+1
s,t ∈ U . Hence, for 0 ≤ s ≤ u ≤ t ≤ T , by
using (1.4) and that
∫ t
u
=
∫ t
s
−
∫ u
s
, we have
n−1∑
l=0
(
Dlp
)
(xu)x
l+1
u,t =
n−1∑
l=0
(
Dlp
)
(xu)
∫ t
u
xlu,r ⊗ dxr =
∫ t
u
p (xr) dxr =
n−1∑
l=0
(
Dlp
)
(xs)
∫ t
u
xls,r ⊗ dxr
=
n−1∑
l=0
(
Dlp
)
(xs)x
l+1
s,t −
n−1∑
l=0
(
Dlp
)
(xs)x
l+1
s,u .
As a result, if we define path y : [0, T ]→ U by
yt :=
∫ t
0
p (xr) dxr =
n−1∑
l=0
(
Dlp
)
(x0)x
l+1
0,t , ∀0 ≤ t ≤ T ,
then
yt − ys =
n−1∑
l=0
(
Dlp
)
(xs)x
l+1
s,t , ∀0 ≤ s ≤ t ≤ T . (1.8)
Based on the definition of the Signature in (1.6) and the representation of y in (1.8), we have
Sn (y)s,t = 1 +
n∑
k=1
∑
li∈{0,1,...,n−1}
((
Dl1p
)
⊗ · · · ⊗
(
Dlkp
))
(xs)
∫
· · ·
∫
s<u1<···<uk<t
dxl1+1s,u1 ⊗ · · · ⊗ dx
lk+1
s,uk
. (1.9)
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By using the ordered shuffle product (p. 73, [26]),
∫
· · ·
∫
s<u1<···<uk<t
dxl1+1s,u1 ⊗ · · · ⊗ dx
lk+1
s,uk
can be
rewritten as a universal continuous linear function of Sn2 (x)s,t that is independent of x:
∫
· · ·
∫
s<u1<···<uk<t
dxl1+1s,u1 ⊗ · · · ⊗ dx
lk+1
s,uk
=
∑
ρ∈OS(l1+1,...,lk+1)
ρ−1
(
πl1+···+lk+k(Sn2 (x)s,t)
)
. (1.10)
As we mentioned before, if we denote gn
2
t := Sn2 (x)0,t, ∀t ∈ [0, T ], then g
n2 is a group-valued path
taking values in the step-n2 free nilpotent Lie group G(n
2) (V). Based on the representations (1.9) and
(1.10), if we define P as in (1.5), then, with gn
2
s,t := (g
n2
s )
−1gn
2
t ,
P
(
gn
2
s , g
n2
s,t
)
= Sn (y)s,t , ∀0 ≤ s ≤ t ≤ T . (1.11)
Based on (1.11), P takes values in the step-n nilpotent Lie group G(n) (U) and satisfies Chen’s identity:
P
(
gn
2
s , g
n2
s,u
)
P
(
gn
2
u , g
n2
u,t
)
= P
(
gn
2
s , g
n2
s,t
)
, ∀0 ≤ s ≤ u ≤ t ≤ T . (1.12)
Comparing (1.12) with the cocyclic property defined at (1.3), we have that, P is a cocyclic one-form on
group G(n
2) (V) taking values in another group G(n) (U).
That polynomial one-forms can be lifted to closed (cocyclic) one-forms is not a coincidence, and
follows from properties of polynomials on paths space. A polynomial is a finite linear combination of
monomials of an indeterminate. A polynomial on paths space in our setting is a finite linear combination
of monomials of a path, i.e. its iterated integrals (see Chen [4] for geometrical interpretation of monomials
on paths space). (Following from algebraic properties of the group, classical polynomials correspond
naturally to polynomials on paths space, see Corollary 43 and Remark 47.) The space of paths (modulus
translations, reparametrisations and tree-like equivalence [18, 1]) forms a group when equipped with
the product given by concatenation [25]. The step-n signature Sn (x) can be viewed as the graded
composition of the first n monomials of the path x. Thus Chen’s identity encodes the change of the
representation of a polynomial on paths space as the reference point (a path) changes. In particular, for
a continuous linear mapping A : T (n) (V) → U , p (x) := ASn (x) is the representation of a polynomial
when the reference point is the constant path. Based on Chen’s identity, the representation of p at a path
y is p (x) = ASn (y)Sn (
←−y ⊔ x) (with ←−y ⊔ x denotes the concatenation of y backwards with x). From
this perspective, rough integration (for geometric rough paths and branched rough paths alike) can be
viewed as the sewing process of constructing a group homomorphism. Indeed, for a given rough path,
rough integration constructs from a family of polynomials (indexed by the evolution of the rough path) a
homomorphism (from paths space to another group) with prescribed local behavior (the homomorphism
and the Lipschitz function are locally equivalent). That the family of polynomials on paths space is
stable under the signature mapping is based on algebraic properties of the group — the existence of the
mapping I in Condition 25. The cocyclic one-form associated with the signature is simple: β (a, b) = b,
∀a, b ∈ G, so β (a, b)β (ab, c) = bc = β (a, bc), ∀a, b, c ∈ G. The equality (1.12) is hence a synthesis
of Chen’s identity about changing the reference point of a polynomial and the stability of polynomials
under the signature mapping, encodes the change of a cocyclic one-form under the change of the base
group-valued path, and is a transitive property (see also Proposition 40).
The following diagram illustrates the relationship between paths and one-forms:
C
(
[0, T ] , G(n)(V)
)
∋ gn + β ∈ C
(
[0, T ] , B
(
G(n)(V), G(n)(U)
))
C([0, T ] , G(n
2)(V)) ∋ gn
2
+ P ∈ B(G(n
2)(V), G(n)(U))
C ([0, T ] ,V) ∋ x + p ∈ C (V , L (V ,U))
signatureprojection
truncation extension
The lower half-diagram summarizes the polynomial one-form and the polynomial cocyclic one-form
we discussed above. Suppose x is a continuous bounded variation path on [0, T ] taking values in V and
p ∈ C (V , L (V ,U)) is a polynomial one-form. For integer n ≥ 1, we can enhance x to its step-n2 signature
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gn
2
, which is a continuous path taking values in the step-n2 free nilpotent Lie group G(n
2) (V). (We put
a dashed arrow because, when x is less regular, e.g. a Brownian sample path, the enhancement exists
but may not be unique, see [24].) We can define the polynomial cocyclic one-form P associated with p
on G(n
2) (V) taking values in G(n) (U) as in (1.5). Then based on (1.11),
P
(
gn
2
s , g
n2
s,t
)
= Sn
(∫ ·
0
p (xu) dxu
)
s,t
, ∀0 ≤ s < t ≤ T . (1.13)
The upper half-diagram is about truncation and keeping the homogeneity of the degree of the groups
so that it would not explode after several compositions. The lifting to degree-n2 is necessary to keep a
closed expression: although polynomials on paths space form an algebra, polynomials of a specific degree
do not form one — the degree-n polynomial of a degree-n polynomial is a degree-n2 polynomial. If we
would like to define a one-form on G(n) (V) (instead of G(n
2) (V)), we can truncate gn
2
to gn, and define
β based on the truncation of P as a time-varying cocyclic one-form on G(n)(V) (see Corollary 43). When
gn is of finite p-variation for some [p] ≤ n, β is integrable against gn and satisfies∫ t
s
βu (g
n
u) dg
n
u = P
(
gn
2
s , g
n2
s,t
)
, ∀0 ≤ s < t ≤ T . (1.14)
Due to the truncation of higher leveled terms, the β here is no longer a constant cocyclic one-form as P
is, and the equality (1.14) follows from the comparison of local expansions. Actually there is no canonical
way of enhancing a polynomial one-form to a cocyclic one-form, and one could as well define the cocyclic
one-form obtained after truncation as the polynomial cocyclic one-form (denoted by P ′). Then the
homogeneity of the group is preserved, and βt is a continuous path taking values in polynomial cocyclic
one-forms in the form of P ′. In that case, the equality (1.13) (with P (gn
2
s , g
n2
s,t) replaced by P
′(gns , g
n
s,t))
holds not exactly but approximately with a small error which will disappear in the process of integration,
and the equality
∫ t
s
βu (g
n
u) dg
n
u = Sn
(∫ ·
0
p (xu) dxu
)
s,t
still holds. The arrow from gn to gn
2
is about the
extension theorem (Theorem 22). Indeed, if gn is of finite p-variation for some [p] ≤ n, then there exists
a unique gn
2
which extends gn, and gn
2
can be represented as the integral of a slow-varying cocyclic
one-form against gn.
By lifting a polynomial one-form on a Banach space to a polynomial cocyclic one-form on the cor-
responding nilpotent Lie group, we linearize the one-form by working with a larger affine space. The
enlargement of the space is sufficient and necessary for developing robust calculus for paths of low regu-
larity. More importantly, we view polynomial one-forms, which are by no means closed one-forms in the
classical sense, as closed one-forms on the lifted group (see (1.13)). The closedness of the one-forms relies
on the stability of polynomials on paths space, and ultimately on the algebraic structure of the group.
The closedness of the one-forms makes the analysis considerably simpler because the integration of a
closed one-form puts little restriction on the path. As in the classical integration, where we implicitly
work with slowly-varying constant one-forms, we can develop integration of one-forms on a group by
slowly-varying the closed (cocyclic) one-forms on the group. In light of the nice approximating proper-
ties of polynomials, by slowly-varying the polynomial one-form and by taking closure of the polynomial
one-forms w.r.t. an appropriate norm, we can work with a large family of one-forms (e.g. Lipschitz
one-forms as in Corollary 43 and time-varying Lipschitz one-forms as in Remark 44).
1.3 Time-varying cocyclic one-forms
As we suggested before, the integration of time-varying cocyclic one-forms reduces to the integration
of closed one-forms together with pasting closed one-forms in a consistent way. Before proceeding to
the definition of the integral, we take a look at a little lemma, which shares the same spirit with our
group-valued integration.
Definition 4 (Finite Partition) D = {tk}
n
k=0 is a finite partition of [0, T ], if 0 = t0 < t1 < · · · <
tn = T . We denote |D| := maxk |tk+1 − tk|.
Lemma 5 For a differentiable manifold M , we suppose x is a continuous path on [0, T ] taking values in
M , and α is a path on [0, T ] taking values in real-valued closed one-forms on M . If there exists θ > 1
such that ∣∣∣∣
∫ t
u
(αs − αu) (xr) dxr
∣∣∣∣ ≤ |t− s|θ , ∀0 ≤ s < u < t ≤ T , (1.15)
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then the integral defined by
∫ T
0
αr (xr) dxr := lim
|D|→0,D={tk}
n
k=0⊂[s,t]
n−1∑
k=0
∫ tk+1
tk
αtk (xr) dxr, ∀0 ≤ s < t ≤ T , (1.16)
exists, and satisfies, for some constant Cθ > 0,∣∣∣∣
∫ t
s
(αr − αs) (xr) dxr
∣∣∣∣ ≤ Cθ |t− s|θ , ∀0 ≤ s < t ≤ T . (1.17)
For each u ∈ [0, T ], αu is a closed one-form, so the integral of αu against any continuous path on
M is simple and only depends on end points of the path. The compensated regularity condition (1.15)
between paths α and x guarantees that we can change from αs to αu at xu without a big error. Then, as
in the case of Young integral [31], we can sequentially remove partition points and the integral exists with
the local estimate (1.17). The idea is the same if we try to integrate a slow-varying cocyclic one-form
against a group-valued path, because cocyclic one-forms are closed one-forms on a group.
Suppose g is a continuous path on [0, T ] taking values in group G, and β is a time-varying cocyclic
one-form (or say, a continuous path taking values in cocyclic one-forms on G).
Definition 6 (Integral) Let g ∈ C ([0, T ] ,G) and β ∈ C ([0, T ] , B (G,H)). If the limit exists
lim
|D|→0,D={tk}
n
k=0⊂[0,T ]
β0 (g0, g0,t1) βt1 (gt1 , gt1,t2) · · ·βtn−1
(
gtn−1 , gtn−1,T
)
, with gs,t := g
−1
s gt, (1.18)
then we define the limit to be the integral
∫ T
0 βu (gu) dgu.
For each u ∈ [0, T ], βu is a cocyclic one-form. The integral of βu against any continuous path g
only depends on the end points, and satisfies
∫ t
s
βu (gr) dgr = βu (gs, gs,t), ∀s < t. Hence, (1.18) can be
rewritten as
lim
|D|→0,D={tk}
n
k=0⊂[0,T ]
∫ t1
0 β0 (gu) dgu
∫ t2
t1
βt1 (gu) dgu · · ·
∫ T
tn−1
βtn−1 (gu) dgu,
which is similar to (1.16). The proof of the existence of the integral is also similar. We will assume a
generalized Young condition (Condition 14), and get a local estimate in the form of (1.17) (Theorem 15).
Since cocyclic one-forms take values in another Banach algebra, if we integrate a time-varying cocyclic
one-form, we would need some graded structure of the target Banach algebra for the integral to make
sense (specified in Section 2.1, see [9] for a general condition for the limit to exist) and these assumptions
set out the basis on which dominated paths are defined. In particular, we assume that the Banach algebra
coincides with R⊕ V ⊕ · · · ⊕ V⊗n as a Banach space and that the multiplication in the Banach algebra
is induced by the comultiplication of a family of graded projective mappings. Since a Banach space
can be canonically embedded in a graded Banach algebra, our formulation includes Banach-space valued
one-forms as special cases (e.g. dominated paths as in Definition 28). For polynomial cocyclic one-forms,
we can vary it with time to incorporate Lipschitz one-forms as in [25] (Corollary 43) and also incorporate
time-varying Lipschitz one-forms (Remark 44). In particular, the rough integral
∫
u∈[s,t] α (Xu, u)dXu
with an inhomogeneous degree of smoothness assumption on α can be treated as a special example of
integrating time-varying Lipschitz one-forms (Remark 45).
In proving the existence of the integral and in defining the dominated paths, we would need to compare
cocyclic one-forms. Suppose that we want to switch from one one-form to another at a point (say a).
Since they are cocyclic, if they are close at a, then they will be close on the whole group pointwisely (by
which we mean that if a sequence of cocyclic one-forms converge at a specific point then they converge
on the whole group pointwisely). However, if we want to identify a fairly sharp regularity condition on
the one-forms to integrate against a given group-valued path, then it is reasonable to compare these
two one-forms only around a, because the difference between two one-forms will propagate based on the
structure of the group. Take the polynomial one-form as an example. Suppose p and q are two degree
(n− 1) polynomial one-forms, which are close at 0. Then for l = 0, 1, . . . , n− 1,
(
Dlp
)
(z)−
(
Dlq
)
(z) =
n−1−l∑
k=0
((
Dl+kp
)
(0)−
(
Dl+kq
)
(0)
) z⊗k
k!
, ∀z ∈ V . (1.19)
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For z ∈ V satisfying δ ≤ ‖z‖ ≤ δ−1 for some δ ∈ (0, 1), based on the expression (1.19), we have
the estimate ||(Dlp) (z)− (Dlq) (z) || . maxn−1−lk=0 ||(D
l+kp) (0)− (Dl+kq) (0) || (rather than ||(Dlp) (z)−
(Dlq) (z) || . ||(Dlp) (0)− (Dlq) (0) ||). In the theory of rough paths we use an inhomogeneous distance
between two one-forms to compensate the inhomogeneous norm on the group where the paths live.
Based on (1.19), this inhomogeneous distance will not be preserved if we compare these two one-forms
at a point that is far from our reference point. Hence, we compare these two one-forms around a as
two continuous linear operators on a graded Banach-space, equipped with an inhomogeneous norm. In
fact, the definition of the norm (homogeneous or inhomogeneous) is not essential in the construction of
integral. As long as the two paths — one takes values in one-forms and the other takes values in the
group — satisfy a compensated regularity condition (Condition 14), the integral is well-defined and is
reduced to an analogue of the classical Young integral.
We introduce cocyclic one-forms as a family of closed one-forms on a topological group, and recast the
integration in the theory of rough paths as an example of integrating a time-varying cocyclic one-form
against a group-valued path. Under a compensated regularity condition between the one-form and the
path, the integral exists, and the indefinite integral obtained is another group-valued path. The integral
recovers and extends the theories of integration for geometric rough paths and for branched rough paths
[25, 14, 15]. As an application, we prove the extension theorem that there exists a unique extension of
a given group-valued path of finite p-variation, and we represent the extended path as the integral of a
time-varying cocyclic one-form against the original group-valued path.
For a group-valued path, we define dominated paths as a family of Banach-space valued paths that
can be represented as integrals of time-varying cocyclic one-forms against the given group-valued path.
Under some structural assumptions on the group, the set of dominated paths is both a linear space and
an algebra, has a canonical enhancement to a group-valued path, is stable under composition with regular
functions and satisfies a transitive property. There are minor differences between dominated paths and
controlled paths as defined in [14, 15]. Some discussion about their relationship can be found in Section
3.3. In particular, dominated paths are defined from and determined by one-forms, and problems about
dominated paths can be reformulated in terms of one-forms. Working with one-forms has the benefit
that basic operations (iterated integration, multiplication, composition, transitivity) are continuous in the
space of one-forms (Section 4). For example, the solution to a rough differential equation can equally be
formulated as a fixed point problem in the space of integrable one-forms. The enhancement into a group-
valued path is a continuous operation in the space of one-forms (based on (4.2) (4.10)) and integration
is a continuous operation from one-forms to paths (based on (3.13)), so if the one-forms associated with
a sequence of dominated paths converge then their group-valued enhancements also converge. In [27],
we give an accessible overview of the one-form approach developed here. As an application, we extend
an argument of Schwartz [29] to rough differential equations, and give a short proof of the global unique
existence and continuity of the solution by using one-forms.
2 Construction of the integral
Recall in Definition 1 that β ∈ C (G, L (A,B)) is called a cocyclic one-form if there exists a topological
group H in B such that β (a, b) ∈ H, ∀a, b ∈ G, and
β (a, bc) = β (a, b)β (ab, c) , ∀a, b, c ∈ G. (2.1)
Based on (2.1), we have β (a, 1G) = 1H, ∀a ∈ G, and β (a, b)
−1 = β
(
ab, b−1
)
, ∀a, b ∈ G. Moreover, the
one-form at a ∈ G only depends on the one-form at 1G and the structure of the group:
β (a, b) = β (1G , a)
−1
β (1G , ab) , ∀a, b ∈ G.
The cocyclic one-form is a purely algebraic object; and the topology is coming in when we want to vary
it with time.
Proposition 7 Let β ∈ C (G, L (A,B)). Then β is a cocyclic one-form if and only if there exist a
topological group H in B and α ∈ L (A,B) satisfying α (G) ⊆ H, such that
β (a, b) = α (a)−1 α (ab) , ∀a, b ∈ G.
Proof. ⇐ is clear. For ⇒, set α (b) := β (1G , b), ∀b ∈ G. Then β (a, b) = β (1G , a)
−1 β (1G , ab) =
α (a)
−1
α (ab), ∀a, b ∈ G.
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Proposition 7 is simple, but is useful for constructing a cocyclic one-form.
Recall the definition of the integral in Definition 6, i.e. for β ∈ C ([0, T ] , B (G)) and g ∈ C ([0, T ] ,G),∫ t
s
βu (gu) dgu := lim
|D|→0,D={tk}
n
k=0⊂[s,t]
β0 (g0, g0,t1) βt1 (gt1 , gt1,t2) · · ·βtn−1
(
gtn−1 , gtn−1,t
)
, ∀s < t,
(2.2)
provided the limit exists. When β ∈ C ([0, T ] , B (G)) is a constant cocyclic one-form, i.e. βt ≡ β0 ∈
B (G), we know how to integrate β against g ∈ C ([0, T ] ,G), because based on the cocyclic property in
(2.1) and the definition of integral in (2.2),∫ t
s
βu (gu) dgu =
∫ t
s
β0 (gu) dgu = β0 (gs, gs,t) , ∀s < t.
Then, when t 7→ βt varies slowly (to be quantified), the integral of β against g should still exist. In
that case, the behavior of βt will depend on the behavior of gt. In particular, if gt ≡ g0, then for any
β : [0, T ] → B (G,H), we have
∫ T
0 βu (gu) dgu = 1H (based on the definition of integral and using that
βs (a, 1G) = 1H, ∀a ∈ G, ∀s). More generally, when β and g have compensated regularities, the integral∫
β (g)dg exists. We give a sufficient condition in Condition 14.
2.1 Algebraic assumptions
The algebraic structure formulated in this section will be assumed throughout the paper. Our structure
is similar to that used in [25, 23, 26, 14, 15].
Following Def 1.25 [26], we equip the tensor powers of V with admissible norms.
Definition 8 (Admissible Norms) Let V be a Banach space. We say the tensor powers of V are
equipped with admissible norms, if the following conditions hold (Sym (k) denotes the symmetric group
of degree k)
‖̺v‖ = ‖v‖ , ∀v ∈ V⊗k, ∀̺ ∈ Sym (k) ,
‖u⊗ v‖ = ‖u‖ ‖v‖ , ∀u ∈ V⊗k, ∀v ∈ V⊗j.
Notation 9 (Triple (T (n) (V) ,Gn,Pn))
(1) We assume that T (n) (V) is a unital associative Banach algebra, which, as a Banach space,
coincides with R⊕ V ⊕ · · · ⊕ V⊗n with the norm (πk denotes the projection to V
⊗k)
‖v‖ :=
∑n
k=0 ‖πk (v)‖ , ∀v ∈ T
(n) (V) .
(2) The multiplication on T (n) (V) is induced by the comultiplication on a finite set of graded projective
mappings:
Pn=
{
σ|σ ∈ L
(
T (n) (V) ,V⊗|σ|
)
, |σ| = 0, 1, . . . , n
}
.
More specifically,
(2.a) If we denote by σ0 the projection of T
(n) (V) to R, then σ0 ∈ Pn.
(2.b) Each σ ∈ Pn is a continuous linear mapping satisfying σ ◦ σ = σ, and a =
∑
σ∈Pn
σ (a) for any
a ∈ T (n) (V).
(2.c) Let △ : Pn → Pn ⊗ Pn denote the comultiplication on Pn. Then
△σ0 = σ0 ⊗ σ0 .
For any σ ∈ Pn, |σ| ≥ 1, there exist an integer N (σ) and
{
σj,i|j = 1, 2, i = 1, . . . , N (σ)
}
⊆ Pn,
∣∣σj,i∣∣ ≥
1,
∣∣σ1,i∣∣+ ∣∣σ2,i∣∣ = |σ|, ∀i, such that
△ σ = σ ⊗ σ0 + σ0 ⊗ σ +
∑N(σ)
i=1 σ
1,i ⊗ σ2,i . (2.3)
When |σ| = 1, we set N (σ) = 0 and △σ = σ ⊗ σ0 + σ0 ⊗ σ.
(2.d) The multiplication on T (n) (V) is induced by the comultiplication on Pn, i.e. for any a, b ∈
T (n) (V),
σ0 (ab) = σ0 (a)σ0 (b) ,
σ (ab) = σ (a)σ0 (b) + σ0 (a)σ (b) +
∑N(σ)
i=1 σ
1,i (a)⊗ σ2,i (b) , σ ∈ Pn, |σ| ≥ 1. (2.4)
(3) Gn is a closed connected topological group in T
(n) (V) satisfying σ0 (a) = 1 for any a ∈ Gn.
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We assume that Gn and T
(n) (V) have consistent unit, multiplication and topology, but Gn may be
equipped with a different norm.
Notation 10 (Consistent Triples) We say that {(T (n) (V) ,Gn,Pn)}
∞
n=0 is a consistent family, if
(1) Each (T (n) (V) ,Gn,Pn) is a triple as in Notation 9.
(2) For m ≥ n ≥ 1, Pn = {σ|σ ∈ Pm, |σ| ≤ n}, and the mapping 1n : T
(m) (V)→ T (n) (V) defined by
1n (a) =
∑
σ∈Pn
σ (a), ∀a ∈ T (m) (V), is an algebra homomorphism, and induces a group homomorphism
from Gm to Gn satisfying 1n (Gm) = Gn.
With N (σ) in (2.3), we denote the the integer
N (n) := (#Pn) ∨ (maxσ∈Pn N (σ)) . (2.5)
The nilpotent Lie group and Butcher group are the two main examples in this paper.
Example 11 (Nilpotent Lie Group) Let Gn be the step-n nilpotent Lie group over Banach space V.
Then Pn is the set of projective mappings {πk}
n
k=0 with πk denoting the projection of T
(n) (V) to V⊗k
and △πk =
∑k
j=0 πj ⊗ πk−j , k = 0, 1, . . . , n. In this case, a ∈ Gn if and only if
logn (a) :=
∑n
k=1 (−1)
k+1 1
k
(a− 1)
k
∈ V ⊕ [V ,V ]⊕ [V , [V ,V ] ]⊕ · · · ⊕ [V , · · · [V ,V
n︷︸︸︷
] · · · ],
where the multiplication in (a− 1)k is in T (n) (V) and [V , · · · [V ,V
k︷︸︸︷
] · · · ] is the subspace of V⊗k spanned
by [v1, · · · , [vk−1, vk]], vi ∈ V, i = 1, . . . , k , with [u, v] := u⊗ v − v ⊗ u.
Based on a classical theorem in free Lie algebras (Theorem 3.2 [28]), the nilpotent Lie group can be
equivalently characterized by using the shuffle product (as exploited in [26]).
Example 12 (Butcher Group) Let Gn be the Butcher group over R
d. Then Pn = {σ| |σ| ≤ n} is the
set of labelled forests of degree less or equal to n, and △ is the comultiplication in Connes-Kreimer Hopf
algebra. In particular, for a labelled tree τ ,
△τ = 1⊗ τ + τ ⊗ 1 +
∑
c P
c (τ )⊗Rc (τ ) ,
where the sum is over all non-trivial admissible cuts of τ . For a labelled forest τ1τ2 · · · τn, where τ i are
labelled trees, we have
△ (τ1τ2 · · · τn) = △τ1 △ τ2 · · · △ τn.
In this case, a ∈ Gn if and only if
(σ1σ2) (a) = σ1 (a)σ2 (a) , ∀σi ∈ Pn, |σ1|+ |σ2| ≤ n. (2.6)
For more detailed explanations and concrete examples, please refer to [6] and [15].
When Gn is the Butcher group, for a ∈ Gn and σ ∈ Pn, instead of σ (a) ∈ (R
d)⊗|σ|, we assume σ (a) ∈
R, σ (a) eσ ∈ (R
d)⊗|σ| and a =
∑
σ∈Pn
σ (a) eσ (with eσ denotes the tensor coordinate corresponding to
σ). In this case, all the components in σ (ab) = σ (a)σ0 (b) + σ0 (a)σ (b) +
∑N(σ)
i=1 σ
1,i (a)σ2,i (b) and
(σ1σ2) (a) = σ1 (a)σ2 (a) are real numbers.
2.2 Existence of the integral
Definition 13 (Control) The function ω : 0 ≤ s ≤ t ≤ T → R+ is called a control if ω is continuous,
vanishes on the diagonal {(s, t)|0 ≤ s = t ≤ T } and is super-additive: ω (s, u) + ω (u, t) ≤ ω (s, t),
∀0 ≤ s ≤ u ≤ t ≤ T .
Recall the triple
(
T (n) (V) ,Gn,Pn
)
in Notation 9 with the structural constant N (n) defined in (2.5).
Assume B is a Banach algebra and H is a topological group in B. (We do not assume that B and H
satisfy the conditions in Section 2.1.) Recall the notation of cocyclic one-forms B (H,Gn) as in Definition
1. Based on Definition 6, the integral of β ∈ C ([0, T ] , B (H,Gn)) against g ∈ C ([0, T ] ,H) is defined by∫ T
0 βu (gu) dgu := lim|D|→0,D={tk}nk=0⊂[0,T ]
β0 (g0, g0,t1) βt1 (gt1 , gt1,t2) · · ·βtn−1
(
gtn−1 , gtn−1,T
)
,
provided the limit exists.
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Condition 14 (Integrable Condition) Let g ∈ C ([0, T ] ,H) and β ∈ C ([0, T ] , B (H,Gn)). Then g
and β are said to satisfy the integrable condition, if there exist M > 0, control ω and θ > 1 such that
max
σ∈Pn
sup
0≤s<t≤T
‖σ (βs (gs, gs,t))‖ ≤M , (2.7)
max
σ∈Pn
‖σ ((βu − βs) (gu, gu,t))‖ ≤ ω (s, t)
θ
, ∀0 ≤ s < u < t ≤ T . (2.8)
The proof of Theorem 15 is in the spirit of Young [31] and Lyons [25]. In [9] the authors proved the
existence of a unique multiplicative function for every almost multiplicative function taking values in an
associative monoide using dyadic partitions, giving an estimate that is a generalization of (2.9).
Theorem 15 (Existence of Integral) Suppose g ∈ C ([0, T ] ,H) and β ∈ C ([0, T ] , B (H,Gn)) satisfy
Condition 14. Then
∫ ·
0 βu (gu) dgu ∈ C ([0, T ] ,Gn) exists, and there exists a constant Cn,θ,M,ω(0,T ), such
that
max
σ∈Pn
∥∥∥∥σ
(∫ t
s
βu (gu) dgu
)
− σ (βs (gs, gs,t))
∥∥∥∥ ≤ Cn,θ,M,ω(0,T )ω (s, t)θ , ∀0 ≤ s < t ≤ T . (2.9)
Remark 16 Condition (2.8) is a generalized Young’s condition [31], representing the compensated reg-
ularity between β and g.
Remark 17 The integral
∫
β (g) dg is continuous in the norm
max
σ∈Pn
sup
0≤s<t≤T
‖σ (βs (gs, gs,t))‖+ max
σ∈Pn
sup
0≤s<u<t≤T
‖σ ((βu − βs) (gu, gu,t))‖
ω (s, t)
θ
.
Proof. We first prove a uniform bound over all finite partitions. Then we prove the limit exists.
Since β ∈ C ([0, T ] , B (H,Gn)) and σ0 (Gn) = 1, we have
σ0 (βs (a, b)) = 1, ∀a, b ∈ H, ∀s ∈ [0, T ] . (2.10)
For [s, t] ⊆ [0, T ] and finite partition D = {tj}
l
j=0 of [s, t], i.e. s = t0 < t1 < · · · < tl = t, we denote
βDtj1 ,tj2 := βtj1
(
gtj1 , gtj1 ,tj1+1
)
· · ·βtj2−1
(
gtj2−1 , gtj2−1,tj2
)
, ∀0 ≤ j1 ≤ j2 ≤ l.
By using mathematical induction, we first prove that
max
σ∈Pn
sup
D,D⊂[s,t]
∥∥∥σ (βDs,t)− σ (βs (gs, gs,t))∥∥∥ ≤ Cn,θ,M,ω(0,T )ω (s, t)θ , ∀0 ≤ s < t ≤ T . (2.11)
Using (2.10), (2.11) holds for σ0. Suppose (2.11) holds for {σ| |σ| ≤ k, σ ∈ Pn} for some k = 0, 1, . . . , n−1.
Then, using (2.7), we have
Mk := max
|σ|≤k,σ∈Pn
sup
0≤s<t≤T
sup
D,D⊂[s,t]
∥∥∥σ (βDs,t)∥∥∥ ≤ Cn,θ,M,ω(0,T ). (2.12)
Fix σ ∈ Pn, |σ| = k+ 1, [s, t] ⊆ [0, T ] and a finite partition D = {tj}
l
j=0 ⊂ [s, t]. By using that βtj−1
is a cocyclic one-form, we have
βDs,t − β
D\{tj}
s,t = β
D
s,tj
(
βtj − βtj−1
) (
gtj , gtj ,tj+1
)
βDtj+1,t .
The multiplication on Gn is induced by the comultiplication on Pn. Then with Id denoting the identity
function on Pn, if
((△⊗ Id) ◦ △)σ =
∑
i σ
1,i ⊗ σ2,i ⊗ σ3,i, (2.13)
then
σ
(
βDs,t
)
− σ
(
β
D\{tj}
s,t
)
=
∑
i,|σ2,i|≥1
σ1,i
(
βDs,tj
)
⊗ σ2,i
((
βtj − βtj−1
) (
gtj , gtj ,tj+1
))
⊗ σ3,i
(
βDtj+1,t
)
,
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where
∣∣σ2,i∣∣ ≥ 1 because σ0((βtj − βtj−1 )(gtj , gtj ,tj+1)) = 0. Since ∣∣σ1,i∣∣ + ∣∣σ2,i∣∣ + ∣∣σ3,i∣∣ = |σ|, ∀i, and∣∣σ2,i∣∣ ≥ 1, we have ∣∣σ1,i∣∣ ∨ ∣∣σ3,i∣∣ ≤ |σ| − 1 = k. Using the definition of N (n) in (2.5) and the inductive
hypothesis (2.12), we have, for |σ| = k + 1,∥∥∥σ (βDs,t)− σ (βD\{tj}s,t )∥∥∥ ≤ CnM2k max
|σ′|≤k+1,σ′∈Pn
∥∥∥σ′ ((βtj − βtj−1) (gtj , gtj ,tj+1))∥∥∥
≤ Cn,θ,M,ω(0,T ) max
|σ′|≤k+1,σ′∈Pn
∥∥∥σ′ ((βtj − βtj−1) (gtj , gtj ,tj+1))∥∥∥ .
Then, combined with (2.8), we have∥∥∥σ (βDs,t)− σ (βD\{tj}s,t )∥∥∥ ≤ Cn,θ,M,ω(0,T )ω (tj−1, tj+1)θ .
For finite partition D = {tj}
l
k=0 of [s, t], (as in Theorem 1.16 [26]) we select an interval [tj−1, tj+1] that
satisfies
ω (tj−1, tj+1) ≤
2
l− 1
ω (s, t) . (2.14)
By recursively removing partition point tj that satisfies (2.14) (removing the middle point when l = 2),
we have ∥∥∥σ (βDs,t)− σ (βs (gs, gs,t))∥∥∥ ≤ 2θζ (θ)Cn,θ,M,ω(0,T )ω (s, t)θ = Cn,θ,M,ω(0,T )ω (s, t)θ .
Hence, (2.11) holds for σ ∈ Pn, |σ| = k + 1, and the induction is complete.
As a consequence, we have
Mn := max
σ∈Pn
sup
0≤s<t≤T
sup
D,D⊂[s,t]
∥∥∥σ (βDs,t)∥∥∥ ≤ Cn,θ,M,ω(0,T ). (2.15)
Then we prove the existence of lim|D|→0,D⊂[s,t] β
D
s,t. If the limit exists, then (2.9) holds based on
(2.11). Suppose D′ = {sw} ⊂ [s, t] is a refinement of D = {tj}
l
j=0 ⊂ [s, t] i.e. for j = 0, 1, . . . , l,
there exists wj such that swj = tj . Similar as above, for σ ∈ Pn, using the linearity of σ and the
comultiplication of σ as in (2.13), we have
σ
(
βDs,t
)
− σ
(
βD
′
s,t
)
=
∑l−1
j=0 σ
(
βDs,tj
(
βDtj ,tj+1 − β
D′
tj ,tj+1
)
βD
′
tj+1,t
)
=
∑l−1
j=0
∑
i,|σ2,i|≥1 σ
1,i
(
βDs,tj
)
σ2,i
(
βDtj ,tj+1 − β
D′
tj ,tj+1
)
σ3,i
(
βD
′
tj+1,t
)
.
Then, using the definition of N (n) in (2.5) and the definition of Mn in (2.15), together with the estimate
in (2.11), we have (since βDtj ,tj+1 = βtj
(
gtj , gtj ,tj+1
)
, ∀j)
∥∥∥σ (βDs,t)− σ (βD′s,t)∥∥∥ ≤ CnM2n∑l−1j=0 max
σ′∈Pn
∥∥∥σ′ (βtj (gtj , gtj,tj+1))− σ′ (βD′tj ,tj+1)∥∥∥
≤ Cn,θ,M,ω(0,T )
∑l−1
j=0 ω (tj , tj+1)
θ ≤ Cn,θ,M,ω(0,T ) sup
|v−u|≤|D|
ω (u, v)θ−1 .
For two general partitions D and D˜ of [s, t], we have∥∥∥σ (βDs,t) − σ (βD˜s,t)∥∥∥ ≤ ∥∥∥σ (βDs,t)− σ (βD∪D˜s,t )∥∥∥+ ∥∥∥σ (βD˜s,t)− σ (βD∪D˜s,t )∥∥∥
≤ Cn,θ,M,ω(0,T ) sup
|v−u|≤(|D|∨|D˜|)
ω (u, v)
θ−1
.
Since θ > 1, we have that ∫ t
s
βu (gu) dgu := lim
|D|→0,D⊂[s,t]
βDs,t exists.
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2.3 Extension theorem
As an application of the integration constructed in Section 2.2, we prove the extension theorem (as in
Theorem 2.2.1 [25], Proposition 9 [14] and Theorem 7.3 [15]). We represent the extended group-valued
path as the integral of a time-varying cocyclic one-form against the original group-value path.
Recall the consistent family of triples {(T (n) (V) ,Gn,Pn)}
∞
n=0 in Notation 10 and that σ0 ∈ Pn
denotes the projection of T (n) (V) to R.
Notation 18 (Group Tn) For integer n ≥ 0, we denote by Tn the closed topological group in T
(n) (V)
consisting all a ∈ T (n) (V) satisfying σ0 (a) = 1.
For a ∈ Tn, we define a
−1 as the algebraic polynomial 1 +
∑n
k=1 (−1)
k
(a− 1)
k
, where the multipli-
cation in (a− 1)
k
is in the algebra T (n) (V). Since we assumed that Gn is closed and σ0 (Gn) = 1, Gn is
a closed subgroup of Tn.
Notation 19 (‖g‖p−var,[0,T ]) We equip Tn (so Gn) with the norm
|a| :=
∑
σ∈Pn,|σ|≥1
‖σ (a)‖
1
|σ| , ∀a ∈ Tn. (2.16)
For p ≥ 1 and g ∈ C ([0, T ] , Tn), we define the p-variation of g by
‖g‖p−var,[0,T ] := sup
D,D⊂[0,T ]
(∑
k,tk∈D
∣∣gtk,tk+1∣∣p) 1p , gs,t := g−1s gt.
Notation 20 (Cp−var ([0, T ] , Tn)) We denote the set of continuous paths of finite p-variation on [0, T ]
taking values in Tn by C
p−var ([0, T ] , Tn) (similarly denote C
p−var ([0, T ] ,Gn)).
Let m ≥ n ≥ 1 be integers. We recall the algebra homomorphism 1n from T
(m) (V) to T (n) (V) in
Notation 10 defined by 1n (a) =
∑
σ∈Pn
σ (a), ∀a ∈ T (m) (V). The algebra homomorphism 1n induces
a group homomorphism from Gm to Gn that satisfies 1n (Gm) = Gn. For p ≥ 1, [p] denotes the largest
integer that is less or equal to p.
Let g ∈ Cp−var
(
[0, T ] ,G[p]
)
and integer n ≥ [p] + 1. We prove that the step-n extension of g exists
uniquely and can be represented as the integral of a slow-varying cocyclic one-form against g. In general
the extended path lives in Tn but not in Gn. To guarantee that the extended path takes values in Gn,
we further assume that Gn is “ large ” enough to accommodate the extended path. More specifically, we
assume that
Condition 21 For any integer n ≥ 1, there exists a constant Cn > 0 such that, for any a ∈ Gn there
exists a˜ ∈ Gn+1 satisfying 1n (a˜) = a and |a˜| ≤ Cn |a| (with |·| defined in (2.16)).
Suppose a ∈ Gn. When Gn is the step-n nilpotent Lie group, we can let a˜ := expn+1 (logn a) with
log and exp defined by algebraic series and the lower index n indicates the level of truncation. When
Gn is the step-n Butcher group with P
′
n = {τ | |τ | ≤ n} denoting the set of labelled trees of degree less
or equal to n, we can let a˜ := a+
∑n+1
k=2
∑
τi∈P′n,|τ1|+···+|τk|=n+1
τ1 (a) · · · τk (a) eτ1 ⊗ · · · ⊗ eτk with eτi
denoting the tensor coordinate corresponding to τ i. Then it can be checked that, Condition 21 holds in
both cases.
Theorem 22 (Extension) Let p ≥ 1 be a real number. For g ∈ Cp−var
(
[0, T ] , T[p]
)
and integer
n ≥ [p] + 1, there exists a unique gn ∈ Cp−var ([0, T ] , Tn) satisfying g
n
0 = 1 ∈ Tn and 1[p] (g
n
t ) = g0,t,
∀t ∈ [0, T ]. Moreover, there exists β ∈ C
(
[0, T ] , B
(
T[p], Tn
))
such that β and g satisfy the integrable
condition (Condition 14) and
gnt =
∫ t
0
βu (gu) dgu, ∀t ∈ [0, T ] .
There exists a constant Cn,p (which only depends on n and p) such that
‖gn‖p−var,[s,t] ≤ Cn,p ‖g‖p−var,[s,t] , ∀0 ≤ s ≤ t ≤ T . (2.17)
If we further assume that g takes values in G[p] and Condition 21 holds, then g
n takes value in Gn.
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Proof. Uniqueness. Suppose h1 and h2 are two extensions of g in Tn with finite p-variation. Then for
σ ∈ P[p], σ
(
h1
)
= σ
(
h2
)
. For σ ∈ Pn\P[p], if suppose ((△⊗ Id) ◦ △)σ =
∑
i σ
1,i ⊗ σ2,i ⊗ σ3,i, then∥∥σ (h1s,t)− σ (h2s,t)∥∥ (2.18)
≤ lim
|D|→0,D⊂[s,t]
∑
k,tk∈D
∑
i,|σ2,i|≥[p]+1
∥∥σ1,i (h1s,tk)∥∥ ∥∥∥σ2,i (h1tk,tk+1)− σ2,i (h2tk,tk+1)∥∥∥ ∥∥∥σ3,i (h2tk+1,t)∥∥∥
≤ Cn,p,‖h1‖p−var,[0,T ],‖h2‖p−var,[0,T ] lim|D|→0,D⊂[s,t]
∑
k,tk∈D
(∥∥h1∥∥[p]+1
p−var,[tk,tk+1]
+
∥∥h2∥∥[p]+1
p−var,[tk,tk+1]
)
= 0.
Existence. We prove by mathematical induction. Denote g[p] := g. For m = [p] , . . . , n−1, we assume
gm ∈ Cp−var ([0, T ] , Tm), which holds when m = [p], and define β
m ∈ C ([0, T ] , B (Tm, Tm+1)) by
βms (a, b) :=
(
1m
(
(gms )
−1
a
))−1
1m
(
(gms )
−1
ab
)
, ∀a, b ∈ Tm, ∀s ∈ [0, T ] ,
where we used the implicit identification of Tm as a subset of Tm+1, and all operations are in Tm+1 except
the multiplication between a and b is in Tm. (That β
m
s is a cocyclic one-form follows from Proposition
7.) For s < u < t, we have
(βmu − β
m
s )
(
gmu , g
m
u,t
)
= 1m
(
gmu,t
)
−
(
1m
(
gms,u
))−1
1m
(
gms,t
)
=
(
1m
(
gms,u
))−1 (
1m
(
gms,u
)
1m
(
gmu,t
)
− 1m
(
gms,t
))
=
(
1m
(
gms,u
))−1 (∑
σi∈P[p],|σ1|+|σ2|=m+1
σ1
(
gms,u
)
σ2
(
gmu,t
))
.
We assumed that gm is of finite p-variation. Then since βms
(
gms , g
m
s,t
)
= 1m
(
gms,t
)
, we have
max
σ∈Pm+1
sup
0≤s<t≤T
∥∥σ (βms (gms , gms,t))∥∥ ≤ 1 ∨ ‖gm‖mp−var,[0,T ] ,
max
σ∈Pm+1
∥∥σ ((βmu − βms ) (gmu , gmu,t))∥∥ ≤ Cm+1,‖gm‖p−var,[0,T ] ‖gm‖m+1p−var,[s,t] , ∀s < t.
Sincem+1 ≥ [p]+1 > p, (βm, gm) satisfies the integrable condition. Then by using that σ
(
βms
(
gms , g
m
s,t
))
equals σ(
∫ t
s
βmu (g
m
u ) dg
m
u ) when σ ∈ Pm and σ
(
βms
(
gms , g
m
s,t
))
equals zero when σ ∈ Pm+1\Pm, and
combined with the estimate of the integral in Theorem 15, we have
max
σ∈Pm+1\Pm
∥∥∥σ (∫ ts βmu (gmu ) dgmu )∥∥∥ = maxσ∈Pm+1
∥∥∥σ (∫ ts βmu (gmu ) dgmu ) − σ (βms (gms , gms,t))∥∥∥
≤ Cm+1,p,‖gm‖
p−var,[0,T ]
‖gm‖
m+1
p−var,[s,t] .
As a result, if we define
gm+1t :=
∫ t
0
βmu (g
m
u ) dg
m
u , t ∈ [0, T ] ,
then ∥∥gm+1∥∥
p−var,[0,T ]
≤ Cm+1,p,‖gm‖
p−var,[0,T ]
‖gm‖p−var,[0,T ]
which holds inductively for m = [p] , . . . , n − 1. Since the constant could be chosen to be monotone in
m+ 1 and ‖gm‖p−var,[0,T ], we have (with g
[p] := g)
‖gn‖p−var,[0,T ] ≤ Cn,p,‖g‖p−var,[0,T ] ‖g‖p−var,[0,T ] <∞. (2.19)
Since 1[p] (g
n) = 1[p]
(
gn−1
)
= · · · = g, gn is an extension of g in Tn. Combined with the uniqueness, g
n
is the unique step-n extension of g with finite p-variation.
Representation. Define β ∈ C
(
[0, T ] , B
(
T[p], Tn
))
by
βs (a, b) :=
(
1[p]
(
g−1s a
))−1
1[p]
(
g−1s ab
)
, ∀a, b ∈ T[p], ∀s ∈ [0, T ] .
As in the case of βm and gm, β is integrable against g, and the integral satisfies
max
σ∈Pn
∥∥∥σ (∫ ts βu (gu) dgu)− σ (gs,t)∥∥∥ ≤ Cn,p,‖g‖p−var,[0,T ] ‖g‖[p]+1p−var,[s,t] , ∀0 ≤ s ≤ t ≤ T . (2.20)
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By using 1[p]
(∫
β (g) dg
)
= 1[p] (g
n), using (2.20) and by following similar argument as in (2.18), we have
gnt =
∫ t
0
βu (gu) dgu, ∀t ∈ [0, T ] .
The constant in (2.19) can be chosen to be independent of ‖g‖p−var,[0,T ]. For c > 0, denote by δc the
dilation operator i.e. δca =
∑
σ c
|σ|σ (a). Without loss of generality, we assume ‖g‖p−var,[0,T ] > 0 and
denote c := ‖g‖
−1
p−var,[0,T ]. Then ‖δcg‖p−var,[0,T ] = 1, and for any s < t,
c
∥∥∥∥ ·∫
0
βu (gu) dgu
∥∥∥∥
p−var,[s,t]
=
∥∥∥∥δc
(
·∫
0
βu (gu) dgu
)∥∥∥∥
p−var,[s,t]
=
∥∥∥∥ ·∫
0
βu ((δcg)u) d (δcg)u
∥∥∥∥
p−var,[s,t]
≤ Cp,n ‖δcg‖p−var,[s,t] = cCp,n ‖g‖p−var,[s,t] ,
where we used the uniqueness of extension because 1[p]
(
δc
(∫
β (g) dg
))
= δcg = 1[p]
(∫
β (δcg) dδcg
)
.
Then we check that, when g ∈ Cp−var
(
[0, T ] ,G[p]
)
and Condition 21 holds,
∫
β (g) dg = gn takes
values in Gn. For m = [p] , . . . , n − 1, suppose that g
m takes values in Gm, which holds when m = [p].
Based on Condition 21, there exists a constant Cm > 0 such that for any 0 ≤ s < t ≤ T there exists
as,tm+1 ∈ Gm+1 such that
1m
(
as,tm+1
)
= gms,t and
∑
σ∈Pm+1\Pm
∥∥σ (as,tm+1)∥∥ ≤ Cm ‖gm‖m+1p−var,[s,t] .
Then we have (with multiplications in Tm+1)
||1m
(
gmt0,t1
)
· · · 1m
(
gmtl−1,tl
)
− at0,t1m+1a
t1,t2
m+1 · · · a
tl−1,tl
m+1 ||
=
∥∥∥∑l−1j=0∑σ∈Pm+1\Pm σ (atj ,tj+1)
∥∥∥ ≤ Cm∑l−1j=0 ‖gm‖m+1p−var,[tj ,tj+1]
≤ Cm ‖g‖
p
p−var,[0,T ] sup|v−u|≤|D| ‖g
m‖m+1−p
p−var,[u,v] → 0 as |D| → 0 (since m+ 1 ≥ [p] + 1 > p).
As a result,
gm+1t =
t∫
0
βmu (g
m
u ) dg
m
u = lim
|D|→0,D={tj}
l
j=0⊂[0,t]
1m
(
gmt0,t1
)
· · · 1m
(
gmtl−1,tl
)
= lim
|D|→0,D⊂[0,t]
at0,t1m+1a
t1,t2
m+1 · · · a
tl−1,tl
m+1 , ∀t ∈ [0, T ] .
Since as,tm+1 ∈ Gm+1 and Gm+1 is closed, g
m+1 takes values in Gm+1.
3 Dominated paths
Let V be a Banach space and suppose that (T (n)(V),Gn,Pn) is a triple as in Notation 9. For Banach
spaces E and F , let L(E,F ) denote the set of continuous linear mappings from E to F .
3.1 Structural assumptions on the group
Dominated paths are Banach-space valued paths that can be represented as integrals of time-varying
cocyclic one-forms against a given group-valued path. We would like the set of dominated paths to be
stable under some basic operations, which imposes some structural conditions on the group.
Condition 23 T (n) (V) is the smallest Banach space that includes Gn, in the sense that, for Banach
space U and α ∈ L
(
T (n) (V) ,U
)
, if α (g) = 0, ∀g ∈ Gn, then α (v) = 0, ∀v ∈ V
⊗k, k = 0, . . . , n.
Condition 24 For σi ∈ Pn, i = 1, . . . , k, satisfying |σ1| + |σ2| + · · · + |σk| ≤ n, there exists σ1 ∗ σ2 ∗
· · · ∗ σk ∈ L(V
⊗(|σ1|+···+|σk|),V⊗|σ1| ⊗ · · · ⊗ V⊗|σk|) such that
(σ1 ∗ σ2 ∗ · · · ∗ σk) (a) = σ1 (a)⊗ σ2 (a)⊗ · · · ⊗ σk (a) , ∀a ∈ Gn. (3.1)
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It is always possible to extend the algebra (and group) by adding in monomials of projective mappings
so that Condition 24 holds. The product ∗ induces a coproduct on the Banach algebra T (n) (V), and the
algebraic structure corresponds naturally to a Hopf algebra [15, 16].
We assume that T (n) (V)
⊗2
is another Banach algebra, equipped with an admissible norm (see Defi-
nition 8) and with a multiplication, which is a continuous bilinear operator from T (n) (V)
⊗2
×T (n) (V)
⊗2
to T (n) (V)
⊗2
satisfying
(a1 ⊗ b1) (a2 ⊗ b2) = (a1a2)⊗ (b1b2) , ∀ai, bi ∈ T
(n) (V) .
Condition 25 There exists a continuous linear mapping I from T (n) (V) to T (n) (V)
⊗2
satisfying
I (1) = I (V) = 0, I
(
V⊗k
)
⊆
∑
j1+j2=k,ji≥1
V⊗j1 ⊗ V⊗j2 , k = 2, . . . , n. (3.2)
In addition, let 1n,2 denote the projection of T
(n) (V)
⊗2
to
∑
j1+j2≤n,ji≥1
V⊗j1 ⊗ V⊗j2 , then
I (ab) = I (a) + 1n,2 ((a⊗ a) I (b)) + 1n,2 ((a− 1)⊗ (a (b − 1))) , ∀a, b ∈ Gn. (3.3)
For a potential choice of the mapping I, if for any g ∈ C ([0, T ] ,Gn), the “ formal ” integral
1n,2(
∫∫
0<u1<u2<T
δg0,u1 ⊗ δg0,u2)
is well-defined and can be represented as a universal continuous linear function of g0,T , then define
I (a) := 1n,2
(∫∫
0<u1<u2<T
δ (g0,u1)⊗ δ (g0,u2)
)
, g ∈ C ([0, T ] ,Gn) , g0,T = a, ∀a ∈ Gn, (3.4)
which extends linearly to T (n) (V). By “universal”, we mean that I is independent of the selection
of g and independent of a. In this formal definition, “ δ ” is comparable to the differential oper-
ator and “
∫
” is comparable to the integral operator. Normally, (3.3) follows from
∫∫
s<u1<u2<t
=∫∫
s<u1<u2<u
+
∫∫
u<u1<u2<t
+
∫
s<u1<u
∫
u<u2<t
for s < u < t, and (3.2) holds if δ (1) = 0. Yet, both
(3.2) and (3.3) have to be checked rigorously for a specific choice of the group.
The existence of the mapping I imposes a stronger structural assumption on the group than that is
needed for the rough integration. In rough integration, knowing how to integrate monomials against the
degree-one monomial on paths space, we know how to integrate sufficiently smooth one-forms against
the path [25, 14, 15]. The information needed for rough integration is encoded in the mapping I ′ below.
Condition 25’ There exists a continuous linear mapping I ′ from T (n) (V) to T (n) (V)
⊗2
satisfying
I ′ (1) = I ′ (V) = 0, I ′
(
V⊗k
)
⊆ V⊗(k−1) ⊗ V , k = 2, . . . , n.
In addition, let 1′n,2 denote the projection of T
(n) (V)
⊗2
to
∑n
k=2 V
⊗(k−1) ⊗ V, then
I ′ (ab) = I ′ (a) + 1′n,2 ((a⊗ a) I
′ (b)) + 1′n,2 ((a− 1)⊗ (a (b− 1))) , ∀a, b ∈ Gn.
The mapping I ′ represents the formal integral 1n,2(
∫∫
0<u1<u2<T
δg0,u1 ⊗ δx
1
0,u2) with x
1 := π1 (g)
and contains part of the information of the mapping I. The mapping I ′ contains the information of how
to integrate monomials against the degree-one monomial on paths space:
∫∫
0<u1<u2<T
δxk0,u1 ⊗ δx
1
0,u2 ,
xk := πk (g), and I
′ is sufficient and necessary to define rough integration (Lemma 11 [27]). In the same
manner, the mapping I encodes the integration of a monomial against another monomial (not only the
degree-one monomial):
∫∫
0<u1<u2<T
δxk0,u1⊗δx
j
0,u2
, and is sufficient and necessary to define the iterated
integration for dominated paths (Proposition 32) and for controlled paths (Corollary 48).
The mapping I resp. I ′ are important because they identify algebraic properties of the group needed
to define rough integration resp. iterated integration. They can be seen as counterparts of Chen’s
identity (that encodes paths evolution) in paths integration. The mapping I exists for step-n nilpotent
Lie group n ≥ 1 and step-2 Butcher group; the mapping I ′ exists for step-n nilpotent Lie group and
step-n Butcher group n ≥ 1. In [27], the mapping I ′ is employed to define Picard iterations for rough
differential equations and prove the unique existence and continuity of the solution when the driving
path lives in step-n nilpotent Lie group or step-n Butcher group for n ≥ 1.
In Section 4, we prove that dominated paths are stable under (1) iterated integration, (2) multiplication,
(3) composition with regular functions, and (4) is a transitive property. Condition 23 is used in all four
properties; Condition 24 is used in (2) and (3); Condition 25 is used in (1) and (4).
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3.1.1 Example: nilpotent Lie group
Conditions 23, 24 and 25 hold when Gn is the step-n nilpotent Lie group over Banach space V .
For Condition 23, suppose α ∈ L(T (n) (V) ,U) satisfies α (g) = 0, ∀g ∈ Gn. Then for k = 1, . . . , n
and vi ∈ V , i = 1, . . . , k, by considering the finite-dimensional space spanned by {vi}
k
i=1 and by applying
Poincare´-Birkhoff-Witt theorem, we have α (v1 ⊗ · · · ⊗ vk) = 0, ∀ {vi}
k
i=1 ⊂ V , which implies α (v) = 0,
∀v ∈ V⊗k (since V⊗k is the closure of the linear span of {v1 ⊗ · · · ⊗ vk|vi ∈ V , i = 1, . . . , k} and α is a
continuous linear mapping).
Condition 24 is satisfied by using the shuffle product (p36 [26]). Indeed, for (k1, k2, . . . , kl) ∈
{1, . . . , n}l,
πk1 (a)⊗ πk2 (a)⊗ · · · ⊗ πkl (a) =
∑
̺∈Shuffles(k1,k2,...,kl)
ρ (πk1+k2+···+kl (a)) ,
where ρ ∈Shuffles(k1, k2, . . . , kl) induces a continuous linear mapping from V
⊗(k1+···+kl) to V⊗k1 ⊗ · · · ⊗
V⊗kl .
For Condition 25, if we assume that any g ∈ C ([0, T ] ,Gn) satisfies the formal differential equations:
δ (πk (g0,t)) = πk−1 (g0,t)⊗ δxt, ∀t ∈ [0, T ], k = 1, . . . , n, with x := π1 (g), then
1n,2
(∫∫
0<u1<u2<T
δ (g0,u1)⊗ δ (g0,u2)
)
= 1n,2
(∫ T
0 (g0,u − 1)⊗ δ (g0,u)
)
=
∑
k1+k2≤n,ki≥1
∫ T
0 πk1 (g0,u)⊗ δπk2 (g0,u)
=
∑
k1+k2≤n,ki≥1
∫ T
0 πk1 (g0,u)⊗ πk2−1 (g0,u)⊗ δxu
=
∑
k1+k2≤n,ki≥1
∑
̺∈Shuffles(k1,k2−1)
(̺, 1) (πk1+k2 (g0,T )) .
For ̺ ∈Shuffles(k1, k2 − 1), (̺, 1) denotes the continuous linear mapping from V
⊗(k1+k2) to V⊗k1 ⊗V⊗k2
induced by (ρ, 1) which is an element of the symmetric group of order (k1 + k2) whose first (k1 + k2 − 1)
elements coincide with ρ with the last element unchanged. Then using (3.4), we obtain that
I (v) :=
∑
k1+k2≤n,ki≥1
∑
̺∈Shuffles(k1,k2−1)
(̺, 1) (πk1+k2 (v)) , ∀v ∈ T
(n) (V) , (3.5)
which is a universal continuous linear mapping. Using (̺, 1) ∈ L(V⊗(k1+k2),V⊗k1 ⊗V⊗k2), ∀ki ≥ 1, k1+
k2 ≤ n, the mapping I satisfies (3.2). Then we check that I satisfies (3.3). Since Gn is a closed topological
group in T (n)(V) and T (n)(V) is the closure of the linear span of {v1 ⊗ · · · ⊗ vk|vi ∈ V , k = 1, . . . , n},
for any a, b ∈ Gn, there exist vi ∈ V , i ≥ 1, and am, bm ∈ Gn(span({vi}
m
i=1)), m ≥ 1, such that
limm→∞ am = a and limm→∞ bm = b. If we prove that (3.3) holds for am and bm for any m ≥ 1, then
by using continuity we can prove that (3.3) holds for a and b. For this, fix m ≥ 1, we treat {vi}
m
i=1 as
a basis of an m-dimensional space. Then by using Chow-Rashevskii connectivity Theorem, there exist
two continuous bounded variation paths xm and ym on [0, 1] taking values in span({vi}
m
i=1) such that
Sn (xm)0,1 = am and Sn (ym)0,1 = bm. Then Sn (xm)0,· and Sn (ym)0,· are two differentiable paths taking
values in Gn(span({vi}
m
i=1)) that satisfy
I (am) = 1n,2
(∫∫
0<u1<u2<1
dSn (xm)0,u1 ⊗ dSn (xm)0,u2
)
,
I (bm) = 1n,2
(∫∫
0<u1<u2<1
dSn (ym)0,u1 ⊗ dSn (ym)0,u2
)
.
Let xm ⊔ ym : [0, 2] → span({vi}
m
i=1) denote the concatenation of xm and ym. Then by using Chen’s
identity, we have Sn (xm ⊔ ym)0,2 = ambm. By using the definition of the mapping I, we have
I (ambm) = 1n,2
(∫∫
0<u1<u2<2
dSn (xm ⊔ ym)0,u1 ⊗ dSn (xm ⊔ ym)0,u2
)
= 1n,2
(∫∫
0<u1<u2<1
+
∫∫
1<u1<u2<2
+
∫
0<u1<1
∫
1<u2<2
)
= I (am) + 1n,2 ((am ⊗ am) I (bm)) + 1n,2 ((am − 1)⊗ (am (bm − 1))) ,
so (3.3) holds for am and bm.
3.1.2 Example: Butcher group
Conditions 23 and 24 hold when Gn is the step-n Butcher group over R
d. Condition 25 holds when
n = 2. For n ≥ 3, it is hard to construct the mapping I in Condition 25, but Condition 25’ holds and
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the mapping I ′ exists. The mapping I ′ encodes the integration of monomials against the degree-one
monomial on paths space, and that is sufficient and necessary to define the rough integration [25, 14, 15].
Condition 23 holds for similar reasons as for the nilpotent Lie group.
For labelled forests σi ∈ Pn, i = 1, . . . , k, satisfying |σ1| + · · · + |σk| ≤ n, (σ1 · · ·σk) is again an
labelled forest of degree less or equal to n, so (σ1 · · ·σk) ∈ Pn and σ1 (a) · · ·σk (a) = (σ
1 · · ·σk) (a) for
any a ∈ Gn based on (2.6). Hence, Condition 24 holds.
When n = 2, we can prove that Condition 25 holds. P2 is the set of labelled forests with degree less
or equal to 2, i.e. P2 = {·i, ·i·j , |·j·i |i, j ∈ {1, . . . , d}}. The property of I in (3.3) reduces to ({ei}
d
i=1 a
basis of Rd)
I (ab) = I (a) + I (b) +
∑d
i,j=1 (·j (a)) ej ⊗ (·i (b)) ei, ∀a, b ∈ G2. (3.6)
Then, let I (a) :=
∑d
i,j=1 |
·j
·i (a) ej ⊗ ei, that is a universal continuous linear mapping from T
(2)(Rd) to
R
d ⊗ Rd. Then the property (3.6) holds because, based on the rule of multiplication in the Butcher
group, |·j·i (ab) = |
·j
·i (a) + |
·j
·i (b) + (·j (a)) (·i (b)), ∀a, b ∈ G2. Equivalently, we could assume that any
g ∈ C ([0, T ] ,G2) satisfies the formal differential equation δ(|
·j
·i (g0,t)) = (·j (g0,t))δx
i
t with x
i
t := ·i (g0,t).
Then, for a ∈ G2 and g ∈ C ([0, T ] ,G2) satisfying g0,T = a, we have
I (a) = 1n,2
(∫∫
0<u1<u2<T
δ (g0,u1)⊗ δ (g0,u2)
)
(3.7)
=
∑d
i,j=1
∫ T
0 (·j (g0,u)) δxit ej ⊗ ei =
∑d
i,j=1 |
·j
·i (g0,T ) ej ⊗ ei =
∑d
i,j=1 |
·j
·i (a) ej ⊗ ei.
The existence of I when n = 2 gives an explanation to the existence of the canonical enhancement of a
controlled path when 2 ≤ p < 3 (see Theorem 1 [14] and Corollary 48 below).
For n ≥ 3, the problem is complicated and finding a mapping I satisfying Condition 25 is difficult.
Indeed, for g ∈ C ([0, T ] ,G3), it is hard to represent∫ T
0
(·k (g0,t)) δ ((·i·j) (g0,t)) , (i, j, k) ∈ {1, . . . , d}3 ,
as a linear functional of g0,T , because the integration by parts formula does not hold. For n ≥ 3,
Condition 25’ holds. If we assume (as in Theorem 8.5 [15]) that any g ∈ C ([0, T ] ,Gn) satisfies the formal
differential equations that, for any labelled forest σ ∈ Pn−1,
δ [σ]i (g0,t) = σ (g0,t) δx
i
t, ∀t ∈ [0, T ] , with x
i
t := ·i (g0,t) ,
where [σ]i denotes the labelled tree obtained by attaching σ to a new root with label i. Then, we can
define I ′ ∈ L(T (n)(Rd), T (n)(Rd)⊗2) by, for any a ∈ Gn and g ∈ C ([0, T ] ,Gn) satisfying g0,T = a,
I ′ (a) : = 1n,2
(∫ T
0
(g0,u − 1)⊗ δxu
)
=
∑d
i=1
∑
σ∈Pn,|σ|=1,...,n−1
∫ T
0 σ (g0,u) δx
i
u eσ ⊗ ei
=
∑d
i=1
∑
σ∈Pn,|σ|=1,...,n−1
[σ]i (a) eσ ⊗ ei, (3.8)
where eσ ∈ (R
d)⊗|σ| is the basis coordinate corresponding to σ and eσ ⊗ ei is treated as an element
in (Rd)⊗|σ| ⊗ Rd ⊂ T (n)(Rd)⊗2. Hence, I ′ is a universal continuous linear mapping from T (n)(Rd) to
T (n)(Rd)⊗2 that satisfies I ′ (1) = I ′
(
R
d
)
= 0, I ′
(
(Rd)⊗k
)
⊆ (Rd)⊗(k−1) ⊗ Rd, k = 2, . . . , n. Moreover,
by using the multiplication in Butcher group, we have, for a, b ∈ Gn and σ ∈ Pn−1 satisfying △σ =∑
j σ
1,j ⊗ σ2,j,
[σ]i (ab) = [σ]i (a) +
∑
j σ
1,j (a)
[
σ2,j
]
i
(b) , ∀a, b ∈ Gn.
This implies that,∑
σ∈Pn,|σ|=0,...,n−1
[σ]i (ab) eσ ⊗ ei (3.9)
=
∑
σ∈Pn,|σ|=0,...,n−1
[σ]i (a) eσ ⊗ ei + (a⊗ 1)
(∑
σ∈Pn,|σ|=0,...,n−1
[σ]i (b) eσ ⊗ ei
)
,
where eσ ⊗ ei is treated as an element in (R
d)⊗|σ| ⊗ Rd ⊂ T (n)(Rd)⊗2. Hence, if we let 1′n,2 denote the
projection of T (n)(Rd)⊗2 to
∑n
k=2(R
d)⊗(k−1) ⊗ Rd, then based on (3.8) and (3.9) we have
I ′ (ab) = I ′ (a) + 1′n,2 ((a⊗ 1) I
′ (b)) + 1′n,2 ((a− 1)⊗ (· (b)))
= I ′ (a) + 1′n,2 ((a⊗ a) I
′ (b)) + 1′n,2 ((a− 1)⊗ (a (b− 1))) , ∀a, b ∈ Gn,
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where the term 1′n,2 ((a− 1)⊗ (a (b− 1))) is caused by the different ranges of summation of σ ∈ Pn in
(3.8) and (3.9).
It is hard to find a mapping I for step-n Butcher group n ≥ 3, because it is hard to differentiate a
path taking values in the group. Unlike the nilpotent Lie group where any group-valued path g satisfies
the ‘formal’ differential equation δg = gδx with x := π1 (g), in this case it is hard to find a continuous
mapping F such that any path taking values in step-n Butcher group n ≥ 3 satisfies δg = F (g) δx. The
mapping I exists for step-2 Butcher group because we only need to define
∫
xδx and to integrate against
the degree-one monomial. For step-n Butcher group n ≥ 3, to define the mapping I, we need to define
the differentiation of products that may easily drift out of the group as in the case of Itoˆ differential
equations.
3.2 Definition of dominated paths
Notation 26 Let U be a Banach space and α ∈ L
(
T (n) (V) ,U
)
. We denote
‖α (·)‖ : = sup
v∈T (n)(V),‖v‖=1
‖a (v)‖ ,
‖α (·)‖k : = sup
v∈V⊗k,‖v‖=1
‖a (v)‖ , k = 0, 1, . . . , n.
With [p] we denote the largest integer that is less or equal to p ≥ 1. We work with the triple
(T ([p])(V),G[p],P[p]) and continuous paths of finite p-variation taking values in G[p] i.e. C
p−var
(
[0, T ] ,G[p]
)
.
Condition 27 (Slowly-Varying Condition) Suppose that (T ([p])(V),G[p],P[p]) satisfies Conditions 23,
24 and 25, g ∈ Cp−var
(
[0, T ] ,G[p]
)
and U is a Banach space. We say β ∈ C
(
[0, T ] , B
(
G[p],U
))
is slowly-
varying, if there exist M > 0, control ω and θ > 1 such that
‖βt (gt, ·)‖ ≤M , ∀t ∈ [0, T ] ,
‖(βt − βs) (gt, ·)‖k ≤ ω (s, t)
θ−k
p , ∀0 ≤ s < t ≤ T , k = 1, 2, . . . , [p] .
We define the operator norm of β by
‖β‖ωθ := sup
t∈[0,T ]
‖βt (gt, ·)‖+ max
k=1,...,[p]
sup
0≤s≤t≤T
‖(βt − βs) (gt, ·)‖
ω (s, t)
θ− k
p
. (3.10)
The norm ‖·‖
ω
θ is used in [27] to quantify the convergence of one-forms associated with Picard itera-
tions for rough differential equations.
If β satisfies the slowly-varying condition for g, then (β, g) satisfies the integrable condition (Condition
14). Indeed, for s < u < t,
‖(βu − βs) (gu, gu,t)‖ ≤
∑
σ∈P[p]
‖(βu − βs) (gu, σ (gu,t))‖
≤
∑
σ∈P[p]
‖(βu − βs) (gu, ·)‖|σ| ‖σ (gu,t)‖
≤
∑
σ∈P[p]
ω (s, u)
θ− |σ|
p ‖g‖
|σ|
p−var,[u,t] ≤ Cp(ω (s, t) + ‖g‖
p
p−var,[s,t])
θ.
Definition 28 (Dominated Paths) Suppose g ∈ Cp−var
(
[0, T ] ,G[p]
)
, and for a Banach space U , h ∈
C ([0, T ] ,U). If there exists β ∈ C
(
[0, T ] , B
(
G[p],U
))
that is slowly-varying and satisfies
ht = h0 +
∫ t
0
βu (gu) dgu, ∀t ∈ [0, T ] . (3.11)
Then we call h a path dominated by g with the one-form β, and refer to the process of starting with the
path h and fixing a choice of the one-form β as coupling h to g via β to make a dominated path.
Using Theorem 15, for control ωˆ := ω + ‖g‖
p
p−var and θ > 1, we have
‖ht − hs − βs (gs, gs,t)‖ ≤ Cp,θ,ωˆ(0,T ) ‖β‖
ω
θ ωˆ (s, t)
θ , ∀s < t, (3.12)
and the function (β, ‖·‖
ω
θ ) 7→ (h, ‖·‖p−var,[0,T ]) is a Lipschitz function:
‖h‖p−var,[0,T ] ≤ Cp,θ,ωˆ(0,T ) ‖β‖
ω
θ . (3.13)
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3.3 Weakly controlled paths and dominated paths
Dominated paths bear some similarities to controlled paths [14, 15]. We quote the definition of κ-weakly
controlled paths in Def 8.1 [15]:
Definition 29 (Weakly Controlled Paths, Gubinelli) Let X be a γ-BRP and let n be the largest
integer such that nγ ≤ 1. For κ ∈ (1/ (n+ 1) , γ] a path y is a κ-weakly controlled by X with values in V
if there exist paths {yτ ∈ C
|τ |κ
1 (V ) : τ ∈ F
n−1
L } and remainders {y
# ∈ Cnκ2 (V ) , y
#,τ ∈ C
(n−|τ |)κ
2 (V ) , τ ∈
Fn−1L } such that
δy =
∑
τ∈Fn−1L
Xτyτ + y# (3.14)
and for τ ∈ Fn−1L :
δyτ =
∑
σ∈Fn−1L
∑
ρ c
′ (σ, τ , ρ)Xρyσ + yτ,# (3.15)
where we mean δyτ = yτ,# when |τ | = n− 1.
Note that in a convenient abuse of language, although it is the coupling yτ of y to X that is the
weakly controlled path, it is customary to write as if the symbol y alone was the weakly controlled path!
It is a good cautionary excercise to give examples of a non zero coupling of the zero path to X .
Translated to our language, Definition 29 can be rewritten as follows. For p ≥ 1, suppose G[p] is the
step-[p] Butcher group over Rd, P[p]−1 denotes the set of labelled forests of degree less or equal to [p]− 1
and g ∈ Cp−var
(
[0, T ] ,G[p]
)
. Then for Banach space U , γ ∈ C ([0, T ] ,U) is a path controlled by g, if
there exist a family of paths γσ ∈ C([0, T ] ,U)) indexed by σ ∈ P[p]−1, |σ| ≥ 1, and constants θ > 1,
C > 0, such that, γ satisfies∥∥∥γt − γs −∑σ∈P[p]−1,|σ|≥1 γσsσ (gs,t)
∥∥∥ ≤ C(‖g‖pp−var,[s,t])θ− 1p , ∀0 ≤ s < t ≤ T , (3.16)
and γσ, σ ∈ P[p]−1, |σ| ≥ 1, satisfies∥∥∥γσt − γσs −∑σi∈P[p]−1,|σi|≥1 c′ (σ1, σ2, σ) γσ1s σ2 (gs,t)
∥∥∥ ≤ C(‖g‖pp−var,[s,t])θ− 1+|σ|p , ∀0 ≤ s < t ≤ T ,
(3.17)
where c′ (σ1, σ2, σ) counts the number of σ2⊗σ in the reduced comultiplication △
′σ1 = △σ1−σ0⊗σ1−
σ1 ⊗ σ0 of σ1 (with σ0 denoting the projection to R).
We can redefine controlled paths by using time-varying cocyclic one-forms.
Definition 30 (Weakly Controlled Paths) Let g ∈ Cp−var
(
[0, T ] ,G[p]
)
and let U be a Banach space.
We say that γ : [0, T ] → U is a path weakly controlled by g, if there exist control ω and β : [0, T ] →
B
(
G[p]−1,U
)
satisfying
‖γt − γs − βs (gs, gs,t)‖ ≤ ω (s, t)
θ− 1
p , ∀0 ≤ s < t ≤ T , (3.18)
‖(βt − βs) (gt, ·)‖k ≤ ω (s, t)
θ− 1+k
p , ∀0 ≤ s < t ≤ T , k = 1, . . . , [p]− 1. (3.19)
If γ is a controlled path in the sense of Definition 29 then γ is a controlled path in the sense of
Definition 30. Indeed, we can rewrite (3.16) and (3.17) in term of time-varying cocyclic one-forms.
Define β ∈ C
(
[0, T ] , B
(
G[p]−1,U
))
by
βs (a, b) :=
∑
σ∈P[p]−1,|σ|≥1
γσsσ
(
g−1s a (b− σ0 (b))
)
, ∀a, b ∈ G[p]−1, ∀0 ≤ s ≤ T .
Then (3.16)⇔ (3.18), and (3.17)⇒ (3.19). Indeed, (3.17) implies (3.19), because for any a ∈ G[p]−1 we
have
(βt − βs) (gt, a) =
∑
σ∈P[p]−1,|σ|≥1
γσt σ (a− σ0 (a))−
∑
σ∈P[p]−1,|σ|≥1
γσsσ (gs,t (a− σ0 (a)))
=
∑
σ∈P[p]−1,|σ|≥1
(
γσt − γ
σ
s −
∑
σi∈P[p]−1,|σi|≥1
c′ (σ1, σ2, σ) γ
σ1
s σ2 (gs,t)
)
σ (a) , (3.20)
where the constant c′ (σ1, σ2, σ) is defined as in (3.17). Since both sides of (3.20) are linear in a,
based on Condition 23 (we proved that it holds for Butcher group), (3.20) holds for any v ∈ (Rd)
⊗k
,
k = 1, . . . , [p]− 1. Hence,
‖(βt − βs) (gt, ·)‖k ≤
∑
σ∈P[p]−1,|σ|=k
∥∥∥(γσt − γσs −∑σi∈P[p]−1,|σi|≥1 c′ (σ1, σ2, σ) γσ1s σ2 (gs,t)
)
σ (·)
∥∥∥
k
≤ C(‖g‖
p
p−var,[s,t])
θ− 1+k
p , ∀0 ≤ s < t ≤ T , k = 1, . . . , [p]− 1.
22
The space of controlled paths is a linear space and is preserved under composition with regular
functions. Moreover, when 2 ≤ p < 3, for paths γ1 and γ2 controlled by g ∈ Cp−var
(
[0, T ] ,G[p]
)
, the
integral path
∫ ·
0 γ
1
u ⊗ dγ
2
u is canonically defined and is again a path controlled by g (Theorem 1 [14]).
When p ≥ 3, for path γ controlled by g ∈ Cp−var
(
[0, T ] ,G[p]
)
with x denoting the first level of g, the
integral path
∫ ·
0
γu⊗dxu is well defined and is again a path controlled by g (Theorem 8.5 [15], Definition
4.17 [10]). The existence of the canonical integral of controlled paths when 2 ≤ p < 3 resp. p ≥ 3 is
closely related to the mappings I in (3.7) resp. I ′ in (3.8) (see also Remark 34 and Corollary 48 below).
Comparing with the definition of dominated paths, we have
Proposition 31 If γ is a path dominated by g, then γ is a path weakly controlled by g as in Definition
30.
The other direction is not necessarily true, and the one-form associated with a controlled path can vary
a little quicker than the one-form associated with a dominated path. Roughly speaking, the relationship
between the controlled path and the dominated path is comparable to the relationship between the
integrand and the indefinite integral got after integration or to the difference between a weak and a
strong solution to a stochastic differential equation. The slowly varying one form in the coupling realises
γ as a function of X .
In [27] we proved that, when the mapping I ′ exists (e.g. step-n nilpotent Lie group or step-n Butcher
group n ≥ 1), for controlled path γ and x := π1 (g), the indefinite integral
∫ ·
0
γu ⊗ dxu is well-defined as
a dominated path. More generally, when the mapping I exists (e.g. step-n nilpotent Lie group n ≥ 1 or
step-2 Butcher group), for controlled path γ1 and dominated path γ2, the integral path
∫ ·
0
γ1u ⊗ dγ
2
u is
well defined and is another dominated path (Remark 34).
In the definition of dominated paths e.g. h· = h0 +
∫ ·
0 βu (gu) dgu in (3.11), β is integrable against g
and h is determined by β. Indeed, dominated paths are all about integrable one-forms, and the path is
determined by the one-form. On the other hand, based on (3.18) and (3.19), for a controlled path γ, β
does not necessarily satisfy the integrable condition, and γ is not uniquely determined by β. Indeed, for
β satisfying (3.19), there does not necessarily exist a path γ satisfies (3.18); if there exists a γ satisfies
(3.18), then γ + η also satisfies (3.18) for any η : [0, T ] → U satisfying ‖ηt − ηs‖ ≤ C||g||
θp−1
p−var,[s,t],
∀0 ≤ s < t ≤ T . That the time-varying one-form is not sufficiently integrable and that the path is not
uniquely determined by the one-form will always be there for a controlled path, which make the existence
of the canonical iterated integral (when 2 ≤ p < 3 [14]) of two controlled paths a very interesting result.
In fact the existence of the iterated integral is not solely about the one-form; it is the result of the
interplay between the one-form and the path via the intermediary of integration (Section 2.2). Indeed,
based on Corollary 48, for paths γi, i = 1, 2, controlled by g ∈ Cp−var
(
[0, T ] ,G[p]
)
, 2 ≤ p < 3, the
path
∫ ·
0
γ1u ⊗ dγ
2
u can be represented as the integral of a time-varying cocyclic one-form against the
group-valued path γ2 ⊕ g. As a result, for a path γ : [0, T ]→ Re controlled by g ∈ Cp−var
(
[0, T ] ,G[p]
)
,
2 ≤ p < 3, there exists a canonical enhancement of γ to a path taking values in the step-2 Butcher group
over Re:
Γt := 1 +
∑
σ∈P2
x (σ)t eσ ,
with x (·i)t := γit − γi0, x (·i·j)t := x (·i)t x (·j)t , x
(
|·j·i
)
t
:=
∫ t
0 x (·j)u dγiu, ∀ (i, j) ∈ {1, . . . , e}2 , ∀t,
where eσ ∈ (R
e)⊗|σ| is the basis coordinate corresponding to the labelled forest σ. The set of paths
dominated by Γ clearly includes γ. When γ is dominated by g, the set of paths dominated by Γ is a
subset of the paths dominated by g (Proposition 40). Intuitively, one could split the space of controlled
paths to subspaces of dominated paths (dominated by a slightly perturbed group-valued path). Each
subspace is a linear space and an algebra, stable under iterated integration and composition with regular
functions. It is also possible to union finitely many of these subspaces, which will be dominated by the
joint signature of these controlled paths. The canonical enhancement of a controlled path is well-defined
when the group is the step-n nilpotent Lie group for n ≥ 1 or the step-2 Butcher group. While it should
be noted that for step-n Butcher group, n ≥ 3, it is difficult to construct the mapping I in Condition
25, so it is difficult to define the enhancement of a controlled path in that case.
Working with dominated paths has the benefit that basic operations are continuous in operator
norm in the space of one-forms (Section 4). For example, the one-form associated with the group-valued
enhancement of a dominated path (built by using operations in Section 4, can take values in e.g. nilpotent
Lie group or Butcher group) is continuous in operator norm w.r.t. the one-form associated with the base
dominated path.
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4 Stability of dominated paths
The set of dominated paths is a linear space, stable under iterated integration, is an algebra and is stable
under composition with regular functions. Moreover, being a dominated path is a transitive property:
if γ is dominated by g and we enhance γ via iterated integration to a group-valued path Γ, then those
paths dominated by Γ form a subset of the paths dominated by g. All of these operations are continuous
in associated one-forms, and explicit dependence in operator norm is given.
Coefficients in this section may depend on the norm of the mappings σ1 ∗ · · · ∗ σk (as in Condition
24) and the norm of the mapping I (as in Condition 25).
Let U be a Banach space and β ∈ B
(
G[p],U
)
. Using that β (a, b (c− 1)) = β (ab, c) = β (ab, c− 1),
∀a, b, c ∈ G[p], the linearity in c − 1 = c − σ0 (c) and that R ⊕ V ⊕ · · · ⊕ V
⊗[p] is the linear span of G[p]
(Condition 23), we get
β (a, bv) = β (ab, v) , ∀a, b ∈ G[p], ∀v ∈ V
⊗k, k = 1, . . . , [p] . (4.1)
4.1 Iterated integration
Recall the mapping I ∈ L(T ([p]) (V) , T ([p]) (V)
⊗2
) in Condition 25.
Proposition 32 (Iterated Integration) Let g ∈ Cp−var
(
[0, T ] ,G[p]
)
and U i, i = 1, 2, be Banach
spaces. Suppose
∫ ·
0 β
i
u (gu) dgu : [0, T ]→ U
i, i = 1, 2, are two dominated paths satisfying
∥∥βi∥∥ωi
θi
<∞ for
control ωi and θi > 1, i = 1, 2 (as defined in (3.10)). Then there exists a dominated path
∫ ·
0
βu (gu) dgu :
[0, T ]→ U1 ⊗ U2 such that with control ω := ω1 + ω2 + ‖g‖
p
p−var and θ := min (θ1, θ2),
‖β‖
ω
θ ≤ Cp,ω(0,T )
∥∥β1∥∥ω1
θ1
∥∥β2∥∥ω2
θ2
, (4.2)
and for 0 ≤ s ≤ t ≤ T ,∥∥∥∥
∫ t
s
βu (gu) dgu −
∫ s
0
β1u (gu) dgu ⊗ β
2
s (gs, gs,t)− β
1
s (gs, ·)⊗ β
2
s (gs, ·) I (gs,t)
∥∥∥∥ ≤ ω (s, t)θ , (4.3)
where β1s (gs, ·) ⊗ β
2
s (gs, ·) denotes the unique continuous linear operator from T
([p]) (V)
⊗2
to U1 ⊗ U2
satisfying
(
β1s (gs, ·)⊗ β
2
s (gs, ·)
)
(v1 ⊗ v2) = β
1
s (gs, v1)⊗ β
2
s (gs, v2), ∀v1, v2 ∈ T
([p]) (V).
Remark 33 Let γi· :=
∫ ·
0 β
i
u (gu) dgu, i = 1, 2. Then for s < t,∫∫
0<u1<u2<t
dγ1u1 ⊗ dγ
2
u2
−
∫∫
0<u1<u2<s
dγ1u1 ⊗ dγ
2
u2
=
(
γ1s − γ
1
0
)
⊗
(
γ2t − γ
2
s
)
+
∫∫
s<u1<u2<t
dγ1u1 ⊗ dγ
2
u2
,
with
(
γ1s − γ
1
0
)
⊗
(
γ2t − γ
2
s
)
and
∫∫
s<u1<u2<t
dγ1u1 ⊗ dγ
2
u2
correspond to the two parts in (4.3).
Remark 34 When γ1 is a controlled path (Definition 30) and γ2 is a dominated path, same proof
applies and obtains that
∫ ·
0 γ
1 ⊗ dγ2 is a dominated path. In particular, when γ1 is a controlled path
and γ2 = π1 (g) := x (dominated by g with βs (a, b) = π1 (a (b− 1)) for all s), the indefinite integral∫ ·
0
γ1 ⊗ dx is a dominated path. This integral
∫ ·
0
γ1 ⊗ dx is well-defined when Condition 25’ (instead of
Condition 25) is satisfied (see Lemma 11 [27]).
Proof. We check that β satisfies the slowly-varying condition (Condition 27). Then (4.3) follows from
Theorem 15. We define β1,2 ∈ C([0, T ] , C(G[p], L(T
([p]) (V) ,U1⊗U2))) by, for a ∈ G[p] and v ∈ T
([p]) (V),
β1,2s (a, v) :=
(
β1s (a, ·)⊗ β
2
s (a, ·)
)
I (v) , (4.4)
and define β ∈ C
(
[0, T ] , B
(
G[p],U
1 ⊗ U2
))
by, for a, b ∈ G[p] and s ∈ [0, T ],
βs (a, b) :=
∫ s
0
β1u (gu) dgu ⊗ β
2
s
(
gs, g
−1
s a (b − 1)
)
+ β1,2s
(
gs, g
−1
s a (b− 1)
)
.
Recall the mapping I in Condition 25 satisfy
I (1) = I (V) = 0 and I
(
V⊗k
)
⊆
∑
j1+j2=k,ji≥1
V⊗j1 ⊗ V⊗j2 , k = 2, . . . , [p] , (4.5)
I (ab) = I (a) + 1[p],2 ((a⊗ a) I (b)) + 1[p],2 ((a− 1)⊗ (a (b− 1))) , ∀a, b ∈ G[p], (4.6)
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where 1[p],2 denotes the projection of T
([p]) (V)
⊗2
to
∑
j1+j2≤[p],ji≥1
V⊗j1 ⊗ V⊗j2 .
Fix s < t. Using (4.5), ||(β1,2t −β
1,2
s ) (gt, ·) ||1 = 0. Using (4.6), for k = 2, . . . , [p] and θ = min (θ1, θ2),∥∥∥(β1,2t − β1,2s ) (gt, ·)∥∥∥
k
(4.7)
≤ C
∑k−1
j=1
(∥∥(β1t − β1s) (gt, ·)∥∥j ∥∥β2t (gt, ·)∥∥k−j + ∥∥β1s (gt, ·)∥∥j ∥∥(β2t − β2s) (gt, ·)∥∥k−j)
≤ Cp,ω(0,T )
∥∥β1∥∥ω1
θ1
∥∥β2∥∥ω2
θ2
ω (s, t)
θ− k−1
p .
Moreover, by (4.6), for a, b, c ∈ G[p] and s ∈ [0, T ], we have
β1,2s (a, bc) = β
1,2
s (a, b) + β
1,2
s (ab, c) + β
1
s (a, b)⊗ β
2
s (ab, c) (4.8)
−
∑
σi∈P[p],|σ1|+|σ2|≥[p]+1
β1s (a, σ1 (b))⊗ β
2
s (a, σ2 (b (c− 1)))
−
∑[p]
k=2
∑
σi∈P[p],|σ1|+|σ2|≥[p]+1−k
β1s (a, σ1 (b) ·)⊗ β
2
s (a, σ2 (b) ·) I (πk (c)) ,
where the extra terms are caused by the truncation in (4.6). Then it can be computed that, for a ∈ G[p],
(βt − βs) (gt, a) (4.9)
=
∫ t
0
β1u (gu) dgu ⊗
(
β2t − β
2
s
)
(gt, a)
+
(∫ t
s
β1u (gu) dgu − β
1
s (gs, gs,t)
)
⊗ β2s (gt, a) +
(
β1,2t − β
1,2
s
)
(gt, a)
+
∑
σi∈P[p],|σ1|+|σ2|≥[p] +1
β1s (gs, σ1 (gs,t))⊗ β
2
s (gs, σ2 (gs,t (a− σ0 (a))))
+
∑[p]
k=2
∑
σi∈P[p],|σ1|+|σ2|≥[p] +1−k
β1s (gs, σ1 (gs,t) ·)⊗ β
2
s (gs, σ2 (gs,t) ·) I (πk (a)) .
Using Condition 23, (4.9) can be extended to T ([p]) (V). Combining with (3.12), (3.13), (4.7) and
‖σ (gs,t)‖ ≤ ‖g‖
|σ|
p−var,[s,t], we have, with ω = ω1 + ω2 + ‖g‖
p
p−var and θ = min (θ1, θ2),
‖(βt − βs) (gt, ·)‖k ≤ Cp,ω(0,T )
∥∥β1∥∥ω1
θ1
∥∥β2∥∥ω2
θ2
ω (s, t)
θ− k
p .
Similarly we have ‖βs (gs, ·)‖ ≤ Cp,ω(0,T )
∥∥β1∥∥ω1
θ1
∥∥β2∥∥ω2
θ2
, and the estimate (4.2) holds.
4.2 Algebra
Based on Stone-Weierstrass Theorem, being an algebra can be viewed as one of the most important
properties of dominated paths. When working with measures on paths space, the algebra structure
is compatible with the filtration generated, and the space of previsible integrable one-forms forms an
algebra.
Proposition 35 (Algebra) Let g ∈ Cp−var
(
[0, T ] ,G[p]
)
. Suppose
∫ ·
0 β
i
u (gu) dgu : [0, T ]→ U
i, i = 1, 2,
are two dominated paths satisfying
∥∥βi∥∥ωi
θi
< ∞ for control ωi and θi > 1, i = 1, 2 (as defined in
(3.10)). Then there exists a dominated path
∫ ·
0 βu (gu) dgu : [0, T ] → U
1 ⊗ U2 such that with control
ω := ω1 + ω2 + ‖g‖
p
p−var and θ := min (θ1, θ2),
‖β‖
ω
θ ≤ Cp,ω(0,T )
∥∥β1∥∥ω1
θ1
∥∥β2∥∥ω2
θ2
, (4.10)
and
∫ t
0
βu (gu) dgu =
∫ t
0
β1u (gu) dgu ⊗
∫ t
0
β2u (gu) dgu, ∀0 ≤ t ≤ T .
Remark 36 The fact that dominated paths form an algebra does not necessarily follow from the state-
ment that the iterated integral of two dominated paths is canonically defined. This depends on the defini-
tion of the formal integral
∫∫
0<u1<u2<T
δg0,u1 ⊗ δg0,u2 (see Condition 25 and the discussion thereafter).
The reason is that the integration by parts formula may not hold:
∫∫
0<u1<u2<T
δg0,u1 ⊗ δg0,u2 +
∫∫
0<u2<u1<T
δg0,u1 ⊗ δg0,u2
?
= g0,T ⊗ g0,T , ∀g ∈ C ([0, T ] ,G) . (4.11)
When G is the nilpotent Lie group, (4.11) holds; when G is the Butcher group, generally (4.11) does not
hold.
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Proof. We define β ∈ C
(
[0, T ] , B
(
G[p],U
1 ⊗ U2
))
by, for a, b ∈ G[p] and s ∈ [0, T ],
βs (a, b) = β
1
s
(
gs, g
−1
s a (b− 1)
)
⊗
∫ s
0
β2u (gu) dgu +
∫ s
0
β1u (gu) dgu ⊗ β
2
s
(
gs, g
−1
s a (b− 1)
)
(4.12)
+
∑
σi∈P[p],|σ1|+|σ2|≤[p]
β1s (gs, ·)⊗ β
2
s (gs, ·) (σ1 ∗ σ2)
(
g−1s a (b− 1)
)
,
where σ1 ∗ σ2 ∈ L(V
⊗(|σ1|+|σ2|),V⊗|σ1| ⊗ V⊗|σ2|) is defined in Condition 24 and β1s (gs, ·) ⊗ β
2
s (gs, ·)
denotes the unique continuous linear mapping from T ([p]) (V)
⊗2
to U1 ⊗ U2 satisfying
β1s (gs, ·)⊗ β
2
s (gs, ·) (v1 ⊗ v2) = β
1
s (gs, v1)⊗ β
2
s (gs, v2) , ∀v1, v2 ∈ T
([p]) (V) .
Since there exists a unique multiplicative function associated with an almost multiplicative function [25],
we have ∫ t
0
β1u (gu) dgu ⊗
∫ t
0
β2u (gu) dgu =
∫ t
0
βu (gu) dgu, ∀t ∈ [0, T ] . (4.13)
When proving that β satisfies the slowly-varying condition, there is an extra term caused by truncation
up to level [p] in (4.12). The extra term can be derived by using that for τ i, σi ∈ P[p] and a, b ∈ G[p],
(τ1 ⊗ τ2 denotes the continuous linear mapping that satisfies (τ1 ⊗ τ2) (a) := τ1 (a)⊗ τ2 (a), ∀a ∈ G[p],
and (a1 ⊗ a2) (b1 ⊗ b2) := (a1b1)⊗ (a2b2))
(τ1 ⊗ τ2) (a (b− 1))
=
∑
σi∈P[p]
c (τ1, ρ1, σ1) c (τ2, ρ2, σ2) (ρ1 (a)⊗ ρ2 (a)) ((σ1 ⊗ σ2) (b− 1)) ,
(a⊗ a) ((σ1 ⊗ σ2) (b− 1))
=
∑
τi∈P[p]
c (τ1, ρ1, σ1) c (τ2, ρ2, σ2) (ρ1 (a)⊗ ρ2 (a)) ((σ1 ⊗ σ2) (b− 1)) ,
where the constant c (τ i, ρi, σi), i = 1, 2, denotes the number of ρi ⊗ σi in the comultiplication of τ i.
Hence ∑
|τ1|+|τ2|≥[p]+1
(τ1 ⊗ τ2) (a (b− 1))−
∑
|σ1|+|σ2|≥[p]+1
(a⊗ a) ((σ1 ⊗ σ2) (b− 1))
=
∑
|τ1|+|τ2|≥[p]+1,|σ1|+|σ2|≤[p]
c (τ1, ρ1, σ1) c (τ2, ρ2, σ2) (ρ1 (a)⊗ ρ2 (a)) ((σ1 ⊗ σ2) (b− 1)) .
Then, for s < t and a ∈ G[p], it can be computed that
(βt − βs) (gt, a) (4.14)
=
(
β1t − β
1
s
)
(gt, a)⊗
∫ s
0
β2v (gv) dgv +
∫ s
0
β1v (gv) dgv ⊗
(
β2t − β
2
s
)
(gt, a)
+β1t (gt, a)⊗
(∫ t
s
β2v (gv) dgv − β
2
s (gs, gs,t)
)
+
(∫ t
s
β1v (gv) dgv − β
1
s (gs, gs,t)
)
⊗ β2t (gt, a)
+
(
β1t − β
1
s
)
(gt, a)⊗ β
2
s (gs, gs,t) + β
1
s (gs, gs,t)⊗
(
β2t − β
2
s
)
(gt, a)
+
∑
|σ1|+|σ2|≤[p]
(
β1t (gt, ·)⊗ β
2
t (gt, ·)− β
1
s (gt, ·)⊗ β
2
s (gt, ·)
)
((σ1 ⊗ σ2) (a− σ0 (a)))
+
∑
|τ1|+|τ2|≥[p]+1
|σ1|+|σ2|≤[p]
c (τ1, ρ1, σ1) c (τ2, ρ2, σ2)β
1
s (gs, ρ1 (gs,t) ·)⊗ β
2
s (gs, ρ2 (gs,t) ·) ((σ1 ⊗ σ2) (a− σ0 (a))) .
We represent σ1 ⊗ σ2 as a continuous linear mapping σ1 ∗ σ2 by using Condition 24. Similar as in
the proof of Proposition 32, we have (4.10) holds based on Condition 23, (4.14), (3.12), (3.13) and
‖ρ (gs,t)‖ ≤ ‖g‖
|ρ|
p−var,[s,t].
Remark 37 In (4.12), β is defined as the sum of three time-varying cocyclic one-forms (denoted by
(ηi)i=1,2,3). Although β is slowly-varying as we proved above, (η
i)i=1,2,3 are generally not slowly-varying.
Roughly speaking, the difference between ηit and η
i
s for s < t would be comparable to ‖g‖p−var,[s,t] that is
not (slow) enough to integrate against g when p ≥ 2.
Remark 38 Proposition 35 is a special (important) case of Proposition 39.
4.3 Composition
For γ > 0, let ⌊γ⌋ denote the largest integer which is strictly less than γ. Let U and W be two Banach
spaces. We say f ∈ Cγ (U ,W), if f : U → W is ⌊γ⌋-times Fre´chet differentiable and
‖f‖Lip(γ),R := sup
x 6=y,‖x‖∨‖y‖≤R
∥∥(D⌊γ⌋f) (x) − (D⌊γ⌋f) (y)∥∥
‖x− y‖
γ−⌊γ⌋
≤ CR, ∀R > 0. (4.15)
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Proposition 39 (Composition) Let g ∈ Cp−var
(
[0, T ] ,G[p]
)
, and suppose X· :=
∫ ·
0
βu (gu) dgu :
[0, T ] → U is a dominated path satisfying ‖β‖
θ
ω < ∞ for control ω and θ > 1. For Banach space
W and f ∈ Cγ (U ,W), γ > p, there exists a dominated path
∫ ·
0 βˆ (g)dg : [0, T ] → W such that with
control ωˆ = ω + ‖g‖
p
p−var and θˆ := min
(
θ, γ
p
, [p]+1
p
)
,
∥∥∥βˆ∥∥∥ωˆ
θˆ
≤ Cp,ωˆ(0,T ) ‖f‖Lip(γ),‖X‖∞
max
(
‖β‖
ω
θ , (‖β‖
ω
θ )
[p]
)
(4.16)
where ‖X‖∞ := supt∈[0,T ] ‖Xt‖, and∫ t
0
βˆu (gu) dgu = f (Xt)− f (0) , ∀0 ≤ t ≤ T.
Proof. We rescale f by ‖f‖
−1
Lip(γ),‖X‖∞
and assume ‖f‖Lip(γ),‖X‖∞
= 1.
Define βˆ ∈ C([0, T ] , B(G[p],W)) by, for a, b ∈ G[p] and s ∈ [0, T ],
βˆs(a, b) :=
∑[p]
l=1
1
l!
(
Dlf
)
(Xs)
∑
σi∈P[p],|σ1|+···+|σl|≤[p]
βs (gs, ·)
⊗l
(σ1 ∗ · · · ∗ σl)
(
g−1s a (b− 1)
)
, (4.17)
where σ1 ∗ · · · ∗ σl ∈ L(V
⊗(|σ1|+···+|σl|),V⊗|σ1| ⊗ · · · ⊗ V⊗|σl|) is defined in Condition 24 and βs (gs, ·)
⊗l
denotes the unique continuous linear mapping from T ([p]) (V)⊗l to U⊗l satisfying
βs (gs, ·)
⊗l
(v1 ⊗ · · · ⊗ vl) = βs (gs, v1)⊗ · · · ⊗ βs (gs, vl) , ∀vi ∈ T
([p]) (V) , i = 1, . . . , l.
Since the multiplicative function associated with an almost multiplicative function is unique [25], we have
f (Xt) = f (0) +
∫ t
0
βˆu (gu) dgu, ∀t ∈ [0, T ]. Then we check that βˆ satisfies the slowly-varying condition.
As in the proof of Proposition 35, the extra term caused by truncation up to level [p] in (4.17) can be
estimated based on the formula that for τ i, σi ∈ P[p] and a, b ∈ G[p],∑
|τ1|+···+|τ l|≥[p]+1
(τ1 ⊗ · · · ⊗ τ l) (a (b− 1))−
∑
|σ1|+···+|σl|≥[p]+1
a⊗l ((σ1 ⊗ · · · ⊗ σl) (b− 1))
=
∑
|τ1|+···+|τ l|≥[p]+1
|σ1|+···+|σl|≤[p]
c (τ1, ρ1, σ1) · · · c (τ l, ρl, σl) (ρ1 (a)⊗ · · · ⊗ ρl (a)) ((σ1 ⊗ · · · ⊗ σl) (b− 1)) ,
where c (τ i, ρi, σi) denotes the number of ρi ⊗ σi in the coproduct of τ i.
Hence, for s < t and a ∈ G[p], it can be computed that(
βˆt − βˆs
)
(gt, a) (4.18)
=
∑[p]
l=1
1
l!
((
Dlf
)
(Xt)−
∑[p]−l
j=0
1
j!
(
Dl+jf
)
(Xs) (Xt −Xs)
⊗j
)
βt (gt, ·)
⊗l
Ll (a)
+
∑[p]
l=1
∑[p]−l
j=0
1
l!
1
j!
(
Dl+jf
)
(Xs)
(
(Xt −Xs)
⊗j
− (βs (gs, gs,t))
⊗j
)
βt (gt, ·)
⊗l
Ll (a)
+
∑[p]
l=1
1
l!
(
Dlf
)
(Xs)
(
(βs (gs, gs,t) + βt (gt, ·))
⊗l
− (βs (gs, gs,t) + βs (gt, ·))
⊗l
)
Ll (a)
+
∑[p]
l=1
1
l!
(
Dlf
)
(Xs) βs (gs, ·)
⊗l
Rl (a) ,
where
Ll (a) : =
∑
|σ1|+···+|σl|≤[p]
(σ1 ⊗ · · · ⊗ σl) (a) ,
Rl (a) : =
∑
|τ1|+···+|τ l|≥[p]+1
|σ1|+···+|σl|≤[p]
c (τ1, ρ1, σ1) · · · c (τ l, ρl, σl) (ρ1 (gs,t)⊗ · · · ⊗ ρl (gs,t)) ((σ1 ⊗ · · · ⊗ σl) (a− 1)) .
Based on Condition 23 and Condition 24, we represent Ll (·) and Rl (·) as continuous linear mappings on
T ([p]) (V) and extend (4.18) from G[p] to T
([p]) (V). By using Taylor’s Theorem, estimate (3.12), (3.13),
the slow-varying property of β, and that ‖ρ (g)‖ ≤ ‖g‖
|ρ|
p−var,[s,t], we have (4.16) holds.
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4.4 Transitivity
Let U be a Banach space. Suppose the multiplication in the Banach algebra T ([p])(U) is defined by (with
πk denotes the projection to U
⊗k) πk (ab) =
∑k
i=0 πi (a)⊗πk−i (b) for k = 0, 1, . . . , [p] and a, b ∈ T
([p])(U).
Let 1⊕ U ⊕ · · · ⊕ U⊗[p] denote the closed topological group in T ([p])(U) defined by
1⊕ U ⊕ · · · ⊕ U⊗[p] :=
{
a ∈ T ([p])(U)
∣∣ π0 (a) = 1} . (4.19)
Proposition 40 (Transitivity) Let γ· :=
∫ ·
0 βu (gu) dgu : [0, T ]→ U be a path dominated by g satisfy-
ing ‖β‖
ω
θ <∞ for control ω and θ > 1. Define Γ : [0, T ]→ 1⊕ U ⊕ · · · ⊕ U
⊗[p] by
Γt := 1 +
∑[p]
n=1 x
n
t with x
1
t := γt − γ0 and x
n
t :=
∫ t
0 x
n−1
u ⊗ dγu, n = 2, . . . , [p]
where the integrals are defined as in Proposition 32.
For Banach space W, suppose
∫ ·
0
ζu (Γu) dΓu : [0, T ] → W is a path dominated by Γ satisfying
‖ζ‖
ρ
κ <∞ for control ρ and κ > 1. Then there exists a dominated path
∫ ·
0 β˜ (g) dg : [0, T ]→W such that
with control ω˜ := ω + ρ+ ‖g‖
p
p−var and θ˜ := min (θ, κ) > 1,∥∥∥β˜∥∥∥ω˜
θ˜
≤ Cp,ω˜(0,T ) ‖ζ‖
ρ
κmax
(
‖β‖
ω
θ , (‖β‖
ω
θ )
[p]
)
, (4.20)
and
∫ t
0
β˜ (g) dg =
∫ t
0
ζu (Γu) dΓu, ∀0 ≤ t ≤ T .
Remark 41 Whether Γ takes values in the step-[p] nilpotent Lie group or not will depend on the mapping
I in Condition 25.
Remark 42 We can also define Γ˜, taking values in the ‘ infinite-dimensional ’ Butcher group over U , by
Γ˜t := 1 +
∑
σ∈Q[p]
xσt with x
•
t := γt − γ0, x
σ1σ2
t := x
σ1
t ⊗ x
σ2
t , x
[σ1]
t :=
∫ t
0
xσ1u ⊗ dγu, ∀σ1, σ2 ∈ Q[p],
where Q[p] denotes the set of unlabelled ordered forests of degree less or equal to [p] and [σ1] denotes the
tree obtained by attaching the forest σ1 to a new root. Γ˜ is well-defined because the set of dominated
paths is stable under multiplication and iterated integration.
Proof. We extend the definition of Γ to {(s, t) |0 ≤ s ≤ t ≤ T } to make the proof work.
Γs,t := 1 +
∑[p]
n=1 x
n
s,t with x
1
s,t := γt − γs and x
n
s,t :=
∫ t
s
xn−1s,u ⊗ dγu, n = 2, . . . , [p] . (4.21)
We view U⊕· · ·⊕U⊗[p] as a Banach space (with norm
∑[p]
k=1 ‖πk (·)‖), and define Bs,t ∈ B
(
G[p],U ⊕ · · · ⊕ U
⊗[p]
)
for s < t by
Bs,t :=
∑[p]
n=1 β
n
s,t, (4.22)
where βns,t ∈ B
(
G[p],U
⊗n
)
are defined by, for a, b ∈ G[p], (with I in Condition 25)
β1s,t (a, b) : = βt (a, b) ,
βn+1s,t (a, b) : = x
n
s,t ⊗ βt
(
gt, g
−1
t a (b− 1)
)
+ βns,t (gt, ·)⊗ βt (gt, ·) I
(
g−1t a (b− 1)
)
, n ≥ 1. (4.23)
Based on Proposition 32 and Γ defined in (4.21), it can be proved inductively that
∥∥βns,·∥∥ωˆθ ≤ Cp,ωˆ(0,T ) (‖β‖ωθ )n
for n = 1, . . . , [p] with ωˆ = ω + ‖g‖
p
p−var for any s ∈ [0, T ]. Hence,
‖Bs,·‖
ωˆ
θ
≤ Cp,ωˆ(0,T )max
(
‖β‖ωθ , (‖β‖
ω
θ )
[p]
)
, ∀s ∈ [0, T ] , (4.24)
Γs,t = 1 +
∫ t
s
Bs,u (gu) dgu, ‖Γs,t − 1−Bs,s (gs, gs,t)‖ ≤ ‖Bs,·‖
ωˆ
θ
ωˆ (s, t)
θ
, ∀0 ≤ s ≤ t ≤ T . (4.25)
Then we prove a simple property of Bt,t that for k = 1, . . . , [p],
Bt,t (gt, v) ∈ U ⊕ · · · ⊕ U
⊗k, ∀v ∈ V⊗k, ∀t. (4.26)
Equivalently, we prove that, for n = 1, . . . , [p],
βnt,t (gt, v) = 0, ∀v ∈ V
⊗k, k = 0, 1, . . . , n− 1, ∀t, (4.27)
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which holds for n = 1. Suppose (4.27) holds for some n = 1, . . . , [p]− 1. Then, by using the property in
Condition 25 that I
(
V⊗k
)
⊆
∑
ji≥1,j1+j2=k
V⊗j1 ⊗V⊗j2 and by using the inductive hypothesis, we have
that, if βn+1t,t (gt, v) = β
n
t,t (gt, ·)⊗ βt (gt, ·) I (v) 6= 0 for some v ∈ V
⊗k, then k = j1 + j2 for some j1 ≥ n
and j2 ≥ 1, which implies k ≥ n+ 1 and the induction is complete.
Based on the definition of βn+1s,t in (4.23), it can be proved by induction that
βns,t (gt, ·) =
∑n
i=1 x
n−i
s,t ⊗ β
i
t,t (gt, ·) , ∀v ∈ T
([p]) (V) . (4.28)
Hence the relationship holds:
Bs,t (gt, ·) = Γs,tBt,t (gt, ·) , ∀0 ≤ s ≤ t ≤ T , (4.29)
where the multiplication between Γs,t and Bt,t (gt, ·) is in the algebra T
([p])(U).
Then we prove
Γ0,sΓs,t = Γ0,t, ∀0 ≤ s ≤ t ≤ T . (4.30)
Equivalently, we prove,
xn0,t =
∑n
i=0 x
n−i
0,s ⊗ x
i
s,t, n = 1, . . . , [p] , 0 ≤ s ≤ t ≤ T , (4.31)
which holds when n = 1. Suppose (4.31) holds for some n = 1, . . . , [p] − 1. Based on (4.28) and the
inductive hypothesis (4.31), we have
βn0,t (gt, ·) =
∑n
l=1 x
n−l
0,s ⊗ β
l
s,t (gt, ·) , ∀0 ≤ s ≤ t ≤ T . (4.32)
Then (4.31) holds for n + 1 based on the definition of the integral in Proposition 32, the inductive
hypothesis (4.31) and (4.32).
Then we prove that, if a path is dominated by Γ, then it is dominated by g. Suppose
∫ ·
0 ζ (Γ0,u) dΓ0,u :
[0, T ]→W is a path dominated by t 7→ Γ0,t. Define β˜ : [0, T ]→ B
(
G[p],W
)
by
β˜s (a, b) = ζs
(
Γ0,s, Bs,s
(
gs, g
−1
s a (b − 1)
))
, ∀a, b ∈ G[p].
That
∫ ·
0 β˜u (gu) dgu =
∫ ·
0 ζu (Γ0,u) dΓ0,u follows from the uniqueness of the multiplicative function and
(4.25). Since Bt,t (gt, ·) takes values in U ⊕ · · · ⊕ U
⊗[p], by using (4.1), (4.29) and (4.30), we have
ζs (Γ0,t, Bt,t (gt, ·)) = ζs (Γ0,sΓs,t, Bt,t (gt, ·)) = ζs (Γ0,s,Γs,tBt,t (gt, ·)) = ζs (Γ0,s, Bs,t (gt, ·)). Hence,(
β˜t − β˜s
)
(gt, ·)
= (ζt − ζs) (Γ0,t, Bt,t (gt, ·)) + ζs (Γ0,t, Bt,t (gt, ·))− ζs (Γ0,s, Bs,s (gt, ·))
= (ζt − ζs) (Γ0,t, Bt,t (gt, ·)) + ζs (Γ0,s, (Bs,t −Bs,s) (gt, ·)) .
Then based on (4.26), the slowly-varying property of t 7→ ζt and t 7→ Bs,t, and (4.24), we have (4.20)
holds.
5 Rough integration
Recall that L (V ,U) denotes the set of continuous linear mappings from V to U , and L (V ,U) becomes a
Banach space when equipped with the operator norm. Recall the group 1 ⊕ U ⊕ · · · ⊕ U⊗[p] defined in
(4.19).
Corollary 43 (Rough Integration) Let G[p] be the step-[p] nilpotent Lie group over the Banach space
V. For γ > p − 1 and Banach space U , suppose f ∈ Cγ (V , L (V ,U)) (as defined in (4.15)). For
g ∈ Cp−var
(
[0, T ] ,G[p]
)
, we define β ∈
(
[0, T ] , B
(
G[p],U
))
by (with xs := π1 (gs) and πl denotes the
projection to V⊗l)
βs (a, b) :=
[p]−1∑
l=0
1
l!
(
Dlf
)
(xs)πl+1
(
g−1s a (b− 1)
)
, ∀a, b ∈ G[p], ∀s ∈ [0, T ] . (5.1)
Then
∫ ·
0
βu (gu) dgu is a dominated path. In addition, by using the mapping I in (3.5) and the integration
in Proposition 32, we define Y : [0, T ]→ 1⊕ U ⊕ · · · ⊕ U⊗[p] by
Yt = 1 +
∑[p]
n=1 y
n
t with y
1
t :=
∫ t
0
βu (gu) dgu and y
n
t :=
∫ t
0
yn−1u ⊗ dy
1
u, n = 2, . . . , [p] , ∀t ∈ [0, T ] .
Then Y coincides with the rough integral in [25].
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Remark 44 Let γ > p− 1. Suppose F : [0, T ]→ Cγ (V , L (V ,U)) is a time-varying Lipschitz one-form,
satisfying, for some control ω and θ > 1,∥∥((DlFt)− (DlFs)) (xt)∥∥ ≤ ω (s, t)θ− l+1p , ∀0 ≤ s ≤ t ≤ T , l = 0, 1, . . . , [p]− 1. (5.2)
If we modify the definition of βs in (5.1) by replacing f with Fs, then it can be proved similarly that∫ ·
0 βu (gu) dgu is a dominated path.
Remark 45 Let X be a p-rough path, H be a q-rough path, p−1+q−1 > 1, p ≥ q, and let (x, h) 7→ α (x, h)
be a Lipschitz function that is Lip (γ) in x and Lip (κ) in h. Then the rough integral
∫
α (X,H) dX is
well defined when γ > p− 1 and (κ ∧ 1) q−1 + p−1 > 1, because t 7→ α (·, ht) is a time-varying Lipschitz
function satisfying (5.2).
Remark 46 The integration in Corollary 43 is a generalization of Lyons’ original integration [25] in
the sense that g can be a weakly geometric rough path (see also [3]).
Remark 47 When g takes values in Butcher group, the one-form can be defined by,
βs (a, b) :=
∑[p]−1
l=0
1
l!
(
Dlf
)
(xs)σl+1
(
g−1s a (b− 1)
)
, ∀a, b ∈ G[p], ∀s ∈ [0, T ] ,
where σl+1 ∈ P[p] denotes the unlabelled tree obtained by attaching l branches with one node to a new
root, e.g. σ1 = ·, σ2 = [·], σ3 = [··]. Then
∫
β (g) dg is a dominated path and coincides with the
integral in [15].
Proof. SinceDlf ∈ Cγ−l
(
V , L
(
V⊗l, L (V ,U)
))
is symmetric in V⊗l and the projection of πi (a), a ∈ G[p],
to the space of symmetric tensors is (i!)
−1
(π1 (a))
⊗i
(see [25]), it can be computed that, for a, b ∈ G[p],
βs (a, b) =
[p]−1∑
l=0

[p]−1−l∑
j=0
(
Dl+jf
)
(xs)
(π1 (a)− xs)
⊗j
j!

⊗ πl+1 (b) (since π0 (b) = 1)). (5.3)
Then we check that β satisfies the slowly-varying condition. Since βs (a, ·) is a continuous linear
mapping, based on Condition 23, the equality (5.3) holds when b is replaced by v ∈ V⊗k, k = 1, . . . , [p].
Then, for 0 ≤ s ≤ t ≤ T and k = 1, 2, . . . , [p], we have
(βt − βs) (gt, v) =

(Dk−1f) (xt)− [p]−k∑
j=0
(
Dk+j−1f
)
(xs)
(xt − xs)
⊗j
j!

 ⊗ v, ∀v ∈ V⊗k. (5.4)
Since f ∈ Cγ (V , L (V ,U)) for γ > p− 1, by using (5.4) and Taylor’s theorem, we have
‖(βt − βs) (gt, ·)‖k ≤ C ‖xt − xs‖
γ−k+1
≤ C(‖g‖
p
p−var,[s,t])
γ+1
p
− k
p .
Since {Dkf}
[p]−1
k=0 are bounded on bounded sets, we have sups∈[0,T ] ‖βs (gs, ·)‖ < ∞ and β satisfies the
slowly-varying condition.
Then, by working on the local expansion of Y , we check that Y coincides with the rough integral in
[25].
For 0 ≤ s ≤ t ≤ T , we denote
Ys,t := Y
−1
s Yt and y
n
s,t := πn (Ys,t) , n = 0, 1, . . . , [p] .
We define Hs ∈ B(G[p],U ⊕ · · · ⊕ U
⊗[p]) for s ∈ [0, T ] by
Hs =
∑[p]
n=1 η
n
s ,
where ηns ∈ B(G[p],U
⊗n) are defined by
η1s (a, b) := βs (a, b) , η
n
s (a, b) := η
n−1
s (gs, ·)⊗ η
1
s (gs, ·) I
(
g−1s a (b− 1)
)
, ∀a, b ∈ G[p].
Hence Hs = Bs,s for Bs,s defined at (4.22) and η
n
s = β
n
s,s for β
n
s,s defined at (4.23). Then based on
(4.25), there exist control ω and θ > 1, s.t.
‖Ys,t − 1−Hs (gs, gs,t)‖ ≤ ω (s, t)
θ
, ∀0 ≤ s ≤ t ≤ T . (5.5)
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To writeHs (gs, gs,t) in a more explicit form, we define the mappings I
n ∈ L(T ([p]) (V) , (T ([p])(V))⊗(n+1)),
n = 1, . . . , [p]− 1, by (with I in (3.5) and Id denotes the identity function on T
([p])(V)):
I1 := I, In =
(
In−1 ⊗ Id
)
◦ I1, n = 2, . . . , [p]− 1. (5.6)
Then, it can be proved inductively that
η1s (gs, gs,t) = βs (gs, gs,t) and η
n
s (gs, gs,t) = βs (gs, ·)
⊗n In−1 (gs,t) , n = 2, . . . , [p] .
Combined with (5.5), we have that, there exist control ω and θ > 1 such that for any 0 ≤ s ≤ t ≤ T ,
∥∥y1s,t − βs (gs, gs,t)∥∥ ≤ ω (s, t)θ , ∥∥∥yns,t − βs (gs, ·)⊗n In−1 (gs,t)∥∥∥ ≤ ω (s, t)θ , n = 2, . . . , [p] . (5.7)
Then we check that
In (a) =
∑
j1+···+jn+1≤[p],ji≥1
∑
ρ∈OS(j1,...,jn+1)
ρ−1
(
πj1+···+jn+1 (a)
)
, n = 1, . . . , [p]−1, ∀a ∈ G[p], (5.8)
where OS (j1, . . . , jn+1) denotes the ordered shuffles (p73 [26]). Indeed, we first suppose a is an element in
the step-[p] nilpotent Lie group over a finite dimensional subspace of V . Then based on Chow-Rashevskii
Connectivity Theorem, there exists some continuous bounded variation path x, which takes values in the
finite dimensional subspace of V and satisfies S[p] (x)0,1 = a. By comparing the expression on the r.h.s.
of (5.8) with the expression (4.9) on p74 in [26], we can rewrite (5.8) in the form (with 1[p],n+1 denotes
the projection of (T ([p])(V))⊗(n+1) to
∑
j1+···+jn+1≤[p],ji≥1
V⊗j1 ⊗ · · · ⊗ V⊗jn+1)
In (a) = 1[p],n+1
(∫
· · ·
∫
0<u1<···<un+1<1
dS[p] (x)0,u1 ⊗ · · · ⊗ dS[p] (x)0,un+1
)
. (5.9)
Hence, based on the definition of In in (5.6), it can be proved inductively that (5.9) (so (5.8)) holds for
all the elements in the step-[p] nilpotent Lie group over any finite dimensional subspace of V . Then by
using continuity, we have (5.8) holds for any a ∈ G[p].
Then we check that Y coincides with the rough integral in [25]. Indeed, based on (5.7), if we define
X : {(s, t) |0 ≤ s ≤ t ≤ T } → 1⊕ U ⊕ · · · ⊕ U⊗[p] by
Xs,t := 1 + βs (gs, gs,t) +
∑[p]
n=2 βs (gs, ·)
⊗n
In−1 (gs,t) , ∀0 ≤ s ≤ t ≤ T ,
then X is a almost multiplicative functional (Def 3.1.1 [25]), and Y is a p-rough path associated with X
(i.e. Y is multiplicative and there exist control ω and θ > 1 such that Ys,t and Xs,t are close up to an
error bounded by ω (s, t)θ for any s < t). On the other hand, based on Def 3.2.2 and Theorem 3.2.1 [25],
the rough integral is another p-rough path associated with X . Since the p-rough path associated with
X is unique (Theorem 3.3.1 [25]), we have that Y coincides with the rough integral in [25].
6 Iterated integration for weakly controlled paths
Recall in Section 3.1 that Condition 23 states that T ([p])(V) : = R⊕ V ⊕ · · · ⊕ V⊗[p] is the closure of
the linear span of the topological group G[p]; Condition 25 requires the existence of a mapping I which
expresses the formal integral
∫∫
0<u1<u2<T
δg0,u1⊗ δg0,u2 for g ∈ C
(
[0, T ] ,G[p]
)
as a universal continuous
linear mapping of g0,T . In particular, Conditions 23 and 25 are satisfied when (T
([p])(V),G[p],P[p]) is the
triple for the step-[p] free nilpotent Lie group p ≥ 1 or the step-2 Butcher group 2 ≤ p < 3.
Corollary 48 (Iterated Integration for Weakly Controlled Paths) Suppose (T ([p])(V),G[p],P[p])
satisfies Conditions 23 and 25, and g ∈ Cp−var
(
[0, T ] ,G[p]
)
for some p ≥ 2. Suppose U i, i = 1, 2,
are two Banach spaces, and there exist control ω and θ > 1 such that γi ∈ C
(
[0, T ] ,U i
)
and βi ∈
C
(
[0, T ] , B
(
G[p]−1,U
i
))
, i = 1, 2, satisfy that
M i := sup
0≤t≤T
∥∥βit (gt, ·)∥∥+ sup
0≤s<t≤T
max
k=1,...,[p]−1
∥∥(βit − βis) (gt, ·)∥∥k
ω (s, t)θ−
k+1
p
(6.1)
+ sup
0≤s<t≤T
∥∥γit − γis − βis (gs, gs,t)∥∥
ω (s, t)
θ− 1
p
<∞, i = 1, 2.
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Let us define h ∈ C
(
[0, T ] ,U2 ⊕ G[p]
)
by h := γ2 ⊕ g with hs,t =
(
γ2t − γ
2
s
)
⊕ gs,t, ∀0 ≤ s ≤ t ≤ T .
Then there exists β ∈ C
(
[0, T ] , B
(
U2 ⊕ G[p],U
1 ⊗ U2
))
such that (β, h) satisfies the integrable condition
(Condition 14), and with control ωˆ := ω + ‖g‖
p
p−var and θˆ := min(θ,
[p]+1
p
) > 1, we have that (I in
Condition 25) ∥∥∥∥
∫ t
s
βu (hu) dhu −
(
γ1s − γ
1
0
)
⊗
(
γ2t − γ
2
s
)
− β1s (gs, ·)⊗ β
2
s (gs, ·) I (gs,t)
∥∥∥∥
≤ Cp,ωˆ(0,T )M
1M2ωˆ (s, t)θˆ , ∀0 ≤ s < t ≤ T .
Remark 49 The integral path
∫ ·
0 β (h) dh is continuous in p-variation w.r.t. M
i that is a norm involving
both γi and βi. It is hard to derive the continuity in operator norm of the one-form β in terms of γi and
βi (comparing with (4.2)), because the constraint
∥∥γ2t − γ2s − β2s (gs, gs,t)∥∥ ≤ M2ω (s, t)θ− 1p prescribes
directions to evaluate β. The one-form β would not vary slowly as a linear operator (that induces strong
continuity as demonstrated in Section 4); it only varies slowly in (a neighborhood of) the future direction
of the path.
Proof. With the mapping I ∈ L(T ([p]) (V) , T ([p]) (V)
⊗2
) in Condition 25, for s ∈ [0, T ], we define
β1,2s ∈ C
(
G[p], L
(
T ([p]) (V) ,U1 ⊗ U2
))
by
β1,2s (a, v) := β
1
s (a, ·)⊗ β
2
s (a, ·) I (v) , ∀a ∈ G[p], ∀v ∈ T
([p]) (V) ,
and define β ∈ C
(
[0, T ] , B
(
U2 ⊕ G[p],U
1 ⊗ U2
))
by
βs (u⊕ a, v ⊕ b) :=
(
γ1s − γ
1
0
)
⊗ v + β1,2s
(
gs, g
−1
s a (b− 1)
)
, ∀ (u⊕ a) , (v ⊕ b) ∈ U2 ⊕ G[p], ∀s ∈ [0, T ] .
Then we check that (β, h) satisfies the integrable condition. For s < u < t, similar to the argument used
in the proof of the iterated integration for dominated paths (see (4.7) on page 25), we have
∥∥(β1,2u − β1,2s ) (gu, ·)∥∥k ≤ Cp,ω(0,T )M1M2ω (s, u)θ− 1p− kp+ 1p
= Cp,ω(0,T )M
1M2ω (s, u)
θ− k
p , ∀s < u, k = 1, . . . [p] .
Then,∥∥(β1,2u − β1,2s ) (gu, gu,t)∥∥ ≤ ∑
σ∈P[p]
∥∥(β1,2u − β1,2s ) (gu, ·)∥∥|σ| ‖σ (gu,t)‖ ≤ Cp,ω(0,T )M1M2ωˆ (s, t)θ . (6.2)
Based on (4.8), for s < u < t,
β1,2s (gs, gs,t) = β
1,2
s (gs, gs,u) + β
1,2
s (gu, gu,t) + β
1
s (gs, gs,u)⊗ β
2
s (gu, gu,t)
−
∑
σi∈P[p],|σ1|+|σ2|≥[p]+1
β1s (gs, σ1 (gs,u − 1))⊗ β
2
s (gs, σ2 (gs,u (gu,t − 1)))
−
∑[p]
k=2
∑
σi∈P[p],|σ1|+|σ2|≥[p]+1−k
β1s (gs, σ1 (gs,u) ·)⊗ β
2
s (gs, σ2 (gs,u) ·) I (πk (gu,t)) .
Then
(βu − βs) (hu, hu,t)
=
(
γ1u − γ
1
s − β
1
s (gs, gs,u)
)
⊗
(
γ2t − γ
2
u
)
+ β1s (gs, gs,u)⊗
(
γ2t − γ
2
u − β
2
u (gu, gu,t)
)
+β1s (gs, gs,u)⊗
(
β2u − β
2
s
)
(gu, gu,t) +
(
β1,2u − β
1,2
s
)
(gu, gu,t)
+
∑
σi∈P[p],|σ1|+|σ2|≥[p]+1
β1s (gs, σ1 (gs,u))⊗ β
2
s (gs, σ2 (gs,u (gu,t − 1)))
+
∑[p]
k=2
∑
σi∈P[p],|σ1|+|σ2|≥[p]+1−k
β1s (gs, σ1 (gs,u) ·)⊗ β
2
s (gs, σ2 (gs,u) ·) I (πk (gu,t)) .
Then combined with (6.1), (6.2) and that ‖σ (gs,t)‖ ≤ ‖g‖
|σ|
p−var,[s,t], (β, h) satisfies the integrable condi-
tion (Condition 14), and the local estimate follows from Theorem 15.
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