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Resumen
La presente tesis doctoral trata sobre el estudio y cuantificación de correlaciones
entre sistemas cuánticos, tópico que ha despertado gran interés en las últimas
décadas en el campo de la Teoŕıa Cuántica de la Información y otras áreas de la
f́ısica. El trabajo se divide en dos partes: en la primera abordamos la extensión
a formas entrópicas generales de la entroṕıa condicional cuántica dependiente
de la medida y estudiamos el problema de optimización asociado, cuya solución
permite obtener la medida que maximiza el acceso local a correlaciones en un es-
tado de un sistema cuántico compuesto, y determina ciertas medidas entrópicas
de correlación. En la segunda parte se aborda el problema de extender, de ma-
nera consistente, medidas de entrelazamiento y cuanticidad de las correlaciones
definidas para sistemas constituidos por componentes distinguibles a sistemas de
fermiones indistinguibles, analizando las vinculaciones entre las diferentes formas
de cuantificar el entrelazamiento en dichos sistemas.
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5.1.2. Entroṕıa de entrelazamiento de un cuerpo . . . . . . . . . 105
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Introducción y motivación
La cuantificación de correlaciones en sistemas cuánticos compuestos es uno
de los tópicos de mayor interés en el campo de la información cuántica. No solo
porque la existencia de formas de correlación sin análogo en el mundo clásico es
una de las caracteŕısticas distintivas de la mecánica cuántica, sino también por-
que se ha probado que tales correlaciones permiten la implementación de tareas
imposibles de realizar usando sistemas clásicamente correlacionados, como la te-
leportación cuántica, protocolos de criptograf́ıa y comunicación cuántica, además
de algoritmos cuánticos exponencialmente más veloces en comparación con su
contraparte clásica.
La manifestación más estudiada de estas correlaciones es el entrelazamiento
cuántico. Estas correlaciones están definidas como aquellas que no pueden ser
generadas mediante un protocolo de operaciones locales y comunicación clásica
(LOCC, por sus siglas en inglés) (ver caṕıtulo 1). La presencia de correlaciones
de este tipo en un estado cuántico procesado mediante un protocolo LOCC per-
mite entonces la implementación de operaciones no locales y, aśı, la realización
de ciertas tareas que seŕıa imposible llevar adelante usando sistemas clásicamente
correlacionados. La imposición del uso de operaciones LOCC en el procesado de
estados cuánticos convierte entonces al entrelazamiento en un recurso y por lo
tanto su comprensión, cuantificación y generación cobran una importancia obvia.
Identificar y cuantificar entrelazamiento en estados cuánticos generales, sin em-
bargo, presenta sus dificultades. Por empezar, determinar si un estado está o no
entrelazado implica poder decidir si este puede escribirse como una combinación
convexa de estados producto, problema que es en general muy dif́ıcil si el estado
no es puro y de hecho está clasificado como NP-HARD (ver caṕıtulo 1). Para
estados mixtos, además, no se ha dado con una medida única de entrelazamiento
y diferentes enfoques han dado lugar al desarrollo de diferentes medidas, entre las
que pueden mencionarse el Entrelazamiento de Formación y el Entrelazamiento
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Destilable. Por otra parte, la noción misma de “operación local” supone la posibi-
lidad de operar únicamente sobre cierto subsistema de un sistema compuesto, lo
que impĺıcitamente asume la capacidad de distinguir los diferentes componentes
de un sistema. Como consecuencia, identificar y cuantificar entrelazamiento en
sistemas de part́ıculas indistinguibles supone una nueva dificultad, pues surge la
necesidad de identificar con precisión subsistemas sobre los que pueda operarse
localmente.
El entrelazamiento, vale agregar, no agota las posibilidades en cuanto a las
formas en que los sistemas cuánticos pueden correlacionarse. En los últimos años
se ha reconocido que el paradigma LOCC no provee una descripción completa de
las correlaciones no clásicas que pueden exhibir los sistemas cuánticos compues-
tos, dando lugar al surgimiento del concepto más amplio de “cuanticidad de las
correlaciones”. De este nuevo acercamiento al problema de identificar y cuantifi-
car correlaciones surgieron nuevas medidas de correlación, entre las que destaca
la discordia cuántica (ver caṕıtulo 1). Esta cantidad, definida como la diferencia
entre dos posibles extensiones cuánticas de la información mutua clásica (o equi-
valentemente, de la entroṕıa condicional clásica), ha despertado gran interés tras
mostrarse que existen algoritmos cuánticos basados en estados no puros en los que
una mejora exponencial respecto de los algoritmos clásicos es posible aún usando
estados separables que, no obstante, exhiben discordia no nula. La evaluación de
la discordia y medidas afines de cuanticidad de correlaciones, sin embargo, no es
fácil pues su definición involucra la resolución de un problema de optimización
sobre todas las posbiles medidas locales en uno de los componentes del sistema
global. Como consecuencia, solo se ha logrado evaluar estas cantidades en estados
muy particulares de sistemas de dimensión pequeña, como ser un par de qubits.
A lo largo de esta tesis atacaremos dos problemas diferentes: en una primera
parte, después de introducir en el caṕıtulo 1 los conceptos básicos con los que va-
mos a tratar en el resto del trabajo, estudiamos una de las posibles extensiones a
estados cuánticos compuestos de la entroṕıa condicional clásica, generalizando su
definición a formas entrópicas generales en el caṕıtulo 2. La definición de esta can-
tidad involucra una medida local sobre uno de los componentes, y cuantifica por
tanto las correlaciones entre partes a las que puede accederse mediante medidas
locales. De tal definición surge naturalmente la necesidad de conocer qué medi-
da maximiza el acceso local a correlaciones, y por lo tanto minimiza la entroṕıa
condicional. Identificamos primero clases de estados en los que la medida óptima
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es universal y puede obtenerse anaĺıticamente, y resolvemos en forma anaĺıtica
el problema de optimización para estados qudit-qubit generales en el caso de la
entroṕıa cuadrática. Derivamos entonces en el caṕıtulo 3 una aproximación que
nos permite resolver el problema de optimización en estados débilmente corre-
lacionados de sistemas qudit-qubit, y para cualquiera de las formas entrópicas
consideradas. El caṕıtulo 4 está dedicado a la verificación experimental, en una
clase particular de estados mixtos, de los resultados obtenidos previamente.
La segunda parte de la tesis está dedicada al estudio de correlaciones en sis-
temas de fermiones indistinguibles. En el caṕıtulo 5 introducimos una medida de
entrelazamiento entre modos fermiónicos que involucra valores medios de observa-
bles de un cuerpo y mostramos que su mı́nimo sobre bases del espacio de Hilbert
de una part́ıcula cuantifica entrelazamiento entre part́ıculas, estableciéndose en-
tonces por primera vez un v́ınculo entre estas dos nociones distintas de entrelaza-
miento. Para el caso en que el espacio de Hilbert de una part́ıcula tiene dimensión
4 derivamos una expresión cerrada que permite evaluar el entrelazamiento de un
estado mixto arbitrario, generalizando aśı la conocida fórmula de Wootters para
el caso de dos qubits distinguibles. En el caṕıtulo 6 estudiamos la relación en-
tre la medida de entrelazamiento previamente introducida y el entrelazamiento
que pueden exhibir estados de dos qubits basados en sistemas fermiónicos, exa-
minando en particular el caso en el que el espacio de Hilbert de una part́ıcula
del sistema fermiónico tiene dimensión 4. Mostramos que el entrelazamiento fer-
miónico puede ser extráıdo y utilizado para la implementación de ciertas tareas
si se miden los observables apropiados. Finalmente en el caṕıtulo 7 estudiamos
la posibilidad de introducir medidas de cuanticidad de correlaciones en sistemas
fermiónicos, que resulten compatibles con la medida de entrelazamiento estudia-
da en los caṕıtulos previos. El resultado es una medida de déficit de información
fermiónico que involucra valores medios de observables de un cuerpo y que se
reduce, en el caso de estados puros, a la entroṕıa de entrelazamiento mencionada,
en completa analoǵıa con sus contraparte definida para sistemas de componentes
distinguibles.
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1.1. Entroṕıa e información
1.1.1. Entroṕıa de Shannon
El desarrollo de la teoŕıa de la información por parte de Shannon [1] estuvo
motivado por la necesidad de mejorar la eficiencia en la transmisión de señales. Se
considera como punto de partida que la cantidad de información transmitida en
un mensaje puede ser cuantificada. Si esto es posible, entonces puede compararse
la performance de diferentes sistemas de transmisión o protocolos de codifica-
ción, lo que deviene en una optimización en tiempos de transmisión o tamaño de
memorias.
Los mensajes normalmente tienen un significado, esto es, refieren directamen-
te o están correlacionados con algún sistema con determinadas caracteŕısticas.
Estas consideraciones de tipo semántico sin embargo son irrelevantes a la hora
de estudiar la transmisión de información, y el único aspecto relevante es que
el mensaje a transmitir es elegido entre un conjunto de posibles mensajes. Una
fuente de información, entonces, puede ser representada por una variable alea-
toria X que toma n posibles valores xi, con alguna distribución de probabilidad
pi = P (X = xi). La información es aśı producida por la fuente cuando un mensa-
je particular es elegido de entre todos los posibles. Esto implica que la cantidad
de información producida no depende del significado del mensaje o de cuál es
el alfabeto del que se elige, sino simplemente de la elección misma. Cuantificar
la cantidad de información producida por la fuente es entonces equivalente a
cuantificar “cuánto hay de elección” en la ocurrencia de un evento (un mensaje)
11
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particular, por lo que la cantidad I(X = xi) que mide esta información debe ser
una función decreciente de la probabilidad a priori pi, es decir, I(X = xi) = I(pi).
Equivalentemente podemos pensar que esta cantidad mide la sorpresa que causa
la ocurrencia de un evento particular: obtenemos muy poca información cuando
nos enteramos de la ocurrencia de un evento del que teńıamos certeza, mientras
que la ocurrencia de eventos raros resulta muy informativa. Una última carac-
teŕıstica deseable de esta cantidad I(X = xi) es la aditividad: supongamos que
dos eventos ocurren con probabilidades p1 y p2. Si los eventos son independientes
(en cuyo caso la probabilidad conjunta es p12 = p1p2) la información obtenida
tras la ocurrencia de estos debeŕıa ser igual a la suma de la información que
obtendŕıamos por la observación de cada evento por separado, lo que se escribe
como I(p1p2) = I(p1) + I(p2). Si a estas propiedades sumamos la continuidad,
arribamos a que la función que mide la información producida por la fuente, la
función sorpresa, es
I(p) = − log(p). (1.1)
Cabe mencionar que las propiedades anteriores no definen la base del logaritmo.
Fijar la base es equivalente a definir una unidad de medida de información. Si la
base es dos, por ejemplo, la unidad de medida es el d́ıgito binario o bit. Un dispo-
sitivo con solo 2 estados es entonces capaz de almacenar un bit de información.
Provistos ahora de la función sorpresa (1.1) como medida de la información
que obtenemos al conocer la ocurrencia de un evento podemos cuantificar la
información que nos falta antes de recibir el mensaje, dado que conocemos la dis-
tribución a priori {pi}. Esta nueva cantidad es la Entroṕıa de Shannon, y se define








pi log pi. (1.2)
De la definición se sigue que la entroṕıa es una cantidad no negativa, y se anula
únicamente cuando las probabilidades de todos los eventos son nulas con ex-
cepción de uno, que obviamente ocurre con probabilidad 1. El valor nulo de la
entroṕıa indica que la incerteza respecto del valor de la variable es, en este ca-
so, nula. Por otra parte H toma su valor máximo para la distribución uniforme,
H({pi}) ≤ H({1/n}), situación que intuitivamente entendemos como la de máxi-
ma incerteza.
Una caracteŕıstica esencial de la entroṕıa como función de la distribución de
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probabilidad es la concavidad. Consideremos un conjunto de procesos mutuamen-
te excluyentes, cada uno con un resultado representado por una variable aleatoria
Xi y que suceden en forma aleatoria, con distribución de probabilidad {qi}. Cada
variable tiene una entroṕıa asociada H(Xi) y también el conjunto, representado
por una variable aleatoria X̃. Si pij es la probabilidad de que Xi tome el valor

































Intuitivamente este es un resultado esperado: si la entroṕıa es una medida de la
ignorancia acerca de la variable aleatoria X entonces la entroṕıa de la variable
conjunta X̃ debe ser mayor que el valor esperado para las variables Xi, puesto
que la primera mide no solo la incerteza acerca de las variables Xi sino también
la incerteza asociada a la distribución {qi}.
1.1.1.1. Entroṕıa conjunta, entroṕıa relativa e información mutua
Tomemos ahora el caso de dos variables aleatorias, X e Y , con posibles valores
xi e yj respectivamente. Si denotamos con pij = P (X = xi, Y = yj) la probabili-
dad de la ocurrencia conjunta de X = xi e Y = yj, entonces la entroṕıa conjunta
del par de variables es igual a la entroṕıa de la variable compuesta XY , dada por




De la distribución conjunta {pij} pueden obtenerse las distribuciones marginales,
pxi = P (X = xi) =
∑
j pi,j y p
y
j = P (Y = yj) =
∑
i pi,j, a partir de las cuales
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Las siguientes desigualdades que relacionan estas cantidades resultan intuitivas y
fácilmente demostrables (ver ecuaciones (1.13), (1.17)):
H(X) ≤ H(X, Y ) (1.9)
H(Y ) ≤ H(X, Y ) (1.10)
H(X, Y ) ≤ H(X) +H(Y ). (1.11)
Las desigualdades (1.9) y (1.10) indican que la incerteza acerca de cualquiera de
las variables marginales no puede ser mayor que la incerteza acerca del conjunto,
y saturan en el caso en el que una de las variables sea una función de la otra.
La última desigualdad establece que la incerteza acerca de la variable conjunta
no puede ser nunca mayor que la suma de las incertezas de las variables indivi-
duales. Si los valores que toman X e Y están correlacionados, entonces tienen
información en común que en la suma de la derecha en (1.11) se cuenta dos veces.
La desigualdad (1.11), como es esperable, satura cuando las variables X e Y son




j . Estos resultados motivan la
definición de una nueva cantidad, la información mutua de X e Y
H(X : Y ) = H(X) +H(Y )−H(X, Y ), (1.12)
que mide la información que X e Y tienen en común. Por construcción esta
cantidad es nula si las variables son independientes y es positiva en caso contrario,
tomando un valor máximo cuando la dependencia es completa, en cuyo caso una
de las variables puede expresarse como una función de la otra. Esta situación se
ilustra en la figura 1.2. La información mutua es entonces una medida entrópica
de las correlaciones entre las variables X e Y .
Vamos ahora a definir una cantidad que va a ser de particular interés en
los caṕıtulos que siguen: la entroṕıa condicional. Supongamos que la variable Y
toma el valor yk. Podemos, por el teorema de Bayes, usar este conocimiento para
“actualizar” la distribución de probabilidad de X a la distribución condicional
{P (X = xi|Y = yk) = pik/pyk}, con lo cual la entroṕıa asociada a la variable pasa
a ser la entroṕıa de esta nueva distribución H(X|Y = yk). Vemos entonces que la
incerteza promedio acerca de X dado que se conoce Y está dada por la entroṕıa
Caṕıtulo 1. Preliminares 15
Figura 1.1: Esquema de la relación entre la Información mutua de las variables














= H(X, Y )−H(Y ). (1.13)
De la definición se sigue que la entroṕıa condicional es una cantidad no negativa, y
la forma (1.13) implica entonces la desigualdad (1.9) (y también (1.10)). Además,
de (1.11) vemos que H(X|Y ) = H(X) si y solo si X e Y son independientes.
1.1.1.2. Entroṕıa relativa
Resulta de utilidad en este punto introducir una nueva cantidad, la entroṕıa
relativa o divergencia de Kullback-Leibler, en términos de la que pueden escribirse
las cantidades ya introducidas, y que es también de importancia en el caso cuánti-
co también. Dadas dos distribuciones de probabilidad P = {pi} y Q = {qj}, la
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y es una medida de cómo la distribución Q diverge de P . Puede interpretarse
como el incremento en la entroṕıa que supone, para una dada variable aleatoria X,
asumir la distribución de probabilidad {qj} en lugar de la verdadera distribución
de la variable {pi}.
De la definición es claro que la entroṕıa relativa solo está definida cuando




Demostración. Puesto que ∀x ≥ 0 : − log x ≥ (1 − x)/ ln 2, con igualdad sii



















donde la igualdad se da sii pi = qi ∀i
La entroṕıa relativa nos es de utilidad porque las cantidades entrópicas ya
mencionadas pueden escribirse en términos de esta. Aśı, por ejemplo, es fácil
probar que la entroṕıa de Shannon de una distribución {pi} puede escribirse en
términos de la entroṕıa relativa como
H({pi}) = log d−D({pi}||{1/d}), (1.15)
donde d es la dimensión del vector de probabilidades {pi}. De la no negatividad de
la entroṕıa relativa deducimos entonces que H({pi}) ≤ log d, es decir, la entroṕıa
de una distribución es siempre menor que la entroṕıa de la distribución uniforme,
propiedad esencial que como vamos a ver más adelante conecta a esta medida de
información con la noción de mayorización.
De manera análoga podemos escribir a la entroṕıa condicional y la información
mutua usando la entroṕıa relativa. Consideremos una distribución conjunta {pij}
para una variable compuesta XY con distribuciones marginales {pxi } y {pyj}, y
a la distribución que surge del producto de {pyj} con {1/d}. La entroṕıa de la













= −H(X|Y ) + log d, (1.16)
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de manera que podemos escribir la entroṕıa condicional como H(X|Y ) = log d−
D(XY ||Y I), donde Y I representa la composición de la variable Y con otra de la
misma dimensión que X (d) pero uniformemente distribuida. Siguiendo la misma
idea es fácil ver que también podemos usar la entroṕıa relativa para escribir la
información mutua entre X e Y como
H(X : Y ) = D(XY ||X.Y ) (1.17)
es decir, la información mutua entre X e Y está dada por la entroṕıa de la
distribución conjunta relativa al producto de las distribuciones marginales para
X e Y . La no negatividad de la entroṕıa relativa asegura la no negatividad de
la información mutua, y de hecho constituye una prueba de la propiedad de
subaditividad de la entroṕıa de Shannon.
1.1.2. Entroṕıa de von Neumann
En la sección anterior vimos que una fuente clásica de información puede ser
modelada por medio de una variable aleatoria. Vamos a considerar ahora el caso
en el que la fuente de información es cuántica, lo que implica que el estado de
la fuente ya no puede ser representado por una variable aleatoria, sino que viene
dado por un operador (o matriz) densidad.
1.1.2.1. Formalismo de la mecánica cuántica
El estado de un sistema cuántico está representado por un operador densidad
ρ sobre un espacio de Hilbert separable H de dimensión n. Siguiendo la notación
de Dirac representamos a los vectores de este espacio con kets |ψ〉, entendiendo
entonces el śımbolo 〈ψ|φ〉 como el producto escalar entre los estados |ψ〉 y |φ〉, y
a |ψ〉〈ψ| como el proyector ortogonal sobre |ψ〉. El operador densidad ρ : H → H
es hermı́tico y semidefinido positivo, con traza igual a la unidad:
ρ ≥ 0, Trρ = 1.
Decimos que el estado ρ del sistema es puro si y solo si ρ = |ψ〉〈ψ| para algún
|ψ〉 ∈ H, es decir, si el operador es un proyector sobre algún vector |ψ〉 ∈ H.
Esto implica ρ = ρ2 para estados puros. En el caso general el estado ρ del sistema
es una mezcla estad́ıstica de proyectores de este tipo, con una descomposición






donde los autovalores λk, k = 1, ..., n satisfacen 0 ≤ λk ≤ 1 y
∑
k λk = 1 y los
vectores {|i〉} forman una base ortonormal de H. Para estos estados generales se
verifica ρ2 ≤ ρ, a saber, que el operador ρ− ρ2 es semidefinido positivo. Se sigue
entonces que Trρ2 ≤ 1, con igualdad sii ρ es un estado puro.
Los observables del sistema también están representados por operadores au-
toadjuntos O : H → H, cuyos valores medios vienen dados por
〈O〉 = TrρO.
Si O = ∑i oi |̃i〉〈̃i|, con {|̃i〉, i = 1, ..., dim(H)} una base de H, es la descomposi-








con pi = 〈̃i|ρ|̃i〉 = Trρ|̃i〉〈̃i|, que interpretamos como la probabilidad de obtener
el valor oi al medir O ó, equivalentemente, como la probabilidad de encontrar al
sistema en el estado |̃i〉.
En general una medida sobre el sistema viene descrita por un conjunto de




iMi = I, donde I denota el operador iden-
tidad en H e i es un ı́ndice que identifica los posibles resultados, de manera que




Que el conjunto {pi} es una distribución de probabilidad queda asegurado por la




iMi = I y el hecho de que el espectro
de ρ es también una distribución de probabilidad. Después de una medida con







Si el resultado de la medida no se leyera, es decir, si no hubiese postselección,
entonces la ignorancia en el resultado queda reflejada en el estado del sistema
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Como caso particular de este formalismo general para representar medidas,
denominado POVM (positive operator-valued measure), se encuentran las medi-
das proyectivas. En estas los operadores de medida son operadores de proyección,
Mi = Πi = Π
2
i . Si además estos proyectores tienen rango igual a la unidad,
y forman un conjunto ortogonal, entonces decimos que se trata de una medida
de von Neumann. En tal caso los operadores de medida pueden escribirse como
Πi = |i〉〈i|, donde los vectores {|i〉} forman una base ortonormal de {H}. La
medición de un observable del sistema (1.18) constituye entonces una medida de
von Neumann.
Sistemas compuestos
Consideremos ahora un sistema cuántico compuesto por dos constituyentes
distinguibles A y B. Si HA y HB denotan el espacio de estados de A y B respec-
tivamente, entonces el espacio de estados del sistema conjunto AB es HA ⊗HB,
donde el śımbolo ⊗ denota el producto tensorial de espacios. El estado del siste-
ma conjunto entonces será un operador densidad ρAB sobre este último espacio.
Los estados marginales o reducidos (análogo cuántico de la distribución marginal
clásica) de cada subsistema se obtienen a partir de ρAB mediante trazas parciales








donde {|iA〉} y {|jB〉} forman bases de HA y HB respectivamente. Estos estados
reducidos reproducen la estad́ıstica del estado conjunto para observables loca-
les, es decir, si OB es un observable en B tenemos 〈OB〉 = Tr(ρABIA ⊗ OB) =
TrBρBOB.
1.1.2.2. Entroṕıa en el formalismo cuántico
La noción de entroṕıa puede ahora extenderse al caso en que la fuente de in-
formación es un sistema cuántico mediante la entroṕıa de von Neumann, definida
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para un operador densidad ρ : H → H como
S(ρ) = −Trρ log ρ = −
∑
k
λk log λk. (1.21)
Vemos entonces que la entroṕıa de von Neumann de un operador ρ es igual a la
entroṕıa de Shannon de su distribución de autovalores, y de esta última igualdad
sigue inmediatamente que la entroṕıa de von Neumann es no negativa, S(ρ) ≥ 0,
con igualdad sii ρ es un estado puro. Por el contrario, vemos también que S será
máxima cuando la distribución de autovalores de ρ sea {λk = 1/n, k = 1, ..., n},
en cuyo caso el estado es ρ = In/n donde In es el operador identidad en H.
Si el sistema cuántico es bipartito podemos extender la noción clásica de
entroṕıa conjunta y marginal simplemente evaluando la entroṕıa de von Neumann
del estado conjunto y los estados marginales respectivamente. Tenemos entonces
SAB = S(ρAB) = −TrρAB log ρAB (1.22)
SA(B) = S(ρA(B)) = −TrρA(B) log ρA(B). (1.23)
En el caso clásico se dice de un par de variables X e Y que son independientes o no




j , con p
x
i
y pyj las distribuciones marginales de cada variable. Esta idea se extiende también
al caso cuántico tomando a los sistemas A y B como no correlacionados cuando el









j |jB〉〈jB| son las descomposiciones espectrales de dos observables
sobre A y B respectivamente, entonces la probabilidad de obtener el valor oAi en
A y oBj en B es Tr(ρA ⊗ ρB|iA〉〈iA| ⊗ |jB〉〈jB|) = Tr(ρA|iA〉〈iA|)Tr(ρB|jB〉〈jB|),
por lo que no hay correlación en los resultados de las medidas. En este caso los






j y entonces vale S(ρAB) =
S(ρA) + S(ρB) como sucede en el caso clásico. La extensión de estas nociones a
un número arbitrario de componentes es directa.
1.1.2.3. Entroṕıa relativa, condicional e información mutua
Como sucede para la entroṕıa de Shannon y medidas afines, resulta de utilidad
introducir la noción de entroṕıa relativa. La definición de entroṕıa relativa para el
caso de sistemas cuánticos es una generalización directa, a operadores densidad,
de la definición en el caso clásico. Si ρ y σ son dos matrices densidad entonces la
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entroṕıa de ρ relativa a σ está dada por la expresión
S(ρ||σ) = Trρ log ρ− Trρ log σ. (1.24)
En analoǵıa con el caso clásico esta cantidad diverge si el núcleo de σ tiene inter-
sección con el soporte de ρ. La versión cuántica de la entroṕıa relativa es también
no negativa, propiedad que se sigue de la no negatividad de su contraparte clásica,
como mostramos a continuación.
Teorema 1.2. Teorema de Klein
S(ρ||σ) ≥ 0.
Demostración. Sean ρ =
∑
i pi|iρ〉〈iρ| y σ =
∑
j qj|jσ〉〈jσ| las descomposiciones


















Pij log qj), (1.26)




j Pij = 1 y es por lo tanto
una matriz doblemente estocástica, lo que implica
∑
j Pij log qj ≤ log(
∑
j Pijqj)
con igualdad sii Pij es una matriz de permutación (lo que significa que ρ y σ son










j Pijqj. Esta última expresión es una entroṕıa relativa entre dos dis-
tribuciones de probabilidad clásicas, y por el teorema (1.1) es no negativa. Dedu-
cimos entonces
S(ρ||σ) ≥ 0.
con igualdad sii pi = ri ∀i y Pij es una matriz de permutación. Es decir, con
igualdad sii ρ = σ.
Vale notar que si bien la entroṕıa de cada operador es igual a la entroṕıa de
Shannon de su distribución de autovalores, la entroṕıa de ρ relativa a σ es mayor
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que la entroṕıa relativa clásica D({pi}||{qj}), y la demostración anterior muestra
que esto es aśı porque [ρ, σ] 6= 0 en general.
Supongamos ahora un sistema cuántico bipartito AB cuyo estado es ρAB,
con estados marginales ρA y ρB para los subsistemas A y B respectivamente.
Podemos evaluar la entroṕıa de ρAB relativa al producto tensorial de sus estados
marginales, extendiendo aśı al caso cuántico la definición clásica de información
mutua. Tenemos entonces que la información mutua cuántica está dada por
I(A : B) = D(ρAB||ρA ⊗ ρB) (1.27)
= S(ρA) + S(ρB)− S(ρAB) = S(A) + S(B)− S(AB). (1.28)
Al igual que en el caso clásico, esta cantidad es necesariamente no negativa, pues
es una entroṕıa relativa. De manera análoga es también posible generalizar la
definición clásica de la entroṕıa condicional al caso cuántico. Si evaluamos la
entroṕıa de ρAB relativa a
1
dA
IA ⊗ ρB, donde IA es la identidad en el espacio de




IA ⊗ ρB) = TrρAB log ρAB − TrρAB(log
1
dA
IA + log ρB)
= S(ρB)− S(ρAB) + log(dA),
y luego la entroṕıa de A dado B es
S(A|B) = S(ρAB)− S(ρB) = log dA − S(ρAB||
1
dA
IA ⊗ ρB). (1.29)
Vale notar en este punto que, a diferencia de lo que se observa en el caso clásico, la
entroṕıa condicional cuántica puede tomar valores negativos. En particular es fácil
ver que esto sucede cuando ρAB es un estado puro entrelazado, en cuyo caso vale
S(ρAB) = 0, y entonces la entroṕıa condicional es S(A|B) = −S(B). Los valores
negativos para la entroṕıa condicional indican la existencia de estados globales
tales que nuestra incerteza acerca del estado de una de las partes es mayor que
aquella respecto al sistema conjunto, lo cual a su vez implica la existencia de
correlaciones sin análogo clásico en dichos estados globales. Vamos a volver sobre
esto en la próxima sección.
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1.1.3. Entroṕıas generalizadas
1.1.3.1. Mayorización
La mayorización es una relación de preorden en Rd que puede usarse para
comparar distribuciones de probabilidad. Es decir, nos nos permite comparar dos
distribuciones dadas y decidir cuál resulta más ordenada. Formalmente,




j bj = Tr b.






b↓i ∀k = 1, ..., d,
donde a↓i y b
↓
i son las componentes de a y b respectivamente, ordenadas en forma
decreciente [5].
La relación definida impone un orden que solo es parcial en Rd. Esto signifi-
ca que existen pares de vectores del espacio que no son comparables mediante
mayorización, a saber, que verifican a ⊀ b y a  b valen simultáneamente.
Dada la definición no es evidente que la relación a  b implica que a está
más ordenado que b. Para verlo vamos a apoyarnos en la siguiente propiedad:
Propiedad 1.3. Dados dos vectores a,b ∈ Rd, a  b sii existe una matriz
doblemente estocástica tal que
b = Da.
Una matriz doblemente estocástica es una matriz cuadrada de entradas (D)ij =






Estas matrices forman un conjunto convexo, siendo sus elementos extremales
las matrices de permutación {πn}. Esto implica entonces que cualquier matriz
doblemente estocástica puede escribirse como combinación convexa de matrices
de permutación, es decir, D =
∑
n pnπn para alguna distribución de probabilidad
{pn}. De esta manera resulta que si b es mayorizado por a es porque puede





Caṕıtulo 1. Preliminares 24
lo que quiere decir que b puede obtenerse mezclando las componentes de a. De ah́ı
que a esté más ordenado que b. Como ejemplo particular, resulta ahora intuitivo
que el vector (1/d, ..., 1/d) sea mayorizado por todos los vectores v ∈ Rd,Trv =
1, pues no es posible obtener a partir de este un vector distinto simplemente
mezclando sus componentes.
La definición de mayorización dada puede extenderse de manera directa a
operadores densidad sobre un espacio de Hilbert mediante su descomposición
espectral. En general si ρ =
∑
i pi|i〉〈i| y σ =
∑
j qj|j〉〈j| son dos operadores
densidad, entonces
ρ  σ si y solo si {pi}  {qj}, (1.30)
es decir, ρ mayoriza a σ si el vector de autovalores del primero mayoriza al del
segundo. De esta manera, un estado está más o menos mezclado (o desordenado)
si lo están sus autovalores, según el orden impuesto por la definición de mayori-
zación.
De particular interés en la teoŕıa resulta la siguiente propiedad, que establece
una conexión entre la relación de mayorización y el comportamiento de funciones
cóncavas.






vale para toda función f : R→ R cóncava si y solo si a  b.
Una función cóncava, recordemos, es aquella que satisface
f [λx1 + (1− λ)x2] ≥ λf(x1) + (1− λ)f(x2), ∀λ ∈ [0, 1].
Como la entroṕıa de Shannon es una función cóncava, tenemos entonces que si
un par de distribuciones dadas satisfacen {pi}  {qj}, entonces resulta
H({pi}) ≤ H({qj}),
relación que justifica la vinculación que usualmente se establece entre entroṕıa y
“orden”. Es importante recalcar, no obstante, que el rećıproco de esta implicación
no vale en general, es decir, H({pi}) ≤ H({qj}) 6=⇒ {pi}  {qj} de donde se
sigue que el orden impuesto por la mayorización es más restrictivo que el inducido
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por la entroṕıa de Shannon. Combinando este resultado con la definición (1.30)
es fácil ver que para dos operadores densidad ρ y σ vale S(ρ) ≤ S(σ) siempre que
ρ  σ.
Podemos pensar entonces que la entroṕıa, tanto en el caso clásico como en
el cuántico, es una medida del “orden” impuesto por la relación de mayoriza-
ción. Esta interpretación constituye el punto de partida en la generalización de
la entroṕıa a otras formas funcionales.
1.1.3.2. Entroṕıas generalizadas
En su trabajo de 1948 [1] Shannon mostró que la entroṕıa que lleva su nombre
es la única función, a menos de un factor constante, que tiene las siguientes
propiedades:
H({pi}) debe ser una función continua de las probabilidades pi.
Si todos los pi son iguales, pi = 1n, entonces H debe ser una función monóto-
na creciente de n.
Si una elección se descompone en otras dos elecciones sucesivas, la entroṕıa
original debe ser igual a la suma pesada de los valores individuales de H.
Es decir
H(X, Y ) = H(X) +
∑
x
P (X = x)H(Y |X = x).
A esta lista posteriormente fue añadido por Kinchin [6] un cuarto axioma, de “ex-
pandibilidad”, que exige H(p1, p2, ..., pn) = H(p1, p2, ..., pn, 0). La lista completa
se conoce como “axiomas de Kinchin-Shannon”.
No es dif́ıcil ver que la unicidad de la entroṕıa de Shannon es consecuencia
del axioma tres, que exige a la medida de información ser aditiva. Si relajamos
este axioma podemos encontrar otras funciones que satisfacen los tres restantes y
constituyen también medidas del grado de orden, en el sentido de mayorización,
en una distribución. Consideremos, para una distribución de probabilidad dada





donde f : [0, 1] → R es una función cóncava y derivable en [0, 1] que satisface
f(0) = f(1) = 0 y f ′(p) estrictamente decreciente en el mismo intervalo. Estas
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condiciones aseguran la concavidad estricta de f . Las funciones Sf aśı definidas
satisfacen las propiedades básicas de la entroṕıa de Shannon:
Sf ({pi}) ≥ 0 con igualdad sii pi = δij, j ∈ {1, ..., n}.
Sf ({pi}) es una función cóncava, esto es, si {pi} y {qj} son dos distribuciones
de probabilidad, entonces
Sf (λ{pi}+ (1− λ){qj}) ≥ λSf ({pi}) + (1− λ)Sf ({qj}), λ ∈ [0, 1],
donde λ{pi}+ (1− λ){qj} es una distribución de elementos λpi + (1− λ)qi.
Sf alcanza su valor máximo para la distribución equiprobable, {1n}, y
además el valor de este máximo crece con n.
Debido a la propiedad (1.4) todas estas funciones, al ser cóncavas verifican
H({pi}) ≤ H({qj}) si {pi}  {qj}, y por lo tanto son todas medidas del orden
impuesto por la mayorización. La definición (1.31) incluye como caso particular
a la entroṕıa de Shannon, correspondiente al caso f(x) = −x log x, y también a
sus generalizaciones más conocidas, entre las que destaca la familia de entroṕıas
de Tsallis, definidas como
Sq({pi}) =
1−∑i pqi
q − 1 , q > 0. (1.32)
En el caso q → 1 recuperamos nuevamente la entroṕıa de Shannon, mientras que
en el caso q = 2 obtenemos la llamada entroṕıa cuadrática o lineal, correspon-
diente al caso f(x) = x(1− x).
La generalización al caso cuántico de la definición (1.31) es inmediata. Dado
un estado cuántico ρ con descomposición espectral ρ =
∑
j pj|j〉〈j|, j = 1, . . . , d
(pj ≥ 0,
∑
j pj = 1), las entroṕıas de traza (ver, por ejemplo [7? , 8])




cumplen, para cualquier función real estŕıctamente cóncava f : [0, 1] → < (con
f(0) = f(1) = 0 y f ′(p) estrictamente decreciente en [0,1]), con todas las propie-
dades de la entroṕıa convencional excepto por la aditividad. En particular para
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todas ellas se verifica la propiedad [9, 10] de mayorización
ρ ≺ ρ′ ⇒ Sf (ρ) ≥ Sf (ρ′) , (1.34)
donde ρ ≺ ρ′ (ρ más mezclado que ρ′) significa ∑ij=1 pj ≤ ∑ij=1 p′j para i =
1, . . . , d− 1, con pj, p′j denotando aqúı los autovalores de ρ y ρ′ ordenados en for-
ma decreciente (y completados con 0’s si las dimensiones difieren). La ecuación
(1.34) provee la base conceptual para considerar a cualquier Sf como una medida
generalizada de incerteza, o forma entrópica. Además, mientras el rećıproco de
(1.34) no necesariamente vale si se verifica para cierta Sf particular (la mayori-
zación es más fuerte que una simple desigualdad entrópica), śı vale si se verifica
∀ Sf de la forma (1.33): Sf (ρ) ≥ Sf (ρ′) ∀ Sf ⇒ ρ ≺ ρ′ [9].
La entroṕıa de Tsallis [11] Sq(ρ) = (1 − Tr ρq)/(q − 1), q > 0, corresponde a
f(ρ) = (ρ − ρq)/(q − 1) en (1.33). Se reduce a la entroṕıa cuadrática, S2(ρ) =
1 − Trρ2 para q = 2, y a la de von Neumann para q → 1. Podemos también
hacer Sq(ρ) = (1 − Tr ρq)/(1 − 21−q), de manera que Sq(ρ) = 1 para un estado
máximamente mezclado de un qubit ρ = I2/2, en cuyo caso S2(ρ) = 2(1− Trρ2)
y Sq(ρ) → −Trρ log2 ρ para q → 1. Resulta también evidente que si g(x) es
una función creciente de x, con g(0) = 0, entonces g(Sf (ρ)) cumple también la
propiedad de mayorización, si bien g(Sf (ρ)) no es necesariamente cóncava. En
particular las entroṕıas de Renyi [12] son simplemente funciones crecientes de las
entroṕıas de Tsallis.
1.2. Correlaciones entre sistemas cuánticos
En la sección anterior vimos que pueden usarse cantidades entrópicas para
cuantificar correlaciones. En particular encontramos en la entroṕıa condicional
el primer punto en el que la teoŕıa cuántica de la información se separa de su
contraparte clásica. Efectivamente, la existencia de estados cuánticos bipartitos
para los cuales la entroṕıa condicional toma valores negativos es un indicador
de que los sistemas cuánticos pueden exhibir correlaciones imposibles de generar
clásicamente. En esta sección vamos a hacer un breve resumen de los principales
avances en el estudio de estas nuevas formas de correlación.
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1.2.1. Entrelazamiento
El entrelazamiento es el fenómeno que caracteriza a la mecánica cuántica y la
distingue de la mecánica clásica; una forma de correlación entre sistemas cuánticos
que no tiene análogo en el mundo clásico. Si bien el término fue acuñado por
Schrödinger en 1935 [13] no fue sino hasta 1964, con el impulso del trabajo de John
Bell [14], que esta caracteŕıstica tan distintiva de la teoŕıa empezó a estudiarse
de manera seria, tomando hasta la década de 1980 para que f́ısicos, criptógrafos
y cient́ıficos de la computación comenzaran a ver en el entrelazamiento un nuevo
recurso a explotar en computación y comunicaciones.
1.2.1.1. El paradigma LOCC
Para entender por qué el entrelazamiento es una forma no-clásica de corre-
lación es necesario definir de manera precisa la noción de correlación clásica.
Tomemos el sistema bipartito AB con espacio de Hilbert HAB y supongamos
que los componentes se encuentran en laboratorios distantes: el subsistema A en
el laboratorio de Alice, y el subsistema B en el de Bob. Permitamos que tanto
Alice como Bob puedan operar sobre su parte del sistema y realizar mediciones,
y además tengan la capacidad de comunicarse a través de un canal clásico, mas
no por un canal cuántico. Este esquema de procesamiento de estados cuánticos,
ilustrado en la figura 1.2, recibe el nombre de operaciones locales y comunicación
clásica (LOCC). Esta restricción en las operaciones permitidas está principalmen-
te motivado por las dificultades tecnológicas actuales en la comunicación de datos
cuánticos, pero también resulta de utilidad para estudiar correlaciones cuánticas
y otros efectos no locales [15].
Alice y Bob pueden preparar estados correlacionados ateniéndose a estas res-
tricciones de la siguiente forma: supongamos que cada uno tiene la capacidad
de preparar en su laboratorio n estados distintos ρ
A(B)
r , r = 1, ..., n, y además
disponen de un generador de números aleatorios, que puede producir n números
distintos con alguna distribución de probabilidad {pr}. En cada corrida el gene-
rador da el número r, este resultado se comunica a Alice y Bob, y estos preparan
el estado ρAr y ρ
B
r respectivamente. El operador densidad del estado conjunto






r ⊗ ρBr . (1.35)
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Figura 1.2: Esquema de procesamiento mediante un protocolo de operaciones
locales y comunicación clásica (LOCC) [17].
Los valores esperados de observables OA y OB medidos conjuntamente en A
y B no factorizan, 〈OA ⊗ OB〉 6= 〈OA〉〈OB〉, por lo que claramente el estado
está correlacionado. La fuente de correlación es un generador de números alea-
torios que puede elegirse como un dispositivo completamente clásico, por lo que
la correlación es clásica. Podemos extraer de esta construcción una definición de
correlación clásica: son aquellas correlaciones que pueden ser generadas con un
protocolo de operaciones locales y comunicación clásica. Los estados de la forma





r ⊗ ρ2r ⊗ ... ⊗ ρNr , son entonces estados clásicamente correlacionados
[16] o separables.
Evidentemente los estados de la forma (1.35) no agotan la totalidad de los
estados en HAB = HA ⊗ HB. Tomemos por ejemplo un estado puro arbitrario,
esto es, ρ2AB = ρAB. El operador densidad es entonces un proyector sobre un
vector |ψAB〉 ∈ HAB, ρAB = |ψAB〉〈ψAB|. Este vector puede expandirse en una
base producto {|i〉A ⊗ |j〉B} de HAB con {|i〉A, i = 1, ..., dim(HA)} y {|j〉B, j =




Cij|i〉A ⊗ |j〉B, (1.36)
donde por normalización la matriz de entradas complejas C satisface TrC†C = 1.
Esta matriz admite una descomposición en valores singulares C = UΣV †, con
Σµν =
√
cµδµν , cµ ∈ R,
∑
µ cµ = 1 y U, V matrices unitarias, lo que implica que
siempre existen bases {|̃i〉A, i = 1, ..., dim(HA)} y {|̃i〉B, i = 1, ..., dim(HB)} en
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ci |̃i〉A ⊗ |̃i〉B, (1.37)
conocida como descomposición de Schmidt. En el caso en que solo uno de los
coeficientes ci sea no nulo el estado conjunto es simplemente un producto de
estados puros de A y de B, ρAB = |̃i〉A〈̃i| ⊗ |̃i〉B 〈̃i|, y por lo tanto separable. Pero
si hay m
ás de un coeficiente no nulo entonces el estado no puede escribirse en la forma
(1.35), es decir, no puede ser preparado mediante un protocolo LOCC. Esta es
precisamente la definición de estado entrelazado: son aquellos estados que no
pueden ser preparados mediante un protocolo LOCC.
El entrelazamiento en un estado cuántico se convierte en un recurso si el pro-
cesamiento de información está restringido a la implementación de operaciones
LOCC. En efecto, supongamos que tenemos un estado cuántico y lo procesamos
usando operaciones LOCC de manera que resulte posible implementar alguna
tarea que no pueda simularse por correlaciones clásicas, tal como violar una de-
sigualdad de Bell o teleportar otro estado. Claramente estos efectos no pueden
atribuirse al protocolo de procesamiento, sino que han de deberse a correlaciones
ya existentes en el estado [17].
1.2.1.2. Criterios de separabilidad
De la definición de separabilidad se sigue que para determinar si un dado
estado ρAB de AB es separable, hay que decidir si este puede escribirse como una
combinación convexa de la forma (1.35). Resolver este problema es en general muy
dif́ıcil, y de hecho está clasificado como un problema NP-HARD [18]. No obstante
existen ciertas condiciones necesarias para la separabilidad de un estado, que de
no satisfacerse permiten asegurar que este está entrelazado. Algunos de estos
criterios de separabilidad se listan a continuación.
Criterio de Peres. Si ρAB es separable, entonces ρ
tB
AB ≥ 0, donde el su-
peŕındice tB denota la operación de traspuesta parcial [19]. Efectivamente,
si el estado ρAB es de la forma (1.35), con pr > 0, entonces después de la







A ⊗ ρr tBB ,
que claramente es positivo si ρAB lo es. Para un estado general el test re-
presenta una condición necesaria mas no suficiente para la separabilidad,
pues pueden encontrarse estados entrelazados con traspuesta parcial posi-
tiva. Sin embargo puede probarse que en el caso de sistemas qubit-qubit
o qubit-qutrit el criterio constituye una condición necesaria y suficiente
[19, 20]
Criterio del rango [21]. Este criterio se basa en el hecho de que para todo
estado separable ρAB en el espacio HAB = HA⊗HB de dimensión m existe
un conjunto de N ≤ m2 vectores {|ψi〉|φk〉 ∈ HAB, {i, k} ∈ I} (donde I es





para alguna distribución de probabilidad {pik}, o bien el conjunto genera el
rango de ρAB.
Criterio de reducción [22]. Este criterio utiliza el mapeo Γ : ρ→ (Trρ)−ρ. El
producto tensorial de esta transformación con la identidad mapea cualquier
estado separable en un operador no-negativo, proveyendo aśı una condición
necesaria para la separabilidad de un estado. En el caso en que uno de
los subsistemas es un qubit, Γ se reduce a la transformación de inversión
temporal, por lo que el criterio es equivalente a la trasposición parcial.
Testigos de entrelazamiento [20]. Los criterios previos requieren necesaria-
mente el conocimiento del estado del sistema, pues en todos se realiza al-
guna operación sobre la matriz densidad. Existe, sin embargo, una forma
de detectar entrelazamiento en términos de observables que pueden medirse
directamente. Estos observables son testigos de entrelazamiento
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Definición Un observable O es llamado testigo de entrelazamiento si
TrρsO ≥ 0 para todo ρs separable enHAB
TrρeO < 0 para algún ρe entrelazado enHAB
Esta definición tiene una interpretación geométrica clara: en el espacio
eucĺıdeo un plano está definido por su vector normal n̂. El plano separa
a los vectores que tienen producto escalar negativo con n̂ de aquellos que
tienen producto escalar positivo con este, y aquellos vectores ortogonales a
n̂ obviamente pertenecen al plano. Una situación similar se da al calcular
el valor medio de un operador O. El valor medio es el producto escalar
entre O y el estado ρ del sistema, por lo que la ecuación TrρO = 0 define
un hiperplano que separa a los estados que verifican TrρO ≥ 0 de los que
verifican TrρO ≤ 0.
De esta interpretación se sigue, dado que el conjunto de estados separa-
bles es compacto y convexo, que todos los estados entrelazados pueden ser
detectados mediante testigos:
Teorema 1.5. Para todo estado entrelazado ρe ∈ HAB existe un testigo de
entrelazamiento que puede detectarlo.
1.2.1.3. Medidas de entrelazamiento
Visto el entrelazamiento como un recurso surge la necesidad de cuantificarlo,
es decir, encontrar una manera de poder decir si un estado particular está más o
menos entrelazado que otro. Dada la restricción en las operaciones a protocolos
LOCC, podemos imponer un orden según el cual un estado ρ está más entrelazado
que otro estado σ si la transformación ρ → σ es posible usando operaciones
LOCC. El siguiente teorema muestra que se puede establecer tal orden en el
conjunto de estados puros comparando los coeficientes de Schmidt de cada estado.
Teorema 1.6 (Nielsen). Sean |ψ1〉 y |ψ2〉 estados en HA⊗HB con descomposición









|ψ1〉 → |ψ2〉 es posible con operaciones LOCC si y solo si la distribución {α} es
mayorizada por la distribución {α′}.
Tenemos aśı que si la distribución de coeficientes de Schmidt de |ψ1〉 es ma-
yorizada por la correspondiente a |ψ2〉, entonces |ψ1〉 está más entrelazado que
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|ψ2〉. De la ecuación (1.37) se sigue que los estados marginales de un estado puro
tienen los mismos autovalores y que estos son los coeficientes de Schmidt, lo que
implica entonces que un estado puro está más entrelazado que otro si sus estados
marginales están más mezclados, siendo aśı máximamente entrelazados aquellos
estados que tienen marginales proporcionales al operador identidad InA(nB).
Puesto que la mayorización impone un orden parcial en HAB existen pares
de estados que son incomparables, esto es, que no pueden convertirse uno en el
otro usando operaciones LOCC. Para tales pares no es posible entonces definir
si uno está más entrelazado que el otro. Este problema se salva considerando
transformaciones en régimen asintótico: en lugar de intentar transformar un es-
tado ρ de un solo par de part́ıculas en otro σ por operaciones LOCC, podemos
preguntarnos si para enteros suficientemente grandes m,n es posible implementar
la transformación ρ⊗n → σ⊗m con errores arbitrariamente pequeños (esto es, el
estado resultante es η con tr|σ − η| arbitrariamente chico en el ĺımite n → ∞).
La mayor tasa m/n a la cual la transformación puede lograrse será una medida
del entrelazamiento relativo entre los dos estados, que se vuelve una medida del
entrelazamiento del estado σ si el estado de partida ρ es un estado máximamente
entrelazado [17].
Considerar transformaciones asintóticas lleva a la imposición de un orden
único y total en HAB, y como consecuencia, a una medida natural y única de
entrelazamiento en estados puros, la entroṕıa de entrelazamiento, definida como
E(|ψAB〉) = S(TrB(A)|ψAB〉〈ψAB|) = S(ρA) = S(ρB). (1.38)
La entroṕıa de entrelazamiento E(|ψAB〉) mide entonces (en régimen asintóti-
co) el número de estados máximamente entrelazados necesarios para, localmente,
preparar el estado |ψAB〉, o equivalentemente, el número de estados máximamente
entrelazados que pueden prepararse localmente a partir del estado |ψAB〉.
El caso general, en el que los estados pueden no ser puros, es bastante más
complicado y no existe una única medida de entrelazamiento. Entre las medidas
más conocidas están el Entrelazamiento destilable, Costo de entrelazamiento, y la
Entroṕıa relativa de entrelazamiento [17]. De particular interés en este trabajo es
el Entrelazamiento de formación, definido para un estado ρ como
Ef (ρ) = inf{
∑
i
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es decir, como el entrelazamiento promedio minimizado sobre todas las descom-
posiciones de ρ como combinación convexa de estados puros (denominado techo
convexo de la entroṕıa de entrelazamiento). Puesto que la definición involucra
una optimización sobre todas las posibles representaciones de ρ como combina-
ción convexa de estados puros, evualuar el entrelazamiento de formación de un
estado arbitrario es en general extremadamente dif́ıcil. Sin embargo para el caso
particular de sistemas de dos qubits existe una fórmula cerrada propuesta por
W.K. Wootters [23]: el entrelazamiento de un estado arbitrario ρ de dos qubits
está dado por








donde C(ρ) es la concurrencia de ρ definida como el techo convexo de la misma
cantidad definida para estados puros como
C(|ψ〉) = |〈ψ|ψ̃〉| = |〈ψ|σy|ψ∗〉|, (1.41)
y dada por
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}, (1.42)
donde los coeficientes λi son, en orden decreciente, las ráıces de los autovalores
de la matriz ρσy ⊗ σyρ ∗ σy ⊗ σy y el śımbolo ∗ denota conjugación compleja en
la base estándar.
1.2.2. Correlaciones cuánticas más allá del entrelazamien-
to
Si bien el entrelazamiento ha mostrado ser un ingrediente clave en el procesado
de información cuántica [2], en los últimos años otras caracteŕısticas más gene-
rales de las correlaciones entre sistemas cuánticos han atráıdo creciente interés,
principalmente tras descubrirse que existen estados cuánticos no entrelazados que
permiten la realización de tareas como quantum state preparation [24] y quantum
state merging [25]. Esto ha llevado al desarrollo del concepto de cuanticidad de
las correlaciones, acercamiento en el que se busca cuantificar el total de las corre-
laciones entre sistemas cuánticos separándolas entre clásicas y cuánticas. Entre
las medidas de correlaciones introducidas con este propósito [26] se encuentran
aquellas inducidas a través de mediciones. En estas medidas de correlaciones se
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identifica a un estado como clásicamente correlacionado si existe una medida lo-
cal que no lo perturba. Según esta definición entonces los estados clásicamente




pij|i〉〈i|A ⊗ |j〉〈j|B, (1.43)
donde los estados {|i〉A, i = 1, ...dim(HA)} y {|j〉B, j = 1, ...dim(HB)} forman
una base de HA y HB respectivamente. Efectivamente, es inmediato verificar
que una medida local proyectiva en cualquiera de estas dos bases deja al estado
inalterado. Podemos definir de manera similar aquellos estados que son “clásicos
en una dirección” o “cuánticos-clásicos”, es decir, aquellos en los que solo en una
de las partes existe una medida local que deja el estado inalterado. Estos estados




pi|i〉〈i|A ⊗ ρBi . (1.44)
Una medida en la base {|i〉A, i = 1, ...dim(HA)} sobre el sistema de Alice deja el
estado inalterado. Sin embargo, si los operadores ρBi no conmutan no hay medida
local de von Neumann en el sistema de Bob que no perturbe al estado.
Este nuevo acercamiento al estudio de las correlaciones entre sistemas cuánti-
cos provee una definición más restrictiva de clasicidad, pues es evidente que para
un estado separable general (1.35) que no sea de la forma (1.43) o (1.44) no es
posible encontrar una medida local, sobre ninguno de los subsistemas, que no
perturbe al sistema.
Entre las medidas de correlación inducidas por mediciones destacan dos, que
van a ser de importancia en este trabajo: el Déficit de información o déficit
cuántico y la Discordia cuántica. Terminamos este caṕıtulo haciendo un breve
repaso de las definiciones de estas cantidades.
1.2.2.1. Discordia cuántica
La discordia cuántica es la primera medida propuesta para cuantificar corre-
laciones cuánticas más allá del entrelazamiento. La definición de esta cantidad
se basa en el hecho de que en la teoŕıa clásica de la información la entroṕıa
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condicional puede expresarse en dos formas distintas, a saber
H(X : Y ) = H(X) +H(Y )−H(X, Y ) (1.45)
H(X : Y ) = H(X)−H(X|Y ), (1.46)
donde H(X|Y ) = ∑y P (Y = y)H(X|Y = y), como ya vimos. La igualdad entre
estas dos cantidades se sigue de la regla de Bayes P (X = x|Y = y) = P (X =
x, Y = y)/P (Y = y) y la aditividad de la entroṕıa de Shannon, que aseguran
H(X|Y ) = H(X, Y )−H(Y ).
En el caso cuántico, dado un operador densidad ρAB ∈ HA ⊗HB con margi-
nales ρA ∈ HA y ρB ∈ HB, la generalización de (1.45) es (ver (1.28))
I(A : B) = S(ρA) + S(ρB)− S(ρAB), (1.47)
la cual se sigue simplemente de la aditividad de la entroṕıa de von Neumann.
Alternativamente podemos escribir (1.45) como la entroṕıa de la variable conjunta
XY relativa al producto de las distribuciones de X e Y , siendo entonces su versión
cuántica (1.47) la entroṕıa de ρAB relativa al producto de marginales ρA ⊗ ρB,
como se muestra en la sección 1.1.2. La generalización de (1.46), por otra parte,
no es tan directa. Ollivier y Zurek [27] notaron que para pasar al caso cuántico
hay que definir el estado del sistema A dado el estado del sistema B, y para poder
decir que este último está dado es necesario realizar una medida. Si tal medida
está descrita por operadores {Πj}, entonces el estado de A dado que el resultado





con probabilidad pj = TrρABΠj. Con esto podemos entonces generalizar la en-
troṕıa condicional al caso cuántico evaluando la entroṕıa promedio de los estados
condicionales ρA|B=j, resultando




Claramente J(A : B){Πj} es una cantidad que depende de la medida realizada, y
puede interpretarse como la cantidad de información acerca del estado del sistema
A que se gana tras hacer una medida en el sistema B.
Puede probarse [27] que estas dos cantidades son diferentes a menos que el
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estado conjunto sea clásico-cuántico en dirección de Bob hacia Alice, es decir,
si existe una medida local sobre el sistema B que no perturbe el estado. Para
estados generales la diferencia entre las dos, minimizada sobre todas las posibles
medidas locales en B
D(A|B) = I(A : B)− J(A : B), (1.50)
lleva el nombre de discordia cuántica. La discordia δ(ρAB) es una cantidad no ne-





|j〉〈j|B, y en el caso en que ρAB es puro coincide con la entroṕıa de entrelazamien-
to, pues entonces I(A : B) = 2S(A) y J(A : B) = S(A). Puesto que la definición
de la discordia involucra una minimización sobre todas las bases posibles de medi-
da su evaluación en el caso general resulta extremadamente dif́ıcil, conociéndose
una solución exacta solo en algunos casos muy particulares de estados de dos
qubits.
1.2.2.2. Déficit cuántico
El déficit cuántico [28] fue propuesto inicialmente como una medida del tra-
bajo que puede extraerse de un baño térmico mediante operaciones locales, por
lo que si bien es una medida de cuanticidad de correlaciones la noción de clasica-
lidad que involucra tiene el esṕıritu del paradigma LOCC. Según esta propuesta,
un sistema cuántico bipartito AB exhibe solo correlaciones clásicas si la cantidad
de trabajo Wt que puede extraerse del sistema como un todo puede también ex-
traerse de sus subsistemas mediante un protocolo LOCC. Llamemos a este último
trabajo Wl. Esta idea motiva la definición del déficit cuántico como la diferencia
entre el trabajo que puede extraerse de estas dos formas
∆ = Wt −Wl. (1.51)
Ahora bien, la cantidad de trabajo extráıble del sistema AB como un todo está
vinculada a la entroṕıa de su estado ρAB [28, 29], de manera que
Wt = log dAB − S(ρAB), (1.52)
donde dAB es la dimensión del espacio de estados HAB. Es decir que cuanto
más puro es el estado, más trabajo puede extraerse del sistema. Siguiendo esta
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ĺınea encontramos que solo un subconjunto del conjunto LOCC resulta adecuado
para la extracción local de trabajo, puesto que el uso de sistemas auxiliares por
ejemplo, permitido en operaciones LOCC generales, incrementaŕıa artificialmente
el trabajo extráıble de los subsistemas. Este subconjunto es denominado CLOCC
(Closed LOCC) e incluye solo las operaciones unitarias locales y el env́ıo de
sistemas por un canal de dephasing, que tiene el efecto de eliminar todos los
elementos no diagonales de la matriz densidad en una base determinada. Este
efecto es equivalente a la realización de una medida proyectiva local en la cual no
se lee el resultado.
Vale notar que la ecuación (1.52) establece una equivalencia entre el trabajo
que puede extraerse del sistema y la información contenida en su estado, por lo
que podemos reescribir la definición (1.51) como ∆ = It − Il, donde It = Wt
es la información contenida en el estado conjunto e Il = Wl es la información
localizable [30], definida como la información en el estado conjunto tras su trans-
formación por operaciones CLOCC, ρ′AB. Por esta razón el déficit cuántico es
también denominado déficit de información. Puesto que el trabajo que puede ex-
traerse localmente de los subsistemas es la suma del trabajo extráıble de A y de
B, resulta entonces que el déficit cuántico puede escribirse cómo
∆ = Min[S(ρ′A) + S(ρ
′
B)]− S(ρAB), (1.53)
donde el mı́nimo se toma sobre las posibles operaciones CLOCC que pueden rea-
lizarse sobre los subsistemas. También se conoce a esta expresión como déficit
cuántico en dos direcciones, debido a que la comunicación es posible en ambas
direcciones. Si solo fuese posible la comunicación en una sola dirección, por ejem-
plo, de A hacia B, entonces el déficit cuántico es en una dirección. El estado que
resulta de implementar operaciones con esta restricción es de la forma (1.44). En




donde el mı́nimo es sobre las posibles medidas locales en A.
Vale mencionar, finalmente, que si bien la noción de cuanticidad de corre-
laciones es esencialmente diferente de la idea de correlación construida desde el
paradigma LOCC, la discordia y el déficit no están completamente desconecta-
dos de las medidas de entrelazamiento. Puede probarse que durante una medida
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local en un sistema cuántico bipartito AB, en general, se crea entrelazamiento
entre el sistema y el aparato de medida M , de manera que el mı́nimo entrela-
zamiento destilable creado durante una medida sobre el sistema A es igual al
déficit de información en dirección del sistema A hacia B. Además, la discordia
del sistema (para medidas en A) coincide con el mı́nimo entrelazamiento parcial
destilable entre sistema y aparato, definido como la cantidad de entrelazamiento
que se pierde cuando se ignora el subsistema B [31]. Como sucede en el caso de
la discordia cuántica (1.50), el déficit cuántico (1.54) coincide con la entroṕıa de




En este caṕıtulo estudiamos la generalización, a formas entrópicas generales,
de la entroṕıa condicional cuántica dependiente de la medida que introdujimos
en el caṕıtulo anterior. Esta entroṕıa se define, para el estado ρAB de un sistema
bipartito AB, como el promedio de las entroṕıas de los estados condicionales de,
por ejemplo, el sistema A, que resultan de una medida local sobre el sistema B.
Esta cantidad cuantifica, en promedio, el grado de mezcla o desorden en el estado
de A tras realizarse dicha medida, y su mı́nimo sobre todas las posibles medidas
locales cuantifica además el entrelazamiento de formación entre A y un tercer
sistema C que purifica al estado ρAB, es decir, tal que ρAB = TrC |ψABC〉〈ψABC |.
En el caso particular de la entroṕıa de von Neumann, este mı́nimo determina
la evaluación de la discordia cuántica entre A y B. Para estados clásicamente
correlacionados y mezclas de estados puros con el estado máximamente mezclado
mostramos que la medida minimizante puede determinarse anaĺıticamente y es
universal, esto es, la misma para todas las formas entrópicas. En el caso especial
de la entroṕıa cuadrática (o lineal), directamente ligada a la pureza del estado,
mostramos que es posible obtener una expresión anaĺıtica para la mı́nima entroṕıa
condicional en sistemas qudit-qubit, en términos de los autovalores de una matriz
de 3 × 3 que denominamos tensor de correlaciones. Como aplicación de estos
resultados evaluamos la mı́nima entroṕıa condicional en estados de dos qubits tipo
X, y mostramos que la medida minimizante para la entroṕıa de von Neumann
coincide normalmente con aquella que minimiza la entroṕıa cuadrática en estos
estados.
Este caṕıtulo está basado en los resultados publicados en [32].
40
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2.1. Entroṕıa condicional generalizada tras una
medida local
Consideremos nuevamente un sistema bipartito AB en el estado inicial ρAB,
con marginales ρA = TrB ρ, ρB = TrA ρ. Supongamos que se realiza una medida
local POVM MB sobre B, definida por operadores Mj = IA⊗MBj , j = 1, . . . , jm,
de manera que el estado tras obtener el resultado j es proporcional MjρM
†
j . Como
vimos en el caṕıtulo anterior, los operadores semidefinidos positivos
Πj = M
†
jMj = IA ⊗ ΠBj , (2.1)
deben satisfacer la condición
∑
j Πj = I ≡ IA ⊗ IB.
Recordemos que el estado reducido de A tras obtener el resultado j depende
solo de Πj y está dado por
ρA/Πj = p
−1
j TrB ρΠj , pj = Tr ρΠj , (2.2)
donde pj > 0 es la probabilidad de tal resultado. A fin de cuantificar la incerti-
dumbre promedio o grado de mezcla en el estado de A después de tal medida,




pjSf (ρA/Πj) , (2.3)
donde
Sf (ρ) = Tr f(ρ) , (2.4)
representa una forma entrópica generalizada, o medida de incertidumbre [7, 8]
(Ver sección 1.1.3.2 y apéndice A.1). Aqúı f : [0, 1] → < es una función suave
y estŕıctamente cóncava que satisface f(0) = f(1) = 0. Para f(ρ) = −ρ loga ρ
(usamos a = 2 o e), Sf (ρ) coincide con la entroṕıa de von Neumann S(ρ) =
−Tr ρ loga ρ, y la ecuación (2.3) con la entroṕıa condicional de von Neumann
dependiente de la medida, introducida en [27] para la definición de la discordia
cuántica, ya definida en la sección 1.1.3.2.







qαSf (ρα) , (2.5)
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si {qα} es una distribución de probabilidad (qα ≥ 0,
∑
α qα = 1) y todos los ρα
son estados cuánticos, se sigue directamente de la concavidad de f , e implica
algunas de las propiedades fundamentales de la entroṕıa condicional generalizada
(2.3). Primero, puesto que ρA =
∑
j pj ρA/Πj , de la ecuación (2.5) se sigue que
Sf (A) ≡ Sf (ρA) ≥
∑
j pjSf (ρA/Πj), esto es,
Sf (A) ≥ Sf (A|B{Πj}) , (2.6)
lo que indica que el grado de mezcla condicional de A tras una medida en B, no
excederá el grado de mezcla del estado marginal original, para ninguna elección
de Sf . Además, si f es estrictamente cóncava, la igualdad en (2.5) vale sii todos
los ρα con qα > 0 son idénticos. De ah́ı que la igualdad en (2.6) para toda MB
valga solo si ρ = ρA ⊗ ρB, pues solo en tal caso ρA/Πj = ρA ∀ Πj. La cantidad
If (A|B{Πj}) = Sf (A)− Sf (A|B{Πj}) , (2.7)
es entonces no negativa para cualquier Sf , anulándose para toda MB solo en el
caso de estados producto. Esta representa la reducción promedio en la incerti-
dumbre sobre el estado de A (o la ganancia de información generalizada acerca
de tal estado) como lo mide Sf , tras una medida local en B.








































): La incertidumbre promedio acerca de A





rkj Π̃k , r
k
j ≥ 0 , (2.9)
donde Π̃k = IA ⊗ Π̃Bk , con
∑
k Π̃k = I, son operadores positivos que representan
una medida local más detallada (por ejemplo, todos los Π̃Bk son de rango 1) y∑
j r
k










j qk = pj.
Caṕıtulo 2. Entroṕıa condicional generalizada en sistemas cuánticos 43










qkSf (ρA/Π̃k) = Sf (A|B{Π̃k}) , (2.10)
es decir, la entroṕıa condicional generalizada no crecerá (y en general decrecerá)
si se realiza una medida local más detallada. De hecho, Sf (A) puede considerarse
como la entroṕıa condicional Sf (A|BI) de A tras una medida trivial de la identi-
dad IB en B, de manera que la ecuación (2.6) es un caso particular de (2.10).
La mı́nima incertidumbre acerca del estado de A se obtendrá entonces para me-
didas basadas en operadores de rango 1
ΠBj = rj|jB〉〈jB| , rj > 0 , (2.11)




j = IB. Una medida
de von Neumann estándar corresponde a rj = 1 y {|jB〉} una base ortonormal
(ΠjΠj′ = δjj′Πj). En particular, para estados puros




qk |k̃Ak̃B〉 , (2.12)
donde la última expresión es la descomposición de Schmidt (1.37), ρA/Πj es puro
∀ j con pj > 0, para cualquier medida local basada en los operadores (2.11):





donde pj = rj
∑
k qk|〈jB|k̃B〉|2. Luego, en el caso puro Sf (A|B{Πj}) = 0, y la
ecuación (2.7) se convierte en la entroṕıa de entrelazamiento generalizada [10]:
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2.1.1. Mı́nima entroṕıa condicional y entrelazamiento de
formación generalizado
Consideremos ahora el mı́nimo de la entroṕıa condicional generalizada (2.3)
sobre todas las medidas locales sobre B,
Sf (A|B) = Min
{Πj}
Sf (A|B{Πj}). (2.15)
De la ecuación (2.10) se sigue que tal mı́nimo se alcanza para medidas basadas
en proyectores de la forma (2.11). La ecuación (2.15) lleva a la máxima ganancia
de información generalizada
If (A|B) = Max
{Πj}
If (A|B{Πj}) = Sf (A)− Sf (A|B). (2.16)
Si el sistema AB es purificado [2] mediante la adición de un tercer sistema C,
entonces la mı́nima entroṕıa condicional (2.15) coincide con el f -entrelazamiento
de formación Ef (A,C) entre A y C en el estado reducido ρAC [33]:









donde la minimización se lleva a cabo sobre todas las posibles representaciones de
ρAC como combinación convexa de estados puros ρ
j
AC = |jAC〉〈jAC | y Sf (ρjA) =
Sf (ρ
j
C) es la f -entroṕıa de entrelazamiento entre A y C en |jAC〉. La expresión
en (2.17) es el techo convexo [34] de la f -entroṕıa de entrelazamiento (2.14) y
es un monótono de entrelazamiento [35]. La identidad (2.17) fue derivada para
la entroṕıa de von Neumann [33], donde Ef (A,C) se reduce al entrelazamiento
de formación [36], pero el argumento vale para formas entrópicas generales (ver
Apéndice A.2)
La ecuación (2.17) implica que la expresión (2.16) puede reescribirse como
If (A|B) = Ef (A,BC)− Ef (A,C), (2.18)
donde Ef (A,BC) = Sf (ρA) = Sf (ρBC) es la entroṕıa de entrelazamiento entre A
y BC en el estado puro |ψABC〉.
La discordia cuántica D(A|B) (1.50) resultante de una medida local en B
está directamente relacionada a la entroṕıa condicional de von Neumann (f(x) =
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donde entre corchetes reconocemos la versión cuántica estándar (independiente
de la medida) de la entroṕıa condicional (la cual puede tomar valores negativos
para estados entrelazados como ya se discutió en el caṕıtulo anterior).
2.1.2. Casos de medida óptima universal
Vamos ahora a revisar clases de estados mixtos de AB para los que la medida
que minimiza la entroṕıa condicional es universal, esto es, coincide para todas las
formas entrópicas Sf .
Estados clásicamente correlacionados
Una de esas clases es la de los estados cuántico-clásicos en la dirección B → A,




qkρA/k ⊗ |k̃B〉〈k̃B|, (2.19)
donde {qk} es una distribución de probabilidad y {|k̃B〉} es una base del espacio
de estados de B. Una medida local sobre B en esta base, es decir, descrita por









Es fácil probar [32] que la mı́nima entroṕıa condicional se obtiene para una medida
en esta base, para toda Sf :
Sf (A|B) = Sf (A|B{Π̃k}) =
∑
k
qkSf (ρA/k) . (2.20)






j qk|〈jB|k̃B〉|2 ρA/k , (2.21)
con pj = rj
∑
k qk|〈jB|k̃B〉|2. La concavidad y la relación
∑
j rj|〈jB|k̃B〉|2 = 1








qkSf (ρA/k) , (2.22)
desigualdad que satura para una medida en la base puntero {|k̃B〉}, formada por




k . La máxima If es entonces






qkSf (ρA/k) . (2.23)
Mezcla de un estado puro con el estado máximamente mezclado
Un segundo caso es aquel de una mezcla de un estado puro general |ψ〉 con el
estado máximamente mezclado I/d:




qk |k̃Ak̃B〉 , (2.24)
donde w ∈ [0, 1] y d = dAdB es la dimensión del espacio de Hilbert de AB. El
mı́nimo para cualquier Sf está dado de nuevo para una medida en la base {|k̃B〉}
de autoestados de ρB [32]:










) + (dA − 1)f(1−wdqwk )] , (2.25)
donde qwk = wqk +
1−w
dB
es la probabilidad del resultado k en B y ρA/Π̃k =
[wqk|k̃A〉〈k̃A|+ (1− w)IA/d]/qwk el estado de A tras obtener dicho resultado.

















donde pj = rj
∑
k qk|〈jB|k̃B〉|2 y pwj = wpj + rj 1−wdB son, respectivamente, la
probabilidad del resultado j en |Ψ〉 y en ρ, y U jk son unitarias que satisfacen
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U jk |k̃A〉 = |jA〉. Aśı la concavidad, la invariancia de Sf frente a transformaciones




qwk Sf (ρA/Π̃k) = Sf (A|B{Π̃k}) . (2.27)
La igualdad en (2.27) para cualquier medida de la forma (2.11) vale para i)
w = 0 (ρ máximamente mezclado), ii) w = 1 (ρ puro) y iii) |Ψ〉 máximamente
entrelazado (qk = 1/dB ∀ k, asumiendo dA ≥ dB), donde pj = rj/dB ∀ j y todos
los ρA/Πj = w|jA〉〈jA|+ 1−wdA IA tienen el mismo espectro.
Es fácil verificar que (2.25) es una función cóncava de ambos, w y la dis-
tribución de probabilidad q = {qk}. Puesto que Sf (A|B) alcanza su máximo
Sf (IA/dA) = dAf(1/dA) para w = 0, la concavidad implica que (2.25) es una
función decreciente de w para w ∈ [0, 1] ∀ Sf : Disminuir el grado de mezcla hace
decrecer la incerteza sobre A. La concavidad también provee una cota inferior
inmediata Sf (A|B) ≥ (1− w)dAf(1/dA).
Además, para estados |Ψ〉, |Ψ′〉 caracterizados por distribuciones q y q′ en su
descomposición de Schmidt, tenemos Sf (q) ≥ Sf (q′) ∀ Sf sii q ≺ q′ (es decir, q
mayorizado por q′). Tal condición asegura entonces que |Ψ〉 está más entrelazado
que |Ψ′〉 para cualquier Sf , y es la misma condición que garantiza que |Ψ′〉 puede
obtenerse de |Ψ〉 mediante operaciones LOCC [2, 37] (Teorema 1.6). En tal caso,
la concavidad de Sf (A|B) respecto a q implica que a un valor fijo de w ∈ (0, 1),
Sf (A|B)|Ψ〉 ≥ Sf (A|B)|Ψ′〉 para cualquier Sf , es decir, un mayor entrelazamiento
implica una mayor entroṕıa condicional Sf (A|B) ∀ Sf en la mezcla (2.24), en
contraste con el caso puro w = 1 (donde Sf (A|B) = 0 para todo estado puro
|ψ〉).
2.2. El caso cuadrático: Pureza condicional tras
una medida local
2.2.1. Propiedades generales
Vamos a considerar ahora el caso particular en que la f cóncava en las de-
finiciones anteriores es f(x) = αx(1 − x), α > 0. Para α = 1 esto lleva a
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Sf (ρ) = S2(ρ), con
S2(ρ) = 1− Trρ2, (2.28)
denominada entroṕıa cuadrática o también lineal, pues corresponde con la apro-
ximación lineal − ln ρ = I−ρ. Es también el caso q = 2 en la familia de entroṕıas
de Tsallis Sq(ρ) [11] y provee una cota inferior para la entroṕıa de von Neumann
(tomando e como base del logaritmo), puesto que p(1− p) ≤ −p ln p, ∀p ∈ [0, 1].
La ecuación (2.28) está trivialmente relacionada con la pureza del estado ρ,
P (ρ) = Trρ2, que satisface P (ρ) ≤ 1 con igualdad sii ρ es un estado puro, esto es,
ρ = ρ2. También está directamente relacionada con el cuadrado de la distancia
de Hilbert-Schimidt entre ρ y el estado máximamente mezclado I/d:
||ρ− I/d||2 = Trρ2 − 1/d, (2.29)
donde ||O||2 = TrO†O y S2(I/d) = 1−1/d. Siguiendo entonces la definición (2.28)








y está trivialmente relacionada con la pureza condicional promedio de A tras





, determinando además el promedio
del cuadrado de la distancia de los estados condicionales al estado máximamente
mezclado en A:∑
j
pj||ρA/Πj − IA/dA||2 = S2(IA/dA)− S2(A|B{Πj}). (2.31)
La correspondiente ganancia de información cuadrática I2(A|B) respresenta aśı
el incremento promedio en la pureza del estado de A debido a la medida local en
B, y puede también interpretarse como el promedio del cuadrado de la distancia
entre el estado marginal ρA y los estados posmedidos ρA/Πj :











pj||ρA − ρA/Πj ||2, (2.34)
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donde usamos que ρA/Πj = p
−1
j TrBρABΠj, con pj = TrρABΠj. Podemos definir
también, mediante I2 y S2, el ratio de ganancia de pureza [32],










que satisface 1 ≤ R2(A|B{Πj}) ≤ dA. Este ratio no es alterado frente a la adición
de un sistema auxiliar o ancilla (ρAB → ρC ⊗ ρAB).
En el ĺımite en que ρ está suficientemente cerca del estado máximamen-
te mezclado I/d, la ecuación (2.29) implica que todas las entroṕıas Sf (ρ) (con
f ′′(p) < 0 ∀p) se vuelven funciones lineales de S2(ρ): un desarrollo a segundo
orden de Sf (ρ) alrededor de I/d conduce a












Aśı, en la vecindad del estado máximamente mezclado todas las entroṕıas Sf
(con f ′′(1/d) < 0), incluyendo por supuesto a la entroṕıa de von Neumann, están
determinadas por S2(ρ). En este ĺımite ρA/Πj está también cerca de I/dA ∀Πj,
por lo que






lo que indica que todas las entropás condicionales Sf (A|B{Πj}) (con f ′′(1/dA) < 0)
también se vuelven funciones de la entroṕıa condicional cuadrática. La medida
que minimiza S2(A|B{Πj}) se vuelve entonces universal en este ĺımite, esto es, es
la misma para todas las Sf .
Vale notar que el discord geométrico [26, 38] está definido como la mı́nima
distancia cuadrada de Hilbert-Schmidt entre ρAB y un estado cuántico-clásico ρc
y es equivalente al incremento mı́nimo en la entroṕıa S2 del estado global debido
a una medida local proyectiva no léıda en B [10]:
D2(A|B) = Min
ρc






donde nuevamente Πj = IA ⊗ ΠBj . A diferencia de S2(A|B), el discord geométri-
co busca el estado posmedido promedio más cercano
∑
j ΠjρABΠj. Esto lleva a
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diferencias significativas en la medida que minimiza estas cantidades en ciertos
estados, como se discutirá más adelante.
2.2.2. Algunas expresiones expĺıcitas
La ventaja obvia de la entroṕıa S2(ρ) frente a otras formas entrópicas es
que su evaluación no requiere una previa determinación de los autovalores del
operador densidad ρ. Pueden obtenerse expresiones convenientes, para un sistema
con espacio de Hilbert de dimensión d, considerando un conjunto completo de
operadores hermı́ticos y ortogonales (I,σ), con σ = (σ1, ..., σd2−1), que satisfacen
Tr σi = 0, Tr σiσj = dδij. (2.40)
Para el caso en que la dimensión es d = 2 estos operadores se reducen a los
conocidos operadores de Pauli, por lo que en dimensión mayor consituyen una
generalización de la representación de Bloch. En términos de estos operadores un




(I + r · σ), (2.41)
con r = Trρσ = 〈σ〉, siendo entonces la entroṕıa cuadrática de ρ
S2(ρ) = 1− (1 + |r|2)/d. (2.42)
Para un estado puro ρ2 = ρ =⇒ |r|2 = d − 1, y resulta S2(ρ) = 0 como se





[I + rA · σA ⊗ IB + IA ⊗ r · σB + σtAJ ⊗ σB], (2.43)
donde rA = 〈σA〉, rB = 〈σB〉 y J = 〈σA ⊗ σtB〉 es una matriz de (d2A − 1) ×
(d2B − 1) con elementos Jij = 〈σAi ⊗ σBj〉. Los estados marginales de A y B en




(Iα + rα · σα), α = A,B. (2.44)
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Si consideramos ahora una medida local sobre B caracterizada por los operadores
(2.11), encontramos que queda representada por vectores
kj = Tr(σB|jB〉〈jB|), (2.45)
de manera que los operadores de medida en representación de Bloch son ΠBj =
rj(IB + kj · σB)/dB. Los vectores kj satisfacen |kj|2 = dB − 1 y∑
j
rjkj = 0, (2.46)




j = IB debe satisfacerse. La probabilidad de obtener










(rA + Jkj) · σA
1 + rB · kj
]
, (2.47)
expresiones que solo involucran a las componentes de rB y J a lo largo de kj. Las




















1 + rB · kj
, (2.48)
donde S2(A) = S2(ρA) = 1− (1 + |rA|2)/dA y ktjCtCkj = |Ckj|2, con
C = J − rArtB = 〈σA ⊗ σtB〉 − 〈σA〉〈σtB〉 (2.49)
el tensor de correlación, de elementos Cij = 〈σAi ⊗ σtBj〉 − 〈σAi〉〈σtBj〉 (C = 0 sii
ρAB = ρA ⊗ ρB). Reconocemos en el segundo término de (2.48) la ganancia de
información cuadrática (2.33), esto es, el incremento promedio en la pureza tras









1 + rB · kj
(2.50)
Es claro entonces que este incremento está determinado por la contracción de rB
y la matriz CtC, de (d2B − 1)× (d2B − 1), con los vectores kj que representan a los
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elementos de medida.
2.2.3. El caso qubit-qudit
Vamos ahora a mostrar que cuando el componente B es un qubit puede obte-
nerse una expresión anaĺıtica para la mı́nima entroṕıa condicional cuadrática S2
de A (que equivale a la máxima pureza condicional promedio de A) sobre todas
las medidas proyectivas en B, válida para toda dimensión del espacio de estados
de A y para todo estado conjunto inicial ρAB. Podemos tomar en este caso los
operadores de Pauli para σB y entonces los vectores kj son vectores unitarios en
R3. Para una medida proyectiva en la dirección del vector k tenemos, en (2.11),












donde NB es la matriz semidefinida positiva de 3× 3
NB = I3 − rBrtB. (2.52)
La última expresión en (2.51) es un cociente de formas cuadráticas y es por lo
tanto independiente de la norma de k. Su máximo puede entonces obtenerse
diagonalizando la matriz de 3 × 3 CtC sujeta a la métrica NB: Haciendo k =
N
−1/2
B k̃, con k̃
tk̃ = 1, tenemos
ktCtCk
ktNBk
= k̃tC̃tC̃k̃ ≤ λmax, (2.53)
donde C̃ = CN
−1/2
B y λmax es el máximo autovalor de C̃
tC̃, y el máximo se alcanza
cuando k̃ es el autovector asociado a dicho autovalor. La ecuación de autovalores
C̃tC̃ = λk̃ es simplemente la ecuación de autovalores para CtC con métrica NB,
CtCk = λNBk, (2.54)
de manera que λmax es la ráız más grande de la ecuación
Det[CtC − λNB] = 0, (2.55)
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con k el autovector asociado. En otras palabras,
√
λmax es el máximo valor sin-
gular del tensor de correlación C con métrica NB. La correspondiente entroṕıa
condicional y máxima ganancia de información están dados entonces por
S2(A|B) = Min
k
S2(A|Bk) = S2 − λmax/dA. (2.56)
I2(A|B) = Max
k
I2(A|Bk) = λmax/dA. (2.57)
Si rB = 0, entonces NB = I3 y λmax es simplemente el autovalor máximo de C
tC.
Por otra parte, si |rB| = 1, ρAB es un estado producto por lo que ktCtCk = 0 ∀k.
Por ejemplo, el estado clásicamente correlacionado ρAB =
∑
k qkρA/k ⊗ Π̃Bk
corresponde, eligiendo el eje z en B tal que Π̃±kB =
1
2
(IB ± σz), a (rB)ν = δνzrB,
Jµν = δνzJµz, lo que implica que (C
tC)νν′ = δνν′δνz|J − rBrA|2, con J el vector







verificándose que el máximo se alcanza para k a lo largo de z, esto es, para una
medida en la dirección de rB (en la base de autoestados de ρB). Para un estado
general, sin embargo, la dirección de la medida minimizante va a diferir de la
correspondiente a rB, siguiendo la dirección de máxima correlación determinada
por CtC.
Si A es también un qubit (dA = 2), es conveniente usar S2 = 2(1−Trρ2) en las
ecuaciones anteriores, de manera que S2(ρA) = 1 si ρA es máximamente mezclado.
En tal caso, si ρAB tiene rango 2 puede purificarse adicionando un tercer qubit C,
verificándose entonces que S2(A|B) coincide con el cuadrado de la concurrencia
(1.42) entre A y C, dado que esta cantidad se reduce para estados puros de
dos qubits a la entroṕıa S2 de cualquiera de los subsistemas, y coincide con el
techo convexo E2(A,C) para estados mezcla de dos qubits [34]. Remarcamos
finalmente que para un estado de un sistema qudit-qubit el discord geométrico




(|rB|2 + ||J ||2 − λ̃max), (2.59)
donde λ̃max es el autovalor más grande de M2 = rBr
t
B+J
tJ . Esta matriz depende
entonces de J más que de la matriz de correlación C, coincidiendo las dos solo
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en el caso en que rB = 0.
Vale mencionar finalmente que, si bien el presente formalismo considera solo
medidas de von Neumann (1.18), el mı́nimo en (2.56) es también el mńimo so-
bre todas las medidas generalizadas en B, como demostraremos en el próximo
caṕıtulo.
2.3. Mı́nima entroṕıa condicional en estados X
Terminamos este caṕıtulo aplicando los resultados derivados en las secciones
anteriores a estados X de dos qubits. Estos estados resultan de interés no solo
porque aparecen naturalmente en el estudio de sistemas fsicos particulares, como
las cadenas de espines, sino también porque la evaluación de medidas de entrela-
zamiento y otras propiedades en ellos puede realizarse de manera anaĺıtica [40].
La misma situación se da en el caso de la mı́nima entroṕıa condicional cuadráti-
ca, cuya evaluación en estos estados es inmediata, lo que permite entender más
fácilmente las caracteŕısticas de la medida minimizante.
2.3.1. Estados X
Consideremos ahora un sistema de dos qubits. La matriz J es entonces de
3 × 3 y siempre pueden elegirse bases locales en las que esta toma una forma
diagonal Jµν = δµνJµ. Los correspondientes ejes x, y, z quedan determinados por
la descomposición en valores singulares de J . Si rA y rB están en la dirección del




(I + rA σz ⊗ I2 + rB I2 ⊗ σz +
∑
µ=x,y,z
Jµσµ ⊗ σµ) (2.60)
=

p+ 0 0 α−
0 q+ α+ 0
0 α+ q− 0












donde la ecuación (2.61) es la representación del estado en la base estándar. Este
estado conmuta con el operador de paridad en z, Pz = σz ⊗ σz. En consecuencia,
los estados reducidos de pares arbitrarios de espines en un estado térmico de
una cadena con acoplamiento de Heinsenberg XY o XY Z de rango arbitrario
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en un campo en dirección z son de esta forma, puesto que el correspondiente
Hamiltoniano conmuta con la paridad total respecto de z.
Las matrices C y NB de estos estados, en las bases locales indicadas, son
simultáneamente diagonales,
C =
 Jx 0 00 Jy 0
0 0 Jz − rArB
 , NB =
 1 0 00 1 0
0 0 1− r2B
 ,
por lo que la mı́nima entroṕıa condicional S2(A|B) entre todas las medidas pro-
yectivas se obtiene para una medida en la dirección de alguno de los ejes princi-
pales x, y, z de C. Obtenemos entonces las siguientes expresiones para la mı́nima
entroṕıa condicional cuadrática y la correspondiente máxima ganancia de infor-
mación tras una medida en B














lo que implica una transición z → x o z → y en la dirección de la medida
minimizante cuando Jx o Jy crecen por encima de λz = (Jz − rArB)2/(1 − r2B).
Tal dirección está entonces determinada esencialmente por la dirección principal
de correlación en CtC. Esto provee una base conceptual para los resultados de [42]
en relación a la medida minimizante en la evaluación de la discordia para estados
X, que también sigue la dirección principal de correlación. Esta dirección puede
ser significativamente diferente de aquella que minimiza la discordia geométrica.




{r2B + ||J ||2 −Max[J2x , J2y , J2z + r2B]}, (2.64)
implicando una transición z → x o z → y en cuanto J2x o J2y crecen por encima de
J2z + r
2
B. La coincidencia de las dos medidas puede asegurarse entonces solo para
rB = 0, esto es, para el caso en que el marginal ρB está máximamente mezclado,
donde la medida minimizante es en la dirección definida por el autovalor más
grande de |Jµ| para ambas S2(A|B) y D2(A|B).
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∣∣∣∣rA + νCk1 + νrB · k
∣∣∣∣)] . (2.65)
Se verifica que para un estado X, medidas en la dirección de cualquiera de los ejes
principales de J son siempre estacionarias (δSf (A|Bk) = 0 a primer orden en δk),
esto es, candidatas a medidas minimizantes de (2.65), aunque otras direcciones no
pueden descartarse (t́ıpicamente en la región de transición entre z y x o y). Por
otra parte para estados de dos qubits con marginales máximamente mezclados,
que pueden escribirse como estados X con rA = rB = 0, se ve de (2.63) y (2.65)
que la medida minimizante es en la dirección del eje con mayor |Jµ|, esto es, k
en la dirección del mayor autovalor de J tJ = CtC para cualquier entroṕıa Sf
(mı́nimo universal).
Finalmente mencionamos que la discordia geométrica D2(A|B), como se mues-
tra en ([43]), es una cota superior al cuadrado de la negatividad N (ρAB) [44],
dada para dos qubits por Tr|ρTB | − 1 (con ρTB la traspuesta parcial), coinci-
diendo ambas medidas para ρAB puro. Para estados X obtenemos aqúı una
relación similar entre I2(A|B) y el cuadrado de la concurrencia C(ρ), con am-
bas coincidiendo cuando ρ es puro: para el estado X, la concurrencia es C(ρ) =
2Max[|α+|−√p+p−, |α−|−√q+q−], de donde se sigue que C(ρ) ≤ 2Max[|α+|, |α−|],
y aśı, como |α± | ≤ Max[|Jx|, |Jy|]/2, resulta
C2(ρ) ≤ Max[J2x , J2y ] ≤ I2(A|B) . (2.66)
2.3.2. Mezcla de un estado puro con el estado máxima-
mente mezclado
Como ejemplo espećıfico de estados de la forma (2.60), consideramos la mezcla
(2.24) en el caso de dos qubits. Eligiendo apropiadamente los ejes locales, podemos
siempre escribir el estado como




1− q|11〉 , (2.67)
que corresponde a un estado X con
rA = rB = w(2q − 1), Jx = −Jy = 2w
√
q(1− q) , Jz = w .












































































Figura 2.1: Arriba: Resultados para la mı́nima entroṕıa condicional (ĺınea sólida)
Sf (A|B) cuadrática (izquierda) y de von Neumann (derecha), y máxima ganancia
de información If (A|B) (ĺınea punteada), tras una medida en B para la mezcla
(2.67) en el caso máximamente entrelazado (q = 1/2) y separable (q = 0). Todas
las Sf (A|B) son funciones cóncavas y decrecientes de w, anulándose en el ĺımite
puro w = 1. Abajo: Comparación de los resultados de la entroṕıa cuadrática
(ĺıneas sólidas) y de von Neumann (ĺıneas punteadas) para q = 1/2 (izquierda) y
q = 0 (derecha). Se verifica que S2(A|B) ≤ S(A|B) ∀ w, q.
Se verifica entonces que (Jz−rArB)
2
1−r2B
− J2x = w
2(1−w)2(1−2q)2
1−w2(1−2q)2 ≥ 0 , lo que implica que
S2(A|Bk) alcanza su mı́nimo para una medida en la dirección z (es decir, en la
base de autoestados de ρB), en concordancia con el mı́nimo universal para este
estado discutido anteriormente. Se ve también, entonces, que para w = 1 (ρ puro),
w = 0 (ρ máximamente mezclado) o q = 1/2 (|Ψ〉 máximamente entrelazado)
la diferencia se anula, indicando que todas las direcciones k llevan al mismo
resultado, en acuerdo con consideraciones previas. En cualquier caso obtenemos,
para S2(ρ) = 2(1− Tr ρ2),
S2(A|B) =
(1− w)(1 + w − 2w2(1− 2q)2)
1− w2(1− 2q)2 , (2.68)
I2(A|B) =
w2(1− w(1− 2q)2)2
1− w2(1− 2q)2 , (2.69)
con S2(A) = 1 − w2(1 − 2q)2. Se verifica que la ecuación (2.68) es una
función estrictamente cóncava y decreciente de w para q ∈ [0, 1] fijo, y una
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función estŕıctamente cóncava de q si w ∈ (0, 1), alcanzando su valor máxi-
mo en q = 1/2 (estado de Bell). Vale notar que (1 − 2q)2 = 1 − C2(|Ψ〉), con
C(|Ψ〉) = 2
√
q(1− q) la concurrencia [39] de |Ψ〉, de manera que la ecuación
(2.68) es, para w ∈ (0, 1), una función creciente de C(|Ψ〉), es decir, del entre-
lazamiento, como se afirmó previamente. La desigualdad en (2.66) también es
satisfecha (C(ρ) = Max[w C(|Ψ〉)− (1− w)/2, 0]).
I2(A|B) en (2.69) es también una función estŕıctamente cóncava de q si w ∈
(0, 1], con máximo en q = 1/2, es decir, una función creciente de la concurrencia
C(|Ψ〉). Por el contrario (2.69) no es necesariamente una función creciente de w. Su
comportamiento con w puede no ser monótono si |Ψ〉 es separable o casi separable
(q muy chico o cercano a 1), como se muestra en figura 2.1, donde también se
muestran los resultados para la entroṕıa condicional y la ganancia de información
de von Neumann (S(ρ) = −Trρ log2 ρ). Tal comportamiento es universal, es decir,
vale para cualquier Sf : Cuando |Ψ〉 es separable, el ruido induce un valor no nulo
de If (A|B), dado que ρAB deja de ser un estado producto para w ∈ (0, 1).
Como se aprecia en la figura 2.1, el comportamiento cualitativo de la mı́nima
entroṕıa condicional lineal y de von Neumann es completamente análogo, y lo
mismo vale para la correspondiente máxima ganancia de información If (A|B).
No obstante, mientras S2(A|B) ≤ S(A|B), no hay en general una relación de
orden fija entre I2(A|B) y I(A|B).
2.3.3. Mezcla de estados alineados
Consideremos ahora el siguiente estado de dos qubits
ρ = 1
2
(|θθ〉〈θθ|+ | − θθ〉〈−θ − θ|) , (2.70)
donde |θ〉 = exp[−iθσy/2]|0〉 = cos θ2 |0〉+ sin θ2 |1〉 es el estado con esṕın formando
un ángulo θ con el eje z. Este estado separable representa, a grandes rasgos, el
estado reducido de un par de espines 1/2 en el estado fundamental exacto de
paridad definida de una cadena ferromagnética XY , para campos |B| < Bc si
cos θ = B/Bc [45]. Además, si la cadena no es muy chica, es el estado exacto del
par en la vecindad inmediata del campo factorizante [45–47].
La ecuación (2.70) corresponde a un estado X con
rA = rB = cos θ, Jz = cos
2 θ, Jx = sin
2 θ, Jy = 0 .
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Por lo tanto, no hay correlación en la dirección z (Jz = rArB, y entonces Cz =
0) pero hay correlación finita en la dirección x (Cx = J
2
x). Aśı, notablemente,
S2(A|Bk) alcanza su mı́nimo para k en dirección x ∀ θ ∈ (0, π/2], lo que lleva a
S2(A|B) = 1− cos2 θ − sin4 θ = 14 sin2 2θ , I2(A|B) = sin4 θ . (2.71)
La mı́nima entroṕıa condicional S2 es entonces simétrica alrededor de θ = π/4,
anulándose para θ = 0 (estado producto) y π/2 (estado cuántico-clásico (2.19) con
ρA/k puro), mientras que la máxima I2(A|B) crece con θ (figura 2.2), alcanzando
su máximo absoluto en θ = π/2. Aśı, las medidas de esṕın en dirección z no
son minimizantes para ningún θ > 0 (aunque la diferencia con (2.71) es de orden
O(θ4) para θ → 0). En el caso de la entroṕıa de von Neumann, el comportamiento
de S(A|B) y I(A|B) es nuevamente análogo al de S2(A|B) y I2(A|B), como puede
apreciarse en la figura 2.2. Además, la medida minimizante es también para k
en dirección x ∀θ ∈ (0, π/2] [10, 45], coincidente con la correspondiente a la
entroṕıa S2 ∀ θ. Los resultados para S2 permiten entender fácilmente la medida
minimizante de la discordia para este estado [45]. Por el contrario, la medida que
minimiza la discordia geométrica corresponde a k en dirección x solo si θ > θc,
con cos2 θc =
1
3
, prefiriendo k en dirección z si θ < θc [10].
2.3.4. Pares de espines 1/2 en cadenas XY sometidas a un
campo transverso fuerte
Consideremos finalmente un arreglo de espines 1/2 con acoplamientos XY en










Como se muestra en [10] la mı́nima discordia cuántica en estados reducidos de dos
espines, en el estado fundamental de este tipo de cadenas, está determinada por
medidas locales de esṕın a lo largo de la dirección x, incluso para valores grandes
del campo transverso. Este resultado puede explicarse y entenderse a partir del























Figura 2.2: (Izquierda) Resultados para la mı́nima entroṕıa condicional cuadráti-
ca (ĺınea sólida) y de von Neumann (ĺınea de trazos), en la mezcla de estados
alineados (2.70). (Derecha) Comparación de la máxima ganancia de información
en los casos mencionados. Ambas entroṕıas condicionales se minimizan para me-
didas en dirección x ∀θ ∈ (0, π/2].
presente formalismo.
Para campos suficientemente intensos, B  |Jµij| ∀ µ, i, j, el sistema está





al orden más bajo no trivial, donde |0〉 = |0 . . . 0〉 denota el estado con todos
los espines alineados en la dirección del campo (+z), |ij〉 = σi−σj−|0〉 y αij ≈
(Jxij − Jyij)/(2B). El estado reducido de un par i, j es entonces un estado X con
(definiendo αji = αij)
α− = αij, p− = |αij|2 , α+ =
∑
k 6=i,j






Eligiendo apropiadamente los ejes locales en los sitios i, j podemos tomar α± real







αikᾱkj ± αij), Jz − rArB ≈ 4|αij|2 . (2.75)
Por lo tanto, para αij 6= 0 (par interactuante) Cxx es O(αij) mientras que Czz
es O(α2ij), verificándose que al orden más bajo la medida minimizante es en di-
rección x en vez de z, pues la correlación en z es de orden superior. El mismo
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comportamiento se observa en la medida que minimiza la entroṕıa condicional de
von Neumann y por tanto también la discordia en este régimen (k en direccón x
a campos intensos [45, 48]). La medida que minimiza la discordia geométrica o
el déficit de información [10, 49], por el contrario, sigue la componente principal
del estado y es por lo tanto en dirección z para campos intensos [48].
Caṕıtulo 3
Optimización de la entroṕıa
condicional generalizada en
sistemas qudit-qubit
En el caṕıtulo anterior analizamos las propiedades generales de la entroṕıa
condicional dependiente de la medida, considerando formas entrópicas generales.
Esto permite considerar entroṕıas cuya evaluación es simple en comparación con
la entroṕıa de von Neumann, como es el caso de la entroṕıa lineal (una forma
cuadrática en el estado ρ). Esta entroṕıa está trivialmente relacionada con la
pureza del estado y su minimización sobre medidas proyectivas en un estado qudit-
qubit puede determinarse exactamente, como ya vimos. En este caṕıtulo primero
proveemos una descripción geométrica clara de este problema y su correspondiente
solución en términos de un elipsoide de correlación que representa al conjunto de
estados posmedidos en el componente no medido del sistema. La ecuación de este
elipsoide involucra al tensor de correlación C del estado conjunto y a los vectores
de Bloch de los estados marginales.
Extendemos después el análisis del caso cuadrático a formas entrópicas gene-
rales derivando una aproximación cuadrática (en C) para la entroṕıa condicional,
válida para elipsoides de correlación suficientemente pequeños. El problema de
optimización en el caso general se reduce entonces a un problema de minimiza-
ción de una forma cuadrática de 3 × 3, siendo entonces exactamente soluble y
completamente análogo al problema de optimización de la entroṕıa cuadrática,
con un tensor de correlación efectivo que tiene en cuenta la concavidad local de la
forma entrópica considerada. El nuevo formalismo se aplica luego a derivar una
62
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aproximación cuadrática de la discordia cuántica, exacta en el ĺımite de correla-
ción débil. Finalmente proveemos resultados ilustrativos para estados X de dos
qubits, que evidencian la validez de la aproximación incluso más allá del ĺımite
de correlación débil.
Este caṕıtulo está basado en los resultados publicados en [50].
3.1. Mı́nima entroṕıa condicional cuadrática y
su interpretación geométrica
3.1.1. Expresiones generales
Como vimos en el caṕıtulo anterior, si en el sistema bipartito AB el compo-
nente B es un qubit y el componente A es un sistema con espacio de Hilbert
de dimensión dA (qudit), podemos describir su estado en términos de los ope-
radores de Pauli σB = (σx, σy, σz) para el sistema B y un conjunto análogo de
DA = d
2
A−1 operadores hermı́ticos y mutuamente ortogonales σA para el sistema
A, que satisfacen (para µ, µ′ = 1, . . . , DA)
Tr σAµ = 0 , Tr σAµσAµ′ = dAδµµ′ . (3.1)
En términos de estos operadores el estado conjunto de AB puede escribirse como
[51],





Cµν σAµ ⊗ σBν , (3.2)





(IA + rA · σA), ρB =
1
2
(IB + rB · σB) , (3.3)
con rA(B) = 〈σA(B)〉 ≡ Tr ρABσA(B). Los elementos del tensor de correlación, que
en este caso es una matriz de dA × 3, son
Cµν = 〈σAµ ⊗ σBν〉 − 〈σAµ〉〈σBν〉 . (3.4)
C puede verse como un objeto análogo a un tensor de inercia, en el sentido que
para un vector unitario k en R3 el número |Ck| cuantifica las correlaciones en la
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dirección de esṕın k en B. Mediante una descomposición en valores singulares
C = UDV T , Dµν = δµνCµ , (3.5)
donde U , V son matrices reales y ortonormales de DA ×DA y 3× 3 (UT = U−1,
V T = V −1, T indica trasposición) y C2µ los autovalores de la matriz de 3 × 3
CTC (idénticos a los autovalores no nulos de CCT ), podemos seleccionar siempre
operadores ortogonales σ̃Aµ =
∑
µ′ Uµ′µσAµ′ , σ̃Bν =
∑
ν′ Vν′νσBν′ que verifiquen
las ecuaciones (3.1), tales que solo tres operadores en A estén conectados a través
de C con aquellos en B:
∑
µ,ν
Cµν σAµ ⊗ σBν =
3∑
µ=1
Cµσ̃Aµ ⊗ σ̃Bµ . (3.6)
Como ya vimos también, una medida proyectiva sobre el qubit B está caracteri-
zada por los operadores de medida ΠB±k =
1
2
(I ± k · σB), donde k es un vector
unitario en R3. Podemos reescribir al estado marginal de A tras la medida (2.47)
y su correspondiente probabilidad como





1± rB · k
)




(1± rB · k), (3.8)
lo que implica que el vector de Bloch que representa al estado posmedido de A
en R3 es
rA/±k = rA ±
Ck
1± rB · k
. (3.9)





pνkSf (ρA/Πνk) , (3.10)






i/±k los autovalores de ρA/±Πk . Para una me-











rkpkSf (ρA/Πk) . (3.11)
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3.1.1.1. Variedad de estados posmedidos: El elipsoide de correlación
El conjunto de todos los vectores de Bloch que representan estados posmedidos
(3.9) es un elipsoide tridimensional, al que nos referiremos como elipsoide de
correlación (figura 3.1). Si rB = 0 (ρB máximamente mezclado), δrA = rA/k −
rA = Ck, y el elipsoide estará centrado en rA. Sus ejes principales estarán en
las direcciones asociadas a los operadores σ̃Aµ en (3.6), y sus longitudes estarán
dadas por los valores singulares Cµ.
Para valores generales de rB, definiendo primero k̃ =
k
1+rB ·k
, tal que 1−rB·k̃ =
1
1+rB ·k
, la esfera unidad k · k = 1 queda mapeada en el elipsoide desplazado







= 1 , (3.12)
NB = I − rBrTB , (3.13)
donde rB = |rB|, r̃B = rB/(1−r2B) y NB es una matriz de 3×3 (definida positiva
si rB < 1). Este elipsoide tiene excentricidad rB, con el origen en uno de sus
focos. El tensor de correlación C en (3.9), entonces, mapea (3.13) en un elipsoide
desplazado con centro en rA − Cr̃B:
(δrA + Cr̃B)
T (1− r2B)(CN−1B CT )−1 (δrA + Cr̃B) = 1 , (3.14)
donde CN−1B C
T es una matriz semidefinida positiva (su inversa en (3.14) se toma
dentro del subespacio asociado a los operadores σ̃Aµ en (3.6)). Los ejes principales





asociados con los autovalores no nulos λµ, y las longitudes de sus semiejes están
dadas por
√
λµ/(1− r2B). Para estados puros el estado condicional ρA/Πk es puro ∀
k, de manera que |rA/k|2 = dA−1 ∀ k. Por ejemplo, en un sistema de dos qubits,
eligiendo apropiadamente los ejes locales x, y, z, la descomposición de Schmidt
habilita a escribir cualquier estado puro como |ΨAB〉 = √p|00〉 +
√
1− p|11〉.
Esto lleva a Cµν = δµνCµ y rAµ = rBµ = δµzrB, con Cx = −Cy = 2
√
p(1− p),
rB = 2p − 1 y Cz = 1 − r2B = C2x. Se verifica entonces que para p ∈ (0, 1),
el elipsoide (3.14) coincide con la esfera de Bloch de A (CN−1B C
T = (1 − r2B)I,
Cr̃B = rB).











Figura 3.1: Representación esquemática del elipsoide de correlación (3.14) ilus-
trando los posibles vectores de Bloch de los estados posmedidos de A. Está cen-
trado en rA−Cr̃B, con r̃B = rB/(1−r2B). Para una dada dirección k en la esfera
unidad de B, los vectores rA/±k en A son los extremos de una cuerda que pasa
por rA. Si rB = 0, el elipsoide pasa a estar centrado en rA.
3.1.2. Entroṕıa cuadrática
3.1.2.1. Expresiones expĺıcitas y entroṕıa condicional mı́nima
Vimos en el caṕıtulo anterior que, en el formalismo de Bloch, la entroṕıa del
estado de A viene dada por
S2(ρA) = 2
(





y que la entroṕıa condicional y la correspondiente ganancia de información están
entonces dadas por












donde CTC y NB (ecuación (3.13)) son matrices semidefinidas positivas de 3× 3
(estas expresiones resultan, claramente, de reemplazar (3.8) y (3.9) en (3.16)).
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La dirección k para la cual se obtiene la máxima reducción en la entroṕıa
es aquella asociada al máximo autovalor λ = λmax en la ecuación de autovalores
generalizada
CTCk = λNBk , (3.19)
siendo λ solución de la ecuación Det[CTC−λNB] = 0. Esto conduce a ∆S2(A|Bk) ≤













NCNkN , CN = CN
−1/2
B , (3.21)




B k| es un vector unitario. La ecuación (3.19) es de hecho
equivalente CTNCNkN = λkN , lo que muestra que
√
λmax es el valor singular
máximo de CN .
Mı́nimo sobre medidas generalizadas.
Es importante remarcar en este punto que para esta entroṕıa una medida
generalizada (POVM) en el qubit B no puede reducir la entroṕıa condicional por
debajo del mı́nimo (3.20).












k = IB, la ecuación (3.11) conduce, para














rk(1− rB · k)
|Ck|2









donde usamos la ecuación (3.20). Esto asegura que la mı́nima entroṕıa condicional
(máximo ∆S2(A|BM)) es resultado de la medida proyectiva en (3.19).
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3.1.2.2. Descripción geométrica de la medida óptima
La expresión en (3.19) es también la contraparte en B de la ecuación de
autovalores (3.15) (equivalente a CNC
T
Nk
A = λkA), que determina los ejes del
elipsoide de correlación, teniendo ambas los mismos autovalores no nulos λµ, con
autovectores asociados (CTCk = λNBk ⇒ CN−1B CTkA = λkA para kA ∝ Ck).
Luego la medida que minimiza la entroṕıa cuadrática es precisamente aquella que
























Figura 3.2: Vectores de Bloch de los estados condicionales de A tras la medida
que minimiza la entroṕıa condicional cuadrática (3.17). El panel izquierdo ilustra
el caso general, mientras en el derecho se muestra el caso rB = 0. El incremento
δrA = rA/k − rA es paralelo al semieje mayor del elipsoide de correlación, y
coincide con este cuando rB = 0.
Si rB = 0, el vector de Bloch del estado posmedido de A es simplemente
rA/±k = rA±Ck, con probabilidades iguales para k y −k, y el elipsoide de corre-
lación pasa a estar centrado en rA (panel derecho en Fig. 3.2). Aśı, para una dada
dirección k, los dos posibles vectores respresentando a los estados posmedidos se
ubican diametralmente opuestos en este elipsoide. El vector k que minimiza la
entroṕıa cuadrática conduce entonces a δrA = ±Ck directamente coincidente
con el semieje mayor, con λmax = maxµ{C2µ}, representando el cuadrado de su
longitud. Notar que en este caso NB = I y entonces la ecuación (3.19) se redu-





λmax, con |Ck′| ≤ |Ck| para cualquier otra
dirección k′. Dado que la entroṕıa condicional es una medida de la incerteza pro-
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medio acerca de A como resultado de una medida en B, su minimización implica
hacer uso de la mayor cantidad de correlaciones accesibles mediante una medida
en B. Si el tensor de correlación mide la distribución espacial de correlaciones,
entonces la medida que maximiza el acceso a estas correlaciones debeŕıa en prin-
cipio ser aquella que lleva a una máxima longitud para Ck, que es precisamente
la medida que minimiza la entroṕıa condicional cuadrática.
Para rB 6= 0 la métrica N−1B en la ecuación (3.14) deforma el elipsoide del
caso rB = 0, expandiéndolo en la dirección de CrB. Consecuentemente, en las
ecuaciones (3.18)–(3.21) NB induce una preferencia hacia aquellas medidas con k
en la dirección de rB o cercana, esto es, en la base de autoestados de ρB. Podemos
entender mejor este resultado notando que, para rB 6= 0, el tensor C en (3.9)
actúa sobre vectores k̃± = ±k/(1± rB · k) que tienen una norma dependiente de
la dirección y yacen en la superficie del elipsoide desplazado (3.12), haciendo que
el acceso a correlaciones dependa no solo de C sino también de rB. No obstante, se
ve de la ecuación (3.12) que los vectores N
1/2
B k̃± viven en una esfera desplazada,
formando una cuerda que pasa a través del origen. El origen de coordenadas
corta esta cuerda en dos segmentos tales que el producto de sus longitudes es
|N1/2B k̃+||N
1/2
B k̃−| = k
TNBk
1−(rB ·k)2
= 1. Puesto que Ck̃± = CNN
1/2
B k̃± (ver la ecuación
(3.21)), el elipsoide (3.14) puede verse como la imagen de la esfera mencionada
bajo la transformación lineal CN . Como antes, si CN mide la distribución espacial





1− (rB · k)2
,
que es proporcional a ∆S2(A|Bk) (ecuación (3.18)), es una medida de las co-
rrelaciones en la dirección k en B. La dirección k que minimiza S2(A|Bk) es
precisamente aquella que maximiza este producto.
3.2. Optimización de la entroṕıa condicional ge-
neralizada en el ĺımite de correlación débil
Discutimos ahora el resultado principal de este caṕıtulo. Vamos a extender los
resultados obtenidos en la optimización de la entroṕıa cuadrática a una entroṕıa
general Sf , dentro del régimen de correlación débil. Este régimen refiere al caso
en que el elipsoide de correlación (figura 3.1) es suficientemente pequeño, |δrA| =




|  1 ∀ k en (3.9). En esta situación podemos considerar una expansión
de la entroṕıa condicional (3.10) alrededor de ρA, a segundo orden en δρA =
δrA · σA/dA. El resultado de tal aproximación es






donde NB es la matriz de 3 × 3 (3.13) y Λf (ρA) denota una matriz Hessiana







Rij = (1− δij)
f ′(pAi )− f ′(pAj )
pAj − pAi
− δijf ′′(pAi ) , (3.25)
donde ρA|i〉 = pAi |i〉. De hecho, solo la submatriz de 3× 3 de Λf (ρA), correspon-
diente a las tres direcciones principales seleccionadas por C en la ecuación (3.6),
es requerida en (3.23).
Demostración. Comenzamos por el desarrollo a segundo orden de los autovalores
pAi/k del estado posmedido (3.7),











· σA. La consiguiente ex-
pansión a segundo orden de la entroṕıa en (3.10),










i ] , (3.27)
donde δpAi = p
A
i/k−pAi , conduce entonces a las ecuaciones (3.23)- (3.25), después de
usar (3.26) y despreciar términos de orden superior. Notar que Rij = −f ′′(p∗ij),




j , lo que implica Rij > 0 ∀ i, j, con Rij → −f ′′(pi) si
pj → pi. Si pAi > 0 ∀ i, entonces Rij es finito ∀ i, j para cualquier f de la forma
considerada.
La positividad de Rij ∀ i, j implica que Λf (ρA) es definida positiva, y por lo
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tanto que CT∆f (ρA)C es semidefinida positiva. La reducción en la entroṕıa






permanece entonces no negativa en la presente aproximación.
En el caso de la entroṕıa cuadrática Rij = 4 ∀ i, j, y las ecuaciones (3.1) y
(3.24) llevan a Λ2(ρA) = I, reduciendo la ecuación (3.23) a las ecuaciones (3.17)-
(3.18). Por otra parte, para rA → 0 (ρA máximamente mezclado), pAi = 1/dA
∀ i y Rij → −f ′′(1/dA) ∀ i, j, lo que implica que (3.24) pasa a ser nuevamente




|f ′′(1/dA)| I . (3.29)
De esta manera las ecuaciones (3.28)–(3.29) conducen a ∆Sf (A|Bk) ∝ ∆2(A|Bk)
∀ Sf . En este ĺımite la medida que optimiza Sf (A|Bk) es entonces universal, esto
es, la misma que optimiza la entroṕıa cuadrática ∀ Sf .
En el caso general la matriz (3.24) introducirá una anisotroṕıa adicional, que
dependerá de ρA y de la elección de f , y que representa el efecto del “exceso
de concavidad” de Sf en ρA respecto de la entroṕıa cuadrática. No obstante, la
ecuación (3.23) muestra que en el ĺımite débilmente correlacionado, Sf (A|Bk) se




Λf (ρA)C . (3.30)
La minimización de la ecuación (3.23) sobre k lleva entonces nuevamente a un
problema de autovalores de 3× 3 para CTf Cf , con métrica NB:
CTΛf (ρA)Ck = λfNBk , (3.31)
que implica Det[CTΛf (ρA)C − λNB] = 0. El mı́nimo, análogamente, se obtiene














NΛf (ρA)CNkN , (3.33)
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con CN y kN definidos como en (3.21).
La descripción geométrica de estos resultados es, por lo tanto, similar a aquella
de la entroṕıa cuadrática, tras reemplazar C por el tensor de correlación efectivo
(3.30). Como sucede en el caso cuadrático, en la aproximación (3.27) las medidas
POVM no van a dar un mı́nimo por debajo de aquel alcanzado con medidas pro-
yectivas (3.32). El argumento es el mismo que el dado en (3.22), tras reemplazar
C por Cf .
3.2.1. Sistemas de dos qubits
Examinemos ahora el caso dA = 2. La entroṕıa Sf (ρA) de un estado general
de un qubit ρA =
1
2







) = hf (|rA|), (3.34)
donde hf (r) es una función cóncava y estrictamente decreciente de r para cual-






(∣∣∣∣rA + ν Ck1 + νrB · k
∣∣∣∣) , (3.35)
donde C es ahora una matriz de 3× 3.
Si rA = rB = 0 (marginales máximamente mezclados), la ecuación (3.35) se
reduce a
Sf (A|Bk) = hf (|Ck|) (rA = rB = 0) . (3.36)




Sf (A|Bk) = hf (
√
λmax) (rA = rB = 0) , (3.37)
donde λmax es el mayor autovalor de C
TC y k el autovector asociado (
√
λmax =
Cmax es el valor singular más grande de C). Medidas no proyectivas no llevarán a
valores menores, pues hf (|Ck|) ≥ hf (
√
λmax) ∀ k. Por lo tanto entonces, en este
caso hay una medida optimizante universal determinada por el semieje mayor del
elipsoide de correlación.
Consideremos ahora el régimen de correlación débil. En el caso de dos qubits
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las ecuaciones (3.23) y (3.34) conducen a




donde la matriz Hessiana (3.24) pasa a ser ahora una matriz de 3×3 que depende
solo de rA y que puede expresarse como















f (r) , (3.40)
donde rA = |rA|. Se verifica entonces que, para f cóncava, Λf (rA) es una matriz
definida positiva de 3× 3 , pues ηf (r) > 0.
Para la entroṕıa cuadrática hf (r) =
1−r2
2
y ηf (r) = 1, por lo que Λf (rA) = I.
Se verifica también que para rA → 0 y Sf arbitraria h′f (rA)→ 0, con h′f (rA)/rA →
h′′f (0) y ηf (rA) → 1, implicando Λf (0) = 12 |h′′f (0)|I, en concordancia con (3.29).
En este ĺımite ∆Sf (A|Bk) ≈ 12 |h′′f (0)|∆S2(A|Bk) ∀ Sf en la aproximación (3.38).
Sin embargo, para rA general, Λf (rA) introducirá una anisotroṕıa en la direc-
ción de rA siempre que ηf (rA) 6= 1. Este factor es una medida local de la concavi-
dad de hf en la dirección de rA, tomando como referencia a la entroṕıa cuadrática,
y favorecerá la dirección rA si ηf (rA) > 1. Esto ocurre en el caso de la entroṕıa









ηf (r) = η(r), con
η(r) =
2r
(1− r2) ln 1+r
1−r
> 1 , (3.41)
para r > 0 (η(r) ≈ 1 + 2r2/3 para r → 0). No obstante, ηf (r) < 1 es también
posible para una función f cóncava general. Por ejemplo, para las entroṕıas de
Tsallis [11] Sq(ρ) = (1 − Tr ρq)/cq, obtenidas para f(p) = (p − pq)/cq, con cq =






donde γ = 1−r
1+r
. Esto conduce a ηq(r) > 1 para q ∈ (0, 2) o q > 3 pero ηq(r) < 1
para q ∈ (2, 3), con ηq(r) = 1 para q = 2 o q = 3 (ηq(r) ≈ 1 + (q−2)(q−3)3 r2 para
r → 0). Notar que Sq(ρ) coincide con la entroṕıa de Neumann para q → 1 y con
la entroṕıa cuadrática para q = 2, coincidiendo nuevamente con S2(ρ) para q = 3
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en el caso de un qubit [10].













en la ecuación (3.39) para la
entroṕıa de von Neumann. Dado que es una función creciente, las diferencias
con los resultados para la entroṕıa cuadrática (para la cual η(rA) = 1 ∀ rA) se
incrementarán a medida que rA = |〈σA〉| crezca. Las cantidades graficadas son
adimensionales.
Podemos ahora entender fácilmente las caracteŕısticas principales de la medida
proyectiva que minimiza Sf (A|Bk) para una Sf general. Para estados marginales
máximamente mezclados el acceso a correlaciones depende únicamente del tensor
de correlación y de la dirección de máxima correlación. La dirección del eje mayor
del elipsoide de correlación es la preferida ∀ Sf . Esta preferencia es afectada si el
vector marginal rB es no nulo, lo que introduce una normalización anisotrópica
en los vectores de medida y lleva a reemplazar C por CN = CN
−1/2
B , el cual va a
favorecer la dirección de rB. Finalmente, para rA 6= 0 la concavidad local induce
una anisotroṕıa adicional dependiente de f alrededor de la dirección de rA, la cual
en el régimen de correlación débil lleva a reemplazar CN por
√
Λf (rA)CN . Para
rB → 1 o en el ĺımite de estado puro, la aproximación (3.38) normalmente dejará
de valer, pues el elipsoide de correlación t́ıpicamente se volverá muy grande.
Incremento equivalente a la medida. En un sistema de dos qubits la reduc-
ción en la entroṕıa de A debido a la medida en B puede ser caracterizada por
un incremento efectivo ∆f en la longitud del vector de Bloch en A, que llamare-
mos incremento equivalente. Para una medida proyectiva este incremento queda
definido por la igualdad (Fig. 3.4)
hf (|rA|+ ∆f ) = Sf (A|Bk) . (3.42)
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Como Sf (A|Bk) ≤ Sf (A), ∆f ≥ 0 para f cóncava, creciendo a medida que k se
aproxima a la dirección óptima.
h f HrA L
h f HrA +D f L=
p+h f HrA+k L+ p-h f HrA-k L
h f HrA-k L















Figura 3.4: Se realiza una medida en la dirección del vector k sobre el qubit B y la
entroṕıa Sf del estado posmedido de A es hf (|rA/±k|). El incremento equivalente
∆f se define como el incremento en la norma del vector rA que satisface hf (rA +
∆f ) = pkhf (|rA/k|) + p−khf (|rA/−k|) (h y r adimensionales).
En el régimen débilmente correlacionado, ∆f será pequeño. Si rA 6= 0, tenemos
entonces hf (rA + ∆f ) ≈ hf (rA) + h′f (rA)∆f , y la ecuación (3.38) conduce a ∆f






(rA > 0). (3.43)
Por otra parte, si rA → 0, h′f (0) = 0 y tenemos hf (∆f ) ≈ hf (0) + 12h′′f (0)∆2f .
Como Λf (0) =
1
2







1− (rB · k)2
(rA = 0). (3.44)
Aśı, para rA → 0, ∆f se independiza de f (ĺımite universal) y es de orden ||CN ||.
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3.2.2. Discordia cuántica en el régimen de correlación débil
Dado un estado cuántico bipartito ρAB con marginales ρA(B), la discordia




D(A|B{Πj}) = S(A|B{Πj})− [S(ρAB)− S(ρB)] (3.46)
donde S(A|B{Πj}) es la entroṕıa condicional (2.3) en el caso de von Neumann, con
el mı́nimo en (3.45) tomado sobre todas las posibles medidas locales en B, mien-
tras el corchete en (3.46) es la entroṕıa condicional independiente de la medida.
Podemos también reescribir la expresión en (3.46) como
D(A|B{Πj}) = I(A,B)−∆S(A|B{Πj}) , (3.47)
donde ∆S(A|B{Πj}) = S(A)− S(A|B{Πj}) y
I(A,B) = S(ρA) + S(ρB)− S(ρAB) , (3.48)
es la información mutua cuántica.
Para sistemas qudit-qubit, los resultados previos pueden aplicarse para es-
timar (3.45)-(3.47) en el régimen débilmente correlacionado. Para una medida







donde Λ(ρA) es la matriz Hessiana (3.24) en el caso de von Neumann. La minimi-
zación en (3.45) implica entonces el problema de autovalores (3.31), y el mı́nimo
es
D(A|B) ≈ I(A,B)− 2
dA
λmax, (3.50)
con λmax la mayor ráız de Det[C
TΛ(ρA)C − λNB] = 0. Mientras I(A,B) es una
medida del total de las correlaciones entre A y B, el segundo término en (3.50)
representa la máxima información mutua “clásica” accesible tras una medida local
en B, en el presente régimen.
En este régimen podemos también hacer una aproximación cuadrática de la
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información mutua en (3.48) usando la representación (3.2) de ρAB. Una expan-
sión de S(ρAB) a segundo orden en el tensor de correlación C, extendiendo las
ecuaciones (3.26)–(3.27) a este caso (|i〉 → |iAjB〉, pAi → pAi pBj , δρA → δρAB =
ρAB − ρA ⊗ ρB, con ρA(B)|iA(B)〉 = pA(B)i |iA(B)〉), conduce a
I(A,B) ≈ 1
2
CTΛ(ρA, ρB)C , (3.51)
donde C denota un vector de elementos Cµν y Λ es ahora la matriz de 3DA×3DA
Λµ
′ν′

































Los términos lineales en C se anulan para la entroṕıa de von Neumann. La ex-
presión en (3.49) se convierte entonces en una forma cuadrática en los elementos
del tensor de correlación, el cual es semidefinido positivo pues D(A|B) ≥ 0 y la
aproximación cuadrática se vuelve exacta para C suficientemente pequeño.
La descomposición (3.6) habilita a reducir (3.51) a una forma cuadrática en
los tres valores singulares Cµ. Por ejemplo, en el caso de marginales máximamente
















3.3. Medida optimizante en estados de dos qu-
bits con rA y rB paralelos a un eje principal
de C
En el caso especial en que rA y rB son paralelos a uno de los ejes principales
seleccionados por C en la representación diagonal (3.6) (por lo que deben ser
autovectores de CCT y CTC respectivamente), los tensores Λf (rA), C y NB =
I − rBrTB pueden hacerse simultáneamente diagonales: Podemos elegir los ejes
locales x, y, z en A y B de manera que para µ, ν = x, y, z,
Cµν = δµνCµ , (3.53)
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con Cµ los valores singulares de C, y rA y rB paralelos a uno de estos ejes.
Las ecuaciones (3.19) y (3.31) implican entonces que la medida óptima para la
entroṕıa condicional en el régimen débilmente correlacionado (y en todos los casos
para la entroṕıa cuadrática) ha de encontrarse entre estos ejes principales.
Si rA y rB están ambos dirigidos en dirección z (esto es, rA ∝ CrB), las




























C2z ] . (3.55)
Por otro lado, si rA y rB están sobre ejes principales ortogonales (rA ⊥ CrB),

































Para uso en la próxima subsección, citamos aqúı las expresiones expĺıcitas para





















2 ln 2 (1−r2Bk2z)
, (3.58)



















Se verifica entonces que dentro de las aproximaciones (3.58)–(3.59), D(A|Bk) =
I(A,B)−∆S(A|Bk) se convierte en una forma cuadrática no negativa en los Cµ’s.
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3.3.1. Medida óptima para estados X
Aplicamos ahora las aproximaciones previas al conjunto de estados de dos





(I ⊗ I + rAσz ⊗ I + rBI ⊗ σz +
∑
µ
Jµσµ ⊗ σµ) (3.60)
=

p+ 0 0 α−
0 q+ α+ 0
0 α+ q− 0












con (3.61) la representación del estado en la base estándar. Los parámetros verifi-
can las condiciones de positividad p± ≥ 0, q± ≥ 0, |α−| ≤ √p+p−, |α+| ≤ √q+q−,
con p+ + p−+ q+ + q− = 1. Como el tensor de correlación C = J −rArTB satisface
la ecuación (3.53), con
Cx = Jx , Cy = Jy , Cz = Jz − rArB ,
es claro que en estos estados los vectores de Bloch de los estados marginales
rA y rB yacen sobre el mismo eje principal (z) de C, lo que implica que estos
estados corresponden al caso de la expresión (3.54). En el ĺımite de correlación
débil Sf (A|Bk) alcanzará entonces su mı́nimo para una medida en dirección de
alguno de estos ejes principales (ecuación (3.55)).
En este régimen la medida minimizante depende no solo de C y rB, sino tam-
bién de la concavidad local de la función hf (r) en r = |rA|. Esto implica, en
general, que diferentes entroṕıas pueden alcanzar su valor mı́nimo para medidas
en diferentes ejes. Vamos a comparar ahora la medida óptima para la entroṕıa
condicional de von Neumann con aquella correspondiente al caso cuadrático, para
estados con Jx = Jy, para los cuales el mı́nimo se encuentra midiendo en dirección
z o en alguna dirección en el plano x, y, que tomaremos como x. Una transición
entre estas dos direcciones tiene lugar, dependiendo de la concavidad de la en-
troṕıa. De la ecuación (3.55) se sigue que la zona en la que se da esta transición
es
C2x = ηf (rA)C
2
z/(1− r2B), (3.62)
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con ηf (rA) = 1 para la entroṕıa cuadrática y ηf (r) = η(r), ecuación (3.41), para
la entroṕıa de von Neumann. Como η(rA) > 1 para rA 6= 0, se ve que en el
caso de von Neumann la zona de transición está desplazada respecto de aquella
correspondiente a la entroṕıa cuadrática, siempre que rA 6= 0, y esta discrepancia

















































Figura 3.5: Comparación entre la medida proyectiva minimizante para la entroṕıa
condicional de von Neumann y aquella correspondiente a la entroṕıa condicional
cuadrática, para estados X (ecuación (3.60)) con rB = 0,25 y Jz = 0,3 (arriba-
izquierda), 0.15 (arriba-derecha), -0.25 (abajo-izquierda), -0.5 (abajo-derecha).
Los discos amarillos (sector A) y verdes (sector B) muestran el conjunto de estados
en los que la medida minimizante es la misma para las dos entroṕıas (en dirección
x en A y en dirección z en B), mientras que los discos azules (C) indican aquellos
estados para los que la medida minimizante es diferente (Jx y rA adimensionales).
Resultados t́ıpicos para la medida proyectiva minimizante para estas entroṕıas
son ilustrados en la figura 3.5 como función de rA y Jx = Cx, para rB fijo y di-
ferentes valores de Jz. Se observa que estas medidas coinciden para la mayoŕıa
de los estados, difiriendo solo en la región de transición C (discos azules), don-
de la medida que minimiza la entroṕıa cuadrática ya cambió de z a x, pero la
entroṕıa de von Neumann todav́ıa alcanza su mı́nimo para medidas en z. Como
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se esperaba, la región de discrepancia se vuelve más grande al incrementarse rA.
Vale mencionar que mientras la transición z → x al crecer Jx es siempre abrupta
para la entroṕıa condicional cuadrática, como se sigue de (3.18), en el caso de
la entroṕıa de Neumann esta puede suavizarse mediante direcciones de medida
intermedias en un pequeño intervalo de valores de Jx, efecto que no puede apre-
ciarse en la aproximación (3.54)–(3.58). De hecho, en estos pequeños intervalos de
cruce pueden preferirse medidas no proyectivas [54, 55] (Si una medida proyectiva
minimiza la entroṕıa condicional de von Neumann para un estado X, esta debe
ser en la dirección de uno de los ejes principales de C [55]), aunque las diferencias
con el mı́nimo proyectivo son muy pequeñas.
La figura 3.6 muestra la reducción en la entroṕıa (“ganancia de información”)
∆Sf = Sf (A) − Sf (A|Bk) como función de la dirección k = (kx, 0, kz) de la
medida en B, para estados X ubicados debajo, sobre, y por encima de la zona de
transición en el panel inferior izquierdo de la figura 3.5. Se muestran ambas, la
entroṕıa condicional cuadrática y la de von Neumann, que exhiben t́ıpicamente
el mismo perfil, junto con la aproximación a segundo orden (3.58) de esta última,
la cual se observa que provee una buena estimación. Mientras se encuentra una
clara preferencia por la dirección z (x) para pequeños (grandes) valores de Jx,
la anisotroṕıa de ∆Sf en la región de transición (Jx = 0,325) es muy pequea,
por lo que la diferencia existente entre las medidas minimizantes en esta zona
no es muy relevante. Ilustramos también resultados para la discordia (3.47) y
su estimación cuadrática obtenida a partir de las ecuaciones (3.58)–(3.59), que
resulta muy precisa en el caso considerado.






































Figura 3.6: La reducción en la entroṕıa ∆Sf = S(A)− S(A|Bk) tras una medida
local en B en dirección k = (kx, 0, kz) para la entroṕıa cuadrática (∆S2) y la de
von Neumann (∆S), junto con la aproximación cuadrática (3.54)–(3.58) para esta
última (ĺıneas punteadas). Consideramos aqúı un estado X con rA = rB = 0,25,
Jz = −0,25 y Jx = 0,1, 0,325, 0,5, correspondiendo a estados en los sectores B,
C, y A, respectivamente, del panel inferior izquierdo en la figura 3.5. El panel
inferior derecho ilustra la discordia cuántica (3.47) y su aproximación cuadráti-
ca (3.58)–(3.59) (ĺınea punteada) para Jx = 0,1 (las cantidades graficadas son
adimensionales).
Caṕıtulo 4
Pureza condicional y medidas de
correlación en mezclas de estados
alineados
En los caṕıtulos anteriores revisamos la extensión a formas entrópicas gene-
rales de la entroṕıa condicional dependiente de la medida. Mostramos que esta
generalización permite el uso de formas simples, como es el caso de la entroṕıa
cuadrática, para la cual puede hallarse una solución anaĺıtica y clara del problema
de optimización asociado (a saber, aquel de encontrar la medida local que mini-
miza la entroṕıa condicional) en estados arbitrarios de sistemas qudit-qubit [32].
Vimos además que esta entroṕıa está directamente ligada a la pureza del estado,
una cantidad experimentalmente accesible cuya determinación no requiere una
tomograf́ıa completa del estado [57, 58], y que en el caso de un qubit representa-
do por la polarización de un fotón está formalmente relacionada con el grado de
polarización clásica [59].
El objetivo en este caṕıtulo es analizar y determinar experimentalmente la
pureza condicional, la discordia cuántica y otras medidas relacionadas de cuan-
ticidad de las correlaciones [10, 38] en mezclas de estados alineados, los cuales
pueden ser simulados fielmente mediante sistemas fotónicos y óptica lineal [60, 61].
Estos estados, que ya tratamos en la sección 2.3.3, aparecen naturalmente en dife-
rentes contextos; en particular como estados reducidos en el estado fundamental
exacto de cadenas de espines 1/2 con acoplamiento anisotrópico XY XY Z, en
la vecindad inmediata del campo magnético factorizante [46, 62, 63]. En estas
cadenas estos estados también proveen una descripción básica del estado reduci-
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Caṕıtulo 4. Pureza condicional y medidas de correlación en mezclas de estados
alineados 84
do de pares en fases de ruptura de simetŕıa en la aproximación de campo medio
(B < Bc) [45].
Para tales estados, descritos en detalle en la sección 4.1.1, primero derivamos
en 4.1.2–4.1.3 expresiones anaĺıticas para el estado marginal condicional tras una
medida local en uno de los qubits y su pureza, incluyendo la pureza condicional
promedio y su máximo sobre todas las posibles medidas proyectivas locales. Deri-
vamos luego en 4.1.4 una expresión anaĺıtica cerrada para la discordia cuántica de
estos estados en términos de la máxima pureza condicional. Vale notar nuevamen-
te que la evaluación de la discordia para estados arbitrarios es una tarea dif́ıcil
debido al problema de optimización asociado, habiéndose mostrado recientemente
que es un problema NP-completo [64]. Además, en 4.1.5 presentamos expresiones
para la pureza del estado posmedido global y su medida minimizante, la cual
permite evaluar el asociado déficit de información y la discordia geométrica, y
compararlos. Testeamos luego experimentalmente estos resultados teóricos usan-
do estados de polarización de fotones obtenidos de una fuente que emite pares
en el mismo estado de polarización. En la sección 4.2.1 se da una descripción del
arreglo experimental usado para preparar los estados y realizar las medidas loca-
les pertinentes, mientras que en 4.2.2 se presentan los resultados experimentales,
que muestran un muy buen acuerdo con las predicciones teóricas.
Este caṕıtulo está basado en los resultados publicados en [56].
4.1. Teoŕıa
4.1.1. Estado inicial
Consideramos el estado mezcla de dos qubits
ρAB = p|θθ〉〈θθ|+ q|−θ−θ〉〈−θ−θ| , (4.1)
donde |θθ〉〈θθ| ≡ |θ〉〈θ| ⊗ |θ〉〈θ|, con
| ± θ〉 = cos θ
2
|0〉 ± sin θ
2
|1〉 , (4.2)
estados puros de un qubit formando ángulos ±θ con el eje z en la esfera de Bloch,
y p ∈ [0, 1], q = 1 − p las probabilidades de preparar a ambos qubits en los
estados |θ〉 y |−θ〉 respectivamente. Cualquier mezcla de rango 2 de la forma
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ρAB = p|ΩΩ〉〈ΩΩ| + q|Ω′Ω′〉〈Ω′Ω′|, con |Ω〉 = cos θ2 |0〉 + eiφ sin θ2 |1〉 un estado
general de un qubit, puede reescribirse en la forma (4.1) eligiendo un nuevo eje
z en la esfera de Bloch a mitad de camino entre las direcciones Ω = (θ, φ) y
Ω′ = (θ′, φ′) (y el eje x en el plano determinado por ellos). Además, cualquier
mezcla ρAB = p|Ω1Ω2〉〈Ω1Ω2|+ q|Ω′1Ω′2〉〈Ω′1Ω′2|, donde el ángulo entre Ω′2 y Ω2 es
idéntico a aquel entre Ω′1 y Ω1, puede también llevarse a la forma (4.1) aplicando





rotaciones no afectarán a las medidas de correlación.
Mezclas de la forma (4.1) surgen en diferentes contextos. Por ejemplo, emer-
gen naturalmente como estados marginales de un par de espines en el estado
fundamental de un arreglo tipo ferromagnético de espines con acoplamiento an-
isotrópico XY o XY Z en la vecindad inmediata del campo transverso factori-
zante [45, 46, 63], donde el estado fundamental exacto pasa a estar doblemente
degenerado, siendo una combinación lineal arbitraria de estados uniformes com-
pletamente separables, es decir,
|GS〉 = α|θθ . . .〉+ β|−θ−θ . . .〉 , (4.3)
donde θ está determinado por la anisotroṕıa del del acoplamiento [46] (supuesto
constante para todos los pares acoplados). Para s = 1/2 el estado (4.3) conduce
al estado reducido de dos espines (4.1) con p = |α2|, q = |β2| para cualquier
par i 6= j, tras trazar los qubits restantes y despreciar el overlap complementario
〈−θ|θ〉n−2 = cosn−2 θ, el cual decrece exponencialmente al crecer n si | cos θ| < 1.
Y en la aproximación de campo medio, un estado reducido de la forma (4.1)
con p = q = 1/2 aparece naturalmente en la fase con ruptura de paridad, tras
una restauración de esta simetŕıa [45, 46, 63], volviéndose exacto en el punto de
factorización.
El estado (4.1) puede también generarse usando una fuente que emita un
par de fotones en el mismo estado de polarización, por ejemplo, por Conversión
Paramétrica Espontánea Descendente (SPDC) producida en cristales no lineales
tipo I [65, 66], de manera que los estados
| ± θ〉 = cos θ
2
|V 〉 ± sin θ
2
|H〉 (4.4)
están linealmente polarizados en ángulos ±θ/2 con la dirección vertical. Aqúı
|V 〉 ≡ |0〉, |H〉 ≡ |1〉 denotan los estados linealmente polarizados en dirección
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vertical y horizontal respectivamente.
La pureza del estado (4.1) está dada por
PAB = Tr ρ
2
AB = 1− 2pq(1− cos4 θ) , (4.5)
y es una función creciente del overlap |〈−θ|θ〉| = | cos θ|. Como ρAB es un estado de






2PAB − 1] , (4.6)
y por lo tanto el valor de cualquier entroṕıa





En particular, la entroṕıa de von Neumann S(ρ) corresponde a f(ρ) = −ρ log2 ρ,
mientras que la entroṕıa lineal S2(ρ) a f(ρ) = −2ρ(1− ρ), en cuyo caso
S2(ρAB) = 2(1− Tr ρ2AB) = 2(1− PAB) . (4.8)
Todas las entroṕıas (7.40) serán funciones decrecientes de PAB, anulándose sii
PAB = 1.
El estado (4.1) es separable, esto es, una combinación convexa de estados pro-
ducto [16]. No obstante, si θ ∈ (0, π/2) y pq 6= 0, dicho estado no está clásicamente
correlacionado, o sea, no es diagonal en una base producto, teniendo autoestados
entrelazados. Tendrá, por lo tanto, discordia no nula (sec. 4.1.4).
El estado reducido de cada uno de los qubits (o fotones) es





1 + cos θ (p− q) sin θ
(p− q) sin θ 1− cos θ
)
, (4.10)
donde (4.10) es la representación en la base estándar {|V 〉, |H〉}, y corresponde al
vector de Bloch rB = Tr ρB σ = ((p− q) sin θ, 0, cos θ). La pureza local PA = PB
es entonces
PB = Tr ρ
2
B = 1− 2pq sin2 θ , (4.11)
con los autovalores de ρB dados por λ
±
B = (1 ±
√
2PB − 1)/2. Se verifica que
PB ≥ PAB, λ+B ≥ λ+AB, en concordancia con las propiedades de mayorización [67]
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ρAB ≺ ρB(A) válida para estados separables ρAB [9, 68].
4.1.2. Estado local condicional y pureza condicional tras
una medida local remota
Consideremos ahora una medida proyectiva de polarización sobre el fotón B,
definida por los proyectores ortogonales
Π+ = |φ〉〈φ| , Π− = |φ+ π〉〈φ+ π| , (4.12)
donde |φ〉 = cos φ
2
|V 〉+ sin φ
2
|H〉, |φ+π〉 = −sin φ
2
|V 〉+ cos φ
2
|H〉 y Π+ +Π− = 1.
Esto implica proyectar sobre estados linealmente polarizados en ángulos φ/2 y
φ/2 + π/2 respectivamente. La probabilidad de obtener el resultado + o − es
r± = Tr (ρAB IA ⊗ Π±) = 12 [1± p cos(φ− θ)± q cos(φ+ θ)] (4.13)
(Obviamente, un resultado “+” para el ángulo φ es equivalente a un resultado
“−” para un ángulo de medida φ + π). Como una función de φ, r± es extremo
para
tanφ = (p− q) tan θ , (4.14)
con r+ máximo para φ = 0 si p = q y φ entre 0 y θ si p > q (Fig. 4.1). Tras una
medida enB con resultado conocido, el estado posmedido deA tendrá nuevamente
la forma (4.9), pero con probabilidades modificadas p′±, q
′
±, que dependen tanto
del ángulo de medida φ como del resultado de la medida ±:
ρA/B± = r
−1
± TrB (ρAB IA ⊗ Π±) = p′±|θ〉〈θ|+ q′±| − θ〉〈−θ| , (4.15)
con q′± = 1− p′± y
p′± = p
1± cos(θ − φ)
2r±
. (4.16)
Se verifica, por supuesto, que r+ρA/B+ + r−ρA/B− = ρA, esto es, que el estado
posmedido de A queda inalterado si el resultado de la medida es desconocido. Se
observa también que si φ = 0 (o φ = π), p′± = p, o sea, ρA/B± = ρA indepen-
dientemente de los valores de θ, p y el resultado de la medida. Tal medida deja
entonces inalterado al estado marginal del fotón no medido (pero no el estado
























Figura 4.1: Las probablidades p′± (ver ecuación (4.16)) de los estados marginales
condicionales (4.15) de A tras una medida en ángulo φ con resultado ± en B,
para θ = π/3 y valores iniciales p = 0,5 (arriba) y p = 0,7 (abajo), indicadas por
las ĺıneas punteadas horizontales. Se observa que p′± cubre todos los valores entre
0 y 1, con p′+ = 1 en φ = π− θ y 0 en φ = θ−π, mientras p′− = 0 en φ = θ y 1 en
φ = −θ. Las ĺıneas de trazo ilustran las probabilidades r± en (ecuación (4.13))
de obtener el resultado ± en B.
global ρAB).
Como se ve en la figura 4.1, las nuevas probabilidades p′± cubren todos los
valores posibles entre 0 y 1 al variar el ángulo de medida φ. Para p > q, p′+ (p
′
−) se
mantiene por encima (debajo) del valor inicial p para φ ≥ 0, y el comportamiento
opuesto tiene lugar para φ ≤ 0. La pureza de los estados (4.15) está dada por
PA/B± = 1− 2p′±q′± sin2 θ = 1− 2pq [1±cos(θ−φ)][1±cos(θ+φ)]4r2± sin
2 θ , (4.17)




sin2 θ ≤ PA/B± ≤ 1 . (4.18)
Para PA/B− , el ĺımite superior se alcanza siempre para φ = ±θ, pues en este
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caso un resultado − implica con certeza un estado posmedido puro | ∓ θ〉 en
A, es decir, p′− = 0 o 1, como se observa en la figura 4.1. Tal resultado tiene
probabilidad r− = q sin
2 θ (p sin2 θ) si φ = θ (−θ). Lo mismo ocurre para PA/B+ si
φ = ∓(π − θ). Por otra parte, el ĺımite inferior en (4.18) corresponde a p′± = 1/2
y puede alcanzarse para ángulos φ que satisfagan
tanφ =
(p− q) sin θ
cos θ ± 2√pq , (4.19)
en cuyo caso p′− = 1/2 para las ráıces de (4.19) ∈ [0, π] mientras que p′+ =
1/2 para aquellas en [−π, 0], como se ve en la figura 4.1. Se sigue entonces que
mediante medidas y resultados apropiados en B es siempre posible tener un estado
condicional posmedido puro en A, o también “equilibrado”, es decir, con pesos
iguales para los dos estados en la mezcla [32].
4.1.3. Pureza condicional promedio
La pureza condicional promedio de A tras la previa medida en B está dada
por
PA/Bφ = r+PA/B+ + r−PA/B−














p sin2(θ − φ) + q sin2(θ + φ)
1− [p cos(θ − φ) + q cos(θ + φ)]2 ≤ 1 . (4.21)
Luego, al contrario de PA/B± , PA/Bφ nunca es menor que la pureza original,
PA/Bφ ≥ PA , (4.22)
en concordancia con los resultados generales de los caṕıtulos anteriores. La ecua-
ción (4.20) está de hecho linealmente ligada a la entroṕıa condicional cuadrática
S2 dependiente de la medida, la cual resulta aqúı
S2(A/Bφ) = r+S2(ρA/B+) + r−S2(ρA/B−)
= 2(1− PA/Bφ) = 4pqγ sin2 θ , (4.23)
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y nunca es mayor que la entroṕıa local original S2(ρA) = 4pq sin
2 θ.
La diferencia PA/Bφ − PA = 2pq(1− γ) sin2 θ es el incremento promedio en la
pureza de A debido a la medida local en B, y depende del ángulo de medida φ.
Mientras siempre se anula para φ = 0, donde γ = 1, en cualquier otro caso es
positiva. Su máximo se alcanza para
tanφ =
tan θ
p− q , (4.24)
en cuyo caso γ = cos2 θ, lo que conduce a
PA/B ≡ Max
φ
PA/Bφ = 1− 2pq sin2 θ cos2 θ . (4.25)
Además en este punto p′+ = q
′
−, por lo que
PA/B+ = PA/B− = PA/B , (4.26)
de manera que el máximo incremento promedio se alcanza para un ángulo donde
la pureza del estado local posmedido (pero no el estado mismo) es independiente
del resultado de la medida (ver también la figura 4.4 en la sección 4.2.2). El
máximo incremento promedio en la pureza es aśı 2pq sin4 θ.
La máxima pureza condicional promedio (4.25) tiene un significado profundo.
La mı́nima entroṕıa condicional S2 asociada
S2(A/B) = Min
φ
S2(A/Bφ) = 2(1− PA/B) = pq sin2 2θ , (4.27)
representa el cuadrado de la concurrencia [23] entre A y un tercer sistema C que
purifica al sistema tripartito ABC [25, 32, 33]. C puede elegirse en este caso como
un qubit, pues ρAB tiene rango 2. Como consecuencia (ver siguiente subsección),
la máxima pureza condicional promedio (4.25) determinará también la discordia
cuántica del estado (4.1), permitiendo obtener una expresión anaĺıtica simple para
esta última. El comportamiento de PA/B como función del ángulo de “apertura”
θ del estado (4.1) se ilustra en la figura 4.2, donde se observa que alcanza su
máximo 1 solo para θ = 0 o π/2, o sea, cuando el estado (4.1) es o bien producto
(θ = 0) o un estado clásicamente correlacionado (θ = π/2), es decir, un estado
de discordia nula en ambos casos.
El ángulo φ optimizante determinado por (4.24) difiere de ±θ si θ > 0, pq > 0,
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como se observa en el panel inferior de la figura 4.2. Este satisface φ ≥ θ si p ≥ q,
con φ ≈ θ + (1 − p) sin 2θ para p cercano a 1 y φ ≈ π
2
− 2(p − 1
2
)/ tan θ para
p por encima y cercano a 1/2. Luego, para p = q se vuelve independiente de θ,
prefiriendo siempre una medida en dirección x en la esfera de Bloch (proyectando


























Figura 4.2: (Arriba) La máxima pureza condicional promedio P (A/B) ≡ PA/B
(4.25) junto con la discordia cuántica (4.31) y la mı́nima diferencia en la pureza
global (4.36), como función del ángulo de apertura θ del estado (4.1) para p = 0,5
(ĺınea sólida) y p = 0,7 (ĺınea de trazos). (Abajo) Los ángulos de medida que
maximizan la pureza condicional promedio (4.20) (ĺıneas sólidas) y la pureza
global del estado posmedido (4.33) (ĺıneas de trazos), como función del ángulo de
apertura θ para p = 0,5 y p = 0,7. La ĺınea punteada muestra a θ para referencia.
Para p = 0,5 el ángulo que maximiza (4.33) sufre una transición abrupta 0→ π/2
en θ = arc cos 1/
√
3, que origina el pico marcado en I2 que se observa en el panel
superior. Esta transición se suaviza para p > 1/2. El ángulo que minimiza la
discordia cuántica (4.28) coincide aqúı exactamente con aquel que maximiza la
pureza condicional (4.20) (ver texto).
Los resultados expuestos están en concordancia con las consideraciones gene-
rales del caṕıtulo dos. La dirección de medida k en la esfera de Bloch de B que ma-
ximiza la pureza condicional de A es esencialmente aquella en la que la correlación
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es máxima y satisface la ecuación de autovalores generalizada CTCk = λNBk, con
λ el mayor autovalor, donde de nuevo Cµν = 〈σAµ ⊗σBν 〉−〈σAµ 〉〈σBν 〉 es el tensor de
correlación del sistema y NB = I3−rBrTB, con rB = 〈σB〉 el vector de Bloch origi-
nal del qubit B. Aqúı rA = rB = ((p− q) sin θ, 0, cos θ)) y Cµν = δµνδµx4pq sin2 θ ,
de manera que las correlaciones surgen solo en la dirección x. La ecuación de
autovalores anterior conduce entonces a un vector de medida optimizante k en
el plano xz, esto es, k = (sinφ, 0, cosφ), con φ satisfaciendo la ecuación (4.24).
Y para p = q, k pasa a ser paralelo al eje x al quedar NB diagonal. Explicando
entonces la preferencia de la discordia por la medida a lo largo del eje x en este
caso.
4.1.4. Discordia cuántica y su evaluación anaĺıtica
Como se mencionó previamente, el estado (4.1) tiene discordia finita para
θ ∈ (0, π) y pq 6= 0. Como función del ángulo de medida φ, esta cantidad [27, 69]
puede evaluarse como la mı́nima diferencia
D(A|Bφ) = S(A|Bφ)− S(A|B) , (4.28)






AB − λνB log2 λνB) es la
entroṕıa condicional de von Neumann independiente de la medida [7] y
S(A|Bφ) = r+S(ρA/B+) + r−S(ρA/B−) , (4.29)
aquella dependiente de la medida, determinada por los estados condicionales
(4.15) (análoga a (4.23)). Todas las cantidades pueden evaluarse aśı en térmi-
nos de las purezas PAB, PA y PA/B± ((4.5), (4.11) y (4.17) respectivamente).
La discordia D(A|B) es de hecho el mı́nimo sobre φ de la ecuación (4.28)
[27, 70]. La optimización debeŕıa, en principio, extenderse a medidas generales
(POVM), pero en el presente caso de un estado de rango 2 es suficiente considerar
solo medidas proyectivas [72, 73], las cuales pueden reducirse aqúı a medidas en
el plano xz. Además, el mı́nimo de (4.28) puede evaluarse aqúı anaĺıticamente: el
ángulo de la medida minimizante φ es exactamente aquel que maximiza la pureza
condicional promedio, determinado por (4.24), y el consiguiente mı́nimo es una
función decreciente de la máxima pureza condicional promedio PA/B (4.25) (aún
Caṕıtulo 4. Pureza condicional y medidas de correlación en mezclas de estados
alineados 93
cuando para un φ general, (4.28) no es una función directa de (4.20)):
D(A|B) = Min
φ








Demostración: Como se discutió en el caṕıtulo 2, el mı́nimo de S(A|Bφ) es el
entrelazamiento de formación E(A,C) entre A y un tercer sistema C que purifica
el estado global tripartito, que puede elegirse aqúı como un qubit. En tal caso,
E(A,C) está determinado por la concurrencia CAC entre A y C a través de
E(A,C) = −∑ν=± fν log fν , con f± = (1 ±√1− C2AC)/2. Pero C2AC no es más
que la mı́nima entroṕıa condicional S2 (4.27) de A dada una medida en B, es decir,
C2AB = S2(A/B) = 2(1 − PA/B), lo que conduce a las ecuaciones (4.30)–(4.31).
Este resultado fue también verificado numéricamente.
Para θ = 0 (ρAB producto) o θ = π/2 (ρAB clásicamente correlacionado),
PA/B = 1 y luego D(A|B) = 0. En cualquier otro caso PA/B < 1 y D(A|B) > 0,
como puede apreciarse en la figura 4.2. Vale notar, no obstante, que como función
de θ, PA/B es mı́nima en π/4 (ecuación (4.25)), mientras D(A|B) es máxima para
un ángulo de apertura ligeramente mayor θ ≈ 0,29π, debido a la dependencia con
θ del término S(A|B).
4.1.5. Pureza del estado posmedido global
El estado promedio del sistema conjunto tras la medida local en B es
ρ′AB = r+ ρA/B+ ⊗ Π+ + r− ρA/B− ⊗ Π− . (4.32)
Su pureza P ′AB = Tr (ρ
′
AB)
2 está entonces dada por







{p cos(θ − φ) + q cos(θ + φ)]2 − 2pq sin2 θ[1 + cos(θ + φ) cos(θ − φ)]} .
A diferencia de la pureza condicional local (4.22), la pureza de este estado global
posmedido no puede ser mayor que la pureza del estado global original (4.5), en
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concordancia con las consideraciones generales de [10]:
P ′AB ≤ PAB , (4.34)
con P ′AB < PAB para θ ∈ (0, π/2) y pq > 0. La diferencia PAB − P ′AB es propor-
cional al déficit de información cuadrático [10],
I2(A,Bφ) = S2(ρ
′
AB)− S2(ρAB) = 2(PAB − P ′AB) , (4.35)
el cual es siempre no negativo. La ecuación (4.33) muestra que su evaluación
puede llevarse a cabo conociendo solo las purezas condicionales PA/B± , la pureza





que corresponde a la máxima pureza del estado posmedido global P ′AB, es pro-
porcional a la discordia geométrica [10, 38, 74]. Será entonces no nulo para
θ ∈ (0, π/2) y pq 6= 0, siendo máximo, como la discordia cuántica, en un ángulo θ
superior a π/4, como se aprecia en la figura 4.2. El déficit de información basado
en la entroṕıa de Renyi IR2 (A,Bφ) = − logP ′AB/PAB puede también obtenerse
directamente de I2 [75].
El ángulo de medida φ que maximiza P ′AB (y minimiza I2(A,Bφ)) satisface
tan 2φ =
(p− q) sin 2θ
pq + (1− pq) cos 2θ . (4.37)
Este no es mayor que aquel que maximiza PA/Bφ (ecuación (4.24)) y puede ser
mayor o menor que θ, con φ ≈ θ − (1 − p) cos2 θ sin 2θ para p → 1. Por otra
parte, para p→ 1/2, φ→ π/2 solo para cos θ ≤ 1/
√
3, es decir, θ > θc & 0,309π,
con φ → 0 para cos θ > 1/
√
3. Por lo tanto, para p = 1/2 ocurre en θ = θc una
transición abrupta de 0 a π/2 en el ángulo φ de la medida maximizante de P ′AB
[10]. Tal transición abrupta se suaviza para p > q, como se observa en la figura
4.2.
Como para θ fijo el ángulo minimizante φ de (4.35) puede diferir de aquel que
minimiza la discordia cuántica, el comportamiento de (4.35) como función del
ángulo de la medida φ puede desfasarse respecto de aquel correspondiente a la
discordia cuántica, como se aprecia en la figura 4.5. En particular, para p = q y
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θ < θc, I(A,B) (4.35) es mı́nimo en φ = 0, donde PA/Bφ es mı́nima y por lo tanto
D(A|Bφ) es máxima (como función de φ). Esto refleja el diferente significado del
ángulo óptimo de PA/Bφ y D(A|Bφ) por un lado, y I2(A,Bφ) por el otro. Mientras
la primera elige esencialmente la dirección local asociada con la máxima corre-
lación, el último representa la dirección de la medida local que menos perturba
al estado [10]. Consecuentemente, las diferencias pueden ser significativas para
pequeños ángulos de apertura θ, donde el último estará cercano al eje z, pero
decrecerá al crecer θ, como se observa en el panel inferior de la figura 4.2. Para
p = q se anulan, de hecho, para θ > θc.
Remarquemos finalmente que la dirección k, en la esfera de Bloch de B,
de la medida minimizante (4.35) satisface la ecuación de autovalores [10, 38]
(JTJ + rBr
T
B)k = λk, con λ el autovalor máximo, donde Jµν = 〈σAµ ⊗ σBν 〉 =
Cµν + 〈σAµ 〉〈σBν 〉. En la presente situación k va a estar en el plano xz, esto es,
k = (sinφ, 0, cosφ), con φ satisfaciendo la ecuación (4.37). De hecho, el ángulo
φ optimizante es la menor ráız positiva de (4.37), correspondiendo la otra ráız al
ángulo que minimiza P ′AB (menor autovalor).
4.2. Verificación experimental
4.2.1. Arreglo experimental
El arreglo experimental, realizado en el marco de una colaboración con el labo-
ratorio de procesado de imágenes de la Universidad de Buenos Aires, se ilustra en
la figura 4.3. Este puede dividirse en tres etapas. En la primera parte, usada para
la preparación del estado, un cristal no lineal LiIO3 tipo I es bombeado por un
laser de 405nm polarizado horizontalmente, el cual por Conversión Paramétrica
Espontánea Descendente (SPDC) produce pares de fotones gemelos con longitud
de onda λ = 810nm en el estado de polarización de dos qubits |V V 〉. Una lámina
de media onda (HWP1) es utilizada para rotar la polarización de cada fotón a una
dirección arbitraria θL en el referencial del laboratorio, donde θL = 0 corresponde
a fotones verticalmente polarizados. Este ángulo define el estado |θ〉 en la esfera
de Bloch por medio de la relación θ = 2 θL. Con el fin de generar el estado mezcla
de dos qubits descrito por la ecuación (4.1), seguimos la idea presentada en [76],
alternando HWP1 entre los dos ángulos θL/2 y −θL/2 para obtener una mezcla
de las dos polarizaciones deseadas con probabilidades p y q.
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En la segunda parte del “setup”, una medida local proyectiva de polarización
se realiza sobre uno de los subsistemas. Con este fin un polarizador lineal (P1) en
el camino B, ajustado en un ángulo φL o φL + π/2 en el referencial del laboratorio,
implementa la acción del proyector Π+ o Π− de la ecuación (4.12) sobre el estado
de un qubit. Después de esto la luz se colecta en el detector DB. El detector está
constituido por un iris que actúa como filtro espacial, y un filtro de interferencia
centrado en 810nm (ancho de banda 10nm), seguido por una lente que colecta la
luz y la enfoca en una fibra óptica multi modos acoplada a un módulo contador
de fotones PerkinElmer SPCM-AQRH-13-FC. Durante el tiempo total T en el
que P1 se ajusta en el ángulo φL, DB mide el número de eventos n+, y lo mismo
cuando P1 se ajusta en el ángulo complementario φL + π/2 para registrar n−.
Entonces, la probabilidad de medir + o − en la dirección φ (r±) dada en la
ecuación (4.13) se obtiene de n±/(n+ + n−).
Finalmente, la tercera etapa del setup se usa para realizar una tomograf́ıa
completa del estado del qubit A. Un arreglo de una lámina de cuarto de onda
(QWP), una de media onda (HWP2), y un polarizador lineal (P2) en el camino del
subsistema se utilizan para proyectar el estado de polarización sobre el conjunto
informacionalmente completo de bases mutuamente no sesgadas[77, 78], antes de
ser detectado por DA. Este detector consiste de los mismos componentes que DB,
descrito arriba. Las medidas se realizan en coincidencia, usando el subsistema B
como disparador. De esta forma es posible reconstruir la matriz densidad condi-
cional ρA/B=± del estado reducido de A tras obtener el resultado ± de la medida
proyectiva en la dirección φ en B. Aunque estos observables pueden obtenerse
realizando una medida de la pureza condicional, el setup usado permite verificar
que el estado condicional tras la medida local es de la forma (4.15).
4.2.2. Resultados
Como se mencionó arriba, la primera etapa del arreglo experimental gene-
ra un estado de dos fotones en el estado de polarización dado por la ecuación
(4.1). A fin de validar el proceso de generación, previamente se llevó a cabo una
tomograf́ıa completa de diferentes estados de dos qubits [79]. Luego, la técnica
de máxima verosimilitud (ML) se aplicó para obtener la mejor estimación del
estado, consistente con los requerimientos de un estado f́ısico [80]. Cuantificamos






entre la matriz densidad del estado que se busca preparar, σ, y la matriz densidad
























Figura 4.3: Arreglo experimental usado para la preparación de una estado mezcla
de polarización de dos qubits, y la caracterización de estado del qubit A condicio-
nal a la medida proyectiva en B. QWP: lámina de cuarto de onda; HWP: lámina
de media onda; P: polarizador lineal; D: detector de fotones individuales.
del estado efectivamente preparado y reconstruido por tomograf́ıa, ρ. En todos
los casos, se obtuvieron fidelidades F > 0,98 para el estado inicial ρAB.
Tras esta caracterización realizamos las medidas proyectivas y la tomograf́ıa
del estado condicional implementadas en la segunda y tercera etapa del arreglo
experimental (figura 4.3). El estado posmedido ρA/B± en la ecuación (4.15) se
obtuvo aplicando la técnica ML a los resultados experimentales. Los gráficos
en la figura 4.4 muestran las probabilidades para las medidas proyectivas r±
y las purezas condicionales Trρ2A/B± para dos estados iniciales diferentes, junto
con las predicciones teóricas dadas por las ecuaciones (4.13) y (4.17). Además,
graficamos la pureza condicional promedio PA/Bφ = r+PA/B+ + r−PA/B− que
se obtuvo de los resultados experimentales junto con el resultado teórico 1 −
2pqγ sin2 θ (ecuación (4.20)). En la figura 4.5 graficamos los resultados teóricos
y experimentales para D(A/B) y I2(A,Bφ), cuyos valores mı́nimos como función
de la medida proyectiva Πφ corresponden a la discordia cuántica y la discordia
geométrica, respectivamente. Como se sigue de las secciones 4.1.4 y 4.1.5, ambas
cantidades pueden evaluarse a partir de las purezas PAB, PA, y PA/B± . Con este
propósito, la matriz densidad del estado reducido ρA se obtuvo en un modo similar
a ρA/B± pero considerando las detecciones en DA sin tener en cuenta el resultado
en DB.
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Figura 4.4: Resultados experimentales obtenidos para cada medida proyectiva
descrita por Π±. Se muestra la pureza del estado de A tras obtener el resultado
− (paneles izquierdos) o + (paneles derechos) en B, PA/B± (ecuación (4.17),
ćırculos rojos), y la probabilidad de obtener tal resultado, r± (ecuación (4.13),
puntos verdes). Cada gráfico muestra además la pureza condicional promedio
PA/Bφ (4.20) (triángulos azules). En todos los casos, el estado inicial es un estado
de dos qubits de polarización de dos fotones de la forma (4.1), con θ = π/3.
En los paneles superiores p = 0,5 y en los inferiores p = 0,7. Las ĺıneas sólidas
corresponden a valores teóricos de estas medidas como función de φ. La ĺınea de
trazos indica el valor de la pureza local en el estado inicial, PA, previo a la medida
condicional.
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Figura 4.5: Resultados experimentales obtenidos de cada medida proyectiva des-
crita por Π± como función del ángulo de medida φ. El mı́nimo en la ĺınea azul
(triángulos) es el valor de la discordia cuántica mientras que el mı́nimo en la ĺınea
roja (ćırculos) es el valor de la discordia geométrica (mı́nima diferencia en la pure-
za global). El estado inicial es el mismo de la figura anterior, con θ = π/3, p = 0,5
(panel izquierdo) y p = 0,7 (panel derecho). Las ĺıneas sólidas corresponden a los
valores teóricos para estas medidas.
Caṕıtulo 5
Entrelazamiento en sistemas de
fermiones
Como vimos en el primer caṕıtulo, el entrelazamiento es una de las formas
de correlación que distinguen a los sistemas cuánticos de su contraparte clásica,
constituyendo un recurso esencial en el procesado de información cuántica [2].
Como recurso desempeña un papel central en protocolos de teleportación cuánti-
ca [82] como aśı también en computación cuántica [83]. Consecuentemente, la
comprensión y cuantificación de este recurso se ha convertido en un problema
fundamental en la teoŕıa de información cuántica [84]. También su estudio ha
colaborado a develar aspectos profundos en la estructura de las correlaciones y
transiciones de fase cuánticas en sistemas de muchos cuerpos [85–87].
Como se discutió en el caṕıtulo 1, si |ΨAB〉 ∈ HA⊗HB es un estado puro de un
sistema cuántico bipartito, su entrelazamiento está cuantificado por la entroṕıa de
entrelazamiento S(ρA) = S(TrB|ΨAB〉〈ΨAB|) = S(ρB), donde S(ρ) = −Trρ log2 ρ
es la entroṕıa de von Neumann. Está claro entonces que la forma de cuantificar el
entrelazamiento en estos sistemas se apoya en la estructura de producto tensorial
de su espacio de estados [88]. Todav́ıa más, la noción misma de entrelazamiento
depende de tal estructura, pues lo hace el paradigma mismo de Operaciones
Locales y Comunicación Clásica (LOCC). En estados fermiónicos, sin embargo,
la indistinguibilidad implica que el espacio de estados accesibles no puede exhibir
tal estructura, ya que solo son posibles estados antisimétricos frente al intercambio
de part́ıculas. Esto impide una extensión directa a tales sistemas de las medidas
de entrelazamiento introducidas para sistemas con componentes distinguibles.
Pueden agruparse los intentos de generalizar la noción de entrelazamiento
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a sistemas de componentes indisntiguibles [89–98] dentro de dos paradigmas
distintos: Entrelazamiento de modos [92–94, 99, 100] y Correlaciones cuánti-
cas/Entrelazamiento de part́ıculas [89–91, 95–98, 101, 103, 104]. En el primer
caso los “subsistemas” sobre los que puede operarse localmente están consti-
tuidos por grupos de modos de una base dada del espacio de Hilbert de una
part́ıcula. El entrelazamiento entre modos, por lo tanto, no permanece invarian-
te frente a transformaciones en el espacio de estados de una part́ıcula (sp). El
segundo acercamiento al problema considera como subsistemas a los componen-
tes indistinguibles, buscando cuantificar correlaciones en el estado más allá de la
antisimetrización, es decir, definiendo como estados puros separables a los deter-
minantes de Slater. En las referencias [89, 91], que tratan sobre entrelazamiento
entre part́ıculas, se deriva un análogo fermiónico de la descomposción de Schmidt
para estados de dos fermiones y se introduce un “número de Schmidt fermiónico”
bajo el nombre de Slater Rank, que cuantifica el entrelazamiento en estos esta-
dos. En dicho trabajo se muestra también la existencia de un análogo fermiónico
de la concurrencia definida para sistemas de dos qubits. Si bien estas medidas
permanecen invariantes frente a transformaciones unitarias en el espacio sp, su
validez está restringida a estados con número fijo de part́ıculas, los cuales distan
de ser estados generales en el caso de sistemas fermiónicos. Un problema similar
surge en [95], donde con la finalidad de compartir part́ıculas entre partes es nece-
sario proyectar el estado original sobre otros que tengan un número definido de
part́ıculas en ciertos subespacios del espacio sp.
En lo que sigue vamos a considerar, primeramente, estados puros de sistemas
fermiónicos en el formalismo gran canónico, de manera que el número de part́ıcu-
las en el sistema no se considera necesariamente fijo. Tales estados aparecen, por
ejemplo, al considerar el vaćıo de cuasipart́ıculas definido a través de una trans-
formación de Bogoliubov [100–102], como aśı también al aplicar transformaciones
part́ıcula-hueco, tales que el estado puede verse como un vaćıo para ciertos ope-
radores fermiónicos, más excitaciones part́ıcula-hueco. La paridad del número de
fermiones de estos estados está, no obstante, bien definida, en concordancia con
la regla de superselección fermiónica [105]. En tales estados consideramos primero
el entrelazamiento entre un único modo fermiónico y su complemento ortogonal
en el espacio de una part́ıcula, y se define una entroṕıa de entrelazamiento que
lo cuantifica. Proponemos entonces la suma, sobre todos los modos de una base
elegida, de esta entroṕıa de entrelazamiento como una medida del entrelazamien-
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to total en el estado (relativo a dicha base) y mostramos que su mı́nimo sobre
todas las bases del espacio sp depende solo de los autovalores de la matriz den-
sidad de un cuerpo del sistema ρspij = 〈c†jci〉, siendo por lo tanto invariante frente
a transformaciones unitarias en dicho espacio y anulándose cuando el estado es
un determinante de Slater, como se espera para una medida de entrelazamiento
de part́ıculas. De esta manera, entonces, encontramos que las dos nociones de
entrelazamiento introducidas arriba quedan conectadas por un problema de op-
timización. Además, mostramos que si dicha minimización se extiende a todas
las bases de cuasipart́ıculas, es decir, a bases vinculadas por transformaciones de
Bogoliubov, la mı́nima entroṕıa de entrelazamiento es simplemente la entroṕıa de
von Neumann de la matriz densidad de un cuerpo generalizada ρqsp, que contiene
además las contracciones de pares de operadores de creación y destrucción 〈c†jc†i〉
y 〈cjci〉. Se introduce luego el techo convexo de esta entroṕıa de entrelazamiento,
lo que permite no solo identificar rigurosamente estados mixtos que no pueden
escribirse como combinación convexa de determinantes de Slater o vaćıos de cua-
sipart́ıculas (o en general estados fermiónicos gaussianos [101, 103]), como por
ejemplo estados térmicos de sistemas de fermiones interactuantes a temperaturas
suficientemente bajas, sino también cuantificar sus correlaciones.
Nos enfocamos después en sistemas fermiónicos con un espacio sp de dimen-
sión 4. Para estados puros generales de tales sistemas mostramos que la entroṕıa
de entrelazamiento anterior (minimizada sobre todas las bases de cuasipart́ıcu-
las) puede escribirse en términos de un análogo fermiónico de la concurrencia
[23, 103, 104], que se reduce a la medida de correlación de Slater introducida en
[89, 91] para sistemas de dos fermiones. Su techo convexo puede también evaluarse
anaĺıticamente, extendiendo expĺıcitamente los resultados de [89] a estados mixtos
arbitrarios con paridad de número fija [103]. Es decir, generalizamos la conocida
fórmula de la concurrencia para estados mezcla generales de dos qubits, ecuación
(1.42), a estados mezcla generales de sistemas fermiónicos con espacio sp de di-
mensión 4, incluyendo mezclas de estados puros sin un número fijo de part́ıculas
(aunque śı con paridad de número definida). Esto habilita la evaluación anaĺıtica
de la entroṕıa de entrelazamiento previamente definida. Finalmente, a modo de
ejemplo, cuantificamos el entrelazamiento en un estados tipo Werner.
Este caṕıtulo está basado en los resultados publicados en [81].
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5.1. Entrelazamiento “de un cuerpo”: De modos
a part́ıculas
5.1.1. Entroṕıa de entrelazamiento de un nivel.
Consideramos primeramente un estado puro |Ψ〉 de un sistema de fermiones
con un estado de Hilbert de una part́ıcula (sp) H de dimensión n. El sistema está
descrito por un conjunto de operadores fermiónicos de creación y destrucción
{cj, c†j, } que satisfacen las relaciones de anticonmutación




jci = δij . (5.1)
El conjunto {c†j|0〉, j = 1, . . . , n} constituye entonces una base ortonormal de
H (|0〉 denota el vaćıo para los operadores cj). Trabajaremos con el formalismo
gran canónico, de manera que |Ψ〉 no es necesariamente un estado con número




jcj. Puede ser, por ejemplo, un vaćıo para ope-
radores de cuasipart́ıculas aν vinculados a los cj’s mediante una transformación
de Bogoliubov [102]. En tal caso el estado es una superposición de estados con
diferente número de fermiones (ver apéndice B.1) pero con la misma paridad de





Recordemos también que la transformación elemental part́ıcula-hueco
cj → c†j, c†j → cj , (5.3)
preserva las relaciones de conmutación, por lo que formalmente es una cuestión de
elección el considerar que las part́ıculas o los huecos son los “verdaderos fermio-
nes”. Tomaremos en cuenta esta simetŕıa básica en todas las medidas de correla-
ción, exigiendo invariancia frente a las transformaciones mencionadas. Asumimos,
además, que todos los estados puros involucrados tienen paridad de número fija
[105], lo que implica 〈cj〉 = 0 y también 〈O〉 = 0 para cualquier operador O que
sea producto de un número impar de operadores fermiónicos cj, c
†
j.
Tomemos ahora una partición (A,B) de H, donde A denota el modo o nivel j
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y B su complemento ortogonal enH. La ecuación (5.1) implica que los operadores
Πj = c
†
jcj, Πj̄ = cjc
†
j , Πj + Πj̄ = 1, (5.4)
conforman un conjunto de proyectores ortogonales que definen una medida pro-
yectiva (de von Neumann) de la ocupación del nivel j. Consecuentemente, pode-
mos descomponer cualquier estado |Ψ〉 en la forma
|Ψ〉 = c†jcj|Ψ〉+ cjc†j|Ψ〉 (5.5)
=
√
pj |Ψj〉+√pj̄ |Ψj̄ 〉, (5.6)
donde el primer (segundo) término en (5.5) selecciona la componente de |Ψ〉 en
la que el modo j está ocupado (vaćıo) y |Ψj〉 = 1√p
j
c†jcj|Ψ〉, |Ψj̄〉 = 1√pj̄ cjc
†
j|Ψ〉
son los correspondientes estados normalizados. Aqúı pj (pj̄) es la probabilidad de
encontrar el nivel j ocupado (vaćıo) en |Ψ〉:
pj = 〈Ψ|c†jcj|Ψ〉 , pj̄ = 〈Ψ|cjc†j|Ψ〉 = 1− pj . (5.7)
Para un operador OA que dependa solo de cj, c
†
j y OB que dependa solo del
conjunto complementario {ck, c†k, k 6= j} obtenemos entonces, asumiendo P |Ψ〉 =
±|Ψ〉,
〈Ψ|OA(B)|Ψ〉 = pj〈Ψj|OA(B)|Ψj〉+ pj̄〈Ψj̄|OA(B)|Ψj̄〉
= trA(B)ρA(B)OA(B) , (5.8)
donde ρA = pjc
†
j|0〉〈0|cj +pj̄|0〉〈0| y ρB = pjcj|Ψj〉〈Ψj|c†j +pj̄|Ψj̄〉〈Ψj̄| representan
los operadores densidad reducidos para los sistemas A y B respectivamente.
El entrelazamiento entre A y B puede cuantificarse entonces mediante la en-
troṕıa de la distribución binaria {pj, pj̄ = 1− pj}:
S(ρA) = S(ρB) = −pj log2 pj − (1− pj) log2(1− pj) , (5.9)
= h(pj) , (5.10)
donde S(ρ) = −Trρ log2 ρ es la entroṕıa de von Neumann y h(p) = −p log2 p −
(1− p) log2(1− p) (0 ≤ h(p) ≤ 1). Esta entroṕıa se mantiene, obviamente, inva-
riante frente a transformaciones part́ıcula hueco (5.3). Para un estado puro |Ψ〉,
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la expresión en (5.9) se anula si y solo si |Ψ〉 es separable respecto de este nivel,
o sea, sii el nivel j está ocupado (pj = 1) o vaćıo (pj = 0) en |Ψ〉, de manera que
|Ψ〉 = c†jcj|Ψ〉 o |Ψ〉 = cjc†j|Ψ〉 respectivamente. Su valor máximo, 1, se alcanza
para pj = 1/2.






es una medida del entrelazamiento del estado asociado a la base del espacio sp
determinada por los operadores c†j. La ecuación (5.11) se anula sii cada nivel j de
la base es separable respecto de su complemento ortogonal, esto es, sii cada nivel
está o bien vaćıo o bien ocupado en |Ψ〉. Por lo tanto Sc ve como separable al




para algún subconjunto de niveles {j1, . . . , jm}.
La expresión en (5.11) depende de la base de H elegida, es decir, de la elección
de los operadores c = (c1 . . . , cn)
T . Consideremos ahora el mı́nimo de (5.11) sobre










j = 〈Ψ|c′†jc′j|Ψ〉 y c′ = (c′1, . . . , c′n)T es un conjunto de
operadores fermiónicos vinculados a los cj’s por alguna transformación unitaria,
c′ = U †c , (5.13)
con U una matriz unitaria de n × n (de manera que las relaciones (5.1) son
preservadas). La ecuación (5.12) se anula sii |Ψ〉 es un determinante de Slater,
o sea, |Ψ〉 = c′†k1 . . . c′
†
km
|0〉 para algunos operadores c′k de la forma (5.13). Por lo
tanto, Ssp = 0 sii existe una base de H en la que cada nivel es separable de su
complemento ortogonal.
Definiendo la matriz densidad de un cuerpo ρsp = 1 − 〈cc†〉 (con 〈O〉 ≡
〈Ψ|O|Ψ〉), de elementos
ρspij = 〈c†jci〉 , (5.14)
se ve que el mı́nimo (5.12) se alcanza para aquellos operadores c′ que diagonalizan
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ρsp, esto es, que satisfacen
〈c′†kc′l〉 = (U †ρspU)lk = p′kδkl , (5.15)
con p′k los autovalores de ρ
sp.












k), saturando la desigualdad sii pj’s son ya los autovalores de ρ
sp.






siendo ahora evidente que Ssp se anula sii los autovalores p′k son o bien 0 o 1, o sea,
sii (ρsp)2 = ρsp, condición que asegura que |Ψ〉 es un determinante de Slater [102].
También resulta evidente ahora que (5.12) es invariante frente a unitarias en H,
pues lo son los autovalores de ρsp. Por lo tanto la entroṕıa de entrelazamiento
de un cuerpo, como denominamos a la cantidad (5.12), verifica las propiedades
esperadas de una medida de entrelazamiento de part́ıculas. Encontramos aśı que
las nociones de entrelazamiento entre modos y entrelazamiento entre part́ıculas,
si bien esencialmente diferentes, quedan conectadas por un problema de optimi-
zación.
5.1.3. Entroṕıa de entrelazamiento de un cuerpo genera-
lizada
Un vaćıo de cuasipart́ıculas, como por ejemplo un estado superfluido o super-
conductor en la aproximación BCS [102], conducirá a Ssp > 0, pues ρsp estará
mezclada, es decir, tendrá autovalores diferentes de 0 o 1 (ver apéndice B.1). Tal
estado es, no obstante, un determinante de Slater si se lo expresa en una base de
cuasipart́ıculas adecuada, siendo entonces cada modo de esta base separable de
su complemento ortogonal, según lo visto en la secciones anteriores.
Si consideramos también accesibles a los estados de cuasipart́ıculas, podemos
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donde Sa =
∑
ν h(〈a†νaν〉) y a denota ahora un conjunto de operadores fermióni-
cos aν linealmente vinculados con los operadores originales {cj, c†j} por un trans-






















donde se exige que la matriz de 2n× 2n W sea unitaria (lo que equivale a pedir
UU † + V V † = 1, UV T + V UT = 0) con el fin de que los operadores aν , a
†
µ
satisfagan las relaciones de anticonmutación fermiónicas (5.1).
Debe considerarse entonces la matriz densidad extendida de 2n× 2n













donde κ es una matriz antisimétrica de n× n conteniendo los promedios de ani-
quilación de pares
κij = 〈cjci〉 , (5.21)
con −κ̄ij = 〈c†jc†i〉 y (1− ρ̄sp)ij = 〈cjc†i〉. La matriz en (5.20) es hermı́tica, por lo















con fµν = fνδµν y fν , 1− fν los autovalores de ρqsp (que vienen siempre en pares
(fν , 1− fν), con fν ∈ [0, 1]), que implica
〈a†νaµ〉 = δµνfν , 〈aµaν〉 = 0 . (5.23)
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fν log2 fν + (1− fν) log2(1− fν) (5.24)
= −tr′ ρqsp log2 ρqsp . (5.25)
donde tr′ denota la traza en el espacio sp extendido.
Demostración: Como ambos, pj = 〈c†jcj〉 y 1−pj, son los elementos diagonales
de ρqsp, denotando con qj y λν el conjunto completo de elementos diagonales y
autovalores de ρqsp, obtenemos qj =
∑
ν |W2jν |λν y por lo tanto, de la concavidad








La expresión en (5.25) se anula sii fν es 0 o 1 para todo ν, es decir, sii |Ψ〉 es
un determinante de Slater en una base de part́ıculas o cuasipart́ıculas. Mediante
una transformación part́ıcula-hueco podemos siempre transformar tal estado en
un vaćıo de cuasipart́ıculas, de manera que podemos decir que Sqsp = 0 sii |Ψ〉
es un vaćıo de cuasipart́ıculas. En otras palabras, Sqsp = 0 sii existe una base de
cuasipart́ıculas en la que todo nivel es separable respecto de los demás.
La cantidad (5.17) mide también el grado de mezcla de |Ψ〉 respecto al con-
































o sea, funciones cuadráticas generales de c, c† (el término constante en (5.26)
se agrega solo por conveniencia), pues sus valores medios están completamente
determinados por ρqsp:




(κo20 − κ̄o02)] = 1
2
tr′ ρqspO . (5.28)
El presente esquema permite entonces tratar de manera apropiada estados que
no tienen un número de part́ıculas definido y conducen a contracciones no nu-
las 〈cicj〉. El formalismo completo se vuelve aśı estrictamente invariante frente a
transformaciones part́ıcula-hueco arbitrarias (5.3) aplicadas a algún subconjunto
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de modos, las cuales moverán elementos de ρsp a κ y viceversa, pero no alte-
rarán el espectro de ρqsp. Esta última permanece de hecho invariante frente a
transformaciones unitarias arbitrarias de cuasipart́ıculas
|Ψ〉 → exp[−iO]|Ψ〉,
donde O es un operador generalizado de un cuerpo de la forma (5.26), pues estas
llevan a una transformación unitaria de ρqsp, es decir, ρqsp → WρqspW†, con
W = e−iO.
Notar que una transformación aν ↔ a†ν obviamente cambia fν ↔ 1 − fν , de
manera que no hay una forma única de seleccionar cuál de los autovalores de ρqsp
será fν ’s y cuál será 1−f ′νs. Uno puede elegir los fν ’s como los menores autovalores
(tal que |Ψ〉 se vuelve un vaćıo de cuasipart́ıculas cuando Sqsp = 0), pero también
es posible hacer Det[U ] 6= 0, lo que asegura que el vaćıo de los operadores aν
tiene la misma paridad que |0〉 (ecuación (B.1)). Estas elecciones no afectan a la
entroṕıa Sqsp. Remarcamos también que el estado máximamente entrelazado, es
decir, aquel con máxima Sqsp, corresponde al caso excepcional fν = 1/2 ∀ ν, donde
Sqsp = n y ρqsp = I2n/2 resulta proporcional a la matriz identidad, permaneciendo
invariante por lo tanto frente a cualquier transformación de Bogoliubov.
5.1.4. Desigualdades entrópicas generalizadas y entroṕıa
cuadrática
De las definiciones de las entroṕıas (5.11), (5.16) y (5.25) se sigue que satis-
facen la cadena de desigualdades
Sc ≥ Ssp ≥ Sqsp . (5.29)




es la ρsp extendida y ρ̃spd la diagonal de ρ̃




d ) ≥ Sf (ρ̃sp) ≥ Sf (ρqsp) , (5.30)
donde
Sf (ρ) = tr f(ρ) , (5.31)
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con f : [0, 1]→ R una función estrictamente cóncava que satisface f(0) = f(1) =
0, representa una forma entrópica generalizada (ver sección 1.1.3.2). Además,
estas matrices verifican la relación de mayorización (ver 1.1.3.1)
ρ̃spd ≺ ρ̃sp ≺ ρqsp . (5.32)
Recordemos que ρ ≺ ρ′ significa que ∑ji=1 λi ≤ ∑ji=1 λ′i para j = 1, . . . , 2n − 1,
con λi, λ
′
i los autovalores de ρ y ρ
′ ordenados en orden decreciente. La ecuación
(5.32) permite extender (5.30) a cualquier función Schur-cóncava [5] de la matriz
densidad extendida.
Un ejemplo particularmente útil, que desempeñará un papel importante en la
siguiente sección, es el de la entroṕıa cuadrática (2.28)
S2(ρ
qsp) = 2 tr′ [ρqsp(1− ρqsp)]




fν(1− fν) , (5.34)
donde el factor 2 se elige de manera que su valor máximo para un nivel sea 1.
A diferencia de la entroṕıa de von Neumann (5.25), S2(ρ
qsp) puede evaluarse
simplemente tomando la traza en (5.33), sin necesidad de conocer expĺıcitamente
los autovalores de fν of ρ
qsp. Aún aśı, como Sqsp, es una cantidad no negativa y se
anula sii |Ψ〉 es un vaćıo de cuasipart́ıculas o determinante de Slater. La ecuación
(5.30) implica en particular que
∑








Consideremos estados fermiónicos mixtos, entendiendo a estos como combi-






donde qi ≥ 0,
∑
i qi = 1 y P |Ψi〉 = ±|Ψi〉, tal que [ρ, P ] = 0. Podemos definir una
medida de entrelazamiento para estos estados mixtos siguiendo la misma idea que
dio origen al entrelazamiento de formación [106, 107], haciendo una extensión por
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i|Ψ′i〉〈Ψ′i|, q′i ≥ 0, y la minimización realiza sobre todas las descom-
posiciones de ρ como combinación convexa de estados puros, asumiendo nueva-
mente que estos tienen paridad de número definida. La expresión (5.36) se anula
sii ρ es una combinación convexa de determinantes de Slater en alguna base de
part́ıculas o cuasipart́ıculas, y se reduce a Sqsp para estados puros. Esta cantidad
será evaluada exactamente para un sistema particular en la siguiente sección.
Como aplicación general de Eqsp, consideremos un sistema de fermiones in-
teractuantes a temperatura finita T . Para acoplamientos atractivos entre pares,
la aproximación de camino estático [108, 109] conducirá a un operador densidad
“clásicamente correlacionado” ρSPA, el cual es una mezcla estad́ıstica de estados
térmicos de Hamiltonianos fermiónicos de un cuerpo (no necesariamente conmu-
tantes) asociados a distintos valores de los parámetros de orden efectivos. Estos
estados no puros serán pues cada uno diagonal en su base de determinantes de
Slater (de part́ıculas o cuasipart́ıculas). Por lo tanto, Eqsp(ρSPA) = 0, en concor-
dancia con el hecho de que ρSPA contiene solo fluctuaciones estáticas alrededor
del campo medio. Tal estado aproximado, correlacionado pero sin entrelazamien-
to, puede derivarse de la representación de integral de camino [110] y se vuelve
exacto a temperatura T suficientemente alta [109]. Que esta aproximación deje
de valer a baja temperatura T refleja la aparición del entrelazamiento, es decir,
de un valor finito de Eqsp(ρ). La ecuación (5.36) define una temperatura ĺımite
de entrelazamiento TL, tal que E
qsp = 0 para toda T > TL.
5.2. El caso de 4 modos
Examinaremos ahora en detalle el caso especial de un sistema de fermiones
tal que el espacio sp de estados de una part́ıcula tiene dimensión n = 4. Esta es
la dimensión más baja en la que se observa entrelazamiento fermiónico, es decir,
donde Sqsp puede ser no nula, como se va a verificar más adelante. Tales sistemas
son f́ısicamente relevantes, pues incluyen el escenario básico de dos fermiones 1/2
en dos sitios diferentes o, más generalmente, estados de fermiones con esṕın 1/2
ocupando dos orbitales, como en un escenario de “doble pozo”. Extenderemos los
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Figura 5.1: Representación esquemática de estados fermiónicos puros con paridad
de número impar (arriba) o par (abajo). Un estado general con paridad de número
definida es una superposición de los 8 estados indicados a la izquierda de la
ĺınea vertical de trazos, donde un disco lleno indica un nivel ocupado. En la
forma normal (ρqsp diagonal), obtenida tras una transformación de Bogoliubov
apropiada, esta superposición se reduce a una de solo dos estados, como se indica
en la derecha. El estado está entrelazado (en el sentido de no ser un vaćıo de
cuasipart́ıculas o determinante de Slater) sii el producto C (ecuación (5.42)) de
los coeficientes de los grupos de 4 estados en la izquierda y la derecha es no nulo,
lo que implica un peso no nulo para ambos estados en la representación normal
en la derecha del dibujo.
resultados de [89], en los que se consideran solo estados puros o estados mixtos
con número de fermiones definido, a estados generales en los que el número de
part́ıculas no está necesariamente definido, aunque śı está definida la paridad
de número P (ver también [103, 104]). Este espacio sp puede sostener hasta 8
estados puros de la misma paridad y linealmente independientes, de manera que
la dimensión del espacio de Hilbert para P fija es 8.
5.2.1. Estados puros
5.2.1.1. Estados impares
Consideramos primero estados puros |Ψ〉 de este sistema con paridad impar,
P |Ψ〉 = −|Ψ〉. Estos son entonces combinaciones lineales de estados con un fer-
mión y estados con tres fermiones, de manera que un estado impar general puede






i |0〉+ β̄ici|0̄〉) , (5.37)
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donde |0̄〉 = c†1c†2c†3c†4|0〉 es el estado completamente ocupado y |α|2 + |β|2 = 1,













l |0〉 , (5.38)
donde εijkl denota el tensor completamente antisimétrico de Levi-Civita en di-
mensión 4. Los elementos de la matriz densidad de un cuerpo generalizada (5.20)
están dados por
ρspij = 〈c†jci〉 = αiᾱj − βiβ̄j + |β|2δij , (5.39)




es decir, ρsp = αα† − ββ† + |β|2I4. Mostraremos ahora que los consiguientes













tr [ρsp(I4 − ρsp)− κ†κ]




y desempeña un papel análogo al de la concurrencia para estados puros fermióni-
cos. Satisface 0 ≤ C ≤ 1, y como veremos en la próxima subsección, es una
generalización de la medida de correlación de Slater introducida en [89, 91] para
estados de dos fermiones. Coincide también con el invariante cuadrático derivado
en [104] usando una clasificación de espinores. La entroṕıa de entrelazamiento
(5.24) resulta
Sqsp = 4h(f+) = −4(f+ log2 f+ + f− log2 f−) . (5.43)
Demostración: Consideramos primero una transformación unitaria c→ Uc de los
operadores cj, tal que
α→ U †α, β → Det[U †]U †β , (5.44)
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en (5.37), la cual no afecta el valor de C(|Ψ〉) (ecuación (5.42)). Eligiendo una
base ortonormal de C4 tal que los vectores originales α y β están generados por
los primeros dos elementos (por ejemplo, e1 ∝ α y e2 ∝ β − (α†β)α/|α|2),
podemos usar esta primera transformación para fijar α3 = α4 = 0, β3 = β4 = 0
en la nueva base. En este caso, las ecuaciones (5.39)–(5.40) conducen a
ρsp =

|α1|2 + |β2|2 α1ᾱ2 − β1β̄2 0 0
α2ᾱ1 − β2β̄1 |α2|2 + |β1|2 0 0
0 0 |β|2 0




0 0 0 0
0 0 0 0
0 0 0 ᾱ2β̄1 − ᾱ1β̄2
0 0 ᾱ1β̄2 − ᾱ2β̄1 0
 . (5.46)
Se observa que la diagonalización de ρqsp se logra mediante i) una transformación
unitaria de los operadores c1, c2,




2(f+−f−) y ε = |α
2
1| + |β22 | − 12 , que diagonaliza el primer bloque de













′ = |β2|− 1
2
, la cual diagonaliza el resto de ρqsp, abarcando
nuevamente dos bloques de 2× 2 (|β|2 ±κ34±κ̄34 |α|2). Estos cuatro bloques de 2× 2 tienen
todos traza 1 y determinante C2(|Ψ〉)/4, lo que lleva entonces a los mismos auto-
valores f± de la ecuación (5.41) (una matriz de 2× 2 con traza t y determinante





Notar de (5.46) que si ρqsp es diagonal (ρsp diagonal y κ = 0) y C(|Ψ〉) < 1,
entonces necesariamente α2 = β2 = 0 o α1 = β1 = 0 en (5.46). Esto implica
que tras las previas transformaciones, |Ψ〉 puede escribirse en la forma normal
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(esquema superior derecho en la figura 5.1)
|Ψ〉 = α′a†1|0a〉+ β̄′a1|0̄a〉 , (5.49)
esto es, β′ ∝ α′, con |0a〉 el vaćıo de los operadores a, |0̄a〉 = a†1a†2a†3a†4|0a〉, y
|α′|2 = f+, |β′|2 = f− if |α′| ≥ |β′|, de manera que C(|Ψ〉) = 2|α′β̄′|. Este estado
conduce a









|α′|2 0 0 0
0 |β′|2I3 0 0
0 0 |β′|2 0
0 0 |α′|2I3
 .
Por otra parte, en el caso máximamente mezclado C(|Ψ〉) = 1, f± = 1/2 y ρqsp =
I8/2 en cualquier base, esto es, tras cualquier transformación de Bogoliubov.
En este caso β = eiφα, con |α| = |β| = 1/
√
2, y la forma (5.49) se obtiene
simplemente eligiendo e1 en la dirección de α.
Resulta evidente que si β = 0 in (5.37), |Ψ〉 puede escribirse como un estado




i . Similarmente, si α = 0 |Ψ〉 puede
escribirse como un estado de un único hueco a1|0̄〉, con a1 =
∑
i β̄ici. Como se
espera, C(|Ψ〉) = 0 en estos dos casos. Que C(|Ψ〉) se anule para α y β no nulos
pero ortogonales (ecuación (5.42)) generaliza el resultado previo, mostrando que
en este caso |Ψ〉 puede aún escribirse como un estado de una sola cuasipart́ıcula
(β′ = 0) o un solo cuasihueco (α′ = 0) tras una transformación de Bogoliubov
apropiada sobre los operadores originales. Esto incluye el caso de tres modos
donde, por ejemplo, el cuarto modo está vaćıo, lo que implica α4 = 0 y βi = 0
para i = 1, 2, 3 y conduce necesariamente a β†α = 0.
Mencionamos también que los cuatro autovalores de ρsp en la ecuación (5.45)






= Max[|α|2, |β|2] ,
verificándose entonces que los autovalores de ρsp son mayorizados por aquellos de
ρqsp, y por lo tanto que
Ssp ≥ Sqsp, Ssp2 ≥ Sqsp2 = 4C2(|Ψ〉).
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Dualización. Las ecuaciones (5.37) y (5.42) indican que el estado ci|0̄〉 desem-
peña el papel de “compañero” o dual del estado c†i |0〉. Podemos obtener el estado
dual aplicando el operador hermı́tico













de manera que para i = 1, . . . , 4, Tc†i |0〉 = ci|0̄〉, Tci|0̄〉 = c†i |0〉. Podemos entonces
expresar (5.42) como
C(|Ψ〉) = |〈Ψ̃|Ψ〉|, |Ψ̃〉 = T |Ψ〉∗ (5.51)
donde |Ψ〉∗ = ∑j ᾱic†i |0〉+βici|0̄〉 denota conjugación compleja en esta base. Notar








Una generalización de (5.50) a dimensiones superiores se considera en [104].
5.2.1.2. Estados pares
Consideramos ahora estados puros de paridad de número par, P |Ψ〉 = |Ψ〉.
Estos pueden escribirse siempre como combinación lineal de los ocho estados que
se muestran en la parte inferior de la figura 5.1: el vaćıo |0〉, seis estados de dos
fermiones y el estado totalmente ocupado |0̄〉 = c†1c†2c†3c†4|0〉. Un estado par general
es entonces de la forma







1|0〉+ β̄jc1cj|0̄〉 , (5.53)
y puede obtenerse de aquel en (5.37) tras la transformación elemental de Bogo-










l |0〉 . (5.54)
Los autovalores de ρqsp, para el estado (5.53), están dados nuevamente por las
ecuaciones (5.41) y (5.42), y la entroṕıa de entrelazamiento Sqsp por la expresión
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(5.43). Vale notar, sin embargo, el signo negativo en el término asociado a β̄1. La
expresión (5.42) se reduce a aquella de [89] en el caso de estados de dos fermiones
(α1 = β1 = 0).
El estado (5.53) es entonces un determinante de Slater o vaćıo de cuasipart́ıcu-
las sii C(|Ψ〉) = 0. Como comprobación, el vaćıo de cuasipart́ıculas (B.1) (ver
apéndice B.1) corresponde en el presente caso a
α ∝ (1, T21, T31, T41),
β̄ ∝ (−T21T43 − T31T24 − T41T32, T43, T24, T32) , (5.55)
verificándose que
∑4
i=1 β̄iαi = 0. Se observa también que en el caso de tres modos
(es decir, el modo 4 vaćıo, lo que implica α4 = 0 y βj = 0 para j = 1, 2, 3) C(|Ψ〉)
es siempre cero.
La forma normal (5.49) pasa a ser en este caso
|Ψ〉 = α′|0a〉 − β̄′|0̄a〉 , (5.56)
es decir, una superposición del vaćıo y el estado completamente ocupado (esquema
inferior derecho de la figura 5.1) para la los operadores de cuasipart́ıculas diago-
nalizantes. Por supuesto, tras una transformación part́ıcula-hueco trivial aj ↔ a†j,
j = 1, 2, podemos reescribir (5.56) como una suma de dos estados de dos fermio-
nes,
|Ψ〉 = α′a†2a†1|0a〉+ β̄′a†4a†3|0a〉 , (5.57)
extendiendo aśı los resultados de [89], válidos para estados de dos fermiones, a
estados arbitrarios de paridad definida.
El operador de dualización (5.50) toma ahora la forma























1|0〉 = c1ci|0̄〉, Tc1ci|0̄〉 = c†ic†1|0〉. Está representado en la base
especial {|0〉, c†2c†1|0〉, c†3c†1|0〉, c†4c†1|0〉,−|0̄〉, c†4c†3|0〉, c†2c†4|0〉, c†3c†2|0〉} por la misma
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matriz (5.52), por lo que podemos escribir nuevamente a C(|Ψ〉) en la forma
(5.51). Si α1 = β1 = 0, la consiguiente expresión se reduce a aquella de [89].
Los estados de dos fermiones considerados en [89, 91] son solo un caso par-
ticular de los estados pares más generales (5.53). Para estados de dos fermiones
las contracciones 〈cicj〉 obviamente se anulan (κ = 0), y los autovalores fν de la
matriz de un cuerpo generalizada ρqsp se reducen a aquellos de la matriz densidad
de un cuerpo ρsp, resultando entonces Ssp = Sqsp.
5.2.2. Evaluación anaĺıtica de la concurrencia en estados
mixtos
Para estados mixtos la concurrencia fermiónica puede definirse como el techo
convexo de (5.42), como se propone en [89] para el caso de estados de dos fer-
miones. Extenderemos aqúı dicha definición a estados completamente generales,






un estado mixto con autovectores |Ψk〉 y autovalores λk, donde k = 1 . . . , r,
siendo r ≤ 8 el rango de ρ. Asumimos que todos los estados |Ψk〉 tienen la
misma paridad, de manera que son de la forma (5.37) o (5.53), esto es, |Ψk〉 =∑4
i=1 αkic
†
i |0〉+ β̄kici|0̄〉 en el caso impar y de la forma (5.53) en el caso par, por
lo que r ≤ 8. Cualquier descomposición ρ = ∑r′j=1 pj|Φj〉〈Φj| puede obtenerse
a partir de estos autovectores mediante una matrix U de r′ × r con columnas






λk|Ψk〉. Notar que los
estados |Φj〉 están normalizados, de manera que pj =
∑r
k=1 λk|Ujk|2.

















anulándose sii C(|φj〉) = 0∀ j, es decir, sii ρ puede escribirse como combinación
convexa de determinantes de Slater con la misma paridad de número. La matriz











es compleja y simétrica. Admite entonces una descomposición de la forma [89]
C = V DV T , donde V es una matriz unitaria y D es una matriz real y diagonal
cuyos elementos no nulos dk ≥ 0 son las ráıces cuadradas de los autovalores de



















k≥2 |S2jk|dk) = d1−
∑
k≥2 dk, una condición





Como sucede en el caso de estados de dos fermiones, vamos a mostrar ahora -
siguiendo el esquema de [89] para estados de dos fermiones- que esta es también
una condición suficiente para la separabilidad.
Demostración: Efectivamente, de (5.62) se sigue que ρ es separable sii existe






jk| = 0. (5.64)
Ahora, si se satisface la condición (5.63), siempre existen fases θk, k = 2, .., r, tales
que d1 = |
∑r
k=2 dke




donde µjk = 0, 1 y θ1 = 0, dará la descomposición deseada si los signos e
iµjkπ
pueden arreglarse de manera que la condición S†S = Ir se satisfaga. Esto puede
asegurarse tomando r′ = 2 si r = 2, r′ = 4 si r = 3, 4 [89] y r′ = 8 si 5 ≤ r ≤ 8,
donde podemos definir µj1 = 0 ∀ j y (µ1k, . . . , µ8k) como (0, 0, 0, 0, 1, 1, 1, 1),
(0, 0, 1, 1, 0, 0, 1, 1), (0, 0, 1, 1, 1, 1, 0, 0), (0, 1, 0, 1, 0, 1, 0, 1), (0, 1, 0, 1, 1, 0, 1, 0),
(0, 1, 1, 0, 0, 1, 1, 0), (0, 1, 1, 0, 1, 0, 0, 1) para k = 2, . . . , 8. Esto completa la prueba.
Por otra parte, si la condición (5.63) no se satisface el valor medio (5.62)
no puede ser menor que d1 −
∑r
k=2 dk. Esta cota inferior puede alcanzarse con
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la misma construcción de arriba, eligiendo θk = π/2 para k ≥ 2. Entonces, la
descomposición minimizante es aquella en la que todos los componentes tienen la
misma concurrencia, que coincide por lo tanto con la concurrencia de la mezcla
ρ,
C(ρ) = Min{pj ,|Φj〉}
∑
j
pjC(|Φj〉) = Max[d1 −
r∑
k=2
dk, 0] . (5.65)
Usando la matriz de dualización (5.52) podemos también obtener los autovalores




donde ρ∗ denota conjugación en la base donde T toma la forma (5.52). Las ex-
presiones (5.65) y (5.66) permiten aśı una evaluación anaĺıtica de la concurrencia
en estados mixtos generales de paridad definida en espacios sp de dimensión 4.









de la misma forma que en el caso de dos qubits [23], pues para estados puros





) (ecuación (5.43)), que es una





fidelidad máxima entre ρ y una mezcla convexa de estados gaussianos, como se
muestra en [103] con un tratamiento diferente basado en métodos de teoŕıa de
grupos.
Un estado mezcla general ρ que satisfaga [ρ, P ] = 0 será una mezcla convexa
de estados con paridad par o impar. Tal estado puede escribirse como mezcla
convexa de una parte par y otra impar, esto es,




(1±P )ρ son las componentes par e impar de ρ y p± = Tr ρ(1±P )/2
las correspondientes probabilidades. Como consideramos solamente estados puros
con paridad de número definida, para estados mixtos generales (5.68) podemos




con las expresiones en (5.65) y (5.67).
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Mezcla de un estado puro con un estado máximamente mezclado
Para ilustrar estos resultados, consideremos una mezcla de paridad definida
del estado máximamente entrelazado |Ψ〉 (C(|Ψ〉) = 1) con aquel máximamente
mezclado,
ρ = p|Ψ〉〈Ψ|+ (1− p)I8/8 , (5.69)
donde 0 ≤ p ≤ 1. En el caso de paridad impar, |Ψ〉 puede escribirse en la forma
|Ψ〉 = 1√
2









mientras en el caso par podemos tomar |Ψ〉 = 1√
2









El cálculo directo usando (5.65) conduce a
C(ρ) = Max[7p−3
4
, 0] , (5.71)
lo que indica que hay entrelazamiento para p > 3/7, esto es, q > 1/2, donde
q = 〈Ψ|ρ|Ψ〉 = p + (1 − p)/8 es el peso total de |Ψ〉. Un cálculo similar pero
considerando solo estados de dos fermiones, ρ2 = p|Ψ〉〈Ψ| + (1 − p)I6/6, lleva
por otro lado a C(ρ2) = Max[
5p−2
3
, 0], lo que implica que hay entrelazamiento
por sobre un valor ligeramente menor de p (p > 2/5, implicando nuevamente
q = p+ (1−p)/6 > 1/2), con C(ρ2) > C(ρ) para p ∈ (2/5, 1). Como en el caso de
dos qubits, la existencia de un valor umbral de p para C no nula y por lo tanto
también Eqsp no nula, implica una temperatura ĺımite finita para la aparición de
entrelazamiento TL si ρ representa un estado térmico (
q
(1−p)/8 ∝ e−β(E0−E1), con
E0 la enerǵıa de |Ψ〉 y E1 > E0 aquella de los 7 niveles restantes), la cual es




En el caṕıtulo anterior introdujimos una medida entrópica de entrelazamiento
entre modos fermiónicos y mostramos que su mı́nimo sobre todas las bases del
espacio de Hilbert de una part́ıcula resulta en una medida de entrelazamiento
entre part́ıculas. Más aún, cuando dicho espacio de estados tiene dimensión 4 esta
medida de entrelazamiento es función de una cantidad completamente análoga a
la concurrencia de Wootters. En el caso particular de estados de 2 fermiones esta
“concurrencia fermiónica” se reduce a la medida de correlación de Slater [89]. En
este caṕıtulo retomamos el estudio de esta medida y su conexión con la entroṕıa
de entrelazamiento estándar en un sistema de componentes distinguibles.
Comenzamos analizando un sistema de dos qubits fermionicos distinguibles,
como puede ser aquel constituido por un par de part́ıculas de esṕın 1/2 localiza-
das en sitios diferentes. El espacio de Hilbert de un part́ıcula (sp) H para este
sistema tiene dimensión 4, correspondiéndole aquellos estados con paridad local
fija respecto a una bipartición adecuada de H. Para un estado puro general de tal
sistema mostramos que la concurrencia de Wotters es idéntica a la concurrencia
fermiónica definida en la sección 5.2.1. Luego mostramos que tal corresponden-
cia puede extenderse a estados puros generales de un sistema fermiónico con
dimH = 4, es decir, que dado un estado puro arbitrario de tal sistema siempre
es posible encontrar una bipartición de H en la que este puede verse como un
estado de dos qubits distinguibles, cuya concurrencia es nuevamente idéntica a la
concurrencia fermiónica. La entroṕıa de entrelazamiento de un cuerpo cuantifica
entonces, en este caso, el entrelazamiento entre dos qubits. Por otra parte, para
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biparticiones arbitrarias que involucran paridades locales no fijas mostramos que
el entrelazamiento fermiónico provee una cota inferior al entrelazamiento bipar-
tito asociado. Aplicamos luego estos resultados a mostrar que cualquier circuito
basado en qubits puede reescribirse como un circuito basado en modos fermióni-
cos si se impone la adecuada restricción al número de ocupación de estos últimos,
recuperando el caso de computación clásica reversible en el caso en que los esta-
dos a la entrada del circuito sean determinantes de Slater (en la base de interés).
Naturalmente emergen dos tipos de representación fermiónica de qubits, distin-
guidas por la paridad local. Finalmente mostramos que si la restricción al número
de ocupación se relaja, mientras se preserve la paridad del estado global, es posi-
ble lograr una mejor performance en el protocolo de codificación superdensa, en
comparación con el protocolo estándar basado en qubits.
Este caṕıtulo está basado en los resultados publicados en [113].
6.1. Entrelazamiento fermiónico y entrelazamien-
to bipartito
6.1.1. Entrelazamiento bipartito como entrelazamiento en-
tre dos fermiones
Consideremos un sistema de dos qubits distinguibles preparados en un estado
puro α+|00〉+ α−|11〉, es decir,
|ψ〉AB = α+| ↑〉A ⊗ | ↑〉B + α−| ↓〉A ⊗ | ↓〉B , (6.1)
donde |α2+|+ |α2−| = 1 y la notación indica una posible realización en términos de
dos part́ıculas de esṕın 1/2 localizadas en sitios diferentes A y B, con sus espines
alineados paralelos o antiparalelos a un eje dado (z). Podemos considerar este
último estado como uno de dos fermiones con esṕın 1/2, con espacio de Hilbert
de una part́ıcula H = HS ⊗HO:
|ψ〉f = (α+c†A↑c†B↑ + α−c†A↓c†B↓)|0〉 , (6.2)
con |0〉 el vaćıo fermiónico. Una medida del esṕın “A” o “B” en la dirección z
puede describirse en la representación fermiónica mediante los operadores ΠSµ =
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c†SµcSµ, S = A,B, µ =↑, ↓, que satisfacen Π2Sµ = ΠSµ y [ΠSµ,ΠS′µ′ ] = 0, con∑
µ ΠSµ|ψ〉f = |ψ〉f . Además, podemos describir cualquier operador “local” en A






σSy = −i(c†S↑cS↓ − c†S↓cS↑) , (6.3b)
σSz = c
†
S↑cS↑ − c†S↓cS↓ , (6.3c)
que verifican las relaciones de conmutación usuales [σSj, σS′k] = 2iδSS′εjkl, (εjkl
es el tensor complétamente antisimétrico en dimensión 3), con σ2Sj|ψ〉f = |ψ〉f .
También resulta evidente que el estado (6.1) es separable sii α+ = 0 o α− = 0,
que es precisamente la condición que asegura que el estado (6.2) es un deter-
minante de Slater. Además, la concurrencia estándar (1.42) del estado (6.1) es
idéntica a la concurrencia fermiónica (5.42) del estado (6.2):
C(|ψ〉AB) = 2|α+α−| = C(|ψ〉f ) , (6.4)
con f± = |α2±| in (5.41). Efectivamente, escribiendo un estado de paridad par
como
















donde αij = −αji, i, j = 1, . . . , 4 y |α20| + |α24| + 12trα†α = 1, resulta ρsp =
αα† + |α4|21, κ = α∗0α + α4α̃∗, con α̃ij = 12
∑
k,l εijklαkl, de donde se sigue que la
expresión (5.42) se convierte expĺıcitamente en
C(|ψ〉] = 2|α12α34 − α13α24 + α14α23 − α0α4| , (6.6)
que implica entonces la igualdad en (6.4). Los estados entrelazados de dos qubits
(6.1) corresponden aśı a estados de dos fermiones (6.2) que no son determinantes
de Slater, y viceversa.
Tal correspondencia permanece, por supuesto, válida para cualquier estado




αµν |µ〉A ⊗ |ν〉B , (6.7)
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Bν |0〉 . (6.8)
Obtenemos ahora C(|ψ〉AB) = 2|detα| = C(|ψ〉f ), en acuerdo con las expresiones
fermiónicas estándar. Estos estados pueden, de hecho, llevarse a sus formas de
Schmidt (6.1)-(6.2) (con |α±| los valores singulares de la matriz α) mediante




Las consideraciones previas se mantienen válidas también para estados bipar-
titos generales de sistemas de dimensión arbitraria (µ = 1, . . . , dA, ν = 1, . . . , dB
en (6.7)–(6.8)), si el espacio sp del sistema fermiónico asociado (de dimensión
dA + dB) se descompone como HA ⊕ HB. La matriz densidad de un cuerpo ρsp












esto es, 〈c†SνcS′µ〉 = δSS′(ρS)µν , donde las submatrices ρA(B) son los estados loca-
les reducidos del estado (6.7) en la base estándar. Por lo tanto, en el formalismo
fermiónico ρsp contiene la información de ambos estados locales y su diagonali-
zación implica la de ambos ρA y ρB. Sus autovalores estarán dados entonces por
los de estas matrices, siendo por lo tanto doblemente degenerados e iguales a los
cuadrados de los valores singulares de la matriz α (resultando f± = |α±|2 en el
caso de dos qubits). En el caso general la entroṕıa de entrelazamiento del estado
(6.7) puede entonces escribirse como




igualdad que vale tanto para la entroṕıa de von Neumann S(ρ) = −Tr ρ log2 ρ
como para cualquier entroṕıa tipo traza S(ρ) = Tr f(ρ) (1.33). Aśı, la entroṕıa de
entrelazamiento del estado general bipartito (6.7) es proporcional a la entroṕıa
de entrelazamiento fermiónica (5.16) del estado asociado (6.8). Por lo tanto, pa-
ra cualquier dimensión hay una correspondencia exacta entre estados bipartitos
(6.7) y estados de dos fermiones (6.8), con operadores locales representados por
combinaciones lineales de operadores fermiónicos locales de un cuerpo c†SνcSµ (que
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satisfacen [c†AµcAν , c
†
Bµ′cBν′ ] = 0) y |ψ〉AB entrelazado sii |ψ〉f no puede escribirse
como un determinante de Slater.
Esta equivalencia se mantiene también para estados mixtos, esto es, combina-
ciones convexas de estados (6.7) y (6.8). Los estados bipartitos serán separables,
es decir, de la forma (1.35), sii el estado mixto fermiónico asociado puede es-
cribirse como una combinación convexa de determinantes de Slater de la forma
(6.8). En particular, para estados de dos qubits es suficiente un espacio fermióni-
co sp de dimensión cuatro y la concurrencia estándar del estado mixto coincidirá
exactamente con su contraparte correspondiente al estado fermiónico mixto (6.8)
[81, 89, 103, 104].
6.1.2. Entrelazamiento bipartito como entrelazamiento fer-
miónico de cuasipart́ıculas
Otras representaciones fermiónicas del estado (6.7) con propiedades simila-
res son también factibles. Por ejemplo, en el caso de dos qubits podemos hacer
una transformación part́ıcula-hueco de los operadores fermiónicos con esṕın hacia
abajo,
c†S↑ −→ c†S↑, c†S↓ −→ cS↓, S = A,B (6.11)
de manera que el estado alineado | ↓〉A ⊗ | ↓〉B corresponde ahora al vaćıo de
los nuevos operadores (|0〉 −→ c†A↓c†B↓|0〉), con el nuevo operador c†S↓ creando un
hueco. Los estados restantes de la base estándar se convierten en excitaciones de
una y dos part́ıculas o huecos. Podemos entonces reescribir el estado (6.2) como
|ψ̃〉f = (α− + α+c†A↑c†A↓c†B↑c†B↓)|0〉 , (6.12)
es decir, como una superposición del vaćıo y excitaciones de dos part́ıculas-huecos,
con cada “sitio” conteniendo ahora bien 0 o bien dos fermiones, es decir, con una





Resulta evidente que el estado (6.12) es un vaćıo de cuasipart́ıculas o determinante
de Slater sii α+ = 0 o α− = 0. Además, para el estado (6.12) la ecuación (5.42)
conduce nuevamente a C(|ψ̃〉f ) = 2|α+α−|, lo que implica la equivalencia (6.4)
entre la concurrencia del estado bipartito y la concurrencia fermiónica, invariante
frente a transformaciones de Bogoliubov (y por lo tanto también transformaciones
part́ıcula-hueco).
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S↓ + cS↓cS↑ , (6.13a)





S↓cS↓ − 1 , (6.13c)
los cuales verifican las mismas relaciones de conmutación [σ̃Sj, σ̃S′k] = 2iδSS′εjklσ̃Sl,
con σ̃2Sj|ψ̃〉f = |ψ̃〉f ∀j. Cualquier operación local puede escribirse en términos de
estos operadores, que representan ahora creación o aniquilación local de part́ıculas
o huecos y un contador de número de fermiones.












nν |0〉 , (6.14)
donde µ, ν = ± y n− = 0, n+ = 1. Este estado puede llevarse de nuevo a
la forma de “Schmidt” (6.12) mediante transformaciones locales de Bogoliubov
cS↑ → uScS↑+vSc†S↓, cS↓ → uScS↓−vSc†S↑, |u2S|+ |v2S| = 1, que diagonalizarán ρqsp
(ver abajo) y cambiarán el vaćıo a |0〉 → [∏S=A,B(uS−vSc†↑c†↓)]|0〉. Se verifica nue-
vamente que para este estado la ecuación (5.42) conduce a C(|ψ̃〉f ) = 2|detα| =
2|α+α−|, con |α±| los valores singulares de α. El estado (6.7) está entonces en-
trelazado sii el estado (6.14) no es un vaćıo de cuasipart́ıculas o determinante de
Slater (C(|ψ̃〉f ) > 0). El formalismo introducido en esta tesis permite aśı tratar
estos estados en cualquier representación, ya sea de part́ıcula o cuasipart́ıcula.
En este caso hemos de considerar la matriz densidad de un cuerpo extendida
ρqsp, con elementos 〈c†SνcS′µ〉 = δSS′δµνpS, 〈cSνcS′µ〉 = δSS′δν,−µ(−1)nµqS, donde
pA(B) = |α++|2 + |α+−(−+)|2, qA(B) = α++α∗−+(+−) +α+−(−+)α∗−−. Para la forma de
Schmidt (6.14), ρqsp se vuelve diagonal ((pA(B) = |α+|2, qA(B) = 0). Los estados






1 + 〈σ̃Sz〉 〈σ̃Sx〉 − i〈σ̃Sy〉








La diagonalización de ρqsp implicará, no obstante, la de ρA y ρB. Se verifica que
sus autovalores son f± = |α±|2, cuádruplemente degenerados, con |α±| los valores
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singulares de la matriz α. Tenemos entonces:




nuevamente válida para cualquier entroṕıa de traza S(ρ) = Tr f(ρ). Y para mez-
clas convexas de estados de la forma (6.14) (cuyo rango será a lo sumo 4) la
concurrencia fermiónica, como se define en (5.65), coincidirá nuevamente con la
concurrencia estándar de dos qubits.
Las mismas consideraciones valen para estados bipartitos generales (6.7) de
sistemas de dimensión arbitraria si se aplica una transformación part́ıcula-hueco
(o en general una transformación de Bogoliubov) a los operadores fermiónicos
originales en (6.8). En tal caso, la ecuación (6.16) vale para funciones entrópicas
que satisfacen f(p) = f(1 − p) (una suposición razonable, pues p representa la
ocupación media de part́ıcula o hueco), ya que ρqsp tendrá autovalores fk y 1−fk,
ahora doblemente degenerados, con fk aquellos de los estados locales ρA(B).
Una última observación es que las representaciones (6.3) y (6.13) de los ope-
radores de Pauli pueden coexistir independientemente, pues
[σSj, σ̃S′k] = 0 , (6.17)
∀ j, k para ambos S ′ 6= S y S ′ = S (estructura SU(2)× SU(2) [114] en el sitio A
o B). Además, los estados de paridad local par (6.14) pertenecen al núcleo de los
operadores (5.16), mientras los estados de paridad local impar (6.8) (eiπNS = −1)
pertenecen al núcleo de los operadores (6.13):
σSj|ψ̃〉f = σ̃Sj|ψ〉f = 0 , (6.18)





j λj σ̃Sj) hacen de identidad cuando se aplican a estados |ψ̃〉f (|ψ〉f ). Un sistema
fermiónico con un espacio sp de dimensión 4 puede aśı albergar dos sistemas de
dos qubits diferentes, uno por cada valor de la paridad local, manteniendo fija la
paridad total (eiπ(NA+NB) = 1).
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6.1.3. Entrelazamiento bipartito sin entrelazamiento fer-
miónico
Los ejemplos previos muestran una correspondencia exacta entre el entrela-
zamiento bipartito y el entrelazamiento fermiónico. Las representaciones consi-
deradas involucran no solo un valor fijo de la paridad global, sino también de
la paridad local. Es evidente, no obstante, que también es posible obtener en-
trelazamiento bipartito de un determinante de Slater si se eligen las particiones
apropiadas del espacio sp, aunque en este caso la paridad local no estará fija. Por
ejemplo, el estado de un fermión
|ψ〉f = (αc†A↑ + βc†B↑)|0〉 , (6.19)
donde el fermión se crea en un estado no definido en posición si αβ 6= 0, con-
duce obviamente a S(ρsp) = 0 pero corresponde a un estado entrelazado α| ↑
〉A ⊗ |0〉B + β|0〉A ⊗ | ↓〉B. Sin embargo, los estados locales en cada sitio tienen





′c†B↓)|0〉, el cual tiene concurrencia fermióni-
ca nula pero corresponde al estado entrelazado αβ′| ↑〉A ⊗ | ↓〉B − α′β| ↓〉A ⊗ | ↑
〉B + αα′| ↑↓〉A ⊗ |0〉B + ββ′|0〉A ⊗ | ↑↓〉B.
Por lo tanto, aunque hay entrelazamiento respecto a la partición (A,B), no
es posible hacer combinaciones lineales arbitrarias de los autoestados de ρA o ρB,
pues estos últimos pueden no tener una paridad de número definida. Mientras
tal entrelazamiento puede ser suficiente para observar violación de desigualdades
de Bell, como se propone en [115], puede tener limitaciones respecto a otras
tareas que involucren superposiciones de autoestados locales, como se discute en
la sección 6.2. Este efecto tendrá lugar siempre que uno de los fermiones sea
creado en un estado “dividido” por la partición elegida del espacio sp. Solo con
la restricción a una paridad de número fija en cada lado se vuelve factible una
equivalencia entre entrelazamiento bipartito y entrelazamiento fermiónico, como
se discute a continuación. Notar que tal restricción implica directamente que las
matrices de un cuerpo ρsp y ρqsp estarán bloqueadas, pues todas las contracciones
〈c†AicBj〉 y 〈c†Aic†Bj〉 vinculando ambos lados no conservan la paridad local, y por
lo tanto se anularán ∀ i, j.
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6.1.4. Entrelazamiento fermiónico como entrelazamiento
de dos qubits
Retornemos ahora al estado de dos fermiones (6.2). La razón por la que las
dos part́ıculas se vuelven distinguibles es que el observable “posición” permite
representar al espacio sp H como suma directa de dos copias del espacio de
esṕın HS , H = HSA ⊕ HSB , con A〈µ|µ〉B = 〈0|cAµc†Bµ|0〉 = 0 para µ =↑ o ↓.
Esta última condición de hecho asegura que hay solo un fermión en cada sitio
(NA(B)|ψ〉f = |ψ〉f ). Sin embargo en un estado más general de dos fermiones,
como el considerado en la sección previa, ya no es posible realizar una medida del
esṕın de una sola part́ıcula por acoplamiento de esta a la posición, pues ambas
part́ıculas pueden encontrarse en un mismo sitio.
Pero nada impide ahora dar vuelta el argumento y establecer que si para
un estado arbitrario |ψ〉f , es posible una división de H como H = HA ⊕ HB,
donde HA y HB contienen solo un fermión (NA|ψ〉f = NB|ψ〉f = 1), entonces
recuperamos nuevamente un sistema de dos qubits. Esta última observación nos
lleva al siguiente resultado:
Lemma 1: Sea |ψ〉f un estado puro arbitrario de un sistema de fermiones con
espacio de una part́ıcula H de dimensión 4, con paridad de número definida pero
con un número de part́ıculas no necesariamente fijo. Entonces, la entroṕıa (5.25)
de la correspondiente matriz densidad de un cuerpo extendida ρqsp es proporcional
a la entroṕıa de entrelazamiento entre dos qubits distinguibles, el cual puede
extraerse midiendo los observables apropiados.
Demostración. comenzamos con un estado general |ψ〉f con paridad de número
par, que en este espacio tendrá la forma


















Para αij, α0 y α4 generales en (6.20), la base de H determinada por los ope-
radores fermiónicos {ci, c†i} no puede separarse en dos de manera que sea posible
medir una part́ıcula en cada sitio. Esta afirmación sigue siendo cierta aún si
α0 = α4 = 0, ya que αij es una matriz antisimétrica general. Sin embargo, como
se probó en [81], siempre es posible encontrar otra base de H determinada por
operadores fermiónicos {ai, a†i}, vinculados a los originales {ci, c†i} mediante una
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transformación de Bogoliubov, tal que el estado (6.20) puede reescribirse como
|ψ〉f = (α+a†1a†2 + α−a†3a†4)|0〉 , (6.21)
en forma análoga a aquella de (6.2). Donde los |α±|2 = f± son los diferentes au-
tovalores (5.41) de la matriz densidad extendida ρqsp determinada por el estado
(6.20), mientras que {ai, a†i} son los correspondientes operadores de cuasipart́ıcu-
las que diagonalizan ρqsp. La concurrencia (5.42) es entonces C(|ψ〉f ) = 2|α+α−|.
Reconocemos ahora a (6.21) como la descomposición de Schmidt (6.1) de
un estado de dos qubits escrito en la representación fermiónica (6.2), pues, por
ejemplo, los conjuntos {a†1, a†3} y {a†2, a†4} (análogos a {a†A↑, a†A↓} y {a†B↑, a†B↓})
generan subespacios HA y HB con NA = NB = 1 (NA(B)|ψ〉f = |ψ〉f ). Y como
los coeficientes de Schmidt |α±|2 coinciden con los autovalores de ρqsp, obtenemos
nuevamente S(ρA) = S(ρB) =
1
4
S(ρqsp) (ecuación (6.16)), con la concurrencia
fermiónica coincidiendo exactamente con la estándar.
El caso general de estados de paridad impar, que en este espacio sp son com-






i |0〉+ β̃ici|0̄〉 , (6.22)








l |0〉, pueden tratarse en un
modo similar, pues pueden convertirse a estados pares de la forma (6.20) median-
te una transformación part́ıcula-hueco de uno de los niveles (es decir, c†1 → c1,
|0〉 → c†1|0〉, que conduce a α0 = β1, α4 = −β̃1, α1j = −βj, y αij = −
∑
k ε1kijβ̃k
para i, j = 2, 3, 4 en la ecuación (6.20)). Pueden también escribirse en la forma
(6.21), en términos de operadores de cuasipart́ıculas apropiados que diagonali-
cen a ρqsp, de manera que las consideraciones previas siguen siendo válidas. La
concurrencia de los estados (6.22), dada por C(|ψ〉f ) = 2|
∑4
i=1 βiβ̃i|, resulta nue-
vamente 2|α+α−|.
Corresponden ahora algunos comentarios. Primero, solo los subespacios de
H generados por {a†1, a†2} y {a†3, a†4} están definidos por (6.21), pues cualquier




k (y análogamente para a
†
3(4)) los
dejará inalterados (a menos de una fase en α±).
Segundo, podemos también reinterpretar el estado (6.21) como uno de dos
fermiones con paridad de número local par si el sitio A se identifica con los
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operadores {a†1, a†2} y B con {a†3, a†4}, de manera tal que cada sitio tiene bien
0 o 2 fermiones (qubits de paridad de número par). Aún con paridad local par
podemos también reescribirlo en la forma (6.12), esto es,
|ψ〉f = (α− + α+ a†1a†3a†2a†4)|0〉 , (6.23)
por medio de una transformación a†i → ai para i = 3, 4, con |0〉 → a†3a†4|0〉. En
este caso solo el vaćıo |0〉 y el estado completamente ocupado |0̄〉 están definidos,
pues (6.23) permanece invariante (a menos de una fase en α+) frente a cualquier




k de los operadores a
†
i .







raciones previas permanecen válidas para un espacio sp de dimensión arbitraria.










donde |α2k| son los autovalores de ρsp = αα† y {ak, ak̄} son operadores fer-
miónicos que diagonalizan esta matriz, obtenidos por una transformación uni-
taria ak(k̄) =
∑
i Ūik(k̄)ci (que satisface [89] U
†αŪ = α′ con α′ una matriz dia-





). El espacio sp puede es-
cribirse entonces como HA ⊕ HB con HA(B) los subespacios generados por los
conjuntos {a†
k(k̄)
}, conteniendo cada uno un solo fermión. Obtenemos entonces




6.1.5. Entrelazamiento fermiónico como mı́nimo entrela-
zamiento bipartito
Vamos a demostrar ahora un segundo resultado general, relacionado al entrela-
zamiento de modos asociado a descomposiciones generalesH = HA⊕HB de un es-
pacio sp de dimensión cuatro. Cualquier estado de muchos fermiones puede escri-
birse como |ψ〉f =
∑
µ,ν αµν |µν〉, donde µ(ν) identifica determinantes de Slater or-










nνj ] |0〉 es un determinan-
te de Slater enH, con nµi = 0, 1 la ocupación del estado i en el estado µ. Los consi-
guientes estados reducidos ρA =
∑
µ,µ′(αα




satisfacen Tr ρA(B) OA(B) = f〈ψ|OA(B)|ψ〉f para cualquier operador que depende
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solo de los fermiones locales {ci, c†i , i ∈ HA(B)}. La entroṕıa de entrelazamiento
asociada con tal partición es entonces [117] E(A,B) = S(ρA) = S(ρB).
En el caso presente podemos tener particiones 2+2 (dimHA = dimHB = 2), o
particiones 1 + 3 (dimHA = 1, dimHB = 3). En estas últimas el entrelazamiento
está determinado por la ocupación media del modo en HA [81] y corresponde al
caso en que A tiene acceso a solo uno de los modos de una part́ıcula posiblemente
ocupado en |ψ〉f . Como se estableció con anterioridad, una realización de una
partición 2 + 2 es aquella de espines 1/2 que pueden estar en dos sitios diferentes
(uno accesible para Alice y el otro para Bob), mientras que una partición 1 + 3
puede ser una en la que Alice tiene acceso a un solo sitio y una sola dirección de
esṕın, esto es, al conocimiento de la ocupación del estado de una part́ıcula A↑.
También puede aplicar a cualquier situación asimétrica, como por ejemplo que
todos los espines estuviesen alineados en la misma dirección pero los fermiones
pueden estar en cuatro posiciones u orbitales diferentes, de los que solo uno es
accesible para Alice.
Lemma 2: Sea |ψ〉f un estado fermiónico general con paridad de número de-
finida en un espacio de una part́ıcula H de dimensión 4, y sea H = HA ⊕ HB
una descomposición de H con HA y HB de dimensión no nula. La entroṕıa de
entrelazamiento asociada con tal partición satisface
S(ρA) = S(ρB) ≥ 14S(ρqsp) . (6.24)
La ecuación (6.24) vale para cualquier forma entrópica S(ρ) = Trf(ρ).
Por lo tanto, el entrelazamiento fermiónico representa el mı́nimo entrelaza-
miento bipartito que puede obtenerse en tal espacio, correspondiendo a aquellas
particiones que surgen de las formas normales (6.21) o (6.23). El mayor entrela-
zamiento en una partición 2+2 se obtiene a expensas de abandonar la restricción
de paridad local fija en los estados reducidos. Notar que S(ρqsp) se anula solo si
|ψ〉f es un vaćıo de cuasipart́ıculas o determinante de Slater en alguna base del
espacio sp, mientras S(ρA(B)) lo hace solo cuando las condiciones previas valen
en una base compatible con la partición particular elegida.
Mostraremos de hecho la relación de mayorización equivalente [5]
λ(ρA(B)) ≺ (f+, f−) , (6.25)
donde λ(ρA(B)) denota el espectro de ρA o ρB ordenado de manera decreciente y
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f+, f− = 1 − f+ ≤ f+ son los autovalores (5.41) (cuádruplemente degenerados)
de ρqsp. La expresión en (6.25) es entonces equivalente a la condición λmax ≤ f+,
con λmax el mayor autovalor de ρA(B), e implica (6.24), mientras (6.24) implica
(6.25) si vale para cualquier función entrópica f [9].
Demostración. Consideremos primero un estado general de paridad de número
par (6.20) y una descomposición 2 + 2 H = HA⊕HB, con HA ≡ H12, HB ≡ H34
y Hij el subespacio generado por {c†i , c†j}. Cambiando a la notación A1, A2, B1, B2
para los estados de una part́ıcula 1, 2, 3, 4, podemos escribir (6.20) como una suma

















)nν |0〉 , (6.26)
donde µ, ν = 1, 2, βµν = αµ,ν+2, nµ = µ − 1, β̃11 = α0, β̃22 = α4, β̃12 = α34, y
β̃21 = α12. La primera (segunda) suma en (6.26) es la componente de paridad
local impar (par).




νµcSν , S = A,B, que no
afecta al vaćıo ni a la componente de paridad local par (excepto por fases en
β̃µν , determinadas por detU
S), podemos elegir βµν diagonal. Análogamente, tras









)]|0〉, podemos elegir β̃µν diagonal
como se discute en la sección 6.1.2. Aunque modifican el vaćıo, no afectan a la
componente de paridad local impar, excepto por fases en βµν . Aśı, mediante














donde |βµ| y |β̃µ| son los valores singulares de las matrices de 2 × 2 β y β̃ en
(6.26). La ecuación (6.27) es la descomposición de Schmidt para esta partición,
con (|β21 |, |β22 |, |β̃21 |, |β̃22 |) los autovalores de las matrices densidad reducidas ρA y
ρB de modos (A1, A2) y (B1, B2) respectivamente.
Ahora bien, supongamos λmax = |β21 |. Tenemos entonces
|β1|2 ≤ |β1|2 + |β̃2|2 = 〈c†A1cA1〉 . (6.28)
Pero 〈c†A1cA1〉 =
∑8
k=1 |WA1,k|2fk, donde fk son los autovalores de ρqsp (iguales a
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f+ o f−) y W la matriz unitaria que diagonaliza a ρ
qsp (
∑8
k=1 |WA1,k|2 = 1). Por
lo tanto,
f− ≤ 〈c†A1cA1〉 ≤ f+ . (6.29)
Las ecuaciones (6.28)–(6.29) implican |β1|2 ≤ f+, lo que demuestra (6.25) y por
lo tanto (6.24) para una partición 2 + 2 general HA ⊕ HB. Para λmax igual a
cualquier otro coeficiente la demostración es similar.
Además, la ecuación (6.29) muestra también que el espectro ordenado λ(ρA1(A2,B)) =
(〈c†A1cA1〉, 1 − 〈c
†
A1
cA1〉)↓ asociado con la partición 1 + 3 HA1 ⊕ HA2,B satisface
λ(ρA1,(A2,B)) ≺ (f+, f−). En esta última S(ρA1) es el entrelazamiento entre un
modo A1 y su complemento ortogonal como se define en [81, 117], determinado
por la ocupación media 〈c†A1cA1〉 del modo. Por lo tanto las ecuaciones (6.24)–
(6.25) valen también para cualquier partición 1 + 3. Y la igualdad en (6.24) para
todas las funciones entrópicas se alcanza, evidentemente, para aquellas particio-
nes que emergen de las formas normales (6.21)–(6.23): Considerando el caso no
trivial f+ < 1, si la igualdad en (6.24) ha de valer para todas las entroṕıas, nece-
sariamente ρA(B) debe ser de rango 2 con λ(ρA(B)) = (f+, f−). Para una partición
1 + 3 esta identidad directamente implica 〈c†A1cA1〉 = f+ o f− y es por lo tanto
una partición que emerge de una forma normal (6.21)–(6.23), donde A ≡ A1 es
uno de los modos de la base normal. Y para una partición 2 + 2, implica que los
dos autoestados de ρA con autovalores no nulos f± deben tener la misma paridad
de número, pues de otro modo la ecuación (6.6) implicaŕıa C(|ψ〉f ) = 0 y por
lo tanto f+ = 1, en contraste con la hipótesis. Por lo tanto tal partición debe
emerger de una de las formas normales (6.21) o (6.23).
La demostración de los resultados previos para estados de paridad global
impar es análoga, pues estos pueden reescribirse como estados pares tras una
transformación part́ıcula-hueco.
Algunos comentarios extra son también convenientes en este punto. Podemos



















son las componentes normalizadas de paridad local par e impar y p− = |β21 |+ |β22 |,
p+ = |β̃21 |+ |β̃22 | = 1− p−. Vemos entonces que para la entroṕıa de von Neumann
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Figura 6.1: Los ocho estados fermiónicos de paridad par en 4 modos de una
part́ıcula, particionados de manera que los modos a la izquierda pertenecen a
Alice, y los modos a la derecha pertenecen a Bob. En la fila superior están los
estados con paridad local impar (un fermión para Alice y otro para Bob) mientras
que la fila inferior muestra los correspondientes a paridad de número local par
(Alice y Bob pueden tener 0 o dos fermiones). Los estados de la fila inferior pueden
obtenerse de aquellos en la fila superior realizando la transformación part́ıcula
hueco c†A2 ↔ cA2 y c†B2 ↔ cB2.
resulta




A) + S(p) , (6.31)
donde los primeros dos términos representan el promedio de entroṕıas de en-
trelazamiento para las componentes de paridad local par e impar (S(ρ−A) =
−∑µ=± |β2µ|p− log2 |β2µ|p− , S(ρ+A) = −∑ν=± |β̃2µ|p+ log2 |β̃2µ|p+ ), mientras S(p) = −∑ν=± pν
log2 pν es la entroṕıa adicional que emerge de la mezcla de ambas paridades lo-
cales. Tenemos entonces 0 ≤ S(ρA) ≤ 2, con el máximo S(ρA) = 2 alcanzado sii




Por otra parte, la concurrencia fermiónica (5.42) del estado (6.27) es
C(|ψ〉f ) = 2|β1β2 + β̃1β̃2| . (6.32)
Esta satisface entonces
|p−C− − p+C+| ≤ C(|ψ〉f ) ≤ p−C− + p+C+ , (6.33)
donde C± = C(|ψ±〉f ) = 2(|β̃1β̃2|/p+|β1β2|/p−) son las concurrencias de las componentes
de paridad local par e impar. Vemos entonces, por ejemplo, que para máximo
entrelazamiento bipartito S(ρA) = 2, C± = 1 y por lo tanto C(|ψ〉f ) puede tomar
cualquier valor entre 0 y 1, de acuerdo con la fase relativa entre las componentes
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par e impar.
Finalmente, es posible reescribir la forma de Schmidt (6.27) como un estado
de dos fermiones mediante transformaciones part́ıcula-hueco apropiadas (es decir,
cBµ → c†Bµ , µ = 1, 2, con |0〉 → c
†
B1















donde los términos con dos fermiónes en el mismo sitio se agregan a la forma
(6.2). Por lo tanto, todas las consideraciones previas (6.30)–(6.33) pueden imple-
mentarse con un número total de fermiones fijo, siendo la expresión (6.32) todav́ıa
válida.
6.2. Circuitos cuánticos basados en modos fer-
miónicos
Los resultados de las secciones previas pueden usarse ahora para reescri-
bir un circuito cuántico basado en qubits como un circuito basado en modos
fermiónicos. Es fácil ver, llegado este punto, que cualquier par de modos fer-
miónicos, digamos i, j, preparados de manera que su ocupación total esté res-




jcj = 1, es esencialmente un qubit. Por lo tanto,
una colección de n tales pares de modos constituye un sistema de n qubits.
Además, cualquier operación de un qubit puede implementarse sobre un par
de modos simplemente usando unitarias en H que vinculen solo estos dos mo-
dos, y estas unitarias pueden escribirse siempre en términos de los operado-











ici−c†jcj. El último ingrediente para tener computación cuántica universal
es la compuerta CNOT, la cual en el espacio producto A ⊗ B puede escribirse
como UCNOT = |0〉〈0|⊗I+ |1〉〈1|⊗σx = exp[iπ4 (1−σz)⊗(1−σx)]. En la represen-
tación fermiónica, si A está generado por modos ij y B por los modos diferentes
kl, para estados teniendo un fermión en cada par de modos, esta compuerta puede
escribirse como
U fCNOT = exp[i
π
4
(1− σijz )(1− σklx )] . (6.35)
Como solo está involucrado un número par de operadores fermiónicos c por par,
su acción no es afectada por el estado de pares intermedios. Es entonces po-
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Figura 6.2: Protocolo de teleportación con la presente implementación fermióni-
ca. Cada qubit está representado por un par de modos fermiónicos con ocupación
total 1. La operación controlada puede implementarse involucrando solo uno de
los modos del par representando al qubit, debido a la restricción al número de
ocupación, y análogamente la medida usual en la base estándar puede implemen-
tarse midiendo solo uno de estos modos. Si se relaja tal restricción, de manera
que ambas paridades locales puedan coexistir, entonces la operación controlada
y la medida involucran a los dos modos del par.
sible implementar cualquier circuito cuántico basado en qubits usando estados
fermiónicos.
6.2.1. Teleportación cuántica
Como ejemplo, en la figura 6.2 mostramos el protocolo de teleportación adap-
tado para implementarse usando un estado fermiónico entrelazado como recurso,
y un estado de dos modos para ser teleportado. Alice tiene los modos {|A1〉, |A2〉,
|A3〉, |A4〉} mientras los modos {|B1〉, |B2〉} son de Bob. Los dos primeros modos







c†B2)|0〉, y los modos restantes de Alice están en el estado
|ψ〉 = (α c†A3 + β c
†
A4













































Las operaciones controladas sobre los modos de Bob que se ilustran en la figura
6.2 aseguran entonces que su estado final será |ψ〉.
Considerando ahora un circuito general, si los estados a la entrada se restrin-
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gen a determinantes de Slater en la base previamente considerada, con un fermión
por cada par de modos, recuperamos un circuito clásico. La compuerta CNOT en
(6.35) se reduce entonces a un controlled swap clásico o compuerta de Fredkin,
lo que implica que el caso de computación clásica reversible se recupera usando
determinantes de Slater a la entrada del circuito.
Por otra parte, si se relaja la restricción al número de ocupación Nij = 1
(e decir, paridad impar para cada par de modos), de manera que los bloques
que constituyen el circuito no son ya fermiones que pueden estar en dos modos
posibles, sino los modos por śı mismos, emergen otras posibilidades. Por ejemplo,
si ahora los estados en la entrada tienen 0 o dos fermiones en cada par (qubits
de paridad par), tales que los modos i, j están simultáneamente vaćıos o llenos,











i−c†ic†j), σ̃ijz = c†ici+c†jcj−1. En este caso el operador Ũ fcnot ha de construirse
como en la ecuación (6.35) con los operadores σ̃µ, mientras el operador (6.35), y
de hecho cualquier compuerta construida con los operadores σijµ , actuará como
una identidad sobre estos estados, como se explicó anteriormente. Por lo tanto,
adicionando las compuertas apropiadas los mismos modos pueden, en principio,
usarse para qubits de paridad par e impar independientemente.
Por ejemplo, en el caso de paridad local par el estado en la entrada para el














Si |0〉 es un determinante de Slater de referencia (mar de Fermi), entonces es-
te estado involucra excitaciones de 0, una, dos y tres part́ıculas o huecos, con
A4, A2, B2, denotando los huecos. El estado a la salida resulta


























de manera que si Alice mide cuál de sus modos está ocupado y comunica el
resultado a Bob, el puede reconstruir el estado original aplicando los operadores
pertinentes X̃ ≡ ie−iπ2 σ̃12x y Z̃ ≡ e−iπ2 σ̃12z .
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6.2.1.1. Superdense Coding
Finalmente, consideremos el caso de superdense coding [2, 116]. Resulta evi-
dente a partir de la discusión previa que este protocolo puede implementarse con
el estado fermiónico |β00〉 del ejemplo de teleportación, e implementando exacta-
mente las mismas operaciones del caso usual, pero vistas ahora como operaciones
sobre dos modos. Ahora bien, un estado general de paridad global par en cuatro
modos {|A1〉, |A2〉, |B1〉, |B2〉} es una combinación de ocho estados como en la
ecuación (6.20): seis estados de dos part́ıculas, el vaćıo |0〉 y el estado completa-
mente ocupado |0̄〉, como se muestra en la figura 6.1. Cuatro de los seis estados de
dos part́ıculas (figura 6.1, arriba), tienen NA = NB = 1 y pueden usarse para re-
producir los resultados conocidos del protocolo estándar. Pero los cuatro estados
restantes, que tienen paridad local par, pueden usarse también para superdense
coding si las operaciones locales apropiadas, expresadas en términos de los σ̃ABµ
se realizan. Los estados de paridad local impar (par) generan el núcleo de los σ̃ijµ
(σijµ ) (ecuación (6.18)).
Un estado general de paridad par (6.20) puede pensarse entonces como una su-
perposición de estados de dos qubits diferentes, como en (6.27)–(6.30). Definiendo





































podemos considerar, por ejemplo, el estado
|Ψ00〉 = 1√2(|β00〉+ |β̃00〉) . (6.38)
























y )|Ψ00〉 = 1√2(|β11〉+ |β̃11〉) , (6.39c)
Pero también puede implementar estas operaciones combinándolas con una com-
puerta de detección de paridad local PA = − exp[iπNA], que cambia el signo de
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los estados de paridad local par. Esto le permite generar localmente otro set de
cuatro estados ortogonales,
|Ψ̃ij〉 = PA|Ψij〉 = 1√2(|βij〉 − |β̃ij〉) , i, j = 0, 1 , (6.40)
que son además ortogonales a aquellos de (6.38)–(6.39). Encontramos entonces
que al relajar la restricción sobre el número de ocupación de las particiones es
posible para Alice enviar 3 bits de información a Bob usando solo dos modos y
operaciones unitarias locales que preserven la paridad local, mientras que con un
solo tipo de qubits y las mismas operaciones puede enviar solo dos bits. Por su-
puesto, si no hubiese restricciones sobre la paridad global y Alice pudiera cambiar
la paridad local (y por tanto la global) podŕıa mandar 4 bits (en concordancia
con la máxima capacidad para dos qudits con d = 4, que es 2 log2 d [116]). Fijar
la paridad global reduce a la mitad el número de estados ortogonales que Alice
puede enviar a Bob.
Por otra parte, como el estado (6.38) no tiene una paridad local definida, el
consiguiente entrelazamiento bipartito no está restringido por el entrelazamien-
to fermiónico, como se muestra en la sección 6.1.5. De hecho, los ocho estados
previos (6.38), (6.39) y (6.40) tienen el mismo entrelazamiento bipartito, condu-
ciendo a estados reducidos máximamente mezclados ρA(B): S(ρA) = S(ρB) = 2,
mientras que aplicando (5.42) se ve que la concurrencia fermiónica de los estados
previos es C(|Ψij〉) = C(|Ψ̃ij〉) = 1. Las operaciones unitarias aplicadas por Ali-
ce son locales y por lo tanto no alteran el entrelazamiento bipartito, al tiempo
que también son unitarias de un cuerpo, por lo que tampoco pueden alterar la
concurrencia ni el entrelazamiento fermiónico (es decir, los autovalores de ρqsp).
De hecho, el entrelazamiento fermiónico no es necesario en este caso. Cambiando
el estado recurso (|Ψ′00〉 = 1√2(|β00〉 + |β̃10〉)) es posible para Alice generar local-
mente ocho estados ortogonales con el mismo entrelazamiento bipartito pero sin
entrelazamiento fermiónico (C(|Ψ′00〉) = 0).
Por lo tanto, el entrelazamiento obtenido con estados locales con diferente
paridad local desempeña el papel de recurso para superdense coding. De hecho,
aún el estado (6.19) con α = β = 1√
2
, con concurrencia obviamente nula, puede
en principio usarse para enviar dos bits si Alice puede realizar las operaciones
(que preservan paridad) PA = − exp[iπNA], σx + σ̃x y PA(σx + σ̃x). Vale notar,
sin embargo, que el mismo estado no puede usarse directamente como recurso
para teleportación con el protocolo estándar sin violar la regla de superselección
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de paridad, pues los estados locales de Bob tienen paridad opuesta y no pueden
superponerse. Tras una medida de los modos de Alice el estado reducido de Bob
colapsa a un estado de paridad definida, de manera que será imposible para él
recuperar el estado general |ψ〉.
Hasta ahora consideramos la restricción a la paridad de número. Si otras reglas
de superselección (como carga o número de fermiones) tamb́ıen aplicaran para una
realización particular, implicaŕıan limitaciones más fuertes sobre la capacidad de
estados como (6.38). No obstante, qubits de paridad local par con número de
part́ıculas no necesariamente definido son implementables mediante excitaciones
de part́ıcula-hueco sobre un mar de Fermi de referencia en un sistema de muchos
fermiones.
Mencionamos también que una realización básica de un estado de qubits basa-
do en un espacio de cuatro modos fermiónicos consiste en un par de fermiones 1/2
en los estados más bajos de un doble pozo inducido por un campo magnético, que
controla el gap de enerǵıa entre ambas direcciones de esṕın y las transiciones en-
tre ellos. El caso de ocupación 1 en cada pozo corresponde a paridad local impar,
mientras que al permitir la doble ocupación por hopping entre pozos tendŕıamos
estados de paridad local par.
Caṕıtulo 7
Pérdida de información “de un
cuerpo” en sistemas de fermiones
En el caṕıtulo 5 analizamos el problema de cuantificar el entrelazamiento en
sistemas de fermiones. Alĺı introdujimos la entroṕıa de entrelazamiento de un
cuerpo (5.1.2) tras definir consistentemente operadores que describen una medi-
da de la ocupación de un modo en el espacio de una part́ıcula H del sistema, que
conduce a las correspondientes expresiones para el estado reducido del modo ele-
gido y su complemento ortogonal enH. En este caṕıtulo comenzamos nuevamente
considerando las correlaciones entre un modo del espacio sp y su complemento or-
togonal, y definimos una medida entrópica generalizada que cuantifica la pérdida
de información en el estado del sistema inducida por la medida de la ocupación
de dicho modo. Proponemos entonces (como en el caso del entrelazamiento de un
modo) a la suma de esta cantidad sobre todos los modos de una base dada de
H, minimizada sobre todas las bases posibles de este espacio, como un cuantifi-
cador de la mı́nima pérdida de información en el estado inducida por una medida
sin lectura, extendiendo la optimización a todas las bases vinculadas mediante
una transformación de Bogoliubov (5.18) si se consideran también medidas de
ocupación de modos de cuasipart́ıculas. Mostramos luego que esta cantidad es no
negativa, siendo nula si y solo si el estado del sistema es una combinación convexa
de determinantes de Slater en la misma base de H, y que para estados puros se
reduce a la entroṕıa de entrelazamiento de un cuerpo introducida en el caṕıtulo
5, en analoǵıa con su contraparte definida en [10] para sistemas de componentes
distinguibles. Finalmente se evalúa la pérdida de información en un caso t́ıpico,
y se compara con su entrelazamiento de formación.
Este caṕıtulo está basado en los resultados publicados en [117]. 143
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7.1. Pérdida de información de un cuerpo
7.1.1. Pérdida de información inducida por la medida de
un modo
Consideremos, para comenzar, un estado puro |ψ〉 de un sistema de fermiones
con espacio de Hilbert de una part́ıcula (sp) H, descrito por los operadores de
creación y destrucción usuales {cj, c†j} (5.1). Nuevamente vamos a trabajar en el
formalismo gran canónico, de manera que |ψ〉 no necesariamente tiene un número




kck definido, aunque śı asumiremos que es un autoestado
del operador de paridad de número (5.2), P |ψ〉 = ±|ψ〉, en concordancia con la
regla de superselección [118], de manera que 〈O〉 ≡ 〈ψ|O|ψ〉 = 0 para cualquier
operador O que sea un producto de un número impar de operadores de creación
y destrucción. Denotaremos también con d la dimensión del espacio de Fock del
sistema.
Recordemos del caṕıtulo 5 que dada una partición (A,B) de una base de H,
donde A denota al k-ésimo modo y B su complemento ortogonal, los operadores
Πk = c
†
kck, Πk̄ = ckc
†
k , Πk + Πk̄ = 1 (7.1)
constituyen un conjunto de proyectores ortogonales que definen una medida de
von Neumann sobre el nivel k. El operador Πk (Πk̄) proyecta el estado sobre el
subespacio de estados con el nivel k ocupado (vaćıo), por lo que deducimos que
el conjunto describe una medida de la ocupación de este nivel. Los consiguientes
estados posmedidos son |ψk〉 = Πk|ψ〉/√pk y |ψk̄〉 = Πk̄|ψ〉/
√
pk̄, con pk = 〈c†kck〉
y pk̄ = 〈ckc†k〉 = 1− pk, de manera que |ψ〉 =
√
pk|ψk〉+√pk̄|ψk̄〉. Para cualquier
operador OA (OB) que dependa solo de los operadores ck, c
†
k ({cj, c†j, j 6= k})
tenemos, dado que P |ψ〉 = ±|ψ〉,
〈ψ|OA(B)|ψ〉 = pk〈ψk|OA(B)|ψk〉+ pk̄〈ψk̄|OA(B)|ψk̄〉
= Tr, ρA(B)OA(B) , (7.2)
con ρA(B) el estado reducido de A (B):
ρA = pkc
†
k|0〉〈0|ck + pk̄|0〉〈0| , (7.3)
ρB = pkck|ψk〉〈ψk|c†k + pk̄|ψk̄〉〈ψk̄| . (7.4)
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Además, los estados ρB/k = ck|ψk〉〈ψk|c†k y ρB/k̄ = |ψk̄〉〈ψk̄| son los estados condi-
cionales de B dado que el modo k se encuentra ocupado o vaćıo respectivamente.
Consideremos ahora una medida de la ocupación de un modo en un estado
mixto. Si ρ es un estado general que conmuta con la paridad, [ρ, P ] = 0, entonces
el estado tras encontrar que el nivel |k〉 está ocupado o vaćıo es ρ′k = Πk ρΠk/pk,
o ρ′
k̄
= Πk̄ ρΠk̄/pk̄ respectivamente. Por lo tanto, tras una medida sin lectura de
la ocupación de este nivel tenemos
ρ′(k) = pk ρ
′
k + pk̄ ρ
′
k̄ = Πk ρΠk + Πk̄ ρΠk̄. (7.5)












qν |ψν〉〈ψν | , (7.6)
con qν ≥ 0,
∑






k|ψνk〉〈ψνk |+ pνk̄|ψνk̄〉〈ψνk̄ |) , (7.7)
donde |ψν
k(k̄)
〉 ∝ Πk(k̄)|ψν〉 son las componentes normalizadas de |ψν〉 con el ni-














. Los elementos no diagonales ∝ |ψνk〉〈ψνk̄ | pre-
sentes en el estado original ρ se pierden entonces en ρ′(k).
La entroṕıa S(ρ′(k)) = −Tr ρ′(k) log2 ρ′(k) del estado posmedido (7.5) no pue-
de ser menor que la entroṕıa S(ρ) del estado original, debido a la información
contenida en los elementos perdidos. De hecho, los autovalores de ρ′(k) son simple-
mente los elementos diagonales de ρ en una base diferente a aquella que determina
su descomposición espectral, y es sabido que cualquier diagonal de una matriz es
siempre mayorizada por el conjunto de sus autovalores [5]. Tenemos entonces
S(ρ′(k)) ≥ S(ρ), (7.8)
con igualdad si y solo si ρ′(k) = ρ. Esta última condición es obviamente equiva-
lente a
[ρ, c†kck] = 0 , (7.9)
pues la ecuación (7.9) vale si ρ = ρ′(k), mientras que si vale (7.9), hay una base
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común de autovectores de ρ y c†kck y por lo tanto ρ = ρ
′(k). La diferencia
Ick(ρ) = S(ρ′(k))− S(ρ) (7.10)
cuantifica entonces esta pérdida de información. Esta cantidad claramente satis-
face Ick(ρ) ≥ 0, con Ick(ρ) = 0 sii se satisface la ecuación (7.9), y es una versión
fermiónica del déficit de información ∆→(ρ) = S(ρ′) − S(ρ) [119], definido para
sistemas de componentes distinguibles (aqúı no hay minimización involucrada,
pues la ocupación del modo |k〉 es una variable clásica). Vale notar además, de
(7.5), que
S(ρ′(k)) = S(k) + S(ρ|k), (7.11)
donde
S(k) = −pk log2 pk − pk̄ log2 pk̄ = h(pk) (7.12)
es la entroṕıa del modo k y
S(ρ|k) = pkS(ρ′k) + pk̄S(ρ′k̄) (7.13)
es la entroṕıa condicional del conjunto de modos restantes, dado que el estado
del modo k (ocupado o vaćıo) es conocido. Por lo tanto, el déficit (7.10) puede
escribirse como
S(ρ′(k))− S(ρ) = S(ρ|k)− (S(ρ)− S(k)), (7.14)
que es una diferencia de entre una versión clásica y una cuántica de la entroṕıa
condicional respecto al modo k y representa la discordia cuántica [27] respecto
a este modo. Por lo tanto, para medidas de un modo la extensión del déficit de
información coincide con aquella de la discordia cuántica. Para un estado puro
ρ = |ψ〉〈ψ|, ρ′k y ρ′k̄ son ambos puros y por lo tanto S(ρ|k) = 0, lo que implica
que Ick coincide con la entroṕıa de entrelazamiento Ek(|ψ〉) (5.9) del modo k:
Ick(|ψ〉) = S(k) = Ek(|ψ〉) . (7.15)
La entroṕıa condicional (7.13) puede interpretarse, siguiendo la referencia [33],
como el entrelazamiento de formación entre el complemento del modo k y un ter-
cer sistema C (que puede ser también un conjunto de nuevos modos fermiónicos)
que purifica al sistema completo (ver apéndice C.1). Y si una medida del modo
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k se llevara a cabo, el déficit es un cuantificador del entrelazamiento generado
entre el sistema y el aparato de medida. Efectivamente, añadiendo como siste-










Por lo tanto Ick(ρ) es la diferencia entre la entroṕıa del subsistema fermiónico
ρF = TrCρFC = ρ
′(k), con ρFC = U(ρ ⊗ |0〉〈0|)U †, y aquella correspondiente
al sistema conjunto, S(ρFC) = S(ρ). Tal diferencia (el opuesto de la entroṕıa
condicional S(ρFC) − S(ρF ) solo puede ser positiva si ρFC está entrelazado, de
acuerdo con el criterio de separabilidad entrópico [9, 68, 120], y es una cota
inferior al entrelazamiento destilable en una dirección [31, 49]. Por otra parte, si
ρ′(k) = ρ, de manera que pk = 0 o 1 para cualquier autoestado de ρ, entonces
ρFC es claramente separable y no se crea entrelazamiento.
7.1.2. Pérdida de información de un cuerpo








S(ρ′(k))− S(ρ) , (7.17)
como una medida de la pérdida de información inducida por una medida en la








cuantifica entonces la mı́nima pérdida de información inducida por tal medida.
Esta pérdida de información de un cuerpo cláramente satisface Isp(ρ) ≥ 0, pues
es una suma de términos no negativos, con Isp(ρ) = 0 sii existen operadores
fermiónicos ck tales que ρ
′(k) = ρ ∀ k, es decir, sii
[ρ, c†kck] = 0 , k = 1, . . . , n, (7.19)
lo que ocurre sii ρ es diagonal en una base de determinantes de Slater en la misma
base deH (los autovectores en común de todos los c†kck). Tales estados incluyen los
t́ıpicos estados térmicos no correlacionados ρ ∝ exp[−βH], con H = ∑k εkc†kck,
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pero también combinaciones convexas de determinantes de Slater en la misma
base. Estas combinaciones desempeñan aqúı el rol de estados “clásicos”.
Notar que si se satisface (7.19), los operadores ck diagonalizan la matriz den-
sidad de un cuerpo (〈c†kcl〉 ≡ Tr ρ c†kcl = λkδkl, c†kcl = [c†kck, c†kcl] para k 6= l). Por
lo tanto, aún cuando los operadores que minimizan Ic(ρ) pueden no diagonalizar
ρsp en general, lo harán si Isp(ρ) = 0. Por lo tanto, Ic(ρ) > 0 en todas las bases
que diagonalizan ρsp implica Isp(ρ) > 0.








que es una función cóncava de los elementos diagonales de ρsp. Por lo tanto, en este
caso, su mı́nimo sobre todas las bases se obtiene cuando los pk son sus autovalores,
es decir, cuando los ck’s son los operadores fermiónicos que diagonalizan ρ
sp:
Isp(|ψ〉) = trh(ρsp) = Ssp(|ψ〉) . (7.21)
Este resultado coincide con la entroṕıa de entrelazamiento definida en la sección
previa, en analoǵıa con el déficit de información (1.53) estándar, que también
coincide con la entroṕıa de entrelazamiento estándar (1.38) para estados puros.
Por otra parte, se observa de (7.11) que para un estado mezcla general ρ,





S(ρ′(k)) ≥ trh(ρsp) . (7.22)
Como en el caso de la entroṕıa de entrelazamiento de un cuerpo, si se con-
sideran también medidas de ocupación de modos de cuasipart́ıculas entonces la
minimización se extiende a todas las bases de cuasipart́ıculas, es decir, conjuntos
de operadores {ak, a†k} vinculados a los operadores fermiónicos originales {ci, c†i}
mediante una transformación de Bogoliubov (5.18). Puede probarse, repitiendo






satisface Iqsp(ρ) ≥ 0, con igualdad sii existen operadores de cuasipart́ıculas ak
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tales que
[ρ, a†kak] = 0 , k = 1, . . . , n , (7.24)
es decir, sii ρ es diagonal en una base de determinantes de Slater en la misma
base de cuasipart́ıculas (autovectores comunes de todos los a†kak). Además, como
esta minimización incluye a la anterior como caso particular, tenemos
Iqsp(ρ) ≤ Isp(ρ) . (7.25)
Para estados puros, el mı́nimo Iqsp se obtiene para aquellos a†k que diagonalizan
la matriz densidad extendida (5.20), y en analoǵıa con (7.21) resulta
Iqsp(|ψ〉) = −tr′ρqsp log2 ρqsp = Sqsp(|ψ〉) , (7.26)
donde Sqsp es la entroṕıa de entrelazamiento generalizada (5.25). Como sucede en
el caso previo, si se satisface (7.24) los operadores ak diagonalizan ρ
qsp, implicando
que aún cuando tales operadores no necesariamente minimizan Ia(ρ) en el caso
general, lo harán si Iqsp(ρ) = 0. Aśı, Ia(ρ) > 0 en todas estas bases indica
Iqsp(ρ) > 0.
Notemos que Isp(ρ) permanece invariante bajo transformaciones unitarias
estándar de un cuerpo






con hij = h
∗
ji, pues implican simplemente una transformación unitaria de los
operadores fermiónicos c = (c1, . . . , cn)
T :
c→ UcU † = exp[ıth]c, (7.28)
con ρsp → exp[ıt h]ρsp exp[−ıt h]. Estas transformaciones llevan determinan-
tes de Slater a determinantes de Slater. De manera similar, Iqsp(ρ) permanece
invariante frente a transformaciones generales de un cuerpo
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donde ∆T = −∆, pues estas implican simplemente una transformación de Bogo-









con ρqsp → exp[ıtH̃]ρqsp exp[−ıtH̃]. Por lo tanto, la evolución bajo Hamiltonianos
H de la forma previa no alterarán el valor de Iqsp(ρ).
Finalmente, vale remarcar que
Iqsp(ρ) = 0 , (7.31)
para cualquier estado ρ con soporte en un espacio sp de dimensión dos (n = 2)
que conmute con el operador de paridad P . Es decir, para n = 2 ρ es siempre





q−ν |ψν−〉〈ψν−|+ q+ν |ψν+〉〈ψν+| (7.32)
la descomposición espectral de tal estado ρ, con
|ψν−〉 = (αν1c†1 + αν2c†2)|0〉 , |ψν+〉 = (βν1 + βν2 c†2c†1)|0〉 ,
Sus autoestados ortogonales de paridad impar y par (α2j = (−)jᾱ13−j, β2j =
(−)jβ̄13−j). Tenemos entonces 〈c†2c1〉 = (q−1 − q−2 )ᾱ12α11, 〈c†2c†1〉 = (q+1 − q+2 )β̄12β11 .
Por lo tanto, en términos de los operadores de cuasipart́ıculas ak que diagonali-
zan a ρqsp (〈a†2a1〉 = 〈a†2a†1〉 = 0), necesariamente |ψν−〉 ∝ a†ν |0′〉 para ν = 1, 2 y
|ψ1+〉 ∝ |0′〉, |ψ2+〉 ∝ a†2a†1|0′〉, si q±1 6= q±2 , con |0′〉 el vaćıo de estas cuasipart́ıculas
(de la misma paridad que |0〉). En caso de degeneración podemos siempre elegir
los autoestados |ψν±〉 de la forma previa. Por lo tanto ρ es siempre diagonal en
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una base de determinantes de Slater en la misma base de cuasipart́ıculas, lo que
implica Iqsp(ρ) = 0.
Vale notar, sin embargo, que Isp(ρ) > 0 a menos que [ρ,N ] = 0, esto es,
〈c†2c†1〉 = 0, y que ρ no es necesariamente de la forma no correlacionada ∝










Por otra parte, si el soporte es un espacio sp de dimensión tres, (n = 3),
entonces tenemos también Iqsp(ρ) = 0 para cualquier ρ de paridad definida (pero
no para cualquier ρ conmutante con P ). En otras palabras, en este caso ρ también
será siempre diagonal en una base de determinantes de Slater.
Demostración: Sea ρ =
∑4
ν=1 qν |ψν〉〈ψν | la descomposición espectral de ρ. Si



























l , con εjkl el
tensor completamente antisimétrico. Por lo tanto, si se expresa en términos de
los operadores de cuasipart́ıculas ak que diagonalizan a ρ
qsp (c†j → a†j, |0〉 → |0′〉,
ανj → α′νj , con 〈a†jak〉 = fjδjk, 〈a†ja†k〉 = 0), las relaciones previas junto con
〈ψν |ψµ〉 = ∑j ᾱ′νjα′µj = δµν implican, para distintos qν ’s, α′νj ∝ δνj , es decir,
|ψν〉 ∝ a†ν |0′〉, ν = 1, 2, 3 y |ψ4〉 ∝ a†3a†2a†1|0′〉. Se sigue entonces que ρ es diagonal
en una base de determinantes de Slater (en una base de cuasipart́ıculas) y que
Iqsp(ρ) = 0 (pero Isp(ρ) 6= 0 si [ρ,N ] 6= 0). El mismo procedimiento puede
aplicarse para un estado ρ par (que puede llevarse a paridad impar mediante una
transformación part́ıcula-hueco c†i → ci de uno de los operadores).
Notemos, no obstante, que si ρ contiene autoestados de diferente paridad
Iqsp(ρ) puede ser positiva, pues los operadores de cuasipart́ıculas de la forma
normal para cada paridad no coincidirán en general.
7.1.3. Condición estacionaria general
Derivemos ahora las ecuaciones estacionarias generales que debe satisfacer el
conjunto de operadores {ak} que minimiza la pérdida de información (7.23). Tras
una medida de la ocupación de un nivel k, el consiguiente estado ρ′(k) (7.7), tiene















Consideremos ahora una pequeña variación de la base de medida, determinada
por una transformación general de un cuerpo
W = exp[−ıεH] ≈ 1− ıεH ,


























donde f ′(ρ) = − log2 ρ. La condición δIqsp(ρ) = 0 para H arbitrario conduce










j = 0 (7.35)
∀ i, j, que se reducen a
Tr ρ [f ′(ρ′(k)) + f ′(ρ′(l)), a†kal] = 0 , (7.36)
Tr ρ [f ′(ρ′(k)) + f ′(ρ′(l)), a†ka
†
l ] = 0 , (7.37)
∀ k 6= l cuando se expresan en términos de los operadores de cuasipart́ıculas que
determinan la base de medida ([ρ′(k), a†kak] = 0 ∀ k), pues Tr [f ′(ρ(k)), ρ]a†jal = 0
si j 6= k 6= l, y también si j = l = k. En el caso de Isp(ρ), solo la ecuación (7.36)
ha de considerarse (∆ = 0 en H).
Como verificación, para un estado puro ρ = |ψ〉〈ψ|, las ecuaciones (7.36)–
Caṕıtulo 7. Pérdida de información “de un cuerpo” en sistemas de fermiones153
(7.37) se reducen a
[g(pk)− g(pk̄)− g(pl) + g(pl̄)]〈ψ|a†kal|ψ〉 = 0 , (7.38)
[g(pk)− g(pk̄) + g(pl)− g(pl̄)]〈ψ|a†ka†l |ψ〉 = 0 , (7.39)
para k 6= l, donde g(p) = pf ′(p) y pk(k̄) son las probabilidades de encontrar el esta-
do k ocupado (vaćıo) en |ψ〉. Estas ecuaciones son siempre satisfechas por aquellos
ak que diagonalizan la matriz densidad extendida (5.20) (〈a†kal〉 = 〈a†ka†l 〉 = 0),
en acuerdo con resultados previos.
7.1.4. Pérdidad de información de un cuerpo generalizada
Podemos extender directamente todas las consideraciones previas a formas
entrópicas más generales. Consideremos primero las entroṕıas tipo traza generales
(1.33)
Sf (ρ) = Tr f(ρ) . (7.40)
Para f(p) = −p log2 p, recordemos, Sf (ρ) coincide con la entroṕıa de von Neu-
mann S(ρ), mientras que para f(p) = 2p(1−p), se recupera la entroṕıa cuadrática
S2(ρ) = 2(1 − Tr ρ2), la cual es una función decreciente de la pureza Tr ρ2 y se
corresponde con la aproximación lineal ρ ln ρ ≈ ρ(1 − ρ) en S(ρ). La entroṕıa
de entrelazamiento de un cuerpo asociada a esta última, Sqspf (|ψ〉) = trf(ρ′qsp)
(5.25), resulta
Sqsp2 (|ψ〉) = 4
∑
k
fk(1− fk) , (7.41)
que es simplemente la suma de las fluctuaciones en la ocupación de todos los mo-
dos de una part́ıcula o cuasipart́ıcula. En términos más generales, estas entroṕıas
incluyen a la familia de entroṕıas de Tsallis (1.32) Sq(ρ) =
1−Trρq
q−1 , que se obtiene
para f(p) = p−p
q
q−1 , con q > 0, q 6= 1, expresión que se reduce a la entroṕıa de von
Neumann y cuadrática para q → 1 y q = 2 respectivamente.
Como vimos en la sección 1.1.3, estas entroṕıas de traza satisfacen la relación
de mayorización
ρ′ ≺ ρ⇒ Sf (ρ′) ≥ Sf (ρ) . (7.42)
Esta propiedad posibilita la extensión directa de los resultados de la sección
previa a estas formas entrópicas más generales. Efectivamente, ρ′(k) en (7.5) es
mayorizado por el estado original ρ, ρ′(k) ≺ ρ, de donde se sigue que Sf (ρ′(k)) ≥
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Sf (ρ) y por lo tanto
Ickf (ρ) ≡ Sf (ρ′(k))− Sf (ρ) ≥ 0, (7.43)
con Ickf (ρ) = 0 sii ρ
′(k) = ρ. La expresión en (7.43) es una medida de la pérdida
de información inducida por la medida sin lectura de la ocupación del estado
de una part́ıcula |k〉. Sumando entonces sobre todos los estados en una base, y
minimizando sobre todas las bases posibles de H, obtenemos la expresión







′(k))− Sf (ρ) , (7.44)
que satisface Ispf (ρ) ≥ 0, con Ispf (ρ) = 0 sii ρ es diagonal en una base de de-
terminantes de Slater en la misma base del espacio sp ([ρ, c†kck] = 0 ∀ k). La
optimización puede extenderse nuevamente a todas las bases vinculadas con la
original por una transformación de Bogoliubov, lo que conduce a la cantidad




′(k))− Sf (ρ) , (7.45)
que satisface 0 ≤ Iqspf (ρ) ≤ Ispf (ρ), con Iqspf (ρ) = 0 sii ρ es diagonal en una base
de determinantes de Slater en la misma base de cuasipart́ıculas ([ρ, a†kak] = 0
∀ k). Para estados puros, ρ2 = ρ, Iqspf (ρ) = Sf (ρqsp) coincide con la entroṕıa
generalizada de la matriz densidad de un cuerpo extendida. Notemos también que
las condiciones estacionarias generales (7.36)–(7.37) permanecen completamente
válidas para la presente generalización, con f ′ denotando ahora la derivada de la
función entrópica f .
La ecuación (7.42) permanece también válida para funciones Schur-cóncavas
de ρ [5] entre las que se incluyen, en particular, funciones crecientes de las en-





log[1− (q − 1)Sq(ρ)]
1− q , (7.46)
donde q > 0, q 6= 1. Estas son son simplemente funciones crecientes de las en-
troṕıas de Tsallis Sq(ρ) y se aproximan a la entroṕıa de von Neumann cuando
q → 1. La definición de la pérdida de información se extiende directamente a
estas entroṕıas. El logaritmo en (7.46) implica aditividad, es decir, SRq (ρ⊗ σ) =
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SRq (ρ) + S
R
q (σ), lo que asegura que la adición de un sistema auxiliar no correla-
cionado al sistema original (ρ → ρ ⊗ σ) no tiene efecto alguno en el déficit de





′(k))− SRq (ρ). (7.47)





Mencionamos finalmente que para sistemas fermiónicos podemos considerar
un modo alternativo de adicionar un sistema auxiliar al sistema S, mediante una
expansión del espacio de Hilbert de una part́ıcula H → H ⊕ A. Un estado no
correlacionado del sistema compuesto S+A tendrá entonces la forma ρSρA, donde
ρA y ρB involucran operadores de creación y destrucción de part́ıculas en estados
de H y A respectivamente. Como estamos trabajando dentro del formalismo gran
canónico, tenemos Tr ρSρA = Tr ρS TrρA y por lo tanto S
R




7.2. Pérdida de información en una mezcla de
un estado puro con el estado máximamente
mezclado
Consideremos ahora la mezcla
ρ = w|ψ〉〈ψ|+ 1− w
d
Id, (7.48)
con 0 ≤ w ≤ 1 y d la dimensión del espacio de estados. Tras una medida sin
lectura del modo |k〉 el estado del sistema es




Caṕıtulo 7. Pérdida de información “de un cuerpo” en sistemas de fermiones156
con pk(k̄) = 〈c†kck〉 (〈ckc†k〉) la probabilidad de encontrar al modo k ocupado (vaćıo)
en |ψ〉. Sus autovalores son qk(k̄) = wpk(k̄) + 1−wd y 1−wd de manera que
Sf (ρ








f(qk) + f(qk̄)− f(w + 1−wd )− f(1−wd ) . (7.51)
Mostramos ahora que el mı́nimo de Icf (ρ) sobre todas las bases de H se alcanza
para los operadores {c′k} que diagonalizan la matriz densidad de un cuerpo ρspij =
〈c†jci〉, mientras que el mı́nimo sobre todas las bases de cuasipart́ıculas se alcanza
para aquellos {ak} que diagonalizan la correspondiente matriz densidad extendida
de un cuerpo ρqsp.
Demostración. Llamemos {λk = 〈c′†kc′k〉} al conjunto de autovalores de la matriz
densidad de un cuerpo ρsp, tal que 〈c′†kc′j〉 = λkδkj. Esta distribución mayoriza a
cualquier otra diagonal de la matriz, lo que implica {pk = 〈c†kck〉} ≺ {λk} para los
conjuntos ordenados, y por lo tanto {qk} ≺ {q′k} si q′k = wλk + 1−wd y 0 ≤ w ≤ 1.
Estos resultados implican también que {pk̄ = 1− pk} ≺ {λk̄ = 1− λk}, de donde
se sigue que {qk̄} ≺ {q′k̄} para q′k̄ = wλk̄ + 1−wd . Luego,∑
k






implicando Ispf (ρ) = Minc I
c
f (ρ) = I
c′
f (ρ). Este resultado se sigue también de la
concavidad de f y de la relación qk(k̄) =
∑
k′ |Ukk′|2q′k′(k̄′), con U la matriz unitaria
que diagonaliza a ρsp.
Si se consideran también modos de cuasipart́ıculas notamos que ambos, pk
y pk̄ = 1 − pk, son elementos diagonales de ρqsp, de manera que el conjunto
extendido y ordenado {pk, pk̄} es mayorizado por el conjunto ordenado completo
{fk = 〈a†kak〉, fk̄ = 1−fk} de autovalores de ρqsp (〈a†kal〉 = δklfk, 〈a†ka†l 〉 = 0). Por
lo tanto {qk, qk̄} ≺ {q′k, q′k̄} para q′k(k̄) = wfk(k̄) + 1−wd , y entonces la desigualdad
en (7.52) se satisface, implicando Iqspf (ρ) = I
a
f (ρ). Este resultado también se sigue
de la relación qk =
∑
k′ |Wkk′|2q′k′ entre los elementos de los conjuntos extendidos,
con W la matriz que diagonaliza a ρqsp.
Estos resultados son válidos tanto para la entroṕıa de von Neumann como para
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todas las formas entrópicas generalizadas Sf , y están evidentemente de acuerdo
con las condiciones estacionarias (7.36)–(7.37), pues para el estado (7.48) resultan
proporcionales a las ecuaciones (7.38)–(7.39). También valen si ρ tiene paridad
definida P , esto es, si Id denota el proyector sobre el subespacio de estados con
la misma paridad que |ψ〉, en cuyo caso d→ d/2 en (7.48)–(7.52).
Del argumento previo se desprende también que si |ψ′〉 es un estado cuya
matriz densidad de un cuerpo es mayorizada por aquella correspondiente a |ψ〉,
es decir, si |ψ′〉 tiene mayor entrelazamiento fermiónico que |ψ〉, y ρ′ = w|ψ′〉〈ψ′|+
(1− w)Id/d, entonces ρ′qsp ≺ ρqsp y luego
Iqspf (ρ
′) ≥ Iqspf (ρ) , (7.53)
∀ ω ∈ [0, 1] y ∀ Sf . Esta desigualdad general refleja el entrelazamiento riguro-
samente mayor de |ψ′〉, en el sentido que Sqspf (|ψ′〉) = Sf (ρ′qsp) ≥ Sf (ρqsp) para
todas las entroṕıas Sf si ρ
′qsp ≺ ρqsp, e indica que el valor de Iqspf en la mezcla
(7.48) está en efecto dirigido por el entrelazamiento del estado puro. La misma
relación vale para Ispf if ρ
′sp ≺ ρsp.
Notemos también que Iqspf (ρ) es una función estrictamente creciente de w para
cualquier f cóncava, con Iqspf (ρ) > 0 para cualquier w > 0. De la ecuación (7.51)
se observa que exhibe, para ω pequeo, un incremento inicial cuadrático universal,
dado por
Iqspf (ρ) ≈ w2|f ′′(d−1)|
∑
k
fk(1− fk) , (7.54)
con fk los autovalores de la ρ
qsp determinados por |ψ〉, el cual es proporcional
al entrelazamiento cuadrático de |ψ〉 (7.41). Para Ispf (ρ) podemos simplemente
reemplazar fk por los autovalores λk de ρ
sp. En el caso de la entroṕıa cuadrática
S2, la ecuación (7.54) es por supuesto exacta ∀ w ∈ [0, 1] e independiente de d
(|f ′′(d−1)| = 4).
Los resultados previos son entonces similares a aquellos que se obtienen pa-
ra estados bipartitos con componentes distinguibles [10], donde el papel desem-
peñado por la base que diagonaliza a ρqsp corresponde aqúı a la base de Schmidt
local del estado puro pertinente.
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7.2.1. El caso de 4 modos
Nos enfocamos ahora en el caso especial de un sistema de fermiones con
dim(H) = 4. Como vimos en la sección 5.2.2, el entrelazamiento de formación
puede ser evaluado anaĺıticamente en estados de tales sistemas. Por simplicidad
consideraremos estados mezcla de paridad impar. Un estado puro general será
entonces una combinación lineal de estados de un fermión y estados de tres fer-






i |0〉+ β̄ici|0̄〉), (7.55)
donde |0̄〉 = c†1c†2c†3c†4|0〉 es el estado completamente ocupado y α,β son vectores
complejos de cuatro componentes que satisfacen |α|2 + |β|2 = 1. Recordemos que
los autovalores de la matriz densidad de un cuerpo generalizada ρqsp, para este







donde C(|ψ〉) = 2|β†α| es la medida de correlación de Slater generalizada (5.42).
Este resultado implica que siempre existe una base de cuasipart́ıculas en la cual







1− f+ a†2a†3a†4)|0〉 , (7.57)
con |0〉 el vaćıo de los operadores ai. En términos de C la entroṕıa de entrelaza-









Como mostramos en la sección 5.2.2, para un estado mezcla ρ el techo convexo
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donde C(ρ) es el techo convexo de la concurrencia. Esta cantidad se anula sii ρ
puede escribirse como una combinación convexa de determinantes de Slater en la
misma base de part́ıculas o cuasipart́ıculas.
Consideremos ahora el estado en (7.48) con un estado puro máximamente








4)|0〉, que conduce a f± = 1/2. La concurrencia
fermiónica es entonces C(ρ) = Max[(7w−3)/4, 0] y por lo tanto la ecuación (7.59)
conduce a
Sqsp(ρ) =





La pérdida de información Iqspf (ρ) puede evaluarse fácilmente a partir de (7.51),
pues todos los modos tiene una probabilidad 1/2 de encontrarse ocupados:
Iqspf (ρ) = 4[2f(
3w + 1
8





Figura 7.1: Pérdida de información Iqsp(ρ) y entrelazamiento de formación Sqsp(ρ)
(normalizados a sus valores máximos) para la entroṕıa cuadrática (ĺınea de trazo)
y la entroṕıa de von Neumann (ĺınea sólida) como funciones del parámetro de
mezcla w en el estado (7.48), con n = 4, paridad de número impar, y estado puro
|ψ〉 máximamente entrelazado.
La figura 7.1 muestra esta pérdida de información en el caso de la entroṕıa
de von Neumann (f(p) = −p log2 p) y en el caso de la entroṕıa cuadrática
(f(p) = 2p(1 − p)), junto con el correspondiente entrelazamiento de formación,
Sqsp(ρ) y Sqsp2 (ρ) = 4C
2(ρ), como función del parámetro de mezcla w. Mientras
se observa un valor umbral de w = 3/7 debajo del cual el estado permanece sepa-
rable, Iqspf (ρ) > 0 apenas ρ se aparta del estado máximamente mezclado, como se
observa en (7.54), lo que implica que la pérdida de información detecta correla-
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ciones “no clásicas” más allá del entrelazamiento. Como complemento, vale notar
que mientras Iqsp2 (ρ) es una cota superior a S
qsp
2 (ρ) para los estados considerados
∀ w ∈ (0, 1), este no es estrictamente el caso para las cantidades basadas en la
entroṕıa de von Neumann, dado que Iqsp(ρ) < Sqsp(ρ) para w por debajo (pero
muy cerca) de 1.
7.2.2. Estados de dos fermiones
Asumiremos ahora que |ψ〉 en (7.48) es un estado de dos fermiones. Estos son










donde M es una matriz compleja de n × n que satisface 1
2
TrMM † = 1. Como
mostró Zumino en [122], para cualquier matriz de este tipo existe una matriz
unitaria U tal que U †MŪ = D, donde D es una matriz diagonal por bloques, y









con λk es un número real. Con la correspondiente transformación unitaria c = Ua
de los operadores fermiónicos, podemos entonces escribir el espacio sp como la










La ecuación (7.64) es la descomposición de Slater [89] de |ψ〉, que reconocemos
como la descomposición de Schmidt de un estado de dos fermiones distinguibles
(ver lema 6.1.4). La matriz densidad de un cuerpo asociada es
ρsp = MM † = UDDTU † , (7.65)
de manera que los números λk son sus autovalores (doblemente degenerados),
como es también evidente de (7.64). Aśı, la base de Slater es precisamente aquella
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que diagonaliza a ρsp (la cual coincide en este caso con ρqsp). Obtenemos entonces




que es la suma de las entroṕıas de entrelazamiento de todos los modos de la base
de Slater. Tenemos también
Sspf (|ψ〉) = 2
∑
k
f(λk) + f(1− λk). (7.67)
Considerando ahora la pérdida de información de un cuerpo Iqspf (ρ) = I
sp
f (ρ)
asociada a la mezcla (7.48) de |ψ〉 con el estado máximamente mezclado, como los
operadores ak(A), ak(B) son los operadores fermiónicos que diagonalizan la matriz
densidad de un cuerpo, la medida que minimiza a Ispf (ρ) en el estado (7.48) es
aquella asociada a la base de Slater de |ψ〉 y es entonces una función de los
autovalores λk:












con d = 2n en el ensemble gran canónico, d = 2n−1 en un ensemble de paridad
par y d = n(n−1)
2
en un ensemble canónico. Los presentes resultados son entonces
formalmente similares a aquellos obtenidos en sistemas bipartitos de componentes
distinguibles [10], con la base de Slater reemplazando a la base local de Schmidt.
Caṕıtulo 8
Conclusiones
En primer lugar, se ha extendido el concepto de entroṕıa condicional cuántica
dependiente de la medida en un sistema cuántico bipartito a formas entrópicas
generales. Esta cantidad es una medida del grado de incerteza promedio, tras una
medida local en uno de los componentes, del estado del componente no medido,
y resulta consistente para todas las formas entrópicas consideradas, satisfaciendo
las mismas propiedades básicas que satisface la entroṕıa condicional usual basada
en la entroṕıa de von Neumann (como ser la concavidad, o el estar acotada su-
periormente por la entroṕıa del estado marginal original). Estudiamos además el
problema de optimización asociado a esta cantidad, que determina la medida local
que permite el máximo acceso a correlaciones, y mostramos que: 1) para ciertos
estados t́ıpicos e importantes en información cuántica, existe un medida optimi-
zante universal válida para toda forma entrópica; 2) existe una solución exacta y
anaĺıtica al problema de optimización para la entroṕıa condicional cuadrática en
estados generales de sistemas qudit-qubit (entre todas las medidas locales POVM)
que conduce a un problema generalizado de autovalores; 3) existe también una so-
lución anaĺıtica, aproximada, válida para todas las formas entrópicas, en estados
débilmente correlacionados de sistemas qudit-qubit. Además, se ha demostrado
que la variedad de estados posmedidos en el qudit es siempre un elipsoide, lo
cual provee una simple interpretación geométrica de la solución anaĺıtica hallada.
Esta solución permitió comprender las caracateŕısticas básicas que determinan la
medida minimizante de la discordia en estados no puros t́ıpicos, tales como los
estados reducidos de pares en cadenas de espines en interacción. Los resultados
derivados de este trabajo fueron también verificados experimentalmente en esta-
dos mezcla de dos qubits generados a partir de pares de fotones correlacionados
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Caṕıtulo 8. Conclusiones 163
en estados idénticos de polarización, permitiendo la determinación experimental
de la discordia cuántica y el déficit de información a partir de medidas de pureza.
Las investigaciones descritas dan lugar a nuevos interrogantes acerca de, por
ejemplo, la existencia de soluciones análiticas al problema de optimización en sis-
temas con mayor dimensión, y también de la forma del conjunto de estados locales
posmedidos en estos sistemas, incluyendo la posibilidad de derivar testigos de en-
trelazamiento, cuanticidad de correlaciones, e incluso ĺımites que caractericen las
máximas correlaciones accesibles en mecánica cuántica, a partir del estudio de
dicho conjunto. Actualmente se están investigando estas temáticas.
En la segunda parte introducimos una medida entrópica de entrelazamiento
de modos en sistemas de fermiones a partir de una definición consistente de la
medida de la ocupación de un modo del espacio de Hilbert de una part́ıcula.
Mostramos luego que la minimización de esta cantidad sobre todas las bases de
dicho espacio resulta en una medida de entrelazamiento entre part́ıculas, que de-
pende solo de los autovalores de la matriz densidad de un cuerpo del sistema.
La extensión de esta cantidad a modos de cuasipart́ıculas es directa, siendo aśı
la entroṕıa de entrelazamiento una función de los autovalores de la matriz den-
sidad de un cuerpo extendida. Se conectan aśı, por primera vez, las nociones de
entrelazamiento de modos y entrelazamiento de part́ıculas en estos sistemas. La
medida introducida se extendió luego a estados no puros, lográndose la evaluación
anaĺıtica de la extensión fermiónica de la concurrencia a estados generales en un
espacio de una part́ıcula con dimensión 4. Esto permite la evaluación anaĺıtica del
entrelazamiento de formación en estos estados, constituyendo una notable exten-
sión al conocido caso soluble de dos qubits. Nótese, sin embargo, que la dimensión
del espacio de estados en el caso fermiónico es mayor que en el caso dos qubits.
Mostramos asimismo que esta entroṕıa de entrelazamiento, en el caso en que el
espacio de Hilbert de una part́ıcula tiene dimensión 4, efectivamente cuantifica el
entrelazamiento entre dos qubits distinguibles, el cual puede extraerse realizan-
do las medidas de los observables adecuados; este entrelazamiento entre qubits
distinguibles corresponde a una partición particular del espacio de Hilbert de
una part́ıcula, y proporciona una cota inferior al entrelazamiento entre modos en
cualquier bipartición. Se examinó también la implementación fermiónica de algu-
nos protocolos de información cuántica, notando que a pesar de las limitaciones
impuestas por la conservación de la paridad de número es posible la realización
eficiente de ciertas tareas, e incluso introducir dos tipos de qubits (uno por cada
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paridad) que pueden coexistir en la misma colección de modos fermiónicos, pre-
servando la paridad global. Además mostramos que los circuitos clásicos pueden
ser inmediatamente reproducidos mediante modos fermiónicos.
Finalmente, derivamos una medida de cuanticidad de las correlaciones en sis-
temas fermiónicos análoga a una discordia cuántica, o déficit de información,
que puede ser no nula aún en estados sin entrelazamiento y que se reduce a
la entroṕıa de entrelazamiento introducida previamente para estados puros, en
completa analoǵıa con su contraparte definida para estados de sistemas con com-
ponentes distinguibles. Esta medida está referida a observables de un cuerpo, lo
cual implica una baja complejidad en su evaluación. Se logró aśı su determinación
anaĺıtica en ciertos estados t́ıpicos de interés.
A partir de estos resultados existen varias extensiones y aplicaciones que están
siendo investigadas, tales como el estudio del comportamiento de las medidas
introducidas en sistemas superconductores y otros sistemas fermiónicos fuerte-
mente interactuantes, y también la extensión a medidas basadas en la ocupación
multimodal. Además, el reciente desarrollo de tecnoloǵıas cuánticas basadas en
“electron quantum optics” [115? ] incrementa el interés por estos resultados, es
decir, por una definición precisa de entrelazamiento y correlaciones cuánticas en
sistemas fermiónicos.
Apéndice A
A.1. Entroṕıa condicional generalizada
Para dos variables aleatorias clásicas A,B descritas por una distribución de
probabilidad conjunta pij = p(A = i, B = j), podemos definir la entroṕıa condi-








donde pj = p(B = j) =
∑
i pij. Esta cantidad mide la incerteza promedio acerca
de A si B es conocido. Debido a la concavidad, esta satisface Sf (A|B) ≤ Sf (A) =∑
i f(qi) (con qi = p(A = i) =
∑
j pij) ∀ Sf . La diferencia
If (A|B) = Sf (A)− Sf (A|B) ,
es entonces no negativa, anulándose solo si pij/pj = pi ∀ i, j con pj > 0, es decir,
solo si A y B son independientes. Esta representa la reducción en la incerteza (o
“ganancia de información” generalizada) acerca deA inducida por el conocimiento
obtenido sobre B.
En el caso de la entroṕıa de Shannon f(p) = −p loga p, (A.1) resulta S(A|B) =
S(A,B)−S(B), donde S(A,B) = −∑i,j pij loga pij, S(B) = −∑j pj loga pj, pero
tal relación no vale para una Sf general. Por lo tanto, mientras en el caso clásico
de la entroṕıa de Shannon I(A|B) = S(A) + S(B)− S(A,B) = I(B|A) es la in-
formación mutua, para una Sf arbitraria, If (A|B) diferirá en general de If (B|A).
Generalizaciones de la entroṕıa condicional de Shannon basadas en entroṕıas de
Renyi han sido recientemente discutidas en [130] (y versiones cuánticas en [131]),




A.2. Relación con el entrelazamiento de forma-
ción
Esbocemos la prueba de la identidad (2.17) [33, 133, 134]. Comenzando por





qk |k̃AC〉|k̃B〉 , (A.2)
el estado de AC tras la medida en B basada en los operadores (2.11) con resultado






Por lo tanto, ρA/Πj es el estado reducido ρ
j
A de A en |jAC〉 y Sf (A|B{Πj}) =∑
j pjSf (ρ
j
A) coincide con el entrelazamiento promedio de la descomposición ρAC =∑
j pjρAC/Πj , donde ρAC/Πj = |jAC〉〈jAC |. Rećıprocamente, la ecuación (A.2) im-
plica que los estados |jAC〉 en cualquier descomposición ρAC =
∑
j pj|jAC〉〈jAC |








donde U es una matriz de m × n con columnas ortonormales (∑j U∗jkUjk′ =
δkk′) y m ≥ n. Una comparación con (A.3) indica que podemos identificar tal
descomposición con aquella correspondiente a una medida local en B basada en






de manera que Ujk =
√
rj〈jB|k̃B〉. Los consiguientes operadores ΠBj = rj|jB〉〈jB|









k |k̃B〉〈k̃B| = IB (asumiendo n = dB).
Apéndice B
B.1. Apéndice: Vaćıo de cuasipart́ıculas
De acuerdo con el teorema de Thouless [112] el vaćıo |0a〉 de los operadores
de cuasipart́ıculas (5.18) está dado, si DetU 6= 0, por [102]














j + . . .]|0〉 , (B.1)
donde γ =
√
|DetU | y T = −U−1V es una matriz antisimétrica, con |0〉 el vaćıo
de los operadores cj. La ecuación (B.1) puede verificarse directamente aplicando
aν a (B.1) (si DetU = 0, |0a〉 puede obtenerse aplicando operadores de creación
adicionales c†j a (B.1)).
Si |Ψ〉 = |0a〉, entonces fν = 〈0a|a†νaν |0a〉 = 0 ∀ ν, lo que implica Sqsp = 0.
Sin embargo, es fácil ver que
ρsp = 1− 〈0a|cc†|0a〉 = V V † , (B.2)
lo que implica Ssp > 0 si V 6= 0. Los autovalores pk de ρsp son los cuadrados
de los valores singulares de V . El estado |Ψ〉 resulta, por lo tanto, entrelazado a
nivel de part́ıculas, reflejando que no puede escribirse como un determinante de
Slater en términos de operadores de la forma (5.13).
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Apéndice C
C.1. Entrelazamiento entre particiones del es-
pacio de estados de una part́ıcula
Consideremos un sistema fermiónico con espacio sp H de dimensión n, y una
partición (m,n − m) de H en dos subespacios complementarios HA y HB, el
primero generado por m estados ortogonales de una base dada de H y el segundo
por los restantes n −m estados. Cualquier determinante de Slater en esta base









nj)|0〉 ≡ |µν〉 (C.1)
donde ni(j) = 0, 1 es el número de ocupación del nivel i (j) y µ = {ni, i ∈
HA}, ν = {nj, j ∈ HB} indica el conjunto de estos nuḿeros. El conjunto completo
de estados |µν〉, con µ = 1, . . . , 2m, ν = 1 . . . , 2n−m, forma una base ortonormal
del espacio de Fock completo del sistema fermiónico de dimensión 2n.





donde la suma se restringe a los estados |µν〉 de la misma paridad de número |ψ〉
(| + +〉 o | − −〉 para |ψ〉 de paridad par). Tras una descomposición en valores
singulares C = UDV † de la matriz C, con Dkl = σkδkl una matriz “diagonal” de
2m × 2n−m y U, V matrices ortonormales de 2m × 2m y 2n−m × 2n−m, podemos











νk|µν〉 estados ortonormales. Esta es la descomposición de
Schmidt asociada a esta partición. Por supuesto, U y V están también bloqueadas,
de manera que todos los estados |kAkB〉 tienen la misma paridad que |ψ〉.
La entroṕıa de entrelazamiento asociada a la partición previa es entonces
E12 = S(ρA) = S(ρB) = −
∑
k
λk log2 λk (C.4)
con λk = σ
2
k los autovalores de CC















son los estados reducidos de los subespacios HA y HB, de manera que cualquier
observable OA(B) conteniendo un número par de operadores c
†
i , ci con i pertene-
ciendo solo a HA(B) puede obtenerse como
〈OA(B)〉 = TrρA(B)OA(B)
Un determinante de Slater en una dada base del espacio sp es entonces un estado
completamente separable, en el mismo sentido que EAB = 0 para una bipartición
(m,n−m) de H en esta base. Por otra parte, si un estado no es un determinante
de Slater entonces no existe base en la que sea completamente separable. Notar
que ρAB conmuta con el operador de paridad, pero tendrá en general autoestados
con las dos paridades.




















pi. La expresión en (C.7) es la
descomposición de Schmidt de |ψ〉 pues los estados |ψ0〉 y |ψ1〉 tienen paridad de
número opuesta, y son por lo tanto necesariamente ortogonales.
Consideremos ahora el entrelazamiento de estados mezcla. Si se realiza una
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partición deHB en dos subespaciosHB1 yHB2, podemos definir el entrelazamien-














α pα = 1, ρ
α
B1
el estado reducido de B1 en el estado |α〉, y |α〉 estados
normalizados de muchos fermiones en HB, con la restricción (pues [ρB, PB] = 0)
de que todos los estados |α〉 tengan paridad de número definida. Esto implica
que EB1B2(ρB) será el promedio de los entrelazamientos de formación para cada









En particular, si HA es un solo modo la ecuación (C.7) conduce a
ρB = p0|ψ0〉〈ψ0|+ p1|ψ1〉〈ψ1|, (C.9)
con |ψ0〉 y |ψ1〉 de diferente paridad. Por lo tanto, en este caso la descomposición








donde S(B1|A) denota la entroṕıa condicional del subsistema B1 tras una medida
del modo A en la mezcla ρAB1 , en acuerdo con el resultado general de [33].
Vale remarcar que un estado mezcla fermiónico ρA definido sobre un espacio
sp HA (y que conmuta con P ) puede purificarse en diferentes formas, pero en
particular mediante la adición de un espacio sp complementario HB, como resulta
evidente de la discusión previa. En un contexto gran canónico si ρA es, digamos, de
rango 2n, con 2n/2 autoestados de cada paridad, es suficiente añadir n estados sp
ortogonales que generen un espacio HB ortogonal, formando entonces un estado
puro como (C.1), el cual deberá tener paridad definida.
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