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Abstract
Instead of ﬁnding a small parameter for solving nonlinear problems through perturbation method, a new analytical method called
He’s variational iteration method (VIM) is introduced to be applied to solve nonlinear Jaulent–Miodek, coupled KdV and coupled
MKdV equations in this article. In this method, general Lagrange multipliers are introduced to construct correction functionals for
the problems. The multipliers can be identiﬁed optimally via the variational theory. The results are compared with exact solutions.
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1. Introduction
Most of scientiﬁc problems and phenomena occur nonlinearly. Except a limited number of these problems, most of
them do not have precise analytical solutions so that they have to be solved using other methods.
Many different newmethods have recently presented some techniques to eliminate the small parameter; for example,
the homotopy analysis method [18], the variational iteration method (VIM) [1,5,6,15,8] and the Adomian’s decom-
position method (ADM) [2,21], homotopy perturbation method [4,7,9–12], and others [14,13]. In this article, VIM is
used to solve nonlinear equations of Jaulent–Miodek, KdV and MKdV for the ﬁrst time.
2. The applications of VIM method
In order to assess the accuracy of VIM for solving nonlinear equations and to compare it with ADM , we consider
the following procedure:
2.1. The description of variational iteration method [5,6,15,8,14,13]
To clarify the basic ideas of He’s variational iteration method, we consider the following differential equation:
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Lu + Nu = g(t), (1)
were L is a linear operator, N a nonlinear operator and g(t) a heterogeneous term.
According to VIM, we can write down a correction functional as follows:
un+1(t) = un(t) +
∫ t
0
(Lun() + Nu˜n() − g()) d, (2)
where  is a general Lagrangian multiplier which can be identiﬁed optimally via the variational theory.
2.2. Case study 1
Jaulent–Miodek equations [17]
ut + uxxx + 32vvxxx + 92vxvxx − 6uux − 6uvvx − 32uxv2 = 0,
vt + vxxx − 6uxv − 6uvx − 152 vxv2 = 0, (3)
with the initial conditions of u(x, 0) = g1(x), v(x, 0) = g2(x),
First, we brieﬂy review the mathematical model of this method and then apply it to solve nonlinear Jaulent–Miodek
equation system.
Also after checking the equation results in boundary points and calculating the errors, the results are compared with
those of Adomian’s solution.
We ﬁrst consider the application of VIM to JM equation with the initial conditions of:
u(x, 0) = c2
2
+ 2c2 sech2(kx), v(x, 0) = 2k sech(kx). (4)
Its correction variational functional in x and t can be expressed, respectively, as follows:
un+1(x, t) = un(x, t) +
∫ t
0
1()
{
u˙n + u′′′n +
3
2
vnv
′′′
n +
9
2
v′nv′′n − 6unu′n − 6unvnv′n −
3
2
u′nv2n
}
d, (5)
vn+1(x, t) = vn(x, t) +
∫ t
0
2()
{
v˙n + v′′′n − 6u′nvn − 6unv′n −
15
2
v′nv2n
}
d, (6)
where prime indicates a differential with respect to x and dot denotes a differential with respect to t, 1 and 2 are
general Lagrangian multipliers.
After some calculations, we obtain the following stationary conditions:
′1() = 0, (7a)
1 + 1()|=t = 0, (7b)
′2() = 0, (8a)
1 + 2()|=t = 0. (8b)
Eqs. (7a) and (8a) are called Lagrange–Euler equations, and Eqs. (7b) and (8b) are natural boundary conditions.
The Lagrange multipliers can therefore, be identiﬁed as 1 =2 =−1and the variational iteration formula is obtained
in the form of:
un+1(x, t) = un(x, t) −
∫ t
0
{
u˙n + u′′′n +
3
2
vnv
′′′
n +
9
2
v′nv′′n − 6unu′n − 6unvnv′n −
3
2
u′nv2n
}
d, (9)
vn+1(x, t) = vn(x, t) −
∫ t
0
{
v˙n + v′′′n − 6u′nvn − 6unv′n −
15
2
v′nv2n
}
d. (10)
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We start with the initial approximation of u(x, 0) and v(x, 0) given by Eq. (4). Using the above iteration formulas
(9) and (10), we can directly obtain the other components as follows:
u0(x, t) = 12c2 + 2c2 sech2(kx), (11)
v0(x, t) = 2k sech(kx), (12)
u1(x, t) = 12 cosh11(kx)
(
− 2246400t3k11 sinh(kx) cosh2(kx) + 1866240t3k11 sinh(kx)
+ 2239488t3k7c22 sinh(kx) + 3919104t3k9c2 sinh(kx) + 1886624t3k5c2 sinh(kx)
+ 8c2k3t sinh(kx) cosh8(kx) − 240c2k3t sinh(kx) cosh6(kx) − 11124t2k6c2 cosh7(kx)
+ 61752t2k6c2 cosh5(kx) − 55728t2k6c2 cosh3(kx) + 608496t3k11 sinh(kx) cosh4(kx)
− 144k5t sinh(kx) cosh6(kx) + 48k5t sinh(kx) cosh8(kx) + 5904t2c22k4 cosh5(kx)
− 10368t2c22k4 cosh3(kx) − 9392t3k11 sinh(kx) cosh6(kx) − 168t2k6c2 cosh9(kx)
− 24c22kt sinh(kx) cosh8(kx) − 96c22kt sinh(kx) cosh6(kx) − 104t3c2k9 sinh(kx) cosh8(kx)
+ 20608t3c2k9 sinh(kx) cosh6(kx) + 994544t3c2k9 sinh(kx) cosh4(kx) − 4411008t3c2k9
× sinh(kx) cosh2(kx) − 14184t2k8 cosh7(kx) + 56520t2k8 cosh5(kx) + 45360t2k8 cosh3(kx)
+ 48t2k8 cosh9(kx) − 72t3c32k5 sinh(kx) cosh8(kx) − 3744t3c32k5 sinh(kx) cosh6(kx)
− 42480t3c32k5 sinh(kx) cosh4(kx) − 79488t3c32k5 sinh(kx) cosh2(kx) + c2 cosh11(kx)
+ 4c2 cosh9(kx) + 16t3k11 sinh(kx) cosh8(kx) + 72t2c22k4 cosh9(kx) + 2052t2c22k4 cosh7(kx)
+ 346128t3c22k7 sinh(kx) cosh4(kx) − 2244096t3c22k7 sinh(kx) cosh2(kx) + 192t3c22k7 sinh(kx)
×cosh8(kx) + 23952t3c22k7 sinh(kx) cosh6(kx)
)
, (13)
v1(x, t) = 2k sech(kx) + 12k4 sech(kx) tanh3(kx)t − 10k4 sech(kx) tanh(kx)t
− 72c2 sech3(kx) tanh(kx)k2t − 6c2k2 sech(kx) tanh(kx)t
− 60k4 sech3(kx) tanh(kx)t , (14)
u2(x, t) = u1(x, t) −
∫ t
0
{
u˙1 + u′′′1 +
3
2
v1v
′′′
1 +
9
2
v′1v′′1 − 6u1u′1 − 6u1v1v′1 −
3
2
u′1v21
}
d, (15)
v2(x, t) = v1(x, t) −
∫ t
0
{
v˙1 + v′′′1 − 6u′1v1 − 6u1v′1 −
15
2
v′1v21
}
d. (16)
In the same manner the rest of the components of the iteration formula can be obtained. In order to compare the
results of different initial conditions, we consider another initial condition which is of the JM equation as
u(x, 0) = s − b0k sech(kx)
2
− 3c2 sech
2(kx)
4
, v(x, 0) = b0 + k sech(kx), (17)
where s = 14 (c2 − b20) and b0, c2, k being arbitrary constants.
Rewriting JM equation system (1) for the initial conditions (17) in an operator form as (3) then using (5) and (6),
one can now construct the terms of the decomposition series. Some of the terms of the series are as follows (Fig. 1):
u0 = s − b0k sech(kx)2 −
3c2 sech2(kx)
4
, (18)
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Fig. 1. For the solitary wave solution with the ﬁrst initial conditions (4) of Eq. (1), VIM results for u(x, t) and v(x, t) are, respectively (a) and (c),
and ADM results for u(x, t) and v(x, t) are, respectively (b) and (d), when c2 = 0.01 and k = √c2.
v0 = b0 + k sech(kx), (19)
v1(x, t) = b0 + k sech(kx) + 6k4 sech(kx) tanh3(kx)t − 5k4 sech(kx) tanh(kx)t
− 3k2 sech(kx) tanh(kx)tb20_9k3 sech2(kx) tanh(kx)tb0
+ 36k sech2(kx) tanh(kx)tc2b0 + 54k2 sech3(kx) tanh(kx)tc2
− 32k2 sech(kx) tanh(kx)tc2 − 152 k4 sech3(kx) tanh(kx)t . (20)
For the sake of brevity, we can obtain the other mathematical details via general form of functions (Figs. 2
and 3):
u1(x, t) = u0(x, t) −
∫ t
0
{
u˙0 + u′′′0 +
3
2
v0v
′′′
0 +
9
2
v′0v′′0 − 6u0u′0 − 6u0v0v′0 −
3
2
u′0v20
}
d, (21)
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Fig. 2. For the solitary wave solution with the second initial conditions (17) of Eq. (1), VIM results for u(x, t) and v(x, t) are, respectively (a) and
(c), and ADM results for u(x, t) and v(x, t) are, respectively (b) and (d), when c2 = 0.01 and k = √c2.
v2(x, t) = v1(x, t) −
∫ t
0
{
v˙1 + v′′′1 − 6u′1v1 − 6u1v′1 −
15
2
v′1v21
}
d, (22)
u2(x, t) = u1(x, t) −
∫ t
0
{
u˙1 + u′′′1 +
3
2
v1v
′′′
1 +
9
2
v′1v′′1 − 6u1u′1 − 6u1v1v′1 −
3
2
u′1v21
}
d. (23)
2.3. Case study 2
Hirota–Satsuma system [3]
ut = −uxxx − 6uux + 6vvx, vt = vxxx − 3uvx . (24)
Considering the application of VIM to the Hirota–Satsuma system (24) with the initial conditions of
u(x, 0) = 2k2 sech2(kx), v(x, 0) = c tanh(kx), (25)
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Fig. 3. The comparison of the results of the two methods for u(x, t) and v(x, t) for the ﬁrst and second initial condition, at t = 0.5.
where k, c and c = 0 are arbitrary constants. Its correction variational functional in x and t can, respectively be expressed
as follows:
un+1(x, t) = un(x, t) +
∫ t
0
1(){u˙ + u′′′ + 6uu′ − 6vv′} d, (26)
vn+1(x, t) = vn(x, t) +
∫ t
0
2(){v˙ − v′′′ + 3uv′} d. (27)
The Lagrange multipliers can be identiﬁed as 1 = 2 = −1 and the following variational iteration formula can be
obtained by
un+1(x, t) = un(x, t) −
∫ t
0
{u˙ + u′′′ + 6uu′ − 6vv′} d, (28)
vn+1(x, t) = vn(x, t) −
∫ t
0
{v˙ − v′′′ + 3uv′} d. (29)
We start with the initial approximation of u(x, 0) and v(x, 0) given by Eq. (25). Using the iteration formulae (28)
and (29), we can directly obtain the other components as follows:
u0(x, t) = 2k2 sech2(kx), (30)
v0(x, t) = c tanh(kx), (31)
u1(x, t) = 1
cosh(9kx) + 9 cosh(7kx) + 36 cosh(5kx) + 84 cosh(3kx) + 126 cosh(kx)
×
⎛
⎜⎜⎜⎜⎜⎜⎝
120ktc2 sinh(5kx) + 120k sinh(kx)tc2 + 2208k4c2 t2 cosh(5kx) + 24ktc2 sinh(7kx)
+216ktc2 sinh(3kx) − 260096k72c2 sinh(kx)t3 + 8k2 cosh(7kx) + 56k2 cosh(5kx)
+168k2 cosh(3kx) + 280k2 cosh(kx) − 1024k72c2t3 sinh(5kx) + 33792k72c2t3
× sinh(3kx) − 96k4c2t2 cosh(7kx) + 864k4c2t2 cosh(3kx) − 9120k4c2t2 cosh(kx)
+320 sinh(kx)k5t+64k5t sinh(7kx) + 320tk5 sinh(5kx) + 576tk5 sinh(3kx)
⎞
⎟⎟⎟⎟⎟⎟⎠
,
(32)
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v1(x, t) = c tanh(kx) − 2ack3t + 8actk3 tanh2(kx) − 6actk3 tanh4(kx) − 6ak3 sech2(kx)ct . (33)
For the sake of brevity, we can obtain the other mathematical details via below general form of functions:
u2(x, t) = u1(x, t) −
∫ t
0
{u˙1 + u′′′1 + 6u1u′1 − 6v1v′1} d, (34)
v2(x, t) = v1(x, t) −
∫ t
0
{v˙1 − v′′′1 + 3u1v′1} d. (35)
In the same manner the rest of the components of the iteration formula can be obtained (Figs. 4 and 5).
Fig. 4. For the solitary wave solution with the ﬁrst initial conditions (25) of Eq. (24), VIM results for u(x, t) and v(x, t) are, respectively (a) and (c),
and ADM results for u(x, t) and v(x, t) are, respectively (b) and (d), when a = 1.5, c = 0.1 and k = 0.1.
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Fig. 5. The comparison of the results of the two methods for u(x, t) and v(x, t), at t = 0.5.
2.4. Case study 3
Coupled MKdV equations
ut = 12uxxx − 3u2ux + 32vxx + 3(uv)x − 3ux ,
vt = −vxxx − 3vvx − 3uxvx + 3u2vx + 3vx . (36)
Considering the application of the VIM to the coupled MKdV equations (36) with the initial conditions:
u(x, 0) = b1
2k
+ k tanh[kx], v(x, 0) = 
2
(
1 + k
b1
)
+ b1 tanh[kx], (37)
where k, b1 = 0, and  are arbitrary constants.
Its correction variational functional in x and t can be expressed, respectively, as follows:
un+1(x, t) = un(x, t) +
∫ t
0
1()
{
u˙ − 1
2
u′′′ + 3u2u′ − 3
2
v′′ − 3(uv)′ + 3u′
}
d, (38)
vn+1(x, t) = vn(x, t) +
∫ t
0
2(){v˙ + v′′′ + 3vv′ + 3u′v′ − 3u2v′ − 3v′} d. (39)
The Lagrange multipliers can be identiﬁed as 1 = 2 = −1 and the variational iteration formula is obtained in the
form of
un+1(x, t) = un(x, t) −
∫ t
0
{
u˙ − 1
2
u′′′ + 3u2u′ − 3
2
v′′ − 3(uv)′ + 3u′
}
d, (40)
vn+1(x, t) = vn(x, t) −
∫ t
0
{v˙ + v′′′ + 3vv′ + 3u′v′ − 3u2v′ − 3v′} d. (41)
We start with an initial approximation u(x, 0) and v(x, 0) given by Eq. (37), by the above iteration formulae (40)
and (41). We can obtain directly the other components as follows:
u0(x, t) = b12k + k tanh(kx), (42)
v0(x, t) = 2
(
1 + k
b1
)
+ b1 tanh(kx), (43)
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Fig. 6. For the solitary wave solution with the initial conditions (37) of Eq. (36), VIM results for u(x, t) and v(x, t) are, respectively (a) and (c), and
ADM results for u(x, t) and v(x, t) are, respectively (b) and (d), when  = 1.5, b1 = 0.1 and k = 0.1.
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Fig. 7. The comparison of the results of the two methods for u(x, t) and v(x, t), at t = 0.5.
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v1(x, t) = 14b1k
(2kb1 + 2k2 + 4b21 tan k(kx)k − 4b21k4t + 4b21k4t tanh2(kx) + 6k2tb21
−6k2tb21 tanh2(kx) − 6k3tb1 + 6k3t tanh2(kx)b1 + 3b41t − 3b41t tanh2(kx)
)
, (44)
u1(x, t) = 1
b1k
(
0.750tkb31 − 1.125b51 tanh(kx)t2 + 1.125b51 tanh3(kx)t2
+1.500b31 tanh(kx)t2k4 − 1.500b31 tanh3(kx)t2k4 − k5tb1
)
. (45)
For the sake of brevity, we can obtain the other mathematical details via general form of functions:
u2(x, t) = u1(x, t) −
∫ t
0
{
u˙1 − 12u
′′′
1 + 3u21u′1 −
3
2
v′′1 − 3(u1v1)′ + 3u′1
}
d, (46)
v2(x, t) = v1(x, t) −
∫ t
0
{v˙1 + v′′′1 + 3v1v′1 + 3u′1v′1 − 3u21v′1 − 3v′1} d. (47)
In the same manner the rest of the components of the iteration formula can be obtained (Figs. 6 and 7).
3. Conclusions
In this paper, He’s variational iteration method has been successfully applied to ﬁnd the solution of nonlinear JM,
KdV andMKdV equations.All the examples show that the results of the present method are in excellent agreement with
those of ADM and the obtained solutions are shown graphically. In our work, we use the Maple Package to calculate
the functions obtained from the variational iteration method. Some of the advantages ofVIM are that the initial solution
can be freely chosen with some unknown parameters and that we can easily achieve the unknown parameters in the
initial solution.An interesting point aboutVIM is that with the fewest number of iterations or even in some cases, once,
it can converge to correct results.
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