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a b s t r a c t
We study theminsum hypersphere problem in finite dimensional real Banach spaces: given
a finite set D of (positively weighted) points in an n-dimensional normed space (n ≥ 2),
find aminsum hypersphere, i.e., a homothet of the unit sphere of this space that minimizes
the sum of (weighted) distances between the hypersphere and the points ofD .
We show existence results of the following type: there are situations where minsum
hyperspheres do not exist, no point-shaped hypersphere can be optimal, and for any norm
there exists a set of pointsD such that a hyperplane is better than any proper hypersphere.
We also prove that the intersection of aminsumhypersphere S and conv(D) is non-empty,
that D ⊆ conv(S) implies |S ∩ conv(D)| ≥ 2, and that |S ∩ conv(D)| < ∞ implies
S ∩ conv(D) ⊆ D . A certain halving criterion regarding the sums of weights inside and
outside of S is verified, and various further results are obtained for large classes of norms,
like strictly convex, smooth, and polyhedral norms.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The so-called minsum hyperplane problem asks for hyperplanes whose sum of (weighted) distances to m given points
(with positive weights) in an n-dimensional real Banach space is minimal; see [35,19,20]. This natural problem has various
applications, namely in linear approximation theory (cf. [32,31,37]), operations research (in particular, location science;
see [18,30,2]), robust statistics (cf. [26,33]), computational geometry (see [12,14,19,20]), and even in the theory of finite
dimensional real Banach spaces (cf., e.g., [21]).
One can get further related problems by modifying the geometric configuration under consideration. For example,
it is natural to leave the given set of m (weighted) points as it is, but to replace the sought hyperplanes by sought
hyperspheres whose radii and centers are variable. This yields the minsum hypersphere problem, asking for hyperspheres
of an n-dimensional normed space whose sum of (weighted) distances tom given points (with positive weights) is minimal.
This problem was already investigated for the Euclidean subcase in [7,4,28], and for normed planes in [3] (we also refer
to [16] for a generalization of the Euclidean problem, by using two norms).
Extending the results from [3] to higher dimensions, this paper presents a natural generalization of these investigations.
More precisely, in Section 4 we derive existence results of the following type: no degenerate hypersphere of radius 0 can
be a minsum hypersphere, and for any norm one can find point sets D for which a hyperplane is better than any proper
hypersphere. In Section 5 we prove several incidence properties, such as: for any minsum hypersphere S and any norm
we have S ∩ conv(D) ≠ ∅, and the implications D ⊆ conv(S) H⇒ |S ∩ conv(D)| ≥ 2, and |S ∩ conv(D)| < ∞ H⇒
S ∩ conv(D) ⊆ D hold. Similar to known properties of minsum hyperplanes, minsum hyperspheres also satisfy a certain
halving criterion regarding the sum of weights of given points inside and outside of S. Throughout these sections we also
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clarify the role that degenerate cases (like hyperplanes or points instead of hyperspheres) may play in this framework; see
Lemmas 12 and 13. Repeatedly we also demonstrate that special classes of norms (such as polyhedral, smooth or strictly
convex ones) play an essential role in our investigations; cf. Lemma 14, and Theorems 15–17. Since the existence of minsum
hyperspheres is, in general, not guaranteed, we also introduce and study a restricted minsum hypersphere problem (see
(7)). In Section 6 we lay special emphasize on polyhedral norms. And the final Section 7 refers to possible further research
problems.
We start by introducing some notation. LetMn = (Rn, ∥ · ∥), n ≥ 2, denote a normed space (often also called aMinkowski
space), i.e., an n-dimensional real Banach space (see [38,23,22]) with norm ∥ · ∥ and origin O. For points/vectors from Rn we
write capital letters, and we use conv, int, and bd for convex hull, interior, and boundary, respectively. The unit sphere of Mn
is denoted by S(O, 1) = {Y ∈ Rn : ∥Y∥ = 1}. It is the boundary of a compact, convex set
B := {Y ∈ Rn: ∥Y∥ ≤ 1} (1)
centered at the origin O which is an interior point of B. Thus, B is a convex body centered at O and called the unit ball ofMn.
Due to Minkowski [25], the mapping
γB:Rn → R, X → γB(X) = inf{λ > 0: X ∈ λB} (2)
satisfies that γB(x) = ∥x∥ for all x ∈ Rn; hence a norm is uniquely determined by its unit ball. Note that ∥Y∥ < 1 if and only
if Y ∈ intB, and ∥Y∥ = 1 if and only if Y ∈ bdB = S(O, 1). Any homothetical copy of S(O, 1), i.e., any set of the form
S(X, r) := {Y ∈ Rn: ∥X − Y∥ = r}
with r > 0 and X ∈ Rn, is said to be a hypersphere of Mn. Wewrite G for the set of all hyperspheres of Mn. In the case of r = 0
or r →∞we call the resulting sets S(X, r) (whichmay, e.g., be points or hyperplanes) degenerate hyperspheres. Degenerate
hyperspheres are not contained in G. The distance between a hypersphere S(X, r) and a point A ∈ Rn is given by
d(S, A) := inf{∥A− Y∥: Y ∈ S},
and we call it the point–hypersphere distance.
With Y ≠ O, the set
HY ,b := {X ∈ Rn: Y tX = b}, Y ∈ Rn, b ∈ R,
is a hyperplane in Rn. Analogously to the point–hypersphere distance, we define the distance between a hyperplane H and
a point A by d(H, A) := inf{∥Y − A∥: Y ∈ H}.
We are now in the position to define the minsum hypersphere problem: given an arbitrary finite set
D := {A1, . . . , AM} ⊂ Rn
ofM points with positive weightswm > 0 associated to each point Am ∈ D , theminsum hypersphere problemmay be stated
in the following way:
min
S∈G f (S), (3)
where for any subset S ⊆ Rn
f (S) :=
M
m=1
wmd(S, Am) (4)
is called the objective value of S. Note that f may also be applied to degenerate hyperspheres, such as points or hyperplanes.
If S(X, r) ∈ G is an optimal solution to the minsum hypersphere problem, we will call it aminsum hypersphere.
Sometimes we assume that the points of D are in general position; that is, we assume that no n + 1 of the points in D
lie in a hyperplane. In cases where we assume general position of the points in D we implicitly assume M ≥ n + 1. It is
convenient to distinguish between points ‘‘outside’’, ‘‘on’’, and ‘‘inside’’ a hypersphere S := S(X, r), i.e., we define
J+(S) = {A ∈ Rn: ∥A− X∥ > r},
J−(S) = {A ∈ Rn: ∥A− X∥ < r}.
Given two distinct points A1, A2 ∈ Rn, we denote by [A1, A2] the closed line segment from A1 to A2, by ]A1, A2[ the open line
segment from A1 to A2, by [A1, A2⟩ the raywith starting point A1 passing through A2, and by ⟨A1, A2⟩ the straight line through
A1 and A2.
2. Smooth, strictly convex, and polyhedral norms
We start with some definitions about different types of norms. A norm ∥ · ∥ (or a unit ball B) is called smooth if for any
Y ∈ bdB there is exactly one supporting hyperplane of B passing through Y ; see, e.g., [29,10]. On the other hand, ∥·∥ (or B) is
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called strictly convex if bdB contains no proper line segment; see [10]. And we should also mention that a norm ∥ · ∥ is called
a polyhedral norm (or block norm; see [39,40]) if B is the convex hull of finitely many points, i.e., if B is an n-dimensional
convex polytope. Of course, there exist also norms not belonging to any of these classes. We repeat some known properties
of norms.
Theorem 1 ([17,23]). A norm ∥ · ∥ on R2 is smooth if and only if for any three non-collinear points A1, A2, A3 there exists at least
one point X ∈ R2 such that
∥A1 − X∥ = ∥A2 − X∥ = ∥A3 − X∥.
One of these implications extends to higher dimensions.
Theorem 2 ([9]). If ∥ · ∥ is a smooth norm on Rn, then for any n + 1 points A1, . . . , An+1 ∈ Rn in general position there exists
at least one point X ∈ Rn such that
∥A1 − X∥ = ∥A2 − X∥ = · · · = ∥An+1 − X∥.
For strictly convex norms, there exists the following result similar to Theorem 1.
Theorem 3 ([23, Proposition 14]). A norm ∥ · ∥ on R2 is strictly convex if and only if for any triple A1, A2, A3 ∈ R2 there exists at
most one point X ∈ R2 such that
∥A1 − X∥ = ∥A2 − X∥ = ∥A3 − X∥.
Combining Theorems 1 and 3, one sees that a norm ∥ · ∥ in R2 is smooth and strictly convex if and only if for any three
non-collinear points A1, A2, A3 there exists exactly one point X ∈ R2 such that
∥A1 − X∥ = ∥A2 − X∥ = ∥A3 − X∥.
We now turn our attention to the case of polyhedral norms. Since a convex polytope B has a finite number of extreme points
E1, . . . , Es, we may denote this finite set by
Ext(B) = {Eg : 1 ≤ g ≤ s},
and since in our case B is centrally symmetric, for any Ei ∈ Ext(B) there is an opposite Ej ∈ Ext(B)with Ei = −Ej, and so s is
an even number.
It is obvious that by increasing the number of extreme points, a polyhedral norm can be used as a representation of any
arbitrarily given norm, as accurately as one wishes. Thus we have the following.
Theorem 4 ([39]). The class of polyhedral norms is a dense subset of all norms in Rn.
Our next theorem establishes a suitable characterization of polyhedral norms.
Theorem 5 ([39]). A norm ∥ · ∥ is polyhedral with extreme points E1, . . . , Es if and only if
∥X∥ = min

s
g=1
|βg |: X =
s
g=1
βgEg

(5)
for all X ∈ Rn.
We note that Witzgall [40] defined polyhedral norms via (5), whereas Ward et al. [39] (like many other authors) defined
them as precisely those norms whose unit balls are convex polytopes. The equivalence of both approaches is established by
Theorem 5.
Given a polyhedral norm ∥ · ∥with unit ball B ⊆ Rn and a facet (= (n− 1)-face) F of B, let Ext(F ) = {F1, . . . , Ft} and
ΓF :=

t
g=1
βgFg , βg ≥ 0

.
Each ΓF is called a fundamental cone of ∥ · ∥. The following lemma will be used later.
Lemma 6 ([34]). Let ∥ · ∥ be a polyhedral norm on Rn with unit ball B ⊆ Rn. Let X ∈ ΓF , where ΓF is the fundamental cone
defined by the extreme points Ext(F ) = {F1, . . . , Ft}, t ≥ n. Let X =tg=1 βgFg be a representation of X in terms of F1, . . . , Ft .
Then ∥X∥ =tg=1 βg .
In general the representation X = tg=1 βgFg is not unique. Nevertheless, all representations X = tg=1 βgFg can be used
to calculate ∥X∥, even representations with negative coefficients (see again [34]). It is, however, important that all extreme
points used in the representation are from F .
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Fig. 1. The bisector Bis(X, Y ) of two points X and Y in the maximum norm. The unit ball of the maximum norm is the dashed square, the bisector consists
of the two shaded cones and their connecting line segment.
The bisector of two points X ≠ Y in a normed spaceMn is the set
Bis(X, Y ) := Z ∈ Rn: ∥Z − X∥ = ∥Z − Y∥ .
Fig. 1 shows that bisectors in normed spaces need not be topologically equivalent to hyperplanes. There is a large body
of literature on bisectors in normed spaces; see, e.g., [5,6,11,13,22,24,27] and further references within these papers. It is
well known that bisectors in Euclidean space are hyperplanes. To see the converse, the reader is reminded that geometric
properties of unit balls of normed spaces are invariant under invertible linear transformations (see the preface of [38])
and that therefore, in particular, all n-dimensional ellipsoids are equivalent as unit balls. Thus, characteristic properties of
ellipsoids yield characterizations of Euclidean spaces, like ours.
Theorem 7 ([6]). All bisectors in a normed spaceMn = (Rn, ∥ · ∥) are hyperplanes if and only if its unit ball is an ellipsoid, i.e.,
Mn is the Euclidean n-space.
3. The point–hypersphere distance
For the distance between points and hyperspheres in normed spaces, which of course is basic for our investigations, a
simple formula exists.
Lemma 8. Let Mn = (Rn, ∥ · ∥) be a normed space, and let X ∈ Rn and r > 0. Then the distance between a hypersphere S(X, r)
and a point A ∈ Rn is given by (see Fig. 2)
d(S(X, r), A) = | ∥X − A∥ − r|.
Proof. Let a hypersphere S(X, r) ∈ G and a point A ∈ Rn be given. The case X = A is trivial, hence we assume X ≠ A in the
following and proceed in two steps in order to show that minY∈S(X,r) ∥Y − A∥ = | ∥X − A∥ − r|.
First, we show that ∥Y − A∥ ≥ | ∥X − A∥ − r| for any Y ∈ S(X, r).
1. If A ∈ J+(S(X, r)) ∪ S(X, r) is outside or on the sphere, we get from the triangle inequality that ∥Y − A∥ ≥ ∥X − A∥ −
∥X − Y∥ = | ∥X − A∥ − r|.
2. If A ∈ J−(S(X, r)) is inside the sphere, we analogously obtain that ∥Y − A∥ ≥ ∥Y − X∥ − ∥A − X∥ = r − ∥A − X∥ =
| ∥X − A∥ − r|.
Second, we construct some Z ∈ S(X, r) such that ∥Z − A∥ = | ∥X − A∥ − r|. To this end, consider the ray [X, A⟩ starting
at X and passing through A (note that X ≠ A), and define Z as the intersection point [X, A⟩ ∩ S(X, r). Since the three points
A, Z , and X are collinear, the triangle inequality holds with equality in any norm. (This holds since the segments [X, Z] and
[X, A] are contained in the respective d-segments; see [1, Par. 9].) Again we distinguish two cases.
1. If A ∈ J+(S(X, r)) ∪ S(X, r) is outside or on the sphere, we have that Z ∈ [A, X]. By collinearity we obtain ∥Z − A∥ =
∥X − A∥ − ∥X − Z∥ = ∥X − A∥ − r = | ∥X − A∥ − r|.
2. If A ∈ J− is inside the sphere, we have that A ∈ [Z, X] and obtain ∥Z − A∥ = ∥X − Z∥ − ∥X − A∥ = r − ∥X − A∥ =
| ∥X − A∥ − r|. 
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Fig. 2. Illustration of Lemma 8. All three line segments from A to the circle of the Manhattan norm ℓ1 have the same length in this norm, since they are
included in shortest paths from A to X , and the dashed lines are radii of the circle.
As consequences we obtain the following convexity properties.
Corollary 9. Let Mn = (Rn, ∥ · ∥) be a normed space. Fix A and X as two points in Rn. Then the point–hypersphere distance
d(S(X, r), A) is convex and piecewise linear in r.
The next corollary also follows from the point–hypersphere distance and states that the distance from a point A ∈ Rn to a
hypersphere S(X, r) ∈ G is convex in (X, r) ∈ Rn as long as the point A is outside the hypersphere, and concave if the point
A is inside.
Corollary 10. Let Mn = (Rn, ∥ · ∥) be a normed space, and let A ∈ Rn be given. Then the distance d(S(X, r), A) is
(i) concave in (X, r) on the set
V = {(X, r) ∈ Rn×]0,∞[: ∥X − A∥ ≤ r},
and
(ii) convex in (X, r) on any convex set U ⊆ (Rn×]0,∞[) \ V .
Finally, the following symmetry property applies.
Corollary 11. Let Mn = (Rn, ∥ · ∥) be a normed space. Let A ∈ Rn and S(X, r) ∈ G. Then we have S(A, r) ∈ G and
d(S(X, r), A) = d(S(A, r), X).
Proof. We have S(X, r) ∈ G, hence r > 0 and consequently also S(A, r) ∈ G. Therefore d(S(A, r), X) is well-defined, and
the result follows from Lemma 8. 
4. Existence of minsum hyperspheres
In this section we discuss the existence of optimal solutions (i.e., of minsum hyperspheres). In order to exclude trivial
cases, we assume from now on thatD contains at least two points, i.e., thatM ≥ 2.
First we show that for any norm ∥ · ∥, a hypersphere which is degenerated to a point (radius r = 0) cannot be a minsum
hypersphere.
Lemma 12. Let Mn = (Rn, ∥ · ∥) be a normed space. InMn, no degenerate hypersphere S(X, r) with X ∈ Rn and radius r = 0
can be a minsum hypersphere.
Proof. Assume that S0 = S(X0, 0) is a minsum hypersphere. ByM ≥ 2, we can find a point inD , say A1, such that X0 ≠ A1.
It follows that ∥X0 − A1∥ > 0. Let S1 be any hypersphere that contains X0 and A1, i.e., S0 ⊂ S1. Hence d(S0, Am) ≥ d(S1, Am)
for all m = 1, . . . ,M , and, in particular, d(S0, A1) = ∥X0 − A1∥ > d(S1, A1), yielding f (S0) > f (S1). Thus S0 cannot be
optimal. 
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Now we turn our attention to the ‘‘opposite degenerate case’’ in which we consider r →∞. Then the hypersphere S(X, r)
degenerates to the homothetical copy of the boundary of a supporting cone of S(X, r), and among these cases we restrict
ourselves to hyperplanes only. (The other cases, namely boundaries of cones which are different to hyperplanes, yield
another type of location problem which is certainly interesting for itself, and which is left for future research.) Thus, we
now refer to minsum hyperplanes in comparison to non-degenerate minsum hyperspheres. For the Euclidean case and
n = 2 it is known (cf. [4]) that there exist instances of the minsum hyperplane problem in which a degenerate hypersphere,
i.e., a hyperplane H is superior to any hypersphere. We hence look at the hyperplane location problem and show that for
any norm ∥ · ∥ and any n ≥ 2 a hyperplane can exist which is superior to all hyperspheres.
Lemma 13. For any normed spaceMn = (Rn, ∥ · ∥), n ≥ 2, there exist a finite set D ⊆ Rn and a hyperplane H which is superior
to any hypersphere S ∈ G, i.e., such that
f (H) < f (S) for all S ∈ G.
Proof. We choose a hyperplane H such that the intersection H ∩ S(O, 1) = {Z} is only a single point Z ∈ Rn. Then
any homothetical copy of the unit sphere S(O, 1) that is supported by H , has also exactly one point in common with the
hyperplane H . Next, we choose D = {A1, . . . , AM} ⊆ H , where M ≥ n + 1, such that n points from D are affinely
independent, and at least one point, say A′, from D belongs to the relative interior of conv(D). We now show that no
hypersphere S ∈ G contains the setD . This is trivial for strictly convex norms. For an arbitrary norm, assume to the contrary
that there exists a hypersphere S(X, r) that containsD . The ball
B(X, r) := {Y ∈ Rn: ∥X − Y∥ ≤ r}
with S = bdB(X, r) is convex, and therefore it follows that conv(D) ⊆ B(X, r). Since A′ ∈ bdB(X, r), there exists a
hyperplane H ′ supporting B(X, r) at A′. Note that A′ ∈ H ′ ∩ conv(D) and conv(D) ⊆ H . Hence, if H ′ ≠ H , then there
exist Ai, Aj ∈ D separated by H ′. Since Ai, Aj ∈ B(X, r), this is a contradiction to the supporting property of H ′. Thus H ′ = H
follows, yielding the contradiction that S(X, r) is supported by H in more than one point. Hence there is no hypersphere
S in Mn which contains D . We conclude that f (S) > 0 for all hyperspheres S in Mn, and since f (H) = 0, we obtain the
assertion. 
Lemma 14. For any normed spaceMn = (Rn, ∥·∥), n ≥ 2, with smooth norm there exists an instance of theminsumhypersphere
problem for which no optimal solution (i.e., no minsum hypersphere) exists.
Proof. In a normed space Mn = (Rn, ∥ · ∥) with smooth norm ∥ · ∥ there exists a point Z ∈ S(O, 1) such that S(O, 1) is
smooth in a neighborhood of Z , and H ∩ S(O, 1) = {Z}, where H is the supporting hyperplane of S(O, 1) at Z . As in the proof
of Lemma 13 we choose D = {A1, . . . , AM} ⊆ H , with M = n + 1, such that n points from D are affinely independent,
and at least one point fromD belongs to the relative interior of conv(D). We hence obtain f (H) = 0 and f (S) > 0 for all
hyperspheres S.
Since ∥ ·∥ is smooth in a neighborhood of Z , wemay find a sequence (St)t≥0 of hyperspheres ofMn which converges toH .
Such a sequence of hyperspheres can be constructed as follows. For every point A1, . . . , AM choose a sequence (A
(t)
j )→ Aj
such that the points A(t)1 , . . . , A
(t)
M are in general position for every t . Then choose St as the sphere containing the points
A(t)1 , . . . , A
(t)
M . Note that St exists since the norm is smooth (see Theorem 2). Consequently, we have that limt→∞ d(St , Am) =
0 for allm = 1, . . . ,M . Hence zero is the infimum but not the minimum value of f on the set of all hyperspheres ofMn, and
no hypersphere ofMn is an optimal solution. 
Themain idea of Lemma 14 is to choose the set of given pointsD in such a way thatD is contained in a hyperplane H ⊆ Mn
but not in any hypersphere S ∈ G. However, there exist instances for which no minsum hypersphere exists (in the case of
smooth norms), even if the points in D are in general position (cf. [3]). We note that a statement analogous to Lemma 14
cannot be proved in this way for strictly convex norms. Namely, for any n ≥ 2 one can construct centrally symmetric convex
bodies B for which the points of non-smoothness are dense in bdB (see Section 2.2 in [36]). Somehow in contrast to the non-
existence result for smooth norms we obtain the following result for polyhedral norms and for norms that are smooth, but
not strictly convex.
Theorem 15. Let ∥ · ∥ be a polyhedral norm or a norm which is smooth, but not strictly convex. Then for each n ≥ 2 there exist a
finite set D ⊆ Rn and a hyperplane H such that the objective value of H is equal to the objective value of a minsum hypersphere
S(X, r) ∈ G.
Proof. Let SO := S(O, 1). Given a polyhedral norm, or a norm which is smooth, but not strictly convex, we choose a
hyperplane H such that the affine hull of the point set H ∩ SO has dimension at least one. LetD ⊆ Rn be any given point set
of cardinalityM such that Am ∈ H ∩ SO for allm ∈ {1, . . . ,M}.
On the one hand, the distance between H and the given points in D vanishes, and therefore we have f (H) = 0. On
the other hand, we also have f (SO) = f (H) = 0. Hence SO is a minsum hypersphere having the same objective value
as H . 
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Fig. 3. Two-dimensional illustration of the hyperspheres Sa and Sb constructed in the proof of Theorem 16.
For any norm with an ellipsoidal unit ball, we provide mild conditions which guarantee that any hyperplane is inferior to a
minsum hypersphere, hence in this case, a degenerate solution is never optimal.
Theorem 16. Let Mn = (Rn, ∥ · ∥) be a normed space such that the unit ball of the norm ∥ · ∥ is an ellipsoid, and let D ⊆ Rn
be a set of M points in general position, with M ≥ n+ 3. Then there exists a hypersphere S which is superior to all hyperplanes,
i.e., f (S) < f (H) for all hyperplanes in Rn.
Proof. Let the hyperplane H ⊆ Rn be an optimal solution of the minsum hyperplane problem. Since any norm with
ellipsoidal unit ball is smooth, H contains at least n points ofD (see [21]), and due to the general position of the point setD ,
H contains exactly n points ofD , say A1, . . . , An. We now construct two hyperspheres Sa = S(Xa, r) and Sb = S(Xb, r) having
equal radii such that either f (Sa) < f (H) or f (Sb) < f (H). This proves the result, since f (H) ≤ f (H ′) for all hyperplanes
H ′ ⊆ Rn.
In order to construct these hyperspheres, denote by J1 and J2 the points ofD in either half-space defined by H; that is,
D = {A1, . . . , An} ∪ J1 ∪ J2.
Let Pm be the projection of Am on H ,m = n+ 1, n+ 2, . . . ,M , such that
d(Am,H) = min
Y∈H ∥Am − Y∥ = ∥Am − Pm∥.
Since every ellipsoid is strictly convex, it follows that Pm is uniquely determined for each Am.
Due to the general position of the point set D we may conclude that the points A1, . . . , An ∈ H are in general position
in the (n − 1)-dimensional affine subspace H . Otherwise there would exist an (n − 2)-dimensional flat of Rn containing
A1, . . . , An, and hence a hyperplane containing n + 1 points of D . Therefore we may apply Theorem 2 with respect to the
affine subspace H and conclude that there exists an (n − 2)-dimensional sphere Sn−2 ⊆ H such that Am ∈ Sn−2 for all
1 ≤ m ≤ n. Hence we may construct two hyperspheres Sa = S(Xa, r), Sb = S(Xb, r) in Mn each of them containing
A1, A2, . . . , An such that Xa and Xb are located in distinct half-spaces separated by H . In particular, we have
∥Xa − Ai∥ = ∥Xa − Aj∥ for all 1 ≤ i < j ≤ n,
∥Xa − Ai∥ = ∥Xb − Ai∥ for all 1 ≤ i ≤ n.
We choose r sufficiently large, such that J−(Sa) ∩D = J+(Sb) ∩D = J1 and J+(Sa) ∩D = J−(Sb) ∩D = J2. Thus, we may
obtain a configuration as depicted in Fig. 3 for the planar case.
Note that A1, . . . , An lie on the bisector Bis(Xa, Xb) of Xa and Xb. Since a bisector in a normwith an ellipsoid as unit ball is
a hyperplane (see Theorem 7), it follows that Bis(Xa, Xb) = H . This means ∥P − Xa∥ = ∥P − Xb∥ for all P ∈ H .
We now look at the distances from a point Aj ∈ J1 to the hyperspheres Sa and Sb and compare their sum with the
distance of Aj to the hyperplane H . Due to the triangle inequality we have ∥Aj − Xb∥ ≤ ∥Aj − Pj∥ + ∥Pj − Xb∥ and
∥Xa − Pj∥ ≤ ∥Xa − Aj∥ + ∥Aj − Pj∥. Thus, we obtain
d(Sa, Aj)+ d(Sb, Aj) = (r − ∥Aj − Xa∥)+ (∥Aj − Xb∥ − r)
= ∥Aj − Xb∥ − ∥Aj − Xa∥
≤ ∥Aj − Pj∥ + ∥Pj − Xb∥ + ∥Aj − Pj∥ − ∥Pj − Xa∥
= 2∥Aj − Pj∥ = 2d(H, Aj).
Analogously, we obtain
d(Sa, Aj)+ d(Sb, Aj) ≤ 2∥Aj − Pj∥ = 2d(H, Aj)
for Aj ∈ J2. Since every ellipsoid is strictly convex, the assumptions on collinearity and cardinality ofD (M ≥ n+ 3) imply
that there exists a j ∈ J1 ∪ J2 such that the corresponding inequality is strict. Thus, we finally obtain
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f (Sa)+ f (Sb) =

m∈J1
wm(d(Sa, Am)+ d(Sb, Am))+

m∈J2
wm(d(Sa, Am)+ d(Sb, Am))
<
M
m=1
wm2d(H, Am)
= 2f (H);
that is, f (Sa) < f (H) or f (Sb) < f (H). 
Note that the statement of Theorem 16 is trivially true in the case of M = n + 1 points in general position for any smooth
norm (see Theorem 2). However, it does not hold forM = n+2 points. As a counterexample for the latter, consider the case
of n = 2 and the Euclidean norm with the followingM = 4 points.
A1 = (−1, 0), A2 = (1, 0), A3 = (0, ε), A4 = (0,−ε) with ε sufficiently small. Then any circle passing through A1, A2,
and the segment [A3, A4] is optimal with objective value of 2ε. However, the best line (passing through A1 and A2) has the
same objective value.
In this counterexample it can also be seen that the proof does not work: the inequality d(Sa, Aj)+ d(Sb, Aj) ≤ 2d(H, Aj)
is not strict for both j = 3 and j = 4.
If ∥ · ∥ is a polyhedral norm, then a hyperplane may have the same objective value as a minsum hypersphere; see
Theorem 15. Nevertheless, for polyhedral norms we can show that G always contains a minsum hypersphere, i.e., there
exists a solution to the minsum hypersphere problem.
Theorem 17. Let Mn = (Rn, ∥ · ∥) be a normed space whose norm ∥ · ∥ is polyhedral. Then for all setsD of M given points, G
contains a minsum hypersphere.
Proof. Let B denote the unit ball of a polyhedral norm ∥ · ∥. We look atM-tuples of facets of B and define
ΥB := {(F1, . . . ,FM):Fm is a facet of B, 1 ≤ m ≤ M} .
Furthermore, for any (F1, . . . ,FM) ∈ ΥB we define
C(F1, . . . ,FM) :=
M
m=1
{Am} + ΓFm , (6)
where ΓFm is a fundamental cone of the norm ∥ · ∥. For a polyhedral norm ∥ · ∥ the sets C(F1, . . . ,FM) are what Durier and
Michelot call elementary convex sets (cf. [8]). Note that each set C(F1, . . . ,FM) is a (possibly unbounded) convex polyhedral
set in Rn. Due to [8],
(F1,...,FM )∈ΥB
C(F1, . . . ,FM) = Rn;
i.e., the sets C(F1, . . . ,FM) induce a finite tessellation of Rn into convex polyhedral sets. In the following we show
that the minsum hypersphere problem with polyhedral norm ∥ · ∥ has a (local) optimum on each non-empty set
C(F1, . . . ,FM)×]0,∞[. In other words, we show that there exists
(X, r) ∈ C(F1, . . . ,FM)×]0,∞[
such that S(X, r) is an optimal solution to the restricted minsum hypersphere problem with feasible set
GF1,...,FM := {S(X, r): X ∈ C(F1, . . . ,FM), r ∈]0,∞[} ⊆ G.
Since the number of elementary convex sets is finite, it follows that G has to contain a minsum hypersphere.
Choose a non-empty set C(F1, . . . ,FM) ⊆ Rn. For any fundamental cone ΓFm let Em1, . . . , Emtm , tm ≥ n, denote the
extreme points of the corresponding facet of B. Consider the following linear program:
Minimize
M
m=1
wm(z+m + z−m )
subject to
tm
g=1
βmg − r = z+m − z−m (1 ≤ m ≤ M)
tm
g=1
βmgEmg = X − Am (1 ≤ m ≤ M)
βmg ≥ 0 (1 ≤ m ≤ M, 1 ≤ g ≤ tm)
z+m , z
−
m , r ≥ 0 (1 ≤ m ≤ M).
(LP)
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Since βmg ≥ 0, we have X ∈ C(F1, . . . ,FM), and therefore X ∈ {Am} + ΓFm for all Am ∈ D . In particular, X − Am ∈ ΓFm for
all Am ∈ D . Hencewe obtain from Lemma 6 that for any representation of X−Am =tmg=1 βmgEmg in terms of Em1, . . . , Emtm
we have ∥X − Am∥ = tmg=1 βmg . Thus, for any feasible solution to the linear program we have z+m + z−m = d(S(X, r), Am),
1 ≤ m ≤ M . It follows that the linear program is equivalent to the restricted minsum hypersphere problem with solution
set GF1,...,FM . From z
+
m , z
−
m , wm ≥ 0 it follows that the linear program is bounded from below by 0. Since C(F1, . . . ,FM) is
non-empty, the linear program has an optimal solution. 
Recall that we have shown in Lemma 14 that a result analogous to Theorem 17 is not possible for smooth norms; that is, for
smooth norms the set G of all hyperspheres inMn does not always contain a minsum hypersphere. For the Euclidean case,
[28] overcame this problembydefining the setGof generalized hypersphereswhich consists of all Euclideanhyperspheres and
hyperplanes inRn. It can be shown thatG always contains aminimizer for the generalizedminsumhypersphere problemwith
Euclidean norm; see [28]. The definition of generalized hyperspheres may be extended to arbitrary norms, but the approach
used in [28] cannot be applied, not even to arbitrary smooth or strictly convex norms. For strictly convex norms the set
of generalized hyperspheres is not large enough, i.e., there exist instances where neither a hypersphere nor a hyperplane
is an optimal solution; cf. [3] for such an example in the planar case. And also for smooth norms we still cannot adapt the
Euclidean approach, since an algebraic relation between hyperspheres (defined by the norm ∥·∥) and hyperplanes analogous
to the equation given in [28, p. 582] is not known.
In order to ensure the existence of a minsum hypersphere, we hence choose a pragmatic approach: we do not extend the
set G but restrict it to a smaller set. Given r > 0, we define
Gr = {S(X, r) ∈ G: 0 < r ≤ r, S(X, r) ∩ conv(D) ≠ ∅} ⊆ G. (7)
In the following we will consider the restricted minsum hypersphere problem in which we search a hypersphere only in Gr .
An optimal solution to the problem min{f (S): S ∈ Gr} will be called a restricted minsum hypersphere. We will show that
this restriction will not suppress any optimal solution if an optimal solution to the (original) minsum hypersphere problem
exists and r is chosen large enough. Moreover, we will prove that an optimal solution to the restrictedminsum hypersphere
problem always exists.
Lemma 18. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. Suppose that G contains a
minsum hypersphere S(X, r) (with respect toD) having radius r ≤ r. Then we have S(X, r) ∈ Gr .
Proof. Let S(X, r) ∈ G be a minsum hypersphere with radius r ≤ r . We want to show that S(X, r) ∈ Gr . Since 0 < r ≤ r is
satisfied, it remains to show that S(X, r)∩ conv(D) ≠ ∅: assume to the contrary that S(X, r) does not intersect the convex
hull ofD . Then conv(D) either lies within or outside the hypersphere S(X, r). If conv(D) lies within S(X, r), thenwe keep X
fixed and decrease r . If conv(D) lies outside S(X, r), thenwe increase r . In both caseswe obtain a strictly better hypersphere
S ∈ Gwhich is a contradiction to the optimality of S(X, r). 
Corollary 19. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. If G contains a minsum
hypersphere S(X, r) with respect to a given finite point set D , then there exists r > 0 such that S(X, r) ∈ Gr .
Lemma 20. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. Then there exists a restricted
minsum hypersphere S ∈ Gr for the restricted minsum hypersphere problem.
Proof. We rewrite
{(X, r): S(X, r) ∈ Gr} = {(X, r): conv(D) ∩ S(X, r) ≠ ∅ and r ≤ r}
⊆ {X: conv(D) ∩ S(X, r) ≠ ∅ for some r ≤ r} × [0, r]
= {X: d(conv(D), X) ≤ r} × [0, r] =: U,
which is a compact subset of Rn ×R. Due to the fact that g(X, r) := f (S(X, r)) is continuous in X and r on Rn × [0,∞[ (see
Lemma 8), we may conclude that g(X, r) attains a minimum onU, say (X∗, r∗). It remains to show that S(X∗, r∗) ∈ Gr . To
this end assume the opposite; that is, S(X∗, r∗) ∉ Gr . Due to the definition ofUwe conclude that conv(D)∩ S(X∗, r∗) = ∅.
Similar to the proof of Lemma 18 we distinguish two cases, namely conv(D) lies either within or outside the hypersphere
S(X∗, r∗). If conv(D) lieswithin S(X∗, r∗), thenwe keepX∗ fixed and decrease r∗ to some r ′. If conv(D) lies outside S(X∗, r∗),
we know from the definition ofU that d(conv(D), X∗) ≤ r , i.e., that r∗ < r . We hence may increase r∗ to r ′ and still know
that (X∗, r ′) ∈ U. In both cases we obtain a strictly better hypersphere S = S(X∗, r ′) with (X∗, r ′) ∈ U, a contradiction to
the optimality of S(X∗, r∗). 
We summarize that if G contains a minsum hypersphere, then it is always possible to choose r in such a way that also Gr
contains thisminsumhypersphere. IfG does not contain aminsumhypersphere, thenGr contains an optimal solutionwhich
is either a local minimum of the minsum hypersphere problem or a hypersphere with radius r . In the latter case the optimal
solution to the restricted problem is not necessarily a local minimum (one should also note that the unrestricted minsum
hypersphere problem need not have a local minimum). Beyond that, numerical results show that, for a set of given pointsD
in general position, it is unlikely that G does not contain a minsum hypersphere. Thus, in a practical setting the restriction
of G to Gr may be less important.
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5. Incidence properties
In this section we study incidence properties for minsum hyperspheres in G. As mentioned in the previous section, the
existence of a minsum hypersphere in G is ensured provided ∥ · ∥ is a polyhedral norm. Using Lemma 8 we obtain the
following result.
Corollary 21. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. Suppose that G contains a
minsum hypersphere with respect toD . Then there exists a minsum hypersphere which contains at least one point fromD .
Proof. Let S(X, r) ∈ G be a minsum hypersphere. Keeping X fixed, we obtain a function in r , namely
h(r) = f (S(X, r)) =
M
m=1
wm| ∥X − Am∥ − r|.
Minimizing h(r) is equivalent to a weighted one-dimensional median problem, which can be solved by finding the smallest
value r ′ such that
m:∥X−Am∥≤r ′
wm ≥ 12
M
m=1
wm.
Hence there exists somem0 ∈ {1, . . . ,M} such that the minimizer r∗ of h(r) satisfies
r∗ = ∥X − Am0∥;
see, e.g., [18]. Consequently, Am0 ∈ S(X, r∗). 
Wealso get that aminsumhypersphere satisfies a pseudo-halving property, meaning that the sumofweights inside aminsum
hypersphere and the sum of weights outside of it cannot differ too much. The intuition behind this statement is that the
radius can be increased if too much weight is outside the sphere, and decreased if too much weight is inside the sphere, in
order to improve the objective function value. The formal statement is as follows.
Corollary 22 (Pseudo-Halving Property). Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points.
Suppose that G contains a minsum hypersphere S := S(X, r) with respect toD . Then we have 
m:Am∈J−(S)
wm −

m:Am∈J+(S)
wm
 ≤
m∈S
wm.
Proof. Let S(X∗, r∗) be an optimal hypersphere. Then, in particular, the radius r∗ is an optimal solution to the one-
dimensional median problem min{h(r): r ≥ 0} (with h(r) as defined in the proof of Corollary 21) for which this property is
well-known (see, e.g., [18]). 
Corollary 22 implies the following generalization of Lemma 18.
Corollary 23. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. If a hypersphere S ∈ G
does not intersect the convex hull of the given point set D , then S is not a minsum hypersphere.
Proof. Let S(X, r) ∈ G and assume that S(X, r) ∩ conv(D) = ∅. Then, in particular, S(X, r) ∩ D = ∅ and we have either
D ⊆ J−(S(X, r)) orD ⊆ J+(S(X, r)). Hence, S(X, r) does not satisfy the pseudo-halving property and, consequently, cannot
be a minsum hypersphere; see Corollary 22. 
There exist counterexamples which show that Corollaries 21 and 22 do not hold for the restricted minsum hypersphere
problem; cf. [15].
In the Euclidean planar case all minsum hyperspheres contain at least two points ofD; see [4]. This incidence property is
not true for the case of an arbitrary norm; cf. [3]. However, in view of Corollary 22 we have the following weaker incidence
property.
Lemma 24. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. Let a minsum hypersphere
S ∈ G with respect toD be given.
• If the given point set D is inside or on S, i.e., D ⊆ J−(S) ∪ S, then
|S ∩ conv(D)| ≥ 2.
• If |S ∩ conv(D)| is finite, then S ∩ conv(D) ⊆ D .
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Proof. Let S = S(X, r) be the minsum hypersphere and denote the set of intersection points between conv(D) and S by I .
This set cannot be empty; see Corollary 23. Now suppose that I = {Am} for some Am ∈ D , while all other points Ai ∈ D are
inside S. We define a smaller hypersphere S ′ = S(X ′, r ′)which still contains Am by choosing
X ′ = X + λ(Am − X), and
r ′ = ∥X ′ − Am∥ = ∥X + λ(Am − X)− Am∥
= (1− λ)∥X − Am∥ = (1− λ)r,
where λ > 0 is small enough such that still all points Ai ∈ D are inside or on the new hypersphere S ′.
We now show that the objective function value of the new hypersphere is better than the objective function value of S:
with the triangle inequality we obtain that ∥Ai − X∥ ≤ ∥Ai − X ′∥ + ∥X − X ′∥. Furthermore, we can calculate that
∥X − X ′∥ = ∥X − (X + λ(Am − X))∥ = λ∥Am − X∥ = λr = r − r ′.
Together we obtain for all i = 1, . . . ,m
∥Ai − X∥ ≤ ∥Ai − X ′∥ + r − r ′
⇐⇒ r ′ − ∥Ai − X ′∥ ≤ r − ∥Ai − X∥
⇐⇒ d(Ai, S ′) ≤ d(Ai, S),
where the last step holds since r ′ ≥ ∥Ai − X ′∥ and r ≥ ∥Ai − X∥.
For the second part of the lemma, we distinguish two cases. IfD ⊆ J−(S)∪ S and I is finite, then all points in I have to be
extreme points of conv(D). On the other hand, ifD ⊆ J+(S)∪S we again remark that I cannot be empty due to Corollary 23,
hence the (only) intersection point is inD . In both cases we obtain I ⊆ D . 
The following lemma establishes an interesting dominance criterion.
Lemma 25. Let Mn = (Rn, ∥ · ∥) be a normed space and let D ⊆ Rn be a finite set of given points. Suppose that a minsum
hypersphere S(X, r) ∈ G exists. If
Testk := 2wk −
M
m=1
wm > 0
for some 1 ≤ k ≤ M, then Ak ∈ S(X, r). If Testk = 0, then there exists at least one minsum hypersphere that contains Ak.
Proof. Without loss of generality, assume that Test1 > 0. Let S = S(X, r) be aminsum hypersphere and assume A1 ∉ S. We
show that A1 ∉ S is in contradiction to the optimality of S. We construct a hypersphere S ′ = S(X ′, r) such that f (S ′) < f (S).
Let Ym ∈ S be such that ∥Ai− Yi∥ = d(S, Am), 1 ≤ m ≤ M . Furthermore, let X ′ = X + A1− Y1 and S ′ = S(X ′, r). Then we
have
∥Ym + A1 − Y1 − X ′∥ = ∥Ym − X∥ = r
for allm = 1, . . . ,M; that is, Ym + A1 − Y1 ∈ S ′. In particular, we obtain d1(S ′) = 0, and finally
f (S ′) =
M
m=2
wmd(S ′, Am) ≤
M
m=2
wm∥Ym + A1 − Y1 − Am∥
≤
M
m=2
wm∥Ym − Am∥ +
M
m=2
wm∥A1 − Y1∥
=
M
m=2
wmd(S, Am)+
M
m=2
wmd1(S)
= f (S)− d1(S)

w1 −
M
m=2
wm

= f (S)− d1(S) · Test1,
i.e., f (S ′) < f (S) if Test1 > 0. If Test1 = 0, then f (S ′) ≤ f (S), such that the optimality of S implies that S ′ is also optimal. 
6. Polyhedral norms
In this section we complete the list of results holding, in particular, for polyhedral norms. Thus, from now on ∥ · ∥
denotes an arbitrary polyhedral norm with a convex polytope B as unit ball. As before, we refer to its extreme points by
Ext(B) = {Eg : 1 ≤ g ≤ s}. The goal of this section is to derive a geometric description of the set of all points X ∈ Rn that can
occur as centers of a minsum hypersphere.
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Fig. 4. Both depicted circles are minsum circles in the Euclidean norm ℓ2 .
Recall the sets C(F1, . . . ,FM) (see (6)) which are the elements of a subdivision of Rn into convex, full-dimensional
polyhedral sets. Given a fixed radius ro > 0 and a non-empty set C(F1, . . . ,FM), there exist at most M convex, full-
dimensional subsets V of C(F1, . . . ,FM) such that for each Am ∈ D we either have d(S(Y , ro), Am) ≤ ro for all Y ∈ V , or
d(S(Y , ro), Am) ≥ ro for all Y ∈ V . Note that we may obtain these subsets by drawing the hyperspheres S(Am, ro), Am ∈ D .
LetP(ro) denote the subdivision that we may obtain from the sets C(F1, . . . ,FM) and the hyperspheres S(Am, ro).
Theorem 26. Let ∥ · ∥ be a polyhedral norm on Rn, ro > 0, and P ∈ P(ro). The objective function f (X) := f (S(X, ro)) of the
minsum hypersphere problem with fixed radius ro is linear in X on the convex polyhedral set P .
Proof. From Lemma 6 we obtain that ∥X − Am∥ is linear in X on P . Since d(S(Y , ro), Am) ≤ ro for all Y ∈ P or
d(S(Y , ro), Am) ≥ r ′ for all Y ∈ P , the assertion follows from Lemma 8. 
Combining Theorems 17 and 26, we may conclude that, not depending on the radius, a center X of a minsum hypersphere S
is contained in a set C(F1, . . . ,FM). From Corollary 21 we obtain that there exists a minsum hypersphere S(X, r) such that
X is an extreme point of the intersection between a set C(F1, . . . ,FM) and a hypersphere S(Am, r). For the planar case, the
set of all points X ∈ Rn that can occur as centers of a minsum hypersphere may also be described by using bisectors; cf. [3].
Another approach, which does not need bisectors, is stated in [16].
7. Extensions and further research
Given a normed space, in this paper we investigated the problem of finding a homothet of the unit sphere of that space
approximating the sum of distances to a given set of points. We measured the distance between the hypersphere and the
points in the given norm. An interesting extension is to allow two different norms: the first norm determines the shape of
the unit ball to be located while the second norm is used for measuring the distances. This problem has been investigated
in the planar case in [16], and for the special case of boxes in [2]. Both problems may be extended to n-dimensional normed
spaces.
Another interesting question is to study the number of possible minsum hyperspheres. (We wish to thank one referee
for posing this question.) Since the minsum hypersphere problem is non-convex it can in general have multiple optimal
solutions. For example, consider n = 2 and the Euclidean distance. The M = 4 existing facilities are given by the three
vertices and the circumcenter of an equilateral triangle. Then all four circles containing a subset of three of the four points
(see Fig. 4) have the same optimal value. It may be investigated if the number of optimal hyperspheres can be determined for
a given instance of the problem. Furthermore, the more complicated degenerate cases of a hypersphere are left for further
investigation.
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