Abstract-In this paper, we present an algorithm for intradomain traffic engineering. We assume that the traffic matrix, which specifies traffic load between every source-destination pair in the network, is unknown and varies with time, but that always lies inside an explicitly defined region. Our goal is to compute a fixed robust routing with best worst case performance for all traffic matrices inside the bounding region.
I. INTRODUCTION We present a traffic engineering algorithm for cases when the precise traffic load is not known. This is contrary to common approaches for traffic engineering [7] , which assume that the traffic load in the network is known or can be measured. Relying on precise knowledge of the traffic matrix enables nice provably optimal solutions [18] . However, in practice, traffic demands between nodes change continuously. With the increasing popularity of higher bandwidth applications, traffic patterns are more volatile even in the aggregate. Further, multihomed customers cause abrupt changes in aggregate traffic by shifting traffic between networks. Hence, traffic engineering schemes that require precise knowledge of the current traffic matrix must rely on on-line monitoring [17] , and update their routes as traffic changes. These distributed load-based updates can lead to complexity and even network instability problems [13] .
The alternative is to use a fixed routing that does not adapt to the traffic changes. In fact, most deployed networks fall into this category, and the (fixed) routing usually optimizes a static metric, such as hop count. In this paper, we describe an algorithm (called robust routing) that produces a single routing that does not change over time. In our solution, we incorporate readily available unchanging information about the traffic as follows: Even though instantaneous traffic is variable and demands unpredictable, certain information, e.g. maximum possible demand between two nodes or specific link capacities, is available and unchanging. Indeed, this information was the basis of the "hose" model [6] . In our solution, we assume that while the current (time-varying) traffic matrix is unavailable, the network provider is able to supply an upper bound on the traffic rate between each source-destination pair and total outgoing (incoming) traffic rate of a source (destination) node. This feasible region can be derived (loosely) using link/gateway capacities; finer grained information, which will result in better performance, can be derived using traffic history, existing SLAs, etc.
Instead of tailoring the routing exactly to a given traffic matrix, we find a single routing that works "reasonably" well for all traffic matrices within a feasible region. In particular, for a given cost function (say link utilization), our solution finds the routing that minimizes maximum cost over all traffic matrices inside the feasible region. Finding a single feasible "good" routing given some demand information is an active area of research, with Oblivious Routing [3] , [4] being perhaps the best known example. Oblivious routing [4] finds the single path assignment with best relative performance compared to the best performance possible for any arbitrary traffic matrix. This is a powerful result; however, oblivious routing does not provide absolute performance guarantees, which are, arguably, more important in a production network. We discuss oblivious routing and other newer related work in detail in Section III.
Solution Overview: We assume a source-based multi-path routing model in this paper. To describe the routing completely, for each source-destination pair, we have to specify each source-destination path, and a fraction of traffic that is sent through each path. General multi-path robust routing can be formulated as a semi-infinite programming problem. We focus on a special case where cost function is maximum link utilization and the traffic feasible region is a polytope specified by a finite set of linear constraints. Our linear constraint set derives directly from the well-understood hose and pipe model constraints.
Instead of the usual link-flow-based solution approach [15] , we introduce a path-flow-based formulation. This path-based approach enables us to explicitly control some characteristics of the paths that are used for routing. For instance, we can limit maximum hops of a path, force paths to visit (or not to visit) certain links or node, or use only disjoint paths. We can also find the optimal load distribution among a given set of paths. It also gives us a simple way to augment the original path set with new paths to cope with partial network failures [22] .
We consider both hose and pipe model constraints in our formulation. Using simulation results, we show that insertion of pipe model constraints can further improve the performance, or at least reduce sensitivity of the performance to routing parameters.
Our contributions in this paper are as follows: 1) We develop a path-flow-based polynomial sized LP and an iterative simple column generation algorithm for robust routing. 2) We consider both the hose and pipe model constraints for the traffic feasible region and study the added value of pipe model constraints. Roadmap: The rest of the paper is structured as follows. In section II, we describe the notation and traffic models. In section III, we review the related work. In Section IV, we first introduce a general formulation for the robust routing problem. For the linear case, with both hose and pipe model constraints, we convert the problem to a finite size LP. In Section V, using a column generation scheme, we reformulate the problem as a path-flow-based network flow problem. Based on the new formulation, we provide an iterative algorithm that updates the path set in each step and ultimately converges to the optimal solution. In Section VI, we study performance and characteristics of the algorithm on multiple tier-1 ISP topologies from Rocketfuel project. In particular, we study effectiveness and sensitivity of the solution to (1) the pipe model constraints and (2) link failures.
II. ASSUMPTIONS AND NOTATION
We consider a network G = (V, E) with node set V and directed link set E. The network graph has N nodes and M links. The capacity of link l is c l . I(i) is the set of incoming links to node i and O(i) is the set of outgoing links from node i. The traffic matrix element d ij specifies traffic rate that network should transfer between source node i and destination node j. Set of source-destination node pairs is denoted by H and S is the cardinality of H. We assume that the traffic matrix is variable and unpredictable, however it always stays inside a region D. We specifically focus on two type of linear constraints with practical merits to characterize the traffic region: Pipe Model Constraints: These constraints specify an upper bound ω ij > 0 for every entry of the traffic matrix d ij , such that:
The pipe model constraints can be derived from traffic profiles, service level agreements, or traffic policing mechanisms. Hose Model Constraints: These constraints specify an upper bound η i for total traffic emanating from a source node i, and an upper bound λ j for total traffic being sent to a destination node j:
Hose model constraints can be derived from physical characteristics of networks such as router capacity, and total capacity of outgoing and incoming links of a node. Our performance metric is maximum link utilization, and our goal is to find a routing that minimizes maximum link utilization for all traffic matrices in the feasible region D.
For each source-destination pair (i, j), a routing f can be defined by a set of unit link flow variables f ij (l), that specifies fraction of traffic that passes through link l. The flow variables specify a valid routing if they satisfy the flow conservation constraints:
The set of all feasible routings which satisfy (3) for all pairs (i, j) is denoted by F . Alternatively, we can define a routing by specifying P ij , a set of non-cyclic paths between each sourcedestination pair (i, j), and traffic rate x p for every path p in P ij .
III. RELATED WORK
Related problems on fixed robust routing for changing and unpredictable traffic matrices have been considered before. Zhang et al. [23] consider a finite number of traffic matrices and find a routing that provides good average and worst case performance. The hose model for resource management in virtual private networks (VPN) is introduced in [6] , where single path and tree routing between the VPN endpoints are considered. Erlebach and Ruegg [8] consider multi-path routing for bandwidth reservation in the hose model using link-flow-based formulation. However, the proposed algorithm is based on solving an LP with infinite number of constraints. Ben-Ameur and Kerivin [5] also consider routing for a set of traffic matrices specified by linear constraints. In order to simplify the solution, they have used a conservative cost function. The cost function is a linear combination of maximum utilization of all links that does not occur simultaneously in the network. Their formulation has infinite number of constraints.
Kodialam et al. [14] and Zhang-Shen and McKeown [24] propose a two phase routing scheme to make the maximum traffic rate between every two nodes in the network predictable and independent of traffic variations. Kodialam et al. [15] is perhaps the most relevant paper to the work presented in this paper. The authors propose polynomial size LPs to minimize maximum link utilization of two phase and direct path routing with hose model traffic constraints. Our solution is also a polynomial size LP to minimize maximum link utilization. However, we consider both hose model and pipe model traffic constraints, and therefore provide a framework to study how effective pipe model constraints are in presence of the hose model constraints. We also introduce a path-based formulation of the LP, which enables us to explicitly control some characteristics of the paths that are selected. The pathbased formulation also gives us an appropriate framework to provision additional paths that we need to cope with failures in the network.
Azar et al. [4] introduce the concept of oblivious routing. Their performance metric for a routing f is relative and it does not give any guarantee about the absolute performance of the selected routing. Applegate and Cohen [3] introduce a polynomial size LP to find the oblivious routing. We use the same approach to find a polynomial size LP for robust routing. Oblivious routing is originally defined for unconstrained set of traffic matrices.
IV. LINK-FLOW-BASED FORMULATION
Our goal is to find routing f that minimizes the maximum cost over all traffic matrices in the region D. The cost function,
+ is a non-negative real valued function of the routing f and traffic matrix d. Recall that F is the set of feasible routings and D is the set of feasible traffic matrices. This problem can be formulated as follows,
The first constraint set is the set of unit flow conservation constraints described in (3), which guarantee that f is a feasible routing. The second set of constraints ensures that t is larger than cost(f, d) for all traffic matrices in the region D. Hence, for a fixed routing f the minimum possible value for t is maximum of cost(f, d) for all d ∈ D. The optimization problem finds the routing f that minimizes t, therefore the solution would be a minmax routing.
The second set of constraints contains one constraint per traffic matrix in D which results in infinite number of constraints. Therefore, this would be a Semi-Infinite Programming (SIP) problem. Depending on the structure of the cost function and traffic region different algorithms are proposed to solve this problem [12] . The most promising cases appear to be when the cost function and the traffic region are convex.
In this paper, we focus on a special case with a linear cost function and a traffic region specified by a set of linear inequalities. More specifically, we consider maximum link utilization as the cost function. This problem can be formulated as a linear programming (LP) problem.
The first set of constraint is exactly the same as in (4) . The left hand side of the second constraint is utilization of link l for traffic matrix d. Therefore, they guarantee that every link utilization is less than t for every traffic matrix. Clearly, solution to this LP is the routing that minimizes maximum link utilization. Since there are infinite number of matrices d in the polyhedron D, the optimization problem is a linear semiinfinite programming (LSIP) problem. Instead of solving an LP with infinite constraints, we take the same approach as [3] in the context of oblivious routing and [15] for link-flow-based robust routing. This approach replace infinite constraints with constraints that are resulted from the dual LP of the separation oracle [22] . For each link l, there are three sets of non-negative dual variables: r i (l), y j (l), q ij (l). The final LP is:
The first set of constraints makes sure that the solution is a feasible routing. The second set together with optimization criterion ensures that the solution minimizes maximum objective function of the dual LP for all links, hence due to duality it minimizes maximum link utilization. The third set of constraints is simply constraints of the dual LP that should be satisfied.
If we consider a full-mesh connected network, where every node has traffic destined to every other node, there would be N (N −1) source-destination pairs in the network. In this case, in the single LP (6) 
V. PATH-FLOW-BASED FORMULATION
We can formulate any network flow problem using a pathbased formulation based on directed path flows [2] . Even though the number of directed paths in a network grows exponentially with the network size, there are typically a few paths that carry traffic in the optimal solution. Therefore, we can start with an initial active path set, and use a column generation procedure to add new paths to the active path set (only if they can potentially reduce the cost). Figure 1 is a high level block diagram of the algorithm. As illustrated in the block diagram, we also remove those paths (with zero rate) from the active path set to manage number of active paths.
Besides reducing number of constraints and variables there are other advantages in a path-based formulation. The pathbased formulation gives us control over the characteristics of the paths selected. For instance, we can directly control total number of paths, number of paths per source-destination pair, and number of hops per path. As another example, let us say that only a subset of nodes in the network can do sophisticated monitoring and we want every packet to visit at least one of these nodes. It is again very straightforward to impose these conditions in a path-based formulation.
The path-based formulation results in an iterative algorithm. Let P k be the active path set in kth step, and P k ij the subset of P k representing the paths between source-destination pair (i, j), and Π k l the subset of P k passing through link l. By definition we have,
where f ij (l) is the fraction of flow from i to j that goes through link l at step k and x p is fraction of traffic of the corresponding source-destination pair sent on path p. We rewrite the single LP (6) in term of path rates rather than the link flow rates:
The MN(N − 1) flow conservation constraints in (6) are replaced with N (N −1) constraints in the first constraint set in (9) . Furthermore, instead of MN(N − 1) link flow variables, we have |P | path rate variables. As we will see in simulation results, the number of active paths is much less than number of flow variables in practice.
The LP (9) finds the optimal load distribution and routing solution for the active path set P k . In [22] , details of path addition, removal and convergence test are given.
Active Path Set Update: We use a column generation method [2] to update the active path set. Suppose that we have a rate variable x p for every directed path in the network. We know that in the optimal solution most of these variables will be zero. The main idea behind column generation is to consider only a subset of these paths in every step and insert only those paths that can reduce the cost in each step.
Using the LP terminology, at each step, we find paths (variables) with minimum reduced cost (assuming a minimization formulation). Then, if reduced cost of these paths is less than the active paths' reduced cost, we add them to the active path set. The reduced link costs are computed from the dual variables [22] . 
A. Topologies and Traffic Matrix Regions
For our experiments we use six topologies listed in Table II . Five topologies (except the Genuity topology) are originally from the Rocketfuel project [21] . However, we use the refined topologies used in [13] and provided to us by the authors of that paper. The Rocketfuel topologies do not have link capacities; once again, we used link capacities as assigned by [13] . The capacity assignment is based on the degree of the cities (nodes) in the network [22] . For the hose model constraints, we assume that node capacity (the upper bound for the total incoming and outgoing traffic) is proportional to the total capacity of the links connected to that node. This assumption is in accordance with the study in [1] . For the pipe model constraints, we assume that maximum traffic rate between two nodes is proportional to the minimum of the node capacities. This assumption is in line with the traffic models suggested in [19] and the gravity model [20] . Details of traffic constraints setting is given in [22] . Traffic non-uniformity is controlled by parameter α, which ranges from 1 to N , where N is the number of nodes in the network. For α = N , the pipe model constraints become irrelevant and every pair's traffic can be as high as minimum of its node capacities. For α = 1, traffic becomes very uniform and the hose model constraints become irrelevant. If D α is the traffic matrix region corresponding to α, then for α 1 < α 2 we have D α1 ⊆ D α2 . Consequently, the routing cost (maximum link utilization) is a non-decreasing function of α.
B. Experiments and Results

1) Primary Results:
In this section, we demonstrate basic characteristics of the path-based iterative algorithm for the Exodus network with α = 21 for the traffic matrix pipe model constraints. Since there are 21 nodes in this network, α = 21 means that the pipe model constraints are not bounding, hence this would result in the traffic matrix region bounded only with the hose model constraint. We performed each experiment on every ISP topology; however, the Exodus network has the largest maximum link utilization in our experiments and has one of the slowest convergence rates with respect to number of iterations. Figure 2 shows the evolution of characteristics of the pathbased iterative solution as it converges to the optimal solution. The top plot is the maximum link utilization and the bottom plot is number of active paths at each step. Initially, we start with minimum hop paths between source-destination pairs. As the algorithm evolves, new paths are added and some paths are removed from the optimal solution. The final solution cost (maximum link utilization) is 0.9. For this particular run, the total number of active paths in the final solution is 531. Since there are 420 source-destination pairs, most source-destination pairs use only a single path. Table III shows the final path count distribution. In fact, more than 83% of the sourcedestination pairs use a single path, and the maximum number of paths for a source-destination pair is four. Therefore, in this configuration, number of additional paths required for robust routing is not significant. This observation is repeated for all tested networks [22] .
2) Effect of Pipe-model Constraints: In this set of experiments, we change α and study its impact. Increasing α increases the pipe model upper bounds, which results in a larger feasible traffic region. In other words, α controls how much traffic can be sent between every source-destination pairs [22] . Figure 3 shows the cost (maximum link utilization) for different values of α on different networks. As we expect, the cost is a non-decreasing function of α. We also observe a knee effect in the cost plots. There is a threshold value for α such that the optimal cost drops significantly if α is less than the threshold and remain constant if α is above the threshold. The threshold value for most networks is in the neighborhood of α = 3. Recent studies have shown that internet traffic can be very non-uniform and as much as 95% of traffic can be carried by half or one third of source destination flows [19] . Roughly speaking, this means that α should be in the neighborhood of 3 in the real networks. The inference to be drawn here is that even with non-uniform traffic matrices, rough pipe model upper bound estimates derived from traffic profiles are still useful and can have a significant impact on feasible routings and their ultimate performance. 
