Pattern oriented software architecture is a new and innovative concept which may become of paramount importance for the development of ground segment software. This paper describes how pattern oriented concepts are used within the DLR Ground Station Weilheim to develop distributed communication applications.
Overview
At the beginning of the paper a short motivation why to use Design Patterns is given. Here, some reasons why developers should consider using Middleware and Patterns are explained and the terms "inherent" and "accidental" complexity are explained. Further, the different types of Middleware Systems are shown.
The following section depicts the definitions of Design Patterns and Real Time Middleware. Especially the two implementations the "ADAPTIVE Communication Environment" (ACE) and "The ACE Orb" TAO are described in more detail.
The DLR project in which the Pattern oriented Middleware TAO and ACE are currently evaluated and tested is presented in the next section. Here, the current software and hardware situation at GSOC premises and the requirements on the software are described. An example of a Design Pattern, the Publisher/Subscriber Pattern is given and the effects on the existing Monitoring and Control system is shown.
The documentation ends with a list of related documents and web sites related to Patterns and Real Time Middleware.
Motivation
Avoid to "re-invent the wheel"
For software development projects it is essential to avoid to "re-invent the wheel". If suitable solutions are already available and can be re-used, the whole development costs and development time can significantly improved.
Problem abstraction
Most of the common programming problems are already solved either by the software engineer, by its team or in the Internet community. Experienced programmers usually possess a big repertoire of "solutions" they benefit from -it's easier to re-use an already operational tested code than starting from the beginning.
Avoid to make beginners faults
Developers always want to avoid to make beginners faults: Complex problems and difficult software and hardware environments have their own specialties. To rely on existing code and thus to benefit from existing experience is much simpler than learning from scratch (especially when workarounds are necessary to overcome hardware and software limitations).
Distributed and heterogeneous environments
There is more and more the demand to integrate software in a distributed and heterogeneous environment, e.g. in combinations of UNIX and MS Windows based platforms -or even different UNIX derivates. It is also common today that different processor architecture are deployed where problems like the "Big/Little Endian" problematic are obvious.
In complex operational systems it is often the case that old legacy systems have to be integrated which lead to systems of different generations and types like IBM and VMS Mainframes, UNIX Servers and standard PC hardware.
Cost Effectiveness and time constraints
In times of decreasing development budgets, the costs are well monitored and all possibilities are envisaged to minimise the development costs for a particular project. Especially the size of the available development teams tend to be far smaller than a few years before.
Another aspect which influences the software development process are time constraints. Either because of budget cuts or due to external constraints software project have to be completed in a short time period and milestones for software development are usually set very tensely. The requirement for the software development system is that the overall development time has to be minimal.
Inherent and Accidental complexities
Developers of distributed applications have to cope with inherent and accidental complexities:
Inherent complexity results from fundamental challenges
• Eliminating "race conditions"
• Deadlock avoidance
• Performance optimisation and tuning
• Fault tolerance and high availability
• Load balancing Accidental complexity results from limitations from tools and techniques
• Lack of portable, re-entrant, type-safe and extensible system call interfaces and component libraries
• Inadequate debugging support
• reinvention of core concepts and components
• Consistent ordering of distributed events
Consequences
In his book, "Thinking in Patterns" 1 , Bruce Eckel states that "Design patterns help you to learn from others' successes instead of your own failures".
From an overall view, Patterns can be seen as puzzle pieces that the developer has to put together within his development project. While Patterns can not solve all programmers problems, they offer plenty of chances. Software Patterns can be a valuable help during the whole development cycle because they
• solve "real world" problems
• capture domain expertise
• document design decisions and rationale
• reuse wisdom and experience of master practitioners
• convey expert insight to novices
• form a shared vocabulary for problem-solving discussion
• show more than just the solution:
o context (when and where)
o forces (trade-off alternatives, misfits, goals and constraints)
o resolution (how and why the solution balances the forces)
Object-oriented Middleware like ACE and TAO provide the basis for pattern programming and offer methods of resolution on different abstraction layers.
Middleware Concepts
As The Host Infrastructure Middleware offers generic object-oriented capabilities using the operating system concurrency and communication mechanisms. This encapsulation provides an hardware / OS independent abstraction layer of the native OS APIs, like sockets or threads. One of the most well known infrastructure middleware is the Java Package or ACE.
Distribution Middleware:
Distribution Middleware utilises the Host Infrastructure Middleware to automate common network tasks, like connection and memory management, synchronization or multithreading.
Representatives of the Distribution Middleware are ORBs such as COM+, Java RMI or CORBA. The Common Middleware Services define higher-level domain-independent services such as event notification, logging, security or persistence. These services concentrate on allocating, scheduling, and coordinating resources within distributed systems.
Domain-specific Middleware Services:
Domain-specific Middleware Services augment the common Middleware Services by offering specific services to domains like Process Automation, E-Commerce, Telecommunications or health care. Whereas the Middleware Services below provide generic and reusable mechanisms, the Domain-specific Middleware Services target towards well directed domains.
The Adaptive Communication Environment (ACE)
The ADAPTIVE Communication Environment (ACE) is a Infrastructure Middleware designed to provide a rich set of reusable C++ wrapper facades and framework components to the software developer. It is a C++ toolkit that supports the development process of concurrent, parallel and distributed applications. The freely available, open-source object-oriented framework ACE was developed by Douglas C. Schmidt.
The ACE OS Adapter Layer resides on top of the native OS APIs that are written in C. It offers a "POSIX-like" OS adaptation layer that shields the other layers and components in ACE from platform-specific dependencies.
The C++ Wrapper Facades simplify application development by providing an abstraction layer for native OS concurrency, communication, memory management, event demultiplexing, dynamic linking, and file system APIs. Software developers can combine and compose these wrappers by selectively inheriting, aggregating, and/or instantiating the components.
The ACE Framework is a higher-level network programming abstraction layer that integrates and enhances the lower-level C++ wrapper facades. The framework supports the dynamic configuration of concurrent distributed services into applications. The framework portion of ACE contains the components like event demultiplexing or ORB adapter components.
Further information on the Adaptive Communication Environment is provided at http://www.cs.wustl/~schmidt/ACE-users.html and commercial support at http://www.riverace.com .
The ACE ORB (TAO)
The ACE ORB (TAO) is a real time CORBA implementation which is aimed for high performance applications. TAO is used in hundreds of research and commercial projects in the aerospace, telecommunication, simulation, health care, scientific computing and financial domains. It is the first CORBA ORB which is flown successfully in a fighter aircraft.
TAO is a an open-source real-time implementation of CORBA providing efficient, predictable, and scalable quality of service (QoS). TAO is developed by applying best software practices and patterns to automate the delivery of high-performance and real-time QoS to distributed applications. By providing abstract, independent and generic interfaces in addition to well proven mechanisms, the Real Time Middleware hides aspects like the current implementation or communication from the developer. The software development is not delayed due to the need to develop a communication infrastructure.
• OS details are hidden as well The Middleware offers APIs which are not dependent on the current operating system. The specific OS details are part of abstract objects which provide a generic interface to the outside world. In the case when operating systems do not support low level functionalities the Middleware either emulates these functions or returns a consistent error message.
• Interoperability One of the main goals of Middleware in general is to offer an interoperable system to the programmer which is supported by numerous platforms and operating systems.
• Reusability Due to the abstraction the code developed offers a high level on reusability. The development team can concentrate on the problem and is freed from programming error prone and tedious low level infrastructure. The code which is built upon Middleware is usually very easy to port to other operating systems or platforms.
• Location transparency The CORBA Object Request Broker allows clients communication with distributed objects without knowledge of the objects current location. CORBA objects can either be on the same system as the client or distributed on a remote server without affecting their implementation or use.
• Dynamic reconfiguration The Dynamic Invocation Interface (DII) allows clients to generate requests at runtime and the Dynamic Skeleton Interface (DSI) does the same for the server side. The DII and DSI allow to request and to deliver services without having compiletime knowledge of the interface.
The disadvantages of the CORBA Middleware are obvious by the design of the Middleware concept and are as follows
• Restricted efficiency due to indirection Due to the fact that Middleware in general offers an abstract API to the programmer which hides implementation details, the code is usually not as efficient as a native system optimised for a dedicated environment. However, this argument was also used extensively, when the "new" C programming language superseded more and more the optimised Assembler projects ...
• Multiple (distributed) points of failures The benefit of utilising multiple servers in parallel within a distributed system has consequently the effect that also the "error domain" increases.
• Testing and debugging is usually more difficult To find errors in distributed system is in most of the times harder due to the higher grade of complexity.
Advantages of Real-Time CORBA Systems like ACE/TAO
The ACE and TAO Middleware systems comprise many man years of development. The software is approved by thousands of commercial products at many companies as well as at universities and research labs. Among the commercial users companies like Boeing/McDonnell Douglas, Ericsson, Siemens or ARINC can be found. For more information see also http://www.cs.wustl.edu/~schmidt/TAO-users.html .
Due to carefully written and optimised code generation, ACE and TAO both support timing sensitive applications. The Middleware provides APIs to the developer and hides the platform and operating system dependent characteristics.
A Definition and Description of Patterns
"Each pattern describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice".
Christopher Alexander (1977) -Architect
Design Patterns present solutions to common software problems arising within a certain context. They are generic which means that Patterns are not bound to a specific problem but can be adopted by all problems having the same characteristics. Patterns help the programmer to resolve key design forces by clearly giving a solution for an abstract class of problems. Design Patterns capture recurring structures and dynamics among software participants to facilitate reuse of successful designs and they generally codify expert knowledge and "best practices".
Patterns usually follow an agreed description schemata where a pattern has four essential elements:
• Pattern Name -handle is a handle which is used to briefly describe a design problem, its solutions, and consequences
• Problem Description -when to apply describes when to apply the pattern
• Solution -general arrangement describes the elements that make up the design, their relationships, responsibilities, and collaborations
• Consequences -tradeoffs are the results and trade-offs of applying the pattern
The DLR MIDSTUD Project
The current situation at the DLR ground station Weilheim is that the Monitoring and Control System is implemented on rather old hardware delivered from Digital Equipment. As usual in these cases, the open questions which is never answered frankly by anyone are: how long do we get a well-founded software and hardware support and how long do we have to possibility to upgrade our system. Especially in the case of Digital Equipment being soled to Compaq which merged again with HP it can not foreseen what the future brings.
Currently the DLR uses middleware within its ground station communication systems which was developed by CAM. The product has been used in operational state since many years and has fulfilled all existing requirements. The software of the Monitoring and Control system is completely written in Fortran under a VMS system. While more and more programmers are available on the market which offer in-depth Java and C++ experience, it's getting hard to get specialists having excellent knowledge of VMS and Fortran. So for the near and mid term future some risks can be identified which make it necessary to initiate a reengineering of the existing communication middleware: Firstly it can be foreseen that the actual hardware basis will be replaced within a short / mid term period. This will result in a re-hosting of the existing applications. Secondly, the requirements on distributed applications have changed within the last years. Furthermore, there is more and more the intention to utilize COTS based software tools.
The DLR started a small project to investigate, how so called "up to date" technologies like Real Time Databases or Real Time CORBA can be helpful when re-hosting or re-developing the current system towards a new platform.
The requirements on the software project can be summarised as follows:
• Use of Commercial-of-the-Shelf software components
• Independence of system platforms (e.g. processor type, operating system)
• Use of CASE tools to optimise the software development cycle
• Allow for distributing the software system
• Scalability of the performance
The current DLR Weilheim Monitoring and Control system is built up as can be seen in Figure 3 : The DLR system is planned to be re-hosted on a new hardware and software platform within the next years. Due to the fact that the system has to stay operational for that time, a stepwise approach is foreseen. In the first instance, the units EDS-Display System and "TASKMO Data Distributor" are replaced by corresponding CORBA event channels. A one-way propagation of changes is enabled. One component takes the role of the publisher and all components depending on the information are the subscribers. In case of a change, the publisher sends a notification over an Event Channel to the subscriber(s).
• Consequences:
* Abstract coupling between publisher and subscriber * Support for broadcast/multicast communication * Risk for unexpected updates • More than one client may be interested
Context
In mission-critical Space Monitoring & Control Systems diverse 1:n and m:n information flows are handled simultaneously
Solution
Apply the Publisher/Subscriber pattern to decouple information suppliers from image
Integration of CORBA Event Channels into the DLR System
As the first step of the system re-hosting it is foreseen to replace the current Middleware TASKMO and EDS with a Real Time CORBA Event Channel mechanism. A graphical view of the system can be seen in Figure 5 Figure 5: First DLR Weilheim Migration Step
Future Aspects
As future development could be considered to create a CORBA based SLE Interface (IF) which is able to communicate with the SLE API. 
