Some well-known real-number codes are DFT codes. Since these codes are cyclic, they can be used to correct erasures (errors at known positions) and detect errors, using the locator polynomial via the syndrome, with efficient algorithms. The stability of such codes are, however, very poor for burst error patterns. In such conditions, the stability of the system of equations to be solved is very poor. This amplifies the rounding errors inherent to the real number field. In order to improve the stability of real-number error-correcting codes, other types of coding matrices were considered, namely random orthogonal matrices. These type of codes have proven to be very stable, when compared to DFT codes. However, the problem of detecting errors (when the positions of these errors are not known) with random codes was not addressed. Such codes do not possess any specific structure which could be exploited to create an efficient algorithm. In this paper, we present an efficient method to locate errors with codes based on random orthogonal matrices.
INTRODUCTION
Conventional error correcting codes are defined over finite fields. However, real-number codes can also be employed when floating point issues become important. A finite field can be embedded in a real or complex field and several authors studied the properties of real-number codes [1, 2, 3] .
Some such codes include the DFT and DCT codes. These particular codes are cyclic, and, hence, can be used to detect and correct errors using the so-called locator polynomial via the syndrome, with efficient algorithms. Unfortunately, due to their structure, the stability of these codes is very poor for burst error patterns. Shannon showed in his seminal paper [4] that most of the codes can achieve channel capacity. The structure imposed on the codes, is only intended for practical algorithms to code and decode.
Surprisingly enough, if the matrix involved does not have any particular structure, the code obtained performs quite well independently of the error pattern. These codes which are based on random matrices are dubbed random codes. They have been shown to have a good stability in correcting erasures (errors in known positions) [5] . However, the problem of correcting errors (detecting and correcting errors) was not addressed by the authors. This problem presents itself as a combinatorial problem, but that can be tackled as a linear programming problem, under certain conditions.
CODES AND STRUCTURE
In the particular case of DFT codes, to circumvent the poor stability of the code when facing burst erasure patterns, a parallel concatenated code (PCC) is used, which consists of a two-channel structure, where the first channel employs a DFT code and the second channel employs additionally an interleaver ( Figure 1) . Fig. 1 . Two channel coder with K < N. The interleaver is denoted by P .
These two-channel codes outperform their single-channel counterparts, specially for occurrences of bursty losses. Their condition number can be several orders of magnitude lower than the single channel DFT codes, which makes the twochannel structure very stable, even when bursts of losses occur. The improvement in stability has to do with the randomness introduced by the interleaver [6, 7] , although it has not yet been possible to demonstrate this mathematically.
RANDOM CODES
However, stable single channel real-number codes even under bursty erasure patterns have been proposed [5] . These codes are based on random gaussian matrices and, hence, have no specific structure.
In this case, the original signal m ∈ R K is coded as
with c ∈ R N where G is an N × K submatrix of an N × N gaussian matrix (K < N). Defining the set of the index of the lost samples (erasures) by J ⊂ {1, . . . , N} with at most N − K samples, andJ as its complement, then we can define G(J) as the matrix with the known rows of G. To get the message m from the known samples of c it suffices to solve the system of equations (1)with the known rows of Ĝ
where G(J ) + stands for the pseudo-inverse of G(J ). It has been shown in [5] that with high probability, such codes are very stable even under bursty losses.
As a comparison between random codes and a structured real-number code, Figure 2 shows the condition number of a DFT code, its PCC counterpart and a random code, with N = 256 (128 in each channel for the PCC) and K = 21, as the number of bursty losses increases. It can be seen that for the random code, the condition number never exceeds 10, while for the DFT code the condition number explodes quickly. The PCC, in turn, is much more stable than the DFT code (by six orders of magnitude for many losses), but the random code outperforms the two-channel code.
The connection between randomness and stability is again highlighted: the more structure, the worse the performance. A question arises, however: since it is not possible to take advantage of the structure of random matrices, can detection of errors be carried out with these new codes?
ERROR CORRECTION WITH RANDOM CODES
In the previous section we presented a method to recover the error amplitudes solving an overdetermined system of equations minimizing the 2 norm. In this section we show how to construct a real number code in order to correct errors in the received vector, finding their positions and amplitudes. Consider the random matrix F ∈ R N ×N with elements following a normal distribution and the following partition
where G ∈ R N ×N is the coding matrix and H ∈ R 
The vector s is known as the syndrome [8] and because the columns of H are orthogonal to the columns of G, the syndrome is a function of only the error vector e. From the received signal y it is possible to calculate the syndrome s, and the error vector e can be recovered by solving the underdetermined system of equations
This system has many solutions and we want the sparsest one. This is a combinatorial problem very hard to solve and can be stated as
with e 0 = # {i ∈ 1, . . . , N : e i = 0} the 0 -norm (pseudonorm). This problem has a unique solution if the vector e is sufficiently sparse. The folowing theorem states this property.
Theorem 1
If e 0 = L, then e is the unique solution of (P 0 ) if and only if
The function K(H T ) is the ambiguity index of H T , and is defined as the largest number such that any set of K(H T ) columns of H
T is linearly independent. This bound is well known in the coding theory as the Singleton bound [9] . If
Note that to construct a code capable of correcting t errors we have to add two new samples to the message vector m or have N − K = 2t.
The system of equations of (2) can be expanded to
. . 
Obtaining sparse solutions with 1 norm
Donoho and Elad [10, 11] , showed that in certain conditions the (P 0 ) can be solved by the more tractable problem (P 1 ) min e 1 subject to H T e = s with e 1 = i |e i | the 1 -norm. This is a linear programming problem and can be solved using the simplex or an interior point algorithm [12, 13, 14] . The following theorem states in which conditions the two problems are equivalent [10, 11] .
Theorem 2 If e 0 = L and
then (P 0 ) is equivalent to (P 1 ) and solving the latter problem leads to the same sparse solution obtained by solving (P 0 ).
T normalized with h i 2 = 1) gives a measure of the distribution of the frame vectors of
is high it means that certain vectors of H T are almost collinear. The ebp stands for equivalence break point and gives the number of errors that is guaranteed the code to correct. Note that if the L < ebp the equivalence between (P 0 ) and (P 1 ) is guaranteed, but if L ≥ ebp the equivalence may be broken. It is well known [15] that if we assume K(H T ) = N − K (not without significance, since we are dealing with random matrices) that the following holds for the mutual incoherence
M (H T ) measures how spread-out the columns of H T are and due to the Schwartz inequality we have 0 ≤ M (H T ) ≤ 1. Note that for a square matrix A we have M (A) = 0 if A has orthogonal columns.
Grassmannian Frames
A code with a parity check matrix H that attains an optimal mutual incoherence M (H T ), is expected to achieve good results. Such matrices exist and are known as Grassmannian frames [16, 17] . This type of frames has applications in coding with real numbers and they guarantee that the mutual incoherence is maximum M (H T ) = M opt and the vectors h i are distributed in an optimal way in order to maximize the relative angle defined by h T i h j with i = j and h i 2 = 1. For this type of frames the equivalence break point is optimized
and it would be expected that they perform much better than the random case. However, that is not true, and simulation results showed that in most cases the random frames perform better. Note that the mutual incoherence does not give all the information about the frame subspace. We also have to consider the angle between each vector h i and the subspaces formed by all the possible sets of two and more vectors h j . Assuming normalized vectors h i , we can calculate the Gram matrix of H T which has all the possible dot products h T i h j with i = j. The mutual incoherence gives only the worst case, and we can get more insight on the distribution of the angles if we evaluate the histogram of the off diagonal elements of the Gram matrix. In the figure 3 we can compare the histograms for a random generated matrix and a Grassmannian matrix. Notice the normal distribution of the frame angles for the random matrix and the maximum dot product of 0.25 for the Grassmannian matrix.
In order to validate the error correction with random matrices we have implemented error correction algorithms that generates a syndrome for a positive valued error pattern and gets the sparse solution by solving (P 1 ) using a linear programming method of interior point. For each number of errors we tested 10 5 error patterns and counted the number correctly recovered. In the figure 4 we can see that for this simulation the random code performed slightly better than the Grassmannian code. We can also see that both methods correct most of the error patterns well above the ebp threshold. One of the problems in solving (P 1 ) directly with a linear programming algorithm, is that all the errors should be positive. To circumvent this limitation, we define for any error vector e the two variables e + and e − as e + i = max{e i , 0} and e − i = max{−e i , 0} from which e can be recovered as e = e + −e − . Solving the following problem withê
we can correct positive and negative error amplitudes.
CONCLUSIONS
A method for correcting errors in real-number codes was proposed. Instead of solving the hard combinatorial problem it was shown that it is possible to obtain the same solution by solving a linear programming problem. We also showed that the optimal Grassmannian matrices do not always perform better than a simple random code. This observation makes clear that the mutual incoherence is not enough to characterize the code capacity. In Figure 4 we can see that the ebp (•) measured for the random code is much more conservative than the ebp ( ) for the Grassmannian code. We also proposed a different measure to characterize a code, but it is not practical because of the combinatorics. • and represents the ebp of the random and Grassmannian codes respectively.
