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Аннотация. Впервые на основе двунаправленной ассоциативной памяти предложена архитектура и алгоритмы 
функционирования двунаправленной многослойной дискретной нейросетевой ассоциативной памяти с управляющи-
ми нейронами, которая способна восстанавливать по входной информации, подаваемой на любой из двух ее входных 
слоев нейронов, цепочки ассоциаций и корректировать результаты с помощью управляющих нейронов. Это становит-
ся возможным благодаря тому, что архитектура классической двунаправленной ассоциативной памяти перестраивает-
ся путем замены одного из сенсорных слоев нейронов на N слоев, которые последовательно связаны друг с другом 
парами двунаправленных взвешенных связей, и добавлением N управляющих слоев нейронов. 
Ключевые слова: двунаправленная ассоциативная память, многослойная дискретная нейросетевая ассоциативная 
память с управляющими нейронами, цепочки ассоциаций. 
Abstract. For the first time on the basis of bidirectional associative memory proposed architecture and algorithms of discrete 
multilayer bidirectional associative memory neural networks with control neurons, which is capable of reducing the input of 
the information supplied on any of its two input layers of neurons, the chain of associations and adjust the results with the 
control neurons. This is possible thanks to the fact that the architecture of classical bidirectional associative memory is 
reconstructed by replacing one of the layers of sensory neurons at the N layers are sequentially linked to one another in pairs 
suspended bidirectional communications and control by N layers of neurons. 
Keywords: bidirectional associative memory, discrete multilayer neural associative memory with control neurons, the chain of 
associations. 
 
 
 
 
Постановка проблемы и анализ литературы 
 
Для решения задач нахождения ассоциативных об-
разов в настоящее время существует множество 
разнообразных методов и алгоритмов [1 – 6]. В связи с 
этим в теории искусственного интеллекта предпринима-
ются попытки создания универсальных подходов, 
позволяющих решать широкие классы задач поиска и 
запоминания ассоциативной информации. Один из таких 
подходов связан с использованием искусственных 
нейронных сетей. Их эффективное применение для 
решения различных задач во многом основывается на 
том, что традиционные трудности решения разнообраз-
ных задач облегчены применением универсальных 
алгоритмов обучения нейронных сетей на обучающих 
выборках [7 – 9]. 
 
Обычная нейронная сеть, например, перцептрон 
[5, 7] реализует отображение )( kk xfy  , где 
),...,,( 21
k
m
kkk yyyy   – выходной вектор нейронной сети 
для k-го входного вектора сети ),...,,( 21
k
n
kkk xxxx  , 
pk ,1 ; p  – число пар векторов ),( kk yx , 
mknk RyRx  , , и может рассматриваться как 
ассоциативная память, которая входному вектору kx  
вставить в соответствие выходной вектор ky . Однако 
нейронные сети типа перцептрона, Хебба и другие [8, 9] 
не могут вектору ky  поставить в соответствие ассоциа-
тивный вектор kx .  
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Этот недостаток преодолён в нейронной сети дву-
направленная ассоциативная память (ДАП) [10 – 14]. 
Двунаправленная ассоциативная память состоит из двух 
слоев нейронов, связанных парами двунаправленных 
взвешенных связей. Изображения (или n-мерные либо m-
мерные входные вектора) могут подаваться соответ-
ственно на входы X- или Y-элементов. При этом не 
предполагается подача изображений на оба слоя 
элементов одновременно. Если весовая матрица для 
сигналов, посылаемых из X-слоя элементов в Y-слой, есть 
, 
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то весовая матрица для сигналов от Y-элементов в X-слой 
имеет вид 
т
1 WW  . 
Сеть способна запоминать пары ассоциированных 
друг с другом образов )  ...,  ,(   ),  ...,  ,( 11
p
m
ppp
n
pp ttTssS   
из некоторых заданных множеств образов 
},  ...,  ,  ...,  ,{   },  ...,  ,  ...,  ,{ 11 LpLp TTTTSSSS   где L  
число ассоциированных пар. 
Процесс обучения ДАП с биполярными нейронами 
состоит в предварительной настройке весов связей между 
X- и Y-нейронами, задаваемых элементами матрицы (1) в 
соответствии с формулой: 



L
p
p
i
p
iij mjnitSw
1
. ,1  ,,1    ,                  (2) 
Динамика ДАП в режиме определения ассоциатив-
ных изображений является итерационной. Процесс 
изменения выходных сигналов нейронов каждого слоя 
ДАП осуществляется синхронно, при этом сигналы 
посылаются из слоя в слой последовательно, а не 
одновременно в обоих направлениях. При биполярных 
входных векторах функции активации )( вх.pp Uf  для 
элементов X- и Y-слоя задаются выражением: 
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где p  порог p-го элемента ДАП, p = 1, …, n, n+1, …, n 
+ m. 
Из выражения (3) следует, что если входной сигнал 
элемента точно равен пороговому значению, то функция 
активации оставляет на выходе нейрона предшествующее 
значение выходного сигнала. В связи с этим начальная 
активация нейронов обычно производится нулевыми 
входными сигналами. Функционирование сети может 
начинаться с задания изображения (входных сигналов) 
для любого из слоев ДАП. Алгоритм работы двоичной 
сети при первом предъявлении изображения Sk слою X-
элементов предполагает выполнение следующих шагов: 
Шаг 1. Инициируются веса связей, определяемые с 
помощью соотношения (2), для множества из L пар 
ассоциированных друг с другом двоичных изображений 
. ,1   , )  ,( LpTS pp   Задается начальное время: t = 0. 
 
Инициируются нулевыми входными сигналами все 
нейроны ДАП: 
;,1 ,0)((0) ,0(0) вх..выхвх. niUfUU XiiXiXi   
.,1 ,0)((0) ,0(0) вх..вых.вх mjUfUU YjjYjYj   
Шаг 2. Для заданного изображения 
)  ...,  ,( 1
k
n
kk ssS   выполняются шаги 3  7. 
Шаг 3. Задаются входные сигналы нейронов X-
слоя: 
. ,1   ,(0)вх. nisU
k
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Задается время t = t + 1 и вычисляются выходные 
сигналы X-элементов: 
. ,1  ,))((1)(  .вх.вых nitUftU XiiXi   
Шаг 4. До тех пор, пока не установятся выходные 
сигналы всех X- и Y-нейронов, выполняются шаги 5  7 
алгоритма. 
Шаг 5. Адаптируется активность элементов Y-
слоя. Вычисляются входные и выходные сигналы Y-
элементов: 
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 Выходные сигналы Y-нейронов посылаются на 
входы элементов X-слоя. 
Шаг 6. Адаптируется активность элементов X-
слоя. Вычисляются входные и выходные сигналы X-
элементов: 
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Выходные сигналы X-нейронов посылаются на 
входы элементов Y-слоя. Вычисляются входные 
3)(.вх tU Yj , mj ,1   и выходные сигналы )4(.вых tU Yj  
элементов Y-слоя. 
Шаг 7. Проверяется тест на сходимость. Сравни-
ваются выходные сигналы  
X-нейронов 3)(.вых tU Xi  и  ,1)( .вых tU Xi  , ,1 ni   а 
также Y-нейронов 2)(.вых tU Yj  и  ,)4(.вых tU Yj  , ,1 mj   
полученные на текущей и предшествующих итерациях. 
Если не выполняется хотя бы одно из (n + m) равенств 
1)(3)( .вых.вых  tUtU XiXi , ;,1 ni   
)4(2)( .вых.вых  tUtU YjYj , , ,1 mj   
то осуществляется переход к шагу 5 алгоритма, иначе  
переход к шагу 8. 
Шаг 8. Останов. 
ДАП может запоминать пары ассоциативных 
изображений, а при подаче представителя пары на 
соответствующий вход – выдавать ассоциативное 
изображение. Однако ДАП не может запоминать цепочки 
ассоциаций и корректировать результаты с помощью 
управляющих нейронов. 
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Цель статьи 
  
Разработка нейросетевой двунаправленной много-
слойной ассоциативной памяти, которая, с одной 
стороны, обладает возможностью запоминания и 
восстановления цепочек ассоциативных изображений, а с 
другой стороны, возможность изменять цепочки 
ассоциаций с помощью управляющих нейронов. 
 
Разработка нейросетевой многослойной  
ассоциативной памяти 
 
Задача решается благодаря тому, что архитектура 
ДАП перестраивается путем замены одного из сенсорных 
слоев нейронов например, слоя Y-элементов, на N слоев 
(рис. 1), которые последовательно связаны друг с другом 
парами двунаправленных взвешенных связей и добавле-
нием N управляющих слоев нейронов ),1( NiRi  . При 
этом каждая пара соседних слоев нейронов фактически 
является двунаправленной ассоциативной памятью. В 
результате этого возникает возможность любому вектору 
)...,,,( вх.вх.2вх.1вх.
i
qi
iii ZZZZ   некоторого слоя сети 
),1( NiZ i   поставить в соответствие ассоциативный 
вектор 1вых.
iZ  на выходе 1iZ -слоя, а вектор iZвх.  
рассматривать как ассоциацию входному вектору 
предшествующего слоя нейронной сети. При этом, с 
помощью слоев управляющих нейронов ),1( NiRi  , 
можно осуществлять коррекцию векторов iZвх. ),1( Ni  , 
составляющих цепочку ассоциативных изображений. 
Все это дает возможность говорить о том, что лю-
бой вектор на входе Х-слоя нейронной сети порождает 
цепочку их N двунаправленных ассоциаций, где каждый 
вектор )1,1(  NiZ i  входит в две ассоциации, которые 
можно корректировать с помощью соответствующих 
управляющих нейронов [15]. 
 
 
Память состоит из сенсорного слоя нейронов 
),1( niX i   и N слоев Z-элементов )...,,(
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1
1
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N
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ZZZ  с управляющими слоями нейронов 
),1( NiRi  . Каждый нейрон входного слоя ),1( niX i   
связан с каждым нейроном 1Z -слоя парами двунаправ-
ленных взвешенных связей с весовыми коэффициентами 
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1iq
W , ),1;,1( 11
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1
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связан с каждым нейроном 2Z -слоя парами двунаправ-
ленных взвешенных связей с весовыми коэффициентами 
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аналогии каждый kZ -слой сети ),3( Nk   связан с 
предыдущим слоем 1kZ  парами двунаправленных 
взвешенных связей с весовыми коэффициентами ,1
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Рис. 1. Нейросетевая многослойная ассоциативная память 
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Каждый нейрон выходного слоя ),1( NN
N
qN gqZ   
связан с каждым нейроном 
1
1


N
qN
Z -слоя парами двуна-
правленных взвешенных связей ,1
1
N
qq NN
W

 2
1
N
qq NN
W

 
;,1( 11   NN gq ),1 NN gq   и с нейронами 
),1( NN
N
h phR N   из управляющего 
NR -слоя парами 
двунаправленных взвешенных связей с весовыми 
коэффициентами ),1;,1(, 43 NNNN
N
hq
N
qh gqphWW NNNN  . 
Разработанная сеть функционирует в соответствии 
с двумя алгоритмами: обучения и распознавания. 
Алгоритм обучения сводится к определению обучающего 
набора изображений и определения матриц весов связей 
между слоями нейронов: ,iX  ,
1Z  ,2Z  …, ,NZ  с 
помощью соотношений вида (1) и (2) [16, 17]. Поскольку 
любые два Z-слоя нейронов 1Z  и 2Z , 2Z  и 3Z , …, 1NZ  
и NZ , имеют архитектуру двунаправленной ассоциатив-
ной памяти, то их функционирование аналогично 
классическому алгоритму функционирования ДАП. 
Последовательное применение классического алгоритма 
ДАП к слоям нейронов 1Z  и 2Z , 2Z  и 3Z , …, 1NZ  и 
NZ  позволяет получать всю цепочку ассоциативных 
изображений VNVVV SSSS ...,,,, 21 , где VS  – входное 
изображение, )...,,2,1( NdSVd   – изображения на 
выходах нейронов, соответственно слоев Х, 1Z , 2Z , …, 
NZ  нейронов. Предложенная многослойная ассоциатив-
ная память является двунаправленной. Поэтому, если на 
входы NZ  нейронов подать изображение 
VNS , то будет 
получена цепочка ассоциативных изображений ,)1( NVS  
VVNV SSS ,...,, 1)2(  . Процессы функционирования 
предложенной нейронной сети в этом случае аналогичны 
процессам функционирования сети при подаче изображе-
ния VS  на входы слоя Х-нейронов. При этом добавление 
в структуру новой многослойной нейросетевой памяти N 
слоев управляющих нейронов дает возможность 
построения ассоциаций с учетом дополнительной 
информации. Это становится возможным благодаря тому, 
что управляющие нейроны связаны с соответствующими 
слоями нейронной сети и при появлении информации на 
входах слоев, могут её корректировать с учетом 
информации на входах управляющих нейронов. 
В алгоритме функционирования многослойной 
двунаправленной ассоциативной памяти с управляющими 
нейронами в режиме определения цепочек ассоциаций 
приняты следующие обозначения: 
n – число нейронов в сенсорном слое нейронов; 
Nggg ...,,, 21  – число элементов соответственно в 
слоях 1Z , 2Z , …, NZ  нейронной сети, ;...21 Nggg   
VNVVV SSSS ...,,,, 21  ),1( LV   – цепочка ассоциа-
тивных изображений; 
VNVV SRSRSR ...,,, 21  ),1( LV   – множества управ-
ляющих векторов; 
VkSR  – множество управляющих нейронов для k- 
 
слоя Z -нейронов ),1( Nk  ; 
L – число цепочек ассоциативных изображений, 
которые запоминаются; 
V – номер цепочки ассоциативных изображений; 
1
0t , 
1
1t , 
1
2t , … – последовательные моменты време-
ни при получении ассоциативных изображений; 
ttt  10
1
1  или в общем виде ttt kk  
1
)1(
1 ; 
t  – время, необходимое для получении выходно-
го сигнала нейронов с помощью функции активации; 
Vf  – функция активации V-го элемента. 
Алгоритм работы многослойной двунаправленной 
ассоциативной памяти при подаче изображения на 
первый сенсорный вход, предусматривает выполнение 
шагов, аналогичных шагам при функционировании ДАП: 
Шаг 1. Инициируются веса связей 
),1;,1(, 11
1211
11
gqniWW iqiq  . Задается начальное время: t = 
1
0t . Инициируются нулевыми входными сигналами все 
нейроны сети: 
;,1;0)()0(;0)0(
.вх.выхвх.
niUfUU
iii X
iXX
  
;,1;,1;0)()0(;0)0(
вх.вых..вх
NrgqUfUU rrZqZZ r
rq
r
r
rq
r
rq

.,1;,1;0)()0(;0)0(
.вх.выхвх.
NrphUfUU rrRiRR r
rh
r
rh
r
rh
  
Шаг 2. Для изображения ) ..., ,( 1
V
n
VV SSS   из про-
извольной цепочки обучающих изображений 
),1(...,,,, 21 LVSSSS VNVVV  , выполняются шаги 3 – 7. 
Шаг 3. Задаются входные сигналы нейронов Х-
слоя и управляющего 
1R -слоя сети: 
;,1,)( 10.вх niStU
V
iXi
  
.,1,)( 11
1
0.вх 11
1
phSRtU VhRh
  
В интервале времени [t0, ttt 
1
0
1
1 ] вычисляются 
выходные сигналы нейронов Х- и 
1R -слоя элементов: 
;,1)),(()( 10вх.
1
1.вых
nitUftU
ii X
iX
  
.,1)),(()( 11
1
0вх.
1
1.вых 1
1
1
1
phtUftU
hh R
iR
  
Шаг 4. Пока не установятся выходные сигналы 
всех Х- и 1Z -нейронов, выполняются шаги 5 – 7.  
Шаг 5. Адаптируется активность элементов 1Z -
слоя. Вычисляются входные и выходные сигналы 1Z -
элементов: 
),()()( 11
1
вых.
131
1
1
вых.
111
1.вх
1
1
1
1
111
1
1
tUWtUWtU
p
h
Rqh
n
i
XiqZ hiq



;,1;,1 11 gqni  ;,1 11 ph   
));(()( 11.вх
1
2.вых 1
1
1
1
1
tUftU
qq Z
qZ
  .,1 11 gq   
Выходные сигналы 1Z -нейронов посылаются на 
входы элементов Х- и 
1R -слоев. 
Шаг 6. Адаптируется активность элементов Х- и 
1R -слоев. Вычисляются входные и выходные сигналы 
нейронов Х- и 
1R -слоев: 
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)()( 12
1
.вых
121
2.вх
1
1
1
1
1
tUWtU
g
q
ZiqX qi


 , ;,1;,1 11 gqni    
;,1)),(()( 12.вх
1
3.вых nitUftU ii XiX   
)()( 12
1
.вых
141
2.вх
1
1
1
1
11
1
1
tUWtU
g
q
ZhqR qh


 , ;,1 11 ph   
;,1 11 gq    
)),(()( 12.вх
1
3.вых 1
1
1
1
tUftU
hh R
iR
  .,1 11 ph   
Выходные сигналы нейронов Х- и 
1R -слоев посы-
лаются на входы элементов 1Z -слоя: 
;,1;,1;,1
),()()(
1111
1
3
1
вых.
131
3
1
.вых
111
3.вх
1
1
1
1
111
1
1
phnigq
tUWtUWtU
p
h
Rqh
n
i
XiqZ hiq

 
  
.,1));(()( 11
1
3.вх
1
4.вых 1
1
1
1
1
gqtUftU
qq Z
qZ
  
Шаг 7. Проверяется тест на сходимость. Сравни-
ваются выходные сигналы нейронов Х-слоя )( 13.вых tU iX
 и 
)( 11.вых tU iX
, ,,1 ni   выходные сигналы управляющих 
нейронов 
1R -слоя )( 13.вых 1
1
tU
hR
 и )( 11.вых 1
1
tU
hR
, ,,1 11 ph   а 
также выходные сигналы нейронов 1Z -слоя )( 12.вых 1
1
tU
qZ
 и 
)( 14.вых 1
1
tU
qZ
, ,,1 11 gq   которые получены на текущей и 
предыдущей итерациях. Если не выполнено хотя бы одно 
равенство 
;,1),()( 11.вых
1
3.вых
nitUtU
ii XX
  
;,1),()( 11
1
1.вых
1
3.вых 1
1
1
1
phtUtU
hh RR
  
,,1),()( 11
1
4вых.
1
2вых. 1
1
1
1
gqtUtU
qq ZZ
  
то переход к шагу 5 алгоритма, иначе – на выходе 1Z -
слоя получено изображение 11
VS , которое является 
входным изображением для Z2-слоя ассоциативной 
памяти и осуществляется переход к шагу 8. 
Для получения последующих изображений выпол-
няются шаги 8 – 15 алгоритма, когда на каждом из слоев 
Z-нейронов получается одно изображение из цепочки 
ассоциаций, где Nk ,1 . 
Шаг 8. Инициируются веса связей ,
1
)1(
k
qq kk
W

 
2
)1(
k
qq kk
W

 
;,1( kk gq   ),1 )1()1(   kk gq  и задается начальное время 
для определения изображения на выходе 
kZ -слоя 
нейронов (k > 1): kt0 . 
Шаг 9. Для изображения ) ..., ,( 1
V
kn
V
k
V
k SSS  , полу-
ченного на слое kZ -нейронов, выполняются шаги 10 –14.  
Шаг 10. В интервале времени [ kt0 , 
)1(
1
k
t
 ] вычисля-
ются выходные сигналы нейронов kZ - и kR -слоя 
элементов: 
,,1);()(
.вх
)1(
1вых. kk
k
rZ
k
Z
gqtUtU k
kq
k
kq
  
 
.,1)),()(
вх.
)1(
1.вых kk
k
rR
k
R
phtUtU k
kh
k
kh
  
где ...}),8,6,4{( rtkr  – момент времени получения 
выходного сигнала на слое kZ -элементов на предыдущей 
итерации. 
Шаг 11. Пока не установятся выходные сигналы 
всех kZ - и )1( kZ -нейронов, выполняются шаги 12 – 14. 
Шаг 12. Адаптируется активность элементов 
)1( kZ -слоя. Вычисляются входные и выходные сигналы 
)1( kZ -элементов: 
),()()( )1(1
1
вых.
3)1(
1
1
.вых
1)1(
1вх. 1)1()1(
)1(
k
p
h
R
k
qh
k
g
q
Z
k
qq
k
Z
tUWtUWtU
k
k
k
kh
kk
k
k
k
kq
kk
k
kq




  

  
;,1 )1()1(   kk gq   
;,1 kk gq   ;,1 kk ph   
)),(()(
)1(
1вх.
)1(
2.вых )1(
)1(
)1(
)1(
)1(
k
Zq
k
Z
tUftU k
kq
k
k
kq






  
.,1;,1 )1()1( kkkk gqgq    
Выходные сигналы )1( kZ -нейронов посылаются 
на входы элементов kZ - и 
)1( kR -слоев. 
Шаг 13. Адаптируется активность элементов kZ - 
и 
)1( kR -слоев. Вычисляются входные и выходные 
сигналы нейронов kZ  и 
)1( kR -слоев. 
),()(
)1(
2
1
.вых
2)1(
2.вх
)1(
)1(
)1(
)1(
)1(
k
g
q
Z
k
qq
k
Z
tUWtU
k
k
k
kq
kk
k
kq


 





  
;,1;,1 )1()1(   kkkk gqgq  
;,1;,1
)),(()(
)1()1(
)1(
2вх.
)1(
3.вых




kkkk
k
Zi
k
Z
gqgq
tUftU k
kq
k
kq  
)()(
)1(
2
1
.вых
4)1(
2.вх
)1(
)1(
)1(
)1(
)1(
k
g
q
Z
k
hq
k
R
tUWtU
k
k
k
kq
kk
k
kh


 





 , 
;,1 kk ph   ;,1 )1()1(   kk gq   
)),(()( )1(2.вх
)1(
3.вых
k
Ri
k
R
tUftU k
kh
k
kh
   .,1 kk ph   
Выходные сигналы нейронов kZ - и 
kR -слоев посылают-
ся на входы элементов )1( kZ -слоя: 
),()()(
)1(
3
1
вых.
3)1(
3
1
.вых
1)1(
3вх. )1()1()1(
)1(
k
p
h
R
k
qh
k
g
q
Z
k
qq
k
Z
tUWtUWtU
k
k
k
kh
kk
k
k
k
kq
kk
k
kq




  

  
;,1 )1()1(   kk gq   
;,1 kk gq   ;,1 kk ph   
));(()(
)1(
3вх.
)1(
4.вых )1(
)1(
)1(
)1(
)1(
k
Zq
k
Z
tUftU k
kq
k
k
kq






  
.,1;,1 )1()1( kkkk gqgq    
 Шаг 14. Проверяется тест на сходимость. Срав-
ниваются выходные сигналы нейронов kZ -слоя 
)(
)1(
3.вых
k
Z
tU k
kq

 и )( )1(1.вых
k
Z
tU k
kq

, ,,1 kk gq   выходные 
сигналы управляющих нейронов 
kR -слоя )( )1(3.вых
k
R
tU k
kh
  
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и )( )1(1.вых
k
R
tU k
kh
 , ,,1 kk ph   а также выходные сигналы 
нейронов )1( kZ -слоя )( )1(2.вых )1(
)1(
k
Z
tU k
kq



 и )( )1(4.вых )1(
)1(
k
Z
tU k
kq



, 
,,1 )1()1(   kk gq  которые получены на текущей и 
предыдущей итерациях. Если не выполнено хоть одно 
равенство: 
;,1),()( )1(1.вых
)1(
3.вых kk
k
Z
k
Z
gqtUtU k
kq
k
kq
   
 )( )1(3.вых
k
R
tU k
kh
)(
)1(
1.вых
k
R
tU k
kh
 , ;,1 kk ph   
,,1
),()(
)1()1(
)1(
4.вых
)1(
2.вых
)1(
)1(
)1(
)1(



 



kk
k
Z
k
Z
gq
tUtU k
kq
k
kq  
то переход к шагу 12 алгоритма, если Nk 1  , то 
1 kk  и переход к шагу 8, иначе – к шагу 15 алгоритма. 
 Шаг 15. Останов. 
 В [16] приведен пример обучения новой 
многослойной сети с биполярными нейронами для 
запоминания двух цепочек ассоциативных изображений с 
учетом управляющей информации.  
 Разработано программное обеспечение, 
моделирующее архитектуру и алгоритмы функциониро-
вания многослойной дискретной двунаправленной 
ассоциативной памяти с управляющими нейронами. 
Программа позволяет в процессе работы нейронной сети 
восстанавливать по входной информации, подаваемой на 
входы Х- или NZ -нейронов цепочки ассоциативных 
изображений. Программа также позволяет корректиро-
вать ассоциативные данные с учетом дополнительной 
информации, хранящейся в управляющих нейронах при 
восстановлении цепочки изображений ассоциативных 
входной информации с Х-слоя нейронов. 
 
Выводы 
 
Таким образом, впервые на основе двунаправлен-
ной ассоциативной памяти предложена архитектура и 
алгоритмы функционирования новой двунаправленной 
многослойной дискретной нейронной сети, которая 
способна восстанавливать по входной информации 
подаваемой на любой из двух ее входов цепочки 
ассоциативных изображений и изменять цепочки 
ассоциаций с учетом дополнительной информации, 
подаваемой на управляющие нейроны. На архитектуру и 
алгоритмы функционирования нейросетевой памяти 
получен патент Украины на изобретение. 
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