In this article we discuss a few aspects of the space-time description of fields and particles. In sectionII we show that a line is not just a collection of points and we will have to introduce one-dimensional lineintervals as fundamental geometric elements. Similar discussions are valid for area and volume-elements. In sectionn III we will discuss the fundamental nature of fields. In section IV we will discuss non-equivalence of the Schwarzschild coordinates and the Kruskal-Szekeres coordinates. In App.B and App.C we make a comparative study of Quantum Field Theory and Quantum Mechanics and disagreements associated with probabilistic interpretation of these theories with space-time dimensional analysis. In App.D and App.E we discuss the geometry of Robertson-Walker model and electrostatic behavior of dielectrics respectively. In Supp.I we discuss the regularity of Spin-Spherical harmonics. In Supp.II we will give a causal description of interference and diffraction in terms of phase velocity of waves. In Supp.III we will show that with a proper multipole expansion one have screening terms for the electric field of an elementary charged particle. We will discuss the regularity conditions required for the integral version of Gauss's divergence theorem rederive Gauss's law in Electrostatics and Ampere's law. We also show In Supp.IV we derive the complete equation for viscous compressible fluids and make a few comments regarding some contradictions associated with boundary conditions for fluid dynamics. In Supp.V We make with a few questions in We make a few comments on seeing by human brains in Supp.VI. We conclude this article with a few discussions on radiation in isothermal enclosures and uncertainity principle in Sup.VII.
II. GEOMETRIC CONTINUITY AND COORDINATIZATION
In this section we will review a few basic concepts of geometry and coordinatization. We will first give a precise definition of geometric continuity based on the concepts of homogeneity and extension. We will demonstrate that a line-element, a geometric continuum of one-dimension can not be a collection of points. Line-elements, area-elements and volume-elements are as fundamental as points. It follows naturally that an area-element can not be described as a collection of line-elements. This leads to a reformulation of the definition of dimension for a geometric continuum. We will consider the fact that real numbers form a dense set: for real numbers only the concept of "two numbers separated by an interval" or "two numbers are same" have meaning but "two numbers adjacent" is not defined. We will illustrate the relationship of these two aspects in the context of coordinatization. We will also state a corresponding version of the completeness of the real numbers. The definition of geometric continuity as given in this article raises the question whether time is a geometric continuum. We will briefly address this issue through the conceptual foundations of the General Theory of Relativity. We will also discuss in brief the the relationships of these aspects and the three spatial dimension with the the kinematical and dynamical properties of the Elementary particles and Electromagnetic fields. We will conclude this section with a few consequences.
In this section we will demonstrate that a line-element is not a collection of points. Line-elements, areaelements and volume-elements are as fundamental as points. We will consider the proposition similar to the fact that rational numbers form a dense set: for real numbers only the concept of "two numbers separated by an interval" or "two numbers are same" have meaning but "two numbers adjacent" is not defined. We will illustrate the relationship of these two aspects in the context of coordinatization.
The concept of geometric continuity should be based on two aspects: extension and homogeneity (more properly uniformity). An elementary particle, a tree if we neglect microscopic non-homogeneities, space and space-time (we will illustrate this example later) are examples of geometric continuum. In the most broad sense geometric continuity is distinguished according to dimension. An elementary particle, an electron, is a three dimensional geometrical continuum. If we consider a plane passing through the center of the electron (an equatorial cross-section) and shrink the transverse geometric extensions to zero we get a two-dimensional geometric continuum: a disk. If we consider a diameter of the disk and shrink the transverse extensions along the disk to zero we get a one-dimensional geometric continuity: a line. This definition of dimension is different from the conventional definition in terms of possible linear motion of point particles [32] but is proper as we will illustrate later. A point is a geometric object with zero extension. Thus whatever may be the amount of content (cardinality), a collection of points can not give a geometric continuum, a geometric object with finite homogeneous extension. We can illustrate this aspect in the context of the infinite straight line, a geometric continuum of one dimension. The one-dimensional homogeneous extension of a line-element on the straight line is characterized through the concept of length. Qualitatively, length characterizes finite extension in one-dimension and also ordering of points with respect to a given point chosen as origin. Quantitavely, length gives a coordinatization scheme characterizing line-intervals with a given line-interval chosen as unity. We will illustrate this aspect later. Thus, whatever may be the cardinality, a collection of zero-length points can not give a finite-length one-dimensional line. Also a homogeneous collection of points give us a single point as the length of a point is zero. We can illustrate this aspect in the following way:
We consider a homogeneous linear array of marbles touching each other. If we now shrink the volume of each marble keeping them in contact (so that the array is always homogeneous) then in the limit that the volume of the marbles is zero we will get a single point.
These discussions lead us to conclude that a line-element is not just a collection of points but is a fundamental geometric object. Similar arguments lead us to conclude that area-elements (two-dimensional geometric continuums) and volume-elements (three-dimensional geometric continuum) are fundamental geometric objects and we can not obtain points without breaking the continuum geometry. To illustrate, let us consider a square, a geometric continuum of two dimension. We can not consider the square to be a collection of straight lines parallel to the base as each straight line has zero transverse extension and arguments similar to as above apply.
We will now discuss the concept of coordinatization which is an ordering process through length with respect to a point chosen as the origin. In the conventional scheme the infinite straight line is considered to be a collection of points and real numbers should have a one-to-one relationship with the points to have a proper ordering. In the context of the discussions in the preceding paragraph this scheme can not work as we can not arrange, according to length from a given point, a homogeneous collection of points each of which is of zero length. We have also illustrated earlier that a homogeneous collection of points give us a single point. A plane is a two dimensional object and any point on the plane can be characterized, as we will illustrate, through the choice of two intersecting lines on the plane and constructing a coordinate system defined in terms of intervals with respect to the point of intersection.
We now consider the concept of coordinatization more precisely. As we have discussed earlier line intervals as fundamental geometrical entities to form lines which are geometric continuum of one dimension.
We define a dense set to be a set with an ordering such that there exist an element between any two distinct elements of the set. We will now prove that the real numbers form a dense set [33, 34] . That is for real numbers only the concept of "two numbers separated by an interval" or "two numbers coincident" have meaning but "two numbers adjacent" is not defined. That is for any two real numbers we can always find a real numbers lying between the two.
Firstly, the two representations of 0.1, 0.0999....... (where all the decimal places starting from the 2-nd are 9) and 0.1 are same as any number added to 0.0999....... gives a number greater than 0.1 and any number subtracted from 0.1 gives gives a number less than 0.0999........ This two representations also gives us the same result if add/subtract a number with/from both the numbers.
An arbitrary real rational number may be expressed as r = n.x 1 x 2 x 3 ............x p , where n is an integer, x i = 0, ..., 9 for i < p, x j = 0 for j > p, p may be arbitrarily large but finite and x p = 0, i.e., the sequence of the decimal places is finite. Whereas an irrational number is given by: ir = n.x 1 x 2 x 3 ............ where all the decimal places are significant. will consider r, ir > 0 in the following section.
We now prove the following proposition: For real numbers only the concept of "two numbers separated by an interval" or "two numbers coincident" have meaning but "two numbers adjacent" is not defined. That is given any two real numbers we can always find a real numbers lying between the two.
If r is an integer (> 0) and M = r.x 1 x 2 x 3 ............x p , with all but x p (= 1) are zero and p may be arbitrarily large, then the number of decimal places having value zero before x p = 1 can be increased arbitrarily to construct a number less than M and closer to r and it is not possible to define a number to be adjacent to r. Similar will be the case for N = (r − 1).999......x i ,with all the decimal places up to x i are 9 for i arbitrarily large, to construct a number greater than N and closer to r, i.e, the number of decimal places having value 9 can be increased arbitrarily and it is not possible to define a number to be adjacent to r. We can illustrate this issue with the representations discussed before the proposition. The numbers r and (r − 1).999... where all the decimal places are 9 equivalent. Thus we can form the number (r − 1).999......x i = 899.. and applying arguments similar as above to the i-th decimal place we can show that it is not possible to define a number adjacent to r. This is also same as subtracting M = 0.000............x = 1 from r and applying arguments similar to those discussed at the beginning of this paragraph.
Similar as above will be the arguments with (n ≥ 0) r = n.x 1 x 2 x 3 ............x p , M = n.x 1 x 2 x 3 ............x j (x i same for both for 1 ≤ i ≤ p) with all x i (i > p) but x j (= 1) (j > i) are zero for j arbitrarily large and for N = n.x 1 x 2 x 3 ............y p 999....x j with the p -th decimal place y p = x p − 1 and all x j for j arbitrarily large are equal to 9.
For irrational numbers like (ir) 1 = √ 2, π we can prove the proposition using the rational approximation as considered in the standard literature. We can also apply the above arguments for recurrent decimals. Following the constructions in the preceding paragraphs it is easy to show that between any two irrational number there exist a rational or irrational number.
For r ≤ 0 the corresponding arguments to prove that "two numbers are adjacent" is not defined are very similar as in the preceding paragraphs.
These arguments together with the completeness of the Decimal number system (in the context of number systems) prove the above proposition.
We now consider a few aspects about irrational numbers defined in the conventional way. If we represent irrational numbers in terms of nested families of clossed intervals [32] with rational boundaries then we will have to assign a corresponding non-zero length (as for Euclidean space length is same as the difference of the rational boundaries) to the null rational interval representing a single point on the real line corresponding to the irrational number and this is not well-defined. On the other hand we can assume that between two rationals there exist a set of irrational numbers with forming a line-interval with continuum cardinality [6] . (This has some consequence for first countability of the real line as we will discuss at the end of this section) We now consider the null rational interval [0, r]. Whatever r can be we can multiply this interval with a factor of the form (10) M (r can be a surreal number and M can be a superreal number [35] ). The resultant interval should contain an infinite number of rationals [33] although all the numbers in the interval [0, r] (apart from the two boundaries) are irrational and multiplying an irrational number by (10) M can not give us a rational number. Thus we take the point of view of [36] , i.e, the rational approximations of an irrational number form a dense set about the irrational number and the rational approximation give us the irrational number in the limit when the number of significant decimal places are infinite, i.e, when the number of significant decimal places never terminate. For a recurrent decimal and an irrational to be adjacent the irrational should differ from the rational at some finite decimal place and arguments similar as discussed earlier demonstrate that it is not possible to define an irrational and a recurrent decimal to be adjacent.
These discussions also lead us to conclude that it is not possible to define a successor for real numbers. If we do not accept the point of view of [34] to break the fact that real numbers form a dense set then this aspect of real numbers is in accordance with geometric continuity as defined at the beginning of this article. That is, as far as coordinatization is concerned, the real numbers characterize line-intervals, which can be arbitrary, with respect to a point chosen to represent the value zero, the origin. This scheme of coordinatization differs from the conventional way where we consider the the infinite straight line to be a collection of points with continuum cardinality and try to have a one-to-one relationship between the points and the real numbers. In this context we can reformulate the completeness of the real numbers in the following way: if we chose any interval on the infinite straight line (the Real line in the sense that the intervals on the line is characterized by real numbers with a point on the line chosen to represent the number zero) the length can be expressed either in terms of a rational number or an irrational number.
We note as the real line cannot be defined as a collection of points we have to introduce the concept of collection of one-dimensional line elements as a fundamental mathematical entity which can be characterized into four classes:
(i)one-dimensional line elements without boundaries (ii)one-dimensional line elements with one boundaries (iii)one-dimensional line elements with two boundaries (iv)one-dimensional line elements with the two boundaries identified (e.g, a circle) We now demonstrate the consistencies of the discussions regarding geometric continuity at the beginning of this article in the following way. We can define the radius of a circle as the perimeter over 2π. As is proved earlier the values of the radius can only be defined through intervals and the concept of two concentric circles with adjacent values of radii is not defined. This feature is consistent with the fact that we can not obtain a two-dimensional disk from a collection of one-dimensional circles. We have to introduce the two dimensional circular strips as fundamental mathematical objects to construct a two-dimensional disk in the above way. Similar arguments for two dimensional spheres (where the radius is now defined as the positive square root of the area of the two-dimensional sphere over 4π) illustrate that we can not have a three dimensional volume element from a collection of two dimensional spheres and we have to consider three dimensional volume elements as fundamental mathematical entities. These discussions can be extended to higher dimensions.
A natural consequence of the above discussions is the fact that even if a physical variable is a geometric continuum its values are defined through intervals with respect to a reference value and form a dense set. Existence of quanta are restrictions on the values of these intervals leading to isolated spectrum.
The finite volume of the elementary particles and their displacements are in accordance with the geometric continuum structure of space. Within the context of classical mechanics time is realized through the changes in the configuration of a system. To illustrate we can consider the coordinates of a moving particle to characterize time. In the conventional definition of a line as collection of points we can define time to be a geometric continuum, as a collection of points, by a one-to-one correspondence between the possible coordinates of the particle on the line and the instants of time. However as we have discussed in this article a line is not a collection of points. Line-intervals are fundamental geometric objects. Only changes of position of the particle by a non-zero line-element is meaningful. The coordinates do not form a geometric continuum but form a dense set characterizing line-intervals with respect to a chosen point as the origin. Thus if we define the instants of time through a one-to-one correspondence with the possible coordinates of the moving particle we will have a dense set structure for time. However the General Theory of Relativity is a theory governing the dynamics space-time intervals themselves. The kinematical equivalence of space and time intervals indicates that time should be a geometric continuum in the same way that space is. The space-time coordinates of events form a dense set.
Unlike the motion of points, line-elements and area-elements the motion of three-dimensional objects form a geometric continuum of the same dimension as that of the objects themselves. Thus the three dimensional spatial geometry of the Universe is realized through the finite three dimensional volume of the fundamental particles and the finite three dimensional volumes of the fundamental particles lead to three spatial dimensions for the Universe. Dynamically, there are two possible motions on a plane, translations and rotations. Dynamically infinitesimal rotations can be uniquely characterized through their magnitude and the direction of the normal to the plane of rotation chosen through proper convention. In three dimensions the normal to the plane of infinitesimal rotation is uniquely characterized up to orientation, determined by proper convention, and is contained within the three dimensional spatial geometry. Higher dimensions greater than three break the uniqueness of the normal to the plane of rotation. Thus three dimensional spatial geometry is self -complete to describe the dynamics of matter particles uniquely. The quantum mechanical description of spin and polarization of the elementary particles is also significant in this respect. Also the concept of orientation with a proper convention is an essential aspect to formulate the laws of Classical Electrodynamics consistent with the energy conservation law [24] . The fact that in general, apart from the case when the normal to the plane of the loop is perpendicular to the magnetic field, a time-varying magnetic field always induces an electric current in a closed loop obeying Faraday's law (consistent with the energy conservation law) indicates that spacial geometry is of three dimensions as far as Classical Electrodynamics is concerned.
To summerize, in this section we have established that a line-interval is not a collection of points and we will have to consider line-intervals as fundamental geometric objects. Similar discussions are valid for higher dimensional geometric continuum. We have used the fact that real numbers form a dense set: "For real numbers only the concept of "two numbers separated by an interval" or "two numbers coincident" have meaning but "two numbers adjacent" is not defined" and discussed the relation of these two facts in the context of how to define coordinatization. We have also discussed in brief the the relationships of these aspects and the three spatial dimension with the the kinematical and dynamical properties of the Elementary particles and Electromagnetic fields.
We conclude this section with a few discussions: Firstly, we can not express the Cartezian plane R 2 in terms of the direct product R 1 ×R 1 . R 1 is not just a collection of points. Hence it is not possible to express R 2 as the union of the corresponding number of R 1 s. Also we have discussed earlier that we can not express a two-dimensional geometric continuum as a homogeneous collection of one-dimensional geometric continuum. Since R 2 can not be expressed as a collection of curves, the tangent vector space at any point on R 2 can not be identified with R 2 . The above discussions are also valid in higher dimensions. This aspect also illustrate that, we can not define higher dimensions greater than one in terms of possible motion of a point particle as neither a two-dimensional area-element nor a three-dimensional volume-element is a collection of one-dimensional line-elements. These discussions are significant for Differential Geometry. We now illustrate in brief the significance of these discussions in the context of classical statistical mechanics of a system of particles. We define the configuration-space to be the collection of the spatial coordinates of the particle. As we have illustrated earlier the configuration-space forms a dense set (a dense vector space when the dimension is greater than one). The momentum of a particle moving along a line is defined through associating possible values of the momentum with the possible positions of the particle in a given time starting from a fixed point. For a single particle moving in one-dimension the corresponding momentum at any point is not a geometric continuum but form a dense set as changes in the position of the particle through arbitrary but non-zero intervals are only meaningful. This discussions are similar to those made for time. Also the discussions at the beginning of this paragraph indicates that in higher dimensions the momentum of the particle at any point, tangent vector to the possible trajectories of the particle at that point, do not form a geometric continuum but is a dense vector space. Thus the dynamical states of the particle is characterized by the coordinate dense set (the configuration-space) and a dense collection of the momentum space dense set. The fact that the coordinates and the momentums form a dense (vector) space indicates that physically we can only approximate the corresponding phase-space to a geometric continuum. The above discussions can be extended when the number of particles is greater than one. We will later illustrate the significance of these discussions in the context of the corresponding path-integral formulation of statistical mechanics.
Secondly, let us consider two sets each containing a single object: a closed line-element. The line-elements are intersecting but non-coincident everywhere. The intersection of these two sets is a set containing points which are fundamentally different from line elements. Also as a line-element is not just a collection of points a set-theoretic union to form a closed line-element out of a set of half-open line-elements and a set of points is not well-defined as the above mentioned sets contains elements that are geometrically and thereby intrinsically different. Similar discussions remain valid in two dimensions when two area elements intersect along a line-element and in three dimensions when two closed volume-element intersect along a common boundary. These problems may be solved by defining a universal set containing all possible geometricelements including points. The union or intersection of any two elements from this universal set give us elements which belong to this universal set.
Lastly we discuss a consequence of the discussions on irrational number as discussed earlier.
To illustrate we make some comments regarding the first and second countability of R 1 discussed in Appendix:A of Wald [3] When defined as in [6] there are infinite number of irrational numbers between two rational numbers. As far as first-countability is concerned, an open set V centered on a rational number with deleted peremeter on one of these neighbouring irrational number cannot contain open balls with rational radii centered on points with rational coordinates. Similar discussions can also be extended to R n .
III. FUNDAMENTAL NATURE OF FIELDS
Gravitational interaction which is universally attractive is described by the General Theory of Relativity, a theory of fields realized through the existence of space-time and some of its geometric properties,e.g, the curvature. The principle of equivalence leading to the fact that the guinea and the feather fall the same way in vacuum together with the fact that gravity violets the elementary quantum mechanical priciples (as will be evident from this article) indicates that fields are as fundamental as particles. Fields and particles with their common and contradictory kinematical and dynamical features are the two fundamental constituents of nature. The attraction of opposite charges can only be explained through accepting the electric field as a fundamental entity of nature and not through only interaction mediating particle interaction (be the interaction mediating particles interacting with the sources or among themselves) although the repulsion between like charges may be explained in the later way with photons as the interaction mediator. Quantum mechanics is an incomplete approach to explain thr Solar system microscopic physics purely in terms of wave-like properties whereas Quantum Field Theory is an incomplete approach to explain the Solar system microscopic physics purely in terms of particle-like properties. For the vacuum polarization explanation of the potential [18] in the Bhaba scattering process it is not obvious how, in terms of photon exchanges, the loops in vacuum will screen the charges of e − , e + . Also an electron-positron loop with two external photon lines can not explain charge screening in any process as the particle-antiparticle pairs are created and annihilated after the interaction mediating photon had been created at one real particle and before the interaction mediating photon has interacted with the other real particle. These two theories are also contradictory to gravity (a theory of space-time) in many aspects as will be manifested in this article.
During the last few decades a lot of efforts had been devoted to unify the general theory of relativity (describing the gravitational interaction) with quantum mechanics (describing the microscopic interactions of the elementary particles). Yet the conventional theory of quantum mechanics, based on unitarity and symmetries, is contradictory with general relativity in many respects, e.g. , formally infinite zero point energy associated with canonical quantization scheme, ultraviolet divergent energy density associated with vacuum fluctuations [1] for collapsing physical systems, unitarity violation for black hole evolution.
To unify these two descriptions of nature we can proceed along two directions [2] : For the Euclede school space-time geometry is an abstract concept which exist irrespective of matter fields. For the non-Euclede school space-time does not exist independent of matter fields. Space-time is form of existence of matter and can not be concieved without matter. This feature is even more transperent from the facts, among others, that the universe is compact and there is no well-defined stress-tensor for gravity which interwinds matter fields and space-time geometry [3] .
In the context of the general theory of relativity the conflict between the two schools arise in the following way:
As soon as one derives the geodesic deviation equation from the principle of equivalence one "can" forget the source, ascribing the relative accelaration of the nearby geodesics to the space-time manifold. This, in contradiction to the philosophy of general relativity, may lead to think that the space-time manifold is more fundamental leading to the concept of quantum gravity irrespective of existence of the corresponding sources that will produce the fluctuating geometries (no source indicates no space-time geometry and observationally, quantum fluctuations in matter fields are negligible to produce significant alternations of the space-time geometry).
Quantum gravity also led to many space-time geometries which are physically non-existent. One such example is the extreme Reissner-Nordstrom black hole which cannot be obtained through any realistic gravitational collapse [ ]. It also has vanishing Hawking temperature. This may be interpreted through the fact that Hawking radiation through pair production near the black hole event horizon is not possible as the metric do not change its signature across the horizon.
We should keep in mind that the Einsteins equations in the regime of its validity determine the space-time geometry: the geometry of space-time as a whole is determined by corresponding matter fields described either in terms of some classical models or by a proper quantum theory. This gives a particular cosmology (the closed or mathematically more properly compact universe picture) and if we view cosmology as a whole there is really no test body.
We will now consider some aspects of the black hole space-time geometry. In the process of gravitational collapse an event horizon, the black hole event horizon, is formed breaking the global CP invariance and giving rise to the Kerr-Newman families of black holes(the no hair theorems). The black hole event horizon may be defined as the causal boundary of the set of complete time-like geodesics which originates at the past time-like infinity and terminate at the future time-like infinity as classically nothing can come out off the horizon. The black hole space-time is usually described either in terms of the Schwarzschild coordinate system or in terms of the Kruskal-Szeckers coordinate system. In the Schwarzschild coordinate system the black hole event horizon is a two dimensional fixed point set of the time-like Killing vector field across which some of the metric components change sign. In the Kruskal-Szeckers coordinate system the event horizon is a two dimensional null surface across which the square of some of the coordinates change sign. We will now consider the non-equivalence of the two coordinate systems in detail.
IV. NON-EQUIVALENCE OF THE SCHWARZSCHILD AND THE KRUSKAL-SZEKERS COORDINATE SYSTEM
The Schwarzschild space-time is a Lorentz signature, static spherically symmetric solution of the Einstein equations when the Ricci tensor vanishes. This solution describes the exterior geometry of a static spherically symmetric star and has been used to verify the predictions of general relativity for the Solar system.
A space-time is said to be static if there exits a space-like hypersurface which is orthogonal to the orbits of the time-like Killing vector field. A space-time is said to be spherically symmetric if the space-like hypersurfaces contains SO(3) as a subgroup of the group of isometries. The orbit spheres of SO(3) are isometric to the unit two sphere. These features together with the condition of the asymptotic Newtonian limit give the well-known Schwarzschild solution in the spherical polar coordinates [3] :
According to the Birkhoff's theorem [19] all spherically symmetric solutions with R ab = 0 are static and the Schwarzschild space-time is the unique static spherically symmetric solution, up to diffeomorphisims, of the Einstein equations with R ab = 0.
The norm of the time-like Killing vector field and (∇r) a in the orthonormal coordinates vanishes and some of the metric components are not well-behaved at r = 2M in the Schwarzschild coordinates. The proper acceleration of the constant r observers can be obtained from the geodesic equations in the Schwarzschild coordinates. This acceleration, a = (1 − 2M/r) −1/2 M/r 2 , is divergent at the horizon (r = 2M ). The ill-behavednes of the Schwarzschild coordinates is not a coordinate singularity like that of the spherical polar coordinate system where the azimuthal angular coordinate φ become ambiguous at the poles. All the ill-behavednes of the Schwarzschild coordinates at the horizon originate from that of the space-time metric. The curvature scalars calculated from the metric are well-behaved at the horizon unlike r = 0 where the curvature scalars diverge. For ordinary stars this metric singularity at r = 2M is irrelevant as it is inside the star and the Schwarzschild solution is not valid in the matter filled interiors. However it is well-known that sufficiently massive stars can undergo gravitational collapse to form black holes and the metric singularity at the horizon is important. Several coordinate systems had been introduced to remove the metric singularity and to extend the Schwarzschild space-time where the Schwarzschild coordinate system is referred to covering a proper submanifold of the extended space-time. The metric in these extended coordinate systems are welldefined every where apart from the space-time singularity. The most well-known extension is the KruskalSzekers coordinate system. In this article we perform a comparative study of these two coordinate systems and show that they are not diffeomorphically equivalent.
In this section we will follow the abstract index convention of Wald [3] and extend its significance in Appendix:A.
According to the theory of relativity if φ : M → M is diffeomorphism then (M, g ab ) and (M, φ * g ab ) represent the same physical space-time. Let a coordinate system x µ cover a neighborhood U of a point p and a coordinate system y ν cover a neighborhood V of the point φ(p). Now we may use φ to define a new coordinate system
for q belonging to O. We may then take the point of view as φ leaving p and all tensors at p unchanged but inducing the coordinate transformation x µ → x ′ µ . For φ to be a diffeomorphism ∂x ′µ ∂x ν should be non-singular [3, 15] . According to this point of view two coordinate system covering a space-time can be taken to be equivalent if the corresponding transformation coefficients are not singular in their common domain of definition otherwise an arbitrary smooth function defined in one coordinate system may not remain smooth in the other coordinate system.
To extend the Schwarzschild coordinate system one considers the two dimensional r − t part:
The Regge-Wheeler coordinate system is defined through the null-geodesics and is given by:
in this coordinate r → 2M corresponds to r * → −∞. The null coordinates are defined as:
A regular metric is obtained through the following transformation,
The metric in these coordinates becomes:
As there is no longer a coordinate singularity at r = 2M (i.e at U = 0 or V = 0) one extends the Schwarzschild solution by allowing U, V to take all possible values. However the transformation coefficients
4M ]/dr are singular at r = 2M and the extension is not diffeomorphically equivalent. Consequently as discussed at the beginning of this section the Schwarzschild coordinate system and the (U, V ) coordinate system do not represent physically the same space-time manifold. Consequently, according to Birkoff's theorem, the space-time represented by the (U, V, θ, φ) coordinate system is not a solution of the Einstein equations for a spherically symmetric black hole.
Similar discussions are valid for the Kruskal-Szekers coordinate transformations which are obtained through the following transformations:
and the metric becomes,
The relation between the (T, X) and the (t, r) coordinates are well known and in the physical regions of interests are given by [4] ,
valid for r > 2M , and
valid for r < 2M . Again the transformation coefficients are not defined on the horizon and the Kruskal-Szekers coordinates do not give a proper diffeomorphic extension of the Schwarzschild coordinate system. Hence the KruskalSzekeres coordinates is not a solution of the Einsteins equations for a spherically symmetric black hole
The Kruskal-Szekers coordinate system had been introduced to eliminate a particular singular function (the metric components) in the Schwarzschild coordinate system through a singular coordinate transformation. This does not ensure that all singular tensors can be made regular in the new coordinate system and also tensors which are regular in the (t, r) coordinates can become singular in the (T, R) coordinates. To illustrate these features we consider the implicit relations between the two coordinate systems [1] :
The horizon in this coordinates are defined as X = ±T . Firstly the proper acceleration of the curves in Kruskal-Szecker's coordinate system which correspond to the constant r observers in the Schwarzschild coordinate system is given by a = (
. This is also divergent on the horizon.
Secondly we consider the vector ( 
and from equ. (13),
and we have
on the horizon although the r -dependent multiplying factor in front of the Kruskal-Szecker's metric is finite at r = 2M .
The unit space-like normal vector to the r = constant surfaces, which can be defined apart from r = 0, k a = ( dr ds ) a has unit norm (k a k a = 1) on r = 2M although k a → 0 as r → 2M which for an outside observer (r > 2M ) may be interpreted as nothing can propagate radially outward at r = 2M .
For two metric spaces the definitions of continuity is as follows [16] : Let (S, d S ) and (T, d T ) be metric spaces and let f : S → T be a function from S to T . The function f is said to be continuous at a point p in S if for every infinitesimal ǫ > 0 there is an infinitesimal δ > 0 such that
If f is continuous at every point of S then f is continuous on S.
The definition is in accordance with the intuitive idea that points close to p are mapped by f into points closed to f (p). From equn. (13), (14) we have,
and,
where | | denotes the norm in the respective coordinate systems and we find that the coordinate transformation, (t, r) → (T, X) is not continuous on the horizon as the multiplicative factors diverge on the horizon (X = ±T ). Consequently the coordinate transformation (t, r) → (T, X) is not a homeomorphism and the two coordinate systems do not topologically represent the same space-time manifolds [3, 17] . Hence we show that that the Kruskal-Szekers coordinate system is not a proper extension of the Schwarzschild coordinate system and it is not a solution of the Einsteins equation for spherically symmetric black hole. We conclude this discussion with the following note:
For any coordinate system we have,
Consequently it is not possible to find a coordinate system with a regular g ′ µν without absorbing the singularities of (g Sch. ) ρσ at r = 2M into the transformation coefficients ∂x ρ ∂x ′µ at r = 2M i.e, without breaking the diffeomorphic equivalence of the two coordinate systems. Thus, as also discussed in the preceding sections, the Kruskal-Szekeres coordinate system with a regular metric at the horizon can not be diffeomorphically equivalent to the Schwarzschild coordinate system and thus do not represent a static asymptotically flat solution of the Einsteins equations representing a black hole formed out of the gravitational collapse of an uncharged spherically symmetric asymptotically flat star. [see also Appendix:E].
It is not obvious how to describe the space-time evolution of the complete gravitational collapse of matter fields as a whole in terms of time-like curves as, for a Schwarzschild observer, the time-like curves suffer a discontinuity across the horizon and become space-like inside the black hole event horizon. It is welknown that expressed in terms of the Schwarzschild coordinates the black hole event horizon has profound impact on the quantum description of matter fields and black hole evaporation through Hawking radiation makes the space-time dynamic. Also Hamiltonian evolution of matter fields break down on the fixed point sets of the time-like Killing vector field [14] . The canonically conjugate momentums are not well-defined on the horizon as will be evident from the lagrangians of the matter fields.
V. DISCUSSION
In a gravitational collapse once the collapsing body crosses the horizon it collapses to form the space-time singularity breaking the description of space-time in terms of continuous manifolds and the local symmetries. We can only characterize the presence of of the space-time singularity in a diffeomorphism invariant way, in terms of the curvature invariants along the space-time curves which cross the event horizon and necessarily terminate along the space-time singularity. The formation of black hole event horizon can be characterized through the formation of trapped surfaces. The gravitational collapse and the cosmological evolution are the only two processes in nature through which a three dimensional physical system collapses to zero dimension (forming the space-time singularity). Here through zero dimension we mean a point or a collection of points. We will illustrate this aspect in Appendix:B.
Einsteins equations break down at the space-time singularity. This is something similar to electrodynamics. We can determine the electric field for a point charge using the Maxwells equations. But the field strength diverges and classical electrodynamics break down at the point charge (the corresponding quantum theory QED is not a resolution to this problem. It has its troubles associated with the point-like interaction terms. However experimental observations confirm that all the elementary particles are of finite volume). The formation of space-time singularity is associated with finite volume to zero dimension transition for the corresponding collapsing body and the richest structure that we can attribute to zero dimension is that of an analogue of (compact) three dimensional generalization of the Cantor set [5, 6] provided we generalize the description of the collapsing matter field through a proper quantum theory [a generalization of the Pauli exclusion principle].
There are two ways that one can reach zero dimension from finite volume breaking the continuous topology of space-time manifold. One is through the point contraction mapping which requires an infinite number of iterations which, together with the discussions in Appendix:B, is in accordance with the fact that time is a continuous parameter. The other one is through the formation of an analogue of the Cantor set (or any other discrete manifold with different cardinality) in which case the underlying physical process to achieve zero dimension may be discontinuous. A discrete manifold may not always form a normed vector space, e.g, the set of points (n + x) on the real line, where n is an integer and x is a fractional number, can not form a normed vector space as the difference between two points do not belong to the set. Also it is not physically obvious to talk of causal structure, defined through propagation of signals, in a discrete manifold unless the manifold is space-like and frozen in time (which is defined through physical processes). As discussed earlier according to the General Theory of Relativity charges associated with space-time transformation symmetries are global properties of a continuous space-time manifold as a whole whereas a manifold without continuous topology can only have space-time independent charge. To describe cosmological evolution and black hole evolution we will have to generalize and geometrize conventional quantum mechanics in a suitable way. In these respects the principal aspects to be critically studied, as will be discussed later in this article, towards unifying the general theory of relativity and conventional quantum mechanics is the concept of diffeomorphism invariance associated with the general theory of relativity and unitarity associated with the conventional quantum mechanics.
The facts that the continuous topology of space-time break down at the space-time singularity [Appendix:B] (indicating no well-defined observables associated with spatial transformations for the cosmologically evolving or collapsing matter fields in the near zero dimension region) and that nature chooses a particular cosmology lead us to conclude that diffeomorphism invariance (which for large scale structure of space-time is equivalent to invariance under coordinate transformations) is not of so important (as it is for solar system microscopic physics) concern for the corresponding physical laws. Rather the fact Schwarzschild coordinates and the Kruscal-Szekers coordinates are not diffeomorphically equivalent indicates that an appropriate choice of a suitable coordinate system is most important. However we can express the generalized quantum theory in covariant form. This will help us to compare the generalized quantum theory with solar system quantum physics where the physical laws are invariant under inertial transformations and are formulated in a covariant way under the corresponding coordinate transformations.
To generalize the conventional quantum mechanics we should take into account the following important aspects:
(1) Special relativity made the concept of size for ordinary objects a relative one. The strong curvature effects near the space-time singularity will spoil the concept of dimension for the elementary particles forming the space-time singularity.
(2) Quantum mechanics is the mechanics of quantum states which do not exist independent of their realizations at least in principle, i.e, through interactions with other quantum states. For solar system microscopic physics the fact that the elementary particles and bound states (e.g, atoms) formed by them are of finite volume has to be considered in the corresponding quantum state description as long as the continuous structure of the space-time manifold holds.
(3) Every measurement process through state reduction is a non-unitary operation on the space of quantum states [7] . Near the space-time singularity the strong curvature will destroy the description of matter fields in terms of a unitary quantum theory.
As far as the cosmological evolution is concerned (zero dimension to finite volume and finite volume to zero dimension transitions) no observer physics is the exact description of the evolution of the universe in the near zero volume region. A proper generalization of quantum mechanics may be non-unitary in the sense that the evolutions of the possible quantum states (if the space-time description of matter is given by a particular family of space-time curves representing possible particle trajectories [5] ) representing the collapsing physical systems may be non-unitary.
However, it is obvious that the collapsing physical system (which is a bound system through gravitational interaction) collapses to zero dimension violating the conventional quantum mechanics based on the uncertainity principle (e.g, the electrons in an atom obeying the quantum mechanical principles do not collapse on the positively charged nucleas) and follow the deterministic laws of general relativity.
In the context of the above discussions an important contradiction between the general theory of relativity (describing the gravitational interaction) with conventional quantum mechanics (describing the microscopic interactions of the elementary particles) is the following:
Positivity of the energy momentum stress-tensor together with the general theory of relativity leads to gravitational collapses [8] and space-time singularities [9] where a three dimensional physical system collapses to zero dimension (breaking the continuous space-time topology) whereas positivity of the energy-momentum tensor together with the canonical commutation relations lead to the Pauli exclusion principle (unless one introduces additional structures about the space-time singularity).
We, living beings, are characterized by the fact that we can control some terrestial processes. But we can neither change the physical laws nor the cosmological evolution. Many descriptions we had made are either approximations (unitary quantum mechanics, quantum statistical mechanics) or idealizations (point particles for microscopic physics). The discussions in the preceding paragraph together with the facts that black holes contain no scalar hair [11] , that there is no physical explanation of only recombination for the virtual particles (which "interpret" real effects as in the Casimir effect) to form loops in quantum field theory [Physically, in vacuum, even in Feynmann's summing over path scheme it is not obvious why particle pairs produced at one space-time point will only recombine at another space-time point. The otherwise should give abandanses of particles and antiparticles. We will discuss this issue in some details in Appendix:C.] and that the universality of the minimum uncertainity relations are lost in the gravitational collapses and are questionable in the solar system microscopic physics [12] lead to conclude that the proper avenue towards unifying these two theories and thereby explaining the cosmological evolution completely will be understanding the space-time singularity and extending the conventional quantum theory as the position-momentum Canonical commutation relations are in accordance with the corresponding minimum uncertainity relations [13] .
VI. APPENDIX:A
We can obtain the one-form (dφ) a from a zero-form (a scalar field) φ in an explicit coordinate variables notation:
here the range of the summation is the dimension of space-time and it does not represent an infinitesimal change in φ. When expressed in a particular coordinate basis [(dx) a ] µ will be just dx µ , a coordinate oneform, and the µ -th component of (dφ) a is ∂φ ∂x µ as an arbitrary tensor T , in its operator form, represented in a coordinate basis can be expressed as:
Here ( 
here the explicit summations are again over µ, ν with the ranges same as above. When expressed explicitly in a coordinate basis the Lagrangian density of a massless scalar field is given by:
The infinitesimal change δφ of the scalar field φ can be interpreted as the scalar product of the one form (dφ) a and the infinitesimal vector line elements.
VII. APPENDIX:B
Quantum field theory is the quantum theory of fields. It gives the dynamics of fields, the quantum probability amplitudes of creation and annihilation of particles, in contrast to quantum mechanics which gives the dynamics of the particles themselves obeying quantum principle. For the same boundary conditions these two descriptions match in the form of their kinematic solutions. Only for the free particle boundary condition the conventional interpretation of propagators in Q.F.T as giving the probability of particle propagation is in accordance with reality as the quantum probabilities are nowhere vanishing in both the theories. For microscopic particle physics experiments the free particle boundary condition is a good approximation in practice but ideally the field φ (or the quantum mechanical wave function ψ) is spatially confined within the experimental apparatus. In one dimension it is meaningless to say that a particle is propagating from one point to another if the probability of finding (or creation of) the particle is vanishing at some intermediate points.
For loops in one dimension, the momentum-space calculations give the probability that a pair of particles with given four-momentums are created at one space-time point and a pair of particles are annihilated at another space-time point with the same four-momentums. This feature is transparent if one consider all possible space-time particle trajectories to form loops in one dimension which cannot be possible without the possible space-time particle-antiparticle (originated with given four-momentums and annihilated with the same four-momentums) trajectories crossing each other at least once in between any two given space-time points. Similar feature will be apparent if one interpret the loop as a particle encircling between any two given space-time points with the four-momentums at these two given space-time points remaining the same.
Let us illustrate this feature following the standard literature. We consider situations where free particle approximation hold. In vacuum at a given space-time point x (in one dimension), the particle-antiparticle pair production probabilities with two-momentums p 1 , p 2 are | exp(−ip 1 .x 1 )| 2 and | exp(−ip 2 .x 2 )| 2 respectively apart from normalizing factors. Once produced the quantum mechanically allowed stationary state position-space wave functions that are available to the particle-antiparticle pairs are ψ P (x) = exp(−ip
The quantum mechanical joint probability that the particles produced at x 1 , x 2 = 0 with two-momentums p 1 and p 2 can again coincide at a space-time point between x and x + dx is:
here N 1 is the relative pair creation probability at the space-time point x = 0. P x (p 1 , p 2 ) is independent of x, (p 1 , p 2 ) and → 0 as for free particle approximation L → ∞ although the total probability of coincidence is unity when integrated over all space-time points. Hence quantum mechanically, numerous amount of particle-antiparticle pairs should be observed in any microscopic experiment performed during finite time-interval if there would have been spontaneous pair creations in vacuum.
In passing we note that a space-time formed out of loops in vacuum, closed time-like curves, as the source can not have an intrinsic time orientation in contrary to what is realized in nature.
We next note that in non-relativistic quantum mechanics the total joint probability that two distinguishable particles with energy E and momentums (k, −k; k = 2nπ L , |n| >> 1) can coincide at some point x (here x is position only) is:
here the integrals are performed over the interval [−L/2, L/2]. This expression turns out to be unphysical as the corresponding probability turns out to be unphysical [P (all) = 3/2]. Whereas classical mechanically the maximum value of P (all) can be nearly unity when the particles suffer impulsive elastic collisions to stick together and come to rest at some point x 0 .
Similar features as discussed in this section in the contexts of equ. (24) and equ.(25) will appear in three dimensions.
In semiconductor physics, as charge carriers holes are fictituous objects introduced for simplifications. In reality, quantum mechanically in a p-type semiconductor the motion of holes are out of the movements of the valence band or the acceptor level electrons. What is the proper explanation of the polarity of the Hall potential in a p-type semiconductor?
VIII. APPENDIX:C
In this section we first consider the action for the gravitational field [20] :
where G ab is Einstein's tensor. General Theory of Relativity interwinds inertial mass (in general energymomentum) of matter with space-time through the principle of equivalence and the dimension of the coupling constant k (k = 6.67 × 10 −8 cm
is completely determined in terms of only mass, space and time unlike, for example, in electrodynamics where one have another fundamental quantity (electric charge) to determine the dimension of the coupling constant. This feature is transparent if we compare the Newtonian-limit of the general theory of relativity with the Coulomb's law. The consequence of this feature is the following:
If we set c, h 2π = 1 the dimension of k is length-squared ([l 2 ]) and it is no longer possible to set k = 1 as this will make the concept of space-time dimensions meaningless. Alternatively we could have set c, k = 1 (see footnote: page no. 269, [20] ) then Planck's constant become dimensionful ([l 2 ]). However we can set Boltzmann constant (k ′ ) = 1 by giving temperature the dimension of energy. In the reduced units c, h 2π , k ′ = 1 the gravitational action becomes:
where
We now conclude our discussion on Quantum Field Theory. In the rest of this section we will use the convention that < α|α > gives us probability density.
We first consider non-relativistic quantum mechanics in one dimension. In position-space the normalized quantum mechanical wave function ψ gives us the probability amplitude. (ψ * ψ)dx gives us the probability of finding the particle within the infinitesimal length interval dx. For a free particle one adopts the delta function normalization scheme for the quantum mechanical wave function:
In this equation the left-hand side is dimensionless while the one-dimensional delta function has dimension of length [l] as is obvious from it's definition:
for a regular function f (k). It would be appropriate to replace the free-particle boundary condition by periodic boundary condition which is a reasonable approximation in situations where free-particle boundary conditions hold as for a large length interval the spacing between the adjacent values of the momentum allowed by the periodic boundary condition is negligible.
In the reduced units (c, h 2π = 1) the action is dimensionless. The action for a complex scalar field is given by:
where the covariant lagrangian density for a massive field is given by,
Consequently the dimension of φ (φ * ) should be inverse of length ([l] −1 ). In the second quantization scheme < β|φ|α > replaces the classical field [21] and the expression < α|φ * φ|α > gives the probability density of creation or annihilation of particles. For free-particle boundary conditions the Euclidean-space generating functional for a real scalar field is given by [22] :
The terms in the logarithm giving quantum corrections are not dimensionless and the third term is not of the same dimension as of the first two terms.
For a real scalar field confined within a finite volume box with periodic boundary condition and consistent with the second quantization scheme we have (equ.3.28, [10] ):
in a relativistic theory a covariant normalization using four volume would be appropriate and the normalizing factor should have dimension [l In other words the dimension of the scalar field φ as required from the action determining it's space-time evolution does not mach with the dimension required in the second quantization scheme in order that one can interpret < α|φ * φ|α > as giving the probability density of creation or annihilation of particles. One can absorb the the normalizing factor into the the fock state by multiplying it by a factor with dimension [l −1 ] as in the second quantization scheme < β|φ|α > replaces the classical field. This will be in accordance with the probabilistic interpretation of the field φ as we have,
where the sum is taken over all possible states. However this will violate the interpretation of the Fock states as quantum mechanically the normalization of probability density < α|α > in a relativistic theory requires that the each of the normalizing factors for the Fock states, whose number depends on the number of particles present in the Fock state, should have dimension [l −2 ]. We now consider fermions and electromagnetic fields. The covariant lagrangian density for each component of the free fermion fields (e.g, electrons-positrons) which is formed out of their causal space-time motion is given by:
and dimension of ψ is again ([l] −1 ). After linearization of the second order partial differential equation satisfied by ψ we get the Dirac equation:
Hereafter the following lagrangian density is used to study Q.E.D:
with the dimensions of ψ as determined above the dimension of the first part of L ′ is no longer that of a Lagrangian density and the action formed out of it is not dimensionless in the reduced units. Also the current density, eψγ µ ψ (although the four divergence vanishes), do not involve any momentum operator and it is not obvious whether it is possible to have, in any approximation, the conventional interpretation of current density as charge-density times velocity from this expression.
The Lagrangian density of a charged scalar field which is similar to the quadratic Lagrangian density for Q.E.D is given by,
This complete Lagrangian density for a charged scalar is gauge invariant only if we take L int to be,
the second term do not have a transparent interpretation unless we consider screening effects from classical electrodynamics similar to the corresponding discussions given in Appendix:II of this article.
IX. APPENDIX: D
In this section we will illustrate the discussions in the context of equ. (20) in section IV. The metric of the two-sphere S 2 (θ, φ) is given by
Here 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. For the unit two-sphere we have,
with the ranges of θ, φ same as above. This coodinate system have the following ill-behavedneses: (i) The coordinate φ suffers a discontinuity along some direction from 2π to 0.
(ii) φ is degenerate at the poles θ = 0, π. In spherical polar coordinate system (r, θ, φ) the point (r = c, θ = 0) where c is a finite constant is obtained through identifying any two arbitrary points on a circle characterized only through distinct values of φ. Similar construction is valid for the point (r = c, θ = π). This will be obvious if we construct a two-sphere S 2 (θ, φ) from a two-dimensional circular strip by identifying the inner-boundary and the outer-boundary to two distinct points [see the discussions below eqn.(50) regarding the reduction of eqn.(48) to eqn.(50) for points on the polar axis]. This construction can be generalized to higher dimension.
(iii) The metric is singular at the poles [see the above discussions and App.B (a point can't be obtained from a one-dimensional line-element without breaking the corresponding continuous topology)].
When the S 2 (θ, φ) can be embedded in the three dimensional Euclidean space one can introduce Cartezian coordinate system (x, y, z) through the coordinate transformation:
x = sin θcos φ, y = sin θsin φ, z = cos θ.
here x 2 +y 2 +z 2 = 1. Although the metric is regular in the Cartezian coordinate system the transformation coeffcients ( ∂x ′µ ∂x ν ) are singular at the poles and also at some isolated points on the x − y plane demonstrating the discussions below equ. (20) . On the other hand to obtain the Spherical metric, singular at two isolated points, from the regular Cartezian metric one has to introduce coordinate transformation with singular transformation coeffcients.
We can also introduce two homeomorphic stereographic projections to coordinatize S 2 (θ, φ) embedded in R 3 . The first one is from the North pole θ = 0 on the Equator plane to coordinatize the Southern hemisphere
We have,
and this transformation is a homeomorphism at θ = π. The second stereographic transformation is from the South pole θ = π on the Equator plane to coordinatize the Northern hemisphere 0 ≤ θ ≤ π 2 . We have,
and this transformation is a homeomorphism at θ = 0. The transformation between the (X, Y ) and (U, V ) coordinate systems is a diffeomorphism at their common domain θ = π 2 . The metric is also regular in these coordinate systems. However the transformation coefficients between (X, Y ) and (θ, φ) coordinates are singular at the South pole ( ∂X ∂φ , ∂Y ∂φ = 0 at θ = π),i.e, this transformation is not a diffeomorphism. Similarly the transformation (θ, φ) → (U, V ) is not a diffeomorphism.
We now consider the Robertson-Walker cosmological model. The space-time metric in terms of comoving isotropic observers is:
here 0 ≤ ψ ≤ π, 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. The constant-time spatial three surfaces τ are compact (topologically S 3 ) and there is no four-dimensional spatial geometry available to embed τ . The spatial metric is singular along the closed line elements θ = 0, θ = π including the two point-poles ψ = 0, π.
The discussions in section IV [equ. (20) ] and in this section show that metric singularities cannot be removed by diffeomorphically equivalent coordinate transformations. Thus the black hole and the cosmological metric singularities are unavoidable aspects of nature.
X. APPENDIX: E
In this section we consider the electrostatic potential of a polarized dielectric system. The electrostatic potential of a polarized dielectric system is given by,
here P is the polarization vector of the dielectric material and R is the vector joining the infinitesimal volume element dv carring a dipole moment P dv to the point of observation. It's magnitude is given by eqns.(46). We can reduce equ.(55) to a simpler form consisting two terms: one from a bound surface charge density σ b and another from a bound volume charge density ρ b ,
Here σ b = P .n,n is the normal to the surface of the material and ρ b = − ∇. P . The total volume charge density in presence of a polarized dielectric medium is given by:
where we include σ b = P .n in the free volume charge density as ρ sb through the introduction of a proper delta function. For example in the case of a dielectric sphere we have,
Here r, r s are radial distance (not vectors) and the delta function have dimension inverse of length. We then have:
where ρ ′ f = ρ f + ρ sb and the divergence of the electric displacement vector D is given by,
Everywhere apart from the surface of the dielectric we have ρ ′ f = ρ f and the above equation (51) matches with the conventional expression for the divergence of D:
The effect of ρ sb should be taken into the boundary conditions for D . This will also have consequences to obtain the enegy density of a given electrostatic configuration in presence of dielectric mediums [23] as,
We conclude this section with a few comments regarding the electrostatic field energy in presence of dielectrics.
The electrostatic field energy in presence of dielectric mediums can approximately be considered to consist of three parts [24] :
here ǫ = ǫ 0 (1 + χ e ). We briefly explain the three terms considering the realistic case of a dielectric filled charged parallel-plate capacitor: i) W f ree is the energy to charge the capacitor to produce the configuration with a given electric field. We can regain this energy if we discharge the capacitor by connecting the two plates through a conductor.
ii) W spring is the energy required to increase the atomic/molecular dipole moments or to polarize the atoms/molecules depending on, respectively, whether the atoms/molecules have permanent dipole moments or not. This energy will be regained as heat when we discharge the capacitor.
iii) W bound is the energy required to polarize the dielectric as a whole. The dipole-dipole interaction energy for two dipoles with dipole moments p 1 and p 2 and separated by r is:
U is minimum when the dipoles are antiparallel and maximum when the dipoles are parallel. Consequently for any statistically infinitesimal volume of the dielectric (i.e, volume elements which are very small compared to the dimension of system but large enough to contain sufficient number of atoms/molecules so that microscopic fluctuations can be approximately averaged to zero) the orientation of the atomic/molecular dipoles will be as isotropic as possible. To polarize the dielectric we have to orient the atomic/molecular dipoles in near-parallel configuration in a given direction and supply energy to increase the electrostatic energy of the dielectric. This energy, W bound , will be regained as heat if we discharge the capacitor.
XI. SUPPLEMENT:I
We will now study the behavior of the covariant Klien-Gordon equation in the near horizon limit. We will first consider the spectrum of the covariant Klien-Gordon equation in the (3 + 1)-dimensional constant curvature black hole background which contains a one dimensional fixed point set of the time-like Killing vector field. This black hole space-time was obtained by Prof. M. Bannados, Prof. R. B. Mann and Prof. J. D. E. Creighton through the identification of points along the orbits of a discrete subgroup of the isometry group of the anti-de Sitter space-time. They used a static coordinate system where the constanttime foliations become degenerate along a particular direction apart from the black hole event horizon giving a one-dimensional fixed point set of the time-like Killing vector. The metric in the Schwarzschild like coordinates is given by,
where f (r) = (
. These coordinates are valid outside the horizon (r > r h ) for 0 ≤ θ ≤ π and 0 ≤ φ < 2π. It is clear that the constant-time foliation becomes degenerate along the direction θ = 0 and θ = π giving to a one-dimensional fixed point set of the time-like Killing vector field.
The covariant wave equation of a minimally coupled massive scalar field is given by,
The solution of the angular equation is given by,
where x = cos θ, µ = iEl and (ν + µ) = an integer. Here F (−ν, ν + 1; 1 − µ;
2 ) is the hypergeometric function. This solution is C 1 throughout the angular range 0 ≤ θ ≤ π. Consequently the energy spectrum is continuous with divergent density of states.
We will now illustrate that the divergent density of states is a characteristic feature of the fixed point set of the time-like Killing vector field indicating the breakdown of the canonical formalism of the conventional quantum mechanics.
We will illustrate this feature in the context of the Schwarzschild black hole which contains a two dimensional fixed point set (the event horizon) of the time-like Killing vector field. Since the Hawking radiation through which the non-unitary black hole evaporation takes place originates mostly from the near horizon region we will consider the behavior of the spectrum of the covariant K-G equation in the near horizon region. Since the space-time foliation is static we will consider the stationary states. We will consider the radial solution of the covariant K-G equation. For the Schwarzschild black hole the constant-time foliations become degenerate at the black hole event horizon and it is not obvious to impose any consistent boundary condition on the horizon although the radial solution can be obtained through the WKB approximation and the spectrum is obtained using the semi-classical quantization condition (Brick wall model). However the conventional interpretation of the boundary condition is not obvious for extreme charged black holes.
To obtain the energy spectrum one impose the following boundary conditions on the wave function:
for r = 2M + h. The internal energy is given by [29] :
Similar behavior is also obtained when one considers the behaviour of matter fields in the Taub-NUT spacetime which contains a zero dimensional fixed point (in the Euclidean sector) of the time like Killing vector field. In this case the angular solution (similar to spin-spherical harmonics) satisfies only the regularity condition that the angular part of probability current density integrated over S 2 is finite. This angular solution is similar to the spin-spherical harmonics.
The divergence of the density of states as h → 0 as discussed above is a characteristic aspect of both the black hole event horizon and the cosmological event horizon.
We now make some comments regarding relativistic quantum mechanics similar to App:D. For relativistically covariant normalization of the quantum mechanical wave function (or each component of the wave function for spinors) of we have,
This indicates that in the reduced units (c, h 2π = 1) the dimension of ψ is inverse length squared [l −2 ]. While the lagrangian leading to the Klien-Gordon equation is given by:
The action determining the space-time evolution of ψ is dimensionless in the reduced units. This gives the dimension of ψ to be [l −1 ] in contradiction to that ([l −2 ]) obtained from the normalization condition. In passing we note that to have a consistent time orientation for any space-time manifold, which through the principle of equivalence is form of existence of matter fields, particles should follow a particular family of reparameterization invariant curves in the space-time manifold [5] .
XII. SUPPLEMENTII: A FEW COMMENTS ON DOUBLE SLIT INTERFERENCE
In this section we give a causal description of double slit interference experiment. We follow the diagrams of section 13.3 of [26] . This analysis of interference patterns is based on the fact that the velocity of light and in general the velocity of electromagnetic waves is finite. Otherwise the two interfering waves should have same phase relationship at every point and there would have been no redistribution of intensity (fringe pattern).
In Figure. 13F [26] the wave fronts that reach at the screen point P simultaneously from the slits S 1 and S 2 should have originated from the two slits at different instants of time. The wavefront from S 2 should originate at time S2A c earlier than the corresponding interfering wave front that has originated at S 1 . The phase difference is: δ = ω∆t = ω S2A c = 2π λ S 2 A where ω and λ are the angular frequency and the wave-length of the light respectively, S 2 A is the path difference between two interfering waves.
The interfering waves from the slit S 1 and S 2 is given by:
These expressions are consistent with the fact that at x = 0, i.e, at the slits we are considering wavefronts y 1 at time t and wavefronts y 2 at time t − ∆t.
Hereafter we can continue the corresponding procedure discussed in [27] to obtain the fringe pattern. Similarly, to reach a particular screen point P simultaneously the wavefronts from different parts of an aperture should have originated from wavefronts at the aperture at different instants of time differing in phases. This gives rise to diffraction. These discussions lead us to the following conclusions:
(i) We should note that, with the frequency of the light being constant, we have the following condition on ∆t: ω∆t = π for the first interference minimum and similar will be the situation with other minima and maxima. Thus ∆t(s) remain to be the same for all the similar experimental set-ups. The universality of the interference fringe patterns (the universality of the path differences) indicates that the velocity of light in vacuum is independent of the velocity of the source and there exist no ether. Also the velocity of light is same in all directions.
(ii) The interference fringe pattern can be used to experimentally determine the velocity of light with a source with known angular frequency (ω) from the expression for the phase difference δ = ω S2A c . (iii) The phase velocity of a wave determines the corresponding interference fringe pattern. We will illustrate this aspect in the following paragraphs.
Let us consider the corresponding situations with wave-groups. We will consider situations when the phasevelocity v p is either equal or larger than the group-velocity v g . When the coherence-length is much larger than the separation between the slits and the screen it is easy to extend the arguments for monochromatic-light to show that we should be using the phase-velocity to determine the interference pattern. Now let us consider the situation when the separation between slits and the screen is large compared to the coherence-length or is of the order of the coherence-length. We assume that the shape of the wave-groups originating from the two slits remain the same at any instant of time although they are traversing in different directions. Let the wave-group from the slit S 1 , y 1 , has arrived at the field point 'P' at a time t. If we want to have the the first minimum at 'P' the wave-group from the second slit, y 2 , should be arriving at 'P' at a time ∆t later such that y 1 at 'P' is ahead of y 2 in phase by an amount equals to π. In other words the shape of y 1 and y 2 at 'P' at the instant t + ∆t should differ by approximately half the average wave-length with y 1 ahead of y 2 . The required time-interval ∆t is 1 vp λ 2 . Thus we can proceed similar to the earlier cases as we have for the phase-difference: ω∆t = ω vp ∆x = k∆x and we have the first minimum when ∆x = λ 2 . For light in vacuum v p = v g . However for a dispersive medium or for a dispersing wave in vacuum (like the matter wave) the value of the wave-length λ in the above discussions should be taken at approximately at the time when they both reach the point 'P', i.e, t + ∆t. Similar considerations about time are required when we consider the higher order minima.
These discussions are also in accordance with the significance of the coherent sources. Let the coherencelength of the wave-groups be L. The approximate number of average wave-lengths in the wave-groups at the point 'P' is n = L vg 1 T . Here T is the average time-period of the wave-group at the point 'P' (we will also have to consider a time averaging over the duration of the wave-group at 'P' to define L and λ if the wave is dispersing). Following the discussions in the preceding paragraph the interval of time through which the front of y 2 should differ from the front of y 1 in arriving at 'P' so that it just touches the end of
Here λ is the average wave-length of the wave-group at the point 'P' (we will again have to consider a time averaging over the duration of the wave-group at 'P' if the wave is dispersing as is considered to define the average time-period T ). For a long enough wave-group we can take v p = λ T and we have τ = L vg which is the coherence-time as is expected. There will be no effect of dispersion to define v p as the phase-velocity is constant:
Here λ(t) and T (t) are spatially averaged wave-length and time-period of the wave-group at time t. We have to consider the time-averaging for a dispersing wave to define L, n and τ .
The above discussions are valid for any wave, e.g, matter waves for the electron beam interference experiments. These discussions are significant for matter waves as the phase-velocities are different for the non-relativistic and the relativistic wave-functions. The phase velocity of the wave-function for a relativistic electron is c 2 v . Thus in the case of Davission-Germer experiment with relativistic electrons the interference pattern is determined by the phase velocity which is greater than light. The discussions made in point:(i) in the context of the velocity of light are important as the angular frequencies are different for the nonrelativistic and relativistic electron wave-functions (and consequently the corresponding time-intervals ∆t for the first maximum will also be different). As discussed in the point:(ii) we have, say for the first maximum, δ = ω S2A vp (= 2π). Here S 2 A is the experimentally determined path-difference, ω is the relativistic expression of the angular frequency of the electron wave-function. Thus we have a way to determine the phase-velocity experimentally. The corresponding wave-lengths are also different and the experimental interference pattern should be in accordance with the relativistic expression of the matter-wave wave-length for the electrons. To illustrate these aspect, the condition for first interference maximum lead to the following relation between the relativistic phase velocity (v r ) and the non-relativistic phase velocity (v nr ) (with the the path-difference remaing the same in both cases):
. Whereas De-Brogle hypothesis lead to the following relationship between the two phase velocities:
A few discussions similar to those at the beginning of this section are given for ripple waves in water with two different vibrating sources in reference [37] .
The above arguments indicates that the proper expression for fringe-shift in the Michelson-Morley experiments [26] is 2ωd v 2 c 3 , where ω is the frequency of light. We can not follow the procedure followed in [26] to obtain the path-difference as the velocity of light, as is assumed, is different in different directions and as discussed above it is not proper to calculate the phase-difference between the interfering waves by multiplying the path-difference by 2π λ directly. The fact that we can have the interference fringe system by allowing one photon to emerge from the source at each instant indicate that we have to introduce the corresponding electromagnetic wave description as fundamental and this description do not depend on the width of the slits apart from diffraction effects.
For double slit interference experiments with electrons, the wave fronts are the position-space wave functions ψ and are of the form N e i( k. r−ωt ). The interfering states are the states of the electron at the slits at two different instants of time. Only for the central maximum the two states at the two slits are the same.
ψ is the complete microscopic description of the electrons in the electron -beam interference experiments. It is so as there is no underlying ensemble representation of the probabilistic interpretation of ψ. If we have to assume that, unlike the electromagnetic interference experiments, ψ is vanishing at the slits for slit width less than that of the diameter of the electrons then the finite volume property should be a fundamental aspect in the microscopic description of the electrons. In other words ψ gives a microscopic description of the electron upto a certain length. We can also illustrate this aspect with the following question:
What is the quantum mechanical description of a Radon atom in a rigid box when the distance of consecutive nodes and antinodes of ψ is equal to or less than the diameter of the atom?
XIII. SUPPLEMENTIII: COMMENTS ON CLASSICAL ELECTRODYNAMICS
In this section we will make a few comments regarding the basic laws of Classical Electrodynamics. We first consider the electrostatic potential of an extended but localized charged distribution. We will consider points outside the source. Let r ′ (r ′ , θ ′ , φ ′ ) be the position vector for an infinitesimal volume element dv ′ within the source which makes an angle θ ′ with the positive Z polar axis and an azimuthal angle φ ′ w.r.t the positive X axis. Let r(r, θ, φ) be the position vector of the point of observation (P) making an angle θ with the polar axis and an angle φ with the positive X axis. The magnitude of the position vector R between dv ′ and P is then given by:
where,
The electrostatic potential at P is given by,
For points outside the source the denominator can be binomially expanded in terms of Legendre polynomials of cos(γ) . Using the addition theorem for Legendre polynomials:
the denominator can be expanded in terms of products of Legendre polynomials of cos θ and cos θ ′ [23] . For a spherically symmetric charge distribution we have only the monopole term Q 4πǫ0r from this expansion for points with r > r ′ . However if we consider points near the South pole, the conventional binomial expansion [24] is not valid in general for ( r ′ r ) ≥ √ 2 − 1 although the series expressed in terms of the Legendre polynomials converge for these points (This aspect are also partly discussed in [28] ). The convergence of the series does not justify the binomial expansion. To illustrate let us consider the potential of a point charge, q, situated at z = a. The potential expanded in terms of Legendre polynomials for r > a is given by:
For points on the negative Z-axis and infinitesimally close to z = −a the series in terms of Legendre polynomials is indeterminate. It gives either zero or
here δ = ǫ a , r = a + ǫ and we have kept only terms linear in δ. Whereas Coulomb's law give us the following expression for electrostatic potential at z = −(a + ǫ):
here also we have kept terms linear in δ = ǫ a . Clearly the potential obtained at z = −a from expansion in terms of Legendre polynomials is not in accordance with Coulomb's law. Whereas the potential obtained from eqn. (71) is given by,
We should also note that Legendre polynomials are either symmetric or antisymmetric around θ = π 2
and for a charge distribution on an arbitrary shaped conductor which can not be expressed as a sum of a symmetric and an antisymmetric part we can not expand the corresponding potential in terms of Legendre polynomials. In general, for any point outside the source we can use the following expression to have a binomial expansion valid for all r ′ > r:
We first expand (r 2 + r ′ 2 ) −1/2 . We thereafter expand (r 2 + r ′ 2 ) −1 in the third parentheses. We thereafter expand the terms in the third parentheses of the denominator. This expansion gives the usual results for the monopole potential. The higher order terms are different from the corresponding expansion in terms of the Legendre polynomials. For a spherically symmetric charge distribution we get non-trivial higher order terms. These higher order terms are independent on the angular variables of the field point. The potential is as follows:
We note that there are higher order non-trivial r-dependent terms even for a spherically symmetric charge distribution. The integral version of the divergence theorem remains identically valid for a spherically symmetric charge distribution. This is also valid for anisotropic charge distributions and can be shown from explicit integrations. When r ′ and r are comparable, the electric force acting on a particle is not just inverse square even for a spherically symmetric charge distribution unlike the multipole expansion in terms of Legendre polynomials. One should consider Jackson [23] ,eqn.(3.68), for the multipole expansion in terms of the Legendre polynomials. For the multipole expansion in terms of the Legendre polynomials the surface integral of the multipole terms and the volume integral of their divergence vanishes out of the properties of the Legendre polynomials. For the expansion considered in this section the corresponding integrals will not be vanishing. The leading order term in eqn.(72) is positive,i.e, as one move away from the charge the value of the charge reduces. This aspect may be significant in the context of the screening terms in Quantum Electrodynamics if we consider that elementary particles are of finite volume. Also the screening terms in eqn.(72), in the context of non-relativistic quantum mechanics, are the only way to consider the correction due to the finite volume of proton to the energy levels of the electron in the Hydrogen atom. We should also note that the corresponding screening terms for a spherically symmetric gravitational field in the Newtonian limit are of smaller orders if we consider the linear terms in the expansion of ( dt dτ )
4 while deriving eqn.(17.18) of [4] , the equation of motion of a particle in the linearized weak-field limit of the Schwartzschild geometry.
The expansion corresponding to equation (71) differs from the conventional expansion in terms of Legendre polynomials and the uniqueness theorems of Electrostatics lead us to conclude that one of these expansions are valid. Also the terms in the binomial expansion is not same as multipole potentials.
Also non-validness of the integral version of Gauss's divergence law in Electrostatics as is evident for the electric field of a charged cone [23] indicates that the corresponding solution may not be correct.
The potential of a charged spherical shell for points infinitesimal close to the surface of the shell is:
We know from the electrostatic properties of conductors that the the out-side electric field on the surface of the conductor is,
This leads us to the following expression:
We will also have two quadratures with value zero. The integral version of the divergence theorem in general will not remain valid if the derivatives of the vector field are not well-behaved as we will discuss below. However we will prove in the following sections that an expression analogous to the integral version of divergence theorem for point charges in Electrostatics is always valid. We will make some comments regarding the corresponding situation for extended charged systems.
We will now consider Maxwell's equations taking these aspects into account. We first consider Gauss's law for the electrostatics. We first note that, as we have discussed earlier, we can use the relation:
dx δx is well-behaved in the limit δx→0 at all x between and including the limits [in some text books integrations like these are done without considering the principal values]. Only for the special case of step functions an analogous integral version can be used through Lebesgue-Steiltjes measure. For a point charge at the origin the surface integral of the static electric field, determined by an inverse square law, over a closed sphere centered at the origin is Q/ǫ 0 . This is because the origin of the coordinate system coincides with the point charge and the screening terms in eqn. (72) are vanishing. The charge density in spherical polar coordinates is given by: ρ( r) = Q r 2 sin θ δ(r)δ(θ)δ(φ). Here δ(x) is the Dirac-delta function. However we can not apply Gauss's divergence theorem directly as the electric field itself is divergent at the origin. That is the expression E r (∆r) = E r (0) + [∆r dEr dr ] r=0 is not defined. We derive the expression for the divergence using straight-forward integration, not using the integral version of the divergence theorem. In Cartezian coordinates we can not an expression ∇. Edv even through direct integration. We transform the variables to spherical polar coordinates. If we integrate the divergence of the corresponding electric field over a sphere centered at the origin, we have,
]dr. Here we have used
The above expression, after integration over r, becomes:
]. We can write this expression from the earlier one because, as will be evident from the following expressions, the function under the partial differentiation is well behaved for all r for a point charge at the origin when we represent the charge in terms of a delta function charge density, ρ( r ′ ) = δ( r ′ ). Thus the above expression becomes,
. This feature with the fact that the divergence of the electric field vanishes for all annular regions surrounding the origin gives us the following useful relation:
We can derive the corresponding expression when the charge is not at the origin following the above procedure through replacing r and r ′ by:
respectively and considering the explicit integrals as above over a sphere centered at r ′ . The source integral is in terms of r ′′ − r ′ .
Thus we have the following relation,
where R = r − r ′ . We should note that taking divergence of the vector field (R R 2 ) with respect to R is not same as taking divergence withe respect to r. The vector field is divergent at R = 0 and the procedures used to derive ∇ R .(R R 2 ) can not be followed for ∇ r .(R R 2 ). Also we should note that ∇ r .(R R 2 ) = 0 for r = r ′ .
We will now prove that the Gauss's law for the electrostatic field holds approximately. For an arbitrary source and for points outside the source the divergence of the electrostatic field is non-zero as is evident from the multipole expansion (even in terms of the Legendre polynomials) of the electrostatic field. We can see this easily for the quadrapole term of an azimuthally symmetric source. We now prove a corresponding version for points inside the source. The charge distribution is defined through some microscopic averaging and we assume that the charge density is sufficiently well-behaved so that we can apply the mean-value theorem. We consider that the field point P ( r) is not at the origin. We will consider this case later. For points within the source the radial part of the divergence of the electric field w.r.t r is given by:
We now break up the source into two parts: One a very small sphere (δv) centered at the point r. The other one is the rest of the source. For very small (δv) r ≈ r ′ and for points within (δv) we can replace ρ( r ′ ) by its value at the center. If we transform the variables we have the following expression for the radial integration:
[ρ( r)
The first term is similar to the divergence of an inverse square central vector field with a point source at R = 0. The measure with the ranges is equivalent to integrating over a small cone with the top at R = 0. If we define the delta function δ( R) in the proper way with respect to the measure so that it picks out the value of a function at the top then the first integral gives us ρ( r).
For the second integral we have R ′ 2 = r ′ 2 +r 2 cos γ −2rr ′ cos γ and the function under the partial derivative is well-behaved. Since r is fixed we can transform the variables to r ′ to have a divergence of a radial vector field in terms of r ′ . This field is well-behaved at r = r ′ and correspondingly the surface integral in the limit of a very small δv vanishes.
Similarly it can be demonstrated that the integral of the angular part of the divergence of E is vanishing when δv is very small, i.e, the ranges of (θ ′ , φ ′ ) around (θ, φ) are very small. We can make δv to be infinitesimal small but the contribution of the higher order terms of the electric field of the surrounding volume may become significant in this limit. These terms act as screening terms and depend on the nature and geometry of the source. This is also consistent with the fact that the continuous charge distribution is obtained through volume averaging of the microscopic charge distribution.
We now consider the situation when the field point is at the origin. For a well-behaved source we can consider a volume-element surrounding the origin for which we can replace the charge-density by its value at the origin. The principle value of the divergence is for r = r ′ . To evaluate this for r = 0 we can put r ′ = 0 in ( 1 R 2 ) and take the divergence leading us to the usual delta function δ 3 ( r). There will be, as usual, also the screening terms. One can illustrate it in the following way: we can represent the integral as a Riemann sum over the source points. The term in the sum corresponding to the origin is (ρ(0)dv)( r r 2 ). The divergence with respect to r of this term lead to the delta function δ 3 ( r) which gives the most significant term to the integral when the field point is at the origin together with the screening terms arising from taking divergence of the ( R R 2 ) terms due to the other source points. Thus we have the Gauss's divergence law up to the higher order terms:
We should note that this equation is also valid outside the source. The approximate sign is to take account of the screening terms.
As usual the curl of E is zero.
To derive the no-work law for the electric field one should consider curves on which the potential is not singular so that we can apply the property of total differentials. This is similar to the discussions at the beginning of this sub-section. For an extended source we can generalize the derivation properly. The line-integral of E, over a closed circle centered at the origin, for each element of the source with the source-coordinate remaining fixed, is given by:
and the total work done for the whole source is obviously zero. If the the loop is not centered at the origin we can consider an annular region and use Stoke's theorem to establish the no-work law.
We now consider the divergence and curl of the magnetostatic field: B. The Biot-Savart law for the general case of a volume current density J is given by:
where R is given by eqn.(63). We can, using the derivatives of products, express the magnetic field in terms of the vector potential. Thus we have ∇. B = 0
We now consider the curl of B from eqn.(5.19) [23] . To derive the usual expression we first consider the first term in eqn. (5.19) [23] . We can transform the gradient within the integral and the volume element to the variables (R,θ,φ). The boundary term arising arising after integration by parts is:
The term inside the divergence term is singular and we can not apply the integral version of the divergence theorem straight forwardedly as is discussed before. However if the source is well-behaved, which we consider to be, it can be shown that the radial integral vanishes through explicit integrals and making the volume arbitrarily large. The theta integral vanishes for a well behaved source. The integral of (sinθJθ) vanishes and the azimuthal integral vanishes out of uniqueness. The
term vanishes as the current is steady. The second integral is
same as that of the divergence of E with the scalar charge density replaced by a vector current density. As is derived for the corresponding divergence of E law, if the current density is well-behaved that we can apply the mean-value theorem, we have the approximate version of the curl of B law:
For both points inside and outside the source we will be having the screening terms which depend on the nature and geometry of the source.
Let J is well-behaved inside the source and vanishes like a step function at the boundary of the source. For field points both within and on the the source we can use Lebesgue-Steiltjes measure to have the boundary term I B vanishing. These discussions are also valid for the corresponding divergence law for E.
We now consider charge conservation and Maxwell's equation. We can construct a well behaved current density for the elementary charge carriers: J = ρ([r − r c (t)]) v c (t). Here we have considered the charge density of the elementary charge carriers to be spherically symmetric and well-behaved, vanishing to zero at the surface. The particle is a sphere of radius a and we can have a local charge conservation law leading to Maxwell's equation.
We next consider Ampere's circuital law. If the magnetic field satisfies the regularity condition it is trivial to prove Ampere's circuital law. In this case one should consider the discussions regarding the regularity of the magnetic field similar to those made for the no-work law for the electrostatic field. For an infinitely long wire of radius a it can be shown from the binomially expanded expression for the magnetic field that B. dl = µ 0 I for a circular loop with radius R >> a. We can thereafter take an annular strip surrounding the wire and use Stoke's theorem to show that B. dl ≈ µ 0 I for any loop surrounding the wire. The screening terms may become significant when the loop is near the source. For finite wires carrying currents the screening terms will become more significant.
For ideal line-current density we can not have the corresponding Ampere's circuital law. Ideal line/surface charge/current densities do not satisfy the regularity conditions required to derive the corresponding differential versions of the Coulomb's and Biot-Savart's law. Symmetries lead to the corresponding integral laws.
We now make some comments on surface and line current densities. Let us first consider a surface with an wedge, i.e, two surfaces joined along a curve making an angle which can, in general, vary along the curve. If a surface current density originates at one surface the current can not propagate to the second surface as the only way that the current can have vanishing perpendicular components to both the surfaces is to propagate along the wedge (geometrically for two surfaces making an wedge the only way that the ideal surface current density can remain tangential to both the surfaces at the wedge is to flow along the wedge). The above arguments demonstrates that we can not have surface currents out of point charges flowing along an arbitrarily shaped surface as an arbitrary surface can be expressed as a collection of infinitesimal flat surfaces with non-parallel normals. Similar arguments as above demonstrates that we can not have currents in an arbitrary curve out of motion of freely flowing point charge carriers unless one applies forces everywhere tangential to the surfaces/curves.
Faradey's law, with the following convention (Section:7.1.3 [24] ), for motional emf or induced electric field the direction of the current or the electric field along a closed loop and the orientation of the enclosed surface giving the magnetic flux are related by the right-hand thumb rule, together with the above discussions and the current density equation (differential version of the electric charge conservation law) reproduces Maxwell's laws of Classical Electrodynamics with corresponding screening terms even for spherically symmetric charge distribution. For points reasonably away from the sources we have the well-known Maxwell's equation in vacuum.
After that we have reestablished Maxwell's equations we should note that the finite volume of the elementary charge carriers indicates that ideal line/surface charge densities cannot exist in nature unless the charge carriers can move with velocity c in one or two directions. Also to have ideal line/surface current densities the charge carriers should move with speed greater than c. Point charges can not exist in nature and the electromagnetic self-energies of the elementary particles are not infinite. Also considered as a classical model the finite volumes of the elementary charges together with the discussions at the beginning of this section indicate that higher order terms in the potential, which are neglected in the point particle model for the elementary particles, may be relevant for explaining screening terms.
We will now consider the following problem (I am thankful to a Joynal for reminding me this problem):
We can put a point charge Q = − 5 4 q at the center of a square with four point charges q at the vertices. The system will be in electrostatic equilibrium. Within the context of Electrostatics this does not lead to any contradiction as the point charges form boundaries at which Laplace's equation is not valid. Similar static equilibrium can be defined with three collinear point charges q, q, −q/4 with −q/4 midway. It can be easily shown that for any other moving observer (moving with velocity V w.r.t the rest frame of the charges) this system will not be in equilibrium (the electric forces wont balance each other and there will also be magnetic forces) and the point charges will be in relative motion with respect to each other. The magnetic forces being smaller by a factor v 2 c 2 can not balance the electric forces. Thus in the moving frame the configuration is not in equilibrium and the charges will either fly away to infinity or collapse making the system non-existent in the moving frame. Similar situation will arise with three charges if one moves in a non-collinear direction. However this contradiction can be removed if we consider the following facts:
(i) In reality there does not exist any point charge.
(ii) The electric field of an extended particle contains screening terms as is discussed at the beginning of this section. To the leading order the force between two charged spheres arising out of the screening terms varies as 1 R 6 , where R is the distance between the centers of the spheres. In presence of these screening terms it is not possible to have a static equilibrium.
We conclude this section with a few comments on magnetic monopoles. It is straight forward to show that under a general electromagnetic duality transformation, eqn.(6.151, 6.152) [23] , 
XIV. SUPPLEMENTIV: COMMENTS ON HYDRODYNAMICS
In this article we will review the laws of fluid dynamics. Our discussions will be based on mainly that of chapter 40, 41 of The Feynman Lectures on Physics, Vol.2 [25] .
The dynamics of dry water is governed by eqn.(40.6) [25] :
or using a vector analysis identity to the second term of the above equation:
where v is the velocity of an fluid element for which such laws can be applicable, p is the fluid pressure and φ is the potential per unit mass for any potential force present. We can derive some important laws from eqn.(86). The first one is the equation for vorticity (Ω = ∇ × v) and is obtained by taking curl of eqn.(87):
The second one is Bernoulli's theorems (40.12) and (40.14) [26] :
i.e,
In this case pressure is the atmospheric pressure and remains the same throughout the flow and thus even for the flow of a nearly-incompressible fluid ρ can vary as v changes with height. In reality the flow usually gets sparsed away after a distance which varies for different flows.
The viscous flow of a fluid is governed by the following two laws which are obtained from eqn.(93) and eqn.(41.15), [25] :
supplemented by proper boundary conditions. To illustrate the significance of the boundary conditions we can consider the change of the shape of the surface of water in a bucket when the bucket is given a steady rotational motion about it's axis. The surface of the water become paraboloidal when the bucket is rotating. This shape can not be obtained without a vertical component of fluid velocity along the bucket surface for a finite duration although the bucket surface only have an angular velocity.
In the above equations η is the "first coefficient of viscosity" or the "shear viscosity coefficient" and η ′ is the "second coefficient of viscosity". This equation is extremely significant in the sence that this equation, not eqn.(41.16) [26] , is the equation which contains all the terms relevant to describe the dynamics of viscous fluids, both nearly-incompressible and compressible. For compressible fluids ρ will also depend on pressure, p( r). We can modify this equation only through varying the nature of the viscous force.
The equation for vorticity is given by:
We can obtain an equation similar to eqn.(41.17) [25] describing the motion of a viscous fluid past a cylinder provided we can neglect the terms involving ∇ρ and it is given by:
Following the procedure in section 41-3, [26] we can rescale the variables to obtain an equation which has Reynolds number (R) as the only free parameter :
where the prime describe the scaled variables, u is the scaled velocity and R is given by the usual expression,
To conclude in this section we have derived the exact equation describing fluid dynamics. We considered the motion of both non-viscous and viscous fluids. We proved that in both the cases there are terms which are neglected in the conventional theory but may become significant in some ideal model and in reality the description of motion is changed. Some of these terms even change the dynamical laws of viscous fluid motions by violating the conventional theory established in term of the Reynold number and these terms are significant for the dynamics of compressible fluids like air.
XV. SUPPLEMENTV: A FEW QUESTIONS
What happens to the entropy increase principle as the Universe evolve to form the big-crunch singularity? What happens to the uncertainity relations along the process of gravitational collapses? What is the quantum mechanical description of a Radon atom in a rigid box when the distance of consecutive nodes and antinodes of ψ is equal to or less than the diameter of the atom? What is the position-space wave function of two finite volume massive bosons if we take contact interaction [we can characterize contact interaction in a relativistic covariant way if we take ∆x, ∆t = 0, i.e, do not consider the coordinates of the center of the particles to characterize the interaction kinemetically] into account? How a photon produce electron-positron pair with finite volume concentrate rest masses? What are the charges and masses of the electron-positron pairs forming loops in the vacuum? How two particles with three-momentums k 1 , k 2 (k 1 = k 2 ) produced to form a loop at a space-time point always arrive at another spacial point simultaneously? What is the microscopic explanation in terms of particle exchanges of the force in the Casimir effect? (If a loop begine at one plate and terminate at the other then the pairs, being tangential, can not impart any energy-momentum to the plates. This is also relevant for the discussions at the beginning of this article and discussions regarding bound states in [38] ) What is the mechanism of the collapse of the momentum-space wave function of a particle knocking out an electron from an atom? What is meant by |Ψ >= c 1 (t)|Ψ U 238 > +c 2 (t)|Ψ T h 234 > ? Is the radiation out of a single atomic transition a spherical wave? Quantum mechanically the region between the rigid walls (which is equiprobable in classical mechanics) is non-homogeneous for a particle in a rigid box ! A single photon can not reproduce Maxwell's equations apart from moving with velocity c. How can a process involving only a few photons be described starting from the Maxwell's equations? The large scale structure of the Universe is homogeneous.
XVI. SUPPLEMENTVI: A FEW COMMENTS ON VIEWING
Let viewing be a relative process which is achieved by comparing the images of the surroundings formed at the brain with the images formed at the brains reduced by a factor N . We can scale time-intervals without measuring any spatial length. Time-intervals are primarily and fundamentally determined by our brains through the axial rotation of the Earth and do not involve any change at our brain similar to the spatial extensions of objects while seeing. Consequently the velocities and accelerations of the images of particles and signals at our brains are reduced by a factor N . Thus the images (and their dynamics) of the surroundings at our brains are not an exact replica of the surroundings. Relating the surroundings with the corresponding images formed at our brain is a part of mind/inteligence.
Is the images formed in our brain are always reduced in size? One can adders to this question through elementary observations on babies. In this context we should also note that forming larger images is essential to a have developed distant vision.
We note that with a sharp resolution (10 −7 m if we consider that we can see a 0.1mm thick hair at 1m away and the focal length of the eye-lens to 1mm) the processing of image at the retina can involve only one cell.
XVII. SUPPLEMENTVII: A FEW COMMENTS ON UNCERTAINITY PRINCIPLE AND RADIATIONS INSIDE ISOTHERMAL ENCLOSURES
In this section we first discuss the position-momentum uncertainity relation in the context of optical microscope observations. For microscope observations if we analyse the scattering of a photon by an electron through Compton scattering then to the leading order the uncertainity in the x-component of the electron momentum for photon wavelengths greater than twice the Compton wave-length of the electron is ∆p x = 2h cos φ λ − 2h
Here φ is the angle of scattering of the photon in the forward direction and the photon is assumed to be incident along the positive X-direction (π/2 − φ is the angle of incidence of the scattered photon w.r.t the microscope lence). The maximum uncertainity in p x of the electron, in the context of Compton scattering, that the electron is observed happens for φ = 0.
Consequently the approximate minimum position-momentum uncertainity relation becomes:
The expression (for φ = 0) valid for all λ is:
Here λ C is the Compton wave-length of the electron. The r.h.s varies with λ and for λ >> λ C the right hand side of the minimum uncertainity product is 1.22h n . The above equation gives the minimum uncertainity product in the sense that we have considered the maximum resolution for the incident photon with wave-length λ and this leads, in principle, to a value 1.22h 2n
for the r.h.s when λ << λ C . In general the right-hand side also depends on cos φ. We now discuss a few aspects of radiations inside isothermal enclosures. According to Wien's law [30] the radiation inside a hollow iron isothermal enclosure at it's red-heat temperature is peaked about a wave-length which is about five times larger than that of visible light and the radiation in the visible spectrum may be negligible.
Are the radiations inside a slate-isothermal enclosure and an iron-isothermal enclosure the same at the red-heat temperature of iron.
In the derivation of Raley-Jeans law for radiation inside a cubic isothermal enclosure we have the following relation between the allowed set of modes (with perfectly reflecting boundary conditions) for two cubic enclosure of sides L ′ and L respectively:
Now if there exists a radiation within the second cube for a particular set of values of (n x , n y , n z ) the above equation in general may not give integral set of solutions for (n ′ . Thus the corresponding mode of radiation will be absent in the first cube, something which is unexpected from the radiation mechanism through atomic structure with the material remaining the same.
The above discussions are also relevant for the equilibrium quantum statistical mechanical description, in the context of varying the volume of the enclosure, of particles in a rigid box.
We now consider an interesting paradox. We can consider two absorbers inside an isothermal enclosure. The absorbers can only absorb radiation with two different bands of wave-lengths and pass the rest. Since e λ is different we can construct a Carnot-engine similar to those discussed in page-118 [30] violating the second law of thermodynamics. However in reality this do not lead to any contradiction. Let us consider the process in detail. Let the absorbers be parallel to two faces of the cube. Due to the presence of the absorbers there will be tubes of radiation with a given range of wave-length (the portions that the absorbers absorb) that wont be reaching corresponding area-elements of the parallel surfaces. But these area-elements will keep on radiating the corresponding radiations. This will remain valid at any stage. Thus the temperature of the enclosure will keep on decreasing and it is not possible to operate the Carnot-engine without changing anything else and thereby violate the second law of thermodynamics. These arguments are also applicable for the Carnot-engines considered in page-118 [30] . In this context he perfectly reflecting mirror models are misleading.
We will later discuss a few aspects of the quantum statistical concept of entropy for an ideal gas kept inside an isolated enclosure taking the collision interactions into account.
In passing we note that the expression N e i(ωt−kx) leading to negative energy do not satisfy the nonrelativistic Schrodinger equation. We will discuss later the relevance of this aspect in the context of the convergence of the perturbation coefficients with time for perturbing potentials sinusoidal in time.
XVIII. END
Project Euclede (Section:II) and Project Galileo-Maxwell (Supplement:II,III) is complete. 
