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Abstract 
Pancreatic ductal adenocarcinoma (PDAC) is one of the most aggressive cancers with an 
extremely poor prognosis. Radiomics has shown prognostic ability in multiple types of cancer 
including PDAC. However, the prognostic value of traditional radiomics pipelines, which are 
based on hand-crafted radiomic features alone, is limited due to multicollinearity of features and 
multiple testing problem, and limited performance of conventional machine learning classifiers. 
Deep learning architectures, such as convolutional neural networks (CNNs), have been shown to 
outperform traditional techniques in computer vision tasks, such as object detection. However, 
they require large sample sizes for training which limits their development. As an alternative 
solution, CNN-based transfer learning has shown the potential for achieving reasonable 
performance using datasets with small sample sizes. In this work, we developed a CNN-based 
transfer learning approach for prognostication in PDAC patients for overall survival. The results 
showed that transfer learning approach outperformed the traditional radiomics model on PDAC 
data. A transfer learning approach may fill the gap between radiomics and deep learning analytics 
for cancer prognosis and improve performance beyond what CNNs can achieve using small 
datasets. 
 
Introduction 
Pancreatic ductal adenocarcinoma (PDAC) is one of the most aggressive malignancies with poor 
prognosis1,2. In resectable patients, clinicopathologic factors, such as tumor size, margin status 
at surgery, and histological tumor grade have been studied and established as biomarkers of 
prognosis3,4. However, many of these biomarkers can only be assessed after surgery and the 
opportunity for patient-tailored neoadjuvant therapy is lost. Recently, quantitative medical 
imaging biomarkers have shown promising results in prognostication of overall survival for PDAC 
patients5,6.   
As a rapidly developing field in medical imaging, radiomics is defined as the extraction 
and analysis of a large number of quantitative imaging features from medical images including 
CT or MRI7,8. Some radiomic features have been shown to be significantly associated with clinical 
outcomes including overall survival or recurrence in different cancer sites such as lung, renal cell 
carcinoma, and PDAC9–14. Patients can be further dichotomized using those radiomic features 
into low-risk and high-risk groups, guiding clinicians to design personalized treatment plans7. 
Although limited work has been done on radiomics in the context of PDAC, recent studies have 
confirmed the potentials for discovering new quantitative imaging biomarkers for PDAC5,6. 
Despite the recent progress, radiomics analytics solutions have limitations. The first 
limitation is the multicollinearity among features. Radiomic features and engineered features are 
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handcrafted and hence, the driving equations for many of these features are similar, making 
them highly correlated. As a result, if one radiomic feature is found to be predictive (or prognostic) 
for an outcome (i.e., significant), the similar features will most likely be predictive as well. 
Consequently, although a large number of significant features can be found, they are all highly 
correlated and fail to explain much of the variation in the outcomes, leading to poor 
performances.  
The second limitation of radiomics is the multiple testing problem. Since thousands of 
features are tested at the same time, the chance of facing false positives will increase 
substantially. Given the p-value threshold as 0.05, testing 100 sets of random numbers with the 
survival outcome, one would expect to see five significant features (Type I error). However, many 
radiomics studies in the literature did not perform multiple testing control. Therefore, these 
studies are considered exploratory, and some of the identified features may be false positives12. 
These limitations eventually harm the performance of radiomics based models.  
Deep learning architectures have been shown to achieve a promising performance for 
medical imaging tasks such as diagnosis. One of the most well-known architectures for deep 
learning (neural network) is the convolutional neural network (CNN)15. A CNN performs a series 
of convolution and pooling operations to get comprehensive quantitative information from input 
images. Compared to hand-crafted radiomic features that are predesigned and fixed, the 
coefficients of CNN are modified in the training process. Hence, the final features generated from 
a CNN are associated with the target outcomes. It has been shown that deep learning 
architectures are effective in different medical imaging tasks such as segmentation for head and 
neck anatomy and diagnosis for the retinal disease16–18. However, to train a CNN from scratch, 
millions of parameters (coefficients) need to be tuned. This requires a large sample size which is 
not feasible in most medical imaging studies. As an alternative deep learning solution, transfer 
learning may be more suitable for medical imaging tasks since it can achieve a comparable 
performance using limited amounts of data19.  
Network-based transfer learning is defined as taking images from another domain, such 
as natural images (ImageNet) to build a pre-trained model and then apply the pre-trained model 
to the target images (e.g., CT images of lung cancer)20. The idea of transfer learning is based on 
the assumption that the structure of a CNN is similar to the human visual cortex as both 
composing of layers of neurons21. Top layers of CNNs can extract general features from images, 
while deeper layers are able to extract information that is more specific to the outcomes. 
Moreover, although typical CNN models contain millions of parameters, most of the coefficients 
belong to the top layers. In other words, training top layers require a larger dataset while deeper 
layers require fewer data.  
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Transfer learning utilizes this property, training top layers using large pre-trained datasets 
while fine-tuning deeper layers using data from the target domain. For example, the ImageNet 
dataset contains more than 14 million images. Hence, pre-training a model using this dataset 
would help the model learning how to extract general features using initial layers. Given that 
many image recognition tasks are similar, top (shallower) layers of the pre-trained network can 
be transferred to another CNN model. In the last step, deeper layers of the model will be trained 
using the target domain images22. Since the final (deeper) layers are more target specific, fine-
tuning them using the target domain images may help the model to quickly adapt to the target 
domain, and hence, improve the performance.  
In the medical imaging field, target data is often small, making it impractical to properly 
fine-tune the deeper layers. Consequently, in practice, the top (shallower) layers of a pre-trained 
CNN can be used as a feature extractor23–25. Given that top layers can capture high-level and 
informative details from images, passing the target domain images through these layers allows 
extractions of features. These features can be further used to train a classifier for the target 
domain. This unique process enables building a classifier using a small target domain.  
As discussed above, single institution PDAC datasets are often small (e.g., <100 cases) and 
hence, they are not suitable for training CNNs from scratch or finetuning deep layers. In this study, 
we evaluated the prognosis performance of two different transfer learning approaches applied 
to pre-operative CT scans for resectable PDAC cases and compared their performance to that of 
the traditional (engineered) radiomics feature bank. 
 
Methods 
Dataset 
Two cohorts from two different hospitals consisting of 68 (Cohort 1 for training) and 30 (Cohort 
2 for testing) patients were enrolled in this retrospective study. All patients underwent curative 
intent surgical resection for PDAC from 2007 – 2012 and 2008 – 2013 and did not receive other 
neo-adjuvant treatment. Pre-operative portal venous phase contrast-enhanced CT images were 
used. Overall Survival was collected as the primary outcome. To exclude the effect of 
postoperative complications on the prognosis, patients who died within 90 days after the surgery 
were excluded. Institutional review board approval was obtained for this study from both 
institutions.  
An in-house developed Region of interest (ROI) contouring tool (ProCanVAS26) was used 
by a radiologist with 18 years of experience who completed the contours blind to the outcome 
(overall survival). Following the protocol, the slices were contoured with the largest visible cross 
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section of the tumor on the portal venous phase. When the boundary of the tumor was not clear, 
it was defined by the presences of pancreatic or common bile duct cut-off and review of 
pancreatic phase images5. An example of manual annotation of an ROI on a sample image from 
cohort 2 is shown in Figure 1.  
 
 
 
Figure 1. Manual contour of CT scan for PDAC tumour from a sample patient in cohort 2. 
 
Handcrafted features were extracted using ROI defined by radiologist's contour. For 
transfer learning feature extraction, we used the same ROI with zero-padding. 
Radiomics feature extraction 
Radiomics feature was extracted using PyRadiomics library27 (version 2.0.0) in Python. To ensure 
features were extracted from tumor regions exclusively, voxels with Hounsfield unit under -10 
and above 500 were excluded so that the presence of fat and stents will not affect the feature 
values.  The bin width (number of gray levels per bin) was set to 25. In total, 1,428 radiomic 
features were extracted for both cohorts (Cohort 1 and 2). Table 3.1 lists different classes of 
features used in this study. 
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Table 1: List of radiomic feature classes and filters 
First-order features Histogram-based features 
Second-order texture features Features extracted from Gray-Level Co-
Occurrence matrix (GLCM)  
Morphology features  Features based on the shape of the region of 
interest 
Filters No filter, exponential, gradient, logarithm, 
square, square-root, local binary pattern 
  
Transfer learning  
We used two pre-trained transfer learning models from ImageNet pre-trained ResNet (ImgRes) 
and Lung CT pre-trained ResNet (LungRes)28. Residual Neural Network (ResNet) is a state-of-the-
art deep learning architecture with high classification performance using 34 layers. The ResNet 
model avoids the vanishing gradient problems by adding a direct path between layers and 
skipping one or more layers in between. This allows a deeper model with better performance.  
Two datasets were used to pre-train the ResNet model. The first one is ImageNet, which 
is an image database that contains 14,197,122 images from 21,841 different categories29. The 
second dataset is Lung Cancer dataset, which was published on Kaggle with CT images from 888 
patients30. ImageNet pre-trained ResNet was directly available in Keras 2.0 which is a Python-
based deep learning library. We trained LungRes from scratch using lung CT images.  
Transfer learning can be done in multiple ways depending on the sample size and the 
relationship between pre-trained domain and target domain19,31. As shown in Figure 2, when the 
pre-trained and target domains are similar, the features are usually extracted from deeper layers. 
In contrast, when the two domains are different (natural images vs. cancer images), the features 
are usually extracted from the shallower layers of the pre-trained network. 
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Figure 2. Workflow for transfer learning studies 
A. When pre-train and target domain are different 
B. When pre-train and target domain is similar 
 
 As previously discussed, depending on the similarities between the pre-trained domain 
and target domains, transfer learning can be performed in different ways. Given that our target 
domain data (PDAC CT images) is small and different from the ImageNet, with transfer learning 
architecture using ImgRes, features were extracted from the shallower layer (i.e., 12th layer). For 
LungRes, since the domains are similar (CT images from NSCLC and PDAC patients), all the ResNet 
layers were frozen, and features were extracted from the final layer (i.e., 34th layer). In total, 
2,048 ImgRes and 64 LungRes features were generated.  
Feature analysis 
To study the feature-wise prognostic value of different feature banks, univariate Cox-Regression 
models were used to test the association between clinical outcomes and individual features. 
Features with Wald test P value smaller than 0.05 were considered as significant.  
In Cohort 1, three prognostic models were built using features from three feature banks 
using Random Forest classifiers32, which have a built-in feature reduction algorithm for selecting 
best prognostic features by tuning the number of trees and features at each node. The prognostic 
values of the three models (PyRadiomics feature bank, ImgRes feature bank, and LungRes feature 
bank) were evaluated in Cohort 2 using the area under the receiver operating characteristic (ROC) 
curve (AUC). Sensitivity tests33 were applied to test the difference between three ROC curves.  
Using these features, these three prognostic models can produce survival probabilities 
for new patients. These probabilities can be treated as risk scores and tested for their prognostic 
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power using univariate cox-regression models in Cohort 2 (test set). These analyses were done in 
R (version 3.5.1) using “caret” , “pROC”, and “survival” package34,35. 
  
Results 
Feature-wise prognostic value 
To determine the prognosis value of features from different feature extraction methods, the 
associations between individual features and the overall survival were tested using the Wald test 
in univariate cox-regression in Cohort 1. Among 1,428 PyRadiomics features, 283 features had 
significant P values (P-value < 0.05). Within 2,048 ImgRes features, 49 features had a P-value 
smaller than 0.05. Lastly, for 64 LungRes features, only 2 features were significant. 
It is interesting to observe that with respect to feature-wise performance, the 
PyRadiomics library has a higher ratio of significant features than those of ImgRes and LungRes 
feature banks (0.20 vs. 0.024 and 0.031, respectively). However, a high number of significant 
features does not necessarily lead to a high-performance prognostic model since many of these 
features may be correlated. Thus, testing the performance of the feature banks on a different 
dataset (i.e., test) is necessary.  
Prognostic models performance  
To compare the prognostic performance of each of the feature extraction methods for overall 
survival for PDAC patients, the prognostic models were trained using all features extracted from 
Cohort 1 and tested in Cohort 2 using a Random Forest classifier. When using the PyRadiomics 
feature bank, the Random Forest model yielded an AUC of 0.57. Using ImgRes feature bank, the 
model achieved an AUC of 0.71. Finally, using LungRes feature bank, the AUC reached 0.74. 
The AUCs of both transfer learning methods are higher compared to that of PyRadiomics. 
Comparing the ROC curves using the sensitivity test33, there was no significant difference 
between ROCs of PyRadiomics vs. ImgRes and ImgRes vs. LungRes. Nevertheless, LungRes feature 
bank had significantly higher performance than that of PyRadiomics feature bank with a P value 
of 0.03. This result indicates that the transfer learning model based on lung CT images (LungRes) 
significantly improves the prognostic performance of the model compared to traditional 
radiomics methods (e.g., PyRadiomics).  Figure 3.3 shows the ROC curves for three models. 
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Figure 3. A: ROC curve using PyRadiomics feature bank (AUC = 0.57), B: ROC curve with ImgRes 
feature bank (AUC = 0.71), C: ROC curve for LungRes feature bank (AUC = 0.74) 
 
Risk scores  
Risk scores were generated by three prognostic models for patients in Cohort 2. In univariate cox-
regression, PyRadiomics and ImgRes prognostic models had P-values of 0.23 and 0.253 for the 
risk scores. The LungRes prognostic model was the best model yielding a P-value of 0.0395 for 
the risk factor, indicating that transfer learning architecture pre-trained by lung cancer images 
can produce a prognostic risk factor for PDAC patients. The hazard ratio (HR) and confidence 
intervals (CI) for risk scores generated by the PyRadiomics, ImgRes, and LungRes prognostic 
models were HR = 1.41 (CI: 0.80 – 2.55), HR = 1.31 (CI: 0.81 – 2.12), and HR = 1.78 (CI: 1.34 – 2.35), 
respectively (Table 2). Using the risk scores, if we dichotomize patients in Cohort 2 into high risk 
and low-risk groups, the LungRes transfer learning prognostic model yields the best separation 
in terms of the survival patterns. Figure 4 shows the Kaplan–Meier plots for the risk factors of 
the PyRadiomics, ImgRes, and LungRes prognostic models. 
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Table 2: List of hazard ratios and P-values for risk scores for prognostication of overall survival 
in the validation (test) cohort (cohort 2) 
Prognostic Model P-value 
Hazard Ratio (HR) and Confidence 
Interval (CI) 
Engineered 
Radiomic 
Features 
P= 0.23 
HR = 1.41 
CI: 0.80 – 2.55 
ImgRes P = 0.253 
HR = 1.31 
CI: 0.81 – 2.12  
LungRes P = 0.0395 
HR = 1.78 
CI: 1.34 – 2.35 
Abbreviations: CI: confidence interval; ImgRes: Deep transfer learning model pretrained by 
ImageNet (natural images). LungRes: Deep transfer learning model pretrained by lung CT 
images. 
 
 
 
Figure 4. Kaplan-Meier plots for overall survival in the validation (test) cohort (cohort 2) 
A. PyRadiomics based risk score (P=0.23) 
B. ImgRes based risk score (P=0.253) 
C. LungRes based risk score (P=0.0395) 
 
 
Discussion 
In this study, we developed and compared three prognostic models for overall survival in 
resectable PDAC patients using the PyRadiomics and deep radiomics features banks pre-trained 
by natural images and lung CT images. The lung CT pre-trained transfer learning model achieved 
significantly better prognosis performance compared to traditional radiomics approach. The 
PyRadiomics feature bank had a higher proportion of significant features compared to the other 
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two transfer learning feature extractors (20% vs. 2.4% and 3.1%). However, these features are 
correlated, and a higher number of significant features are mostly due to the multicollinearity 
among the engineered features. Hence, the majority of these hand-crafted features carry 
redundant predictive information36. In addition, due to the multiple testing problem, some 
significant features may be false positives. Hence, they failed to provide prognostic information 
to the model. These two shortcomings of engineered radiomic features (multicollinearity and 
multiple testing problem) become more acute when a prognostic model is built using all features. 
As a result, the final risk score produced by the model is not prognostic of the outcome (e.g., 
P=0.23). The risk score generated by the transfer learning model pre-trained by natural images is 
not significant either (P=0.253). This was expected due to the substantial difference between 
natural images and PDAC CT images. The best prognostic performance was achieved by the 
transfer learning model pre-trained by lung CT images with a p-value of 0.0395. This indicates 
that a pre-trained CNN, which acts as feature extractor, can generate informative features and 
provide prognosis information. It is worth to note that, the hazard ratio for LungRes risk score is 
higher than that of CA19-9 in PDAC prognosis6.  
This study showed the potential of transfer learning in a typical small sample setting. If 
Cohort 1 (PDAC cases alone) was used to train a CNNs from scratch with no pre-training, and then 
tested on cohort 2, the final output would not provide any prognostic value (AUC of ~0.50). 
Transfer learning, unlike conventional deep learning methods which need large datasets, can 
achieve acceptable performance using a limited number of samples, making it suitable for most 
medical imaging studies. As the power of quantitative medical imaging via deep learning is 
recognized in the research community, the imaging data is rapidly growing. Nevertheless, the 
amount of data required for training a CNN from scratch to achieve meaningful results is far 
beyond the capacities of most of the existing databases. Thus, transfer learning can play a key 
role in applying deep learning to medical imaging studies. 
As a powerful prognostic model, deep transfer learning is not limited to only predicting 
binary survival. It can also be used to predict patients’ outcomes for given time intervals (e.g. 5 
years). Although we used the Cox regression model on the risk score and reported hazard ratios, 
this was done independently. The final prognostic model itself can only provide binary 
prognostications. In the future, we will integrate the Cox regression model into deep transfer 
learning approach to enable simultaneous training of both Cox regression and transfer learning 
models based on binary outcome and survival time data. This generative prognostic model will 
have an improved performance when compared to that of the existing model since the features 
it generates will be associated with not only the binary outcome but also the survival duration. 
Recent work on these generative models using conventional CNNs (e.g., DeepSurv37) confirms 
the potential for the proposed model. 
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Although deep transfer learning outperforms the engineered radiomics model, one must 
not assume that radiomic features should be discarded altogether. In fact, these hand-crafted 
features have been shown to be prognostic of survival in different cancer sites7,38,39. Thus, as 
future work, using feature fusion techniques that combine engineered radiomic features with 
deep transfer learning model has merit. Feature fusion is a technique to fuse two sets of features 
while retaining their information40. It has been shown that feature fusion can further improve 
the prediction accuracy in image classification tasks41. An optimal feature fusion method which 
combines engineered radiomic features with deep transfer learning features may further 
improve the overall performance of the prognostic model.  
One limitation of the present study is the small dataset of the target domain (PDAC). A 
larger dataset would allow us to further investigate the effectiveness of transfer learning and 
whether there is a threshold for data size to improve performance. In future work, using a larger 
dataset, we will address this research question, which will deepen our understating of deep 
learning and its applicability to medical imaging for prognostication of cancer. 
 
Conclusion 
Deep transfer learning has the potential to improve the performance of prognostication for 
cancers with limited sample sizes such as PDAC. Deep transfer learning models outperform 
conventional and engineered radiomic models. 
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