We present a general result giving us families of incomplete and boundedly complete families of discrete distributions. For such families, the classes of unbiased estimators of zero with finite variance and of parametric functions which will have uniformly minimum variance unbiased estimators with finite variance are explicitly characterized. The general result allows us to construct a large number of families of incomplete and boundedly complete families of discrete distributions. Several new examples of such families are described.
Introduction
In Lehmann and Scheffe (1950, p. 312 ) (available also in Lehmann and Casella (1998, chapter 2, section 1, pp. 84-85) ), an example of a boundedly complete but not complete family of distributions was given. This family has the following property: not every unbiasedly estimable parametric function will have a uniformly minimum variance unbiased estimator (UMVUE). Also, for this family, the classes of unbiased estimators of zero with finite variance and of parametric functions which will have UMVUE's with finite variance are explicitly characterized. On the other hand, not many examples of families of distributions, especially discrete, boundedly complete but not complete, are available in the literature. This had been noticed earlier and necessary investigations were accordingly undertaken by several authors. Such an investigation is meaningful not only for its own sake but also for introducing completeness and explaining its role in understanding unbiased estimators. Earlier investigations in this direction include Hoeffding (1977) , Bar-Lev and Plachky (1989) , and Mattner (1993) . Hoeffding's (1977) examples of incomplete and boundedly complete families of distributions were in non-parametric set-up. Bar-Lev and Plachky (1989) obtained similar examples of discrete distributions. Mattner's (1993) examples were obtained for location families of probability measures on Euclidean space.
Taking an approach, different from that in Bar-Lev and Plachky (1989) , we present in this paper a general result giving us families of discrete distributions which are boundedly complete but not complete. Characterizations of unbiased estimators of zero with finite variance and the parametric functions which will have UMVUE's with finite variance are also parts of the result. This result is stated and proved in section 2. Based on this result, we prove in section 3 a general result that enables us to construct from any given power series distribution incomplete and boundedly complete families of discrete distributions. This result involves choice of a suitable infinite sequence of real numbers {b k : k ≥ 0}. Accordingly, in section 3 we also identify specific choices of {b k : k ≥ 0} which will work for any given power series distribution. Some new examples of incomplete and boundedly complete families related to specific power series distributions are given in section 4.
A general result
We prove a general result in this section that allows us to construct from a given power series distribution, generated by a power series f , families of discrete distributions which are boundedly complete but not complete. We characterize also the corresponding classes of unbiased estimators of zero with finite variance and of parametric functions which will have UMVUE's with finite variance. 
is finite, and the power series h(θ) := ∞ k=0 b 2 k a k θ k has a positive number R 2 as its radius of convergence.
. Consider the family P f,g of discrete distributions given by P f,g = {P θ : θ ∈ (0, R)}, where the probability mass function (pmf ) p(k; θ) corresponding to P θ is given by
Suppose X has pmf p(k; θ), θ ∈ (0, R). Then the following hold.
(a) δ(X) is an unbiased estimator of zero with finite variance if and only if
(b) P f,g is not complete but boundedly complete.
(c) A parametric function ψ(θ) has a UMVUE with finite variance if and only if
Remark 1 From (
Remark 2 Condition (A) implies that b k > 1 for all k sufficiently large. Hence, we get the following: for every θ ∈ (0, R), 0 < f (θ) < g(θ). Consequently, 0 < p(−1; θ) < 1 and p(k; θ) is well-defined.
Remark 3 In the sequel, we shall call P f,g , the family of discrete distributions induced by f and g. Also, we denote by U 0 , the class of unbiased estimators δ(X) of zero with finite variance. Also, we denote by Ψ 0 , the class of functions in part (c) of the theorem.
Proof of Theorem 1
(a) To begin with, note that if (1) is satisfied, it follows from condition (A) that
To see that P f,g is boundedly complete, suppose E θ (δ(X)) = 0 ∀ θ ∈ (0, R) for some bounded function δ(·). Note, in view of fact (a), that δ(·) satisfies (1). Since the sequence {b k : k ≥ 0} is unbounded and also since δ(·) is assumed to be a bounded function, we must have δ(−1) = 0. This implies, in view of (1), δ(k) = 0 for k = −1, 0, 1, 2, . . . . Hence, P f,g is boundedly complete.
In other words, U 0 denotes the class of unbiased estimators δ(X) of zero with finite variance. Observe now, in view of part (a), that for any δ(·) ∈ U 0 , δ(k) = 0 for any k ∈ J, as b k = 1 for all k ∈ J. So, for any k ∈ J, the random variable 1 {X=k} · δ(X) is identically zero. Hence, it has expectation zero.
Therefore, in view of theorem 1.7 (chapter 2, section 1, Lehmann and Casella (1998) ), T (X) is the UMVUE of ψ(θ).
Conversely, suppose ψ(θ) has a UMVUE with finite variance. Let T (X) be this UMVUE. Then, in view of theorem 1.7 (chapter 2, section 1, Lehmann and Casella (1998) ), for any unbiased estimator δ(·) ∈ U 0 , E θ (T (X) · δ(X)) = 0 ∀ θ ∈ (0, R). In other words, for any such δ(·), T (X) · δ(X) ∈ U 0 . Hence, in view of fact (a) above, we get the following:
Observe now that δ(·) satisfies (1), as δ(·) ∈ U 0 . Therefore, the right-hand side of (2) equals T (−1) · δ(k). Consider now δ(·) such that δ(−1) = 0, and hence in view of (2), (1), and condition (A) in the statement of the theorem, δ(k) = 0 for k ∈ J. Hence, dividing both sides of (2) by δ(k) = 0, we get T (k) = T (−1) ∀ k ∈ J. In other words,
Remark 4 It can be seen that −1 ∈ support of X can be replaced by any real number ∈ {0, 1, 2, . . .}.
Examples for arbitrary power series distributions
Theorem 1 in the preceding section involves choice of the sequence {b k : x = 0, 1, . . .}. We prove in this section a general result (theorem 2) that gives us conditions on {b k : x = 0, 1, . . .} so that sequences satisfying these conditions will work for any f . This result is used to identify specific choices of {b k : x = 0, 1, . . .} which will work for any f . Such choices are prescribed in corollaries 1-4.
Theorem 2 Let f (·), a k 's, R 1 be as in Theorem 1. Suppose there exists an unbounded sequence of numbers
Then the radius of convergence, denoted by R 2 , of the power series h(θ) :
Proof Notice that we need only to show that R 2 = R 1 /L 2 . This is implied by (a) R 1 = 1/ lim sup x→∞ |a k | 1/x , (b) R 2 = 1/ lim sup x→∞ |b 2 k a k | 1/x , and (c) lim
Remark 5 We may replace the condition "lim k→∞ b
1/k k = L, for some finite L > 0" by the following stronger one: "lim k→∞ b k+1 /b k = L, for some finite L > 0".
In corollaries 1-4 below, the sequence {b k : k ≥ 0} can easily be seen to satisfy b 0 = 1, b k ≥ 1 ∀ k ≥ 0. Also, it is unbounded and {k ≥ 0 : b k = 1} is finite, as lim k→∞ b k = ∞. We prove this last fact only for corollary 3, the proofs corresponding to corollaries 1, 2, and 4 being trivial. Also, we prove in each corollary that lim k→∞ b
In view of theorem 2, these will show that for each of the corollaries 1-4, {b k : k ≥ 0} satisfies condition (A) of theorem 1 for any f there. Let us state here that in each of the corollaries and in theorem 3, w j 's are positive numbers with n j=1 w j ≥ 1.
. . , n, k ≥ 1, and for every j = 1, . . . , n,
Proof Observe that 1 ≤ b k ≤ wk p * , where w := max 1≤j≤n w j and p * := max 1≤j≤n p j . Hence, lim k→∞ b
We need two propositions, stated in the appendix, in the next corollary.
where w := max 1≤j≤n w j , α * := min 1≤j≤n α j , and β * := max 1≤j≤n β j . This fact and the preceding arguments imply that lim k→∞ b Remark 6 A comparison of the main result of Bar-Lev and Plachky (1989) for discrete distributions and our results (theorem 1, theorem 2, corollaries 1-4, and theorem 3) reveals that our construction and results are different from the one they developed. Also, our results show the connection with unbiased estimation.
Some examples for specific power series distributions
We have already seen in section 3 (corollaries 1-4, theorem 3) that there are several choices of {b k : k ≥ 0} which work for any f . By way of illustration of these results, we describe in this section three new incomplete and boundedly complete families of discrete distributions. These examples are related to specific power series distributions. We use the notations used in section 1.
In all the examples, we specify f and the sequence {b k : k ≥ 0}. As in theorem 1, P f,g = {P θ : θ ∈ (0, R)} denotes the family of discrete distributions induced by f and g. The pmf corresponding to P θ is denoted by p(k; θ). Also, in all the examples, P f,g is an incomplete and boundedly complete family. We specify J, g(θ), and Ψ 0 in each. Notice that J = {0}, g(θ) = e 2θ , Ψ 0 = {a + c 0 e −2θ : a, c 0 ∈ R}.
Example 2 (An illustration of corollary 2 with n = 1, w 1 = 1) Let f (θ) := 1−log(1−θ), θ ∈ (0, 1), b 0 := 1, and b k := k for k ≥ 1. The pmf p(k; θ) corresponding to P θ is given by Example 3 (An illustration of corollary 3 with n = 1, w 1 = 1, α = 1, β = 3) Let f (θ) := (1 − θ) −1 , θ ∈ (0, 1), b 0 = 1, and b k := t(3, k)/t(1, k) = (k + 1)(k + 2)/2, k ≥ 1. The pmf p(k; θ) corresponding to P θ is given by p(k; θ) = 1 − (1 − θ) 2 if k = −1, (1 − θ) 3 θ k if k = 0, 1, 2, . . . .
Notice that J = {0}, g(θ) = (1 − θ) −3 , and Ψ 0 = {a + c 0 (1 − θ) 3 : a, c 0 ∈ R}.
