Integral imaging systems performance has been previously investigated with regard to different parameters such as lateral resolution, field of view, and depth of view. Those parameters are linked to one another, and, since the information capacity of an integral imaging system is finite, there are always trade-offs among them. We use the Shannon number and information capacity limit as figures of merit of integral imaging systems. The Shannon number and information capacity provide compact assessments of the system and are useful for analysis and design. The limitations on the Shannon number and the information capacity of an integral imaging system are determined by the recording and display media.
INTRODUCTION
Integral photography is one of the three-dimensional (3D) imaging technologies based on a pinhole array or a lenslet array to capture incoherent light rays from different directions. It was first proposed by Lippman 1 and is being actively studied for 3D TV and visualization. In traditional integral photography the rays emerging from a 3D objects pass through a lenslet or pinhole array to generate elemental images that are captured on a recording media. Figure 1 (a) shows a typical integral imaging (II) recording setup. The reconstruction is carried out optically by generating inverse propagating rays with a system similar to the recording one [ Fig. 1(b) ]. In Ref. 2 , II was used to describe this technique, since we are performing imaging. If the II is recorded digitally, 3D images can be reconstructed by computational methods. 2, 3 In such a case a setup similar to that in Fig. 1(a) is used for recording, but the reconstruction step in Fig. 1(b) is replaced by numerical processing with a computer.
The performance of an II system has been analyzed extensively. [4] [5] [6] [7] Performance parameters such as resolution, field of view (FOV), and depth of field depend on the optical components and geometrical setup of the II system. As the information capacity of an II system is finite, there is always a trade-off between the maximal performance parameters that can be achieved by manipulating the geometrical setup. If, for example, high lateral resolution is desired, then the FOV has to be sacrificed. Similarly, increase of the depth of field can be done at the expense of lateral resolution. [8] [9] [10] In this paper we use the Shannon number (see Section 2) of an II system, or its number of degrees of freedom (DOFs), as a figure of merit of the system. It is well known that for a given optical system the Shannon number is constant rather than its bandwidth or other parameters. 11 The Shannon number provides a measure of maximal performance achievable with an II system. It reflects the limitation on the information captured and displayed by the II system due to the physical limitation of the components with a specific geometrical setup. If the dynamic range and sensitivity of the capturing and display devices are considered, the Shannon number can be used to derive the maximum information capacity of the II system.
The Shannon number of a particular system depends on the components and geometrical setup of the II system. With a computational II, the Shannon number is determined by the capturing subsystem. The reconstruction step performed numerically is lossless in terms of information (ignoring numerical rounding errors). Therefore the DOFs captured are completely transferred to the output. If an optical reconstruction is carried out, the Shannon number is further reduced by the display setup. This paper is organized as follows. In Section 2 we explain the relation among the Shannon number, DOF, and space-bandwidth product (SWP). We use the SWP to evaluate the Shannon number. In Section 3 the SWP of the capturing subsystem is calculated for II systems that use aperture plates and for II systems that use lenslet arrays. The SWP of the capturing subsystem gives the Shannon number of a computational II system because reconstruction is lossless. It is shown that in most practical cases the main limiting source is the sampling device. In Section 4 the Shannon number of an II system with optical reconstruction is evaluated. The upper limit of the information capacity of an II system is estimated in Section 5 by analogy of the Shannon formula to the transmission capacity of a communication channel. In Section 6 we discuss the precision of the calculated Shannon number and information capacity.
SHANNON NUMBER, DEGREES OF FREEDOM, AND SPACE-BANDWIDTH PRODUCT
Shannon number S is referred to as the number of (complex) numbers required to determine completely a signal. [12] [13] [14] For a system, it equals the numbers of spatial spectral DOF or the number of modes. The spatial spectral DOF of a signal or a system can be found by evaluating the numerical SWP of the signal. 15 The SWP can be calculated as the binary acceptance range in a phase space of the free parameter (e.g., angle or location) and its reciprocal (e.g., spatial angular frequency or spatial frequency). If, for example, we describe a onedimensional optical signal u by its incidence angle with respect to the optical axis [e.g., Fig. 2(a) ], the twodimensional phase space of the angle and spatial angle frequency ␣ can be obtained by the Wigner transform [16] [17] [18] [19] :
where the asterisk denotes the complex conjugate. The numerical SWP of the system is found from the area of the essential support of the Wigner transform. 15 The essential support of the Wigner transform of the system in Fig. 2(a) is illustrated in Fig. 2(b) . The range of the incident angles (the FOV) is assumed to be ⌬ (in radians), and the angular resolution of each ray is ⌬␣/2 [in cycles per radian (cpr)]. The SWP is ⌬⌬␣. Practically, for most systems the SWP can be evaluated from the product of the space width of the input area or incidence angles and the acceptance spectral width (bandwidth) as illustrated in Fig. 2(b) .
We note that the phase space used here is defined slightly different from the geometrical-optics phase space. 20 In general, the geometrical-optics phase space is a function of incidence location and arrival angles of optical rays. The definition used here involves the parameter and its reciprocal, and it is directly related to the Wigner distribution. Therefore it is more appropriate for Shannon number evaluation.
The SWP is a proportional to the information throughput of an optical. 21 In general, the information density depends on the Shannon number and on the signal and noise statistics (see Section 5) . For a given signal-tonoise ratio, the information capacity is linearly dependent on the SWP. In typical II systems, the spatial spectral limitations are dominant rather than optical noise and electrical noise. Therefore in Sections 3 and 4 we concentrate on the calculation of the SWP for estimating the Shannon number S.
We note that the Shannon number used in this paper can be related to other common terms such as DOF, number of modes, number of Gabor logons, number of Gabor lattice points, (geometrical) etendue, mode throughput, and dimensionality. Pointing out the subtle differences among those terms is beyond the purpose of this paper. The Shannon number is used here because it is closely tied to the information content of a signal or to the information capacity of a system.
SHANNON NUMBER OF COMPUTATIONAL INTEGRAL IMAGING
In the following, we will adopt a one-dimensional notation for simplicity [e.g., Fig. 2(a) ]. The results can be easily extended to two-dimensional systems.
The Shannon number S c of the capturing subsystem of an II system [ Fig. 1(a) ] is found from its SWP and is given by
where N ce is the number of elemental images captured and SWP ce is the SWP of one pinhole in the aperture plate or one lens in the lenslet array. SWP ce is multiplied by N ce in Eq. (2) because the array of lenslets or apertures performs spatial multiplexing and increases the dimensionality by N ce . More precisely, the SWP in Eq. (2) can be viewed as the volume of a generalized spacebandwidth function defined in 3D space. 22 Adopting a one-dimensional angular coordinate as in Fig. 2(a) , we can give SWP ce as
where ⌬ c (radians) is the maximum entrance angular range of the lenslet or aperture and ⌬␣ c (cpr) is the angular bandwidth. The maximal viewing angle ⌬ c of a lenslet or aperture is determined by the requirement of non overlapping of elemental images, i.e., images produced by each lenslet or aperture. With reference to Fig.  3 , the maximum entrance angular range is (4) where w cd is the width of the elemental image, g c is the distance from the array the pickup plane is, and p c is the aperture or lenslet pitch. In most practical cases, w cd Ϸ p c and, for lenslet array, g c Ϸ f cl , where f cl is the lenslet focal length. If the pickup optics ( Fig. 1) is not properly designed, ⌬ c may be further reduced than the value in expression (4) because of vignetting. 23 The bandwidth ⌬␣ c of each lenslet or aperture can be calculated from the essential width of the modulation transfer function (MTF) of the capturing system. The MTF of the capturing system MTF c is the modulus of the system optical transfer function (OTF) OTF c 6 :
where OTF e (␣) denotes the OTF of the lenslet or aperture and OTF cd (␣) denotes the OTF of the recording device. The image can be recorded by a photographic film or by electronic means such as a charge-coupled device (CCD).
A. Shannon Number of Aperture-Plate Computational Integral Imaging
A typical capturing subsystem that uses an aperture plate and a pixelated capturing device such as a CCD array is depicted in Fig. 4 . The optical field passing through an array of pinholes (aperture plate) is collected by pickup optics with lateral magnification M and captured by a capturing device. The OTF for an aperture plate is 6 where ␣ cpr is angular spatial frequency, w ca is the square aperture width, is the wavelength, g c is the gap between the aperture plate and the optical pickup viewing plane, and sinc(x) ϭ sin x/x. The maximal cutoff angular spatial frequency ␣ ca , defined as the first angular spatial frequency for which MTF a ϭ ͉OTF a ͉ ϭ 0, is
This frequency is achieved if the optimum gap g copt between the object plane of the pickup lens and the lenslets (Fig. 4) is adapted to the optimum aperture width w copt :
If the integral image is captured on photographic film, the overall capturing system OTF ͓OTF c in Eq. (5)] is obtained by multiplying OTF ca with the photographic film OTF. The OTF of the pickup optics can be neglected, since its aperture is typically much larger than that of the lenslet array or aperture plate. Here we will concentrate on a system that uses a digital capturing device with a pixelated sensor such as the CCD as shown in Fig. 4 . For a pixelated sensor such as a CCD, it is not possible to define an OTF in a regular way because the sampling process by the arrays of pixels is a space-variant process. However to preserve the convenience of the transfer function approach, it is useful to define a spatially averaged OTF (AOTF) 24, 25 by assuming that the sampled image is randomly positioned with respect to the sampling grid location. The AOTF of the capturing system is derived in Appendix A:
where p cpxl is the pixel sensor size, FF c is the fill factor, M is lateral magnification of the pickup optics, and g c is the gap between the lenslet array and the pickup-optics imaging plane.
If the cutoff frequency of the aperture is larger than the Nyquist frequency g c M/2p cpxl , then the average MTF (AMTF) can be approximated by (see Appendix A)
cpxl (10) and has a cutoff frequency of
The bandwidth required for the calculation of Eq. (3) can be evaluated from the width of the MTF. The bandwidth is twice the essential width of the MTF. It is common to define the MTF width as the first location for which the MTF becomes zero. The cutoff angular spatial frequency ␣ c at which the first zero of the AMTF appears can be approximated by
Consequently, the Shannon number of the capturing system S ca is found by substituting Eq. (12), expression (4), and Eq. (3) into Eq. (2):
with ␣ ca and ␣ cs given by Eqs. (7) and (11), respectively. One may try to optimize S ca within given optical constraints. Let us demonstrate the dependence of S ca on the optimal gap g. The parameters of an optical setup are shown in Table 1 . The dependence of S ca on g is shown in Fig. 5 . From Fig. 5 it can be seen that S c has a maximum value for g Ͻ 11.64 mm. For small values of g, the bandwidth is dictated by the sampling limitation, which grows proportional to g, compensating for the reduction of the FOV. Therefore a constant S ca is maintained (for further discussion, see Subsection 3.C). Note that in this range S ca is the number of sensor pixels N s ϭ 2400. For values of g larger than 11.64 mm, the Fig. 4 . Aperture-plate II pickup system with a pixelated sensor. The optical field passing through an array of pinholes (aperture plate) is collected by pickup optics (here illustrated by a lens) and captured by a digital sensor with pixels of size p cpxl and fill factor FF c . Fig. 5 . Dependence of the Shannon number on the optimal gap g [expression (13) ] for the setup in Table 1 and M ϭ 1/2, ϭ 0.55 m. bandwidth is dictated by the diffraction through the aperture, and the SWP is decreasing because of the reduction of the FOV. Note that small g requires a small aperture [Eq. (8)], limiting the light-gathering efficiency.
Practically, large values of g are necessary to increase the light intensity and the spatial resolution [Eq. (7)]. However, as illustrated in Fig. 5 , when the gap is increased, the Shannon number decreases because the viewing area is reduced. This trade-off can be remedied by use of a lenslet array instead of the aperture plate.
B. Shannon Number of Lenslet-Array Computational Integral Imaging
A typical II capturing system that uses a lenslet array is shown in Fig. 6 . The OTF of a lenslet with a rectangular aperture is given by 6 where w cl is the lens width and e cerr (z) is the focusing phase that depends on the object plane z, lenslet focal length f cl , and the gap between the lenslet array and the optics-pickup focusing g c :
The expression for an OTF with a circular aperture can be found in Ref. 7 . In Eq. (14), the first term indicates the diffraction limit that is due to the lens width, and the second term sinc(•) indicates the effect of the focusing error, which is caused by a mismatch between the lenslet image position and the pickup-optics focusing position. The focusing error can be minimized by appropriate focusing of the pickup lens.
The AOTF of the system is similar to Eq. (9) but with the lenslet OTF [Eq. (14) ] replacing the aperture OTF:
The similar approximation in expression (10) AOTF csl is dependent on the object location because of the dependence of OTF cl on z. Examples of the overall average AMTF csl of the capturing system in Fig. 6 are shown in Figs. 7 and 8. Table 2 shows the parameters of the capturing system designed to image an object located at 0.5 m from the lenslet array. The MTF for an object located in focus (0.5 m from the lenslet array) is shown in Fig. 7 . Since the object is in focus, the optics MTF [Eq. (14) ] is only diffraction limited. However, the pixelated sensor induces a much more severe limitation. The pixelated sensor constraint is the main limiting source on the Shannon number unless the object is moved severely out of focus. The AMTF of an object that is severely out of focus is shown in Fig. 8 . The object in this example is assumed to
Fig . 6 . Lenslet-array II capturing system with a pixelated sensor.
be located 0.05 m from the lenslet array while the gap g is maintained as before so that the system is focusing at 0.5 m from the lenslet array. The cutoff angular spatial frequency ␣ c of the AMTF csl can be approximated by
where ␣ cdiff is the diffraction-limit cutoff frequency given by 6 ␣ cdiff ϭ w cl /.
␣ cd is the capturing device cutoff frequency given by Eq. (11), and ␣ cerrf is the cutoff frequency due to the defocusing term in Eq. (14) . In general, ␣ cerrf dominates only in very severely out-of-focus situations such as the case in Fig. 8 . In such cases the second term in Eq. (14) can be approximated 21 by sinc ͓␣w l e err (z)͔ so that
In the setup used to calculate the AMTF in Fig. 7 , the diffraction cutoff frequency is ␣ cdiff ϭ 1818 cpr, the detector cutoff frequency is ␣ cd ϭ ␣ cs ϭ 126 cpr, and ␣ cerrf is infinity as the object is exactly in the focusing plane. The overall cutoff frequency is approximately the one induced by the detector ␣ c Ϸ 126 cpr. In the setup used to calculate the MTF in Fig. 8 , the diffraction and detector cutoff frequencies are the same; ␣ cdiff ϭ 1818 cpr and ␣ cs ϭ 126 cpr are used as before because the same optical setup is used. However, in this case the overall cutoff frequency is determined by the focusing error ␣ cerrf Ϸ 55 cpr.
Shannon number S cl of the capturing system is found similarly to expression (13) but includes the defocus cutoff frequency ␣ cerrf : (20) with ␣ cdiff , ␣ cd , and ␣ cerrf given by Eqs. (18) and (11) and expression (19) , respectively.
C. Capturing Device Limitation on the Shannon Number
In many practical cases the capturing system bandwidth is primarily limited by the digital sensor as in the example of Fig. 7 . In such a case, Shannon number S c is
The number of elemental images N ce is the minimum between the number of apertures or lenslets in the array N a and the number of elemental images viewed by the sensor N c : Fig. 7 . AMTF of an in-focus pickup system with parameters shown in Table 2 . The dotted curve is the lenslet MTF [Eq. (14) ], the dashed curve denotes the approximated pure sampling AMTF in expression (10) , and the solid curve is the total system AMTF [Eq. (16)]. The solid and the dashed curves almost coincide. The cutoff frequencies due to diffraction, sampling, and out-of-focus are ␣ cdiff ϭ 1818 cpr, ␣ cs ϭ 126 cpr, and ␣ cerrf ϭ ϱ, respectively. It can be seen that the effect of sampling is dominant. Fig. 8 . AMTF of a severely out-of-focus pickup system. The system is focusing at 0.5 m from the lenslet array while the object is located at 0.05 m from the lenslet array. The dotted curve is the MTF according to Eq. (14), the dashed curve denotes the approximated pure sampling AMTF in expression (10) , and the solid curve is the total system AMTF [Eq. (16)]. It can be seen that the out-of-focus effect is dominant. 
Thus, if the limitation induced by the lenslet array on aperture plate can be neglected, the Shannon number equals the number of pixels of the sensor. This is the case for small g in Fig. 5 . The meaning of this result is that the maximum number of point sources that can be captured is N s , regardless of the optical components used and the setup design.
In most of the practical cases the digital sensor is the main limiting source. This is demonstrated in Fig. 7 for the system that uses the parameters in Table 2 . As a result, the lens width w cl in this setup can be decreased without affecting the Shannon number. When this is done, the depth of focus can be increased [expression (19) ], and the denser array can be used.
The above conclusion is drawn for an II system that uses a digital capturing device. Photographic films have ␣ cd slightly higher. The cutoff frequencies of typical photographic films are in the range of 100-400 line/mm, which, for example, for the setup of Table 2 , represent ␣ cd ϭ 126-504 cpr. As can be seen from Fig. 7 , the diffraction cutoff frequency is still much higher than that of the film. Thus the conclusion can be generalized that in common II setups the recording media induces the main limitation of the bandwidth and, consequently, of the Shannon number.
SHANNON NUMBER OF AN INTEGRAL IMAGING SYSTEM WITH OPTICAL RECONSTRUCTION
A schematic example of an optical reconstruction setup using a digital display device is shown in Fig. 9 . In conventional integral photography, an irradiated film is used instead of the digital display device. The rays pass through the aperture plate or lenslet array and retrace the original routes to reproduce the 3D image at the position at which the 3D object was located. If the display system is completely symmetrical with the capturing system, i.e., the same aperture plate or lenslet array is used and the pixel size of the digital display is similar to that of the capturing device, then the Shannon number of the overall system is that of the capturing subsystem [expressions (13) and (20)]. However, in general, the display subsystem may induce further loss of information typically because of low resolution of the display device.
The Shannon number of the overall system is similar to Eq. (2):
where N e is the number of elemental images passing through the system and SWP e is the capturing and display SWP of one lens or aperture in the array. N e is the minimum between the number of captured elemental images N ce and the number of elemental images transmitted by the display subsystem N de . SWP e is given by
where ⌬␣ is the overall angular bandwidth, ⌬ c is the maximum entrance angular range given by expression (4), and ⌬ d is the maximum exit angular range calculated in a similar way as ⌬ c but with the display setup parameters; i.e., p c and g c is replaced by p d and g d (see reference to Fig. 9 ). One can calculate the overall angular bandwidth ⌬␣ in a way similar to ⌬␣ c but by considering the combined OTF of the capture and display. If a photographic film is used for recording, then
where MTF c and MTF d are the MTFs of the capturing and display aperture plates or lenslet arrays, respectively, and MTF cd and MTF dd are the MTFs of the recording and developed film. If digital recording and display are used, then the sampling effects need to be considered, and the AOTF and AMTF can be defined. In such a case the sampled optical signal is typically interpolated by the capturing system, sampled again by the digital display device, and propagated by the output aperture plate or lenslet array. Following the AMTF approach in Section 3 and Appendix A, we give the AOTF at the output of the digital display de- Fig. 9 . Optical display subsystem.
vice by substituting into Eq. (A7) the capture AOTF [Eqs. (9) and (16)] multiplied by the interpolation filter OTF H int :
Typically, the interpolation filter H int is a low-pass filter with a cutoff frequency that is the same as the Nyquist frequency ␣ int ϭ Mg c /2p cpxl of the capturing device. The overall OTF is obtained by multiplying the AOTF dsd by the display aperture-plate or lenslet-array OTF. These are calculated by the same equations as the capturing aperture-plate or lenslet-array OTF [Eqs. (6) and (14)] with the appropriate dimension parameters (see Fig. 9 ). The overall AOTF can be used to calculate the bandwidth ⌬␣. The overall system cutoff frequency is given as the extension of Eqs. (12) and (17). If we define the bandwidth as twice the cutoff frequency, then the bandwidth of an aperture-plate-based II system is
where ␣ ds is the digital display device cutoff frequency. It is the minimum between the display device Nyquist frequency g d /2p dpxl and the ␣ int . The output aperture cutoff frequency is similar to Eq. (7) given by ␣ da ϭ 2ͱg d /.
For a lenslet-array-based II system the overall bandwidth is
where ␣ ddif and ␣ derrf are the lenslet diffraction and outof-focus cutoff frequencies, respectively. They are similar to expressions (18) and (19):
Finally, the Shannon numbers of the aperture plate and lenslet array are given by substituting Eq. (31) and expression (32) into Eqs. (26) and (25):
respectively. It can be seen that if the parameters of the display subsystem are the same as those of the capturing subsystem then the overall Shannon number is determined by the capturing subsystem. However, in general, ␣ ds is the main limiting source owing to relatively low display device resolution.
SHANNON NUMBER AND INFORMATION CAPACITY OF AN INTEGRAL IMAGING SYSTEM
The Shannon number of an II system can be used to estimate its information capacity limit C by use of the wellknown Shannon formula 26, 27 C р S log 2 ͑ 1 ϩ P/N ͒ bits,
where P and N are the average signal and average noise powers, respectively. The average noise in an II system is given by
where N cd and N dd are the noise induced by the capturing and display devices and N ct is noise due to cross talk of elemental images. Although this is not a precise expression for the channel capacity of an II system, it is a useful approximation to illustrate the relation between the SWP and the capacity of an II system. Let us assume digital capturing and display devices with intensity resolutions ⌬ c and ⌬ d , respectively. Then the average noise due to devices is N cd ϭ ⌬ c 2 /12 and N dd ϭ ⌬ d 2 /12. The cross-talk noise term N ct occurs if elemental images overlap and can be calculated as the total power of the object signal that is out of the elemental image FOV; that is the power that interferes with adjacent elemental images. If the FOV is larger than the object extent, then cross talk is avoided and N ct is zero.
In Subsection 3.C we mentioned that often the digital sensor is the main limiting source during the capturing step and the Shannon number equals the number of pixels of the sensor (S ϭ N s ). With the system parameters in Table 1 , and following the discussion at the end of Subsection 3.A, we find that the Shannon number S ϭ 2400. If during the capturing step a CCD with N s ϫ N s pixels is used and has a typical signal-to-noise ratio of 40 dB, the digital sensor information capacity limitation C is approximately 4.8 Mbytes.
In this subsection we estimated the upper limit of the information capacity of an II system by analogy of the Shannon formula for the transmission capacity of a communication channel. The Shannon formula is very commonly used because of its conceptual and mathematical simplicity. However, it should be mentioned that this formula is derived under the additive white Gaussian noise regime and assuming the input signal has zero-mean Gaussian distribution. Therefore a precise evaluation of the information capacity limit for an II system should consider the particular statistics of noise and signal.
PRECISION OF THE SHANNON NUMBER AND INFORMATION CAPACITY ESTIMATION
In deriving the Shannon number and information capacity in the previous sections, we used common approximations and common definitions. We did not always use strict mathematical rigor. Therefore the final results in Eqs. (3), (33), and (34) and expressions (20) , (24) , and (35) can be viewed only as practical estimates. They are useful for analysis and design as they show the influence of system parameters on the Shannon number and information capacity. However, the precise values for these measures depend on several factors discussed below.
A. Choice of Bandwidth Definition
In this paper the bandwidth is defined as twice the cutoff angular spatial frequency of the MTF. This is a common and very practical definition, but other definitions can be used as well. Another bandwidth definition frequently used in Shannon number calculation (such as in the classical Heisenberg-Pauli-Weyl uncertainty principle) is twice the radius of gyration of the spectrum:
In a similar way the FOV can be calculated as
where f() is the angular sensitivity. In this paper we assumed that f() is uniform in the range ͉͉ р tan Ϫ1 (w d /2g). For large FOV, f() has to be expressed according to the so-called cosine biquadratic rule. 8 To avoid the dependence on choice of bandwidth definition, one can calculate the SWP from the Wigner chart as explained in Section 2. This method gives a precise estimate but may be computationally complicated.
B. Optical Loss
Optical loss in II systems may occur owing to vignetting. 8 The main reason for vignetting is the inability of the pickup lens to collect all the rays from the lenslets array or aperture plate. If the effective aperture of the pickup optics is not large enough, part of the rays passing from the lenslets on aperture adjacent to the pickup-optics aperture edge are not collected. 23 As a result, the FOV of these lenslets or the aperture is narrower than in expression (4), and the SWP becomes smaller than in expressions (13) and (20) 
where SWP e (n) and ⌬(n) are the SWP and the FOV of the nth lenslets or aperture of the array.
CONCLUSION
In this paper we have evaluated the Shannon number and the information capacity limit of II systems. These measures provide a compact assessment of the system and are useful for the purpose of analysis and design. The Shannon number of computational II is basically determined by the capturing system. The Shannon number may be further reduced by the display subsystem in optically reconstructed II. It is shown that with common II setups the recording and display media impose the main limitation on bandwidth and, consequently, on the Shannon number and the information capacity bound. If digital capturing and display devices are used in an II system, the Shannon number is limited by the number of pixels; therefore attempts to improve the conventional optics may be limited in terms of II system performance. A. Stern and B. Javidi can be reached by e-mail at stern@bgumail.bgu.ac.il and bahram@engr.uconn.edu, respectively.
