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Motivated by recent experiments on interacting bosons in quasi-one-dimensional optical lattice
[Nature 573, 385 (2019)] we analyse theoretically properties of the system in the crossover between
delocalized and localized regimes. Comparison of time dynamics for uniform and density wave like
initial states enables demonstration of the existence of the mobility edge. To this end we define
a new observable, the mean speed of transport at long times. It gives us an efficient estimate of
the critical disorder for the crossover. We also show that the mean velocity growth of occupation
fluctuations close to the edges of the system carries the similar information. Using the quantum
quench procedure we show that it is possible to probe the mobility edge for different energies.
Many-body localization (MBL) despite numerous ef-
forts of the last 15 years (for some reviews see [1–4]) is
still a phenomenon not fully understood. Recently even
its very existence in the thermodynamic limit has been
questioned [5] which created a vivid debate [6–8]. Simu-
lations of large systems dynamics are also not fully con-
clusive [9, 10]. It seems that, as suggested by [8], present
day computer resources prevent us from drawing a defi-
nite conclusion on this point. The issue may be addressed
in experiments via quantum simulator approach [11] al-
though the required precision may be also prohibitive.
The experimental studies of MBL are much less nu-
merous. Early work [12] provided indications of MBL in
a large fermionic system in an optical lattice. Subsequent
studies showing the lack of thermalization and a mem-
ory of the initial configuration in time evolution were re-
ported for interacting fermions in quasiperiodic disorder
in optical quasi-one-dimensional (1D) lattice [13]. Ex-
periments also considered rather large systems with ei-
ther fermions [14] or bosons [15] (the latter in two di-
mensions). Only recently quite small systems attracted
experimental attention first for interacting photons [16]
where even the attempt at level spacing statistics mea-
surement was made as well as for bosonic atoms where
logarithmic spreading of entanglement was observed [17]
as well as long-range correlations analysed [18].
On the theory side bosonic system were not the prime
choice for the analysis for a simple reason. While for
spin-1/2 (or spinless fermion) the local Hilbert space di-
mension is two, twice that for spinful fermions, for bosons
the strict limit is set by a total number of particles in the
system. This severely limits the number of sites that can
be included in any simulation performed within exact
diagonalization-type studies. In effect only few papers
addressed MBL with bosons. By far the most notable
is a courageous attempt to treat bosonic system in two
dimensions by approximate tensor network approach [19]
(still restricting the model to maximally double occupa-
tions of sites). Earlier treatment [20] considered both
small and large systems in 1D revealing the existence of
FIG. 1. Mean gap ratio r as a function of the energy for
U = 1 (left) and U = 2.87 right, for a system of 8 bosons on 8
lattice sites. Observe that for the higher U case, high energy
states are localized at lower disorder amplitudes revealing the
inverted mobility edge. Red and yellow lines represent the
energy of the uniform initial state (with unit occupation of
all sites) and the density wave with even states being dou-
bly occupied while odd states being empty. Observe that for
larger U the transition to localized situation as revealed by
r¯ statistics depends strongly on the initial state energy, the
density wave initial state should localize more easily.
the so called reverse mobility edge in the energy spectra.
With assumed 3/2 filling of the system it has been shown
that higher lying in energy states are localized for lower
amplitude of the disorder for sufficiently strong interac-
tions. Many body localization with superconducting cir-
cuits were discussed in [21] while the role of doublons for
thermalization in [22]. Very recently the same system was
discussed also at half-filling [23] confirming the existence
of the mobility edge. Let us mention for completeness
also works on MBL of bosons with random interactions
[24, 25] instead of a random on-site potential.
In these works the tight-binding model describing the
physics is given by 1D Bose-Hubbard Hamiltonian:
H = −J
L−1∑
i
(
bˆ†i bˆi+1 + h.c.
)
+
U
2
L∑
i
nˆi(nˆi−1)+
L∑
i
µinˆi,
(1)
where bˆi (bˆ
†
i ) are bosonic annihilation (creation) opera-
tors on site i with [bˆi, bˆ
†
j ] = δij and nˆi = bˆ
†
i bˆi. We assume
uniform interactions U across the lattice while the on-site
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2energies (chemical potential) µi is site dependent. While
[20, 23] considered a random uniform on-site disorder,
following the experiments [13, 17, 18] from now on we
assume the quasi-periodic disorder µi = W cos(2piβi+φ)
where, for a given realization, φ is fixed and disorder
averaging corresponds to an average over uniformly dis-
tributed φ ∈ [0, 2pi). It is known that the localization
properties of the system strongly depend on the value of
β [26, 27] , from now on we take β = 1/1.618 and a unit
filling following [17, 18] and work with open boundary
conditions. We consider sufficiently deep optical lattices,
so (1) may be used, for shallow quasiperiodic potential
case see [28].
With the model defined we study first its spectral prop-
erties. The localization may be probed looking at the
mean gap ratio, r [29] defined as an average of rn -
the minimum of the ratio of consequtive level spacings
sn = En+1 − En:
rn = min{sn+1
sn
,
sn
sn+1
}. (2)
r is a simple, dimensionless probe of level statistics [29]
with r ≈ 0.38 for Poisson statistics (PS) (corresponding
to localized, integrable case) and r ≈ 0.53 for Gaussian
orthogonal ensemble (GOE) of random matrices well de-
scribing statistically the ergodic case [30, 31]. Diagonaliz-
ing the model for 8 bosons on 8 sites and calculating r¯ as
a function of the disorder amplitude W and the relative
energy n =
En−Emin
Emax−Emin we obtain the plot represented
in Fig. 1. While for U = 1 the energy dependence of r¯
seems only weakly dependent on energy, for U = 2.87 a
clear inverted mobility edge emerges: at the same disor-
der values while states of higher energies seem localized,
the low lying states have r¯ corresponding to extended
states. This is in agreement with earlier studies [20, 23]
at different densities.
A more qualitative analysis might be carried out with
finite size scaling (FSS) [32]. Recent works have indi-
cated [33–35] , however, that MBL transition may be of
Kosterlitz-Thouless type rendering symmetric FSS ques-
tionable. In view of that we show r as a function of
disorder for different system sizes with crossing of the
curves being an indicator of the crossover disorder value
Wc - compare Fig. 2. We may observe that the transition
for U = 2.87 clearly depends on the initial state energy
suggesting the existence of the mobility edge. The cross-
ing between L = 8 and L = 9 data occurs for Wc = 6.5
(Wc = 4.0) for  corresponding to uniform - UN (density
wave - DW) state. On the other hand for U = 1 Wc ≈ 4.6
for both UN and DW energies (see [36] for the plot, there
also FSS is discussed further).
We now pose a question - can the mobility edge man-
ifest itself in experiments? Since individual levels are
hardly accessible, we shall seek manifestations of the mo-
bility edge in observables accessible to measurements in
time dynamics. Instead of the imbalance, possible to be
FIG. 2. Left: Mean gap ratio r reveals that transition to
MBL, as indicated by crossing of curves for different system
sizes (indicated in the figure) occurs for energies correspond-
ing to a uniform state [(a) panel],  ≈ 0.15] for much stronger
disorder than for  = 0.3 corresponding to the density wave
initial state. This is manifested by the transport distance, ∆x
(see text for the definition) as obtained from time dynamics
starting from those two states (right column) which reveals
subdiffussive growth on the localized side (straight line be-
haviour in log-log plots with the slope well below 0.5). The
curves correspond to W = 1, 3, 4, 5, 6, 7, 8 from black (top)
to cyan (bottom). The rapid ballistic-like growth at W = 1
in both cases saturates at intermediate times due to a finite
system size - the time dependence is shown for L = 8.
used for different DW type states [20] we shall consider
the transport distance (for other studies of the related
quantity for spin systems see [37, 38]) defined as [18]:
∆x = 2|∑d d × 〈G(2)c (i, i+ d)〉i| - i.e. the modulus of
the disorder averaged (as denoted by the overbar) and
site-averaged (as denoted by a subscript i) second order
correlation function of density G
(2)
c (i, i+d) = 〈nˆinˆi+d〉−
〈nˆi〉〈nˆi+d〉. We concentrate mostly on U = 2.87 case
which reveals mobility edge in above spectral analysis
and confront them with data obtained for U = 1 when
no mobility edge evidence is expected for UN or DW
states.
The time dependence of the transport distance ob-
tained for L = 8 system is shown in Fig. 2 in right
panels for different values of the disorder. Data are ob-
tained using exact diagonalization approach. On the de-
localized side one observes a fast almost ballistic growth
(for W = 1) followed by a saturation when the finite
size of the system dominates the dynamics. Upon ap-
proaching the transition the power-law growth becomes
apparent for intermediate times, the corresponding power
β = d ln ∆x/d ln t decreasing smoothly within the inter-
val of [0,0.35] indicating a subdiffusive dynamics for both
initial states considered (similar behavior is observed for
U = 1 [36]). For sufficiently large W the motion freezes
with very small β. The data are averaged over 200 dis-
3FIG. 3. The mean transport velocity Vx (averaged in
t ∈ [100, 250] interval) as a function of the disorder for U = 1
(left) and U = 2.87 (right) for UN state (top) and DW (bot-
tom). The derivative seems to indicate the transition to MBL
quite clearly, again manifesting different critical disorder value
(when it vanishes on the localized side) for UN and for DW
state at U = 2.87. Statistical errors of Vx are smaller than
the symbols.
order realizations, the residual fluctuations apparent in
the figures form an estimate of the statistical error.
Let us inspect in more detail the system properties in
subdiffusive region. Apart from L = 8 case, we con-
sider also L = 10, 12 to observe the effects due to the
system size. For L = 10, 12 time evolution is carried
our using the standard Chebyshev technique [39, 40].
Due to a moderate number of 200 disorder realizations
to minimize local fluctuations one may average ∆x(t)
obtained over some time interval, for sufficiently large
times. On the localized side one expects such an aver-
age, ∆xL to be small, signalling the transition. While
such an approach signals the mobility edge for U = 2.87
(see[36]), a more dramatic effect is observed taking the
mean time derivative of ∆x(t) over some large interval.
Such velocity of transport Vx can be readily obtained as
Vx = [∆x(t2)−∆x((t1)]/(t2−t1). It is shown for t1 = 100
and t2 = 250 in Fig. 3. The larger the system size the
more pronounced are the maxima of the derivative. On
the delocalized side Vx is small as ∆x saturates due to
finite sizes considered. On the localized side Vx practi-
cally vanishes as transport for long times is prohibited.
Thus the pronounced maximum of the derivative in the
critical transition regime is a robust and aposteriori ex-
pected phenomenon. The critical disorder is read out as
the point where Vx practically vanishes (being say 1% of
the maximal value). While it is important to analyse Vx
at large times, after the initial growth, the results are
robust against varying the choice of the time interval as
well as the method of estimating the mean velocity [36].
For U = 1 (left column) the uniform (a) and the DW (c)
initial state lead to similar Vx dependence as a function of
W . Vx approaches 0 and becomes almost independent of
the system size for W ≈ 5±0.5 which nicely matches the
FIG. 4. Same as Fig. 3 but for the edge fluctuation veloc-
ity VF . For U = 2.87 (right) a clear difference between UN
and DW initial states also appears, the transition to MBL
occurring for larger W for UN state, in agreement with the
gap ratio analysis. Statistical errors in VF determination are
comparable to symbols’ sizes.
critical disorder values obtained from gap ratio analysis.
For U = 2.87 case, the position of the peaks of Vx
for UN (b) and DW (d) states in Fig. 3 strongly differ.
Using the same criterion of vanishing Vx in the localized
regime, we get the critical disorder Wc ≈ 7 for UN state
and Wc ≈ 5.5 for the DW (the latter value being a bit
too large with respect to gap ratio data).
While the evidence for the mobility edge existence ap-
parent in Fig. 3 is quite strong, determination of ∆x re-
quires measurements of all second order correlations. As
it turns out this may not be necessary. Consider on-site
fluctuations Fi = 〈n2i 〉−〈ni〉2. While [41] considered fluc-
tuations in the middle of the chain, it is advantageous to
concentrate on F = (F1 + FL)/2 i.e. averaged fluctua-
tion on the edges. This follows the argument that edges
are least sensitive to the system size [42]. While already
the fluctuation, F , at long times shows indications of the
crossover to localized phase [36], we present in Fig. 4 its
derivative VF = dF/dx averaged over “long times” in a
manner completely analogous to Vx. Remarkably, it also
reveals the mobility edge when varying W in a similar
manner to Vx plotted just above.
Our analysis up till now have been restricted to initial
Fock-like states and the corresponding energies. It was
suggested, however, that different energy regimes may be
addressed by a “quantum quench spectroscopy” [41] to
reveal the mobility edge energy dependence. The pro-
posed scheme assumes a preparation of the ground state
of the system at some value of a parameter, then the fast
quench of that parameter to the final investigated value
transfers the system into an excited wavepacket with ex-
cess energy dependent on the change of this parameter.
By changing the initial parameter value one may, hope-
fully, scan the final energy. This method was tested in
[41] on spinless fermions case with quenching the disorder
value and observing the time dependence of the entan-
4FIG. 5. (a): Quantum quench from initial disorder ampli-
tude Wi to final values W (as indicated in the figures) allows
to prepare initial states of different energy . (b): The mean
transport velocity at long times Vs obtained for such pre-
pared states reveals a W -dependent crossover to MBL as a
function of  visualizing the mobility edge seen in Fig. 1(b).
The crossover epsilon values agree with gap ratio statistics for
corresponding W values shown in panel (c). Edge-fluctuation
velocity VF [panel (d)] is also sensitive to the crossover in a
manner similar to Vs.
glement entropy as well as on site density fluctuations.
Let us apply the same method to the current prob-
lem. We assume that the ground state is prepared at
different disorder amplitudes Wi and the rapid quench
brings the disorder amplitude to a desired final value W .
Changing Wi we may change the energy () of the pre-
pared wavepacket as shown in Fig. 5(a). Note that for
reaching significant excitation  we start with “negative”
amplitude Wi. In this way we can reach different final W
values. The obtained energies are characterized by, un-
fortunately, quite significant error. For a given prepared
initial Wi different realizations of the disorder (different
phase φ) lead to different excitation energies. As noted
in [41] the resulting error diminishes with the increasing
system size, here we consider a small system L = 8 mostly
(see [36] for larger systems) as then gap ratio statistics
allows us to verify the results obtained. The error bars
shown in Fig. 5 are due to this effect and limit the accu-
racy of the final energy obtained by quenching.
The initial state is then evolved in time determining
∆x(t) and its mean derivative Vx = d∆x/dt exactly as
before. At different final disorder values a transition from
delocalized to localized regimes is observed when chang-
ing “smoothly”  – compare Fig. 5(b). Again the tail
of Vx, when its value becomes close to zero is an indi-
cator of MBL regime. For comparison, Fig. 5(c) shows
the corresponding gap ratio statistics at these disorder
values. The agreement is spectacular showing that the
quantum quench spectroscopy combined with the trans-
port distance measurements allows to continuously moni-
tor the mobility edge in our system. The drawback of the
method is the inherent limitation of the energy epsilon
resolution discussed above.
To complete the picture, Fig. 5(d) presents the edge-
fluctuation derivative VF = dF/dx averaged over “long
times”. As for UN and DW states in Fig. 4 it also reveals
the mobility edge when varying final disorder strength
W . This is quite promising for possible applications of
quench spectroscopy to systems of larger size where mea-
surements leading to transport distance (and Vx) may
become costly while measurements of edge fluctuations
require site resolution at the edges only.
To conclude, by considering transport properties in the
transition between extended and localized states in Bose-
Hubbard Hamiltonian describing bosons in optical lattice
with diagonal quasiperiodic disorder we have shown that
observables directly accessible to the experiment [18] re-
veal the existence of the mobility edge in the system.
The mobility edge has been convincingly shown to exits
for the finite size Heisenberg chain [32] studying differ-
ent spectra measures (most notably the gap ratio statis-
tics) as well as using quantum quench spectroscopy and
time dependence of the entanglement and number fluc-
tuations [41]. It has also been postulated to exist for
Bose-Hubbard system with a larger density by consider-
ing different density wave states [20]. Here we show that
within the realm of state of the art, current experiment
[18] the mobility edge may be verified, for the first time,
experimentally, via readily accessible observables. We
considered different initial states, either prepared as Fock
states with different density patterns or states obtained
via quantum quench of the disorder amplitude. The lat-
ter approach allows us (modulo inherent uncertainties)
to follow the mobility edge in energy. Both the global
trends and values of the critical disorder obtained by us
quantitatively agree across different observables taken for
analysis and agree with the spectral gap ratio analysis.
When this work was completed we have learnt that en-
ergy resolved MBL was also considered in spin quantum
simulator [43].
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SUPPLEMENTARY MATERIAL
Comments on gap ratio analysis and finite size
scaling
In the letter we did not show the results of finite size
scaling analysis. While several authors used a simple,
6single parameter scaling of the form W → (W −Wc)L1/ν
to extract the critical disorder value Wc, this procedure
has been put recently under critique. Already [32] no-
ticed that the obtained values of Wc and ν dangerously
depend on system sizes taken for the analysis. More-
over, the exponent ν appears to be close to unity which
violates the so called Harris bound (for details see [32]
and references therein). Having at our disposal systems
with L = 7, 8, 9 we may perform such an FSS at energies
corresponding to uniform (UN) and density wave (DW)
states considered - the results are shown in Fig. S.1. The
difference in Wc for U = 2.87 for  values corresponding
to UN and DW states is significant - giving an argu-
ment towards the existence of the mobility edge. On the
other hand variations of ν are large (20%) while there is
no reason to believe that the character of the transition
changes. Moreover, ν values, as for spin systems, violate
the Harris bound.
FIG. S.1. 1 (left) and U = 2.87 (right) in the scaled en-
ergy regions corresponding to two interesting states. Top row
corresponds to = 0.30/0.15 (left/right) energy region appro-
priate for uniform initial state for L = 8 (compare to Fig. 1
in main text). Bottom row shows scaling for  = 0.40/0.25
(left/right), respectively values, appropriate for density wave
initial state (for L = 8). The obtained values of critical dis-
order amplitude and critical exponent are indicated in the
figure. The inset shows unscaled data for comparison. Data
are obtained for 2000 disorder realizations.
Recent works on spin systems tend to describe MBL
transition as being of Kosterlitz-Thouless (KT) type
[34, 35] and perform FSS with appropriate KT corre-
lation function. We refrain from doing so as for bosons
much smaller system sizes are available and such a pro-
cedure would also be doubtful. For that reason we use
a simple crossing of r curves for different system sizes as
a reasonable estimate of the characteristic disorder when
MBL sets in. One should also keep in mind that for
such small sizes (as also used in the experiment [18]) the
crossover region must take a finite range of disorder am-
plitudes, W , so determining a precise number for Wc in
the thermodynamic limit is not needed really.
Details on accuracy issues and numerical
simulations
Both spectral data (gap ratio) and time dynamics are
obtained with “exact” methods such as an exact diag-
onalization and/or Chebyshev propagation scheme (for
sizes L = 10, 12). Thus the errors for the quantities used
in the text come from two factors. Firstly, the results are
averaged over the different realization of the quasiperi-
odic potential via drawing the phase φ from a random
uniform distribution from [0, 2pi] interval. Those errors
may be minimized by simply increasing the number of
disorder realizations. Secondly, we define “average” or
“mean” quantities at long times such as the mean trans-
port distance, the mean derivative of the transport dis-
tance etc. which are the quantities averaged over some
time interval. These definitions inherently induce addi-
tional errors that we describe below.
FIG. S.2. Left: The transport distance ∆x for U = 1 case
for a uniform density (a) and the density wave (c) states for
W = 3, 4, 5, 6, 7, 8 values from the top to the bottom. Notice
almost identical behaviour of the corresponding curves indi-
cating that the crossover to MBL for both states occurs at
approximately same values of W . The dashed lines show a
linear fit (in the log-log plot) indicating a power law time-
dependence for intermediate times. Panel (c) enlarges (in lin-
ear scale) the region of panel (a) used to determine “the mean
transport distance ∆xL (see text). Different curves are shifted
vertically for a better comparison. The fluctuations observed
are due to a finite 200 disorder realizations (discrete points
correspond to the finite step of the output from the numerical
code. Panel (d) visualizes errors in the mean velocity of the
transport Vx - obtained as a mean slope in [100,250] interval.
Dashed line corresponds to a linear fit, dashed-dotted line
connects simply the t = 100 and t = 250 points for W = 3.
As discussed further in the text both can be used to estimate
Vx.
Let us recall from the main text the definition of the
transport distance ∆x = 2|∑d d× 〈G(2)c (i, i+ d)〉i| [18].
7FIG. S.3. The transport distance ∆xL obtained around t =
250 as a function of the disorder for all cases studied (the order
of panels is as in the previous figure). Data are for different
system sizes. Observe that for U = 1 (left column) the data
for uniform and DW initial states are similar. For U = 2.87
(right panel) a clear difference between uniform (top, (b))
and DW (bottom (d)) states appear, the transition to MBL
occuring for large W for the uniform state in agreement with
gap ratio analysis.
Here the second order correlation function of density
G
(2)
c (i, i + d) = 〈nˆinˆi+d〉 − 〈nˆi〉〈nˆi+d〉 is averaged over
disorder realizations and different sites i. As shown in
Fig. 2 of the letter, compare also Fig. S.2 the transport
distance first rapidly grows (on the time scale of few tun-
nelings) redistributing particles. On a longer time scale
two main features are observed. For small disorder (de-
localized regime) ∆x saturates due to a finite small size
of the system. With increasing disorder this saturation
shifts to longer times, see W = 3 curves which bends indi-
cating a saturation at times t > 300. Before reaching this
stage the growth of ∆x with time follows to a good ac-
curacy a power law behaviour (as shown by dashed lines
in left panels of Fig. S.2) with the power β ∈ (0, 0.35).
Both uniform and density wave initial states in Fig. S.2,
panel (a) and (c), correspondingly, behave almost iden-
tically for the same W values - showing the same effect
of disorder. On a localized side both the growth and the
values reached are quite small allowing for identification
of the localized regime.
One could attempt to use these log-log fits to estimate
the transition to MBL (e.g. when β decays to zero). Such
a procedure has many drawbacks, as regions of approx-
imate power law growth change with W , the smaller β
the errors become more important. Instead, also in view
of short time-scale fluctuations due to a finite number of
disorder realizations, it may be useful to consider a mean
transport distance, ∆xL at some experimentally reach-
able time of few hundreds of tunneling times. We find
the mean value of the transport distance in the interval
t ∈ [220, 250]. Those data are shown in Fig. S.3. The nu-
merical values depend of course on the chosen initial and
final times (here 220 and 250) since apart from strongly
localized regime the mean distance still grows (compare
Fig. S.2(c)). This dos not affect the determination of the
critical disorder for the transition as we define it as the
place where ∆x practically vanishes (reaches, say, 1/1000
of the maximal value) - then the error of ∆xL is very
small. For small disorder values, e.g. W = 3 the error
comes not from the disorder induced fluctuations (which
are the main reason for averaging over a finite time in-
terval) but from the remaining growth. Still this error
for W = 3 which may be estimated from Fig. S.2(b) to
be about 0.05 is less than one percent of the mean value
in this interval ∆xL ≈ 6.1 [compare Fig. S.3(a)]. Note
that in Fig. S.2(c) data are shifted vertically so behavior
at different W may be compared and fluctuations visu-
alized.
The main observable we use to identify the critical dis-
order strength for a given energy is, however, not the
mean distance but rather the mean velocity of trans-
port Vx for intermediate and large times. For two times
t1 and t2 > t1 it can be defined as Vx = [∆x(t2) −
∆x((t1)]/(t2 − t1) and it is nothing else as d∆x(t)/dt
averaged over [t1, t2] interval. Alternatively one may fit
a linear slope to ∆x(t) in the same interval. Both pro-
cedures are illustrated in Fig. S.2(d) for W = 3 curve
and lead, practically, for a sufficiently large interval, to
almost identical slopes. The error of of the slope fitting
procedure in [100, 250] interval is of the order of 1% at
most with errors being of the size of the symbols.
FIG. S.4. The mean derivative of the transport distance
Vx (averaged in t ∈ [120, 200] interval) as a function of the
disorder for all four cases studied. The data agree well with
those of Fig. 4 in the main text despite a different time inter-
val being taken for analysis. The almost identical points are
obtained using the wieghted velocity average procedure - see
text.
The choice of the interval [t1, t2] is not important, as
long as we consider the interval for t1 sufficiently large,
say t1 > 80. The mean velocity obtained for [120, 200]
time interval are shown in Fig. S.4. Also, instead of
a linear fit of ∆x(t) with equal weights we may calcu-
late the weighted linear fit in which squared deviations
8are weighted by a gaussian centered at the center of the
interval considered with a standard deviation σ = 25.
Transport velocities obtained by such a procedure for the
center at t = 175 in the same interval yield essentially
the same data as in Fig. S.4 i.e. within the size of the
symbols. This indicates that long time mean transport
velocity is a robust measure.
Quantum quench –additional results
Here we supplement the results presented in Fig. 5 of
the main text for the quantum quench scenario.
FIG. S.5. Transport distance ∆x (left: panels (a-b))
and the edge-fluctuation F (right (panels (c-d)) as a func-
tion of time for W = 1 (top) and W = 3 bottom. Dif-
ferent curves correspond to different initial starting disor-
der amplitude Wi. The curves are naturally ordered by
Wi = −60,−50,−40,−30,−20,−10 from the bottom as the
biggest |Wi corresponds to highest excitation energies  that
are in the localized regime. Observe clear differences between
upper and lower curves indicating the appearance of the mo-
bility edge as the transition for W = 1 occurs for different Wi
(and thus different ) than for W = 3.
In the quantum quench scenario [41] applied in the let-
ter the system is prepared in the ground state at some
disorder amplitude Wi which is at t=0 switched abruptly
to the desired W value. Thus at t = 0 the system is
prepared in some wavepacket of energy  (using scaled
units as defined in the main text), the value of  being
dependent on the initial Wi and the particular disorder
realization. Scanning Wi allows to scan  as shown in
Fig. 5(a) for L=8 and in this way realize a “vertical cut”
of Fig. 1 at some W value. Time evolving this state we
may measure, like for initial Fock-like states the trans-
port distance ∆x(t) as well as fluctuations on edges F (t).
Those are presented in. Fig S.5 for two exemplary disor-
der values (and several initial Wi). Since the initial state
is not strictly separable, ∆x(0) does not strictly vanish,
however, it is very small as amplitudes Wi needed to
excite the system must be quite large (in absolute val-
ues).As seen in left panels of Fig. S.5 the evolution re-
sembles that for Fock states with the initial rapid growth
on the scale of the tunnelling time and the power law
sub-diffusive growth for larger times. To probe a broad
range of excitation energies it turns out that Wi should
have an opposite sign to W assumed for time evolution,
the smaller W −Wi the smaller . Looking back at Fig. 1
localized states correspond to large  - thus large |Wi| and
for those cases the growth of ∆x(t) practically stops. The
significant difference between W = 1 and W = 3 curves
is an another indicator of the mobility edge. Note that
edge fluctuations (right panels) behave in quite a similar
manner, thus site-fluctuations bring similar information
to the transport distance (but does not require two-point
correlations).
FIG. S.6. Long time mean edge fluctuation Fl reveals the
mobility edge and does not require 2-sites correlation func-
tion. The resolution is only slightly worse than that obtained
with the mean fluctuation velocity Vl as plotted in Fig. 5 of
the main text. Data for L=8.
This is further visualized in Fig. S.6 where mean site
fluctuation (averaged over t ∈ [220, 250] in the similar
manner to that for ∆xL), Fl is plotted for different dis-
order values W . Note that already this observable con-
firms the sensitivity of the crossover to the excitation
energy at different disorder values. Of course, similarly
to the edge-fidelity derivative evaluation of fidelity does
not require 2-point correlation function and involves lo-
cal measurement only so it may be a method of choice
for larger systems. Importantly the fluctuations in the
center of the chain are much less sensitive and do not
reveal any transition in a consistent way.
