In this paper we investigate the integration of object detection algorithms with eye-tracking data. The emerging technology of lightweight mobile eye-trackers enables realistic in-the-wild user experience experiments. Unfortunately, mobile eye-trackers generate a large amount of video data, which up to now requires manual analysis. This time-consuming and repetitive task renders processing large datasets economically infeasible. Our main contribution is the use of object detection algorithms to perform this analysis task automatically. We compare several object detection algorithms with regard to both speed and accuracy. To prove their functionality, we have recorded an eye-tracker shopping experiment and processed the data using object detection techniques.
INTRODUCTION
With the advent of the technology of unobtrusive and robust mobile eye-tracking, a whole new range of possibilities for (applied) research in real-life situations has emerged, effectively allowing a form of pervasive eye-tracking or continuous monitoring 24/7 [5, 4] . Light-weight head-mounted systems and small-sized portable devices enable researchers and users to quickly set up and perform recordings without the traditional restrictions of lab-based experimentation (time, place, trials, etc.). One of the key challenges for researchers seeking to take eye-tracking out of lab conditions Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. and into the wild is the cost efficiency of analysis. For instance, the amount and complexity of the data stream generated by a mobile eye-tracker during real-world experiments (e.g. on traffic safety, building accessibility, shopper behavior, etc.) requires efficient methods of analysis for eyetracking to be a feasible and affordable endeavor. Among the solutions that have been developed and implemented to minimize the amount of manual analysis and thus to maximize the efficiency, are marker-based systems. Fast data aggregation and semi-automatic statistical analysis is made possible by predefining potential areas of analysis (AOA) with physical infrared-markers (e.g. Tobii Glasses [18] ) or natural markers in the scene generated by vision techniques (ASL Gazemap system). Although working with AOAs enables researchers to bypass the manual coding problem and efficiently tackle specific questions on gaze behavior in predefined planes, the method suffers from a range of limitations, including the need for fixed positions of relevant objects to be tracked (see [3] for an overview of potential shortcomings). In this paper, we present an alternative to an AOAbased method that takes objects rather than areas as the basic analytical layer on which gaze data are mapped for analysis. By training object recognition algorithms from the computer vision research field to recognize specific objects in the image region around the gaze coordinate, fast and reliable data analysis is made possible on the basis of any video stream, (a) without having to predefine relevant areas or objects before recording takes place, and (b) with objects that can be either stationary or moving. We present the first of a series of proof-of-principle studies using this system, applied to the context of shopper research.
OBJECT RECOGNITION METHODS
The central objective of this paper is to use object recognition methods to compare the image region around the gaze cursor of the eye tracking experiment images with a database of objects. This technique allows for the (semi-)automatic generation of statistics showing the time-span of visual focus on relevant objects.
cal interest regions in an image, based on specific features of the image content, which are described with descriptor vectors. The characterisation of these local regions with descriptor vectors that are invariant to changes in illumination and viewpoint enables the regions to be compared across images. Differences between approaches lie in the way in which interest points, local image regions, and descriptor vectors are extracted. Many object recognition algorithms based on this technique have been proposed. A survey is given in [22] , while [11] and [12] report comparative experiments. An early example is the work of Schmid and Mohr [16] , where geometric invariance was still under image rotations only. Scaling was handled by using circular regions of several sizes. Lowe et al. [7] extended these ideas to real scale-invariance in his widely adopted Scale Invariant Feature Transform (SIFT). More general affine invariance has been achieved in the work of Baumberg [1] , Tuytelaars & Van Gool [21, 20] , Matas et al. [8] , and Mikolajczyk & Schmid [10] .
In recent years, the development focus of this field is shifted from accuracy to computation efficiency. In order to reduce the computation time of SIFT, many improved versions were proposed, such as PCA-SIFT [6] , FAST [15] and SURF [2] . By using integral images and box filters, SURF reduces the computation time and improves the speed of detection. Moreover, SURF's detector and descriptor are not only faster, but the detector is also reported to be more repeatable and the descriptor more distinctive than SIFT.
Though SURF and SIFT showed their potential in a wide range of computer vision applications, a possible shortcoming is that these techniques are only slightly robust to affine deformations. When 2D or 3D objects are compared, recognition results are poor if the rotation is extreme or the viewing angle changes radically. Inspired by the affine invariant techniques of Tuytelaars et al. [20] the full-affine versions ASIFT [13] and FAIR-SURF [14] were recently developed.
Comparative experiments
We performed some comparative experiments on a selection of local region matching techniques on real eye-tracking data. An overview of these experimental results is displayed in table 1. We see that SURF is without doubt the fastest algorithm in our test but the amount of keypoints SURF generates is not sufficient. ASIFT finds more keypoints at the cost of higher computation time as compared to SIFT, while ASIFT is robust against variations of the viewing angle. Morel and Yu [13] viewing angle of 80 degrees does not influence the number of matches found by ASIFT. When using SIFT, the number of matches found is relatively high and decreases with only a minor change in viewing angle. Based on our tests we chose SIFT for our application, because of its best performance, accuracy and number of extracted keypoints.
APPROACH
An overview of our proposed technique for automatic analysis of eye-tracking data is illustrated in figure 1 . The process is divided in two parts, the order of which can be determined freely, training of objects and the actual eye-tracking experiment. Although this is a generally applicable approach, we initially tested the technique in a small-scale shopping experiment. In this experiment, the eye-tracker with object recognition function is used to count the number and time of fixations on a product or brand. Based on these data we will generate statistics to obtain more information about shopping behavior.
The SIFT algorithm extracts keypoints from training images of each of the objects and stores it into a database. A second phase is the actual use of the eye-tracker, this includes processing incoming video frames. Our algorithm searches for corresponding objects between the training data and the newly acquired data, based on corresponding visual features from the newly acquired data and the stored features in the database. Relationships between those features point to a similarity between the two objects. When a certain level of similarity is found, the algorithm classifies the object to a particular object group and produces user output to confirm the object detection.
To extract features from the eye-tracking data, we use the same SIFT algorithm for the training session and experiment session. The next subsections describe the extraction of features from eye-tracking data.
Region of interest
The output of the eye-tracker consists of a video stream and a list of gaze coordinats. To process this data, we examine each frame individually. For each frame, a region of interest (ROI) is drawn around the gaze point in which keypoints will be extracted. The exact size of the ROI influences the number of keypoints. An oversized ROI would result in an increased risk of wrong keypoints, due to objects presented in the background of the image. On the other hand, when the ROI is too small, this would result in an insufficient number of keypoints. Based on experiments we have chosen for a ROI-size of 41 by 41 pixels.
Feature extraction
As mentioned before, SIFT [7] is used to obtain image features. The SIFT algorithm will be applied to every frame of the captured video. Instead of applying the SIFT algorithm to the whole image, only the ROI is used to calculate the SIFT keypoints, reducing the required processing time. The feature locations and their 128 element descriptor vector obtained by the SIFT operation are stored in a text file. To facilitate the subsequent calculations, we've chosen to store the keypoints associated with a particular object into a unique file for each individual object.
Feature comparison algorithm
The goal of the algorithm is to find similar keypoints between training data and the newly acquired data in order to recognize an object. The technique used in this paper compares every keypoint from the training set to every keypoint of the newly acquired data. A match is found when the distance between them is minimal and the second best distance differs enough from the first one. In formula: If k 1 i is a keypoint from a set of training images I 1 and k 2 j is a keypoint in the newly recorded image I 2 , we search for the best and second best distance:
In our experiments, we have chosen a fixed threshold value: T h = 0.65. Distance d(·, ·) in the formulas above is defined as the Euclidean distance. Using the two verification conditions of the keypoints in eq. 3 leads to very reliable matches. However, if a particular object was viewed in different perspectives, it is most likely that there are multiple visual keypoints indicating the same physical feature of the object. Processing those similar keypoints leads to an adverse effect to the detection rate. The subsequent paragraph deals with the issues concerning double keypoints.
Clustering of double keypoints
An important step in processing the images is the clustering of double keypoints, both intra-object and inter-object, as illustrated in figure 2 . The first category, intra-object keypoints, are similar keypoints of the same object. Those keypoints occur when images of an object are recorded at different viewing angles. This is illustrated in the left part of figure 2 . The second category, inter-object keypoints, are similar keypoints between different objects. Such keypoints occur for example when images of different products of the same brand are recorded, since they contain mostly the same Figure 2 . Intra-and inter-object keypoints Table 2 . Results of our double keypoints clustering process brand logo. Not clustering double keypoints would lead to very few or even zero corresponding keypoints in the matching stage. Double keypoints cause the unwanted effect that important regions in the image will be ignored instead of being detected. This problem is related to the strategy used to compare the keypoints (in formula 3). When double keypoints aren't clustered, the ratio between the best and the second best match will approach 1, because they are in fact the same feature. We look up double features by comparing the descriptor values and we replace the doubles by their average. An additional advantage of clustering keypoints is the reduced number of calculations, since the number of keypoints to process decreases. An overview of the profit obtained by clustering double keypoints is illustrated in table 2.
Processing keypoint matches
As explained in the previous sections, each frame obtained by the eye-tracker is processed by the algorithm and features extracted in the ROI around the gaze cursor are matched with the database. An object is recognized if it has the highest number of matches and this number exceeds a fixed threshold. In order to produce a representative feedback towards the end user, an overview of the detection statistics is produced. This overview contains information about each object, including how often and for how long it was fixated. Figure 3 shows the graphical output of our program during the processing of new eye-tracking data.
PRELIMINARY RESULTS
To prove the functionality of the algorithm, a set of real-life images were recorded to develop and test the algorithm. The Figure 3 . Graphical output during data analysis. topleft: input video with ROI square around gaze point, bottom: extracted and matched SIFT features within ROI, top right: collected object statistics eye-tracker was used to capture images in a real-life setting in a garden equipment shop. This experiment resulted in a large dataset in which objects were viewed from different distances and under different viewing angles. The algorithm was applied to those images, and was used to detect 10 previously declared objects, such as rat traps, dog food or lawn fertilizer. When processing images with the test person holding a product and looking at that product for a few seconds, the algorithm is able to detect 90% of the objects correctly. Applied to images captured while walking through the corridors, this algorithm is capable to detect 60% of the objects correctly. We see that reliable recognition is only possible when the viewing angle and the distance to the objects are limited. Increasing one of those variables, leads to a decreased accuracy and even false detections.
CONCLUSION AND FUTURE WORK
Although this is only a proof of concept study, we've succeeded in using object detection algorithms to perform automatic labeling of eye-tracking data. This paper demonstrates the usability of the developed algorithm, and indicates that further investigation is possible and even necessary. The accuracy of the algorithm, for example, is influenced by the distance of the objects in the images. Using an eye-tracker with a high-resolution camera will improve the detection results for objects which are further away from the eye-tracker. Investigation of alternative or additive object detection algorithms is also part of future work, as well as a thourough comparision of our technique with the recently published work of Toyama [19] . To tackle the problems concerning double keypoints, we plan to explore other keypoint matching techniques, such as visual words [17] . This preliminary study will form the basis of a starting research project funded by KU Leuven.
