This paper addresses the relationship between the number of hidden layer nodes In a neural network, the complexity of a multi-class discrimination problem, and the number of samples needed for effective learning. Bounds are given for the latter. We show that O(min(d, n).M) boundary samples are required for successful classification of M clusters of samples using a 2 hidden layer neural network with d-dimensional inputs and n nodes in the first hidden layer.
Introduction
In recent years, multilayer neural networks have been increasingly popular for applications in pattern recognition, classification, learning, and function approximation. While there is a profusion of empirical results attesting to the usefulness of neural learning techniques, the capabilities, limitations and requirements of neural networks are relatively less well understood. Many important issues (e.g., how many training samples are required for successful learning, how large a neural network is required for a specific task) are solved in practice by trial-and-error. Some results have been achieved recently in an attempt to solve these piquant problems, but the area is largely open for investigation. These questions are hard because there is considerable dependence on the specific problem being attacked using a neural network.
With too few nodes, the network may not be powerful enough for a given learning task. With a large number of nodes (and connections), computation is too expensive.
Also, a neural network may have the resources essentially to 'memorize' the input training samples; such a network typically performs poorly on new test samples, and is not considered to have accomplished learning successfully. For neural learning to be considered successful learning, it is essential for the system to perform correct classification of test samples on which the system has not been trained. We emphasize capabilities of a network to generalize from input training samples, not to memorize them.
In this paper, we address the question of how many samples are needed for adequately successful learning using a 2 hidden layer neural network ( Figure 1 ). As pointed out by several researchers (e.g., [7] [8]), in a 2 hidden layer neural network with d input nodes, first hidden layer nodes often function like hyperplanes that effectively partition d-dimensional space into various regions. Each node in the second hidden layer represents a cluster of points that belong to the same class. We assume that the problem that the neural network is trying to learn is such that these clusters are separable. Other attempts to answer this question are inadequate due to the unrealistic assumptions made, e.g. [9] , that a single input sample is sufficient to characterize each cluster of inputs.
Main Results
In the next section, we enumerate the minimum number of 'hyperplane segments' when a given neural network is used successfully for a classification task. This is then related to the number of clusters in a given problem being solved using a neural network. We then 
Related Work
Cover's work [5] established the number of dichotomies that can be implemented by a single threshold unit. Given n samples in general position in d-dimensional space, Nilsson [10] showed that a network with one hidden layer containing n -1 units was capable of learning any dichotomy; Baum [3] showed that rn/dl hidden units are sufficient and necessary.
In [11] , the learning time for back-propagation networks is examined in the context of learning boolean logic equations. The learning time is observed to increase with training sample set size, motivating the question: 'how many samples are adequate'?
By a different approach and with different assumptions, Baum and Hassler [4] show that any learning algorithm using lower than S1( Number :1 weights) random training samples will (for some distributions) fail a fixed fraction of the time to correctly classify more than (1 -t) fraction of the future test samples.
Our analysis, which follows a different approach, gives bounds for the number of boundary samples for effective generalization. Boundary samples are samples of each class that are 'near' (in the input space) samples of a different class. The importance of boundary samples ('salient examples', 'near-misses') has been recognized in the research area of machine learning [6] . Experimental results [1] confirm that boundary samples are better than random samples for training neural networks. Ahmad and Tesauro [1] also mention the number of samples required in practice for learning the linearly separable majority function mapping d-dimensional inputs to two classes: at least 3d boundary samples were required, but generalization was better with more samples (7d). These numbers are in accordance with our results in this paper.
In [9] , a lower bound for the number of training samples required for neural learning is given to be the number of regions in d-dimensional space. The analysis in [9] assumes that one point in the input space is sufficient to identify a region in d-dimensional space. When the task is that of learning or classification, particularly under noisy conditions, a region is identified by a cluster of points, not just one point in the region. For good "generalization" capabilities, it is not useful for a neural network merely to memorize each input sample and the class to which it belongs. When only a few points in each region are given as training samples, there is much greater leeway in formulating the hyperplanes which divide these points into different regions, and hence the network is not likely to classify new test samples correctly.
The dependence of the number of samples needed for successful learning on the number of hyperplane segments is illustrated in figure 2 . Figure 2 Each region can be uniquely identified by the hyperplane segments which bound it together with the information as to which 'side' of the hyperplane segment it lies. There must be sufficient number of samples to identify each hyperplane segment. This is the reason for our interest in the number of hyperplane segments. 
NUlllber of Regions (R)
The first issue we address is that of enumerating the number of different clusters of samples that may be distinguishable using a neural network with a given number of hidden s s x' I ' , , Let R(n, d) denote the maximum number of regions into which ad-dimensional hyperspace can be partitioned using n (mutually intersecting) hyperplanes. Note that R(n, 1) = n + 1, and R(l, d) = 2, while R(n, 0) is assumed to be o. It has been shown [13] , [10] , that
i, and 0 otherwise.
If the given classification problem has M clusters of points, and the neural network is chosen to have the least possible number of hidden nodes n, then, in general, we must 
Number of Hyperplane Segments (A)
Given n hyperplanes in d-dimensional space, we ask how many hyperplane segments are obtained by their mutual intersections. We now obtain an expression to evaluate "A(n, d)" , into R(n -1, d -1) segments in this way, the total number of hyperplane segments is 
Simple bounds are derived for the ratio
Summarizing the analysis in appendix 6.1, we have:
Groupwise Intersecting Hyperplanes
The preceding analyses, for a least number of hidden nodes, are now generalized by answering the following question. Given a specific classification task with M clusters, and given a (fixed) neural network which is adequate for a classification task, how many sam pies are required for successful learning? An answer is obtained by generalizing the idea that all the hyperplanes intersect each other.
Previously, we had assumed that the clusters in the given problem are in general position, and the number of hidden nodes n in the network is chosen, according to the By expanding this recurrence relation for (k -1) steps, the following result is proved (in the appendix).
Theorem 2 For d~2 and k :::; d, we have:
When k > d, the simplification procedure in the proof of the above theorem cannot proceed in the same way for k -1 steps, since the right-hand-side of equation (2) contains a term which invokes a reduced dimension, and this cannot be repeated for more than d -1 steps. But an analogous result can still be obtained. where 
We now address the following question: given a network with a fixed number of hidden nodes (n) that have to be partitioned into k groups of non-intersecting hyperplanes to solve a given classification task, how would the number of regions be maximized?
In the special symmetric case when Pl = P2 = .. 
The case of minimally differing Pi'S provides an upper bound, corresponding to the maximal value of R k , among all possible distributions of k groups of n parallel hyperplanes. 
-Rk(Pl,··· ,pk,d) -
Note: When more information is available, better bounds can be obtained; e.g., theorem 1
gives a better upper bound when PI = P2 = · · · = Pk = 1 and k = n.
Number of Samples Required
Among the points that identify a region, the most salient for establishing classification boundaries are (naturally) those that are closest to the boundaries. These "boundary samples" provide the maximum information for classification. For our purposes, it is sufficient to work with a fuzzy definition: we consider boundary samples to be those samples with nearby points that belong to a different class.
We assume that the number of boundary samples needed for successful training is proportional to the number of hyperplane segments needed, since some boundary samples are needed to identify uniquely the two classes corresponding to the sample clusters bordering each hyperplane segment. For the case when all hyperplanes intersect each other
The number of boundary samples required for successful classification is hence proportional
d).R(n, d).
When k parallel groups of hyperplanes intersect each other, theorem 5 asserts that
-Rk(Pl,··· ,pk,dimplying that the number of boundary samples required is proportional to min(k, d).R(n, d).
There is no a priori way to determine k; all we know is that 1 :S k :S n; hence we only have an upper bound asserting that proportional to min(n, d).R(n, d) boundary samples are required.
The above characterization is in terms of the parameter n (i.e., number of hidden nodes) describing the network; it is more desirable to obtain an estimate in terms of the given problem space, assuming an optimal network is chosen. Again, if the given classification problem has M clusters of points, and the neural network is chosen to have the least possible number of hidden nodes n, then, in general, we have to the hypervolume (oc r d ) of a hypersphere is inversely proportional to its 'radius' r, a (I-dimensional) measure of length. Under the assumption that samples are uniformly distributed within a region, the probability of an arbitrary sample being a boundary sample is inversely proportional to a I-dimensional distance measure of the region. Hence the number of random input samples required for correct classification is likely to be proportional to min( d, n )Mr. Other distributions warrant different assumptions, so that many more input samples may be required for obtaining even a few boundary samples.
We have assumed in the above analyses that a constant number of boundary samples are required to identify each hyperplane segment. In practice, we conjecture that this number is likely to scale up with the dimension d of the input space. This means that the total number of boundary (input) samples is likely to be O(Md 2 ) rather than just O(Md).
We now consider a specific example, illustrated in figure 5 . Let the input data consist of M = ad clusters in a d-dimensional chessboard-like pattern, where neighboring clusters belong to different classes. The number of classes itself is irrelevant, as long as it is 2: 2.
The minimum number of hyperplanes required to separate these clusters is approximately In order to make effective use of the above analysis in designing neural networks for a given classification task, certain clustering procedures may first be required as a preprocessing step. 
Induction
Step:
by equation (2) + 1,p2 -1,··· ,Pk, d) , where the latter corresponds to switching one hyperplane from the second group to the first. Upon expansion and simplification using equation (2) twice, we find that: 
2 
Since j above is arbitrary, we have:
In terms which we are interested in (to show that () is positive), we have:
By the nature of the binomial distribution, it is known that OJ~C i k whenever k-i 2:: j~i. we assumed that k~d. The contrary case is separately analyzed below.
