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Abstract
This dissertation is centered on the modeling of heterogeneous data which is ubiquitous in this digital
information age. From the statistical point of view heterogeneous data is composed of dissimilar
components, where objects in each component are homogeneous themselves. One such example from
the real world is the stock return data, where stocks in the same industry segments tend to move
closely together, while diﬀerent segments tend to have distinct movement patterns.
Clustering is one of the most popular ways to characterize data heterogeneity. It is a classical
problem of unsupervised learning. We will review major clustering approaches in Chapter 1. In
recent years non-parametric Bayesian mixture models have attracted increasing attention in the
clustering literature, which is closely related with our work. So we review the Mixture of Dirichlet
Process Model in Chapter 2.
The main dissertation body consists of three generic statistical methods to model heterogeneity
in diﬀerent scenarios. As data are becoming more and more prevailing today, traditional clustering
tasks are often accompanied by additional information about the objects to cluster, known as the
side information. The opportunity is that the side information has the potential to complement
clustering algorithms to achieve more accurate and meaningful results. In Chapter 3 we describe
Two-view Clustering method, a novel non-parametric clustering model that is capable of robustly
incorporating noisy side information. We demonstrate the eﬀectiveness of this new model with three
real world applications in Chapter 4.
Our second work is driven by market segmentation which is a key factor to a modern busi-
ness’s success by accurately recognizing customer groups with varying needs. Market segmentation
involves dividing a larger market into sub-markets based upon a variety of factors such customers de-
mographic information and product preferences. In Chapter 5 we will propose a multi-task learning
framework to solve this problem.
Our third work in Chapter 6 tries to solve a problem arising from citation analysis for research
evaluation. In bibliometrics one central task is to characterize the statistical distribution of citations.
ii
This problem has been regarded as a challenging one for two reasons: (i) the citation distributions
of almost all the subject areas are highly right-skewed; (ii) the citation behaviors across various
subject areas can be drastically diﬀerent. We propose a mixture model to formally characterize the
statistical distribution of citation data. Based on this model we develop new criteria to evaluate
impact of journals and performance of research institutes.
iii
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Chapter 1
Clustering Methods
Cluster analysis is the partitioning of a dataset into a number of relatively homogeneous groups based
on certain similarity measures (Jain and Dubes, 1988; Cherkassky and Mulier, 1998; B. Everitt and
Leese, 2001; Xu and Wunsch, 2005). Consequently, the data points assigned to one group is more
closely related with each other than those in other groups. A data point can be represented by a
multi-dimensional vector of measurements, or by similarity or distance to other data points. Cluster
analysis is an example of unsupervised learning (Bishop, 2006; Hastie et al., 2001), in which we are
provided with a set of 푛 observations (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛) generated from an unknown distribution and
the goal is to make inference about the unknown distribution solely based on the 푛 observed data
instances. In contrast to unsupervised learning is supervised learning, where additional response
information (푦1, 푦2, ⋅ ⋅ ⋅ , 푦푛) associated with (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛) is also provided. (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛) and
(푦1, 푦2, ⋅ ⋅ ⋅ , 푦푛) together form the training data. The goal of supervised learning is to predict the
response of newly encountered data points known as test data.
Now suppose the predictor variable 푋 and response variable 푌 follow some joint distribution
function 푃 (푋,푌 ). From Bayes’s theorem, 푃 (푋,푌 ) ∼ 푃 (푌 ∣푋)푃 (푋). Supervised learning can be
then characterized as directly or indirectly estimating the properties of the conditional distribution
function 푃 (푌 ∣푋) using the training samples that come in pair of 푥푖 and 푦푖 (Hastie et al., 2001).
Particularly, depending on whether 푌 is continuous or discrete, the supervised learning problem is
named regression (Weisberg, 1980) or classiﬁcation (Duda et al., 2001), respectively. The parameters
of the distribution function are usually estimated by minimizing a predetermined loss function or
through maximum likelihood estimation. In supervised learning we are typically not concerned with
the marginal distribution 푃 (푋), but rather the predictive density 푃 (푌 ∣푋). However, in unsupervised
learning we are only provided with samples of 푋 and our goal is to make inference of the properties
of 푃 (푋). As an example of unsupervised learning tasks, cluster analysis attempts to partition the
sample space of 푋 into multiple convex regions that contain modes of 푃 (푋). Other examples of
unsupervised learning problems include dimension reduction (Hotelling, 1933), etc.
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Figure 1.1: The ambiguity of cluster analysis without knowing the number of clusters before hand.
Panel (1): the plot of the observed data instances. Panel (2) through (4): the dataset is partitioned
into 6, 2, and 4 clusters, respectively.
For supervised learning there are well deﬁned measures of the success of a model, due to the
inclusion of the response variable in the training samples. However, the evaluation for cluster analysis
is vague and people often resort to heuristic measures to justify the quality of the results (Jain et al.,
1999). One particular severe problem with cluster analysis is that the number of clusters is normally
not known before hand (Fraley and Raftery, 1998), making the inference and evaluation even more
subjective. Fig. 1.1 demonstrates the ambiguity of cluster analysis when the number of clusters in
unknown.
Clustering methods can be roughly classiﬁed into two categories: hierarchical clustering and
partitional clustering (Jain et al., 1999; Xu and Wunsch, 2005). The major diﬀerence lies in the
clustering results produced. Hierarchical clustering seeks to build a hierarchy of clusters in either
an agglomerative (bottom up) or divisive (top down) manner (Ward, 1963; Sibson, 1973). The
partitions produced by hierarchical clustering form a nested sequence. Partitional clustering instead
returns only one partition of the data set. Partitional clustering techniques can be further divided
into subcategories: methods minimizing squared error such as K-means (MacQueen, 1967), graph
theoretic approach such normalized graph cut (Shi and Malik, 2000), normal mixture model (Fraley
and Raftery, 2002), density mode seeking (Cheng, 1995) and so on. In this chapter we review several
important classes of cluster analysis methods. We pay particular attention to how these methods
deal with the issue of identifying the number of clusters.
2
1.1 Minimizing Squared Error
1.1.1 퐾-means Clustering
A partitional method obtains a single partition of the dataset. 퐾-means (MacQueen, 1967) is a
partitional clustering algorithm which is simple yet very commonly used. It minimizes the sum of
squared L2 distance between the data points and their corresponding cluster centers.
퐾∑
푘=1
∑
푖:퐶(푥푖)=푘
∥푥푖 − 휇푘∥2. (1.1)
where 퐶(푥푖) returns the cluster label of 푥푖 and 휇푘 is the center of cluster 푘. 퐾-means runs in
iterations. In each iteration every data point is assigned to the closest cluster center based on L2
distance. A cluster center is then updated to be the mean of all the data points in this cluster.
The iteration continues until convergence. The procedure of the 퐾-means Clustering is given in
Algorithm 1 and visualized in Fig. 1.2.
Input: Observed data points (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛) and the number of clusters 퐾.
Initialize: Choose the cluster centers (휇1, 휇2, ⋅ ⋅ ⋅ , 휇퐾) randomly.
Repeat until convergence:
For 푖 = 1 : 푛
Assign 푥푖 to cluster 푘 such that the L2 distance between 푥푖 and 휇푘 is minimum for
푘 = 1 : 퐾.
End for
For 푘 = 1 : 퐾
Update 휇푘 to be the mean of data points assigned to cluster 푘.
End for
Algorithm 1: 퐾-means clustering.
The main advantage of 퐾-means is that it is simple to implement and has linear time complexity.
Although it can be shown that 퐾-means will converge, it is sensitive to the selection of initial cluster
centers and may converge to local minimal of the objective function in Eq. (1.1) (Anna D Peterson,
2010). Therefore, it is common to run K-mean for a few times, starting from diﬀerent initial cluster
centers. The partition with the smallest within cluster sum of square will be the ﬁnal clustering
3
Figure 1.2: Visualization of the퐾-means algorithm for clustering. Panel(1): The plot of the observed
data instances. Panel (2): Initialization of cluster centers indicated by the blue and red crosses.
Panel (3) through (8): Iterating between assigning each data point to its closest cluster center and
recalculating the cluster centers.
result. Another disadvantage of 퐾-means is that because of the use L2 distance, an outlier can
place signiﬁcance inﬂuence in the calculation of its cluster center. Therefore 퐾-means is not robust
against outliers (Hasan et al., 2009).
1.1.2 퐾-medoids Clustering
One reason for the lack of robustness in 퐾-means is its use of L2 distance. 퐾-medoids (Kaufman and
Rousseeuw, 1990) is a variation of 퐾-means which replaces L2 distance ∥푥푖 − 푥푗∥2 by an arbitrary
dissimilarity measure 퐷(푥푖, 푥푗). The dissimilarity measure does not necessarily need to follow the
triangular inequality. The input for 퐾-medoids is a dissimilarity matrix containing dissimilarity
measure of every pair of data points. 퐾-medoids forces a cluster center to be one of the data points
in the cluster. The update of cluster centers involves explicit optimization and can be much more
computationally expensive than 퐾-means. The procedure of the 퐾-medoids Clustering is given in
Algorithm 2.
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Input: Dissimilarity measure 퐷 and the number of clusters 퐾.
Initialize: Choose the cluster centers (휇1, 휇2, ⋅ ⋅ ⋅ , 휇퐾) randomly among (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛).
Repeat until convergence:
For 푖 = 1 : 푛
Assign 푥푖 to cluster 푘 such that the 퐷(푥푖, 휇푘) is minimum for 푘 = 1 : 퐾.
End for
For 푘 = 1 : 퐾
Update 휇푘 following: 휇푘 = argmin퐶(푥푖)=푘
∑
푗:퐶(푥푗)=푘
퐷(푥푖, 푥푗).
End for
Algorithm 2: 퐾-medoids clustering.
The optimization of 퐾-medoids can be seen as iteratively solving
min
퐶,휇1:퐾
퐾∑
푘=1
∑
푖:퐶(푥푖)=푘
퐷(푥푖,푚푘). (1.2)
with the constraint that 푚푘 takes values from 푥1, ⋅ ⋅ ⋅ , 푥푛. Partition Around Medoids (PAM) is a
method to minimize the above objective function (Kaufman and Rousseeuw, 1990). It swaps each
cluster center 휇푘 with an observation 푥푖 ∕= (푚푢1, ⋅ ⋅ ⋅ , 휇퐾) and keeps the swap that decreases the
objective function the most.
1.1.3 Choosing the Number of Clusters
How the identify the number of clusters from data is a diﬃcult task (Fraley and Raftery, 1998). For
퐾-means clustering, one can try diﬀerent values of 퐾 and choose the one with the smallest sum
of squared errors 푆푆(퐾) in Eq. (1.1). But 푆푆(퐾) typically decreases while 퐾 increases. In the
extreme case where each data point forms a cluster of its own, 푆푆(퐾) achieves the smallest value
0. In addition, the negative trend of 푆푆(퐾) with 퐾 is generally true even with an independent test
set (Hastie et al., 2001). Thus cross validation techniques which are useful for model selection for
supervised learning is no longer appropriate for choosing good clustering models. In the following we
review two techniques for choosing 퐾: the gap statistic (Tibshirani et al., 2000) and the silhouettes
statistic (Rousseeuw, 1987).
Gap statistic. Proposed in Tibshirani et al. (2000), the gap statistic can be used to estimate
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the number of clusters. This technique uses the output of any clustering algorithm and the idea is
to compare the observed 푆푆(퐾) with what would be calculated from a sample without any cluster
structure. In terms of hypothesis testing, the null hypothesis is that there exists no cluster structure,
while the alternative hypothesis is there exists 퐾 clusters. The test statistic is calculated as
gap(퐾) = 퐸0[log(푆푆(퐾))]− log(푆푆(퐾)), (1.3)
where 퐸0[⋅] is the expectation operator under the null hypothesis. Although 퐸0[log(푆푆(퐾))] cannot
be obtained analytically, we can perform simulation by randomly shuﬄing each dimension of 푋 for
퐵 times, and estimating 퐸0[log(푆푆(퐾))] by
1
퐵
∑퐵
푏=1 log(푆푆푏(퐾)). The ﬁnal 퐾
∗ is chosen by
퐾∗ = argmin
퐾
퐾 : 퐺(퐾) ≥ 퐺(퐾 + 1)− 푠퐾+1, (1.4)
where 푠퐾 = 푠푑퐾
√
1 + 1/퐵 and 푠푑퐾 is the standard deviation of log(푆푆푏(퐾)) under the null hy-
pothesis.
Silhouettes statistic. The silhouette statistic (Rousseeuw, 1987) of 푥푖 compares its ﬁtness in its
own cluster versus its next closest cluster. Suppose the cluster center of 푥푖 is 휇푖 and the center of
the next closest cluster is 휇푙. Let 푎(푥푖) = ∥푥푖 − 휇푘∥2 and 푏(푥푖) = ∥푥푖 − 휇푙∥2. Then the silhouette of
푥푖 is deﬁned as
silhouette(푥푖) =
푏(푥푖)− 푎(푥푖)
max{푎(푥푖), 푏(푥푖)} . (1.5)
If 퐾-means clustering is used, then by the algorithm 푏(푥푖) is always greater than 푎(푥푖). So
silhouette(푥푖) ranges from 0 to 1, and a larger number indicates that 푥푖 is more coherent with
its own cluster. If 푥푖 lies halfway between its cluster center and the center of the next closest cluster,
then silhouette(푥푖) = 0. For other clustering methods such as 퐾-medoids, silhouette(푥푖) can range
from −1 to 1.
The average silhouette, calculated as the mean of silhouette(푥푖) for 푖 = 1 : 푛, can be used as a
measure of goodness of the clustering. To select the best number of cluster, one can try diﬀerent
values of 퐾 in (1, ⋅ ⋅ ⋅ ,퐾푚푎푥), and pick the one with the highest average silhouette.
1.2 Model-based Clustering
The normal distribution, or the Gaussian, is perhaps the most widely used continuous probability
distribution in statistics (Bishop, 2006). For a univariate normal random variable, the probability
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density function is
푁(푥∣휇, 휎2) = 1
(2휋휎2)1/2
exp
{
− 1
2휎2
(푥− 휇)2
}
(1.6)
where the only two parameters 휇 is the mean and 휎2 is the variance. For a 푝-dimensional normal
random vector 푥, the multivariate probability density function is
푁(푥∣휇,Σ) = 1
(2휋)푝/2
1
∣Σ∣1/2 exp
{
−1
2
(푥− 휇)푇Σ−1(푥− 휇)
}
, (1.7)
where 휇 is the mean vector, Σ is the covariance matrix and ∣Σ∣ is the determinant of Σ.
Normal distributions have many desired analytical properties, which make it a favorable choice
in numerous areas such statistics, information theory (MacKay, 2003), stochastic calculus (Karatzas
and Shreve, 1988), signal processing and communication theory (Kay, 1993). We brieﬂy summa-
rize some of these nice features which turn particularly useful for the ease of statistical inference
(Christensen, 1987).
• An arbitrary marginal distribution and conditional distribution obtained from the joint distri-
bution of a multivariate normal is still a normal distribution.
• For a multivariate normal random vector, if two sub-vectors are uncorrelated, then it is equiv-
alent to them being independent.
• Suppose 푥 ∼ 푁(푥∣휇,Σ), then an aﬃne transformation of 푋 also follows normal distribution:
퐴푥 ∼ 푁(퐴푥∣퐴휇,퐴Σ퐴푇 ).
• Normal distribution belongs to the exponential family. Conjugate priors such as normal,
inverse-wishart and normal-inverse-wishart can be put on normal likelihood under diﬀerent
settings. This conjugacy property makes it particularly convenient in Bayesian inference.
1.2.1 Clustering with Normal Mixtures
Normal distribution which is uni-mode and symmetric, suﬀers from signiﬁcant limitations in mod-
eling real data sets whose distribution often have irregular shapes manifest more than one mode.
Although a simple normal distribution is unable to capture multi-modality, we can use a linear su-
perposition of multiple normal distribution to obtain a better characterization of complex densities.
A normal mixture is formed by taking a linear combination of basic normal distributions written in
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the following form of weighted sum
푝(푥) =
퐾∑
푘=1
휋푘푁(푥∣휇푘,Σ푘), (1.8)
where each single normal distribution 푁(푥∣휇푘,Σ푘) is called a component of the mixture, and the
parameters 휋푘 are called mixing coeﬃcients. In order for the mixture of normal to be a valid density
function, there are some restrictions on 휋푘: 0 ≤ 휋푘 ≤ 1 and
∑퐾
푘=1 휋푘 = 1.
1.2.2 EM Algorithm
The normal mixture distribution is parameterized by 휋, 휇 and Σ, where 휋 = {휋푘, 푘 = 1 : 퐾},
휇 = {휇푘, 푘 = 1 : 퐾} and Σ = {Σ푘, 푘 = 1 : 퐾}. Given observed data 푥1, ⋅ ⋅ ⋅ , 푥푛, the log of the
likelihood is given by
log 푝(푥1, ⋅ ⋅ ⋅ , 푥푛∣휋, 휇,Σ) =
푛∑
푖=1
log
{
퐾∑
푘=1
푁(푥푖∣휇푘,Σ푘)
}
. (1.9)
One way to estimate the parameters is to use the maximum likelihood estimation (MLE) (Lehmann,
1991) by setting the derivatives with respect to parameters to zero. However, the MLE in this
case has no closed-form analytical solution and one needs to solve non-linear equations. The root
ﬁnding is hard to be carried out due to the presence of summation within a log function. Numerical
optimization can be used to directly solve the MLE. ref here. An alternative approach we can
use is expectation maximization (EM) (Day, 1969a; Tanner and Wong, 2010). The EM algorithm
is perhaps one of the most well-known algorithm to ﬁnd the mode of a marginal likelihood (Liu,
2001a). It also has close relation with data augmentation.
Normal mixture model for clustering is closely related with 퐾-means. First their distinctions
are apparent: 퐾-means performs a “hard” assignment of each data point to a cluster, while EM
algorithm makes a “soft” assignment based on posterior probabilities. In spite of this diﬀerence,
퐾-means can be derived as a special limiting case of EM for GMM. In the normal mixture model,
if we assume the covariance matrices in every cluster share the same form Σ푘 = 훿I, then taking
the limit of 훿 towards 0 will lead EM to the 퐾-means algorithm. Details of the derivation can be
refereed to Bishop (2006). Recall that in the above procedure we did not estimate the covariance
matrices but instead treat it as known. This shows that 퐾-means only estimates the cluster means,
but no higher order moments. Algorithm 3 gives the procedure of the EM algorithm.
8
Input: data points 푥1, ⋅ ⋅ ⋅ , 푥푛.
Initialize: initialize 휋푘, 휇푘 and Σ푘 for 푘 = 1 : 퐾.
Repeat until convergence:
- E step. Evaluate the posterior probabilities (responsibilities) of 푥푖 belonging to each of the
퐾 components.
훾푖푘 =
휋푘푁(푥∣휇푘,Σ푘)∑
푘=1 퐾휋푘푁(푥∣휇푘,Σ푘)
- M step Update the parameters using the current responsibilities.
푛푘 =
∑푛
푖=1 훾푖푘
휇푛푒푤푘 =
1
푛푘
∑푛
푖=1 훾푖푘푥푖
Σ푛푒푤푘 =
1
푛푘
∑푛
푖=1 훾푖푘(푥푖 − 휇푛푒푤푘 )(푥푖 − 휇푛푒푤푘 )푇
휋푛푒푤푘 = 푛푘/푛
Algorithm 3: The EM algorithm for the normal mixture model
1.2.3 Choosing the Number of Clusters via Model Selection
The EM algorithm for normal mixture model requires to have the number of clusters 퐾 as input.
In the situations where no information other than the observed data instances are available, EM
algorithm cannot choose 퐾 automatically. Model-based clustering (Fraley and Raftery, 2002) is a
clustering methodology based on EM for normal mixtures, and uses model selection techniques to
compare diﬀerent clustering models which may diﬀer not only in terms of 퐾 but also in modeling
the covariance structures. In particular, they use the EM algorithm to obtain partitions through
hierarchical clustering, and use the Bayesian Information Criterion (BIC) to choose the best parti-
tion.
BIC = −2 log(lik)) + 푝 log(푛), (1.10)
where 푎 is the log likelihood of the model, 푝 is the number of free parameters in the model and 푛
is the number of all the observations. BIC seeks a model with the best tradeoﬀ between ﬁtness to
the data and model complexity. In statistical modeling, the likelihood usually improves when we
increase the model complexity and add more parameters. As an unwanted result, an overly complex
model may lead to the so called “overﬁtting”: the model is so complex that it ﬁts the observed data
very well but generalizes poorly on unseen data. BIC resolves this issue by placing a penalty term
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for the number of parameters in the model. Therefore a more complex model is also penalized more
on its complexity.
The motivation of BIC is attempting to estimate the posterior probability of the candidate
models, and choosing the model with the highest posterior probability. A nice property of BIC is its
consistency: under certain conditions, the probability that BIC can identify the correct candidate
model converges to one as the sample size goes to inﬁnity.
The Model-based clustering algorithm follows:
1. Do clustering using normal mixture models with 퐾 chosen from (1, 2, ⋅ ⋅ ⋅ ,퐾푚푎푥 and with
diﬀerent parameterizations of covariance matrices. Use the EM algorithm to estimate each
model and calculate its likelihood.
2. Compute the BIC for each model.
3. Plot the BIC values for each model. Select the model with the smallest BIC.
1.2.4 Clustering with Bayesian Regularization
Fraley and Raftery (2005) proposed Model-based clustering with Bayesian regularization. They
noted that the EM algorithm can fail to converge, but diverge to an estimate with inﬁnite likelihood.
For example, when one component in a univariate normal mixture is formed by a singular data point,
then a “0” estimate of the variance in this component will give an inﬁnite likelihood. Although
these estimates have inﬁnite likelihood which could technically be viewed as maximum likelihood
estimates, they do not normally have the nice properties of MLE. In Fraley and Raftery (2005) they
avoid these problems by replacing the MLE by the maximum a posteriori (MAP) estimate from
Bayesian analysis.
Conditioning on the latent variables 푧푖, the likelihood function for the collection of observation
푥푖 is
푝(푥1:푛∣푧1:푛, 휇1:퐾 , 휎21:퐾) =
푛∏
푖=1
푝(푥푖∣푧푖 = 푘, 휇1:퐾 , 휎21:퐾)
=
푛∏
푖=1
푁(푥푖∣휇푧푖 , 휎2푧푖)
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Figure 1.3: Graphical representation of GMM with Baysian Regularization. Dashed box represents
푛 replications.
The prior distributions on parameters are speciﬁed as follows
휋(푤푘∣훼1:퐾) = 퐷푖푟(푤푘∣훼1:퐾)
휋(푧푖∣푤1:퐾) =푀푢푙푡푖(푧푖∣푤1:퐾)
휋(휇푘, 휎
2
푘∣) = 푁(휇푘∣휇0, 휎2푘/휈0)Γ−1(휎2푘∣푎, 푏)
The posterior sampling of the latent variables involve the following steps.
Sample 푧푘. The posterior distribution of 푧푘 is a discrete distribution with probabilities proportional
to 푞1, 푞2, ⋅ ⋅ ⋅ , 푞퐾 .
푞푘 = 푝(푥푖∣푧푖 = 푘, 휇푘, 휎2푘)휋(푧푖 = 푘∣푤1:퐾)
= 푤푘푁(푥푖∣휇푘, 휎2푘)
Sample 푤푘.
푝(푤1:퐾) ∝
푛∏
푖=1
푝(푧푖∣푤1:퐾)퐷푖푟(푤1:퐾 ∣훼1, ⋅ ⋅ ⋅ , 훼퐾)
∝ 퐷푖푟(푤1:퐾 ∣훼1 + 푛1, ⋅ ⋅ ⋅ , 훼퐾 + 푛퐾)
where 푛푘, 푘 = 1 : 퐾 is the number of observations in cluster 푘.
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Sample 휇푘 and 휎
2
푘.
푝(휇푘, 휎
2
푘∣...) ∝
∏
푖:푧푖=푘
푁(푥푖∣휇푘, 휎2푘)휋(휇푘, 휎2푘)
=
∏
푖:푧푖=푘
푁(푥푖∣휇푘, 휎2푘)푁(휇푘∣휇0, 휎2푘/휈0)Γ−1(휎2푘∣푎, 푏)
The closed form posterior distribution can be obtained from the result of conjugate family.
1.3 Mean Shift for Clustering
Mean shift is a nonparametric mode ﬁnding and clustering technique (Cheng, 1995; Comaniciu et al.,
2002). Compared to Model-based clustering, which assumes that the data come from a ﬁnite normal
mixture model, mean shift does not assume any parametric form of the underlying distribution that
generates the data. An attractive feature of mean shift is that it does not need to know the number
of clusters in advance. Mean shift was ﬁrst proposed by Cheng (1995) and later brought attention
to this algorithm by showing the convergence of the mean shift iterations and applying it in image
process problems. Comaniciu et al. (2002) proved for ﬁnite samples the convergence to the nearest
stationary point of the underlying density function and established connection of mean shift with
the Nadaraya-Watson estimator from kernel density estimation. Mean-shift is widely used in image
processing and computer vision.
Mean shift is strongly connected with kernel density estimation. Suppose that we have observed
푛 data points which are drawn from some unknown probability density 푓(푥) in some 푝 dimensional
Euclidean space. The multivariate kernel density estimate is given by
푓ˆ(푥) =
1
푛ℎ푝
푛∑
푖=1
퐾
(
푥− 푥푖
ℎ
)
, (1.11)
where 퐾 is a kernel function and ℎ is a smoothing parameter called the bandwidth of the kernel.
Mean shift attempts to ﬁnd the local modes of the empirical density function through a gradient
ascent procedure until convergence. In Fukunaga and Hostetler (1975), the kernel 퐾 is chosen to be
a ﬂat kernel deﬁned as
퐾(푥) =
⎧⎨
⎩
1, if ∥푥∥ <= ℎ,
0, if ∥푥∥ > ℎ.
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The sample mean of data points in the ℎ-ball 푆(푥) associated with 푥 is then
푚(푥) =
∑
푧∈푆(푥) 푧퐾(푧 − 푥)∑
푧∈푆(푥)퐾(푧 − 푥)
.
The diﬀerence 푚(푥) − 푥 is called the mean shift vector, which always points toward the maximal
increase direction of the density. The local maxima of the density are obtained by repeatedly moving
data points to the sample means. The data points associated to a stationary points are regarded as
members of the same cluster.
Input: data points 푥1, ⋅ ⋅ ⋅ , 푥푛.
For 푖 = 1 : 푛
Compute the mean shift vector 푚(푥푖).
Move 푥푖 to the sample mean: 푥푖+1 = 푥푖 +푚(푥푖).
Iterate the above two steps until convergence. Record the stationary point 푧푖.
End for
The data points which share the same stationary points are grouped into one cluster.
Algorithm 4: Mean shift algorithm for clustering.
Despite the ﬂexibility that mean shift does not required the number of clusters to be known
in advance, it suﬀers from two major limitations: (i) High dimensional spaces are sparse with the
data points far away from each other. When we use kernel density estimation to infer about the
local structure of the space, we may obtain erroneous results when only a small number of data are
available. This phenomena is known as the “curse of dimensionality”, and its eﬀect increases expo-
nentially with the number of dimensions. In addition to accuracy, as the dimensionality increases,
the identiﬁcation of neighbors of data points can become computationally prohibitive. (ii) The value
of the bandwidth parameter is unspeciﬁed.
In particular, they may be applied in situations where less is known about the application in
question. Also, due to the reliance on fewer assumptions, non-parametric methods are more robust.
1.4 Nonparametric Bayesian Approach to Clustering
Nonparametric models are used widely in statistics, especially in the situations where less prior
knowledge about the application is given (J. K. Ghosh, 2003). A nonparametric model involves
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inﬁnite dimensional parameter space, in which the number of parameters grows with the sample
size. The opposite to nonparametric models are parametric models, which assume parametric model
forms and uses a ﬁxed and ﬁnite number of parameters. Note that the term “nonparametric” does
not mean there is no parameter, but rather mean that there is no “ﬁxed” number of parameters in
the model, or equivalently, potentially inﬁnite number of parameters in the nonparametric model.
One simple nonparametric model is the empirical cumulative density function (cdf) for independent
and identically distributed observations. The empirical cdf becomes ﬁner and ﬁner as more data are
observed. In the limiting case where there are inﬁnite observations, the empirical cdf will converge
to the true distribution function. Because there are potentially inﬁnite model parameters, nonpara-
metric models have better descriptive ability of the data. In addition, nonparametric methods make
weaker assumptions about the model structure and is thus more robust.
One critical issue of parametric models is that one needs to choose the proper level of model
complexity, known as model selection, to avoid either underﬁtting or overﬁtting of the data. The
Bayesian nonparametric method is an alternative approach. The central diﬀerence between the
frequentist’s view and Bayesian is whether the a model parameter should be treated as a ﬁxed yet
unknown number, or a random variable following certain prior distribution. One argument used to
justify the Bayesian framework is based on exchangeability and de Finneti’s theorem (Kerns and
Szekely, 2006), which shows the existence of “random parameter” than “ﬁxed parameter”. In a
Bayesian model one needs to specify a prior over the model parameters. The prior distribution
could be drawn from parametric families such as normal distribution, or from a “distribution over
distributions” with wide support, which underlies the nonparametric Bayesian framework. The
Dirichlet Process (Ferguson, 1973; Escobar andWest, 1995) is one such distribution over distributions
and currently one of the most popular Bayesian nonparametric models. A distribution draw from
DP is almost surely discrete. More importantly, the posterior of Dirichlet Process possess a “rich-
gets-richer” property and shows a natural grouping eﬀect, which drew surging interests in mixture
models, density estimation and clustering. We will elaborate the Mixture of Dirichlet Process model
(MDP) in Chapter 2.
1.5 Clustering and Big Data
In this digital age data are pouring into our lives from almost every possible direction: ubiquitous
sensors, mobile and social media, corporate transaction and operations, etc. Although the trend of
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data explosion started as early as in the 1970s, in the past few years we have witnessed dramatic
increases in the volume, velocity and variety of data, which precisely characterize the so called “big
data”. The name “big data” might be a bit misleading in that it seems to suggest that preexisting
data are relatively small, and “big” is the only thing that distinguishes big data. Indeed, volume is
an important characteristic for big data: the sheer volume of data produced today is exploding. A
recent report by IBM asserts that 90% of the data in the world today has been created in the last two
years alone (http://www-01.ibm.com/software/data/bigdata/). The volume of big data is so large
that it usually exceeds the capabilities of regular data management and analytic processes or tools.
In addition to volume, the other two V’s, namely velocity and variety also matter. Velocity requires
the capability to digest and process large amount of data in real time. For example, Walmart handles
more than a million customer transactions each hour; Facebook handles more than 10 million photo
uploads each hour; Google processes tens of millions of search queries per hour to return timely and
on-topic answers. Big data comes in almost all kinds of varieties: structured and unstructured data
such as text, sensor data, audio, video, click streams, log ﬁles, etc.
All the characteristics of big data pose new challenges to clustering tasks. For example: the data
contains so many instances that they cannot reside in the main memory at the same time. Instead the
data are distributed in a computer network. For another example: for streaming data the clustering
algorithm needs to run in a real-time fashion and keep up with the speed of the data stream.
Therefore new types of clustering algorithms have been developed to meet these challenges, such
as distributed clustering and online clustering (Kranen et al., 2011; Choromanska and Monteleoni,
2012). In the following we brieﬂy review an example of distributed clustering algorithm.
Tasoulis and Vrahatis (2004) proposed a distributed clustering algorithm, which is based on
their earlier work of 푘-windows clustering. The k-windows clustering method involves four steps: (i)
place 푘 initial windows in the data space that cover all the data instances; (ii) shift each window
so that the window center coincides with the local mean of data instances (similar to mean-shift
algorithm); (iii) enlarge each window to cover as many patterns as possible; (iv) merge windows that
correspond to the same cluster. The distributed algorithm is a natural extension of the 푘-windows
algorithm. Assuming data are distributed to diﬀerent cites, for each site step (i) through (iii) are
run independently. No data exchange is allowed among those cites. Then the windows obtained
from each site are sent to the central computer for a ﬁnal merge. This algorithm also has a desired
property of not specifying the number of clusters in advance.
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Chapter 2
Mixture of Dirichlet Process Model
2.1 Dirichlet Process
Dirichlet Process lies in the cornerstone of non-parametric Bayesian models. A Dirichlet Process
DP(퐺0, 훼) with a base measure 퐺0 and scaling parameter 훼 is a distribution over distributions
(Ferguson, 1973). For a random distribution 퐺 to be distributed according to the Dirichlet Process,
the probability measure of 퐺 for any arbitrary ﬁnite measurable partition (퐴1, ⋅ ⋅ ⋅ , 퐴푠) of the sample
space Θ must follow a Dirichlet distribution:
(퐺(퐴1), ⋅ ⋅ ⋅ , 퐺(퐴푠)) ∼ 퐷푖푟(훼퐺0(퐴1), ⋅ ⋅ ⋅ , 훼퐺0(퐴푠)),
For any measurable set 퐴 ⊂ Θ, the probability measure 퐺(퐴) is a random variable with mean 퐺0(퐴)
and variance 11+훼퐺0(퐴)(1 − 퐺0(퐴)). Therefore the meaning of the parameters 퐺0 and 훼 is clear:
퐺0 gives the mean of the DP and 훼 controls the variance or precision. The higher the 훼 then the
more heavily DP will concentrate the probability mass around the mean.
Ferguson (1973) ﬁrst formalized DP as a prior over distributions with large support and an-
alytically manageable posteriors in the general Bayesian statistical modeling. It also showed the
existence of DP. Blackwell (1973) proved that a random draw 퐺 from DP is almost surely discrete,
even though the base measure 퐺0 is continuous and also gave the Polya urn interpretation. Black-
well and MacQueen (1973) gave the Polya urn interpretation to the Dirichlet process. The Polya
urn scheme is also a constructive way to draw samples from DP. Sethuraman (1994) developed an-
other constructive way of forming 퐺 known as the stick breaking process. The probability masses
of 퐺 are located at 휃1, ⋅ ⋅ ⋅ , 휃푖, ⋅ ⋅ ⋅ where each 휃푖 is drawn independently from 퐺0(휃). The probabil-
ity 휋푖 assigned to 푥푖 is 휋푖 = 훽푖
푖−1∏
푙=1
(1 − 훽푙), where 훽푙 ∼ Beta(1, 훼). The generation of probabilities
휋1, ⋅ ⋅ ⋅ , 휋푖, ⋅ ⋅ ⋅ can be also described using a “stick-breaking” metaphor. For a stick with unit length,
we generate a percentage 훽1 from 0 to 1 and keep 훽1 proportion of the stick. This proportion is
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assigned to 휃1 as its probability. We generate again 훽2 from 0 to 1, keep 훽2 percentage of the rest
of the stick with length 1 − 훽1, and assign the length as the probability of 휃2. Following the same
procedure we can obtain the probabilities for 휃3, 휃4 and so on. There are some other ways to to
explicitly construct samples from DP, such as the Polya urn scheme, Chinese restaurant process,
etc. Ishwaran and James (2001) popularized the stick breaking process and proposed two general
types of Gibbs samplers.
Dirichlet Process is an important prior in non-parametric Bayesian models, particularly useful
for clustering(J. K. Ghosh, 2003). This is due to the natural grouping properties of its posterior
distribution which we illustrate in detail in the following. Suppose we have a random distribution
퐺 drawn from DP:
퐺 ∼ DP(퐺0, 훼).
Once we observe a sample 휃1 drawn from 퐺 ,
휃 ∼ 퐺(휃),
the posterior distribution of 퐺 can be written as
퐺∣휃1 ∼ DP( 훼
1 + 훼
퐺0 +
1
1 + 훼
훿휃1 , 훼+ 1).
We can see that the posterior is a mixture of the base measure 퐺0 and point mass located at 휃1.
More generally, once we have observed 푛 samples 휃1, ⋅ ⋅ ⋅ , 휃푛, the posterior distribution becomes the
following mixture
퐺∣휃1, ⋅ ⋅ ⋅ , 휃푛 ∼ DP( 훼
푛+ 훼
퐺0 +
1
푛+ 훼
푛∑
푖=1
훿휃푖 , 훼+ 푛).
In this mixture the weight on the base measure 퐺0 is proportional to 훼, while the weight on the
empirical distribution with point masses is proportional to the number of observations 푛. As the
sample size 푛 goes to inﬁnity, the posterior is dominated by the empirical distribution with inﬁnite
precision. This shows that DP is consistent in the sense the posterior distribution approaches the
true underlying distribution.
We can also integrate 퐺 out and consider only the marginal distribution of 휃1, ⋅ ⋅ ⋅ , 휃푛. Denote
the collection (휃1, ⋅ ⋅ ⋅ , 휃푖−1, 휃푖+1, ⋅ ⋅ ⋅ , 휃푛) by 휃[−푖]. Assume 휃1, ⋅ ⋅ ⋅ , 휃푛 are exchangeable, i.e., the
joint distribution of 휃1, ⋅ ⋅ ⋅ , 휃푛 remains the same when we aribitrarily reorder 휃1 through 휃푛, then
the distribution of 휃푖 given 휃[−푖] can be found following the Polya urn scheme, also known as the
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Balckwell-MacQueen urn scheme (Blackwell and MacQueen, 1973). Suppose there are 퐾 unique
values among 휃[−푖] and let them be 휃
∗
푘, 푘 = 1 : 퐾. The predictive distribution of 휃푖 on others can be
found as
푝(휃푖∣휃[−푖]) =
∫
푝(휃푖∣퐺)푝(퐺∣휃[−푖])푑퐺
∝
∑
1≤푗 ∕=푖≤푛
훿휃푗 (휃푖) + 훼퐺0(휃푖)
which is equivalent with
푝(휃푖∣휃[−푖]) ∝
퐾∑
푘=1
푛−푖푘 훿휃∗푘(휃푖) + 훼퐺0(휃푖) (2.1)
Here 훿휃∗
푘
() is the Kronecker delta function, and 푛−푖푘 is the number of instances accumulated in cluster
푘, excluding instance 푖. From Eq. (3.1) we can see a natural clustering eﬀect in the sense that with
positive probabilities 휃푖 will take an existing value from 휃
∗
1 , ⋅ ⋅ ⋅ , 휃∗퐾 . This eﬀect can be interpreted
by the Chinese Restaurant Process metaphor (Aldous, 1983), where assigning 휃푖 to a cluster is
analogous to a new customer choosing a round table in a Chinese restaurant. The customer has
certain chances to join a table already occupied with people, or open up a new table by herself. The
Chinese Restaurant Process deﬁnes a distribution over partitions because the order of customers
does not aﬀect the joint probability. We can also see the so called “rich-gets-richer” eﬀect: a large
cluster grows larger faster.
A popular application of DP is the Mixture of Dirichlet Process model (MDP) for clustering
which was ﬁrst proposed in Antoniak (1974). In MDP, the observed instance 푥푖 is modeled by
distribution 퐹 (푥푖∣휃푖), where the parameter 휃푖 has a prior 퐺 that is a random draw from DP(퐺0, 훼).
Because 퐺 is not restricted to any speciﬁc function form and the number of model parameters could
grow with the observed instances, MDP has a richer descriptive ability than parametric clustering
models such as Model-based clustering (Fraley and Raftery, 2002). Two major types of inference
of MDP are MCMC sampling (Escobar and West, 1995; MacEachern and Muller, 1998; Neal, 2000)
and variation inference methods (Blei and Jordan, 2005). In the remaining of this chapter we will
discuss various posterior sampling methods that deal with conjugate and non-conjugate priors and
address practical issues such as computational eﬃciency of Gibbs sampling.
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2.2 Posterior Sampling with Conjugate Priors
2.2.1 A Gibbs Sampler
The ﬁrst Gibbs sampler we consider utilizes conjugate prior for the base measure. It corresponds
to the Algorithm 3 in Neal (2000). For simplicity we assume the dimensions of the input data are
independent. Therefore we only need to consider the univariate case, as the joint density over all
the dimensions can be factorized as the product of the density for each dimension. The data are
modeled by a normal likelihood. For the ease of sampling we choose 퐺0 to be the normal inverse
gamma (NIG) distribution, which is commonly used as the conjugate prior of a normal likelihood
with unknown mean and variance. Now we specify the model to be
푥푖∣휇푖, 휎2푖 ∼ 푁(푥푖∣휇푖, 휎2푖 )
(휇푖, 휎
2
푖 ) ∼ 퐺
퐺 ∼ DP(퐺0, 훼)
퐺0(휇푖, 휎
2
푖 ) = 푁(휇푖∣휇0, 휎2푖 /푘)Γ−1(휎2푖 ∣푎, 푏)
Here the NIG prior 퐺0(휇푖, 휎
2
푖 ) is parameterized by four parameters: 휇0, 푘, 푎, 푏. We summarize
some results about the Baysian inference for NIG priors which will later be useful in the sampling of
Dirichlet Process. Suppose the likelihood of the data is 푥푖∣휇, 휎2 ∼ 푁(푥푖∣휇, 휎2), 푖 = 1 : 푛, and the prior
is (휇, 휎2) ∼ 푁퐼퐺(휇0, 푘, 푎, 푏). Then the marginal of the data is 푝(푥1, 푥2, ..., 푥푛) = 푘
1
2 푏푎Γ(푎푛)
(2휋)
푛
2 푘
1
2
푛 푏
푎푛
푛 Γ(푎0)
.
The posterior of the parameters is (휇, 휎2)∣푥1:푛 ∼ 푁퐼퐺(휇푛, 푘푛, 푎푛, 푏푛), where 휇푛 = 푘휇0+푛푥¯푘+푛 , 푘푛 =
푘 + 푛, 푎푛 = 푎+
1
2푛 and 푏푛 = 푏+
1
2
∑
(푥푖 − 푥¯)2 + 12 푛푘0푛+푘0 (푥¯− 휇0)2.
Now denote the parameter set (휇푖, 휎
2
푖 ) associated with data instance 푥푖 by 휃푖. The Gibbs sampling
from the posterior distribution involves two steps: (i) sampling 휃푖 from 푝(휃푖∣휃[−푖], 푥1:푛) for 푖 = 1 : 푛.
(ii)Updating 휇∗푘 and 휎
∗2
푘 for 푘 = 1 : 퐾.
Sampling from 푝(휃푖∣휃[−푖], 푥1:푛). The conditional distribution of 휃푖 on other parameters and the
data can be expressed as:
휃푖∣휃[−푖], 푥1:푛 ∝ 푝(푥1:푛∣휃1:푛)푝(휃1:푛).
Recall that the prior we put on 휃푖 is 퐺, a random distribution draw from DP(퐺0, 훼). Also notice
that to break the full joint distribution of 푝(휃1:푛) to 푝(휃푖∣휃[−푖])푝(휃[−푖]) is irrelevant with 푖 due to the
19
exchangeability assumption, therefore
휃푖∣휃[−푖], 푥1:푛 ∝
⎛
⎝ 푛∏
푗
푝(푥푗 ∣휃푗)
⎞
⎠ 푝(휃푖∣휃[−푖])푝(휃[−푖])
= 푝(푥푖∣휃푖)푝(휃푖∣휃[−푖])
∝ 푝(푥푖∣휃푖)
∫
푝(휃푖∣퐺)푝(퐺∣휃[−푖])푑퐺
∝ 푝(푥푖∣휃푖)
(
퐾∑
푘=1
푛푘
훼+ 푛− 1퐼{휃∗푘=휃푖} +
훼
훼+ 푛− 1퐺0(휃푖)
)
.
So the posterior can be ﬁnally written as
휃푖∣휃[−푖], 푥1:푛 ∝
퐾∑
푘=1
푛푘
훼+ 푛− 1푝(푥푖∣휃
∗
푘, 휎
∗2
푘 )퐼{휃∗푘=휃푖} +
훼
훼+ 푛− 1푝(푥푖∣휃푖)퐺0(휃푖). (2.2)
Deﬁne 푞푘 =
푛푘
훼+푛−1푝(푥푖∣휃∗푘, 휎∗2푘 ). Then according to Eq. (2.2), 휃푖 is chosen to be just 휃∗푘 with prob-
ability proportional to 푞푘. The second term in Eq. (2.2) entails sampling 휃푖 from the posterior
distribution 푝0(휃푖∣푥푖). We change the notation to 푝0() from 푝() to emphasize that the posterior
distribution of 휃푖∣푥푖 is with respect to the prior distribution 퐺0 instead of 퐺. Now 푝0(휃푖∣푥푖) can be
further written as:
훼
훼+ 푛− 1푝(푥푖∣휃푖)퐺0(휃푖) =
훼
훼+ 푛− 1푝0(푥푖, 휃푖)
=
훼
훼+ 푛− 1푝0(푥푖)푝0(휃푖∣푥푖)
= 훾푝0(휃푖∣푥푖)
where 훾 can be calculated as
훾 =
훼
훼+ 푛− 1푝(푥푖)
=
훼
훼+ 푛− 1
∫∫
푝(푥푖∣휇푖, 휎2푖 )퐺0(휇푖∣휇0, 휎2푖 /푘)Γ−1(휎2푖 ∣푎, 푏)푑휇푖푑휎2푖
=
훼
훼+ 푛− 1
1√
2휋
(
푘
푘 + 1
) 1
2 푏푎(
푏+ 0.5(푥2푖 + 휇
2
0 − (푥푖+휇0)
2
2 )
)푎+0.5 Γ(푎+ 0.5)Γ(푎) .
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To sample 휃푖 from 푝0(휃푖∣푥푖), we ﬁrst rewrite the target conditional distribution:
푝0(휇푖, 휎
2
푖 ∣푥푖) = 푝0(휎2푖 ∣푥푖)푝0(휇푖∣푥푖, 휎2푖 ),
which is proportional to the following distribution
Γ−1
(
휎2푖 ∣푎+ 0.5, 푏+ 0.5
푘
1 + 푘
(푥푖 − 휇0)2
)
푁
(
휇푖∣푥푖 + 푘휇0
1 + 푘
,
휎2
푘 + 1
)
(2.3)
Therefore the sampling of 휃푖 from 푝0(휃푖∣푥푖) can be done in two steps:
• sample 휎2푖 from Γ
−1
(
휎2푖 ∣푎+ 0.5, 푏+ 0.5 푘1+푘 (푥푖 − 휇0)2
)
.
• sample 휇푖 from 푁
(
휇푖∣푥푖+푘휇01+푘 , 휎
2
푘+1
)
.
To sum up, the sampling of 휃푖∣휃[−푖], 푥1:푛 involves two steps. First, draw a number from the
discrete distribution with probability proportional to {푞1, ..., 푞퐾 , 훾}
where
푞푘 =
푛푘
훼+ 푛− 1푝(푥푖∣휇푖, 휎
2
푖 )
훾 =
훼
훼+ 푛− 1
1√
2휋
(
푘
푘 + 1
) 1
2 푏푎(
푏+ 0.5(푥2푖 + 휇
2
0 − (푥푖+휇0)
2
2 )
)푎+0.5 Γ(푎+ 0.5)Γ(푎) .
Second, if the number 푘 drawn from the discrete distribution ranges from 1 to 퐾, then make 휃푖
equal to 휃∗푘. Otherwise draw 휃푖 according to Eq. (2.3).
Resampling 휇∗푘 and 휎
∗2
푘 . After each data instance is assigned to a cluster, the parameters 휃
∗
푘
for each cluster are updated. The update of 휃∗푘 involves drawing a posterior sample conditioned all
the instances in cluster 푘 with respect to the Normal Inverse Gamma prior 퐺0(휃). For 푘 = 1 : 퐾,
we resample 휎∗2푘 by:
휎∗2푘 ∣푋푘, 휇∗푘 ∼ Γ−1
⎛
⎝푎+ 푛푘/2, 푏+ 푛푘∑
푗=1
(푥푘푗 − 휇∗푘)2/2 +
푛
2(푛+ 1)
(
푛푘∑
푗=1
푥푘푗 − 휇0)2
⎞
⎠
and resample 휇∗푘 by:
휇∗푘∣푋푘, 휎∗2푘 ∼ 푁
⎛
⎝휇0 + 푛푘∑
푗=1
푥푘푗 , 휎
∗2
푘 /(푛푘 + 1)
⎞
⎠
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2.2.2 Posterior Inference of Cluster Structure
After Gibbs sampling is completed, we take a sequence of draws after burning period from the
stationary Markov chain to make posterior inference. To determine the number of clusters 퐾, one
possible way is to use the posterior mode of the number of clusters in the draws. Then for all the
draws in the Markov chain with 퐾 clusters, we can then calculate an 푛×퐾 frequency matrix, where
each row indicates the frequency of an data instance being assigned to each cluster through the
draws. A data instance is ﬁnally assigned to the cluster with the highest frequency. The issue of
determining the cluster structure using this approach is that one cluster in a draw may be identiﬁed
as a diﬀerent cluster in another draw, known as the label switching problem (Stephens, 2000).
An alternative method involves maintaining an 푛 by 푛 association matrix for each Markov Chain
draw, whose entry is an indicator weather two observations fall in the same cluster in this particular
draw. Element-wise averaging of these association matrices yields the pairwise probability matrix of
clustering. The ﬁnal clustering rule is chosen from all the draws whose association matrix is closest
to the pairwise probability matrix of clustering in the least square sense. This is the least square
approach proposed by Dahl (2006). This method is based on the posterior pairwise probability
matrix 휋ˆ that instances are clustered together. For the 푡-th draw from the Markov Chain after
burning period, compute the 푛 by 푛 association matrix 휋푡 with entry 휋푡푖푗 = 훿휃푡푖
(
휃푡푗
)
. We can then
estimate 휋ˆ by 휋ˆ = 1푇
∑푇
푡=1 휋
푡. Because 휋ˆ may not even result in a valid partition, we perform
a search for the best draw 푡푏 in the Markov Chain that minimizes the ℒ2 matrix distance to 휋ˆ:
푡푏 = argmin푡
∑
푖,푗 ∣휋푡푖푗 − 휋ˆ푖푗 ∣2. We will use the partition in the 푡푏-th draw as the estimate of the
clustering structure. To infer the number of clusters 퐾, we simply use the number of clusters present
in the 푡푏-th draw.
2.2.3 Empirical Study
In this chapter we only examine the identiﬁcation of the number of clusters using MDP. More sys-
tematic evaluation of clustering accuracy is deferred to the experiments in Chapter 3. The empirical
study here is based on a synthetic normal mixture data containing four clusters and the benchmark
Iris data set containing three clusters.
Synthetic Normal Mixture Data. A two dimensional Gaussian mixture is generated containing
four components at diﬀerent noise levels. The means of the four components are: [−5,−5], [−5, 5],
[5,−5] and [5, 5]. Noise with unequal component-wise standard deviation is applied. See Figure
2.1 for the visualization and results of the data. The clustering result can be seen from the top
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Figure 2.1: Normal Mixture. Clustering result when each cluster does not have equal within-cluster
variance. Top left panel: the simulated data from four normal components after centering and
normalization. Top right panel: the clustering result using MDP and the association-matrix based
posterior inference method (Dahl, 2006). Bottom left: the plot of number of clusters in a sequence of
Monte Carlo draws when the draws are already stationary. Bottom right: histogram of the number
of clusters in stationary draws. The mode is located at four, which is the true number of clusters.
right panel. Compared with the ground truth visualized in the top left panel, we can see that the
cluster structure is recovered fairly accurately. Quantitative measure and evaluation of clustering
accuracy is deferred to the experiments in Chapter 3. From the experiment result we can also
see the posterior distribution of 퐾, the number of clusters which is treated as a random variable in
MDP. The bottom panels in Figure Fig. 2.1 show that four clusters are correctly identiﬁed by MDP.
Iris Data. We next apply MDP on the benchmark dataset Iris, which consists of 150 four di-
mensional data instances forming three clusters. We also compare the clustering result with MClust
(Fraley and Raftery, 2006), an R package for the implementation of the model based clustering
methods. In MClust we used the most complex covariance structure 푉 푉 푉 . Results are shown in
Fig. 2.2. Note that MDP correctly recovered the correct number of clusters, while MClust only
found two by collapsing two adjacent clusters.
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Figure 2.2: Clustering of the Iris dataset. Top left panel: the projected Iris data on the ﬁrst two
principal components. Three diﬀerent classes are distinguished by color. Top right panel: the
clustering result by the association-matrix based posterior inference method. Middle left: the plot
of number of clusters with respect to a sequence of draws when the draws are stationary. Middle
right: histogram of the number of clusters in stationary draws. The mode is located at three, which
is the true number of clusters. Bottom left: the cluster labels returned by by MClust. Only two
clusters are identiﬁed.
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2.2.4 Practical Issues to Consider
In the implementation of DP for clustering, a few practical issues arise and we discuss them in the
following.
• The model parameter 훼, in the language of Chinese Restaurant Process, controls how likely a
new table is created in the posterior sampling. This can be seen immediately from Eq. 2.2.
In practice, if 훼 is chosen to be too small, then 훾 in Eq. 2.2 is very small, making it hard for
a new table to be created. The clustering algorithm will not capture the micro structure of
clusters. In the extreme case where 훼 is set to be 0, then the number of clusters will remain
the same as the initialization. The other side of the story is if we choose too large an 훼, then
it will be very easy for a new table to be created. As a result, many small tables will occur
with only very few people around each of them. So 훼 needs to be chosen ”right”. Escobar
and West (1995) showed a way to put a Gamma prior on 훼 and we adopt the algorithm in the
implementation.
• A potential issue with MDP, as noted by Welling (2006) and Wallach et al. (2010), is that the
“rich get richer” property may not be justiﬁed. The implication of this property is that there
are usually only a few large clusters but many small clusters. Therefore, Wallach et al. (2010)
proposed to use a uniform prior to avoid the many small clusters. In the posterior inference
we mentioned that the number of clusters can be determined by the posterior mode of in the
Markov Chain samples. The problem, however, is that some clusters may contain only one or
very few data points. It is questionable to count such tiny clusters towards the real number of
clusters.
2.3 Posterior Sampling with Non-conjugate Priors
To deal with posterior sampling with non-conjugate priors for MDP, there have been a number of
sampling algorithms such as no-gaps algorithm (MacEachern and Mu¨ler, 1998), split and merge
algorithm (Jain and Neal, 2000), the slice sampler in Walker (2007) and sampling with auxiliary
parameters (Neal, 2000). Neal (2000) is a nice summary of sampling methods.
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2.3.1 Sampling with Auxiliary Parameters
We consider the sampler with auxiliary parameters proposed as Algorithm 8 in Neal (2000). The
basic idea of sampling with auxiliary parameters is: suppose we try to draw a sample 푥 from
a distribution 휋푥, we can draw a pair of samples (푥, 푦) from a joint distribution 휋푥푦 where the
marginal of 휋푥푦 with respect to 푥 is 휋푥. The auxiliary parameter 푦 is then discarded and we only
keep 푥. In this sampler the notation we are going to see is the same as before.
• 푥1:푛 = (푥1, 푥2, ⋅ ⋅ ⋅ , 푥푛) to denote 푛 numerical observations
• 휃1:푛 = (휃1, 휃2, ⋅ ⋅ ⋅ , 휃푛) to denote the model parameters for each observation
• 퐾 to denote the number of unique components (tables)
• 휃∗1:푘 = (휃
∗
1 , 휃
∗
2 , ⋅ ⋅ ⋅ , 휃∗퐾) to denote component parameters
• 푐1:푛 = (푐1, 푐2, ⋅ ⋅ ⋅ , 푐푛) to denote the membership of each observation to a component (table).
Here 푐푖 ∈ {1, 2, ⋅ ⋅ ⋅ ,퐾}, 푖 = 1 : 푛
Due to the exchangeability of the Dirichlet Process, we can switch the parameters associated with
observation 푖 with the last observation 푛. Now without loss of generality, suppose we are sampling
parameters 푐푛 and 휃
∗
푐푛 of the 푛
푡ℎ observation. Assume the previous 푛 − 1 observations come form
퐾 tables, each with size 푛푘 and parameter 휃
∗
푘 where 푘 = 1, . . . ,퐾. The conditional distribution of
푐푛 given other parameters and the data 푥1:푛 is given by
ℙ(푐푛 = 푘∣푐−푛, 휃푛, 휃∗1:퐾 , 푥푛) = 퐵푛푘퐹 (푥푛∣휃∗푘), 푘 = 1, . . . ,퐾;
ℙ(푐푛 = 퐾 + 1∣푐−푛, 휃∗1:퐾 , 푥푛) = 퐵훼
∫
퐹 (푥푛∣휃∗)퐺0(휃∗)푑휃∗,
where 퐵 is the normalizing constant.
We will see that 푐푛 is the main variable that we are interested in sampling, while 휃
∗ is the auxiliary
parameter. The above distribution of 푐푛 can be written as the following integrated likelihood, by
introducing an auxiliary variable 휃∗퐾+1
푝(푐푛∣푐−푛, 휃∗1:퐾 , 푥푛) ∝
∫
푝(푐푛, 휃
∗
퐾+1∣푐−푛, 휃푛, 휃∗1:퐾 , 푥푛)푑휃∗퐾+1 (2.4)
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where
푝(푐푛, 휃
∗
퐾+1∣푐−푛, 휃∗1:퐾 , 푥푛) = 푛푐푛퐹 (푥푛∣휃∗푐푛)퐺0(휃∗퐾+1)퐼[푐푛∈1:퐾]
+ 훼퐹 (푥푛∣휃∗퐾+1)퐺0(휃∗퐾+1)퐼[푐푛=퐾+1] (2.5)
It is easy to verify that by integrating out 휃∗퐾+1 in the joint distribution of (푐푛, 휃
∗
퐾+1) in Eq. (2.5),
we can obtain the integrated likelihood of 푐푛 in Eq. (2.4). The introduction of 휃
∗
퐾+1 enables us to
sample 푐푛 via auxiliary sampling: ﬁrst sample a 휃
∗
퐾+1 from 푝(휃
∗
퐾+1∣푐푛, ...) and then update 푐푛 based
on this 휃∗퐾+1.
Speciﬁcally, to sample 휃푛 conditioned on 휃1:푛−1 and data instances, we ﬁrst check if 휃푛 forms a
singleton cluster. If it does then this cluster is removed. In addition to 휃∗1 , ⋅ ⋅ ⋅ , 휃∗퐾 in the discrete
component, we also generate 푚 auxiliary parameters 휃∗퐾+1, ⋅ ⋅ ⋅ , 휃∗퐾+푚 from the base measure 퐺0. If
휃푛 did form a singleton cluster, 휃
∗
퐾+1 is replaced by 휃푛. The probabilities of assigning 휃푛 to those
퐾 + 푚 clusters are calculated as (푞1, ⋅ ⋅ ⋅ , 푞퐾+푚). A cluster index 푐푛 is chosen from the discrete
distribution with parameters (푞1, ⋅ ⋅ ⋅ , 푞퐾+푚). All the irrelevant parameters in 휃∗퐾+1, ⋅ ⋅ ⋅ , 휃∗퐾+푚 are
then discarded. After each instance is assigned to a cluster, the parameters 휃∗푘 for each cluster
are updated. The update of 휃∗푘 involves drawing a posterior sample conditioned all the instances
in cluster 푘 with respect to the Normal Inverse Gamma prior 퐺0(휃). This sampler with auxiliary
parameters is summarized in Algorithm 5.
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Input: Numerical observation 푥1:푛 and constraint graph 퐸.
Initialize: Assign 푥1:푛 to one cluster and draw 휃
∗
1 from base measure 퐺0.
Repeat:
a. For 푖 = 1 : 푛
(1) If 휃푖 forms a singleton cluster, then remove it.
Let 퐾 be the current number of clusters.
(2) For 푘 = 1 : 퐾, calculate 푝푘 = 푛푘푝(푥푖∣휃∗푘).
(3) Draw new clusters
(
휃∗퐾+1, ⋅ ⋅ ⋅ , 휃∗퐾+푚
) ∼ 퐺0(휃).
(4) If 휃푖 formed a singleton cluster, 휃
∗
퐾+1 = 휃푖.
(5) Calculate the likelihood for each of the 퐾 +푚
clusters as (푞1, ⋅ ⋅ ⋅ , 푞퐾+푚).
(6) Draw a cluster index 푐 from discrete distribution
with probabilities (푞1, ⋅ ⋅ ⋅ , 푞퐾+푚).
(7) Assign 푥푖 to cluster 푐.
End for
b. Parameter update:
(1) Resample 휃∗푘 for each of the 퐾 clusters.
(2) Update all the hyper parameters.
Algorithm 5: Gibbs Sampling with Auxiliary Parameters.
2.3.2 Slice Sampling
We have noted in Section 2 that in the posterior sampling, diﬃculty arises when 퐺0(휃푖) is not a
conjugate prior with respect to the likelihood 푝(푥푖∣휃푖), because the posterior may not be analytically
feasible. Walker (2007) proposed a Gibbs sampling framework involving explicitly sampling 퐺 from
DP(퐺0, 훼). Because DP(퐺0, 훼) is discrete almost surely, one way to draw a random distribution
퐺 is through the Stick Breaking Process. But the immediate problem is that it is impossible to
enumerate all the inﬁnite point masses. The slice sampler in Walker (2007) only preserve those
”signiﬁcant” point masses, or tables, in the language of Chinese Restaurant Process, and truncate
those ”insigniﬁcant” tables.
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To start with, consider a normal mixture model
푓푤,휃(푦) =
∑
푗
푤푗푁(푦∣휃푗) (2.6)
where the model parameters (푤, 휃) are drawn from a DP prior through Stick Breaking Process. Now
consider a joint distribution
푓푤,휃(푦, 푢) =
∑
푗
퐼[푢<푤푗 ]푁(푦∣휃푗)
=
∑
푗
푤푗푈 [0, 푤푗 ]푁(푦∣휃푗),
where 푈 [0, 푤푗 ] is the density function for a uniform distribution with boundaries 0 and 푤푗 . The
marginal of 푦 can be easily calculated to be the same as Eq. 2.6:
푓푤,휃(푦) =
∫ ∑
푗
퐼[푢<푤푗 ]푁(푦∣휃푗)푑푢
=
∑
푗
∫ 푤푗
0
푁(푦∣휃푗)푑푢
=
∑
푗
푤푗푁(푦∣휃푗).
Therefore, to sample 푦, we only need to sample 푢 and then sample 푦 from 푓푤,휃(푦∣푢).
푓푤,휃(푦∣푢) ∼
∑
{푘:푤푘>푢}
푁(푦∣휃푘).
One advantage of introducing the latent variable 푢 is that to sample 푦 from 푓푤,휃(푦∣푢), we only need
to consider a ﬁnite number of equally weighted components. We can further introduce a another
latent variable 훿 as an indicator of which component is 푦 generated from.
푓푤,휃(푦, 훿 = 푘, 푢) = 푁(푦∣휃푘)퐼[푢<푤푘푦 ].
Now the complete likelihood can be written as
푓푤,휃({푦푖, 훿푖 = 푘푖, 푢푖}) =
푛∏
푖=1
푁(푦푖∣휃푘푖)퐼[푢푖<푤푘푖 ].
Details of the sampler can be refereed to the original paper. We verify the slice sampler by a
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Figure 2.3: Experiment results of the slice sampler over a one-dimensional synthetic data. Top left:
histogram of data points generated from a 3-component normal mixture. Top right: membership of
each data point through clustering. The color of a data point indicates the true component where
it is generated from. The y-axis indicates the membership of component identiﬁed by clustering. It
can be noticed that the clustering result is fairly consistent with the ground truth. Bottom left: the
evolution of number of clusters as sampling proceeds. In the majority of samples from the Markov
chain, there are three clusters present. This is diﬀerent than the result given by Walker’s paper,
where the running average shows 4 clusters are present most of the time through the Markov chain.
Bottom right: the evolution of 휇′푘푠 (location parameter for each component). It can be seen that
the 휇′푘푠 converge to true values (−4, 0, 8) after only a few iterations and then stay stationary.
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Figure 2.4: The evolution of cluster sizes for the slice sampler. The black, green and red curve
stay around 25, which is consistent with the true data generating process where each of the three
components include 25 data points. Note that the red curve stays very stable around 25. In fact
red curve corresponds to the right-most component 푁(8, 1), which has the highest signal to noise
ratio compared to the rest components. Therefore data points in this component are most easily
recognized.
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synthetic dataset. We sample 75 data points independently from the mixture of normal distributions
given by
푓(푦) =
1
3
푁(푦∣ − 4, 1) + 1
3
푁(푦∣0, 1) + 1
3
푁(푦∣8, 1)
The prior distributions for hyper-parameters are chosen as:
휇푘 ∼ 푁(휇푘∣0, 1/푠)
휆 = 휎−2 ∼ Γ(휖, 휖)
푐 ∼ Γ(0.1, 0.1) (2.7)
where 푠 = 0.1 and 휖 = 0.5.
The slice sampler was run for 2, 000 iterations. Fig. ?? and Fig. 2.4 summarize the clustering
results. We can see that the posterior number of clusters is equal to the correct number three. The
estimated mean of each component is also very accurate.
2.4 Fast Posterior Inference
So far we have mentioned a few classes of Markov chain Monte Carlo sampling methods for MDP.
MCMC approaches are useful in small to moderate sized datasets, taking hours to days ﬁnish.
However, for large scale data sets, the computation of MCMC can become formidably costly. In
addition, assessing the convergence of Markov chain is an active research ﬁeld (Blei and Jordan,
2005). There has been a rich literature on eﬃcient computation of MDP. A number of eﬃcient
alternatives to MCMC have been proposed, such as the variational inference methods (Blei and
Jordan, 2005), sequential importance sampling (SIS) (Maceachern et al., 1998), weighted Chinese
restaurant (WCR) sampling (Lo and Chan, 1996) and so on. In the importance sampling (IS)
approach, while evaluating an expectation 퐸휋(푥)(ℎ(푥)) =
∫
ℎ(푥)휋(푥)푑푥 one should focus on the
important regions so as to save computational resources (Liu, 2001b). One key step in the IS method
is to develop an easy-to-sample proposal distribution 푔(푥), where 푔(푆) should mimic ℎ(푥)휋(푥) as
well as possible. ∫
ℎ(푥)휋(푥)푑푥 =
∫
ℎ(푥)휋(푥)
푔(푥)
푔(푥)푑푥.
So instead of drawing samples from 휋(푥), one draws samples 푥1, ⋅ ⋅ ⋅ , 푥푛 from 푔(푥), calculate 푤푖 =
ℎ(푥푖)휋(푥푖)/푔(푥푖) for 푖 = 1 : 푛. The original expectation is then estimated by
∑푛
푖=1 푤푖/푛. Like
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MCMC sampling, the WCR and SIS approaches are also computationally expensive because they
use a large number of particles.
In this section we brieﬂy summarize the variational methods and the sequential updating and
greedy search proposed in Wang (2010).
2.4.1 Variational Inference
Variational inference is a deterministic method to approximate the posterior distribution (Wain-
wright and Jordan, 2008). r distribution of parameter 휃 given the observed data, i.e., 푝(휃∣푦).In
Bayesian inference we often need to estimate the posterio The inference may be diﬃcult when the
posterior does not have a nice analytical solution, in which case approximation alternatives such as
Variational Inference has proven useful. Note that the integrated likelihood can be written as
푝(푦) =
∫
푞(휃) ln
푞(휃)
푝(휃∣푦)푑휃 −
∫
푞(휃) ln
푞(휃)
푝(휃, 푦)
푑휃
= 퐾퐿(푞(⋅), 푝(⋅∣푦))− ℒ(푞(⋅), 푝(⋅, 푦)).
Here퐾퐿(푞(⋅), 푝(⋅)) indicates the퐾퐿 divergence (Kullback and Leibler, 1951) deﬁned as: ∫ 푞(휃) ln 푞(휃)푝(휃∣푦)푑휃.
The intuition of applying the above transform is:
• We try to ﬁnd a parametric function 푞 to best mimic 푝(⋅∣푦) by minimizing 퐾퐿(푞(⋅), 푝(⋅∣푦)).
• Directly minimizing 퐾퐿(푞(⋅), 푝(⋅∣푦)) is not easy, but we know the diﬀerence 퐾퐿(푞(⋅), 푝(⋅∣푦))−
ℒ(푞(⋅), 푝(⋅, 푦)) is a constant 푝(푦).
• Thus the problem becomes ﬁnding a parametric function 푞 to minimize ℒ(푞(⋅), 푝(⋅, 푦)), which
is equivalent with maximizing
∫
푞(휃) ln 푝(휃,푦)푞(휃) 푑휃.
• To make the above optimization easier to manipulate, we constrain 푞 to belonging to expo-
nential families. We also assume that diﬀerent dimensions of 휃 are independent, so that 푞(휃)
can be easily factorized.
Let 휃 be the 퐾-dimensional unknown parameter. The solution of
argmax
푞
∫
푞(휃) ln
푝(휃, 푦)
푞(휃)
푑휃
is
푞∗(휃푖) ∝ exp
(
퐸푞(휃−푖)[ln 푝(휃푖∣푦, 휃−푖)]
)
(2.8)
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for each dimension 휃푖 of 휃. Note here that 퐸푞(휃−푖) indicates the expectation is evaluated with respect
to distribution 푞, the variational distribution. Therefore, each iteration of the variational inference
method involves alternatingly computing Eq. 2.8 for 휃1, ⋅ ⋅ ⋅ , 휃퐾 .
Now we brieﬂy review the variation inference algorithm for Mixture of Dirichlet Process model,
which was ﬁrst proposed in Blei and Jordan (2005). First let’s specify the data generating model.
With 푁 observed data points and a mixture model with potentially inﬁnite components, the likeli-
hood of the data is:
푝(푿∣풁,흁,Λ−1) =
푁∏
푛=1
∞∏
푘=1
푁(푥푛∣휇푘, 휆−1푘 )퐼{푧푛=푘} .
Here 푥푛 is a 푑-dimensional vector. 푧푛 is a latent variable indicating the membership of 푥푛 in
component 푘. It follows a multinomial distribution with parameters {휋푘}∞푘=1, i.e.,
푝(푧푛 = 푘∣흅) = 휋푘.
A major diﬀerence between MDP and the ﬁnite mixture model is that in the latter, the prior of
{휋푘}퐾푘=1 follows a Dirichlet distribution, while for MDP the generation of {휋푘}∞푘=1 follows the stick
breaking process (connection between the ﬁnite mixture model and MDP can be found in Rasmussen
(2000)):
푣푖 ∼푖푖푑 퐵푒푡푎(1, 훼),
휋푘(푣1, ⋅ ⋅ ⋅ , 푣푘) = 푣푘
푘−1∏
푗=1
(1 − 푣푗).
Note here that 푣퐾 = 1 by the truncation. As a result, 휋퐾+1, 휋퐾+2, ⋅ ⋅ ⋅ are all zero.
As for the “atoms” (휇푘, 휆푘) in component 푘, the prior takes the Normal-Wishart distribution
parameterized by (푚0, 훽0,푊0, 휈0):
푝(휇푘, 휆푘) = 푁
(
휇푘∣푚0, (훽0휆푘)−1
)풲(휆푘∣푊0, 휈0).
Finally, the variational distribution takes the following form:
푞(풗,풁,흁,Λ−1) = 푞(풗)푞(풁)푞(흁,Λ−1)
=
퐾−1∏
푘=1
푞(푣푘∣훾푘1, 훾푘2)
푁∏
푛=1
푞(푧푛∣푟푛1, ⋅ ⋅ ⋅ , 푟푛퐾)
퐾∏
푘=1
푞(휇푘, 휆푘∣푚푘, 훽푘,푊푘, 휈푘).
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Here 푞(푣푘∣훾푘1, 훾푘2) takes Beta distribution, 푞(푧푛∣푟푛1, ⋅ ⋅ ⋅ , 푟푛퐾) takes multinomial distribution, and
푞(휇푘, 휆푘∣푚푘, 훽푘,푊푘, 휈푘) takes the Normal-Wishart distribution. The ultimate goal of the variational
algorithm is then to optimize the variational parameters: {훾푘1, 훾푘2, 푟푛푘,푚푘, 훽푘,푊푘, 휈푘} for all 푛 and
푘.
푞∗(풁)
There is a close connection between the variational solution for the Bayesian normal mixture model
and the classical EM solution for the MLE of regular normal mixture model (no priors). Both
methods can be seen as iterating between the E and M steps. In both methods the dominant
computational cost arises from ﬁnding the “responsibility” 푟푛푘 of data point 푥푛 to component 푘.
Here let us focus on the E step, i.e., ﬁnding 푞∗(풁). By the result in Eq. 2.8,
ln 푞∗(풁) = 피풗,흁,Λ−1 [ln 푝(푿,풁,풗,흁,Λ
−1)]
= 피풗,흁,Λ−1 [ln 푝(푿∣풁,흁,Λ−1) + ln 푝(풁∣풗) + ln 푝(풗)].
Note that we only need to keep the terms pertinent to 풁, i.e., ln 푝(푿∣풁,흁,Λ−1) and ln 푝(풁∣풗). For
a term not involving 풁, it will be integrated out and become a normalizing constant of 푞(풁). Recall
that in Section 2, we have already dealt with 피흁,Λ−1 [ln 푝(푿∣풁,흁,Λ−1)]. Here we are going to focus
on 피풗 ln 푝(풁∣풗).
피풗 ln 푝(풁∣풗) = 피풗
[
푁∑
푛=1
∞∑
푘=1
퐼{푧푛=푘} ln휋푘
]
= 피풗
⎡
⎣ 푁∑
푛=1
∞∑
푘=1
퐼{푧푛=푘}
⎛
⎝ln 푣푘 + 푘−1∑
푗=1
ln(1− 푣푗)
⎞
⎠
⎤
⎦
=
푁∑
푛=1
∞∑
푘=1
⎛
⎝퐼{푧푛=푘}피[ln 푣푘] +
∞∑
푗=푘+1
퐼{푧푛=푗}피[ln(1− 푣푘)]
⎞
⎠ .
If we truncate the number of components to 퐾, then
피풗 ln 푝(풁∣풗) =
푁∑
푛=1
퐾∑
푘=1
⎛
⎝퐼{푧푛=푘}피[ln 푣푘] +
퐾∑
푗=푘+1
퐼{푧푛=푗}피[ln(1− 푣푘)]
⎞
⎠ .
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Now let’s only consider the terms involving 푧푛 = 푘 for a ﬁxed 푛 and 푘. Then the above equation
becomes:
퐼{푧푛=푘}
⎛
⎝피[ln 푣푘] + 푘−1∑
푗=1
피[ln(1− 푣푗)]
⎞
⎠ .
Combining the likelihood of the data 푁(푥푛∣휇푘, 휆−1푘 ),
ln 푞∗(푧푛 = 푘) = 퐼{푧푛=푘}
⎛
⎝1
2
피 [ln ∣휆푘∣]− 1
2
피흁,Λ−1
[
(푥푛 − 휇푘)푇휆푘(푥푛 − 휇푘)
]
+ 피[ln 푣푘] +
푘−1∑
푗=1
피[ln(1 − 푣푗)]
⎞
⎠ .
Now let’s deﬁne a shortcut notation for the terms in the parenthesis,
ln 휌푛푘 =
1
2
피 [ln ∣휆푘∣]− 1
2
피흁,Λ−1
[
(푥푛 − 휇푘)푇휆푘(푥푛 − 휇푘)
]
+ 피[ln 푣푘] +
푘−1∑
푗=1
피[ln(1− 푣푗)]. (2.9)
Further deﬁne 푟푛푘 = 휌푛푘/
∑퐾
푙=1 휌푛푙 by normalizing 휌푛푙. Therefore,
푞∗(풁) =
푁∏
푛=1
퐾∏
푘=1
푟
퐼{푧푛=푘}
푛푘 .
Clearly the optimal solution for the factor 푞(풁) takes the same function form as the prior 푝(풁∣흅),
which is the multinomial distribution. By the property of multinomial distribution we have 피[퐼{푧푛=푘}] =
푟푛푘.
The expectations in Eq. (2.9) can be easily evaluated using the results from exponential families.
피 [ln ∣휆푘∣] =
푑∑
푖=1
휓
(
푣푘 + 1− 푖
2
)
+ ln ∣푊푘∣+ 푑 ln 2,
피흁,Λ−1
[
(푥푛 − 휇푘)푇휆푘(푥푛 − 휇푘)
]
= 푑훽−1푘 + 휈푘(푥푛 −푚푘)푇푊푘(푥푛 −푚푘),
피[ln 푣푘] = 휓(훾푘1)− 휓(훾푘1 + 훾푘2),
피[ln(1 − 푣푘)] = 휓(훾푘2)− 휓(훾푘1 + 훾푘2) for 1 ≤ 푘 ≤ 퐾 − 1.
where 휓(⋅) indicates the digamma function.
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푞∗(풗)
The other major diﬀerence in the variational method for MDP than that for the normal mixture
model has to do with 푞∗(풗). This part can be easily calculated as follows.
피풁 ln 푝(풁∣풗) + ln 푝(풗) =
푁∑
푛=1
퐾−1∑
푘=1
⎛
⎝ln 푣푘피[퐼{푧푛=푘}] + ln(1− 푣푘)
퐾∑
푗=푘+1
푁∑
푛=1
피[퐼{푧푛=푗}]
⎞
⎠+ ln 푝(풗).
Here 피[푧푛푘] was obtained in Section 3.1, which is 피[퐼{푧푛=푘}] = 푟푛푘. Therefore for 푣푘,
ln 푞∗(푣푘) =
푁∑
푛=1
푟푛푘 ln 푣푘 +
⎛
⎝훼− 1 + 퐾∑
푗=푘+1
푁∑
푛=1
푟푛푗
⎞
⎠ ln(1− 푣푘) + 푐표푛푠푡.
This clearly is a Beta distribution. Therefore the parameters in 푞∗(푣푘∣훾푘1, 훾푘2) are updated as:
훾푘1 = 1 +
푁∑
푛=1
푟푛푘,
훾푘2 = 훼+
퐾∑
푗=푘+1
푁∑
푛=1
푟푛푗 .
for 1 ≤ 푘 ≤ 퐾 − 1.
Convergence
Now we discuss testing the convergence of the variational algorithm. We monitor the value of
ℒ(푞(⋅), 푝(⋅, 푦)). This involves explicitly calculating the following integral at the end of each iteration
of the optimization:
ℒ =
∑
풁
∫
푞(풁,풗,흁,Λ−1) ln
(
푝(푿,풁,풗,흁,Λ−1)
푞(풁,풗,흁,Λ−1)
)
푑풁푑풗푑흁푑Λ−1
= 피[ln 푝(푿,풁,풗,흁,Λ−1)]− 피[ln 푞(풁,풗,흁,Λ−1)]
= 피[ln 푝(푿∣풁,흁,Λ−1)] + 피[ln 푝(풁∣풗)] + 피[ln 푝(풗)] + 피[ln 푝(흁,Λ−1)]
− 피[ln 푞(풁)]− 피[ln 푞(풗)]− 피[ln 푞(흁,Λ−1)].
Note that all the expectations above are evaluated according to the variational distribution 푞∗. By
the results of conjugate families, all the above terms can be calculated straightforwardly.
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Simulation Result
Now we verify the VB algorithm for MDP on a synthetic normal mixture dataset, which involves three
normal components each with 100 data points. Figure 1 shows the original data points, clustered
data by MDP and the convergence of the VB algorithm. By comparing the top two panels we see
that MDP correctly identiﬁes three clusters, and achieves high clustering accuracy. As mentioned in
Section 3.4, we can continuously monitor ℒ to check the convergence of the algorithm. The bottom
panel of Figure 1 shows that the algorithm converges very fast after about 30 iterations. On a PC
with Intel Core Duo CPU at 1.60 GHZ and 2GB RAM, the total 80 iterations took 35 seconds, i.e.,
0.44 second per iteration.
We compared the computational time with Gibbs sampler. With the same experimental setting,
200 Gibbs sampling iterations took 224 seconds, i.e., 1.1 second per iteration. But checking the
convergence of the Markov Chain is usually diﬃcult. So it’s common to run thousands of iterations
and discard the burn-in period.
For a reasonable 50 VB iterations and 1000 Gibbs iterations, the amount of time needed is 22
seconds (about half a minute) versus 1100 seconds (18 minutes).
Summary: Pros and Cons
To summarize, the VB algorithm has several desired features compared to the MCMC sampling
algorithms. It is deterministic and the convergence can be guided by the evaluation of the objective
function, while assessing convergence of a Gibbs sampler is diﬃcult. VB runs signiﬁcantly faster
than Gibbs samplers.
But there are also several potential disadvantages of variational inference. The coordinate ascent
algorithm only ﬁnds local maxima in the variational parameter space and global solution is not
guaranteed. Although one can run with several diﬀerent initial values or restart the procedure,
it will slow the over convergence. In addition, VB is still an approximation algorithm: (i) any
arbitrarily large 퐾 only gives an approximation of the posterior; (ii) the variational distribution
usually belongs to the exponential family for computational ease. Also we assume the parameters
can be factorized. But the variational distribution constructed this way may not always be able well
approximate an arbitrary posterior distribution.
2.4.2 Sequential Updating and Greedy Search
Wang (2010) proposed a sequential updating and greedy search (SUGS) algorithm. This algorithm
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Figure 2.5: Upper left: plot of the original normal mixture data set. Upper right: cluster result by
variational inference for MDP. Bottom: convergence of the variational inference algorithm.
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works in a sequential manner in that each time one data instance is allocated to a cluster that
maximizes the conditional posterior probability given the previous data instances that are already
allocated. Particularly, suppose 푖 − 1 data points have been assigned to some clusters, then to
allocate 푥푖, we have the prior distribution of 휃푖 as
휋푖ℎ = 푝(휃푖 = ℎ∣휃[−푖])
⎧⎨
⎩
퐾푖−1∑
푘=1
푛−푖푘
훼+ 푖− 1훿휃∗푘(휃푖), if ℎ ≤ 퐾푖−1,
훼
훼+푖−1 , if ℎ = 퐾푖−1 + 1.
(2.10)
where 퐾푖−1 indicates the current number of existing clusters right before the allocation of 푥푖. Again
we can see that the allocation favors a cluster with a larger number of members in it. Eq. 2.10 is
only the prior distribution of 휃푖. To allocate 푥푖 to a cluster, we need to consider the likelihood of
퐶(푥푖), which can be computed by Bayes’ theorem as
푝(퐶(푥푖) = ℎ∣푥1:푖−1, 휃1:푖−1) = 휋푖ℎ퐿ℎ(푥푖)∑퐾푖−1+1
ℎ=1 휋푖ℎ퐿ℎ(푥푖)
,
where 퐿ℎ(푥푖) =
∫
푝(푥푖∣휃ℎ)푝(휃ℎ∣푥1:푖−1, 휃1:푖−1)푑휃ℎ is the intergraded likelihood of 푥푖 belonging to
cluster ℎ. When a conjugate prior is used, 푝(휃ℎ∣푥1:푖−1, 휃1:푖−1) for ℎ ≤ 퐾푖−1 can be easily calculated by
푝(휃ℎ∣푥1:푖−1, 휃1:푖−1) ∝ 휋0(휃ℎ)
∏
푗:퐶(푥푗)=ℎ
푝(푥푗 ∣휃ℎ). For a new cluster ℎ = 퐾푖=1+1, 푝(휃ℎ∣푥1:푖−1, 휃1:푖−1)
is simply 휋0(휃ℎ).
The SUGS algorithm follows:
1. Let 퐶(푥1) = 1 and calculate 푝(휃1∣푥1).
2. For 푖 = 2 : 푛, choose a cluster for 푥푖 based on
퐶(푥푖) = argmax 푝(퐶(푥푖) = ℎ∣푥1:푖−1, 휃1:푖−1).
Because this algorithm only requires one single cycle of data points, it dramatically improves the
time cost compared to Gibbs samplers which require a large number of conditional sampling cycles.
Another advantage is that this is an online-algorithm, so that when new data points are added to
the database, no additional computation for the existing data is needed. Therefore this algorithm
is well suited for large scale datasets.
The SUGS approach is only sequentially optimal for ﬁnding the partition structure, but not glob-
ally optimal. Therefore, it is recommended that SUGS is repeatedly run on multiple permutations of
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the original dataset. The partition result with the highest pseudo-marginal likelihood (PML) (Box,
1980; Pettit, 1990) is chosen to be the ﬁnal clustering result.
One disadvantage of the SUGS approach is that it only deals with conjugate priors. For non-
conjugate priors, the evaluation of the posterior 푝(휃ℎ∣푥1:푖−1, 휃1:푖−1) ∝ 휋0(휃ℎ)
∏
푗:퐶(푥푗)=ℎ
푝(푥푗 ∣휃ℎ)
may not be straightforward.
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Chapter 3
Two-view Dirichlet Process for
Clustering
3.1 Introduction
Clustering partitions a dataset into a number of relatively homogeneous groups based on certain
similarity measures. Traditionally clustering is used in an unsupervised setting, where at each
data point we only observe the features, while in a supervised setting like classiﬁcation we have
additional knowledge on their labels. In recent years more and more clustering applications have
additional side information available, in addition to the regular unlabeled data points. For example,
social multimedia sharing websites such as Flickr, Picasa and Facebook have billions of images
and a considerable proportion of them are accompanied with annotations, tags and comments.
Grouping those images in a semantically meaningful way plays a key role in information retrieval
and recommendation. However, it is well known that the image content features alone can be
misleading: Fig.3.1(a) shows that resembling images could represent diﬀerent objects, and Fig.3.1(b)
shows that images with various visual appearances could imply the same context. The hope is to
combine additional tags (side information) with image visual features (unlabeled data) for improved
information retrieval.
A few previous papers have investigated the incorporation of exact side information to clustering.
For example, two types of pairwise instance-level constraints were proposed Wagstaﬀ and Cardie
Figure 3.1: (a) Tags help distinguish the contexts of images. (b) Tags help identify the shared
contexts. (c) Tags can be misleading in grouping images.
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(2000): must-link for instance pairs that have to be clustered together, and cannot-link for pairs that
should not be placed in the same cluster. A modiﬁed K-means algorithm (Wagstaﬀ et al., 2001) was
then developed to incorporate the constraints to K-means clustering. A constrained EM algorithm
was also proposed Shental et al. (2003) to handle the constraints. Signiﬁcant increase in clustering
accuracy was observed in both methods compared to the unconstrained alternative.
However, the constrained K-means and constrained EM use the side information in a “hard”
fashion, in that they assume the constraints are exact and therefore will strictly enforce them in
the base clustering procedures. But in many real problems the side information, often calculated
from partial labels or set by empirical rules, cannot be safely assumed to be error-free. For instance,
in the cluster analysis of our social media database with Flickr images and user tags, we assign a
must-link to a pair of images if they share two or more common tags. This rule we learnt from
experience is usually eﬀective in detecting similar pictures, but certainly there are exceptions. As
a typical example, about 100 images in the database share tags such as “Yellowstone”, “National
Park”, “Wyoming” and “USA”, so by the empirical rule they must be grouped in the same cluster.
Yet the contents of these images range from natural scenes, animals, buildings to portraits. So it
may confuse users if they see all the varieties of images in the same image group. See Fig.3.1(c) for
an example.
In general when there are errors present in the constraints, the accuracy of the constrained version
of K-means and EM will be compromised. In particular, when the instance-level constraints violate
transitiveness, i.e., there exists must-links between the instance pair (푖, 푗) and (푗, 푘) yet there also
exists a cannot-link between (푖, 푘), constrained K-means will fail to converge.
In this paper we introduce a novel multi-view learning framework (Blum and Mitchell, 1998) to
incorporate the noisy side information to clustering. In multi-view learning the datasets of interests
consist of multiple views obtained from diﬀerent information sources, such as a picture’s visual
features and user-provided annotations for image classiﬁcation. In our approach we consider the
following two views: (i) the observed data instances 푿 = {푥푖 ∈ ℝ푝}푛푖=1; (ii) the side information
network represented by an 푛 by 푛 matrix 퐸푏. Each entry 퐸푖푗 takes one of three possible values. If
data points 푥푖 and 푥푖 are believed a priori to be in the same cluster then 퐸푖푗 = 1. If 푥푖 and 푥푖 are
believed to belong to diﬀerently clusters then 퐸푖푗 = 0. When we don’t have clear judgement about
the relationship between 푥푖 and 푥푖, then 퐸푖푗 = 푁푈퐿퐿, indicating insuﬃcient prior knowledge.
With slight abuse of terms, we call 퐸푖푗 = 1 a may-link and 퐸푖푗 = 0 a may-not-link, in contrast
with the aforementioned must-link and cannot-link, to emphasize that our model tolerates noise and
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accommodates uncertainty in the side information.
We treat the two views as independently generated conditioned on the latent cluster structure.
That is why we term our method Two-View Clustering (TVClust). The data view is modeled using
the Mixture of Dirichlet Process (MDP) and the network is modeled as a random graph. The goal is
to aggregate information from the two views through a Bayesian framework and reach a consensus
about the cluster structure.
The MDP model for clustering (Neal, 2000; Teh et al., 2006) is a popular application of the
Dirichlet Process (DP), which lies in the cornerstone of non-parametric Bayesian models. A Dirichlet
Process DP(퐺0, 훼) with a base measure 퐺0 and scaling parameter 훼 is a distribution over distribu-
tions (Ferguson, 1973). One appealing feature of MDP is that it can automatically infer the number
of clusters from data. In MDP, the observed instance 푥푖 is modeled by distribution 푝(푥푖∣휃푖), where
the parameter 휃푖 has a prior 퐺 that is a random draw from DP(퐺0, 훼).
3.2 Previous Work
3.2.1 Dirichlet Process
Dirichlet Process lies in the cornerstone of non-parametric Bayesian models. A Dirichlet Process
DP(퐺0, 훼) with a base measure 퐺0 and scaling parameter 훼 is a distribution over distributions
(Ferguson, 1973). For a random distribution 퐺 to be distributed according to the Dirichlet Process,
the probability measure of 퐺 for any arbitrary ﬁnite measurable partition (퐴1, ⋅ ⋅ ⋅ , 퐴푠) of the sample
space Θ must follow a Dirichlet distribution:
(퐺(퐴1), ⋅ ⋅ ⋅ , 퐺(퐴푠)) ∼ 퐷푖푟(훼퐺0(퐴1), ⋅ ⋅ ⋅ , 훼퐺0(퐴푠)),
For any measurable set 퐴 ⊂ Θ, the probability measure 퐺(퐴) is a random variable with mean 퐺0(퐴)
and variance 11+훼퐺0(퐴)(1 − 퐺0(퐴)). Therefore the meaning of the parameters 퐺0 and 훼 is clear:
퐺0 gives the mean of the DP and 훼 controls the variance or precision. The higher the 훼 then the
more heavily DP will concentrate the probability mass around the mean.
Ferguson (1973) ﬁrst formalized DP as a prior over distributions with large support and an-
alytically manageable posteriors in the general Bayesian statistical modeling. It also showed the
existence of DP. Blackwell (1973) proved that a random draw 퐺 from DP is almost surely discrete,
even though the base measure 퐺0 is continuous and also gave the Polya urn interpretation. Blackwell
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and MacQueen (1973) gave the Polya urn interpretation to the Dirichlet process. The Polya urn
scheme is also a constructive way to draw samples from DP. Sethuraman (1994) developed another
constructive way of forming 퐺 known as the stick breaking process. There are some other ways to
to explicitly construct samples from DP, such as the Polya urn scheme, Chinese restaurant process,
etc. Ishwaran and James (2001) popularized the stick breaking process and proposed two general
types of Gibbs samplers.
Dirichlet Process is an important prior in non-parametric Bayesian models, particularly useful
for clustering(J. K. Ghosh, 2003). This is due to the natural grouping properties of its posterior
distribution which we illustrate in detail in the following. Suppose we have a random distribution
퐺 drawn from DP:
퐺 ∼ DP(퐺0, 훼).
Once we observe a sample 휃1 drawn from 퐺 ,
휃 ∼ 퐺(휃),
the posterior distribution of 퐺 can be derived as
퐺∣휃1 ∼ DP( 훼
1 + 훼
퐺0 +
1
1 + 훼
훿휃1 , 훼+ 1).
We can see that the posterior is a mixture of the base measure 퐺0 and point mass located at 휃1.
More generally, once we have observed 푛 samples 휃1, ⋅ ⋅ ⋅ , 휃푛, the posterior distribution becomes the
following mixture
퐺∣휃1, ⋅ ⋅ ⋅ , 휃푛 ∼ DP( 훼
푛+ 훼
퐺0 +
1
푛+ 훼
푛∑
푖=1
훿휃푖 , 훼+ 푛).
In this mixture the weight on the base measure 퐺0 is proportional to 훼, while the weight on the
empirical distribution with point masses is proportional to the number of observations 푛. As the
sample size 푛 goes to inﬁnity, the posterior is dominated by the empirical distribution with inﬁnite
precision. This shows that DP is consistent in the sense the posterior distribution approaches the
true underlying distribution.
We can also integrate 퐺 out and consider only the marginal distribution of 휃1, ⋅ ⋅ ⋅ , 휃푛. Denote
the collection (휃1, ⋅ ⋅ ⋅ , 휃푖−1, 휃푖+1, ⋅ ⋅ ⋅ , 휃푛) by 휃[−푖]. Assume 휃1, ⋅ ⋅ ⋅ , 휃푛 are exchangeable, i.e., the
joint distribution of 휃1, ⋅ ⋅ ⋅ , 휃푛 remains the same when we aribitrarily reorder 휃1 through 휃푛, then
the distribution of 휃푖 given 휃[−푖] can be found following the Polya urn scheme, also known as the
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Balckwell-MacQueen urn scheme (Blackwell and MacQueen, 1973). Suppose there are 퐾 unique
values among 휃[−푖] and let them be 휃
∗
푘, 푘 = 1 : 퐾. The predictive distribution of 휃푖 on others can be
found as
푝(휃푖∣휃[−푖]) =
∫
푝(휃푖∣퐺)푝(퐺∣휃[−푖])푑퐺 ∝
∑
1≤푗 ∕=푖≤푛
훿휃푗(휃푖) + 훼퐺0(휃푖),
which is equivalent with
푝(휃푖∣휃[−푖]) ∝
퐾∑
푘=1
푛−푖푘 훿휃∗푘(휃푖) + 훼퐺0(휃푖). (3.1)
Here 훿휃∗
푘
() is the Kronecker delta function, and 푛−푖푘 is the number of instances accumulated in cluster
푘, excluding instance 푖. From Eq. (3.1) we can see a natural clustering eﬀect in the sense that with
positive probabilities 휃푖 will take an existing value from 휃
∗
1 , ⋅ ⋅ ⋅ , 휃∗퐾 . This eﬀect can be interpreted
by the Chinese Restaurant Process metaphor (Aldous, 1983), where assigning 휃푖 to a cluster is
analogous to a new customer choosing a round table in a Chinese restaurant. The customer has
certain chances to join a table already occupied with people, or open up a new table by herself. The
Chinese Restaurant Process deﬁnes a distribution over partitions because the order of customers
does not aﬀect the joint probability. We can also see the so called “rich-gets-richer” eﬀect: a large
cluster grows larger faster.
A popular application of DP is the Mixture of Dirichlet Process (MDP) model for clustering
which was ﬁrst proposed in Antoniak (1974). In MDP, the observed instance 푥푖 is modeled by
distribution 퐹 (푥푖∣휃푖), where the parameter 휃푖 has a prior 퐺 that is a random draw from DP(퐺0, 훼).
Because 퐺 is not restricted to any speciﬁc function form and the number of model parameters could
grow with the observed instances, MDP has a richer descriptive ability than parametric clustering
models such as Model-based clustering (Fraley and Raftery, 2002). Two major types of inference
of MDP are MCMC sampling (Escobar and West, 1995; MacEachern and Muller, 1998; Neal, 2000)
and variation inference methods (Blei and Jordan, 2005).
3.2.2 Combination of DP and MRF
Welling (2006) and Wallach et al. (2010) noted that the “rich-get-richer” property of MDP may not
be justiﬁed for some clustering applications. The issue is that there are usually only a few large
clusters but many small clusters. For example, when using MDP in natural image segmentation,
Orbanz and Buhmann (2008) noticed that many segments consist of only a small number of pixels,
causing the segments incoherent. Therefore they proposed to combine DP with Markov Random
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Field (MRF) to incorporate spatial smoothness in images. We will make connections with their
work in Section 3.3.3.
3.3 Two-View Clustering
In this section we propose a novel non-parametric Bayesian model Two-View Clustering (TVClust),
in which we treat the data and the side information network as two conditionally independent sets
of outcome, or two views, generated from the hidden clustering structure.
1. The observed data instances 푿 = {푥푛 : 푥푛 ∈ ℝ푝, 푛 = 1 : 푁}.
2. The side information network represented by a symmetric 푛 by 푛 matrix 푬. Each entry 퐸푖푗
takes one of three possible values. If data points 푥푖 and 푥푖 are believed a priori to be in the
same cluster then 퐸푖푗 = 1. If 푥푖 and 푥푖 are believed to belong to diﬀerently clusters then
퐸푖푗 = 0. When we don’t have clear judgement about the relationship between 푥푖 and 푥푖, then
퐸푖푗 = 푁푈퐿퐿, indicating insuﬃcient prior knowledge. For the ease of future notation, let us
deﬁne 풞 = {(푖, 푗) : 퐸푖푗 ∕= 푁푈퐿퐿}. So 풞 contains data instance pairs where the pairwise side
information is available.
We model 푥1:푛 and 퐸 by two diﬀerent data generating processes: 푥1:푛 are modeled by the Mixture
of Dirichlet Process model and 퐸 modeled as a random graph (Erdo¨s and Re´nyi, 1959).
It is worth noting that either view may suﬃce for existing clustering algorithms. Given only
푥1:푛 it is the familiar clustering task where many methods such as K-means, model-based clustering
(Fraley and Raftery, 2002) and MDP may be applied. With the network 퐸, applicable methods
include spectral clustering such as normalized graph cut.
Our multi-view approach tries to exploit redundancies between the two views to obtain improved
clustering results. Aggregating the two views of 푥1:푛 and 퐸 is particularly useful when neither view
can be fully trusted: 푥1:푛 may be contaminated by noise; 퐸 may miss true links or contain false
links. While previous work such as constrained K-means or constrained EM assumes and relies on
constraint exactness, TVClust uses 퐸 in a “soft” manner and is thus more error tolerable and robust.
3.3.1 Modeling Numerical Observations
We use the Mixture of Dirichlet Process as the underlying clustering model for 푥1:푛. Let 휃푖 be the
model parameter associated with 푥푖. A random distribution 퐺 from the Dirichlet Process DP(퐺0, 훼)
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is used as the prior for 휃푖. That is: 퐺 ∼ DP(퐺0, 훼), 휃푖 ∼ 퐺(휃). To model 푥푖 we can use any
likelihood function from the parametric distributions parameterized by 휃푖. The base measure 퐺0
should then be properly chosen to cover the parameter space. Here we are primarily interested in
modeling continuous data and thus choose multidimensional normal distribution as the likelihood.
푝(푥푖∣휃푖) = N(푥푖∣휃푖), where 휃푖 = (휇푖,Σ푖). (3.2)
The mean 휇푖 is a 푝-vector and covariance matrix Σ푖 is a 푝 by 푝 matrix. In the following we will use
휃푖 and (휇푖,Σ푖) interchangeably. The base measure 퐺0 is chosen to be the Normal Inverse Wishart
distribution which is conjugate to the multidimensional normal likelihood in Eq. (3.2). The whole
clustering framework can be extended easily to other likelihood functions, such as multinomial
distribution to model local histograms for image segmentation or term frequencies for text mining.
In that case 퐺0 can be chosen as the conjugate prior to multinomial, i.e., dirichlet distribution.
3.3.2 Modeling the Network
Let 휃1:푛 = (휃1, 휃2, ⋅ ⋅ ⋅ , 휃푛) be the collection of parameters for all the instances. Deﬁne an 푛 by 푛
partition matrix 퐻(휃1:푛) with the 푖푗-th entry 퐻(휃1:푛)푖푗 = 훿휃푖(휃푗). As 휃푖 are random variables, so is
퐻(휃1:푛). Note that 퐻(휃1:푛) uniquely determines the cluster structure and is our goal of inference for
the clustering. For convenience we will just use 퐻 as a shorthand notation for 퐻(휃1:푛). We model
the network 퐸 conditioned on 퐻 and parameters 휙퐸 = {푝푖푗, 푞푖푗}푛푖,푗=1 using the following random
graph model. Recall that 풞 = {(푖, 푗) : 퐸푖푗 ∕= 푁푈퐿퐿}. For (푖, 푗) ∈ 풞,
⎧⎨
⎩
푝(퐸푖푗 = 1∣퐻푖푗 = 1, 휙퐸) = 푝푖푗 ,
푝(퐸푖푗 = 0∣퐻푖푗 = 1, 휙퐸) = 1− 푝푖푗 ,
푝(퐸푖푗 = 1∣퐻푖푗 = 0, 휙퐸) = 1− 푞푖푗 ,
푝(퐸푖푗 = 0∣퐻푖푗 = 0, 휙퐸) = 푞푖푗 ,
(3.3)
which can be written in a more concise way as:
푝(퐸푖푗 ∣퐻푖푗 , 휙퐸) = 푝퐸푖푗퐻푖푗푖푗 (1 − 푝푖푗)(1−퐸푖푗)퐻푖푗 (3.4)
(1 − 푞푖푗)퐸푖푗(1−퐻푖푗)푞(1−퐸푖푗)(1−퐻푖푗)푖푗 .
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The site-dependent parameters 푝푖푗 and 푞푖푗 can be seen as the accuracy measures of the constraint
퐸푖푗 . In the extreme case where 푝푖푗 = 푞푖푗 = 1, 퐻푖푗 will be always equal to 퐸푖푗 . Conversely 1 − 푝푖푗
is the error probability that 퐸푖푗 misses a real edge between instance 푖 and 푗 (false negative), and
1− 푞푖푗 is the error probability that 퐸푖푗 adds a false edge (false positive). In our Bayesian framework
we put a further layer of prior over 푝푖푗 and 푞푖푗 . Because 푝푖푗 and 푞푖푗 represent percentages, we
conveniently choose the conjugate prior Beta distribution Beta(푝푖푗 ∣훼푝푖푗 , 훽푝푖푗) and Beta(푞푖푗 ∣훼푞푖푗 , 훽푞푖푗)
from the exponential family.
This choice of hyper-parameters (훼푝푖푗 , 훽
푝
푖푗 , 훼
푞
푖푗 , 훽
푞
푖푗) is based on our conﬁdence of the constraint
퐸푖푗 . Recall that the mean for a Beta distribution Beta(푝∣훼, 훽) is 훼/(훼+훽). If we believe that 퐸푖푗 is
highly credible and thus want to use a higher 푝푖푗 and 푞푖푗 for 퐸푖푗 , then we can draw 푝푖푗 and 푞푖푗 from
a prior such as Beta(푝푖푗 ∣10, 1) and Beta(푞푖푗 ∣10, 1). If we have no assessment of the quality of 퐸푖푗 , we
can simply choose a ﬂat prior Beta(푝∣1, 1), which is the same as a uniform distribution from 0 to 1.
The values of 푝푖푗 and 푞푖푗 will eventually be estimated from the data through a Gibbs sampler.
Note that our model is also capable of accommodating “hard” constraints: if we believe 퐸푖푗 is
absolutely correct, we can set 푝푖푗 and 푞푖푗 to constant 1. This will force 퐻푖푗 to be always equal to
퐸푖푗 , which has the same eﬀect of applying a “hard” constraint as in constrained K-means.
Finally, because 푥1:푛 and 퐸 are two conditionally independent views, the complete likelihood is
푝(푥1:푛, 퐸∣휃1:푛) =
푛∏
푖=1
N(푥푖∣휃푖)
∏
(푖,푗)∈풞
푝
(
퐸푖푗 ∣퐻푖푗(휃1:푛)
)
.
3.3.3 Connection with Prior Work
The TVClust framework is originally motivated by treating the side information as a kind of observed
data. But TVClust can also be regarded as putting a side-information-modiﬁed Chinese Restaurant
Prior over the model parameters, which is closely related with the PPMx model in (Mu¨ller et al.,
2011). In the following we will elaborate the connection and diﬀerence.
The PPMx model tries to solve a similar problem: how to cluster the objects {푦푖}푛푖=1 when each
푦푖 is associated with some covariates 푥푖. The PPMx model is motivated by ﬁne tuning the Product
Partition Model (PPM) with the extra covariates 푥푖. Speciﬁcally, let 휌 be the random 푛 by 푛
partition matrix. The prior over 휌 conditioned on covariates 푥푖 is then 푝(휌∣푥1:푛) ∝
∏퐾
푘=1 푔(푥
∗
푘)푐(푆푘),
where 퐾 is the number of partitions contained in 휌, 푆푘 is the collection of data points in cluster 푘,
and 푔(푥∗푘) is the cohesion function measuring the cohesiveness of 푥
∗
푘 = {푥푖 : 푥푖 ∈ 푆푘}. If there is no
covariates, then 푝(휌) ∝∏퐾푘=1 푐(푆푘) is reduced to the regular PPM model. Chinese Restaurant Prior
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is a particular case of PPM, in which 푐(푆푘) = (푛푘 − 1)!.
TVClust can be also seen as modifying the Chinese Restaurant Prior using side information.
Speciﬁcally, now the prior over partition 휌 becomes:
푝(휌∣퐸) =
퐾∏
푘=1
(푛푘 − 1)!
∏
(푖,푗)∈풞
푝퐸푖푗휌푖푗 (1− 푝)(1−퐸푖푗)휌푖푗 (1 − 푞)퐸푖푗(1−휌푖푗)푞(1−퐸푖푗)(1−휌푖푗),
This can be written in the following more concise form.
푝(휌∣퐸) =
(
퐾∏
푘=1
(푛푘 − 1)!
)
푝<퐸,휌>(1− 푝)(<1−퐸,휌>(1 − 푞)<퐸,1−휌>푞<1−퐸,1−휌>. (3.5)
where the operator < ⋅, ⋅ > is deﬁned as the matrix sum after element-wise multiplication.
We immediately notice that one diﬀerence from the PPMxmodel is that 푝<퐸,휌>(1−푝)(<1−퐸,휌>(1−
푞)<퐸,1−휌>푞<1−퐸,1−휌> cannot be factorized as product of cohesive function, i.e.,
∏퐾
푘=1 푔(푥
∗
푘). This
is because the PPMx model inherently assumes a Markov property: measuring the cohesiveness of
a cluster is independent of any data point outside this cluster. While in our approach, measuring
the cohesiveness of a cluster is not only dependent on this cluster alone, but also dependent on how
outsider data points are similar/dissimilar to this cluster.
Next we will propose two sets of algorithms to compute the model parameters and draw posterior
inference about cluster structures: Gibbs sampling and variational inference. Gibbs sampling can
give us the exact full posterior distribution of model parameters, but is usually impeded by the
computational costs due to slow convergence of Markov chain. Variational inference method often
converges much faster, and the convergence can be monitored by computing the lower bound. But it
only approximates the target posterior distribution. We developed both algorithms to take advantage
of each one’s advantage. It will be up to future TVClust users to decide which algorithm to adopt,
by weighing computational costs versus accuracy.
3.4 Gibbs Sampling
In this section we propose a Gibbs sampler for TVClust. The Gibbs sampler involves iteratively sam-
pling from (i) 푝(휃푖∣휃[−푖], 푥1:푛, 퐸, 휙퐸) for 푖 = 1 : 푛; (ii) 푝(푝푖푗 ∣훼푝, 훽푝, 휃1:푛, 퐸) and 푝(푞푖푗 ∣훼푞, 훽푞, 휃1:푛, 퐸) for
푖, 푗 = 1 : 푛. Here 휃[−푖] denotes the collection 휃1:푛 excluding 휃푖. The sampling of 푝(휃푖∣휃[−푖], 푥1:푛, 퐸, 휙퐸)
is our primary interest and will be discussed in details. Since 휙퐸 is kept constant in this step, we
will drop 휙퐸 and write 푝(휃푖∣휃[−푖], 푥1:푛, 퐸) instead for convenience.
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3.4.1 Sampling from 푝(휃푖∣휃[−푖], 푥1:푛, 퐸)
The conditional distribution of 휃푖 on other parameters 휃[−푖] is
푝(휃푖∣휃[−푖], 푥1:푛, 퐸) ∝ 푝(푥푖∣휃푖)푝(퐸∣휃푖, 휃[−푖])푝(휃푖∣휃[−푖]). (3.6)
Deﬁne 퐸푖⋅ = {퐸푖푗 : 푗 ∕= 푖} as the collection of all the links in the network which are related with
푥푖. By conditional independence we only need to keep the terms involving 퐸푖⋅ after we factorize
푝(퐸∣휃푖, 휃[−푖]) in Eq. (3.6). Following the Balckwell-MacQueen urn scheme (Blackwell and MacQueen,
1973) we have
푝(휃푖∣휃[−푖]) ∝
퐾∑
푘=1
푛−푖푘 훿휃∗푘(휃푖) + 훼퐺0(휃푖).
Here 훿휃∗
푘
() is the Kronecker delta function, and 푛−푖푘 is the number of instances accumulated in cluster
푘, excluding instance 푖. Then Eq. (3.6) can be immediately written as
푝(휃푖∣휃[−푖], 푥1:푛, 퐸) ∝
퐾∑
푘=1
푛−푖푘 푝(푥푖∣휃∗푘)푝(퐸푖⋅∣휃∗푘, 휃[−푖])훿휃∗푘(휃푖)
+ 훼푝(푥푖∣휃푖)푝(퐸푖⋅∣휃푖, 휃[−푖])퐺0(휃푖). (3.7)
The above posterior of 휃푖 is a mixture of a discrete distribution with point masses 휃
∗
1 , ⋅ ⋅ ⋅ , 휃∗퐾 (ﬁrst
퐾 terms) and a continuous distribution (last term). Sampling from the discrete component only
involves evaluation of likelihood functions and can be easily computed. Now we focus on sampling
휃푖 from the continuous component, which can be written as the following by Bayes’ theorem
훼푝(푥푖∣휃푖)푝(퐸푖⋅∣휃푖, 휃[−푖])퐺0(휃푖)
=훼
∫
휃푖
푝(푥푖∣휃푖)푝(퐸푖⋅∣휃푖, 휃[−푖])퐺0(휃푖)푑휃푖 푝퐺0(휃푖∣푥푖, 퐸푖⋅, 휃[−푖]). (3.8)
We use the the subscript 퐺0 in 푝퐺0(휃푖∣푥푖, 퐸푖⋅, 휃[−푖]) to emphasize that the posterior is calculated with
respect to prior퐺0 instead of퐺. The integration in Eq. (3.8) needs to be carried out to determine the
weight of the continuous component in the mixture. As 휃푗 takes value from a ﬁnite set {휃∗1 , ⋅ ⋅ ⋅ , 휃∗퐾}
for all 푗 : 푗 ∕= 푖, while 휃푖 is drawn from the continuous base measure 퐺0 with inﬁnite domain, we
have 휃푖 ∕= 휃푗 with probability one, i.e., 퐻푖푗 = 0 a.s.. Note that 푝(퐸푖⋅∣휃푖, 휃[−푖]) =
∏
푗:푗 ∕=푖 푝 (퐸푖푗 ∣퐻푖푗),
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where 푝(퐸푖푗 ∣퐻푖푗) is deﬁned in Eq. (3.4). The integral can then be calculated as
∫
휃푖
푝(푥푖∣휃푖)푝(퐸푖⋅∣휃푖, 휃[−푖])퐺0(휃푖)푑휃푖 =
∏
푗:(푖,푗)∈풞&푗 ∕=푖
(
(1− 푞푖푗)퐸푖푗푞(1−퐸푖푗)푖푗
)
푝퐺0(푥푖). (3.9)
We can also easily see that 푝(퐸∣휃푖, 휃[−푖]) = 1 a.s., when 휃푖 is sampled from the continuous com-
ponent. Therefore, 푝퐺0(휃푖∣푥푖, 퐸푖⋅, 휃[−푖]) = 푝퐺0(휃푖∣푥푖, 휃[−푖]) a.s.. Note by Bayes’s theorem that
푝퐺0(휃푖∣푥푖, 휃[−푖]) = 푝(푥푖∣휃푖)퐺0(휃푖)/푝퐺0(푥푖). Combining the above results, we can simplify Eq. (3.8)
as
훼
∏
푗:(푖,푗)∈풞&푗 ∕=푖
(
(1 − 푞푖푗)퐸푖푗푞(1−퐸푖푗)푖푗
)
푝(푥푖∣휃푖)퐺0(휃푖). (3.10)
With the discrete component in Eq. (3.7) easily calculated, ﬁnally the posterior mixture of 휃푖 is
derived as
푝(휃푖∣휃[−푖], 푥1:푛, 퐸)
∝
퐾∑
푘=1
푛−푖푘 푝(푥푖∣휃∗푘)
∏
푗∈퐶푓
푘
(
푝푖푗
1− 푞푖푗
) ∏
푗∈퐶푠
푘
(
1− 푝푖푗
푞푖푗
)
+ 훼푝(푥푖∣휃푖)퐺0(휃푖), (3.11)
where 퐶푓푘 = {푗 : 휃푗 = 휃∗푘 and 퐸푖푗 = 1} and 퐶푠푘 = {푗 : 휃푗 = 휃∗푘 and 퐸푖푗 = 0}. We call instance 푗 a
“friend” of 푖 if 퐸푖푗 = 1. Following the Chinese restaurant analogy (Aldous, 1983), 퐶
푓
푘 is the set of
“friends” of person 푖 who are sitting at table 푘, while 퐶푠푘 is the set of “strangers” at table 푘.
3.4.2 Making Sense: Sit with Friends and Avoid Strangers
The interpretation of the posterior in Eq. (3.11) is made easier by considering a special case of our
model where 푝푖푗 = 푝 and 푞푖푗 = 푞 for all (푖, 푗) pairs. Let 푓푘 and 푠푘 be the size of set 퐶
푓
푘 and 퐶
푠
푘
respectively, i.e., 푓푘 is the number of “friends” of person 푖 who are sitting at table 푘, while 푠푘 is the
number of “strangers” for person 푖 at table 푘. In this simpliﬁed case Eq. (3.11) can be written as
푝(휃푖∣휃[−푖], 푥1:푛, 퐸)
∝
퐾∑
푘=1
(
푛−푖푘 푝(푥푖∣휃∗푘)
(
푝
1− 푞
)푓푘 (1− 푝
푞
)푠푘
훿휃∗
푘
(휃푖)
)
+ 훼푝(푥푖∣휃푖)퐺0(휃푖). (3.12)
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The probability of person 푖 choosing an existing table 푘 from tables 1 to 퐾 is thus
푝(휃푖 = 휃
∗
푘∣휃[−푖], 푥1:푛, 퐸) ∝ 푛−푖푘 푝(푥푖∣휃∗푘)
(
푝
1− 푞
)푓푘 (1− 푝
푞
)푠푘
. (3.13)
Recall that 푝 and 푞 measure the credibility of 퐸, while 1−푝 and 1−푞 are error rates. Therefore for a
network with moderate quality, it is reasonable to assume that 푝 > 1− 푞, meaning the probability of
퐸 correctly retaining a true must-link is greater than the probability of falsely adding a must-link.
Eq. (3.13) reveals that the probability of assigning person 푖 to table 푘 increases with the “friends”
count 푓푘, while decreases with “strangers” count 푠푘 at table 푘. An intuitive explanation of the
implication is that TVClust encourages person 푖 to choose a table such that: (i) there are many
“friends” of 푖 at this table; (ii) the table is “pure” in that there are few “strangers” to 푖. We believe
this property helps improve clustering accuracy by accumulating similar instances to one cluster and
maintaining within-cluster homogeneity.
In comparison, in the DP+MRF model, person 푖 only favors a table with many “friends”, re-
gardless of how many “strangers” there are at that table. This can be seen by the posterior of 푝(휃푖)
in DP+MRF
푝(휃푖 = 휃
∗
푘∣휃[−푖], 푥1:푛, 퐸) ∝ 푛−푖푘 푝(푥푖∣휃∗푘)푒푓푘 .
Note here that only the “friends” count 푓푘 is present, while the “strangers” count 푠푘 is missing.
This may lead the clustering to be collapsed to only a small number of huge clusters. Such huge
clusters can easily suck in a new instance because they already contained many instances from
various classes which can potentially be “friends” to this new instance. But the impurity within
such huge clusters may hinder us from ﬁnding the correct partition. This scenario echoes the
sometimes undesired “rich-get-richer” phenomena Wallach et al. (2010) and is also veriﬁed in our
experiments. In our model the role of terms ( 푝1−푞 )
푓푘 and (1−푝푞 )
푠푘 can be seen as regularization to
prevent a cluster from growing too large at the expense of sacriﬁcing within-cluster pureness.
The rest of the sampling resembles the one in MDP, except for the modiﬁed likelihood of the
discrete components. We adopted the auxiliary sampling method Neal (2000), which can handle
non-conjugate priors by using auxiliary parameters. The sampling of 푝푖푗 and 푞푖푗 in Eq. (3.4) can be
easily derived following the results of conjugate priors.
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Input: data instances 푥1:푛 and network 퐸.
Initialize: assign all 푥1:푛 to one cluster and draw 휃
∗
1 from base measure 퐺0.
repeat
for 푖 = 1 : 푛 do
1. If 휃푖 forms a singleton cluster, then remove it. Count the current number of clusters 퐾.
2. By Algorithm 8 (Neal, 2000), draw 푚 clusters 휃∗퐾+1, ⋅ ⋅ ⋅ , 휃∗퐾+푚 from 퐺0(휃).
3. If 휃푖 did form a singleton cluster, 휃
∗
퐾+1 = 휃푖.
4. Calculate the likelihood of 푥푖 in the 퐾 +푚 clusters as (푞1, ⋅ ⋅ ⋅ , 푞퐾+푚) by Eq. (3.11).
5. Assign 푥푖 to one of the 퐾 +푚 clusters with probabilities (푞1, ⋅ ⋅ ⋅ , 푞퐾+푚).
end for
Update 휃∗푘 for each cluster.
Update all the hyper parameters.
until the stationary Markov chain is long enough.
Algorithm 6: Gibbs Sampling for TVClust
3.4.3 Posterior Inference
Now we consider posterior inference of the clustering structure from the MCMC draws, which helps
answer questions such as how many clusters exist or whether two instances belong to the same
cluster. We adopt the least square approach Dahl (2006). This method is based on an 푛 by 푛
pairwise association matrix 휋 where the 푖푗-th entry 휋푖푗 gives the posterior probability of instance
푖 and 푗 being clustered together. To estimate 휋, for the 푡-th draw from the Markov Chain after
burn-in period, compute an 푛 by 푛 matrix 휋푡 with entry 휋푡푖푗 = 훿휃푡푖
(
휃푡푗
)
. Then the estimate of 휋
is given by 휋ˆ = 1푇
∑푇
푡=1 휋
푡. Because 휋ˆ may not even correspond to a valid partition, we perform
a search for the best draw 푡푏 in the Markov Chain that minimizes the ℒ2 matrix distance to 휋ˆ:
푡푏 = argmin푡
∑
푖,푗 ∣휋푡푖푗 − 휋ˆ푖푗 ∣2. We will use the partition in the 푡푏-th draw as the estimate of the
clustering structure. To infer the number of clusters 퐾, we simply use the number of clusters present
in the 푡푏-th draw.
3.5 Variational Inference
Variational inference is a deterministic method to approximate the posterior distribution (Wain-
wright and Jordan, 2008). As an alternative approach to MCMC sampling in Bayesian inference, it
is based on approximating the target posterior distribution by a variational distribution and solv-
ing it using optimization techniques.The variational inference algorithm has several desired features
compared to the MCMC sampling algorithms. It is deterministic and the convergence can be guided
by the evaluation of the objective function, while assessing convergence of a Gibbs sampler is dif-
ﬁcult. It runs signiﬁcantly faster than several Gibbs samplers. But there are also several potential
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disadvantages of this algorithm. The gradient ascent algorithm only ﬁnds local maxima in the vari-
ational parameter space and global solution is not guaranteed. Although one can run with several
diﬀerent initial values or restart the procedure, it will slow the overall optimization process.
Speciﬁcally, suppose the posterior distribution of interest is 푝(푍∣푋) but it is diﬃcult to draw
samples from it. We now propose a variational distribution 푞휈(푍) parameterized by 푣 to approximate
푝(푍∣푋). Here 푞휈(푍) is usually restricted to certain parametric forms, such as the exponential family.
The lack of similarity between 푞휈(푍) and the target 푝(푍∣푋) is measured by the Kullback-Leibler
divergence (Kullback and Leibler, 1951) of 푝(푍∣푋) from 푞휈(푍):
퐷(푞휈(푍)∣∣푝(푍∣푋)) = 퐸푞[log 푞휈(푍)
푝(푍∣푋) ] = 퐸푞[log 푞휈(푍)]− 퐸푞[log 푝(푍,푋)] + log 푝(푋).
Because the log of the integrated likelihood log 푝(푋) is ﬁxed with respect to 푞휈(푍), minimization of
퐷(푞휈(푍)∣∣푝(푍∣푋)) is equivalent with maximizing the following quantity:
퐿(푞휈) = 퐸푞[log 푝(푍,푋)]− 퐸푞[log 푞휈(푍)]. (3.14)
With properly selected 푞휈(푍), the optimization in Eq. (3.14) can be much more computationally
feasible than the original posterior sampling problem.
Blei and Jordan (2005) proposed a variational inference approach for the inference of Mixture
of Dirichlet Process model, of which we will give a brief review, as the derivation of our variational
inference algorithm is based on this approach. The variational algorithm for MDP is based on the
stick-breaking representation of the DP mixture. The parameters in the stick-break representation
include the atoms 휃∗ = {휃∗1 , 휃∗2 , ⋅ ⋅ ⋅ }, the probabilities assigned to each atom (stick lengths) 푉 =
{푉1, 푉2, ⋅ ⋅ ⋅ }, and the cluster membership for each data instance푊 = {푊1, ⋅ ⋅ ⋅ ,푊푛}. By Eq. (3.14),
the objective function to maximize can be written as
퐿(푞휈) =퐸푞[log 푝(휃
∗)] + 퐸푞[log 푝(푉 )] +
푛∑
푖=1
퐸푞[log 푝(푊푛∣푉 )]
+
푛∑
푖=1
퐸푞[log 푝(푥푛∣푊푛)]− 퐸푞[log 푞휈(휃∗, 푉,푊 )].
The proposal distribution 푞휈(휃
∗, 푉,푊 ) takes the following factorized form
푞휈(휃
∗, 푉,푊 ) =
푇∏
푡=1
푞휏푡(휃
∗
푡 )
푇−1∏
푡=1
푞훾푡(푉푡)
푁∏
푛=1
푞휙푛(푊푛),
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where 푞휏푡(휃
∗
푡 ) are exponential family distributions, 푞훾푡(푉푡) are beta distributions and 푞휙푛(푊푛) are
discrete distributions. 푇 is the truncation level and can be freely set. 푞휈(휃
∗, 푉,푊 ) uses 푇 components
to approximate the inﬁnite dimensional target distribution 푝. A coordinate ascent algorithm is
proposed to solve the maximization problem.
3.5.1 Variational Inference for TVClust
In this section we derive the variational inference algorithm for TVClust. Recall the complete
likelihood of the two views is:
푝(푿,푬∣풁,흁,Λ−1, 푝푔, 푞푔) =
푁∏
푛=1
∞∏
푘=1
푁(푥푛∣휇푘, 휆−1푘 )퐼{푧푛=푘}
∏
(푖,푗)∈풞
푝퐸푖푗퐻푖푗푔 (1− 푝푔)(1−퐸푖푗)퐻푖푗 (1− 푞푔)퐸푖푗(1−퐻푖푗)푞(1−퐸푖푗)(1−퐻푖푗)푔 ,
where 퐻푖푗 is a shorthand notation deﬁned as 퐻푖푗 = 퐼{푧푖=푧푗}. It’s straightforward to see that
퐻푖푗 =
∑∞
푘=1 퐼{푧푖=푘}퐼{푧푗=푘}.
The prior over the model parameters 휃1, ⋅ ⋅ ⋅ , 휃푛 can be generated from the stick breaking process.
푣푖 ∼푖푖푑 퐵푒푡푎(1, 훼),
휋푘(푣1, ⋅ ⋅ ⋅ , 푣푘) = 푣푘
푘−1∏
푗=1
(1 − 푣푗).
Note here that 푣퐾 = 1 by the truncation. As a result, 휋퐾+1, 휋퐾+2, ⋅ ⋅ ⋅ are all zero.
As for the “atoms” (휇푘, 휆푘) in component 푘, the prior takes the Normal-Wishart distribution
parameterized by (푚0, 훽0,푊0, 휈0):
푝(휇푘, 휆푘) = 푁
(
휇푘∣푚0, (훽0휆푘)−1
)풲(휆푘∣푊0, 휈0).
The variational distribution which we use to approximate the posterior takes the following form:
푞(풗,풁,흁,Λ−1, 푝푔, 푞푔)
= 푞(풗)푞(풁)푞(흁,Λ−1)푞(푝푔)푞(푞푔)
=
퐾−1∏
푘=1
푞(푣푘∣훾푘1, 훾푘2)
푁∏
푛=1
푞(푧푛∣푟푛1, ⋅ ⋅ ⋅ , 푟푛퐾)
퐾∏
푘=1
푞(휇푘, 휆푘∣푚푘, 훽푘,푊푘, 휈푘)
퐵푒푡푎(푝푔∣훼푝, 훽푝)퐵푒푡푎(푞푔∣훼푞, 훽푞).
56
The variational parameters we attempt to compute are: {훾푘1, 훾푘2, 푟푛푘,푚푘, 훽푘,푊푘, 휈푘, 훼푝, 훽푝, 훼푞, 훽푞}
for all 푛 and 푘. Here 푞(푣푘∣훾푘1, 훾푘2) takes Beta distribution, 푞(푧푛∣푟푛1, ⋅ ⋅ ⋅ , 푟푛퐾) takes multinomial dis-
tribution, and 푞(휇푘, 휆푘∣푚푘, 훽푘,푊푘, 휈푘) takes the Normal-Wishart distribution. The ultimate goal of
the variational algorithm is then to optimize the variational parameters: {훾푘1, 훾푘2, 푟푛푘,푚푘, 훽푘,푊푘, 휈푘}
for all 푛 and 푘. The variational inference algorithm resembles the one proposed in Blei and Jordan
(2005). Here we illustrate the calculation of 푞∗(풁), 푞∗(푝푔) and 푞
∗(푞푔), as they are unique to the
TVClust model.
푞∗(풁)
We ﬁrst ﬁnd the expected log likelihood with respect to 푞 distribution. Note that we only need to
keep the terms pertinent to 풁, because terms not involving 풁 will be integrated out and become a
normalizing constant of 푞(풁). In light of this we have the following simpliﬁcation.
ln 푞∗(풁) = 피풗,흁,Λ−1,푝푔 ,푞푔 [ln 푝(푿,푬,풁,풗,흁,Λ
−1)]
= 피풗,흁,Λ−1 [ln 푝(푿∣풁,흁,Λ−1)] + 피푝푔 ,푞푔 [ln 푝(푬∣풁)] + 피풗[ln 푝(풁∣풗)] + 피[ln 푝(풗)]. (3.15)
Let’s now focus on the second term 피푝푔 ,푞푔 [ln 푝(푬∣풁)].
피푝푔 ,푞푔 [ln 푝(푬∣풁)] =
∑
(푖,푗)∈풞
피푝푔 ,푞푔 [ln 푝(퐸푖푗 ∣푧푖, 푧푗)]
=
∑
(푖,푗)∈풞
피푝푔 ,푞푔 [퐸푖푗퐻푖푗 ln 푝푔 + (1− 퐸푖푗)퐻푖푗 ln(1− 푝푔)+
퐸푖푗(1−퐻푖푗) ln(1− 푞푔) + (1− 퐸푖푗)(1−퐻푖푗) ln 푞푔].
Recall that 퐻푖푗 =
∑∞
푘=1 퐼{푧푖=푘}퐼{푧푗=푘}. Also recall that the inﬁnite components are now trun-
cated to 퐾 components. In order to calculate 푞∗(푧푖), now we only consider terms involving 푧푖 = 푘
from the above equation. The 푧푖 = 푘 related terms are:
퐼{푧푖=푘}
∑
푗:(푖,푗)∈풞
피푝푔 ,푞푔 ,풁−푖
[
퐼{푧푗=푘}
(
퐸푖푗 ln
푝푔
1− 푞푔 − (1 − 퐸푖푗) ln
푞푔
1− 푝푔
)]
.
Assuming that 퐼{푧푖=푘} and 푝푔, 푞푔 are independent. The above expectation can be written as the
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product of two individual expectations:
퐼{푧푖=푘}
∑
푗:(푖,푗)∈풞
피푧푗
[
퐼{푧푗=푘}
]
피푝푔 ,푞푔
[(
퐸푖푗 ln
푝푔
1− 푞푔 − (1 − 퐸푖푗) ln
푞푔
1− 푝푔
)]
.
Here 피푧푗
[
퐼{푧푗=푘}
]
= 푟푗푘 is described in Eq. (3.16). 피[ln 푝푔],피[ln 푝푔],피[ln(1 − 푝푔)] and 피[ln(1 − 푞푔)]
can be easily evaluated:
피[ln 푝푔] = 휓(훼푝푔 )− 휓(훼푝푔 + 훽푝푔 ),
피[ln 푞푔] = 휓(훼푞푔 )− 휓(훼푞푔 + 훽푞푔 ),
피[ln(1− 푝푔)] = 휓(훽푝푔 )− 휓(훼푝푔 + 훽푝푔 ),
피[ln(1− 푞푔)] = 휓(훽푞푔 )− 휓(훼푞푔 + 훽푞푔 ).
Now combining the other terms in Eq. (3.15) we have
ln 푞∗(푧푖 = 푘) = 퐼{푧푖=푘}
⎛
⎝1
2
피 [ln ∣휆푘∣]− 1
2
피흁,Λ−1
[
(푥푛 − 휇푘)푇휆푘(푥푛 − 휇푘)
]
+ 피[ln 푣푘] +
푘−1∑
푗=1
피[ln(1− 푣푗)]
⎞
⎠
+ 퐼{푧푖=푘}
⎛
⎝ ∑
푗:(푖,푗)∈풞
피푧푗
[
퐼{푧푗=푘}
]
피푝푔 ,푞푔
[(
퐸푖푗 ln
푝푔
1− 푞푔 − (1− 퐸푖푗) ln
푞푔
1− 푝푔
)]⎞⎠ .
Now deﬁne
ln 휌푖푘 =
1
2
피 [ln ∣휆푘∣]− 1
2
피흁,Λ−1
[
(푥푖 − 휇푘)푇휆푘(푥푖 − 휇푘)
]
+ 피[ln 푣푘] +
푘−1∑
푗=1
피[ln(1− 푣푗)]
+
∑
푗:(푖,푗)∈풞
피푧푗
[
퐼{푧푗=푘}
]
피푝푔 ,푞푔
[(
퐸푖푗 ln
푝푔
1− 푞푔 − (1− 퐸푖푗) ln
푞푔
1− 푝푔
)]
.
Further deﬁne 푟푖푘 = 휌푖푘/
∑퐾
푙=1 휌푖푙 by normalizing 휌푖푙. Therefore,
푞∗(풁) =
푁∏
푛=1
퐾∏
푘=1
푟
퐼{푧푛=푘}
푛푘 . (3.16)
Clearly the optimal solution for the factor 푞(풁) takes the same function form as the prior 푝(풁∣흅),
which is the multinomial distribution. By the property of multinomial distribution we have 피[퐼{푧푖=푘}] =
푟푖푘.
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푞∗(푝푔) and 푞
∗(푞푔)
First let us write the expected likelihood with respect to variational distribution 푞:
ln 푞∗(푝푔, 푞푔) = 피풁,풗,흁,Λ−1 [ln 푝(푿,푬,풁,풗,흁,Λ
−1)]
= 피풁 [ln 푝(푬∣풁)] + (훼0푝푔 − 1) ln 푝푔 + (훽0푝푔 − 1) ln(1− 푝푔) + (훼0푞푔 − 1) ln 푞푔 + (훽0푞푔 − 1) ln(1− 푞푔).
where
피풁 [ln 푝(푬∣풁)] =
∑
(푖,푗)∈풞
피풁 [ln 푝(퐸푖푗 ∣푧푖, 푧푗)]
=
∑
(푖,푗)∈풞
피풁 [퐸푖푗퐻푖푗 ln 푝푔 + (1− 퐸푖푗)퐻푖푗 ln(1− 푝푔)+
퐸푖푗(1−퐻푖푗) ln(1− 푞푔) + (1− 퐸푖푗)(1−퐻푖푗) ln 푞푔].
Recall that 퐻푖푗 =
∑퐾
푘=1 퐼{푧푖=푘}퐼{푧푗=푘}. Assume the edges in 퐸 are site independent, which implies
피[퐼{푧푖=푘}퐼{푧푗=푘}] = 피[퐼{푧푖=푘}]피[퐼{푧푗=푘}], we have
피풁 [ln 푝(푬∣풁)] =
∑
(푖,푗)∈풞
∑
1≤푘≤퐾
퐸푖푗푟푖푘푟푗푘 ln 푝푔 + (1 − 퐸푖푗)푟푖푘푟푗푘 ln(1− 푝푔)+
퐸푖푗(1− 푟푖푘푟푗푘) ln(1 − 푞푔) + (1− 퐸푖푗)(1 − 푟푖푘푟푗푘) ln 푞푔.
Now only consider terms involving 푝푔:
∑
(푖,푗)∈풞
∑
1≤푘≤퐾
(퐸푖푗푟푖푘푟푗푘 ln 푝푔 + (1− 퐸푖푗)푟푖푘푟푗푘 ln(1− 푝푔)) + (훼0푝푔 − 1) ln 푝푔 + (훽0푝푔 − 1) ln(1− 푝푔).
By the result of conjugate families, 푞∗(푝푔) is also a beta distribution with parameters (훼푝푔 , 훽푝푔 )
updated by
훼푝푔 = 훼
0
푝푔 +
∑
(푖,푗)∈풞
∑
1≤푘≤퐾
퐸푖푗푟푖푘푟푗푘 ,
훽푝푔 = 훽
0
푝푔 +
∑
(푖,푗)∈풞
∑
1≤푘≤퐾
(1− 퐸푖푗)푟푖푘푟푗푘.
Similarly, we can derive 푞∗(푞푔) which is also a beta distribution.
The derivation of 푞∗(풗) and 푞∗(흁,Λ−1) can be found in the Appendix A.
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3.5.2 Convergence
Now we discuss testing the convergence of the variational algorithm. We will continuously monitor
the value of ℒ(푞(⋅), 푝(⋅, 푦)). This involves explicitly calculating the following integral at the end of
each iteration of the optimization:
ℒ =
∑
풁
∫
푞(풁,풗,흁,Λ−1, 푝푔, 푞푔) ln
(
푝(푿,푬,풁,풗,흁,Λ−1, 푝푔, 푞푔)
푞(풁,풗,흁,Λ−1, 푝푔, 푞푔)
)
푑풁푑풗푑흁푑Λ−1푑푝푔, 푑푞푔
= 피[ln 푝(푿,푬,풁,풗,흁,Λ−1, 푝푔, 푞푔)]− 피[ln 푞(풁,풗,흁,Λ−1, 푝푔, 푞푔)]
= 피[ln 푝(푿∣풁,흁,Λ−1)] + 피[ln 푝(푬∣풁)] + 피[ln 푝(풁∣풗)] + 피[ln 푝(풗)] + 피[ln 푝(흁,Λ−1)]
+ 피[ln 푝(푝푔)] + 피[ln 푝(푞푔)]− 피[ln 푞(풁)]− 피[ln 푞(풗)]− 피[ln 푞(흁,Λ−1)]− 피[ln 푞(푝푔)]− 피[ln 푞(푞푔)].
Note that all the expectations above are evaluated according to the variational distribution 푞∗. In
Appendix B we derive the terms involved in the above lower bound.
3.6 Experiments
In the experimental study we tested TVClust with two synthetic datasets and six real datasets from
the UCI machine learning repository.
3.6.1 Synthetic Dataset
We ﬁrst test TVClust with two synthetic datasets: half-circle data and tai-chi data. In the simulation
study our aim is to verify that with moderate side information contaminated by noise, TVClust can
signiﬁcantly improve clustering accuracy than its base clustering model MDP. Therefore for the
simulated data we only compare TVClust with MDP. Note that the ground truth labels are kept
hidden to the four clustering methods, and used only in the evaluation of clustering performance.
Half-circle data. This dataset consists of two clusters, each with a half-circle shape. To obtain
the network 퐸 we follow a similar procedure from previous work Shental et al. (2003). Consider a
“teacher” who has access to all the pairwise relationship of all the data points, i.e., two data points
either in the same cluster or in diﬀerent clusters. Of all the 푛 ∗ (푛 − 1)/2 data point pairs, the
“teacher” randomly picked only 0.5% of them and store their relationship in 퐸. If the picked data
point pair are in the same cluster, then the corresponding entry in 퐸 is 1. Otherwise the entry in
퐸 is 0. Therefore 99.5% of all the entries in 퐸 are 푁푈퐿퐿 values representing unobserved links.
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Figure 3.2: The half-moon data containing two clusters.
Figure 3.3: Tai-Chi data containing two clusters.
Further more, this “teacher” also adds some noise to the side information network: if 퐸푖푗 = 0 or 1,
then with 10% probability 퐸푖푗 is ﬂipped to 1 or 0.
Although the likelihood 푝(푥푖∣휃푖) in Eq. (3.2) takes the normal distribution, TVClust is not
limited to modeling data with elliptical contours. In Fig.3.2 clearly each of the two components
in the mixture deviates dramatically from the symmetric and single-mode appearance of normal
distribution. Yet with only a small number of noisy pairwise links TVClust correctly identiﬁed two
clusters from the data with high clustering accuracy, while the reference model MDP identiﬁed four
clusters.
Tai-Chi data. This dataset consists of two clusters. To obtain the network 퐸 we follow a similar
procedure from previous work Shental et al. (2003). We randomly generate 0.5% We generate 퐸
from the true partition with 푝푖푗 = 0.05 and 푞푖푗 = 0.02 for all 푖, 푗 = 1 : 푛 following Eq. (3.4). Thus
the may-links in 퐸 is the collection of 5% of all the instance pairs which actually belong to the same
cluster, and 2% of all the instance pairs which actually belong to diﬀerent clusters.
We run MClust and MDP in the absence of the constraints as benchmarks, and run DP+MRF
and TVClust with constraints 퐸. The results are averaged over 40 realizations of such normal
mixture data. Fig.3.3 demonstrates again that TVClust is more superior than the reference model
MDP.
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Table 3.1: Information of the six UCI real data sets.
퐾 푛 푑 푑′ Attribute
wdbc 2 569 28 8 Real
wine 2 178 13 8 Real
balance 2 625 4 4 Discrete
iris 3 150 4 4 Real
vertebral 2 310 6 6 Real
glass 6 241 9 9 Real
3.6.2 UCI Datasets
We compare TVClust with three other clustering methods: Model-based Clustering (MClust), MDP
and DP+MRF. For the implementation of Model-based Clustering we use the R package MClust.
The evaluation criteria are: (i) the partition accuracy measured by the Rand Index (Rand,
1971); (ii) the estimation of the number of clusters 퐾. Therefore we restrict attention only to the
methods that can infer 퐾 in an automatic manner. Clustering methods needing 퐾 as input such as
constrained K-means and constrained EM are therefore not included in the comparison.
Rand Index is an agreement measure between two partitions of the same dataset. It ranges from
0 to 1, where a higher score indicates stronger agreement. For two partitions 푃 1 and 푃 2 of a dataset,
Rand index between 푃 1 and 푃 2 can be as follows. Let an 푛 by 푛 association matrix푀 푙 for partition
푃 푙, 푙 ∈ {1, 2}, be deﬁned as:
푀 푙푖푗 =
⎧⎨
⎩
1, if 푥푖 and 푥푗 are in the same cluster by 푃
푙
0, otherwise.
Then Rand Index can be computed as:
푅퐼 =
∑
1≤푖<푗≤푛푀
1
푖푗푀
2
푖푗
푛(푛− 1) .
We then evaluate TVClust and the other three methods using six datasets wdbc, wine, balance,
iris, vertebral and glass from the UCI repository. The information about the data sets is summarized
in Table 3.1, where 퐾,푛, 푑 and 푑′ stands for the number of clusters, the number of observations,
original dimension and reduced dimension. In all six data sets the class label of each instance is
available, which is used only in the evaluation of clustering performance. We generate the network
퐸 with 푝푖푗 = 0.05 and 푞푖푗 = 0.02 for all 푖, 푗 = 1 : 푛 following Eq. (3.4). We also calculate the
percentage of the true may-links versus all the may-links contained in 퐸 for each dataset, as a
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Figure 3.4: TVClust outperforms the other three methods in terms of both clustering accuracy and
the ability to identify the number of clusters. Upper panel: Rand Index. Lower panel: estimation
of the number of clusters.
quality indicator of the side information. The percentages are: wdbc 84%, wine 63%, balance 77%,
iris 60%, vertebral 85% and glass 51%. Note that glass has the lowest percentage 51%. This implies
that 51% of the may-links in 퐸 faithfully represent data pairs which actually belong to the same
clusters, while 49% of the may-links in 퐸 are actually incorrect: they are data pairs which actually
belong to diﬀerent clusters.
The upper panel of Fig.3.4 shows the partition accuracy in terms of Rand Index for the four algo-
rithms. We can see that TVClust achieves signiﬁcantly higher Rand Index than the other methods
in all the datasets except glass. In glass the moderate improvement of TVClust and DP+MRF from
MDP is mostly due to the poor quality of the network 퐸 (49% of all its may-links are incorrect).
The lower panel of Fig.3.4 shows the estimation accuracy of the number of clusters 퐾. The true
퐾 for each dataset is indicated between parentheses in the ﬁgure. From the result it seems that
MClust tends to overestimate 퐾 while DP underestimates it. With the side information DP+MRF
and TVClust achieve more accurate estimation, but there is a signiﬁcant advantage of TVClust over
DP+MRF, especially on dataset wine, balance and iris.
3.7 Conclusion
In this chapter we introduced a novel clustering framework Two-View Clustering to incorporate side
information into the Mixture of Dirichlet Process for clustering. When the side information is noisy,
which is quite common in real world data analysis, it raises questions whether the side information
should be strictly enforced in clustering. The proposed TVClust framework treats the data instances
and the side information as two parallel information sources about the clustering structure. The
data and constraints are separately modeled by two generative models in a Bayesian framework.
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TVClust retains the ability of MDP to infer the number of clusters from data, with improved
clustering accuracy and robustness. Extensive experiments demonstrate considerable improvements
of TVClust in terms of clustering accuracy and estimation accuracy of the number of clusters.
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Chapter 4
Applications of TVClust
We have seen in the last chapter that in clustering tasks the incorporation of side information can
oﬀer substantial beneﬁts. The side information often comes in the form of pairwise constraints
including must-links and cannot-links. However, in real world data analysis, the constraints may
very likely contain errors. In particular, for large scale datasets, the validity of constraints such as
transitiveness is hard to check. Such problems pose challenges to the clustering algorithms using
constraints in a “hard” fashion. The motivation the proposed Two-view Clustering (TVClust) is
to seek a consensus between the constraints and the observed data instances, instead of strictly
enforcing the constraints. We model the constraints and data instances as two views independently
generated by the latent clustering. Speciﬁcally, we model the constraints as a random graph and
model data instances using the Mixture of Dirichlet Process (MDP). TVClust retains the ability of
MDP to infer the number of clusters from data. More importantly, TVClust gains the advantage
of improved clustering accuracy and robustness by seeking the best agreement between the side
information and data instances about clustering.
In this chapter we demonstrate the practical applications of TVClust in three real world data
scenarios. In the ﬁrst example, we try to solve a classical image processing problem with TVClust:
handwritten digits recognition. While digits recognition is well known as a supervised learning
problem, where the digit label 푌 is available for a training image 푋 , we take an unsupervised
approach to solving this supervised learning problem by performing clustering only in the 푋-space.
In this application the side information is obtained at no extra cost: it is generated directly from the
image data, or 푋 itself. So TVClust uses the same data twice: to extract side information and to
do clustering. We will demonstrate that using the empirically generated side information TVClust
signiﬁcantly outperforms its counterpart DPM.
In the second example, we apply TVClust on a social media dataset with Flickr images and user
annotations. Social multimedia sharing websites such as Flickr, Picasa and Facebook host billions
of images. Grouping those images in a semantically meaningful way will be critical in eﬃcient
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information retrieval. For our Flickr data set, we extract clustering side information, i.e., pairwise
image relation from annotations. We will demonstrate that the image data are clustered into groups
where each group has a theme.
Finally in the third example, we use TVClust for a fundamental quest in astronomical science:
identiﬁcation of galaxy in large photometric surveys. We will show that not only is TVClust compa-
rable with state-of-the-art classiﬁers, but it also provide insights about subtypes of stars and galaxies
for astronomists to explore diﬀerent variants.
4.1 Hand Written Digits Data with Empirical Constraints
Although instance level constraints in many semi-supervised learning algorithms are produced by
human labor, TVClust can also accommodate computer-generated empirical constraints based on
certain metrics such as Euclidean distance or geodesic distance. Such constraints can be obtained
with little human supervision but at the expense of lower accuracy. Therefore they not proper input
for the “hard” constraint methods, but are well suited to TVClust model due to the model’s natural
compatibility with noisy side information.
Now we describe a procedure to generate the empirical constraints: (i) construct the 휖-neighbor
weighted graph by connecting all points whose pairwise Euclidian distances are smaller than a
predetermined constant 휖 (Luxburg et al., 2007); (ii) for all pairs of points ﬁnd the shortest distances
and record them in an 푛 by 푛 matrix 퐺푐; (iii)to obtain the constraint graph 퐸, if 퐺푐푖푗 is smaller
than a predetermined threshold 훿푠, then 퐸푖푗 = 1. If 퐺푐푖푗 is larger than 훿푏, then 퐸푖푗 = 0. Otherwise
퐸푖푗 = −1, meaning we don’t have enough information to decide the link. The optimal selection
of the thresholds 휖, 훿푏 and 훿푠 is nontrivial, and to our knowledge no theoretical results have been
established. In real data analysis we have chosen 훿푠 to be the 95% quantile of all pairwise distances,
and 훿푏 to be the 5% quantile. The original dataset and 퐸 are then together fed into the TVClust
model.
Here is an intuition why this approach could work. The geodesic distance captures local infor-
mation in a neighborhood, while the Mixture of Dirichlet Process model characterizes the global
distribution of the data. The TVClust model can be seen as integrating the local information into
MDP and this hopefully will improve discovering the correct cluster structure. In addition, since
퐸 is obtained in an automatic way without tedious human labeling, TVClust is made a practical
model in real world applications.
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Table 4.1: TVClust: Clustering Accuracy of Digits 3 and 8.
3 8
Cluster 1 4 116
Cluster 2 100 9
Cluster 3 7 73
Cluster 4 89 2
Table 4.2: MDP: Clustering Accuracy of Digits 3 and 8.
3 8
Cluster 1 92 199
Cluster 2 108 1
We tested TVClust model with empirically generated 퐸 on a handwritten digits data set. We
chose the digits 3 and 8 because they have very similar visual appearance and thus are hard to
classify. Each digit has 200 images. The 256-dimensional raw image is preprocessed by PCA and we
only keep the top 2 dimensions. We then apply both TVClust and MDP on the preprocessed data.
Figure 4.1 shows the 2-dimensional plot of all data points.
We can see from Table 4.1 and 4.2 that TVClust has higher clustering accuracy than MDP,
in that each cluster is more “pure” in the result of TVClust. In addition, TVClust automatically
detects sub-clusters even for the same digit. Figure 4.2 shows the clustered raw images, and Figure
4.3 shows the clustered images reconstructed from 2-dimensional data points. We can clearly see
that the two clusters for digit 8 are distinctly diﬀerent. The top left picture contains “8” whose
top is tilted to the left, while in the top right ﬁgure the “8” stands straight up. There’s also visual
diﬀerence for digit “3” between its two clusters, although less distinctive than “8”: in the bottom
left ﬁgure the “3” tilted counter-clockwisely, while in the bottom right ﬁgure the “3” somewhat
tilted clockwisely.
4.2 Social Media Data from Flickr
As the motivating example of TVClust driven by practical needs, we present the results on a social
media dataset with Flickr images and user annotations. The dataset consists of 1120 images. For
image feature extraction, we use CEDD, a compact descriptor that considers both color and edge
information. Each of the 1120 images is represented by a 60-dimensional vector. This constitutes
the data view. To generate the network view, we ﬁrst perform a sequence of preprocessing steps
to image tags. All tags are changed to lower case. Tags having only numbers are removed. We
also remove the very infrequent tags and only retain those that appear in more than two images.
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Figure 4.1: Left: projection of clustered images by TVClust onto a 2-dimension plane. Each color
represents a resulted cluster from TVClust. One can relate a cluster to representative original images
in Fig.4.2 and reconstructed images in Fig.4.3. Right: ground truth partition.
Figure 4.2: The clustered original images. Each quadrant represents a cluster. We can see that “8”
and “3” are further divided into sub-clusters, where there exists inter-sub-cluster visual diﬀerence.
The top right “8”’s are generally tilted counterclockwisely, while in the top right panel the “8”’s
stand straight up. There’s also visual diﬀerence for digit “3” between its two clusters: in the bottom
left ﬁgure the “3” tilted counter-clockwisely, while in the bottom right ﬁgure the “3” somewhat
tilted clockwisely.
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Figure 4.3: The clustered reconstructed images from the 2-d data after PCA. We can again see
visual diﬀerence between sub clusters of “3” and “8”.
After preprocessing, we construct a 1120 by 1120 matrix 푇 , where 푇푖푗 is the count of common tags
between image 푖 and 푗. The network 퐸 is obtained by doing thresholding to 푇 : 퐸푖푗 = 1 if 푇푖푗 ≥ 휏 ;
퐸푖푗 = 0 otherwise. We choose the threshold 휏 as 2 empirically.
We run MClust, MDP, DP+MRF and TVClust on this social media dataset. For quantitative
evaluation we use two metrics: (i) false negative rate, which is the percentage of times that two
images supposed to be clustered together are actually put into separate groups. To obtain the
ground truth image pairs, we manually examined images sharing more than 11 common tags and
picked 200 pairs where each pair are visually and semantically similar; (ii) false positive rate, which
is the percentage of times two images not supposed to be clustered together are actually put into
the same group. The ground truth images are obtained through manual examination as 200 pairs
of images where each pair share no common tags and have distinct contents. Fig.4.4(e) compares
the error rates obtained from the four methods. We can see that TVClust achieves signiﬁcantly less
error rates.
For qualitative assessment Fig.4.4(a) through Fig.4.4(c) show some representative images from
three clusters retrieved by TVClust. The themes of each cluster can be characterized as “architec-
ture”, “ﬂowers” and “sunset scenes”. Note that the images within a cluster may not necessarily
look alike, but they are still semantically coherent. Fig.4.4(d) illustrates this point: even though
each image manifests diﬀerent colors and shapes, TVClust still manages to capture their common
characteristics by utilizing the shared tag information.
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Figure 4.4: (a), (b) and (c): representative images from three clusters retrieved by TVClust. The
themes of each cluster can be characterized as “architecture”, “ﬂowers” and “sunset scenes”. (d):
three images from the “sunset scenes” cluster. The blue dotted line indicates that the tag is asso-
ciated with an image. The green solid line indicates an edge in the network 퐸 between two images
due to shared tags. (e): comparison of the four methods in terms of false negative and false positive
rates.
4.3 Galaxy Classiﬁcation
Star-galaxy classiﬁcation is one of the most fundamental problems in astronomy survey data explo-
ration. We analyze the data set from the seventh data release from the Sloan Digital Sky Survey
(SDSS) (York et al., 2000). This data set includes features such as point spread function (PSF)
magnitude in the 푢, 푔, 푟, 푖 and 푧 band, and model predicted magnitude in these ﬁve bands. PSF
magnitude is the measure of light from a source in a ﬁxed size aperture, while model predicted
magnitude is obtained by ﬁtting a model to the light proﬁle with a dynamically sized aperture. In
addition to the 10 features, we also have the ground truth label (star or galaxy) of each data point.
In our initial data analysis, we keep 6510 data points, each represented by a 9-dimensional vector:
푝푠푓푢 − 푝푠푓푟, 푝푠푓푔 − 푝푠푓푟, 푝푠푓푖 − 푝푠푓푟, 푝푠푓푧 − 푝푠푓푟, 푚표푑푒푙푢 − 푝푠푓푢, 푚표푑푒푙푔 − 푝푠푓푔, 푚표푑푒푙푟 − 푝푠푓푟,
푚표푑푒푙푖 − 푝푠푓푖 and 푚표푑푒푙푧 − 푝푠푓푧. The data points have been selected such that each PSF band
and model magnitude band have values between 18 and 23. We then apply PCA to reduce the data
dimension. See Fig. 4.5. We keep the top four PCA dimensions as they are already capable of
capturing 95% variance.
To draw side information we random select 1000 data points and keep their labels. For the rest
data we ignore their labels in model building. The 1000 data points and their labels can be regarded
as the training data, while the rest are test data. Based on the training data we form the side
information matrix E. If the labels of data points 푖 and 푗 are both available and the same, then
by the convention of TVClust model 퐸푖푗 is set to be 1. If both labels are available but diﬀerent
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Figure 4.5: Left: Variance (energy) distribution across diﬀerent PCA dimensions. Right: cumulative
variance distribution. We can see that the top four PCA dimension is already capable of capturing
95% variance.
Table 4.3: TVClust: Clustering Accuracy of Star and Galaxy
Star Galaxy Labeled Star Data Labeled Galaxy Data
Cluster 1 2888 118 450 12
Cluster 2 813 68 134 13
Cluster 3 478 74 65 13
Cluster 4 421 116 52 24
Cluster 5 56 488 4 70
Cluster 6 174 296 30 46
Cluster 7 35 310 6 55
Cluster 8 32 71 5 10
Cluster 9 14 48 2 7
than each other, then 퐸푖푗 is set to be 0. Otherwise 퐸푖푗 is set to be 푁푈퐿퐿, indicating missing side
information.
We then feed all the 6510 data points and side information matrix E to TVClust. We run the
program of TVClust on a PC with Intel Core Duo CPU at 1.60 GHZ and 2GB RAM. It took 25
iterations and 30 minutes to converge. We ﬁnally obtained 9 clusters. See Table 4.3. To determine
the class label of each cluster, we can use the training data points inside this cluster and the majority
of a class rules. For instance, we can identify that Cluster 1, 2, 3 and 4 correspond to Star, while
the other clusters correspond to Galaxy. This way we can compute the classiﬁcation error on the
whole data.
The classiﬁcation errors on the whole data consisting of 6504 data points are computed to be:
푝(푠푡푎푟∣푔푎푙푎푥푦) = 0.235
푝(푔푎푙푎푥푦∣푠푡푎푟) = 0.040
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Figure 4.6: Top Left: all data points projected to the top two PCA plane. Red points are stars and
green points are galaxies. The other panels show data points belonging to Cluster 2 to 8 separately.
We compare TVClust with Random Forest, a state-of-the-art classiﬁer which adopts the ensemble
learning strategy. We use the R package RandomForest and train the classiﬁer on the same 1000
training data. Then we calculate two types of classiﬁcation errors on the whole data:
푝(푠푡푎푟∣푔푎푙푎푥푦) = 0.240
푝(푔푎푙푎푥푦∣푠푡푎푟) = 0.040
Therefore we can see that although TVClust is motivated as a clustering algorithm, when it comes
to supervised learning tasks, its accuracy is quite comparable with the state-of-the-art classiﬁer. But
classiﬁcation accuracy is only one advantage of TVClust, it can help discover sub-types of galaxies or
stars. It is well known that galaxies or stars are heterogenous in that there exists diﬀerent variants
for each type. The clusters identiﬁed by TVClust can help discover the typical variants of each
type. See Fig 4.6. The sub-types identiﬁed by TVClust may help astronomists discover the inherent
structural heterogeneity within stars and galaxies.
In order to handle larger size astronomy data set, we have developed a Python program, which
can handel millions of data input with optimized memory management and computational speed.
Currently with 500, 000 data points and 30, 000 labels, each iteration of TVClust takes about 12
hours. (to continue)
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Chapter 5
Multi-task Learning with Dirichlet
Process
5.1 A Motivating Example of Multi-task Learning -
Market Segmentation
Many real-world machine learning problems can be decomposed into multiple related and self-
contained tasks. For example, speech recognition for diﬀerent speakers or hand written character
recognition for diﬀerent writers. Traditional machine learning approaches do not incorporate the
dependence between tasks and learn one at a time. The multi-task learning approach seeks to share
knowledge across multiple learning tasks and simultaneously learn them together (Caruana, 1993;
Thrun, 1996). Past theoretical and empirical work has shown that multi-task learning can be ad-
vantageous in terms of more accurate generalization from less training data (Bakker and Heskes,
2003; Baxter, 1997).
Market segmentation arises from both marketing theory and practice and drives our research
on Multi-task Learning with Dirichlet Process. In today’s market place a key factor to success is
to accurately recognize customer groups with varying needs. The market of a certain product can
be segmented based on a variety of factors including age, gender, income, occupation, geographic
factors, demographic characteristics and so on. The process of market segmentation is dividing a
larger market into submarkets based upon diﬀerent customer attributes or product preferences. The
data are collected by conducting surveys on a group of subjects that are as representative of the
population as possible.
Consider a simple binary choice survey, where for each question a subject has to choose to accept
or reject a stimuli described by diﬀerent combinations of 푝 product attributes or features. Assume
that we repeat asking a subject this kind of question 푛 times with varying product attributes for
each question. Let an 푛 by 푝 design matrix X푖 denote the 푛 sets of combination of attributes shown
to subject 푖 and let 퐷푖 denote his or her 푛 responses coded by 0 and 1. Then the individual responses
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퐷푖 can be modeled with the following logistic regression model.
퐷푖 = 핀[yi > 0], yi = X
푖푇휷푖 + 휖푖. (5.1)
Note that for the ease of exposition or experimental design, we can make the design matrices X푖
the same across subjects. However, for the sake of more accurate model estimation, individual X푖
is preferred, and the model derivation is based on individual X푖.
An emerging challenge to market segmentation is the increasing number of product features
(large 푝) yet limited number of questions the researcher can collect from individual subjects (small
푛) before they become bored. Nowadays there has been a trend for manufacturers to keep adding
more features to consumer products, which restricts the use use of traditional methods such as
conjoint analysis or revealed preference analysis which are recommended to deal with up to seven
product attributes (Green and Srinivasan, 1978). In a typical marketing experiment, the number of
product features 푝 is usually greater than the number of questions 푛 collected from an individual
subject. Despite more choices of product features, the consumers make their decision only based on
a subset of product features, due to convenience, cost of thinking or lack of expertise about some
features (Gilbride et al., 2006). This consumer behavior and the 푝 > 푛 issue together make variable
selection vital in building market segmentation models.
It is clear that the market segmentation problem described above can be cast into a multi-task
learning problem. Following this philosophy, instead of estimating the individual models in Eq.
(5.1), the proposed multi-task Dirichlet Process approach tries to estimate all the subjects’ models
together and cluster subjects simultaneously with imposed group sparsity. By estimating all the
subjects’ models at the same time, we can borrow strength from one model to another and mitigate
the eﬀect of 푝 > 푛. The use of Dirichlet Process allows us not to specify the number of market
segments in advance. In the following we present the proposed method.
5.2 Proposed Multi-task Dirichlet Process Mixture Model
5.2.1 Model Speciﬁcation
First introduce 휃푖 = (푍푖, 휇푖) for subject 푖, where 휇푖, a 푝-vector, can be viewed as the mean of 휷푖,
and 푍푖 is a 푝 by 1 binary vector serving as switches to turn on or oﬀ each of the 푝 covariates. To
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cluster subjects into diﬀerent segments, we specify the following prior on 휃푖’s,
휃푖 iid ∼ 퐺, 퐺 ∼ DP(훼,퐺0).
The beneﬁt of using a DP prior is that clusters among 휃푖’s will be formed automatically in
the posterior sampling. That is, there are only a few unique values among 휃1 through 휃푚. In
particular, suppose in one posterior draw, there are only 퐾 unique values of 휃′푖푠, denoted as
((푍∗1 , 휇
∗
1), ⋅ ⋅ ⋅ , (푍∗퐾 , 휇∗퐾)), which is relevant to our inference at the segment level. So throughout
this paper, we call (휃1, . . . , 휃푛), or the set of the their unique values (휃
∗
1 , . . . , 휃
∗
퐾), the segment-level
coeﬃcients. We use Θ∗ to denote the collection of (휃∗1 , . . . , 휃
∗
퐾).
A major diﬀerence with the previous model proposed by Xu et al. (2011) is that the number of
segments/clusters, 퐾, is predetermined. In their posterior sampling, to assign a subject to cluster
푘, the likelihood of 휷푖 is evaluated conditioned on the corresponding segment coeﬃcients, and there
is no new cluster. In our approach, due to the use of DP, we associate with each individual subject
a parameter 휃푖 = (푍푖, 휇푖), which is used as a surrogate of subject 푖 in terms of clustering. It is the
grouping eﬀect of posterior sampling of 휃푖 in DP that performs the clustering of subjects. In our
posterior sampling, a subject can create a new cluster. Therefore the number of clusters may vary
from iteration to iteration.
The modeling framework is summarized as follows: for 푖 = 1 : 푚 and 푗 = 1 : 푝,
• Dirichlet Prior on Segment-Level Parameter 휃푖
휃푖 ∼ 퐺, 퐺 ∼ DP(퐺0, 훼),
where the base measure 퐺0 is
퐺0(휃푖) = 퐺0(푍푖, 휇푖) = 퐺0(푍푖)퐺0(휇푖∣푍푖),
퐺0(푍푖) =
푝∏
푗=1
푤푍푖푗 (1− 푤)1−푍푖푗 ,
(휇푖푗 ∣푍푖푗 = 1) ∼ 푁(0, 휏2); (휇푖푗 ∣푍푖푗 = 0) ∼ 훿0.
• Prior on Individual-Level Parameter 휷푖. Note that in this derivation 휷푖 shares the same
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sparsity pattern with 휇푖, i.e., if 푍푖푗 = 0, 휷푖푗 is set to be 0.
휷푖푗 ∣푍푖푗 = 1 ∼ 푁(휇푖푗 , 푣); (휷푖푗 ∣푍푖푗 = 0) ∼ 훿0.
• Likelihood
yi ∼ 푁(X휷푖푐, 푐2I푛), 퐷푖 = 핀[yi > 0]. (5.2)
We call the above model as Model 1, or “sparsity at the individual level”, in the sense that
the individual coeﬃcient vector 휷푖 shares the same sparsity pattern as the corresponding segment
coeﬃcient vector 휇푖. An alternative approach is to modeling the random eﬀects of individuals within
a segment, which we call Model 2, or “sparsity at the segment level”. In this model 휷푖푗 is dense
and has a prior 푁(휇푖푗 , 푣), regardless of whether 푍푖푗 = 0 or not.
Note that in ordinary probit models, the scale parameter 푐 in (5.2) is set to be 1 due to identiﬁabil-
ity (Albert and Chib, 1993). Here, to improve the mixing of the MCMC, we employ the parameter
expansion approach (Liu and Wu, 1999; Meng and Van Dyk, 1997; Hobert and Marchev, 2008),
which works with an overparameterized model yi ∼ 푁(X휷푖푐, 푐2I푛) by introducing an additional
scale parameter 푐. Although model (5.2) is not identiﬁable, the use of the Haar prior 휋(푐) ∝ 1/푐
still gives rise to a valid MCMC on the original model.
5.2.2 Gibbs Sampling
We propose an eﬃcient Gibbs sampling scheme to estimate model parameters and draw posterior
inference. Note again that we use 휃 to denote the combination of 푍 and 휇. Also denote the cluster
membership of subject 푖 by 퐻푖. The Gibbs sampler involves the following steps:
1 Assign each subject to a cluster: sample 휃푖 ∼ 푝(휃푖∣휃[−푖],X,Y) for 푖 = 1 : 푚.
2 Update segment-level coeﬃcients: sample (푍∗푘 , 휇
∗
푘) ∼ 푝(푍∗푘 , 휇∗푘∣X,휷퐻푖=푘) for 푘 = 1 : 퐾.
3 Update individual-level coeﬃcients: sample 휷푖 ∼ 푝(휷푖∣X,yi, 푍∗퐻푖 , 휇∗퐻푖) for 푖 = 1 : 푚.
4 Update latent variable 푌 : sample yi ∼ 푝(yi)∣X,D푖,휷푖) for 푖 = 1 : 푚.
5 Update hyper-parameters.
This general sampling framework applies to both Model 1 and 2, although some particular steps
need to be tailored for one model. The details of the sampling procedure are summarized in the
Appendix C and D.
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5.3 Gibbs Sampling
5.3.1 Gibbs Sampling for Model 1
Sampling 푝(휃푖∣휃[−푖],X, 푦1:푚)
For the posterior sampling of 휃푖 in the Dirichlet Process Mixture Model, we adopt the Algorithm
8 in Neal (2000). This algorithm handles models with non-conjugate priors by adding auxiliary
variables to the sampling. First note that a sample 휃푖 from 푝(휃푖∣휃[−푖],X, 푦1:푚) may take value of
either an existing 휃∗푘, or an unseen value 휙
∗
푠 generated from the base measure 퐺0. After removing
휃푖 from its original cluster, suppose there are 퐾 clusters present, represented by 휃
∗
1 , ⋅ ⋅ ⋅ , 휃∗퐾 . We
further generate 푆 auxiliary clusters 휙∗1, ⋅ ⋅ ⋅ , 휙∗푆 from the base measure 퐺0. 휃푖 can be assigned to
any of the 퐾 + 푆 clusters, with probabilities proportional to (푝1, ⋅ ⋅ ⋅ , 푝퐾 , 푞1, ⋅ ⋅ ⋅ , 푞푆) calculated by
푝푘 = 푝(퐻푖 = 푘∣휃[−푖],X,yi) ∝ 푛푘푝(yi∣X, 휃∗푘) for 푘 = 1 : 퐾,
푞푠 = 푝(퐻푖 = 퐾 + 푠∣휃[−푖],X,yi) ∝ (훼/푆)푝(yi∣X, 휙∗푠) for 푠 = 1 : 푆.
Due to the normal-normal conjugacy, the likelihood 푝(yi∣X, 휃∗푘) can be easily evaluated by integrating
out 휷푖:
푝(yi∣X, 휃∗푘) =
∫
풩 (yi∣X휷푖, 휎2I푝)풩 (휷푖∣휇∗푘, 푣I푝)푑휷푖,
= 풩 (yi∣X휇∗푘, 휎2I푝 + 푣XX푡).
The evaluation of 푝(yi∣X, 휙∗푠) can be easily performed in a similar way. Next we assign 퐻푖 by a
random number drawn from 1 : 퐾 +푆 with probabilities proportional to (푝1, ⋅ ⋅ ⋅ , 푝퐾 , 푞1, ⋅ ⋅ ⋅ , 푞푆). If
1 ≤ 퐻푖 ≤ 퐾, 휃푖 = 휃∗퐻푖 ; else if 퐾 < 퐻푖 ≤ 퐾 + 푆, 휃푖 = 휙∗퐻푖 . All the irrelevant auxiliary parameters in
휙∗1, ⋅ ⋅ ⋅ , 휙∗푆 are then discarded.
This algorithm produces an ergodic Markov chain. Note that although a group of observations
are often associated with the same 휃∗푘, a change to 휃
∗
푘 happens only when this cluster was created,
which results in very slow convergence to the posterior distribution. One approach to making the
sampling more eﬃcient is to add a resampling step of all 휃∗푘 as soon as every 휃푖 is already assigned
to a cluster. The resampling of 휃∗푘 involves drawing from the posterior distribution based on the
prior 퐺0 and all the data points allocated to cluster 푘. We proceed with this resampling step in the
following.
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Sampling 푝(푍∗푘 ∣X푖,휷퐻푖=푘) and 푝(휇∗푘∣X푖, 푍푘,휷퐻푖=푘)
Sampling 푍∗푘 . Once every 휃푖 is already assigned to a cluster, we then update the segment-level
coeﬃcients Θ∗. Speciﬁcally for cluster 푘, we ﬁrst update the segment structure sparsity 푍∗푘 , which
selects covariates relevant to all the subjects in this segment. When the useful covariates are selected,
we then estimate the corresponding coeﬃcients 휇∗푘.
Note that the variables (푍∗푘푗 , 휇
∗
푘푗 ,휷[퐻푖=푘]푗) are coupled in the sense that if one of them is zero,
all of them have to be zero. So we have to update them jointly by ﬁrst updating 푍∗푘푗 marginally,
then updating 휇∗푘푗 given 푍
∗
푘푗 , and ﬁnally updating 휷[퐻푖=푘]푗 given both 휇
∗
푘푗 and 푍
∗
푘푗 .
To sample 푍∗푘푗 we calculate the odds of 푍
∗
푘푗 taking 1 versus 0. Denote the odds by 푅. Let
흐ˆ푖[−푗] = yi −X푖⋅[−푗]휷푖[−푗] denote the partial residuals from the 푖-th model without the 푗-th feature,
where 휷푖[−푗] is 휷푖 without the 푗-th element and X
푖
⋅[−푗] is X
푖 without the 푗-th column.
푅 =
ℙ(푍∗푘푗 = 1∣Y,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
ℙ(푍∗푘푗 = 0∣Y,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
=
휋(푍∗푘푗 = 1)ℙ(Y∣푍∗푘푗 = 1,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
휋(푍∗푘푗 = 0)ℙ(Y∣푍∗푘푗 = 0,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
=
푤
1− 푤
∫ ∫ ∏
푖:퐻푖=푘
N(yi∣X푖⋅[−푗]휷푖[−푗] +X푖⋅푗휷푖푗 , 휎2I푛)푑휷푖푗푑휇∗푘푗∏
푖:퐻푖=푘
N(yi∣X푖⋅[−푗]휷푖[−푗], 휎2I푛)
. (5.3)
Note that the suﬃcient statistic 푆푖푗 =
X
푖푇
⋅푗 흐ˆ푖[−푗]
∥X푖⋅푗∥
2 for 휷푖푗 is given by
푆푖푗 ∣휷푖푗 ∼ N
(
휷푖푗 ,
휎2
∥X푖⋅푗∥2
)
. (5.4)
The integrated likelihood of 푆푖푗 for 퐻푖 = 푘 can be calculated by integrating out 휷푖푗 , with a prior
휷푖푗 ∼ N(휇∗푘푗 , 푣)
푆푖푗 ∣휇∗푘푗 ∼ N
(
휇∗푘푗 ,
휎2
∥X푖⋅푗∥2
+ 푣
)
. (5.5)
Deﬁne 휎푖21 =
휎2
∥X푖⋅푗∥
2 + 푣, 휎
푖2
0 =
휎2
∥X푖⋅푗∥
2 . Simple calculation reveals that the integrated likelihood
ratio of 푍푘푗 = 1 versus 푍푘푗 = 0 in (C.1) can now be written as
푅 =
푤
1− 푤
∫ ∏
푖:퐻푖=푘
N
(
푆푖푗 ∣휇∗푘푗 , 휎푖21
)
N
(
휇∗푘푗 ∣0, 휏2
)
푑휇∗푘푗
∏
푖:퐻푖=푘
N
(
푆푖푗 ∣0, 휎푖21
) .
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With moderate calculation we can ﬁnd the analytical form of 푅, using results from the conjugate
family. Then 푍푘푗 is updated by sampling from a Bernoulli distribution Benoulli(
푅
푅+1 ), where
log푅 = log
푤
1− 푤 +
1
2
∑
푖:퐻푖=푘
(
log 휎푖20 − log 휎푖21
)− 1
2
log
( ∑
푖:퐻푖=푘
휏2
휎푖21
+ 1
)
−
∑
푖:퐻푖=푘
푆2푖푗
2휎푖21
+
1
2
( ∑
푖:퐻푖=푘
푆푖푗
휎푖21
)2
/
( ∑
푖:퐻푖=푘
1
휎푖21
+
1
휏2
)
+
∑
푖:퐻푖=푘
푆2푖푗
2휎푖20
.
Sampling 휇∗푘. If 푍
∗
푘푗 = 0, set 휇
∗
푘푗 = 0. If 푍
∗
푘푗 = 1, a suﬃciency reduction of the data regarding
휇∗푘푗 can be obtained from {푆푖푗 : 퐻푖 = 푘} in (C.3). So the posterior distribution of 휇∗푘푗 can be easily
derived due to the normal-normal conjugate family: 휇∗푘푗 ∼ N(휇0, 휎20), where
휎20 =
1∑
푖:퐻푖=푘
1/휎푖21 + 1/휏
2
,
휇0 = 휎
2
0
∑
푖:퐻푖=푘
푆푖푗
휎푖21
.
Sampling 푝(휷푖∣X푖,yi, 푍∗퐻푖 , 휇∗퐻푖)
Suppose 퐻푖 = 푘. If 푍
∗
푘푗 = 0, set 훽푖푗 = 0; else draw 훽푖푗 from N(휇푏, 휎
2
푏 ), where
휎2푏 =
(
∣∣X푖⋅푗 ∣∣2/휎2 + 1푣
)−1
,
휇푏 = 휎
2
푏
(
1
휎2X
푖푇
⋅푗 흐ˆ푖[−푗] +
휇∗푘푗
푣
)
.
When 푍푘푗 = 1, a suﬃciency reduction of the data regarding 훽푖푗 is deﬁned in (C.2), and 훽푖푗 ∼
N(휇푘푗 , 푣). So the conditional distribution of 훽푖푗 can be easily derived due to the normal-normal
conjugate family.
Sampling 푝(yi∣X푖,D푖,휷푖) for 푖 = 1 : 푚
For 푖 = 1 : 푚 and 푗 = 1 : 푛, set
푦푖푗 = Φ
−1(푈) +X푖푗⋅휷푖,
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where Φ(⋅) is the c.d.f. of standard normal distribution and
푈 ∼ Unif[0, 1− Φ(X푖푗⋅휷푖)], if 퐷푖푗 = 0;
푈 ∼ Unif[1− Φ(X푖푗⋅휷푖), 1], if 퐷푖푗 = 1.
Calculate the working coeﬃcient
푐 =
[ 푚∑
푖=1
∣∣yi −X푖휷푖∣∣2/휒2푚푛
]1/2
where 휒2푚푛 denotes a random sample from chi-square distribution with 푚푛 degrees of freedom.
Then, rescale Y by Y = Y/푐.
Updating Hyper-parameters (푣, 휏2, 푤)
Due to conjugacy, the conditional distributions for these hyper-parameters can be easily obtained.
푣∣Y, ⋅ ⋅ ⋅ ∼ InvGa
(∑
푘
(
푚푘
∑푝
푗=1 푍푘푗
)
2
+ 푡1,
∑
푖,푗
∣∣훽푖푗 − 휇퐻푖푗 ∣∣2/2 + 푡2
)
휏2∣Y, ⋅ ⋅ ⋅ ∼ InvGa
(∑
푘,푗
푍푘푗/2 + 푠1,
∑
푘,푗
휇2푘푗퐼[푍푘푗 = 1]/2 + 푠2
)
푤∣Y, ⋅ ⋅ ⋅ ∼ Beta(
∑
푘,푗
푍푘푗 + 푎0,
∑
푘,푗
(1− 푍푘푗) + 푏0)
5.3.2 Gibbs Sampling for Model 2
In Model 2 we assume 휷푖 is dense in that it has a prior distribution 푁(휇푖, 푣I푝). There are two major
changes compared to the sampling of Model 1, which occur in Step 2, Step 3 and Step 5. We next
examine the changes in the following.
Sampling 푝(푍∗푘 ∣X퐻푖=푘,휷퐻푖=푘) and 푝(휇∗푘∣X퐻푖=푘, 푍푘,휷퐻푖=푘)
Sampling 푍∗푘. For 푘 = 1 : 퐾 and 푗 = 1 : 푝, sequentially update (푍푘푗 , 휇푘푗 ∣Y, ⋅ ⋅ ⋅ ) jointly. Because
the individual coeﬃcient vector 휷푖 no long shares the same sparsity pattern with the segment
coeﬃcient 흁푘, we only need to draw (푍푘푗 , 휇푘푗) jointly via updating 푍푘푗 marginally ﬁrst, and then
updating 휇푘푗 given 푍푘푗 . Note that the sampling of (푍푘푗 , 휇푘푗) doesn’t depend on the dataY, since the
individual coeﬃcient vectors 휷푖’s are now given. The hierarchical models relevant to the sampling
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of (푍푘푗 , 휇푘푗) can be summarized as
1
푚푘
∑
푖:퐻푖=푘
훽푖푗 ∼ N
(
휇푘,
푣
푚푘
)
,
and 휇푘 ∼ N(0, 휏2) with probability 푤 and 휇푘 = 0 with probability (1−푤). Then simple calculation
reveals the following conditional sampling. Update 푍푘푗 from Bernoulli(푅/(푅+ 1)), where
log푅 =
휋(푍푘푗 = 1∣ − 휇푘푗 , ⋅ ⋅ ⋅ )
휋(푍푘푗 = 0∣ − 휇푘푗 , ⋅ ⋅ ⋅ )
= log
푤
1− 푤 +
1
2
log
푣
푣 + 휏2푚푘
+
1
2
휏2(
∑
푖:퐻푖=푘
훽푖푗)
2
푣(푣 +푚푘휏2)
Sampling 휇∗푘. If 푍푘푗 = 0, set 휇푘푗 = 0; else draw 휇푘푗 from N(휇0, 휎
2
0), where
휎20 =
(푚푘
푣
+
1
휏2
)−1
, 휇0 =
휎20
푣
( ∑
푖:퐻푖=푘
훽푖푗
)
Sampling 푝(휷푖∣X푖,yi, 푍∗퐻푖 , 휇∗퐻푖)
Update 훽푖푗 for all 푖’s with 퐻푖 = 푘 from N(휇푏, 휎
2
푏 ), where
휎2푏 =
(
∣∣X푖⋅푗 ∣∣2/휎2 + 1푣
)−1
,
휇푏 = 휎
2
푏
[
1
휎2X
푖푇
⋅푗 흐ˆ푖[−푗] +
휇푘푗
푣
]
.
Updating Hyper-parameters (푣, 휏2, 푤)
Update 푣 by
푣∣Y, ⋅ ⋅ ⋅ ∼ InvGa
(
푚푝/2 + 푡1,
∑
푖,푗
∣∣훽푖푗 − 휇퐻푖푗 ∣∣2/2 + 푡2
)
.
5.4 Posterior Inference
From the posterior draws we are primarily interested in discovering three things: (i) recovering the
market segmentation by learning the clustering structure of the subjects; (ii) identifying important
factors to each market segment by performing variable selection; (iii) predicting future decisions
of the subjects in study given new combination of product features by estimating individual-level
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coeﬃcients. We next illustrate the posterior inference described above in detail.
5.4.1 Clustering Structure
Now we consider posterior inference of the clustering structure from the MCMC draws, which helps
to answer questions such as how many segments exist or whether two subjects belong to the same
segment. Note that each draw in the Markov Chain speciﬁes one clustering structure. So a possible
way to reach a point estimate of the clustering is to use the maximum a posteriori (MAP) estimate,
i.e., selecting the clustering structure that occurs most frequently in the Markov Chain. The issue
with this approach is that the number of possible clustering structures grow exponentially with 푛,
the number of instances. So in a Markov Chain with limited iterations the MAP estimate usually has
very low probability and is only slightly more probable than the next best draw, but the clustering
structures they represent may be quite diﬀerent (Dahl, 2006).
We adopt the least square approach proposed by Dahl (2006). This method is based on the
pairwise posterior probability of two instances being clustered together. For the 푡-th draw from the
Markov Chain after burning period, compute the 푚 by 푚 association matrix 휋푡 with entry 휋푡푖푗 = 1
if 휃푡푖 = 휃
푡
푗 and 휋
푡
푖푗 = 0 otherwise. We can then estimate 휋ˆ by 휋ˆ =
1
푇
∑푇
푡=1 휋
푡. Because 휋ˆ may not
even result in a valid partition, we perform a search for the best draw 푡푏 in the Markov Chain that
minimizes the ℒ2 matrix distance to 휋ˆ: 푡푏 = argmin푡
∑
푖,푗 ∣휋푡푖푗 − 휋ˆ푖푗 ∣2. We will use the partition in
the 푡푏-th draw as the estimate of the clustering structure. To infer the number of clusters 퐾, we
simply use the number of clusters present in the 푡푏-th draw.
5.4.2 Segment-level Variable Selection
Once the cluster structure is already recovered from the “best” draw in the Markov chain, it may
be tempting to use (푍∗1 , ⋅ ⋅ ⋅ , 푍∗퐾) in this “best” draw to decide which variables to keep in a certain
segment, and to use (휇∗1, ⋅ ⋅ ⋅ , 휇∗퐾) as the estimates of segment-level coeﬃcients. This logic is prob-
lematic in that the “best” draw sought by the least square approach aims to best approximate the
pairwise association matrix of subjects, but is not justiﬁed to be optimum for the purpose of variable
selection and estimation of segment-level coeﬃcients.
Therefore we propose the following method to perform segment-level variable selection utilizing
all the draws in the Markov Chain. Given the cluster structure present in the “best” draw, we
can identify all the subjects belonging to segment 푘, which we denote as 퐶푘 = {푖 : 퐻푖 = 푘}. The
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segment-level variable selection vector 푍ˆ∗푘 is estimated by
푍ˆ∗푘 =
1
푚푘푇
∑
푡=1:푇
∑
푖∈퐶푘
푍푡푖 ,
where 푍푡푖 is 푍푖 estimated in the 푡-th draw, 푚푘 is the size of segment 푘 and 푇 is the length of the
Markov Chain after burning period. 푍ˆ∗푘푗 is therefore the posterior mean of the probability that
variable 푗 is included in the model in segment 푘.
5.4.3 Coeﬃcients Estimation
The individual-level coeﬃcients 휷푖 are estimated by the average of the samples of 휷
푡
푖 in the Markov
Chain.
휷ˆ푖 =
1
푇
∑
푡=1:푇
휷푡푖 .
5.5 Simulation Study
5.5.1 Data Generation
In the simulation study we consider a synthetic data set with a total of 푚 = 300 subjects, 푝 = 20
features, 푛 = 15 questions and 퐾 = 3 segments. Each entry of X is generated from 푁(0, 1) and
then each column is standardized to have zero mean and unit variance. The three sets of sparse
segment-level coeﬃcients are given by
휇∗1 = {3, 3, 2, 2,−1.5,−1.5, 1.5, 1.5,012},
휇∗2 = {07,−2,−2, 1.5, 1.5, 1.5, 1.5,07},
휇∗3 = {2.25, 2.25,−2.25,−2.25,016}.
For Model 1 and Model 1x which assume sparse individual level coeﬃcients, 휷푖 is generated by
휷푖푗 ∣푍푖푗 = 1 ∼ 푁(휇푖푗 , 푣); (휷푖푗 ∣푍푖푗 = 0) ∼ 훿0.
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where 푣 = 0.3.
For Model 2 and Model 2x, 휷푖 is generated by
휷푖푗 ∣푍푖푗 = 1 ∼ 푁(휇푖푗 , 푣).
The response is then generated by
퐷푖 = 핀[yi > 0], yi = X휷푖 + 휖, 휖 ∼ 푁(0, 휎2)
where 휎2 = 5.
We compare the proposed Model 1 and 2 with two alternative methods: Oracle and GlmLasso.
Oracle knows the groundtruth of which variables to include for each segment and subject. The
coeﬃcients are estimated by logistic regression model. GlmLasso estimates the individual coeﬃcients
with variable selection using logistic regression and 퐿1 penalty. An 푅 package 푔푙푚푛푒푡 is used for the
implementation. Once the individual coeﬃcients are estimated, we perform model based clustering
(mclust) to obtain the segment-level coeﬃcients, where the build-in criterion for selecting the number
of segments is BIC.
The comparison of all the models is based on an independent test data set, where X푖,휷푖, 퐷푖 are
generated in the same way as before.
5.5.2 Evaluation Criteria
We evaluate all the methods based on three criteria: (i) prediction accuracy on future decisions
of the subjects. The prediction is tested upon a new design matrix X푛푒푤 for each subject. The
prediction accuracy is measured by the mean classiﬁcation rate with the unseen X푛푒푤 for all the
binary responses by the 푚 subjects; (ii) clustering accuracy measured by Rand Index; (iii) the error
of variable selection measured by false positive (FP) and false negative (FN).
Sometimes for the ease of experimental design, a common design matrix can be chosen for all
the subjects. We call the variation of Model 1 by Model 1x, where the extra “x” indicates that all
the subjects share the same X. Similarly the variation of Model 2 is named Model 2x. We will also
compare Model 1x and 2x with Oracle and GlmLasso.
84
in percentage RandIndex FP FN ClassErr
S1 Oracle 95.1 (1.4) 0 (0) 0 (0) 26.7 (0.7)
GlmLasso 67.9 (8.3) 12.1 (6.1) 6.1 (2.7) 35.9 (0.6)
Model 1 98.0 (2.8) 1.3 (1.8) 0.7 (3.8) 16.3 (0.8)
S2 Oracle 91.7 (2.3) 0 (0) 0 (0) 29.7 (1)
GlmLasso 61.6 (5.3) 15.9 (6.1) 8.8 (2) 37.9 (0.8)
Model 2 86.7 (14.2) 3.4 (5.1) 9.4 (8.5) 22.9 (4.9)
S3 Oracle 97.2 (1.4) 0 (0) 0 (0) 25.4 (0.5)
GlmLasso 80.7 (5.5) 18.9 (3.6) 8.8 (1.1) 32.9 (0.6)
Model 1x 95.1 (9.2) 28.2 (10.1) 5.2 (2.9) 27.5 (3.2)
S4 Oracle 90.5 (3.5) 0 (0) 0 (0) 28.6 (0.6)
GlmLasso 79.3 (2.6) 11.2 (3.2) 12.4 (1.7) 37 (0.7)
Model 2x 89.8 (9.7) 19.6 (6.9) 8.3 (5.1) 28.1 (3.1)
Table 5.1: Summary of experimental results. Each method is evaluated by clustering accuracy
(RandIndex), variable selection accuracy (FP, FN) and classiﬁcation error on unseen data (ClassErr).
Results are averaged over 50 runs and standard errors are given as the numbers in parenthesis.
5.5.3 Results
Table 5.1 summarizes the experiment results on the test data sets. Four scenarios S1 through S4 are
simulated to compare each of Model 1, 2, 1x and 2x with the alternative models. In each scenario
the generated data sets are diﬀerent: for S1 and S2, diﬀerent design matrices are used for diﬀerent
subjects. For S1 and S3, the simulated 휷푖 shares the same sparsity pattern with 휇푖 while for S2 and
S4 휷푖 is dense. This explains why the Oracle model performs better in S1 than in S2: 휷푖 is more
noisy in S2.
Some observations from the results:
• Model 1 and 2 outperform GlmLasso and Oracle in terms of most criteria. Recall that Glm-
Lasso and Oracle builds an individual model for each subject while Model 1 and 2 works in
a “collaborative” manner by pooling information of all the subjects from a segment. The
results show that the collaborative inference is promising. It is worth noting that even though
Oracle knows the true sets of variables, it models each subject separately, without attempting
to utilize the shared information in a segment to improve the estimation of individual-level
coeﬃcients. This explains why Model 1 and 2 have better classiﬁcation accuracy on the unseen
data.
• Model 1 and 2 perform signiﬁcantly better than Model 1x and 2x, respectively. This agrees
with our intuition that the introduction of a unique design matrix for each subject helps to
improve the estimation of the model. From the perspective of solving a linear system 푦 = 푋푏,
it is equivalent to augmenting the system with more equations, thus leading to a more accurate
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estimate of the unknown coeﬃcients.
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Chapter 6
Citation Analysis with Mixture
Models
6.1 Introduction
Citation analysis is widely used to extract useful information about scientiﬁc research. On a higher
level it provides a global picture of the development of certain scientiﬁc subjects such as biology,
physics and medical research. On an individual level citation analysis provides various measures
to evaluate the impact of journals, researchers and research institutes, based on which even more
assessment can be derived, such as the ranking of journals and universities, and identiﬁcation of
emerging researchers. The information will be critical to various parties, such as education policy
makers and research funding agencies.
One central task in citation analysis is to characterize the statistical distribution of citations
(Stringer et al., 2010). There are several diﬃculties
1. The citation distributions of almost all the subject areas are highly right-skewed: only a small
proportion of papers receive a large number of citations, and most papers have relatively low
citations. The commonly used measure of the average citation becomes problematic because
it is sensitive to extreme citation values. Several rare yet extremely high citations could
dramatically change the average citation. From the statistics point of view, the mean is not a
robust summary static for highly skewed distribution. The estimation of the mean is subject
to high variance inﬂuenced by outliers.
2. The citation behaviors across various subject areas can be drastically diﬀerent. For example,
medical research papers tend to have many more citations than computer science papers, but
it does not necessarily suggest that overall medial research is more productive than computer
science research. Therefore it is important to ﬁnd a common benchmark with which papers
across disciplines can be directly compared.
3. Even within the same subject area the citation behavior is dynamic. The citation of a paper
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Figure 6.1: The original Fig. 2 from Radicchi et al. (2008).
is always non-decreasing. Moreover, papers published more recently are likely to have less
citations. Therefore it is important to incorporate the time factor into characterizing citation
distributions.
Among many previous studies of the form of citation distributions, Radicchi et al. (2008) made
the “universality” claim that the rescaled citation distribution in any subject area for any year
follows the identical log-normal distribution. This means that the log of the rescaled citations follow
normal distribution. See Fig. 6.1. The rescaled distribution in a subject area for a certain year is
obtained by dividing the number of citations by the average citation within this subject area for the
same year. The above universality claim is based on the analysis of 14 ﬁelds of science among a total
of 221 ﬁelds deﬁned by the Web of Science (WoS) database. However, the universality statement
may not actually be universally true. In a later work Waltman et al. (2011) evaluated the validity
of the universality claim for all ﬁelds of science from the WoS database. Their studies show that
“claiming citation distributions to be universal for all ﬁelds of science is not warranted”. There are
many exceptions to the universality claim, especially the ﬁelds with a relatively low average number
of citations such as the engineering sciences and materials sciences. In addition, Waltman et al.
(2011) also questioned the validity of removing uncited papers as used in Radicchi et al. (2008).
After all, zero citation is the most frequent outcome (Stringer et al., 2010), i.e., the mode of the
citation distribution. So there does not seem to be a good reason to remove them.
In fact, even for the 14 ﬁelds studied by Radicchi et al. (2008), we observe some issues of
model ﬁtness. The original Fig. 2 of Radicchi et al. (2008), which is copied here as Fig. 6.1,
plots the empirical distributions based on citation data from the 14 ﬁelds on a log scale, as well
as the probability density function (pdf) of the ﬁtted theoretical normal distribution. However, a
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Figure 6.2: Veriﬁcation of the log-normal ﬁtness.
normal density function is ﬁrst of all symmetric, yet the empirical distributions are not even close
to symmetric. Even though they seem to align with part of the normal density function, at best we
can only claim the data follow a truncated normal distribution (Robert, 1995; Cox et al., 2003), but
not a true normal distribution.
To verify that the log of citations follow normal distribution in the ﬁrst place, more sophisticated
statistical diagnosis and tests are needed, in addition to simple eyeballing of the shape of the dis-
tribution. Examples of such statistical procedures include quantile-quantile (Q-Q) plot (Wilk and
Gnanadesikan, 1968) and Chi-square test of model ﬁtness (Pearson, 1900).
Here we use papers in the ﬁeld Electrical and Electronic Engineering in the year 2000 as an
example to verify the log-normal distribution. Fig. 6.2(a) plots the histogram of the log citations
as well as the density function (light blue curve) calculated from kernel density estimation. Here
uncited papers have been excluded in order to be consistent with Radicchi et al. (2008). We can
easily see that the left-tail of the histogram is signiﬁcantly heavier than a normal. We also see that
there is a local mode of the light blue curve around 0. Fig. 6.2(b) plots log citations against the
theoretical normal distribution. If the log citations followed a normal distribution, then we should
expect the green dots well aligned with the red straight line. However, there is an excess of green
dots below the red line at around 0. This conﬁrms that there are many more lower cited papers
than what suggested by the theoretical log-normal distribution, so the log-normal distribution ﬁts
the data poorly.
6.2 Methodology
Mixture distributions (Day, 1969b) are commonly used in statistics to model data which are not
easily described by common parametric distributions, such as with multiple modalities or heavy tails.
We have observed that even though the overall distribution of the log citation looks like normal,
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Figure 6.3: Example of a Gamma-Normal mixture distribution.
there is signiﬁcant excess of data at the lower end of the distribution, which cannot possible be
explained by the normal distribution. Motivated by capturing the overall normality as well as well
as the excess at the bottom, we propose a Gamma-Normal mixture model with the following density
function:
푓(푥∣푝1, 훼, 훽, 휇, 휎2) = 푝1Ga(푥∣훼, 훽) + 푝2N(푥∣휇, 휎2).
Here Ga(푥∣훼, 훽) and N(푥∣휇, 휎2) indicate the Gamma distribution and normal distribution, respec-
tively. The whole mixture model has 5 independent parameters: 푝1, 훼, 훽, 휇, and 휎
2. Note that the
log-normal distribution only has 2 parameters. Therefore our model has more degrees of freedom,
thus the descriptive ability of data.
Fig. 6.3 gives an example of the Gamma-Normal distribution, where the proportions of each
component are chosen to be 0.3 and 0.7. It can be seen that the combined distribution of the two
components resemble the actual citation distribution shown in Fig. 6.2(a). To estimate the model
parameters 푝2, 훼, 훽, 휇, 휎
2 we have proposed an Expectation-Maximization (EM) algorithm (?).
The intuition of formulating our model as a mixture of Gamma and normal distributions is as
following.
1. The gamma distribution is centered around 0 and has a fast decaying shape. Therefore the
Gamma component of the mixture represents the lower cited papers which have yet aroused
signiﬁcant subsequent research interests.
2. The normal component captures the distribution of the majority of the papers. Therefore it
represents the active research which has inspired substantial further work.
The proportions of the two types of papers are given by the mixing components 푝1 and 푝2.
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Figure 6.4: The proposed mixture model ﬁts the data much better.
Input: Log citation counts: 푥1, ⋅ ⋅ ⋅ , 푥푛.
Initialize: Repeat:
Expectation:
for 푖 = 1 : 푛
푤푖 =
푝2N(푥푖∣휇,휎
2)
푝1Ga(푥푖∣훼,훽)+푝2N(푥푖∣휇,휎2)
.
end for
푝2 =
∑푛
푖=1 푤푖/푛.
b. Maximization
푚푔 =
∑푛
푖=1 푥푖(1− 푤푖)/
∑푛
푖=1(1− 푤푖),
푣푎푟푔 =
∑푛
푖=1(푥푖 −푚푔)2(1 − 푤1)/
∑푛
푖=1(1− 푤푖),
훼 = 푣푎푟푔/푚푔,
훽 = 푚2푔/푣푎푟푔,
휇 =
∑푛
푖=1 푥푖푤푖/
∑푛
푖=1 푤푖,
휎2 =
∑푛
푖=1(푥푖 − 휇)2푤푖/
∑푛
푖=1 푤푖.
Algorithm 7: EM algorithm for the mixture model.
To validate the goodness of ﬁtting of the mixture model to citation data, we use the Q-Q plot
and Chi-square test. We use the citation data from Electrical and Electronic Engineering in the
year 2000 again as an example. Fig. 6.4(a) shows the ﬁtted mixture density function, which aligns
well with the histogram. Fig. 6.4(b) shows the Q-Q plot against the theoretical distribution and we
see that the data points are centered around the line, which indicates the model’s good ﬁtness to
the data. Table 1 provides the ﬁtted model parameters for 14 ﬁelds of WoS in 2000.
The proposed mixture model brings several beneﬁts. First it provides a formal statistical char-
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Table 6.1: Fitted model for 14 ﬁelds of WoS in 2000.
푀푒푎푛 푀푒푑푖푎푛 푃푟표푝표푟푡푖표푛2 푀푒푎푛(푁표푟푚푎푙)
Acoustics 0.84 0.85 0.88 0.94
Optics 0.8 0.78 0.78 0.98
Phys, Applied 0.86 0.85 0.73 1.02
Imaging Sci & Photo Tech 0.85 0.85 0.72 1.1
Phys, Fluids & Plasmas 1.05 1.08 0.89 1.12
Phys, Atomic, Mol & Chem 1.08 1.11 0.93 1.14
Phys, Multidisc 0.81 0.78 0.59 1.14
Phys, Condensed Matter 0.84 0.85 0.73 1.02
Phys, Nuc 0.76 0.78 0.75 0.95
Phys, Particles Fields 0.88 0.85 0.72 1.09
Phys, Math 0.89 0.9 0.8 1.02
Biochem & Molecular Bio 1.31 1.34 0.94 1.37
Engineering, Electrical & Electronic 0.64 0.6 0.59 0.92
Chemistry, Applied 0.96 1.04 0.86 1.1
Ecology 1.21 1.26 0.9 1.3
Engineering, Mechanical 0.65 0.6 0.67 0.9
acterization of the citation distributions. Unlike Radicchi et al. (2008), we do not claim that the
citation data from any ﬁeld in any year are generated from the same distribution. But we can use a
uniﬁed Gamma-Normal mixture model to ﬁt the data. It is the model that is universal, but not the
model parameters. In fact model parameters have to be estimated for each subject area to achieve
good ﬁt of the data. Second, the mixture model has a nice analytical form, which facilitates common
statistical procedures such as hypothesis testing. For example, one can ask: is one journal, which
is essentially a collection of papers, statistically signiﬁcantly better than the other? The proposed
model serves as building blocks, based on which we can derive more sophisticated metrics to eval-
uate journals, researchers or research institutes. In the following section we illustrate these new
evaluation metrics.
6.3 New Indicators to Research Evaluation
In terms of citation analysis, a journal, a researcher, and a research institute can all be viewed
as a collection of papers published in diﬀerent subject ﬁelds in diﬀerent years. Therefore, in our
mixture model framework, the methodology of comparing journals is essentially no diﬀerent than
comparing researchers or research institutes. Broadly speaking there are two major types of questions
of interests in comparative research evaluation.
1. Temporal: investigating the temporal dynamics of the research performance. Typical questions
are: how is the development of computer science in the past 30 years in terms of paper quantity
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and quality? Has university A been performing signiﬁcantly better than 10 years ago? Who
are the emerging scientists in nano-technology? What is the fastest growing scientiﬁc areas in
the past two decades?
2. Spatial: comparing research performed across diﬀerent subject ﬁelds, geographic areas or
academic units. Typical questions are: is university A stronger than B in applied physics
research? Is Germany performing better research in neural science than France? Or does
IEEE Transaction on Information Theory have more impact than Physical Review Letters?
The answers to those questions are extremely important to various parties. With this information
research funding agencies such as National Science Foundation or National Institute of Health can
optimize the allocation of millions of dollars to research institutes on diﬀerent projects. Universities
can make more informed decisions regarding strategic research planning that can best play to their
strength.
The mixture model we have proposed can serve as a baseline, from which we can derive meaningful
metrics that address the above questions. In the following we illustrate the new metrics in detail.
6.3.1 Evaluation of Research Dynamics
In Fig. 6.5 and Fig. 6.6 we plot the model parameters versus time for two subject ﬁelds: Electrical
and Electrical Engineering (EEE), and Statistics and Probability (Stat). From the ﬁgures we can
see the dynamics of the two areas. For both areas, we see from the top left ﬁgure that the number
of annual publications has quadrupled from 1980 to 2010, indicating more and more resources are
put on those two areas.
For EEE (Fig. 6.5), the mean citation (bottom left ﬁgure) has been increasing from 1980 to 2003,
and dropping afterwards. The increase trend is driven by the booming of information technology
in the past few decades, and the drop is mostly due to the fact that citations need time to pick up.
The proportion of “active” research component (top right ﬁgure) has a similar shape with the mean
citation: increase until 2003 and drop afterwards. However, if we look at the mean of the “active”
research component characterized by normal distribution, we see that it stays ﬂat till about 2003
and then drops signiﬁcantly. Note that an earlier paper has the time advantage of receiving more
citations. So even though the mean in 2003 is roughly the same as the mean in 1980, it indicates
the impact of the “active” papers is actually higher in 2003 than those in 1980, because the 2003
papers had much less time to obtain the same level of citations as those in 1980. Overall, the
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Figure 6.5: The citation behaviors and model parameters evolve with time.
number of annual publications (top left ﬁgure) shows the quantity of EEE has be increasing, while
the proportion of “active” research, mean and the mean of the “active” research component together
show that the quality has also been improved.
For Stat (Fig. 6.6), the story is a bit diﬀerent. As a very mature subject area started at the
beginning of the 20푡ℎ century, its development is not surprisingly slower than EEE, at least for the
past few decades. Even though the number of papers has been increasing, we see from the bottom
left ﬁgure than the mean has been decreasing. Note that this doesn’t necessarily been that the
quality of the papers has been deteriorating, because as we mentioned before, the citations need
time to pick up and older papers thus have advantages. In fact, when we look at the proportion
of the “active” research components in the top right ﬁgure, it stays almost ﬂat across years. This
indicates that the proportion of “good” papers has been roughly constant. In summary, because
Stat’s development has been very stable, time is the dominant factor for the citation dynamics, i.e.,
older papers tend to have more citations.
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Figure 6.6: The citation behaviors and model parameters evolve with time.
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6.3.2 Comparison of University Departments
Here we consider indicators for the impact of single paper, journals, researchers and research insti-
tutes. From the citation analysis point of view, journals, researchers and research institutes can all
be treated as collections of papers. Therefore the tasks are essentially equivalent. Here we focus on
evaluating university departments. The following is our methodology.
Let’s say a university department in a certain year published 푛 papers in a particular WoS
subject area. Using the aforementioned mixture model, we can ﬁt the citation data for all the
papers published in this WoS area in this year. Suppose the parameters are: 푝2, 훼, 훽, 휇, 휎
2. Then
for each of the 푛 papers from this department, we can calculate the following:
1. Individual activeness 푞1, ⋅ ⋅ ⋅ , 푞푛: probabilities of each paper falling into the “active” research
component.
2. Overall activeness 푞 =
∑푛
푖=1 푞푖/푛 : 푞 shows the percentage of papers of a department belonging
to “active” research.
3. Individual z-score 푧푖 = 푞푖 ∗ (푥푖 − 휇)/휎: normalized impact of each paper.
4. Overall impact 푂퐼 =
∑푛
푖=1 푧푖: cumulative impact of all the papers, reﬂecting overall contri-
bution.
5. Average impact 퐴퐼 = 푂퐼/푛: average impact of all the papers, reﬂecting research prestige.
Fig. 6.7 and Fig. 6.8 show the ranking of universities in a 2-dimensional space. The horizontal
axis shows the average impact 퐴퐼, which reﬂects research prestige. The vertical axis shows the
overall impact 푂퐼 which reﬂects the cumulative contribution from a department. Note that 푂퐼 has
a size eﬀect, meaning the more papers then the higher 푂퐼, while 퐴퐼 reﬂects the average quality.
This methodology can be easily extended to the ranking of journals, such as Journal Citation
Report, or ranking of researchers. Note that in our framework we don’t use a “one number summary”
to characterize a department. We have 3 numbers: overall activeness 푞, overall impact 푂퐼 and
average impact 퐴퐼. This adds more dimensions to the traditional evaluation criteria.
For future work, the mixture model is a useful framework based on we can extract a lot of
interesting information. For example, we can develop new methods to identify emerging scientiﬁc
areas or researchers; compare research levels of diﬀerent countries or regions; predict the research
growth for an academic unit, etc.
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Figure 6.7: Ranking of departments in Electrical Engineering based on citation data in the year 2000.
Horizontal axis: average impact 퐴퐼 which reﬂects research prestige. Vertical axis: overall impact
푂퐼 which reﬂects the cumulative contribution from a department. Note that the 5 universities in
the top right corner stand out as the Big 5 ranked by USNEWS.
Figure 6.8: Ranking of departments in Neural Science based on citation data in the year 2000.
Horizontal axis: average impact 퐴퐼 which reﬂects research prestige. Vertical axis: overall impact
푂퐼 which reﬂects the cumulative contribution from a department.
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Appendix A
Derivation of Variational Inference
in Chapter 3
In this appendix we provide the derivation of variational distributions for TVClust in Chapter 3.
We ﬁrst consider 푞∗(풗), which can be easily calculated as follows.
피풁 ln 푝(풁∣풗) + ln 푝(풗) =
푁∑
푛=1
퐾−1∑
푘=1
⎛
⎝ln 푣푘피[퐼{푧푛=푘}] + ln(1− 푣푘)
퐾∑
푗=푘+1
푁∑
푛=1
피[퐼{푧푛=푗}]
⎞
⎠+ ln 푝(풗).
Here 피[푧푛푘] was obtained in Section 5.1, which is 피[퐼{푧푛=푘}] = 푟푛푘. Therefore for 푣푘,
ln 푞∗(푣푘) =
푁∑
푛=1
푟푛푘 ln 푣푘 +
⎛
⎝훼− 1 + 퐾∑
푗=푘+1
푁∑
푛=1
푟푛푗
⎞
⎠ ln(1− 푣푘) + 푐표푛푠푡.
This clearly is a Beta distribution. Therefore the parameters in 푞∗(푣푘∣훾푘1, 훾푘2) are updated as:
훾푘1 = 1 +
푁∑
푛=1
푟푛푘,
훾푘2 = 훼+
퐾∑
푗=푘+1
푁∑
푛=1
푟푛푗 .
for 1 ≤ 푘 ≤ 퐾 − 1.
Next we consider the derivation of 푞∗(흁,Λ−1). By the result of 피[푧푛푘] in Section 5.1,
ln 푞∗(흁,Λ−1) = 피풁,흅[ln 푝(푿,풁,흅,흁,Λ
−1)]
= 피풁 [ln 푝(푿∣풁,흁,Λ−1)] + ln 푝(흁,Λ−1) + const
=
푁∑
푛=1
퐾∑
푘=1
피[푧푛푘] ln푁(푥푛∣휇푘, 휆−1푘 ) + ln 푝(흁,Λ−1).
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So (휇푘, 휆푘) for the 푘-th component can be calculated as:
ln 푞∗(휇푘, 휆푘) =
푁∑
푛=1
푟푛푘 ln푁(푥푛∣휇푘, 휆−1푘 ) + ln푁(휇푘∣푚0, (훽0휆푘)−1) + ln풲(휆푘∣푊0, 휈0).
Now we can use the standard result from the the Normal-Wishart conjugate family. Calculating
푞∗(휇푘, 휆푘) is equivalent with ﬁnding the posterior distribution for (휇푘, 휆푘), but here the observations
(푥1, ⋅ ⋅ ⋅ , 푥푁 ) are weighted by (푟1푘, ⋅ ⋅ ⋅ , 푟푁푘).
For the ease of notation let’s ﬁrst deﬁne the weighted sample mean and weighted sample variance
as:
푥¯푘 =
1
푁푘
푁∑
푛=1
푟푛푘푥푛,
푆푘 =
1
푁푘
푁∑
푛=1
푟푛푘(푥푛 − 푥¯푘)(푥푛 − 푥¯푘)푇 ,
푁푘 =
푁∑
푛=1
푟푛푘.
Now using the results from the Normal-Wishart conjugate family we ﬁnd that
푞∗(휇푘, 휆푘) = 푁(휇푘∣푚푘, (훽푘휆푘)−1)풲(휆푘∣푊푘, 휈푘),
where the parameters are
훽푘 = 훽0 +푁푘
푚푘 =
1
훽푘
(훽0푚0 +푁푘푥¯푘)
푊−1푘 =푊
−1
0 +푁푘푆푘 +
훽0푁푘
훽0 +푁푘
(푥¯푘 −푚0)(푥¯푘 −푚0)푇
휈푘 = 푣0 +푁푘.
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Appendix B
Convergence of Variational
Inference in Chapter 3
Here we derive the lower bound ℒ to monitor the convergence of TVClust in Chapter 3.
피[ln 푝(푬∣풁)] =
∑
(푖,푗)∈풞
피[퐸푖푗퐻푖푗 ln 푝푔 + (1 − 퐸푖푗)퐻푖푗 ln(1− 푝푔)
+ 퐸푖푗(1 −퐻푖푗) ln(1− 푞푔) + (1− 퐸푖푗)(1 −퐻푖푗) ln 푞푔]
=
∑
(푖,푗)∈풞
∑
1≤푘≤퐾
퐸푖푗푟푖푘푟푗푘피[ln 푝푔] + (1− 퐸푖푗)푟푖푘푟푗푘피[ln(1− 푝푔)]+
퐸푖푗(1− 푟푖푘푟푗푘)피[ln(1− 푞푔)] + (1− 퐸푖푗)(1− 푟푖푘푟푗푘)피[ln 푞푔].
The expectations of 피[ln 푝푔], 피[ln 푞푔], etc. were given in Section 5.1.
피[ln 푝(푝푔)] = (훼
0
푝푔 − 1)피[ln 푝푔] + (훽0푝푔 − 1)피[ln(1 − 푝푔)],
피[ln 푝(푞푔)] = (훼
0
푞푔 − 1)피[ln 푞푔] + (훽0푞푔 − 1)피[ln(1 − 푞푔)],
피[ln 푞(푝푔)] = (훼푝푔 − 1)피[ln 푝푔] + (훽푝푔 − 1)피[ln(1− 푝푔)]− ln(퐵(훼푝푔 , 훽푝푔 )),
피[ln 푞(푞푔)] = (훼푞푔 − 1)피[ln 푞푔] + (훽푞푔 − 1)피[ln(1− 푞푔)]− ln(퐵(훼푞푔 , 훽푞푔 )),
where 퐵() is the beta function.
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Appendix C
Derivation of Gibbs Sampler in
Chapter 3
In this section we derive the Gibbs Sampling for Model 1 in Chapter 3.
C.1 Sampling 푝(휃푖∣휃[−푖],X, 푦1:푚)
For the posterior sampling of 휃푖 in the Dirichlet Process Mixture Model, we adopt the Algorithm
8 in Neal (2000). This algorithm handles models with non-conjugate priors by adding auxiliary
variables to the sampling. First note that a sample 휃푖 from 푝(휃푖∣휃[−푖],X, 푦1:푚) may take value of
either an existing 휃∗푘, or an unseen value 휙
∗
푠 generated from the base measure 퐺0. After removing
휃푖 from its original cluster, suppose there are 퐾 clusters present, represented by 휃
∗
1 , ⋅ ⋅ ⋅ , 휃∗퐾 . We
further generate 푆 auxiliary clusters 휙∗1, ⋅ ⋅ ⋅ , 휙∗푆 from the base measure 퐺0. 휃푖 can be assigned to
any of the 퐾 + 푆 clusters, with probabilities proportional to (푝1, ⋅ ⋅ ⋅ , 푝퐾 , 푞1, ⋅ ⋅ ⋅ , 푞푆) calculated by
푝푘 = 푝(퐻푖 = 푘∣휃[−푖],X,yi) ∝ 푛푘푝(yi∣X, 휃∗푘) for 푘 = 1 : 퐾,
푞푠 = 푝(퐻푖 = 퐾 + 푠∣휃[−푖],X,yi) ∝ (훼/푆)푝(yi∣X, 휙∗푠) for 푠 = 1 : 푆.
Due to the normal-normal conjugacy, the likelihood 푝(yi∣X, 휃∗푘) can be easily evaluated by integrating
out 휷푖:
푝(yi∣X, 휃∗푘) =
∫
풩 (yi∣X휷푖, 휎2I푝)풩 (휷푖∣휇∗푘, 푣I푝)푑휷푖,
= 풩 (yi∣X휇∗푘, 휎2I푝 + 푣XX푡).
The evaluation of 푝(yi∣X, 휙∗푠) can be easily performed in a similar way. Next we assign 퐻푖 by a
random number drawn from 1 : 퐾 +푆 with probabilities proportional to (푝1, ⋅ ⋅ ⋅ , 푝퐾 , 푞1, ⋅ ⋅ ⋅ , 푞푆). If
1 ≤ 퐻푖 ≤ 퐾, 휃푖 = 휃∗퐻푖 ; else if 퐾 < 퐻푖 ≤ 퐾 + 푆, 휃푖 = 휙∗퐻푖 . All the irrelevant auxiliary parameters in
휙∗1, ⋅ ⋅ ⋅ , 휙∗푆 are then discarded.
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This algorithm produces an ergodic Markov chain. Note that although a group of observations
are often associated with the same 휃∗푘, a change to 휃
∗
푘 happens only when this cluster was created,
which results in very slow convergence to the posterior distribution. One approach to making the
sampling more eﬃcient is to add a resampling step of all 휃∗푘 as soon as every 휃푖 is already assigned
to a cluster. The resampling of 휃∗푘 involves drawing from the posterior distribution based on the
prior 퐺0 and all the data points allocated to cluster 푘. We proceed with this resampling step in the
following.
C.2 Sampling 푝(푍∗푘∣X푖,휷퐻푖=푘) and 푝(휇∗푘∣X푖, 푍푘,휷퐻푖=푘)
Sampling 푍∗푘 . Once every 휃푖 is already assigned to a cluster, we then update the segment-level
coeﬃcients Θ∗. Speciﬁcally for cluster 푘, we ﬁrst update the segment structure sparsity 푍∗푘 , which
selects covariates relevant to all the subjects in this segment. When the useful covariates are selected,
we then estimate the corresponding coeﬃcients 휇∗푘.
Note that the variables (푍∗푘푗 , 휇
∗
푘푗 ,휷[퐻푖=푘]푗) are coupled in the sense that if one of them is zero,
all of them have to be zero. So we have to update them jointly by ﬁrst updating 푍∗푘푗 marginally,
then updating 휇∗푘푗 given 푍
∗
푘푗 , and ﬁnally updating 휷[퐻푖=푘]푗 given both 휇
∗
푘푗 and 푍
∗
푘푗 .
To sample 푍∗푘푗 we calculate the odds of 푍
∗
푘푗 taking 1 versus 0. Denote the odds by 푅. Let
흐ˆ푖[−푗] = yi −X푖⋅[−푗]휷푖[−푗] denote the partial residuals from the 푖-th model without the 푗-th feature,
where 휷푖[−푗] is 휷푖 without the 푗-th element and X
푖
⋅[−푗] is X
푖 without the 푗-th column.
푅 =
ℙ(푍∗푘푗 = 1∣Y,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
ℙ(푍∗푘푗 = 0∣Y,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
=
휋(푍∗푘푗 = 1)ℙ(Y∣푍∗푘푗 = 1,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
휋(푍∗푘푗 = 0)ℙ(Y∣푍∗푘푗 = 0,−휇∗푘푗 ,−휷[퐻푖=푘]푗 , ⋅ ⋅ ⋅ )
=
푤
1− 푤
∫ ∫ ∏
푖:퐻푖=푘
N(yi∣X푖⋅[−푗]휷푖[−푗] +X푖⋅푗휷푖푗 , 휎2I푛)푑휷푖푗푑휇∗푘푗∏
푖:퐻푖=푘
N(yi∣X푖⋅[−푗]휷푖[−푗], 휎2I푛)
. (C.1)
Note that the suﬃcient statistic 푆푖푗 =
X
푖푇
⋅푗 흐ˆ푖[−푗]
∥X푖⋅푗∥
2 for 휷푖푗 is given by
푆푖푗 ∣휷푖푗 ∼ N
(
휷푖푗 ,
휎2
∥X푖⋅푗∥2
)
. (C.2)
The integrated likelihood of 푆푖푗 for 퐻푖 = 푘 can be calculated by integrating out 휷푖푗 , with a prior
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휷푖푗 ∼ N(휇∗푘푗 , 푣)
푆푖푗 ∣휇∗푘푗 ∼ N
(
휇∗푘푗 ,
휎2
∥X푖⋅푗∥2
+ 푣
)
. (C.3)
Deﬁne 휎푖21 =
휎2
∥X푖⋅푗∥
2 + 푣, 휎
푖2
0 =
휎2
∥X푖⋅푗∥
2 . Simple calculation reveals that the integrated likelihood
ratio of 푍푘푗 = 1 versus 푍푘푗 = 0 in (C.1) can now be written as
푅 =
푤
1− 푤
∫ ∏
푖:퐻푖=푘
N
(
푆푖푗 ∣휇∗푘푗 , 휎푖21
)
N
(
휇∗푘푗 ∣0, 휏2
)
푑휇∗푘푗
∏
푖:퐻푖=푘
N
(
푆푖푗 ∣0, 휎푖21
) .
With moderate calculation we can ﬁnd the analytical form of 푅, using results from the conjugate
family. Then 푍푘푗 is updated by sampling from a Bernoulli distribution Benoulli(
푅
푅+1 ), where
log푅 = log
푤
1− 푤 +
1
2
∑
푖:퐻푖=푘
(
log 휎푖20 − log 휎푖21
)− 1
2
log
( ∑
푖:퐻푖=푘
휏2
휎푖21
+ 1
)
−
∑
푖:퐻푖=푘
푆2푖푗
2휎푖21
+
1
2
( ∑
푖:퐻푖=푘
푆푖푗
휎푖21
)2
/
( ∑
푖:퐻푖=푘
1
휎푖21
+
1
휏2
)
+
∑
푖:퐻푖=푘
푆2푖푗
2휎푖20
.
Sampling 휇∗푘. If 푍
∗
푘푗 = 0, set 휇
∗
푘푗 = 0. If 푍
∗
푘푗 = 1, a suﬃciency reduction of the data regarding
휇∗푘푗 can be obtained from {푆푖푗 : 퐻푖 = 푘} in (C.3). So the posterior distribution of 휇∗푘푗 can be easily
derived due to the normal-normal conjugate family: 휇∗푘푗 ∼ N(휇0, 휎20), where
휎20 =
1∑
푖:퐻푖=푘
1/휎푖21 + 1/휏
2
,
휇0 = 휎
2
0
∑
푖:퐻푖=푘
푆푖푗
휎푖21
.
C.3 Sampling 푝(휷푖∣X푖,yi, 푍∗퐻푖, 휇∗퐻푖)
Suppose 퐻푖 = 푘. If 푍
∗
푘푗 = 0, set 훽푖푗 = 0; else draw 훽푖푗 from N(휇푏, 휎
2
푏 ), where
휎2푏 =
(
∣∣X푖⋅푗 ∣∣2/휎2 + 1푣
)−1
,
휇푏 = 휎
2
푏
(
1
휎2X
푖푇
⋅푗 흐ˆ푖[−푗] +
휇∗푘푗
푣
)
.
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When 푍푘푗 = 1, a suﬃciency reduction of the data regarding 훽푖푗 is deﬁned in (C.2), and 훽푖푗 ∼
N(휇푘푗 , 푣). So the conditional distribution of 훽푖푗 can be easily derived due to the normal-normal
conjugate family.
C.4 Sampling 푝(yi∣X푖,D푖,휷푖) for 푖 = 1 : 푚
For 푖 = 1 : 푚 and 푗 = 1 : 푛, set
푦푖푗 = Φ
−1(푈) +X푖푗⋅휷푖,
where Φ(⋅) is the c.d.f. of standard normal distribution and
푈 ∼ Unif[0, 1− Φ(X푖푗⋅휷푖)], if 퐷푖푗 = 0;
푈 ∼ Unif[1− Φ(X푖푗⋅휷푖), 1], if 퐷푖푗 = 1.
Calculate the working coeﬃcient
푐 =
[ 푚∑
푖=1
∣∣yi −X푖휷푖∣∣2/휒2푚푛
]1/2
where 휒2푚푛 denotes a random sample from chi-square distribution with 푚푛 degrees of freedom.
Then, rescale Y by Y = Y/푐.
C.5 Updating Hyper-parameters (푣, 휏 2, 푤)
Due to conjugacy, the conditional distributions for these hyper-parameters can be easily obtained.
푣∣Y, ⋅ ⋅ ⋅ ∼ InvGa
(∑
푘
(
푚푘
∑푝
푗=1 푍푘푗
)
2
+ 푡1,
∑
푖,푗
∣∣훽푖푗 − 휇퐻푖푗 ∣∣2/2 + 푡2
)
휏2∣Y, ⋅ ⋅ ⋅ ∼ InvGa
(∑
푘,푗
푍푘푗/2 + 푠1,
∑
푘,푗
휇2푘푗퐼[푍푘푗 = 1]/2 + 푠2
)
푤∣Y, ⋅ ⋅ ⋅ ∼ Beta(
∑
푘,푗
푍푘푗 + 푎0,
∑
푘,푗
(1− 푍푘푗) + 푏0)
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Appendix D
Derivation of Gibbs Sampler in
Chapter 5
In Model 2 of Chapter 5 we assume 휷푖 is dense in that it has a prior distribution 푁(휇푖, 푣I푝). There
are two major changes compared to the sampling of Model 1, which occur in Step 2, Step 3 and
Step 5. We next examine the changes in the following.
D.1 Sampling 푝(푍∗푘 ∣X퐻푖=푘,휷퐻푖=푘) and 푝(휇∗푘∣X퐻푖=푘, 푍푘,휷퐻푖=푘)
Sampling 푍∗푘. For 푘 = 1 : 퐾 and 푗 = 1 : 푝, sequentially update (푍푘푗 , 휇푘푗 ∣Y, ⋅ ⋅ ⋅ ) jointly. Because
the individual coeﬃcient vector 휷푖 no long shares the same sparsity pattern with the segment
coeﬃcient 흁푘, we only need to draw (푍푘푗 , 휇푘푗) jointly via updating 푍푘푗 marginally ﬁrst, and then
updating 휇푘푗 given 푍푘푗 . Note that the sampling of (푍푘푗 , 휇푘푗) doesn’t depend on the dataY, since the
individual coeﬃcient vectors 휷푖’s are now given. The hierarchical models relevant to the sampling
of (푍푘푗 , 휇푘푗) can be summarized as
1
푚푘
∑
푖:퐻푖=푘
훽푖푗 ∼ N
(
휇푘,
푣
푚푘
)
,
and 휇푘 ∼ N(0, 휏2) with probability 푤 and 휇푘 = 0 with probability (1−푤). Then simple calculation
reveals the following conditional sampling. Update 푍푘푗 from Bernoulli(푅/(푅+ 1)), where
log푅 =
휋(푍푘푗 = 1∣ − 휇푘푗 , ⋅ ⋅ ⋅ )
휋(푍푘푗 = 0∣ − 휇푘푗 , ⋅ ⋅ ⋅ )
= log
푤
1− 푤 +
1
2
log
푣
푣 + 휏2푚푘
+
1
2
휏2(
∑
푖:퐻푖=푘
훽푖푗)
2
푣(푣 +푚푘휏2)
Sampling 휇∗푘. If 푍푘푗 = 0, set 휇푘푗 = 0; else draw 휇푘푗 from N(휇0, 휎
2
0), where
휎20 =
(푚푘
푣
+
1
휏2
)−1
, 휇0 =
휎20
푣
( ∑
푖:퐻푖=푘
훽푖푗
)
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D.2 Sampling 푝(휷푖∣X푖,yi, 푍∗퐻푖, 휇∗퐻푖)
Update 훽푖푗 for all 푖’s with 퐻푖 = 푘 from N(휇푏, 휎
2
푏 ), where
휎2푏 =
(
∣∣X푖⋅푗 ∣∣2/휎2 + 1푣
)−1
,
휇푏 = 휎
2
푏
[
1
휎2X
푖푇
⋅푗 흐ˆ푖[−푗] +
휇푘푗
푣
]
.
D.3 Updating Hyper-parameters (푣, 휏 2, 푤)
Update 푣 by
푣∣Y, ⋅ ⋅ ⋅ ∼ InvGa
(
푚푝/2 + 푡1,
∑
푖,푗
∣∣훽푖푗 − 휇퐻푖푗 ∣∣2/2 + 푡2
)
.
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