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I. INTRODUCTION 
In the theory of automatic ontrol, a great effort has been spent in the 
investigation of time-optimal control recently. Reference 1 contains a fairly 
complete bibliography. The time-optimal control problem is considered here 
for systems represented by linear, time-invariant differential equations invol- 
ving a single forcing function which is bounded. In this case it is known that 
the forcing function should take on only its extreme values during the res- 
ponse time. Thus, a criterion is desired for determining which of the two 
extreme values the forcing function takes at any time during the response 
time. Since the system is assumed to be time-invariant, the forcing function 
depends only on the values of the controlled or state variables. In this paper a 
method is presented for determining the optimal switching surface in a state 
space. 
In Section I I  a precise statement of the problem is given in a standard form 
and a transformation is given which can be used to transform asingle variable 
control problem into this standard form. To give a better understanding of
this statement an example will be considered at this point. I f  one is given a 
certain system it is often possible to set up several distinct ime-optimal con- 
trol problems. Consider a system described by the differential equations 
xl  = x2 + ~u 
x~ = - x~ + (1 - 7 )  u 
where r>0, - r~- l ,  and [u l _< l ,  xl(0 )=x  °,x2(0 )=x~,u(0)=u °. Then 
one formulation of the time-optimal control problem is: 
(A) to choose u(t), 0 < t < 711, such that for the corresponding solution, 
xx(T1) = x2(T1) = 0 where T 1 is a minimum. 
* This work was supported in part by the NASA under contract NASr-27. 
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Another formulation which might be of interest is: 
(B) to choose u(t), 0 ~ t, such that for the corresponding 
xl(t ) = 0 for all t > T 2 where 712 is a min imum. 
In this case the differential equation of interest is 
solution, 
x;' + x~ = .u'  + u 
and the transfer function for xl/u is (-rs q- 1)/s(s + 1) which has a zero and is 
described by some authors as having numerator dynamics. 
These two formulations give distinct problems and the characteristic 
responses differ greatly. In the first case if u(t) is chosen to be zero for 
t > T1, Xl(t ) and x2(t ) will be zero for all t ~ T 1. In the second case u(t) will 
be of the form C exp [(T z - -  t)/r] for t > T a with [ C[ < 1 and x2(t ) will 
not be zero for t > T~ but will decay exponential ly from x2(T2). Furthermore, 
for the same set of initial condit ion Tz is less than or equal to T v For example, 
o = 0, u ° = 0, T1 is 3.31 and T2 is 2.46. The  response with r = 1, x o = 2, x~ 
curves for this case are shown in Fig. 1. 
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It is shown in Section I I  that (A) and (B) above can both be formulated 
so they fall into the standard form of choosing u(t), 0 < t < T such that the 
point with coordinates xl(T ) and x2(T ) lies in a set G of the xl-x ~ plane where 
T is a minimum. For (A), G is the point (0, 0) whereas for (B), G is the seg- 
ment of the x2-axis where [ x~ ] < r. 
Section I I I  presents the theoretical development of the method used to. 
find the optimal switching surface. This development is based on L. S. Pon- 
tryagin's Maximum Principle in the theory of optimal control. 
In Section IV the method is applied to several second-order examples.. 
Conclusions are presented in Section V. 
II. PROBLEM STATEMENT 
Consider the system represented by the vector differential equation 
x'(t) = Ax(t) + bu(t) 0)' 
where x(t) is an n-dimensional vector, A is a constant n × n matrix, b is a 
constant n-dimensional vector, and u(t) is a scalar which is bounded by one 
in absolute value. Let G be a given closed bounded convex set in the 
Euclidean n-space. The time-optimal control problem can be stated simply 
as follows: Given the initial conditions x(0) = x °, how should u(t) be chosert 
with l u(t)] < 1, 0 < t < T, such that the corresponding solution, x(t), 
of (1) defines a trajectory in Euclidean n-space which reaches G at t = T 
where T is a minimum ?
For some applications it is desired that x(t) reach the state x = 0 in mini- 
mum time in which case G is the origin. For other applications G may not be 
so simple. For example, consider a system represented by the differential 
equation 
~¢a,c¢"(t) = ~ bjutJ)(t); 
i=0 j=0 
lu(t) I -< 1 , c l i~(0) = ~o""', u~J~(0) = ~o cj~ 
i = 0, 1 , - " ,n - -  1, j=O,  1, ' - ' ,m--1 (2) 
where m ~ n, ai, bj are constants, a~ = b~ = 1, and c(t) and u(t) are scalars. 
Suppose it is desired that u(t) be chosen so that the corresponding c(t) = O' 
for t > T R > 0 where T R is a minimum. This problem will be reformulated 
so that it falls in the realm of the problem stated in the above paragraph. Note 
that c(t)=O for t>  T R if and only if cC~)(T~)~O, i=O,  1 , . . . ,n - - I  
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and I u(t) [ < 1 satisfies Ej=0 bju(J)(t) = 0 for t > T R. Let  (~ be the set of 
points with coordinates gl, gz, "", g~ such that the solution u(t) of 
m 
bju(J)(t) = O, u(J)(T+) = gJ+l, j = O, 1, "", m - -  1 
j=O 
satisfies I u(t) [ < 1 for t > T R. Evident ly  C is closed, bounded and convex. 
Define aij to be c(i)(t +) - - c I i l ( t - )  when uI J ) ( t+) - -u l J ) ( t  -)  = 1 and 
uCk)(t +) - -  ulkl(t -)  = 0, k =~j. The a~/s may be found from the following 
equat ions : 
O~n_ l ,m_  1 = 1 ; Oli,m_ 1 = O, i < n - -  I ; 
~i+l.j+l = a~iJ' i = 0, 1, "", n - -  1 ; j = 0, 1, "' ,  m - -  2 
Now let 
n 
o~ija i =-  hi ,  j = 0, 1, "", m - -  1 (3) 
i=0  
m--  I 
Xi+l(t ) =- c(i)(t) - -  ~ OtijU(J)(t), i = O, 1, " ' ,  n - -  1 (4) 
j=O 
'Then (2) becomes 
~;(t) =~,+~(t) + ~,,o~(t), 
i= l ,2 , " ' ,n - -1  
¢a--1 
2c~(t) ~- - -  ~ ai~Ci+l(t ) -~ Otn,OU(t )
i=0  
I u(t) I ~ 1 
~(o1 = c.-1)(o) - ~ ~_~.~u"(o) 
j=O 
(5) 
which is of the form (1). Us ing (4) with c(O(T +) = 0, i = 0, 1, I I I , n - -  1 
gives the fol lowing equation relating uIJ)(T +) to xi (TR):  
~--i  ~l,--i 
~iju(~'(T~) = __ c( i)(T~) + ~ aiju<J'(TR) 
J=O j=O 
= - -  x~+I(TR) = - -  Xi+l(Ta) , i = 0, ..., n - -  1 (6) 
Th is  equation defines a l inear mapping,  T, of an m-dimensional  vector 
:space into an n-dimensional  vector space. Let  G be the image of C under this 
map,  i.e., G = TG.  Then an equivalent formulat ion of the problem is: 
G iven  the system described by (5), it is necessary to: 
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(a) choose u(t), [u(t) [ < 1, 0 _< t _< T R such that the corresponding 
x(t) reaches G at t = TR for a minimum T R, and 
(b) for t > T R let u(t) be the solution of ~0 bjulJ)(t) ---- 0 with uCJl(T-~R) 
satisfying (6). 
But G is defined so that (b) is uniquely determined by the solution to (a). 
Thus to solve the problem it is necessary only to solve (a). 
III. THEORETICAL DEVELOPMENT 
The theory of optimum systems has been treated in great detail in a seminar 
on automatic ontrol theory led by L. S. Pontryagin. The development 
presented here is based on the material in ref. 2. Consider the problem 
described in the first paragraph of Section II. Introduce the n-dimensional 
vector p(t) and the function H(x, p, u) defined by 
p, ,,) = p . [nx + b,,] (7) 
and consider the system 
OH OH 
' , , ~, [u(t) r <1 ,  i= l ,2 , . . . ,n  (8) 
The maximum principle of Pontryagin states that: if u(t) is the time-optimal 
control, then there exists a vector p(t) such that u(t) satisfies the maximum 
condition relative to p(t), i.e. u(t) maximizes H(x(t), p(t), u(t)) which in this 
case means 
u(t) = sgn [p(t) "b] (9) 
Thus if the boundary conditions for p(t) could be determined, p(t) could be 
determined from (8), i.e. p'(t) = --ATp(t),  and u(t) determined from (9) 
and then x(t) determined from (8) or (1). A T denotes the transpose of A. 
A transversality condition will be used to determine boundary conditions 
for p(t). For each boundary point, x, of G can be found coefficients d~(x) 
which determine a supporting hyperplane D to G containing the point x where 
the signs of the coefficients d~ are such that if y is an arbitrary point of G 
- x,) _< o 
i= l  
If, in particular, the set G is given by the inequality 
F(Xl, "", xn) ~ 0 
(10) 
(11) 
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where F is differentiable, then there is a unique supporting hyperplane at 
each boundary point x and the coefficients are given by 
d i (x , ,  ..., xn) - -  OF(x> ..., x,~) i = 1, 2, ..., n (12) 
~X i
Now if x(t) is a solution of (8) corresponding to an optimal u(t) = sgn [p(t) • b] 
and if x(t) "intersects" G at t = T > 0, then x(T)  is a boundary point of 
G and the boundary conditions p(t) must satisfy are 
pi(T)  = --  d i (x l (T) , -" ,  x~(T)), i = 1, 2, ..., n, H(x (T ) ,p (T ) ,  u(T)) > 0 (13) 
This seemingly is of little practical value since T and x(T)  are not known 
functions of x(0). 
However, if one looks at the problem in the following fashion some useful 
results can be obtained. For a given point x T on the boundary of G, 
consider all solutions of (1) for t < 0 with x(0) = x T obtained by taking 
u(t) = sgn [p(t) - b] where p(t) satisfies (8) for t ~ 0 and (13) with T = 0. 
These solutions define trajectories in the phase space with the property 
that, if for some x ° the optimal solution x(t) with x(0) = x ° intersects G at 
x(T)  = XT, then the solution curve defined by x(t), 0 < t < T, is a segment 
of at least one of these trajectories. Letting x T vary over the boundary of G 
determines a set of trajectories with the property that any optimal solution 
defines a curve which must be a segment of at least one of these trjaectories. 
Now if (for an arbitrary point, x °, which is not in G) the trajectories in this set 
which pass through x ° define a unique path from x ° to G, then each segment 
of each trajectory in this set is an optimal solution curve. I f  this is the case, 
then along these trajectories the points where u(t) changes sign may be 
determined and these points form the optimal switching surface. 
IV. EXAMPLES 
In this section the method described above will be applied to the following 
problem. Suppose the variable c(t) to be controlled is governed by the dif- 
ferential equation 
c"(t) -~- alc'(t ) + aoc(t ) ~- %r2u"(t ) -~- ('7 1 -~- "7"2) ~t'(t) -~- u(t) (14) 
where u(t) is restricted so that l u(t) I ~ 1, and it is desired that; given an 
arbitrary set of initial conditions, c(0), c'(0), u'(0), u(0), the function u(t) 
is to be chosen satisfying I u(t) I N 1 for t ~ 0 such that the corresponding 
solution c(t) = 0 for all t > T• where T R is a minimum. 
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For this problem, corresponding to Eq. (4) and (5) of Section I I  we have 
respectively: 
Xl(t  ) = c( t )  - -  "r172u(t )
xe(t  ) : c ' ( t )  - -  ~-lZeU'(t) - -  (71 ~- ~'e - -  al~-17e) u ( t )  (15) 
and 
Xl(t  ) = x2(t  ) -3 [- ( 'r 1 ~-  T 2 - -  al"r172) t / ( t )  
x2(t  ) = - -  aoXl( t  ) - -  a lxe( t  ) @ [1 - -  g l (T  1 ~-  "r 2 - -  G171"re) ] u ( t )  
Thus the A matrix for this problem is 
0 1 
- -  a o - -  a 1 
and the vector b is 
06) 
[ - ]  T ~ "r 1 -~- T 2 - -  alTl~" e- 
1 - -  a l~-  ' 
The differential equation for the vector p( t )  is 
The set G depends on the values of rl, r e, and a 1. Several special cases will 
now be considered. For these cases it is assumed that a 0 ~ 0, a 1 ~0,  
a~ =/= 4% and the roots of s e - -  als q- a 0 = 0 will be denoted by ~1 and a e. 
The solution of (17) with p~(T)  = pO, p~(T)  = p°  2 is 
p~(t )  - ~e - ~1 - J~ - - -  ;1  - 
(18) 
h(t)  - p0 [e~l(~-r~ _ e~(~-r~] + P_~ [~ l~- r )  _ ~ l l t - r~]  
°L2 - -  ~1 ~2 - -  c~1 
The first case to be considered is when ~'1 = ~'~ = 0, in which case G is 
the origin. Although this problem has been solved previously by other 
methods it is consinered here to demonstrate the method presented in this 
paper. For this case the detailed analysis is not extremely cumbersome. The 
second case is when ~'1 > 0, ~'2 = 0 where the set G is a line segment. The 
third case is when ~'2 = ½71 > 0. Although this may be an impractical 
representation f a system, it is considered since it provides a set G which is 
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two-dimensional nd the phase space is a plane in which the switching curve 
may be easily presented. 
Case 1. ~-a = 7, = 0. In this case the set G is the origin of the xa-x 2 plane. 
Any line passing through the origin is a supporting line so that d 1 and d2 are 
arbitrary. However, it is possible to normalize d 1 and d 2 since only the sign 
ofp(t) • b is of interest. One way to do this is to let d 1 = cos 0 and d~ = sin 0 
where 0 < 0 <27r. Now b=[° ]  so p( t ) 'b=p~(t ) .  For any given 0, 
0 ~ 0 < 2~, letp(t; 0) be defined by (18) withp ° = -- cos 0 andp ° = -- sin 0 
and let a(t; 0) = p(t; O) • b = p2(t; O) for t < T, i.e. 
~(t; 0) --  cos0  [e~l I~_TI __ e~2It-T)] _]_ s in0  [~2e~ (t_rl ~ e~l(t-TI1 
- -  1 J ,  
CX 1 - -  CX 2 CX 1 - -  cx 2 
t < T (19) 
Define u(t; O) by 
u(t; 0) = sgn [~(t; 0)], t < T, 
Define x(t; O) as the solution of (16) 
u(t; 0) = 0, t > T (20) 
with x l (T  ) = x2(T ) =0 and 
u(t) = u(t; 0). Then for each O, 0 < 0 < 2~r, x(t; O) defines a curve in the 
xl -x  ~ plane which has the possibility of being optimal, and if x(t) is an optimal 
solution curve with x (0 )= x °, and T R > 0 is the minimum ~ such that 
x(t) = O, t > % then there exists at least one O, 0 < 0 < 2~, such that 
x(t) = x(t + T - -  TR; O) for t > 0. Now let _V be the set of points in the 
xl-x 2 plane which lie on solution curves x(t; 0), t < T, where u(t; O) changes 
from + 1 to - -1  as t increases, i.e., x is in /~ if there exist 0 0 and 
t o (0_< 0 o <2% t o< T) such that x=x( to ,  Oo) and ~(to; 00) =0,  
~'(to; 0o) < 0. Let / '* be the reflection o f / '  through the origin. Then P* 
corresponds to points where u(t; O) changes from -- 1 to -k 1. The sets / '  
and / ' *  are curves which, together with the origin, divide the plane in two 
parts and these curves form the optimal switching curve. 
Consider the case when a2 > ~1 ~ 0. To determine u(t; O) it is necessary 
to find the zeros of ~(t; 0) for t < T. I f~(t; 0) = 0 then t = T - -  T(O) where 
T(0) --  1 in [cos 0 --  ~ sin ~] for 0such that 
c~ 2 - -  cx 1 LCOS 0 -- ~1 sin 
Then 
l - - sgn(s in0)  T>t>T- -T (0)  t u(t; O) 
sgn(sin0) T- -  T( O) > t 
u(t; O) = --  sgn (cos 0) T > t 
u(t; O) = --  sgn (sin 0) T :> t 
cos0- -  ~2sin0 
- ->1.  
cos0- -  ~ ls in0  
if cosO- -a2s inO>l .  
cosO- -a l s inO 
if sin 0 = 0 
otherwise. 
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Thus  F is given by x(T  -- T(0); 0) for 0 such that sin 0 > 0 and 
cos 0 - -  a s sin 0 
>1,  
cos 0 - -  ot I sin 0 
i.e., cot -1 a t < 0 < ~r. T(O) is a continuous monotone decreasing function 
of 0 and lim0~eot-~+ T(O) = 0% l im0~, -T (O)= 0. From this property of 
T(O), it is evident hat F is the part of the solution curve, x°(t), with t < T 
where x°(t) is the solution of (16) with u(t) = - -  1 and x°(T) = O. 
For the case when el and a 2 are complex, i.e., nl = a + ifl, a 2 = ~ -- ifl, 
~ 0, fl > 0, a(t; 0) may have more than one zero for t < T. In  this case 
the zeros of a(t; 0) for t < T will be denoted by T~(O), k = 1, 2, ..., where 
T > Ta, T~ > T~+1. Then 
1 (cosO+ as in  O) krr 
Tk( O ) = T + ~ cot -1 sin 0 fl ' 
kTr k~r 
T¢(0) = T - -  ~- ,  Tk(Tr) = T - -  ~- .  
sin 0 =/= O, 
For convenience l t 71o(0 ) = T, 0 _< 0 < 21r. Then  
u(t; 0) = ( - -  1) k+l sgn (sin 0), Tk(O) > t > Tk+a(0), 
u(t; 0) = ( - -  1) k-1 Tk(0 ) > t > T/~+1(0 ) 
u(t; ~-) = ( - -  1) ~ T~(~') > t > T~+~(~') 
sin 0 =~ 0, 
Using this information, x(T  --  T~(O); O) can be determined and hence F and 
F*  are determined. 
Case 2. "r 1 > 0, 1/71 @ ~1, 1/71 ~ ~a, 73 = 0. In  this case the set G is 
the segment of the x~ axis where [x~]< 71 . At any point in G with 
[ x2 [ < 71, the support ing line is the x2-axis and hence d 2 = 0. Normal iz ing 
d 1 and d 2 so that da z + d~ = 1 gives d I ~ 4- 1 at such a point. At the point 
(0, 71), d2 ~ 0 so that the normalized 1 and d~ may be taken to be d 1 = cos O, 
dz = sin 0, 0 < 0 < ~r. At the point (0, - -  ~1), d2 --< 0 so dl and d~ may be 
taken to be d 1 = cos O, d 2 = sin O, with zr < 0 < 2~r. For any O, 0 <_ 0 < 2rr, 
let p(t; O) be defined by (18) with pO = _ cos0, p0 = _ sin 0 and let 
a(t; 0) =p( t ;  0). b = 71pl(t; 0) -~- (1 - -  a171)P2(t; O) for t < T, i.e., 
1 
a( t ;  0 )  - - -  
~1 - -  °~2 
[(1 - -  a171) (cos 0 - -  al sin 0) e ~(~-T) 
- -  (1 - -  T1% ) (cos O 7-a~ sin 0) e~(t-T)], t < T (21) 
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Define u(t; O) by 
u(t; 0) = sgn [z~(t; 0)], t < T (22) 
Let  x(t; O, p), t < T, be the solution of (16) with xl (T  ) = O, x2(T) = pT, 
p ] < 1 and u(t) -= u(t; O) where 0 is 0 or rr if I P I < 1, 0 < 0 < 7r if p = 1 
(-) TRA JEC~i  z 
I (0, T U = +J ~(O,_Ti ) 
u = -I 
qo=O,a =1,0< "rl < I, 'rz= 0 
,,X t 
Xz 
(÷) T R A ~  { o, T, ) 
u=+l 
u= -I 
(0,-rf) 
a o0, at=l, " r ~  
• X t 
X 2 
TRAJ~.~-'~" u= + I (+) 
• "X  I 
FIG. 2 
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and ~r < 0 < 2,r if p = - -  1. Then as in case 1, F and F* are points of 
solution curves x(t; O, p) where u(t; O) changes sign. 
For the case ~2 > ~1 ~ 0, let 
when 
Then 
1 
T(O)  - -  - -  
oL 2 - -  ol  I 
[(1 - -  ~T1)(cos 0 - -e2s in  0)] 
in (1 - -  ~l,~)(cos 0 - -~s in  0) 
(1  - -  ~2~1) (cos 0 - -~  sin O) 
(1  - -  al¢a) (cos O - -~1 sin O) 
>1 
u(t; O) = I sgnl[¢l(at5+ a2) sin 0 - -  sin 0 - -  ~-~ cos 0], r > t > T -- T(O) 
- -  sgn [~-t(a~+ a2) sinlO - -  sin 0 - -  ~-~ cos 0], T --  T(O) > t 
×z 
-o13  
8 ~ 
-o12 -oi, 
A ~ 
1,6 
0.8 
'0 .4  
t 
0.1 
• -0 .4  
-0 .8 
- I .6 
02  0 3 
F Ia .  3. The  set  G fo r  case  3 w i th  r 1 = 0.6.  
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if 
if 
(1 - -  ~z~-a) (cos 0 - -  ~2  sin O) 
(1 - -  o~1~-1) (cos 0 - -  o( i sin O) 
> l .  
. ( t ;  O) = sgn  [(O~l'r 1 - -  1) (COS 0 - -  OL 1 sin 0)], t < T 
"rl(~ 1 -J- ;x2) sin 0 = sin O + 71 cos 0 
u(t; O) = [sgn -rx(a ~ + %) sin 0 - -  sin 0 - -  ~-I cos 0], 
t < T otherwise. Then x(T  - -  T(0); 0, p) can be determined to find I '  and/ ' * .  
Results are shown in Fig. 2 for this case. 
~" \ (-I TRAJECTORIES (-) TRAdECTORY 
(-) (-) 
PX2 ~X I 
(+) _~ • C+) 
'\\~,/,- F 
\\ ~ ' - (÷)  TRAJECTORIES RAJECTORY 
o< <l -½~ I -½¢/<_- ,< o. 2<_-,_<3 
(+} TRAJECTORY X 2 ( - }  TRAJECTORY 
I<T ,<2 3<Tf  
FIG. 4 
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I f  % and % are complex, ~/(t; 0) may have more than one zero for t < T. 
Again F and ~* can be determined by finding x(t; O, p) at the zeros of ~/(t; 0). 
Case 3. %=r l /2>0,  a t= l ,  a o=0,  1 ~r lv  62. In this case the 
1 ~ and set G is the set of points (xl, x2) which satisfy I Xll -< ~ ~1 
( 1) <_-xl 1--;-  
For % = 0.6, the set G is shown in Fig. 3. This figure is typical in the 
sense that the boundary of G is smooth except at points B and B*. The 
supporting line is unique except at the points B and B*. 
The d's may be determined for points on the boundary of G, from which 
the ~'s are determined. Then points on solution curves where ~ = 0 define 
F and F*. Figure 4 shows the results obtained in this manner for this case. 
V. CONCLUSIONS 
A method is presented for determining the switching criterion for time- 
optimal control. The method is applicable to a class of multivariable control 
problems, and it is shown how a single-variable control problem may be 
transformed into a mukivariable control problem in this class. 
Several examples are discussed where the switching curve may be deter- 
mined explicitly by analytic techniques. There are two main difficulties in 
applying the method to more general time-invariant systems with a single 
forcing function which enters linearly. The first is that of obtaining the zeros 
of the function ~(t) = p(t)" b and then finding the corresponding points in 
the phase plane. To accomplish this it may be necessary to make use of 
electronic computers. The second and more fundamental difficulty stems 
from the fact that the maximum principle leads only to a necessary condition. 
Thus, in general, one is assured only that the switching surface will be 
contained in the surface obtained using the given method. In the examples 
considered here, it is not too difficult to show the surface obtained is the 
switching surface; but for more general systems this may not be true or at 
least difficult to verify. 
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