Abstract-Detection of iris center is an active area of research in the field of computer vision and human machine interaction systems. The major issues involved in the detection of iris involves glint on the corneal region, occlusion of iris by eye-lids, occlusions due to eye gaze, high speed of processing etc. This paper presents an algorithm for detecting and estimating the iris center thereby addressing some of these issues.
INTRODUCTION
Detection of iris center is an essential part of eye gaze tracking. Recently eye gaze tracking has gained significant interest in areas such as drowsiness detection, human cognition and many facial biometrics [1] [2] . Iris center may be detected using active infrared illumination [3] , passive near infra-red illumination [4] and passive visible illumination [5] . Active infra-red illuminates the pupil thereby creating a bright pupil effect [6] . This radiation on sustained exposure may prove harmful to the user. In applications, requiring eye tracking for a longer periods of time, passive methods are hence preferred. Conventional iris detection techniques operating on passive visible light existing operate at insufficient frame rates to accurately capture the dynamics of eye movements [7] . The algorithms are also noise prone due to the environmental conditions as well as image sampling rates during image acquisition. Some of these issues have been addressed in this paper by modelling the eye movement and estimating the iris position and velocity. The popular tracking methods available in the literature are mean shift tracking [8] , optical tracking [9] and Kalman Filter (KF) based tracking [10] . The first two methods rely on image intensity values in subsequent frames and hence are dependent on illumination levels thereby making them unsuitable for the application. This paper aims to detect the iris center using computer vision techniques and estimate the iris center position using a KF based state estimator with some constraints.
Several approaches have been reported for detecting the iris center. In [11] , Ebisawa proposed a new method of pupil detection for tracking the eye gaze. Bright Pupil -Dark Pupil (BPDP) method has been used to detect the pupil. The method uses the center of the pupil and infrared / near-infrared non-collimated light to create corneal reflections. In [6] , Morimoto developed a fast, robust and low cost pupil detection method using two Near Infra-Red (NIR) multiplexed light sources which are synchronized with camera acquisition speed. Once the pupil got located using the BPDP method, it was tracked using image difference having a threshold. The major limitation in BPDP method is that bright pupil method works well only in dark while dark pupil method works well only under bright light conditions. Toennies et al. [12] discussed the feasibility of Circular Hough Transform based iris localization for real-time applications. An iris radius of 50 pixels was obtained with a resolution of 100μm/pixel keeping the camera at a distance of 1m from the eye with a speed of 20.16 fps on an average on a 266 MHz Pentium II PC. However, the drawback of the method is that the Hough Transform being a voting procedure produces a lot of false detections under varying illumination conditions. In [13] , Kawaguchi et al. detected iris using combination of pixel intensity and edge information. They obtained a success rate of 95.3% on an average. However, they performed experiments on subjects devoid of glasses. Hansen et al. [14] proposed a log likelihood-ratio function of foreground and background models in a particle filter-based eye tracking framework. They fused key information from BPDP and their corresponding subtractive image into one single observation model. They obtained a detection rate of 91.17%. In [10] , Xie et al. tracked the iris center using a KF. In [15] Nguyen detected eyes using Haar-like features, tracked them using Lucas Kanade Optical Flow and used Gaussian process to detect the eye gaze. They achieved a tracking speed of 15-30 fps in a 3 GHz machine. However, the algorithm is prone to variation in illumination. In [7] , Rizon et al. developed a realtime algorithm to locate the iris candidates from the face region and then select the iris by computing a cost function. They obtained an accuracy of 83.63% under proper illumination conditions. The above methods either employs an infra-red illuminator to locate the pupil as a bright spot or works without illuminator under sufficient visible light. These methods are noise prone and the online operation is limited by frame rates due to algorithm complexity. A possible solution to address such a problem is to model and estimate the iris center. The estimator must satisfy the following:
 Robust against noise  Compatible with the model  Obey the constraints evolving from the physical problem A KF with state constraints has been reported to suffice these conditions [16] . In this paper, we propose an algorithm for detecting and estimating the iris center. The paper is organized as follows. Section II describes the iris detection algorithm. The eye corner detection algorithm is provided in Section III. Section IV discusses the tracking of iris center using a KF incorporating constraints on states. Section V gives the results of tracking. Section VI concludes the paper.
II. IRIS DETECTION
The first step in iris detection lies in the localization of the eye region. The details of eye localization has been reported in our earlier work [17] . The following preprocessing is then employed to address the corresponding issues: i) Illumination Variation: The localized eye region is gamma corrected [7] to compensate the effects of illumination variations, local shadowing, and highlights as well as to preserve the original visual appearance. The local dynamic range of the eye image gets enhanced in dark regions while compressing it in bright regions. ii) Glint Removal: Morphological opening is performed using a disk of radius 3 pixels (obtained empirically) as the structuring element to remove the glint [18] . The eye images before and after the glint removal is shown in Fig. 1 .
Where ∘, ⊝ and ⊕ denote opening, erosion and dilation operations respectively, being the eye image region and the structuring element. iii) Noise reduction: The morphologically opened eye image is convolved with a Gaussian filter to reduce the high frequency noise. The filter matrix is given below:
The following steps are subsequently carried out in the preprocessed image to detect the iris region: i) Finding the Intensity gradient: The Canny edge detector [19] uses four filters to detect horizontal, vertical and diagonal edges in the filtered image. The first derivative in the horizontal direction, G and the vertical direction, G are obtained by convolving the image with kernels H and H as shown below.
ii) Non-maximum suppression: After obtaining the edge gradient G and direction θ a search is then carried out to determine if G assumes a local maximum in the gradient direction θ. iii) Useful Edge Extraction: Some of the unnecessary edges have been removed by thresholding. Thresholding has been carried out using two thresholds high and low. The thresholds are obtained experimentally. This results in a reduced edge map. iv) Iris boundary Detection: On this reduced edge map, CHT with a predefined radius range is used to identify the iris location. The center of the detected circle is selected to be the iris center. With the preprocessing, the short-comings of the voting procedure i.e. the CHT are eliminated to a great extent. 
III. EYE CORNER DETECTION
The eye corners have been used to serve as a reference point for computing the relative iris center position. The eye corners have been selected as reference positions because the position of eye corners does not vary with different facial expressions, levels of eye closure, gaze, eyelashes or makeup. The work in describes about detection of both the eye corners (temporal as well as nasal). Semantic Feature Extraction has been used to detect the eye corner [20] . In this method, the eyelids are fitted to construct an angle model. Two features are extracted from this model. The first feature characterizes the appearance difference between inner and outer canthus regions. The second feature emphasizes the role of the canthus angle bisector region. Finally the eye corners are detected using a classifier obtained as a combination of the two features. The method has been used over the preprocessed image. The figure below shoes a sample eye corner detection. The iris center position obtained as stated in the previous section is used as the state vector along with the iris velocity. For linear dynamic systems with white process and measurement noises, the KF is known to be an optimal estimator [21] . In the present case, the iris center is always confined within the eye corner points. Hence, by imposing an inequality constraint as in (13) the estimation by an ordinary KF can be improved. In a constrained KF, the filter is modified such that known inequality constraints are satisfied by the state-variable estimates. The model is a constant acceleration model.
A. Defining the Model
Let , where is the frame index, denote the true four-dimensional position and velocity state vector that is to be estimated i.e. is the vector containing , , , . The model used for tracking is a discrete linear time-invariant system model given by:
Here, is the known control input, is the measurement. The process noise and measurement noise are assumed to be Additive White Gaussian Noise (AWGN) with zero mean and covariance given as
{} is the expectation operator, and are the covariance matrices for process and measurement noise respectively. The state transition matrix , input transition matrix and output transition matrix are given by: 
The Kalman estimate ̂k +1 of ̂k is found using the following equations.
̂ is the constrained Kalman estimate and Σ is the covariance matrix of the estimate. Quadratic programming problem is solved has been used to solve the KF problem with inequality constraints [21] . At each time step of the constrained KF, a quadratic programming problem is solved to obtain the constrained state estimate. A family of constrained state estimates is obtained, where the weighting matrix of the quadratic programming problem determines which family member forms the desired solution. Of all possible constrained solutions has the smallest error covariance.
is an × constant matrix with s no. of constraints and state variables with ≤ . Considering is fullrank, the constrained KF problem can be solved by directly projecting the unconstrained state estimate ̃ onto the constraint surface. The constrained estimate is obtained by solving:
is satisfied. ̂ is the constrained Kalman estimate and Σ is the covariance matrix of . The constrained state estimate ̃ is unbiased and has a smaller error covariance than the unconstrained estimate ̂. The constrained Kalman Filter (CKF) shows better tracking performance when the predicted state exceeds the constraints due to erroneous measurements. The constrained Kalman estimate settles quicker than a normal Kalman estimate. Here is the frame index, is the state vector, is the known control input, is the measurement. The process noise is assumed to be Additive White Gaussian Noise (AWGN) with zero mean and covariance given as
In (12), E{} is the expectation operator. As in [10] , the KF is implemented with taking the iris position, which is obtained in the previous section, as the measurements.
Here is an × constant matrix with no. of constraints and state variables with ≤ . Considering D is full-rank, the constrained Kalman filtering problem can be solved by directly projecting the unconstrained state estimate ̃ onto the constraint surface. The constrained estimate is obtained by solving:
such that (14) is satisfied. ̂ is the constrained Kalman estimate and Σ is the covariance matrix of . The state constraints have been found out experimentally. As in [18] , the constrained KF is implemented with taking the iris position, which is obtained in the previous section, as the measurements.
V. RESULTS AND DISCUSSION

A. Test data creation
A video dataset of 10 human subjects executing saccades were recorded at 210 fps. The tracking performance of the constrained and unconstrained filters. The subject under test was asked to look at an animation where a target is flashed in a systematic fashion. Special lighting arrangement was made to compensate for the poor illumination due to the low exposure time of the high speed camera.
B. Estimation by Tracking
The algorithm described above is applied on the dataset. The tracking comparison is shown in Fig. 5 . The iris detection results obtained are plotted as measurements where the KF and CKF. The CKF is found to perform better in the case where the face of the subject moves. The average estimation error is found to be 5.6%. This paper provides an iris center detection and tracking algorithm using a constrained KF for eye tracking. The iris center is detected using edge extraction from a preprocessed image and CHT. The measurements provided to the CKF are obtained from the iris detection results. The advantage of using the inequality constraints is that the present case deals with the iris center confined to the eye corners. In case the iris center measurement is missing the estimator helps to get an estimate of the data. Moreover it helps to reduce noise which arise out of false detections due to any image noise. The algorithm is also not designed to work with subjects wearing spectacles. Although our preliminary research [32] tries to detect the presence of spectacles, detection of spectacles has not been included in the scope of this paper.
