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ABSTRACT

Real-Time Target Following Using an Unmanned Rotorcraft
with a Laser Rangefinder

Bryce S. Pincock
Department of Electrical and Computer Engineering
Master of Science
Micro-unmanned aerial rotorcraft are quickly gaining acceptance as indoor platforms for
performing stealth, surveillance, and rescue and reconnaissance missions. These rotorcraft are generally required to operate in cluttered, unknown, and dynamic GPS-denied environments, which
present threats to the safe operation of the vehicle. To overcome these environmental challenges,
we describe a system that is capable of localizing itself by producing accurate odometry estimates
that can detect and track moving objects and avoid collisions with obstacles while following a
moving target using a laser range finder. Our system has been implemented in the Simulink environment in MATLAB. Various simulations have shown our methods to work well, even in the
presence of sensor noise and out-of-plane motion. Our system is capable of localizing itself within
±20 mm in North and East and ±0.5 degrees in ψ while detecting and tracking maneuvering objects. A potential field method is then used to avoid collisions with obstacles while following a
moving target.

Keywords: laser rangefinder, scan matching, datmo, detection, tracking, mht, collision avoidance,
target following, reactive navigation, potential field
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Chapter 1
Introduction
A Micro Aerial Vehicle (MAV), see Figure 1.1, is an inexpensive and yet efficient robotic
platform. It provides capability not afforded by its larger counterparts by being more agile and
stealthy. When moved to an indoor environment, small rotorcraft become the only aerial robotic
platform available and are commonly known as quadrotors, hexacopters, or n-rotors as seen in Figures 1.1(c)-1.1(d). The term MAV herein refers to small rotorcraft and not fixed-wing MAVs. The
use and applicability of MAVs are far reaching: from indoor surveillance, rescue and reconnaissance, to stealth infiltrating missions. However, safely operating a MAV in an indoor environment

(a)

(b)

(c)

(d)

Figure 1.1: Examples of micro-unmanned aerial vehicles (MAVs). (a)-(b) Examples of fixed-wing
MAVs. (c)-(d) Examples of rotorcraft MAVs such as quadrotors and hexacopters.
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provides a unique set of problems to overcome. In indoor environments, GPS is spotty and unreliable if available at all and small low-cost Internal Measurement Units (IMUs) that are typically
found on MAVs have large sensor biases and only provide good estimates for a few moments.
Consequently, MAVs must rely on exteroceptive sensors such as stereo vision, laser range finders
(LRFs), etc., and complex state estimation algorithms to maintain reliable position and orientation (pose) estimates. Indoor environments are also cluttered with static and dynamic objects that
present threats to the safe operation of a MAV; therefore, complex algorithms are required for the
detection and tracking of moving objects (DATMO) and collision avoidance while maintaining
operational awareness.
This thesis proposes to combine algorithms developed for ground vehicles for use on a
MAV such that the MAV can maintain stable flight, detect and track moving objects, and safely
navigate through an unknown dynamic environment while following a moving target.
1.1

Relative Motion Estimation
MAVs must be capable of maintaining stable flight to autonomously navigate within an un-

known environment and complete mission objectives. Stable flight of a MAV requires knowledge
about its states. A fundamental requirement for MAVs to be able to accomplish these tasks is the
ability to self-localize or estimate its relative motion. Self-localization is the ability of a mobile
robot to determine where it is within a given map [1]. Since states such as position and orientation cannot be directly measured, exteroceptive sensors combined with sophisticated algorithms
are needed to provide accurate state estimates. As previously mentioned, low-cost IMUs used on
MAVs have large sensor biases and are not accurate enough for sustained flight. MAVs operating
in a cluttered indoor environment do not have the luxury of using GPS. One solution to this estimation problem is the development of complex localization algorithms using scanning laser range
finders (LRFs). LRFs have been successfully applied to estimate the pose or odometry of a mobile
robot [2–5] using a method called scan matching.
The iterative closest point (ICP) algorithm [6] is one of the most popular scan matching
methods. ICP is a point-to-point correspondence method which uses a nearest neighbor association
rule to match points in successive scans. An iterative descent procedure then seeks to minimize the
Euclidean distance between points to find the best transformation between successive scans. Some
2

problems with ICP are that it fails when outliers are present in the data, it cannot handle unequal
uncertainty between points, and it is susceptible to initialization error.
Lu and Milios [2] proposed two alternatives to ICP: the iterative matching range point
(IMRP) and the iterative dual correspondence (IDC) methods. When compared to ICP, IMRP
solves the initialization problem while IDC gives a more accurate solution, as long as it converges.
Therefore, when IMRP and IDC are used in conjunction with each other, the result is better than
ICP. Rather than use IMRP and IDC, Estepar, et. al [7] introduce a total least squares generalization
of ICP which corrects the assumption made by ICP that there is no anisotropic noise. That is,
certain directions are prone to being more inaccurate than others. Rusinkiewicz and Levoy [8]
discuss other variants of ICP which address its disadvantages.
ICP and its variants tend to suffer computationally when dealing with large data sets because the point-to-point data association rules result in O(n log(n)) complexity in the best case,
where n is the number of points in a scan [9]. Diosi and Kleeman [3] avoid this computational
complexity by keeping scan points in their native polar representation, (r, Θ), and matching points
with the same bearing. This method is called polar scan matching (PSM). While ICP, its extensions,
and PSM are fast and in general provide accurate results, they are only guaranteed to converge to
local minima and are not robust enough to initialization error [10].
When switching to a robotic platform which has six degrees-of-freedom (DOF) motion,
the LRF is now required to operate in a 3D environment rather than its native 2D coordinate
system. The MAV’s movement results in out-of-plane motion as seen in Figure 2.1. When a LRF
scans on a horizontal plane, out-of-plane motion is characterized by portions of a laser range scan
changing dramatically from scan to scan due to the rolling, pitching, and altitude changes of the
MAV [5]. This out-of-plane motion not only modifies the shape of objects’ appearances, but it
introduces range distortions. Also, robotic platforms operating in any environment, such as an
indoor environment, typically encounter moving objects like people. These out-of-plane motion
effects and moving objects can be considered as outliers, which are problematic for ICP and its
extensions.
Scan matching methods can be categorized into two groups based on their data association rules: correspondence and no-correspondence methods. Correspondence scan matchers deal
primarily with point-to-point, point-to-feature, and feature-to-feature methods.
3

Point-to-point correspondences try to match an individual point in one scan to one or more
points in a different scan like ICP [6]. Point-to-point correspondence methods do not require
the environment to be structured or contain predefined features [3]. The point-to-feature correspondence method matches points in one scan to features in a different scan (i.e. lines, corners,
etc.) [11]. Lastly, feature-to-feature correspondence methods extract features from two different
scans and try to associate similar features [12]. Rather than complicate the scan matching process
by attempting to solve the data association problem, no-correspondence methods use a likelihood
map (i.e. an occupancy grid [13]) which is constructed using the k past scans. The current scan
is then matched against this map such that the best rigid body transformation gives the maximum
likelihood of alignment with the map [5, 14].
For our application, we require a scan matcher to be robust to outliers, including moving
objects, and capable of running in real-time. For these reasons, we have chosen to implement the
no-correspondence scan matcher developed by Abraham Bachrach [5], as discussed in Chapter 2.3.
1.2

Detection And Tracking of Moving Objects
The detection and tracking of moving objects (DATMO) is a classic problem that continues

to be studied extensively. This area of research has been applied extensively to ground vehicles
by [15–19] among many others. One requirement of a robot to be truly autonomous is the ability
to learn its surroundings. The ability to detect moving objects and track their trajectories aids
a robot in avoiding collisions and performing its mission objectives. Various techniques have
been developed and applied for both the detection and tracking of moving objects as discussed in
Sections 1.2.1 and 1.2.2 respectively.
1.2.1

Detection of Moving Objects
Moving object detection can be a difficult problem to solve using only a LRF. One major

limitation of a LRF is that it is only capable of telling us the shape of the environment around us.
The LRF cannot tell us anything about the environment beyond its maximum range. Therefore,
we are limited by the LRF in what we can detect as static and dynamic in the scan data. Another
major problem is how to robustly detect moving objects using a LRF while moving in a 3D world.
These 2D scans, while moving in a 3D world, are subject to out-of-plane motion. This means
4

that the shape of the environment, as measured by the LRF, can change dramatically from scan
to scan. These changes could result in false detection of moving objects. Therefore, we require
a detection method which is robust against outliers and a tracking method which is capable of
quickly identifying falsely detected moving objects and removing them from the objects being
tracked.
The most popular method for detecting moving objects using a LRF is to observe inconsistencies between an occupancy grid map and a scan [15,16,20]. Occupancy grids store a probability
or belief in each cell as to whether that cell represents occupied, unoccupied, or unknown space in
the environment as observed by the LRF. If points from a scan fall in areas of the map previously
identified as unoccupied, then those points belong to a moving object. Often, DATMO is solved to
improve the results of simultaneous localization and mapping (SLAM) [19]. Such methods use the
results of DATMO to filter moving objects from the scan so that a consistent map of the static environment is represented. These methods also use a dynamic map to aid in the detection of moving
objects [20]. The dynamic map is the same dimensionality as the static map, but acts as a counter,
incrementing a cell’s count anytime a moving object passes through it. In this way, objects from
a scan which pass through high traffic areas are immediately identified as moving objects. The
use of a dynamic map lends itself well to detecting slow moving objects, which are hard to detect.
The use of static and dynamic maps is capable of detecting anything that is moving in an indoor
and outdoor environment [19]. However, it is clear that if accurate odometry information is not
available, then these methods fail to provide reliable results. Sources of errors (i.e. ego motion,
discretization of the map, and the sensor measurements) can result in false detection of moving
objects. To mitigate this problem, [15] first dilates the map and then observes inconsistencies
between the scan and dilated map.
While occupancy grids offer an accurate way to detect moving objects, maintaining such a
map is computationally expensive. An alternative to the occupancy grid uses the same principles,
but offers a more sparse representation of the environment [21]. Such a method creates a closed
polygon of the previous scan with the robot’s previous position. This polygon represents freespace. Any point then identified inside the polygon belongs to a moving object. However, this
method does not solve the shape-change problem [18]. As objects move and turn, different aspects
of the object come into the LRF’s field-of-view and the object appears to be changing shape. This
5

change in shape can be misinterpreted as motion. Reference [18] addresses the shape-change
problem by tracking stable linear features, like corners. Similarly, [22] extracts lines to detect
moving objects. These methods require a “good” fit before an object can be considered as moving.
Other methods assume that each point corresponds to the same point in a successive scan. By
testing the distance between the same point in successive scans, a point is labeled static if the
distance is below some threshold. However, noise due to rolling and pitching of the LRF cause
this method to fail.
We propose a moving object detector for use on a MAV using a LRF which is a combination of several previous methods developed for ground vehicles. We do not worry about the
shape-change problem since we are operating in an indoor environment where its effects are negligible [18] and follow the work of [21] by using a polygonal representation of free-space to detect
moving points. We filter these points using the log-likelihood map constructed during scan matching similar to [15]. We also maintain a dynamic map as in [20]. Chapter 3.2 discusses our moving
object detector.
1.2.2

Tracking of Moving Objects
Tracking is the process of estimating the state of moving objects according to motion mod-

els, sensor models, and measurements while maintaining a list of all moving objects [19, 23]. This
complex process uses motion models, state estimation filters, data association, and track management. Track management is the maintenance of a track, that is when to create, continue, and delete
a track. A track is defined as a sequence of measurements assumed to originate from the same
moving object (i.e. a history of how a moving object has moved). Tracking moving objects using LRF scans is difficult as objects’ appearances and sizes change from scan to scan, velocities
vary, the behavior of how an object moves is not always predictable, and motion of the robot itself
varies [18, 20]. Tracking algorithms must also be able to maintain a list of tracked objects and
determine when to create, continue, and delete a track. Tracking can then be grouped into three
problems: how to model the motion of a moving object, solving the data association problem, and
track management.
Typically Kalman and Bayesian particle filters are used to predict the motion of an object
based on a motion model, such as a constant velocity model [19]. However, in some instances, the
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motion of an object is complex. In these instances, methods such as the interacting multiple model
(IMM) are used to better model the motion uncertainties present in a moving object. IMMs are
sub-optimal hybrid filters which use multiple motion models to predict the motion of an object.
The final state estimate is then obtained by merging the results of all the filters according to a
distribution probability over the set of motion models [17]. In any circumstance, the chosen motion
model affects the ability of the tracking algorithm to correctly solve the data association problem.
Data association is the most difficult part of tracking, especially when there are false measurements, unknown targets, and missing measurements [24]. Data association is defined as the
problem of finding a set of features in some data set which can be identified in a previous or future
data set, such as a set of images or LRF scans. Feature descriptors invariant to rotations, translations, and scaling do exist; however, due to noise and motion uncertainties in each data set and
feature, matching features between frames is still very difficult.
Heuristic data association techniques have been developed, such as nearest neighbor (NN).
NN is used frequently in the literature [16, 22, 25]. The NN algorithm finds features closest to
a particular feature based on some distance or cost criterion. In the context of data association,
the closest feature in frame t to a feature in frame t − 1 is associated with each other. While
NN methods are fast and easy to implement, they work best when the frame-to-frame motion is
extremely small [26]. NN methods also cannot handle occlusions. Another heuristic method is
presented in [21]. A differentiable cost function is used to create data association hypotheses and
then a gradient ascent algorithm is used to propagate these hypotheses through time. This method is
very fast, but is not statistically sound. The accuracy of the method is proportional to the step-size
used in the gradient ascent method.
Statistical data association techniques have been developed to solve the robustness problems encountered with heuristic techniques. Multiple hypothesis tracking (MHT) is an optimal
solution to the tracking problem [23]. MHT employs a delayed decision approach to data association, which is more robust than other methods. MHT maintains a hypothesis tree and can revise
its decisions while getting new information. The main disadvantage of MHT is its exponential
requirements in both memory and computational time. Suboptimal techniques, such as pruning,
are employed to keep memory and computational requirements as low as possible [23, 26]. That
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is, without pruning, MHT would be an exhaustive data association technique. MHT has also been
shown to be robust to errors in the motion model when there is sufficient process noise [26].
Other statistical data association techniques also exist such as the probabilistic data association (PDA) filter. However, variants of the PDA filter are typically employed in the literature, like
the joint probabilistic data association filter (JPDAF). The JPDAF calculates a posterior probability
of association for each target to measurement and measurement to target. The JPDAF deals with
continuous probability density functions to represent the states. One disadvantage of JPDAF is that
in principle two targets can merge into one [19]. Another disadvantage is that JPDAF must know
the number of tracks a priori and remain fixed [26]. Careful implementation of JPDAF is required
to avoid an exponential increase in memory to the number of targets [27]. The sample-based joint
probabilistic data association filter (SJPDAF) is an adapted version of JPDAF suited for use with
particle filters [28]. SJPDAF can handle temporary occlusions and is capable of real-time implementation with few enough targets. Reference [29] proposes yet another variant of JPDAF using
Bayesian networks, named the Bayesian network-JPDAF (BN-JPDAF). Reference [29] notes that
a key element for the association of tracking of moving objects is the probability of detection, PD .
In algorithms such as MHT and JPDAF, PD is set only once and cannot evolve during the tracking
process. The use of Bayesian networks allows the evolution of PD at each frame for each tracked
object thus preventing premature deletion of a track. Whatever data association technique is used,
track management is still needed to track multiple moving objects.
Tracking algorithms require a track management system. This system handles the creation,
continuation, and deletion of tracks throughout time. Most methods employ some type of heuristic
to handle track management [18, 28] such as:
• Track creation. A new measurement is initialized as a new track when it fails to associate
with an existing track.
• Track continuation. A track is propagated using its motion model’s prediction when a measurement fails to associate with it. Such an occurrence is viewed as a penalty.
• Track deletion. Tracks which suffer a certain number of miss-associations are deleted. Such
cases occur when an object leaves the sensor’s field-of-view or is occluded.
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MHT also employs a heuristic to handle track management, but it is the only data association
algorithm known to the authors which integrates a track management system. Probabilities of data
association hypotheses are retained throughout time and when such a probability exceeds or drops
below a certain threshold, a track is created, continued, or deleted respectively.
We chose to employ a MHT framework to track multiple moving objects. As demonstrated
by [19] with their ground vehicle, rolling and pitching motions of the vehicle due to high-velocity
turns or sudden starting and stopping caused false measurements (i.e. ground returns, etc.) from the
scan data. Also, the flat world assumption was no longer valid when traversing hills. These false
measurements cause the DATMO algorithm to detect and initialize new moving objects to track.
However, after data association and tracking are applied to these measurements, the inconsistencies
observed between shape and motion is detected by the MHT algorithm. The measurements are then
labeled as false measurements. These results are promising since a LRF mounted on an aerial robot
experiences similar rolling and pitching motions as well as altitude changes. Our MHT framework
is discussed in Chapter 3.4.
1.3

Navigation
A key requirement for any robot is the ability to navigate within its environment. In many

situations, obstacles present a threat to the safe operation and completion of a robot’s task. When
a robot operates in any environment, it has to deal with planning safe paths around obstacles to
perform its mission objectives. An obstacle is defined as any object that is not the robot and an
obstacle can be static or dynamic in nature. Path planning approaches can be roughly broken into
two groups: global and local planning.
Global path planning methods compute explicit paths from a start and end goal given global
knowledge of an environment a priori [30]. One such global path planning method is a point-topoint algorithm which uses a Voronoi graph. Such point-to-point algorithms are especially useful
when the turning radius of the vehicle is large compared to the size of the obstacles [30]. A
Voronoi graph can be seen in Figure 1.2. Note that obstacles are modeled as points with zero area.
A Voronoi graph subdivides a set of points S ∈ R2 into convex cells such that each cell contains
only one point. The interior of each convex cell is closer to its associated point than to any other
point in S [30]. By following the edges in a Voronoi graph, potential collision free paths can be
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Figure 1.2: A Voronoi graph with 16 point obstacles.

constructed. However, there are some problems with Voronoi graph path planning that need to be
addressed. First, edges which extend to infinity are not good waypoint paths. Second, Voronoi
cells with finite area can still lead to unnecessarily long paths. Third, edges in the Voronoi graph
can be quite close to points leading to potentially unnavigable space, as seen in the lower righthand corner of Figure 1.2. Fourth, Voronoi graphs are only appropriate in R2 . At most, Voronoi
graphs can be extended to 2 12 D with the aid of multiple altitude maps.
Another point-to-point global path planning method is the rapidly exploring random tree
(RRT). The RRT algorithm has been shown to extend easily to 3D path planning [30]. RRT also
allows for complicated non-linear vehicle dynamics. RRT is a simple algorithm which uniformly
and randomly searches any known space. RRT uses a tree such that each node in the tree represents a physical state and the edges represent feasible paths between the states. Each edge has an
associated weight which allows for traversing the tree for feasible paths in an optimal way. The
basic idea of the RRT algorithm is, given a starting point in space p, randomly select another point
in space, p1 , using a uniform probability distribution. The points p and p1 represent a potential
path segment, P. For P to be feasible, P must not collide or intersect with any object in the terrain
map. If no collision is found, P is added to the set of feasible paths. At this point in the algorithm,
a check is made comparing the path between point p1 and the end goal, pe . If the path segment
10

connecting p1 and pe is feasible, then a complete path through the terrain from the start to end goal
has been found and the algorithm terminates. If the path segment is not feasible, then the algorithm
repeats using p1 as the new starting point in space.
A different type of global path planner is the distance transform (DT). This method uses a
gradient descent approach to find a feasible path from the end goal to the start goal. The DT method
is very simple and only requires a 2D grid map representation of the environment. A distance is
computed for every cell back to the end goal. In this way, the resulting DT represents a potential
field (discussed below) free of local minima and the DT is independent of any start point [31]. An
example of a DT can be seen in Figure 1.3. Given any starting cell location, an optimal path can be
found to the end goal by traversing descending cell distance values until the end goal is reached.
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Figure 1.3: An example of a distance transform map used for global path planning. The map is independent of any start point and is free of local minima.

Global path planning methods are good at planning optimized paths through a static and
known environment, but suffer computationally in highly dynamic environments [30, 31]. How11

ever, local navigation methods are well suited for highly dynamic and complex environments.
Local or reactive path planning methods do not require a priori knowledge about the environment,
but rather use behavioral methods to react to local sensor information [30]. Local methods have the
advantage of avoiding collisions in highly dynamic and unknown environments, but cannot plan
optimal paths through complex environments like global methods [31, 32]. Two of the most popular local reactive methods are directional and velocity-space approaches. Directional approaches
analyze sensory information to determine a safe direction for the robot and then move the robot
in that direction. Velocity-space approaches directly search for motion commands from all allowable motions of the robot. Directional approaches are better at solving the local minima problem
(See Figure 4.2). That is, directional approaches are better at preventing the robot from becoming
trapped in complex environments while velocity-space approaches are better at driving a robot at
higher speeds and smoother trajectories due to the attention to the robot’s dynamic constraints [33].
A simple directional approach was proposed by [34] and is based on edge detection. This
method seeks to find the vertical edges of an obstacle to steer the robot around these edges. However, this method is sensitive to sensor noise and accuracy. Rather than detect and steer a robot
around edges, the potential field (PF) method seeks to create an artificial force field in which obstacles exert a repelling force upon the robot. Similarly the end goal exerts an attractive force on
the robot. One key property of the PF is that all forces are independent and can be developed
independently which lends itself to parallel computing [31]. PFs are tractable, very simple to implement, and computationally fast which lends itself to real-time operation. However, PFs suffer
from local minima, oscillations near obstacles and in narrow passages, and can lead to “jerky”
motion [31, 35, 36]. A hardware-based variant of PF uses magnets and magnetic sensors to sense
actual repelling forces for collision avoidance [35]. Each robot generates its own magnetic field
and is equipped with an array of magnetic sensors. These sensors detect the total field generated
by the entire network of vehicles. These magnetic sensors are used to overcome the assumption
made by PF that there is perfect knowledge about obstacles’ positions and velocities.
A different directional approach is the tangential escape approach [37]. Tangential escape
forces a robot to follow a path parallel to the tangent of an obstacle’s contour to avoid a collision.
That is, when the robot approaches an obstacle, the tangential deviation of the robot to the target
is calculated. This angle is used to virtually rotate the target tangent to the obstacle. In this way
12

the robot now drives to the virtual target avoiding a collision with the obstacle. Tangential escape
usually prevents the robot from getting trapped in local minima, however, it is highly dependent
on accurate sensory information. Note that in the absence of obstacles, tangential escape provides
optimal trajectories.
Since edge detection, PFs, and tangential escape are dependent on accurate information
about the environment, other methods have been developed which use grid-based representations
of the environment to avoid collisions. The virtual force field (VFF) uses a 2D grid to represent
the environment around the robot [38]. VFF stores the number of times a range reading hits each
cell in a 2D histogram. Once the histogram is updated, the PF approach is applied. A window of
size m x n is centered on the robot in the histogram such that this window represents all obstacles
which can exert a force on the robot. Each cell in the windowed histogram computes its distance to
the robot and a force field is created. The total force field is created by summing the fields created
by each cell. While VFF does not require obstacles to be represented as points, it is still based on
the PF method and also suffers from “jerky” and oscillatory motion.
The vector field histogram (VFH) was developed as a variant to VFF to overcome VFF’s
shortcomings [32]. The 2D histogram is updated in the same manner as the VFF method. However, after the 2D histogram is updated, VFH reduces the windowed histogram into a 1D polar
histogram. Each bin in the polar histogram represents a belief that an obstacle is present. By
searching for contiguous bins below a predefined threshold in the polar histogram, the robot has
the ability to identify feasible paths. In this way, the robot now has the ability to pass through narrow passages (i.e. doorways) while drastically reducing “jerky” and oscillatory motion. However,
VFH can still become trapped in local minima.
A local method capable of avoiding local minima is the nearness diagram (ND) [39]. The
ND method uses diagrams which provide information about the proximity of obstacles to the robot.
These diagrams are also used to identify free space, a set of situations, and implement each situation’s respective motion commands. A situation simply describes the robot’s safety state in its
local environment. A safety state is defined by the proximity of obstacles to the robot as well as
how wide a region is. Motion commands are then computed for each situation which leads to the
safest robot motion to avoid collisions. The ND method reduces the difficulty of the navigation
problem by employing a “divide and conquer” strategy, however, it does not account for sensor
13

noise. The ND method also only works for circular robots and does not take into account vehicle
kinematic and dynamic constraints.
Velocity-space approaches have the advantage of driving robots faster and with smoother
trajectories. The dynamic window approach∗ (DWA∗ ) is a variant of the original DWA method [33].
The original DWA method directly searches for an optimal velocity command based on all feasible
velocities of the robot. However, DWA does not discern between goal convergence and obstacle
avoidance and can therefore select an improper velocity. To mitigate this problem, DWA∗ keeps a
history of several candidate velocities and utilizes look-ahead verification to select the proper velocity command. In this way, DWA∗ acts similar to a global method and can avoid getting trapped
in local minima. By utilizing look-ahead verification, smooth high-speed and local minima free
navigation is achieved. With region analysis and look-ahead verification, DWA∗ can effectively
navigate in unknown and complex static environments without the need to stop or decelerate.
Robots operating in a cluttered indoor environment have to deal with highly dynamic environments. When environments are changing around a robot, planning paths to avoid collisions
with obstacles becomes more difficult. Our application requires a robot to safely navigate unknown dynamic and complex environments while following a moving target. Global methods are
not well suited for this application. Since our MAV is a holonomic robot operating indoors, we
do not need to consider robot dynamics or traveling at high speeds. Therefore, we do not consider
velocity-space approaches at this time, such as DWA∗ . ND diagrams suffer from sensor noise and
are not considered. While vanilla potential fields, VFFs, and VFHs are very similar, for the sake of
simplicity, we chose to implement the vanilla potential field method with modifications to handle
some of its shortcomings. Our potential fields method is discussed in Chapter 4.2.
1.4

Overview of Thesis
This thesis proposes to combine algorithms developed for ground vehicles for use on a

MAV such that the MAV can maintain stable flight, detect and track moving objects, and safely
navigate within an unknown dynamic environment while following a moving target. Much of the
work for developing localization, detection and tracking of moving objects, and target following
algorithms with a laser range finder has been performed for ground robots. Reference [40] uses a
3D laser range finder on a ground vehicle to localize and efficiently explore indoor environments
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while avoiding static and dynamic obstacles. Reference [5] uses a laser range finder to localize
within any indoor environment from a MAV. Reference [41] uses a laser range finder onboard a
ground vehicle to detect and track moving objects to aid in collision avoidance. Reference [42]
uses range only measurements to follow a target whose maneuvers are unknown. Recently [43]
has explored the use of infrared sensors to follow a target. The target is equipped with an infrared
transmitter while the ground robot is equipped with an infrared receiver and an array of infrared
sensors. The transmitter-receiver pair allows the robot to follow the moving target even in the
presence of unknown target maneuvers. The infrared sensor array allows the robot to sense and
avoid obstacles.
Other research has aimed at the development of target following using vision systems.
Reference [44] uses a modified Camshift tracking algorithm for target following. Reference [5]
uses a vision-based system to track a user specified object from onboard a MAV. This visionbased system uses a machine learning classifier to learn and track an object’s appearance within
a sequence of images. The algorithms are robust enough for use onboard a MAV accounting
for the fast movement of the MAV, low-resolution of the camera, and the small size of objects.
This vision-based system has been successfully applied to following a person. Most recently [45]
developed a vision-based system that is capable of operating onboard a MAV while following a
user specified ground vehicle. The MAV is controlled to follow the target while centering the target
in the image frame. These pure vision-based systems appear only to offer limited target tracking
and following capabilities by not explicitly considering the range to the target. Reference [44]
maintains a safe distance to the target by forcing the target’s scale to remain constant in the image
frame. Reference [5] uses the camera’s intrinsic properties along with the robot’s global pose to
estimate depth. However, this method is sensitive to image noise and small errors in pose and
intrinsic camera properties vary from camera to camera. To improve upon these methods, higher
level filtering algorithms can be applied. However, the introduction of these filtering algorithms
lead to a more complex system with higher computational demands. Even with all these filtering
techniques, human intervention is still required with vision systems to ensure that the object of
interest is always being tracked [5].
There has also been research which has investigated the practicality of fusing cameras and
laser range finders to track and follow moving objects. Reference [46] successfully fuses a laser
15

range finder and panoramic camera to track multiple moving objects from a stationary robot. In
this case, particle filters are used to track people in the laser plane while each object’s color is
modeled by a mixture of Gaussians. In this way, objects which leave the laser range finder’s fieldof-view and reappear can be recognized. Reference [47] proposes a similar system to [46] which
fuses an omnidirectional camera and a laser range finder. This new system is capable of following
people from a mobile ground robot. The combination of both sensors offers the capability to track
moving objects in dynamic and cluttered outdoor environments assuming that object occlusions
are temporary.
While all of these works focus on a combination of collision avoidance, tracking, and target
following, only a few have been developed specifically for MAVs using multiple sensors, like a
camera and laser range finder. To the knowledge of the authors, there is no work on tracking and
target following onboard a MAV using only a laser range finder. The key contributions of this
thesis is the development of the following algorithms for use with a laser range finder onboard a
MAV:
• Detection of moving objects. Uses a combination of several common detection methods for
detecting moving objects.
• Tracking of moving objects. Modification of the multiple hypothesis tracking algorithm to
account for target maneuvers.
• Sense and avoid. Uses information about static and tracked dynamic objects to avoid collisions.
• Provides a framework for following any tracked moving object of interest per user specification or some higher level algorithm.
The remainder of this thesis is organized as follows. In Chapter 2, we discuss a localization
solution for maintaining stable flight while simultaneously constructing a local map of the MAV’s
surroundings. Chapter 3 discusses an adapted algorithm for detecting and tracking moving objects.
Chapter 4 then discusses a reactive navigation method for safely navigating through an unknown
dynamic environment while following a moving target.
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Chapter 2
Relative Motion Estimation
In this chapter, we introduce the notion of scan matching to extract the relative motion of
a robot using a laser range finder (LRF). The scan matcher we implement is capable of running in
real-time, handling dynamic environments and operating in a 3D environment instead of the laser’s
native 2D coordinate system.
2.1

Introduction
Micro aerial vehicles (MAVs) must be able to estimate position and orientation reliably

and accurately to maintain stable flight. MAVs must also be capable of navigating autonomously
within an unknown environment. A fundamental requirement for MAVs to be able to accomplish
these tasks is the ability to self-localize or estimate its relative motion. Self-localization is the
ability of a mobile robot to determine where it is within a given map [1]. For a robot to localize
itself within a map while operating in a cluttered GPS-denied indoor environment, it must rely on
accurate external sensors to estimate position and orientation.
Wheel encoders are the external sensor of choice to estimate a mobile ground robot’s odometry. However, wheel encoders fail to produce accurate estimates when traversing rough terrain [5].
One might wonder why we don’t just use an internal measurement unit (IMU) to estimate the pose
of the MAV during flight. The reason is that the low-cost IMUs used on MAVs have a large sensor
bias and are not accurate enough for sustained flight [5]. One solution to the estimation problem is
the development of complex localization algorithms using scanning Laser Range Finders (LRFs).
LRFs are active time-of-flight sensors and operate by sweeping a laser beam along an arc
capturing range measurements at regular spatial intervals. These sensors provide accurate and
dense models of the “shape” of the environment. While LRFs are dependent on lighting conditions, this dependence is greatly reduced when compared to an Electro-Optical (EO) camera. High
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accuracy data measurements of the environment, high scanning rates and reduced computation expense when compared to a camera, makes the laser range finder a great choice for efficient pose
estimation. LRFs have been successfully applied to estimate the pose or odometry of a mobile
robot [2–5] using a method called scan matching.
Section 2.2 introduces the notion of scan matching. Section 2.3 then discusses the scan
matcher we chose to implement.
2.2

Laser Scan Matching
Scan matching is a method of obtaining the rigid-body transformation that best aligns two

consecutive scans. Define a scan measurement as

zt = zt1 , zt2 , . . . , ztN ∈ P2×N ,

(2.1)

where t is the current time index, the superscript 1, 2, . . . , N indicates each scan point, and
 
x
 
 
i
zt = y ; z ∈ P2
 
1

(2.2)

is in homogeneous Cartesian coordinates. Thus zt represents a 2D sequence of x and y measurements returned by the LRF. The relationship between subsequent scans can be written as
zt = ∆(xt )zt−1 ,

(2.3)

where zt is the current scan, zt−1 is the previous scan, and ∆(xt ) is the homogeneous rigid-body
transformation relating zt and zt−1 , i.e.


cos(ψ) −sin(ψ) x


∆ 

∆(xt ) =  sin(ψ) cos(ψ) y ; ∆(xt ) ∈ SE(2),


0
0
1
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(2.4)

where

 
x
 
 
xt =  y 
 
ψ

(2.5)

and x, y, and ψ are the relative motions relating zt and zt−1 . While different scan matching algorithms seek to find the best rigid-body transformation relating two consecutive scans, their methods
tend to differ. Iterative closest point [6] (ICP) is the most popular scan matching method. ICP seeks
to minimize the Euclidean distance between corresponding points in two successive scans. ICP and
its variants are point-to-point correspondence methods while probabilistic scan matchers seek to
solve the localization problem without trying to solve the data correspondence problem. In this
way, probabilistic scan matchers handle outliers much better than ICP and its variants.
2.3

Correlative Scan Matching
The correlative scan matcher is a no-correspondence probabilistic scan matcher developed

by Abraham Bachrach [5]. In probabilistic scan matching, a scan zt , is matched to a likelihood
map, m, such as an occupancy grid [13]. Each cell in the map stores the probability or likelihood
of the kth laser return as


k
p zt | xt , m .

(2.6)

Assuming independence between each laser return in a scan, the likelihood of a scan’s alignment
with the map is then computed by
P (∆(xt )zt−1 | m) = P (zt | xt , m)


N
= ∏ p ztk | xt , m .

(2.7)

k=1

Scan matching can now be posed as an optimization problem in which we seek to maximize the
alignment of a scan with respect to the map. Using (2.7), the optimal rigid-body transformation,
∆∗ , is found by
∆∗ = arg max P (∆(xt )zt−1 | m) .
xt
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(2.8)

Section 2.3.1 discusses how to generate a likelihood map in real-time. Section 2.3.2 then discusses
how to use the likelihood map to estimate the optimal rigid-body transformation.
2.3.1

Local Map Construction
Since scan matching is an optimization problem, we need a method for scoring candidate

rigid-body transformations. A local grid map is constructed using the k previous scans. Since
odometry tends to drift, we try to mitigate these effects by comparing the current scan against the k
previous scans. By comparing the current scan against multiple scans, the propagation of odometry
errors is reduced, assuming that the alignment of previous scans is correct. The k previous scans
also helps to handle 3D effects nicely. This is due to the fact that a LRF operates in a 2D coordinate
system, but is forced to operate in the MAV’s native 3D coordinate system. Such operation causes
the LRF to experience out-of-plane motion due to the rolling, pitching, and altitude changes of
the MAV when the LRF scans on a horizontal plane. This out-of-plane motion can be seen in
Figure 2.1. Out-of-plane motion causes the environment to possibly become distorted from scan
to scan. In Figure 2.1(b), such distortion is quite noticeable with a roll angle of −6.19◦ and a
pitch angle of −8.2◦ . Such distortion can be thought of as outliers. Another challenge in creating
a map in real-time is that for accurate velocity estimates on board a MAV, the map must have a
high-resolution since small rounding errors in position are greatly amplified [5]. The map must
also be large enough for all k previous scans to fit in the map as the robot explores its environment.
Map construction begins with defining the size of the map. If a single scan is added to the
center of the map, the largest the map needs to be is
A = (ymax ) × (xmax ) ,

(2.9)

xmax = ymax = 2 · rmax

(2.10)

where

and rmax is the maximum range of the LRF. Since the map is constructed from the k previous scans,
we use the known velocities and accelerations of the MAV to construct the map at a proper size.
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Figure 2.1: Depiction of out-of-plane motion. (a) A hexacopter and mounted laser range finder at
location at (3.5, 3.5) north and east respectively with zero roll and pitch and a simulated laser return
(red). (b) The same hexacopter and laser range finder at the same location with −6.19 degrees in roll
and −8.2 degrees in pitch and its simulated laser return (red). Note the new objects (blue circle), ground
return (green ellipse), and wall distortion (cyan ellipse) in (b) as a result of out-of-plane motion.
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(2.11)

where k is the number of scans in the map, v = (vx , vy )T and a = (ax , ay )T is the maximum velocity
and acceleration of the MAV for the k previous scans respectively, and f is the frequency of operation of the LRF. The bias terms are included to account for errors in the velocity and acceleration
estimates. Using (2.10) and (2.11), the map size which is capable of fully containing all k previous
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scans is
A = (ymax + ∆y) × (xmax + ∆x) .

(2.12)

If the maximum expected velocities and accelerations of the MAV are known a priori, then the
size of the map does not need to be calculated dynamically.
An occupancy grid is a popular representation for a map. Each cell in an occupancy grid
contains a single probability. With the aid of a predefined threshold, each cell can be identified as
occupied, unoccupied or unknown, as seen in Figure 2.2. A time consuming process of occupancy

Figure 2.2: Occupancy grid. White, black and gray cells represent unoccupied, occupied, and unknown
space respectively.

grid construction is ray casting. A knowledge of each cell being occupied or not is useful in path
planning. However, since we only care about finding the rigid-body transformation such that two
successive scans align, we can safely assume that endpoints of each scan hit obstacles and we can
focus solely on the occupied cells in the map [16]. Instead of computing the quality of a scan with
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the map as in (2.7), we take the log of (2.7) to get the log-likelihood map, as
L (∆(xt )zt−1 | m) = L (zt | xt , m)
!


= − log ∏ p ztk | xt , m
N

k=1

 

N
= − ∑ log p ztk | xt , m .

(2.13)

k=1

The use of log-probabilities is attractive for the following reasons:
• Multiplication of probabilities becomes addition under the logarithm
• Small probabilities are represented more precisely
LRFs only measure the “shape” of an environment [14]. Due to the inherent properties of a
LRF, points in successive scans do not generally correspond to the same point in the environment.
This is especially true when out-of-plane motion occurs. However, point measurements usually
measure the same surface. We can model the environment using features such as lines. Various
line extraction methods exist [48,49]. For simplicity in implementation, we chose to use the simple
recursive split-and-merge line extraction algorithm [48]. Figure 2.3 shows lines extracted from a
simulated laser scan. On modern hardware and a 682-point data set, lines are extracted in ≈ 0.6ms.
These extracted lines must then be discretized before applying to the map. Continuous lines can be
discretized using Bresenham’s digital plotter algorithm [50]. Bresenham’s algorithm is optimized
by avoiding expensive multiplications and divisions.
Line extraction, discretization errors, and sensor noise present problems when finding the
optimal rigid-body transformation. To account for all of these sources of error, we mark neighboring cells around each line as having a probability of the laser return actually occurring in that cell.
The noise model for a laser range finder involves uncertainty in both range and bearing, although
range is usually more uncertain [1, 14]. However, we can approximate the noise distribution as
a radially symmetric circle. This measurement noise is generally modeled by a narrow Gaussian
pdf [1] as



2
2
p ztk | l ∼ N 0, σ 2 ∝ e−d /σ ,
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(2.14)

(a)

(b)

Figure 2.3: (a) An LRF scan. (b) An LRF scan (red dots) with its extracted lines (blue lines).

where d is the Euclidean distance of the current scan point to the line, l, and σ is a variance
parameter determined by the sensor’s noise characteristics. The application of a symmetric square
kernel to apply these noise distributions to each line results in multiple kernel applications of the
same cell. To optimize the application of these kernels to the map, we create a 1 × N or N × 1
kernel based on the slope of the line. For slopes that are not perfectly horizontal or vertical, the
kernel is stretched by 1/ cos (m) where m is the slope of the line. The kernel can then be applied to
the map by “sliding” the kernel along the discretized line and applying the max operator between
the kernel’s value and the current map’s value. Figure 2.4 shows a log-likelihood map.
The map is composed of k previous scans, but these scans must be aligned to produce an
accurate rigid-body transformation for the current scan. In Figure 2.5, we see the world, robot and
laser coordinate frames. We can use this information to derive relationships between these three
coordinate frames. Scan matching returns a homogeneous transformation matrix from the current
laser frame to the reference laser frame of the form

H =

R t
0 1


 ; H ∈ SE (2) .

Let

24

(2.15)

Figure 2.4: A log-likelihood map displaying higher to lower likelihoods (red to purple).

p0 = H10 p1 ,
p1 = H21 p2
be the transformations of points in laser frame 1 to laser frame 0 and laser frame 2 to laser frame 1
respectively, as seen in Figure 2.5. If we invert these relationships and perform a simple substitution, we can project points in frame 0 to frame 2 by
p2 = H10 H21

−1

p0 .

(2.16)

We can generalize (2.16) to multiple time steps as
i
i+1
i+t
pi+t+1 = Hi+1
Hi+2
· · · Hi+t+1

−1

pi ,

(2.17)

where t is the time at which the laser scan was captured, the index i + t + 1 refers to the first
scan being added to the map, and index i refers to the current scan being added to the map. This
representation ensures that the robot remains in the center of the map while the world moves around
it.
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Figure 2.5: World, robot, and laser coordinate frames.

If every new scan is added to the k previous scans, then the resulting algorithm requires a
new log-likelihood map to be built on each new incoming scan, which is computationally inefficient. We would rather add a scan when there is enough “new” information about the environment.
That is, when there is insufficient overlap of the current scan with the map, then the scan is added
to the map. This is done by comparing the scan with the map. All scan points above a predefined threshold within the map are summed. When this sum drops below a different predefined
threshold, there enough “new” information to justify adding the scan to the map.
2.3.2

Pose Estimation
The overall goal of performing scan matching is determining the goodness of fit associ-

ated with a particular alignment of the current scan with the map. One very challenging problem is
determining how to find the global optimum or best rigid-body transformation among so many candidate transformations. Since scan matching has been posed as an optimization problem in (2.8),
we use a gradient ascent optimization routine to find the optimal rigid-body transformation. The
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cost function is rarely convex, therefore a good initial pose estimate is required to hopefully find
the global maximum. Since the cost function is not differentiable, this gradient ascent method
employs a hill-climbing strategy. Using (2.13), Algorithm 1 shows the hill-climbing method.

Algorithm 1 Gradient Ascent Pose Search
Require: m: The log-likelihood map
Require: zt : The scan to be matched
Require: ∆(xt ): The initial
 pose estimate
−1
1: L ← L ∆(xt ) zt | m
2: while ∆(xt ) not converged do
ˆ t ) = ∆(xt ) + δ ∈ {Forward, Back, Le f t, Right, TurnLe f t, TurnRight} do
3:
for ∆(x

ˆ t )−1 zt | m > L then
4:
if L ∆(x

ˆ t )−1 zt | m
5:
L ← L ∆(x
ˆ t)
6:
∆(xt ) ← ∆(x
7:
else
8:
Decrease δ
9:
end if
10:
end for
11: end while
12: return ∆(xt )

Algorithm 1 begins by calculating the likelihood of the initial pose estimate in line 1. The
algorithm then seeks to find the global maximum or best rigid-body transformation until there is
no significant change in the quality of alignment, in line 2. Line 3 describes the hill climbing
process. Using the best rigid-body transformation, ∆(xt ), translational and rotational perturbations
are made to ∆(xt ) (i.e. ∆(xt ) + δ ) one at a time in both the negative and positive directions. If the
likelihood of the transformation ∆(xt ) + δ exceeds the likelihood of ∆(xt ), then the best likelihood
and transformation are updated with that of ∆(xt ) + δ .
2.4

Chapter Summary
In this chapter, we introduced the notion of scan matching to extract the relative motion

of a robot using a LRF. The scan matcher we implemented is a probabilistic map-based method
based on the work of [5] with modifications to the line extraction method. After the log-likelihood
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map is built, a pose search is performed using a gradient ascent method. High resolution maps
are required to ensure that accuracy of the pose estimates are good enough to allow a MAV to
maintain stable flight while operating in dynamic environments. Since only endpoints of a scan are
considered, spurious regions in the map such as outliers, do not contribute to (2.13) [16]. The scan
matcher is capable of running in real-time and operating in a 3D environment instead of the laser’s
native 2D coordinate system. Results and a discussion of the results can be found in Chapter 5.
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Chapter 3
Detection And Tracking of Moving Objects
In this chapter, we introduce the problem of detecting and tracking moving objects using
only a laser range finder (LRF). Our detection method is robust and can detect slow and fast moving
objects in real-time. The use of multiple hypothesis tracking (MHT) provides a sound tracking
framework capable of handling false moving object detections due to out-of-plane motion of the
LRF and temporary occlusion while operating in real-time.
3.1

Introduction
In any environment a robot is likely to encounter dynamic obstacles. These obstacles can

range from humans to other moving robots. For any robot to safely accomplish its mission objective, it must be able to plan paths around these dynamic obstacles. Therefore, the robot must be
able to perceive a moving object and track it. This is called the detection and tracking of moving
objects (DATMO) problem.
DATMO has been solved using laser scans on ground vehicles. A popular method is found
in [16]. This method uses an occupancy grid which can be a global or local representation of the
environment. Each cell in an occupancy grid contains a probability indicating free, occupied and
unknown space. If a new scan is aligned with the occupancy grid and overlaid on top of it, we can
observe inconsistencies between the scan and map to determine the nature of those inconsistencies.
We define the nature of a point as being dynamic, static, or unknown.
Moving object detection can be a difficult problem to solve only using a LRF. As stated
earlier, one major limitation of a LRF is that it is only capable of telling us the shape of the
environment around us. A LRF cannot tell us anything about the environment beyond its range.
Therefore, we are limited by the LRF in what we can detect as static and dynamic in the scan data.
Another major problem is how to robustly detect moving objects using a LRF while moving in
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a 3D world. These 2D scans, while moving in a 3D world, are subject to out-of-plane motion,
as seen in Figure 2.1. Thus the shape of the environment, as measured by the laser, can change
dramatically from scan to scan. These changes could result in false detection of moving objects.
Therefore, we require a detection method which is robust against outliers and a tracking method
that is capable of quickly identifying falsely detected moving objects and removing them from the
objects being tracked.
Section 3.2 discusses the detection of moving objects using only LRF data. Section 3.3
discusses how to simultaneously localize the robot and detect moving objects. Section 3.4 then
discusses how to track moving objects.
3.2

Moving Object Detection
Moving object detection using an LRF is based on observing the inconsistencies between

known free space and occupied space. Many researchers, like [15, 16, 20], use occupancy grids
because they are capable of representing occupied, unoccupied, and unknown space. If points
are found to be in a location previously detected as free space, then the points are identified as
moving. If points are found to be in a location previously detected as occupied, then the points
are most likely static. If points are found to be in a location not previously observed, then the
points cannot be identified as dynamic or static. A disadvantage of constructing an occupancy
grid to represent space as unoccupied, occupied, and unknown space is that it is a time consuming
process due to intensive ray-casting operations. Instead, we extract lines from the original scan
and construct a simple closed polygon (i.e. non-intersecting) with these lines using the position
of the LRF [21]. We take into account rays that did not intersect an object and use the maximum
range of the LRF. This ensures we truly represent what the LRF observed as free space. This
polygon is a representation of free-space as seen in Figure 3.1. A problem arises when the robot
turns or reverses direction. The laser may observe a moving object in previously observed freespace, but if only using the previous scan as a free-space polygon, that moving object may appear
as unknown. To solve this problem, the k previous scans are used, providing a more complete
description of free-space throughout time which results in fewer false positives. Moving points are
now identified as points lying inside the free-space polygon. Points lying outside the polygon are
unknown and could either be static or dynamic. Points lying on the polygon are identified as static.
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(a)

(b)

Figure 3.1: (a) An occupancy grid. Unoccupied, occupied, and unknown space is represented as white,
black, and gray respectively. (b) An occupancy grid overlaid with a polygonal representation of freespace (red).

However, since a free-space polygon is constructed for each of the k previous scans in the local
log-likelihood map, all k free-space polygons must be searched. Therefore, if a point is found in
any of the k previous free-space polygons, it is marked as a moving point. If a point is outside all
k previous free-space polygons, it is marked as an unknown point. Using these three methods for
determining the nature of points, we can detect moving points. For example, in Figure 3.2, object
A must be moving since it is found within the map’s unoccupied space. A special case arises when
an object is traveling away from the LRF. As seen in Figure 3.2, object C cannot be categorized
as moving because it lies in unobserved space having been occluded by object B. However, we do
know that the points belonging to object B were in fact moving points.
As noted earlier, the LRF operating on a MAV produces scans that can change dramatically from scan to scan. To eliminate any false positives due to this out-of-plane motion and other
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Figure 3.2: Moving object detection is performed by observing inconsistencies between the map and
current scan. Object A is located in previously observed free space and is therefore a moving object.
A special case arises when an object cannot be identified as static or dynamic as it is in a space that
has not yet been observed, such as object C. However, the corresponding points of object C in the map,
object B, are now known to have belonged to a moving object.

sources of error, a filtering technique is introduced which uses the same log-likelihood map produced by the correlative scan matching method, as described in Chapter 2. In [15], an occupancy
grid is dilated using the Minkowski operator. If any point is found within the dilated area, the point
is identified as static. Similarly for our method, if any point is found close enough to a kernel in
the log-likelihood map, the point is identified as static.
We can also use information about past moving objects to aid in the detection of new
moving objects. If objects are passing through an area, then any object that appears in that area
should be identified as a potential moving object without any rule [16, 20, 51]. By creating and
maintaining a dynamic map of the same resolution and dimensionality of the log-likelihood map,
we can track how often a moving object passes through an area. This dynamic map also aids in the
detection of slowly moving objects, such as people [51].
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Moving points are now grouped together and can be identified as a moving object. The
identification of moving objects is the combination of moving points detection and segmentation
of the scan. A scan is segmented into groups of points pertaining to the same object using a distance
criterion. If the distance between two successive points in the scan is less than a given threshold,
then the points are grouped together. Segments with fewer than 3 points are considered noise and
discarded. Similarly, segments with more than 400 points are considered results of noise or bad
segmentation and discarded. Potential moving objects are now identified if the ratio of the number
of moving points to the number of total points in a segment is greater than 0.5 [15, 51]. Moving
object detection can be seen in Algorithm 2. Note that points identified as unknown are assumed
to be static until future information indicates otherwise.
Algorithm 2 iterates over every point in a scan, zt , and determines the dynamic nature of
that point. The first check is performed in line 3. Here a region of interest (ROI) around the point
is checked within the dynamic map to determine if the point lies in a high traffic area. If the point
is not found within a high traffic area, then one more check is required before labeling the point as
static. Lines 6 - 7 show that if a point is far enough away from a static object and it lies within at
least one k previous free-space polygon, then it is dynamic. Dynamic points are then grouped and
labeled as moving objects in lines 14 - 19. Each moving point is assigned to a previously computed
segment and if the ratio of the number of moving points for a segment to the total number of points
in the segment is greater than 0.5, then the segment is marked as a moving object.
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Algorithm 2 Moving Object Detection
Require: zt : Original scan
Require: ms : Local static map
Require: md : Local dynamic map
Require: P : Free − space polygons
Require: Lthresh : T hreshold indicating a point is f ar enough away f rom a kernel
Require: Dthres : T hreshold indicating how many moving ob jects should have hit a cell
1:

s ← Segment(zt )

2:

for i = 1 to length(zt ) do

3:
4:
5:
6:
7:

if any(ROI(md (zti )) >= Dthres ) then
Add moving point
else
if ms (zti ) < Lthresh then
if IsInsidePolygons(ms (zti ), P) or md (zti ) ≥ Dthresh then
Add moving point

8:
9:
10:
11:

end if
end if
end if

12:

end for

13:

Filter Moving Points f rom zt

14:

for i = 1 to length(s) do

15:

nmp ← num(Moving Points associated with si )

16:

if length(si ) ≥ 3 and length(si ) ≤ 400 and (nmp /length(si )) ≥ 0.5 then

17:
18:

MovingOb jects j ← si
end if

19:

end for

20:

return MovingOb jects
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3.3

Simultaneous Localization and Detection of Moving Objects
Localization can be improved when outliers are removed from a scan. Although the no-

correspondence scan matcher in Chapter 2 can handle outliers such as moving objects, we create
two maps representing the static environment and areas of movement for dynamic objects. The
local log-likelihood map constructed during scan matching represents static objects. The dynamic
map represents all places in which moving objects have been observed by storing the number of
times a moving point has landed in a cell. The simultaneous localization and moving object detection can be seen in Figure 3.3. The simultaneous localization and detection of moving objects

LRF Scan

Segmentation

Filtered Scan
Gating

Scan Registration
and
Moving Object Detection

Known Moving
Objects

Moving Objects
with pre-computed
gates

Pose

Potential
Moving Objects

Multiple Hypothesis
Tracking (MHT)

Moving Objects

Figure 3.3: Diagram describing the process of the simultaneous localization and detection and tracking
of moving objects.

process begins by segmenting the current scan into clusters of points, as seen in the Segmentation
block. Information about currently tracked moving objects is used to filter known moving objects
from the current scan using a gating technique [17, 52] as seen in the Gating block. An iterative
approach is then adopted in the Scan Registration and Moving Object Detection block by perform35

ing scan matching followed by moving point detection. This process stops once moving points
(outliers) are no longer detected (i.e. we have a good idea of what is dynamic in the current scan).
By iterating between localization and moving objects detection, we achieve a more complete representation of the static environment, a more precise pose estimate, and better detection of moving
points. All the moving points are then compared to the previously segmented scan to determine
moving objects as detailed in Section 3.2. The static and dynamic maps can then be updated and
the detected moving objects can then be tracked in the Multiple Hypothesis Tracking block.
3.4

Moving Object Tracking
Multiple hypothesis tracking (MHT) is an optimal statistical data association algorithm for

target tracking [23], which integrates all the capabilities of
• Track initiation (The creation of new tracks as new objects enter the LRF’s field-of-view),
• Track termination (Removal of tracks that have moved outside the sensor’s range),
• Track continuation (The continuation of a track over several frames even in the absence of
measurements),
• Moving object motion modeling,
• Data association,
• Merging moving objects when two or more moving objects coalesce,
• Occlusion,
• Adaptation of the false measurements, and
• Algorithm works robustly over long sequences of data.
MHT treats the tracking problem as a global maximum finding problem and uses later measurements to aid in prior associations of measurements with targets (i.e. MHT delays making association decisions until future data is available). The quality of an association is represented as a
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Figure 3.4: Flowchart of the multiple hypothesis tracking algorithm.

probability. MHT also uses recursion so that previous data does not have to be reprocessed whenever a new data set is received and does not need to know the number of objects to track a priori.
The MHT process is depicted in Figure 3.4.
The MHT algorithm begins with a set of hypotheses from the previous frame, t − 1. Each
hypothesis is a representation of the quality of a measurement’s assignment to a target. Using a
moving object’s motion model, each hypothesis predicts the location of a moving object. These
predictions are then compared or associated to the measurements detected in the current frame
at time t. However, ambiguities may arise from these predictions. More than one measurement
may associate to a predicted measurement, a single measurement may associate to more than one
target, there may be false or unexpected measurements, and predictions may not be supported
by measurements due to temporary occlusions or an object leaving the LRF’s field-of-view [26].
Typically in tracking algorithms, association of measurements is performed with Mahalanobis
distance thresholding (i.e. gating). Gating is the process of specifying a region for predicting the
next location of a target. A target is only associated with a measurement if the measurement lies
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Figure 3.5: Predicted target elliptical validation regions for known targets T1 and T2 . Measurements z0
and z3 are uniquely associated to targets T1 and T2 respectively because they lie in between the targets’
validation regions. Measurement z2 is ambiguous as it lies within both targets’ validation regions.

within the gate or validation regions of the target, as seen in Figure 3.5. Gating helps eliminate
false localizations and prevents less likely hypotheses from being formed. The size of a target’s
gate is calculated at each iteration from the target’s covariance matrix. If x and P are the mean
and covariance of the target estimate for the prior hypothesis and zm is the measurement, then the
covariance of
v = zm −Cx

(3.1)

S = CPCT + R,

(3.2)

is given by

where R is the measurement noise covariance matrix. The measurement zm lies within a “γ-sigma”
validation region if
γ02 ≤ vT S−1 v ≤ γ12 .
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(3.3)

In (3.3), γ02 represents a lower bound enforcing that a moving object must be moving and γ12 represents an upper bound indicating that a moving object cannot realistically move beyond this
distance. Note that if S is the identity matrix, I, then the Mahalanobis distance test reduces to
Euclidean distance testing. Targets which share localizations with each other are grouped together
into “clusters”. All distance comparisons are represented in the form of a hypothesis matrix, which
concisely models ambiguities present in assigning measurements to targets. Each measurement
may either belong to a previously known target, be the start of a new target, be a spurious measurement, be the termination of a target, or continue a target (i.e. the missed measurement due to noise
or temporary occlusion). For the scene depicted in Figure 3.5, the hypothesis matrix is


L
L(z1 , T1 )
−∞
LNT
 FA



Ω = LFA L(z2 , T1 ) L(z2 , T2 ) LNT  ,


LFA
−∞
L(z3 , T2 ) LNT

(3.4)

where zi is a measurement, T j is a target, L(zi , T j ) is the hypothesis likelihood of measurement
zi being associated with target T j , LFA is the hypothesis likelihood of a false alarm, and LNT is
the hypothesis likelihood of starting a new track, and −∞ represents no assignment. The rows
in a hypothesis matrix represent the measurements and the columns represent the targets. Each
hypothesis likelihood is computed as


L zi , T j = log Pit ,
where
1
NFT NNT
Pit = PDNDT (1 − PD )(NT GT −NDT ) βFT
βNT
c
and
c = normalization constant,
N (zm −Cx, S) = Normal distribution,
Pgt−1 = probability of the previous hypothesis,
PD = probability of detection,
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NDT

∏N

m=1

(3.5)

!
(zm −Cx, S) Pgt−1

(3.6)

βFT = density of false targets,
βNT = density of previously unknown targets that have been detected,
NDT = number of measurements associated with prior targets,
NFT = number of measurements associated with false targets,
NNT = number of measurements associated with new targets, and
NT GT = number of previously known targets.
See [24] for a complete derivation of (3.6). Note that the number of previously known targets that
are detected is modeled by a binomial distribution and the number of false targets and the number
of new targets are both modeled by a Poisson distribution. The use of these distributions reduces
the complexity of the hypothesis probability calculation into its relatively simplistic form.
After association between measurements and targets, each target has its own hypothesis
matrix (from the previous frame) known as a global hypothesis. Each global hypothesis can be
thought of as a tree, as seen in Figure 3.6. The root of each target tree represents the birth of
the target and the branches represent the different dynamics that the target can assume and the
various measurements it can be associated with in subsequent scans. That is, each subsequent
child hypothesis represents one possible interpretation of the new set of measurements and together
with its parent hypothesis, represents one possible interpretation of all past measurements. Thus,
the most likely measurement to target assignment is the one based on how previous assignments
reinforce certain data associations and contradict others. A trace of successive branches from a leaf
to the root of the tree corresponds to a potential track of the target. The legal set of assignments for
all global hypotheses is constrained to be disjoint so that a measurement originates from only one
target and that a target has at most one associated measurement per frame [26]. Implementation
of a brute force method would enumerate all possible global hypotheses and then prune so as to
keep the k-best. As noted in [26], the k-best assignments can be found in polynomial time (O(n4 )
time worst case) using Murty’s algorithm. Murty’s algorithm avoids solving duplicate assignment
problems which eliminates the need to compare and delete duplicate hypotheses.
Since MHT is exponential in both time and memory, suboptimal techniques are employed
to speed up the optimal MHT algorithm [23], such as
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Figure 3.6: Tree representation of a global hypothesis. The track began at t = 0 and an assignment is
made at t = n based on the previous assignments for the track.

• Screening The procedure of preventing less likely hypotheses from being formed,
• Pruning The procedure of discarding hypotheses after they are formed, by either deleting
hypotheses below a certain likelihood or by limiting the global hypotheses at any frame to a
fixed number,
• Merging The procedure of combining similar hypotheses, and
• Clustering The procedure of grouping hypotheses to process them independently.
Moving Object Representation
To track moving objects, a suitable representation is needed. We chose to follow the work
of [52] and create bounding box type representations for the moving objects. Two types of bounding boxes are used, axis-aligned bounding boxes (AABBs) and oriented bounding boxes (OBBs).
We chose to use a symmetry assumption to create the OBB. The symmetry assumption takes the
middle point between the first and last points in the data set as the origin and reflects every point
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in the data set about the x- and y-axes. Figure 3.7 shows the bounding boxes with and without
the symmetry assumption. We also employ the use of a fixed-size assumption. In general, we

(a)

(b)

(c)

Figure 3.7: Bounding box representations, (a) Axis-aligned, (b) Oriented without, and (c) Oriented
with symmetry assumption.

can safely assume that an object does not vary its size with time. However, the number of points
describing a moving object is inversely proportional to the distance from the LRF. Therefore, the
fixed-size assumption states that an object cannot reduce its size.
One of the limitations of MHT is that it cannot handle target maneuvers (i.e. abrupt and
unknown changes in target dynamics). Therefore, we apply an extra data association rule to account for target maneuvers. If a measurement’s AABB intersects a target’s OBB, then we say that
the measurement and target are associated [18, 52]. A measurement is then said to associate with a
target if it is within the target’s validation region or the target’s OBB intersects the measurement’s
AABB. Once an association is made, a measurement’s OBB is constructed while applying the
fixed-size assumption.
According to [19], moving objects have only one behavior mode, which is the constant
velocity (CV) mode. Therefore, we adopt the CV model. The state of the moving object is defined
to be the OBB center-of-gravity’s position and velocity in the x and y directions. Each dimension is
assumed independent, with identical equations of motion, measurement errors, and process noise.
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We can model a moving object’s dynamics as
x(k + 1) = Ax(k) + w,
y(k) = Cx(k) + ν,
where

 

x
1
 

 

y
0


x=
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ẋ
0
 

ẏ
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0

0
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0

0
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(3.7)







∆t 
1 0 0 0
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0
0 1 0 0

1

w is the process noise, and ν is the measurement noise. Since only measurements of position are
taken for each moving object, there are two ways to initialize a new track. Method one is to delay
track initiation until at least two measurements are received to provide a reliable velocity estimate.
Method two initializes the velocity components to zero while initializing the corresponding components of the Kalman filter’s error covariance matrix to large values to represent the uncertainty
in the velocity estimates. For implementation simplicity, we chose method two. Note that feature
tracking is not robust and stable enough for tracking due to the shape change problem and wide
variety of objects and their respective motions [18,20]. However, most moving objects in an indoor
environment, like people, are small and compact and shape change effects are mild [18].
3.5

Chapter Summary
In this chapter, we introduced the problem of detecting and tracking moving objects using

only a LRF. Our work combined and adapted several well known detection methods, originally
developed for ground vehicles, to function on a MAV. We represent each moving object as an
oriented bounding box and use its center-of-gravity as the feature descriptor for tracking. We
integrated the moving object representation into a multiple hypothesis tracking framework. The
use of the multiple hypothesis tracking system was used to robustly track moving objects in the
presence of temporary occlusions and false measurements due to noise and out-of-plane motion
of the LRF. Using our oriented bounding box representation of moving objects, we provided the
capability to track maneuvering moving objects, a capability not offered by the multiple hypothesis
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tracking algorithm. Our detection method is robust and can detect slow and fast moving objects in
real-time. Results and a discussion of results for the detection and tracking of moving objects can
be found in Chapter 5.
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Chapter 4
Navigation
In this chapter, we introduce the local navigation method of potential fields (PFs) using a
laser range finder (LRF). Due to the out-of-plane motion experienced by the LRF, the PF method
has been modified to allow for safe operation onboard a MAV. Our PF method is capable of avoiding static and dynamic objects and is capable of following a moving object while maintaining a
safe distance and operating in real-time.
4.1

Introduction
A key requirement for any robot is the ability to navigate within its environment. In many

situations, obstacles present a threat to the safe operation of a robot and completion of its task.
An obstacle is defined as any object that is not the robot. An obstacle can be static or dynamic in
nature. When a robot operates in any environment, it has to deal with planning safe paths around
obstacles. Collision avoidance is especially important when a robot is performing tasks in an indoor environment when humans are present. Path planning can be broken into two groups: global
and local planning. Global methods are good at computing optimal paths through static environments using a priori information, but do not perform well in highly dynamic and complex environments [30, 31]. Local methods are best suited for highly dynamic and complex environments and
do not require a priori information about the environment [30]. However, local methods cannot
generally compute optimal paths. To follow a target, local methods work well because they are
most capable at avoiding obstacles while converging on the target.
4.2

Reactive Navigation
To follow a target, a robot must be capable of simultaneously avoiding static and other

dynamic objects within its environment. The control strategy for our purposes is to avoid any
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obstacle while maintaining a proper distance to the desired target. We assume that no moving
object approaches the robot from behind such that the LRF cannot perceive and avoid the new
object. The potential field (PF) is a local reactive navigation method well suited for this application.
A PF generates an artificial force-field to determine the pushing and pulling forces exerted on the
robot by obstacles and the target. An analogy to the PF method can be made by considering
electrons and protons. Electrons have a negative charge which attract oppositely charged particles,
namely protons. Likewise, electrons repel electrons and protons repel protons. Let an electron
represent the robot and all static and dynamic obstacles. Let the target goal location be represented
by a proton. In this way, the robot is attracted to the target goal while being repelled by obstacles
scattered throughout the environment. Obstacles far away from the robot should have little or
no repelling effect, while obstacles very close to the robot should have a strong influence. To
account for this phenomenon, we use a sphere-of-influence with radius rs . Only objects appearing
within the sphere-of-influence of the robot affect it. An artifact of implementing the potential
fields method represents obstacles as points, including the robot. Therefore, we model each object
as a point with a safety radius, r. The safety radius, r, includes the actual size of the robot along
with a safety margin for safer operation. The robot is modeled as a point with safety radius r and
sphere-of-influence rs . The robot’s representation can be seen in Figure 4.1. The target generates
an attractive force while all other objects generate repulsive forces.
Several problems arise when using PFs. Local minima are common and trap the robot.
Local minima occur when all forces sum to zero, as depicted in Figure 4.2. Various methods have
been developed to help robots get out of local minima. One simple technique is the injection of
random noise in the total force field. However, random noise is not guaranteed to always get the
robot out of local minima. Another technique is to employ an avoid-past behavior methodology.
A history of the past n-states of the robot are used to create repulsive fields to help “push” the
robot from revisiting previous positions. For a robot operating in a dynamic environment, local
minima are not a huge problem as moving objects tend to force the robot to move in such a way
to avoid collisions, even if the robot is stuck in a local minima. Another problem with PFs is the
collinear condition. The collinear condition is defined as an obstacle positioned between the target
and robot such that the centers of the robot, target, and obstacle are collinear [36]. By using a force
which is tangent to the contour of the obstacle, the robot can be “pushed” around the obstacle and
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Figure 4.1: Potential field representation of the robot. The red region indicates the actual size of the
robot. The yellow region indicates the safety radius to ensure no collisions occur. The green region
represents the sphere-of-influence of the robot.

reach the goal. This tangential field also helps reduce the total amount of time the robot needs to
reach the target. Figure 4.3 shows examples of attractive, repulsive, and tangential force fields.
Another downside to PFs is oscillations near obstacles and in narrow passageways. Reference [36]
noted that oscillations can be reduced if the force field function is continuous at the boundary of
the sphere-of-influence.
We assume that the robot dynamics are holonomic and therefore allow forces in arbitrary
directions. We compute the total repulsive force as
FR = Frep + Ftangential .

(4.1)

Define the distance and angle between the robot, p = (x, y)T , and the obstacle, pobs = (x, y)T , as
drep = kpobs − pk
and

θrep = arctan
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pobsy − py
pobsx − px

(4.2)


(4.3)

Target

Figure 4.2: Example of a local minimum when using potential fields. As the robot enters the u-shaped
object, there is a point when all attractive and repulsive forces sum to zero causing the robot to become
trapped in a local minimum.

respectively. Then Frep is computed as



−∞ · sign (u(θrep ))
: drep < r


Frep =
−β (rs + r − drep )u(θrep ) : r ≤ drep ≤ rs + r ,



 0
: drep > rs + r
where


cos(θ )
,
u(θ ) = 
sin(θ )

(4.4)



(4.5)

and β is a scaling constant. The tangential force, Ftangential , is computed in the same manner
as (4.4), except that θrep is modified before Frep is computed as θrep = θrep ± π2 . The shift in
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(a)

(b)

(c)

Figure 4.3: Various potential fields. (a) Attractive potential field. (b) Repulsive potential field. (c)
Tangential potential field.

angle by

π
2

causes the repulsive force to point tangent to the obstacle’s contour. Equation 4.4 is

illustrated in Figure 4.4. While (4.1) creates a repulsive force for any obstacle, it does not account
for dynamic obstacles. Avoidance of dynamic obstacles requires knowledge about the robot’s
velocity, v = (vx , vy )T , and the obstacle’s velocity, vobs = (vx , vy )T . Define the relative speed of the
robot with respect to the obstacle in the direction from the robot to the obstacle as
vro = (v − vobs )T nro
(p − pobs )
,
= (v − vobs )T
kp − pobs k
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(4.6)

Figure 4.4: Graphical representation of the repulsive force.

where nro is the unit vector pointing from the robot’s position to the obstacle’s position. The
repulsive force exerted on the robot due to the obstacle’s velocity is then

 γ (v − v − v n ) : r ≤ d ≤ r + r
ro ro
rep
s
obs
Fvrep =
,
 0
: rs + r < drep < r

(4.7)

where γ is a scaling constant. We modify (4.1) to account for the repulsive force exerted on the
robot by the obstacle’s velocity as
FR = Frep + Ftangential + Fvrep .

(4.8)

Figure 4.5 shows the graphical interpretations of Equations 4.6 and 4.7.
The attractive force is computed in a similar manner to the repulsive force in Equation 4.4.
Given the target’s position, ptarget = (x, y)T , define the distance and angle between the robot and
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Figure 4.5: Graphical representation of the repulsive force exerted on the robot due to the obstacle’s
velocity.

target as
dattr = ptarget − p
and

θattr = arctan

ptargety − py

(4.9)



ptargetx − px

(4.10)

respectively. The attractive force is then computed as




α(dattr − r) u(θattr ) + u(θattr + π2 ) : dattr < r


Fattr =
α(dattr − r)u(θattr )
: r ≤ dattr ≤ rs + r ,



 αr u(θ )
: dattr > rs + r
s
attr

(4.11)

where α is a scaling constant. To maintain a safe distance from the target, we create a repulsive
force in (4.11) similar to (4.1) when d < r. By creating a repulsive force, the robot maintains a safe
distance, determined by r, rather enter an “attack” mode and absolutely converge on the target.
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The total force of how the robot should move to avoid obstacles while following the target
is found by summing all attractive and repulsive forces from every obstacle as
N

Ftotal = Fattr + ∑ FR (i),

(4.12)

i=0

where N is the number of obstacles, and FR (i) is the repulsive force for obstacle i. However, to
move the robot, we must convert Ftotal into an acceptable motion command. For our purposes, we
use the dynamics and feedback controller as described in [53]. A diagram of the nested feedback
controller used to control the MAV is seen in Figure 4.6. Define T as the period at which the

p des (t + T )
p (t )

p
Position
Control

Motor
Dynamics

Attitude
Control

Rigid Body
Dynamics

p (t ), q (t ), r(t )

∫

∫

Figure 4.6: A system diagram describing the nested feedback controller used to control the MAV to a
desired position, pdes (t + T ).

desired position is updated. We require the robot’s current position, p(t), and a desired position,
pdes (t + T ), to move the MAV. Newton’s second law states that
F = ma.

(4.13)

Rearranging (4.13) and converting the units to meters, we obtain the desired change in position of
the robot as
∆p =

1 2
T Ftotal ,
m
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(4.14)

where m is the mass of the robot. Using (4.14), the new desired position is computed as
pdes (t + T ) = p(t) + ∆p.
4.2.1

(4.15)

Static Object Representation
An artifact of the PF method is the representation of obstacles as points. Each LRF scan

provides a point representation about the environment it perceives. It would seem advantageous
to use each individual static point in the scan as an obstacle. The safety radius would then help
prevent the robot from colliding with obstacles due to errors in measurements, etc. However, when
such measurements come from a LRF onboard a MAV, out-of-plane motion causes the environment
to become distorted, giving inaccurate information to the PF method. Safety radii cannot protect
against collisions when the distortions are severe enough. For example, assume the LRF is mounted
horizontally on a MAV and imagine the MAV is close to a wall. The MAV takes evasive action and
rolls away from the wall. The next laser scan, after rolling, perceives that the wall is now further
away due to out-of-plane motion. The new laser scan might also detect the ground. As a result, the
PF method could indicate that the robot is too close to an object and that it needs to move away.
This new information could cause the robot to return to its previous location, possibly causing a
collision with the wall. A much safer representation of the environment for navigation purposes
is to use the k previous scans. Using the k previous scans can limit the motion of the robot within
the environment, but it provides a more complete representation of how the environment has been
perceived by the LRF, which leads to safer, collision-free operation.
For this and any PF method, high update rates are required to avoid “jerky” motion. To
reduce the computational demands of using the k previous scans and enable high update rates,
filtering and clustering techniques are needed to reduce the amount of data. It is also desirable to
reduce the data so that there are not an overwhelming number of repulsive forces acting on the
robot which also contributes to “jerky” motion. Reducing the number of repulsive forces acting on
the robot effectively increases navigable space and reduces local minima.
To reduce data from the k previous scans, we create an ordered set of points, Q ∈ R2 , to
which duplicate points are not added. However, due to errors in odometry, errors from the LRF,
and also knowing that LRF’s do not in general measure the same point in space, aligned points
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will not truly be equal, but rather, near-equal. Consequently, we create an error region around
each point such that any other point found within another point’s error region is considered equal
and not added to Q. If σ is the standard deviation for range measurements, then we define the
radius of the circular error region as re = 2σ . The radius is twice as large as the standard deviation
to account for errors from the LRF and odometry. Note that re  r so that enough static points
representing the environment are added to Q for safe navigation.
Once all redundant points have been filtered from the k previous scans, we can create
a suitable representation for the detected static objects in the environment. Note that the static
objects are constructed in a similar manner to moving objects (see Chapter 3). To represent a
static object as a point, the ordered set of points Q are segmented into clusters of points where each
cluster describes the same object. Each cluster is then used to construct an Oriented Bounding-Box
(OBB) with a symmetry assumption (see Figure 3.7). To reduce the number of static objects even
further, we merge static objects whose OBBs’ center-of-gravities are within a distance of twice the
radius of the robot. This accounts for errors during segmentation while not limiting the motion of
the robot since the robot is not capable of traveling anywhere smaller than its physical dimensions.
Due to the following limitation, each static object is represented as a set of line segments
rather than simply using the OBB’s center-of-gravity. Define the radius of a static object as
rso = max (width(OBB), height(OBB)) .

(4.16)

Take a laser scan which perceives two walls in the corner of a room as seen in Figure 4.7. Due
to segmentation, the laser points describing both walls are clustered together into a single static
object. If we use rso , then the static object’s center-of-gravity (colored cyan) is reported to be
at approximately (−4.3, −4.8) in x and y respectively. Since the static object is represented as
a point at (−4.3, −4.8), the robot does not know anything about the actual walls. As a result,
this static object can repel the robot into the walls while limiting navigable space. To overcome
these limitations, we use line segments to describe static objects. However, line segments have no
real size. That is, we cannot use (4.16) to calculate a suitable radius to describe the size of a line
segment, as this could lead to large radii severely limiting the motion of the robot. To use (4.4) for
line segments, we find the orthogonal distance from the robot to the line segment describing the
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Figure 4.7: Example for the need to represent static objects as line segments. The laser (red) returns
points describing two walls. Due to segmentation, the two walls are clustered together into a single
static object. If we use rso , then the static object’s center-of-gravity (cyan) is located at approximately
(−4.3, −4.8) in x and y respectively. Since the static object is represented as a point at (−4.3, −4.8),
the robot does not know anything about the actual walls. As a result, this static object can repel the
robot (green and yellow) into the walls while limiting navigable space.

static object. Let L1 represent the line segment, Pr represent the robot’s position, and L2 represent
the line orthogonal to L1 which contains Pr . Since we are using line segments and not lines, the
point Pi at which L2 intersects L1 might not lie within L1 ’s endpoints. In this case (see Figure 4.8),
we find the distance d between Pr and the endpoint of L1 which is closest to Pi . The calculated
distance d and the point of intersection Pi are now used in conjunction with (4.4) to compute the
repulsive force due to a line segment.
4.3

Chapter Summary
In this chapter, we introduced a reactive navigation method suitable for target following in

dynamic and cluttered environments using potential fields. We developed a suitable representation
for static objects such that the MAV can avoid collisions with all obstacles even in the presence of
out-of-plane motion. Results and a discussion of the results for our potential field method can be
found in Chapter 5.

55

y

Pi

d

L1

L2
Pr

x

Figure 4.8: Example of finding the smallest distance to a static object represented as a line segment.
When the line L2 orthogonal to the line segment L1 does not intersect L1 such that the point of intersection Pi lies within L1 ’s endpoints, the smallest distance d is chosen between both of the L1 ’s endpoints
and the robot’s position Pr .
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Chapter 5
Results
The following chapter describes the results for scan matching, detection and tracking of
moving objects (DATMO), and collision avoidance while following a moving target. All simulations were performed using MATLAB in the Simulink environment. All scan matching, DATMO,
and reactive navigation code was implemented using C++1 and interfaced with MATLAB using
mex-functions. Implementation in C++ allowed for the review of the real-time nature of the code
as well as easier migration with hardware in the future.
The simulation setup is of a closed indoor room. An example of one possible indoor room
is seen in Figure 5.1. The room is randomly populated with static and dynamic objects. Each
object is initialized to a random size, position, and velocity. Rudimentary axis-aligned bounding
box collision checks were performed between static and moving objects. When a collision occurs,
a moving object changes its trajectory so that it persists within the room and appears to randomly
move. The complete environment setup was saved so that performance comparisons could be made
between simulations in the presence of little or no noise. We assume that full state information is
available to test our methods. We also specify a desired altitude for the MAV of 1 m.
The rotorcraft used in the simulation is a MikroKopter2 hexacopter. The dynamics used to
model the hexacopter were taken from [53] and implemented as an s-function in MATLAB. The
hexacopter is controlled with a closed feedback attitude and position controller using PID gains.
The laser range finder (LRF) being simulated is the Hokuyo URG-04LX3 . The Hokuyo scans at
a rate of 10 Hz, has a maximum range of 4 m, has a field-of-view of 240 degrees, and returns
682 range measurements at an angular resolution of approximately 0.36 degrees. The laser was
1A

special thanks to [26] for providing C++ code
//www0.cs.ucl.ac.uk/sta f f /I.Cox/Content/Downloads.html
2 htt p : //www.mikrokopter.de/ucwiki/en/MK − Hexa
3 htt p : //www.hokuyo − aut. j p/02sensor/07scanner/urg 4lx.html
0
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Figure 5.1: An example of a simulated indoor room. The room is randomly populated with static
objects (green with a yellow top) and moving objects (red, blue, and black). Every object is initialized
to a random position, linear velocity, height, and width.

implemented using a MATLAB mex-function with ray tracing to obtain accurate range values.
Gaussian noise was then added to the range and bearing measurements according to the laser’s
noise characteristics. For the Hokuyo and our simulations, we used noise in range and bearing of
±10 mm and 0.01 degrees respectively.
The results of three simulations are presented in this chapter to demonstrate the performance of the various proposed algorithms: the no-correspondence map-based scan matcher, the
detection and tracking of moving objects, and collision avoidance while following a moving target. All three simulations were performed using the same data set. The control simulation was
run with no noise in the LRF and limited out-of-plane motion of the MAV (i.e. 5 degrees in roll
and pitch). One simulation was run with noise in the LRF and limited out-of-plane motion of the
MAV. The third simulation was run with noise in the LRF and severe out-of-plane motion (i.e. 15
degrees in roll and pitch). Altitude changes were not limited in any of these simulations.
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The remainder of this chapter is organized as follows. Section 5.1 evaluates the results of
scan matching. Section 5.2 evaluates the results of the detection and tracking of moving objects.
Section 5.3 evaluates the results of reactive navigation while following a moving target. Section 5.4
discusses the effects of out-of-plane motion.
5.1

Laser Scan Matching
The results for our no-correspondence map-based scan matcher are presented using error

plots of the estimated relative motion of the LRF in north, east, and ψ. Figure 5.2 shows the results
when there is no noise in the laser data and the MAV is limited to ±5 degrees in roll and pitch.
Besides a few spurious estimates, the average error stays between ±15 mm and ±0.4 degrees in
north, east, and ψ respectively. The large errors indicate the scan matcher’s inabilities at matching
in the presence of large out-of-plane motion or from the lack of features to match against. The
largest spike in the estimate’s errors can be seen at approximately 80 seconds when the MAV
makes a sudden change in altitude.
Figure 5.3 shows the results when there is noise in the laser data and the MAV is limited to
±5 degrees in roll and pitch. The results are similar to the case depicted in Figure 5.2. The error in
ψ grows only slightly, staying within ±0.5 degrees on average. Similar results are found for north
and east, as the error stays within ±20 mm on average.
Figure 5.4 shows the results of our scan matcher when there is noise in the laser data and the
MAV is limited to ±15 degrees in roll and pitch. Error in ψ increases dramatically in the presence
of severe out-of-plane motion, as error is bounded between ±10 degrees. Error also increases in
north and east to approximately ±45 mm.
Scan matching results from the three simulations indicate that while noise in the LRF negatively affects the quality of scan matches, out-of-plane motion causes larger deviations from the
true relative pose. When the motion of the MAV was limited to ±5 degrees in roll and pitch, the
largest errors occurred when the MAV suddenly changed altitudes. The seemingly white noise
error is due mostly to the constant rolling and pitching of the MAV. However, noise in the LRF
and out-of-plane motion do not solely determine the quality of scan matches. During simulation,
visual inspection of the log-likelihood map revealed that scan matching suffers when there are
few features in the map. The case when there is no noise in the laser data and only ±5 degrees
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Figure 5.2: Scan matching results with no noise in the laser data and ±5 degrees of allowable motion
in roll and pitch. (a) shows the states of the MAV. The blue lines indicate true states while the red lines
indicate commands sent to the MAV’s autopilot. (b) shows the error in north and east. (c) shows the
error in ψ.

of allowable motion in roll and pitch contains more spurious estimates than the other simulations
due to the robot navigating within near-featureless locations. From these results, we conclude that
good relative pose estimates using our scan matcher are obtained when operating within a feature
rich environment while providing a good initial pose estimate and limiting the out-of-plane motion
experienced by the LRF.
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Figure 5.3: Scan matching results with noise in the laser data and ±5 degrees of allowable motion in
roll and pitch. (a) shows the states of the MAV. The blue lines indicate true states while the red lines
indicate commands sent to the MAV’s autopilot. (b) shows the error in north and east. (c) shows the
error in ψ.

5.2

Detection And Tracking of Moving Objects
The results of our moving object detection and tracking are presented by comparing our

motion estimates of moving objects versus the true motion of the simulated moving objects. However, our detection and tracking algorithm is highly dependent on the navigation algorithm because
the MAV might be guided toward or away from moving objects. Therefore, to compare results,
we show the results of three simulations using the same path taken by the MAV. The path was
calculated by the navigation algorithm when there was no noise in the laser data and ±5 degrees
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Figure 5.4: Scan matching results with noise in the laser data and ±15 degrees of allowable motion in
roll and pitch. (a) shows the states of the MAV. The blue lines indicate true states while the red lines
indicate commands sent to the MAV’s autopilot. (b) shows the error in north and east. (c) shows the
error in ψ.

of allowable motion in roll and pitch, seen in Figure 5.5. The true states for moving objects are
represented as dashed black lines. The estimated states for a moving object are displayed as solid
colored lines. The colored lines persist between all sub-figures for easier identification of a certain
track. Multiple moving objects can exist in the same time frame, which indicates that multiple
moving objects where detected by the LRF. Short tracks indicate a spurious measurement which
were quickly identified by the multiple hypothesis tracking algorithm as invalid moving objects.
The short tracks indicate poor moving object detection, which can be a result of bad scan matches
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Figure 5.5: Results for the detection and tracking of moving objects when there is no noise in the laser
data and ±5 degrees of allowable motion in roll and pitch. The dashed black lines indicate the actual
position or velocity of a moving object. The colored lines indicate actual moving objects being tracked
throughout time. Multiple moving objects can exist within the same time frame. (a) and (b) show the
results for tracking versus truth in north and east respectively. (c) and (d) show the results for velocity
tracking versus truth in north and east respectively. Notice that short tracks are quickly identified
as invalid moving objects and deleted. The short tracks are results of bad moving object detection.
Initially, velocity estimates are very uncertain, but usually converge to truth as more measurements
arrive.

or out-of-plane motion. The average error in north and east was ±0.15m and ±0.04m respectively and the average velocity error in north and east was ±0.2 m/s and ±0.15 m/s respectively.
The poor state estimates for moving objects comes from bad moving object detection (i.e. missed
measurements due to out-of-plane motion, etc.) as well as the short life span of each track.
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Figure 5.6: Results for the detection and tracking of moving objects when there is noise in the laser
data and ±5 degrees of allowable motion in roll and pitch. The dashed black lines indicate the actual
position or velocity of a moving object. The colored lines indicate actual moving objects being tracked
throughout time. Multiple moving objects can exist within the same time frame. (a) and (b) show the
results for tracking versus truth in north and east respectively. (c) and (d) show the results for velocity
tracking versus truth in north and east respectively. Notice that short tracks are quickly identified
as invalid moving objects and deleted. The short tracks are results of bad moving object detection.
Initially, velocity estimates are very uncertain, but usually converge to truth as more measurements
arrive.

Figure 5.6 shows the results of our DATMO algorithm with noise in the laser data and ±5
degrees of allowable motion in roll and pitch. Figures 5.5 and 5.6 show the results of tracking
one moving object. Our method tries to account for noise in the laser data as well as out-of-plane
motion, but it cannot detect a moving object if the scan points corresponding to the object are
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too close to a previously identified static object. In Figures 5.5 and 5.6, the moving object was
seen in the first scan and therefore marked as static. Since the object moved slowly along its
trajectory, it was found to be too close to a previously identified static object and marked as a static
object. This process repeats and moving object detection fails unless an object travels far enough
to be considered independent of any surrounding static objects. Figure 5.6 also demonstrates the
capability of our method to track maneuvering targets. The average error in north and east was
±0.2 m and ±0.2 m respectively and the average velocity error in north and east was ±0.5 m/s
and ±0.5 m/s respectively. Initial uncertainty in velocity estimates is large, however, as more
measurements arrive, velocity estimates tend to converge to truth. The average errors are somewhat
large due to the multiple hypothesis tracking algorithm not allowing a track to persist for longer
periods of time.
Figure 5.7 shows the results of our DATMO algorithm with noise in the laser range finder
and ±15 degrees of allowable motion in roll and pitch. These results indicate that severe out-ofplane motion hinders the ability to detect and thus, track moving objects. The average error in north
and east was ±0.6 m and ±0.6 m respectively and the average velocity error in north and east was
±1.5 m/s and ±1.0 m/s respectively. The average errors are so large due to the spurious nature and
short life span of the tracks. Severe out-of-plane motion causes the LRF to return “new” objects
(i.e. ground returns, objects at different altitudes, etc.). The “new” objects may or may not appear
within perceived free space, depending on how the out-of-plane motion has distorted the scan.
Consequently, false moving objects are detected and initialized. However, the multiple hypothesis
tracking algorithm is capable of quickly identifying false measurements and deleting them.
Results from the three simulations indicate that our detection and tracking method is capable of detecting and tracking fast, slow, and maneuvering objects. However, our detection method
uses only local information. The use of local information is limited by the number of scans chosen
to represent the locality of the robot. As moving objects come and go, the use of new and old scans
are needed for the robot to determine what it has been and is observing as occupied, unoccupied,
and unknown space. Therefore, the quality of moving object detection is reduced when only using
the k previous scans to describe the locality of the robot. Our detection method is also limited by
the motion of the MAV. Severe out-of-plane motion causes the laser range finder to detect “new”
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Figure 5.7: Results for the detection and tracking of moving objects when there is noise in the laser
data and ±15 degrees of allowable motion in roll and pitch. The dashed black lines indicate the actual
position or velocity of a moving object. The colored lines indicate actual moving objects being tracked
throughout time. Multiple moving objects can exist within the same time frame. (a) and (b) show the
results for tracking versus truth in north and east respectively. (c) and (d) show the results for velocity
tracking versus truth in north and east respectively. Notice that short tracks are quickly identified
as invalid moving objects and deleted. The short tracks are results of bad moving object detection.
Initially, velocity estimates are very uncertain, but usually converge to truth as more measurements
arrive.

objects, which often get interpreted as moving objects. However, the falsely detected moving
objects are quickly marked as invalid and deleted by the multiple hypothesis tracking algorithm.
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5.3

Navigation
We present the results of our potential fields method for avoiding collisions while following

a moving target by comparing the states of the MAV to the states of the target. Figure 5.8 displays
the results when there is no noise in the laser range finder and ±5 degrees allowable motion of the
MAV in roll and pitch. Figures 5.8(a)- 5.8(c) display the robot’s heading and position versus truth.
At approximately 80 seconds, the heading wraps from π to −π. This is due to our defining the
MAV’s heading angle in the global frame. We desire to control zero relative yaw with respect to the
target while maintaining a safe distance from it. Figures 5.8(b) and 5.8(c) indicate that the MAV is
capable of following and maintaining a safe distance from the target. Notice in figure 5.8(c) that
between 5 and 30 seconds, the MAV has trouble following the target. This is due to the limitations
of our moving object detector (described in Section 5.2). Moving Object 1 was not detected as
moving, but as a static object. Therefore the MAV was incapable of passing until those scans were
filtered from the k previous scans. Figure 5.8(d) is a top down view of the environment and the
path of both the MAV and target, which indicates that no collisions occurred with any static objects.
Figure 5.8(e) shows the distance of each moving object to the MAV. If the distance between the
MAV and a moving objects is less than 1 m for our simulation, then a collision has occurred.
At approximately 58 seconds, a collision almost occurs with a moving object (see Figure 5.8(e)).
The near collision is due to the limitation in the allowable motion of the MAV in roll and pitch.
Comparing Figure 5.8(e) with the roll and pitch commands in Figure 5.2(a), we see that commands
were sent to the MAV to avoid the moving object, however, due to the limitation in roll and pitch,
the MAV’s reaction to avoid the moving object seemed delayed.
Figure 5.9 displays the results of the simulation with noise in the laser range finder and
±5 degrees of allowable motion in roll and pitch. The results are very similar to those presented
in Figure 5.8. However, Figure 5.8(b) indicates that between 90 − 110 seconds, in the presence
of noise, the navigable space of the MAV is limited due to the inability to detect moving objects.
Figure 5.9(d) seems to indicate a collision with a static object located at approximately (11, 12)
in north and east respectively. However, that particular object’s height is less than 1 m, at which
altitude the MAV flies. Therefore, no collision occurred. While the navigable space of the MAV
was not significantly affected, we see that it was able to safely navigate within its environment,
avoiding all obstacles.
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Figure 5.10 displays the results of the simulation with noise in the laser range finder and
±15 degrees of allowable motion of the MAV in roll and pitch. The results show that the MAV
is incapable of following the target in the presence of severe out-of-plane motion. Severe out-ofplane motion causes the laser range finder to perceive “new” objects, such as the ground. Since our
static object representation includes the k previous scans, we now include the newly perceived, but
false objects. Consequently, the navigable space of the MAV becomes severely limited. However,
the MAV is still capable of avoiding all obstacles while trying to follow the target.
Results from our simulations show that the MAV is capable of avoiding obstacles while
following a moving target when there is little out-of-plane motion. When the out-of-plane motion
is large, falsely detected moving objects are created, as well as new static objects. These new
objects prevent the MAV from moving within its environment. Our potential field method is also
limited by the update rate of incoming laser scans. High update rates are required by potential field
methods to decrease “jerky” motion in the robot. However, when operating on a MAV, “jerky”
motion appears in the roll and pitch angles, which lead to out-of-plane motion. We also found
in simulation, that collisions do occur using our potential field method. Point representation of
objects can become detrimental when there are too many objects. That is, clusters of objects
can overpower the force generated by other clusters of objects, forcing the robot into a wall or
object. Simulations also verified that local minima are not a problem for potential fields operating
in a dynamic environment, onboard a MAV, and following a moving target. All of the changes
experienced by dynamic objects, out-of-plane motion, and following a moving target force the
MAV to be in a constant state of movement.
5.4

Effects of Out-Of-Plane Motion
Sections 5.2 and 5.3 indicated that severe out-of-plane motion caused both the detection

and tracking of moving objects and reactive navigation algorithms to fail. To more completely
analyze the effects of out-of-plane motion, multiple simulations were performed by incrementing
the allowable motion in roll and pitch by 2 degree intervals, starting at 5 degrees and ending at 15
degrees. To test the detection and tracking of moving objects, we follow the analysis of section 5.2
by forcing the MAV to take the same path at varying degrees of allowable out-of-plane motion.
However, to test the reactive navigation algorithm, no fixed path was followed. Results were
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similar to those presented in sections 5.2 and 5.3, therefore, we provide a qualitative analysis in
this section.
Results from the multiple simulations indicate that as out-of-plane motion increases, the
detection of moving objects gradually degrades. That is, as the MAV experiences more and more
out-of-plane motion, the laser range finder is more likely to observe “new” objects within its environment. The “new” objects are often detected as moving objects and spurious tracks are created.
However, the multiple hypothesis tracking algorithm performs well by quickly identifying these
bad tracks and deleting them.
Results from the multiple simulations also indicate that as out-of-plane motion increases,
the MAV gradually experiences more difficulty navigating within its environment. While we found
that the path the MAV follows is influenced from the noise in the laser data, the major limitation
stems from out-of-plane motion. The “new” objects detected due to out-of-plane motion are seen
as threats to the operation of the MAV. Consequently, the MAV tries to move away from potential
hazards (i.e. the “new” objects) by quickly rolling and pitching. As the allowable motion in roll and
pitch increases, the closer a ground return will be to the MAV, which results in more conservative
navigation decisions (i.e. navigable space is reduced).
The effects of out-of-plane motion will always be present when operating a laser range
finder on a MAV. These effects are manifest in the poor detection of moving objects. Since reactive
navigation and the detection of moving objects are highly coupled, the MAV experiences more
difficulty navigating within its environment. However, to overcome the effects of out-of-plane
motion, we recommend using IMU information to aid in the detection of moving objects. The
IMU can provide information regarding the planar nature of a scan. If a scan is planar enough
(i.e. determined with the aid of some predefined threshold), then moving object detection can be
performed more robustly.
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Figure 5.8: Target following results with no noise in the laser data and ±5 degrees of allowable motion
in roll and pitch. (a) shows the heading of the MAV versus the target. (b) and (c) show the position of
the MAV versus the target. (d) shows a top down view of the environment and the path of both the MAV
and target, which helps identify collisions with static objects as well as target following performance.
(e) shows the distance of each moving object to the MAV, which helps identify collisions with moving
objects. Distances less than 1 m indicate a collision.
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Figure 5.9: Target following results with noise in the laser data and ±5 degrees of allowable motion in
roll and pitch. (a) shows the heading of the MAV versus the target. (b) and (c) show the position of the
MAV versus the target. (d) shows a top down view of the environment and the path of both the MAV
and target, which helps identify collisions with static objects as well as target following performance.
(e) shows the distance of each moving object to the MAV, which helps identify collisions with moving
objects. Distances less than 1 m indicate a collision.
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Figure 5.10: Target following results with noise in the laser data and ±15 degrees of allowable motion
in roll and pitch. (a) shows the heading of the MAV versus the target. (b) and (c) show the position of
the MAV versus the target. (d) shows a top down view of the environment and the path of both the MAV
and target, which helps identify collisions with static objects as well as target following performance.
(e) shows the distance of each moving object to the MAV, which helps identify collisions with moving
objects. Distances less than 1 m indicate a collision.
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Chapter 6
Conclusion
This thesis has developed and implemented algorithms for use on a MAV, such that the
MAV can localize in any cluttered indoor environment, detect and track moving objects, and follow
a moving target while avoiding collisions using only a laser range finder. The key contributions
of this thesis are the development of algorithms used specifically for the detection and tracking
of moving objects (DATMO) while avoiding collisions and following a moving target in real-time
onboard a MAV.
Our real-time scan matcher enables our DATMO and target following algorithms to perform
well in the presence of sensor noise and out-of-plane motion. Our results showed that accurate
pose estimates (i.e. ±20 mm in North and East and ±0.5 degrees in ψ) can be obtained from
a 2D sensor operating in a 3D environment. Our representation of moving objects enabled the
multiple hypothesis tracking algorithm to track maneuvering objects. Our results also showed that
dynamic environments and sensor noise force the MAV to be in a constant state of motion when
using potential fields, solving the local minima problem.
6.1

Recommendations for Future Work
Future improvements to this work would investigate the integration of internal measure-

ment unit measurements with our localization method, as described by [54]. Accurate odometry is
the key enabling technology of unmanned flight [55]. Taking into account the roll and pitch angles
should help to better localize the robot, even in the presence of severe out-of-plane motion. Consequently, better performance of the detection and tracking of moving objects would be achieved
which leads to better collision avoidance and target following.
Another improvement to this work would be developing a more robust method for detecting
moving objects, such as using globally consistent maps. Odometry tends to drift over time. There-

73

fore more sophisticated algorithms, such as simultaneous localization and mapping (SLAM), are
required to correct for odometry and other sources of error to build a globally consistent map.
These maps allow the robot to more reliably solve the detection of moving objects problem as well
as provide the robot with better pose estimates. Out-of-plane motion still presents a challenging
problem to overcome. The use of the IMU could help establish when to use a scan (i.e. out-of-plane
motion is small) to detect moving objects.
A further improvement to target following would be the modification of the tangential
repulsive forces. Currently, a predefined parameter specifies the tangential direction (i.e. ± π2 ) of a
repulsive force. This current method might direct a robot into trap situations or closer to an obstacle
than preferred. However, the tangential force could be applied in the direction of the vector sum
of all repulsive and attractive forces. This new method would allow the robot to more effectively
navigate around obstacles to follow its target. Modifications should also be made to force the robot
to turn so that the laser range finder can “see” in its blind spot.
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