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Uroš Ribič
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Vsem.
“If something is important enough,
even if the odds are stacked against you,
you should still do it.”
— Elon Musk
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Povzetek
Naslov: Iskanje ravninskih regij
Preiskovali smo problem iskanja ravnin na trianguliranem terenu. Za
množico točk v prostoru zgradimo Delaunayjevo triangulacijo in z dvema
različnima metodama poǐsčemo ravnino na terenu. V prvi metodi upora-
bimo algoritem za iskanje največjega konveksnega poligona. Algoritem se
dobro obnese na manǰsi množici točk, na večji množici točk, pa zaradi svoje
kvadratične časovne zahtevnosti ne pride v poštev. V drugi metodi upora-
bimo aproksimacijski algoritem. Ta se bolje obnese tudi na večji množici
podatkov, kot tudi na realnih geografskih podatkih, ki jih lahko dobimo na
spletnem portalu LIDAR [1]. Implementiran vmesnik nam pomaga, da na
enostaven način testiramo obe metodi in vizualiziramo rezultate.
Ključne besede
aproksimacijski algoritmi, ravnina, relief pokrajine, iskanje regij

Abstract
Title: Finding planar regions
We studied the problem of finding planar regions in a triangulated terrain.
For a set of points in 3-space, we construct the Delaunay triangulation. Then,
with two different methods we look for a region which is flat. The first method
uses an algorithm to find the largest convex polygon. The algorithm works
well on smaller sets of points, but on larger sets of points it performs poorly
due to its quadratic time complexity. In the second method, we use an
approximation algorithm. It performs better on larger data sets, as well as
on real geographical data, which can be obtained on the web portal LIDAR
[1]. The implemented interface helps us to test both methods in an easy way
and visualize the results.
Keywords
approximation algorithms, planarity, terrain, finding regions

Poglavje 1
Uvod
1.1 Motivacija
Slovenija je geografsko zelo razgibana dežela, ki spada pod alpske države.
Leži v srednji Evropi, kjer se stikajo štiri velike geografske enote: Alpe, Pa-
nonska kotlina, Dinarsko gorovje, Sredozemlje. Med vsemi naštetimi enotami
Panonska kotlina predstavlja največji delež ravnine v Sloveniji. Med preosta-
limi enotami pa je ravnin nekoliko manj. Če bi želeli zgraditi nakupovalno
sredǐsče, nogometno igrǐsče, ali pa na primer novo letalǐsče, bi morali v pre-
ostalih treh enotah poiskati takšno mesto, ki bi imelo čim večjo ravninsko
območje, da bi bilo potrebnih čim manj zemeljskih del.
V delu se bomo osredotočili na aproksimacijski algoritem [2], ki nam bo
izračunal največje približno ravninsko območje v pokrajini. Problema se
bomo lotili še z algoritmom, ki je opisan v članku Peeling meshed potatoes
[3]. Algoritem poǐsče največjo konveksno območje, ki ne vsebuje nobenih lu-
kenj (v našem primeru luknje predstavljajo doline ali hribi/gore). Algoritem
omogoča tudi poligone, ki niso konveksi, vendar pa je časovna zahtevnost v
tem primeru kubična ali slabša. Za testiranje algoritmov bomo vzeli realne
geografske podatke LIDAR [1].
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1.2 Cilji magistrskega dela
Cilj magistrske naloge je razviti oba algoritma in primerjati njune rezultate.
Da bo uporaba čim preprosteǰsa, bomo implementirali še vmesnik, preko ka-
terega bo možno testiranje. Vmesnik bo preprost. Ponujal bo izbiro vhodnih
podatkov, izbiro algoritma, prikazali se bodo parametri glede na izbiro algo-
ritma. Rezultat bo izris vhodnih podatkov na katerih bo označena rešitev.
Nadalje bomo podrobneje analizirali algoritma na različnih vhodnih po-
datkih. Teste bomo začeli izvajati na manǰsih množicah, nato pa povečevali
velikost vhodnih podatkov do te mere, da bomo rešitev dobili v sprejemljivem
času. Naredili bomo primerjavo med rešitvijo, ki nam jo ponudita algoritma
in skušali ugotoviti, kateri algoritem se v praksi bolje obnese oziroma katere
so prednosti in slabosti enega ali drugega algoritma.
1.3 Pregled sorodnih del
Detekcija ravnin (Planarity detection) Lange, Ray, Smid in Wendt [4] so
poskušali rešiti problem z upoštevanjem dualnih grafov reliefne triangulacije.
Posamezni trikotnik so predstavili kot vozlǐsče, skupne stranice trikotnika pa
kot povezave. Nato so graf stopnje tri vrisali v sfero S2 tako, da so vsako
točko v, ki predstavlja normalni trikotnik v, postavili na sfero S2. Vozlǐsča
so utežili s površino trikotnika. Največje skoraj ravno območje pa so našli z
določanjem maksimalne uteži povezane komponente grafa, ki vsebuje sferični
disk polmera δ.
Natančna rešitev problema sledi iz opažanja, da ima vsaj en sferični disk,
ki vsebuje povezano komponento z največjo utežjo, sredǐsče na točki raz-
poreditve n sferičnih diskov. To je določeno tako, da okoli vsake točke v
postavimo disk s polmerom δ.
Časovna zahtevnost algoritma je O(n2 log n(log log n)3) namesto naivne
O(n3). Vendar pa je implementacija tega algoritma v praksi neuporabna.
Avtorji v svojem delu predstavijo tudi lažjo implementacijo algoritma. Ta
ima svoje pomanjkljivosti, saj ne zagotavlja, da bo vedno našla optimalno
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rešitev. Avtorji tak primer tudi prikažejo v svojem delu.
Zadrževanje točk na disku (Point containment in a disk) Agarwal,
Hagerup, Ray, Sharir, Smid in Welzl [5] predstavijo verjetnostni algoritem
tipa Monte-Carlo. Algoritem na dani množici točk v ravnini R2 izračuna
položaj enotskega diska, ki ima zelo verjetno vsaj (1− ε) · κ∗ točk, kjer s κ∗
označimo število točk v optimalnem disku. Časovna zahtevnost algoritma je
O(n log n), kjer je ε obravnavan kot konstanta. Problem, ki so se ga dotaknili
v naslednjem članku je sledeč: na dani množici točk v ravnini R2 poǐsči disk
z minimalnim polmerom, ki vsebuje vsaj k točk. Har-Peled in Mazumdar [6]
predstavita aproksimacijski algoritem, ki poǐsče disk polmera r∗ · (1 + ε), kjer
je r∗ polmer optimalnega diska, ki vsebuje vsaj k točk. Časovna zahtevnost
algoritma pa je O(n+ n ·min((1/(kε3) log2(1/ε), k)).
Kot prvi je idejo lupljena krompirja (potato peeling problem) predsta-
vil Jacob E. Goodman [7]. Gre za nekoliko okrnjeno (predhodno) verzijo
problema [3]. Goodmanov algoritem ne uporablja triangulacije in iskanje
največjega konveksnega poligona v preprostem poligonu potrebuje O(n7) [8].
V ortogonalni verziji problema, iskanje največjega območja konveksnih
podmnožic [9], poenostavijo definicijo, tako da sta poligon in podpoligon
obdana le z navpičnimi in vodoravnimi daljicami. Izkaže se, da gre za orto-
gonalni problem lupljenja krompirja [7], ki je rešljiv v O(n2) času.
Dve desetletji kasneje je bil predstavljen tudi aproksimacijski algoritem
[10] za lupljenje krompirja. Ta poǐsče največjo elipso znotraj poligona v času
O(n log n). Algoritem vsebuje tako deterministične kot tudi naključnostne
metode.
Omenimo še s témo šibko povezano delo avtorjev Chena, Smida, in Xuja
[11], ki v svojem delu opisujejo algoritem o omejenosti združevanja podatkov
v geometrično okolje. Agarwal in Procopiuc [12] razvijeta aproksimacijski
algoritem s podobno osnovno idejo kot algoritem, ki ga bomo predstavili v
magistrski nalogi. Na dani mreži določi mrežne točke (točke na robu celice)
tako, da ima vsaka mrežna točka vsaj eno sosednjo celico, ki vsebuje točko
iz množice točk, ki jih želimo grupirati.
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Poglavje 2
Problem, okolje in orodja
V tem poglavju bomo predstavili knjižnico Jzy3d [13], ki omogoča lažje im-
plementiranje našega problema v Java okolje. Podrobneje si bomo ogledali
problem. Opisali bomo oba algoritma in si pogledali njuni strukturi.
2.1 Knjižnica Jzy3d
Jzy3d je odprtokodna javanska knjižnica, ki omogoča preproste vizualiza-
cije različnih struktur (npr. plošč, razsevnih grafikonov, črtnih diagramov in
veliko drugih 3d struktur). API nudi podporo za bogate interaktivne grafi-
kone. Osi in postavitev grafikona lahko enostavno prilagajamo našim željam.
Z uporabo JOGL 2, se lahko OpenGL grafikone v operacijskih sistemih Win-
dows, Linux in MacOS preprosto integrira v Swing, AWT SWT ali JavaFX.
Knjižnica Jzy3d pa je svoj preboj dosegla tudi v drugih programskih jezikih
in platformah, kot so Scala, Groovy, Matlab in C#.
API je možno uporabljati tudi v komercialne namene. Avtorji knjižnice
so poskrbeli za velik nabor vzorcev, s katerimi si lahko pomagamo pri upo-
rabi knjižnice. Razvijalcem je na voljo tudi vodnik z veliko primeri uporabe
knjižnice v programski kodi. Poleg raznih vizualizacij pa API omogoča upo-
rabo različnih algoritmov. V magistrski nalogi smo uporabili predvsem razred
DelaunayTriangulation, ki na hiter način poǐsče Delaunayjevo triangulacijo.
5
6 POGLAVJE 2. PROBLEM, OKOLJE IN ORODJA
Od verzije 0.9.1 naprej se razred DelaunayTriangulation nahaja v svojem
paketu (potreben je prenos jzy3d-jdt-core paketa). Do verzije 0.9.0 so se vsi
paketi nahajali v eni knjižnici. V verziji 0.9.1 so knjižnico razdelili na tri
pakete:
 jzy3d-api,
 jzy3d-jdt-core, ki vsebuje Delaunayjevo triangulacijo,
 jzy3d-swt; dodatna podpora za SWT,
V verziji 1.0.0 pa so dodali še pet novih paketov:
 jzy3d-javafx; dodatna podpora za JavaFX,
 jzy3d-depthpeeling; implementacija metod za iskanje rešitev na kom-
pleksnih slikah, ki vsebujejo transparentne objekte,
 jzy3d-svm-mapper; dodatek za risanje vektorskih objektov v 3d,
 jzy3d-tools-libsvm; knjižnica namenjena regresiji,
 jzy3d-bigpicture; dodatek za prikaz grafov z velikim številom vozlǐsč.
2.1.1 Razred DelaunayTriangulation
Triangulacija je Delaunayeva natanko tedaj, če znotraj kroga, ki bi bil očrtan
kateremu koli trikotniku triangulacije, ni nobene točke. Triangulacija s tem
dobi minimalno število tankih trikotnikov. V naši implementaciji bomo za
konstrukcijo Delaunayjeve triangulacije v 2d, tako pri algoritmu za iskanje
največjega konveksnega poligona 2.2 kot tudi pri aproksimacijskem algoritmu
za iskanje ravnin na terenu 2.3, uporabili razred DelaunayTriangulation.
Razred je bil napisan za večje triangulacije (od 1000 do 200000 vozlǐsč).
Pri manǰsem številu vozlǐsč, zaradi optimizacijskih metod, dostikrat zataji
in ne najde optimalne triangulacije. Več o tem v poglavju 5.
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Razred deluje tako v 2d, kot tudi v 3d. Glavne lastnosti razreda so:
hitro lociranje točke v časuO(n0.5), ignoriranje podvojenih točk, triangulacijo
lahko shranimo oziroma naložimo v formatu TSIN. Za delovanje knjižnice
potrebujemo Javo 1.5 ali noveǰso.
2.2 Iskanje največjega konveksnega poligona
V geografskih informacijskih sistemih so podatki o terenu pogosto shranjeni
kot neregularna mreža sestavljena iz trikotnikov (ang. triangulated irregu-
lar network v nadaljevanju TIN), ki vsebujejo podatke o vǐsini v vozlǐsčih.
Prednost takšne strukture podatkov je, da lahko enostavno poǐsčemo doline
ali hribovja. V magistrski nalogi bomo predpostavili, da so vhodni podatki,
to je množica trikotnikov, povezani. V nasprotnem primeru ǐsčemo najbolj
ugodno rešitev v vsaki komponenti posebej.
V problemu dopuščamo, da lahko triangulacija vsebuje tudi luknje. Te
luknje bodo predstavljala hribe ali doline. V takšni triangulaciji pa želimo
poiskati največji konveksni poligon.
2.2.1 Definicija problema
Imamo podan poligon z luknjami (tako imenovani krompir) P in mrežo sesta-
vljeno iz trikotnikov M, ki prekriva celotno notranjost P . Kombinatorična
zahtevnost P in M je označena z n, ki predstavlja število vozlǐsč. Poiskati
želimo največje enostavno povezano konveksno območje R, sestavljeno iz
trikotnikov iz M.
2.2.2 Največji konveksni poligon
Zaradi lažje definicije predpostavimo, da vM ne obstajata točki, ki bi imeli
enaki x-koordinati.
Naj bo e ∈ M povezava triangulacije. Z X(e) označimo projekcijo pove-
zave e na x-os. Za povezavi e in e′ ∈ M pravimo, da je e nad e′, če obstaja
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Slika 2.1: Poligon z luknjo, oziroma krompir na mreži z luknjo.
Slika 2.2: Največji konveksni poligon v poligonu z luknjo.
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. .
. .
e T(e,e’)
e’
Slika 2.3: Obetajoči par povezav in njun trapezoid.
vertikalna premica, ki seka e v točki p in e′ v točki p′ tako, da je p nad p′. Pred-
postavimo, da je e nad e′. V tem primeru definiramo X(e, e′) := X(e)∩X(e′).
Definiramo trapezoid T (e, e′), omejen z e zgoraj, z e′ spodaj in z vertikal-
nima črtama, ki omejujeta interval X(e, e′) (glej sliko 2.3). Če se T (e, e′)
izogne zunanjosti, oziroma ne vsebuje nobene luknje, potem pravimo, da je
par povezav e in e′ obetajoč.
Naj bosta (e, e′) obetajoči povezavi in naj bo H(e, e′) polravnina levo od
vertikalne črte x = max(X(e, e′)). Naj bo C množica trikotnikov iz M. C je
dopustna za (e, e′), če so izpolnjeni naslednji pogoji:
(D1) Povezavi e in e′ sta obetajoči.
(D2) C vsebuje trikotnik pod e in ne trikotnika nad e.
(D3) C vsebuje trikotnik nad e′ in ne trikotnika pod e′.
(D4) Vsak trikotnik iz C je v preseku z H(e, e′).
(D5) Poligon U = U(C) :=
⋃
C∩H(e, e′) je konveksen.
⋃
C predstavlja unijo
trikotnikov v C.
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e H(e,e’)
e’
. .
. .
Slika 2.4: Dopustna množica trikotnikov C za povezavi e in e′.
Pogoj (D5) namiguje na to, da U ne more vsebovati lukenj ali zunanjosti
(glej sliko 2.4). Povezavi e in e′ imata lahko več dopustnih množic trikotnikov
C. Posledično imata povezavi e in e′ lahko več poligonov U .
Za poljuben par povezav (e, e′) naj bo Q(e, e′) definiran kot največja
ploščina (U(C)), ki jo doseže preko dopustne množice C. Če (e, e′) nimata
dopustne množice trikotnikov, potem postavimo Q(e, e′) = −∞
Vrednosti Q(e, e′) izračunamo z dinamičnim programiranjem. Opazimo
naslednje: če imata e in e′ skupno desno vozlǐsče, Q(e, e′) je površina največ-
jega konveksnega poligona, ki ga sestavljajo trikotniki iz M in se na desni
strani zaključi s parom povezav (e, e′). S pregledovanjem Q(e, e′) po vseh
parih povezav z enakim desnim vozlǐsčem, lahko tako najdemo po površini
največji konveksni poligon.
2.2.3 Iskanje obetajočih parov povezav
M pregledujemo s pomočjo navpične črte ` tako, da se premikamo z leve proti
desni in se ustavimo v vsaki točki. Vozlǐsča iz M so urejena. Uporabimo
tako imenovani algoritem pometanja. V dani točki pometanja, ko smo na
premici ` : x = t, so bili vsi obetajoči pari X(e, e′), ki ležijo levo od t, že
odkriti. Vsem parom X(e, e′), za katere je del T (e, e′) levo od ` in niso del
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zunanjosti P , pravimo morebitni obetajoči pari in so del trenutne preiskave.
Za vsako povezavo e definiramo dva urejena seznama Ea(e) in Eb(e).
Začetek povezave e je točka, ki ima najmanǰso x koordinato. V seznamu
Ea(e) najdemo vse povezave e
′, katere sekajo premico ` nad premico e in
za katere njen začetek leži levo od začetka povezave e. Presek T (e, e′) s
polravnino x < t pa naj leži popolnoma znotraj P . Seznam Ea(e) je urejen
navzgor. Analogno definiramo Eb(e), tako da povezave e
′ ležijo spodaj in
seznam je urejen navzdol. Definiramo seznam EI(e), ta vsebuje vse povezave
e′, ki v Ea(e
′) ali v Eb(e
′) vsebujejo e.
Med iskanjem obetajočih parov povezav lahko naletimo na tri različne
tipe dogodkov. V dani točki v se nekatere povezave končajo. To pomeni,
da so morebitni obetajoči pari zares obetajoči, zato jih moramo izpisati in
odstraniti. Nekatere povezave se v v začnejo. To pomeni, da morajo biti
vsi novi morebitni obetajoči pari povezav ustvarjeni in pregledani. Zadnja
možnost, na katero lahko naletimo, je zunanjost. To pomeni, da kateri koli
par, ki ga trenutno pregledujemo in ima eno povezavo nad v ter drugo pod
v, ni več morebitni obetajoči par povezav.
Začetek se zgodi, ko se nova povezava e začne v v. Cilj je poiskati vse
morebitne pare povezav (e, e′) ali (e′, e), ki sekajo premico ` in med njimi ni
nobene zunanjosti. Če se v točki v začne več povezav, jih moramo obravna-
vati v takšnem vrstnem redu, kot da bi bile povezave rahlo pomaknjene v
desno od v. V prvem koraku se pomikamo po premici ` navzgor. Zbiramo
vse povezave e′, ki sekajo ` nad e, ter jih dodajamo v seznam Ea(e) in v
El(e). Postopek nadaljujemo dokler zunanjost P ni dosežena. Drugi korak
analogno ponovimo, tako da potujemo po premici ` navzdol in dodajamo
povezave v Eb(e).
Konec se zgodi, ko se povezava e konča v v. Med shranjenimi morebitnimi
obetajočimi pari, poǐsčemo tiste, ki vsebujejo e, jih izpǐsemo in odstranimo iz
podatkovne strukture. Obstajata dve vrsti takih parov. Prva so pari (e, e′),
katerih začetek povezave e leži desno od povezav, ki so shranjene v Ea(e) in
Eb(e). Druga vrsta so pari (e, e
′), ki imajo začetek povezave e levo od začetka
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povezav, ki so shranjeni v EI(e).
Zunanjost se zgodi, ko se v točki v začne zunanjost. Odstraniti želimo vse
pare (e, e′) za katere T (e, e′) vsebuje v. Vsak tak neobetajoč par (e, e′) ima
povezavo e nad v in e′ pod v. Po premici ` se sprehodimo navzgor, dokler
ne pridemo do roba. Za vsako najdeno povezavo e preverimo njen seznam
Eb(e). Začnemo pri koncu seznama. Če je zadnji element e
′ nad v, potem
je celotni seznam varen. Če je e′ pod v, potem e′ odstranimo iz seznama
Eb(e) in e iz EI(e
′) ter nadaljujemo pregled seznama, dokler ne pridemo do
elementa e′, ki je nad v′ ali pa je seznam prazen. Enako se sprehodimo tudi
po premici ` navzdol in pregledujemo seznam Ea(e).
Algoritem 1 Iskanje obetajočih parov - Začetek
Vhod: vozlǐsče v
1: ` = setLine(v)
2: for all e ∈ EdgesStartIn(v) do
3: while hasNextEdgeUp(`) do
4: e′ = getNextEdgeUp(`) poǐsči naslednjo povezavo, ki seka os `
5: if e′ ∈ Exterior then
6: break
7: else
8: Ea(e).add(e
′) dodaj povezavo v urejen seznam povezav od spodaj navzgor
9: EI(e).addAll(e
′) dodaj vse povezave e′ za katere je e ∈ Ea(e′) ∪ Eb(e′)
10: end if
11: end while
12: while hasNextEdgeDown(`) do
13: e′ = getNextEdgeDown(`)
14: if e′ ∈ Exterior then
15: break
16: else
17: Eb(e).add(e
′) uredi povezave od zgoraj navzdol
18: EI(e).addAll(e
′)
19: end if
20: end while
21: end for
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Algoritem 2 Iskanje obetajočih parov - Konec
Vhod: vozlǐsče v
1: for all e ∈ EdgesEndIn(v) do
2: for all e′ ∈ Ea(e) ∪ Eb(e) ∪ EI(e) do
3: output(e, e′)
4: Ea(e).remove(e
′)
5: Eb(e).remove(e
′)
6: EI(e).remove(e
′)
7: end for
8: end for
Algoritem 3 Iskanje obetajočih parov - Zunanjost
Vhod: vozlǐsče v
1: if v ∈ Exterior then
2: for all e ∈ EdgesStartIn(v) do
3: while isNotEmpty(Ea(e)) do
4: e′ = getLast(Ea(e)) začni na koncu seznama
5: if v ∈ T (e, e′) then
6: Ea(e).remove(e
′)
7: EI(e
′).remove(e)
8: else
9: break
10: end if
11: end while
12: while isNotEmpty(Eb(e)) do
13: e′ = getLast(Eb(e)) začni na koncu seznama
14: if v ∈ T (e, e′) then
15: Ebb(e).remove(e
′)
16: EI(e
′).remove(e)
17: else
18: break
19: end if
20: end while
21: end for
22: end if
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Algoritem 4 Iskanje obetajočih parov
Vhod: Množica urejenih vozlǐsčM
1: for all v ∈M do
2: Zacetek(v)
3: Konec(v)
4: Zunanjost(v)
5: end for
2.2.4 Računanje Q-vrednosti
Sedaj, ko vemo, kako poiskati vse obetajoče pare povezav, lahko izračunamo
tudi Q-vrednosti oziroma ploščino konveksnega poligona.
Fiksiramo par (e, e′). Za izračun Q(e, e′) pogledamo začetka obeh po-
vezav. Če sta enaka, potem je Q(e, e′) ploščina trikotnika, ki ga določata
povezavi (e, e′) in vertikalna premica x = maxX(e, e′). Privzamemo lahko,
da začetek e leži levo od začetka e′ in naj bo v začetek povezave e′. Drugi
primer je simetričen. Potem je Q(e, e′) = area(T (e, e′)) + Q(e, e′′), kjer se
e′′ konča v vozlǐsču v, začetek pa leži levo od v tako, da je ](e, e′) ≥ 0 in
Q(e, e′′) maksimalen.
Takšno računanje ni časovno optimalno, saj ima časovno zahtevnostO(n3),
ker lahko za vsak obetajoč par obstaja linearno število kandidatov za pove-
zavo e′′. Temu se lahko izognemo, kar opǐsemo v nadaljevanju.
Imamo tri nove sezname EA, ER in EL definirane za fiksen v. EA vsebuje
povezave, ki sekajo ` nad v. ER vsebuje povezave, ki se začnejo v v. EL
vsebuje vse povezave, ki se končajo v v. Za vsak par kombinacij (e, e′), pri
čemer je e ∈ EA in e′ ∈ ER, moramo poiskati povezavo e′′ ∈ EL, ki optimizira
Q(e, e′′). Na povezavo e′′ se bomo sklicevali kot e′′ = best(e, e′).
Dani povezavi ea definiramo nasprotno povezavo povezave ea, opp(ea),
kot povezavo z najmanǰsim nenegativnim kotom obračanja ]opt(ea) ≥ 0, ki
je konveksen. Opazimo, da je best(e, e′) enak ali nad opp(e′) (začetek ima
večjo y-koordinato).
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Algoritem 5 Iskanje najbolǰse povezave
1: for all e′′ ∈ EL do
2: if angle(e′′, e′) < 180◦ ∧ isMaximized(Q(e, e′′)) then
3: return e′′
4: end if
5: end for
Algoritem 6 Računanje Q-vrednosti
Vhod: Množica urejenih vozlǐsčM
1: for all v ∈M do
2: ` = setLine(v)
3: EA = find(EA(`)) poǐsči povezave, ki sekajo ` nad v
4: EB = find(EB(`)) poǐsči povezave, ki sekajo ` pod v
5: EL = find(EA(v)) poǐsči povezave, ki se končajo v vozlǐsču v
6: ER = find(EA(v)) poǐsči povezave, ki se začnejo v vozlǐsču v
7: for all (e, e′) ∈ Combination(EA, ER) do
8: e′′ = best(e, e′)
9: Q(e, e′) = area(T (e, e′)) +Q(e, e′′)
10: end for
11: for all (e, e′) ∈ Combination(EB , ER) do
12: e′′ = best(e, e′)
13: Q(e, e′) = area(T (e, e′)) +Q(e, e′′)
14: end for
15: end for
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2.2.5 Algoritem pometanja
Algoritma, opisana v razdelkih 2.2.3 in 2.2.4, lahko združimo v enega. Točke
uredimo od leve proti desni glede na njihovo x-koordinato in se ustavimo v
vsaki točki v iz M. Naj bo v = (vx, vy). Na tej točki naenkrat izračunamo
Q(e, e′) za vse obetajoče pare z vx = minX(e, e
′). Najprej pregledujemo pare
povezav (e, e′), ki sekajo premico ` nad v in povezavo e′ ∈ ER. Nato še pare,
kjer e′ seka ` pod v na simetrični način.
Za vsako povezavo e ∈ EA poǐsčemo seznam L(e), v katerem so povezave
iz EL urejene po kotih. Prvi element v seznamu je povezava z najmanǰsim
naklonom. Pregledujemo seznam in pri vsakem elementu shranimo maksi-
malno vrednost Q(e, e′′). Zapomnimo si še trenutno povezavo. To nam bo
prǐslo prav kasneje, ko bomo rekonstruirali rešitev.
Z uporabo seznama L(e) izračunamo Q(e, e′) za vse obetajoče pare po-
vezav e ∈ EA in e′ ∈ ER. Povezava opp(e′) se nahaja v seznamu L(e), za
vsak obetajoč par (e, e′) poǐsčemo e′′ = best(e, e′) iz tega seznama. Povezava
opp(e′) ni nujno enaka e′′ = best(e, e′). Vrednost Q izračunamo po formuli
Q(e, e′) = Q(e, e′′) + area(T (e, e′)).
Vrednost Q(e, e′) lahko izračunamo v konstantnem času. Za vsako vo-
zlǐsče v stopnje deg(v) pa v času O(deg(v)n) poǐsčemo seznam vseh povezav,
ki sekajo ` nad v. To pripelje do kvadratične časovne odvisnosti za vsa
vozlǐsča.
1
2
3
4
5
6
7
8
Slika 2.5: Primer triangulacije.
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Algoritem 7 Algoritem pometanja
Vhod: Množica urejenih vozlǐsčM
1: sort(M) uredi vozlǐsča od leve proti desni
2: Q← ∅
3: for all v ∈M do
4: findEA(v),findER(v),findEL(v)
5: for all e ∈ EA do
6: L(e) = sort(EL(e)) uredi seznam po kotih
7: for all e′′ ∈ L(e) do
8: Q(e, e′′) = max(Q(e, e′′)) maksimiziramo Q-vrednost
9: end for
10: end for
11: for all (e, e′), e ∈ EA, e′ ∈ ER do
12: e′′ = best(e, e′) poǐsči najbolǰso povezavo e′′
13: Q(e, e′) = Q(e, e′′) + area(T (e, e′))
14: end for
15: Ponovi dvakrat, prvič, ko potuješ po ` gor, drugič, ko potuješ po ` dol.
16: end for
17: return [Max(Q), buildPath(Max(Q))] Vrni največjo Q-vrednost in povezave, pri
kateri dobǐs to vrednost.
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Točka 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0
3 1 0 0 0 0 0 0 0
4 1 1 1 0 0 0 0 0
5 0 1 0 1 0 0 0 0
6 0 0 0 1 1 0 0 0
7 0 0 1 1 0 1 0 0
8 0 0 0 0 1 1 1 0
Tabela 2.1: Matrika povezav triangularnega terena.
2.2.6 Iskanje množic EA, ER in EL
V razdelku 2.2.5 smo opisali algoritem pometanja in kako poiskati največji
konveksni poligon. V opisu smo omenili množice EA, EB in EL. Te množice
poǐsčemo s pomočjo matrike sosednosti. Triangulaciji s slike 2.5 pripada
matrika povezav prikazana v Tabeli 2.1. Ker gre za simetrično matriko, vre-
dnosti shranimo v spodnje trikotno matriko. Točke v matriki so razporejene
po x osi, j-ti stolpec v matriki prestavlja povezave, ki se začnejo v točki v
(glej tabelo 2.2), i-ta vrstica pa povezave, ki se končajo v točki v (glej tabelo
2.3). Zaradi urejenosti točk po x osi, se povezave, ki sekajo navpičnico točke
v, nahajajo v levem spodnjem bloku matrike (glej sliko 2.4). Blok obdajata
vrstica in stolpec točke v.
2.2.7 Detekcija lukenj
Omenili smo, da dopuščamo tudi luknje oziroma zunanjost, ki bodo v našem
primeru hribi ali doline. Algoritem za iskanje največjega konveksnega poli-
gona sam ne zna zaznati zunanjosti, zato mu moramo nekako povedati, kje
v triangulaciji je zunanjost.
Ena od možnosti bi bila z dodatnim vhodnim podatkom, kjer bi ročno
navedli množico točk, ki so del zunanjosti. Ta možnost bi bila dobra, vendar
precej zamudna. Pri večji množici točk bi potrebovali kar nekaj časa, da bi
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Točka 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0
3 1 0 0 0 0 0 0 0
4 1 1 1 0 0 0 0 0
5 0 1 0 1 0 0 0 0
6 0 0 0 1 1 0 0 0
7 0 0 1 1 0 1 0 0
8 0 0 0 0 1 1 1 0
Tabela 2.2: Iz točke 4 vodijo povezave do točk 5, 6 in 7.
Točka 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0
3 1 0 0 0 0 0 0 0
4 1 1 1 0 0 0 0 0
5 0 1 0 1 0 0 0 0
6 0 0 0 1 1 0 0 0
7 0 0 1 1 0 1 0 0
8 0 0 0 0 1 1 1 0
Tabela 2.3: V točko 4 pridejo povezave iz točk 1, 2 in 3.
Točka 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0
3 1 0 0 0 0 0 0 0
4 1 1 1 0 0 0 0 0
5 0 1 0 1 0 0 0 0
6 0 0 0 1 1 0 0 0
7 0 0 1 1 0 1 0 0
8 0 0 0 0 1 1 1 0
Tabela 2.4: Povezave, ki jih seka navpična premica skozi točko 4.
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ročno vnesli vse točke, ki so del zunanjosti.
V naši implementaciji bomo uporabili dva načina detekcije zunanjosti.
Prvi način bo, da površino razdelimo na n delov, kjer je n ≥ 1. Razliko med
najvǐsjo in najnižjo točko sorazmerno razdelimo na n delov. V vsakemu delu
nato poǐsčemo največji konveksni poligon in na koncu vrnemo največjega.
Drugi način bo, da z dodatnima dvema parametroma navedemo najnižjo
in najvǐsjo točko, ki sta še del notranjosti. Ostale točke pa bodo obravnavane
kot zunanjost.
Tretji način bi bil z uporabo normale. Gre za enak pristop, kot ga bomo
uporabili pri aproksimacijskem algoritmu za iskanje ravnin na terenu, ki ga
opisujemo v razdelku 2.3.3. Vzeli bi trikotnike s podobno normalo in med
njimi poiskali največji možni konveksni poligon. Te možnosti nismo imple-
mentirali v našo rešitev.
2.3 Iskanje ravnin na terenu
V tem razdelku si bomo pogledali aproksimacijski algoritmi za iskanje največje
(skoraj) ravnine v pokrajini. Algoritem poǐsče največjo možno ravnino, ki
lahko leži na pobočju hriba ali pa v sami dolini. Z dodatnim parametrom
— normalnim vektorjem, bomo lahko algoritmu povedali, kje želimo poiskati
ravnino (dolina, pobočje, itd.).
2.3.1 Definicija problema
Teren T opǐsemo kot triangulacijo ploskve. Vsak trikotnik t triangulacije
T je določen s tremi prostorskimi točkami; trikotnika t1 in t2 sta soseda, če
imata skupno stranico. Ker trianguliramo ploskev, si lahko stranico/daljico
delita največ dva trikotnika. Problem, poleg terena T , potrebuje še podatek
o kotu δ, s katerim ocenimo približno ravninskost območja.
Območje D terena T , opǐsemo ga s podmnožico trikotnikov terena T , je
δ-skoraj ravninsko, če se normalna vektorja vsakih dveh trikotnikov območja
D razlikujeta za kot največ δ. Pri danem terenu T in kotu δ želimo poiskati
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po površini največje δ-skoraj ravninsko območje D. Pri tem želimo tudi, da
je območje D vsaj povezano ali pa celo enostavno povezano — brez lukenj.
Izraz “skoraj ravnina” ima v praksi več definicij. Ker problem temelji na
članku [4], bomo uporabili njihovo definicijo. Ta pravi, da je T δ-ravninski,
če obstaja referenčni vektor c , da za vsak trikotnik t ∈ T njegova normala nt
s c oklepa kot manǰsi od δ. Podmnožica trikotnikov T iz T pa je optimalna,
če ima največjo možno utež.
2.3.2 Iskanje približno ravninske regije
Naj bo T triangulirano neregularno omrežje. Omrežje T dopolnimo z neu-
smerjenim uteženim grafom GT (V,E). Vsak trikotnik t ∈ T ima svojo utež
w(t) in ustrezno vozlǐsče vt ∈ V . Povezava e povezuje vozlǐsči vt1 in vt2 iz
množice V natanko tedaj, ko obstajata trikotnika t1, t2 ∈ T , ki imata skupno
povezavo. Graf GT je ravninski graf stopnje tri in je notranji dual grafa T .
Uteži vozlǐsč vt ∈ V lahko definiramo na dva načina. Če želimo maksi-
mizirati površino, potem je utež definirana kot ploščina trikotnika. Če nas
zanima maksimalno število trikotnikov v regiji, potem uteži postavimo na
1. Uteži podmnožic V ′ ⊂ V definiramo kot vsoto uteži vozlǐsč, ki pripadajo
podmnožici.
Za trikotnik t definiramo normalni vektor ~nt. Definiramo pozitivni majhni
realni števili δ > 0 in ε > 0, za kateri velja, da je njun produkt manǰsi od
0.5 (δε ≤ 0.5). Kot med dvema (normalnima) vektorjema ~v in ~u označimo z
∠(v, u). Točki u ∈ R3 dodelimo krajevni vektor ~u.
Podmnožica trikotnikov T ⊂ T je δ-ravninska, če velja:
(R1) Trikotniki v T so povezani.
(R2) Obstaja referenčni vektor ~r, tako da za vsak t ∈ T velja ∠(r, nt) ≤ δ.
Zanima nas iskanje podmnožice T ⊂ T , ki ima največjo možno utež med
vsemi podmnožicami iz T , ki zadoščajo (R1) in (R2)
Podmnožica trikotnikov T ⊆ T je ε-aproksimalno δ-ravninska, če je δ(1+
ε)-ravninska in njena teža vsaj toliko, kot je teža vsake δ-ravninske množice.
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Naj bo S2 sfera enotske krogle. Vsakemu trikotniku t ∈ T priredimo točko
vt na sferi S2 — in sicer ~vt = ~nt/|~nt|, kjer je ~nt normalni vektor trikotnika
t. Uporabili bomo končno množico točk V ⊆ S2, ki bo aproksimirala prostor
S2 vseh normal tako, da bo vsaki točki s ∈ S2, priredila točko p ∈ V , ki bi
ležala v bližini. Množici točk V ⊆ S2 pravimo δε-diskretizacija množice S2,
če za vsak s ∈ S2 obstaja točka p ∈ V , da velja ∠(s, p) ≤ δε.
2.3.3 Osnovni algoritem
Algoritem 8 Osnovni algoritem
1: Konstruiraj δε-diskretizacijo V ⊆ S2.
2: for all p ∈ V do
3: V množico Vp dodaj vsa vozlǐsča vt za katere velja ∠(p, nt) ≤ (1 + ε)δ .
4: Sestavi podgraf GT na množici Vp in poǐsči povezano komponento Cp z največjo
utežjo.
5: end for
6: return Vrni množico trikotnikov T , ki sestavljajo najtežjo komponento Cp in njen
pripadajoč referenčni normalni vektor ~p
Osnovni algoritem 8 poǐsče rešitev v času O(n/(δε)2). Časovna zahtev-
nost iskanja δε-diskretizacije je O(1/(δε)2). Za vsak element p ∈ V moramo
poiskati množico Vp, določiti podgraf in izračunati največjo komponento tega
podgrafa, kar vzame O(n) časa. Torej je končna časovna zahtevnost osnov-
nega algoritma O(n/(δε)2). Toda algoritem je možno izbolǰsati do te mere,
da najde končno rešitev v času O(n/ε2).
2.3.4 Izpopolnjen algoritem
Algoritem izbolǰsamo v dveh korakih. V prvem bomo določili množico re-
ferenčnih normalnih vektorjev V ′ velikosti O(n/ε2). Ta bo vsebovala vse
relevantne referenčne vektorje. S tem se izognemo pregledovanju Ω(1/(δε)2))
potencialnih referenčnih normalnih vektorjev. V drugem koraku dodamo ve-
dra, s katerimi zmanǰsamo število pregledov, kolikokrat je bil nek trikotnik
že upoštevan.
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Algoritem 9 Psevdokoda izpopolnjenega algoritma
1: Konstruiraj δε-diskretizacijo V ⊆ S2
2: for all t ∈ T do
3: nt ← normal(t) poǐsči normalo trikotnika t.
4: pt ← minu∈V∠(u, nt) poǐsči referenčno normalno pt tako, da bo kot med pt in nt
najmanǰsi.
5: bucket(pt).add(nt) dodaj trikotnik v vedro, v katero pripada referenčni normali.
6: end for
7: Določi množico V ′ ⊂ V potencialnih referenčnih normal kot V ′ = {p ∈ V : ∃pt z
nepraznim vedrom in ∠(p, pt) ≤ (1 + 2ε)δ}.
8: for all r ∈ V ′ do
9: V množico Nr dodaj trikotnike iz vseh veder referenčnih normal r
′ ∈ V ′, za katere
velja ∠(p, pt) ≤ (1 + 2ε)δ.
10: Iz Nr odstrani vse trikotnike t, za katere velja ∠(p, pt) > (1 + 2ε)δ.
11: Sestavi podgraf GT na množici Nr in poǐsči povezano komponento Cr z največjo
utežjo.
12: end for
13: return Vrni najtežjo komponento Cr.
k
k
Slika 2.6: Kocka velikosti k×k×k z enotskim krogom in mrežnimi celicami.
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k
k
n
Slika 2.7: Kocka L velikosti k×k×k in normala, ki prebada mrežno celico.
Opazimo, da se lahko izognemo 10. koraku v algoritmu 9 z izbiro bolǰse
diskretizacije na začetku. To bi poenostavilo algoritem, vendar bi hkrati tudi
povečalo časovno zahtevnost za konstantni faktor.
Konstruiramo kocko L velikosti k × k × k centrirano v izhodǐsču koordi-
natnega sistema. Velikost stranice k naj bo enaka
⌈√
2/(δε)
⌉
(glej sliko 2.6).
Sedaj lahko za trikotnik t ∈ T določimo mrežno točko pt = minu∈V ∠(u, nt) v
konstantnem času. Najprej ugotovimo, katero stranico kocke L bo normalni
vektor nt prebodel. Nato poǐsčemo, kateri mrežni točki pripada presečǐsče
(glej sliko 2.7).
2.3.5 Iskanje diska, ki vsebuje največ točk
Poglejmo si še algoritem, na katerem je bil zasnovan aproksimacijski al-
goritmi za iskanje največje (skoraj) ravnine v pokrajini. Algoritem poǐsče
največje povezane komponente znotraj sferičnega diska. Problem je opisan
takole:
“Dani množici točk S na ravnini določimo nabor točk (x∗, y∗) za sredǐsče
diska U in enotski polmer, tako da je število pokritih točk κ = |U(x,y) ∩ S|
maksimizirano.”
Algoritem aproksimira polmer in ne števila zajetih točk. Algoritem v
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Algoritem 10 Aproksimacijski algoritma za iskanje diska, ki vsebuje največ
točk.
1: Lociraj vsako točko p ∈ S v kvadratni mreži velikosti 2, centrirano v izhodǐsču.
2: Naj bodo C = {(i, j) : Σi+1g=i−1Σ
j+1
h=j−1k<g,h> ≥ k/4} celice, ki imajo “dobro zasedeno”
soseščino.
3: for all < i, j >∈ C do
4: Položi celico velikosti
√
2ε čez < i, j >.
5: Preglej vsako od O(1/ε2) točk v mreži kot sredǐsče potencialnega diska U1+ε tako,
da prešteješ točke iz sosednih celic, ki so zajete znotraj tega diska.
6: end for
7: return Vrni najbolǰsi disk.
času O(n/ε2) določi sredǐsče (x∗, y∗) diska U1+ε in polmer dolžine 1 + ε z
|U1+ε(x,y) ∩ S| ≥ κ∗. Pri tem je κ∗ maksimalno število točk iz S, ki jih lahko
vsebuje enotski disk.
V prvem koraku algoritma s postavitvijo kvadratne mreže velikosti 2 na
območje točk na grobo ocenimo κ∗ in nato preučimo zanimiva območja. Naj
bo k<i,j> = |{p ∈ S : 2i < px ≤ 2(i + 1) in 2j ≤ py < 2(j + i)}| število točk
vsebovani v celici < i, j >. Naj bo k = max<i,j> k<i,j> (glej algoritem 10).
Za majhne κ∗ lahko uporabimo algoritem avtorjev Chazella in Leeja [14],
ki najde točno rešitev v času O(nκ∗). Druga možnost je, da v 5. koraku
algoritma 10 izberemo nekoliko drugače pristop. V tem koraku pregledujemo
O(1/ε2) potencialnih sredǐsč za disk po stolpcih in pomikanju navzdol po
celici. Pred vsako celico vedno shranimo razlike točk, ki jih vsebuje disk
U1+ε na tej točki, in število točk, ki jih je disk vseboval na preǰsnji celici.
V primeru, ko celica leži v prvi vrstici, za drugi del izraza uporabimo 0. V
začetku vrednosti pri vsaki celici postavimo na 0. Velikost celice je O(ε),
soseščina celice v stolpcu pa se nahaja na razdalji 1 + ε, kar pomeni, da ima
vsaka celica O(1/ε) sosedov.
V vsakem stolpcu poǐsčemo najvǐsjo celico, katero je disk U1+ε postavil v
sredǐsče, in prǐstejemo 1 trenutni vrednosti. Potem poǐsčemo prvo najnižjo
celico, ki ne pripada disku U1+ε in odštejemo 1 od trenutne vrednosti. Za
takšen postopek potrebujemo O((1/ε) + (κ/ε)) časa. Med pregledovanjem
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moramo dodati le vrednosti, ki so se pojavile pri vsaki celici in izpisati ma-
ksimum. Časovna zahtevnost algoritma je tako O((n/ε)(1 + 1/(κ∗ε2))).
Ideja tretjega pristopa je, da preiskovanje soseščine z grobo silo za vsako
celico v prvem algoritmu zamenjamo s primerno podatkovno strukturo. V
članku [15] so avtorji Arya, Malamatos in Mount predstavili takšno podat-
kovno strukturo, ki jo je možno zgraditi v času O(nγd log (n/ε) log (1/ε)). Pri
tem sta ε in γ realna parametra, ki zadoščata 0 < ε ≤ 0.5 in 2 ≤ γ ≤ 1/ε.
Ideja je, da na vsako celico c =< i, j >∈ C položimo mrežo širine
√
2ε/7.
Tako ne prekrijemo samo celice, ampak zajamemo tudi soseščino celice. V
vsaki novo nastali mreži preštejemo število točk in določimo sredǐsče mreže,
na katerega obesimo vrednost, ki je enaka številu točk znotraj celice. Za vsako
takšno sredǐsče zgradimo podatkovno strukturo za ε′-aproksimacijski doseg
ε′ = ε/2 in γ = 1/(ε′ log2 (1/ε′))1/3. Namesto preiskovanja z grobo silo sedaj
za vsako točko znotraj celice uporabimo to strukturo s (1+(2ε/7)) poizvedb,
katere časovna zahtevnost je O(1/(εγ)). Dobljena teža ustreza naboru točk,
ki ležijo znotraj diska s premerom (1 + ε). Vrednost γ izberemo tako, da sta
preprocesiranje in časovna zahtevnost poizvedb čim bolj uravnotežena.
Poglavje 3
Vmesnik
Slika 3.1: Videz vmesnika.
Aplikacija je v celoti napisana v programskem jeziku Java. Pri implemen-
taciji smo želeli uporabiti knjižnico LEDA, ki vsebuje veliko optimiziranih
algoritmov iz geometrije, metode za vizualizacijo grafov in bi z uporabo nje
pohitrili delovanje aplikacije, vendar je knjižnica plačljiva. Cena licence znaša
deset tisoč evrov [16]. Namesto nje smo uporabili brezplačno knjižnico Jzy3d,
predstavljeni v razdelku 2.1.
Vmesnik ponuja možnosti izbire algoritma, nastavitve parametrov in izris
rešitve. Aplikacija je bila implementirana tudi v Javascript okolje, vendar je
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preko spletnega brskalnika delovala bistveno počasneje in neučinkovito.
3.1 Opis vmesnika
V tem razdelku opǐsemo komponente vmesnika.
Slika 3.2: Komponente vmesnika.
1. Spustni meni, kjer izberemo algoritem. Izbiramo lahko analitični al-
goritem (Potato) ali aproksimacijski algoritem (Approximation Algori-
thm).
2. Izpis izbranega algoritem.
3. Izbira datotek. S klikom na gumb “Select file” se odpre novo okno,
kjer poǐsčemo datoteko z vhodnimi podatki. Datoteka mora biti v
tekstovnem formatu. Datoteka nima glave, že v prvi vrstici je navedena
točka. Točka je sestavljena iz treh koordinat. Vse tri koordinate morajo
biti navedene. Če gre za dvorazsežno točko, tretji koordinati pripǐsemo
število 0. Decimalno število je napisano s piko, koordinate ločimo s
podpičjem.
4. Izpis izbrane datoteke.
3.1. OPIS VMESNIKA 29
5. Vpǐsemo celo število, s katerim povemo, na koliko delov želimo razrezati
površino. Če izberemo število n > 1, se bo površina razdelila na n
delov, sorazmerno glede na razliko med najvǐsjo in najnižjo točko. Če
izberemo n ≤ 1 se površina ne bo razdelila. Izbira tega parametra je
možna le, ko za algoritem izberemo “Potato”.
6. (Opcijsko) Navedemo minimalno vǐsino, ki še pride v poštev za iskanje
rešitve. Če navedemo minimalno vǐsino, moramo navesti še maksimalno
vǐsino (točka 7). Ko sta obe vrednosti navedeni, se ignorira število
razrezov iz točke 5.
7. (Opcijsko) Navedemo maksimalno vǐsino, ki še pride v poštev za iskanje
rešitve. Če navedemo maksimalno vǐsino, moramo navesti še minimalno
vǐsino (točka 6). Ko sta obe vrednosti navedeni, se ignorira število
razrezov iz točke 5.
8. Navedemo vrednost delta, ki določa maksimalen dopustni kot med
dvema trikotnikoma v istem ravninskem območju. Izbira tega parame-
tra je možna le, ko za algoritem izberemo “Approximation Algorithm”
9. Navedemo vrednost epsilon, kakšno napako še dopuščamo. Izbira tega
parametra je možna le, ko za algoritem izberemo “Approximation Al-
gorithm”
10. (Opcijsko) Navedemo normalni vektor ravnine, če želimo poiskati rešitev
v točno določeni ravnini.
11. Označimo, če želimo rešitev izrisati.
12. Označimo, kadar analiziramo večje število podatkov. Rezultati se izrǐsejo
kot pike. Ena pika predstavlja en trikotnik (izrisano je težǐsče triko-
tnika). Delovanje vmesnika je hitreǰse, kadar je ta opcija označena.
13. Gumb s katerim poženemo algoritem. Gumb kliknemo, ko so vsi para-
metri nastavljeni,
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14. Izpis časa, ki je bil potreben za iskanje rešitve.
3.2 Vizualizacija rezultatov
Algoritma imata vsak svoj način predstavitve rezultatov. Kadar ǐsčemo
največji konveksni poligon, torej v spustnem meniju izberemo “Potato”, bo
rešitev označena z rdečo obrobo. Modra barva pomeni površino, kjer bi lahko
bila rešitev. Zelena barva pa predstavlja zunanjost, ta del ne bo del rešitve
3.3a.
Če v vmesniku izberemo aproksimacijski algoritem, potem sta možna dva
načina vizualizacije podatkov. Prvi način pride prav, kadar nimamo več kot
500 točk. V tem primeru se bo izrisala celotna triangulacija. Rešitev pa bo
označena z zeleno barvo 3.3b.
Če v vmesniku izberemo “Draw 4s as points”, se ne bo izrisala celotna
triangulacija. Izrisale se bodo le pike težǐsča trikotnika. Posamezna pika
predstavlja trikotnik in pri večjih podatkih pohitri izris vizualizacije, hkrati
pa je vizualizacija tudi bolj jasna.
(a) Potato. (b) Aproksimacijski algoritem.
Slika 3.3: Prvi primer vizualizacije podatkov.
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(a) 300 točk. (b) 100000 točk.
Slika 3.4: Drugi primer vizualizacije podatkov.
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Poglavje 4
Rezultati
Testne datoteke so bile izdelane v programskem jeziku Python. Manǰsi testni
podatki so izmǐsljeni. V večini primerov gre za ravnino, ki ima v sredini hrib
razlikujejo se po velikosti površine (primeri 4.1c - 4.1h). Primer 4.1a prikazuje
manǰsi razgiban teren, primer 4.6a pa strmino. Uporaba realnih podatkov
pa je prikazana na sliki 4.4. Tu smo vzeli podatke iz spletnega portala Lidar
[1]. Več o tem v razdelku 4.2.
Testne podatke smo testirali na računalniku s procesorjem Intel Core i5-
8265U, ki deluje pri osnovni frekvenci 1.60 GHz oziroma pri frekvenci 3.90
GHz v turbo načinu in je opremljen z 8 GB spomina.
4.1 Iskanje konveksnega poligona
Algoritem smo testirali na testnih podatkih, ki smo jih kreirali. Podatki
simulirajo manǰso površino pokrajine, ki ima en večji hrib. Hribi v tem pri-
meru predstavljalo zunanjost. Smiselna je uporaba parametrov “Min. hei-
ght” in “Max. Height”, saj tako lahko bolj točno podamo, kje naj algoritem
poǐsče rešitev. Parameter “Nr. of slices” se je v večini primerov izkazal za
manj uporabnega. Pri uporabi tega parametra algoritem poǐsče razliko med
najnižjo in najvǐsjo točko, jo razdeli na n enakih delov (n je celo število, ki
smo ga podali pri parametru “Nr. of slices”) in vsaki točki poǐsče primerno
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Primer Datoteka Št. točk Št. zun. točk Nr. of slices Min. height Max. height Ploščina Čas (s)
T1 testData1.txt 300 219 2 / / 12000 3.10
T2 testData1.txt 300 228 / 285 287 7990 0.91
T3 testData4.txt 121 23 / 0 0 29.8 0.8
T4 testData3.txt 225 23 / 0 0 69.9 12.38
T5 testData5.txt 324 23 / 0 0 118.7 68.8
T6 testData6.txt 441 23 / 0 0 179.5 266.7
T7 testData7.txt 529 23 / 0 0 197.7 509.1
T8 testData8.txt 529 369 / 0 0 153 8.88
Tabela 4.1: Tabela rezultatov.
množico. To stori tako, da pogleda vǐsino točke in na katerem delu razdalje
se nahaja. Pri naših testnih podatkih bo algoritem vzel še polovico hriba,
česar pa ne želimo. Testiramo torej z uporabo parametrov “Min. height” in
“Max. Height”.
Čas obdelave je odvisen od razlike števila točk in števila točk, ki so del
zunanjosti. Večja, kot bo razlika, večji bo čas obdelave. Če iz Tabele 4.1
primerjamo drugi in peti primer opazimo, da je pri obeh je okoli 300 točk. V
drugem primeru je 228 točk v zunanjosti, v petem primeru pa 23. V drugem
primeru obdelujemo s samo 72 točkami in je temu primerno tudi čas obdelave
bistveno kraǰsi, 0.91 sekunde. V petem primeru imamo opravka s 301 točko
in čas obdelave naraste na minuto in osem sekund.
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(a) Vizualizacija primera T1. (b) Vizualizacija primera T2.
(c) Vizualizacija primera T3. (d) Vizualizacija primera T4.
(e) Vizualizacija primera T5. (f) Vizualizacija primera T6.
(g) Vizualizacija primera T7. (h) Vizualizacija primera T8.
Slika 4.1: Prikaz rezultatov algoritma na testnih primerih T1− T8.
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Slika 4.2: Graf časovne odvisnosti testnih primerov iz tabele 4.1.
4.2 Iskanje ravnin na terenu
Slika 4.3: Vizualizacija testnih podatkov GK1-481-109.txt.
Časovno zahtevnost aproksimacijskega algoritma smo testirali na realnih po-
datkih, ki smo jih dobili iz spletnega portala Lidar [1]. Vzeli smo kvadrat z
imenom 481 109. Vsak kvadrat je sestavljen iz milijon točk in zajema en kva-
dratni kilometer površine. Za namen testiranja smo iz podatkov vzeli vsako
deseto točko, tako da smo v testu uporabili prirejeno množico s sto tisoč
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točkami. Da bi se izognili decimalkam smo koordinati x in y še pomnožili s
tisoč.
V razdelku 2.3.4 smo omenili, da je časovna zahtevnost algoritmaO(n/ε2).
V Tabeli 4.2 vidimo, da kot δ res ne vpliva na časovno zahtevnost. Pri
zmanǰsevanju kota δ čas obdelave ostaja konstanten. Zmanǰsuje se površina
rešitve, saj ǐsčemo bolj točno rešitev in se vse bolj približujemo povsem pravi
ravnini.
Ko zmanǰsujemo napako ε, se začne čas procesiranja povečevati. Iz Tabele
4.3 vidimo, da se za ε ≥ 0.4 čas procesiranja giblje med petimi in desetimi
sekundami. Za ε ≤ 0.4 pa začne čas proceseranja znatno naraščati. Za
ε = 0.05 sta bili potrebni skoraj dve minuti, da je aproksimacijski algoritem
izračunal rešitev.
Primer Datoteka Št. točk δ ε Normal vector Ploščina Čas (s)
T9 GK1-481-109.txt 100000 1 0.2 / 1037442 20.2
T10 GK1-481-109.txt 100000 0.8 0.2 / 1013272 18.4
T11 GK1-481-109.txt 100000 0.6 0.2 / 1010719 20.2
T12 GK1-481-109.txt 100000 0.4 0.2 / 989542 18.4
T13 GK1-481-109.txt 100000 0.2 0.2 / 845564 19.11
T14 GK1-481-109.txt 100000 0.05 0.2 / 85014 18.02
Tabela 4.2: Čas obdelave v odvisnosti od δ.
Primer Datoteka Št. točk δ ε Normal vector Ploščina Čas (s)
T15 GK1-481-109.txt 100000 0.2 1 / 969950 5.6
T16 GK1-481-109.txt 100000 0.2 0.8 / 954469 6.3
T17 GK1-481-109.txt 100000 0.2 0.6 / 931942 8.2
T18 GK1-481-109.txt 100000 0.2 0.4 / 896970 9.4
T19 GK1-481-109.txt 100000 0.2 0.2 / 845564 18.82
T20 GK1-481-109.txt 100000 0.2 0.05 / 784414 116.3
Tabela 4.3: Čas obdelave v odvisnosti od ε.
V Tabeli 4.4 so še nekateri preostali rezultati. Pri prvem in drugem
primeru uporabimo dva različna načina iskanja rešitve na isti množici testnih
podatkov. Algoritem v prvem primeru poǐsče največjo ravnino v terenu, ki
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(a) ε = 0.2 δ = 0.2. (b) ε = 0.2 δ = 0.05.
Slika 4.4: Vizualizacija testnih podatkov GK1-481-109.txt
Primer Datoteka Št. točk δ ε Normal vector Ploščina Čas (s)
T21 testData8.txt 529 0.2 0.2 / 2227.3 0.52
T22 testData8.txt 529 0.2 0.2 [0, 0, 1] 153 0.29
T23 testData7.txt 529 0.2 0.2 / 468 0.30
T24 testData1.txt 300 0.03 0.15 / 3900 0.18
Tabela 4.4: Tabela rezultatov na manǰsih množicah podatkov.
je poševna, glej sliko 4.6a. V drugem pa največjo vodoravno ravnino, glej
sliko 4.6b, ki je enaka rešitvi, ki jo najde algoritem za iskanje največjega
konveksnega poligona v primeru T8.
V tretjem primeru smo vzeli enake testne podatke, kot smo jih upora-
bili pri iskanju največjega konveksnega poligona (glej tabelo 4.1 primer T7).
Opazimo, da je algoritem za iskanje ravnin na terenu našel rešitev v kraǰsem
času. Površina rešitve pa je večja (glej Sliko 4.6c).
V četrtem primeru ponovno testiramo na testnih podatkih, ki smo jih
uporabili pri iskanju največjega konveksnega poligona (glej tabelo 4.1 primer
T2). Tokrat se zdi, da je algoritem za iskanje konveksnega poligona našel
bolǰso rešitev, za katero pa je porabil približno enako časa (glej sliko 4.6d).
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Slika 4.5: Graf časovne odvisnosti od ε.
(a) Vizualizacija primera T21. (b) Vizualizacija primera T22.
(c) Vizualizacija primera T23.
(d) Vizualizacija primera T24.
Slika 4.6: Vizualizacija rezultatov na testnih primerih iz tabele 4.4.
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Poglavje 5
Sklepne ugotovitve
Cilj, ki smo si ga zadali v magistrski nalogi, smo izpolnili. Implementirali
smo algoritem za iskanje največjega konveksnega poligona in aproksimacijski
algoritem za iskanje ravnin na terenu. Izdelali smo tudi vmesnik, s katerim
lahko algoritma testiramo na realnih podatkih.
Algoritem Potato smo prilagodili, da deluje tudi v projekciji 3d-triangu-
lacije. Slabost algoritma je predvsem časovna zahtevnost. Algoritem sam po
sebi ne zna zaznati zunanjosti. To moramo določiti z dodatnimi parametri,
kar pa ni nujno slabost algoritma. Predvsem, če želimo poiskati rešitev na
točno določeni vǐsini. V primerjavi z aproksimacijskim algoritmom poǐsče
rešitev, ki ne vsebuje lukenj. Kljub temu pa algoritem Potato v praksi ni
tako uporaben, saj zaradi svoje časovne zahtevnosti zataji že ob nekoliko
večji množici podatkov.
Aproksimacijski algoritem je v praksi deloval veliko bolje. Brez težav
je obvladoval tudi večje množice podatkov. Kako določiti vrednosti δ in ε
je odvisno predvsem od vhodnih podatkov. Tako je treba algoritem včasih
večkrat pognati z različnimi izbirami parametrov δ in ε, da pridemo do dobrih
rezultatov. Z dodatnim parametrom, kjer podamo normalni vektor, lahko
točno določimo, v kateri ravnini želimo poiskati rešitev.
Kako dobra bo rešitev, pa je odvisno tudi od triangulacije. V naši im-
plementaciji smo uporabljali Delaunayjevo triangulacijo za 2d, ki jo poǐsče
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knjižnica Jzy3d v razredu DelaunayTriangulation. Težava tega razreda je, da
je bil napisan za večjo množico podatkov in pri manǰsih množicah lahko kon-
struira popačeno triangulacijo zaradi optimizacijskih metod (glej sliko 5.1).
Če točke uredimo, glede na oddaljenost od koordinatnega izhodǐsča, metoda
DelaunayTriangulation poǐsče bolǰso triangulacijo (glej sliko 5.2) in s tem
tudi bolǰso končno rešitev.
Slika 5.1: Popačena triangulacija.
Slika 5.2: Izbolǰsana triangulacija.
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