Abstract-Group-based sparsity models [1] , [2] are proven instrumental in linear regression problems for recovering signals from much fewer measurements than standard compressive sensing. A promise of these models is to lead to "interpretable" signals for which we identify its constituent groups, however we show that, in general, claims of correctly identifying the groups with convex relaxations would lead to polynomial time solution algorithms for an NP-hard problem. Instead, leveraging a graph-based understanding of group models, we describe group structures which enable correct model identification in polynomial time via dynamic programming. We also show that group structures that lead to totally unimodular constraints have tractable relaxations. Finally, we highlight the non-convexity of the Pareto frontier of group-sparse approximations.
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Let x ∈ R
N be a vector and N = {1, . . . , N } be the set of its indices. A group structure G = {G1, . . . , GM } is a collection of index sets, named groups, with Gj ⊆ N and G∈G G = N . We represent G via a group graph (V, E) where the nodes V are the groups and the edge set E contains eij if Gi and Gj overlap, i.e. Gi ∩ Gj = ∅. In a loopless pairwise overlapping groups structure each element of N can occur in at most two groups and the corresponding group graph must not contain any loops.
A G-group cover S G (x) is a collection of at most G groups such that the support of x is contained in their union. A minimal groupcover M(x) is the smallest group cover. A signal x is G-group sparse if |M(x)| ≤ G. We are interested in interpreting a signal x based on its G-group sparse approximationsx. In many applications, the group cover S G (x) of an approximation is more important than the actual coefficients, because it offers "interpretability" of the solution: by indicating the active groups of variables, we can take actions, such as targeting specific pathways for cancer diagnosis or treatment. Given x ∈ R N , we denotex its best G-group sparse approximation w.r.t. the 2 norm. From the G-group cover S G (x), we can easily obtainx asxI = xI andxIc = 0, where I = G∈S G (x) G and I c = N \ I.
is equivalent to the Weighted Maximum Coverage (WMC) problem with weights given by x 2 i . WMC is in general NP-hard, except for specific group structures.
Proposition 1:
There exists a polynomial-time dynamic program that solves WMC for loopless pairwise overlapping groups structures.
We can relax WMC into a binary linear program, which is still NP-hard to solve. However, group structures that can be represented by a bipartite graph and admit only pairwise overlaps lead to totally unimodular (TU) constraints, for which there exist efficient algorithms [3] . If the solution of the linear program is G-sparse, then it is also a solution of WMC. However, the linear program will not yield all the solutions of WMC for any arbitrary value of G. More specifically, we can only obtain the solutions that lie on the convex hull of the Pareto frontier of WMC. We also extend the WMC by adding a sparsity constraint K and allowing individual elements to be selected within each group. We develop a dynamic program (DP) to solve the general model for hierarchical constraints and also show that the induced constraints are TU. We compare it to its TU relaxation and to two convex relaxations proposed in the literature using group-based norms on the synthetic wavelet denoising problem of [4] . The first [4] uses the latent group lasso penalty [2] with groups defined as all father-child relations in the tree. The second [5] considers a hierarchical group structure G. The results are in Fig. 1 . The dynamic programs finds all solutions for every K, the other methods yields only few solutions or violate some constraints. The TU relaxation and the hierarchical model find the same solutions, but in practice, solving the linear program is computationally more efficient. More details and results can be found in [6] .
