In this paper we present a one chip mobile robot controller. The neuromorphic sensory-motor integrated circuit consists of a contrast sensitive retina, a winner-take-all circuit augmented with position encoding of the winner, an attention mechanism to bias the attention of the robot, and a motor driver. The chip can be used to directly control an autonomous vehicle. In an practical example, a line-following task is presented in which the vehicle follows one among several possible lines using its attention mechanism.
Introduction
The recently emerged field of neuromorphic engineering (Douglas et al., 1995) focuses on biologically inspired analog sensory and motor systems. These systems are usually part of a complete physical agent, i.e. a living creature or an autonomous mobile robot. The information streams from the agent's interaction with the environment can be beneficially exploited by neuromorphic devices. Typically, such devices perform a particular computation locally, that is, physically close to the location where the sensing or acting takes place. As a result, the agent's neural structures are distributed over its entire body and act independently. Hence, the computational properties of the peripheral structures directly influence the behavior of the agent. The resulting "intelligence" of the agent stems from a large number of such processes acting in parallel. In our view, the design of autonomous agents, that is, agents that move around in a real world environment, needs to be performed from a neuromorphic stance. This approach contradicts with traditional methodologies in which the agent's control is centralized, typically by using a master-slave configuration, ruling the periphery, the slaves, from a central processor, the master.
To date, devices exist that are capable of performing typical sensor signal processing tasks. In particular the silicon retina (Mead and Mahowald, 1988 ) is a good example. Other realizations that deal with extracting sensory information at the peripheral level are described by Horiuchi et al. (1991) and Delbrück (1993a) .
Most devices realized thus far focus on extracting sensory information. Some of these sensors have actually been mounted on a mobile robot and showed satisfactory performance (Koch et al., 1990) . A sensory-motor chip realized in a hybrid analog-digital fashion is discussed in Friedman and Clark (1991) . This chip realizes the implementation of traditional vision algorithms based on convolution and Laplace transformation. Although interesting, the chip lacks the inherent analog computational properties as addressed by neuromorphic designs. As also mentioned in Pfeifer and Scheier (1996) , for studying and understanding intelligent systems, their synthesis is best done when performed in the context of sensorymotor coordination. Having a neuromorphic perspective in mind, as a consequence, the motor control part of the agent needs to be taken into account also when designing the total system. In most neurally inspired mobile robot controllers, the focus is on the sensor part, and the rest, the control architecture and the motor part is often performed by a micro-processor, digitizing the valuable analog information.
The approach we will discuss in this paper is towards designing total neuromorphic sensory-motor systems for autonomous agents. We present a realization of a mobile robot controller, almost entirely implemented in one integrated circuit. For sensing, the chip contains a contrast retina. For decision making, the chip consists of an attention mechanism. In this way, we succeeded in implementing a precognitive mechanism at the peripheral level. The resulting signal is fed to a motor spiking neuron that delivers pulses with a spike rate relative to the position of contrast as perceived by the retina.
The conducted experiments involve a line following task. Here, the attention mechanism is used by the robot to choose one path out of a number of marked alternatives. Which alternative the robot chooses depends on a particular external signal, set by the experimenter.
The robot Morpho I
The sensory-motor chip was mounted on the basis of a small toy car, see figure 1. The parts used are its chassis, the motor for propulsion and the servo for car-like steering. The sensory-motor chip plus several external parts for adjusting parameters, is mounted on a PCB board screwed to the car's chassis. The task of this robot, Morpho I, is to follow a line. Depending on the setting of the on-chip attention mechanism it will choose to follow either the right or the left line. Figure 1 . The robot Morpho I, choosing a line out of two alternatives. All sensing and controlling, except for the servo steering mechanism, is performed by the sensory-motor chip, mounted on a PCB board.
The Sensory-motor chip
The layout of the complete neuromorphic sensory-motor integrated circuit is shown in figure 2. This figure shows that for controlling the robot Morpho I, only two external components are needed, a servo for local feedback to steer the front wheels of the vehicle set by a value delivered by the motor-spiking neuron, and a motor for propulsion, which, in this implementation, is always active. The distinct parts of the chip are described in the following sections. The 2.0x2.0mm 2 chip is realized in a 2µm process by MOSIS as a Tinychip. The neuromorphic sensory-motor chip consists of a one-dimensional array of 23 photoreceptors with computational electronics for building the 1D-contrast sensitive retina. The retina signal is fed to a winner-take-all circuit that delivers one output voltage, encoding maximal contrast position. The attention mechanism biases the winner-take-all circuit to a particular directional preference. The motor spiking neuron, steered by the winner-takeall output voltage, delivers pulses for an off-chip servo to enable the robot to track an object of interest. The scanner is used for testing purposes. The chip is 2x2mm 2 (MOSIS Tinychip, 2µm process).
retina
The contrast sensitive retina (Boahen and Andreou, 1992) consist of an array of 23 pixels, computing global average (diffusing) and local contrast (inhibition), see figure 3. A typical response of the retina to a point source is shown in figure 4 . The bias voltages for the diffuser and the inhibition circuit are 3.35V resp. 4.93V (Vdd of retina is 4.20V). The output of the retina is fed in a parallel fashion to the winner-takeall circuit as well as to a scanner for evaluation. figure 1 ). The arrow shows the output of the winner-take-all circuit which detects the pixel location with the strongest activation. This signal is used directly to control the spiking neuron for steering the robot. The output voltage is an arbitrary voltage at the output of the on-chip sense amplifier. For a detailed description of the functionality of this retina see Boahen and Andreou (1992) .
Winner-take-all
The winner-take-all circuit selects the retina pixel with the highest activation. The principal circuit is described in Lazzaro et al. (1989) and deWeerth and Morris (1995) . For each of the 23 retina pixels, there is one "neuron". An additional external input channel acts as a threshold element. In figure 4 the response of the winner-take-all circuit to a typical retina activation is displayed. The arrow reflects the position of maximum activation as calculated by the circuit. Note that the figure shows the output obtained from a scanner, which presents a "1" at the winner position and a "0" at the other positions. On the chip, the output of the winner-take-all leads to a position encoder that computes a voltage representing which pixel received the highest stimulus, see figure 5 . The output voltage is between 1.90V and 1.95V. Figure 5 . The winner-take-all circuit with position encoder circuit. The position of the winning element of the winner-take-all is represented by a voltage between 1.90V and 1.95V, which has a value relative to the generated ratio in the resistive layer. The threshold for minimum activation is set by Vthreshold.
attention mechanism
The "attention" of the robot is controlled by an external voltage, Vatt, see figure 6. Selection is performed by activating a region in an array of bump circuit elements (Delbrück, 1993b) , using Vatt. The size of the selected region depends on VL and VR, the voltages at the two ends of the resistive line, running along the pixel array. The more these voltages are apart, the smaller the selected region for a given Vatt. The current from the selected region flows into the corresponding region of the winner-take-all circuit, thereby biasing the preference for this particular region to "win".
The design of the attention mechanism is similar to the one described in Morris and DeWeerth (1996) for implementing covert attention, including the local feedback for distributed hysteresis. We augmented the circuit with the controllable attention mechanism to direct the attention of the robot while it is acting. Another difference is the "saliency map". In their implementation, intensity levels are used for the creation of this map. In our system, a spatial derivative (edge) is considered an important feature, i.e. a saliency. In both realizations, the saliency map is given and does not need to be composed dynamically, which is the case in natural systems. For autonomous agents, such (pre)attentive mechanisms are of great importance, since they constitute precognitive tasks very near to the periphery. In this example, the decision-making process is an integral part of the sensory-motor control loop rather than resulting from a high-level cognitive process. Figure 7 shows the influence of the attention mechanism on the winner-take-all output signal, represented by the arrow. The, adjustable, distributed hysteresis property provides smoothing of the current flowing from the selected element of the attention mechanism. This results in attention commands for the robot like: "attend to something somewhere on your right". Note that this is not a steering mechanism. As is displayed in figure 8 , the attention is biased to the left (around pixel 6), however, the winner-take-all chooses a pixel at position 16, simply because at or near pixel 6 there is nothing to attend to. Figure 7 . Response of the retina and winner-take-all circuit biased by the attention mechanism. The robot observes two lines as in figure 1. It can be seen that the attention can be biased towards one of the two lines by changing Vatt. For a Vatt of 2.60V, the robot attends to the right side of its visual field whereas for a Vatt equal to 2.33V it attends to the left side. The voltage range for biasing all pixels is from 2.0V to 3.0V, see also figure 5. Vatt = 2.33V Figure 8 . The attention mechanism is not a steering mechanism. Although the attention is set to the left side (Vatt = 2.33V), the winner-take-all selects a pixel at the right side.
Motor neuron
The silicon spiking neuron is basically the self-resetting neuron as described in (Mead, 1989, p. 198 ). On our chip, the implementation is such that two spike generators deliver pulses for controlling two motors, see figure 9 . In fact, for the car-like robot, we decided to use only one side to control a servo consisting of a steering mechanism with local feedback. Figure 9 . The spike generator for steering the robot. The circuit delivers pulses at MoutL (left) and MoutR (right) with a spike rate depending on the input Vout, winner-take-all, with respect to a reference voltage Vref.
Experimental results
Two types of experiments were conducted. First, the basic line-following capability of the robot was analyzed. Second the attention mechanism for selecting one out of two lines was turned on. Both sets of experiments were run for 20 trials. The robot had no problem following a line as long as there were no sharp curves and its speed was low (around 10cm/s). This is because of the physical sluggishness of the robot, and because the mechanical steering device needs time to change position. The experimental results are shown in table I. The performance of the robot was measured for its ability to follow the correct line if the attention mechanism was switched off (a) and on (b) and (c). Table I . Results of 3x20 trials. (a) The attention mechanism is switched off. Although the robot should show no prefered direction, it shows a tendency to turn towards the right. In (b), the attention mechanism is turned on and biases the attention of the robot to the left, the robot makes only one mistake out of 20 trials. In (c) the attention mechanism is set to the right. Here no mistakes were observed.
Discussion and Future directions
The tests confirm that this chip is a successful implementation of a complete neuromorphic sensory-motor robot controller. The chip combines sensor signal processing with pulse generation, which has been used directly to control an autonomous vehicle. However, the design can be improved at several points:
-It is very difficult to match the output current from the retina with the current from the attention mechanism for proper functionality of the attention mechanism. This is mainly due to their independence. Since there is no relation between the settings of the two currents, the system needs to be tuned before every series of experiments to compensate for drift and change in ambient light conditions. A new design has to treat these currents such that they are related to each other.
-In figure 5 can be seen that the output voltage of the position decoder, encoding 23 pixel positions, is between 1.90V and 1.95V. This small range is necessary because of the small linear range of the used differential pair that controls the pulse generators, see figure 9. In the current design, this voltage is not matched with the reference voltage, Vref. Hence, the circuitry used to steer the robot is very sensitive to noise and drift. To improve this, wide linear range amplifiers will be used. Moreover, Vref should be "tapped" from the middle point of the resistive line in the position encoder circuit to attain a proper reference voltage.
-To control a robot directly, a speed controller with feedback has to be added. The on-chip spike generator only delivers "set" values for the motors. This needs to be compared with the "real" values from the motors. In this manner differences between the two can be regulated to zero.
-Currently, the attention mechanism can only be directed from outside. Future designs will deal with onchip adaptive mechanisms that will enable the robot to control its attention, based on own experiences.
