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ABSTRACT
We present a statistical method for measuring the average H I spin temperature in distant
galaxies using the expected detection yields from future wide-field 21 cm absorption surveys.
As a demonstrative case study we consider a simulated all-southern-sky survey of 2-h per
pointing with the Australian Square Kilometre Array Pathfinder for intervening H I absorbers
at intermediate cosmological redshifts between z = 0.4 and 1. For example, if such a survey
yielded 1000 absorbers we would infer a harmonic-mean spin temperature of T spin ∼ 100K
for the population of damped Lyman α (DLAs) absorbers at these redshifts, indicating that
more than 50 per cent of the neutral gas in these systems is in a cold neutral medium (CNM).
Conversely, a lower yield of only 100 detections would imply T spin ∼ 1000K and a CNM
fraction less than 10 per cent. We propose that this method can be used to provide indepen-
dent verification of the spin temperature evolution reported in recent 21 cm surveys of known
DLAs at high redshift and for measuring the spin temperature at intermediate redshifts be-
low z ≈ 1.7, where the Lyman-α line is inaccessible using ground-based observatories. In-
creasingly more sensitive and larger surveys with the Square Kilometre Array should provide
stronger statistical constraints on the average spin temperature. However, these will ultimately
be limited by the accuracy to which we can determine the H I column density frequency dis-
tribution, the covering factor and the redshift distribution of the background radio source
population.
Key words: methods: statistical – galaxies: evolution – galaxies: high-redshift – galaxies:
ISM – quasars: absorption lines – radio lines: galaxies
1 INTRODUCTION
Gas has a fundamental role in shaping the evolution of galaxies,
through its accretion on to massive haloes, cooling and subsequent
fuelling of star formation, to the triggering of extreme luminous
activity around super massive black holes. Determining how the
physical state of gas in galaxies changes as a function of redshift is
therefore crucial to understanding how these processes evolve over
cosmological time. The standard model of the gaseous interstellar
medium (ISM) in galaxies comprises a thermally bistable medium
(Field, Goldsmith & Habing 1969) of dense (n ∼ 100 cm−3) cold
neutral medium (CNM) structures, with kinetic temperatures of
Tk ∼ 100 K, embedded within a lower-density (n ∼ 1 cm−3)
warm neutral medium (WNM) with Tk ∼ 104 K. The WNM
shields the cold gas and is in turn ionized by background cosmic
rays and soft X-rays (e.g. Wolfire et al. 1995, 2003). A further hot
(Tk ∼ 106 K) ionized component was introduced into the model
by McKee & Ostriker (1977), to account for heating by supernova-
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driven shocks within the inter-cloud medium. In the local Universe,
this paradigm has successfully withstood decades of observational
scrutiny, although there is some evidence (e.g. Heiles & Troland
2003; Roy, Kanekar & Chengalur 2013; Murray et al. 2015) that
a significant fraction of the WNM may exist at temperatures lower
than expected for global conditions of stability, requiring additional
dynamical processes to maintain local thermodynamic equilibrium.
Since atomic hydrogen (H I) is one of the most abundant com-
ponents of the neutral ISM and readily detectable through either
the 21 cm or Lyman α lines, it is often used as a tracer of the large-
scale distribution and physical state of neutral gas in galaxies. The
21 cm line has successfully been employed in surveying the neutral
ISM in the Milky Way (e.g. McClure-Griffiths et al. 2009; Murray
et al. 2015), the Local Group (e.g. Kim et al. 2003; Brüns et al.
2005; Braun et al. 2009; Gratier et al. 2010) and low-redshift Uni-
verse (see Giovanelli & Haynes 2016 for a review). However, be-
yond z ∼ 0.4 (Fernández et al. 2016) H I emission from individ-
ual galaxies becomes too faint to be detectable by current 21 cm
surveys and so we must rely on absorption against suitably bright
background radio (21 cm) or UV (Lyman-α) continuum sources to
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probe the cosmological evolution of H I. The bulk of neutral gas
is contained in high-column-density damped Lyman-α absorbers
(DLAs, NHI ≥ 2 × 1020 cm−2; see Wolfe, Gawiser & Prochaska
2005 for a review), which at z & 1.7 are detectable in the opti-
cal spectra of quasars. Studies of DLAs provide evidence that the
atomic gas in the distant Universe appears to be consistent with a
multi-phase neutral ISM similar to that seen in the Local Group
(e.g. Lane, Briggs & Smette 2000; Kanekar, Ghosh & Chengalur
2001; Wolfe, Gawiser & Prochaska 2003b). However, there is some
variation in the cold and warm fractions measured throughout the
DLA population (e.g. Howk, Wolfe & Prochaska 2005; Srianand
et al. 2005; Lehner et al. 2008; Jorgenson, Wolfe & Prochaska
2010; Carswell et al. 2011, 2012; Kanekar et al. 2014; Cooke, Pet-
tini & Jorgenson 2015; Neeleman, Prochaska & Wolfe 2015).
The 21-cm spin temperature affords us an important line-of-
enquiry in unraveling the physical state of high-redshift atomic gas.
This quantity is sensitive to the processes that excite the ground-
state of H I in the ISM (Purcell & Field 1956; Field 1958, 1959;
Bahcall & Ekers 1969) and therefore dictates the detectability of
the 21 cm line in absorption. In the CNM the spin temperature is
governed by collisional excitation and so is driven to the kinetic
temperature, while the lower densities in the WNM mean that the
21 cm transition is not thermalized by collisions between the hydro-
gen atoms, and so photo-excitation by the background Ly α radia-
tion field becomes important. Consequently the spin temperature in
the WNM is lower than the kinetic temperature, in the range∼1000
– 5000 K depending on the column density and number of multi-
phase components (Liszt 2001). Importantly, the spin temperature
measured from a single detection of extragalactic absorption is
equal to the harmonic mean of the spin temperature in individ-
ual gas components, weighted by their column densities, thereby
providing a method of inferring the CNM fraction in high-redshift
systems.
Surveys for 21 cm absorption in known redshifted DLAs have
been used to simultaneously measure the column density and spin
temperature of H I (see Kanekar et al. 2014 and references therein).
There is some evidence for an increase (at 4σ significance) in the
spin temperature of DLAs at redshifts above z = 2.4, and a dif-
ference (at 6σ significance) between the distribution of spin tem-
peratures in DLAs and the Milky Way (Kanekar et al. 2014). The
implication that at least 90 per cent of high-redshift DLAs may have
CNM fractions significantly less than that measured for the Milky
Way has important consequences for the heating and cooling of
neutral gas in the early Universe and star formation (e.g. Wolfe,
Prochaska & Gawiser 2003a). However, these targeted observa-
tions rely on the limited availability of simultaneous 21 cm and op-
tical/UV data for the DLAs and assumes commonality between the
column density probed by the optical and radio sight-lines. The first
issue can be overcome by improving the sample statistics through
larger 21 cm line surveys of high-redshift DLAs, but the latter re-
quires improvements to our methodology and understanding of the
gas distribution in these systems. There are also concerns about the
accuracy to which the fraction of the source structure subtended by
the absorber can be measured in each system, which can only be
resolved through spectroscopic very long baseline interferometry
(VLBI). It has been suggested that the observed evolution in spin
temperature could be biased by assumptions about the radio-source
covering factor (Curran et al. 2005) and its behaviour as a function
of redshift (Curran & Webb 2006; Curran 2012).
In this paper we consider an approach using the statistical con-
straint on the average spin temperature achievable with future large
21 cm surveys using precursor telescopes to the Square Kilometre
Array (SKA). This will enable independent verification of the evo-
lution in spin temperature at high redshift and provide a method of
studying the global properties of neutral gas below z ≈ 1.7, where
the Lymanα line is inaccessible using ground-based observatories.
In an early attempt at a genuinely blind 21 cm absorption survey,
Darling et al. (2011) used pilot data from the Arecibo Legacy Fast
Arecibo L-band Feed Array (ALFALFA) survey to obtain upper
limits on the column density frequency distribution from 21 cm ab-
sorption at low redshift (z . 0.06). However, they also noted that
the number of detections could be used to make inferences about
the ratio of the spin temperature to covering factor. Building upon
this work, Wu et al. (2015) found that their upper limits on the
frequency distribution function measured from the 40 per cent AL-
FALFA survey (α.40; Haynes et al. 2011) could only be reconciled
with measurements from other low-redshift 21 cm surveys if the
typical spin temperature to covering factor ratio was greater than
500 K. At higher redshifts, Gupta et al. (2009) found that the num-
ber density of 21 cm absorbers in known Mg II absorbers appeared
to decrease with redshift above z ∼ 1, consistent with a reduction
in the CNM fraction. We pursue this idea further by investigating
whether future wide-field 21 cm surveys can be used to measure the
average spin temperature in distant galaxies that are rich in atomic
gas.
2 THE EXPECTED NUMBER OF INTERVENING H I
ABSORBERS
We estimate the expected number of intervening H I systems to-
wards a sample of background radio sources by evaluating the fol-
lowing integral over all sight-lines
µ =
∫∫
f(NHI, X) dX dNHI, (1)
where f(NHI, X) is the frequency distribution as a function of col-
umn density (NHI) and comoving path length (X). We use the re-
sults of recent surveys for 21 cm emission in nearby galaxies (e.g.
Zwaan et al. 2005) and high-redshift Lyman-α absorption in the
Sloan Digitial Sky Survey (SDSS; e.g. Prochaska, Herbert-Fort &
Wolfe 2005; Noterdaeme et al. 2009), which show that f(NHI, X)
can be parametrized by a gamma function of the form
f(NHI, X) =
(
f∗
N∗
)(
NHI
N∗
)−β
exp
(
−NHI
N∗
)
cm2, (2)
where f∗ = 0.0193, log10(N∗) = 21.2 and β = 1.24 at z = 0
(Zwaan et al. 2005), and f∗ = 0.0324, log10(N∗) = 21.26 and
β = 1.27 at z ≈ 3 (Noterdaeme et al. 2009). While the obser-
vational data do not yet constrain models for evolution of the H I
distribution at intermediate redshifts between z ∼ 0.1 and 31, it is
known to be much weaker than the significant decline seen in the
global star-formation rate and molecular gas over the same epoch
(e.g. Lagos et al. 2014). We therefore carry out a simple linear in-
terpolation between the low and high redshift epochs to estimate
f(NHI, X) as a function of redshift.
1 Measurements of f(NHI, X) at intermediate redshifts come from tar-
geted ultra-violet surveys of DLAs using the Hubble Space Telescope (Rao,
Turnshek & Nestor 2006; Neeleman et al. 2016). However, due to the lim-
ited sample sizes these are currently an order-of-magnitude less sensitive
than the nearby 21-cm and high-redshift optical Lyman-α surveys.
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Figure 1. The distribution of 21 cm line widths based on existing detections
of intervening absorption at z > 0.1 (see the text for details of this sample).
The sample size in each bin is denoted by the number above and errorbars
denote the standard deviation. The solid red line is a log-normal fit to the
data, from which we draw random samples for our analysis.
The probability of detecting an absorbing system of given col-
umn density depends on the sensitivity of the survey, the flux den-
sity and structure of the background source and the fraction of H I
in the lower spin state, given by the spin temperature. We express
the column density (NHI; in atoms cm−2) in terms of the optical
depth (τ ) and spin temperature (Tspin; in K) by
NHI = 1.823× 1018 Tspin
∫
τ(v)dv, (3)
where the integral is performed across the spectral line in the sys-
tem rest-frame velocity v (in km s−1). We then express the optical
depth in terms of the observables as
τ = − ln
[
1 +
∆S
cfScont
]
, (4)
where ∆S is the observed change in flux density due to absorption,
Scont is the background continuum flux density and cf is the (of-
ten unknown) fraction of background flux density subtended by the
intervening gas.
We assume that a single intervening system can be described
by a Gaussian velocity distribution of full width at half maximum
(FWHM) dispersion (∆v50) and peak optical depth (τpeak), so that
Equation 3 can be re-written as
NHI = 1.941× 1018 Tspin τpeak ∆v50. (5)
If we further assume that the rms spectral noise is Gaussian, with
a standard deviation σchan per independent channel ∆vchan, then
the 5σ column density detection limit is given by
N5σ ≈ 1.941× 1018 Tspin τ5σ ∆vconv, (6)
where
τ5σ ≈ − ln
[
1− 5σchan
cf Scont
√
∆vchan
∆vconv
]
, (7)
and ∆vconv ≈
√
∆v2chan + ∆v
2
50, which is the observed width of
the line, given by the convolution of the physical velocity distribu-
tion and the spectral resolution of the telescope. We now redefine µ
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Figure 2. The distribution of H I covering factors from the main sample
of Kanekar et al. (2014), which were estimated using the fraction of total
continuum flux density in the quasar core. The sample size in each bin is
denoted by the number above and errorbars denote the standard deviation.
The solid red line is the uniform distribution, from which we draw random
samples for our analysis.
as the expected number of intervening H I detections in our survey
as a function of the column density sensitivity along each sight-line
where each comoving path element δX(z)2 in the integral defined
by Equation 1 is given by
δX(z) =

δz (1+z)2√
(1+z)2(1+zΩM)−z(z+2)ΩΛ
, if NHI ≥ N5σ,
0, otherwise.
(8)
To calculate the column density sensitivity for each comov-
ing element we draw random samples for ∆v50 and cf from con-
tinuous prior distributions based on existing evidence. In the case
of ∆v50 we use a log-normal distribution obtained from a simple
least-squares fit to the sample distribution from previous 21-cm ab-
sorption surveys reported in the literature (see Figure 1)3, assuming
that this correctly describes the true distribution for the population
of DLAs. However, direct measurement of the H I covering fac-
tor is significantly more difficult and so for the purposes of this
work we draw random samples assuming a uniform distribution
between 0 and 1. In Figure 2, we show a comparison between this
assumption and the sample distribution estimated by Kanekar et al.
(2014) from their main sample of 37 quasars. Kanekar et al. used
VLBI synthesis imaging to measure the fraction of total quasar flux
density contained within the core, which was then used as a proxy
for the covering factor. By carrying out a two-tailed Kolmogorov-
Smirnov (KS) test of the hypothesis that the Kanekar et al. data are
consistent with our assumed uniform distribution, we find that this
2 For the purposes of this work we adopt a flat Λ cold dark matter cosmol-
ogy with H0 = 70 km s−1, ΩM = 0.3 and ΩΛ = 0.7.
3 References for the literature sample of line widths shown in Figure 1:
Briggs, de Bruyn & Vermeulen (2001); Carilli, Rupen & Yanny (1993);
Chengalur, de Bruyn & Narasimha (1999); Chengalur & Kanekar (2000);
Curran et al. (2007); Davis & May (1978); Ellison et al. (2012); Gupta
et al. (2009, 2012, 2013); Kanekar & Chengalur (2001, 2003); Kanekar
et al. (2001, 2006, 2009, 2013, 2014); Kanekar & Briggs (2003), Kanekar,
Chengalur & Lane (2007); Kanekar (2014); Lane & Briggs (2001); Lovell
et al. (1996); York et al. (2007); Zwaan et al. (2015).
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Figure 3. The number of radio sources in our simulated southern sky sur-
vey (δ ≤ +10◦) estimated from existing catalogues at L-band frequencies
(see the text for details). The grey region encloses the expected number
across the 711.5 - 1015.5 MHz ASKAP frequency band, assuming a canon-
ical spectral index of α = −0.7.
hypothesis is rejected at the 0.05 level, but not at the 0.01 level (this
outcome is dominated by the paucity of quasars in the sample with
cf . 0.2). It is therefore possible that the population distribution of
H I covering factors may deviate somewhat from the uniform dis-
tribution assumed in this work. We discuss the implications of this
further in subsection 5.1.
3 A 21CM ABSORPTION SURVEYWITH ASKAP
We use the Australian Square Kilometre Array Pathfinder
(ASKAP; Johnston et al. 2007) as a case study to demonstrate the
expected results from planned wide-field surveys for 21 cm absorp-
tion (e.g. the ASKAP First Large Absorption Survey in H I – Sadler
et al., the MeerKAT Absorption Line Survey – Gupta et al., and the
Search for HI absorption with AperTIF – Morganti et al.). ASKAP
is currently undergoing commissioning. Proof-of-concept observa-
tions with the Boolardy Engineering Test Array (Hotan et al. 2014)
have already been used to successfully detect a new H I absorber
associated with a probable young radio galaxy at z = 0.44 (Alli-
son et al. 2015). Here we predict the outcome of a future 2 h-per-
pointing survey of the entire southern sky (δ ≤ +10◦) using the
full 36-antenna ASKAP in a single 304 MHz band between 711.5
and 1015.5 MHz, equivalent to H I redshifts between z = 0.4 and
1.0.
Our expectations of the ASKAP performance are based on
preliminary measurements by Chippendale et al. (2015) using the
prototype Mark II phase array feed. We estimate the noise per spec-
tral channel using the radiometer equation
σchan =
Ssystem√
npol nant (nant − 1) ∆tin ∆νchan
, (9)
where Ssystem is the system equivalent flux density, npol is the
number of polarizations, nant is the number of antennas, ∆tin is
the on-source integration time and ∆νchan is the spectral resolu-
tion in frequency. The sensitivity of the telescope in the 711.5 -
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Figure 4. The distribution of CENSORS sources (Brookes et al. 2008)
brighter than 10 mJy beyond a given redshift z. The red line denotes the
cumulative distribution calculated from the parametric model of De Zotti
et al. (2010).
1015.5 MHz band is expected to vary between Ssystem ≈ 3200
and 2000 Jy, with the largest change in sensitivity between 700
and 800 MHz. ASKAP has dual linear polarization feeds, 36 anten-
nas and a fine filter bank that produces 16 416 independent chan-
nels across the full 304 MHz bandwidth, so the expected noise
per 18.5 kHz channel in a 2 h observation is approximately 5.5 -
3.5 mJy beam−1 across the band. In the case of an actual survey,
the true sensitivity will of course be recorded in the spectral data
as a function of redshift (see e.g. Allison et al. 2015), but for the
purposes of the simulated survey presented in this work we split
the band into several frequency bins to capture the variation in sen-
sitivity and velocity resolution (which is in the range 7.8 km s−1 at
711.5 MHz to 5.5 km s−1 at 1015.5 MHz).
In order to simulate a realistic survey of the southern sky we
select all radio sources south of δ = +10◦ from catalogues of the
National Radio Astronomy Observatory Very Large Array Sky Sur-
vey (NVSS, ν = 1.4 GHz, Ssrc & 2.5 mJy; Condon et al. 1998),
the Sydney University Molonglo SkySurvey (ν = 843 MHz,
Ssrc & 10 mJy; Mauch et al. 2003) and the second epoch Molon-
glo Galactic Plane Survey (ν = 843 MHz, Ssrc & 10 mJy; Murphy
et al. 2007). The source flux densities, used to calculate the opti-
cal depth limit in Equation 7, are estimated at the centre of each
frequency bin by extrapolating from the catalogue values and as-
suming a canonical spectral index of α = −0.7. In Figure 3, we
show the resulting cumulative distribution of radio sources in our
sample as a function of flux density across the band.
For any given sight-line, the redshift interval over which ab-
sorption may be detected is dependent upon the distance to the
continuum source. The lack of accurate spectroscopic redshift mea-
surements for most radio sources over the sky necessitates the use
of a statistical approach based on a model for the source redshift
distribution. We therefore apply a statistical weighting to each co-
moving path element δX(z) such that the expected number of ab-
sorber detections is now given by
µ =
∫∫
f(NHI, X)Fsrc(z′ ≥ z) dX dNHI, (10)
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Figure 5. The number of sources in our simulated ASKAP survey with
a 21 cm opacity sensitivity greater than or equal to τ5σ , as defined by
Equation 7. The grey region encloses opacity sensitivities for the 711.5 -
1011.5 MHz band. Random samples for the line FWHM and covering fac-
tor were drawn from the distributions shown in Figure 1 and Figure 2.
where
Fsrc(z′ ≥ z) =
∫∞
z
Nsrc(z′)dz′∫∞
0
Nsrc(z′)dz′ , (11)
and Nsrc(z) is the number of radio sources as a function of red-
shift. To estimateNsrc(z) we use the Combined EIS-NVSS Survey
Of Radio Sources (CENSORS; Brookes et al. 2008), which forms a
complete sample of radio sources brighter than 7.2 mJy at 1.4 GHz
with spectroscopic redshifts out to cosmological distances. In Fig-
ure 4 we show the distribution of CENSORS sources brighter than
10 mJy beyond a given redshift z, and the corresponding analytical
function derived from the model fit of De Zotti et al. (2010), given
by
Nsrc(z) ≈ 1.29 + 32.37z − 32.89z2 + 11.13z3 − 1.25z4, (12)
which we use in our analysis. For the redshifts spanned by our sim-
ulated ASKAP survey, the fraction of background sources evolves
from 87 per cent at z = 0.4 to 53 per cent at z = 1.0.
We assume that this redshift distribution applies to any sight-
line irrespective of the continuum flux density. However, this as-
sumption is only true if the source population in the target sample
evolves such that the effect of distance is nullified by an increase
in luminosity. Given this criterion, and the sensitivity of our simu-
lated survey, we limit our sample to sources with flux densities be-
tween 10 and 1000 mJy, which are dominated by the rapidly evolv-
ing population of high-excitation radio galaxies and quasars (e.g.
Jackson & Wall 1999; Best & Heckman 2012; Best et al. 2014;
Pracy et al. 2016) and for which the redshift distribution is known
to be almost independent of flux density (e.g. Condon 1984; Con-
don et al. 1998). In Figure 5, we show the number of sources from
this sub-sample as a function of opacity sensitivity [as defined by
Equation 7], drawing random samples of the line FWHM and cov-
ering factor from the distributions shown in Figure 1 and Figure 2.
There are approximately 190 000 sightlines with sufficient sensi-
tivity to detect absorption of optical depth greater than τ5σ ≈ 1.0
and 25 000 sensitive to optical depths greater than τ5σ ≈ 0.1. Since
this distribution converges at optical depth sensitivities greater than
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Figure 6. The expected number of absorber detections (as a cumulative
function of column density) in our simulated ASKAP survey. We show two
scenarios for a single spin temperature Tspin = 100 and 1000 K, where
we have drawn random samples for the line FWHM and covering factor
from the distributions shown in Figure 1 and Figure 2. In both cases we find
that the expected number of detections is not sensitive to column densities
below NHI = 2 × 1020 cm−2, indicating that such a survey will only be
sensitive to DLA systems.
τ5σ ≈ 5, the population of sources fainter than 10 mJy, which
are excluded from our simulated ASKAP survey, would not sig-
nificantly contribute to further detections of absorption. Similarly,
while sources brighter than 1 Jy are good probes of low-column-
density H I gas, they do not constitute a sufficiently large enough
population to significantly affect the total number of absorber de-
tections expected in the survey and can also be safely excluded.
Based on these assumptions, we can estimate the number of
absorbers we would expect to detect in our survey with ASKAP as
a function of spin temperature. In Figure 6, we show the expected
detection yield as a cumulative function of column density. We
show results for two scenarios where the spin temperature is fixed
at a single value of either 100 or 1000 K, and the line FWHM and
covering factors are drawn from the random distributions shown in
Figure 1 and Figure 2. We find that for both these cases the ex-
pected number of detections is not sensitive to column densities
below the DLA definition of NHI = 2× 1020 cm−2. We also show
in Figure 7 the expected total detection yield (integrated over all H I
column densities) as a function of a single spin temperature Tspin
and line FWHM ∆v50. We find that for typical spin temperatures of
a few hundred kelvin (consistent with the typical fraction of CNM
observed in the local Universe) and a line FWHM of approximately
20 km s−1, a wide-field 21 cm survey with ASKAP is expected to
yield ∼ 1000 detections. However, even moderate evolution to a
higher spin temperature in the DLA population should see signifi-
cant reduction in the detection yield from this survey.
4 INFERRING THE AVERAGE SPIN TEMPERATURE
We cannot directly measure the spin temperatures of individual sys-
tems without additional data from either 21 cm emission or Lyman-
α absorption. However, from Figure 7 it is evident that the total
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number of absorbing systems expected to be detected with a rea-
sonably large 21 cm survey is strongly dependent on the assumed
value for the spin temperature. Therefore, by comparing the actual
survey yield with that expected from the known H I distribution, we
can infer the average spin temperature of the atomic gas within the
DLA population for a given redshift interval.
Assuming that the total number of detections follows a Pois-
son distribution, the probability of detectingN intervening absorb-
ing systems is given by
p(N|µ) = µ
N
N ! e
−µ, (13)
where µ is the expected total number of detections given by the
integral
µ =
∫∫∫
µ(Tspin,∆v50, cf)ρ(Tspin,∆v50, cf)dTspind∆v50dcf ,
(14)
and ρ is the distribution of systems as a function of spin tempera-
ture, line FWHM and covering factor. We assume that all three of
these variables are independent4 so that ρ factorizes into functions
of each. We then marginalise over the covering factor and line width
distributions shown in Figure 1 and Figure 2 so that the expression
for µ reduces to
µ =
∫
µ(Tspin)ρ(Tspin)dTspin = µ(T spin), (15)
where T spin is the harmonic mean of the unknown spin temperature
distribution, weighted by column density. This is analogous to the
spin temperature inferred from the detection of absorption in a sin-
gle intervening galaxy averaged over several gaseous components
at different temperatures (e.g. Carilli et al. 1996).
In the event of the survey yielding N detections, we can cal-
culate the posterior probability density of T spin using the following
relationship between conditional probabilities
p(T spin|N ) = p(N|T spin)p(T spin)
p(N ) , (16)
where p(T spin) is our prior probability density for T spin and p(N )
is the marginal probability of the number of detections, which can
be treated as a normalizing constant. The minimally informative
Jeffreys prior for the mean value µ of a Poisson distribution is
1/
√
µ (Jeffreys 1946)5. From Equation 15 it therefore follows that
a suitable form for the non-informative spin temperature prior is
p(T spin) = 1/
√
µ, so that
p(T spin|N ) = C−1 µ
(N−1/2)
N ! e
−µ, (17)
4 In the case where thermal broadening contributes significantly to the ve-
locity dispersion, and the spin temperature is dominated by collisional ex-
citation, the assumption that these are independent may no longer hold.
However, given that collisional excitation dominates in the CNM, where
Tspin ∼ 100 K, the velocity dispersion would have to satisfy ∆v50 
10 km s−1 (c.f. the distribution shown in Figure 1).
5 A suitable alternative choice for the prior is the standard scale-invariant
form 1/µ (e.g. Jeffreys 1961; Novick & Hall 1965; Villegas 1977). While
we find that our choice of non-informative prior has negligible effect on
the spin temperature posterior for the full H I absorption survey, as one
would expect this choice becomes more important for smaller surveys. For
the early-science 1000 deg2 survey discussed in section 6 we find that the
difference in these two priors produces a ∼ 2 to 20 per cent effect in the
posterior. However, in all cases considered this change is smaller than the
68.3 per cent credible interval spanned by the posterior.
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Figure 7. The expected total number of detections in our simulated ASKAP
survey, as a function of a single spin temperature (Tspin) and line FWHM
(∆v50). The vertical dotted lines enclose the velocity resolution across the
observed frequency band. We draw random samples for the covering factor
from a uniform distribution between 0 and 1 (as shown in Figure 2). The
contours are truncated at µ < 1 for clarity.
where the distribution is normalised to unit total probability by
evaluating the integral
C =
∫
µ(N−1/2)
N ! e
−µ dT spin. (18)
The probabilistic relationship given by Equation 17 and the
expected detection yield derived in section 3 can be used as a frame-
work for inferring the harmonic-mean spin temperature using the
results of any homogeneous 21-cm survey. We have assumed that
we can accurately distinguish intervening absorbing systems from
those associated with the host galaxy of the radio source. However,
any 21-cm survey will be accompanied by follow-up observations,
at optical and sub-mm wavelengths, which will aid identification.
Furthermore, future implementation of probabilistic techniques to
either use photometric redshift information or distinguish between
line profiles should provide further disambiguation.
Of course we have not yet accounted for any error in our es-
timate of µ, which will increase our uncertainty in T spin. In the
following section we discuss these possible sources of error and
their effect on the result.
5 SOURCES OF ERROR
Our estimate of the expected number of 21 cm absorbers is de-
pendent upon several distributions describing the properties of the
foreground absorbing gas and the background source distribution.
For future large-scale 21 cm surveys, the accuracy to which we can
infer the harmonic mean of the spin temperature distribution will
eventually be limited by the accuracy to which we can measure
these other distributions. In this section, we describe these errors
and their propagation through to the estimate of T spin, summariz-
ing our results in Table 1.
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5.1 The covering factor
5.1.1 Deviation from a uniform distribution between 0 and 1
The fraction cf by which the foreground gas subtends the back-
ground radiation source is difficult to measure directly and is
thereby a significant source of error for 21 cm absorption surveys.
In this work, we have assumed a uniform distribution for cf , taking
random values between 0 and 1. In section 2, we tested this as-
sumption by comparing it with the distribution of flux density core
fractions in a sample of 37 quasars, used by Kanekar et al. (2014)
as a proxy for the covering factor. By carrying out a two-tailed KS
test, we found some evidence (at the 0.05 level) that this quasar
sample was inconsistent with our assumption of a uniform distri-
bution between 0 and 1. Noticeably there seems to be an under-
representation of quasars in the Kanekar et al. sample with esti-
mated cf . 0.2. In the low optical depth limit, the detection rate
is dependent on the ratio of spin temperature to covering factor, in
which case a fractional deviation in cf will propagate as an equal
fractional deviation in T spin. Based on the difference seen in the
covering factor distribution of the Kanekar et al. sample and the
uniform distribution, we assume that the spin temperature can de-
viate by as much as ±10 per cent.
5.1.2 Evolution with redshift
We also consider that the covering factor distribution may evolve
with redshift, which would mimic a perceived evolution in the av-
erage spin temperature. Such an effect was proposed by Curran
& Webb (2006) and Curran (2012), who claimed that the relative
change in angular-scale behaviour of absorbers and radio sources
between low- and high-redshift samples could explain the appar-
ent evolution of the spin temperature found by Kanekar & Chen-
galur (2003). To test for this effect in their larger DLA sample,
Kanekar et al. (2014) considered a sub-sample at redshifts greater
than z = 1, for which the relative evolution of the absorber and
source angular sizes should be minimal. While the significance of
their result was reduced by removing the lower redshift absorbers
from their sample, they still found a difference at 3.5σ signifi-
cance between spin temperature distributions in the two DLA sub-
samples separated by a median redshift of z = 2.683.
Future surveys with ASKAP and the other SKA pathfinders
will search for H I absorption at intermediate redshifts (z ∼ 1),
where the relative evolution of the absorber and source angular
sizes is expected to be more significant than for the higher redshift
DLA sample considered by Kanekar et al. (2014). We therefore
consider the potential effect of this cosmological evolution on the
inferred value of T spin. We approximate the covering factor using
the following model of Curran & Webb (2006)
cf ≈

(
θabs
θsrc
)2
, if θabs < θsrc,
1, otherwise,
(19)
where θabs and θsrc are the angular sizes of the absorber and back-
ground source, respectively. Under the small-angle approximation
θabs ≈ dabs/Dabs and θabs ≈ dsrc/Dsrc, where dabs andDabs are
the linear size and angular diameter distance of the absorber, and
likewise dsrc and Dsrc are the linear size and angular diameter dis-
tance of the background source. Assuming that the ratio dabs/dsrc
is randomly distributed and independent of redshift, any evolution
in the covering factor is therefore dominated by relative changes in
the angular diameter distances. We calculate the expected angular
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Figure 8. The expected redshift behaviour of Dabs/Dsrc based on the De
Zotti et al. (2010) model for the radio source redshift distribution.
diameter distance ratio at a redshift z by〈
Dabs
Dsrc
〉
z
= Dabs(z)
∫∞
z
Nsrc(z′)Dsrc(z′)−1dz′∫∞
z
Nsrc(z′)dz′ , (20)
which, for the source redshift distribution model given by De Zotti
et al. (2010), evolves from 0.7 at z = 0.4 to 1.0 at z = 1.0 (see
Figure 8). We note that this is consistent with the behaviour mea-
sured by Curran (2012) for the total sample of DLAs observed at
21 cm wavelengths. By applying this as a correction to the other-
wise uniformly distributed covering factor (using Equation 19), we
find that the inferred value of T spin systematically increases by ap-
proximately 30 per cent.
5.2 TheNHI frequency distribution
5.2.1 Uncertainty in the measurement of f(NHI, X)
We assume that f(NHI, X) is relatively well understood as a func-
tion of redshift by interpolating between model gamma functions
fitted to the distributions at z = 0 and 3. However, these distri-
butions were measured from finite samples of galaxies, which of
course have associated uncertainties that need to be considered. In
the case of the data presented by Zwaan et al. (2005) and Noter-
daeme et al. (2009), both have typical measurement uncertainties
in f(NHI, X) of approximately 10 per cent over the range of col-
umn densities for which our simulated ASKAP survey is sensitive
(see Figure 6). This will propagate as a 10 per cent fractional er-
ror in the expected number of absorber detections, and contribute a
similar percentage uncertainty in the inferred average spin temper-
ature.
5.2.2 Correcting for 21 cm self-absorption
In the local Universe, Braun (2012) showed that self-absorption
from opaque H I clouds identified in high-resolution images of the
Local Group galaxies M31, M33 and the Large Magellanic Cloud
may necessitate a correction to the local atomic mass density of up
to 30 per cent. Although it is not yet clear whether this small sam-
ple of Local Group galaxies is representative of the low-redshift
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population, it is useful to understand how this effect might prop-
agate through to our average spin temperature measurement. We
therefore replace the gamma-function parametrization of the local
f(NHI) given by Zwaan et al. (2005) with the non-parametric val-
ues given in table 2 of Braun (2012), and recalculate T spin. For an
all-sky survey with the full 36-antenna ASKAP we find that T spin
increases by ∼30 for 100 detections and ∼10 per cent for 1000 de-
tections. Note that the correction increases for low numbers of de-
tections, which are dominated by the highest column density sys-
tems.
5.2.3 Dust obscuration bias in optically-selected DLAs
At higher redshifts, it is possible that the number density of
optically-selected DLAs could be significantly underestimated as
a result of dust obscuration of the background quasar (Ostriker &
Heisler 1984). This would cause a reduction in the f(H I, X) mea-
sured from optical surveys, thereby significantly underestimating
the expected number of intervening 21 cm absorbers at high red-
shifts. The issue is further compounded by the expectation that the
highest column density DLAs (NHI & 1021 cm−2), for which fu-
ture wide-field 21 cm surveys are most sensitive (see Figure 6), may
contain more dust than their less-dense counterparts.
This conclusion was supported by early analyses of the exist-
ing quasar surveys at that time (e.g. Fall & Pei 1993), which indi-
cated that up to 70 per cent of quasars could be missing from optical
surveys through the effect of dust obscuration, albeit with large un-
certainties. However, subsequent optical and infrared observations
of radio-selected quasars (e.g. Ellison et al. 2001; Ellison, Hall &
Lira 2005; Jorgenson et al. 2006), which are free of the potential
selection biases associated with these optical surveys, found that
the severity of this issue was substantially over-estimated and that
there was minimal evidence in support of a correlation between the
presence of DLAs and dust reddening. Furthermore, the H I col-
umn density frequency distribution measured by Jorgenson et al.
(2006) was found to be consistent with the optically-determined
gamma-function parametrization of Prochaska et al. (2005), with
no evidence of DLA systems missing from the SDSS sample at
a sensitivity of NHI . 5 × 1021 cm−2. Although radio-selected
surveys of quasars are free of the selection biases associated with
optical surveys, they do typically suffer from smaller sample sizes
and are therefore less sensitive to the rarer DLAs with the highest
column densities.
Another approach is to directly test whether optically-selected
quasars with intervening DLAs, selected from the SDSS sample,
are systematically more dust reddened than a control sample of
non-DLA quasars. Comparisons in the literature are based on sev-
eral different colour indicators, which include the spectral index
(e.g. Murphy & Liske 2004; Murphy & Bernet 2016), spectral
stacking (e.g. Frank & Péroux 2010; Khare et al. 2012) and di-
rect photometry (e.g. Vladilo, Prochaska & Wolfe 2008; Fukugita
& Ménard 2015). The current status of these efforts is summarized
by Murphy & Bernet (2016), showing broad support for a missing
DLA population at the level of ∼5 per cent but highlighting that
tension still exists between different dust measurements. No sub-
stantial evidence has yet been found to support a correlation be-
tween the dust reddening and H I column density in these optically
selected DLA surveys (e.g. Vladilo et al. 2008; Khare et al. 2012;
Murphy & Bernet 2016).
In an attempt to reconcile the differences and myriad biases
associated with these techniques, Pontzen & Pettini (2009) car-
ried out a statistically-robust meta-analysis of the available optical
Table 1. An account of errors in our estimate of T spin due to the accuracy
to which we can determine the expected number of absorber detections.
Source of error err(T spin) Refs.
[per cent]
Covering factor Distribution uncertainty ±10 a
Covering factor Systematic evolution +30 a, b
f(NHI, X) Measurement uncertainty ±10 c, d
Low-z f(NHI, X) Systematic self-absorption +(10− 30) e
High-z f(NHI, X) Systematic dust-obscuration +3 f , g
Fsrc(z′ ≥ z) Measurement uncertainty ±5 h, i
References: aKanekar et al. (2014), bCurran (2012), cZwaan et al.
(2005), dNoterdaeme et al. (2009) , eBraun (2012), fPontzen & Pettini
(2009), gMurphy & Bernet (2016), hBrookes et al. (2008), iDe Zotti
et al. (2010).
and radio data, using a Bayesian parameter estimation approach
to model the dust as a function of column density and metallic-
ity. They found that the expected fraction of DLAs missing from
optical surveys is 7 per cent, with fewer than 28 per cent missing
at 3σ confidence. Based on this body of work we therefore assume
that approximately 10 per cent of DLAs are missing from the SDSS
sample of Noterdaeme et al. (2009) and consider the affect on our
estimate of T spin. We further assume that there is no dependance
on column density, an assumption which is supported by the afore-
mentioned observational data for the range of column densities to
which our 21 cm survey is sensitive. We find that increasing the
high-redshift column density frequency distribution by 10 per cent
introduces a systematic increase of approximately 3 per cent in the
expected number of detections for the redshifts covered by our
ASKAP surveys. We note that this error will increase significantly
for 21 cm surveys at higher redshifts where the optically derived
f(H I, X) dominates the calculation of the expected detection rate.
5.3 The radio source background
As described in section 3, we weight the comoving path-length for
each sight-line by a statistical redshift distribution in order to ac-
count for evolution in the radio source background. We use the
parametric model of De Zotti et al. (2010), which is derived from
fitting the measured redshifts of Brookes et al. (2008) for CEN-
SORS sources brighter than 10 mJy, and assume that this applies
to all sources in the range 10 - 1000 mJy. In Figure 4, we show
the cumulative distribution of sources located behind a given red-
shift and the associated measurement uncertainty given by the er-
rorbars. For the intermediate redshifts covered by the ASKAP sur-
vey, the fractional uncertainty in this distribution increases from
σFsrc/Fsrc ≈ 3.5 to 8 per cent between z = 0.4 and 1.0, which
propagates through to a similar fractional uncertainty in T spin.
However, for higher redshifts this fractional uncertainty increases
rapidly at z > 2, to more than 50 per cent at z = 3, reflecting
the paucity of optical spectroscopic data for the high-redshift radio
source population. Understanding how the radio source population
is distributed at lower flux densities and at higher redshifts is there-
fore a concern for the future 21 cm absorption surveys undertaken
with the SKA mid- and low-frequency telescopes (see Kanekar &
Briggs 2004 and Morganti, Sadler & Curran 2015 for reviews).
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Figure 9. The posterior probability density of the average spin temperature,
as a function of absorber detection yield (N ). We show results for our simu-
lated all-southern-sky survey with 2-h per pointing using the full 36-antenna
ASKAP (top panel) and a smaller 1000 deg2 survey with 12-h per pointing
and 12 antennas of ASKAP (bottom panel). The dashed curves show the
cumulative effect of the systematic errors discussed in section 5. FCNM is
the average CNM fraction assuming a simple two-phase neutral ISM with
Tspin,CNM = 100 K and Tspin,WNM = 1800 K (Liszt 2001).
6 EXPECTED RESULTS FOR FUTURE 21-CM
ABSORPTION SURVEYS
In the top panel of Figure 9 we show the results of applying our
method for inferring T spin to the simulated all-southern-sky H I
absorption survey with ASKAP described in section 3. We account
for the uncertainties in the expected detection rate µ, discussed
in section 5, by using a Monte Carlo approach and marginaliz-
ing over many realizations. A yield of 1000 absorbers from such
a survey would imply an average spin temperature of T spin =
127+14−14 (193
+23
−23) K
6, where values in parentheses denote the al-
ternative posterior probability resulting from the systematic errors
discussed in section 5. This scenario would indicate that a large
fraction of the atomic gas in DLAs at these intermediate redshifts is
in the classical stable CNM phase. Conversely, a yield of only 100
detections would imply that T spin = 679+64−65 (1184
+116
−120) K, indi-
cating that less than 10 per cent of the atomic gas is in the CNM and
6 We give the 68.3 per cent interval about the median value measured from
the posterior distributions shown in Figure 9.
that the bulk of the neutral gas in galaxies is significantly different
at intermediate redshifts compared with the local Universe.
We also consider the effect of reducing the sky area and ar-
ray size, which is relevant for planned early science surveys with
ASKAP and other SKA pathfinder telescopes. In the bottom panel
of Figure 9, we show the spin temperatures inferred when ob-
serving a random 1000 deg2 field for 12 h per pointing, between
zHI = 0.4 and 1.0, using a 12-antenna version of ASKAP. We
find that detection yields of 30 and 3 from such a survey would
give inferred spin temperatures of T spin = 134+23−27 (209
+40
−47) and
848+270−430 (1535
+513
−837) K, respectively. The significant reduction in
telescope sensitivity and sky-area, compensated by the increase in
integration time per pointing planned for early-science, results in
a factor of 30 decrease in the expected number of detections and
therefore an increase in the sample variance and uncertainty in
T spin. However, this result demonstrates that we expect to be able
to distinguish between the limiting cases of CNM-rich or deficient
DLA populations even during the early-science phases of the SKA
pathfinders. For example 30 detections with the early ASKAP sur-
vey rules out an average spin temperature of 1000 K at high proba-
bility.
7 CONCLUSIONS
We have demonstrated a statistical method for measuring the aver-
age spin temperature of the neutral ISM in distant galaxies, using
the expected detection yields from future wide-field 21 cm absorp-
tion surveys. The spin temperature is a crucial property of the ISM
that can be used to determine the fraction of the cold (Tk ∼ 100 K)
and dense (n ∼ 100 cm−2) atomic gas that provides sites for the fu-
ture formation of cold molecular gas clouds and star formation. Re-
cent 21 cm surveys for H I absorption in Mg II absorbers and DLAs
towards distant quasars have yielded some evidence of an evolution
in the average spin temperature that might reveal a decrease in the
fraction of cold dense atomic gas at high redshift (e.g. Gupta et al.
2009; Kanekar et al. 2014).
By combining recent specifications for ASKAP, with
available information for the population of background radio
sources, we show that strong statistical constraints (approximately
±10 per cent) in the average spin temperature can be achieved by
carrying out a shallow 2-h per pointing survey of the southern sky
between redshifts of z = 0.4 and 1.0. However, we find that the
accuracy to which we can measure the average spin temperature
is ultimately limited by the accuracy to which we can measure the
distribution of the covering factor, the NHI frequency distribution
function and the evolution of the radio source population as a func-
tion of redshift. By improving our understanding of these distribu-
tions we will be able to leverage the order-of-magnitude increases
in sensitivity and redshift coverage of the future SKA telescope, al-
lowing us to measure the evolution of the average spin temperature
to much higher redshifts.
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