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Introduction
In recent years, there has been increasing interest in using ubiquitous data sources for behavioural modelling in different fields of research.
The concept of ubiquitous data has been defined as "such data that emerges in an asynchronous, decentralized way from many different, loosely coupled, partially overlapping, possibly contradicting sources" (Hotho et al., 2010) . In most of the literature, it is used to convey the idea of "being everywhere". Practitioners thus use the term ubiquitous to refer to the continuous stream of data automatically generated from distributed mobile and/or embedded devices. They are usually very large in volume and/or very detailed (e.g. GPS and mobile phone trajectories, smart card and credit card transactions, etc.), though there are exceptions (e.g. automatic passenger counts, aggregate ticket sales data) and their collection is not intrusive or particularly demanding for respondents. Often, all they are asked to do is to authorise data collection from a device that they would carry with them at all time in any case, while in some cases, there is no user involvement at all. Semi-ubiquitous data refers to the variant of the data, where the data collection is semi-automatic: that is, it requires some (usually minimal) input from the users, like correcting their passively collected trajectories or adding details about their trips.
In the context of transport and mobility, GPS data (collected via different devices, such as black boxes in cars, portable loggers or smartphones) have been used since the mid90s.
Most of the existing research has focussed on improving GPS data quality using smoothing and map matching techniques (Quddus et al., 2007) and identifying trip details like departure time, trip purpose (e.g. Shen & Stopher, 2013; Schuessler & Axhausen, 2009; Chen et al., 2010; Stopher et al. 2008 ) and travel mode (e.g. Schuessler & Axhausen, 2009; Bohte & Maat, 2009; Chen et al., 2010; Tsui & Shalaby, 2006; Feng & Timmermans, 2015) . Some research efforts also focused on the assessment of public transport infrastructures (Bullock, P. and Jiang, Q. 2003; Greaves et al. 2014) ; traffic flows and similar phenomena (Quiroga et al. 2002) , analysis of individual travel behaviour patterns (Broach et al. 2012) and evaluation of policies (Stopher et al. 2009 ). Several studies have compared the quality of GPS data with phone and paper recall surveys and traditional travel diaries to find underreporting in the latter (Casas & Arce, 1999; Murakami & Wagner, 1999; Kelly et al., 2013) .
However, despite the better accuracy, lower costs, lower respondent burden and availability of multiple observations for the same traveller, the use of the GPS data in econometric models of travel behaviour has been primarily limited to models for route (e.g. Bierlaire et al. 2008; Bierlaire et al. 2010; Hess et al. 2015; Prato 2009; Broach et al. 2012; Dhakar & Srinivasan, 2014) , destination (e.g. Huang & Levinson, 2015; Miyashita et al. 2008 ) and tour pattern (Iqbal et al. 2012) choice. The lack of attention paid to mode choice is believed to be mainly due to the lack of information about the attributes of the unchosen (and in some cases the chosen) alternative(s) and absence of information regarding the characteristics of the decision makers and their choice sets -this is quite different in a mode choice context from, for example, a route choice context.
A first research issue that this paper aims to address at least in part is thus how analysts can better accommodate mode availability and consideration when working with GPS data. Existing studies have suggested a number of different approaches to deal with consideration in choice models (Manski, 1977; Swait and Ben-Akiva, 1987; Cascetta and Papola, 2001; Cantillo and Ortúzar, 2005) . We address this by proposing a latent class approach which treats mode availability and consideration in a probabilistic manner, with the former being at the person level and the latter at the trip level.
Applications using GPS data in travel behaviour modelling also generally rely on data collected specifically for that purpose. However, because of the relative ease of collecting these data, more and more businesses, research centres and public institutions have started to set up projects for diverse purposes that are different from travel behaviour modelling, such as detecting congestion flows or simply providing an accessible overview of mobility in a city or limited area by different visualisation techniques.
Our second research aim thus concerns the specific nature and source of the GPS data. A rapidly growing source of data for choice modelling has been smartphone applicationbased surveys, where users are provided with automatically inferred trip details (e.g. timestamped origin-destinations, routes, etc.) and asked to input additional information and/or correct the details on their smartphone or in a web-portal (e.g. Jariyasunant et al. 2011; Cottrill et al. 2013 ). When such data are collected with the specific purpose of travel behaviour modelling, those in charge of the surveys will ensure the collection of the required information for their survey aims. However, as mentioned above, a wealth of GPS data is collected for purposes other than travel behaviour modelling, and the investigation of whether and how these sources can be used for our analyses is our second research question. In the context of such non-customised data, dealing with mode availability and consideration is even more complex. The development of methodologies and techniques able to overcome some of the challenges related to these data could be the key to accessing a valuable resource and gaining new insights into travel behaviour. This paper attempts to address both of the above questions (use of data collected for non-modelling reasons, and accommodating unobserved mode availability and consideration) using a dataset from Italy consisting of 'tagged' GPS traces where the trips, passively recorded by a smartphone GPS application, were subsequently annotated by respondents with trip modes and purposes.
The remainder of this paper is organised as follows. The next section presents the data used in our study. This is followed in the third section by a presentation of the modelling approach adopted, while the fourth section details the empirical application and reports the estimation results. The last section concludes the paper with discussion of the insights gained through this modelling experiment and outlines potential future research directions.
Data

Data collection
The data used for the present research were collected by the Italian National Research Council in the context of the Tag My Day project, with the generic scope of gaining a better understanding of urban mobility and providing suggestions to policy makers to improve traffic problems, but without the explicit aim of travel behaviour modelling. The data collection took place in the city of Pisa (Italy) and surrounding areas between May and October 2014. Pisa is a medium sized city (approx. 91,000 permanent inhabitants, but also hosting approx. 51,000 students, most of whom are not residents) in the Tuscany region. The city is served by buses (there is no metro or light-rail service), and trains are only used for inter-city trips. There are 17 urban bus lines, of which 15 operate during the day (approximately 6 AM until 9 PM) and 2 during the night. At the time of the survey, a bike sharing system had recently been introduced, with 10 pick-up and drop-off stations. The city centre, as in most Italian cities, is very compact and walking and cycling are widely used modes especially among students, although car remains the main mode of transport for most residents.
Participants were recruited through social media and flyers distributed around the University and on the streets. They could join the project at any time by registering on the project website and by completing a short socio-demographic questionnaire. Once registered, they were asked to install a GPS logger on their smartphones. This could be installed like a normal smartphone application and deleted after the end of the study. Users were instructed to turn the tracker on at the beginning of each trip and turn it off at the end (the tracker would, in any case, turn off automatically if no movement was detected for 2 minutes), leading to a collection of panel data, with multiple trips per respondent. While the specific approach of turning the tracker on and off was used to prevent excessive impact on the phone battery, as the app recorded the users' position every second, it probably resulted in missing or partially recording trips if users forgot to turn the logger on at trip origins. GPS data collection relies on a positioning signal received by a ground-level device from at least 4 GPS satellites. The precision of the system is believed to be around 5 metres (GPS.gov, 2016) , although accuracy varies with devices and locations. The time interval between each two measurements of the user's position is set by the programmer/researcher, who generally aims for a compromise between spatial precision and battery consumption. The time gap between successive readings also depends on the ability of the logger to connect to receive a signal from the satellites; in our data, the median gap between readings was 6 seconds, and the median spatial gap was 11 metres. This represents a high level of accuracy, going beyond the level of precision required for a mode choice application such as presented here.
Recorded trajectories were displayed in users' personal area of the Tag My Day website. Here, they could visualise each trip on a map, together with start and end time and average speed. Respondents were then asked to add information for each displayed trip in relation to travel mode and purpose. The "mode" dropdown menu listed 8 possible options: car, bicycle, walking, bus, train, taxi, boat, other. The "purpose" field included 12 categories: going to work, eating out, social activities (pub, visits to friends and family, gatherings), pick up-drop off, getting fuel, errands (bank, doctor, hairdresser), grocery shopping, other shopping, stop/mode change, study, leisure (sport, day trips, museums), going home. Two additional categories were provided to indicate problems with the recorded trip, one for incomplete trips due to app crash or low battery and one for wrong trajectory due to GPS errors. Participants were asked to use the app to record and annotate all their trips for at least one week, but they could keep using the system until the end of the survey period, if they wanted. This resulted in high variability in the number of trips recorded across people. As an incentive to take part in the project, people could accumulate "points" through greater engagement with the app/online portal, and these points entitled them to lottery tickets to win a number of prizes in the form of bicycles and iPads.
A total of 160 people voluntarily signed up to take part in the project and 129 of them annotated all their trips, with a final total of 8,500 trips. As the purpose of the study was limited to graphical and descriptive analysis of mobility patterns, no additional information was collected from the majority of the sample. A small additional survey was sent to participants afterwards, collecting information on mode availabilities, job type and attitudes, and this was completed by 54 of the respondents.
Data cleaning and censoring
A number of distinct criteria were used in cleaning the data in preparation for the modelling work:
 A small number of taxi trips and inter-city trips by train were removed in order to focus on intra-urban mobility and limit the number of choice alternatives. Train trips were excluded because of their exclusively inter-urban nature, while taxi trips, although urban, were negligible in number. This implied that all the trips included in the dataset were by foot, bicycle, scooter, car or bus.  The focus of our study is not on inferring mode choice but to understand actual observed mode choices. We therefore focus only on respondents who tag all their trips.  In a few cases, participants reported trips by modes that they stated as unavailable to them and these trips were excluded.  We also excluded trips that were annotated as having the purpose of getting fuel, technical stop (e.g. traffic lights, congestion) and those flagged by users as errors or incomplete trips. No mode choice would have taken place for those trips.  Finally, in order to avoid an excessive impact by a few outliers on the coefficients, we only included trips shorter than 50km; this approach is also in line with the focus on urban mobility.
A further issue arises as a result of the data collection protocol, given the open-ended participation. In order to avoid people with an extremely high number of repetitive trips having excessive impact on our results, we decided to limit the heterogeneity in the number of trips. We excluded from our sample the people who reported fewer than 5 trips, and we limited the maximum number of trips per person to 200. Only a few reported a number of trips higher than this upper limit, and in these cases, the 200 trips to be used in the modelling were randomly selected. The final sample thus contained 5,149 trips, recorded by 102 participants, which included the 54 respondents who also completed the follow-up questionnaire. Males (70%), people with a highly level of education (50%) and young people (90% of the sample is younger than 45 years) are over-represented, probably because the survey was mainly advertised at the University and through social media.
Although the data contained recorded times (and inferred speeds) for each trip on the chosen mode, this was unsuitable for use in the choice models. Firstly, it contained errors leading to excessively long or short travel times in some cases. Secondly, and more importantly, it would have led to a disconnect between chosen and unchosen modes to use observed times (and network costs) for the former and network times (and costs) for the latter. For this reason, travel times were recomputed for each trip and for each mode, using the navigation tool of Google Maps (Google, 2016) . This tool accounts for the actual travel times depending on the likely congestion at specific times of the day. The query from Google Maps was performed for the same time and day of the trip, but two weeks in the future, so to avoid the consideration of temporary disruption or changes to the road network, and in order to reproduce the expected times that people are likely to consider when making their travel choices. Of course, our approach is not optimal, as we would have ideally needed to retrieve the travel times for each mode at the precise time and day when the trip was performed. But given the tools available to us, we believe this is the best solution amongst the viable ones. Table 1 and 2 report some characteristics of the trips recorded by people in the selected sample. While most people reported a low number of trips, with approximately 40% of the sample reporting fewer than 20 trips, Table 1 shows that, the high number for some leads to a median of 28.5. Some of this variation is of course a result of using the app over a shorter or longer period. On average, people reported 2.36 trips per day, a figure slightly lower than those achieved by some other GPS-based studies (Safi et al., 2015; Bohte and Maat, 2009; Stopher and Wargelin, 2010) . Given the specific app usage protocol, a comparison is difficult, as most studies rely on devices which automatically detect when the user starts moving.
Table 1 -Number of trips per person and trip length by mode Table 2 -Number of trips by purpose and mode
As expected, the longest trips were by car (just under 10 km on average), followed by scooter, bus, bicycle and walk, as shown in Table 1 . Table 2 reports the number of trips by mode and purpose. The largest number of the trips (33%) are towards home and a vast majority of them are by car. Car is also observed to be the most frequent choice for other purposes, especially work and social. The sample contains a very low number of trips by bus, only 1% of the total.
Data enrichment
As mentioned above, basic socio-demographic information such as gender, age and level of education were collected upon registration to the Tag My Day project. Key characteristics such as time, cost and elevation data were computed using various Google services (Google, 2016) , 2014) . The cost for bus trips was inferred from price lists made available by the local public transportation providers. Urban tickets have a fixed price, independent of the line and distance travelled. Inter-urban fares depend on distance and vary across provinces. Similar information about bus headways was gathered and included in the dataset.
Finally, online archives (Archivio Meteo Pisa) were used to retrieve the weather conditions for the survey area on a daily basis. The temperature records were used to compute the heat index (Winterling, 2009 ), a function of temperature and humidity, which gives an indication of the perceived temperature, which is expected to have higher influence on decisions than the nominal temperature.
Modelling Approach
While in the case of stated preference data, the choice set (i.e. the set of feasible alternatives) is observed by the analyst, this is not the case in many revealed preference datasets, and in particular not in the case of passive data sources like GPS. Both types of data are also generally affected by a lack of information on choice context specific consideration sets. We will now look at these two issues in turn.
As mentioned in the introduction, our modelling approach is aimed at overcoming some limitations of the present data to correctly represent mode choice behaviour. Dealing with missing data for mode availability as well as incorporating consideration sets in the model are the central themes of our approach. We will first look at the treatment of choice in the absence of the mode availability and consideration dimensions, before adding these in one by one.
Choice model component
We assume that conditional on a given set of alternatives (which will be affected by availability and consideration as discussed below), the choice probability for mode m out of a set of M available and considered alternatives (described by set for person n and trip t) is given by a Multinomial Logit Model (MNL) model (see e.g. McFadden, 1974) , with:
(1) Where Vm,n,t is the utility that person n derives from mode m in choice task t.
Availability component
We first start by looking at mode availability at the respondent level. Among the five alternative modes, it is safe to assume that "walking" is an available option for everyone in the sample and that the availability of bus depends on the network, i.e. on the presence of an active bus line along a specific route at the time and day when the trip was made.
The situation is, however, different for car, scooter and bicycle. As already mentioned earlier, our dataset did not include mode availability for the majority of respondents, in line with many other similar datasets. As we expect variations across individuals in the availability of these three modes, we define eight possible "classes" of availability to which each individual can belong, corresponding to all possible combinations of availability of bicycle, scooter and car. On the basis that we do not observe mode availability at the person level, each individual belongs to each one of these classes with a probability, where each class makes use of a different choice set, but with a choice model using the same model parameters. This means that the resulting model structure can be formalised as a Latent Class Model (Kamakura and Russell, 1989; Hess, 2014) , where the probability of the sequence of choices observed for person n is given by: (2) where S is the total number of classes (in our case 8) and is the probability that individual n belongs to class s (i.e. has choice set ), with and , while is the alternative that respondent n was observed to have chosen in choice task t. The in this formula now corresponds to the MNL probability in Equation (1), with the choice set determined on the basis of which class s we are looking at, in particular for class s, where the subscript t on the choice set from Equation (1) is dropped for now as availability is constant across all trips for the same respondent. In the following discussion we will identify class s= 1 to be the one with all modes (bicycle, scooter, car) available.
We test four specific versions of the model, as follows:
-Specification a assumes that all modes are available to everyone, meaning that for all n respondents, and for s> 1 (i.e. nobody belongs to a class where some or all the modes are not available).
-Specification b uses stated availability from respondents who provided the information, meaning that for the specific class s corresponding to the stated availability for respondent n, and zero for all other classes. For all other respondents, we assume that and for s> 1, i.e. that if the availability information is not given, all modes are available for that person.
-Specification c uses stated availability for respondents who provided the information, and inferred availability for others; we return to inferred availability below. -Specification d uses inferred availability for all respondents.
In specifications c and d, we now have a situation where we do not have a deterministic class allocation for some (specification c) or all (specification d) of the respondents. Instead, we now have a non-zero probability for each class for these respondents, where these are given by the product of the probabilities of having each of the three modes available. Therefore, if s=1 is the class where all modes are available, and s=2 is the class where bicycle and scooter are available and car is not, we will have:
where represents the probability of mode m being available to respondent n.
The terms are estimated separately from the choice model using logistic regression on those respondents who provided stated mode availability. The probabilistic inference is given by: (4) with where the independent variables are represented by sex, age and level of education. With the estimates for and , we can then compute a value for for every respondent n and use it to derive the probability of belonging to every class s, where is now no longer simply 0 or 1. In specification c, we use these predicted only for those respondents who did not provided stated availabilities, while, in specification d, we use them for all respondents (i.e. we do not make direct use of the stated availabilities).
Consideration component
A further level of complexity is needed to accommodate the possibility that decision makers may consider only a subset of the available alternatives for a particular trip, and that this subset varies across trips (an issue discussed in the stated choice context by e.g. Swait, 2001; Cantillo & Ortúzar, 2005) . In the presence of repeated choice data for the same decision maker, the choice set can thus have a decision maker-specific component (available set) and a context specific consideration component (consideration set). Detailed investigation of these choice sets is a central theme in our work, as we aim to show that the explicit modelling of inclusion of availability and consideration sets constitutes a successful strategy to overcome the issue of missing values and substantially improves the model.
It is important to appreciate the difference between mode availability and consideration. The first one refers to the fact that a person or someone in their household might or might not own a bicycle/scooter/car. In our regression approach in equation 4, we indeed assume that this depends on socio-demographic characteristics, as availability is a person-level condition. Differently, consideration is trip-specific: even if a person owns a bicycle, he/she might not consider it in his/her choice set if it is raining or for a very steep route.
In the present work, we include mode consideration only for two modes: walk and bicycle. This approach is motivated by the belief that, in general, if car, scooter and bus are available, they will always be considered. In the case of car, for example, a warmer/colder day or a steeper/flatter route will not in general affect the consideration of car itself, but it might affect the consideration of walk as if it is cold or if the particular route is very steep. In our empirical analysis, we approach the incorporation of the mode consideration through an additional layer of latent classes in equation 2:
where, in addition to the S availability classes defined in equation 2, we have, within each choice situation (i.e. trip), C consideration classes, with being the probability of individual n belonging to consideration class c for trip t. In any given combination of availability (s) and consideration (c) class, the choice set is defined by , where only those modes available and considered are included in the choice set, and where again corresponds to the MNL probability in Equation (1). This of course means that the choice of a mode which is not considered or not available in a given class has a probability of zero in that class.
The structure that results is thus a latent class model, with two layers of classes, one at the traveller level (mode availability) and one at the trip level (mode consideration). We have 8 classes at the upper level (concerning availability) and 4 classes at the lower level, given by the combinations of consideration for cycling and walking. This gives a total of 32 classes in the combined model. Some of these classes are of course redundant; e.g. if for class s, bicycle is not available, then any of the consideration sub-classes involving bicycle are not required either. In particular, only 16 of the 32 classes will include bicycle as an available option. Therefore, the remaining 16 are not feasible independently of the consideration aspect. This leaves us with 24 feasible classes.
We use a similar structure as the one used in the case of the specification of availability classes. For example, the probabilities of belonging to consideration class 1, in which both bicycle and walk are considered, or class 2, where only bicycle is, can be formally stated as: (6) where represents the probability of mode m being considered by each respondent for trip t.
We test three specifications of this component of the model:
-Specification 1 only takes availability into account, i.e. implicitly assuming that, subject to availability, all the modes are considered, thus setting =1 and =1. This means that the model collapses to that from Equation (2).
-Specification 2 assumes that, subject to availability, bicycle and walk are considered only if the distance of the trip is less than the maximum distance at which anyone in the sample chose that mode. This is a deterministic way to define consideration, i.e. =1 if and only if where is the maximum distance for which bicycle is chosen in the data. The same principle applies to walking.
-Specification 3 makes the consideration probabilistic, where the probability of a mode being considered is a function of trip characteristics, and hence varies across trips for the same person. probabilistic inference of consideration of each mode by each respondent in each choice scenario is given by:
with , where is a vector of trip-specific attributes for respondent n on trip t and is a vector of estimated coefficients measuring the effect of each attribute on the probability to consider mode m. The coefficients are estimated simultaneously with the remainder of the model.
It may be noted that the use of 32 classes does not involve the estimation of different sets of parameters for each class. Rather, the marginal utility coefficients can be generic across classes.
Before moving on to the empirical work, it is important to again stress that the coefficients used in the model do not vary across classes, i.e. the structure is used to test for availability and consideration, not taste heterogeneity, and there is no proliferation of parameters.
Empirical Analysis
The modelling framework developed above is used to test whether accommodating the availability and consideration structures will result in a better model and more reasonable results.
All models were coded in R (R Core Team, 2016) and estimated using maximum likelihood estimation. Two important points need to be addressed in this context. Firstly, the model structure in Equation (5) is a two-layer latent class structure, which leads to a loglikelihood function that clearly does not have a concave shape as with a simple MNL model. To deal with this issue and reduce the risk of the model converging to a poor local optimum, models were estimated multiple times, using different sets of random starting values. Secondly, the model now has three components, namely a mode availability component, a consideration component and a choice component. The specification of the mode availability component is given exogenously and there is thus no risk of empirical confounding, also as it is person specific while the latter two components are trip specific. The same does not apply for the consideration and mode choice component as both make use of trip specific information. This raises the possibility of using the same attribute in both components, namely in and in . However, the partial derivatives of the log-likelihood function (i.e. the sum across people of the logarithm of Equation 5) of the same attribute entered into and in are different across and in , and there is thus no theoretical identification issue. Empirically of course, it is reasonable to expect that the same attribute may matter more in one component than the other, and even drop out in one, but the analyst needs to test this on a case by case basis. In our analysis, we tested the effects of a number of such attributes (e.g. weather) jointly in both components, and made decisions on which parameters to retain where (not precluding the possibility of retaining in both) on the basis of statistical significance, improvements in fit, and behavioural reasonableness. It is difficult for us to contrast our results with other studies -for example, if a previous study finds an impact of weather on mode choice while our study points towards an impact only on consideration, then it is not clear whether the previous findings were affected by the absence of a consideration component.
In order to test the effect of the 4 availability specifications and the 3 consideration specifications, we estimated 12 models which share the utility specification but vary in terms of the underlying availability and consideration assumptions:
 Models 1a to 1d: The four assumptions on availability are separately tested. Heterogeneous consideration across trips is not included at this stage, i.e. we are using specification 1 from the consideration discussions.  Models 2a to 2d: Each model corresponds to one of the four assumptions on mode availability, as in models 1a to 1d; but consideration is now accounted for: walk and bicycle are considered available only if the trip distance does not exceed the maximum distance walked/cycled in the sample, i.e. using specification 2 from the consideration discussions.  Models 3a to 3d: As for the previous models, each of these four models has a separate assumption on availability, but we now include mode consideration probabilistically, as in specification 3 from the consideration discussions For improved clarity, the empirical estimation procedure is summarised in A comparison of the fit of the different models is provided in Table 4 . This table reports, for each model, the number of parameters (PAR) and the final Log-Likelihood (LL), the Bayesian information criterion (BIC) (Schwarz, 1978) The number of parameters in models 3a-3d is higher than in the other models due to the estimation of the parameters for the consideration probabilities. Both the Log-Likelihood and the AIC statistics suggest that model 3d fits the data best. The BIC penalises the additional parameters in the model more strongly and gives preference to model 2d, but this yields reduced insights into behaviour, and on balance, we therefore proceed with model 3d.
The improvements in log-likelihood show a reasonable and clear trend across models, highlighting the better performance of more flexible models. While we acknowledge that statistical significance is not the only criterion to evaluate the goodness of a model (also because of its relation with the number of estimated parameters), we believe that in our case the best fit coincides with an intuitively plausible behavioural mechanism underlying the present choice context. Nevertheless, the benefits of more flexible availability specifications are clearer than those from a similar treatment of consideration, which is again not surprising given that availability is dealt with at the respondent rather than observation level, and that the mixing in Equation 4 then captures correlation across choices for the same person. In the treatment of availability, specification d always performs the best in each group, while, for consideration, we also as expected see that specification 3 always gives the better loglikelihood. Overall, any treatment of availability or consideration leads to improvements, but these differ across specifications.
The final three columns of Table 4 display value of travel time (VTT) measures obtained by computing the ratio between the mode-specific travel time coefficients and the cost coefficient. All the VTT measures are significantly different from zero and the standard errors are calculated using the delta method for this ratio. Within each model, the difference between car and scooter is not statistically significant (t-ratio of 1.14 in model 3d), while the difference with bus is (t-ratio of 5.45 for bus and scooter, and 5.70 for bus and car).
It is easy to notice how the models which do not include any availability nor consideration treatment (Models 1a, 2a and 3a) do not only provide a worse fit, but also excessively high VTT, while the other models provide more reasonable values, only slightly higher with respect to values computed in other studies with Italian data (Bickel et al., 2006) although comparison is difficult as a national value of travel time study has never been performed in Italy and therefore official data are unavailable.
As mentioned above, the 12 models described were estimated with the same utility specification, to control for the effect of the assumptions on availability and consideration. The final specification was obtained by starting off with a base model and systematically adding socio-demographic and trip-level variables to the utilities of the different choice alternatives on the basis of intuition and statistical significance. Due to space constraints, we cannot show the results of all the models (although these are available from the authors on request), so we only present the results for model 3d in Table 5 . In order to correctly account for the panel nature of the data, robust t-ratios are reported alongside the estimates, where the log-likelihood entered the sandwich matrix calculations at the individual person level, i.e. grouping together choices and thus recognising the repeated choice nature of the data. Although the signs and magnitudes of the estimated parameters did not vary considerably across the different models, there are minor differences in the significance of the different coefficients, which results in some of them not being significant in the model presented.
Utility coefficients Mode Estimate Robust t-rat
Alternative-specific constants 
Utility Parameters
The first four coefficients in Table 5 are the alternative-specific constants for the modes, where walk is used a base. The travel time coefficients for motorised modes, as well as the cost coefficient, which enters the utility of motorised modes only, are negative and robustly significant. For walking and cycling, we work with distance rather than travel time, as time is a function of speed which is determined by physical ability and desire for exercise. We allow for non-linearity in the impact of distance on utility through a Box-Cox transform. The value of the Box-Cox parameters is below 1 for both modes, implying decreasing marginal sensitivity with increasing distance, where for walk, the value is not significantly different from 0, hence pointing towards a log shape. The distance coefficient for cycling is significantly different from 1 (robust t-ratio =-8.59), justifying the use of the transformation. With these values for the parameter and the Box-Cox parameter, the marginal disutility per kilometre is larger for walk than bicycle for the first 10 kilometres, while the marginal disutility caused by distance 'crosses over' (bicycle becoming more negative than walk) at a distance of about 44 kilometres, well outside the range where walking is likely to be considered in our model.
As mentioned in Section 2, participants annotated their trips with the purpose, which is found to have an impact on mode choice. We find that people are more likely to walk to social activities, which is not surprising, as the middle-sized city of Pisa and the small urban centres in its surrounding areas are easily walkable for most people. Probably for similar reasons, we find that walk and bicycle are more likely to be used for leisure activities, which include sports, going to the city centre, or visiting attractions. The utility of choosing car and bicycle, both modes that make it easy to transport goods, is higher for grocery shopping trips.
Further significant effects were found at the level of characteristics of the day of observation. During weekdays, probably because of higher levels of congestion, the utility of car decreases. We also observe that rain, irrespective of the amount of precipitation, negatively affects the utility of walk and bicycle, although the latter coefficient is not significant in this model. Heavy rain is associated with a preference for bus, a mode which provides shelter from the rain but also implies being able to avoid driving in difficult weather conditions. The area of analysis is characterised by mild winters and hot summers. High levels of the heat index discourage people from walking, as this is the slowest and most onerous mode in this context (although this coefficient is not significant in this model), but can make scooter very appealing, as this mode allows people to benefit from the wind without any physical effort. Although past literature has found evidence that weather conditions impact several aspects of travel behaviour, including mode choice (Cools & Creemers, 2013 , Akar & Clifton 2009 , we believe that these results are strongly related to the climate of the region, and should be interpreted using knowledge of the specific context. For example, Guo et al. (2007) find a strong weather effect in the case of Chicago, IL, but the ease of finding such an effect is also a factor of the variability in weather across days and seasons, which is much reduced in Pisa.
Another interesting coefficient, albeit not significant in the present model, is the fraction of the trip that implies going uphill. Prior studies showed how this variable negatively impacts the utility from non-motorised modes such as walking and cycling as this would increase the effort required (Rodrı guez & Joo, 2004, Cervero and Duncan, 2003) . The reason for the lack of a stronger level of significance can be related to the fact that the city of Pisa and surrounding areas are rather flat, while of course an uphill outbound journey would imply a downhill return journey, cancelling the effect out and with a mode needing to be chosen for both.
Finally, we consider the effect of some socio-demographic characteristics. In line with expectations, younger people are found to be more likely to walk and cycle than older ones. In addition, a positive (although not strongly significant) correlation between being male and choosing scooter is found, in line with previous evidence from Italy (Bernetti et al., 2008) .
Consideration Parameters
Models 3a-3d, differently from the preceding ones, imply the estimation of additional parameters due to the probabilistic approach to mode consideration discussed in the previous section. Table 5 displays the variables found to have an effect on the probability of consideration for model 3d. Trip distance was included in the expression of both modes. In the case of walk, we include both linear and squared distance. The signs and values of these coefficients imply that walk is considered with a probability of nearly 1 for short distances (cf. equation 7), but this decreases rapidly just below 5 kilometres, and the probability of considering walk goes to near 0 over 6 kilometres, a value that is close to the maximum distance where walk was chosen in the data. For grocery trips, this cut-off point is shifted slightly to the right, where this needs to be interpreted alongside the increases in utility for car and bicycle for grocery trips. For bicycle, the consideration model works less well, with only a small and statistically insignificant negative impact for distance, while consideration increases in warmer weather. As the data were collected starting in spring, this result could be interpreted by noting that, in a very flat context like Pisa, cycling might be a good option on warmer days.
Conclusions
In line with the diffusion of cheaper technology and improved functionalities of smartphones and tablets, an increasing amount of mobility data is now being collected for a variety of reasons by researchers as well as institutional and commercial bodies, often relying on users' personal devices. These data are generally not aimed at developing choice models of travel behaviour, but at more general spatial or descriptive analyses.
The first research question that was proposed in the Introduction of this paper concerned the investigation of whether these passively collected data sources such as GPS can be used for travel behaviour modelling beyond route choice, in particular for mode choice modelling. We showed that this type of data, at least in our case, can indeed be used for this purpose, although special care needs to be taken in understanding, cleaning, enriching and handling the data.
Our second question revolved around finding ways to deal with the issue of mode availability and consideration. In our case, as in many similar datasets, the lack of information about person-level mode availability requires them to be inferred, which can be done by using other socio-demographic information if available. This method proved not only effective, but superior to the use of stated availabilities, suggesting that inferred information can be more reliable than what is stated by respondents, as it allows for some uncertainty compared to simple 0/1 availability. In addition, the inclusion of a consideration set seems to provide an improvement in model fit, showing that real-life behaviour is better represented if this additional layer is added to the choice set formation process. Our findings thus suggest that a better understanding of modes choices can be obtained by looking jointly at availability, consideration and choice.
Despite the challenges faced when trying to model this type of data, the gains in terms of understanding of behaviour can be considerable. Not only can capturing the complexity of real-world behaviour provide better measures of sensitivities to different influencing factors, but it also allows us to address the biases of SP data by comparing the outcomes of models estimated with different data sources. Notwithstanding the challenges discussed, the present paper serves as a proof of concept that the use of data collected by passive data sources for various purposes could be a valuable resource for travel behaviour modelling. This is confirmed by reasonable model results, including a realistic estimate of the monetary value of travel time. The current research needs to be followed by confirmatory analyses with different datasets, including comparison with SP data (which has its own limitations) for value of time research.
