










































































































































































































































































































































lute Shrinkage and Selection Operator）と呼ば
れており，
　　最小化　　<y－Ax<2＋C<x<1
で表わされます。この問題は次の制約条件付
き最小化問題と関係しています。
　　最小化　　<y－Ax<2
　制約条件　<x<1#β　（βは正の数）
両者のモデルの違いは正則化項にあります
が，実はℓ1ノルムが変数xのゼロ成分を増
やす役割を担っているのです。図４はリッジ
回帰モデルの場合を表わしています。原点を
中心とする半径αの円の内部で２次関数（二
乗損失）を最小化する場合，最適解（赤印の
点）は軸上にあるとは限りません。一方，
LASSOの場合にはパラメータβの大きさを
調整することによって図５のように軸上で最
適解を持つことが可能になり，スパースな解
を得ることができます。こうした理由からス
パース学習ではℓ1正則化が使われるので
す。また，ℓ1正則化はモデル選択でよく使
われているAIC（赤池情報量基準）とも関連
しています。しかしながら，ℓ1正則化の関
数は原点において微分可能ではないので，
LASSO モデルを解く場合には微分可能な最
適化問題でよく使われている最急降下法やニ
ュートン法などがそのままでは適用できない
という問題点があります。そのため，LASSO
に代表されるこうした問題を解くための数値
計算アルゴリズムとして近接勾配法が使われ
ています。
おわりに
本稿では，機械学習で扱われている最適化
問題についてサポートベクターマシンとスパ
ース学習を例にして紹介しました。これ以外
にも最適化理論は他の機械学習手法で重要な
役割を演じており，今日の人工知能で注目さ
れているディープラーニング（深層学習）で
も活用されています。統計学と最適化理論が
基礎となって，データサイエンス分野は，今
後ますます発展していくと思います。
図４　リッジ回帰モデル
図５　LASSOモデル
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