In this paper we introduce and study a new system of nonlinear variational inclusions with (A, η)-accretive mappings in Banach spaces. By using the resolvent operator associated with (A, η)-accretive mappings, we construct some new iterative algorithms for approximating the solution of this system of variational inclusions. We also prove the existence of solutions and the convergence of the sequences generated by the algorithm in Banach spaces. The results presented in this paper extend and improve some known results in the literature.
Introduction
Variational inclusions problems are among the most interesting and intensively studied classes of mathematical problems and have wide applications in the fields of optimization and control, economics and transportation equilibrium, and engineering science. In recent years many results and iterative algorithms for various variational inequality and variational inclusion problems have been studied. For details, see and references therein.
In 1996, Zhu and Marcotte [31] introduced and investigated a class of systems of variational inequalities in R n . Afterwards, Ansari and Yao [2] , Fang and Huang [6] , Fang et al. [7] , Verma [25] [26] [27] [28] and others studied the approximation solvability of a few kinds of systems of variational inequalities (inclusions) in Hilbert spaces.
In 2001, Huang and Fang [15] were the first to introduce generalized m-accretive mapping and give the definition of the resolvent operator for generalized m-accretive mappings in Banach spaces. They also showed some properties of the resolvent operator for generalized m-accretive mappings in Banach spaces. For further works see Huang [13] and references therein. Very recently, inspired and motivated by the works of [5, [7] [8] [9] 13, 15, 28, 29] , Lan et al. [22] introduced a new concept of (A, η)-accretive mappings, which generalized the existing monotone or accretive operators, studied some properties of (A, η)-accretive mappings and defined resolvent operators associated with (A, η)-accretive mappings. They also studied a class of variational inclusions using the resolvent operator associated with (A, η)-accretive mappings.
Inspired and motivated by recent research works in this field, in this paper we shall introduce and study a new system of nonlinear variational inclusions with (A, η)-accretive mappings in Banach spaces. By using the resolvent operator associated with (A, η)-accretive mappings, we construct some new iterative algorithms for approximating the solution of this system of variational inclusions in Banach spaces. We also prove the existence of solutions and the convergence of the sequences generated by the algorithm in Banach spaces. The results presented in this paper extend and improve some results in [5, 9, 12, 21, [25] [26] [27] .
Preliminaries
Throughout this paper we assume that X is a real Banach space with dual space X * , ·, · is the dual pair between X and X * , and 2 X denotes the family of all the nonempty subsets of X . The generalized duality mapping J q : X → 2 X * is defined by
where q > 1 is a constant. In particular, J 2 is the usual normalized duality mapping. It is known that, in general, J q (x) = x q−2 J 2 (x) for all x = 0 and J q is single-valued if X * is strictly convex, and if X = H , the Hilbert space, then J 2 becomes the identity mapping on H . The modulus of smoothness of X is the function
A Banach space X is called uniformly smooth if
X is called q-uniformly smooth if there exists a constant c > 0, such that
Note that J q is single-valued if X is uniformly smooth. In the study of characteristic inequalities in q-uniformly smooth Banach spaces, Xu [32] proved the following result: 32] ). Let X be a real uniformly smooth Banach space. Then X is q-uniformly smooth if and only if there exists a constant C q > 0, such that for all x, y ∈ X ,
Definition 2.1. Let T, H : X → X be two single-valued mappings. T is said to be
(ii) strictly accretive if T is accretive and T (x) − T (y), J q (x − y) = 0, if and only if x = y;
(iii) r -strongly accretive if there exists a constant r > 0 such that
(iv) s-strongly accretive with respect to H if there exists a constant s > 0 such that
(v) t-Lipschitz continuous if there exists a constant t > 0 such that
Definition 2.2. A single-valued mapping η : X × X → X is said to be τ -Lipschitz continuous if there exists a constant τ > 0 such that η(x, y) ≤ τ x − y , ∀x, y ∈ X . Definition 2.3. Let η : X × X → X and A, H : X → X be single-valued mappings. Then the set-valued mapping M : X → 2 X is said to be
(iii) strictly η-accretive if M is η-accretive and equality holds if and only if x = y;
(iv) α-strongly η-accretive if there exists a constant α > 0 such that
Remark 2.1. For appropriate and suitable choices of m, A, η and X , it is easy to see that Definition 2.4 includes a number of definitions of monotone operators and accretive operators (see [22] ).
In [22] , Lan et al. showed that (A + ρ M) −1 is a single-valued operator if M : X → 2 X is a (A, η)-accretive mapping and A : X → X a r -strongly η-accretive mapping. Based on this fact, we can define the resolvent operator R ρ,A η,M associated with an (A, η)-accretive mapping M as follows: Definition 2.5. Let A : X → X be a strictly η-accretive mapping and M : X → 2 X be an (A, η)-accretive mapping. The resolvent operator R
Remark 2.2. Resolvent operators associated with (A, η)-accretive mappings include as special cases the corresponding resolvent operators associated with (H, η)-monotone operators [8] , H -accretive operators [9] , generalized m-accretive operators [15] , maximal η-monotone operators [16] , H -monotone operators [5] , A-monotone operators [28] , η-subdifferential operators [3] , the classical m-accretive and maximal monotone operators [30] .
Lemma 2.2 ([22]
). Let η : X × X → X be τ -Lipschitz continuous, A : X → X be r -strongly η-accretive mapping and M : X → 2 X be an (A, η)-accretive mapping. Then the resolvent operator R
where ρ ∈ (0, r m ) is a constant.
A system of variational inclusions and iterative algorithms
In this section, we will introduce a new system of nonlinear variational inclusions with (A, η)-accretive mappings and construct a new iterative algorithm for this system of nonlinear variational inclusions in Banach spaces.
Let T, g : X → X, A i : X → X, η i : X × X → X (i = 1, 2) be nonlinear mappings and M i : X → 2 X be (A i , η i )-accretive mappings (i = 1, 2). We consider the following problem of find x, y ∈ X such that
where ρ i > 0 (i = 1, 2) are two constants. Problem (3.1) is called a system of nonlinear variational inclusions with (A, η)-accretive mappings. Below are some special cases of problem (3.1):
reduces to the nonlinear variational inclusions with (A, η)-accretive mappings, which is to find x ∈ X such that
From Remark 2.1, it is easy know that problem (3.2) contains the variational inclusions with H -accretive mappings or H -monotone mappings in [5, 9] as special cases.
be H -accretive mapping, then problem (3.1) reduces to the system of variational inclusions with H -accretive mappings, which is to find x, y ∈ X such that
Problem (3.3) was introduced and studied by He et al. [12] . If H = I , then problem (3.3) becomes the system of variational inclusions with maximal η-monotone mappings considered by Kazmi and Bhat [21] . Some special cases of problem (3.3) were studied by Verma [25] [26] [27] .
Lemma 3.1. Let A i : X → X be r i -strongly η-accretive and M i : X → 2 X be (A i , η i )-accretive for n = 1, 2, then (x, y) is a solution of problem (3.1) if and only if it satisfies
Proof. The fact directly follows from the Definition 2.5.
Based on Lemma 3.1, we construct the following iterative algorithm for solving problem (3.1).
Algorithm 3.1. Let {α n } be the sequence in [0, 1], for an arbitrarily chosen x 0 ∈ X , compute {x n }, {y n } by the iterative schemes
where
ρ and x n = y n for all n ≥ 0, then Algorithm 3.1 reduces to the following iterative algorithm. Algorithm 3.2. Let {α n } be the sequence in [0, 1], for an arbitrarily chosen x 0 ∈ X , compute {x n } by the iterative scheme
where ρ > 0, n = 0, 1, 2, . . . .
We remark that Algorithm 3.2 gives the approximate solution to the variational inclusion (3.2).
Remark 3.1. If α n = 1, ∀n ≥ 0 and g = I , where I denotes the identity mapping on X , then Algorithm 3.2 contains the Algorithm 3.1 in [5, 9] .
Convergence of iterative algorithms
In this section, we show the existence of solutions for problems (3.1) and (3.2) and the convergence of the iterative sequences generated by Algorithms 3.1 and 3.2, respectively. Theorem 4.1. Let X be a q-uniformly smooth Banach space and {α n } be employed by Algorithm 3.1 with ∞ n=0 α n = ∞. Let η i : X × X → X be τ i -Lipschitz continuous mappings, A i : X → X be r i -strongly η i -accretive and β iLipschitz continuous mappings, M i : X → 2 X be (A i , η i )-accretive mappings for i = 1, 2. Let T : X → X be γ -Lipschitz continuous and σ -strongly accretive mapping with respect to g, g : X → X be δ-Lipschitz continuous and ξ -strongly accretive mapping. If there exists constant ρ 1 ∈ (0,
Then the iterative sequences {x n }, {y n } generated by Algorithm 3.1 converge strongly to x * , y * in X , respectively, and (x * , y * ) ∈ X × X is the solution of problem (3.1).
Proof. First, we prove that there exists (x * , y * ) ∈ X × X which is a unique solution of problem (3.1). For any given ρ i > 0 (i = 1, 2), define T ρ 1 : X × X → X , and S ρ 2 : X × X → X by
for all (x, y) ∈ X × X . For any (x 1 , y 1 ), (x 2 , y 2 ) ∈ X × X , it follows from (4.2) and Lemma 2.2 that
By assumptions, we have
which implies
Combining (4.3)-(4.7), we have
Similarly, we can prove that
By (4.8) and (4.9), we have
Define the norm · * on X × X by (x, y) * = x + y , (x, y) ∈ X × X.
It is easy to see that (X × X, · * ) is a Banach space. For any given
By (4.1), we know that 0 < θ < 1. It follows from (4.10) that
This proves that Q(x, y) : X × X → X × X is a contraction mapping. Hence, by the Banach contraction principle, there exists a unique (x * , y * ) ∈ X × X such that Q(x * , y * ) = (x * , y * ), which implies that
It follows from Lemma 3.1 that (x * , y * ) is the unique solution of problem (3.1). Next, we prove that the iterative sequence {x n }, {y n } generated by Algorithm 3.1 converges strongly (x * , y * ) ∈ X × X .
Since (x * , y * ) be the solution of problem (3.1). It follows from Lemma 3.1 that
From Algorithm 3.1 and Lemma 2.2, we have
by Lemma 2.1, δ-Lipschitz continuous and ξ -strongly accretive of g, we obtain
Since A 1 is r 1 -strongly η 1 -accretive and β 1 -Lipschitz continuous, T be γ -Lipschitz continuous and σ -strongly accretive with respect to g, g is δ-Lipschitz continuous, by Lemma 2.1 we have
Further, from the assumptions, we have (1 − (1 − k)α j ) = 0, which, hence, implies that x n → x * (n → ∞). Again, by (4.6), we have y n → y * (n → ∞). This completes the proof.
From Theorem 4.1, we have the following theorem.
Theorem 4.2. Let X be a q-uniformly smooth Banach space and {α n } be employed by Algorithm 3.2 with ∞ n=0 α n = ∞. Let η : X × X → X be τ -Lipschitz continuous mappings, A : X → X be r -strongly η-accretive and β-Lipschitz continuous mappings, M : X → 2 X be (A, η)-accretive mappings. Let T : X → X be γ -Lipschitz continuous and σ -strongly accretive mapping with respect to g, g : X → X be δ-Lipschitz continuous and ξ -strongly accretive mapping. If there exists constant ρ ∈ (0, Then the iterative sequence {x n } generated by Algorithm 3.2 converges strongly to x * ∈ X and x * ∈ X is the solution of problem (3.2).
Remark 4.1. Theorems 4.1 and 4.2 extend and improve many corresponding results in [5, 9, 12, 21, [25] [26] [27] .
