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ABSTRACT

The current study probes the structure, dynamics, and rheological behavior of
associating polymers including ionomers in melts and solutions as well as conjugated
polymers confined into nanoparticles, using molecular dynamics (MD) simulations and
neutron scattering techniques. The study focuses on two families of associative polymers,
ion containing macromolecules and conjugated polymers.
Polymers that consist of ionizable groups along their backbone found uses in a
broad range of applications. Examples include light weight energy storage and generation
systems, and biomedical applications, where the polymers act as ion exchange membranes,
and actuators. The ionic groups tend to form clusters that are in the core of many of the
applications. Understanding the relationship of cluster properties and the structure and
dynamics of ionizable polymers is crucial to optimize current applications and develop new
materials with controlled transport, mechanical stability, and desired response to external
stimuli.
The first part of the study focuses on understanding the structure and dynamics of
polystyrene sulfonate melts as the distribution of the ionizable groups varies with random,
precise (number of carbons between ionizable groups is exact), and blocky distributions
along the backbone, using atomistic MD simulations. We find that the shape and size
distribution of clusters as well as the number of unique chains associated with each cluster
are affected by the distribution of the ionic groups. The dynamics of the polymer and the
mobility of the counterions are affected by both the number and size of the clusters as well
as the number of polymer chains associated with each cluster.
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Following the understanding of the effects of the clusters on polymer melts, the
study proceeds to probe the effects of nonlinear elongational flow on associating polymer
melts, which are processed into viable materials under elongational flows. This effort
contains two components a coarse grain, and an atomistic MD studies. We find that the
response of the melts to elongational flows results from the evolution of both the ionic
clusters and Van der Waals domains. The coarse grain study shows that clusters break and
reform continuously as the chain stretches heterogeneously in the presence of elongational
flow. The atomistic study provides details regarding the effect of chain and cluster
rearrangements on the response to the flow.
Following melts studies, the work probed the segmental motion of slightly
sulfonated polystyrene in cyclohexane solutions using the quasi-elastic neutron scattering
technique. We find constraint dynamics at larger length scales however the polymer
remains mobile on smaller length scales. Adding a small amount of alcohol is enough to
release the constraints within the ionic clusters and results in an increase in segmental
polymer motion on all length scales.
The last part of the study focused on understanding the effects of the number of
rigid luminescent polymer molecules, their chemistries and initial orientation, on the
structure and dynamics of soft nanoparticles (referred to as “polydots”). We find that
increasing the number of chains confined affects the internal conformation of the polymer
chains where side chains substituting the polymer backbone affect the polydots’ shape and
stability. Similar to a single macromolecule polydots, these NPs exhibit a glass-like
dynamics with relaxation times in a range of microseconds.
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CHAPTER ONE
INTRODUCTION

This research focuses on attaining molecular level understanding of structure, and
dynamics, of confined polymers. The research centers on two families of associative
polymers, ion containing macromolecules and conjugated polymers. These polymers have
immense technological importance ranging from clean energy to the water economy where
their conformations and dynamics are critical to their function and stability. Ionizable
polymers differ in their behavior from van-der-Walls macromolecules. The current state
of the art in ionizable polymers is reviewed in this chapter.
1.1 Ionizable Polymers
Ionizable polymers are polymers that contains ionizable groups tethered covalently
to the backbone.1-5 Even though these materials are the core of many existing applications
such as clean energy,6-8 and bio technology,9-11 gaining control over their structure and
response will open the way to enhance the performance of current applications and
designing new technologies such as lightweight material and responsive media. The
properties of ionizable polymers including their structure, dynamics, and rheological
behavior are affected by the ionizable groups. At a low ionizable group fraction (ionomer
regime) the properties are governed by both backbone conformations and electrostatic
interactions between ionic groups in contrast to ionic polymers with a high ionizable group
fraction (polyelectrolyte regime) whose properties are determined predominantly by
electrostatic interactions between ionic groups.12-14
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Among the most common ionomers is Nafion® (DuPontTM).15-19 Nafion® is a
sulfonated tetrafluorethylene copolymer used in many electrochemical energy conversion
applications.18-21
The sulfonic acid groups add capability of Nafion® to act as acid catalyst for
alkylation, acylation, and oligomerization reactions.22, 23 The phase diagram of Nafion has
been studied by several groups using Small-angle X-ray scattering (SAXS) and Small
Angle Neutron Scattering (SANS) techniques. 24, 25 They have shown that these materials
micro separate into hydrophobic matrix and hydrophilic ionic domains. These ionic
domains swell in the presence of a polar solvent and forms bicontinuous channels for
solvents. Ultimately, they dissociated to form cylindrical aggregates as the polymer solvent
content increases. Another well studied ionomer is polystyrene sulfonate (PSS)

26-29

The

chemical structure for PSS in its Na+ salt shown in Figure 1.1.

Figure 1.1: Chemical structure of sulfonated polystyrene sodium salt.
The present study is focused on PSS due to significant knowledge4,

5, 30-36

availability for comparison. Recent MD simulations by Agrawal et al.31 have investigated
the structure of PSS in melts and they have observed formation of elongated ionic clusters.
These ionic clusters constrain the dynamics of the chains as shown by Weiss et al.36 that
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reported that a small fraction of ionizable groups on a polystyrene with below the
entanglement length, are sufficient to significantly slow the polymer motion.

1.2 Association of Ionomers
Association of ionic groups form ionic clusters. These clusters govern the overall
structure and dynamics, as well as transport properties of ionic polymers in melts and in
solutions.30, 36-39

Figure 1.2: Visualization of a cluster of SO3− groups [S (yellow), O (red), and Na (blue)]
for PSS melts with a sulfonation fraction f = 0.10 and associated polymers chains.30

An example of an ionic cluster in PSS melts obtained by MD simulations and shown in
Figure 1.2.30 Eisenberg et al. described the formation of ionic clusters and captured their
stability as a balance between electrostatic and elastic forces.1, 12, 28 Initially, ion pairs are
formed by ionizable groups in the presence of counterions. These ion pairs associate into
multiples. Finally, existing multiplets assemble to form clusters.
The electrostatic work W required to separate an ion pair is given by: 28
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𝑊=−

𝑒2
40 𝑟 𝑟

(1.1)

where e is the charges of the ions, ɛ0 is the permittivity of vacuum, εr is the dielectric
constant of media and r is the separation distance between positive and negative charge in
an ion pair. The corresponding elastic force f on polymer chains is given by:28

𝑓=

3𝑘𝑇ℎ
̅2
ℎ

(1.2)

where k is the Boltzmann constant. ℎ̅2 and ℎ are mean square end-to-end distance for the
free polymer chain and actual separation of the polymer chain ends respectively.

1.3 Impact of Ionic Clusters
Impact of clusters on structure and dynamics of polymer melts has been studied by
signiciant number of research groups.30-35, 39-49

Weiss and coworkers have shown that

introducing a small number of ionizable groups to the polymer affect the structure and
dynamics of the polymer significantly.32, 44-49 These clusters often dominate the structure
of these materials and are characterized by an inter-aggregate distance signature (often
termed an ionic peak) in the static scattering factor, measured by both small angle X-rays
and neutrons. The shape of the aggregates has been further probed by tunneling electron
microscopy (TEM),33 where within the resolution of the measurements, significant number
of ionic clusters appears spherical. 50, 51
Recent molecular dynamics simulations by Agrawal and coworkers30, 31 studied the
formation of clusters at different dielectric constants . They found that the ionic groups
aggregates into ladder like large clusters at  = 1. However, these ionic clusters break into
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small clusters as the dielectrics of the medium increases and consequently enhances the
mobility of polymer chains. These simulations show that the behavior of the ionic cluster
behaviour could be strongly effected by different dielectric constaants environments.

1.4 Polymers in Solutions
The conformation of polymers in solutions is determained by their interaction of
the ionomers with the solvents.52 To undertsand the effects of ionic groups, the interaction
of non-ionic polymers will be first discussed. In absence of ionic groups, the solvent quality
is described as good, theta or poor.53 In good solvents, polymer-solvent interactions are
stronger than the polymer-polymer interactions. In theta solvents, polymer-polymer
interactions are equal to the polymer-solvent interactions. Flexible polymers assume a
Gaussian coil conformation in theta solvents and swell in good solvents. In a poor solvent,
flexible chains collapse as the polymer-polymer interactions are stronger than the polymersolvent interactions.52

Figure 1.3: Schematics of a flexible polymer chain in good, theta and poor solvents. green:
good solvent molecules, orange: theta solvent molecules, blue: poor solvent molecules,
black: monomers in polymer chain.
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The interactions between the polymer and solvent components is measured by the
Flory-Huggins parameter χ. As a first approximation, the monomers and the solvent
molecules can be described as particles on a lattice as shown in Figure 1.4. Each lattice
point is occupied by either a monomer or a solvent molecule. The interactio parameter χ
is given by52

χ=(

𝑧
𝑘𝐵

1

) [𝑚𝑠 − 2 (𝑚𝑚 +𝑠𝑠 )]
𝑇

(1.3)

where z is the number of nearest neighbors per unit monomer, kB is the Boltzmann constant,
and T is the temperature. The interaction energies of monomer-solvent, monomermonomer and solvent-solvent are given by ms, mm, and ss respectively.

Figure 1.4: Flory-Huggins lattice model for a polymer (black) in a solvent (blue).
A positive χ means that the interaction energies of monomer-monomer are smaller
than of the monomer-solvent. A negative χ means, monomer-solvent interactions are larger
than monomer-monomer promoting dissolution of polymer. The size of the polymer chain
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is governed by the solvent quality. One measure of the polymer size is the radius of
gyration Rg,

R𝑔 ~ b𝑁 𝑣

(1.4)

where, N is the degree of polymerization, b is the Kuhn length of the polymer which defines
the stifness of the polymer. The scaling exponent v = 1/3 for poor, 1/2 for theta and 3/5 for
good solvents.52, 53
Ionic groups drive the formation of ionic clusters due to high electrostatic
intermolecular interactions. The molecular level understanding of ionic cluster behavior on
structure and dynamics of the polymer in melts and as well as in different solvent
environments remain open questions despite enormous efforts. Therefore, in this research,
we studied clustering effects in PSS melts and solutions using molecular dynamic (MD)
simulations and quasi elastic neutron scattering (QENS).
This dissertation is organized as follows. In Chapter 2 the experimental and
computational techniques used in these studies are reviewed. Our investigation required to
probe the structure and dynamics of polymer in solutions and melts in multiple length scale,
which includes atomistic to nanoscale. Molecular dynamic (MD) simulations were used to
probe the structure of polymer melts. Quasi-elastic neutron scattering was used to
investigate segmental motion of polymer in solutions. Chapter 3 focuses on distribution
effects of ionic groups along polymer chain on structure and dynamics of the PSS melts.
Chapter 4 explores the nonlinear elongation flows effects on aggregation in associating
polymer melts using a coarse-grained bead spring model. Chapter 5 further investigate the
flow behavior of PSS melts ranging from ionomer regime to polyelectrolyte regime using
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fully atomistic MD simulations. Chapter 5 probes the segmental motion of PSS in
cyclohexane and a mixture of cyclohexane/ethanol solvents using QENS. Chapter 6
discusses the structure and dynamics of polydots formed by confining luminescent
polymers, poly para phenylene ethynelene (PPEs), into nano dimensions.
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CHAPTER TWO
METHODOLOGY

This study probes the structure and dynamics of model polymer systems at multiple
time and length scales using molecular dynamics simulations (MD)

1

and quasi-elastic

neutron scattering (QENS)2 techniques. The first section of the chapter captures the
fundamentals of classical atomistic MD simulations. The second section focuses on coarse
grained (CG) bead-spring MD simulations, in which the polymer chains are treated as
beads connected by a non-extensible spring.1,

3

Though atomistic models capture the

chemistry and local details of the system, the time and length scales one can access are
limited due to computational costs. CG models reduces the number of degrees of freedom47

and thus permits one to access longer time and length scales essential for studies of

macromolecules. The third section focuses on the fundamentals of scattering in general and
presents details of QENS, which is employed to probe the segmental dynamics of polymers
on time scales from pico- to nano-seconds and length scales from angstrom to nanometer,
in solutions.2, 8
2.1 Molecular Dynamics Simulations
In classical MD simulations the trajectories of interacting particles are determined
by integrating Newton’s equations of motion. MD simulations give the instantaneous
positions and velocities of the particles and allow one to follow the time evolution of the
system.1 The basic concepts of classical MD simulations are presented here.
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2.1.1 Newton’s Equation of Motion
In classical MD simulations, Newton’s equations of motion are solved for a set of
particles,

𝐹𝑖 = 𝑚𝑖 𝑎𝑖
𝑎𝑖 =

(2.1)

𝑑 2 𝒓𝑖

(2.2)

𝑑𝑡 2

where Fi is the force acting on particle i, mi is its mass, ai is its acceleration, ri is its
position, and t is time. The solution of equations of motion results in trajectories that
describe the positions, velocities, and accelerations of each particle in the system. The force
is expressed as the gradient of potential energy, where ∇ is the del operator and Ui is the
potential energy of the system. The force and energy are given by:

𝐹𝑖 = − ∇𝑖 𝑈𝑖
∇= 𝑖

∂
∂x

+ 𝑗

(2.3)
𝜕
𝜕𝑦

+ 𝑘

𝜕

(2.4)

𝜕𝑧

where i, j, k are unit vectors for direction x, y and z. Newton’s equations of motion are
numerically integrated using the velocity-Verlet algorithm.9, 10 In this integration scheme,
the position, and velocity of each particle in the system are updated from time t to time 𝑡 +
Δ𝑡, where Δ𝑡 is the chosen time step.

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣 (𝑡)∆𝑡 +

1
2

𝑎(𝑡)∆𝑡 2

1

𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡) + ∆𝑡[𝑎(𝑡) + 𝑎(𝑡 + ∆𝑡)]
2
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(2.5)

(2.6)

Figure 2.1 describes a flow chart of the MD simulation process. The system is built
in a simulation cell by defining initial positions and velocities for all particles. Newton’s
equations of motion are solved to generate new positions and velocities. These steps are
repeated until a final state is reached. This final state depends on the goals of the study and
the properties of the system.

Figure 2.1: A basic MD simulation flow chart used in this work.

2.1.2 Force Field
Atoms are treated as point particles with a mass m. The interaction potentials
between atoms are defined by a set of mathematical expressions and constants which are
essential for reproducing the chemical structure and selected properties. The proper choice
of the potentials describing the interactions between the atoms is important to obtaining
reliable results in MD simulations. For atomistic simulations we use the Optimized
Potentials for Liquid Simulations – All Atom (OPLS/AA, and will be referred to here as
OPLS) developed by Jorgensen et al.

10, 11

OPLS12 force fields were optimized to study

alkanes. The potential terms are represented as follows:
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𝑈𝑂𝑃𝐿𝑆 = 𝑈𝑏𝑜𝑛𝑑𝑒𝑑 + 𝑈𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑

(2.7)

𝑈𝑏𝑜𝑛𝑑𝑒𝑑 = 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑎𝑛𝑔𝑙𝑒 + 𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛

(2.8)

Figure 2.2: Types of bonded interactions.

The intramolecular interactions (Ubonded) are categorized by bond, angular and
dihedral potentials as shown by Figure 2.2. Covalent bonds are modeled as harmonic
potentials. Ubond is given by:

𝑈𝑏𝑜𝑛𝑑 (𝑟𝑖𝑗 ) = 𝑘𝑟 (𝑟𝑖𝑗 − 𝑟0 )2

(2.9)

where rij is the distance between atoms i and j, and r0 is their equilibrium separations.
Similarly, the three-body angle bending potentials (i,j,k) are also described as harmonic
potentials and is given by:

𝑈𝑎𝑛𝑔𝑙𝑒 (𝜃𝑖𝑗𝑘 ) = 𝑘𝜃 (𝜃𝑖𝑗𝑘 − 𝜃0 )2

(2.10)

θijk is the angle between the vectors rji, and rjk, and θ0 is its equilibrium value. The dihedral
potentials are given by:

𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 (𝜙𝑖𝑗𝑘𝑙 ) = ∑𝑛=𝑙
𝑛=𝑖

𝑘𝑛
2

[1 − (−1)𝑛 cos(𝑛𝜙)]

where, ϕ is the dihedral angle.
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(2.11)

The intermolecular, non-bonded potential contains two terms, the 12-6 Lennard-Jones (LJ)
interaction, and the long-range Coulomb interaction (Equation 2.12)

𝑈𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 (𝑟𝑖𝑗 ) = 𝑈𝐿𝐽 (𝑟𝑖𝑗 ) + 𝑈𝑐𝑜𝑢𝑙 (𝑟𝑖𝑗 )

(2.12)

The LJ potential used is given by equation 2.13 and the Coulomb interaction by 2.14.

𝑈𝐿𝐽 (𝑟𝑖𝑗 ) = 4𝜀𝑖𝑗 [(
𝑈𝑐𝑜𝑢𝑙 (𝑟𝑖𝑗 ) =

𝜎𝑖𝑗
𝑟𝑖𝑗

12

)

−(

𝜎𝑖𝑗
𝑟𝑖𝑗

6

) ]

𝑞𝑖 𝑞𝑗

(2.13)

(2.14)

4𝜋𝜀0 𝑟𝑖𝑗

where 𝜀𝑖𝑗 is the LJ energy which is defined as the strength of interactions between two nonbonded atoms i and j, σij is the distance at which the LJ potential between the two particles
is zero. εij and σij are specific for each different pair of atoms.

1, 9

For the Coulomb

interaction, qi is the charge of an atom and 𝜀0 is the vacuum permittivity.

Figure 2.3: Schematics of Lennard-Jones potential.

19

Figure 2.3 illustrates the LJ potential between two atoms as a function of distance
r. At infinite r, the force between the atoms goes to zero. The interaction between the two
atoms reaches its minimum at a distance rm =21/6 σij. In this work, all LJ interactions are
cut-off at rc = 12 Å where the force between two atoms becomes significantly less than
kBT. The Coulomb interactions are treated with long-range particle-particle particle-mesh
algorithm (PPPM) Ewald13 with a real space cutoff of 12 Å. The Large-Scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)14 and the GROningen
MAchine for Chemical Simulations (GROMACS)15-17 MD codes are used to perform all
the simulations.
Some of the studies focused on coarse grained simulations because it enables one
to simulate larger time and length scales with minimal computational costs. Next part of
the section provides an overview of coarse-grained models.
2.2 Coarse Grained Model and Methodology
Coarse grained simulations were carried out using the Kremer-Grest bead-spring model.18
In this model, beads of mass m, and diameter σ are connected by a finitely extensible, nonlinear elastic (FENE) spring to form a chain.18 A pair of beads separated by a distance r
interact with a Lennard-Jones potential, is given by:
12

𝑈𝑖𝑗

𝜎
4𝜖𝑖𝑗 ቆ ቇ
= ൞
𝑟𝑖𝑗

6

𝜎
− ቆ ቇ ൩
𝑟𝑖𝑗

0

𝑟𝑖𝑗 ≤ 𝑟cut
(2.15)

𝑟𝑖𝑗 > 𝑟cut

with rcut set here to 2.5σ.
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The FENE bond potential is given by:
where Ro = 1.5σ sigma is the maximum bond extension and spring constant k = 30𝜀𝜎-2. 19
12

𝑈𝐹𝐸𝑁𝐸

𝑟𝑖𝑗 2
𝜎
2
−0.5𝑘𝑅0 ln [1 − ( ) ] + 4𝜖𝑖𝑗 ቆ ቇ
= ൞
𝑅0
𝑟𝑖𝑗

6

𝜎
− ቆ ቇ ൩
𝑟𝑖𝑗

(2.16)

∞

2.3 Fundamentals of Scattering
Neutron scattering techniques are effective and powerful tool for probing the
structure and dynamics of polymeric materials because of its non-ionizing, non-destructive,
isotope sensitivity, and high penetration characteristics.20 Neutrons interact with the nuclei
while X-rays interact with electrons. As a result, neutrons scatter significantly from
elements with low atomic number compared to X-ray scattering.20 Neutrons also have a
spin of 1/2, and it interacts with soft materials elastically and inelastically during scattering
events. In addition, neutron techniques are also employed to study the structure of soft
materials at interfaces and surface using neutron reflectivity.21
Neutrons follow the de Broglie's law,21 that is given by

=

ℎ
𝑚𝑣

(2.17)

where, 𝜆 is the neutron wavelength, v is the velocity and h = 6.626 × 10-34 Js is the Plank
constant.
The energy E of a neutron given by

𝐸=

1
2

𝑚𝑣 2

(2.18)
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From equation (2.17) and (2.18),

𝐸=

ℎ2
2𝑚2

(2.19)

Neutrons are classified into hot, thermal, and cold neutrons based on their energy. A few
characteristics of neutrons shown in Table 2.1.
Table 2.1: Range of temperature, energy and wavelength for hot, thermal and cold
neutrons.22

Cold neutrons with wavelength ranging from 3-30 Å are ideal to study polymer systems
because it allows us to probe the segmental motion of polymer on length scales from 1-100
nm and time scales from pico- to nano-second which ultimately affect the bulk properties
such as transport and flow characteristics of the material.23
As a result of irradiating a sample with neutrons, the scattering events can be subdivided
into elastic and inelastic components which provide structural and dynamics of the system.
Figure 2.4 is the schematic diagram for elastic neutron scattering.20, 21 Ei , ki, and i are the
incident neutron energy, wave vector, and wavelength respectively, and Ef , kf, and f are
energy, wave vector, and the wavelength of scattered neutrons respectively.

22

Figure 2.4: Vector diagram of elastic neutron scattering.
Energy and momentum transfer are conserved during the neutron scattering.24 The
momentum transfer vector q is demonstrated by

𝑞 = 𝑘𝑓 − 𝑘𝑖 =

4 𝑠𝑖𝑛

(2.20)



The energy change during the scattering event is given by

𝛥𝐸 = ℏω = 𝐸𝑓 − 𝐸𝑖 =

ℏ2
2𝑚

(𝑘𝑖 2 − 𝑘𝑓 2 )

(2.21)

Scattered neutrons obey the Bragg’s law,

𝑛 = 2𝑑 𝑠𝑖𝑛

(2.22)

Here, d is the spacing between the two-scattering point, θ is the scattering angle, and
diffraction order n. From equation 2.20 and 2.22, the length scale d can be approximated
as

𝑑 =

2
𝑞

.

(2.23)

This relation shows that the small dimensions are captured at higher q and vice-versa in a
scattering experiment. The interactions of neutrons with a given material are defined by
scattering cross-section 𝜎 and measured in units of barns.
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The sample is irradiated by a neutron beam with a flux J0, and flux J will be
scattered as shown in Figure 2.5. The scattering cross section of a given material is
measured by the ratio between scattered and incident flux.2, 24
𝐽
𝐽0

=

𝑑

(2.24)

𝑑

Equation 2.24 provides the structural information of the material.

Figure 2.5: Schematic representation for neutron interaction with a given sample. Ω is the
solid angle and 𝜃 is the scattering angle.20, 24
Dynamic details of the system are extracted from the double differential cross section2
𝑑2 
𝑑 𝑑𝐸

=

1

𝑑2 

(2.25)

ℏ 𝑑 𝑑𝜔

which gives the probability of neutrons scattered by the sample in the solid angle of 𝑑Ω.
Equation 2.25 quantities the dynamics of the system in terms of density fluctuation of
scattered neutrons with time.
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The differential cross-section is equal to the measured absolute intensity and depends on
scattering length b, and neutron cross section 𝜎 of scattering center. The relationship
between neutron scattering length and cross section is demonstrated by2, 24

 = 4𝜋𝑏 2

(2.26)

Coherent scattering length (𝑏𝑐𝑜ℎ) is the average of scattering lengths of zero nuclear spin
states and incoherent scatting length (𝑏𝑖𝑛𝑐) is the divergence of b from the mean value due
to the existence of isotopes with non-zero nuclear spin.2

𝑏𝑐𝑜ℎ =  𝑏

(2.27)

𝑏𝑖𝑛𝑐 = ( 𝑏 2  −  𝑏2 )1/2

(2.28)

Expressions for incoherent and coherent scattering cross sections are given by:

𝑐𝑜ℎ = 4 𝑏 2

(2.29)

𝑖𝑛𝑐 = 4 ( 𝑏 2  −  𝑏 2 )

(2.30)

In neutron experiments, isotopic labeling of one species will yield high contrast which
gives a better special resolution. For instance, difference in incoherent scattering lengths
of deuterium and hydrogen allows to investigate dynamics as well as structure on complex
materials. Some of the common elements in polymers and their coherent and incoherent
scattering cross sections are listed in Table 2.2.2
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Table 2.2: Coherent and incoherent scattering cross sections of common elements.2

The scattered neutrons could undergo change in energy during scattering and
capturing energy exchange information of the neutrons can be used to probe the molecular
motions in soft matter.2 In elastic scattering, double differential scattering cross
𝑑2 

section 𝑑 𝑑𝜔, can be extracted in terms of probability of neutron scattering per unit solid
angle and energy transfer.24 The number of neutrons scattered into a solid angle of 𝑑Ω
possess the final energy between ℏ𝜔 and (ℏ𝜔 + ℏ𝑑𝜔) is given by 2, 22, 24
𝑑2 
𝑑 𝑑

=

𝑘𝑓 1
𝑘𝑖 2

∞

∑𝑖 ∑𝑗  𝑏  ∫−∞  𝑒𝑥𝑝 [−𝑖𝑞𝑟𝑖 (𝑡)]𝑒𝑥𝑝 [−𝑖𝑞𝑟𝑗 (0)]  𝑒𝑥𝑝(𝑖𝑡)𝑑𝑡 (2.31)

Equation 2.31 can be written for incoherent and coherent components,
𝑑2 

=
𝑑 𝑑
+

𝑘 𝑓 𝑏 2 
𝑘𝑖

𝑘 𝑓 𝑏 2 
𝑘𝑖

2

2

∞

∑𝑖 ∫−∞  𝑒𝑥𝑝 [−𝑖𝑞𝑟𝑖 (𝑡)]𝑒𝑥𝑝 [−𝑖𝑞𝑟𝑖 (0)]  𝑒𝑥𝑝(𝑖𝑡)𝑑𝑡
∞

∑𝑖≠𝑗 ∑ ∫−∞  𝑒𝑥𝑝 [−𝑖𝑞𝑟𝑖 (𝑡)]𝑒𝑥𝑝 [−𝑖𝑞𝑟𝑗 (0)]  𝑒𝑥𝑝(𝑖𝑡)𝑑𝑡

(2.32)

Presenting equations 2.29 and 2.30 to equation 2.32, we obtain
𝑑2 
𝑑 𝑑

1

= 4 𝑁

𝑘𝑓
𝑘𝑖

(𝑐𝑜ℎ 𝑆𝑐𝑜ℎ (𝑞, ) + 𝑖𝑛𝑐 𝑆𝑖𝑛𝑐 (𝑞, ) )
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(2.33)

From equation 2.33, coherent dynamics scattering function Scoh(q,) and incoherent
dynamics scattering function Sinc(q,), can be correlated to their corresponding
intermediate scattering functions as shown below24
1

𝑆𝑐𝑜ℎ (𝑞, ) =

2
1

𝑆𝑖𝑛𝑐 (𝑞, ) =

2

∞

∫−∞ 𝑆𝑐𝑜ℎ (𝑞, 𝑡) exp(𝑖𝑡) 𝑑𝑡
∞

∫−∞ 𝑆𝑖𝑛𝑐 (𝑞, 𝑡) exp(𝑖𝑡) 𝑑𝑡

(2.34)

(2.35)

where the coherent Scoh(q, t), and incoherent Sinc (q, t), intermediate scattering functions are
given as24

𝑆𝑐𝑜ℎ (𝑞, 𝑡) =

1
𝑁

1

𝑆𝑖𝑛𝑐 (𝑞, 𝑡) =

𝑁

𝑁

∑  𝑒𝑥𝑝[−𝑖𝑞𝑟𝑖 (0)] exp[𝑖𝑞𝑟𝑗 (𝑡)] 

(2.36)

𝑖,𝑗

𝑁

∑  𝑒𝑥𝑝[−𝑖𝑞𝑟𝑖 (0)] exp[𝑖𝑞𝑟𝑗 (𝑡)] 

(2.37)

𝑖

van Hove correlation function or time dependent pair correlation function in space is the
inverse Fourier transform of intermediate scattering function and given by24
1

𝑔 (𝑟, 𝑡) = (2

∞

∫ 𝑆 (𝑞, 𝑡) exp(𝑖𝑞𝑟) 𝑑𝑞
)3 −∞ 𝑐𝑜ℎ
1

𝑔𝑠 (𝑟, 𝑡) = (2

∞

∫ 𝑆 (𝑞, 𝑡) exp(𝑖𝑞𝑟) 𝑑𝑞
)3 −∞ 𝑖𝑛𝑐

(2.38)

(2.39)

The equation 2.38 provides time-dependent structural information because it
captures the interference effects of scatters which have same average scattering length,
while equation 2.39 provides the dynamic information by capturing the time correlations
that exists between the positions of the same scatter at different times.
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2.3.1 Quasi-elastic neutron scattering (QENS)
QENS is a limiting case of inelastic neutron scattering which is characterized by
energy transfers being minimal from the neutrons to the sample. It detects inelastic
components as well as the elastic component as described in Figure 2.6. An elastic peak
(signature) centered at zero energy transfer with finite peak width. Depending on the finite
loss or gain of energy transfer from the neutrons to the sample, inelastic peaks are observed
in either in positive (neutrons lose energy) or negative (neutrons gain energy) side of
energy transfer E axis as shown in Figure 2.6.

Figure 2.6: Schematic diagram for elastic, quasi-elastic, and inelastic peaks in QENS
spectrum.
In neutron scattering, scattered neutrons may gain or lose energy due to the
translational or rotational motions of atoms in the given sample. Energy transfer during the
scattering event causing the elastic peak to undergo broadening as known as quasi-elastic
peak.
QENS spectra provide information on scattering function S(q,ω) versus energy
transfer (𝐸 = ħ𝜔) and the energy transfer is related to the Angular frequency 𝜔. The
scattering function S(q,ω) is measured in the QENS experiment and is given by:2
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𝑆 (𝑞, ) = 𝐷𝑊𝐹  𝐴0 (𝑞 ) + [1 − 𝐴0 (𝑞 )]𝑆𝑞𝐸 (𝑞, ) +
𝑆𝑖𝑛 (𝑞, )

(2.40)

Debye-Waller factor (DWF), which accounts for thermal motions in the sample and
Ao(q) accounts for elastic incoherent scattering which becomes zero for diffusive motion.25
SqE(q,ω) and Sin(q,ω) are the quasi-elastic and inelastic incoherent component of the
scattering function respectively. Dirac delta function is denoted by δ(ω) at zero frequency.
The inelastic component Sin(q,ω) is out of the energy window of the QENS instrument. In
this work only the SqE(q,ω) is measured. The dynamic structure factor S (q,ω), is given
by24

𝑆 (𝑞, ) = 𝐷𝑊𝐹 × 𝑆𝑞𝐸 (q, )

(2.41)

The Fourier transform relationship between dynamic scattering function S(q,𝜔),
intermediate scattering function S(q, t) and van Hove correlation function g(r, t) is
illustrated in Figure 2.7. The intermediate scattering function subject into data analysis and
is modeled to different diffusion mechanisms.

Figure 2.7: The Fourier transform relationship between S(q, 𝜔), S(q, t) and g(r, t).23, 24
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Scattering function assumes a simple exponential form in simple diffusion24

𝑆 (𝑞, 𝜔) = 𝐴 (𝑞, 𝜔) exp (−𝐷𝑞 2 𝑡)

(2.42)

A(q,𝜔) is corresponding to Debye-Waller factor. The DWF factor which accounts for
thermal motions in the sample. D is translational diffusion constant.
For systems with multiple scale dynamics, scattering function diverge from the simple
exponential form and takes the form of stretched exponential as in equation 2.43.24 The
function is also known as Kohlrausch-Williams-Watts (KWW) function where 𝛽 is
stretched exponential and 𝜏𝛼 is characteristic relaxation time,

𝑆 (𝑞, 𝜔) = 𝐴 (𝑞, 𝜔) exp [−(

𝑡
𝜏𝛼

) ]

(2.43)
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CHAPTER THREE
EFFECTS OF IONIC GROUP DISTRIBUTION ON THE STRUCTURE AND
DYNAMICS OF AMORPHOUS POLYMERS MELTS

3.1 Abstract
Ionizable groups tethered to a polymer backbone often associate to form ionic
clusters, whose features are determined by the balance of the polymer backbone and
electrostatics. These assemblies impact the dynamics of the macromolecules and their
ability to transport ions. Here, using fully atomistic molecular dynamics (MD) simulations
we investigate the effects of the distribution of ionizable groups along the polymer
backbone on cluster characteristics and the resulting impacts on the structure and dynamics
of amorphous polymers. Particularly, we probe polystyrene sulfonates (PSS) with random,
precise, and block configuration of the 𝑆𝑂3− sulfonate groups along the backbone with Na+
as the counterion. We find that the distribution of the ionic groups affects the shape and
distribution of the clusters as well as the internal packing of the ionizable groups in the
cluster and the number of unique chains that participate in each cluster, affecting the
structure and the dynamics of the polymers. The signature of ionic clusters, observed in the
static structure factor S(q) for all three distributions, is significantly more pronounced for
the precise and blocky polymers compared to the random one. Remarkably, we find that
the local of the polymer segments are not only affected by the number and size of the
clusters but also by the number of polymer chains associated with clusters.
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3.2 Introduction
Polymers that consist of ionic groups tethered to their backbone often associate to
form clusters that drive the structure and the dynamics of these macromolecules.1-3 They
control over the structure and dynamics of the polymers, impact the mechanical stability
as well as ion and water transport characteristics in these materials which in turn, affect
their many applications from clean energy to biotechnology. In the low ionic decoration
regime, often termed the ionomer regime, (less than ca. 20% decoration),1 both the
electrostatic interactions and the chain conformation affect the properties of the polymers,
where the distribution of ionic groups along the backbone affect both. However, the
critical impact of the distribution of the ionic groups along the polymer backbone, remains
an open question, predominantly since the vast number of studies have been constrained
by synthetic routes that often produce a specific distribution. Here using molecular
dynamics (MD) simulations, we investigate the effects of the distribution of ionizable
groups along the polymer backbone on cluster formation and the interrelation with the
structure and dynamics of amorphous polymers.
Driven by synthetic routes, a large number of experimental3-9 and computational1014

studies have focused on polymers with random distribution of ionizable groups. These

macromolecules cluster and constrain the dynamics of the chains as shown by Weiss et al.6
who showed that a small fraction of ionizable groups on a short polystyrene, below the
entanglement length, are sufficient to significantly slow the polymer motion. These
clusters often dominate the structure of these melts and are characterized by an interaggregate distance signature (ionic peak) in the static scattering factor S(q), where q is the
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momentum transfer vector, measured by both small angle X-ray and neutron scattering.
The shape of the aggregates is reflected in the line shape of the ionic peak and has been
further probed by tunneling electron microscopy (TEM),7 where within the resolution of
the measurements, a significant number of ionic clusters appear spherical.9,

15

Further

insight regarding chain conformation is obtained from the scaling of S(q) with q at the
chain packing regime.
Recent synthetic efforts were able to tether ionizable groups in a precise distance
through Acyclic Diene Metathesis (ADMET) polycondensation, forming relatively short
polymers with well-defined distribution of ionizable groups.16 These polymers exhibit
significant differences in their structure and dynamics in comparison with random copolymers, as have been shown by Winey and coworkers for precisely sequenced poly
(ethylene-co-acrylic acid) ionomers.9 The ionomer peak in these polymers exhibits a welldefined interaggregate correlation compared with randomly spaced materials, as has been
shown by X-ray scattering and numerical simulations, with chain packing signatures that
are typical to semicrystalline macromolecules.9, 14 Computational studies were able to
capture the higher intensity and narrower lines of the ionomer signature observed
experimentally and provided further insight regarding the dynamics. Studies of the
segmental motion by Frischknecht et al.17 on precise poly(ethylene-co-acrylic acid)
ionomers showed that local motion of the chains slows down as clusters are formed in
excellent agreement with quasielastic neutron scattering. Hall et al.13 studied precise
ionomer melts using coarse grained models with explicit counterions and compared with
the corresponding random system. They observed that the clusters relax faster than the
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polymer for the precise ionomers; however, this is reversed for the random system. The
behavior of the precise polymers is typical of semicrystalline polymers.
The structure and transport characteristics of polymers with random and precise
distribution of ionizable groups along the polymer backbone are clearly distinctive. The
fundamentals that under lie these differences, however, remain unresolved.

Using

atomistic molecular dynamics (MD) simulations, the current study probes the effects of the
distribution of the ionizable groups along the backbone of an amorphous model polymer
on the shape and size of the ionic clusters along with the impact on the packing of the
ionizable groups within clusters. These are correlated with mesoscopic structure and
dynamics of the melts, proving insight into materials designed with desired structureproperties characteristics. Specifically, we investigate ionomer melts of random (R),
precise (P), and block (B) polystyrene sulfonate (PSS) fully neutralized with Na+
counterions. The wealth of knowledge available for PSS is invaluable for focusing on the
impact of distribution of the ionizable groups. Despite many ongoing uses of this polymer,
the span of technologies is constantly expanding, where the interaction between clustering
and properties is a key to their use.18 Further, PSS remains amorphous and therefore the
results provide insight into the inherent effects of ionic group distribution. The correlations
between the distribution of the ionizable groups along the polymer backbone, cluster
characteristics and adaptation ability of the material as resolved by MD simulations are
discussed.
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3.3 Model and Simulation Methods
Random, precise, and block PSS molecules of 80 monomers (molecular weight
~8950 g/mol) with 10% sulfonation were constructed using Polymer Builder and
Amorphous Cell modules in BIOVIATM Materials Studio. For the random system, eight
sulfonated groups were randomly added to each chain. For the precise system, each chain
had one sulfonation group every 10th monomer starting on 5th monomer. Finally, for the
block system, 4 sulfonated monomers were placed consecutively every 24th monomer
resulting in polymers with two blocks of 4 sulfonated monomers per chain. These systems
contained a total of 270, 248 and 280 molecules for random, precise, and block,
respectively, with Na+ as the counter-ion.
The All-Atom Optimized Potentials for Liquid Simulations (OPLS-AA) force field
by Jorgensen et al.

19, 20

were used to model the system. Additional parameters for the

sulfonate groups are given in Refs.

21-23

. The polymers were initially equilibrated using

LAMMPS.24 The intermolecular forces were described by Lennard-Jones interactions with
an attractive r-6 and a repulsive r-12 terms and Coulomb interactions. The electrostatic
interactions were calculated using particle-particle particle mesh (PPPM) with a real space
cutoff of 1.2 nm and precision of 10-6 Kcal mol-1 Å-1 for the attractive term of the LennardJones interactions and 5x10-4 for the electrostatic interactions. The repulsive (r-12) LennardJones interaction is truncated at 1.2 nm. The reference system propagator algorithm
(RESPA)

25

with multi-time-scale integrator was used to accelerate the simulation. The

time step is 1.0 fs for the bond, angle, dihedral, van der Waals interactions, and direct
interactions part of the electrostatic interactions and 4.0 fs for long-range interactions.
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Periodic boundary conditions were used in all simulations. LAMMPS data files were
converted into GROMACS

26-28

[structure (.gro) and topology (.top)] because of enhanced

efficiency and melts were further equilibrated.

Conversion is carried out using a

combination of ParmEd and InterMol tools.329 The electrostatics were treated using the
Particle Mesh Ewald (PME)30 algorithm and a Fourier grid spacing of 0.12 nm. All
harmonic bonds involving hydrogen atoms were replaced with constraints using the LINCS
algorithm.31 The temperature is maintained using the Bussi-Parrinello thermostat (Vrescale)32 with a time constant of 0.1 ps. System pressure is maintained at 1 bar using the
barostat of Berendsen et al.33 The simulations were carried out using 2 fs time step.
MDAnalysis34 toolkit was used to perform equilibrium analysis.
All three melts were first equilibrated at 600 K at a constant pressure of 1 atm using
the Nose-Hoover thermostat and barostat for ~ 5 ns in LAMMPS. The dielectric constant
 was then increased to 30 to reduce the residual electrostatic screening between the ionic
groups. Increasing  breaks the ionic clusters, allowing the chains to locally equilibrate.10
The melts were run for 30 ns at constant volume after which the dielectric constant was
reset to 1. Each of the systems was then run for 1000 ns in GROMACS at constant volume
at density ρ = 0.94 g/cm3. This procedure allowed us to follow the formation of the ionic
clusters and dynamics of the chains. Ionic clusters were formed over a period of ca. 120150 ns after  was set to 1. After this period no significant changes were observed in either
cluster sizes or their distribution. All results shown here are averaged over the last 850 ns
of the run.
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3.4 Results
Illustrations of cluster morphologies of 𝑆𝑂3− assemblies observed in random,
precise, and block PSS melts are shown in Figure 3.1. Many of the ionic clusters for RPSS are elongated, whereas the clusters are more globular in P-PSS melts, with mixed
structures of both elongated and globular for the B-PSS. The results for R-PSS are
consistent with the elongated clusters observed by MD simulations of Agrawal et al.10 Note
that a rich variety of shapes have been observed for numerous ionomers, however there is
no clear driving forces for the different morphologies have been yet established.

Figure 3.1: Visualization of SO3− groups in melts of random (R), precise (P), and block
(B) PSS for f = 0.10 at 600 K after 1000 ns. Clusters in each system are colored based on
number of 𝑆𝑂3− groups associated (red< orange< yellow<green<teal <blue). For clarity,
1/8 of the systems are shown. Black circled cluster represent the average cluster of
𝑆𝑂3− groups for each system.
The distribution of the ionizable groups along the backbone affects not only the
topology of the clusters but also their size. The ionic cluster size distributions Nnc

,

normalized to total number of chains N, are shown in Figure 3.2 as a function of NC, the
number of sulfur atoms per cluster. Two ionic groups are considered to be in the same
cluster if two sulfur atoms are separated by less than 6 Å, a number dictated by the chemical
structure of the sulfonated groups. The average cluster sizes measured are 6.3, 5.8 and 10.1
for the random, precise and block systems, respectively.
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The cluster distributions are relatively broad for all three melts with that of B-PSS
the broadest. The cluster distribution for the block chains exhibits a much longer tail that
shows that larger assemblies are formed.

Figure 3.2: Number of clusters Nnc , normalized to total number of chains N, as a function
of cluster size Nc (number of sulfur atoms), for random (●), precise (■), and block (▲)
PSS melts. Inset shows the snapshots of cluster of SO3− groups (enlarged yellow and red
spheres are sulfur and oxygen respectively) and associated polymers chains for each
system. For clarity, half the length of chains is shown. Different colors in the inset represent
distinct chains.

The ionic clusters serve as physical crosslinks in these ionomer melts, and thus
affect the structural stability of PSS melts compared to corresponding non-sulfonated PS.
The ionic assembly may consist of ionizable groups tethered to different chains (distinct or
unique chains) or groups that reside on the same backbone. The number of unique polymer
chains Nuc associated with each of the clusters together with the size and shape of the
clusters govern the overall dynamics of the melts and thus their structural stability.3
Illustrations of unique chains which contribute to an ionic cluster of average size for each
of the three systems are shown in the inset of Figure 3.2.
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Ionic clusters of average size consist of four unique chains for random and precise
systems and three for block system. The fraction of unique chains decreases with increasing
cluster size for all three systems as shown in Figure 3.3. At large Nc, the number of unique
chains is directly proportional to the cluster size. Significantly fewer unique chains are
associated with a given cluster size for the block melts compared to random and precise
systems.

Figure 3.3: Averaged number of unique chains Nuc, normalized to cluster size Nc for
random, precise, and block PSS melts.

Further insight into the effects of the ionic distribution on the structure of the melts
2

was obtained from the static structure factor 𝑆(𝑞) = |∑𝑖 𝑏𝑖 𝑒 𝑖𝒒 · 𝒓𝒊 | / ∑𝑖 𝑏𝑖2 , where q is the
momentum transfer vector, and bi and ri are the scattering length and position vectors of
atom i, respectively. Due to the periodic boundary conditions, the wave vectors q are
limited to q =

2𝜋
𝐿

(nx, ny, nz), where L is the length of the simulation cell and nx, ny, and nz

are integers. S(q) was calculated using the scattering length of the elements for neutrons
which experimentally have provided in-depth insight into the structure of amorphous
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polymers. The scattering lengths bi for neutrons for each of the elements are listed in Table
3.1.
Table 3.1: Neutron scattering lengths of elements.35
Element Scattering lengths (10-15 m)
H

−3.74

C

6.65

S

2.80

O

5.80

Na

3.63

S(q) as a function of q for the three different melts are shown in Figure 3.4a with
the data averaged over the last 850 ns of the run. For high q, which corresponds to shorter
intramolecular distances, the distribution of the ionic groups has hardly any effect. The
correlation of the ionic clusters is expressed in a peak at low q centered around q = 0.214
Å-1, 0.254 Å-1 and 0.123 Å-1, which corresponds to an average distance between ionic
clusters of ∼29, 25, and 51 Å for random, precise, and block melts, respectively. While the
precise and the blocky melts consist of rather similar interaggregate distances, the block
co-polymer is characterized by significantly larger dimensions. This low q peak is broader
for the random polymer than for the precise and block melts indicating a relatively higher
degree of interaggregate correlations even though the polymer is amorphous. Previous Xray studies of precise polyethylene ionomers9, 16 have shown similar trends, though in this
case the precise ionomers partially crystallize whereas the random polymer remains
amorphous.
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To characterize the internal correlations within ionic clusters, we calculated the
sulfur-sulfur (S-S) radial distribution function g(r). The results are shown in Figure 3.4b.
For all three systems, the first peak at ~4.3 Å, corresponds to the closest distance between
two sulfur atoms in a cluster, whereas the second and third correlation peaks are notably
different. The second correlation peak that captures the position of the next neighbor sulfur
is rather broad for the random distribution melt and most sharp for the block co-polymer.
It is interesting to note that the molecular dimensions captured by g(r) and those of the
ionic peak are entirely different. The trend of the second correlation peak in g(r) and the q
dependence and intensity pattern of S(q) appear correlated. Higher correlations are more
intense for the block co-polymer melt, where significantly more sulfur atoms are tethered
in proximity to each other. The pair correlation function shows the clear differences in the
packing of the sulfonated groups within the ionic clusters, that appear to propagate to
correlations in the nanometer dimensions reflected in S(q).

Figure 3.4: (a) S(q) as a function of q, and (b) Sulfur-sulfur radial distribution function for
random, precise, and block PSS melts.
Following the observations of correlation between the packing of the sulfur atoms
and the ionic peaks for different ionizable group distribution, we set to resolve the effects
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on dynamics. Measurements on two different length scales were carried out, the mean
square displacement of the molecules and segmental dynamics. The overall mobility of the
polymer chains was followed by measuring the mean square displacement, MSD = <[𝑟𝑖(𝑡)-

𝑟𝑖(0)]2> of the center of mass (COM) of the chains for the three systems as shown in Figure
3.5a. Even though the polymer does not move their own dimensions over the time of the
simulations (1000 ns) due to the presence of the ionic groups which act as physical
crosslinks, differences in the local segmental motion are observed between the three melts.
For comparison, the mean squared radius of gyration is <Rg2>1/2 = 4.8 nm for R-PSS, 5.9
nm P-PSS and 4.0 nm for B-PSS. Interestingly, over the time scale of the measurement,
the local mobility of the block chains is higher than for the random and precise systems,
although the ionic clusters are larger. The distribution of ionic groups along the polymer
chains affects the number of chains that participate in individual clusters as shown in Figure
3.3, altering the nature of the physical crosslinks. For the blocky distribution, the
connectivity of the polymer chains across clusters is lower compared to the two other
distributions, while for precise and random position of sulfonated phenyl rings along the
polymer backbone reduces the local motion of the chains.
Zooming into the internal dynamics of the polymers, we compared the MSD of
phenyl groups and sulfonated phenyl rings. As seen in Figure 3.5b, the motion of sulfonated
phenyl rings for all distributions is significantly slower than that of the nonsulfonated rings,
as previously observed for random PSS melts by Agrawal et al.11 For random and precise
melts, about 97.5% of the sulfonated groups reside within assemblies, thus they are more
constrained, compared with the non-sulfonated rings. The motion of both sulfonated and

45

nonsulfonated phenyl rings in the block melts is slightly faster compared to their motion in
the random and precise melts almost all of the sulfonated rings confined. In comparison
with the local motion of both phenyl rings in the random and precise melt systems, we
observe that in the precise melt system the local motion of non-sulfonated rings is slower,
whereas the motion of sulfonated rings is slightly higher than that in random melt. MSD is
averaged over all sulfonated groups in the melts, therefore, the number of confined S atoms
and their internal packing within the clusters affect their motion. While hardly any S atoms
reside outside the clusters, their MSD is directly correlated with the overall motion of the
center of mass.

Figure 3.5: Mean square displacement as a function of time for (a) center of mass of chains
(b) phenyl rings without sulfonated groups (open symbols) and sulfonated phenyl rings
(closed symbols) (c) Na+ ions (closed symbol) and sulfur (black dash line and symbol) in
the ionic group for the random (●), precise (■), and block (▲) PSS melts.

The relation between the dynamics of ionic species and the corresponding
counterions are the critical factors that determine the transport ability of polymers. As seen
in Figure 3.5c, the mobility of Na+ counterions in the block melt is slightly higher than for
the random and precise melts, showing similar trends of sulfonated phenyl rings as seen in
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Figure 3.5b. Further, Figure 3.5c shows that Na+ ions are condensed on the ionic groups as
they move largely with ionic groups in all three systems.

Figure 3.6: (a) S(q,t)/S(q,0) vs time t, for the indicated q values (symbols) and double
exponential fit (black solid line), (b) Effective diffusion coefficient i, as a function of q
for the random (○), precise (□), and block (△) PSS melts. Slow (1) components are
represented by solid symbols and lines and fast (2) components by open symbols and
dashed lines.

As segmental dynamics is key to understanding the mesoscopic motion of
polymers, the normalized dynamic structure factor S(q,t)/S(q,0) was calculated. Dynamic
1

structure factor 𝑆(𝑞, 𝑡) = 𝑁 ∑𝑁
𝑖,𝑗=1 𝑏𝑖 𝑏𝑗 𝑒𝑥𝑝 [𝑖𝒒. (𝒓𝑖 (𝑡) − 𝒓𝑗 (0))]

captures correlated

motion of different length scales, depending on q. S(q,t) was calculated using 300
configurations, each separated by 1 ns for the last 300 ns of the run. S(q,t) is calculated for
q’s on the order of magnitude of the inter-ionic domain correlations and smaller length
scales. Representative S(q,t) curves normalized to S(q,0) are shown in Figure 3.6 for two
values of q.
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For all q values measured over the entire time span, the relaxation is rather slow
except at very early times, where a signature of very fast dynamics, compared to the
polymer motion, is observed. At larger length scales, S(q,t) for the precise and random
melts practically overlap where the dynamic scattering block melt decays slightly faster.
With decreasing dimensions, away from the ionic peak, S(q,t) for the three melts decays
slightly faster.

Table 3.2: Slow (1) and fast (2) time constants and corresponding pre-exponential factors
extracted from double exponential fits for random (R), precise (P) and block.
q (Å-1)
1(ns-1)
0.030
0.032
0.033
0.034

0.2
0.3
0.4
0.5

Random
A1
2(ns-1)
0.10
1.13
0.12
0.98
0.29
0.75
0.37
0.71

A2
0.89
0.88
0.71
0.63

1(ns-1)
0.029
0.030
0.031
0.032

Precise
A1 2(ns-1)
0.10
1.11
0.12
0.97
0.34
0.64
0.43
0.58

A2
0.91
0.88
0.65
0.57

1(ns-1)
0.034
0.036
0.037
0.039

Block
A1 2(ns-1)
0.19
1.48
0.24
1.29
0.27
0.89
0.32
0.83

A2
0.81
0.76
0.73
0.67

S(q,t) could not be captured by a single exponential pointing to complex dynamics.
With chains being confined by the ionic clusters, a sum of two exponentials 𝑆(𝑞, 𝑡) =
𝐴1 𝑒 −1𝑡 + 𝐴2 𝑒 −2𝑡 , was used to capture the behavior of S(q,t), where 1 and 2 are
effective diffusion coefficients with 1 < 2, and A1 and A2 (A1+A2 =1) are weight
constants that provide the relative contributions of each of the dynamic processes to the
overall dynamics. The fits are shown as a solid line in Figure 3.6a for all three PSS melts,
and the corresponding effective diffusion coefficients are shown in Figure 3.6b. The values
for slow and fast time constants and corresponding pre-exponential factors are given in
Table 2.
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The slowest effective diffusion 1

slightly increases with increasing q,

in

agreement with S(q,t) previous results by Agrawal et al.10 for random melts. This is
consistent with the ionic clusters acting as physical crosslinkers and inhibiting relaxation
of the chains locally. A crossover region is observed for the faster relaxation times 2
corresponding to the length scales of ~16 Å. This dimension is in the order of magnitude
of the Kuhn length of PS and attributed to the confinement region, where the chain
dynamics are strongly affected by the chains being tethered to an ionic cluster. 10, 36, 37 Both
random and precise systems show almost similar magnitudes of dynamics and trends, with
the block system exhibiting slightly faster dynamics compared to the random and precise
systems.

3.5 Conclusions
Here the structure and dynamics of PSS melts were studied as the distribution of
ionizable groups along the polymer backbone was varied. The shape of the clusters and
their size as well as internal packing of the sulfur groups within the clusters were followed
and correlated with the structure as extracted by S(q) and dynamics as reflected in MSD
and S(q,t). Though the effects observed appear small, particularly since the polymer is
confined by the ionic clusters, the studies have provided new insight into the length scale
of confinement, and the correlation of cluster features and the macroscopic dynamics in
such melts. We find that the distribution of sulfonated groups along the polymer chain
backbone affects the shape, size, and packing of the ionizable groups within the cluster,
and in turn affects the mesoscopic properties. Random PSS melts consist of predominantly
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elongated clusters, whereas the clusters are more globular in precise PSS melts. A mix of
both elongated and globular clusters coexist in block melts. The cluster size distribution
for all melts is relatively broad, with the block melts comprised of larger clusters compared
to random and precise. Further, the internal packing of the sulfonated groups within the
ionic clusters as reflected in the pair correlation function is affected by the distribution of
the ionic groups along the polymer backbone, such controlling the cohesion of the clusters.
These differences in the packing of the sulfonated groups within the ionic clusters appear
to propagate to correlations in the nanometer dimensions reflected in S(q). As expected for
all melts, the polymer motion is constrained on multiple length scales. However, fast and
slow dynamic processes are detected by S(q,t) that are attributed directly to clusterconfined segments and those that reside further away.
The local mobility of the block chains is higher than the random and precise, even
though the ionic clusters are larger. It brings to light an intriguing insight regarding the
dynamics of the polymers, where the number of unique chains associated with one cluster
is directly correlated with the dynamics of the polymers. With fewer unique chains
associated with a given cluster size for the block melts compared to other systems, results
in faster dynamics. Finally, the Na+ ions are condensed on the ionic groups as they move
largely with ionic groups in all three systems however, counter dynamics in the block melt
is slightly higher than the random and precise melts. The new insight into the correlations
of ionizable group distributions along amorphous polymer backbone provides an opening
for design of polymers whose clustering characteristics are controlled, affecting their
potential applications.
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CHAPTER FOUR
NONLINEAR ELONGATION FLOWS IN ASSOCIATING POLYMER MELTS:
FROM HOMOGENEOUS TO HETEROGENEOUS FLOW

4.1 Abstract
Response to elongational flow is fundamental to soft matter and directly impacts
new developments in a broad range of technologies in polymer processing, microfluidics
to controlled flow in biosystems. Of particular significance are the effects of elongational
flow on self-assembled systems where the interactions between the fundamental building
blocks control their adaptation. Here we probe the effects of associating groups on the
structure and dynamics of linear polymer melts in uniaxial elongation using molecular
dynamics simulations. We study model polymers with randomly incorporated backbone
associations with interaction strengths varying from 1-10 kBT. These associating groups
drive the formation of clusters in equilibrium with an average size that increases with
interaction strength. Flow drives these clusters to continuously break and reform as chains
stretch. These flow-driven cluster dynamics drive a qualitative transition in polymer
elongation dynamics from homogenous to nanoscale localized yield and cavitation as the
association strength increases.
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4.2 Introduction
Response to elongational forces is fundamental to what makes soft matter soft, and
it encapsulates a broad range of phenomena. Dense complex fluids, from slurries and
colloids to blood flow, and industrially processed polymers, either form or function under
elongational flow.1-3 The shape, the dimensions, and the adaptability of the building blocks
of these complex fluids determine their structure and dynamics during elongation. Polymer
melts constitute one such dense system with immense technological significance4-6 that are
routinely processed under elongational flow. Many of these macromolecules contain
associating groups that are critical for their technological function and at the same time
drive unique rheological behavior. While the challenges in processing of associative
polymers have been long realized,7-11 little is known about the response of these complex
fluids to uniaxial elongational flow. Here, using molecular dynamics simulations, we show
that the heterogeneous breakup of the associative clusters under flow drive dynamic
heterogeneity of chains and nanostructured flow patterns that could impact the processing
of complex fluids. Under strong flow the associative clusters rapidly break up and reform.
We show that the highest flow rates, the cluster size distribution becomes independent of
the strength of the associating groups as the flow becomes so strong that it overpowers the
associative interactions, resulting in a convergence of the terminal viscosity at high flow
rate.
Formation of associative polymer complexes are driven by a variety of molecular
interactions including hydrogen bonding, π-π interactions, metal-ligand coordination, and
long-lived ionic interactions.12,13 These mechanisms can differ substantially in the
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coordination and cohesive strength of their associations. Hydrogen bonding and π–π
interactions are governed by short range interactions with strengths of association that
depend on the polarizability and steric interactions of the associating groups. In contrast,
ionizable associating groups exhibit long range forces and thus result in large clusters with
complex nanostructures that control the structure, dynamics, and rheological response of
ionic polymers.14 However, the impact of the interaction strength of the associating groups
influences the structure of the clusters under elongational flow and their resulting impact
on the overall flow response remains unknown.
The technological impact of elongational flow on complex fluids formed by
polymers have motivated a number of experimental and computational studies. For nonassociating systems, several recent experimental efforts have probed the structure and
rheology of entangled10, 11, 15, 16 and unentangled16-18 homopolymer melts and solutions in
extensional flows where the degree of entanglement controls their viscoelastic response.
These studies have observed that strong extensional flows significantly elongate polymer
chains as expected, but generate distinct trends in nonlinear viscosities that vary with
elongation rate, molecular weight 𝑁, entanglement segment length 𝑁𝑒 ,19, 20 dilution 𝜙 21,
22

, and proximity to the glass transition temperature 𝑇𝑔 . 23
Molecular dynamics simulations have been able to relate some of these trends in

nonlinear rheology to changes in viscous dissipation as chains become highly elongated in
melts and solutions.24-27 O’Connor et al. 24, 25 recently showed that the rate-dependence of
the extensional viscosity of homopolymer melts changes with molecular weight 𝑁 due to
a cross-over in dissipation mechanism as elongation rates increase. At low rates, the
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dissipation is dominated by diffusive relaxation of chain conformations, whereas at high
rates the dissipation is dominated by the advective drag of the flow field on the elongated
chains. Polymer solutions also exhibit a sharp distinction between their equilibrium modes
of dissipation and their nonequilibrium dissipation in elongated states. Recent theoretical
models were successful in predicting the rate-dependent viscosity of elongated systems
observed in experiments. These models promote tube model parameters like the
monomeric friction and entanglement density to dynamic variables that can evolve as
functions of the nonequilibrium chain order.26, 28-31
Less is known for associating systems in nonlinear elongation. For ionic polymers,
Shabbir et al. 15, 16 and Wu et al. 18 reported that increasing the strength of the associating
groups increases the elastic modulus and decreases processability. These authors showed
that extension rates faster than the reciprocal of the associating group lifetime led to brittle
failure and extension rates slower than the reciprocal of the associating group lifetime lead
to continuous stretching that nearly reaches steady state at the highest Hencky strain of
order 5. Hinton et al. 10, 11 demonstrated that weakening the strength of the association from
that of ionic interactions to hydrogen bonding further decreased the elastic modulus and
only moderately increases processability. Recently, Schafer et al. 32 developed theories that
predict that the intermolecular reversible crosslinks in silk proteins can shift the alignmentto-stretch transition of semi-dilute polymers to much smaller strain rates. Schafer and
McLeish 33 also found that intermolecular associations in silk can also reduce the critical
specific work for flow-induced crystallization.
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Here, we employ molecular simulations to study the structural evolution and
rheological behavior of associating polymer melts under elongation flow. The complexity
of the system is reduced by using a coarse-grained bead-spring model in which the
association groups are incorporated in the form of beads with stronger cohesive attraction.
These “sticky beads” are randomly distributed along the chain backbone.34 The strength of
the interaction between associating groups is varied from 1 to 10kBT. The lower end of this
range is characteristic of the interaction energies that drive co-polymer assembly. With
increasing interaction strength, the model captures the association of polar groups, such as
those present in non-ionic surfactants, and our largest interactions approach ionic
interaction strengths. This range is sufficient to produce qualitative changes in both the
equilibrium cluster structure and nonlinear flow behavior of our associating melts, as
illustrated in Figure 4.1.

Figure 4.1: Snapshots illustrating chain stretching for associating group strength 𝛼 = 1, 3
and 6 for Wi= 0.5, 4 and 32 at strain  = 10. For clarity, 1/4 of systems are shown. Chains
are colored according to their end-to-end distance R.
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4.3 Model and Simulation Methods
Polymers are modeled with a fully flexible bead-spring model.35 A homopolymer
melt with no associating groups of 500 linear chains of length 𝑁 = 100 beads of mass m
and diameter 𝜎 were first constructed following the procedure of Auhl et al. 36 The beads
are connected with finitely extensible (FENE) springs. The beads interact with a LennardJones potential with a length-scale 𝜎, cutoff 𝑟cut = 2.5𝜎, and energy scale 𝜀𝛼𝛽 . The indices
αβ are either 1 or 2 and indicate bead type. We include associativity by using two types of
beads. Non-associating beads are type 1 and interact with and LJ cohesion strength 𝜀11 .
After the homopolymer melt is equilibrated, we randomly select five beads on each chain
to be associating beads of type 2. The cohesion between associating groups is modeled by
setting the LJ interaction strength 𝜀22 ≥ 𝜀11 . The cross term is set to 𝜀12 = 𝜀11 so that only
pairs of associating beads experience excess cohesion. Each system is then run for 107 τ,
where τ =  (m)1/2, until the average cluster size of the associating groups no longer
changes.34 All simulated melts are maintained at a temperature 𝑇 = 𝜀11 /𝑘𝐵 , which is ~2Tg
37

and we vary the dimensionless ratio 𝛼 = 𝜀22 /𝜀11 from 1 to 10 such that interaction

energy between associating beads ranges from 1 – 10 𝑘𝐵 𝑇.
The equations of motion are integrated with a time step Δ𝑡 = 0.01𝜏 at temperature
𝑇 = ɛ11 /𝑘𝐵 with a thermostat damping time of 10 𝜏 and density ρ ≈ 0.89𝜎 −3 . To model
uniaxial extensional flow, melts are elongated along the z-axis of the simulation box at a
constant Hencky strain rate 𝜀̇ ≡ 𝜕Λ/𝜕𝑡, where Λ is the stretch ratio along the z-axis. Since
polymers are nearly incompressible, the two perpendicular directions both contract as Λ1/2

. Flow is maintained by integrating the g-SLLOD equations of motion
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38

with a Nosé-

Hoover thermostat. The simulation box is regularly remapped during flow with generalized
Kraynik-Reinelt (GKR) boundary conditions to prevent the simulation cell from becoming
too skewed.39,

40

During flow, we measure the extensional stress 𝜎𝐸 = 𝜎𝑧𝑧 −

0.5(𝜎𝑥𝑥 + 𝜎𝑦𝑦 ) and the transient extensional viscosity (stress-growth coefficient) 𝜂𝐸+ (𝜀) =
𝜎𝐸 /𝜀̇.
Unlike experiments, simulations with periodic boundary conditions can maintain
uniaxial elongation flows of bulk-fluids to arbitrarily large strains. This allows us to
maintain flows well past experimental limits and accumulate sufficient statistics to resolve
distributions for 𝜀r cluster sizes and chain conformations over large strains. The stress
reaches a time-independent plateau after a true strain of ɛ = 4, as shown in Figure 4.2a. The
results reported here are obtained by averaging simulation data over a strain interval 𝜀 =
5 − 10, which we refer to as steady state. In this regime all measured quantities such as the
average end-to-end distance <R> of the chains and cluster distribution do not change. Over
this range of strain, the stress fluctuates (due to finite size effects) about a well-defined
average value. In this regime we denote the average steady-state viscosity by 𝜂𝐸 to
distinguish from the early time transient viscosity 𝜂𝐸+ (𝜀). We note that this interval is given
in true strain such that the range of ɛ = 5-10 corresponds to stretch ratios λ from ~ 15021000. This interval, enabled by periodic simulations, is much larger than can be assessed
by experiments and thus provides the first microscopic insight into the steady state
extensional flow of associating polymers.
The strength of flow is measured in terms of a dimensionless Weissenberg number
Wi = 𝜀̇τR, where τR = τeZ2 is the Rouse time41 for chains in a melt with no associating groups
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(α = 1). The Rouse time is the longest dissipative relaxation time for a linear chain in the
absence of entanglements, τe is the entanglement time and 𝑍 = 𝑁/𝑁𝑒 is the number of
entanglements per chain and Ne is the entanglement length. By measuring the strength of
the flow in terms of Wi and degree of entanglements in terms of Z, allows a direct
comparison with experimental result. Previous work on linear
blends

43

24

, ring

42

and ring-linear

show excellent agreement between the experimentally observed extensional

viscosity and simulation results using the model studied here. For the fully flexible model
used here, 𝑁𝑒 ∼ 84 44, 45, τe=104 τ 46, and we vary Wi from 0.1 to 32. All simulations were
run using the Large Scale Atomic Molecular Massively Parallel Simulator (LAMMPS) 47
software.

Figure 4.2: (a) Transient extensional viscosity 𝜂𝐸+ (𝜀) as a function of Hencky strain 𝜀 for
association strengths 𝛼 = 1, 3, 4, 6, 8, and 10 at a Wi = 4. A cross indicates the strain at
which cavities are observed for 𝛼 = 8 and 10. (b) Terminal viscosities computed by
averaging 𝜂𝐸 over the strain interval from 5 to 10 versus Wi for 𝛼 = 1, 3, 4 and 6.
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4.4 Results
The startup extensional viscosities 𝜂𝐸+ (ɛ) versus  for 𝑊𝑖 = 4 for melts with
interaction ratio α varying from 1-10 are plotted in Figure 4.2a. As α increases, our
simulations capture the experimentally 10 observed transition from steady flow to solid-like
yield and failure. For 𝜀𝑠 ≤ 4, 𝜂𝐸+ (ɛ) increases monotonically until approaching a plateau at
large strain. For 𝛼 = 6, the startup viscosity increases non-monotonically, exhibiting an
overshoot around strain 𝜀~2 and reaches a steady-state by 𝜀~4. As illustrated in Figure
4.1, this change in behavior is associated with the heterogenous breakup and flow of the
system. For α ≥ 8, the stress maximum becomes more pronounced and is followed by a
sudden drop in stress due to rapid strain localization and cavity formation. These cavitation
events, shown in Figure 4.3, are probably precursors to the runaway strain localization and
macroscopic failure observed in filament stretching experiments.10

Figure 4.3: Snapshots of systems with interaction ratio α= 10 with cavities for Wi= 4 at
strain 𝜀 = 0, 2.4 (maximum stress) and 𝜀 = 3. Non-associating beads, stickers and cavities
are visualized by red, yellow, and blue colors, respectively.
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The transition to solid-like yield, as the interaction ratio α increases, produces a
massive rise in the terminal extensional viscosity, as shown in Figure 4.2b for 𝜀𝑠 from 1-6
and 𝑊𝑖 from 0.5-32. At 𝑊𝑖 = 0.5, E increases by two orders of magnitude as 𝜀𝑠 increases
from 1 to 6. Considering that only 5% of monomers are driving this large change in
macroscopic dissipation, it is no wonder that these materials are so challenging to formulate
and process. Interestingly, while all systems differ in dramatically in their dissipation at
low 𝑊𝑖, they all approach a similar plateau in viscosity at high rates, 𝑊𝑖 > 10. This
convergence appears to be due to fragmentation of the clusters in sufficiently strong flows.
In equilibrium, the average size of clusters increases significantly with increasing
interaction ratio α, 34 but we will show that strong extensional flow breaks up these clusters
into smaller fragments. In non-associating homopolymers, stress growth and steady-state
dissipation are controlled by chain conformations elongating within the entanglement
network. However, for these strongly associating systems, polymer elongation is instead
mediated - or locally hindered - by chains coupling to a transient network of associating
clusters. This produces enhanced strain hardening at all elongation rates, as shown in
Figure 4.4(a) which compares the stress – strain curves of 𝛼 = 1 and 6 systems for Wi from
0.5-32. Associating melts show large and roughly linear growth in stress with strain at all
rates, while non-associating melts exhibit much lower initial slopes and delayed strain
hardening that only becomes appreciable above strains ~ 2.
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Figure 4.4: (a) Extensional stress σex for interaction ratio 𝛼 = 1 (dash lines) and 6 (solid
lines) and (b) average cluster size <Nc> as a function of strain 𝜀 for 𝛼 = 6 and Wi = 0.5, 4,
16, and 32.

The large stresses produced by elongating the chains drive the breakup of larger
clusters of associating beads, reducing the average cluster size as shown in Figure 4.4(b).
A cluster’s size is defined by the number of associating beads within 1.5 σ of another
member of the cluster. Similar results are obtained for cutoff distances of 1.4 and 1.6 σ.
The average cluster size decreases gradually with increasing extensional stress and reaches
a constant value for strains 𝜀 ∼ 3. This cluster fragmentation process alters the temporary
network and the coupling of chain conformations to the macroscopic flow, which can
produce the heterogenous behavior seen in Figure 4.1.
The probabilities 𝑃(𝑁𝑐 ) of associating clusters of sizes 𝑁𝑐 for 𝛼 = 2 − 6 are shown
in Figure 4.5 for equilibrium and for Wi = 1 and 8. The average < 𝑁𝑐 >for all systems and
𝑊𝑖 are shown in the inset of Figure 4.4(c). In equilibrium, both 𝑃(𝑁𝑐 ) and the average
cluster size 𝑁𝑐 change significantly and qualitatively as the strength of the associating
groups increases from 𝛼 = 2 to 6. At 𝛼 = 2, the most common cluster size is ∼ 1 bead
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with a tail extending to larger sizes. As strength increases, 𝑃(𝑁𝑐 ) develops a well-defined
peak of larger clusters. However, these differences diminish with increasing 𝑊𝑖 as the flow
breaks up larger clusters into smaller ones, producing distributions at low 𝑁𝑐 that converge
toward a common curve. Notably, for 𝛼 = 6, the system has no small clusters (𝑁𝑐 < 10)
in equilibrium, but by 𝑊𝑖 = 8, the flow-induced fragmentation process generates a
distribution of small clusters that is qualitatively like the distributions of systems with
weaker associations. At the highest Wi, 𝑃(𝑁𝑐 ) becomes independent of 𝛼 as the flow
becomes so strong that it overpowers the associative interactions. This coincides with the
high-rate convergence of the terminal viscosity (Figure 4.2b). In this regime, advection
drives the clusters to form and dissolve so rapidly that the viscosity becomes independent
of the strength of the associating groups.

Figure 4.5: Probability P(Nc) as a function of cluster size Nc for interaction ratio α = 2 –
6, (a) at equilibrium (b) for Wi = 1 and (c) Wi = 8. Inset shows the average cluster size
<Nc> as a function of Wi for corresponding systems.

To capture these kinetics, the average contact lifetime of two associating beads was
determined by measuring the time two associating group remain continuously in contact.
Here, two beads are in contact if separated by a distance less than 1.5 σ. In equilibrium,
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for α > 3 the average contact lifetime is immeasurably large (larger than the simulation
time). However, under flow, the average lifetimes are significantly reduced as most
associating groups stay in contact for very short times, less than 0.5τ, before separating.
This indicates that cluster fragmentation is dominated by advection, especially as cluster
strengths increase. Interestingly, while fragmentation depends on mean cluster sizes, we
find that the distribution of pair-wise contact lifetimes becomes independent of Wi for large
Wi.

Figure 4.6: Distribution function P(R) of the end-to-end distance R for α = 1, 3 and 6 for
Wi=0.5, 4 and 32 for strain 𝜀 = 1, 2 and 5. Black and blue dot-dashed lines corresponding
to P(R) for equilibrium and average over strain interval 5-10, respectively.

The heterogeneous breakup of clusters drives a dynamic heterogeneity in the
elongation of individual polymer chains. Figure 4.6 shows the probability distributions
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P(R) of the end-to-end distances R of chains at several strains for Wi = 0.5, 4 and 32. For
the non-associating system (α = 1), a narrow distribution at small R in equilibrium
transitions to a narrow distribution at a large R by moving through a transient broad
distribution. This intermediate broadening occurs because the susceptibility of individual
chains to align in the flows depends upon their initial orientation and conformation, but
eventually all the chains become elongated to a degree that increases with increasing Wi 24,
25

. For strongly interacting associating groups (𝛼 = 6), a fraction of chains stretch out,

broadening the distribution, while other chains resist alignment because they are trapped
within unyielding associating complexes. This produces a broad bimodal 𝑃(𝑅) as strain
localizes and is accommodated by some chains that have been pulled taut enough to break
free of anchoring points within large clusters.
The heterogeneous elongation of chains produces a self-reinforcing feed-back with
the cluster dynamics. As chains elongate toward full extension, they must maintain their
backbone contour length, which inhibits the advection of larger clusters. This tends to
reduce the size of clusters that elongated chains can participate in, which makes them even
easier to elongate, further amplifying the effect. This feedback produces cross-correlations
in 𝑃(𝑅) and 𝑃(𝑁𝑐 ). These results highlight that chain and cluster dynamics are highly
correlated during nonlinear flow, and that these correlations can produce large changes in
nanoscale structure and dynamics that can be used to engineer the nanoscale response of
associating polymers to macroscopic deformations.
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4.5 Conclusions
Our simulations have identified how a small fraction of associating groups along
polymer backbones can dramatically alter the structure, dynamics, and deformation
behavior of unentangled polymer melts. Increasing the association strength dramatically
enhances both the extensional viscosity and strain hardening until systems eventually
develop a yield-like overshoot and fail by cavitation. For intermediate interaction strengths
∼ 3 − 6 𝑘𝐵 𝑇 and low rates, systems flow with an additional dissipation due to the work of
breaking associations. As rates increase, chains develop a bimodal, stretching dynamics
due to the heterogeneous breakup of associating clusters that localizes elongation in a
fraction of the chains. Elongated chains hinder cluster convection and rapidly pull out of
larger clusters, which makes it easier for them to elongate further.
In the limit of high strain rates, the viscous dissipation of all systems converges
toward a common value independent of association strength 𝛼 and strain rate. This appears
to be due to the correlated dynamics of chain elongation and clusters fragmentation driving
the cluster-size distribution 𝑃(𝑁𝑐 ) toward a system-independent distribution in strong flow.
Our results suggest that its unlikely experiments can get to a strain interval where
there is a robust steady-state as the dynamics are too slow relatively to the strain limitations
of experiments. However, these distributions can still be useful tools for understanding
these highly correlated dynamics in transient flows. The approach of all systems towards a
common limiting distribution at high-rates provides a useful waypoint for rationalizing
processing trends and constructing new theories. It also raises fundamental questions about
whether similar behaviors occur during the elongation of other aggregating systems, such
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as physical gels. These correlations between cluster fragments, chain stretching, and
elongational flow offer new insights into the rich mechanisms governing the rheology of
large class of dense soft matter.
4.6 Acknowledgements
D.P. gratefully acknowledges DOE Grant No. DE-SC007908. The authors kindly
acknowledge the use of computational resources provided by NSF MRI-1725573. This
work was made possible in part by advanced computational resources deployed and
maintained by Clemson Computing and Information Technology. This work was supported
by the Sandia Laboratory Directed Research and Development Program. This work was
performed, in part, at the Center for Integrated Nanotechnologies, an Office of Science
User Facility operated for the U.S. Department of Energy (DOE) Office of Science. Sandia
National Laboratories is a multimission laboratory managed and operated by National
Technology & Engineering Solutions of Sandia, LLC, a wholly owned subsidiary of
Honeywell International, Inc., for the U.S. DOEs National Nuclear Security
Administration under Contract No. DENA-0003525. The views expressed in this article do
not necessarily represent the views of the U.S. DOE or the United States Government.

4.7 References

(1) Beris, A. N.; Horner, J. S.; Jariwala, S.; Armstrong, M.; Wagner, N. J. Recent advances
in blood rheology: A review. Soft Matter 2021, 17, 10591-10613.

72

(2) Stein, D. B.; De Canio, G.; Lauga, E.; Shelley, M. J.; Goldstein, R. E. Swirling
instability of the microtubule cytoskeleton. Phys. Rev. Lett. 2021, 126 (2), 028103.
(3) Hopkins, C. C.; Haward, S. J.; Shen, A. Q. Tristability in viscoelastic flow past sideby-side microcylinders. Phys. Rev. Lett. 2021, 126 (5), 054501.
(4) de Souza, G.; Tarpani, J. R. Interleaving CFRP and GFRP with a Thermoplastic
Ionomer: The Effect on Bending Properties. Appl. Compos. Mater. 2021, 28, 559-572.
(5) Li, B.; Zhang, C.; Peng, F.; Wang, W.; Vogt, B. D.; Tan, K. 4D printed shape memory
metamaterial for vibration bandgap switching and active elastic-wave guiding. J. Mater.
Chem. C 2021, 9, 1164-1173.
(6) Wang, W.; Madsen, J.; Genina, N.; Hassager, O.; Skov, A. L.; Huang, Q. Toward a
Design for Flowable and Extensible Ionomers: An Example of Diamine-Neutralized
Entangled Poly (styrene-co-4-vinylbenzoic acid) Ionomer Melts. Macromolecules 2021,
54 (5), 2306-2315.
(7) Seiffert, S.; Kumacheva, E.; Okay, O.; Anthamatten, M.; Chau, M.; Dankers, P. Y.;
Greenland, B. W.; Hayes, W.; Li, P.; Liu, R. Supramolecular polymer networks and gels;
Springer, 2015.
(8) Zhang, Z.; Huang, C.; Weiss, R.; Chen, Q. Association energy in strongly associative
polymers. J. Rheo. 2017, 61, 1199-1207.
(9) Zhang, Z.; Chen, Q.; Colby, R. H. Dynamics of associative polymers. Soft Matter 2018,
14, 2961-2977.
(10) Hinton, Z. R.; Alvarez, N. J. The trade-off between processability and performance in
commercial ionomers. Rheol. Acta 2019, 58, 499-511.

73

(11) Hinton, Z. R.; Shabbir, A.; Alvarez, N. J. Dynamics of supramolecular self-healing
recovery in extension. Macromolecules 2019, 52, 2231-2242.
(12) Israelachvili, J. N. Intermolecular and surface forces; Academic press, 2015.
(13) Wu, S.; Chen, Q. Advances and New Opportunities in the Rheology of Physically and
Chemically Reversible Polymers. Macromolecules 2021, 55, on line.
(14) Eisenberg, A. Clustering of ions in organic polymers. A theoretical approach.
Macromolecules 1970, 3, 147-154.
(15) Shabbir, A.; Huang, Q.; Chen, Q.; Colby, R. H.; Alvarez, N. J.; Hassager, O. Brittle
fracture in associative polymers: the case of ionomer melts. Soft Matter 2016, 12, 76067612.
(16) Shabbir, A.; Huang, Q.; Baeza, G. P.; Vlassopoulos, D.; Chen, Q.; Colby, R. H.;
Alvarez, N. J.; Hassager, O. Nonlinear shear and uniaxial extensional rheology of
polyether-ester-sulfonate copolymer ionomer melts. J. Rheol. 2017, 61, 1279-1289.
(17) Ling, G. H.; Wang, Y.; Weiss, R. Linear viscoelastic and uniaxial extensional
rheology of alkali metal neutralized sulfonated oligostyrene ionomer melts.
Macromolecules 2012, 45, 481-490.
(18) Wu, S.; Cao, X.; Zhang, Z.; Chen, Q.; Matsumiya, Y.; Watanabe, H. Molecular design
of highly stretchable ionomers. Macromolecules 2018, 51, 4735-4746.
(19) Wingstrand, S. L.; Alvarez, N. J.; Huang, Q.; Hassager, O. Linear and nonlinear
universality in the rheology of polymer melts and solutions. Phys. Rev. Lett. 2015, 115,
078302.

74

(20) Morelly, S. L.; Palmese, L.; Watanabe, H.; Alvarez, N. J. Effect of finite extensibility
on nonlinear extensional rheology of polymer melts. Macromolecules 2019, 52, 915-922.
(21) Costanzo, S.; Huang, Q.; Ianniruberto, G.; Marrucci, G.; Hassager, O.; Vlassopoulos,
D. Shear and extensional rheology of polystyrene melts and solutions with the same
number of entanglements. Macromolecules 2016, 49, 3925-3935.
(22) André, A.; Shahid, T.; Oosterlinck, F.; Clasen, C.; Van Ruymbeke, E. Investigating
the transition between polymer melts and solutions in nonlinear elongational flow.
Macromolecules 2021, 54, 2797-2810.
(23) Shahid, T.; Clasen, C.; Oosterlinck, F.; van Ruymbeke, E. Diluting entangled
polymers affects transient hardening but not their steady elongational viscosity.
Macromolecules 2019, 52, 2521-2530.
(24) O’Connor, T. C.; Alvarez, N. J.; Robbins, M. O. Relating chain conformations to
extensional stress in entangled polymer melts. Phys. Rev. Lett. 2018, 121, 047801.
(25) O’Connor, T. C.; Hopkins, A.; Robbins, M. O. Stress relaxation in highly oriented
melts of entangled polymers. Macromolecules 2019, 52, 8540-8550.
(26) Ianniruberto, G.; Marrucci, G. Molecular dynamics reveals a dramatic drop of the
friction coefficient in fast flows of polymer melts. Macromolecules 2020, 53, 2627-2633.
(27) Ianniruberto, G.; Marrucci, G.; Masubuchi, Y. Melts of linear polymers in fast flows.
Macromolecules 2020, 53, 5023-5033.
(28) Ianniruberto, G.; Brasiello, A.; Marrucci, G. Simulations of fast shear flows of PS
oligomers confirm monomeric friction reduction in fast elongational flows of

75

monodisperse PS melts as indicated by rheooptical data. Macromolecules 2012, 45, 80588066.
(29) Yaoita, T.; Isaki, T.; Masubuchi, Y.; Watanabe, H.; Ianniruberto, G.; Marrucci, G.
Primitive chain network simulation of elongational flows of entangled linear chains:
Stretch/orientation-induced reduction of monomeric friction. Macromolecules 2012, 45,
2773-2782.
(30) Baig, C.; Mavrantzas, V. G.; Kroger, M. Flow effects on melt structure and
entanglement network of linear polymers: Results from a nonequilibrium molecular
dynamics simulation study of a polyethylene melt in steady shear. Macromolecules 2010,
43, 6886-6902.
(31) McIlroy, C.; Olmsted, P. D. Deformation of an amorphous polymer during the fusedfilament-fabrication method for additive manufacturing. J. Rheol. 2017, 61, 379-397.
(32) Schaefer, C.; Laity, P. R.; Holland, C.; McLeish, T. C. Stretching of Bombyx mori
Silk Protein in Flow. Molecules 2021, 26 (6), 1663.
(33) Schaefer, C.; McLeish, T. C. B. Theoretical rheo-physics of silk: Intermolecular
associations reduce the critical specific work for flow-induced crystallisation.
arXiv:2112.01965 2021.
(34) Senanayake, M.; Perahia, D.; Grest, G. S. Effects of interaction strength of associating
groups on linear and star polymer dynamics. J. Chem. Phys. 2021, 154, 074903.
(35) Kremer, K.; Grest, G. S. Dynamics of entangled linear polymer melts: A molecular‐
dynamics simulation. J. Chem. Phys. 1990, 92, 5057-5086.

76

(36) Auhl, R.; Everaers, R.; Grest, G. S.; Kremer, K.; Plimpton, S. J. Equilibration of long
chain polymer melts in computer simulations. J. Chem. Phys. 2003, 119, 12718-12728.
(37) Grest, G. S. Communication: Polymer entanglement dynamics: Role of attractive
interactions. J. Chem. Phys. 2016, 145 (14), 141101.
(38) Daivis, P. J.; Todd, B. A simple, direct derivation and proof of the validity of the
SLLOD equations of motion for generalized homogeneous flows. J. Chem. Phys. 2006,
124 (19), 194103.
(39) Dobson, M. Periodic boundary conditions for long-time nonequilibrium molecular
dynamics simulations of incompressible flows. J. Chem. Phys. 2014, 141, 184103.
(40) Nicholson, D. A.; Rutledge, G. C. Molecular simulation of flow-enhanced nucleation
in n-eicosane melts under steady shear and uniaxial extension. J. Chem. Phys. 2016, 145,
244903. DOI: 10.1063/1.4972894.
(41) Doi, M.; Edwards, S. F. The theory of polymer dynamics; oxford university press,
1988.
(42) O’Connor, T. C.; Ge, T.; Rubinstein, M.; Grest, G. S. Topological linking drives
anomalous thickening of ring polymers in weak extensional flows. Phys. Rev. Lett. 2020,
124 (2), 027801.
(43) Borger, A.; Wang, W.; O’Connor, T. C.; Ge, T.; Grest, G. S.; Jensen, G. V.; Ahn, J.;
Chang, T.; Hassager, O.; Mortensen, K. Threading–unthreading transition of linear-ring
polymer blends in extensional flow. ACS Macro Lett. 2020, 9, 1452-1457.
(44) Sukumaran, S. K.; Grest, G. S.; Kremer, K.; Everaers, R. Identifying the primitive
path mesh in entangled polymer liquids. J. Polym. Sci. B Polym. Phys. 2005, 43, 917-933.

77

(45) Hoy, R. S.; Foteinopoulou, K.; Kröger, M. Topological analysis of polymeric melts:
Chain-length effects and fast-converging estimators for entanglement length. Phys. Rev. E
2009, 80, 031803.
(46) Ge, T.; Robbins, M. O.; Perahia, D.; Grest, G. S. Healing of polymer interfaces:
Interfacial dynamics, entanglements, and strength. Phys. Rev. E 2014, 90, 012602.
(47) Thompson, A. P.; Aktulga, H. M.; Berger, R.; Bolintineanu, D. S.; Brown, W. M.;
Crozier, P. S.; in't Veld, P. J.; Kohlmeyer, A.; Moore, S. G.; Nguyen, T. D. LAMMPS-A
flexible simulation tool for particle-based materials modeling at the atomic, meso, and
continuum scales. Comput. Phys. Commun. 2021, 271, 108171.

78

CHAPTER FIVE
RESPONSE OF SULFONATED POLYSTYRENE MELTS TO NONLINEAR
ELONGATION FLOWS

5.1 Abstract
Ionizable polymers form dynamic networks with domains controlled by two
distinct energy scales, ionic interactions and van der Waals forces, that evolve under
elongational flows during their processing into viable materials. Molecular level insight of
their non-linear response, paramount to controlling their structure, is attained by fully
atomistic molecular dynamics simulations of a model ionizable polymer, randomly
sulfonated polystyrene. As a function of increasing elongational flow rates, these networks
display an initial elastic response followed by an ionic strength dependent strain hardening,
and eventually strain-thinning. Flow-driven ionic assembly dynamics that continuously
break and reform, control the response of the melts, resulting in a heterogeneous
distribution of chain elongation.
5.2 Introduction
Macromolecules behavior under flow and shear is in the core of their processing
into variable materials.1-3 Their response to shear and extensional flow has shed light on
fundamental characteristics that lead to the unique viscoelastic properties of polymers,4, 5
where any constraint such as chemical6, 7 or physical8, 9 crosslinks, or entanglements10, 11
have profound effects on their response.12, 13 Flow often drives stretching and alignment
of macromolecules resulting in shear thinning and crystallization.14, 15 With significant
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ongoing efforts to resolve the effects of elongational flow on entangled flexible and
semiflexible polymers,15, 16 little is known on the response of macromolecules that consist
of multiple chemically distinct segments, with district but different interactions, within
one chains. Here using fully atomistic molecular dynamics (MD) simulations, we study
the effects of elongational flow on polymers with distinct chemical groups whose behavior
is controlled by vastly different energy scales.
Significant number of macromolecules, with an immense technological impact,2, 3
consist of more than one component resulting in fluids whose structure and dynamics are
controlled by distinct energy scales. One such a class is formed by ionizable polymers
whose melt structure consists of ionic assemblies, either as clusters or as continues
networks, controlled by electrostatic interactions, in a matrix of nonionic polymers,
controlled by van der Waals forces.17, 18 These polymers are characterized by higher melt
and solution viscosities compared with their non-ionic homologues, attributed to interchain
associations of the ionic groups that slow chain relaxation. The properties of these
polymers depend not only on the chemical structure of the polymer but also on the number,
strength, and distribution of the ionic groups.12, 19-27 Fundamentally, the challenge lies in
the response of a system that consists of two distinct energy scales, van der Waals
interactions that dominates the non-ionic domains, and electrostatic interactions that are
typically an order of magnitude stronger.1, 18
Experiments28, 29 and simulations16, 30 have shown that chemically distinct polymer
melts whose inherent stress relaxation characteristics follows similar scaling, exhibit
different behavior in elongational flows. Ongoing studies have focused on the response of
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flexible and semiflexible polymers whose motion is constrained by entanglements.10, 11, 31
In these systems, flow effects have been theoretically attributed to different phenomena,
all pointing to reduction in the entanglement time e, of the polymers. One approach
constitutes extending equilibrium theories of entangles melts, envisioning the
entanglement as dynamic constraints that becomes highly anisotropic under flow, affecting
the entanglement length.32-35

O’Conner et al.30 described the chain relaxation by

equilibrium parameters such as the Rouse time and disentanglement times. On the other
hand, Ianniruberto et al. and Costanzo et al. have shown that under flow the monomeric
friction between polymeric chains decreases as they align, leading to a decrease in τe with
increasing flow rate.36, 37
On route to understanding the response of polymers to elongational flows, we38
recently probed associative polymers, macromolecules that assemble due to attraction
between distinctive groups along their backbone, using a coarse-grained (CG) bead spring
model. The interaction strength of the associating groups, which was randomly introduced
along the backbone was varied.

We found that the heterogeneous breakup of the

associative clusters under flow drive dynamic heterogeneity of the chains and
nanostructured flow patterns that could impact the processing of complex fluids.
This coarse-grained study provides a first glimpse into the response of associating
polymers to elongational flows. However, controlling the response of ionizable polymer
networks requires the atomistic details that determine the structure of the ionic assemblies
and the chain conformation. It is particularly critical since the actual morphology of the
ionic assemblies, including spherical, elongated and even ladder-like structures24 to those
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of continuous networks, depends on the degree of ionization of the polymers and
electrostatic surroundings affecting the macroscopic dynamics of these networks.
The current study explores molecular length scale effects of elongational flow of
intrinsically unentangled melts of sulfonated polystyrene (SPS) in its sodium salt form, as
the number of ionizable groups tethered is varied from a fraction f = 0 to 0.55 of the
available sites. This sulfonation levels span the range from the ionomer regime, where
distinct clusters are formed, to the polyelectrolyte regime where the melts consist of
bicontinuous ionic-nonionic domains. We find that dynamic nature of the ionizable
clusters is in the core of the response of ionizable polymers to elongational flow, where the
molecular insight offers significant new grasp of the response of distinctive domains,
formed in ionizable polymers.
5.3 Model and simulation methods
Sulfonated atactic polystyrene molecules of molecular weight ~ 11000 g/mol (106
monomers) were constructed using Polymer Builder and Amorphous Cell modules in
BIOVIATM Materials Studio. Sulfonation groups were randomly added along each chain
to reach the desired fraction. The five systems contained a total of 148, 148, 138, 145 and
148 unique molecules for f = 0, 0.9, 0.20, 0.35 and 0.55 respectively. The All-Atom
Optimized Potentials for Liquid Simulations (OPLS-AA) force field39-41 was used to model
the interactions. Additional parameters for the sulfonate groups are specified in references
44-46.42, 43 Each system was equilibrated at T=500K, following the procedure described in
Mohottalalage et al.25 and then run for 1000 ns.
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To model uniaxial extensional flow, melts are elongated along the z-axis at a
constant Hencky strain rate 𝜀 ≡ 𝜕lnL(t)/𝜕𝑡, where L(t) is the length of the simulation cell
at time t in the elongation direction. Since the melts are nearly incompressible, the two
perpendicular directions are contracted to keep the density constant. Flow is maintained
by integrating the g-SLLOD equations of motion, and generalized Kraynik-Reinelt
boundary conditions are used to prevent the simulation box from becoming too small in
the perpendicular directions.44, 45 The extensional stress 𝐸 is difference between the stress
component along the extension axis (z-axis) and the average stress in the transverse
directions. The transient extensional viscosity (stress growth coefficient) 𝜂𝐸+ =𝐸 /̇ . These
simulations can achieve uniaxial elongational flows with large strains and enables us to
access steady-state statistics in our atomistic samples. The steady-state properties are
obtained by averaging simulation data over an interval of strain ε from 5 to 10 which
corresponds to stretch λ = L(t)/L(0) from ~ 150-22000. This large range of extensions is
typically not achieved experimentally.46-48 Over this range of strain, the stress fluctuates
about a well-defined average value. In this regime, we denote the average steady-state
viscosity by ηE to distinguish from the early time transient viscosity 𝜂𝐸+ (𝜀). In the present
study, we varied the strain rate from ɛ̇ =107.5 to 109 s-1. All simulations were carried out
using LAMMPS with a time step of δt=1 fs.
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5.4 Results
Visualization of the various constituents of the melts at low and at high strain rates
presented in Figure 5.1. As the response of the system differs significantly at low and high
strain rates, different length scales are depicted in the visualization.

Figure 5.1: (a) Visualization of an isolated cluster of SO3− groups (yellow and red spheres
are sulfur and oxygen respectively) at the indicated strain ɛ for f = 0.20 and 𝜀̇=109 s-1,
plotted with representative associated polymers chains. The different colors represent
distinct chains. Black arrow corresponds to the flow direction. (b) Snapshots of the polymer
backbone for strain ε = 10 for the indicated sulfonation levels for 𝜀̇=108 s-1. Chains are
colored according to their end-to-end distance R.

In Figure 5.1a, a representative cluster and the chains tethered to the sulfur groups
are depicted for low strain, while in Figure 5.1b, the backbone of the chains is visualized
at high strain ɛ =10. At low strain, the chains first stretch and retract, typical for the elastic
regime. Increasing the strain results in breakup of the clusters. At high strain, a significant
heterogeneity of chain elongation is observed as shown in Figure 5.1b. This heterogeneity
increases significantly with f. The intermix of chain elongation is attributed to constraints
exerted on the chains by the ionic clusters. With increasing f, both the size and the number
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of clusters as well as the degree of continuity of the ionic assemblies all increase, resulting
in larger inhomogeneity in chain elongation.

Figure 5.2: Transient extensional stress +
𝐸 (𝜀) as a function of strain 𝜀 at the indicated
sulfonation fraction f for (a) low strain 𝜀 and (b) for the entire range of strains 𝜀 up to 10
for 𝜀̇=108.5 s-1. (c) Average rms end-to-end <𝑅 2 >1/2 of the chains for 𝜀̇=108.5 s-1and (d)
average size of the ionic cluster <𝑁𝑐 > for f = 0.20 for shear rates 𝜀̇=107.5 s-1, 108.0 s-1, 108.5
s-1, and 109.0 s-1, from top to bottom.
The chain response in terms of the transient extensional stress 𝐸+ (𝜀) as a function
of strain is presented in Figure 5.2, together with the corresponding chain dimensions and
average cluster size. At low strain rates (Figure 5.2a) an initial linear response (0 <  < 0.1)
is observed for all ionizable polymers (f > 0), followed by strain-hardening up to a strain 
~ 1-3. At larger strains, the system softens. An initial elastic response is typical for many
polymers. However strain hardening has been observed experimentally by Shabbir et al.9
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and Stadler et al.49 for limited number of polymers but the molecular origin is yet to be
determined.
In the initial region the average chain dimension does not change as shown in
Figure 5.2c. This region is well described by traditional rubber elasticity. With increasing
strain rates, the stress increases, indicative of a strain hardening regime which is rather
surprising for unentangled melts.

Practically while the polymer backbone is at

temperatures above their glass transition temperature (i.e., in the liquid phase), the presence
of ionic assemblies drives strain hardening, a behavior which is typical to solids. A close
look at <R2>1/2 shows that the chains elongate as the clusters break as shown in Figure 5.2d
for f=0.20. Thus, the hardening is attributed to the work to break up the clusters and stretch
the chains. At higher strain, the stress decreases, indicative of softening of the melt. This
softening is attributed to the dynamic nature of the ionizable assemblies that form and
reform under elongational flows.38 In absence of ionizable groups, f=0, the chain assumes
different characteristics where hardly any strain-hardening is observed.

Figure 5.3: (a) Elastic modulus E, and (b) hardening modulus H, as a function of
sulfonation fraction f.
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𝜎+ (𝜀)

From classical rubber elasticity, the modulus 𝐸 = 𝜆2𝐸−−1. Results for E as a
function of sulfonation fraction f are shown in Figure 5.3a. E increases linearly with
sulfonation fraction and is essentially independent on the extensional strain rates. The
hardening modulus H is shown Figure 5.3b increases with f all extensional strain rates. The
hardening modulus for PS (f = 0) is independent of strain rates and slightly increases with
strain rates up to f~0.2 (in the ionomer regime).
With increasing f to the polyelectrolyte region, H increases significantly with the
strain rate. In the polyelectrolyte region, the ionic assemblies form larger continuous
networks where constant formation and breaking up of clusters in the presence of
extensional flows becomes a more convoluted process.

Figure 5.4: Terminal viscosities ηE versus extensional strain rate ɛ̇ for the indicated
sulfonation fractions.
The steady-state viscosity ηE is shown in Figure 5.4, decreases with increasing
extensional rate ɛ̇  for all f indicative of strain thinning. The thinning exponent β = -0.6
for f = 0 which is consistent with recent experiments by Sridhar et al.50 and Marrucci et

87

al.51 where they observed similar trends of thinning behavior with β = -0.5 for PS melts.
As the sulfonation fraction increases, β decreases from -0.6 for f = 0 to -0.9 for f = 0.55,
suggesting a stronger extensional thinning with increasing sulfonation fractions. With the
polymer backbone reaching their largest extension at strains of ~4 for f > 0, the shear
thinning is attributed to the dynamic nature of the clusters whose average size increases
with increasing sulfonations.
The interrelation between ionic assemblies and chain conformation under flow is
in the core of the response of the polymer. The probability distribution P(R) of the end-toend distances of the chains, under flow are shown in Figure 5.5a. The non-sulfonated PS (f
=0) exhibits a well-defined distribution at small R in equilibrium (quiescent melts, not
exposed to flow).

Figure 5.5: (a) Distribution P(R) of the end-to-end distance R for f= 0 and 0.35 in
equilibrium and at 2 extension rates. Curves are shifted by 0.045 for clarity. (b P(R) at ɛ̇ =
107.5 s-1 for 5 values of f. Curves are shifted by 0.01 vertically for clarity. P(R) after
secession of flow at a rate of ɛ̇ = 107.5 s-1 and strain 𝜀 = 10 for (c) f = 0 and (d) for f = 0.2.
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As expected,16, 29, 30, 48, 52 the peak of the end-to-end distribution shifts to larger R,
indicative that the chains under elongational flow. However, for f > 0, continuous break up
and reform of ionic clusters lead to heterogeneity in the elongation of individual polymer
chains. As a result, a broad distribution of the end-to-end distance R is observed at
respective extensional rates as shown in Figure 5.5b. The peak intensity corresponding to
the distribution at a large R decreases with f, further indicates the nonlinear deformation
causes ionic clusters to breakup and reorganize rapidly as chains elongate in the flow field.
The ionic assemblies clearly control the response of the polymers to elongational flows
that are exerted during processing. Understanding the relaxation of the ionizable polymers
following succession of elongational flows provides is critical to controlling their structure.
P(R) at different times following succession of flow is shown in Figure 5.5c,d for f=0 and
f=0.20. For f=0, the chains partially relax over this time as the diffusive time d, is longer
than the simulation time. This is consistent with recent studies O’Connor et al.30 that
showed that independent of the initial alignment, extended noncharged chains relax back
to equilibrium conformations on times ~2 d. However, upon increasing the number of
ionic groups, a slower retraction is observed for f = 0.09 (not shown) and almost no
retraction is detected for f=0.20 on the time scale of our studies. The chain relaxation
process of the elongational flow induced aligned state is considerably slower for SPS
systems compare with PS.
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5.5 Conclusions
Here, using atomistic molecular simulations we determined the effects of uniaxial
elongational flow on SPS melts at sulfonation levels that captures the ionomer and
polyelectrolyte regimes. For all f >0, with increasing flow rates an elastic region at small
strain is observed followed by strain hardening, a behavior which is typical to solids, and
is attributed to the presence of ionic clusters that constrain the chain motion and impact
their elongation. At higher strain, the clusters break and reform driving a softening of the
melts. The incorporation of sulfonate groups onto PS chains produced a significant increase
in the transient stress in the presence of extensional flows. Increasing sulfonation levels
increases the extensional stress. The stress develops an overshoot for SPS and the
amplitude of the stress overshoot increases with increasing sulfonation level. In parallel,
the extensional viscosity of ionomers increases with decreasing strain rate. This is true for
all systems investigated however, as the sulfonation level increases the shear-thinning
becomes stronger as β decreases.
Substantial heterogeneity in chain stretching is observed for higher sulfonated PS
because chains that are trapped within ionic clusters show resistance to align in the
presence of extensional flows. This is in accordance with the general trend that the ionic
polymer become non-processable at higher ion contents. These ionic clusters undergo
continuous strain induced breakup and reassociation of ionic groups under flows. Chain
retraction during relaxation from aligned states is closely monitored. These relaxation
processes are sensitive to the clusters, leading to slow relaxation of the polymer chains.
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Overall, many observations reported through computational studies provide a molecular
level insight into long-lived challenges in ionic polymer processing.
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CHAPTER SIX
MOLECULAR INSIGHT INTO DYNAMICS OF SPARSE IONOMER NETWORKS

6.1 Abstract
Tethering ionizable groups to polymers drives formation of physical networks
through ionic assemblies, resulting in macroscopic constraints on the motion of the
macromolecules in melts and solutions. Resolving the molecular origin of this hindered
dynamics, however, remains a critical fundamental challenge whose resolution would
enhance control of processing of ionizable polymers. Here using quasi elastic neutron
scattering accompanied by molecular dynamics simulations, segmental dynamics of
slightly sulfonated polystyrene in solutions is studied as the ionic assemblies are tuned.
We find that the ionic assemblies act of a center of confinement where in cyclohexane the
chains are constrained in the vicinity of the ionic assemblies. Addition of small amount of
ethanol affects the packing of the ionizable groups within the assemblies and in turn
releases some of the confinement, enhancing dynamics.
6.2 Introduction
Ionizable groups tethered to polymers enable ion transport that in turn opens the
way to a large number of lightweight energy technologies including clean energy
generation and storage1, 2 as well as numerous biomedical applications.3, 4 The ionizable
groups drive assembly of the polymers, determining their structure and dynamics, as well
as their ion transport ability. Most notable is the immense impact even a small number of
ionizable groups, tethered to the polymer, have on constraining the motion of the entire
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chain.5-8 Though macroscopically these effects have been long demonstrated, particularly
by rheology, the molecular origin of the constraints across length and time scales, critical
to controlling the structure of these polymers through processing, remains unresolved.
With low ionic content sulfonated polystyrene as a model system, the current study probes
the segmental motion in a solution of cyclohexane as the dielectric constant of the solvent
is tuned.9 We find that the polymer motion is hindered in the vicinity of the ionic
assemblies, on the length scale of the Kuhn length, and a slight change in the solvent
electrostatics is sufficient to affect the packing of the ionizable groups, which in turn
enhances dynamics. These results provide new insight into a long-standing challenge with
a direct impact on the processing of ionizable polymers.
Our study is set to resolve the molecular basis that underlines constraints of ionic
assembly on segmental dynamics of ionizable polymers in solutions, using quasi elastic
neutron scattering10,

11

(QENS), with insight from molecular dynamics simulations.12

QENS captures the segmental motion of polymers on length scales of ca. 0.1-3 nm, on
time scales from picoseconds to nanoseconds.13 The technique has been instrumental
resolving constrained dynamics in a broad range of polymers and their complexes,14-18
including effects of the glass transition on segmental dynamics in melts as well as effects
of confinement by nano particles.19 As the ionic clusters hinder the macroscopic motion
of ionizable polymers8, 20-22 QENS has been used to probe dynamics in these systems.
Early studies of sulfonated polystyrene (SPS) in the polyelectrolyte regime23 and recent
studies, in polymers in the semicrystalline practices ionomers24, 25 have demonstrated the
ability of QENS to detect dynamics in these constrained systems. Further, the motion
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detected has been directly correlated with macroscopic properties and transport
characteristics of ionizable polymers.15, 16, 24-26
With the long-standing issue of how a very small number ionic assemblies constrain
macroscopic motion of polymer chains in melts and in solutions, the current study aims to
understand the constraint dynamics on SPS with a low number of associative groups, in
cyclohexane solutions, on a molecular level. SPS is a well-studied polymer particularly by
rheology, providing a reference for comparison to macroscopic dynamics. In the dilute
regime, SPS solutions offer a vehicle to understand the effects of confinement in the
vicinity of the ionic assemblies, and enables fine tuning of the packing of the ionic groups
through electrostatics.9
Specifically, SPS-cyclohexane solutions are studied as the temperature is varied
across Tθ ~307K for the polystyrene (PS) backbone in cyclohexane.

27-29

The study is

carried out at concentrations above the overlap concentration for PS of the same molecular
weight.30 The ionic assemblies are perturbed by tuning the dielectric constant of the
solution, through addition of small amounts of ethanol, a high dielectric constant solvent
ɛ=24.5 that is fully miscible in cyclohexane.
6.3 Materials and Methods
SPS with dispersity index of 1.04 and 3 mol% sulfonation in its acid form,
synthesized by anionic polymerization, were purchased from Polymer Source Inc.
Deuterated cyclohexane (d-cyclohexane), C6D12 (D, 99.5%) and deuterated ethanol (dethanol), C2D5OD (D, 99.0%), purchased from Cambridge Isotope Laboratories were used
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as received. The solutions were prepared in d-cyclohexane (weight fraction of cyclohexane,
fcyh=1.0) and in d-cyclohexane:d-ethanol 95:5 w/w (fcyh=0.95).
S(Q,E) measurements were made on BASIS, the backscattering silicon
spectrometer13 at the Spallation Neutron Source, Oak Ridge National Laboratory. Q is the
momentum transfer vector given by 𝑄 =

4𝑠𝑖𝑛



,  is the neutron wavelength,  is the

incident angle, and E is energy. Spectra were collected using a band of polychromatic
incident neutron beam with bandwidth centered at 6.4 Å. Scattered neutrons, with a
wavelength of 0 = 6.267 Å, were Bragg-reflected by the Si (111) analyzer crystals,
providing an energy transfer range of -100 to +100 μeV with a Q-averaged energy
resolution of 3.5 μeV (Full width at half maximum). The data from multiple detectors were
binned into six Q values, covering a Q range from 0.3 Å-1 to 1.3 Å-1. The stationary state
was obtained by measuring each sample at 20 K for all Q values. This function includes
the instrumental resolution as well as processes outside the dynamic instrumentation range,
not captured by the background, and is used in data reduction as a reference for the sample
with no motion. Data were collected for a temperature range of 300 K to 360 K. The
temperature was controlled using a closed cycle refrigerator with helium gas as the
refrigerant. All data were reduced using the Mantid platform31 and analyzed utilizing the
DAVE32 package. The samples were enclosed in cylindrical aluminum cans with an insert
providing 0.1mm thick sample, sealed with indium paste. The samples were weighed
before and after measurements to ensure that no solvent evaporation occurred.
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Neutron Analysis: Since the solvents are almost fully deuterated, the majority of the QENS
incoherent signal originates predominantly from the hydrogen on SPS. The measured
scattering intensity I(Q,E), which includes the dynamic structure factor S(Q,E) is given by

𝐼(𝑄, 𝐸) = [𝑝1 (𝑄 ) (𝐸) + (1 − 𝑝1 (𝑄))𝑆(𝑄, 𝐸)] ⊗ 𝑅(𝑄, 𝐸 ) +
𝐵(𝑄, 𝐸)

(6.1)

where p1(Q) is the elastic scattering contribution from the species that are immobile within
the detection range of the instrument. The Dirac delta function  (E) accounts for the
elastic scattering signal at zero energy transfer. The signal is convoluted with the
instrument resolution, R(Q, E) and a background term, B(Q, E), which accounts for the fast
processes that are outside the dynamic range of the instrument.33 The scattering
contribution from the solvent was subtracted from the polymer solution for QENS data
analysis.
Using DAVE,32 the data measured as S(Q,E) were converted to S(Q,), where 
is the frequency (E=ℏ) and convoluted with the Kohlrausch-Williams-Watt the KWW.34
The overall function is given by

𝑆𝐾𝑊𝑊 (𝑄, 𝐸) =

1



𝑖𝐸𝑡

∫ 𝑒𝑥𝑝 (
2  −

ℏ

𝑡

) 𝑒𝑥𝑝 (− 𝜏(𝑄)) 𝑑𝑡

(6.2)

where t is time,  is a stretched exponential and τ is characteristic relaxation time,
determined by the dynamics of the system. KWW has been successfully employed to
capture coupled dynamics processes34-37 in numerous polymeric systems.
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𝜏(𝑄)

The time average relaxation time is calculated by < 𝜏(𝑄) >= (



1

)  () where

Г is the Gamma-function at a particular value of .35 It is inversely proportional to the
dynamic processes in the system. The effective diffusion constant Deff is calculated by <
𝜏(𝑄) >= 𝐷

1
𝑒𝑓𝑓 𝑄

2

in Q range that follows Q2.

6.4 Results and discussion
The dynamic structure factor S(Q,E) was measured in SPS cyclohexane solutions,
over a Q range of 0.3 ≤ Q ≤ 1.3 Å-1, corresponding to dimensions of 4.8 Å to 21 Å. The
results at 300 K are presented in Figure 6.1a, together with the same data, normalized to
Imax(Q) in Figure 6.1b.

Figure 6.1: a) S(Q,E) as a function of energy E for a 10wt% solution of SPS with 3 mol%
random sulfonation in cyclohexane at T=300 K at the indicated Q values. The insert
presents a representative resolution function superimposed with the data at 300 K at Q=0.3
Å-1. b) the same data as in (a), normalized by Imax(Q). The solid black lines correspond to
KWW fits. (c) <τ(Q)> extracted from KWW fits as function of Q. The solid line is a guide
to the eye. The insert captures a representative ionic cluster tethered to representative SPS
chains obtained by molecular dynamics simulation.38
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With increasing Q, the spectral lines initially rapidly broaden, followed by a slower
increase of the linewidth. To analyze the data, a sum of two simple exponentials,
corresponding to a slow and a fast motion, was first attempted, in line with the fact that
ionizable polymers are confined by the formation of the ionic clusters, thus constitute a
confined and a non-confined reions.19 However, this model was not able to capture the
multitude of segmental dynamics in the entire measured Q range. The data are thus
analyzed in terms of a stretched exponential, using the KWW34 function. The results are
noted by the solid lines in Figure 6.1a and b and the average relaxation times, calculated
from this analysis, are plotted in Figure 6.1c. The values of β obtained from the fit are
between 0.7 to 0.8 and fluctuate within 5% error for all measurements. At low Q the
average relaxation times decrease rapidly with increasing Q up to ~0.8 Å-1, and plateau at
higher Q. The low Q region captures dimensions smaller than ~20 Å and cross over to a
plateau region at ~10 Å. These dimensions are slightly smaller than the interionic assembly
correlations commonly observed by SAXS for similar systems39, 40 and the cross over
occurs at the Kuhn length of PS. These dimensions suggest that the slower dynamics in
these low sulfonation levels arise in part to confinement of the chains to the ionic
assemblies.
With increasing temperature from 300 K to 360 K, across T ~ 307 K for PS, the
system becomes more dynamic for all Q values measured as manifested in the line
broadening, shown in Figure 6.2.
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Figure 6.2: S(Q,E) as a function of energy E for SPS in cyclohexane at the indicated three
Q values and temperatures. The solid lines correspond to KWW fits.

However, the temperature dependence of the spectral line shape depends on Q.
While at low Q (Figure 6.2a), the linewidth increases gradually with increasing
temperature, where at the highest Q measured (1.3 Å-1), the spectra below and above T
exhibit notably different line shapes. At the intermediate Q range, where segmental motion
in coupled to that of the ionic assembly, the temperature response is similar to that of the
high Q region but is distinguished at lower temperatures.
The average relaxation times, extracted from the analysis, are shown in Figure 6.3a.
<(Q)> decrease with increasing temperature for all Q values, but do not follow an
Arrhenius behavior. A clear distinction, observed between the low and the high Q regions,
is attributed to the degree of confinement of the chains to the ionic assemblies. At lower Q
values, the measurements mostly capture the correlated segmental motion that is relatively
non-constrained, and the polymer chain motion is coupled with that of the solvent. In this
range, temperature effects are relatively small and are coupled to the viscosity of the
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solvent that constitute 90% of the network. At low Q values, however, while the energy
associated with the increase in temperature is not enough to dissociate the ionic assemblies,
the clusters become internally more dynamics, affecting segmental dynamics.

Figure 6.3: Average relaxation times <τ(Q)> as a function of (a) temperature and (b) Q at
the indicated temperatures.
The results presented in Figure 6.3a distinctly show that the temperature response
of the system depends on the length scale measured. The Q dependence of <(Q)> at
different temperatures is shown in Figure 6.3b. At high Q values, all curves follow Q-2 with
a cross over to a lower exponent, at ~0.7- 0.9 Å-1. At higher Q values the Q-2 dependence
is indicative of diffusive motion whereas the lower exponent at the ionic cluster length
scale, at low Q, corresponds to constrained dynamics. As the chains are confined to the
ionic assemblies, some similarities are noted with the dynamics of polymers confined to
nanoparticles.19 In contrast however, the clusters often bridge between different chains,
even at these low sulfonation levels,38, 41 adding an additional constraint, as observed in
rheological studies.6-8
The clusters were then perturbed through adding 5 wt% ethanol to the cyclohexane
solutions, tweaking the dielectric environment of the solution. Ethanol is a polar solvent
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with a dielectric constant ɛ = 24.5 and is miscible in cyclohexane. The ability of ethanol to
affect the clustering in SPS melts has been previously demonstrated by small angle X-ray
measurements42 and molecular dynamics simulations.9

QENS spectra of SPS in

cyclohexane-ethanol solution, in comparison with those of the polymer in cyclohexane,
are shown in Figure 6.4 for representative Q values at 300 and 360 K.

Figure 6.4: S(Q,E) as a function of energy E for SPS in fcyh = 1.0 (open symbols) solutions,
and fcyh = 0.95 solutions (bold symbols) at (a) 300 K and (b) 360 K at indicated Q values.
The solid line corresponds to KWW fits. (c) Average relaxation times, <τ(Q)> as a function
of T for the three Q values presented in a following the same color code as for a. (d)
Zooming into the low <(Q)> region of Figure 6.4c, with y axis ranging from 0 to 0.085
ns.
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For all Q values measured, the lines broaden with addition of ethanol, pointing to
enhanced dynamics. The average relaxation times decrease (i.e., the dynamics increases)
with increasing temperature as shown in Figure 6.4c. While the dynamics increase in
presence of ethanol across the entire Q range, the effects are more pronounced at low Q.
Further, the dependence of <(Q)> in the presence of ethanol is more pronounced in
comparison with those of just cyclohexane.

Figure 6.5: Deff as a function of temperature for cyclohexane-ethanol fractions.

The effective diffusion constant Deff, associated with the dynamics on the length
scale measured, was extracted from the Q range where the average relaxation times scale
with Q-2. The effective diffusion constants Deff is calculated by < 𝜏(𝑄) >= 𝐷

1
𝑒𝑓𝑓 𝑄

2

are

shown in Figure 6.5. The characteristic motion is faster in ethanol-cyclohexane solutions
compared with cyclohexane only. Deff increases with temperature across the entire
temperature range for both solutions where at higher temperatures, it changes faster in
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presence of ethanol. This enhancement is attributed to penetration of the ethanol into the
ionic assemblies, reducing the overall confinement.
These QENS results clearly demonstrated two dynamics regimes. With the
persistence length of polystyrene of ~1 nm,43 2 nm, the largest dimension probed by the
QENS measurements, constitute the dimensions around an ionic assembly in which a
tethered chains is confined. Below this length, bonds and short segments remain dynamic
and coupled with the solvent. As the ionic assemblies were tweaked by the presence of
ethanol, the polymer becomes more dynamic. This raises new questions regarding the
origin of this enhanced motion. Additional molecular insights attained by molecular
dynamics simulations that were carried out on similar solutions as QENS. 38 With a solution
containing ~2.9 million atoms and148 randomly sulfonated SPS chains (molecular weight
∼11,000 g/mol) with sulfonation level 3% with Na+ as the counter ion (rather than the acid
form for the QENS studies). Note that both the acid form and the sodium form of SPS have
been studied,38 and both form aggregates, where the degree of condensation of the
counterions slightly varies. The all atoms optimized potential for liquid simulations
(OPLS-AA) force fields were used to model the system,44, 45 at T=300 K and pressure of 1
bar. All simulations were run in GROMACS.41 Visualization of one representative ionic
assembly, or a cluster together with 2 representative chains tethered to these sulfonated
groups, are shown in Figure 6.6a,

at

2 ns intervals for both cyclohexane and

cyclohexane/ethanol solutions. Visually, in the vicinity of the ionic assembly, hardly any
changes are observed. This is consistent with the QENS results at Q = 0.3Å-1. On the other
hand, visualized chain segments that are not directly tethered within the Kuhn length of the
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polymer to an ionic assembly are significantly less constraint. These results suggest that
tethering to an ionic assembly is sufficient to decrease the dynamics of the chains.

Figure 6.6: Snapshots of a cluster for SPS in (a) fcyh = 1.00 and 0.95 at 2 ns intervals.
Sulfur is yellow, oxygen is red, sodium is black, and the backbone is blue. (b) Sulfur−sulfur
radial distribution function for corresponding system.

The addition of ethanol changes the shape of the clusters and introduces internal degree of
freedom that in turn enhances the dynamics of the chains. The changes in internal packing
within the ionic assemblies are manifested in the pair correlation function g(r) between the
sulfur groups as shown in Figure 6.6b. The second and third signatures are significantly
different between the two solutions, in agreement with visual observations that show
rearrangements of the ionic groups. Yet these slight differences are sufficient to affect the
dynamics pointing to the direct confinement of the chains to the ionic assemblies.
Bridging between clusters strongly affects dynamics in SPS melts.41 The degree of bridging
is reflected in the number of unique chains that participate in the ionic clusters, where

110

clusters that consist of ionizable groups from distinctive chains, are more likely to constrain
chain dynamics.
6.5 Conclusions
Quasi-elastic neutron scattering is used to study segmental dynamics of lightly
sulfonated polystyrene solutions in cyclohexane, followed by tracking the polymer motion
as the ionic assemblies were perturbed by ethanol. Surprisingly, 3% sulfonation in these
solutions below the entanglement length of PS in cyclohexane reduces the mobility of the
polymer chains, at large length scales, but smaller that the length scale of the correlation
between the ionic assemblies. In contrast, on shorter length scales, the segments remain
dynamic.
We find that with some of the chains bridging between the ionic assemblies, a very
sparse network is formed affecting the motion of the polymer. Addition of ethanol
enhances the dynamics on all the length scales captured in the QENS measurements.
Ethanol affects the packing of the ionizable assemblies, introducing freedom by decreasing
the chain constraints.
The results provide new fundamental understanding of the inter-relation of ionic
cluster cohesion and chain dynamics. These will in turn, impact ionizable polymer
processing that determine device integrity and performance.
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CHAPTER SEVEN
MULTI-CHAIN POLYMER NANOPARTICLES: MOLECULAR DYNAMICS
SIMULATION STUDIES

7.1 Abstract
Conjugated polymers confined into nano dimensions form long lived, far-from
equilibrium luminescent nanoparticles, often referred to as “polydots”. Polydots are
emerging as a promising tool for intra cellular imaging. The photo-physics of polydots
strongly depends on chain conformation and the size of the polydot. Using fully atomistic
molecular dynamics (MD) simulations, polydots formed by multiple chains of dialkyl
poly(para-phenylene ethynylene)s (PPEs) as the alkyl chain length was varied were
studied. We find that the number of chains N, affects the size of the polydots, as expected.
However, the overall conformation of the molecule is only slightly affected. For all N, the
chain ends reside at the polydots’ interface. With increasing temperature, the polydots
transform from a spherical NPs to elongated one, with a distinctive transition temperature
that depends on the length of the alkyl chains. The autocorrelation function between the
aromatic rings demonstrates that

PPE backbones exhibits glass-like dynamics with

relaxation times in a range of microseconds.
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7.2 Introduction
Soft nanoparticles (NPs) are often formed by spontaneous assemblies of molecules.
Examples include liposomes, micelles, dendrimers, and polymer-drug hybrids. Most NPs
are potential for drug delivery,1-5 imaging, as well as sensing probes6-12 because of their
adaptive nature. Merging the inherent luminescence of conjugated polymers and their
elasticity, with the unique response of soft nanoparticles presents a highly tunable platform
that could impact nanomedicine. Collapsing luminescent polymers into soft nano particles
often referred to as conjugated nano particles (CPNS), or polydots, without additional
chemical cross links offers further responsiveness to trigger functionality. These NPs
however, form far from equilibrium nano structures whose properties depend on their
preparation.

13-17

The internal conformation of the polymer chains and their interactions

with their immediate environment determines both their photo-physics and their
mechanical behavior. Despite their potential, only limited understanding is currently
accessible on the folding of macromolecules into long lasting NPs without chemical
crosslinks, where the surface area to volume ratio is a critical factor. The energetics that
hold together these polymeric NPs 18-24 remain an open question, critical to transform the
lab concept to an actual usable marker.
The current study probes the effects of molecular parameters on the shape and
stability of the polydots formed by dialkyl poly(para-phenylene ethynylene)s (PPE), and
the chemical formula is shown in Figure 7.1, using molecular dynamics simulations (MD).
Building on the knowledge available for a single polymer polydots this study provide
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insight to the conformation of the PPE chain in a state that bare the characteristics of the
actual NPs.
Experimentally polydots are made by nano precipitation. The polymer is dissolved
in a good solvent such as THF where the polymer is fully soluble, below the critical
micellar concentration, followed by dripping the solution into a poor solvent (water) under
vigorous stirring (sonication).23, 24 As the good solvent evaporates, the polymer collapse
into long lived assemblies on the nano dimensions. These particles are of ~10-100 nm in
diameter depending on the polymer concentration in the parent solution. They remain
stable as isolated particles in low concentrations with a shelve life of more than a year.
These polydots consist of several polymers, and their size often depends on several
preparation parameters.
The photo-physics of these NPs differs significantly from that of spontaneously
formed aggregates of conjugated polymers.24,

25

The differences in the emissive

characteristics is attributed to the distinctive conformation the polymer chains assumes in
these NP, which differs from that in spontaneously assembled films .19-21

Direct

measurements of chain conformation within a polydot in these low concentration-small
dimensions in solutions presents a challenge. Molecular dynamics simulations are well
suited to probe the conformation and dynamics of the polymers.
The first computational insight into the structure of polydots was obtained by
Maskey et al.18, 26 for single chain PPE confined into nano dimensions, demonstrating the
impact of molecular parameters on the overall conformation and stability of the polydots.
Further, these studies have shown that the polymer backbone exhibits slow dynamics,
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typical of a glassy behavior.18, 26 Building on the knowledge previously obtained, we probe
the factors that control the structure and stability of multiple chains polydots consisting of
di-alkyl PPEs as the number of chains confined into the NPs, and their relative initial
orientation are varied while the alkyl chain length is controlled.
Polydots that consist of multiple chains capture the interchain correlations and
entropy that affect the properties of these NPs. The orientation of the di-alkyl PPEs in
solutions has been probed since these polymers form lyotropic liquid crystals in relatively
low concentraions,27, 28 where the degree of liquid crystallinity depends on the polymer
chain length. Di-alkyl PPE assume extended conformation in solutions29 where the
backbone on its own is hardly soluble in most common solvents, and the side alkyl chains
often control the interaction of the PPEs with neighboring molecules. 30-32 Thus the alkyl
side chains length is expected to affect the internal interactions and dynamics of the NPs.

7.3 Model and Simulation Methods
The PPE chains were build using the polymer builder in Material Studio from
BIOVIATM with the Polymer Consistent Force Field (PCFF). An in-house conversion code
is used to convert PCFF to Optimized potentials for liquid simulations-all atoms (OPLSAA) and was used to model PPEs fully atomistic.30, 31 The PPE chains were equilibrated in
an implicit good solvent.
All simulations were carried out using the large-scale atomic/molecular massively
parallel simulator (LAMMPS)32 molecular dynamics code with a time step of 1 fs. Long
range electrostatic interactions were calculated with particle-particle particle-mesh
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algorithm (PPPM)33 Ewald with a real space cutoff of 1.2 nm and a precision of 10-4 Kcal
mol-1 Å-1. All simulations employed a Langevin thermostat34, 35 to regulate the temperature
with a damping constant of 100 fs. The quality of implicit solvents was controlled by
varying the strength of the attractive interactions between non-bonded atoms. To model a
poor solvent for both the backbone and side chains,19,

20

all Lenard-Jones nonbonded

interactions are truncated at rc = 1.2 nm, while to model a good solvent, the potential was
truncated so that they were purely repulsive.

Figure 7.1: (a) the chemical structure of PPE where R corresponds for an alkyl side chain.
Preparation of a polydot from (b) random and (c) parallel-chain orientation. Purple
corresponding to carbon atoms on the side chains, black to all atoms on the backbone and
green to hydrogen atoms.

Two starting states were studied , randomly orientated chains and parallel to each
other as shown in Figure 7.1. Studies were carried out along two lines: changing the
number of N with N = 2, 4 and 6 PPE chains were built with 240 total monomers or a total
of 15880 atoms for dinonyl PPE polydots. The side chain length was then varied with the
number of carbon atoms l = 6, 9, 12 and 18 in the dialkyl side chains for polydots made of
2 chains of length n = 120 with a random starting orientation. The number of atoms in each
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polydot is 11540, 15880, 20180 and 28820 for l = 6 - 18, respectively. All side chains are
methyl terminated.
Experimentally, polydots are prepared by using nano precipitation. The polymer
dissolved in a good solvent, followed by dripping the solution into a poor solvent under
sonication.21 The polymers confined into nanoparticles as the good solvent evaporates and
remain suspended in the poor solvent, where the size of the droplets form practically a In
simulations, a harmonic potential cavity is used (fix indent command) whose diameter
is slowly reduced over 5 ns until the density of the polydot reaches its bulk value. The
cavity is then removed and the compressed polydots are allowed to relax for 120 ns in an
implicit poor solvent with dielectric constant of 77.3 which mimics water. The size of
polydots were monitored as the simulation progressed. After approximately 25 ns, the
average radius of gyration < 𝑅𝑔2 >=

2
∑𝑛
𝑖=1 𝑚𝑖 (𝒓𝑖 −𝒓𝑐𝑜𝑚 )

∑𝑛
𝑖=1 𝑚𝑖

reached a steady state with < Rg2 >1/2

 3.3 nm. All results are averaged over times from 25 to 120 ns.

7.4 Results
The temperature response of backbone for dinonyl PPE polydots with increasing
number of chains is shown in Figure 7.2 for random and parallel initial orientation. At
300K all polydots are spherical independent of the number of chains or their initial
orientation. No obvious internal correlations are observed. However, the chain ends reside
at the interface. Segregation of chain end to the air interface is typical to thin polymeric
films where the entropy drive segregation to the interface.36, 37 With increasing T, all the
polydots expand but remain spherical for temperature up to ~500 K, above which the
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polydots begin to unravel and become aspherical at 600 K as shown in Figure 7.2(c).
Throughout this process, the chain ends remain at the interface.

Figure 7.2: Visualization of backbones for dinonyl PPE polydots at the (a) 300K and (b)
600K with N = 2, 4 and 6-chains after 120 ns for initial parallel (P) and random (R)
orientation. (c) at 300K, 400K, 500K and 600K for random N = 6-chains. Confined 1st
(red), 2nd (black), 3rd (green), 4th (blue), 5th (orange) and 6th (purple) chains are colored
distinctly. The chain ends are represented by an enlarged sphere and colored accordingly.
Similar trends were observed by Maskey and coworkers18 for single chain
diethylhexyl PPE polydots and persists for multichain PPEs. Here, three main factors play
a role in unraveling of the polydots including the drive to achieve the elongated
conformation of the backbone that is the inherent thermodynamic stable conformation29,
the enhanced entropy of the end groups at the surface and he interrelation between
segments detected by the substituting side chains.
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Table 7.1: Moment of inertia tensor eigenvalues (λ1, λ2, λ3) and sphericity A(a1, a2, a3) for
polydots with 2-, 4-, and 6-chains at indicated temperatures for parallel (P) and random
(R) starting chain orientations.

The changes in shape were quantified by calculating the degree of sphericity of the shape.
The degree of sphericity of the polydots is quantified by38

𝐴(𝑎1 , 𝑎2 , 𝑎3 ) =

(𝑎1 −𝑎2 )2 +(𝑎1 −𝑎3 )2 +(𝑎2 −𝑎3 )2
2(𝑎1 +𝑎2 +𝑎3 )2

(7.1)

where λi are the 3 eigenvalues of moment of inertia tensor and 𝑎𝑖 = √3𝜆𝑖 . The sphericity
parameter A(a1, a2, a3) is a number between zero for a spherical shape and 1 for a rod.38
The 3 eigenvalues λi and A(a1, a2, a3) for different starting orientations and number of
chains are presented in Table 7.1. The sphericity is presented in Figure 7.3(a) where a
gradual divergence from sphericity is observed with increasing temperature with a
discontinuity above 500K.
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Figure 7.3: Sphericity parameter A(a1, a2, a3), of polydots as a function of temperature T
(a) for polydots containing 2 (circles), 4 (triangles), and 6 (squares) chains for parallel (full)
and random (open) initial state and (b) for 2-chain polydots with varying side chain length
l = 6, 9, 12 and 18.

Polydots of both random and parallel orientations show similar values for A(a1, a2,
a3) for each value of N as a function of T. At 300 K, the sphericity A(a1, a2, a3) is ~0.001
for N = 2 system and increases only slightly to ~0.003 for N = 6. The sphericity for the 2chain system is the same as that for a 1-chain polydot.19 A(a1, a2, a3) increases slowly with
increasing temperature from 300 K to 500 K for all N. Above 500K, all systems become
more aspherical as seen in Figure 7.3(a). This could be due to the thermal energy at 300 K
is not enough to make the polymer chains move in order to affect the sphericity of the
polydot however, as the temperature increases polymer chains within the polydot acquire
enough thermal energy in return, they become more mobile and asphericity is increased.
In addition, increasing number of chains expected to affect the entropy of the system and
impacts the overall sphericity of the polydot as shown in Figure 7.3(a). We find that the
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orientation of the polymers in the parent solution has no effects on either conformation,
shape of stability, the number of chains confined.
To study the effect of side chain length on the stability of the polydots, 2-chain
polydots were probed with increasing length of the side chains from l = 6 to 18.
Visualization of the backbone of these polydots at 300 K, and 600K for l = 9, and 18 are
shown in Figure 7.4.

Figure 7.4: Visualization of backbones and side chains of 2-chain PPE polydots at 300 K,
and 600 K for l = 9 and 18. (b) plots the corresponding zoomed images. For clarity, the
polymer backbone and side chains are colored in back and blue, respectively.

At 300 K, the polydots with l = 9 are spherical and zoomed image shown that
polymer backbones are tightly packed within the polydot, while those with l = 18 are
aspherical. As seen in Figure 7.4, the polydots with l = 9 become aspherical at higher T.
This observation is confirmed by the degree of sphericity and the values of A(a1, a2, a3)
given in Table 7.2.
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Table 7.2: Moment of inertia tensor eigenvalues (λ1, λ2, λ3) and sphericity A(a1, a2, a3) for
2-chain polydots with l = 6, 9, 12 and 18 at indicated temperatures.

For the longer side chain lengths l ≥ 12, A(a1, a2, a3) increases only slight as T
increases as shown in Figure 7.3(b). At 300 K, the sphericity parameter indicated that
polydots became more aspherical as the length of side chains increased. Maskey et al.18
compared ethylhexyl-substituted PPE and bare PPE polydots and found that the side chains
have a strong effect on the overall shape of the PPE polydots. The flexible side chains
prevent the close packing of the polymer backbone within the polydot as the side chain
length increases.
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Figure 7.5: Root mean squared average radius of gyration <Rg2>1/2 of dinonyl PPE
polydots as a function of temperature T (a) for polydots containing 1 (purple pentagons), 2
(black circles), 4 (red triangles), and 6 (blue squares) chains for parallel (filled) and random
(open) initial state. Yellow triangle symbols represent the cooling curve of polydots
containing 4 chains after jump temperature. (b) <𝑅𝑔2 >1/2 for 2-chain polydots with side
chain length l = 6, 9, 12 and 18.
Average radius of gyration <Rg2>1/2 for dinonyl PPE polydots for different number
of chains with same total molecular weight as a function of temperature shown in Figure
7.5(a). As seen from these results, the size of the polydot is independent of initial
orientation of the chains. The 1- and 2-chain polydots have the same temperature
dependence while for large number of chains the polydots increase faster with temperature
with increasing number of chains. At high temperature there is a discontinuity in the size
of the polydots, independent of the number of chains. This discontinuity occurs between
580 K and 590 K for N = 1 and 2, 575 K and 580 K for N = 4, and between 570 K and 575
K for N=6. This discontinuity in the size of the polydots could be attributed to glass
transition. The differences in rate of increases of <Rg2>1/2 with T for different number of
chains is largely due to the increase in the number of chain ends which are more mobile
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than the internal chain segments. These polydots are not reversible at higher T as shown
for the 4-chain polydot which was cooled from 580 K to 500 K, consistent with the fact
that the low temperature polydots are kinetically trapped.

The effect of side chain length on the size of the polydots is shown in Figure 7.5(b)
for 2-chain polydots for 6 ≤ l ≤ 18 as a function of temperature. At 300 K, <Rg2>1/2 of
polydots increase with increasing side chain length as expected. In all 4 cases, the size of
the polydot increases linearly with increasing T. However, over the measured temperature
range, only the polydots with shorter side chains have a discontinuous increase in <Rg2>1/2
at high T. The polydots with longer size chains are much less compact even at low
temperature and simply swell as T increases, while those with shorter size chains are more
compact and higher T are needed to release the kinetic constraints. These differences in the
size and stability with length of the side chains could serve as a potential design tool for
polydots with specific photo-physics.
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Figure 7.6: Radial mass density ρ(r) as a function of distance d, from the center of mass
of the polydot for (a) 2 (open symbols), and 6 (close symbols) chains for random starting
orientation at 300 K (red), 400 K (yellow), 500 K (blue), 600 K (purple) and (b) ρ(r) at
300K for 4 side chain lengths l.
To understand the internal packing of the polymer within the polydot, the radial
density ρ(r) from the center of mass of the polydot was measured. Results for ρ(r) for 4
temperatures is presented in Figure 7.6(a) for 2-, 4- and 6-chain polydots. Polydots at 300
K to 500 K for all systems exhibits uniform densities away from the interface. However,
at 600K, the interior density of the polydots is slightly reduced and ρ(r) is non-uniform
densities in all 3 cases. The radial density profile for polydots with different side chain
lengths at 300K is shown in Figure 7.6(b). The radial density is uniform in all four cases,
thought the interior density of the polydots with short side chains (l = 6 and 9) is much
higher than for polydots with longer side chains (l = 12 and 18). The longer side chain
polydots also have a much broader interface compared to polydots with shorter side chains.
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Figure 7.7: Autocorrelation function ⟨N(t)·N(0)⟩, for aromatic rings in PPE backbone for
internal aromatic rings (upper curves) and for aromatic rings at the interface (lower curves)
for (a) T = 300 K (full) and 500 K (open) for random 2 (circles) and 6 (squares) chain
polydots. Lower 2 curves with green and red symbols corresponding to an average over all
aromatic rings at 600K. (b) for l = 6 (full), and 9 (open) at 300 K. Two curves with blue
and yellow symbols corresponding to an average over all aromatic rings for l = 12, and 18
respectively. The lines correspond to KWW fits. (b) Relaxation time τ as a function of
temperature for internal aromatic rings (open) and for interfacial aromatic rings (full). The
data at 600K and l = 12, and 18 are average over all rings.
The structural changes of polydots at higher temperature are expected to affect the
dynamics within the polydot. Therefore, probing the segmental dynamics is critical to
control the photo-physics of the polydot.18, 39 One measure of the local segmental dynamics
is the autocorrelation function ⟨N(t)·N(0)⟩, where N(t) is normal to the plane of the aromatic
rings which tethered to side chains is measured. Regardless of number of chains, side chain
length or temperature, rings at the outer surface relax faster than inside rings as shown in
Figure 7.7(a) and (b). The relaxation patterns do not fit with simple exponential but are
well fit with the Kohlrausch-Williams-Watt (KWW),40 ⟨N(t)·N(0)⟩ = Aexp(-t/τ)β where A
is pre-exponential factor, τ is the characteristic relaxation time and β is the stretched
exponential. The best fit gives β ~ 0.77. Relaxation times τ for aromatic rings are in a range
of μs for all the temperatures which is consistent with previous studies by Wijesinghe et
al.19, 20 and Maskey et al.18 As shown in Figure 7.8(c), the relaxation times τ decreases with
increasing temperature for both inner and outer surface rings regardless of the number of
chains confined. The relaxation times increase with decreasing number of chains which
demontrate the effect of multi chains on internal dynamics of the polydot. Increasing
temperature results in decreasing the correlation times for the rings as expected due to
thermal energy gained by the rings. Similar effects were observed for polydots with
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different side chain lengths, however, as the side chain length increases, relaxation times τ
for aromatic rings increases for respective systems. This indicates that the motion of the
phenyl groups is hindered when associated with higher chain lengths. Above the transition
temperture when the polydots become highly asymteric interms of polydot shape, the
autocorrelation function is averaged over all aromatic rings. Results for τ at 600K are
consistent with results for the outer rings at lower temperature.

7.5 Conclusions
This study has provided insight into effect of temperature on polydots with different
numbers of chains and lengths of the side chain lengths. Independent of the number of
chains and the length of the size chains, the polydots remain confined at all temperatures.
At low temperature, the polydots are spherical, independent of the number of chains if the
side chains are short. Increasing the length of the side chain results in aspherical polydots
even at 300K. In all cases, the size of the polydots increase linearly with temperature until
they reach a critical stability temperature, where the shape of the polydots discontinously
becomes aspherical. This transition could be attributed to the glass transition and not
reversible as cooling the polydots from this high temperature state to low temperature
results in the polydots remaining aspherical. This gives one of the first evidence that
polydots can be tuned by introducing different lengths of side chains, and ultimately control
the properties of the polydots.

The backbone of the PPE chains within the polydot is glassy, with relaxation times
in a range of microseconds. Two types of dynamic regions are observed within the nano
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confined system for internal and interfacial aromatic rings. Interfacial rings are much more
dynamic compared to internal aromatic rings and number of chains confined effect on local
dynamics of the polydot. This study further demonstrates that the conformation, stability,
and dynamics of the polydots can be tuned by varying side chain length and number of
confined chains. This understanding provides an insight into controlling properties of
polydots and designing tools.
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CHAPTER EIGHT
SUMMARY

This research probed the structure and dynamics of ionomers in melts, and in
solutions as well as polymer nanoparticles using molecular dynamics simulations (MD)
and quasi-elastic neutron scattering techniques. The main goal of this work is to understand
the impact confinement through ionic clustering and independently, via colaps into nano
particles, on the structure and dynamics of the macromolecules. Further, atomistic and
coarse-grained simulations were used to understand the rheological behavior of ionizable
polymer melts.

1. Effects of ionic group distribution on the structure and dynamics of amorphous
polymers melts
This study is focused on effects of distribution of ionizable groups along the
polymer backbone on the structure and dynamics of ionomer melts using molecular
dynamic simulations. We find that the distribution of sulfonated groups along the polymer
chain backbone affects the shape, size, and packing of the ionizable groups within the
cluster, and in turn affects the mesoscopic properties. Random polystyrene sulfonate melts
consist of predominantly elongated clusters, whereas the clusters are more globular in
precise polystyrene sulfonate melts. A mix of both elongated and globular clusters coexist
in block melts. The cluster size distribution for all melts is relatively broad, with the block
melts comprised of larger clusters compared to random and precise. Further, the internal
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packing of the sulfonated groups within the ionic clusters as reflected in the pair correlation
function is affected by the distribution of the ionic groups along the polymer backbone,
such controlling the cohesion of the clusters. These differences in the packing of the
sulfonated groups within the ionic clusters appear to propagate to correlations in the
nanometer dimensions reflected in S(q). As expected for all melts, the polymer motion is
constrained on multiple length scales. However, fast and slow dynamic processes are
detected by S(q,t) that are attributed directly to cluster-confined segments and those that
reside further away. The local mobility of the block chains is higher than the random and
precise, even though the ionic clusters are larger. It brings to light an intriguing insight
regarding the dynamics of the polymers, where the number of unique chains associated
with one cluster is directly correlated with the dynamics of the polymers. With fewer
unique chains associated with a given cluster size for the block melts compared to other
systems, results in faster dynamics. Finally, the Na+ ions are condensed on the ionic groups
as they move largely with ionic groups in all three systems, however, counter dynamics in
the block melt is slightly higher than the random and precise melts.

2. Nonlinear elongation flows in associating polymer melts: from homogeneous to
heterogeneous flow
In this study, we probed how associating groups alter the structure and dynamics
of linear polymer melts in uniaxial elongation flows using molecular dynamics simulations.
We study model polymers with randomly incorporated backbone associations with
interaction strengths varying from 1-10 kBT. We find that increasing the association
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strength dramatically enhances both the extensional viscosity and strain hardening until
systems eventually develop a yield-like overshoot and fail by cavitation. For intermediate
interaction strengths ∼ 3 − 6 𝑘𝐵 𝑇 and low rates, systems flow with an additional
dissipation due to the work of breaking associations. As rates increase, chains develop a
bimodal, stretching dynamics due to the heterogeneous breakup of associating clusters that
localizes elongation in a fraction of the chains. Elongated chains hinder cluster convection
and rapidly pull out of larger clusters, which makes it easier for them to elongate further.
In the limit of high strain rates, the viscous dissipation of all systems converges toward a
common value independent of association strength 𝛼 and strain rate. This appears to be due
to the correlated dynamics of chain elongation and clusters fragmentation driving the
cluster-size distribution 𝑃(𝑁𝑐 ) toward a system-independent distribution in strong flow.

3. Response of sulfonated polystyrene melts to nonlinear elongation flows
Here, we focused on the rheological behavior of polystyrene sulfonate in uniaxial
elongation flows with sulfonation fractions varying from 0 to 0.55, encompassing both the
ionomer and polyelectrolyte regimes. The sulfonated groups are randomly incorporated
along the backbone of linear polystyrene polymer chains. After an initial elastic response,
yielding and strain hardening is observed for all sulfonation fractions, indicative of solidlike behavior below the glass transition temperature. Strain-thinning is observed for
polystyrene with a power law decay with strain rate with exponent β = -0.6, in agreement
with experiments. As the sulfonation level increases the shear-thinning becomes stronger
as β decreases.
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4. Molecular insight into dynamics of sparse ionomer networks
The segmental dynamics of slightly sulfonated polystyrene networks formed in
solutions using quasi elastic neutron scattering was studied. We find that sulfonated
polystyrene chains below the entanglement length in cyclohexane with a very low fraction
of ionizable groups, reduces the mobility of the polymer chains, at large length scales, but
smaller that the length scale of the correlation between the ionic assemblies. In contrast,
shorter segments remain dynamic, though their motion is affected by the presence of the
ionic assemblies. We find that with some of the chains bridging between the ionic
assemblies, very sparse network is formed affecting the motion of the polymer. Addition
of ethanol enhances the dynamics on all the length scales captured in the QENS
measurements. Ethanol affects the packing of the ionizable assemblies, introducing
freedom by decreasing the chain constraints.

5. Multi-chain polymer nanoparticles: molecular dynamics simulation studies
This work provided an insight into the effects of temperature on polydots with
different numbers of chains and lengths of the side chain lengths. Independent of the
number of chains and the length of the size chains, the polydots remain confined at all
temperatures. At low temperature, the polydots are spherical, independent of the number
of chains if the side chains are short. Increasing the length of the side chain results in
aspherical polydots even at 300K. In all cases, the size of the polydots increases linearly
with temperature until they reach a critical stability temperature, where the shape of the
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polydots discontinously becomes aspherical. This transition is not reversible as cooling the
polydots from this high temperature state to low temperature results in the polydots
remaining aspherical. The backbone of the polymer chains within the polydot is glassy,
with relaxation times in the range of microseconds. Two types of dynamic regions are
observed within the nano confined system for internal and interfacial aromatic rings.
Interfacial rings are much more dynamic compared to internal aromatic rings and number
of chains confined effect on local dynamics of the polydot.
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