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Abstract We consider discrete stochastic processes, modeled by classical
master equations, on networks. The temporal growth of the lack of informa-
tion about the system is captured by its non-equilibrium entropy, defined
via the transition probabilities between different nodes of the network. We
derive a relation between the entropy and the spectrum of the master equa-
tion’s transfer matrix. Our findings indicate that the temporal growth of
the entropy is proportional to the logarithm of time if the spectral density
shows scaling. In analogy to chaos theory, the proportionality factor is called
(stochastic) information dimension and gives a global characterization of the
dynamics on the network. These general results are corroborated by examples
of regular and of fractal networks.
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21 Introduction
Many phenomena in physics, chemistry, biology or the social sciences can
be modelled by stochastic processes [19]. The underlying dynamics can be
described by Fokker-Planck, Langevin, or classical master equations. For the
latter, one considers the transition probabilities between different possible
(mesoscopic) states the system under investigation can be found in. This ap-
proach has been and still is very powerful in describing such diverse phenom-
ena as first passage problems [21], ergodicity breaking [13], or the population
dynamics in reaction networks [17].
If the system of interest can be described by master equation with an un-
derlying transfer matrix which is symmetric, one can diagonalize this matrix
in order to obtain a spectral decomposition [19]. Then, it has been found that
many (long-time) quantities depend on the behavior of the spectral density
for small eigenvalues. For many systems, it has been found that this part of
the spectral density shows scaling, which then translates to scaling of quanti-
ties such as the return probability with an exponent called spectral dimension
[4].
In the long-time limit, many non-driven systems will reach a stationary
state, which often is the thermodynamic equilibrium state [19]. The way
in which this state is approached is determined by the temporal behavior
of the transition probabilities. Since the equilibrium state is also the state
with the largest entropy, one can also use the entropic measures to describe
the temporal evolution of the system. This is also an important aspect in
stochastic thermodynamics, see for instance [29,14,8]
In this paper, we discuss the temporal behavior of different time-dependent
entropies, defined on the basis of the transition probabilities. As we are go-
ing to show, the temporal increase of these entropies can be related to the
spectral dimension, if the underlying transfer matrix allows to define it. This
enables us to give an analytical expression for the so-called (stochastic) in-
formation dimension, introduced on the basis of numerical calculations for
percolation lattices [5,26].
2 Entropy of Stochastic Processes
We consider systems constituted by a set of possible states |j〉 (j = 1, . . . , N)
and with a stochastic dynamics described on the basis of a master equation
of the following type [19]
p˙kj(t) =
N∑
l=1
Tkl plj(t). (1)
Here, pkj(t) denote the transition probabilities to go from state |j〉 to state
|k〉 and the matrix T is the so-called transfer matrix with elements Tkj . We
typically assume localized initial conditions of the type pkj(0) = δkj , where
δkj is the Kronecker delta. The matrix T is real. If it is also symmetric, one
can use the spectral decomposition T |φn〉 = −λn|φn〉, with the eigenstates
3|φn〉 and where the eigenvalues λn ≥ 0, to express the formal solution of
Eq. (1) by
pkj(t) = 〈k| expT t|j〉 =
N∑
n=1
e−λnt〈k|φn〉〈φn|j〉
=
∑
λ
e−λt
D(λ)∑
m=1
〈k|φm〉〈φm|j〉
︸ ︷︷ ︸
≡Dkj(λ)
, (2)
whereD(λ) is the degeneracy of eigenvalue λ andDkj(λ) is a state-dependent
weight depending on D(λ).
The knowledge of pkj(t) is in principle sufficient to determine all dynamic
and static properties of the considered system. For instance, the average
probability to return to (or remain at) the initial state, p(t), allows for a
global statement about, say, transport efficiency [23,24]. Using Eq. (2), one
has
p(t) ≡ 1
N
∑
j
pjj(t) =
1
N
∑
λ
e−λtD(λ), (3)
which, in the limit N →∞ with a continuous spectrum, becomes
p(t) =
∫
dλ ρ(λ) e−λt, (4)
where ρ(λ) is the spectral density [4].
2.1 Stochastic Entropy
Another quantity to characterize the stochastic process is the non-equilibrium
(Shannon) entropy [19], given by
Sj(t) = −
N∑
k=1
pkj(t) ln[pkj(t)], (5)
which can still depend on the initial state |j〉. Averaging over all possible
initial states yields
S(t) =
1
N
N∑
j=1
Sj(t). (6)
For localized initial states, pkj(0) = δkj , one has Sj(0) = S(0) = 0. In the
limit t→∞, the system approaches its equilibrium distribution limt→∞ pkj(t) ≡
peq, such that
Seq ≡ lim
t→∞
Sj(t) = lim
t→∞
S(t) = −Npeq ln peq. (7)
For undirected finite networks with N nodes, one has peq = 1/N , thus,
Seq = lnN .
42.2 Mean Field Approach
For intermediate times, the importance of the initial condition has decreased,
such that we assume averaged transition probabilities
pkj(t) ≈


p(t) for k = j
1− p(t)
N − 1 else.
(8)
As can be inferred from Eq. (8), a rather homogeneous character of the nodes
is assumed. We then obtain the mean-field averaged entropy
Smf(t) ≡ −p(t) ln[p(t)]− [1− p(t)] ln
[
1− p(t)
N − 1
]
= − ln[p(t)] + [1− p(t)] ln
[
p(t)
N − 1
1− p(t)
]
, (9)
The most significant contribution for large intermediate/transient times
comes from the first term, resulting in
Smf(t) ∼ − ln[p(t)] ≥ 0. (10)
This equation is especially intriguing, since it relates the dissipative entropy
growth to the spectrum of the underlying transfer matrix via the spectral
density ρ(λ), which determines the behaviour of p(t). Furthermore, − ln[p(t)]
recovers the limit of S(t) for t → ∞, namely, − limt→∞ ln[p(t)] = lnN . We
note that one also has − ln[p(0)] = 0, such that we find − ln[p(t)] ∈ [0, lnN ].
2.3 Stochastic Information Dimension
Entropy can be viewed as a measure of the lack of information about the
system. As such, it can be used to define, for an infinite system, the stochastic
analog of the so-called information dimension known in chaos theory [25]:
di ≡ lim
t→∞
S(t)
ln t
. (11)
Consequently, we define in the mean field approximation, on the basis of
Eq. (10), and for an infinite system
di,mf ≡ − lim
t→∞
ln[p(t)]
ln t
. (12)
For finite networks we consider the behavior for long intermediate/transient
times before saturation to the equilibrium value Seq sets in.
Thus, the behavior of p(t) for large t gives the most significant contribu-
tions. By means of Eqs. (3) and (4), one finds that in this case the behavior of
ρ(λ) for small values of λ is important, since for long times all contributions
for large values of λ have already died out. A large variety of networks show
5scaling behavior of ρ(λ) ∼ λν , where ν = ds/2− 1 is related to the so-called
spectral dimension ds [4].
1 It is straightforward to show that then [4,23,24]
p(t) ∼ t−ds/2 for t≫ 1, (13)
and
di,mf = ds/2. (14)
In this way 2di,mf resembles the definition of the so-called average spectral
dimension [11]. However, there are networks with an inhomogeneous distri-
bution of states [2,11]. One of such structures is considered in the Appendix.
It is not possible to derive in general such a relation for di itself, since
for this it would be necessary to have the knowledge of the whole probability
distribution pkj(t). However, we will show in the following examples that the
same relation also holds for di.
3 Examples
3.1 Regular Networks
We start by considering regular networks. In its most basic form, this is a line
or ring of N nodes which have ds = 1. For the ring we can employ Bloch’s
theorem for the eigenstates [6], such that
pkj(t) =
1
N
N∑
n=1
e−λnteiθn(k−j), (15)
where θn = 2pin/N and i it the imaginary unit. The eigenvalue λn = 2 −
2 cos θn. In the limit N →∞, one has
pkj(t) = e
−2t
2pi∫
0
dθ e2t cos θeiθ(k−j) = 2pie−2tI(k−j)(2t), (16)
where I(k−j)(2t) is the modified Bessel function of the first kind [1]. For long
time one has
I(k−j)(2t) = (4pit)
−1/2e2t, (17)
which yields
pkj(t) = (t/pi)
−1/2 for all k, j. (18)
Thus, here we find that the entropy Sj(t) for long times becomes independent
of j and reads
Sj(t) = S(t) =
1
2
ln[t/pi]. (19)
Thus we have the logarthmic increase of Sj(t) as well as for S(t) with
di = ds/2 = 1/2. (20)
1 Note that other definitions of the spectral dimension(s) based on pjj(t) and p(t)
exist [2,3,11].
6Obviously, the same information dimension, di,mf = di, is obtained from
the mean-field approach, since the transition probabilities pkj(t) become state
independent for long times. In particular, we obtain
p(t) = e−2t
2pi∫
0
dθ e2t cos θ = 2pie−2tI(0)(2t) (21)
and therefore, for long times,
Smf =
1
2
ln[t/pi]. (22)
We note that this analysis is easily extended to regular networks of higher
dimension d where one finds ds = d. In this case the d-dimensional regular
network is a direct product of d one-dimensional regular networks.
3.2 Fractal Networks
3.2.1 Generic solution of Master Equation
For some fractal networks, it has been shown by comparison to numerical
computations, that the solution of the master equation is of stretched expo-
nential form [20]. Exemplarily, so-called Sierpinski gaskets have a solution of
the form
pkj(t) ∼ t−ds/2 exp
(−aξνk−j) , (23)
where ξk−j = |k − j|t−ds/2df , df is the fractal dimension of the network and
ν is related to the walk dimension dw = 2df/ds. Inserting this into Eqs. (5)
and (6) yields
Sj(t) ∼ ds
2
ln t ∼ S(t), (24)
and also confirms Eq. (10), i.e., Smf(t) ∼ (ds/2) ln t.
3.2.2 Vicsek fractals
As one particular example, we chose the Vicsek fractals [7]. These are tree-
like structures which are built iteratively, starting from a simple star with
f arms (generation G = 1); to each arm one attaches f equivalent stars,
resulting in a larger structure (generation G = 2); f of such structures are
then attached to the central structure (generation G = 3); etc., see Fig. 1 for
a Vicsek fractal of generation G = 3 with f = 4. The total number of nodes
in generation G is NG = (f + 1)
G.
While it is straightforward to calculate numerically the different entropies,
in particular S(t) and Smf(t), we can also compare this to analytic expres-
sions based on the knowledge of the spectrum. It is possible to obtain the
eigenvalues of the transfer matrix iteratively, see [7] for details. Thus, for fi-
nite G, we can compare the full numerical computation of S(t) to the leading
7G=2
G=1
G=3
Fig. 1: (color online) Sketch of a Vicsek fractal of generation G = 3 with
f = 4.
term of Smf(t) given by Eq. (10), which only depends on the spectrum. Since
the iterative computation of the spectrum also allows to obtain the spectral
dimension [7]
ds =
2 ln(f + 1)
ln(3f + 3)
(25)
we can check the validity of Eq. (14).
Figure 2 shows the comparison of S(t) with the leading term of Smf(t),
Eq. (10), for f = 4 and G = {1, 2, 3}. One clearly notices the step-like struc-
ture of both quantities with increasing G. Moreover, one also finds a similar
behavior with increasing t, albeit a shift to longer times for the leading term of
Smf(t). This already indicates that the qualitative temporal increase of the
entropy is mainly determined by the spectrum. In addition, also the step-
like structure can be attributed to spectral properties, since the spectrum
of Vicsek fractals is not smooth but rather separated into distinct segments
corresponding to eigenvalues appearing with increasing G, see also Ref. [7]
for a more detailed analysis of the spectrum. Step-like structures have also
been observed for different quantities depending only on the spectrum, such
as the storage and loss moduli for fractal polymers [22].
In Fig. 3, we compare − ln[p(t)] with (ds/2) ln(t) for G = 6 and different
f = {2, 4, 6, 10}. Again there is a shift to longer times for the (ds/2) ln(t).
However, the step-like increase of − ln[p(t)] is well approximated by the linear
increase with ln(t). Thus, also for Vicsek fractal we conclude that, indeed a
definition of an information dimension is reasonable, with di = ds/2.
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Fig. 2: (color online) Entropy S(t) and the leading term of Smf(t), Eq. (10),
for f = 4 and G = {1, 2, 3}.
3.3 Counter example
A logarthmic-in-time increase of entropy will not always appear. As we have
demonstrated above, the increase in entropy is related to the temporal be-
havior of p(t), which, in turn, is related to the spectral density ρ(λ). Only
if ρ(λ) has a continuous power-law part for small values of λ, one finds the
logarithmic increase. There are examples for which such a continuous part
does not exist (at least for small values of λ). For instance, take the com-
plete graph, where every node is directly connected by single bonds to the
remaining (N − 1) nodes. The spectrum consists only of two values λ1 = 0
with D(λ1) = 1 and λ2 = N with D(λ2) = N − 1. Thus, the only time-scale
involved is Nt. Using in Eq. (2) that
D(λ2)∑
m=2
|φm〉〈φm| =
N∑
m=1
|φm〉〈φm|
︸ ︷︷ ︸
=1
−|φ1〉〈φ1|, (26)
with
|φ1〉 = 1√
N
N∑
l=1
|l〉, (27)
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Fig. 3: (color online) Different approximations of entropy, − ln[p(t)] and
(ds/2) ln(t), for G = 6 and f = {2, 4, 6, 10}.
we find that
pkj(t) =
1
N
[
1− e−Nt
(
1−Nδkj
)
︸ ︷︷ ︸
≪1 for t≫1
]
(28)
yielding
Sj(t) = −1 + (N − 1)e
−Nt
N
ln
[
1 + (N − 1)e−Nt
N
]
−(N − 1)1− e
−Nt
N
ln
[
1− e−Nt
N
]
(29)
Since all nodes are equivalent, one has S(t) = Sj(t). For long times and large
N , this results in
S(t) ≈ lnN −Ne−2Nt, (30)
thus an exponential convergence to the equilibrium value.
For the mean-field expression, we obtain Smf(t) ≈ S(t). However, for the
leading term of Smf(t) given in Eq. (10) we get
− ln[p(t)] = − ln[1/N + e−Nt]
≈ lnN −Ne−Nt for t≫ 1 (31)
which also converges to the equilibrium value of lnN but in a different func-
tional form than S(t) and Smf(t).
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4 Conclusion and Outlook
For stochastic processes modelled by a classical master equation, we have
related the logarithmic growth of the time-dependent entropy to the spec-
tral properties of the underlying transfer matrix. Our findings indicate that
a direct relation only exists if the spectral density shows scaling for small
eigenvalues, namely, when one can define a spectral dimension. Then it is
possible to define a stochastic information dimension which happens to be
half the spectral dimension. We have corroborated our general statements
by examples of regular and of fractal networks. In addition we have shown
the different temporal growths for systems whose spectrum does not allow
to define a spectral dimension.
Finally, we would like to mention a relation to statistical physics, which
we think is important, but the analysis of which goes beyond the scope
of this paper: Since entropy Sj(t) will increase with time, so will S(t) as
well as Smf(t). Therefore, we use their time-derivates to define the entropy
production rate(s):
S˙j(t) = −
N∑
k=1
p˙kj(t) ln[pkj(t)], (32)
S˙(t) =
1
N
∑
j
S˙j(t), (33)
and, with Eq. (10), one further obtains
S˙mf(t) ∼ − p˙(t)
p(t)
=
∑
λ
λ
ρ(λ)e−λt∑
λ ρ(λ)e
−λt︸ ︷︷ ︸
≡pt(λ)
≡ 〈λ〉t. (34)
By realizing that 〈λ〉t is reminiscent of an average value with a time-dependent
probability distribution pt(λ), one obtains a relation between the entropy pro-
duction and the spectrum of the transfer matrix T . We believe that this is
certainly an issue worth of further investigation, in particular due to its strik-
ing resemblance of expressions known from equilibrium statistical physics,
such as the average energy (identified with λ) at a given inverse temperature
(identified with t) in the canonical ensemble [27].
We close by mentioning that an extension to open quantum systems might
also be feasible. Based on, say, quantum master equations for the reduced
density operator, one can define an extension of the stochastic information
dimension via the temporal increase of the von-Neumann entropy [28].
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Appendix: NTD graph
In this Appendix we extend our results by considering a structure with a
non-monotonous density of states ρ(λ).
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Fig. 4: (color online) (a) Sketch of an NTD graph of generation G = 4 and
k = 2. (b) Entropy S(t) and the leading term of Smf(t), Eq. (10), for NTD
graph of k = 2 and G = 3. (c) The behavior of − ln[p(t)], (dlins /2) ln(t) and
(dbrs /2) ln(t), for G = 6 and k = 2.
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In Fig. 4(a) we illustrate the construction of the so-called NTD graph [9,
10,11]. At every iteration G to each end-node of these trees k linear chains
of length 2G are attached. In this way, the Laplacian spectrum of the NTD
graphs is dominated by the behavior of the linear chains, whose spectral di-
mension is dlins = 1. On the other hand, for these trees the states correspond-
ing to the smallest eigenvalues are described by the relaxation of the branches
as whole (similarly as for dendrimers [12,16,18,15]). As has been found in
Refs. [9,10], the related spectral dimension is given by dbrs = 1+ log k/ log 2.
As we proceed to show, both aspects of the spectrum {λ} are reflected in the
temporal growth of the entropy.
First, in Fig. 4(b) we show that, as for Vicsek fractals, the leading term
− ln[p¯(t)] determines the temporal behavior of the entropy S¯(t) for the NTD
graphs. We observe a scaling of the linear chains, i.e. S¯(t) ∼ (1/2) ln(t).
Increasing generationG leads to an appearance of lower and lower λ’s that get
separated from the (continuous) spectrum of the linear chain. This leads to
a change in the behavior of the term − ln[p¯(t)] for longer times, see Fig. 4(c).
Thus, different parts of the spectrum {λ} translate their behavior to the
time-dependent entropy S¯(t).
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