We propose a numerical method to evaluate the performance of the emerging Generalized Shiryaev-Roberts (GSR) change-point detection procedure in a "minimax-ish" multi-cyclic setup where the procedure of choice is applied repetitively (cyclically) and the change is assumed to take place at an unknown time moment in a distant-future stationary regime. Specifically, the proposed method is based on the integral-equations approach and uses the collocation technique with the basis functions chosen so as to exploit a certain change-of-measure identity and the GSR detection statistic's unique martingale property. As a result, the method's accuracy and robustness improve, as does its efficiency since using the change-of-measure ploy the Average Run Length (ARL) to false alarm and the Stationary Average Detection Delay (STADD) are computed simultaneously.
in cybersecurity [11, 12] and in the economic design of quality control charts [22] [23] [24] [25] .
Within the multi-cyclic setup, particular emphasis in the paper is placed on two related detection procedures:a) the original Shiryaev-Roberts (SR) procedure (due to the independent work of Shiryaev [13, 14] and that of Roberts [26] ; see also [27] ), and b) its recent generalization-the Shiryaev-Roberts-r (SR-r) procedure introduced in [28] as a version of the original SR procedure with a headstart (the "r" in the name "SR-r" is the headstart), akin to [29] . As the SR procedure is a special case of the SR-r procedure (with no headstart, i.e., when r = 0), we will collectively refer to both as the Generalized SR (GSR) procedure, in analogy to the terminology used in [30] .
Our interest in the GSR procedure is due to three reasons. First, the GSR procedure is relatively "young" (the SR-r procedure was proposed in [28] in 2011), and has not yet been fully explored in the literature. Second, in spite of the "young age", the GSR procedure has already been proven to be exactly multi-cyclic optimal. This was first established in [13, 14] in continuous time for the problem of detecting a shift in the drift of a Brownian motion; see also, e.g., [15, 16] .
An analogous result in discrete time was later obtained in [17, 18] , and shortly after generalized in [31, Lemma 1] . Neither the famous Cumulative Sum (CUSUM) "inspection scheme" [32] nor the popular Exponentially Weighted Moving Average (EWMA) chart [33] possesses such strong optimality property. This notwithstanding, there is currently a vacuum in the literature concerning numerical methodology to compute the performance of the GSR procedure in the multi-cyclic setup. As a matter of fact, to the best of our knowledge, only [34, 35, 28] and [36] address this question, and in particular, offer a comparative performance analysis of the CUSUM scheme, EWMA chart and the GSR procedure in the multi-cyclic setup; similar analysis in continuous time can be found, e.g., in [37] . However, the question of the employed method's accuracy is only partially answered, with no error bounds or convergence rates supplied. This is common in the literature on the computational aspect of change-point detection: to deal with the accuracy question in an ad hoc manner, if even. Some headway to fill in this gap was recently made in [38, 39] . The third, equally important reason to consider the GSR procedure is its asymptotic near optimality in the minimax sense of Pollak [40] ; see [30] for the corresponding result established using the GSR procedure's exact multi-cyclic optimality. Furthermore, the GSR procedure is also proven [41, 31] to be exactly Pollak-minimax optimal in two special cases (again as a consequence of the exact multi-cyclic optimality). A practical implication of this is that the CUSUM chart is less minimax efficient than the GSR procedure, and the difference is especially contrast when the change is faint; for a few particular scenarios the difference is quantified, e.g., in [34, 35, 28] .
To foster and facilitate further research on the GSR procedure, in this work we build on to the work done previously in [34, 35, 28, 38, 39] and develop a more efficient numerical method to compute the performance of the GSR procedure in the multi-cyclic setup. Specifically, the proposed method is based on the integral-equations approach and uses the standard collocation framework (see, e.g., [ 42, Section 12.1.1]) in combination with a certain change-of-measure identity and a certain martingale property specific to the GSR procedure's detection statistic. As a result, the proposed method's accuracy, robustness and efficiency improve noticeably; greater efficiency is because the method can simultaneously compute both the Average Run Length (ARL) to false alarm and the Stationary Average Detection Delay (STADD). We also show that the method's rate of convergence is quadratic, and supply a tight upperbound on the method's error; the method's expected characteristics are confirmed experimentally in a specific scenario. Since the method is designed not restricted to a particular data distribution or to a specific value of the GSR detection statistic's headstart, it may help gain greater insight into the properties of the GSR procedure and aid a practitioner to set up the GSR procedure as needed while fully utilizing its potential.
The paper is a response to the call made, e.g., in [43] , and then reiterated, e.g., in [44] , for a "greater synthesis" of the areas of quickest change-point detection and statistical process and quality control. While much of the paper is written using change-point detection lingo and notation, it is our hope that this work will contribute to the called for "cross-fertilization of ideas" from aforesaid closely interrelated fields, and thus smoothen the transition of the state-of-the-art in quickest change-point detection into the state-of-the-practice in statistical process and quality control.
The remainder of the paper is structured thus: We first formally state the problem and introduce the GSR procedure in Section 2. The numerical method and its accuracy analysis are presented in Section 3. Section 4 is devoted to a case study aimed at assessing and comparing experimentally the accuracy, robustness and convergence rate of the proposed method against those of its predecessor method offered and applied in [34, 35, 28] . Finally, Section 5 draws conclusions.
The problem and the Generalized Shiryaev-Roberts procedure
This section is intended to formally state the problem and introduce the GSR procedure.
We begin with stating the problem. Let f (x) and g(x) be the observations' pre-and postchange distribution densities, respectively; g (x) f (x). Define the change-point, 0 ν ∞, as the unknown (but not random) serial index of the final pre-change observation (so it can potentially be infinite). That is, as illustrated in Figure 1 , the probability density function (pdf) of X n is f (x) for 1 n ν, and g(x) for n ν + 1. The notation ν = 0 is to be understood as the case when the
Change-Point (ν ≥ 0, unknown) Surveillance Continues {X n } n≥1 independent throughout Figure 1 : Basic "minimax-ish" setup of the quickest change-point detection problem.
pdf of X n is g(x) for all n 1, i.e., the data, {X n } n 1 , are affected by change ab initio. Similarly, the notation ν = ∞ is to mean that the pdf of X n is f (x) for all n 1.
Let P k (E k ) be the probability measure (corresponding expectation) given a known change-point ν = k, where 0 k ∞. Particularly, P ∞ (E ∞ ) is the probability measure (corresponding expectation) assuming the observations' distribution is always f (x) and never changes (i.e., ν = ∞).
Likewise, P 0 (E 0 ) is the probability measure (corresponding expectation) assuming the observations' distribution is g(x) "from the get-go" (i.e., ν = 0).
From now on T will denote the stopping time associated with a generic detection procedure.
Given this "minimax-ish" context, the standard way to gauge the false alarm risk is through Lorden's [45] Average Run Length (ARL) to false alarm; it is defined as ARL(T ) E ∞ [T ]. To introduce the multi-cyclic change-point detection problem, let
denote the class of procedures, T , with the ARL to false alarm at least γ > 1, a pre-selected tolerance level. Suppose now that it is of utmost importance to detect the change as quickly as possible, even at the expense of raising many false alarms (using a repeated application of the same procedure) before the change occurs. Put otherwise, in exchange for the assurance that the change will be detected with maximal speed, one agrees to go through a "storm" of false alarms along the way (the false alarms are ensued from repeatedly applying the same procedure, starting from scratch after each false alarm). This scenario is shown in Figure 2 . Formally, let T 1 , T 2 , . . . be sequential independent repetitions of the same stopping time, T , and let T j T 1 + T 2 + · · · + T j , j 1, be the time of the j-th alarm. Define I ν min{ j 1 : T j > ν} so that T Iν is the time of detection of a true change that occurs at time moment ν after I ν − 1 false alarms had been raised.
One can then view the difference T Iν − ν( 0) as the detection delay. Let
be the limiting value of the Average Detection Delay (ADD) referred to as the Stationary ADD (STADD). We hasten to note that the STADD and the Steady-State ADD (SSADD), or the SteadyState ARL, a detection delay measure popular in the areas of statistical process and quality control,
are not the same thing; we will comment more on the difference in the end of this section. The multi-cyclic change-point detection problem is:
As can be seen from the description, the multi-cyclic formulation is instrumental in detecting a change that takes place in a distant future (i.e., ν is large), and is preceded by a stationary flow of false detections, each with a cost much smaller than that of missing the change by a single observation. By way of example, such scenarios are encountered, e.g., in cybersecurity [11, 12] and in the economic design of control charts [22] [23] [24] [25] .
Since the STADD is defined as a limit, the natural question is how does one evaluate it in practice? The answer is provided by the fact that the multi-cyclic formulation (2) and the generalized Bayesian formulation of the change-point detection problem are completely equivalent to one another; see, e.g., [13, 14, 17] . A recent overview of all major formulations of the change-point detection problem can be found, e.g., in [19] [20] [21] . Specifically, the generalized Bayesian formulation is a limiting case of the Bayesian formulation with an (improper) uniform prior distribution imposed on the change-point, ν. Under this assumption, the objective of the generalized Bayesian formulation is to find a procedure, T opt ∈ ∆(γ), that minimizes the so-called Relative Integral ADD (RIADD) inside class ∆(γ) for every γ > 1. Formally, the RIADD is defined as
where
is the so-called Integral ADD (IADD) 1 . The equivalence of the multi-cyclic formulation and the generalized Bayesian formulation is in the statement that STADD(T ) ≡ RIADD(T ) for any detection procedure, T . For a proof see, e.g., [17, Theorem 2] or [18] ; in continuous time the same result was obtained by Shiryaev, e.g., in [13] [14] [15] [16] . Hence, the STADD does not have to be computed as 1 The objective of the generalized Bayesian formulation is also often stated as "to find T opt ∈ ∆(γ) that minimizes the IADD inside class ∆(γ) for every γ > 1. Due to the structure of the class ∆(γ) it is the same as attempting to minimize the RIADD inside that class.
the limit (1); instead, it can be evaluated as the RIADD through (3)- (4) . The specifics are discussed in Section 3. See also, e.g., [34, 35, 28] .
It is shown in [17, 18] that the multi-cyclic change-point detection problem (2) is solved by the (original) Shiryaev-Roberts (SR) procedure [13, 14, 26] ; incidentally, the comparative performance analysis offered in [34, 35] demonstrates that both the CUSUM scheme and the EWMA chart are outperformed (in the multi-cyclic sense) by the SR procedure. We now introduce the SR procedure. To that end, since the SR procedure is likelihood ratio-based, we first construct the corresponding likelihood ratio (LR).
Let H k : ν = k for 0 k < ∞ be the hypothesis that the change takes place at time moment
Let H ∞ : ν = ∞ be the hypothesis that no change ever occurs (i.e., ν = ∞).
The joint distribution densities of the sample X 1:n (X 1 , . . . , X n ), n 1, under each of these hypotheses are given by
The corresponding LR therefore is
where from now on Λ n g(X n )/ f (X n ) is the "instantaneous" LR for the n-th observation, X n .
We now make an observation that will play an important role in the sequel. Let P
, ∞}, denote the cdf of the LR under measure P d , d = {0, ∞}, respectively. As the LR is the Radon-Nikodým derivative of measure P 0 with respect to measure P ∞ , one can conclude
cf. [38, 39] . It is assumed that measures P 0 and P ∞ are mutually absolutely continuous. We will use this change-of-measure identity heavily in Section 3 to improve the accuracy, rate of convergence, and efficiency of our numerical method.
Formally, the original SR procedure [13, 14, 26] is defined as the stopping time
where A > 0 is a detection threshold used to control the false alarm risk, and
is the SR detection statistic; here and throughout the rest of the paper in every definition of a detection procedure we will assume that inf{∅} = ∞. Note the recursion
and we stress that R 0 = 0, i.e., the SR statistic starts from zero. Observe now that {R n − n} n 0 is a 
It is now easy for one to set the detection threshold, A, so as to ensure ARL(S A ) γ for any desired γ > 1. More specifically, it can be
where ξ ∈ (0, 1) is the limiting exponential overshoot, a model-dependent constant that can be computed using nonlinear renewal theory [48, 49] . For practical purposes, the approximation ARL(S A ) ≈ A/ξ is known to be extremely accurate under broad conditions. More importantly, as shown in [17, 18] , the SR procedure is exactly STADD(T )-optimal, i.e., formally: STADD(S A γ ) = inf T ∈∆(γ) STADD(T ) for every γ > 1, where
This strong optimality property of the SR procedure (6)- (8) was recently generalized in [31, Lemma 1] where the SR procedure was allowed to have a headstart. This version of the SR procedure is known as the Shiryaev-Roberts-r (SR-r) procedure, and it was proposed in [28] .
Specifically, the SR-r procedure regards starting off the original SR procedure (6)- (8) at a fixed (but specially designed) R r 0 = r, r 0, i.e., r 0 is a headstart. This is similar to the idea proposed earlier in [29] for the CUSUM scheme. However, it turns out that, unlike for the CUSUM scheme, giving the SR procedure a headstart is practically "putting it on steroids": the gain in performance far exceeds that observed in [29] for the CUSUM scheme.
Formally, the SR-r procedure is defined as the stopping time
where again A > 0 and is used to control the ARL to false alarm, and
and we remark that for r = 0 the SR-r procedure becomes the original SR procedure (6)- (8) . For this reason from now on we will collectively refer to both procedures as the Generalized SR (GSR) procedure, following the terminology used in [30] . Observe that {R r n − n − r} n 0 is a zero-mean P ∞ -martingale, i.e., E ∞ [R r n − n − r] = 0 for all n 0 and all r. As a result, one can generalize [47] to conclude that
here ξ ∈ (0, 1) is again the limiting exponential overshoot. This approximation is also quite accurate under broad conditions. More importantly, it is shown in [31, Lemma 1] that the SR-r procedure minimizes the generalized STADD
within class ∆(γ); here IADD(T ) is as in (4) [17, 18] for the original SR procedure.
We conclude this section with a remark on the difference between the STADD given by (12) and the Steady-State ADD (SSADD); the latter is often called the Steady-State ARL, and is a control chart performance metric popular in the area of quality control as metric less prone to the adverse "inertia effect" [50] [51] [52] . Formally, the SSADD is defined as SSADD(
see, e.g., [53] . The principal difference between the STADD and the SSADD is that the SSADD is assuming the procedure of choice, T , is applied only once, whereas STADD(T ) is assuming repetitive and independent application of T . Hence, the steady-state regime involved in SSADD(T ) is different from the stationary regime involved in STADD(T ): the former is pertaining to the detection statistic, while the latter is pertaining to the change-point.
Performance evaluation
We now develop a numerical method to evaluate the performance of the GSR procedure (9)-(10) in the multi-cyclic setup (2) . Specifically, we "gear" the method toward numerical computation of two antagonistic performance measures associated with the GSR stopping time S (12)-differ only by the right-hand side (which is completely known for either equation). As a result, both equations can be solved concurrently. Finally, we present our numerical method to (simultaneously) solve the obtained equations, and offer an analysis of the method's accuracy and rate of convergence.
The proposed method is a build-up over one previously proposed in [35, 34, 28] and recently extended in [39] ; see also [38] .
Integral equations
We begin with notation and assumptions. First recall Λ n g(X n )/ f (X n ), i.e., the "instantaneous" LR for the n-th data point, X n . For simplicity, Λ 1 will be assumed absolutely continuous, although at an additional effort the case of strictly non-arithmetic Λ 1 can be handled as well. Let
, ∞}, t 0, be the cdf of the LR under the measure
the transition probability density kernel for the (stationary) Markov process {R r n } n 0 . We now note that from the change-of-measure identity dP Λ 0 (t) = t dP Λ ∞ (t), t 0, mentioned earlier, and definition (13) one can readily deduce that (1 + x) K 0 (x, y) = y K ∞ (x, y); cf. [38, 39] .
This can be used, e.g., as a "shortcut" in deriving the formula for K 0 (x, y) from that for K ∞ (x, y), or the other way around-whichever one of the two is found first. More importantly, as will be shown in Theorem 1 below, using (1 + x) K 0 (x, y) = y K ∞ (x, y), one can "tie" ARL(S r=x A ) and STADD(S r=x A ) to one another in such a way so that both can be computed simultaneously, with K 0 (x, y) completely eliminated. This result will then be used to design our numerical method in the next subsection. Last but not least, as done in [38, 39] , we will also use this connection between K 0 (x, y) and K ∞ (x, y) to improve the method's accuracy and rate of convergence; see Subsection 3. 
cf. [28] .
which is an exact "copy" of equation (14) except that K ∞ (x, y) is replaced with K 0 (x, y); cf. [28] .
For k 1, since {R r=x n } n 0 is Markovian, one can establish the recursion
with δ 0 (x, A) first found from equation (15); cf. [28] . Using this recursion one can generate the entire functional sequence {δ k (x, A)} k 0 by repetitive application of the linear integral operator
where u(x) is assumed to be sufficiently smooth inside the interval [0, A]. Temporarily deferring formal discussion of this operator's properties, note that using this operator notation, recursion (16) can be rewritten as
and K 0 ∞ is the identity operator from now on denoted as I, i.e., K
Similarly, in the operator form, equation (14) can be rewritten as ℓ = 1 + K ∞ • ℓ, and equation (15) can be rewritten
We now note that the sequence {δ k (x, A)} k 0 can be used to derive the equation for IADD(S 
whence
cf. [28] . The implicit use of the geometric series convergence theorem in (17) is justified by the fact that the spectral radius of the operator K ∞ is strictly less than 1; see, e.g., [28] .
At this point, with equations for ℓ(x, A), δ 0 (x, A), and for ψ(x, A) obtained, one can compute
for any x 0; in particular, for x = 0 this gives STADD(S A ), i.e., the STADD for the original SR procedure (6)- (7). Thus, it may seem that the strategy to compute STADD(S r=x A ) is to first compute δ 0 (x, A) by solving equation (15), then use the obtained δ 0 (x, A) to compute ψ(x, A) by solving equation (18), independently solve equation (14) to get ℓ(x, A), and finally plug all these into (19) to get STADD(S r=x A ). Precisely this strategy was employed in [35, 34, 28] . However, we will now show that the computation of STADD(S r=x A ) can be made much simpler. Let
Proof. First, consider equation (15) and multiply it through by (1 + x) to obtain
which using the change-of-measure identity
Next, by adding
to both sides of (21), we obtain
which after some algebra becomes
Finally, note that the expression in parentheses in the left-hand side above is the right-hand side of equation (18), i.e., it is equal to ψ(x, A). Hence, recalling that Ξ(x, A) ψ(x, A) + x δ 0 (x, A), we arrive at the desired equation for Ξ(x, A), i.e., at equation (20) .
Using Theorem 1, i.e., equation (20) , one can compute ℓ(x, A) and Ξ(x, A) simultaneously and without having to compute δ 0 (x, A) and ψ(x, A) at all. Specifically, since (14) and (20) proposed and used earlier in [35, 34, 28] . It is also an extension of the method proposed recently in [39] ; see also, e.g., [38] .
Combined, equations (14) and (20) form a "complete package" to compute any of the desired performance characteristics of the GSR procedure. The question to be considered next is that of computing these characteristics in practice.
The numerical method and its accuracy analysis
We now turn to the question of solving the main equations- (14) and (20)-presented in the preceding subsection. To this end, following [35, 34, 28, 38, 39] , observe first that both equations are renewal-type equations of the form
where υ(x) is a given (known) function, K ∞ (x, y) is as in (13), and u(x) is the unknown; note that while u(x) does depend on the upper limit of integration, A > 0, for notational simplicity, we will no longer emphasize that, and use the notation u(
x) instead of u(x, A).
To see that equation (22) is an "umbrella" equation for equations (14) and (20) , observe that, e.g., to obtain equation (14) on the ARL to false alarm, it suffices to set υ(x) ≡ 1 for any x ∈ R.
Similarly, choosing υ(x) = 1 + x will yield equation (20) . Thus, any method to solve (22) for a given υ(x) can be applied to solve (14) and (20) as well. The problem however, is that (22) We will assume that P Λ ∞ (t) and the unknown function u(x) are both continuous and well-behaved, i.e., both are differentiable as far as necessary. Under these assumptions K ∞ is a bounded linear operator from X into X, equipped with the usual L ∞ -norm:
It can be shown [28] that K ∞ ∞ < 1. 
where {u j,N } 1 j N are constant coefficients to be determined, and {φ j (x)} 1 j N are suitably chosen 
⊤ , and K ∞ is a matrix of size N-by-N whose (i, j)-th element is as follows:
For the system of linear equations (24) to have one and only one solution, the functions {φ j (x)} 1 j N need to form a basis in the appropriate functional space, i.e., in particular, {φ j (x)} 1 j N need to be linearly independent; the necessary and sufficient condition that {φ j (x)} 1 j N are to satisfy is det[φ j (z i )] 0. As {φ j (x)} 1 j N is a basis, expansion (23) By design, the described method is most accurate at the collocation nodes, {z j } 1 j N , since it is at these points that the residual is zero. For an arbitrary point x {z j } 1 j N , the unknown function, u(x), can be evaluated as
(26)
This technique is known as the iterated projection solution; see, e.g., [42, Section 12.3] ; note that
We now consider the question of the method's accuracy and rate of convergence. To that end, it is apparent that the choice of {φ j (x)} 1 j N must play a critical role. This is, in fact, the case, as may be concluded from, e.g., [42 
whence one can see that the method's error is determined by (I − K ∞ ) ∞ . To that end, the standard result
is applicable, since K ∞ ∞ < 1. However, it is well-known that this is often a very crude inequality, and it may not be practical to use it in (27) to upperbound u − u N ∞ . Since in our particular case K ∞ is the transition probability kernel of a stationary Markov process, a tighter (in fact, exact) upperbound on (I − K ∞ ) −1 ∞ is possible to obtain. We now state the corresponding result first established in [39, Lemma 3.1]; see also [38] .
With this lemma one can upperbound u− u N ∞ rather tightly. Specifically, from (27) , K ∞ ∞ < 
1, and Lemma 1, we obtain
where 1 j N; cf. [38, 39] .
For this choice of the functional basis {φ j (x)} 1 j N it is known [42, Formula 3.2.9, p. 124] that
Hence, the method's rate of convergence is quadratic and u −ũ N < ℓ ∞ u xx ∞ h 2 /8. This result can now be "tailored" to the equations of interest, namely, to equations (14) and (20).
Theorem 2. Given N 2 sufficiently large
, where ℓ xx ∂ Theorem 3. Given N 2 sufficiently large
note that the inequality is strict.
The error bound given in Theorem 2 was first obtained in [39, Theorem 3.1] . Note that the bound is proportional to the magnitude of the solution, i.e., to ℓ(x, A) ARL(S r=x A ), which can be large. Worse yet, the bound is also proportional to the detection threshold squared lurking in This makes the error bound given in Theorem 2 extremely close to zero, even for relatively small N. Consequently, ℓ(x, A) can be computed rather accurately without requiring N to be large. This is one of the reasons to use the above piecewise linear basis (28) .
The error bound given in Theorem 3 is not as close to zero because, unlike ℓ(x, A), the the function Ξ(x, A) is not linear in x. Nevertheless, as will be shown experimentally in the next section, the method's accuracy and robustness for Ξ(x, A) are substantially better than those of the method proposed in [35, 34, 28] .
There is one more purpose that the change-of-measure identity,
serves: it is used to compute the matrix (25) required to implement the proposed numerical method.
Specifically, due to the change-of-measure identity, the integrals involved in (25) can be computed exactly: using (25) and (28), and recalling that z j = x j−1 , 1 j N, the corresponding formula is
for 1 i, j N; cf. [38, 39] .
To wrap this subsection, note that the proposed method is a numerical framework that can also be used to assess the accuracy of the popular Markov chain approach, introduced in [54] , and later extended, e.g., in [55] . To this end, as noted in [56] , the Markov chain approach is equivalent to the integral-equations approach if the integral is approximated via the product midpoint rule. This, 
cf. [35, 34] . It can be shown (see, e.g., [57] or [58, pp. 130-135] ) that this approach exhibits a superconvergence effect: the rate is also quadratic, even though the interpolation is based on polynomials of degree zero (i.e., constants, or step functions). However, in spite of the superconvergence and the much simpler matrix K, the constant in front of h 2 in the corresponding error bound is large (larger than that for the "hat" functions). As a result, the partition size required by this method ends up being substantial. In fact, this method was employed, e.g., in [35, 34] , to compare the CUSUM chart and the original SR procedure, and the partition size used consisted of thousands of points to ensure reasonable accuracy. The comparison of this method and the proposed method for ℓ(x, A) performed in [38, 39] confirmed that the new method is superior. In the next section we will offer the same comparison but for STADD(S r A ), and confirm that the new method is superior in this case as well.
A case study
As an illustration of the proposed numerical method at work, consider a scenario where the observations, {X n } n 1 , are independent Gaussian with mean zero pre-change and mean θ 0 (known) post-change; the variance is 1 and does not change. Formally, the pre-and post-change distribution densities in this case are
respectively, where x ∈ R and θ 0. The corresponding "instantaneous" LR for the n-th data point, X n , can be seen to be
and, therefore, for each n 1 its distribution is log-normal with mean −θ 2 /2 and variance θ 2 under measure P ∞ , and with mean θ 2 /2 and variance θ 2 under measure P 0 . Consequently, one can use (29) to find the matrix K required to implement the proposed method. Also, since in this case
one can see that it is indifferent whether θ < 0 or θ > 0. We, therefore, without loss of generality, will consider only the former case, i.e., assume from now on that θ > 0.
Remark. It is not necessary to find the formula for K 0 (x, y) since for the proposed method it is sufficient to know K ∞ (x, y) only. Yet, if it were necessary to have an explicit expression for K 0 (x, y), it would be easy to obtain it from the above formula for K ∞ (x, y) and the identity (1 + x) K 0 (x, y) = y K ∞ (x, y) established in Subsection (3.1) using the change-of-measure identity (5).
We now employ the proposed numerical method and its predecessor offered and applied in [35, 34, 28] to evaluate the performance of the GSR procedure (9)- (10) for the Gaussian scenario (30).
Our intent is to assess and compare the quality of each of the two methods. For the ARL to false alarm, this task was already accomplished in [38, 39] , and, as expected from the discussion in the end of Subsection 3.2, the new method was confirmed to be rather accurate and robust, far surpassing its predecessor. We, therefore, shall devise the two methods to compute the STADD only. More specifically, as in [38, 39] , we will examine the sensitivity of the STADD computed by each of the two methods using definition (12) with respect to three factors:a) partition fineness (rough vs. fine), b) change magnitude (faint vs. contrast), and c) value of the ARL to false alarm (low vs. high).
As was mentioned in Subsection 3.2, the accuracy of the proposed method is determined by the accuracy of the underlying piecewise linear polynomial interpolation with basis (28); see Theorems 2 and 3. Since the interpolation basis (28) 
where the shift is to make sure that x 0 = 0 and x N−1 = A; these points are also the collocation nodes z j , i.e., z j = x j−1 , 1 j N. Using h max 1 j N−1 h j with h j x j − x j−1 as a measure the partition fineness it can be shown that in this case
whence h max 1 j N−1 h j = h ⌊N/2⌋ with ⌊x⌋ being the floor function; note that h is roughly of order A/N for sufficiently large N. For a reason explained shortly it is convenient to set the partition size, N, to be of the form N = 2 j for j = 1, 2, . . .. By varying j, the partition can then be made more rough (small j) or more fine (large j). We will consider j = 1, 2, . . . , 12.
For the Gaussian scenario (30) the magnitude of the change is represented by θ. We will consider θ = 0.01, 0.1, 0.5 and 1.0, which correspond to a very faint, small, moderate, and contrast change, respectively. For the ARL to false alarm (ARL(S r A ) = γ) we will consider levels γ = 10 2 , 10 3 , 10 4 and even 10 5 , although the latter is an extreme case and unlikely to be practical.
To measure the accuracy and rate of convergence of either of the two methods we will rely on the standard Richardson extrapolation technique: if u 2N , u N and u N/2 are the solutions (of the corresponding integral equation) obtained assuming the partition size is 2N, N and N/2, respectively, then the rate of convergence, c, can be estimated as
and the actual error, u − u N ∞ , can be estimated as u − u N ∞ ≈ 2 −c u N − u N/2 ∞ . This is why it is convenient to make the partition size, N, to be of the form N = 2 j for j = 1, 2, . . .. As we mentioned before, we will consider N = 2 j for j = 1, 2, . . . , 12.
Both methods were implemented and tested in MATLAB. Tables 1, 2 of values of the ARL to false alarm and change magnitudes. Hence, the method is not only more accurate, but is also more robust. To boot, we reiterate that the new method is also more efficient as it can compute both the ARL to false alarm and the STADD simultaneously.
Conclusion
We proposed a numerical method to evaluate the performance of the emerging Generalized Shiryaev-Roberts (GSR) procedure in the quickest change-point detection problem's multi-cyclic context. The GSR procedure is an "umbrella" term for the original Shiryaev-Roberts procedure and its recent extension-the Shiryaev-Roberts-r procedure. The proposed method is based on the integral-equations approach and uses the collocation framework. To improve the accuracy, robustness and efficiency of the method, the collocation basis functions are selected so as to exploit a certain change-of-measure identity and a certain martingale property of the GSR procedure's detection statistic; efficiency is improved since, by design, the method can compute both the Av- Table 3 : Results of accuracy and convergence analysis for STADD(S A ) for θ = 0.5. simultaneously. We proved that the method's rate of convergence is quadratic and obtained a tight upperbound on its error. As tested in a case study, the method's expected rate of convergence, greater accuracy and robustness were confirmed experimentally. The method can be used to design the GSR procedure as needed by appropriate selection of the headstart and detection threshold.
It is our hope that the proposed method will stimulate further research on as well as application of the GSR procedure in practice.
