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Abstract
The current study is focused on investigating a Jacobian-Free Newton-Krylov (JFNK)
method to obtain a fully-implicit solution for two phase flows. In the JFNK formulation,
the Jacobian matrix is not directly determined potentially leading to major computational
savings compared to a simple Newton’s solver. Prior to the implementation of JFNK to
solve two-phase flow problem, it is utilized to solve the governing equations correspond-
ing to single phase flow. The objectives of the present study are (i) Application of the
JFNK method to two-fluid models, (ii) Investigation of the advantages and disadvantages
of the method compared to commonly used explicit methods, and (iii) Comparison of the
numerical predictions with those obtained by the current version of the Network thermal-
hydraulics code, CATHENA. The background information required is presented and the
numerical setup for each test case is discussed in detail. Three well-known benchmarks are
considered, the 1D dam break problem, the water faucet and the oscillating manometer.
For single phase flow simulations, the Shallow Water Wave Equations is selected to model
the motion of the fluid and a backward Euler scheme is utilized for the temporal discretiza-
tion along with a central-upwind Godonuv scheme for the spatial discretization. For the
two-phase simulations, an isentropic (four equation) two fluid model is chosen. Time dis-
cretization is performed by a backward Euler scheme and the AUSM+ scheme is applied to
the convective fluxes. The source terms are discretized using a central differencing scheme.
For comparison, one explicit and two implicit formulations, one with Newton’s solver with
the Jacobian matrix and one with JFNK, are implemented for each set of governing equa-
tions. A detailed grid and model parameter sensitivity analysis is performed to identify
the advantages and disadvantages of JFNK for each case.
For all three benchmarks, the JFNK predictions are in good agreement with the analytical
solutions and explicit profiles. Further, stable results can be achieved using high CFL
(CourantFriedrichsLewy ) numbers up to 100 with a suitable choice of JFNK parameters.
The computational time is significantly reduced by JFNK compared to the calculations
requiring the determination of the Jacobian matrix. This reduction is in the order of 80%.
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Chapter 1
Introduction
1.1 Overview
Nowadays, numerical simulations play a major role in engineering applications and are used
in almost every engineering discipline. Particularly, in the nuclear industry, the develop-
ment of robust and accurate simulation tools is crucial to the design and safe operation of
nuclear reactors. In particular, multiphase flow modeling must be incorporated in thermal
hydraulics codes. Several strategies exist ranging from the mixture model [76], volume of
fluid model [30] and the Euler-Euler two fluid model (also known as Effective Fluid Mod-
elling, EFM) [32]. In current nuclear safety analysis codes, such as CATHENA (Canadian
Algorithm for THErmal hydraulic Network Analysis) [28], RELAP (Reactor Excursion and
Leak Analysis Program) [15] and CATHARE (Code for Analysis of THermalhydraulics
during an Accident of Reactor and safety Evaluation) [5], the two-fluid model is used and
usually, for stability purposes, implicit solution techniques are chosen to solve the resulting
system of equations.
The CATHENA thermal hydraulic code, is used for the analysis of postulated reactor
upset conditions in CANDU (CANada Deuterium Uranium) reactors and is developed
by Atomic Energy of Canada Limited (AECL). Currently, it is a one dimensional thermal
hydraulics computer code which includes the non-equilibrium two fluid model as its thermal
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hydraulics model. This model consists of three Partial Differential Equations (PDEs) for
the conservation of mass, momentum and energy for each phase resulting in a total of six
coupled equations. A fully implicit discretization of the governing equations is available
in the new version, called CATHENA 4 [2, 3], with Newton’s method to solve for all of
the primitive variables simultaneously. In order to solve the non-linear set of equations
using Newton’s method, the Jacobian matrix is required to construct a linear system
of equations. However, the explicit determination of the Jacobian matrix significantly
increases the computational time and prevents further use of more elaborate discretization
schemes.
Clearly, increasing the accuracy of the numerical predictions along with decreasing the
computational time is a very desirable feature. Due to numerical issues related to the gov-
erning equations of two-phase flows (in general the system of equations are non-hyperbolic
and cannot be written in conservative form), special care must be taken while trying to ob-
tain and develop numerical schemes for such problems. Many studies have been conducted
to finding more accurate numerical schemes for the solution to multiphase problems. Some
past investigations have led to the development of the AUSM-family schemes for multi-
phase simulations which have been shown to give robust and accurate solutions for many
different multiphase and thermal hydraulics problems [38]. However, almost all of the so-
lution methods have been focused on explicit schemes and little attention has been placed
on finding implicit solution techniques.
The Jacobian-free Newton-Krylov method (JFNK) [42] is an implicit solution technique
based on Newton’s method to find roots of functions while utilizing a Krylov solver to avoid
the explicit formulation of the Jacobian matrix. By removing the necessity of calculating
the Jacobian matrix, a large amount of computational time can be saved and more accurate
discretization schemes may be used. The method involves multiple tuning parameters
which require special care for the system of equations under consideration.
2
1.2 Objectives
In the present study, the application of the JFNK method to two-phase flows is of interest
and is investigated. In order to acquire more insight to the behavior of the method, it is
initially applied to a set of equations corresponding to single phase flows and afterwards,
extended to two-phase flows. Many studies have been conducted to solve two-phase model
problems, however implicit solutions have not been widely explored. In addition, the
JFNK has never been used or applied for the solution to the two fluid model. The study is
conducted per request of AECL, to help decrease computational time in the future versions
of the CATHENA code. To summarize, the objectives of the current study are as follows:
• Application and implementation of JFNK to a system of equations corresponding
to single phase flows. Through this, the behavior of the method is investigated and
some tuning parameters are set for further use.
• Application and implementation of JFNK to a two-phase model and investigation of
the pros and cons of the method.
• Comparison of the results obtained with previous numerical work and the results
obtained from CATHENA.
The main expected features are also listed below:
• Implementation of a fully implicit discretization of the governing equations.
• Capability to use high order schemes for the discretization of the governing equations.
• Capability to use large time steps to advance in time through out the simulations.
• Capability to perform the simulation on fine grids.
• Production of stable results through time even when large time steps are used.
3
1.3 Outline
In Chapter 2 the basic governing equations of fluid dynamics are derived from principle
conservation laws. The required background information necessary to follow the present
thesis is described and covered. This includes an introduction to explicit and implicit
schemes and the main differences between the two methods, Newton’s algorithm to find
the solution to non-linear functions and a brief description on Krylov solvers (GMRES in
particular). The Jacobian free Newton-Krylov is presented in detail followed by a short
introduction to CATHENA.
Chapter 3 begins with the derivation of the governing equations of two-phase flows. The
local instant formulation of the equations are derived and discussed followed by introducing
appropriate jump conditions at the interface between two phases. Averaging techniques
utilized for two-phase flows are presented and some of the most commonly used two-phase
models are described. The numerical difficulties encountered when trying to solve the
system of equations are discussed and some of the previous studies regarding these issues
are reviewed. Different numerical schemes used for the solution of multiphase problems
are included as well.
As a first step towards the application of the JFNK method to two-phase problems, initially,
the algorithm is applied to a simpler set of equations, the 1D shallow water wave equations
(SWWE). Chapter 4 includes the full derivation and description of the SWWE system of
equations along with the numerical discretization schemes investigated. Initial conditions
and boundary conditions corresponding to the 1D dam-break problem are presented and
results obtained from multiple simulations are presented and discussed.
Chapter 5 provides a detailed investigation of the application of the JFNK method to an
isentropic two-phase system of equations. Full, in-depth detail on the numerical setup,
including, the discretization of the numerical fluxes and source terms along with correction
models for low Mach number flows and the appearance and disappearance of a phase are
provided. The method is applied to two well known test cases, namely the water faucet
and the oscillating manometer test cases. Multiple simulations are performed and details
on the model parameters are given. The ability of the method to handle larger time-steps
for each test case is investigated and the numerical predictions obtained from the algorithm
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are compared the predictions obtained from explicit methods.
Finally, Chapter 6 includes the conclusions based on the present study. A summary of the
work done and recommendations for future work are also provided.
5
Chapter 2
Background
Prior to the discussion on multiphase flows it is necessary to introduce some of the concepts
and numerical tools used throughout the present thesis. First, the conservation laws of
fluid flows are derived followed by a short introduction to explicit and implicit schemes
and some of the advantages and disadvantages of each method are reviewed. Newton’s
method for finding roots to nonlinear equations is summarized followed by a discussion on
the JFNK method. The GMRES sparse solver and CATHENA are also briefly introduced.
2.1 Governing Equations of Fluid Flow
In the current section, the governing equations of fluid flow are derived from differential
control volumes. The conservation laws obtained are in general form without any simpli-
fying assumptions.
2.1.1 Conservation of Mass
Consider a differential, fixed Control Volume (CV) within a fluid moving with the velocity
field ~V (Eulerian CV). The x, y and z component of the velocity field are u, v and w,
respectively. The mass of the fluid under consideration can be obtained from m = ρ V– =
6
xy
z
dx
dz
dy
ρudydz = m˙x m˙x +
∂m˙x
∂x dx
m˙y = ρvdxdz
m˙y +
∂m˙y
∂y dy
m˙z +
∂m˙z
∂z dz
m˙z = ρwdxdy
Figure 2.1: Differential control volume used for the derivation of the conservation of mass
equation
ρ(dxdydz), where ρ is the fluid density and dx, dy and dz are the lengths of the CV in the
x, y and z direction respectively. Conservation of mass for this element simply states
{
mass increase
within the CV
}
=
{
net mass
flow in
}
−
{
net mass
flow out
}
. (2.1)
Figure 2.1 illustrates a differential control volume within the fluid and also the mass fluxes
passing through each face of the CV. After inserting the appropriate fluxes in Eq. 2.1 one
can obtain
∂m
∂t
= −
[
m˙x +
∂m˙x
∂x
dx+ m˙y +
∂m˙y
∂y
dy + m˙z +
∂m˙z
∂z
dz
]
,
which can be simplified using the gradient operator, ~∇, and written as the continuity
equation
∂ρ
∂t
+ ~∇.(ρ~V ) = 0 . (2.2)
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2.1.2 Conservation of Linear Momentum
In order to derive the Navier-Stokes equation, instead of focusing on a fixed control volume,
a moving CV is considered which can deform due to surface and body forces acting on it.
The mass contained inside the control volume remains constant (Lagrangian approach).
From Newton’s second law:
~F = m~a,
which for a fluid element can be written as
ρ
D~V
Dt
= ~B + ~S. (2.3)
In Eq. 2.3, D
Dt
is the material derivative [20] and ~B and ~S are the body and surface forces
per unit volume acting on the CV respectively. Gravity is the only body force that is
considered in the present derivation. Therefore, ~B = ρ~g. Figure 2.2 illustrates the surface
forces acting on the CV (only the x - direction is shown for clarity). Note that pressure is
included in the normal stresses (τxx in Fig. 2.2). Applying the forces shown into Eq. 2.3,
one can obtain (in tensor notation)
ρ
Dvi
Dt
= ρgi +
∂τij
∂xj
. (2.4)
τij contains both pressure forces and viscous forces and for a Newtonian fluid, it can be
written as
τij = −pδij +
[
(λ~∇.~v)δij + µ
(
∂ui
∂xj
+
∂uj
∂xi
)]
︸ ︷︷ ︸
viscous part = τvij
= −pδij + τ vij. (2.5)
In Eq. 2.5, p is the pressure acting on the surface of the CV, λ is the bulk viscosity [60],
µ is the viscosity and δij is the Kronecker delta. λ can be obtained by Stoke’s hypothesis
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Figure 2.2: Surface forces in the x-direction acting on a CV
which applies for most fluids, λ+ 2
3
µ = 0. Inserting Eq. 2.5 into Eq. 2.4 and generalizing
for all three directions, the conservation of linear momentum can be written as
ρ
D~V
Dt
= −~∇p+ ~∇.τ vij + ~B . (2.6)
Equation 2.6 is the general form of the conservation of linear momentum law. For many
practical conditions, the viscous forces may be neglected (inviscid fluid). By doing so,
Euler’s conservation of momentum equation is obtained, which states
ρ
D~V
Dt
= ρ~g − ~∇p. (2.7)
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2.1.3 Conservation of Energy
As described in Sec. 2.1.2, a CV of fixed mass moving with the fluid is considered. Applying
the first law of thermodynamics (conservation of energy) to this control volume gives
DE
Dt
=
DQ
Dt
+
DW
Dt
, (2.8)
where the left hand side is the rate of change in total energy. The first term on the right
hand side is the rate of heat transfer to the CV and the second term is the rate of work
done on the CV by surface and body forces. The total energy of the fluid can be written
as the sum of the internal energy and the kinetic energy of the fluid. This is given by
DE
Dt
=
D
DT
(ρ V– )︸ ︷︷ ︸
= m
(
I +
1
2
V 2
) = ρ V– D
DT
[
I +
V 2
2
]
. (2.9)
In Eq. 2.9, I is the internal energy per unit mass and V
2
2
is the kinetic energy per unit
mass of the fluid. Figure 2.3 shows the heat transfer fluxes applied to the CV under
consideration. qk is the heat flux in the k direction and q
′′′
is the internal heat generation
per unit volume. Examining Fig. 2.3 and applying Fourier’s law, it can easily be shown
that:
DQ
′′′
Dt
= − ∂qi
∂xi
+ q
′′′
= −~∇.~q + q′′′ = ~∇.
(
k~∇T
)
+ q
′′′
, (2.10)
where k is the thermal conductivity of the fluid. The final term which needs to be
calculated is the rate of work done on the CV. The general form is given by DW
Dt
=(
~Force
)
.
(
~Velocity
)
. Considering gravity as the only body force acting on the CV, the
rate of work done by body forces can easily be calculated. In order to evaluate the rate
of work done by the surface forces, consider the surface forces shown in Fig. 2.2. Work
done on the CV is considered to be positive if the velocity and the force are in the same
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Figure 2.3: Heat fluxes entering and leaving differential control volume
direction and is assumed to be negative if they are in opposite directions. Keeping this in
mind, it can shown that
(
DW
′′′
Dt
)
τ
= ~V .
(
~∇.τij
)
+ τij
∂ui
∂xj
. (2.11)
Combining all terms (Eqs. 2.9, 2.10 and 2.11), the general form of the energy equation is
derived
ρ
D
Dt
(
I +
V 2
2
)
=
[
~∇.
(
k~∇T
)
+ q
′′′
]
+
[
~V . (∇.τij) + τij ∂ui
∂xj
+ ρ~g.~V
]
. (2.12)
Eq. 2.12 relates internal energy and kinetic energy to the heat transfer and work done
on the CV. It is desirable to eliminate kinetic energy and write the internal energy as
a function of the primary variable, temperature. By taking ~V .(Eq. 2.12) and using the
conservation of momentum and mass (Eqs. 2.2 and 2.6), and also some thermodynamic
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relations, the conservation of energy can be written as
ρCp
DT
Dt
= −~∇.~q + q′′′ + βT Dp
Dt
+ µΦ . (2.13)
where, β is the coefficient of thermal expansion and µΦ is called viscous dissipation and is
the irreversible work done by viscous forces. More explicitly Eq. 2.13 is
ρCp
∂T
∂t︸ ︷︷ ︸
Transient term
+ ρCp~V .~∇T︸ ︷︷ ︸
convection term
= ~∇.(k~∇T )︸ ︷︷ ︸
conduction term
+ βT
Dp
Dt︸ ︷︷ ︸
pressure term
+ µΦ︸︷︷︸
viscous dissipation
+ q
′′′︸︷︷︸
heat generation
.
(2.14)
2.2 Explicit and Implicit Methods
In numerical analysis the terms explicit and implicit are frequently encountered. When an
ordinary or partial differential equation is intended to be solved numerically, the equation
needs to be discretized on a computational domain. The difference between the two meth-
ods, lays in the time level used for the variables in the spatial discretization. If the variables
used are from the current time level (known state), the method is explicit and if unknown
values from the next time step are used, an implicit discretization is constructed. Suppose
the numerical solution to the 1 dimensional (1D) heat equation (Eq. 2.15) is sought,
∂T
∂t
= k
∂2T
∂x2
. (2.15)
Equation 2.16a illustrates an explicit discretization of the governing equation and Eq.
2.16b shows a fully implicit version of the discretization. The subscripts denote the spatial
location of the node under consideration and the super scripts indicate the time level of
the variable (n being the current time). As can be seen, the only difference is in the time
level used for the terms used for the spatial discretization.
T n+1i − T ni
∆t
= k
T ni+1 − 2T ni + T ni−1
∆x2
, (2.16a)
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T n+1i − T ni
∆t
= k
T n+1i+1 − 2T n+1i + T n+1i−1
∆x2
. (2.16b)
After rearranging Eq. 2.16a, it is observed that in order to update the temperature at each
node, a simple algebraic equation needs to be solved. This is not the case with an implicit
scheme. Each equation is involved with multiple unknowns and a system of equations needs
to be solved. By solving the resulting system, all unknowns are updated simultaneously.
Using an explicit scheme results in a very efficient and computationally inexpensive update
of the different flow parameters. It is also very easy to program and allows the simple
implementation of parallel methods. The main drawback to the method is stability issues
that occur when large time steps are used. The time step which can be used for explicit
methods is highly restricted. Implicit methods do not have this restriction and are capable
of handling relatively large time steps compared to explicit schemes and are considered
to be unconditionally stable (although in practice implicit schemes are also limited to a
certain size of time step chosen). Implicit methods are also much harder to program and
require large system of equations to be solved at each time step which leads to a major
increase in computational time, per iteration.
2.3 Newton’s Method
Newton’s method is implemented to solve non-linear equations by finding approximate
roots of functions. It can be used for both scalar and vector functions [36]. First, the
method is described for scalar functions, then the description will be expanded to vectors.
For a scalar function, the solution to satisfy the equation f(x) = 0 is required. Newton’s
method can be summarized in the following steps
(i) Start with an initial guess, x0
(ii) Calculate f(x0) and f
′(x0), where f ′ is the derivative of the function f
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Figure 2.4: Newton’s method for a scalar function
(iii) A better estimate of the root, x1, can be calculated using the following formula
x1 = x0 − f (x0)
f ′ (x0)
. (2.17)
Steps i, ii and iii are repeated until the solution is found within a specified tolerance (stop
criterion). The iterations start with an initial guess (x0) and as the initial value is updated
(x1, x2, etc. . . .) the solution gets closer to the root of the function. It can be shown that
the convergence of Newton’s method (if the initial guess is close enough to the root) is
quadratic [36]. This means that the number of correct decimals approximately doubles at
each iteration. These steps are shown in Fig. 2.4.
Newton’s method can be extended to vector functions. The vector function may be written
as F (u) = 0 for which the roots need to be determined. The same methodology is used for
vector functions. The state vector, u, can be compared to x and F (u) can be compared to
f(x) in Eq. 2.17. In order to compute F ′(u) (first derivative), a Taylor series expansion of
the function is applied such as
F
(
uk+1
)
= F
(
uk
)
+ F ′
(
uk
) (
uk+1 − uk)+HOT. (2.18)
In Eq. 2.18, the superscript k refers to the previous guess of the root and k+1 corresponds
to the current guess. Neglecting the Higher Order Terms (HOT ), and setting F
(
uk+1
)
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equal to the zero matrix (this occurs at convergence), a set of linear equations in the form
of Ax = b can be written as
J
(
uk
)
δuk = −F (uk) ; δuk = uk+1 − uk. (2.19)
By solving Eq. 2.19, the state vector uk+1 can be calculated and it serves as the next guess
in Newton’s method. J is the Jacobian matrix of function F and is defined as
J(i,j)
(
uk
)
=
∂fi
(
uk
)
∂uj
. (2.20)
The subscripts i and j refer to the ith row and the jth column of the Jacobian matrix. This
procedure is performed until the desired precision is achieved. Following common practice
[44], the stop criterion used in the present study is
‖∂uk‖
‖uk‖ < τnewt, (2.21)
where τnewt is the tolerance set for Newton’s method.
2.4 The Generalised Minimal Residual Method (GM-
RES)
For linear system of equations, two main classes of iterative methods can be found [70]: i)
Stationary methods such as Jacobi, Gauss-Seidel and Successive Over Relaxation (SOR)
and ii) Krylov subspace methods. In the present study, a solver from the Krylov subspace
techniques is selected to solve large linear systems of the form Ax = b iteratively. These
methods use the Krylov subspace, Kj, defined as
Kj = span
(
r0, Ar0, A
2r0, . . . . . . , A
j−1r0
)
. (2.22)
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In Eq. 2.22, the residual is calculated as r0 = b− Ax0. A significant advantage of Krylov
methods over other iterative methods, is that instead of using individual elements of A, only
matrix-vector products are required. This feature is the key to saving computational time
in Newton’s method [42] and is further discussed in Sec. 2.5. Among Krylov methods, the
conjugate gradient, generalized minimum residual (GMRES) and the bi-conjugate gradient
methods are widely used [14]. The present study is focused on the GMRES method. The
generalized minimum residual method is a projection method based on taking K = Km and
L = AKm, in which Km is the m-th Krylov subspace with ν1 = r0/‖r0‖ . Such a technique
minimizes the residual norm over all vectors in x0 + Km [71, 70]. Further information
can be found in many references, for example [11, 13]. In the current work, GMRES is
implemented as a linear solver for a large sparse matrix of the form Ax = b iteratively.
2.4.1 GMRES Performance
The performance of GMRES is proportional to the number of computations performed
by the algorithm. There are two main ways to modify the total performance. First, the
number of computations performed in a single GMRES iteration may be reduced leading
to a reduction of total computations. The second method is to modify the inputs to the
GMRES solver (A matrix). This will cause a change in the behavior of the system for
convergence. If the system converges more easily, the number of iterations required will
decrease, leading to an improvement of the GMRES solver.
Restart Parameter
The computational costs of GMRES increase exponentially at higher GMRES iterations
[70, 71]. Therefore the GMRES algorithm becomes impractical when the number of itera-
tions required is large due to the growth of computational and memory requirements. One
method to solve this issue is to restart the algorithm periodically. If a restart parameter is
defined, the algorithm limits the number of iterations performed to the value of the restart
parameter and only saves the last residual. This residual is then used to construct a new
Krylov subspace where the algorithm starts again. This is referred to as GMRES(m) or
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restarted GMRES.
Pre-conditioning
The main objective of using a pre-conditioner is to input an easier system to solve or a
more suited system, to the solver. To this end, matrix multiplications are used to multiply
a pre-conditioner (which is a matrix) with the original system
M−1Ax = M−1b. (2.23)
Matrix M is called the pre-conditioner. A pre-conditioner should have two main properties.
It should be cheap to construct and apply, and the pre-conditioned system should be easier
to solve [7]. There are two main classes of pre-conditioners, the first class is a case specific
pre-conditioner that requires complete knowledge of the physics of the problem. This is
referred to as physics based pre-conditioning [42]. The second class is a more general
technique that is universally applicable. Although this technique is not the most efficient
method for all problems, it is used to achieve reasonable efficiency on a wide range of
problems [7].
2.5 Jacobian-free Newton-Krylov Method (JFNK)
As seen in Eq. 2.19, in order for the Newton iteration to advance, the Jacobian matrix,
which is composed of the first partial derivatives of the vector function defining the system
with respect to all of the state vector unknowns, as shown in Eq. 2.20, is required. In some
cases, calculating the Jacobian matrix is difficult or computationally intensive. Further,
as the system gets larger, the Jacobian matrix becomes more expensive to calculate and
store. In the GMRES algorithm, it can be seen that the Jacobian matrix is only needed in
a matrix-vector product form. Therefore, it is possible to approximate the Jacobian-vector
product without calculating the Jacobian matrix explicitly. Such a procedure will decrease
the memory needed and the number of computations required. A Taylor series expansion
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of the zero-sum vector function (F (u) = 0) is used to approximate the Jacobian-vector
product (any arbitrary vector) by
Jv =
F (u+ v)− F (u)

, (2.24)
where  is a perturbation parameter and v is an arbitrary vector. Eq. 2.24 corresponds
to a first-order Taylor expansion approximation to the Jacobian matrix multiplied by an
arbitrary vector. Inside the GMRES function, wherever the Jacobian matrix is multiplied
by a vector, the right hand side of Eq. 2.24 is kept and the Jacobian matrix is not
calculated explicitly. It is clear that the choice of the value for  will affect the precision of
the approximation. A large value will lead to a poor approximation of the Jacobian-vector
product and a very small value will lead to round-off errors. It has been shown that a
value close to the square root of the machine precision error (the smallest distinguishable
difference between two numbers on the computer) is able to approximate the Jacobian
matrix in many cases [44]. Other methods to determine the perturbation value are also
presented in [42, 12]. In the present study, a 64-bit version of MATLAB is used where the
machine precision error, machine, is approximately equal to 2×10−16. The results presented
in Chapters 4 and 5 are obtained by using  = 1.4 × 10−7 unless otherwise stated. Note
that this value is an order of magnitude larger than square root of the machine epsilon.
2.5.1 Advantages and disadvantages of the JFNK method
One of the main advantages of the JFNK method is that for a small convergence tolerance
value, there is no splitting or linearization error [41]. Another advantage of the method
is the simple implementation of different discretization schemes and the addition of gov-
erning equations. Different time discretization schemes can also be implemented without
major modifications in the code. This is due to the fact that unlike other methods, such
as semi-implicit methods, only pure algebraic presentations are required and there is no
need to use values of the unknowns at different time levels in the PDEs [43]. Also, due to
the implicit nature of the method, the solutions are more stable and the selected time step
is not as restricted to the CFL number of the problem considered. This will allow higher
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CFL values, resulting in fewer time steps needed to reach the solution.
The major disadvantage of the method is that a nonlinear problem is being solved itera-
tively. In order to advance in time a large matrix system needs to be solved at each Newton
iteration. In general, this is computationally expensive and in order for the method to be
efficient, effective pre-conditioners are required. Another approach to decrease the compu-
tations required in the JFNK method is the use of restarted GMRES [71]. In the present
study, pre-conditioners or restart parameters are not investigated. Instead, special atten-
tion is given to the ability of the Jacobian-free Newton-Krylov method to produce stable
and accurate results at higher CFL numbers.
2.6 The Canadian Algorithm for Thermal Hydraulic
Network Analysis (CATHENA)
CATHENA 4, is a one dimensional two-phase thermal hydraulics code which is currently
under development and is used by AECL for reactor design and safety analysis. Currently,
CATHENA 4 uses a first order upwind scheme for the discretization of the governing equa-
tions (which are modeled by the six equation two-fluid model, as discussed in Chap. 3)
and uses Newton’s method to solve the system of equations. The code is fully implicit
but, the Jacobian matrix is explicitly calculated for each time step. The solution to Eq.
2.19 is then solved by either the PARDISO [73] or the SMPAK solver. CATHENA uses a
staggered grid meaning that scalar variables (such as the void fraction and pressure) are
stored at node centers and vector variables (fluid velocities) are stored at links connecting
the nodes. It is the final goal of the the present project to implement the JFNK method
into CATHENA to reduce the computational time required for its simulations.
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Chapter 3
Two-Phase Flow Modeling
In the present chapter the fundamentals of two-phase flow are described. The governing
equations of two-phase flows are derived along with the appropriate jump conditions. Av-
eraging techniques used to model two phase flow are also discussed. Further, two of the
most commonly used two-phase models are reviewed followed by a mathematical analysis
of the resulting system of equations. Finally, previous numerical methods used for the
solution to two-phase problems are mentioned.
3.1 Governing Equations of Two-Phase Flow
In the current section, the governing equations of two-phase flows are derived. Jump
conditions are also necessary at the interfaces and are further discussed. The derived system
of equations is then averaged in the following section (Sec. 3.2). Some mathematical tools
are required in order to derive the governing equations. Namely, the Reynolds transport
theorem
d
dt
∫
V–
Fkd V– =
∫
V–
∂Fk
∂t
d V– +
∮
A
FkVk.ndA, (3.1)
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and Green’s theorem
∫
V–
∇.Fkd V– =
∮
A
n.FkdA. (3.2)
In Eqs. 3.2 and 3.1, V– is the volume of a control volume and A is the surface of that
control volume.
3.1.1 Instantaneous Formulation
In the derivation of the governing equations for two-phase flows, the flow is considered
as two single phase regions which are divided by a moving boundary, the interface. The
standard governing equations derived in Chapter 2 hold for each one of these regions up
to the interface. Appropriate jump conditions need to be considered at each interface
to take into account the sudden change in certain flow variables such as fluid density,
velocity and energy. The local instant formulation is given by considering the local instant
variables, F = F (x, t). The derivation begins by considering the general integral balance
of a quantity, ψ, over a material volume, V– . The general integral balance states
d
dt
∫
V– m
ρkψkd V– = −
∮
Am
nk.JkdA+
∫
V– m
ρkφkd V– , (3.3)
where, Jk is the influx of ψk through A and φk is the body source of ψk within V– . The
subscript k, denotes the phase. Physically, Eq. 3.3 implies that the rate of change of ψk
is equal to the net amount of ψk leaving the control volume and the amount generated
within the cell boundaries. Using the Reynolds transport theory (shown in Eq. 3.1) and
Green’s theory (shown in Eq. 3.2), which relates volume and surface integrals, the general
differential balance equation can be obtained as
∂ρkψk
∂t
+∇.(Vkρkψk) = −∇.Jk + ρkφk. (3.4)
It can be observed, that with the correct values of ψk, φk and Jk, the resulting equations
are in agreement with those obtained in Chapter 2 (Eqs. 2.2, 2.6 and 2.13). These values
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Table 3.1: Parameters for general balance equations
Balance ψk Jk φk
Mass 1 0 0
Momentum Vk −Tk = pkI− τk gk
Energy uk +
V 2
2
qk − Tk.Vk gk.Vk + q˙kρk
are shown in Table 3.1. In Table 3.1, Tk is the surface stress tensor for phase k and I is the
unit tensor. As explained in Sec. 2.1.2, the stress tensor is divided into a pressure term
and a viscous stress term. In addition, uk, qk and q˙k represent the internal energy, heat
flux and the heat generation, respectively. To complete the local instant formulation of
two phase flows, jump conditions need to be specified for the interfaces. This is described
in the following section.
3.1.2 Jump Conditions
The general balance equations (Eq. 3.4 and values from Table 3.1) can be applied to each
phase but cannot be used at the interface between the two phases. Instead, a new set of
governing of equations should be developed to take into account the singularities which
may occur at the interface. These are called jump conditions and are unique for multiphase
analysis.
In Fig. 3.1 the surface AI splits the control volume into two regions and is a singular
surface with respect to ψ and the fluid velocity, u. The surface may be in motion with
a velocity of uI . The general balance equations shown in Eq. 3.3, hold for this control
volume. Now, the transport theorem needs to be modified for a region containing a surface
separating a discontinuity. The transport theory is obtained from
d
dt
∫
V–
ψdV– =
∫
V–
∂ψ
∂t
d V– +
∫
A
ψuk.ndA−
∫
AI
[ψ]uI .ndA, (3.5)
where, [ψ] is the defined as [ψ] = ψ+ − ψ−, which is the difference between the limiting
values of ψ on both sides of the singular surface. Again, Eq. 3.3 can be applied to any
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Figure 3.1: Control Volume containing singular surface
AI(t)
A1
A2
Figure 3.2: Shrunk Control volume for interface
volume regardless of the fact if it contains a singular surface or not. Combining Eqs. 3.3
and 3.5 and shrinking the size of A1 and A2 to reach AI (shown in Fig. 3.2), a new set of
governing equations are obtained. Since it is assumed that the the control volume shrinks
to the interface surface, all volume integrals may be ignored and the resulting equation is
∫
AI
([ρψu.n]− [ρψ]uI .n+ [J .n])dA = 0. (3.6)
Due to the fact that Eq. 3.6 must hold for any arbitrary surface (including the interface
separating two phases), the integrand must be zero. Therefore, for two-phase flows
∑
k=1,2
= (m˙kψk + nk.Jk) = 0, (3.7)
where, m˙k is the mass transfer per unit time passing through the interface and can obtained
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from m˙k = ρk (uk − uI) .nk. The governing equation shown in Eq. 3.7 is the general jump
condition for two-phase flows and values shown in Table 3.1 can be used in order to obtain
the jump condition for each of the conservation laws. The complete derivation of the
conservation laws for multiphase flows can be found in many text books such as [21], [32]
and [40]. The reader is encouraged to consult with these references for a more detailed
derivation.
3.2 Averaging Techniques
The local instant formulation equations obtained in the Sec. 3.1, are not very useful
for most applications due to the fact that the location of the interfaces are unknown at
each time. Therefore the governing equations need to be averaged. For most engineering
problems, mean values of fluid properties are sufficient, which eliminate the need for the
local instant formulation, and instead, averaged equations are used. After averaging, the
resulting governing equations are greatly simplified at the cost of loosing information due
to the averaging process (similar to what is encountered in single phase turbulent flows).
Three main types of averaging techniques can be performed [32], Lagrangian averaging,
Eulerian averaging and the Boltzmann statistical averaging.
The most popular class of averaging is the Eulerian averaging method because it is the
closest method to experimental observations. Here, time and space are considered as in-
dependent variables and changes to all other variables are expressed with respect to these
two independent variables. In addition, the Eulerian method basically consists of integral
operators and has a smoothing effect within a domain of integration [32]. The Lagrangian
method is mostly used when the dynamics of a particular particle is of interest. Further-
more, the Boltzmann statistical method is considered when the behavior of a group of
particles is the main focus of investigation. In the following section the Eulerian averaging
will be considered. A more detailed description of averaging techniques for multiphase flow
problems can be found in [19] and [32].
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3.2.1 Instantaneous Volume-Averaged Equations
The local instant formulation can be averaged over area or volume. Here, the volume based
averaging method is used due to the fact that singularities may appear in area averaging
whereas they do not appear in volume based averaging methods. Consider the fixed tube
shown in Fig. 3.3. The arbitrary volume of V– ∗ is intersected by two cross sectional planes.
The two planes are located a distance Z apart and the intersection of the two with volume
V– ∗ are A1k and A2k. V– k is the volume enclosed by A1k, A2k and the portion of AI and Awk
between the two cross sectional planes. The cross sectional planes limiting the volume V– k
are allowed to move and their speeds are (−uA11.nz) and (uA12.nz), where, nk is the unit
vector normal to the interface and pointed away from phase k.
Applying Eq. 3.1 to the volume V– k, leads to
∂
∂t
∫
V– k(z,t)
f(x, y, z, t)d V– =
∫
V– k(z,t)
∂f
∂t
d V–
+
∫
AI(z,t)
fuI .nkdA−
∫
A1k(z,t)
fuA11.nzdA
+
∫
A2k(z,t)
fuA12 .nzdA.
(3.8)
Note that the integral over the wall is zero due to the fact that the velocity at the wall
is assumed to be zero. (uI .nk) represents the speed of displacement of the interface AI .
By considering the general balance equation for V– k (Eq. 3.4), Eq. 3.8 and also Green’s
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AI(z, t)
Figure 3.3: Fixed tube containing two fluids separated by an interface and intersected by
two cross sectional planes
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theory, the following equation is derived
∂
∂t
∫
V– k(z,t)
ρkψkd V– =
∫
AI(z,t)
ρkψkuI .nkdA
−
∫
A1k(z,t)
ρkψkuA11 .nzdA+
∫
A2k(z,t)
ρkψkuA12 .nzdA
−
∫
AI(z,t)
(nk.ρkψkuk + Jk) dA−
∫
Awk(z,t)
n.JkdA
+
∫
A1k(z,t)
nz. (ρkψkuk.Jk) dA−
∫
A2k(z,t)
nz. (ρkψkuk.Jk) dA
+
∫
V– k(z,t)
ρkφkd V– .
(3.9)
By defining the volume averaging operator as
〈f〉3 = 1
V–
∫
V–
fd V– , (3.10)
and also using the mass transfer at the interface, m˙k, Eq. 3.9 is written as
∂
∂t
V– k〈ρkψk〉3 − V– k〈ρkφk〉3 =∫
A1k
nz. [ρkψk(uk − uA11) + Jk] dA
−
∫
A2k
nz.[ρkψk(uk − uA12) + Jk]dA
−
∫
AI
(m˙kψk + uk.Jk)dA−
∫
Awk
uk.JkdA.
(3.11)
Equation 3.11 corresponds to the instantaneous volume averaged equations. By using the
values shown in Table 3.1, each volume averaged conservation law is obtained.
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3.2.2 Double Volume-Time Averaged Equations
Most practical situations, require the governing equations to be averaged over both space
and time. Here, the volume averaged equations (Eq. 3.11) are averaged over time to obtain
the Double Volume-Time Averaged Equations. Consider the time averaging operator over
a period of [T ] defined as
fk =
1
T
∫
[T ]
fkdt. (3.12)
Since no jump discontinuities occur in fk (due to the fact that a volume average was used
instead of a surface average in the derivation of Eq. 3.11), the time average of a partial
derivative is equal to the partial differentiation of a time averaged function [32]. Therefore,
∂fk
∂t
=
∂fk
∂t
. (3.13)
Integrating Eq. 3.11 over a time interval of [T ] (and assuming the two cross sectional
planes to remain stationary) gives
∫
[T ]
∂
∂t
V– k〈ρkψk〉3dt−
∫
[T ]
V– k〈ρkφk〉3dt =∫
[T ]
∫
A1k
nz. [ρkψk(uk − uA11) + Jk] dAdt
−
∫
[T ]
∫
A2k
nz.[ρkψk(uk − uA12) + Jk]dAdt
−
∫
[T ]
∫
AI
(m˙kψk + uk.Jk)dAdt−
∫
[T ]
∫
Awk
uk.JkdAdt.
(3.14)
Using the definition of the time averaging operator from Eq. 3.12, Eq. 3.14 may is rewritten
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as
∂
∂t
V– k〈ρkψk〉3 − V– k〈ρkφk〉3 =∫
A1k
nz.(ρkψkuk + Jk)dA
−
∫
A2k
nz.(ρkψkuk + Jk)dA
−
∫
AI
(m˙kψk + uk.Jk)dA−
∫
Awk
uk.JkdA.
(3.15)
The first two terms on the RHS of Eq. 3.15 are cast in the form of a differential term
because the distance separating the two cross sectional planes is arbitrarily small, hence
∂
∂t
V– k〈ρkψk〉3 − V– k〈ρkφk〉3 = − ∂
∂z
V– k
〈
nz.(ρkψkuk + Jk)
〉
−
∫
AI
(m˙kψk + uk.Jk)dA−
∫
Awk
uk.JkdA.
(3.16)
Eq. 3.16 is the double volume-time averaged equation and again, values from Table 3.1
are used for each conservation law.
3.2.3 Averaged Interface Balance Equation
In addition to the averaged governing equations for each phase, the interface jump balance
also needs to be averaged. Using a similar procedure, averaging Eq. 3.7 leads to
∑
k=1,2
(∫
AI
m˙kψkda+
∫
AI
nk.JkdA
)
= 0 (3.17)
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3.3 Two-Phase Flow Models
In the present section, two of the most commonly used two phase models are introduced.
In each model, certain assumptions are made in order to simplify the governing equations
and make them easier to solve. The most general model used for 1D simulations is the two
pressure six equation model where each phase has a different pressure. The 1D system of
equations obtained from the volume-time averaged balance equations for each conservation
law are as follows (the overbar has been dropped for simplicity).
Conservation of mass:
∂
∂t
(αkρk) +
∂
∂z
(αkρkuk) = φ
′′′
ck. (3.18)
Conservation of momentum:
∂
∂t
(αkρkuk) +
∂
∂z
(αkρku
2
k) +
∫
AI
nz.nk.pkdA+
∫
Akw
nk.nzpk.dA = φ
′′′
mk. (3.19)
Conservation of energy:
∂
∂t
(αkρkEk) +
∂
∂z
(αkρkEkuk) +
∫
AI
nz.nk.pk.uIdA+
∫
Akw
nk.nzpk.uk.dA = φ
′′′
ek. (3.20)
In Eqs. 3.18, 3.19 and 3.20, αk is the volume fraction of phase k (arising from the division
of each conservation law by the total volume, V– ). The φ
′′′
terms, contain all the source
terms for each equation. The
∫
Akw
nk.nzpk.dA term in the momentum equation is usually
neglected when a constant cross section is used [32] and the
∫
Akw
nk.nzpk.uk.dA term in
the energy equation is equal to zero due to the velocity being zero at the wall. For the
pressure term seen in the momentum equation, Eq. 3.19 (and also the energy equation),
two main approaches are taken in the literature. First is the case where each phase has a
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constant pressure of pk in order to derive a two pressure model. Such an approach can be
found in [10]. The integral is then written as
∫
AI
nz.nk.pkdA = −pk ∂αkA
∂z
. (3.21)
The second approach, which is selected for the current study, is to assume an equal pressure
for both phases and introduce an interface pressure, pint. Therefore, the integral becomes
∫
AI
nz.nk.pkdA = −pint∂αkA
∂z
. (3.22)
Further information on pint is given in Section 3.4. Following this approach, the general
form of the single pressure two-fluid model can be written as follows [63]
∂U
∂t
+
∂E
∂x
= Cnv + Cv + S. (3.23)
In Eq. 3.23, U is the vector of conserved variables and E is the corresponding flux vector.
The source terms, have been separated into three terms Cnv, Cv and S. The first two terms
contain differential terms and the last term carries non-differential terms. Cnv represents
all the non-viscous differential terms including the interfacial pressure correction term used
as a regularization term. Cv includes all the viscous differential terms and S is the source
term containing all of the non-differential terms such as gravity and interfacial drag. In the
present study, the viscous terms are neglected, meaning Cv = 0. It is also assumed that no
phase change occurs between the liquid and gas phases. These assumptions simplify Eq.
3.23 to the following form
∂U
∂t
+
∂E
∂x
= Cnv + S. (3.24)
3.3.1 Six Equation Model
The six equation model consists of a mass, momentum and energy balance for each phase.
In order to cast the model in the general form shown in Eq. 3.24 the following definitions
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are used.
U =

αgρg
αlρl
αgρgug
αlρlul
αgρgEg
αlρlEl

, E =

αgρgug
αlρlul
αgρgu
2
g + αgp
αlρlu
2
l + αlp
αgρgugHg
αlρlulHl

,
Cnv =

0
0
p∂αg
∂x
+ F nvg
p∂αl
∂x
+ F nvl
−p∂αg
∂t
+ uintF nvg
−p∂αl
∂t
+ uintF nvl

, S =

0
0
αgρggx + F
D
g
αlρlgx + F
D
l
αgρguggx + u
intFDg
αlρlulgx + u
intFDl

.
(3.25)
In Eq. 3.25, the subscripts g and l represent the gas and liquid phase respectively. αk is
the volume fraction of phase k and αg +αl = 1 must hold at all times. ρk and uk show the
density and velocity of phase k respectively. p is the common pressure between both phases
(single pressure model). Ek is the specific total energy of phase k and Hk is the specific
total enthalpy of phase k. They are related by Hk = Ek + p/ρk. A pressure correction
term is added in order to make the system of equations hyperbolic. F nvk is the pressure
correction term for phase k (more about this in Sec. 3.4). In Eq. 3.25 the gravity vector
can be seen as gx and corresponds to the projection of the gravity term in the x-direction
of the flow. The interfacial drag term of phase k is represented by FDg .
System 3.25 is closed by defining the Equations Of State (EOS) for each phase, e.g. the
ideal gas law for the gas phase and the stiffened gas law (Tait’s EOS) for the liquid phase
[63]. For the gas phase, the perfect gas law states,
p(ρg, eg) = (γg − 1)ρgeg, (3.26a)
32
p(ρg, Tg) = ρgRgTg, (3.26b)
eg(ρg, Tg) =
Rg
γg − 1Tg. (3.26c)
For air, the following values are considered [63]
γg = 1.4, Rg = 288.2
J
kg◦K
.
For the liquid phase, Tait’s EOS assumes
p(ρl, el) = (γl − 1)ρlel − γlp∞, (3.27a)
p(ρl, Tl) =
γl − 1
γl
ρlCpTl − p∞, (3.27b)
el(ρl, Tl =
Cp
γl
Tl +
p∞
ρl
. (3.27c)
Assuming, water is selected as the fluid under consideration for the liquid phase, the
following values may be used [63]
γl = 2.8, p∞ = 8.5× 108Pa, Cp ≈ 4186 J
kg◦K
The speed of sound for each phase can also be calculated by
ag(Tg) =
√
γgp
ρg
=
√
γgRgTg, (3.28a)
al(Tl) =
√
γl
p+ p∞
ρl
=
√
(γl − 1)CpTl. (3.28b)
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3.3.2 Four Equation Model (Isentropic)
The four equation model assumes both phases to be in thermal equilibrium. Therefore, the
energy equation is not necessary and only the mass and momentum balances are written
and solved. In order for the model to be consistent with the general form of Eq. 3.23, the
following definitions need to be posed
U =

αgρg
αlρl
αgρgug
αlρlul
 , E =

αgρgug
αlρlul
αgρgu
2
g + αgp
αlρlu
2
l + αlp
 ,
Cnv =

0
0
p∂αg
∂x
+ F nvg
p∂αl
∂x
+ F nvl
 , S =

0
0
αgρggx + F
D
g
αlρlgx + F
D
l
 .
(3.29)
The same definitions used for Eq. 3.25 are used here. The equations of state slightly differ
due to the fact that the temperature does not change in this model. Here, for the gas
phase, the perfect gas law states
p = p(ρg) = C
(
ρ− g
ρ◦g
)γ
, (3.30)
with γ = 1.4, C = 105 Pa, ρ◦g = 1 kg/m
3 as appropriate values for air [63]. The speed of
sound in the gas phase can be evaluated from
ag =
√
γp
ρg
. (3.31)
For the liquid phase, Tait’s law becomes
p = p(ρl) = B
[(
ρl
ρ◦l
)n
− 1
]
, (3.32)
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with the values n = 7.15, B = 3.3× 108 Pa and ρ◦l = 1000 kg/m3 being representatives of
water [25, 34]. The speed of sound for the liquid phase is also evaluated by
al =
√
n
ρl
(p+B) (3.33)
3.4 Analysis of Two-Phase Flow System of Equations
Some simplifying assumptions were made to the general two fluid model as shown in Eq.
3.24. Even with these simplifying assumptions, the system of equations still poses some
mathematical difficulties. Due to the presence of the source term (Cnv) in Eq. 3.24, the
system of equations is not in conservative form. Further, a characteristic analysis on the
system of Eq. 3.24 shows that in general, two-fluid models are non-hyperbolic and have
complex characteristic values associated with them [79]. As a result, numerical oscillations
might be noticed due to the ill-posedness of the problem. In order to solve this issue,
regularization terms in the form of virtual mass or pressure correction terms, are included
which can make the system conditionally or unconditionally hyperbolic. In the current
study, an interfacial pressure correction term is added for each phase (F nvk ) and is given
by [63]
F nvk = (p
int − p)∂αk
∂x
, (3.34)
where pint is the interfacial pressure term which can be evaluated by [9]
pint = p− σ αgρgαlρl
αgρl + αlρg
(ug − ul)2. (3.35)
In Eq. 3.35 σ is a positive constant and a choice of σ ≥ 1 makes the system of equations
hyperbolic [63]. The interfacial drag force, FDg in Eq. 3.29, still remains to be defined. In
the present study, the drag force for the gas phase is defined as
FDg = −Cfαg(1− αg)ρg(ug − ul). (3.36)
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Using Newton’s second law, the drag force for the liquid phase is found by
FDl = −FDg . (3.37)
In Eqs. 3.36 and 3.37, Cf is the interfacial drag coefficient and is a positive constant. The
value of Cf depends on the test case used. The final term which needs to be defined is
the interfacial velocity, uint. In general the interfacial velocity is modelled as a weighted
average of the velocity of the two phases (liquid and gas). Therefore,
uint = βug + (1− β)ul, β ∈ [0, 1]. (3.38)
Two common choices of β are β = 0.5 or β = αg [63]. However, the term u
intF nvk is usually
neglected in the energy equation.
3.5 Previously Used Solution Methods
Due to the importance of simulating multiphase flows in engineering fields such as the
nuclear industry and the oil and gas industry, much research has been focused on obtaining
good results for the solution to different multiphase models. The majority of the literature
available, focuses on explicit schemes for the solution to multiphase problems and has tried
to develop accurate methods to resolve the discontinuity observed in different parameters.
A brief review of some of the relevant work on two-phase flows are mentioned in the present
section along with appropriate references.
The system of equations governing two-phase flows are non hyperbolic due to complex
eigenvalues, which introduce extra difficulty to finding a numerical solution. Numerous
studies are focused on the hyperbolicity of the governing equations. Some of the important
contributions are listed here. In [64] a two pressure model is considered with the addition
of a virtual mass term using the isentropic case. In [57] a single pressure model is used
and results obtained by including and not including a virtual mass term, are compared.
Banarjee et al. [4] perform a more complete study on the hyperbolicity of single pressure,
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two pressure and the homogeneous model. Stewart [78] suggests the usage of semi-implicit
methods to avoid the problems caused by the non-hyperbolicity of the equations. Ransom
[67] utilizes a pressure correction term on a two pressure model to make the system of
equations hyperbolic. A good review paper by Stewart et al. [79] gathers such approaches
and discusses them thoroughly. In addition, [85, 87] gathers some of these aspects with
more detail.
The main issue with the non-hyperbolicity of the governing equations is the fact that the
initial value problem no longer continuously depends on the initial values and becomes
ill-possed. As mentioned in Sec. 3.4, the addition of a virtual mass term or a pressure
correction term can remedy the issue to a certain extent.
Due to the non conservative nature of the momentum and energy equations, researchers
mostly utilize non conservative schemes to numerically solve the system of equations. Ex-
amples of using conservative schemes for the solution to the two fluid model are [8, 84, 63].
However, despite issues with the non conservative form of the equations, conservative
schemes have been extended for the solution to the four and six equations models to
achieve higher resolutions at capturing discontinuities seen in the solution to two-phase
problems. In the class of conservative schemes, two main approaches exist, a centered
approach and an upwind approach. Upwind approaches take into consideration the direc-
tion of propagation of information and are more physical. Upwind methods can be further
divided into two main classes, Flux Difference Splitting schemes (FDS) and Flux Vector
Splitting scheme (FVS). Godunov-type methods [72] and the Roe and Osher’s method
[86, 62] fall in the FDS category, while Steger-Warming [77] and the van Leer [48] scheme
fall into the FVS category. The main difference between the two is the way the numerical
fluxes are defined. A complete description of these methods can be found in books such
as [49, 83]. The main advantage of FVS compared to FDS is that in general the schemes
are much simpler and more efficient. However, this comes at the cost of having a lower
resolution near discontinuities.
A relatively newer approach arises from the combination of FVS and FDS, called hybrid
flux splitting schemes. Some examples of these methods would be LDFSS [22], HUS [18]
and AUSM [55]. The AUSM class of schemes is chosen for the present study due to
their proven accuracy and robustness. Many different variations of the AUSM have been
37
developed such as AUSM+ [52], AUSM+-up [53], SLAU [74], AUSM+-up2 [39], SLAU2
[39], AUSM+-up (Niu) [61] and AUSMPW+ [37]. Each method has some advantages and
disadvantages. A complete comparison of these methods is performed in [38].
All of the mentioned methods are explicit schemes. A small fraction of studies have also
been dedicated to implicit schemes for the solution of multiphase problem modeled by
the two fluid equations [59, 24]. Implicit methods have the main advantage of not being
restricted to the Courant-Friedrichs-Lewy (CFL) condition and are able to produce stable
results while using larger time steps to advance in time. In nuclear reactor safety codes
such as CATHENA, RELAP and TRAC, semi-implicit and implicit schemes are used on
staggered grids to solve the system of equations. Simple upwind schemes are used for the
convective flux terms. The main issue with the current methods used in such codes is
that they do not produce enough numerical damping when fine grids are used and only
coarse grids produce stable results. One of the goals of the present work is to utilize more
effective shock capturing schemes (AUSM+) and be able to perform the simulations on
fine grids, while solving the equations using a fully implicit discretization. In order to do
so, the JFNK method is used. To the authors knowledge, the JFNK method has not been
applied to multiphase flow problem before.
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Chapter 4
Application of JFNK to the Shallow
Water Wave Equations (SWWE)
In order to advance towards the implementation of the JFNK method to two-phase flows,
as a first step, the method is applied to a set of equations applicable to single phase flows.
The equations are related to the dam break problem and correspond to the one dimensional
Shallow Water Wave Equations (SWWE). The SWWE are a set of coupled, non-linear,
hyperbolic PDEs for a single phase fluid. In the present chapter, the SWWE are derived
and discussed. Different discretization schemes used to solve the governing equations are
investigated. Throughout the numerical simulations, all terms are calculated implicitly (all
the unknowns are calculated at the next time step simultaneously) and the JFNK method
is applied to solve the system of equations. In addition, the numerical predictions are
compared with analytical solutions.
4.1 Shallow Water Wave Equations
In the present section, the Shallow Water Wave Equations (SWWE) are derived from
Euler’s conservation laws. The SWWE are a set of PDEs used to model the propagation
of disturbances in incompressible fluids, with the main assumption that the depth of the
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fluid is much smaller than the wavelength of the disturbance. For example, oceans have
a depth of two to three kilometers, however, waves created in the ocean can be hundreds
of kilometers long. Therefore, the SWWE can be utilized to model this situation [58].
There are many different approaches which can be adapted in order to derive the depth-
averaged shallow water equations. Here, the method presented is similar to that of Ligget
[51]. Three main assumptions regarding the fluid are made when deriving the SWWE. The
fluid is assumed to be incompressible, irrotational and inviscid. The latter two are made
when deriving Euler’s equations. Also, the construction of the depth-averaged SWWE
require three main assumptions about the spatial domain: the vertical extent of the fluid
should be much smaller than the horizontal length, pressure is assumed to increase linearly
with depth and it is also assumed that the vertical acceleration within the fluid is negligible.
4.1.1 Boundary Conditions
Prior to the derivation of the SWWE, boundary conditions need to be specified for the
domain under consideration. These boundary conditions are defined at the free surface of
the fluid and the bottom of the domain. The location of the free surface is identified by
z = f(x, y, t). (4.1)
Therefore, the velocity of the free surface is given by ~V = (0, 0, ∂f/∂t) and the velocity of
a fluid particle is given by ~u = (u, v, w). It is assumed that a fluid particle cannot cross
the interface, therefore,
~V .~n = ~u.~n, (4.2)
where ~n is the normal vector to the free surface and is given by
~n =
(
−∂f
∂x
,−∂f
∂y
, 1
)
. (4.3)
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Calculation of Eq. 4.2 gives
∂f
∂t
= −u∂f
∂x
− v∂f
∂y
+ w. (4.4)
The free surface height can be considered as the sum of the bottom topography and the
depth of water at a certain location. This implies, f(x, y, t) = h(x, y, t) + b(x, y) where b
is the elevation of the topography of the domain and h is the depth of water calculated
from the topography to the surface. Denoting the values of surface variables with ,ˆ and
the evaluation of Eq. 4.4 at the free surface gives the top surface boundary condition
∂h
∂t
+ uˆ
∂
∂x
(b+ h) + vˆ
∂
∂y
(b+ h)− wˆ = 0. (4.5)
By assuming that water cannot cross the bottom topography, the same methodology may
be used again. Denoting values of bottom topography variables with ,˘ the bottom surface
boundary condition (where h = 0) can be obtained from
u˘
∂b
∂x
+ v˘
∂b
∂y
− w˘ = 0. (4.6)
The no slip boundary condition can also be applied at the bottom of the domain. This
means
u˘ = 0 , v˘ = 0 , w˘ = 0. (4.7)
4.1.2 Conservation of Mass
Euler’s continuity equation is given by
1
ρ
∂ρ
∂t
+
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0, (4.8)
where as defined in Sec. 4.1.1, u, v and w are the x, y and z components of the fluid
velocity, respectively. Equation 4.8 implies that the rate of change of density considered
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inside a control volume is equal to the expansion of the fluid. Since the fluid is assumed to
be incompressible, the change in density is equal to zero. Therefore, Eq. 4.8 is reduced to
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. (4.9)
Integration of Eq. 4.9 across the vertical length of the fluid leads to
∫ b+h
b
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
dz = 0. (4.10)
By applying Leibniz’ theorem to Eq. 4.10
∫ b+h
b
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
dz =
∂
∂x
∫ b+h
b
udz − uˆ ∂
∂x
(b+ h) + u˘
∂b
∂x
+
∂
∂y
∫ b+h
b
vdz − vˆ ∂
∂y
(b+ h) + v˘
∂b
∂y
+∫ b+h
b
∂w
∂z
dz = 0.
(4.11)
An average velocity over the depth of the domain in the x and y directions is defined such
that
u¯ =
1
h
∫ b+h
b
udz, (4.12a)
v¯ =
1
h
∫ b+h
b
vdz. (4.12b)
Substitution of Eqs. 4.12a and 4.12b into Eq. 4.11 and applying boundary conditions
shown in Eqs. 4.5 and 4.6 results in the conservation of mass for the two dimensional
depth-averaged shallow water equations,
∂
∂t
h+
∂
∂x
hu¯+
∂
∂y
hv¯ = 0. (4.13)
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4.1.3 Conservation of Momentum
Euler’s equations of motion in differentiable form are,
in the x-direction,
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
, (4.14)
and in the y-direction
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂p
∂y
. (4.15)
In Eqs. 4.14 and 4.15, the pressure within the fluid is assumed to increase linearly with
depth, meaning
∆p = ρg (z1 − z0) , (4.16)
where (z1 − z0) is the distance between any two arbitrary points and ∆p corresponds to
the pressure difference between the two points. Using Eq. 4.8 and integrating Eq. 4.14
over the vertical length of the fluid yields
∫ b+h
b
(
∂u
∂t
+
∂u2
∂x
+
∂uv
∂y
+
∂uw
∂z
+
1
ρ
∂p
∂x
)
dz = 0. (4.17)
Applying Leibniz theorem to each term of Eq. 4.17 and considering the depth averaged
velocities (Eqs. 4.12a and 4.12b) and also the free surface and bottom boundary conditions
(Eqs. 4.5 and 4.6) leads to the second of the three SWWE (the derivation is rather long
and is not included in this thesis, for further information, the reader can consult [51]). A
similar approach is taken for the momentum equation in the y - direction. After integration
of Eqs. 4.14 and 4.15 , the other two equations can be derived
∂
∂t
(u¯h) +
∂
∂x
(u¯2h) +
∂
∂y
(u¯v¯h) + g
1
2
∂h2
∂x
= −gh ∂b
∂x
, (4.18)
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∂∂t
(v¯h) +
∂
∂y
(v¯2h) +
∂
∂x
(u¯v¯h) + g
1
2
∂h2
∂y
= −gh∂b
∂y
. (4.19)
Equations 4.13, 4.18 and 4.19 are the SWWE in two dimensions. Considering the depth
averaged velocities for the remainder of the current chapter, the average sign may be
dropped and the general form of the two dimensional SWWE can be written as
∂
∂t
 huh
vh
+ ∂
∂x
 uhu2h+ gh2/2
uvh
+ ∂
∂y
 vhuvh
v2h+ gh2/2
 =
 0−gh ∂b∂x
−gh ∂b
∂y
 . (4.20)
4.1.4 General Form of the One Dimensional SWWE
In the current study, only the one dimensional case is investigated and energy transfer is
not considered, corresponding to an isothermal case. The general conservative form of the
one dimensional SWWE is given by [26]
∂
∂t
[
h
uh
]
+
∂
∂x
[
uh
u2h+ gh2/2
]
=
[
0
−gh ∂b
∂x
]
. (4.21)
Equation 4.21 can be cast into a more compact form as follows
∂Q
∂t
+
∂F
∂x
= S, (4.22)
where Q is the vector of conserved variables and F is the flux vector and S is the source
term vector with the following definitions
Q =
[
h
uh
]
, F =
[
uh
u2h+ gh2/2
]
, S =
[
0
−ghbx
]
. (4.23)
In Eq. 4.23, bx is the first derivative of the bottom topography elevation, but in the current
study, the homogeneous system is analyzed, therefore, S = 0 (bottom surface is flat).
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4.1.5 Mathematical Properties
In the present study, the homogeneous form of the SWWE is considered. This form of
the system, does not include any source terms (S = 0 in Eq. 4.22). Writing Eq. 4.22 in
quasilinear form [51] leads to
Qt + F
′
(Q)Qx = 0, (4.24)
where F
′
(Q) is the Jacobian matrix of the flux vector, with respect to the conserved
variables. In order to be able to calculate the Jacobian matrix, the following steps are
taken: first, the flux vector is written as a function of the conserved variables,
Q =
[
q1
q2
]
=
[
h
uh
]
and
F =
[
f1
f2
]
=
[
uh
u2h+ gh2/2
]
=
[
(uh)
(uh)2/h+ gh2/2
]
=
[
q2
(q2)
2/q1 + g(q1)
2/2
]
.
(4.25)
The Jacobian matrix can easily be calculated using its definition
F
′
(Q) =

∂f1
∂q1
∂f1
∂q2
∂f2
∂q1
∂f2
∂q2
 =
 0 1
−u2 + gh 2u
 . (4.26)
The homogeneous shallow water system of equations is hyperbolic due to the fact that the
Jacobian matrix calculated in Eq. 4.26 has real eigenvalues. These eigenvalues and their
corresponding eigenvectors are
λ1 = u−
√
gh & λ2 = u+
√
gh, (4.27a)
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r1 =
[
1
u−√gh
]
& r2 =
[
1
u+
√
gh
]
. (4.27b)
Due to the hyperbolic nature of the SWWE, the eigenvalues in Eq. 4.27a indicate the
characteristic speeds which determine how fast certain properties are propagated through
time. In the case of the SWWE, the fluid velocity u, and the water depth h are the
propagated variables. It can be shown that the characteristic curves obtained from the
eigenvalues are [51]
C1 :
dx
dt
= u−
√
gh & C2 :
dx
dt
= u+
√
gh. (4.28)
The curvature of these curves are dependent on the point where they pass at t = 0 (s) and
the Riemann invariants are constant along these curves. The Riemann invariants for the
1D shallow water equations are
u− 2
√
gh = k1 & u+ 2
√
gh = k2. (4.29)
Using the initial profile of Q, values for u and h can be approximated at some time in the
near future, ∆t. This is done by plotting the curves C1 and C2 at each point on the x - axis
and finding the intersection of the characteristics at t = ∆t. Because the values of k1 and
k2 remain constant on the curves C1 and C2, respectively, u and h can be approximated
at the intersection (keep in mind the values of k1 and k2 are calculated using the initial
profile).
This approach is valid only if two or more characteristics of the same family do not intersect.
If they do, a shock will appear [50]. The speed of this shock, s(t), can be calculated using
the state vectors immediately to the left and right of the shock. These vectors are shown
with Ql and Qr, respectively. Applying the conservation laws to a small region containing
the shock yields
s =
F (Qr)− F (Ql)
Qr −Ql . (4.30)
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Equation 4.30 is known as the Rankine-Hugoniot condition and any solution satisfying
it across a shock is called a weak solution to the Riemann problem [50]. The Rankine-
Hugoniot condition does not guarantee a unique, physical solution. Therefore, additional
constraints are necessary. The Lax entropy condition is a commonly used constraint for
the SWWE [50]. It states
λ1(Ql) > s > λ1(Qr), (4.31a)
λ2(Ql) > s > λ2(Qr). (4.31b)
If Eqs. 4.30 and 4.31 are both satisfied, it ensures that the energy decreases across a shock,
and a physical solution has been found. A more detailed description can be found in [50].
4.1.6 CFL Number
For the one-dimensional shallow water wave equations, the Courant-Friedrichs-Lewy (CFL)
number can be defined by [6]
CFL =
1
2
∆t
∆x
max |λp| , (4.32)
where λp are the eigenvalues of the system from Eq. 4.27a. This CFL condition is calculated
at each computational node. The time step selected for the simulation is obtained from the
minimum value within all nodes. Different numerical methods require a certain limit for
the CFL number for stability reasons. For explicit schemes, in order to maintain stability,
the CFL number used for the simulations should be smaller than 1. The reader should
keep in mind that although this is a necessary condition for stability, it is not sufficient.
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4.2 The Riemann Problem
A Riemann problem is described as a problem with two uniform sets of initial conditions
at each side of a single discontinuity. The main reason why the Riemann problem is of
interest, is the fact that it can be solved analytically. Consider a Riemann problem with
the initial conditions
Q(x, t0) =
{
ql x < x0
qr x > x0
. (4.33)
In Eq. 4.33, ql and qr are constant vectors corresponding to the left and right states of the
Riemann problem centered at x = x0 and t = t0 = 0. In Eq. 4.33, as time increases, the
solution stretches in space so that it only depends on a single variable x/t. By reducing
the number of independent variables from 2 (x and t) to 1 (x/t) analytical solutions may
be found more easily.
In the present section, only the qualitative structure of the solution is described and the
analytical solution for a simplified Riemann problem (the 1D dam break problem) is in-
cluded in Sec. 4.3.1. It is also assumed that initially, the water level on the left is higher
than the water level on the right.
As time increases, the fluid to the left is instantly accelerated causing it to collapse on
the slower moving fluid to the right of the discontinuity, which leads to the formation
of a shock. Therefore, at some time t > t0, the solution domain can be split into three
regions: i) an undisturbed region on the left, ii) an undisturbed region on the right and
iii) and intermediate region connecting the other two. Assuming the shock is moving at a
constant speed, the intermediate region can be further decomposed into two regions: i) a
constant region immediately behind the shock and ii) a depression wave connecting it to
the undisturbed region on the left (a rarefaction fan). An alternative to the rarefaction
fan connecting the two regions would be a shock. However, this would violate the entropy
condition shown in Eq. 4.31. Further information can be found in [50].
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4.3 Numerical Benchmark
To investigate the capabilities of the JFNK method for the shallow water wave equations,
the one dimensional dam break problem is considered. This problem simulates the instan-
taneous collapse of a virtual dam within a long channel. The dam break problem can be
categorized into two main classes, wet and dry bed. For the wet bed case, water exists on
both sides of the dam and a shock is created in the solution. The dry bed case, however,
only has water on one side of the dam at t = 0 (s), therefore the solution does not contain
a shock or discontinuity.
4.3.1 Analytical Solution
The dam break problem can be cast in the form of a Riemann problem (Eq. 4.33) with
the following definitions
ql =
[
hl
0
]
& qr =
[
hr
0
]
, (4.34)
where x0 corresponds to the location of the dam. In order to find an analytical solution,
an additional assumption is made which assumes water is initially at rest throughout the
domain. Two cases are considered, a wet and a dry bed case. In the present section, the
procedure for finding the analytical solution for each case is briefly described.
Wet bed
The wet bed case is considered, when water exists on both sides of the virtual dam. It
is assumed that the water level on the left hand side is higher than the water level on
the right hand side, hence hl > hr. Water is assumed to be at rest throughout the
domain at t = 0 (s). An analytical solution to this Riemann problem has been developed
by Stoker [80] in which at any future time t, the solution domain is divided into four
main regions. These regions can be seen in Fig. 4.1. Figure 4.1.a illustrates the general
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solution associated with the dam break Riemann problem. The thick solid lines show the
location of the shock and the edges of the rarefaction fan, and the dashed lines indicate the
characteristic lines. At any time, t > 0, it can be determined what region the solution falls
in, at each spatial point. This is shown in Fig. 4.1.b. For example, the intersection between
the horizontal line, t = t1 and the shock line easily predicts the spatial location of the shock
at t = t1. Once the dam is instantly removed, a shock (hydraulic jump) is formed moving
to the right caused by the fast water collapsing on the stationary water downstream from
the dam. Upstream to the shock is a constant region which is connected to the upstream
stationary water by a rarefaction fan. The meeting point of these two regions (undisturbed
left and the rarefaction wave) is determined by the characteristic given by x = −clt, where
cl =
√
ghl. Similarly, the characteristic connecting the rarefaction wave (region 2) and the
constant region behind the shock (region 3), is given by x = (u3 − c3)t where u3 is the
constant velocity of fluid particles in region 3 and c3 =
√
gh3. The position of the shock is
also given by x = S3t where S3 is the shock speed.
After applying the conservation of mass and momentum across the shock (not a trivial
process), the following expressions are obtained respectively
hr(S3 − ur) = h3(S3 − u3), (4.35a)
1
2
(c23 − c2r) = h3(S3 − u3)(u3 − ur). (4.35b)
After rearrangement and considering ur = 0, Eqs. 4.35a and 4.35b can be written as
c2r
c23
=
hr
h3
=
S3 − u3
S3
, (4.36a)
c23 + c
2
r = 2S3(S3 − u3). (4.36b)
Elimination of c3 by using Eq. 4.36a in Eq. 4.36b and solving for u3 (u3 and S3 are positive,
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therefore the positive sign of the square root is used) yields
u3 = S3 − cr
4S3
(
1 +
√
1 +
8S23
c2r
)
. (4.37)
Again, eliminating u3 from Eq. 4.37 by using Eq. 4.35a gives
c23
c2r
=
1
2
√
1 +
8S23
c2r
− 1
2
. (4.38)
Equations 4.37 and 4.38 give analytical solutions for the velocity u3 and c3 (which can be
used to evaluate h3) for the constant region behind the shock. Proceeding to region 2, the
Riemann invariant u + 2c (shown in Eq. 4.29) remains constant along the characteristic
lines. Therefore, on the left edge of the rarefaction fans u+ 2c = 2cl and on the right edge
of the rarefaction, u + 2c = u3 + 2c3. Combining the two expressions and using values of
u3 and c3 from Eqs. 4.37 and 4.38 gives a nonlinear equation to determine the shock speed
S3 = 2cl +
c2r
4S3
(
1 +
√
1 +
8S23
c2r
)
−
(
2c2r
√
1 +
8S23
c2r
− 2c2r
)1/2
. (4.39)
After the determination of the shock speed from Eq. 4.39, u3 and c3 can be evaluated. In
region 2, the characteristic curves are determined by
dx
dt
=
x
t
= u2 − c2. (4.40)
Again, keeping in mind that the Riemann invariants remain constant along the character-
istic curves, on the left edge of the rarefaction fan, u+ 2c = 2cl and along the rarefaction
fan, u+ 2c = u2 + 2c2. Combining the expressions and solving them yields
u2 =
2
3
(
cl +
x
t
)
, (4.41a)
c2 =
2
3
cl − x
3t
. (4.41b)
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By finding the solution for region 2, all regions are accounted for and an analytical solution
is obtained. A full and more complete derivation of the solution can be found in [80]. For
a certain set of initial values, the water level and its velocity at any time after the dam
breaks, can be calculated by
h(x) =

hl x ≤ −t
√
ghl
h2 =
4
9g
(√
ghl − x2t
)2 −t√ghl ≤ x ≤ t(u3 −√gh3)
h3 =
hr
2
√
1 + 8
(
2h3
h3−hr
√
hl−
√
h3√
hr
)2
− hr
2
t(u3 −
√
gh3) < x < tS3
hr tS3 ≤ x
, (4.42a)
u(x) =

0 x ≤ −t√ghl
u2 =
2
3
(√
ghl +
x
t
) −t√ghl ≤ x ≤ t(u3 −√gh3)
u3 = S3 − ghr4S3
(
1 +
√
1 +
8S23
ghr
)
t(u3 −
√
gh3) < x < tS3
0 tS3 ≤ x
. (4.42b)
Here, S3 is the shock velocity and it can be evaluated by (Eq. 4.39)
S3 = 2
√
ghl +
ghr
4S3
1 +√1 + 8S23
ghr
−
2ghr
√
1 +
8S23
ghr
− 2ghr
1/2 .
It is seen that in order to find the analytical solution, one must solve two nonlinear equa-
tions. A simpler solution was developed by Wu [90] which only requires the solution of
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Figure 4.1: General solution to the dam break problem with a wet bed at any time t > 0;
a) Indicates the location of the shock and the edges of the rarefaction fan and also, char-
acteristic lines inside the rarefaction fan, b) Free surface (water level) within the domain
at t = t1. The correspondence of the characteristic profiles and the free surface at t = t1 is
also shown.
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a single nonlinear equation. Therefore, first a nonlinear equation is solved to find h3 as
follows
h3 =
hr
2
√1 + 8( 2h3
h3 − hr
√
ghl −
√
gh3√
ghr
)2
− 1
1/2 , (4.43)
and the resulting value is used to determine S3 and u3 by
S3 =
2h3
h3 − hr
(√
ghl −
√
gh3
)
, (4.44a)
u3 = 2
(√
ghl −
√
gh3
)
. (4.44b)
All other values may be found using Eqs. 4.42.
Dry bed
The dry bed case considers a situation where water only exists on one side of the dam. In
the current configuration, water is assumed to be present on the left side of the dam. In this
case, a shock is not created and the solution domain is divided into three sections as shown
in Fig. 4.2: i) an undisturbed region on the left, ii) an undisturbed region to the right
and iii) a rarefaction fan connecting these two regions. The rarefaction connects to the
undisturbed region of the left at the characteristic line x = −clt, and to the undisturbed
region on the right at the characteristic line x = 2clt. The analytical solution for this
situation was derived by Ritter [68] and the derivation is similar to that of the wet bed case.
The analytical expression for the water level and the fluid velocity is given respectively, by
h(x) =

hl x ≤ −t
√
ghl
h2 =
4
9g
(√
ghl − x2t
)2 −t√ghl ≤ x ≤ 2t√ghl
hr 2t
√
ghl ≤ x
, (4.45a)
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Figure 4.2: General solution to the dam break problem with a dry bed at any time t > 0:
a) Indicates the edges of the rarefaction fan and also, the characteristic lines inside the rar-
efaction fan, b) Free surface (water level) within the domain at t = t1. The correspondence
of the characteristic profiles and the free surface at t = t1 is also shown.
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u(x) =

0 x ≤ −t√ghl
u2 =
2
3
(√
ghl − xt
) −t√ghl ≤ x ≤ 2t√ghl
0 2t
√
ghl ≤ x
. (4.45b)
4.4 Solution methods
Due to the nonlinear nature of the SWWE, finding analytical solutions are extremely
difficult and are limited to a few cases. Therefore, numerical techniques must be used to
solve these equations. In the present study, a finite volume approach is selected to solve
the SWWE.
Finite volume methods use the integral form of the conservation equations which is
d
dt
∫ x2
x1
q(x, t)dx+ f(q(x2, t))− f(q(x1, t)) = 0. (4.46)
Using the integral form of the conservation laws ensures that the approximated solution
is conservative. When the solution contains discontinuities, this feature becomes more
important. In order to solve Eq. 4.46, the domain is divided into cells known as control
volumes, and fluxes passing through the control volume interfaces are calculated at each
time step. By integrating Eq. 4.46 from tn to tn+1, an explicit formulation for updating
the solution can be obtained by
Qn+1j = Q
n
j −
∆t
∆x
(
F nj+1/2 − F nj−1/2
)
, (4.47)
where Qnj is an approximate of the quantity q at t
n = n∆t and Fj+1/2 is the average flux
crossing at x = xj+1/2. Mathematically, this means
Qnj =
1
∆x
∫ x2
x1
q(x, tn)dx, (4.48a)
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Figure 4.3: Control volume j and the corresponding fluxes
F nj+1/2 =
1
∆t
∫ tn+1
tn
f(q(x, tn))dt. (4.48b)
It can also be seen that Eq. 4.47 can be considered to be a finite difference approximation to
Eq. 4.22. Different finite volume methods differ in the way the numerical flux is calculated
at the interface. Figure 4.3 shows a control volume and the corresponding fluxes required
to update the quantity Qj. However, in the current investigation, implicit solutions to the
governing equations are sought. Therefore, unlike Eq. 4.47 where the numerical fluxes are
evaluated using values at a previous time step, the new time step is used to construct the
fluxes (and potentially, the source terms). Therefore, the solution will be in the form
Qn+1j = Q
n
j −
∆t
∆x
(
F n+1j+1/2 − F n+1j−1/2
)
. (4.49)
4.5 Numerical Discretization
In order to numerically solve the governing equation (Eq. 4.22), the partial differential
terms must be discretized. A temporal and spatial discretization scheme is required. The
present section describes the selected numerical schemes used for the current investigation.
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4.5.1 Spatial Discretization
In order to update the solution at each time step, the fluxes passing through at the control
volume interfaces must be evaluated and used in Eq. 4.49. The central-upwind Godunov
scheme is chosen to obtain the fluxes passing through the interfaces due to its accuracy at
resolving the shocks and rarefaction fans seen in the dam break problem [35]. However,
for comparison and to investigate the capabilities of the JFNK method, the Lax-Friedrich
scheme is also considered.
Central-Upwind Godunov
This method is based on the work of [17, 45]. Although this method was originally used
as an explicit method, in the present study it is converted to an implicit scheme. Some of
the advantages of the method are its ability to model wet and dry bed dam-breaks and the
ability to accurately resolve the shocks [35]. In addition, the underlying principle is novel
and simple. The derivation is quite long and beyond the scope of this thesis. Only the
main formulae are reported. For a more detailed derivation, the reader can consult [35].
The central-upwind scheme is a finite volume Godunov-type scheme [27] that does not
require exact or approximate Riemann solvers or characteristic analysis which is in contrast
with an upwind Godunov-type method, where an exact or approximate Riemann solver is
required. This method gives higher resolution accuracy due to less numerical dissipation.
To derive the numerical flux, first an average of the conservative variable at each cell is
computed by
Qn+1j (t) =
1
∆x
∫ xj+ 12
xj− 12
q(x, tn+1)dx. (4.50)
Using these averages, a piecewise polynomial reconstruction of the solution in each cell is
made as
q˜(x, tn+1) = pn+1j (x) ; xj− 1
2
< x < xj+ 1
2
. (4.51)
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Figure 4.4: Polynomial reconstruction of the central-upwind method
The conserved variables remain continuous within a specific control volume but disconti-
nuities of the conserved variables are allowed at cell interfaces. Figure 4.4 illustrates the
mentioned concept. In Fig. 4.4, the dashed lines represent the control volume boundaries.
q is the conserved variable under consideration and p is the polynomial reconstruction of
q within the cell. Instead of considering q to be constant throughout the entire cell, q¯, the
profile shown by p is used. As seen in Fig. 4.4, the conserved variable is continuous within
each cell but at the interfaces, the value is allowed to jump. If the conservative variables
are considered to be constant along each cell, a first-order approximation to the inter-cell
fluxes is obtained. But if a linear estimate is considered, a second-order accurate scheme
is obtained.
Using Eq. 4.51 and Fig. 4.4, the left and right states of a cell interface are approximated,
respectively by
q−
j+ 1
2
= Qn+1j +
∆x
2
σn+1j , (4.52)
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q+
j+ 1
2
= Qn+1j+1 +
∆x
2
σn+1j+1 . (4.53)
In Eqs. 4.52 and 4.53, σn+1j is the slope of the jth cell. If the slope is equal to zero,
the method is first-order and if it is not zero it is second-order accurate. The slope can
be calculated using many limiters. For the current investigation, the “minmod” limiter is
selected. Therefore, at each cell the slope is calculated by
σn+1j = minmod
(
Qn+1j −Qn+1j−1
∆x
,
Qn+1j+1 −Qn+1j
∆x
)
, (4.54)
where the minmod function is defined by
minmod(a, b) =

a if |a| < |b| and ab > 0
b if |b| < |a| and ab > 0
0 if ab 6 0
. (4.55)
Using the limiter from Eq. 4.55, the slope of a cell is reduced by a great amount near
discontinuities. At each discontinuity, a Rarefaction fan exists. In order to deal with the
Rarefaction fans, unlike upwind Godunov methods where a Riemann problem needs to be
solved exactly or approximately, here, the left and right speeds of the Riemann fans are
specified to split the domain into smaller regions with varying size which will contain the
entire Riemann fan. Using this method, a Reimann solver is not necessary and a fully
discretized Godunov type central-upwind scheme is obtained. The numerical flux for the
central-upwind Godunov method can be calculated by
Fj+ 1
2
=
a+
j+ 1
2
f(q−
j+ 1
2
)− a−
j+ 1
2
f(q+
j+ 1
2
)
a+
j+ 1
2
− a−
j+ 1
2
+
a+
j+ 1
2
a−
j+ 1
2
a+
j+ 1
2
− a−
j+ 1
2
[
q+
j+ 1
2
− q−
j+ 1
2
]
,
(4.56)
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where a+
j+ 1
2
and a−
j+ 1
2
are local speeds of the Riemann fan evaluated at each interface by
a+
j+ 1
2
= max
{
λ2(q
−
j+ 1
2
), λ2(q
+
j+ 1
2
), 0)
}
, (4.57)
a−
j+ 1
2
= min
{
λ1(q
−
j+ 1
2
), λ1(q
+
j+ 1
2
), 0)
}
. (4.58)
Using Eq. 4.56 for the numerical flux, a second-order scheme is obtained. This method
also satisfies the TVD condition [29].
Lax-Friedrich
The Lax-Friedrich scheme is a classical first order scheme used for the evaluation of the
interface fluxes in the finite volume method. As mentioned in the Section 4.4, finite volume
methods differ in the way the numerical flux is calculated. In the Lax-Friedrich method
the numerical flux is calculated by
Fj+ 1
2
=
1
2
(Fj+1 − Fj)− ∆x
2∆t
(Qj+1 −Qj). (4.59)
A common approach is to calculate the terms in Eq. 4.59 using values from the previous
time step (explicit method). However, in the present study, the terms are calculated using
values from the next time step which correspond to an implicit formulation of the Lax-
Friedrich scheme.
4.5.2 Temporal Discretization
The time derivative in Eq. 4.22 needs to be discretized in order to numerically solve
the governing equations. As the main goal of the present study is to investigate the
capabilities of the JFNK method, a simple backward Euler scheme is used for the temporal
discretization scheme. However, the accuracy of the results can be increased with the use of
a higher order temporal discretization scheme. For comparison, the Crank-Nicolson scheme
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is also investigated. In order to demonstrate the formulation of the backward Euler and
Crank-Nicolson schemes, a simple example is given below. Consider the following PDE
∂u
∂t
= F
(
u, x, t,
∂u
∂x
,
∂2u
∂x2
)
. (4.60)
The discretized form of the equation can be written as
un+1 − un
∆t
= (1− θ)F n
(
u, x, t,
∂u
∂x
,
∂2u
∂x2
)
+ θF n+1
(
u, x, t,
∂u
∂x
,
∂2u
∂x2
)
. (4.61)
Now, with a choice of θ = 0, the explicit forward Euler scheme is obtained. With a choice
of θ = 1 the fully implicit backward Euler scheme is obtained and with a choice of θ = 1
2
the implicit Crank-Nicolson scheme is obtained. As can be seen in Eq. 4.61, the Crank-
Nicolson scheme requires information from both the previous time step and the current
time step, leading to a second-order accurate scheme in time, while the backward Euler
scheme only requires information for the next time step and is a first-order scheme.
4.6 Numerical Details
4.6.1 Computational Domain
The computational domain consists of discrete points (nodes) or finite volumes (control
volumes). Both variables, h and uh, are stored at the center of these control volumes or at
the nodes. Thus, the computational grid is collocated [89]. In the present study, the finite
volume method will be used and therefore, the computational domain will be split into
control volumes. Consequently, Nx represents the number of control volumes in use and
2Nx variables involved. Figure 4.5 shows the computational domain used. The highlighted
control volumes in Fig. 4.5 (labeled as GCk) are “ghost cells” used to implement the
boundary conditions. Further information will be provided in Sec. 4.6.2.
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Figure 4.5: Schematic of computational domain
4.6.2 Boundary and Initial Conditions
Boundary conditions need to be defined to close the system of equations. The boundary
conditions are as follows. At the left wall,
(
∂h
∂x
)
left wall
= 0 (4.62)
(uh)left wall = 0 (4.63)
Equations 4.62 and 4.63 imply that when the wave reaches the left wall, it will bounce back
off the wall (zero velocity at the wall and a zero gradient condition for the water level at
the wall). They are also referred to as reflective boundary conditions. The same boundary
conditions are applied to the right wall. Thus,
(
∂h
∂x
)
right wall
= 0 (4.64)
(uh)right wall = 0 (4.65)
In order to implement the boundary conditions, ghost cells are placed at the boundaries.
Due to the second order nature of the central-upwind scheme, each node requires infor-
mation from the two neighboring cells on each side. Therefore, two ghost cells are put on
each side of the computational domain. This means that at the beginning of each Newton
loop, the values at the boundaries are set to the following values
(uh)GC1 = (uh)GC2 = (uh)1 (4.66)
63
(uh)GC4 = (uh)GC3 = (uh)Nx (4.67)
hGC1 = hGC2 = h1 (4.68)
hGC4 = hGC3 = hNx (4.69)
Equations 4.66 and 4.67 are used to define that the velocity at the wall is zero and Eqs.
4.68 and 4.69 are used to satisfy Eqs. 4.62 and 4.64, respectively. When the Lax-Friedrich
scheme is used, only one ghost cell is required at each boundary due to its first-order
nature.
In order to be able to compare the results to previous numerical work, three different flow
regimes are considered: sub critical, supercritical and dry bed flows. All three flow regimes
have an initial velocity of u = 0 (m/s) throughout the entire domain and the water level
on the left hand side of the dam is set to hl = 10 (m) and they only differ in the initial
water height at the right hand side of the dam. For the sub critical flow regime, the water
to the right is set to hr = 5 (m) and the Froude number of the flow remains beneath 1
at all times during the simulation. If the water level is set to hr = 0.1 (m), the flow goes
through a transition to supercritical flow after a while due to the fact the Froude number
goes higher than 1. For the dry bed regime, there is no water on the right hand side of
the dam. In order to prevent numerical errors, the water level is set to a very small value.
Here, h = 0.0001 (m) is used.
4.7 Results
The results obtained from several simulations are presented. Three different methods are
used:
• An explicit scheme used to solve the governing equations which will be referred to as
the explicit method.
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Figure 4.6: Grid convergence study for the 1D dam break problem
• A fully implicit discretization which leads to a system of equations and is then solved
by Newton’s method. The Jacobian is not calculated explicitly and is instead ap-
proximated. This method will be referred to as the JFNK method.
• The same discretization scheme used in the JFNK method, but with the full calcu-
lation of the Jacobian matrix. This will be referred to as the NK method.
First a grid analysis study is performed to obtain a suitable grid size for the simulations.
Results obtained from the JFNK and NK method are compared to those from the explicit
scheme. The capability to handle high CFL numbers with the JFNK method is investigated
and the results obtained from different numerical discretization schemes are also compared.
4.7.1 Grid Sensitivity Analysis
Figure 4.6 shows the numerical predictions obtained for the 1D dam break problem using
multiple grid sizes. The results are obtained by using the JFNK method and a CFL value
equal to 1. The predictions are shown at t = 30 (s) and by considering the sub critical
65
Table 4.1: Computational time required for different grid sizes
Grid Size 100 200 500 1000 2000
CPU Time (s) 3.7 12 63 264 1150
flow regime. The central-upwind discretization scheme is used for the numerical fluxes and
a backward Euler scheme is used for the temporal discretization (θ = 1 in Eq. 4.61). It
can be seen that by increasing the number of cells, the predictions converge towards the
analytical solution and both the hydraulic jump and the rarefaction fan are captured more
accurately.
Table 4.1 shows the computational time required for each simulation in seconds. It is seen
that as the number of cells is doubled, the computational time approximately increases
by a factor of 4. As can be seen in Fig. 4.6, only small differences, in the order of 0.5
- 1 percent, can be noticed between the results obtained using 1000 cells and 2000 cells.
Therefore, for the remainder of the current section, 1000 grid points is selected.
4.7.2 Comparison Between JFNK, NK and Explicit Methods
In order to compare the results obtained from the JFNK and NK method with those
from the explicit scheme, all methods are run using the central-upwind scheme and a
backward Euler temporal discretization with a constant CFL number equal to 0.1. This
value is selected to prevent the explicit scheme from diverging. All solutions are shown at
t = 30 (s). Similar trends are obtained at any other time.
Figures 4.7, 4.8 and 4.9 present the numerical predictions obtained for the sub critical,
supercritical and dry bed flow regimes, respectively. No significant difference can be noticed
between the results and the solutions almost exactly overlap. Table 4.2 shows the CPU
time required for each simulation. As expected, the explicit scheme is much faster when
the same CFL numbers are used for both methods. This is due to the large system of
equations which needs to be solved in the JFNK and NK methods compared to algebraic
equations which are used to update the unknowns in the explicit scheme. It can also be
seen that by solving the equations using the JFNK method, almost 90% computational
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Figure 4.7: Comparison of numerical predictions obtained from JFNK, NK and explicit
schemes for the sub critical flow regime
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Figure 4.8: Comparison of numerical predictions obtained from JFNK, NK and explicit
schemes for the supercritical flow regime
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Figure 4.9: Comparison of numerical predictions obtained from JFNK, NK and explicit
schemes for the dry bed flow regime
time can be saved. This is due to the large Jacobian matrix which needs to be calculated
in the NK method.
4.7.3 CFL Range
Due to the implicit nature of the JFNK method, it is expected that the method can handle
higher CFL values compared to the explicit method. The predictions should still remain
stable to be acceptable. The simulations used in this section are obtained by using the
central-upwind scheme with a backward Euler discretization and are shown at t = 30 (s).
First the CFL numbers which can be used by the explicit scheme are investigated. It is
a well known fact that the time step permitted in explicit schemes are limited. The CFL
number should be smaller than 1, but this condition is not sufficient. For the 1D dam
break problem at hand, using the current discretization scheme, it is found that for all
flow regimes (sub critical, supercritical and dry bed) a CFL number higher than 0.1 either
lead to divergence or produce instabilities in the results. For the sub critical regime, a
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Table 4.2: Comparison of computational time in seconds of the JFNK, NK and explicit
methods with CFL=0.1 in different flow regimes using the central-upwind Godunov scheme
Computational Time
Sub critical Supercritical Dry bed
Explicit 23 29 34
NK 4654 6229 5811
JFNK 558 703 778
CFL value of 0.5 results to a converged solution but is highly oscillatory. This prediction
is shown in Fig. 4.10. It can be seen that the oscillation is caused before the shock and in
the constant level region.
Figure 4.11 shows the range of CFL numbers used for the simulations under the sub critical
regime. As the time step is increased (higher CFL number), the accuracy of the results
decreases which is an expected outcome due to the fact that a transient problem is being
solved. For the sub critical regime, high CFL numbers can be used to reach a stable
converged solution. In comparison to the explicit method, CFL values up to 400 times
larger may be used. Figures 4.12 and 4.13 present the CFL values used for the supercritical
and dry bed flow regimes, respectively. Higher CFL values could not be used and would
cause the outer Newton iteration to diverge and enter an infinite loop. Many attempts
were made in order to remedy this issue such as changing the initial guess at each Newton
iteration and changing the perturbation value used in the Jacobian matrix approximation,
but no solution was found. Even with the current state of the simulations, larger time
steps (compared to the explicit method) would lead to a stable converged solution using
JFNK. Another interesting observation is that for the sub critical simulation (Fig. 4.11),
changing the CFL number from 1 to 4 results to a relatively larger decrease in accuracy
(almost 3%) whereas this is not the case with the supercritical flow regime. A change
in the CFL number from 0.5 to 3 does not produce a significant difference in the results
(less than 1%). This is most likely due to the size of the hydraulic jump (shock) which is
larger in the sub critical flow allowing more tolerance for both the GMRES and Newton
iterations.
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Figure 4.10: Instabilites when using the explicit method and CFL = 0.5
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Figure 4.11: CFL range used for 1D dam break problem with JFNK, sub critical regime
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Figure 4.12: CFL range used for 1D dam break problem with JFNK, supercritical regime
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Figure 4.13: CFL range used for 1D dam break problem with JFNK, dry bed regime
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4.7.4 Effect of Numerical Discretization
Different discretization schemes are tested to identify their impact on the results. Two
different discretization schemes for the numerical fluxes are selected, the first order Lax-
Friedrich scheme (Eq. 4.59) and the second order central-upwind scheme (Eq. 4.56).
Two temporal schemes are also implemented, a first order backward Euler scheme (θ = 1
in Eq. 4.61) and a second order Crank-Nicolson scheme (θ = 1/2 in Eq 4.61). Multiple
combinations of these schemes are investigated. The results are considered at t = 30 (s) and
are labeled as follows: Central-Upwind Godunov (CUG), Lax-Friedrich (LF), Backward
Euler (BE) and Crank-Nicolson (CN).
Figure 4.14 presents the numerical predictions obtained from the JFNK method using
different discretization schemes. The main difference between the predictions is around
the shock (hydraulic jump). As expected, with the same temporal scheme, the central-
upwind Godunov scheme captures the shock more accurately. However, when the second
order Crank-Nicolson scheme is used, oscillations occur near the shock which is also an
expected outcome, due to the higher order of accuracy. Oscillations near the shock, have a
higher peak value with CUG. When a smaller CFL value is used, CFL = 0.5, oscillations
do not appear near the shock for any of the discretization schemes (results are not shown
for brevity). Figure 4.15 shows the numerical predictions obtained for the supercritical
flow regime. Similar trends are observed, except that the CUG-CN combination does not
produce numerical oscillations and resolves the shock accurately. The numerical results
obtained for the dry bed test case are presented in Fig. 4.16. No significant difference can
be observed by the different methods and they all converge to the same solution.
4.8 Summary
In the present chapter the JFNK is successfully applied to a nonlinear system of equations,
the SWWE, which describe the motion of a single phase flow. The 1D dam break problem
is chosen as the numerical benchmark for the simulations. Numerical results obtained
from the JFNK method are compared to results from a fully explicit scheme and also a
fully implicit scheme with the explicit calculation of a numerical Jacobian matrix (the
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Figure 4.14: Comparison of different numerical discretization schemes in sub critical flow
regime, CFl = 1
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Figure 4.15: Comparison of different numerical discretization schemes in supercritical flow
regime, CFL = 1
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Figure 4.16: Comparison of different numerical discretization schemes in dry bed flow
regime, CFL = 0.5
NK method). The results are shown to be consistent throughout all methods and are
in agreement with previous numerical results (obtained by using explicit schemes) and
as expected, the implicit methods (NK and JFNK) are capable of handling relatively
higher CFL values resulting to larger time-steps. The computational time required for the
simulations are decreased by almost 90% when the JFNK method is used instead of the
NK method. Moving forward, in the following chapter, the JFNK method is applied to
another set of governing equations describing the motion of two-phase flows, namely the
two-fluid model, in order to perform a similar investigation and identify the capabilities of
JFNK and in hope to obtain similar gains in CPU time.
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Chapter 5
Application of JFNK to Isentropic
Two-Fluid Model
In this section, the JFNK method is applied to the isentropic two-fluid model where the
conservation of mass and momentum equations are solved for each phase. A backward
Euler scheme is used for the temporal discretization and the AUSM+ numerical fluxes are
applied for the convective fluxes. The source terms are discretized using a central scheme.
For comparison, one explicit and two implicit formulations, one with Newton’s solver and
with the Jacobian matrix and one with JFNK, are implemented. A detailed grid and model
parameter sensitivity analysis is performed.
5.1 Isentropic Two-Fluid Model
For this part part of the study, the four equation two fluid model described in Sec. 3.3.2 is
considered. The source terms used are also given from Sec. 3.4. The initial conditions and
the boundary conditions are not explicitly expressed for the conserved variables. Instead,
they are given in terms of primitive variables such as pressure, velocity and the void frac-
tion. Further, throughout the discretization steps shown in Section 5.2.1, these primitive
variables are needed. However, after each time step the conserved variables are calculated.
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Therefore, there is a need to convert the conserved variables to primitive variables. The
vector of primitive variables is defined as
V =

αg
p
ug
ul
 . (5.1)
The velocities of both phases are directly calculated from the conserved variables using
ug =
U3
U1
, (5.2a)
ul =
U4
U2
. (5.2b)
Ui is the i
th component of the conserved vector shown in Eq. 3.29. The two other primitive
variables cannot be evaluated directly and require further calculations. Using the definition
of U1 and U2, and also keeping in mind that αg + αl = 1, one obtains
αgρg(p) = U1, (5.3a)
(1− αg)ρl(p) = U2. (5.3b)
Eliminating αg in Eq. 5.3b by using Eq. 5.3a, a non-linear function of p is obtained. Due
to the single pressure assumption, solving F (p) = 0 leads to the value of the pressure.
Here,
F (p) =
[
1− αgρg(p)
ρg(p)
]
ρl(p)− (1− αg)ρl(p). (5.4)
This non-linear equation can be solved using the Newton-Raphson method. This procedure
has to be performed at each computational node at every time step.
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5.2 Numerical Setup
Here, the complete discretization used for the four equation two-fluid model is reviewed.
A fully-implicit discretization scheme is applied to the four equation two-fluid model pre-
sented in Section ??. A simple first order backward Euler scheme is selected for the time
discretization and the AUSM+ scheme [52] is implemented for the discretization of the
convective flux terms. Thus, the resulting discretized form of Eq. 3.24 is
Un+1i +
∆t
∆x
[
E?(Un+1i , U
n+1
i+1 )− E?(Un+1i−1 , Un+1i )
]−∆t [(Cnv)n+1i + Sn+1i ] = Uni . (5.5)
The subscript i denotes the spatial location of the computational node and the superscript
denotes the time step, with n + 1 being the current time level. ∆x is the spatial grid
spacing and is constant throughout the computational grid (uniform meshes are used). ∆t
is the time step chosen and may vary throughout the simulations. It is calculated as a
function of the CFL number, following [63]
∆t = CFL×min
i
[
(1− αg)∆x
|(ul)i|+ (al)i +
αg∆x
|(ug)i|+ (ag)i
]
. (5.6)
5.2.1 Numerical Fluxes: AUSM+
In Eq. 5.5, E?(UL, UR) is the numerical flux which is calculated at the cell faces. In order
to calculate the flux at the faces, the values of the flux function at the two adjacent nodes
are used. L and R are the left and right nodes to the cell face, respectively.
The AUSM family numerical flux has been successfully applied to multiphase flow [38]. The
AUSM+ scheme was originally developed by Liou [52] and has been extended to two-fluid
models by Paillere et al. [63]. Different accuracy order schemes have been developed within
the AUSM family. As a first step to the current implementation of a fully implicit scheme
for multiphase flows using the JFNK method, the AUSM+ scheme is selected which is
first-order accurate. However, AUSM+ has been shown to perform well in previous studies
[63, 69] for the same two benchmarks selected in the current investigation that will be used
for comparison. The main idea behind the scheme is to divide the numerical flux into two
terms, a convective and a pressure term. Therefore, the flux for each phase can be written
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as
Ek = m˙k
(
1
uk
)
︸ ︷︷ ︸
ψk
+
(
0
αkp
)
︸ ︷︷ ︸
Pk
, (5.7)
where m˙k is the mass flux. The convected vector is denoted by ψk and the pressure vector
by Pk. Left and right Mach numbers need to be calculated at each interface using a
numerical speed of sound defined as
a?k =
√
(ak)L(ak)R, (5.8)
where ak is the speed of sound for phase k and a
?
k is the numerical speed of sound at the
interface between two adjacent nodes. Numerical Mach numbers are evaluated by
(Mk)L =
(uk)L
a?k
, (Mk)R =
(uk)R
a?k
. (5.9)
The numerical Mach number at the interface is calculated using values obtained from Eq.
5.9 and a polynomial function proposed in [52] following
M?k =M
+((Mk)L) +M
−((Mk)R). (5.10)
The polynomial function splitting the numerical Mach numbers must satisfy numerous
properties [52] such as consistency, meaning M+(M) +M−(M) = M (M being the mach
number used), symmetry (M+(M) = −M−(−M)) and it should also be continuously
differentiable. In addition, M± need to be monotone increasing functions of M . This
leads to the following split functions (with a suitable choice of B):
M±(M) =
{
1
2
(M ± |M |) if |M | ≥ 1
M±B (M) otherwise
, (5.11a)
M±B (M) = ±
1
2
(M ± 1)2 ±B(M2 − 1)2, (5.11b)
where B is a constant. Using the previously calculated numerical Mach number (Eq.
5.10) and the speed of sound at the interface, Eq. 5.8, the mass flux at the interfaces are
calculated by
m˙k
? = a?k
(
(αkρk)L
M?k + |M?k |
2
+ (αkρk)R
M?k − |M?k |
2
)
. (5.12)
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In order to evaluate the pressure terms at the interfaces, another split function is required.
In addition to consistency, symmetry and differentiability, the splitting function must be
selected such that negative a pressure does not appear in the solution leading toP±(M) ≥
0. The original splitting function proposed by [52] is applied:
P±(M) =
{
1
2
(1± sign(M)) if |M | ≥ 1
P±A (M) otherwise
, (5.13a)
P±A (M) =
1
4
(M ± 1)2(2∓M)± AM(M2 − 1)2. (5.13b)
To satisfy all of the properties mentioned above for both split functions, the choice of
A = 3/16 and B = 1/8 is taken. The fluxes of the AUSM+ scheme shown in Eq. 5.7 are
calculated at cell centers, but in Eq. 5.5 the numerical fluxes at the interfaces are required
and are calculated by [63]
E?k(UL, U,R) = m˙k
?ψ?k + P
?
k . (5.14)
The convected terms at the cell faces are calculated using an upwind approach depending
on the direction of the flow. Therefore,
m˙k
?ψ?k =
1
2
m˙k
?[ψk(UL) + ψk(UR)] +
1
2
|m˙k?|[ψk(UL)− ψk(UR)]|. (5.15)
The pressure at the interface must also be evaluated using the the pressure at adjacent
nodes and the split function, eq.5.13 as follows
P ?k =P
+((Mk)L)(Pk)L +P
−((Mk)R)(Pk)R (5.16)
Due to the fact that only values at adjacent nodes to each interface are used to calculate
the numerical fluxes at that interface, the AUSM+ scheme used is first-order accurate.
5.2.2 Discretization of Source Terms
In Eq. 5.5, the two source term vectors need to be discretized. In Cnv as shown in Eq.
3.29, the spatial first derivatives of the void fraction are determined using a second-order
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central scheme and all other terms are calculated at the time level n+ 1 due to the a fully
implicit scheme leading to the following discretized terms,
(
p
∂αk
∂x
)n+1
i
= pn+1i
(αk)
n+1
i+1 − (αk)n+1i−1
2∆x
, (5.17a)
(F nvk )
n+1
i =
(
−σ (αgρgαlρl)
n+1
i
(αgρl)
n+1
i + (αlρg)
n+1
i
(
(ug)
n+1
i − (ul)n+1i
)2) (αk)n+1i+1 − (αk)n+1i−1
2∆x
, (5.17b)
(αkρkgx)
n+1
i = (αk)
n+1
i (ρk)
n+1
i (gx)
n+1
i , (5.17c)
(
FDg
)n+1
i
= −Cf (αg)n+1i
(
1− (αg)n+1i
)
(ρg)
n+1
i
(
(ug)
n+1
i − (ul)n+1i
)
, (5.17d)
(
FDl
)n+1
i
= − (FDg )n+1i . (5.17e)
5.2.3 Treatment for Low Mach Number Flows
In the low Mach number limit, the AUSM+ scheme might cause oscillations due to odd-
even decoupling. This issue is related to the liquid phase where high speeds of sound lead
to very small Mach numbers. To resolve this issue, modifications can be made to the
AUSM+ scheme, as described in [16, 54]. In the present study, the method developed by
[23] and used by [63, 69] is implemented. Thus, the pressure and velocity fields are coupled
by modifying the liquid mass flux. The addition of a term known as the pressure diffusion
term to the original liquid mass flux (Eq. 5.12) will add enough dissipation when necessary
and hence, control the oscillations. First, the numerical speed of sound defined by Eq. 5.8
is modified by
(a?l )m = f
?
(
0.5
[
(ul)L
(al)L
+
(ul)R
(al)R
])
a?k, (5.18)
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where the additional subscript m denotes ’modified’ and f ? is a scaling function defined
as [63]
f ?(M) =
√
(1−M2o )2M2 + 4M2o
1 +M2o
, (5.19)
with Mo being a ”cut-off” Mach number and taking a value between 0 and 1. This pa-
rameter requires some tuning for each test case and is therefore, one of the drawbacks of
the current method. After the modification of the speed of sound, left and right numerical
Mach numbers, initially defined by Eq. 5.9, also need to be corrected with
(Mk)L,m =
(uk)L
(a?l )m
, (Mk)R,m =
(ul)R
(a?l )m
(5.20)
Next, similar to Eq. 5.10, a numerical Mach number is calculated at the interface using
(M?l )m =M
+((Mk)L,m)−M+1 ((Mk)L,m)−M−((Mk)R,m) +M−1 ((Mk)R,m). (5.21)
The pressure diffusion term is then calculated by [54]
m˙p = 0.5 (a
?
l )m
(
1
M2o
− 1
)
(M?l )m
(αl)LpL − (αl)RpR
(a?l )
2
, (5.22)
and is added to the original liquid mass flux
(m˙?l )m = m˙
?
l + m˙p. (5.23)
The mass flux obtained by Eq. 5.23 is then used in Eq. 5.15 for the conservation of mass
and momentum of the liquid phase. The pressure diffusion term scales the amount of
dissipation when the liquid Mach number is small. It can be seen from Eq. 5.22, a value
of Mo = 1 is equivalent to not modifying the liquid mass flux.
5.2.4 Phase appearance and disappearance
In cases where the the void fraction tends to 0 or 1, numerical difficulties might arise. This
can be seen when one converts the conserved variables to primitive variables in Eqs. 5.2a
and 5.2b where the velocities are obtained from the division of two very small numbers.
81
This issue shows itself in the form of pressure spikes at the interface between the two
phases. The velocity of the vanishing phase should be very close to the velocity of the
remaining phase. Therefore, instead of calculating the velocities using Eqs. 5.2a and 5.2b,
a correction function is applied in the following form
ug = G(αg)
U3
U1
+ (1−G(αg))U4
U2
, (5.24a)
ul = G(αl)
U4
U2
+ (1−G(αl))U3
U1
. (5.24b)
G(α) should be a function in which: G(0) = 0 and G(1) = 1 and should tend smoothly
from 0 to 1 very close to α = 0. An illustration of G(α) is given in [63]. In the present work,
the “tanh” function is found to have the mentioned properties by testing and selecting the
suitable values for a and b such that there is a smooth and short transition between zero
and unity, resulting in
G(α) = 0.5 + 0.5 tanh(
α− a
b
), (5.25)
with a = 0.0015 and b = 0.0001. When using an explicit discretization, the velocities can
easily be corrected with Eqs. 5.24a and 5.24b after calculating the conserved variables.
However, when using the implicit method, this approach cannot be used due to the fact
that the unknowns are guessed in the Newton loop. Therefore, in order to correct the
variables, after each successful Newton iteration, the void fraction values are checked and
the velocity of the vanishing phase is set to be equal to the remaining phase. Also, in order
to avoid numerical errors, void fractions smaller than 0.001 are set to be equal to 0.001.
5.3 Application of the JFNK Method to the Four
Equation Model
The present section describes how the four equation model is cast into the JFNK structure.
For this purpose, the JFNK method is applied to the system of Eq. 3.23 using the vectors
defined in Eq. 3.29. A vector function (F ) must be defined along with a state vector (u)
containing the unknowns. Note that in order to use Newton’s method, the vector function
82
must be written in a form so that the solution to F (u) = 0 is sought. In the current study
the following vector function is created
F (u) =

mass balance for gas phase at node 1
mass balance for liquid phase at node 1
momentum balance for gas phase at node 1
momentum balance for liquid phase at node 1
...
...
mass balance for gas phase at node Nx
mass balance for liquid phase at node Nx
momentum balance for gas phase at node Nx
momentum balance for liquid phase at node Nx

. (5.26)
Here, Nx is the number of nodes used for the simulation. For the state vector, u, two main
choices are available, either the conserved variables or the set of primitive variables. All
results presented in Section 5.6 are obtained by using the primitive variables as the vector
of unknowns in the following form:
u =

αg for node 1
p for node 1
ug for node 1
ul for node 1
...
...
αg for node Nx
p for node Nx
ug for node Nx
ul for node Nx

(5.27)
One of the advantages of the JFNK method is the easy modification of any discretization
scheme used. In order to change the time discretization, flux function and the discretization
scheme for the source terms used in Eq. 5.5, only modifications to the vector function
defined in Eq. 5.26 are required and all other parts of the code will remain the same.
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5.4 Water Faucet
5.4.1 CFD Domain
Figure 5.1 illustrates the configuration of the water faucet problem. It consists of a 12 m
vertical tube with a diameter of 1 m filled with a two-phase mixture of air and liquid water
and the outlet of the tube is open to ambient pressure. Due to gravity, the water is driven
downwards through the tube and the cross section is decreased: the flow narrows down,
which is shown in Fig. 5.1(b). This causes the void fraction of the mixture to increase in
time in the positive direction of the flow until steady state conditions are reached. The
(a) Initial state (b) Transition (c) Steady state
Figure 5.1: Ransom’s water faucet configuration (x in meters)
steady state condition is shown in Fig. 5.1(c).Energy transfer plays no role in this test
case, therefore the four equation model is valid.
The computational grid is constructed by Nx physical control volumes, and two ghost cells
in order to implement the boundary conditions. All the variables are stored at node centers
resulting in a collocated grid [1]. Wall friction and interfacial drag forces are neglected in
the present test case.
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5.4.2 Boundary Conditions & Initial Conditions
Initially the void fraction, αg, throughout the entire tube is set to a value of 0.2, the
velocity of the gas phase is set to 0, such that ug = 0 m/s and that of the water to 10 m/s
yielding ul = 10 m/s. The pressure, p, inside the column is uniformly set to 10
5 Pa. In
order to implement the boundary conditions, values for the void fraction and the velocities
are set to their initial value at the inlet, and pressure is extrapolated from the interior
domain. These values are set at the ghost cell adjacent to the inlet node. As for the outlet,
only pressure is set to atmospheric conditions (p = 105 Pa) and the void fraction and fluid
velocities are extrapolated from within the computational domain.
5.4.3 Analytical Solution
An analytical solution is available for the evaluation of the void fraction throughout the
domain in time. In the derivation of this solution, the liquid phase is considered to be
incompressible and the variation of pressure in the liquid phase is also neglected. Eq. 5.28
gives the expression for the analytical solution [63, 72]
α(x, t) =
{
1− (1−αo)(ul)o√
(ul)2o+2gx
if x < gt
2
2
+ (ul)ot
0.2 otherwise
. (5.28)
The analytical solution for the water faucet test case at a transition time and at steady state
are shown in Figure 5.2. This solution is used in order to verify the numerical predictions.
5.5 Oscillating Manometer
5.5.1 CFD Domain
For the oscillating manometer case, a U-tubed manometer with a length of 20 m, which
is half filled with water, is considered, as shown Fig. 5.3. Again, energy transfer can be
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Figure 5.2: Analytical solution of the void fraction inside the domain at t =0.5 s (a) and
steady-state (b) for the water faucet test case
Figure 5.3: Ransom’s oscillating manometer configuration (x in meters)
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ignored, allowing the use of the isentropic model or 4-equation model. The original test
case treats the manometer as a closed loop [66]. In the present investigation, the approach
of [63] is applied where both ends of the tube are open to the atmosphere (p = 105 Pa). In
contrast to the water faucet problem, the oscillating manometer case will test the ability
of the numerical simulations to handle a change in the flow direction of the liquid column.
In order to properly implement the geometry of the problem, the x-component of the
gravity field must be modified including the effects of flow turning such as
gx(x) =

g if 0 ≤ x ≤ 5m
g cos
(
(x−5)
10
pi
)
if 5 < x ≤ 15m
−g if 15 < x ≤ 20m
. (5.29)
5.5.2 Boundary Conditions & Initial Conditions
Initially, the water level on both legs of the manometer is equal. The column of water is
assumed to have an initial velocity. Thus, the water level oscillates within the manometer.
The velocity of both phases is equal to 2.1 m/s throughout the domain and the void fraction
is set such that half the domain is filled with pure liquid (αg = 0) and the other half is
filled with pure vapour (αg = 1). The pressure is also assumed to be hydrostatic at t = 0
s. Therefore, the following initial profiles are imposed,
αg(x) =

0.999 if 0 ≤ x ≤ 5m
0.001 if 5 < x ≤ 15m
0.999 if 15 < x ≤ 20m
, (5.30)
p(x) =

105 if 0 ≤ x ≤ 5m
(ρl)og
Lw
pi
sin
(
pi(x−5)
Lw
)
if 5 < x ≤ 15m
105 if 15 < x ≤ 20m
, (5.31)
where (ρl)o = 1000 kg/m
3 and Lw is the length of the liquid column equal to 10 m.
In order to set the boundary conditions, since both ends are open to the atmosphere, the
pressure is set to be equal to atmospheric pressure at the ghost cells and all other values
are extrapolated from the interior domain. Similar to the water faucet case, wall friction
is ignored but interfacial drag is included.
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5.5.3 Analytical Solution
With the assumption that the liquid moves with uniform velocity due to gravity, the
following analytical expression may be used for the solution of the liquid velocity at the
bottom of the manometer through time [63]
ul(t) = Vo cos(ωt), (5.32)
where Vo is the initial velocity and
ω =
√
2g
Lw
. (5.33)
5.5.4 Setup in CATHENA
For the oscillating manometer, the configuration is slightly different from what is presented
in Section 5.5. Two vertical tubes are considered which are connected at the top and
bottom. The gravitational force varies in magnitude for every node as a function of the
elevation and changes sign for each leg. This configuration is shown in Fig. 5.4.
5.6 Results
In this section, the numerical results are presented for each of the two benchmarks. Three
simulation codes corresponding to three different implementations to solve the governing
equations, are written in MATLAB. The first code uses an explicit scheme for the dis-
cretization (the method described in [63]), in which all the fluxes and source terms are
evaluated at the previous time step. Results obtained from the explicit discretization will
be referred to as the explicit results. The second program includes a fully implicit scheme
to create the system of equations solved by Newton’s method. Here, the Jacobian matrix
is explicitly calculated and the linear update equation is solved using the GMRES solver.
All of the fluxes and source terms will be evaluated at the current time level (as shown
in Eq. 5.5). Results from this method will be referred to as Newton-Krylov (NK) results.
88
Figure 5.4: Oscillating manometer configuration in CATHENA (x in meters)
The final code will be similar to the NK method, but avoids the explicit calculation of the
Jacobian matrix. Instead, the Jacobian-vector product is determined inside the GMRES
solver as shown in Section 2.5. This method will be referred to as the JFNK method. For
the JFNK method, the value used for  in Eq. 2.24 is equal to 1.4× 10−7 unless otherwise
stated.
The effect of σ, parameter which makes the system of equations hyperbolic, initially shown
in Eq. 3.35, is investigated in the present study. Also, different values for the CFL num-
ber are selected in order to identify the capability of each code when using different time
steps. Finally, the results obtained from the JFNK method are compared with those from
CATHENA. In all simulations, the Newton solver tolerance in Eq. 2.21 is set to a value of
10−3 and the tolerance in the GMRES solver is set to 10−6.
5.6.1 Water Faucet
For this test case, the friction coefficient is set to zero (Cf = 0 in Eq. 3.36) and the
low mach number model is not needed (Mo = 1 in Eq. 5.22). Several grid sizes and
CFL numbers are tested as well as different values for σ. For the purpose of comparison
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with previously published results [16, 61, 69] , the numerical predictions are focused on
evolution of the void fraction throughout the domain at t = 0.5 s. However, similar results
are obtained at any other time.
Time Evolution
First, the time evolution of the void fraction is examined. Figure 5.5 a), b) and c) show the
temporal profiles of the void fraction and the velocity for both phases, respectively. The
results displayed in Fig. 5.5 are obtained by using the JFNK method, the non-hyperbolic
model (σ = 0) and a mesh of 320 nodes. As can be seen in Fig.5.5 a), the void fraction
begins to increase, starting from the top of the domain (x = 0) and as time passes, the rest
of the domain is influenced by the upwards motion of the gas phase leading to an increase
in the void fraction through the vertical tube. The motion of both phases can be seen
by observing the gas and liquid velocities, as shown in 5.5 b) and c) . The gas inside the
tube rises to the top of the domain (negative velocity) with time, leading to the increase
in the void fraction. Due to gravity, the velocity of the liquid phase increases in time with
a downwards direction (positive velocity). The present observations are in agreement with
previous studies [63, 16, 61].
Comparison of Hyperbolic and Non-Hyperbolic Models
The original system of equations (σ = 0 in Eq. 3.29) is non-hyperbolic and regularization
terms are added to make the system of equations hyperbolic. In the current study, a
pressure correction term is added, as shown in Eq. 3.35. For the three methods described
in Section 5.6, the choice of σ does not have an impact on the accuracy of the results
for grids up to 320 nodes (not shown for brevity). When finer meshes are considered,
oscillations begin to appear near the discontinuity of the void fraction. Figure 5.6 shows
these oscillations for the explicit and JFNK methods, respectively, for two different grids,
640 nodes and 1280 nodes. Similar results are obtained from the NK method, but are not
shown. These oscillations may be controlled to a certain extent by the addition of the
regularization term (pressure correction) and making the system of equations hyperbolic
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Figure 5.5: Time evolution of the void fraction and the fluid velocities in Ransom’s water
faucet problem using the non-hyperbolic model (σ = 0) and 320 grid points
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(c) JFNK - 640 nodes
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Figure 5.6: Comparison of hyperbolic (σ = 2 and σ = 4) and non-hyperbolic (σ = 0)
model for the explicit and JFNK methods at t = 0.5 s
(with σ > 0). For comparison, the results using different values of σ are also included in
Figure 5.6. It can be seen that as the number of nodes increases, the effect of σ becomes
clearer and the oscillations are further dampened.
The computational time required for the simulations to reach a solution at t = 0.5 s, using
a hyperbolic (with σ = 2) and non-hyperbolic model with  = 1.4 × 10−7 are presented
in Table 5.1. It can be seen that no significant difference is noticed when the hyperbolic
model is used. However, when a different value for the perturbation number used for the
Jacobian approximation is selected, different computational times and trends are obtained.
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Table 5.2 shows the CPU time required for the JFNK simulations with σ = 0 and σ =2
Table 5.1: Comparison of computational time in seconds of the hyperbolic (σ = 2) and the
non-hyperbolic (σ = 0) model with CFL = 50 for the JFNK method using  = 1.4× 10−7
to reach a solution at t = 0.5 s
No. of nodes
40 80 160 320 640
Non-hyperbolic 10 46 233 1840 15478
Hyperbolic 10.70 46 232 1835 15125
% decrease 0 0 0 0 2
for different grid sizes and  =
√
machine = 1.4 × 10−8. It can be seen that a large
amount of computational time can be saved by using the hyperbolic model. For example,
a computational saving of 40 % is observed for a grid of 320 nodes with a hyperbolic model
(σ =2) compared to the non-hyperbolic form. This is due to the ill-posedness of the non-
hyperbolic model which requires more GMRES iterations at each time-step to converge
compared to the hyperbolic model.
Table 5.2: Comparison of computational time in seconds of the hyperbolic (σ = 2) and the
non-hyperbolic (σ = 0) model with CFL=10 using  = 1.4× 10−8 to reach a solution at t
= 0.5 s
No. of nodes
40 80 160 320
Non-hyperbolic 18.98 133 963 13186
Hyperbolic 18.88 101 680 7920
% decrease 0 24 29 40
Grid Sensitivity Analysis
The void fraction profiles throughout the domain at t = 0.5 s for the JFNK method with σ
= 0 are shown in Figure 5.7 for different mesh sizes. As the number of nodes increases, the
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Figure 5.7: Grid convergence study for the implicit code at t = 0.5 s with σ = 0
results get closer to the analytical solution at the given time of 0.5 s. However, similar to the
explicit method (shown in [63] and not included for brevity), some oscillations occur when
fine meshes are used, as shown for 640 and 1280 nodes in Figure 5.7. These oscillations may
be controlled by the use of the pressure correction term to make the system of equations
hyperbolic. By doing so, the oscillations are dampened at the cost of losing accuracy near
the discontinuity located at x = 6 m.
Comparison Between the Three Methods, Explicit, NK (Implicit) and JFNK
(Implicit)
The numerical predictions obtained from the three methods described in Section 5.6, are
compared. Figure 5.8 shows the void fraction predictions obtained from the three methods
on three different mesh sizes of 80, 160 and 320 nodes. As mentioned at the beginning of
the present section, negligible differences in the predicted values obtained the hyperbolic
and non-hyperbolic model with σ = 2 are found. Therefore, only the results using the non-
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hyperbolic model (σ = 0) are presented here. The solution obtained from both implicit
methods, NK and JFNK, almost exactly overlap with the explicit solution and no significant
difference is noticed. With the finest mesh (Nx = 1280), the solution for the JFNK case
decreases the error caused by the oscillation near the discontinuity, by almost 15%, as
shown in Figure 5.9 (the magnitude of the overshoot and undershoot have decreased). For
the remainder of this section, since similar results are obtained from the NK and JFNK
methods, only the JFNK results are included.
It is well known that explicit schemes are restricted to a certain value for the CFL number.
Using the definition in Eq. 5.6, the time step can be calculated according to the specified
CFL number. A higher value for the CFL number means a larger time step. The explicit
code can handle a CFL number up to 2. Higher values chosen for the CFL number lead
to large oscillations and eventually cause the code to diverge. On coarse meshes with
a maximum nodes of 340, the solution remains stable with any value up to CFL = 2.
However, as can be seen in Figure 5.10, for a CFL number equal to 2 on the two finest
meshes (640 and 1280 nodes), some instabilities are visible. Further, as the number of nodes
is increased from 640 points to 1280 points, these instabilities are significantly amplified.
Due to the implicit nature of the JFNK method, higher CFL numbers are expected to be
handled compared to the explicit method. Figure 5.11 shows the range of CFL numbers
included with the JFNK method on four different mesh sizes with a maximum number of
nodes equal to 340 to avoid the oscillations observed for the non-hyperbolic formulation
(Fig. 5.7). As expected, the JFNK method is capable of handling very high CFL numbers
on all mesh sizes. During the calculations, the significance of the value of  was also noticed.
If the perturbation value is set to 1.4 × 10−8, high CFL numbers cannot be used for fine
meshes due to instabilities observed, which would lead to divergence in the outer Newton
loop. With an appropriate choice of the perturbation value, high CFL may be used to
reach a converged solution. In the current study, a trial an error procedure was performed
to find a suitable value for  (1.4× 10−7). However, other approaches have been proposed
for selecting  which can be found in [42, 12] and have not been investigated in this study.
For further comparison, the computational time for the NK and JFNK methods are
examined. Table 5.3 shows the CPU time required for the two methods in seconds to reach
a solution at t = 0.5 s. It can be seen that a great amount of computational time can be
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Figure 5.8: Comparison of accuracy between the different methods for coarse meshes using
σ = 0 at t = 0.5 s 96
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Figure 5.9: Comparison of accuracy between the explicit and JFNK methods for the finest
mesh (Nx = 1280) using σ = 0 at t = 0.5 s
saved by the approximation method in JFNK, instead of explicitly calculating the Jacobian
matrix. As the system size increases, the computational time benefit becomes smaller, but
still significant on the order of 70% for 640 nodes. Due to the first order accuracy of the
discretization scheme, at any given node, each conservation law requires 12 input variables
(αg, ug, ul and p for itself and its neighboring nodes) to calculate the residual. Therefore,
the Jacobian matrix, consists of 12 non-zero values on each row (corresponding to a single
conservation law at a specific node). It is clear that avoiding the construction of such a
matrix is highly beneficial in terms of computational time.
Steady-state solution
As shown in Figure 5.11, with increasing CFL numbers, the numerical predictions depart
further from the analytical solution at an intermediate time (0.5 s), in particular visible
for the first two meshes consisting of 40 and 80 nodes. It is important to verify if these
discrepancies remain in the steady-state solutions for high CFL numbers. Figure 5.12 shows
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Figure 5.10: Instability of the explicit method when using high CFL numbers
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Figure 5.11: Range of CFL numbers using the JFNK method using σ = 0 at t = 0.5 s
Table 5.3: Comparison of CPU time, in seconds for the NK and JFNK methods (the
non-hyperbolic model, σ = 0, is used for both methods)
No. of nodes CFL NK JFNK % decrease
40 10 64 11 82
80 10 332 46 86
160 50 414 77 81
320 100 1625 386 76
640 100 15062 4601 69
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the steady state solution for the same four grids than shown in Fig. 5.11 and two CFL
values of 2 and 100. As can seen in Fig. 5.12, no significant difference can be noticed in
the void fraction predictions, demonstrating that high CFL numbers can be used without
a loss in accuracy when the simulation is to be run until steady state. The computational
is also considered and Table 5.4 presents the CPU time required to reach the steady state
solution using the same four meshes. As displayed in Table 5.4, a significant decrease in
computational time can be achieved when higher CFL numbers are imposed. Using high
CFL numbers will require fewer timesteps to reach the steady state solution.
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Figure 5.12: Steady state solutions using low and high CFL numbers for different mesh
sizes
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Table 5.4: Comparison of computational time in seconds until steady state is reached for
high and low CFL numbers.
No. of nodes
40 80 160 320
Low CFL 193 782 840 22773
High CFL 7 31 182 1569
% decrease 96 96 87 93
Comparison with CATHENA 4 predictions
As the ultimate goal of the current work is to incorporate JFNK into CATHENA, it is
interesting to make a comparison between the predictions obtained by the current JFNK
implemented in Matlab and those from the current stable version of CATHENA. Figure
5.13 shows the results obtained from CATHENA and the JFNK method at t = 0.5 s. A
CFL number equal to 1 is used for the JFNK results and CATHENA uses an adaptive
time step resulting in a variable CFL number during the calculation. As can be seen in
Fig.5.13, the results from the JFNK method are closer to the analytical solution compared
to the profiles from CATHENA. Further, the shock is also captured more accurately in the
present JFNK results. These differences are mostly attributed to the use of the AUSM+
flux in the JFNK code compared to the simple upwind scheme in CATHENA which does
not produce high resolutions near the discontinuity. A direct comparison between the CPU
time required by CATHENA and that by JFNK is not possible due to the differences in
the coding language and implementation.
5.6.2 Oscillating Manometer
The oscillating manometer is a much more complicated numerical benchmark due to the
existence of a column of pure liquid in contact with pure vapor. The low Mach number
model must be used and an appropriate value for Mo must be found (refer to Eq. 5.22).
A value of Mo = 0.2 is found to produce good results and prevent numerical oscillations
caused by odd-even decoupling. Also, for this test case, a friction coefficient of Cf = 50000
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Figure 5.13: Comparison between JFNK predictions and CATHENA results at t = 0.5 s
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in Eq. 3.36 is found to be suitable in order to reach a converged solution. The liquid
velocity at the bottom of the manometer (corresponding to x = 10) is monitored through
time. Therefore, small CFL numbers are used to increase the accuracy of the transient
results. For this test case, two grid sizes are tested, one including 50 nodes and one with
100 nodes. However, no significant difference is noticed in the liquid velocity profiles.
Therefore, the predictions shown in the current section are obtained by using Nx = 50.
Comparison between the three methods, explicit, NK (implicit) and JFNK
(implicit)
Figure 5.14 shows the liquid velocity at the bottom of the manometer as a function of time.
For the explicit method, very small timesteps must be used in order to avoid divergence
(CFL=0.05). The JFNK and NK methods are capable of handling higher CFL numbers,
however, due to the transient nature of the property under consideration, CFL = 0.1 is
set. The results obtained by the NK method are similar to those obtained from the JFNK
method and no significant difference is noticed. Thus, the NK predictions are not included
in Figure 5.14. For both the explicit and JFNK methods, a phase error is noticed with
respect to the analytical solution, although this error is amplified for the JFNK method.
It becomes more visible after a few oscillations of the water column. A small amount
of damping due to numerical diffusion is also noticed for both methods. In terms of
computational time, the CPU time required for the JFNK method is about 80% lower
than the NK method. No significant difference in accuracy or CPU time was noticed
between the hyperbolic and non-hyperbolic models.
Comparison with CATHENA 4 predictions
Figure 5.15 shows the results obtained by CATHENA and the JFNK method. Both results
use Nx = 50 and for the JFNK results, the non-hyperbolic model is used. Due to the
first order discretization used in CATHENA, which is highly diffusive, a large amount of
damping is noticed compared to the JFNK method, which is a high resolution AUSM+
scheme and therefore has an order of magnitude less diffusion. Again, the phase error can
be seen from CATHENA and it is slightly less than the JFNK method.
103
0 5 10 15 20
−2
−1
0
1
2
t [s]
u
l [m
/s]
 
 
Analytical Explicit JFNK
Figure 5.14: Liquid velocity at the bottom of the manometer as a function of time showing
the analytical solution, explicit and JFNK predictions
104
0 5 10 15 20
−2
−1
0
1
2
t [s]
u
l [m
/s]
 
 
Analytical JFNK CATHENA
Figure 5.15: Comparison between liquid velocity at the bottom of the manometer as a
function of timeshowing the analytical solution, JFNK and CATHENA predictions
5.7 Summary
In the current chapter, the JFNK is implemented to solve the governing equations related
to the isentropic two-fluid model. Two main numerical benchmarks are used for the sim-
ulations, namely the water faucet and the oscillating manometer test case. A detailed
investigation is performed in order to identify the advantages and disadvantages of the
JFNK method compared to the NK method and a fully explicit discretization scheme.
The numerical predictions are also compared to solutions obtained from CATHENA for
both test cases. All methods predict similar results through time for the water faucet
problem and are in agreement with previous numerical work. Regarding the oscillating
manometer test case, the phase shift caused due to the drag coefficient is amplified when
the JFNK method is selected. Relatively higher CFL numbers can be selected for the
simulations when the implicit methods (JFNK and NK) are used to solve the system of
equations compared to an explicit approach. CPU time for both test cases decrease con-
siderably when JFNK is chosen instead of the NK method. The decrease in computational
time is in the order of 80%. Compared to CATHENA, finer grids can be used for the
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simulations in addition to the more accurate shock resolving discretization scheme selected
for the present investigation (AUSM+) which lead to a closer prediction compared to the
analytical solution for each test case.
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Chapter 6
Conclusions
Throughout the present investigation, the performance of the JFNK method is examined.
Specifically, the method is applied to solve a fully implicit discretization of the 1D SWWE
and the four equation two-fluid model equations. Prior to the presentation of the numerical
results, the governing equations for each case are derived and mathematical properties of
each set of equations are discussed. The discretization schemes used are presented and
appropriate boundary and initial conditions corresponding to each test case are included.
Numerous simulations are performed and the predictions obtained are compared to an
explicit method, and also the NK method. The results are also compared to previous
numerical work which utilize an explicit approach to update the solution parameters in
time.
In the present section, the conclusions obtained from the current investigation are summa-
rized and recommendations for future work are also included.
6.1 Summary of Findings
Regarding the 1D SWWE system of equations (corresponding to single phase flow), a fully
implicit discretization scheme is constructed by utilizing a second-order central-upwind
Godunov scheme for the spatial discretization of the governing equations and a backward
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Euler scheme for the temporal discretization (unless stated otherwise). The test case under
consideration corresponds to the 1D dam break problem. Initial conditions are selected
in such a way to define the flow regime after the virtual dam is removed (sub critical,
supercritical and a dry bed case). In order to observe the effect of the numerical discretiza-
tion on the performance of the JFNK method, a Lax-Friedrich spatial discretization and
a Crank-Nicolson temporal discretization are also implemented. The conclusions obtained
are as follows.
• The converged solution obtained from the JFNK method is in agreement with pre-
vious numerical studies.
• As the number of grid points are increased by a factor of 2, the computational time
required for the JFNK method to reach a converged solution is increased by a factor
of 4.
• Using constant CFL values, JFNK, NK and explicit methods converge to the same
solution for all flow regimes.
• The CPU time required for the explicit method is extremely smaller than the other
two implicit schemes due to the large system of equations which needs to be solved
in implicit schemes.
• The JFNK method is able to approximately save 90% computational time compared
to the NK method.
• Instabilities appear in the explicit method predictions when CFL values higher than
0.1 are used, however both implicit methods are capable of handling relatively larger
CFL values up to 40 with the cost of loosing accuracy compared to the analytical
solution.
• Higher CFL values cause the numerical predictions to smear along the spatial domain
and not capture the shock accurately.
• The maximum CFL value leading to a converged solutions varies for different flow
regimes. For the sub critical flow regime a value of 40 may be used and for the super
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critical and dry bed case values equal to 3 and 1 may be used respectively. Higher
values result in an infinite Newton loop.
• Changing the perturbation value for the Jacobian approximation does not resolve
the issue with the infinite Newton loop. The NK method is also not able to use high
CFL values meaning that the issue is not a result of a poor Jacobian approximation.
• Different discretization schemes do not behave the same with JFNK. Although using
a higher order scheme improves the numerical results, the CFL range and instabilities
noticed vary from case to case.
Moving forward towards a set of equations describing the motion of two-phase flows, the
isentropic two-fluid model, a system of fully implicit discrete equations are constructed. For
the temporal discretization, a backward Euler scheme is selected and for the convective
fluxes, the AUSM+ scheme is chosen which has proven to be robust and accurate for
multiphase problems. Two test cases are chosen as numerical benchmarks, the water
faucet and the oscillating manometer problem. A detailed investigation is performed on
the behavior of JFNK on these two test cases. The results are compared with those obtained
from a NK method and a fully explicit method. In addition, numerical predictions are also
compared with results from CATHENA. The major findings are summarized below.
• The time evolution for the faucet problem obtained from JFNK is in agreement with
previous numerical work (explicit results).
• The hyperbolic model does not affect the accuracy of the results obtained for the
water faucet problem for grids up to 320 points. Using finer meshes, 640 and 1280
points, oscillations appear which can be controlled to a certain extent with the inclu-
sion of a pressure correction term (σ 6= 0). A larger value for sigma further dampens
the oscillations observed near the discontinuity.
• The value of the perturbation number, , has an impact on the computational time
required to reach a converged solution for the faucet problem. This implies that with
different values of , the hyperbolic parameter σ needs to be tuned to obtain optimal
performance.
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• Utilizing a finer mesh for the faucet problem increases the accuracy of the numerical
predictions compared to the analytical solution. However, at a certain point (640
cells), oscillations appear near the discontinuity. These oscillations are not of nu-
merical nature and are caused due to the the fact that the system of equations are
ill-posed. The addition of the pressure correction term solves this issue.
• For the faucet problem, all three solution methods (JFNK, NK and explicit) converge
to the same result for grid sizes up to 640 using the same CFL number. On the finest
mesh, 1280 points, the oscillation near the discontinuity decreases by almost 15%
using the implicit methods.
• The CFL number permitted for the implicit methods is considerably larger compared
to the explicit method. Using CFL numbers higher than 2 causes numerical insta-
bilities to occur with the explicit method. The JFNK method converges even with
CFL values up to 100.
• The value of  effects the maximum CFL number that can be handled with JFNK for
the faucet problem. A value of  = 1.4×10−8 is found to permit large CFL numbers.
• Using JFNK can decrease the computational time required by almost 80% compared
to the NK method. However, the CPU time required for the explicit method is
significantly less than both implicit methods.
• For the water faucet problem, the JFNK method is able to give more accurate nu-
merical predictions compared to CATHENA for the same grid sizes. This is due to
the shock capturing scheme used in JFNK, AUSM+. Also, JFNK is able to converge
with finer grids compared to CATHENA.
• The oscillating manometer converges only with a specific numerical setup. The low
Mach number model must be used with Mo = 0.2 and the drag coefficient must be set
to Cf = 50000. Other configurations lead to divergence of the numerical predictions.
• The implicit schemes predict a phase shift in the liquid velocity profile through time
for the oscillating manometer compared to the analytical solution. The explicit
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method also predicts this phase shift but with a smaller magnitude. The phase
shift is due to the inclusion of the drag coefficient.
• JFNK predicts the magnitude of the oscillation of liquid velocity with more accuracy
compared to CATHENA for the oscillating manometer problem, however, the phase
shift is larger.
6.2 Recommendation for Future Work
The result of the present investigation was the successful application of the JFNK method
to the 4-equation two-fluid model. The method should be extended to the 6-equation two-
fluid model which includes the energy equation for each phase as well. A first attempt
was taken but the Newton loop would not converge. Most likely, this is due to a poor
approximation of the Jacobian matrix caused by a large difference in the order of magnitude
of the energy equation and the mass and momentum equation. To solve this issue, the
governing equations need to be cast in a non-dimensional form so that all equations are in
the same order of magnitude.
Another aspect of the JFNK method is the use of effective pre-conditioners. Pre-conditioners
can greatly decrease the computational time required to solve the linear system of equa-
tions at each Newton update. Some general pre-conditioners may be applied to reduce the
computational time, however, a physics based pre-conditioner specifically constructed for
each system of equations can be more effective.
Finding a suitable perturbation value was based on a trial and error method. A more
detailed study on the value of  can lead to a more efficient set of simulations and further
decrease the computational time.
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