The approximation of tensors is important for the efficient numerical treatment of high dimensional problems, but it remains an extremely challenging task. One of the most popular approach to tensor approximation is the alternating least squares method. In our study, the convergence of the alternating least squares algorithm is considered. The analysis is done for arbitrary tensor format representations and based on the multiliearity of the tensor format. In tensor format representation techniques, tensors are approximated by multilinear combinations of objects lower dimensionality. The resulting reduction of dimensionality not only reduces the amount of required storage but also the computational effort.
Introduction
During the last years, tensor format representation techniques were successfully applied to the solution of high-dimensional problems like stochastic and parametric partial differential equations [6, 11, 14, 20, 24, 26, 27] . With standard techniques it is impossible to store all entries of the discretised high-dimensional objects explicitly. The reason is that the computational complexity and the storage cost are growing exponentially with the number of dimensions. Besides of the storage one should also solve this high-dimensional problems in a reasonable (e.g. linear) time and obtain a solution in some compressed (low-rank/sparse) tensor formats. Among other prominent problems, the efficient solving of linear systems is one of the most important tasks in scientific computing. We consider a minimisation problem on the tensor space V = 
where A ∈ R m 1 ···m d ×m 1 ···m d is a positive definite matrix (A > 0, A T = A) and b ∈ V. A tensor u ∈ V is represented in a tensor format. A tensor format U : P 1 × · · · × P L → V is a multilinear map from the cartesian product of parameter spaces P 1 , . . . , P L into the tensor space V. A L-tuple of vectors (p 1 , . . . , p L ) ∈ P := P 1 × · · · × P L is called a representation system of u if u = U (p 1 , . . . , p L ). The precise definition of tensor format representations is given in Section 2. The solution A −1 b = argmin v∈V f (v) is approximated by elements from the range set of the tensor format U , i.e. we are looking for a representation system (p * 1 , . . . , p * L ) ∈ P such that for Thus, in order to obtain p k+1 from p k , we have to solve successively L ordinary least squares problems.
The ALS algorithm is a nonlinear Gauss-Seidel method. The local convergence of the nonlinear Gauss-Seidel method to a stationary point p * ∈ P follows from the convergence of the linear Gauss-Seidel method applied to the Hessian F ′′ (p * ) at the limit point p * . If the linear Gauss-Seidel method converges R-linear then there exists a neighbourhood B(p * ) of p * such that for every initial guess p 0 ∈ B(p * ) the nonlinear Gauss-Seidel method converges R-linear with the same rate as the linear Gauss-Seidel method. We refer the reader to Ortega and Rheinboldt for a description of nonlinear Gauss-Seidel method [28, Section 7.4 ] and convergence analysis [28, Thm. 10 .3.5, Thm. 10.3.4, and Thm. 10. 1.3] . A representation system of a represented tensor is not unique, since the tensor representation U is multilinear. Consequently, the matrix F ′′ (p * ) is not positive definite. Therefore, convergence of the linear Gauss-Seidel method is in general not ensured. However, if the Hessian matrix at p * is positive semidefinite then the linear Gauss-Seidel method still converges for sequences orthogonal to the kernel of F ′′ (p * ), see e.g. [19, 23] . Under useful assumptions on the null space of F ′′ (p * ), Uschmajew et al. [33, 36] showed local convergence of the ALS method. These assumptions are related to the nonuniqueness of a representation system and meaningful in the context of a nonlinear Gauss Seidel method. However, for tensor format representations the assumptions are not true in general, see the counterexample of Mohlenkamp [25, Section 2.5] and discussion in [36, Section 3.4] . The current analysis is not based on the mathematical techniques developed for the nonlinear Gauss-Seidel method, but on the multilinearity of the tensor representation U . This fact is in contrast to previous works. The present article is partially related to the study by Mohlenkamp [25] . For example, the statement of Lemma 4.14 is already described for the canonical tensor format. Section 2 contains a unified mathematical description of tensor formats. The relation between an orthogonal projection method and the ALS algorithm is explained in Section 3. The convergence of the ALS method is analysed in Section 4, where we consider global convergence. Further, the rate of convergence is described in detail and explicit examples for all kind of convergent rates are given. The ALS method can converge for all tensor formats of practical interest sublinearly, Q-linearly, and even Q-superlinearly 1 . We illustrate our theoretical results on numerical examples in Section 5.
Unified Description of Tensor Format Representations
A tensor format representation for tensors in V is described by a parameter space P = × L µ=1 P µ and a multilinear map U : P → V from the parameter space into the tensor space. For the numerical treatment of high dimensional problems by means of tensor formats it is essential to distinguish between a tensor u ∈ V and a representation system p ∈ P of u, where u = U (p). The data size of a representation system is often proportional to d. Thanks to the multilinearity of U , the numerical cost of standard operations like matrix vector multiplication, addition, and computation of scalar products is also proportional to d, see e.g. [10, 15, 17, 30, 32] . Notation 2.1 (N n ). The set N n of natural numbers smaller than n ∈ N is denoted by
, and P µ a finite dimensional vector spaces equipped with an inner product ·, · Pµ . The parameter space P is the following cartesian product
A multilinear map U from the parameter space P into the tensor space V is called a tensor format representation U :
We say u ∈ V is represented in the tensor format representation 
where p µ,j denotes the j-th column of the matrix p µ ∈ R mµ×r . For recent algorithms in the canonical tensor format we refer to [7, 8, 9, 11, 12] .
The tensor train (TT) format representation discussed in [30] is for d = 3 and representation ranks r 1 , r 2 ∈ N defined by the multilinear map
Orthogonal Projection Method and Alternating Least Squares Algorithm
It is shown in the following that the ALS algorithm is an orthogonal projection method on subspaces of V = d ν=1 R mν . For a better understanding, we briefly repeat the description of projection methods, see e.g. [4, 34] for a detailed description.
An orthogonal projection method for solving the linear system Av = b is defined by means of a sequence (K k ) k∈N of subspaces of V and the construction of a sequence (v k ) k∈N ⊂ V such that
A prototype of projection method is explained in Algorithm 1. Compute an orthonormal basis
k → k + 1 6: end while In the following, let U : P → V be a tensor format representation, see Definition 2.2. We need to define subspaces of V in order to show that the ALS algorithm is an orthogonal projection method. The multilinearity of U and the special form of the ALS micro-step are important for the definition of these subspaces. Let µ ∈ N L and v ∈ V be a tensor represented in the tensor format U , i.e. there is
Since the tensor format representation U is multilinear we can define a linear map 
and define
We (
. Then the columns of
form an orthonormal basis of range W µ, p [µ] and
(v) The map
is multilinear.
Proof. Note that W µ, p [µ] is linear, since the tensor format U is multilinear. The rest of the assertions follows after short calculations, where the last assertion (v) is a direct consequence of the multilinearity of U .
Remark 3.4. In chemistry the definition of V µ in Proposition 3.3 (iv) is often called Löwdin transformation,
see [35, Section 3.4.5] . Nevertheless, the construction can be found in several proofs for the existence of the singular value decomposition, see e.g. [16, Lemma 2.19] .
. . , p L ) ∈ P , and F : P → R as defined in Eq. (2) . We define
We write for convenience
if it is clear from the context which representation system is considered.
Since V µ is a basis of range(W µ ), we have that V T µ AV µ is positive definite and therefore
where V µ is from Eq. (6).
Proof. Follows from Lemma 3.6 and orthogonal projection theorem.
Algorithm 2 Alternating Least Squares (ALS) Algorithm
1: Set k := 1 and choose an initial guess
Compute an orthonormal basis V k,µ of the range space of W k,µ := W µ,p
, see e.g. Eq. (5) and (6). 6 :
k, µ is from Eq. (6) 7:
end for 8: 
Figure 1: Graphical illustration of an ALS micro-step for the case when A = id. At the current iteration step, we define the linear map W k,µ ∈ L(P µ , V) by means of v k,µ and the multilinearity of U, cf. Definition 3.2. The successor v k,µ+1 is then the best approximation of b on the subspace range (W k,µ ) ⊆ V.
Convergence Analysis
We consider global convergence of the ALS method. The convergence analysis for an arbitrary tensor format representation U : × L µ=1 P µ → V is a quite challenging task. The objective function F from Eq. (2) is highly nonlinear. Even the existence of a minimum is in general not ensured, see [5] and [22] . We need further assumptions on the sequence from the ALS method. In order to justify our assumptions, let us study an example from Lim and de Silva [5] where it is shown that the tensor
with tensor rank 3 has no best tensor rank 2 approximation. Lim and de Silva explained this by constructing a sequence (v k ) k∈N of rank 2 tensors with
The linear map W 1,k from Definition 3.2 and the first component vector p 1,k of the parameter system have the following form:
It is easy to verify that the equation
Obviously, the rank of W 1 is equal to n but rank(W 1,k ) = 2n for all k ∈ N. This example shows already that we need assumptions on the boundedness of the parameter system and on the dimension of the subspace span(W µ,k ).
Definition 4.1 (Critical Points). The set M of critical points is defined by
In our context, critical points are tensors that can be represented in our tensor format U and there exists a parameter system p such that
is never uniquely defined since the tensor format is a multilinear map. The following remark shows that the non uniqueness of a parameter system has even more subtle effects, in particular when the parameter system of v = U (p) is also a stationary point of F . 
Proof. LetŨ
:
Obviously,Ũ is a bilinear map. Further, let b =
, and e 1 and e 2 the canonical vectors in R 2 , i.e.
Then the following holds a)Ũ (e 1 , e 1 ) =Ũ (e 2 , e 1 ),
Elementary calculations result inŨ
(e 1 , e 1 ) =Ũ (e 2 , e 1 ) =
The definition of F from Eq. (2) gives
and
For a convenient understanding, let us briefly repeat the notations from the ALS method, see Algorithm 2. Let µ ∈ N L ∪ {0}, k ∈ N, and
be the elements of the sequences (p k,µ ) k∈N and (v k,µ ) k∈N from the ALS algorithm. Note that
We demonstrate in Theorem 4.13 that every accumulation point of (v k ) k∈N is a critical point, i.e. A(v k ) ⊆ M. This is an existence statement on the parameter space P . Lemma 4.5 shows us a candidate for such a parameter system. 
There exists
Proof. Since the sequence (p k ) k∈N is bounded, it follows from the definition in Eq. (11) that (p k,µ ) k∈N is also bounded. Therefore the set p ∈ P : p is an accumulation point of (p k,µ ) k∈J is not empty and compact. Hence A is a compact and non-empty set.
We are now ready to establish our main assumptions on the sequence from the ALS method. 
where p * = (p * 1 , . . . , p * L ) ∈ A J is a accumulation point form Lemma 4.5 and
Remark 4.7. In the proof of Theorem 4.13, assumption A2 ensures that the ALS method depends continuously on the parameter system
Using the notations and definitions from Section 3, we define further
for k ∈ N and µ ∈ N L .
For the ALS method there is an explicit formula for the decay of the values between f (v k, µ+1 ) and f (v k, µ ).
The relation between the function values from Eq. (15) is crucial for the convergence analysis of the ALS method.
Proof. Let k ∈ N and µ ∈ N L . From Lemma 4.8 it follows that Proof. Let k ∈ N and µ ∈ N L . We have
The rest follows from the definition of f , see Eq. (1). 
Proof. Follows from Lemma 4.9 and Lemma 4.10. Proof. According to Lemma 3.6 and Lemma 4.8, we have
kµ is from Eq. (6). In the last estimate, we have used that the Ritz values are bounded by the smallest and largest eigenvalue of A, i.e λ min (A)
Since the tensor format U is continues and the sequence (p k ) k∈N is bounded, it follows from the theorem of Gershgorin and Cauchy-Schwarz inequality that there is γ > 0 such that
Further, it follows from Corollary 4.9 that Proof. Letv ∈ A(v k ) be an accumulation point and (v k ) k∈J⊆N ⊂ U (P ) a subsequence in the range set of the tensor format U with
Let µ * ∈ N L and (g k,µ * ) k∈J ′ ⊆J with g k,µ * −−−→ k→∞ p * := argmax p∈A J p ∈ P , see Lemma 4.5. Without loss of generality, let us assume that µ * = 1. This assumption makes the the notations not more complicated then necessary. Since (g k,µ ) k∈J is bounded, there exists p [µ] ∈ P and a corresponding subsequence (g k,µ ) k∈Jµ⊆J such that
From Lemma 4.15 and
where k ∈ J. Furthermore, we have p
To show this, assume that
Thus we have in particular thatp ν ⊥kernelW ν , see the Definition of G + ν and Proposition 3.3. Since U (p * ) = U (p [ν] ) ⇔ W ν p ν = W νpν , it follows further that δ ν := p ν −p ν ∈ kernelW ν and p ν 2 = p ν 2 + δ ν 2 . Lemma 3.6 and Lemma 4.12 show that
From the definition of ν, we have then
From Eq. (17) and the definition of p k+1 µ it follows then 
Proof. Let k ∈ N. We have
Combining this with Eq. (15) and (18) gives 
Proof. Define v k,0 := v k (like in Algorithmus 2) and assume that
From Lemma 4.14 it follows
But this contradicts the definition of µ * .
In the following, the dimension of the tensor space V = = (p 1 , . . . , p ν , . . . , p µ , . . . , p L ) ∈ P . There exists a multilinear map M µ,ν :
Proof. Follows form Proposition 3.3 (v) and definition of W
i.e.
where G Proof. Follows form Eq. (9) and Lemma 4.16.
The following example shows a concrete realisation of the matrix M µ for the tensor rank-one approximation problem. Example 4.18. The approximation of b ∈ V by a rank one tensor is considered. Let
i.e. the tensor b is given in the Tucker decomposition. From Eq. (9) it follows
p k+1 1 = 1 d µ=2 p k µ where B µ = b µ,iµ : 1 ≤ i µ ≤ t µ ∈ R nµ×tµ , B T µ B µ = Id R tµ ,
and the entries of the matrix
Note that Γ 1,k is a diagonal matrix if the coefficient tensor β ∈ d µ=1 R tµ is super-diagonal, see the example in [13] . For p k d it follows further
and finally
where we have used the notations from Algorithm 2. A micro-step of the ALS method is described by the following recursion formula:
Proof. According to Corollary 4.17, Remark 3.8, and definition of v k,µ+1 , we have that 
Proof. The block matrix
is orthogonal, i.e. the columns of the matrix V build an orthonormal basis of the tensor space V. The tensor v k,µ and the matrix N k,µ are represented with respect to the basis V , i.e
The recursion formula (22) leads to the recursion of the coefficient vector
Since s k,µ = 0 and |c k,µ | = 0 we have 
Furthermore, we have that either the ALS method converges after finitely many iteration steps or
where
Proof. Let ε > 0 such thatv is the only accumulation point inŪ := {v ∈ V : v − v A ≤ ε}. Assuming that the sequence (v k ) k∈N ⊂ V from the ALS algorithm does not converge tov and let I ⊂ N be a subset with
for all k ∈ I. Sincev is the only accumulation inŪ and (v k ) k∈N does not converge tov the following set I k is for all k ∈ I well-defined and finite:
The definition of the map k ′ :
for all k ∈ I. Sincev is the only accumulation point of (v k ) k∈N inŪ it follows that the subsequence (v k ′ (k) ) k∈I converges tov. Therefore, we have • The convergence rate for an entire ALS iteration step is given by q :=
• Without further assumptions on the tensor b from Eq. (1), one cannot say more about the rate of convergence. But the ALS method can converge sublinearly, Q-linearly, and even Q-superlinearly. We refer the reader to [28] for a detailed description of convergence speed. 
2 In topology, a set which is made up only of isolated points is called discrete.
A tensor b is called totally orthogonal decomposable if there exist r ∈ N with
such that for all µ ∈ N d and j 1 , j 2 ∈ N r the following holds:
The set of all totally orthogonal decomposable tensors is denoted by
It is shown in [13] that the tensor rank-one approximation of every b ∈ T O by means of the ALS method converges Q-superlinearly, i.e. q = 0.
For examples of Q-linear and sublinear convergence, we will consider the tensor b λ ∈ V given by
for some λ ∈ R ≥0 and p, q ∈ R n with p = q = 1,
, it is shown in [13] that v = 
This example is not restricted to d = 3. The extension to higher dimensions is straightforward, see [13] for details.
Numerical Experiments
In this subsection, we observe the convergence behavior of the ALS method by using data from interesting examples and more importantly from real applications. In all cases, we focus particularly on the convergence rate.
Example 1
We consider an example introduced by Mohlenkamp in [25, Section 4. 
Here the ALS method converges Q-superlinearly. Let τ ≥ 0, our initial guess is defined by
we have for τ < 1 2 that the initial guess v 0 (τ ) dominates at b 2 . Therefore, the ALS iteration converge to b 2 , see [13] for details. In the our numerical test, the tangents of the angle between the current iteration point and the corresponding parameter of the dominate term b l (1 ≤ l ≤ 2) is plotted in Figure 5 .1, i.e.
where cos ϕ k,l = p k 1 ,e l p k 1 .
Example 2
Most algorithms in ab initio electronic structure theory compute quantities in terms of one-and two-electron integrals. In [1] we considered the low-rank approximation of the two-electron integrals. In order to illustrate the convergence of the ALS method on an example of practical interest, we use the two-electron integrals of the so called AO basis for the CH 4 molecule. We refer the reader to [1] for a detailed description of our example. The ALS method converges here Q-linearly, see Figure 3 .
Example 3
We consider the tensor
from Remark 4.23. The vectors p and q are arbitrarily generated orthogonal vectors with norm 1. The values of tan(ϕ 1,k ) are plotted, where ϕ 1,k is the angle between p k 1 and the limit point p. For the case λ = 0.5 the convergence is sublinearly, whereas for λ < 0.5 it is Q-linearly. According to Theorem 4.21 and [13] , the rate of convergence for an ALS micro-step is given by 1.0e-008
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1.0e-001 Figure 3 : The approximation of two-electron integrals for methane is considered. The tangents of the angle between the current iteration point and the limit point with respect to the iteration number is shown.
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1.0e-001 (a) The tangents tan ϕ k,1 for λ ∈ {0.1, 0.2, 0.3}.
1.0e-001 tan(ϕ 1,k ) is plotted for λ = 0.46. The rate of convergence from Theorem 4.21 is for this example equal to 0.847. The plot illustrates that the description of the convergence rate is accurate and sharp.
