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Abstract
In this thesis we introduce a novel representation for prior information in the hid-
den Potts model. We demonstrate that it is feasible to use Markov chain Monte
Carlo (MCMC) to fit this model to real data in image analysis, but that intractable
likelihood methods that rely on auxiliary variables or pseudo-data are too costly
to use in this setting. We introduce a precomputed binding function for approxi-
mate Bayesian computation (ABC) that results in two orders of magnitude faster
runtime. We have implemented these methods in an open source package for the
R software platform.
This thesis is motivated by an important applied problem in image-guided ra-
diation therapy. The aim is to assist in interpreting cone-beam computed tomogra-
phy (CT) of radiotherapy patients by labelling the image pixels according to tissue
type. These medical images have poor contrast-to-noise ratio (CNR); thus external
sources of information are needed for accurate segmentation. Such sources include
the individualised treatment plan, which is based on a diagnostic-quality CT scan
that has been manually labelled by a clinician. We also use published studies of
physiological variability to derive an estimate of spatial uncertainty.
To address this problem, we adopt a hidden Potts model of the image lattice. We
introduce a method for deriving and representing the spatial prior for each patient
as an external field in the hidden Potts model. Tissue density estimates are derived
from the planning CT and adjusted to account for differences in image modality,
forming priors for the noise parameters. These priors can be updated sequentially
as more images of the patient are acquired.
Scalable computational algorithms are required for Bayesian inference on 3D
volumetric images of this size. We evaluate the existing methods for intractable
likelihood problems, including thermodynamic integration, composite likelihoods,
and pseudo-marginal methods. We introduce a pre-computation step that involves
fitting a binding function between the parameters and sufficient statistic of the Potts
model. Using this pre-computation, we achieve two orders of magnitude improve-
ment in the scalability of approximate Bayesian computation with sequential Monte
Carlo (ABC-SMC).
The wider applicability of these methods is demonstrated by also applying them
to satellite remote sensing. We classify pixels in satellite imagery according to the
type and abundance of vegetation that is present. We also estimate the abundance
of phytoplankton in the Great Barrier Reef lagoon.
v
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Chapter 1
Introduction
1.1 Description of the Research Problem
The availability of inexpensive, high-quality imaging has given scientists the ca-
pacity to generate more data than ever before. In medicine, some patients are
scanned daily throughout their course of treatment, to monitor their progress as
well as for image-guided therapies. Satellites such as Landsat and MODIS orbit the
globe, regularly providing remotely sensed imagery of the Earth’s surface. Auto-
mated methods of image analysis are vital in order to keep pace with the volumes
of data that are generated in these settings. Increases in image resolution and sam-
ple depth have improved the quality of these images, but this has also resulted in
a vast increase in the size of the digital representation. Many methods that were
originally developed for much smaller images are infeasible for the image dimen-
sions that are required by current applications. Thus, the scalability of automated
methods to meet the needs of real world data is a major concern.
A key goal of automated analysis is segmentation of images into homogeneous
regions according to morphological characteristics, such as colour, shape, size, and
texture. This can be viewed as an inverse problem, where the goal is to recover
certain features or properties of the image subject, thereby in a sense reversing
the process that created the image. The problem is ill-posed, since the resulting
inference can be highly sensitive to changes in the image data. It is also highly
stochastic in nature, due to the random noise that is often present. If the contrast-
to-noise ratio (CNR) is poor, this can create difficulties in interpreting the images,
even for trained experts. A low CNR reduces the amount of information available
from the image itself, making it important to be able to incorporate other relevant
sources of information about the image subject.
One area where this type of information is readily available is in longitudinal
imaging. As multiple images are acquired of the same subject, they can be com-
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bined to improve the quality and reliability of the resulting inference. Useful infor-
mation can also be obtained from reviewing published literature, by eliciting expert
opinion, or by conducting experiments. Bayesian methodology provides a formal
mathematical framework for incorporating all of this information into a statistical
model. As the complexity of the model increases, however, statistical inference can
become both analytically and computationally intractable. Fast, approximate algo-
rithms are required to meet the demands of large datasets and complex models.
Image-guided radiation therapy (IGRT) is a type of medical imaging where these
methods could be used to great effect. The goal of IGRT is to target the delivery
of a prescribed radiation dose, while avoiding nearby organs and other sensitive
tissue. The individualised treatment plan for each patient is based on a diagnostic-
quality, fan-beam computed tomogram (CT) and magnetic resonance image (MRI).
Fractionated, radiotherapeutic doses are delivered 5 days a week over a number of
weeks. Thus, a significant amount of time can elapse between the creation of the
treatment plan and the completion of a course of treatment. Even on a daily basis,
changes in the size of the bladder and rectum in prostate cancer patients can result
in displacement of the target site. To detect these changes, a cone-beam CT scan is
taken in situ, immediately prior to irradiation. This information is currently under-
utilised due to the level of precision and detail required for volumetric variation
analysis, coupled with the short timeframe in which the radiotherapy procedure
is to be carried out in the clinic. Automated methods have the potential to aid in
the decision-making process by labelling the image voxels according to tissue type,
estimating the boundaries of the tumour and neighbouring organs, and highlighting
any regions where changes in these boundaries might have exceeded tolerance.
Another potential application area is satellite remote sensing. Multi-spectral
satellite imagery is used for long-term monitoring of land use, for example by clas-
sifying pixels according to the type and abundance of vegetation that is present.
Metrics such as the normalised difference vegetation index (NDVI) use the ratio
of reflectance of visible and near-infrared light as a proxy for the abundance of
chlorophyll. Automated analysis of these images enables environmental scientists
to estimate global levels of biomass. Land use changes such as vegetation clearing
can be detected by monitoring changes in pixel classification. Similarly, the concen-
tration of chlorophyll-a in the ocean can be used as an indicator of the abundance
of phytoplankton, which is an important measure of water quality.
The requirements of these practical applications create difficult challenges for
statistical methodology and computation. The inverse problem of image segmenta-
tion can be solved using a generative model that represents the stochastic process
that created the image. Such a model has two major components, prior information
about the image subject, coupled with the characteristics of the noisy observations.
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In many cases, this model is both analytically and computationally intractable. Fast,
approximate algorithms are needed to fit the model to the large datasets that are
commonly encountered in image analysis.
1.2 Overall Objectives
The overall objectives of the research are to develop a generative model of a digital
image that incorporates prior information, to produce a computationally efficient
implementation of this model, and to apply the model to real world data in IGRT
and satellite remote sensing. This reflects the parallel perspectives of statistical
methods, computational algorithms, and applied bio- and geo-statistics.
1.3 Specific Aims
To meet these objectives, the statistical aims of the research are as follows:
• derivation and representation of informative priors for the pixel labels, us-
ing expert labelling of a previous image, coupled with published studies of
geometric variability.
• derivation of informative priors for additive Gaussian noise from a previous
image of the same subject, adjusting the prior to account for differences in
imaging modality.
• sequential Bayesian updating of this prior information as more images are
acquired of the same subject.
These methodological advances must be coupled with improvements in scalable
computation, to meet the practical needs of Bayesian modelling of large datasets.
The computational aims of this research are as follows:
• measuring the scalability of existing methods for Bayesian inference with in-
tractable likelihoods, to assess their suitability for images with a million pixels
or more.
• development and implementation of improved algorithms for fast, approxi-
mate inference in image analysis.
This research is driven by important problems in IGRT and satellite remote sens-
ing. The applied aims are as follows:
• To classify pixels in cone-beam CT scans of radiotherapy patients according
to tissue type.
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• To demonstrate the broad applicability of these methods by classifying pixels
in satellite imagery according to land use or abundance of phytoplankton
The first applied aim contributes to the Volume Analysis Tool project, a collabo-
ration between Queensland University of Technology and the Radiation Oncology
Mater Centre, Queensland Health. The statistical methods and algorithms that have
been developed are incorporated into an open-source library for the R software
platform [Moores and Mengersen, 2015]. Appendix A contains the documentation
for this library. Making this software available will enable radiation therapists to
utilise these advances in their own research, as well as contributing to the goal of
automated analysis of cone-beam CT.
The existing methods for image segmentation in IGRT have been criticised by
Thörnqvist et al. [2010], Thor et al. [2011] and Whitfield et al. [2013]. Whitfield
et al. have called for new approaches that “capture expert clinical experience, as
well as utilising prior knowledge and making sophisticated use of greyscale infor-
mation.” The statistical aims of the thesis seek to fulfil these criteria by combining
geometric and greyscale information in a novel prior distribution for the hidden
Potts model.
Many of the computational algorithms that are used for fitting Bayesian models
are simply infeasible for the size of datasets in IGRT and satellite remote sens-
ing. We conduct the first systematic comparison of the scalability of methods for
intractable likelihoods on data of this size. Further, this thesis introduces a pre-
processing step that greatly improves the scalability of approximate Bayesian com-
putation for image analysis.
1.4 Account of Research Progress
This thesis is intended to fulfil the requirements for thesis by publication, thus Chap-
ters 3 through 6 constitute journal articles that are largely self-contained. Conse-
quently there is some degree of overlap between the literature review presented in
Chapter 2 and the individual abstracts, introductions and references contained in
each of the following chapters. A full, combined bibliography is presented at the
end of the thesis.
The informative priors for the pixel labels are represented using an external
field in a hidden Potts model. This novel prior representation is briefly introduced
in Chapter 3. We apply the external field prior to cone-beam CT scans of an electron
density (ED) phantom. This tests the method on images where the true segmenta-
tion is known, unlike biological images where there is no ground truth with which to
evaluate accuracy [Bouix et al., 2007]. We used iterated conditional modes (ICM)
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to fit the model, which took an average of 9 minutes per image. A drawback of this
approach is that the smoothing parameter β was fixed. This paper was presented
at the XVII International Conference on the Use of Computers in Radiation Therapy
(ICCR 2013, Melbourne, Australia). It serves the important purpose of communi-
cating our preliminary results to radiation oncologists, radiotherapists and medical
physicists, who are the intended adopters of our research. It is published in the
Journal of Physics: Conference Series (Institute of Physics, UK) and has been cited
by Stoehr et al. [2015].
The mathematical detail of the external field prior is presented in Chapter 4.
We also derive informative priors for the noise parameters by fitting a regression
model to translate between the pixel intensities in fan-beam CT and cone-beam CT
scans. We show how this prior information can be updated as successive images are
processed, using the posterior distribution from one image as the prior for the next.
We fit this model to radiotherapy patient data, demonstrating how these methods
can be applied in a clinical setting. This paper has been published in Computational
Statistics & Data Analysis.
Chapter 5 addresses two important issues in the analysis of satellite remote
sensing. We use a Gaussian Markov random field (GMRF) to impute missing data
in images of the Great Barrier Reef lagoon. We also apply the hidden Potts model
for image segmentation, comparing pseudo-likelihood, path sampling, and the ex-
change algorithm for estimating the smoothing parameter, β . This paper was pre-
sented at the 33rd International Workshop on Bayesian Inference and Maximum
Entropy Methods in Science and Engineering (MaxEnt 2013, Canberra, Australia).
It is published in the AIP Conference Proceedings (American Institute of Physics).
Chapter 6 introduces a pre-processing step for approximate Bayesian computa-
tion with sequential Monte Carlo (ABC-SMC). We use an auxiliary model to map
from the smoothing parameter β to its sufficient statistic, S(z). This results in two
orders of magnitude improvement in scalability, enabling ABC to be used for im-
age analysis in IGRT and satellite remote sensing. The auxiliary model involves a
second-order approximation to account for heteroskedasticity in the distribution of
z given β . This paper has been published in Statistics & Computing and has been
cited by Prangle [2015], Stoehr et al. [2015], Nott et al. [2015], Campos [2015]
and Lyne et al. [2015].
Chapter 7 is a comparative study of computational methods for intractable likeli-
hoods. We introduce approximate Bayesian computation with Markov chain Monte
Carlo (ABC-MCMC) for noisy data, where the summary statistic is only defined on
the latent labels, z, not on the observed data, y. We compare the scalability of
ABC-MCMC with the exchange algorithm, path sampling and pseudo-likelihood.
We demonstrate that algorithms that rely on simulating auxiliary variables at every
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iteration are too computationally intensive for use in large-scale image analysis.
We also show that pseudo-likelihood can drastically overestimate β when applied
to real data that exhibits long-range dependence. This paper has been submitted
to Bayesian Analysis and is currently being revised for resubmission.
The remainder of the thesis is organised as follows. Chapter 2 contains a re-
view of the literature, providing background on the statistical models, algorithms,
and applications that are featured in later chapters. Chapter 3 contains a short pa-
per that applies the external field prior to ED phantom data. Chapter 4 provides
a detailed presentation of the external field prior, intended for a statistical audi-
ence. Chapter 5 demonstrates two approaches to Bayesian image analysis using
Markov random fields (MRF), highlighting similarities with the MaxEnt approach.
Chapter 6 introduces a method that improves the scalability of ABC-SMC for image
analysis. Chapter 7 evaluates the accuracy and scalability of Bayesian methods for
intractable likelihoods. Chapter 8 concludes with a discussion and suggestions for
future work.
Bibliography
S. Bouix, M. Martin-Fernandez, L. Ungar, M. Nakamura, M.-S. Koo, R. W. McCarley,
and M. E. Shenton. On evaluating brain tissue classifiers without a ground truth.
NeuroImage, 36(4):1207–1224, 2007. doi: 10.1016/j.neuroimage.2007.04.031.
T. F. Campos. Aplicações do Approximate Bayesian Computation a controle de quali-
dade. PhD thesis, Universidade de São Paulo, Brazil, 2015.
A.-M. Lyne, M. Girolami, Y. Atchade, H. Strathmann, and D. Simpson. On Russian
roulette estimates for Bayesian inference with doubly-intractable likelihoods.
Statist. Sci., to appear, 2015. arXiv:1306.4032 [stat.ME].
M. T. Moores and K. Mengersen. bayesImageS: Bayesian methods for im-
age segmentation using a hidden Potts model, 2015. URL https://
researchdatafinder.qut.edu.au/display/n11957. R package version 0.1-21.
D. Nott, C. C. Drovandi, K. Mengersen, and M. Evans. Approximation of Bayesian
predictive p-values with regression ABC. Technical report, Queensland Univ. of
Tech., Brisbane, Australia, 2015. URL http://eprints.qut.edu.au/79572/.
D. Prangle. Lazy ABC. Stat. Comput., to appear, 2015. doi: 10.1007/
s11222-014-9544-3.
J. Stoehr, P. Pudlo, and L. Cucala. Geometric summary statistics for ABC model
choice between hidden Gibbs random fields. Stat. Comput., 25(1):129–141,
2015. doi: 10.1007/s11222-014-9514-9.
M. Thor, J. B. B. Petersen, L. Bentzen, M. Høyer, and L. P. Muren. Deformable
image registration for contour propagation from CT to cone-beam CT scans in
6
radiotherapy of prostate cancer. Acta Oncol., 50(6):918–25, 2011. doi: 10.3109/
0284186X.2011.577806.
S. Thörnqvist, J. B. B. Petersen, M. Høyer, L. N. Bentzen, and L. P. Muren. Prop-
agation of target and organ at risk contours in radiotherapy of prostate cancer
using deformable image registration. Acta Oncol., 49(7):1023–32, 2010. doi:
10.3109/0284186X.2010.503662.
G. A. Whitfield, P. Price, G. J. Price, and C. J. Moore. Automated delineation of
radiotherapy volumes: are we going in the right direction? Br. J. Radiol., 86
(1021):20110718, 2013. doi: 10.1259/bjr.20110718.
7
8
Chapter 2
Literature Review
The introductions of the following chapters each contain a concise review of
the relevant literature, but the purpose of this chapter is to provide the necessary
background for the thesis as a whole. The literature review is organised into three
sections according to the main themes of the thesis. Section 2.1 gives a brief in-
troduction to Bayesian methodology and describes a range of stochastic models
for spatial data, with a particular focus on modelling digital images. Section 2.2
covers the available software and algorithms for fitting these models, including a
discussion of performance and scalability. Section 2.3 reviews the applications of
Bayesian image analysis and provides some background material on image-guided
radiation therapy and satellite remote sensing.
2.1 Spatial Models for Image Analysis
Automated methods for image analysis can support a variety of goals such as smooth-
ing or de-noising, classification, interpolation of missing data, object identifica-
tion, segmentation or partitioning. Thousands of algorithms have been invented
for analysis of images and more are published every year; however most of these
algorithms share the same underlying model of image data, whether implicitly or
explicitly [Morel and Solimini, 1995, p. XII, quoted in Winkler, 2003, p. 31]. Dig-
ital images are comprised of a regular grid or lattice of pixels, where the value of
each pixel is a number (for greyscale images) or vector of numbers (commonly rep-
resenting colour levels, such as red, green and blue, or RGB). Pratt [2007] covers
the general fundamentals of image analysis, while Yoo [2004] is focused on medical
imaging. According to the ‘no free lunch’ theorem of Wolpert [1996], no algorithm
exists that is superior to all others, in the absence of assumptions about the target.
Consequently it is important to select a method that is suited to the specific type of
image and the inferential goals of the analysis.
This thesis is primarily concerned with image segmentation, which is the task
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of labelling the pixels in an image according to their underlying (unobserved) and
assumed classification. As mentioned in Section 1.1, this is an ill-posed, inverse
problem, particularly for images that have low contrast-to-noise ratio (CNR). We
adopt a model-based, rather than algorithmic, approach to the problem using a
formal mathematical representation of the available knowledge about the image
subject and the observation process. This representation takes the form of a gener-
ative model that combines a Bayesian prior with a likelihood function to produce a
posterior distribution over the possible labels z ∈ Z given the observed data y:
p(z|y) = p(y|z)pi(z)
p(y)
, (2.1)
where p(z|y) is the posterior distribution, p(y|z) is the likelihood of the observation,
pi(z) is the prior, and p(y) is the normalising constant, also known as the partition
function. p(y) =
∑
w∈Z p(y|w)pi(w), where Z is the set of all possible combina-
tions of labels for the image. This ensures that p(z|y) defines a valid probability
distribution, since
∑
z∈Z p(z|y) = 1.
When the subjects of the image are contiguous, neighbouring pixels are more
likely to share the same label. This spatial dependence between labels can be rep-
resented using the Potts [1952] model, a type of Markov random field (MRF). The
Potts model is used throughout the thesis. It is related to a variety of other models
as shown by Figure 2.1, including exponential random graph models (ERGM), hid-
den Markov models (HMM), and mixtures of Gaussians (MoG). The hidden MRF
is a generalisation of the HMM for more than one dimension; for example, see Ry-
dén and Titterington [1998]. Similarly, a mixture model is equivalent to a hidden
Potts model or HMM with independent labels, that is when the scale parameter
θ = 0 [Robert et al., 1993, Alston et al., 2007]. A Gaussian distribution is trivially
equivalent to a mixture of Gaussians with only a single component (k = 1) and
by extension this is also true for the HMM and hidden Potts model. By studying
these interrelationships, we can see how methods that were originally developed
for one model might be generalised to other applications. It also helps to place this
research in the wider context of Bayesian methodology.
Figure 2.1 is an abstract representation of the relationships between these sta-
tistical models by analogy to the inheritance relation between classes in object-
oriented (OO) design. This ties the mathematical descriptions of these models in
the following sections with their implementation in the C++ programming lan-
guage (for example, in the R package that is documented in Appendix A). We have
expressed these relationships using the unified modelling language (UML) of Rum-
baugh et al. [2005]. On the left side of the diagram are abstract classes: MRF,
hidden MRF, HMM, and mixture model. On the right side are specific instances
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D← 1
θ ← 0
k← 1
MRF
θ : scale
D > 1 : dim.
∂ i : neigh.
p (θ | z)
p
 
zi | z\i ,θ

z
Gaussian MRF
z∼MVN
σ2sp : scale
Potts
z ∈ {1 . . . k}
β : inverse
temperature
ERGM
i ∼ ` : z ∈ {0,1}
θ1, . . . ,θp
Hidden MRF
ψ : noise param.
p (y,z | θ ,ψ)
p
 
zi | z\i ,θ , yi ,ψzi

y
HMM ARIMA
p, d, q
GARCH
p, q
Mixture Model
λ1, . . . ,λk :
∑k
j=1λ j = 1
MoG
µ1, . . . ,µk
σ21, . . . ,σ
2
k
Gaussian
µ : mean
σ2 : variance
Figure 2.1: UML class diagram illustrating how the Potts model is an instance of a
Markov random field (MRF) and how it relates to several other models, such as the
exponential random graph model (ERGM), the hidden Markov model (HMM) and
the mixture of Gaussians (MoG).
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Table 2.1: Markov random fields and related models.
Model Specialises (is a) Conditionals p (zi | · · · ) Eq.
MRF exponential family C(θ )−1 exp {− fθ (zi, z`∈∂ i)} (2.17)
Hidden MRF MRF with latent z p
 
yi | zi,ψzi

p (zi | z`∈∂ i,θ )
HMM Hidden MRF with
D = 1
p
 
yi | zi,ψzi

p (zi | zi−1,θ ) (2.14)
Mixture model HMM with θ = 0 p
 
yi | zi,ψzi
 λzi∑k
j=1 λ j
(2.13)
Gaussian MoG with k = 1 p
 
yi | µ,σ2

(2.2)
of these classes: Potts, ERGM and Gaussian MRF are all instances of MRF; autore-
gressive integrated moving average (ARIMA) and generalised autoregressive con-
ditional heteroskedasticity (GARCH) are types of HMM; and a MoG is an instance
of mixture model. The dotted, horizontal arrows indicate instantiation, while the
solid, vertical arrows indicate specialisation. Both instantiation and specialisation
are kinds of inheritance, or “is a” relations between classes. The specialisations of
the MRF are listed in Table 2.1.
Specialisation is similar to the concept of nested models in statistics. The highest
level in the inheritance diagram is the MRF, although it is a member of the expo-
nential family, which could be viewed as an abstract parent class. MRF models are
specified in terms of their conditional probabilities, p(zi|z\i,θ ), and the neighbour-
hood relationship between labels, z`∈∂ i. The function p(θ | z) gives the posterior
distribution of the scale parameter, θ . A hidden MRF is a MRF where the labels z
are not observed directly. Instead we have noisy observations, y, which are com-
bined with the latent labels and the noise parametersψ to form the data augmented
likelihood, p(y,z | θ ,ψ). The hidden Potts model, hidden ERGM and hidden Gaus-
sian MRF are all latent models that represent correlation between the unobserved
labels. MRF and hidden MRF models are described further in Section 2.1.4.
A HMM is a hidden MRF with only one dimension, indicated in the diagram by
D← 1. The HMM does not have any model-specific properties in Figure 2.1, but it
inherits all of the properties of the hidden MRF model via the “is a” relationship.
HMM are described in Section 2.1.3. Mixture models (particularly the MoG) are
situated beneath HMMs since they share a similar latent structure, except that the
unobserved states are uncorrelated. Thus, there is no neighbourhood relation be-
tween observations in a MoG. This is equivalent to a HMM or hidden MRF where
the scale parameter θ = 0. Mixture models are described in Section 2.1.2. We
begin our exposition with the simplest model, at the very bottom of the inheritance
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diagram. The next section describes the Gaussian distribution, which can be viewed
as a MoG with only k = 1 components.
2.1.1 Gaussian Distribution
The univariate normal (or Gaussian) is an extremely simple model, but also very
useful as a representation of additive white noise. It appears in this capacity as a
conditional distribution of many of the more complex models that are considered
later in this chapter. The Gaussian with unknown mean µ and unknown variance
σ2 is a member of the bivariate exponential family with density function:
p(yi|µ,σ2) = 1p
2piσ2
exp
§
− 1
2σ2
(yi −µ)2
ª
, (2.2)
with independent, identically-distributed (i.i.d.) observations {yi}i∈1...n. The joint
probability of n observations is equal to the product of the probabilities of each
observation:
p(y|µ,σ2) =
n∏
i=1
p(yi|µ,σ2) (2.3)
=
 
2piσ2
−n/2
exp
¨
− 1
2σ2
n∑
i=1
(yi −µ)2
«
, (2.4)
with joint sufficient statistics y¯ = 1n
∑n
i=1 yi, and s
2 = 1n−1
∑n
i=1(yi − y¯)2. Using the
Fisher-Neyman factorisation theorem, we can rewrite (2.4) in terms of y¯ and s2:
p(y|µ,σ2) =  2piσ2−n/2 exp§− 1
2σ2
 
n( y¯ −µ)2 + (n− 1)s2ª , (2.5)
where the sample mean y¯ ∼ N µ, σ2n  and the sample variance s2 ∼ σ2n−1χ2n−1 =
Ga

n−1
2 ,
2σ2
n−1

and y¯ and s2 are statistically independent from each other.
Since the Gaussian belongs to the exponential family, it has natural conjugate
priors so that the posterior has the same form as the prior. In this thesis, we use
independent priors pi(µ) ∼ N(m0,ξ20) and pi(σ2) ∼ IG

ν0
2 ,
ν0ϕ
2
0
2

. The joint poste-
rior can be factorised into the conditional posterior p(µ|σ2,y)∼N(m′,ξ2′) and the
marginal posterior p(σ2|y) ∼ IGν′2 , ν′ϕ2′2 . The hyperparameters of the posterior
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distribution are then:
ξ2′ =

n
σ2
+
1
ξ20
−1
,
m′ = ξ2′

m0
ξ0
+
n y¯
σ2

,
ν′ = ν0 + n− 1, and
ϕ2′ = 1
ν′

ν0ϕ
2
0 + (n− 1)s2 + (n− 1)ν0ν′ ( y¯ −m0)

.
The Gibbs sampler for the univariate Gaussian distribution is implemented in the
function gibbsNorm in the R package ‘bayesImageS’ (see Appendix A for details).
These updating equations for the hyperparameters of a Gaussian posterior are mod-
ified in Chapter 4 for the case when y is not observed exactly, so that y¯ and s2 be-
come the weighted mean and the weighted variance, respectively. They can then
be used to update the external field prior sequentially as each image is processed,
using the posterior from one image segmentation as the prior for the next.
Regression Models
If the expectation is a function of a set of covariates

x i, j
	
j∈1...p then we obtain
a regression model. The simplest example is linear regression, with parameters
θ1, . . . ,θp corresponding to the columns of the design matrix X. When the model
includes an intercept θ0, the first column of X is a vector of ones. Assuming spherical
errors, the likelihood is multivariate normal:
y|X,θ ,σ2 ∼MVN  Xθ ,σ2In . (2.6)
We use linear regression in Chapter 4 to model the relationship between electron
density and pixel intensity in IGRT.
If we use natural conjugate priors pi(θ ) ∼MVN(M0, C0) and pi(σ2) as per the
univariate case, then we can obtain the hyperparameters for the posterior distribu-
tion using linear algebra. For a worked example, see Strickland and Alston [2012]
or Marin and Robert [2014, chap. 3]. There is no closed-form solution for the pos-
terior distribution of the other models considered in this chapter. Computational
methods such as Markov chain Monte Carlo (MCMC) must be used, as reviewed in
Section 2.2.
Eq. (2.6) defines a global model, since the posterior distribution of the param-
eters p(θ |y) depends on the square of the distance between all of the observations
and the corresponding expectations. Local models partition the input space so that
the parameters θ ` for a given partition X` ⊂ X depend only on the observations
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that lie within that partition. A simple example is the piecewise linear model with
a separate intercept θ`,0 and slope θ`,1 for each partition:
E[yi|x i,θ ] =

θ1,0 + θ1,1 x i if x i ≤ η1,
...
θ`,0 + θ`,1 x i if η`−1 < x i ≤ η`,
...
θL,0 + θL,1 x i if x i > ηL−1,
(2.7)
where η` ∈ X are the upper boundaries or breakpoints between the partitions.
The effective number of free parameters in this model can be reduced by adding a
continuity constraint:
θ`,0 = θ`−1,0 + θ`−1,1η`−1. (2.8)
If a breakpoint is placed at each observation, so that L = n and ηi = x i, this model
is equivalent to linear interpolation. A piecewise linear model is used for path
sampling in Chapters 4, 5 & 7. We also use this model for the precomputed binding
function in Chapter 6.
The continuous piecewise linear model is a type of spline, where η` are referred
to as knots. Eq. (2.7) and (2.8) can be generalised for nonlinear functions, such as
polynomials. This is also known as a generalised additive model (GAM). Clifford
and Low-Choy [2012] give an introduction to Bayesian estimation of splines and
the topic is covered in detail by Ruppert et al. [2003]. Local models are useful
for nonstationary processes, where assumptions such as linearity or smoothness
only hold within subsets of the domain. Change point models are another example
of this, where η` are treated as free parameters. A drawback of local models is
that they can suffer from the curse of dimensionality, depending on how locality is
defined [Hastie et al., 2009]. For example, a k nearest neighbour (kNN) regression
model can perform well in low dimensions, but the required number of neighbours
increases geometrically with the dimension. Global models scale much better for
high-dimensional data, provided that the assumptions of these models hold across
the entire input space.
Gaussian Process
The models that have been considered thus far assume that the observations are
independent and identically distributed (i.i.d.). This does not account for spatial
correlation between neighbouring observations, which violates the assumption of
independence. A spatial Gaussian process (GP) can be used for smoothing and
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interpolation of observations in continuous space. In geostatistics this is known as
kriging.
A stationary GP is defined as a finite-dimensional, multivariate normal distribu-
tion where the covariance is a function of the distance between the observations:
GP ∼MVN  µ(si), C(si, s j) , (2.9)
where si ∈ Rd are the d-dimensional spatial coordinates of the ith observation and
C(si, s j) is the covariance function, i, j ∈ {1, . . . , n}. This can be any positive definite
function, such as linear, spherical, exponential, or Gaussian. The Matérn covariance
is the most commonly-used in geostatistics:
C(si, s j) =
σ2sp
2ν−1Γ (ν)
 
κ‖s j − si‖
ν
Kν
 
κ‖s j − si‖

, (2.10)
where Kν is a Bessel function, ν > 0 is the smoothing parameter, κ > 0 is the
scale parameter, and σ2sp is the marginal variance. Statistical inference for spatial
GP models has been described thoroughly by Cressie and Wikle [2011], Banerjee
et al. [2014]. The external field prior described in Chapter 4 can be viewed as the
discretisation of a GP.
The computational cost of fitting this model is O(n3), which makes it infeasible
for use in image analysis. Rue and Tjelmeland [2002] introduced an approxima-
tion of the GP in discrete space using a Gaussian MRF. Gaussian MRF models are
described in Section 2.1.4. Due to the Markov property of this representation, the
precision matrix is sparse and thus benefits from efficient algorithms such as those
described in Rue [2001], Simpson et al. [2008], Aune et al. [2014]. This approxi-
mation is described further in Rue and Held [2005, §5.1].
Lindgren et al. [2011] further generalised this approximation to apply to any
non-intersecting triangulation of the spatial domain. This is an advantage for mod-
els that combine data at multiple spatial resolutions, or where there is misalignment
between successive images, which Banerjee et al. [2014] refers to as the modifiable
areal unit problem (MAUP). See Simpson et al. [2012a,b] for further discussion of
this approach in an applied context.
GP and Gaussian MRF models are not the only way to introduce spatial depen-
dence. The hidden Potts model represents dependence between the latent labels z
while the observations are conditionally independent. The Potts model is described
in section 2.1.4. The multivariate latent Gaussian random field mixture models of
Bolin et al. [2014] represent dependence at both levels, between the observations
as well as in the latent MRF. Mixture models are described in section 2.1.2.
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2.1.2 Mixture of Gaussians
Mixture models describe observations that come from, or can be conveniently de-
scribed by, two or more sub-populations. This relaxes the assumption that the ob-
servations are identically distributed. If each sub-population is univariate Gaussian,
the likelihood can be modelled using a MoG:
p(y|µ,σ2,λ) =
n∏
i=1
k∑
j=1
λ j p(yi|µ j,σ2j ), (2.11)
where µ j,σ
2
j are the parameters of the mixture components and λ is a vector of
length k representing the mixing proportions, or equivalently the probability that
an observation belongs to the jth component, such that
∑k
j=1λ j = 1.
In some cases, such as for the Poisson mixture model, the posterior is available
in closed form [Robert and Mengersen, 2011]. However, in the case of the MoG the
likelihood involves a sum over kn terms. To overcome this intractability, Dempster
et al. [1977] introduced the data augmentation approach for maximum likelihood.
Tanner and Wong [1987] adapted this method for Bayesian inference. The idea
is to introduce unobserved labels z that allocate each observation to one of the
mixture components, forming the complete likelihood p(y,z|µ,σ2,λ). Conditional
on the labels, the likelihood is Gaussian:
p
 
y | z,µ,σ2= n∏
i=1
p

yi | µzi ,σ2zi

. (2.12)
The Dirichlet distribution is the natural conjugate prior for the mixing weights. If
pi(λ) ∼ Dir(α0) then the hyperparameters of the conditional posterior for λ are
given by α′j = α0 +
∑n
i=1 I(zi = j), where I(Z) is the indicator function of the set Z.
The labels can be simulated from their full conditional distribution:
p
 
zi | yi,µ,σ2,λ

=
λzi p

yi | µzi ,σ2zi

∑k
j=1λ j p

yi | µ j,σ2j
 . (2.13)
A Gibbs sampler for the finite mixture of Gaussians is implemented in the function
gibbsGMM in the R package ‘bayesImageS’ (see Appendix A for details).
When the number of sub-populations k is known, a finite mixture model is an
adequate representation of the observed data. However, it is also possible to treat
k as a parameter to be estimated, by specifying a suitable prior distribution. In
the nonparametric Bayesian approach, an infinite mixture model is specified via a
Dirichlet process prior (DPP) [Ferguson, 1973] with fixed concentration parameter
α, or a mixture of Dirichlet processes (DPM) [Antoniak, 1974]where α is treated as
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a random variable. Teh et al. [2006] introduced the hierarchical Dirichlet process
(HDP) prior for situations where each sub-population is itself comprised of a mix-
ture of distributions. Pitman and Yor [1997] generalized the Dirichlet process to
the two-parameter Poisson-Dirichlet. This distribution was first proposed by Engen
[1978] to model heavy-tailed distributions that occur in population dynamics.
If exchangeable priors are placed on the parameters of the mixture components,
the model is not identifiable. This leads to a multimodal posterior distribution that
is invariant to permutation of the labels. In the Gibbs sampling algorithm described
in section 2.2.1 the parameters can swap identities between one iteration and the
next. This is known as label-switching. Several methods have been proposed in
this context, as reviewed by Jasra et al. [2005]. One common approach is to im-
pose an ordering constraint on the means such that µ1 < · · · < µk, however this
prevents the Gibbs sampler from visiting all k! modes of the parameter space and
thus the sampling of the posterior distribution is incomplete [Marin et al., 2011].
An alternative approach is to use an unconstrained model and then post-process
the samples to assign labels to the components. Suitable clustering algorithms for
performing such post-processing have been proposed by Celeux et al. [2000] and
Stephens [2000] but the unconstrained model can take many iterations to converge
and the relabelling step scales poorly to large datasets. Cron and West [2011] use
the Hungarian algorithm of Kuhn [1955], Munkres [1957] to reassign the labels
dynamically at each iteration, providing a more scalable solution.
McLachlan and Peel [2000] and Frühwirth-Schnatter [2006] provide further
information on finite mixture models. The hidden Potts model described in sec-
tion 2.1.4 can be viewed as a MoG with spatial dependence between the latent
labels [Alston et al., 2007]. Many of the concepts discussed here, such as the label-
switching problem and choice of k, also apply to spatial mixture models. For ex-
ample, the DPM prior was combined with a MRF by Orbanz and Buhmann [2006].
Sudderth and Jordan [2009] used a hierarchical Pitman-Yor (HPY) process com-
bined with a spatial GP for unsupervised segmentation of a collection of images by
colour and texture. Shyr et al. [2011] demonstrated the use of labelled data as an
informative prior, combined with HPY for image segmentation.
2.1.3 Hidden Markov Model
The mixture model can be generalised by introducing correlation between the la-
tent labels. The Markov property limits this conditional dependence to a finite
set of neighbours ∂ i, so that p(zi|z\i) can be simplified as p(zi|z`∈∂ i). This makes
Markov models far more computationally tractable than models such as the GP of
section 2.1.1, which has a dense precision matrix where each variable depends on
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all of the others. The relationship between the HMM and the mixture model has
been explained in detail by Robert et al. [1993], Rydén and Titterington [1998].
In the simplest case, the labels z form a stationary, first-order Markov chain with
transition probabilities:
p(zi | z\i,θ ) = exp{θ I(zi−1 = zi)}∑k
j=1 exp{θ I(zi−1 = j)}
, (2.14)
where i = 2, . . . , n. The initial stationary probabilities p(z1) must be specified sep-
arately, since the first node in the chain does not have any neighbours.
Under the assumption of additive white noise, the conditional distribution of the
observations follows Eq. (2.12), as with the MoG. The full conditional distribution
of the labels is thus:
p
 
zi | z\i, yi,µ,σ2,θ

=
exp{θ I(zi−1 = zi)} p

yi | µzi ,σ2zi

∑k
j=1 exp{θ I(zi−1 = j)} p

yi | µ j,σ2j
 . (2.15)
The complete likelihood can be factorised as follows:
p
 
y,z | µ,σ2,θ ∝ p  y | z,µ,σ2 p(z1) exp¨θ n∑
i=2
I(zi−1 = zi)
«
. (2.16)
For applications of HMM in time series, such as state space representations of
the Kalman filter, ARIMA(p, d, q) and GARCH(p, q) models, refer to Brockwell and
Davis [2002].
2.1.4 Markov Random Field
A MRF is a generalisation of the Markovian dependence structure to more than one
dimension: satellite imagery has two spatial dimensions, while medical images
such as CT and MRI scans are three-dimensional. Like HMM, MRF models are de-
fined in terms of their conditional probabilities, which represent spatial correlation
between neighbouring nodes in a lattice:
p(zi|z\i,θ ) = exp {− fθ (zi, z`∈∂ i)}
C(θ )
, (2.17)
where θ is a scale parameter, ` ∈ ∂ i are the neighbours of node i, and C(θ ) is the
normalising constant. Equation (2.17) is also known as a Gibbs random field in sta-
tistical mechanics, since it induces a joint probability distribution corresponding to
the Gibbs measure, according to the Hammersley-Clifford theorem [Besag, 1974].
The function fθ (zi, z`∈∂ i) is referred to as the potential energy, since it quantifies
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Figure 2.2: Representation of a DAG as a decomposable UGM by forming the moral
graph.
the strength of interactions between neighbours. A wide variety of different MRF
models can be defined by choosing different forms of potential energy function.
MRF models in general have been described by Cressie [1993, ch. 6] and Banerjee
et al. [2014, ch. 4].
A key difference between temporal and spatial models is that time only flows
in one direction, thus the labels in a HMM only depend on one or more of the pre-
vious states, zi−1, zi−2, . . . , z1. In more than one dimension, this can be generalised
to a directed acyclic graph (DAG). The HMM and DAG are useful for representing
causality. A Bayesian Network (BN) [Pearl, 1988] is a DAG where the relationships
between nodes are represented by conditional probability tables (CPT). BNs are
commonly used for reasoning about and simulating complex systems. For exam-
ple, Hargrave et al. [2014] are currently developing a BN to represent the clinical
decision-making process in image-guided radiotherapy (IGRT). The joint distribu-
tion of these models can be factorised into conditional distributions that can be
normalised independently [Jordan, 2004].
A MRF is an undirected graphical model (UGM), which means that neighbour-
hood relationships between nodes are reciprocal: ` ∈ ∂ i implies that i ∈ ∂ `. If
the coordinates of zi are (x , y) in 2 dimensions, then the first-order neighbours are
(x − 1, y), (x + 1, y), (x , y − 1), (x , y + 1):
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
◦ • × • ◦
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
where zi is represented by × and its first-order neighbours are represented by •.
Pixels situated at the edge of the image domain have less than four neighbours.
Likewise, voxels in a regular 3D lattice have a maximum of 6 first-order neigh-
20
WX
Y
Z
(a) UGM with maximum chordless cycle
length of 4.
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(b) Triangulated UGM with maximum
chordless cycle length of 3.
Figure 2.3: Converting a MRF with first-order neighbours into a decomposable
UGM by triangulation.
bours. Since diagonal voxels are conditionally independent, the entire image can
be partitioned into two blocks such that all of the voxels in block1 are independent
given the values of block2 and vice versa [Winkler, 2003, ch. 8]:
• ◦ • ◦ • ◦ • ◦ • ◦
◦ • ◦ • ◦ • ◦ • ◦ •
• ◦ • ◦ • ◦ • ◦ • ◦
◦ • ◦ • ◦ • ◦ • ◦ •
• ◦ • ◦ • ◦ • ◦ • ◦
◦ • ◦ • ◦ • ◦ • ◦ •
• ◦ • ◦ • ◦ • ◦ • ◦
◦ • ◦ • ◦ • ◦ • ◦ •
• ◦ • ◦ • ◦ • ◦ • ◦
◦ • ◦ • ◦ • ◦ • ◦ •
This forms a chequerboard pattern where the • nodes are conditionally indepen-
dent, given the current values of the ◦ nodes.
Any DAG can be represented as a UGM by forming the moral graph [Cowell
et al., 1999], as illustrated in figure 2.2. The resulting UGM is decomposable, since
child nodes are independent, given the values of their parent nodes. Similarly, a
MRF can be transformed into a decomposable graph by triangulation, that is by
connecting diagonal nodes so that the maximum chordless cycle length is 3 [Dawid
and Lauritzen, 1993, Byrne and Dawid, 2014], as shown in figure 2.3. A MRF with
first-order neighbours has a cycle length of 4 nodes, which means that it is not
decomposable. However, Reeves and Pettitt [2004], Friel and Rue [2007] showed
that it is possible to use a lag-r representation, where r is the smaller of the number
of rows or columns in the lattice, for a finite MRF in 2D.
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Gaussian MRF
Besag [1974] introduced the autonormal model, also known as the intrinsic condi-
tional autoregressive (CAR) prior. The intrinsic CAR is a Gaussian MRF where the
potential function is defined in terms of pairwise differences between nodes:
p

zi | z\i,σ2sp
 ∝ exp¨− 1
2σ2sp
∑
i∼`
(zi − z`)2
«
, (2.18)
where σ2sp is a scale parameter. Each node is conditionally Gaussian, with expecta-
tion equal to the average of the values of its neighbours:
zi | zi∼`,σ2sp ∼ N

1
ni
∑
i∼`
z`,
σ2sp
ni

, (2.19)
where ni is the number of neighbours of node i. The joint distribution of all of the
nodes is multivariate normal, with a block-diagonal precision matrix. This makes
it possible to sample efficiently from a Gaussian MRF using sparse matrix methods,
as discussed in Section 2.1.1.
In a hidden CAR model, the differences between the latent Gaussian field and
the observed data y are conditionally independent:
yi | zi,σ2y ∼ N

zi, σ
2
y

. (2.20)
This reflects the assumption of additive white noise, which we use throughout the
thesis. In Chapter 5 we use a Gaussian MRF for smoothing and interpolation of
satellite imagery.
Hidden Potts Model
The hidden Potts model is the main focus of this thesis. The Potts model is a MRF
with discrete states z ∈ {1, . . . , k} and conditional probabilities:
p
 
zi | z\i,β

=
exp

β
∑
i∼` I(z` = zi)
	∑k
j=1 exp

β
∑
i∼` I(z` = j)
	 , (2.21)
where the parameter β is known as the inverse temperature. Thus, the potential
function is a weighted count of the neighbours of node i that share the same label,
similar to Eq. (2.14) for the HMM.
In a hidden Potts model with additive Gaussian noise, the conditional likelihood
of the observations is given by Eq. (2.12). The full conditional distribution of the
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(a) β = 0.1 (b) β = 0.5
(c) β = 0.85 (d) β = 0.95
(e) β = 1.005 (f) β = 1.15
Figure 2.4: Simulation from the Potts model with k = 3 mixture components, for
various values of β ∈ {0.1,0.5, 0.85,0.95, 1.005,1.15}. The critical value of β ≈
1.005 for these images.
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labels is thus:
p
 
zi | z\i, yi,µ,σ2,β

=
exp

β
∑
i∼` I(z` = zi)
	
p

yi | µzi ,σ2zi

∑k
j=1 exp

β
∑
i∼` I(z` = j)
	
p

yi | µ j,σ2j
 . (2.22)
The inverse temperature governs the strength of spatial association between
labels. A value of zero corresponds with spatial independence, while values greater
than zero increase the probability of adjacent neighbours having the same state.
This is illustrated by Figure 2.4 for k = 3 unique labels. The Potts model undergoes
a phase transition at the critical value of β , switching from a disordered to an
ordered state. Potts [1952] showed that the critical value for a 2D lattice can be
calculated exactly according to:
βcri t = log
¦
1+
p
k
©
(2.23)
The Potts model is a member of the exponential family, so there is a sufficient
statistic for β:
S(z) =
∑
i∼`∈E
I(z` = zi), (2.24)
where E is the set of all unique pairs of neighbours, or edges in the image lattice.
S(z) is thus the sum of all like neighbours in z. As β approaches infinity, all of the
pixels in the image are almost surely assigned the same label, thus the expectation
of S(z) approaches the total number of edges |E| asymptotically, while the vari-
ance approaches zero. When β = 0, (2.21) simplifies to
∑
j exp{0}
−1
, hence the
probability of any pair of neighbours being assigned the same label follows an in-
dependent Bernoulli distribution with p = k−1. In this case, S(z) follows a Binomial
distribution with expectation |E|/k and variance |E|k−1(1− k−1). In a finite image
lattice the distribution of S(z) changes smoothly between these two extremes, as
illustrated by Figure 2.5, but its computation is intractable for nontrivial images.
A key question when fitting this type of model is how much smoothing is ap-
propriate for the observed data. In this case we can treat β as a free parameter and
perform posterior inference to draw samples from its distribution. The posterior
distribution of β is as follows:
p(β |z)∝ C(β)−1pi(β)exp {βS(z)} , (2.25)
where C(β) is an intractable normalising constant:
C(β) =
∑
z∈Z
exp {βS(z)} . (2.26)
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Figure 2.5: Approximate distribution of S(z) using Swendsen-Wang for a 2D image
with k = 3 and n = 56 (maximum of 31,000 like neighbours). The vertical, dashed
line marks the critical value of β .
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Z is the set of all possible combinations of labels, so |Z| is kn and thus the compu-
tational cost of evaluating the normalising constant is O(nkn). This is infeasible for
nontrivial images. A variety of algorithms have been developed for dealing with
the intractability of this distribution, as explained in Section 2.2.3. The functions
mcmcPotts and smcPotts in the R package ‘bayesImageS’ provide implementations
of these algorithms and hence enable fully Bayesian inference for all of the param-
eters of the hidden Potts model (see Appendix A). The properties of this model are
examined in more detail in Chapter 7.
Exponential Random Graph Model
An ERGM or p∗ model [Frank and Strauss, 1986] is a binary MRF defined on the
dual lattice; thus the value of zi,` ∈ {0, 1} determines whether or not the edge i ∼ `
is active. The likelihood of an ERGM represents the probability distribution of a
random graph and can be expressed as:
p(z|θ ) = exp{s(z)
Tθ }
C(θ )
, (2.27)
where s(z) is a vector of summary statistics, θ is a vector containing the correspond-
ing parameters, and C(θ ) is the normalising constant.
The ERGM is closely related to the Potts model, except that it can potentially
have multiple summary statistics s1(z), . . . , sp(z), each associated with its own pa-
rameter θ1, . . . ,θp. The simplest example is the Bernoulli random graph [Erdo˝s and
Rényi, 1959], which has a single statistic s1(z) = 2|E|, the number of nonzero en-
tries in the adjacency matrix z. Given a value of the associated parameter θ1, the
expectation of s1(z) is given by:
Ez|θ1[s1(z)] =
∑
z∈Z
s1(z)p(z|θ1). (2.28)
The set of possible graphs Z contains 2M elements, where M = n(n − 1)/2 is the
maximum number of ties in an undirected graph with n nodes. As in the Potts
model, the normalising constant C(θ ) is computationally intractable for a nontriv-
ial lattice. Thus, many of the methods described in Section 2.2.3 can also be applied
to ERGM. The distrubution of s1(z) for a range of values of θ1 is illustrated in Fig-
ure 2.6. The similarity with the distribution of the Potts model in Figure 2.5 is
evident, except that we consider both negative and positive values of θ1 for the
ERGM.
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Figure 2.6: Distribution of the number of edges |E| in an ERGM for increasing num-
bers of nodes n. The expectation and standard deviation of s1(z) were calculated
exactly, using a brute force method.
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2.1.5 Spatial Partitioning
The models that have been described thus far are suited to images that are uni-
formly smooth, since the correlation between adjacent pixels is governed by a sin-
gle parameter. A spatial partition model is piecewise smooth, preserving the sharp
discontinuities in pixel values at the boundaries of objects and dividing the image
into bounded homogeneous regions. Knorr-Held and Raßer [2000] introduced an
alternative to the Potts model that segments an irregular lattice into contiguous re-
gions. The prior on the latent labels involves the distance of each node i from the
centres of the regions j.
Rather than assigning labels to each pixel, the region boundaries can be repre-
sented explicitly in the model. One approach is to augment a Gaussian MRF with a
dual grid that represents micro-edges between adjacent pixels [Geman and Geman,
1984, Winkler, 2003]. If the difference in intensity values between any adjacent
pair of pixels is above a given threshold then a micro-edge is inserted between
them, breaking the neighbour relationship. This is equivalent to a finite difference
approximation to the gradient of the pixel intensity. Priors can be placed on edge
configurations to control the smoothness of the resulting boundaries.
The areal wombling methods of Lu and Carlin [2005], Lu et al. [2007] extended
the concept of gradient-based boundaries to an irregular lattice. They inferred the
presence of a boundary between adjacent nodes according to differences in the
posterior mean, residuals, or covariates. Ma and Carlin [2007], Ma et al. [2010]
combined joint modelling of boundaries in multivariate data with an Ising model
for the edge configuration. Bayesian inference for gradients of GP and MRF models,
including areal wombling, is further described by Banerjee et al. [2014, ch. 13].
Another approach is to model the boundaries as polygons in latent continuous
space. In the coloured continuum triangulation model [Nicholls, 1998], the vertices
of the triangles are generated from a Poisson point process. Denison and Holmes
[2001] instead use a Poisson point process to generate the centres of Voronoi tesse-
lations. Hurn et al. [2003a] described these approaches as intermediate-level mod-
els, situated between pixel-level models at the fine scale and more abstract models
of geometric objects, such as deformable templates [Grenander and Miller, 2007].
Gould et al. [2008] first partition the image into superpixels using an intermediate-
level model, then apply a relative location prior on the labels of the superpixels.
2.2 Scalable Bayesian Computation
There are a number of stand-alone software packages for Bayesian computation.
WinBUGS and OpenBUGS [Gilks et al., 1994, Thomas et al., 2012] are the most
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widely known. The GeoBUGS add-on [Thomas et al., 2004] provides support for
the GP and Gaussian MRF models that were described in section 2.1. While its vi-
sual and declarative language makes BUGS an excellent teaching tool, it lacks the
stability and performance required for application to large datasets. JAGS [Plum-
mer, 2003] provides an implementation of a variant of the BUGS language that can
be run in parallel and provides improved scalability, but it lacks support for spatial
models.
The PyMCMC module [Strickland et al., 2012] provides efficient, parallel im-
plementations of Markov chain Monte Carlo (MCMC) algorithms for the Python
programming language. It includes support for fitting a variety of models includ-
ing GLM and the Potts model, as well as complex spatio-temporal models [Strick-
land et al., 2014]. The only drawback with PyMCMC is the difficulty of installing
and configuring a suitable implementation of the underlying basic linear algebra
subprograms (BLAS), particularly on Windows.
2.2.1 Markov Chain Monte Carlo
MCMC algorithms are simulation-based methods for fitting Bayesian models. The
distribution of the simulated values approaches the true posterior asymptotically as
the number of iterations t increases. The most general form of MCMC is the algo-
rithm introduced in statistical physics by Metropolis et al. [1953], Hastings [1970]
and adapted for Bayesian computation by Tanner and Wong [1987]. Algorithm 2.1
presents the details of the Metropolis-Hastings algorithm for drawing a sequence of
parameter values θ1, . . . ,θT by proposing θ
′ and then accepting it with probability
min(1,ρ) or else rejecting the proposed value and keeping θt−1. If the normalising
constant C is independent of θ , then it will cancel out in (2.29).
Algorithm 2.1 Metropolis-Hastings
1: for all iterations t ∈ 1 . . . T do
2: Draw proposed parameter value θ ′ ∼ q(θ |·)
3: Calculate the MH ratio:
ρ =
p(y|θ ′)pi(θ ′)q(θt−1|θ ′)
p(y|θt−1)pi(θt−1)q(θ ′|θt−1) (2.29)
4: Draw u∼ Uniform[0, 1]
5: if u< ρ then
6: set θt ← θ ′
7: else
8: set θt ← θt−1
9: end if
10: end for
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The Metropolis-Hastings algorithm can be used to draw samples for a vector of
parameters that share the same distribution. For parameters with different distri-
butions, such as the mean and variance of a Gaussian, Algorithm 2.1 can either be
repeated for each parameter θp,t or parameters can be updated in blocks, according
to their joint distribution. The Metropolis-Hastings algorithm forms the basis for
many of the intractable likelihood methods described in Section 2.2.3.
Monte Carlo algorithms that sample directly from the target distribution can
be classified as ‘embarrassingly parallel,’ which means that they scale linearly in
the number of processors. This is not true of MCMC, however, due to the burn-in
time required to reach convergence [Rosenthal, 2000]. Multiple chains can be run
independently in parallel, but the cost of burn-in is multiplied by the number of
chains. For example, a single chain that is run for 55,000 iterations with 5,000
discarded as burn-in could be split into 10 parallel chains that each run for 10,000
iterations. The total computational cost is higher, but the elapsed (wall clock) time
is greatly reduced. Running parallel chains is also advantageous for diagnosing
problems with convergence [Gelman and Rubin, 1992]. An alternative strategy
when the dimension of θ is large is to split each iteration into parallel updates
[Wilkinson, 2005]. The chequerboard updating scheme described in Section 4.3.1
takes advantage of the conditional independence of diagonal pixels in the Potts
model to update the latent labels in parallel.
For more about MCMC in general, see Robert and Casella [2004], Brooks et al.
[2011], Green et al. [2015] and for implementation in R, Marin and Robert [2014]
is an excellent resource. Winkler [2003] gives a detailed coverage of MCMC meth-
ods for image analysis.
2.2.2 Approximate Methods
Variational Bayes (VB) is an alternative to MCMC that involves approximating the
posterior distribution algebraically, rather than by stochastic simulation [Jordan
et al., 1999, Ormerod and Wand, 2010]. Convergence is much faster as a result,
which is useful in applications involving large volumes of data as might be en-
countered in images. Acknowledged drawbacks include the tendency of the algo-
rithm to get stuck on local maxima, and also to underestimate the variance in the
marginal posterior distributions of the parameters. McGrory et al. [2009] proposed
and demonstrated the speed and accuracy of this approach in the context of the hid-
den Potts model. When employing VB to exponential family models using suitable
conjugate priors, the variational posterior for the model parameters is also from the
conjugate family [Beal and Ghahramani, 2003]. Support for VB is provided for the
C] programming language by Infer.NET [Wang and Wand, 2011, Luts et al., 2014].
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Integrated, nested Laplace approximation (INLA) [Rue et al., 2009] is another
fast, approximate method for Bayesian inference. Under certain regularity condi-
tions, a unimodal posterior distribution approaches normality as the sample size
increases, with variance given by the inverse of the Fisher information [Gelman
et al., 2013, Appendix B]. The Laplace approximation [Tierney and Kadane, 1986]
replaces the posterior by a ratio of two Gaussians, with the numerator approximat-
ing the unnormalised posterior and the denominator approximating the normalis-
ing constant. The mean of the Gaussian approximation is situated at the posterior
mode, with variance calculated as the local curvature of the distribution, evaluated
at the mode. This can be extended to more than one variable using a multivari-
ate Normal distribution with precision-coprecision matrix equal to the negative of
the Hessian matrix at the posterior mode. Often this matrix will be very sparse,
with zero elements implying conditional independence between the corresponding
variables. Rather than drawing samples from the posterior, as would be done in
MCMC, INLA uses multivariate Newton solvers to find the parameter values that
maximise the posterior density. This method is implemented in an R package [Mar-
tins et al., 2013]. We use INLA to fit a Gaussian MRF model to satellite imaging
data in chapter 5.
2.2.3 Intractable Likelihoods
As explained in section 2.1.4, the likelihood of the Potts model (and the ERGM) is
doubly-intractable when β is treated as a free parameter. Equation (2.25) does not
possess a closed form solution, so we are unable to use Gibbs sampling. We cannot
even evaluate the Metropolis-Hastings ratio directly, since it involves the ratio of
the normalising constants C(βt−1) and C(β ′). This is an active area of research
in Bayesian computation and several competing methods have been developed for
addressing this problem. A brief overview of the main approaches is given here.
These algorithms are all described in more detail in chapter 7. A novel method for
improving the scalability of SMC-ABC is presented in chapter 6.
Pseudolikelihood
Rydén and Titterington [1998] applied the pseudolikelihood approximation of Be-
sag [1975] to the hidden Potts model. The idea of pseudolikelihood is to replace
the intractable joint distribution, in this case p(z | β), with the product of the con-
ditional distributions:
p(z | β)≈
n∏
i=1
p(zi|zi∼ j,β). (2.30)
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This is a flexible approximation that has been incorporated into variational Bayes
[McGrory et al., 2009] and maximum pseudolikelihood algorithms, in addition to
MCMC. Pseudolikelihood is exact when β = 0 but the approximation error increases
rapidly for larger values of β . This can lead to completely incorrect results when
applied to real data, as shown in Chapters 5 and 7.
Path Sampling
Gelman and Meng [1998] derived an approximation to the log ratio of normalising
constants using the path sampling identity:
log
§
C(βt−1)
C(β ′)
ª
=
∫ βt−1
β ′
E z|β [S(z)] dβ , (2.31)
where E z|β is the expectation of z given β . The value of this definite integral can
be approximated by simulating from the Gibbs distribution for fixed values of β
and then interpolating between them. Path sampling is explained in further detail
by Chen et al. [2000, chap. 5]. This algorithm has an advantage over auxiliary
variable methods such as the exchange algorithm or ABC because the additional
simulations are performed prior to fitting the model, rather than at each iteration.
However, the computational cost is still much higher than pseudolikelihood.
Exchange Algorithm
Møller et al. [2006] demonstrated that it is possible to simulate from the poste-
rior distribution of β by introducing an auxiliary variable, so that C(β) cancels out
in the M-H ratio. The exchange algorithm of Murray et al. [2006] improves the
performance of this method and avoids the need for a fixed estimate of β . The
drawback of this approach is that it requires perfect sampling from the stationary
distribution of the Potts model. This is possible using coupling from the past [Propp
and Wilson, 1996, Huber, 2003] but can be computationally prohibitive, particu-
larly for large images. McGrory et al. [2009] reported that the time required for
perfect sampling increased sharply for larger values of β . For this reason, Cucala
et al. [2009] substitute 500 iterations of Gibbs sampling on the auxiliary variable
to produce an approximate sample from its stationary distribution.
Approximate Bayesian Computation
Grelaud et al. [2009] used the sufficient statistic of the Potts model to estimate
the inverse temperature using approximate Bayesian computation (ABC). Like the
exchange algorithm, ABC uses an auxiliary variable w to decide whether to accept
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or reject the proposed value of β ′. Rather than using an approximation to p(β |z),
ABC compares the sufficient statistic of the Potts model under the current and the
proposed values of the inverse temperature. The accuracy of the method is de-
termined by the size of the tolerance ε between these statistics. ABC is thus able
to simultaneously propose changes to the number of mixture components and the
order of neighbourhood relation, as well as to the inverse temperature. The only
difference is in simulating from w|k′,β ′, i ∼ j′ instead of just w|β ′. The acceptance
rate for ABC can be very low, but there have been many extensions to ABC beyond
simple accept/reject, as reviewed by Marin et al. [2012].
Reduced Dependence Approximation
Friel et al. [2009] introduced the reduced dependence approximation (RDA), which
uses recursion to calculate the normalising constant on small sub-lattices. RDA is
related to the block pseudolikelihood proposed by Rydén and Titterington [1998].
The generalised recursion of Reeves and Pettitt [2004] is used to compute the nor-
malising constant exactly for the sub-lattices. This reduces the computational cost
from O(kuv) to O(ukv) for a sub-lattice with v ≤ 20 rows and u columns. McGrory
et al. [2009] compared RDA to pseudolikelihood and the exact method of Møller
et al. [2006], reporting similar computational cost to pseudolikelihood but with
improved accuracy in estimating β .
2.3 Applications
Bayesian methods for image analysis were first proposed in the seminal papers of
Geman and Geman [1984] and Besag [1986], although Besag also acknowledged
the influence of Grenander [1983], which was later developed into the pattern
theory described most recently in Grenander and Miller [2007]. Phillips and Smith
[1994] developed hierarchical deformable templates for nested objects, applying
their method to human faces. Hurn et al. [2003a,b] reviewed further developments
in the field, including the deformable template models and marked point processes
of Rue and Husby [1998], Rue and Hurn [1999], Hurn et al. [2001]. Alston et al.
[2007] derived informative priors for the noise parameters of a hidden Potts model
and demonstrated how these priors could be updated using adjacent slices of a
3D image stack, or successive images of the same subject. Gould et al. [2008]
introduced relative location priors to represent spatial association between labels
in an image. Shyr et al. [2011] incorporated prior information into a nonparametric
Bayesian model. The following sections focus on two major applications of Bayesian
image analysis, medical imaging and satellite remote sensing.
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Figure 2.7: Workflow for (a) planning and (b) delivery of fractionated radiotherapy,
showing the role of cone-beam CT scans in the treatment process.
2.3.1 Medical Imaging
Medical image analysis is a challenging area due to the large variety of imaging
modalities, many of which are tomographic reconstructions with three spatial di-
mensions. In the case of functional magnetic resonance imaging (fMRI), there is a
temporal component as well. Bayesian methods for fMRI are reviewed by Woolrich
[2012].
This thesis is primarily concerned with analysing daily cone-beam computed
tomography (CT) for image-guided radiation therapy (IGRT). In external beam ra-
diotherapy, the patient is treated with megavoltage X-ray radiation from a medical
linear accelerator. The radiation is shaped so that a high dose is delivered to the
site of the tumour, while nearby organs and other radiosensitive tissues are spared.
There has been an ongoing trend towards increasing the steepness of the dose gra-
dient, so that the radiation dose is tightly concentrated in the vicinity of the tumour.
The goal is to reduce the incidence and severity of radiotoxic side-effects by lim-
iting the amount of radiation exposure received by healthy tissue. Studies have
shown that this has had a positive impact on patient outcomes [Dearnaley et al.,
1999, Nutting et al., 2011]. However, the smaller and more concentrated dose field
requires increased accuracy in targeting the treatment.
Figure 2.7a illustrates the process of developing an individualised treatment
plan for each patient. This plan is based on a diagnostic-quality, fan-beam CT and
MRI scan. An example of a treatment plan is illustrated in figure 2.8. The clinical
target volume (CTV) encompasses the region to be treated, while the planning tar-
get volume (PTV) includes error margins to account for the geometric uncertainties
involved in delivering the treatment to the target site [van Herk, 2004, McKenzie
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Figure 2.8: Radiotherapy treatment plan showing isodose lines and contoured vol-
umes. The positions of the linear accelerator for delivery of the 5 overlapping
treatment beams are also shown. Image courtesy Catriona Hargrave, Radiation
Oncology Mater Centre, Queensland Health.
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et al., 2003]. The linear accelerator is a highly precise instrument. Tattoos and
patient immobilisation devices are used to ensure that the patient is in the correct
position. The remaining source of uncertainty that is much more difficult to control
is internal organ motion within the body.
Fractionated, radiotheraputic doses are delivered 5 days a week over a number
of weeks, as shown in figure 2.7b. Thus, a significant amount of time can elapse
between the creation of the treatment plan and the completion of a course of treat-
ment. Even on a daily basis, changes in the size of the bladder and rectum in
prostate cancer patients can result in displacement of the target site. In order to
determine the size of the error margins to include in the PTV, numerous studies of
physiological variation in the organs of interest have been conducted [Bylund et al.,
2008, Deurloo et al., 2005, Frank et al., 2008]. The results of these studies are re-
ported in terms of affine deformations: translation, rotation and scaling. There is
also evidence that volume changes in the bladder and rectum are correlated with
displacement of the prostate and seminal vesicles (SV) [Frank et al., 2008, van Herk
et al., 1995].
Medical linear accelerators have been equipped with on-board imaging devices
to detect such changes in the target site and nearby organs. The radiation ther-
apist compares the relative positions of the treatment beams and the identified
tumour location observed in the on-board imaging with their original locations in
the treatment plan. If the difference exceeds the error margin, the patient might be
repositioned or other corrective measures could be taken. The cumulative effect of
dose misalignment is also monitored offline. In some cases, a new fan-beam CT will
need to be obtained so that the treatment plan can be adjusted to reflect systematic
changes in the patient’s physiology.
Flat-detector, cone-beam CT [Jaffray et al., 2002, Kalender, 2011] is currently
the most commonly-used technology for on-board imaging in IGRT. It has also
been widely adopted for image-guided medical interventions in dental surgery and
brachytherapy. Cone-beam CT produces a three-dimensional image of the patient
similar to conventional, fan-beam CT. The advantage of cone-beam CT over fan-
beam CT is that the X-ray source and the detector panel are mounted on retractable
arms that rotate around the image subject, enabling the image to be obtained in situ
during a medical procedure. The use of a cone-shaped beam means that there is
no need to translate the patient along the cranio-caudal axis, as would be required
for a helical scan.
The drawback of cone-beam CT is that it is more susceptible to artefacts in-
duced by X-ray scatter [Siewerdsen and Jaffray, 2001] or high density objects such
as metal implants [Müller and Buzug, 2009] compared to other imaging modali-
ties. The increased magnitude of X-ray scatter in cone-beam CT is due to the larger
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Table 2.2: Spectral bands for imagery from Landsat satellites.
Landsat 5 TM Landsat 7 ETM+ Landsat 8 OLS
Band Wavelength Band Wavelength Band Wavelength
Blue 1 450 – 520 1 450 – 515 2 450 – 515
Green 2 520 – 600 2 525 – 605 3 525 – 600
Red 3 630 – 690 3 630 – 690 4 630 – 680
NIR 4 760 – 900 4 775 – 900 5 845 – 885
area that is exposed to the X-ray beam. This leads to shading artefacts that mani-
fest as inhomogeneities in the pixel values. Metal-induced artefacts can be due to
implanted gold fiducial markers or surgical clips inside the patient. These manifest
as streaking and banding in the image. These distortions result in a lower CNR
and thus many methods that can be successfully used for analysing conventional,
fan-beam CT or other imaging modalities encounter difficulties when applied to
cone-beam CT.
This thesis develops automated methods for segmentation of cone-beam CT im-
ages. These methods have the potential to improve the treatment process in fig-
ure 2.7b by assisting the radiation therapist in interpreting the image. The external
field prior introduced in Chapter 3 represents the treatment planning contours as a
spatial probability distribution. This improves the accuracy of image segmentation
for noisy images, such as cone-beam CT scans. In Chapter 4 we demonstrate this
method using patient data from a retrospective study. We also show how the prior
can be iteratively updated as each daily scan is acquired.
2.3.2 Satellite Remote Sensing
Since the first Landsat satellite was launched in 1972, the United States Geological
Survey (USGS) has accumulated massive amounts of imagery. Landsat 5 acquired
over 2.5 million images during three decades of operation, before it was decom-
missioned in June 2013 [Campbell and Newman, 2013]. There are currently two
Landsat satellites in operation, Landsat 7 which was launched in April 1999 [NASA,
2011], and Landsat 8, launched in February 2013 [USGS, 2014]. Each satellite has
an orbital period of 16 days, with an 8 day offset between them. The scan line
corrector (SLC) on board Landsat 7 failed in May 2003, resulting in line gaps in
images acquired after that date, as shown in figure 2.9a. The Landsat 8 SLC is
still functioning correctly. For comparison, an image from the Landsat 8 satellite is
shown in figure 2.9b.
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(a) Landsat 7 with SLC off (b) Landsat 8
Figure 2.9: Satellite images of Lizard Island in the Great Barrier Reef (14◦40′08”S
145◦27′34”E). The black lines in the Landsat 7 image are due to the faulty scan line
corrector (SLC). Satellite imagery courtesy of NASA Goddard Space Flight Center
and U.S. Geological Survey.
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Table 2.3: Spectral bands for imagery from MODIS.
Band Wavelength
Blue 3 459 – 479
Green 4 545 – 565
Red 1 620 – 670
NIR 2 841 – 876
Landsat imagery is multivariate, with measurements collected at several spec-
tral bands. The Landsat 5 Thematic Mapper (TM) had seven spectral bands, while
the Landsat 7 Enhanced Thematic Mapper Plus (ETM+) has eight and the Land-
sat 8 Operational Land Imager (OLI) has nine, plus two for the Thermal Infrared
Sensor (TIRS). Table 2.2 shows the wavelengths (in nanometers) of four of these
bands: visible light (red, green and blue) and near-infrared (NIR). The Landsat 8
bands are narrower, which provides higher spectral resolution. Landsat 8 images
have 16 bits per pixel, with 55,000 possible values. This is an improvement over
Landsat 5 and 7, which produce 8 bit images (256 values). The spatial resolution
of the visible light and NIR bands is 30m× 30m. A Landsat image covers an area
of approximately 170km north-south by 183km east-west.
The Moderate-resolution Imaging Spectroradiometer (MODIS) satellites mea-
sure 36 spectral bands, but at a lower spatial resolution LPDAAC [2014]. MODIS-
Terra was launched in 1999 and MODIS-Aqua was launched in 2002. Between
them, these satellites capture images of the entire Earth every one to two days.
The first four bands are shown in table 2.3, which roughly correspond to the visible
light and NIR bands in Landsat images. Pixels in bands 1 and 2 are 250m× 250m,
while bands 3 and 4 are 500m× 500m, with 8 bits per pixel. MODIS uses a sinu-
soidal grid tiling system, where tiles at the equator are 10◦× 10◦ or approximately
1106km north-south by 1113km east-west (using the World Geodetic System, WGS
84).
There are civilian remote sensing spacecraft that provide higher-resolution im-
agery, such as the Pléiades [Astrium GEO-Information Services, 2012], SPOT [As-
trium GEO-Information Services, 2013], IKONOS [DigitalGlobe, 2013b], and World-
View [DigitalGlobe, 2013a] satellites. This data can be very expensive to obtain
and is often encumbered by legal restrictions on its use and distribution. However,
the DigitalGlobe Foundation provides imagery grants to researchers in archaeology,
ecology, and climate science. Likewise, the NASA Scientific Data Purchase (SDP)
programme distributes commercial imagery to affiliated researchers [Loarie et al.,
2007].
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The size of satellite images and the frequency with which they are generated
create a requirement for automated methods of image processing. In Chapter 5,
we demonstrate how to estimate missing pixels by interpolation using a Gaussian
MRF. Missing data is a common problem in satellite imagery due to cloud cover.
The faulty SLC in Landsat 7 creates similar issues. Another important task is to
classify pixels according to land use. We apply the hidden Potts model for pixel
classification in chapters 5, 6 and 7. By labelling the pixels, we aim to quantify the
levels of vegetation present in the area and identify contiguous clusters of forest and
parkland. The pre-computation step introduced in Chapter 6 enables full Bayesian
inference for all of the parameters of the hidden Potts model on images of this
scale. The R package described in Appendix A [Moores and Mengersen, 2015]
makes these methods available to applied practitioners.
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Preamble to Chapter 3
In this chapter, a Bayesian statistical model is used to label the pixels in a medical
image according to tissue type. The rich sources of prior information in image-
guided radiotherapy (IGRT) are incorporated into a hidden Markov random field
model of the 3D image lattice. Tissue densities in the reference computed tomogra-
phy (CT) scan are estimated using inverse regression and then rescaled to approx-
imate the corresponding cone-beam CT intensity values. The treatment planning
contours are combined with published studies of physiological variability to pro-
duce a spatial prior distribution for changes in the size, shape and position of the
tumour volume and organs at risk. The voxel labels are estimated using iterated
conditional modes (ICM). The accuracy of the method has been evaluated using 27
cone-beam CT scans of an electron density phantom.
The paper specifically addresses the first applied aim of the thesis, classification
of pixels in cone-beam CT scans. We also address the second computational aim by
demonstrating that the ICM algorithm can be used in conjunction with the external
field prior to obtain an approximate model fit. A limitation of this approach is that
we use a fixed value of the inverse temperature parameter β . This limitation will
be addressed in later chapters.
This chapter has been written as a conference paper for which I am the principal
author. It was was presented at the XVII International Conference on the Use of
Computers in Radiation Therapy (ICCR 2013). The article is reprinted here in its
entirety.
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Chapter 3
Segmentation of cone-beam CT
using a hidden Markov random field
with informative priors
3.1 Introduction
Due to the level of precision and detail required for sufficient volume variation anal-
ysis of daily cone-beam CT (CBCT), coupled with the short timeframe in which the
radiotherapy procedure is to be carried out in the clinic, radiation therapists are cur-
rently unable to perform a detailed analysis of the CBCT scans prior to irradiation.
Automated methods may aid in the decision-making process by labelling the image
voxels according to tissue type, estimating the boundaries of the tumour and neigh-
bouring organs, and highlighting any regions where changes in these boundaries
might have exceeded tolerance. Multi-thresholding using an independent Gaussian
mixture model (GMM) is error-prone due to the low contrast-to-noise ratio (CNR)
in CBCT scans of human tissue. The low CNR is exemplified by the axial slice from
a CBCT shown in Fig. 3.1. For comparison, a fan-beam (FBCT) scan of the same
subject is illustrated in Fig. 3.2. The voxel intensity values alone are insufficient
to accurately segment the image according to tissue type; therefore more complex
methods are necessary.
Recent approaches to boundary estimation in CBCT have used deformable mod-
els that evolve according to partial differential equations. The two major approaches
are 3D mesh models [Costa et al., 2007] and level sets [Chen and Radke, 2009].
These models need to be initialised very close to the boundary of interest, as they
are prone to becoming stuck on local minima. Thus, they are more suited as a
post-processing step to refine an approximate solution that was obtained via other
means, as in Chen et al. [2009], Zhou et al. [2010], Lu et al. [2011]. Other ap-
proaches include hidden Markov random field (MRF) models and graph-based seg-
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Figure 3.1: CBCT scan of the ED phantom.
Figure 3.2: FBCT scan of the ED phantom.
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mentation. It has been shown that segmentation by graph cut is equivalent to fitting
a discrete MRF [Winkler, 2003], so these are essentially two different approaches
with the same underlying model.
In this paper we introduce new methods for utilising the rich sources of prior
information that are available in IGRT by extending the hidden MRF model. We
demonstrate these methods on CBCT scans of an electron density (ED) phantom
and show that the external field prior results in a substantial improvement in seg-
mentation accuracy.
3.2 Materials and Methods
The planning CT along with the contours of the gross tumour volume (GTV) and
organs at risk (OAR) constitute a valuable source of prior information for analysing
CBCT scans. They can be viewed as a snapshot of the patient at a previous point in
time. This patient-specific information can be combined with published studies of
organ motion and setup error to produce a probabilistic spatial distribution of voxel
labels. The spatial distribution is computed relative to the scan isocentre, avoiding
the need for a separate registration step.
3.2.1 ED phantom experiment
We have evaluated the performance of our method using CBCT scans of a tissue-
equivalent ED phantom (CIRS, Inc. model 062). The ED phantom was manufac-
tured from epoxy and contains cylindrical inserts that mimic the X-ray absorption
of human tissue: lung (inhale); lung (exhale); adipose; breast (50% fat); water-
equivalent solid; muscle; liver; spongy (trabecular) bone; and dense (cortical)
bone. The CBCT scans were acquired from a Varian linear accelerator with On-
Board Imager (OBI) using a half bow-tie filter to achieve a 450mm field of view. 53
CBCT scans were obtained in total, with 27 held out for testing and 26 incorporated
into the Bayesian prior. We also acquired 28 FBCT scans of the same phantom from
a Siemens SOMATOM Sensation Open. These scans represent prior information, as
will be explained in Sect. 3.2.2. Example CBCT and FBCT scans of the ED phantom
are illustrated in Fig. 3.1 and 3.2.
3.2.2 Informative priors for CT number
CBCT scanners are not calibrated to the Hounsfield scale. Nevertheless, there is
a linear relationship between electron density in a homogeneous region of tissue
and the mean intensity of the corresponding voxel values [Kalender, 2011]. This
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relationship has been quantified by fitting a regression model to 26 CBCT scans of
the ED phantom. We were thus able to rescale estimates of tissue density from a
patient’s planning CT scan to predict the distribution of intensity values in a CBCT
scan of the same patient. These estimates were incorporated into the hidden MRF
model as priors for the mean and variance of each mixture component [Alston et al.,
2007].
3.2.3 External field prior for voxel labels
We have also included spatial prior information in the MRF model, in the form
of an external field. The external field was centred on the planning contours of
the GTV and the OARs, relative to the scan isocentre. Geometric uncertainty was
incorporated into the model using quantifications of organ motion from published
studies. For our ED phantom experiment, we used a mean displacement of 1.2mm
with a standard deviation of 7.3mm, which is typical of prostate motion [Frank
et al., 2008]. The external field prior for the ED phantom is illustrated in Fig. 3.3.
3.2.4 Iterated conditional modes
We used the iterated conditional modes (ICM) algorithm [Besag, 1986] to fit our
hidden MRF model. This algorithm was implemented by modifying the source code
of the R package mritc [Feng and Tierney, 2011] to accommodate the external field
prior and to support a 9 component mixture model.
3.3 Results and discussion
We first estimated the relationship between electron density (×1023/cc) and voxel
intensity. By fitting the regression model to 26 CBCT scans, we obtained posterior
means of 152 for the slope and -761 for the intercept, with standard deviations
of 0.97 and 0.30 respectively. Tissue densities were estimated from the 28 FBCT
scans and then rescaled using the regression equation to obtain prior distributions
for the voxel intensities. This regression relationship is specific to the CBCT scanner
in question, but it would be straightforward to fit the same regression model to each
on-board imaging device in the radiotherapy department.
The remaining 27 CBCT scans were segmented using between 34 and 100 iter-
ations of the ICM algorithm. This took an average of 9 minutes per scan, running in
a single thread. We anticipate that a parallel implementation of the ICM algorithm
could reduce this execution time substantially. Overall, the mean misclassification
rate was 6.4%. An example image segmentation is shown in Fig. 3.4. Table 3.1
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Figure 3.3: External field prior.
Figure 3.4: Segmentation result.
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Table 3.1: Average segmentation accuracy for 27 CBCT scans.
Tissue Type Dice (±σ)
Lung (inhale) 0.886± 0.010
Lung (exhale) 0.805± 0.024
Adipose 0.741± 0.039
Breast 0.721± 0.036
Water 0.964± 0.004
Muscle 0.728± 0.052
Liver 0.737± 0.035
Spongy bone 0.755± 0.022
Dense bone 0.723± 0.066
shows a breakdown of segmentation accuracy by tissue type, measured using Dice
similarity coefficients [Dice, 1945]:
DSC j =
2× | ˆ∩ j|
| ˆ|+ n j (3.1)
where DSC j is the Dice similarity coefficient for label j, | ˆ| is the count of voxels
that were classified with the label j, n j is the number of voxels that are known
to truly belong to component j, and | ˆ ∩ j| is the count of voxels in j that were
labelled correctly. The Dice coefficient is thus a number between 0 and 1, where 1
represents perfect classification.
3.4 Conclusion
The external field prior substantially improves segmentation accuracy by incorpo-
rating additional spatial information into the model. We have demonstrated this
method by application to CBCT scans of an ED phantom so that we are able to
evaluate segmentation accuracy against the ground truth. The next step will be to
apply the method to radiotherapy patient data.
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Preamble to Chapter 4
This chapter provides a detailed description of our method for representing spatial
prior information as an external field in a hidden Potts model of the image lat-
tice. The prior distribution of the latent pixel labels is a mixture of Gaussian fields,
centred on the positions of the objects at a previous point in time. This model is
particularly applicable in longitudinal imaging studies, where the manual segmen-
tation of one image can be used as a prior for automatic segmentation of subsequent
images.
The model is demonstrated by application to cone-beam computed tomogra-
phy (CT), an imaging modality that exhibits distortions in pixel values due to X-
ray scatter. The retrospective study of radiotherapy patient data has been ap-
proved by the Human Research Ethics Committees of Queensland Health (Metro
South HREC/12/QPAH/475 and SSA/12/QPAH/493) and Queensland University
of Technology (1200000724).
The paper specifically addresses the first methodological aim of the thesis, deriva-
tion and representation of informative priors for the pixel labels. It also furthers
the computational aims by demonstrating the use of chequerboard updating for the
pixel labels and path sampling to estimate the posterior distribution of β .
This chapter has been written as a journal article for which I am the principal
author. It is reprinted here in its entirety.
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Chapter 4
An external field prior for
the hidden Potts model, with application to
cone-beam computed tomography
4.1 Introduction
Longitudinal imaging is a popular method in a wide range of scientific fields includ-
ing environment, economics, agriculture, biology, and medicine. Remote sensing is
used for long-term monitoring of land use [Strickland et al., 2011], water quality
[McClain, 2009] and economic growth [Henderson et al., 2011]. X-ray computed
tomography (CT), magnetic resonance imaging (MRI) and ultrasound are used for
in vivo studies of livestock production [Alston et al., 2007], tumour progression [Al-
banese et al., 2013] and neurodegenerative disease [Thompson et al., 2004]. These
images can exhibit artefacts and distortions such as cloud cover in remote sens-
ing, magnetic field inhomogeneities in MRI and X-ray scatter in CT. The resulting
poor contrast-to-noise ratio (CNR) creates difficulties in interpreting the images.
Multiple images acquired of the same subject increase the information available
compared to that obtained from a single acquisition. In order to perform well in
this setting, an image processing algorithm must efficiently incorporate all of the
available knowledge that characterises the specific types of images encountered.
In this paper we focus on a specific example of longitudinal imaging: daily cone-
beam CT scans for image-guided radiotherapy. Flat-detector, cone-beam CT was
introduced in the previous decade for image-guided medical interventions [Jaffray
et al., 2002, Kalender, 2011]. Since then, it has been widely adopted for clinical use
in dental surgery, brachytherapy and external-beam radiotherapy. Cone-beam CT
produces a 3D image of the patient similar to conventional, fan-beam CT. An axial
slice from a cone-beam CT scan of a radiotherapy patient is shown in Fig. 4.1a.
For comparison, a fan-beam CT scan of the same patient is shown in Fig. 4.1b.
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(a) Cone-beam CT scan.
(b) Fan-beam CT scan.
Figure 4.1: Comparison of axial slices from a pre-treatment, cone-beam CT scan
and a reference, fan-beam CT scan of a radiotherapy patient. The cone-beam CT
scan has higher spatial resolution but lower contrast-to-noise ratio.
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The advantage of cone-beam CT over fan-beam CT is that the X-ray source and
the detector panel are mounted on retractable arms that rotate around the image
subject, enabling the image to be obtained in situ during a medical procedure.
A drawback of cone-beam CT is that it is more susceptible to artefacts induced
by X-ray scatter [Siewerdsen and Jaffray, 2001] or high density objects such as
metal implants [Müller and Buzug, 2009] compared to other imaging modalities.
The increased magnitude of X-ray scatter in cone-beam CT is due to the larger area
that is exposed to the X-ray beam. This leads to shading artefacts that manifest
as inhomogeneities in the pixel values. Metal-induced artefacts can be due to im-
planted gold fiducial markers or surgical clips inside the patient. These manifest
as streaking and banding in the image. These distortions result in a lower CNR
and thus many methods that can be successfully used for analysing conventional,
fan-beam CT or other imaging modalities encounter difficulties when applied to
cone-beam CT.
4.1.1 Medical image segmentation
The goal of image-guided radiotherapy is to target the delivery of a prescribed radi-
ation dose, while avoiding nearby organs at risk (OAR) and other sensitive tissue.
The individualised treatment plan for each patient is based on diagnostic-quality
fan-beam CT and MRI scans. Fractionated, radiotherapeutic doses are delivered
5 days a week over a number of weeks. Thus, a significant amount of time can
elapse between the creation of the treatment plan and the completion of a course
of treatment. Even on a daily basis, changes in the size of the bladder and rectum
in prostate cancer patients can result in displacement of the target site. To detect
these changes, a cone-beam CT scan is taken in situ, immediately prior to irradia-
tion. This information is currently underutilised due to the level of precision and
detail required for volumetric variation analysis, coupled with the short timeframe
in which the radiotherapy procedure is to be carried out in the clinic. Automated
methods have the potential to aid in the decision-making process by labelling the
image voxels according to tissue type, estimating the boundaries of the tumour and
neighbouring organs, and highlighting any regions where changes in these bound-
aries might have exceeded tolerance.
Recent approaches to boundary estimation in cone-beam CT have used de-
formable models that evolve according to partial differential equations. The two
major approaches are 3D mesh models [Costa et al., 2007] and level sets [Chen and
Radke, 2009]. These methods fit within the information-theoretical framework de-
veloped by Grenander and Miller [2007]. Deformable template models need to be
initialised very close to the boundary of interest, as they are prone to becoming
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stuck on local minima. Thus, they are more suited as a post-processing step to re-
fine an approximate solution that was obtained via other means, as in Chen et al.
[2009], Zhou et al. [2010], Lu et al. [2011].
A related but far more complex problem is non-rigid image registration, where
every voxel in the cone-beam CT scan is mapped via transformation onto a voxel in
the reference, fan-beam CT. This transformation can then be used to estimate the
actual radiation dose absorbed by the patient in each treatment fraction and update
the treatment plan accordingly [Elstrøm et al., 2010]. This approach is limited by
the length of time available before treatment delivery for the algorithm to reach an
acceptable global solution, with the result that these calculations generally need
to be performed offline. In order to determine what action needs to be taken to
accurately target the treatment, the radiation therapist is primarily concerned with
the structures in proximity to the high-dose region, not with the alignment of every
voxel in the image.
The "demons" algorithm, introduced by Thirion [1996], is a popular method
for deformable image registration and has been incorporated into a commercial
product [Thörnqvist et al., 2010, Thor et al., 2011]. The algorithm matches the
voxel intensity values in the two images by solving an optical flow diffusion equa-
tion using finite differences. Chen et al. [2010] combine the "demons" force with
an organ-specific regularisation based on meshless deformable models. This model
works well for the bladder and prostate, but does not generalise to the irregular
deformation of the rectum. Chen et al. also found that the greyscale-based reg-
istration was unable to cope with extreme regions of pixel intensity, such as the
metal fiducial markers and the gas in the rectum. The shading artefacts that distort
cone-beam CT scans violate the assumption of optical flow, that the values of cor-
responding voxels in cone-beam CT and fan-beam CT are directly related to each
other.
Another approach that is commonly used in medical imaging is a probabilistic
anatomical atlas. Atlas-based methods were originally developed in neuroimaging,
with the goal of mapping measurements from multiple experimental subjects onto
an average anatomy, so that they could be compared [Fox et al., 1985, Evans et al.,
1988, 2012]. Methods for atlas-based segmentation of prostate MRI have been
developed by Klein et al. [2008], Martin et al. [2010], Dowling et al. [2011], but this
has yet to be demonstrated on cone-beam CT. A drawback of atlas-based methods
is their dependence on an average anatomy, since this conflates within-subject and
between-subject variability. There can be large differences between radiotherapy
patients, which is why individualised treatment plans are required. Image-guided
radiotherapy is focused on geometric changes within a patient over time, rather
than on comparisons between patients.
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A Bayesian statistical model can combine information from multiple images as
well as from other sources, such as published studies, previous experiments and
expert opinion. The Bayesian approach to image analysis began with the sem-
inal papers of Geman and Geman [1984] and Besag [1986], who used Markov
random field (MRF) models to represent the spatial dependence between neigh-
bouring pixels. Bayesian methods for image analysis were reviewed by Hurn et al.
[2003a,b]. Woolrich [2012] has provided a more recent overview of methods for
analysing medical images, particularly functional MRI. Alston et al. [2007] used
a Potts [1952] model with additive Gaussian noise for segmentation of CT scans.
They derived informative priors for the means and variances of the hidden Potts
model from an adjacent slice of the 3D image, or from an earlier scan of the same
subject.
In this paper we demonstrate how sources of spatial information can be in-
corporated into an external field prior for the hidden Potts model. This prior is
derived from a previous image of the same subject, combined with published stud-
ies of geometric variation. Thus, it satisfies the criteria of Whitfield et al. [2013]
for techniques that utilise prior knowledge, make sophisticated use of greyscale in-
formation and allow clinical expertise to be integrated. The prior can be updated
sequentially as each image is processed to build a subject-specific spatial model. It
can be computed offline and is amenable to massively parallel implementation. We
show that it improves the accuracy of image segmentation in the presence of noise.
The remainder of this article is organised as follows. Section 4.2 describes the
hidden Potts model and introduces the external field prior. Bayesian computation
using Markov chain Monte Carlo (MCMC) is described in Section 4.3. We review
chequerboard updating, path sampling and the algorithm of Swendsen and Wang
[1987] in the context of our method. In Section 4.4 we illustrate our methodology
using cone-beam CT scans of an electron density (ED) phantom as well as radio-
therapy patient data. The external field prior is well suited to this application, but it
would also be broadly applicable to a range of longitudinal imaging datasets. The
article concludes with a discussion.
4.2 Hidden Potts model
Digital raster images are discretised into a regular lattice of pixels (or voxels, in
3D). Image segmentation can be viewed as the task of labelling each pixel to identify
which parts of the image correspond to objects and which comprise the background.
If these objects are contiguous then neighbouring pixels are more likely to share
the same label. The Potts model represents this spatial dependence as a Markov
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random field (MRF), which is defined in terms of its conditional probabilities:
pi(zi|z\i,β) = exp

β
∑
i∼`δ(zi, z`)
	∑k
j=1 exp

β
∑
i∼`δ( j, z`)
	 , (4.1)
where zi ∈ 1 . . . k is the label of pixel i, z\i represents all of the labels except zi,
i ∼ ` are the neighbouring pixels of i, β is the inverse temperature, and δ(u, v) is
the Kronecker delta function. Thus,
∑
i∼`δ(zi, z`) is a count of the neighbours of
pixel i that share the same label.
If the coordinates of zi are (x , y) in 2 dimensions, then the first-order neigh-
bours are (x − 1, y), (x + 1, y), (x , y − 1), (x , y + 1). Pixels situated at the edge of
the image domain have less than four neighbours. Likewise, voxels in a regular 3D
lattice have a maximum of 6 first-order neighbours. Since diagonal voxels are con-
ditionally independent, the entire image can be partitioned into two blocks such
that all of the voxels in block1 are independent given the values of block2 and vice
versa [Besag, 1974]. The pixels within each block can be updated concurrently,
providing a computational advantage of the first-order neighbourhood restriction
[Winkler, 2003, chap. 8]. This is discussed further in Section 4.3.1.
The inverse temperature of the Potts model governs spatial cohesion. When
β = 0 the pixel labels are independent, while if β > 0 then adjacent labels are
more likely to have the same value. At small values of β this has the effect of
smoothing the labels and emphasising patterns in the external field. As β →∞ all
of the labels have the same value almost surely. Thus, the inverse temperature can
have a substantial influence over the labels that are assigned to each pixel.
A key question when fitting this type of model is how much smoothing is ap-
propriate for the observed data. For this reason we would like to treat β as a free
parameter and perform posterior inference to draw samples from its distribution.
The posterior distribution of β is as follows:
p(β |z)∝ C(β)−1pi(β)exp
¨
β
2
n∑
i=1
∑
i∼`
δ(zi, z`)
«
, (4.2)
where C(β) is an intractable normalising constant and pi(β) is the prior for β . A
variety of computational methods have been developed for dealing with the in-
tractability of this distribution, as explained in Section 4.3.2.
Under the assumption of additive white noise, the pixels that comprise each
object have a mean intensity value µ j and variance σ
2
j . The hidden Potts model can
thus be viewed as a spatial generalisation of an independent mixture of Gaussians:
yi|µ j,σ2j , zi = j ∼ N

µ j,σ
2
j

, (4.3)
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where yi is the observed value of pixel i. The latent labels are related to their
corresponding pixel values by the log-likelihood:
αi, j = log
¦
φ

yi;µ j,σ
2
j
©
, (4.4)
where φ(y;µ,σ2) is the normal density function. This log-likelihood is combined
with the spatial prior to determine the full conditional posteriors of the pixel labels:
p(zi|z\i,β ,µ,σ2, yi) = exp

αi,zi + β
∑
i∼`δ(zi, z`)
	∑k
j=1 exp

αi, j + β
∑
i∼`δ( j, z`)
	 . (4.5)
4.2.1 External field prior
In this study, we extend the hidden Potts model by defining an additional prior pi(z)
over the latent labels. This prior incorporates external sources of information on
the spatial distribution of the unobserved labels. Such information can be derived
from a manual segmentation of a previous image, combined with a measure of the
spatial uncertainty associated with the labels. Sources of uncertainty include object
motion, errors in labelling, and misalignment between images.
For the purpose of illustration, we consider a simple model of isotropic transla-
tion in two dimensions. The spatial distribution of pixel labels is represented as a
mixture of Gaussians, with one mixture component per pixel. The Euclidean dis-
tance ∆(h, i) can be calculated for each pixel i and the resulting probabilities can
be averaged over all of the pixels in the object, h ∈ j:
γi, j =
1
n j
∑
h∈ j
φ

∆(h, i)|µ∆ j,σ2∆ j

, (4.6)
where n j is the number of pixels with label j. The locations of the pixels h ∈ j can
be obtained from an exemplar image that has been manually labelled. The mean
µ∆ j is the average spatial displacement of the object between images, while the
variance σ2
∆ j represents the degree of uncertainty. The external field prior for a
pixel label zi is given by the normalised probability distribution:
pi(zi) =
γi,zi∑k
j=1 γi, j
(4.7)
Fig. 4.2 illustrates external field priors with increasing levels of spatial uncertainty
for the ED phantom that is described in Section 4.4.1. The derivation of an anisotropic
prior for a radiotherapy patient is detailed in Sect. 4.4.3.
Since this prior information is independent of the data, it can be incorporated
into the Potts model as an external field. The relationship in Eq. (4.5) is modified
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(a) σ∆ = 0mm (b) σ∆ = 7.3mm
(c) σ∆ = 14.6mm (d) σ∆ = 21.9mm
(e) σ∆ = 29.2mm (f) σ∆ = 36.5mm
Figure 4.2: External field priors with increasing levels of spatial uncertainty, repre-
sented by the standard deviation. σ∆ = 0mm represents the original labels, without
any spatial uncertainty.
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as follows:
p(zi|z\i,β ,µ,σ2, yi) = exp

αi,zi
	
γi,zi∑k
j=1 exp

αi, j
	
γi, j
pi(zi|z\i,β), (4.8)
where αi, j is the log-likelihood in Eq. (4.4), γi, j is the unnormalised external field
prior defined in Eq. (4.6), and pi(zi|z\i,β) is the MRF defined by Eq. (4.1). Fur-
thermore, if the pixel resolution of the image is known in advance, then the values
of γi, j can be calculated offline. This means that much more realistic and sophis-
ticated dynamic models could be employed, in order to estimate the spatial prior
distribution from the labels of an exemplar image.
In cases where the pixel resolution is not known in advance, or if there is mis-
match between the pixel coordinates of successive images, the discretisation of the
Gaussian prior into individual γi, j values would need to be performed at the model
fitting stage. This step is computationally intensive, but since the γi, j values are
independent from each other the operation is embarrassingly parallel. This means
that the computation of the external field prior scales linearly in the number of
parallel processors, thus it would be well suited to implementation in graphical
processing units (GPUs) to meet the performance requirements of practical, real
world applications.
4.2.2 Sequential Bayesian updating
Unlike the atlas-based methods that are currently employed in medical imaging,
this external field prior represents within-subject geometric variation. The prior
can be updated as each image is acquired to gradually build a subject-specific pro-
file of motion and variability. A machine learning approach to this problem would
be to train the model using a corpus of images from a variety of subjects, thus
forming a generic picture of the typical subject. However, this fails to account
for large differences between individual subjects, thereby conflating within-subject
and between-subject variability. Our method develops a subject-specific distribu-
tion using a labelled reference image as a starting point, then updating the prior
dynamically as more images of the same subject are processed.
Alston et al. [2007] introduced a method for updating the parameters µ′j and
σ2′j of the additive Gaussian noise, using the posterior distribution from one image
as the prior for the next. A similar approach could be used for the inverse tem-
perature. Although there is no natural conjugate prior for β , a distribution from
the exponential family could be used to approximate the posterior. A four param-
eter (scaled) Beta distribution could represent a posterior with finite support, or a
Gamma could be used for β > 0. When the external field prior is modelled as a
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mixture of Gaussian fields, its parameters can also be updated in a similar manner.
We place hyper-priors on the parameters of the external field in Eq. (4.6):
µ∆ j|σ2∆ j ∼ N

m j,
σ2
∆ j
ν j

, and (4.9)
σ2
∆ j ∼ IG

ν j
2
,
ν js
2
j
2

. (4.10)
The hyper-parameters m j, s j and ν j can be updated sequentially as each image is
processed, replacing the previous values m◦j , s
◦
j and ν
◦
j with their Bayesian updates
m′j, s
′
j and ν
′
j.
It is assumed that there is no uncertainty associated with the pixel labels in the
exemplar image. When the external field is derived as described in the previous
section, ν◦j will be the number of pixels that were assigned label j in the reference
image, while m◦j and s
◦
j describe the spatial variability of the labels in future images.
The location of the region of interest in subsequent images is uncertain. For this
reason, we apply weights to the pixel labels according to their posterior probability.
A Monte Carlo estimate of this probability can be obtained by dividing the number
of times that a given pixel was allocated a specific label by the total number of
MCMC iterations (after burn-in):
wi, j =
1
ni ter
ni ter∑
t=1
δ(z(t)i , j), (4.11)
where z(t)i is the label that was allocated to pixel i at iteration t, thus wi, j ≥ 0
∀ j ∈ 1 . . . k and ∑kj=1 wi, j = 1 for each pixel i. It will usually be necessary to adjust
this estimate to account for autocorrelation of the Markov chain.
To compute the sufficient statistics for the posterior distribution, the average
distance between each pixel and the original labels h ∈ j is also required:
di, j =
1
ν◦j
∑
h∈ j
∆(h, i), (4.12)
This calculation requires O(n2) operations, but it can be computed offline in the
same manner as the external field prior itself. It would also be possible to approxi-
mate di, j using a subsample of h, since the individual pixels are exchangeable within
each object j. If all of the subsequent images have the same coordinates and pixel
resolution, then the matrix d only needs to be computed once.
The hyper-parameters can be updated in the usual manner for the Gaussian
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distribution:
ν′j = ν
◦
j + νˆ∆ j,
m′j =
1
ν′j

ν◦j m
◦
j + νˆ∆ jmˆ∆ j

, and
s2′j =
1
ν′j

ν◦j s
◦2
j + νˆ∆ j sˆ
2
∆ j +
ν◦j νˆ∆ j
ν′j

mˆ∆ j −m′j
2
,
where νˆ∆ j, mˆ∆ j and sˆ
2
∆ j are the sufficient statistics that are calculated from the
posterior of the hidden Potts model. These are defined as the sum of the weights,
the weighted mean of the Euclidean distances, and the weighted variance:
νˆ∆ j =
n∑
i=1
wi, j,
mˆ∆ j =
1
νˆ∆ j
n∑
i=1
wi, j di, j, and
sˆ2
∆ j =
1
νˆ∆ j
n∑
i=1
wi, j
 
di, j − mˆ∆ j
2
.
One option for updating the individual γi, j values for each pixel would be to
take the expectations E

σ2
∆ j|s′j,ν′j

and E

µ∆ j|m′j,ν′j,σ2∆ j

and plug them in to
Eq. (4.6). This would be the simplest approach and the least computationally in-
tensive, but replacing the posterior distributions with point estimates would un-
derestimate the level of uncertainty. Alternatively, the external field prior could be
simulated using MCMC, either offline or during model fitting. This would be the
preferred option if a more complex dynamic model was used.
4.3 Bayesian computation
We use natural conjugate priors for the mean and variance of each mixture com-
ponent, so updates can be drawn using Gibbs sampling. However, this approach is
unsuitable for the other parameters of interest. Instead, we use chequerboard up-
dating for the latent labels and path sampling for the inverse temperature. Our im-
plementation of these algorithms using RcppArmadillo [Eddelbuettel and Sander-
son, 2014] is available as an R source package from the RunMyCode companion
website [Moores and Mengersen, 2015]. The details of these algorithms are de-
scribed below.
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Algorithm 4.1 Chequerboard updating for z
1: for all blocks b do
2: for all pixels i ∈ b do
3: for all labels j ∈ 1 . . . k do
4: Compute the conditional probabilities λi, j ← p(zi|z\i,β ,µ,σ2, yi) ac-
cording to (4.8)
5: end for
6: Draw zi ∼Multinomial(λi,1, . . . ,λi,k)
7: end for
8: end for
4.3.1 Chequerboard updating
The pixels within each block are conditionally independent of each other, as men-
tioned in Section 4.2. The auxiliary variable bi ∈ {0,1} allocates each pixel to a
block. Winkler [2003] described this partially synchronous algorithm as chequer-
board updating, since the alternating allocations of pixels to blocks forms a che-
querboard pattern in two dimensions. Roberts and Sahu [1997] showed for the
Ising model with β ∈ {0.001,0.010, 0.100} that parallel, chequerboard updating
can reduce the elapsed computation time without any impact on convergence. The
dissertation of Feng [2008] provides a more detailed description of chequerboard
updating and also generalises this algorithm to 3D, as well as to other neighbour-
hood schemes.
4.3.2 Path sampling
The full conditional distribution of the inverse temperature (Eq. 4.2) involves an
intractable normalising constant, so there is no closed-form solution for sampling
from it directly. Gelman and Meng [1998] derived an approximation to the log
ratio of normalising constants using the path sampling identity:
log
§
C(β◦)
C(β ′)
ª
=
∫ β◦
β ′
E z|β [S(z)] dβ , (4.13)
where β◦ is the current value of the parameter, β ′ is the Metropolis-Hastings (M-H)
proposal, S(z) = 12
∑n
i=1
∑
i∼`δ(zi, z`) is the sufficient statistic of the Potts model,
and E z|β is the expectation with respect to the distribution of z given β . The value
of this definite integral can be approximated by simulating from the MRF defined
by Eq. (4.1) for fixed values of β and then interpolating between them. We used the
Swendsen-Wang algorithm for simulating from z|β , as explained in Section 4.3.3,
and approximated the integral using the trapezoidal rule. We performed 1000 it-
erations for each value of β , discarding the first 500 as burn-in. Convergence was
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Figure 4.3: Approximation of the sufficient statistic by simulation for fixed values
of β , with linear interpolation.
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monitored by tracing the value of S(z). Fig. 4.3 illustrates linear interpolation of
S(z) on a 3D lattice for k = 9 and β ranging from 0 to 2 in increments of 0.1.
Algorithm 4.2 Path sampling for β
1: Draw random walk proposal β ′ ∼ q(β ′|β◦)
2: Estimate S(z|β◦) and S(z|β ′) by interpolation
3: Evaluate the definite integral in Eq. (4.13)
4: Calculate the log M-H acceptance ratio:
log{ρ}= log
§
C(β◦)
C(β ′)
ª
+ (β ′ − β◦)S(z) (4.14)
5: Draw u∼ Uniform[0,1]
6: if u< ρ then
7: set β ← β ′
8: end if
Path sampling is explained in further detail by Hurn et al. [2003b] and Marin
and Robert [2014, chap. 8]. This algorithm has an advantage over auxiliary vari-
able methods such as the exchange algorithm [Murray et al., 2006] or ABC [Grelaud
et al., 2009] because the additional simulations are performed prior to fitting the
model, rather than at each iteration. This is particularly the case when analysing
multiple images that all have approximately the same dimensions, as in the example
of Section 4.4.
4.3.3 Swendsen-Wang
MCMC takes longer to converge for larger values of β , since the latent labels tend
to keep the same value for many iterations. The algorithm of Swendsen and Wang
[1987] avoids this problem by coalescing adjacent pixels with the same label into
clusters, then updating all of the labels within a cluster to the same value.
Algorithm 4.3 Swendsen-Wang for S(z|β)
1: for all edges connecting adjacent pixels i ∼ j ∈ E do
2: Compute edge potentials λi∼ j ← 1− exp{−βδ(zi, z j)}
3: Draw bond bi∼ j ∼ Bernoulli(p = λi∼ j)
4: end for
5: Coalesce bonds into clusters c
6: for all clusters do
7: Draw a new label z′ uniformly from 1 . . . k
8: for all pixels i ∈ c do
9: zi ← z′
10: end for
11: end for
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A disadvantage of Algorithm 4.3 is that it performs poorly in the presence of a
strong external field [Hurn, 1997]. Thus it is unsuitable for posterior inference, but
can be used for simulating from E z|β [S(z)] as required for path sampling.
4.4 Illustration: cone-beam CT
There are two essential ingredients for the external field prior: reference coordi-
nates, which we derive from a manually-labelled image; and spatial uncertainty,
which we model using published studies of geometric variation. We have chosen to
illustrate our method using cone-beam CT scans because both of these elements are
readily available in a clinical context. However, it should be noted that this method
could also be applied to longitudinal imaging studies in many other scientific fields,
such as satellite remote sensing or confocal laser microscopy.
4.4.1 Electron density phantom
To evaluate the segmentation accuracy of our method, we applied it to 27 cone-
beam CT scans of a commercially available electron density (ED) phantom, Com-
puterised Imaging Reference Systems (CIRS) Model 062 (Norfolk, VA, USA). The
ED phantom is manufactured from epoxy and contains cylindrical inserts that mimic
the X-ray absorption of human tissue: lung (inhale); lung (exhale); adipose (fatty
tissue); breast (50% fat); water-equivalent solid; muscle; liver; spongy (trabecu-
lar) bone; and dense (cortical) bone. There are 16 inserts in total, arranged in two
concentric rings, as illustrated by Fig. 4.2a. Since the geometry and density of this
object are known, the segmentation can be compared to the ground truth to eval-
uate accuracy. This provides an advantage over using scans of patients to evaluate
the method because in clinical data the true segmentation is unknown [Bouix et al.,
2007]. A reference segmentation can be provided by a clinical expert, but this also
introduces a source of error. Due to the irregularity and complexity of the medical
images, there can be significant discrepancies between segmentations of the same
image by different experts [Lütgendorf-Caucig et al., 2011, Weiss et al., 2010].
The 27 cone-beam CT scans were taken with the inner ring of imaging phantom
inserts rotated by between 0◦ and 16◦, corresponding to a translation of between
0mm and 25mm. These displacements were intended to mimic the physiological
variability observed in daily cone-beam CT scans of prostate cancer patients, as
studied by Frank et al. [2008]. We chose to use this as the basis of our experimental
design because image-guided radiotherapy for prostate cancer is the most common
application of cone-beam CT imaging.
The cone-beam CT scans were acquired using a medical linear accelerator with
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Table 4.1: Informative priors for µ j and σ
2
j of the pixel intensity for the ED phan-
tom.
Tissue Type m j ϕ
2
j ν j s
2
j
Lung (inhale) −612.6 26.882 25 90.062
Lung (exhale) −495.8 26.882 25 89.162
Adipose −316.8 26.882 25 79.362
Breast −295.9 26.882 25 67.422
Water −294.5 26.882 25 152.02
Muscle −263.3 26.882 25 71.552
Liver −259.6 26.882 25 88.502
Spongy Bone −191.1 26.882 25 87.362
Dense Bone 77.9 26.882 25 89.942
On Board Imager (OBI) CBCT imaging system (Varian Medical Systems, Palo Alto,
USA) according to the same clinical protocol that is used for scanning prostate
cancer patients. A half bow-tie filter was used to achieve a 450mm field of view.
The dimensions of the reconstructed voxels were 0.88× 0.88× 2mm. The images
were cropped using external image processing software [Schneider et al., 2012]
to conform to the dimensions of the phantom: 376× 308 pixels and 23 slices, or
approximately 330× 270× 46mm. Summary statistics (observed mean and stan-
dard deviation) for each cone-beam CT scan are summarised in the supplementary
material accompanying the electronic version of this paper. An axial slice from one
of the cone-beam CT scans is shown in Fig. 4.4b.
The external field prior was precomputed according to Eq. (4.6). This prior
was centred on the geometry of the ED phantom at 0 offset. We used a mean
displacement of 1.2mm with standard deviation 7.3mm. This spatial variability
corresponds to the prostate motion observed by Frank et al. [2008] in their study
of 15 radiotherapy patients. The external field is illustrated in Fig. 4.4a.
We also used informative priors for the means and variances of the mixture
components, using a similar method to Alston et al. [2007]. To determine the
distribution of pixel intensities for each tissue type, we obtained an independent
set of 26 cone-beam CT scans of the ED phantom. The resulting priors for µ j ∼
N(m j,ϕ2j ) and σ
2
j ∼ IG

ν
2 ,
νs2
2

are listed in Table 4.1.
We fitted the hidden Potts model to the data both with and without the external
field prior, to measure the difference in the resulting segmentation accuracy. Both
models were run for 55,000 MCMC iterations, discarding the first 5,000 as burn-in.
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(a) External field prior. (b) Cone-beam CT scan.
(c) Segmentation (without external
field).
(d) Segmentation (with external field
prior).
Figure 4.4: An example segmentation result for a cone-beam CT scan of the ED
phantom, both with and without the external field prior.
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This took between 9 and 14 hours per scan on a 2.66GHz Intel Xeon computer with
12GB RAM, running 64bit GNU/Linux 3.0.38 and R 2.15.3. As well as monitoring
the values of the model parameters µ j, σ
2
j and β , we also calculated the sum of like
neighbours and the number of correctly-classified voxels at each iteration. These
additional statistics were used as convergence diagnostics, to check that the model
was mixing well and that it had reached a steady state.
The voxels were labelled according to the most frequently-assigned value of zi
over the remaining 50,000 iterations. Classification accuracy was measured using
the Dice similarity coefficient [Dice, 1945]:
DSC j =
2× | ˆ∩ j|
| ˆ|+ n j (4.15)
where DSC j is the Dice similarity coefficient for label j, | ˆ| is the count of voxels
that were classified with the label j, n j is the number of voxels that are known to
truly belong to component j, and | ˆ∩ j| is the count of voxels in j that were labelled
correctly.
The results are summarised in Table 4.2. Individual results for each cone-beam
CT scan are available in the online supplementary material. An example of one of
the segmentations is illustrated in Fig. 4.4d. When we estimated the effect size of
the external field prior using paired differences, we found that it was dependent
on the tissue type. For soft tissue (adipose, breast, liver and muscle) the 95% high-
est posterior density (HPD) interval for the paired differences in Dice coefficient
(with and without the external field) was between 0.64 and 0.66. The smallest im-
provement was between 0.34 and 0.38 for lung (inhale). Overall, the mean voxel
misclassification rate improved from 86.8% to 6.2%.
The posterior estimate of the inverse temperature was almost identical for all
27 cone-beam CT scans. Without the external field prior, the pooled 95% HPD
interval for β was [0.793; 0.795]. With the prior, the HPD interval for β converged
to [1.151;1.197]. As discussed in Section 4.4.2, the value of β changes with the
strength of the prior, as measured by the standard deviation.
4.4.2 Sensitivity analysis
The amount of spatial variability in our application is quite small (standard devia-
tion of 7.3mm) relative to the size of the images (330× 270× 46mm). We reran
the model using external field priors with increasing levels of uncertainty (2σ∆ up
to 5σ∆, illustrated in Fig. 4.2) to measure the relationship between the strength of
the prior and the resulting segmentation accuracy. The pixel-wise misclassification
rates for the 27 cone-beam CT scans are shown in Fig. 4.5. We found that there was
80
Table 4.2: Segmentation accuracy (DSC j ±σ) for the ED phantom, comparing the
simple Potts model (without any external field) to the Potts model with an external
field prior.
Tissue Type Simple Potts External Field
Lung (inhale) 0.540± 0.037 0.902± 0.009
Lung (exhale) 0.172± 0.008 0.814± 0.022
Adipose 0.059± 0.008 0.704± 0.062
Breast 0.077± 0.011 0.720± 0.048
Water 0.174± 0.003 0.964± 0.003
Muscle 0.035± 0.004 0.697± 0.076
Liver 0.020± 0.007 0.654± 0.033
Spongy Bone 0.094± 0.014 0.758± 0.018
Dense Bone 0.014± 0.001 0.616± 0.151
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Figure 4.5: The effect of uncertainty (standard deviation) in the external field prior
on segmentation accuracy obtained from 27 cone-beam CT scans, comparing the
hidden Potts model to an independent mixture of Gaussians (β = 0).
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a strong relationship, with the proportion of misclassified pixels increasing sharply
at first, but then gradually levelling off. As the uncertainty increases, we would
expect that the misclassification rate would approach 86.8%, the accuracy that is
observed without the external field prior.
Fixing the value of β at the point estimate of 1.2 did not have any significant
effect on segmentation accuracy (mean pairwise difference of 0.1% with standard
deviation of 0.1). In terms of computational cost for path sampling, there was a
mean pairwise difference of 9 hours (standard deviation 4.3 hours) in CPU time.
However, this did not make any significant difference to the elapsed runtime, due
to the variability in execution of the multi-threaded process.
We also measured the effect on segmentation accuracy when β was fixed at zero,
which is equivalent to an independent mixture of Gaussians. When σ∆ = 7.3mm
the average misclassification rate was 7.3% (mean pairwise difference of 1.07%
with standard deviation of 0.03). This indicates that the Potts model made a small,
but significant, difference to the result. Most of the spatial dependence in the model
was accounted for by the external field prior. When σ∆ was doubled to 14.6mm,
the segmentation accuracy decreased overall but the contribution from the Potts
model was larger (mean pairwise difference of 4.41% with standard deviation of
0.21). When the uncertainty was increased still further, the Potts model actually
made the accuracy worse. This can be seen in Fig. 4.5 for σ∆ ∈ {21.9, 29.2,36.5}.
This is because the Potts model relies on the labels of the neighbouring pixels. If
many of the pixels are misclassified, this will then bias the probabilities of the labels
towards an incorrect value.
The value of the inverse temperature obtained by path sampling also changed
as the uncertainty in the prior increased. Fig. 4.6 shows the posterior mean of β for
the 27 cone-beam CT scans. It is evident from Eq. (4.8) that β is a free parameter
that balances the strength of spatial association against the external field (which in
our model is data× prior). The external field prior becomes weaker as the standard
deviation increases, thus the value of β is lower to compensate.
4.4.3 Radiotherapy patient data
In this section we demonstrate how the external field prior can be applied to bio-
logical data. Our retrospective study has been approved by the Human Research
Ethics Committees of Queensland Health (Metro South HREC/12/QPAH/475 and
SSA/12/QPAH/493) and Queensland University of Technology (1200000724). The
radiotherapy treatment plan, with its associated fan-beam CT scan and manual
contours, as well as daily cone-beam CT scans are collected routinely as part of
the standard clinical protocol for external-beam radiotherapy of prostate cancer
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Figure 4.6: The effect of uncertainty in the external field prior on the posterior
mean of the inverse temperature for 27 cone-beam CT scans.
patients.
The patient was treated with a Varian linear accelerator using the same scanning
protocol that we employed in Section 4.4.1 for our ED phantom study. Fan-beam
CT scanners are calibrated in Hounsfield units (HU) with air at −1000 HU and wa-
ter at 0 HU [Kalender, 2011]. There is a well-known linear relationship between
tissue density (ED ×1023/cm3) and the corresponding HU values, as shown in Fig-
ure 4.7a. The cone-beam CT scanner was not calibrated on the same scale, but there
was still a linear relationship, shown in Figure 4.7b. We obtained estimates of the
densities of the organs of interest (prostate, seminal vesicles, bladder and rectum),
shown in Table 4.3, from the Pinnacle3 v9.4 treatment planning system (Philips
Healthcare, Fitchburg, WI, USA). As expected, these fell somewhere between the
value of adipose and muscle, in the region of soft tissue. We obtained priors for
the pixel intensities by predicting from a linear regression model. We found that
the estimates of cone-beam CT pixel intensity derived from the ED phantom were
biased towards underestimating the pixel intensity values in patient scans. This is
why there is a difference of 200 between the values of Table 4.1 and Table 4.3.
The treatment planning contours of the prostate, seminal vesicles, solid bladder
and rectal wall were exported to Pinnacle3 .ROI files for computation of the spatial
prior. An axial slice of the fan-beam CT scan with planning contours is shown in
Figure 4.8a. The coordinate reference system was translated to account for differ-
ences in spatial resolution and isocentre between the fan-beam CT and cone-beam
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(b) Cone-beam CT.
Figure 4.7: Linear relationship between tissue density (ED) and pixel intensity in CT
scans for the 9 tissue types comprising the ED phantom. The mean and confidence
intervals are shown, as well as the line of best fit.
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Table 4.3: Informative priors for the means and variances of each tissue type in the
patient data, using electron density estimates obtained from the Pinnacle3 treat-
ment planning software.
Tissue Type ED pi(µ j) pi(σ2j )
(×1023/cm3)
Gas 0.634 −412.6 90.062
Adipose 3.180 −116.8 79.362
Muscle 3.483 −63.3 71.552
Spongy Bone 3.730 8.9 87.362
Dense Bone 5.052 277.9 89.942
Prostate 3.443 −73.8 76.712
Sem. Ves. 3.393 −80.0 76.712
Bladder 3.379 −81.7 76.712
Rectum 3.244 −98.5 76.712
CT scans. We used multivariate normal distributions to represent spatial uncer-
tainty, rather than the isotropic model in Eq. (4.6):
γi, j =
1
n j
∑
h∈ j
MVN
 
i − h | µ∆ j,Σ∆ j

, (4.16)
whereMVN(x |µ,Σ) is the multivariate normal density and i−h is the 3D displace-
ment vector from the coordinates of pixel h to the coordinates of i (in millimetres).
(4.16) is based on the Mahalanobis [1936], rather than Euclidean, measure of dis-
tance.
We used the values for the means and variances that were published by Frank
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et al. [2008]:
∆prostate ∼ MVN


0.1
0.2
−0.5
 ,

4.12 0 0
0 0.92 0
0 0 2.92

 , and
∆SV ∼ MVN


1.2
−0.9
−0.7
 ,

7.32 0 0
0 1.92 0
0 0 4.52

 .
Although we have treated the three axes (anteroposterior, lateral and superoinfe-
rior) as independent, a model that included negative correlation might be more
realistic. A meta-analysis of similar studies could be conducted to produce a more
accurate estimate of the distribution. Computation of the external field prior took 7
hours for the prostate, 4 hours for the seminal vesicles, 15.5 hours for the bladder,
and 8 hours for the rectum. A visualisation of the spatial distribution is shown in
Figure 4.8b.
The cone-beam CT scan was cropped to the region of interest, 182×182×80 vox-
els (a cube 160×160×160 mm). An axial slice from the cone-beam CT is shown in
Figure 4.8c. Muscle, adipose tissue and bone was treated as spatially homogeneous
within that region, with a uniform prior on the external field. Precomputation for
path sampling took 1 hour and 9 minutes for 41 values of β . The model was run for
55,000 iterations, discarding the first 5,000 as burn-in, which took 16 hours. The
resulting segmentation is shown in Figure 4.8d. The prostate, bladder and bony
anatomy are much clearer in the segmented image than in the raw cone-beam CT
scan. These results show great promise for assisting radiotherapists in interpreting
these images. The quality of the segmentation in the posterior half of the image is
not as good, due to errors in labelling the rectum. Chen et al. [2010] have reported
similar issues with their method, due to the irregular geometry and motion distri-
bution of this organ. Addressing this issue might require replacing the multivariate
normal density in (4.16) with a more complex representation. Zhou et al. [2010]
have reported some success with deformable template models.
4.5 Discussion
We have proposed a novel formulation for introducing additional spatial prior in-
formation into the hidden Potts model, via an external field. We fit this model using
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(c) Cone-beam CT scan.
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(d) Segmentation result.
Figure 4.8: An example segmentation result for a cone-beam CT scan of a radio-
therapy patient.
87
a combination of Gibbs sampling, chequerboard updating and path sampling. The
full source code for our implementation of these algorithms is available from the
companion website. The method is particularly applicable in longitudinal imaging,
where the segmentation of one image can be used as a prior for the next. In this
paper we have used the same prior for every image, since we focused on compar-
ing the results that were obtained when the prior was not used. In a longitudinal
setting it would also be possible to update the prior dynamically as each image
is processed, using a similar approach to Alston et al. [2007] for the mean and
variance.
In situations where the intensity values and spatial homogeneity are insuffi-
cient for accurate classification of the image pixels, an external field prior substan-
tially improves segmentation accuracy. We demonstrated our method by applying
it to cone-beam CT scans, which are medical images that can be used for image-
guided interventions, such as external-beam radiotherapy. The external field prior
improved the pixel misclassification rate from 87% to 6%. We have also applied our
method to biological data, demonstrating that the external field prior can be com-
puted from the planning CT scan and manual contours that are routinely available
in a clinical setting.
This method shows great potential for application in automated analysis of daily
cone-beam CT scans of radiotherapy patients. By deriving the external field prior
from a patient’s treatment plan, the method would better accommodate within-
patient variation than the probabilistic anatomical atlases currently in use. The
method could also be applied to other images, such as MRI or satellite remote sens-
ing. These applications involve repeated observations of a subject over time. In
order for the external field prior to be most effective, the rate of change in the sub-
ject should be gradual, relative to the frequency with which the process is observed.
Due to the runtime of 16 hours, the MCMC algorithms described in this paper
would be unsuitable for online use during patient treatment. However, they could
be used offline for dose tracking and other monitoring activities. Approximate algo-
rithms such as iterated conditional modes [ICM; Besag, 1986] or variational Bayes
[VB; McGrory et al., 2009] could also be used to fit the model in time-critical ap-
plications such as image-guided radiotherapy. In Moores et al. [2014] we have
previously shown that the hidden Potts model with external field prior can be fit
using ICM with an average runtime of only 9 minutes. A drawback of these meth-
ods is that the options for estimating the inverse temperature are more limited,
although a fixed value of β would be sufficient for most purposes.
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Preamble to Chapter 5
This chapter provides a brief overview of Bayesian modelling approaches for spa-
tial data and investigates some of the associated computational challenges. It com-
mences with a review of Bayesian mixture models and Markov random fields, with
enabling computational algorithms including Markov chain Monte Carlo (MCMC)
and integrated nested Laplace approximation (INLA). Following this, we focus on
the Potts model as a canonical approach, and discuss the challenge of estimating
the inverse temperature parameter that controls the degree of spatial smoothing.
We compare three approaches to addressing the doubly intractable nature of the
likelihood, namely pseudo-likelihood, path sampling and the exchange algorithm.
These techniques are applied to satellite data used to analyse water quality in the
Great Barrier Reef.
The paper addresses the second applied aim of the thesis by classifying pixels
in satellite imagery according to the abundance of phytoplankton, as well as im-
puting missing data due to cloud cover. It also addresses the computational aims
by comparing three of the existing methods for Bayesian inference with intractable
likelihoods, as well as by demonstrating INLA for approximate inference in image
analysis.
This chapter was presented at the 33rd International Workshop on Bayesian
Inference and Maximum Entropy Methods in Science and Engineering (MaxEnt
2013). The conference paper is reprinted here in its entirety.
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Chapter 5
Bayesian approaches to spatial inference:
modelling and computational challenges
and solutions
5.1 Introduction
The link between MaxEnt and Bayesian estimation is well known, especially for
spatial models. For example, any Markov random field (MRF) that is defined us-
ing the Gibbs measure and Hammersley-Clifford theorem has a maximum entropy
interpretation [Grenander and Miller, 2007, chap. 4]. In this paper, we review
the autonormal model and hidden Potts model, two kinds of MRF that can be
used for image analysis. These models are applied to remotely sensed imagery
from the Moderate-resolution Imaging Spectroradiometer (MODIS-AQUA). We fit
the autonormal model using integrated nested Laplace approximations (INLA) for
smoothing and interpolation of the pixel values. We also compare three different
Markov chain Monte Carlo (MCMC) algorithms for fitting the hidden Potts model.
The Potts model is used to classify the image pixels into regions of similar values.
A MRF represents spatial correlation between neigbouring nodes i ∼ ` in a
lattice:
p(x i|x i∼`,ϑ) = exp

1
ϑ
∑
i∼` f (x i, x`)
	
Z(ϑ)
(5.1)
where ϑ is a scale parameter, −ϑ−1∑i∼` f (x i, x`) is the potential of the Gibbs field
and Z(ϑ) is known as the normalising constant or partition function. A wide variety
of different MRF models can be defined by choosing different forms of potential
energy function.
Besag [1974] introduced the autonormal model, also known as the intrinsic
conditional autoregressive (CAR) prior. The intrinsic CAR is a Gaussian MRF where
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the potential function is defined in terms of pairwise differences between nodes:
p

x i|x i∼`,σ2sp
 ∝ exp¨− 1
2σ2sp
∑
i∼`
(x i − x`)2
«
(5.2)
where σ2sp is the variance of the spatially-correlated error. Each node is normally
distributed with expectation equal to the average of the values of its neighbours,
according to:
x i|x i∼`,σ2sp ∼ N

1
ni
∑
i∼`
x`,
σ2sp
ni

(5.3)
where ni is the number of neighbours of node i. The differences between the latent
Gaussian field and the observed data y are conditionally independent:
yi|x i,σ2y ∼ N

x i, σ
2
y

(5.4)
We use an integrated nested Laplace approximation (INLA) to fit this model to the
satellite data, as explained in the following section.
The hidden Potts [1952] model is a MRF with discrete states x ∈ 1 . . . k, defined
according to:
p(x i|x i∼`,β) = exp

β
∑
i∼`δ(x i, x`)
	∑k
j=1 exp

β
∑
i∼`δ( j, x`)
	 (5.5)
where δ(u, v) is the Kronecker delta function. Thus, the potential function is a
weighted count of the neighbours of node i that share the same label. The parame-
ter β , known as the inverse temperature, governs the strength of spatial association
between labels. Under the assumption of additive white noise, the observed data y
is normally distributed conditional on the latent states:
yi|x i= j iid∼ N

µ j,σ
2
j

(5.6)
Thus the hidden Potts model can also be interpreted as a spatial mixture model
[Mohammad-Djafari, 2008].
5.2 Integrated Nested Laplace Approximation
Integrated, nested Laplace approximation (INLA) is a computational method that
was introduced by Rue et al. [2009] for fast evaluation of latent Gaussian models.
Under certain regularity conditions, a unimodal posterior distribution approaches
normality as the sample size increases, with variance given by the inverse of the
Fisher information [Gelman et al., 2013, Appendix B]. The Laplace approximation
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[Tierney and Kadane, 1986] replaces the posterior by a ratio of two Gaussians, with
the numerator approximating the unnormalised posterior and the denominator ap-
proximating the normalising constant. The mean of the Gaussian approximation is
situated at the posterior mode, with variance calculated as the local curvature of
the distribution, evaluated at the mode. This can be extended to more than one
variable using a multivariate Normal distribution with precision-coprecision matrix
equal to the negative of the Hessian matrix at the posterior mode. Often this matrix
will be very sparse, with zero elements implying conditional independence between
the corresponding variables. Rather than drawing samples from the posterior, as
would be done in MCMC, INLA uses multivariate Newton solvers to find the param-
eter values that maximise the posterior density. This method is implemented in an
R package [Martins et al., 2013] available from www.r-inla.org.
The joint distribution of the intrinsic CAR model with known variance is already
multivariate Normal, but the variance can be treated as a free parameter in order to
estimate its posterior distribution. The Laplace approximation of the log-precision
is nested within the joint distribution of the nodes, x| log
n
1
σˆ2sp
o
. The marginal pos-
terior of the nodes can then be approximated by numerical integration.
The computational speed of INLA also makes it possible to extend the neigh-
bourhood scheme beyond the usual first-order (nearest) neighbours. For example,
the two-dimensional random walk (2DRW) model approximates a thin plate spline
smoother using a second-order polynomial:
E

x i|x i∼`,σ2sp

=
1
20
8 ◦ ◦ ◦ ◦ ◦◦ ◦ • ◦ ◦◦ • ◦ • ◦
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
− 2
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦
− 1
◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ •
◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦
 (5.7)
Unlike the first-order CAR model of (5.3), the neighbours in the 2DRW model are
not equally-weighted. The graphical notation of (5.7) indicates that the closest
four neighbours are each given a weight of 8, while the diagonal neighbours are
given a weight of −2 and the more distant neighbours are given a weight of −1.
The derivation of (5.7) and the graphical notation are explained further in Rue and
Held [2005, ch. 3]. This principle can be extended even further to construct an
MRF approximation to the continuous spatial models used in geostatistics. This
has been demonstrated for the Gaussian process with Matérn covariance [Lindgren
et al., 2011] and the log-Gaussian Cox process [Illian et al., 2012].
5.3 Doubly-Intractable Likelihood
The INLA approach is not applicable to the hidden Potts model because the latent
state space is discrete, resulting in a multimodal posterior. If natural conjugate
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priors are used for the means and variances of the mixture components then they
can be simulated using Gibbs sampling. Computational methods for simulating
the latent labels are described by Winkler [2003]. Simulating from the inverse
temperature parameter requires specialised methods because the partition function
Z(β) is doubly-intractable (both analytically and computationally). It involves a
sum over all possible combinations of the labels x ∈ X:
Z(β) =
∑
x∈X
exp{βS(x)} (5.8)
where S(x) =
∑
i∼`∈N δ(x i, x`) is the sufficient statistic of the Potts model. We
review three methods for simulating from the inverse temperature without eval-
uating the partition function. These methods are pseudolikelihood [Rydén and
Titterington, 1998], path sampling [Gelman and Meng, 1998] and the exchange
algorithm [Murray et al., 2006].
Pseudolikelihood approximates Eq. (5.8) using the product of the conditional
densities in Eq. (5.5). Proposed values of β ′ can be drawn using a random walk
and evaluated using a pseudolikelihood approximation to the Metropolis-Hastings
(MH) ratio. Pseudolikelihood is very fast, but the approximation error increases for
large values of β .
Path sampling involves precomputation of the expectation of the sufficient statis-
tic for fixed values of β . During model fitting, these precomputed values are inter-
polated to approximate E[S(x)|β ′] for the proposed values of β ′. The MH ratio can
then be approximated using numerical integration, according to the path sampling
identity:
log
§
Z(β◦)
Z(β ′)
ª
=
∫ β◦
β ′
E[S(x)|β]dβ (5.9)
The precomputation can be costly for large datasets, but the output can be reused if
there are multiple datasets that are approximately the same size and use the same
number of mixture components k.
The exchange algorithm is an exact method for simulating from the inverse
temperature using an auxiliary variable. The auxiliary variable w is drawn from
Eq. (5.5) for the proposed value of β ′ so that the partition function cancels out in
the MH ratio:
ρ =
q(β◦|β ′)pi(β ′)exp {β ′S(x)}Z(β◦)
q(β ′|β◦)pi(β◦)exp {β◦S(x)}Z(β ′)
exp {β◦S(w)}Z(β ′)
exp {β ′S(w)}Z(β◦) (5.10)
If β ′ is drawn from a symmetric random walk then the ratio q(β
◦|β ′)
q(β ′|β◦) = 1. If a uniform
prior is used for β then the ratio pi(β
′)
pi(β◦) also cancels, simpliflying the logarithm of the
MH ratio to log{ρ} = (β ′ − β◦)S(x) + (β◦ − β ′)S(w). Since the auxiliary vector w
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has the same dimension as the latent labels x, simulation of this variable can be
expensive for large datasets. The exchange algorithm is only exact when perfect
sampling [Propp and Wilson, 1996] is used to simulate w. Cucala et al. [2009]
use 500 iterations of Gibbs sampling for the auxiliary variable, which results in an
approximate exchange algorithm with reduced computational cost.
Fast approximations are available for fitting the hidden Potts model, such as it-
erated conditional modes (ICM) [Besag, 1986] or variational Bayes (VB) [McGrory
et al., 2009]. However, the options for estimating the inverse temperature are lim-
ited. Path sampling and the exchange algorithm estimate the ratio of normalising
constants, which is ideal for MCMC but makes these methods unsuitable for use
in deterministic, iterative algorithms like ICM or VB. Pseudolikelihood produces a
direct approximation of Eq. (5.8), so it is able to be used in combination with these
faster algorithms.
5.4 Satellite Remote Sensing
We illustrate these methods using satellite imagery of the water off northern Queens-
land, Australia, including the Great Barrier Reef lagoon. The image was obtained
from the Moderate-resolution Imaging Spectroradiometer (MODIS-AQUA) at a res-
olution of 1km per pixel. The pixel intensity values illustrated in Fig. 5.1 are an
estimate of the concentration of chlorophyll-a (in milligrams per cubic metre) de-
rived from the ratio of reflectance of blue and green light [O’Reilly et al., 2000].
Chlorophyll levels are an indicator of the abundance of phytoplankton, which is an
important measure of water quality. The image lattice has 267,867 nodes that are
connected by 481,237 edges, not including the missing data. The main causes of
missingness are pixels that fall on land, such as the Queensland coastline visible in
Fig. 5.1, or pixels that were obscured by cloud cover.
We used INLA to fit two Gaussian MRF models to this data. We also compared
pseudolikelihood, path sampling and the exchange algorithm for estimating the
inverse temperature of a hidden Potts model. Computations were performed on a
cluster of 8 core, 2.66GHz Intel Xeon computers with 48GB RAM, running 64bit
GNU/Linux 3.0.74 and R 3.0.1. Some related experiments have been published in
Falk [2010], Falk et al. [2015].
5.4.1 Gaussian MRF models
Using INLA, we fit both the intrinsic CAR model and the 2D random walk to illus-
trate the effect of the larger neighbourhood region. These models can be used to
smooth the observed values, but more importantly they can also provide estimates
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(b) Histogram of the observations.
Figure 5.1: Distribution of chlorophyll in the Great Barrier Reef, Queensland, Aus-
tralia.
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Table 5.1: Inference for the Gaussian MRF models.
Model Intercept 95% CI for σy 95% CI for σsp Time
CAR [0.1216;0.1219] [0.0037;0.0041] [0.0293;0.0296] 14h
2DRW [−0.2281;0.9676] [0.0126;0.0127] [0.0261;0.0268] 43h
for the missing data. Table 5.1 shows Bayesian credible intervals for the standard
deviation of the latent Gaussian MRF σsp and the independent residuals σy . We
also report the elapsed (wall clock) time for fitting the models. The intrinsic CAR
model provides a closer fit to the data, shown by the higher precision of the resid-
uals. The fitted values for both models are illustrated in Fig. 5.2. Although the
extreme values appear to correspond with the missing data in the northern half
of the image, this corresponds with large values in the observed data (shown in
Fig. 5.1a) and is not purely an invention of the model. There are a wider range of
fitted values in the 2DRW model due to the larger conditional variance and hence
the poorer fit of this model to the observed data.
5.4.2 Hidden Potts model
The intrinsic CAR and 2DRW models of the previous section used continuous, Gaus-
sian latent variables. This makes these models more suited to smoothing and in-
terpolation of the pixel values. The latent variables in the hidden Potts model are
discrete, which is suitable for classification of pixels into a number of groups.
We ran pseudolikelihood, path sampling and the exchange algorithm for 20,000
MCMC iterations each, discarding the first ten thousand as burn-in. The results are
shown in table 5.2. The exchange algorithm took two orders of magnitude longer,
which follows from using 500 iterations of Gibbs sampling to draw the auxiliary
variable. Precomputation of E[S(z)|β] for path sampling took 16 hours for 61 val-
ues of β . Pseudolikelihood was the fastest method but produced a much higher
posterior estimate of β than either path sampling or the exchange algorithm. Pixel
classifications from all three algorithms are illustrated in Fig. 5.3. Some small dif-
ferences are visible, but most pixels have been allocated to the same mixture com-
ponent.
5.5 Discussion
Both maximum entropy and Bayesian models are now firmly entrenched in a wide
range of disciplines. For example, the description of MaxEnt for spatial modelling of
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Figure 5.2: Fitted values from (a) intrinsic CAR model, and (b) 2D random walk.
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Table 5.2: Inference for the inverse temperature hyperparameter.
Method 95% CI for β Elapsed CPU time
Pseudolikelihood [1.762; 1.787] 13min 1h 45min
Path sampling [1.374; 1.381] 10min 1h 15min
Exchange algorithm [1.419; 1.429] 41h 23min 323h 51min
(a) Pseudolikelihood
(b) Exchange Algorithm (c) Path Sampling
Figure 5.3: Classification of image pixels using different algorithms to estimate β .
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disease by Stevens and Pfeiffer [2011] is paralleled by the description of Bayesian
spatial models for this purpose by Besag et al. [1995], Cramb et al. [2011] and
many others. In the context of multispecies conservation and planning, Carroll et al.
[2010] showed that the fit of Bayesian spatial models based on a CAR prior was 35%
to 55% better than the fit of analogous independent models, and that they outper-
formed analogous spatial models developed using MaxEnt methods proposed by
Phillips and Dudík [2008] and also described by Elith et al. [2006].
We have reviewed methods for fitting Markov random fields with either con-
tinuous or discrete state spaces. We demonstrated that Gaussian MRF models can
be fitted using INLA, which provides a faster alternative to MCMC algorithms. The
intrinsic CAR and 2D random walk models provide a smoothly-varying latent field
that can be used to extrapolate missing data in satellite imagery.
We also compared three algorithms for estimating the inverse temperature of
a hidden Potts model, namely pseudolikelihood, path sampling and the exchange
algorithm. Although pseudolikelihood overestimated β , it was much faster than
the other algorithms and still produced reasonable labelling of the pixels. McGrory
et al. [2009] and Falk et al. [2015] have reported similar findings with pseudo-
likelihood on other images. More research is needed into the tradeoff between
accuracy and speed for image analysis, particularly with regard to the sensitivity of
the other model parameters, the pixel labels as well as the means and variances of
the mixture components, to errors in β .
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Preamble to Chapter 6
Most of the existing algorithms for approximate Bayesian computation (ABC) as-
sume that it is feasible to simulate pseudo-data from the model at each iteration.
However, the computational cost of these simulations can be prohibitive for high
dimensional data. An important example is the Potts model, which is commonly
used in image analysis. Images encountered in real world applications can have
millions of pixels, therefore scalability is a major concern. We apply ABC with a
synthetic likelihood to the hidden Potts model with additive Gaussian noise. Us-
ing a pre-processing step, we fit a binding function to model the relationship be-
tween the model parameters and the synthetic likelihood parameters. Our numer-
ical experiments demonstrate that the precomputed binding function dramatically
improves the scalability of ABC, reducing the average runtime required for model
fitting from 71 hours to only 7 minutes. We also illustrate the method by estimating
the smoothing parameter for remotely sensed satellite imagery. Without precom-
putation, Bayesian inference is impractical for datasets of that scale.
The paper addresses both computational aims of the thesis by developing an ap-
proximate algorithm for Bayesian inference with intractable likelihoods, improving
the scalability of ABC-SMC so that it is feasible for large datasets such as satellite
images.
This chapter has been written as a journal article for which I am the principal
author. It was presented at the 5th IMS-ISBA Joint Meeting (MCMSki IV). It is
reprinted here in its entirety.
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Chapter 6
Preprocessing for approximate Bayesian computation in
image analysis
6.1 Introduction
For many important problems, the computational cost of approximate Bayesian
computation (ABC) is dominated by simulation of pseudo-data. This is particularly
the case for the Potts model, for which an ABC algorithm was developed by Grelaud
et al. [2009]. For real world applications in image analysis, the dimension of the
state vector can correspond to millions of pixels. The distribution of these states
is highly correlated, requiring algorithms such as Swendsen and Wang [1987] to
simulate efficiently from the generative model. In his comparison of sequential
Monte Carlo (SMC-ABC) with a particle Markov chain Monte Carlo (PMCMC) al-
gorithm, Everitt [2012] found in both cases that the computational requirements
were dominated by simulation of this state vector.
Adaptive ABC algorithms have been developed to reduce the number of itera-
tions required through more efficient exploration of the posterior. Various particle-
based methods have been proposed by Sisson et al. [2007], Beaumont et al. [2009],
Toni et al. [2009], Drovandi and Pettitt [2011], Jasra et al. [2012], Filippi et al.
[2013] and Sedki et al. [2013]. The SMC-ABC algorithm of Del Moral et al. [2012]
uses multiple replicates of the summary statistics for each particle, which accounts
for heteroskedasticity in the relationship between the statistics and the parameter
values. This algorithm also has the advantage that computation of the importance
weights is linear in the number of particles. Both the ABC tolerance ε and the
Metropolis-Hastings (MH) proposal bandwidth σ2MH are selected adaptively, which
reduces the need to tune SMC-ABC for specific applications.
Regression adjustment for ABC was introduced by Beaumont et al. [2002], who
post-processed the ABC output by fitting a local linear regression. By modelling the
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relationship between the simulated parameter values and the corresponding sum-
mary statistics, they improved the estimate of the posterior density even with large
values of the ABC tolerance. Blum and François [2010] took a similar approach,
except that they used a nonlinear, heteroskedastic regression. They then performed
a second ABC run, using the estimate of the posterior to draw parameter values.
The idea proposed in this paper has a strong connection with indirect infer-
ence [e.g. Gouriéroux et al., 1993]. We assume that the underlying (intractable)
distribution of the summary statistic of interest can be approximated well by an
alternative parametric model with a tractable distribution. This so-called auxiliary
model contains a different set of parameters. The indirect inference nature of our
method requires learning the relationship between the parameters of the auxiliary
model and the true model, often referred to as the mapping or binding function.
Wood [2010] assume a normal parametric model with mean and covariance pa-
rameters. Our application involves a single summary statistic and we adopt the
approach of Wood [2010] and use a normal distribution with a mean and a vari-
ance parameter. Wood [2010] learn the auxiliary parameters for each value of the
true parameter proposed during a MCMC run by simulating independently a large
collection (say of size M) of summary statistics from the true parameter and esti-
mating the corresponding auxiliary parameters based on the sample moments of
the generated summary statistics. We note that the resulting target distribution of
the method depends on the choice of M [Drovandi et al., 2015]. Our approach
differs in that we estimate the binding function prior to running our Bayesian al-
gorithm via producing model simulations over a pre-defined grid (referred to here
as the precomputation step). We attempt to recover the true mapping between the
mean and variance auxiliary parameters with the true parameters (i.e. the limit as
M →∞) by using non-parametric regression techniques. An additional advantage
is that the output of the precomputation can be reused for multiple datasets that
share the same parameter space.
Despite superficial similarities with the “accurate ABC" method of Ratmann et al.
[2014], where an auxiliary model is also constructed over a sufficient statistic,
our approach cannot be seen as a special case of theirs as accurate ABC requires
repeated observations of the summary statistics and consistency of the auxiliary
model for its calibration step. We do not claim such proximity with the true pos-
terior distribution and doubt it can be achieved for the models we consider below.
Even though we are in the favourable case when the summary statistic is suffi-
cient, most assumptions in Ratmann et al. [2014] do not apply to our setting. The
construction of the binding function also highly differs in both motivations and
complexity. We nonetheless agree that those different approaches of Wood [2010],
Drovandi et al. [2011], Cabras et al. [2014], Ratmann et al. [2014], as well as
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ours, all relate in spirit to the original indirect inference method of Gouriéroux
et al. [1993]. The reader is referred to Drovandi et al. [2015] for more details
about the parametric auxiliary model approach adopted in this paper.
The rest of the paper is organised as follows. The ABC rejection sampler and
SMC-ABC are reviewed in Sect. 6.2. Precomputation of the binding function is
described in Sect. 6.3. In Sect. 6.4, we illustrate how this method can be applied
to the hidden Potts model with additive Gaussian noise. Sect. 6.5 contains results
from a simulation study as well as real imaging data from the Landsat 7 satellite.
The article concludes with a discussion.
6.2 Approximate Bayesian Computation
The ABC rejection sampler introduced by Pritchard et al. [1999] draws values of
the parameter from its prior distribution pi(θ ), then simulates pseudo-data x from
the model. One or more summary statistics s(x) are calculated from the pseudo-
data and compared to the values of those statistics in the observed data, s(y). If
the difference between the statistics is within the ABC tolerance threshold, then the
proposed parameter is accepted.
The simulation of pseudo-data from the generative model is typically the most
computationally intensive step in this process. The ABC rejection sampler works
best when prior information about the distribution of the parameter is available.
The acceptance rate under a sparse or uninformative prior can be extremely low,
requiring many pseudo-datasets to be generated for each parameter value that is
accepted. The ABC tolerance is a tunable parameter, since a large tolerance means
a higher acceptance rate but also increases the error in the estimate of the poste-
rior distribution. If the summary statistic is sufficient for the parameter, then the
distribution of the samples approaches the true posterior as ε approaches zero.
However, the number of samples that are rejected also increases, to the point that
almost none are accepted. Adaptive ABC methods have been developed to address
this inefficiency.
6.2.1 Sequential Monte Carlo
The SMC-ABC algorithm of Del Moral et al. [2012] evolves a set of N parameter
values, known as particles, through a sequence of T target distributions:
pit(θ ,x1...M |y)∝
∑M
m=1 I (∆(xm)< εt)
M

M∏
m=1
p(xm|θ )

pi(θ )
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where εt is the ABC tolerance threshold such that ε0 ≥ ε1 ≥ · · · ≥ εT , x1...M is a
set of M replicates of the pseudo-data that are generated for each particle, p(y|θ )
is the likelihood, I(·) is the indicator function, and ∆(x) is the distance between
the summary statistics of the pseudo-data and the observed data, ‖s(x)− s(y)‖, for
an appropriate norm. The SMC algorithm is related to parallel tempering [Geyer,
1991, 2011], where the use of replicate summary statistics bears some similarities
to ‘Noisy Monte Carlo’ [Alquier et al., 2015]. Algorithm 6.1 involves four major
stages: initialisation, adaptation, resampling, and mutation.
Algorithm 6.1 SMC-ABC
Initialisation:
1: t ← 0, ε0←∞
2: Draw θi,0 ∼ pi(θ ) ∀i ∈ 1 . . . N
3: Generate ~x i,m,0 ∼ f (·|θi,0) ∀i ∈ 1 . . . N , ∀m ∈ 1 . . . M
4: wi,0← 1N ∀i ∈ 1 . . . N
5: repeat
6: t ← t + 1
Adaptation:
7: Update εt by solving (6.3)
8: Update wi,t ∀i ∈ 1 . . . N according to (6.1)
Resampling:
9: if ESSt < Nmin then
10: Resample θi,t ∀i ∈ 1 . . . N
11: wi,t ← 1N ∀i ∈ 1 . . . N
12: end if
Mutation:
13: naccept← 0
14: for all i ∈ 1 . . . N do
15: if wi,t > 0 then
16: Draw θ ′i ∼ qt(·|θ·,t−1)
17: Generate ~x ′i,m ∼ f (·|θ ′i ) ∀m ∈ 1 . . . M
18: Calculate ρi according to (6.4)
19: Draw u∼ U(0,1)
20: if u< ρi then
21:
 
θi,t , ~x i,·,t
← θ ′i , ~x ′i,·
22: naccept← naccept + 1
23: else
24:
 
θi,t , ~x i,·,t
←  θi,t−1, ~x i,·,t−1
25: end if
26: end if
27: end for
28: until
naccept
N < 0.015 or εt = 0
Initialisation The algorithm is initialised at t = 0 by drawing a population of
particles θi,t from the prior, where i ∈ 1 . . . N . Each particle is associated with M
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replicates of the summary statistics calculated from pseudo-data. The generation
of multiple sets of pseudo-data xi,m,t for each particle increases the computational
cost relative to other ABC methods, but it better handles the situation where there
is sizeable variability in the value of the summary statistic for a given parameter.
This is the case for the hidden Potts model, as we explain in Sect. 6.4.
Adaptation At each iteration, the particles are assigned importance weights based
on the following formula:
wi,t ∝ wi,t−1
∑M
m=1 I
 
∆(xi,m,t−1)< εt
∑M
m=1 I
 
∆(xi,m,t−1)< εt−1
 (6.1)
These weights are normalised so that
∑N
i=1 wi,t = 1. These weights gradually de-
generate over successive iterations, which is measured by the effective sample size
[ESS; Liu, 2001, pp. 34–36]:
ESSt =

N∑
i=1
w2i,t
−1
(6.2)
The ABC tolerance εt is updated adaptively according to the desired rate α ∈ (0,1)
of the reduction in the ESS:
ESSt = αESSt−1 (6.3)
This equation must be solved iteratively, e.g. by interval bisection, since ESSt de-
pends on the weights w·,t , which in turn depend on εt according to (6.1).
Resampling If ESSt falls below a threshold value Nmin then the particles are all
resampled. The new population of N particles can either be drawn from a multino-
mial distribution with weights λi = wi,t or more complicated schemes can be used.
Del Moral et al. employed the systematic resampling scheme of Kitagawa [1996].
Once the particles have been resampled, all of the importance weights are set to
N−1 and thus the ESS is equal to N .
Mutation Finally, the particles with nonzero weight are updated using a random
walk proposal qt(θ ′|θt−1). The bandwidth σ2MH can be chosen adaptively using an
importance sampling approximation of the variance of θ under pit−1(θ |y), as in
Beaumont et al. [2009]. The pseudo-data is also updated using q(x′|θ ′) and jointly
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accepted with probability min(1,ρi) according to the MH acceptance ratio:
ρi =
∑M
m=1 I

∆(x′i,m)< εt

∑M
m=1 I
 
∆(xi,m,t−1)< εt
 qt(θi,t−1|θ ′i )
qt(θ ′i |θi,t−1)
pi(θ ′i )
pi(θi,t−1)
(6.4)
6.3 Precomputation of the Summary Statistic
Model fitting with ABC can be decomposed into two separate stages: learning about
the summary statistic, given the parameter (s(x)|θ ); and choosing parameter val-
ues, given the summary statistic (θ |s(y)). The first stage is achieved by simulating
pseudo-data from the generative model in a so-called precomputation step (dis-
cussed below), while the second is achieved via a Bayesian algorithm that utilises
the output of the precomputation. In the case of latent models there are additional
complications that will be discussed further in Sect. 6.4.2. To ease the exposition
of this section, we assume the data y are observed without error.
The precomputation step involves simulating pseudo-data for fixed values of
the parameter. Firstly we approximate the intractable distribution of the summary
statistic, f (s(y)|θ ), with an alternative parametric model that has a tractable likeli-
hood function, fA(s(y)|φ(θ )), which contains a different set of parametersφ. There
is a strong connection with indirect inference (e.g. Gouriéroux et al. [1993]) as our
method requires learning the mapping between θ and φ, φ(θ ), often referred to
as the binding function.
Wood [2010] adopts this approach and uses the auxiliary likelihood within a
MCMC algorithm. For each proposed value of θ , a set of M independent pseudo-
datasets are generated from the true model, x1:M = (x1, . . . ,xM), and the corre-
sponding summary statistics are constructed, s1:M = (s(x1), . . . , s(xM)), which can
be viewed as an independent and identically distributed sample from s(x)|θ . The
auxiliary model is then fit (using maximum likelihood or the method moments for
example) to this sample in order to estimate the parameter φ. We denote this esti-
mate of the mappingφ(θ ) asφ(θ , s1:M). Drovandi et al. [2015] note that the target
distribution of this method depends on the value of M , and if the auxiliary model
chosen is suitable, it is desirable to take M as large as possible.
The approach that we use to learn the mapping is different to that in Wood
[2010]. Here we define a (not necessarily regular) grid over the parameter space
Θ. For each θ within the grid a set of summary statistics, s1:M , are generated from
the true model and the corresponding auxiliary parameter is estimated, φ(θ , s1:M).
The next step is to use non-parametric regression techniques in order to smooth
out the effect due to a finite choice of M and to obtain a direct approximation of
the mapping, which we denote φˆ(θ ). Here each component of φ is regressed on
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the model parameter θ . These non-parametric regression models can be used to
predict the mapping for θ values not present in the grid. We refer to this procedure
for estimating the mapping as the precomputation step. Our approach, in addition
to mitigating the effect of M , has the advantage of being very useful when fitting
the same model to multiple datasets because the output of the precomputation can
be reused, thus amortising its computational cost. For alternative approaches to
combining nonparametric regression models with ABC, see the regression adjust-
ment method of Blum and François [2010] and the meta-modelling or emulation
approach of [Wilkinson, 2014].
Our application involving the Potts model only has a single summary statistic
and we follow Wood [2010] and assume a normal distribution for fA with mean
µ and variance σ2. Therefore our precomputation step requires the generation of
M pseudo-datasets for each value of β across a grid, recording the sample mean
and standard deviation of the summary statistic (i.e. estimates of the auxiliary pa-
rameters µ and σ) and then applying two separate non-parametric regressions to
estimate the mappings µ(β) and σ(β). It is important to note that for reasonable
size images it is not computationally feasible to generate perfect samples from the
Potts model. Instead we use an MCMC algorithm to generate a set of M correlated
pseudo-datasets and use these to calculate s1:M (see Sect. 6.4.1 for specific details
of this for the Potts model).
There are several approximations induced by our method. The first is associated
with replacing f with fA. Despite the summary statistic of the Potts model being
discrete, our choice of the normal distribution is appropriate due to the size of the
images being analysed. The second source of approximation arises from the esti-
mated mapping, φˆ(θ ), due to the non-parametric regressions. However, the qual-
ity of the constructed mapping can be assessed visually and/or by standard data
analytic techniques. For convenience in this paper we also introduce a third and
seemingly unnecessary approximation effect. The natural implementation, used in
Wood [2010] and Drovandi et al. [2015] for example, uses the auxiliary likelihood
estimate fA(s(y)|φˆ(θ )) directly in a Bayesian algorithm and avoids any comparison
of observed and simulated summary statistics (that is, specification of an ABC tol-
erance ε is not required). In this paper we use a more traditional ABC approach
and draw pseudo summary statistics from fA(s(·)|φˆ(θ )) for comparison with the
observed data (and thus require ε). We adopt this approach here for two reasons.
The first is for ease of implementation; having already developed an SMC-ABC al-
gorithm, all that is required is to replace the (expensive) simulation of pseudo-data
from the model with the (cheap) summary statistic draw from the auxiliary model.
The second motivation for our implementation approach is that a more direct com-
parison of the computational cost can be made between the SMC-ABC method with
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and without the precomputation step.
6.4 Hidden Potts Model
We illustrate our method using a hidden Potts model. The Potts model is a Markov
random field with discrete states z ∈ 1 . . . k. It is defined in terms of its conditional
probabilities:
p(zi|zi∼`,β) = exp

β
∑
i∼`δ(zi, z`)
	∑k
j=1 exp

β
∑
i∼`δ( j, z`)
	 (6.5)
where i ∈ 1 . . . n are the nodes in the image lattice, also known as pixels, β is a scale
parameter known as the inverse temperature, i ∼ ` are the neighbouring pixels of
i, and δ(u, v) is the Kronecker delta function. In this paper we use the first-order
neighbourhood, so i ∼ ` are the four pixels immediately adjacent to an internal
node of the lattice. Pixels on the image boundary have less than four neighbours.
The inverse temperature parameter governs the strength of spatial association.
A value of zero corresponds with spatial independence, while values greater than
zero increase the probability of adjacent neighbours having the same state. The full
conditional distribution of the inverse temperature is given by
p(β |z) = C(β)−1pi(β)exp {βS(z)} (6.6)
where C(β) is an intractable normalising constant. It involves a sum over all kn
possible combinations of the labels z ∈ Z:
C(β) =
∑
z∈Z
exp {βS(z)} (6.7)
A sufficient statistic is available for this model since it belongs to the exponential
family, as noted by Grelaud et al. [2009]. If E is the set of all unique neighbour pairs,
or edges in the image lattice, then the sufficient statistic is
S(z) =
∑
i∼`∈E
δ(zi, z`) (6.8)
Thus, this statistic represents the total number of like neighbor pairs in the image.
As β approaches infinity, all of the pixels in the image are almost surely assigned the
same label, thus the expectation of S(z) approaches the total number of edges |E|
asymptotically, while the variance approaches zero. When β = 0, the probability
of any pair of neighbours being assigned the same label follows an independent
Bernoulli distribution with p = k−1, thus S(z) follows a Binomial distribution with
expectation |E|/k and variance |E |k−1(1− k−1). The distribution of S(z) changes
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Figure 6.1: Comparison of the exact distribution of the Potts model for a trivial im-
age (n = 20, k = 3) with approximations using the Swendsen-Wang algorithm. The
continuous, curved line is the exact value and the points are the approximations.
The vertical line marks the critical value of β .
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smoothly between these two extremes, as illustrated by Fig. 6.1, but its computation
is intractable for nontrivial images. The expectations and standard deviations in
Fig. 6.1 were calculated for k = 3 unique labels and n = 20 pixels, much less than
required for any practical application.
The maximum variance of S(z)|β , which corresponds to the steepest gradient
in the expectation, occurs near the critical temperature. This is the point at which
the Potts model transitions from a disordered to an ordered state. The phase tran-
sition behaviour has analogies in physical systems, such as the Curie temperature
in ferromagnetic materials. When β > βcrit, the values of the labels begin to exhibit
long-range dependence and coalesce into clusters of similar values. Potts [1952]
showed that this critical point can be calculated exactly for a two-dimensional reg-
ular lattice by βcrit = log{1 +pk}, so βcrit ≈ 1.005 for k = 3 and βcrit ≈ 1.238 for
k = 6. The nonlinearity and heteroskedasticity evident in Fig. 6.1 will need to be
accounted for in our choice of binding function φˆ(β).
6.4.1 Precomputation of S(z)
Since it is impossible to sample from β |z directly, we use ABC methods. This re-
quires simulating pseudo-data from the Gibbs distribution pi(zi|zi∼`,β) defined by
(6.5). It is difficult to simulate from this distribution because neighbouring pixels
are highly correlated with each other, particularly for β > βcrit, thus pixels can re-
main in the same state for many iterations. We use the algorithm of Swendsen and
Wang [1987], which updates clusters of pixels simultaneously. The effect of the
approximation error can be seen in Fig. 6.1 for a trivial image, where computation
of the exact likelihood is feasible. Even though Swendsen-Wang is much less com-
putationally intensive than perfect sampling, simulating pseudo-data remains ex-
pensive, which is why we approximate fA(S(z)|φˆ(β)) offline using a pre-processing
step.
To estimate the binding function for the Potts model, we use 1000 values of the
inverse temperature, drawn from a truncated normal distribution β ∼N  βcrit, (βcrit/2)2 I(β >
0). This concentrates computational effort in the vicinity of the critical region, as
shown in Fig. 6.2. The expectation and standard deviation have been approximated
for a regular lattice with n = 125×125 pixels and k = 3, which corresponds to the
simulation study in section 6.5.1. For comparison, we show linear interpolation
between 61 values of β on a regularly spaced grid, so that the approximation error
due to a finite sample size can be seen. The simpler binding function provides a
very good fit for the distribution of the expected values, but there is a larger ap-
proximation error in the estimate of the standard deviation. This is particularly
evident at the critical point, where the variance of the sufficient statistic is much
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Figure 6.2: Approximation of the expectation and standard deviation of the suffi-
cient statistic for the Potts model with n = 125× 125 and k = 3. The continuous
line shows linear interpolation for 61 values of S(z)|β , while the points are 987
values approximated using Swendsen-Wang.
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Figure 6.3: Change in the value of the sufficient statistic according to the current
distribution of pit(β |z). The horizontal line shows the true value of S(z).
larger than estimated. We found that a binding function based on only 61 values
did not provide sufficient accuracy for our purposes.
We perform 1000 iterations of Swendsen-Wang for each value of β , discarding
the first 500 as burn-in. The remaining M = 500 iterations are used to compute
the expectation and variance of the sufficient statistic. It should be noted that this
operation is embarrassingly parallel, since the computation for each value of β is
completely independent. The results of this pre-processing step are stored in a
matrix, which can then be used to fit the same model to multiple datasets. Dur-
ing model fitting, these pre-computed values are interpolated to obtain µˆ(β ′) and
σˆ(β ′), then the conditional distribution of the sufficient statistic is approximated
by a Gaussian with these parameters.
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6.4.2 Additive Gaussian noise
In the hidden Potts model, the observed data y are independently distributed con-
ditional on the latent labels z. Under the assumption of additive Gaussian noise,
the observation process is characterised by
yi|zi= j iid∼ N

µ j,σ
2
j

(6.9)
Since each unique label value corresponds to the mean and variance of a Normal
distribution, this model can be viewed as a spatially-correlated generalisation of
the mixture of Gaussians.
When the parameters of these mixture components are unknown, they must
be estimated as part of the model fitting procedure. The joint distribution of all
random quantities is given by:
p(y,z,µ,σ2,β) = p(y|z,µ,σ2)pi(µ)pi(σ2)p(z|β)pi(β)
where the vectors of noise parameters are µ= (µ1, . . . ,µk) and σ2 = (σ21, . . . ,σ
2
k).
The conditional distribution of the latent labels is dependent on both the current
likelihood of the data as well as the distribution of the particles:
p(zi|yi,µ,σ2,β) =
p(yi;µzi ,σ
2
zi
)∑k
j=1 p(yi;µ j,σ
2
j )
p(zi|zi∼`,β) (6.10)
where p(y;µ,σ2) is the Gaussian likelihood and p(zi|zi∼`,β) is the Markov random
field defined by (6.5).
This data augmentation approach can be problematic for SMC-ABC because it
means that the summary statistic is a moving target, as shown in Fig. 6.3. The sum-
mary statistic in (6.8) is computed from the latent labels, therefore it only depends
indirectly on the observed data through the noise parameters µ,σ2. Accurate pos-
terior inference for β is only possible to the extent that the pixel labels and the
noise parameters have also been estimated correctly. It can take many SMC itera-
tions for all of the components of the model to converge. This is the third stage of
ABC estimation for latent models that was mentioned in section 6.3.
One approach to overcoming this circular dependency would be to include
the noise parameters µ j,σ
2
j in the state vector for each SMC particle. Updating
these parameters would require generating latent labels from (6.10), which would
severely limit the scalability of the algorithm. Simulating from the distribution
of pi(z|y,µ,σ2,β) is even more difficult than drawing pseudo-data from pi(z|β)
[Hurn, 1997, Higdon, 1998]. It is simply infeasible to do this for each particle indi-
vidually. Apart from the multiplication of computational cost by serveral orders of
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magnitude, there is also the issue of memory utilisation when updating particles in
parallel. A single copy of the state vector can require several megabytes of memory,
depending on the size of the image. Maintaining a copy of z for each thread would
be impractical for massively parallel implementation of the algorithm.
We propose a pragmatic alternative that preserves the scalability of our algo-
rithm, while enabling estimation of all of the components of the hidden Potts model.
We run a single MCMC chain in conjunction with our SMC-ABC algorithm, although
it would also be possible to maintain a small number of parallel chains. At the end
of each SMC iteration, we draw a random sample from the current distribution of
pit(β |z) according to the importance weights of the particles. These parameter val-
ues are used to update the pixel labels according to (6.10) by performing multiple
iterations of chequerboard sampling [Winkler, 2003, chap. 8], one for each value
of the parameter. After this sequence of updates, the new pixel labels reflect the
distribution of β at the current SMC iteration. It is important to note that it requires
several iterations to make substantial changes to the distribution of z, thus it is the
aggregate effect of all of these updates that transitions from z|pit−1(β) to z|pit(β).
The new state vector is used to calculate S(z), as well as the sufficient statistics of
the noise parameters y¯ j|z and s2j |z. We used 1000 MCMC iterations per iteration of
SMC to produce the results in section 6.5.
One downside of this method is that the MCMC chain can become stuck in a
low-probability region of the state space. This is the cause of the outliers that are
evident in Fig. 6.7. Once the Markov chain crosses the phase transition boundary
of the Potts model from a disordered to an ordered state, the correlations between
neighbouring pixels make the probability of transitioning back extremely low, irre-
spective of the values of β that are used. To mitigate this problem, we initialize z,µ
and σ2 at β = 0 during the initialisation phase of our algorithm. This increases the
probability that the starting value of S(z) will be below the critical region.
6.5 Illustration
This section contains experimental results with synthetic data as well as real satel-
lite imagery. In Sect. 6.5.1 we evaluate the performance and accuracy of our
method for 20 images that have been simulated using the Swendsen-Wang algo-
rithm for known values of β . We are thus able to compare the posterior distri-
bution with the true parameter value. In Sect. 6.5.2 we demonstrate our method
on an image obtained from the Landsat 7 satellite. This demonstrates that our
pre-computation step enables inference with ABC for datasets of realistic size. We
begin by calibrating our method against the SMC-ABC algorithm of Del Moral et al.
[2012] as well as the approximate exchange algorithm [Murray et al., 2006, Cucala
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Figure 6.4: Distribution of posterior sampling error for β , comparing SMC-ABC
using M = 50 replicates of the sufficient statistics with M = 200.
et al., 2009, Friel and Pettitt, 2011].
An R source package containing these algorithms is provided in Online Resource
1. Its computational engine is implemented in C++ using RcppArmadillo [Eddel-
buettel and Sanderson, 2014] with OpenMP for parallelism. Reference implemen-
tations of SMC-ABC are available in the supplementary material accompanying
Del Moral et al. [2012] and Everitt [2012]. Source code for the approximate ex-
change algorithm has been provided by Friel and Pettitt [2011] and Everitt [2012].
The elapsed times were recorded on 2.66GHz Intel Xeon processors. We used
8 parallel cores for fitting the model to each image and the precomputation was
performed on a dual-CPU computer with 16 parallel cores. Memory usage varied
depending on the number of pixels and the degree of parallelism. Approximate
memory requirements for each computation are reported below.
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Figure 6.5: Distribution of effective sample size (ESS) for model fitting with the
exchange algorithm in comparison to SMC-ABC with pseudo-data or precomputed
φˆ(β).
We fit the model to each image using N = 10,000 SMC particles with α= 0.97,
using residual resampling [Douc et al., 2005]. We drew M = 200 summary statistics
per particle from our precomputed binding function, but found that it was infeasible
to simulate that much pseudo-data during model fitting since it took an average of
2 hours 45 minutes per SMC iteration. Instead, we used M = 50 for SMC-ABC with
pseudo-data, which resulted in runtimes that were more reasonable. This made a
difference to the accuracy of the posterior, as shown in Fig. 6.4.
The exchange algorithm of Murray et al. [2006] is an exact method for in-
tractable likelihoods, but only when it is feasible to use perfect sampling to simulate
from pi(z|β). Even then, many studies such as McGrory et al. [2009] have shown
that this algorithm is very computationally intensive and takes longer as the value
of β increases. For this reason, Cucala et al. [2009] and Friel and Pettitt [2011]
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replaced the perfect sampling step with 500 iterations of Gibbs sampling, hence
creating an approximate exchange algorithm. The effect of this approximation on
the accuracy of posterior inference has been studied by Everitt [2012]. Since this
is a MCMC method, the samples of pi(β |y) are correlated, reducing the effective
sample size in comparison to the number of iterations. We found that 100,000 it-
erations were required to produce an ESS that was comparable with the SMC-ABC
methods, as shown in Fig. 6.5.
6.5.1 Simulation Study
Since the inverse temperature cannot be directly observed, we have used a simu-
lation study to evaluate the accuracy of our method where the true value of β is
known. Following a similar methodology to that introduced by Cook et al. [2006],
we first simulated 20 values of β from the prior, then generated 20 images from
the model that corresponded to those parameter values. Each image had 125×125
pixels with k = 3 unique labels. We used a uniform prior on the interval [0,1.005]
for β and natural conjugate priors pi(µ j) ∼ N(0, 1002) and pi(σ2j ) ∼ IG(1,0.01)
for the additive Gaussian noise. βcrit ≈ 1.005 for k = 3, as explained in Sect. 6.4.
Although the distribution of β is far from uniform, as shown in Fig. 6.2, we adopt
a uniform prior for the purpose of comparison with results from previous studies.
Precomputation of the binding function took 1 hour 23 minutes for 987 values
of β , using 1000 iterations of Swendsen-Wang for each. The resulting estimates of
µˆ(β) and σˆ(β) are illustrated in Fig. 6.2. Total CPU time for all 16 parallel threads
was 21 hours 50 minutes, indicating over 98% utilisation of the available capacity.
Memory usage was less than 1.3GB. Since the same mapping function was reused
for all 20 images, this runtime could be amortised across the entire corpus. Thus,
the cost of precomputation was less than 5 minutes per image.
Across the 20 simulated images, our algorithm took an average of 7 minutes
per image for between 49 and 107 SMC iterations. Using pseudo-data to compute
the sufficient statistic took an average of 71.4 hours for 45 to 111 SMC iterations.
The approximate exchange algorithm took an average of 14.4 hours for 100,000
iterations. Fig. 6.6 illustrates that this two orders of magnitude difference in the
distribution is consistent for both elapsed (wall clock) time and CPU time. This
shows that the gain in performance is due to computational efficiency, not because
of any increase in parallelism.
Fig. 6.7 shows that both SMC-ABC and the approximate exchange algorithm
produced erroneous estimates of β for some of the images, with a large difference
between the posterior distribution of the particles and the true value of the inverse
temperature. This is most likely due to problems with the Markov chain undergoing
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Figure 6.6: Distribution of CPU times (left) and elapsed (wall clock) times for model
fitting with the exchange algorithm in comparison to SMC-ABC with pseudo-data
or precomputed φˆ(β).
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(a) SMC-ABC with pseudo-data.
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(b) SMC-ABC with pre-computation.
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(c) Approximate exchange algorithm.
Figure 6.7: Results for the simulation study of 20 images. The x axis is the true
value of β and the y axis shows the posterior samples from pit(β |z)
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phase transition, as explained in section 6.4.2. We were able to compensate for
this problem by increasing the number of replicates of the summary statistic to
M = 200. Thanks to precomputation of the binding function, this had little impact
on the runtime of our algorithm.
6.5.2 Satellite Remote Sensing
We have also illustrated our method on real data, using a satellite image of Brisbane,
Australia. The pixel values correspond to the Normalized Difference Vegetation
Index (NDVI), which was calculated accordng to:
NDVI =
N IR− V IS
N IR+ V IS
(6.11)
In Landsat 7 images, the visible red (V IS) band corresponds to light wavelengths of
(0.63 . . . 0.69)µm and the near-infrared (N IR) band corresponds to (0.76 . . . 0.90)µm
[NASA, 2011].
The image was cropped to a region of interest that was approximately 40km
east to west and 20km north to south, containing a total of 978,380 pixels. This
region includes the city centre as well as suburbs and national parks to the south
and west. By labelling the pixels, we aim to quantify the levels of vegetation present
in the area and identify contiguous clusters of forest and parkland.
Precomputation of the mapping function took 13 hours 23 minutes for 987 val-
ues of β . Total CPU time for all 16 parallel threads was 75 hours 40 minutes,
indicating over 98% utilisation of the available capacity. Memory usage was ap-
proximately 6.5GB.
We used weakly informative priorspi(β)∼ U[0,3],pi(µ j)∼N(y¯, 5), andpi(σ2j )∼
IG(1,0.01) for the hidden Potts model with k = 6 unique labels. Model fitting took
5 hours 36 minutes using our algorithm. CPU time for 8 parallel threads was 39
hours, indicating 88% utilisation. The 95% posterior credible interval for β was
[1.243; 1.282].
Running the original SMC-ABC algorithm of Del Moral et al. [2012] on this
dataset is clearly infeasible, due to the cost of simulating pseudo-data. It takes
89 hours to perform a single SMC iteration on our hardware. We also found that
the exchange algorithm of Murray et al. [2006] was unable to scale to data of
this dimension, even when using 500 iterations of Gibbs sampling for the auxiliary
variable as recommended by Cucala et al. [2009]. It took 97 hours for 10,000
MCMC iterations. Discarding the first 5,000 as burn-in left an effective sample size
of only 390 due to auto-correlation of the Markov chain.
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6.6 Discussion
We have demonstrated that the scalability of ABC (and SMC-ABC in particular)
can be dramatically improved using a precomputed binding function for indirect
inference. We observed two orders of magnitude improvement in runtime in our
simulation study, from an average of 71 hours down to only 7 minutes. This en-
ables Bayesian inference for datasets of realistic scale, for which it was previously
infeasible. An important example is imaging datasets with a million pixels or more,
such as satellite remote sensing. We showed that our algorithm was able to esti-
mate the smoothing parameter of a satellite image, while neither the approximate
exchange algorithm nor the SMC-ABC algorithm of Del Moral et al. [2012] were
scalable enough to be practical.
The computation of the binding function is embarrasingly parallel and therefore
can make full use of modern computer architectures. Once the binding function has
been computed, it can be reused to fit the same model to multiple datasets. This
is an advantage in many applications such as satellite imaging, where there are a
large number of images with approximately the same dimensions. In a longitudinal
setting it would also be possible to update the binding function sequentially as
each image is processed, to increase its resolution in the region of highest posterior
density.
The other major issue that we have addressed is additive Gaussian noise, which
is commonly encountered in real world imaging data. Everitt [2012] and Stoehr
et al. [2015] have previously looked at ABC for latent models, where the state vec-
tor is not directly observed. However, their methods are only applicable where
the observed data and the latent model are both discrete, sharing the same state
space. The lack of identifiability induced by continuous observations creates a ma-
jor problem for ABC, since the summary statistics become a moving target. We
have introduced a pragmatic approach to reduce the tendency to become stuck in
low-probability regions of the parameter space, while preserving the scalability of
our method.
Our use of a precomputed binding function appears to be similar to that recently
and independently developed in Cabras et al. [2014], who select a multivariate
normal auxiliary model for the summary statistic and also use a precomputation
step similar to above. It is important to note, however, that Cabras et al. [2014]
assume that the covariance matrix of the auxiliary model is independent of θ . Such
an assumption is severely violated in our Potts model application (see Fig. 6.1b) and
unlikely to hold generally across models with intractable likelihoods. Furthermore,
Cabras et al. [2014] assume throughout their paper that the summary statistic must
be the same dimension as the parameter. We note here that this assumption is not
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required to use the preprocessing idea detailed in this paper. Finally, Cabras et al.
[2014] use a regular grid over the parameter space. We suggest that for nonlinear,
heteroskedastic auxiliary models it may be more appropriate to select a non-regular
grid in order to obtain a good estimate of the mapping by including more points
around regions where the gradient of the relationship is large.
The degree of complexity required for the binding function is dependent on
the dimensionality of the parameter space, the number of summary statistics, and
the properties of the relationship between them. These factors will also influence
how much pseudo-data (in terms of the grid size and the number of replicate
datasets) must be simulated in order to achieve a sufficiently good approximation
of the likelihood. The nonlinear, heteroskedastic regression that was applied by
Blum and François [2010] or Wilkinson [2014] would be a good choice in many
cases, although simpler techniques for estimating the binding function could also
be used. We assume that the summary statistics can be modelled as a continuous
and smoothly-varying function of the parameters. The output of the precomputa-
tion step can be used to verify empirically that this assumption holds for the specific
model under consideration.
Cabras et al. [2014] have shown that ABC with indirect inference can also be
applied to multivariate likelihoods, but only where the assumption of homoscedas-
ticity is met. More research is needed to extend this method to Gibbs random fields
such as the exponential random graph model (ERGM), which exhibits correlation
between its summary statistics dependent on the value of θ .
The current methods for indirect inference would suffer from the curse of di-
mensionality if applied to models with a huge number of parameters and/or sum-
mary statistics, such as those encountered in genetics. Our method degrades very
quickly as the number of parameters grows, because of a multi-grid requirement
that grows as a power of the dimension of the parameter. We rely on asymptotic
arguments as M →∞, therefore obtaining a sufficient number of simulations will
become much more difficult as the dimension of the parameter space increases. The
method that we have described is not universally applicable, nevertheless there ex-
ist a wide variety of models to which it could be successfully applied.
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Preamble to Chapter 7
This chapter contains a comparative study of Bayesian computational methods for
intractable likelihood problems. It addresses the first computational aim of the the-
sis by evaluating the accuracy and scalability of pseudolikelihood, the exchange al-
gorithm, path sampling, and approximate Bayesian computation. We use numerical
experiments, where the true value of β is known, as well as computed tomography
(CT) and satellite imagery.
The inverse temperature parameter of the Potts model governs the strength of
spatial cohesion and therefore has a substantial influence over the resulting model
fit. A difficulty arises from the dependence of an intractable normalising constant
on the value of this parameter and thus there is no closed form solution for sampling
from the posterior distribution directly. There are a variety of computational ap-
proaches for sampling from the posterior without evaluating the normalising con-
stant. These algorithms differ in their levels of accuracy and their scalability for
datasets of realistic size. Our findings provide guidance on selecting a suitable al-
gorithm for Bayesian image analysis. For nontrivial images, this necessarily involves
some degree of approximation to produce an acceptable compromise between ac-
curacy and computational cost.
This chapter has been submitted to a referred statistical journal and is currently
in review.
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Chapter 7
Scalable Bayesian Inference for the Inverse Temperature
of a Hidden Potts Model
7.1 Introduction
Markov random field (MRF) models have seen widespread use in image analysis
since their introduction by Besag [1974], as surveyed by Winkler [2003] and Li
[2009]. A MRF is a generalisation of the Markovian dependence structure to more
than one dimension: satellite imagery has two spatial dimensions, while medical
images such as computed tomography (CT) are three-dimensional. The hidden
Potts [1952] model employs a latent MRF on discrete states to describe spatial
dependence between adjacent neighbours. The degree of dependence in the model
is governed by a parameter known as the inverse temperature due to its origin in
statistical physics. It is difficult to set this parameter by trial and error, particularly
for noisy images. Rather than using a fixed value, it would be preferable to estimate
the inverse temperature as part of the model. However, the intractable normalising
constant of the Potts model depends on the value of the inverse temperature, which
means that there is no closed form solution for estimating its posterior distribution.
Rydén and Titterington [1998] derived a pseudolikelihood (PL) approximation
[Besag, 1975] to the intractable posterior density. Gelman and Meng [1998] in-
stead approximated the ratio of normalising constants using thermodynamic in-
tegration (TI), also known as path sampling. Møller et al. [2006] introduced an
auxiliary variable method that gives an exact MCMC algorithm for the special case
of a 2 component Potts model, also known as an Ising model. Murray et al. [2006]
proposed a variant of the exact method known as the exchange algorithm or multi-
ple auxiliary variable method (MAVM). By replacing the expensive perfect sampling
step [Propp and Wilson, 1996] with an approximation such as Gibbs sampling, Cu-
cala et al. [2009] developed an approximate exchange algorithm that can be applied
for Potts models with k > 2. Friel et al. [2009] introduced the reduced dependence
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Table 7.1: Scale of common types of images
Number Satellite CT slices HD Video
of pixels (90m2/px) (512×512) 1080p
26 0.06km2 . . . . . .
56 14.06km2 0.1 . . .
106 900.00km2 3.8 0.5
156 10251.56km2 43.5 5.5
approximation (RDA) which uses recursion to calculate the normalising constant on
small sub-lattices. McGrory et al. [2012] generalised RDA to an irregular lattice.
Grelaud et al. [2009] used the sufficient statistic of the Potts model to estimate
the inverse temperature using approximate Bayesian computation (ABC). Everitt
[2012] combined the approximate exchange algorithm with particle Markov chain
Monte Carlo (PMCMC) and also implemented ABC with sequential Monte Carlo
(SMC-ABC) for the Ising model. Although all of these methods work very well in
theory, the largest image used in any of these papers to demonstrate an algorithm is
less than ten thousand pixels. This does not give a reliable indication of how these
algorithms might perform when applied to images of a more substantial size.
Images containing multiple megapixels are now commonplace, from digital
photography and high-definition (HD) video to medical imaging and remote sens-
ing. Table 7.1 illustrates how the number of pixels translates to real world scale for
various types of images, including the area covered by a satellite image, the number
of axial slices of a CT scan, and the number of frames of HD video. Multispectral im-
ages from the Landsat 7 [NASA, 2011] and Landsat 8 [USGS, 2014] satellites have
a spatial resolution of 30 metres per pixel (area of 900m2). A Landsat image covers
an area of approximately 170km north-south by 183km east-west. Tomographic
reconstructions such as CT scans are usually represented as 3D image stacks, with
512 × 512 pixels per slice. The pixel resolution and slice width varies depending
on the clinical protocol. A single frame of HD video is typically 1920× 1080 pix-
els with 24 frames per second (fps), although higher frame rates and resolutions
(such as ultra high definition, UHD) are available. The volumes of data involved
in video processing necessitate specialised methods, which are beyond the scope
of this paper. For examples of Bayesian methods for video analysis, see Simoncelli
[1999], Minvielle et al. [2010], and the references therein. The remainder of the
discussion will focus on static images.
This is the first study to systematically investigate the scalability of methods for
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intractable likelihoods. In this paper we compare the performance of pseudolike-
lihood (PL), the approximate exchange algorithm (MAVM), thermodynamic inte-
gration (TI), and approximate Bayesian computation (ABC). By conducting these
experiments we are able to address questions such as how the computational cost
increases with the size of the images, as well as how much accuracy is lost by using
faster, more approximate methods. The imaging datasets, which include 2D re-
mote sensing and 3D medical imaging, are described in Section 7.2. We define the
hidden Potts model in Section 7.3 and examine the properties of its intractable nor-
malising constant. The various computational methods for estimating the inverse
temperature are reviewed in Section 7.4. We present our experimental results in
Section 7.5 and conclude the article with a discussion.
7.2 Data
7.2.1 Synthetic Data
The inverse temperature cannot be directly observed, so the only way to measure
the accuracy of a method is to use simulated data. We have adapted a method that
was proposed by Cook et al. [2006] for the purpose of assessing the correctness of
software for fitting a Bayesian model. Their central concept is to draw values of the
model parameters from the prior and simulate data using those parameters, then
fit the model and compare the estimate of the posterior distribution to the known
value. We do not make use of the χ2 test devised by Cook et al., since our goal is not
to evaluate the hypothesis that our implementation of the algorithm is correct. We
know that all four algorithms are approximations, therefore our aim is to compare
the performance of these algorithms under various conditions.
We use a uniform prior to draw values of the inverse temperature. This prior is
adopted because it reflects current practice and enables comparison between our
results and other recent studies. We use informative, conjugate priors for the means
and variances of the mixture components in our simulation study. This avoids the
problem of label switching and corresponds with the model that we use in our appli-
cations to real data. We use a fixed number of 3 mixture components to generate 6
datasets containing 20 images each. The images within a dataset all have the same
dimensions. The small images have 26 pixels (8× 8 for 2D images, or 4× 4× 4 for
3D). The medium images have 56 (125× 125, or 25× 25× 25). The large images
have 106 (1000 × 1000, or 100 × 100 × 100). This enables us to study how the
performance of the algorithms changes as the size of the images increases, as well
as how well these algorithms generalise to a 3D lattice.
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7.2.2 Satellite Remote Sensing
Landsat imagery of the Greater Brisbane region was converted to the Normalised
Difference Vegetation Index (NDVI). This index is calculated using the visible red
(RED) and near-infrared (N IR) bands:
NDVI =
N IR− RED
N IR+ RED
(7.1)
NDVI is generally used to detect vegetated areas, with an expected value for
vegetation being between 0.3 and 0.8. In this analysis, we are interested in detect-
ing clusters which relate to vegetated areas. The size of the data set does not enable
us to individually view the satellite image of Brisbane, however, as indicated in Fig-
ure 7.1b, a mixture model may be an appropriate means of determining clusters,
and attributes of clusters, specifically those related to vegetation. In addition, a
further goal of data analysis is detecting loss (or gain) of moderate sized vegetative
areas through time. A mixture model may also suit this task, as pixel movement
between clusters may indicate a change in habitat or land use.
7.2.3 Medical Images
Computed tomography (CT) is a technology for reconstructing a three-dimensional
image by filtered back-projection from X-ray beams [Kalender, 2011]. The pixel
intensities in a CT scan are linearly related to the electron density (ED) within the
object that is imaged. CT scanners are calibrated in Hounsfield units (HU) with
water at 0 HU and air at -1024 HU.
Rather than using biological images, which are difficult for the untrained eye
to interpret, in this paper we have used 27 CT scans of an ED phantom (CIRS,
Inc. model 062). This object is manufactured from epoxy and contains cylindrical
inserts that mimic the X-ray absorption of human tissue. Since the geometry and
density of this object is known, the CT scans can be used to explore the effect of
inverse temperature on segmentation accuracy. An example slice of a CT scan of the
ED phantom is illustrated in Figure 7.2. The cylindrical inserts are arranged in pairs,
clockwise from the top: lung (exhale); adipose (fatty tissue); dense (cortical) bone;
muscle; lung (inhale); breast (50% fat); spongy (trabecular) bone; and liver. The
body of the phantom is composed of water-equivalent solid and therefore should
have a mean pixel intensity of 0 HU.
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(a) Satellite image of Brisbane, Australia.
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(b) Histogram of NDVI values.
Figure 7.1: A satellite image and the distribution of pixel intensities.
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(a) CT scan of the ED phantom.
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(b) Histogram of CT numbers (HU).
Figure 7.2: An axial slice of a CT scan and the distribution of pixel intensities.
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7.3 Model
Image segmentation can be viewed as the task of labelling the observed pixels y
according to a finite set of discrete states z ∈ {1, . . . , k}. The hidden Potts model
allows for spatial correlation between neighbouring labels in the form of a Markov
random field. The latent labels follow a Gibbs distribution, which is specified in
terms of its conditional probabilities:
p(zi|z\i,β) = exp

β
∑
i∼`δ(zi, z`)
	∑k
j=1 exp

β
∑
i∼`δ( j, z`)
	 (7.2)
where β is the inverse temperature, z\i represents all of the labels except zi, i ∼ `
are the neighbouring pixels of i, and δ(u, v) is the Kronecker delta function. Thus,∑
i∼`δ(zi, z`) is a count of the neighbours that share the same label.
If the labels zi are indexed row-wise, the nearest (first-order) neighbours i ∼
` in a regular 2D lattice with c columns are {zi−1, zi−c, zi+c, zi+1}. Pixels situated
at the boundary of the image domain have less than four neighbours. Likewise,
voxels in a regular 3D lattice have a maximum of 6 first-order neighbours. These
neighbourhood relationships are reciprocal, so h ∈ i ∼ ` implies i ∈ h∼ `. If E is the
set of all unique neighbour pairs, or edges in the image lattice, then |E|= 2(n−pn)
for a square lattice and 3(n− n2/3) for a cube.
The observation equation links the latent labels to the corresponding pixel val-
ues:
p(y|z,θ ) =
n∏
i=1
p(yi|zi,θzi) (7.3)
where θ j are the parameters that govern the distribution of the pixel values with
label j. The hidden Potts model can thus be viewed as a spatially-correlated gen-
eralisation of the finite mixture model [Rydén and Titterington, 1998]. Green and
Richardson [2002] used a Poisson likelihood for (7.3), with intensity λ j. Instead
we follow Geman and Geman [1984], Alston et al. [2007], and many others in as-
suming that the pixels with label j share a common mean µ j corrupted by additive
Gaussian noise with variance σ2j :
yi|zi = j,µ j,σ2j ∼ N

µ j,σ
2
j

(7.4)
The Gibbs distribution is a member of the exponential family and so there is a
sufficient statistic for this model, as noted by Grelaud et al. [2009]:
S(z) =
∑
i∼`∈E
δ(zi, z`) (7.5)
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This statistic represents the total number of like neighbour pairs in the image. The
likelihood p(y,z|θ ,β) can therefore be factorised into p(y|z,θ )p(S(z)|β), where
the second factor does not depend on the observed data, but only on the sufficient
statistic. The joint posterior is then:
p(θ ,β ,z|y)∝ p(y|z,θ )pi(θ )p(S(z)|β)pi(β) (7.6)
The conditional distributions p(θ |z,y) and p(zi|z\i,β , yi,θ zi) can be simulated us-
ing Gibbs sampling, but p(β |y,z,θ ) involves an intractable normalising constant
C(β):
p(β | y,z,θ ) ∝ p(S(z)|β)pi(β) (7.7)
∝ exp {β S(z)}
C(β)
pi(β) (7.8)
The normalising constant is also known as a partition function in statistical physics.
It has computational complexity of O(nkn), since it involves a sum over all possible
combinations of the labels z ∈ Z:
C(β) =
∑
z∈Z
exp {β S(z)} (7.9)
It is infeasible to calculate this value exactly for nontrivial images, thus computa-
tional approximations are required.
The conditional expectation of S(z) given β can be expressed in terms of the
normalising constant:
Ez|β[S(z)] =
d
dβ
log{C(β)} (7.10)
As β approaches infinity, all of the pixels in the image are almost surely assigned the
same label, thus the expectation of S(z) approaches the total number of edges |E|
asymptotically, while the variance approaches zero. When β = 0, (7.2) simplifies
to
∑
j exp{0}
−1
, hence the probability of any pair of neighbours being assigned
the same label follows an independent Bernoulli distribution with p = k−1. In
this case, S(z) follows a Binomial distribution with expectation |E|/k and variance
|E|k−1(1− k−1). In a finite image lattice the distribution of S(z) changes smoothly
between these two extremes, as illustrated by Figure 7.3, but its computation is
intractable for nontrivial images.
The Potts model undergoes a phase transition at the critical value of β , switching
from a disordered to an ordered state. Potts [1952] showed that the critical value
for a 2D lattice on a cylinder can be calculated exactly according to:
βcri t = log
¦
1+
p
k
©
(7.11)
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(c) Standard deviation for n = 12 and
increasing values of k ∈ {2, 3,4}.
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(d) Standard deviation for k = 3 and in-
creasing values of n ∈ {4,6, 9,12}.
Figure 7.3: Distribution of the sufficient statistic of the Potts model for increasing
values of the inverse temperature β , the number of pixels n, and the number of
unique labels k. The expectation and standard deviation of S(z) were calculated
exactly, using a brute force method.
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The periodic boundary condition does not apply to the lattices considered in this
paper, so for example the critical value for the images in Figure 7.3 is different to
(7.11). However, the error introduced by the finite boundary diminishes as n in-
creases. Figure 7.4 shows that (7.11) is very accurate in predicting the behaviour
of S(z) for a 2D image with a maximum value of S(z) for first-order neighbours
of 1,954,672. This corresponds to the satellite image described in Section 7.2.2,
with k=6 mixture components and βcri t ≈ 1.24. S(z) is approximated by simula-
tion using the algorithm of Swendsen and Wang [1987]. Figure 7.4a shows that
the gradient of the expectation becomes very steep near the critical region, which
is reflected in the super-exponential increase of the standard deviation illustrated
by Figure 7.4c. As n → ∞ the derivative of the likelihood at the critical point,
and hence the variance, is unbounded [Pickard, 1987]. This heteroskedasticity has
important implications for many of the methods discussed in Section 7.4.
There is no exact formula for βcri t in 3D images, although Hajdukovic´ [1983]
developed an empirical approximation that works reasonably well:
βcri t ≈ 23 log
§
1
2
p
2+
p
4k− 2ª (7.12)
The behaviour of Ez|β[S(z)] for a 3D image with k = 9 and βcri t ≈ 0.86 is illus-
trated by Figure 7.4b. This is typical of the CT scans described in Section 7.2.3,
with |E| approximately equal to three million. The standard deviation is shown in
Figure 7.4d. It is evident that (7.12) has underestimated βcri t since the maximum
value of the standard deviation occurs at β = 0.9.
7.4 Methods
In this section we describe the four algorithms that are evaluated in Section 7.5.
These methods provide alternative means to simulate parameter values from (7.8)
without computing the intractable normalising constant. We describe the algo-
rithms in terms of Markov chain Monte Carlo (MCMC) to enable direct comparison,
although we also mention other approaches where applicable, such as particle-
based (SMC and PMCMC) methods. Reference implementations of all of these
methods are available from various sources described below, but for the purpose of
comparison we have reimplemented the algorithms using RcppArmadillo [Eddel-
buettel and Sanderson, 2014]. AnR source package containing our code is available
from the companion website [Moores and Mengersen, 2015].
We implement full Bayesian inference for all of the parameters of the hidden
Potts model using Algorithm 7.1. The latent labels z and the noise parameters µ,σ2
are updated using Gibbs sampling, while the inverse temperature β is updated us-
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(a) Expectation for a 2D Potts model with
k = 6.
0.0 0.5 1.0 1.5 2.0
50
00
00
10
00
00
0
15
00
00
0
20
00
00
0
25
00
00
0
β
E S
(z)
(b) Expectation for a 3D Potts model with
k = 9.
0.0 0.5 1.0 1.5 2.0
1
10
10
0
10
00
10
00
0
β
σ
S(z
)
(c) Standard deviation for a 2D Potts
model with k = 6.
0.0 0.5 1.0 1.5 2.0
1
10
0
10
00
0
β
σ
S(z
)
(d) Standard deviation for a 3D Potts
model with k = 9.
Figure 7.4: Approximate distribution of S(z) using Swendsen-Wang for a 2D image
with k = 6 and |E| ≈ 2× 106 (left) and a 3D image with k = 9 and |E| ≈ 3× 106
(right). The vertical line is the critical value of β .
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Algorithm 7.1 MCMC for the hidden Potts model
1: Initialise β0,µ0,σ
2
0,z0
2: for t ∈ 1 . . . T do
3: Update the labels zi ∼ p(yi|zi,µzi ,σ2zi) p(zi|z\i,β) ∀i ∈ {1, . . . , n}
4: Calculate sufficient statistics y¯ j, s
2
j ∀zi = j, ∀ j ∈ {1, . . . , k}
5: Update the noise parameters µ j,σ
2
j from their full conditional distributions,
given the sufficient statistics y¯ j, s
2
j
6: Draw proposed parameter value β ′ ∼ q(β ′|βt−1)
7: Evaluate the M-H ratio ρ = min

1, p(z|β
′)pi(β ′)q(βt−1|β ′)
p(z|βt−1)pi(βt−1)q(β ′|βt−1)

8: Draw u∼ Uniform[0, 1]
9: if u< ρ then
10: βt ← β ′
11: else
12: βt ← βt−1
13: end if
14: end for
ing a Metropolis-Hastings (M-H) step. The M-H proposal density q(β ′|βt−1) can
be any distribution such that
∫
q(β ′|βt−1) dβ ′ = 1. However, there is a tradeoff
between exploring the full state space and ensuring that the probability of accep-
tance (at line 9) is sufficiently high. We use the adaptive random walk (RWMH)
algorithm of Garthwaite et al. [2010], which automatically tunes the bandwidth of
the proposal density to target a given M-H acceptance rate.
When a symmetric proposal density is used, q(β ′|βt−1) = q(βt−1|β ′) and so this
term cancels out in the M-H ratio on line 7. The natural logarithm of ρ is used
in practice to improve the numerical stability of Algorithm 7.1. It is impossible to
calculate ρ directly for nontrivial images, since it involves the ratio of normalis-
ing constants C(βt−1)/C(β ′). Instead, we approximate it using pseudolikelihood,
thermodynamic integration, the exchange algorithm, or ABC.
7.4.1 Pseudolikelihood and Composite Likelihood
Pseudolikelihood is the simplest of the methods that we have considered and also
the fastest. Rydén and Titterington [1998] showed that the intractable distribution
(7.8) could be approximated using the product of the conditional densities given
by (7.2):
p(z|β)≈
n∏
i=1
p(zi|z\i,β) (7.13)
This enables the M-H ratio on line 7 of Algorithm 7.1 to be evaluated using (7.13)
to approximate both p(z|β ′) and p(z|βt−1).
Pseudolikelihood is exact when β = 0 and provides a reasonable approximation
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Figure 7.5: Approximation error of pseudolikelihood for n = 12, k =
3 in comparison to the exact likelihood calculated using a brute force
method: (a)
∑
z∈Z S(z)p(S(z)|β) using either Equation (7.8) or (7.13); (b)Ç∑
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for small values of the inverse temperature. However, the approximation error
increases rapidly for β ≥ βcri t , as illustrated by Figure 7.5. This is due to long-
range dependence between the labels, which is inadequately modelled by the local
approximation. The implications of this inaccuracy for posterior inference will be
demonstrated in Section 7.5.
Rydén and Titterington [1998] referred to Equation (7.13) as point pseudolike-
lihood, since the conditional distributions are computed for each pixel individually.
They suggested that the accuracy could be improved using block pseudolikelihood.
This is where the likelihood is calculated exactly for small blocks of pixels, then
(7.13) is modified to be the product of the blocks:
p(z|β)≈
NB∏
i=1
p(zBi |z\Bi ,β) (7.14)
where NB is the number of blocks, zBi are the labels of the pixels in block Bi, and z\Bi
are all of the labels except for zBi . This is a form of composite likelihood, where the
likelihood function is approximated as a product of simplified factors [Varin et al.,
2011]. Friel [2012] compared point pseudolikelihood to composite likelihood with
blocks of 3×3, 4×4, 5×5, and 6×6 pixels. Friel showed that (7.14) outperformed
(7.13) for the Ising (k = 2) model with β < βcri t . Okabayashi et al. [2011] discuss
composite likelihood for the Potts model with k > 2 and have provided an open
source implementation in the R package potts [Geyer and Johnson, 2014].
Evaluating the conditional likelihood in (7.14) involves the normalising con-
stant for zBi , which is a sum over all of the possible configurations ZBi . This is a
limiting factor on the size of blocks that can be used. The brute force method that
was used to compute Figure 7.3 and 7.5 is too computationally intensive for this
purpose. Pettitt et al. [2003] showed that the normalising constant can be calcu-
lated exactly for a cylindrical lattice by computing eigenvalues of a kr × kr matrix,
where r is the smaller of the number of rows or columns. The value of (7.9) for
a free boundary lattice can then be approximated using path sampling. Friel and
Pettitt [2004] extended this method to larger lattices using a composite likelihood
approach.
The reduced dependence approximation (RDA) is another form of composite
likelihood. Reeves and Pettitt [2004] introduced a recursive algorithm to calculate
the normalising constant using a lag-r representation. Friel et al. [2009] divided
the image lattice into sub-lattices of size r1 < r, then approximated the normalising
constant of the full lattice using RDA:
C(β)≈ Cr1×n(β)
r−r1+1
Cr1−1×n(β)r−r1
(7.15)
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McGrory et al. [2009] compared RDA to pseudolikelihood and the exact method of
Møller et al. [2006], reporting similar computational cost to pseudolikelihood but
with improved accuracy in estimating β . Source code for RDA is available in the
online supplementary material for McGrory et al. [2012].
7.4.2 Path Sampling
Gelman and Meng [1998] derived an approximation to the log ratio of normalising
constants using the path sampling identity:
log
§
C(βt−1)
C(β ′)
ª
=
∫ βt−1
β ′
Ez|β[S(z)]dβ (7.16)
which follows from the definition of Ez|β[S(z)] in (7.10). The value of this definite
integral can be approximated by simulating from the Gibbs distribution for fixed
values of β and then interpolating between them. The logarithm of the M-H ratio
on line 7 of Algorithm 7.1 can then be evaluated using:
log{ρ}= min

0, log
§
C(βt−1)
C(β ′)
ª
+ (β ′ − βt−1)S(z) + log
§
pi(β ′)q(βt−1|β ′)
pi(βt−1)q(β ′|βt−1)
ª
(7.17)
We used the Swendsen-Wang algorithm for simulating from z|β , as mentioned in
section 7.3. Figure 7.6a illustrates linear interpolation of S(z) on a 2D lattice for
k = 6 and β ranging from 0 to 2 in increments of 0.05. This approximation can
be precomputed using the same method that was used to produce Figure 7.4. Fig-
ure 7.6b illustrates interpolation of S(z) on a 3D lattice for k = 9.
Path sampling is explained in further detail by Chen et al. [2000, chap. 5]. A
reference implementation in R is available from the website accompanying Marin
and Robert [2007]. This algorithm has an advantage over auxiliary variable meth-
ods such as the exchange algorithm or ABC because the additional simulations are
performed prior to fitting the model, rather than at each iteration. This is par-
ticularly the case when analysing multiple images that all have approximately the
same dimensions, as in the examples of section 7.5. However, the computational
cost is still slightly higher than pseudolikelihood, which does not require a pre-
computation step.
7.4.3 Pseudo-Marginal Methods
Møller et al. [2006] demonstrated that it is possible to simulate from the poste-
rior distribution of β by introducing an auxiliary variable, so that C(β) cancels out
in the M-H ratio. The exchange algorithm of Murray et al. [2006] improves the
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(a) 2D Potts model with k = 6.
0.0 0.5 1.0 1.5 2.0
50
00
00
10
00
00
0
15
00
00
0
20
00
00
0
25
00
00
0
ϕ
S(
x)
(b) 3D Potts model with k = 9.
Figure 7.6: Approximation of Ez|β[S(z)] by simulation for fixed values of β , with
linear interpolation.
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performance of this method and avoids the need for a fixed estimate of β . In the
exchange algorithm, the auxiliary variable w has the same dimension as the latent
labels z. Its target distribution is determined by the proposed value of the inverse
temperature, pi(w | β ′). The drawback of this approach is that it requires perfect
sampling from the stationary distribution of the Potts model. This is possible using
coupling from the past [Propp and Wilson, 1996, Huber, 2003] but can be compu-
tationally prohibitive, particularly for large images. McGrory et al. [2009] reported
that the time required for perfect sampling increased sharply for larger values of β .
For this reason, Cucala et al. [2009] substitute 500 iterations of Gibbs sampling on
the auxiliary variable to produce an approximate sample from its stationary distri-
bution.
The M-H ratio on line 7 of Algorithm 7.1 can then be evaluated using:
ρ = min

1,
q(βt−1|β ′)pi(β ′)exp {β ′S(z)}C(βt−1)
q(β ′|βt−1)pi(βt−1)exp {βt−1S(z)}C(β ′)
exp {βt−1S(w)}C(β ′)
exp {β ′S(w)}C(βt−1)

(7.18)
The M-H ratio given by Equation (7.18) can be considerably simplified if a uni-
form prior is used for β and β ′ is drawn from a symmetric M-H proposal density.
In this case, log{ρ} simplifies to (β ′ − βt−1)S(z) + (βt−1 − β ′)S(w). The similarity
with Equation (7.17) shows that the exchange algorithm is closely related to path
sampling, since it is a form of importance sampling. An implementation of the ex-
change algorithm is available in the online supplementary material accompanying
Friel and Pettitt [2011]. Everitt [2012] provides source code for the approximate
exchange algorithm with particle MCMC.
7.4.4 Approximate Bayesian Computation
Like the exchange algorithm, ABC uses an auxiliary variable w to decide whether to
accept or reject the proposed value of β ′. Instead of a M-H ratio such as (7.18), the
summary statistics of the auxiliary variable and the observed data are directly com-
pared. The proposal is accepted if the distance between these summary statistics is
within the ABC tolerance, ε. This produces the following approximation when the
labels z are observed without error:
p (β | z) ≈ piε (β | ‖S(w)− S(z)‖< ε) (7.19)
where ‖ · ‖ is a suitable norm. In this paper we simply use the absolute difference
between S(w) and S(z), since the summary statistic (7.5) is univariate. S(z) is
sufficient for β , as noted by Grelaud et al. [2009], therefore the ABC approximation
(7.19) approaches the true posterior as n→∞ and ε→ 0. In practice there is a
tradeoff between the number of parameter values that are accepted and the size of
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the ABC tolerance.
Everitt [2012] introduced ABC for noisy data, such as the Ising model, but only
when the observations are discrete and so S(y) is defined. Moores et al. [2015]
showed that ABC can also be applied when the domain of the observed data is
continuous, such as with the additive Gaussian noise of Equation (7.4). In this type
of model the posterior distribution of β does not depend directly on the observed
data y, as shown by Equation (7.7). The ABC approximation (7.19) for the hidden
Potts model becomes:
p (β | y,z,θ ) ≈ piε (β | ‖S(w)− S(z)‖< ε) (7.20)
The other parameters can be updated using the current value of β and then the sum-
mary statistic S(z) can be computed from the current values of the labels, using an
ABC within Gibbs approach. The M-H accept-reject step on line 9 of Algorithm 7.1
then becomes:
if u< pi(β
′)q(βt−1|β ′)
pi(βt−1)q(β ′|βt−1) and ‖S(w)− S(z)‖< ε
Equation (7.20) can be considered as a moving target, since S(z) could change
whenever the labels are updated. As a consequence, ABC with noisy data can be
more prone to getting stuck in low probability regions of the parameter space.
Grelaud et al. [2009] used a rejection sampler, where the proposals are drawn
independently from the prior and thus q(β ′|βt−1) = pi(β). Under a sparse or un-
informative prior, such as the uniform prior used in this study, too many proposals
are rejected for this approach to be viable. Instead we have based our implemen-
tation on the ABC-MCMC algorithm of Marjoram et al. [2003]. This form of ABC
algorithm is best suited for direct comparison with the other intractable likelihood
methods in this article.
There have been many extensions to ABC, as reviewed by Marin et al. [2012]. Of
particular interest are adaptive ABC algorithms that automatically adjust the toler-
ance ε and the proposal bandwidth σ2MH . ABC with sequential Monte Carlo (SMC-
ABC) algorithms use a sequence of target distributions piεt (β | ‖S(w)− S(z)‖< εt)
such that ε1 > ε2 > · · · > εT , where the number of SMC iterations T can be de-
termined dynamically using a stopping rule. The SMC-ABC algorithm of Drovandi
and Pettitt [2011] uses multiple MCMC steps for each SMC iteration, while the
algorithm of Del Moral et al. [2012] uses multiple replicates of the summary statis-
tics for each particle. Everitt [2012] has provided a MATLAB implementation of
SMC-ABC with the online supplementary material accompanying his paper.
The computational efficiency of ABC is dominated by the cost of drawing up-
dates to the auxiliary variable, as reported by Everitt [2012]. Thus, we would ex-
pect that the execution time for ABC would be similar to the approximate exchange
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algorithm. Various approaches to improving this runtime have recently been pro-
posed, such as the Gaussian process emulation of Wilkinson [2014], the “lazy ABC”
of Prangle [2015], and methods involving auxiliary models [Cabras et al., 2014,
Moores et al., 2015, Buzbas and Rosenberg, 2015].
7.5 Results
7.5.1 Simulation Study
We generated the synthetic data using the R package PottsUtils [Feng, 2008,
Feng and Tierney, 2014] as explained in section 7.2.1. We used informative priors
pi(µ1) ∼ N(−0.15, 0.052), pi(µ2) ∼ N(0.05, 0.052), pi(µ3) ∼ N(0.25,0.052), and
pi(σ2j ) ∼ IG(1.5,0.01) for the j ∈ 1 . . . 3 mixture components and a uniform prior
on the interval [0, 1.3βcri t] for the inverse temperature. For 2D images, βcri t was
calculated using Equation (7.11) to be equal to 1.005. We used Equation (7.12) to
obtain an approximate value for βcri t in 3D images of 0.552.
All four algorithms were run for 10,000 iterations on each image, discarding
the first 5,000 as burn-in. The differences in elapsed runtime are illustrated by
Figure 7.7. All of the algorithms scaled linearly with increasing numbers of pixels,
but the approximate exchange algorithm (MAVM) and ABC were roughly two or-
ders of magnitude slower than either pseudolikelihood (PL) or path sampling (TI).
For 2D images with n = 106 pixels the average runtime was 43 hours for MAVM,
42.5 hours for ABC, 36 minutes for PL and 29 minutes for TI. It took 30 minutes
for precomputation of 64 values of Ez|β[S(z)] for path sampling, using 16 parallel
threads. For 3D images with n = 106 voxels the averages were 45 hours for MAVM
or ABC, 35 minutes for PL and 30 minutes for TI. The precomputation step took 24
minutes for 44 values of β . Even allowing for the cost of precomputation, TI was
still much faster than MAVM or ABC.
The distributions of the differences between the MCMC samples of β and the
true value of the inverse temperature are illustrated by Figure 7.8 for 2D images
with n = 106. Results for the other simulation studies are available in the online
supplementary material. It is evident that all four algorithms had difficulty with
one of the images that had a very small value of β = 0.032. This appears to be due
to the level of noise in the image. The algorithms produced an accurate estimate for
another image with β = 0.033 and much lower levels of noise. We did not observe
this behaviour with any of the 3D images, nor with the smaller 2D images. We
did, however, observe the errors increasing for values of β above the critical point,
indicated by the vertical line in Figure 7.8. In the worst case, PL underestimated
β by 0.61, with a 95% highest posterior density (HPD) interval of [0.653; 0.706]
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(a) 2D images, k = 3.
1e+02 1e+03 1e+04 1e+05 1e+06
1e
−0
2
1e
+0
0
1e
+0
2
number of pixels
e
la
ps
ed
 ti
m
e 
(ho
urs
)
PL
MAVM
TI
ABC
(b) 3D images, k = 3.
Figure 7.7: Relationship between elapsed runtime and image size for pseudolikeli-
hood (PL), the approximate exchange algorithm (MAVM), path sampling (TI), and
approximate Bayesian computation (ABC). Both axes are on a logarithmic scale.
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(a) Pseudolikelihood.
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(b) Exchange Algorithm.
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(c) Path Sampling.
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(d) ABC-MCMC.
Figure 7.8: MCMC sampling error for β in simulated data for 20 images with 2
dimensions, k = 3 and n = 106. The diagonal, dashed line indicates the true value
of β , while the vertical, dotted line marks the critical point.
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Table 7.2: Results for the satellite image of Brisbane, Australia.
Method β Iterations Elapsed CPU time
Pseudolikelihood [2.260;2.309] 5K+55K 2.0h 15.5h
Path sampling [1.248;1.250] 5K+55K 1.4h 10.4h
Exchange algorithm [1.275;1.278] 5K+5K 50.8h 399.5h
ABC-MCMC [1.316;1.323] 5K+5K 50.6h 398.2h
when the true value of β was 1.289. MAVM underestimated β for the same image
by 0.215 and TI was out by 0.245. ABC was the most accurate for that image, with
an error of less than 0.01. Nevertheless it produced erroneous estimates for other
images, in one case underestimating β by 0.107 and overestimating for another
image by 0.150. This simulation study has shown that all four algorithms are prone
to getting stuck in low-probability regions of the parameter space.
7.5.2 Satellite Remote Sensing
For the satellite image described in section 7.2.2 we used weakly informative priors
pi(µ j) ∼ N( y¯ , 5) and pi(σ2j ) ∼ IG(1, 0.01) for the k = 6 mixture components and
pi(β) ∼ U(0, 3) for the inverse temperature. We were unable to evaluate accuracy
for this image because the true values of the inverse temperature and the pixel
labels are unknown. However, we can still compare the 95% HPD intervals for β
obtained from the four algorithms, as well as the time taken to fit the model. These
results are summarised in Table 7.2.
We ran pseudolikelihood and path sampling for a total of 60,000 iterations each,
discarding the first 5,000 as burn-in. Due to the high computational cost of ABC-
MCMC and the approximate exchange algorithm, we only ran these algorithms for
10,000 iterations with 5,000 burn-in, using 500 auxiliary iterations of Gibbs sam-
pling. This took more than 50 hours, in comparison to 2 hours for pseudolikelihood
and 1.4 hours for path sampling, plus 33 minutes to precompute the expectation
of the sufficient statistic for 64 values of β . Pseudolikelihood was the fastest al-
gorithm but it appears to have overestimated the value of β by a wide margin.
There was no overlap between any of the credible intervals, but the other three
algorithms all produced estimates in the neighbourhood of 1.3. This is higher than
the critical value of β , which is 1.24 for a 2D image with k = 6. For comparison, we
also analysed this image using PyMCMC [Strickland et al., 2012] and the R pack-
age potts [Geyer and Johnson, 2014]. PyMCMC produced a posterior estimate
of 1.27, while the maximum pseudolikelihood estimate (MPLE) returned by potts
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was 1.76.
7.5.3 Medical Images
As explained in section 7.2.3, the voxel intensity values in a CT scan are measured in
Hounsfield units, with water at 0 HU and air at -1024 HU. We used informative pri-
ors for the noise parameterspi(µ j)∼N(m j, 2002)with m j ∈ {−800,−600,−400,−200,
0,200, 400,600, 800} and pi(σ2j ) ∼ IG(5, 5 × 10−4) for the k = 9 mixture compo-
nents and pi(β) ∼ U(0,3) for the inverse temperature. The critical value of β for
3D images with k = 9 is approximately 0.858, as shown in Figure 7.4b.
We ran pseudolikelihood and path sampling for 60,000 iterations on each of the
28 CT scans, but the approximate exchange algorithm and ABC were only run for
10,000, as we did for the satellite image and the synthetic data. The first 5,000
iterations were discarded as burn-in. The distributions of the MCMC samples for β
are illustrated in Figure 7.9a. The pooled 95% HPD intervals were [2.207; 2.281]
for pseudolikelihood, [0.934; 1.019] for the exchange algorithm, [0.988;0.992] for
path sampling, and [0.938; 1.034] for ABC. Pseudolikelihood has overestimated β
in comparison to the other algorithms, as with the satellite image. The pooled
credible intervals for the other three algorithms overlap with each other.
The distribution of runtimes are shown in Figure 7.9b. It took an average of
106.6 hours for 10,000 iterations of the exchange algorithm and 115 hours for
ABC-MCMC. The average runtime for 60,000 iterations of pseudolikelihood was
4.9 hours, while the average for path sampling was 3.5 hours. It took 38 minutes
to precompute 44 values of Ez|β[S(z)] for path sampling.
7.5.4 Precomputation
In Moores et al. [2015], we showed that a precomputed binding function could
lead to two orders of magnitude improvement in the elapsed runtime for fitting
the hidden Potts model, while also improving the convergence properties of the
original ABC-SMC algorithm. In this section, we use the same binding function for
both ABC-MCMC and the approximate exchange algorithm.
We modify the exchange algorithm in two ways. The first is by replacing S(w)
in Eq. (7.18) with an interpolated value from the precomputed auxiliary model.
This leads to a great improvement in runtime, since there is no longer any need to
simulate auxiliary variables during model fitting. The second modification is to use
a position-dependent bandwidth for the random walk proposals, q(β ′ | βt−1). The
intention is to improve the convergence properties of the algorithm by adapting
the proposal density to account for the heteroskedastic distribution of the sufficient
statistic. This makes the algorithm less prone to getting stuck on local modes, in
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Figure 7.9: Results for 28 CT scans of the ED phantom obtained using pseudolikeli-
hood (PL), the approximate exchange algorithm (MAVM), path sampling (TI), and
approximate Bayesian computation (ABC-MCMC).
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Table 7.3: Results for the simulation study with n = 56 and k = 3, comparing the
accelerated exchange algorithm and ABC using precomputation.
exchange accelerated exchange ABC-MCMC accelerated ABC
Min. :-0.5421 Min. :-0.2161 Min. :-0.3968 Min. :-0.3859
1st Qu.:-0.1099 1st Qu.:-0.0200 1st Qu.:-0.1024 1st Qu.:-0.0683
Median :-0.0079 Median :-0.0049 Median :-0.0151 Median :-0.0073
Mean :-0.0774 Mean :-0.0275 Mean :-0.0754 Mean :-0.0526
3rd Qu.: 0.0001 3rd Qu.: 0.0034 3rd Qu.:-0.0011 3rd Qu.: 0.0007
Max. : 0.0191 Max. : 0.0183 Max. : 0.0200 Max. : 0.0129
comparison to the adaptive RWMH algorithm discussed in Sect. 7.4. A consequence
of this change is that the proposal density no longer cancels in the M-H ratio and
therefore must be included in the calculation of the transition probability. It is
important to note that we only make use of this locally-adaptive density once a
proposed value of β has been accepted. This is so that the sufficient statistic S(z) is
representative of the current parameter value. In the initial (pre-acceptance) stage,
we use a broad proposal bandwidth to search over the parameter space. With a
uniform prior, σMH is set to one third of the range of the prior support.
The changes to the ABC-MCMC algorithm are very similar. We replace S(w) in
Eq. (7.20) with an interpolated value, which removes the need to simulate pseudo-
data during model fitting. We also use a locally-adaptive proposal density, but only
after 10 proposed values of β have been accepted. We found that ABC-MCMC was
still prone to getting stuck if we switched to using adaptive proposals too early. The
third change is to use a locally-adaptive value for the ABC tolerance, ε. We set ε to
the 99.9% quantile of the precomputed variance, Var(S(z) | β).
The results for the simulation study using a precomputation step are shown in
Table 7.3 and Fig. 7.10. The precomputation step for both ABC-MCMC and the
exchange algorithm has reduced the elapsed runtime for 2D images with n = 56
pixels from 36 minutes to only 21 seconds. The accuracy of the posterior estimates
has also improved, particularly for the accelerated exchange algorithm, as shown
in Fig. 7.10b. The median error improved from -0.008 to -0.005, while the largest
outlier improved from -0.542 to -0.216. Fig. 7.10a shows that the M-H acceptance
rates are less consistent with the precomputation step. It might be possible to ad-
dress this issue and further improve convergence by using the precomputation for
an approximate Hamiltonian or Langevin algorithm [Welling and Teh, 2011, Zhang
et al., 2015].
60,000 iterations of ABC-MCMC took 1.28 hours using the precomputed binding
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Figure 7.10: Results for the accelerated exchange algorithm and ABC using pre-
computation for the simulation study with n = 56 and k = 3.
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function for the satellite image. The 95% HPD interval for β was [1.247; 1.251],
which is in close agreement with the posterior estimate from path sampling. The M-
H acceptance rate was 50%. The accelerated exchange algorithm took 1.31 hours
and produced a 95% HPD interval of [1.249; 1.255], with an M-H acceptance rate
of 12.2%.
Results for the 28 CT scans are shown in Fig. 7.11. Using the precomputed bind-
ing function, it took an average of 3 hours for 60,000 iterations of ABC-MCMC or
the exchange algorithm. The pattern of M-H acceptance rates in Fig. 7.11a is simi-
lar to Fig. 7.10a, except that there are a few outliers with very low acceptance rates
for ABC. This could mean that 10 accepted parameter values is too few for these
images. The pooled 95% HPD interval for β was [0.935; 1.021] for the exchange
algorithm and [0.929; 1.019] for ABC. This overlaps with the posterior estimates
obtained without a precomputation step.
7.6 Discussion
We have compared the approximate exchange algorithm, path sampling, pseudo-
likelihood, and ABC using a simulation study as well as real data. All of these
Markov chain Monte Carlo algorithms were prone to becoming stuck in low-probability
regions of the parameter space. Path sampling provided the best tradeoff between
accuracy and computational cost over all of the images that we tested. This was due
to precomputation ofEz|β[S(z)] for fixed values of β , an operation that is highly par-
allelisable for modern computer architectures. The output of this precomputation
step can be reused for multiple images with similar dimensions. The only drawback
of path sampling is that it fails to account for the heteroskedasticity in the distri-
bution of S(z). This can result in errors in the posterior distribution, particularly
when β is above the critical value. Moores et al. [2015] introduced a precompu-
tation step for ABC, with a second-order approximation that models the variance
at the critical point. This produced a comparable runtime to path sampling, but
without the outliers that are evident in Figure 7.8.
We have shown that simulating auxiliary variables at every iteration is too com-
putationally expensive for applications in image analysis. Exact inference is infeasi-
ble for the scale of data that is commonly encountered in scientific studies, such as
medical imaging and remote sensing. This has also been reported in previous stud-
ies, such as McGrory et al. [2009], Everitt [2012], Moores and Mengersen [2014]
and Moores et al. [2015], but this is the first systematic comparison of the scalabil-
ity of these algorithms. Methods such as Prangle [2015] can reduce the number of
auxiliary iterations that need to be performed, but not enough to compensate for
the two orders of magnitude difference in runtime that we observe.
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Figure 7.11: Results for the accelerated exchange algorithm and ABC using pre-
computation for 28 CT scans.
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Pseudolikelihood (PL) was the fastest of the four algorithms but produced very
different estimates of β when applied to real data. The other three algorithms
all depend on the value of the sufficient statistic S(z), while PL uses the product
of the conditional densities. We have illustrated how the approximation error of
PL increases for values of β above the critical point. This is due to long-range
dependence between the latent labels. Composite likelihood methods such as Friel
and Pettitt [2004] and Friel et al. [2009] can reduce the approximation error by
computing the estimate using sub-lattices. It is possible that the real images that
we used in this study have a more complex correlation structure than what can be
captured by the Potts model. This could explain the differences in the PL estimates
between the simulation study and the real data.
This paper can serve as a guide to the selection of a suitable algorithm for
Bayesian image analysis. We have provided our implementation of the four al-
gorithms as an R package so that readers can experiment using their own data.
There are faster algorithms for fitting a hidden Potts model, such as variational
Bayes (VB) [McGrory et al., 2009] and iterated conditional modes (ICM) [Besag,
1986], but these provide limited options for estimating the inverse temperature.
We have shown that it is feasible to use MCMC for images of realistic size, given
reasonable computational power by contemporary standards. This enables the pos-
terior distribution of the inverse temperature to be estimated along with all of the
other model parameters.
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Chapter 8
Conclusions and Discussion
The overall objectives of this thesis were to develop a generative model of the
digital image that incorporated prior information, to produce a computationally
efficient implementation of this model, and to apply the model to real world data
in image-guided radiation therapy (IGRT) and satellite remote sensing. In this
chapter, we review the major findings and contributions of the thesis and discuss
their significance in the context of the current state of the art. These contributions
will be mapped back to original research questions and aims outlined in Chapter 1.
The chapter concludes with a discussion on areas of possible future research.
The existing methods for image segmentation in IGRT have been criticised by
Thörnqvist et al. [2010], Thor et al. [2011] and Whitfield et al. [2013]. Whitfield
et al. have called for new approaches that “capture expert clinical experience, as
well as utilising prior knowledge and making sophisticated use of greyscale infor-
mation.” To meet these criteria, we have introduced a novel representation for prior
information in the hidden Potts model. In Chapter 3 we demonstrated that our ex-
ternal field prior made a substantial improvement to image segmentation accuracy
on cone-beam computed tomography (CT) of an electron density (ED) phantom.
This validated our method using cone-beam CT scans where the true segmentation
was known. The related publication has been cited by Stoehr et al. [2015].
The external field prior was further developed in Chapter 4. Expert clinical
experience was incorporated in the form of published studies of physiological vari-
ation in prostate cancer patients. Spatial prior information was derived from the
treatment planning contours associated with the reference CT scan. We computed
priors for the greyscale values using a regression model to translate between dif-
ferent image modalities. Bayesian methodology provides a formal mathematical
framework for incorporating such information into a statistical model. This is a
clear advantage over the existing approaches, such as probabilistic anatomical at-
lases, which rely on mapping the spatial dimensions of each individual onto a hy-
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pothetical average subject. Using a hierarchical model, we can avoid conflating
within-subject and between-subject variability in such a manner. We also showed
how the patient-specific prior could be updated as successive images were acquired,
using the posterior distribution from one image to inform the next. Our generative
model was applied to radiotherapy patient data, demonstrating how it could be
employed in a clinical setting.
Bayesian models have rarely been applied to real-world data of this scale. Spe-
cialised methods are required due to the intractable normalising constant of the
Potts model. In Chapter 7 we presented a comparative study of Bayesian computa-
tional methods for intractable likelihoods. We assessed the accuracy and scalability
of these methods on 2D remote sensing and 3D medical imaging, as well as con-
ducting a simulation study. We found that methods that rely on simulating auxil-
iary variables or pseudo-data at each iteration were too computationally intensive
to be practical. This finding is supported by previous studies [McGrory et al., 2009,
Everitt, 2012], but ours is the first systematic comparison using imaging datasets
with over a million pixels.
Fast, approximate methods for intractable likelihoods are an active area of re-
search, such as the Gaussian process emulation of Wilkinson [2014], the ‘lazy ABC’
of Prangle [2015], and methods involving auxiliary models [Cabras et al., 2014,
Buzbas and Rosenberg, 2015]. In Chapter 6 we introduced a precomputed bind-
ing function for approximate Bayesian computation with sequential Monte Carlo
(ABC-SMC). Our method differs from previous approaches by employing a second-
order approximation to model heteroskedasticity in the distribution of the sufficient
statistic. It reduced the average runtime required for model fitting by two orders
of magnitude, from 71 hours to only 7 minutes. This algorithm has generated sub-
stantial interest in the research community. The associated publication has been
cited by Prangle [2015], Stoehr et al. [2015], Nott et al. [2015], Campos [2015]
and Lyne et al. [2015].
The degree of complexity required for the precomputed binding function is de-
pendent on the dimensionality of the parameter space, the number of summary
statistics, and the properties of the relationship between them. These factors will
also influence the computational cost of achieving a sufficiently good approxima-
tion of the likelihood. In Chapter 6 we have assumed that the summary statistics
can be modelled as a continuous and smoothly-varying function of the parame-
ters. Cabras et al. [2014] have shown that ABC with indirect inference can also be
applied to multivariate likelihoods, but only where the assumption of homoscedas-
ticity is met. More research is needed to extend this method to Gibbs random fields
such as the exponential random graph model (ERGM), which exhibits correlation
between its summary statistics dependent on the value of θ . One option might be
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the local approximations of Conrad et al. [2014], which only models the likelihood
in the region of highest posterior density.
The external field prior of Chapter 4 could be extended to include more ge-
ometric information, such as the spatial partition models of Hurn et al. [2003a],
Grenander and Miller [2007], or the relative location priors of Gould et al. [2008].
This would provide a way to introduce prior information on the shape and vol-
ume of the objects of interest, as well as to model correlations between them. The
difficulty of these models is that they are even more computationally intractable
than the Potts model, due to the complex interdependence between pixel-level and
boundary-level information. The posterior distribution is highly multi-modal, mak-
ing these models unsuitable for deterministic, approximate methods such as vari-
ational Bayes (VB) or integrated nested Laplace approximation (INLA). Computa-
tional methods that operate on multiple spatial scales and concentrate effort on
regions of the image with high uncertainty seem like the most promising approach.
Another difficulty would be in obtaining the requisite prior information. Some work
has been done on developing complex biomechanical models of cardiac function,
but such a model would need to be developed for every object of interest. In con-
trast, the external field prior that was introduced in Chapter 4 is able to make use
of prior information that is readily available in many applied contexts, particularly
IGRT.
These methods could readily be applied to other types of images or data mea-
sured on a lattice, particularly in longitudinal studies where multiple observations
are acquired of the same subject. Examples include magnetic resonance imaging
(MRI), digital photography, microscopy, and ground-penetrating radar. We have
already mentioned other statistical models that could be used for non-lattice data,
such as ERGM for social networks and the coalescent model for population genetics.
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Appendix A
R Package ‘bayesImageS’
Type Package
Title Bayesian methods for image segmentation using a hidden Potts model
Version 0.2-4
Date 2015-05-11
Description Various algorithms for segmentation of 2D and 3D images, such as
computed tomography and satellite remote sensing. This package
implements Bayesian image analysis using the hidden Potts model with
external field prior. Latent labels are sampled using chequerboard updating
or Swendsen-Wang. Algorithms for the smoothing parameter include
pseudolikelihood, path sampling, the exchange algorithm, and approximate
Bayesian computation (ABC).
License GPL (>= 3)
Depends R (>= 2.14.0), Rcpp (>= 0.10.2), RcppArmadillo (>= 0.3.6.1)
LinkingTo Rcpp, RcppArmadillo
Suggests PottsUtils, coda, knitr
VignetteBuilder knitr
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bayesImageS Package bayesImageS
Description
Bayesian methods for segmentation of 2D and 3D images, such as computed to-
mography and satellite remote sensing. This package implements image anal-
ysis using the hidden Potts model with external field prior. Latent labels are
sampled using chequerboard updating or Swendsen-Wang. Algorithms for the
smoothing parameter include pseudolikelihood, path sampling, the exchange
algorithm, and approximate Bayesian computation (ABC).
Author(s)
M. T. Moores and K. Mengersen
Maintainer: Matt Moores <M.T.Moores@warwick.ac.uk>
References
Moores, M. T., Pettitt, A. N., Mengersen, K. 2015 "Scalable Bayesian inference
for the inverse temperature of a hidden Potts model" arXiv:1503.08066
Moores, M. T., Drovandi, C. C., Mengersen, K., Robert, C. P. 2015 "Pre-processing
for approximate Bayesian computation in image analysis" Statistics & Computing
25(1), 23–33, DOI: 10.1007/s11222-014-9525-6
Moores, M. T., Hargrave, C. E., Deegan, T., Poulsen, M., Harden, F., Mengersen,
K. 2015 "An external field prior for the hidden Potts model, with application to
cone-beam computed tomography" Computational Statistics & Data Analysis 86,
27–41, DOI: 10.1016/j.csda.2014.12.001
See Also
vignette(package="bayesImageS")
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exactPotts Calculate the distribution of the Potts model using a brute
force algorithm.
Description
Warning: this algorithm is O(nkn) and therefore will not scale for kn > 231−1,
where n is the number of pixels and k is the number of unique labels in the
Potts model.
Given a value of the inverse temperature β , the expectation of the sufficient
statistic S(z) is given by:
Ez|β[S(z)] =
∑
z∈Z
S(z)p(z|β)
where p(z|β) is the likelihood of the Potts model and Z is the set of all kn
possible labellings of the pixels in the image. Similarly, the conditional variance
is defined as:
Var(S(z) | β) =∑
z∈Z
 
S(z)−Ez|β[S(z)]
2
p(z|β)
Usage
exactPotts(neighbors, blocks, k, beta)
Arguments
neighbors A matrix of all neighbours in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
k The number of unique labels.
beta The inverse temperature parameter of the Potts model.
Value
A list containing the following elements:
expectation The exact mean of the sufficient statistic.
variance The exact variance of the sufficient statistic.
exp_PL Pseudo-likelihood (PL) approximation of the expectation of S(z).
var_PL PL approx. of the variance of the sufficient statistic.
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gibbsGMM Fit a mixture of Gaussians to the observed data.
Description
Fit a finite mixture of k univariate Gaussians to the observed data:
p(y|µ,σ2,λ) =
n∏
i=1
k∑
j=1
λ j p(yi|µ j,σ2j ),
where µ j,σ
2
j are the parameters of the mixture components and λ is a vector
of length k representing the mixing proportions, or equivalently the probability
that an observation belongs to the jth component, such that
∑k
j=1λ j = 1.
Usage
gibbsGMM(y, niter = 1000, nburn = 500, priors = NULL)
Arguments
y A vector of observed pixel data.
niter The number of iterations of the algorithm to perform.
nburn The number of iterations to discard as burn-in.
priors A list of priors for the parameters of the model.
Value
A list containing MCMC samples for the parameters of the mixture model:
mu A matrix of samples for the means, µ j
sigma A matrix of samples for the standard deviations, σ j
lambda A matrix of samples for the mixing weights, λ j
alloc An n×k matrix containing the number of times that observation
i was allocated to the j th mixture component.
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gibbsNorm Fit a normal distribution to the observed data.
Description
Fit a univariate normal (Gaussian) distribution to the observed data. The Gaus-
sian with unknown mean µ and unknown variance σ2 is a member of the bi-
variate exponential family with density function:
p(yi|µ,σ2) = 1p
2piσ2
exp
§
− 1
2σ2
(yi −µ)2
ª
,
with independent, identically-distributed (i.i.d.) observations {yi}i∈1...n. The
joint probability of n observations is equal to the product of the probabilities of
each observation:
p(y|µ,σ2) =
n∏
i=1
p(yi|µ,σ2)
Usage
gibbsNorm(y, niter = 1000, priors = NULL)
Arguments
y A vector of observed pixel data.
niter The number of iterations of the algorithm to perform.
priors A list of priors for the parameters of the model.
Value
A list containing MCMC samples for the mean, mu, and standard deviation,
sigma.
Examples
y <- rnorm(100,mean=5,sd=2)
res.norm <- gibbsNorm(y, priors=list(mu=0, mu.sd=1e6,
sigma=1e-3, sigma.nu=1e-3))
summary(res.norm$mu[501:1000])
summary(res.norm$sigma[501:1000])
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initSedki Initialize the ABC algorithm using the method of Sedki et
al. (2013)
Description
Initialize the ABC algorithm using the method of Sedki et al. (2013)
Usage
initSedki(y, neighbors, blocks, param = list(npart = 10000),
priors = NULL)
Arguments
y A vector of observed pixel data.
neighbors A matrix of all neighbors in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
param A list of options for the ABC-SMC algorithm.
priors A list of priors for the parameters of the model.
Value
A list containing SMC samples for the parameters of the hidden Potts model:
mu A matrix of samples for the means, µ j
sigma A matrix of samples for the standard deviations, σ j
alloc Counts of allocations of the pixels to each label
beta A vector of SMC particles for the inverse temperature, β
wt A vector of importance weights for each particle
epsilon A vector of ABC tolerance values, "t
variance The variance of the SMC particles at each iteration
sum The sufficient statistic, S(z)
References
Sedki, M., Pudlo, P., Marin, J.-M., Robert, C. P. & Cornuet, J.-M. (2013) "Efficient
learning in ABC algorithms" arXiv:1210.1388
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mcmcPotts Fit the hidden Potts model using MCMC.
Description
Fit the hidden Potts model using a Markov chain Monte Carlo algorithm.
Usage
mcmcPotts(y, neighbors, blocks, slices, niter = 55000, nburn = 5000,
priors = NULL, truth = NULL,
mh = list(algorithm = "pseudolikelihood", bandwidth = 0.2))
Arguments
y A vector of observed pixel data.
neighbors A matrix of all neighbors in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
slices Deprecated.
niter The number of iterations of the algorithm to perform.
nburn The number of iterations to discard as burn-in.
priors A list of priors for the parameters of the model.
mh A list of options for the Metropolis-Hastings algorithm.
truth A matrix containing the ground truth for the pixel labels.
Value
A list containing MCMC samples for the parameters of the hidden Potts model.
References
Moores, M. T., Pettitt, A. N., Mengersen, K. 2015 "Scalable Bayesian inference
for the inverse temperature of a hidden Potts model" arXiv:1503.08066
See Also
mritc::mritc.bayes
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mcmcPottsNoData Simulate pixel labels using chequerboard Gibbs sampling.
Description
Simulate pixel labels using chequerboard Gibbs sampling.
Usage
mcmcPottsNoData(beta, k, neighbors, blocks, niter = 1000)
Arguments
beta The inverse temperature parameter of the Potts model.
k The number of unique labels.
neighbors A matrix of all neighbors in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
niter The number of iterations of the algorithm to perform.
Value
A list containing the following elements:
alloc An n by k matrix containing the number of times that pixel i was
allocated to label j.
z An (n+1) by k matrix containing the final sample from the Potts
model after niter iterations of chequerboard Gibbs.
sum An niter by 1 matrix containing the sum of like neighbors, i.e.
the sufficient statistic of the Potts model, at each iteration.
See Also
PottsUtils::BlocksGibbs
Examples
# chequerboard Gibbs for a 2x2 lattice
neigh <- matrix(c(5,2,5,3, 1,5,5,4, 5,4,1,5, 3,5,2,5),
nrow=4, ncol=4, byrow=TRUE)
blocks <- list(c(1,4), c(2,3))
res.Gibbs <- mcmcPottsNoData(0.7, 3, neigh, blocks, niter=200)
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smcPotts Fit the hidden Potts model using approximate Bayesian
computation with sequential Monte Carlo (ABC-SMC).
Description
Fit the hidden Potts model using approximate Bayesian computation with se-
quential Monte Carlo (ABC-SMC).
Usage
smcPotts(y, neighbors, blocks, param = list(npart = 10000, nstat = 50),
priors = NULL)
Arguments
y A vector of observed pixel data.
neighbors A matrix of all neighbors in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
param A list of options for the ABC-SMC algorithm.
priors A list of priors for the parameters of the model.
Value
A list containing SMC samples for the parameters of the Potts model.
References
Moores, M. T., Drovandi, C. C., Mengersen, K., Robert, C. P. 2015 "Pre-processing
for approximate Bayesian computation in image analysis" Statistics & Computing
25(1), 23–33, DOI: 10.1007/s11222-014-9525-6
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sufficientStat Calculate the sufficient statistic of the Potts model.
Description
Calculate the sufficient statistic of the Potts model for the given labels:
S(z) =
∑
i∼`∈E
δ(zi, z`)
where δ(u, v) is the Kronecker delta function and E is the set of all unique pairs
of neighbours, or edges in the image lattice. S(z) is thus the sum of all like
neighbours in z.
Usage
sufficientStat(labels, neighbors, blocks, k)
Arguments
labels A matrix of pixel labels.
neighbors A matrix of all neighbours in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
k The number of unique labels.
Value
The sum of like neighbors.
Examples
neigh <- matrix(c(5,2,5,3, 1,5,5,4, 5,4,1,5, 3,5,2,5),
nrow=4, ncol=4, byrow=TRUE)
blocks <- list(c(1,4), c(2,3))
k <- 3
z <- sample.int(k, nrow(neigh), replace=TRUE)
res <- sufficientStat(as.matrix(z), neigh, blocks, k)
res$sum
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swNoData Simulate pixel labels using the Swendsen-Wang algorithm.
Description
The algorithm of Swendsen & Wang (1987) forms clusters of neighbouring pix-
els, then updates all of the labels within a cluster to the same value. When
simulating from the prior, such as a Potts model without an external field, this
algorithm is very efficient.
Usage
swNoData(beta, k, neighbors, blocks, slices = c(0, nrow(neighbors)),
niter = 1000)
Arguments
beta The inverse temperature parameter of the Potts model.
k The number of unique labels.
neighbors A matrix of all neighbors in the lattice, one row per pixel.
blocks A list of pixel indices, dividing the lattice into independent blocks.
slices Deprecated.
niter The number of iterations of the algorithm to perform.
Value
A list containing the following elements:
alloc An n by k matrix containing the number of times that pixel i was
allocated to label j.
z An (n+1) by k matrix containing the final sample from the Potts
model after niter iterations of Swendsen-Wang.
sum An niter by 1 matrix containing the sum of like neighbors, i.e.
the sufficient statistic of the Potts model, at each iteration.
References
Swendsen, R. H. and Wang, J.-S. 1987 "Nonuniversal critical dynamics in Monte
Carlo simulations" Physical Review Letters 58(2), 86–88, DOI: 10.1103/Phys-
RevLett.58.86
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See Also
PottsUtils::SW
Examples
# Swendsen-Wang for a 2x2 lattice
neigh <- matrix(c(5,2,5,3, 1,5,5,4, 5,4,1,5, 3,5,2,5),
nrow=4, ncol=4, byrow=TRUE)
blocks <- list(c(1,4), c(2,3))
res.sw <- swNoData(0.7, 3, neigh, blocks, niter=200)
res.sw$z
res.sw$sum[200]
testResample Test the residual resampling algorithm.
Description
Test the residual resampling algorithm for sequential Monte Carlo.
Usage
testResample(values, weights, pseudo)
Arguments
values A vector of SMC particles.
weights A vector of importance weights for each particle.
pseudo A matrix of pseudo-data for each particle.
Value
A list containing the following elements:
beta A vector of resampled particles.
wt The new importance weights, after resampling.
pseudo A matrix of pseudo-data for each particle.
idx The indices of the parents of the resampled particles.
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