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Abstract 
The cyclic execution of several multi-typed queues through a unified server requires superlative tactics of 
polling strategies.  Further, a number of traditional scheduling schemes have been put forward to provide 
assured Quality of Service (QoS) to the end-user. In the prior work, no effort has been put to combine the 
traditional scheduling schemes with polling mechanisms. Moreover, in the prior work, the researchers 
have utilized traditional Poisson distribution to analyze a variety of polling mechanisms to offer the 
standardized QoS to the end user. However, it has been proven through numerous studies that traffic 
carried by internet is self-similar and unfortunately, the traditional Poisson models are unable to capture 
the bursty nature of internet traffic. To overcome the limitations of prior work, in the present study, we 
combine the limited service polling model with traditional non-preemptive scheduling scheme in two 
different ways. We build an analytical framework considering multiple classes of self-similar traffic and 
analyze their behavior on the basis of G/M/1 queuing system. We construct the Markov chain for G/M/1 
queuing system and present the closed form expressions of packet latencies for related traffic classes. 
Simulated experiments in C++ were performed to test our proposed analytical framework for evaluating 
the QoS parameters and Markov chain transformation. This study clearly indicates that the combination 
of traditional polling mechanism with common scheduling scheme such as priority can offer a differential 
treatment to facilitate the required QoS for latest 4G wireless network applications according to their 
requirement. 
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1. Introduction 
Polling schemes are potential tools for modeling several areas like networks, robotics, traffic 
movements, and many other industry related applications. The polling scheme resembles with a method of 
multiple queues served by a singular server in cyclic manner. It can be categorized in accordance with how 
many customers (or packets) can be served from each station (queue). The general kinds of polling models 
are exhaustive, gated and limited service [1]. When any server filters a queue by utilizing exhaustive 
strategy, it keeps serving the queue until it becomes empty. As contrary to this, in gated method, only those 
numbers of customers are served from a queue, which are found by the server at the polling instant. 
However, through the utilization of limited server polling scheme, the server continues to server each 
queue during each cycle, until it is emptied or until k packets are served, whatever happens first [2, 3]. The 
limited service polling models are having a variety of applications and can be used extensively to examine 
the performance of different queuing and scheduling combinations [4]. On the other side, several queuing 
and scheduling combinations have been put forward that can be employed in IP routers. The most popular 
are: Priority Queuing (PQ), Custom Queuing (CQ), Weighted Fair Queuing (WFQ), Class Based Weighted 
Fair Queuing (CBWFQ) and Low Latency Queuing (LLQ). The prime difference among these queuing 
5].The understanding of polling techniques is significant 
because it facilitates great insight about the qualitative deeds 
through the extraction of variety of QoS parameters like delay, PLR, jitter and throughput. To date, polling 
models have been analyzed with Poisson traffic distributions only; even though it has been shown clearly 
through various studies that internet traffic possesses self-similar nature. Also, no effort has been put to 
analyze the polling models combined with traditional scheduling schemes. The present work is an effort in 
this direction. In this paper, we examine limited service polling model combined with non-preemptive 
priority scheme under two different kinds of scheduling patterns. These newly proposed scheduling 
schemes are analyzed under G/M/1 queuing mechanism. We construct the Markov chain for G/M/1 
queuing system and extract the closed-form expressions of packet latencies for related traffic classes. A 
discrete even simulator has been written in C++ to realize the behavior of self-similar traffic samples under 
newly developed scheduling schemes.  
  
2. Related work 
In studies [6, 7] the examination of two-queue based polling method has been conducted in which an 
individual server alternately filters the two queues. The first queue is filtered as an exhaustive polling 
policy and second queue is filtered as k-limited polling model. The resultant analysis can be used in the 
assessment of a stochastic two-item solitary-capacity building system. Another study [8] relevant to limited 
service polling models has been conducted in which a single server accesses single packet from every 
queue alternatively under the assumption of Poisson traffic input. Such method is referred as an alternating 
service polling model. The k-limited polling model has been studied in [9], where the asymptotic analysis 
has been offered. The traffic arrival pattern is again Poisson.  In [10], a model of mixed gated exhaustive 
vacation system with discrete period has been studied. The buffer space is divided into two queues called 
primary and secondary queues separated by a gate. The packets can arrive either before or after this gate. 
The model works as follow: if all packets after the gate are served, then the server declares vacation and 
the gate will open after vacation so all waiting packets require to move into the buffer space. In [11], the 
polling model based on mixed gated/exhaustive service has been studied that serves two queues containing 
high and low priority consumers (packets). The polling scheme with two queues Q1 (high priority packets) 
and Q2 (low priority packets) has been examined under different polling strategies like mixed 
gated/exhaustive, gated and exhaustive service. It has been shown that mixed gated/exhaustive service 
reduces the mean waiting period specifically for high priority packets as compared to other polling 
schemes. According to the authors of studies [12, 13], polling models are considered as a robust tool for 
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measuring the performance of many applications like token ring, robotics, time-sharing schemes and 
manufacturing systems etc. For example, the most common polling model is a cyclic polling model which 
is the basic model to examine time-sharing computer system. To get a detailed insight for more recent 
work being conducted on polling models particularly over the past five years, we refer the readers to [14-
17]. In all above studies of polling models, the main limitation lies in the fact that the considered traffic 
input behavior is Poisson, which cannot be used to model the actual behavior of network traffic. We have 
made an effort to find out the optimal solution to overcome this limitation. In our earlier work [18-19], we 
have made an initial effort to find out the optimal solution against this discrepancy through analyzing 
limited service polling models with various classes of self-similar traffic input. In our current work, we 
advance this effort by presenting an explicit analysis of limited service polling mechanism combined with 
traditional non-preemptive priority scheduling. This type of work is a big step forward to find out the most 
optimal combinations of polling models with traditional scheduling schemes for the provisioning of 
assured QoS to heterogeneous applications consistent with their requirement found in different kinds of 
wireless networks. 
 
3. Self Similar Traffic Model 
The choice of traffic model is the most important while designing new networks with a mixture of 
heterogeneous applications. The concerned traffic model that has been used to analyze the G/M/1 queuing 
system has different important attributes that makes it more attractive as compared to other known traffic 
models. In studies [20, 21] several traffic models have been discussed, which are used to assess the 
behavior of dissimilar kinds of applications such as telnet, Network News Transfer Protocol  (NNTP), 
 (FTP) Simple Mail Transfer Protocol  (SMTP). However, all of these traffic 
models have major limitations. The most common limitation is, they all require bulky set of parameters 
and are not suitable for analytical and simulation studies. The traffic model, we have considered to analyze 
the behavior of multiple classes of self-similar traffic is similar to an On/Off process and is almost 2nd order 
self-similar.  It has further the most attractive and desired attributes. It is parsimonious, analytical, flexible, 
implementable and accurate. 
The considered traffic model has been studied before in [22]. The traffic sample consists of a set of 
packets generated from infinite range of specific sources. Each source can initiate the session by using the 
Pareto distribution with a density given by 1)( rbrg , r b where is related to the Hurst 
parameter by 2/)3(H . The total traffic Y (t) can be measured by the number of packets generated 
during [0, t] as: 
 ))(()(
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Where iU the traffic arrival process of session i, iR is duration and iS is the arrival time of session i. 
Where iR is positive, iS is considered as real valued and iU is integer valued that counts the packets in the 
session i. The traffic model considers various set of traffic samples. The packet sizes of each traffic stream 
are supposed to be fixed because each queue or traffic class represents the specific type of application 
where the packets are of fixed size or have some static service time allocation. We explain the detailed 
procedure of evolving the Markov Chain together with extracting packet latencies for various classes of 
self-similar traffic in the next section.  
 
4. Analytical Framework 
We consider a model of four queues that relies on G/M/1 queuing system. Our model takes into 
consideration four distinct classes of self-similar traffic samples. The first two queues are priority queues; 
whereas; queue 3 and queue 4 are being treated according to limited service polling fashion. The scheduler 
visits queue 1 first and serves all the packets, then it goes to queue 2 and serves only one packet. After 
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serving single packet from queue 2, the server goes back to queue 1 and checks whether some new highest 
priority packets may have arrived during the service time of queue 2 packet. If so, the server will serve all 
of them and then goes back to serve queue 2. Furthermore, the limited service queues can get service only 
when there is no packet waiting in queue 1 and 2. The limited service queues are being served in a cyclic 
fashion such as the scheduler serves both queues by taking one packet from each limited service queue 
during each cycle. 
Let μ1, μ2, μ3 and μ4 denote the service time distribution for correspondingly type 1, 2, 3 and 4 packets 
respectively. The inspection of the queuing system at the time of arrival instants is the ground on which the 
Markov chain formulation of G/M/1 is reliant. The embedded Markov chain at the time of arrival instants 
is designated by  
(Xn: n>=0). Moreover, the state space is defined as follows: S={ (i1,i2,i3,i4,a,s) : a {a1,a2,a3,a4} , s 
{s1,s2,s3,s4, I }, i1,i2,i3,i4 Z + }.Where a1, a2, a3, a4 represent the type of arriving packet and s1, s2, 
s3, s4 designate the type of packet in a service. Moreover, i1, i2, i3and i4 represent the set of packets in 
each queue plus the packet in service if any, and I indicates the idle condition in which no packet is in the 
queue or in service. 
4.1 Markov Chain Transition Probabilities 
The transition probabilities of Markov chain can be written by considering each case separately. Here, 
we are going to discuss only one transition in depth related to this model.   
Transition from (i1, i2, i3, i4, a1, s1)  (j1, j2, j3, j4, a2, s2): 
In this transition, the arriving packet in the initial state is of type 1, and the arriving packet in the 
subsequent state is of type 2. The initial state arrived packet, which is of type 1, has viewed 1i  packets in 
queue 1 including a packet in service of type 1, 2i packets of type 2, 3i packets of type 3 and i4 packets of 
type 4 in the system. In the next state, a new arrival of type 2 packet has found J1 packets of type 1, J2 
packets of type 2, J3 packets of type 3 and j4 packets of type 4 in the system. Due to non-preemptive 
priority service policy for the first two queues, the next state arrival of type 2 can see a type 2 packet in 
service only if all type 1 packets including the one that arrived in the previous state are exhausted during 
the interarrival period. Therefore, J1 is equal to 0 and exactly 11i packets of type 1 have been served. On 
the other hand, the no. of packets being served from queue 2 can be k, and k can have value between 0 and 
i2-1 because at least one type 2 packet must stay in the system, which is the one being in service when the 
new arrival happens to fulfill this transition. Further, the scheduler has not got the chance to visit queue ¾ 
because, he is still busy with queue 2 on the arrival of new class 2 packet. This transition has been shown 
in Fig.1. The transition probability is written as follows: 
P {Xn+1= (0, i2-k, i3, i4, a2, s2) |   Xn = (i1, i2, i3, i4, a1, s1)} 
1{ 1iP served from queue 1, k served from type 2 and a type 2 packet must remain in the service 
during 12T } 
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Fig.1: A Markov Chain Transition for four queues of mixed priority and limited service policy. (i1, i2, i3, i4, a1, s1)  (j1, j2, j3, j4, 
a2, s2) 
    The other transitions follow similarly. 
4.2 Steady State Distribution and QoS Parameters 
The steady state allocation can be composed by solving P , where P is the transition matrix of 
the Markov chain  being inspected earlier. The service time distributions are μ1, μ2, μ3 and μ4 for class1, 
2, 3, and class 4 packets respectively. The predictable waiting period for the first queue (queue 1) can be 
found from: 
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Where J1, J2, J3 and j4 are the respective capacities of queue 1, 2, 3 and 4 respectively. It clearly 
indicates that the arriving packet of class 1 has to wait until the packet in service (if any) plus all of the 
packets of queue 1 waiting ahead of it must complete the service. Based on the type of packet in service, 
we have constituent expressions in the sum. On the contrary, the predictable waiting period of class 2 
packets (queue 2) can be found as follows: 
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The newly arriving packet of class 2 has to wait until the packet in service plus all the packets of class 1 
and class 2 already present in the system must complete the service. Also the last term (c1/u1)E[W2] 
indicates those class 1 packets which arrive during the waiting period of this newly arrived class 2 packet 
and will also complete their service before this newly arrived class 2 packet. On the other hand, the 
average waiting time for class 3 and class 4 packets will be same because during each cycle, the scheduler 
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serves one packet from queue 3 and one packet from queue 4 provided there is no packet waiting in 
priority queues (i.e. queue 1 and 2). Also, whenever the scheduler serves a packet from queue ¾, it always 
goes back to priority queues just to see that may be some new high priority packets have arrived during this 
time, if so, it will serve them first and then come back to queue ¾ and start the cycle exactly from the same 
point where it left. Since, we have a combined system of priority and limited service polling model, hence 
the average waiting time of class ¾ packet is affected by two factors; (1) because of the priority service of 
queue 1 and 2 and (2) because of limited service policy of queue 3 and queue 4. Also, the average waiting 
for a class 3 and class 4 packets will be same because both queues are getting same service from the 
scheduler. Hence, . Also, by considering the above mentioned facts, we can find the exact 
bounds for the average waiting time for a class ¾ packets as follow: C3 <E [  
 
 
 
 
 
Also, another factor that have caused to generate the lower and upper bound for these limited service 
queues lies in the fact that whenever a class ¾ packet comes to the system, it depends that the number of 
 
 
4.3 Alternative schedulilng logic for combined limited service and non-preemptive priority service 
Now, we again consider a model of four queues that relies on G/M/1 queuing system. Our model takes 
into considerations four distinct classes of self-similar traffic samples. The first two queues are priority 
queues; whereas; queue 3 and queue 4 are non-priority queues. But this time, we reverse the scheduling 
logic. The first two queues are being treated according to limited service polling fashion; whereas queue 3 
and 4 are being served according to non-preemptive priority service. The complete scheduling logic of the 
server is as follows: The scheduler visits queue 1 and serves one packet and then visits queue 2 and serves 
one packet and then starts again from queue 1. The scheduler can serve queue 3 and queue 4 only, when 
there is no packet waiting in queue 1 and 2. Also, queue 3 is having higher priority as compared to queue 
4. After finishing queue 1 and queue 2, the scheduler visits queue 3 and serves only one packet. After 
serving single packet from queue 3, the server goes back to priority queues (queue 1 and 2) and checks 
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whether some new high priority packets may have arrived during the service time of queue 3 packet. If so, 
the server will serve all of them and then goes back to serve non-priority queues. Furthermore, the queue 4 
can get service only when first three queues are empty. Just like the first model, we build the Markov chain 
for this model and also extract the closed form expressions for packet delay of corresponding traffic 
classes. We skip the details of derivation and directly write down the expected waiting time for four 
different kinds of traffic classes. Since queue 1 and queue 2 are getting same service, the expected waiting 
time for queue 1 and queue 2 packets is almost same.  
 
First we write down the exact bounds for class 1 packet as follows: 
 
 
 
 
 
 
 
Whereas, the expected waiting time for queue 3 and queue 4 is as follows: 
 
 
 
5. Simulation Results 
This section presents a comparison of simulation results of two different kinds of scheduling schemes. 
In both cases, the capacity of each queue is 10 packets. The following values have been presented for the 
class 1 traffic: the session arrival rate is adjusted to 11 5s , the in-session packet arrival rate is 
1
1 50s (the property of VoIP traffic) and the service rate to
1
1 2500s . Also, the following values 
have been selected for queue 2, 3 4: the session arrival rate= 1432 50s , the in-session packet 
arrival rate= 1432 5s and the service rate 1432 . 
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5.1 Simulation Framework 
A comprehensive discrete-event based simulator in C++ has been developed to examine the behavior of 
different kinds of self-similar traffic under two different kinds of scheduling schemes. The simulator is 
enriched with modular design that permits free customization of any kind of scheduling logic under any 
kind of traffic input. The Scheduler class is the main element of the simulator. Also, a variety of 
supplementary classes have been written to simplify the program logic such as: 
 Simulation. This module is the simulation engine that updates the event list and moves period 
forward etc. 
 Random No.: This class was utilized to produce the random numbers. 
 Packet: This class was utilized to preserve the packet state in a system. 
In the first model, the scheduler serves all packets from queue 1 and 2 first, while giving priority to 
queue 1 over queue 2. In addition, it serves queue 3 and 4 according to limited service polling model 
provided there is no packet waiting in high priority queues (i.e. queue 1 and 2. The effect of varying the 
Hurst parameter (0.5<H<1) on mean delay, PLR and queue length has been studied. The right column of 
Fig. 2 depicts these QoS standings versus Hurst Parameter for this model. We can clearly observe from 
Fig. 2 that when Hurst parameter increases, there is an increase in delay, PLR and queue length particularly 
for queue 3 and queue 4 packets, which are getting service according to limited service policy. In our 
earlier work, we have analyzed traditional priority scheduling with 4 distinct classes of self-similar traffic 
samples [23]. The average delay being observed for lowest priority class (queue 4 packets) was 
approximately more than 120 ms at H= 0.9, which is much higher as compared to this newly proposed 
combined logic of priority and limited service, where the delay for queue 3/4 packets is only 39ms 
approximately. In the second model, the scheduler serves queue 1 and queue 2 according to limited service 
and also queue 1 and queue 2 packets have priority over queue 3 and 4. Queue 3 and queue 4 packets get 
service according to non-preemptive priority logic only when there is no packet waiting in queue 1 and 2. 
Also queue 3 is having more priority as compared to queue 4 packets. The result of changing the Hurst 
parameter (0.5<H<1) on mean delay, PLR and queue length has been studied. The left column of Fig. 2 
depicts these QoS traits versus Hurst Parameter for this second model. Again, we can clearly observe from 
Fig. 2 that with increase in Hurst parameter, there is an increase in QoS parameters particularly for the 
lowest priority queue i.e. queue 4. 
 
6. Conclusion And Future Work 
Even though polling models have had a variety of applications in the past and 
the past work has been based on simple Poisson distribution. Through high quality studies over the past 
twenty years, it has been proven that network traffic found in varying types of fixed and wireless networks 
do not follow Poisson distribution, rather it is self-similar and long range dependent. Also, in the prior 
work, no one has analyzed polling models combined with traditional scheduling schemes. Therefore, in 
order to prevail over the limits of past work and to advance the work of polling model area, we proposed 
unique scheduling schemes by combining traditional non-preemptive priority service with limited service 
polling models in two different ways. 
 
 
The analytical framework takes into consideration several classes of self-similar traffic and we 
examined them under G/M/1 queuing mechanism. This may be the first time that such analytical 
framework has been proposed for polling systems combined with a traditional scheduling scheme with 
self-similar traffic input. The simulations in C++ have also been performed to replicate the behavior of 
QoS of various traffic classes. We have noticed clearly that the combination of polling models with 
traditional queuing schemes can offer more promising and guaranteed results to heterogeneous applications 
with diverse QoS requirements. The longer term work will be primarily based on more advanced 
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combinations of polling mechanisms and at the end, we will be able to devise different types of polling 
strategies for various types of networks consistent with requirements of applications found in each 
network. 
Fig. 2: Simulation Results for Mixed Non-Preemptive Priority and Limited Service Polling Models 
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