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Down-sampled and Under-sampled Data sets in Feature Selective Validation (FSV)
Abstract—Feature Selective Validation (FSV) is a heuristic method for quantifying the (dis)similarity of two data sets. The computational burden of obtaining the FSV values might be unnecessarily high if data sets with large numbers of points are used. While this may not be an important issue per se it is an important issue for future developments in FSV such as real-time processing or where multi-dimensional FSV is needed. Coupled with the issue of data set size, is the issue of data sets having ‘missing’ values. This may come about because of a practical difficulty or because of noise or other confounding factors making some data points unreliable. These issues relate to the question “what is the effect on FSV quantification of reducing or removing data points from a comparison – i.e. down- or under-sampling data?” This paper uses three strategies to achieve this from known data sets. This paper demonstrates, through a representative sample of 16 pairs of data sets, that FSV is robust to changes providing a minimum data set size of approximately 200 points is maintained. It is robust also for up to approximately 10% ‘missing’ data, providing this does not result in a continuous region of missed data. 

Index Terms—Data sensitivity, FSV (Feature Selective Validation), Down-sampling, Under-sampling
I.	Introduction
T
HE Feature Selective Validation (FSV) method [1] [2] was proposed to mirror the response of a group of engineers in the validation of computational electromagnetics. Discussions over recent years have indicated that FSV method is of considerable benefit in the validation of numerical models [3], the assessment of experimental repeatability [4] and other related applications [5][6].
The FSV method can provide substantial quantitative and qualitative information about the levels of agreement between data sets. To summarize, data sets are first decomposed into three parts, DC, Low and High frequency components by used of the Fourier Transform and its inverse transform. Then, these components are employed to calculate the point-by-point Amplitude Difference Measure (ADMi) and Feature Difference Measure (FDMi). The point-by-point Global Difference Measure (GDMi) is made up of the ADMi and FDMi. Further, the single goodness-of-fit values, xDMtot (x can be A, F or G), are obtained by taking the mean of xDMi. With the relationship established in [1], the point-by-point results can be shown in the form of confidence histograms (labeled as xDMc) with six categories described by terms commonly used in validation and data comparison.
Considering the extensive application of FSV, the efficiency of implementation will become a critical problem in the future, especially for the development of 2D FSV [7] and FSV used with higher degrees of freedom. In practice, datasets under comparison may have different sample rates and lengths. As the time taken to complete a data comparison is proportional to the number of points being compared [8], a related issue is that whether the density of data to be processed can be reduced to a known limit to save computational resources.
In addition, data frequently presents itself with ‘missing’ data points due to errors or difficulties in obtaining those data, or perhaps the data is simply non-continuous due to the nature of the system (such as the electric field either side of a metallic shield). This presents valid questions about the reliability of any comparison metric obtained when trying to compare simulations and measurements, etc. from such systems. In this case, visual assessment will compensate for any randomly or continuously missed data points. Therefore, it is necessary to analyze the performance of FSV when confronted with these under-sampled data sets.
In this paper, the data sensitivity of the FSV method is analyzed. Three down- and under-sampling strategies with the FSV method are investigated to indicate the level of confidence in the comparison result when data is down-sampled and under-sampled.
The paper is organized as follows. The three strategies are briefly summarized in Section II along with analysis method and results in Section III. Section IV further discusses these results. Section V gives a summary and some concluding remarks.
II.	Three down- and under- sampling strategies
The data sensitivity of the FSV method is investigated by analyzing the variation of FSV results with the change of sampling rate or the number of data points. To complete the analysis, three strategies of obtaining the subsets of original data sets are given in this section. Then, the GDMtot and GDMi values of subsets are used to measure the change of FSV results, which give the information of global discrepancy between data sets in single value and point-by-point forms.
A.	Down-sampling strategy
For this strategy, the data density is reduced by creating subsets of the data by resampling both the original datasets as shown in Fig. 1. If the original sampling frequency is f, then the first two subsets (first layer) can be given by sampling frequency f/2 and so on. The number of subsets increases at an exponential rate 2layer. The length of subsets changes from 100% of full points to (100/2layer)%. After this, the subsets are compared by FSV and their GDMtot and GDMi results are recorded.


Fig. 1. The down-sampling strategy
B.	Under-sampling strategy
This approach anticipates the effect of ‘missing’ data points. This is referred to here as the under-sampling strategy, where there are two implementations, the data points are missed 1) continuously or 2) randomly.
1)	Continuously missed data is simulated by multiplying one of the original data sets by function defined in Fig. 2. The missed block slides along the x-axis point by point. In this way, (M-N+1) subsets are generated if M is the length of original data and N/M is the proportion of missed data points. The missed block is predicted by linear interpolation (a method of curve fitting using linear polynomial) before the subset is compared with the other data set. The proportion of missed data changes from a minimum of 1% and the GDMtot and GDMi values are recorded. 


Fig. 2. Function used for continuously missing strategy

2)	For randomly missed subsets, the missing data is selected from one of original datasets. A random number is drawn from the standard uniform distribution on [1, M] if M is the length of original datasets. Similarly, the missed data points are predicted by linear interpolation. After this, 1000 pairs of randomly missed data sets are compared for each proportion and their GDMtot and GDMi values are recorded. 
It should be noted that both the under-sampling strategies are performed on one of data sets while the other one remains unmodified.
C.	Data sets used
To test the aforementioned strategies, 16 pairs of data sets are employed, which are composed of 8 pairs of typical data used in [1] and [2] in 2006, 7 pairs of transient data in [9] and a pair of example data from [10]. These data sets are frequently used in the development and improvement [11] of FSV method.
The 2006 data sets are labeled as 2006-1 to 2006-8, which contained a variety of levels of visual similarity. The transient data are labeled as Transient-1 to Transient-7, which contains some typical EMC transient with different settlement and pre-event time. The final data set is simply referred to as “Example” Their length is outlined in Table I.

Table I
 Length of data sets under investigation







In the interests of space, the results that follow provide a summary of the various comparisons with results of specific interest being described further.
III.	Analysis method and Results
Analysis method
During the data sensitivity analysis, the variation of GDMtot and GDMi need to be assessed. The GDMtot value can be represented in quantitative or qualitative form as shown in Table II. In this paper, the number of data points or the proportion of missed data will be recorded when the qualitative result changes compared with original data sets (i.e. when the next category would be recorded).
For instance, Fig. 3 shows the example data with a length of 900 points. For the down-sampling strategy, there are two subsets with length of 450 points for the first layer and four subsets with length of 225 points for the second layer. It can be seen from Fig. 4 that GDMtot of the subsets varies in the range [0.4, 0.8] (Fair) until the fifth layer which has 32 subsets with length of 28 points. The spread of GDMtot becomes wider than the range of “Fair” from the sixth layer which has 64 subsets with length of 14 points. In this case, the 28 will be recorded as the down-sampling limit.

Table II
 FSV Interpretation Scale [1]

FSV value (quantitative)	FSV interpretation (qualitative)
Less than 0.1	Excellent
Between 0.1 and 0.2	Very Good
Between 0.2 and 0.4	Good
Between 0.4 and 0.8	Fair
Between 0.8 and 1.6	Poor
Greater than 1.6	Very Poor


Fig. 3. Example data [10]


Fig. 4. Variation of GDMtot values with the change of sampling rate 

The difference of GDMi, as opposed to GDMtot, between original data sets and their subsets is measured by Kolmogorov-Smirnov test (KS-test) [12]. The KS-test aims to determine if the distributions of two datasets differ significantly. The null hypothesis is that the two datasets are from the same distribution. By contrast, the alternative hypothesis is that they are from different distributions. The null hypothesis would be rejected if the test statistic, D, is greater than the critical value decided by significance level. The statistic D is determined by the maximum vertical deviation between the two curves of the cumulative distribution functions (CDFs) of the datasets.
                (1)
where is the proportion of sample 1 values less than or equal to x and  is the proportion of sample 2 values less than or equal to x.
The critical value of statistic D [13] for different significance level can be decided by
             (2)
whereandis the length of datasets under comparison. The value of k is obtained from tables [13]. For 95% confidence, k is 1.36, for 90% confidence, k is 1.22.
In this paper, the D　values of different layers are calculated by comparing the GDMi results of subsets and that of original data sets. Then, the number of data points or the proportion of missed data will be recorded when the D values exceed the  value of 95% confidence.
For the down-sampling strategy, the length of the subsets decreases at the rate of 2layer. So the value of is different for different layers. The boxplot is employed to show the distribution of D values, which is a convenient way of showing the distribution of data based on five number summaries: minimum, first quartile, median, third quartile, and maximum. Fig. 5 shows the boxplot of D values of different layers for example data given in Fig. 3. It can be seen from Fig. 5 that the distribution of D values over  from the third layer which has 112 points. So 225 (length of the second layer) will be recorded as a “safe” length for the example data.
For the under-sampling strategies, remains unchanged because of the linear interpolation. Therefore, as shown in Fig. 6, different proportions of missed data share the samevalue. In this case, 60% will be recorded as the under-sampling limit of example data sets. Note that the ‘safe length’ is being determined by the upper quartile of the D value in this paper.


Fig. 5. Variation of D values with the change of sampling rate


Fig. 6. Variation of D values with the change of proportion of randomly missed data
A.	Down-sampling strategy results
























Fig. 7. GDMtot changes of 2006-4


Fig. 8. GDMtot changes of Transient-6

For 2006-4 and Transient-6, as shown in Fig. 7 and Fig. 8, the FSV qualitative result keeps stable because the ranges of “Very Poor” and “Poor” are wider than other categories. Actually, we can find that the GDMtot becomes sparse when subset length is reduced to 50 (2006-4) and 78 (Transient-6), which is generally in line with the assessment of D value.
For Transient-1, as shown in Fig. 9, its changing points of GDMtot and GDMi are much greater than that of other datasets. Actually, the distribution of GDMtot values shown in Fig. 10 does not acutely vary when the qualitative FSV result changes (625 points to 156 points). Instead, the spread of GDMtot values becomes greater when subset length changes from 78 to 39. This may be attributed to the long settling time of Transient-1. Fig. 11 compares the GDMi of original and down-sampled data sets. It is shown that the GDMi discrepancy mainly happens in the range [0 5000] where the transient part is located. Therefore, the down-sampling limit should be doubled considering that most of data features are located in half part of data sets. Transient-7, shown in Fig. 12, also shares these characteristics. To verify this point, the first half of the waveforms of Transient-1 and Transient-7 are used with the down-sampling strategy. It can be seen from Table IV that the changing points are reduced. Fig. 13 compares the original and down-sampled data 1 of Transient-1 (first half). The difference between them can hardly be identified by visual assessment, which is in line with test result.

Fig. 9. Waveforms of Transient-1


Fig. 10. GDMtot changes of Transient-1


Fig. 11. Comparison of GDMi of Transient-1


Fig. 12. Waveforms of Transient-7

Table IV
results of First Half of Transient-1 and Transient-7






Fig. 13. Comparison of original and downsampled data 1 for Transient-1

The GDMi changing points of Transient-7 is 3000 as shown in Table III, which means that the GDMi is sensitive to the change of sample rate. And the situation is not improved even when the first part is separately assessed, as shown in Table IV. Fig. 14 gives the comparison of original and down-sampled data 1 for first half of Transient-7. Difference in the figure is not as significant as assessed by GDMi.

Fig. 14. Comparison of original and downsampled data 1 for Transient-7

B.	Continuously under-sampling strategy results
For the under-sampling strategy, the length of data sets are limited to around 200, because we aim to eliminate the influence of number of points. In addition, for Transient-1 and Transient-7, only the first half parts are analyzed based on the results of down-sampling strategy.
The results of continuously missing data strategy are given in Table V. It is clear that the GDMtot and GDMi values are very sensitive to this strategy as most demonstrate a change when the proportion of missing data is less than 10%. Additionally, there is no obvious difference between the proportions indicated by the variation of GDMtot and GDMi.
The GDMtot changing proportions of 2006-4 and 2006-8 are non- existent because their qualitative categories are “Very Poor” and “Poor” which have a broader range than other categories as shown in Table II. Fig. 15 shows the GDMtot distributions of 2006-8 whose qualitative result is “Poor”.
Table V
Continuously Under-sampling Strategy Results



















Fig. 15. GDMtot values of continuously missing data strategy for 2006-8
C.	Randomly under-sampling strategy results
Table VI outlines the results based on the same data sets used in last subsection. It can be found that the proportions of missed data are much greater than that of the continuously under-sampling strategy. All the proportions exceed 10% in addition to 2006-1.




Randomly under-sampling strategy results



















Fig. 16. GDMtot values of randomly missed data strategy for 2006-5

The changing proportions of GDMtot and GDMi for 2006-1 are much smaller than that of other data sets. It can be seen from Fig. 17 that 2006-1 is a pair of data with high level of agreement, whose FSV qualitative result is “Excellent”. So the GDMtot and GDMi values are very sensitive to any change of waveforms. Although the GDMtot values, as shown in Fig. 18, exceeds 0.1 at 6%, the maximum GDMtot is smaller than 0.2 until 18% data points missed. 


Fig. 17. Waveforms of 2006-1


Fig. 18. GDMtot values of randomly missed data strategy for 2006-5 

Fig. 19 shows an under-sampled subset of Data 1 with 10% data points missed. In spite of the fact that only the discrepancy located around point 80 can be visually identified, the distribution of GDMi is significantly changed and reflected by D value, as given in Fig. 20 and Fig. 21. Also, as indicated by D value, most of discrepancy between GDMi values appears in 0.1 or less.


Fig. 19. Comparison of original and under-sampled data 1 for 2006-1


Fig. 20. Comparison of original and under-sampled GDMi for 2006-1


Fig. 21. Comparison of CDFs of GDMi for 2006-1

D.	Discussion 
The relatively large changing points of Transient-1 in Table III indicate that the down-sampling limit should be related to the feature distribution of data sets. If most of data features are concentrated on part of data sets, as shown in Fig. 9 and Fig. 12, the influence of down-sampling will be amplified. So the down-sampling limit is valid for the data sets that features are generally distributed across the range of the x-axis, or data sets without too much redundant data.
All results of the three strategies tested in this paper show little difference with regard to the transient and non-transient data sets in relation to the GDMi changing points of Tansient-1 and Transient-7 in Table III. The comparison shown in Fig. 14 indicates that the influence of under-sampling is not as significant as reflected by the change of GDMi. Apart from the influence of the feature distribution, this may be caused by the nature of transient data sets [9], which needs further investigation.
IV.	Conclusion
Future applications of FSV may include the need to process comparisons in real time or close to real time (such as for process control or for simulation conversion testing) or to process vast quantities of data for one comparison (such as with multi-dimensional FSV). It is therefore important to understand the effect that pre-processing the data to reduce the volume of data to be processed in one comparison. A related problem is that not all data points to be compared will be valid (because of errors, noise, etc.) or there may be continuous blocks of missing data. This paper has provided a first insight into this behavior using three down- and under-sampling strategies applied to 16 pairs of data. While it is impossible to be absolutely prescriptive about the results, providing ‘rules’ that will be universally applicable, some preliminary observations provide a starting point for application and further analysis. 
1)	Data can be adequately down sampled to approximate 200 data points on condition that the data features are distributed across the domain of interest and not ‘bunched’ on the graph. The results do suggest that down-sampling below this level is feasible but 200 points has been suggested as a conservative lower limit which will have broad utility. 
2)	FSV results are not significantly changed if the quantity of data points missing is limited to less than approximately 10% (This is based on the assumption that the data sets have been down-sampled to around 200 points).
3)	FSV is sensitive to continuously missing data points. The FSV result may demonstrate significant differences with a block of only 1% of points being continuously missing. 
Based on these conclusions, the computational resources may be saved through reducing the density of data sets. And they also provide a benchmark for the reliability assessment for the comparison of data sets with points missed. Future work will build on this study to provide more rigidly applicable guidelines for users of FSV. One area that has been demonstrated to be a topic suitable for further research is how to deal with “gaps” in the data: a situation that occurs regularly in EMC simulations and measurements.
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