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The problem of the inverse Laplace transform is as follows. Assuming that 
the transform F(s) is known and given by the relation 
s 
m e-%(t) dt = F(s), 
0 
we are to reconstruct the inverse transform u(t), if only approximately. 
Bellman, Kalaba, and Lockett (BKL) d evoted the monograph [l] to this 
important problem. They use a number of methods and with great analytical 
and computational virtuosity they apply them to the numerical solutions 
of many problems. 
In the present note I consider only the simplest method used in 
[l, Chapter 2, Section 81 and that may be briefly described as follows. Let 
us assume that 
$2 u(t) = u( co) exists. (2) 
Changing variables by setting x = e-t, and writing 
f(x) = 4- log 4, (0 d x 6 11, (3) 
we obtain the relation 
s 
o1f(x) ts-l dx = F(s) (s > 0). 
In particular, let s = v + 1, where v is a nonnegative integer. Writing 
F(v + 1) =LLv, (v = 0, I,...), (5) 
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we arrive at the set of equations 
J’ o1 f  (x) xv dx = Pv (v = 0, l,...). (6) 
From (2) and (3) we know thatf(x) E CIO, 11, and by an old result (Theorem 
of Lerch) f(x) is known to be uniquely defined by the system (6). 
BKL consider the truncated system 
s 01f(4 x” dx=IU~ , (v = o,..., n - l), (7) 
for an appropriate integer n, and proceed to find an approximation of f(x) 
as follows. Let 
s o1gb9 dx =i wi.n&i,n)r k E ?3n-1) i=l 
be the n-point Gauss quadrature formula for the interval [0, I]. BKL replace 
the integrals in (7) by the sums furnished by (8). We denote byj*,, the approx- 
imation tof(XiSn) obtained in this way as solutions of the linear system of 
equations 
i %n~.n(xi,n)Y = PLY, (v = 0 ,..., n - 1). (9) 
i=l 
Solving this nonsingular system for the unknownsfi,, , BKL’s approximation 
tof(x) is the set of n points 
tXi,n ,.fi.n), (i = l,..., n). (10) 
1. THE LEAST-SQUARE APPROXIMATION Qnwl(x) OF f(x) 
Our first result is the following 
THEOREM 1. Let QpaeI(x) denote the element of rr,,--l that approximates f  (x) 
best in the sense of the L, norm, or least squares, in [0, 11. Then 
Ji,n = Qn-l(Xi.n), (i = l,..., n). (1.1) 
A proof follows from the following statements. 
1. There is a unique Qnel(x) E T,-~ such that 
s 6 Qn-l(x) x” dx = TV , (v = o,..., n - 1). U-2) 
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Indeed writing Q+i(x) = C Q$ with undetermined coefficients, we see 
that (1.2) amounts to the system 
la-1 
2, %/(i + v + 1) = PY , (v = 0 >..., n - 1). (1.3) 
The determinant of this system is a section of the Hilbert matrix and therefore 
nonsingular. 
2. The polynomial Qnel(x) determined by (1.2) is the least-square approxima- 
tion off(x) within “n-l . 
Observe that (7) and (1.2) imply that 
I “’ (f(x) - Qn-1(x)) x” dx = 0, (v = O,..., n - I), 
and these are the normal equations for the least-square approximation. 
3. The polynomial Qnbl(x) determined by (1.2) satis$es the relations 
gl waQn&.la) Cd” = pv , (v = 0, . . . . n - 1). (1.4) 
Notice that 
Qn-d4 x"~n2+1 
and (1.4) follows by applying Gauss’ formula (8) to the integrals in (1.2). 
A comparison of (9) and (1.4) establishes Theorem I. 
Remark 1. The problem of determining f(x) from (6) is a particular 
version of the Hausdorff moment problem. See [4], and for some comments 
on [4] see [6]. 
Remark 2. The main point of Theorem 1 is that it replaces BKL’s 
discrete approximation (10) to f(x), by the approximation Q+i(x) valid 
throughout [0, 11. Returning to the original variable t = - log x, we see 
from (3) that we obtain for u(t) in [0, co) the approximation 
Qn-l(e+). (1.5) 
Gauss’ nodes and weights are no longer needed to obtain Q+i(x), which 
is clearly identical with the sum of the first n terms of the Legendre series 
expansion of f(x) in [0, 11. In Section 2 we show how this partial sum may 
be obtained in terms of the given moments CL,. 
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Remark 3. The question of the validity of the limit relation 
;+z Qn-d-4 = f(x) (1.6) 
is equivalent with the problem of the convergence of the Legendre series 
expansion of f(x) in [0, 11. Concerning conditions for the convergence of 
the Legendre series we refer to [3] and [7, Chap. IX]. These imply that (1.6) 
holds if 0 < x < 1 andf(x) is of bounded variation in a neighborhood of x. 
Remark 4. My original proof of Theorem 1 was more elaborate. The 
proof here presented arose in the course of a conversation with my colleague 
L. B. Rall. 
2. THE CONSTRUCTION OF Q+Jx) IN TERMS OF THE MOMENTS py 
The Legendre Let P”(x) denote the classical Legendre polynomials. 
polynomials for the interval [0, I] are defined by 
L,(x) = (l/V!) (dY/dXY) (X(X - 1))” = P”(2X - 1). (2-l) 
They are orthogonal in [0, I], and the Legendre series expansion off(x) in 
[0, 11 is 
f(x) - 2 GP”PX - 1) (2.2) 
where 
0 
c, = (2V + 1) I1 j(x) P”(2X - 1) dx. (2.3) 
0 
By Theorem 1 we know that 
n-1 
Qn-164 = c d’v(2x - I>> (2.4) 
0 
and we are still to show how the c, are to be computed in terms of the moments 
PO > 111 P...P th-1 * (2.5) 
For this purpose we need the following known expansion 
P,(2x - 1) = (- 1)y i (- l)i (” ; 3 (y) xi. 
i=O 
(2.6) 
This relation seems to be due to Murphy (1833) (see [8, p. 312, Example 21). 
It was rediscovered together with several other relations [2, p. 2891 by 
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Dirichlet who merely says: “Ces expressions tres simples et qui sont facile a 
demontrer ne pa&sent pas avoir CtC remarquees.” Heine gives a very simple 
direct proof in [5, p. 181. 
Multiplying (2.6) by f(x) and integrating over [0, I], we obtain from (2.3) 
and (6) the following theorem. 
THEOREM 2. The coeficients c, of the representation (2.4) of Qnwl(x) are 
expressed in terms of the moments (2.5) by 
c,=(2v+l)~~~(-l).+“(y~i)(~)Ili, @=O,...,n-1). (2.7) 
The matrix of the transformation (2.7) is a section of an infinite triangular 
matrix having integer coefficients. Thus the coefficients of the sixth-degree 
(n = 7) approximation 
Q6(x) = i cJ’v(2.x - 11, 
0 
(2.8) 
corresponding to the seven-point Gaussian formula as used by BKL, are 
given by the transformation 
co 
Cl 
C!2 
c3 
c4 
c5 
C6 
1 0 0 0 0 0 0 
-3 6 0 0 0 0 0 
5 -30 30 0 0 0 0 
-7 84 -210 140 0 0 0 
9 -180 810 -1260 630 0 0 
-11 330 -2310 6160 -6930 2772 0 
13 -546 5460 -21840 40950 -36036 12012 
(2.9) 
Of course, on the way we obtain the lower degree approximations 
QAx) = to d’vP - l>, (j = 0, 1 I..., 5) 
and the rate of decrease of the c, should give us an idea of how good the last 
approximation (2.8) is. 
The size of the coefficients in (2.9) exhibits the instability of the inverse 
Laplace transform so aptly discussed by BKL in [l, pp. 17-191. Equation 
(2.9) shows that in the computation of the c, there is a progressive loss of 
accuracy. If we wish to compute (2.8) with k decimal places, then the values 
of PO ,*.-, PC3 , should be available with about k + 5 accurate decimal places. 
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Added in proof, July 1973: Professor A. ErdClyi kindly pointed out to the author 
the relevance of his article 
9. A. ERDBLYI, “Inversion Formulae for the Laplace Transformation,” Phil. Magazine 
(Ser. 7), 34 (1943), 533-537. 
Indeed, our relation (2.7) is seen to be identical with ErdClyi’s relation (6) on p. 535. 
