Abstract We establish the second part of Milnor's conjecture on the volume of simplexes in hyperbolic and spherical spaces. §1. Introduction
§1. Introduction
In [Mi] , John Milnor conjectured that the volume of a hyperbolic or spherical n-simplex, considered as a function of the dihedral angles, can be extended continuously to the degenerated simplexes. Furthermore, he conjectured that the extended volume function is non-zero except on the closure of the space of Euclidean simplexes. The first part of the conjecture on the continuous extension was established in [Lu2] (also see [Ri] for a new proof of it). The purpose of the paper is to establish the second part of Milnor's conjecture.
To state the result, let us begin with some notations and definitions. Given an n-simplex in a spherical, hyperbolic or Euclidean space with vertices v 1 , ..., v n+1 , the i-th codimension-1 face is defined to be the (n − 1)-simplex with vertices v 1 , ..., v i−1 , v i+1 , ..., v n+1 . The dihedral angle between the ith and j-th codimension-1 faces is denoted by θ ij . As a convention, we define θ ii = π and call the symmetric matrix A = [−cos(θ ij )] (n+1)×(n+1) the angle Gram matrix of the simplex. It is well known that the angle Gram matrix determines the hyperbolic or spherical n-simplex up to isometry and Euclidean n-simplex up to similarity. Let X n+1 , Y n+1 , Z n+1 in R (n+1) ×(n+1) be the subsets of (n + 1) × (n + 1) symmetric matrices corresponding to the angle Gram matrices of spherical, hyperbolic, or Euclidean n-simplexes.
The volume of an n-simplex is known to be expressed in terms of the angle Gram matrix by the work of Aomoto [Ao] , Kneser [Kn] and Vinberg [Vi] . Namely, for a spherical or hyperbolic n-simplex σ n with angle Gram matrix A, the volume V is V (A) = µ 
where the constant µ k = ∞ 0 x k e −x 2 dx, R n+1 ≥0 = {(x 1 , ..., x n+1 )| x i ≥ 0}, and ad(A) is the adjoint matrix of A. In [Lu2] , it is proved that the volume function V : X n+1 ∪ Y n+1 → R can be extended continuously to the closure X n+1 ∪ Y n+1 in R (n+1)×(n+1) . Furthermore, the extended function V on X n+1 and Y n+1 takes the form (2) and (3) respectively in §4. The main result of this paper, which verifies the second part of Milnor's conjecture, is the following theorem.
vanishes at a point A if and only if A is in the closure Z n+1 .
To prove theorem 1, we need a characterization of the matrices in Z n+1 and Y n+1 . Theorem 3 gives the answer. We will use the following conventions. Given a real matrix A = [a ij ], we use A ≥ 0 to denote a ij ≥ 0 for all i, j and A > 0 to denote a ij > 0 for all i, j. We use ad(A) to denote the adjoint matrix of A. Transpose of a matrix A is A T and R n consists of column vectors. The characterization of the angle Gram matrices in X n+1 , Y n+1 or Z n+1 is known by the work of [Lu1] and [Mi] . The following gives the characterization of matrices in X n+1 , Y n+1 and The paper is organized as follows. In section 2, we characterize the normal vectors of degenerated Euclidean simplexes. In section 3, we prove theorem 3. In section 4, we prove theorem 1. §2. Characterization of degenerated Euclidean simplexes
.., v n+1 form the unit outward normal vectors to the codimension-1 faces of a Euclidean n-simplex }. Following Milnor [Mi] , a matrix is called unidiagonal if its diagonal entries are 1. An (n+ 1)×(n+ 1) symmetric unidiagonal matrix A is in Z n+1 if and only
has norm 1 for all i, m, by taking subsequence, we may assume
We will characterize E n+1 and E n+1 .
In the sequel, we call the set {x ∈ R n |w · x ≥ 0} for some w ∈ R n a closed half space, and the set {x ∈ R n |w · x > 0} for some w ∈ R n an open half space. 
and have the same sign for all i = 1, ..., n + 1.
Proof. It is proved in [Lu1] that a point (v 1 , ..., v n+1 ) is in E n+1 if and only if (4.1) holds. Now we show that (4.1) and (4.2) are equivalent. To see (4.2) implies (4.1), suppose otherwise, {v 1 , ..., v n+1 } is in a closed half-space. Then there is a vector w ∈ R n so that w · v i ≥ 0, i = 1, ..., n + 1. Taking w · n+1 1 a i v i , we see it is zero on one hand and it is n+1 1 a i (w · v i ) on the other hand. But a i > 0, w · v i ≥ 0 for all i. Thus w · v i = 0 for all i. This means that v 1 , ..., v n+1 lie in an (n − 1)-hyperplane perpendicular to w. It is a contradiction since we assume that any n vectors of {v 1 , ..., v n+1 } are linearly independent.
To see (4.1) implies (4.2), suppose otherwise, n vectors of {v 1 , ..., v n+1 } are linearly dependent, or lie in an (n − 1)-hyperplane, then v 1 , ..., v n+1 lie in one of the two closed half space bounded by the hyperplane. It is a contradiction. Since {v 1 , ..., v n+1 } are linearly dependent, and any n of them are linearly independent, we can find real numbers a i = 0 for all i such that
. This implies that a i and a j have the same sign. Hence we can make a i > 0 for all i.
To see (4.3) implies (4.2), the condition det[v 1 , ..., v i−1 , v i+1 , ..., v n+1 ] = 0 for any 1 ≤ i ≤ n + 1 is equivalent to that any n vectors of {v 1 , ..., v n+1 } are linearly independent. Let matrix M be the square matrix
The last column of the adjoint matrix ad(M) is the 1 × (n + 1) matrix
Since all of them are assumed to have the same sign, we obtain a solution of
To see (4.2) implies (4.3), since any n vectors of {v 1 , ..., v n+1 } are linearly independent, the solution space of a i v i = 0 has a nonzero solution (a 1 , ..., a n+1 ) so that a i ≥ 0 for all i = 1, ..., n + 1.
Proof. First, we show that statements (5.1) and (5.2) are equivalent. Statement (5.1) means that there is no w ∈ R n such that w · v i > 0, i = 1, ..., n + 1. It is the dual linear programming problem of the statement (5.2). Thus they are equivalent by the duality theorem in linear programming. We provide a proof for completeness.
To see (5.2) implies (5.1), suppose otherwise, there is a vector w ∈ R n so that w · v i > 0, i = 1, ..., n + 1. Then taking w · n+1 1 a i v i , we see it is zero on one hand and it is n+1 1
To see (5.1) implies (5.2), consider the linear map A :
>0 are convex sets and are disjoint. By the separating theorem for convex sets, there is a vector a = (a 1 , ..., a n+1 ) so that for all x ∈ R n+1 >0 , a · x > 0, and for all y ∈ R n , a · Ay ≤ 0.
The inequality a · x > 0 for all x ∈ R n+1 >0 implies that a i ≥ 0, for all i, and a = 0. The inequality a · Ay ≤ 0 implies Finally, to show that a point (v 1 , ..., v n+1 ) satisfying (5.2) is in E n+1 , we will show for any ε > 0 there is a point (v
We achieve this by induction on n. The result is obvious for n = 1. Assume for any collection of n vectors (v 1 , ..., v n ) satisfying (5.2) we can find the corresponding point in E n in any ε-neighborhood of (v 1 , ..., v n ). Now consider a collection of n+1 vectors (v 1 , ..., v n+1 ) satisfying condition (5.2). If any n vectors in {v 1 , ..., v n+1 } are linear independent, then each entry a i of the solution of the linear system n+1 1 a i v i = 0, a i ≥ 0, i = 1, ..., n + 1 must be nonzero. Hence (v 1 , . .., v n+1 ) satisfies (4.2), therefore it is in E n+1 .
Without loss of generality, we assume that {v 1 , ..., v n } are linearly dependent. We may assume after a change of coordinates that v i ∈ R n−1 = R n−1 × {0} ⊂ R n , for i = 1, ..., n, and
We claim that there are n vectors in {v 1 , ..., v n+1 } satisfying (5.2) Case 1. If θ > 0 i.e., v n+1 is not in R n−1 , consider the nonzero solution of the linear system n+1 1 a i v i = 0, a i ≥ 0, i = 1, ..., n + 1. The last coordinate gives a 1 0 + ... + a n 0 + a n+1 sin(θ) = 0, which implies a n+1 = 0. This means (v 1 , ..., v n ) satisfies condition (5.2).
Case 2. If θ = 0 i.e., v n+1 ∈ R n−1 , then the dimension of the solu- The above discussion shows we may assume that (v 1 , ..., v n ) satisfies condition (5.2). By the induction hypothesis, in the ǫ 2 -neighborhood of (v 1 , ..., v n ), we can find a point ((u 1 , 0) T , ..., (u n , 0) T ) so that (u 1 , ..., u n ) ∈ E n . Let us define a continuous family of n+1 unit vectors (v 1 (t), ..., v n+1 (t)) by
We claim that there is a point (v 1 (t), ..., v n+1 (t)) ∈ E n+1 for small t > 0 within ǫ 2 -neighborhood of ((u 1 , 0) T , ..., (u n , 0) T , v n+1 ). By triangular inequality, this point is within ε-neighborhood of (v 1 , ..., v n+1 ). By the construction, we only need to check that (v 1 (t), ..., v n+1 (t)) ∈ E n+1 for sufficiently small t > 0.
We achieve this by verifying condition (4.3). Let a i (t) = (−1)
i−1 det[v 1 (t), ..., v i−1 (t), v i+1 (t), ..., v n+1 (t)], i = 1, ..., n + 1. First, we calculate a i (t) for i = 1, ..., n. For simplicity, we calculate,
If θ = 0, then a 1 (0) = 0. By expanding the determinant,
for some function g(t), therefore a
. By the assumption (u 1 , ..., u n ) ∈ E n , it follows that for small t > 0 and i = 1, ..., n, a i (t) = 0 and has the same sign as that of (−1) i
.., u n ] have the same sign, it follows that for small t > 0, a 1 (t), ..., a n (t) have the same sign.
Next, since a i (t)'s satisfy the equation Since for small t > 0, a 1 (t), ..., a n (t) are nonzero and have the same sign, it follows a n+1 (t) = 0 and has the same sign as that of a i (t). QED §3. Proof of theorem 3
To prove (a), if A ∈ X n+1 , then clearly A is semi-positive definite. Conversely, if A is semi-positive definite, take B ∈ X n+1 and consider r(t) = (1 − t)A + tB for t ∈ [0, 1]. Then lim t→0 r(t) = A and r(t) ∈ X n+1 for t > 0.
. By Lemma 5, the linear system n+1 1 a i v i = 0, a i ≥ 0, i = 1, ..., n + 1 has a nonzero solution. Let (a 1 , ..., a n+1 ) be a solution with the least number of nonzero entries among all solutions (a 1 , ..., a n+1 ) = 0a i ≥ 0. By rearrange the index, we may assume a 1 > 0, ..., a k+1 > 0, a k+2 = ... = a n+1 = 0. We claim rank(v 1 , ...,
is a nonempty open convex set in W whose dimension is at leat 2. Hence Ω contains a boundary point (b 1 , ..., b k+1 ) ∈ Ω − {(0, ..., 0)} with some b j = 0, due to dimW ≥ 2. Now we obtain a solution (b 1 , ...b j−1 , 0, b j+1 , ..., b k+1 , 0, ..., 0) which has less number of nonzero entries than (a 1 , ..., a n+1 ). This is a contradiction. Since rank(v 1 , . .., v k+1 ) = k, we have det(B) = 0 and ad(B) = 0. We claim that ad(B) ≥ 0. This will verify the condition for
. By the construction of B, we see b jj ≥ 0, for all j. Since rank(v 1 , ..., v k+1 ) = k, it follows the dimension of the solution space of
is proportional to (a 1 , ..., a k+1 ). This shows that if b jj > 0, then b ij ≥ 0 for all i. We claim if b jj = 0, then b ij = 0 for all i. Indeed, due to rank(B) = k, there is a diagonal entry, say b 11 > 0. Now, rank(ad(B)) = 1 implies λw 1 = w j , for some λ ∈ R. Thus λb 11 = b 1j and λb j1 = b jj . Also due to symmetry
Conversely, if A is semi-positive definite so that det(A) = 0 and there exists a principal (k +1)×(k +1) submatrix B so that det(B) = 0, ad(B) ≥ 0 and ad(B) = 0, we will show that A ∈ Z n+1 . There exist unit vectors 
To prove (c), first we show that the conditions are sufficient. Suppose A = [a ij ] (n+1)×(n+1) is a symmetric unidiagonal matrix with all principal n×n submatrices semi-positive definite so that either A ∈ Z n+1 or det(A) < 0 and ad(A) ≥ 0. We will show A ∈ Y n+1 . If A ∈ Z n+1 , it is sufficient to show that Z n+1 ⊂ Y n+1 , i.e., we may assume A ∈ Z n+1 . In this case, let J = [c ij ] (n+1)×(n+1) so that c ii = 1 and c ij = −1 for i = j. Consider the family A(t) = (1 − t)A + tJ, for 0 ≤ t ≤ 1. Evidently lim t→0 A(t) = A. We claim that A(t) ∈ Y n+1 for small t > 0. Since all principal n × n submatrices of A are positive definite, by continuity, all principal n×n submatrices of A(t) are semi-positive definite for small t > 0. It remains to check det(A(t)) < 0 for small t > 0. To this end, let us consider
where ad(A) = [cof (A) ij ] > 0. Since det(A) = 0, it follows that det(A(t)) < 0 for small t > 0.
Next, suppose det(A) < 0 and ad(A) ≥ 0 and all principal n×n submatrices of A are semi-positive definite. Then A has a unique negative eigenvalue −λ, where λ > 0. Consider the family A(t) = A + tλI, for 0 ≤ t ≤ 1, where I is the identity matrix, so that lim t→0
1+λt
A(t) = A. We claim there is a diagonal matrix D whose diagonal entries are ±1 so that (1) DAD = A, and (2) 1 1+λt DA(t)D ∈ Y n+1 for 0 < t < 1. As a consequence, it follows A = DAD = lim t→0 1 1+λt
To this end, by checking the eigenvalues of A(t), we have det(A(t)) < 0 for 0 < t < 1 and detA(1) = 0. Furthermore, all principal n × n submatrices of A are positive definite for t > 0. Let us recall the lemma 3.4 in [Lu2] which says that if B is a symmetric (n + 1) × (n + 1) matrix so that all n × n principal submatrices in B are positive definite and det(B) ≤ 0, then no entry in the adjacent matrix ad(B) is zero. It follows that every entry of ad(A(t)) is nonzero for 0 < t ≤ 1. 
To prove theorem 1 in the spherical case, we begin with a brief review of the relevant result in [Lu2] . For any semi-positive definite symmetric matrix A, there exists a unique semi-positive definite symmetric matrix
It is well know that the map A −→ √ A is continuous on the space of all semi-positive definite symmetric matrices.
, all a ii = 1, A is positive definite}, the space of the angle Gram matrices of spherical simplexes (by the Proposition 2). By making a change of variables, the Aomoto-Kneser-Vinberg formula (1) is equivalent to
where χ is the characteristic function of the set R n+1 ≥0 in R n+1 . It is proved in [Lu2] that volume formula (2) still holds for any matrix A ∈ X n+1 . Suppose V (A) = 0, we prove A ∈ Z n+1 as follows. By formula (2), we see χ • √ A(x) is zero almost everywhere on R To prove theorem 1 in the hyperbolic case, we will first recall the result in [Lu2] . Given A ∈ Y n+1 , let B = 4 √ A 2 and U be an orthonormal matrix formed by the eigenvectors of A. Then it is proved that V (A) is given by V (A) = µ −1 n R n+1 e y t Sy · χ • (BU)(y)dy,
where χ is the characteristic function of the set R n+1 ≥0 in R n+1 . Furthermore, it is proved in [Lu2] (page 12, lemma 3.5) that formula (3) is still valid even for A ∈ Y n+1 . Now if A ∈ Y n+1 so that V (A) = 0, then we conclude that χ•(BU)(y) = 0 almost everywhere. Therefore, det(B) = 0. Thus det(A) = 0. By theorem 3 (c), we see A ∈ Z n+1 . QED
