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COMPORTEMENT LOCAL MOYEN DE LA FONCTION
DE BRJUNO
MICHEL BALAZARD ET BRUNO MARTIN
Abstract
We describe the average behaviour of the Brjuno function Φ in the
neighbourhood of any given point of the unit interval. In particular,
we show that the Lebesgue set of Φ is the set of Brjuno numbers and
we find the asymptotic behaviour of the modulus of continuity of the
integral of Φ.
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1. Introduction
Désignons par ⌊u⌋ la partie entière du nombre réel u, et par {u} sa partie
fractionnaire :
{u} = u− ⌊u⌋, ⌊u⌋ ∈ Z, 0 6 {u} < 1.
Posons X =]0, 1[\Q. L’application
α : X → X
x 7→ {1/x}
définit une transformation mesurable de X muni de la tribu borélienne
dans lui-même. Ryll-Nardzewski (cf. [12], Theorem 2, p.76) a observé que
la mesure de probabilité
µ =
dx
(1 + x) log 2
est invariante ∗ par α : la mesure image αµ n’est autre que µ.
En d’autres termes, si f ∈ L1(0, 1), alors f ◦α appartient aussi à L1(0, 1)
et ∫ 1
0
f
(
α(x)
) dx
1 + x
=
∫ 1
0
f(x)
dx
1 + x
.
Bruno Martin a bénéficié d’un financement par la fondation autrichienne FWF dans
le cadre du projet S9605 de son réseau Analytic Combinatorics and Probabilistic Number
Theory. Les auteurs remercient d’autre part le laboratoire Poncelet (CNRS-Université
Indépendante de Moscou) pour son accueil lors de la préparation de cet article.
∗. On trouve une assertion équivalente dans l’article de Doeblin [3], p.357.
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Nous définissons les fonctions itérées de α en posant α0(x) = x et pour
k > 1, αk(x) = α
(
αk−1(x)
)
. Les fonctions αk (k > 0) sont définies sur X, à
valeurs dans X, et laissent la mesure µ invariante †.
Posons
(1) Φ(x) =
∑
k>0
α0(x)α1(x) · · ·αk−1(x) log
(
1/αk(x)
)
.
Cette série à termes positifs définit une fonction Φ : X →]0,∞], appe-
lée fonction de Brjuno ‡. On constate aisément que Φ satisfait à l’équation
fonctionnelle
(2) Φ(x) = log(1/x) + xΦ
(
α(x)
)
(x ∈ X).
Les nombres irrationnels x pour lesquels Φ(x) = ∞, appelés nombres de
Cremer, constituent un ensemble de mesure de Lebesgue nulle. On appelle
nombres de Brjuno les nombres x pour lesquels la série converge.
La fonction de Brjuno intervient dans l’étude des systémes dynamiques
engendrés par les itérations d’une fonction holomorphe f : C 7→ C. Citons
en particulier un théorème de Yoccoz [14] : si f ′(0) = e2iπx où x ∈ X, alors
f est localement linéarisable au voisinage de z = 0 si, et seulement si x est
un nombre de Brjuno.
Marmi, Moussa et Yoccoz [8] ont entrepris l’étude de la régularité de la
fonction de Brjuno et de certaines de ses variantes. Ils établissent notamment
que Φ appartient à Lp(0, 1) pour tout p > 1 et, ce qui est une proprièté plus
forte, qu’elle est à oscillation moyenne bornée :
(3) sup
1
|I|
∫
I
∣∣∣Φ(x)− 1
|I|
∫
I
Φ(t)dt
∣∣∣dx <∞,
où le supremum est pris sur tous les intervalles ouverts I inclus dans ]0, 1[,
et où |I| désigne la longueur de I.
Dans ce travail, nous caractérisons les points de Lebesgue de Φ : étant
donnée une fonction f localement intégrable sur un intervalle J de R, on
dit que x est un point de Lebesgue de f si
1
h
∫ x+h/2
x−h/2
|f(t)− f(x)|dt = o(1) (h→ 0).
Un théorème classique de la théorie de l’intégrale de Lebesgue stipule que
presque tout élément de J est un point de Lebesgue de f (cf. [13] Chapitre
7 par exemple). Notre résultat principal est le suivant.
†. On peut montrer que α est une transformationmélangeante sur (X,µ). Cela permet
de démontrer une assertion de Gauss dans une lettre à Laplace du 30 janvier 1812 (sur
la convergence de la fonction de répartition de αk, par rapport à la mesure de Lebesgue,
quand k → ∞, cf. [5], p.371-374). Cette assertion de Gauss avait été démontrée pour la
première fois par Kuzmin en 1928, cf.[7]. Le §4 de [1] expose clairement cette théorie.
‡. Il s’agit ici d’une variante de la fonction définie par Yoccoz dans [14], pp. 11-16 :
nous utilisons la théorie habituelle des fractions continues, alors que Yoccoz en considére
une version légérement modifiée.
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Théorème 1. Les points de Lebesgue de la fonction Φ sont exactement les
nombres de Brjuno.
Notre deuxième résultat est une description complète du comportement
local de la fonction croissante et absolument continue Ψ définie par
(4) Ψ(x) =
∫ x
0
Φ(t)dt (0 6 x 6 1).
Pour le formuler, nous prolongeons d’abord Φ aux nombres rationnels de
l’intervalle ]0, 1[. Si r ∈]0, 1[∩Q, on peut définir αk(r) par itération de α
tant que k ne dépasse pas la longueurK = K(r) de l’écriture de r en fraction
continue ; nous appellerons profondeur de r cette quantitéK(r) (voir au §5.3
ci-dessous la définition précise). On a alors αK(r) = 0 et αk(r) > 0 pour
0 6 k < K. On pose
Φ(r) =
∑
06k<K
α0(r)α1(r) · · ·αk−1(r) log
(
1/αk(r)
)
.
On a par exemple Φ(1/k) = log k si k est entier, k > 2. Par convention, on
pose Φ(0) = Φ(1) = 0. L’équation fonctionnelle (2) est alors encore valable
si x ∈]0, 1[∩Q.
Théorème 2. Soit x0 ∈ [0, 1]. On a
(i) Ψ(x0 + h)−Ψ(x0) = o
(
h log(1/|h|)
)
(h→ 0, x0 ∈ X)
(ii)
Ψ(x0 + h)−Ψ(x0)
h
→ Φ(x0) (h→ 0, x0 ∈ X)
(iii) Ψ(x0 + h)−Ψ(x0)
=
1
q
h log(1/|h|) +
(1
q
− 2
log q
q
+ Φ(x0)
)
h+O
(
qh2 log((q2|h|)−1)
)
(x0 =
p
q
, p ∈ N, q ∈ N∗, (p, q) = 1, |h| < 2/3q2),
où la constante implicite dans le O est absolue.
Soit
ω(h) = sup{|Ψ(x)−Ψ(y)|, 0 6 x, y 6 1, |x− y| 6 h}
le module de continuité de la fonction Ψ. Notre troisième résultat fournit
un équivalent asymptotique pour ω(h) quand h tend vers 0.
Théorème 3. On a
ω(h) = h log(1/h) +O(h) (0 < h 6 1).
Nous emploierons désormais les notations
(5) βk(x) = α0(x)α1(x) · · ·αk(x)
(par convention, β−1 = 1) et
(6) γk(x) = βk−1(x) log
(
1/αk(x)
)
(x ∈ X, k > 0),
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de sorte que γ0(x) = log(1/x) et que
Φ(x) =
∑
k>0
γk(x)(7)
=
∑
k<K
γk(x) + βK−1(x)Φ
(
αK(x)
)
(x ∈ X, K ∈ N).(8)
L’identité (8) est une forme généralisée de l’équation fonctionnelle (2).
Le §2 contient quelques remarques générales sur le comportement lo-
cal moyen des fonctions localement intégrables. Au §3, nous rappelons les
éléments de la théorie des fractions continues qui nous seront utiles. Nous
obtenons au §4 une première majoration du module de continuité ω(h), es-
sentiellement grâce au théorème de Ryll-Nardzewski. Pour la suite, notre
approche est fondée sur un découpage diophantien de X qui fait intervenir
la notion de cellule, déjà sous-jacente dans [8]. Nous définissons cette notion
et l’étudions en détail au §5, en introduisant notamment les notions de pro-
fondeur et d’épaisseur d’un sous-intervalle de ]0, 1[. Nous évaluons ensuite
l’intégrale des fonctions γk sur un intervalle au §6. Au §7 nous démontrons
le point (iii) du théorème 2. Après avoir traité le cas des nombres de Cremer
au §8 nous démontrons le théorème 1 au §9 et le théorème 3 au §10. Au §11
final, nous formulons des questions ouvertes.
Toutes les constantes implicites dans les symboles O sont absolues. Cela
étant, les calculs conduisent naturellement à des majorations numérique-
ment explicites, et nous avons généralement adopté ce mode de présenta-
tion. Enfin, nous emploierons la notation d’Iverson : [A] = 1 si la propriété
A est vérifiée, [A] = 0 sinon.
2. Généralités
Soit I un intervalle de R, X une partie de I telle que I \X est de mesure
nulle, et f : X → R une fonction intégrable sur chaque segment inclus dans
I. Pour fixer les idées, nous supposerons que 0 ∈ I.
Considérons les quatre ensembles suivants :
• l’ensemble C des points de X où f est continue ;
• l’ensemble L des points x0 ∈ X tels que
1
h
∫ x0+h/2
x0−h/2
|f(x)− f(x0)|dx→ 0 (h→ 0) ;
• l’ensemble L1 des points x0 ∈ I tels qu’il existe α ∈ R avec
1
h
∫ x0+h/2
x0−h/2
|f(x)− α|dx→ 0 (h→ 0) ;
• l’ensemble D des points de dérivabilité de la fonction
F (x) =
∫ x
0
f(t)dt (x ∈ I).
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L’ensemble L est l’ensemble de Lebesgue de f , et L1 est l’« ensemble de
Lebesgue L1 » de f (voir par exemple [4], §2). On a
C ⊂ L ⊂ L1 ⊂ D,
chaque inclusion pouvant être stricte. L’ensemble I \ L est de mesure nulle
(théorème de Lebesgue).
Le cas de la fonction de Brjuno, que nous analysons en détail dans cet
article, illustre la question générale suivante. Soit fn : I → [0,∞[ (n > 0)
une suite de fonctions intégrables telle que
f(x) =
∑
n>0
fn(x)
soit intégrable sur I. Comment déterminer les ensembles C, L, L1 et D à
partir de la connaissance des fonctions fn ?
Sans entrer plus avant dans l’étude de ce problème en toute généralité,
contentons-nous d’indiquer un exemple montrant qu’un point x0 ∈ I tel
que :
• chaque fonction fn est continue en x0
et
• la série f(x0) converge,
n’est pas nécessairement un point de dérivabilité de F . Il suffit de prendre
I = R, f0 = 0 et, pour n > 1,
fn(t) = |t| · [|t| 6 n
−2/3].
Chaque fn est continue en 0 avec fn(0) = 0, donc f(0) = 0. Cependant
f(x) = |x|−1/2 − |x|{|x|−3/2} (x 6= 0), donc F n’est pas dérivable en 0.
Si f est la fonction de Brjuno Φ, on a C = ∅ (la fonction de Brjuno est
non bornée au voisinage de tout point de [0, 1], au vu, par exemple, du point
(iii) du théorème 2) et L = L1 = D est l’ensemble des nombres de Brjuno,
d’après le théorème 1 et le point (ii) du théorème 2.
3. Fractions continues
Dans cette section nous rappelons quelques éléments de la théorie des
fractions continues, et nous donnons des estimations élémentaires concer-
nant les fonctions αk et βk.
3.1. Quotients incomplets, réduites. Pour k ∈ N, nous définissons la
fonction §
ak : X → N
par les relations a0 = 0 et ak = ⌊1/αk−1⌋ (k > 1). Les fonctions ak, k > 1,
sont à valeurs dans N∗. On appelle ak(x) le « ke quotient incomplet » de x.
§. Pour tout ce qui concerne ce paragraphe on pourra se référer par exemple à [11],
chapter 7.
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Avec la notation classique
[X0;X1, . . . , Xk] = X0 +
1
X1 +
1
X2 +
1
. . . +
1
Xk−1 +
1
Xk
,
on a pour tout k > 0,
x = [a0(x); a1(x), . . . , ak−1(x), ak(x) + αk(x)] (x ∈ X).
On définit aussi les fonctions pk, qk : X → N par les relations
p−1 = 1 q−1 = 0
p0 = 0 q0 = 1
p1 = 1 q1 = a1
...
...
pk = akpk−1 + pk−2 qk = akqk−1 + qk−2 (k > 1)
de sorte que
[a0; a1, . . . , ak−1, t] =
pk−1t+ pk−2
qk−1t+ qk−2
(k > 1, t > 0),
et
[a0; a1, . . . , ak] =
pk
qk
.
Les fonctions qk (k > 0) et pk (k > 1) sont à valeurs dans N∗. La fraction
pk(x)/qk(x) est appelée la « ke réduite » de x. Elle est irréductible car
(9) pkqk−1 − qkpk−1 = (−1)
k−1.
Une autre identité dont nous aurons l’usage est
(10) pk+1qk−1 − pk−1qk+1 = (−1)
k−1ak+1.
La suite {qk}k>−1 est à croissance au moins exponentielle ¶. En effet, on a
pour tout k > 1
(11) qk = akqk−1 + qk−2 > qk−1 + qk−2 > 2qk−2
En particulier,
(12) qk > Fk+1 (k > 0),
¶. Nous entendons par là l’existence d’une constante c > 1 telle que qk > ck. Mais on
n’a pas forcément lim infk→∞ qk+1/qk > 1.
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où Fn est le ne nombre de Fibonacci (F0 = 0, F1 = 1 et Fn+1 = Fn−1 + Fn
pour n > 1). On déduit également de (11) que
k∑
j=0
qj =
k∑
j=2
qj−2 + qk−1 + qk
6
k∑
j=2
(qj − qj−1) + qk−1 + qk
= 2qk + qk−1 − q1
6 3qk,(13)
majoration valable pour tout k ∈ N.
Nous utiliserons à plusieurs reprises une majoration de la somme des
inverses des nombres de Fibonacci :
(14)
∑
k>0
1/Fk+1 6 3, 36.
3.2. Fonctions αk et βk. De la formule
x = [a0(x); a1(x), . . . , ak−1(x), ak(x) + αk(x)]
=
pk(x) + αk(x)pk−1(x)
qk(x) + αk(x)qk−1(x)
,(15)
on déduit
(16) αk(x) = −
pk(x)− xqk(x)
pk−1(x)− xqk−1(x)
.
Cela implique les identités
βk(x) = (−1)
k−1
(
pk(x)− xqk(x)
)
(17)
=
1
qk+1(x) + αk+1(x)qk(x)
(x ∈ X).(18)
On dispose par conséquent de l’encadrement
(19)
1
qk+1 + qk
6 βk 6
1
qk+1
(k > −1).
Une majoration plus générale nous sera utile : la définition (5) entraîne
(20) βi+j = βi · βj−1 ◦ αi+1 (i > −1, j > 0),
d’ou l’on déduit, d’après (19) et (12),
(21) βi+j 6
1
qi+1Fj+1
.
Par ailleurs, notant que ⌊1/αk⌋ = ak+1 et que ak+1 = (qk+1− qk−1)/qk, nous
avons d’après (11)
(22)
qk+1
2qk
6
1
αk
6 ak+1 + 1 (k > 0).
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3.3. Comparaison des fonctions γk et q
−1
k log qk+1. Les fonctions γk et
q−1k log qk+1 sont proches l’une de l’autre. La proposition suivante exprime
précisément ce fait.
Proposition 1. Pour k > 0, on a
(23) −
log(2qk)
qk
6 γk −
log qk+1
qk
6 [k = 0]
log 2
qk
.
Démonstration
D’après (18), on a
log qk+1
qk
− γk =
qk log(qk+1αk) + αkqk−1 log qk+1
qk(qk + αkqk−1
>
qk log(qk+1αk)
qk(qk + αkqk−1)
.
Or pour k > 0, qk−1 > 1, et donc
qk+1αk =
ak+1qk + qk−1
ak+1 + αk+1
> 1,
On obtient ainsi la deuxième inégalité de (23) lorsque k > 0, c’est-é-dire,
γk 6
log qk+1
qk
.
Pour k = 0, on a
γ0 −
log q1
q0
= log(1/x)− log a1 = log
(
a1+α1
a1
)
6 log
(
a1+1
a1
)
6 log 2.
Par ailleurs,
γk =
log(1/αk)
qk + αkqk−1
est une fonction décroissante de αk. Comme αk 6 1/ak+1, on a donc
γk >
log ak+1
qk + qk−1/ak+1
=
ak+1 log ak+1
qk+1
.
Pour montrer que
γk −
log qk+1
qk
> −
log(2qk)
qk
,
il suffit donc de montrer que
(24) ak+1 log ak+1 >
qk+1
qk
log
qk+1
2qk
.
Si ak+1 = 1, on a qk+1 = qk + qk−1 6 2qk, donc (24) est vérifièe. Si
ak+1 > 2, on a
qk+1
qk
> 2 et
ak+1 =
qk+1 − qk−1
qk
>
qk+1
qk
− 1.
L’inégalité (24) résultera alors de
(x− 1) log(x− 1) > x log(x/2) (x > 2)
ce qui découle de l’étude du sens de variation de la différence
(x− 1) log(x− 1)− x log(x/2)
sur [2,∞[. ✷
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En particulier, x ∈ X est un nombre de Brjuno si et seulement si la série
(25)
∑
k>0
log qk+1(x)
qk(x)
est convergente.
4. Majoration du module de continuité de Ψ
Sans utiliser la notion de cellule (§5), on peut déjà donner une majora-
tion utile du module de continuité de Ψ, proposition 3 ci-dessous. Pour la
démontrer, nous majorons d’abord l’intégrale de log(1/αk) sur un intervalle
de longueur h, proposition 2 ci-dessous.
Notre démonstration de la proposition 2 requiert une majoration de la
fonction Γ d’Euler, sans doute classique mais pour laquelle nous ne disposons
pas de référence. Rappelons que pour x > 0,
Γ(x) =
∫ ∞
0
e−ttx−1dt =
∫ 1
0
(log 1/t)x−1dt.
Lemme 1. Pour q ∈ [2,∞[, on a
2Γ(q + 1) 6 qq.
Démonstration
Notons ψ la dérivée logarithmique de la fonction Γ. L’inégalité proposée
est vraie pour q = 2. Ensuite, il suffit de voir que les dérivées logarithmiques
des deux membres vérifient la méme inégalité pour q > 2, c’est-é-dire que
(26) ψ(q + 1) 6 log q + 1 (q > 2).
Or, nous disposons de la formule classique
(27) ψ(x) = −γ −
1
x
+
∑
n>1
1
n
−
1
n+ x
(x 6= 0,−1,−2, . . . ),
où γ désigne la constante d’Euler. Pour x > 0, on a donc
ψ(x) = −γ −
1
x
+
∑
n>1
x
n(n + x)
6 −γ −
1
x
+ 1−
1
x+ 1
+
∫ ∞
1
(1
t
−
1
t+ x
)
dt
= 1− γ −
1
x
−
1
x+ 1
+ log(x+ 1).
Par conséquent,
ψ(q + 1)− log q 6 log
(
1 +
2
q
)
−
1
q + 1
−
1
q + 2
+ 1− γ
6 1 (q > 2). 
Proposition 2. Soit I un intervalle de longueur h 6 e−2, inclus dans [0, 1].
On a pour tout k ∈ N∫
I
log
(
1/αk(x)
)
dx 6 eh log(1/h).
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Démonstration
Pour q > 1 et p = q/(q − 1), l’inégalité de Hölder donne∫
I
log
(
1/αk(x)
)
dx 6 h1/p
(∫ 1
0
logq
(
1/αk(x)
)
dx
)1/q
.
Comme α laisse la mesure µ invariante, nous avons∫ 1
0
logq
(
1/αk(x)
)
dx 6 2
∫ 1
0
logq
(
1/αk(x)
) dx
1 + x
= 2
∫ 1
0
logq(1/x)
dx
1 + x
6 2
∫ 1
0
logq(1/x)dx = 2Γ(q + 1).
D’après le lemme 1, il suit∫
I
log
(
1/αk(x)
)
dx 6 qh1−1/q (q > 2).
En effectuant le choix q = log(1/h), pour lequel q > 2 d’après l’hypothése
faite sur h, nous obtenons la majoration annoncée. ✷
Proposition 3. On a
ω(h) 6 10h log(1/h) (0 < h 6 e−2).
Démonstration
On a pour 0 < h 6 e−2,
Ψ(x+ h)−Ψ(x) =
∫ x+h
x
Φ(t)dt =
∑
k≥0
∫ x+h
x
γk(t)dt
6
∑
k≥0
1
Fk+1
∫ x+h
x
log(1/αk(t))dt (d’après (19) puis (12))
6 eh log(1/h)
∑
k≥0
1
Fk+1
(d’après la proposition 2)
6 3, 36eh log(1/h) (d’après (14)),
et cela entraîne bien la majoration annoncée. ✷
5. Notion de cellule
5.1. Définition et propriètés. Soit b0 = 0, b1, . . . , bk ∈ N∗. La cellule (de
profondeur k) c(b1, . . . , bk) est l’intervalle ouvert d’extrémités [b0; b1, . . . , bk]
et [b0; b1, . . . , bk−1, bk + 1]. Par convention, la seule cellule de profondeur 0
est ]0, 1[.
La notion de cellule n’est pas nouvelle : elle intervient naturellement
dans le cadre de la théorie métrique et ergodique des fractions continues
sous l’appelation de cylindre (cf [2] page 30 et chapitre 3.5) ou d’intervalle
(fondamental) d’ordre n (cf [6] §12 ou [1] §4 par exemple).
Nous énonçons à présent quelques propriétés élémentaires concernant les
cellules.
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• Dans la cellule c(b1, . . . , bk), les fonctions aj , pj, qj sont constantes pour
j 6 k :
aj(x) = bj ,
pj(x)
qj(x)
= [b0; b1, . . . , bj] (x ∈ c(b1, . . . , bj)).
• La cellule c(b1, . . . , bk) est l’intervalle ouvert d’extrémités
pk
qk
et
pk + pk−1
qk + qk−1
(dans cet ordre si k est pair ; dans l’ordre opposé si k est impair). Sa longueur
est
(28)
1
qk(qk + qk−1)
.
• On a
α
(
c(b1, . . . , bk) ∩X
)
= c(b2, . . . , bk) ∩X.
• Soit k > 1, et c = c(b1 . . . , bk) une cellule de profondeur k. Les cellules
de profondeur k + 1 incluses dans c forment une suite (cn)n>1 d’intervalles
ouverts qui constitue une partition de c privée d’une partie de Q (les ra-
tionnels de la forme [b0; b1, . . . , bk, n], n décrivant N∗).
La cellule cn est l’intervalle d’extrémités
[b0; b1, . . . , bk, n] =
npk + pk−1
nqk + qk−1
et [b0; b1, . . . , bk−1, bk, n+ 1] =
(n+ 1)pk + pk−1
(n+ 1)qk + qk−1
.
Ainsi cn et cn+1 sont contigües, et cn est l’ensemble des nombres de la forme
spk + pk−1
sqk + qk−1
, n < s < n+ 1.
Dans cn, la fonction qk+1 a la valeur constante nqk + qk−1. Observons que
pk+pk−1
qk+qk−1
est l’une des extrémités de c1, mais que
pk
qk
n’est l’extrémité d’au-
cune cellule cn. En revanche,
pk
qk
est la limite quand n tend vers l’infini des
extrémités de cn.
5.2. Distance d’un irrationnel donné au bord de la cellule de pro-
fondeur k qui le contient. Soit x ∈ X et k ∈ N. Il existe une unique
cellule de profondeur k qui contient x :
c =


]pk
qk
,
pk + pk−1
qk + qk−1
[
si k est pair
]pk + pk−1
qk + qk−1
,
pk
qk
[
si k est impair,
où l’on a posé pj = pj(x), qj = qj(x) pour j > −1. La distance de x au bord
de c joue un rôle déterminant dans la suite de notre travail. Nous la notons
δk(x). On a par exemple
δ0(x) = min(x, 1− x) (x ∈ X).
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Observons tout de suite que la suite k 7→ δk(x) est décroissante (au sens
large) et tend vers 0 quand k tend vers l’infini. Cherchons maintenant à ex-
primer δk(x) en termes des fonctions précédemment définies. On a d’abord,
d’après (17),
(29) x−
pk
qk
= (−1)k
βk(x)
qk
.
Pour la distance de x à l’autre extrémité de c, on a
x−
pk + pk−1
qk + qk−1
= (−1)k−1
βk+1(x)
qk+1
+
(pk+1
qk+1
−
pk + pk−1
qk + qk−1
)
= (−1)k−1
(βk+1(x)
qk+1
+
ak+1 − 1
qk+1(qk + qk−1)
)
,
où la deuxième égalité résulte des identités (9) et (10). Nous obtenons ainsi
la formule
δk = min
(βk
qk
,
βk+1
qk+1
+
ak+1 − 1
qk+1(qk + qk−1)
)
.
Proposition 4. Pour k ∈ N on a
δk 6
1
qkqk+1
et δk >
{
1/2
qk+1qk+2
si ak+1 = 1
1/2
qkqk+1
si ak+1 > 2.
Démonstration
On a d’abord, d’après (19),
δk 6
βk
qk
6
1
qkqk+1
.
Ensuite, si ak+1 = 1, toujours d’après (19),
δk =
βk+1
qk+1
>
1/2
qk+1qk+2
,
et si ak+1 > 2,
δk > min
( 1
qk(qk + qk+1)
,
1
qk+1(qk + qk−1)
)
>
1/2
qkqk+1
. 
La proposition suivante sera utilisée au §6.3 lors de la preuve de la pro-
position 11.
Proposition 5. Pour k ∈ N on a
log
(
(2δk)
−1
)
qk
6 2
log qk+1
qk
+ 2
log qk+2
qk+1
.
Démonstration
Si ak+1 > 2 on a, d’après la proposition 4,
log
(
(2δk)
−1
)
qk
6
log(qkqk+1)
qk
6 2
log qk+1
qk
.
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Si ak+1 = 1, on a
log
(
(2δk)
−1
)
qk
6
log(qk+1qk+2)
qk
.
Mais dans ce cas on a aussi qk+1 6 2qk, d’où
log qk+2
qk
6 2
log qk+2
qk+1
,
ce qui démontre l’inégalité annoncée. ✷
5.3. Profondeur d’un nombre rationnel. Soit r un nombre rationnel,
0 < r < 1, mis sous forme irréductible p/q. Il peut s’écrire d’une et une
seule faîon sous la forme
r = [0; b1, . . . , bk]
avec k ∈ N∗, bi ∈ N∗, 1 6 i 6 k, et bk > 2. Nous dirons alors que r est de
profondeur ‖ k. Par convention, 0 et 1 sont de profondeur 0.
Écrivons [0; b1, . . . , bk−1] sous forme réduite pk−1/qk−1 (si k = 1, on a
p0 = 0 et q0 = 1). Le nombre rationnel r est une extrémité de deux cellules
de profondeur k (qui sont donc contigées) :
c d’extrémités [0; b1, . . . , bk−1, bk − 1] =
p− pk−1
q − qk−1
et r ;
c
′ d’extrémités r et [0; b1, . . . , , bk−1, bk + 1] =
p+ pk−1
q + qk−1
.
Comme bk > 2, on a qk−1 6 q/2. La longueur de c est
1
(q − qk−1)q
>
1
q2
.
tandis que la longueur de c′ est
1
q(q + qk−1)
>
2
3q2
.
En particulier, on a l’inclusion
]r −
2
3q2
, r +
2
3q2
[ \ {r} ⊂ c ∪ c′.
5.4. Profondeur et épaisseur d’un segment inclus dans ]0, 1[. Soit
I = [a, b] un segment inclus dans ]0, 1[, de longueur h = b − a > 0 et
d’extrémités a, b irrationnelles. Il existe un unique entier naturel K tel que
I soit inclus dans une cellule de profondeur K, mais dans aucune cellule
de profondeur K + 1. Nous dirons alors que I est de profondeur K. Dans
le cas où x = (a + b)/2 est aussi irrationnel, le nombre K est défini par
l’encadrement
(30) δK+1(x) < h/2 < δK(x).
‖. On trouvera dans [10] une liste de problèmes arithmétiques sur la profondeur des
nombres rationnels.
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Signalons une petite subtilité. Il est exact que la longueur d’un segment
I tend uniformément vers 0 quand sa profondeur K tend vers l’infini : on a
d’après (28) et (12)
|I| 6
1
FK+1FK+2
.
En revanche, |I| peut tendre vers 0 alors que K garde une valeur constante,
0 par exemple : il suffit que 1/2 appartienne à I. Cela étant, dans le cas où
x ∈ X est fixé et I = [x− h/2, x+ h/2] avec x± h/2 ∈ X, on a
(31) lim
h→0
K(x, h) = ∞
puisque
1/2
qK+2(x)qK+3(x)
< h
d’après (30) et la proposition 4.
Nous définissons également l’épaisseur de I comme le nombre de cellules
de profondeur K + 1 qui ont une intersection non vide avec I, où K est la
profondeur de I. L’épaisseur de I est un nombre entier supérieur ou égal à
2.
5.5. Convention. Nous redéfinissons maintenant, et pour toute la suite, les
fonctions ak, pk, qk, αk, βk en les prolongeant par continuité (sans changer de
notation) sur chaque cellule de profondeur k (et donc également sur chaque
cellule de profondeur supérieure à k). Ainsi, en posant c = c(b1, . . . , bk), on
aura pour x ∈ c :
ak(x) = bk
pk(x)
qk(x)
=
pk
qk
= [0; b1, . . . , bk]
αk(x) =
qkx− pk
−qk−1x+ pk−1
(32)
βk(x) = (−1)
k−1(pk − xqk).(33)
En particulier, αk est dérivable sur c et y vérifie
(34) α′k = (−1)
kβ−2k−1 = (−1)
k(qk + αkqk−1)
2.
On a aussi la relation valable sur c
(35) βk−1 =
1
qk
(
1− qk−1βk
)
.
6. Estimations en moyenne de γk sur un intervalle inclus dans
une cellule de profondeur K
Soit I un intervalle inclus dans une cellule de profondeur K. Notre ob-
jectif est ici de majorer l’intégrale
∫
I
γk(t)dt, où γk est définie par (6). Pour
j 6 K, nous noterons pj, qj les valeurs constantes de ces fonctions sur I.
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La discussion portera esssentiellement sur les tailles respectives de k et
K. Nous ferons fréquemment usage, sans toujours le mentionner explicite-
ment, des encadrements (19) et (22). Enfin nous supposerons toujours que
la longueur h de I vérifie h 6 e−2.
6.1. Le cas k < K.
Proposition 6. Pour k < K on a∫
I
γk(t)dt 6 h
log(2qk+1)
qk
6
h log(1/h)
2qk
+
h
qk
.
Démonstration
La première inégalité résulte de (23). Pour la seconde, on observe que I
est inclus dans une cellule de profondeur k + 1 dont la longueur est
1
qk+1(qk+1 + qk)
<
1
q2k+1
,
donc qk+1 < h−1/2 et
log(2qk+1) 6 log(h
−1/2) + log 2
6
1
2
log(1/h) + 1,
d’où le résultat. ✷
Par ailleurs, lorsque k < K, nous disposons d’une majoration uniforme
de la dérivée de γk dans une cellule de profondeur K, ce qui nous conduit
au résultat suivant.
Proposition 7. Soit I un segment de longueur h inclus dans une cellule c
de profondeur K et x un point quelconque de I. Pour k < K, on a∫
I
|γk(t)− γk(x)|dt 6
3
2
qk+1h
2.
Démonstration
D’après les formules (32) et (33), la fonction γk est dérivable sur c pour
k 6 K, et (33) et (34) fournissent
(36) γ′k = (−1)
k−1qk−1 log(1/αk) +
(−1)k−1
βk
.
Nous en déduisons, pour k < K, t ∈ I,
(37) |γ′k(t)| 6 qk−1 log(ak+1+1)+qk+1+qk 6 qkak+1+qk−1+2qk+1 = 3qk+1.
La conclusion découle alors de l’inégalité des accroissements finis et de l’in-
égalité ∫
I
|t− x|dt 6
h2
2
. 
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6.2. Le cas k = K. Dans ce paragraphe et le suivant, nous donnons deux
estimations, l’une comparant
∫
I
γK(t)dt à h log 1/h, l’autre à h. Pour sim-
plifier les formulations et les démonstrations qui suivent, nous supposons
dans ces §§6.2 et 6.3 que I est un segment dont les extrémités et le milieu
sont irrationnels. Nous noterons respectivement h, x, K et E la longueur,
le milieu, la profondeur et l’épaisseur de I.
Pour la première estimation, un lemme élémentaire sera utile.
Lemme 2. On a ∫
I
log(1/t)dt 6 h log(1/h) + h.
Démonstration
Comme t 7→ log(1/t) est positive et décroissante sur ]0, 1], on a∫
I
log(1/t)dt 6
∫ h
0
log(1/t)dt
= h log(1/h) + h. 
Proposition 8. On a∫
I
γK(t)dt 6
h log(1/h)
qK
([E > 2] + [E = 2]/2) +
2h
qK
.
Démonstration
En effet,∫
I
γK(t)dt =
∫
I
βK−1(t) log βK−1(t)dt+
∫
I
βK−1(t) log 1/βK(t)dt
6
∫
I
βK−1(t) log 1/βK(t)dt (car βK−1(t) 6 1)
=
1
q2K
∫
βK(I)
(1− uqK−1) log(1/u)du,
où l’on a posé u = βK(t) et utilisé (35). On a donc∫
I
γK(t)dt 6
1
q2K
∫
βK(I)
log(1/u)du
6
1
q2K
|βK(I)| log 1/|βK(I)|+
|βK(I)|
q2K
(d’après le lemme 2)
=
1
q2K
(qKh) log((qKh)
−1) +
qKh
q2K
=
h
qK
log(1/h) +
(1− log qK)h
qK
,
ce qui démontre la proposition dans le cas où E > 2.
Par ailleurs, si E = 2, les nombres x±h/2 se situent chacun dans l’une de
deux cellules adjacentes, disons c(b1, . . . , bK , bK+1−1) et c(b1, . . . , bK , bK+1),
où bK+1 > 2. Posons
[0; b1, . . . , bK , bK+1] =
p
q
((p, q) = 1),
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et q est d’ailleurs la valeur maximale de la fonction qK+1 sur I.
La longueur de I est inférieure à la somme des longueurs de ces deux
cellules :
h 6
∣∣∣p + pK
q + qK
−
p− pK
q − qK
∣∣∣ = 2
(q + qK)(q − qK)
.
Comme bK+1 > 2, on a q = bK+1qK + qK−1 > 2qK , ce qui implique
(38) h 6
8/3
q2
,
et donc
log(2q) 6
1
2
log(1/h) + log(2
√
8/3) 6
1
2
log(1/h) + 2.
Enfin, nous avons∫
I
γK(t)dt 6
1
qK
∫
I
log
(
2qK+1(t)
)
dt (d’après (23))
6
h
qK
log(2q)
6
h
2qK
log(1/h) +
2h
qK
. 
Proposition 9. On a∫
I
γK(t)dt 6 8hγK(x) +
h
qK
(6 log qK + 4).
Démonstration
D’après (19), on a∫
I
γK(t)dt =
∫
I
βK−1(t) log
(
1/αK(t)
)
dt
=
∫
I
βK−1(t)
3 · βK−1(t)
−2 log
(
1/αK(t)
)
dt
6 q−3K
∫
I
βK−1(t)
−2 log
(
1/αK(t)
)
dt.
Comme α′K(t) = (−1)
K/β2K−1(t), il suit
(39)
∫
I
γK(t)dt 6 q
−3
K
∫
αK(I)
log(1/u)du.
L’intervalle αK(I) a pour extrémités αK(x−h/2) et αK(x+h/2). Or, d’après
l’inégalité des accroissements finis,
|αK(x± h/2)− αK(x)| 6 (h/2)max
ξ∈I
βK−1(ξ)
−2
6 2q2Kh.
Supposons d’abord 4q2Kh 6 αK(x). Nous en déduisons
1
u
6
2
αK(x)
(u ∈ αK(I)),
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donc,∫
I
γK(t)dt 6 q
−3
K log
(
2/αK(x)
) ∫
αK(I)
du 6 q−3K log
(
2/αK(x)
)
· 4q2Kh
6 8hβK−1(x) log
(
1/αK(x)
)
+
4h
qK
log 2
6 8hγK(x) +
3h
qK
.
Supposons ensuite 4q2Kh > αK(x). Nous avons dans ce cas, d’après la
proposition 2,∫
I
γK(t)dt 6 max
t∈I
|βK−1(t)| eh log(1/h) 6
e
qK
h log
(
4q2K/αK(x)
)
=
e
qK
h log
(
1/αK(x)
)
+
h
qK
(2e log 2 + 2e log qK)
6 6hγK(x) +
h
qK
(6 log qK + 4),
d’où la conclusion. ✷
6.3. Le cas k > K. Nos calculs nécessiteront une majoration élémentaire.
Lemme 3. Soit m et n des nombres entiers tels que 1 6 m < n. On a alors∑
m6ℓ6n
1
ℓ3
6 3
n−m
m2n
.
Démonstration
On a ∑
m6ℓ6n
1
ℓ3
6
1
m3
+
∫ n
m
dt
t3
=
1
m3
+
1
2
( 1
m2
−
1
n2
)
=
1
m3
+
n2 −m2
2m2n2
6
1
m3
+
n−m
m2n
.
Maintenant, comme 1 6 m 6 n− 1, on a m(n−m) > n− 1 > n/2, donc
1
m3
6 2
n−m
m2n
,
d’où le résultat. ✷
Nous sommes maintenant en mesure de traiter le cas k > K.
Proposition 10. Pour k ∈ N tel que k > K on a∫
I
γk(t)dt 6 [E = 2]
6
qK+1(x)Fk−K
h log 1/h+ [E > 2]
72
qKFk−K
h.
Démonstration
Soit c la cellule de profondeur K qui contient I. Comme c est l’intervalle
d’extrémités
pK
qK
et
pK + pK−1
qK + qK−1
,
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nous pouvons écrire
x+ (−1)Kh/2 =
upK + pK−1
uqK + qK−1
x+ (−1)K−1h/2 =
vpK + pK−1
vqK + qK−1
,
avec 1 6 u < 1/αK(x) < v < +∞. Posons m = ⌊u⌋ et n = ⌊v⌋, de sorte
que 1 6 m 6 aK+1(x) 6 n et E = n−m+ 1, n > m.
On a donc, en utilisant l’identité (9),
h =
∣∣∣∣upK + pK−1uqK + qK−1 −
vpK + pK−1
vqK + qK−1
∣∣∣∣
=
v − u
(uqK + qK−1)(vqK + qK−1)
>
v − u
q2K(u+ 1)(v + 1)
>
v − u
6q2Kmn
,(40)
où la dernière minoration découle de u+ 1 6 3m et v + 1 6 2n.
Rappelons que les cellules de profondeur K + 1 incluses dans c sont les
intervalles
cℓ =
{spK + pK−1
sqK + qK−1
, ℓ < s < ℓ+ 1
}
(ℓ > 1).
On a
x+ (−1)Kh/2 ∈ cm,
x+ (−1)K−1h/2 ∈ cn.
D’autre part, I est inclus dans la réunion des cℓ, m 6 ℓ 6 n, donc
(41)
∫
I
γk(t)dt 6
∑
n6ℓ6m
∫
cℓ
βk−1(t) log
(
1/αk(t)
)
dt.
Distinguons alors deux cas.
Premier cas : E = 2.
On a donc n = m+ 1. Comme I ⊂ cm ∪ cm+1, on a
qK+1(t) =


mqK + qK−1
ou
(m+ 1)qK + qK−1
(t ∈ I, t 6∈ ∂cm)
En particulier, pour t ∈ I, t 6∈ ∂cm, on a
(42)
qK+1(t)
qK+1(x)
>
mqK + qK−1
(m+ 1)qK + qK−1
>
1
2
.
Par conséquent, d’après la majoration (21) et la proposition 2,
∫
I
γk(t)dt 6
2
qK+1(x)Fk−K
∫
I
log
(
1/αk(t)
)
dt 6
2
qK+1(x)Fk−K
eh log(1/h).
(43)
20 MICHEL BALAZARD ET BRUNO MARTIN
Deuxième cas : E > 3.
On a donc v − u > 1, d’où
(44) n−m 6 v − (u− 1) 6 2(v − u).
D’après la majoration (21) appliquée avec i = K et j = k − K − 1 dans
(41),
∫
I
γk(t)dt 6
1
Fk−K
∑
n6ℓ6m
∫
cℓ
log
(
1/αk−K−1
(
αK+1(t)
))
qK+1(t)
dt
6
1
qKFk−K
∑
n6ℓ6m
1
ℓ
∫
cℓ
log
(
1/αk−K−1
(
αK+1(t)
))
dt,
où la dernière inégalité provient du fait que pour t ∈ cℓ, qK+1(t) = ℓqK +
qK−1. Nous effectuons dans chaque
∫
cℓ
le changement de variable w =
αK+1(t). Notant que d’après (34)
dt = (−1)K+1
dw
(qK+1 + wqK)2
,
nous obtenons,∫
I
γk(t)dt 6
1
qKFk−K
∑
m6ℓ6n
1
ℓ
∫ 1
0
log
(
1/αk−K−1(w)
) dw
(qK+1 + wqK)2
6
1
q3KFk−K
∫ 1
0
log
(
1/αk−K−1(w)
)
dw
∑
m6ℓ6n
1
ℓ3
6
2
q3KFk−K
∫ 1
0
log
(
1/αk−K−1(w)
) dw
1 + w
∑
m6ℓ6n
1
ℓ3
.
En utilisant le lemme 3 et l’invariance de la mesure µ par αk−K−1, il vient∫
I
γk(t)dt 6
6(n−m)
q3KFk−Km
2n
∫ 1
0
log(1/w)dw =
6(n−m)
q3KFk−Km
2n
,
et, d’après (40) et (44),
(45)
∫
I
γk(t)dt 6 12
v − u
q3KFk−Km
2n
6 72
h
qKFk−Km
6 72
h
qKFk−K
.
La conclusion découle de (43) et (45). ✷
Proposition 11. Pour k ∈ N tel que k > K on a∫
I
γk(t)dt
6
h
Fk−K
(72[E > 2]
qK
+ 12
[E = 2] log qK+2(x)
qK+1(x)
+ 12
[E = 2] log qK+3(x)
qK+2(x)
)
.
Démonstration
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On a
log(1/h)
qK+1(x)
6
log
(
(2δK+1(x))
−1
)
qK+1(x)
6 2
log qK+2(x)
qK+1(x)
+ 2
log qK+3(x)
qK+2(x)
d’après la proposition 5. Le résultat découle de cette inégalité et de la pro-
position 10. ✷
7. Comportement de Ψ au voisinage d’un point rationnel
Nous commençons par traiter les cas des points 0 et 1.
Lemme 4. On a ∫ x
0
Φ
(
α(t)
)
dt = O(x) (0 6 x 6 1).
Démonstration
Pour 0 < x < 1, on a∫ x
0
Φ
(
α(t)
)
dt 6
∫ 1/a1(x)
0
Φ
(
α(t)
)
dt (car x 6 1/⌊1/x⌋ = 1/a1(x))
=
∑
n>a1(x)
∫ 1/n
1/(n+1)
Φ
(
1
t
− n
)
dt
=
∑
n>a1(x)
∫ 1
0
Φ(u)
du
(n+ u)2
=
∫ 1
0
Φ(u)
∑
n>a1(x)
1
(n+ u)2
du
6
2
a1(x)
∫ 1
0
Φ(u)du = O(x). 
Lemme 5. Pour 0 < x 6 1, on a
(46) Ψ(x) = x log(1/x) + x+O(x2),
et
(47) Ψ(1)−Ψ(1− x) = x log(1/x) + x+O
(
x2 log(2/x)
)
Démonstration
Pour 0 < x 6 1, on a, d’après l’équation fonctionnelle de Φ,
Ψ(x) =
∫ x
0
Φ(t)dt =
∫ x
0
(
tΦ
(
α(t)
)
+ log(1/t)
)
dt
=
∫ x
0
log(1/t)dt+O
(
x
∫ x
0
Φ
(
α(t)
)
dt
)
= x log(1/x) + x+O(x2),
d’après le lemme 4.
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Pour établir (47), il suffit de traiter le cas 0 < x < 1/2. On a
Ψ(1)−Ψ(1− x) =
∫ 1
1−x
Φ(t)dt =
∫ 1
1−x
(
tΦ
(
α(t)
)
+ log(1/t)
)
dt
=
∫ 1
1−x
(
tΦ
(
(1− t)/t
)
+ log(1/t)
)
dt.
En effectuant le changement de variable u = (1 − t)/t puis en employant
(46), nous obtenons
Ψ(1)−Ψ(1− x) =
∫ x/(1−x)
0
( Φ(u)
1 + u
+ log(1 + u)
) du
(1 + u)2
=
∫ x/(1−x)
0
(
Φ(u) +O
(
uΦ(u)
)
+O(u)
)
du
=
x
1− x
log
1− x
x
+
x
1− x
+O(x2 log(1/x))
= x log(1/x) + x+O
(
x2 log(1/x)
)
. 
Nous sommes maintenant en mesure d’établir le point (iii) du théorème
2.
Proposition 12. On a uniformément pour r rationnel et h réel tels que
0 < r < 1, q2|h| < 2/3 (où q est le dénominateur de l’écriture irréductible
de r) :
(48)
Ψ(r+h)−Ψ(r) =
h
q
log(1/|h|)+
(1
q
−2
log q
q
+Φ(r)
)
h+O
(
qh2 log((q2|h|)−1)
)
.
Démonstration
Soit K ∈ N∗ la profondeur du nombre rationnel r. Comme 0 < |h| <
2/3q2, on sait d’après le §5.3 que l’intervalle ouvert d’extrémités r et r + h
est inclus dans l’une des deux cellules de profondeur K :
• c d’extrémités p−pK−1
q−qK−1
et r ;
• c′ d’extrémités r et p+pK−1
q+qK−1
.
Les trois nombres p−pK−1
q−qK−1
, r et p+pK−1
q+qK−1
se succédent dans cet ordre si K
est pair, dans l’ordre inverse si K est impair. Par conséquent,
(−1)Kh > 0 ⇔ r + h ∈ c′.
On a
Ψ(r + h)−Ψ(r) =
∫ r+h
r
Φ(t)dt
=
∑
k<K
∫ r+h
r
γk(t)dt+
∫ r+h
r
βK−1(t)Φ
(
αK(t)
)
dt,
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d’après l’identité (8). Or,
∣∣∣∣∣
∫ r+h
r
∑
k<K
γk(t)dt− hΦ(r)
∣∣∣∣∣ =
∣∣∣∣∣
∑
k<K
∫ r+h
r
(
γk(t)− γk(r)
)
dt
∣∣∣∣∣
6
3
2
h2
∑
k<K
qk+1 6
9
2
qh2,
d’après la proposition 7 et l’inégalité (13).
Il reste donc à établir
(49)∫ r+h
r
βK−1(t)Φ
(
αK(t)
)
dt =
1
q
h log((q2|h|)−1) +
h
q
+O
(
qh2 log((q2|h|)−1)
)
.
La fonction αK est définie sur chacune des cellules c et c′. Suivant que
r+ h appartienne à c ou à c′, nous prolongeons αK (par continuité à droite
ou à gauche suivant la parité de K) respectivement à c∪ {r} ou c′ ∪ {r}, et
dans l’intégrale du premier membre de (49) nous effectuons le changement
de variables u = αK(t). Distinguons les deux cas.
• Premier cas : (−1)Kh > 0. Dans ce cas, l’intervalle d’extrémités r et
r + h est inclus dans c′. On a qK = q, pK = p et
u = αK(t) =
qKt− pK
−qK−1t+ pK−1
,
de sorte que, compte tenu de (34),
∫ r+h
r
βK−1(t)Φ
(
αK(t)
)
dt = (−1)K
∫ αK(r+h)
αK(r)
Φ(u)
du
(qK + qK−1u)3
.
On a αK(r) = 0 et
αK(r + h) =
q2h
−qK−1p− qK−1qh+ pK−1q
=
q2|h|
1− |h|qqK−1
.
Nous posons donc
(50) x′ =
q2|h|
1− |h|qqK−1
.
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Comme qK−1 6 q/2, on a 0 < x′ < 1 et∫ r+h
r
βK−1(t)Φ
(
αK(t)
)
dt
=
(−1)K
q3
∫ x′
0
Φ(u)
du(
1 + u qK−1
q
)3
=
(−1)K
q3
∫ x′
0
Φ(u)
(
1 +O(u)
)
du
=
(−1)K
q3
x′ log(1/x′) +
(−1)K
q3
x′ +O
(
q−3x′2 log(2/x′)
)
où la dernière égalité résulte de (46) et du lemme 4.
• Deuxième cas : (−1)Kh < 0. Dans ce cas, l’intervalle d’extrémités r et
r + h est inclus dans c. Dans cette cellule, on a
u = αK(t) =
(q − qK−1)t− p+ pK−1
−qK−1t+ pK−1
,
Par suite, αK(r) = 1 et
αK(r + h) =
(q − qK−1)
p
q
− (p− pK−1) + h(q − qK−1)
−qK−1
p
q
+ pK−1 − qK−1h
= 1 +
hq2
(−1)K − qqK−1h
= 1− x,
avec cette fois
(51) x =
q2|h|
1 + |h|qqK−1
(6 2/3).
Nous avons donc, d’après (47),∫ r+h
r
βK−1(t)Φ
(
αK(t)
)
dt
= (−1)K−1
∫ 1
1−x
Φ(u)
du(
q + (u− 1)qK−1
)3
=
(−1)K−1
q3
∫ 1
1−x
Φ(u)du+O
(
q−3
∫ 1
1−x
Φ(u)(1− u)du
)
=
(−1)K−1
q3
∫ 1
1−x
Φ(u)du+O
(
q−3x2 log(1/x)
)
=
(−1)K−1
q3
x log(1/x) +
(−1)K−1
q3
x+O
(
q−3x2 log(1/x)
)
.
Nous avons donc dans les deux cas, avec y = x ou x′,∫ r+h
r
βK−1(t)Φ
(
αK(t)
)
dt =
sgn(h)
q3
y log(1/y)+
sgn(h)
q3
y+O
(
q−3y2 log(2/y)
)
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Comme qK−1 < q/2 et |h| < 2/3q2, nous avons
log(1/y) = log((q2|h|)−1) +O(q2h),
et
y = q2|h|+O(h2q4),
ce qui entraîne bien (49). ✷
8. Comportement de Ψ au voisinage d’un nombre de Cremer
Nous commençons par démontrer le point (i) du théorème 2, qui concerne
tous les irrationnels, qu’ils soient de Cremer ou de Brjuno.
Proposition 13. Soit x ∈ X. On a
Ψ(x+ h/2)−Ψ(x− h/2) = o(h log(1/h)) (h→ 0).
Démonstration
Soit x ∈ X et K ∈ N. Soit 0 < h < min
(
e−2, 2δK(x)
)
de sorte que
l’intervalle I =]x−h/2, x+h/2[ soit inclus dans la cellule de profondeur K
contenant x.
Nous avons, d’après les majorations (23) et (21),∫
I
Φ(t)dt 6 h
∑
k<K
log(2qk+1)
qk
+
∑
k>K
1
qKFk−K+1
∫
I
log
(
αk(t)
)
dt,
avec qk = qk(x) pour k 6 K. En employant la proposition 2 et l’inégalité
(14), nous obtenons∫
I
Φ(t)dt 6 4h log(2qK) +
10
qK
h log(1/h).
Par conséquent,
lim sup
h→0
|Ψ(x+ h/2)−Ψ(x− h/2)|
h log(1/h)
6
10
qK
.
Comme K est arbitraire, cela démontre le résultat. ✷
Nous démontrons maintenant le point (ii) du théorème 2 lorsque x est
un nombre de Cremer.
Proposition 14. Soit x un nombre de Cremer. On a
lim
h→0
Ψ(x+ h)−Ψ(x)
h
= +∞.
Démonstration
Comme la fonction γk est positive, nous avons en toute généralité pour
h > 0,
Ψ(x+ h)−Ψ(x)
h
=
1
h
∫ x+h
x
∑
k>0
γk(t)dt >
1
h
∫ x+h
x
∑
k6K
γk(t)dt
=
∑
k6K
∫ x+h
x
γk(t)dt
h
.
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Si x est irrationnel, chacune des fonctions γk est continue au point x, ce qui
entraîne
lim inf
h→0
Ψ(x+ h)−Ψ(x)
h
>
∑
k6K
γk(x) (x ∈ X,K ∈ N).
Si x est un point de Cremer, le membre de droite tend vers l’infini avec K,
ce qui implique le résultat voulu. ✷
9. Démonstration du théorème 1 et comportement de Ψ au
voisinage d’un nombre de Brjuno
Les propositions 14 et 12 impliquent que tout point de Lebesgue de Φ
est nécessairement un nombre de Brjuno. Il reste donc à établir que
(52)
1
h
∫ x+h/2
x−h/2
|Φ(t)− Φ(x)|dt→ 0 (h→ 0),
quand x est un nombre de Brjuno. Cela impliquera directement le point (ii)
du théorème 2 lorsque x0 est un nombre de Brjuno.
Par densité de R \Q dans R, on peut supposer que les nombres x± h/2
sont irrationnels. Posons alors I = [x−h/2, x+h/2] et notons K = K(x, h)
la profondeur de ce segment. Nous avons∫
I
|Φ(t)− Φ(x)|dt 6
∑
k<K
∫
I
|γk(t)− γk(x)|dt+
∫
I
γK(t)dt
+
∑
k>K
∫
I
γk(t)dt+ h
∑
k>K
γk(x).
Majorons chacun des quatre termes du second membre. En notant dé-
sormais qj = qj(x) pour tout j, on a
1
h
∑
k<K
∫
I
|γk(t)− γk(x)|dt 6
3h
2
∑
k<K
qk+1 (d’après la proposition 7)
6
9
2
qKh (d’après (13))
6
9
qK+1
,
la dernière inégalité résultant de la proposition 4 puisque h/2 < δK(x)) ;
puis,
1
h
∫
I
γK(t)dt 6 8γK(x) +
6 log qK + 4
qK
(d’après la proposition 9)
6
14 log qK+1 + 10
qK
(d’après (23)) ;
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ensuite, d’après la proposition 11,
1
h
∑
k>K
∫
I
γk(t)dt 6
( 72
qK
+ 12
log qK+2
qK+1
+ 12
log qK+3
qK+2
)∑
k>K
1
Fk−K
6
242
qK
+ 41
log qK+2
qK+1
+ 41
log qK+3
qK+2
;
et enfin ∑
k>K
γk(x) 6
∑
k>K
log(2qk+1)
qk
(d’après (23)).
Finalement, on obtient
(53)
1
h
∫
I
|Φ(t)− Φ(x)|dt 6
∑
k>K
42 log qk+1 + 253
qk
Puisque x est un nombre de Brjuno, le membre de droite de (53) tend vers
0 lorsque K tend vers l’infini, et donc lorsque h tend vers 0 d’après (31), ce
qui achéve la preuve.
10. Démonstration du théorème 3
Le lemme 5 du §7 prouve que
ω(h) > h log(1/h) +O(h).
Il reste donc à établir
(54) ω(h) 6 h log(1/h) +O(h).
Lorsque h > e−2, il s’agit de montrer que ω(h) = O(1), ce qui est vrai car
Φ ∈ L1(0, 1). Il suffit donc de montrer que si I est un segment de longueur
h 6 e−2 inclus dans [0, 1] on a
(55)
∫
I
Φ(t)dt 6 h log(1/h) +O(h).
En fait, par densité de R \ Q dans R, on peut également supposer que les
extrémités et le milieu x de I sont irrationnels. Soit alors K la profondeur
de I et E son épaisseur.
Notons c = c(a1, . . . , aK) la cellule de profondeur K qui contient I et,
pour j 6 K, désignons par pj et qj les valeurs constantes de ces fonctions
dans c. Comme I n’est pas inclus dans une cellule de profondeur K + 1, il
existe aK+1 > 2 tel que le nombre rationnel
r = [0; a1, . . . , aK , aK+1] =
p
q
((p, q) = 1)
appartienne à I. Observons que p et q sont les valeurs respectives des fonc-
tions pK+1 et qK+1 dans la cellule c(a1, . . . , aK , aK+1). D’autre part, si E = 2,
le nombre x se situe soit dans la cellule c(a1, . . . , aK , aK+1), soit dans la cel-
lule c(a1, . . . , aK , aK+1 − 1). Par conséquent
(56) qK+1(x) = q ou (q − qK), et donc qK+1(x) > q/2.
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Nous distinguons alors deux cas : q 6 100 et q > 100, où la valeur 100
est choisie pour obtenir simplement l’inégalité cherchée dans le second cas
(pour le premier cas, n’importe quelle valeur convient).
Premier cas : q 6 100.
Écrivons I = [r − αh, r + βh] avec 0 < α, β < 1 et α + β = 1. On peut
supposer h < 1/15000, et donc q2h < 2/3. D’après la proposition 12, on a
alors ∫
I
Φ(t)dt =
(
Ψ(r + βh)−Ψ(r)
)
+
(
Ψ(r)−Ψ(r − αh)
)
=
βh
q
log((βh)−1) +
αh
q
log((αh)−1) +O(h)
=
h log(1/h)
q
+
h
q
(
α log(1/α) + β log(1/β)
)
+O(h)
6 h log 1/h+O(h),
car la fonction t 7→ t log(1/t) est bornée sur l’intervalle [0, 1].
Deuxième cas : q > 100.
En notant m le plus grand entier inférieur ou égal à K tel que qm 6 100,
nous effectuons la décomposition∫
I
Φ(t)dt =
∑
k<m
∫
I
γk(t)dt+
∫
I
γm(t)dt+
∑
k>m
∫
I
γk(t)dt.
Nous avons, d’après (23),∑
k<m
∫
I
γk(t)dt 6 h
∑
k<m
log(2qk+1)
qk
6 h log(2qm)
∑
k>1
1
Fk
6 3, 36h log 200,
et donc ∫
I
Φ(t)dt 6
∫
I
γm(t)dt+
∑
k>m
∫
I
γk(t)dt+O(h).
Il reste à établir la majoration
(57)
∫
I
γm(t)dt+
∑
k>m
∫
I
γk(t)dt 6 h log(1/h) +O(h).
Pour ce faire, nous distinguons deux sous-cas.
Premier sous-cas : m < K.
La fonction qm+1 est alors constante sur I et, par maximalité de m, on
a qm+1 > 100. Nous avons alors directement avec (21) et la proposition 2∑
k>m
∫
I
γk(t)dt 6
1
qm+1
∑
k>m
1
Fk−m
∫
I
log(1/αk(t))dt
6
3, 36eh log(1/h)
100
6
h
4
log(1/h).
Par ailleurs la proposition 6 nous donne∫
I
γm(t)dt 6
h log(1/h)
2
+ h.
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On obtient donc ∫
I
Φ(t)dt 6
3
4
h log(1/h) +O(h).
Deuxième sous-cas : m = K.
Nous appliquons alors les propositions 8 et 10 :∫
I
γK(t)dt+
∑
k>K
∫
I
γk(t)dt
6 h log 1/h
( [E > 2] + [E = 2]/2
qK
+
6[E = 2]
qK+1(x)
∑
k>K
1
Fk−K
)
+ h
( 1
qK
+
72[E > 2]
qK
∑
k>K
1
Fk−K
)
.
Comme
[E > 2] + [E = 2]/2
qK
+
6[E = 2]
qK+1(x)
∑
k>K
1
Fk−K
6 [E > 2] + [E = 2]
(1
2
+
12
q
3, 36
)
(d’après (56))
6 1 (car q > 100),
nous avons bien établi (55) dans tous les cas. ✷
11. Questions
Il serait d’abord intéressant de déterminer le comportement asympto-
tique du module de continuité L1 de la fonction de Brjuno,
ω1(h) = sup
0<h′6h
∫ 1
0
|Φ(t + h′)− Φ(t)|dt
(où Φ est prolongée par 1-périodicité sur R), quand h tend vers 0.
D’autre part, dans [9], Marmi, Moussa et Yoccoz prolongent la fonction
de Brjuno au demi-plan ℑz > 0. Ils étudient en détail les propriétés de
la fonction de Brjuno complexe, et notamment son comportement quand
ℑz → 0. Il serait intéressant de relier nos résultats et les leurs, en particulier
le point (iii) du théorème 2 avec le §5.2.9 de [9]. Comme nous avons conçu
le présent travail dans le cadre strict de l’analyse réelle, nous laissons ces
questions ouvertes.
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