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a b s t r a c t
In this paper, a new alternating segment Crank–Nicolson scheme for the dispersive
equation with a periodic boundary condition is derived. The scheme has a four-order
truncation error in space and unconditional stability. Its theoretical results are conformed
to the numerical simulation. A comparison of the accuracy of this method with the prior
ASEI and AGE methods is also included.
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1. Introduction
The dispersive equation is popular as one of the applied equations and its numerical solving methods have been widely
studied [1–5]. We know that the explicit difference scheme is simple and can be used on parallel computers. But it often
needs some strict stable conditions. While the stable implicit method cannot be used for parallel computation directly. In
this paper, we will give out a new four-order method (nASCN) to solve the dispersive equation. The nASCN is not only
unconditionally stable but also can be used for parallel computation directly. In fact, the study of alternating segment
algorithms develops with the development of parallel computers and the parallel numerical computation. Currently, there
are two major types of parallel scheme: the alternating schemes [1–3,6–13] and the domain decomposition schemes [14–
16]. The former which allow large time steps is unconditionally stable. But the latter is usually conditionally stable and for
this we often have to choose very small time steps. In 1983, Evans first proposed the Alternating Group Explicit (AGE) in [6].
Afterward the Alternating Segment Explicit-Implicit (ASEI) scheme and the Alternating Segment Crank–Nicolson (ASCN)
scheme were introduced [8,9]. In recent years, we see the use of alternating segment methods in the dispersive equation
and the KdV equation etc [1–3,13]. But in the known alternating segment literature, almost all of their numerical solutions’s
rates of convergence were near two-order in space. The nASCN is not only unconditionally stable but also has a parallel
nature. Besides, our truncation error analysis and numerical experiment show that the numerical solution from the nASCN
has a four-order rate of convergence in space, which is higher than the accuracy of AGE [1] and ASEI [2].
We consider the following dispersive equation:
Lu = ut + auxxx = 0, 0 6 x < l, 0 < t < T , (1.1)
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u(x, t) = u(x+ l, t), 0 < t < T , (1.2)
u(x, 0) = u0(x), 0 6 x < l. (1.3)
The plan of this paper is as following. In Section 2, thirteen basic approximations for the equation are introduced. In Section 3,
the nASCN is obtained. The numerical stability and the truncation error are discussed. Then in Section 4, the numerical
experiment is performed.
2. The basic schemes
Weuse u(x, t) to represent the exact solution of (1.1). DenoteUni as the numerical approximation of u(xi, tn) = uni , where
xi = ih, tn = nτ , h and τ are the sizes of the mesh in space and time respectively. In particular, h = l/J (for some positive
integer J) and r = aτ/(16h3). We first give out the following high-order Crank–Nicolson scheme (2.1) for (1.1):
Un+1i + r[Un+1i−3 − 8Un+1i−2 + 13Un+1i−1 − 13Un+1i+1 + 8Un+1i+2 − Un+1i+3 ]
= Uni − r[Uni−3 − 8Uni−2 + 13Uni−1 − 13Uni+1 + 8Uni+2 − Uni+3]. (2.1)
Then the twelve basic Saul’yev type asymmetrical approximations for Eq. (1.1) are (2.2)–(2.13) as follows:
Un+1i − 3rUn+1i+1 + 4rUn+1i+2 − rUn+1i+3 = −2rUni−3 + 16rUni−2 − 26rUni−1 + Uni + 23rUni+1 − 12rUni+2 + rUni+3 (2.2)
3rUn+1i−1 + Un+1i − 10rUn+1i+1 + 8rUn+1i+2 − rUn+1i+3
= −2rUni−3 + 16rUni−2 − 23rUni−1 + Uni + 16rUni+1 − 8rUni+2 + rUni+3 (2.3)
−4rUn+1i−2 + 10rUn+1i−1 + Un+1i − 13rUn+1i+1 + 8rUn+1i+2 − rUn+1i+3
= −2rUni−3 + 12rUni−2 − 16rUni−1 + Uni + 13rUni+1 − 8rUni+2 + rUni+3 (2.4)
rUn+1i−3 − 8rUn+1i−2 + 13rUn+1i−1 + Un+1i − 16rUn+1i+1 + 12rUn+1i+2 − 2rUn+1i+3
= −rUni−3 + 8rUni−2 − 13rUni−1 + Uni + 10rUni+1 − 4rUni+2 (2.5)
rUn+1i−3 − 8rUn+1i−2 + 16rUn+1i−1 + Un+1i − 23rUn+1i+1 + 16rUn+1i+2 − 2rUn+1i+3
= −rUni−3 + 8rUni−2 − 10rUni−1 + Uni + 3rUni+1 (2.6)
rUn+1i−3 − 12rUn+1i−2 + 23rUn+1i−1 + Un+1i − 26rUn+1i+1 + 16rUn+1i+2 − 2rUn+1i+3 = −rUni−3 + 4rUni−2 − 3rUni−1 + Uni (2.7)
2rUn+1i−3 − 16rUn+1i−2 + 26rUn+1i−1 + Un+1i − 23rUn+1i+1 + 12rUn+1i+2 − rUn+1i+3 = Uni + 3rUni+1 − 4rUni+2 + rUni+3 (2.8)
2rUn+1i−3 − 16rUn+1i−2 + 23rUn+1i−1 + Un+1i − 16rUn+1i+1 + 8rUn+1i+2 − rUn+1i+3
= −3rUni−1 + Uni + 10rUni+1 − 8rUni+2 + rUni+3 (2.9)
2rUn+1i−3 − 12rUn+1i−2 + 16rUn+1i−1 + Un+1i − 13rUn+1i+1 + 8rUn+1i+2 − rUn+1i+3
= 4rUni−2 − 10rUni−1 + Uni + 13rUni+1 − 8rUni+2 + rUni+3 (2.10)
rUn+1i−3 − 8rUn+1i−2 + 13rUn+1i−1 + Un+1i − 10rUn+1i+1 + 4rUn+1i+2
= −rUni−3 + 8rUni−2 − 13rUni−1 + Uni + 16rUni+1 − 12rUni+2 + 2rUni+3 (2.11)
rUn+1i−3 − 8rUn+1i−2 + 10rUn+1i−1 + Un+1i − 3rUn+1i+1
= −rUni−3 + 8rUni−2 − 16rUni−1 + Uni + 23rUni+1 − 16rUni+2 + 2rUni+3 (2.12)
rUn+1i−3 − 4rUn+1i−2 + 3rUn+1i−1 + Un+1i = −rUni−3 + 12rUni−2 − 23rUni−1 + Uni + 26rUni+1 − 16rUni+2 + 2rUni+3. (2.13)
We use L(2.1)h − L(2.13)h to represent the discrete operators of the schemes (2.1)–(2.13) for L (eg. L(2.1)h can be defined as the
following form)
L(2.1)h U
n
i =
1
τ
[(Un+1i − Uni )+ r(Un+1i−3 − 8Un+1i−2 + 13Un+1i−1 − 13Un+1i+1 + 8Un+1i+2 − Un+1i+3
+Uni−3 − 8Uni−2 + 13Uni−1 − 13Uni+1 + 8Uni+2 − Uni+3)].
Then from the Taylor series expansions at the point (xi, tn)wecan obtain their truncation errors (take L
(2.2)
h , L
(2.8)
h for example)
as below:
L(2.2)h u
n
i − [Lu]ni = 2rh
[
∂2u
∂x∂t
]n
i
+ 2rh2
[
∂3u
∂x2∂t
]n
i
− 1
3
arh3
[
∂6u
∂x6
]n
i
+ rhτ
[
∂3u
∂x∂t2
]n
i
+ O(τ + h4), (2.14)
L(2.8)h u
n
i − [Lu]ni = −2rh
[
∂2u
∂x∂t
]n
i
− 2rh2
[
∂3u
∂x2∂t
]n
i
− 47
3
arh3
[
∂6u
∂x6
]n
i
− rhτ
[
∂3u
∂x∂t2
]n
i
+ O(τ + h4), (2.15)
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3. The nASCN scheme
3.1. The scheme
Let us assume that J = K(2l + 12), where l > 1. At each time level, we divide the space mesh points x1, x2, . . . , xJ into
K sections. At odd time levels, we can obtain Un+1i by solving the K similar linear systems (A following chart of this rule is
displayed in Fig. 1). From the rules in Fig. 1 we can give out the following linear system
(I+ rPk)U¯n+1 = b,
where U¯n+1 = (Un+1j+1 ,Un+1j+2 , . . . ,Un+1j+k−1,Un+1j+k )T, k = 2l+ 12
Pk =
[
A1 B1
B2 A2
]
k×k
b =
[
(I− rA2) C1 − rB2C−(l+5)
(I− rA1) Cl+7 − rB1C2l+13
]
(2l+12)×1
where
A1 =

0 −3 4 −1 0 0 0 0 0
3 0 −10 8 −1 0 0 0 0
−4 10 0 −13 8 −1 0 0 0
1 −8 13 0 −13 8 −1 0 0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 1 −8 13 0 −13 8 −1
0 0 0 1 −8 13 0 −16 12
0 0 0 0 1 −8 16 0 −23
0 0 0 0 0 1 −12 23 0

(l+6)×(l+6)
A2 =

0 −23 12 −1 0 0 0 0 0
23 0 −16 8 −1 0 0 0 0
−12 16 0 −13 8 −1 0 0 0
1 −8 13 0 −13 8 −1 0 0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 1 −8 13 0 −13 8 −1
0 0 0 1 −8 13 0 −10 4
0 0 0 0 1 −8 10 0 −3
0 0 0 0 0 1 −4 3 0

(l+6)×(l+6)
−BT2 = B1 =

0
. . . 0
−2 . . .
16 −2 . . .
−26 16 −2 0

(l+6)×(l+6)
Cm = (Unj+m,Unj+m+1,Unj+m+2, . . . ,Unj+l+m+5)T, (m = 1,−(l+ 5), l+ 7, 2l+ 13).
Since the above linear systems are independent of each other, they can be solved in parallel. Here considering the equation’s
periodic boundary condition, the computation for even time levels can be arranged according to the following rule for
convenience (see Fig. 1, where , ◦, ?, ∗ denote three asymmetric schemes (2.2)–(2.4), (2.5)–(2.7), (2.8)–(2.10) and (2.11)–
(2.13) respectively and • denotes the CN scheme (2.1) (a−m denotes the schemes (2.1)–(2.13) for short).)
This means that at even time levels we can obtain Un+1i by solving the (K − 1) similar linear systems (such as the odd
time levels’) for the (K − 1) sections in the center. For the two pairs of (l + 6) points near the boundary, we can construct
another similar linear system to communicate the corresponding Un+1i by using the periodic boundary condition. In fact,
we both need to solve K similar linear systems at the alternating odd and even time levels. Then the nASCN scheme can be
expressed as
(I+ rG1)Un+1 = (I− rG2)Un, (3.1a)
(I+ rG2)Un+2 = (I− rG1)Un+1 (3.1b)
n = 0, 2, 4, 6, . . .
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Fig. 1. The diagram of the nASCN scheme.
where Un = (Un1 , . . . ,UnJ )T,G1 = diag(Pk, Pk, . . . , Pk, Pk) and
G2 =

A2 B2
Pk
Pk
. . .
Pk
B1 A1

J×J
.
3.2. Stability
To prove the stability, the following lemma of Kellogg is required.
Lemma 1 (See [17]). If θ > 0 and (C+ C∗) is non-negative definite, then there exist (θ I+ C)−1 and ‖(θ I+ C)−1‖2 6 θ−1.
Lemma 2. Under the conditions of Lemma 1, there is ‖(θ I− C)(θ I+ C)−1‖2 6 1.
Now eliminate Un+1 from (3.1) and we can obtain
U2n = TU2(n−1) = · · · = TnU0
where T = (I+ rG2)−1(I− rG1)(I+ rG1)−1(I− rG2).
Since rG1 and rG2 are both anti-symmetric as well as non-negative definite, then from the above lemmas we can derive the
following inequalities for any positive integer n and any positive real number r
‖Tn‖2 ≤ ‖(I+ rG2)−1‖2‖(I− rG1)(I+ rG1)−1‖2‖(I− rG2)(I+ rG2)−1‖2 · · · ‖(I− rG1)(I+ rG1)−1‖2‖(I− rG2)‖2
≤ ‖(I− rG2)‖2
≤ 1+ 80|r|.
This implies that the nASCN scheme is unconditionally stable. So we have the following theorem.
Theorem 3.1. Assume that n is an even number and r is a real number, then the nASCN scheme defined by (3.1) is unconditionally
stable.
3.3. Truncation error analysis
We now perform the error analysis for the nASCN scheme. According to the Fig. 1, we can see there are seven pairs of
schemes which are alternately used between two adjacent time levels. They are the symmetrical schemes (a)with (a) and
the antisymmetrical schemes (b)with (h), (c)with (i), (d)with (j), (e)with (k), (f )with (l) and (g)with (m).
Firstly, we consider the symmetrical schemes (a)with (a). By its Taylor series expansion on the alternating odd and even
time levels, we can see its truncation error’s leading parts’ signs are opposite and can be canceled out. So we can obtain that
its truncation error is of order O(τ 2 + h4).
Secondly, we consider the six pairs of antisymmetrical schemes. Take the pair of schemes (b) with (h) for example and
also by relevant Taylor series expansion, we get the following truncation error at the point (xi, tn+1) for the scheme (b) is
L(2.2)h u
n
i − [Lu]n+1i =
[
2rh
∂2u
∂x∂t
+ 2rh2 ∂
3u
∂x2∂t
+ 47
3
arh3
∂6u
∂x6
− rhτ ∂
3u
∂x∂t2
]n+1
i
+ O(τ + h4). (3.2)
By comparing this result with (2.15), we see that the leading parts of the error’s terms of h, h2 and h3, whose signs are
opposite at every two adjacent time levels, are all canceled out. So the truncation error at the point xi is of the order O(hτ).
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Table 1
The errors and rates in space for the problem (4.1) at n = 106 .
∆x 2/40 2/48 2/52 2/64 2/68 2/88 2/96
nASCN
L∞-error 1.0952E−4 5.2892E−5 3.8419E−5 1.6760E−5 1.3154E−5 4.6976E−6 3.3220E−6
Rate – 3.9923 3.9941 3.9953 3.9960 3.9936 3.9819
L2-error 1.0962E−4 5.2937 E−5 3.8452E−5 1.6774E−5 1.3165E−5 4.6997E−6 3.3230E−6
Rate – 3.9923 3.9941 3.9953 3.9960 3.9952 3.9836
AGE-I [2]
L∞-error 1.9054E−2 1.3244E−2 1.1288E−2 7.4565E−3 6.6059E−3 3.9481E−3 3.3183E−3
Rate – 1.9950 1.9962 1.9972 1.9978 1.9964 1.9973
L2-error 1.9079E−2 1.3259E−2 1.1301E−2 7.4640E−3 6.6124E−3 3.9497E−3 3.3192E−3
Rate – 1.9958 1.9968 1.9976 1.9982 1.9987 1.9989
AGE [1]
L∞-error 1.9055 E−2 1.3244 E−2 1.1288E−2 7.4566E−3 6.6060 E−3 3.9484E−3 3.3186E−3
Rate – 1.9950 1.9962 1.9971 1.9978 1.9962 1.9968
L2-error 1.9079 E−2 1.3259 E−2 1.1301E−2 7.4641E−3 6.6125 E−3 3.9500E−3 3.3195E−3
Rate – 1.9958 1.9968 1.9976 1.9981 1.9984 1.9985
Similarly, we can obtain the truncation error at the point (xi, tn+1) for the scheme (h) is
L(2.8)h u
n
i − [Lu]n+1i =
[
−2rh ∂
2u
∂x∂t
− 2rh2 ∂
3u
∂x2∂t
+ 1
3
arh3
∂6u
∂x6
+ rhτ ∂
3u
∂x∂t2
]n+1
i
+ O(τ + h4). (3.3)
By comparing this result with the scheme (b)’s truncation error (2.14), in the same way, we can obtain the truncation error
at the point xi is of the order O(hτ) too.
Very similar discussions for the pairs (c) with (i) to (g) with (m) can be carried out. Then if τ = λh3 and λ is a positive
constant, all the above discussions prove that the nASCN scheme may have the truncation error of order 4.
4. Numerical simulations
We perform the numerical simulations for (1.1), (1.2) using the following model problem:
u(x, 0) = cos(pix), a = 1, 0 6 x < 2. (4.1)
The exact solution is u(x, t) = cos(pix+ pi3t).
We first compare the errors and ratios of convergence in space for the nASCN scheme in this paper and the AGE and the
ASEI schemes in [1,2]. Let uni = u(xi, tn) be the exact solution of the problem and Uni be the approximate solution, then we
calculate errors in L∞-norm and L2-norm as:
En∞,∆x = maxi (e
n
∆x,∆t(i)) = maxi |u
n
i − Uni |
En2,∆x = ‖en∆x,∆t‖2 =
√∑
i
|uni − Uni |2∆x
where∆x is the step size in space and∆t is the step size in time. The rate of convergence in space is calculated by
Rate of convergence ≈ log
(
El,∆x1/El,∆x2
)
log (∆x1/∆x2)
, l = 2,∞
when very small time step size∆t is taken in computation.
From the Table 1, we can see clearly that the nASCN has a rate that is nearly four order in space (which is coincident with
our theoretical analysis) while both the AGE and the ASEI have rates of nearly two order. Besides, we can see the L∞ and L2
truncation errors from the nASCN are much more accurate than those of the AGE and the ASEI.
Next, we compare the nASCN solutions with prior AGE [1] and ASEI [2] solutions using the same mesh refinements. The
absolute errors (ae) and the relative errors (re) of numerical solutions are displayed in Tables 2 and 3. The results show that
the nASCN scheme is more accurate than the prior AGE [1] and ASEI [2] scheme, even for a larger time step (λ = τ/h3 = 2).
In the end, we give out the comparison of the truncation errors in L∞ norm and L2 norm at the same time for the nASCN
and the prior AGE [1] and ASEI [2] scheme in the following Fig. 2 (for different mesh paraments λ and J (λ = τ/h3)).
5. Conclusion
In this paper, basing on the idea of the alternating group method, we first gave out a new symmetric scheme (2.1) with
an accuracy of order 4 in space. Next we constructed a class of high-order asymmetric Saulyev schemes (2.2)–(2.13) and
designed a new alternating segment method whose rate of convergence is of order 4 in space. Our numerical experiment
shows that the new parallel method (nASCN) can efficiently improve the accuracy of numerical solutions and the idea of the
nASCN is useful for a deep study of the alternating group method.
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Table 2
h = 2/160, λ = τ/h3 = 0.1, 100 000th time step.
Schemes x
0.2 0.6 1.0 1.4 1.8
nASCN ae× 10
8 8.6773 6.6290 5.8524 9.1517 0.43798
re× 108 26.251 8.3336 7.1182 31.851 0.43810
ASEI [2] ae× 10
4 2.1900 1.4009 1.3425 2.2501 0.066992
re× 104 6.6253 1.7612 1.6329 7.8312 0.067009
AGE [1] ae× 10
4 2.2266 1.4299 1.3429 2.2598 0.053741
re× 104 6.7361 1.7975 1.6334 7.8651 0.053755
Exact solution 0.33055 −0.79545 −0.82217 0.28732 0.99974
Table 3
h = 2/320, λ = τ/h3 = 2, 40 000th time step.
Schemes x
0.2 0.6 1.0 1.4 1.8
nASCN ae× 10
7 4.0782 7.8289 5.3492 5.5006 1.4684
re× 107 12.337 9.8421 6.5063 19.144 1.4687
ASEI [2] ae× 10
4 0.53102 0.78530 1.5490 1.7866 1.1939
re× 104 1.6065 0.98724 1.8840 6.2182 1.1942
AGE [1] ae× 10
4 2.7658 1.7563 1.6804 2.7948 0.046908
re× 104 8.3674 2.2079 2.0439 9.7271 0.046920
Exact solution 0.33055 −0.79545 −0.82217 0.28732 0.99974
(a) T = 0.1, λ = τ/h3 = 1.38, J = 48. (b) T = 0.1, λ = τ/h3 = 1.11, J = 96.
(c) T = 0.1, λ = τ/h3 = 0.941, J = 196. (d) T = 0.1, λ = τ/h3 = 1.53, J = 496.
Fig. 2. Comparison of the truncation errors in L∞ norm and L2 norm for different mesh paraments λ and J .
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