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A B S T R A C T
The discovery of topological insulators – materials which are conven-
tional insulators in the bulk but support dissipationless, "topologi-
cally protected" edge states – has revolutionized condensed matter
physics in recent years. Indeed, topological insulators have been of
interest to physicists as much for their unique physics as for their
plethora of potential applications, which run the gamut from nano-
scale electronic circuits to the realization of Majorana fermions and
large-scale quantum computers. However, the main drawback of topo-
logical insulators is that they are currently difficult to produce exper-
imentally, and only a handful of materials supporting the topological
insulator state are known.
The Shvets group recently proposed an analogue of the topologi-
cal insulator state in photonic crystals. In contrast to the topological
insulator state in conventional materials, in which we must simply
take what nature gives us, in photonics we can literally build a topo-
logical insulator. In order for this photonic topological insulator state
to occur, non-zero bianisotropy is introduced. Bianisotropy simply
adds another coupling χ to the constitutive relations for the crystal:
D = ˆ · E+ χˆ ·H, B = χˆ† · E+ µˆ ·H. A photonic crystal composed of a
hexagonal lattice of rods has a Dirac point crossing in its band struc-
ture at the K-point, and in the presence of a non-zero bianisotropy,
this Dirac point becomes gapped, supporting topologically protected
edge states.
This thesis seeks to extend the photonic topological insulator model
originally proposed by Shvets et. al. by adding another important
term from photonics, a so-called "magneto-optic" (MO) term. This
term is produced by applying an external magnetic field to the crystal,
which is interesting theoretically because magnetic-fields are not time-
reversal symmetric. Thus this research has a twofold purpose: (1) to
determine the effects of another important photonic property on the
photonic topological insulator structure and potentially exploit those
effects in novel applications, thereby building topologically insulating
structures, and (2) to investigate the role of time-reversal symmetry
breaking in topological insulators via photonic crystals.
For the photonic topological insulator structure, I derive an effec-
tive Dirac Hamiltonian that describes the two bands of the Dirac
crossing. I show that this Hamiltonian, when no MO term is present,
is identical to the famous Kane-Mele Hamiltonian that introduced
the topological insulator state in conventional materials. Here, bian-
isotropy plays the role of spin-orbit coupling, with the states Ψ+ =
Ez + Hz and Ψ− = Ez − Hz playing the roles of spin-up and spin-
vii
down, respectively. I demonstrate that these states are immune to
disorder – a consequence of their topological protection – by calcu-
lating the Chern numbers of the edge states, calculating their band
diagrams, and by launching these states in simulations and show-
ing that they propagate one-way through various obstacles with no
backscattering.
I also calculate the new terms added by the time-reversal-symmetry-
breaking MO term and calculate analytically what becomes of the sys-
tem’s eigenstates. As well, a weak form of Maxwell’s equations is de-
rived for use in finite-element-method simulations in COMSOL, then
implemented for band-structure calculations. I find that MO adds a
second mass term to the Dirac Hamiltonian which has no natural ana-
logue in conventional topological insulators, as this mass term is not
time-reversal invariant. The system’s eigenstates are shown to be an
admixture of spin-up and spin-down, which I refer to as Φ+ and Φ−,
which become Ψ+ and Ψ− in the limit of bianisotropy being much
stronger than MO and become just Ez and Hz (TE and TM modes)
in the limit of MO being much stronger than bianisotropy. MO’s ef-
fect on the band structure is shown to be that it splits the gap caused
by bianisotropy alone, dividing it into two gaps, one larger than the
other. As the magnitude of the MO term increases, one of the gaps
becomes smaller indefinitely while the other grows, a consistent re-
sult with previous literature in photonics which predicts that the MO
term alone only opens one gap (only TM waves are affected by the
MO term).
Several types of interfaces are explored in order to investigate the
edge states in the presence of MO and bianisotropy. Remarkably, it
is found that if the ratio of the MO term and the bianisotropy is
kept constant across two interfacing photonic crystals, then the edge
states survive. More remarkable still, they retain their topological pro-
tection, demonstrated via propagating Φ± through disordered inter-
faces. This result is truly unexpected, as the topological protection of
the edge states of topological insulators is fundamentally dependent
on the system being time-reversal invariant.
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I N T R O D U C T I O N
The purpose of this thesis is to investigate photonic topological insu-
lators and the notion of building a topological state of matter. But first
– what is meant by a "topological state of matter," and how could we
possibly build such a thing?
1.1 topological insulators and topological protection
in physics
One of the most revolutionary advances of the past decade in theo-
retical condensed matter physics has been the prediction [13, 2] and
later experimental confirmation of [16] a new state of matter called
the "topological insulator." Its band diagram is shown below.
Valence band
Conduction band
Surface states
Fermi level
Momentum
E
n
e
rg
y
Figure 1: Band structure of a topological insulator. The surface states con-
nect the valence band to the conduction band of the material, and
it is clear that without them we would have just the band structure
of a usual insulator (a band gap). Note as well that each surface
state corresponds to a certain electron spin: spin-up for one of the
bands, and spin-down for the other.
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2 introduction
The unique, interesting properties of the topological insulator all
have something to do with its surface states. These come about from
the fact that any real-world amount of a topologically insulating ma-
terial must have an outer edge; in calculations that assume that the
topological insulator goes on forever, the edge states do not appear
at all! In this case there is nothing to distinguish the system from just
a regular insulator.
A topological insulator is a structure that is an insulator in its bulk
but contains surface states that are conducting. A very simple way to
think of this might be a block of wood covered by silver paint: if you
try to run a current through the wood, you will get nowhere, since
wood is an insulator. However, you can run a current on the surface
of the paint since silver conducts electricity quite well. In contrast to
the painted wood, though, the surface states of a topological insula-
tor are "spin-locked." This means that spin-up electrons will only flow
in one direction around the material and spin-down will only flow in
the other direction. This is actually a quite unintuitive and surpris-
ing phenomenon, with deep consequences. Consider, for example, a
spin-up electron flowing past a spin-down electron on the surface of
this material. Would they interact? We would of course normally say
yes, since each electron produces an electric field that the other one
feels. We would expect them to slow down as they approached one
another. However, this violates the fact that each electron can only travel
in one direction! If either slowed down, then they would effectively
have changed their direction of motion, since we can pick a reference
frame in which the velocity of the electron actually flips sign. But this
is forbidden; in any given frame the electrons of spin-up must go one
way and spin-down the other at all times. Thus the electrons actually
must not feel each other at all, and we see that there is no way for
them to slow down; the electrons on the surface are dissipationless.
(Those well-versed in condensed matter physics will recognize this as
the Quantum Spin Hall Effect.)
We can interpret these as "superconducting surface electrons," with
one caveat: this effect is not superconductivity in the conventional
sense. There are no Cooper pairs nor expulsion of magnetic field
lines; the only feature that topological insulators share with super-
conductors is that they can support dissipationless currents. In some
ways, this is better than conventional superconductors. Superconduc-
tors must be kept very cold to maintain their superconducting prop-
erties, which is nigh impossible to accomplish outside of a laboratory
setting. However, topological insulators have no inherent restrictions
on their temperatures, and topological insulators are a very promis-
ing avenue for realizing room-temperature superconductivity. This
has enormous implications for society, just one of which would be
nano-scale circuits – whose current-day limiting factor on size is the
heat loss that small wires suffer. The edge states of topological insu-
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lators have also been proposed as an avenue for realizing quantum
computing [8] and for realizing a very elusive particle called a Majo-
rana fermion (a fermion that is its own antiparticle) [5, 27, 17], among
many other applications. Suffice it to say, topological insulators and
topological states of matter have deep ramifications for physics, from
condensed matter and particle physics to quantum information sci-
ence and even engineering [3].
The topological insulator state comes about as the result of some
form of interactions within a material that has a Dirac point some-
where in its band structure. A Dirac point is a location in the band
structure of some material where two bands meet at a point, and
around that point they are locally linear. This looks more or less
like two cones touching at their tips, where each cone has the same
shape. The presence of Dirac points is actually one of the key features
of graphene, something of a wonder-material whose key properties’
discovery by Geim and Novoselov led to the 2010 Nobel Prize in
Physics [7]. Its band structure is shown below, and the six locations
where the upper and lower bands touch are the Dirac points.
Figure 2: Bulk band structure of graphene, a two-dimensional hexagonal
lattice of carbon atoms (no surface states shown). Note the Dirac
points on the vertices of the hexagons in k-space.
4 introduction
The first material shown to have topologically-protected edge states
was also graphene. Authors Kane and Mele considered the spin-orbit
interaction – which is, incidentally, not an appreciable effect in graphene
– and derived a model Hamiltonian with a term due solely to the spin-
orbit coupling that opened a gap at the Dirac point. The figure below
shows a gap opening at a Dirac point.
Figure 3: Left: Dirac point. Right: Dirac point gap opening due to some kind
of interaction term in the system’s governing equations.
The Kane-Mele Hamiltonian [14] is:
HˆKane−Mele =  hνF(τˆzσˆxkx + σˆyky) + λSOτˆzsˆzσˆz (1)
Here, τˆ, sˆ and σˆ represent Pauli matrices which act on different
subspaces, as explained further in the main text. Most importantly,
the Hamiltonian can be divided into two parts: a Dirac-like part,
HˆDirac =  hνF(τˆzσˆxkx + σˆyky), (2)
and a spin-orbit part,
HˆSO = λSOτˆzsˆzσˆz, (3)
where λSO corresponds to the strength of the spin-orbit interaction.
The Dirac-like term is exactly the Hamiltonian of the Dirac equation,
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and has eigenvalues – in this case, energies – that are linear in kx and
ky, so plots of energy vs. k should show two cones tangent at a point
(explaining the "Dirac point" nomenclature). In this particular system,
when the amount of graphene was finite, Kane and Mele found that
edge states emerged in the gap caused by the spin-orbit interaction,
which were protected by what is called a Z2 topological invariant.
Topological invariants are quantities that cannot change when sur-
faces are deformed, so long as they are not punctured or otherwise
destroyed. The archetypical example of a topological invariant is the
number of holes in a surface, called the genus.
Figure 4: A donut can be deformed into a coffee cup without changing the
number of holes; in fact, these two surfaces are topologically equiv-
alent.
Kane and Mele’s Z2 invariant is a property of the edge states, as it is
calculated by integrating an expectation value of a particular operator
on the edge states over all of k-space; thus, if the Z2 invariant doesn’t
change, then the edge states survive. The Z2 simply refers to the fact
that the integral evaluates to either 0 or 1; in general, Zn refers to the
integers mod n (where the integers are usually either denoted Z or
Z).
This idea of a topological quantity "protecting" a system’s edge
states has had a profound effect on the condensed matter community.
Many other systems have subsequently been discovered that display
topological protection, from topological insulators to topological su-
perconductors and even to other systems in photonics. In topological
insulators, the topological invariant that protects the edge states is
called a Chern number (more specifically, the first Chern number):
C =
i
2pi
∮
Brillouin Zone
d2k∇× 〈uk∣∣∇k∣∣uk〉. (4)
This is a more complicated invariant than simply the number of
holes, but, like the invariant due to Kane and Mele, it is also Z2.
Chern numbers were first understood as important concepts in the
Quantum Hall Effect work of the 1980’s, given by Thouless, Kohmoto,
Nightingale and den Nijs (the TKNN invariant) [25] and expanded
upon by Hatsugai [9]:
σbulkxy = −
e2
h
1
2pii
∮
T2MBZ
dkxdky
[∇k × 〈uk∣∣∇k∣∣uk〉]z . (5)
6 introduction
Topological protection has become a profound new area of thought
in physics and will likely remain so for many years to come.
1.2 metamaterials
Just as revolutionary as topological phases of matter has been the dis-
covery of metamaterials. Metamaterials are man-made crystals whose
basic building blocks are simple conducting elements, like rods and
C-shapes. These building blocks are repeated in several dimensions
to form an array that can bend light in unique and interesting ways.
This is the promise of metamaterials: complete control over light.
One of the most interesting properties that can be realized in meta-
materials is the property of negative index of refraction (,µ < 0), first
proposed by Veselago in 1968 [26]. A visualization of this property is
displayed below.
θ
-θ'
θ'
Conventional
Material
Left-handed 
metamaterial
Figure 5: Negative index of refraction.
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Figure 6: Negative index of refraction, as seen in a glass of water.
Metamaterials work in much the same way as conventional ma-
terials do. Consider, for a moment, a piece of glass. When we look
through it, we see a uniform refractive index: the glass is clear, and it
looks the same everywhere. However, we know this is not the case on
the microscopic scale. At certain locations we have SiC molecules, but
for most of the glass we simply have empty space. How, then, does
the glass look so uniform? The answer is that the wavelengths of
the light we’re looking at are much larger than the spacing between
molecules. When the wavelength is much bigger then the spacing,
each wavelength of the incoming light will "see" dozens if not hun-
dreds of molecules, and it will smooth out the irregularities of the
glass’s microscopic structure. Were we to shine X-rays onto the glass,
we would start to see its crystal structure, and the glass would no
longer look uniform.
8 introduction
Figure 7: An example metamaterial.
Similarly, metamaterials get their strange properties by appearing
uniform for light that has a much longer wavelength than the crystal
spacing. That is, metamaterials exhibit properties such as negative
index usually for microwaves and below, depending on the size of
the rods or c-shapes. The light waves are twisted and bent by many
little conducting elements, giving macroscopic effects.
Some of the applications of negative-index materials that have gar-
nered much interest in the past decade have been the proposals to
use negative-index as a means of making a "perfect lens" which is not
diffraction-limited [20] and as a means of making a real-life "invisi-
bility cloak" [22]. When light comes out of a conventional lens – say,
one made of glass – information is actually lost, as there is a minimal
level of resolution that the lens can achieve, called the Rayleigh cri-
terion [11]. This criterion states that a lens can only resolve pieces of
the image that are separated by a minimum distance of ∼ λ/D, where
D is the lens’s diameter. The reason for this is that, when viewed
from far away, pieces of the image (called the "near field") decay ex-
ponentially and do not contribute to the far field image. However,
with metamaterials the near field can actually be exponentially am-
plified, counterbalancing this effect and leading to perfect resolution.
This has profound consequences for optics, from telescope and micro-
scope design to laser manufacturing.
Using metamaterials, we can essentially build a photonic crystal
with the optical properties we desire. We achieve negative index,
among other properties, primarily by being able to control the 
and µ tensors. Via a recent technique, we can actually create a third
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coupling, called "bianisotropy," between the constitutive relations of
a material. Bianisotropy is a tensor χˆ such that D = ˆ · E + χˆ ·H,
B = χˆ† · E + µˆ ·H, and allows us to couple D with H and B with E,
something not found in nature. A structure that enables this kind of
coupling, called an Omega-type element, is shown below [28].
Figure 8: Two designs for implementing bianisotropy via Omega-type ele-
ments in a collection of rods. Electric fields induce currents in the
Omega elements, which create small magnetic moments in the cir-
cular part of the Omega, a contribution to H. Applying a mag-
netic field will similarly induce a current and create an electric
dipole, contributing to D. From the supplementary materials of
Khanikaev et. al. [15]
Metamaterials research has become a very robust field of its own
over the past decade, and it is not expected to get any less hot in the
decades to come.
1.3 building a topological insulator
The great downside to topological insulators at the moment is that
there simply aren’t very many materials with the proper band struc-
ture to support a topologically insulating phase. Most constructions
in effectively 2-D materials require CdTe-HgTe quantum wells, which
are both difficult to grow and not abundant in nature. In general,
the quantum well method requires semiconductors with a very small
band gap, which greatly limits the kinds of materials that can be
used. Some 3D topological insulators have been found, such as bis-
muth [4] and the bismuth-antimony compound Bi1−xSbx [6]. Never-
theless, the list of available topologically insulating materials remains
a very small one.
Enter metamaterials. Is it possible to design a topological insulator,
and if so, is it useful? The purpose of this thesis will be to answer
both questions in the affirmative. The first part of the thesis discusses
the topological invariant associated with topological insulators, the
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Chern number, in detail, beginning with point-set topology and work-
ing its way up to the full-fledged, mathematically rigorous definition
of Chern classes and numbers. The intent is to understand, as fully as
possible, this vital mathematical concept that is all too often glossed
over by physicists in their desire to find new topologically-protected
systems. The second half of this thesis focuses on the photonic topo-
logical insulator (PTI) state and its construction. It introduces a wide
variety of new results related to realizing topological insulators in
photonic crystals using metamaterials and probes the characters of
their edge states when the system is time-reversal invariant and when
time-reversal symmetry is broken (time-reversal symmetry is a key
feature of conventional topological insulators). Thus this research has
a twofold purpose: (1) to determine the effects of another important
photonic property on the photonic topological insulator structure and
potentially exploit those effects in novel applications, thereby building
topologically insulating structures, and (2) to investigate the role of
time-reversal symmetry breaking in topological insulators via pho-
tonic crystals. This is the first use of PTI’s as a sandbox in which to
explore properties of topologically insulating systems, and it is the
author’s hope that this analysis can pave the way for the exploration
other exotic properties of topological phases of matter.
Part I
M AT H E M AT I C S

2
C H E R N N U M B E R S
In this chapter, I explain the idea of the Chern number as a classifica-
tion of complex fiber bundles from a rigorous, mathematical frame-
work. Chern numbers allow us to show unequivocally that the edge
states in a topological insulator are "topologically protected;" indeed,
the very name "topological insulator" comes from this topological in-
variant, well-known to differential geometers. Thus it is of great im-
portance to understand exactly whence this concept comes, and to
understand the mathematics behind it.
2.1 introduction to the chern number
First, a quick note: much of this information can be found in Geome-
try, Topology and Physics by M. Nakahara, and many of the figures in
this chapter are reprinted from this book [19]. For a more complete
covering of these topics, I refer the reader to this book. For those
interested in an even more mathematical approach to Chern num-
bers and Chern classes, I refer the reader to an excellent book by
Cliff Taubes [24], and to a beautiful book by Spivak [23]. For a more
in-depth view of Lie Algebras I suggest Hungerford [10] and the spe-
cialized Jacobson [12], and for a very detailed overview of graduate
topology I refer the reader to Munkres [18].
The goal here is to understand the mathematical definition and
description of the Chern number, so that we can better understand
how it is used in physics (specifically in the case of topological states
of matter). I will start with the definition, and fill in the details as the
section progresses.
Definition 1 (Chern class). Let E pi→ M be a complex vector bundle
whose fiber is Ck. The structure group G is a subgroup of GL(k,C),
and the gauge potential A and the field strength F take their values
in g, the Lie algebra of G. Define the total Chern class by
c(F) ≡ det
(
1+
i
2pi
F
)
. (6)
Since F is a two-form, c(F) is a direct sum of forms of even degrees,
c(F) = 1+ c1(F) + c2(F) + . . . (7)
where cj(F) ∈ Ω2j(M) is called the jth Chern class.
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The Chern number is the result of integrating the Chern class over
the manifold (or, pairing with the orientation homology class, more
abstractly speaking).
2.2 basics of topology
We start from the beginning. What is meant by “topology"? The intro-
duction I will use here is called point-set topology, which introduces a
lot of notions useful in the other branches of topology in a basic form
(another branch being, for example, algebraic topology). We assume
the reader is already familiar with the basics of Fraenkel-Zermelo Set
Theory (unions, intersections, cardinality and cardinal numbers, etc.).
First, we introduce definitions of maps, as these will be paramount in
the study of topology.
2.2.1 Maps
Definition 2. Let X and Y be sets. A map is a rule by which we assign
an element y ∈ Y for every x ∈ X. We write
f : X→ Y. (8)
We may also write
f : x 7→ f(x), x ∈ X. (9)
A subset of X whose elements are mapped to y ∈ Y under f is
called the pre-image or inverse image of y, denoted by f−1(y) =
{x ∈ X|f(x) = y}. The set X is called the domain while Y is called
the codomain (we have to be careful with the term range, since some
authors consider Y to be the range and others consider f(X) to be
the range). The image of some set A under f is f(A), where we take
f acting on a set to mean the set consisting of elements of the form
f(a) for all a ∈ A. The image of f is f(X), also denoted im(f). A map
is defined by these three items together: domain, codomain, and
an association between domain elements and codomain elements.
Some authors choose to think of a map as a triple in this regard.
Some common properties of maps:
Definition 3. Consider a map f : X → Y. f is called injective or one-
to-one if x 6= x ′ implies f(x) 6= f(x ′). f is called surjective or onto
if for each y ∈ Y there exists at least one element x ∈ X such that
f(x) = y. If f is both surjective and injective, then it is called bijective.
Definition 4. If the sets X and Y have certain algebraic structures
(for example, a product or addition), then in the case that f : X → Y
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preserves these structures, f is called a homomorphism. Explicitly,
this would mean, for arbitrary a,b ∈ X, f(a ∗ b) = f(a) ∗ f(b), where
∗ is some group operation. If a homomorphism is also bijective, it is
called an isomorphism, and if an isomorphism exists between two
sets, they are considered to be isomorphic to one another.
The notion of equivalence of the utmost importance in topology, as
this is the idea behind the entire field - to tell when two collections of
objects (surfaces, sets) are the same.
2.2.2 Equivalence Relations and Quotient Spaces
Definition 5. An equivalence relation (denoted ∼) is a relation which
satisfies:
1. a ∼ a (reflexive property).
2. a ∼ b implies b ∼ a (symmetric property).
3. a ∼ b and b ∼ c implies a ∼ c (transitive property).
Definition 6. Given some set X and an equivalence relation ∼, we
division the set into mutually disjoint subsets (i.e. no subset overlaps
with any other) called equivalence classes. A class [a] is defined
[a] ≡ {x ∈ X|x ∼ a}. (10)
It is simple to prove that each [a] is nonempty and that there is no
overlap between equivalence classes (i.e., [a] = [b] implies a ∼ b).
Definition 7. The set of all classes is called the quotient space and
denoted by Xupslope ∼. The element a is called the representative of the
class [a].
Quotient spaces are very important tools in topology, and indeed
many complicated surfaces and sets have simple realizations as quo-
tient spaces. As an introductory example, consider the set of all num-
bers mod 2pi. We can envision on the number line picking a point x,
and then also picking all points equivalent to x (x+ 2pi, x− 2pi, etc.).
Then we can join these points to one another and we see that we form
a circle in doing so. Thus in modular arithmetic, the quotient space
RupsloperZ for r ∈ R is a circle with circumference equal to r.
2.2.3 Point-Set Topology
Now we are ready to introduce the definition of a topology.
Definition 8. Let X be any set and T = {Ui} where Ui ⊂ X, i.e. a
collection of subsets of X. These Ui are called the open sets associated
to T. T is a topology if it satisfies the following:
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1. ∅ ∈ T.
2. X ∈ T.
3. Arbitrary unions of open sets are open.
4. Finite intersections of open sets are open.
A set X along with a topology T is called a topological space, denoted
(X,T). We also define a closed set as any set whose complement is
an open set. (Note: Another route to defining closed sets first defines
something called limit points. I will leave this out of this discussion,
but the reader is welcome to pursue this on his or her own [18].)
An important final type of set in Topology is the closure. This has
a formal definition in terms of limit points, but it can be informally
thought of as an open set union-ed with its boundary (forming a
closed set). A more formal definition which sidesteps limit points
(used by Nakahara) is: the closure of an open set A is the smallest
closed set A¯ such that A ⊂ A¯. Here, “smallest" refers to least element
of the partially ordered set of closed subsets containing A ordered by
inclusion.
It is often much easier to define what is called the basis for a topol-
ogy than to define all the open sets at once.
Definition 9. Let X be a set and B be a collection of subsets of X.
Then B is a basis for a topology for X iff (if and only if) the following
is true:
1. ∅ ∈ B
2. for each p ∈ X there exists a set U in B with p ∈ U, and
3. if U and V are sets in B and p is a point in the intersection U∩V ,
then there is a set W in B such that p ∈W ⊂ (U∩ V).
A good way to think about a basis is that the topology can be built
out of the unions of basic open sets. For the standard topology on
Rn, the usual basis is open balls, as the unions of open balls define
our notion of what it means to be an open set.
Now I’ll give some examples of topologies, just to show how gen-
eral of objects they are (it is extremely wrong to think that the only
kind of open set that can exist is an open ball).
Example (Discrete topology). Consider a set X and then let T be the
collection of all subsets of X. Clearly this satisfies the previous re-
quirements for a topology.
Example (Trivial (or Indiscreet) topology). Consider a set X and then
let T = {∅,X}. This is pretty trivial but obviously a topology.
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Example (Standard topology on Rn). Let X be Rn, and let T consist
of all open balls and their unions (and open ball being defined as, for
some radius  and center x, B(x) = {x ′| > |x ′ − x|}. In this topology,
which can serve as an intuition-building model of all topologies, it
is easy to see why the fourth requirement in a topology is only “fi-
nite." Consider the intersection of all open balls centered on the origin.
Clearly the only point in common of all these balls is the origin itself,
so the intersection is a point, which is not an open ball and thus not
an open set.
Example (Double headed snake topology). This is weird and fun. Let
R+00 be the set consisting of R+ (positive reals) together with two
points we call 0 ′ and 0 ′′. Let the basic open sets of the double headed
snake topology consist of all intervals in R+ of the form (a,b) or
(0,b)∪ {0 ′} or (0,b)∪ {0 ′′}.
Example (Sticky bubble topology on R2>0). Let R
2
>0 be the upper half
plane {(x,y)|x,y ∈ R,y > 0}. Then the sticky bubble topology is the
topology with a basis consisting of (1) all open balls B(x,y) where
 < y, and (2) sets B(x,y)∪ {(x, 0)} where  = y.
[An aside: topologists make up excellent names for their topolo-
gies!]
Clearly the notion of topology is pretty robust. A quick aside to dis-
cuss the property of compactness (one of the fundamental topological
properties).
Definition 10. Let (X,T) be a topological space. A family {Ai} of sub-
sets of X is called a cover of X if⋃
i
Ai = X. (11)
An open cover is any cover that consists of open sets.
Definition 11. Consider a set X and all possible coverings of X. The
set X is called compact if, for every open covering {Ui|i ∈ I}, there
exists a finite sub-collection {Uj|j ∈ J ⊂ I} that is also a cover of X.
This is incidentally called a subcover (and an open subcover if all the
elements are open sets, as they are in this case).
2.2.4 Comparing Topological Spaces
Now we’ll talk a little about the notion of maps between topological
spaces, as this is where topological invariants come in.
Definition 12. Let f : X → Y. f is considered continuous if, for every
open set in the codomain V ⊂ Y, f−1(V) ⊂ X is an open set. (Try to
convince yourself of the need for this seemingly backwards definition
of continuity.)
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Definition 13. Let X1 and X2 be topological spaces (we omit T1 and
T2 for notational convenience). A map f : X1 → X2 is a homeomor-
phism if it is continuous and has an inverse f−1 : X2 → X1 which is
also continuous. If a homeomorphism between X1 and X2 exists, we
say that X1 and X2 are homeomorphic.
Two topological spaces are homeomorphic if we can deform one
into the other continuously, i.e. without puncturing or tearing (this is
where the famous example of a donut being topologically equivalent,
i.e. homeomorphic, to a donut comes in).
The main question of the topological invariant is “how can we char-
acterize the equivalence classes of homeomorphism?" This question
actually has no answer; the topological invariant offers a more hum-
ble question’s answer. Rather than equal topological invariants imply-
ing that two spaces are homeomorphic (this is false!), we have instead
that, if two spaces have different topological invariants, then they are
not homeomorphic to each other.
Say we take some surface and continuously deform it. Obviously,
the end result is homeomorphic to the beginning, so they have the
same topological invariants. Say we apply some process to a sur-
face, get a new surface, and see that all the topological invariants
remained unchanged. In this case we cannot say that the two sur-
faces are homeomorphic! This is extremely important and, I think,
commonly misunderstood. Finally, say we apply some process to a
surface and calculate the final and beginning topological invariants.
If any of these changed, then the surfaces are not homeomorphic.
This is the use of topological invariants in condensed matter physics,
whereby a change of topological invariant implies some kind of phase
transition and two states having different topological invariants are
not homeomorphic (not topologically equivalent).
A very basic topological invariant is the Euler Characteristic, which
for any surface Σ is defined as, for any graph (the answer only de-
pends on the surface, not the specific graph), χ(Σ) = V −E+ F, where
V is the number of vertices, E the number of edges, and F the number
of faces of that graph.
2.3 differential geometry
Now we’ll work our way up to fiber bundles, the heart of topological
invariants in the topological insulators, and analyze the problem of
Berry’s phase from first a physics standpoint and then a mathematical
standpoint (using the differential geometry just acquired).
2.3.1 Manifolds
Manifolds are generalizations of our familiar ideas about curves and
surfaces to arbitrary dimensional objects. For example, a curve in R3
2.3 differential geometry 19
is parametrized by a single number, γ(t) = (x(t),y(t), z(t)), while
two parameters define a surface, σ(u, v) = (x(u, v),y(u, v), z(u, v)). A
curve and a surface are considered locally homeomorphic to R and
R2, respectively. A manifold in general is a topological space which
is locally homeomorphic to Rn (although it may differ globally!). Be-
cause a manifold is locally homeomorphic, we can give the manifold
local coordinates. This is basically how to think of a manifold: some-
thing that has, locally, good coordinates. (The reason for this is obvi-
ous, as we consider some coordinates (q1,q2, . . . ,qn) that live in Rn,
then draw the latitudes and longitudes corresponding to these coor-
dinates, then deform Rn to the local part of the manifold in question,
and we have, then, working coordinates. That is, if we have a func-
tion that deforms, call it f, then f(q1, . . . ,qn) are the points on the
manifold in terms of the coordinates.)
One of the basic findings of manifolds is that one can define many
different sets of coordinates on the same patch, and all are equally
good (i.e., the choice of coordinates is arbitrary). Informally, mani-
folds hold to the following three conditions:
1. Nearby points have nearby coordinates (in at least one coordi-
nate system).
2. Every point has unique coordinates (in each system that con-
tains it).
3. If two coordinate systems overlap, they are related to each other
in a sufficiently smooth way.
Without condition 3, a differentiable function in one coordinate sys-
tem may not be differentiable in another (think about the chain rule
here).
Definition 14. M is an m-dimensional differentiable manifold if:
1. M is a topological space that is locally Euclidean, Hausdorff
and second countable.
2. M is provided with a family of pairs {(Ui,φi)}, which are the
coordinate charts for the manifold.
3. {Ui} is a family of open sets which covers M, that is,
⋃
iUi =M.
4. Given Ui and Uj such that Ui ∩Uj 6= ∅, the map ψij = φiφ−1j
from φj(Ui ∩Uj) to φi(Ui ∩Uj) is infinitely differentiable.
ψij is, in general, called a transition function, and the most general
definitions of smoothness of manifolds has to do with the smoothness
of transition functions (when we get rid of coordinates, for instance).
The pair (Ui,φi) is called a chart while the whole family {(Ui,φi)}
is called an atlas.
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2.3.2 Fiber Bundles
If a manifold is a topological space which looks locally like Rm, a
fiber bundle is a topological space which looks like the direct product
of two topological spaces. A motivating example can be found in the
tangent bundle.
Definition 15. A tangent bundle TM over an m-dimensional mani-
fold is a collection of all of the tangent spaces at every point in M:
TM =
⋃
p∈M
TpM. (12)
The manifold M over which TM is defined is called the base space.
Let {Ui} be an open covering of M. If xµ = φi(p) is the coordinate on
Ui, an element of
TUi =
⋃
p∈Ui
TpM (13)
is specified by a point p ∈M and a vector V = Vµ(p)∂xµ |p ∈ TpM.
A side note: in this thesis, I use the convention ∂u = ∂∂u for Latin symbols,
and ∂µ = ∂∂xµ for Greek symbols. Noting that Ui is homeomorphic to
an open subset φi(Ui) of Rm and each TpM is homeomorphic to Rm,
we can see that TUi looks locally like the direct product Rm ×Rm.
The function pi : TM → M projects between the fiber bundle and
the base space, and through this projection we define the notion of a
fiber. Note here that pi−1(p) = TpM. In the context of fiber bundles,
TpM is called the fiber at p. (See the figure below.)
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Figure 9: The tangent bundle. From Nakahara. [19]
In the tangent bundle case, we can see that if the base space is
simple (say, Rm) then the fiber bundle will be a direct product (Rm×
Rm). However, this is not always the case, and non-trivial structure of
the tangent bundle measures the topological non-triviality of M. To
see this we can look at overlapping charts. Pick two charts Ui and Uj
such that Ui ∩Uj 6= ∅, and let yµ = ψ(p) be coordinates on Uj. Take
a vector V ∈ TpM where p ∈ Ui
∫
Uj. Then V has two coordinate
presentations:
V = Vµ∂xµ
∣∣
p
= V˜µ∂yµ
∣∣
p
, (14)
where
V˜ν = ∂xµy
ν
∣∣
p
Vµ. (15)
For {xµ} and {yν} to be good coordinate systems, the matrix Gνµ =
∂xµy
ν must be non-singular, i.e., G ∈ GL(m,R) (the general linear
group is defined as the group consisting of all non-singular matrices
of dimension m and elements in R). So fiber coordinates are rotated
by an element of GL(m,R) whenever we change coordinates, and so
the structure group of TM is GL(m,R).
Now we introduce the language of fiber bundles in generality.
Definition 16. A (differentiable) fiber bundle (E,pi,M, F,G) consists
of the following elements:
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1. A differentiable manifold E called the total space.
2. A differentiable manifold M called the base space.
3. A differentiable manifold F called the fiber (or typical fiber).
4. A surjection pi : E → M called the projection. The pre-image
pi−1(p) ≡ Fp ∼= F is called the fiber at p.
5. A Lie group G called the structure group, which acts on F on
the left.
6. An open cover {Ui} of M with a diffeomorphism φi : Ui × F→
pi−1(Ui) such that piφi(p, f) = p. The map φi is called the local
trivialization since φ−1i maps pi
−1(Ui) onto the direct product
Ui × F.
7. If we write φi(p, f) = φi,p(f), the map φi,p : F → Fp is a diffeo-
morphism. On Ui ∩Uj 6= ∅, we require that tij(p) ≡ φ−1i,pφj,p :
F → F be an element of G. Then φi and φj are related by a
smooth map tij : Ui ∩Uj → G as
φj(p, f) = φi(p, tij(p)f). (16)
The {tij} are called the transition functions.
The shorthand notation E pi→M or simply E denotes the fiber bun-
dle (E,pi,M, F,G).
Strictly speaking, there is a difference between a coordinate bundle
(what is actually defined above) and a fiber bundle, but there is no
meaningful difference in a physics sense since we always have some
kind of open covering and coordinates on our fiber bundles. (Strictly,
fiber bundles are defined as an equivalence class of coordinate bun-
dles, where two coordinate bundles are equivalent if the union of
both coordinate systems is still a valid coordinate system, and thus
this union-ed coordinate system defines another coordinate bundle.)
Transition functions are subject to a few restrictions. They are:
tii(p) = identity map, p ∈ Ui (17)
tij(p) = tji(p)
−1, p ∈ Ui ∩Uj (18)
tij(p)tjk(p) = tik(p), p ∈ Ui ∩Uj ∩Uk. (19)
If all the transition functions are identity maps, then the fibre bun-
dle is a trivial bundle. A trivial bundle is a direct product M× F.
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Figure 10: Transition functions. From Nakahara. [19]
Now we introduce the notion of sections.
Definition 17. Let E pi→ M be a fiber bundle. A section (or a cross
section) s : M → E is a smooth map which satisfies pis = identityM.
The section is always some subset of the full fiber at a point. The set
of all sections on M is denoted Γ(M,E). If U ⊂ M, we may talk of
a local section which is defined only on U, and analogously Γ(U,E)
denotes the set of all local sections on U. Not all fiber bundles admit
global sections.
The figure below shows two fiber bundles over the same base space,
and how they are topologically trivial and non-trivial, respectively.
(These are both, as defined below, line bundles.)
Figure 11: Two fiber bundles over the unit 1-sphere, S1. (a) is the cylinder,
a trivial bundle (S1 × I), and (b) is the Möbius strip, which is
non-trivial. From Nakahara. [19]
Definition 18. A vector bundle E pi→M is a fibre bundle whose fiber
is a vector space. Let F be Rk and M be and m-dimensional mani-
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fold. Then k is called the fiber dimension and is denoted dimE, even
though the total space E is m + k-dimensional. The transition func-
tions are then in GL(k,R) since they map a vector space onto another
vector space of the same dimension isomorphically. Similarly, if F is
a complex vector space Ck, then the structure group is GL(k,C) and
it is called a complex vector bundle. Finally, a vector bundle whose
fiber is one-dimensional is called a line bundle (F = R or F = C).
The (trivial) complex line bundle L ≡ R3×C is associated with non-
relativistic quantum mechanics in 3-space. The wavefunction ψ(x) is
a section of L.
Definition 19. A principal bundle has a fiber F upon which the struc-
ture group G acts simply transitively. A principal bundle P pi→ M is
also denoted by P(M,G) and is often called a G bundle over M.
2.3.3 Connections on Fiber Bundles
First a few definitions about Lie algebras.
Definition 20. A Lie group G is a differentiable manifold which is
endowed with a group structure such that the group operations
1. · : G×G→ G by (g1,g2) 7→ g1 · g2
2. −1 : G→ G by g 7→ g−1
are differentiable.
Definition 21. Let a and g be elements of a Lie group G. The right-
translation Ra : G→ G and the left-translation La : G→ G of g by a
are defined by
Rag = ga (20)
Lag = ag. (21)
The maps Ra and La are diffeomorphisms from G to G, and so the
maps La : G → G and Ra : G → G induce La∗ : TgG → TagG and
Ra∗ : TgG→ TgaG. We arbitrarily pick left-translation, since both are
equivalent, to embellish upon.
Given a Lie group G, there is a special class of vector fields charac-
terized by invariance under the group action.
Definition 22. Let X be a vector field on a Lie group G. X is said to
be a left-invariant vector field if La∗X
∣∣
g
= X
∣∣
ag
.
Finally,
Definition 23. The set of left-invariant vector fields g with the Lie
bracket [, ] : g× g→ g is called the Lie algebra of a Lie group G.
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Let G be a Lie group. The left action Lg and the right action Rg
are defined as Lgh = gh and Rgh = hg for g, h ∈ G. Lg induces a
map Lg∗ : Th(G) → Tgh(G). A left-invariant vector field X satisfies
Lg∗X
∣∣
h
= X
∣∣
gh
. Left-invariant vector fields form a Lie algebra of G,
denoted by g. Since X ∈ g is specified by its value at the unit element
e, and vice versa, there exists a vector space isomorphism g ∼= Te(G).
The Lie algebra is closed under the Lie bracket, [Tα, Tβ] = f
γ
α,βTγ.
Now we define differential forms.
Definition 24. An element ω : TpM→ R of T∗pM (the ∗ here denotes
the dual to the tangent space TpM) is called a dual vector, cotan-
gent vector, or in the context of differential forms, a one-form. The
simplest example of a one-form is the differential df of a function f.
Definition 25. A differential form of order r, or an r-form, is a totally
antisymmetric tensor of type (0, r).
I assume the reader has some familiarity with tensors, but briefly,
a tensor of type (n,m) can be thought of as an object that takes n
covectors and m vectors and produces a scalar, the covector being
dual to the vector.
Now we define the wedge product in terms of tensor products.
Definition 26. The wedge product ∧ of r one-forms can be defined
by the totally antisymmetric tensor product:
dxµ1∧dxµ2∧ . . .∧dxµr =
∑
P∈Sr
sgn(P)dxµP(1)⊗dxµP(2)⊗ . . .⊗dxµP(r) .
(22)
Sr refers to the symmetric group of order r, and the sum serves to
completely antisymmetrize the wedge product. For example,
dxµ ∧ dxν = dxµ ⊗ dxν − dxν ⊗ dxµ, (23)
and
dxλ ∧ dxµ ∧ dxν = dxλ ⊗ dxµ ⊗ dxν + dxν ⊗ dxλ ⊗ dxµ
+dxµ ⊗ dxν ⊗ dxλ − dxλ ⊗ dxν ⊗ dxµ
−dxν ⊗ dxµ ⊗ dxλ − dxµ ⊗ dxλ ⊗ dxν.
(24)
Definition 27. The vector space of r-forms at p ∈ M is denoted by
Ωrp(M).
Now we return to connections on fiber bundles. Here, connections
separate the tangent space into two pieces, a vertical subspace and a
horizontal subspace. Vectors that remain in the horizontal subspace
are said to be horizontally lifted, analogous to parallel transport on
manifolds.
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Definition 28. Let u be an element of a principal bundle P(M,G)
and let Gp be the fiber at p = pi(u). The vertical subspace VuP is
a subspace of TuP which is tangent to Gp at u. (Don’t confuse the
tangent space of the bundle TuP with that of the manifold TpM.) The
horizontal subspace HuP is the complement of VuP in TuP.
Example. Take some element A of g. By the right action
Rexp(tA)u = u exp(tA) (25)
a curve through u is defined in P. Since pi(u) = pi(u exp(tA)) = p,
this curve lies within Gp. Define a vector A] ∈ TuP by
A]f(u) =
d
dt
f(u exp(tA))
∣∣
t=0
(26)
where f : P → R is an arbitrary smooth function. The vector A] is
tangent to Gp at u, so A] ∈ VuP. The vector field A] is called the fun-
damental vector field generated by A. A vector space isomorphism
is ] : g→ VuP where A 7→ A].
Definition 29. Let P(M,G) be a principal bundle. A connection on P
is a partition of the tangent space TuP into the vertical subspace VuP
and the horizontal subspace HuP such that
1. TuP = HuP⊕ VuP.
2. A smooth vector field X on P is separated into smooth vector
fields XH ∈ HuP and XV ∈ VuP as X = XH +XV .
3. HugP = Rg∗HuP for arbitrary u ∈ P and g ∈ G. (See the figure
below.)
Figure 12: The horizontal subspace HugP is obtained from HuP by the right
action of the structure group. From Nakahara. [19]
2.3 differential geometry 27
Now we define a notion of parallel transport with respect to the
connection, called a horizontal lift.
Definition 30. Let P(M,G) be a G-bundle and let γ : [0, 1] →M be a
curve in M. A curve γ˜ : [0, 1]→ P is said to be a horizontal lift of γ if
piγ˜ = γ and the tangent vector to γ˜(t) always belongs to Hγ˜(t)P.
Let X˜ be a tangent vector to γ˜. Then ω(X˜) = 0 by the definition of
tangent. This condition is an ODE so local existence and uniqueness
of the horizontal lift is guaranteed.
Figure 13: A curve γ(t) in M and its horizontal lifts γ˜(t) and γ˜(t)g. From
Nakahara. [19]
2.3.4 Berry’s Phase: Physical Derivation
Berry’s Phase (Berry, 1984) is an important concept in quantum me-
chanics, because it sheds light on the importance of the phase of the
wavefunction (which is usually ignored).
Let H(R) be a Hamiltonian which depends on some parameters
that are collective written as R. Suppose R changes adiabatically as a
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function of time, so R = R(t) is a smooth vector-valued curve. Then
the Schrödinger equation reads
H(R(t))
∣∣ψ(t)〉 = i∂t∣∣ψ(t)〉, (27)
in units where  h = 1. Assuming that the system is in the nth eigen-
state at t = 0,
∣∣ψ(0)〉 = ∣∣n, R(0)〉 with energy En(R(0)). We might
naively guess that the time-dependent solution is of the form
∣∣ψ(t)〉 = exp(−i ∫t
0
dt ′En(R(t ′))
) ∣∣n, R(t)〉, (28)
but this is actually, upon plugging into the Schrödinger equation,
not a solution. The reason why this is not a solution is that differen-
tiating
∣∣ψ(t)〉 with respect to time requires using the product rule on
the exponential factor and on the eigenstate
∣∣n, R(t)〉, which depends
explicitly on time. Plugging in gives
∂t
∣∣n, R(t)〉 = 0 (29)
which is clearly false for any kind of physically significant set of
parameters R (we expect the eigenstate to be different at T = 0K
versus T = 273K. Thus, to solve this, we introduce an extra phase
(Berry’s phase) into the ansatz, giving
∣∣ψ(t)〉 = exp(iγn(t) − i ∫t
0
dt ′En(R(t ′))
) ∣∣n, R(t)〉, (30)
where γn(t) is Berry’s phase. Inserting this ansatz into the Schrödinger
equation gives
H
∣∣ψ(t)〉 = En(R(t))∣∣ψ(t)〉 (31)
for the left-hand side and
i∂t
∣∣ψ(t)〉 = (−dγn
dt
+ En(R(t))
) ∣∣ψ(t)〉
+ exp
(
iγn(t) − i
∫t
0
dt ′En(R(t ′))
)
∂t
∣∣n, R(t)〉 (32)
for the right-hand side, which gives, upon equating the two and
multiplying by
〈
n, R(t)
∣∣,
dγn(t)
dt
= i
〈
n, R(t)
∣∣ d
dt
∣∣n, R(t)〉 (33)
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which leads to the usual definition of Berry’s Phase:
γn(t) = i
∫t
0
〈
n, R(t ′)
∣∣ d
dt ′
∣∣n, R(t ′)〉dt ′. (34)
We can rewrite this as a path integral in R-space (removing the
explicit t-dependence):
γn(t) = i
∫R(t)
R(0)
〈
n, R
∣∣∇R∣∣n, R〉 · dR. (35)
Berry’s phase is most often represented in the above form. The
physical significance of Berry’s phase becomes more clear when we
let R(0) = R(T), i.e., the system undergoes some closed-loop thermo-
dynamic process. Then, since the integrand is not necessarily a total
derivative, we can obtain a non-zero value for γn(T), and thus have
a change in phase as the result of the thermodynamic process.
2.3.5 Berry’s Phase: Fiber Bundle Derivation
Now we analyze the problem of Berry’s phase using the fiber bundles
we have just developed. Let H(R) be our Hamiltonian that depends
on k parameters, R = (R1, . . . ,Rk). Say that the parameter space is
described by some manifold M, with local coordinate R. At each
point R, we pick the nth eigenstate of H(R). Since we cannot dis-
tinguish a quantum state up to phase, i.e.
∣∣n, R〉 is indistinguishable
from eiφ
∣∣n, R〉, the physical state at point R is the equivalence class
[∣∣R〉] = {g∣∣R〉|g ∈ U(1)} (36)
where we omit the n since we are only talking about the nth eigen-
vector (this quantum number is fixed). Thus at each point R ∈M we
have a U(1) degree of freedom and thus a principal U(1) fiber bundle
P(M,U(1)) over the parameter spaceM, where the projection is given
as pi(g
∣∣R〉) = R. U(1) acts on vectors representing the same state. (See
the figure below.)
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Figure 14: The fiber bundle consisting of a base space M (parameter space)
and fibers that represent the phase indeterminacy of the quantum
state associated to a point R ∈ M. pi projects all possible phases
onto the point R. From Nakahara. [19]
Now we endow our bundle structure with a connection, called
Berry’s connection:
A = AµdR
µ ≡ 〈R∣∣ (d∣∣R〉) = − (d〈R∣∣) ∣∣R〉 (37)
with d = ∂µdRµ being the exterior derivative in R-space, where
∂µ =
∂
∂Rµ .A can be easily checked to be Hermitian (using d
(〈
R
∣∣R〉) =
0). We then define the field strength F of A as
F = dA =
(
d
〈
R
∣∣)∧ (d∣∣R〉) = ∂µ〈R∣∣∂ν∣∣R〉dRµ ∧ dRν. (38)
Now we wish to show that Berry’s phase is a holonomy associated
with Berry’s connection on our P(M,U(1)) bundle. Take some section
σ(R) =
∣∣R〉 over a chart U of M. Let R : [0, 1] → M be some loop
within U. Then we write the horizontal lift of R(t) with respect to the
connection as
R˜(t) = σ(R(t))g(R(t)) (39)
where g(R(0)) is taken to be the unit element of U(1). Since the
group elements are eiφ with φ being a phase, Berry’s phase shows
up as
g(R(t)) ≡ g(t) = exp(iη(t)) (40)
2.4 understanding of the chern number 31
with, as before,
η(1) = i
∫1
0
〈
R(t ′)
∣∣∂t ′∣∣R(t ′)〉dt ′ = i ∮ 〈R∣∣d∣∣R〉. (41)
Thus,
R˜(1) = exp
(
−
∮ 〈
R
∣∣d∣∣R〉) ∣∣R(0)〉. (42)
Berry’s phase amounts to parallel transport in the parameter space.
Figure 15: As the parameter follows the loop R(t), the state with initial con-
dition
∣∣R(0)〉 becomes ∣∣R˜(1)〉, which can differ from ∣∣R(0)〉. This
difference is the holonomy and is the geometric interpretation of
Berry’s phase. From Nakahara. [19]
2.4 understanding of the chern number
First, I repeat the definition of Chern number from the beginning of
the report:
Definition 31 (Chern class revisited). Let E pi→M be a complex vector
bundle whose fiber is Ck. The structure group G is a subgroup of
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GL(k,C), and the gauge potential A and the field strength F take
their values in g. Define the total Chern class by
c(F) ≡ det
(
1+
i
2pi
F
)
. (43)
Since F is a two-form, c(F) is a direct sum of forms of even degrees,
c(F) = 1+ c1(F) + c2(F) + . . . (44)
where cj(F) ∈ Ω2j(M) is called the jth Chern class.
Now we understand what is meant by every part of the definition.
Here I present an understanding, using the mathematical formal-
ism so developed, of the Chern number in the topological insulators.
The topological invariant under consideration (TKNN invariant) is
the Chern number of the Brillouin zone, usually written as
c1 =
1
2pi
∮
BZ
d2kFm (45)
with Fm = ∇×Am and Am = i
〈
um
∣∣∇k∣∣um〉. To understand this
as a Chern number, consider the space of Bloch states, a basis for
the system in question:
{∣∣uk〉}, where k indexes the bands. In a sys-
tem where we consider k bands, we have as our base space the Bril-
louin zone. The Brillouin zone will be periodic in both kx and ky
for a two-dimensional system, so we can imagine it as the surface of
a torus (where one coordinate goes around the hole and the other
goes through the hole). Then attached at each point k = (kx,ky)
on the BZ, we have k Bloch states, so the dimension of the fibers is k
(one dimension per Bloch state). The connection in question is Berry’s
connection, and field strength associated with this connection is the
integrand. The total Chern class is c = det
(
1+ i2piF
)
. This is a par-
ticularly simple determinant to compute since the field strength only
has one index, i.e. F = Fdk1 ∧ dk2. (An example is given in Naka-
hara where the decomposition is in terms of wedge products that go
like dxµ ∧ dxν, µ < ν, and in the case of a two-dimensional mani-
fold, we only have one such coefficient (and thus the matrix whose
determinant we are finding is 1× 1).
An example from Nakahara to illuminate the process of computing
the determinant:
Example. Let E be a complex vector bundle with fiber C2 over M,
where G = SU(2) and dimM = 4. If we write the field strength as
F = Fασα2i , F
α = 12F
α
µνdx
µ ∧ dxν, we have
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c(F) = det
(
1+
1
2pi
Fα
σα
2i
)
(46)
= det
(
1+ i2pi
F3
2i
i
2pi
1
2i(F
1 − iF2)
i
2pi
1
2i(F
1 + iF2) 1− i2pi
F3
2i
)
(47)
= 1+
1
4
(
i
2pi
)2 (
F3 ∧F3 +F1 ∧F1 +F2 ∧F2
)
, (48)
with individual Chern classes being
c0(F) = 1 (49)
c1(F) = 0 (50)
c2(F) =
(
i
2pi
)2∑
α
Fα ∧Fα
4
= det
(
iF
2pi
)
(51)
and all higher Chern classes vanish.
Using this decomposition, we see that in our topological insulator
case,
c(F) = 1+
i
2pi
F, (52)
so,
c0 = 1 (53)
c1 =
i
2pi
F (54)
... (55)
ck = 0, ∀k > 1. (56)
Thus, we have understood Chern classes in the context of topologi-
cal insulators.

Part II
P H Y S I C S
We now move to the main result of this thesis: the analysis
of the topological insulator state in photonic crystals when
both magneto-optical and bianisotropic terms are present.

3
A N A LY T I C A L R E S U LT S
COMSOL is essentially a MATLAB extension package that uses the
Galerkin finite-element method to numerically solve partial differen-
tial equations. The most common PDEs — Maxwell’s equations, the
heat equation, etc. — have their own modules, which are specifically
designed for ease of use in simulations where these equations govern.
However, COMSOL is primarily an engineering software package, so
rather strange physical parameters like bianisotropy are not built into
these packages (specifically, bianisotropy is not built into the Electro-
magnetic Waves package). Thus, if we wish to include its effects (as
we surely do), then we must use the generic PDEs module within
COMSOL.
COMSOL solves PDEs by using something called a weak form of
the equation. The essence of the technique is akin to that used in
minimizing functionals, whereby you vary some function to achieve
an extremum of the integral of that function. The usual example
in physics is minimizing the action functional (the time integral of
the Lagrangian L(x)); in much the same way, any PDE solution can
be found on a lattice of points by locally minimizing the functional
formed by multiplying the PDE by a so-called "test" function and in-
tegrating. Our PDEs are Maxwell’s equations, somewhat simplified
by our geometry choices, and the point of this chapter is to derive the
weak form for COMSOL.
3.1 from maxwell’s equations
We begin with Maxwell’s Equations for materials:
∇ ·D = 0 (57)
∇ ·B = 0 (58)
∇× E = −∂tB (59)
∇×H = ∂tD (60)
Note that our model has no free charges or currents (reflected
above). Then the constitutive relations are:
(
D
B
)
=
(
ˆ χˆ
χˆ† µˆ
)(
E
H
)
. (61)
37
38 analytical results
Note here that the coupling parameters ˆ, χˆ, and µˆ are all tensors.
Assume the specific forms:
ˆ =
⊥ 0 00 ⊥ 0
0 0 zz
 , µˆ =
 µ⊥ iα 0−iα µ⊥ 0
0 0 µzz
 , χˆ =
 0 iχ 0−iχ 0 0
0 0 0
 .
(62)
Then,
D =
⊥ 0 00 ⊥ 0
0 0 zz

ExEy
Ez
+
 0 iχ 0−iχ 0 0
0 0 0

HxHy
Hz
 (63)
=
⊥Ex + iχHy⊥Ey − iχHx
zzEz
 , (64)
and
B =
 µ⊥ iα 0−iα µ⊥ 0
0 0 µzz

HxHy
Hz
+
 0 iχ 0−iχ 0 0
0 0 0

ExEy
Ez
 (65)
=
µ⊥Hx + iαHy + iχEyµ⊥Hy − iαHx − iχEx
µzzHz
 . (66)
Our problem is symmetric in z, so it is effectively a two-dimensional
problem. Thus we take ∂z → 0. As well, we assume harmonic time
dependence e−iωt, so ∂t → −iω. Now, ∇×H = ∂tD gives:
−iω(⊥Ex + iχHy) = ∂yHz (67)
+iω(⊥Ey − iχHx) = ∂xHz (68)
−iω(zzEz) = ∂xHy − ∂yHx, (69)
and ∇× E = −∂tB gives:
+iω(µ⊥Hx + iαHy + iχEy) = ∂yEz (70)
−iω(µ⊥Hy − iαHx − iχEx) = ∂xHz (71)
+iω(µzzHz) = ∂xEy − ∂yEx. (72)
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We want to solve for Ez(x,y) and Hz(x,y) since we can write all
the field components in terms of these two quantities and their deriva-
tives. The bianisotropy term prevents us from assuming that the modes
are TE or TM as usual, since the boundary conditions that normally
force the modes to decompose into TE and TM will permit, instead,
hybridized modes under some nonzero χˆ. Bianisotropy effectively
mixes TE and TM together, so small χ will give TE-like and TM-
like modes (though neither is truly TE nor TM). Rearranging terms
slightly:
Hz = −
i
ωµzz
(∂xEy − ∂yEx) (73)
Ez =
i
ωzz
(∂xHy − ∂yHx). (74)
In matrix form, the previous equations give:

1 0 0 i χ⊥
0 1 −i χ⊥ 0
0 i χµ⊥ 1 i
α
µ⊥
−i χµ⊥ 0 −i
α
µ⊥
1


Ex
Ey
Hx
Hy
 = iω

1
⊥
∂yHz
− 1⊥∂xHz
− 1µ⊥∂yEz
1
µ⊥
∂xEz
 (75)
Inverting gives:

Ex
Ey
Hx
Hy
 = iω Mˆ1− α2
µ2⊥
− 2χ
2
⊥µ⊥
+ χ
4
2⊥µ
2
⊥

1
⊥
∂yHz
− 1⊥∂xHz
− 1µ⊥∂yEz
1
µ⊥
∂xEz
 , (76)
where
Mˆ =
1− α
2
µ2⊥
− χ
2
⊥µ⊥
−i αχ
2
⊥µ2⊥
αχ
⊥µ⊥
i( χ
3
2⊥µ⊥
− χ⊥ )
i αχ
2
⊥µ2⊥
1− α
2
µ2⊥
− χ
2
⊥µ⊥
−i( χ
3
2⊥µ⊥
− χ⊥ )
αχ
⊥µ⊥
αχ
µ2⊥
i( χ
3
⊥µ2⊥
− χµ⊥ ) 1−
χ2
⊥µ⊥
−i αµ⊥
−i( χ
3
⊥µ2⊥
− χµ⊥ )
αχ
µ2⊥
i αµ⊥ 1−
χ2
⊥µ⊥
 .
(77)
Now, to simplify things, define the following quantities:
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d = 1−
α2
µ2⊥
−
2χ2
⊥µ⊥
+
χ4
2⊥µ
2
⊥
(78)
f = 1−
α2
µ2⊥
−
χ2
⊥µ⊥
(79)
g =
χ3
⊥µ⊥
− χ (80)
h =
αχ
⊥µ⊥
(81)
f˜ = f+
α2
µ2⊥
. (82)
Then our matrix equation becomes:

Ex
Ey
Hx
Hy
 = iωd

f −ihχµ⊥ h i
g
⊥
ihχµ⊥ f −i
g
⊥
h
⊥
µ⊥
h i gµ⊥ f˜ −i
α
µ⊥
−i gµ⊥
⊥
µ⊥
h i αµ⊥ f˜


1
⊥
∂yHz
− 1⊥∂xHz
− 1µ⊥∂yEz
1
µ⊥
∂xEz
 , (83)
which is certainly easier to work with. Then our expressions for Ez
and Hz in terms of their own derivatives are:
ω2µzzHz =
∂x
(
1
d
(
i
hχ
µ⊥⊥
∂yHz −
f
⊥
∂xHz + i
g
⊥µ⊥
∂yEz +
h
µ⊥
∂xEz
))
−∂y
(
1
d
(
f
⊥
∂yHz + i
hχ
µ⊥⊥
∂xHz −
h
µ⊥
∂yEz + i
g
⊥µ⊥
∂xEz
))
(84)
−ω2zzEz =
∂x
(
1
d
(
−i
g
µ⊥⊥
∂yHz −
h
µ⊥
∂xHz − i
α
µ2⊥
∂yEz +
f˜
µ⊥
∂xEz
))
−∂y
(
1
d
(
h
µ⊥
∂yHz − i
g
µ⊥⊥
∂xHz −
f˜
µ⊥
∂yEz − i
α
µ2⊥
∂xEz
))
.
(85)
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3.2 generating the weak form
Now we make the Bloch ansatz, so we assume Ez = U(r)ei(k·r−ωt)
and Hz = V(r)ei(k·r−ωt). Thus, ∂x → ∂x + ikx and ∂y → ∂y + iky.
Then, taking Hz:
ω2µzzV =(∂x + ikx)
(
1
d
(
i
hχ
µ⊥⊥
(∂y + iky)V −
f
⊥
(∂x + ikx)V
+i
g
⊥µ⊥
(∂y + iky)U+
h
µ⊥
(∂x + ikx)U
))
−(∂y + iky)
(
1
d
(
f
⊥
(∂y + iky)V + i
hχ
µ⊥⊥
(∂x + ikx)V
−
h
µ⊥
(∂y + iky)U+ i
g
⊥µ⊥
(∂x + ikx)U
))
,
(86)
and now taking k = k0 + knˆ, so kx = k0x + knx and ky = k0y +
kny:
ω2µzzV = (∂x + ik0x + iknx)
×
(
1
d
(
i
hχ
µ⊥⊥
(∂y + ik0y + ikny)V −
f
⊥
(∂x + ik0x + iknx)V
+i
g
⊥µ⊥
(∂y + ik0y + ikny)U+
h
µ⊥
(∂x + ik0x + iknx)U
))
−(∂y + ik0y + ikny)
×
(
1
d
(
f
⊥
(∂y + ik0y + ikny)V + i
hχ
µ⊥⊥
(∂x + ik0x + iknx)V
−
h
µ⊥
(∂y + ik0y + ikny)U+ i
g
⊥µ⊥
(∂x + ik0x + iknx)U
))
.
(87)
Now to get the weak form, we multiply by a test function and
integrate. Call the test functions δU and δV . Then,
0 =
∫
Ω
dxdyδV
(
R.H.S.−ω2µzzV
)
, (88)
whereΩ is the entire unit-cell (effectively all of xy-space). The weak
form is the integrand. COMSOL only accepts weak forms with deriva-
tives on the test functions and on the functions themselves, i.e. on
δU,δV and U,V . We need to integrate by parts to shift the derivatives
around. For instance, for some arbitrary (lattice-periodic) function f
and test function δf:
∫
Ω
δf∂i(A∂jf)dxi = δfA∂jf
∣∣∣∣
∂Ω
−
∫
Ω
(∂iδf)A(∂jf)dxi, (89)
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but the boundary term vanishes due to periodicity. Thus,∫
Ω
δf∂i(A∂jf)dxi =
∫
Ω
(−∂iδf)A(∂jf)dxi. (90)
Thus it is enough to move the partial derivative through the test
function and add a minus sign. Returning to V , shifting derivatives
gives our weak form:
0 =
∫
Ω
dxdyVweak, (91)
where Vweak is:
Vweak = (−∂xδV + ik0xδV + iknxδV)
×
(
1
d
(
i
hχ
µ⊥⊥
(∂y + ik0y + ikny)V −
f
⊥
(∂x + ik0x + iknx)V
+i
g
⊥µ⊥
(∂y + ik0y + ikny)U+
h
µ⊥
(∂x + ik0x + iknx)U
))
−(−∂yδV + ik0yδV + iknyδV)
×
(
1
d
(
f
⊥
(∂y + ik0y + ikny)V + i
hχ
µ⊥⊥
(∂x + ik0x + iknx)V
−
h
µ⊥
(∂y + ik0y + ikny)U+ i
g
⊥µ⊥
(∂x + ik0x + iknx)U
))
−ω2µzzV · δV .
(92)
The boxed quantity is the COMSOL-ready weak form. Similarly,
for Ez:
0 =
∫
Ω
dxdyUweak, (93)
where Uweak is:
Uweak = (−∂xδU+ ik0xδU+ iknxδU)
×
(
1
d
(
−i
g
µ⊥⊥
(∂y + ik0y + ikny)V −
h
µ⊥
(∂x + ik0x + iknx)V
−i
α
µ2⊥
(∂y + ik0y + ikny)U+
f˜
µ⊥
(∂x + ik0x + iknx)U
))
− (−∂yδU+ ik0yδU+ iknyδU)
×
(
1
d
(
h
µ⊥
(∂y + ik0y + ikny)V − i
g
µ⊥⊥
(∂x + ik0x + iknx)V
−
f˜
µ⊥
(∂y + ik0y + ikny)U− i
α
µ2⊥
(∂x + ik0x + iknx)U
))
+ω2zzU · δU,
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(94)
where again the quantity in square brackets is the COMSOL-ready
weak form.
3.3 linearized weak form
While the above form is the fully nonlinear form, sometimes it is help-
ful to use simply the redacted weak form in which terms of higher
order than χ1 and α1 are neglected. In this limit, d = 1 and
Mˆ =

1 0 0 −i χ⊥
0 1 i χ⊥ 0
0 −i χµ⊥ 1 −i
α
µ⊥
i χµ⊥ 0 i
α
µ⊥
1
 . (95)
Our list of renamed variables becomes much simpler:
d = f = f˜ = 1 (96)
g = −χ (97)
h = 0. (98)
By substituting in these values we can get the linear expression of
the z-components in terms of their derivatives:
ω2µzzHz = ∂x
(
−
1
⊥
∂xHz − i
χ
⊥µ⊥
∂yEz
)
− ∂y
(
1
⊥
∂yHz − i
χ
⊥µ⊥
∂xEz
) (99)
ω2zzEz = ∂x
(
−i
χ
µ⊥⊥
∂yHz + i
α
µ2⊥
∂yEz −
1
µ⊥
∂xEz
)
− ∂y
(
−i
χ
µ⊥⊥
∂xHz +
1
µ⊥
∂yEz + i
α
µ2⊥
∂xEz
)
.
(100)
If we define
∇⊥ ≡
(
∂x
∂y
)
, (101)
then our previous expressions for Ez andHz can be rewritten nicely
as
(
ω2µzz +∇⊥ · 1
⊥
∇⊥
)
Hz = −i
[
∇⊥ × χ
⊥µ⊥
∇⊥
]
z
Ez (102)
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(
ω2zz +∇⊥ · 1
µ⊥
∇⊥
)
Ez =− i
[
∇⊥ × χ
⊥µ⊥
∇⊥
]
z
Hz
+ i
[
∇⊥ × α
µ2⊥
∇⊥
]
z
Ez,
(103)
or, if we turn to using matrices,
(
ω2µzz +∇T⊥
1
⊥
∇⊥
)
Hz = −i∇T⊥
χ
⊥µ⊥
(
0 1
−1 0
)
∇⊥Ez (104)
(
ω2zz +∇T⊥
1
µ⊥
∇⊥ + i∇T⊥
α
µ2⊥
(
0 −1
1 0
)
∇⊥
)
Ez
= −i∇T⊥
χ
⊥µ⊥
(
0 1
−1 0
)
∇⊥Hz.
(105)
We can also define the quantities
m =
µ⊥
⊥µ⊥
(106)
e =
⊥
⊥µ⊥
(107)
θ =
χ
⊥µ⊥
(108)
φ =
α
µ2⊥
. (109)
Then our equations become:
(
ω2zz +∇⊥ · e∇⊥
)
Ez =− i [∇⊥ × θ∇⊥]zHz
+ i [∇⊥ ×φ∇⊥]z Ez
(110)
(
ω2µzz +∇⊥ ·m∇⊥
)
Hz = −i [∇⊥ × θ∇⊥]z Ez. (111)
3.4 plane wave expansion and the effective hamiltonian
We can explore the above differential equations further analytically
by Fourier analysis. Assume, as will be the case in all the later simu-
lations, that ⊥ = µ⊥ and zz = µzz, so that e = m. Then, consider
an expansion of the following quantities into Fourier components in-
dexed by the reciprocal lattice vectors, G:
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Ez(r; q) =
∑
G
EGe
i(q+G)·r (112)
Hz(r; q) =
∑
G
HGe
i(q+G)·r (113)
e(r) =
∑
G
eGe
iG·r (114)
θ(r) =
∑
G
θGe
iG·r (115)
φ(r) =
∑
G
φGe
iG·r. (116)
Then, plugging these quantities into the above equations gets:
ω2zzHG −
∑
G ′
eG−G ′
[
(qx +Gx)(qx +G
′
x) + (qy +Gy)(qy +G
′
y)
]
HG ′
=i
∑
G ′
θG−G ′
[
(qx +Gx)(qy +G
′
y) − (qy +Gy)(qx +G
′
x)
]
EG ′ ,
(117)
ω2zzEG −
∑
G ′
eG−G ′
[
(qx +Gx)(qx +G
′
x) + (qy +Gy)(qy +G
′
y)
]
EG ′
+ i
∑
G ′
φG−G ′
[
(qx +Gx)(qy +G
′
y) − (qy +Gy)(qx +G
′
x)
]
EG ′
=i
∑
G ′
θG−G ′
[
(qx +Gx)(qy +G
′
y) − (qy +Gy)(qx +G
′
x)
]
HG ′ .
(118)
We can then find the eigenfrequencies and eigenmodes of our pho-
tonic crystal by numerically solving this system of linear equations
for a sufficiently large number of plane waves until the desired level
of convergence is achieved.
To describe the modes near the band crossing – which in this crystal
happens at the K and K ′ points – we expand around the K point. We
truncate the plane wave expansion, to lowest order, to only the plane
waves corresponding to the three nearby Γ points. These plane waves
correspond to the three equal-length vectors K+Gi each rotated 120
degrees with respect to each other, where K = (K, 0) is a vector point-
ing from the Γ point to the K point, K = 4pi3a , and the index i runs from
0 to 2. By truncating to the nearest three vectors, we pick out only the
lowest three Fourier components of all of our fields and expressions
above, giving a 6 by 6 equation for these components:
(
eˆ+ φˆ θˆ
θˆ† mˆ
)(
E
H
)
= ω2zz
(
E
H
)
(119)
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where
E =
EG0EG1
EG2
 , H =
HG0HG1
HG2
 . (120)
In the vicinity of the K point, q = K+ (δkx, δky) = (K+ δkx, δky).
We neglect terms of second order in our small parameters (i.e. terms
of order δki · δkj, θ · δki, φ · δki, and higher orders of θ and φ). By
making use of the cylindrical symmetry of our rods and the lattice
(such that rotation by 120 degrees does not change the geometry), we
see that every reciprocal lattice vector of equal length has an equal
Fourier component, since the only difference between each of these
vectors is a different azimuthal angle and our problem is symmetric
with respect to this polar angle. Thus every Fourier component corre-
sponding to G2 is the same as that corresponding to G1, as are those
corresponding to −G2 and −G1. Then our matrices are:
eˆ = mˆ = K2
 eG0 −
1
2eG1 −
1
2eG1
−12eG1 eG0 −
1
2eG1
−12eG1 −
1
2eG1 eG0

+K · δkx
2eG0
1
2eG1
1
2eG1
1
2eG1 −eG0 −eG1
1
2eG1 −eG1 −eG0

+K · δky
 0 −
√
3
2 eG1
√
3
2 eG1
−
√
3
2 eG1 −
√
3eG0 0√
3
2 eG1 0
√
3eG0
 ,
(121)
θˆ = i
√
3
2
K2θG1
 0 −1 11 0 −1
−1 1 0
 , (122)
and
φˆ = i
√
3
2
K2φG1
 0 1 −1−1 0 1
1 −1 0
 . (123)
We can then use the transformation
(
Uˆ 0ˆ
0ˆ Uˆ
)
, (124)
3.4 plane wave expansion and the effective hamiltonian 47
where
1√
3
1 1 11 ei 4pi3 ei 2pi3
1 ei
2pi
3 ei
4pi
3
 , (125)
to arrive at two coupled copies of Dirac bands by eliminating the
singlets and keeping the two doublets:
(
νD(δk · σˆ) − ξσˆz ζσˆz
ζσˆz νD(δk · σˆ)
)(
Ed
Hd
)
= ΩPTI(δk)
(
Ed
Hd
)
. (126)
In the above, δk = (δkx, δky) and σˆ = (σˆx, σˆy) are the two in-plane
Pauli matrices expressed in vector form. Here, we use the usual spin-z
basis for the Pauli matrices:
σˆx =
(
0 1
1 0
)
, σˆy =
(
0 −i
i 0
)
, σˆz =
(
1 0
0 −1
)
, Iˆ = σˆ2x = σˆ
2
y = σˆ
2
z.
(127)
As well,
ω(K) = Kc
√
1
zz
(
eG0 +
1
2
eG1
)
(128)
νD =
ω(K)
K
(eG0 − eG1) (129)
ζ =
3ω(K)
2
θG1 (130)
ξ =
3ω(K)
2
φG1 (131)
ΩPTI(δk) = zzω(K)
ω2(δk) −ω2(K)
c2K2
. (132)
Consider, for a moment, the system without a magneto-optical
term (ξ = 0). Then our above equation is clearly symmetric, both
along the diagonal and off of it (i.e. is a matrix of the form
(
a b
b a
)
).
Then the eigenstates of the system are E+H and E−H. The addition
of ξ 6= 0 breaks this symmetry and thus these no longer are the eigen-
states of the system. It remains to be seen exactly what happens to
these eigenstates (this is in the next section).
We can now repeat the above procedure about the K ′ point, which
is linked to the K point by the time reversal operator (since time rever-
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sal sends all wavevectors k to −k), and has coordinates K ′ = −K =(
−K 0
)T
. Then we get:
(
νD(−δkxσˆx + δkyσˆy) + ξσˆz −ζσˆz
−ζσˆz νD(−δkxσˆx + δkyσˆy)
)(
Ed
Hd
)
= ΩPTI(δk)
(
Ed
Hd
)
.
(133)
Without the ξ term, as mentioned above, our eigenvalue-eigenvector
equation above can be block-diagonalized with the change of basis
matrix
(
Iˆ Iˆ
Iˆ −Iˆ
)
=
(
1 1
1 −1
)
⊗ Iˆ (134)
where Iˆ is the 2 by 2 identity matrix. Since we are interested pri-
marily in seeing what happens when we introduce ξ, let’s change the
basis using this matrix with a non-zero ξ term, about the K point:
(
νD(δk · σˆ) + ζσˆz − ξ2 σˆz −ξ2 σˆz
−ξ2 σˆz νD(δk · σˆ) − ζσˆz − ξ2 σˆz
)(
Ψ+K
Ψ−K
)
= ΩPTI(δk)
(
Ψ+K
Ψ−K
)
,
(135)
where
Ψ+K = Ed +Hd (136)
Ψ−K = Ed −Hd, (137)
which we can write neatly as
(
HˆK −
ξ
2
(Iˆ+ σˆx)⊗ σˆz
)(
Ψ+K
Ψ−K
)
= ΩPTI(δk)
(
Ψ+K
Ψ−K
)
, (138)
where
HˆK =
(
νD(δk · σˆ) + ζσˆz 0
0 νD(δk · σˆ) − ζσˆz
)
. (139)
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About the K ′ point:
(
HˆK ′ +
ξ
2
(Iˆ+ σˆx)⊗ σˆz
)(
Ψ+K ′
Ψ−K ′
)
= ΩPTI(δk)
(
Ψ+K ′
Ψ−K ′
)
, (140)
where
HˆK ′ =
(
νD(−δkxσˆx + δkyσˆy) − ζσˆz 0
0 νD(−δkxσˆx + δkyσˆy) + ζσˆz
)
.
(141)
By introducing two more copies of the Pauli matrices, we can write
the full Hamiltonian very compactly:
Hˆ =νD(τˆz ⊗ Iˆ⊗ σˆxδkx + Iˆ⊗ Iˆ⊗ σˆyδky) + ζτˆz ⊗ sˆz ⊗ σˆz
−
ξ
2
(τˆz ⊗ (Iˆ+ sˆx)⊗ σˆz),
(142)
where the σˆi act on the band subspace, the τˆi act on the valley
subspace (the K and K ′ points) and the sˆi act on the polarization (spin)
components of the wavefunction. By assuming tensor products and
identity matrices where necessary, we can write the above expression
a bit more cleanly as:
Hˆ = νD(τˆzσˆxδkx + σˆyδky) + ζτˆzsˆzσˆz −
ξ
2
τˆz(σˆz + sˆxσˆz). (143)
Here, since each copy of the Pauli matrices (σ, s and τ) acts as a two-
by-two matrix, our total Hamiltonian above is an 8-by-8 matrix. This
comes from the fact that we have two choices each for the K point or
K ′ point, the two bands, and the two polarizations Ψ+ and Ψ−. These
eight possibilities give us an eight-component “wavefunction" that Hˆ
acts upon.
Without the ξ term, this Hˆ is identical to the Kane-Mele Hamilto-
nian (see Equation 1), reproduced below:
HˆKane−Mele =  hνF(τˆzσˆxkx + σˆyky) + λSOτˆzsˆzσˆz
This shows that our crystal is a novel form of a topological insulator.
Here there is a natural analogy: the polarizations of our Hamiltonian
Ψ± are analogous to the polarizations of the Kane-Mele Hamiltonian,
namely spin-up and spin-down, and the spin-orbital coupling here
is just ζ, the bianisotropy term. Of course, the ξ term, which mixes
the two polarizations, breaks this analogy. However, the hope is that
if ξ is sufficiently small, the photonic topological insulator state will
remain.
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3.5 eigenstates of the effective hamiltonian
We can, in fact, still block-diagonalize the Hamiltonian equation
(
νD(δk · σˆ) − ξσˆz ζσˆz
ζσˆz νD(δk · σˆ)
)(
Ed
Hd
)
= ΩPTI(δk)
(
Ed
Hd
)
(144)
by looking for the "eigenvectors" of the matrix on the left hand
side. I call these "eigenvectors" since they won’t actually diagonalize
the Hamiltonian but will instead simply transform it into a block-
diagonal matrix where each block is 2 by 2. Doing this procedure, we
get that the eigenvectors are:
 ξ2ζ +
√
1+
(
ξ
2ζ
)2
−1
 (145)
and
− ξ2ζ +
√
1+
(
ξ
2ζ
)2
1
 . (146)
This gives us eigenstates:

− ξ2ζ +
√
1+
(
ξ
2ζ
)2
ξ
2ζ +
√
1+
(
ξ
2ζ
)2
1 −1

−1
⊗ Iˆ
(Ed
Hd
)
=
(
Φ+
Φ−
)
,
(147)
where
Φ+ =
1
2
√
1+
(
ξ
2ζ
)2
Ed +
 ξ
2ζ
+
√
1+
(
ξ
2ζ
)2Hd
 (148)
Φ− =
1
2
√
1+
(
ξ
2ζ
)2
Ed +
 ξ
2ζ
−
√
1+
(
ξ
2ζ
)2Hd
 . (149)
We can, if we wish, drop the normalization constant, since we can
just multiply both sides of our matrix equation by the inverse of this
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normalization factor to get another equally valid definition of Φ+
and Φ−. Thus it is a bit less clumsy to just define these states as:
Φ+ = Ed +
 ξ
2ζ
+
√
1+
(
ξ
2ζ
)2Hd
Φ− = Ed −
− ξ
2ζ
+
√
1+
(
ξ
2ζ
)2Hd.
(150)
We can make a rough estimate of the eigenvectors for the MO term
being much smaller than the bianisotropy term, which corresponds
to the limit ξ2ζ  1. In this limit, we can neglect
(
ξ
2ζ
)2
and get that
the eigenstates are just approximately:
Φ+ = Ed +
(
1+
ξ
2ζ
)
Hd (151)
and
Φ− = Ed −
(
1−
ξ
2ζ
)
Hd. (152)
For our system, we will eventually consider θ = 0.5, which will
then allow us to conclude that ξ2ζ =
φ
2θ = φ, giving eigenvectors of
(
−φ−
√
1+φ2
1
)
≈
(
−1−φ
1
)
(153)
and
(
−φ+
√
1+φ2
1
)
≈
(
1−φ
1
)
(154)
where the approximation is valid for φ  1. This agrees well with
COMSOL, as shown later, and keeping terms to higher order in φ
replicates COMSOL excellently.
When we block-diagonalize the Hamiltonian using the matrix
− ξ2ζ +
√
1+
(
ξ
2ζ
)2
ξ
2ζ +
√
1+
(
ξ
2ζ
)2
1 −1
⊗ Iˆ (155)
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we see that the effect of the MO term is to simply split the mass
term:
HˆK =νD(δk · σˆ) +
(√
ζ2 +
(
ξ
2
)2
− ξ2
)
σˆz 0
0 νD(δk · σˆ) −
(√
ζ2 +
(
ξ
2
)2
+ ξ2
)
σˆz
 .
(156)
The mass term is thus
−
ξ
2
Iˆ⊗ σˆz+
√
ζ2 +
(
ξ
2
)2
σˆz⊗ σˆz = −ξ
2
σˆz+
√
ζ2 +
(
ξ
2
)2
sˆzσˆz. (157)
This, again, confirms what we see in COMSOL simulations.
In the new basis, our Hamiltonian becomes:
Hˆ = νD(τˆzσˆxδkx + σˆyδky) −
ξ
2
τˆzσˆz +
√
ζ2 +
(
ξ
2
)2
τˆzsˆzσˆz (158)
≈ νD(τˆzσˆxδkx + σˆyδky) + ζτˆzsˆzσˆz − ξ
2
τˆzσˆz +
1
2ζ
ξ2τˆzsˆzσˆz (159)
when ξ is small compared to ζ,
≈ νD(τˆzσˆxδkx + σˆyδky) + ζτˆzsˆzσˆz − ξ
2
τˆzσˆz (160)
when ξ is very small compared to ζ, and
= νD(τˆzσˆxδkx + σˆyδky) + ζτˆzsˆzσˆz = Hˆ|φ=0 = Hˆold (161)
when ξ is identically 0, retrieving our previous result (and, as ex-
plained above, retrieving our modes of Ψ+ and Ψ−).
3.6 eigenstates of maxwell’s equations
It is, in fact, possible to find "eigenstates" of our version of Maxwell’s
equations: two modes, linear combinations of Ez and Hz, such that
these linear combinations are completely decoupled from each other.
The surprising result is that the states obtained are identical to those
derived via the approximate Hamiltonian scheme before, but this
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time with fewer assumptions. Let us recall our Maxwell equations
for the z-components of the E and H fields:
(
ω2zz +∇⊥ · e∇⊥ − i[∇×φ∇]z i[∇× θ∇]z
i[∇× θ∇]z ω2zz +∇⊥ · e∇⊥
)(
Ez
Hz
)
= 0
(162)
when we have degeneracy such that zz = µzz and e = m. Note
that any transformation that diagonalizes the left hand matrix will
necessarily be a transformation that gives us our decoupled modes,
since then we would have two equations that each contained only an
operator acting on one of the states at a time.
Now we make the fundamental assumption of our crystal - that
within the crystal, the values of θ and φ "change together." That is,
φ(r) = φ · f(r) (163)
θ(r) = θ · f(r) (164)
where the spatial shape functions f(r) are the same (and r = (x,y)).
This is indeed true in all our simulations and is an intrinsic property
of the design of our photonic topological insulator structure. Then, θ
and φ can be brought outside the derivatives:
(
ω2zz +∇⊥ · e∇⊥ − iφ[∇× f(r)∇]z iθ[∇× f(r)∇]z
iθ[∇× f(r)∇]z ω2zz +∇⊥ · e∇⊥
)(
Ez
Hz
)
= 0.
(165)
Call, for the moment, the two operators at play by the following
names:
O1 = ω
2zz +∇⊥ · e∇⊥, (166)
and
O2 = i[∇⊥ × f(r)∇⊥]z. (167)
Then Maxwell’s equations are:
(
O1 −φO2 θO2
θO2 O1
)(
Ez
Hz
)
= 0, (168)
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which is of exactly the same form of a matrix as our Hamiltonian.
Thus it is diagonalized by the same form of eigenvector:
− φ2θ +
√
1+
(
φ
2θ
)2
1
 (169)
and
 φ2θ +
√
1+
(
φ
2θ
)2
−1
 (170)
since θ and φ are the O2 coefficients. Then we see that in any region
over which θ and φ are constant, these are the exact eigenstates of the
equations. This means:
O1 + 12 (−φ+√4θ2 +φ2)O2 0
0 O1 −
1
2
(
φ+
√
4θ2 +φ2
)
O2
(Φ+
Φ−
)
= 0,
(171)
which are two uncoupled differential equations in the states Φ±,
which are:
Φ+ = Ez +
 φ
2θ
+
√
1+
(
φ
2θ
)2Hz (172)
Φ− = Ez −
− φ
2θ
+
√
1+
(
φ
2θ
)2Hz. (173)
Then we get our two uncoupled differential equations:
(
ω2zz +∇⊥ · e∇⊥ + i
2
(
−φ+
√
4θ2 +φ2
)
[∇⊥ × f(r)∇⊥]z
)
Φ+ = 0
(174)
(
ω2zz +∇⊥ · e∇⊥ − i
2
(
φ+
√
4θ2 +φ2
)
[∇⊥ × f(r)∇⊥]z
)
Φ− = 0
(175)
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where we recall that we made the assumption that θ and φ "change
together," so to speak:
φ(r) = φ · f(r) (176)
θ(r) = θ · f(r) (177)
where the spatial shape functions f(r) are the same (and r = (x,y)).
This is indeed true in our system and explains why, independent of
lattice geometry, the two states of the system are Φ±.

4
N U M E R I C A L R E S U LT S
I will now turn to implementing the analytic results of the previous
chapter in concrete, numerical terms. I will do this by implementing
the weak form of Maxwell’s equations derived in the previous chap-
ter, both in the nonlinear and in the linearized form, in COMSOL and
by using Mathematica to solve some of the other equations.
4.1 lattice and simulation geometries
Using the weak form of Maxwell’s equations developed in the previ-
ous chapter, we now turn to implementing it within our PDE-solver,
COMSOL. The geometry we will solve our equations over is a rather
simple one - a collection of identical rods, with both bianisotropy and
magneto-optic couplings, arranged in a hexagonal lattice.
Figure 16: Lattice geometry: An effectively 2-D hexagonal lattice of rods that
is uniform in the z-direction, with a z = constant cross-section
presented here. Inset: First Brillouin zone of the reciprocal lattice,
with high-symmetry points Γ , M, and K marked. This is not to
scale since these two lattices live in different spaces (k space ver-
sus real space).
For this particular lattice, the basis vectors and reciprocal space
basis vectors are:
a1 = axˆ
a2 =
a
2
xˆ+
√
3
2
yˆ
b1 =
2pi√
3a
(
√
3kˆx − kˆy)
b2 =
4pi√
3a
kˆy.
(178)
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Within COMSOL, while solving for the bulk modes, we simply
simulate one unit-cell with periodic boundary conditions on both the
east/west and north/south boundary pairs. The geometry is shown
below.
Figure 17: COMSOL geometry for bulk mode simulations. Periodic bound-
ary conditions are enforced along the north/south and east/west
boundary pairs. The variables of interest - the bianisotropy and
magneto-optic terms - are zero outside the rods and equal to
some constant value (perhaps zero) within the rods.
The basic way in which COMSOL solves PDEs is to "mesh" the ge-
ometry of interest by slicing it into triangles or quadrilaterals. It then
solves the given PDE’s weak form on the vertices of these mesh ele-
ments, subject to boundary conditions on the walls of the simulation
domain. The solution at points in between is calculated as a weighted
interpolation between the solutions at that mesh element’s corners.
For this geometry, the mesh appears like so:
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Figure 18: COMSOL mesh for bulk mode simulations.
The user has a high level of control over the density, size and struc-
ture of the mesh. This particular mesh is somewhat coarse, and only
consists of 1630 elements.
Since this geometry is effectively infinite, we cannot see the edge
states. To see these and calculate their band structures, we must sim-
ulate a "supercell" of many rods. The states that decay exponentially
away from the interface - that are localized to the interface - are the
edge states of the structure. To create an artificial interface, we create
a domain wall, where the sign of either the bianisotropy or magneto-
optic (or both) terms flip halfway up the geometry; that is, the lower
half of the rods has positive bianisotropy or magneto-optic coupling
while the upper half has their negation. This is illustrated below:
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Figure 19: COMSOL geometry for edge mode band structure simulations.
As an example, a domain wall in the parameter χ is plotted.
There is one unavoidable problem with this geometry, though - we
will get edge states that are localized about either the center interface
or the interface at the top and bottom of the simulation, which is the
same edge due to our periodic boundary condition. We have to keep
in mind that band structures calculated this way will necessarily be
two band structures laid on top of one another: the band structure of
an interface with positive values below and negative values above on
top of the band structure of an interface with negative values below
and positive values above. We can, by looking at the field profiles,
pick out the bands corresponding to only one interface by hand. Due
to the topological protection of these states, it is very difficult to "kill"
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these modes. Attempts have been made to make the rods about one
of the interfaces very lossy, or to place a perfect electric conductor at
one of the interfaces, but, though their field strengths are weaker, the
modes persist.
I have also run one final kind of simulation in COMSOL – a test
that the edge modes are protected from disorder and that they are
one-way by launching the eigenstate corresponding to the edge mode
with a point source of the Ez and Hz fields. This point sources is
programmed to oscillate at a given frequency, which I tune to the
particular structure in the simulation. The geometry itself consists of
a lower photonic crystal and an upper photonic crystal, surrounded
on all sides by what are called "perfectly matched layers," or PMLs.
PMLs absorb all incoming radiation at any angle (except tangential) –
this is extremely useful for modeling point sources of radiation, as the
PMLs simulate, effectively, vacuum stretching out to infinity. I won’t
detail how they work in this thesis, but such information is readily
available in many text books on computational electromagnetics and
photonics.
The two crystals themselves can have parameters corresponding to
whatever the user chooses. Importantly, if we just want to investigate
the edge modes of, say, the lower photonic crystal, we cannot simply re-
move the upper photonic crystal. This is because empty space has a band
structure – it is the familiar linear relation between frequency and
wavenumber, ω = ck – and as such, electromagnetic waves launched
along the boundary will "leak" into the vacuum, foiling our attempts
to study them. This is a major difference between photonic topologi-
cal insulators and conventional, electronic topological insulators – in
the conventional case, electrons are bound to the structure and cannot
simply propagate away. To combat the leakage of modes into the vac-
uum, we can instead place a photonic crystal with a complete band
gap in the frequency range of interest in the position of the upper
crystal. This will prevent modes at the frequencies we are probing
from propagating out of our lower crystal, as the band gap will pre-
vent modes at those frequencies from propagating far into the upper
portion of the simulation. This is kind of like an artificial vacuum
for the lower photonic crystal. The geometry of such a simulation is
depicted below:
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Figure 20: COMSOL geometry for launching edge states to see concretely if
they are immune to disorder and thus "topologically protected."
4.2 bulk band structure and dirac point gaps
One of the most interesting features of the band structure associated
with this lattice of rods is the presence of a Dirac point. Dirac points
are band structure "crossings" where two bands meet in only one
point and around this point the bands are locally linear. The name
"Dirac point" comes from the description of an expansion around
this point in k · p theory. In that expansion, around a Dirac point the
bands will obey a massless Dirac equation, that is, H = νDσ ·p. Dirac
points are famously found in graphene at its K points, and are key to
topological insulators, since creating a gap at the K point can lead
to topologically protected edge modes. The band structure for this
system with and without bianisotropy, but no magento-optic term, is
shown below.
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Figure 21: Band structure of the hexagonal lattice of rods when no bian-
isotropy or magneto-optic term is present. Note the Dirac cross-
ing at the K point. The dashed line corresponds to adding a bian-
isotropy term θ = 0.5; this opens a gap at the Dirac point. From
Khanikaev et. al. [15]
Now we consider what happens to the band structure when we
add a magneto-optic term. Recall our definitions of bianisotropy and
the magneto-optic terms:
ˆ =
⊥ 0 00 ⊥ 0
0 0 zz
 , µˆ =
 µ⊥ iα 0−iα µ⊥ 0
0 0 µzz
 , χˆ =
 0 iχ 0−iχ 0 0
0 0 0
 ,
(179)
where ⊥ = µ⊥ = 14, and in the linear theory,
θ =
χ
⊥µ⊥
φ =
α
µ2⊥
.
(180)
As it turns out, for large values of χ and α, the bands shift signifi-
cantly, destroying the gap that is opened at the Dirac point as lower
bands shift upwards and mix into the gap. This shifting is almost
entirely a non-linear effect; even for extremely large values of bian-
isotropy (say, θ = 0.5, so χ ≈ 100), the band structure shifts very little,
as evidenced above. Thus we have two options: either take small val-
ues of χ and α and use the nonlinear theory, or use the linear theory.
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I will first demonstrate the bulk band shifts in the fully nonlinear
model with small values of χ and α, then will move to analyzing
the linear theory, which retains the essential features of the nonlinear
theory while providing a simpler framework within which to explore
questions such as the topological protection of the edge states. Indeed,
most of the results from the preceding chapter were derived from the
linearized form of the equations.
First, note the effect of bianisotropy alone on the nonlinear band
structure. A complete band gap is opened at the K point, the magni-
tude depending on the magnitude of χ. Since our weak form solves
for k as a function of ω, in the following plots ω is the dependent
variable (breaking with convention).
K point
Figure 22: Dirac point (bands are locally linear) at the K point, α = χ = 0.
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Figure 23: Gap opening at the K point for χ = 2, α = 0. Note the band-
shifting (though small). The horizontal modes are evanescent
waves (they decay exponentially with time) and are numerical
artifacts, so this is a complete band gap.
An important effect to note is that each point in the band structure
under these conditions is in fact doubly degenerate; this corresponds
to the degeneracy between the usual TM and TE modes. When ˆ = µˆ
and χˆ = χˆ†, our equations are exact copies of each other, and inter-
changing Ez and Hz gives the same two equations. Thus, the band
structures corresponding to the usual TM mode (Hz = 0) and TE
mode (Ez = 0) are identical. Adding a magneto-optic term will break
the symmetry in the equations between TE and TM modes and thus
we expect to see the gap split apart in the presence of α 6= 0. Adding
a small α – say, α = 0.15χ – gives us an idea of the effect on the band
gap of adding a magneto-optic term.
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Figure 24: Gap splitting at the K point for χ = 2, α = 0.3.
Here we see more or less what we expect; the band degeneracy
between TE and TM is broken, and in fact our bands are no longer
even TE or TM at all. Each band in this picture now corresponds to
either Φ+ or Φ−. Interestingly, the magneto-optic term shrinks one
of the band gaps while enlarging the other.
Now consider the case of only a magneto-optic term (χ = 0, α 6= 0).
This has been well-studied in the literature, but my COMSOL simu-
lations confirm previous results. In this case a gap is opened in only
the TM polarization. This makes intuitive sense, since only TM waves
will "feel" the effect of the magneto-optic term, since this corresponds
to in-plane magnetic field. Thus we expect that one gap is opened
and one gap is not, leaving a Dirac point in the TE spectrum. This is
indeed what is seen in COMSOL, below.
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Figure 25: TM gap opening at the K point and TE Dirac point remaining for
χ = 0, α = 2.
Finally, to complete our picture, when we add bianisotropy to this
system, we open gaps in both the TE and TM spectra, opening a gap
at the TE Dirac point and enlarging the gap at the TM Dirac point.
Figure 26: TE gap opening and TM gap widening for χ = 1.5, α = 2.
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As mentioned above, the band shiftings are almost and entirely
non-linear effect. Take, for example, θ = 0 and φ = 0.1 in the linear
theory:
Figure 27: Linear theory comparison for θ = 0 and φ = 0.1. Note the nearly
complete lack of band shifting, despite α = φµ2⊥ = 19.6. Here the
TE Dirac point is inside the TM gap opened by the magneto-optic
term.
4.3 effective hamiltonian band structure
We can actually use these numerical band structure calculations to
compare with our model Hamiltonian from the previous chapter. As
a reminder, our Hamiltonian about the K point is:
HˆK(δk) =
(
νD(δk · σˆ) − ξσˆz ζσˆz
ζσˆz νD(δk · σˆ),
)
(181)
where
ζ =
3ω(K)
2
θG1
ξ =
3ω(K)
2
φG1
ω(K) = Kc
√
1
zz
(
eG0 +
1
2
eG1
)
.
(182)
The eigenvalues of the Hamiltonian, in this form, are frequencies.
Thus we can get the band structure near the K point by simply finding
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the eigenvalues of this Hamiltonian as a function of k. Dropping the
δ and simply calling δk as k, we get the dispersion relations for our
bands:
ω2± =
1+ ν2D
2
(k2x + k
2
y) + ζ
2
+
1
2
(
ξ2 ±
(
−4
(
ζ2 + ν2D
(
k2x + k
2
y
))2
− 4
(
k2x + k
2
y
)
ξ2
+
(
k2x + k
2
y + 2ζ
2 + ν2D
(
k2x + k
2
y
)
+ ξ2
)2)1/2)
,
(183)
or, setting νD = 1,
ω2± = k
2
x + k
2
y + ζ
2 +
1
2
(
ξ2 ± ξ
√
4ζ2 + ξ2
)
. (184)
Plotting this as a function of kx when ky = 0 gives good agreement
with our COMSOL results.
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Figure 28: Dirac point predicted by the effective Hamiltonian for ζ = ξ = 0.
As the above shows, our Hamiltonian predicts a Dirac point about
δk = 0 (the K point) when ξ = ζ = 0, i.e. when no bianisotropy
or magneto-optical term is present. In agreement with COMSOL, a
doubly-degenerate gap (i.e. a gap of equal value in both the TE and
TM spectra) is opened when a non-zero bianisotropy term is present:
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Figure 29: Doubly-degenerate gap opening in the effective Hamiltonian
spectra for ζ = 0.5, ξ = 0 (bianisotropy only).
We see only one Dirac point open up in the presence of a magneto-
optic term alone:
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Figure 30: Only one Dirac point opening up for ξ = 0.5, ζ = 0 (magento-
optic term only).
Finally, we see two gaps open for both terms, with one gap larger
than the other, as in the COMSOL simulations for both bianisotropy
and magneto-optic terms non-zero.
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Figure 31: Two gaps opening up, one larger than the other, for ξ = 0.5, ζ =
0.5 (magento-optic term only).
It is indeed remarkable and exciting that such an approximate
Hamiltonian model can reproduce these features of the band struc-
ture.
4.4 edge state band structures
Now we consider the most interesting aspect of photonic topological
inuslators: their edge states, which exhibit topological protection as
in conventional, electronic topological insulators. First, consider the
case of only bianisotropy being present. This has been explored in
previous work by Khanikaev et. al. (see the figure below).
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Figure 32: Edge state band structure in the presence of bianisotropy alone.
Ψ+ has a natural interpretation as "spin-up" while Ψ− has a nat-
ural interpretation as "spin-down," since the effective Hamilto-
nian acts on Ψ+ and Ψ− like the Kane-Mele Hamiltonian acts on
spin-up and spin-down electrons. Note that they are connected
by time-reversal symmetry: that is, the diagrams are identical at
the K and K ′ points, but Ψ+ changes to Ψ− and vice versa. From
Khanikaev et. al. [15]
In this case, the modes Φ± become Ψ±, which can be interpreted
as analogous to the "spin-up" and "spin-down" states in spin-orbit
coupling in electronic materials. We notice that the edge modes come
in pairs – Kramer’s partners, due to a famous theorem in quantum
mechanics that states that any system that is invariant under time-
reversal (which the system with only bianisotropy and no MO term
is) will have doubly degenerate modes. Further, time reversal sends k
to −k, so mirroring the image on the left gives the image on the right,
except that Ψ± becomes Ψ∓. That is, Ψ± at the K point gets mapped
to Ψ∓ at the K ′ point, so the time reversal of Ψ± is Ψ∓.
The case of only MO and no bianisotropy has been explored by
Raghu and Haldane [21]. They found that in this case there was only
one topologically-protected edge state, which makes sense in the con-
text of our bulk state band structure; only one Dirac cone is opened
by the MO term, so only one edge state crosses the gap (as contrasted
with the double gap and therefore double edge state coming from the
bianisotropy term). Their band diagram is reproduced below.
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Figure 33: Edge state band structure in the presence of an MO term alone.
Note that there is only one one-way topologically-protected edge
mode, which can be understood by recalling that MO only opens
one Dirac cone (for the TM modes). From Haldane-Raghu. [21]
For comparison purposes, here is the edge state band structure
when θ = φ = 0.
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Figure 34: Edge state band structure with θ = 0, φ = 0. This is a bit of a
misnomer since there are actually no edge states at all; no gap is
opened and we simply have two overlaid Dirac cones.
Now we investigate the edge state band structures for different
cases of bianisotropy and magneto optic terms. First, consider the
case of a domain wall in θ with a constant φ, that is, a photonic
topological insulator as above but with a constant magneto-optic term
everywhere. The presence of the magneto-optic term in fact destroys
the edge states caused by the domain wall in θ, shown below.
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Figure 35: Edge state band structure with φ = 0, θ = ±0.5.
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Figure 36: Edge state band structure with φ = 0.3, θ = ±0.5. The topological
protection of the edge states is destroyed by the constant φ, and
they no longer span the bandgap. This is what we expect when
we break time-reversal symmetry everywhere in the crystal, and
is consistent with many previous results in the condensed matter
physics literature.
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Seminal work by Haldane and Raghu [21] found one of the earliest
forms of topological protection in photonics. By considering a system
with only an MO term, they found that a single one-way edge mode
spanned the band gap and exhibited topological protection (the TM
mode). In the case of only φ 6= 0, we see the same, noting that only
one of the Dirac cones is opened by the MO term and thus only the
Φ+ state remains.
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Figure 37: Edge state band structure with φ = ±0.3, θ = 0.
However, adding a constant bianisotropy destroys this edge-state,
shown below.
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Figure 38: Edge state band structure with φ = ±0.3, θ = 0.5. The topological
protection of the edge states is destroyed by the constant θ, and
they no longer span the bandgap.
Interestingly, a domain wall in both θ and φ supports four edge
states – none are killed by the addition of the other parameter. In the
sequence below we start with no MO term and gradually break time-
reversal symmetry (by adding a non-zero MO term domain wall).
Here non-reciprocity develops.
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Figure 39: Edge state band structure with φ = ±0.5, θ = ±0.3. Surprisingly,
the edge states remain, even though time-reversal symmetry is
broken by the nonzero φ.
4.5 edge states in the presence of disorder
We now check numerically what happens to the edge states in the
presence of disorder. The eigenstate corresponding to either Φ+ or
Φ− is launched at the interface between two photonic crystals and
propagates through several forms of disorder: a cavity, a zig-zag inter-
face, and an interface in which the two photonic crystals themselves
interlock and mix. The result for only bianisotropy is shown below.
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Figure 40: Launched edge states displaying one-way propagation and ro-
bustness to disorder in several forms. Here the lower crystal has
a bianisotropy term only and the upper crystal has a complete
band gap at the frequency of interest, ωa0/2pic = 0.4. (a) Exci-
tation of left- and right- propagating edge states Ψ+ and Ψ−. (b)
Robustness of the edge modes against a zig-zag interface disorder,
(c) a cavity interface disorder, and (d) a strongly disordered do-
main in both of the adjacent crystals. From Khanikaev et. al. [15]
Now we investigate what happens when we try to launch the edge
states under combinations of bianisotropy and MO. My simulations
agree with the previous work of Khanikaev et. al. [15] when there is
no MO, and we see that Φ+ = Ψ+ and Φ− = Ψ− are both immune to
backscattering.
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Figure 41: Launched edge stateΦ+ = Ψ+ propagating through a cavity with
no backscattering (one-way propagation).
Figure 42: Launched edge stateΦ− = Ψ− propagating through a cavity with
no backscattering (one-way propagation).
Turning off bianisotropy completely for the moment, we launch the
edge states Φ± when there is only an MO term present. In agreement
with Haldane and Raghu [21], we indeed see that Φ+ is still topolog-
ically protected while Φ− is in fact destroyed.
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Figure 43: One way edge state Φ+ becomes simply Ez when there is no
bianisotropy. Shown here is a case where there is a φ domain
wall where φ = ±0.3 and θ = 0 everywhere.
Figure 44: Φ− becomes Hz when there is no bianisotropy. This band, corre-
sponding to TE waves, remains a Dirac cone and so we see no
edge states in this case. When there is only MO, we only see one
one-way edge state, consistent with the results of Haldane and
Raghu.
Finally, in the most interesting case, we see that when we have both
bianisotropy and an MO term, Φ+ and Φ− both exist and are both
topologically protected, a remarkable result that comes as a complete
surprise. We can see the non-reciprocity in this case by looking at the
field profiles: the strengths of |Φ−| and |Φ+| are not the same for the
same frequency, ω/2pic = 0.385. Unlike the case of only bianisotropy,
Φ+ andΦ− clearly do not have the same wavevectors associated with
them at the same frequency. This is actually quite useful; if we want to
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launch Φ+ or Φ− by an incident light wave, we will not accidentally
launch the wrong mode since the values of k and ω of the light can
only match either Φ+ or Φ−.
Figure 45: Launched edge state Φ+ for a domain wall in both θ and φ
where θ = ±0.5 and φ = ±0.3. Remarkably, the edge state is
still topologically protected and immune to disorder, even when
time-reversal symmetry is explicitly broken by the presence of
the magneto-optic term φ.
Figure 46: Launched edge stateΦ− for a domain wall in both θ and φwhere
θ = ±0.5 and φ = ±0.3. Again we find that the edge state is
topologically protected and immune to disorder.
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