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Abstract
A formal computation proving a new operator identity from known ones is, in
principle, restricted by domains and codomains of linear operators involved, since
not any two operators can be added or composed. Algebraically, identities can be
modelled by noncommutative polynomials and such a formal computation proves
that the polynomial corresponding to the new identity lies in the ideal generated
by the polynomials corresponding to the known identities. In order to prove an
operator identity, however, just proving membership of the polynomial in the ideal
is not enough, since the ring of noncommutative polynomials ignores domains and
codomains. We show that it suffices to additionally verify compatibility of this
polynomial and of the generators of the ideal with the labelled quiver that encodes
which polynomials can be realized as linear operators. Then, for every consistent
representation of such a quiver in a linear category, there exists a computation in
the category that proves the corresponding instance of the identity. Moreover, by
assigning the same label to several edges of the quiver, the algebraic framework de-
veloped allows to model different versions of an operator by the same indeterminate
in the noncommutative polynomials.
1 Introduction
Very often, properties of matrices or linear operators can be characterized by identities
they satisfy. Proofs of new identities corresponding to a claim often are done by formal
computations using known identities corresponding to the assumptions. For ensuring
validity of such formal computations, one has to check in every step that all expressions are
compatible with the formats of the corresponding matrices (resp. with the domains and
codomains of corresponding linear operators). This means that the sums and products
occurring can indeed be formed with matrices (resp. linear operators). In short, the main
result of this paper is that, instead of checking every single step of the formal computation,
it suffices to check compatibility of the expressions in the new identities to be proven. In
particular, if during the computation compatibility was ignored, the algebraic framework
we develop ensures the existence of a (possibly different) computation that only uses
compatible expressions. Moreover, an advantage of this framework is that a single formal
computation implies the claim for all situations in which the assumptions and claim can
be formulated (e.g. matrices of different sizes, bounded linear operators on Hilbert spaces,
homomorphisms of modules, etc.).
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It is standard in algebra to treat identities via polynomial ideals. However, in the con-
text of operators mapping between different spaces, the justification of this approach
is more subtle. In the following, we illustrate this by the straightforward proof of a
parametrization of inner inverses. In general, the situation will be more involved than in
this illustrative example, of course. After that, we give a general explanation of our main
result. A more formal summary of the notions and results developed in this paper can
be found in Section 1.1 below.
An operator A− is called inner inverse (or g-inverse or {1}-inverse) of an operator A, if
AA−A = A. Assume, given a linear operator A and an inner inverse A−, we want to
prove that also
A− + Y − Y AA−
is an inner inverse of A for any linear operator Y . Indeed, we can compute
A(A− + Y − Y AA−)A = AA−A+ AY A−AY AA−A
= A+ AY A−AY A = A,
where the first equality follows from linearity and the second rewrites AA−A = A. Ev-
idently, this computation is valid for linear operators A,A−, Y on a single space V .
However, one can check that the same computation also makes sense for linear operators
A : V →W , A− : W → V , and Y : W → V between different spaces, for example. These
situations correspond to the following diagrams.
VA A−
Y
V W
A
A−
Y
For emphasizing the algebraic aspects of this computation, we write noncommutative
indeterminates a, a−, y for the operators A,A−, Y . Thereby, we translate expressions
of operators to noncommutative polynomials in a, a−, y. Noncommutative polynomials
arising in this way will be compatible with the situations described by the diagrams
above. Moreover, also identities of operators can be viewed as polynomials in the same
indeterminates by forming the difference of their left and right hand sides. In particular,
the assumption AA−A = A used above for rewriting corresponds to the polynomial
g := aa−a− a
and the claim A(A− + Y − Y AA−)A = A corresponds to
f := a(a− + y − yaa−)a− a.
Then, the computation above can be rewritten as f = g − ayg, where g and −ayg
correspond to the rewriting done in the second equality. In particular, this shows that f
is contained in the ideal generated by g. Since the operator corresponding to g is zero, the
operator corresponding to f is zero as well, if all intermediate steps of the computation
are compatible with the domains and codomains of the operators.
In general, assumptions consist of several identities and one considers the ideal generated
by the noncommutative polynomials corresponding to these identities. If an operator
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identity follows from the assumptions by arithmetic operations with operators (i.e. ad-
dition, composition, and scaling), then the polynomial corresponding to this identity is
contained in the ideal. Conversely, if we know that a polynomial lies in the ideal, does
there exist a computation with operators that proves the corresponding operator iden-
tity? An answer to this question is not obvious since, in contrast to computations with
actual operators, computations with polynomials are not restricted and all sums and
products can be formed. Obviously, elements of the ideal that are not compatible with
the diagrams above cannot correspond to identities of operators anyway. However, our
main result states that any element of the ideal corresponds to a true operator identity
as soon as it is compatible. Note that, showing membership in the ideal can be done
independently of the operator context. In other words, proving an operator identity
is reduced to checking ideal membership of the corresponding polynomial and verifying
that this polynomial and the generators of the ideal all are compatible with the diagram
describing the domains and codomains of operators. Hence, once ideal membership is
shown, any diagram that is compatible with the polynomials encoding assumptions and
claim will automatically give rise to a valid statement about operators.
For commutative polynomials over a field, ideal membership can be decided by Buch-
berger’s algorithm [Buc65] computing a Gro¨bner basis of the ideal. In contrast, ideal
membership of noncommutative polynomials is undecidable in general. Still, a noncom-
mutative analog of Buchberger’s algorithm [Mor94] can be used to verify ideal member-
ship in many cases in practice. The same can be said about noncommutative polynomials
over a finitely generated commutative ring R with unit element, see [MZ98] and references
therein. If a given polynomial can be verified to lie in a given ideal, then the computation
of a (partial) Gro¨bner basis can be done in a way that provides an explicit representation
of the polynomial in terms of the generators of the ideal. Such a representation can then
be checked independently.
Gro¨bner bases for noncommutative polynomials have been applied to operator identities
in the pioneering work [HW94, HSW98]. There, Gro¨bner bases are used to simplify
matrix identities in linear systems theory. In [HS99, Kro01], Gro¨bner bases techniques
are applied to discover operator identities and to solve matrix equations and matrix
completion problems. It has been observed in the literature that the operations used in the
noncommutative analog of Buchberger’s algorithm respect compatibility of polynomials
with domains and codomains of operators, cf. [HSW98, Thm. 25]. For an analogous
observation in the context of path algebras, see [Mor16, Sec. 47.10]. Shortly before
initial submission of the present article, we were informed in personal communication
that questions related to proving operator identities via computations of Gro¨bner bases
are also addressed in [LS19].
An alternative approach to modelling computations with operators does not use com-
putations in algebras but in partial algebras arising from diagrams, for which an analo-
gous notion of Gro¨bner bases was sketched in [Ber78, Sec. 9] and developed in [BCL12].
Moreover, using rewriting for operators with domains and codomains, generalizations of
Gro¨bner bases and syzygies are considered in [GHM19], where higher-dimensional linear
rewriting systems are introduced.
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1.1 Summary of the algebraic framework
For the convenience of the reader, we outline the main notions and statements of the
paper. From an algebraic point of view, the restrictions imposed above on polynomials
in the noncommutative indeterminates a, a−, y are encoded by the following directed
multigraph where edges are labelled by indeterminates, which is also called a labelled
quiver.
• •
a
a−
y
In order to translate compatible polynomials back to operators, we assign spaces V and
W to the vertices of the quiver and to the edges we assign operators A,A−, Y mapping
between corresponding spaces. Such an assignment is called a representation of the quiver.
Both situations above are representations of this quiver, depending on whether the spaces
V and W are the same. For each representation of the quiver, a compatible polynomial
gives rise to a realization as an operator by replacing the indeterminates by the operators
assigned to them.
In general, operators are viewed as K-linear maps over a field K, e.g. K = R or K = C
for bounded linear operators. The corresponding indeterminates are collected in a set
X and computations are done in the free algebra K〈X〉 of noncommutative polynomials
with coefficients in K. The diagram describing this situation is formalized as a labelled
quiver Q, which simply is a directed multigraph where edges have labels in X . Then,
composition of operators corresponds to paths in Q and sums can only be formed when
each path of the summands has same start and same end. A polynomial in K〈X〉 is
called compatible with Q if all its monomials correspond to paths in Q with the same
start and same end.
The known identities satisfied by the operators in question are translated to a set F ⊆
K〈X〉. Therefore, operators corresponding to elements of F are zero. For this set F ,
we consider the (two-sided) ideal (F ) in K〈X〉, which is given by all polynomials of the
form f =
∑
i aifibi with ai, bi ∈ K〈X〉 and fi ∈ F . We call a polynomial f ∈ (F )
a Q-consequence of F if it can be obtained from F by doing only computations with
polynomials that are compatible with the labelled quiver Q. As will be shown later, this
means that the operator corresponding to f is obtained by a valid computation with
operators and hence is zero as well, i.e. the operator identity corresponding to f holds.
One key point in our approach is to characterize those elements of the ideal (F ) that
are Q-consequences of F . The following characterization arises later as Corollary 17. If
f ∈ (F ) and Q is such that the elements of F are compatible with Q, then
f is compatible with Q ⇐⇒ f is a Q-consequence of F.
In order to rigorously obtain statements about operators from statements about polyno-
mials in K〈X〉, we assign a K-vector space to each vertex of Q and to each edge of Q
we assign a K-linear map between corresponding spaces. The family V of vector spaces
together with the assignment ϕ of linear maps is called a representation of Q, c.f. [DW05].
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For polynomials that are compatible with Q, we obtain realizations of them as K-linear
maps via such a representation (V, ϕ) in the way indicated above. A version of the main
result of this paper can then be stated as follows. A more general statement is proven
later in Theorem 25 with the special case explained in Remarks 7 and 19. The proof
relies on the above characterization of Q-consequences and on the fact that realizations
of Q-consequences can be expressed, as K-linear maps, in terms of realizations of ele-
ments of F . Note that the notion of Q-consequences is only used in the proof of the
main result and does not play a role in its statement. In order to avoid constant terms
in polynomials as assumed by the theorem below, identity operators occurring have to
be assigned their own indeterminates and properties of composition with other operators
have to be included in the assumptions.
Theorem 1. Let K be a field, let F ⊆ K〈X〉 such that the polynomials in F do not
have a constant term, and let f ∈ (F ). Moreover, let Q be a labelled quiver where edges
have unique labels in X and assume that f and all elements of F are compatible with Q.
Then, for all representations R = (V, ϕ) of Q such that the realizations of the elements
of F w.r.t. R are zero, we have that the realization of f w.r.t. R is zero.
Based on this theorem, the sufficient formal computation for proving claimed properties
of operators with fixed domains and codomains is given by the following three steps.
1. All the assumptions on the operators involved have to be phrased in terms of identi-
ties involving those operators. Likewise, the claimed properties have to be expressed
as identities of these operators.
2. These identities are converted into polynomials by uniformly replacing the individ-
ual operators by noncommutative indeterminates from some set X in the differences
of the left and right hand sides.
3. Prove that the polynomials corresponding to the claim lie in the ideal generated by
the set F of polynomials corresponding to the assumptions.
Then, our main result shows that the assumptions on the operators involved imply the
claimed identities. This relies on the important fact that all polynomials arising from
identities of operators are automatically compatible with the quiver Q describing the
situation of operators. Just by changing the representation (V, ϕ) of Q, we even obtain
analogous statements about other types of operators in a rigorous way without doing any
additional computations. See Example 27 for a worked example.
In practice, ideal membership f ∈ (F ) can often be shown with the help of the computer
via computing a (partial) Gro¨bner basis of (F ), even though the problem is undecidable in
general. Checking compatibility of polynomials can be automatized as well. The Math-
ematica package OperatorGB provides functionality for both tasks and it also provides
an explicit representation of f in terms of the generators of the ideal, see [HRR19]. The
package is available at http://gregensburger.com/softw/OperatorGB along with doc-
umentation and examples. An implementation in SageMath is also available from the
same webpage.
The algebraic framework and the main results can be generalized in various ways. For
instance, the field K can be replaced by a commutative ring R with unit element if at
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the same time vector spaces are replaced by R-modules. Moreover, in some situations,
it might be possible to model some of the operators involved by the same indeterminate,
because they satisfy the same family of identities. This mainly happens if those operators
actually are versions of the same operator with different domains and codomains, e.g.
differential and integral operators can be interpreted on different domains. Example 28
is used to illustrate this. The advantage of using the same indeterminate to represent
different operators is that computations with polynomials usually are simpler. Even in
the trivial example above, the operator A could exist in two different versions that have
different domains A1 : U → W and A2 : V →W . The following quiver and representation
describe this situation.
• • •
a
a
a−
y V W U
A1
A2
A−
Y
For instance, V might be a subspace of U and A2 the restriction of A1 on V . So,
both A1 and A2 are modelled by the indeterminate a in the algebraic computation with
polynomials f and g above. Then, the fact that both realizations of the polynomial g are
zero, i.e. A2A
−A1 = A1 and A2A
−A2 = A2, implies that both realizations of f are zero,
i.e. A2(A
− + Y − Y A2A
−)A1 = A1 and A2(A
− + Y − Y A2A
−)A2 = A2.
We also extend our algebraic framework to treat such cases rigorously, which makes some
definitions and auxiliary results more complicated. In particular, compatibility of poly-
nomials with a labelled quiver can be generalized in different ways. For the polynomial
corresponding to the claim it suffices that, for all its monomials, there exist corresponding
paths with the same start and same end. For each of the polynomials corresponding to
the assumptions, however, we need to impose the stronger condition that the possibilities
for start and end of corresponding paths are uniform for all its monomials.
The remainder of this paper gives formal definitions and detailed proofs for making the
general form of the framework completely rigorous. The introductory example above will
be used to illustrate the notions introduced and we also give more worked out examples
to illustrate the use of the algebraic framework. We explain rewriting of polynomials
in R〈X〉 and its relation to ideal membership in Section 2. In Section 3, we will give
a formal definition of compatibility and uniform of polynomials with a quiver that al-
lows several edges of the quiver to have the same label. We also discuss the relation of
computations in R〈X〉 with compatibility, including the key observation Lemma 14. The
notion of Q-consequences is formalized and discussed in Section 4. Finally, in Section 5,
the implications for proving operator identities are laid out in detail arriving at our main
result Theorem 25 for K-linear maps on K-vector spaces. Then, using the more abstract
language of categories, a more general version of the main result is given as Theorem 32,
where operators are morphisms in R-linear categories.
2 Rewriting in the free algebra
For a set X , we denote the word monoid with alphabet X by 〈X〉, where multiplication
is given by concatenation of words. It is the free monoid on X . For a commutative ring
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R with unit element, we recall the free algebra R〈X〉 over R on X . It can be regarded as
the ring of noncommutative polynomials in the set of indeterminates X with coefficients
in R, where indeterminates commute with coefficients but not with each other. The
monomials are words x1 . . . xn ∈ 〈X〉, xi ∈ X , including the empty word 1. Every
polynomial f ∈ R〈X〉 has a unique representation as a sum
f =
∑
m∈〈X〉
cmm
with coefficients cm ∈ R, such that only finitely many coefficients are nonzero, and its
support is defined as
supp(f) := {m ∈ 〈X〉 | cm 6= 0},
where cm are as above. In short, R〈X〉 is the monoid ring on 〈X〉 over R. In what follows,
we fix a commutative ring R with unit element.
When formally rewriting an expression for an operator using known identities, the steps
taken can be formalized with noncommutative polynomials as follows. Proving an identity
of two expressions amounts to rewriting their difference to zero.
Definition 2. Let f, g ∈ R〈X〉 such that some monomial mg ∈ supp(g) divides some
monomial mf ∈ supp(f), i.e. mf = amgb for some monomials a, b ∈ 〈X〉. For every
λ ∈ R, we say that
f + λagb ∈ R〈X〉
can be obtained from f by a rewriting step using g. Furthermore, let G ⊆ R〈X〉 and
h ∈ R〈X〉. We say that f can be rewritten to h using G, if there are f0, . . . , fn ∈ R〈X〉,
f0 = f , fn = h, and g1, . . . , gn ∈ G such that, for all i ∈ {1, . . . , n}, fi can be obtained
from fi−1 by a rewriting step using gi.
Example 3. We consider the noncommutative polynomial ring Z〈X〉 with indeterminates
X = {a, a−, y} and the two polynomials g = aa−a−a and f = a(a−+y−yaa−)a−a from
the introductory example. We check that f = aa−a+ aya− ayaa−a− a can be rewritten
to zero using {g}. The first monomial of f is the same as the first monomial mg := aa
−a
of g. If we choose λ = −1, we obtain h := f +λg = aya−ayaa−a with one rewriting step
using g. The second monomial of h can be written as aymg, so we obtain h + ayg = 0
with one more rewriting step using g.
The above notion of rewriting steps for (noncommutative) polynomials is a rather weak
one. A rewriting step does not necessarily reduce a polynomial f to a “simpler” one in any
sense, not even does it necessarily reduce or simplify the coefficient of the monomial mf ,
which is acted on, in any directed way. Still, once appropriate monomials mf , mg, a, b are
selected, one often chooses λ such that mf is removed from the support of f , if possible.
This in turn allows to obtain the following crucial equivalence.
Lemma 4. Let F ⊆ R〈X〉 and f ∈ R〈X〉. Then, f lies in the ideal (F ) if and only if f
can be rewritten to zero using F .
Proof. Note that any sum of the form
∑n
i=1 λiaifibi with λi ∈ R, ai, bi ∈ 〈X〉, and fi ∈ F
either is zero or we can remove a summand λjajfjbj from it by a rewriting step using fj ,
where j ∈ {1, . . . , n} is such that supp(
∑n
i=1 λiaifibi) ∩ supp(λjajfjbj) 6= ∅. This implies
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inductively that any sum of the form
∑n
i=1 λiaifibi with λi ∈ R, ai, bi ∈ 〈X〉, and fi ∈ F
can be rewritten to zero using F . Since any f ∈ (F ) has a representation as a sum of
that form, every element of (F ) can be rewritten to zero using F .
For the converse, we observe that the definition of a rewriting step implies f − h ∈ (F ),
if h ∈ R〈X〉 can be obtained from f ∈ R〈X〉 by a rewriting step using some g ∈ F . Now,
if f ∈ R〈X〉 can be rewritten to zero using F , there are h0, . . . , hn ∈ R〈X〉, with h0 = f
and hn = 0 such that, for all i ∈ {1, . . . , n}, hi can be obtained from hi−1 by a rewriting
step using some gi ∈ F . Therefore, f = h0 − hn =
∑n
i=1 hi−1 − hi lies in (F ).
3 Compatible polynomials
Recall that a tuple (V,E, s, t) with s, t : E → V is called a quiver with vertices V and
edges E. For each edge e ∈ E, the vertices s(e) and t(e) are called its source and target.
For brevity, we call a quiver with labelled edges a labelled quiver. A labelled quiver with
labels X is a tuple Q = (V,E,X, s, t, l) with s, t : E → V and l : E → X , where l(e)
gives the label of an edge e ∈ E.
In what follows, we fix a labelled quiver Q = (V,E,X, s, t, l). Based on the labels of edges,
we define labels of paths so that concatenation of paths corresponds to multiplication of
labels in 〈X〉. For a nonempty path p = en. . .e1 in Q, i.e. ei ∈ E, we define its label as
the monomial
l(p) := l(en) . . . l(e1) ∈ 〈X〉
and its source and target as s(p) := s(e1) and t(p) := t(en). For every vertex v ∈ V ,
there is a distinct empty path ǫv that starts and ends in v without passing through any
edge in between. Its label is defined by
l(ǫv) := 1 ∈ 〈X〉
and its source and target are given by s(ǫv) := v and t(ǫv) := v.
Definition 5. For any monomial m ∈ 〈X〉, we define the set of signatures of m as
σ(m) := {(s(p), t(p)) | p a path in Q with l(p) = m} ⊆ V × V.
For a polynomial f ∈ R〈X〉, we define its set of signatures by
σ(f) :=
⋂
m∈supp(f)
σ(m) ⊆ V × V.
Note that we have σ(0) = V × V and σ(1) = {(v, v) | v ∈ V }. In the special case
when edges have unique labels, any nonconstant polynomial obviously has at most one
signature. The sets of sources and targets of a polynomial f are given by the projections of
the set of signatures σ(f), i.e. for the set of sources of f we have s(f) = {v ∈ V | ∃w ∈ V :
(v, w) ∈ σ(f)} and analogously for t(f).
Definition 6. A polynomial f ∈ R〈X〉 is said to be compatible with the quiver Q, if
σ(f) 6= ∅. Moreover, for v, w ∈ V , we define the set
R〈X〉v,w := {f ∈ R〈X〉 | (v, w) ∈ σ(f)}.
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In particular, a monomial m ∈ 〈X〉 is compatible with Q if and only if there is a path p
in Q with l(p) = m. For every v, w ∈ V we have 0 ∈ R〈X〉v,w. Also note that for each
f ∈ R〈X〉v,w there are n ∈ N, ci ∈ R, and paths pi in Q from v to w such that
f =
n∑
i=1
cil(pi).
Consequently, R〈X〉v,w is an R-module and the set of polynomials in R〈X〉 compatible
with Q is given by
⋃
v,w∈V R〈X〉v,w.
Remark 7. If, as in Theorem 1, edges have unique labels and only polynomials without
constant term are considered, then such polynomials have at most one signature. There-
fore, compatible polynomials are automatically uniformly compatible, as defined below.
Under these assumptions, the sum of two nonzero compatible polynomials is compatible if
and only if they have the same signature. Moreover, if f has signature (v1, w), g has sig-
nature (u, v2), and fg 6= 0, then the product is compatible if and only if v1 = v2, in which
case it has (u, w) as its signature. The reader who is only interested in these simplifying
assumptions of Theorem 1 can skip the following two technical lemmas and continue with
Lemma 14.
Definition 8. A polynomial f ∈ R〈X〉 that is compatible with the quiver Q is called uni-
formly compatible with Q if all monomials m ∈ supp(f) have the same set of signatures
σ(m). Moreover, we define
R〈X〉Q := {f ∈ R〈X〉 | f is uniformly compatible with Q}.
Note that any compatible monomialm ∈ 〈X〉 is automatically uniformly compatible with
Q. By definition, a polynomial containing a constant term is only uniformly compatible
with Q if all its monomials have the set of signatures σ(1) = {(v, v) | v ∈ V }. If the
quiver has only one vertex and for all x ∈ X there is an edge (i.e. loop) with the label x,
then R〈X〉Q = R〈X〉.
If two labelled quivers are isomorphic as quivers, i.e. they are equal up to renaming vertices
and edges, and corresponding edges have the same labels, then the corresponding sets of
compatible polynomials are the same. Consequently, when drawing a labelled quiver, it
suffices to show the labels of the edges.
Example 9. We consider the following labelled quivers with X = {a, a−, y} for the
diagrams of the introductory example.
•a a−
y
• •
a
a−
y • • •
a
a
a−
y
We check that the two polynomials g = aa−a − a and f = a(a− + y − yaa−)a − a in
Z〈X〉, which were considered in the introductory example, are compatible with each of
those quivers. The quiver on the left has only one vertex, so all polynomials in Z〈X〉
are (uniformly) compatible with it, since it contains a loop for each element of X. For
the quiver in the middle, we easily check that all monomials occurring in g and f =
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aa−a + aya − ayaa−a − a are compatible with it and that they have the same set of
signatures, which contains a unique element in this case. So, both of these polynomials
are uniformly compatible with this quiver. The last quiver has two edges with the label a.
Still, all monomials in g and f have the same set of signatures, which now contains two
elements, making both uniformly compatible with that quiver.
In general, the set of compatible polynomials and the set R〈X〉Q of uniformly compatible
polynomials are not closed under addition. However, based on the definition, the following
facts are easy to see.
Lemma 10. Let f, g ∈ R〈X〉 be compatible with Q such that σ(f) ∩ σ(g) 6= ∅. Then,
f + g is compatible with Q and σ(f + g) ⊇ σ(f) ∩ σ(g). Moreover, if f, g ∈ R〈X〉Q with
σ(f) = σ(g), then f + g ∈ R〈X〉Q.
Likewise, the set of compatible polynomials and the set R〈X〉Q are not closed under
multiplication in general, they are only closed under scalar multiplication by elements
of R. However, if s(f) ∩ t(g) 6= ∅, the product fg is again compatible resp. uniformly
compatible with Q, as the following lemma shows.
Lemma 11. Let f, g ∈ R〈X〉 be compatible with Q such that s(f) ∩ t(g) 6= ∅. Then, fg
is compatible with Q and we have
σ(fg) ⊇ {(u, w) ∈ s(g)× t(f) | ∃v ∈ s(f) ∩ t(g) : (u, v) ∈ σ(g) ∧ (v, w) ∈ σ(f)}.
If in addition f and g are uniformly compatible with Q and fg 6= 0, then equality holds
and fg is uniformly compatible as well.
Proof. It suffices to show the statement for the case of monomials, the general case then
follows in a straightforward way. Let mf , mg ∈ 〈X〉 be compatible with Q, and assume
f = mf and g = mg.
Let (u, w) ∈ σ(mfmg), then there exists a path p in Q from u to w with l(p) = mfmg.
This path can be split into two parts p1 and p2 with l(p1) = mf and l(p2) = mg. In
particular, u = s(p2), s(p1) = t(p2), and w = t(p1). Hence, with v := s(p1) we have that
(u, v) ∈ σ(mg) and (v, w) ∈ σ(mf).
Conversely, let u, v, w ∈ V such that (u, v) ∈ σ(mg) and (v, w) ∈ σ(mf). Then, in Q,
there are paths p1 from v to w and p2 from u to v such that l(p1) = mf and l(p2) = mg.
Their concatenation p1p2 is again a path in Q. It has source u, target w, and label mfmg.
Therefore, (u, w) ∈ σ(mfmg).
Remark 12. Equality for σ(fg) in the above lemma implies that for every u, w ∈ V such
that fg ∈ R〈X〉u,w there exists v ∈ V on some path in Q from u to w such that f ∈
R〈X〉v,w and g ∈ R〈X〉u,v. In particular, this holds if f and g are uniformly compatible
with Q.
If the sum or the product of uniformly compatible polynomials are again uniformly com-
patible, then we have the following converse of Lemma 10 and 11.
Lemma 13. Let f, g ∈ R〈X〉Q be nonzero. If f + g ∈ R〈X〉Q, then σ(f) = σ(g). If
fg ∈ R〈X〉Q and fg 6= 0, then s(f) ∩ t(g) 6= ∅ and equality for σ(fg) holds in the above
lemma.
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The key observation for our approach, however, is that the set of compatible polynomials
is closed under rewriting steps by uniformly compatible polynomials.
Lemma 14. Let f, g, h ∈ R〈X〉 such that f is compatible, g is uniformly compatible, and
h can be obtained from f by a rewriting step using g, i.e.
h = f + λagb
for some λ ∈ R and a, b ∈ 〈X〉. Then, h is compatible, a, b, agb are uniformly compatible,
and we have σ(h) ⊇ σ(f) and σ(agb) ⊇ σ(f). Moreover, if in addition f is uniformly
compatible, then also h is uniformly compatible and σ(agb) = σ(f).
Proof. Let mf ∈ supp(f) and mg ∈ supp(g) such that mf = amgb and h = f + λagb.
Note thatmf andmg are compatible with Q and satisfy σ(f) ⊆ σ(mf) and σ(g) = σ(mg),
respectively. Since mf = amgb is a compatible monomial, its factors a and b evidently
are uniformly compatible with Q as well and both s(a) ∩ t(mg) and s(amg) ∩ t(b) are
nonempty. Hence, agb ∈ R〈X〉Q by Lemma 11 and we have σ(agb) = σ(amgb) = σ(mf ).
Consequently, σ(agb) ⊇ σ(f) and hence σ(h) ⊇ σ(f) by Lemma 10.
4 Q-consequences
A (two-sided) ideal in R〈X〉 generated by polynomials that are (uniformly) compatible
with Q in general will also contain polynomials that are not compatible withQ. This leads
to the following definition of polynomials that can be obtained from polynomials that are
uniformly compatible with Q by doing computations only inside the set of compatible
polynomials.
Definition 15. Let F ⊆ R〈X〉Q. We call f ∈ R〈X〉 a Q-consequence of F , if it is
compatible with Q and there are finitely many polynomials ai, bi ∈ R〈X〉Q and fi ∈ F
such that f =
∑
i aifibi where each summand satisfies σ(aifibi) ⊇ σ(f).
Note that the sum f =
∑
i aifibi in the definition above can also be empty. So, zero is a
Q-consequence of any F ⊆ R〈X〉Q, even of F = ∅, as long as Q has at least one vertex.
From the definition, it easily follows that the sum of two uniformly compatible Q-
consequences of F is again a Q-consequence of F if it is uniformly compatible with Q.
Furthermore, anyQ-consequence of some G ⊆ R〈X〉Q evidently is also aQ-consequence of
any F ⊆ R〈X〉Q that contains G. More generally, the property of being a Q-consequence
is transitive, which we will obtain as a consequence of the theorem below. Proving it
directly from the definition would be tedious and technical.
The main result of this section characterizes the Q-consequences of a set of uniformly
compatible polynomials F ⊆ R〈X〉Q. Evidently, all Q-consequences of F are contained
in the ideal (F ) and are compatible with Q by definition. We show the surprising fact
that also the converse is true, i.e. any element of the ideal (F ) that is compatible with Q
is already a Q-consequence of F . This relies on the key observation of Lemma 14.
Theorem 16. Let Q be a labelled quiver with labels X and let F ⊆ R〈X〉Q. Then, for
any f ∈ R〈X〉 the following are equivalent:
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1. f is compatible with Q and lies in the ideal generated by F .
2. f is compatible with Q and can be rewritten to zero using F .
3. f is a Q-consequence of F .
Proof. By Lemma 4, statements 1 and 2 are equivalent. Moreover, we note that state-
ment 3 implies statement 1 by definition. To conclude, we prove statement 3 from state-
ment 2. Assume f ∈ R〈X〉Q can be rewritten to zero using F . This means, there are
h0, . . . , hn ∈ R〈X〉, with h0 = f and hn = 0 such that, for all i ∈ {1, . . . , n}, hi can
be obtained from hi−1 by a rewriting step using some gi ∈ F . In particular, this means
that there are λi ∈ R and ai, bi ∈ 〈X〉 such that hi = hi−1 + λiaigibi. By Lemma 14,
we infer inductively that all ai, bi, aigibi are uniformly compatible with Q and satisfy
σ(hi) ⊇ σ(hi−1) ⊇ σ(f) and σ(aigibi) ⊇ σ(hi−1) ⊇ σ(f). Therefore, f =
∑n
i=1(−λi)aigibi
is a Q-consequence of F .
In particular, the above theorem shows that the Q-consequences of F are precisely the
compatible elements of the ideal generated by F . Moreover, since ideal membership is
independent of the quiver, the following statement follows immediately.
Corollary 17. Let F ⊆ R〈X〉 and f ∈ (F ). Then, for all labelled quivers Q such that
all elements of F are uniformly compatible with Q we have that
f is compatible with Q ⇐⇒ f is a Q-consequence of F.
Furthermore, since G ⊆ (F ) implies (G) ⊆ (F ), the above theorem also proves that the
notion of Q-consequences is transitive in the following sense.
Corollary 18. Let Q be a labelled quiver with labels X and let F ⊆ R〈X〉Q. If G ⊆
R〈X〉Q is a set of Q-consequences of F , then any Q-consequence of G is also a Q-
consequence of F .
5 Paradigm for proving identities of operators
Now, we come back to the main question: if we have an ideal generated by some set of
polynomials F ⊆ R〈X〉 along with an element f ∈ (F ) of that ideal, what does that
prove when F and f are interpreted in the context of operators? Based on the framework
developed in the previous sections, in particular Theorem 16, Theorem 32 below gives the
answer for a very general notion of operators. First, we present the more concrete case
of operators being viewed as linear maps between vector spaces over some field K. For
appropriate fields K, Theorem 25 already covers many interesting cases such as real or
complex matrices or bounded linear maps between Hilbert spaces, for example. The more
general notion of operators considered later uses the more abstract language of R-linear
categories. Beyond what can be viewed as linear maps between vector spaces, it allows
to treat also matrices over rings, homomorphisms of modules, or elements of an algebra.
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5.1 Linear maps between vector spaces
For a quiver (V,E, s, t) and a field K, (V, ϕ) is called a representation of the quiver
(V,E, s, t), if V = (Vv)v∈V is a family of K-vector spaces and ϕ is a map that assigns to
each e ∈ E a K-linear map ϕ(e) : Vs(e) → Vt(e), see e.g. [DW05]. Note that any nonempty
path en. . .e1 in the quiver induces a K-linear map ϕ(en)·. . .·ϕ(e1), since the maps ϕ(ei+1)
and ϕ(ei) can be composed for every i ∈ {1, . . . , n− 1} by definition of ϕ. Similarly, for
every v ∈ V , the empty path ǫv induces the identity map on Vv.
Remark 19. If, as in Theorem 1, edges have unique labels and only polynomials without
constant term are considered, then every compatible polynomial has a unique realization
as a K-linear map and every representation of the quiver is consistent with its labelling
as defined below.
Definition 20. Let K be a field and let Q be a labelled quiver with labelling l. We call
a representation (V, ϕ) of Q consistent with the labelling l if for any two nonempty paths
p = en. . .e1 and q = dn. . .d1 in Q with the same source and target, equality of labels
l(p) = l(q) implies ϕ(en)·. . .·ϕ(e1) = ϕ(dn)·. . .·ϕ(d1) as K-linear maps.
Remark 21. Trivially, if there are no distinct paths with the same source, traget, and
label, then every representation of that labelled quiver is consistent with its labelling. In
practice, this is usually fulfilled by quivers originating from statements about operators.
The following sufficient conditions can be verified without the need for looking at paths or
linear maps. If for every vertex v ∈ V all outgoing edges, i.e. e ∈ E with s(e) = v, have
distinct labels, then all paths with the same source have distinct labels. Likewise, if for
every vertex all incoming edges have distinct labels, then all paths with the same target
have distinct labels.
For the next definition and lemma, we fix a field K, a labelled quiver Q = (V,E,X, s, t, l),
and a consistent representation R = (V, ϕ) of Q. Now, we formalize the intuitive concept
of plugging in the K-linear maps ϕ(e), e ∈ E, in place of the indeterminates l(e) of
polynomials in K〈X〉. In general, of course, this can only be done if all monomials in
the support of the given polynomial are labels of paths in Q with the same source v ∈ V
and with the same target w ∈ V . In other words, the polynomials have to lie in the
K-vector space K〈X〉v,w, see Definition 6. As a result of plugging in linear maps for
indeterminates, we obtain an element in L(Vv,Vw), the set of K-linear maps from Vv to
Vw. Note that, for fixed source and target, the induced map is independent of the paths
chosen, since the representation R is consistent with the labelling l. Consequently, the
map ϕv,w defined below is well-defined.
Definition 22. For v, w ∈ V , we define the K-linear map ϕv,w : K〈X〉v,w → L(Vv,Vw)
by
ϕv,w(l(en. . .e1)) := ϕ(en)·. . .·ϕ(e1)
for all nonempty paths en. . .e1 in Q from v to w and, if v = w, also by ϕv,v(1) := idVv .
For all f ∈ K〈X〉v,w, we call the K-linear map ϕv,w(f) a realization of f w.r.t. the
representation R of Q.
Note that, a polynomial is compatible if and only if it has at least one realization as a
K-linear map. For any v, w ∈ V , the zero map from Vv to Vw is a realization of 0 ∈ K〈X〉.
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Example 23. The following three diagrams show a quiver along with a labelling and
a representation of it, which can be used to describe the situation of the introductory
example. The representation is trivially consistent with the labelling since edges have
unique labels, see Remark 21. We assume Vv and Vw are K-vector spaces as well as
A ∈ L(Vv,Vw) and A
−, Y ∈ L(Vw,Vv).
v w
e1
e2
e3 • •
a
a−
y Vv Vw
A
A−
Y
Then, the polynomials g = aa−a− a and f = a(a− + y − yaa−)a− a lie in K〈X〉v,w. So,
in L(Vv,Vw), these polynomials have the realizations
ϕv,w(g) = ϕv,w(l(e1e2e1))− ϕv,w(l(e1)) = ϕ(e1)·ϕ(e2)·ϕ(e1)− ϕ(e1) = AA
−A− A
and similiarly
ϕv,w(f) = ϕv,w(l(e1e2e1)) + ϕv,w(l(e1e3e1))− ϕv,w(l(e1e3e1e2e1))− ϕv,w(l(e1))
= AA−A+ AY A−AY AA−A− A.
As discussed before, the same polynomials can also be used for other situations. In partic-
ular, we can consider quivers where edges can have the same label. The following labelled
quiver has this property and has been mentioned before already. It is obtained by adding
a vertex and an edge to the above quiver and labelling the new edge with a as well. With
A1 ∈ L(Vu,Vw) and A2 ∈ L(Vv,Vw) for some K-vector space Vu, the following repre-
sentation of it is consistent with the labelling, since all edges with the same source have
distinct labels, c.f. Remark 21.
v w u
e4, a
e1, a
e2, a
−
e3, y Vv Vw Vu
A1
A2
A−
Y
Now, the polynomials f and g lie not only in K〈X〉v,w but also in K〈X〉u,w. So, each of
them has realizations in L(Vv,Vw) and in L(Vu,Vw). For instance, the realizations of g
are given by:
ϕu,w(g) = ϕu,w(l(e1e2e4))− ϕu,w(l(e4)) = A2A
−A1 − A1
ϕv,w(g) = ϕv,w(l(e1e2e1))− ϕv,w(l(e1)) = A2A
−A2 − A2.
By definition, for any K-linear combination of compatible polynomials fi that share a
signature (v, w), we have that the realization of the linear combination in L(Vv,Vw) is the
corresponding linear combination of realizations of the fi. Similarly, for the product of
compatible polynomials with matching source and target, we have that the corresponding
realization of the product is the composition of realizations of the factors, for the precise
statement see the lemma below. Altogether, it follows from Lemma 13 that computations
inside the set K〈X〉Q of uniformly compatible polynomials can also be done with their
realizations.
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Lemma 24. Let u, v, w ∈ V . Then, for all f ∈ K〈X〉v,w and g ∈ K〈X〉u,v, we have that
fg ∈ K〈X〉u,w and
ϕu,w(fg) = ϕv,w(f)·ϕu,v(g).
Proof. Since the three maps ϕu,w, ϕv,w, ϕu,v are K-linear and composition of linear maps
L(Vv,Vw)× L(Vu,Vv) → L(Vu,Vw) is K-bilinear, it suffices to show the statement for f
and g being monomials. Let p = en. . .ek+1 be a nonempty path in Q with source v and
target w and f = l(p). Likewise, let q = ek. . .e1 be a nonempty path in Q with source u
and target v and g = l(q). Then, fg ∈ K〈X〉u,w obviously holds. Moreover,
ϕu,w(fg) = ϕu,w(l(pq)) = ϕ(en)·. . .·ϕ(ek+1)·ϕ(ek)·. . .·ϕ(e1) = ϕv,w(f)·ϕu,v(g).
If p or q are empty, then ϕu,w(l(pq)) = ϕv,w(f)·ϕu,v(g) is trivially true.
Recall that Q-consequences have representations for which every intermediate expression
is compatible with Q and satisfies additional conditions. These representations can be
carried over to all realizations of the Q-consequence by the properties of (uniformly) com-
patible polynomials and their realizations. Therefore, we obtain the following theorem,
since every compatible polynomial in the ideal is a Q-consequence of the generators by
Theorem 16.
Theorem 25. Let R = K be a field and let F ⊆ K〈X〉 and f ∈ (F ). Moreover, let
Q = (V,E,X, s, t, l) be a labelled quiver such that f is compatible and all elements of F
are uniformly compatible with Q. Then, for all consistent representations R = (V, ϕ) of
Q such that every realization of any element of F w.r.t. R is zero, we have that every
realization of f w.r.t. R is zero.
Proof. If f = 0, then the statement trivially holds, so we assume f 6= 0. Let ϕv,w(f) be
a realization of f , then (v, w) ∈ σ(f) and ϕv,w(f) ∈ L(Vv,Vw). Since f is compatible
with Q and F ⊆ K〈X〉Q, f is a Q-consequence of F by Theorem 16. This means, there
are finitely many polynomials ai, bi ∈ K〈X〉Q and fi ∈ F such that f =
∑n
i=1 aifibi
where each summand satisfies σ(aifibi) ⊇ σ(f). In particular, all summands aifibi are
contained in K〈X〉v,w. Without loss of generality, we assume that all summands aifibi are
nonzero. For every i ∈ {1, . . . , n}, by applying Lemma 11 the product aifi is uniformly
compatible. Hence, by applying Lemma 11 and Remark 12 twice, there are vi, wi ∈ V
such that ai ∈ K〈X〉wi,w, fi ∈ K〈X〉vi,wi, and bi ∈ K〈X〉v,vi . Then, by Lemma 24,
ϕv,w(aifibi) = ϕwi,w(ai)·ϕvi,wi(fi)·ϕv,vi(bi). Consequently, we compute
ϕv,w(f) =
n∑
i=1
ϕv,w(aifibi) =
n∑
i=1
ϕwi,w(ai)·ϕvi,wi(fi)·ϕv,vi(bi)
by additivity of ϕv,w. Since ϕvi,wi(fi) is zero for all i ∈ {1, . . . , n} by assumption, we
conclude that ϕv,w(f) is zero as well.
Example 26. We illustrate how the above theorem can be used to prove the following
statement mentioned in the introduction: given A ∈ L(Vv,Vw) and an inner inverse
A− ∈ L(Vw,Vv), then also A
−+Y −Y AA− is an inner inverse of A for any Y ∈ L(Vw,Vv).
It already has been checked in the introduction that the polynomial f = a(a− + y −
yaa−)a− a lies in the ideal generated by g = aa−a− a, since we have the representation
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f = (1− ay)g. We take the quiver and its consistent representation described in the first
part of Example 23. Uniform compatibility of f and g with the quiver has been checked in
Example 9. Since A− is an inner inverse of A by assumption, the realization AA−A−A
of g computed in Example 23 is zero. Then, Theorem 25 implies that the realization
A(A− + Y − Y AA−)A − A of f is zero. Hence, A− + Y − Y AA− is an inner inverse
of A. Note that, using other representations or other quivers, analogous or more general
statements can be proven based on the single formal computation f = (1− ay)g.
In order to apply our main theorem, the assumptions on the operators involved need to
be expressed as identities of operators first. It is not always immediately obvious how
to do so and may involve additional operators, as the following example shows. The
example also explicitly shows how analogous results are obtained, without redoing the
computation, just by changing the representation of the quiver.
Example 27. In [HS86], related to the Sherman-Morrison-Woodbury formula, several
formulae for the inverse of the sum of two matrices are reviewed. Also a few formulae
for inner inverses are given there, of which we treat one now. Let A ∈ Cm×n, B ∈ Cp×q,
Y ∈ Cm×p, and Z ∈ Cq×n such that the column space and the row space of Y BZ are
contained in the column space and row space of A, respectively. If A− ∈ Cn×m and
S− ∈ Cq×p are inner inverses of A and S := B +BZA−Y B, respectively, then the claim
is that
A− −A−Y BS−BZA−
is an inner inverse of A + Y BZ. With the aid of A−, the assumptions on the spaces
of Y BZ can be expressed as identities AA−Y BZ = Y BZ and Y BZA−A = Y BZ. In
Z〈a, a−, b, s−, y, z〉, the assumptions are represented by the following polynomials.
f1 = aa
−a− a, f2 = aa
−ybz − ybz, f3 = ybza
−a− ybz,
f4 = (b+ bza
−yb)s−(b+ bza−yb)− (b+ bza−yb)
It can be checked that the polynomial
f = (a+ ybz)(a− − a−ybs−bza−)(a+ ybz)− (a+ ybz),
which represents the claim, can be expressed in terms of f1, f2, f3, f4 as
f = f1 + f2(1 + (a
−ybs−bz − 1)a−(a+ ybz))
+ aa−y((1 + bza−y)bs− − 1)bza−f3 − aa
−yf4za
−a.
Since this expression uses only integer coefficients, we have that f ∈ (f1, f2, f3, f4) in
K〈a, a−, b, s−, y, z〉 for any field K, in particular K = C. Furthermore, it can be checked
that the polynomials f1, f2, f3, f4, f are uniformly compatible with the labelled quiver shown
below on the left. Since the labelling of the quiver does not label different edges the same
way, any representation of the quiver is consistent with the labelling, see Remark 21. If
we choose the representation shown below on the right with V1 = C
n, V2 = C
m, V3 = C
q,
and V4 = C
p, then Theorem 25 allows us to conclude that under the assumptions above
every realization of the polynomial f w.r.t. this representation of the quiver is zero, i.e.
A− − A−Y BS−BZA− is indeed an inner inverse of A + Y BZ.
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• •
• •
a
a−
b
yz
s−
V1 V2
V3 V4
A
A−
B
YZ
S−
Choosing other representations of this quiver also allows us to prove analogous state-
ments in other contexts. For example, let V1,V2,V3,V4 be arbitrary Banach spaces and let
A,A−, B, S−, Y, Z be bounded linear operators between them such that im(Y BZ) ⊆ im(A),
ker(Y BZ) ⊇ ker(A), and A− resp. S− are inner inverses of A resp. S := B+BZA−Y B.
Note that, because of AA−A = A, the conditions on range and kernel of Y BZ are equiv-
alent to the identities AA−Y BZ = Y BZ and Y BZA−A = Y BZ, respectively. Then,
based on ideal membership and compatibility checked above, Theorem 25 implies that the
bounded linear operator A− − A−Y BS−BZA− is an inner inverse of A + Y BZ.
If a statement involves several versions of the same operator, our framework allows to as-
sign the same label to the corresponding edges of the quiver provided that these versions
of the operator satisfy the same identities. This is because the polynomials representing
the assumptions have to be uniformly compatible with the quiver. For instance, dif-
ferentiation and integration can act on various classes of functions, where they always
satisfy the fundamental theorem of calculus. The following example illustrates this using
a solution formula for reducible second-order linear ordinary differential equations.
Example 28. Consider the inhomogeneous linear differential equation
y′′(x) + A1(x)y
′(x) + A0(x)y(x) = r(x)
and assume that it can be decomposed into the two first-order equations
y′(x)−B2(x)y(x) = z(x) and z
′(x)− B1(x)z(x) = r(x).
We use our framework to show that a particular solution is given by the nested integral
y(x) = H2(x)
∫ x
x2
H2(t)
−1H1(t)
∫ t
x1
H1(u)
−1r(u) du dt,
where Hi(x) is a solution of y
′(x)−Bi(x)y(x) = 0 such that Hi(x)
−1 exists. In terms of
operators, we have to consider differentiation ∂ mapping y(x) to y′(x) and integration
∫
1
resp.
∫
2
mapping y(x) to
∫ x
x1
y(t) dt resp.
∫ x
x2
y(t) dt. Based on the fundamental theorem
of calculus, these operators satisfy the identities ∂·
∫
1
= id and ∂·
∫
2
= id. Any function
F (x) induces a multiplication operator denoted by F , which maps y(x) to F (x)y(x). By
the Leibniz rule, differentiation and multiplication operators satisfy the identity ∂·F =
F ·∂+F ′. In particular, for the multiplication operators Hi we obtain ∂·Hi = Hi·∂+Bi·Hi
since the functions Hi(x) satisfy H
′
i(x) = Bi(x)Hi(x). The operators corresponding to
the differential equation and the solution formula are given by
L := ∂2 + A1·∂ + A0 and S := H2·
∫
2
·H−12 ·H1·
∫
1
·H−11
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and we need to show that L·S = id provided the decomposition L = (∂ − B1)·(∂ − B2)
holds. In Z〈a0, a1, b1, b2, d, h1, h˜1, h2, h˜2, i〉, we use d and i to represent differentiation
and integration. Then, the properties of the operators are represented by the following
polynomials.
f1 = d
2 + a1d+ a0 − (d− b1)(d− b2), f2 = di− 1,
f3 = dh1 − h1d− b1h1, f4 = dh2 − h2d− b2h2,
f5 = h1h˜1 − 1, f6 = h2h˜2 − 1
The polynomial
f = (d2 + a1d+ a0)h2ih˜2h1ih˜1 − 1
lies in the ideal (f1, f2, f3, f4, f5, f6), as can be seen from the following representation.
f = f1h2ih˜2h1ih˜1 + (d− b1)h2f2h˜2h1ih˜1 + h1f2h˜1
+ f3ih˜1 + (d− b1)f4ih˜2h1ih˜1 + f5 + (d− b1)f6h1ih˜1
Based on our main theorem, this ideal membership gives rise to several statements about
actual functions and operators. We assume that the functions inducing the multiplication
operators are infinitely differentiable, i.e. A0, A1, B1, B2, H1, H
−1
1 , H2, H
−1
2 ∈ C
∞(I) for
some interval I ⊆ R. Since differentiation reduces the smoothness of functions, it is
natural to consider the operators ∂ : Ck+1(I) → Ck(I) for all k ∈ N. Similarly, for
integration we consider the operators
∫
k
: Ck(I) → Ck+1(I) mapping y(x) to
∫ x
xk
y(t) dt
for some xk ∈ I. This leads us to consider the following infinite quiver.
· · · • • •
a0
a1 a1 a1
d d d
b1 b1 b1b2 b2 b2
i i i
a0 a0
h1 h1 h1h2 h2 h2
h˜1 h˜1 h˜1h˜2 h˜2 h˜2
Then, it can be checked that the polynomial f and all the fi are uniformly compatible.
Note that each compatible monomial has infinitely many signatures, which can be param-
eterized. For example, f2 is uniformly compatible since σ(di) = {(v, v) | v ∈ V } = σ(1).
From right to left, we assign the spaces C(I), C1(I), C2(I), . . . to the vertices. Since every
realization of the fi is zero, Theorem 25 implies that also every realization of f is zero.
This means that for any k ∈ N and r ∈ Ck(I) the function
y(x) = H2·
∫
k+1
·H−12 ·H1·
∫
k
·H−11 r(x)
in Ck+2(I) satisfies the inhomogeneous differential equation Ly(x) = r(x), if H ′i(x) =
Bi(x)Hi(x).
Alternatively, we can also consider the spaces L1loc(I),W
1,1
loc (I),W
2,1
loc (I), . . . with deriva-
tions ∂ : W k+1,1loc (I)→W
k,1
loc (I) for all k to obtain the same statement for r ∈ W
k,1
loc (I) and
any k. Moreover, we can also consider the matrix case of all the above versions of the
statement. For any n ∈ N+, let A0, A1, B1, B2, H1, H
−1
1 , H2, H
−1
2 ∈ C
∞(I)n×n such that
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H ′i(x) = Bi(x)Hi(x). Then, by the computation with noncommutative polynomials above,
Theorem 25 implies that the operator expression above for y(x) indeed gives a solution vec-
tor of the system of differential equations Ly(x) = r(x) with r ∈ Ck(I)n, or r ∈ W k,1loc (I)
n,
if the system can be decomposed into the two first-order systems y′(x)−B2(x)y(x) = z(x)
and z′(x) − B1(x)z(x) = r(x). To this end, the representations of the quivers just have
to assign the spaces C(I)n, C1(I)n, C2(I)n, . . . or L1loc(I)
n,W
1,1
loc (I)
n,W
2,1
loc (I)
n, . . . to the
vertices along with corresponding operators for the edges.
5.2 Morphisms in linear categories
Not all linear operators are necessarily linear maps on vector spaces. More generally,
they can be understood as morphisms in R-linear categories for some commutative ring R
with unit element. The above paradigm generalizes to this more abstract notion of linear
operators in a straightforward manner. Nevertheless, we make the formal statements
explicit. Since we want to make the presentation self-contained, we briefly recall the
basic definitions and terminology for categories first.
A category C consists of a class of objects and a class of morphisms between them,
i.e. each morphism has a source object and a target object. Objects and morphisms
in C are sometimes also referred to as C-objects and C-morphisms, respectively. Note
that the words object and morphism do not imply anything about the nature of the
elements of these classes here. Intuitively, however, one can think of objects as sets
and of morphisms as maps between those sets. For any two objects V,W in C, the
class of morphisms in C with source V and target W is denoted by HomC(V,W ). For
any three objects U, V,W in C, any morphisms α ∈ HomC(U, V ) and β ∈ HomC(V,W )
can be composed to yield a morphism β·α ∈ HomC(U,W ) and there exists a morphism
1V ∈ HomC(V, V ) such that, for all such α and β, we have 1V ·α = α and β·1V = β.
Furthermore, composition of morphisms is associative. A category C is called R-linear
if, for any two objects V,W in C, HomC(V,W ) is an R-module and, for any three objects
U, V,W of C, composing morphisms from HomC(U, V ) and HomC(V,W ) is R-bilinear. In
particular, Z-linear categories are usually referred to as pre-additive categories.
For example, any category C whose objects are abelian groups and whose morphisms are
homomorphisms of those groups is pre-additive, if every HomC(G,H) contains the zero
map and is closed under pointwise addition and pointwise negation of maps. Also, every
(associative but not necessarily commutative) R-algebra with unit element can be viewed
as an R-linear category, where the class of objects has only one element and the class of
morphisms is the set of elements of the algebra.
In addition to the category of K-vector spaces, representations of quivers have also been
considered for general categories C, see e.g. [GK05]. A representation R = (V, ϕ) of a
quiver (V,E, s, t) in C assigns to each vertex v ∈ V of the quiver an object Vv of the
category C and to each edge e ∈ E a morphism ϕ(e) ∈ HomC(Vs(e),Vt(e)).
Like before, we call a representation of a labelled quiver consistent with the labelling, if
each monomial can be realized in at most one way as a morphism, once source and target
of the underlying path is fixed. Consistent representations make the maps ϕv,w defined
below well-defined. Note that it is still allowed to have several realizations of the same
monomial in one HomC(Vv,Vw), if the same objects Vv or Vw are assigned to more than
one vertex and there are paths from/to these vertices with the same label.
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Definition 29. Let C be a category and let Q be a labelled quiver with labelling l. We
call a representation (V, ϕ) of Q consistent with the labelling l if for any two nonempty
paths p = en. . .e1 and q = dn. . .d1 in Q with the same source and target, equality of labels
l(p) = l(q) implies ϕ(en)·. . .·ϕ(e1) = ϕ(dn)·. . .·ϕ(d1) as morphisms in C.
For the following definition and lemma, we fix a commutative ring R with unit element, an
R-linear category C, a labelled quiver Q = (V,E,X, s, t, l), and a consistent representation
R = (V, ϕ) of Q in C. We now show how computations with polynomials in R〈X〉 can
be interpreted in terms of computations with morphisms in C.
Definition 30. For v, w ∈ V , we define the R-linear map ϕv,w : R〈X〉v,w → HomC(Vv,Vw)
by
ϕv,w(l(en. . .e1)) := ϕ(en)·. . .·ϕ(e1)
for all nonempty paths en. . .e1 in Q from v to w and, if v = w, also by ϕv,v(1) := 1Vv . For
all f ∈ R〈X〉v,w, we call the morphism ϕv,w(f) a realization of f w.r.t. the representation
R of Q.
The following lemma and theorem generalize Lemma 24 and Theorem 25 to R-linear
categories. Since composition of morphisms in R-linear categories is R-bilinear, the proofs
are completely analogous and hence we omit them.
Lemma 31. Let u, v, w ∈ V . Then, for all f ∈ R〈X〉v,w and g ∈ R〈X〉u,v, we have that
fg ∈ R〈X〉u,w and
ϕu,w(fg) = ϕv,w(f)·ϕu,v(g).
Theorem 32. Let R be a commutative ring with unit element and let F ⊆ R〈X〉 and
f ∈ (F ). Moreover, let Q = (V,E,X, s, t, l) be a labelled quiver such that f is compatible
and all elements of F are uniformly compatible with Q. Then, for all R-linear categories
C and all consistent representations R = (V, ϕ) of Q in C such that every realization of
any element of F w.r.t. R is zero, we have that every realization of f w.r.t. R is zero.
Example 33. Analogously to Example 26, based on the above theorem, the following
very general version of the statement mentioned in the introduction can be proven: for
any R-linear category C, given a morphism A ∈ HomC(Vv,Vw) and an inner inverse
A− ∈ HomC(Vw,Vv), then also A
−+Y −Y AA− is an inner inverse of A for any morphism
Y ∈ HomC(Vw,Vv). In particular, it holds for matrices with entries in R and for R-
module homomorphisms. Likewise, using the above theorem, more general versions of the
statement mentioned in Example 27 follow from the ideal membership and compatibility
checked there just by changing the representation of the quiver. For instance, a version for
R-modules V1,V2,V3,V4 and R-module homomorpisms A,A
−, B, S−, Y, Z between them
follows.
6 Conclusion
For proving operator identities, the framework developed in this paper allows to do a
single formal computation in the free algebra R〈X〉 with symbols instead of operators.
This computation does not have to respect the restrictions imposed by the domains
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and codomains of operators. Based on ideal membership of noncommutative polynomi-
als, the main theorem immediately implies corresponding operator identities, as long as
the polynomials corresponding to assumptions and claims have realizations as operators.
Moreover, by choosing different quivers and representations in different R-linear cate-
gories, one ideal membership rigorously proves analogous identities for various settings.
In particular, if the polynomials describing the assumptions and claims involve only in-
teger coefficients and ideal membership holds in Z〈X〉, like in all examples of this paper,
then any R-linear category can be used since the ideal membership then also holds in
any R〈X〉.
While the computations needed for showing ideal membership in the illustrative examples
contained in this paper are rather short and could still be done by hand, in general, the
representations of polynomials in terms of the generators of the ideal can be very involved
and hard to find. For instance, in our joint work in progress with Dragana Cvetkovic´-Ilic´
and her research group on algebraic proofs for generalized inverses [CW17], we observed
representations of several hundred terms for the proof of some ideal memberships. Using
our framework, checking compatibility of each step in such long computations is not
necessary and checking compatibility of polynomials corresponding to assumptions and
claims is almost immediate.
In contrast to allowing unrestricted computations with noncommutative polynomials, like
in the present paper, we are currently considering certain restrictions on the computa-
tions in R〈X〉 in order to relax the uniform compatibility imposed on the polynomials
corresponding to the assumptions. These results will be part of a future publication. An-
other direction to generalize the framework presented here aims at including additional
computational steps related to factorization of polynomials, beyond ideal membership.
Such steps can be used to model injectivity and surjectivity of operators, for instance.
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