Consider some multivariate diffusion process X = (Xt) t≥0 with unique invariant probability measure and associated invariant density ρ, and assume that a continuous record of observations X T = (Xt) 0≤t≤T of X is available. Recent results on functional inequalities for symmetric Markov semigroups are used in the statistical analysis of kernel estimators ρT = ρT (X T ) of ρ. For the basic problem of estimation with respect to sup-norm risk under anisotropic Hölder smoothness constraints, the proposed approach yields an adaptive estimator which converges at a substantially faster rate than in standard multivariate density estimation from i.i.d. observations.
1. Introduction. In many areas of applied mathematics, diffusion phenomena arise from a Markovian stochastic modeling and as a solution of SDEs or PDEs. Their investigation thus concerns different mathematical branches, starting from probability theory over functional analysis up to differential geometry for operators and the study of processes on manifolds. In all these fields, research interest has constantly grown over the past years and decades with vivid interest in questions such as existence and regularity of solutions of SDEs, regularity and smoothing properties of differential operators, convergence to equilibrium and so on. The study of the statistical properties of diffusion models has emerged since such models are heavily used in applications from finance. Practical concerns raise new questions to date. As a matter of fact, in comparison to 'classical' statistical models, a number of phenomena and peculiarities arises in this comparatively young branch of mathematical statistics. One such peculiarity concerns the dependence of statistical features on the observation scheme such that it is of interest to study basic questions -such as the estimation of the characteristics of the diffusion process -in different observation sceneries. By way of example, an original question (which has no counterpart in 'classical' statistics) concerns the nonparametric estimation of the drift and diffusion coefficient of a diffusion process from low-frequency observations. In the scalar set-up, this 1 problem was solved in [9] . Nonparametric estimation of the characteristics of a reflected scalar diffusion on a one-dimensional interval when the process is observed at random times was studied recently in [6] .
From a theoretical point of view, it is however also of substantial interest to work under the assumption that a continuous record of observations of the diffusion is available. In this framework, there exist different examples where the smoothing properties of transition operators of Markovian semigroups allow to derive results which reflect somehow increased regularity in statistical diffusion models. For instance, it belongs to the folklore of statistics for stochastic processes that the invariant density of a scalar ergodic diffusion X, given continuous-time observations (X t ) 0≤t≤T , can be estimated under standard nonparametric assumptions with a parametric rate (see, e.g., Chapter 4.2 in [13] ). One further example which is relevant from a statistical point of view concerns uniform CLTs, i.e., Donsker-type theorems. [25] have shown indeed that there is no gap between the pre-Gaussian and the Donsker property in the framework of continuous-time observations of a scalar ergodic diffusion process with finite speed measure: In contrast to the classical case of empirical processes based on i.i.d. observations, the existence of a tight Gaussian limit is not only necessary but already sufficient for a CLT which holds uniformly over an entire (possibly infinite-dimensional) class of functions. The proofs of both remarkable results rely on the existence of diffusion local time and its properties. On the one hand, this suggests that it pays off to take probabilistic properties of diffusion processes into account as there exist situations where 'diffusion specific' results which go beyond the wellknown results established in the i.i.d. framework can be obtained. On the other hand, due to the use of diffusion local time, the proofs and results mentioned above are restricted to the one-dimensional setting.
In the sequel, we want to contribute to the statistical investigation of diffusion processes in higher dimension, taking explicitly into account probabilistic properties in the multivariate framework. Precisely, we consider the question of nonparametric estimation of the invariant density of a diffusion X, given as a (weak or strong) solution of the SDE (1.1)
where b : R d → R d is the unknown drift vector, W = (W t ) t≥0 is some ddimensional Brownian motion, and ξ ∈ R d denotes a random vector independent of W . Throughout the sequel, we assume that the drift vector is of the form b = −∇V , denoting by V ∈ C 2 (R d ) some potential function. Furthermore, we assume that X is ergodic with invariant measure µ = µ V of 2 the form dµ V = ρ V dλ and strictly stationary, i.e., ξ ∼ µ V . The aim of this paper is to study the basic problem of estimating the invariant density from a continuous record of observations for a class of ergodic multidimensional diffusion processes. Let us emphasize that we consider this specific question as a practical test for a multidimensional diffusion model. Indeed, we will see that the technical devices which are applicable in the identified model allow to expose 'diffusion specific' statistical properties (in the given case: faster rates of convergence) also in higher dimension. An important tool in our investigation are functional inequalities which allow to incorporate specific probabilistic findings on diffusion processes. Precisely, the model (1.1) will be studied under Assumptions (M1) − (M4) to be introduced below.
Adaptive estimation with respect to sup-norm loss under anisotropic Hölder smoothness constraints. We consider adaptive estimation of the invariant density ρ = ρ V of the diffusion X, quantifying the quality of the estimation procedure ρ T by the sup-norm risk,
is the expectation with respect to the law P (T ) b of the sample X T := (X t ) 0≤t≤T of the diffusion process solution of (1.1). Generally speaking, the literature on statistical properties of multidimensional diffusion processes is still relatively scarce. An important and substantial point of reference is given by the results of [7] on asymptotic statistical equivalence for inference on the drift in the multidimensional diffusion case. As a by-product of the study, [7] prove convergence rates of invariant density estimators for pointwise estimation under isotropic Hölder smoothness constraints which are considerably faster than those known from standard multivariate density estimation. This result relies on 'small' upper bounds on the variance of additive diffusion functionals, proven by an application of the spectral gap inequality in combination with a bound on the transition densities of the diffusion. We construct adaptive estimators in the multidimensional diffusion case which achieve 'fast' rates of convergence with respect to (1.2) over anisotropic Hölder balls. The extension of results on pointwise rates of convergence to the sup-norm loss usually is fairly standard. It is nevertheless unclear from the outset how the improved variance estimates can be applied in an effective manner in a data-driven estimation procedure. Furthermore, the notion of anisotropy plays an important role 3 in our investigation. Throughout, we consider situations where the smoothness properties of elements of a function space may depend on the chosen direction in R d . The Russian school considered anisotropic spaces from the very start of the theory of function spaces in the late 1950s and the early 1960s (see, e.g., [23] for an account of the developments). Nonetheless, results on minimax rates of convergence in classical statistical models were rare for a long time. The question of optimal bandwidth selection for density estimation (based on i.i.d. observations) with respect to sup-norm risk was not completely solved until the rather recent developments in [15] . Lepski's (convolution-operator based) selection procedure actually provides the starting point of our study.
The general diffusion framework. We consider the following diffusion model.
(M1) (1.1) admits a unique weak solution X with associated Markov semigroup (P t ) t≥0 and infinitesimal generator L;
(M2) X is ergodic with unique invariant probability measure which is absolutely continuous with respect to the Lebesgue measure λ and denoted by dµ V = ρ V dλ, with uniformly bounded invariant density ρ V ∞ ≤ C which is given by
(M3) the diffusion X satisfies the Poincaré inequality (see (PI) in Definition 2.1 below) with constant C 0 , and (M4) the diffusion X satisfies the Nash inequality (see (NI) in Definition 2.1 below) with constants C 1 and C 2 .
Denote by H d (β, L) the set of invariant density functions ρ = ρ V which are associated with drift coefficients b ∈ Σ and which belong to anisotropic Hölder balls (see Definition 3.1) of regularity β + 1 = (
Let us already remark that a classical result (cf. [22] ) states that the assumed gradient structure of the drift (i.e., the existence of a smooth potential func- 
of integral functionals of the diffusion X. Bounds of this type were proven before in [7] (cf. their Proposition 1) by combining estimates based on the spectral gap inequality and on upper bounds on the transition densities of X. As already pointed out, having regard to the statistical minimax set-up considered in this paper, it appears convenient to work in the (stable) framework of functional inequalities. The Nash inequality (NI) actually allows to derive convenient upper bounds on the transition operator. Given bounded f : R d → R with support S satisfying λ(S) < 1, one might then specify an
For a more precise statement of the result and its proof, we refer to Section B in the Appendix (see Lemma B.1).
The collection of invariant density estimators. Given the observation X T of a diffusion X as described in Definition 1.1, we propose to estimate the invariant density ρ V by means of a kernel estimator. For doing so, consider some symmetric, Lipschitz-continuous kernel function
and the main question concerns the choice of the multi-index bandwidth
Let us first comment on the special case of scalar and two-dimensional diffusion processes. Using any sufficiently regular kernel function K, it is straightforward to show that the 'universal' bandwidth choice h 1 = h 2 ∼ T −1/2 yields for any q ≥ 1 the rates
(cf. Section 3 for details). Both the bandwidth and the upper bound on the rate of convergence appearing on the rhs of (1.7) do not depend on the unknown smoothness of the invariant density ρ V . Thus, there is no need for proposing a data-driven bandwidth selection procedure in the framework of continuous observations of a lower-dimensional diffusion process. In what follows, we therefore restrict to the question of adaptive invariant density
The basic approach is briefly summarised as follows: Specify the set of candidate bandwidths H T as
of the risk criterion (see (1.2) ) and some function γ • p taking values in R + whose precise description is postponed to Remark 3.5. Introduce the family of estimators
The aim now is to select an estimator from the family F(H T ) in a completely data-driven way, based only on the observation of the continuous trajectory X T . 6
Statement of main results. We propose a procedure to select an estimator from F(H T ) which is motivated by the approach of [15] . In particular, it will be proven that the selected estimator ρ h ∈ F(H T ) satisfies, for any T > 0 and any b ∈ Σ,
where C 1 and C 2 are numerical constants depending on F(H T ) and Σ only and B V (·) can be viewed as the approximation error of ρ V measured in the supremum norm. The inequality (1.11) then serves as the main tool for analysing the rate of convergence of the adaptive estimators ρ h .
, and define the mean smoothness β + 1 of β + 1 by letting 1
.
We show that, for any q ≥ 1,
(See Theorems 3.3 and 3.4 in Section 3.1 for the precise statement of the results.) We further establish a lower bound, proving optimal adaptivity of the suggested estimators over a scale of anisotropic Hölder classes. The optimal rate of convergence for density estimation with respect to sup-norm risk over anisotropic Hölder classes, given
(see Theorems 2 and 3 in [15] ). The rate (log T /T ) (β+1)/(2β+1+d−2) in (1.13) reflects the increased smoothness in the framework of continuous observations and the specific properties of Markovian diffusion semigroups. Depending on the degree of anisotropy, it may turn out to be substantially faster than the isotropic special case (log T /T ) (β+1)/(2β+d) . 7
Outline of the paper. Preliminaries and central auxiliary results are introduced in Section 2. In particular, we formulate implications of the functional inequalities (of Poincaré-and Nash-type, respectively) which we take for granted throughout the sequel. A reader who is mostly interested in the concrete statistical application might skip this section and continue directly with reading Section 3. There, we investigate the question of estimating the invariant density from continuous-time observations under anisotropic Hölder smoothness constraints. The main results are given in Section 3.3: We formulate the sup-norm oracle-type inequality (1.11) which is at the heart of the adaptive estimation scheme. In addition, we state an asymptotic lower bound which confirms optimality of the adaptive results. In Section 4, we study issues related to invariant density estimation based on discrete observations. On the one hand, we consider convergence properties of estimators in the high-frequency framework and we specify at which rate the sampling frequency has to tend to zero in order to retain the 'fast' convergence rate which has been found in the set-up of continuous observations. On the other hand, we sketch a concrete algorithm which yields data-driven invariant density estimators based on discrete observations. In addition, we state the low-frequency counterpart of (1.13). Complements on functional inequalities and the derivation of upper functions for positive random functionals in the diffusion set-up are given in the appendix. All remaining proofs are deferred to the supplementary file.
Preliminaries.
Let X = (X t ) t≥0 be a diffusion on a probability space (Ω, Σ, P), taking values in R d . Define the associated transition semigroup (P t ) t≥0 on suitable measurable functions f : R d → R by setting
We always assume that X is ergodic with invariant probability measure µ such that (P t ) t≥0 defines a semigroup of contractions on
It follows from the Hille-Yosida theory that there is a dense linear subspace of the Hilbert space L 2 (µ), called the domain D of the semigroup (P t ) t≥0 , on which the derivative at t = 0 of P t exists in L 2 (µ). The operator that maps f ∈ D to this derivative L f ∈ L 2 (µ) of P t f at t = 0 is a linear operator, the so-called infinitesimal generator of the semigroup (P t ) t≥0 . The generator L and its domain D(L) completely characterize the semigroup (P t ) t≥0 acting on L 2 (µ). Throughout the sequel, we restrict to symmetric Markov diffusion semigroups and the associated reversible diffusion processes. Recall that the 8
Markov semigroup (P t ) t≥0 is said to be symmetric with respect to the invariant measure µ (or: µ is reversible for (P t ) t≥0 ) if, for all f, g ∈ L 2 (µ) and all t ≥ 0, f P t gdµ = gP t f dµ. In order to clarify the statistical investigation, we further restrict to diffusion processes with unit diffusion matrix. In this case, it is a classical result (cf. [22] ) that the assumed reversibility of the diffusion X in L 2 (µ) is equivalent to a gradient structure of the drift, i.e., there exists a smooth potential function V :
Assume that we are given a vector subspace A of the domain D(L) such that, for every pair (f, g) ∈ A × A, the product f g is in the domain D(L).
The bilinear map
is called the carré du champ operator of L. In the given set-up, it takes the form Γ(f, g) = ∇f, ∇g for smooth functions f, g on R d . In general, the carré du champ operator Γ and the measure µ completely determine the symmetric Markov generator L.
Functional inequalities.
There exists a very large family of functional inequalities for symmetric Markov semigroups which is subject of many recent works. For a comprehensive account on related issues in the specific context of Markov diffusion operators, we refer to [3] . Many functional inequalities -such as the Poincaré (or spectral gap) inequality as the most prominent example -compare L p norms of functions to the L 2 norms of their gradients. (As noted in [3] , the terminology between Poincaré and spectral gap inequality oscillates.) An important feature of Poincaré inequalities is their equivalence to exponential convergence of the associated Markov semigroup in L 2 (µ). We shall further use Nash inequalities which belong to the broad class of Sobolev inequalities. Their main interest is that they easily provide good control on heat kernels. For ease of presentation, we include the following formal definition.
Definition 2.1. The generator L (or its carré du champ Γ) is said to satisfy a Poincaré inequality on A with respect to the probability measure µ with constant C 0 > 0 if, for any f ∈ A,
The generator L (or its carré du champ Γ) is said to satisfy a Nash inequality on A with respect to the probability measure µ with constants
In the symmetric framework, (PI) is known to be equivalent to exponential convergence of the semigroup (P t ) t≥0 to equilibrium in L 2 (µ): (PI) holds if and only if for every function f :
Remark 2.2. For later reference, let us also recall some classical findings concerning the family of Nash-type inequalities. Whenever µ is a probability measure, it holds C 1 ≥ 1 in (NI). By way of contrast, one may have C 1 = 0 in R d with the Lebesgue measure λ. In particular, this is the case for the classical Nash inequality (cf. [21] ) which may be stated as
for any sufficiently smooth f : R d → R. Whenever µ is a probability measure and C 1 = 1, (NI) implies a Poincaré inequality (PI 
Assuming that X is ergodic with unique invariant probability measure µ V which is absolutely continuous with respect to the Lebesgue measure (dµ V = ρ V dλ), we will consider the question of estimating the invariant density ρ V under (nonparametric) smoothness constraints. In applications, one of course usually is confronted with the questionof finding easily verifiable criteria which ensure the existence of a solution of the SDE (2.2), ergodicity, or the validity of certain functional inequalities. A brief account on this last issue is given in Appendix A.
For the moment, we content ourselves with the following example.
Example 2.3 (cf. Section 7.7 in [3] ). Consider the family of probability measures
c α > 0 the normalising constant. For any α > 0, the associated Markov semigroup (P t ) t≥0 has density kernels p t (x, y), t > 0, (x, y) ∈ R d × R d , with respect to µ α , satisfying
where w(·) := exp
and C(t) > 0. For any α ≥ 1, a Poincaré inequality (PI) with constant C 0 > 0 holds. For α > 2, the semigroup (P t ) t≥0 is ultracontractive, i.e., P t is bounded from L 1 (µ) to L ∞ for any t > 0, and the density kernels p t are uniformly bounded for every t > 0. In particular, a Nash inequality (NI) holds. (See Theorem 6.3.1 and Proposition 6.2.3 in [3] for the proof of the corresponding implications.) Remark 2.4. The diffusion model introduced in Definition 1.1 is very close to the diffusion experiment considered in [7] . In this article, asymptotic local equivalence for inference on the drift in multidimensional ergodic diffusions is established for a class of diffusion processes solving (2.2) with drift coefficient b = −∇V : R d → R d under the following assumption: There exist constants
Condition (II) in particular implies that (2.2) has a unique strong solution X. In addition, X is ergodic with unique invariant probability measure and (PI) holds. The at-most-linear growth assumption in (I) further entails that there exists a constant C 0 > 0 such that the transition density p t (x, y) for all t > 0 and for all (x, y) ∈ R d × R d with x − y 2 < t is bounded as follows,
3. Adaptive estimation of the invariant density in higher dimensions. Suppose we are given a continuous record of observations X T ≡ (X t ) 0≤t≤T , T > 0, of a multidimensional diffusion X as described in Definition 1.1. The question of density estimation belongs to the canonical framework of nonparametric statistics. However, even in the classical i.i.d. set-up, the (more involved) definition of adaptive density estimators is substantially less studied than the Gaussian white noise or the nonparametric regression model. As mentioned in the introduction and detailed below, data-driven bandwidth selection procedures are not required for estimating the invariant density of one-or two-dimensional diffusions from continuous observations. We thus focus on the question of adaptive invariant density estimation in dimension d ≥ 3 for which, to the best of our knowledge, no results are available.
In most cases, the regularity of some function g : R d → R depends on the chosen direction in R d , and isotropic spaces actually are anisotropic spaces. Depending on the specification, the consideration of anisotropy might result in a substantial dimension reduction. We thus work under the following anisotropic smoothness constraints.
for D k i g denoting the k-th order partial derivative of g with respect to the i-th component, β denoting the largest integer strictly smaller than β and e 1 , . . . , e d denoting the canonical basis in
Pointwise estimation revisited. We start our investigation of convergence rates for invariant density estimation by revisiting the remarkable result of [7] on upper bounds for pointwise rates and extending it to the anisotropic situation. Given positive constants M 1 , M 2 , denote by Σ(M 1 , M 2 ) the class of drift coefficients b = −∇V :
, introduce the family of kernel estimators
where the kernel K : R → R is sufficiently smooth and h = (h 1 , . . . , h d ) denotes some multi-bandwidth. Assuming isotropic Hölder-smoothness of ρ V of order β + 1, it is shown in Corollary 2 in [7] that the bandwidth choice
Extending (3.1) to the case of anisotropic Hölder smoothness, we obtain for
For a suitably chosen multi-bandwidth h and kernel K, this yields the following upper bound on the mean-squared error,
Under the assumptions imposed in Definition 1.1, the upper bound in (3.2) for d = 2 can be improved to T −1 log T .
Invariant density estimation in the one-and two-dimensional case.
Let K : R → R be a symmetric, Lipschitz-continuous kernel satisfying (K), and, for some integer b ≥ 2,
If X is strictly stationary, it can be shown by standard arguments that the kernel estimator ρ T,h (·) defined according to (1.6) satisfies, for any β
Plugging h 1 = h 2 ∼ T −1/2 into the rhs of the last display, one obtains the rate announced in (1.7) in the introduction. There is obviously no gain in implementing a data-driven bandwidth selection procedure for density estimation in the framework of continuous observations of a one-or twodimensional diffusion process. Throughout the sequel, we therefore restrict to the case d ≥ 3. With regard to the practically most relevant case of adaptive invariant density estimation from low-frequency observations in the scalar diffusion case, we refer to the recent work [24] who, in addition, construct adaptive confidence bands for the drift coefficient by using a datadriven estimator.
Selection rule.
Consider some symmetric, Lipschitz-continuous kernel function K : R → R satisfying (K). Throughout the sequel, we denote
. Recall the definition of the set of candidate bandwidths H T and the associated set F(H T ) of kernel estimators in (1.8) and (1.9), respectively. We now turn to describing a selection procedure from F(H T ). Later on, we show that this rule yields minimax adaptive invariant density estimators over a scale of anisotropic Hölder classes.
Auxiliary quantities. Following [15] , the selection rule is based on auxiliary estimators relying on the convolution operator. To the best of our knowledge, the use of convolution-based auxiliary estimators was pioneered in [19] . It was introduced as a device to circumvent the lack of ordering among a set of estimators in anisotropic situations where the increase of the variance of an estimator does not necessarily imply a decrease of its bias.
For any bandwidths h
and define the kernel estimators
The basic idea now is to exploit the fact that, for a pair of dilated kernels K h , K η , the smallest majorant with respect to some specific partial order relation is given by K h + K η − K h K η . Taking up this idea, the proposed selection procedure relies on comparing the differences ρ h,η − ρ η . In particular, the method uses the fact that, for any pair (h, η) of multi-bandwidths, 14 the sup-norm of the associated approximation error fulfills
where
i.e., the upper bound does not depend on h.
The selection rule. Denote
and introduce
Denote by H T ⊂ H T the dyadic grid in H T , and set
The adaptive invariant density estimator is then given as
Remark 3.2. Although the basic ideas underlying the selection procedure are the same as in the (anisotropic) i.i.d. framework, it appears instructive to include some further explanation of the involved quantities. More recently, convolution-based methods in adaptive estimation were suggested in [10] , [11] , [12] or [15] . While the proposed (invariant) density estimation procedure is much more involved, it still resembles the adaptive scheme developed by Goldenshluger and Lepski in [11] in the Gaussian white noise framework. Inthis context, the analogue of " ∆ T (h) serves as a lower estimator for the norm of the bias of the estimator ρ h . In our present set-up, letting
(see (C.7) in the proof of Theorem 3.3).
Analysis of the selection rule.
Having regard to the probabilistic analysis of the proposed selection procedure, the crucial point is the evaluation of upper functions for the family of centered estimators. In the current case, it is mostly reduced to verifying
dt denotes the stochastic term of the estimator ρ η . To prove (3.10), we will use and modify some general results from [16] , [17] and [18] . For applying them, we rely on another implication of (PI), namely the following Bernstein-type inequality due to [20] : For any bounded and measurable g : R d → R with gdµ = 0 and ∀t, r > 0, it holds
where σ 2 (·) is the asymptotic variance in the CLT, given by
and C 0 is the constant appearing in Poincaré's inequality (PI). The exponential inequality (BI) will be crucial for our investigation of the proposed adaptive estimators of the invariant density. There exists indeed a vast number of generalisations of the classical Bernstein inequality for independent observations to the framework of Markovian or weakly dependent processes. As a concrete example from the functional inequalities set-up, [5] show that (PI) implies a deviation inequality similar to (BI), replacing σ 2 (g) with g 2 L 2 (µ) . For the proof of 'fast' rates of convergence in the adaptive estimation procedure, we actually require both the tight form of [20] 's result and the variance bounds announced in (1.4).
Coming back again to the concrete selection rule and the definition of the bandwidth h according to (3.7) , it is important to note that "
A T (·) presents a data-driven correspondent of A T (·). It is given explicitly and does not depend on the unknown invariant density. Instead, it is completely determined by the kernel K(·).
Main results.
The following inequality provides the key for analysing the statistical properties of estimators of the invariant density for diffusions as described in Definition 1.1, constructed according to the above scheme. 
Given β ∈ (0, ∞) d , recall the definition of ϕ T (β + 1) according to (1.12). Inequality (3.11) does not represent a 'classical' oracle inequality of the form
Nonetheless, it allows to derive the following result: 
Remark 3.5. The function γ • p appearing in the definition of a • and Λ is a constant multiple of the function γ p : R×R + → R + introduced in Section 2.3 of [15] . All of our auxiliary results are explicit such that all ingredients for the calculation of γ • p are available (see in particular Lemma B.1 in Section B). Specification of the constants in the definition of γ • p thus is only a matter of cumbersome, but straightforward computation.
We proceed by establishing an asymptotic lower bound on the sup-norm loss for invariant density estimation under anisotropic Hölder smoothness constraints. In particular, this leads us to considering probability measures of the form µ 0 = exp(−2V 0 )/Z 0 , Z 0 denoting the normalising constant. To construct suitable families of hypotheses in the proof of the lower bound, we use a classical transformation (adding/removing a gradient field). The classical Holley-Stroock perturbation lemma states that, if µ 0 satisfies a logarithmic Sobolev inequality, v is a bounded function and µ 1 := e −v µ 0 /Z 1 is another probability measure obtained from µ 0 by multiplication by e −v , then also µ 1 satisfies a logarithmic Sobolev inequality. Even more, it is now classical that all Poincaré-Sobolev-type inequalities are stable under bounded perturbations. This convenient stability property is utilized in the proof of the next result which confirms optimality of the adaptive results stated in Theorem 3.4.
where the infimum is taken over all possible estimators ρ T of ρ V .
Estimation beyond the class of gradient drift diffusions. Let us finally briefly motivate our investigation of the special case of diffusion processes with unit diffusion part whose drift function is expressed via some potential function. There is good reason to start by studying estimators based on continuous observations since powerful theoretical results can be proven in this regime. On the one hand, these findings provide benchmarks, showing what ideally could be achieved by discrete-data based methods (see Section 4.1 below). On the other hand, as will be shown in Section 4.2, the proposed procedures can be extended in a straightforward manner to discrete observation schemes. Having chosen the continuous-time observation framework where the diffusion matrix is identifiable, it means only little loss of generality to restrict to the unit diffusion case. Furthermore, it is generally very convenient to restrict to reversible diffusion processes first since this natural assumption enlightens calculations. It also allows to use a number of nice analytical results for the associated Markov semigroup (e.g., the equivalence between the Poincaré inequality (PI) and the spectral gap inequality (2.1)). However, according to Kolmogorov's characterization of reversible diffusions, any diffusion process solving (2.2) is reversible with stationary distribution µ on R d if and only if there exists a scalar potential V :
While all of the previous results are stated in this specific framework, inspection of the proof of Theorem 3.3 and 3.4 shows that it is possible to formulate extensions which hold for a substantially larger class of processes. Assuming that X is reversible and ergodic with invariant density ρ, the bandwidth selection procedure in Section 3.1 allows to define kernel density estimators ρ h as in (3.8) , attaining the rate of convergence ϕ T (β + 1), whenever (i) the spectral gap inequality (2.1) is satisfied and (ii) a Gaussian bound on the transition densities p t (·, ·) holds locally.
Weighted Nash inequalities can be used to prove such non-uniform bounds and may provide an interesting possibility to broaden the scope of a statistical framework incorporating functional inequalities.
4.
Estimation from discrete observations. Up to now, the analysis has been conducted for estimators based on continuous observation of the diffusion process during some time period [0, T ] under the asymptotics T → ∞. While this assumption on the observation scheme is highly idealised, the previous results and techniques also prove very useful in the statistical analysis of estimators based on discrete observations
of a strictly stationary diffusion process X = (X t ) t≥0 satisfying the conditions from Definition 1.1.
4.1.
Estimation based on high-frequency observations. We first consider the context where the data (4.1) are sampled at a high frequency, i.e., ∆ n → 0 as n → ∞. In addition, we assume that the total length of the time interval [0, T n ] where observations are made tends to infinity. This is a classical framework for ergodic diffusion models since it allows to estimate the characteristics of the process. Let K : R → R be as in Theorem 3.4. Inspection of the proof of this theorem shows that, given a continuous record (X t ) 0≤t≤Tn of observations and for any β ∈ (0, b] d , L ∈ (0, ∞) d , the rate-optimal bandwidth choice
can be estimated with rate ϕ T (β + 1) (cf. (1.12) and (1.13)). Let us now pass to the case of discrete observations. Define K h according to (1.10) , and introduce the estimator
Our interest is in specifying a minimal speed of the form ∆ n = O(T −q n ), for some q > 0, such that the convergence rate ϕ T = ϕ Tn as defined in (1.12) still can be attained. 
If the sampling frequency is such that
and the bandwidth is chosen as in (4.2), the estimator (4.3) satisfies for any
Remark 4.2. Let us briefly comment on the above result. Most of the findings on (minimal) conditions on the sampling step size ∆ n in high-frequency diffusion models refer to the one-dimensional set-up. For the concrete question of nonparametric drift estimation, it is then standard to assume that the number n of sampling points and the sampling frequency ∆ n are such that n∆ 2 n → 0 as n → ∞. In the isotropic case, the condition (4.4) on the sampling frequency ∆ n for estimating the invariant density of Hölder smoothness β + 1 from equidistant observations X 0 , X ∆n , . . . , X n∆n with the 'fast' rate is fulfilled for
There is a clear dimensional effect: For fixed smoothness β and very large dimension d, the above condition is satisfied for ∆ n ∼ (log n/n) 2/3 . By way of contrast, for fixed dimension d and increasing smoothness β, the condition on the frequency is close to requiring ∆ n ∼ (log n/n) 1/2 . For small β, the approximation error ρ Tn,h − Ê ρ n,h ∞ between the estimators based on continuous and discrete observations, respectively, can be kept sufficiently small only for a correspondingly small sampling frequency, resulting in a quite restrictive condition on ∆ n .
4.2.
An adaptive estimation scheme for low-frequency observations. Suppose now that X is observed at equidistant points T i = i∆, i = 0, 1, . . . , n−1, ∆ > 0 fixed. In contrast to the framework of continuous or high-frequency observations, nice path properties of diffusion processes cannot be used in the low-frequency set-up. Instead, one has to exploit the Markovian structure. Given discrete observations (X i∆ ) i=0,1,...,n−1 and some kernel K : R → R, a natural invariant density estimator in the 'fixed ∆'-regime is given by
Generally speaking, different frequency assumptions require very different methods. The estimation procedure described in Section 3.1 however is rather 'universal' in the sense that its core is not related to a specific observation scheme. In particular, it is straightforward to adapt the arguments from the continuous observation framework and to propose the following bandwidth selection procedure which allows to define estimators of the form (4.5) in a purely data-driven way.
input data: 21 * observations X 0 , X ∆ , . . . , X (n−1)∆ of a diffusion process from Definition 1.1, ∆ > 0 some fixed observation distance * symmetric Lipschitz-continuous kernel K : R → R with Lipschitz constant L > 0 satisfying (K) and, for some integer b ≥ 2, condition (3.3) * for γ • p (·, ·; ·) defined in Appendix C (cf. the supplementary file), set
procedure: * introduce the set H n of candidate bandwidths by letting
and denote by H n a suitable dyadic grid in H n * define n := 2 
with bandwidth h defined according to (4.6) satisfies, for any
APPENDIX A: COMPLEMENTS ON FUNCTIONAL INEQUALITIES
In recent years, a lot of interest was devoted to the study of (the validity of) functional inequalities and their implications. Examples where Poincaré -and also logarithmic Sobolev -inequalities hold can be obtained under the Bakry-Émery curvature condition which involves log-concavity assumptions on the underlying measure. Alternatively, one may use Lyapunov-type criteria which are known to entail certain results on the long-time behavior of the laws of Markov processes. The connection between Lyapunov conditions and Poincaré inequalities was studied in detail in [1] . We cite the following concrete conditions for the verification of (PI). The following two auxiliary results play an important role in the proof of the upper and the lower bound, respectively. They actually motivate the functional inequalities approach advocated in this paper. 23
For proving the upper bound, we exploit the well-known relation between the Nash inequality and ultracontractivity (see Section 6.3 in [3] and references therein). Given some diffusion X with associated Markov semigroup (P t ) t≥0 and (p, q) ∈ [1, ∞) 2 , denote
(standard extension to the case q = ∞). Classical results are due to [8] , showing the equivalence of certain Sobolev-type inequalities and ultracontractivity. Another classical reference is [4] : In the framework of symmetric Markov processes, their Theorem 2.1 asserts that (NI) implies that there exists a constant B ∈ (0, ∞), depending only on d and C 2 , such that P t 1,∞ ≤ Be C 1 t/C 2 t −d/2 , t > 0. We shall use the following (related) result.
Lemma A.3. Let X be a diffusion with associated infinitesimal generator L and Markov semigroup (P t ) t≥0 . If L satisfies (NI) wrt the measure µ with constants C 1 , C 2 > 0, then
Proof. Under the given assumptions, it follows from Theorem 2.1 in [2] that
Taking adjoints, we obtain P t 2,∞ = P t 1,2 . The semigroup property implies that P t = P t/2 • P t/2 such that P t 1,∞ ≤ P t/2 1,2 P t/2 2,∞ = P t/2 2 1,2 ≤ C 2 (t/2). Indeed, the precise implications are as follows,
Analogously to the proof of Proposition 1 in [7] , the proof of the upper bound in (B.2) relies on a decomposition of the integral on the rhs of (B.3). Let 0 < θ < Θ < ∞ to be specified later. For 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1 and s ≥ 0, Hölder's inequality implies that
First, let T 1 := [0, θ] ∪ [Θ, ∞) and p = q = 2, and note that (PI) (precisely: the equivalent spectral gap inequality) entails that
