Consider the fractional ARIMA time series with innovations that have in nite variance. This is a nite parameter model which exhibits both long-range dependence (long memory) and high variability. We prove the consistency of an estimator of the unknown parameters which is based on the periodogram and derive its asymptotic distribution. This shows that the results of Mikosch, Gadrich, Kl uppelberg and Adler (1995) for ARMA time series remain valid for fractional ARIMA with long-range dependence. We also extend the limit theorem for sample autocovariances of innite variance moving averages developed in Davis and Resnick (1985) to moving averages whose coe cients are not absolutely summable.
Introduction and main results
This paper is concerned with the estimation of the parameters of the fractional ARIMA time series fX n g de ned by the equations (B)X n = (B) ?d Z n ; (1.1) where the innovations Z n have in nite variance and where d is a positive fractional number. B and denote the backward and di erencing operator respectively. Because of the presence of the fractional d, the times series (1.1) has not only in nite variance but also exhibits long-range dependence (long memory). For more details, see Samorodnitsky and Taqqu (1994) , Taqqu (1995a) and (1995b) .
Our goal is to estimate both d and the coe cients of the polynomials and , by using a variant of Whittle's method. For a stationary Gaussian time series with spectral density g( ; ); ? < < , Whittle's method, which provides an estimate of , requires replacing the inverse covariance matrix that appears in the Gaussian likelihood by a Toeplitz (covariance) matrix with spectral density 1=g and then maximizing the quadratic form. Hannan (1973) applied Whittle's method to nite variance to a central limit theorem for weighted quadratic forms whose weights are chosen in such a way as to compensate for the long-range dependence. Fox and Taqqu's result, which was later generalized to the full maximum likelihood by Dahlhaus (1989) , is the basis of one of the most commonly used techniques for estimating the intensity of long-range dependence in Gaussian time series (see Beran (1994) ). Giraitis and Surgailis (1990) extended Fox and Taqqu's result to nite variance innovations without Gaussian assumptions and Heyde and Gay (1993) to random elds.
When the innovations are in the domain of attraction of an in nite variance stable random variable, covariances stop making sense. One can, however, still use the same estimator as in the Gaussian case. Doing so has the advantage of not having to determine beforehand the often unknown distributions of the innovations. It is necessary, however, to verify that these estimators have good properties in the in nite variance case as well. Mikosch, Gadrich, Kl uppelberg and Adler (1995) showed that this is the case for ARMA time series. In this paper we extend the result of Mikosch et al. to fractional ARIMA time series which have long-range dependence. We prove that the estimator is consistent and determine its asymptotic distribution. Because of the slow decay of the coe cients in the fractional ARIMA time series, very few of the technical arguments used by Mikosch et al. (1995) carry over to our setting and hence signi cantly di erent proofs of the basic lemmas had to be developed.
Assume then that the innovations Z n in (1.1) are i.i.d. with mean zero and are in the domain of attraction of an -stable law with 1 < < 2, i.e. P(jZ n j > x) = x ? L(x); as x ! 1; (1.2) where L is a slowly varying function, and P(Z n > x)=P(jZ n j > x) ! a; P(Z n < ?x)=P(jZ n j > x) ! b; (1.3) where a and b are nonnegative numbers satisfying a + b = 1. It has been shown in Kokoszka (1995) (and Kokoszka and Taqqu (1995a) jjc j j 1^ < 1 for some 0 < < (1.6) of Mikosch et al. (1995) . The fact that the c j 's are not absolutely summable turns out to be a major source of di culties.
We want to estimate the (p + q + 1)-dimensional vector 0 = ( 1 ; : : : ; p ; 1 ; : : : ; q ; d) where 1 ; : : : ; p and 1 ; : : : ; q are the coe cients of the autoregressive polynomial (z) = 1 ? 1 z ? : : : ? p z p and the moving average polynomial (z) = 1 + 1 z + : : : + q z q respectively, and d is the di erencing parameter in (1.1). We assume that the true value of d is positive and hence lies in the open interval (0; 1 ? 1 ). In the case of Gaussian innovations, positive d corresponds to a spectral density that diverges at zero (1/f noise). The preceding discussion motivates the choice of our parameter space E, namely a compact set contained in n ( 1 ; : : : ; p ; 1 ; : : : ; q ; d) : p 6 = 0; q 6 = 0; (z) and (z) have no common zeros; (z) (z) 6 = 0 for jzj 1; d 2 0; 1 ? 1 o :
We introduce now some additional notation which will be used throughout the paper The normalized periodogram is de ned as follows: (1.14)
This theorem is proved in Section 2.2. As part of the proof, we extend the limit theorem for sample autocovariances of in nite variance moving averages developed in Davis and Resnick (1985) to moving averages whose coe cients are not absolutely summable.
We now turn to the asymptotic distribution of the estimator n . Theorem 1.2 below, which generalizes Theorem 2.2 of Mikosch et al. (1995) and which is an in nite variance analog of Theorem 2 of Fox and Taqqu (1986) , is valid under a more restrictive assumption on the innovations Z n . We now assume that the Z n are symmetric and are in the domain of normal attraction of a S S law i.e. We make these additional assumptions on the Z n because our proofs depend heavily on the results of Rosinski and Woyczynski (1987) which require that the Z n (the X i in their paper) be symmetric and satisfy lim sup !1 P(jZ n j > ) C < 1:
In order to state our result we introduce the (p + q + 1) (p + q + 1) matrix W ( 0 ) ). Theorem 1.2 is a rst step in the development of statistical procedures for time series that exhibit both in nite variance and long-range dependence. Its proof is presented in Section 3. In Section 4 we describe the results of a small simulation study.
Consistency of the estimator
The proof of the Consistency Theorem 1.1, which is presented in Section 2.1 below, follows in its main outline that of Theorem 2.1 of Mikosch et al. (1995) . In our case, however, the power transfer function g( ; 0 ) diverges to in nity at = 0, so the arguments developed for continuous g do not carry over. By working with the compact parameter space E, we are able to avoid some technical complications.
We rst establish the following extention of Theorem 4.2 of Davis and Resnick (1985) . where Y 0 is as in Theorem 1.2 and the a n are determined by the condition 8x > 0 lim n!1 nP(jZ 1 j > a n x) = x ? :
Observe that in Theorem 2.1 we do not assume the absolute summability of the c j if > 1, which was a global assumption in the paper of Davis and Resnick (1985) . A careful study of their proofs shows that the result depends on the relation:
and on Condition (2.1), which guarantees that the process X n is well-de ned (see e.g. Avram and Taqqu (1986) ). Relation (2.4) was proved by Cline (1983) We start by describing the basic idea. While our argument essentially follows the one presented in Resnick (1987) pp. 228-230, the crucial di erence is that in order to nd an e ective upper bound for
we use the Chebyshev Inequality rather than the Markov Inequality. This makes it unnecessary to use Jensen's inequality to reduce the case 1 to the case < 1, a procedure which required the assumption P j jc j j < 1 ( P j stands for P 1 j=0 or P 1 j=?1 ). Observe rst that
We rst verify that the series
Observe that the Y j need not be orthogonal. It su ces to show that P j jEY j j < 1 and P j EjY j ?EY j j 2 < 1. In the arguments below we often use Potter's theorem (see Theorem 1.5.6(c) of Bingham et al. (1987) ). Since EZ j = 0, we have for su ciently large j. x 2 P(jZ 1 j > x) ! 2 ? (2.7) (see Section 8.1 of Bingham et al. (1987) ) that the function U(x): = E jZ 1 j 2 1 jZ 1 j x] ] is regularly varying with index 2 ? , and, consequently, for su ciently large x and some constant K, EY 2 j x 2 P(jZ 1 j > x) = jc j j 2 E Z 2
x 2 P(jZ 1 j > x) Kjc j j 2 (jc j j ?1 ) 2? + = Kjc j j ? :
, we obtain from (2.5), (2.6) and (2.8),
Since P(jZ 1 j > x) is regularly varying at in nity with index ? , for su ciently large j the summands in the sum de ning S 1 (x) do not exceed (1 + )jc j j ? , and so lim x!1 S 1 (x) = P j jc j j . By (2.7), (2.8) and the Dominated Convergence Theorem, lim x!1 S 2 (x) = 2? P j jc j j . Finally, by (2.6), S 3 (x) c( ; )( P j jc j j ? ) 2 x ? + . The inequality (2.9) and these relations yield lim sup Letting rst m ! 1 and then r ! 0 in (2.11) and (2.12), we get (2.4).
Proof of the Consistency Theorem 1.1
The proof of Theorem 1.1 uses two lemmas. The rst extends Proposition 10.8.1 of Brockwell and Davis (1991) ; the second extends Lemma 1 of Fox and Taqqu (1986) Pf 2 ( 0 ) t; 0 6 = 0 g = Pf 2 ( 0 ) t 0 ; 0 6 = 0 g = 0:
(2.24)
The equality (2.23) implies that for any t > t 0 , 1 = P( 2 ( 0 ) t; 0 = 0 ) + P( 2 ( 0 ) t; 0 6 = 0 ) P( 0 = 0 ) + P( 2 ( 0 ) t; 0 6 = 0 ); which together with (2.24) yields P( 0 = 0 ) = 1. This is what we wanted to establish.
Finally, to prove (1.14), write P(j 2 n ( n ) ? 2 ( 0 )j ) P(j 2 n ( n ) ? 2 ( n )j =2) + P(j 2 ( n ) ? 2 ( 0 )j =2):
(2.25)
The rst term in the right-hand side of (2.25) tends to zero by (2.18), the second because n P ! 0 and 2 is continuous on E.
3 Asymptotic distribution of the estimator Multiplying both sides of (3.9) by (n= log n) 1= and using (3.3) and (3.8) together with Theorem 4.4
of Billingsley (1968) , yields (1.21).
Tools
We state here several results on which we rely extensively.
The following proposition follows from Theorem 3.1 of Rosinski and Woyczynski (1987) . The next proposition is a direct consequence of Theorem 3.3 of Davis and Resnick (1986 we see that (3.35) holds. Our next goal is to establish a relationship between the right-hand side of (3.2) and the right-hand side of (3.26). The rst step in this direction is to relate the sample variances of the processes fX t g and fZ t g. Lemma 3.3 Suppose the Z n ; c j ; X n and a n are as in Theorem 2. (3.37)
Proof: We only sketch the proof since it is similar to the proofs in Davis and Resnick (1985) and (1986) Therefore, it remains to establish (3.45). In view of (3.42) and the fact that under the assumptions of Theorem 1.2, a n is proportional to n 1= , Relation (3.45) will follow once we have proved the following In order to establish upper bounds on the coe cients n (t) and n (k; t), observe that by Condition (A.3) on p. 521 of Fox and Taqqu (1986) which again tends to 0 as n ! 1 for su ciently close to . This completes the proof of (3.64) and (3.54) with u = 2.
3) The proof of (3.54) with u = 3 is the same as in the case u = 1. 4) The case u = 4 is dealt with similarly as the previous three cases. Write 3) It remains to verify (3.75) with u = 3. Denote the left-hand side of (3.75) by ?n ?1= I 4n . Then 
Simulation
The estimator n of the unknown parameter vector minimizes the function 2 n ( ) in (1.12). To nd n , one can use without modi cation programs for Gaussian time series, for example, the one given in Section 12.1.3 of Beran (1994) . These programs follow the minimization procedure described in Fox and Taqqu (1986) . This procedure di ers from the one discussed in Section 1 in two respects, neither of which a ects the results. The division by P n i=1 X 2 i in (1.10) can be ignored because this quantity does not depend on the unknown parameter vector . There is also no need for subtracting R ? log g( ; )d as in Fox and Taqqu (1986) , because, in the case of FARIMA, this integral equals a constant independent of . Mikosch et al. (1995) ran a simulation using ARMA sequences. Focusing on long-range dependence, we generate here FARIMA (0; d; 0) sequences with S S innovations. In the Gaussian case = 2, one can apply the Durbin-Levinson algorithm (see Brockwell and Davis (1991) ) to generate an exact FARIMA, using for example, the arima.fracdi .sim function in S-Plus. Because there is no known technique to generate an exact FARIMA in the stable case, we will approximate the in nite moving average (1.4) by the nite one Samorodnitsky and Taqqu (1994) .
We set J = 1000 in (4.1) and simulate series with parameters ( ; d) = (1:2; 0:1); (1:5; 0:2); (2; 0:1); (2; 0:2) and sample sizes n = 100; 1000 and 10,000. Observe that 0 < d < 1 ?1= . We included the Gaussian = 2, so that one can compare the results with this known case. Gaussian series are generated with the S-Plus function arima-fraidi .sim referred to earlier.
For each kind of time series, we generated 50 independent samples and reported the average values The parameter d, as is well known, is hard to estimate when the time series is short. As in the Gaussian case,^ and p MSE are relatively large for n = 100. The estimates improve dramatically for large sample sizes. They are very good when n = 1000 and excellent when n = 10; 000. Whittle Estimator applied to FARIMA(0,d,0) N=100 N=1000 N=10,000
deviation from nominal value 1 --alpha = 1.2, d=0.1 2 --alpha = 1.5, d=0.2 3 --alpha = 2, d=0.1 4 --alpha = 2, d=0.2
