Abstract. In Model Based Development (MBD) of embedded systems, it is often desirable to not only verify/falsify certain formal system specifications, but also to automatically explore the properties that the system satisfies. Namely, given a parametric specification, we would like to automatically infer the ranges of parameters for which the property holds/does not hold on the system. In this paper, we consider parametric specifications in Metric Temporal Logic (MTL). Using robust semantics for MTL, the parameter estimation problem can be converted into an optimization problem which can be solved by utilizing stochastic optimization methods. The framework is demonstrated on some examples from the literature.
Introduction
Software development for embedded control systems is particularly challenging. The software may be distributed with real time constraints and must interact with the physical environment in non trivial ways. Multiple incidents and accidents of safety critical systems [1, 2] reinforce the need for design, verification and validation methodologies that provide a certain level of confidence in the system correctness and robustness.
Recently, there has been a trend to develop software for safety critical embedded control systems using the Model Based Design (MBD) paradigm. Among the benefits of the MBD approach is that it provides the possibility for automatic code generation. Based on a level of confidence on the automatic code generation process, some of the system verification and validation can be performed at earlier design stages using only models of the system. Due to the importance of the problem, there has been a substantial level of research on testing and verification of models of embedded and hybrid systems (see [3] for an overview).
In [4] , we investigated a new approach for testing embedded and hybrid systems against formal requirements in Metric Temporal Logic (MTL) [5] . Our work was premised on the need to express complex design requirements in a formal logic for both requirements analysis and requirements verification. Based on the concept of robustness of MTL specifications [6] , we were able to pose the property falsification/testing problem as an optimization problem. In particular, robust MTL semantics provide the user with an application depended measure of how far a system behavior is from failing to satisfy a requirement. Therefore, the goal of an automatic test generator is to produce a sequence of tests by gradually reducing that positive measure until a system behavior with a negative robustness measure is produced. In other words, we are seeking to detect system behaviors that minimize the specification robustness measure.
Unfortunately, the resulting optimization problem is non-linear and non-convex, in general. Moreover, embedded system models frequently contain black boxes as subcomponents. Thus, only stochastic optimization techniques can be employed for solving the optimization problem and, in turn, for solving the initial falsification problem. In our previous research [7, 8, 4] , we have explored the applicability of various stochastic optimization methods to the MTL falsification problem with great success.
In this work, we take the MTL falsification method one step further. Namely, not only would we like to detect a falsifying behavior if one exists, but also we would like to be able to explore and determine system properties. Such a property exploration framework can be of great help to the practitioner. In many cases, the system requirements are not well formalized or understood at the initial system design stages. Therefore, if the specification can be falsified, then it is natural to ask for what parameter values the system still falsifies the specification.
In more detail, given an MTL specification with an unknown or uncertain parameter [9] , we automatically formulate an optimization problem whose solution provides a range of values for the parameter such that the specification does not hold on the system. In order to solve the resulting optimization problem, we utilize our MTL falsification toolbox S-TaLiRo [10] , which contains a number of stochastic optimization methods [7, 8, 4] . Finally, we demonstrate our framework on a challenge problem from the industry [11] and we present some experimental results on a small number of benchmark problems.
Problem Formulation
In this work, we take a general approach in modeling real-time embedded systems that interact with physical systems that have non-trivial dynamics. In the following, we will be using the term hybrid systems or Cyber-Physical Systems (CPS) for such systems to stress the interconnection between the embedded system and the physical world.
We fix N ⊆ N, where N is the set of natural numbers, to be a finite set of indexes for the finite representation of a system behavior. In the following, given two sets A and B, B
A denotes the set of all functions from A to B. That is, for any f ∈ B A we have f : A → B. We view a system Σ as a mapping from a compact set of initial operating conditions X 0 and input signals U ⊆ U N to output signals Y N and timing (or sampling) functions T ⊆ R N + . Here, U is a compact set of possible input values at each point in time (input space), Y is the set of output values (output space), R is the set of real numbers and R + the set of positive reals.
We impose three assumptions / restrictions on the systems that we consider: 
The output space Y must be equipped with a generalized metric d which contains a subspace Z equipped with a metric d. 3. For a specific initial condition x 0 and input signal u, there must exist a unique output signal y defined over the time domain R. That is, the system Σ is deterministic.
Further details on the necessity and implications of the aforementioned assumptions can be found in [12] . Under Assumption 3, a system Σ can be viewed as a function
N × T which takes as an input an initial condition x 0 ∈ X 0 and an input signal u ∈ U and it produces as output a signal y : N → Y (also referred to as trajectory) and a timing function τ : N → R + . The only restriction on the timing function τ is that it must be a monotonic function, i.e., τ (i) < τ(j) for i < j. The pair μ = (y, τ) is usually referred to as a timed state sequence, which is a widely accepted model for reasoning about real time systems [13] . A timed state sequence can represent a computer simulated trajectory of a CPS or the sampling process that takes place when we digitally monitor physical systems. We remark that a timed state sequence can represent both the internal state of the software/hardware (usually through an abstraction) and the state of the physical system. The set of all timed state sequences of a system Σ will be denoted by L(Σ). That is,
Our high level goal is to explore and infer properties that the system Σ satisfies by observing its response (output signals) to particular input signals and initial conditions. We assume that the system designer has some partial understanding about the properties that the system satisfies or does not satisfy and he/she would like to be able to precisely determine these properties. In particular, we assume that the system developer can formalize the system properties in Metric Temporal Logic (MTL) [5] , but some parameters are unknown. Such parameters could be unknown threshold values for the continuous state variables of the hybrid system or some unknown real time constraints.
Example 1.
As a motivating example, we will consider a slightly modified version of the Automatic Transmission model provided by Mathworks as a Simulink demo 1 . Further details on this example can be found in [14, 15, 12] . The only input u to the system is the throttle schedule, while the break schedule is set simply to 0 for the duration of the simulation which is T = 30 sec. Formally, in this work, we solve the following problem. Ideally, by solving Problem 1, we would also like to have the property that for any
Problem 1 (Temporal Logic Parameter Estimation Problem). Given an MTL formula φ[θ] with a single unknown parameter
θ ∈ Θ = [θ m , θ M ] ⊆ R, a
hybrid system Σ, and a maximum testing time T , find an optimal range
However, even for a given ζ, the problem of algorithmically computing whether Σ |= φ[ζ] is not easy to solve for the classes of hybrid systems that we consider in this work.
An overview of our proposed solution to Problem 1 appears in Fig. 2 . The sampler produces a point x 0 from the set of initial conditions, a parameter vector λ that characterizes the control input signal u and a parameter θ. The vectors x 0 and λ are passed to the system simulator which returns an execution trace (output trajectory and timing function). The trace is then analyzed by the MTL robustness analyzer which returns a robustness value representing the best estimate for the robustness found so far. In turn, the robustness score computed is used by the stochastic sampler to decide on a next input to analyze. The process terminates after a maximum number of tests or when no improvement on the parameter estimate θ has been made after a number of tests.
Robustness of Metric Temporal Logic Formulas
Metric Temporal Logic (MTL) was introduced in [5] in order to reason about the quantitative timing properties of boolean signals. In the following, we present directly MTL in Negation Normal Form (NNF) since this is needed for the presentation of the new results in Section 5. We denote the extended real number line by R = R ∪ {±∞}.
Definition 1 (Syntax of MTL in NNF). Let R be the set of truth degree constants, AP be the set of atomic propositions and I be a non-empty nonsingular interval of R ≥0 . The set M T L of all well-formed formulas (wff ) is inductively defined using the following rules:
-Terms: True ( ), false (⊥), all constants r ∈ R and propositions p, ¬p for p ∈ AP are terms. -Formulas: if φ 1 and φ 2 are terms or formulas, then
and φ 1 R I φ 2 are formulas.
The atomic propositions in our case label subsets of the output space Y . In other words, each atomic proposition is a shorthand for an arithmetic expression of the form p ≡ g(y) ≤ c, where g : Y → R and c ∈ R. We define an observation
In the above definition, U I is the timed until operator and R I the timed release operator. The subscript I imposes timing constraints on the temporal operators. The interval I can be open, half-open or closed, bounded or unbounded, but it must be non-empty (I = ∅) (and, practically speaking, non-singular (I = {t})). In the case where I = [0, +∞), we remove the subscript I from the temporal operators, i.e., we just write U, and R. Also, we can define eventually (3 I φ ≡ U I φ) and always (2 I φ ≡ ⊥R I φ).
Before proceeding to the actual definition of the robust semantics, we introduce some auxiliary notation. A metric space is a pair (X, d) such that the topology of the set X is induced by a metric d. Using a metric d, we can define the distance of a point x ∈ X from a set S ⊆ X. Intuitively, this distance is the shortest distance from x to all the points in S. In a similar way, the depth of a point x in a set S is defined to be the shortest distance of x from the boundary of S. Both the notions of distance and depth will play a fundamental role in the definition of the robustness degree.
Definition 2 (Signed Distance)
. Let x ∈ X be a point, S ⊆ X be a set and d be a metric on X. Then, we define the Signed Distance from x to S to be
We remark that we use the extended definition of the supremum and infimum, i.e., sup ∅ := −∞ and inf ∅ := +∞. MTL formulas are interpreted over timed state sequences μ. In the past [6] , we proposed multi-valued semantics for MTL where the valuation function on the predicates takes values over the totally ordered set R according to a metric d operating on the output space Y . For this purpose, we let the valuation function be the depth (or the distance) of the current point of the signal y(i) in a set O(p) labeled by the atomic proposition p. Intuitively, this distance represents how robustly is the point y(i) within a set O(p). If this metric is zero, then even the smallest perturbation of the point can drive it inside or outside the set O(p), dramatically affecting membership.
For the purposes of the following discussion, we use the notation [[φ] ] to denote the robustness estimate with which the timed state sequence μ satisfies the specification φ. Formally, the valuation function for a given formula φ is
In the definition below, we also use the following notation : for Q ⊆ R, the preimage of Q under τ is defined as :
Definition 3 (Robustness Estimate). Let μ = (y, τ) ∈ L(Σ), r ∈ R and i, j, k ∈ N , then the robustness estimate of any formula MTL φ with respect to μ is recursively defined as follows
Recall that we use the extended definition of supremum and infimum. When i = 0, then we simply write
The robustness of an MTL formula with respect to a timed state sequence can be computed using several existing algorithms [6, 15, 16] .
Parametric Metric Temporal Logic over Signals
In many cases, it is important to be able to describe an MTL specification with unknown parameters and, then, infer the parameters that make the specification true/false. In [9] , Asarin et. al. introduce Parametric Signal Temporal Logic (PSTL) and present two algorithms for computing approximations for parameters over a given signal. Here, we review some of the results in [9] while adapting them in the notation and formalism that we use in this paper.
We will restrict the occurrences of unknown parameters in the specification to a single parameter that may appear either in the timing constraints of a temporal operator or in the atomic propositions. We will denote a PMTL formula φ with parameter λ by φ [λ] . Given some value θ ∈ Θ, then the formula φ[θ] is an MTL formula.
Since the valuation function of an MTL formula is a composition of minimum and maximum operations quantified over time intervals, a formula φ[λ] is monotonic with respect to λ.
Example 2. Consider the PMTL formula
Given a timed state sequence μ = (y, τ) with τ (0) = 0, for θ 1 ≤ θ 2 , we have:
is non-increasing with θ. See Fig. 3 for an example using an output trajectory from the system in Example 1.
The previous example can be formalized in the following result. 
Proof (Sketch).
The proof is by induction on the structure of the formula and it is similar to the proofs that appear in [6] . 
We can derive similar results when the parameter appears in the numerical expression of the atomic proposition.
Proposition 2. Consider a PMTL formula φ[λ] such that it contains a parametric atomic proposition p[λ]
in a subformula. Then, given a timed state sequence μ = (y, τ), for θ 1 , θ 2 ∈ R ≥0 , such that θ 1 ≤ θ 2 , and for i ∈ N , we have:
e., the function [[φ[λ]]](μ, i) is nondecreasing with respect to λ, and 2. if p[λ]
≡ g(x) ≥ λ, then [[φ[θ 1 ]]](μ, i) ≥ [[φ[θ 2 ]]](μ, i), i.
e., the function [[φ[λ]]](μ, i) is non-increasing with respect to λ.

Proof (Sketch).
The proof is by induction on the structure of the formula and it is similar to the proofs that appear in [6] . For completeness, we present the base case
]). We will only present the case for which y(i) ∈ O(p[θ 2 ]). We have:
The results presented in this section can be easily extended to multiple parameters. However, in this work, we will focus on a single parameter in order to derive a more tractable optimization problem. 
Temporal Logic Parameter Bound Computation
The notion of robustness of temporal logics will enable us to pose the parameter estimation problem as an optimization problem. In order to solve the resulting optimization problem, falsification methods and S-TaLiRo can be utilized in order to estimate Θ * for Problem 1. As described in the previous section, the parametric robustness functions that we are considering are monotonic with respect to the search parameter. Therefore, if we are searching for a parameter over an interval However, [[φ[θ] ]](Σ) neither can be computed using reachability analysis algorithms nor is known in closed form for the systems that we are considering. Therefore, we will have to compute an under-approximation of Θ * . Our focus will be to formulate an optimization problem that can be solved using stochastic search methods. In particular, we will reformulate optimization problem (1) into a new one where the constraints due to the specification are incorporated into the cost function:
where the sign (±) and the parameter γ depend on whether the problem is a maximization or a minimization problem. The parameter γ must be properly chosen so that the optimum of problem (2) (1) is feasible, then the optimum of equations (1) and (2) is the same. We will reformulate the problem of Eq. (2) so that we do not have to solve two separate optimization problems. From (2), we have: 
Non-increasing Robustness Functions
where γ ≥ max(θ M , 0). The previous discussion is formalized in the following result.
Proposition 3.
Let θ * and μ * be the parameters returned by an optimization algorithm that is applied to the problem in Eq. (3) 
Since we are utilizing stochastic optimization methods [7, 10, 8, 4] 
Non-decreasing Robustness Functions
The case of non-decreasing robustness functions is symmetric to the case of non-increasing robustness functions. In particular, the optimization problem is a maximization problem. We will reformulate the problem of Eq. (2) so that we do not have to solve two separate optimization problems. From (2), we have:
where γ ≤ min(θ m , 0). The previous discussion is formalized in the following result. [12.59,30] (ω ≤ 4500) with respect to the input u appears in Fig. 5 (right 
Proposition 4. Let θ * and μ * be the parameters returned by an optimization algorithm that is applied to the problem in Eq. (4). If
[[φ[θ * ]]](μ * ) ≤ 0, then for all θ ∈ Θ * = [θ m , θ * ], we have [[φ[θ]]](Σ) ≤ 0. Proof. If [[φ[θ * ]]](μ * ) ≤ 0, then [[φ[θ * ]]](Σ) ≤ 0. Since [[φ[θ]]](Σ) is non-decreasing with respect to θ, then for all θ ∈ [θ m , θ * ], we also have [[φ[θ]]](Σ) ≤ 0. Again, if [[φ[θ * ]]](μ * ) > 0,
Experiments and a Case Study
The parametric MTL exploration of embedded systems was motivated by a challenge problem published by Ford in 2002 [11] . In particular, the report provided a simple -but still realistic -model of a powertrain system (both the physical system and the embedded control logic) and posed the question whether there are constant operating conditions that can cause a transition from gear two to gear one and then back to gear two. Such a sequence would imply that the transition was not necessary in the first place.
The system is modeled in Checkmate [17] . It has 6 continuous state variables and 2 Stateflow charts with 4 and 6 states, respectively. The Stateflow chart for the shift scheduler appears in Fig. 6 . The system dynamics and switching conditions are linear. However, some switching conditions depend on the inputs to the system. The latter makes the application of standard hybrid system verification tools not a straightforward task. In [15] , we demonstrated that S-TaLiRo [10] can successfully solve the challenge problem (see Fig. 6 ) by formalizing the requirement as an MTL specification φ e1 = ¬3(g 2 ∧ 3(g 1 ∧ 3g 2 )) where g i is a proposition that is true when the system is in gear i. Stochastic search methods can be applied to solve the resulting optimization problem where the cost function is the robustness of the specification. Moreover, inspired by the success of S-TaLiRo on the challenge problem, we tried to ask a more complex question. Namely, does a transition exists from gear two to gear one and back to gear two in less than 2.5 sec? An MTL specification that can capture this requirement is φ e2 = 2((¬g 1 
The natural question that arises is what would be the smallest time for which such a transition can occur? We can formulate a parametric MTL formula to query the model of the powertrain system:
We have extended S-TaLiRo to be able to handle parametric MTL specifications. The total simulation time of the model was 60 sec and the search interval was Θ = [0, 30]. S-TaLiRo returned θ * ≈ 0.4273 as the minimum parameter found (See Fig. 6 ) using about 300 tests of the system.
In Table 6 , we present some experimental results. Since no other technique can solve the parameter estimation problem for MTL formulas over hybrid systems, we compare our method with the falsification methods that we have developed in the past [12, 7] . A detailed description of the benchmark problems can be found in [12, 7] and the benchmarks can be downloaded with the S-TaLiRo distribution 2 . In order to be able to compare the two methods, when performing parameter estimation, we regard a parameter value less than the constant in the MTL formula as falsification. Notably, for benchmark problems that are easier to falsify, the parameter estimation method incurs additional cost in the sense of reduced number of falsifications. On the other hand, on hard problem instances, the parameter estimation method provides us with parameter ranges for which the system fails the specification. Moreover, on the powertrain challenge problem, the parameter estimation method actually helps in falsifying the system. We conjecture that the reason for this improved performance is that the timing requirements on this problem are more important than the state constraints.
Related Work
The topic of testing embedded software and, in particular, embedded control software is a well studied problem that involves many subtopics well beyond the scope of this paper. We refer the reader to specialized book chapters and textbooks for further information [18, 19] . Similarly, a lot of research has been invested on testing methods for Model Based Development (MBD) of embedded systems [3] . However, the temporal logic testing of embedded and hybrid systems has not received much attention [20, 21, 4, 22] . Parametric temporal logics were first defined over traces of finite state machines [23] . In parametric temporal logics, some of the timing constraints of the temporal operators are replaced by parameters. Then, the goal is to develop algorithms that will compute the values of the parameters that make the specification true under some optimality criteria. That line of work has been extended to real-time systems and in particular to timed automata [24] and continuoustime signals [9] . The authors in [25, 26] define a parametric temporal logic called quantifier free LTL over real valued signals. However, they focus on the problem of determining system parameters such that the system satisfies a given property rather than on the problem of exploring the properties of a given system.
Another related research topic is the problem of Temporal Logic Queries [27, 28] . In detail, given a model of the system and a temporal logic formula φ, a subformula in φ is replaced with a special symbol ?. Then, the problem is to determine a set of Boolean formulas such that if these formulas are placed into the placeholder ?, then φ holds on the model.
Conclusions
An important stage in Model Based Development (MBD) of embedded control software is the formalization of system requirements. We advocate that Metric Temporal Logic (MTL) is an excellent candidate for formalizing interesting design requirements. In this paper, we have presented a solution on how we can explore system properties using Parametric MTL (PMTL) [9] . Based on the notion of robustness of MTL [6] , we have converted the parameter estimation problem into an optimization problem which we solve using S-TaLiRo [10] . Even though this paper presents a method for estimating the range for a single parameter, the results can be easily extended to multiple parameters as long as the robustness function has the same monotonicity with respect to all the parameters. Finally, we have demonstrated that the our method can provide interesting insights to the powertrain challenge problem [11] .
