Abstract-In data envelopment analysis (DEA), all efficient decision making units (DMUs) have the same efficiency score which are difficult to discriminate. Cross-efficiency can be used to discriminate among efficient-DMUs. It also provides an alternative efficiency ranking for inefficient-DMUs. However, weight sets used for cross-efficiency may not be proper for ranking DMUs. The reason for this is that alternate optimal solutions for the weights exist for efficient-DMUs in DEA. The weight sets for efficient-DMUs are usually picked arbitrarily by linear programming (LP) software within the alternate optimal region. It is highly unlikely that those weight sets obtained from the LP software are the most suitable for performance measure. Therefore, some researchers have proposed using secondary objectives to search for more homogeneous or better weight sets within the alternate optimal regions. This paper examines four of those models and attempts to determine the accuracy of the four models in estimating the performance rankings for DMUs in DEA.
I. INTRODUCTION
where u r , v i ≥ 0, r = 1, . . . , s; i = 1, . . . , m, are factor weights for output r and input i, respectively. Another version of the model requires u r , v i > 0. One common problem in DEA is that all efficient-DMUs have the same efficiency score which makes it difficult to discriminate among efficient-DMUs. Many methods have been proposed to rank DMUs, especially efficient-DMUs in DEA. A comprehensive review of ranking methods in the DEA context is given in [2] . Among the different methods, Cross-efficiency [3] is one of the most popular methods for ranking DMUs. Cross-efficiency score of a DMU is the average of efficiency scores computed by using input weights and output weights obtained from all DMUs. However, it is well known that alternate optimal solutions of the weights exist for the LP solutions of efficient-DMUs. Which optimal weight set is chosen usually depends on which optimal solution is first found by the LP software. Different software used may result in choosing different weight sets as pointed out by [4] . This ample choice of weights in the alternate optimal regions makes the first optimal solution found by the software not necessarily a good choice for performance measure.
Some secondary objectives [3] - [8] have been proposed to search for more homogeneous or better weight sets within the alternate optimal regions. Among them [3] , [5] proposed four LP models using different secondary objectives to determine weight sets to compute cross-efficiency scores. However, among the four models, which model can provide a more accurate performance ranking of DMUs and also how good those models when compared to simple cross-efficiency are have not been further discussed in the literature. In view of this, this paper discusses characteristics of these models and also examines their performance via a simulation experiment. The main objective of this paper is to find out the performance of the four models and how good those models are when compared with simple cross-efficiency in providing a more accurate performance ranking of DMUs.
II. THE FOUR MODELS
Instead of using the original weight sets obtained directly from DEA, [3] , [5] proposed several LP models, each uses a secondary objective to determine a new weight set for each DMU. We examine four of those models in this paper. In general, each of the four models can be divided into two stages. Stage one is to obtain simple efficiency, e o for each DMU o using DEA. The CCR model [1] can be employed to obtain efficiencies for DMUs in stage one. In state two, for each decision making unit, DMU o , a secondary objective is applied to search for a new weight set for each DMU. The stage two formulations of the four models are listed in the following paragraphs.
The Benevolent I (BE-I) model is proposed by [3] and is stated as follows:
Using Cross-Evaluations in Data Envelopment Analysis Consider n decision making units, DMU j (j = 1, 2, …, n) each of which has m inputs x ij (i= 1, …, m) and s outputs y rj (r = 1, …, s). In DEA, DMUs are classified into either efficient set (E) or inefficient set . The relative efficiency of each DMU 0 can be obtained from the following linear programming (LP) model [1] : where u r , v i ≥ 0, r = 1, . . . , s; i = 1, . . . , m;e o is the efficiency score of DMU o determined in stage 1. Alternatively, the LP formulation of Aggressive I (AG-I) can be obtained by changing the objective function of BE-I from maximizing to minimizing.
The Benevolent II (BE-II) model is proposed by [5] and is stated as follows: 
III. MODEL DISCUSSION
If the redistribution of resources is based on the efficiencies of the DMUs, then the actual resource redistribution among the DMUs may be significantly affected by which secondary objective are being applied. BE-I and BE-II maximize the wellbeing of all DMUs. Their performance measures tend to give higher efficiencies to most of the DMUs when compared with the aggressive models. These objectives may have certain important economic interpretation in terms of DMUs' performance and also input and output weights structures, however, it is not necessary that the underlying weight structure should maximize the wellbeing of all DMUs.
The objectives of benevolent models are to maximize the wellbeing of all DMUs, then it is expected that the chosen weight sets should provide higher efficiency scores for most DMUs.In general, those weight sets are expected to give more balanced virtual inputs and outputs since extremely unequal virtual inputs and outputs may tend to lower efficiency scores for most DMUs. As a result, extremely unequal virtual inputs and outputs are expected to be less common in both BE-I and BE-II. As pointed out by [4] , it is better to use weight sets which have more balanced virtual inputs and outputs than extreme virtual inputs and outputs in DEA. This is shown in their model which seeks to maximize the minimum virtual variables as one of the optimizing objectives. Extreme virtual inputs and outputs sometime may put most weights on a small number of inputs or outputs. Some inputs or outputs may receive zero or close to zero virtual values. Using it as an instrument to measure efficiency of DMUs is not that appropriate because it may be difficult to explain why such an extreme virtual inputs and outputs structure exists in a rational economy. Both AG-I and AG-II have the tendency to obtain weight sets which produce more unequal virtual inputs and outputs. In the next section, we conduct a simulation experiment to study the performance of the four methods as well as the simple cross-efficiency method (SC-E) in the rankings of DMUs.
IV. DESIGN OF THE SIMULATION EXPERIMENT
In this simulation experiment, we assume that the production function follows a simple linear form. We make use of the linear production function to generate efficient and inefficient DMUs. Then we apply DEA, SC-E and the four models to the generated data sets to obtain efficiency rankings. The efficiency rankings obtained from all the methods are compared with the efficiency ranking generated from the original linear production function. Details of our simulation experiment are given as follows.
In the simulation experiment, we assume that the production function takes the following linear form:
In this experiment, we use three inputs, three outputs, and three different weight sets, namely, as follows: In each of the 27 cases, we generate 500 data sets of input and output scores according to the experimental design in Table I . For each data set, we obtain the simple efficiency score of each DMU through DEA. We define this efficiency score as e o for DMU o . Then, for DMU o , we solve the four models in turns using e o . We repeat the step for all DMUs. We then obtain a weight set for each DMU for each model. We use the weight sets obtained from each model to compute cross-efficiency scores for all DMUs. Intuitively, if the weight set obtained from a model is close to the underlying
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The three weight sets: S 1 represents no dominant input or output scenario; S 2 represents one dominant input and one dominant output scenario; S 3 represents one minor input and one minor output scenario.
weight set, then the performance rankings of DMUs obtained from the model and the underlying weight set should be similar to each other. Consequently, we compute Pearson correlation coefficients and also Spearman's rho coefficients between the true efficiency scores and the cross-efficiency scores obtained from each model. For comparison purpose, we also compute correlations between the true efficiency scores and the efficiency scores from DEA, and also the efficiency scores from SC-E.
In our simulated samples, all input scores and output scores of all DMUs are generated from a uniform distribution. We generate three different classes of DMUs according to their productive efficiencies, namely, Advanced-DMU (A), Efficient-DMU (E), and Inefficient-DMU (I). For an Efficient-DMU, the sum of weighted inputs is equal to the sum of weighted outputs. For an Inefficient-DMU, we randomly add more inputs to and subtract some amount of outputs from an Efficient-DMU. As a result, for an Inefficient-DMU, the sum of weighted inputs is more than the sum of weighted outputs. Inefficient-DMUs are usually weaker DMUs and their performance is very often below the industrial average. For an Advanced-DMU, we randomly subtract some inputs from and add more outputs to an Efficient-DMU. Hence, for an Advanced-DMU, the sum of weighted inputs is less than the sum of weighted outputs. In some cases of this simulation experiment, we include Advanced-DMUs to reflect the situation that sometimes a few more pioneering DMUs may always outperform other DMUs which have average performance in the industry. In some other cases, we only generate Efficient-DMUs and Inefficient-DMUs. In those cases, the true efficiency scores are more similar to DEA efficiency scores, i.e., efficiency scores of efficient and inefficient-DMUs are equal to one and less than one, respectively. We use three different sample sizes, namely, 15, 30 and 60 in this simulation experiment. Using three different sample sizes, three different weight sets, and three different mixes of DMU efficiency classes, we can obtain 27 cases or scenarios. The layouts of the 27 cases are summarized in Table I .
V. RESULTS OF THE SIMULATION EXPERIMENT
Pearson correlation coefficients and Spearman's rho coefficients are reported in Table II and Table II, respectively.
In Table II and Table III , the correlation coefficients of SC-E and the true efficiency are much higher than those of DEA and the true efficiency, and the differences are all statistically significant. This result has confirmed the value of applying cross-efficiency in DEA. When comparing SC-E with the other four models, SC-E has correlation coefficients less than both BE-I and BE-II in general and also those differences are statistically significant in most cases, but correlation coefficients of SC-E are all higher than AG-I and AG-II. These results may be explained by our previous discussions about the characteristics of the four models. Since both benevolent models maximize the wellbeing of all DMUs, it is expected that they are less likely to choose extreme virtual inputs and outputs when compared to the two aggressive models. Aggressive models are expected to choose extreme virtual inputs and outputs more often in order to minimize overall efficiencies of other DMUs. Intuitively, extreme virtual inputs and outputs can provide strange results in reality since the weights obtained may be unrealistic and are difficult to explain in a rational economy. 
VI. CONCLUSION
This paper examines four models which apply secondary objectives to search for better weight sets in DEA. It attempts to examine the performance of those models in determining weight sets that are more accurate in the performance ranking of DMUs. Results of the simulation experiment show that BE-I and BE-II are the two best models in measuring performance of DMUs. Furthermore, the secondary objectives of both BE-I and BE-II do improve the accuracy of ranking DMUs in terms of their performance. The results also show that both aggressive models perform worse than simple cross-efficiency though their performance is better than DEA efficiency. These results can be explained by the following arguments. Secondary objectives search for better weight sets within the alternative optimal region. Some secondary objectives which are favor in choosing good weight sets like the benevolent models may choose weight sets that are more close to the underlying weight set while some secondary objectives like aggressive models which objectives are exactly opposite to the benevolent models may choose weight sets that are quite different from the underlying weight set. While simple cross-efficiency chooses weight set arbitrarily, hence its performance is in between benevolent models and aggressive models. Future research can explore more secondary objectives that can improve performance measure in DEA.
a Values at the bottom of each roware standard deviations. b Rejected H o at α= 0.000001 level, where H o : There is no difference between the mean Spearman's rho of simple cross-efficiency (SC-E) scores with the true efficiency scores and the mean Spearman's rho of efficiency scores of method i with the true efficiency scores; H a : The mean Spearman's rho of efficiency scores of method i with the true efficiency scores is greater than the mean correlation coefficient of simple cross-efficiency (SC-E) scores with the true efficiency scores.
In this simulation experiment, the results show that the three different weight sets, S 1 , S 2 and S 3 do not have any significant effect on the performance of the different methods. The differences in sample proportions of Advanced, Efficient, and Inefficient-DMUs also do not have significant effect on
