Computational protein tertiary structure prediction has made significant progress over the past years. However, most of the existing structure prediction methods are not equipped with functionality to predict accuracy of constructed models. Knowing the accuracy of a structure model is crucial for its practical use since the accuracy determines potential applications of the model. Here we have developed quality assessment methods, which predict real value of the global and local quality of protein structure models. The global quality of a model is defined as the root mean square deviation (RMSD) and the LGA score to its native structure. The local quality is defined as the distance between the corresponding Ca positions of a model and its native structure when they are superimposed. Three regression methods are employed to combine different types of quality assessment measures of models, including alignment-level scores, residue-position level scores, atomic-detailed structure level scores and composite scores. The regression models were tested on a large benchmark data set of templatebased protein structure models of various qualities. In predicting RMSD and the LGA score, a combination of two terms, length-normalized SPAD, a score that assesses alignment stability by considering suboptimal alignments, and Verify3D normalized by the square of the model length shows a significant performance, achieving 97.1 and 83.6% accuracy in identifying models with an RMSD of <2 and 6 Å , respectively. For predicting the local quality of models, we find that a two-step approach, in which the global RMSD predicted in the first step is further combined with the other terms, can dramatically increase the accuracy. Finally, the developed regression equations are applied to assess the quality of structure models of whole E. coli proteome.
Introduction
The number of experimentally solved protein structures in the Protein Data Bank (PDB) (Berman et al., 2000) is growing at a rapid pace. Recently, this growth has been boosted by a number of structural genomics projects launched around the world (Chandonia and Brenner, 2006; Levitt, 2007) . Structural genomics projects have been making significant contribution in expanding the coverage of known superfamilies and folds, as one of their long-term goals is to provide representative structures for the entire protein folds (Todd et al., 2005; Levitt, 2007) . Each of these new structures would enable template-based modeling of dozens of homologous proteins.
On the other hand, the protein structure prediction community has made steady progress as evidenced in the biennial critical assessment of techniques for protein structure prediction (CASP) experiments (Kryshtafovych et al., 2005) . However, constructing an accurate model, for example, one with a root mean square deviation (RMSD) of ,1.5 Å to the native structure, is still not always possible even with state-of-the-art methods. The accuracy of a structure model depends on various aspects, with the quality of template structures available for a target being among the most influential factors in the case of template-based modeling, i.e. homology modeling (Al-Lazikani et al., 2001; Ginalski, 2006; Xiang, 2006) and threading (Skolnick and Kihara, 2001; Zhou and Zhou, 2005a; Qu et al., 2009 ). Indeed it is not uncommon that the quality of a structure model becomes very poor, say, an RMSD of over 10 Å to the native, even if a structure of a homologous protein is used as the template of modeling. Such situation can happen because evolutionary-related proteins often have a large structural diversity despite of their sequence similarity (Reeves et al., 2006) and also because current methods are still weak in modeling unaligned regions where the target sequence is aligned with gaps in the target -template alignment . In threading, it happens frequently that a model captures only the global fold of a target protein correctly and hence has an RMSD of around 6 Å .
Importantly, not only highly accurate models but also models of a moderate accuracy are still useful for many purposes (Baker and Sali, 2001) . Models of an atomic-detailed accuracy with an RMSD of 1 -1.5 Å are useful for almost any application where structure information can be useful, including studying enzymatic mechanism and protein design (Ashworth et al., 2006; Jiang et al., 2008; Rothlisberger et al., 2008) . Models with a correct backbone orientation (e.g. an RSMD of 4 -6 Å to the native structure) can be used for applications that need residue position level accuracy, such as designing and interpreting site-directed mutagenesis experiments (Skowronek et al., 2006; Wells et al., 2006) . Models with a slightly higher RMSD but have almost correct overall fold may be used for predicting function from their global fold (Kihara and Skolnick, 2004) or for identifying local functional sites (Arakaki et al., 2004; Laskowski et al., 2005) . Most of the structure prediction methods do not provide estimated error of produced structure models. Thus, users of predicted models cannot even know if the model is totally wrong with an RMSD of over 10 Å or not. Applications of a predicted model listed above are only possible when users know the accuracy of the model. Therefore, it is crucial to establish methods, which assess the quality of protein structure models so that they can be applied for suitable purposes for an estimated accuracy (Kihara et al., 2009) .
Existing model quality assessment programs (MQAPs) can be roughly classified into three categories by their primary purpose. First, in experimental structural biology, it is a routine to examine stereochemical property of solved protein structures. PROCHECK (Laskowski et al., 1993) and WHATCHECK (Hooft et al., 1996) , which are among popular software for this purpose, examine regularity of the bond lengths, angles, torsion angles and atom contacts. Second, in the structure prediction field, especially for ab initio prediction, which produces thousands of alternative models for a target protein, various methods are developed to rank models so that the best models can be selected from the pool (Zhou and Zhou, 2002; Skolnick, 2006; Lu et al., 2008) . Reranking and selecting plausible models are also needed in a meta-server approach, which combines different models to construct a final model (Kosinski et al., 2005; Terashi et al., 2007) . The third type of quality assessment is to predict the absolute value of the quality of a model, such as the RMSD to the native structure (Wallner and Elofsson, 2003; Eramian et al., 2006; Eramian et al., 2008; Mereghetti et al., 2008; Pawlowski et al., 2008) .
Among more than two dozens of MQAPs proposed previously, most of them are designed to rerank models (i.e. the second type of MQAPs) (Kihara et al., 2009) . Structural features, which those MQAPs evaluate vary from the quality of target-template alignments (Zhang et al., 1999; Tondel, 2004; Lee et al., 2007; Chen and Kihara, 2008 ), knowledgebased residue level statistical potentials (Hooft et al., 1996; Pontius et al., 1996; Eisenberg et al., 1997; Melo et al., 2002; Pettitt et al., 2005; Tosatto and Battistutta, 2007) , atomic-detailed structures (Laskowski et al., 1993; Lu and Skolnick, 2001; Zhou and Zhou, 2002; Davis et al., 2004; Shen and Sali, 2006; Lu et al., 2008) , to physics-based atomic-detailed potentials (Feig and Brooks, III, 2002; Lu and Skolnick, 2003; Wroblewska et al., 2008) . Finally, there are several MQAPs, which combine several terms to construct a composite score (Wallner and Elofsson, 2006; McGuffin, 2007) . Refer to our recent review article for further discussions (Kihara et al., 2009) .
Compared with well-populated MQAPs of the second type, not many works have been done in developing methods for real-value quality prediction (i.e. the third type). The real-value quality prediction would be more difficult than ranking models because most of structure features previously used for structure prediction and quality assessment do not have clear rationale to have direct indication of the real-value quality. Exceptions would be measures that capture targettemplate sequence similarity, since there is a well-established relationship between the sequence identity and the RMSD of protein structures (Chothia and Lesk, 1986) . Despite its potential difficulty, MQAPs of the third type are of practical importance since the expected real-value accuracy of models enables end users of structure prediction to decide whether to use the models for a certain purpose. In the era that more template-based modeling become possible due to the increase of solved protein structures, MQAPs that can bridge computational protein structure prediction to experimental applications will become very important.
In this work, we develop MQAPs, which predict real value of the global and local quality of computational structural models by combining multiple quality assessment scores. The main focus of our methods is template-based protein models because template-based modeling is the most accurate and practical structure prediction technique and also because it is very important in the context of the structural genomics projects. We define the global quality of a structure model as the RMSD value of the model to its native structure. The local quality of a model is defined as the distance between Ca atoms of corresponding residues in the model and its native structure when the two structures are superimposed. We employ regression analysis to combine different types of quality assessment measures, including ones for evaluating alignment-level errors, the residue environment, atom contacts, torsion angles, and composite scores. Combinations of scores are tested on a large benchmark data set of template-based models of a wide range of quality. We find the SuboPtimal Alignment Diversity (SPAD) score, which assesses the stability of target-template alignment by considering suboptimal alignments, with log transformation shows the best linear correlation to the global RMSD of models among individual scores tested. In predicting RMSD, linear regression with a combination of two terms, lengthnormalized SPAD and Verify3D normalized by the square of the model length shows a significant performance, achieving 97.1 and 83.6% accuracy in identifying models with an RMSD of less than 2 and 6 Å , respectively. To the best of our knowledge, this is the first MQAP, which uses suboptimal alignment information as a scoring term. As for predicting the local quality of models, we find that a two-step approach, in which the global RMSD predicted in the first step is further combined with the other terms, can dramatically increase the accuracy.
Methods
Benchmark data set of template-based protein structure models A data set of template-based models are constructed using the Lindahl and Elofsson's data set (L -E data set) (Lindahl and Elofsson, 2000) . The L -E data set consists of 1130 representative proteins, each of which is assigned with a SCOP hierarchical classification of a family, a superfamily and a fold (Andreeva et al., 2008) . Following the SCOP classification, a set of pair-wise alignments are constructed in each similarity level, using a protein tertiary structure alignment program, LGA (Zemla, 2003) . Aligned protein pairs in the family level set belong to the same family in SCOP; pairs in the superfamily level belong to the same superfamily, but not in the same family; pairs in the fold level set belong to the same fold but not in the same superfamily. This resulted in 1076 target -template pairs for the family level, 1395 for the superfamily level and 2761 for the fold level. The average sequence identity (and the standard deviation) of alignments are 21.3 (8.06%), 15.2 (3.3%) and 15.2% (3.8%) for the family, the superfamily and the fold level, respectively. For each protein pair in the same structural similarity level, one protein is considered as the target and another one is considered as a template. The pairwise alignment of the two proteins is constructed by a profile-based threading algorithm (Chen and Kihara, 2010 , submitted for publication). Using the alignments, a tertiary structure model of the target protein is constructed by a homology modeling software, Modeller (version 8v2) (Sali and Blundell, 1993) with the default parameter setting.
The quality of the predicted tertiary structure of the target protein is evaluated by calculating the RMSD between the predicted structure and the experimentally determined structure of the target protein using the LGA program. The distance of corresponding a carbon atoms between the predicted and the experimentally determined structure is used as the local quality of the predicted structure (the Ca distance).
Quality assessment methods and scores
We combine scores from different methods ranging from sequence-based scores to those which evaluate atomic contacts. The scores used are PRSS (Pearson and Lipman, 1988) , SPAD (Chen and Kihara, 2008) , Verify3D (Bowie et al., 1991; Luthy et al., 1992) , ERRAT (Colovos and Yeates, 1993) , PROCHECK (Morris et al., 1992; Laskowski et al., 1993) , ANOLEA Melo and Feytmans, 1997) , GA341 (John and Sali, 2003) , ProQ (Wallner and Elofsson, 2003) , Discrete Optimized Protein Energy (DOPE; Shen and Sali, 2006) and TAP (Tosatto and Battistutta, 2007) . Below brief explanation of each scoring term is provided.
PRSS. PRSS is a program included in the FASTA package (Pearson and Lipman, 1988) . It evaluates the significance of the raw alignment score of the optimal target -template alignment by comparing it with a distribution of alignment scores of the target sequence and shuffled template sequences. The significance is expressed as a Z-score (Zs), which is denoted as PRSS_Zscore in this study. The larger positive value, the more significant. SPAD. SPAD (Chen and Kihara, 2008) quantifies the consistency of a template-target alignment with a set of suboptimal alignments. Suboptimal alignments are generated by an algorithm proposed by (Vingron and Argos, 1990) . The SPAD score of an alignment position (local SPAD or lSPAD) is an averaged distance from that position on a dynamic programming path matrix to the equivalent position in each suboptimal alignment. The global SPAD score (gSPAD) of a whole alignment is the average of lSPAD at all the alignment positions. Thus, SPAD is a non-negative value score. A small SPAD value means suboptimal alignments are consistent and indicates a more accurate predicted structure.
Verify3D. Verify3D assesses the fitness of a residue in a model to its structural environment, which is defined as the burial area, fraction of side-chain area covered by polar residues and the secondary structure. The structural environment is classified into 18 classes. The idea of using structural environment was originally applied to the inverse folding problem (Bowie et al., 1991) . Later it was successfully applied to verify tertiary protein structures solved by X-ray crystallography, nuclear magnetic resonance, and computational methods (Luthy et al., 1992) . A large positive value indicates that a residue fits well to its structural environment.
ERRAT. ERRAT evaluates a structure by considering nonbonded interactions between carbon, nitrogen and oxygen atoms (Colovos and Yeates, 1993) . The number of such contacts in a nine-residue window is counted and the counts are compared with a reference distribution. A residue in a model is evaluated by the percentage confidence limit within which the raw score of the residue locates when compared with the score distribution of residues in correct protein structures. Thus, the value ranges from 0 to 100% (the lower, the better). The percentage of residues in a model, which are not included within 95 percentile is provided as the overall quality (the smaller, the better).
PROCHECK. PROCHECK examines stereochemical parameters, such as the bond length, hydrogen bonds, atom contacts, bond angles, and torsion angles as compared with those derived from well-refined high-resolution structures (Laskowski et al., 1993) . In this study, two parameters from the PROCHECK output are used. The PROCHECK1 score is the percentage of residues that fall in the disallowed region in the Ramachandran plot. The PROCHECK2 score is the percentage of residues with 'bad' contacts.
ANOLEA. ANOLEA (Atomic Non-Local Environment Assessment) evaluates the 'non-local environment' of heavy atoms in a model . The energy of a heavy atom consists of two knowledge-based terms, a distant dependent pair-wise atom-contact potential and an accessible surface mean force potential that considers the number of atoms within spheres of different sizes. In this study, two parameters from the ANOLEA outputs are used: the percentage of residues with high energy, which is denoted as ANOLEA1 and the non-local normalized energy Zs, denoted as ANOLEA2.
GA341. The GA341 score integrates a Z-score (Zs) for combined (distance-dependent contact and accessibility) residuelevel statistical potentials (Melo et al., 2002) , the targettemplate sequence identity (Si), and a measure of structural compactness (Sc) (Melo et al., 2002; Pieper et al., 2006) . Using these scores, the GA341 score is defined as GA341 ¼ 1 2 [cos(Si)] (SiþSc)/exp(Zs) . The GA341 score ranges from 0 for models that are likely to have an incorrect fold to 1 for models that have a comparable quality to low resolution X-ray structures (John and Sali, 2003) . In addition to the Z-score of the GA341 score, we also use the pG score provided by the GA341 program, which is the probability that the model is good (more than 30% of its Ca atoms locate within 3.5 Å from their correct position). pG is computed using a Bayesian classifier, which uses the GA341 score and the length of the model as input. The pG score ranges from 0 to 1.0 (the larger value, the better).
DOPE. DOPE is an atomic distance-dependent statistical potential . DOPE is the target function to be optimized in the MODELLER program. The larger negative value of the score, the better. Since the DOPE score is obviously dependent on the number of atoms, we normalized the score by the square of the number of heavy atoms in a model.
TAP.
The TAP score measures the fitness of a sequence to a structure based on torsion angle propensities of amino acids. The score given to each amino acid is summed over the length of the protein and normalized by the maximum and minimum possible score of the protein. TAP becomes close to 1 for the native structure and close to 0 for the models with largely incompatible sequences (Tosatto and Battistutta, 2007) .
ProQ. ProQ is a neural network-based method for predicting the quality of a protein model from five structural features, atom -atom contacts, residue -residue contacts, solvent accessibility surface, agreement with predicted secondary structure and the fatness, which is defined as the ratio of the longest and the shortest axis of the ellipsoid fitted to the model. Two neural networks were trained, one for predicting the LGscore (Levitt and Gerstein, 1998) of models (ProQ-LG) and another one for the MaxSub score (Siew et al., 2000) (ProQ-MX). The LGscore and the MaxSub score indicate structure similarity of a model to its native structure. MaxSub score gives 1 for the native structure and a value close to 0 for a significantly wrong model. LGscore of 1.5 or higher indicates a correct model.
Regression analysis
We used three regression analysis methods to combine scoring terms to predict the RMSD of models (the global quality) and the Ca distance of residues in models (the local quality).
Linear regression. Linear regression models the relationship between a dependent (response) variable Y and the independent ( predictor) variables X i , i ¼ 1, . . . , P 2 1. The model has the following form:
where b 0 is the intercept, b i s are regression coefficients for the respective independent variables and e is a random term. In this study, the RMSD of the models or the Ca distance of residues in the structure models are the response variable Y, while the various quality assessment scores and some of their transformations are the predictor variables. To estimate the regression coefficients, the least squares method is used, which minimizes the sum of the residuals (i.e. the difference of the predicted and observed values for the response variable).
Logistic regression. Logistic regression computes the probability of occurrence of a discrete event based on several independent variables. For binary response, where
where p i denotes the probability of Y i ¼ 1. The function logðp=1 À pÞ is called the logit function. The regression coefficients are estimated by the maximum likelihood method. Using logistic regression, we predict if a model is correct (i.e. an RMSD below a cutoff value, 2, 4, 6, or 8 Å ) or not.
LOESS regression. LOESS (locally weighted scatter plot smoothing) regression (Cleveland, 1979; Cleveland and Devlin, 1988 ) fits a low-degree polynomial to each local subset of predictor variable values, for which response is estimated. The polynomial is fit using weighted least squares, giving more weight to points near the point whose response is estimated and less weight to points further away. Two parameters control the behavior of the LOESS regression. The first one is called bandwidth or smoothing parameter denoted as a. Another parameter is the degree of the local polynomials, l. In this study, a is set to 0.5 and l is set to 2.
Variable selection in regression model
We use the forward stepwise regression, which sequentially selects and deletes predictor variables from a regression equation in constructing the linear and the logistic regression models. The stepwise regression procedure is more computationally efficient than an exhaustive search of combination of variables when there are many possible predictor variables. A potential drawback of the stepwise regression is that the best combination of variables could be missed, however, in practice, it can find the best combination most of the cases, especially when there are several variables with strong predictive power. The forward stepwise regression procedure first fits a simple linear regression model for each of the potential variables. The model with the largest t* value is the candidate for the first addition. The second step is to add another variable to the regression model and again perform the t* test for the combination of variables. The model with the largest t* with the newly added variable is selected, however, if the largest t* is less than the previous level, the procedure is terminated. The third step is to obtain t* for every variables that are already in the model in order to decide which variable can be dropped. The fourth step is to continue adding new variables and checking whether any variables can be dropped repeatedly until no variables can be added or deleted.
Receiver operating characteristic and the area under the curve
The receiver operating characteristic (ROC) curve plots the sensitivity relative to (1 2 specificity), both of which are computed for retrieving structure models by varying the threshold value of plausibility of the models being correct. In the case of logistic regression, the plausibility value used is the probability of models being correct, while the predicted RMSD is used in the case of the linear regression model and the LOESS regression model. As described in Results, correct models are defined as ones whose RMSD to the native is below 2, 4, 6 or 8 Å . The sensitivity is defined as TP/(TP þ FN) and the specificity is defined as TN/(TN þ FP), where TP stands for the number of true positives, i.e. the number of correct models retrieved, FP is the number of false positives, i.e. the number of retrieved incorrect models, TN is the number of true negatives, i.e. the number of incorrect models, which are not retrieved using the threshold value of model plausibility. The area under the curve (AUC) is the area under the ROC curve. The AUC value ranges from 0 to 1 with 1 representing a perfect prediction model. Random prediction would yield an AUC value of 0.5.
Structural models for the E. coli proteome
A genome-scale structural modeling for proteins in E. coli K-12 W3110 is performed using two different procedures. In the first procedure, structure models are built by Nest (Petrey et al., 2003) based on target -template alignments taken from the GTOP database (Kawabata et al., 2002) . GTOP provides computational sequence analyses for predicting function and structure of protein genes in over 790 genomes (http://spock. genes.nig.ac.jp/~genome/), which include alignments with homologous proteins with PDB entries. Homologous PDB entries for a protein are found by PSI-BLAST search (Altschul et al., 1997) using an E-value threshold value of 0.001. In case multiple template structures are found for a protein, we use the one with the most significant E-value. Nest is run with the default setting. In the second procedure, we build structure models by SPARKS2 (Zhou and Zhou, 2002; Zhou and Zhou, 2005b) . SPARKS2 is a threading program, which identifies compatible template structures for a target sequence and computes target-template alignments by considering the sequence similarity and structural propensity of amino acids. The SPARKS2 package was obtained from the Zhou group webpage, http://sparks.informatics. iupui.edu/hzhou/download.html. Using the target -template alignments, the SPARKS2 package further builds the tertiary structure models by Modeller (version 6.1). For each protein, we only used up to two top-scoring models if they have the threading Z-score of 5.6 or higher. The template structure database used is included in the SPARK2 package, which contains 14 225 structures. The structural models are available at the EcoliProtein database (http://kiharalab.org/ ecolpredict2/localsearch/index.html) included in the website of the Protein Function Elucidation Team (http://www. prfect.org/).
Availability of the software and data
The quality assessment program developed in this study, Sub-AQUA (Suboptimal Alignment-based QUality Assessment method), is available at http://kiharalab.org/ SubAqua/. Users can submit a PDB file of a structure model to the server to obtain prediction of the global RMSD value of the model to the native. The global RMSD is predicted by applying Eqn. 1, which linearly combines log(SPAD) and log(Verify3D/L 2 ). When the template structure used in the modeling is not specified, it uses PSI-BLAST search against the PDB database to identify the potential template. As shown later in the subsection in Results 'Comparison with existing model quality assessment methods', Sub-AQUA performs well with BLAST identified templates. For users who prefer to use the server anonymously, we created a dummy email account: testsubaqua@gmail.com with password: testforserver. Sub-AQUA standalone program is also available at http://kiharalab.org/SubAqua/package.html. Besides, the program named SUBWAI, which computes the SPAD score from suboptimal alignments of a target -template alignment, is available for download at http://kiharalab.org/ subalignment/ for those who are interested in computing the SPAD score locally on their own computers. We also made the L-E data set available at http://kiharalab.org/SubAqua/ LE_DB.tar.gz.
Results

Real-value prediction for global quality
To begin with, we examine the correlation coefficient of individual quality assessment scores and the global RMSD of a benchmark data set of structure models ( Table I ). The data set contains 5232 template-based models that are constructed using protein pairs classified into three hierarchical similarities, the family, the superfamily and the fold level (the L-E set). Because of the diverged sequence similarity between target and template pairs, the models in the L -E set cover a wide range of the global RMSD values from 0.36 to 25.6 Å . A variety of scores of different natures are examined, including scores that assess alignment-level quality (SPAD, the sequence identity, the PRSS Z-score), a score of structural compactness (Sc), a score of residue-level structural preference (Verify3D, TAP), scores which are based on atomic contact potentials (DOPE, ERRAT, ANOLEA1, ANOLEA2), scores of stereochemical parameters (PROCHECK1, PROCHECK2) and composite scores (GA341, pG, PROQ-LG, PROQ-MX). Correlation of the length of proteins with RMSD is also examined.
When structure models in all the three similarity levels are included in the analysis, only SPAD, the sequence identity CC (all), CC (family), CC (superfamily) and CC (fold) are the correlation coefficient of each variable with the RMSD for all the structure models in the L-E data set, the family data set, the superfamily data set and, the fold data set, respectively.
Real-value protein model quality assessment and the PRSS Z-score, all of which are scores for assessing alignment-level quality, show a correlation coefficient to RMSD above 0.5 (Table I , CC All). This result confirms the fact that the quality of target -template alignments severely affects the accuracy of current template-based models. Interestingly, the correlation coefficient of the SPAD score improves from 0.55 to 0.71 when it is log-transformed (i.e. log(SPAD)). This is consistent with the observation we had in our previous work of developing and examining the SPAD score (Chen and Kihara, 2008) . SPAD evaluates targettemplate alignment stability by comparing it with suboptimal alignments. The reason of a better correlation by using log(SPAD) may be due to the rapid divergence of the possible alignments as the sequence similarity drops. Also we found that normalizing the Verify3D score by the model length (L) and a square of the length (L 2 ) improves the correlation from 20.09 to 20.45 and 20.46, respectively. Taking the logarithm of the Verify3D score normalized by L 2 , i.e. log(Verify3D/L 2 ), further improves the correlation to 20.53. It is expected that normalizing by the length of the model improves the correlation coefficient since the Verify3D score is computed as a sum of a residue-based score. The reason why the normalizing by L 2 makes the correlation better might be because Verify3D implicitly takes residue contacts into account as the environment of a residue. Among all the variables tested, log(SPAD), the PRSS Z-score, the sequence identity and log(Verify3D/L 2 ) shows a higher correlation to the RMSD.
At the family level (CC family in Table I ), the alignmentbased scores show significant correlation to RMSD. When the similarity between the targets and templates are further reduced to the superfamily and the fold level, some variables start to show different levels of correlation. Evidently the sequence identity becomes much less correlated. At the fold level, log(Verify3D/L 2 ) shows the most significant correlation (20.51) among all the variables. The SPAD score has a relatively weak correlation, but its log transformation, log(SPAD), still maintains a correlation coefficient of above 0.40. DOPE, which is an atom-contact potential, shows higher correlation at the superfamily and the fold level than it does at the family level. It is also notable that the correlation of the length of the model becomes better as the target -template similarity level drops. Probably this result simply indicates that errors in models of larger proteins tend to result in a larger RMSD to the native. We also compute the correlation coefficients of the scoring terms to the LGA score (Table II) , where the same trends are observed as discussed above.
Next, we combine scoring terms listed in Table I by linear regression to predict the global RMSD of models (Supplementary data, Table SI ). The R 2 (coefficient of determination) of the linear regression including all the variables is 0.628, which means that 62.8% of the RMSD variance can be explained by this model. We find that there are many variables, which do not contribute much to the regression model. Using a P-value of 0.05, only log(Verify3D/L 2 ), PRSS Zs, Compactness score (Sc), log(SPAD), and ERRAT are considered to be significant.
To find a more meaningful linear regression model with a reduced number of variables, we employ the forward stepwise variable selection procedure. Note that it is not appropriate to simply remove the insignificant variables since the order of removing the variables will have a considerable effect on the significance of the remaining variables. The contribution of a variable to the regression model is represented by the partial R 2 , which indicates how much more R 2 (variance of the RMSD) can be explained by adding the variable to the original regression model. The entire L-E set and each similarity level data set are separately analyzed. The detailed results are provided in the Supplementary data, Table SII. For the entire L-E set, log(SPAD) and log(Verify3D/L 2 ) are selected in this order as the most contributing variables with an R 2 value of 0.586. The remaining of the variables, PRSS Zs to DOPE, are selected with a statistical significance but their contribution to the model R 2 is marginal. For the family level data set, almost the same set of variables is selected in a very similar order. For the superfamily level, Verify3D/L 2 is selected instead of its log transform and the ProQ-LG score and the length of models show up as the third and fourth variables. As for the fold level data set, predicting RMSD values becomes more difficult, and the regression model that incorporates all the seven variables with a P-value ,0.05 only yields an R 2 value of 0.428. Figure 1 shows the actual and predicted RMSD of the L-E set using the linear regression model with only log(SPAD) and log(Verify3D/L 2 ). These two variables are used because they are selected as significantly contributing variables for the entire L -E set and for each similarity level. The coefficients are parameterized on the entire L-E set. Concretely, the following linear regression equation is obtained:
We use Eqn. 3 rather than the regression models computed individually for each similarity level because their model R 2 values are comparable. Using Eqn. 3 alone, R 2 for the family, superfamily, and the fold level are 0.510, 0.492 and Table SII ) R 2 values only have a marginal improvement resulting in 0.510, 0.493, and 0.340, respectively. Practically, using a single regression equation is more convenient for actual quality prediction since it does not need to assign a structure model to one of the three similarity levels. We have also used the LOESS regression with the same two variables, log(SPAD) and log(Verify3D/L 2 ) (Supplementary data, Fig. SI) . LOESS regression shows a slightly better correlation (0.772) between predicted and actual RMSD values than the linear regression model (0.766). However, the linear regression model may be more convenient than LOESS in practice because that the former provides a simple analytical equation and it is computationally more efficient than the latter.
Predicting LGA score
We also constructed linear regression for predicting the LGA score by employing the forward stepwise procedure (Supplementary data, Table SIII ). The LGA score (Zemla, 2003) ranges from 0 to 100, which indicates the fraction of equivalent residues in two proteins. Consistent to the linear regression model for predicting RMSD value (Supplementary data, Table SII), the SPAD score and the Verify3D score still play important roles while the sequence identity also becomes significant for the entire L-E set (the column for All in Table III ). The linear regression with the top three variables, log(SPAD), Verify3D/L 2 and the sequence identity is as follows:
LGA ¼ 25:78 À 8:98 Â logðSPADÞ þ 2347:71
Predicted LGA score using Eqn. 4 is plotted against the actual LGA score in Fig. 2 . The correlation coefficient of the two is 0.88, which indicates that the LGA score is well predicted by the linear regression.
Predicting correct models and incorrect models
In the previous section, the actual value of global RMSD and the LGA score is predicted. Next, we predict whether a structure model has a global RMSD of less than a threshold value, i.e. if a model is 'correct' or 'incorrect'. Threshold values RMSD used to define a correct model are 2, 4, 6, and 8 Å . This coarse-grained binary classification of model has a practical importance since knowing discrete classes of the quality of a model will be sufficient to tell its potential application in most of the cases. In addition to linear and LOESS regression, here we employ logistic regression, which is suitable for predicting binary classes. The forward stepwise selection procedure is used again to select variables for constructing a logistic regression model. In this selection procedure, we consider a model is 'correct' if its RMSD is below or equal to 6 Å and 'incorrect' otherwise. The selected variables are listed in Table SIV in the Supplementary data. Among the variables selected with a P-value of ,0.05, we choose the two most significant variables, log(SPAD) and log(Verify3D/L 2 ), taking into account their relatively small x 2 score and the consistency with the previous linear regression analysis. The equation of this Fig. 1 . Actual RMSD of structure models relative to predicted RMSD. RMSD is predicted by regression models using log(SPAD) and log(Verify3D/ L 2 ) as predictor variables. Regression models are built on all the structural models in the L-E set. The linear regression model (Eqn. 3) is used. 
where p is the probability that a model is correct (i.e. an RMSD of below 6 Å ). This reduced regression model is comparable to the one using all the variables (the full regression model) in terms of the performance of the classification of correct and incorrect models (Fig. 3A) : the AUC value of the two ROC curves are 0.911 and 0.933, respectively, for the reduced and the full regression models. Since the reduced model is much simplified without sacrificing the AUC value much, we use the reduced regression model in the subsequent experiments. Figure 3B shows the accuracy of predicting the correct/ incorrect structure models by the logistic regression. Four different RMSD cutoff values are used. The overall prediction accuracy (All in Fig. 3B ) is high; over 80% at all the RMSD cutoff values. The large difference in the accuracy for predicting accurate and inaccurate model is observed at the threshold of 2 and 4 Å due to the unequal fraction of correct and incorrect models in the data. The fraction of inaccurate models in the L -E set is larger for smaller threshold values: 96.8, 79.2, 64.78, and 49.3% at the threshold value of 2, 4, 6, and 8 Å , respectively.
We have further compared three regression models, linear, logistic, and LOESS (Supplementary data, Fig. SII) . All the three regression models show excellent performance both in terms of AUC and the accuracy: the average AUC of 0.89 or higher and the accuracy of 0.80 or higher are achieved at each RMSD threshold value. LOESS regression shows slightly better performance but we conclude that linear and logistic regression are sufficient for our purpose of predicting the real-value RMSD and distinguishing correct and incorrect models, because their performance are almost the same as the results by LOESS regression.
The real-value quality assessment method, which combines the SPAD and Verify3D scores by using the linear (Eqn. 3) and the logistic regression (Eqn. 5) for predicting RMSD value and also for predicting the LGA score (Eqn. 4) is named Sub-AQUA. The program is made available as a webserver and a standalone program as described in the Methods section.
Multinomial classification of model quality
In the previous section, we performed binary prediction of structure models into correct/incorrect models using several different threshold values. Here, we further employed multinomial logistic regression to predict structure model into four RMSD ranges, less than 3, 3 -6, 6 -9 Å and larger than 9 Å . Results of the forward stepwise selection procedure (Supplementary data, Table SV) show that the SPAD score and the Verify3D score are consistently selected as the two most significant variables. The classification results using the regression model with the two most significant variables are shown in Fig. 4 . The percentage of the correctly classified structure models to each RMSD range is written in the LGA is predicted by a linear regression model using log(SPAD), seqID and Verify3D/L 2 as predictor variables (Eqn. 4). Regression model is built on all the structural models in the L -E data set. Correlation coefficient between true LGA and predicted LGA is 0.88. figure caption. Overall, the multinomial logistic model performs very well especially for detecting bad models (.9 Å ) and good models (3 -6 Å ). The average success rate for the entire data set averaged over each RMSD range is 57.38%.
Prediction of local quality of models
Next, we perform regression analyses for predicting local quality of structure models, i.e. The Ca distance between corresponding residues of a structure model to its native structure. Individual scores examined do not show significant correlation to the Ca distance (Table III, the right column). We also tried several other transformations of localVerify3D and global/local SPAD scores but none of them has a correlation coefficient .0.42, which is achieved by log(localSPAD þ 1). Similar to the previous sections, regression analysis is used to combine scores but the accuracy of predicting Ca distance does not make much improvement (detailed data not shown).
However, we find that prediction performance of regression models shows significant improvement when predicted global RMSD of structure models is included as an independent variable. This is because a global RMSD is essentially an average of Ca distance of each residue and therefore has a good correlation to the Ca distance (0.44, Table III ). Using the predicted RMSD, we present hierarchical procedures for predicting the Ca distance. First, the global RMSD of structure model is predicted by a regression with two variables, log(SPAD) and log(Verify3D/L 2 ) (Eqn. 3). Second, the Ca distance is predicted by a regression using three variables, namely, the predicted global RMSD, the gap ratio and log(localSPAD/SPAD þ1). These three variables are selected by the forward selection procedure (Table III) . R 2 for the linear regression is 0.262 and the correlation coefficient to the Ca distance is improved to 0.51.
The hierarchical approach is implemented using two regression methods, linear regression and LOESS regression (2_Linear and 2_LOESS in Fig. 5 ). In 2_Linear, linear regression is used in both the first and the second steps, while LOESS regression is used in both steps in 2_LOESS. For comparison, a regular linear regression, which combines log(localSPAD þ 1), the gap ratio and the mutation score (1_Linear) is also computed. These three variables are selected by the forward selection procedure when the predicted global RMSD is absent. In Fig. 5 , the three approaches are compared in terms of their performance in distinguishing correctly predicted Ca positions and incorrect ones. The two hierarchal approaches, 2_Linear and 2_LOESS, significantly outperform the one-layer linear regression model. The accuracy of 2_Linear and 2_LOESS is over 0.7 at all the cutoff values, which is about 0.1 better than 1_Linear (Fig. 5B) .
Comparison with existing model quality assessment methods
In this section, we compare the performance of Sub-AQUA with the other existing methods in terms of predicting global RMSD of models. To this end, we downloaded protein structure models built and submitted by automatic servers in the CASP7 experiment (from http://predictioncenter.org/CASP7/ server_predictions/) and predicted the global RMSD of the models by applying linear regression (Eqn. 3) and the logistic regression (Eqn. 5). We compare our method with 43 CASP7 participants in the quality assessment category so that we can evaluate our method relative to the state-of-the-art methods. A total of 15 601 models are used (models that lacks side-chain heavy atoms are excluded). Fig. 4 . Classification of structure models into four different categories. A multinomial logistic regression model is constructed to classify structure models into four different RMSD ranges, less than 3, 3 -6, 6 -9 or larger than 9 Å . x-axis represents the true classification of the models in terms of the four categories. y-axis shows the proportions of the models that are predicted to be the four different categories. The percentage of the correctly classified structure models to each RMSD range is as follows. The numbers are ordered for ,3, 3-6, 6-9, .9 Å : The family level data set: 53.8, 69.2, 32.7, 56.1%. The superfamily level: 0, 61.2, 45.7, 85.6%. The fold level (there was no model with RMSD ,3 Å ), 8.6, 36.2, 92.4%. All data set: 47.5, 60.4, 39.2, 82.4%.
Note that comparison of Sub-AQUA with the other participants in the CASP7 quality assessment category is not straightforward since the CASP7 participants did not predict the global RMSD as our Sub-AQUA does but aimed to rerank models by their own global model quality scores. Ideally, we wanted to compare with other methods that also predict the global RMSD of structure models, but as mentioned in Introduction, such methods are few and their software or data are not available for comparison. Another difficulty for us to apply Sub-AQUA to the CASP7 models is the unavailability of the original alignments that the models are built on, which are required for computing the SPAD score. Moreover, some models, especially those for targets of the free-modeling (FM) category, may not be based on a single global template. This is a significant disadvantage of Sub-AQUA. Nevertheless, we perform this comparison to obtain a better understanding of the behavior of the Sub-AQUA method. Because target -template alignments are not available, we used BLAST to search a template from the PDB and made an alignment between the target and the template sequence using BLAST. Thus, the alignments we computed may not be the same as the ones actually used for constructing the models.
We compare the methods in two ways: First, in Table IV , we compare the correlation coefficient of the quality assessment scores and the global RMSD of models in different target categories, i.e. the high-accuracy template-based modeling (HA-TBM), the template-based modeling (TBM), the template-based modeling/free modeling (TBM-FM), the freemodeling (FM) category and models for all categories combined (All). The correlation coefficient is calculated for structure models of each target and averaged over different targets. Figure 6 compares the predicted RMSD by the linear regression of Sub-AQUA (x-axis) and the actual RMSD of the models (y-axis) in each category. Predictions for the HA-TBM models shows the highest correlation value (0.536). In comparison with the other methods in Table IV , Sub-AQUA performs best in the All and TBM-FM categories. In the HA-TBM category, the ranking of the Sub-AQUA is moderate (Table IV) , although the correlation coefficient value itself is largest among the categories (Fig. 6) .
Second, in Fig. 7 , the average RMSD of the top scoring models of each target in the different categories is computed. The prediction groups are sorted by the average RMSD of the All category. It is shown that Sub-AQUA achieves the smallest average RMSD among those compared for each target category except for the case of the HA-TBM. Overall, Sub-AQUA is very competitive among the existing quality assessment methods.
Quality assessment of structural models of the E. coli proteome Finally, to examine the actual situation that occurs in a large-scale structure modeling, we assess the global and local quality of predicted structure models of E. coli proteins. Two sets of structural models of proteins in the E. coli K-12 W3110 genome are prepared (Table V) : in the first set, target -template alignments are taken from the GTOP database (Kawabata et al., 2002) and the tertiary structure models are built based on the alignments by the Nest program (Petrey et al., 2003) . The second set is computed by the SPARKS2 threading program package (Zhou and Zhou, 2005b) . A total of 1797 structural models are obtained by the GTOP-Nest procedure and 3764 structural models by SPARKS2 (Table IV) . Among the total of 4226 protein genes, 2853 genes (67.5%) have at least one structure model constructed by either of the two procedures. The GTOP-Nest set contains models for 1797 (42.5%) genes and the SPARKS2 set has models for 2507 (59.3%) genes. Thus, roughly speaking, SPARKS2 identifies templates for 20% more proteins compared with regular PSI-BLAST search.
For evaluating the global quality, the linear regression of Sub-AQUA (Eqn. 3) is used. Here, an RMSD threshold value of 6 Å is used to define a correct prediction. Among the 1797 GTOP-Nest models, 1125 of them are predicted to have an RMSD of less than 6 Å , while 1373 models are predicted to be correct among the 3764 SPARKS2 models (Table V) . Figure 8 shows the distribution of predicted Comparison of hierarchical regression approaches and regular linear regression in terms of predicting Ca distance of residues in structural models. 2_Linear and 2_LOESS are the hierarchical approaches, in which the global RMSD is predicted first and then used in the second step as one of the independent variables. 2_Linear uses linear regression while 2_LOESS uses LOESS regression. Residues in structure models are classified into correct or incorrect, using threshold values of Ca distance of 2, 4, 6 and 8 Å . The cross-validation using four subsets of data for training and one for testing is performed fifty times and the average and the standard deviation are shown. The total number of residues is 159,947 in 5232 structure models. The proportion of correct positioned residues with the cutoff of 2, 4, 6 and 8 Å is 27.2, 48.1, 59.4 and 66.6%, respectively. (A) AUC of the three models with different RMSD cutoffs. (B) Accuracy of the three models with different RMSD cutoffs.
RMSD of the models of the two sets. Approximately one-third of the GTOP-Nest models have a predicted RMSD within 1 Å and the remaining of the models almost evenly distributed in the range of 2 -11 Å (Fig. 8A) . In contrast, the predicted RMSD of the SPARKS2 models has a peak at around 6 -7 Å and there are fewer models with a predicted RMSD of ,1 Å (Fig. 8B) . Close examination revealed that this difference in the RMSD distribution originates from their different procedures: GTOP uses PSI-BLAST for template search with a conservative E-value threshold value (0.001) against the entire PDB. Therefore, GTOP only identifies very closely related templates for a target, and moreover, the native structure of the target will be identified if it exists in PDB. In fact among the 594 GTOP-Nest models predicted to have an RMSD of 1 Å or less, 238 of them (40.0%) use its native structure as the template and 367 (61.8%) identified a template with the sequence identity of at least 95%. In addition, since we only used aligned regions of target -template alignments (i.e. excluding the flanking gaps on both ends) taken from GTOP, the flanking unaligned regions did not undergo template-FM by Nest. On the other hand, SPARKS2, as usual threading programs do, uses a template database of a selected set of non-redundant structures. Thus, native structures of E. coli proteins are missing if they are not included in the template database. In such cases, SPARKS2 uses a homologous structure of a target in the template database rather than its native structure.
Moreover, the SPARKS2 package feeds alignments including hanging gap regions to Modeller. Those flanking unaligned regions often cause erroneous dangling conformation by Modeller. Figure 8C shows clear correlation between the length of flanking gaps in input alignments and predicted global RMSD of the SPARKS2 models. The influence of flanking gaps is also seen in the correlation between the protein sequence length and their predicted RMSD (Fig. 9 ). Structure models in the GTOP-Nest set have no significant correlation between them (Fig. 9A) , whereas there is an apparent positive correlation between them for the SPARKS2 models (Fig. 9B) .
Both GTOP-Nest and SPARKS2 models share a similar relationship between predicted global RMSD and the sequence identity (Fig. 10) . The predicted RMSD starts to diverge when the sequence identity drops below around 30%. This plot resembles the well-known relationship of the protein sequence and structure similarity observed in experimentally determined structures (Chothia and Lesk, 1986; Wilson et al., 2000) .
Local quality, the Ca distance, are also predicted using the linear regression, which combines the predicted global RMSD, the gap ratio and log(localSPAD/SPAD þ 1). Figure 11 shows predicted Ca distance relative to the predicted global RMSD. Both GTOP-Nest and SPARKS2 show a similar trend; clearly the average local Ca distance grows as the predicted global RMSD becomes larger. b QA, the group number of predictors; CC, the correlation coefficient; num, the number of targets whose quality was assessed by the group. In the ranks of individual categories, groups who made predictions for less than 20% of the available models are excluded. In the all category, groups that are excluded at any one or more individual category are excluded. c SA_Lin, real-value RMSD prediction by Sub-AQUA using the linear regression; SA_logit, the logistic regression (within or without an RMSD of less than 6 Å ) by Sub-AQUA. Figure 12 shows examples of predicted structure models of E. coli proteins with predicted Ca distance. Three models each are selected from the GTOP-Nest set and the SPARKS2 set, whose global RMSD is predicted to be less than 2, 4 and 6 Å . The sausage representation (Chen and Kihara, 2008) used here can intuitively represent predicted global structure with its estimated local errors. Low quality local structures are often found at the two ends of proteins (Fig. 12B -F ) and also at loop regions ( Fig. 12A -C) . A very small global RMSD is predicted for structures of yccK (Fig. 12A) and rpsK ( Fig. 12B ) is attributed to closely related template structures with above 35% sequence identity to the targets.
Discussion
In this work we developed quality assessment methods for template-based structure models named Sub-AQUA. The method predicts the real value of global and local quality of structure models, rather than reranking a pool of decoy structures, because the real value of quality is more meaningful for practical use of predicted structures in designing or interpreting biological experiments. For global RMSD prediction, the variable selection procedure identified log(SPAD) and log(Verify3D/L 2 ) for linear regression among many other scores examined. For local RMSD prediction, we designed a two-step prediction procedure, which uses predicted global RMSD as one of the variables together with the gap ratio and log(localSPAD/SPAD þ 1). To the best of our knowledge, Sub-AQUA is the first MQAP, which uses sub-optimal alignment information as a scoring term. Interesting observation to note is that scores which evaluate alignment stability (i.e. SPAD and its transformations as well as PRSS) and a coarse-grained residue to structural environment compatibility score (i.e. Verify3D) show more significant correlation to global RMSD in general as compared with scores that examine detailed stereochemical properties of structures, such as PROCHECK scores. It seems like Verify3D captures key structural features of proteins well in a good balance for indicating main-chain level quality of protein models. Also, it effectively takes into account structure information that can compensate for alignment information by SPAD.
Since Sub-AQUA incorporates the SPAD score that evaluates alignment stability, RMSD value prediction by Sub-AQUA works best by design when a target -template alignment is available. However, the results on the CAPS7 models (Table IV, Fig. 7) show that the Sub-AQUA method is very competitive even when the target -template alignment is not given, by 'predicting' the alignment by BLAST.
An important finding of this work is that different quality measures show different levels of correlation to RMSD and the LGA score and the correlation changes as the global quality of structure models changes (Table I) . For example, DOPE, which is an atom-contact assessment score, shows relatively strong correlation to RMSD when distantly related templates, i.e. those of the fold level similarity, are used while its correlation to RMSD is low when closely related templates, i.e. those of the family level similarity, are used. Therefore, it may be worthwhile to alter contribution of different types of a Models with a predicted RMSD of 6 Å or less. Fig. 8 . Distribution of the predicted RMSD of E.coli protein models. RMSD is predicted using the linear regression using log(SPAD) and log(Verify3D/L 2 ) as predictor variables. (A) the GTOP-Nest set and (B) the SPARKS2 set.
Real-value protein model quality assessment assessment scores, i.e. alignment-based, residue-based and atom-based scores, automatically according to the sequence similarity between the target and the template. Now that structure prediction methods, especially template-based structure prediction methods, have become mature, it is time to make them more practical for experimental biologists. We believe quality assessment is a key for bridging computational structure prediction and experimental biology by indicating potential applications of a structure model.
Conclusions
Quality assessment methods named Sub-AQUA, which predict the RMSD and the LGA score (the global quality) and the Ca distance (the local quality) of protein structure models, are developed by combining various scoring terms with regression models. Among the scoring terms tested, scores that evaluate alignment stability using suboptimal alignments (SPAD) and residue-level structure compatibility (Verify3D) showed good correlation to RMSD. Regression models, which combine these two scores are able to select correct structure models with a significant accuracy. To predict the Ca distance between corresponding residues of a model and the native structure, we found a two-level Fig. 11 . The range of predicted Ca distance relative to predicted global RMSD. The standard deviation is shown by the error bars. White bars, the GTOP-Nest structural models; gray bars, the SPARKS2 set. hierarchical approach, which uses predicted RMSD as one of the variables, is effective. The developed quality assessment methods named Sub-AQUA should be useful for biologists who intend to use computational structure models in designing and interpreting biological experiments.
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