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1. INTRODUCTION 
Consider a system of autonomous differential equations in lRd, d> 2, or 
in some infinite dimensional space. Suppose that there exists an equilibrium 
point which is nonhyperbolic and is doubly degenerate. In other words, it 
is a codimensional two singularity. More specifically, we assume that the 
linear variational equation in the center manifold has one of the following 
linear parts 
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For more detail, see Arnold [l, 21, Carr [S], Chow and Hale [9] and 
Guckenheimer and Holmes [ 111. 
The classification of vector fields near a singularity of type A, for generic 
perturbations can be found in Arnold [ 1 J, Bogdanov [3, 4, 51, and, for 
symmetric perturbations, in Carr [8] and Takens [ 143. Such classification 
is not simple. The main difficulty is to prove the uniqueness of the limit 
cycle. It is usually proved by using properties of elliptic integrals depending 
on a parameter (see Arnold [l], Bogdanov [ 1, 2, 31, Carr [S], Chow and 
Hale [9], and Guckenheimer and Holmes [ll]) and is related to the 
weakened Hilbert 16th problem (Arnold [ 1, p. 3031). In 112, 131, 
Il’jaSenko showed that these properties of elliptic integrals could also be 
obtained by methods in algebraic geometry. 
The classification of vector fields near a singularity of type A, or A, is far 
from being complete. Since the dimension of the system is >3, many new 
types of dynamical behavior can occur. The first step in any attempt at 
classification is to put the equations in normal form and then try to classify 
the truncated equations; namely, the normal form equations up through 
polynomials of degree <k for some fixed integer k. Because of the nature of 
the linear parts A, or A,, these equations are very symmetrical and the 
flow can be reduced to a polynomial equation in the plane. It is this 
polynomial equation which is the subject of this paper. For this equation, 
the existence and number of periodic orbits plays a fundamental role in the 
classification. 
All of this paper is concerned with the case AZ. In Section 2, for the case 
A, we show how one obtains the relevant equation in the plane and point 
out that the bifurcation diagram is easy to obtain everywhere xcept in the 
neighborhood of one point for which the unperturbed equation is 
Hamiltonian. The discussion of periodic orbits reduces to the consideration 
of the monotonicity properties of a certain function which is the ratio of 
Abelian type integrals. For certain values of the parameter, these are 
Abelian integrals and one can analyze this fLlnction by using methods from 
the theory of analytic functions and algebraic geometry. In Section 3, we 
discuss a case of this type and show periodic orbits are unique. The method 
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of proof follows earlier ideas used by Carr [S]. Cushman and Sanders 
[lo] also have discussed this case and have shown very clearly the connec- 
tions with the Picard-Fuchs theory of Abelian integrals. Bogdanov presen- 
ted this result in [4] with a different proof. Arnold [l] states that the 
method of Il’yaBhenko [12, 131 can be applied also to this case. 
In Section 4, by using a more analytic proof, we show uniqueness in case 
.A, for situations where the algebraic methods do not seem to be applicable. 
2. NORMAL FORMS AND BIFURCATIONS 
In this section, we suppose that we have a singularity of type AI. To 
classify the behavior of vector fields near such a singularity, consider the 
equation in R3 
2.i = Au + F(u), 
where u E R3, 
A= 
a, BE R are small parameters, F= O(lul’), as 1~1 -+ 0, and is smooth. By 
introducing cylindrical coordinates, 
u,=rcosfl, 
u2 = r sin 8, 
u3 = s, 
and applying the theory of normal forms (method of averaging) (see, e.g., 
[9]), one may assume without loss of generality that our differential 
system near u = 0 has the form 
4 = 1 +fk(r2, s, a, 0) + O(k + 1)/r, 
f = rg,(r*, S, ct, /I) + O(k + l), 
S = h,(r2, S, a, 0) + O(k + I ), 
wheref,(O, 0,O) = g,(O, 0,O) = h,(O, 0,O) = ah,(O, 0, O)/& = 0, the functions 
fk, rgk, hk are polynomials in r, z, CL, /?, of degree <k and O(k + 1) denotes 
terms which have order k + 1 uniformly in 0. 
One important observation about these equations is that the terms up 
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through order k are independent of 8 and that the equations truncated up 
through order k always have the manifold Y = 0 invariant under the flow. 
An attempt to analyze the above equations consists of the following 
steps. First, ignore the terms of order k + 1 and analyze the truncated 
equations completely. Since the truncated equations are independent of 0, 
one can replace the time variable by 8 and obtain an equation in the plane. 
Because the truncated equations correspond to a planar system, periodic 
orbits play a major role in the discussion of the flow for a, a parameters 
varying in a neighborhood of zero. For k = 3, we will give below a com- 
plete discussion of the periodic orbits. 
The next step in the analysis is to discuss the effect of perturbation terms 
O(k + 1). These terms depend upon 8 and also may not possess the sym- 
metry properties in r that the truncated equations possess. This creates 
significant difficulties. A complete solution to the complete equations is not 
available at this time. We do not discuss this problem, but mention only 
that significant progress has been made by Broer [6], Broer and 
Vetger [ 71. 
If we truncate the equations, replace t by 8 and keep only terms up 
through the third degree, we obtain the system 
r’ = r(a + 2s + Jr2 + I%‘), 
s’ = gs + 6s’ + Fr2 + fr’s + gs3, 
where “ ’ ” = d/d9 and a, 6, C, c?, 2, f, g are fixed constants. The terms neglec- 
ted from the truncated equations can be shown to be insignificant (see 
C91). 
To obtain a simpler form for these equations we rescale the variables by 
letting 
r = 161 ’2 x, 
s= Icy y, 
1 
e= -- 
61q II2 t, 
a = -)jlCl’/2 d, 
fi = -&lc11’2 p, 
to obtain the following: 
i = iix + Bxy + d, x3 + d2xy2, 
j = fly - yz - (sgn f?) x2 + d,x’y + d4y3, 
where B = -ii/6 and d,, d2, d,, d4 are constants. 
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For the case where B # 0, !% < 0, the bifurcation diagram in the (6, p) 
plane is easy to obtain and qualitatively does not depend upon the cubic 
terms. The bifurcations consist of elementary bifurcations of equilibrium 
points. For the complete equation, this means only Hopf bifurcations and 
the coalescing of periodic orbits. For a complete discussion, see [9]. 
The most interesting case is when &>O. It is convenient to introduce a 
change of variables. Choose y close to fl/2 so that $-- 2y + 3&y* = 0 and 
the transformation yt+ y + y together with a resealing of x, y leads to the 
more symmetric form 
1 = &x + Bxy + d, x3 + d,xy*, 
B j=q-y2-x2+d3x2y+d,y3, 
where we keep the same labeling for the constants, even though they are 
not exactly equal. 
If we perform the scalings 
x + EX, Y + &Y, iJ -+ 6 G! + Er?, t+&-lt 
the new equations become 
k=Ix+ Bxy+&[d,x3+d2xy2], 
j = $ - y* - x2 + c[d,x*y + d, y3], 
and are in normal form. 
(2.1) 
Equation (2.1) must be discussed for all x > 0, y E R, I E R, BE IR, and E 
in a neighborhood of E = 0. 
In the following, we assume B > 0. 
Let us first discuss equation (2.1) for E = 0; that is, the equation 
i=Ax+ Bxy, 
There are always two equilibrium solutions (0, &$). The equilibrium point 
(0,4) is a hyperbolic stable node if 1~ -B/2 and a saddle point if 
;1> -B/2. The point (0, - 4) is a saddle point if I < B/2 and a hyperbolic 
unstable node if J. > B/2. If I* < B2/4, there are other equilibrium points, 
( + (a - A2/B2)1’2, -A/B). At the values A = *B/2, there is a bifurcation of 
an equilibrium point into three equilibria, each of which is hyperbolic. This 
bifurcation still remains when E #O is small. The equilibrium point 
( ) ($ - A2/B2)1’2, -1/B) changes its stability properties at 1= 0, being a 
stable focus for 1> 0 and an unstable focus for I < 0. The point 1= 0 thus 
becomes another place where bifurcations can occur. 
505;‘59!3-IO 
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It remains for us to analyze the behavior of the solutions of (2.1) for 
1= 0, E = 0. For 1= 0, E = 0; that is, the equation 
R = Bxy, 
$=a- y2-x2, 
there is a lirst integral 
1 
(2.2) 
(2.3) 
where 1 + q = 2/B. 
The fact that (2.1) for A= E = 0 has a first integral implies that cubic 
terms are necessary to resolve the complete bifurcation diagram near 
/z = E = 0. To obtain this bifurcation diagram, one must discuss the periodic 
orbits of (2.1) for (2, E) small. The first integral of (2.2) is very useful in 
such an analysis. Let us briefly indicate how this is done. 
It is convenient to reparametrize the orbits by replacing t by xYt to 
obtain the system 
i = xy[Ax + Bxy + &(d,x3 + d2xy2)], 
I; = x4[a - x2 - y* + c(d,x*y + d4 y3)]. 
The derivative of H along the solutions of (2.4) satisfies 
(2.4) 
Y+112+i$(d,x3+d2xy2)x~-~i(d3x2y+d4y3)x? (2.5) 
It is not difficult to see (Carr [S]) that a necessary and sufficient con- 
dition for an orbit r= r(& E) of (2.1) to be periodic is that 
s 
h dt = 0. 
I- 
(2.6) 
Using (2.5) and (2.6), one obtains a bifurcation function for periodic orbits 
which involves Abelian integrals. (See Sects. 3, 4 and Appendices A, B). It 
is then shown that the number of periodic orbits is then reduced to the dis- 
cussion of the monotonicity properties of a scalar-valued function which is 
the ratio of two Abelian integrals. Under the assumption that B = 2, d, = 1, 
d, = d3 = d4 = 0 and by assuming the monotonicity of the above function, 
the complete bifurcation has been obtained (see, e.g., Chow and Hale [9]). 
In the following section, we will give a proof of this monotonicity 
hypothesis. Thus, this completes the bifurcation diagram for equation (2.1) 
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with B = 2, d, = 1, d, = d3 = d4 = 0. In Section 4, the case B > i will be con- 
sidered. The problem of monotonicity is still open for 0 < B < f. In Appen- 
dices A, B, we show that the results obtained are still valid for arbitrary 
but fixed values of the dj not lying on a hyperplane in (d,, d,, d3, d4) space. 
Note that this is not surprising because, on a Riemann surface of finite 
genus, there are only a fixed number, depending on the genus, of linearly 
independent holomorphic differentials. 
3. UNIQUENESS THEOREM FOR B=2 
Consider the equation 
i=Ix+2xy+&x3, 
j=+-+g, 
which is Eq. (2.1) with B=2,d,=l, d2=d3=d4=0. Let 
(3.1) 
When I = E = 0, (3.1) is a Hamiltonian system with the Hamiltonian H. 
Thus, solutions of (3.1) with A = E = 0 are parametrized by H = c or 
x x3 
xy2y3-C’ (3.2) 
where c E Iw. We note that c = 0 corresponds to the heteroclinic orbit, c = $ 
corresponds to the fixed point (t, 0) while O< c <A corresponds to a 
periodic orbit. 
As remarked in the previous section, a necessary and sufficient condition 
for an orbit r= r(1, E) of (3.1) to be periodic is that 
s kdt=O I- 
0= j’I’(Ax+Ex3)dt 
0 
I 
T 
=- y(L + 3&x%) dt, 
0 
where T> 0 is the minimal period of the periodic orbit r(n, E). By using the 
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above equation and letting A = 3&p, one obtains a bifurcation function 
G(p, E, c) for periodic orbits which for E = 0 is given by 
WA 0, cl = ~Jdc) + Jdc), o-cc<+, 
where 
J,(c) = ju2 y dx, 
01 
(3.2) 
(3.3) 
and O<a, <$ and t<a, <d/2 are the two real positive roots of the 
equation 
1 x2 c -----= 
4 3 x 
0 
for O<c<&. Let 
J2(c) P(c)=- 
Jo(c) 
O<c<h (3.4) 
It is shown in [9] that, if P’(c)#O, then Eq. (2.1) has a unique 
asymptotically stable limit cycle for appropriate values of (A, a) # (0,O). 
Our main result in this section is the following. 
THEOREM 3.1. Let P(c) be defined as above. We have P’(c) > 0 for 
O-cc<&. 
To prove this, let c, = &, c2 = & and 
R(W)+c-;)“2, o<w<a (3.5) 
Define 
1, = j=2 w*“R( w) dw. 
(‘I 
By setting w2 =x and using (3.2), (3.3), we have 
212=J,,21,=J,, O-cc<&. 
(3.6) 
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Hence, 
I*(c) P(c)=- 
MC)’ 
O<c<&. (3.7) 
We will use (3.7) to show Theorem 3.1. 
LEMMA 3.2. In(c)= -$j;; (w*“/R(w))dw. 
Proof From (3.5), 2R dRjdc = -1. 
LEMMA 3.3. lim,, ,,12 P(c) = 3. 
Proof. lim,., 1,12 P(c) = lim,., 1,,2 (r2(c)/10(c)) = (t)‘. 
LEMMA 3.4. lim,.,, P(c) = A. 
Proof Integration. 
LEMMA 3.5. Let Z(c) be the column vector (I,, I,, Z,). Then Z(c) satisfies 
the differential equation 
I(c) = A(c) Z’(c), (3.8) 
where 
and 
A = det A(c) = g(c’ - $,) c. 
Proof Let us first prove that Z,(c) = 3&(c)/2 - Z;(c)/4. From the 
relation 
2R%1w4w5 
dw 2 
it follow: that, as differential forms, 
R2 
Rdw=-d-dw 
-Rg+;w)+;-c] 
1 dw 1 
=-wdR+- -w2-c. 
3 [ 1 R 6 
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Integration by parts yields 
I,(c) = - fIo(c) -*l;(c) + 2cl&(c) 
which is the desired relation. Let us now show that 
61, = 64 -I;. 
By the definition of I, and by integration by parts, we have 
Hence, 
2 
i 
“2 dw 
w8-= 
3., R 
so that 
Finaly, we show that 
Using the definition and integration by parts, one obtains 
I,= jc2(pf)$ 
<‘I 
s 
~2 w4R2 
= 
‘L 
Rdw. 
Hence, 
so that 
8 
J 
c2 
-is c, 
wl~~=j($w6-cw4 2, 
> 
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A similar argument on I, yields 
Combining the above two equations, we obtain 
161,=/c* (++&w4)$ 
(‘I 
which is the desired formula for Z2. This proves the lemma. 
Lemma 3.5 is known as the Picard-Fuchs equation for the integrals 
I,, I,, I, and corresponds to Eq. (26) in Cushman and Sanders [lo]. 
LEMMA 3.6. 
(3.9) 
Proof. By (3.8), Z”(c)=/i-‘(c)(E- /i’(c)) Z’(c), where E denotes the 
identity matrix. We have 
and -4 0 0 
E-A’(c)= I 0 0 0 I 
-A 0 a 
Equation (3.9) follows from the above matrix equation. 
LEMMA 3.1. Let 
Then, 
(3.10) 
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Proof: Equation (3.10) follows from (3.9). 
Equation (3.10) corresponds to the Ricatti equation of Cushman and 
Sanders [lo]. 
LEMMA 3.8. IfO<c<h, QEIR, then 
1 
84 1 
+‘+6c2Q-$Q2 >o. 1 
Proof: The maximum of the quadratic form 
- ac’ + 6c2Q - &Q’ 
occurs at Q = 36c2 and its maximal value is 
-A(1 - 144c’) c2. 
Since 0 < c < & and d < 0 (Lemma 3.5), we have the desired result. 
LEMMA 3.9. ZfP’(c,)=Ofor some O<c,<k, then P”(c,)<O. 
Proof: By the definitions of P and Q, we have 
&P+Z,P’=I;, 
I;(P+2I,P’+I,P”=I:‘, 
&Q=I$, 
I;Q + I;Q’ = I;. 
Since P’(co) = 0, we have P”( cO) = Ib(cO) Q’(c,)/ZO(c,). By (3.6) and 
Lemma 3.2, lo(c) > 0, Zb(cO) < 0. By Lemmas 3.7 and 3.8, Q’(cO) > 0. This 
implies P”( cO) < 0. 
LEMMA 3.10. If P’(c,,) = Of or some 0 < c0 < & then & < P(c,) < 4 
ProoJ: By the first and last equations in (3.8), 
3Z0 - 161, = 3cZ;, - 121;. 
If P’(c,,) = 0, then, by the above equation, 
&P(c,)=-c f6 5$ (l -4P(c,)), 
because I*(c,) = P(c,) &(q,). Since Zb(c,J < 0, P(c,) - & has the same sign 
as 4 - P(cO), i.e., we must have & < P(q,) < $. 
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Proof of Theorem 3.1. Itfollows easily from Lemmas 3.3, 3.4, 3.9, and 
3.10. 
4. UNIQUENESS THEOREM FOR Bai 
In this section, we consider the general case B> i, d, = 1, d2 = d3 = 
d4 = 0. From (2.1) the normal form is 
i = Ix + Bxy + &x3, 
(4.1) 
We note that the notations used in this section will be similar to those in 
Section 3. This will not cause any confusion. In fact, if we let B = 2, then 
both notations will coincide. However, the proofs of monotonicity in Sec- 
tion 3 and this section are different. The main reason to include the proof 
in Section 3 in this paper is to show that, for B = 2, one may be able to use 
complex variable topological arguments as in [lo, 12, 131 to prove 
Theorem 3.1, while it does not seem likely in the present case. 
Let 
1 +y=;. 
Changing time scales, we obtain the following normal form 
i = xy(Ix + Bxy + cx3), 
j = x”(i - x2 - y2). 
(4.2) 
(4.3) 
Let 
Using (4.3) we have along solutions of (4.3) 
fi= Jqx Y+lA+&XY+3). (4.4) 
Let EP = il. As in Section 3, we obtain, for periodic solutions of (4.3), a 
bifurcation function G(p, F, c, B) which for E = 0 is given by 
G(P, 0, c, B) = (4 + 1) ~Jo(c, B) + (q + 3) J,(c, BL o<c<c,, 
426 
where 
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1 q+’ 
c, = c,(B) = z 0 ( 1 1 T-4(1 ’ > 
J&c, B) = ia2 xqy dx, 
“1 
(4.5) 
J,(c, B) = Ia x4 + 2y dx, 
a1 
> 
112 
’ 
and 0 < a, < 4 < a2 are the zeros of y. We note that c = 0 corresponds to the 
heteroclinic orbit in equation (4.1) (with E = 1= 0) while c,(B) corresponds 
to the fixed point (4,O) in equation (4.1) with E = ,I = 0. Let 
JAG B) P(c, B) =-, 
Jdc> 4 
0 < c < c,(B). 
As in Section 3, let 
P=a,, ?=a 1 2 2 and o<c<c,. 
(4.6) 
Note that R(c,) = R(c2) = 0 and 0 < cr < c2. Define 
ZJc, B) = j-‘* w”‘R( w) dw, n=o, 1,2 ,.... (4.7) 
(‘1 
We have 
J2(c, B) P(c, B) =T. 
zo(c, B) 
THEOREM 4.1. Zf Bai andO<c<c,, then 
; (c, B) > 0. 
(4.8) 
By using this theorem, it will be possible to obtain a complete bifur- 
cation diagram for Eq. (4.1) by following the methods in Chow and Hale 
[9]. We leave the details to the reader. 
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The following are needed for the proof of Theorem 4.1. 
LEMMA 4.2. For n = 0, 1, 2, 
Proof Since 
we have 2RR’ = - 1, where ’ = a/de. 
LEMMA 4.3. Let 
t = W) = jeo P(c, B), q = q(B) = lim P(c, B). 
(’ - cm 
Then 
t= 
B+l 1 
2(3B+2j%=‘. 
Proof By (4.2), (4.6), (4.7) and (4.8), we have (x= wB), 
( I I,(% B) 
zo(O, B) 
where a, = 0 and a2 = a/2. Hence, 
5 
B 1 n/2 
= -.I- + 
4 0 
(sin %)q+2 cos2 9 d% (sin %)4 cos2 9 d% 
Next, 
B+l 
=2(3B+2) 
(4.9) 
This completes the proof. 
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We are not able to find a differential equation like (3.8) for the integrals 
l,,(c, B), I,(c, B), and 12(c, B). It seems this is possible when B is an integer. 
Such equations for B = 1 could be found in Carr [S, Lemma 4 in Chap. 4 J. 
Define 
S(c, B) = j”’ w2R(w) dw. (4.10) 
L’1 
Note that I,(c, 2) = S(c, 2). Hence, the case B = 2 in Section 3 gives a check 
on some of the following formulae. 
LEMMA 4.4. The following equations are satisfied by IO, S, Z2 : 
where ’ = a/&, 0 -K c < C, 
Y=c 
ProoJ Integrating by parts, 
(4.11) 
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Hence, 
The first equation in (4.11) follows from the above equation. The second 
equation in (4.11) is obtained similarly. 
LEMMA 4.5. For 0 -c c-c c,, 
where 6 = B/8c(B + 1). 
Proof. This is obtained by differentiating (4.11). 
LEMMA 4.6. For 0 < c < c,, 
(4.12) 
(4.13) 
where 
Q+ and 6= 
B 
0 8c(B+ 1)’ 
Proof. This follows from (4.12). 
LEMMA 4.7. If P’(cO, B) = 0 for some 0 < c0 < c,, then P(c,, B) = 
Q(c,, B) and P”(cO, B) has the opposite sign as Q’(c,, B). 
ProoJ: See the proof of Lemma 3.9. 
LEMMA 4.8. rf P’(cO, B) = 0 for some 0 < c0 < cm, then 
P(co, B) - 5 = “z;‘;;)[P(co, B)-;] (4.14) 
where 5 is given by Lemma 4.3. 
ProoJ: At c = co, 12(co, B) = P(co, B) Io(co, B) since Z2 = PI,, we obtain 
(4.14) from the second equation in (4.11) by substituting the above values 
of P(co, B). 
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LEMMA 4.9. For 0 < c < c,, 
g < P(c, B) < d. (4.15) 
ProoJ If not, then we have either P(c,, B) > a or < 5 for some 
0 < c,, < c,. By Lemma 4.3, we may assume that P’(cO, B) = 0. Since I2 > 0 
and Z; < 0, this contradicts (4.14). 
LEMMA 4.10. Zf P’(q,, B) =O, 0~ c,, < c,, then P”(q,, B) has the same 
sign as the following expression evaluated at (c,, B) 
-’ 2B 
-I;. 
B+l 
(4.16) 
Proof: By Lemma 4.7, P”(c,, B) has the sign opposite to Q’(c,, B) and 
P(co, B) = Q(co, B). By Lemma 4.9 and (4.13) P”(q,, B) has the sign 
opposite to the following expression evaluated at (c,, B): 
(1-4Q);+ 166Q. 
2 
Since r; < 0 and Q(c,, B) < a, the result follows, from the definition of 6. 
LEMMA 4.11. Zf P’(cO, B) = 0,O < c0 < c,, then P”(cO, B) has the same 
sign as the following expression evaluated at (co, B) 
I, - c,l; 
4c,z;+41; z ( 1 . 2 (4.17) 
Proof: Let P’(cO, B) = 0. Using (4.14), we have, for c = cO, 
Substituting the above equation into (4.16), we obtain the desired result. 
The proof of Theorem 4.1 will be given in the same spirit as before 
(Theorem 3.1), i.e., we will show that if P’(c,, B) =O, then P”(cO, B) > 0. 
Thus, we have to estimate very carefully the sign of the expression (4.17). 
To begin, define 
2 w2B+2 
r(w)=%---, 
B+l 
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i.e., T(W) = R*(w). Let 
and 
Note that r(w) -? is independent of c and &(i+)/dw = 0. Define 
J,(c, B) = Jc,? w”(r(w) - F)[r(w)]“’ dw, 
where c, and c2 are as in (4.7). 
LEMMA 4.12. Let 
f(w)=(r(w)-i)(*$-yfJ-($)*. 
Then 
(4.18) 
(4.19) 
Proof Note that W is independent of c and a?/&= -1. By (4.18), 
J;z -;I ~2 wzB(r( w) - F) dw 
c, Cr(w)l 1’2 
= -i12-FF2. (4.20) 
Also, 
(4.21) 
Note that ar/dw has a simple zero at w = tij while the factor r(w) - F has a 
double zero at w = W. Thus, the following calculations are valid. From 
(4.21)~ 
where 
g(w)= --- ( yf: 2) (r--i)+(t)'. (4.22) 
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Note that g(w) does not depend on c. By differentiating the above equation 
with respect to c, 
7; = !-;; ( w2B $g(w)/(&)‘) dw 
because of (4.20). Thus, 
-;I;+&-?I;= -;!-;(w2Bg(w)/m($)2)dw. 
Finally, using (4.9), i.e. 
21; = -j-<; ( w2’ (g)2/[r(w),1j2 (&)2) dw. 
We obtain (4.19) and that f(w) = (&/a~)~ - 2g(w). 
LEMMA 4.13. We have 
; -72 1. 
2 
(4.23) 
Proof: Recall that r= T(W) and that &(G)/~w = 0. Thus r is the 
maximum of T(W). From (4.20) 
Since Z2 > 0, the result follows. 
LEMMA 4.14. rf B 3 f and P’( cO, B) = 0, then P”( cO, B) > 0. 
Proof Using (4.23) in Lemma 4.11, it is sufficient to show that the 
following expression 
4cc7z; + (4r + 2c,) I; 
is negative when it is evaluated at (c,, B). By Lemma 4.12, it is sufficient o 
prove that 
h(w) = c,f(w) + (2F-f co)(&/8w)’ 2 0 
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for all c1 d w d c2. Since 2B B 1 and c1 B 0, 
BY (4.22), 
h(w) = cO(r(w) - F)( 1 - 2B - 4~~~) + 2F(&/i?w)‘. 
Since r(w) - J< 0 and Pa 0, we have that h(w) 2 0 for c, < w < c2. The 
result follows. 
Proof of Theorem 4.1. It follows from Lemmas 4.9 and 4.14. 
APPENDIX A 
If B = 2, then the normal form is 
1 = ;Ix + 2xy + &(d, x3 + d2xy2), 
j = a - y2 - x2 + &( d3 x’y + d,y3), 
where d,, d,, d,, and d4 are constants. In Sections 2 and 3, we assumed 
that d, = 1, d, = d, = d, = 0. As in [IS] or [9], we will obtain a bifurcation 
function G(p, E, c) which for E = 0 is given by 
G(p, 0, c) = p I” y dx + K, sa2 x2y dx + K, j” y dx 
Ul 01 Ql 
=pJ,+K,J2+KoJo, 
where ,J = EP, JO, J2 are defined by (3.2) and (3.3) and 
(42) 
K, = 3(4 - 4) - (4 -4L 
K,=++;dd. 
(A3) 
To show (A2), we note that an orbit J’ of (Al) is periodic with minimal 
period T > 0 if and only if 
0 = j 1Li dt, 
r 
where 
505.‘59,3-1 I 
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and (x, y) is the periodic solution r of (Al). By using 1= ALE, one obtains 
the following 
2G(,u, 0, c) = j’Ij(px + d,x3 + d2xy2) dt 
0 
s 
T 
- i(d3x2y + d4 y’) dt, 
0 
(A41 
where (x(t), y(t)) is the solution of 
R = 2xy, 
p=Lx’- y*, 645) 
with energy H(x(t), y(t)) = c. Since all the terms in (A4) are given by Jo 
and J2 (see (3.2) and (3.3)) except the following expressions 
1 T 
20 s 
y3i dt = 
s 
a2 
y3 dx 
a’1 
and 1 T 
20 s 1 xy’$dt= -? s u2 y3 dx, UI 
we will show that 
can be expressed in terms of Jo and J,. 
BY (A519 
Integrating by parts, 
1 02 y’dx= 3xy2 dx 
0, 
5 a2 -
0, 
2 
3 = -- 
2 
=iJo-35,. 
This gives (A2) and (A3). 
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If K2 #O, then by Theorem 3.1 we have a unique asymptotically stable 
limit cycle of (Al) for appropriate values of (A, E) # (0,O). 
APPENDIX B 
If B # 2, the normal form is given by 
i = Ax + Bxy + c(dl x3 + d,xy2), 
I; = + - x2 - y2 + &(d3X2Y + d4 y3), 
W) 
where d, , d,, d,, and d4 are constants. Changing time scales, we write (Bl ) 
as 
i=xxy[rlx+ Bxy+ c(d,x3+d2xy2)], 
j = xy[+ - x2 - y* + c(d3x2y + d4 y3)]. 
U32) 
Let 
1 ) 
where 1 + q = 2/B. Using (B2), it follows that 
dH 
dt = jxy + ‘A + cj(dl x3 + d,xy*) x4 - ci(d,x’y + d4 y3) x4. 
As in Appendix A, the bifurcation function G(,u, E, c, B), up = 1, which for 
E = 0 is given by 
where 
WL, 0, c, B) = (q + 1) pJo + K, J2 + Kc, Jo, 
K,=(q+3)d,-(q+l)d,+d,-3d,, 
Kc, = (d,(q + 1) + W/4, 
and Jo and J2 are defined in Section 4. This shows that there is no loss of 
generality by working Eq. (4.1). 
Note added in proof: After this paper was written, the authors became aware of the paper 
of Khemik Zholondek, On the versatility of a family of symmetric vector fields in the plane, 
Math. USSR Sb. 48 (1984) 463492, in which he proved the uniqueness of the limit cycle 
for all B > 0 and not just B > $. The methods of proof appear to be substantially different. 
S. A. van Gils (J. Differential Equations, immediately following in this issue) has shown that 
the methods in the present paper can be used also to eliminate the restriction on B. 
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