This paper extends the view of image processing performance measure presenting the use of this measure as an actual value in a feedback structure. The idea behind is that the control loop, which is built in that way, drives the actual feedback value to a given set point. Since the performance measure depends explicitly on the application, the inclusion of feedback structures and choice of appropriate feedback variables are presented on example of optical character recognition in industrial application. Metrics for quantification of performance at different image processing levels are discussed. The issues that those metrics should address from both image processing and control point of view are considered. The performance measures of individual processing algorithms that form a character recognition system are determined with respect to the overall system performance.
INTRODUCTION
Throughout the development of image processing systems, nearly all research has been dedicated to design of new algorithms or to improvement of existing ones. In the last years, a significant effort also has been devoted to quantitative performance assessment of different image processing methods [1] . In that, image processing algorithms mostly have been considered on their own and developed performance measures have been used to evaluate the effectiveness of individual algorithms or to compare the different image processing algorithms [2, 3] . However, in practice an image processing system consists of serial image processing operations combined differently depending on the overall goal of the vision system. Depending on application, it can happen that a performance measure of an algorithm if considered on its own is not a suitable performance measure if the same algorithm is encapsulated within a larger system. Therefore, it is very important to measure the effectiveness of individual algorithm within a vision system. Recently, some results on performance measures that provide a step to building vision systems that automatically adjust algorithm parameters at each level of the system to improve overall performance were published [4, 5] . In this paper, such kind of performance measure is considered but throughout the consideration of inclusion of control techniques in standard image processing system. The inclusion of closed-loop control is suggested to overcome the problems of standard open-loop image processing. The motivation is the knowledge coming from control theory, that closed-loop systems have the ability to provide a natural robustness against disturbances and system uncertainty [6] .
When control techniques are discussed in connection with image processing, they are usually done so in the context of an active vision or visual servoing systems [7, 8] which use the image processing to provide visual feedback information for closed-loop control. In contrast to active vision and visual servoing, there are only a few publications dealing with the usage of control techniques in image processing [9] [10] [11] . The intention of this paper is to give an additional contribution to the topic.
Other authors that have used classical and modern control techniques to solve image processing and machine vision problems used them for improving the reliability of applied processing techniques. For example, in [9] control ideas were used to improve subpixel analysis in pattern matching. In [12] feedback strategies were used for improving on established single-pass hypothesis generation and verification approaches in object recognition. In those publications, as well as in research on active vision, the image quality is taken for granted. The assumption is that the image at the high level of an object recognition system is of a quality good enough for successful feature extraction. In contrast, in this paper as well as in [13] the feedback control of image quality at different levels of image processing is considered. As it will be shown, the feedback structures are realized as feedbacks between the quality of the image at a particular image processing level and the parameters of image processing algorithms. Hence, the performance measure of an individual image processing algorithm is a measure which reflects the quality of the resulted image. This measure must be appropriate not only from the image processing point of view but also from the control point of view. A basic requirement of the control is that the quality of the image has to be measured so that the control variables can be changed to optimize it. It should be possible to calculate it easily from the image and it must be understandable what the image quality actually is.
The paper is organized as follows. The key principle of the inclusion of feedback structures in image processing is given in Section 2. The main emphasis is on the choice of the control and feedback variables. In some applications, illumination condition or camera parameters may be used as control variables that influence the quality of images at different levels of image processing. In applications where this is not possible, only internal image processing variables are available for control. This and other specifics, as well as the benefit of the closed-loop control in image processing, are discussed more detailed in Section 3 throughout the demonstration of results achieved for optical character recognition in the automotive industry. In this case, our feedback mechanism treats the image acquisition as the essential image processing step, bearing in mind the influence of the quality of original (notprocessed) image on the subsequent processing, which is different from other published results on feedback structures in image processing [12, 14] . Active image acquisition should provide a "good" original (not-processed) image suitable for subsequent processing. In literature there are different treatments of the control of image acquisition on its own. For example, in [15] , a feedforward of camera parameters according to the appropriate quality measure is used to provide an image of good quality. We focus our attention on the illumination condition as another important factor for the success of image acquisition. In contrast to [16] where the active illumination is considered as a forward action, in this paper the error-based closed-loop control technique is discussed. Besides the image acquisition control, aiming at improvement of the quality of not-processed image and so at providing a basis for the image data processing to be supported by a more robust input image data, the inclusion of feedback control at the segmentation level of image processing is considered. The goal is to suggest the possible method of the automatic adjustment of the internal image processing variables, based on the classical control techniques, for improvement of the overall image processing performance. The comparison of performance of proposed method of closed-loop parameter adjustment to the performances of two traditional open-loop adaptive segmentation methods is given in Section 4.
Even though the results presented in this paper are entirely associated with the acquisition and segmentation levels of image processing and application of the character recognition in industrial environment, it is believed that the applied technique will be equally suitable for both other steps and other applications of image processing.
CLOSED-LOOP CONTROL IN IMAGE PROCESSING
A majority of image processing applications concern the object recognition and typically consist of three subsequent parts: image acquisition, image data processing, and image understanding, as it is shown in Figure 1(a) .
In a strict sense, the image acquisition does not belong to image processing [12, 17] . However, having in mind the influence of the original (not-processed) image on the subsequent processing, the image acquisition has to be considered as an essential processing level. If imperfections of the original image are introduced in the standard sequential processing steps, then the results of the subsequent steps become unreliable. Nevertheless, in many real-world applications the vision engineers will regard the images as given and use traditional preprocessing methods to improve the image quality. This is time-consuming and the results are of low accuracy due to the lost image information during the image acquisition. And, in some cases, due to the poor data, it is even impossible to improve the image quality by any standard preprocessing technique. The weak result of one processing unit directly lowers the quality of the following processing step which leads to low robustness of the overall system. Also, the processing at lower levels is performed D. Ristić and A. Gräser 3 regardless of the requirements of the following steps. The introduction of feedback and control strategies at all levels of image processing applications as proposed in Figure 1 (b) will lead to higher robustness and reliability of the image processing system [13, 18] .
It is possible to include two types of closed-loops in a standard image processing system. The first one can be named image acquisition closed-loop. Here the information from all subsequent stages of image processing may be used as feedback to control acquisition conditions (solid lines in Figure 1(b) ). The aim is to provide a "good" image for the subsequent processing steps from preprocessing, through the segmentation and feature extraction to the classification. As it will be shown in the following section, the image acquisition closed-loop may cancel the need for the traditional preprocessing techniques and so can be considered as a new image processing method.
The second type of closed-loop can be realized as the feedback between the quality of the image, representing the input of a higher processing level, and the parameters of image processing at lower level as represented with dashed lines in Figure 1 (b). This closed-loop adjusts parameters of the applied processing algorithm according to requirements of the subsequent image processing step and so can be named parameters adjustment closed-loop. Hence, in contrast to image acquisition closed-loop, this can be treated as a local feedback at the related stage of image processing.
The closed-loop control in image processing differs significantly from the usual industrial control, especially concerning the choice of the actuator and the controlled variables. Generally, the actuator variables are those that directly influence the image characteristics. Hence, for the image acquisition closed-loop, depending on the application, the actuator variables can be camera's parameters or the illumination condition. For the second type of closed-loop, the actuator variables are parameters of applied processing algorithms (e.g., coefficients and size of a smoothing filter at preprocessing level, threshold or parameters and size of filter masks for point, line, and edge detection at segmentation level, etc.). However, the choice of the controlled variable is not a trivial problem. This variable has to be appropriate from the control as well as from the image processing point of view as it was explained in Section 1. From the image processing point of view, a feedback variable must be an appropriate measure of image quality.
The problem of identifying which image data are good and which are bad has become a serious issue in the vision community [15] . To answer the question "what is the image of good quality?" is quite a difficult problem. The image quality obviously depends on the interpretation of the context. If the image of a "top model" is considered, a good image may hide some details like, for example, no perfect skin. For a surgical endoscope a good image is one showing the organ of interest in all details clearly for human interpretation. However, in the machine vision context it must be kept in mind that "what human being can easily see is not at all simple for a machine" [19] . Therefore, one of the main problems in the implementation of automated visual inspection systems is to understand the way in which the machine "sees" and the conditions that have to be created for it to perform its task at its best. Since the correct image understanding highly depends on the result of the object recognition and classification, which represent the last of sequentially arranged image processing steps, it turns out that a "good" image is one on which the subsequent steps work well. If we consider the performance measure of image processing at a particular level as a measure of the quality of the corresponding image, then the performance of active acquisition may be a measure that reflects how good contrast of the original image is. The performance of algorithm at the segmentation level measures correctness of segmentation of the image areas corresponding to objects of interest, and so forth.
In the following, the principle of the choice of the control and controlled variable in image processing is presented for the case of character recognition in industrial environment. The authors are of the opinion that even though this choice is application dependent, once a pair of controlled and actuator variable is found the framework for the inclusion of proven error-based control techniques in different image processing applications is provided.
FEEDBACK CONTROL FOR IMPROVEMENT OF CHARACTER RECOGNITION IN INDUSTRIAL APPLICATIONS

The problem
Automated reading of human-readable characters, known as optical character recognition (OCR) [20] is one of the most demanding tasks for computer vision systems since it has to deal with different problems like wide range of fonts, confusing characters such as B and 8, or unevenly spaced characters. Besides the mentioned common problems concerning the nature of text information to be recognized in various industrial applications ranging from the pharmaceutical industry to the automotive industry, there are numerous specific challenging conditions that should be met. In the automotive industry, that represents one of the most frequent and important application area of the OCR, there is a great variety of identification marks on different materials to be detected. Some of them are shown in Figure 2 . Each character type has specific challenges for the character recognition system, but for all types of identification codes the main difficulty concerns the image acquisition condition. The reliable detection of the identification codes is necessary throughout the whole car manufacturing process including the painting process. Different surface types, containing the characters to be detected, ranging from the rough surface of casting to the differently colored and polished surface of the car body, lead to very different light reflection conditions. Hence, it turns out that even for the same characters the illumination condition during the image acquisition in different stages of manufacturing has to be adjusted. on them, in variable illumination conditions was performed [10] . The variable illumination was accomplished by varying the position of the point light source. This simple lighting arrangement fulfills the requirements for the detection of scratched or embossed characters. The scratched and embossed marks of work pieces, representing surface deformations, are required in many production processes as durable markings, resistant to subsequent processing steps. Because of their three-dimensional structure, characters created this way are often difficult to illuminate, to segment and, consequently, to detect. The using of directional front lighting is a good way to visualize surface deformations [19] since the characters appear bright in contrast due to the reflection from the characters edges. However, in case of a heavily textured surface such as it is created by certain machining methods or caused by pollution, the whole surface may appear bright since it contains a lot of microscopic deformations. The problem is also that depending on the quality of the marking process, the depth of the characters can vary demanding a different illumination even for the same characters due to different reflection conditions. Hence, to find the optimal position of the light source is of major significance for characters detection. The determination of the light source position or the appropriate combination of multiple lighting elements by the vision engineer in an iterative process [16] is time-consuming. By choosing the appropriate controlled variable and the closed-loop control strategy for image acquisition, the adjustment of the parameters of the illumination setup can be done automatically for different types of characters and surfaces. The suggested image acquisition closed-loop is illustrated in Figure 3 as the feedback between the quality of the original (not-processed) image and the illumination conditions as a crucial factor for the image acquisition.
As shown in Figure 3 , alike to most other OCR systems [20] we consider the classical structure, but only as the skeleton. Hence, the system is in two major sections: image acquisition and image data processing. Processing consists of usual steps: segmentation of characters to be recognized, their binarization, and finally classification and recognition. The novel difference in our configuration in comparison to other traditional systems lies in the inclusion of two control loops. Besides the above-mentioned image acquisition closed-loop, the local feedback at the segmentation level was introduced. This closed-loop was realized as the feedback between the quality of binary edge-detected image and the threshold value as a parameter determining the success of the characters binarization.
The control goals of included control loops are performances of the corresponding processing steps. While the control goal of the first considered closed-loop is to provide the original image of "good" quality suitable for the subsequent segmentation, consisting of edge-detection and characters binarization, the second closed-loop has as a goal to give a "good" image input for the classifier. The "good" input means that the binary edge-detected image contains the "full" clearly separated characters that resemble the characters used for the training of the classifier. That is when, by using a simple classifier, all characters can be recognized as shown in Figure 4 . Hence, the overall control goal of the implemented feedback control loops is to provide a basis for the classification to be supported by a reliable data from the lower levels of image processing. Therefore, as it will be shown, the measures of effectiveness of individual control-loops are determined considering the number of correctly recognized characters which is the overall OCR system performance.
Image acquisition closed-loop
As it was said above, the control goal of the image acquisition closed-loop is to give the not-processed image of good quality. To find the measure of the image quality that could be used as feedback variable, some image types, representing the undesired cases for OCR relative to the illumination conditions, were first investigated ( Figure 5 ). The red, black, and gray plates with scratched characters on them, of 5 mm and 4 mm height and 0.5 mm width, were imaged in identical illumination conditions. Due to the different light reflection from the plates, the acquired images resulted in a too bright, too dark, and low-contrast image, respectively as shown in Figure 5 . The first two images are obviously of so bad quality that even for the human being it is difficult to recognize characters on them. On the first sight, the third image is a "good" one since a human being can recognize characters on it. However, the corresponding image histogram (Figure 6(c) ) is too narrow indicating the very low contrast of the edges of characters. Hence, the corresponding binary edge-detected image as well as binary images of the first two acquired images are of poor quality. The characters on them are broken, heavy noised, or simply there are no characters due to the lost image information during the image acquisition. Consequently, the result of character recognition is quite weak and unreliable. Since lost image informa- tion cannot be restored, it turns out that the image suitable for character recognition must contain the maximum information.
In the classical information theory, the measure of the average information generated by the source is the entropy [21] . Considering an image as a source with independent pixels, the entropy is defined as the information content of the image and is given by the following formula:
6 EURASIP Journal on Applied Signal Processing The definition of the image entropy (1), also known as the entropy of one-dimensional (1D) histogram or 1D entropy, indicates the maximal entropy as the best measure of the image quality. Even though it is correct for some image processing applications [15] , for the character recognition it is not the case. Maximal entropy corresponds to the case of all gray values equally distributed over the image pixels. That means that the image can contain too bright or dark spots which, as seen in Figure 5 , cover the characters to be recognized. In order to avoid dark or light spots in an image, causing the loss of information on characters, the majority of image information should be contained in the gray levels from the middle part of the gray-level scale. However, the image using only the gray levels from the middle area, according to example shown in Figures 5 and 6(c) , is of low-contrast and so not suitable for the OCR.
All previous discussions indicate that to have an image of high contrast, suitable for further character recognition, the image histogram must be stretched over the whole gray-level scale, but the maximum of information must be carried by gray levels from the middle gray-value area. In order to find the measure of the stretch degree of the image histogram, the following division of a gray-level scale to a dark, middle, and light area is suggested as shown in Table 1 [10] .
A coefficient α is introduced, which represents the relative contribution of the entropy in the middle gray-value area to the total sum of entropies:
The coefficient α is used as the performance measure of the spread of the image histogram over the gray-level scale. Its reference value is 0.5 ≤ α. The entropies in dark H 1 , middle H 2 , and light H 3 areas are determined according to
where p i is the probability of occurrence of pixel value i in the jth gray-level area and LB j and UB j are, respectively, lower and upper boundaries of the corresponding gray-value area. The boundaries were determined by testing the changes of the image contrast on a set of images representing the full range of lighting conditions. The idea was to overcome the drawback of one dimensional histogram of not giving any information on spatial distribution of gray levels in an image, and consequently to provide information about overand poor-lighted image areas.
The chosen control variable was a parameter determining the light source position and consequently the light source intensity. More precisely, the sweep of the light source with respect to the imaged object was considered as variable while two other parameters that determine the position of the light source (Figure 7(a) ) were kept as constant. Figure 7 (b) shows the changing of the stretch degree of the image histogram α with changing of the position of light source during the image acquisition. As it can be seen the chosen measure of the quality of image histogram, and consequently of image contrast, is sensitive to the control variable across the available operating range. Also, it is obvious that there is one-to-one steady state mapping between these two variables and that it is possible to achieve the global D. Ristić maximum of α by changing the illumination condition. Since these basic prerequisites for successful control action to be performed are fulfilled, α was used as feedback variable in the implemented image acquisition control in our OCR system. The block diagram of the image acquisition closed-loop, which provides the image of high contrast suitable for subsequent segmentation and characters binarization, is shown in two forms. The former, shown in Figure 8 (a), presents the effect of the implemented control on the image histogram, and the latter in Figure 8 (b) explicitly demonstrates the result of control of image quality. On the first sight the effect of the implemented control technique in image acquisition is the same as of the traditional image preprocessing technique known as contrast stretching [22] . The novel difference is that in contrast to the traditional case the implemented control technique changes, also, the contour of the histogram and so provides the avoidance of the saturated image case when the classical contrast stretching fails. The traditional contrast stretching makes the overlighted image areas larger which degrades the image quality in applications when larger bandwidth of gray levels is needed. Hence, the suggested control-based method can be regarded as a new image processing method.
Once the image of good contrast is achieved, the second feedback at the segmentation level of OCR system, which will be described in the next section, is initialized. By the on-line maintaining of the achieved good quality of not-processed image, the input image of the segmentation level can be treated as the image of constant quality. The benefit is that the process of binarization of characters to be detected may be considered as deterministic process.
Threshold adjustment closed-loop
Image segmentation is a key step in character recognition [20, 23] . If the characters to be detected are not correctly segmented from the background, it is not possible to extract accurately the characters features needed for the classification and character recognition. Since the weak features lead to weak character recognition, it is of crucial importance to achieve the reliable segmentation of the text to be detected.
In our system, the segmentation of text area consists of two image processing operations: edge-detection and thresholding. Bearing in mind that the image acquisition closedloop provides on-line original image of good quality, the assumption that the edges of characters are correctly identified by chosen Sobel 5 × 5 [22] filter mask can be taken for granted. Hence, the eventual success or failure of subsequent classification and character recognition highly depends on the thresholding step. Thresholding is an image point operation which produces a binary image from a gray-scale image (in our system from the gray-scale edge-detected image). A binary zero is produced on the output image whenever a pixel value on the input image is greater than chosen threshold. A binary one is produced otherwise. Therefore, the quality of binary image depends on the threshold. Too high threshold value yields a very small number of black pixels in the binary image and so, in the case of white background and black characters, leads to loss of information on characters to be detected. In contrast, a low threshold value yields a large number of black pixels in the binary image. In that case a lot of black pixels may be "not useful" in the sense that they do not belong to characters to be recognized. These "extra" black pixels arise due to the reflection from some deformations on the imaged plate surface which are also recognized as edges in the edge-detection step. That is why the adequate determination of the threshold value and its adaptation to environmental changes is of major importance for characters recognition. Since it is very difficult to estimate what is "too high or too low threshold value" without any feedback information on the result of image binarization, using the fixed threshold in traditional open-loop image processing system often gives poor character recognition results. There are publications that treat the adaptation of threshold value but mostly in open-loop and timeconsuming iterative process [24, 25] . The suggestion is to apply the proven error-based control techniques in the implemented closed-loop shown in Figure 9 .
Since the threshold value is the parameter which directly influences the quality of binary edge-detected image, it was considered as the control signal in the implemented closed-loop. The more compact are black pixels that form the characters to be recognized, the binary edge-detected image is of better quality. Hence, the measure of connectivity of black pixels in segmented text area was naturally imposed as controlled variable.
We introduce the two-dimensional (2D) entropy as a measure of connectivity of black pixels forming the characters to be detected. It is defined by the following formula:
where p (0,i) is the probability of occurrence of a pair (0, i) representing the black pixel surrounded with i black pixels (i takes values from 0 to 8 while considering the 8-neighborhood):
number of black pixels surrounded with i black pixels number of black pixels in the image .
Figures 10(a) and 10(b) show, respectively, the images of the "good" numerical character "2" and the "broken" one together with the corresponding histograms of distribution of pairs (0, i) found in the characters images.
As it is obvious, the histogram of the "full" character is very narrow in contrast to the histogram of the "broken" character. This is the expected result since the number of different pairs (0, i) in the image of "good" character is smaller than in the image of "noised" character, but the probability of occurrence of found pairs (0, i) is larger. It is known that random variable X with a large probability of being observed has a very small degree of information − log p(X) [21] . Hence, according to (5) , the 2D entropy of a "good" character, formed of connected black pixels, is supposed to be quite smaller than the 2D entropy of a "broken" or "noised" character. The results of 1.4147 and 2.698 for the 2D entropy of shown "full" and "broken" character "2," respectively, confirm the previous statement. This provides a basis for the use of 2D entropy as a measure of the quality of a binary image containing the characters to be detected. The case considered here assumes the black characters on white background, but the same measure can be used in the opposite case since the introduced 2D entropy is in general the measure of the connectivity of pixels representing the characters to be detected. In other words, the introduced metric (5) is a performance of the thresholding stage of image segmentation. Figure 11 shows the changing of the 2D entropy of text area in binary edge-detected image S with changing of the threshold value.
Obviously, the 2D entropy of text area is sensitive to the chosen control variable across the available operating range. Also, it is evident that there is one-to-one steady state mapping between these two variables and that it is possible to D. Ristić and A. Gräser achieve the global minimum of S by changing the threshold value at binarization stage of image segmentation. The satisfied basic prerequisites for successful control action to be performed prove the pair "threshold-2D entropy of text area" as a good pair "actuator variable-feedback variable" in the implemented threshold adjustment closed-loop. The response of the threshold adjustment closed-loop and consequently of the overall character recognition system, in the experiment of imaging of a metallic plate with scratched characters on it, is presented in Figure 12 .
The achieved result shows that the implemented image acquisition closed-loop rejected the disturbances before they influenced the primary control object, that is, the binary edge-detected image. In the threshold adjustment closed-loop, the number of black pixels in text area was gradually increased so that characters were gradually "filled up" as shown in Figure 12 for the case of numerical characters 0, 1, 2, and 3. The reliable character recognition was achieved after the fifth cycle of implemented threshold adaptation closed-loop.
COMPARISON OF THE THRESHOLDING PERFORMANCES
In this section, the performance of proposed closed-loop control-based thresholding method is compared with the performances of two traditional adaptive thresholding methods: 1D entropy-based thresholding and 2D entropy-based thresholding [24, 25] . In contrast to our method which uses feedback information on quality of binary image to adjust the threshold, those two methods present "forward actions." The 1D entropy, that is 2D entropy, of the background and foreground of the gray-level image to be thresholded (in our system edge-detected image) is calculated. Then the threshold which corresponds to the maximum of the sum of background and foreground entropies is determined as explained in more details in the following.
1D entropy-based thresholding
A few widely-used thresholding methods are based on the concept of 1D entropy defined in Section 3.2 [25] . According to [26] , the threshold value t o divides the gray-level scale of the 1D histogram of the image to be segmented into two areas. One corresponds to image background and the other corresponds to image foreground, that is, to objects to be segmented. In an image the foreground area (objects) may consist of bright pixels on the dark background as in our case of edge-detected images. Then the 1D entropies of the background H b and foreground H f regions of an 8-bit image are, respectively, defined as
where p i in (7) is the probability of occurrence of pixel value i in background area i = 0, . . . , t o , and p i in (8) is the probability of occurrence of pixel value i in foreground area i = t o + 1, . . . , 255. The threshold t o which will provide optimal result of image binarization is the one maximizing the sum of the entropies (7) and (8) . Threshold determined this way is supposed to yield a binary image with the maximum information on segmented objects.
2D entropy-based thresholding
The main disadvantage of using of the entropy of 1D histogram is that it does not give any information on spatial characteristics of the image. In order to overcome that problem the entropy of two-dimensional (2D) image histogram has been defined [24] . 2D image histogram is the graphical presentation of the distribution of pair (i, a) representing 
where p ia is the probability of occurrence of the pair (i, a) p ia = number of pairs (i, a) total number of pairs in the image .
As in the case of 1D entropy-based thresholding here the 2D entropies of the background and foreground of a graylevel image supposed to have bright objects on the dark background are calculated as
where p ia in (11) is the probability of occurrence of the pair (i, a) in background area while p ia in (12) is the probability of its occurrence in foreground area. The algorithm then searches for the values i = t o and a = a o that maximizes the sum of the background and foreground 2D entropies (11) and (12) . This is where the threshold is located.
Bearing in mind that a binary image is an image of only two-pixel values, the suggested 2D entropy of the binary image (5) can be treated as the special case of the 2D entropy of a gray-level image (9).
Experimental results
The binarization of 72 images of metallic plates with scratched characters on them, captured for the different sweeps of the light source with respect to the imaged object, was performed using the two above described traditional adaptive thresholding methods and the closed-loop control-based thresholding method proposed in this paper. The optimal thresholds resulted from all three methods can be seen in Figure 13 . Figure 14 shows the 2D entropy of text area in binary images corresponding to images captured in different illumination conditions. The edge-detected image of each original image was binarized three times using the threshold values determined according to three previously described methods. The binarization results were compared using the 2D entropy of text area in binary image as the performance criteria.
Obviously the lowest values of 2D entropy of text area in binary images, representing the inputs to classifier, are obtained by closed-loop control-based thresholding. As explained in Section 3.3, the low 2D entropy of binary image leads to better recognition result as can be seen in Figure 15 . Presented binary images of numerical characters 1, 2, 3, and 4 correspond to the original image captured for the sweep 78
• of the light source with respect to the imaged object. That image is the output of the implemented image acquisition closed-loop explained in Section 3.2. Binary image shown in Figure 15 (a) is obtained using the threshold value 63 determined by 1D entropy-based thresholding method. Figure 15 (b) corresponds to threshold 42 that maximizes the 2D entropy of edge-detected image as explained in Section 4.2. The method proposed in this paper resulted in the threshold value 34 which yielded the lowest 2D entropy of the text area and so the best recognition result as shown in Figure 15 (c).
CONCLUSIONS
In this paper the performance measure of image processing has been considered through the consideration of the inclusion of closed-loop control in standard open-loop image processing system. The idea behind the incorporation of classical control techniques in a standard image processing is to improve its robustness and reliability. The specifics and benefit of inclusion of feedback control at different levels of an image processing system have been demonstrated through the results achieved for recognition of 3D characters on metallic surfaces which represents a standard industrial image processing application. The inclusion of image acquisition closed-loop and the closed-loop at image segmentation level of character recognition system has been considered. The main emphasis is on the choice of the actuator and controlled variable. It has been shown that appropriate measures of the image quality can be considered as the feedback variables in included closed-loops at particular image processing levels. The measures of image quality, represent- ing the performance measure of corresponding closed-loop image processing, have been determined with respect to the overall system performance. It has been shown that the performance measure should be appropriate from both the image processing and control point of view.
The choice of controlled and actuator variables while including the feedback control in image processing strongly depends on the image processing application and is not always straightforward due to the availability of a large number of variables that can be treated as measures of the quality of images but which are not all appropriate as feedback variables in closed-loop control. This fact differentiates the most control in image processing from the classical industrial control. However, once a pair of controlled and actuator variables is found for the specific application, the framework for the inclusion of proven error-based control methods is provided.
Experimental results on comparison of performance of the proposed thresholding method, representing the segmentation step, to the performances of traditional adaptive thresholding methods are presented. The results confirmed benefit of the using of feedback information on the quality of binary image to adjust the thresholding parameter.
