Abstract. We prove a version of Montel's theorem for analytic functions over a non-archimedean complete valued field. We propose a definition of normal family in this context, and give applications of our results to the dynamics of nonarchimedean entire functions.
Introduction
Montel's theorem states that any family of holomorphic maps with values in P 1 (C) \ {0, 1, ∞} is a normal family. In particular, one can extract subsequences that converge in the topology of the uniform convergence on compact subsets. This result was proven at the beginning of the 20th century and soon became a landmark in complex analysis in one variable. Shortly after its publication, it was used by Fatou and Julia to set the foundations of complex dynamics. We refer to the survey of Zalcman [21] for interesting results related to normal families and applications.
Our goal is to prove a Montel's type theorem in the context of non-archimedean analysis. More specifically we fix a complete (non trivially) valued field (k, | · |), and consider maps between open subsets of the projective line P 1,an k over k in the sense of Berkovich. The first observation is that the obvious generalization of Montel's theorem is not true over a non-archimedean field. In fact, any sequence of constant functions ζ n ∈ k such that |ζ n | = 1 and all residues classes are distinct admits no subsequence converging to an analytic function.
On the other hand, Hsia [13] (see also [14] ) obtained a version of Montel's theorem in the case the source space is a ball, and the target space is P 1 k \{0, ∞}. Two remarks are in order about this result. First, the conclusion is that a suitable family of analytic functions is equicontinuous. But this does not imply the existence of convergent subsequences. Second, the assumption on the source space is a very strong one over a non-archimedean field. For instance, Hsia's theorem fails on annuli. Our main theorems are attempts to remedy these issues.
Let us mention immediately that our results rely in a crucial manner on the sequential compactness of the closed unit ball in the affine spaces A N,an k for all dimensions N ≥ 1. It was proved by the first author [9] for some specific classes of non-archimedean fields, and by J. Poineau [18] in full generality.
Theorem A. Suppose k is a non-archimedean complete non-trivially valued field. Let X be any connected open subset of P 1,an k , and let f n : X → P 1,an k \ {0, ∞} be a sequence of analytic maps. Then there exists a subsequence {f n j } which converges pointwise to a map f : X → P 1,an k .
In fact this result is also true for any affinoid domain, but we stick to open sets for simplicity.
Of course there is a price to pay for this statement to be true. In general, f needs not be analytic, nor even continuous, see Section 4 for some examples. Our next result gives some basic information about the pointwise limit of analytic maps avoiding three points. Observe that in the previous theorem f n (X) is only assumed to avoid two points, just like in Hsia's version of Montel's theorem.
Recall that the local degree deg x f of an analytic map at a rigid point x ∈ k is the ramification degree of f at x. This function extends in a natural way to the Berkovich space, see [3, 8, 11] . For a type II point 1 x ∈ P 1,an k , the local action of f is encoded in a degree deg x f rational map T x f acting on the projective line over the residual fieldk. In order to state our next result we introduce the notion of unseparable degree deg un x (f ) at a type II point x. If the characteristic ofk is p > 0, we have that T x f (z) = R(z p n ) for some separable rational map R and some n ≥ 0. In this case we say that deg . Let f n : X → P 1,an k \ {0, 1, ∞} be a sequence of analytic maps converging pointwise to a map f : X → P 1,an k . Suppose that for any type II point x ∈ X, the sequence deg un x f n is bounded. Then the map f is continuous. Moreover it is either constant or it maps non rigid points to H and f (X) ⊂ P 1,an k \ {0, 1, ∞}.
It is likely that the assumption on the inseparable degree is superfluous in the case char(k) = 0.
Let us add a word about the proofs of these results (in the case maps avoid three points). Over the complex numbers, Montel's theorem follows from the existence of a hyperbolic metric on P 1 (C) \ {0, 1, ∞} that is necessarily contracted by any holomorphic map. Ultimately it relies on the fact that the universal cover of P 1 (C) \ {0, 1, ∞} is the unit disk (note that P 1,an C = P 1 (C)). Over a non-archimedean field k the space P 1,an k \ {0, 1, ∞} is already simply connected so that the former approach fails in this context. On the other hand we may exploit the tree structure of P 1,an k . If X is a ball or an annulus, and f n : X → P 1,an k \ {0, 1, ∞} is a sequence of analytic maps, then their images should avoid the convex hull of {0, 1, ∞} which looks like a tripod. By extracting a subsequence we can reduce our analysis to the case in which all images lie in a fixed ball of bounded radius. At this point, we need to split our analysis into two cases according to whether or not the local degrees are uniformly bounded. When it is unbounded, the proofs of Theorems A and B follow by looking closely at the preimage of the center of the tripod (the Gauss point in P 1,an k ). When the local degrees are bounded, then we are essentially in the situation of a family of polynomials P n of a fixed degree d with coefficients (a (n) 0 , ..., a (n) d ) that are uniformly bounded. By sequential compactness, we can assume (a
,an and we show that this implies the pointwise convergence of P n .
From our results, naturally arises the question of finding a characterization for the limit maps of analytic functions. Over the complex numbers pointwise limits of analytic functions are characterized as being functions that are analytic outside a polar set. We refer to [16] for a recent survey on this question. We shall not touch upon this problem in the present article.
As we mentioned above, Montel's theorem in complex analysis is closely related to the notion of normal families. In a non-archimedean context, we propose the following definition.
Definition. Let X be any open subset of P 1,an k . A family F of analytic functions on X with values in P 1,an k is normal if for any sequence f n ∈ F and any point x ∈ X, there exists a neighborhood V ∋ x, and a subsequence f n j that is converging pointwise on V to a continuous function.
Let us insist on the fact that the condition on the limit to be continuous is crucial to obtain a reasonable notion.
Recall that a normal family of analytic maps in the sense of [14, Definition 5.38 ] is a set of functions that are equicontinuous at any rigid points with respect to the chordal metric d(·, ·) on the standard projective line, where d(z, w) = |z − w|/(max{1, |z|} max{1, |w|}). These two notions of normality are related as follows.
be any open subset, and let F be a family of analytic functions on X with values in P 1,an k . Then the following statements are equivalent:
• F is normal in a neighborhood of any rigid point; • F is equicontinuous at any rigid point with respect to the chordal metric on P 1 (k).
These three theorems subsequently imply
Corollary D. Any family of meromorphic functions on an open subset X of P 1,an k such that, for all x ∈ X, local unseparable degrees at x are bounded, and avoids three points in P 1,an k is both normal, and equicontinuous at any rigid point.
We give two dynamical applications of this fact. First we prove that the domain of normality of a rational map coincides with its Fatou set, see Theorem 5.4 below. Recall that Rivera-Letelier proved that the Fatou set coincides with the equicontinuity locus (for the uniform structure) in the case k = C p , [3, Theorem 10.72] . But no characterization of the Fatou set in terms of equicontinuity properties of the sequence of iterates was previously known in full generality. We refer to [3, pp.334-335] for an interesting discussion on this problem.
As a second application, we define the Julia set of an entire function in A 1,an k as the complement of its domain of normality. In a sense, we put the work of Bezivin [6] in the framework of Berkovich spaces. We extend his work by showing that periodic orbits are dense in the Julia set at least when char(k) = 0. We also show that contrary to the complex setting, there exists no unbounded Fatou component (Baker domain) for non-archimedean entire functions.
Our paper is divided into 6 sections. The first four are aiming at the proofs of Theorems A and B. The last two contain applications of our main results. Section 1 contains a technical result that plays a key role in the sequel. It gives a sufficient condition for a pointwise convergent sequence of analytic functions to have a continuous limit. The case of families of bounded analytic functions is analyzed in detail in Section 2, and a proof of Theorem A is given as an application of these techniques. The sequential compactness of Berkovich affinoid domains in arbitrary dimension appears in a crucial manner here. Section 3 deals with families of analytic functions with unbounded local degree, and contains a proof of Theorem B. In Section 4, we describe some examples to illustrate our results.
Section 5 is devoted to our notion of normality. We discuss local conditions for characterizing normal families, and we relate the normality locus of a rational map to its Fatou set.
In Section 6, we define the Fatou/Julia set of any transcendental entire map of A 1,an k , and give its first properties.
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Pointwise convergent analytic maps
Throughout, k is a complete field endowed with a (non trivial) non-archimedean norm. Recall that a basic open set of P 1,an k is a connected component of the complement of finitely many points.
Our goal in this section is to prove the following
be a basic open set. Consider a sequence {f n } of analytic maps f n : X → A 1,an k , and suppose it converges pointwise to a function f :
More than the result itself, it is the technique involved that will be useful in the sequel. The proof relies on a thorough analysis of the local degrees of the sequence f n , and splits into two parts. When the local degrees are uniformly bounded, then f n is uniformly Lipschitz for the hyperbolic metric in H, and one infers the continuity of f from this bound. Otherwise, one proves that the local degree explodes at one point in X, and the limit is constant.
We emphasize that the assumption on the limit function f to be valued in A 1,an k is crucial. In fact the sequence f n (z) = z p n in characteristic p converges pointwise on X = A 1,an k to a function with values in P 1,an k that is not continuous. We refer to Section 3.2 for more examples.
1.1. Basics on the Berkovich projective line. We refer to [3] for a thorough description of this space, or to [5] . For sake of simplicity, we assume that k is algebraically closed.
The Berkovich affine line A 1,an k is the set of multiplicative semi-norms on the ring k[T ] whose restriction to k coincides with its non-archimedean norm. We shall denote by |P (x)| ∈ R + the semi-norm of a polynomial P ∈ k[T ] with respect to a point x ∈ A 1,an k
. Given x ∈ A 1,an k the set {P, |P (x)| = 0} is a prime ideal, and x induces a norm on the fraction field of k[T ]/{P, |P (x)| = 0}. One denotes by H(x) the completion of this field with respect to x. It is a non-archimedean valued extension of (k, | · |).
Since k is algebraically closed, x is determined by its values on linear functions T − z with z ∈ k. In particular, when {P, |P (x)| = 0} is non-trivial, then x is called a rigid point (or a type I point), and can be identified with a point in k. The set of type I points is denoted by A 1 (k), and for any subset X ⊂ A
1,an k
, we shall write X(k) for the intersection X ∩ A 1 (k). Otherwise x is a norm, and falls into one of the following three categories. If its value group is equal to |k * |, and the transcendence degree of H(x) over k is equal to 1, then x is said to be of type II. If the value group of x is not equal to |k * |, then x is said to be of type III. Finally in the remaining case, x is said to be of type IV.
One can show that for any point x which is not of type IV, there exists a unique closed ball B (i.e. of the form B r (y) = {z, |z − y| ≤ r}, for some y ∈ k, and r ≥ 0) such that |P (x)| = sup B |P |. The quantity sup{|z − z ′ |, z, z ′ ∈ B} is called the diameter of B. If x is not of type IV, we write diam(x) ∈ R + for the diameter of its associated ball.
As usual, we denote the Gauss point by x g which is by definition the type II point of A 1,an k associated to the unit ball.
The set A 1,an k is endowed with the topology of the pointwise convergence, for which it is locally compact. There is also a natural partial order relation
, the set (x, ∞) := {y, y > x} is a subset of type II and III points that correspond to an increasing family of balls. In particular, the diameter function on this family induces a natural homeomorphism between (x, ∞) and a subset of R + . In particular, the function diam has a natural extension to A 1,an k which is continuous on segments (x, ∞). It is a fact that any two points x 1 , x 2 ∈ A 1,an k admit a maximum max{x 1 , x 2 } for the order relation, and (
It follows that A 1,an k admits a natural (non-metric) R-tree structure, see [10, Chapter 3] for a formal definition. Given any two points . When P is a polynomial, and f is a rational map having no poles on U, then
The complement of rigid points in A 1,an k is denoted by H. It is endowed with a natural complete metric which respects the tree structure, is invariant under the action of PGL(2, k), and is defined by d H (x(r), x(r ′ )) = | log r − log r ′ | if x(r) is the point associated to the ball centered at 0 of radius r. The restriction of any analytic map f to a segment I ⊂ H is piecewise affine in the sense that one can subdivide I into finitely many segments (x,
The projective Berkovich line P . It is convenient to view ∞ as a function on k[T ] sending any polynomial of positive degree to ∞, and restricting to the standard norm on k. By convention ∞ is a type I point, so that the space of type I points in P 1,an k is naturally in bijection with P 1 (k). The projective Berkovich line is compact, and has a natural structure of R-tree for which it is complete in the sense of [10] .
The space P 1,an k can also be defined as an analytic curve over k in the sense of Berkovich by patching together two copies of the ringed space A A basic open set of P 1,an k is a connected component of the complement of finitely many points in P 1,an k . As for affinoid domains, the boundary of a basic open set U is finite, and its convex hull is a finite tree that we denote by A U and refer to as the skeleton of U.
Since P 1,an k is a non-metric R-tree, we may define the space of directions T x P 1,an k at a point x as the set of equivalence classes of segments of the form (x, y) with x = y under the relation that identifies segments whose intersection contains (x, y ′ ) for some y ′ . For a type I or type IV point, T x P 1,an k is reduced to a singleton, hence they are end points of P 1,an k for its R-tree structure. When x is of type III, T x P 1,an k has two points, so that x is a regular point. Finally when x is a type II point, then T x P 1,an k is isomorphic to the projective line over the residue fieldk of k, and this isomorphism is canonical once a coordinate is fixed on the affine line. Since #P 1 (k) ≥ 3, a type II point is always a branched point in P 1,an k . Any analytic map f defined in a neighborhood of x induces a map
When x is of type II, then T x f is given by a rational function under the natural identification of T x P 1,an k with P 1 (k). We shall denote by deg x f its degree. It is a non-trivial fact that the function deg x f can be extended to all points such that for any open set U, V for which the induced map f : U → V is proper, then V ∋ x → y∈f −1 (x)∩U deg y f is a constant function, see [8, 11] .
Let us finally fix some notation that will be used constantly in the sequel. A direction at x containing a point x ′ will be denoted by D x (x ′ ). We identify a direction in T x P 1,an k with the subset of P
formed by all the points in that direction. Given an affinoid domain Y , and any x ∈ int Y , we let val Y (x) be the number of directions at x pointing towards a point in ∂Y . That is, the number of connected components of A \ {x} where A is the convex hull of ∂Y ∪ {x}.
Fast directions.
In this section, we analyze the local degree on segments pointing towards infinity, and prove a technical result (Proposition 1.6 below) that will be applied several times in the next sections.
is a convex, piecewise linear, and not locally constant map.
Proof. We first prove that the restriction of log diam •f to any closed segment I ⊂ H is piecewise linear with respect to the hyperbolic metric d H . It is sufficient to treat the case of rational maps. Indeed any analytic map is a uniform limit of rational maps, and any two analytic maps that are sufficiently close in sup norm in a neighborhood of I are equal on I. For rational maps, the result follows from [3, Theorem 9.35 A], by noting that if x, x ′ ∈ H correspond to balls one contained in the other, then
Observe also that the absolute value of the slope of this function is given by the local degree on any segment where it is linear. In particular it cannot be locally constant.
Consider a point x ∈ (x 0 , x ′ ), and let
be the two directions determined by x 0 and x ′ respectively. Since x is not a vertex of
Let m 0 (resp. m 1 ) be the slope of log diam •f on (x 0 , x) (resp. (x, x ′ )) in a neighborhood of x. Suppose by contradiction that m 0 > m 1 . Since D points to ∞, we have m 1 > 0. Note that x is automatically a type II point. Then T x f is a rational map of degree at least m 0 , and there necessarily exists at least one direction D 2 at x different from both D 0 and D 1 which is mapped to D. By assumption x cannot be a vertex of the convex hull of
For convenience, we introduce the following definition.
For any non-constant function f and any point x ∈ int Y , the map T x f :
is surjective. In particular, any point x ∈ int Y admits a fast direction.
Note that the restriction of f to a fast arc is injective and increasing to ∞.
where the sum ranges over all directions D that are mapped to infinity by T x f , which implies the result, since all these directions D must point to an element of ∂Y .
We are now in position to prove the following key result. and all x 0 ∈ int Y , there exists x ′ ∈ ∂Y with the following properties:
As an immediate consequence we obtain
then D is necessarily determined by a point in ∂Y . It is thus always possible to find a fast arc 
.
Iterating the argument we finally end up with the bound ∆(s) ≥ C deg x 0 f for all s with C being the inverse of the product from i = 0 to ℓ of val Y (v i ). Note that this bound is uniform in x since ℓ is bounded from above by the 1 + the number of branched points of the skeleton of Y ; and val Y (x) is always less than #∂Y . We conclude the proof noting that deg
1.3. The case of unbounded degree. In this section we prove Theorem 1.1 in the case the local degree explodes.
be a basic open set. Consider a sequence of analytic maps f n :
, and deg x 0 f n → ∞, for some x 0 ∈ X, then f n converges pointwise to a constant. Moreover, for all x ∈ X, we have that diam f n (x) → 0.
Note that the limit function might be a constant in the hyperbolic space H.
Proof. By Corollary 1.7, we may (and shall) assume x 0 ∈ H, and write z 0 = lim f n (x 0 ). We begin with the following
Now pick any x ∈ X ∩ H, and consider an affinoid domain Y ⊂ X containing both x 0 and x. Let A be the convex hull of ∂Y ∪ {x, x 0 }. Denote by y 0 := x 0 , y 1 , . . . , y N +1 := x the consecutive vertices of A lying on [
We shall prove by induction that diam f n (y i ) → 0 and lim f n (y i ) = z 0 . There is nothing to prove for i = 0. Suppose diam f n (y i−1 ) → 0.
By Lemma 1.2 the function log diam •f n is convex and non constant on [
Since log diam is increasing on the segment [c n , y i ], and convex with slope equal to the local degree, we conclude that log diam
By contradiction, assume that there exists ε > 0 and a subsequence f n such that diam f n (y i ) > ε. If, passing to a further subsequence, deg y i f n is bounded, then we get diam f n (y i ) → 0. Otherwise, deg y i f n → ∞ and Lemma 1.9 also shows that diam f n (y i ) → 0, which is impossible. Hence diam f n (y i ) → 0.
To show that f n (y i ) → z 0 , we pick a basic open set V containing z 0 . We must show that for n sufficiently large f n (y i ) ∈ V . There exists r > 0 such that, if y ∈ V and diam y ≤ r, then the closed ball B r (y) ⊂ A 1,an k with diameter r containing y
Since the diameter is increasing from f n (c n ) to f n (y i ), and the latter is at most r, for n sufficiently large, we also have that f n (y i ) ∈ V . Therefore, f n (y i ) → z 0 . Now for any x ∈ X(k), take a small ball B containing x with boundary point x B ∈ X. Thus, f n (x B ) → z 0 and it follows that f n (x) also converges to z 0 .
Proof of Lemma 1.9. Consider an affinoid domain Y ⊂ X which contains x 0 in its interior. Suppose by contradiction that lim sup diam f n (x 0 ) > 0. Passing to a subsequence we may assume that diam f n (x 0 ) ≥ ε > 0, and for some x ′ ∈ ∂Y , the arc [x 0 , x ′ ] satisfies the conditions of Proposition 1.6 for all f n 's. Since [x 0 , x ′ ] is a fast arc, the function f is injective and increasing to infinity. From the third condition of Proposition 1.6, we conclude that deg
which contradicts the hypothesis of the Lemma.
1.4.
Proof of Theorem 1.1. We may always assume f to be non constant. Pick x ∈ X, and Y an affinoid neighborhood ofx. We shall prove that f | Y is continuous and
for some x ∈ ∂Y by Corollary 1.7. This is excluded by Proposition 1.8 and our standing assumption. Whence (1) sup
This bound is not sufficient for our purposes. But one can prove:
n (f n (∂Y )) ⊂ ∂Y , and computing d(y) at a point in f n (∂Y ), we get #f
When f n is not proper onto its image, we can only conclude that the maximum of y → d(y) is attained at a point in f n (∂Y ). But this is sufficient to get the bound in (2). Lemma 1.10. The function f is sequentially continuous.
We give a proof of this fact thereafter. Let us prove that f is then continuous at x. We proceed by contradiction. That is, there exists a basic open set V containing
It is sufficient to construct a sequence {x m } m≥1 ⊂ X converging tox such that f (x m ) / ∈ V for all m ≥ 1. We proceed inductively. Let U 1 = int Y and x 1 = x U 1 . We may assume that 
We have thus proved f (Y ∩ H) ⊂ H. This concludes the proof of Theorem 1.1.
Proof of Lemma 1.10. We proceed by contradiction. Assume that f is sequentially discontinuous atx. , and y ∈ (x m ,x) so that d H (y,x) = 0, a contradiction. Remark 1.11. The argument above to obtain continuity from sequential continuity can be generalized as follows. Let X be any affinoid domain (of arbitrary dimension), S any topological space, and let f : X → S be any sequentially continuous map. Then f is continuous.
Indeed pick anyx ∈ X, and any open subset V ∋ f (x). Suppose by contradiction thatx lies in the closure of B = {x =x, f (x) / ∈ V }. Since X is an angelic space (see [18] ), one can find a sequence x n ∈ B such that x n →x, which is impossible by assumption.
Family of analytic functions with bounded local degree
In this section, we give a proof of our first main result Theorem A. To do so, we first deal with the case of analytic maps with values in an affinoid domain, and we prove the following key result. be an affinoid domain. Then any sequence of analytic functions f n : U → Y admits a subsequence that is pointwise converging on U to a continuous function.
The above result is false if U is assumed to be an affinoid domain. In fact, let B ⊂ A 1,an k be the closed unit ball containing z = 0 and consider f n : B → B defined by f n (z) = z n . It follows that any pointwise convergent subsequence has a limit f fixing the Gauss point x g and f is constant equal to 0 in the open unit ball containing z = 0 (compare with Section 4.2).
Family of rational functions.
Let us first analyze the special case of families of rational maps with fixed poles and uniformly bounded degree. Proposition 2.2. Suppose k is algebraically closed and choose z 1 , . . . , z p ∈ k. Consider a sequence, indexed by n ≥ 0,
, then the function
converges pointwise to a continuous function P :
denotes the set of multiplicative semi-norms on the ring of polynomials in d + 1 + pd variables with coefficients in k that restricts to the given norm on k.
Proof. We only need to show that P n (z) converges in A 1,an k for any z ∈ A 1,an k \ {z 1 , ..., z p }. Then the fact that P = lim n P n is a continuous function will follow from Theorem 1.1.
Write α = lim n (a
i,j ). We consider first the case of a rigid point z ∈ k. For any w ∈ k, define the following polynomial in d + 1 + pd variables:
Next we consider the case of a type II point z. Recall that, given ζ such that |z − ζ| ≤ diam(z), for all w ∈ k:
In order to prove that P n (z) converges, we need to show that |P n (z) −w| converges for all w ∈ k. In fact, if
, we just need to prove that diam P n (z) converges. To show that diam P n (z) converges, choose ζ 0 , . . . , ζ p(d+1)+1 ∈ k such that
for all i, j. Since the degree of P n is bounded by p(d + 1), at least two different directions determined by the ζ i 's at z are mapped to distinct directions at P n (z). Hence the three conditions above ensure
which is convergent by the same argument as above.
Finally if z ∈ A 1,an k is a point of type III or IV, we pick a segment I ⊂ H of positive and bounded length, containing z. Denote by z s the unique point in I at hyperbolic distance s from z. By Lemma 1.9, the function δ n (s) := log diam P n (z s ) is Lipschitz for the hyperbolic metric with Lipschitz constant ≤ d, hence forms a family of equicontinuous functions. Since type II points are dense on any non trivial segment of H, we know that δ n (s) is converging pointwise on a dense set of I. Whence δ n (s) converges on I to a continuous function (possibly ≡ −∞).
This concludes the proof.
Proof of Theorem 2.1.
Since the range of all maps is included in an affinoid domain, any pointwise limit is necessarily continuous by Theorem 1.1. We only have to prove the existence of a subsequence that converges pointwise. Let us first prove the theorem under the assumption that k is algebraically closed.
Without loss of generality we may assume Y is the unit ball. If deg x 0 f n is unbounded for some x 0 ∈ U, then after passing to a subsequence f n (x 0 ) is converging in Y , and we may apply Proposition 1.8. We conclude that f n converges pointwise to lim f n (x 0 ).
From now on, we suppose that deg x f n is bounded for all x ∈ U. Consider an affinoid domain X ⊂ U. Since U is the countable union of affinoid domains, a diagonal argument shows that it is sufficient to establish the pointwise convergence of an appropriate subsequence in X.
By Proposition 1.6, there exists D ≥ 0 such that deg x f n ≤ D for all x ∈ X and for all n. Extracting a subsequence, we may assume that either there exists x 0 ∈ X ∩ H such that lim n diam f n (x 0 ) = 0 or, inf n diam(f n (x)) > 0 for all x ∈ X ∩ H.
In the first case, since the local degree are uniformly bounded on X, we get f n (x) → f (x 0 ) for all x ∈ X ∩ H. Since balls of sufficiently small diameter are mapped onto balls, f n (x) → f (x 0 ) for all x ∈ X.
In the second case, we use the Mittag-Leffler decomposition on affinoid domains of the affine line, see [12, p.7] . For any d write f n = P [18] , using a diagonal extraction argument we may assume that for each d the coefficients of P d n converge in the Berkovich affine space of the suitable dimension. Proposition 2.2 then shows that
This proves f n (x) is a Cauchy sequence and converges by completeness. Now we establish the theorem when k is not algebraically closed. We start by embedding k intok, wherek denotes the completion of an algebraic closure of k. Denote by Uk and Yk the subsets of P 1,an k obtained as a lift of U and Y , respectively, under the quotient P 1,an k → P 1,an k by the Galois action. It follows that f n lifts to a mapf n : Uk → Yk such thatf n • σ = σ •f n for all σ ∈ Gal(k/k). Thus we may extract a subsequencef n j →f which is pointwise convergent in Uk. Since Galois group elements act continuously andf is continuous,f • σ = σ •f for all σ ∈ Gal(k/k). Recall that U ⊂ A 1,an k , and U = U k is isomorphic to Uk modulo the action of Gal(k/k). Similarly, Y is isomorphic to Yk modulo the Galois action. Whencef descends to a continuous map f : U → Y which is the pointwise limit of f n j . 2
2.3.
Proof of Theorem A. We shall rely on the following two results that are consequences of Theorem 2.1. Recall that x g denotes the Gauss point.
Lemma 2.3. Let X be the affinoid obtained after removing finitely many directions at x g from P 1,an k
. Consider a sequence f n : X → P
1,an k
of analytic maps such that f −1 n {x g } = {x g }, and deg xg f n → ∞. Then there exists a subsequence f n j converging pointwise in X. Apply Lemma 2.4 finitely many times, to extract a subsequence f n converging pointwise in the union of the annuli A I . Now let Y be the affinoid X v associated to a vertex v of A X . Passing to a subsequence, let w = lim f n (v). If necessary, passing to a further subsequence, f n (v) = w for all n or f n (v) = w for all n.
Observe that f n (X v ) ∩ (0, ∞) is reduced to f n (v) (if non empty). It follows that in the latter case f n converges to w in Y .
If f n (v) = w for all n, and deg v f n → ∞, then we apply Lemma 2.3 to extract a pointwise convergent subsequence in Y . We may thus assume that f n (v) = w, and deg v f n = d for all n. Let I 1 , . . . , I ℓ be all the edges of A X with one endpoint at v and consider the basic open set U = Y ∪ A I 1 ∪ · · · ∪ A I ℓ . If w / ∈ (0, ∞), then w is in a direction D of a point x ∈ (0, ∞). It follows f n (U) ⊂ D for all n. Thus we may apply Theorem 2.1 to extract a subsequence that is pointwise converging in Y . If w ∈ (0, ∞), then the degree d j along I j is constant for all j such that f n (I j ) ⊂ (w, ∞), by Lemma 1.2 applied to f n and 1/f n . Therefore d j is bounded by d. After observing that if x ∈ U and f n (x) ∈ (w, ∞), then x ∈ I j for some 1 ≤ j ≤ ℓ we have that a neighborhood of f n (U) ⊂ B for some closed ball B and all n. Applying Theorem 2.1 we obtain the desired subsequence converging pointwise in Y and Theorem A follows. n {x g } = {x g } for all n, then for any direction D determined by points in X, f n (D) is the ball determined by the direction T xg f n (D).
Since deg xg f n → ∞, without loss of generality we may assume that T xg f n = T xg f m provided that n = m. Let S ⊂ P 1 (k) be the set of directions D at x g determined by points in X, and such that f n (D) = f m (D) for some n, m with n = m. Observe that S is countable.
In the directions not in S, the sequence f n converges pointwise to x g . From Theorem 2.1 and a diagonal argument we may extract a subsequence f n j converging pointwise in D for all directions D in S.
Proof of Lemma 2.4. It is sufficient to prove that we may extract a pointwise con-
Relabelling a Y , b Y , if necessary, and passing to a subsequence we may assume that there exists a ball B (containing 0 or ∞) such that either
In the first case we obtain a pointwise convergent subsequence from Theorem 2.1.
In the latter case, we first observe that f First we prove pointwise convergence in A Y . Denote by
for some s n ∈ R, after passing to a subsequence and maybe postcomposing by 1/z. Passing to further subsequences, let t = lim n s n ∈ [−∞, +∞] and For every x s ∈ (a Y , b Y ), let X s be the union of the directions at x s not determined by a Y or b Y . It follows that for s = t, in X s , the maps f n converge pointwise to lim n f n (x s ) = 0 or ∞. Similarly, if β = ±∞, then f n converges pointwise in X t to lim n f n (x t ) = 0 or ∞. So we assume that β ∈ R and we have to prove that a subsequence converges pointwise in X t . In fact, passing to a subsequence, either f n (x t ) = y β for all n or f n (x t ) = y β for all n. In the latter case we have pointwise convergence to y β in X t . In the former, we may apply the previous Lemma 2.3 to conclude that f n has a pointwise converging subsequence in X t .
Montel's theorem
In this section we give a proof of Theorem B. To do so, we first need to analyze in more detail families of analytic functions with unbounded local degree that avoid three points in P 1,an k . 3.1. Family of analytic functions with unbounded local degree. Recall that A Y denotes the skeleton, and ∂Y the boundary of a basic set (or of an affinoid domain).
Our aim is to prove the following two results. , and f n : X → P 1,an k \ {0, 1, ∞} be any sequence of analytic functions such that deg x (f n ) → ∞ for some x ∈ X. Then replacing f n by a suitable subsequence we are in one of the following two situations:
• either f n is converging pointwise on X to a constant function;
• or there exists a branched point x ′ of A X such that f n (x ′ ) = x g for all n and n (x g ) = x 0 for all n, and deg
Proof of Proposition 3.1. Suppose first that the set of integers n such that x g / ∈ f n (X) is infinite. Then we can find a subsequence such that f n j (X) is included in a closed ball of P 1,an k having x g as a boundary point. By relabeling 0, 1, ∞, and possibly extracting again a subsequence, we may suppose f n j (X) ⊂ {|z| ≤ 1} for all j. By Proposition 1.8, we conclude that some subsequence is converging to a constant function as required.
From now on, we assume f −1
n (x g ) ∩ X is non empty for any n. Pick any point
n (x g ) ∩ X. Since f n (X) avoids the triple {0, 1, ∞}, the point x ′ is necessarily a branched point of A X . We may thus assume that f
n (x g ), then the proposition follows. Hence we also assume that
n (x g ) containing x. Passing to a subsequence, f n (x) → y and, maybe after postcomposition by a fixed projective transformation, f n (U) is contained in the unit ball. By Proposition 1.8, diam f n (z) → 0 for all z ∈ U. Now choose a point
n (x g ) ∩ ∂U. Let A be the convex hull of {x} ∪ ∂U and let (z ′ , x ′ ) be the edge of A with endpoint x ′ . We proceed by contradiction and suppose that deg x ′ f n is bounded. By convexity (Lemma 1.2), it follows that deg z f n is bounded for all z ∈ (z ′ , x ′ ). Thus, d H (f n (z), x g ) is also bounded for all z ∈ (z ′ , x ′ ). Since diam f n (z) → 0, we obtain the desired contradiction and conclude that deg x ′ f n → ∞.
Proof of Proposition 3.2. We rely on the following lemma whose proof is given thereafter.
Recall that in characteristic p, the Frobenius morphism is defined by F (z) = z p . When p = 0, the Frobenius morphism is by convention the identity map. Lemma 3.3. Let S be any finite subset of P 1 (k). Then there exists a finite collection of separable rational functions R i with the property that any rational function R such that R −1 {0, 1, ∞} ⊂ S is the composition of R i with some iterate of the Frobenius morphism.
Since f n (X) avoids {0, 1, ∞}, and f −1 n (x g ) ∩ X is reduced to x 0 , any direction at x 0 which is not determined by a branch of A X is necessarily mapped to a direction avoiding {0, 1, ∞}. In particular, we can apply the previous lemma to T x 0 f n , and after taking a suitable subsequence we have
for some fixed separable fraction R ∈k(T ), and some d(n) ≥ 0. Note that by our assumption deg
→ ∞ so that we can take d(n) to be strictly increasing to infinity. Note in particular that we have char(k) > 0.
Proof of Lemma 3.3. Since the triple {0, 1, ∞} is totally invariant by the Frobenius morphism, we can write R =R • F n for some n whereR is separable and
, and similarly for 1 and ∞. Summing up we get
as required. We can thus writeR under the form:
for some a ∈ k, and a collection of at most d − 2 points z i , z ′ j ∈ S, and such that R(z ′′ ) = 1 for some z ′′ ∈ S. The collection of such fractionsR is finite. , and f n : X → P 1,an k \ {0, 1, ∞} a sequence of analytic functions pointwise converging to f in X such that deg un x (f n ) is bounded for all type II points x ∈ X. Since any point in a connected open subset of P 1,an k has an affinoid neighborhood, it is sufficient to consider an affinoid domain Y ⊂ X and show that the restriction of f to Y is continuous.
Let us first assume that sup n sup Y deg x (f n ) < ∞. We claim that one can find a closed ball B of positive diameter such that f n (Y ) ⊂ P 1,an k \ B (possibly after extracting a subsequence). Indeed if it is not the case, by the maximum principle we may find x 0 , x ∞ ∈ ∂Y such that f n (x 0 ) converges in A 1,an k and f n (x ∞ ) → ∞. On the other hand we have
which yields a contradiction. We conclude that f is continuous and f (Y ∩ H) ⊂ H, by Theorem 1.1.
When the local degree is unbounded, by extracting a subsequence we can assume that f −1 n (x g ) is a fixed (finite) set S of branched points of A X . Let us now assume that sup n sup Y deg x (f n ) = ∞. By Corollary 1.7, one can find a point x ∈ Y such that deg x (f n ) → ∞. By Proposition 3.1, after extraction either we are done, or we infer the existence of a branched point x ′ of A Y such that f n (x ′ ) = x g for all n, and deg
Theorem B follows, since this is not possible by assumption.
Examples
We explore various examples of limits of analytic maps.
Limits of analytic maps.
Let us describe some typical maps appearing as limits of analytic functions avoiding three points in the projective line.
Consider a sequence ζ n ∈ k such that |ζ n | = 1, and |ζ n − ζ m | = 1 for all n = m. Pick any integers r ≤ s, and a ∈ k. Then the sequence f n : P 1,an k → P
1,an k
given by f n (z) = z r + aζ n z s is pointwise converging to the unique continuous function whose restriction to the standard affine line sends a point z ∈ k to the point corresponding to the ball B(z r , |a| · |z| s ). Note that except in the trivial case a = 0 this function is never analytic.
Non continuous limits.
We now explore a class of examples showing that assumptions are needed to get continuous limits.
Pick any rational function R ∈ k(T ) of degree d ≥ 2. Suppose all its coefficients are ≤ 1 in norm, and the reduction of R in the residue field of k has degree d (in this case R is said to have good reduction). Consider the sequence of analytic function f n = R n! . Then f n converges pointwise to a function f that is not continuous. To see this, recall that P 1,an k \ {x g } has a partition into open balls B(ζ) one per element ζ of the residue fieldk of k. Denote byR the residue map acting on P 1 (k).
(1) If ζ is not preperiodic forR, then R n! (x) → x g for any point x ∈ B(ζ). (2) If ζ is preperiodic to a periodic cycle ofR that is critical, then one can find c ∈ P 1,an k such that R n! (x) → c for any point x ∈ B(ζ). (3) If ζ is preperiodic to a periodic cycle ofR that is non-critical, then R n! (B(ζ)) is eventually mapped to some open ball B(ζ ′ ) that is fixed by R N for some N. And pointwise convergent subsequences of R N m have (continuous) nonconstant limit maps on B(ζ ′ ).
The description of the limit map in the last case highly depends on the characteristic of the field. When the characteristic of k is zero, and the residual characteristic is positive, then the ball B(ζ ′ ) is a component of quasi-periodicity, and R n! → id on it. Finally in positive characteristic, when R is the Frobenius map, only cases (1) and (2) appear.
In characteristic p > 0, for ε n small enough, the restriction of any polynomial f n = z p n + ε n z p n +1 to the affinoid domain {|z| ≤ 2} ∩ {2|z| ≥ 1} ∩ {2|z − 1| ≥ 1} avoids {0, 1, ∞}. By Theorem A, one can extract many subsequences of f n that converge pointwise. However none of the obtained limits are continuous.
4.3.
Analytic maps avoiding fewer points. Theorem B does not hold with analytic maps avoiding only two points. Take X = A 1,an k \ {0}, and f n (z) = z n . Any limit is 0 on {0 < |z| < 1}, and ∞ on {1 < |z| < ∞}. Hence cannot be continuous at x g . Theorem A does not hold with analytic maps avoiding only one point. Pick c ∈ k such that |c| ≥ 4 and consider the quadratic polynomial P c (z) = z 2 + c. Then {P . This would imply σ n j to converge pointwise on {0, 1} N . Choose any sequence ε such that ε n j = 1 if j is odd, and ε n j = 0 if j is even. Then σ n j (ε) does not converge, which gives a contradiction.
Normal families and applications
Let us recall the following notion from the introduction. A family F of meromorphic functions on X is normal if for any sequence f n ∈ F and any point x ∈ X, there exists a neighborhood V ∋ x, and a subsequence f n j that is converging pointwise on V to a continuous function.
5.1.
Local conditions for normality. In the complex case, Marty's theorem (e.g. see [17] ) is a characterization of the normality of a family of meromorphic maps in terms of the chordal derivative. Such a result is unclear in the non-archimedean context. However we prove The corollary also holds for rational maps. It is a consequence of Theorem 5.4 below and the fact that any repelling fixed point lies in the Julia set 2 .
Proof. If |f ′ (0)| ≤ 1, then there exists a ball B containing 0 such that f (B) ⊂ B. By Theorem 2.1, the sequence {f n } is a normal family on B. The converse is a direct consequence of the previous theorem.
Proof of Theorem 5.2. Assume the family is normal in some ball B ∋ 0. Denote by x 0 ∈ H the point associated to B, and pick a subsequence f n (possibly with repetition) such that lim n |f ′ n (x 0 )| = sup F |f ′ (x 0 )|. Reducing B and passing to a subsequence, we may suppose f n converges pointwise to a continuous function g on B.
Since sup |f n (0)| < ∞, and g is continuous, by extracting a further subsequence and rescaling the image, we may suppose f n (x 0 ) converges to a point in B(0, 1/2). Therefore, f n (B) ⊂ B(0, 1) for n ≫ 1, and Schwarz' Lemma then implies sup B |f 
If char(k) = 0, then sup i≥1 |a . Assume first that any z ∈ P 1 (k) admits a neighborhood U on which F is a normal family. Let us split the family F into two subfamilies F 0 = {f ∈ F , |f (z)| ≤ 1}, and F 1 = {f ∈ F , |f (z)| > 1}. Then Theorem 5.2 applied to F 0 shows that sup F 0 sup U |f ′ | < ∞. This implies the equicontinuity of F 0 on U. The same argument can be applied to F 1 , since 1/f ∈ F 0 for all f ∈ F 1 .
Conversely, pick z ∈ P 1 (k), and a ball B containing z such that {f : B → P 1 (k)} f ∈F is equicontinuous. For any sequence f n ⊂ F , we must find a subsequence that is converging to a continuous function in a neighborhood U ⊂ B of z. After extraction, and possibly replacing f n by f −1 n , we may always assume that |f n (z)| ≤ 1 for all n. By equicontinuity, shrinking B if necessary, we conclude that f n (B) is included in the unit ball for all n. Let U be the convex hull of B. From Theorem 2.1, we conclude that there exists a subsequence f n j converging pointwise to a continuous function.
5.3.
Fatou set of a rational map. Recall that the Julia set of a rational map R of degree at least 2 is the set of points x ∈ P 1,an k such that for any open subset U containing x, there exists an integer n such that R n (U) contains all P 1,an k but a countable set of discrete rigid points, see [3, 11] .
As a first application of our results, we prove Theorem 5.4. Suppose R is a rational function of degree at least 2. Then the Fatou set of R coincides with the set of points x ∈ P 1,an k such that {R n } forms a normal family in a neighborhood of x.
Proof. Suppose x belongs to the Julia set J(R) of R. Pick a subsequence n j such that R n j (x) converges to a point y ∈ P 1,an k . Since J(R) is closed, y belongs to the Julia set.
The set of non-repelling rigid periodic points of R is not empty. In fact, the argument of Benedetto [4] in characteristic 0 extends verbatim in arbitrary characteristic as follows. If R admits a rigid periodic point with multiplier a root of unity, then this is clear. Otherwise we can apply the Woods Hole formula, see [1] , and [20, Corollaire 6 .12] for a proof:
Now if |R
′ (p)| > 1 for all p, the right hand side is < 1 which gives a contradiction. If there exists an attracting orbit, we let V be a forward invariant union of closed balls containing this cycle such that V is contained in the Fatou set F (R), and pick a point y ′ ∈ V that is not periodic. If there is an indifferent periodic cycle, we let y ′ be one of the points of this orbit. For an appropriate closed neighborhood V ⊂ F (R) of the orbit we have that R(V ) = V . In both cases, we have found a point y ′ and a closed neighborhood V ⊂ F (R) of y ′ such that the cardinality of R −n {y ′ } tends to infinity as n → ∞ and R(V ) ⊂ V . By [11] , the probability measures d −n j R n j * δ y ′ converge to a measure whose support is equal to J(R). In particular, the closure of ∪ j R −n j {y ′ } contains x. One can thus find a sequence y j tending to x and such that R n j (y j ) = y ′ . Now suppose {R n j } is a normal family at x. Then we could find a (sub)-subsequence R n j l that is converging pointwise to a continuous function f on a neighborhood U of x. Pick j large enough so that y j belongs to U. Then R n j (y j ) = y ′ , hence R n j ′ (y j ) ∈ V for all j ′ > j. Thus, for all j we would have that f (y j ) ∈ V ⊂ F (R), but f (y j ) → f (x) = y ∈ J(R).
Now suppose x belongs to the Fatou set. We claim that there exists a basic open subset V ∋ x such that ∪ n≥1 R n (V ) avoids a closed ball B. We give a proof of this fact thereafter and first conclude with the proof of the theorem.
Suppose first that there exists a point x ′ ∈ V such that deg x ′ (R n ) → ∞. Choose coordinates such that x g , 0, 1, ∞ ∈ B. Then Proposition 3.1 can be applied and shows that any subsequence of R n admits a sub-subsequence that is converging to a constant. In particular the family {R n } is normal in a neighborhood of x. Next suppose that deg x ′ (R n ) is bounded for all x ′ ∈ V . Then we apply Theorem 2.1 with X := V and Y := P 1,an k \ B. This shows again that the family {R n } is normal in a neighborhood of x.
We now indicate how to prove our claim. Let U be the connected component of F (R) that contains x. If R n (U) = U for any n ≥ 1, then the family {R n } n≥1 maps U into P 1,an k \ U, and hence the iterates of any basic open set V avoids a closed ball B ⊂ U. Thus we may restrict to the case in where U is a periodic Fatou component, which we will assume to be fixed for sake of convenience. Suppose U is the basin of attraction of a fixed point lying in U. Then we pick V to be a basic open set that is relatively compact in U and contains x and the fixed point in U. Then ∪ n R n (V ) is still relatively compact in U, hence its complement contains a closed ball. Otherwise it is known that U is a basic open set in which the local degree of R is constant equal to 1 and whose boundary points are type II Julia periodic points (see [19, Chapitre 5] over k = C p , and [11, Proposition 2.16] for a sketch in arbitrary complete fields). Then R fixes the skeleton of U and permutes its boundary points, hence R N |A U = id for some N. Denote by π(x) the unique point in
Choose a small open (not necessarily connected) subtree T of A U that is relatively compact in U, invariant by R, and such that π(x), R(π(x)), ..., R N −1 (π(x)) belongs to T . Set V = π −1 (T ). Then V is R-invariant, and avoids U \ V that is a non empty open set.
Fatou-Julia theory of entire maps
We now explore the dynamics of a transcendental entire (i.e. not a polynomial) map f : A Bezivin [6] studied the iteration of transcendental entire maps over C p defining the Fatou set in terms of equicontinuity of the iterates with respect to the chordal metric. Theorem C implies the intersection of our Fatou set with the set of rigid points is precisely the Fatou set in the sense of Bezivin. which is totally invariant under f .
• The Julia set is an unbounded closed totally invariant perfect subset of A
• A periodic rigid orbit belongs to the Julia set if and only if it is repelling.
The reader may find in [6, Propositions 5, 6 ] related results concerning the rigid Julia set.
In order to prove the theorem it is convenient to establish the following.
Taking z ∈ J(f ) we conclude that J(f ) has no isolated point. Therefore, J(f ) is an unbounded, totally invariant perfect subset of A Then the Fatou set is non empty; and the Julia set is included in the closure of the set of (rigid) periodic points.
Proof. Since char(k) = 0, then (k, | · |) is not separable as a topological space, i.e., does not admit a countable dense subset. In particular, A 1,an k is not separable. Since by Theorem 6.2 J(f ) is the closure of a countable set, it follows that F (f ) = ∅.
Pick any point x ∈ A 1,an k which is not in the closure of the set of rigid periodic points. Then in some open neighborhood U of a preimage by f 2 of x, the family of meromorphic functions
avoids the values {0, 1, ∞}. Since char(k) = 0, Corollary D implies {g n } is a normal family which shows {f n } is also normal in U. Whence f 2 (x) (and x) lie in the Fatou set. Then the basin of attraction of infinity is connected. Moreover, for any x ∈ A 1,an k , there exist y ∈ (x, ∞) ∩ J(f ) such that {f n (y)} n∈N is an increasing sequence converging to ∞. In particular, the Julia set always contains non-rigid points and Fatou components are bounded.
In the complex setting it is still unknown whether every connected component of the basin of infinity is unbounded. The second part of the above result is a non-archimedean analog of a result of Eremenko [7] .
Proof. The fact that the basin of infinity is connected follows at once since any entire map preserves the natural order on A 1,an k . For the rest of the proof, we may assume that f (0) = 0. Let φ be the associated function as in Lemma 6.3. Given x ∈ A 1,an k , we let ρ > 0 be such that the closed ball B(0, e ρ ) contains x and f (x). Consider ρ 0 > ρ such that ρ 1 = φ(ρ 0 ) > ρ 0 . For n ≥ 0, the intervals [φ n (ρ 0 ), φ n+1 (ρ 0 )) are pairwise disjoint and cover [ρ 0 , ∞). Since there exists infinitely many τ such that φ is not locally affine at τ and τ > ρ 0 , we may consider a sequence τ m ∈ [ρ 0 , ρ 1 ) with the property that for all m ≥ 0 there exists n m ≥ 1 such that φ is not locally affine at φ nm (τ m ). Passing to a subsequence, we may assume that τ m converges to τ ′ ∈ [ρ 0 , ρ 1 ]. Let y be the point associated to the ball of diameter e τ ′ and containing x. We claim that y lies in the Julia set of f . If τ ′ is an accumulation point of the sequence τ m , then y ∈ J(f ) follows from Lemma 6.3. Otherwise τ ′ = τ m for all m. We may assume that n m is strictly increasing and pick a sequence of points y m in the segment [x, ∞) such that y m = f nm (y). From Lemma 6.3, there exists a direction c m at y m which maps onto the direction of 0 at f (y m ) and that contains a point in the Julia set. Let z m be a direction at y which maps under T y f nm onto c m . We claim that z ℓ = z m provided ℓ = m. We may assume that ℓ > m. It follows that T y f nm+1 (z m ) is the direction of 0. Therefore, T y f n ℓ (z m ) is also the direction of 0 but T y f n ℓ (z ℓ ) = c ℓ which is not the direction of 0. Hence, z ℓ = z m if ℓ = m as required.
We conclude observing that all directions z m contains Julia set elements, so that y admits infinitely many directions intersecting this set. Therefore, y ∈ J(f ).
6.4. Examples of entire maps. Example 6.6. Consider λ ∈ k such that |λ| > 1. Let a 1 = 1 and for all n ≥ 1, a n+1 = λ −n a n . Indeed, it is not difficult to check that for n log |λ| < τ < (n + 1) log |λ| the corresponding function φ is affine and has slope n + 1, for all n ≥ 1. Moreover, for all τ > log |λ|, we have that φ(τ ) > τ . Pick any irrational τ 0 > log |λ| and a small neighborhood I of τ 0 in R. For a sufficiently large iterate, say m, of the expanding map φ, the interval φ m (I) must contain a point of the evenly spaced points of the form {n log |λ|} n∈N * . Since at these points φ is not locally affine, from Lemma 6.3 we conclude that an arbitrary neighborhood of the point associated to the ball of radius exp(τ 0 ) contains a Julia set element. Therefore, [x |λ| , ∞) ⊂ J(f ) where x |λ| is the point associated to B(0, |λ|). Since any arc [x, ∞) coincides with [x |λ| , ∞) in a neighborhood of ∞, we conclude that f has the desired property.
Baker [2] constructed complex entire transcendental maps with multiply connected domains U such that f n (U) = f m (U) for all n = m and f n (U) → ∞. Such a domain U is an example of wandering Baker domains (see also [15] for recent developments along this line). Our next example can be regarded as the non-archimedean analogue of Baker's examples. Example 6.7. Consider λ ∈ k such that |λ| > 1. For n ≥ 5 consider a sequence of negative integers ℓ n such that ℓ 5 < 0, ℓ 6 < 3ℓ 5 and ℓ n+2 = (n + 1)(ℓ n+1 − ℓ n ) for all n ≥ 5. Let f (z) = containing the origin. Then f defines a transcendental entire map such that f (A n ) = A n+1 and A n is a Fatou component contained in the basin of infinity, for all n ≥ 5.
In fact, after checking by induction that ℓ n+1 < (n − 2)ℓ n , it follows that 0 > ℓ n+1 − ℓ n is strictly decreasing to −∞. It is not difficult to conclude that for |λ| ℓn−ℓ n+1 ≤ r ≤ |λ|
we have sup |z|≤r |f (z)| = |λ| ℓ n+1 r n+1 , whenever n ≥ 5. Thus, φ is not locally affine exactly at the sequence of points τ n = (ℓ n − ℓ n+1 ) log |λ|. Moreover, φ(τ n ) = τ n+1 and φ(τ n , τ n+1 ) = (τ n+1 , τ n+2 ). Therefore, f (A n ) = A n+1 and the annulus A n is contained in the basin of infinity. In particular, A n is contained in the Fatou set. Let x n be the point associated to the ball of radius |λ| ℓn−ℓ n+1 . It follows that T xn f has degree n + 1. By Lemma 3.3, we conclude that given a neighborhood U of x n there exists m, such that f m (U) contains the closed ball associated to x n+m . From Lemma 6.3, J(f ) ∩ U = ∅. Thus, x n ∈ J(f ) for all n. 6.5. Questions. We end this article with some natural questions. 
?
Recall that it is known that the Julia set of exp(z) is equal to C. On the other hand any non-archimedean rational map admits at least one indifferent rigid fixed point, hence its Fatou set is never empty. The existence of indifferent rigid fixed points for a transcendental entire map is however unclear. Question 6.11. Does there exist a transcendental entire map that admit no indifferent rigid periodic points? Question 6.12. Does there exist a transcendental entire map having a Fatou component U such that ∪ n f n (U) is unbounded but f n | U does not converge to ∞?
