Summary. The Maximum Likelihood approach to jointly model the survival time and its longitudinal covariates has been successful to model both processes in longitudinal studies. Random effects in the longitudinal process are often used to model the survival times through a proportional hazards model, and this invokes an EM-algorithm to search for the MLEs. Several intriguing issues are examined here, including the robustness of the MLEs against departure from the normal random effects assumption, and difficulties with the profile likelihood approach to provide reliable estimates for the standard error of the MLEs.
Introduction
It has become increasingly common in survival studies to record the values of key longitudinal covariates until the occurrence of survival time (or event-time) of a subject. This leads to informative missing/dropout of the longitudinal data which also complicates the survival analysis. Furthermore, the longitudinal covariates may involve measurement error.
All these difficulties can be circumvented by including random effects in the longitudinal covariates, for example through a linear mixed-effects model, and modeling the longitudinal and survival components jointly rather than separately. Such an approach is termed "Joint Modeling" and we refer the readers to the insightful surveys of Tsiatis and Davidian (2004) and Yu et al. (2004) and the references therein. Numerical studies suggest that the "joint maximum likelihood" (ML) method of Wulfsohn and Tsiatis (1997) , hereafter abbreviated as WT, is among the most satisfactory approaches to combine information. We focus on this approach in this paper and address several intriguing issues.
The approach described in WT is semiparametric in that no parametric assumptions are imposed on the baseline hazard function in the Cox model, while the random effects in the longitudinal component are assumed to be normally distributed. An attractive feature of this approach, as confirmed in simulations, is its robustness against departure from the normal random effects assumption. It is in fact as efficient as a semiparametric random effects model proposed by Song, Davidian and Tsiatis (2002) . These authors called for further investigation of this intriguing robustness feature. We provide a theoretical explanation in section 2 and demonstrate it numerically in section 4. A second finding of this paper is to point out the theoretical challenges regarding efficiency and the asymptotic distributions of the parametric estimators in the joint modelling framework. No distributional or asymptotic theory is available to date, and even the standard errors (SE), defined as the standard deviations of the parametric estimators, are difficult to obtain. We explore these issues in section 3, highlight the risks when adopting a heuristic proposal in the literature to estimate the SE, and provide numerical illustrations in section 4. A bootstrap procedure is proposed instead to estimate the standard errors.
Robustness of the Joint Likelihood Approach
Without loss of generality, we assume a single time dependent covariate, X i (t), for the i-th individual with i = 1, .., . . . , n. The survival time L i is subject to usual independent random censoring by C i , and we observe (V i , ∆ i ) for the i-th individual, where V i = min(L i , C i ) and
The longitudinal processes are scheduled to be measured at discrete time points t ij for the i-th indivudual, and are terminated at the endpoint V i . Hence, the schedule that is actually observed is t i , = {t i1 , . . . , t im i } with t im i ≤ V i < t im i +1 , and no longitudinal measurements are available after time V i , prompting the need to incorporate the survival information and thus the joint modeling approach to combine information. We further assume a measurement error model for the longitudinal covariate, so in reality what is actually observed is
Here e ij is measurement error which is independent of X ij and has a parametric distribution, such as N (0, σ 2 e ). Hereafter, we use boldface vector symbols W i = (W i1 , · · · , W im i ) to denote the observed longitudinal data. To recover the unobserved X i (t), we assume a parametric random effects model with a k-dimensional random-effects vector b i ∼ g α , denoted by 
The "joint modeling" of the longitudinal and survival parts is specified by (1) and (2).
The parameter that specifies the joint model is θ = (β, λ 0 , α, σ 2 e ), where the baseline λ 0 is nonparametric.
Let f (W i ; α, σ e ) and f (W i |b i ; σ 2 e ) be respectively the marginal and conditional density of W i , and f (V i , ∆ i |b i , β, λ 0 ) the conditional p.d.f. corresponding to (2). Under the assumptions of an "uninformative" time schedule as illuminated in Tsiatis and Davidian (2004) , the contribution of the i-th individual to the joint likelihood is:
where E * i denotes conditional expectation with respect to the posterior density of
Two facts emerge. First, E * i {f (V i , ∆ i |b i ; θ)} carries information on the longitudinal data. If it is ignored, the marginal statistical inference based on f (W i ; α, σ 2 e ) alone would be inefficient and even biased (due to informative dropout). This sheds light on how a joint modelling approach eliminates the bias incurred by a marginal approach and also why it is more efficient. Secondly, the random effect structure (g α ) and W i are relevant to the information for survival parameters (β and λ 0 ) only through the posterior density g(b i |W i , α, σ 2 e ), which can be approximated well by a normal density through a Laplace approximation technique (Tierney and Kadane (1986) ) when reasonably large numbers of longitudinal measurements are available per subject. This explains why WT's procedure is robust against departure from the normal prior assumption. Similar robust features were observed for other likelihood based procedures ( Solomon and Cox (1992) , Breslow and 3 Relation of EM-algorithm and Fisher information.
Direct maximization of the joint likelihood in (3) is impossible due to the nonparametric component λ 0 . However, the nonparametric maximum likelihood estimate (MLE) of λ 0 (t), as defined in Kiefer and Wolfowitz (1956) can be used and it has discrete mass at each uncensored event time V i . The semiparametric problem in (3) is thus converted to a parametric problem with the parameter representing λ 0 being a discrete probability measure of dimension in the order of n. The expectation-maximization (EM)-algorithm was employed successfully in WT to treat the unobserved random effects b i as missing data, leading to a satisfactory nonparametric MLE approach, compare formulae (3.1)-(3.4) and the subsequent discussion on page 333 of WT. While there are some computational costs incurred by the imputation of the missing random effects in the EM-algorithm, the real challenge lies in theory. A major challenge is the high dimensional nature of the baseline hazards parameter so that standard asymptotic arguments for MLEs do not apply. A profile likelihood approach would be an alternative but it encounters difficulties as well, as elaborated below.
Implicit Profile Estimates
We begin with the NPMLE denoted asλ 0 (α, σ e , β), given the parameter (α, σ e , β). Substituting this NPMLE into (3) to produce a profile likelihood L(α, σ e , β,λ 0 (α, σ e , β)) and then maximizing this likelihood would yield profile estimates of (α, σ e , β). However, for the profile approach to work as in the classic setting, the profile likelihood L(α, σ e , β,λ 0 (α, σ e , β)) with the NPMLEλ 0 in place should not involve λ 0 . Unfortunately, this is not the case here because the NPMLEλ 0 (α, σ e , β) cannot be solved explicitly under the random effects struc-ture. Instead, the EM-algorithm is employed to update the profile likelihood estimate for λ 0 (t). The resulting estimate iŝ
Strictly speaking, this is not an estimate since it involves functions in the E-step, E j , which are taken with respect to the posterior density involving λ 0 (t) itself. Specifically, the posterior density is
We can now see that (4) yields an implicit profile estimate since E j involves λ 0 (t). The implication is that although a point estimator of λ 0 can be derived via the EM-algorithm (4), the usual profile approach to calculate the Fisher information cannot be employed. The asymptotic covariance matrix for λ 0 cannot be evaluated through derivatives of the implicit profile likelihood as in traditional situations, where an explicit form of profile likelihood exists. We will resume this information issue in section 3.2 after we discuss the remaining profile estimates.
Likewise, the maximum "profile" likelihood estimates of α and σ 2 e are both implicit because the posterior expectations E j involve both parameters. The estimation of β is more complicated. To see this, note that only the second term, E * i , in (3) involves β and E * i involves the posterior density of b i , given W i . This posterior density is the g-function in (5) and not the posterior density h there. Thus, E * i and E i are different, but after some rearrangement the score equation for β can be expressed as:
where
Substituting λ 0 (t) by theλ 0 (t) in equation (4), the maximum profile score of β is again in implicit form and is denoted as
The EM-algorithm then iterates between the E-step, to evaluate the conditional expectations E i with parameter values obtained from the previous iterationθ (k−1) , and the M-step, to update the estimated values via the above score equation. Since (6) has no closed form solution, the Newton-Raphson method is applied:
, where S
is the value of the incomplete profile score in (6) with β =β k−1 , and the slope I −1 β k is obtained through the following working formula
The above iterative procedure is implemented until a convergence criterion is met. We next examine what has been achieved by the EM-algorithm at this point.
Fisher Information
The iterative layout of the EM-algorithm is designed to achieve the MLEs and hence the consistency of parameters (α, β, σ 2 e ) and the cumulative baseline hazard function. There is no complication on this front. However, the working formula I W β in (7) at the last step of the EM-algorithm has been suggested in the literature to provide the precision estimate for the standard deviation (standard error) of the β-estimator via (I w β ) −1/2 . This is invalid. It was derived by taking the partial derivative of the implicit profile score equation (7) with respect to β, by treating the conditional expectation E i [·] as if it does not involve β. There are two gaps. First, E i does involve β through the posterior density, so the proper way to take the derivative of (6) should involve the multiplication rule. Secondly, since (6) is an implicit score, its partial derivative w.r.t. β does not yield the correct Fisher information. Instead, the projection method needs to be applied to the Hessian matrix,
log L(θ), and define I λ 0 λ 0 and I λ 0 β similarly. The correct projection to reach the Fisher information for β is:
−1 I λ 0 β , which involves inverting a high dimensional matrix I λ 0 λ 0 . In the general situation with four unknown parametric components the correct Fisher information would be even more difficult to compute, as this Hessian matrix has 4x4 block matrices corresponding to the four parametric components in θ, and the projection would be complicated. We recommend bootstrapping to estimate the standard deviation for all finite dimensional parameters (α, σ e , β) and illustrate its effectiveness in 
with
being the the score function pertaining to the posterior density h(
It is interesting to note that the second term in (8) is equal to
the conditional variance with respect to the posterior density, which is also equal to the amount of Fisher information of β contained in this posterior density. Recall from the first equality in (7) that I W β is the sample Fisher information of β, pertaining to the likelihood of f (X i , ∆ i |b i , β) in the parametric Cox model. It now follows from (7)-(9) that the true Hessian is:
The implication of this relation is that under the joint modelling with random effects structure on the covariate X i , some information is lost and that this loss is unrecoverable. Therefore, I
W β is not the true Hessian, and would be too large when compared with the true Hessian, I ββ in (10). The actual amount of information loss,
(10), involves the posterior variances. Intuitively, we would expect these posterior variances to increase as the measurement error increases, and this is confirmed in the numerical study reported in Tables 1 and 2 in Section 4.
This missing information phenomenon, first introduced by Orchard and Woodbury (1972) , applies to all the finite dimensional parameters such as α and σ 2 e , as well as λ 0 (t) in the setting considered in this paper. It is not unique to the joint modelling setting and would persist even for a fully parametric model whenever the EM algorithm is employed. Louis (1982) provided a specific way to calculate the observed Fisher information, but this would be a formidable task under our setting due to the large number of parameters involved.
Simulation study
In this section, we examine the gap between the working SE formula (I , 1, or 4, and cov(b 1i , b 2i ) = σ 12 ), or a truncated version where βb 2i is restricted to be nonnegative.
The various values of α and γ allow us to examine the effects of the variance components on the accuracy of the working formula. The case of no measurement error (α = 0) illustrates that the working formula is now correct since the random effects are determined from the observations W i so there should be no information loss.
In each setting, the sample size is n = 200 and the number of replications is 100. The
Censoring time for each subject is generated from Exponential distribution with mean 25
for the first setting and 110 for the other two settings, resulting in about 25% censoring.
The EM-algorithm procedure used here is the same as in WT except for the numerical integration to evaluate the conditional expectation in the E-step. Instead of using the GaussHermite quadrature formula we applied Monte Carlo integration, as suggested by Henderson et al. (2000) to calculate conditional expectations. Parameters and time schedules for the longitudinal and survival parts under the three settings are specified below.
(a) t ij = (0, 1, · · · , 12), β = 1, λ 0 = 0.001, σ 2 e = 0.1, (µ 1 , µ 2 ) = (2, 0.5), and (σ 11 , σ 12 , σ 22 ) = (0.5, −0.001, 0.01). 0, 2, 4, 8, 16, 24, 32, 40, 48, 56, 64, 72, 80) , β = −1, σ 2 e = 0.6, λ 0 = 1, (µ 1 , µ 2 ) = (4.173, −0.0103), and (σ 11 , σ 12 , σ 22 ) = (4.96, −0.0456, 0.012).
(c) Same as (b) except that we reduce σ 2 e to 0.15, and for each subject we only select the measurement at an initial time point and randomly one or two more points between the initial and event time.
The first setting yields normally distributed random effects while the second one yields very skewed truncated-normal random effects (46% of the positive b 2i were discarded) but with a sufficient amount of longitudinal measurements to invoke the robustness feature as discussed in Section 2. The third case also yields truncated-normal random effects, but with at most three longitudinal measurements per subject. This sparse design for the longitudinal measurements confirms our remark in section 2 that it has an adverse effect to the robustness of a likelihood based procedure. The choice of a much smaller σ 2 e for the sparse design is due to the high rates of non-convergence observed for the EM-algorithm (over 40% when the same σ 2 e as in case (b) was used). A smaller non-convergence rate as reported in Table 3 provides a stable background for illustrating the breakdown of the procedure against model violations.
The simulation results are summarized in tables 1-3 corresponding to the three settings described above. We focus on the parameter β to save space. Non-convergence rates of the EM-Algorithm are in the fourth row of Tables 1 and 2, and means of the 100 β-estimates in the third row. This suggests that the EM-algorithm works well in these settings with low non-convergence rates, and the likelihood based joint modelling approach indeed provides unbiased estimates under the true random effects distribution setting in Table 1 . When the normal random effects assumption is violated as in Table 2 , it provides roughly unbiased estimates, a confirmation of the robustness of the procedure. The same robustness phenomenon was observed in Table 1 of Tsiatis and Davidian (2004) where the random effects were a mixture of two bivariate normal distributions leading to symmetric but bi-modal distributions. Our setting in (b) has a skewed (truncated normal) random effects distribution and thus complements their findings. Other simulations not reported here with heavier tail distributions, such as multivariate t-distributions, enjoy the same robustness property as long as the longitudinal measurements are dense enough. Note that there are at most 13, and often much fewer, longitudinal measurements for each individual in Table 2 , so this is a rather encouraging finding in favor of the normal likelihood based approach.
The SD reported in the first row of Tables 1 and 2 corresponds to the sample standard deviation of the β-estimates from 100 Monte Carlo samples, and the working SE reported in the second row is the mean of the 100 estimated (I Ŵ β ) −1/2 in equation (7), with all unknown quantities estimated at the last step of the EM-algorithm. From these two tables, we can see that the working SE formula underestimates the standard deviation ofβ in all cases except in the last column, corresponding to no measurement error. The size of observed differences is directly related to the size of the measurement errors (see columns 3-6). The discrepancy ranges from almost none (when measurement error is small or zero) to as large as 40% in Table 1 and 50% in Table 2 . This confirms empirically that the working slope should not be used in statistical inference for β, especially in the case of large σ 2 e . We re-emphasize that this applies equally to all other parameters among (α, σ e , λ 0 ).
An interesting finding from the first three columns of Tables 1 and 2 is that the discrepancies are noticeable but they do not vary much when one changes only the variance component of b 2i . Larger σ 22 , however, give more precise estimates for β as the associated SD is smallest for the second column in both tables. This is perhaps not surprising and consistent with usual experimental design principles in cross-sectional studies. Typically, larger variations in covariates lead to more precise regression coefficients, which would correspond to β in the joint modelling setting. So our simulations suggest that the same design principle continues to hold in this setting. Increased variation among individual longitudinal processes provides more information on how the longitudinal covariate of a subject relates to its survival time.
The robustness enjoyed in situations with rich longitudinal data information is in doubt for the sparse data situation in case (c). Table 3 shows 35% bias in estimating β for this case. The mean of the working SE is 0.1163 while the simulated SD is 0.1647, and a large discrepancy is exhibited here. In addition to β, we were also curious about the robustness of other parameters. Since the original simulated values (reported in row 1) are no longer the target because of truncation, the target values are estimated empirically in Table 3 and reported in row 2. This then should be the comparison base for the bias of other parameters, which reveals significant, and sometime serious, biases as well.
Bootstrap Estimate for the Standard Error
Since there is no reliable SE formula available due to the theoretical difficulties mentioned in section 3, we propose a bootstrap method to estimate the SE. The bootstrap sample
, is generated from the original observed data as defined in section 2. The EM algorithm is then applied to the bootstrap sample, Y * i , i = 1, . . . , n, to derive the MLE θ * , and this is repeated B times. The bootstrapped SD estimates for θ come from the diagonal elements of the covariance matrix, Cov( θ
To check the stability of the above bootstrap procedure we conducted a small simulation study, using the design in the first setting as reported in the third column of Table 1 However, theoretical gaps remain to validate the asymptotic properties of the estimates in WT and the validity of the bootstrap SE estimates. The theory of profile likelihood is well developed for parametric settings (Patefield (1977) ), but not immediately applicable in semiparametric settings (Murphy and Van der Vaart (2000) and Fan and Wong (2000) ).
The complexity caused by profiling nonparametric parameters with only implicit structure creates additional difficulties in theoretical and computational developments for joint modelling. Further efforts will be required in future work to resolve these issues and to provide reliable precision estimates for statistical inference under the joint modelling setting. 
