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図 1 検索意図，問合せ及び走査集合．





























































すのではなく記事番号が x に近い k  1 個のアイテムの中
から隠す．すなわち，bbPIR における走査集合は x を含
む k 個のアイテムとなる．しかし，このナイーブな方法は
安全ではない．例えば，ニュースサイトの例では，利用者
の検索意図である記事 x が人気記事で，その他の k  1 記













































らなり，利用者の問合せ回数及び検索意図の頻度が 図 2 の
ようなデータベースを考える．完全なプロトコルでは，検
索意図が 1 の時でも 3 の時でも走査集合は [1; 5] である．
しかし，図 2 に示す検索意図の頻度を攻撃者が知っている





が 1 の場合は [1; 2] が緩和された走査集合になる．このと
きのリスクは 1=(1 + 2) = 1=3 である．また，検索意図が
3 の場合は緩和されず走査集合は，[1; 5] のままである．
2. 基本事項
本論文では，データベース D は n 個のアイテム
ft1; t2;    ; tng からなり，利用者の目的は x 番目のア
イテム tx を求めることであるとする*1．この設定におい

















ち走査集合を H(x) と書くと，H(x)  D を満たす．例え
ば，cPIR ではサーバはすべてのデータを用いて問合せ結
果を作成するため 8x 2 D : HcPIR(x) = D である．また，
ナイーブな制約緩和手法である bbPIR [3] では，k 個のア
イテムからなる部分データベースに対して問合せを行うた
め， 8x 2 D : jHbbPIR(x)j = k である．
次に，検索意図 x 2 D の頻度を Freq(x) と書く．本論





定義 2.1 サーバは，検索意図が x である問合せに対し
て走査集合 H(x) に含まれるアイテムを走査し問合せ結果
を作成する．よって，この検索意図 x に対する問合せリス
クを H(x) から x を推定できる確率として定義する．つま
り，問合せリスク Risk(xjH(x)) を次のように定める．





8x 2 D : H(x) は知ることができるとする．そして，攻撃
*1 範囲問合せを考える場合，利用者の目的は，ある範囲 [x; y] に含
まれるアイテム ftx; tx+1;    ; tyg を求めることであるとする．
範囲問合せに関しては，3.1 節で詳しく議論する．
者の目的を利用者の検索意図 x を走査集合 H(x) と検索意
図の頻度 Freq(x) から推定することとする．
定義 2.2 我々は，任意の検索意図 xに対して，その問合
せリスクが完全なプロトコルにおける最大の問合せリスク
より下回っているとき，制約緩和された走査集合 Hrelaxed
は安全であると言う．言い換えれば，8x 2 D に対して，














わち，C(x) = jH(x)j である．また，検索意図全体に対
する問合せ処理コストの期待値を考え C と書くことに
する．したがって， C = Px2D Freq(x)  C(x) と計算
することができる．完全なプロトコルでは，サーバは検
索意図によらず常にすべてのアイテムを走査する．つま
り 8x 2 D: Hcomplete(x) = D かつ Ccomplete(x) = n
であり，Ccomplete =
P
x2D Freq(x)  Ccomplete(x) =
n
P








テムの集合 Hrelaxed(x) = fti; ti+1;    ; tjg となる．こ
こで，i  x  j であり，Hrelaxed(x) は tx を含む．









問題 3.1 与えられた検索意図 xに対して (i) x 2 Hr(x),
(ii) Risk(xjHr(x))  maxy2D Risk(y), (iii) j   i を最小化
Algorithm 1 Find Hr(x).
Require: D はデータベース，Freq は検索意図の頻度.
bestsofar  jDj+ 1; best [0; jDj   1]
bestsum Py2D Freq(y) i x; j  x
vsum Freq(x);  Freq(x)=maxy2D Risk(y)
while vsum < threshold and i  1 do
i i  1; vsum vsum+ Freq(i)
end while
if vsum   then
bestsofar  j   i+ 1; best [i; j]; bestsum vsum
end if
while i  x do
while vsum   do
j  j + 1; vsum vsum+ Freq(j)
end while
if vsum   then
if j   i+ 1 < bestsofar then
bestsofar  j   i+ 1; best (i; j)
bestsum vsum
else if j i+1 = bestsofar and vsum > bestsum then




i i+ 1; vsum vsum  Freq(i  1)
end while
return best
する，(iv) 条件 iii の下で Py2Hr(x) Freq(y) を最大化す
る という条件を満足し連続するアイテムからなる集合






この問題 3.1 は，アルゴリズム 1 によって解くことがで
き，その計算量は O(n)である．さらに，得られた H(x)は






x2D Freq(x)  jHrelaxed(x)j P





て走査集合 H(x) を求める．次に，得られた H(x) に含ま
れるアイテムのみからなる部分データベース上で，検索意
図 x を表す問合せ q を作成する．そして，利用者は H(x)
と q をサーバに送信する．サーバは，受け取った走査集合
に含まれるアイテムからなる部分データベース上で問合せ
q を評価し結果を利用者に返却する．なお，問合せ q は本
Algorithm 2 Find Hrr(X).
Require: Dはデータベース，Freqは検索意図の頻度，X = [xL; xR].
bestsofar  jDj+ 1; best [0; jDj   1]
bestsum Py2D Freq(y); i xL; j  xR
vsum Freq(X);  Freq(X)=maxy2D Risk(y)
while vsum < threshold and i  1 do
i i  1; vsum vsum+ Freq(i)
end while
if vsum   then
bestsofar  j   i+ 1; best [i; j]; bestsum vsum
end if
while i  xL do
while vsum   do
j  j + 1; vsum vsum+ Freq(j)
end while
if vsum   then
if j   i+ 1 < bestsofar then
bestsofar  j   i+ 1; best (i; j)
bestsum vsum
else if j i+1 = bestsofar and vsum > bestsum then














続する集合 ftxL ; txL+1;    ; txRg となることである．以降














てであり 8X 2 2D : Hcomplete(X) = D となる．一方，提
案手法では，連続するアイテム集合からなるデータベー
スの一部分 Hrelaxed(X) = fti; ti+1;    ; tjg となる．この
Hrelaxed(X) を発見する問題は，先の問題 3.1 を拡張して
Algorithm 3 Find Hrm(x).
Require: D0 2 Rlm は問合せ頻度を記録したデータベース
(D0i;j = Freq(im+ j)).
 D0e;g=maxy2D Risk(y), Ce;g  D0e;g
vsum Pi;j D0i;j ; size l m; best (0; 0; l;m)
h 1; w  1; maxw  m, C  NegOnes(h;w)
rangeC  (e; e; g; g)
while h  min(l; size) do
M  NegOnes(h;w)
Mi;g  Ci;g 8rangeC[0]  i  rangeC[1]
rangeM  (rangeC[0]; rangeC[1]; g; g)
while w  maxw do
(inew; jnew) argmax(M); vnew  Minew;jnew
if (vnew > vsum) or (vnew   and hw < size) then
vsum vnew, size h w




w  w + 1
if w  maxw then
(C; rangeC;M; rangeM)
 updateM(h;w;C; rangeC;M; rangeM;D0)
end if
end while
h h+ 1; w  1
if h  min(l; size) then
maxw  min(m; b size
h
c)
rangeC[2] max(rangeC[2]; g  maxw + 1)
rangeC[3] min(rangeC[3]; g +maxw   1)





問題 3.2 与えられた検索意図X に対して，(i)X  Hrr,
(ii) Risk(XjHrr(X))  maxy2D Risk(y), (iii) jHrr(X)j
つまり j   i を最小化する, (iv) 条件 iii の下でP
y2Hrr(X) Freq(y) を最大化するという条件を満足する
Hrr = fti; ti+1;    ; tjg  D を発見する．
この問題は，アルゴリズム 2 によって求めることができ，




l 行 m 列の行列として考える．ただし，l m = n とす
る．利用者の目的は，この l m 行列のうち e 行 g 列目
のアイテムを取得することとする．すなわち，利用者の検
索意図は x = (e; g) と書ける．完全なプロトコルでは，任
意の検索意図 x 2 D に対してその走査集合 Hcomplete(x)
は，D[[1; l]; [1;m]] である*2．したがって，検索意図 x に
依らず Ccomplete(x) = jHcomplete(x)j = n であり，サーバ
は常にすべてのアイテムを走査する必要がある．
*2 行列 D の ia 行目から ib 行目及び ja 列目から jb 列目からな
る部分行列を D[[ia; ib]; [ja; jb]] と書く．
今までと同様に，提案手法ではこの制約を緩和し安全性
の条件である式 (1) を満足する走査集合としてデータベー
スを表す行列の部分行列を求める．ある検索意図 x = (e; g)
に対して，走査集合 Hrm(x) を発見する問題は，次のよう
に定義できる．
問題 3.3 与えられた検索意図 x = (e; g) に対して，
(i) x を含む，すなわち top  e < top + height か
つ left  g < left + width, (ii) Risk(xjHrm(x)) 
maxy2D Risk(y), (iii) height  width を最小化する, (iv)
条件 iii の下で Py2Hrm(x) Freq(y) を最大化するとい
う条件を満足する，データベース行列 D の部分行列




NegOnes(h;w) はすべての要素が  1 の hw 行列を作成
する関数である．アルゴリズムの計算量は O(n2) となる
が，updateC 及び updateM と併せて詳細は付録に記す．
4. 評価実験
この節では，提案手法の効果を二つの側面から評価する．
一つ目は，アイテム数 n = 10000 の一次元データベース D




ラメータは， = n=2 及び  = n=6 とし，下記の式で定義




















図 3(a) 及び 図 4(a) の横軸は検索意図 x を表しており，
縦軸は検索意図の頻度 Freq(x) を表している．なお，それ
ぞれの頻度は Px2D(x) = 1 を満たすように正規化してあ
る．図 3(a) 及び 図 4(a) 共に，提案手法により頻度のピー





















































及びサーバ計算コスト (n = 10000;  = n=2;  = n=6)．
Fig. 3 Observed frequency, query risk, and cost for a Gauss distribution
(n = 10000;  = n=2;  = n=6).


























































図 4 Zipf 分布に従う問合せ頻度に対して観測された検索意図の頻度と問合せリスク，
及びサーバ計算コスト (n = 10000; s = 0:25)．
Fig. 4 Observed frequency, query risk, and cost for a Zipf distribution
(n = 10000; s = 0:25).
クが別の形に変わっていることが分かる．





















問合せリスクが高いのは x = 0 の時であり Freqcomplete(0)
となる．同様に，制約緩和された場合の問合せリスクは，
任意の x に対してほぼ Freqcomplete(0) に等しく超えるこ
とはないことが見て取れる．
























































Fig. 5 Query processing times in 2D data.
なるデータベースを構築した (n = 25000)．また，一つ目
の実験と同じように，ガウス分布に従う検索意図頻度と
Zipf 分布に従う検索意図頻度の二種類を用意した．ガウス
分布におけるパラメータは，先ほどと同様に， = n=2 か
つ  = n=6 とし，Zipf 分布におけるパラメータは s = 0:25
とした．
図 5(a) は，各検索意図 x に対して走査集合 H(x) を求
めるのに要した時間を記している．グラフはガウス分布を
用いた場合 (gauss) と Zipf 分布を用いた場合 (zipf) の二
種類を記してある．ここでは，cPIR プロトコルを用いて
いるので，検索意図は lm 行列に対して x = (e; g) 番目
のアイテムを求めることを意味する．グラフでは横軸に x







て cPIR を用いた場合の処理時間 (complete) と，検索意
図の頻度がガウス分布及び Zipf 分布に従うと仮定して提





これは，ガウス分布における x が n=2 近辺と Zipf 分布に



















は本来の n から k に削減されており，サーバにおける問
合せ処理時間を短縮できる．ただし，1 節にて議論したよ
うにこの制約緩和手法は安全ではない．







化 [5], [6] は，アイテムのドメインをいくつかのバケット
に分割しアイテムの番号の代わりにそのアイテムが属する
バケットの名前を付加する．このアプローチの場合，ある
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幅，及び高さからなる．本アルゴリズムは，幅 w と高さ h
を変えて可能な部分行列の形を列挙する．そして，各形ご
とに左上の点を変え，検索意図 (e; g) を含む候補の中で最
適な部分行列を探す．
計算量を削減するため，D0 の部分行列の和を保持
する C と M という二つの行列を用いる．C を列行







rangeC[0]  i  rangeC[1], rangeC[2]  j  rangeC[3]
で与えられる C の部分行列のみを保持する．なお，rangeC
は今考慮している C の部分行列を (左, 右, 上, 下) の各点
からなる四つ組みで記録しており，rangeC[i] は i 番目の
値である．h が増加するごとに，各行の和を一要素として
C は伸張する．C の更新手続きを updateC と書く．
M は，hw の行列で D0 の部分行列の和を記録する和
行列である．C が D0 の要素和から計算されるように，M
は C の要素和から計算できる．C と同様に M に対して
も考慮すべき D0 の部分を rangeM で表す．Mi;j は (i; j)
成分を左上とし，高さ h，幅 w からなる D0 の部分行列
内の要素和を保持する．updateM は M の更新手続きであ
る．C と異なり，w が増えると C に記録されている列の
和を基に古い M に列を追加することで M を更新するが，
h の更新時には M は一から再計算される．
計算結果を再利用できるため，h や w が更新された時
に updateC と updateM を計算するコストは O(n) であ
る．h と w の可能な組合せは n 通りであり，updateC と
updateM は O(n) 回呼ばれる．従って，アルゴリズム 3
に要するコストは O(n2) となる．
