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Abstract—This paper presents TurboNet, a novel model-driven
deep learning (DL) architecture for turbo decoding that combines
DL with the traditional max-log-maximum a posteriori (MAP)
algorithm. To design TurboNet, we unfold the original iterative
structure for turbo decoding and replace each iteration by a
deep neural network (DNN) decoding unit. In particular, the
DNN decoding unit is obtained by parameterizing the max-log-
MAP algorithm rather than replace the whole decoder with a
black box fully connected DNN architecture. With the proposed
architecture, the parameters can be efficiently learned from
training data, and thus TurboNet learns to appropriately use
systematic and parity information to offer higher error correction
capabilities and decrease computational complexity compared
with existing methods. Furthermore, simulation results prove
TurboNets superiority in signal-to-noise ratio generalizations.
I. INTRODUCTION
Recently, deep learning (DL) has made remarkable achieve-
ments in the fields of computer vision and natural language
processing and it has been adopted for application in channel
decoding. The data-driven DL approach in [1] converted
the decoding task into the pure idea of learning to decode
by optimizing the general black box fully connected deep
neural network (FC-DNN). Despite the advantage of one-shot
decoding (i.e., no iterations), the FC-DNN based decoder is
short of expert knowledge, which in turn renders the FC-
DNN decoder unaccountable and fundamentally restricted by
its dimensionality. Training any neural network in practice
is impossible because the training complexity increases ex-
ponentially along with block length (e.g., for a Turbo code
with length of K = 40, 240 different codewords exist) [2].
In addition, a recurrent neural network (RNN) architecture
containing two layers of bidirectional gated recurrent units was
adopted to learn the BCJR algorithm [3]. The aforementioned
data-driven decoding methods count on a large amount of data
to train numerous parameters, thereby converging slowly and
suffering a high computational complexity.
To address the aforementioned issues, the model-driven DL
approach can be used instead. The concept of a “soft” Tanner
graph was proposed in [4], where weights were assigned to
the Tanner graph of the belief propagation (BP) algorithm to
obtain a deep neural network (DNN). These weights were
learned to properly weight messages transmitted in Tanner
graph, thereby improving the performance of BP algorithm.
A large number of multiplications were required in [4]; thus,
the authors in [5] proposed a min-sum algorithm with trainable
offset parameters to reduce the computational complexity of
the algorithm. The aforementioned DNN-based BP decoder
was transformed into an RNN architecture in [6] named
BP-RNN decoder by unifying the weights in each iteration,
thereby reducing the number of parameters without sacrificing
the performance. In addition, a trainable relaxation factor
was introduced to improve the performance of this BP-RNN
decoder.
In sum, two central limitations are inherent in current
DL-based decoding methods. First, existing data-driven ap-
proaches rely on vast training parameters. Second, the afore-
mentioned model-driven decoding algorithms are all based on
the BP algorithm; however, whether these algorithms could be
applied to sequential codes (e.g., Turbo code) to improve the
performance remains unknown. To address the limitations, this
paper presents TurboNet, a novel model-driven DL architec-
ture for turbo decoding that combines DL with the traditional
max-log-maximum a posteriori (MAP) algorithm. TurboNet is
constructed based on the domain knowledge in turbo decoding
algorithms and employing several learnable parameters. More
specifically, the original iterative structure is unfolded to obtain
an “unrolled” (i.e., each iteration is considered separately)
structure, and the max-log-MAP algorithm is parameterized.
With the design, the parameters can be determined via training
data more efficiently than the existing black box FC-DNN [2]
and RNN [3] architectures. Our TurboNet decoder exhibits
better performance compared with the traditional max-log-
MAP algorithm for turbo decoding with different code rates
(i.e., 1/2 and 1/3) and contains considerably fewer parameters
compared with the neural BCJR decoder proposed in [3].
Furthermore, the proposed TurboNet decoder shows strong
generalizations; that is, TurboNet is trained at a special signal-
to-noise ratio (SNR) and outperforms the max-log-MAP algo-
rithm at a wide range of SNRs.
II. TURBONET
To obtain the model-driven DL architecture for turbo de-
coding, we briefly describe the system model in Section II-A
and the traditional max-log-MAP algorithm in Section II-B.
The architecture and details of TurboNet are elaborated in
Section II-C, including a redefined function that evaluates
network loss.
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A. System Model
At the transmitter, a binary information sequence u is
encoded by a turbo encoder that contains two identical
recursive systematic convolutional encoders (RSCEs). The
generator matrix of the RSCE is [1, g1(D)/g0(D)], where
g0(D) = 1 +D
2 +D3 and g1(D) = 1 +D +D3 [7]. The
feedthrough passes one block of K information bits uk,
k = 0, 1, . . . , K−1, to the output of the encoder, which are
then referred to as systematic bits xsk = uk. The first RSCE
generates a sequence of parity bits x1pk from the systematic
bits, and the second RSCE generates a sequence of parity bits
x2pk from u˜, which is an interleaved sequence of the systematic
bits. SR = {0, 1, . . . , 7} is the set of all 23 RSCE states.
The codeword {xsk, x1pk , x2pk } consisting of N = 3K bits
is then modulated and transmitted over an additive white
Gaussian noise (AWGN) channel. At the receiver, a soft-
output detector computes reliability information in the form
of log-likelihood ratios (LLRs) for the transmitted bits. The
resulting LLRs {ysk, y1pk , y2pk } indicate the probability of the
corresponding bits being a binary 1 or 0.
B. Max-Log-MAP Algorithm
A traditional turbo decoder introduced in [8] contains two
soft-input soft-output (SISO) decoders, which have the same
structure. Therefore, we only introduce decoder 1 in detail as
follows. The MAP algorithm is used in decoder 1 to compute
a posteriori LLR for information bit as shown as follows:
L (uk|y) = log
{
P (uk = 1|y)
P (uk = 0|y)
}
= log

∑
S1
P (s′, s,y)∑
S0
P (s′, s,y)
 ,
(1)
where s′ and s represent the states of the encoder at time k−1
and k, respectively; and the sequence y = {yk} = {ysk, y1pk }
is made up of the LLRs of systematic bits and corresponding
parity bits. S1 is the set of ordered pairs (s′, s) corresponding
to all state transitions s′ → s caused by data input uk = 1 and
S0 is similarly defined for uk = 0. All of the aforementioned
state transitions are given in detail in the Table I.
TABLE I: State transitions of RSCE
s′ 0 1 2 3 4 5 6 7
s : uk = 0 0 4 5 1 2 6 7 3
s : uk = 1 4 0 1 5 6 2 3 7
On the basis of the Bayes formula, we obtain
P (s′, s,y) = P (s′, s,yj<k, yk,yj>k)
= P (yj>k| s)P (yk, s| s′)P (s′,yj<k)
= βk (s) γk (s
′, s)αk−1 (s′) ,
(2)
where αk−1 (s′) = P (s′,yj<k) and βk (s) = P (yj>k| s) can
be computed through the forward and backward recursions [9]:
αk (s) =
∑
s′∈SR
αk−1 (s′) γk (s′, s) (3)
βk−1 (s′) =
∑
s∈SR
βk (s) γk (s
′, s) (4)
with initial conditions α0(0) = 1, α0(n) = 0 for n 6= 0, and
βK(0) = 1, βK(n) = 0 for n 6= 0. Moreover, γk(s′, s) =
P (yk, s|s′) is computed as follows [10]:
γk (s
′, s) = exp
{
1
2
(
xsky
s
k + x
1p
k y
1p
k
)
+
1
2
ukL (uk)
}
, (5)
where L (uk) is the a priori probability LLR for the bit uk.
Given that L(uk|y) is the sum of the systematic bit LLR ysk,
the a priori probability LLR L(uk), and the extrinsic LLR
Le (uk), we obtain
Le (uk) = L(uk|y)− ysk − L(uk), (6)
which can be used as the a priori probability LLR input of
the subsequent SISO decoder 2 after it is interleaved.
The log-MAP algorithm introduced in [11] evaluates
αk−1 (s′) and βk (s) in logarithmic terms using the Ja-
cobian logarithmic function max∗ (x, y) = max (x, y) +
log
(
1 + e−|x−y|
)
, as shown as follows:
α¯k (s) = max
s′∈SR
∗ (α¯k−1 (s′) + γ¯k (s′, s)) (7)
and
β¯k−1 (s′) = max∗
s∈SR
(
β¯k (s) + γ¯k (s
′, s)
)
, (8)
where α¯k (s), β¯k (s), and γ¯k (s′, s) represent the logarithmic
values of αk (s), βk (s), and γk (s′, s), respectively. The a
posteriori LLRs for information bits are computed as
L (uk|y) = max∗
(s′,s)∈S1
(
α¯k−1 (s′) + γ¯k (s′, s) + β¯k (s)
)
− max∗
(s′,s)∈S0
(
α¯k−1 (s′) + γ¯k (s′, s) + β¯k (s)
)
.
(9)
The max-log-MAP algorithm omits the logarithmic term in
the Jacobian logarithmic function [12]. Hence, (7)-(9) can be
approximately written as:
α¯k (s) = max
s′∈SR
(α¯k−1 (s′) + γ¯k (s′, s)) , (10)
β¯k−1 (s′) = max
s∈SR
(
β¯k (s) + γ¯k (s
′, s)
)
, (11)
and
L (uk|y) = max
(s′,s)∈S1
(
α¯k−1 (s′) + γ¯k (s′, s) + β¯k (s)
)
− max
(s′,s)∈S0
(
α¯k−1 (s′) + γ¯k (s′, s) + β¯k (s)
)
.
(12)
In Section II-C, we provide an alternative graphical represen-
tation called neural max-log-MAP algorithm to replace the
traditional max-log-MAP algorithm.
C. TurboNet Architecture
The traditional iterative structure is unfolded and each
iteration is represented by a DNN decoding unit to obtain
an “unrolled” structure shown in Fig. 1, which is equivalent
to M iterations. Lm(uk) denotes the a priori probability
LLR calculated by max-log-MAP algorithm with m itera-
tions and LM (uk|y) denotes the a posteriori LLR calcu-
lated by max-log-MAP algorithm with M iterations, where
m = 0, 1, . . . , M − 1. The structure of the DNN decoding
unit m in Fig. 1 is shown in Fig. 2.
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Fig. 1: TurboNet architecture. Each DNN decoding unit
stands for one iteration. The output of DNN decoding M
is LM (uk|y) rather than LM (uk); and a priori probability
LLRs L0 (uk), k = 1, 2, . . . , K are initialized to 0.
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Fig. 2: DNN decoding unit m. The conventional SISO decoders
using max-log-MAP algorithm are replaced by two subnets
based on neural max-log-MAP algorithm, as shown in Fig. 3.
Fig. 3 shows that subnet 1, which is based on neural max-
log-MAP algorithm, consists of K+3 layers, K+1 of which
are hidden layers. Subnet 2 has the same structure as subnet 1.
The details of the subnet architecture are elaborated as follows:
1) Input Layer: The input layer of the proposed net-
work consists of 3K neurons, and the output of all neurons
constitutes the set N In = {Ik : k = 1, 2, . . . , K}, where
Ik = {ysk, y1pk , L(uk)}.
2) Hidden Layer 1: The first hidden layer consists of
16K neurons, and the output of all neurons constitutes the
set N1 = {γ¯k(s′, s) : (s′, s) ∈ S, k = 1, 2, . . . , K}, where
S = S1 ∪ S0 is the set of ordered pairs (s′, s) correspond-
ing to all state transitions s′ → s caused by data input
uk. Some neuron corresponding to γ¯k0(s
′
0, s0) ∈ N1 in this
layer is connected to neurons that corresponding to ysk0 ,
y1pk0 , and L(uk0) in the input layer, where (s
′
0, s0) ∈ S and
k0 ∈ {1, 2, . . . , K}.
3) Hidden Layer from 2 to K: Each layer of the following
K − 1 hidden layers contains 16 neurons. For the zth hidden
layer, the output of all neurons constitutes the set Nz = Nzodd∪
Nzeven, where N
z
odd = {α¯k(s) : k = z − 1, s ∈ SR} is the set
of neuron outputs for all odd positions in the zth hidden layer,
Nzeven = {β¯k−1(s′) : k = K − z + 2, s′ ∈ SR} is the set of
neuron outputs for all even positions in the zth hidden layer,
and z = 2, 3, . . . , K. For some z0 ∈ {2, 3, . . . , K}, some
neuron corresponding to α¯k0(s0) ∈ Nz0odd in the z0th layer is
connected to all neurons corresponding to elements in the set
{α¯k0−1(s′) : (s′, s0) ∈ S} in layer z0 − 1 and all neurons cor-
responding to elements in the set {γ¯k0(s′, s0) : (s′, s0) ∈ S}
in the first hidden layer, where k0 = z0 − 1 and s0 ∈ SR;
some neuron corresponding to β¯k1−1(s
′
0) ∈ Nz0even in the z0th
layer is connected to all neurons corresponding to elements in
the set {β¯k1(s) : (s′0, s) ∈ S} in layer z0 − 1 and all neurons
corresponding to elements in the set {γ¯k1(s′0, s) : (s′0, s) ∈ S}
in the first hidden layer, where k1 = K − z0 + 2 and s′0 ∈ SR.
4) Hidden Layer K + 1: The last hidden layer consists
of K neurons, and the output of all neurons constitutes the
set NK+1 = {L(uk|y) : k = 1, 2, . . . , K}. Some neuron
corresponding to L(uk0 |y) ∈ NK+1 in the last hidden layer
is connected to all neurons corresponding to elements in
the set {α¯k0−1(s′) : s′ ∈ SR}, {γ¯k0(s′, s) : (s′, s) ∈ S}, and
{β¯k0(s) : s ∈ SR}, where k0 ∈ {1, 2, . . . , K}.
5) Output Layer: The output layer consists of K neu-
rons, and the output of all neurons constitutes the set
NOut = {Le(uk) : k = 1, 2, . . . , K}. Some neuron corre-
sponding to Le(uk0) ∈ NOut is connected to the neuron
corresponding to L(uk0 |y) in hidden layer K + 1 and the
neurons corresponding to ysk0 , L(uk0) in the input layer.
Input neuron
Sum neuron
Max neuron
Max-Diff neuron
Fig. 3: Subnet architecture based on neural max-log-MAP
algorithm. The input neuron represents the input value of the
network. The sum neuron implements a weighted summation
of the input data without an activation function. The max
neuron calculates the maximum sum of the input groups.
The max-diff neuron realizes that the input data are divided
into two categories, and the maximum values of the sum
of the groups in both categories are obtained to calculate
the difference. The second hidden layer is calculated with
initializations α¯0(0) = 0, α¯0(n) = −128 for n 6= 0, and
β¯K(0) = 0, β¯K(n) = −128 for n 6= 0. Some of the undrawn
connecting lines are plotted as small bold lines.
We assign weights to part of the edges in Fig. 3. These
weights will be trained using the stochastic gradient descent
(SGD) algorithm. Therefore, we can calculate γ¯k(s′, s), L(uk),
and Le(uk) as follows:
γ¯k (s
′, s) =
1
2
w1γ¯,kukL (uk) +
1
2
w2γ¯,kx
s
ky
s
k +
1
2
w3γ¯,kx
1p
k y
1p
k ,
(13)
L (uk|y) = max
(s′,s)∈S1
(
w1kα¯k−1 (s
′) + w2kγ¯k (s
′, s) + w3kβ¯k (s)
)
− max
(s′,s)∈S0
(
w4kα¯k−1 (s
′) + w5kγ¯k (s
′, s) + w6kβ¯k (s)
)
,
(14)
and
Le (uk) = w
1
e,kL(uk|y)− w2e,kysk − w3e,kL(uk). (15)
Turbo code usually has a large block size. For example, the
minimum message bit length of Turbo code in the long-term
evolution (LTE) standard is 40, and the maximum is 6144.
Therefore, parameterizing (10) and (11) will cause the neural
network in Fig. 3 to be extremely “deep”, which may lead to
gradient vanishing or gradient exploding. On this basis, we do
not introduce any trainable parameters.
Given that the output of the M th DNN decoding unit
is LM (uk|y), the sigmoid function σ(x) ≡ (1 + e−x)−1 is
added, such that the final network output ok = σ(LM (uk|y))
is in the range of [0, 1]. Generally, the mean square error and
binary cross-entropy can be used to calculate the network loss
with ok and uk but for the following two reasons:
• The magnitude of the a posteriori LLR calculated by
the traditional max-log-MAP algorithm is usually greater
than 10, whereas the sigmoid function is nearly close to
1 and 0 when |x| > 10. Therefore, gradient vanishing is
likely to occur if the loss is calculated with ok;
• The loss of the network mainly comes from the oc-
currence of a few error bits. Hence, the loss of the
network becomes extremely small, thereby making the
entire network difficult to train.
A redefined loss function computed as (16) is used to evaluate
the loss of TurboNet
Loss =
1
K
K∑
k=1
(
LM (uk|y)− Llog−MAP(uk|y)
)2
, (16)
where LM (uk|y) represents the a posteriori LLR ob-
tained by TurboNet consisting of M decoding units, and
Llog−MAP(uk|y) represents the a posteriori LLR calculated
by the traditional log-MAP algorithm with given iterations.
The goal is to make the loss of the network as small as
possible by training the parameters {wiγ¯,k, wjk, wle,k}. The final
decoding results can be obtained by hard decision, as shown
as follows:
uˆk =
{
1 ok ≥ 0.5
0 ok < 0.5.
(17)
By setting all weights to 1, the results of (13)-(15) are
the same as the original max-log-MAP algorithm. Hence, the
performance of the neural max-log-MAP algorithm will not be
inferior to the max-log-MAP algorithm by training the network
parameters. Moreover, the complexity of TurboNet is similar
to the turbo decoder using the max-log-MAP algorithm.
III. SIMULATION RESULTS
A. Parameter Settings
TurboNet was constructed on top of the TensorFlow frame-
work, and an NVIDIA GeForce GTX 1080 Ti GPU was
used for accelerated training. We trained TurboNet for Turbo
codes (40, 132) and (40, 92) on randomly generated training
data obtained over an AWGN channel at 0 dB SNR. TurboNet
was composed of three DNN decoding units that corresponded
with three full iterations. The loss function (16) was used with
the target LLR Llog−MAP(uk|y) being the log-MAP algorithm
with six iterations. We trained TurboNet with SGD and the
ADAM optimizer [13] with a batch size of 500. The learning
rate was 10−5.
B. Performance Analysis
The bit error rate (BER) performance curves obtained
using the log-MAP algorithm, max-log-MAP algorithm, and
TurboNet are shown in Figs. 4 and 5.
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Fig. 4: BER performance curve for Turbo (40, 132) code using
BPSK mapping. The number of training epochs is 50.
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Fig. 5: BER performance curve for punctured Turbo (40, 92)
code using BPSK mapping. The number of training epochs is
50.
1) BER Performance: Fig. 4 indicates that the BER of Tur-
boNet that consists of three decoding units is lower than those
of the max-log-MAP algorithm and the log-MAP algorithm
with three iterations at all SNR ranges. Notably, TurboNet also
outperforms the max-log-MAP algorithm with five iterations
in almost all cases. Fig. 5 shows that TurboNet containing
three decoding units outperforms the max-log-MAP algorithm
with three iterations at all SNR ranges. The BER performance
of TurboNet is comparable to that of the log-MAP algorithm
with three iterations and the max-log-MAP algorithm with five
iterations under most circumstances. These results suggest that
TurboNet can still work when handling punctured Turbo code
with a high code rate.
Here, we detail about the SNR of the training data and the
iteration number of the log-MAP algorithm in (16), which are
closely related to the training of TurboNet.
• The training data and the test data can have a similar
distribution; thus, one might use the same SNR for
testing and training, which is restricted because the
precise SNR might not be available. Moreover, TurboNet
is equivalent to traditional max-log-MAP algorithm by
setting all weights to 1. Therefore, TurboNet is not able
to learn to handle noise when the SNR is too high.
However, if the SNR is set too low, the max-log-MAP
algorithm has poor error correction capabilities and thus
cannot learn effectively. So we deliberately reduced the
SNR such that TurboNet could learn more robust error
correction. Hence, we keep the SNR of the training data
at a single 0 dB, which can help TurboNet learn to
correct errors as much as possible.
• Notably, the target LLR values in (16) are generated by
the log-MAP algorithm with a fixed iteration number
T . If the iteration number is large, then TurboNet can
learn accurate information. However, T should not be
too large because TurboNet only contains three decoding
units. If T is too large, then a large gap will exist
between TurboNet and the log-MAP algorithm, thereby
decreasing the generalization capability of TurboNet.
Therefore, we set T = 6, which is exactly twice the
number of the decoding units.
The improvement of BER is achieved by properly configur-
ing the weight, such that the logarithmic term in the Jacobian
logarithmic function is compensated appropriately. In addition,
the LLRs {ysk, y1pk , y2pk } are related to the channel conditions;
thus, the part of the channel information might be learned by
TurboNet, thereby making these LLRs used precisely.
TABLE II: Complexity analysis for Turbo decoder
# of parameters Time
Max-Log-MAP (5 iterations) - 2.3e-4s
Neural BCJR in [3] (3 units) 3.85M 5.89e-3s
TurboNet (3 decoding units) 17.8K 1.39e-4s
2) Computational Complexity: Table II compares the com-
plexities of the decoders in terms of the number of parameters
and time consumption required to complete a single-forward
pass of one codeword. TurboNet has a lower computational
cost and exhibits relatively faster computation speed with
considerably fewer parameters compared with the data-driven
neural BCJR decoder [3]. The SISO decoder in the neural
BCJR decoder is replaced by two bidirectional LSTM layers,
and the number of hidden units in each LSTM layer is 800.
In addition, TurboNet shows lower latency compared with the
max-log-MAP algorithm with five iterations.
IV. CONCLUSION
In this work, we demonstrate the benefits of the proposed
TurboNet decoder architecture compared with traditional turbo
decoder based on the max-log-MAP algorithm. In TurboNet,
the original iterative structure is unfolded, and each iteration
is represented as a DNN decoding unit. We obtain a neural
max-log-MAP algorithm by assigning weights to the max-
log-MAP algorithm. Moreover, a redefined loss function is
used to improve the training process. The BER performance
of TurboNet is improved compared with the max-log-MAP
algorithm without increasing computational complexity. The
error correction capability of the proposed TurboNet can be
further improved by applying advanced DL technology, and we
hope this letter encourages future research in this direction.
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