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Abstract
Multirestricted Stirling numbers of the second kind count the number of partitions of a given set into
a given number of parts, each part being restricted to at most a fixed number of elements. Multirestricted
numbers of the first kind are then defined as elements of the matrix inverse to the matrix of corresponding
multirestricted numbers of the second kind. The anomalous sign behavior of these latter numbers makes
them impervious to combinatorial analysis. In answer to a conjecture that has remained open for several
years, we derive a reciprocity law for multirestricted Stirling numbers using algebraic techniques based on
polynomial recursions. As corollaries, we obtain new recurrence relations for multirestricted numbers, and
a new algebraic derivation of the reciprocity law for Stirling numbers.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Fix a positive integer r . For any nonnegative integer k, a k-partition of a set is said to be
r-restricted if each of the k parts has at most r elements. For a further nonnegative integer n, the
multirestricted, or more specifically r-restricted, (Stirling) number Mr2(n, k) of the second kind
is defined as the number of r-restricted k-partitions of an n-set [3]. By comparison, the Stirling
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n-set. Then, just as Stirling numbers S1(n, k) of the first kind may be defined as elements of the
matrix S1 inverse to the matrix S2 of Stirling numbers of the second kind, the multirestricted
or r-restricted (Stirling) number Mr1(n, k) of the first kind is the (n, k)-entry of the matrix Mr1
inverse to the matrix Mr2 = [Mr2(n, k)]n,k∈N of r-restricted numbers of the second kind. The top
left 6 × 6 corner of the matrix of 3-restricted Stirling numbers of the second kind is⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 1 0 0 0 0
1 3 1 0 0 0
0 7 6 1 0 0
0 10 25 10 1 0
0 10 75 65 15 1
⎤
⎥⎥⎥⎥⎥⎦ , (1.1)
while the corresponding part of the inverse matrix is⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
−1 1 0 0 0 0
2 −3 1 0 0 0
−5 11 −6 1 0 0
10 −45 35 −10 1 0
35 175 −210 85 −15 1
⎤
⎥⎥⎥⎥⎥⎦ . (1.2)
Thus M31 (5,2) = −45, for example. The multirestricted Stirling numbers provide a sequence
S1, . . . ,M
r+1
1 ,M
r
1 , . . . ,M
2
1 ,M
1
1 = I = M12 ,M22 , . . . ,Mr2 ,Mr+12 , . . . , S2
of matrices interpolating through the identity matrix between the matrices of Stirling numbers.
The sequence is biconvergent, in the sense that for any positive integers n and k,
Mr1(n, k) = S1(n, k) and Mr2(n, k) = S2(n, k) for r  n. (1.3)
Unlike the case of Stirling numbers, successive subdiagonals of the matrix M31 do not alternate in
sign—note the positivity of the bottom left entry of (1.2), for example. This anomalous sign be-
havior is an obstacle to any potential combinatorial interpretation of the “alternated” r-restricted
numbers (−1)n+kMr1(n, k) of the first kind, analogous to the identification of (−1)n+kS1(n, k)
as the cycle number c(n, k), the number of k-orbit permutations of an n-set.2
Theorem 5.4 of [3] gave a four-term recurrence relation
Mr2(n + 1, k + 1) = Mr2(n, k) + (k + 1)Mr2(n, k + 1) −
(
n
r
)
Mr2(n − r, k) (1.4)
for the r-restricted Stirling numbers of the second kind, analogous to the three-term recurrence
relation
S2(n + 1, k + 1) = S2(n, k) + (k + 1)S2(n, k + 1) (1.5)
for the unrestricted Stirling numbers of the second kind. The third term of the right-hand side of
(1.4) is the correction appropriate to the additional restriction on the parts of those partitions that
are counted by the multirestricted Stirling numbers of the second kind.
2 The 2-restricted numbers, however, are just the Bessel numbers (coefficients of Bessel polynomials), and do not
exhibit any anomaly in their sign behavior [2].
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r-restricted Stirling numbers of the first kind, analogous to the relation
S1(n − 1, k − 1) = S1(n, k) + (n − 1)S1(n − 1, k) (1.6)
for the unrestricted Stirling numbers of the first kind that is directly equivalent to the recurrence
relation
c(n, k) = c(n − 1, k − 1) + (n − 1)c(n − 1, k) (1.7)
for the cycle numbers. Nevertheless, repeated attempts to establish such a recurrence based on
(1.4) met with only limited success, even though (1.4) seems quite natural as a suitably modified
version of (1.5). The anomalous sign behavior of the multirestricted numbers of the first kind
precluded a purely combinatorial derivation of an analogue of (1.7). However, the recurrence
relation (1.6) for the Stirling numbers of the first kind may be obtained independently of (1.7),
once it is observed that the Stirling numbers of the first kind emerge when one runs the recursion
(1.5) backwards, starting with natural boundary conditions and the pattern of Stirling numbers
of the second kind. This process enables one to interpret the expression S2(n, k) with arbitrary
integral arguments, leading to the reciprocity law for Stirling numbers [6]:
S2(−k,−n) = (−1)n+kS1(n, k). (1.8)
Using (1.8), the recurrence (1.6) then reduces to a special case of (1.5).
The corresponding result for multirestricted Stirling numbers, stated as a conjecture in [1],
forms the main result of the present paper.
Theorem (Reciprocity Law for Multirestricted Numbers).
Mr2(−k,−n) = (−1)n+kMr1(n, k). (1.9)
It is already known to hold for the cases r = 2 (Bessel numbers) and r = 3 [2,4]. Given (1.9),
the recurrence (1.4) specializes to the relation
Mr1(n − 1, k − 1) = Mr1(n, k) + (n − 1)Mr1(n − 1, k) −
(
k + r − 1
r
)
Mr1(n, k + r) (1.10)
for r-restricted Stirling numbers of the first kind, again formally equivalent to the correspond-
ing relation (1.6) for the unrestricted Stirling numbers, except for the final correction term. As
noted in [6], Gessel reduced the reciprocity law for Stirling numbers to a special case of Stan-
ley’s reciprocity for order polynomials [7]. Unfortunately, the anomalous sign behavior of the
multirestricted numbers of the first kind again precludes the use of such combinatorial methods
to prove (1.9).
Problem 1.1. Can the sign behavior of the multirestricted Stirling numbers of the first kind, the
Reciprocity Law (1.9), and the relation (1.10), be interpreted combinatorially?
The current paper proves the Reciprocity Law for Multirestricted Stirling Numbers using al-
gebraic techniques. As a corollary, we may use (1.3) to obtain a new algebraic proof of the
reciprocity law for Stirling numbers. We begin with a combinatorial derivation of a new recur-
rence for multirestricted Stirling numbers of the second kind. In contrast to (1.4), the number of
terms in the new recurrence grows with r . Set Mr2(n, k) = 0 if just one of n and k is negative.
Also note that Mr(n, k) = 0 if k > n or n > rk, while Mr(0,0) = 1.2 2
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Mr2(n + 1, k + 1) =
r−1∑
i=0
(
n
i
)
Mr2(n − i, k). (1.11)
Proof. The left-hand side of (1.11) counts the number of r-restricted (k + 1)-partitions of an
(n + 1)-set S = {s0, . . . , sn}. Select one element s0 of S to be special. The r-restricted (k + 1)-
partitions of S are divided into r mutually disjoint types, according to whether the special element
s0 has 0, 1, . . . , or r − 1 companions in the partition. The respective terms on the right-hand side
of (1.11) then count the number of partitions of each of these types. The binomial coefficient (n
i
)
counts the choices of i-sets {slj | 1 j  i, 1 lj  n} of companions (for i = 0,1, . . . , r − 1).
For each such choice, the corresponding multirestricted number Mr2(n− i, k) counts the number
of r-restricted k-partitions of the set S \ {s0, sl1 , . . . , sli } of remaining elements that do not share
a part of the (k + 1)-partition with the special element. 
Corollary 1.3. For nonnegative n, the relation (1.11) holds for all k.
Now the binomial coefficient
(
n
i
)
in (1.11) may be interpreted as the value fi(n) of the poly-
nomial fi(t) = t (t − 1) · · · (t − i + 1)/i! ∈ Q[t]. In particular, f0(t) = 1. Were it not for the
switch from k on the right to k+1 on the left of (1.11), the Mr2 would furnish a direct example of
the polynomially recursive sequences considered in [5,8], etc., working with the field of rational
numbers. In Section 2 below, general relations
a(n + 1, k + 1) =
r−1∑
i=0
fi(n)a(n − i, k)
like (1.11) in a field F of characteristic 0 are described as graded polynomial recursions of
degree 1 (the index k being raised by 1). They are equivalent to genuine polynomial recursions
in the field
K = F[t, t−1] =
{
n∑
i=−∞
ait
i
∣∣∣∣ n ∈ Z, ai ∈ F
}
of formal Laurent series, the strong polynomial recursions of Definition 2.1. These recursions
are shown to have unique solutions x in the sequence space KZ subject to appropriate boundary
conditions (Propositions 2.2–2.3). In Section 3, the polynomials f0(t), . . . , fr−1(t) are assumed
to satisfy the relation fi(t) = (−1)ifi(−t + i − 1), as in (1.11). If the coordinates of a solution
x form a topological basis for K over F, then x is described as a recursive basis of order r . The
standard topological basis t forms a first-order recursive basis. The scalars a(n, k) satisfying the
original graded polynomial recurrence are the coefficients of the invertible operator expressing
x in terms of t. The inverse operator defines a new recursive basis, the basis x′ reciprocal to x.
Section 4 gives conditions for an F-basis of F[t] to be extendible to a self-reciprocal recursive
basis of K (Theorem 4.1). Corollary 4.2, the scalar version of this theorem, then provides the
desired proof of the reciprocity theorem for multirestricted Stirling numbers (formulated as The-
orem 4.3).
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Let F be a field of characteristic zero, and let K be the field F[t, t−1]] of all formal Laurent
series.
Definition 2.1. Fix a positive integer r . A vector [f0(t), . . . , fr−1(t)] of polynomials, considered
as an element of F[t]r , is said to be strong if there is an integer s such that:
(1) f0(t) = 0, and
(2) fr−1(n) = 0 for all integers n < s.
The integer s is described as an index of the vector. A two-sided sequence x = [xn]n∈Z of ele-
ments in K is then said to be strongly polynomially recursive of order r , with coefficient vector
[f0(t), . . . , fr−1(t)], if
xn+1 = t ·
r−1∑
i=0
fi(n)xn−i (2.1)
for all integers n. We describe (2.1) as a strongly polynomial recursion of order r , with solution x.
Note that if an integer s is an index of a strong vector of polynomials, then so is each integer
less than s. Note also that the set of all solutions x of a strongly polynomial recursion is an
F-linear subspace of the sequence space KZ.
Proposition 2.2. Suppose that the coefficient vector of a strongly polynomial recursion of order r
has index s. Then for each vector
[g0, g1, . . . , gr−1] ∈ Kr ,
there exists a unique solution x to the recursion satisfying the boundary conditions
xs = gr−1, . . . , xs−r+1 = g0. (2.2)
Proof. For positive integers d , define xs+d and xs−r+1−d inductively by the recursions
xs+d = t ·
r−1∑
i=0
fi(s + d − 1)xs+d−1−i , (2.3)
xs−r+1−d = 1
fr−1(s − d)
(
t−1xs−d+1 −
r−2∑
i=0
fi(s − d)xs−d−i
)
. (2.4)
It is routine to check that x = [xn]n∈Z is a solution to (2.1). Moreover, if x′ and x′′ are two
solutions to the recursion (2.1) subject to the boundary conditions (2.2), then x = x′ − x′′ is also
a solution to (2.1), satisfying the boundary conditions xn = 0 for s  n  s − r + 1. By the
linearity of (2.3) and (2.4), it follows that xn = 0 for all n ∈ Z. 
Let x = [xn]n∈Z be a solution to the recursion (2.1). Suppose
xn =
∑
a(n, k)tkk∈Z
J.Y. Choi et al. / Journal of Combinatorial Theory, Series A 113 (2006) 1050–1060 1055for scalars a(n, k) in F. Since xn ∈ F[t, t−1]], the scalars a(n, k) vanish when k is large. By the
recursion (2.1), we have
∑
k∈Z
a(n + 1, k + 1)tk+1 = xn+1 = t ·
r−1∑
i=0
fi(n)xn−i =
r−1∑
i=0
∑
k∈Z
fi(n)a(n − i, k)tk+1,
and hence
a(n + 1, k + 1) =
r−1∑
i=0
fi(n)a(n − i, k) (2.5)
for all n, k ∈ Z. We describe (2.5) as a graded polynomial recursion of degree 1. Conversely,
suppose [a(n, k)]n,k∈Z is an infinite array of scalars in F, satisfying (2.5), such that for each
n ∈ Z, the entries a(n, k) vanish for large k. We define
xn =
∑
k∈Z
a(n, k)tk.
Then xn ∈ F[t, t−1]] for all n ∈ Z, and the two-sided sequence x = [xn]n∈Z is a solution to (2.1).
We obtain the following immediate consequence of Proposition 2.2.
Proposition 2.3. Let [f0(t), . . . , fr−1(t)] be a strong vector of polynomials in F[t], with index s.
Given a matrix[
g(j, k) ∈ F | 0 j < r; k ∈ Z]
such that for each 0 j < r , the entry g(j, k) vanishes for large k, there exists a unique infinite
matrix [a(n, k)]n,k∈Z such that:
(i) ∀n ∈ Z, ∃l ∈ Z, ∀k > l, a(n, k) = 0;
(ii) ∀k ∈ Z, ∀0 j < r , a(j, k) = g(j, k);
(iii) ∀n, k ∈ Z, a(n + 1, k + 1) =∑r−1i=0 fi(n)a(n − i, k).
3. Recursive bases
Let F be a field of characteristic zero, and r a positive integer. For the concept of a topological
basis, see [5].3
Definition 3.1. A recursive basis of order r for F[t, t−1]] is a topological basis x = [xn]n∈Z for
F[t, t−1]] over F such that x is a solution to a strongly polynomial recursion
xn+1 = t ·
r−1∑
i=0
fi(n)xn−i (3.1)
of order r , where the polynomials fi(t) of the coefficient vector satisfy
fi(t) = (−1)ifi(−t + i − 1) (3.2)
for 0 i < r .
3 The key features required in the context of this paper amount to the existence and uniqueness of the scalars a(n, k)
of (3.3) and b(n, k) of (3.4).
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Let x be a recursive basis of order r satisfying (3.1), and let a(n, k) be the unique scalars such
that
xn =
∑
k∈Z
a(n, k)tk (3.3)
for all n ∈ Z. It follows from the discussion in Section 2 that the scalars a(n, k) (with n, k ∈ Z)
satisfy the recursion (2.5) for all n, k ∈ Z. Now the infinite matrix [a(n, k)]n,k∈Z has a formal
inverse [b(n, k)]n,k∈Z, given by
tn =
∑
k∈Z
b(n, k)xk (3.4)
for all n ∈ Z.
Lemma 3.3. The scalars b(n, k) satisfy the relation
b(n − 1, k − 1) =
r−1∑
i=0
fi(k + i − 1)b(n, k + i) (3.5)
for all n, k ∈ Z.
Proof. For any integer n ∈ Z, we have
tn =
∑
k∈Z
b(n, k)xk =
∑
k∈Z
t ·
r−1∑
i=0
fi(k − 1)b(n, k)xk−1−i
= t ·
∑
k∈Z
r−1∑
i=0
fi(k + i − 1)b(n, k + i)xk−1.
Therefore
∑
k∈Z
r−1∑
i=0
fi(k + i − 1)b(n, k + i)xk−1 = tn−1 =
∑
k∈Z
b(n − 1, k − 1)xk−1.
The desired result (3.5) follows on equating coefficients of xk−1. 
For n, k ∈ Z, define new scalars a′(n, k) = (−1)n+ka(−k,−n) and b′(n, k) = (−1)n+k ×
b(−k,−n). By (2.5) and (3.2), we have
a′(n − 1, k − 1) = (−1)n+ka(−k + 1,−n + 1) = (−1)n+k
r−1∑
i=0
fi(−k)a(−k − i,−n)
=
r−1∑
i=0
(−1)ifi(−k)(−1)n+k+ia(−k − i,−n)
=
r−1∑
fi(k + i − 1)a′(n, k + i).
i=0
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b′(n + 1, k + 1) =
r−1∑
i=0
fi(n)b
′(n − i, k).
Lemma 3.3 and (2.5) yield the following.
Proposition 3.4. The sequence a′(n, k) satisfies the same relation (3.5) as b(n, k), while the
sequence b′(n, k) satisfies the same relation (2.5) as a(n, k).
We define x′ = [x′n]n∈Z by
x′n =
∑
k∈Z
b′(n, k)tk,
and call x′ the basis reciprocal to x. If x = x′, the recursive basis x is said to be self-reciprocal.
Proposition 3.5. Let x = [xn]n∈Z be a recursive basis for F[t, t−1]] satisfying (3.1). Then the
basis x′ reciprocal to x is also a recursive basis satisfying the same relation.
4. Reciprocity of recursive bases
A given basis [xn]n∈N for F[t] which satisfies (3.1) for n  r need not necessarily be ex-
tendible to an r th order self-reciprocal recursive basis x for F[t, t−1]] satisfying the same relation.
In this section, we give a sufficient condition for the possibility of such an extension. Throughout
the section, we assume that [f0(t), . . . , fr−1(t)] is a strong vector of dimension r and index 0
satisfying the following conditions:
(1) fi(t) = (−1)ifi(−t + i − 1) for 0 i < r ;
(2) fi(j) = 0 for 0 j < i < r .
Theorem 4.1. Suppose that [xn]n∈N is a basis for F[t] such that
x0 = ±1, (4.1)
xn+1 = t
n∑
i=0
fi(n)xn−i for 0 n < r, and (4.2)
xn+1 = t
r−1∑
i=0
fi(n)xn−i for n r. (4.3)
Then there exists a unique self-reciprocal recursive basis y = [yn]n∈Z for F[t, t−1]], satisfying
(4.3) for all n, such that xn = yn for all n 0. In particular, if the relation
xn =
∞∑
a(n, k)tkk=0
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[b(n, k)]n,k∈N and
y−n =
∞∑
k=0
(−1)n+kb(k,n)t−k
for n in N.
Proof. Suppose xn =∑∞k=0 a(n, k)tk for coefficients a(n, k) ∈ F. Since [xn]n∈N is a basis for
F[t], there exist unique coefficients b(n, k) ∈ F (with n, k  0) such that
tn =
∞∑
k=0
b(n, k)xk.
Note that for each integer n 0, the coefficients b(n, k) and a(n, k) both vanish for sufficiently
large k. The infinite matrices [a(n, k)]n,k∈N and [b(n, k)]n,k∈N are mutually inverse. In particular,
b(0,0) = a(0,0) = ±1 since 1 = a(0,0)b(0,0) and a(0,0) = ±1. Since xn has no constant for
n 1, a(n,0) = 0 for n 1. Hence b(n,0) = 0 for n 1.
Let y = [yn]n∈Z be the unique solution of the strongly polynomial recursion (4.3) such that
y0 = x0 and
y−n =
∞∑
k=0
(−1)n+kb(k,n)t−k for 0 < n < r.
Since fi(0) = · · · = fi(i − 1) = 0, one can prove inductively that
xi = yi for 0 i < r.
By the recurrence relation (4.3), xn = yn for all integers n 0. Extend the definition of a(n, k)
to all integers n and k via the expression
yn =
∑
k∈Z
a(n, k)tk.
Similarly, extend the definition of b(n, k) to all integers n, k via the relations
tn =
∑
k∈Z
b(n, k)yk.
Note that b(n, k) = a(n, k) = 0 if n 0 and k < 0. The terms y′0, . . . , y′r−1 of the recursive basis
y′ reciprocal to y are given by
y′n =
∑
k∈Z
b′(n, k)tk =
∑
k∈Z
(−1)n+kb(−k,−n)tk = yn
for 0 n < r . By Proposition 2.2, y = y′. In particular,
y−n = y′−n =
∑
k∈Z
(−1)n+kb(k,n)t−k
for any nonnegative integer n. 
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Corollary 4.2. Let [a(n, k)]n,k0 be an infinite invertible matrix with a(0,0) = ±1, and with
only finitely many nonzero elements in each row. Set a(n, k) = 0 if just one of n and k is negative.
Suppose that a(n, k) satisfies the graded recurrence relation
a(n + 1, k + 1) =
r−1∑
i=0
fi(n)a(n − i, k) (4.4)
for all integers n, k with n  0. Then there is a unique extension of a(n, k) to all integers n, k
such that the relation (4.4) is always satisfied and
a(−n,−k) = (−1)n+kb(k,n)
for all nonnegative integers n, k, where [b(n, k)]n,k∈N is the matrix inverse to [a(n, k)]n,k∈N.
Finally, we have
b(n − 1, k − 1) =
r−1∑
i=0
fi(k + i − 1)b(n, k + i) (4.5)
for all natural numbers n and k.
Proof. Define xn =∑k0 a(n, k)tk for n ∈ N. The relation (4.4) implies that x0 = ±1, and that
xn+1 =
∞∑
k=0
r−1∑
i=0
fi(n)a(n − i, k − 1)tk =
∞∑
k=0
n∑
i=0
fi(n)a(n − i, k)tk+1 = t
n∑
i=0
fi(n)xn−1
for 0 n < r . Similarly, one obtains
xn+1 = t
r−1∑
i=0
fi(n)xn−1
for n  r . By induction, deg(xn) = n for all n ∈ N. Thus [xn]n∈N is a basis for F[t]. By The-
orem 4.1, there exists a self-reciprocal recursive basis [yn]n∈Z for F[t, t−1]] satisfying (4.3) for
all n, such that xn = yn for all n 0 and
y−n =
∞∑
k=0
(−1)n+kb(k,n)t−k
for n in N. For n, k in Z, define a(n, k) to be the coefficient of tk in yn. The relation (4.4) is
obtained by equating coefficients of tk in (4.3). Moreover,
a(−n,−k) = (−1)n+kb(k,n)
for n, k in N. Then b(n, k) = (−1)k+na(−k,−n) = a′(n, k), yielding (4.5). 
Corollary 4.2 immediately yields the reciprocity law for multirestricted Stirling numbers.
Theorem 4.3. The r-restricted Stirling numbers Mr1(n, k) of the first kind satisfy the recurrence
relation
Mr1(n − 1, k − 1) =
r−1∑(k + i − 1
i
)
Mr1(n, k + i)i=0
1060 J.Y. Choi et al. / Journal of Combinatorial Theory, Series A 113 (2006) 1050–1060for all positive integers n and k. Moreover, with the definition
Mr2(−n,−k) = (−1)n+kMr1(k, n)
for all positive integers n and k, the r-restricted numbers of the second kind satisfy the recurrence
relation (1.11) for all integers n and k.
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