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Análisis de rendimiento de aplicaciones en sistemas
multicore.
Hernández Barragán Esteban, Jorba Esteve Josep
Resumen—El rápido crecimiento del los sistemas multicore y los
diversos enfoques que estos han tomado, permiten que procesos
complejos que antes solo eran posibles de ejecutar en supercomputa-
dores, hoy puedan ser ejecutados en soluciones de bajo coste también
denominadas “hardware de comodidad”; Dichas soluciones pueden
ser implementadas usando los procesadores de mayor demanda en el
mercado de consumo masivo (Intel y AMD). Al escalar dichas solu-
ciones a requerimientos de cálculo científico se hace indispensable
contar con métodos para medir el rendimiento que los mismos ofrecen
y la manera como los mismos se comportan ante diferentes cargas
de trabajo. Debido a la gran cantidad de tipos de cargas existentes
en el mercado, e incluso dentro de la computación científica, se
hace necesario establecer medidas “típicas” que puedan servir como
soporte en los procesos de evaluación y adquisición de soluciones,
teniendo un alto grado de certeza de funcionamiento. En la presente
investigación se propone un enfoque práctico para dicha evaluación
y se presentan los resultados de las pruebas ejecutadas sobre equipos
de arquitecturas multicore AMD e Intel.
Index Terms—Performance, OpenMP, Multicore, SMT, Bench-
mark,Multicore Programming.
I. INTRODUCCIÓN
LAS arquitecturas multicore han tenido su mayor crec-imiento en los últimos 2 años y las tendencias indican que
se llegará a algún grado de convergencia entre sistemas Mul-
ticore y ManyCore [16]. El número de soluciones que poseen
procesadores de tecnología x86 (AMD-x86, Intel-EMT64,
IntelCore) en la lista top500.org del mes de Noviembre de
2010 corresponden a cerca del 90 % del total de soluciones
listadas (Figura No. 6), lo cual indica un cambio de dirección
hacia procesadores de consumo masivo con más de 4 cores
por sockets (Figura No. 7). Esta tendencia hacia sistemas
multicore requiere que dentro del desarrollo de aplicativos se
tomen en cuenta nuevos elementos en el momento de medir los
niveles de desempeño ofrecidos, especialmente aquellos que
afectan de manera directa el trabajo de procesos en paralelo,
la distribución de cargas y la sincronización de datos entre los
diferentes cores. Estos nuevos desafíos deben ser tenidos en
cuenta desde el momento del análisis y diseño, evitando que
los cuellos de botella impacten de manera negativa las solu-
ciones productivas. En la evaluación de los sistemas multicore
se debe prestar especial atención al tamaño y la jerarquía de
los sistemas de caches, a los algoritmos de coherencia entre
ellos, la arquitectura de comunicación entre procesadores,
memorias y elementos de entrada salida. El presente trabajo
propone un modelo de evaluación de los sistemas multicore
basados en arquitecturas x86, para aplicaciones que realizan
calculo científico intensivo basados en matrices cuadradas o
no, mostrando el incremento en desempeño cuando se usa
openmp como librería para el desarrollo paralelo y recopilando
información mediante el profiling ompp.
II. TRABAJOS PREVIOS
Se han propuesto metodologías y benchmark en los últimos
dos años conducentes a determinar el grado de eficiencia
en el uso y la distribución de los caches L1, L2 y L3.
Hackenberg y Molka [2] enfocan su análisis en arquitecturas
x86-64 evaluando los algoritmos usados en la coherencia
de caches y las estrategias de reemplazo de información en
los caches de nivel L2 y L3, los resultadosfueron obtenidos
aplicando benchmarks específicos de bajo nivel, encargados
de mover datos entre la jerarquía de caches y algunos con la
memoría principal. Carloza y Pajuelo [1], presentan una nueva
metodología llamada FAME para medir el desempeño en
procesadores multicore, generalizando cualquier tipo de carga;
esta investigación se muestra que la evaluación de sistemas
multicore dependiendo los elementos que se midan puede
producir conclusiones diversas sobre las mismas arquitecturas,
razón por la cual se pueden encontrar resultados donde 2
sistemas comerciales resultan tener el mejor desempeño midi-
endo el mismo elemento, por esta razón FAME evalúa todas
las cargas presentadas (tanto grandes y muy pequeñas) para
luego proponer la elaboración de métricas que pueden mostrar
el real comportamiento de las cargas de trabajo presentadas.
Hackenberg y Molka [9] también realizan un análisis detal-
lado del comportamiento del nuevo algoritmo de coherencia
de caché implementado en la arquitectura Intel Nehalem,
tomando como base el modelo de interconexión QPI, el
protocolo de coherencia de caché MESIF y el ancho de banda
ofrecido. En esta investigación se muestran las ventajas y el
incremento en desempeño de esta nueva arquitectura respecto a
las anteriores, al mismo tiempo que se realiza una comparación
con arquitecturas AMD.
Mallón, Taboada, Tejeiro y otros [3], realizan una compara-
ción del rendimiento de OpenMP, MPI y UPC en sistemas
multicore, tomando como base una arquitectura Intel NUMA,
conectados a una red de baja latencia Infinibad. En su in-
vestigación usan 142 nodos, aplicando benchmark conocidos
como NPB Multizone [12], y demuestran que los rendimientos
dependen del tipo de operación a realizar; cuando se trata
de localidad de datos fuera del mismo nodo, los mejores
rendimientos son obtenidos usando MPI, pero cuando se trata
de búsqueda y localización de datos en el mismo nodo, los
mejores resultados son obtenidos por OpenMP. Aunque es
un trabajo muy interesante, usan equipos que ya no forman
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parte de la tendencias de los sistemas multicore, además
su enfoque de comparación entre acceso a memoria directa
local y memoria distribuida resulta más útil para sistemas
distribuidos m que para sistemas multicore.
III. SISTEMAS EVALUADOS
Para la presente evaluación se tomaron servidores con proce-
sadores Intel Core i7 QuadCore (Nehalem) y procesadores
AMD Opteron QuadCore (Shanghai) con las características
descritas en el Cuadro No. 1. De especial cuidado es el hecho
que los procesadores AMD opteron posean caches de nivel L1
y L2 de mayor tamaño pero de nivel L3 de menor tamaño. Si
bien en principio pareciera una desventaja cuando se analiza
el esquema de colocación de información (excluyente), se
puede observar un mejor aprovechamiento de los espacios de
caché evitando duplicidad de los registros, como lo describe
ampliamente Conway y Kalyanasundharam[17]
IV. METODOLOGÍA
En la presente investigación se siguió un enfoque exper-
imental, tomando como base un conjunto de operaciones
con matrices cuadradas, haciendo variar su tamaño para que
inicialmente fuera igual al tamaño del cache L1 de cada
sistema evaluado; el tamaño de la matriz se fue incrementando
secuencialmente hasta lograr tamaños que superaban los nive-
les de cache de segundo nivel (L2) de cada sistema evaluado,
observando el grado de éxitos en las búsquedas de acuerdo
al tamaño de la matriz. Una vez evaluado este aspecto se
realizó modificaciones a el número de threads del procesador,
con el fin de medir el impacto que tiene al usar la tecnología
SMT (Simultaneus Multithreading) de Intel que hace aparecer
cada core físico como 2 “virtuales”; en primer lugar se hizo
coincidir el número de threads con los hilos de ejecución
nativo de cada procesador (8 para Intel, 4 para AMD)y luego
deshabilitando las opciones de SMT en los procesadores Intel.
Esn cada escenario se midió el comportamiento de los caches
L1 y L2 y se realizó una comparativa de los tiempo de
respuesta de las pruebas. Concluida esta etapa se comparó
la versión paralela de la prueba con una versión serie de la
misma para determinar el grado de aumento en el desempeño
que se presentaba usando código paralelo.
Para el trabajo paralelo de la multiplicación de matrices se
utilizó las directivas de openmp. Openmp ofrece excepcional
rendimiento cuando se trata de acceso a la memoria local como
se observa en [10] y [3]. Para la toma de las estadística de los
contadores se utilizó la librería PAPI 4.2 [5], que exponen
de una manera clara la información sobre los contadores
disponibles en Linux kernels 2.6.31 o superiores con soporte
a perf_events. Dada la complejidad de tomar datos usando
directamente la API y ante la dificil que resulta distinguir
los tiempos de ejecución involucrados (tiempo del contador,
tiempo de inicio del evento, tiempo de sistema, tiempo de
aplicativo), se utilizó el profiler ompp [6]. Este profiler per-
mite revisar el comportamiento de cada hilo en particular,
establecer los contadores mediante PAPI y además distinguir
los diferentes tiempos que se presentan en la prueba. Para cada
ejercicio se realizaron 10 corridas con 8 matrices de diferentes
tamaños, 20 % de ellas eran de menor o igual tamaño que los
caches L1 y el 80 % restante de mayor tamaño. Los contadores
de hardware que se tuvieron en cuenta corresponde a los
presentados en la Cuadro No 2, para los niveles de caché L1
y L2.
Dentro del proceso de ejecución se realizaron los ajustes
de las zonas paralelas utilizadas en openmp evitando que
fuera necesario recrear hilos de ejecución, de tal manera
que solo se utilizó una región paralela con 4 for internos
aplicando agendamiento estático con grupos de 10 hilos. Este
tipo de agendamiento fue utilizado debido al comportamiento
predecible de las operaciones realizadas (multiplicación de
matrices cuadradas), logrando una carga equitativa en las
tareas ejecutadas por cada uno de los hilos lanzados. La
inicialización de cada matriz se realiza utilizando for paralelos
tambien y en un for paralelo independiente; aunque existen
esquemas de agendamiento más dinámicos, estos deben ser
usados en entornos donde el comportamiento de la aplicación
no es predecible y se hace necesario que los grupos de
hilos sean recalculados en tiempo de ejecución, lo que agrega
una sobrecarga considerable en los tiempo de ejecución del
proceso. Las matrices a,b,c se declaran compartidas para que
puedan ser usadas por cada pool de hilos indistintamente y
su valor pueda ser compartido entre todos ellos; los índices
para el recorrido de las matrices se declararon privados para
asegurarse que cada ciclo de llenado se cumple totalmente.
Algorithm 1 Sección de código paralela
#pragma omp parallel shared(a,b,c,nthreads,chunk)
private(tid,i,j,k)
{
/*** Inicializando matrices ***/
/*** inicializando la primera matriz ***/
#pragma omp for schedule (static, chunk)
for (i = 0; i < NRA; i++)
for (j = 0; j < NCA; j++)
a[i][j] = i + j;
/*** inicializando la segunda matriz ***/
#pragma omp for schedule (static, chunk)
for (i = 0; i < NCA; i++)
for (j = 0; j < NCB; j++) b[i][j] = i + j;
/*** inicializando la matriz resultado ***/
#pragma omp for schedule (static, chunk)
for (i = 0; i < NRA; i++)
for (j = 0; j < NCB; j++) c[i][j] = 0;
/***Operando la matriz resultado ***/
#pragma omp for schedule (static, chunk)
for (i = 0; i < NRA; i++) {
for (j = 0; j < NCB; j++)
for (k = 0; k < NCA; k++)
c[i][j] += a[i][k] * b[k][j];
}
} /***Fin de la region paralela ***/
V. RESULTADOS.
Una vez realizadas las pruebas se puede observar que el
tamaño del caché L1 y L2 de las arquitecturas AMD Figuras
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Cuadro I
CARACTERÍSTICAS DE LAS ARQUITECTURAS EVALUADAS
Característica Servidor 1 Servidor 2
Procesador Intel Core i7 AMD Opteron
Micro arquitectura Nehalem Barcelona
Frecuencia de Cores 1.6 GHz 1.1 GHZ
Tamaño cache L1 32 KB 64 KB
Tamaño Cache L2 256 KB 512 KB
Tamaño Cache L3 6MB 2MB
Tipo de Memoria ECC ECC
Tamaño de Memoria 6 GB 4 GB
Compilador GCC 4.4.5 GCC 4.4.5
Sistema Operativo Linux Kernel 2.6.32 Linux Kernel 2.6.34
Arquitectura S.O 64 Bits 64 Bits
Threads x Core 2 1
Número de Cores 4 4
Cuadro II
CONTADORES DE HARDWARE EVALUADOS
Contador PAPI Elemento Medido
PAPI_LX_DCA Cantidad Total de accesos al caché
PAPI_LX_DCH Cantidad de aciertos en caché
PAPI_LX_DCM Cantidad de faltas en el caché
No. 1 y Figura N3 , influye de una forma determinante en la
cantidad de aciertos que se logra obtener al operar matrices que
no logran colocarse en su totalidad en el cache L1. La Figura
No. 1, muestra que aún con tamaños de matrices que superan
el tamaño de caché L2, el porcentaje de acierto sigue siendo
superior en las arquitecturas AMD (Figura No. 1). Aunque este
comportamiento es el esperado, también se puede observar que
el mayor número de thread de proceso de la arquitectura Intel,
afectan la efectividad de uso de los caches, de tal manera que al
eliminar las características SMT del procesador y dejar un hilo
de procesamiento por core en procesadores Intel, el porcentaje
de acierto aumenta hasta en un 5 % en matrices que no superan
en tamaño el nivel de cache L2, como se observa en la Figura
No. 2.
La razón para que el nivel de acierto por fuera de los niveles de
caché L1 y L2, son explicados a fondo por [2] y especialmente
en los métodos de localización de información dentro de
los caches (inclusivo y no inclusivo) y los algoritmos de
coherencia de los mismos.
Al medir el tiempo de procesamiento y cómo este se rela-
cionaba con la cantidad de threads de proceso, se puede
comprobar que al utilizar sistemas SMT( llamados en Intel
Hyperthreading o HT), aunque se logra un mayor nivel de
ocupación del procesador y un mayor nivel de paralelismo, el
tiempo total de proceso aumenta, debido a la sobrecarga de
supone para el procesador el manejo de hilos de procesamiento
y el agendamiento de los mismos, como se observa en la
figura No. 4 y Figura No. 5. El uso de más de un thread
por core puede castigar el tiempo de procesamiento hasta en
10 % adicional.
Al comparar el incremento de rendimiento de la versión serial
del algoritmo contra la versión paralela, se observa que las
mejoras en desempeño se notan en su mayoría con matrices
de tamaño superior al caché de nivel L2, mientras que en las
matrices pequeñas que estén cercanas al tamaño del caché L1,
la diferencia en tiempo de procesamiento es mínima (inferior
al 1 %) lo cual comparado con uso de matrices grandes
superiores a 1MB, resulta en una diferencia que puede ser
superior al 50 %, como se observa en la figura No. 2.
VI. CONCLUSIONES Y TRABAJOS FUTUROS
Uno de los factores más importantes al construir programas
de cálculo científico que serán ejecutados en arquitecturas de
procesadores multicore, es la manera como se construyen los
tamaños de las matrices. Si estas pueden ser colocada en el
caché local, especialmente de nivel L1 y L2, los tiempos
de respuesta aumentarán considerablemente debido al uso
de localidad privada. En las arquitecturas Intel y AMD los
sistemas multicore mantienen esquemas de cache privados
para los niveles L1 y L2 y dadas sus prestaciones de velocidad
de acceso y cercanía con los registros del procesador pueden
hacer la diferencia para lograr un rendimiento superior.
Los programadores y diseñadores de software que tengan en
mente operaciones con matrices de gran tamaño, debe diseñar
estrategias de subdivisión de las mismas o particionamiento
tendientes a lograr que estas al ser operadas puedan entrar
dentro de los tamaños de caché específicos, evitando acceder a
información que está localizada en un cache compartido (como
es el caso del L3) o que se encuentre dentro de un caché de
core distinto.
La utilización de esquemas de SMT especialmente el Hyper-
threading de Intel afecta de manera negativa el tiempo de
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ejecución, cuando se operan matrices que superan los tamaños
del caché de nivel 2, originando sobrecargas producidas en la
coordinación de los hilos de ejecución emulados. Las pruebas
realizadas demuestran que al aumentar los thread de ejecución
por encima del número de cores el tiempo de respuesta se ve
afectado de una manera considerable (hasta en un 7 %), lo cual
proyectado a soluciones donde se tiene que operar matrices
que GigaBytes afectarán de manera fuerte el rendimiento
global de la aplicación.
Se deben diseñar benchmark específicos que simulen cargas
con matrices tridimensional semejantes las realizadas en NAS
Parallel Benchmark [7], que permitirán evaluar la eficiencia
en los algoritmos de coherencia de caches y de colocación
de reemplazos en los niveles compartidos. Los profiling ex-
istentes deben ser adaptados para que dichas cargas puedan
ser analizadas rigurosamente para determinar sus cuellos de
botellas y secciones objeto de optimización.
El contadores de hardware presenta un gran reto para el anal-
ista de desempeño, sobre todo cuando se trata de arquitecturas
de procesadores no X86 comparadas con arquitecturas X86,
por lo tanto se requiere un proceso de estandarización de un
conjunto de eventos base que deberán ser implementados en
todas las arquitecturas de procesadores e implementadas en los
sistemas que se ajustan a POSIX. Tales APIS debe tener un
muy bajo costo para su invocación. Cada una de las iniciativas
existentes como PAPI y perf poseen elementos importantes que
deben ser implementados o ajustadas en las nuevas soluciones
planteadas [19]
Adicional al presente trabajo se debe adicionar mediciones
utilizando otros esquemas de paralelismo como es el caso de
Intel TBB [8] y experimentos con las nuevas arquitecturas
basadas en GPU como CUDA y OpenCL, para observar el
comportamiento de gran cantidad de hilos corriendo fuera de la
Procesador Principal y copiando registros desde un procesador
tipo GPU.
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