Abstract. As a rule of thumb, sampling methods for inverse scattering problems suffer from interior eigenvalues of the obstacle. Indeed, throughout the history of such algorithms one meets the phenomenon that if the wave number meets some resonance frequency of the scatterer, then those methods can only be shown to work under suitable modifications. Such modifications often require a-priori knowledge, corrupting thereby the main advantage of sampling methods. It was common belief that transmission eigenvalues play a role corresponding to Dirichlet or Neumann eigenvalues in this respect. We show that this is not the case for the Factorization method: when applied to inverse medium scattering problems this method is stable at transmission eigenvalues.
1.
Introduction. In an inverse acoustic medium scattering problem one seeks information on the refractive index n 2 in the Helmholtz equation with wave number
from far field measurements of scattered fields caused by incident plane waves. The feature we seek to determine in this paper is the support D of n 2 − 1, which we suppose to be compact. In view of this aim, we apply the Factorization method, which is a so called sampling method. Other members in this class are for instance the Linear Sampling method or the Singular Sources method, see, e.g., [4, 16, 18] . Sampling methods for inverse medium scattering problems often suffer from the possible existence of interior transmission eigenvalues: we call k 2 a transmission eigenvalue if there exists a non trivial solution (u, v) ∈ H 1 (D) × H 1 (D) to the following homogeneous interior transmission problem, If there exists an eigenvalue k 2 with transmission eigenpair (u, v), where v furthermore is a Herglotz wave function, then the far field operator for this wave number fails to be injective with dense range. This indicates why until now only modified versions of the above sampling methods have been shown to work at a transmission eigenvalue; it also explains why the eigenvalue problem (1) has been investigated for now more than 20 years. Nevertheless, existence of transmission eigenvalues has only been shown very recently by Päivärinta and Sylvester [17] .
In this paper, we show that the Factorization method is intrinsically stable at transmission eigenvalues. This result is due to a new version of a result on range identities for the well known auxiliary operator F = | Re F | + Im F defined through 2 ARMIN LECHLEITER real part Re F = (F + F * )/2 and imaginary part Im F = (F − F * )/(2i) of the far field operator F . Under a sign constraint on the refractive index we obtain the following characterization of the support D of the scatterer: the far field of a point source at z ∈ R 3 belongs to the range of the square root of F if and only if z belongs to the support of the scatterer. This characterization is also valid if k 2 is a transmission eigenvalue and it extends to electromagnetic inverse scattering problems.
Concerning the Linear Sampling method, the mathematical basis of the method's standard formulation requires that k 2 is no interior eigenvalue of the scatterer, see, e.g., [4, Theorem 6.24] . Moreover, numerical examples of Muniz in [15] for an acoustic inverse medium scattering problem indicate the failure of the method at transmission eigenvalues. The same paper shows how to overcome this problem via a modification of the far field operator. Motivated by boundary integral equations for exterior scattering problems independent of interior eigenvalues, Muniz adds a special series relying on spherical harmonics to the kernel of the far field operator. The modified far field operator allows to prove the basic mathematical result of the Linear Sampling method for all wave numbers, including the transmission eigenvalues. However, the construction of this series necessitates the a-priori knowledge of some ball contained in the scatterer's support. In [3] , Cakoni and Colton consider an electromagnetic scattering problem and circumvent interior resonances of a perfect conductor by introduding a so-called combined far field operator -a linear combination of the usual electric and magnetic far field operators. The Linear Sampling method based on this operator is shown to work independently of the presence of interior eigenvalues; however, the polarization effect behind this result seems to limit the idea to electromagnetic problems. Finally, we note from [5] that the failure of the Linear Sampling method leads to a criterion for the detection of transmission eigenvalues if one a-priori knows one point inside the scatterer. Even if to the author's knowledge this criterion has not yet been rigorously proven to work, for those examples where one is able to compute the transmission eigenvalues explicitly, it works surprisingly well.
The Factorization method for inverse scattering has been introduced by Kirsch in [8] for sound soft acoustic obstacle scattering and applied to medium scattering in [9] . The basic idea in these papers was to show that the range R (F * F ) 1/4 of the square root (F * F ) 1/4 of the far field operator equals the range of the solution operator, which maps data on the obstacle to the far field pattern of the radiating solution of the Helmholtz equation taking that data on the obstacle. From the Linear Sampling method it was already known that the solution operator characterizes the obstacle in the following way. For x, y ∈ R m we denote the radiating fundamental solution of the Helmholtz equation by
and by Φ ∞ (x, y) = exp(−ikx·y) its far field, defined forx ∈ S = {x ∈ R m , |x| = 1}. Then Φ ∞ (·, y) belongs to the range of the solution operator if and only if y belongs to the support of the scatterer. Combined with the above range identity one obtains that (2) y ∈ D if and only if
This characterization was shown in [9] assuming that k 2 is not a transmission eigenvalue. The proof necessitates by the way that the contrast q := n 2 −1 does not change sign within D; if q changes sign, it is open whether the range identity holds. Also, this range identity for (F * F ) 1/4 holds merely if the far field operator is normal, which necessitates n 2 to be real valued. Therefore, Grinberg and Kirsch developed a Factorization method based on the auxiliary operator F , see [13] , which does not care whether or not F is normal. It is this method which we investigate (and would like to promote) in this work. The range identity between the square root F 1/2 of the selfadjoint and positive operator F and the solution operator yields, with the help of Picard's criterion and an orthonormal eigensystem (λ j , ψ j ) j∈N of F , that y ∈ D if and only if
This is a numerically interesting criterion for shape detection which is often used for implementations of the method. For the first time, we show that this characterization holds irrespectively of whether or not k 2 is a transmission eigenvalue. We also introduce weaker assumptions on the contrast q under which the range identity holds and show how these results apply in electromagnetic inverse scattering with space dependent permittivity and permeability.
The inverse medium scattering problem is not the only inverse scattering problem where interior eigenvalues influence inversion techniques. In particular, the same problem is caused by Dirichlet or Neumann eigenvalues in inverse Dirichlet or Neumann scattering problems. Unfortunately, our result is limited to the inverse medium scattering problem: Dirichlet or Neumann eigenvalues cause a non trivial kernel in the middle operator of the respective far field operator's factorization. Surprisingly, this does not happen for the inverse medium problem, where the middle operator is always an isomorphism. Finally, let us emphasize that our proof does not imply that the Factorization method in the (F * F ) 1/4 version, see (2) , is independent of transmission eigenvalues.
The structure of this paper is as follows. In the following section, we prove our new version of the theorem on range identities in factorizations. Section 3 contains an application of this result for acoustic inverse medium scattering and shows numerical examples underlining theory. Section 4 discusses an application to electromagnetic inverse medium scattering.
2.
A Range Identity. The fundamental functional analytic result for the Factorization method is a range identity for factorizations of the form F = H * T H. Compared to former results on range identities in [11, 13] we weaken a crucial assumption and suppose that T is an isomorphism and Im T is non negative: Im T φ, φ ≥ 0. Older versions of the range identity theorem supposed that either the real part Re T is an isomorphism, or that the imaginary part Im T is positive: Im T φ, φ > 0 for all φ = 0. There are important applications where the mentioned old assumptions are not satisfied, but our new ones hold true. First, take the case of k 2 being a transmission eigenvalue for the medium scattering problem. Second, for a lot of surface, waveguide and diffraction grating scattering problems, Im T is only non negative, but not positive (as was sometimes incorrectly assumed in the past, compare [1, 14] ) where at the same time T is an isomorphism.
For the proof of our new version of the range identity theorem we follow the approach of Grinberg and Kirsch [11, 13] and consider the auxiliary operator F = | Re F | + Im F . For completeness, we remark that | Re F | is defined via the functional calculus for compact selfadjoint operators. Recall moreover that a selfadjoint operator T on a Hilbert space (U, ·, · ) is called positive definite if
Theorem 2.1. Let X ⊂ U ⊂ X * be a Gelfand triple with Hilbert space U and reflexive Banach space X such that the embeddings are dense. Furthermore, let V be a second Hilbert space and F : V → V, H : V → X and T : X → X * be linear and bounded operators with F = H * T H. We make the following assumptions:
(a) H is compact and injective.
(b) Re T has the form Re T = T 0 + T 1 with some positive definite selfadjoint operator T 0 and some compact operator T 1 : X → X * . (c) Im T is non negative on X, i.e., Im T φ, φ ≥ 0 for all φ ∈ X. Moreover, we assume that one of the following two conditions is fulfilled.
(d) T is injective.
(e) Im T is positive on the (finite dimensional) null space of Re T , i.e., for all φ = 0 such that Re T φ = 0 it holds Im T φ, φ > 0. Then the operator F := | Re F | + Im F is positive definite and the ranges of H * :
For the convenience of the reader, we give a rather complete proof, even if the first part follows the lines of [11] .
Proof. We first recall from [11, Theorem 2.15] that it is sufficient to assume that X = U is a Hilbert space and that H has dense range in U. The reduction to the Hilbert space case follows from the introduction of the positive definite square root T 1/2 0 : X → U, see, e.g., [19, Theorem 12 .33], since
If the range R(H) of H is not dense in U, we replace U by its closed subspace R(H) using the orthogonal projector P from U onto R(H). Since P H = H, the factorization F = H * P * T P H holds and all assumptions of the theorem are preserved. Hence, we can assume that X = U and that H has dense range.
The factorization of F implies that Re F is compact and selfadjoint. By the spectral theorem for such operators, there exists a complete orthonormal eigensystem (λ j , ψ j ) j∈N of Re F . In consequence, the spaces
are invariant under Re F and satisfy V = V + ⊕ V − . We set U − = HV − . In the next step we show that U − is finite dimensional: The real part Re T of the middle operator T : U → U is by assumption sum of a positive definite and a compact operator and we denote by (µ j , φ j ) j∈N an eigensystem of Re T . We set W ± = span{φ j : µ j > 0} and note that W − is finite dimensional. Let now φ = Hψ ∈ U − with (unique) decomposition φ = φ
This shows that the mapping φ → φ − is boundedly invertible from U − into W − . Consequently, U − is finite dimensional. Denseness of the range of H implies that the sum HV + + U − is dense in U. Since U − is a finite dimensional and therefore complemented subspace, we can choose a closed subspace U + of HV + such that the (non-orthogonal) sum U = U + ⊕ U − is direct. Let moreover U o := HV + ∩ U − be the intersection of HV + and U − . We denote by P U ± : U → U ± the canonical projections, that is, every φ ∈ U has the unique decomposition φ = P U + φ + P U − φ. Both operators P U ± are bounded and
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From the factorization Re F = H * (Re T ) H and the definition of U ± we obtain
Note also that by definition U + ⊂ H(V + ). In consequence, for φ − ∈ U − and ψ + ∈ V + we have
We conclude that (Re
is contained in the kernel of Re T . This inclusion allows to show a factorization of F in the next step.
Let ψ ∈ V and ψ ± be its orthogonal projection on V ± . Then
This factorization of | Re F | yields a factorization of F ,
where
Due to Re T (P U + − P U − )Hφ, Hφ = | Re F |φ, φ ≥ 0 for φ ∈ V and denseness of the range of H in U, we conclude that | Re T | is non-negative on U. Since T is therefore a non negative operator, we can apply the inequality [11, Estimate (4.5)] for bounded non negative operators,
We finish the proof using one of the assumptions (d) or (e).
(d) First, we show that assumption (d) implies assumption (e). Under assumption (d), let φ belong to the null space of Re T and suppose that Im T φ, φ = 0. We need to show that this implies that φ = 0. By definition of the real part of an operator,
Furthermore, (4) applied to Im T yields 0 = Im T φ, φ ≥ Im T −1 Im T φ 2 and hence Im T φ = 0 and Im T φ = 0. By definition of the imaginary part, this is to say that T φ − T * φ = 0. Combining this equation with (5) yields that T φ = 0, and assumption (d), which supposes the injectivity of T , implies that φ = 0. We have hence proven that Im T φ, φ > 0 for all 0 = φ ∈ ker(Re T ). This is precisely assumption (e), which is considered next.
(e) Assuming assumption (e), we show that T is injective. Suppose that T φ = 0. Recall from above that T is the sum of two non negative operators. Since (6) 0 = | Re T |φ, φ + Im T φ, φ , both terms on the right vanish. Exploiting again (4) it follows that | Re T |φ, φ = 0 implies that | Re T |φ = 0. Moreover, due to selfadjointness,
* is an isomorphism (since P U + − P U − is an isomorphism). Consequently, Re T φ = 0. Assumption (e) now implies that Im T φ, φ > 0 if φ = 0.
However, we showed above that Im T φ, φ = 0, that is, φ = 0 and therefore T is injective.
Hence, by assumption (d) or (e), T is an injective Fredholm operator of index 0 (Fredholmness is due to assumption (b)) and hence boundedly invertible. By (4) we obtain
Now, as T has been shown to be positive definite, the square root T 1/2 of T is also positive definite on U, see, e.g., [19] , hence the inverse T −1/2 is bounded and we can write
However, if two positive operators agree, then the ranges of their square roots agree, as the following well known lemma shows.
Lemma 2.2 (Lemma 2.4 in [11]
). Let V, U 1 and U 2 be Hilbert spaces and A j : 3. Application to Acoustic Medium Scattering. Our first application of Theorem 2.1 is an acoustic inverse medium scattering problem where we will be able to characterize the support of the scattering object independently of the presence of transmission eigenvalues. Propagation of time harmonic acoustic waves in two or three dimensions within linear, inhomogeneous and isotropic materials is described by the Helmholtz equation ∆u + k 2 n 2 u = 0 in R m , m = 2 or 3, with wave number k > 0 and refractive index n 2 , see [6] . We assume that the support D of the contrast q := n 2 − 1 is compact and that the complement R m \ D is connected. The interior D of D is supposed to be a Lipschitz domain. Interaction of an incident plane wave
, with the inhomogeneity in D causes a scattered field u s such that the total field u := u i + u s satisfies ∆u + k 2 n 2 u = 0 in R m . Moreover, we impose the well known Sommerfeld radiation condition on u s to ensure that the scattered field propagates away from D,
where the limit is uniform in all directionsx = x/|x| ∈ S. Consequently, u s has the asymptotic behaviour
Here, γ = exp(iπ/4) √ 8πk for m = 2 and γ = 4π for m = 3. The leading order behaviour u ∞ ∈ L 2 (S) is called the far field of u s . Recall that Φ ∞ (·, y) = exp(−ikx· y) is the far field of a point source Φ(·, y). Solutions of the Helmholtz equation which satisfy (7) are usually called radiating solutions. The scattered field is a radiating solution to ∆u
We solve this equation for a larger
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class of right hand sides, seeking for a radiating weak solution
Note that we do not distinguish between q ∈ L ∞ (D) and its extension by zero to all of R m . The proof of the following result is well known, see, e.g., [14] .
Then there is a unique solution v ∈ H 2 loc (R m ) of (9) and (7) for all k > 0 and f ∈ L 2 (D). Especially, for all incident plane waves u i (·, θ) there is a unique scattered field u s (·, θ) ∈ H 2 loc (R m ) which satisfies (9) with f = u i (·, θ) and the Sommerfeld radiation condition (7).
Given the far field pattern u s ∞ (x, θ) of the scattered field u s (·, θ) for all angles of observationx ∈ S and all incident directions θ ∈ S, we want to determine the support D of the contrast q. Using the far field operator
we can equivalently pose the inverse problem as follows: Given F , determine the support D of q! In view of an application of Theorem 2.1, we have to strengthen our assumptions on the contrast q to construct a Factorization method. We restrict ourselves to q with positive real part, noting that contrasts with negative real part can be treated analogously, cf. [9] .
Re(q) ≥ c|q| almost everywhere in D for some c > 0.
Finally, one of the following two assumptions needs to be satisfied: Either for all y ∈ D there is δ > 0 such that
Assumption 3.2 is weaker than the assumption used in, e.g., [13, Chapter 4] . Any contrast q ∈ L ∞ (D, R) which is strictly positive on compact subsets of D satisfies (10) and (11) . If the absolute value of q does not share this property, then q must not decay rapidly at the boundary ∂D to satisfy (12) . An example for such a contrast is q(x) = |x| 2 in D = {x ∈ R 2 : |x| < 1}. The basis of the Factorization method is a suitable factorization of F . To state this factorization, we need to define the Herglotz operator,
This operator maps g onto the restriction of the Herglotz wave function v g = S g(θ) exp(ik θ · x) ds(θ) to D (multiplied by |q|). The adjoint of H is denoted by H * . Also of importance is the solution operator G : 
Obviously, we have F = GH.
ARMIN LECHLEITER
Theorem 3.3. The solution operator G can be factored as G = H * T , where
with v ∈ H 1 loc (R m ) the radiating solution of (13). In consequence, for the far field operator there holds F = H * T H.
For a proof, we refer to [13, Theorem 4.5] . Also in the sequel of this and the following section, we give proofs only as long as they did not yet appear in the literature.
Lemma 3.4. Assume that the contrast q satisfies Assumption 3.2.
(a) The Herglotz operator H :
can be split into a sum of a positive definite and a compact operator. Moreover, T is an isomorphism and (14) Im . First, we assume that Assumption (11) is satisfied and choose δ > 0 accordingly. Let χ ∈ C ∞ (R m ) be such that χ = 0 for |x − y| < δ/2, χ = 1 for |x − y| > δ and 0 ≤ χ ≤ 1. We set v = χΦ(·, y). With the help of Green's representation theorem one shows that
is bounded as well since v is a smooth function. Now we assume that Assumption (12) holds and choose δ > 0 such that
such that χ = 0 in a neighbourhood of y and χ = 1 in a neighbourhood of R m \ D. We can moreover choose χ such that supp(χ)∩D is included in {dist(x, ∂D) < δ/2}. The far field of Φ(·, y) equals the far field of w = χΦ(·, y). Moreover, the function
is square integrable in D due to assumption (12) . For such f , the radiating solution of (13) equals w outside of D, by the unique solvability of the latter equation. Especially, the far field Φ ∞ (·, y) of w belongs to the range of the solution operator G. Theorem 3.3 implies H * T = G. According to part (b) of this theorem, T is an isomorphism and hence the range of G equals the range of H * .
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The preparations made in the last lemma combined with the abstract range equality result of Theorem 2.1 yield a characterization of D. 
Proof. The claim follows directly from an application of Theorem 2.1 to the factorization F = H * T H. All assumptions have been checked in Lemma 3.4. Note that (14) implies that Im T is non negative, since Im
card's theorem [7] implies that f ∈ L 2 (S) belongs to R(G) if and only if We apply the characterization of Theorem 3.5 to the following two inverse scattering problems in two dimensions. In the first problem, we consider scattering from an inhomogeneous medium supported in the unit circle where n 2 equals 16 inside the scatterer and one outside. For this example one can explicitly compute the transmission eigenvalues, see, e.g., [5] ; the first transmission eigenvalue is about k = 1.99. Here one can also compute the far field operator and its eigenvalue decomposition analytically. Plotting the Picard series (15) truncated after the 20th term for k = 1.99 and k = 2.05 in Figures 1 (a) and (b) , respectively, shows that the unit circle is well determined for both wave numbers.
In the second problem, we consider an L-shaped scatterer supported in {−1 < x 1 , x 2 < 1} \ {0 ≤ x 1 < 1, 0 ≤ x 2 < 1}. The refractive index is again 16 inside the scatterer and 1 outside. The numerical results in [5] suggest k = 1.09 as first transmission eigenvalue. For this example, we compute a numerical approximation F 32 of dimension 32 to the far field operator using Vainikko's fast integral equation method [20] . Figure 1(c) shows the magnitude of the 32 singular values of F 32 (crosses) and the magnitude of singular values of this approximation after perturbation by one percent artificial noise (circles). The plot suggests that only the first 9 singular values of F 32 have any chance to be reliable. Moreover, checking for normality of F 32 suggests to trust only the first 6 singular vectors of F 32 . Figure 1(d) shows the Picard series (15) (using the spectral data of (F 32 ) ) truncated after the 6th term. With only six terms of the Picard series, the L-shape appears rotated and shrivelled. However, the recent work [2] suggests to exploit the noise subspace of F 32 for imaging, that is, to use terms in the Picard series corresponding to highly perturbed singular values and vectors. Figure 1(e) shows the Picard series (15) using again spectral data of (F 32 ) starting from the 25th term truncated at the 30th term; the L-shape is now determined much better. Finally, Figure 1 (f) uses the artificially perturbed version of (F 32 ) (adding uniformly distributed noise to the entries of the matrix) such that the error equals one percent measured in the spectral norm. Here we use again the 25th to 30th term of the Picard series and obtain at least information on the position of the scatterer. Figure 1(c) suggests that merely three singular values of the perturbed data are reliable, which explains why more than reconstructing position should not be expected.
4. Application to Electromagnetic Medium Scattering. Our second application of Theorem 2.1 is the electromagnetic inverse medium scattering problem, and again our aim is to characterize the support of the scatterer independently of for the electric field E and the magnetic field H. Here, > 0 denotes the electric permittivity, µ > 0 is the magnetic permeability and σ ≥ 0 is the conductivity. The tangential components of E and H are continuous across interfaces where the material parameters jump. Moreover, we suppose the existence of background
