Abstract: Multi-sensor data fusion systems entail the optimization of a wide range of parameters related to the selection of sensors, signal feature extraction methods, and predictive modeling techniques. The monitoring of automated machining systems enables the intelligent supervision of the production process by detecting malfunctions, and providing real-time information for continuous process optimization, and production line decision-making. Monitoring technologies are essential for the reduction of production times and costs, and an improvement in product quality, discarding the need for post-process quality controls. In this paper, a multi-sensor data fusion system for the real-time surface quality control based on cutting force, vibration, and acoustic emission signals was assessed. A total of four signal processing methods were analyzed: time direct analysis (TDA), power spectral density (PSD), singular spectrum analysis (SSA), and wavelet packet transform (WPT). Owing to the nonlinear and stochastic nature of the process, two predictive modeling techniques, multiple regression and artificial neural networks, were evaluated to correlate signal parametric characterization with surface quality. The results showed a high correlation of surface finish with cutting force and vibration signals. The signal processing methods based on signal decomposition in a combined time and frequency domain (SSA and WPT) exhibited better signal feature extraction, detecting excitation frequency ranges correlated to surface finish. The artificial neural network model obtained the highest predictive power, with better behavior for the whole data range. The proposed on-line multi-sensor data fusion provided significant improvements for in-process quality control, with excellent predictive power, reliability, and response times.
Introduction
Current quality control techniques require slow and costly measurement procedures for inspecting finished products. In industrially competitive sectors, these aspects impose serious constraints directly affecting the benefits obtained. Machining monitoring systems are an ideal tool for overcoming these deficiencies, since they permit the real-time monitoring and control of the cutting process, detect in-process malfunctions, and apply corrective measures to avoid the manufacture of defective products. Several aspects of machining processes can be supervized using monitoring techniques. In recent years, numerous publications have focused on the analysis of tool condition [1] [2] [3] [4] and chatter [5] [6] [7] [8] , whereas other aspects such as surface finish [9] [10] [11] [12] , dimensional precision [11] [12] [13] [14] , (250, 275, 300, 325, 350 m/min), and cutting depth (d) four levels (0.5, 0.8, 1.1, 1.4 mm), with a total of 120 trial combinations. The machined length of each workpiece was subdivided into three 20 mm sampling areas (Figure 1 ), and signals were registered independently in each sampling area (SA1, SA2, SA3), with a total of 360 monitoring trials.
The parameter selected for the characterization of surface finish was the mean deviation of the assessed profile (Ra), as measured with a Talysurf Intra 50 profilometer. The cut-off (λ c ) was 0.8 mm with an evaluation length (l t ) of 4 mm. The arithmetic mean roughness value (Ra) was calculated for each sampling area (Ra SA1 , Ra SA2 , Ra SA3 ) as the average of the three equidistant measures in 120 • rotation ( Figure 1 ): 0
• (Ra 0 • ), 120
• (Ra 120 • ), and 240
• (Ra 240 • ). The roughness measurements obtained for each sampling area were correlated to the signals registered in the machining trials.
The multi-sensor data system was designed in the LabVIEW virtual platform to process simultaneously cutting force (F p , F f , F c ), mechanical vibration (a p , a f , a c ), and acoustic emission (AE) signals with a dynamometer Kistler 9021, a triaxial accelerometer Kistler 8763B500BB, and a piezotron acoustic emission sensor 8152B111, respectively ( Figure 1 ). In order to obtain adequate signal resolution, signals were captured with a sample frequency (f s ) 5 times higher than the maximum frequency range of each sensor. The mechanical vibration signal was sampled with a data acquisition card NI PCI 6110 using a sample frequency f s = 50 kSamples/s, whereas cutting forces and acoustic emission (in RMS mode) were jointly sampled with a card NI PCI 6133 with a sample frequency f s = 5 kSamples/s. The multi-sensor data system was designed in the LabVIEW virtual platform to process simultaneously cutting force (Fp, Ff, Fc) , mechanical vibration (ap, af, ac), and acoustic emission (AE) signals with a dynamometer Kistler 9021, a triaxial accelerometer Kistler 8763B500BB, and a piezotron acoustic emission sensor 8152B111, respectively ( Figure 1 ). In order to obtain adequate signal resolution, signals were captured with a sample frequency (fs) 5 times higher than the maximum frequency range of each sensor. The mechanical vibration signal was sampled with a data acquisition card NI PCI 6110 using a sample frequency fs = 50 kSamples/s, whereas cutting forces and acoustic emission (in RMS mode) were jointly sampled with a card NI PCI 6133 with a sample frequency fs = 5 kSamples/s. The methodology in this study involved the analysis of captured signals (Fp, Ff, Fc, ap, af, ac, AE) using the four signal feature extraction methods shown in Figure 2 . The processed signals with TDA, PSD, SSA, and WPT methods were characterized by statistical and non-statistical parameters ( Table  1) . The signal feature extraction methods were evaluated in terms of each individual sensor, and multi-sensor. To correlate surface roughness with the signal characterization parameters, multiple regression and the artificial neural network were used as predictive modeling techniques. Finally, an optimum multi-sensor data fusion system was developed for real-time surface quality control. The methodology in this study involved the analysis of captured signals (F p , F f , F c , a p , a f , a c , AE) using the four signal feature extraction methods shown in Figure 2 . The processed signals with TDA, PSD, SSA, and WPT methods were characterized by statistical and non-statistical parameters ( Table 1 ). The signal feature extraction methods were evaluated in terms of each individual sensor, and multi-sensor. To correlate surface roughness with the signal characterization parameters, multiple regression and the artificial neural network were used as predictive modeling techniques. Finally, an optimum multi-sensor data fusion system was developed for real-time surface quality control. Multiple regression and artificial neural network predictive models were evaluated in four ways: (1) the goodness of fit to experimental data by the adjusted determination coefficient 2 adj R ; (2) the predictive power by the mean relative error r e (Equation (1)) in the prediction of the experimental validation data, and the variability of r e by the standard deviation associated to the mean value r e σ ; (3) the reliability in the prediction by the 0.25 p R coefficient [53] , and the percentage in the distribution error; and (4) the correlation of the data estimated by the predictive models versus the experimental validation data (R). All of the models under analysis reached the minimum requirement of a mean relative prediction error of 25% r e ≤ , and reliability of 0.25 p R ≥ 75% [53] . Of the 360 experimental data obtained, 75% were used for building the models, and the remaining 25.0% were randomly selected for model validation. The multiple regression predictive models were adjusted stepwise to include only the significant (p-value < 0.05) characterization parameters ( Table  1) . All regression models were diagnosed by analyzing atypical values, multicollinearity, independence, and normality of the residuals, homoscedasticity, and contrasts and hypothesis tests. 
Features Signal Components
Where, j = t is time for TDA method, SSA j = λ 1 , . . . , λ L are number of the eigenvalues for SSA method, PSD j = f 1, . . . , f 4 are frequency ranges for PSD, and j = A, . . . , ADADA are frequency ranges (packets) for the WPT.
Multiple regression and artificial neural network predictive models were evaluated in four ways: (1) the goodness of fit to experimental data by the adjusted determination coefficient R 2 adj ; (2) the predictive power by the mean relative error e r (Equation (1)) in the prediction of the experimental validation data, and the variability of e r by the standard deviation associated to the mean value σ e r ; (3) the reliability in the prediction by the R 0.25 p coefficient [53] , and the percentage in the distribution error; and (4) the correlation of the data estimated by the predictive models versus the experimental validation data (R). All of the models under analysis reached the minimum requirement of a mean relative prediction error of e r ≤ 25%, and reliability of R 0.25 p ≥ 75% [53] . Of the 360 experimental data obtained, 75% were used for building the models, and the remaining 25.0% were randomly selected for model validation. The multiple regression predictive models were adjusted stepwise to include only the significant (p-value < 0.05) characterization parameters (Table 1) . All regression models were diagnosed by analyzing atypical values, multicollinearity, independence, and normality of the residuals, homoscedasticity, and contrasts and hypothesis tests. The design of the neural network was performed using a feedforward network structure with back-propagation training methodology. To determine the optimum network configuration, several training and transference functions widely used for the monitoring of machining processes were tested. As with the regression models, network validation was undertaken independently, with 25 .0% of all the trials.
Results

Time Direct Analysis
The TDA method directly analyses the signal registered by the sensor in the time domain, with no transformation or decomposition, for fast processing at a low analytical-computational cost. This method is based on signal definition as an amplitude-time function x(t) discretized by the succession [x i ], with i = 0, 1, 2, . . . , N − 1, where N is the total number of points in the sample (Figure 3) . The term N depends on sampling frequency (f s ) and sampling time (t), which has a direct impact on processing times. Thus, cutting force (F p , F f , F c ) and acoustic emission (AE) signals, both with f s = 5 kHz, required shorter processing times than vibration signals (a p , a f , a c ) with f s = 50 kHz. The TDA method performs signal feature extraction using parametric characterization of the original signal captured by the sensor, defined in the time domain. For parametric characterization, statistical measurements (arithmetic mean, standard deviation variance, kurtosis Shannon entropy, etc.) or non-statistical measurements (energy, maximum and minimum peak amplitude, etc.) can be used [50] . The efficiency of the TDA method depends on the type of signal to be processed, and the information to be extracted.
The design of the neural network was performed using a feedforward network structure with back-propagation training methodology. To determine the optimum network configuration, several training and transference functions widely used for the monitoring of machining processes were tested. As with the regression models, network validation was undertaken independently, with 25.0% of all the trials.
Results
Time Direct Analysis
The TDA method directly analyses the signal registered by the sensor in the time domain, with no transformation or decomposition, for fast processing at a low analytical-computational cost. This method is based on signal definition as an amplitude-time function ( ) x t discretized by the
where N is the total number of points in the sample ( Figure   3 ). The term N depends on sampling frequency (fs) and sampling time (t), which has a direct impact on processing times. TDA method performs signal feature extraction using parametric characterization of the original signal captured by the sensor, defined in the time domain. For parametric characterization, statistical measurements (arithmetic mean, standard deviation variance, kurtosis Shannon entropy, etc.) or non-statistical measurements (energy, maximum and minimum peak amplitude, etc.) can be used [50] . The efficiency of the TDA method depends on the type of signal to be processed, and the information to be extracted. The signal feature extraction of cutting forces, vibration and acoustic emission with the TDA method, involved direct parametric signal characterization using the parameters outlined in Table 1 . In order to correlate the signal information with surface finish, the variables were related using a multiple regression predictive model with higher The signal feature extraction of cutting forces, vibration and acoustic emission with the TDA method, involved direct parametric signal characterization using the parameters outlined in Table 1 . In order to correlate the signal information with surface finish, the variables were related using a multiple regression predictive model with higher R 2 adj , lower mean relative error e r , and higher reliability R 0.25 p . For the optimum characterization of the triaxial signal sensors (dynamometer and accelerometer), the signals were analyzed independently for each component, and the fusion of the three components. This methodology identified correlations between components from each sensor to avoid information overloading of the predictive model that would undermine the fit.
The results obtained for cutting force signals with the TDA method ( Figure 4) showed that the back force F p was the cutting force component most correlated to surface roughness (Ra), and provided the best results in all of the indices (R responsible for tool-workpiece contact stability, and flexing of the workpiece machined in cantilever, given that this force was perpendicular to the axis of rotation of the workpiece. These results underscore the impact of this component (F p ) on surface finish, due to the influence of the tool-workpiece interaction, and the dynamic behavior of the rotated workpiece. The feed force F f , and tangential force F c showed weaker correlations to roughness, with an R 2 adj percentages of 43.4% and 34.0%, respectively. The model combining the three force components (F p + F f + F c ), slightly improved the results of the F p force model, increasing reliability to 76.7%, and improving the data fit to 82.5%, but with no improvement in predictive power with an e r of 17.9 ± 3.4%. This corroborated that the back force F p explained a larger percentage of the variability in the experimental data, indicating it was the component with the greatest impact on roughness (Ra). The feed force F f and tangential force F c complemented the information provided by the back force F p , but the improvement in the fused model was relatively small.
With the TDA method, the individual analysis of vibration signal models (a i ) exhibited a moderate fit to data, with an R 2 adj below 63% for all of the components, and an e r close to the critical value of 25% but never surpassing it. The three vibration components provided similar percentages of information, with the feed vibration a f (R 2 adj = 62.2%) and radial vibration a p (R 2 adj = 62.9%) explaining most variability of the experimental data, and to a lesser extent the a p percentage (54.1%). The fused vibration model (a p + a f + a c ) significantly improved model prediction, both in terms of the fit to data (81.6%), predictive power (20.5 ± 5.6%), and reliability (76.7%). This implied that the three vibration components (a p , a f , a c ) had a similar impact on surface finish, with a lower correlation among them than for the cutting force components.
The acoustic emission (AE) model obtained very poor results in all of the indicators analyzed, having little impact on the parameter Ra. This model explained only 17.1% of the variability of the experimental data, which indicated a very poor correlation to roughness (Ra). This implies information extracted for the AE signal and processed with the TDA method did not permit the correlation between this signal and surface roughness.
three components. This methodology identified correlations between components from each sensor to avoid information overloading of the predictive model that would undermine the fit.
The results obtained for cutting force signals with the TDA method ( Figure 4) showed that the back force Fp was the cutting force component most correlated to surface roughness (Ra), and The correlations of the estimated data versus the validation data for the best model obtained with each sensor are shown in Figure 5 . Cutting force signals exhibited the best behavior ( Figure 5a ) with a correlation 0.94 R = , and uniform behavior in all of the data ranges. The model tended to slightly overestimate, given that most of the estimated values were higher than the experimental The correlations of the estimated data versus the validation data for the best model obtained with each sensor are shown in Figure 5 . Cutting force signals exhibited the best behavior ( Figure 5a ) with a correlation R = 0.94, and uniform behavior in all of the data ranges. The model tended to slightly overestimate, given that most of the estimated values were higher than the experimental validation values. As shown in Figure 5b , in the vibration model greater dispersion was observed in all of the value ranges, which weakened the correlation of R = 0.87 in comparison to cutting forces. As for acoustic emission (Figure 5c ), a very poor correlation R = 0.08 was obtained, indicating a very poor correlation between this signal AE and surface finish with the TDA method. In relation to model reliability in terms of the distribution error of the validation data (Figure 5d ), a similar behavior was observed between the cutting force model and the vibration model. In both models, from 56.0% to 58.0% of the validation trials were optimally estimated with an e r ≤ 15%, and 76.7% of trials were satisfactorily predicted with error e r ≤ 25%. The poor behavior observed with acoustic emission signal generated a model with 75% of estimated data out of the acceptable range. validation values. As shown in Figure 5b , in the vibration model greater dispersion was observed in all of the value ranges, which weakened the correlation of 0.87 R = in comparison to cutting forces. As for acoustic emission (Figure 5c ), a very poor correlation 0.08 R = was obtained, indicating a very poor correlation between this signal AE and surface finish with the TDA method. In relation to model reliability in terms of the distribution error of the validation data (Figure 5d ), a similar behavior was observed between the cutting force model and the vibration model. In both models, from 56.0% to 58.0% of the validation trials were optimally estimated with an 15% r e ≤ , and 76.7% of trials were satisfactorily predicted with error 25% r e ≤ . The poor behavior observed with acoustic emission signal generated a model with 75% of estimated data out of the acceptable range. 
Power Spectral Density
The PSD is a real positive function to calculate the distribution of the power of an original signal x(t) along the entire frequency range registered by the signal. The PSD can be calculated according to Wiener-Khintchin's theorem as the Fourier transform of the autocorrelation function (Equation (2)).
As mentioned in Section 2, the frequency ranges of the sensors were different: for cutting force and acoustic emission signals maximum frequency was ~1 kHz, whereas the maximum frequency for vibration was ~10 kHz. The broad bandwidth of the vibration signal entailed certain frequency ranges with significant information failed to be adequately characterized. Thus, the frequency analysis of the vibration signal was undertaken using two methods: a complete analysis of the entire bandwidth and a fractioned analysis by discretizing the bandwidth into four independent frequency ranges as shown in Figure 6 . 
As mentioned in Section 2, the frequency ranges of the sensors were different: for cutting force and acoustic emission signals maximum frequency was~1 kHz, whereas the maximum frequency for vibration was~10 kHz. The broad bandwidth of the vibration signal entailed certain frequency ranges with significant information failed to be adequately characterized. Thus, the frequency analysis of the vibration signal was undertaken using two methods: a complete analysis of the entire bandwidth and a fractioned analysis by discretizing the bandwidth into four independent frequency ranges as shown in Figure 6 . Following signal feature extraction and the building of the predictive models, Figure 7 shows the results obtained with the PSD method for each signal. For cutting force signals, neither the models built for each force component (Fp, Ff, Fc) , nor the models of the fused components ( ) Following signal feature extraction and the building of the predictive models, Figure 7 shows the results obtained with the PSD method for each signal. For cutting force signals, neither the models built for each force component (F p , F f , F c ), nor the models of the fused components (F p + F f + F c ), obtained satisfactory results, and neither reached the minimum criteria for a model to be considered acceptable. Vibration signal analysis in four frequency ranges (4R) improved the results obtained as compared to signal analysis in one single frequency range, but the mean relative errors and reliability were deficient. The feed vibration a f was the most correlated to surface roughness with a R 2 adj of 70.1 %, with a lower correlation for the back vibration a p , and tangential vibration a c components of 46.4% and 47.5% of R 2 adj , respectively. The fused vibration model (a p + a f + a c ) obtained the best results (R 2 adj = 84.0%, e r = 22.0 ± 5.5%, R 0.25 p = 71.1%), underscoring it was the best predictive model of those analyzed. Similar to TDA method, the acoustic emission signals analyzed with the PSD method also obtained poor results, with a low correlation between this signal and surface finish. Following signal feature extraction and the building of the predictive models, Figure 7 shows the results obtained with the PSD method for each signal. For cutting force signals, neither the models built for each force component (Fp, Ff, Fc) , nor the models of the fused components ( ) The analysis of model reliability in terms of the distribution error in the prediction of the validation data (Figure 8d) The analysis of model reliability in terms of the distribution error in the prediction of the validation data (Figure 8d) The analysis revealed the PSD method failed to provide adequate signal feature extraction for the prediction of surface roughness, given that none of the models analyzed reached a prediction reliability of 75%. 
Singular Spectrum Analysis
The SSA method is a non-parametric time series analysis technique, based on statistical multivariability, multivariante geometry, and dynamic signal processing systems. The SSA method decomposes a signal into independent time series (with defined frequency ranges) referred to as principal components (PCi). The SSA method builds a Hankel matrix termed the trajectory matrix , X calculated through a sliding windows (L) applied to the succession of data [ ] T S XX Finally, the principal components are obtained from the reconstruction of the elementary matrixes i X [50] . The number of principal components obtained with the SSA method depends directly on the parameter L, which is a significant factor conditioning the results. To determine the principal components containing information of the original signal, it is standard practice to show in descending order the weight of each principal component (or eigenvalue) on a graph commonly referred to as Singular Spectrum (SS), which give its name to the SSA method itself. The application of SS to cutting force, vibration, and acoustic emission signals for the window lengths L = 5 and L = 10, showed significant differences ( Figure 9 ). A similar behavior was observed in cutting forces and acoustic emission (Figure 9a) , where the eigenvalue associated to the first 
The SSA method is a non-parametric time series analysis technique, based on statistical multivariability, multivariante geometry, and dynamic signal processing systems. The SSA method decomposes a signal into independent time series (with defined frequency ranges) referred to as principal components (PC i ). The SSA method builds a Hankel matrix termed the trajectory matrix X, calculated through a sliding windows (L) applied to the succession of data [x i ] from the original signal. The next step is singular value decomposition (SVD) of the trajectory matrix by decomposing the X matrix into a series of elementary matrixes X i obtained by calculating the eigenvalues and eigenvectors of the matrix S = XX T . Finally, the principal components are obtained from the reconstruction of the elementary matrixes X i [50] . The number of principal components obtained with the SSA method depends directly on the parameter L, which is a significant factor conditioning the results. To determine the principal components containing information of the original signal, it is standard practice to show in descending order the weight of each principal component (or eigenvalue) on a graph commonly referred to as Singular Spectrum (SS), which give its name to the SSA method itself.
The application of SS to cutting force, vibration, and acoustic emission signals for the window lengths L = 5 and L = 10, showed significant differences ( Figure 9 ). A similar behavior was observed in cutting forces and acoustic emission (Figure 9a The individual analysis of the vibration signals with the SSA method ( Figure 11) showed the feed vibration a f explained most of the variability in the experimental data with a fit of data of 82.8%, a predictive power of 16.7 ± 4.3%, and 76.7% of reliability. The radial vibration a p and tangential vibration a c components explained less variability (65.1% and 68.4%, respectively) with high relative errors (29.0% and 24.5%, respectively) and low reliabilities (61.1% and 64.4%, respectively) that failed to reach acceptable levels. In contrast, the combination of the vibration components (a p + a f + a c ) improved the model in all of the evaluation indices of the individual analyses, with a R 2 adj of 87.8%, sharp fall in the relative error e r reaching a value of 14.6%, and a significant increase in reliability to 91.1%. These results revealed that feed vibration a f was the component with the greatest impact on surface finish (Ra)
The individual analysis of the vibration signals with the SSA method ( Figure 11 ) showed the feed vibration af explained most of the variability in the experimental data with a fit of data of 82.8%, a predictive power of 16.7 ± 4.3%, and 76.7% of reliability. The radial vibration ap and tangential vibration ac components explained less variability (65.1% and 68.4%, respectively) with high relative errors (29.0% and 24.5%, respectively) and low reliabilities (61.1% and 64.4%, respectively) that failed to reach acceptable levels. In contrast, the combination of the vibration components + + ( ) sharp fall in the relative error r e reaching a value of 14.6%, and a significant increase in reliability to 91.1%. These results revealed that feed vibration af was the component with the greatest impact on surface finish (Ra), and that the radial ap and tangential ac vibration complemented the information provided by af. 
Wavelet Packet Transform
The WPT method decomposes a signal into scaled and shifted series (packets) of a prototype function referred to as the mother wavelet, which is characterized on a time-frequency scale. The The prediction of the validation data versus the experimental values for the best vibration model obtain with SSA method (a p + a f + a c ) is shown in Figure 12a . The results showed the model had a good predictive power with a high correlation (R = 0.93), without any significant bias, except for a slight underestimation in the prediction of Ra values above 2.5 µm. The analysis of model reliability in terms of the distribution error in the prediction of the validation data showed the model had very good reliability (Figure 12b) , with 67.8% optimum estimation of the data (e r ≤ 15%), and 91.1% acceptable predictions (e r ≤ 25%).
The WPT method decomposes a signal into scaled and shifted series (packets) of a prototype function referred to as the mother wavelet, which is characterized on a time-frequency scale. The 
The WPT method decomposes a signal into scaled and shifted series (packets) of a prototype function referred to as the mother wavelet, which is characterized on a time-frequency scale.
The method applies a pyramidal algorithm, where the original signal is successively split into approximation A j (low frequencies) and detail D j (high frequency) signals until the desired wavelet decomposition level is achieved. The approximation and detail signals are calculated by the coefficients described in Equations (3) and (4),
where A j (k) and D j (k) are approximation and detail coefficients, j is the number of transformation levels with j = 1, 2, . . .; k is the number of scaled and wavelet coefficients with k = 1, 2, . . . , Nx2 −j , where N is the total number of samples of the original signal; h and g are low-pass and high-pass coefficients of the scaled function and wavelet function, respectively, based on a chosen mother wavelet; and n is the filter length. For the satisfactory application of the WPT, three fundamental factors should be borne in mind: (1) selection of the appropriate mother wavelet for each specific type of signal; (2) to determine the number of decomposition levels (L d ) needed to divide the signal into effective frequency ranges; and (3) selection of the information packets of significance to the parameter under analysis. The optimum selection of the configuration parameters applied in the WPT method to cutting force and vibration signals for the monitoring of surface finish was determined by García and Núñez in two previous studies [52, 53] , respectively, where the mother wavelet bior4.4 with three decomposition levels provided the best results for vibration signals, and the mother wavelet db06 with four decomposition levels provided the best results for cutting forces. As there are no studies published in the literature determining the optimum configuration for acoustic emission signals, this study replicated the methodology employed by García y Núñez, establishing the best configuration for mother wavelet coifflet4.4 (coif4.4), and a number of decomposition levels L d = 5.
The sampling frequency (f s ), and decomposition level (L d ) determined the frequency ranges of the original signal ( Figure 13 ). For cutting force signals, seven frequency ranges of 156.25 Hz were obtained, for vibration signals four frequency ranges of 3125 Hz, and for acoustic emission 13 frequency ranges of 78.125 Hz (Figure 13 ). (3) and (4), , where N is the total number of samples of the original signal; h and g are lowpass and high-pass coefficients of the scaled function and wavelet function, respectively, based on a chosen mother wavelet; and n is the filter length.
For the satisfactory application of the WPT, three fundamental factors should be borne in mind: (1) selection of the appropriate mother wavelet for each specific type of signal; (2) to determine the number of decomposition levels (Ld) needed to divide the signal into effective frequency ranges; and (3) selection of the information packets of significance to the parameter under analysis. The optimum selection of the configuration parameters applied in the WPT method to cutting force and vibration signals for the monitoring of surface finish was determined by García and Núñez in two previous studies [52, 53] , respectively, where the mother wavelet bior4.4 with three decomposition levels provided the best results for vibration signals, and the mother wavelet db06 with four decomposition levels provided the best results for cutting forces. As there are no studies published in the literature determining the optimum configuration for acoustic emission signals, this study replicated the methodology employed by García y Núñez, establishing the best configuration for mother wavelet coifflet4.4 (coif4.4), and a number of decomposition levels Ld = 5.
The sampling frequency (fs), and decomposition level (Ld) determined the frequency ranges of the original signal ( Figure 13 ). For cutting force signals, seven frequency ranges of 156.25 Hz were obtained, for vibration signals four frequency ranges of 3125 Hz, and for acoustic emission 13 frequency ranges of 78.125 Hz (Figure 13 ). Figure 13 . WPT method applied to cutting force, vibration, and acoustic emission signals. Figure 13 . WPT method applied to cutting force, vibration, and acoustic emission signals.
As shown in Figure 14 , in the individual analysis of cutting forces, the back force F p was the principal information source explaining most of the variability in the experimental data, with a data fit of 86.4% and 14.1 ± 2.5% of predictive power. As with the TDA method, the back force F p was the cutting force component having the greatest impact on surface finish, with better prediction indices than in the TDA method. Nevertheless, in this case the tangential force F c also obtained a good fit to the experimental data with an R 2 adj of 77.7%, and an e r of 20.7 ± 3.6%. As shown in the analysis, the WPT method only analyzed time series in effective frequency ranges with relevant information, excluding series that masked the original signal, and impeded adequate signal feature extraction in methods such as the TDA. This enhanced the analysis of cutting force signals, eliminated noise from the signal, with the tangential force F c exhibiting a greater influence on roughness.
The fusion of the three orthogonal cutting force components (F p + F f + F c ) hardly improved the fit of the model with an R 2 adj of 88.0%, indicating a strong correlation among the cutting force components. In contrast, the fused model (F p + F f + F c ) improved the predictive power with an e r of 11.9 ± 1.9%, and an 86.7% of reliability. These results revealed that the back force F p , and tangential F c were had the greatest influence on surface finish (Ra), and the feed force F f complemented the information, improving the predictive power with the fusion of the cutting force components.
The results obtained for the vibration signals were similar to those obtained with the SSA method. In the individual analysis of the vibration components (a p , a f , a c ), once again the feed vibration a f provided most of the information, with a data fit of 75.7%, a predictive power of 18.0 ± 4.3%, and a reliability of 75.6%. The results for the back a p (R 2 adj = 62.0%) and tangential a c (R 2 adj = 61.2%) components were poorer than those obtained for a f with high relative errors and low reliabilities that failed to reach minimum acceptable levels. The combination of the three vibration components (a p + a f + a c ) improved the model in all of the evaluation indices (R 2 adj = 88.5%, e r = 14.2 ± 3.8%, R 0. As shown in Figure 14 , in the individual analysis of cutting forces, the back force Fp was the principal information source explaining most of the variability in the experimental data, with a data fit of 86.4% and 14.1 ± 2.5% of predictive power. As with the TDA method, the back force Fp was the cutting force component having the greatest impact on surface finish, with better prediction indices than in the TDA method. Nevertheless, in this case the tangential force Fc also obtained a good fit to the experimental data with an 2 adj R of 77.7%, and an r e of 20.7 ± 3.6%. As shown in the analysis, the WPT method only analyzed time series in effective frequency ranges with relevant information, excluding series that masked the original signal, and impeded adequate signal feature extraction in methods such as the TDA. This enhanced the analysis of cutting force signals, eliminated noise from the signal, with the tangential force Fc exhibiting a greater influence on roughness.
The fusion of the three orthogonal cutting force components ( ) The correlation between estimated data versus the validation data for the model obtained for each sensor is shown in Figure 15 . The cutting force and vibration models obtained the best results with very high R correlations of 0.95 and 0.94, respectively. Though the data distribution in both models was fairly uniform in all of the ranges of surface finish (Ra), a slight overestimation was observed in all of the data ranges in the cutting force model (Figure 15a) , which tended to increase at higher roughness values (2.6 μm ≤ Ra ≤ 3.0 μm). As for acoustic emission (Figure 15c The correlation between estimated data versus the validation data for the model obtained for each sensor is shown in Figure 15 . The cutting force and vibration models obtained the best results with very high R correlations of 0.95 and 0.94, respectively. Though the data distribution in both models was fairly uniform in all of the ranges of surface finish (Ra), a slight overestimation was observed in all of the data ranges in the cutting force model (Figure 15a) , which tended to increase at higher roughness values (2.6 µm ≤ Ra ≤ 3.0 µm). As for acoustic emission (Figure 15c ), the correlation obtained was very deficient (R = 0.37). The analysis of model reliability (Figure 15d ) revealed a similar behavior, with cutting force and vibration models obtaining the best results. Both models obtained similar results in the optimum prediction range, where 67.0-69.0% of the validation trials had an estimated error e r ≤ 15%; however, in the interval of acceptable predictions, the vibration model obtained the best results, with an error e r ≤ 25% in 93.3% of the validation data, compared to 86.7% for the cutting force model. The poor behavior obtained with the acoustic emission signal produced a model where 60.0% of estimated data was outside the acceptable range. 
Comparison of Methods
A comparison of the best predictive models obtained in the previous section, classified according to processing method and the type of signal under analysis, is shown in Figure 16 . In order to draw a more accurate comparison of the processing methods in a single domain (TDA and PSD) versus methods of analysis in the time-frequency domain (SSA and WPT), the predictive models obtained with the fusion of the TDA and PSD methods were compared. To evaluate the computational cost of each method, the monitoring system response time in the processing of a second signal was analyzed (Figure 17) .
In the analysis of cutting forces, the WPT method presented the best prediction results with an r e of 12.0 ± 2.0%, a reliability of 88.7%, and a 24 ms response time. As shown in Figure 16 , the results obtained with the other methods fell far short of the method WPT. It should be noted that the characterization of cutting force signals in the frequency domain presented the worst results, and the combination with the TDA method worsened the predictive power r e of the TDA method. In the analysis of the vibration signals, the SSA and WPT methods presented the best prediction results with an r e of 14.6 ± 3.5% and 14.2 ± 3.8%, and reliability of 91.1% and 93.3%, respectively. In comparison, the prediction results obtained with the other methods fell far short of the SSA and WPT methods. In this case, PSD analysis provided complementary information to the TDA analysis, which improved the prediction and reliability results. For the vibration signals, system response times increased significantly as sampling frequency was five times greater than in cutting force signals. In spite of this increase, the processing time of the WPT method was sufficiently low for real-time monitoring (101 ms), but the SSA method presented a very long response time (10,750 ms), which discarded it as feasible for the real-time prediction of surface finish.
Acoustic emission failed to provide good results in all of the methods under analysis, with a slight improvement in the WPT method, but failing to obtain satisfactory results. The lowest 
In the analysis of cutting forces, the WPT method presented the best prediction results with an e r of 12.0 ± 2.0%, a reliability of 88.7%, and a 24 ms response time. As shown in Figure 16 , the results obtained with the other methods fell far short of the method WPT. It should be noted that the characterization of cutting force signals in the frequency domain presented the worst results, and the combination with the TDA method worsened the predictive power e r of the TDA method.
In the analysis of the vibration signals, the SSA and WPT methods presented the best prediction results with an e r of 14.6 ± 3.5% and 14.2 ± 3.8%, and reliability of 91.1% and 93.3%, respectively. In comparison, the prediction results obtained with the other methods fell far short of the SSA and WPT methods. In this case, PSD analysis provided complementary information to the TDA analysis, which improved the prediction and reliability results. For the vibration signals, system response times increased significantly as sampling frequency was five times greater than in cutting force signals. In spite of this increase, the processing time of the WPT method was sufficiently low for real-time monitoring (101 ms), but the SSA method presented a very long response time (10,750 ms), which discarded it as feasible for the real-time prediction of surface finish.
Acoustic emission failed to provide good results in all of the methods under analysis, with a slight improvement in the WPT method, but failing to obtain satisfactory results. The lowest computational costs were for acoustic emission in comparison to the other signals, owing to the smaller amount of information processed in one single signal. 
Multi-Sensor Data Fusion Analysis
Comparative Analysis of Sensor Fusion
Having determined the behavior of the processing methods individually for each signal, the next step was to analyze the multi-sensor fusion data by building a fused model of each processing method, using the significant characterization parameters obtained in each individual analysis. It should be borne in mind that the acoustic emission signal provided poor prediction results in each individual analysis, which indicated the AE signal contained no information correlated to surface finish. Thus, two types of analysis of the fusion of sensors were performed: the fusion of all the sensors, and the fusion of all the sensors except the acoustic emission signal. It should be noted that the SSA method can only be applied efficaciously to vibration signals as explained previously in Section 3.3. Nevertheless, the SSA method was applied to all of the signals in order to compare the fusion of sensors, taking into account that cutting force and acoustic emission signals were equivalent to applying the TDA method.
As shown in Figure 18 , with exception of PSD analysis, the results obtained with the other methods and the fusion of three sensors provided predictive models with low relative errors 12% r e < , and high reliability over 88.0%, which improved the results obtained with the individual analysis of each sensor. The best result was obtained for the SSA method, with excellent predictive 
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Comparative Analysis of Sensor Fusion
As shown in Figure 18 , with exception of PSD analysis, the results obtained with the other methods and the fusion of three sensors provided predictive models with low relative errors e r < 12%, and high reliability over 88.0%, which improved the results obtained with the individual analysis of each sensor. The best result was obtained for the SSA method, with excellent predictive power e r = 8.2 ± 1.6%, and very high reliability of 93.3%. Similar results were obtained for the WPT method with a mean relative error of 10.8 ± 2.0% and a reliability of 91.1%.
When the AE signal was eliminated from multi-sensor data fusion, with the exception of the model of the PSD method, the predictive power of the other models improved, indicating the AE signal provided no significant information for the prediction of surface finish, or even negatively affected the prediction. The results for the fusion of cutting force and vibration signals were similar with hardly any considerable differences between them, with the exception of the PSD method. All of the methods exhibited an excellent predictive power, particularly the WPT and SSA methods that obtained an excellent mean relative error of 8.5 ± 1.5% and 8.8 ± 1.8%, respectively, with an optimum reliability of 95.5% in both. Even the TDA method and TDA+PSD fusion obtained excellent results with the fusion of sensors. When the AE signal was eliminated from multi-sensor data fusion, with the exception of the model of the PSD method, the predictive power of the other models improved, indicating the AE signal provided no significant information for the prediction of surface finish, or even negatively affected the prediction. The results for the fusion of cutting force and vibration signals were similar with hardly any considerable differences between them, with the exception of the PSD method. All of the methods exhibited an excellent predictive power, particularly the WPT and SSA methods that obtained an excellent mean relative error of 8.5 ± 1.5% and 8.8 ± 1.8%, respectively, with an optimum reliability of 95.5% in both. Even the TDA method and TDA+PSD fusion obtained excellent results with the fusion of sensors. The correlations between the estimated data and the validation data of the models obtained with the fusion of sensors are shown in Figure 19 . The three models had very strong correlations ( Figure  19 ), with the SSA (Figure 19b ) and WPT (Figure 19b ) methods exhibiting a uniform behavior in the entire range of experimental data. However, the TDA + PSD method underperformed in data prediction at the 2.5 ÷ 3.0 μm interval. The analysis of model reliability (Figure 19d ), in the range of optimum predictions ( 15%), r e ≤ showed the SSA model had the best performance with 85.5% of the data, followed by the WPT model with 80.0% of the data, and the TDA + PSD model with 75.5%. In the acceptable prediction range ( 25%) r e ≤ , excellent results were obtained for the three models with a 95.5% reliability in all three models. Bearing in mind these data and the aforementioned computational costs, the WPT model with the fusion of cutting force and vibration sensors was the best option for the time-real prediction of surface quality in CNC automated machining processes. Moreover, the WPT method was applicable to all of the signals analyzed and enabled the determination of effective frequency ranges correlated to surface finish. The significant characterization parameters obtained with the WPT model and the corresponding frequency ranges, the sum of squares (type III), and the p-values are shown in Table  2 . The most relevant information of cutting force signals was found at very low frequency ranges AAAA (0-156.25 Hz), with a small contribution from low DAAA (156.25-312.50 Hz), and very high DADA frequencies (937.50-1093.75 Hz), and negligible information from the other frequency ranges analyzed. The behavior of the vibration signals was entirely different with high frequency DDA (6250-9375 Hz) providing most of the relevant information, followed by the very high ADA frequency (9375-12500 Hz), and no information provided by the other frequency ranges. The correlations between the estimated data and the validation data of the models obtained with the fusion of sensors are shown in Figure 19 . The three models had very strong correlations (Figure 19) , with the SSA (Figure 19b ) and WPT (Figure 19b ) methods exhibiting a uniform behavior in the entire range of experimental data. However, the TDA + PSD method underperformed in data prediction at the 2.5 ÷ 3.0 µm interval. The analysis of model reliability (Figure 19d ), in the range of optimum predictions (e r ≤ 15%), showed the SSA model had the best performance with 85.5% of the data, followed by the WPT model with 80.0% of the data, and the TDA + PSD model with 75.5%. In the acceptable prediction range (e r ≤ 25%), excellent results were obtained for the three models with a 95.5% reliability in all three models.
Bearing in mind these data and the aforementioned computational costs, the WPT model with the fusion of cutting force and vibration sensors was the best option for the time-real prediction of surface quality in CNC automated machining processes. Moreover, the WPT method was applicable to all of the signals analyzed and enabled the determination of effective frequency ranges correlated to surface finish. The significant characterization parameters obtained with the WPT model and the corresponding frequency ranges, the sum of squares (type III), and the p-values are shown in Table 2 . The most relevant information of cutting force signals was found at very low frequency ranges AAAA As for the level of information provided by the cutting forces, the mean of the back force X AAAA F p , and Shannon entropy of the tangential force SE AAAA F c were the primary information sources. Both components (F p and F c ) were responsible for the load on the tool in the direction perpendicular to the axis of rotation, and flexing of the workpiece at the cantilever. This aspect led to displacement and eccentric rotation of the workpiece, which altered the dynamic behavior and causes vibrations in workpiece-tool contact areas. The parameter X AAAA . The feed component of the vibration signal provided most of the variables with the greatest impact on the prediction of surface roughness. Feed vibration a f was the vibration component most affecting surface roughness, and was directly correlated to the parameter Ra.
Comparative Analysis of Predictive Techniques
The ANN optimized for the prediction of surface finish had a feedforward structure with back-propagation training methodology. In order to obtain the optimum network configuration, the training and transference functions available in Matlab 2018 were analyzed using a pyramidal criterion [67] to determine the number of layers and neurons providing the best results. Similar to the multiple regression models, network validation was undertaken independently with 25.0% of the randomly selected experimental data. The input variables were restricted to significant signal characterization parameters obtained with the regression models to ensure the fit of the network was not weakened due to information overloading or correlations between variables. The optimum networks obtained for the TDA + PSD and SSA methods had a structure 13 × 6 × 2 × 1 and 10 × 3 × 1, respectively, with the tansig transference function and trainlm training. The network for the WPT method had a structure 12 × 3 × 1 with the purelin transfer function and trainlm training.
The results obtained for the prediction of surface finish with ANN and multiple regression are shown in Figure 20 . The two prediction techniques analyzed obtained excellent prediction results with e r below 10.0 ± 2.0%, and reliability over 95.0% for the three methods analyzed (TDA + PSD, SSA, and WPT). The ANN predictive modeling technique improved the e r from 1.0% to 1.2 %, obtaining 8.2 ± 1.7% for TDA + PSD, 7.5 ± 1.3% for SSA, and 7.7 ± 1.6% for the WPT method. As for reliability, a 1.1% to 2.2% improvement was observed, obtaining 96.7% for the TDA + PSD, 97.8% for SSA, and 96.7% for the WPT method. Though the improvement in prediction and reliability may initially appear to be insignificant, it entailed a substantial increase in the performance of the predictive model, owing to the low prediction errors in both models, and the precision requirements of surface quality control systems. 
The ANN optimized for the prediction of surface finish had a feedforward structure with backpropagation training methodology. In order to obtain the optimum network configuration, the training and transference functions available in Matlab 2018 were analyzed using a pyramidal criterion [67] to determine the number of layers and neurons providing the best results. Similar to the multiple regression models, network validation was undertaken independently with 25.0% of the randomly selected experimental data. The input variables were restricted to significant signal characterization parameters obtained with the regression models to ensure the fit of the network was not weakened due to information overloading or correlations between variables. The optimum networks obtained for the TDA + PSD and SSA methods had a structure 13 × 6 × 2 × 1 and 10 × 3 × 1, respectively, with the tansig transference function and trainlm training. The network for the WPT method had a structure 12 × 3 × 1 with the purelin transfer function and trainlm training.
The results obtained for the prediction of surface finish with ANN and multiple regression are shown in Figure 20 . The two prediction techniques analyzed obtained excellent prediction results with r e below 10.0 ± 2.0%, and reliability over 95.0% for the three methods analyzed (TDA + PSD, SSA, and WPT). The ANN predictive modeling technique improved the r e from 1.0% to 1.2 %, obtaining 8.2 ± 1.7% for TDA + PSD, 7.5 ± 1.3% for SSA, and 7.7 ± 1.6% for the WPT method. As for reliability, a 1.1% to 2.2% improvement was observed, obtaining 96.7% for the TDA + PSD, 97.8% for SSA, and 96.7% for the WPT method. Though the improvement in prediction and reliability may initially appear to be insignificant, it entailed a substantial increase in the performance of the predictive model, owing to the low prediction errors in both models, and the precision requirements of surface quality control systems. The correlation of estimated data versus experimental validation data (Figure 21 ) of the ANN models was very high, with excellent behavior in all of the value ranges. The reliability of the models (Figure 21d ) was very similar, with the SSA method showing the best results with 86.6% of the predictive data in the optimum range (e r ≤ 15%) versus the TDA + PSD and WPT methods that reached a reliability of 83.3%. As for the range of acceptable predictions (e r ≤ 25%), the three models presented similar results with 97.8% for the SSA, and 96.7% for the TDA + PSD and WPT methods, indicating only from 2.2% to 3.3% of the data was predicted with an e r greater than 25.0%. The correlation of estimated data versus experimental validation data (Figure 21 ) of the ANN models was very high, with excellent behavior in all of the value ranges. The reliability of the models (Figure 21d) The best prediction and reliability results were obtained with the ANN model for the SSA and WPT methods, reaching excellent precision and reliability indices. The WPT method, with short responses times was the most adequate signal processing method for real-time signal feature extraction in surface quality control. It is worth noting that multiple regression enabled the determination of the significant characterization parameters of signals, eliminating factors correlated to or with little significant impact on the response variable (Ra), which improved the fit of ANN. In comparison to the ANN technique, multiple regression permitted greater control of the method, without random events. Thus, the use of the ANN predictive modeling technique is recommended, but with the prior multiple regression analysis of significant variables to ensure only input variables providing significant information correlated to surface quality were used in the ANN.
Conclusions
In this study, multi-sensor data fusion for the real-time intelligent control of surface quality in CNC machining systems was examined. The sensors most widely used for the monitoring of the machining processes based on cutting force, vibration, and acoustic emission signals were analyzed. A total of four signal processing methods were compared: two global analysis of the signal in one single domain, time (TDA) or frequency (PSD), and two signal analysis methods in the combined time-frequency domain (SSA and WPT). Owing to the nonlinear and stochastic nature of the process, The best prediction and reliability results were obtained with the ANN model for the SSA and WPT methods, reaching excellent precision and reliability indices. The WPT method, with short responses times was the most adequate signal processing method for real-time signal feature extraction in surface quality control. It is worth noting that multiple regression enabled the determination of the significant characterization parameters of signals, eliminating factors correlated to or with little significant impact on the response variable (Ra), which improved the fit of ANN. In comparison to the ANN technique, multiple regression permitted greater control of the method, without random events. Thus, the use of the ANN predictive modeling technique is recommended, but with the prior multiple regression analysis of significant variables to ensure only input variables providing significant information correlated to surface quality were used in the ANN.
In this study, multi-sensor data fusion for the real-time intelligent control of surface quality in CNC machining systems was examined. The sensors most widely used for the monitoring of the machining processes based on cutting force, vibration, and acoustic emission signals were analyzed. A total of four signal processing methods were compared: two global analysis of the signal in one single domain, time (TDA) or frequency (PSD), and two signal analysis methods in the combined time-frequency domain (SSA and WPT). Owing to the nonlinear and stochastic nature of the process, two predictive modeling techniques were evaluated: multiple regression and artificial neural networks. The information provided by each individual sensor and the fusion of sensors was evaluated in terms of predictive power, reliability, and response time.
In the analysis of individual signals, both cutting forces and vibration were correlated to surface finish, allowing for the building of models with the best predictive results. In general terms, the back force F p , responsible of the contact stability between tool and workpiece, was the cutting force component with the greatest influence on roughness. As for the vibration signals, the tool dynamic behavior in feed direction, registered by a f , was the component with most impact on surface finish. Regarding the fusion of signals, the combination of cutting force and vibration signals improved predictive power and reliability. No correlation was observed between the AE signal and surface finish in either the individual or the fusion of other signals, and both even worsened the results obtained.
In the global signal analysis methods in the single domain (TDA and PSD), frequency analysis exhibited the worst behavior, with low prediction and reliability levels in all the signals analyzed, proving to be inadequate for signal feature extraction on its own. The TDA method improved the results of the PSD, which reached the minimum levels required, but with prediction and reliability below the SSA and WPT methods, particularly for individual signals. In most cases, the TDA + PSD combination slightly improved the results of the TDA method, indicating this combination could be applicable according to the precision of system requirements. The analytical-computational cost of these methods was very low, with the best response times.
The decomposition of the signals into a time series with defined frequency ranges improved signal feature extraction. The WPT method maximized information extraction in cutting force and vibration signals, whereas the SSA method was only applicable to vibration signals. The SSA method obtained long response times, rendering it inadequate for real-time monitoring systems. However, the WPT had shorter response times, making it the most adequate signal feature extraction method for use in real-time surface quality control systems.
Frequency bandwidths with information correlated to surface finish in both cutting force and vibration signals, and the sampling frequencies for each type of signal for the monitoring of surface finish were determined. The excitation ranges of cutting force signals that most influenced surface finish were found at very low frequencies (0-156.25 Hz), whilst vibration signals were at high frequency (6250-9375 Hz). Moreover, the vibration frequencies most affecting surface finish were determined for the selection of cutting speeds that did not excite the system in these frequency ranges.
The ANN models obtained the best prediction and reliability results, and was the most efficient predictive technique, but the prior elimination of non-significant characterization parameters using multiple regression is recommended.
Furthermore, the most adequate characterization parameters were determined for signal feature extraction of the three types of signals analyzed. This allowed for optimum parametric signal characterization by monitoring only parameters correlated to surface finish.
The present study proposes a multi-sensor data fusion method for on-line monitoring of surface quality in automated machining systems. Multi-sensor data fusion enabled highly accurate and reliable real-time monitoring of surface finish similar to post-process methods. This allows for in-situ decision-making based on the predictions of intelligent surface quality control systems that analyze only on-line cutting process information, which translates into greater flexibility and the real-time detection of malfunctions. The results obtained underscored that the selection of sensors, signal feature extraction method, and predictive modeling technique were crucial aspects for optimizing monitoring systems. 
