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Resumen— Linked Data – LD, permite construir la Web de los 
datos, fundamentada en la aplicación de principios básicos que 
contribuyen al crecimiento de la Web. En este proceso, LD 
enfrenta diferentes escenarios que parecen limitar el proceso de 
vinculación realizado. Este artículo expone las problemáticas de 
heterogeneidad, interoperabilidad y calidad de los datos, como 
factores que restringen el proceso de vinculación de los datos. Para 
ello, el diseño metodológico realiza una exploración bibliográfica, 
los resultados examinan y discuten las posturas acerca de las 
problemáticas citadas, y la posible incidencia de estas en la calidad 
de los datos enlazados. Como conclusión se plantea que hablar de 
heterogeneidad es intrínseco, puesto que persé la información 
siempre será heterogénea. Los modelos de datos pueden ser 
distintos pero si el formato de datos es común, la interoperabilidad 
es posible. Obviamente los modelos de datos deberían ser 
conocidos y públicos, ya que de no serlo existirá un problema clave 
que impide el desarrollo de la Web de los Datos 
 
Palabras clave— Linked Data, RDF, Interoperabilidad, 
Vocabulario, Heterogeneidad, Calidad de Datos. 
 
Abstract— Linked Data – LD, allows the construction of the Web 
of Data, which use basic principles that contribute to the growth 
of the Web. The process developed by LD faces different scenarios 
that seem to limit the linking process. This paper exposes the 
problems of heterogeneity, interoperability and data quality, as 
factors that restrict the process of data linkage. For this, the 
methodological design performs a bibliographic exploration; the 
results examine and discuss the postures about the mentioned 
problems, and the possible incidence of these in the quality of the 
linked data. In conclusion, speaking about heterogeneity is 
intrinsic, since the information will always be heterogeneous. Data 
models may be different but if the data format is common, 
interoperability is possible. Data models must be known and 
public, in order to avoid problems that prevent the development 
of the Web Data. 
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Linked Data – LD, como uno de los conceptos claves de la Web 
Semántica, ofrece un conjunto de principios para compartir 
(exponer y consumir) datos vinculados en la Web. Esta 
estrategia hace uso de tecnologías como HTTP [1], RDF [2], 
XML [3], Sparql, URIs [4], entre otras, que permiten procesar 
y compartir información de manera comprensible por las 
máquinas.  En 2009, Berners-Lee presentó los Principios de LD 
[5], los cuales enmarcan un esquema de 5 niveles que los datos 
deben cumplir para poderse vincular. El cambio de nivel en 
dicha jerarquía, requiere de cumplir una serie de 
requerimientos, con el fin de lograr una exposición adecuada, 
poder ser localizados y posteriormente ser consumidos. Bajo 
esta jerarquía, la vinculación de datos ha tenido un crecimiento 
gradual y significativo como se observa en los diferentes grafos 
de conocimiento [6] expuesto en la Web (Figura 1).  
 
 
Fig. 1. Ejemplo Grafo de Conocimiento. Fuente: [7] 
 
Adicional a ello, la tecnología de la Web Semántica (LD, OWL, 
RDF) combinada con técnicas de “Machine Learning” 
permiten crear agentes inteligentes que pueden ampliar su base 




de conocimiento a todo tipo de contenidos semánticos 
enlazados en Internet, así como aprender a través de la 
interacción con su ”entrenador” y otras personas que 
interaccionen con él [8].  No obstante, LD se ve enfrentada a 
desafíos y retos que, de alguna forma, han influenciado en su 
aplicación y desarrollo en diferentes dominios de 
conocimiento. Dentro de estos problemas se encuentra la 
interoperabilidad y heterogeneidad de fuentes, de vocabularios 
y de tecnologías, y que circundan la calidad de los datos, 
aspectos que inciden en el grado de confianza ofrecido a los 
consumidores de recursos. Para contextualizar en este tema, [9] 
plantea el siguiente problema: 
 
“Dentro de un sitio OCW existe un gran número de recursos 
educativos a los cuales no se puede acceder fácilmente ya que 
la mayoría de estos sistemas emplean sus propios modelos de 
datos para la descripción de sus recursos educativos, por esta 
razón las tareas de búsqueda, recuperación e integración se 
vuelven temas difíciles de alcanzar. Nace así la idea de la 
interoperabilidad entre sitios heterogéneos”.  
 
Pero, ¿cómo se podría entender la heterogeneidad y la 
interoperabilidad, y su incidencia en la calidad de los datos?. 
Para comprender un poco más estos factores, el presente 
artículo se orienta a explorar, de forma teórica, conceptos 
claves identificados alrededor de dichos aspectos. En primera 
instancia, se contextualizara, de forma breve, una base del 
lenguaje usado en LD, para ubicar al lector en el área de 
conocimiento; posteriormente se conceptualizarán los 
referentes identificados que se involucran en la temática de 




La presente propuesta se basa en una metodología de 
investigación de tipo descriptiva, donde se busca analizar qué 
es y cómo se manifiestan las variables de heterogeneidad e 
interoperabilidad en la vinculación de datos, y su relación con 
la calidad misma de los datos vinculados. A partir de este 
panorama, se identifica la necesidad de llevar a cabo una 
exploración documental con el fin de proveer información y 
poder establecer criterios de reflexión acerca de ¿Cómo la 
heterogeneidad y la interoperabilidad influyen en la calidad de 
los datos vinculados? Para llevar a cabo esta propuesta, a 
continuación, se definen un diseño metodológico estructurado 
en fases, que permiten determinar los procesos conducentes a 
nuestra propuesta de investigación. 
 
Para llevar a cabo la metodología descriptiva, el diseño 
metodológico plantea las siguientes etapas: 
  
a. Formulación de la pregunta de investigación: Para esta 
investigación se buscó plantear una discusión acerca de 
¿Cómo la heterogeneidad y la interoperabilidad influyen 
en la calidad de los datos vinculados? 
b. Revisión documental: se consultaron diferentes fuentes 
bibliográficas, tales como IEEE, Scopus, ACM, entre 
otros, definiendo criterios de búsqueda: LD, Linked Open 
Data, Heterogeneidad, Interoperabilidad, Calidad de 
Datos. 
c. Análisis de recursos: Seguidamente se procedió a 
clasificarlos, y a analizar la información obtenido. 
d. Síntesis de la información: Se abstrajo la información 
pertinente para documentar las variables planteadas. 
e. Planteamiento de discusión y reflexión: se planteó la 
discusión acerca de las temáticas propuestas, y se 
construyeron las respectivas conclusiones. 
 
III. DESARROLLO DEL DISEÑO METODOLÓGICO 
 
A. Principios Básicos de Linked Data 
 
LD se fundamenta en cuatro principios [10] básicos de 
vinculación de datos, los cuales se ilustran en la Figura 2 y son 
descritos en la tabla 1. 
 
 
Fig. 2. Principios de LD. Fuente: [11] 
 




nombres de las cosas. 
Identificación de las cosas. Si no se 
puede identificar una cosa, no se 
puede hablar de ello. Las URI se 
usan para nombrar cosas en LD son 
una versión generalizada de las 
URL que se utilizan para localizar 
páginas web a través del navegador 
Principio 2: Usar 
HTTP URI para que 
la gente puede buscar 
esos nombres 
Al escribir esa URI en el navegador, 
este le informará que no sabe cómo 
manejar la situación, ya que no es 
un tipo de URI que implementa. De 
ahí que es necesario que las URI 
sean resolubles en la Web, por ende 
se usa HTTP URI. 
Principio 3: Cuando 
se usa una URI, esta 
debe proporcionar 
información útil. 
Cualquier HTTP URI se puede 
escribir en un navegador Web y el 
navegador sabrá qué hacer con ella 
(por ejemplo: determinar el número 
de host, el puerto a utilizar, etc.). Si 
el servidor remoto responde 
afirmativamente, devolverá una 
representación del recurso en 




diferentes formatos como RDF, 
entre otros. De cualquier forma, se 
desearía que las URI puedan 
resolver unas descripciones útiles 
acerca de lo que usted ha nombrado. 
Principio 4: Incluir 
enlaces a otros URI. 
Los datos son más útiles si se 
vinculan datos relacionados, 
documentos y descripciones. Como 
se utilizó HTTP URI para publicar 
sus datos, otras personas pueden 
vincular sus datos. La capacidad de 
seguir estos enlaces le permite a la 
gente navegar por la Web de Datos 
igual que pueden navegar por la 
Web de Documentos. 
Tabla I. Principios de LD. Fuente: [5] 
Ahora bien, la información que describe los recursos expuestos 
en la Web, se manejan a través de  metadatos, que son 
esencialmente una descripción sobre los datos, materializado 
de manera eficiente mediante el uso de esquemas de 
representación de conocimiento como a) un conjunto de 
conceptos en un dominio y b) las relaciones entre estos 
conceptos; dichos esquemas reciben el nombre de ontologías 
(Figura 3), las cuales permiten organizar la información a través 
de vocabularios y taxonomías compartidas, permitiendo 
describir los recursos Web mediante la adición de 
descripciones sobre su semántica y sus relaciones:  
 
Fig.  3. Ejemplo básico de Ontología. Fuente: [12] 
Al describir los recursos Web utilizando ontologías, se plantea 
como objetivo hacerlos legible para una máquina.  Para llevar 
a cabo esta actividad, es necesario que cada (semántica) 
anotación corresponda a una pieza de información. Es 
importante en este proceso que la anotación de los recursos 
Web siga un estándar común [13], por ejemplo, el descrito en 
la Figura 4. 
 
Fig.  4. Conjunto de Meta data Dublin Core. Fuente: [14] 
 
Por otro lado, como lo describe [13], la publicación de estos 
datos puede hacerse en un formato propietario o en un formato 
abierto. Al publicarse en un formato abierto [15], la 
información se pone a disposición de todo el mundo para ser 
usada. El uso de URI y RDF para tales efectos es muy 
conveniente dado que los datos pueden estar unidos entre sí, 
creando un gran número de datos, que ofrece la capacidad de: 
buscar, combinar y explotar el conocimiento [16]. Los usuarios 
pueden incluso navegar entre las diferentes fuentes de datos, 
siguiendo los enlaces RDF, y navegar por un sitio Web 
potencialmente infinito de fuentes de datos conectadas 
 
B. Principios Básicos de Linked Data 
 
1. Esquema de Clasificación de 5 Estrellas 
 
Tim Berners-Lee sugirió una clasificación de 5 estrellas [17], 
por medio de la cual los recursos van adquiriendo ciertas 
características, con el fin de llegar a un recurso plenamente 
vinculado, de acuerdo con los 4 principios básicos (figura 5). 
Esa jerarquía se compone de los siguientes 5 niveles. 
 
• Publique la información en la Web, en cualquier formato, 
bajo un tipo de licencia de datos abiertos [18]. 
• Publique la información en forma de datos estructurados. 
• Use formatos no propietarios. 
• Use URIs para identificar las cosas, de manera que las 
personas puedan referenciar sus informaciones. 
• Establezca la conexión entre sus datos y otros datos, con 
el fin de ofrecer un contexto ampliado para las 
informaciones. 
 





Figura 5. Esquema de 5 estrellas. Fuente: [17] 
 
Niveles que presenta costos y beneficios incluyendo, por 
ejemplo, simplicidad de procedimientos, conversión de datos, 
formación de personal calificado, etc., todo eso con la intención 
de dirigirse hacia un conjunto de datos semánticamente mejor 
descritos, y conectados con otros datos. 
 
C. Tecnologías de Linked Data 
 
Para esbozar a muy alto nivel el contexto de LD, a 
continuación, se identifican un conjunto de tecnologías que 
interactúan, dentro de las cuales se destacan [19]: 
 
a. URIs: Utilizadas para identificar cualquier cosa de interés 
en los datos, incluyendo las entidades de los datos, las 
clases o conceptos involucrados en los datos y las 
propiedades que están disponibles para describir. 
b. RDF - Marco de Descripción de Recursos. Presenta la 
información como una serie de declaraciones simples. 
Cada declaración (tripleta) describe que algún sujeto tiene 
alguna propiedad con algún valor. El sujeto es 
normalmente identificado por un URI, así como la 
propiedad o predicado que describe. El valor de la 
propiedad y el objeto de la sentencia pueden tener un valor 
literal o puede ser otro URI. 
c. Vocabularios Semánticos. Una parte fundamental del 
modelo de datos RDF son los vocabularios. RDF aumenta 
su capacidad de estructuración de la información si se 
combina con vocabularios específicos para la descripción 
semántica. Estos vocabularios RDF son definiciones de 
términos utilizados para efectuar los vínculos entre los 
diversos elementos de una descripción RDF.    
d. SPARQL. Lenguaje de consulta para datos estructurados 
en la Web, específicamente datos accesibles en formato 
RDF o representables como tales. Por lo tanto es el 
lenguaje de consulta para los datos vinculados [20]. El 
propósito principal de SPARQL es proporcionar un 
lenguaje formal en el cual las preguntas significativas 






D. Heterogeneidad e Interoperabilidad 
 
Según como lo plantea [21], los recursos expuestos en la Web, 
se encuentran dispersos en una gran variedad de fuentes con 
diferente información, estructura y semántica, lo que ocasionan 
problemas de heterogeneidad, denotando así la necesidad de 
contar con una solución que permita la integración de los datos 
y el conocimiento embebido en los mismos, de manera 
eficiente. Es decir, se debe permitir a los usuarios acceder a los 
datos almacenados en fuentes de datos heterogéneas, 
presentando una única vista unificada de esos datos, de forma 
que el usuario no llegue a percibir esta heterogeneidad [5]. 
 
Para resolver el problema de la integración de las fuentes de 
información, se plantea la Interoperabilidad, entendida como 
“la capacidad de comunicarse, para ejecutar programas o para 
transferir datos entre varias unidades funcionales de una 
manera que requiera al usuario tener poco o nada de 
conocimiento de las características únicas de esas unidades 
(ISO 2382.1, 1993; ISO 19119, 2002)” [22].  Para alcanzar la 
denominada interoperabilidad, el modelo de información debe 
ser interoperable de forma:   
 
• Sintáctica, que se refiere a la diferencia en el formato de 
datos, de modo que pueda ser procesada e interpretada en 
cualquiera de las fuentes de datos. 
• Esquemática (estructural), que se refiere a las diferencias 
en el modelo de datos, en los esquemas, razón por la cual 
debe haber alguna forma de transformar de un esquema a 
otro. 
• Semántica, que se refiere a las diferencias en la definición, 
en el significado que se pretende dar a los términos en 
contextos específicos. Este tipo de heterogeneidad se 
puede clasificar en: a) Heterogeneidad cognitiva: cuando 
no existe una base común en las definiciones para los 
fenómenos comunes en diferentes catálogos o bases de 
datos, y b) Heterogeneidad designativa: Hace referencia a 
fenómenos iguales semánticamente pero que son 
nombrados de una manera distinta. Aparecen a menudo 
en forma de homónimos, sinónimos o incluso polisemia. 
 
Con el fin de abordar la heterogeneidad e interoperabilidad, se 
aboga por un enfoque de abajo hacia arriba, alentando a los 
desarrolladores a modelar de forma colaborativa datos, definir 
términos, vincular términos y conceptos a otros dataset 
heterogéneos, y utilizar bibliotecas de visualización genéricas 
y API para obtener más rápidamente aplicaciones útiles [24].  
Para ello, es indispensable tener en cuenta los siguientes 
procesos [25]: 
 
• Conversión: En primer lugar, los datos brutos (raw data) 
se limpian y se conservan a través de la representación 
basada en RDF. En segundo lugar, estos datasets 
convertidos utilizan URI desreferenciables, de manera 
que tanto los conjuntos de datos como sus ontologías 
pueden ser extendidos por terceros usuarios. 




• Mejora: Se centra en extraer la semántica de valores 
literales en URIs significativas, y enlazar datasets 
asociando URIs mencionadas en diferentes datasets. 
 
De tal forma que, vincular e integrar datos de formas novedosas 
ayuda a los consumidores a descubrir nuevos patrones y 
correlaciones y crear nuevos conocimientos. Los principios de 
datos vinculados y las tecnologías de Web Semántica facilitan 
la conexión de conjuntos de datos heterogéneos sin 
coordinación o planificación anticipada [24].  Para llevar a cabo 
esta actividad se busca reutilizar el vocabulario disponible, con 
el fin de hacer más eficientes los procesos de búsqueda, y 
acelerar el desarrollo de la Vinculación e integración. Esta 
actividad consta de las siguientes tareas [26]: 
 
• Búsqueda de vocabularios adecuados. Existen algunos 
repositorios útiles para encontrar vocabularios 
disponibles, como por ejemplo Schema, SchemaCache, 
Swoogle y LOV. Para la elección de los vocabularios más 
adecuados se recomienda seguir las directrices propuestas 
en Open Data Commons Open Database License [27], 
tales como por ejemplo, tener cuidado con las 
declaraciones de los espacios de nombres de los 
vocabularios, que sirven para evitar que las definiciones 
de dos vocabularios se solapen [28]. 
• En caso de que no se encontrar ningún vocabulario 
adecuado, este se debe crear tratando de reutilizar gran 
parte de los posibles recursos existentes. 
• Por último, si no se encuentra un vocabulario disponible 
ni los recursos para la construcción de la ontología, se 
debe crear la ontología desde cero. 
 
Para muchos casos, los vocabularios ya se encuentran definidos 
y disponibles al público, y han sido ampliamente utilizados por 
muchas de las fuentes más importantes de datos enlazados 
disponibles en la actualidad. Entre ellos se destacan [29]: 
 
• RDFS y OWL: contienen elementos que son bien 
conocidos y de utilidad al crear datos enlazados. 
• FOAF: define los términos para describir a las personas, 
sus actividades y sus relaciones con otras personas. FOAF 
define un vocabulario de tipo RDF/XML para definir la 
información personal, como nombre, buzón y relaciones 
con amigos y otras propiedades. 
• vCard. Este formato fue diseñado para la definición de las 
tarjetas de visita electrónicas. Es ampliamente utilizado 
por los clientes de correo electrónico y, a menudo 
utilizado para transmitir datos de contacto entre las 
personas u organizaciones. Dado que es un formato es 
muy popular, existe una codificación RDF que se puede 
utilizar al crear datos enlazados. 
• BIBO. Ontología bibliográfica que ofrece los principales 
conceptos y propiedades para describir citas y referencias 
bibliográficas (es decir, libros, artículos, etc.). 
• VIVO. Esta ontología ofrece un conjunto de tipos (clases) 
y relaciones (propiedades) para representar a los 
investigadores y todo el contexto en el que se 
desempeñan.  
 
Estos vocabularios contienen tanto definiciones informales, en 
forma de documentación legıble por humanos, como 
definiciones formales, en forma de reglas y restricciones que 
permiten detectar inconsistencias o deducir nuevos hechos a 
partir de otros dados (Figura 6). 
 
Figura 6. Grafo RDF usando Vocabularios. Fuente: [30]. 
 
Para ejemplificar el uso de vocabularios, una ontología puede 
definir clases para libros, pinturas y personas, o una propiedad 
“autor”, y declarar formalmente que todos los recursos 
conectados a libros mediante la propiedad “autor” serán del tipo 
“persona”. Puede igualmente definir un objeto de otra clase 
como una superclase de autor y pintura. Mediante un motor de 
inferencia que trabaje con los datos de una colección de libros 
y pinturas, y buscando por todos los objetos creados por una 
persona, se podrían recuperar todos ellos sin conocer a priori su 
tipología, una característica crucial para la integración de 
información [16]. 
 
E. Calidad de Datos 
 
En primera instancia, y como lo plantea [31], la calidad de los 
datos es comúnmente concebida como una construcción 
multidimensional con una definición popular como la “aptitud 
para el uso”. La calidad de los datos puede depender de varios 
factores como la precisión, puntualidad, integridad, relevancia, 
objetividad, credibilidad, comprensibilidad, consistencia, 
concisión, disponibilidad y verificabilidad. En términos de 
Web Semántica, existen diversos conceptos de calidad de los 
datos: 
 
• Los metadatos semánticos, por ejemplo, es un concepto 
importante a considerar cuando se evalúa la calidad de los 
conjuntos de datos. 
• Por otro lado, la noción de calidad de enlace es otro 
aspecto importante en los Datos Enlazados, donde se 
detecta automáticamente si un enlace es útil o no [5]. 
Asimismo, debe tenerse en cuenta que los datos y la 
información se utilizan indistintamente en la bibliografía. 





En cuanto a los problemas de calidad de datos [31]: 
 
• Bizer et al., define los problemas de calidad de los datos 
como la elección del diseño de sistemas de información 
basados en la Web que integran la información de 
diferentes proveedores. Adicionalmente clasifica las 
dimensiones de calidad de los datos en 3 categorías, de 
acuerdo al tipo de información que es usada como 
dimensión de calidad: (i) información basada en el 
contenido; (ii) información basada en el contexto; (iii) 
información basada en el Rating.  
• Mendes et al., plantea que el problema de la calidad de los 
datos está relacionado con los valores que están en 
conflicto entre diferentes fuentes de datos como 
consecuencia de la diversidad de los datos. 
• Flemming no proporciona una definición pero explica 
implícitamente los problemas en términos de diversidad 
de datos. 
• Hogan et al., discuten sobre errores o ruidos o 
dificultades.  
• Harth et al., discute acerca de los problemas de modelado 
que son propensos a las no explotaciones de esos datos de 
las aplicaciones. 
 
Por lo tanto, el problema de la calidad de los datos se refiere a 
un conjunto de problemas que pueden afectar la potencialidad 
de las aplicaciones que utilizan los datos.  Según [32], la calidad 
en los metadatos es un requisito previo para que los metadatos 
sean útiles.  
 
La necesidad de que los metadatos estén adecuadamente 
definidos surge con el fin de facilitar que posteriormente se 
rellenen de forma correcta, para que se puedan explotar 
efectivamente. La calidad en los metadatos refleja el grado con 
el que los mismos realizan sus funciones esenciales de 
búsqueda, localización, uso, procedencia, autenticación y 
administración. Atendiendo a ello, [31] presentan una 
categorización de las dimensiones de calidad de los datos, con 
sus respectivas métricas (Figura 7).  
 
 
Figura 7. Dimensiones de Calidad de los Datos. Fuente: [31] 
 
Sobre todo ello, es importante anotar que en el proceso de 
creación de los metadatos, los autores de los recursos deben 
tomar un papel fundamental. La creación descontrolada de 
metadatos provoca una pérdida de la interoperabilidad de 
metadatos entre repositorios digitales. Adicional a lo anterior, 
como se plantea en [33], uno de los principios fundamentales 
de datos enlazados es que las fuentes de datos contengan 
enlaces que apunten a información contenida en otras fuentes 
de datos, situación ante la cual muchas veces se presenta el 
problema de poseer enlaces rotos. Según Flemming y Hartig, 
los enlaces rotos pueden clasificarse en dos categorías: 
 
• Enlaces estructuralmente rotos: se refieren a 
representaciones de recursos que no pueden recuperarse 
nunca más, y son fáciles de detectar de manera 
automática. 
• Enlaces semánticamente rotos: se refieren a enlaces en los 
que la interpretación humana de lo que debe representar 
ese enlace difiere de la representación real. De la misma 
manera, estos autores definen tres tipos de causas por las 
cuales se crean enlaces rotos: 
- Tipo A: Originados porque se cambia la localización 
del recurso origen. 
- Tipo B: Originados porque se cambia la localización 
del recurso destino. 
- Tipo C: Originados porque se eliminan el recurso 
origen o el recurso destino. 
 
Para mitigar este problema, el modelo de datos RDF 
proporciona los mecanismos necesarios para permitir conectar 
información de diferentes orígenes de datos en un único grafo 
global que posteriormente podrá ser procesado para obtener la 
información de las diferentes fuentes de datos.  Además del 
entrelazado de los propios datos, también es necesario que los 
vocabularios utilizados por las distintas fuentes de datos sean 
relacionados con aquellos utilizados por otras. La situación 
ideal en el entrelazado de fuentes de datos es la utilización de 




vocabularios comunes que se encuentren ampliamente 
aceptados en el dominio de datos correspondiente. Sin 
embargo, esto no es siempre posible ya que los proveedores de 
fuentes de datos enlazadas podrán necesitar la utilización de 
vocabularios mucho más específicos que los disponibles. Por 
ende, las diferentes fuentes de datos deberán relacionar los 
vocabularios específicos utilizados entre sí, permitiendo que se 
pueda navegar por dichos vocabularios y los datos 
correspondientes. 
 
Por otro lado, la procedencia de los datos es uno de los aspectos 
principales a la hora de evaluar la autenticidad de un dataset, y 
por tanto, su confiabilidad, es la procedencia de los datos que 
lo componen. El W3C Provenance Incubator Group define la 
procedencia de un recurso de la Web de Datos como un registro 
que describe personas, entidades y procesos involucrados en la 
producción y lanzamiento, o que de otro modo hayan tenido 
influencia sobre dicho recurso. Por tanto, se considera la 
información de procedencia de un dataset como un registro de 
su historia, desde su creación, incluyendo información acerca 




IV. PLANTEAMIENTO DE LA DISCUSIÓN 
 
Después de revisar la conceptualización previa, se identifica 
que la “Metadata” que describe un “Recurso”, se basa en una 
“Taxonomía” que utiliza un “Vocabulario” controlado y 
reconocido. Adicionalmente, las taxonomías son particulares 
para los dominios que se vayan a trabajar, y estas deben analizar 
los elementos y características que propicien la 
interoperabilidad de vocabularios, ofreciendo 
recomendaciones para establecer y mantener mapeos entre 
ellos.   
 
Atendiendo a dichas características, en la actualidad existen 
dominios que tienen taxonomías claramente definidas, y que en 
su mayoría manejan vocabularios controlados. Como lo 
plantean [34-37], dentro de estos dominios, se han definido 
conjuntos de datos prioritarios, como por ejemplo: 
   
- Empresas. 
- Seguridad y justicia. 
- Recursos de la Tierra. 
- Educación.  
- Estadísticas nacionales. 
- Mapas nacionales. 
- Datos electorales a nivel nacional. 
- Presupuestos nacionales. 
- Finanzas y contratos. 
- Geoespacial. 
- Transparencia y Democracia. 
- Sanidad. 
- Ciencia e Investigación.  
- Multilingüismo. 
- Mapas nacionales. 
- Energía y Medio Ambiente. 
- Transporte e Infraestructura. 
   
 Dominios que puntean en la publicación de dataset que 
soportan la interoperabilidad de las fuentes que los contienen, 
como se evidencia en la Figura 8. 
 
Figura 8. Ejemplo dominio de Datos Prioritarios. Fuente: [38]. 
 
Por otro lado, también se observa la cara opuesta de la moneda, 
donde se encuentran dominios con bajo nivel de madurez en 
sus procesos de estandarización, generación de vocabularios 
controlados, entre otros aspectos, que restringen o dificultan la 
creación de metadatos para la descripción de datos y 
documentos, como una de las principales técnicas para hacer 
los datos entendibles por agentes de software (máquinas) en la 
Web, y de esta forma hacer posible que sean compartidos de 
manera automática [29].  Por ende, la existencia de áreas de 
conocimiento para las cuales no se ha definido clara y 
totalmente una taxonomía, dificulta el expresar su metadata de 
forma adecuada, a través de un vocabulario que contribuya a la 
interoperabilidad.  
 
La falta de madurez en este proceso se ve influenciada por 
diferentes factores como por ejemplo: la falta de voluntad 
política, problemas culturales, falta de leyes y normativas, falta 
de liderazgo, falta de personal idóneo, desconocimiento, 
desconfianza, entre otros [39]. Ahora bien, hay muchos 
caminos para expresar la metadata que describa un recurso, 
pero si esta metadata no responde a una taxonomía adecuada y 
con unos dimensiones de calidad adecuadas, llegaremos a 
alguna parte, siempre que caminemos lo suficiente, pero podría 
no ser el destino más apropiado, que asegure la 
interoperabilidad y la calidad entre los datos. 
 
Además, es importante tener en cuenta que si el vocabulario no 
es adecuado o no existe, o en su defecto, la taxonomía para el 
dominio especifico no es clara o no existe, estos se deben 
construir desde cero, lo cual permitiría generar un lenguaje 
envolvente que se oriente a permear la interoperabilidad de los 
datos en la Web, y por ende permita a los usuarios poder 




vincularlos de forma pertinente y oportuna. Un ejemplo clásico, 
donde se manifiestan los factores de heterogeneidad, 
interoperabilidad y calidad de datos se ve expuesto en [40], del 
cual se retoman los siguientes apartados:  
 
• Los conjuntos de datos vienen a menudo sin nombre, sin 
descripción, sin propietario e inéditos. La gran cantidad 
de datos generados por diversas entidades en todo el 
mundo empeora el problema: ¿Cómo se puede encontrar 
una aguja en un montón de agujas si la aguja individual 
no puede describirse de una manera única?  
• Los autores tiene la responsabilidad de asignar 
identificadores a sus datos, conectar los descriptores de 
metadatos a él, colocarlo en un repositorio confiable u otra 
ubicación predecible, y publicarlos 
• Para abordar esta problemática, en primera instancia se 
debe dar nombre a los datos. Para algunos objetos 
digitales, como publicaciones científicas, el DOI 
(Identificador de objetos digitales) se ha convertido en 
estándar. En Europa, los investigadores suelen utilizar 
URI (identificadores uniformes de recursos). 
• En segunda instancia, adicional a un identificador, se debe 
describir lo que hicieron los investigadores para reunir los 
datos: ¿Qué procedimientos de laboratorio utilizaron? 
¿Qué máquinas tomaron las mediciones, secuencias 
determinadas o imágenes recogidas? ¿Qué significan 
ciertos campos de datos o siglas? Todo eso es opaco para 
el consumidor de los dataset, a menos que alguien haya 
descrito el dataset con metadatos. 
• En tercera instancia se presenta el descubrimiento de los 
datos. Los buenos metadatos son un primer paso hacia el 
descubrimiento de datos. El siguiente es un índice y un 
motor de búsqueda que puede encontrar que los metadatos 
en respuesta a la consulta de un investigador. 
 
En síntesis, en cuestiones de heterogeneidad, interoperabilidad 
y calidad de los datos, se debe considerar que: 
 
a) Como lo manifiesta [31], LOD es la fusión de tres áreas 
de investigación diferentes:  
 
• La Web Semántica, para generar conexiones semánticas 
entre los dataset, 
• La World Wide Web, para poner disponibles los datos, 
preferiblemente bajo una licencia de acceso abierto, y 
• Data Management, para manejar grandes cantidades de 
datos Heterogéneos y Distribuidos.  
 
De allí que la construcción de una taxonomía envolvente, que 
permee todos los escenarios posibles del área de conocimiento 
específica, permitiría pasar del escenario procedimental (donde 
la taxonomía existe), al cubrimiento de un vacío de 
conocimiento, a través de la estructuración de dicha taxonomía, 
con su correspondiente identificación, construcción y uso de 
vocabulario, que asegura interoperabilidad entre las diferentes 
fuentes de datos. 
 
b) La calidad de los datos es un asunto crucial, ya que 
proporciona la base para que los usuarios decidan si los 
datos a usar son seguros y confiables. A menudo, los 
usuarios deciden confiar o no en datos (Web) basados en 
el valor de dimensiones de calidad de metadatos, como 
exactitud, precisión y otros. La confianza es un fenómeno 
complejo que implica una actitud de un usuario hacia un 
tercero (que puede ser también un dato), seguido por una 
acción de confianza en un contexto especifico. Debido a 
su naturaleza subjetiva, las actitudes y acciones de 
confianza son desafiantes para estimar y predecir [41]. 
 
c) Evaluar la calidad de la información en la Web es un 
desafío por al menos dos razones: Primero, dado que la 
Web es una plataforma de publicación de datos 
descentralizada, en la que cualquier persona puede 
compartir casi cualquier cosa, no tiene mecanismos 
inherentes de control de calidad para asegurar que el 
contenido publicado sea válido, legítimo o incluso 
interesante [42, 43]. 
 
En segundo lugar, al evaluar la fiabilidad de las páginas 
web, los usuarios tienden a basar sus juicios en criterios 
descriptivos como la presentación visual del sitio web en 
lugar de criterios normativos más sólidos como la 
reputación del autor, el proceso de revisión de la fuente, 
etc. Como resultado de ello, los usuarios de la Web son 
propensos a hacer evaluaciones incorrectas, 
particularmente a hacer juicios rápidos a gran escala. Por 
lo tanto, los usuarios de Web necesitan criterios de 
credibilidad y herramientas para ayudarles a evaluar la 
confiabilidad de la información de la Web con el fin de 
depositar confianza en ella [44]. 
 
d) Dado que la Web Semántica es grande, heterogénea, 
dinámica e incierta, la confianza será inevitablemente un 
problema. Dado su grado de distribución, contará con 
colecciones de agentes en dominios restringidos, lo cual 
implicaría que un agente sea responsable de reunir 
suficiente información para sus propios juicios de 
confianza, pero puede ser propenso al error, dependiendo 
de cuantas fuentes de información deba consultar y cuan 
confiables sean. Por lo cual, para que la confianza surja, 
los agentes deben ser flexibles y adaptarse a nuevos 




Como se presenta en [25], LD permite la interconexión de bases 
de datos, aportando descripciones de metadatos que en su 
integración permitirán inferir conocimiento. De ahí la 
importancia de la estandarización de la descripción de datasets 
y la conveniencia de la normalización de identificadores, 
lenguajes descriptivos, ontologías y vocabularios. De no 
evolucionar en ese camino, la no normalización puede impedir 
una interoperabilidad consistente de los datos.  
 




Si los vocabularios, por ejemplo, carecen de la suficiente 
homogeneidad, las descripciones se podrán interconectar, pero 
no se podrá extraer nuevo conocimiento de ellas. Por ende, la 
interoperabilidad, entendida como la habilidad para interoperar 
o integrar diferentes conjuntos de datos, se convierte en un 
factor fundamental para asegurar la disponibilidad, acceso, 
reutilización, redistribución y participación universal en los 
datos. 
 
Ahora bien, la Web de los Datos no es sino una versión para 
máquinas de la Web actual. Este modelo pretende que un 
software (llámese Agente, Aplicación, Asistente Personal, 
etc.), pueda interactuar con la Web sin necesidad de interpretar 
el lenguaje natural humano, y por tanto, beneficiarse de los 
datos allí publicados. Lo ideal es que en un futuro hubiese una 
versión en datos (LD Versión) de cualquier Web en formato 
documento (html, doc, etc.) que se orienta a humanos. Así, las 
máquinas pasarían a ser ciudadanos de primera categoría de la 
Web, cosa que ahora no son. ¿Pero, como conseguirlo? Esta 
interrogante se contesta a través del formateo de la información 
en tripletas RDF. 
 
En consecuencia, hablar de heterogeneidad es intrínseco puesto 
que persé la información siempre será heterogénea: los datos 
del censo son diferentes a los datos meteorológicos, y más aún 
son diferentes a los datos producidos por un aparato conectado 
a la Internet de las Cosas (IOT). Los modelos de datos pueden 
ser distintos pero si el formato de datos es común (RDF+URIS 
desreferenciables+acceso a través de puntos SPARQL), la 
interoperabilidad es posible. Adicionalmente, considerando el 
desarrollo creciente que se ha observado en el ámbito del e-
Learning [48], donde los recursos abiertos digitales adquieren 
mayor participación, exigiendo contenido con mejor contexto 
y de mejor calidad para los procesos de formación, la 
vinculación de recursos digitales abiertos cobra mayor 
importancia, y por ende, su interoperabilidad, con el fin de 
poder ser vinculados a través de la Web. 
 
Acorde a los puntos de vista examinados anteriormente, se 
plantea como trabajos futuros: i) Profundizar en la 
identificación del lenguaje que circunscribe los recursos 
digitales abiertos, como área de conocimiento sobre la cual se 
lleva a cabo el proceso de investigación; ii) Identificación del 
vocabulario en Recursos Digitales Abiertos, que permita 
modelar los datos identificados en dicha área de conocimiento; 
iii) Estructurar y construir la ontología que describa la 
taxonomía de dichos recursos y permita expresar la metadata 
necesario para llevar a cabo su vinculación; iv) Diseñar un 
metamodelo para la vinculación de Recursos Digitales 
Abiertos, basado en LD, cuyos agentes tenga en consideración 





Esta investigación se lleva a cabo en el marco de la formación 
doctoral en Ingeniería, en la Universidad Distrital Francisco 
José de Caldas. De igual forma, la temática planteada se 
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