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tural vetor
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orrelated but not ne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forms are mainly used in e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e instantaneous relation-
ships between e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al auto-
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es. We then derive the asymptoti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 distribution of the Ljung-Box (or Box-Pier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1. Introdution
Consider a d-dimensional stationary proess (Xt) satisfying a
VARMA(p, q) representation of the form
A00Xt −
p∑
i=1
A0iXt−i = B00ǫt −
q∑
i=1
B0iǫt−i, ∀t ∈ Z = {0,±1, . . . }. (1)
When A00 = B00 = Id, the VARMA(p, q) representation is said to be in
redued form. Otherwise, it is said to be strutural. The strutural forms
are mainly used in eonometris to introdue instantaneous relationships be-
tween eonomi variables. The representation (1) is said to satisfy a weak
VARMA(p, q) representation if ǫt is a weak white noise, namely a stationary
sequene of entered and unorrelated random variables with a non singular
variane Σ0. It is ustomary to say that (Xt) is a strong VARMA(p, q) model
if (ǫt) is an iid sequene of random variables with mean 0 and ommon vari-
ane matrix Σ0 (i.e. strong white noise). A strong white noise is obviously
a weak white noise, beause independene entails unorrelatedness, but the
reverse is not true. Between weak and strong VARMA(p, q) representations,
one an say that (1) is a semi-strong VARMA(p, q) representation if (ǫt) is a
stationary martingale dierene (i.e. semi-strong white noise).
The strutural VARMA(p, q) representation (1) an be rewritten in a
standard redued VARMA(p, q) form if the matries A00 and B00 are non
singular. Indeed, premultiplying (1) by A−100 and introduing the innovation
proess et = A
−1
00 B00ǫt, with non singular variane Σe0 = A
−1
00 B00Σ0B
′
00A
−1′
00 ,
we obtain the redued VARMA representation
Xt −
p∑
i=1
A−100 A0iXt−i = et −
q∑
i=1
A−100 B0iB
−1
00 A00et−i. (2)
The strutural form (1) allows to handle seasonal models, instantaneous
eonomi relationships, VARMA in the so-alled ehelon form representa-
tion, and many other onstrained VARMA representations (see Lütkepohl,
2005, hap. 12). The redued form (2) is more pratial from a statistial
viewpoint, beause it gives the foreasts of eah omponent of (Xt) aording
to the past values of the set of the omponents.
The above disussion shows that VARMA representations are not unique,
that is, a given proess (Xt) an be written in redued form or in strutural
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form by premultiplying by any non singular (d × d) matrix. Of ourse, in
order to ensure the uniqueness of a VARMA representation, onstraints are
neessary for the identiability of the (p+ q + 3)d2 elements of the matries
involved in the VARMA equation (1). In ontrast, the ehelon form guar-
antees uniqueness of the VARMA representation (see also Lütkepohl, 2005).
The ehelon form is the most widely identied VARMA representation em-
ployed in the literature. The identiability of VARMA proesses has been
studied in partiular by Hannan (1976) who gave several proedures ensuring
identiability.
The validity of the dierent steps of the traditional methodology of Box
and Jenkins, identiation, estimation and validation, depends on the noise
properties. After identiation and estimation of the VARMA proesses,
the next important step in the VARMA modeling onsists in heking if
the estimated model ts satisfatorily the data. This adequay heking
step allows to validate or invalidate the hoie of the orders p and q. In
VARMA(p, q) models, the hoie of p and q is partiularly important beause
the number of parameters, (p+q+2)d2, quikly inreases with p and q, whih
entails statistial diulties.
In partiular, the seletion of too large orders p and q has the eet of
introduing terms that are not neessarily relevant in the model. Overiden-
tiation thus generally leads to a loss of preision in parameter estimation.
Conversely, the seletion of too small orders p and q auses loss of some in-
formation, that results in a lak of asymptoti preision for the preditions.
Thus it is important to hek the validity of a VARMA(p, q) model, for
given orders p and q. This paper is devoted to the problem of the valida-
tion step of VARMA representations of multivariate proesses. Based on
the residual empirial autoorrelations, Box and Piere (1970) (BP here-
after) derived a goodness-of-t test, the portmanteau test, for univariate
strong ARMA models. Ljung and Box (1978) (LB hereafter) proposed a
modied portmanteau test whih is nowadays one of the most popular di-
agnosti heking tool in ARMA modeling of time series. The multivariate
version of the BP portmanteau statisti was introdued by Chitturi (1974).
We use the portmanteau tests onsidered by Chitturi (1974) and Hosking
(1980) for heking the overall signiane of the residual autoorrelations of
a VARMA(p, q) model (see also Chitturi (1976), Hosking (1981a,b), Li and
MLeod (1981), Ahn (1988). Hosking (1981a) gave several equivalent forms
of this statisti. Arbués (2008) proposed an extended portmanteau test for
VARMA models with mixing nonlinear onstraints.
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The works on the multivariate version of the portmanteau statisti are
generally performed under the assumption that the errors ǫt are indepen-
dent. This independene assumption is often onsidered too restritive by
pratitioners. It preludes onditional heterosedastiity and/or other forms
of nonlinearity (see Franq and Zakoïan, 2005, for a review on weak univari-
ate ARMA models). Relaxing this independene assumption allows to over
linear representations of general nonlinear proesses and to extend the range
of appliation of the VARMA models.
The asymptoti theory of weak ARMA model validation is mainly limited
to the univariate framework (see Franq, Roy and Zakoïan, 2005, hereafter
FRZ). In the multivariate analysis, a notable exeption is Franq and Raïssi
(2007) who study portmanteau tests for weak VAR models. We will gener-
alize this result to VARMA models. This extension raises diult problems.
First, non trivial onstraints on the parameters must be imposed for identi-
ability of the parameters (see Reinsel, 1997, Lütkepohl, 2005). Seondly, the
implementation of standard estimation methods (for instane the Gaussian
quasi-maximum likelihood estimation) is not obvious beause this requires a
onstrained high-dimensional optimization (see also Lütkepohl, 2005). These
tehnial diulties ertainly explain why VAR models are muh more used
than VARMA in applied works.
Reently Boubaar Mainassara and Franq (2010) (hereafter BMF) study
the onsisteny and the asymptoti normality of the QMLE for a weak
VARMA model. The QMLE is obtained by maximizing a funtion that
would be the logarithm of the likelihood funtion if the proess was Gaus-
sian, but is not equal to it when the proess (ǫt) is not iid Gaussian. The
funtion that is maximized is often alled quasi-likelihood. The QMLE an
also be viewed as a nonlinear least squared estimator (LSE). Dufour and
Pelletier (2005) and Boubaar Mainassara (in a working paper, 2010) study
the hoie of the orders p and q of weak VARMA models using information
riteria, Chabot-Hallé and Duhesne (2008) study the asymptoti distribu-
tion of LSE and portmanteau test for semi-strong VAR. The main goal of the
present paper is to omplete the available results onerning the statistial
analysis of weak VARMA models by onsidering the adequay problem under
general error terms. We proeed to study the behaviour of the goodness-of
t portmanteau tests when the ǫt are not independent. It is shown that
the standard portmanteau tests an be quite misleading in the framework of
non independent errors. Consequently, a modied version of these tests is
proposed.
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The paper is organized as follows. Setion 2 presents the parametrization
and assumptions used in the sequel. In Setion 3, we reall the results on
the QMLE asymptoti distribution obtained by BMF when (ǫt) satises mild
mixing assumptions. Setion 4 is devoted to the derivation of the joint distri-
bution of the QMLE and the noise empirial autoovarianes. In Setion 5,
we derive the asymptoti distribution of residual empirial autoovarianes
and autoorrelations under weak assumptions on the noise. In Setion 6,
it is shown how the standard Ljung-Box (or Box-Piere) portmanteau tests
must be adapted in the ase of VARMA models with nonindependent inno-
vations. Numerial experiments are presented in Setion 7 and we provide a
onlusion in Setion 8. The proofs of the main results are olleted in the
appendix.
2. Parametrization and assumptions
Let [A00 . . . A0pB00 . . . B0q] be the d × (p + q + 2)d matrix of VAR and
MA oeients involved in the VARMA equation (1). The matrix Σ0 is
onsidered as a nuisane parameter. The parameter of interest is denoted θ0,
where θ0 belongs to the parameter spae Θ ⊂ Rk0, and k0 is the number of
unknown parameters, whih is typially muh smaller that (p+q+3)d2. The
matries A00, . . . A0p, B00, . . . B0q involved in (1) and Σ0 are speied by θ0.
More preisely, we write A0i = Ai(θ0) and B0j = Bj(θ0) for i = 0, . . . , p and
j = 0, . . . , q, and Σ0 = Σ(θ0). To ensure the onsistene and the asymptoti
normality of the QMLE, we assume that the parametrization satises the
following smoothness onditions.
A1: The funtions θ 7→ Ai(θ) i = 0, . . . , p, θ 7→ Bj(θ) j = 0, . . . , q and
θ 7→ Σ(θ) admit ontinuous third order derivatives for all θ ∈ Θ.
For simpliity, we now write Ai, Bj and Σ instead of Ai(θ), Bj(θ) and Σ(θ).
Let Aθ(z) = A0 −
∑p
i=1Aiz
i
and Bθ(z) = B0 −
∑q
i=1Biz
i
. We assume that
Θ orresponds to stable and invertible representations, namely
A2: for all θ ∈ Θ, we have detAθ(z) detBθ(z) 6= 0 for all |z| ≤ 1.
To ensure the strong onsisteny of the QMLE, a ompatness assumption
is required.
A3: We have θ0 ∈ Θ, where Θ is ompat.
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The strutural VARMA model (1) an be written more ompatly as
Aθ0(L)Xt = Bθ0(L)ǫt where Aθ0(L) = A00−
p∑
i=1
A0iL
i, Bθ0(L) = B00−
q∑
i=1
B0iL
i
(3)
and where L is the bakward operator.
A4: The proess (ǫt) is stationary and ergodi.
Note that A4 is entailed by the unorrelated innovations, but not by the iid
innovations. In view of (3), Xt = A
−1
θ0
(L)Bθ0(L)ǫt and ǫt = B
−1
θ0
(L)Aθ0(L)Xt,
(ǫt) an be replaed by (Xt) in A4. In the strutural VARMA model (1),
the assumption A2 does not guarantee the identiability of the parameter.
Thus, we make the following global assumption for all θ ∈ Θ.
A5: For all θ ∈ Θ suh that θ 6= θ0, either the transfer fun-
tions A−10 B0B
−1
θ (z)Aθ(z) 6= A−100 B00B−1θ0 (z)Aθ0(z) for some z ∈ C, or
A−10 B0ΣB
′
0A
−1′
0 6= A−100 B00Σ0B′00A−1
′
00 .
In the redued VARMA representation (2), note that, the last ondition in
A5 an be dropped, but may be important for strutural VARMA forms. In
partiular, A5 is satised when we impose: A0 = B0 = Id, A2, the ommon
left divisors of Aθ(L) and Bθ(L) are unimodular (i.e. with nonzero onstant
determinant), and the matrix [Ap : Bq] is of full rank. For the asymptoti
normality of the QMLE, additional assumptions are required. It is neessary
to assume that θ0 is not on the boundary of the parameter spae Θ.
A6: We have θ0 ∈
◦
Θ, where
◦
Θ denotes the interior of Θ.
We now introdue, as in Franq and Zakoïan (1998) (hereafter FZ) the strong
mixing oeients of a stationary proess Z = (Zt) denoted by
αZ(h) = sup
A∈σ(Zu,u≤t),B∈σ(Xu ,u≥t+h)
|P (A ∩ B)− P (A)P (B)| ,
measuring the temporal dependene of the proess Z. Denoting by ‖Z‖ the
Eulidean norm of Z.
A7: We have E‖ǫt‖4+2ν <∞ and
∑∞
k=0 {αǫ(k)}
ν
2+ν <∞ for some ν > 0.
Note that assumption A7 does not require independene of the noise, nor
the fat that it is a martingale dierene.
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3. Quasi-maximum likelihood estimation
For all θ ∈ Θ, let A0 = A0(θ), . . . , Ap = Ap(θ), B0 = B0(θ), . . . , Bq =
Bq(θ) and Σ = Σ(θ). Note that from A2, the matries A0 and B0 are
invertible. Thus, the strutural representation (1) an be rewritten as the
redued VARMA representation (2). For the sake of simpliity, we omit the
notation θ in all quantities taken at the true value θ0. For all θ ∈ Θ, the
assumption on the MA polynomial (from A2) implies that there exists a
sequene of onstants matries (Ci(θ)) suh that
∑∞
i=1 ‖Ci(θ)‖ <∞ and
et(θ) = Xt −
∞∑
i=1
Ci(θ)Xt−i. (4)
Given a realizationX1, X2, . . . , Xn satisfying the VARMA representation (1),
the variable et(θ) an be approximated, for 0 < t ≤ n, by e˜t(θ) dened
reursively by
e˜t(θ) = Xt −
p∑
i=1
A−10 AiXt−i +
q∑
i=1
A−10 BiB
−1
0 A0e˜t−i(θ),
where the unknown initial values are set to zero: e˜0(θ) = · · · = e˜1−q(θ) =
X0 = · · · = X1−p = 0. The Gaussian quasi-likelihood is given by
L˜n(θ,Σe) =
n∏
t=1
1
(2π)d/2
√
det Σe
exp
{
−1
2
e˜′t(θ)Σ
−1
e e˜t(θ)
}
, Σe = A
−1
0 B0ΣB
′
0A
−1′
0 .
A QMLE of (θ,Σe) is a measurable solution (θˆn, Σˆe) of
(θˆn, Σˆe) = argmin
θ,Σe
{
log(det Σe) +
1
n
n∑
t=1
e˜t(θ)Σ
−1
e e˜
′
t(θ)
}
.
We use the matrix Mθ0 of the oeients of the redued form (2), where
Mθ0 = [A
−1
00 A01 : · · · : A−100 A0p : A−100 B01B−100 A00 : · · · : A−100 B0qB−100 A00].
Now, we need a loal identiability assumption whih ompletes A5 and
speies how this matrix depends on the parameter θ0. We denote by A⊗B
the Kroneker produt of two matries A and B, and by ve(A) the vetor
obtained by staking the olumns of A. Let

Mθ0 be the matrix ∂ve(Mθ)/∂θ
′
evaluated at θ0.
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A8: The matrix

M θ0 is of full rank k0.
Under the following additional assumption, BMF showed the onsisteny
and the asymptoti normality of the QMLE of a weak VARMA model (see
Theorem 1 in BMF). One of the most popular estimation proedures is that
of the least squares estimation. For the proesses of the form (2), under A1-
A8, it an be shown (see e.g. Theorem 2 in BMF), that the LSE of θ oinides
with the QMLE. Then under the assumptions A1A8, BMF showed that
θˆn → θ0 a.s. as n → ∞ and
√
n(θˆn − θ0) is asymptotially normal with
mean 0 and ovariane matrix Σθˆn := J
−1IJ−1, where J = J(θ0,Σe0) and
I = I(θ0,Σe0), with
J(θ,Σe) = lim
n→∞
−2
n
∂2
∂θ∂θ′
log L˜n(θ,Σe) a.s.
and
I(θ,Σe) = lim
n→∞
Var
2√
n
∂
∂θ
log L˜n(θ,Σe).
In the standard strong VARMA ase, i.e. when A4 is replaed by the
assumption that (ǫt) is an iid sequene, we have I = 2J , so that Σθˆn = 2J
−1
.
4. Joint distribution of θˆn and the noise empirial autoovarianes
Let eˆt = e˜t(θˆn) be the quasi-maximum likelihood residuals when p > 0 or
q > 0, and let eˆt = et = Xt when p = q = 0. When p+ q 6= 0, we have eˆt = 0
for t ≤ 0 and t > n and
eˆt = Xt −
p∑
i=1
A−10 (θˆn)Ai(θˆn)Xˆt−i +
q∑
i=1
A−10 (θˆn)Bi(θˆn)B
−1
0 (θˆn)A0(θˆn)eˆt−i,
for t = 1, . . . , n, with Xˆt = 0 for t ≤ 0 and Xˆt = Xt for t ≥ 1. We denote by
γ(h) =
1
n
n∑
t=h+1
ete
′
t−h and Γˆe(h) =
1
n
n∑
t=h+1
eˆteˆ
′
t−h
the white noise "empirial" autoovarianes and residual autoovarianes. It
should be noted that γ(h) is not a statisti (unless if p = q = 0) beause it
depends on the unobserved innovations et. For a xed integer m ≥ 1, let
γm =
({veγ(1)}′ , . . . , {veγ(m)}′)′ , Γˆm =
({
veΓˆe(1)
}′
, . . . ,
{
veΓˆe(m)
}′)′
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and
Γ(ℓ, ℓ′) =
∞∑
h=−∞
E
({et−ℓ ⊗ et} {et−h−ℓ′ ⊗ et−h}′) , for (ℓ, ℓ′) 6= (0, 0).
For the univariate ARMA model, FRZ have showed that∑∞
h=−∞ |Eetet+ℓet+het+h+ℓ′ | < +∞ (see Lemma A.1), whih in turn implies
the existene of Γ(ℓ, ℓ′). We an generalize this result for the VARMA
models. Then we obtain
∑∞
h=−∞
∥∥E {et−ℓ ⊗ et} {et−h−ℓ′ ⊗ et−h}′∥∥ < +∞.
The proof is similar to the univariate ase.
We are now able to state the following Theorem, whih is an extension
of a result given in FRZ.
Theorem 4.1. Assume that p > 0 or q > 0. Under Assumptions A1A8,
as n→∞, √n(γm, θˆn − θ0)′ d⇒ N (0,Ξ) where
Ξ =
(
Σγm Σγm,θˆn
Σ′
γm,θˆn
Σθˆn
)
,
with Σγm = {Γ(ℓ, ℓ′)}1≤ℓ,ℓ′≤m, Σ′γm,θˆn = Cov(
√
nJ−1Yn,
√
nγm) and Σθˆn =
limn→∞Var(
√
nJ−1Yn) = J
−1IJ−1 and Yn is given by (15) in the proof of
this Theorem. The matries I and J are dened in Setion 3.
Remark 4.1. FRZ onsidered the univariate ase d = 1. In their paper,
they used the LSE and they obtained that
Σγm =
+∞∑
h=−∞
{E(etet−ℓet−het−ℓ′−h)}1≤ℓ,ℓ′≤m
and denoted it by Γm,m′ = {Γ(ℓ, ℓ′)}1≤ℓ,ℓ′≤m. They introdue the vetors λi =(−φ∗i−1, . . . ,−φ∗i−p, ϕ∗i−1, . . . , ϕ∗i−q)′ ∈ Rp+q, with the onvention φ∗i = ϕ∗i = 0
when i < 0 and where φ∗h and ϕ
∗
h denote the oeients dened by
A−1θ (z) =
∞∑
h=0
φ∗hz
h, B−1θ (z) =
∞∑
h=0
ϕ∗hz
h, |z| ≤ 1 for h ≥ 0.
They also introdue the (p+ q)×m matries Λm = (λ1, . . . , λm). Using the
QMLE, their result gives
Σθˆn = (Λ∞Λ
′
∞)
−1σ−4e Λ∞Γ∞,∞Λ
′
∞(Λ∞Λ
′
∞)
−1
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where σ2e is the variane of the univariate proess et. Using the fat that
∂et(θ0)
∂θ
=
∑
i≥1
λiet−i(θ0),
we also have
Σ′
γm,θˆn
= −σ−2e (Λ∞Λ′∞)−1 Λ∞Γ∞,m,
whih are the expressions given in Theorem 1 of FRZ.
5. Asymptoti distribution of residual empirial autoovarianes
and autoorrelations
Denoting the diagonal matries by
Se = Diag (σe(1), . . . , σe(d)) and Sˆe = Diag (σˆe(1), . . . , σˆe(d)) ,
where σ2e(i) is the variane of the i-th oordinate of et and σˆ
2
e(i) is its sample
estimate (i.e. σe(i) =
√
Ee2it and σˆe(i) =
√
n−1
∑n
t=1 eˆ
2
it). The theoretial
and sample autoorrelations at lag ℓ are respetively dened by Re(ℓ) =
S−1e Γe(ℓ)S
−1
e and Rˆe(ℓ) = Sˆ
−1
e Γˆe(ℓ)Sˆ
−1
e , with Γe(ℓ) := Eete
′
t−ℓ = 0 for all
ℓ 6= 0. Consider the vetor of the rst m sample autoorrelations
ρˆm =
({
veRˆe(1)
}′
, . . . ,
{
veRˆe(m)
}′)′
.
The following Theorem gives the limiting distribution of the residual auto-
ovarianes and autoorrelations.
Theorem 5.1. Under the none Assumptions as in Theorem 4.1,
√
nΓˆm ⇒ N
(
0,ΣΓˆm
)
and
√
nρˆm ⇒ N (0,Σρˆm) where,
ΣΓˆm = Σγm + ΦmΣθˆnΦ
′
m + ΦmΣθˆn,γm + Σ
′
θˆn,γm
Φ′m (5)
Σρˆm =
{
Im ⊗ (Se ⊗ Se)−1
}
ΣΓˆm
{
Im ⊗ (Se ⊗ Se)−1
}
(6)
and Φm is given by (18) in the proof of this Theorem.
Chabot-Hallé and Duhesne (2008) obtained a similar result under a dier-
ene martingale assumption on the noises.
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Remark 5.1. Considered the univariate ase d = 1, as in FRZ. We obtain
Φm = E




et−1
.
.
.
et−m

⊗ ∂e′t(θ0)
∂θ

 =
∑
i≥1
E




et−1
.
.
.
et−m

 et−iλ′i


=
m∑
i=1
E




et−1et−i
.
.
.
et−met−i

λ′i

 = σ2eΛ′m.
Using this notation and in view of Remark 4.1, Theorem 5.1 gives
ΣΓˆm = Γm,m + Λ
′
m (Λ∞Λ
′
∞)
−1
Λ∞Γ∞,∞Λ
′
∞ (Λ∞Λ
′
∞)
−1
Λm
−Λ′m (Λ∞Λ′∞)−1 Λ∞Γ∞,m − Γm,∞Λ′∞ (Λ∞Λ′∞)−1 Λm,
and Σρˆm = σ
−4
e ΣΓˆm . This last is the result given in Theorem 2 of FRZ.
Remark 5.2. In the standard strong VARMA ase, i.e. whenA4 is replaed
by the assumption that (ǫt) is an iid sequene, we have Σγm = Im⊗Σe0⊗Σe0,
Σθˆn = 2J
−1
(beause I = 2J) and
Σ′
θˆn,γm
= −2E




et−1
.
.
.
et−m

⊗ et


{
e′tΣ
−1
e0
∂et(θ0)
∂θ′
J−1
}
= −E






et−1
.
.
.
et−m

⊗ ∂et(θ0)
∂θ′

(2J−1)

 = −ΦmΣθˆn .
Thus ΣΓˆm = Im⊗Σe0⊗Σe0−ΦmΣθˆnΦ′m, that the result obtained by Hosking
(1981b), Chabot-Hallé and Duhesne (2008).
6. Limiting distribution of the portmanteau statistis
Box and Piere (1970) (BP hereafter) derived a goodness-of-t test, the
portmanteau test, for univariate strong ARMA models. Ljung and Box
(1978) (LB hereafter) proposed a modied portmanteau test whih is nowa-
days one of the most popular diagnosti heking tools in ARMA modeling
of time series. The multivariate version of the BP portmanteau statisti
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was introdued by Chitturi (1974). Hosking (1981a) gave several equivalent
forms of this statisti. Basi forms are
Qm = n
m∑
h=1
Tr
(
Γˆ′e(h)Γˆ
−1
e (0)Γˆe(h)Γˆ
−1
e (0)
)
= n
m∑
h=1
vec
(
Γˆe(h)
)′ (
Γˆ−1e (0)⊗ Id
)
vec
(
Γˆ−1e (0)Γˆe(h)
)
= n
m∑
h=1
vec
(
Γˆe(h)
)′ (
Γˆ−1e (0)⊗ Id
)(
Id ⊗ Γˆ−1e (0)
)
vec
(
Γˆe(h)
)
= n
m∑
h=1
vec
(
Γˆe(h)
)′ (
Γˆ−1e (0)⊗ Γˆ−1e (0)
)
vec
(
Γˆe(h)
)
= nΓˆ′m
(
Im ⊗
{
Γˆ−1e (0)⊗ Γˆ−1e (0)
})
Γˆm
= nρˆ′m
(
Im ⊗
{
Γˆe(0)Γˆ
−1
e (0)Γˆe(0)
}
⊗
{
Γˆe(0)Γˆ
−1
e (0)Γˆe(0)
})
ρˆm
= nρˆ′m
(
Im ⊗
{
Rˆ−1e (0)⊗ Rˆ−1e (0)
})
ρˆm.
Where the equalities is obtained from the elementary identities vec(AB) =
(I ⊗ A) vecB, (A⊗ B)(C ⊗D) = AC ⊗ BD and Tr(ABC) = vec(A′)′(C ′ ⊗
I) vecB. As for the univariate LB portmanteau statisti, Hosking (1980)
dened the modied portmanteau statisti
Q˜m = n
2
m∑
h=1
(n− h)−1Tr
(
Γˆ′e(h)Γˆ
−1
e (0)Γˆe(h)Γˆ
−1
e (0)
)
.
These portmanteau statistis are generally used to test the null hypothesis
H0 : (Xt) satises a VARMA(p, q) representation
against the alternative
H1 : (Xt) does not admit a VARMA representation or admits a
VARMA(P,Q) representation with P > p or Q > q.
These portmanteau tests are very useful tools for heking the overall sig-
niane of the residual autoorrelations. Under the assumption that the
data generating proess (DGP) follows a strong VARMA(p, q) model, the
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asymptoti distribution of the statistis Qm and Q˜m is generally approxi-
mated by the χ2d2m−k0 distribution (d
2m > k0). When the innovations are
gaussian, Hosking (1980) found that the nite-sample distribution of Q˜m is
more nearly to χ2d2(m−(p+q)) than that of Qm. From Theorem 5.1 we dedue
the following result, in the ase of weak VARMA(p, q) models, whih gives
the exat asymptoti distribution of the standard portmanteau statistis Qm.
We will see that the distribution may be very dierent from the χ2d2m−k0 in
the ase of strong VARMA(p, q) models.
Theorem 6.1. Under Assumptions in Theorem 5.1, the statistis Qm and
Q˜m onverge in distribution, as n→∞, to
Zm(ξm) =
d2m∑
i=1
ξi,d2mZ
2
i
where ξm = (ξ1,d2m, . . . , ξd2m,d2m)
′
is the vetor of the eigenvalues of the matrix
Ωm =
(
Im ⊗ Σ−1/2e ⊗ Σ−1/2e
)
ΣΓˆm
(
Im ⊗ Σ−1/2e ⊗ Σ−1/2e
)
,
and Z1, . . . , Zd2m are independent N (0, 1) variables.
Franq and Raïssi (2007) onsidered the sub-lass of a weak vetor autore-
gressive (VAR). They obtained a similar result and showed that the χ2d2(m−p)
approximation is no longer valid in the weak VAR(p) ases. Considering
the univariate ARMA ase, d = 1, we retrieve exatly the result given in
Theorem 3 of FRZ.
It is seen in Theorem 6.1, that the asymptoti distribution of the BP
and LB portmanteau tests depends on the nuisane parameters involving in
Σe, the matrix Φm and the elements of the matrix Ξ. We need a onsistent
estimator of the above unknown matries. The matrix Σe an be onsistently
estimated by its sample estimate Σˆe = Γˆe(0). The matrix Φm an be easily
estimated by its empirial ounterpart
Φˆm =
1
n
n∑
t=1
{(
eˆ′t−1, . . . , eˆ
′
t−m
)′ ⊗ ∂et(θ0)
∂θ′
}
θ0=θˆn
.
In the eonometri literature the nonparametri kernel estimator, also alled
heteroskedasti autoorrelation onsistent (HAC) estimator (see Newey and
West, 1987, or Andrews, 1991), is widely used to estimate ovariane matries
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of the form Ξ. Interpreting (2π)−1Ξ as the spetral density of the stationary
proess (Υt) evaluated at frequeny 0 (see Brokwell and Davis, 1991, p.
459), an alternative method onsists in using a parametri AR estimate of
the spetral density of Υt =
(
Υ′1,t,Υ
′
2,t
)′
, where Υ1,t =
(
e′t−1, . . . , e
′
t−m
)′ ⊗ et
and Υ2,t = −2J−1 (∂e′t(θ0)/∂θ) Σ−1e0 et(θ0). This approah, whih has been
studied by Berk (1974) (see also den Hann and Levin, 1997), rests on the
expression
Ξ = Φ−1(1)ΣuΦ
′−1(1)
when (Υt) satises an AR(∞) representation of the form
Φ(L)Υt := Υt +
∞∑
i=1
ΦiΥt−i = ut, (7)
where ut is a weak white noise with variane matrix Σu. Sine Υt is not
observable, let Υˆt be the vetor obtained by replaing θ0 by θˆn in Υt. Let
Φˆr(z) = Ik0+d2m +
∑r
i=1 Φˆr,iz
i
, where Φˆr,1, . . . , Φˆr,r denote the oeients of
the LS regression of Υˆt on Υˆt−1, . . . , Υˆt−r. Let uˆr,t be the residuals of this
regression, and let Σˆuˆr be the empirial variane of uˆr,1, . . . , uˆr,n.
We are now able to state the following Theorem, whih is an extension
of a result given in FRZ.
Theorem 6.2. In addition to the assumptions of Theorem 6.1, assume
that the proess (Υt) admits an AR(∞) representation (7) in whih the
roots of detΦ(z) = 0 are outside the unit disk, ‖Φi‖ = o(i−2), and
Σu = Var(ut) is non-singular. Moreover we assume that E ‖ǫt‖8+4ν < ∞
and
∑∞
k=0{αX,ǫ(k)}ν/(2+ν) <∞ for some ν > 0, where {αX,ǫ(k)}k≥0 denotes
the sequene of the strong mixing oeients of the proess (X ′t, ǫ
′
t)
′
. Then,
the spetral estimator of Ξ
ΞˆSP := Φˆ−1r (1)ΣˆuˆrΦˆ
′−1
r (1)→ Ξ
in probability when r = r(n)→∞ and r3/n→ 0 as n→∞.
Let Ωˆm be the matrix obtained by replaing Ξ by Ξˆ and Σe by Σˆe in Ωm.
Denote by ξˆm = (ξˆ1,d2m, . . . , ξˆd2m,d2m)
′
the vetor of the eigenvalues of Ωˆm. At
the asymptoti level α, the LB test (resp. the BP test) onsists in rejeting
the adequay of the weak VARMA(p, q) model when
Q˜m > Sm(1− α) (resp. Qm > Sm(1− α))
where Sm(1− α) is suh that P
{
Zm(ξˆm) > Sm(1− α)
}
= α.
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7. Numerial illustrations
In this setion, we present the models we simulate and we give the steps
to implement the modied version of the portmanteau test. By means of
Monte Carlo experiments, we investigate the nite sample properties of the
test introdued in this paper.
7.1. Simulating models
To generate the strong and the weak VARMA models, we onsider the
following bivariate VARMA(1,1) model in ehelon form(
X1,t
X2,t
)
=
(
0 0
0 a1(2, 2)
)(
X1,t−1
X2,t−1
)
+
(
ǫ1,t
ǫ2,t
)
−
(
0 0
b1(2, 1) b1(2, 2)
)(
ǫ1,t−1
ǫ2,t−1
)
, (8)
where (a1(2, 2), b1(2, 1), b1(2, 2)) = (0.950,−0.313, 0.250) and ǫt = (ǫ1,t, ǫ2,t)′
follows a strong or weak white noise.
7.2. Implementation of the goodness-of-t portmanteau tests
Let X1, . . . , Xn, be observations of a d-multivariate proess. For testing
the adequay of a weak VARMA(p, q) model, we implement the modied
version of the portmanteau test, using the following steps:
1. Compute the estimates Aˆ1, . . . , Aˆp, Bˆ1, . . . , Bˆq by QMLE.
2. Compute the QMLE residuals eˆt = e˜t(θˆn) when p > 0 or q > 0, and
let eˆt = et = Xt when p = q = 0. When p + q 6= 0, we have eˆt = 0 for
t ≤ 0 and t > n and
eˆt = Xt−
p∑
i=1
A−10 (θˆn)Ai(θˆn)Xˆt−i+
q∑
i=1
A−10 (θˆn)Bi(θˆn)B
−1
0 (θˆn)A0(θˆn)eˆt−i,
for t = 1, . . . , n, with Xˆt = 0 for t ≤ 0 and Xˆt = Xt for t ≥ 1.
3. Compute the residual autoovarianes Γˆe(0) = Σˆe and Γˆe(h) for h =
1, . . . , m and Γˆm =
({
Γˆe(1)
}′
, . . . ,
{
Γˆe(m)
}′)′
.
4. Compute the matrix Jˆ = 2n−1
∑n
t=1 (∂eˆ
′
t/∂θ) Σˆ
−1
e0 (∂eˆt/∂θ
′) .
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5. Compute Υˆt =
(
Υˆ′1,t, Υˆ
′
2,t
)′
, where Υˆ1,t =
(
eˆ′t−1, . . . , eˆ
′
t−m
)′ ⊗ eˆt and
Υˆ2,t = −2Jˆ−1 (∂eˆ′t/∂θ) Σˆ−1e eˆt.
6. Fit the VAR(r) model
Φˆr(L)Υˆt :=
(
Id2m+k0 +
r∑
i=1
Φˆr,i(L)
)
Υˆt = uˆr,t.
The VAR order r an be xed in a strong VARMA ase or seleted by
AIC/BIC information riteria in a weak VARMA ase.
7. Use the spetral estimator
ΞˆSP := Φˆ−1r (1)ΣˆuˆrΦˆ
′−1
r (1) =
(
Σˆγm Σˆγm,θˆn
Σˆ′
γm,θˆn
Σˆθˆn
)
, Σˆuˆr =
1
n
n∑
t=1
uˆr,tuˆ
′
r,t,
dened in Theorem 6.2.
8. Dene the estimator
Φˆm =
1
n
n∑
t=1
{(
eˆ′t−1, . . . , eˆ
′
t−m
)′ ⊗ ∂et(θ0)
∂θ′
}
θ0=θˆn
.
9. Dene the estimators
ΣˆΓˆm = Σˆγm + ΦˆmΣˆθˆnΦˆ
′
m + ΦˆmΣˆθˆn,γm + Σˆ
′
θˆn,γm
Φˆ′m
Σˆρˆm =
{
Im ⊗ (Sˆe ⊗ Sˆe)−1
}
ΣˆΓˆm
{
Im ⊗ (Sˆe ⊗ Sˆe)−1
}
.
10. Compute the eigenvalues ξˆm = (ξˆ1,d2m, . . . , ξˆd2m,d2m)
′
of the matrix
Ωˆm =
(
Im ⊗ Σˆ−1/2e ⊗ Σˆ−1/2e
)
ΣˆΓˆm
(
Im ⊗ Σˆ−1/2e ⊗ Σˆ−1/2e
)
.
11. Compute the portmanteau statistis
Qm = nρˆ
′
m
(
Im ⊗
{
Rˆ−1e (0)⊗ Rˆ−1e (0)
})
ρˆm and
Q˜m = n
2
m∑
h=1
1
(n− h)Tr
(
Γˆ′e(h)Γˆ
−1
e (0)Γˆe(h)Γˆ
−1
e (0)
)
.
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12. Evaluate the p-values
P
{
Zm(ξˆm) > Qm
}
and P
{
Zm(ξˆm) > Q˜m
}
, Zm(ξˆm) =
d2m∑
i=1
ξˆi,d2mZ
2
i ,
using the Imhof algorithm (1961). The BP test (resp. the LB test)
rejets the adequay of the weak VARMA(p, q) model when the rst
(resp. the seond) p-value is less than the asymptoti level α.
7.3. Empirial size
In this paper, we only present the results of the modied and standard
versions of the LB test. The results onerning the BP test are not pre-
sented here, beause they are very lose to those of the LB test. The
numerial illustrations of this setion are made with the softwares R (see
http://ran.r-projet.org/) and FORTRAN (to ompute the p-values using
the Imohf algorithm, 1961).
For the nominal level α = 5%, the empirial size over the N = 1, 000
independent repliations should vary between the signiant limits 3.6% and
6.4% with probability 95%. When the relative rejetion frequenies are out-
side the signiant limits, they are displayed in bold type in Tables 1, 2, 3
and 4.
7.3.1. Strong VARMA model ase
We rst onsider the strong VARMA ase. To generate this model, we
assume that in (8) the innovation proess (ǫt) is dened by(
ǫ1,t
ǫ2,t
)
∼ IIDN (0, I2). (9)
We simulated N = 1, 000 independent trajetories of size n = 100, n = 500
and n = 2, 000 of Model (8) with the strong gaussian noise (9). For eah of
these N repliations we estimated the oeients (a1(2, 2), b1(2, 1), b1(2, 2)),
using the Gaussian maximum likelihood estimation method, and we applied
portmanteau tests to the residuals for dierent values of m, where m is the
number of autoorrelations used in the portmanteau test statisti. For the
standard LB test, the model is therefore rejeted when the statisti Q˜m
is greater than χ2(4m−3)(0.95). This orresponds to a nominal asymptoti
level α = 5% in the standard ase. We know that the asymptoti level of
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the standard LB test is indeed α = 5% when (a1(2, 2), b1(2, 1), b1(2, 2)) =
(0, 0, 0). Note however that, even when the noise is strong, the asymptoti
level is not exatly α = 5% when (a1(2, 2), b1(2, 1), b1(2, 2)) 6= (0, 0, 0)).
For the modied LB test, the model is rejeted when the statisti Q˜m is
greater than Sm(0.95) i.e. when the p-value (P{Zm(ξˆm) > Q˜m}) is less than
the asymptoti level α = 0.05. Let A and B be the (2 × 2)-matries with
non zero elements a1(2, 2), b1(2, 1) and b1(2, 2). When the roots of det(I2 −
Az) det(I2 − Bz) = 0 are near the unit disk, the asymptoti distribution
of Q˜m is likely to be far from its χ
2
(4m−3) approximation. Table 1 displays
the relative rejetion frequenies of the null hypothesis H0 that the DGP
follows a VARMA(1, 1), over the N = 1, 000 independent repliations. As
expeted the observed relative rejetion frequeny of the standard LB test
is very far from the nominal α = 5% when the number m of autoorrelations
used in the LB statisti is small. This is in aordane with the results in the
literature on the standard VARMA models. In partiular, Hosking (1980)
showed that the statisti Q˜m has approximately the hi-squared distribution
χ2d2(m−(p+q)) without any identiability ontraint. The theory that the χ
2
(4m−3)
approximation is better for larger m is onrmed. We draw the onlusion
that, even in the strong VARMA ase, the modied version is preferable to
the standard one, when the number m of autoorrelations used is small.
Table 1: Empirial size (in %) of the standard and modied versions of the LB test
in the ase of the strong VARMA(1, 1) model (8)-(9).
m = 1 m = 2 m = 3
Length n 100 500 2, 000 100 500 2, 000 100 500 2, 000
modied LB 5.5 5.6 4.0 3.7 4.4 4.8 2.6 4.1 3.3
standard LB 16.2 16.3 15.5 8.2 8.0 7.7 6.7 6.8 5.8
m = 4 m = 6 m = 10
Length n 100 500 2, 000 100 500 2, 000 100 500 2, 000
modied LB 2.2 3.9 4.4 2.3 3.7 3.4 6.8 4.2 3.5
standard LB 5.6 6.0 6.2 5.1 5.9 4.5 5.0 5.7 4.9
7.3.2. Weak VARMA model ase
The GARCH(p, q) models onstitute important examples of weak white
noises in the univariate ase. These models have numerous extensions to the
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multivariate framework (see Bauwens, Laurent and Rombouts (2006) for a re-
view). Jeantheau (1998) has proposed a simple extension of the multivariate
GARCH(p, q) with onditional onstant orrelation. In this model, the pro-
ess (ǫt) veries the following relation ǫt = Htηt where {ηt = (η1,t, . . . , ηd,t)′}t
is an iid entered proess with Var {ηi,t} = 1 and Ht is a diagonal matrix
whose elements hii,t verify

h211,t
.
.
.
h2dd,t

 =


c1
.
.
.
cd

+ q∑
i=1
Ai


ǫ21,t−i
.
.
.
ǫ2d,t−i

+ p∑
j=1
Bj


h211,t−j
.
.
.
h2dd,t−j

 .
The elements of the matries Ai and Bj, as well as the vetor ci, are supposed
to be positive. In addition, suppose that the stationarity onditions hold.
For simpliity, we onsider the following bivariate ARCH(1) (i.e. a bivariate
GARCH(p, q) model with p = 0, q = 1) model(
ǫ1,t
ǫ2,t
)
=
(
h11,t 0
0 h22,t
)(
η1,t
η2,t
)
(10)
where (
h211,t
h222,t
)
=
(
c1
c2
)
+
(
a11 0
a21 a22
)(
ǫ21,t−1
ǫ22,t−1
)
.
We now repeat the same experiment on dierent weak VARMA(1, 1) models.
For the estimation of the oeients, we used the quasi-maximum likelihood
estimation method and we applied portmanteau tests to the residuals for
dierent values of m. We rst assume that in (8) the innovation proess
(ǫt) is an ARCH(1) model dened in equation (10) with c1 = 0.3, c2 = 0.2,
a11 = 0.45, a21 = 0.4 and a22 = 0.25. In two other sets of experiments, we
assume that in (8) the innovation proess (ǫt) is dened by(
ǫ1,t
ǫ2,t
)
=
(
η1,tη2,t−1η1,t−2
η2,tη1,t−1η2,t−2
)
, with
(
η1,t
η2,t
)
∼ IIDN (0, I2), (11)
and then by(
ǫ1,t
ǫ2,t
)
=
(
η1,t(|η1,t−1|+ 1)−1
η2,t(|η2,t−1|+ 1)−1
)
, with
(
η1,t
η2,t
)
∼ IIDN (0, I2). (12)
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These noises are diret extensions of the weak noises dened by Romano and
Thombs (1996) in the univariate ase.
As expeted, Tables 2 and 3 show that the standard LB test poorly
performs to assess the adequay of these weak VARMA(1, 1) models. In
view of the observed relative rejetion frequeny, the standard LB test rejets
very often the true VARMA(1, 1) and all the relative rejetion frequenies
are denitely outside the signiant limits. By ontrast, the error of rst
kind is well ontrolled by the modied version of the LB test. We draw
the onlusion that, for these partiular weak VARMA models, the modied
version is learly preferable to the standard one. In ontrast, Table 4 shows
that the error of rst kind is well ontrolled by all the tests in this partiular
weak VARMA model, exept for the standard LB test when m = 1. The
modied version is also slightly preferable to the standard one.
Table 2: Empirial size (in %) of the standard and modied versions of the LB test
in the ase of the weak VARMA(1, 1) model (8)-(10).
m = 1 m = 2 m = 3
Length n 500 2, 000 10, 000 500 2, 000 10, 000 500 2, 000 10, 000
modied LB 6.9 8.5 7.4 5.9 6.4 6.3 4.2 6.1 5.3
standard LB 38.5 39.7 43.1 32.0 38.2 42.9 27.6 35.6 42.1
m = 4 m = 6 m = 10
Length n 500 2, 000 10, 000 500 2, 000 10, 000 500 2, 000 10, 000
modied LB 3.9 4.8 5.5 3.3 3.8 6.0 2.7 3.5 3.8
standard LB 24.9 32.3 39.2 21.2 27.3 32.1 17.0 21.2 25.4
7.4. Empirial power
In this part, we simulated N = 1, 000 independent trajetories of size
n = 500, n = 1, 000 and n = 5, 000 of a weak VARMA(2, 2) dened by(
X1,t
X2,t
)
=
(
0 0
0 0.225
)(
X1,t−1
X2,t−1
)
+
(
0 0
0 0.100
)(
X1,t−2
X2,t−2
)
+
(
ǫ1,t
ǫ2,t
)
−
(
0 0
−0.313 0.250
)(
ǫ1,t−1
ǫ2,t−1
)
−
(
0 0
−0.140 −0.160
)(
ǫ1,t−2
ǫ2,t−2
)
, (13)
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Table 3: Empirial size (in %) of the standard and modied versions of the LB test
in the ase of the weak VARMA(1, 1) model (8)-(11).
m = 1 m = 2 m = 3
Length n 500 2, 000 10, 000 500 2, 000 10, 000 500 2, 000 10, 000
modied LB 4.7 3.9 5.3 3.4 2.8 4.7 3.1 2.5 4.7
standard LB 58.7 58.3 62.9 59.2 57.7 64.2 48.0 53.2 57.7
m = 4 m = 6 m = 10
Length n 500 2, 000 10, 000 500 2, 000 10, 000 500 2, 000 10, 000
modied LB 2.2 2.2 5.3 1.9 2.0 4.6 3.6 3.1 5.3
standard LB 41.4 46.4 51.8 33.9 40.3 44.9 25.8 32.4 37.3
where the innovation proess (ǫt) is given by (11).
For eah of these N = 1, 000 repliations we tted a VARMA(1, 1) model
and perform standard and modied LB test based on m = 1, . . . , 4, 6 and
10 residual autoorrelations. The adequay of the VARMA(1, 1) model is
rejeted when the p-value is less than 5%. For this partiular weak VARMA
model, we have seen that the atual level of the standard version is generally
muh greater than the 5% nominal level (see Table 3). As in Hong (1996),
we will use the empirial ritial values obtained under a weak VARMA(1, 1)
model (8)-(11) based on N = 1, 000 repliations to ompare the powers of
the two tests on an equal basis. Table 5 displays the relative rejetion fre-
quenies of over the N = 1, 000 independent repliations. In this example,
the standard and modied versions of the LB test have very similar pow-
ers. Note that, the empirial ritial values strongly depend on the type of
weak VARMA whih is generated under the null hypothesis. Therefore, this
method onsisting in adjusting the ritial values only works for very spei
hypotheses.
8. Conlusion
In this paper we derive the asymptoti distribution of residual empir-
ial autoovarianes and autoorrelations under weak assumptions on the
noise. We establish the asymptoti distribution of the LB (or BP) port-
manteau test statistis for strutural VARMA models with nonindependent
innovations. This asymptoti distribution is quite dierent from the usual
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Table 4: Empirial size (in %) of the standard and modied versions of the LB test
in the ase of the weak VARMA(1, 1) model (8)-(12).
m = 1 m = 2 m = 3
Length n 500 2, 000 10, 000 500 2, 000 10, 000 500 2, 000 10, 000
modied LB 5.0 5.1 4.3 5.2 5.0 5.0 4.3 5.6 5.4
standard LB 7.7 8.1 6.4 6.6 5.6 6.2 5.3 6.1 5.6
m = 4 m = 6 m = 10
Length n 500 2, 000 10, 000 500 2, 000 10, 000 500 2, 000 10, 000
modied LB 4.2 5.6 5.2 3.9 4.4 4.8 3.8 4.1 4.9
standard LB 4.8 6.3 5.5 4.6 4.7 4.9 4.8 4.3 4.9
hi-squared approximation (i.e. χ2d2(m−p−q)) used under iid assumptions on
the noise. Therefore the modied versions of LB and BP are more diult
to implement beause their ritial values have to be omputed from the
data, whereas those of the standard versions are simply given in a χ2-table.
In Monte Carlo experiments, we demonstrated that the proposed modi-
ed portmanteau test statistis have reasonable nite sample performane, at
least for the models onsidered in our study. Under nonindependent errors,
it appears that the standard test statistis are generally unreliable, overre-
jeting severally, while the proposed test statistis oers satisfatory levels
in most ases. Even for independent errors, the modied version may be
preferable to the standard one, when the number m of autoorrelations is
small. Conerning the relative powers of the two versions, we also show that
the modied versions of the LB and BP tests have similar powers when the
ritial values are adjusted. Moreover, the error of rst kind is well ontrolled
by the modied versions of the LB and BP tests. We draw the onlusion
that the modied versions are preferable to the standard ones for diagnosing
multivariate models under nonindependent errors.
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Table 5: Empirial power (in %) of the standard and modied versions of the LB
test in the ase of the weak VARMA(2, 2) model (13)-(11), with ritial values
adjusted to obtain exatly 5% empirial sizes under the null hypothesis of the
weak VARMA(1, 1) model (8)-(11).
m = 1 m = 2 m = 3
Length n 500 1, 000 5, 000 500 1, 000 5, 000 500 1, 000 5, 000
modied LB 10.9 37.0 96.5 70.4 96.8 99.9 80.4 92.6 99.9
standard LB 9.1 14.3 99.8 54.4 87.8 100.0 53.5 87.0 100.0
m = 4 m = 6 m = 10
Length n 500 1, 000 5, 000 500 1, 000 5, 000 500 1, 000 5, 000
modied LB 81.0 90.3 99.9 86.3 91.8 99.9 46.3 90.4 100.0
standard LB 50.5 86.4 100.0 50.7 87.2 100.0 45.6 87.5 100.0
9. Appendix
Proof of Theorem 4.1. Let ℓ˜n(θ,Σe) = −2n−1 log L˜n(θ,Σe). In BMF, it is
shown that ℓn(θ,Σe) = ℓ˜n(θ,Σe) + o(1) a.s, where
ℓn(θ,Σe) := −2
n
log Ln(θ,Σe) =
1
n
n∑
t=1
{
d log(2π) + log det Σe + e
′
t(θ)Σ
−1
e et(θ)
}
,
and where (et(θ)) is given by (4). It is also shown uniformly in θ ∈ Θ that
∂ℓn(θ,Σe)
∂θ
=
∂ℓ˜n(θ,Σe)
∂θ
+ o(1) a.s.
The same equality holds for the seond-order derivatives of ℓ˜n(θ,Σe). In view
of Theorem 1 in BMF and A5, we have almost surely θˆn → θ0 ∈
◦
Θ. Thus
∂ℓ˜n(θˆn, Σˆe)/∂θ = 0 for suiently large n, and a standard Taylor expansion
of the derivative of ℓ˜n about (θ0,Σe0), taken at (θˆn, Σˆe), yields
0 =
√
n
∂ℓ˜n(θˆn, Σˆe)
∂θ
=
√
n
∂ℓ˜n(θ0,Σe0)
∂θ
+
∂2ℓ˜n(θ
∗,Σ∗e)
∂θ∂θ′
√
n
(
θˆn − θ0
)
=
√
n
∂ℓn(θ0,Σe0)
∂θ
+
∂2ℓn(θ0,Σe0)
∂θ∂θ′
√
n
(
θˆn − θ0
)
+ oP (1), (14)
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using arguments given in FZ (proof of Theorem 2), where θ∗ is between θ0
and θˆn, and Σ
∗
e is between Σe0 and Σˆe, with Σˆe = n
−1
∑n
t=1 e˜t(θˆn)e˜
′
t(θˆn).
Thus, by standard arguments, we have from (14):
√
n
(
θˆn − θ0
)
= −J−1√n∂ℓn(θ0,Σe0)
∂θ
+ oP (1)
= J−1
√
nYn + oP (1)
where
Yn = −∂ℓn(θ0,Σe0)
∂θ
= −1
n
n∑
t=1
∂
∂θ
{
d log(2π) + log det Σe0 + e
′
t(θ0)Σ
−1
e0 et(θ0)
}
.(15)
Showing that the initial values are asymptotially negligible, and using well-
known results on matrix derivatives (see (5) of Appendix A.13 in Lütkepohl,
2005), we have
Yn = −2
n
n∑
t=1
∂e′t(θ0)
∂θ
Σ−1e0 et(θ0).
Using the elementary relation vec(ABC) = (C ′ ⊗ A) vec(B) (see (4) of Ap-
pendix A.12 in Lütkepohl, 2005), we have vec γ(ℓ) = n−1
∑n
t=ℓ+1 et−ℓ⊗ et. It
is easily shown that for ℓ, ℓ′ ≥ 1,
Cov(
√
n vec γ(ℓ),
√
n vec γ(ℓ′)) =
1
n
n∑
t=ℓ+1
n∑
t′=ℓ′+1
E
({et−ℓ ⊗ et} {et′−ℓ′ ⊗ et′}′)
→ Γ(ℓ, ℓ′) as n→∞.
Then, we have
Σγm = {Γ(ℓ, ℓ′)}1≤ℓ,ℓ′≤m
By stationarity of (et) and (Yt), we have
Cov(
√
nJ−1Yn,
√
n vec γ(ℓ)) = −2
n
n∑
t=1
n∑
t=ℓ+1
J−1Cov
(
∂e′t(θ0)
∂θ
Σ−1e0 et, et−ℓ ⊗ et
)
= −2
n
n−1∑
h=−n+1
(n− |h|)J−1Cov
(
∂e′t(θ0)
∂θ
Σ−1e0 et, et−h−ℓ ⊗ et−h
)
.
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By the dominated onvergene Theorem, it follows that
Cov(
√
nJ−1Yn,
√
n vec γ(ℓ)) → −
+∞∑
h=−∞
2J−1Cov
(
∂e′t(θ0)
∂θ
Σ−1e0 et, et−h−ℓ ⊗ et−h
)
= −
+∞∑
h=−∞
2J−1E
(
∂e′t(θ0)
∂θ
Σ−1e0 et {et−ℓ−h ⊗ et−h}′
)
.
Then we have
Σ′
γm,θˆn
= −2J−1
+∞∑
h=−∞
E

∂e′t(θ0)
∂θ
Σ−1e0 et




et−1−h
.
.
.
et−m−h

⊗ et−h


′
 .
Applying the entral limit Theorem (CLT) for mixing proesses (see Herrn-
dorf, 1984) we diretly obtain
lim
n→∞
Var(
√
nJ−1Yn) = J
−1IJ−1
= Σθˆn
whih gives the asymptoti ovariane matrix of Theorem 4.1. It is lear
that the existene of these matries is ensured by the Davydov (1968)
inequality. The proof is then omplete. 2
Proof of Theorem 5.1. Reall that
et(θ) = Xt −
∞∑
i=1
Ci(θ)Xt−i = B
−1
θ (L)Aθ(L)Xt
where Aθ(L) = Id −
∑p
i=1AiL
i
and Bθ(L) = Id −
∑q
i=1BiL
i
with Ai =
A−10 Ai and Bi = A
−1
0 BiB
−1
0 A0. For ℓ = 1, . . . , p and ℓ
′ = 1, . . . , q, let
Aℓ = (aij,ℓ) and Bℓ′ = (bij,ℓ′). We dene the matries A
∗
ij,h and B
∗
ij,h by
B
−1
θ (z)Eij =
∞∑
h=0
A
∗
ij,hz
h, B−1θ (z)EijB
−1
θ (z)Aθ(z) =
∞∑
h=0
B
∗
ij,hz
h, |z| ≤ 1
for h ≥ 0, where Eij = ∂Aℓ/∂aij,ℓ = ∂Bℓ′/∂bij,ℓ′ is the d × d matrix with 1
at position (i, j) and 0 elsewhere. Take A∗ij,h = B
∗
ij,h = 0 when h < 0. For
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any aij,ℓ and bij,ℓ′, we respetively write the multivariate residual derivatives
∂et
∂aij,ℓ
= −B−1θ (L)EijXt−ℓ = −
∞∑
h=0
A
∗
ij,hXt−h−ℓ (16)
and
∂et
∂bij,ℓ′
= B−1θ (L)EijB
−1
θ (L)Aθ(L)Xt−ℓ′ =
∞∑
h=0
B
∗
ij,hXt−h−ℓ′. (17)
On the other hand, onsidering Γˆ(h) and γ(h) as values of the same funtion
at the points θˆn and θ0, a Taylor expansion about θ0 gives
vec Γˆe(h) = vec γ(h) +
1
n
n∑
t=h+1
{
et−h(θ)⊗ ∂et(θ)
∂θ′
+
∂et−h(θ)
∂θ′
⊗ et(θ)
}
θ=θ∗
n
(θˆn − θ0) +OP (1/n)
= vec γ(h) + E
(
et−h(θ0)⊗ ∂et(θ0)
∂θ′
)
(θˆn − θ0) +OP (1/n),
where θ∗n is between θˆn and θ0. The last equality follows from the onsisteny
of θˆn and the fat that (∂et−h/∂θ
′) (θ0) is not orrelated with et when h ≥ 0.
Then for h = 1, . . . , m,
Γˆm :=
({
veΓˆe(1)
}′
, . . . ,
{
veΓˆe(m)
}′)′
= γm + Φm(θˆn − θ0) +OP (1/n),
where
Φm = E




et−1
.
.
.
et−m

⊗ ∂et(θ0)
∂θ′

 . (18)
In Φm, one an express (∂et/∂θ
′) (θ0) in terms of the multivariate derivatives
(16) and (17). From Theorem 4.1, we have obtained the asymptoti joint
distribution of γm and θˆn− θ0, whih shows that the asymptoti distribution
of
√
nΓˆm, is normal, with mean zero and ovariane matrix
lim
n→∞
Var(
√
nΓˆm) = lim
n→∞
Var(
√
nγm) + Φm lim
n→∞
Var(
√
n(θˆn − θ0))Φ′m
+Φm lim
n→∞
Cov(
√
n(θˆn − θ0),
√
nγm)
+ lim
n→∞
Cov(
√
nγm,
√
n(θˆn − θ0))Φ′m
= Σγm + ΦmΣθˆnΦ
′
m + ΦmΣθˆn,γm + Σ
′
θˆn,γm
Φ′m.
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From a Taylor expansion about θ0 of vec Γˆe(0) we have, vec Γˆe(0) = vec γ(0)+
OP (n
−1/2). Moreover,
√
n(vec γ(0) − E vec γ(0)) = OP (1) by the CLT for
mixing proesses. Thus
√
n(Sˆe ⊗ Sˆe − Se ⊗ Se) = OP (1) and, using (5) and
the ergodi Theorem, we obtain
n
{
vec(Sˆ−1e Γˆe(h)Sˆ
−1
e )− vec(S−1e Γˆe(h)S−1e )
}
= n
{
(Sˆ−1e ⊗ Sˆ−1e ) vec Γˆe(h)− (S−1e ⊗ S−1e ) vec Γˆe(h)
}
= n
{
(Sˆe ⊗ Sˆe)−1 vec Γˆe(h)− (Se ⊗ Se)−1 vec Γˆe(h)
}
= (Sˆe ⊗ Sˆe)−1
√
n(Se ⊗ Se − Sˆe ⊗ Sˆe)(Se ⊗ Se)−1
√
n vec Γˆe(h)
= OP (1).
In the previous equalities, we also use vec(ABC) = (C ′ ⊗ A) vec(B) and
(A⊗ B)−1 = A−1 ⊗B−1 when A and B are invertible. It follows that
ρˆm =
({
veRˆe(1)
}′
, . . . ,
{
veRˆe(m)
}′)′
=
({
(Sˆe ⊗ Sˆe)−1veΓˆe(1)
}′
, . . . ,
{
(Sˆe ⊗ Sˆe)−1veΓˆe(m)
}′)′
=
{
Im ⊗ (Sˆe ⊗ Sˆe)−1
}
Γˆm =
{
Im ⊗ (Se ⊗ Se)−1
}
Γˆm +OP (n
−1).
We now obtain (6) from (5). Hene, we have
Var(
√
nρˆm) =
{
Im ⊗ (Se ⊗ Se)−1
}
ΣΓˆm
{
Im ⊗ (Se ⊗ Se)−1
}
.
This ompletes the proof. 2
Proof of Theorem 6.2. The proof is similar to that given by Franq, Roy
and Zakoïan (2003) for Theorem 5.2. 2
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