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ON THE SCHRO¨DINGER-DEBYE SYSTEM IN COMPACT RIEMANNIAN MANIFOLDS
MARCELO NOGUEIRA AND MAHENDRA PANTHEE
ABSTRACT. We consider the initial value problem (IVP) associated to the Schro¨dinger-Debye system
posed on a d-dimensional compact Riemannian manifold M and prove local well-posedness result for
given data (u0,v0) ∈ Hs(M)× (Hs(M)∩L∞(M)) whenever s > d2 − 12 , d ≥ 2. For d = 2, we apply a
sharp version of the Gagliardo-Nirenberg inequality in compact manifold to derive an a priori estimate
for the H1-solution and use it to prove the global well-posedness result in this space.
1. INTRODUCTION
In this work, we consider the following initial value problem (IVP) associated to the Schro¨dinger-
Debye (SD) system 
i∂tu+∆gu = uv, (t,x) ∈ [0,∞)×M
κ ∂tv+ v = λ |u|2,
u(0,x) = u0, v(0,x) = v0,
(1.1)
where M = (Md ,g) is a complete Riemannian manifold of dimension d ≥ 2, ∆g denotes the Laplace-
Beltrami operator on M, u = u(t,x) is a complex-valued function, v = v(t,x) is a real valued function,
λ =±1 and κ > 0 is a constant. The cases λ =−1 and λ = 1 are known as focusing and defocusing
nonlinearities, respectively.
This system models the propagation of electromagnetic waves through a nonresonant medium,
whose nonlinear polarization lags behind the induced electric field (see [31] for more physical de-
tails). In this context, a non-Euclidean metric would correspond essentially to a medium with variable
optical index (see [18] for more details). Notice that, in the absence of the delay (κ = 0) representing
an instantaneous polarization response, the system (1.1) reduces to the cubic nonlinear Schro¨dinger
(NLS) equation i∂tu+∆gu = λ |u|2u, (t,x) ∈ R×Mu(0,x) = u0. (1.2)
2000 Mathematics Subject Classification. 35Q35, 35Q53.
Key words and phrases. Schro¨dinger equation, Schro¨dinger-Debye system, Initial value problem, local and global well-
posedness.
M. Nogueira was supported by CNPq, Brazil.
M. Panthee was partially supported by CNPq (308131/2017-7) and FAPESP (2016/25864-6) Brazil.
1
ar
X
iv
:1
81
0.
12
78
8v
1 
 [m
ath
.A
P]
  3
0 O
ct 
20
18
2 MARCELO NOGUEIRA AND MAHENDRA PANTHEE
For sufficiently regular data, the mass of the solution u of the SD system (1.1) is conserved by the
flow. More precisely, we have
m(t) :=
∫
M
|u(t,x)|2dg =
∫
M
|u0(x)|2dg = m(0). (1.3)
Unlike what happens with the NLS equation (1.2) other conservation laws like energy for the SD
system (1.1) are not known. This is one of the main differences between the NLS equation and
SD system. However, we can prove (see Proposition 16 below) the following relation involving the
gradient term
d
dt
(∫
M
|∇gu(t,x)|2g+
∫
M
|u(t,x)|2v(t,x)
)
=
1
κ
(
−
∫
M
|u(t,x)|2v(t,x)+λ
∫
M
|u(t,x)|4
)
, (1.4)
where ∇g and | · |g are respectively the gradient and the norm associated with the metric g, and | · |
denotes the modulus of any complex number.
Note that the second equation in (1.1) is a simple ODE and can be solved explicitly to get
v(t,x) = e−
t
κ v0(x)+
λ
κ
∫ t
0
e−
(t−`)
κ |u(`,x)|2d`. (1.5)
Using the value of v from (1.5), the system (1.1) can be decoupled to obtain an integro-differential
equation i∂tu+∆gu = e
− tκ uv0(x)+
λ
κ
u
∫ t
0
e−
(t−`)
κ |u(`,x)|2d`,
u(0,x) = u0(x).
(1.6)
Our interest here is to address the well-posedness issues for the IVP (1.1) posed on d-dimensional
compact Riemannian manifold M without boundary. For this, we will consider the integro-differential
equation (1.6) and treat it as an evolution of u from the NLS point of view. In the following subsection
we review the previous results regarding the local and global well-posedness theory for (1.1) when
M = Rd or Td . In Subsection 1.2 we describe the new results obtained in this work.
1.1. Overview of former results, when M = Rd or Td , d ≥ 1. The well-posedness issues and other
qualitative behavior for the IVP (1.2) are extensively studied in the literature considering M as Rd or
Td , see for example [18, 8, 9, 22, 27, 21] and references therein. When M is a compact manifold
without boundary a pioneer work for the IVP (1.2) was carried out in [13] where the authors derived
Strichartz estimate with loss to get local well-posedness result. At this point, we also mention the
work of Blair et al [10, 12] where the authors studied similar problem considering compact manifold
with boundary as well. There are further improvement and extension of these results taking in account
of several geometrical considerations on M, see [18, 25, 23] and references therein.
The IVP (1.1) is also widely studied in literature to deal with the well-posedness issues considering
M = Rd or Td . As far as we know, the first work that deals with the well-posedness of the IVP (1.1)
for initial data (u0,v0) ∈ Hs(Rd)×Hs(Rd), d = 1,2,3 was due to Bide´garay ([6] and [7]). More
precisely, the author in [7] proved the local well-posedness for data with regularity s > d2 . This
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result was obtained by a fixed-point procedure applied to the Duhamel formulation for the integro-
differential equation (1.6). The author also considered the cases s = 1 and s = 0 to obtain solution u
respectively in L∞([0,T ],H1(Rd)) and C([0,T ],L2(Rd))∩L 8d ([0,T ],L4(Rd)) for sufficiently small T
using the Strichartz estimates for the unitary group S(t) = eit∆Rd associated to the linear Schro¨dinger
equation. Later, Corcho and Linares [17] improved these results by obtaining global well-posedness
for H1(Rd)×H1(Rd) and L2(Rd)×L2(Rd) data. In one dimensional case they also obtained local
well-posedness for data (u0,v0) ∈ Hs(Rd)×Hs(Rd), 0 < s < 1 with an optimal application of the
Strichartz’s and Kato’s smoothing estimates. When 12 ≤ s≤ 1, they extended this later result lowering
the regularity requirement on v0. Moreover, the authors in [17] proved persistence property for the
evolution of v too.
In dimensions 2 and 3 the local well-posedness result was further improved by Corcho, Oliveira
and Drumond Silva [16] using Bourgain’s spaces for any data (u0,v0) ∈Hs(Rd)×H`(Rd), with s and
` satisfying
max{0,s−1} ≤ `≤min{2s,s+1}.
It should be noted that the authors in [16] considered the original system (1.1) in an equivalent
formulation 
u(t, ·) = S(t)u0− i
∫ t
0
S(t− t ′)u(t ′, ·)v(t ′, ·)dt ′,
v(t, ·) = v0+ λκ
∫ t
0
(|u(t ′, ·)|2− v(t ′, ·))dt ′, (1.7)
and modified arguments used for the Zakharov system in [19] to adapt in their case to get local well-
posedness result. In the same work, considering d = 2, they also derived an a priori estimate in the
space H1(Rd)×L2(Rd) for the both focusing and defocusing cases of (1.1), which allows them to
extend the local solution to all positive times. Furthermore, it is commented that a possible blow-up
in H1(Rd)×H1(Rd) could occur for ‖∇v‖L2 . Recently in [14] global well-posedness result has been
established for data in Hs(Rd)×L2(Rd), 23 < s≤ 1 and for data in H1(Rd)×H1(Rd) (d = 2).
The first work that deals the well-posedness issues for the IVP (1.1) when M is a compact manifold
was done in [4] considering M = Td , the d-dimensional torus. In fact, the authors in [4] considered a
general non-linearity of the form λ |u|γ−1 with γ ≥ 3 in the second equation of (1.1) and proved that
the IVP associated to the integro-differential equationi∂tu+∆Td u = e
− tκ uv0(x)+
λ
κ
u
∫ t
0
e−
(t−`)
κ |u(`,x)|γ−1d`,
u(0,x) = u0(x)
(1.8)
is globally well-posed for data Hs(T)×Hs(T), s≥ 0, and for d ≥ 2, locally well-posed in Hs(Td)×
Hs(Td) whenever s ≥ 0 and 2 ≤ γ − 1 < 4d−2s . Moreover, for cubic nonlinearity γ = 3, they also
proved that the IVP (1.1) is globally well-posed in H1(T2)×H1(T2).
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1.2. Main results in a general compact Riemannian manifold (M,g), d ≥ 2. In this subsection,
we present some results on local and global well-posedness to the IVP (1.1) posed in compact Rie-
mannian manifolds. We will consider the integro-differential equation (1.6) and use the fixed point
argument in a suitable Banach space. For s> d2 , one can use the Sobolev embedding H
s(M) ↪→ L∞(M)
and obtain local well-posedness of the IVP (1.6) for given data (u0,v0) ∈Hs(M)×Hs(M). Therefore,
our interest here is to consider the well-posedness issues for the IVP (1.6) for given data with reg-
ularity below d2 . Recall that, if the Sobolev regularity of the given data is below
d
2 , one generally
uses Strichartz inequality to perform contraction mapping principle. However, there is an extra diffi-
culty in our case because the exact analogue of the Euclidean Strichartz inequality does not hold in
the compact Riemannian manifold (in fact, there is a loss of 1p derivatives). Also, the Strichartz-like
inequalities holds only locally in time (see Section 2.2 and [13] for more details). We will follow
an approach used in [13] to obtain some well-posedness results for the (1.6) imposing some extra
condition on the initial data v0. As far as we know, the well-posedness results obtained in this work
are the first for the IVP (1.1) associated to the SD system posed on a general compact manifold of
dimension d ≥ 2. Before announcing the main results we record definitions of the d-admissible pair
and well-posedness of the IVP that will be used throughout this work.
Definition 1. A pair (p,q) is called d-admissible (d ≥ 2) if
2
p
+
d
q
=
d
2
(1.9)
with 2≤ p,q≤ ∞ and (p,q,d) 6= (2,∞,2).
Definition 2. ([18]) We say that the IVP (1.6) is locally well-posed in the space Hs(M) if, for all
bounded subset B of Hs(M), there exist T > 0 and a Banach space XT continuously embedded in
C([0,T ],Hs(M)) such that:
i) For any initial data u0 ∈ B, (1.6) has a unique solution u ∈ XT such that u(0) = u0.
ii) If u0 ∈ Hr(M) for r > s, then u ∈C([0,T ],Hr(M)).
iii) The map u0 ∈ B 7→ u ∈ XT is continuous.
If the properties i), ii) and iii) above hold true for any time T > 0, we say that the IVP (1.6) is
globally well-posed in Hs(M).
Now we move to state the first main result of this work which deals with the local well-posedness
of the IVP (1.1).
Theorem 3. Let M be a compact Riemannian manifold of dimension d ≥ 2, p > 2 satisfying (1.9)
and s > d2 − 1p . Let v0 ∈ Hs(M)∩L∞(M) be fixed. Then for any and u0 ∈ B⊂ Hs(M), B bounded, the
IVP (1.6) is locally well-posed, i.e., there exist a time T = T (κ,‖v0‖Hs∩L∞ ,‖u0‖Hs)> 0, and a Banach
space
XT :=C([0,T ];Hs(M))∩Lp([0,T ];L∞(M)),
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such that the conditions i), ii) and iii) of Definition 2 are satisfied. Moreover, the application u0 ∈
B 7→ u ∈ XT is Lipschitz continuous.
As discussed above, to prove this theorem we use the contraction mapping principle on integral
formulation as was done in the Euclidean as well as Td case. However, in our context, the nonlinear
term involving uv0 in the integral formulation (1.6) does not behave well when applying the Strichartz
estimate with loss
‖eit∆u0‖Lp(I,Lq(M)) ≤C(I)‖u0‖H 1p (M).
This fact compelled us to impose an extra condition v0 ∈ Hs(M)∩L∞(M) on the initial data v0 (see
the estimates (3.13), (3.14) below). We also show that this additional condition on the initial data v0
is preserved by the evolution v during the time of existence, see Remark 14 below. In this sense, this
extra condition on initial data is not so unusual.
We also prove the following persistence property for the solution v.
Corollary 4. Consider the expression of the function v given by (1.5). If v0 ∈Hs∩L∞ and u0 ∈Hs(M),
then
v ∈C([0,T ];Hs(M))∩Lp([0,T ];L∞(M)),
where s, p and T are as in Theorem 3.
From Theorem 3, we observe that if d ≥ 3, the regularity requirement on the initial data to obtain
local well-posedness is s> d2 − 1p > 1. However, for d = 2, we obtain local well-posedness in H1(Md)
because is this case the regularity requirement is s> 1− 1p , which can go below 1 for p> 2. This sort
of situation appears in the case of NLS equation as well. Now the natural question is, whether one can
prove the global well-posedness result in H1(M2) for the SD system?
Generally, conserved quantities are the main ingredients in the proof the global well-posedness
results. In this case, we do not have energy conservation law. As discussed above, we derive a relation
involving the gradient of the solution u(t, ·) (see Proposition 16 below) and use a sharp version of the
Gagliardo-Nirenberg inequality in the context of compact Riemannian manifold to obtain an a priori
estimate
‖u‖L∞((0,T );H1(M)) . ‖u0‖H1(M)+‖u0‖L2(M)‖v0‖L2(M),
for some T > 0 (see Proposition 17 below). We use this a priori estimate to provide an affirmative
answer to the question posed above. More precisely, we prove the following global well-posedness
result in dimension 2.
Theorem 5. Let u0 ∈ H1(M2), v0 ∈ H1+(M2) and u ∈ XT :=C([0,T ],H1(M2))∩Lp([0,T ],L∞(M2))
be the local solution to the integro-differential equation (1.6) obtained in Theorem 3. Then u is global
solution, that is, u ∈C([0,T ),H1(M2))∩Lp([0,T ),L∞(M2)) for any bounded T > 0.
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Also, considering the global solution given by Theorem 5 we obtain an estimative on the growth
to the H1-norm of the solution in the case λ = 1 and v0 ≥ 0, showing that the growth is at most
exponential, see Subsection 4.3 for details.
We finish this section by providing the structure of this article. In Section 2 we introduce function
spaces and some preliminary results including Strichartz estimate. In Section 3 we provide a Proof
for Theorem 3. Section 4 is devoted to derive an a priori estimate and to prove Theorem 5. Finally, in
Section 5 we record some concluding remarks and future works.
2. DEFINITIONS AND PRELIMINARY RESULTS
In this section we introduce some notations and function spaces which are used throughout this
work and establish some properties. Also we derive some preliminary estimates on these spaces.
2.1. Notation. We start introducing some notations. To make exposition simple we denote the
Beltrami-Laplace operator associated to the metric g by ∆ := ∆g and the gradient by ∇ := ∇g. We
use notation A. B to say that there exists a constant C such that A≤CB and A' B to say both A. B
and B . A. The notation a+ means a+ ε for 0 < ε  1. Given a Banach space X , a measurable
function u : I ⊂ R→ X , and an exponent p ∈ [1,∞], we denote
‖u‖Lp(I,X) =
[∫
I
(‖u(t)‖X)pdt
] 1
p
,
if p ∈ [1,∞) and ‖u‖L∞(I,X) = esssupt∈I‖u(t)‖X .
2.2. Sobolev Spaces on Compact Riemannian Manifolds. Given a d-dimensional compact Rie-
mannian manifold M := (Md ,g), we can consider a finite atlas A = (Uα ,κα)kα=1 and a partition of
unity (hα)kα=1 on M subordinate to the finite covering {Uα}kα=1, i.e., satisfying supp(hα) ⊂Uα , 0 ≤
hα ≤ 1 and ∑α hα = 1 on M. With this setting, we define the Sobolev space Hs(M) :=W s,2(M) of or-
der s≥ 0 as being the completion of the space of smooth functionsD(M) := { f : M→C : f ∈C∞(M)}
with respect to the norm
‖ f‖Hs(M) =
(
∑
ν
‖(hν f )◦κν‖2Hs(Rd)
) 1
2
. (2.1)
Note that considering κν : B(xν , r˜)⊂ Rd → B(yν ,r)⊂M, we have
(hν f )◦κν : B(xν , r˜)⊂ Rd → C.
Hence, supp(hν f )⊂ B(yν ,r)⊂M, and we have that (hν f )◦κν possesses support in
κ−1ν (supp(hν f ))⊂ B(xν , r˜)⊂ Rd .
Thus, we can assume (hν f )◦κν be extended from the corresponding chart on Rd by zero outside of
its support and the norm is calculated in Rd .
Note that, from the theory of Sobolev spaces on the Euclidean space Rd , the following inequality
holds.
ON THE SCHRO¨DINGER-DEBYE SYSTEM 7
Lemma 6. Let s > 0 and f ,g ∈ L∞(Rd)∩Hs(Rd), then
‖ f g‖Hs(Rd) ≤C(‖ f‖Hs(Rd)‖g‖L∞(Rd)+‖g‖Hs(Rd)‖ f‖L∞(Rd)). (2.2)
Proof. See [5] pg. 84. 
Now, we use (2.2) to obtain an analogous estimate in compact Riemannian manifolds which will
be important in our analysis.
Lemma 7. Let s > 0 and f ,g ∈ Hs(M)∩L∞(M), then there exists a constant C > 0 such that
‖ f g‖Hs(M) ≤C(‖ f‖Hs(M)‖g‖L∞(M)+‖ f‖L∞(M)‖g‖Hs(M)). (2.3)
Proof. Using definition (2.1), we have
‖ f g‖Hs(M) =
(
∑
ν
‖(hν f g)◦κν‖2Hs(B(xν ,r˜))
) 1
2
=
(
∑
ν
‖(hν f )◦κν ·g◦κν‖2Hs(B(xν ,r˜))
) 1
2
. (2.4)
Taking into account the discussion after definition (2.1), and in view of the localization of the
support of the function (hν f g) ◦ κν , we can replace Rd by B(xν , r˜) in the estimate (2.3). With this
consideration, applying (2.2) in (2.4), it follows that
‖ f g‖Hs(M) ≤
(
∑
ν
‖(hν f )◦κν‖2Hs(B(xν ,r˜))‖g◦κν‖2L∞(B(xν ,r˜))
) 1
2
+
(
∑
ν
‖(hν f )◦κν‖2L∞(B(xν ,r˜))‖g◦κν‖2Hs(B(xν ,r˜))
) 1
2
.
(2.5)
Now, using that supν ‖g◦κν‖L∞(B(xν ,r˜)) = ‖g‖L∞(M) in (2.5), we obtain
‖ f g‖Hs(M) ≤
(
∑
ν
‖(hν f )◦κν‖2Hs(B(xν ,r˜))
)1/2
‖g‖L∞(M)
+
(
∑
ν
‖(hν f )◦κν‖2L∞(B(xν ,r˜))‖g◦κν‖2Hs(B(xν ,r˜))
) 1
2
.
(2.6)
Using the property of the partition of unity, we have supp(hνg)⊂ B(yν ,r), which in turn implies
‖g◦κν‖Hs(B(xν ,r˜)) ≤∑
σ
‖(hσg)◦κν‖Hs(B(xν ,r˜)) = ‖(hνg)◦κν‖Hs(B(xν ,r˜)) ≤ ‖g‖Hs(M). (2.7)
Thus, using that supν ‖hν f ◦κν‖L∞(B(xν ,r˜)) ≤ ‖ f‖L∞(M), 0≤ hν(x)≤ 1 for all x ∈M, and the relation
(2.7) in (2.6), one obtains
‖ f g‖Hs(M) ≤ ‖ f‖Hs(M)‖g‖L∞(M)+
(
∑
ν
‖hν‖2L∞(M)‖ f‖2L∞(M)
) 1
2
‖g‖Hs(M)
≤C(‖ f‖Hs(M)‖g‖L∞(M)+‖ f‖L∞(M)‖g‖Hs(M)).
(2.8)

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Recall that, as the operator −∆ is self-adjoint and has a purely discrete spectrum contained in
[0,∞), we can construct spectral multipliers ϕ(−∆) for any measurable function ϕ : [0,∞)→ C of
at most polynomial growth, see page 228 in [33]. In particular, for s ∈ R we can define fractional
powers (−∆)s/2 and (1−∆)s/2, as well as Schro¨dinger propagators e−it∆ and Littlewood-Paley type
operators on −∆. These spectral multipliers commute with each other, and are bounded in L2 if their
respective symbols ϕ are bounded (for example, ‖ϕ(−∆)‖L2→L2 ≤ ‖ϕ‖L∞ if ϕ ∈ L∞(R+)). We can
use these properties of −∆ described above, for σ > 0 and q ≥ 1 to define the generalized Sobolev
space Wσ ,q(M) of order σ based on Lq, with norm
‖ f‖Wσ ,q(M) := ‖(1−∆)
σ
2 f‖Lq(M). (2.9)
Note that Wσ ,2(M) = Hσ (M) and the norm defined in (2.1) is equivalent to the following
‖ f‖Hs(M) ≈ ‖ f‖L2(M)+‖(−∆)s/2 f‖L2(M) ≈ ‖(1−∆)
s
2 f‖L2(M), s≥ 0. (2.10)
For details of this equivalence we refer to [30] and [32].
2.3. Strichartz estimates with loss and applications. In this subsection, we quickly describe the
Strichartz estimate with a loss of derivative on compact manifolds obtained in [13] and apply that to
obtain some useful estimates which will be in the following sections. We start with the following key
estimate.
Lemma 8. (Strichartz estimate with loss of derivatives) Let (M,g) be a compact Riemannian manifold
of dimension d ≥ 2. Then, the solution u= eit∆u0 of the linear Schro¨dinger equation, satisfies, for any
finite time interval I, and d-admissible pair (p,q) with q < ∞,
‖u‖Lp(I,Lq(M)) ≤C(I)‖u0‖H 1p (M). (2.11)
A detailed proof of this lemma can be found in [13]. The main ingredients in the proof are the local
dispersion estimate [13] and Keel-Tao Lemma [28].
In what follows, we use the Strichartz estimate (2.11) to establish some linear and nonlinear esti-
mates which we will apply to obtain local well-posedness results.
Lemma 9. If (p,q) is a d-admissible pair, and q < ∞, then∥∥∥∥∫ t0 ei(t−τ)∆ f (τ)dτ
∥∥∥∥
Lp([0,T ],Lq(M))
≤CT‖ f‖
L1([0,T ],H
1
p (M))
. (2.12)
Proof. A detailed proof of this Lemma can be found in [13], (see Corollary 2.10 there). The main
idea in the proof is as follows. Defining Ft(τ) := χ[0,t](τ)ei(t−τ)∆ f (τ) and using the Minkowski’s
inequality, one can obtain∥∥∥∥∫ t0 ei(t−τ)∆ f (τ)dτ
∥∥∥∥
Lp([0,T ],Lq(M))
≤
∫ T
0
‖Ft(τ)‖Lp([0,T ],Lq(M)) dτ. (2.13)
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Now, using (2.11), we get∫ T
0
‖Ft(τ)‖Lp([0,T ],Lq(M)) dτ ≤
∫ T
0
∥∥∥ei(t−τ)∆ f (τ)∥∥∥
Lp([0,T ],Lq(M))
dτ ≤CT
∫ T
0
‖ f (τ)‖
H
1
p
dτ,
which proves the lemma. 
Lemma 10. Let (p,q) be a d-admissible pair, and σ := s− 1p , where s > d2 − 1p (p > 2). Then, we
have
‖eit∆u0‖Lp([0,T ],Wσ ,q(M)) = ‖(1−∆)
σ
2 eit∆u0‖Lp([0,T ],Lq(M)) ≤CT‖u0‖Hs(M). (2.14)
Proof. Using the fact that the operators (1−∆) σ2 and eit∆ commute, we have
‖(1−∆) σ2 eit∆u0‖Lp([0,T ],Lq(M)) = ‖eit∆(1−∆)
σ
2 u0‖Lp([0,T ],Lq(M)).
Next, applying the Strichartz estimate (2.11), we get
‖eit∆(1−∆) σ2 u0‖Lp([0,T ],Lq(M)) .T ‖(1−∆)
σ
2 u0‖H1/p(M).
By definition, one has
‖(1−∆) σ2 u0‖H1/p(M) = ‖(1−∆)
1
2p (1−∆) σ2 u0‖L2(M).
Finally, applying the semigroup property, (1−∆)α(1−∆)β = (1−∆)α+β , we obtain
‖(1−∆) 12p (1−∆) σ2 u0‖L2(M) = ‖(1−∆)
1
2 (
1
p+σ)u0‖L2(M)
. ‖u0‖
H
1
p+σ (M)
= ‖u0‖Hs(M).
(2.15)

Lemma 11. Let (p,q) be a d-admissible pair and σ := s− 1p > dq . Then, we have∥∥∥∥∫ t0 ei(t−τ)∆F(u(τ))dτ
∥∥∥∥
Lp([0,T ],Wσ ,q(M))
≤CT‖F(u)‖L1([0,T ];Hs(M)), (2.16)
where s > 1p +
d
q =
d
2 − 1p .
Proof. The proof follows from the Lemma 10, so we omit details. 
We close this section with the following technical lemma which will be used in our analysis later.
Lemma 12. Consider the expression
I(t) :=
∥∥∥∥ f (t)∫ t0 e− (t−t′)κ g(t ′)h(t ′)dt ′
∥∥∥∥
Hs
. (2.17)
Then, one has
I(t)≤ ‖ f (t)‖Hs ‖g‖LpT L∞x ‖h‖LpT L∞x +‖ f (t)‖L∞x ‖h‖L∞T Hs‖g‖LpT L∞x T
γp
+‖ f (t)‖L∞x ‖g‖L∞T Hs‖h‖LpT L∞x T
γp ,
(2.18)
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where γp := 1− 1p (p > 2). In particular if ‖ · ‖XT := ‖ · ‖L∞([0,T ];Hs(M))+‖ · ‖Lp([0,T ];L∞(M)), then
I(t). ‖ f (t)‖Hs ‖g‖XT ‖h‖XT +2‖ f (t)‖L∞x ‖g‖XT ‖h‖XT T
γp . (2.19)
Proof. First, we apply the Lemma 7 to (2.17) and obtain
I(t). ‖ f (t)‖Hs
∥∥∥∥∫ t0 e− (t−t′)κ g(t ′)h(t ′)dt ′
∥∥∥∥
L∞x
+‖ f (t)‖L∞x
∥∥∥∥∫ t0 e− (t−t′)κ g(t ′)h(t ′)dt ′
∥∥∥∥
Hs
. (2.20)
Using Minkowski’s inequality for integrals it follows from (2.20) that
I(t). ‖ f (t)‖Hs
∫ t
0
e−
(t−t′)
κ
∥∥g(t ′)∥∥L∞x ∥∥h(t ′)∥∥L∞x dt ′
+‖ f (t)‖L∞x
∫ t
0
e−
(t−t′)
κ
∥∥g(t ′)h(t ′)∥∥Hs dt ′. (2.21)
Since e−
(t−t′)
κ ≤ 1 for 0≤ t ′ ≤ t < T ≤ 1, we infer from (2.21) that
I(t). ‖ f (t)‖Hs
∫ T
0
∥∥g(t ′)∥∥L∞x ∥∥h(t ′)∥∥L∞x dt ′
+‖ f (t)‖L∞x ‖h‖L∞t Hs
∫ T
0
‖g(t ′, ·)‖L∞x dt ′+‖ f (t)‖L∞x ‖g‖L∞t Hs
∫ T
0
‖h(t ′, ·)‖L∞x dt ′.
(2.22)
Next, noting that p > 2 we can apply Ho¨lder’s inequality in (2.22), we get
I(t). ‖ f (t)‖Hs ‖g‖L2T L∞x ‖h‖L2T L∞x +‖ f (t)‖L∞x ‖h‖L∞T Hs‖g‖LpT L∞x T
γp
+‖ f (t)‖L∞x ‖g‖L∞T Hs‖h‖LpT L∞x T
γp
≤ ‖ f (t)‖Hs ‖g‖LpT L∞x ‖h‖LpT L∞x +‖ f (t)‖L∞x ‖h‖L∞T Hs‖g‖LpT L∞x T
γp
+‖ f (t)‖L∞x ‖g‖L∞T Hs‖h‖LpT L∞x T
γp ,
(2.23)
which proves (2.18). The estimate (2.17) follows from (2.23) using the definition of ‖.‖XT -norm. 
3. INTEGRAL FORMULATION AND LOCAL WELL-POSEDNESS
In this section we prove the local well-posedness result stated in Theorem 3. As in the Euclidean
case (see [7, 17]), here also we consider the integro-differential formulation (1.6) of the IVP (1.1).
For given u0 ∈ Hs(M) we use the usual Duhamel formula to write (1.6) in an equivalent integral
formulation
u(t) = S(t)u0− i
∫ t
0
S(t− `)G(`)d`, (t,x) ∈ [0,∞)×M, (3.1)
where S(t) = eit∆ is the group associated to the linear Schro¨dinger equation, and
G(`) := e−
`
κ u(`)v0(x)+
λ
κ
u(`)
∫ `
0
e−
(`−t′)
κ |u(t ′)|2dt ′ =: G1(`)+G2(`). (3.2)
In order to prove a local existence result, we will use the classical contraction principle in an appro-
priate Banach space XT ⊂ C([0,T ],Hs(M)). In sequel, we use the estimates proved in the previous
section to provide details of this argument.
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Proof of Theorem 3. Let d ≥ 2. Assume s < d2 and select p > 2 such that s > d2 − 1p . Also let v0 ∈
Hs(M)∩L∞(M) be fixed and u0 ∈ Hs(M) be given. Let us define a function space
XT := {u ∈C([0,T ];Hs(M))∩Lp([0,T ];L∞(M)) : ‖u‖XT < ∞},
where
‖u‖XT := ‖u‖L∞([0,T ];Hs(M))+‖u‖Lp([0,T ];L∞(M)). (3.3)
We have that XT ⊂C([0,T ],Hs(M)) is complete. Taking into account the Duhamel’s formula (3.1)
we define and application Φ : XT → XT by
Φ(u)(t) = S(t)u0− i
∫ t
0
S(t− `)G(`)d`, (3.4)
where G = G1+G2 is given by (3.2). We will show that there exist a time T > 0 and R > 0 such that
the application Φ is a contraction on the ball BRT ⊂ XT , given by
BRT = {u ∈ XT : ‖u‖XT ≤ R}.
Using that S(t) is an isometry in Hs(M) and the Minkowski’s inequality we get
‖Φ(u(t))‖Hs ≤ ‖S(t)u0‖Hs +
∥∥∥∥∫ t0 S(t− `)G(`)d`
∥∥∥∥
Hs
≤ ‖u0‖Hs +
∫ t
0
‖G(`)‖Hsd`.
(3.5)
So, we have
‖Φ(u)‖L∞T Hs ≤ ‖u0‖Hs +‖G‖L1([0,T ];Hs(M)). (3.6)
In order to bound the term ‖Φ(u)‖Lp([0,T ],L∞(M)) we use the Sobolev embedding
Wσ ,q(M) ↪→ L∞(M),
for σ := s− 1p > dq with (p,q) satisfying (1.9). Thus, there exists C > 0 such that
‖Φ(u)‖Lp([0,T ],L∞(M)) ≤C‖Φ(u)‖Lp([0,T ],Wσ ,q(M)). (3.7)
Now, taking the ‖ · ‖Lp([0,T ];Wσ ,q)-norm in (3.4), one obtains
‖Φ(u)‖Lp([0,T ];Wσ ,q) ≤ ‖S(t)u0‖Lp([0,T ];Wσ ,q)+
∥∥∥∥∫ t0 S(t− `)G(`)d`
∥∥∥∥
Lp([0,T ];Wσ ,q)
. (3.8)
Applying the estimates (2.14) and (2.16) in (3.8), it follows that
‖Φ(u)‖Lp([0,T ];Wσ ,q) . ‖u0‖Hs +‖G‖L1([0,T ];Hs(M)). (3.9)
Inserting (3.9) in (3.7), yields
‖Φ(u)‖Lp([0,T ];L∞(M)) . ‖u0‖Hs +‖G‖L1([0,T ];Hs(M)). (3.10)
Finally, combining (3.6) and (3.10), we find
‖Φ(u)‖XT . ‖u0‖Hs +‖G‖L1([0,T ];Hs(M)). (3.11)
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Now, we move to estimate the second term in the right hand side of (3.11). We start noting that
‖G‖L1([0,T ];Hs(M)) ≤
∫ T
0
‖G1(`)‖Hsd`+
∫ T
0
‖G2(`)‖Hsd`
≤
∫ T
0
e−
`
κ ‖uv0‖Hsd`+ 1κ
∫ T
0
∥∥∥∥u(`)∫ `0 e− (`−t′)κ |u(t ′)|2dt ′
∥∥∥∥
Hs
d`
=: IA+
1
κ
IB.
(3.12)
Now, we will estimate each one of the terms in (3.12) separately.
• Using Lemma 7 and Ho¨lder’s inequality, we get
IA .
∫ T
0
‖u‖L∞‖v0‖Hsd`+
∫ T
0
‖u‖Hs‖v0‖L∞d`
. ‖v0‖Hs‖u‖LpT L∞x T
1− 1p +‖u‖L∞T Hs‖v0‖L∞T.
(3.13)
Considering 0 < T ≤ 1 and using the definition of the ‖ · ‖XT -norm in (3.13), we obtain
IA . 2‖v0‖Hs∩L∞‖u‖XT T γp , (3.14)
where γp := 1− 1p > 0.
• Now, we estimate IB. Using Lemma 12 with f = u, g = u and h = u¯, we obtain
IB .
∫ T
0
∥∥∥∥u(`)∫0 e− (`−t′)κ |u(t ′)|2dt ′
∥∥∥∥
Hs
d`
. ‖u‖2XT
∫ T
0
‖u(`)‖Hsd`+2T γp‖u‖2XT
∫ T
0
‖u(`)‖L∞x d`.
(3.15)
Using Ho¨lders’ inequality, it follows that
IB . ‖u‖2XT ‖u‖L∞T HsT +2‖u‖2XT ‖u‖LpT L∞x T
2γp . (3.16)
Therefore, considering 0 < T ≤ 1, we get
1
κ
IB .
3
κ
‖u‖3XT T γp . (3.17)
Thus, in view of estimates (3.12), (3.14) and (3.17) we obtain from (3.11) that
‖Φ(u)‖XT . ‖u0‖Hs +2‖v0‖Hs∩L∞‖u‖XT T γp +
3
κ
‖u‖3XT T γp . (3.18)
With estimate (3.18) at hand, we have the following consequences.
(a) Φ maps the ball BRT onto itself, for suitable values of T,R > 0. In fact, from (3.18), we get
‖Φ(u)‖XT ≤C
(
‖u0‖Hs +‖v0‖Hs∩L∞‖u‖XT T γp +
1
κ
‖u‖3XT T γp
)
. (3.19)
Let us choose R := 2C‖u0‖Hs > 0 and consider u ∈ BTR ⊂ XT . With these considerations, (3.19)
yields
‖Φ(u)‖XT ≤
R
2
+C
(
‖v0‖Hs∩L∞+ 1κ R
2
)
T γpR. (3.20)
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Now, we choose T > 0 in such a way that,
C
(
‖v0‖Hs∩L∞+ 1κ R
2
)
T γp <
1
2
, (3.21)
which means,
T '
(
1
‖v0‖Hs∩L∞+ 1κ ‖u0‖2Hs
) 1
γp
. (3.22)
Using these choices in (3.20) we conclude that Φ maps BRT onto itself.
(b) Φ : BRT → BRT is a contraction map. In fact, using relations uv0− u˜v˜0 = u(v0− v˜0)+ v˜0(u− u˜) and
|u|2−|u˜|2 = u(u− u˜)+ u˜(u− u˜) and an analogous procedure to obtain (3.18), we can easily get
‖Φ(u)−Φ(u˜)‖XT . ‖v0‖Hs∩L∞‖u− u˜‖XT T γp
+
3
κ
(‖u‖XT ‖u˜‖XT +‖u‖2XT +‖u˜‖2XT )‖u− u˜‖XT T γp .
(3.23)
Therefore, for u, u˜ ∈ BRT we get
‖Φ(u)−Φ(u˜)‖XT ≤C(‖v0‖Hs∩L∞+
1
κ
R2)‖u− u˜‖XT T γp . (3.24)
Hence, for the choice of T as in (3.21) (possibly smaller) we have C(‖v0‖Hs∩L∞ + 1κ R2)T γp < 1,
and consequently conclude that Φ : BRT → BRT is a contraction. Thus, applying the Banach fixed-point
theorem, we obtain that there exists a unique u ∈ BT ⊂ XT which is solution of the integral equation
(3.1).
(c) The flow generated by the solution is Lipschitz in bounded subsets of Hs. In fact, consider u, u˜∈XT
two solutions of the integral equation corresponding to the two initial data u0, u˜0 ∈Hs(M) (noting that
v0 is the same for the both solutions). Thus, with a similar procedure used to obtain (3.23), we get
‖u− u˜‖XT ≤C‖u0− u˜0‖Hs
+C
(
‖v0‖Hs∩L∞+ 3κ
(
‖u‖2XT +‖u‖XT ‖u˜‖XT +‖u˜‖2XT
))
‖u− u˜‖XT T γp .
(3.25)
Recall that, in (a) and (b) that we had chosen T > 0 and R > 0 in such a way that C(‖v0‖Hs∩L∞ +
1
κ R
2)T γp < 1. Using these choices we deduce from (3.25) that, if u, u˜ ∈ BRT , then there exists C > 0
such that
‖u− u˜‖XT ≤C‖u0− u˜0‖Hs .
Thus, we conclude that the solution is in fact Lipschitz on bounded subsets of Hs(M).
(d) Persistence of regularity. It remains to verify that the property (ii) of the Definition 2 holds true.
Using (3.11) for the solution u =Φ(u) with initial data u0 ∈ Hr(M) with r > s, we have
‖u(t)‖Hr . ‖u0‖Hr +
∫ T
0
‖G(t)‖Hr dt. (3.26)
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Now, observe that∫ T
0
‖G(t)‖Hr dt ≤
∫ T
0
‖u(t)v0(x)‖Hr dt+
∫ T
0
∥∥∥∥u(t)∫ t0 e−(t−t ′)/κ |u(t ′)|2dt ′
∥∥∥∥
Hr
dt
=: A1+A2.
(3.27)
Using (3.13) with s = r, we get
A1 . ‖v0‖Hr‖u‖LpT L∞x T
γp +‖u‖L∞T (Hr)‖v0‖L∞x T. (3.28)
On the other hand, using (2.18) with s = r, f ,g = u, h = u¯ and p > 2, one obtains
A2 . T‖u‖L∞T (Hr)‖u‖2LpT (L∞x )+2‖u‖L∞T (Hr)‖u‖LpT (L∞x )T
γp
∫ T
0
‖u(t)‖L∞x dt.
Next, using Ho¨lder’s inequality, in the variable t, we get
A2 . (T +2T 2γp)‖u‖L∞T (Hr)‖u‖2LpT (L∞x ).
As p > 2, we have 2γp = 2− 2p > 1. Thus, if T ≤ 1, we obtain
A2 . 3T‖u‖L∞T (Hr)‖u‖2LpT (L∞x ). (3.29)
Combining estimates (3.26), (3.27), (3.28) and (3.29), we arrive at
‖u(t)‖Hr . ‖u0‖Hr +‖v0‖Hr‖u‖LpT L∞x T
γp +T‖u‖L∞T (Hr)‖v0‖L∞x +3T‖u‖L∞T (Hr)‖u‖2LpT (L∞x ). (3.30)
Denote by Tr the time of local existence and by T ∗r the maximal time of existence for the solution u˜
corresponding to the initial data u0 ∈Hr. We have that T ∗r satisfies the blow-up alternative with respect
to the norm ‖.‖Hr . As Hr ↪→ Hs, we have to make a distinction between the solutions in these spaces,
because u˜ can be taken as a solution in Hs too. Denote by Ts the time of local existence of solution
in Hs, and by u the solution in this space. By uniqueness, we have u = u˜ in [0,T ∗r ) =: J∗r . We want
to show that T ∗s = T ∗r , where T ∗s denotes the maximal time existence of the solution u. Clearly, we
have T ∗s ≥ T ∗r . Suppose T ∗s > T ∗r , and consider 0 < ε < L 1 in such way that Iε := [T ∗r −L,T ∗r − ε]
satisfies Iε ⊂ J∗r and
|Iε |= T ∗r − ε− (T ∗r −L) = L− ε > 0.
Using the estimate (3.30) on the interval Iε , we obtain
‖u˜(t)‖Hr . ‖u(T ∗r −L)‖Hr +‖v0‖Hr‖u˜‖Lp(Iε ,L∞x )Lγp
+L · ‖u˜‖L∞(Iε ,Hr)
(
‖v0‖L∞x +3‖u˜‖2Lp(Iε ,L∞x )
)
.
(3.31)
Notice that, u˜ = u in J∗r and u exists in [0,T ∗s )⊃ J∗r . This shows that
‖u˜‖Lp([0,T ∗r ),L∞x ) = ‖u‖Lp(J∗r ,L∞x ) < ∞.
It follows from (3.31) that
‖u˜‖L∞(Iε ,Hr) . ‖u(T ∗r −L)‖Hr +‖v0‖Hr‖u‖Lp(J∗r ,L∞x )Lγp
+L · ‖u˜‖L∞(Iε ,Hr)(‖v0‖L∞x +3‖u‖2Lp(J∗r ,L∞x )).
(3.32)
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Thus, if we choose L very small in such that CL(‖v0‖L∞x +3‖u‖2Lp(J∗r ,L∞x ))<
1
2 , it follows that
‖u˜‖L∞(Iε ,Hr) ≤ 2C‖u(T ∗r −L)‖Hr +2C‖v0‖Hr‖u‖Lp(J∗r ,L∞x ). (3.33)
Hence, limt→T ∗r ‖u˜(t)‖Hr <∞, and consequently, using the blow-up alternative we should have T ∗r =∞,
what is a contradiction, because we supposed T ∗r < T ∗s (that is, T ∗r <∞). Thus, we must have T ∗r = T ∗s
as desired. 
Remark 13. For s> d2 , using the Sobolev embedding H
s(M) ↪→ L∞(M), it is possible to prove that, for
every (u0,v0) ∈ Hs(M)×Hs(M), there exist a time T = T (κ,‖v0‖Hs ,‖u0‖Hs) and a unique solution
u ∈ XT = C([0,T ];Hs(M)) of (1.6). Also, it can be shown that the time of existence T obeys the
relation
T '
( 1
‖v0‖Hs
√
κ+‖u0‖2Hs
) 1
2
.
Thus, in the limit when κ −→ 0+, we have that T ' 1‖u0‖Hs , which is a contrast with the time of local
existence in the case s < d2 (see (3.22) above). This allows one to think about issues related to the
convergence of solutions of the SD system to solutions of the NLS equation when the parameter κ
tends to zero considering s > d2 .
Now, we move prove the persistence property for v.
Proof of Corollary 4. Suppose that v0 ∈ Hs∩L∞. According to the Theorem 3, one has
u ∈C([0,T ],Hs)∩Lp([0,T ],L∞).
First, we show that v∈C([0,T ],Hs). Consider t0 ∈ (0,T ) and 0< ε 1. Now, using the expression
for v given by (1.5), we get
‖v(t0+ ε)− v(t0)‖Hs ≤ e−
t0
κ |e− εκ −1|‖v0‖Hs +Cκ
∫ t0+ε
t0
e−
(t0−`)
κ ‖u(`)‖L∞‖u(`)‖Hsd`
≤ |e− εκ −1|‖v0‖Hs +Cκ ‖u‖L∞([t0,t0+ε],Hs)
∫ t0+ε
t0
e−
(t0−`)
κ ‖u(`)‖L∞d`.
Let p > 2 and p′ be the conjugate exponent. Using Ho¨lder’s inequality, we get
‖v(t0+ ε)− v(t0)‖Hs ≤ |e− εκ −1|‖v0‖Hs +Cκ ‖u‖L∞([t0,t0+ε],Hs)‖u‖Lp([t0,t0+ε],L∞)
(∫ t0+ε
t0
e−
(t0−`)
κ p
′
d`
) 1
p′
≤ |e− εκ −1|‖v0‖Hs∩L∞+Cκ ‖u‖L∞([0,T ],Hs)‖u‖Lp([0,T ],L∞)
( κ
p′
) 1
p′
(
e
ε p′
κ −1
) 1
p′
.
Passing to the limit when ε → 0+ we obtain the continuity from the right. In an analogous way, we
obtain the continuity from the left. This leads to the conclusion that v ∈C([0,T ],Hs) .
Second, to show that v ∈ Lp([0,T ],L∞(M)) we take the L∞- norm of v in (1.5) and use Ho¨lder’s
inequality to obtain
‖v(t)‖L∞ ≤ e−tκ ‖v0‖L∞+κ−
2
p
( p−2
p
) p−2
p ‖u‖2Lp([0,T ],L∞).
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Next, taking the LpT - norm, one obtains
‖v‖Lp([0,T ],L∞) ≤ ‖e
−t
κ ‖Lp([0,T ])‖v0‖L∞+κ−
2
p
( p−2
p
) p−2
p ‖u‖2Lp([0,T ],L∞)T
1
p .
Therefore,
‖v‖Lp([0,T ],L∞) ≤ (1− e−
T p
κ )
1
p
(κ
p
) 1
p ‖v0‖Hs∩L∞+κ−
2
p
( p−2
p
) p−2
p ‖u‖2Lp([0,T ],L∞)T
1
p .
This shows that v ∈ Lp([0,T ],L∞) for v0 ∈ Hs∩L∞, and completes the proof of the Corollary.

Remark 14. For given v0 ∈ L∞, its evolution v(t) remains in L∞ for all 0 ≤ t ≤ T . In fact, using
u ∈ XT , we have from (1.5)
‖v(t)‖L∞(M) = e
−t
κ ‖v0‖L∞(M)+
1
κ
∫ t
0
e
−(t−t′)
κ ‖u(t ′)‖2L∞dt ′
≤ ‖v0‖L∞(M)+
1
κ
∫ t
0
‖u(t ′)‖2L∞dt ′
≤ ‖v0‖L∞(M)+
1
κ
(∫ t
0
‖u(t ′)‖pL∞dt ′
) 2
p
(∫ t
0
dt ′
)1− 2p
= ‖v0‖L∞(M)+
1
κ
‖u‖2Lp([0,t];L∞) · t1−
2
p < ∞.
(3.34)
In the case in that d = 2 we have H1+ ↪→ L∞. Thus, if v0 ∈ H1+ the estimate (3.34) holds true if
u ∈ Lp([0,T ],L∞).
4. GLOBAL WELL-POSEDNESS
In this section we prove the global well-posedness result for the SD-system considering d = 2.
4.1. Derivation of an a priori estimate. Recall that the SD system does not possess energy-conservation
law. However, we can obtain a good relation involving the gradient term. Using such a relation, we
deduce an a priori estimate for the H1-norm of the solution u, which in turn will be used to prove the
global well-posedness result.
The following version of the Gagliardo-Nirenberg inequality on compact Riemannian manifolds
will be very useful in our argument.
Proposition 15. Let (M,g) be a compact Riemannian manifold of dimension d ≥ 2 and 1 < p≤ 2. If
1≤ q < r < p∗ = d pd−p and θ := θ(p,q,r) = d p(r−q)r(q(p−d)+d p) ∈ (0,1], then
‖u‖
p
θ
Lr(M) ≤
(
Aopt‖∇gu‖pLp(M)+B‖u‖pLp(M)
)
‖u‖
p(1−θ)
θ
Lq(M) (4.1)
where
Aopt = inf
{
A ∈ R : there is B ∈ R such that (4.1) is valid
}
. (4.2)
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Proof. See [15], pg 854. 
Now, we move to derive a relation involving gradient of the solution u to the IVP (1.1) will be
useful to obtain an a priori estimate. It can be seen as a modification of equation (4.2) in [7] or a
generalization of Proposition 5, pg.710 in [4] which we extend to the SD system in the context of
Riemannian manifolds.
Proposition 16. Let u be a sufficiently smooth solution to the SD system (1.1). Then,
d
dt
(∫
M
|∇u(t)|2gdg+
∫
M
|u(t)|2v(t)dg
)
=
1
κ
(
−
∫
M
|u(t)|2v(t)dg+λ
∫
M
|u(t)|4dg
)
. (4.3)
Proof. We will give a proof for d = 2. The proof holds likewise for d ≥ 3 by using a suitable choice
of (u0,v0) in order to obtain a sufficiently smooth solution u. Let u(t, ·) be the H2- solution for initial
data u0,v0 ∈ H2(M).
Next, define
E(t) :=
∫
M
|∇gu(t, ·)|2gdg,
so that,
E(t+ ε)−E(t)
ε
=
∫
M
|∇gu(t+ ε, ·)|2g−|∇gu(t, ·)|2g
ε
dg.
Using integration by parts formula and taking into account that ∂M = /0, we obtain
−
(E(t+ ε)−E(t)
ε
)
=
∫
M
u(t+ ε)−u(t)
ε
∆u¯(t+ ε)dg+
∫
M
u¯(t+ ε)− u¯(t)
ε
∆u(t+ ε)dg.
Now, define
E˜(t) =−
∫
M
(∂tu(t)∆u¯(t)+∆u(t)∂t u¯(t))dg =−2
∫
M
ℜ
(
∂tu(t)∆u¯(t)
)
dg.
Thus, ∣∣∣E˜(t)− E(t+ ε)−E(t)ε ∣∣∣= ∣∣∣E(t+ ε)−E(t)ε − E˜(t)∣∣∣
≤
∣∣∣∫
M
∂tu(t)∆u¯(t)− u(t+ ε)−u(t)ε ∆u˜(t+ ε)dg
∣∣∣
+
∣∣∣∫
M
∂t u¯(t)∆u(t)− u¯(t+ ε)− u¯(t)ε ∆u(t)dg
∣∣∣
=: E1+E2.
(4.4)
On the one hand,
E1 ≤
∣∣∣∫
M
∂tu(t)(∆u¯(t)−∆u¯(t+ ε))
∣∣∣+ ∣∣∣∫
M
(
∂tu(t)− u(t+ ε)−u(t)ε
)
∆u˜(t+ ε)dg
∣∣∣
≤ ‖∂tu‖L2‖u(t+ ε)−u(t)‖H2 +‖u(t+ ε)‖H2
∥∥∥∂tu(t)− u(t+ ε)−u(t)ε ∥∥∥L2 .
(4.5)
Using the fact that u ∈ C([0,T ],H2(M))∩C1([0,T ],L2(M)), we conclude that E1 converges to zero
when ε → 0.
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On the other hand,
E2 ≤ ‖u(t)‖H2
∥∥∥∂tu(t)− u(t+ ε)−u(t)ε ∥∥∥L2 .
and follows that E2 converges to zero when ε → 0. This shows that,
1
2
d
dt
E(t) =−
∫
M
ℜ
(
∂tu(t)∆u¯(t)
)
dg. (4.6)
Now, write u = α+ iβ . As u satisfies the first equation in (1.1), comparing the real and imaginary
parts, we obtain ∂tα =−∆β +βv,∂tβ = ∆α−αv. (4.7)
Thus, from (4.6) we obtain that
1
2
d
dt
E(t) =−
∫
M
(∂tα∆α+∂tβ∆β )dg
=−
∫
M
v(β∆α−α∆β )dg,
(4.8)
where we used the relation (4.7).
Now, using a similar reasoning used to compute ddt E(t), one gets
1
2
d
dt
∫
M
|u(t)|2v(t)dg = 1
2
∫
M
v(t)∂t(|u(t)|2)dg+∂tv|u(t)|2dg. (4.9)
Using (4.7) again, we obtain
∂t(|u(t)|2) = 2(β∆α−α∆β ). (4.10)
Moreover, from the second equation in (1.1), it follows that
∂tv =
1
κ
(−v+λ |u|2). (4.11)
Using (4.10) and (4.11) in (4.9), we obtain
1
2
d
dt
∫
M
|u(t)|2v(t)dg =
∫
M
v(β∆α−α∆β )dg− 1
2κ
∫
M
|u(t)|2v(t)dg+ λ
2κ
∫
M
|u(t)|4dg. (4.12)
Finally, adding the identities (4.6) and (4.12) we find the desired equality
d
dt
(∫
M
|∇u(t)|2gdg+
∫
M
|u(t)|2v(t)dg
)
=− 1
κ
(∫
M
|u(t)|2v(t)dg−λ
∫
M
|u(t)|4dg
)
.

Now we will justify the passing to the limit in order to obtain the estimate (4.3) for H1-solutions
in dimension 2. Let u0 ∈ H1(M) and v0 ∈ H1+(M). By Theorem 3, there exists a solution u of the
integro-differential equation (1.6), such that u ∈C([0,T ];H1(M))∩Lp([0,T ],L∞). By density, there
are sequences (un0)n ⊂ H2(M) such that un0 −→ u0 in H1(M) and (vn0)n ⊂ H2(M) such that vn0 −→ v0
in H1+(M). By persistence of regularity (see item (ii) Theorem 3) the H2-solutions (un)n exist in the
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time interval [0,T ] as well. Moreover, as a consequence of the continuous dependence (see item (iii)
Theorem 3), we have that un(t)−→ u(t) in H1 whenever t ∈ [0,T ]. Integrating the identity (4.3), we
see that the sequence (un(t))n satisfies∫
M
|∇un(t)|2dg+
∫
M
|un(t)|2vn(t)dg =
∫
M
|∇un0|2dg+
∫
M
|un0|2vn0dg+
+
1
κ
∫ t
0
(
−
∫
M
|un(t ′)|2vn(t ′)dg+λ
∫
M
|un(t ′)|4dg
)
dt ′.
(4.13)
Considering the identity (4.13), let
Jn1 :=
∣∣∣∣∫M |∇u(t)|2dg−
∫
M
|∇un(t)|2dg
∣∣∣∣ .
Then, using (1.3) we can write
Jn1 =
∣∣‖un(t)‖2H1−‖u(t)‖2H1∣∣= (‖un(t)‖H1 +‖u(t)‖H1) ∣∣∣‖un(t)‖H1−‖u(t)‖H1∣∣∣.
Using triangle inequality, we obtain
Jn1 ≤ (‖un(t)‖H1 +‖u(t)‖H1)‖un(t)−u(t)‖H1 .
By the continuous dependence of the solution on the initial data, we have
‖un(t)−u(t)‖H1 ≤C‖un0−u0‖H1 .
Thus,
Jn1 ≤C (‖un(t)‖H1 +‖u(t)‖H1)‖un0−u0‖H1
≤C
(
‖u‖L∞([0,T ];H1)+‖un0−u0‖H1
)
‖un0−u0‖H1 ,
and consequently Jn1 −→ 0 when n−→ ∞, whenever t ∈ [0,T ].
Now, denote
Jn2 :=
∣∣∣∣∫M |un(t)|2vn(t)dg−
∫
M
|u(t)|2v(t)dg
∣∣∣∣ .
Using triangle inequality, it follows that
Jn2 ≤
∣∣∣∣∫M |un(t)|2
(
vn(t)− v(t)
)
dg
∣∣∣∣+ ∣∣∣∣∫M
(
|un(t)|2−|u(t)|2
)
v(t)dg
∣∣∣∣
≤ ‖un(t)‖2L4‖vn(t)− v(t)‖L2 +‖v(t)‖L∞
∣∣∣‖un0‖2L2−‖u0‖2L2∣∣∣.
Now, observe that
‖vn(t)− v(t)‖L2 ≤ e−t/κ‖vn0− v0‖L2 +
∫ t
0
e
−(t−`)
κ
∥∥∥|un(`)|2−|u(`)|2∥∥∥
L2
d`
≤ e−t/κ‖vn0− v0‖L2 +
∫ t
0
e
−(t−`)
κ
(
‖un(`)‖L4 +‖u(`)‖L4
)
‖un(`)−u(`)‖L4d`.
20 MARCELO NOGUEIRA AND MAHENDRA PANTHEE
Recall from (3.34), that
‖v(t)‖L∞ ≤ ‖v0‖L∞+ 1κ T
1− 2p ‖u‖Lp([0,T ];L∞) < ∞.
Thus, using the embedding H1(M2)⊂ L4(M2) we conclude that Jn2 −→ 0 when n−→+∞.
The convergence for the first two terms in the RHS of (4.13) is similar to Jn1 and J
n
2 respectively, so
we omit the details.
Next, consider
Jn3 :=
∣∣∣∣∫ t0
∫
M
|un(t ′)|2vn(t ′)dgdt ′−
∫ t
0
∫
M
|u(t ′)|2v(t ′)dgdt ′
∣∣∣∣ .
Using triangle inequality we can write
Jn3 ≤
∫ t
0
∣∣Jn2 (t ′)∣∣dt ′.
By uniform convergence of the term Jn2 in [0,T ] we conclude that J
n
3 −→ 0 when n−→+∞.
Finally, we define
Jn4 :=
∣∣∣∫ t
0
∫
M
|un(t ′)|4dgdt ′−
∫ t
0
∫
M
|u(t ′)|4dgdt ′
∣∣∣.
Thus,
Jn4 ≤
∫ t
0
∣∣∣‖un(t ′)‖4L4−‖u(t ′)‖4L4∣∣∣dt ′
≤
∫ t
0
(‖un(t ′)‖2L4 +‖u(t ′)‖2L4)
∣∣∣‖un(t ′)‖2L4−‖u(t ′)‖2L4∣∣∣dt ′
≤
( 3
∑`
=0
‖un‖3−`L∞([0,T ],L4(M))‖u‖`L∞([0,T ],L4(M))
)∫ t
0
‖un(t ′)−u(t ′)‖L4dt ′
≤ T
( 3
∑`
=0
‖un‖3−`L∞([0,T ],L4(M))‖u‖`L∞([0,T ],L4(M))
)
‖un−u‖L∞([0,T ],H1(M))
≤CT
( 3
∑`
=0
‖un‖3−`L∞([0,T ],L4(M))‖u‖`L∞([0,T ],L4(M))
)
‖un0−u0‖H1(M).
(4.14)
Hence, Jn4 −→ 0 when n−→+∞ and completes the proof of (4.3) for H1-solution.
Now, we derive an a priori estimate which is fundamental to prove the global well-posedness result.
Proposition 17. If the H1-solution u of (1.6) exists in an interval [0,T ] satisfying
0 < T ≤min
{
1,
κ
12CAopt ,B‖u0‖2L2
}
then for all t ∈ (0,T ), we have
‖u(t)‖2H1 ≤ 2‖u0‖2H1 +18CAopt ,B‖u0‖2L2‖v0‖2L2 , (4.15)
where CAopt ,B := max{Aopt ,B}.
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Proof. Integrating (4.3) in (0, t)⊂ [0,T ] , we get∫
M
|∇u(t)|2dg+
∫
M
|u(t)|2v(t)dg =
∫
M
|∇u0|2dg+
∫
M
|u0|2v0dg+
+
1
κ
∫ t
0
(
−
∫
M
|u(t ′)|2v(t ′)dg+λ
∫
M
|u(t ′)|4dg
)
dt ′.
(4.16)
Using L2-norm conservation (1.3), it follows from (4.16) that
‖u(t)‖2H1 = ‖u0‖2H1 +
∫
M
|u0|2v0dg−
∫
M
|u(t)|2v(t)dg
− 1
κ
∫ t
0
∫
M
|u(t ′)|2v(t ′)dgdt ′+ λ
κ
∫ t
0
∫
M
|u(t ′)|4dgdt ′.
(4.17)
Thus,
‖u(t)‖2H1 ≤ ‖u0‖2H1 +
∫
M
|u(t)|2|v(t)|dg+
∫
M
|u0|2|v0|dg+
+
∫ t
0
∫
M
|u(t ′)|2|v(t ′)|dgdt ′+ 1
κ
∫ t
0
∫
M
|u(t ′)|4dgdt ′
=: ‖u0‖2H1 + I1+ I2+ I3+ I4.
(4.18)
In what follows we estimate each term I j ( j = 1,. . . ,4) in (4.18).
• Using Cauchy-Schwarz inequality, we have
I1 ≤ ‖u(t)‖2L4‖v(t)‖L2 . (4.19)
Using Minkowski’s inequality and the Cauchy-Schwarz inequality in (1.5), we conclude
that
‖v(t)‖L2 ≤ ‖v0‖L2 +
1
κ
∫ t
0
‖|u(t ′)|2‖L2dt ′
≤ ‖v0‖L2 +
1
κ
∫ T
0
‖u(t ′)‖2L4dt ′
≤ ‖v0‖L2 +
1
κ
(∫ T
0
‖u(t ′)‖4L4dt ′
)1/2
T 1/2.
(4.20)
This shows that it is necessary to introduce a suitable bound for the L4 norm of u. Now,
considering d = 2, r = 4 and p = 2 = q in the Proposition 15, we have
θ =
4(4−2)
4(2(2−2)+4) =
2
(0+4)
=
1
2
.
Thus, it follows from (4.1) that
‖u‖4L4 ≤
(
Aopt‖∇u‖2L2 +B‖u‖2L2
)‖u‖2L2 . (4.21)
So, denoting CAopt ,B := max{Aopt ,B}, we obtain
‖u‖4L4 ≤CAopt ,B‖u‖2H1‖u‖2L2 . (4.22)
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Therefore,
‖u‖L4 ≤C1/4Aopt ,B‖u‖
1/2
H1 ‖u‖
1/2
L2 . (4.23)
Using (4.22) in (4.20) and the L2-norm conservation (1.3), we obtain
‖v(t)‖L2 ≤ ‖v0‖L2 +
1
κ
(∫ T
0
CAopt ,B‖u(t ′)‖2H1‖u0‖2L2dt ′
)1/2
T 1/2
≤ ‖v0‖L2 +
T
κ
C1/2Aopt ,BΘT‖u0‖L2 ,
(4.24)
where
ΘT := sup
0≤t ′≤T
‖u(t ′)‖H1(M). (4.25)
On the other hand, from (4.22) and (4.25) we get
‖u(t)‖2L4 ≤C1/2Aopt ,BΘT‖u0‖L2 . (4.26)
Inserting the estimates (4.24) and (4.26) in (4.19), we get
I1 ≤
(
‖v0‖L2 +
T
κ
C1/2Aopt ,BΘT‖u0‖L2
)(
C1/2Aopt ,BΘT‖u0‖L2
)
=C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 +
T
κ
Θ2TCAopt ,B‖u0‖2L2 .
(4.27)
• Now, for the term I2 we use Cauchy-Schwarz inequality, to obtain
I2 =
∫
M
|u0|2|v0|dg≤ ‖u0‖2L4‖v0‖L2 . (4.28)
Using (4.23), it follows from (4.28) that
I2 ≤C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 . (4.29)
• To estimate I3, we use the bound for the term I1 in (4.27), and get
I3 ≤
∫ T
0
(
C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 +
T
κ
Θ2TCAopt ,B‖u0‖2L2
)
dt ′
≤C1/2Aopt ,BTΘT‖u0‖L2‖v0‖L2 +
T 2
κ
Θ2TCAopt ,B‖u0‖2L2 .
(4.30)
• To bound the term I4, we use (4.22), and obtain
I4 ≤ 1κ
∫ T
0
‖u(t ′)‖4L4dt ′
≤CAopt ,B
1
κ
∫ T
0
‖u(t ′)‖2H1‖u0‖2L2dt ′
≤ T 1
κ
CAopt ,BΘ
2
T‖u0‖2L2 .
(4.31)
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Recalling (4.18) and using (4.27), (4.29), (4.30) and (4.31), we get
‖u(t)‖2H1 ≤ ‖u0‖2H1 +
(
C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 +
T
κ
Θ2TCAopt ,B‖u0‖2L2
)
+
(
C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2
)
+
(
C1/2Aopt ,BTΘT‖u0‖L2‖v0‖L2 +
T 2
κ
Θ2TCAopt ,B‖u0‖2L2
)
+
(T
κ
CAopt ,BΘ
2
T‖u0‖2L2
)
.
(4.32)
Thus, using T ≤ 1, and further simplifying the estimate (4.32), we obtain
‖u(t)‖2H1 ≤ ‖u0‖2H1 +3C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 +
T
κ
Θ2TCAopt ,B‖u0‖2L2
+
T 2
κ
Θ2TCAopt ,B‖u0‖2L2 +
T
κ
CAopt ,BΘ
2
T‖u0‖2L2
≤ ‖u0‖2H1 +3C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 +T
( 3
κ
CAopt ,B‖u0‖2L2
)
Θ2T .
(4.33)
Applying the inequality ab≤ εa2+ b
2
4ε
(∀ε > 0), with ε = 1/4 in the second term in the right hand
side of (4.33), yields
3C1/2Aopt ,BΘT‖u0‖L2‖v0‖L2 ≤
Θ2T
4
+
(
9CAopt ,B‖u0‖2L2‖v0‖2L2
)
. (4.34)
Thus, if
0 < T ≤min
{
1,
κ
12CAopt ,B‖u0‖2L2
}
,
it follows from (4.33) and (4.34) that
Θ2T ≤ ‖u0‖2H1 +
1
2
Θ2T +9CAopt ,B‖u0‖2L2‖v0‖2L2 , (4.35)
which gives the desired estimate (4.15). 
4.2. Proof of the global well-posedness result. In this subsection we use the a priori estimate (4.15)
to prove the global well-posedness result stated in the Theorem 5.
Proof of Theorem 5. By Theorem 3, we know that for any u0 ∈H1 and v0 ∈H1+ (which must be seen
as being fixed) there exist T = T (‖u0‖H1 ,‖v0‖H1+ ,κ) > 0 and a unique H1-solution u ∈ XT of (1.6).
Let T ∗ > 0 be the maximal time of existence for which
u ∈C([0,T ∗),H1(M2))∩Lp([0,T ∗),L∞(M2)). (4.36)
We want to show that T ∗ = +∞. Suppose by contradiction that T ∗ < +∞. Let t0 ≥ 0 be fixed, such
that
0 < T ∗− t0 < min
{
1,
κ
12CAopt ,B‖u0‖2L2
}
.
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Choose an increasing sequence {(tn)n∈N} ⊂ (t0,T ∗), with tn ↗ T ∗. Since tn+1− t0 < T ∗− t0, we
can apply the a priori estimate (4.15) over any interval of the form In := [t0, tn+1], to obtain
‖u(tn)‖2H1 ≤ 2‖u(t0)‖2H1 +F(t0), (4.37)
where F(t) := 18CAopt ,B‖u(t)‖2L2‖v(t)‖2L2 .
Consider the problemi∂t u˜+∆gu˜ = u˜e
− tκ v0(x)+
λ
κ
u˜
∫ t
0
e−
(t−t′)
κ |u˜(t ′)|2dt ′,
u˜(0) = u(tn) ∈ H1(M2).
(4.38)
Recall from (3.22) that the function [0,∞)→ (0,∞), R 7→ T (R,‖v0‖H1+ ,κ), where R depends on
‖u0‖H1 is a decreasing function and gives the time of existence of a solution u. In the case of the time
existence to (4.38), we consider Rn := ‖u(tn)‖H1 . From (4.37), we obtain Rn ≤ R0 for all n∈N, where
R0 :=
√
2‖u(t0)‖2H1 +F(t0).
Thus, if Tn := T (Rn,‖v0‖H1+ ,κ) denotes the time of local existence for the solution of (4.38),
(which is given by Theorem 3) we have
0 < c0 := T (R0,‖v0‖H1+ ,κ)≤ Tn for all n ∈ N, (4.39)
with u˜∈C([0,Tn],H1(M))∩Lp([0,Tn],L∞(M)) being the unique solution to (4.38). Choose n0 in such
a way that T ∗− tn0 < c0 and consider the functions defined by
u˘(t) :=
u(t) if 0≤ t ≤ tn0 ,u˜(t− tn0) if tn0 ≤ t ≤ tn0 +Tn0 , (4.40)
and
v˘(t) :=
v(t) if 0≤ t ≤ tn0 ,v˜(t− tn0) if tn0 ≤ t ≤ tn0 +Tn0 , (4.41)
where, for 0≤ `≤ Tn0
v˜(`) = e−
`
κ v˜(0)+
∫ `
0
e−
(`−t′)
κ |u˜(t ′)|2dt ′. (4.42)
The function v˜ defined here is not to be confused with the nonlinear part of the auxiliar problem (4.38).
By compatibility, we must have v˜(0) = v(tn0). Using definitions (4.40) and (4.41), it is easy to see
that u˘ satisfies the integral equation
u˘(t) = S(t)u0− i
∫ t
0
S(t− `)u˘(`)v˘(`)d`,
for 0≤ t ≤ tn0 +Tn0 .
First, we show that u˘ ∈ Lp([0, tn0 +Tn0 ],L∞(M)). Using the definitions of u and u˘, we can write
‖u˘‖pLp([0,tn0+Tn0 ],L∞(M)) =
∫ tn0
0
‖u(t ′)‖pL∞(M)dt ′+
∫ tn0+Tn0
tn0
‖u˘(t ′)‖pL∞(M)dt ′.
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Since u ∈ Lp([0, tn0 ],L∞(M)), we have
∫ tn0
0 ‖u(t ′)‖pL∞(M)dt ′ < ∞. Performing a change of variables
`= t ′− tn0 , we get∫ tn0+Tn0
tn0
‖u˘(t ′)‖pL∞(M)dt ′ =
∫ tn0+Tn0
tn0
‖u˜(t ′− tn0)‖pL∞(M)dt ′ =
∫ Tn0
0
‖u˜(`)‖pL∞(M)d` < ∞,
as required.
Now, to show that u˘ ∈ C([0, tn0 +Tn0 ],H1(M)), it suffices to verify continuity at tn0 , which is the
“gluing point”. To show continuity from the right, we prove
‖u˘(tn0 + ε)− u˘(tn0)‖H1 −→ 0,
when ε −→ 0+. Note that
u˘(tn0 + ε) = u˜(ε) = S(ε)u˜(0)− i
∫ ε
0
S(tn0− `)u˜(`)v˜(`)d`, (4.43)
where
u˜(0) = u(tn0) = S(tn0)u0− i
∫ tn0
0
S(tn0− `)u(`)v(`)d`. (4.44)
Thus, it follows from (4.43) and (4.44) that
u˘(tn0 + ε) = S(tn0 + ε)u0− i
∫ tn0
0
S(tn0 + ε− `)u(`)v(`)d`− i
∫ ε
0
S(tn0− `)u˜(`)v˜(`)d`. (4.45)
On the other hand, using (4.40) we have
u˘(tn0) = u(tn0) = S(tn0)u0− i
∫ tn0
0
S(tn0− `)u(`)v(`)d`. (4.46)
Subtracting (4.45)− (4.46) in the H1 norm, and using that S(t) is an isometry in H1, we obtain
‖u˘(tn0 + ε)− u˘(tn0)‖H1 ≤ ‖S(ε)u0−u0‖H1 +
∫ tn0
0
‖S(ε)u(`)v(`)−u(`)v(`)‖H1d`+
∫ ε
0
‖u˜(`)v˜(`)‖H1d`
=: A1(ε)+A2(ε)+A3(ε).
(4.47)
As {S(t)}t∈R is a continuous semigroup,
A1(ε)−→ 0 when ε −→ 0+. (4.48)
To prove the convergence of the term A2(ε) we use the dominated convergence theorem. First,
using the semigroup property, one has
‖S(ε)u(`)v(`)−u(`)v(`)‖H1 −→ 0 when ε −→ 0+, (4.49)
pointwise, for ` ∈ (0, tn0). Now, observe that
‖u(`)v(`)‖H1 ≤C‖u‖L∞([0,tn0 ],H1)‖v(`)‖L∞+C‖u(`)‖L∞‖v‖L∞([0,tn0 ],H1). (4.50)
Thus,∫ tn0
0
‖u(`)v(`)‖H1d`≤C‖u‖L∞([0,tn0 ],H1)‖v‖L1([0,tn0 ],L∞)+C‖u‖L1([0,tn0 ],L∞)‖v‖L∞([0,tn0 ],H1). (4.51)
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Using (4.36) and Corollary 4 (persistence property for v), we conclude that the RHS of (4.51) is
finite. Thus, the function ` 7→ ‖u(`)v(`)‖H1 for ` ∈ (0, tn0) is integrable and applying the dominated
convergence theorem, we conclude that limε→0+ A2(ε) = 0 .
Now, notice that
A3(ε) =
∫ Tn0
0
χ[0,ε](`)‖u˜(`)v˜(`)‖H1d`.
To use the reasoning as in the term A2, first note that u˜∈XTn0 :=C([0,Tn0 ],H1(M))∩Lp([0,Tn0 ],L∞(M)).
As a consequence of persistence of v˜ we also have v˜ ∈ XTn0 . Therefore, using the dominated conver-
gence theorem, we conclude that limε→0+ A3(ε) = 0.
Next, to show continuity from the left, we must show
‖u˘(tn0− ε)− u˘(tn0)‖H1 −→ 0,
when ε −→ 0+. By the definition of u˘, we have:
u˘(tn0) = S(tn0)u0− i
∫ tn0
0
S(tn0− `)u˜(`)v˜(`)d`. (4.52)
and
u˘(tn0− ε) = S(tn0− ε)u0− i
∫ tn0−ε
0
S(tn0− ε− `)u˜(`)v˜(`)d`. (4.53)
Thus, performing the subtraction (4.52) − (4.53), one has
‖u˘(tn0)− u˘(tn0− ε)‖H1 ≤ ‖S(tn0− ε)u0−S(tn0)u0‖H1+
+
∥∥∥∫ tn0−ε
0
S(tn0− ε− `)u(`)v(`)d`−
∫ tn0
0
S(tn0− `)u(`)v(`)d`
∥∥∥
H1
=: B1(ε)+B2(ε).
(4.54)
Clearly, limε→0+ B1(ε) = 0. Now, for the term B2(ε), we have
B2(ε)≤
∥∥∥∫ tn0
0
S(tn0− ε− `)u(`)v(`)d`−
∫ tn0−ε
0
S(tn0− ε− `)u(`)v(`)d`
∥∥∥
H1
+
∥∥∥∫ tn0
0
S(tn0− ε− `)u(`)v(`)−S(tn0− `)u(`)v(`)d`
∥∥∥
H1
.
(4.55)
Thus,
B2(ε)≤
∫ tn0
tn0−ε
∥∥∥u(`)v(`)∥∥∥
H1
d`+
∫ tn0
0
∥∥∥S(−ε)u(`)v(`)−u(`)v(`)∥∥∥
H1
d`. (4.56)
Using the dominated convergence theorem, we conclude that limε→0+ B2(ε) = 0. Hence,
lim
ε→0+
‖u˘(tn0)− u˘(tn0− ε)‖H1 = 0,
and consequently
u˘ ∈C([0, tn0 +Tn0 ],H1(M))∩Lp([0, tn0 +Tn0 ],L∞(M)).
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This shows that, u˘ is a unique solution to the integro-differential equation in (1.6) on the interval
[0, tn0 +Tn0 ] which contradicts the maximality of T
∗ because in view of our choice of n0,
T ∗ < tn0 + c0
and by (4.39), we have
T ∗ < c0+ tn0 ≤ Tn0 + tn0 .
So, we must have that T ∗ =+∞, i.e, u is a global solution. 
Remark 18. In dimension 2, let us compare our global well-posedness result in H1(M) for the IVP
(1.1) with that of the cubic NLS equation (1.2) in the focusing case, i. e.,
i∂tu+∆u =−|u|2u; u(0,x) = u0(x). (4.57)
Recall that, in the defocusing case using energy conservation law, the H1–local solution to the cubic
NLS equation can be extended globally in time, i.e., u ∈C([0,T ];H1(M)) for any bounded T > 0 (see
[13], pg. 571). Nevertheless, in the focusing case, the solution u(t, ·) of equation (4.57) has the H1–
conserved quantity
E(u(t)) :=
1
2
‖∇u(t)‖2L2−
1
4
‖u(t)‖4L4 = E(u0), (4.58)
which shows that E(u) does not control the H1–norm of the solution. In order to overcome this
problem, note that from (4.58), one has
‖∇u(t)‖2L2 =
1
2
‖u(t)‖4L4 +2E(u0). (4.59)
Now, applying (4.21) (which is a consequence of the sharp Gagliardo-Nirenberg inequality (4.1)) in
(4.59), it follows that
‖∇u(t)‖2L2 ≤ A0‖∇u(t)‖2L2 +B0, (4.60)
where A0 :=
Aopt
2 ‖u0‖2L2 and B0 := 2B‖u0‖2L2E(u0). If we impose a smallness assumption on the L2-
norm, namely
A0 < 1⇐⇒‖u0‖L2 <
√
2
Aopt
,
we can get an H1 a priori estimate from (4.60) and consequently global well-posedness jn H1 for the
NLS equation in the focusing case. For a detailed information of this sort of phenomena in Rd we
refer to Theorem 6.2 in [29].
The discussion above reveals a novel phenomena regarding the global well-posedness of the IVP
(1.1) in the focusing case. The structure of the nonlinear term of the integro-differential equation (1.6)
allowed us to obtain the same global well-posedness result for the SD system in the both defocusing
and focusing cases without any smallness hypothesis on the data. This subtle difference between the
NLS equation and the SD system (1.1) occurs because the (coupled) evolution of v(t, ·) in (1.6) permits
to derive an a priori estimate for the H1 norm of u, although we do not have other known conserved
quantities (other than the L2-norm).
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4.3. Growth estimate of the H1-solution in the case λ = 1 and v0 ≥ 0. Suppose λ = 1 , v0 ≥ 0 and
κ = 1 (to simplify). So, v(t)≥ 0 and in this case, the estimate (4.17) is reduced to
‖u(t)‖2H1 ≤ ‖u0‖2H1 +
∫
M
|u0|2v0+
∫ t
0
‖u(t ′)‖4L4dt ′. (4.61)
Applying the estimate (4.22) we obtain
‖u(t)‖2H1 ≤ ‖u0‖2H1 +‖u0‖2L4‖v0‖L2 +
∫ t
0
CAopt ,B‖u0‖2L2‖u(t ′)‖2H1dt ′. (4.62)
Also using (4.22), followed by Young’s inequality, we have
‖u0‖2L4‖v0‖L2 ≤
CAopt ,B‖u0‖2L2
2
‖v0‖L2 +
‖u0‖2H1
2
‖v0‖L2 . (4.63)
Substituting (4.63) in (4.62), we get
‖u(t)‖2H1 ≤C0+
∫ t
0
A0‖u(t ′)‖2H1dt ′, (4.64)
where
A0 :=CAopt ,B‖u0‖2L2 , and C0 := ‖u0‖2H1 +
A0
2
‖v0‖L2 +
‖u0‖2H1
2
‖v0‖L2 .
Applying the Gronwall’s inequality in (4.64) we obtain that for 0≤ t < T ∗
‖u(t)‖2H1 ≤C0 · e
∫ t
0 A0dt
′
=C0 · eA0t . (4.65)
This shows that the growth of the H1 -solution in the case λ = 1 and v0 ≥ 0 is at most exponential.
5. CONCLUDING REMARKS
The additional L∞ condition used on the initial data v0 to obtain local well-posedness result is of
technical character. If working on Rd , one can take advantage of the Strichartz estimate without loss.
More explicitly, for the solutions u of the nonlinear Schro¨dinger equation
i∂tu+∆Rd u = F(u); u(0,x) = u0,
one has the following estimate in the Duhamel’s formula
‖u‖Lp1T Lq1x . ‖u0‖L2 +‖F(u)‖Lp′2T Lq
′
2
x
where (p1,q1) and (p2,q2) are admissible pairs, 1/p2+1/p′2 = 1 and 1/q1+1/q
′
2 = 1. In this frame-
work, if we work with the nonlinear term G such as in (3.2) rather than F , the structure of the mixed
Lebesgue norm allows to deal better with the nonlinear term e−t/κu(t,x)v0(x) which leads to remove
the extra condition on the initial data v0.
If M = Td one may take advantage of the expansion in the Fourier series. In fact u ∈C∞0 (R×Td)
can be written as
u(t,x) = ∑
m∈Zd
e2piix·m
∫
R
û(m,τ)e2piitτdτ,
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where the symbol ·̂ means the Fourier transform taken in both space and time variables. This
property was nicely explored in [8] to obtain crucial estimates in the NLS case.
When (M,g) is a general compact Riemannian manifold the situation is the following. As noted in
[13], on M a natural generalization of Fourier series expansions is of course the spectral decomposition
of −∆g. More explicitly, if u ∈C∞0 (R×Md) we have an analogue of the Fourier expansion given by
u(t,x) = ∑
λ∈Spec(−∆g)
eλ (x)
∫
R
P̂λu(y,τ)e2piitτdτ,
where eλ are the eigenfunctions of −∆g given by the relation −∆geλ = λeλ and Pλ is the spectral
projection onto the eigenspace related to the eigenvalue λ . Therefore, the space-time Fourier trans-
form û(m,τ), in the general context, is replaced by Pλ û(·,τ) which behaves badly in the convolution
product.
Besides, the spectrum and eigenfunctions of the Laplace-Beltrami operator on arbitrary Riemann-
ian manifolds are not well known in order to adapt Bourgain’s method. However, on compact surfaces
like Zoll manifolds one has better knowledge of spectrum and estimates involving eigenfunctions
which is crucial to adapt Bourgain’s method. These properties are used very nicely in the case of the
NLS equation (see for example [26, 24, 11] and references therein). Motivated by these works, we
are adapting Bourgain’s space framework to address the well-posedness issues for the IVP associated
to the SD system (1.1) posed on compact surfaces like Zoll manifolds. Work in this direction is in
progress.
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