Abstract. The irace package is a widely used for automatic algorithm configuration and implements various iterated racing procedures. The original irace was designed for the optimisation of the solution quality reached within a given running time, a situation frequently arising when configuring algorithms such as stochastic local search procedures. However, when applied to configuration scenarios that involve minimising the running time of a given target algorithm, irace falls short of reaching the performance of other general-purpose configuration approaches, since it tends to spend too much time evaluating poor configurations. In this article, we improve the efficacy of irace in running time minimisation by integrating an adaptive capping mechanism into irace, inspired by the one used by ParamILS. We demonstrate that the resulting iracecap reaches performance levels competitive with those of state-of-the-art algorithm configurators that have been designed to perform well on running time minimisation scenarios. We also investigate the behaviour of iracecap in detail and contrast different ways of integrating adaptive capping.
Introduction
Algorithm configuration is the task of finding parameter settings (a configuration) of a target algorithm that achieve high performance for a given class of problem instances [6, 8] . The appropriate choice of parameter settings is often crucial for obtaining good performance, particularly when dealing with computationally challenging (e.g., N P-hard) problems. This choice usually depends on the set or distribution of problem instances to be solved as well as on the execution environment. Therefore, using appropriately chosen parameter values is not only essential for reaching peak performance, but also for conducting fair performance comparisons between different algorithms for the same problem.
Traditionally, algorithm configuration has been performed manually, relying on experience and intuition about the behaviour of a given algorithm. However, typical manual configuration processes are time-consuming and tedious; furthermore, they often leave the performance potential of a given target algorithm unrealised. In light of this, several automated algorithm configuration approaches have been developed and are now used increasingly widely. Prominent examples of general-purpose algorithm configuration procedures include ParamILS [13] , SMAC [12] , GGA++ [1] and irace [4, 18, 17] . The key idea behind these and other configuration procedures is to view algorithm configuration as a stochastic optimisation problem that can be solved by effectively searching the space of configurations of a given target algorithm A. The performance metrics most commonly optimised in this context are the solution quality reached by A within a certain time budget and the running time of A for finding a solution (of a certain quality) to a given problem instance.
The irace software is an automatic configurator based on the iterated F-race procedure [4, 7] and recent improvements [18, 17] . It was initially developed for configuring metaheuristic algorithms that optimise solution quality. In contrast, minimisation of the running time of a given target algorithm was a major focus in the development of ParamILS and SMAC, and both of them include an adaptive capping [13] mechanism that is specifically designed to improve efficiency when dealing with this performance objective. The key idea behind adaptive capping is to reduce the time wasted in the evaluation of poorly performing configurations by bounding the maximum running time permitted for each such evaluation. This bound is calculated based on the best-performing configuration found so far. The use of adaptive capping allows the configurator to prune poorly performing target algorithm configurations early and to quickly focus the configuration budget on promising areas of the space of configurations being searched.
In this work, we improve the efficacy of irace on algorithm configuration scenarios involving running time minimisation. We adapt the ideas of the adaptive capping mechanism into the underlying iterated racing procedure and define an additional dominance criterion based on the performance of the elite configurations obtained by irace. As a first step, we show that by extending irace with adaptive capping, resulting in our new irace cap method, we can significantly increase its performance on well-known and difficult configuration scenarios. An additional analysis of various parameters of irace cap gives further insights into the importance of the statistical testing procedures and other aspects of irace. A final comparison with other state-of-the-art configuration procedures for running time minimisation, namely ParamILS and SMAC, shows that irace cap reaches highly competitive performance and, thus, broadens the range of configuration scenarios for which irace can be considered a possible method of choice.
The remainder of this article is structured as follows. First, we describe irace and the adaptive capping mechanism used by ParamILS (Sections 2 and 3). Next, in Section 4, we describe how we integrated adaptive capping into irace, and we experimentally analyse the resulting irace cap in Section 5. In Section 6, we compare irace cap to state-of-the-art configurators for minimising running time, and we conclude in Section 7.
Elitist iterated racing in irace
irace is an iterated racing procedure [7] for automatic algorithm configuration. It explores the parameter space of a target algorithm by iteratively sampling parameter configurations and applying a racing procedure to select the bestperforming configurations. The racing procedure considers a sequence of problem instances on which the candidate configurations are evaluated. At each stage of the race, all candidate configurations are run on a specific problem instance; at the end of the stage, configurations that perform statistically worse than others are eliminated from the race, while all others proceed to the next stage. Once a race is terminated, the best configurations, called elite, are used to update the sampling model from which new configurations are generated. The elite configurations are carried over to the next iteration to continue their evaluation within a new race together with the newly generated configurations. One iteration of irace comprises the process of (i) generation of candidate configurations, (ii) execution of the racing procedure, and (iii) update of the probabilistic model. The irace package [18, 17] is an implementation of irace that is publicly available as an R package. Recently, version 2.0 of the software was released, which implements an elitist racing procedure [17] . Differently from the non-elitist racing procedure on which the first version of irace is based, elitist irace evaluates configurations on a set of problem instances that increases in size in every iteration of irace. In particular, in elitist irace, an elite configuration carried over from the previous iteration cannot be eliminated until a better configuration is evaluated on the same instances as the elite one, including all instances on which the elite configuration was previously evaluated and at least one new instance.
In more detail, elitist irace works as follows (see Figure 1 ). In the first iteration, configurations are sampled uniformly at random from the given configuration space. These configurations are evaluated on T first instances, after which the first statistical test is applied, and the configurations that are significantly worse performing than the best ones are eliminated. This elimination test is performed every T each instances until the termination criterion of the iteration is met. The surviving configurations at the end of the iteration (elite configurations) are used to update a probabilistic model from which new configurations are sampled. The set of configurations evaluated in the next iteration is composed of the elite configurations and newly sampled configurations (non-elite ones). Algorithm 1 shows the pseudo-code of the race performed at each iteration of irace. Instances are evaluated following an execution order that is built interleaving new and old instances (procedure generateInstancesList in line 1). 
while ¬ termination() do # execute elites only when needed; I[i] is the ith entry of instance list
More precisely, the instance list includes T new previously unseen instances, followed by the list of previously evaluated instances (I old ), and finally, enough new instances to complete the race. I old is randomly shuffled to avoid a bias that could result from always using the same instance order. A race may terminate even before evaluating all instances in I old (e.g. when a minimum number of configurations is reached), and, as a result, each elite configuration may be evaluated on some instances in I old . When the race finishes, irace therefore memorises which configuration has been evaluated on which instance. (Line 7 updates the elite status, and line 10 tests this condition.) In line 6, the configurations are evaluated on instance I[i] with a maximum execution time of b max . If an elite configuration was already previously evaluated on I[i] (i.e., I[i] ∈ I old ), its result on that instance is read from memory. When the statistical elimination test is applied, only non-elite configurations (Θ new ) may be eliminated and elite ones are kept until they become non-elite. A configuration becomes non-elite if all instances in I old on which it has previously been evaluated have been seen in a race. Finally, the race returns the best configurations found, which will become elite in the next iteration. For more details about irace, see [17] .
ParamILS and adaptive capping
ParamILS [13] is an iterated local search [19] procedure that searches in a parameter space defined by categorical parameters only; for configuring numerical parameters with ParamILS, these need to be discretised. ParamILS uses a first-improvement local search algorithm that explores, in random order, the one-exchange neighbourhood of the current configuration.
There are two versions of ParamILS, BasicILS and FocusedILS, which differ in the number of instances evaluated when comparing two configurations [13] . BasicILS compares configurations by evaluating them on a fixed number N of instances, while FocusedILS varies the number of instances according to the quality of the configurations to be tested. The number of instances used in the comparison is adjusted based on the dominance criterion, by which a configuration θ j is dominated by a configuration θ i if (1) θ i has been evaluated in at least as many instances as θ j and (2) the aggregated performance of θ i is better or equal than the one of θ j on the N j instances on which θ j has been evaluated. When no dominance can be established between two configurations, the number of instances seen by the configuration with less instances evaluated is increased until both configurations have seen the same number of evaluations. The execution of a configuration on each instance is always bounded by a defined maximum execution time (cut-off time).
The adaptive capping technique further bounds the execution of a configuration by using the running time of good configurations as a bound in running time that is often less than the user-specified cut-off time. Using this technique can significantly reduce the time wasted in the evaluation of poor performing configurations. Adaptive capping adjusts the bound on running time according to the number of instances to be used in the comparison, and for this reason, it can be sensitive to the ordering of the given instances. There are two types of adaptive capping: trajectory preserving and aggressive capping [13] . The first of these bounds the running time of new configurations using the performance of the currently best configuration of each ParamILS iteration as reference, while the second additionally uses the performance of the overall best configuration multiplied by a factor, set to two by default, for bounding. This factor controls the aggressiveness of the capping strategy. Further details on adaptive capping can be found in [13] .
Adaptive capping in irace
In this section, we describe a new version of irace that adopts the ideas underlying adaptive capping in the racing procedure. This new version, irace cap , introduces two new components to the algorithm: (1) the adaptive running time bound, used to limit the running time of new configurations on previously seen and initial instances, and (2) dominance elimination, a procedure that discards poorly performing configurations. Algorithm 2 shows the outline of the racing procedure implemented in irace cap ; it follows the same structure as elitist irace, described in Section 2. The elite configurations are first run on the set of initial instances before the start of the race (Line 2). Line 6 calculates an initial running time bound based on the running times of the elite configurations. Let p 
Best configuration set found in the race. begin
# keep configurations that are still elite
only for previously evaluated instances (including the initial instances); for any other instance, we set the bound to the cut-off time, b max . This running time bound provides a reference of the minimum performance new configurations should obtain in order to compete with the current elite configurations.
The maximum running time k j i for each configuration θ j on instance I[i] is computed by procedure execute in line 8 using the value of b i as follows:
where b min is a constant that represents a minimally measurable running time different from zero (set to a default value of 0.01). Intuitively, k j i is the time remaining for a configuration θ j to improve over the median elite configuration.
We implemented a dominance-based elimination procedure inspired by the domination criterion described in Section 3. We compare the median performance of the elite configurations set (Θ elite ) on the list of instances {I [1] , . . . , I[i]} considered so far with the performance of the new configurations as follows:
where p min is the constant defined in Eq. (2). Other choices than the median are possible and may be considered in future work. We eliminate configurations as soon as they become dominated, that is, the dominance-based elimination is applied after every instance seen within an iteration of irace.
Experiments
In this section, we study the impact of introducing the previously described capping procedure into irace. We compare the performance of the final configurations obtained by elitist irace and irace cap using different settings.
Experimental setup
In our performance assessments of irace cap , we use five configuration scenarios taken from previous experimental studies of other automatic algorithm configuration methods, in particular, ParamILS and SMAC. These scenarios use CPLEX [16] , Lingeling [5] and Spear [3] as target algorithms, and involve parameter spaces with 74, 137 and 26 parameters, respectively. Their principal characteristics are as follows:
CPLEX -Regions100 [13, 12] . 5 seconds cut-off time, 18 000 seconds total configuration budget, and a training and testing set of 1000 mixed integer programming (MIP) instances each. The instances encode a combinatorial auction winner determination problem with 100 goods and 500 bids. CPLEX -Regions200 [13, 11] . 300 seconds cut-off time, 172 800 seconds total configuration budget, and a training and testing set of 1000 MIP instances each. These instances are encodings of a combinatorial auction winner determination problem with 200 goods and 1000 bids. CPLEX -Corlat [11] . 300 seconds cut-off time, 172 800 seconds total configuration budget, and a training and testing set of 1000 MIP instances each. Lingeling [14] . 300 seconds cut-off time, 172 800 seconds total configuration budget, and a training and testing set of 299 and 302 SAT instances, respectively. These instances were obtained from the 2014 Configurable SAT Solver Competition (CSSC) [14] . Spear [13] . 300 seconds cut-off time, 172 800 seconds total configuration budget, and a training and testing set of 302 SAT-encoded software verification instances each.
The instance files for these scenarios are also available from the Algorithm Configuration Library (AClib) [15] . AClib specifies a cut-off time of 10 000 seconds for the CPLEX scenarios, which stems from their initial use in conjunction with the CPLEX auto-tuning tool. Following the experiments in [11, Section 5]), we use a cut-off time of 300 seconds. 4 Another minor difference is that we used 4 A higher cut-off time, as used in AClib, would be detrimental for configuration procedures such as iracecap, as time-outs would very strongly impact the number of configurations that can be evaluated. On the other hand, there are various techniques, such as early termination of ongoing runs or the initial use of smaller maximum cut-off times, to address this problem. In the literature, the use of smaller cut-off times has been suggested as a possible remedy [12, footnote 9].
version 12.4 of CPLEX, which was installed on our system, while AClib proposes to use version 12.6. However, there is no obvious reason to suspect that the particular version of CPLEX should affect our conclusions on the effect of capping inside irace, and we do not directly compare to results for the original AClib scenarios. Moreover, although both irace and SMAC are able to handle non-discrete parameter spaces, for ParamILS, all parameters have to be discretised, with all possible values specified explicitly in the scenario definition. There is some evidence that the use of non-discrete parameter spaces, where possible, leads to improved results [12] , thus giving an advantage to both irace and SMAC over ParamILS, unrelated to the capping mechanism, which is the focus of our comparison presented in Section 6. To avoid this bias, we only consider the variants of the scenarios where all parameters are discretised and explicitly specified. In all our experiments, we used the t-test to eliminate configurations within irace, as previously recommended for running time minimisation [21] . The comparisons presented in the following are based on 20 independent runs of all configuration procedures; multiple independent configurator runs are performed due to the inherent randomness of the configuration procedures and the configuration scenarios. The experiments were run on one core of a dual-processor 2.1 GHz AMD Opteron system with 16 cores per CPU, 16 MB cache and 64 GB RAM, running Cluster Rocks 6.2, which is based on CentOS 6.2.
In our empirical analysis of irace cap , we use mean running time as the performance criterion to be optimised by irace. Runs that time out due to reaching the cut-off time are then counted at this maximum cut-off time. In the literature, unsuccessful runs are often more strongly penalised, computing effectively the number of timed out runs multiplied by a penalty factor p f plus the mean computation time of the successfully terminated runs. In fact, the penalty factor p f converts the bi-objective problem of minimising the number of timed-out runs and mean time of successful runs into a single-objective problem. In this section, runs of irace attempt to minimise mean running time (with p f = 1), and we therefore assessed the performance of the resulting target algorithm configurations using this performance metric. In the supplementary material, we additionally present results for evaluating configurations using p f = 10 and p f = 100. In the literature, p f = 10 is commonly used and referred to as PAR10; consequently, in Section 6, all configurator runs and target algorithm evaluations are performed using PAR10 scores.
Experimental results
We first compare the results obtained by elitist irace and irace cap , using their respective default settings. Table 1 presents performance statistics over the 20 runs of both irace versions. The implementation of the proposed capping procedure proves to be beneficial for the scenarios used in these experiments. For the Regions 100, Regions 200, Corlat, and Spear scenarios, the results obtained by irace cap are significantly better than those of elitist irace, while for the Lingeling scenario, the results are not significantly different (however, irace cap still achieves a better mean than irace).
The elimination criterion of the capping procedure in irace cap only considers aggregated running time rather than its statistical distribution, and it is not ob- The capping procedure selects more configurations for elimination than the statistical test in all stages of the search, while the statistical test is mainly able to eliminate configurations in the initial phases of the search. As the race progresses, capping elimination quickly becomes mainly responsible for eliminating configurations, illustrating the importance of introducing it into irace.
The capping mechanism of irace cap and the increased elimination of configurations induce a highly intensified search. On average, irace cap performs in part many more iterations than irace and shows a lower average number of elite configurations per iteration. This results in an increased number of configurations sampled overall and instances used for evaluation (Table 2 ). 
Additional analysis of irace cap
In what follows, we examine in more detail the impact of some specific parameter settings of irace cap on its performance. For the sake of conciseness, we will only discuss overall trends; detailed results are found in supplementary material [20] .
Instance order. The order of the instances may introduce a bias in irace when the configuration scenario involves a heterogeneous instance set. By default, irace shuffles the order of the training instances. Without this shuffling, irace evaluates the instances in the order provided by the user. Since the set of previously used instances is evaluated in every iteration, elitist irace randomly permutes the order of previously seen instances (I old ) before each iteration to further avoid any bias that the previous order may introduce. Table A. 2 compares the results obtained by irace cap with and without this instance reshuffling. For most benchmark scenarios, disabling instance reshuffling produces better mean results and fewer timed-out runs; for Regions 200 and Lingeling, these differences are statistically significant. The main exception is the Spear scenario, where reshuffling leads to much improved results; this is probably due to the fact that this scenario contains a very heterogeneous instances set.
These results suggest that the impact of reshuffling depends on the given configuration scenario; we conjecture that for more heterogeneous instance sets, reshuffling the instance set becomes increasingly important. Investigating this conjecture in detail is an interesting direction for future work.
Confidence level of statistical test. The dominance criterion eliminates more configurations than the statistical test. Lowering the confidence level of the statistical test should lead to an even higher elimination rate of the latter and possibly improve the efficacy of the overall configuration process. We explored this possibility by lowering the confidence level in irace cap from its default value of 0.95 to 0.75. Table A. 3 in the supplementary material shows the impact of this change. The effects on the elimination of configurations can be observed in Figure A .5 in the supplementary material. As expected, the statistical test eliminates more configurations when setting the confidence level to 0.75. This also results in a small increase in the overall number of configurations evaluated and a reduction of the mean number of elite configurations (see Table A .4 in the supplementary material). The more aggressive test slightly improved the performance for three scenarios, yielding significantly better results for Regions 200. In contrast, a confidence level of 0.75 results in slightly worse performance on the Spear scenario, indicating that the eliminations performed with lower confidence can be premature.
If we completely disable statistical testing (confidence level 1.0), the performance of irace cap improves on Regions 100 and Regions 200, as seen in Table A .5 in the supplementary material. This suggests that the statistical test can prematurely eliminate configurations based on an incorrect criterion. Despite this, we still recommend keeping the default confidence level of 0.95, as a safe-guard that may be useful for configuration scenarios with possibly very different properties from the ones we are testing here.
Log-transformation of running times. When used for running time minimisation, irace makes use of the t-test for elimination. However, the potentially very large variability of target algorithm running times [10] often renders the distribution of running times far from normal, a situation that may be alleviated by using a transformation of running times -in particular, a logarithmic transformation. Applying this transformation has, however, only a significant effect on the Regions 200 scenario. Increasing the difference between the performance of configurations makes the elimination more aggressive and, as seen in other experiments, the Regions 200 scenario benefits greatly of this increased intensification. For the other scenarios, the impact on performance is negligible, as seen in Table A .6 in the supplementary material, probably due to the minor impact of the statistical test on the elimination of configurations.
Number of initial new instances. Finally, we performed experiments to evaluate the impact of adding new instances at the beginning of each race. If no new instances are added at the start, then new configurations can only become elite by performing better on exactly the same instances on which the current elites performed well in previous races. Even though the new configurations may be better on instances not seen yet, they may be eliminated before seeing them, unless those new instances are evaluated at the start. On the other hand, there are no running times available for new instances; this issue is addressed by first running the elite configurations on the new instances to avoid wasting too much computation time on possibly poor newly sampled candidate configurations. Table A.7 in the supplementary material shows the results for setting the number of new initial instances (T new ) to 0 (new instances are never added at the start of each race), 1 (the default setting) and 5. As previously observed for elitist irace [17] , a larger value of T new improves the performance of irace cap for the Spear scenario. While for the other scenarios, the differences are minor, there appears to be a tendency for the default value of 1 (or perhaps even a slightly larger value, such as 2 or 3) to result in the most robust behaviour. new to 0 may be beneficial for scenarios with a very large cut-off time, as used by default in AClib for the CPLEX scenarios. This should help to aggressively bound the running time at the start of each race, by using the running times of the elite configurations, thus avoiding the high cost of evaluating possibly poor configurations with a very large cut-off time. 
Comparison to other configurators
We compare the results obtained by irace cap with two other automatic configurators available in the literature, ParamILS and SMAC. Both have been widely used in the literature for running time minimisation. SMAC and ParamILS, as well as irace, were run using default settings. We chose not to include instance features in the configuration process and use only fully discretised configuration spaces; this was done to isolate as much as possible the impact of the new capping mechanism in irace, and to examine whether it would become competitive with other configurators that already used this technique. Considering features or non-discrete parameter spaces would introduce additional factors that are likely to affect performance beyond the impact of capping. Nevertheless, SMAC can also use instance features in the configuration process, which may improve its results; therefore, the results obtained here should be considered with caution for those scenarios in cases where these features are available. Yet, identifying how much of the improvement is due to instance features or due to differences in the capping methods between SMAC and other configurators would require a more extensive analysis that is left for future research. Additionally, SMAC and irace can handle real-valued parameters and, as already shown for SMAC in [12] , doing so may further improve performance. As mentioned previously, we ran irace cap , SMAC and ParamILS using the PAR10 evaluation on the scenarios described in Section 5. Table 3 shows the mean PAR10 execution times obtained from 20 runs of the configurators. In the on-line supplementary material, we present results with other penalty factors It is known that trajectory-based local search methods, such as ParamILS, can exhibit high performance variability over multiple independent runs due to search stagnation. A common practice for dealing with this situation, and for reducing the overall wall-clock time of the configuration process by means of parallelisation, is to perform multiple independent configurator runs concurrently and to return the best configuration found in any of these. This may not always be feasible when the average running times of configurations on instances are high, e.g., in the range of hours, in which case the parallelisation features of irace would be very useful. Nevertheless, we mimic this commonly applied approach and compare the performance of ParamILS, SMAC and irace cap based on the following resampling approach: From the 20 values of mean PAR10 performance previously obtained for each configurator on the test set of each scenario, we sample 10 values (uniformly at random and without repetition) and take the best of these samples. This is equivalent to running the configurator 10 times and determining the best of the configurations thus obtained. We repeat this process 20 times to obtain 20 replicates of the experiment. Table 4 shows the results thus obtained. ParamILS benefits most from multiple independent runs, achieving the statistically significantly best performance on the Regions 100 scenario and the best mean performance (though not statistically significantly different from that of irace cap ) on Lingeling. irace cap produces the statistically significantly best results on Regions 200 and Corlat, while SMAC shows the best mean performance for the Spear scenario.
Conclusions
In this work, we have extended irace, an automatic algorithm configuration procedure primarily designed for solution quality optimisation, with an adaptive capping mechanism. We have demonstrated that this results in substantial improvements in the efficacy of irace for running time minimisation, and our new irace cap configurator reaches state-of-the-art performance on prominent configuration scenarios. This considerably broadens the range of configuration scenarios on which irace should be seen as one of the methods of choice.
In future work, it would be interesting to explore which characteristics of a configuration scenario makes it particularly amenable to different variants of adaptive capping. Furthermore, we would like to investigate under which circumstances irace cap performs better (or worse) than other state-of-the-art configurators, notably SMAC [12] , ParamILS [13] and GGA++ [1] . We see this as an important step towards automatic selection of the configurator expected to perform best on a given scenario. This could improve the state of the art in automatic algorithm configuration and further boost the appeal of the programming by optimisation (PbO) software design paradigm [9] , which crucially depends on maximally effective configurators.
