Abstract. The primary focus of this paper is on designing inexact first-order methods for solving large-scale constrained nonlinear optimization problems. By controlling the inexactness of the subproblem solution, we can significantly reduce the computational cost needed for each iteration. A penalty parameter updating strategy during the subproblem solve enables the algorithm to automatically detect infeasibility. Global convergence for both feasible and infeasible cases are proved. Complexity analysis for the KKT residual is also derived under loose assumptions. Numerical experiments exhibit the ability of the proposed algorithm to rapidly find inexact optimal solution through cheap computational cost.
1. Introduction. In the last few years, a number of advances on first-order optimization methods have been made for unconstrained/constrained optimization problems in a wide range of applications including machine learning, compressed sensing and signal processing. This is largely due to their relatively low iteration computational cost, as well as their implementation easiness. Numerous works have emerged for solving unconstrained optimization problems, e.g. the stochastic gradient descent methods [5, 6, 7, 19] and mirror descent methods [3, 20] solving machine learning problems, soft-thresholding type algorithms [4, 15] for solving sparse reconstruction problems. For certain structured constrained optimization problems, many first-order methods have also captured researchers' attention, such as conditional gradient methods (also known as Frank-Wolfe methods) for solving principle component analysis problems [24] , gradient projection methods for solving various problems with structured constraints [16, 27] , and gradient methods on Riemannian manifolds [1, 26] .
On the contrary, little attention has been paid on first-order methods for solving general constrained optimization problems in the past decades. This is mainly due to the slow tail convergence of first-order methods, since it can cause heavy computational burden for obtaining accurate solutions. Most of the research efforts can date back to the successive linear programming (SLP) algorithms [2, 23] designed in 1960s-1980s for solving pooling problems in oil refinery. Among various SLP algorithms, the most famous SLP algorithm is proposed by Fletcher and Maza in [17] , which analyzes the global convergence as well as the local convergence under strict complementarity, second-order sufficiency and regularity conditions. The other well-known work is the active-set algorithmic option implemented in the off-the-shelf solver Knitro [12] , which sequentially solves a linear optimization subproblem and an equality constrained quadratic optimization subproblem.
The primary focus of this paper is to design an algorithmic framework of firstorder methods for nonlinear constrained optimization. Despite of their weakness on tail convergence, first-order methods are widely used for quickly computing relatively inaccurate solutions. Unlike second-order methods, the subproblems in first-order methods are often easier to tackle. If only inexact subproblem solutions are required to enforce the global convergence, the computational cost per iteration could further be reduced, which may be able to compensate for the inefficiency of the entire algorithm. To achieve this, one must carefully handle the possible infeasibility of the subproblem constraints. Many nonlinear solvers need sway away from the main algorithm and turn to a so-called feasibility restoration phase to improve the constraint satisfaction. In a penalty method, the penalty parameter needs to be properly tuned so that the feasibility of the nonlinear problem is not deteriorated, such penalty parameter updating strategy have been studies in [9, 10, 11, 13] for sequential quadratic programming methods.
1.1. Contributions. The major contribution of this paper is an algorithmic framework of inexact first-order penalty methods. The novelties of the proposed methods include three aspects. First, only inexact solve of each subproblem is needed, which can significantly reduce computational effort for each subproblem. Indeed, if the subproblem is a linear optimization problem, then only a few pivots by simplex methods can be witnessed, making the fast computation of relatively inaccurate solutions possible. The second novelty of our proposed methods is the ability of automatic detection of potential constraint inconsistencies, so that the algorithm can automatically solve for optimality if the problem is feasible or find an infeasible stationary point if the problem is (locally) infeasible. The last novel feature of our work is the worst-case complexity analysis for the proposed algorithm under loose assumptions. We show that the KKT residuals for optimality problem and feasibility condition need at most O(1/
2 ) iterations to reach below and for feasible cases the constraint violation locally needs at most O(1/
2 ) iterations-a novelty rarely seen in general nonlinear constrained optimization methods.
Organization.
In § 2, we describe the proposed framework of inexact firstorder penalty method. The global convergence and worst-case complexity analysis of the proposed methods are analyzed in § 3. Subproblems algorithms are discussed in § 4. Implementations of the proposed methods and the numerical results are discussed in § 5. Finally, concluding remarks are provided in § 6.
A Framework of Inexact First-Order Methods.
In this section, we formulate our problem of interest and outline a framework of inexact first-order penalty method. We present our algorithm in the context of the generic nonlinear optimization problem with equality and inequality constraints (NLP) where the functions f : R n → R and c i : R n → R for i ∈ E ∪ I are continuously differentiable.
We define utility functions to characterize first-order stationary solutions in our penalty method. Our algorithms either converge to a feasible stationary point of (NLP) or an infeasible stationary point. In both cases, the algorithms will converge to a stationary point of feasibility problem
where v is the constraint violation defined by
If this minimizer of (2.1) violates the constraints of (NLP), then it provides a certificate of infeasibility for (NLP). It can be shown that the Clarke's generalized gradients [14] of v, denoted by∂v(x), is given bȳ
A stationary point x for (FP) must satisfy
and it is called an infeasible stationary point if v(x) > 0. Despite the possibility that problem (NLP) may be feasible elsewhere, it is deemed that no further progress on minimizing constraint violation locally can be made. If the algorithm converges to a feasible point of problem (NLP), this point will be a stationary point of the 1 exact penalty function
with v(x) = φ(x; 0) = 0 for final penalty parameter ρ > 0. The Clarke's generalized gradients of φ, is then given by∂φ(x; ρ) = ρ∇f (x) +∂v(x), and a stationary point of φ(x; ρ) is characterized by 0 ∈ ρ∇f (x) +∂v(x).
Such a stationary point must satisfy the the first-order optimality condition
A first-order stationary point x for (NLP) thus can be presented as a stationary point of the penalty function with ρ > 0 and satisfying
T be the multipliers which make the first two summations in (2.5c) vanish. Such a point (x, λ) is called stationary for (NLP) since it corresponds to a Karush-Kuhn-Tucker (KKT) point (x, λ/ρ) for (NLP) [21, 22] . Also notice that (2.5) with ρ = 0 can be deemed as an equivalent statement of condition (2.3).
2.1. Subproblems. We now describe our technique for search direction computation which involves the inexact solution of subproblems that are constructed using merely the first-order information of (NLP). Once the details and properties of these subproblems have been specified, we will describe the penalty parameter ρ update strategy while iteratively solving the subproblems.
At the kth iteration, the algorithm seeks to measure the possible improvement in minimizing the linearized model of the penalty function φ(x; ρ) at x k . The linear model l(d; ρ, x k ) of penalty function at x k is defined as
where the constant ρf (x k ) is omitted for the ease of presentation. The local model l(·; ρ, x k ) is convex and the subdifferential of l(·; ρ, x k ) at d is given by
In particular, its subdifferential at d = 0 coincides with the Clarke's generalized subdifferential of φ(·; ρ) at
The subproblem solver aims to find a direction d k that yields a nonnegative reduction in l(·; ρ, x k ) and l(·; 0, x k ), i.e.,
The idea underlying this goal is that if one cannot achieve any further improvement in finding a nonzero d to reduce l(·; ρ, x k ) and l(·; 0, x k ), then x k is a stationary point for φ(x k ; ρ) and v(x k ) by (2.7). Such a direction d k can be found as an approximate minimizer of l(·; ρ k , x k ) for appropriate ρ k ∈ (0, ρ k−1 ] over a convex set X ⊆ R n containing {0}, i.e.,
To prevent infinite steps, we introduce the set X for imposing a trust region, which is defined as X := {d : d ≤ δ} for trust region radius δ > 0 and · such that (2.8)
and constant κ 0 > 0. The most popular choice for the norm here is the 2 -norm and ∞ -norm. The latter one results in a linear optimization subproblem, but it is not a requirement in our algorithm. We refer to (P) with ρ > 0 as a penalty subproblem and (P) with ρ = 0 as the feasibility subproblem. In the remainder of this paper, let
To alleviate the computational burden of solving subproblems (P) exactly, our algorithm accepts an inexact solution d k of (P) as long as it yields sufficient reduction in l compared with the optimal solution of (P). In particular, it is required that the model reductions in l(d; ρ, x k ) and l(d; 0, x k ) induced by d k is at least a portion of reduction of the optimal d * (ρ, x k ) and d * (0, x k ) respectively:
where β φ , β v ∈ (0, 1) with β v < β φ are prescribed constants and γ k ∈ R + is the relaxation error. Further details of γ k will be discussed in § 2.2.
It is often impractical to verify conditions (2.9a) and (2.9b), since it requires the exact optimal solution of subproblems. Instead, we will use a relaxed version to enforce (2.9a) and (2.9b) are satisfied. The Lagrangian dual of (P) is
If λ is dual feasible, then by weak duality, we have for any primal-dual feasible pair (d, λ) that
Using the dual values, we can require the direction d k to satisfy
for current dual feasible estimate λ k , so that (2.9a) and (2.9b) naturally hold by weak duality.
An interesting aspect to notice is that p(λ; ρ, x k ) consists of two parts. The first term is in fact the KKT optimality residual at (x k , λ) scaled by the trust region radius δ, while for
describes the complementarity, so that the problem (D) is indeed seeking to minimize the KKT residual at x k . Before proceeding to the design of penalty parameter updating strategy, we first provide a couple of results related to our subproblems and their solutions. 
0, x) = 0. Now we investigate the case when the equality holds:
where the last equivalence is by (2.7). This proves (i).
Following the same argument for l(d; ρ, x) and φ(x; ρ) using (2.7), (ii) holds true. To prove (iii), we know from (ii) that the condition in (iii) means x is stationary for φ(x; ρ). Therefore, there must exist λ i ∈ ∂ c v(c i (x)) such that 0 = ρ∇f (x) + i∈E∪I λ i ∇c i (x), which is equivalent to
Furthermore, it follows from λ i ∈ ∂ c v(c i (x)) that λ i ≥ 0, i ∈ I, with λ i = 0, if c i (x) < 0 and i ∈ I, meaning the complementary condition is satisfied. The constraints are all satisfied since v(x) = 0. Overall, we have shown that x is a KKT point with multipliers λ i /ρ, i ∈ E ∪ I, as desired.
Overall, the kth iteration of our proposed method proceeds as in Algorithm 1. First of all, a direction and penalty parameter pair (d k , ρ k ) is computed by a subproblem solver such that d k yields reductions that satisfy our conditions (2.11a) and (2.11b). Then a line search is executed to find a step size α k . Finally, the new iterate is set as x k+1 ← x k + α k d k and the algorithm proceeds to the next iteration. The proposed first-order method for nonlinear constrained optimization, hereinafter nicknamed FoNCO, is presented as Algorithm 2.1.
or stop if a stationarity certificate is satisfied.
6:
Let α k be the largest value in {θ
2.2. Penalty parameter update. At the kth iteration, the value ρ k ∈ (0, ρ k−1 ] needs to be updated to ensure the direction satisfies (2.11a) and (2.11b) as described in the previous subsection can successfully be found. The updating strategy for penalty parameter ρ consists of two phases. Phase I occurs within the subproblem solve and Phase II happens after solving the subproblem.
In the first place, let us consider the Phase I updating strategy employed within one subproblem solve. For ease of presentation, we drop the iteration number k and utilize the following shorthand notation
l(d; ρ) and p(λ; ρ) for the kth primal and dual subproblem objectives, respectively. Now problem (P) can be written as
After dropping the iteration number k, for a given ρ > 0, we can use (d * ρ , λ * ρ ) to represent an optimal primal-dual pair for the penalty subproblem corresponding to ρ; in particular, (d * 0 , λ * 0 ) represents an optimal primal-dual pair for the feasibility subproblem.
We are now ready to introduce the penalty parameter ρ updating strategy. Suppose our subproblem solver generates a sequence of {d (j) , λ (j) , ν (j) } where d (j) represents the feasible solution estimate for the primal penalty subproblem, λ (j) and ν (j) are the dual feasible solution estimate for the dual penalty and feasibility subproblems, respectively. First of all, we assume the subproblem solver finds primal solution estimate d (j) no worse than a trivial zero step (2.14)
the feasibility dual solution ν (j) is no worse than the penalty dual solution λ (j) and both of them are no worse than the initial penalty dual solution
Both of these are reasonable assumptions since if (2.14) (resp. (2.15)) were not to hold, meaning there is no solution can achieve larger reduction in the objective than d = 0. Lemma 1 indicates that this must be a certificate of stationarity for optimality or infeasibility. For dual iterates, one can simply use
if there is no better dual estimate than the initial dual estimate. Now, corresponding to the jth subproblem solver iterate, two ratios are defined:
being the primal penalty and feasibility subproblem objective at d = 0 for any ρ ∈ (0, ∞). Note that the numerators of ratios r 
then the model reduction must satisfy
where the first and second inequality follows by (R v ) and the optimality of λ * 0 with respect to the feasibility subproblem (which is known that p(λ * 0 , 0) ≥ 0) respectively, and the third one follows by strong duality. Thus condition (2.9a) is satisfied. In a similar way, if at the jth iteration, we have
; ρ (j) )).
Thus condition (2.9b) is satisfied. As discussed above, the values of ratios r
We need another ratio to measure the satisfaction of the complementarity. Define the index sets
and
The complementarity measure can be defined accordingly:
With an optimal primal-dual solution (d * ρ , λ * ρ ) for a penalty subproblem, one has
Therefore, for a given γ ∈ (0, ∞), the condition (R c ) will hold for sufficiently accurate primal-dual solutions of the penalty subproblem. For an inexact solution, we require that
Note that the numerator in r
is always positive due to the presence of γ > 0. Now we introduce the dynamic updating strategy (DUST) [9] stated as:
, perform the following:
• if (R φ ), (Rc), and (Rv) hold, then terminate;
• else if (R φ ) and (Rc) hold, but (Rv) does not, then apply (2.20);
For a fixed ρ, conditions (R φ ) and (R c ) will eventually be satisfied as the subproblem algorithm proceeds. However, this may not be the case for condition (R v ).
When this happens, d
k is deemed to be a "successful" inexact direction for minimizing the penalty function, but an "unsuccessful" direction for improving feasibility. The intuition underlying this phenomenon is that a large penalty parameter places too much emphasis on the objective function-a reason to reduce the penalty parameter. Thus we can update the parameter while solving the subproblem as follows. Given
we initialize ρ (0) ← ρ k−1 (from the preceding iteration of the outer iteration) and apply the subproblem solver to (P ) to generate
We continue to iterate toward solving (P ) until (R φ ) and (R c ) are satisfied. Then we terminate the subproblem algorithm if (R v ) is also satisfied or reduce the penalty parameter by setting
for some prescribed θ ρ ∈ (0, 1). It is possible that (R φ ), (R c ), and (R v ) all hold with d (j) = 0 causing the subproblem solver takes a null step. In such a case, we have the subproblem solver terminate with d (j) = 0, causing the outer iteration to take a null step in the primal space. This would be followed by a decrease in γ, prompting the outer iteration to eventually make further progress through solving the subproblem or terminate with a stationarity certificate.
On the other hand, if x k is not stationary with respect to φ(·, ρ) for any ρ ∈ (0, ρ k−1 ], but is stationary with respect to v, then for
. One should expect that (DUST) would only reduce the penalty parameter a finite number of times during one subproblem solve. If x k is near an infeasible stationary point, this may happen consecutively for many subproblems. This may quickly drive the penalty to 0, leading to an infeasible stationary point.
After solving the subproblem, we also consider an additional check of the penalty parameter. Letρ k be the value of the penalty parameter obtained by applying (DUST) within the kth subproblem solve. Then, given a constant
where the right-hand side of this inequality is guaranteed to be positive due to (R v ). This can be guaranteed by the following P osterior S ubproblem ST rategy:
so that (2.21) is always true by setting ρ k =ρ k . Thus the denominator in the latter formula (PSST) is always positive. On the other hand, if the choice ρ k =ρ k does not yield (2.21), then, by setting ρ k according to the latter formula in (PSST), it follows that
which means that
implying that (2.21) holds. This idea is similar to the updating strategy in various algorithms employing a merit function such as [8] . The difference is that this model reduction condition is imposed inexactly (due to the presence of γ k > 0), making (PSST) more suitable for an inexact algorithmic framework. We now summarize the framework of a subproblem solver employing the (DUST) and (PSST) in Algorithm 2.
Algorithm 2 A Framework of Subproblem Algorithm for Solving (P).
Generate a primal-dual feasible solution estimate (
Set ρ (j+1) by applying (DUST)
3. Convergence analysis.
In this section, we analyze the behavior of our proposed algorithmic framework. We first show that if (DUST) is employed within an algorithm for solving (P ), then, under reasonable assumptions on the subproblem data, it is only triggered finite number of times. The second part of this section focuses on the global convergence, which suggests that our proposed algorithm will either converge to a stationary point if (NLP) is feasible or an infeasible stationary point if (NLP) is infeasible under general assumptions.
One of the contributions in this paper is the complexity analysis for the proposed method. We derive the worst-case complexity analysis of the KKT residuals for both the nonlinear optimization problem (NLP) and the feasibility problem (FP). Local complexity analysis for constraint violation is also proved at the last part of this section.
3.1. Worse-case complexity for a single subproblem. The goal of this subsection is to show that the subproblem solver terminates after reducing the penalty parameter for a finite number of times by employing the (DUST) within the subproblem solver for solving (P ). Specifically, we can show that there exists a sufficiently smallρ such that for any ρ ∈ (0,ρ], if (R φ ) and (R c ) are satisfied, then (R v ) is also satisfied-a criterion that (DUST) will not be triggered and the subproblem solver should be terminated at this moment. Our complete subproblem algorithm utilizing (DUST) and (PSST) is stated as Algorithm 2. It should be clear that in the inner loop (over j) one is solving a subproblem with quantities dependent on the kth iterate of the main algorithm; see (2.13).
The assumption needed for this analysis is simply the primal-dual feasibility of the iterates, which is formulated as the following.
and ν (j) are feasible for (D ), and (2.14) and (2.15) hold.
We first show that the differences between the primal and dual values of the optimality and feasibility subproblems are bounded with respect to ρ. Therefore, as ρ tends sufficiently small, the optimality primal (dual) subproblem will approaches the feasibility primal (dual) subproblem.
Lemma 3. Under Assumptions 2, it follows that, for any j ∈ N,
with κ 2 := κ 0 δ g 2 and κ 3 = δ g . In particular, κ 2 = δ g 2 if · = · 2 and
Proof. For the primal values, it holds true that
where the second inequality is from the requirement (2.8). It then follows that
proving (3.1a).
The difference between the dual values is given by
completing the proof of (3.1b).
Now we are ready to prove our main result in this section, which needs the following definition
meaning that R is the set of subproblem iterations in which (2.20) is triggered.
Theorem 4. Suppose Assumptions 2 holds and let
Then we have the following two cases.
(i) If g = 0, then (DUST) is never triggered during the subproblem solve.
(ii) If g = 0, for ρ (j) ∈ (0,ρ], where
In other words, for any ρ (j) ∈ (0,ρ], the update (2.20) is never triggered by (DUST).
Proof. We first prove (i).
As for (ii), the denominator ofρ is positive since g = 0. We prove (ii) by contradiction and assume that R is infinite, indicating that the subproblem solver is never terminated and ρ (j) is reduced infinite many times and driven to 0. We have from (3.1a) that
which, after adding and dividing through by l
.
Thus, for any
it follows from the first inequality of (3.3) that
Following a similar argument from (3.1b), it follows that for any
one finds that
Overall, we have shown that for any ρ (j) ≤ρ withρ defined in (3.2), it follows that (3.4) and (3.5) both hold true. Since our supposition that R is infinite implies that ρ (j) → 0, we may now proceed under the assumption that j ∈ R with ρ (j) ∈ (0,ρ]. Let us now define the ratios
, where it must be true that r
v by the definition of operator (·) + . From (3.4)
However, this contradicts the fact that j ∈ R. Overall, since we have reached a contradiction, we may conclude that R is finite.
We can use Theorem 4 to estimate the number of reductions occured during a single subproblem solve, as well as a lower bound of the penalty parameter after solving the subproblem, which is summarized in the following theorem. Since it describes results about the main algorithm, we add back the k index to denote the kth iteration of main algorithm.
Theorem 5. Suppose Assumptions 2 holds, then after solving the kth subproblem, we have
Moreover, (DUST) is triggered at most
times during solving the kth subproblem.
Proof. From Theorem 4, we know that ifρ k ≥ ρ k−1 , then (DUST) is never triggered. If this is not the case, since ρ is reduced by a fraction whenever it is updated, from Theorem 4, we know the final ρ returned by the subproblem solver must satisfyρ
This completes the proof of (3.6). For (3.7), supposeρ k < ρ k−1 so that (DUST) is triggered during the subproblem solve. Also suppose afterĵ reductions, we have θĵ ρ ρ k−1 ≤ρ k . Taking logarithm of both sides, after simple rearrangement, we havê
Notice that both the denominator and the numerator are negative. This inequality, combined with (3.6), proves (3.7).
From (3.6) and (3.7) in Theorem 5, it would be worth noticing that many factors may affect the the number of times that (DUST) is triggered within a single subproblem.
• Smaller ∇f (x k ) will result in fewer (DUST) updates. Intuitively, in this case, l(d; ρ, x k ) is close to l(d; 0, x k ), so that any direction successful for optimality may be also successful for feasibility. As for larger ∇f (x k ) , we may need more updates.
• The accuracy tolerance γ k also affects the number of updates needed. If we have aggressively small γ k , meaning the subproblem needs to be solved more accurately, then (DUST) updates may happen more frequently.
• The trust region radius also plays a role in the number of (DUST) updates, and smaller δ may lead to fewer updates. This is reasonable since the difference between l(d; ρ, x k ) and l(d; 0, x k ) should be smaller in this case within trust region X.
• We can also see the influence of the algorithmic parameters here. A smaller θ ρ naturally leads to fewer updates but possibly smaller ρ since it is reduced more aggressively each time. It would be interesting to see that if one chooses β v → β φ (note β v < β φ ), then (DUST) may occur a lot more times. The intuition of this case is that we require a direction successful for optimality should also be the same successful for feasibility, which could only happen for very small ρ.
Global Convergence.
In this subsection, we show that if (DUST) and (PSST) are used to solve (NLP) in a penalty-SLP algorithm. Then, the algorithm can converge from any starting point if we have reasonable assumptions. Specifically, if (DUST) and (PSST) are only triggered a finite number of times, then every limit point of the iterates is either infeasible stationary or first-order stationary for (NLP). Otherwise, if (DUST) and (PSST) are triggered an infinite number of times, driving the penalty parameter to zero, then every limit point of the iterates is either an infeasible stationary point or a feasible point at which a constraint qualification fails to hold.
For the analysis in this section, we extend our use of the sub/superscript k to represent the value of quantities associated with iteration k ∈ N. For instance, R k denotes the set R defined in §3.1 at the kth iteration.
In the whole process of analysis, we assume the following.
Assumption 6. Functions f and c i for all i ∈ E ∪ I, and their first-and secondorder derivatives, are all bounded in an open convex set containing {x k } and {x k +d k }. Also assume that γ k → 0.
Define the index set U := {k ∈ N : R k = ∅}.
Moreover, for every k ∈ U, let j k be the subproblem iteration number corresponding to the value of the smallest ratio r v , i.e.,
Also, define the index set T := {k ∈ N : ρ k is reduced by (PSST)}.
From these definitions, it follows that ρ k < ρ k−1 if and only if k ∈ U ∪ T . We also have the following fact about the subproblem solutions, the proof of which is skipped here since it can be easily derived by noticing d Lemma 7. Under Assumption 2 and 6, it follows that, for all k ∈ N, the stepsize satisfies
We now prove that, in the limit, the reductions in the models of the constraints violation measure and the penalty function vanish. For this purpose, it will be convenient to work with the shifted penalty function
where f (its existance follows from Assumption 6) is the infimum of f over the smallest convex set containing {x k }. In the following lemma, it proves that the function ϕ possesses a useful monotonicaity property.
Lemma 8. Under Assumption 2 and 6, it holds that, for all k ∈ N,
Proof. From the line search condition (2.12)
Then (3.8) follows from this inequality, Lemma 7, the fact that {ρ k } is monotonically decreasing, and f (x k+1 ) ≥ f for all k ∈ N.
We now show the model reductions and duality gap all vanish asymptotically.
Lemma 9. Under Assumption 2 and 6, the following limits hold.
Proof. Let us first prove (i) by contradiction. Suppose that ∆l(d k ; ρ k , x k ) does not converge to 0. Then, there exists a constant > 0 and an infinite K ⊆ N such that ∆l(d k ; ρ k , x k ) ≥ for all k ∈ K. It then follows from Lemma 8 that ϕ(x k ; ρ k ) → −∞, which contradicts the fact that {ϕ(x k , ρ k )} is bounded below by zero. Therefore, ∆l(d k ; ρ k , x k ) → 0. The second limit in (i) follows from (2.21) and γ k → 0. The limits in (ii) and (iii) follow directly from the limits in (i) and the inequalities in (2.17) and (2.18) along with γ k → 0; (iv) follows directly from (iii).
We now provide our first global convergence theorem. Proof. Part (i) and part (ii) follow by combining Lemma 9(iv) with Lemma 1(i) and Lemma 9(iv) with Lemma 1(ii) respectively.
We prove (iii) by contradiction. Suppose there exist infinite K * ⊆ N and
. This contradicts Lemma 8, which shows that ϕ(x k , ρ k ) is monotonically decreasing. Therefore, the set of limit points of {x k } must be all feasible or all infeasible.
The result of Theorem 10 is satisfactory in the case when ρ k → ρ * > 0, in which case it is proved that any limit point of the primal sequence is a KKT point for (NLP). However, more should be said in the case that ρ k → 0; in particular, in the following results, we look further at this case and aim to show that it will only occur if any limit point of the algorithm is an infeasible stationary point or a feasible point at which a constraint qualification fails to hold. For this analysis, we first provide the following.
Lemma 11. Suppose Assumption 2 and 6 hold and ρ k → 0. Let x * be a limit point of {x k } k∈U ∪T that is feasible for (NLP) with infinite S ⊆ U ∪ T such that {x k } k∈S → x * . Then, the following hold true.
Proof. For part (i), if |S ∩ U| is finite, then there is nothing left to prove. As a result, we assume that |S ∩ U | = ∞. By observing that, for all k ∈ N, it holds that
where the first inequality is by (2.14) and the second one is by the definition of l, which ensures that l(d
} is bounded because of the trust-region constraint. Accordingly, the limit in part (i) holds due to |S ∩ U | = ∞ and {v(x k )} k∈S∩U → 0 with ρ (j k ) → 0. Now consider part (ii). If |S ∩ U| is infinite, then for a limit point λ * there must exist an infinite S U ⊆ S ∩ U such that {λ (j k ) } k∈S U → λ * . Then, it follows that
where the first and the second inequality follows from weak duality, (R φ ) and γ k → 0 separately. And the last equality follows from part(i) and γ k → 0. This means that λ * is optimal for p(·; 0, x * ). On the other hand, if |S ∩ U| is finite, then |S ∩ T | must be infinite, in which case for a limit point λ * there must exist an infinite
from Lemma 9(ii), meaning that λ * is optimal for p(·; 0, x * ). For part (iii), first we can observe that
and that χ(d, λ; x k ) can be viewed as a weighted variant of this sum with weights
We can also observe that (R c ) holds at any primal-dual point
owing to the facts that
Three cases are considered in the following.
Case (a): Assume there exists an infinite S U ⊆ S ∩ U such that
Then, it must be true that λ
∞ ≥ β v for all k ∈ S U ; actually, if this were not the case, then for some k ∈ S U one would find from the definition of χ and (3.12) that
contradicting (3.10). In this case, combining the boundedness of {λ (j k ) }, Assumption 6(iv) and the fact that λ (j k ) ∞ ≥ β v for all k ∈ S U shows that {λ (j k ) } k∈S∩U has a nonzero limit point, proving part (iii), as desired. Case (b): Assume there exists an infinite S T ⊆ S ∩ T such that
Then, it must be true that λ k ∞ ≥ β v for all k ∈ S T ; actually, if this were not the case, then for some k ∈ S T one would find from the definition of χ and (3.13) that
contradicting (3.11) . In this case, combining the boundedness of {x k } k∈T , Assumption 6(iv), and the fact that λ k ∞ ≥ β v for all k ∈ S T shows that {λ k } k∈S∩T has a nonzero limit point, proving part (iii), as desired. Case (c): Suppose that (3.12) and (3.13) only hold for finite subsets of S ∩ U and S ∩ T .
In this case, there exists a sufficiently largek ∈ N such that
We can further assume that λ (j k ) ∞ < β v for all k ∈ S ∩ U with k ≥k and λ k ∞ < β v for all k ∈ S ∩ T with k ≥k; since otherwise, as in Cases (a) and (b), respectively, part (iii) would hold. Now, for k ≥k with k ∈ S ∩ U, it follows from (3.14) that
from which it follows that
This indicates that (DUST) is not triggered at any iteration k ≥k with k ∈ S ∩ U. The definition of U implies that S ∩ U is finite. On the other hand, for k ∈ S ∩ T with k ≥k, it holds that (3.16)
where the first inequality is from the definition of p(λ k ; ρ k , x k ). Since (R φ ) is satisfied, the first inequality in (2.18) and (3.16) imply
Therefore, we know that (PSST) is not triggered in any iteration k ∈ S ∩ T with k ≥k. The definition of T means that S ∩ T is finite. In general, in this case, S ∩ U and S ∩ T are finite which means that S is finite. However, this contradicts the statement of the lemma, which defines S to be finite. Overall, since Case (c) leads to a contradiction, it follows that either Case (a) or (b) must occur, which proves part (iii). Now we are ready to prove a theorem about the behavior of the algorithm when the penalty parameter is driven to zero. The theorem involves a statement about points satisfying the well-known Mangasarian-Fromovitz constraint qualificatioin (MFCQ). Defining A(x) = {i ∈ I : c i (x) = 0} and N (x) = {i ∈ I : c i (x) < 0}, the MFCQ is defined as follows.
Definition 12.
A point x satisfies the MFCQ for problem (NLP) if v(x) = 0, {∇c i (x) : i ∈ E} are linearly independent, and there exists d ∈ R n such that
The equivalent form, namely the dual form [25] of MFCQ, states that λ = 0 is the unique solution of
We are now ready to state and prove the main result.
Theorem 13. Suppose Assumption 2 and 6 hold and ρ k → 0. Then, every limit point of {x k } k∈U ∪T is either an infeasible stationary point or a feasible point where the MFCQ does not hold.
Proof. By Theorem 10(i), any limit point of {x k } k∈U ∪T is either feasible or an infeasible stationary point. If any such point is infeasible, then there is nothing left to prove. Therefore, we can let x * denote a feasible limit point of {x k } k∈U ∪T . Our goal is to show that the MFCQ fails to hold at x * . Let S ⊆ U ∪ T be an infinite set such that {x k } k∈S → x * . Theorem 11(iii) says there exists a nonzero limit point λ * of {λ
In addition, from Lemma 9, it follows that (3.18)
Note that λ * = 0 by Lemma 11. Therefore, (3.19) violates the dual form of MFCQ, completing the proof.
In the following corollary, we summarize the results of all of our theorems . Corollary 14. Suppose Assumption 2 and 6 hold. Then, exactly one of the following occurs (i) ρ k → ρ * for some constant ρ * > 0 and each limit point of {x k } either corresponds to a KKT point or an infeasible stationary point for problem (NLP).
(ii) ρ k → 0 and all limit points of {x k } are infeasible stationary points for (NLP). (iii) ρ k → 0, all limit points of {x k } are feasible for (NLP), and the MFCQ fails to hold at all limit points of {x k } k∈U ∪T .
3.3. Worst-case complexity for KKT residuals. In this subsection, we aim to show the worst-case complexity of the KKT residuals for both the penalty problem and the feasibility problem, which are denoted as
The subproblem always chooses dual feasible variables λ k and ν k satisfying (2.5b). Therefore, we verify the satisfaction of complementarity (2.5c) by defining the complementary residual as
Obviously, the KKT residual complexities depend on many factors especially the subproblem tolerance {γ k }, since they represent how accurately the subproblems are solved. We make the following assumption about {γ k }.
Assumption 15. The subproblem tolerance {γ k } are selected such that γ k ≤ ηk −ζ/2 with constant η > 0 and ζ ≥ 1.
The parameters η and ζ control accuracy of the subproblem solution. Larger ζ or small η means more accurate subproblem solution is needed.
The following lemma establishes the relationship between the KKT residual and complementarity residual for feasibility and optimality problems.
Lemma 16. Under Assumption 2, 6 and 15, it holds that, for all k ∈ N,
which follows from the fact that (where we temporarily use c
On the other hand, it holds that
Combining the above yields (3.20) and (3.21) . The same argument applied to l(0; 0, x k ) − p(λ k ; 0, x k ) and (R v ) proves (3.22) and (3.23).
As the sequence {ϕ(x k , ρ k )} has been shown in Lemma 8 to be monotonically decreasing, we can denote the initial penalty function value ϕ 0 := ϕ(x 0 , ρ 0 ) and the limit ϕ * := lim k→∞ ϕ(x k , ρ k ) and derive the following complexity results for model reductions.
Lemma 17. Under Assumption 2, 6 and 15, for any > 0, the following statements hold true (i) It needs at most
Proof. For Part (i), from Lemma 8, summing up both sides of (3.8) from 0 to k gives
completing the proof of (i). It follows from (2.21) that
Part (i) and Assumption 15 implies if
completing the proof.
Lemma 16 and 17 immediately lead to our main results.
Theorem 18. Under Assumption 2, 6 and 15, given > 0, the following statements hold true.
(i) It requires at most
Proof. Part (i) can be derived by requiring
and then combining (3.20) and Lemma 17(i).
Part (ii) can be derived by requiring 3.4. Local complexity of constraint violation. We have summarized the (global) complexity of stationarity and complementarity for both feasible and infeasible cases in Theorem 18, and the dual feasibility is maintained all the time during the iteration of the algorithm. Therefore, we still need to analyze the complexity of primal feasibility when the iterates converge to an optimal solution. Notice that this is not a concern in the infeasible case, since Theorem 18 is sufficient for the complexity of KKT residuals of the feasibility problems. Therefore, in this section, we assume that {x k } only has feasible limit points. The analysis of the behavior v(x) may rely on the monotonic behavior of the penalty function. However, from Corollary 14, one cannot expect v(x) decreases steadily over the iterations. In early iterations, it could happen that the constraint violation continues deteriorating while the objective is improving. Instead we should focus on the local behavior of v(x) around a limit point x * . Our analysis for v(x) applies to the case that {x k } converges to a feasible x * where strict complementarity is satisfied.
We summarize the local complexity of constraint violation v(x) of {x k } in the following theorem.
Theorem 19. Under Assumption 2, 6 and 15, suppose that {(x k , λ k )} → (x * , λ * ) with v(x * ) = 0 and −e < λ * E < e, 0 < λ * I < e. Then for any 0 < τ < 1 − λ * ∞ , there existsk ∈ N such that the following statements hold true:
Proof. We first prove Part (i). Given 0 < τ < 1 − λ * ∞ , there existsk ∈ N such that for all k ≥k, the following holds
Therefore,
This, combined with (3.24), yields
completing the proof of Part (i). Part (ii) follows naturally from Theorem 18(ii) by replacing starting point x 0 with xk.
We emphasize that the local complexity result is derived under quite loose assumptions compared with other nonlinear optimization methods. The strictly complementary condition in Theorem 19 is commonly used in penalty-SQP methods for analyzing the local convergence rate [11, 8] . Indeed, second-order methods (interior point methods or SQP methods) for constrained nonlinear optimization generally analyze local convergence by assuming strictly complementary condition, regular condition and second-order sufficient condition. These three conditions are also required to hold true in [17] for analyzing the local behavior of the SLP algorithm.
The other aspect to notice is about the constant ζ, which controls how fast γ k tends to 0. The complexity results we have derived consists O( −2 ) and O( −2 ). If we choose ζ ≥ 1, meaning γ k ∼ O(k −1 ), then overall we have O( −2 ) in the complexity results. On the contrary, if we want to drive γ k to zero slower than O(k −1 ), then we have O( −2/ζ ) in the complexity results.
4. Subproblem algorithms. In this section, we apply simplex methods to solve the subproblem by focus on ∞ norm trust region in (P ) . Since the discussion focus on the subproblem at the kth iteration, we drop x k and the iteration number k and use the shorthand notation as introduced in § 2.2.
Using ∞ norm trust region in (P ) results in subproblem
by adding auxiliary variables (r, s, t). To see how a primal simplex method could benefit from the structures of (4.1), we rewrite the standard form of (4.1) as
and adding slack variables (u, v, w). The benefits of using a simplex for solving such a linear optimization subproblem in our proposed method can be summarized as follows.
• The linear optimization subproblem (4.1) is always feasible and bounded due to the presence of slack variables and the trust region.
• There exists a basic feasible solution for the tableau
so that tableau can always be trivially initialized.
• During pivoting, the complementary condition is always satisfied, i.e.,
implies χ(d, λ) = 0 is always true. Therefore r c = 1 > β c simplifies our penalty parameter updating strategy.
• The quantities l(d; ρ), p(λ; ρ) and v i ( a i , d + b i ) used for computing ratios r φ , r c and r v can be easily extracted from the tableau. Moreover, d can be extracted easily from the last column of the tableau and λ can also be extract from the last row of the tableau.
• After reducing ρ during pivoting, it is only needed to change the row of the objective vector in the tableau. With a new ρ, the current iterate remains basic feasible, so that the simplex method can continue with a "warm-start" basic feasible initial point.
Numerical experiments.
In this section, we list our findings for applying FoNCO on a collections of nonlinear problems.
5.1. Trust region radius updates. We fix the trust region radius to simplify the analysis. However, in practice, dynamically adjusting the radius helps to improve the algorithm efficiency. In our implementation, the radius is adjusted as described below. Define ratio
The trust radius is updated as
where 0 < σ <σ < 1 and δ max > δ min are prescribed parameters. We chooseσ > β α such that the Armijo line search condition holds naturally true if σ k >σ. In this case, the back-tracking line search is skipped after solving the subproblem. We do not consider repeatedly rejecting the trust region radius and resolving the subproblem if σ k < σ. If the trust region radius is reduced to be smaller than δ min , we stop further reducing the trust region radius and continue with line search. In either case, our theoretical analysis still holds.
Implementation. Our code
1 is a prototype Python implementation using package NumPy. Define the relative KKT error as
The algorithm is terminated if kkt < 10 −4 and constraint violation v(x k ) < 10 −4 . Otherwise, the algorithm is deemed to fail within the maximum number of iterations. Denote Iter ps as the maximum number of iterations for the subproblem solver. The relaxation parameter γ k is updated as
The parameter values used in our implementation are listed in the following Table 1. 1 https://github.com/DataCorrupted/FoNCO. 
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We tested our implementation on 126 Hock-Schittkowski problems [18] on a ThinkPad T470 with i5-6700U processor. The detailed performance statistics of FoNCO is provided in Table 3 , where column name is explained in Table 2 .
We have the following observations from the experiment.
• Our algorithm solves 113 out of these 126 problems , attaining a success rate ≈ 89.7%. We noticed that some problems are sensitive to the selection of trust region radius. For examples, problems HS87, HS93 HS101, HS102 and HS103 failed with initial trust region radius 1. We re-ran those 5 problems with a smaller initial trust region radius δ 0 = 10 −4 . All these 5 problems are solved successfully. We believe the robustness of our proposed algorithm could be improved with a more sophisticated trust region radius updating strategy.
• Simplex method employed in our implementation is very efficient. Figure 1 shows the histogram of average number of pivots per iteration for 113 successful problems. We can see that for the majority of the cases, pivot per iteration is less than 5. • Compared with second-order methods, SLP may take more outer iterations to compute for a high accuracy solution. However, the lower computational cost of each subproblem might be able to compensate for more outer iterations.
6. Conclusion. In this paper, we have proposed, analyzed, and tested an algorithmic framework of first-order methods for solving nonlinear constrained optimization problems that possesses global convergence guarantees for both feasible and infeasible problems instances. The worst-case complexity of KKT residuals for feasible and infeasible cases have been studied as well as the local complexity for constraint violation for feasible cases.
Numerical results demonstrated that the proposed methods work on HS test problems. We remark, however, the selection of trust region radius and its updating strategy plays a key role in the robustness of the methods. It would be interesting to develop more efficient updating strategies and study how the complexity could be affected by the trust region. 
