Abstract We give an a priori analysis of a semi-discrete discontinuous Galerkin scheme approximating solutions to a model of multiphase elastodynamics which involves an energy density depending not only on the strain but also the strain gradient. A key component in the analysis is the reduced relative entropy stability framework developed in [Giesselmann 2014]. We prove optimal bounds for the strain and the velocity in an appropriate norm.
Introduction
Our goal in this work is to introduce the reduced relative entropy technique as a methodology for deriving a priori error estimates to finite element approximations of a problem arising in elastodynamics. In particular, this work is concerned with providing a rigorous a priori error estimate for a semi (spatially) discrete discontinuous Galerkin scheme approximating the solution of a multiphase problem in nonlinear elasticity. We consider a model for shearing motions in an elastic bar undergoing phase transitions between phases corresponding to different (intervals of shear) strains. The model is based on the equations of nonlinear elastodynamics with a non-convex energy density regularized by an additional (quadratic) dependence of the energy density on the strain gradient. Such models are frequently called "second (deformation) gradient" models [20] . It should be noted that (due to the non-convexity of the energy) it is not immediately obvious what an appropriate stability theory is. A possible answer to this question was given in [16] where a modification of the relative entropy approach was presented, which uses the higher order regularizing terms in order to compensate for the non-convexity of the energy.
The relative entropy framework for hyperbolic conservation laws endowed with a convex entropy was introduced in [8, 12] . For systems of conservation laws describing (thermo)-mechanical processes the notion of (mathematical) entropy follows from the physical one [9] . The generalization of the relative entropy techniques to entropies which are quasi or polyconvex is by now standard and is discussed in detail in [9] . It should be noted, however, that the model considered in this study does not fall into this framework which requires us to build our analysis around the stability framework from [16] .
Our analysis is based on deriving a space discrete version of the modified relative entropy framework from [16] . This enables us to derive an estimate for the difference of solutions to our semi-discrete scheme and a perturbed version thereof. We combine this stability framework with appropriate projection operators which enable us to show that the exact solution satisfies a perturbed version of the numerical scheme.
In order to be more precise let us introduce the equations under consideration: In one space dimension the equations of nonlinear elasticity read
where u is the strain, v is the velocity and W = W (u) is the energy density given by a constitutive relation. They can also be cast as a nonlinear wave equation for the deformation field y satisfying ∂ x y = u :
A priori estimates for continuous finite element and dG schemes approximating the wave equation can be found in [24, 21, 25] . For (1.1) to describe multiphase behaviour the energy density W needs to be non-convex which makes (1.1) a problem of mixed hyperbolic-elliptic type. This leads to many problems concerning e.g. uniqueness of solutions to (1.1). To overcome the difficulties caused by the hyperbolic-elliptic structure either a kinetic relation [1, 22] needs to be introduced, or regularizations of (1.1) need to be considered. We will study the numerical approximation of systems arising from the second approach. In particular, we will study the following regularized problem which was considered by many authors [13, 23, 2, 19, 28, 27 , e.g.]:
where µ ≥ 0, γ > 0 are parameters which scale the strength of viscous and capillary effects. It should be noted that (1.2) is a physically meaningful model in itself, which also can be written in wave equation form
3)
The numerical simulation of the model at hand and similar models, like the Navier-StokesKorteweg system, has received some attention in recent years [5,4,11,20,17,29, e.g.] . Indeed it turned out that stability of numerical solutions is not easy to obtain. In [29] an a priori analysis is carried out under the assuption that W is linear. We are interested in the case that γ is small. In this case it is expected that solutions of (1.2) display thin layers at phase boundaries. Thus, we advocate the use of discontinuous Galerkin (dG) finite element methods.
The remainder of the paper is organized as follows: After giving some basic definitions we study well-posedness of (1.2) and its associated energy in §2. In §3 we define the semi-discrete dG scheme and describe some immediate properties of the involved (discrete) operators. In §4 we derive a discrete version of the reduced relative entropy framework and derive a stability estimate for solutions of a perturbed version of the numerical scheme. §5 is devoted to the construction of projection operators. The aim is to show that the projection of the exact solution of (1.2) is a solution to a perturbed version of our dG scheme. In order to derive the projection operators we need to study the gradient operators used in the dG scheme in more detail. We combine the results of the preceding sections in §6 in order to derive an error estimate for our dG scheme. Finally in §7 we conduct some numerical benchmarking experiments.
Preliminaries, well-posedness and relative entropy
Given the standard Lebesgue space notation [7, 14] we begin by introducing the Sobolev spaces.
which are equipped with norms and seminorms
respectively, where derivatives D α are understood in a weak sense. We also make use of the following notation for time dependent Sobolev (Bochner) spaces:
For any function space the subspace of functions with vanishing mean is denoted by subscript m.
We complement (1.2) with periodic boundary conditions. To make this obvious in the notation we consider (1.2) on [0, T )×S 1 for some T > 0 where S 1 denotes the flat circle, i.e., the interval [0, 1] with the endpoints being identified with each other. We also need an initial condition u(0, ·) = u 0 for some u 0 : S 1 → R whose regularity we will specify later. We assume W ∈ C 3 (R, [0, ∞)) but make no assumption on the convexity of W . The standard application we have in mind is that W has a multi-well shape.
The well-posedness of (1.2) can be ensured using semi-group theory:
Then, there exists some T > 0 such that the problem (1.2) has a unique strong solution (u, v) satisfying
In case k = 3 the solution exists for arbitrary times T > 0. This, indeed, relies on the compatibility of the model with the second law of thermodynamics, i.e., the following energy dissipation equality which is well-known.
Lemma 1 (Energy balance for (1.2)) Let T, γ > 0 and µ ≥ 0 be given and let
be a strong solution of (1.2). Then, the following energy balance law holds in (0, T ) × S 1 :
Proof of Proposition 1. The result for k = 3 can be found in [16] . We will show the result for k = 4, the generalization to k ≥ 5 is straightforward. Note that by forming the x-derivative of (1.3) we obtain the following equation for u = ∂ x y
where ∂ x y is considered to be already given (from the result for k = 3). With z = (u, ∂ t u) ⊺ this can be cast in abstract form as
Let us define the spaces
For every w ∈ X it holds that ∂ x w ∈ H 1 m (S 1 ) such that, by Poincaré's inequality,
define a scalar product and a norm on Y. The operator A is densely defined on Y with
The operator A induces a C 0 semi-group on Y which can be seen analogously to the arguments in [2] using {sin (2nπ·) , cos (2nπ·) : n ∈ N} as a basis of X. Note that for all t ≥ 0 it holds that
due to our assumptions on the initial data and the fact that the wave equation (2.8) can be recast as conservation laws for ∂ x u, ∂ t u. The semi-group induced by A is, in fact, contractive as any solution (z 1 , z 2 ) of
(2.14)
Moreover, the map f : Y → Y is locally Lipschitz continuous, as estimates for y H 2 (S 1 ) are already known from the result for k = 3. Invoking [26, Thm. 5.8] we infer that it exists a maximal time of existence T m ∈ (0, ∞] and a unique strong solution (z 1 , z 2 ) of (2.8) with
Now that we have obtained z 1 we may define someỹ as the primitive of z 1 with mean value zero. It is straightforward to check, by integrating (2.8), thatỹ indeed solves (1.3). As the solution of (1.3) is unique we have y =ỹ which implies z 1 = ∂ x y. This induces the desired additional regularity of y.
The equations for higher spatial derivatives of y can be obtained analogously to (2.8) and the arguments can be modified in a straightforward fashion.
Semi-discrete dG scheme
We consider the approximation of (1.2) by a semi-discrete discontinuous Galerkin scheme. To define the scheme let us first introduce some standard notation: Let I := [0, 1] be the unit interval and choose 0 = x 0 < x 1 < · · · < x N = 1. We denote I n = [x n , x n+1 ] to be the n-th subinterval and let h n := x n+1 − x n be its size. By h we denote the mesh-size function S 1 → [0, ∞)., i.e., h| In = h n and h := max h n . For the purposes of this work, we will assume that hN ≤ C for some C > 0. For q ≥ 1 let P q (I) be the space of polynomials of degree less than or equal to q on I, then we denote
to be the usual space of piecewise q-th order polynomials for functions over I. By
we denote the subspace of functions with vanishing mean. In addition we define jump and average operators by
We will also denote the L 2 projection operator from L 2 (S 1 ) to V q by P q . We will examine semi-discrete numerical schemes which are based on the following reformulation of (1.2) using an auxiliary variable τ :
In the semi-discrete numerical scheme the quantities
given the initial conditions
bilinear form which is a consistent discretisation of the weak form of the Laplacian. We will describe our assumptions on a d h below. For any w ∈ V q the discrete gradients G ± [w] are defined by
where the periodic boundary conditions are accounted for by w 0 := w(x
). In the sequel we will use the convention that C > 0 denotes a generic constant which may depend on q, the ratio of concurrent cell sizes, γ, W , but is independent of h and the exact solution (u, v). We impose that the bilinear form a d h is coercive and stable with respect to the dG-norm, i.e., there exists a C > 0 such that for all w,w
where
is the interior penalty method
for some σ ≫ 1, and
). In addition, we need a d h to satisfy the following approximation property. For some w ∈ H 2 (S 1 ) let P[w] be the Riesz projection of w with respect to a d h , i.e., the unique function in V q satisfying
We impose on a d h that for every w ∈ H q+2 (S 1 ) we have
These conditions are also satisfied by the interior penalty method (3. 
.4] and by standard inverse and trace inequalities
Lemma 2 (Properties of discrete gradients) The discrete gradients G ± have the following duality property:
The discrete gradients G ± have the following stability property: For all q ∈ N there exists C > 0 independent of h such that
Proof The proof of (3.12) follows immediately from the definition of
The proof of (3.13) uses standard inverse inequalities.
Remark 1 (Discrete entropy inequality) Using the test functions Φ = τ h , Ψ = v h and Z = ∂ t u h in (3.5) and employing the duality (3.12) it is straightforward to see that our semi-discrete scheme satisfies the following entropy dissipation equality for 0
The reader may note that this is similar to the entropy dissipation equality obtained in the fully discrete case in [17] . However there are also differences: In [17] the authors required the dissipative term to be coercive (with respect to the dG-norm) and "central" discrete gradients were used instead of the one sided versions G ± here.
Remark 2 (L ∞ bound for u h .) As the numerical scheme dissipates discrete energy, a
, · L∞ ) and the mean of u h is constant in time we observe that u h L∞(0,T ;L∞(S 1 )) is bounded in terms of the initial (discrete) energy.
Remark 3 (Choice of discrete operators) While the precise choices of "surface energy" and dissipation terms (on the discrete level) were somewhat arbitrary in [17] this is not the case here. Our analysis heavily relies on the fact that a d h is coercive on V m q in order to infer an error estimate from the relative entropy estimate Corollary 1. We choose the same kind of gradient operators for discretising the viscous term in (3.5) as for the gradient in the continuity equation in order to simplify the estimates for the residual R v in Proposition 3. Let us finally note that the roles of G + and G − in (3.5) could be interchanged.
Lemma 3 (Stability of the L 2 projection) The P q projection is stable with respect to the dG-seminorm.
Proof Arguing similarly to the proof of [15, Lem 4.6] we have for any w ∈ H 1 (T ) 15) concluding the proof.
We are now in position to prove the existence of solutions to (3.5) for arbitrary long times:
Lemma 4 (Existence and uniqueness to the discrete scheme (3.5)) For given initial data u
Proof To some w h ∈ V q let ∆ h w h denote the unique element of V q satisfying
Using this notation we may remove τ h from (3.5) and rewrite it is
This can be written in more abstract form as
2 is continuous, due to inverse estimates and stability of projection operators. As V q is finite dimensional we do not need to choose a norm on V q . From Remark 1, the coercivity of a d h (3.7) and the fact that the mean value of u h does not change over time we infer that z(t) remains in some bounded set K ⊂ (V q ) 2 (depending on the initial data) as long as a classical solution exists. Note that this conclusion does not require any growth assumptions on W. Note also that K can be chosen such that for any initial data z 0 ∈ K solutions remain in K.
Thus, the regularity of W implies that Df (z) is a uniformly bounded operator for all z ∈ K. Thus, Picard-Lindelöf's theorem implies that for any initial data z 0 ∈ K there is a local solution to (3.5) with a minimal time of existence bounded uniformly from below.
Let us now assume that initial data z 0 ∈ (V q ) 2 are given and there is a maximal finite interval of existence [0, T m ) with T m < ∞ of the associated solution. Let K be the set of elements in (V q ) 2 with energy smaller or equal to the energy of the initial data. Then the solution can be evaluated on an increasing sequence of times (t i ) i∈N with
Then, there is some i such that the difference between T m and t i is smaller that the minimal time of existence of solutions for (3.5) with initial data in K. Thus, we can extend the solution on [0, T m ) by the solution with "initial" data (t i , z(t i )) which is a contradiction to the maximality of T m .
The discrete relative entropy framework
The stability analysis of (nonlinear systems of) hyperbolic conservation laws is based on the relative entropy framework, which transfers the knowledge about the energy dissipation inequality into estimates for differences of solutions. This framework cannot be used here directly as W , and therefore the whole energy, is not convex. It was shown in [16] , however, that the higher order regularization terms in (1.2) make it possible to consider only part of the relative entropy and thereby obtain stability results. In this section we will employ the fact that our semi-discrete scheme (3.5) satisfies a discrete energy inequality, see Remark 1, in order to obtain a discrete version of the results in [16] .
Definition 1 (Discrete reduced relative entropy) For tuples (u
we define the reduced relative entropy between them as
Lemma 5 (Discrete reduced relative entropy rate) Let (u h , v h , τ h ) be a solution of (3.5) and let
be a solution of the following perturbed problem
Then the rate (of change) of the discrete reduced relative entropy satisfies
Remark 4 (Impact of different residuals) If we consider applying Gronwall's Lemma to (4.3) we observe that the residual R u is more problematic than R v , R τ as it is multiplied by τ h − τ h which is not controlled by the reduced relative entropy. While it is possible to replace this term using (3.5) 3 and (4.2) 3 this would in turn introduce a term a d h (u h −ũ h , R u ), which includes derivatives of R u . Therefore, our projections in Section 6 will be constructed such that R u = 0. The discrete relative entropy rate in this case is considered in more detail in the subsequent corollary.
Corollary 1 (Estimate of reduced relative entropy) Let the conditions of Lemma 5 be satisfied with R u = 0. Letũ h be bounded in L ∞ (0, T ; W 1 ∞ (S 1 )) and satisfy
Then, there exists a constant C > 0 depending only on γ,
Therefore, Gronwall's Lemma implies (for 0 ≤ t ≤ T )
Proof Upon using R u = 0, (3.12) and Young's inequality on the assertion of Lemma 5 we obtain
Because of Lemma 2, (4.6) implies
Using the stability of the L 2 projection with respect to the dG-norm we get
(4.8)
For the second inequality in (4.8) we have used the fact that
The assertion of the Lemma follows from (4.8) as
Remark 5 (Parameter dependence) Note that the constant M in the proof of Corollary 1 depends on γ which induces a subtle dependence of C in (4.5) on γ which is intertwined with the growth behaviour of W and its derivatives. There is an additional γ dependence of C which enters when
is estimated by Cη R . This leads to a subtle dependence of all the constants C in the subsequent results on γ and C behaves like 1/γ at best.
In case the reader takes special interest in the sharp interface case γ → 0 we like to state the following result which shows that the previous estimate can also be obtained in a uniform-in-γ version. However, in that case, the stability constant sensitively depends on µ.
Corollary 2 (Estimate of modified relative entropy) Let the assumptions of Lemma 5 be satisfied with R u = 0. Let |W ′′ | be uniformly bounded. Then, there exists a constant C > 0 depending only on µ, T, u
Proof Starting from (4.3) with R u = 0 and |W ′′ | uniformly bounded we find
In addition, because of (3.5) 1 and (4.2) 1 , it holds
(4.13)
Adding (4.12) and (4.13) we obtain
which proves (4.10) and (4.11) follows by Gronwall's inequality.
Remark 6 (Parameter dependence of the constant in (4.11)) Note that the constant C in (4.11) scales like 1/µ for µ → 0.
Proof of Lemma 5. A direct computation shows
Using Z = ∂ t (u h −ũ h ) and Ψ = v h −ṽ h in (3.5) and (4.2) we infer from (4.15) that Using Φ = (τ h −τ h ) as a test function in (3.5) and (4.2) and employing (3.12) we obtain
(4.17)
) and (4.2) we obtain the assertion of the Lemma from (4.17).
Projections and perturbed equations
Let (u, v) be a strong solution of (1.2), see Proposition 1. We aim at determining projections of (u, v) and τ := W ′ (u) − γ∂ xx u so that these projections form a perturbed solution of (3.5) such that there is no residual in the first equation and the residuals in the other equations are of optimal order.
It is important to appropriately account for the highest order derivative, as such, we project u by the Riesz projection, defined in (3.10). Let us note that due to the linearity of the definition of the Riesz projection we have
(5.1) Since our aim is ensuring that the projections satisfy (3.5) 1 exactly, this already determines the discrete gradient of the projection of v. Before we can focus on the projection of v we need to investigate the kernel and range of the gradient operators G ± . To this end we need to introduce some notation: By l k ∈ P k (−1, 1) we denote the k-th Legendre polynomial on (−1, 1) and by l n k its transformation to the interval I n , i.e.,
Let us gather the key properties of the Legendre polynomials which we will employ in the sequel:
Proposition 2 (Properties of the Legendre polynomials [3] ) The transformed Legendre polynomials l n k have the following properties
Let us point out the following convention in our notation for the subsequent calculations: Superscripts will usually refer to the element/interval/vertex under consideration while subscripts refer to the polynomial degree. The only exception is h n denoting the length of the n-th interval.
Lemma 6 (The kernel of G
± ) The kernel of each of the operators G ± : V q → V q defined in (3.6) is one dimensional and consists of the functions which are constant everywhere. The range of G ± is V m q . Proof We will give the proof for the kernel of G + , the modifications for G − are straightforward. Consider Φ ∈ V q with G + [Φ] = 0. Let us fix some n and define Ψ ∈ V q by
As n was arbitrary we obtain that Φ is continuous. The continuity of Φ implies
Therefore, Φ is continuous and constant in each interval. Thus, Φ is globally constant and the assertion for the kernel is proven. We infer from the result for the kernel that the range of G ± has codimension 1. The proof is concluded by the observation
which implies that the range of G ± is a subset of V m q .
Remark 7 (Properties of one sided gradients)
The properties of G ± asserted in Lemma 6 distinguish them from the "central" discrete gradients used in [17] which may have 2-dimensional kernels.
Our next aim is to show the following discrete Poincaré inequality:
Lemma 7 (Discrete Poincaré inequality) There exists a constant C > 0 independent of h such that
Proof For each interval I n let D n denote the map
Since ker D n is trivial, as it consists of functions which are constant and orthogonal to constant functions, we have that D n is invertible. Comparing D n to the analogous map on (−1, 1), instead of I n , we obtain that D 
as ∂ x Φ is orthogonal to l n q and (l n r − l n q )(x − n+1 ) = 0, and For a n = (a n 1 , . . . , a
as D
for each n due to (5.11). As Φ ∈ V m q we have
where we used Jensen's inequality, the definition of c n and Cauchy-Schwarz inequality. Combining the preceding estimates we conclude
where we have used that hN is bounded.
We also define Q :
Note that Q[w] is well-defined by (5.15) due to Lemma 6 and the fact that S 1 P[∂ x w] dx = S 1 ∂ x w dx = 0 as w is periodic. Lemma 8 (Properties of the projection operator Q) The projection operators from Definition 2 satisfy the following estimates: There exists a C > 0, independent of h, such that for every
Proof The first assertion follows from the fact that S ± q is exact for functions in V q . We obtain the second assertion as follows: Let U := {Ψ ∈ V q : Ψ L2(S 1 ) = 1}, then
because of the properties of P, see (3.11), Q, (3.12) and
. The third assertion is a consequence of the second and Lemma 7.
Lemma 9 (Perturbed equations) Let (u, v) be a strong solution of (1.2) and τ := W ′ (u) − γ∂ xx u. Then, the projections 18) with 5.20) and the duality (3.12). The third equation follows from the definition of R[τ ] in Definition 3.
Lemma 10 (Coercivity of G − ) There exists a constant C > 0 only depending on q such that for every
Proof Let us use
hn+hn+1 we obtain 
such that y n 0 = x n+1 . By ω k we denote the weights of Gauss-Radau quadrature. Due to the exactness of Gauss-Radau quadrature for polynomials of degree 2q and the properties of Legendre polynomials, see Proposition 2, we find
Summing over n implies that Ψ 
Main result
This section is devoted to the proof of the main result of this work, which reads as follows:
Theorem 1 (Reduced relative entropy error estimate) Let the exact solution (u, v) of (1.2) satisfy
and let W ∈ C q+3 (R, [0, ∞)). Then there exists C > 0 independent of h, but depending on q, T, γ, u L∞(0,T ;W 1 ∞ (S 1 )) such that
Theorem 1 is a direct consequence of the subsequent proposition, the estimates (3.11) 1 and (5.16) and Lemma 10.
Proposition 3 (Discrete stability estimate) Under the assumptions of Theorem 1 there exists C > 0 independent of h, but depending on q, T, γ, u L∞(0,T ;W 1 ∞ (S 1 )) such that
ã . 
by the properties of P q , P, Q and C
To estimate R v we decompose it as
, the stability of P q , and our assumptions on v. Before we consider R 2 v let us recall U := {Ψ ∈ V q : Ψ L2(S 1 ) = 1} and note that
we find, due to (3.12), and inverse and trace inequalities, see [10, Lemmas 1.44, 1.46],
Finally we compute, using (3.12), and inverse and trace inequalities again:
In the last step we used (5.16) 1 and (3.11). Combining Corollary 1 with (6.4) -(6.8) we obtain the assertion of this Lemma.
Remark 8 (Viscosity) Note that we need µ > 0 only in order to guarantee existence of sufficiently regular solutions for small times. If for µ = 0 the exact solution is sufficiently regular, all our estimates also hold true in this case.
Using the stability induced by Corollary 2 and the estimates for the residuals derived in the proof of Theorem 1 we have the following estimate with constants independent of γ. This result should not be understood as an estimate in the case γ = 0 but as a uniform estimate in the sharp interface limit case γ → 0.
Theorem 2 (Modified entropy error estimate) Let the assumptions of Theorem 1 be satisfied and let |W ′′ | be uniformly bounded. Then, there exists C > 0 independent of h, but depending on q, T, µ such that
(6.9)
Remark 9 (Multiple space dimensions) The only difficulty in extending the analysis presented here to the multi-dimensional version of the problem investigated in [16] is to construct multidimensional discrete gradients with one dimensional kernel. We need this to be able to find a projection of v which is of optimal order. It should be noted though, that the aforementioned model is physically inadmissible, and probably the multi-dimensional model which should be studied in the future is the Navier-Stokes-Korteweg model.
Numerical experiments
In this section we conduct some numerical benchmarking.
Definition 4 (Estimated order of convergence) Given two sequences a(i) and h(i) ց 0, we define estimated order of convergence (EOC) to be the local slope of the log a(i) vs. log h(i) curve, i.e., EOC(a, h; i) := log(a(i + 1)/a(i)) log(h(i + 1)/h(i)) .
In this test we benchmark the numerical algorithm presented in §3 against a steady state solution of the regularised elastodynamics system (1.2) on the domain Ω = [−1, 1].
We take the double well W (u) := u 2 − 1 2 , (7.2) then a steady state solution to the regularised elastodynamics system is given by
For the implementation we are using natural boundary conditions, that is
rather than periodic. Tables 1-3 detail three experiments aimed at testing the convergence properties for the scheme using piecewise discontinuous elements of various orders (p = 1 in Table 1 , p = 2 in Table 2 and p = 3 in Table 3 ). Table 1 In this test we benchmark a stationary solution of the regularised elastodynamics system using the discretisation (3.5) with piecewise linear elements (p = 1), choosing k = h 2 . The temporal discretisation is a 2nd order Crank-Nicolson method. We look at the L∞(0, T ; L 2 (Ω)) errors of the discrete variables u h and v h , the L∞(0, T ; dG) error of u h and the L 2 (0, T ; dG) error of v h . We use eu := u − u h and ev := v − v h . In this test we choose γ = µ = 10 −3 . We show the rates of convergence for each of the components of the reduced relative and modified entropy error. Notice the leading order terms in the reduced relative entropy error and the modified entropy error converge with the rates in Theorems 1 and 2 respectively. Table 2 The test is the same as in Table 1 with the exception that we take p = 2. Notice the leading order terms in the reduced relative entropy error and the modified entropy error converge with the rates in Theorems 1 and 2 respectively. Table 3 The test is the same as in Table 1 with the exception that we take p = 3. Notice the leading order terms in the reduced relative entropy error and the modified entropy error converge with the rates in 
