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DGA-MODELS OF VARIATIONS OF MIXED HODGE STRUCTURES
HISASHI KASUYA
Abstract. We define objects over Morgan’s mixed Hodge diagrams which will be algebraic models
of unipotent variations of mixed hodge structures over Ka¨hler manifolds. As an analogue of Hain-
Zucker’s equivalence between unipotent variations of mixed Hodge structures and mixed Hodge
representations of the fundamental group with Hain’s mixed hodge structure, we give an equivalence
between the category of our VMHS-like objects and the category of mixed Hodge representations
of the dual Lie algebra of Sullivan’s minimal model with Morgan’s mixed Hodge structure. By
this result, we can put various (tannakian theoretical) non-abelian mixed Hodge structures on the
category of our new objects like the taking fibers of variations of mixed Hodge structures at points.
By certain modifications of the result, we also give models of non-unipotent variations of mixed
Hodge structures.
1. Introduction
Let M be a complex manifold. For a field K ⊂ R, a K-variation of mixed Hodge structure
(K-VMHS) over M is (E,W∗,F∗) so that:
(1) E is a local system of finite-dimensional K-vector spaces.
(2) W∗ is an increasing filtration of the local system E.
(3) F∗ is a decreasing filtration of the holomorphic vector bundle E⊗R OM .
(4) The Griffiths transversality DFr ⊂ A1(M,Fr−1) holds where D is the flat connection
associated with the local system EC.
(5) For any k ∈ Z, the local system GrWk (E) with the filtration induced by F∗ is a K-variation
of Hodge structure of weight k.
This is a vary important object for complex algebraic or analytic geometry. The purpose of this
paper is to give an algebraic model of variations of mixed Hodge structures over compact Ka¨hler
manifolds or their complements of normal crossing divisors.
In [21], extending Deligne’s theory in [5] to a theory on differential graded algebra (DGA),
Morgan tried to understand the mixed Hodge structures on the fundamental groups and homotopy
groups of smooth algebraic varieties. More precisely Morgan studied DGA-models of de Rham
complex (resp. logarithmic de Rham complex) of compact Ka¨hler manifolds (resp. complements of
normal crossing divisors), called mixed Hodge diagrams. In this paper, we define (formal) unipotent
variations of mixed Hodge structures over Morgan’s mixed Hodge diagrams. Such objects are in
fact purely algebraic.
For a field K ⊂ R, an K-mixed-Hodge diagram D = {(A∗,W∗) →ι (B∗,W∗, F ∗)} is a pair of
filtered K-DGA (A∗,W∗) and bifiltered C-DGA (B∗,W∗, F ∗) and filtered DGA map ι : (A∗C,W∗)→
(B∗,W∗) such that:
(1) ι induces an isomorphism ι∗ : WE
∗,∗
1 (A
∗
C) → WE∗,∗1 (B∗) where WE∗,∗∗ (·) is the spectral
sequence for the decreasing filtration W ∗ =W−∗.
(2) The differential d0 on WE
∗,∗
0 (B
∗) is strictly compatible with the filtration induced by F .
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(3) The filtration on WE
p,q
1 (B
∗) induced by F is anK-Hodge structure of weight q on ι∗(WE
∗,∗
1 (A
∗)).
For the filtration W ′∗ on A
∗ (resp. B∗) as W ′iA
r = Wi−r(A
r) (resp. W ′i (B
r) = Wi−r(B
r)), by
Deligne’s arguments in [5], the filtrations W ′∗ and F
∗ give an K-mixed Hodge structure on Hr(A∗)
via the isomorphism ι∗ : Hr(A∗C) → Hr(B∗). For a K-mixed-Hodge diagram D = {(A∗,W∗) →ι
(B∗,W∗, F
∗)}, we consider objects (V,W∗, F ∗, ω, ω′, a) so that:
• (W∗, F ∗) is a K-mixed Hodge structure on a finite-dimensional K-vector space V
• ω ∈ A1 ⊗W−1(End(V )) satisfying the Maurer-Cartan equation dω + 12ω ∧ ω = 0.
• ω′ ∈ B1⊗W−1(End(V )) satisfying the Maurer-Cartan equation dω′+ 12ω′ ∧ω′ = 0 and the
condition
ω′ ∈ F 0 (B∗ ⊗W−1(End(VC))) .
• a ∈ IdV +B0 ⊗W−1(End(VC)) satisfying da+ ω′a− aι(ω).
We expect these objects are good algebraic models of unipotent variations of mixed Hodge struc-
tures. It may be natural to think ω, ω′ and a as models of a real local system, holomorphic flat
connection with the Griffiths transversality and variations respectively. We denote by VMHSu(D)
the category of these objects with natural morphisms. The important question is how we can take
”fibers” of objects in VMHSu(D) like the fiber-taking (Ex,W∗x,F∗x) at a point x ∈M for a actual
VMHS (E,W∗,F
∗). The result of this paper is to give an answer of this question by proving an
analogue of Hain-Zucker’s equivalence between unipotent variations of mixed Hodge structures and
mixed Hodge representations of fundamental groups with Hain’s mixed hodge structures in [13].
In [21], for a K-mixed-Hodge diagram D = {(A∗,W∗) →ι (B∗,W∗, F ∗)}, Morgan constructs
K-mixed Hodge structure on Sullivan’s 1-minimal model of the DGA A∗. More precisely, Morgan
constructs:
(1) A filtered 1-minimal model φ : (M∗,W∗)→ (A∗,W ′∗).
(2) A bigraded 1-minimal model B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
.
(3) An isomorphism I : (N ∗,W∗) → (M∗,W∗) of filtered DGAs and a homotopy H : N ∗ →
B∗ ⊗ (t, dt) which is compatible with the filtrations W∗ from ψ to ι ◦ φ ◦ I.
Morgan says that for any isomorphism I : (N ∗,W∗)→ (M∗,W∗) as above, defining the filtration
F ∗ on M∗C by F r(M∗C) = I(F r(N ∗)), (W∗, F ∗) is a K-mixed Hodge structure on M∗. We use this
mixed Hodge structure. But, for using Morgan’s theory, there are some problems. Morgan builds
the theory in split of homotopy theory and there are various choices of the above constructions. For
our convenience, we fix a filtered 1-minimal model φ :M∗ → A∗ and a bigraded 1-minimal model
B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
. We assume that the restriction d|B0 : B
0 → B1 of the differential on B0 is
strictly compatible with the filtrations W∗ and F
∗. On compact Ka¨hler manifolds, these settings
are very natural. Under these settings, a subspace C ⊂ B0 so that the restriction d|C : C → d(B0)
of the differential d is bijective determines a canonical isomorphism I : (N ∗,W∗)→ (M∗,W∗) and
a canonical homotopy H : N ∗ → B∗ ⊗ (t, dt) as above. Hence we can take canonical K-mixed
Hodge structure on M∗ depending on the choice of C ⊂ B0. Consider the dual Lie algebra n of
M∗ with the K-mixed Hodge structure, we consider the category Rep(n,W∗, F ∗) of mixed Hodge
theoretical Lie algebra representations. Then we prove:
Theorem 1.0.1. There exists an equivalence from the category Rep(n,W∗, F
∗) to the category
VMHSu(D) depending on C.
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This gives an answer of the above question. Associated the natural forgetful functor Rep(n,W∗, F
∗)→
MHSK where MHSK is the category K-mixed Hodge structures, we obtain a ”fiber-taking”
VMHSu(D) → MHSK. More deeply, according to the Tannaka consideration of variations of
mixed Hodge structures suggested in [1], we can say the following.
Corollary 1.0.2. There is a K-non-abelian mixed Hodge structure on VMHSu(D) depending on
C ⊂ B0.
For example, for the de Rham complex A∗(M) of a compact Ka¨hler manifold M , we have the
R-mixed diagram D(M) = {(A∗(M),W∗)→id (A∗(M)⊗C,W∗, F ∗)}. Then we take C = Cx which
is the kernel of augmentation map A0(M) ⊗ C ∋ α 7→ α(x) ∈ C at a point x ∈ M . Then as an
R-non-abelian mixed Hodge structure, VMHSu(D(M)) is identified with the category of actual
unipotent variations of mixed Hodge structures over M with the fiber-taking at point x ∈M . This
implies following natural but non-trivial fact.
Theorem 1.0.3. On a compact Ka¨hler manifold M , Morgan’s mixed Hodge structure associated
with Cx and Hain’s canonical mixed Hodge structure ([10]) for the fundamental group π1(M,x)
depending on x ∈M give a same R-non-abelian mixed Hodge structure.
It is well-known that Morgan’s mixed Hodge structure and Hain’s mixed Hodge structure have
are of ”same type”. But, more precise comparisons have not been known.
On compact Ka¨hler manifold, we can also take C = CdV associated with a volume form (in
particular a Riemann metric) dV on M . By this, we can obtain new fiber-takings of unipotent
variations of mixed Hodge structures associated with volume forms and Riemann metrics. This
may inspire to study variations of mixed Hodge structures in a differential geometric viewpoint.
In contrast to Hain-Zucker’s equivalence, our equivalence is useful for situations where uses of
the fundament groups are difficult. By our result, we give an analogue of Hain-Zucker’s equivalence
for transverse Ka¨hler foliations.
We consider an application of Theorem 1.0.1 for complements U = M − D of normal crossing
divisors D in compact Ka¨hler manifolds M . Making Deligne’s mixed Hodge structures on U , we
should use logarithmic differential forms for putting the Hodge filtrations. However, it is not clear
what is a good way to put the real (or rational) structure. In this paper, by using real analytic
logarithmic differential forms on U suggested by Navarro Aznar [23], we apply Theorem 1.0.1 and
obtain an correspondence between representations in ”Rep(n,W∗, F
∗)” and unipotent variations of
mixed Hodge structures of real analytic logarithmic type as an analogue of the correspondence in
[13]. In [13], Hain and Zucker consider unipotent variations of mixed Hodge structures with certain
conditions on local monodromy near to a divisor D. On our objects, we do not need conditions on
local monodromy near to a divisor D.
Our main developments are concerned with the ”unipotent part” of variations of mixed Hodge
structures. However, our results are applicable to non-unipotent variations of mixed Hodge struc-
tures, considering actions of certain groups. In the last section, we will give the equivariant version
of Theorem 1.0.1 and apply it to non-unipotent variations of mixed Hodge structures over compact
Ka¨hler manifolds. It is expected that this result is closely related to recent advances on relative
Malcev completion ([12]). This point should be more sophisticated in future works.
2. Preliminary
2.1. Mixed Hodge structures. Let K be a field contained in C.
Definition 2.1.1. An K-Hodge structure of weight n on a K-vector space V is a bigrading
VC =
⊕
p+q=n
V p,q
3
on the complexification VC = V ⊗ C such that
V p,q = V q,p,
or equivalently, a finite decreasing filtration F ∗ on VC such that
F p(VC)⊕ Fn+1−p(VC) = VC
for each p.
A polarization of an K-Hodge structure of weight n is a (−1)n-symmetric bilinear form S :
V × V → K so that:
(1) The decomposition VC =
⊕
p+q=n V
p,q is orthogonal for the sesquilinear form S : VC×VC →
C .
(2) h : VC × VC → C defined as h(u, v) = S(Cu, v¯) is a positive-definite hermitian form where
C is the Weil operator C|V p,q = (
√−1)p−q.
Definition 2.1.2. An K-mixed Hodge structure on an K-vector space V is a pair (W∗, F ∗) such
that:
(1) W∗ is an increasing filtration on V .
(2) F ∗ is a decreasing filtration on VC such that the filtration on Gr
W
n VC induced by F
∗ is an
K-Hodge structure of weight n.
We call W∗ the weight filtration and F
∗ the Hodge filtration.
Proposition 2.1.3 ([5],[4],[21]). Let (W∗, F
∗) be an K-mixed Hodge structure on an K-vector space
V . Define V p,q = Rp,q ∩ Lp,q where
Rp,q =Wp+q(VC) ∩ F p(VC)
and
Lp,q =W p+q(VC) ∩ F q(VC) +
∑
i≥2
Wp+q−i(VC) ∩ F q−i+1(VC).
Then we have the bigrading VC =
⊕
V p,q such that
V p,q = V q,p mod
⊕
r+s<p+q
V r,s,
Wi(VC) =
⊕
p+q≤i
V p,q and F i(VC) =
⊕
p≥i
V p,q.
The bigrading VC =
⊕
V p,q is called the canonical bigrading of an k-mixed Hodge structure
(W∗, F
∗). If V p,q = V q,p, then we say that (W∗, F
∗) is R-split. We have the converse statement.
Proposition 2.1.4 ([4],[21]). Let V be an K-vector space. We suppose that we have a bigrading
VC =
⊕
V p,q such that
(⊕
p+q≥n V
p,q
)
∩ V is an k-subspace and
V p,q = V q,p mod
⊕
r+s<p+q
V r,s.
Then the filtrations W and F such that Wi(VC) =
⊕
p+q≤i V
p,q and F i(VC) =
⊕
p≥i V
p,q give an
k-mixed Hodge structure on V .
For a vector space V with a filtration W∗, we denote by Aut(V,W∗) the group of automorphisms
preserving the filtration W∗ and by Aut1(V,W∗) the subgroup of Aut(V,W∗) consisting of b ∈
Aut(V,W∗) which induces the identity map on Gr
n
WV for each n. For an K-mixed Hodge structure
(W∗, F
∗) on an K-vector space V , for any b ∈ Aut1(VC,W∗) the pair (W∗, bF ∗) is also an K-mixed
Hodge structure.
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Proposition 2.1.5 ([4]). Let (W∗, F
∗) be an K-mixed Hodge structure on an K-vector space V .
Then there exists b ∈ Aut1(VC,W∗) so that (W∗, bF ∗) is R-split.
A morphism of K-mixed Hodge structures is a K-linear map which is compatible with the filtra-
tions W∗ and F
∗. This morphism preserves the canonical bigradings and in fact we can say that
this morphism is strictly compatible with the filtrationsW∗ and F
∗. Consider the categoryMHSK
of K-mixed Hodge structures i.e. objects are k-vector spaces with k-mixed Hodge structures and
morphisms are morphisms of k-mixed Hodge structures.
Proposition 2.1.6 ([24]). MHSK is an abelian category.
2.2. Differential graded algebras and Sullivan’s 1-minimal models. Let K be a field of
characteristic 0.
Definition 2.2.1. A K-differential graded algebra (called K-DGA) is a graded K-algebra A∗ with
the following properties:
(1) A∗ is graded commutative, i.e.
y ∧ x = (−1)p·qx ∧ y x ∈ Ap y ∈ Aq.
(2) There is a differential operator d : A→ A of degree one such that d ◦ d = 0 and
d(x ∧ y) = dx ∧ y + (−1)px ∧ dy x ∈ Ap.
Let A∗ and B∗ be K-DGAs. If a morphism of graded algebra ϕ : A∗ → B∗ satisfies d ◦ϕ = ϕ◦d,
we call ϕ a morphism of K-DGAs. If a morphism of K-DGAs induces a cohomology isomorphism,
we call it a quasi-isomorphism. If a morphism of K-DGAs induces isomorphisms on 0-th and first
cohomology and an injection on the second cohomology, we call it a 1-quasi-isomorphism.
Example 2.2.2. The de Rham complex A∗(M) of a smooth manifoldM is an R-DGA. For a smooth
map f :M → N , we have the morphism f∗ : A∗(N)→ A∗(M) of R-DGAs.
Example 2.2.3. Let g be a Lie algebra over K. For the dual d : g∗ → g∗ ∧ g∗ of the Lie bracket
g∧ g→ g, we extend d as the linear operator on the exterior algebra ∧ g∗. Then we have d ◦ d = 0.
Regarding g∗ as a graded vector space of degree 1 elements,
∧
g∗ is a K-DGA. A Lie algebra
homomorphism f : g→ h induces the morphism f∗ : ∧ h∗ → ∧ g∗ of K-DGAs.
Conversely, if the exterior algebra
∧
V with deg(V ) = 1 admits a K-DGA structure, then the
dual V ∗ ∧ V ∗ → V ∗ of the differential operator d : V → V ∧ V is a Lie bracket.
Definition 2.2.4. Define the K-DGA (t, dt) as the tensor product of the ring of K-polynomials on
t with the exterior algebra of 〈dt〉 so that t is of degree 0, d(t) = dt and d(dt) = 0.
Let A∗ be a K-DGA. We consider the DGA A∗ ⊗ (t, dt). Each element of An ⊗ (t, dt) can be
written as ∑
(ait
i + bit
idt)
with ai ∈ An and bi ∈ An−1. We can define the ”integrations”
∫ 1
0 : A
∗ ⊗ (t, dt) → A∗ and∫ t
0 : A
∗ ⊗ (t, dt)→ A∗ ⊗ (t, dt) so that∫ 1
0
∑
(ait
i + bit
idt) = (−1)n−1
∑ bi
i+ 1
and ∫ t
0
∑
(ait
i + bit
idt) = (−1)n−1
∑ biti+1
i+ 1
.
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Definition 2.2.5. Let A∗ and B∗ be K-DGAs. Let φ0 and φ1 be morphisms from A∗ to B∗. Then,
a homotopy from φ0 to φ1 is a morphism H : A
∗ → B∗ ⊗ (t, dt) so that for any x ∈ A∗ we have
H(x)|t=0 = φ0(x) and H(x)|t=1 = φ1(x).
See [9, Chapter 11] for basic properties of homotopies and integrations.
Definition 2.2.6. A K-DGA M∗ is 1-minimal if M∗ = ⋃M∗i for a sequence of sub-DGAs
K =M∗0 ⊂M∗1 ⊂M∗2 ⊂ . . .
such that M∗i+1 =M∗i ⊗
∧Vi+1, Vi+1 is a graded vector space of degree 1 and dVi+1 ⊂M2i .
For each i, we have
M∗i =
∧
(V1 ⊕ · · · ⊕ Vi).
Thus, by Example 2.2.3, the dual space ni = V∗1 ⊕ · · · ⊕ V∗i is a Lie algebra. We can easily check
that this Lie algebra is nilpotent. We consider the pronilpotent Lie algebra n = lim←−ni. We call this
the dual Lie algebra of a 1-minimal K-DGA.
Definition 2.2.7. For a K-DGA A∗, a 1-minimal model of A∗ is a 1-minimal DGA M∗ admitting
a 1-quasi-isomorphism φ :M∗ → A∗.
A K-DGA A∗ is cohomologically connected if H0(A∗) = K.
Remark 2.2.8. In this paper, we always assume a K-DGA is cohomologically connected.
Theorem 2.2.9 ([6, 9]). For any cohomologically connected K-DGA A∗, a 1-minimal model of
A∗ exists and it is unique up to isomorphism of K-DGA. More precisely, for any two 1-minimal
models M∗ and N ∗ with 1-quasi-isomorphisms φ : M∗ → A∗ and ψ : N ∗ → A∗, there exists an
isomorphism I :M∗ → N ∗ and a homotopy H :M∗ → A∗ ⊗ (t, dt) from ψ ◦ I to φ.
By the uniqueness, we can say that if there exists a 1-quasi-isomorphism between two cohomo-
logically connected K-DGA A∗1 and A
∗
2, then they have the same 1-minimal model. Without the
homotopy argument, a map φ :M∗ → A∗ is not unique.
Let A∗ be a K-DGA and M∗ the 1-minimal model of A∗ with a 1-quasi-isomorphism φ :M∗ →
A∗. Then there is a canonical sequence for φ :M∗ → A∗:
M∗1 ⊂M∗2 ⊂ . . .
such that:
(1) M∗ = ⋃∞i=1M∗i .
(2) M∗1 =
∧V1 with the trivial differential such that φ induces an isomorphism V1 → H1(A∗).
(3) Consider the map φ1 : V1 ∧ V1 → H2(A∗) induced by φ. We have M∗2 = M∗1 ⊗
∧V2 such
that the differential d induces an isomorphism V2 → Kerφ1.
(4) Consider the map φn : H
2(M∗n) → H2(A∗) induced by φ for each integer n. We have
M∗n+1 =M∗n ⊗
∧Vn+1 such that the differential d : Vn+1 →M2n induces an isomorphism
Vn+1 → Kerφn.
2.3. de Rham fundamental group. Let M be a connected manifold. For a x ∈M , we consider
the fundamental group π1(M,x). Assume π1(M,x) is finitely generated. We can define the canoni-
cal pronilpotnet R-Lie algebra n(π1(M,x)) called R-Malcev Lie algebra by the following way. Take
the completion ̂Rπ1(M,x) = lim←−Rπ1(M,x)/J
r+1 of the group ring Rπ1(M,x) associated with pow-
ers Jr+1 of augmentation ideal J . n(π1(M,x)) is the Lie algebra of primitive elements in ̂Rπ1(M,x).
Consider the de Rham complex A∗ = A∗(M) (or more generally a DGA which 1-quasi-isomorphic
to A∗(M).
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Theorem 2.3.1 ([9, 21, 25]). The dual Lie algebra of the 1-minimal model of A∗ is isomorphic to
n(π1(M,x)).
Remark 2.3.2. This isomorphism is not canonical.
2.4. Morgan’s Mixed Hodge diagrams. Let K be a field of characteristic 0. A filtered K-DGA
is a DGA A∗ with a increasing filtration W∗ so that the differential and the multiplication are
compatible with W∗. A bifiltered K-DGA is a DGA A∗ with a increasing filtration W∗ and a
decreasing filtration F ∗ so that the differential and the multiplication are compatible with W∗ and
F ∗. For a filtered K-DGA (A∗,W∗), we define the filtration W∗ on A∗ ⊗ (t, dt) by
Wi(A
∗ ⊗ (t, dt)) =Wi(A∗)⊗ (t, dt).
A filtered minimal K-DGA is a minimal K-DGA M∗ with a increasing filtration W∗ so that the
differential and the multiplication are strictly compatible with W∗. A filtered minimal model of
filtered K-DGA (A∗,W∗) is a filtered minimal K-DGA (M∗,W∗) admitting a 1-quasi-isomorphism
φ :M∗ → A∗ which is compatible with the filtrations W∗.
Let K be a field contained in C.
Definition 2.4.1 ([21, Definition 3.5]). AnK-mixed-Hodge diagram D = {(A∗,W∗)→ι (B∗,W∗, F ∗)}
is a pair of filtered K-DGA (A∗,W∗) and bifiltered C-DGA (B∗,W∗, F ∗) satisfying W−1(A∗) = 0
and W−1(B
∗) = 0 and filtered DGA map ι : (A∗C,W∗)→ (B∗,W∗) such that:
(1) ι induces an isomorphism ι∗ : WE
∗,∗
1 (A
∗
C) → WE∗,∗1 (B∗) where WE∗,∗∗ (·) is the spectral
sequence for the decreasing filtration W ∗ =W−∗.
(2) The differential d0 on WE
∗,∗
0 (B
∗) is strictly compatible with the filtration induced by F .
(3) The filtration on WE
p,q
1 (B
∗) induced by F is anK-Hodge structure of weight q on ι∗(WE
∗,∗
1 (A
∗)).
Theorem 2.4.2 ([21, Theorem 4.3]). Let D = {(A∗,W∗) →ι (B∗,W∗, F ∗)} be a K-mixed-Hodge
diagram. Define the filtration W ′∗ on A
∗ (resp. B∗) as W ′iA
r = Wi−r(A
r) (resp. W ′i (B
r) =
Wi−r(B
r)). Then the filtrations W ′∗ and F
∗ induce an K-mixed Hodge structure on Hr(A∗) via the
isomorphism ι∗ : Hr(A∗C)→ Hr(B∗).
Remark 2.4.3. On a K-mixed-Hodge diagram D = {(A∗,W∗)→ι (B∗,W∗, F ∗)}, we mainly use the
filtration W ′∗ (This filtration is written by DecW∗ in [21]).
Definition 2.4.4. A bigraded 1-minimal K-DGA is a 1-minimal K-DGA N with a bigrading
N =
⊕
0≤P,Q
(N ∗)P,Q
such that (N ∗)0,0 = N 0 = K and the differential and the multiplication are of type (0, 0). For a
bigraded minimal K-DGA N ∗ =⊕0≤P,Q(N ∗)P,Q, we define the filtrations W∗ and F ∗ by
Wi(N ∗) =
⊕
P+Q≤i
(N ∗)P,Q, and F r(N ∗) =
⊕
P≥r
(N ∗)P,Q.
Definition 2.4.5. Let D = {(A∗,W∗) →ι (B∗,W∗, F ∗)} be an K-mixed-Hodge diagram. A bi-
graded minimal model of D is a bigraded 1-minimal C-DGA N ∗ =⊕0≤P,Q(N ∗)P,Q which admits
a (not necessarily commutative) diagram:
B∗ A∗Cι
oo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
where B∗ is the C-DGA B∗ with the opposite complex structure and homotopies H : N ∗ →
B∗ ⊗ (t, dt) and H ′ : N ∗ → B∗ ⊗ (t, dt) from ι ◦ ψ′′ to ψ and ι¯ ◦ ψ′′ to ψ′ such that for any (P,Q):
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(1)
ψ′′((N ∗)P,Q) ⊂W ′P+Q(A∗C)
,
ψ((N ∗)P,Q) ⊂W ′p+q(B∗) ∩ F p(B∗)
and
ψ′((N ∗)P,Q) ⊂W p+q(B∗) ∩ F q(B∗) +
∑
i≥2
Wp+q−i(B∗) ∩ F q−i+1(B∗)
(2)
H((N ∗)P,Q) ⊂W ′P+Q(B∗ ⊗ (t, dt))
and
H′((N ∗)P,Q) ⊂W ′P+Q(B∗ ⊗ (t, dt)).
We notice that (N ∗,W∗) is a filtered 1-minimal model of (B∗,W ′∗).
Theorem 2.4.6 ([21]). Let D = {(A∗,W∗)→ι (B∗,W∗, F ∗)} be an K-mixed-Hodge diagram. Then:
(1) There exists a filtered 1-minimal model (M∗,W∗) of the filtered K-DGA (A∗,W ′∗) and it is
unique up to isomorphism of filtered K-DGAs
(2) There exists a bigraded 1-minimal model N ∗ =⊕0≤P,Q(N ∗)P,Q of D and it is unique up to
isomorphism of bigraded C-DGA.
(3) For any 1-quasi-isomorphism φ :M∗ → A∗ which is compatible with the filtrations W∗ and
W ′∗ and any diagram
B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
as in Definition 2.4.5, there exists a isomorphism I : (N ∗,W∗) → (M∗,W∗) of filtered
DGAs and a homotopy H : N ∗ → B∗ ⊗ (t, dt) which is compatible with the filtrations W∗
and W ′∗ from ψ to ι ◦ φ ◦ I.
(4) For any isomorphism I : (N ∗,W∗) → (M∗,W∗) as in the above sentence, defining the
filtration F ∗ on M∗C by F r(M∗C) = I(F r(N ∗)), (W∗, F ∗) is a K-mixed Hodge structure on
M∗.
Remark 2.4.7. Morgan also show that a 1-quasi-isomorphism φ and a diagram B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
are defined up to homotopy compatible with structures. But, in general, there are not canonical
choices. In the most important case, we can canonically obtain them. See Section.
Remark 2.4.8. An isomorphism I : (N ∗,W∗) → (M∗,W∗) is not unique. This is very important
since the K-mixed Hodge structure on M∗ varies depending on the choice of I.
We will argue canonical constructions of an isomorphism I : (N ∗,W∗) → (M∗,W∗) and a
homotopy H : (N ∗,W∗)→ (B∗ ⊗ (t, dt),W ′∗) from ψ to ι ◦ φ ◦ I in the next subsection.
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2.5. Constructions of I and H. Let D = {(A∗,W∗) →ι (B∗,W∗, F ∗)} be an K-mixed-Hodge
diagram. Additionally we assume that the restriction d|B0 : B
0 → B1 of the differential on B0 is
strictly compatible with the filtrations W∗ and F
∗. We fix a 1-quasi-isomorphism φ : M∗ → A∗
which is compatible with the filtrations and a diagram B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
as in Theorem 2.4.6.
It is known that there is a canonical sequence for ψ : N ∗ → B∗:
C = N ∗0 ⊂ N ∗1 ⊂ N ∗2 ⊂ . . . , N ∗i+1 = N ∗i ⊗
∧
Vi+1
such that the bigrading N ∗ = ⊕0≤P,Q(N ∗)P,Q can be restricted to a bigrading on Vi (see [21,
Section 6]). We also fix this sequence.
Remark 2.5.1. Our setting may not be appropriate for rational homotopy theory. But, it is natural
on compact Ka¨hler manifolds (see Section 5).
We take a subspace C ⊂ B0 so that the restriction d|C : C → d(B0) of the differential d is
bijective. We will construct canonical I and H as in Theorem 2.4.6 depending on C. Define
δC : d(A
0) → C as the inverse of d|C : C → d(B0). By the additional assumption, δC is strictly
compatible with the filtrations W∗ and F
∗. For this construction, we use the arguments in the
proof of [21, Proposition 7.5].
For the fixed canonical sequence as above, we will construct I and H inductively. We assume
that we have already defined I and H on N ∗i . Let v ∈ Wl(V+1). We consider I(dv) ∈ Wl(M2).
Then we have a ∈ Wl(M1) so that dav = I(dv). Then, ψ(v) − ι ◦ φ(av) +
∫ 1
0 H(dv) ∈ Wl(B1) is
closed. Since ι ◦ φ : (M∗,W∗) → (B∗,W∗) is a 1-quasi-isomorphism, we can take av ∈ Wl(M1) so
that ψ(v)− ι ◦ φ(av) +
∫ 1
0 H(dv) ∈Wl(B1) is exact. By H1(M∗) = ker d|M1 , such av is unique. In
fact, if a′v is another one, we have d(av − a′v) = 0 and [ι ◦φ(av − a′v)] is trivial in H1(B∗) and hence
by H1(B∗) ∼= H1(M∗) = kerd|M1 , we have av − a′v = 0. Let
bv = δC
(
ψ(v) − ι ◦ φ(av) +
∫ 1
0
H(dv)
)
∈Wl(B0).
Then, define I(v) = av and H(v) = ψ(v) +
∫ t
0 H(dv) − dbv ⊗ t − bv ⊗ dt. We obtain I and H onN ∗i+1 = N ∗i ⊗
∧Vi+1 and so on N ∗ by induction.
By the construction, we can say that for any x ∈ N 1, writing H(x) = α+β⊗dt with α ∈ B1⊗(t)
and β ∈ B0 ⊗ (t), we have β ∈ C.
3. VMHSs over K-mixed-Hodge diagrams
3.1. Flat connections of DGAs. Let A∗ be a K-DGA. We define the category F(A∗) so that:
• Objects are (V, ω)
– V is a finite-dimensional K-vector space.
– ω ∈ A1 ⊗ End(V ) and satisfies the Maurer-Cartan equation
dω + ω ∧ ω = 0.
• For (V1, ω1), (V2, ω2) ∈ Ob(F(A∗)), morphisms from (V1, ω1) to (V2, ω2) are a ∈ A0 ⊗
Hom(V1, V2) satisfying
da+ ω2a− aω1 = 0.
We also define the category FWnil(A∗) so that:
• Objects are (V,W∗, ω) so that
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– V is a finite-dimensional K-vector space with an increasing filtration W∗.
– ω ∈ A1 ⊗W−1(End(V )) and satisfies the Maurer-Cartan equation
dω + ω ∧ ω = 0.
• for (V1,W∗, ω1), (V2,W∗, ω2) ∈ Ob(FWnil(A∗)), morphisms from (V1,W∗, ω1) to (V2,W∗, ω2)
are a ∈ A0 ⊗W0(Hom(V1, V2)) satisfying
da+ ω2a− aω1 = 0.
We define the full subcategory Fnil(A∗) of F(A∗) such that
Ob(Fnil(A∗)) = {(V, ω) ∈ Ob(F(A∗))|(V,W∗, ω) ∈ Ob(FWnil(A∗))}.
Example 3.1.1. Let g be a K-Lie algebra. We consider the K-DGA
∧
g∗. Then if an element in
g∗⊗End(V ) satisfies the Maurer-Cartan equation, then it is identified with a Lie algebra represen-
tation g → End(V ). Thus we can identify F(∧ g∗) with the category Rep(g) of finite-dimensional
representations of g. We can also identify FWnil(∧ g∗) with the category RepWnil(g) of filtered
nilpotent representations of g i.e. objects are representations g → W−1(End(V )) for a finite-
dimensional filtered K-vector space (V,W∗) and morphisms are linear maps which are compatible
with filtrations and commute with representations. By this, we can identify Fnil(∧ g∗) with the
category Repnil(g) of nilpotent representations of g.
Let A∗ and B∗ be K-DGAs and φ : A∗ → B∗ a morphism of K-DGAs. Then φ induces the
functor FWnil(φ) : FWnil(A∗)→ FWnil(B∗) and Fnil(φ) : Fnil(A∗)→ Fnil(B∗)
Proposition 3.1.2. If φ : A∗ → B∗ is a 1-quasi-isomorphism, then the functor FWnil(φ) :
FWnil(A∗)→ FWnil(B∗) (resp. Fnil(φ) : Fnil(A∗)→ Fnil(B∗)) is an equivalence.
Proof. This proposition is given by the same arguments in [17, Subection 10.1]. The fully-faithfulness
of FWnil(φ) is proved by standard arguments of homology algebra as in the proof of [17, Proposi-
tion 10.1.1]. We can prove that FWnil(φ) is essentially-surjective by [17, Lemma 10.1.2]. For our
convenience, we refer the statement.
We take a grading V =
⊕
Vi of vector space which is compatible with the filtration W∗.
Corresponding to this grading, we have the grading End(V ) =
⊕
Ui and UiUj ⊂ Ui+j . For
ω ∈ Ob(FWnil(B∗)), we write ω =∑i≤−1 ωi with ωi ∈ B1 ⊗ Ui. By the Maurer-Cartan equation,
for each k, we have
dωk = −
∑
i+j=k
ωi ∧ ωj .
We denote a0 = Id ∈ End(V ).
Lemma 3.1.3 ([17, Lemma 10.1.2]). For all positive integers i, there exist Ωi ∈ A1 ⊗ Ui and
ai ∈ B0 ⊗ Ui such that
dΩk = −
∑
i+j=k
Ωi ∧ Ωj
and
dak =
∑
i+j=k
(−ωiaj + aiφ(Ωj)).
Let Ω =
∑
Ωi ∈ A1 ⊗W−1(End(V )) and a =
∑
ai ∈ Id + B0 ⊗W−1(End(V )). We obtain the
equations
dΩ + Ω ∧ Ω = 0
and
da+ ωa− aφ(Ω) = 0.
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Then (V,W∗, φ(Ω)) is isomorphic to the given (V,W∗, ω) via a.

Let M∗ be the 1-minimal model of a K-DGA A∗ with a 1-quasi-isomorphism φ : M∗ → A∗.
By this proposition, we have the equivalence FWnil(φ) : FWnil(M∗) → FWnil(A∗) of categories.
Consider the dual Lie algebra n of the minimal DGAM∗. We can say that FWnil(A∗) is equivalent
to RepW (n).
Proposition 3.1.4 (cf.[19]). Let A∗ be a K-DGA. We take a subspace C ⊂ A0 so that the restriction
d|C : C → d(A0) of the differential d is bijective. Let (V,W∗, ω0), (V,W∗, ω1) ∈ Ob(FWnil(A∗)). We
assume that we have (ω˜, V,W∗) ∈ Ob(FWnil(A∗ ⊗ (t, dt))) such that ω˜|t=0 = ω0 and ω˜|t=1 = ω1.
Then, there exists a canonical A ∈ C ⊗W−1(End(V )) such that denoting a = IdV + A we have
ω1 = a
−1ω0a+ a
−1da that is to say (V,W∗, ω1) is isomorphic to (V,W∗, ω0) via a.
Proof. Write ω˜ = α + βdt. Then the Maurer-Cartan equation on ω˜ is equivalent to the equations
dA∗α + α ∧ α = 0 and dαdt + dA∗β + β ∧ α + α ∧ β = 0 where dA∗ means the differential d on A∗.
Thus, we will find A˜ ∈ C⊗ (t)⊗W−1(End(V )) such that taking α = a˜−1ω0a˜+ a˜da˜ for a˜ = IdV + A˜,
α solves the ODE dα
dt
+ dA∗β+β∧α+α∧β = 0 where β ∈ A0⊗ (t)⊗W−1(End(V )) is given. Then
A = A˜|t=1 is desired.
Since A˜, β and ω are W−1(End(V ))-valued, we can easily check that
dα
dt
+ β ∧ α+ α ∧ β − dA∗
(
dA˜
dt
)
is W−2(End(V ))-valued. Take a grading V =
⊕
Vi which is compatible with the filtration W∗
i.e. GrWi (V )
∼= Vi. Then we have the grading End(V ) =
⊕
Endi(V ) such that Endi(V ) is the
space of endomorphisms of degree i for V =
⊕
Vi. Corresponding to this grading, we decompose
A˜ =
∑
i≤−1 A˜i, β =
∑
i≤−1 βi and
dα
dt
+ β ∧ α+ α∧ β − dA∗
(
dA˜
dt
)
=
∑
i≤−2Xi. We can check that
Xi is determined by A˜j and βj with i < j. Hence we obtain A˜ by integrating inductively
A˜i = −
∫ t
0
δC (dA∗βi +Xi) dt
where δC = (d|C)
−1. 
3.2. Categories of VMHSs. Let D = {(A∗,W∗) →ι (B∗,W∗, F ∗)} be an K-mixed-Hodge dia-
gram. We define the category VMHSu(D) by the following ways:
• Objects are (V,W∗, F ∗, ω, ω′, a) so that:
– (W∗, F
∗) is a K-mixed Hodge structure on a finite-dimensional K-vector space V
– ω ∈ Ob(FWnil(A∗)).
– ω′ ∈ Ob(FWnil(B∗)) satisfying
ω′ ∈ F 0 (B∗ ⊗W−1(End(VC))) .
– a ∈ Hom((VC,W∗, ι(ω)), (VC,W∗, ω′)) so that a ∈ IdV +B0 ⊗W−1(End(VC).
• Morphisms from (V1,W∗, F ∗, ω1, ω′1, a1) to (V2,W∗, F ∗, ω2, ω′2, a2) are (b, b′) so that
– b ∈ Hom((V1,W∗, ω1), (V2,W∗, ω2)) in FWnil(A∗).
– b′ ∈ Hom((V1C,W∗, ω′1), (V2C,W∗, ω′2)) satisfying
b′ ∈ F 0 (B0 ⊗W0(Hom(V1C, V2C))) .
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– The diagram
(V1C,W∗, ι(ω1))
ι(b) //
a1

(V2C,W∗, ι(ω2))
a2

(V1C,W∗, ω
′
1)
b′ // (V2C,W∗, ω
′
2)
commutes.
We assume that the restriction d|B0 : B
0 → B1 of the differential on B0 is strictly compatible
with the filtrations W∗. We fix a 1-quasi-isomorphism φ :M∗ → A∗ which is compatible with the
filtrations and a diagram B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
as in Theorem 2.4.6. We take a subspace C ⊂ B0
so that the restriction d|C : C → d(B0) of the differential d is bijective. Define δC : d(A0)→ C as
the inverse of d|C : C → d(B0). By the additional assumption, δC is strictly compatible with the
filtrations W∗.
We consider the canonical I and H as in Subsection 2.5. By theorem 2.4.6, we have the K-mixed
Hodge structure on M∗. Consider the dual Lie algebra n of the minimal DGA M∗. Then we have
the dual K-mixed Hodge structure (W∗, F ∗) on n.
We consider the category Rep(n,W∗, F
∗) such that:
• Objects are (Ω, V,W∗, F ∗)
– (W∗, F
∗) is a K-mixed Hodge structure on a finite-dimensional K-vector space V .
– Ω : n→ End(V ) is a Lie algebra representation which is a morphism of K-mixed Hodge
structures.
• Morphisms are morphisms of n-modules which are also morphisms of K-mixed Hodge struc-
tures.
By n =W−1(n), we can say that Rep(n,W∗, F
∗) can be seen as a subcategory of RepWnil(n).
We define the functor ΦC : Rep(n,W∗, F
∗)→ VMHSu(D) by the following way. Let (Ω, V,W∗, F ∗) ∈
Ob(Rep(n,W∗, F
∗)). Considering Ω as an element inM1⊗End(V ), we have (Ω, V,W∗) ∈ Ob(FWnil(M∗)).
Thus we have (φ(Ω), V,W∗) ∈ Ob(FWnil(A∗)) and (ψ ◦ I−1(Ω), VC,W∗) ∈ Ob(FWnil(B∗)). Since
Ω is a morphism of K-mixed Hodge structure, we have Ω ∈ F 0(M1C ⊗ End(VC)) which says
Ω ∈ ∑P+r≥0 I((N1)P,Q ⊗ F r(VC). By the property of ψ : N ∗ → B∗, we have ψ ◦ I−1(Ω) ∈
F 0 (B∗ ⊗W−1(End(VC))). We consider H◦ I−1(Ω) ∈ B∗⊗ (t, dt). Then we have H◦ I−1(Ω)|t=0 =
ψ ◦ I−1(Ω) and H ◦ I−1(Ω)|t=1 = ι ◦ φ(Ω). By Proposition 3.1.4, we have A ∈ C ⊗W−1(End(V ))
such that denoting a = IdV + A we have ι ◦ φ(Ω) = a−1ψ ◦ I−1(Ω)a + a−1da. Thus, we obtain
(V,W∗, F
∗, φ(Ω), ψ ◦ I−1(Ω), a) ∈ Ob(VMHSu(D)).
Here we define the functor ΦC : Rep(n,W∗, F
∗) → VMHSu(D) by the following way. For
(Ω, V,W∗, F
∗) ∈ Ob(Rep(n,W∗, F ∗)),
ΦC((Ω, V,W∗, F
∗)) = (V,W∗, F
∗, φ(Ω), ψ ◦ I−1(Ω), a) ∈ Ob(VMHSu).
For f ∈ Hom ((Ω1, V1,W∗, F ∗), (Ω2, V2,W∗, F ∗)), ΦC(f) = (f, f).
By fH ◦ I−1(Ω1) = H ◦ I−1(Ω2)f , using the explicit constructions of the isomorphisms a(1) :
(V1C,W∗, ι◦φ(Ω1)) ∼= (V1C,W∗, ψ◦I−1(Ω1)) and a(2) : (V1C,W∗, ι◦φ(Ω2)) ∼= (V2C,W∗, ψ◦I−1(Ω2))
as in the proof of Proposition 3.1.4, we have:
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Lemma 3.2.1. The diagram
(V1C,W∗, ι ◦ φ(Ω1)) f //
a1

(V2C,W∗, ι ◦ φ(Ω1))
a2

(V1C,W∗, ψ ◦ I−1(Ω1)) f // (V2C,W∗, ψ ◦ I−1(Ω2))
commutes.
Proof. Write H◦I−1(Ω1) = α(1)+β(1)dt andH◦I−1(Ω2) = α(2)+β(2)dt as in proof of Proposition
3.1.4. Then we have fα(1) = α(2)f and fβ(1) = β(2)f . We recall that for j = 1, 2, α(j) =
a˜(j)−1ψ ◦ I(Ωj)a˜(j) + a˜(j)−1dB∗ a˜(j) and they are solutions of the equations dα(j)dt + dB∗β(j) +
β(j) ∧ α(j) + α(j) ∧ β(j) = 0. For each x ∈ B∗ ⊗W0(End(V )), we write x =
∑
i≤0 xi such that
xi ∈ B∗ ⊗ Endi(V ) for the grading End(V ) =
⊕
Endi(V ) as in the proof of Proposition 3.1.4. We
prove
∑
l+m≥k fla˜(1)m =
∑
l+m≥k a˜(2)mfl for each k ≤ 0 by induction. We assume this holds for
any k ≥ −n and we will prove for k = −n− 1. By α(j) = a˜(j)−1ψ ◦ I(Ωj)a˜(j) + a˜(j)−1dB∗ a˜(j) for
j = 1, 2 and this induction assumption, we have∑
l+m≥−n−1
dB∗(fla˜(1)m)
=
∑
l+g+h≥−n−1,
h≤−1
(fla˜(1)gα(1)h)−
∑
l+g+h≥−n−1,
g≤−1
(flψ ◦ I(Ω1)ga˜(1)h)
=
∑
l+g+h≥−n−1,
h≤−1
(a˜(2)gflα(1)h)−
∑
l+g+h≥−n−1,
g≤−1
(ψ ◦ I(Ω2)gfla˜(1)h)
=
∑
l+g+h≥−n−1,
h≤−1
(a˜(2)gα(2)hfl)−
∑
l+g+h≥−n−1,
g≤−1
(ψ ◦ I(Ω2)g a˜(2)hfl)
=
∑
l+m≥−n−1
dB∗(a˜(2)mfl).
Recall that a˜(1) and a˜(2) satisfy ˜a(1)|t=0 =
˜a(2)|t=0 = IdV and a˜(1), a˜(2) ∈ IdV + C ⊗ (t) ⊗
W−1(End(V )). Hence, by using δC , we obtain
∑
l+m≥−n−1(fla˜(1)m) =
∑
l+m≥−n−1(a˜(2)mfl) and
by induction, the lemma follows.

By this lemma, ΦC : Rep(n,W∗, F
∗)→ VMHSu(D) is indeed a functor.
Theorem 3.2.2. The functor ΦC : Rep(n,W∗, F
∗)→ VMHSu(D) is an equivalence.
Proof. For (Ω1, V1,W∗, F
∗), (Ω2, V2,W∗, F
∗) ∈ Ob(Rep(n,W∗, F ∗)), by Proposition 3.1.2, we obtain
the identifications
Hom((Ω1, V1,W∗), (Ω2, V1,W∗)) = Hom((φ(Ω1), V1,W∗), (φ(Ω2), V1,W∗))
and
Hom((Ω1, V1C,W∗), (Ω2, V1C,W∗)) = Hom((ψ ◦ I−1(Ω1), V1C,W∗), (ψ ◦ I−1(Ω2), V1C,W∗)).
By these identifications, we can easily show the fully-faithfulness of ΦC .
We prove that the functor is essentially-surjective. Let (V,W∗, F
∗, ω, ω′, a) ∈ Ob(VMHSu(D)).
Then, by Proposition 3.1.2, we can take (Ω, V,W∗) ∈ Ob(FWnil(M∗)) and (Ω′, V,W∗) ∈ Ob(FWnil(N ∗))
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and isomorphisms
b : (φ(Ω), V,W∗) ∼= (ω, V,W∗)
and
b′ : (ψ(Ω′), V,W∗) ∼= (ω′, V,W∗).
We notice that we can take Ω′ ∈ F 0(N 1 ⊗W−1(End(V ))) and b′ ∈ F 0
(
B0 ⊗W0(Hom(V1C, V2C))
)
.
Indeed since the differentials d on N ∗ and d on B0 are strictly compatible with the filtration F ∗,
on constructions as in Lemma 3.1.3, we can take each term in F 0. By Proposition 3.1.4, we have
an isomorphism aˆ : (VC,W∗, ι ◦ φ(Ω)) ∼= (VC,W∗, ψ ◦ I−1(Ω)).
Now we have the diagram
(VC,W∗, ι(ω))
a

(VC,W∗, ι ◦ φ(Ω))
ι(b)
oo
aˆ

(VC,W∗, ψ ◦ I−1(Ω))
(VC,W∗, ω
′) (VC,W∗, ψ(Ω
′))
b′
oo
Thus we have the isomorphism c : (VC,W∗, ψ ◦ I−1(Ω)) ∼= (VC,W∗, ψ(Ω′)) associated with this dia-
gram. By Proposition 3.1.2 we can regard c as an isomorphism c : (VC,W∗,I−1(Ω)) ∼= (VC,W∗,Ω′).
Finally, (V,W∗, c
−1F ∗,Ω) ∈ Ob(Rep(n,W∗, F ∗)) and
ΦC((Ω, V,W∗, c
−1F ∗)) = (V,W∗, c
−1F ∗, φ(Ω), ψ ◦ I−1(Ω), aˆ)
is isomorphic to (V,W∗, F
∗, ω, ω′, a) ∈ Ob(VMHSu(D)). 
By this theorem, we obtain a quasi-inverse Φ′C : VMHS
u(D) → Rep(n,W∗, F ∗) of ΦC :
Rep(n,W∗, F
∗)→ VMHSu(D). We define the functor εC : VMHSu(D)→MHSK as the compo-
sition of Φ′C : VMHS
u(D) → Rep(n,W∗, F ∗) and the natural functor Rep(n,W∗, F ∗) → MHSK
such that Ob(Rep(n,W∗, F
∗)) ∋ (V,W∗, F ∗,Ω) 7→ (V,W∗, F ∗) ∈ Ob(MHSK). We notice that
the functor εC is different from the correspondence Ob(VMHS
u(D)) ∋ (V,W∗, F ∗, ω, ω′, a) 7→
(V,W∗, F
∗) ∈ Ob(MHSK). This correspondence can not be considered as a functor. We con-
sider the faithful functor κ : MHSK → VMHSu(D) so that κ : MHSK ∋ (V,W∗, F ∗) 7→
(V,W∗, F
∗, 0, 0, idV ) ∈ Ob(VMHSu(D)). Then we have εC ◦ κ = idMHSK .
4. Tannakian categories and non-abelian mixed Hodge structures
4.1. Tannakian categories. A category C with a functor ⊗ : C × C → C is a (additive) K-tensor
category if:
• C is an additive C-linear category.
• ⊗ : C × C → C is a bi-linear functor which satisfies the associativity and commutativity.
(see [7])
• There exists an identity object (1, u) that is 1 ∈ Ob(C) with an isomorphism u : 1→ 1⊗ 1
satisfying the functor C ∋ V 7→ 1⊗ V ∈ C is an equivalence of categories.
A K-tensor category C is rigid if all objects admit duals.
For two K-tensor categories (C1,⊗1) and (C2,⊗2), a tensor functor is a functor F : C1 → C2
with a functorial isomorphism cU,V : F (U) ⊗ F (V ) → F (U ⊗ V ) so that (F, c) is compatible with
the associativities and commutativities of (C1,⊗1) and (C2,⊗2) (see [7]) and for an identity object
(1, u) of (C1,⊗1) (F (1), F (u)) is an identity object of (C2,⊗2).
The category VectC of C-vector space with the usual tensor product ⊗ is a tensor category. For
a tensor category (C,⊗), an exact faithful tensor functor C → VectC is called a fiber functor for
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C. A neutral K-Tannakian category is an abelian rigid K-tensor category C with a fiber functor
ω : C → VectK such that K = End(1).
Theorem 4.1.1 ([7]). Every neutral K-Tannakian category C is equivalent to the category Rep(G)
of finite-dimensional representations of an pro-algebraic group G over K. More precisely, this cor-
respondence C 7→ G is a contravariant functor Π from the category of neutral Tannakian categories
to the category of pro-algebraic groups over K where morphisms of neutral Tannakian categories
are exact faithful tensor functors commuting with fiber functors.
We call G = Π(C) the Tannakian dual of a neutral K-Tannakian category C.
Example 4.1.2. Consider the category MHSK of K-mixed Hodge structures. Then, for
(V1,W∗, F
∗), (V2,W∗, F
∗) ∈MHSK,
we can define the K-mixed Hodge structure on the tensor product V1⊗V2 of K-vector spaces by the
standard way. Thus, MHSK is a K-tensor category. By Proposition 2.1.6, we can easily say that
MHSK is a neutral K-Tannakian category with the fiber functor Ob(MHSK) ∋ (V,W∗, F ∗) 7→
V ∈ Ob(VectK).
Example 4.1.3. Let g be a K-Lie algebra. Then the category Rep(g) (resp. Repnil(g) with the usual
tensor product and the natural functor Rep(g) → VectK (resp. Repnil(g) → VectK) is a neutral
K-Tannakian category.
It is known that if n is pro-nilpotent, then the Tannakian dual U = Π(Repnil(n)) is a pro-
unipotent group over K such that the Lie algebra of U is n.
4.2. Non-abelian mixed Hodge structures. The following definition is inspired by Arapura’s
work in [1].
Definition 4.2.1. A K-non-abelian mixed Hodge structure (K-NMHS) is an abelian rigid K-tensor
category C with exact faithful tensor functors τ1 : C → MHSK and τ2 : MHSK → C satisfying
τ1 ◦ τ2 = idMHSK .
With the composition of τ1 and the fiber functor Ob(MHSK) ∋ (V,W∗, F ∗) 7→ V ∈ Ob(VectK),
C is a neutral K-Tannakian category. Considering the tannakian duals Π(C) and Π(MHSK), by
the morphisms Π(τ1) and Π(τ2), we have the splitting Π(C) = Π(MHSK)⋉G where G = kerΠ(τ2).
Thus a K-non-abelian mixed Hodge structure can be considered as a pro-algebraic group G over K
with an algebraic action of Π(MHSK) as defined in [1].
For the category Rep(n,W∗, F
∗) as in subsection 3.2, we define the functors τ1 : Rep(n,W∗, F
∗)→
MHSK and τ2 :MHSK → Rep(n,W∗, F ∗) such that
τ1 : Ob(Rep(n,W∗, F
∗)) ∋ (V,W∗, F ∗,Ω) 7→ (V,W∗, F ∗) ∈ Ob(MHSK)
and
τ2 : Ob(MHSK) ∋ (V,W∗, F ∗)→ (V,W∗, F ∗, 0) ∈ Ob(Rep(n,W∗, F ∗)).
Then Rep(n,W∗, F
∗) with these functors is a K-NMHS. Thus by the result in subsection 3.2, we
obtain the K-NMHS
(VMHSu(D), εC , κ).
By this consideration, we can see that the functor εC : VMHS
u(D) →MHSK is an analogue of
the taking a fiber of an ”actual” VMHS. See the following section.
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5. Compact Ka¨hler manifolds
5.1. Real Variations of mixed Hodge structures. Let M be a complex manifold (not nec-
essarily compact or Ka¨hler). A real variation of mixed Hodge structure (R-VMHS) over M is
(E,W∗,F
∗) so that:
(1) E is a local system of finite-dimensional R-vector spaces.
(2) W∗ is an increasing filtration of the local system E.
(3) F∗ is a decreasing filtration of the holomorphic vector bundle E⊗R OM .
(4) The Griffiths transversality DFr ⊂ A1(M,Fr−1) holds where D is the flat connection
associated with the local system EC.
(5) For any k ∈ Z, the local system GrWk (E) with the filtration induced by F∗ is a real variation
of Hodge structure of weight k.
We call (E,W∗,F
∗) unipotent if the variation on each GrWk (E) is constant (i.e. the local system is
trivial and the holomorphic sub-bundles of GrWk (E⊗ROM) associated with F are trivial bundles).
We consider the category VMHSR(M) of R-VMHSs overM such that morphisms from (E1,W∗,F∗)
to (E2,W∗,F
∗) are flat sections in which are valued in W0(Hom(E1,E2)) and F
0(Hom(E1,E2)C).
For each x ∈M , define the functor ǫx : VMHSuR(M)→MHSR as the taking fiber at x
ǫx : Ob(VMHS
u
R(M)) ∋ (E,W∗,F∗) 7→ (Ex,W∗x,F∗x) ∈ Ob(MHSR).
We also define the functor κ′ : MHSR → VMHSuR(M) such that for (V,W∗, F ∗) ∈ Ob(MHSR),
κ((V,W∗, F
∗)) is the trivial flat bundle M × V with the filtrations M ×W∗ and M × F ∗.
We define the full-subcategory VMHSuR(M) so that objects are unipotent R-VMHSs. We also
define the category ˜VMHS
u
R(M) by the following ways:
• Objects are (V,W∗, F ∗, ω, ω′, a) so that:
– (W∗, F
∗) is a R-mixed Hodge structure on a finite-dimensional R-vector space V
– ω ∈ Ob(FWnil(A∗(M))).
– ω′ ∈ Ob(FWnil(A∗(M)⊗ C)) satisfying
ω′ ∈ F 0 (A∗(M)⊗ C⊗W−1(End(VC))) .
– a ∈ Hom((VC,W∗, ω)), (VC,W∗, ω′) so that a ∈ IdV +A0(M)⊗ C⊗W−1(End(VC).
• Morphisms from (V1,W∗, F ∗, ω1, ω′1, a1) to (V2,W∗, F ∗, ω2, ω′2, a2) are (b, b′) so that
– b ∈ Hom((V1,W∗, ω1), (V2,W∗, ω2) in FWnil(A∗(M)).
– b′ ∈ Hom((V1C,W∗, ω′1), (V2C,W∗, ω′2) satisfying
b′ ∈ F 0 (A∗(M)⊗ C⊗W0(Hom(V1C, V2C))) .
– The diagram
(V1C,W∗, ω1)
b //
a1

(V2C,W∗, ω2)
a2

(V1C,W∗, ω
′
1)
b′ // (V2C,W∗, ω
′
2)
commutes.
Then each (V,W∗, F
∗, ω, ω′, a) ∈ Ob( ˜VMHSuR(M)) corresponds to the R-VMHS (E,W∗,F∗) ∈
Ob(VMHSuR(M)) such that E is the trivial C
∞-vector bundle M × V with the flat connection
d+ ω, W∗ is defined by Wi = M ×Wi(V ) and F∗ is defined by Fr = a−1(M × F r(VC)) (see [17,
Section 7]). By the definition, this correspondence Υ : Ob( ˜VMHS
u
R(M) → Ob(VMHSuR(M) is a
fully-faithful functor. Taking global frames, every (E,W∗,F
∗) ∈ Ob(VMHSuR(M)) is isomorphic to
Υ : ((V,W∗, F
∗, ω, ω′, a)) for some (V,W∗, F
∗, ω, ω′, a) ∈ Ob( ˜VMHSuR(M)). Thus, the functor Υ :
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˜VMHS
u
R(M)) → VMHSuR(M)) is an equivalence. For (V,W∗, F ∗, ω, ω′, a) ∈ Ob( ˜VMHS
u
R(M)),
we have
ǫx ◦Υ(V,W∗, F ∗, ω, ω′, a) = (V,W∗, a(x)−1F ∗)
where a(x) ∈ Aut1(VC,W∗) is the value at x.
5.2. R-NMHS and Hain-Zucker’s theorem. Let M be a compact complex manifold admitting
a Ka¨hler metric g. Then we can easily say that (VMHSuR(M), ǫx, κ
′) is an R-NMHS. Consider the
fundamental group π1(M,x) at x ∈M . Then, by using Chen’s iterated integral, Hain constructed a
canonical R-mixed Hodge structure (W∗,W∗) on the completion ̂Rπ1(M,x) = lim←−Rπ1(M,x)/J
r+1
of the group ring Rπ1(M,x) associated with powers Jr+1 of augmentation ideal J depending on
the choice of a point x ∈ M (see [10, 11]). We define the category Rep( ̂Rπ1(M,x),W∗, F ∗) such
that:
• Objects are (V,W∗, F ∗, σ) so that
– (W∗, F
∗) is a R-mixed Hodge structure on a finite-dimensional R-vector space V .
– σ : ̂Rπ1(M,x)→ End(V ) is a module structure which is a morphism of R-mixed Hodge
structures.
• Morphisms are morphisms of ̂Rπ1(M,x)-modules which are morphisms of R-mixed Hodge
structures.
Define the functors τ ′1 : Rep(
̂Rπ1(M,x),W∗, F ∗) → MHSK and τ ′2 : Rep( ̂Rπ1(M,x),W∗, F ∗) →
Rep(n,W∗, F
∗) such that
τ ′1 : Ob(Rep(
̂Rπ1(M,x),W∗, F
∗)) ∋ (V,W∗, F ∗, σ) 7→ (V,W∗, F ∗) ∈ Ob(MHSK)
and
τ2 : Ob(MHSK) ∋ (V,W∗, F ∗)→ (V,W∗, F ∗, 0) ∈ Ob(Rep( ̂Rπ1(M,x),W∗, F ∗)).
Then (Rep( ̂Rπ1(M,x),W∗, F ∗), τ ′1, τ
′
2) is an R-NMHS. Now, Hain-Zucker’s theorem in [13] can be
stated as following (see [1, Proposition 5.3]).
Theorem 5.2.1 ([13]). The R-NMHS (VMHSuR(M), ǫx, κ
′) is equivalent to the R-NMHS
(Rep( ̂Rπ1(M,x),W∗, F
∗), τ ′1, τ
′
2).
More precisely the monodromy representation functor defines an equivalence hx : VMHS
u
R(M) →
Rep( ̂Rπ1(M,x) between tensor categories such that the diagram
VMHSuR(M)
ǫx //
hx(∼=)

MHSK
κ′
oo
=

(Rep( ̂Rπ1(M,x)),W∗, F ∗)
τ ′
1 //MHSK
τ ′
2
oo
commutes.
Hain and Zucker proved this type equivalence for graded-polarizable ”good” unipotent VMHSs
over quasi-Ka¨hler manifolds. Goodness is a condition at infinity and the graded-polarizablity is
only used for studying local monodromy near to normal crossing divisors. Thus we may omit them
on compact Ka¨hler manifolds.
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5.3. Mixed Hodge diagrams over compact Ka¨hler manifolds. LetM be a compact complex
manifold admitting a Ka¨hler metric g. On the de Rham complex A∗(M) with the bigrading
An(M) ⊗ C = ⊕p+q=nAp,q(M), we consider the differential operators d, dc, ∂ and ∂¯. Then we
have the following relations (see [6, Lemma 5.11]).
Proposition 5.3.1. (ddc-Lemma): On each Ai(M), we have
imd ∩ kerdc = kerd ∩ imdc = imddc.
(∂∂¯-Lemma): On each Ap,q(M), we have
im∂ ∩ ker∂¯ = ker∂ ∩ im∂¯ = im∂∂¯.
We notice that on the 1-forms, we have
imd ∩ kerdc = kerd ∩ imdc = 0
and
im∂ ∩ ker∂¯ = ker∂ ∩ im∂¯ = 0.
By this, by these relations on 2-forms and 1-forms, for a 2-form α satisfying α ∈ imd ∩ kerdc(resp.
α ∈ ker∂ ∩ im∂¯), we have a function f such that α = ddcf (resp. α = ∂∂¯f) and the 1-form dcf
(resp. ∂f) is uniquely determined by α that is to say f is determined up to an additive constant.
We will denote such 1-form by dcF c(α) (resp. ∂F ′(α)).
We consider the sub-DGA kerdc ⊂ A∗(M) (resp. ker∂ ⊂ A∗(M)⊗C). We regard the cohomolo-
gies H∗dc(M) and H
∗
∂(M) as DGAs with the differential operators d. By these two relations, we
have the following (see [6, Section 6]).
Theorem 5.3.2. • The inclusions
kerdc ⊂ A∗(M) and ker∂ ⊂ A∗(M)⊗ C
are quasi-isomorphisms.
• The quotients
kerdc → H∗dc(M) and ker∂ → H∗∂(M)
are quasi-isomorphisms.
• d = 0 on H∗dc(M) and H∗∂(M) and hence H∗dc(M) ∼= H∗(M,R) and H∗∂(M) ∼= H∗(M,C).
We first construct the canonical 1-minimal models φ :M∗ → A∗(M) and ψ : N ∗ → A∗(M)⊗C.
Construction 5.3.1. We construct M∗i =
∧
(V1⊕· · · ⊕Vi) and the map φi :M∗i → A∗(M) by the
following way.
(1) V1 = H1(M) = kerd ∩ kerdc ∩ A1(M). Define φ1 :
∧V1 → A∗(M) so that φ is the natural
injection V1 = H1(M) →֒ A1(M) on V1.
(2) Define V2 as the kernel of the cup product
2∧
V1 → H2(M,R).
Define the DGA M∗2 =
∧
(V1 ⊕ V2) with the differential d so that d is 0 on V1 and d on
V2 is the natural inclusion V2 →֒
∧2 V1. Extend the morphism φ2 : M∗2 → A∗(M) so that
φ2(v) = d
cF c(φ1(dv)) for v ∈ V2.
(3) For i ≥ 2, consider the DGA M∗i =
∧
(V1 ⊕ V2 ⊕ · · · ⊕ Vi) with the homomorphism φi :
M∗i → A∗(M) we have constructed. We have φi(v) ∈ imdc for v ∈ V2 ⊕ · · · ⊕ Vi.
Let
Vi+1 = kerd|∑j+k=i+1 Vj∧Vk .
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Define the extended DGA M∗i+1 =M∗i ⊗
∧Vi+1 so that the differential d is defined on Vi+1
as the natural inclusion Vi+1 →֒
∑
j+k=i+1 Vj ∧ Vk. Extend the morphism φi+i : M∗i+1 →
A∗(M) is defined by φi+1(v) = d
cF c(φi(dv)) for v ∈ Vi+1.
We have the gradingM∗ =⊕M∗(n) which commutes with the multiplication and the differential
operator so that M1(i) = Vi. Define the filtration W∗ on M∗ by Wi(M∗) =
⊕
n≤iM∗(n).
Construction 5.3.2. We construct N ∗i =
∧
(W1 ⊕ · · · ⊕Wi) and the map ψi : N ∗i → A∗(M)⊗ C
by the following way.
(1) W1 = H1(M)⊗C = ker∂ ∩ ker∂¯ ∩A1(M)⊗C. Define ψ1 :
∧W1 → A∗(M)⊗C so that ψ1
is the natural injection V1 = H1(M) →֒ A1(M)⊗ C on W1.
(2) Define W2 as the kernel of the cup product
2∧
W1 → H2(M,C).
Define the DGA N ∗2 =
∧
(W1 ⊕W2) with the differential d so that d is 0 on W1 and d on
W2 is the natural inclusion W2 →֒
∧2W1. Extend the morphism ψ2 : N ∗2 → A∗(M)⊗C so
that ψ2(w) = ∂F
′(ψ1(dw)) for w ∈ W2.
(3) For i ≥ 2, consider the DGA N ∗i =
∧
(W1 ⊕ W2 ⊕ · · · ⊕ Wi) with the homomorphism
ψi : N ∗i → A∗(M)⊗C we have constructed. We have ψi(w) ∈ im∂ for w ∈ W2 ⊕ · · · ⊕Wi.
Let
Wi+1 = kerd|∑j+k=i+1Wj∧Wk .
Define the extended DGA N ∗i+1 = N ∗i ⊗
∧Wi+1 so that the differential d is defined on Wi+1
as the natural inclusion Wi+1 →֒
∑
j+k=i+1Wj ∧Wk. Extend the morphism ψi+i : N ∗i+1 →
A∗(M)⊗ C is defined by ψi+1(w) = ∂F ′(ψi(dw)) for w ∈ Wi+1.
We have the grading N ∗ =⊕N ∗(n) which commutes with the multiplication and the differential
operator so that N 1(i) =Wi. For the decomposition H1(M)⊗C = H1,0(M)⊕H0,1(M), we define
W1,0 = H1,0(M), W0,1 = H0,1(M) and
Wp,q = kerd|∑s+u=P,t+v=QWs,t∧Wu,v
inductively. Then we have Wn =
⊕
P+Q=nWP,Q. By this, we have the bigrading N ∗ =
⊕
(N ∗)P,Q
which commutes with the multiplication and the differential operator so that (N 1)P,Q =WP,Q.
Define the increasing filtration W∗ on A
∗(M) so that W−1(A
∗(M)) = 0 and W0(A
∗(M)) =
A∗(M). For the usual Hodge filtration F ∗ on A∗(M) ⊗ C i.e. F r(A∗(M) ⊗ C) = ⊕p≥r Ap,q(M),
we can easily check that
D(M) = {(A∗(M),W∗)→id (A∗(M)⊗ C,W∗, F ∗)}
is a R-mixed Hodge diagram. By the 1-quasi-isomorphism φ : (M∗,W∗) → (A∗,W∗), (M∗,W∗) is
the filtered 1-minimal model of the filtered DGA (A∗,W∗). By the diagram
A∗(M)⊗ C A∗(M)⊗ Cidoo id // A∗(M)⊗ C
N ∗
ψ
ggPPPPPPPPPPPPP
ψ
OO
ψ¯
77♥♥♥♥♥♥♥♥♥♥♥♥♥
,
N =⊕0≤P,Q(N ∗)P,Q is the bigraded 1-minimal model of D(M).
Remark 5.3.3. Since we have the R-mixed Hodge diagram D(M) = {(A∗(M),W∗) →id (A∗(M) ⊗
C,W∗, F ∗)}. We can naively say that there exists a R-mixed Hodge structure on the Malcev Lie
algebra n(π1(M,x)) by Theorem 2.3.1. But as Remark 2.3.2, such R-mixed Hodge structure is not
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canonical. By this reason, strictly speaking, the R-mixed Hodge structure on ̂Rπ1(M,x) (Hain’s
mixed Hodge structure) is different from the R-mixed Hodge structure on the dual Lie algebra of
the 1-minimal model of A∗(M) (Morgan’s mixed Hodge structure). See [22] and [11].
5.4. R-VMHS and points. By the last subsection, we have the canonical filtered 1-minimal model
φ :M∗ → A∗(M) and the canonical bigraded 1-minimal model
A∗(M)⊗ C A∗(M)⊗ Cidoo id // A∗(M)⊗ C
N ∗
ψ
ggPPPPPPPPPPPPP
ψ
OO
ψ¯
77♥♥♥♥♥♥♥♥♥♥♥♥♥
.
It is obvious that the differential d : A0(M) ⊗ C → A1(M) ⊗ C is strictly compatible with the
filtrations W∗ and F
∗.
Let x ∈ M . We take Cx = {f ∈ A0(M) ⊗ C|f(x) = 0}. Then the restriction d|Cx : Cx →
d(A0(M) ⊗ C) of the differential d is bijective. Thus, by the result in Subsection 3.2, for the R-
mixed Hodge structure (W∗, F
∗) on the dual Lie algebra n of M∗ associated with Cx, we have the
equivalence ΦCx : Rep(n,W∗, F
∗) → VMHSu(D(M)). For a functor εCx as in Subsection 3.2, we
have the R-NMHS (VMHSu(D(M)), εCx , κ) and the R-NMHS (Rep(n,W∗, F ∗), τ1, τ2) is equivalent
to the R-NMHS (VMHSu(D(M)), εCx , κ). For (Ω, V,W∗, F ∗) ∈ Ob(Rep(n,W∗, F ∗)), write
ΦCx((Ω, V,W∗, F
∗)) = (V,W∗, F
∗, φ(Ω), ψ ◦ I−1(Ω), a) ∈ Ob(VMHSu(D(M))).
Then, by a ∈ IdV + Cx ⊗ W−1(End(VC)), we have a(x) = IdV . Thus, as VMHSu(D(M) =
˜VMHS
u
R(M), we obtain
ǫx ◦Υ(V,W∗, F ∗, φ(Ω), ψ ◦ I−1(Ω), a) = (V,W∗, F ∗).
This implies that the diagram
Rep(n,W∗, F
∗)
τ1 //
Υ◦ΦCx (
∼=)

MHSR
τ2
oo
=

VMHSuR(M)
ǫx //MHSK
κ′
oo
commutes. By Theorem 5.2.1, we have the following result.
Theorem 5.4.1. The R-NMHS (Rep(n,W∗, F ∗), τ1, τ2) is equivalent to the R-NMHS
(Rep( ̂Rπ1(M,x),W∗, F ∗), τ ′1, τ
′
2).
Remark 5.4.2. By an isomorphism n ∼= n(π1(M,x)), this theorem seems to be very natural. But
by the reason explained in Remark 5.3.3, this theorem is non-trivial.
5.5. R-VMHS and volumes ([17, 18]). Let dV be a volume form on M . Then take
CdV =
{
f ∈ A0(M)⊗ C|
∫
M
fdV = 0
}
.
Then the restriction d|CdV : CdV → d(A0(M) ⊗ C) of the differential d is bijective. Thus, by the
result in Subsection 3.2, for the R-mixed Hodge structure (W∗, F ∗) on the dual Lie algebra n ofM∗
associated with CdV , we have the equivalence ΦCdV : Rep(n,W∗, F
∗)→ VMHSu(D(M)). Thus we
can obtain a way of taking fibers εCx : VMHS
u(D(M)) →MHSR which is different from taking
fibers at points.
If dV is associated with a Riemann metric g. Then δCdV = d
∗Gg where d
∗ is formal adjoint of
the differential d and Gd is the Green operator associated with g.
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5.6. Computations. For i = 0, 1 or 2, let Vi be a R-vector space with a Hodge structure F ∗ of
weight i. Consider the direct sum V =
⊕2
i=0 Vi with the R-split R-mixed Hodge structure (W∗, F
∗).
Let α1 ∈ H1(M)⊗Hom(V1, V0) and α2 ∈ H1(M)⊗Hom(V2, V1) satisfying α1 ∈ F 0(H1(M)⊗ C⊗
Hom(V1, V0)) and α2 ∈ F 0(H1(M)⊗C⊗Hom(V2, V1)). Suppose that α1 ∧α2 is null-cohomologous
in A∗(M) ⊗ Hom(V2, V0). Then, by the ddc-Lemma (Proposition 5.3.1), we have β ∈ A0(M) ⊗
Hom(V2, V0) such that
α1 ∧ α2 = ddcβ.
We notice that β is determined up to an additive constant. Let ω =

 0 α1 dcβ0 0 α2
0 0 0

, ω′ =

 0 α1 −2
√−1∂β
0 0 α2
0 0 0

 and aβ =

 1 0 −
√−1β
0 1 0
0 0 1

. Then we can easily check
(V,W∗, F
∗, ω, ω′, aβ) ∈ Ob(VMHSu(D(M))).
Otherwise, by Construction 5.3.1, we have v ∈ V2 such that φ(v) = dcβ. Since I and H are
the identity and the natural injection on W1 = H1(M) ⊗ C respectively, for C ⊂ A0(M) ⊗ C so
that the restriction d : C → d(A0(M)⊗C) is bijective, we can obtain ψ ◦ I−1(v) = −2√−1∂β and
H◦I−1(v) = −2√−1∂β+√−1dβ⊗t+√−1β⊗dt by taking β ∈ C. By this, for Ω =

 0 α1 v0 0 α2
0 0 0

,
we have (Ω, V,W∗, F
∗) ∈ Ob(Rep(n,W∗, F ∗)) and ΦC((Ω, V,W∗, F ∗)) = (V,W∗, F ∗, ω, ω′, aβ). For
Cx (resp. CdV ) associated with a point x ∈ M (resp. volume form dV on M), we should take β
satisfying β(x) = 0 (resp.
∫
M
βdV = 0).
6. Transverse Ka¨hler foliations
6.1. Transverse Ka¨hler foliations. Let M be a compact manifold with a foliation F of co-
dimension 2m. A differential form α ∈ A∗(M) is a basic form on (M,F) if iXα = 0 and LXα = 0
for any vector fields tangent to F where iX and LX are the interior product and the Lie derivation
with X, respectively. Denote by A∗B(M,F) the sub-DGA of A∗(M) consisting of basic forms on
(M,F). Assume that F is transversely holomorphic. Then we have the bigrading A∗B(M,F)⊗C =⊕
Ap,qB (M,F) with the decomposition d = ∂B + ∂¯B as the usual Dolbeault complex.
Suppose that F is cohomologically oriented i.e. H2m(A∗B(M,F)) 6= 0 and transversely Ka¨hler.
Then it is known that on A∗B(M,F)⊗C the Ka¨hler identity holds and we have the same relations
as in Proposition 5.3.1 for operations d, ∂B , ∂¯B and d
c
B =
√−1(∂¯B − ∂B) ([8]).
Define the increasing filtrationW∗ on A
∗
B(M,F) so thatW−1(A∗(M)) = 0 andW0(A∗B(M,F)) =
A∗B(M,F). For the usual Hodge filtration F ∗ on A∗B(M,F) ⊗ C i.e. F r(A∗B(M,F) ⊗ C) =⊕
p≥r A
p,q
B (M,F), we can easily check that
D(M,F) = {(A∗B(M,F),W∗)→id (A∗B(M,F)⊗ C,W∗, F ∗)}
is a R-mixed Hodge diagram. As in Subsection 5.3, we have the canonical filtered 1-minimal model
φ :M∗ → A∗B(M,F) and the canonical bigraded 1-minimal model
A∗B(M,F) ⊗C A∗B(M,F) ⊗ Cidoo id // A∗B(M,F) ⊗ C
N ∗
ψ
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
ψ
OO
ψ¯
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
.
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Let L be a leaf of F . We take CL = {f ∈ A0B(M,F)⊗ C|f(x) = 0, x ∈ L}. Then the restriction
d|CL : CL → d(A0B(M,F) ⊗ C) of the differential d is bijective. Thus, by the result in Subsection
3.2, for the R-mixed Hodge structure (W∗, F ∗) on the dual Lie algebra n of M∗ associated with
CL, we have the equivalence ΦCL : Rep(n,W∗, F
∗) → VMHSu(D(M,F)). As we see Subsection
5.4, this equivalence can be considered as an analogue of Hain-Zucker’s theorem in [13] for a
transverse Ka¨hler foliation If F is regular, then the leaf space M/F is a compact Ka¨hler manifold
and A∗B(M,F) = A∗(M/F).
We notice that it is very difficult to obtain such type results by more direct ways. If F is irregular,
the leaf space M/F is very bad for studying the geometry (in particular non-Hausdorff). Thus we
can not proceed the Hain-Zucker’s arguments for the leaf space M/F . If F is quasi-regular, then
the leaf space M/F is a Ka¨hler orbifold. So in this case the equivalence ΦCL : Rep(n,W∗, F ∗) →
VMHSu(D(M,F)) is an orbifold version of Hain-Zucker’s theorem. It is not obvious that Hain-
Zucker’s arguments valid for the orbifold fundamental group.
Let g be a transverse Riemannian metric on (M,F). Then, by using Molino’s structure theorem
[20], we can define the L2 inner product <,>B on A
∗
B(M,F) as in [8, Section 3.2.3] as the L2 inner
product on the usual de Rham complex. We take Cg = {f ∈ A0B(M,F) ⊗ C| < 1, f >B= 0}.
Then the restriction d|Cg : Cg → d(A0B(M,F) ⊗ C) of the differential d is bijective. Thus, by the
result in Subsection 3.2, for the R-mixed Hodge structure (W∗, F ∗) on the dual Lie algebra n of
M∗ associated with Cg, we obtain the equivalence ΦCg : Rep(n,W∗, F ∗)→ VMHSu(D(M)).
6.2. Sasakian manifolds. Let M be a compact (2n + 1)-dimensional Sasakian manifold with a
Sasakian metric g and η the contact structure associated with the Sasakian structure (see [2]).
Take ξ the Reeb vector field. ξ gives the 1-dimensional foliation Fξ. Then it is known that dη
is a transverse Ka¨hler structure on Fξ. Thus we can apply the last subsection. But, in Sasakian
case, we can obtain better unipotent VMHSs. We consider the sub-DGA A∗S(M) ⊂ A∗(M) so that
A∗S(M) = A
∗
B(M,Fξ) ⊗
∧〈η〉. Then the inclusion A∗S(M) ⊂ A∗(M) is a quasi-isomorphism (see
[26] and [15]).
(1) We define the increasing filtrationW∗ on the DGA A
∗ such thatW−1A
∗
S(M) = 0,W0A
∗
S(M) =
A∗B(M,Fξ) and W1A∗S(M) = A∗S(M).
(2) We define the decreasing filtration F ∗ on the DGA A∗S(M) as the tensor product of the
Hodge filtration on A∗B(M,Fξ) and the filtration F ∗ on
∧〈η〉 such that F 2(∧〈η〉) = 0 and
F 1(
∧〈η〉) = ∧〈η〉.
Proposition 6.2.1. (cf.[16]) DS(M) = {(A∗S(M),W∗) →id (A∗S(M) ⊗ C,W∗, F ∗) is an R-mixed
Hodge diagram.
Proof. Since the differential d0 on WE
p,q
0 (A
∗
S(M)) is d0 = d|A∗B(M,Fξ) ⊗ idη, we have
WE
0,q
1 (A
∗
S(M))
∼= Hq(A∗B(M,Fξ)),
WE
−1,q
1 (A
∗
S(M))
∼= Hq−2(A∗B(M,Fξ)) ∧ η
and other WE
p,q
1 (A
∗
S(M)) is trivial. Hence, by the Hodge theory on the basic cohomology, the
filtration F induces R-Hodge structures of weight q on WE
0,q
1 (A
∗
S(M)) and WE
−1,q
1 (A
∗
S(M)). Hence
the proposition follows. 
By this proposition, we should define Sasakian unipotent VMHSs by objects in VMHSu(DS(M)).
Remark 6.2.2. On compact Vaisman (more generally complex manifolds with transverse Ka¨hler
central foliations as in [15]) manifolds, we can also obtain similar R-mixed Hodge diagrams (see
[15]).
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7. Quasi-Ka¨hler manifolds
7.1. Real analytic logarithmic forms on quasi-Ka¨hler manifolds. Let M be a compact
Ka¨hler manifold and D a normal crossing divisor. Consider the complement U =M −D. Deligne
proved that there is a canonical K-mixed Hodge structure (W∗, F ∗) on the cohomology Hk(U,K)
for any subfield K ⊂ R ([5]). We call this Deligne’s K-mixed Hodge structure.
For giving an R-mixed Hodge diagram inducing Deligne’s R-mixed Hodge structure, we define
the real analytic logarithmic complex A∗M(logD) on U introduced by Navarro Aznar [23]. Denote
by A∗(Y ) the DGA of real analytic differential forms on a real analytic manifold Y . We define the
sub-DGA A∗M (logD) ⊂ A∗(U) by the following way. For any x ∈ M , we have a neighborhood B
which admits an isomorphism B ∼= ∆n so that B ∩U ∼= (∆∗)l ×∆n−l where ∆ is the unit disc and
∆∗ = ∆ − {0}. For such neighborhood, an element in A∗M (logD) is locally written by an element
in the sub-A∗(B)-algebra of A∗(B ∩ U) generated by
Re
(
dzi
zi
)
, Im
(
dzi
zi
)
, λi = logziz¯i, 1 ≤ i ≤ l.
We define the filtration W∗ on A∗M(logD) so that α ∈Wk(A∗M (logD)) is locally written as
α =
s+
∑l
i=1 ji≤k∑
{i1,...is}⊂{1,...,l},
j1,...,jl
λj11 . . . λ
jl
l β
j1,...,jl
i1,...,is
∧ dzis
zis
∧ . . . dzi1
zis
where βj1,...,jli1,...,is ∈ A∗(B). We say that
s+
∑l
i=1 ji≤k∑
{i1,...is}⊂{1,...,l},
j1,...,jl
λj11 . . . λ
jl
l β
j1,...,jl
i1,...,is
∧ dzis
zis
∧ . . . dzi1
zis
satisfying k = max{s+∑li=1 ji|βj1,...,jli1,...,is 6= 0} is a form of weight k on B. Thus, α ∈Wk(A∗M (logD))
if and only if on any B, α is presented by a form of weight k′ ≤ k on B.
By the bigrading A∗M (logD)⊗C =
⊕Ap,qM (logD) associated with the complex structure on M ,
we define the decreasing filtration F ∗ on A∗M (logD)⊗ C by
F r(A∗M(logD)⊗ C) =
⊕
p≥r
Ap,qM (logD).
Theorem 7.1.1 ([23]). D(A∗M(logD)) = {(A∗M (logD),W∗) →id (A∗M (logD), F ∗,W∗)} is a R-
mixed Hodge diagram, the inclusion A∗M (logD) ⊂ A∗(U) is a quasi-isomorphism and the R-mixed
Hodge structure on Hk(A∗M (logD)) associated with D(A∗M (logD)) is identified with the Deligne’s
R-mixed Hodge structure on Hk(U,R) for any k.
Thus, we can take a filtered 1-minimal model φ :M∗ → A∗M (logD)) and a bigraded 1-minimal
model
A∗M (logD))⊗ C A∗M (logD))⊗ Cidoo id // A∗M (logD))⊗ C
N ∗
ψ
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
ψ
OO
ψ¯
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Problem 7.1.2. Are there canonical filtered 1-minimal models and bigraded 1-minimal models for
D(A∗M (logD)) like compact Ka¨hler case?
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Lemma 7.1.3. The differential d : A0M(logD)→ A1M (logD) on the 0-forms is strictly compatible
with the filtration W∗.
Proof. α ∈ A0M(logD) is locally written as
α =
∑
j1,...,jl
λj11 . . . λ
jl
l β
j1,...,jl
where βj1,...,jk ∈ A0(B). We have
d
(
λj11 . . . λ
jl
l β
j1,...,jl
)
=
∑
i
λj11 . . . λ
ji−1
i . . . λ
jl
l β
j1,...,jl
(
dzi
zi
+
dz¯i
z¯i
)
+ λj11 . . . λ
jl
l dβ
j1,...,jl.
By this formula and real-analyticity, we can say that if α is presented by a form of weight k on B,
then dα is also presented by a form of weight k on B. This means that the induced map GrWk (d)
on GrWk (A0M (logD)) is injective. Hence the lemma follows. 
Remark 7.1.4. In [3], Burgos finds the C∞-version E∗M (logD) of A∗M (logD). But this condition is
not obvious on such complex. The weights of elements in E∗M (logD)|B can not uniquely determined
because of ”flat functions ” (see [3] and [23, Remark 8.11]).
Let x ∈ U . We take Cx = {f ∈ A0M(logD) ⊗ C|f(x) = 0}. Then the restriction d|Cx : Cx →
d(A0M (logD) ⊗ C) of the differential d is bijective. Thus, by the result in Subsection 3.2, for the
R-mixed Hodge structure (W∗, F ∗) on the dual Lie algebra n of M∗ associated with Cx, we have
the equivalence ΦCx : Rep(n,W∗, F
∗)→ VMHSu(D(A∗M (logD))).
Consider the equivalence Υ : ˜VMHS
u
R(M))→ VMHSuR(M)) as in Subsection 5.1. ByA∗M(logD) ⊂
A∗(U), VMHSu(D(A∗M (logD))) is a subcategory of ˜VMHS
u
R(M)). Via the restriction of Υ on
VMHSu(D(A∗M (logD))), we have the subcategory VMHSuA(M,D) of VMHSuR(M). By the re-
striction of the functors ǫx : VMHS
u
R(M) → MHSR and κ′ : MHSR → VMHSuR(M), we have
the R-NMHS (VMHSuA(M,D), ǫx, κ
′). By the same arguments in Subsection 5.4, we have the
commutative diagram
Rep(n,W∗, F
∗)
τ1 //
Υ◦ΦCx (
∼=)

MHSR
τ2
oo
=

VMHSuA(M,D)
ǫx //MHSR
κ′
oo
.
Remark 7.1.5. In [21], Morgan gives a Q-mixed Hodge diagrams DQ(M,D) inducing Deligne’s
Q-mixed Hodge structures on U . However, Q-DGAs for such diagrams are defined by simplicial
differential forms. We expect that we can construct a faithful functor from VMHSu(DQ(M,D) to
the category of the rational unipotent variations of mixed Hodge structures.
Remark 7.1.6. Hain and Zucker proved the equivalence between the category of graded-polarizable
”good” unipotent VMHSs over U and the category of mixed Hodge representations of ̂Rπ1(M,x)
with the mixed Hodge structure induced by Chen’s iterated integrals of the usual C∞-logarithmic
complex of U ([13]). We may conjecture that there exists a equivalence between the category
VMHSu(D(A∗M (logD))) and the category of good unipotent variations of mixed Hodge structures
over U and this equivalence implies a relation as in Theorem 5.4.1 for quasi-Ka¨hler case. We may
have an advantage on VMHSu(D(A∗M (logD))). Unlike the goodness, we do not need conditions
on local monodromies near to divisors. The check of the goodness is a very complicated part of the
proof in [13] (see [13, Section 6]).
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8. Non-unipotent VMHS
By small modifications of our results, we will give a DGA-model for treating non-unipotent
VMHS.
8.1. G-VMHS over R-mixed Hodge diagrams with G-actions. Let V be a R-vector space
and F ∗ an R-Hodge structure of weight N with a polarization S. Denote by G = Aut(V, S) the
group of automorphisms of the R-vector space Vx with the bilinear form Sx and consider it as an
algebraic group over R. Then we have the R-Hodge structure of weight 0 on R[G] associated with
the R-Hodge structure (V,F∗) such that the algebra structure on R[G] is compatible with this
R-Hodge structure (see [17, Section 3]). Thus, we have the bigrading C[G] =
⊕
p∈ZC[G]
p,−p.
Let D = {(A∗,W∗)→ι (B∗,W∗, F ∗)} be an R-mixed-Hodge diagram. We say that G acts on D
if:
• G (resp. G(C)) acts rationally on (A∗,W∗) (resp. (B∗,W∗)) as automorphisms of filtered
DGAs.
• H0(A∗)G = H0(A∗) (resp. H0(B∗)G = H0(B∗))
• The quasi-isomorphism ι : A∗ → B∗ is G(C)-equivariant.
• The co-module structure B∗ → C[G]⊗B∗ is compatible with the filtrations F ∗.
Suppose G acts on D.
We consider a filtered 1-minimal model (M∗,W∗) with a 1-quasi-isomorphism φ : M∗ → A∗
which is compatible with the filtrations and a bigraded 1-minimal model N ∗ =⊕P,Q(N )P,Q with
a diagram B∗ A∗C
ιoo ι¯ // B∗
N ∗
ψ
``❇❇❇❇❇❇❇❇
ψ′′
OO
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
as in Theorem 2.4.6 satisfying the following assumptions.
Assumption 8.1.1. (1) G acts rationally on (M∗,W∗) as automorphisms of filtered DGAs
and φ :M∗ → A∗ is G-equivariant.
(2) G(C) acts rationally on N ∗ such that
• The co-module structure N ∗ → C[G]⊗N ∗ is compatible with the bigradings
• There is a canonical sequence for ψ : N ∗ → B∗:
C = N ∗0 ⊂ N ∗1 ⊂ N ∗2 ⊂ . . . , N ∗i+1 = N ∗i ⊗
∧
Vi+1
such that the bigrading N ∗ = ⊕0≤P,Q(N ∗)P,Q can be restricted to a bigrading on Vi
and Vi is a G(C)-sub-module.
• All morphisms as in Definition 2.4.5 are G(C)-equivariant.
We take a subspace C ⊂ B0 so that the restriction d|C : C → d(B0) of the differential d is
bijective and C is a G(C)-submodule of B0. Then the inverse δC : d(A0)→ C of d|C : C → d(B0)
is G(C)-equivariant. By Assumption 8.1.1 and the equivariance of δC , the isomorphism I and
the homotopy H constructed in Subsection 2.5 are G-equivariant. Thus, on the 1-minimal model
M and its dual Lie algebra n, the R[G]-co-module structures are morphisms of R-mixed Hodge
structures.
We define the category VMHSG(D) by the following ways:
• Objects are (V,W∗, F ∗, σ, ω, ω′, a) so that:
– (V,W∗, F
∗, ω, ω′, a) ∈ Ob(VMHSu(D))
– σ : G → GL(V ) is a rational representation such that the co-module structure V →
R[G]⊗ V is a morphism of R-mixed Hodge structures.
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– ω, ω′ and a are invariant elements for the G-action i.e. ω ∈ (A1 ⊗W−1(End(V )))G,
ω′ ∈ (B1 ⊗W−1(End(VC)))G(C) and a ∈ IdV + (B0 ⊗W−1(End(VC))G(C).
• Morphisms from (V1,W∗, F ∗, σ1, ω1, ω′1, a1) to (V2,W∗, F ∗, σ2, ω2, ω′2, a2) are (b, b′) so that
– (b, b′) ∈ Hom((V1,W∗, F ∗, ω1, ω′1, a1), (V2,W∗, F ∗, ω2, ω′2, a2)) in VMHSu(D).
– b and b′ are G-equivariant i.e. b ∈ (A0 ⊗W0(Hom(V1, V2))G and
b′ ∈ (B0 ⊗W0(Hom(V1C, V2C))G(C).
We define the category RepG(n,W∗, F
∗) such that:
• Objects are (Ω, V,W∗, F ∗, σ) such that
– (Ω, V,W∗, F
∗) ∈ Ob(Rep(n,W∗, F ∗)) .
– σ : G → GL(V ) is a rational representation such that the co-module structure V →
R[G]⊗ V is a morphism of R-mixed Hodge structures.
– Ω : u→ End(V ) is G-equivariant i.e. Ω ∈ (M1 ⊗ End(V ))G.
• Morphisms are morphisms of n-modules which are also morphisms of R-mixed Hodge struc-
tures.
By restricting the functors τ1 : Rep(n,W∗, F
∗) → MHSR and τ2 : MHSR → Rep(n,W∗, F ∗),
(RepG(n,W∗, F
∗), τ1, τ2) is an R-NMHS.
Let (Ω, V,W∗, F
∗, σ) ∈ Ob(RepG(n,W∗, F ∗)). Consider the functor ΦC : Rep(n,W∗, F ∗) →
VMHSu(D) constructed in Subsection 3.2 and let
ΦC(Ω, V,W∗, F
∗) = (V,W∗, F
∗, φ(Ω), ψ ◦ I−1(Ω), a) ∈ Ob(VMHSu(D)).
Lemma 8.1.1. (V,W∗, F
∗, σ, φ(Ω), ψ ◦ I−1(Ω), a) ∈ VMHSG(D).
Proof. By the G-equivariance of Ω, φ(Ω) and ψ ◦ I−1(Ω) are G-invariant elements. Thus, it
is sufficient to prove a ∈ IdV +
(
B0 ⊗W−1(End(VC)
)G(C)
. We review the proof of Proposi-
tion 3.1.4 for the case H ◦ I−1(Ω) = α + βdt. By the G-equivariance of Ω, I and H, we have
α ∈ (B1 ⊗ (t, dt)⊗W−1(End(V )))G and β ∈ (B0 ⊗ (t, dt)⊗W−1(End(VC)))G where (tdt) is con-
sidered as a trivial G-module. Since G is semi-simple, every G-module is semi-simple and hence
we can choose a grading V =
⊕
Vi which is compatible with the filtration W∗ so that each Vi is a
G-submodule. This implies that for the decomposition β =
∑
i≤−1 βi as in the proof of Proposition
3.1.4, each βi is also G-invariant. Since δC is G-equivariant, A˜ =
∑
i≤−1 A˜i determined as
A˜i = −
∫ t
0
δC (dA∗βi +Xi) dt
in the proof of Proposition 3.1.4 is G-invariant. For a˜ = IdV + A˜, we have a = a˜|t=1 and it is
G-invariant. Hence the lemma follows. 
By this lemma, we define the functor ΦGC : Rep
G(n,W∗, F
∗) → VMHSG(D) by the above
corresponding
(Ω, V,W∗, F
∗, σ) 7→ (V,W∗, F ∗, σ, φ(Ω), ψ ◦ I−1(Ω), a)
such that the maps between the sets of morphisms is the same manner as ΦC .
Theorem 8.1.2. The functor ΦGC : Rep
G(n,W∗, F
∗)→ VMHSG(D) is an equivalence.
Proof. The fully-faithfulness of ΦGC is given by the fully-faithfulness of ΦC .
Let {Vα} be the set of isomorphism classes of irreducible representations of G. Since G is a
semi-simple algebraic group, for a R-DGA X∗ with a rational G-action, we can decompose
X∗ =
⊕
α
X∗α ⊗ Vα
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with the differential d =
∑
dα⊗idVα whereX∗α = (X∗⊗V ∗α )G with the differential dα = d⊗idV ∗α . For
each Vα, taking a subspace Y
∗
α ⊂ X∗ which is a complement to kerdα, we obtain ϑα = (dα|Y ∗α )−1.
Denote ϑ =
∑
ϑα ⊗ idVα . Then we obtain the G-equivariant map ϑ : dX∗ → X∗ satisfying
d ◦ ϑ = iddX∗ .
For checking that ΦGC is essentially-surjective, reviewing the proof of Theorem 3.2.2, for the
diagram
(VC,W∗, ι(ω))
a

(VC,W∗, ι ◦ φ(Ω))
ι(b)
oo
aˆ

(VC,W∗, ψ ◦ I−1(Ω))
(VC,W∗, ω
′) (VC,W∗, ψ(Ω
′))
b′
oo
,
as in there, it is sufficient to show that we can take Ω and Ω′ are G-equivariant and b and b′
are G-invariant. By using a G-equivariant map ϑ as above for each DGA with the G-action, the
G-invariant version of Lemma 3.1.3 (i.e. each Ωi and ai are chosen as G-invariant elements) easily
follows for a G-equivariant 1-quasi-morphism. Thus we can say that ΦGC is essentially-surjective.
hence the theorem follows.

8.2. Non-Unipotent VMHS over compact Ka¨hler manifolds. Let M be a compact Ka¨hler
manifold and (V,F∗) a real variation of Hodge structures over M of weight N with a polarization
S. For x ∈M , taking the fiber at x, consider the R-Hodge structure (Vx,F∗x) of weight N with the
polarization Sx. Denote by G = Aut(Vx,Sx) the group of automorphisms of the R-vector space
Vx with the bilinear form Sx and consider it as an algebraic group over R. Take the monodromy
representation ρ : π1(M,x)→ GL(Vx) of the flat bundle V at x. Then we have ρ(π1(M,x)) ⊂ G.
We assume that ρ(π1(M,x)) is Zariski-dense in G.
Let {Vα} be the set of isomorphism classes of irreducible representations of G. For each Vα, we
consider the flat bundle Eα which corresponds to the representation α◦ρ : π1(M,x)→ GL(Vα). By
the standard representation theory, we can define a polarized a real variation of Hodge structures
(Eα,F
∗) canonically determined by (V,F∗). Consider the cochain complex
A∗(M,Oρ) =
⊕
α
A∗(M,E∗α)⊗ Vα
with the differential D =
⊕
αDα where A
∗(M,E∗α) with Dα is the de Rham complex with values
in the flat bundle E∗α. Then, by the wedge product on the differential forms and the tensor product
of representations, we can consider A∗(M,Oρ) such that G acts on A∗(M,Oρ) as automorphisms
of DGAs (see [11]). This DGA can be treated in the same way as the usual Dolbeault complex of
compact Ka¨hler manifold. Precisely, we have known the following informations on A∗(M,Oρ) (see
[27, Section 2] [17, Section 6]).
• We have the bigrading Ak(M,Oρ)⊗C =
⊕
P+Q=kA
k(M,Oρ)P,Q and the decomposition of
differential D = D′+D′′ so that (A∗(M,Oρ)P,Q,D′,D′′) is a bigraded bidifferential algebra.
• The r-th cohomology Hk(M,Oρ) admits a Hodge structure of weight k which induced by
the Hodge filtration F ∗ on A∗(M,Oρ ⊗C) as
F p(A∗(M,Oρ ⊗ C)) =
⊕
P≥p
A∗(M,Oρ ⊗ C)P,Q.
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• On each A∗(M,E∗α) (resp. A∗(M,E∗α) ⊗ C), the ddc (resp. ∂∂¯) lemma type relation as
in Proposition 5.3.1 holds. By this, on A∗(M,Oρ) (resp. A∗(M,Oρ) ⊗ C), we have the
DDc-Lemma
imD ∩ kerDc = kerD ∩ imDc = imDDc
(resp. D′D′′-Lemma
imD′ ∩ kerD′′ = kerD′ ∩ imD′′ = imD′D′′).
By these properties, defining the increasing filtration W∗ on A
∗(M,Oρ) by W−1(A∗(M,Oρ)) = 0
and W0(A
∗(M,Oρ)) = A∗(M,Oρ),
D(M,ρ) = {(A∗(M,Oρ),W )C →id (A∗(M,Oρ ⊗ C),W∗, F ∗)}
is an R-mixed Hodge diagram and G acts on D(M,ρ). By DDc-Lemma and D′D′′-Lemma, as
Construction 5.3.1 and 5.3.2, we can obtain the canonical filtered 1-minimal model φ : M∗ →
A∗(M,Oρ) and the canonical bigraded 1-minimal model
A∗(M,Oρ)⊗ C A∗(M,Oρ)⊗ Cidoo id // A∗(M,Oρ)⊗ C
N ∗
ψ
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
ψ
OO
ψ¯
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which satisfy Assumption 8.1.1 (see [17, Section 6]).
We take a subspace C ′ ⊂ A0(M) ⊗ C so that the restriction d|C′ : C ′ → d(A0(M) ⊗ C) of the
differential d. Then we consider the subspace C ⊂ A∗(M,Oρ)⊗ C such that
C = C ′ ⊕
⊕
α6=1
A∗(M,E∗α)⊗ Vα.
By Theorem 8.1.2, we have the equivalence ΦGC : Rep
G(n,W∗, F
∗)→ VMHSG(D(M,ρ)).
We explain the relation between the category VMHSG(D(M,ρ)) and the category VMHSR(M)
of R-VMHSs over M . For any rational representation σ : G → GL(V ), considering the flat bun-
dle E with a flat connection Dσ corresponding to the representation σ ◦ ρ : π1(M,x) → GL(V),
we have A∗(M,Oρ) ⊗ End(V ) = A∗(M,End(E)) (see [12]). By this identification, an element
ω ∈ (A∗(M,Oρ)⊗ End(V ))G satisfying the Maurer-Cartan equation Dω + ω ∧ ω = 0 is identified
with the deformed flat connection Dσ+ω on the C
∞-vector bundle E. Let (V,W∗, F
∗, σ, ω, ω′, a) ∈
Ob(VMHSG(D(M,ρ))). SinceG is semi-simple, as aG-module, we have V ∼=⊕α Vα⊗Hom(Vα, V )G.
Thus, we have E =
⊕
αEα⊗Hom(Vα, V )G where each Hom(Vα, V )G is considered as a trivial bun-
dle. By the weights of Eα and Hom(Vα, V ), we have the decreasing filtration W∗ of C
∞-vector
bundle E. Consider the flat connection Dσ + ω (resp. Dσ + ω
′) on E (resp. EC ). Then, by the
assumption of Ob(VMHSG(D(M,ρ))), W∗ is a filtration of the flat bundle E with Dσ + ω (resp.
EC with Dσ + ω
′) and a is considered as a Gauge transformation of EC preserving filtrations W∗
and transforming ω′ to ω i.e. a−1ω′a + a−1Dσa = ω. We can say that Hom(Vα, V )
G admits an
R-mixed Hodge structure induced by the R-mixed Hodge structures on Vα and V ([17, Lemma
7.1.2]). Thus, we define the decreasing filtration F∗ of C∞-vector bundle EC induced by the Hodge
filtrations of Eα ⊗ C and Hom(Vα, V )G such that each fiber of (E,W∗,F∗) is an R-mixed Hodge
structure. By the assumption of ω′, we have
ω′ ∧ Fr ⊂ F r(A1(M,E)) = A1,0(M,Fr−1)⊕A0,1(M,Fr).
This says that F∗ is the filtration of the holomorphic vector bundle E ⊗R OM and the Griffiths
transversality holds. Summarizing these arguments, denoting by Eω the flat bundle E with the flat
connection Dσ + ω, we have (Eω,W∗, a
−1F∗) ∈ Ob(VMHSR(M)). Therefore we have the faithful
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functor Υρ : VMHS
G(D(M,ρ)) → VMHSR(M) by the correspondence (V,W∗, F ∗, σ, ω, ω′, a) 7→
(Eω,W∗, a
−1F∗).
Remark 8.2.1. In the sam way as D(M), we can take C ′ = Cy as in Subsection 5.4 for a point y ∈M
or C ′ = CdV as in subsection 5.5. By the equivalence Φ
G
C : Rep
G(n,W∗, F
∗)→ VMHSG(D(M,ρ)),
associated with the functors τ1 : Rep(n,W∗, F
∗)→MHSR and τ2 : Rep(n,W∗, F ∗)→ Rep(n,W∗, F ∗),
we can consider VMHSG(D(M,ρ)) as R-NMHS. In particular, we obtain a ”taking the fiber”
εC : VMHS
G(D(M,ρ))→MHSR associated with τ1.
If we take C ′ = Cx (recalling that x is the base point for taking the fiber of original R-VHS
(V,F), by the same argument as in Subsection 5.4, the diagram
RepG(n,W∗, F
∗)
τ1 //
Υρ◦ΦCx (faithful)

MHSR
τ2
oo
=

VMHSR(M)
ǫx //MHSR
κ′
oo
commutes. I expect that this means that our R-NMHS is closely related to the mixed Hodge
structure on the ”relative Malcev completion” as in [12].
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