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1 .はじめに
知的で柔軟なシステムを構築するための重要なパラダイムのlっとして機械学習が注目され
ている。そのなかでも最近のトピックはロボテイクスなどへの応用のために自律的な学習機構
をいかにして実現するかである。この自律的学習システムとは，システムと環境が相互作用を
行いその結果得られる評価に基づき教師なし学習を行うシステムである。この機械学習アルゴ
リズムとして帰納学習， j寅縁学習，類推，発見学習などが良く知られているが，現在最も注目
を浴びているのが強化学習である。この強化学習は典型的な自律的学習で，システムが決定し
た何らかのアクションを実行した結果として環境から報酬のみを受けと り，適切なアクション
パタ ンーを学習するアルゴリズムである。従って，環境が明確にモデリング出来ない問題や動
的に環境が変化するような問題に対しでもロバストな学習システムを構築する可能性が高く，
多くの工学分野に適用可能な学習アルゴリズムとして期待されている。特にロボット等の自律
エージェントを考えた場合， 一般には環境中の全状態変数を知覚する事は不可能であるため，
不確実性の処理が要求される。さらに問題によっては， 選択したアクションに対する報酬が即
座には決定できない場合が存在する。この場合には一連のアクシヨン連鎖に対して良否が決定
されるため報酬遅れの処理も必要となる。このような不確実性と評価遅れを持つような系に対
しでも有効に動作するのが強化学習の特徴である［山村，他95］。
この強化学習の実現手法として Samuelのcheckerprogram [Samuel 59］に始まり確率的学
習オートマトン（SLA) [Narendra and Thathachar91], TD (A）法［Suton88], Q-learmng 
[Watkins 92］など様々なものが提案されているが，筆者らはHollandにより提案されたクラ
シファイアーシステム（CS) [Holand et al. 86］を利用した学習システムの構築を行い，その
有効性を検証してきた ［川上，嘉数93][Kawakami and Kakazu95］。
csは単純かっ強力な学習手法として知られる機械学習システムで， 種々の複雑な問題を解
くためや，適応的なアクションを学習するための様々な自律エージェン ト上にインプリメント
されてきた。csは特に， エキスパートシステムで用いられるプロダクションルールベースと
同様の特徴を有しており，ルールベースに基づいた問題解決タスクに対して有効で、あることが
示されている ［Hollandet al. 86] [Goldberg 89] [Wilson and Goldberg 89］。
csを含めてこれら強化学習の枠組みは，その柔軟さゆえ，非常に多様な問題に適用できるが，
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そのインプリメントに際してはいくつかの困難が生じる。具体的には，報酬関数の設定やセン
サーの種類や解像度などの種々の学習パラメータが，タスクに対して適切に設定されなければ
ならない。これらのパラメータ設定が学習性能に大きな影響を与えると考えられるにもかかわ
らず，経験則や試行錯誤により設定されているのが現状である。これは帰納学習におけるバイ
アス決定や ANNのユニット数や重み係数の決定に相当する重要な問題である。したがって，
より広範なタスククラスにおいて，自律エージェントをコン トロー ルできるように， 強化学習
システムアーキテクチャの一般的構築手法が必要になる。
そこで本論ではcsのアーキテクチャを進化的に決定するための手法について述べる。その
ためにここでは，進化的アプローチのlつである遺伝的アルゴリズム （GA) [Holland 75］を
適用し，良好なシステム学習パラメータセットの進化的獲得を試みる。さらに本提案手法の有
効性を検証するために，未知作業空間においてロボットマニピュレータが目標点に到達するた
めのモーションプランを学習するタスクを対象として，計算機実験を行い，その結果を議論す
る。なお，本稿では内部メッセージを処理するメッセージリストや様々な拡張機能を持たない
シンプルCS (SCS）を対象とする。
2.関連研究
一般的に， 学習システムの学習性能が，タスクとシステム ・アーキテクチャとの相互作用に
依存することはよく知られており，そのために学習システムのアーキテクチャや学習パラメー
タを最適化するための研究は多く行われている。特に適応的学習システムとして広く利用され
ているニューラルネットワークにおいては，ユニット数やユニット問の結線情報，関値， 初期
重みなどの決定がタスクの学習に大きな影響を与える。そのためニューラルネッ トワークアー
キテクチャを GAにより決定しようという試みが盛んになりつつある。例えば， ネットワー ク
の重みと闇値をコード化L, GAにより進化させる初期的な研究［Montanaand Davis89] 
[Whitely and Hanson89］，ユニットの結線関係も含めた構造情報を様々な手法でコード化し，
進化的に獲得するアプローチ［Harp,et al.89] [Miller, etal.89] [Gruau93］口じ野93］， パック
プロパゲーシヨンアルゴリズムに関する学習パラメータを進化させるアプローチ ［Belew,et 
al.92］，ファジーニューラルネットワー クにGAを適用するアプローチ［Feldman93］などが
行われ，この問題に対する GAの効果が報告されている［Maricic92］。またAckleyとLittmanは，
より統合的にGAとニューラルネッ トワー クを組み合わせた枠組みと して進化的強化学習とい
う概念を提案している ［Ackleyand Littman92］。
さらに Unemiらは，ルックアップテーブルを用いたQlearningの学習パラメータを GAに
より進化させることによ り有効な結果を導いている ［Unemi,et al. 94］。
一方， csについても，システムアーキテクチャの設計がタスクの学習に大きな影響を与え
るため，そのインプリメン トに際して注意を払わなければならないこ とが報告されてお り
[Wilson and Goldberg 89] [Schuurmans and Schaefer 89］， その問題に対するアプローチと
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して，例えばBookerはcsにおいて新ルールの発見機構を作動させるタイミ ングの設定と学
習性能との相関関係ついて報告している システムの構成要素の部分的[Booker89］。他にも，
システムのアーキテクチャを進化的に生拡張等についてはいくつかの研究が行われているが，
成するアプローチは行われていない。従って，本アプローチは種々の工学的問題へのcsの適
用について有用な知見を与えるものと思われる。
SGSアーキテクチャの設計3. 
scsの構成3. 
エキスパ トー システムで用いらcsは単純かっ強力な学習能力を持つ機械学習システムで，
ある環境に対するれるプロダクションルールベースと類似の特徴を持つ。システムにおいて，
この戦略はクラシファイアーと呼ばれるif/then形式のストリングルールによって表現され，
csとプロダク
1つの戦略は，環境条件を満たす事により活性化したルール
そのルールの表記法は両者において全く異なっている。すなわ
クラシファイアーの有限個の集合によりシステムの振る舞いが制御される。
ションシステムの両者において，
により実行される事になるが，
ち，多くのプロダクションシステムではルール中に複雑な文法構造を許しているが，
学習問題への適用は大きな困難を伴う。一方csでは，ルールを単純な記号によるストリング
それゆえ
に制限しており，ルールの扱いが非常に容易となる。
又，各クラシファイア にーは， 環境への適応度に応じて増減される強度と呼ばれる値が割り
システムは， 学習回数を重ねるごとにクラシファイア一群を問題に適応させ， この当てられ，
適応したクラシファイアー群
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ントされた問題解決システム，
あるいは学習システムをエージェントと呼ぶこととする。
scsアーキテクチャの定義
以下ではscsのアーキテクチャを進化的に合成するために， 一般的scsモデルの定式化を
アーキテクチャを決定する学習パラメータの定義を行う。ここで示す内容は過去の研究
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等でも解説されている部分ではあるが，システム全体についての一般モデル化を行っているも
のはほとんどないため定式化が必要となる。
3. 2 . 1 Rule-base 
まずRule-baseにはscsの中心であるクラシファイアーの集合CFが存在する。 1つのクラ
シファイア－cf; （εCF）は，プロダクショ ンルールと同様に条件部分c九 と行為部分 cf；か
ら構成されるストリングルー ルである。
本稿では，この条件部分と行為部分を次式の様に表現するものとする。
CF= leん， i=l,2,.. N! 
cf;, = le！＼，ザリ
(1) 
(2) 
cf°;= IO. 1, # I 1c, (3) 
cfへ＝ lo. 1.1a. (4) 
ここで， Nはルール集合のサイズ，＃は 0' 1の両者とマッチするワイルドカー ド記号， le, 
んはそれぞれ，予め決められた条件部と行為部のスト リング長である。このクラシファイアー
の初期集合はラ ンダムに生成されるが， cf＼中に‘＃ ’が生成される確率はp＃で制御される。
3 . 2 . 2 Performance system 
Performance systemでは学習プロ
セス以外の刺激一反応系の中心部
分となるプロセスが実行される。す
なわち，scsの基本実行サイクル
から見ると， 以下の4つのプロセス
が実行される（図2）。
1 ) Detectorによる環境情報のエン
コー ドプロセス。ここではscs
の知覚機関としての Detectorを
ENVIRONMENT 
States_ 
Encode Process 
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Conditional 
Matching Process 
Decode Process 
Effector 
Rule Competition 
Process 
Rule”bαse 
CF 
Performαnee System. 
通して，環境情報がシステムが処 figure 2. A basic sense-act cycle in the performance system 
理可能な形式の有限長のメッセー
ジEMにコー ド化される。ここでいう環境とは， scsがインプリメントされている問題解
決システム自身の状態も含む。ここで環境情報の集合をEとすると，コード化されたメ ッ
セージEMはエンコー ド関数EFを用いて次式の様に表現される。
EF:E → EM (5) 
しかし，一般に工学的問題等への適用を考慮した場合，無限に存在する全環境情報Eを
対象とする事は， 不可能であり適切でもない。すなわち，構築すべきエージェン トには，完
全ではなくてもある程度のタスク情報が与えられ，それを達成するために必要なセンサの種
類等はあらかじめ決定されているはずである。例えば目標物を追跡するようなタスクでは，
カメラあるいは赤外線等を利用した視覚センサが必要である事は容易に決定できる。従って
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本論文で対象とする環境情報とは，エージェントが実装しているセンサの種類により検出で
きる環境の部分情報Es（εE）を示すものとし，（5）式は次の様に書き換えるものとする。
EF:Es → EM (6) 
つまりここでの問題は，エージェントが効率よくかっロバストにタスクを達成するための
エンコード関数EFをいかに決定すべきかということである。
2）エンコードされた環境情報とルールベース中の全クラシファイアーとの条件マッチングプ
ロセス。ここでは 1）で得られた環境情報EMとクラシファイアー集合CF中の条件部分
げらとの照合により現環境にマッチする部分集合CFM（εCF）を抽出する。
3）環境情報にマッチしたクラシファイアーの部分集合CFM中から，勝者を選択するルール
競合解決プロセス。ここでは，マッチした候補ルールの中から適当と思われるルールを選択
するためにCFM中のクラシファイアー聞の競合により，活性化するクラシファイアーCFA
が選択される。通常，活性化するクラシファイアーはlつであるが，システムのインプリ メ
ントの方法によっては複数の場合もある。この競合は各クラシファイアーに対応する強度
Scλ；（i = 1, 2，…N）を基にして行われ，より高い強度を有するクラシファイ アーが選ばれる。
一般にこの選び方には2種類あり，第lの手法は最も高い強度を持つルールを選択する。こ
の時，最高強度を持つルールが複数存在する場合には，その中からランダムに選択する。第
2の手法は強度値に基づき各ルールの選択確率を算出する方法である。あるクラシファイ
アー抗の選択確率P_sel(cfJは次の式で計算される。これは GAでは， ルーレット型選択
と呼ばれる手法である。
? ?
?
?
?
?
?
???
?
?
? ?
????
?
?
＝
??
）
」
? ?
?
?
『?
??
??
?
(7) 
(8) 
ここで，MF （げJは叫がCFMに含まれるかどうかを判定する関数である。
4) Effectorによるアクションコー ドのデコードプロセス。ここでは 3）で選択されたCFA
の行為部分をエ ジー、エン トが実行可能なように記号列から実行命令形式に翻訳する。ここで
もエージェント上へのインプリメントを考えた場合，いかなるアクションでも実行できる訳
ではなく，エージェントに実装されるアクチュエータに依存した有限個のアクションが対象
となる。従ってこのデコードプロセスは，エージェン トが実行可能なアクションの集合を
A = Jaj; J = 1, 2, .. ,NAf とするとデコード関数DFを用いて次式の様に表現できる。
DF: CFA→ A (9) 
3 . 2 . 3 Credit assignment system 
ここでは，強化学習の中心となるルール強度の変更処理が実行される。すなわち，エージェ
ントがあるアクションを実行した結果，環境から与えられる報酬 Tに基づき，そのアクショ ン
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に関与したクラシファイアーの強度を更新する。一般に実行したアクシヨ ンがタスクに対して
有効である場合には正の報酬が，有効でない場合には負の報酬が与えられる。またシステムの
インプリメン トによっては，環境から直接与えられる報酬のほかに，システム内部で報酬を生
成する場合もある。つまり，時刻 tに実行したアクションにより環境情報がEs'からEs'+1に
変化した時に， その差Est+1 Es＇に基づき報酬を生成する。本稿では両者を含めて，実行し
たアクションにより時刻 tに与えられる報酬ゾと呼ぶこととする。ここで，クラシファイアー
の強度更新則を次式の様に定義する。
scFAt+1= scFAt十 RF（ァり 側
ここで SCFAtは選択されたクラシファイアー CFAの時刻 tにおける強度値で， RFは報酬を
強化信号に変換する関数である。一般にscsにおける強化則としては， profit sharing法
[Grefenstette88］と bucketbrigade法［Holtand85］が良く知られているが，両手法を（10）式に
あてはめると強化関数RFはそれぞれの以下の様に表現できる。
profit sharing 法：
RF （戸）＝αγ1/ICFAI (11) 
ここでαは係数で， I CFA IはCFAに含まれるルール数である。profitsharing法は報酬が与
えられた時に，それまでの行動系列を一括強化する手法であるので，CFAには報酬Jに関与
した一連のクラシファイアーが記憶されている。
bucket brigade法：
RF （γう＝ αァtー βScFAt+ y ScFAt+l (12) 
ここでαは環境報酬に関する係数で， (3' Yはクラシファイアー問の強度の受け渡しに関する
係数， CFAは時刻 t+ 1に実行されるクラシファイアーである。またクラシファイアーの初
期集合には全て同強度 Soが割り当てられる。
3 . 2 . 4 Rule discovery system 
scsにおける，もう lつの重要な機能と して，新しいルールの生成が挙げられる。 Credit
assignment systemにより Rule-base中のルールを強化する事が出来るが，クラシファイアーの
集合中にすべての可能なルールを登録することは不可能であるため，何等かの方法によ り作成
された初期集団に対して学習が行われる。したがって，さらに良い解を獲得するために，未探
索のルール空間を探索する必要がある。この新ルール生成機構を GAにより実現する。scs
では各ルールが単純な記号列で表現されるため，ルールの交配等によって容易に新ルールを生
成することができる。ここで問題となるのは GAを適用するタイミングと比率の決定で，次の
様なパラメータによ り設定される。
ρ：1回の学習サイクルにおける GAの起動確率。
X : 1回の GAプロセスにおいて，交叉により新jレールが生成される確率。 ルール集合の
サイズがNの場合， XN本のルールが交叉によ り新しく生成される。
μ : 1屈の GAプロセスにおいて，突然変異により新ルールが生成される確率。交叉と同
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様にμN本のルールが突然変異により新しく生成される。
この GAに関するパラメータもタスクやシステム構成に依存するもので，最適値を決定する
のは困難な問題である。
4. GAによる SGSアーキテクチャの進化的合成
以上の定義に基づき， scsアーキテクチャを決定するシステムパラメータセットは次のよ
うに表現できる。
< N le lα P# EF DF RF So P X μ > 
従ってこのパラメータセットの異なる組合せによって，学習性能の異なるscsが構成され
る。ここでは，与えられたタスクに対して高い学習性能を有するscsアーキテクチャを決定
するために， GAを用いてパラメータセットの進化的合成を行う。
4. 1 scsアーキテクチャの進化サイクル
GAによるscsア キーテクチャ
の進化サイクルは図3でも示すよ
うに，以下の手順で実行される。
1 ）まずl組のパラメータセット
をlつの染色体と して表現し，
その初期集団を生成する。
2）各染色体を翻訳し，個々の
scsの初期状態を生成する。
3）各初期scsをそれぞれ同じ
タスクにより学習し，学習済
みscsをイ乍る。
4）学習を行った各scsを学習
性能に基づき評価する。
5）評価値に従い，遺伝的オペレー
タを適用し，新しい染色体集
団を生成する。
6）手順2）以降を終了条件を満
たすまで繰り返す。
4. 2 染色体の構造
operation 
phase 
evaluation 
phase 
SCS architecture 
synthesis phase 
〈〉 〆ヘ
く〉くブく〉
learning phase 。le竺scs
o o¥J0 
figure 3. The evolutionary synthesis cycle of SCS 
architectures by GA 
染色体上には各パラメータ値が順にコー ド化される。ただしここで問題となるのは， 3種の
関数 （EF, DF, RF）のコード化手法であるが，本論では以下の様に設定する。
ここで工学的問題を解決するエージェン ト上へのインプリメン トを対象とした場合，先にも
示したように，全環境情報Eを考慮する必要はなく，エージェン トに実装されたセンサによ
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り知覚できる部分情報Esを入力情報とする。このとき Esは実装されたセンサが lsensor1,
sensorz・…， S仰 sornlで，それぞれから情報 1Es1.E／，…Esnlが得られるとすると入力情報Es
は次式で表される。
Es =U Ej (13) 
そのため，scsでは各Ejの値がEM中にコード化される。そこでここではEFにより， scs 
内で処理されるセンサの解像度を決定するものとする。具体的には，各E5/の値がセンサの特
性から ［lowJ, high5/］という計測範囲を持っているとすると， scsのエンコード関数EFは
計測範囲を分割し，それぞれに nJピッ トの2進コードを割り当てる処理を行う。したがって
EFを染色体上にコーデイングするには，各Es1が使用するピット数叫s1をコード化すればよ
い。すなわち，このnJはscsにおける Es1の解像度に相当する。例えば町j= 3の場合は，
測定範囲［low/. highs1］を8分割し，それぞれを8種類の3ピットコードに変換する。また，
仮に Ejが実数値ではなく離散値をとる場合でも同様の処理が可能となる。例えばEjの値が
[ON, OFF］という 2値をとり， ηJ=zの場合には， 2進コードの（00）と（01）が‘ON’に割り
当てられ，（10）と（11）が‘OFF’に割り当てられる。それ故， ηj=Oの場合にはscsはセンサ
1の測定値Es1を無視する事を意味する。
デコード関数DFについても EFと同様にエージェントが実行できるアクションを制御する
コン トローラの最適分解能を決定するものとする。 scsが出力するアクション集合Aもエー
ジェントに実装されているアクチュエータに依存する。 エージェント上にモータなどのアク
チユエータ lactuator1, act叫atorz,. ,act附 toηJがインプリメントされている場合， actuatoηに
より実行される動作集合を Akとするとエージェントのアクション集合Aは次式で表現される。
A =U Ak (14) 
従って各 Akにトルク等の可制御範囲［low/.high／］が与えられた時に割り当てる コー ドのピッ
ト数ηJが決定できればよいので， n／を染色体上にコード化すればよい。
我々が特にこれらの解像度に注目するのは次のような理由による。scsにおいてセンサや
アクチュエータの最適解像度を決定することはとても重要な問題である。なぜなら解像度を上
げることによって，より精細な刺激 反応制御が可能になる。しかしその反面， クラシファ
イアー のルール空間が拡大してしまうため，Rule-base中に必要なルールが存在しない確率が
高くなったり，無駄なルールが増加して学習効率が悪化してしまう。逆に，解像度を粗くして
ルール空間を小さくすると，探索空聞が減少し学習が容易になる。しかしそれによって，問題
解決に必要な潜在的状態が減少してしまい良好な解が導かれない可能性が高まる。このように
エージェントの動作空間とセンサー情報空間の問の複雑な相互作用が学習を困難にすることが
報告されている［Pateland Dorigo94］が， それをどのように設定したら良いのかは全く分かっ
ていない。従って与えられたタスクに対して良好な解像度がGAによ り進化的に発見できるこ
とは有効で、ある。
また，強化関数RFについては，profit sharing法やbucketbrigade法を利用するのであれ
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ば（11)(12）式の （α，(3'Y)をコード化すればよい。
そのイ也のパラメータ値についてはそのままコード化することになるが，クラシファイアーの
ストリング長に関するパラメータle,んについては， EF, DFに依存した値になるため，染
色体上にコード化する必要がない。つまり環境情報とのマッチング処理を行うために，クラシ
ファイアーの条件部の長さんと EFによりコード化された環境情報EMのス トリング長は等し
くなければならない。ここでEMのスト リング長 ／EMは次式で表現される。
IEM = I 昨c/ (15) 
従って，le= 2'. n：｝ となる。 同様に行為部分のスト リング長らも次式を満足する。
??
??? ?
?
? ?
?
??? (16) 
以上の設定により， scsアー
キテクチャの進化的合成プロセ
スにおける 1つの染色体は図4
のように構成される。
4. 3 SC Sアーキテク
チャの評価
figure 4. A GA-encoded parameters by which a SCS architecture 
is determined 
GAを適用するために各scsアー キテクチャの評価値を設定する必要がある。強化学習シス
テムにおける学習性能の良否の判断基準については，さまざま議論の分かれるところであるが，
ここでは次の評価項目を設定する。
1.解探索能力 ：あるscsアーキテクチャにより導かれた解の質を評価する。 例えば，同タ
スクを同学習回数訓練したscsにより， 示される解を比較する事によって評価を行う。
2.収束性能： scsを含めて強化学習システムの目的は，エージェン トがあるタスクに対し
て適切な行動を実行できる様に，アクションパターンを強化し， その後は同じ状況に置か
れると正しい行動を起こすよ うにシステム内部の構造を合わせ込む事である。 したがって，
この合わせ込みに要する学習期間は短いほど性能が高いと考えられるため，scsの収束
速度を評価対象とする。
3.ロバス ト性 ：強化学習システムのもう1つの重要な特徴は，システムが置かれている環境
の一部が急に変化したり，学習したタスクと類似のタスクが与えられた場合にも，ある程
度うまく対処できるようなロバス ト性を有する必要がある。 そこで本論では，ある同じタ
スクを同じ回数だけ学習させたscsに，最初のタスク と類似のタスクを提示した場合に，
導かれる解の質を比較することによってロパス ト性を評価する。
以上の評価項目の評価値に基づき，各scsアーキテクチャの適応度βtnessを次式によ り算
出する。
βt何郎；＝三nJ (e; '± J (SCS;)) 仰
ここで＇±Jは各項目の評価関数，e；は重み付け係数で，関数D；により任意に変換される。
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4. 4 GAオペレーション
scsアーキテクチャの進化プロセスにおける， GAオベレー ションには単純GAを用い，各
世代で最良のアーキテクチャを保存するエリート戦略を採用する。この進化プロセスにおける
GAパラメータをどう決めるかによっても，結果に差が生じる可能性がある。しかしそこで生
じる影響は進化の速度や新しいscsアーキテクチャの発見効率に関するもの，本論文での目
的である， GAにより scsアーキテクチャは進化的に合成可能かといった問題とは別の問題
であると考え，経験的なパラメ ター値を適用する。
5.計算機実験
5. 1 マニピュレータのモーションプランニング問題
本提案手法を検証するために，ロボットマニピュレータのモーションプランニング問題を効
率的に学習するようなscsアーキテクチャの進化的合成実験を行う。 この問題はロボティク
スの分野で多くの研究が行われてきた代表的な問題である。与えられた領域内でマニピュレー
タの初期姿勢から目標姿勢までの動作系列を計画するもので，問題の複雑さによって問題解決
の難易度が大き く異なる。たとえば作業空間内の障害物が静的でかつ位置や形状情報が既知で
ある場合には，計算コストを除けば有用なアルゴリズムが提案されているが，障害物が動的で
かつ作業空間が未知の場合には，解の導出は非常に困難となる。そこで，ここでは未知作業空
間内でのプランニングを対象と し，マニピュレータの物理的状態を単純化した問題設定を行う。
すなわち，マニピュレータのリ ンクは線分として， 関節は点として仮定し，動作制御はある時
間ステップごとの各関節角度の変位により与えるものとする。したがってトルクや慣性等の動
力学的要素は無視し，幾何的情報のみにより プランニングを行う。また各関節は回転関節とし，
各リンクのねじれ角は全て0とする。従ってマニピュレータの作業空間は2次元平面内に限定
される。
このマニピュ レー タの姿勢Cは各関節角度によるコンフィ ギュレーション空間で表現され，
関節変数ベクトルで示される。すなわち，
C = (q1, q2，… 与…・，q,j T・1 (18) 
ここで q；は関節変数で Tは転置記号である。各関節変数q；の可動範囲は ［0, 2π］とする。
マニピュレータの動作制御は離散時間ごとの各関節角度変位ベクトルムqで与える。
[J. q = （ムql，ム q2，…，ム qi，…，ムq.JT＿ 回
したがって時刻 tの姿勢C（の は次式で表現される。
C (t) = C (t -1 ) + !J.q (t）. 制
ただしここでは単位時間内における角変位の最大値をあらかじめ与えるものとする。
-8-:5ムq;$ 8. 位。
次に未知作業領域においてロボッ トが好ましい動作系列を導出するには， 何らかのセンサに
より状況を検出しながらリ アクテイブなプランニングを行う必要がある。従ってセンサの種類
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と性能によりプランニング能力が大きく異なるが，本問題設定では各関節の角度変数q；と各
リンクと障害物との接触情報のみを感知する能力を持つものとする。ただし障害物まで距離情
報や接触位置情報は知覚できない。したがって，環境内に存在する障害物の位置 ・形状情報や
目標地点への方向などの位置情報は与えられない。ただし後述する強化学習のために環境から
の報酬信号と してエン ドエフェク ター と目標地点との距離情報のみが与えられるものとする。
上記問題設定にもとづいて，問題の初期状態から l単位時間ごとに 1つの動作（これを 1モー
ションと呼ぶ）を繰り返し，目標地点にエンドエフェクターが到達するまでのプランニングが
行われ，そのときの角変位ベクトルムq(t）の系列を解とする。ただし 1回のプランニングは
初期状態から初めて，次のいずれかの場合に終了する。このサイクルを lトライアルと呼ぶ。
1 ）エンドエフェクターが目標地点に到達した場合。
2）マニピュレータのどこ
かが障害物に接触した
場合。
3）あらかじめ設定した最
大モーション回数に達
した場合。
Task 1 
噌＂t也
＼ 。＼、一
Task 2 
static 
。
以上の問題設定に基づき図5
に示す2リンクマニピュレータ
による， 2種類のタスクを与え，
scsにより学習する。
figure 5. Given experimental takes of 2 link manipulator mot10n 
planning 
5. 2 scsのインプリメン卜
本問題設定にscsをインプリメ ントする場合，システムが入力とする環境情報Esにはマニ
ピュレータの関節変数ベクトルqが相当する。また衝突検出センサについては，障害物と接触
した時点で， l回のトライアルが終了するためscsのperformancesystemではこの接触情報
は利用されない。したがって関節変数の集合qのみを detectorでEMに変換し，各クラシファ
イアーの条件部分とマッチングされる。そして選ばれたクラシファイアーの行為部分をデコー
ドすることによ り各関節の変位量ベク トルAqが指示される。その結果マニピュレータの状態
が更新され，新しい環境情報が観測される。
環境情報のエンコード処理とアクションへのデコード処理は先に定義した解像度に基づき行
われる。すなわち，ある関節変数q；はn／ピッ トのコードに変換されるため，変数Q；の範囲を
2地の領域に分割し， それぞれにコー ドが割り当てる。 同様に関節角度変位量ムqiも犯Jビッ
トのコードを変換することにより与えられるため，変位量の可制御範囲が2叫個の離散値に分
割される。ただし各コードへの割り当ては通常の2進数表現ではなく， すべての隣り合った領
域同士のハミ ング距離が1となるようにグレイコーデイングを採用する。したがって，例えば
nsi = nai = 3の場合には各領域が8分割されるため図6のようなコード化が行われる。
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figure 6. An example of encoding and decoding method. (ns' = na; = 3) 
次にルールの強化即については， profit sharing法の一種として 1モーションごとに報酬信
号を与えるモデルを適用する。すなわち時刻 tにおいて決定された動作ムq(t）の結果，新し
い状態c(t）が観測された時にその結果に基づき報酬信号を環境から与える。ここで，状態C
（のにおけるエンドエフェクターの位置を EE(t），目標地点の位置をpとした時に，次の条件
で報酬値ηにより クラシファイアーの強度を更新するものとする。
1 ）ザ d（ρ，EF (t)) < d (p,EF (t 1 )) then〆＝ fixed small reward value ( + 10) 
2 ) if d (p, EF （の）＜ ε
3）ザ CC(C (t) , OB) = 1 
then ゾ＝ fixed large reward value ( +30) 
then〆＝ fixed large penalty value (-30) 
ここでdは2点問の距離関数， Eは目標地点への到達を判定する微小値， ccは状態c（のの
マニピュレータと障害物の集合OBとの衝突をチェックする関数で衝突を検出した場合にはし
それ以外はOを出力する。
5. 3 アーキテクチャ進化プロセスへの GAのインプリメン卜
上記問題設定に対してscsアーキテクチャを決定するパラメータ値を以下のように染色体
上にコー ド化する。
scs中のルール数Nは2ピット長で表現され，4種のコードに！500, 1000, 2000, 3500f 
の各値を割り当てる。p＃には1ピットが用意され，それぞれは！O.l, 0. Zfの値に変換される。
関節変数仇の解像度を与える鈍／については，各関節に同じ可動範囲が設定されているため，
全関節変数の解像度を同値とする。したがって染色体上には叫のみがコー ド化される。同様
に全関節の角変位コントローラを同分解能に設定し，%のみを染色体上にコー ド化する。こ
の叫と%の両者は共に2ビット長で表現され，各コードに！ 1, 2, 3, 4 f の各値を割り
当てる。つまり変数の範囲を 2分割カミら16分割までの領域に離散化する。次に強化関数につい
ては， profitsharing法を採用するため（11）式の αをlピッ トで表現しそれぞれに 10.1,0.3f 
を割り当てた。ルールの初期強度 Soについても 1ピッ ト長で 1500, lOOOf，また新ルール生
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成に関する 3種のパラメータ P,X，μについても lピットを割り当て，それぞれを10.os.o.11.
10. 002, 0. 0051 , 10. 002, 0. 0051に各々変換する。
またこの進化プロセスで使用する GAパラメータは次の値に設定する。
染色体のス トリ ング長 : 12ピット
染色体の集団数 : 10 
再生戦略 ：エリート戦略＋Jレー レッ ト型選択戦略
交叉確率 : 0.5 
突然変異確率 : 0.3 
適応度を算出するための評価関数は次の3種を用いてそれらの値を正規化したものの荷重和
の逆数を適応度とする。各関数は値が小さいほど性能が良い事を示す。
'¥1 (scs;) タスク 1を300トライアル学習した後に示すモーショ ンプランにおける目標
地点までのモーション数。
タスク Iを学習した時に解が収束するまでに要したトライアル数。
タスクlを300トライアル学習した後に，タスク 2を10トライアルだけ学習
した時の目標地点までのモーショ ン数。
5. 4 実験結果
'¥2 (scs;) 
'¥3 (SCS;) 
GAによる scsアーキテクチャの進化的
生成実験を行った結果が図7になる。図中 。
縦軸は評価関数により算出される適応度で，f
ω 
横軸はGAの世代数である。この結果から .i 
GAによってタスクに対して有効な scs
アーキテクチャが進化的に合成出来ること
が示される。また GAにより発見された最
良の scsアーキテクチャにより， タスク
be..s 主 一一一一ー 一一..・E・ ・＝
10 20 
Generation 
figure 7. Experimental results 
30 
。。 。pos工七エonTask 1 Task 2 static initial 
figure 8. The learned motion plan of Task 1 and the motion plan of an additional take 2 
with prior knowledge of the take 1 
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1, 2にたいしてモー ションプランニングPを行った結果を図8に示す。
6.おわりに
以下をもって本論文の結論とする。
1）広範なタスククラスにおいて，自律エージェントをコン トロールできるように， scsアー
キテクチャ生成手法を一般化するために， GAによる進化的合成法を提案した。
2）さらにそのためにscsの定式化を行い，アーキテクチャを決定する学習パラメータを定
義した。
3）また，強化学習システムの性能を評価するための3種類の評価基準についても提示した。
4）提案手法の有効性を検証するために，ロボットマニピュレータのパスプランニング問題に
適用し，簡単な例題に対して有用な結果が得られた。
5) scsアーキテクチャの中でも特にセンサやコン トロ ラーの解像度に注目し，最適な解像
度を自律的に決定できる事を確認した。
以上の点について明らかにしたわけであるが，ここで問題となっているセンサ情報の種類や
量，質といったものが学習システムの性能にどのような影響を与えるかを検証したわけではな
く， 無限に存在する環境情報の中からシステムに必要な情報を抽出するという最も困難な部分
にも触れてはいない。しかし実際に，ある適応学習システムを構築する場合には， そのすべて
が白紙状態ではあることは考えられない。つまり学習システムにとって必要と思われるセンサ
の種類等は簡単にリス トアップされるはずである。ただ， そのセンサ数や，環境情報がシステ
ムに入力される場合の解像度などの決定が人間にとって困難な問題なのである。従って，本実
験のように関節角度を感知するセンサと障害物を感知するセンサを使用する事を予め設計者が
与えるのは，決して重大な欠点ではない。もちろん生物のよう な真の自律システムでは進化の
過程でこのようなセンサの種類決定問題（環境から取り込む情報の種類を取捨選択する行為）
を克服してきた。例えば，夜行性の動物が眼球から得る視覚情報の変わりに様々な非接触型の
センサを獲得したように。従ってこの問題も重要な議論対象ではあるが，形態発生や機能獲得
などの論点から議論されるべき もので，ここでの議論とはまた別の問題であると考える。
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