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Abstract
We prove log-Sobolev inequalities for Hörmander type generators in infinite dimensions and prove the
strong exponential decay to equilibrium for corresponding semigroups.
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1. Introduction
In this paper we study coercive inequalities involving Hörmander type generators in func-
tional spaces associated to a nontrivial Gibbs measures defined on infinite-dimensional spaces.
The related subject involving standard gradient type Dirichlet forms has a long history starting
with Logarithmic Sobolev inequalities (cf. [12] and references therein) and being expanded in
recent years to a comprehensive description including range of distributions and related inequal-
ities (so called F-Sobolev inequalities in which log is replaced by an appropriate root of positive
part of log, cf. [2,21], and references therein). In the cases we consider in this paper we use va-
riety of fields instead of natural gradients to define quadratic forms with Gibbs measures. Thus
our generators are symmetric in the corresponding L2 spaces. We prove coercive inequalities
involving systems of fields satisfying Hörmander conditions as well as infinitely degenerated
ones in situations including compact as well as noncompact spaces (for finite-dimensional the-
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P. Ługiewicz, B. Zegarlin´ski / Journal of Functional Analysis 247 (2007) 438–476 439ory in the former case see [14,15,22,26] and the latter [16,3,4,8,20,19,18] and references therein).
Naturally these results immediately have a number of consequences, for example spectral gap in-
formation or exponential bounds for random variables which are Lipschitz (relative to the metric
structure associated with the fields). This provides us with an essential basis for investigation
of infinite-dimensional semilinear Cauchy problems (following the direction of [11,9]) and the
strong ergodicity problem.
It is interesting to note that in the case of infinitely degenerate fields even in the compact space
case one is forced to look at the full scale of coercive inequalities, not just those of logarithmic
Sobolev type.
The organisation of the paper is as follows. In Sections 2 and 3 we prepare the necessary
finite-dimensional information. The first one is devoted to a description of Poincaré type in-
equalities. We provide there information following from abstract compactness arguments based
on Sobolev inequalities for ordinary the Laplacian and the Rothschild–Stein inequality, estimates
in case of compact Lie groups as well as how to have constructive estimates of spectral gap using
corresponding information about balls and particular features of the manifold.
In Sections 3–5 we discuss the finite-dimensional coercive inequalities associated with a given
system of fields and a probability distribution. In the compact case where the fields satisfy Hör-
mander’s condition considered in Section 3, one has a Sobolev inequality. [This is because we
have a lower bound on the Dirichlet form of the fields (and on the square of L2 norm) by a
quadratic form of suitable root of one minus the Laplacian (provided by the Rothschild–Stein
inequality), which together with Sobolev inequality for the Laplace operator and suitable inter-
polation gives a Sobolev type inequality involving fields.] Thus standard arguments provide us
with the Logarithmic Sobolev inequality (sharpened if necessary via Rothaus type arguments
involving the Poincaré inequality).
In the noncompact case, in Section 4, we provide a criterion based on a suitable localisation
procedure and a generalisation of a criterion of J. Rosen [23] in terms of an explicit bound on a
root of absolute value of the density of the distribution (with respect to a natural measure on the
manifold) and a quantity arising from performing a unitary transformation from L2 space with
the natural measure, to spaces corresponding to the given probability distribution. Dependent on
the behaviour of the density as well as the fields we obtain different types of coercive inequalities.
The noncompact case is much more difficult and intriguing. Although we are able to provide a
class of examples, this direction certainly deserves further study (in combination with suitable
notion of convexity and a possible generalisation of Brunn–Minkowski and Prekopa–Leindler
methods).
In Section 5 we consider the case of infinitely degenerate fields. The key ingredient here is
the realisation that a root of the logarithm of one minus the generator of an ultracontractive semi-
group satisfies a suitable F-Sobolev inequality. This is shown in Lemma 5.1 and extends the
corresponding ideas of Morimoto and Xu [20], to a more general situation where the Fourier
transform technique is not available and needs to be replaced by suitable extended type of en-
ergy considerations. While such an inequality is achieved, for the infinitely degenerate case one
can employ a generalisation of the Rothschild–Stein inequality [20], where for the lower bound
one uses a root of the logarithm of the ultracontractive generator. The analysis of generators
associated to infinitely degenerate fields does not seem to provide a unique characterisation of
the fields, but offers a large variety of classes which generally are much more difficult to study
(cf. [8]). A characterisation of an interesting class in the form of a sufficient condition for the
necessary generalisation of the Rothshild–Stein inequality to hold is provided in [20] (cf. Propo-
sition 5.2 there). In particular, this includes a class considered by Kusuoka and Stroock [16], but
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neighbourhood of a given point.
If the necessary Poincaré inequality can be shown, then one can sharpen each of the coercive
inequalities so that they are stable with respect to tensorisation.
Finally, in Section 6, we consider nontrivial Gibbs measures on infinite-dimensional spaces
associated to a local specification constructed via perturbation of product measures with bounded
and sufficiently smooth potential. In this case local specification essentially consists of finite-
dimensional measures which have bounded densities with respect to a product of measures
(considered in previous sections) which are also bounded from below by a strictly positive con-
stant. Therefore, by standard perturbation arguments (see e.g. [12]), they also satisfy desired
coercive inequalities. We show also there that for sufficiently smooth potentials (satisfying a
suitable decay condition), the finite-dimensional probability kernels of local specification are
regular. Thus, provided a certain mixing condition is satisfied, one can follow a canonical route
to infinity (cf. e.g. [12,21,5] ) and prove the desired coercive inequalities for Gibbs measures.
Given a logarithmic Sobolev inequality, with an extra push necessary to control the so called
finite speed of propagation property, in the last section we expand the strategy based on the
hypercontractivity property to prove the exponential decay to equilibrium in the supremum norm
for infinite-dimensional semigroups generated by Hörmander type generators.
2. Poincaré inequalities
Let M be a smooth, oriented, d-dimensional (d  3), compact manifold without boundary
and equipped with a smooth probability measure μ (at least of C1 type). We consider the system
of smooth fields X ≡ {X1, . . . ,Xr} satisfying the Hörmander condition at each point of M , i.e.
for any x ∈ M there exists a positive integer N such that the following set of vectors spans the
space TxM :
X1|x, . . . ,Xr |x, [Xi1,Xi2]|x, . . . ,
[
Xi1,
[
Xi2, . . . , [Xik−1,Xik ] . . .
]]∣∣
x
(1)
with i1, . . . , ik ∈ {1,2, . . . , r} and k = 2, . . . ,N . The system of fields X ≡ {X1, . . . ,Xr} we call
the Hörmander system and the fields itself the Hörmander fields. We introduce the corresponding
set of smooth flows acting on the manifold M :
esXj :M → M, for s ∈ (−δ, δ) and j = 1, . . . , r
with some positive fixed number δ. The manifold is compact hence we extend the family and
we can put δ = +∞ and we get the one-parameter groups of diffeomorphisms. We denote by
the same symbol the action of the flow on the functions u ∈ C∞(M), i.e. the set of smooth real
functions on M :
u → esXj u ≡ u ◦ esXj ,
where ◦ means the composition of the mappings.
For the measurable space (M,μ) we introduce the real Hilbert space L2(M) in the usual way.
‖ · ‖ is the norm in L2(M). We shall denote the scalar product simply by 〈·,·〉. We also shall use
the Lp(M) norms which we denote by ‖ · ‖p with p ∈ [1,+∞].
The measure μ possesses the property of local quasi-invariance with respect to each flow esXj ,
i.e. for each open set U of the atlas of M and each compact set K ⊂ U there exist a number ε > 0
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e
sXj (B∩K) Cμ(B∩K) for each s ∈ (−ε, ε)
for any measurable set B . Now let us consider any function u ∈ C∞(M) and any finite covering
{Ul}l=1,...,n of M which is constituted by the local charts (ϕl,Ul). Let {χl} be a partition of
unity on M subordinated to this covering {Ul}. Using the local quasi-invariance of μ and the
compactness of M we can choose the global constants for the manifold M : εj = min{εj,l} and
Cj = max{Cj,l}. Also we get that {esXj χl} is a partition of unity subordinated to the covering
{Ul} whenever s ∈ (−ε, ε). We can write∫
M
(
esXj u
)2
(m)μ(dm) =
n∑
l=1
∫
M
(
e−sXj χl
)
(m)u2(m)μ
e
sXj (dm)
or using the local quasi-invariance of μ,∫
M
(
esXj u
)2
(m)μ(dm) Cj
n∑
l=1
∫
M
u2(m)μ(dm)
with j = 1, . . . , r and s ∈ (−ε, ε). We get that the set of operators {esXj }s∈(−ε,ε) constitutes a
bounded family of operators in L2(M). For any real s one can write: s = ±kε ± τ with some
non-negative integer k and τ ∈ [0, ε). From this and the group property one can conclude that
the operator norm in L2(M) is bounded ‖esXj ‖op  Ck+1j . The family of operators {esXj }s∈R
is uniformly locally bounded, i.e. for any bounded interval I there is a constant a such that
‖esXj ‖op < a for any s ∈ I . Using this property of uniform local boundedness and the Lebesgue
convergence theorem one can establish that the families of these diffeomorphisms {esXj }s∈R,
j = 1, . . . , r , uniquely determine weakly continuous one-parameter groups in L2(M); hence
these groups are also strongly continuous one-parameter groups in L2(M).
We use the same symbols esXj for these strongly continuous one-parameter groups in L2(M)
corresponding to the flows of Hörmander fields. The generators of these strongly continuous one-
parameter groups are appropriate closed extensions of the operators given by the Hörmander
fields acting on C∞(M). This can be verified using Taylor’s formula and the Lebesgue con-
vergence theorem. These generators are denoted by Xj , j = 1, . . . , r , and their corresponding
domains by D(Xj ).
We define the closed quadratic form
ΓH (u) =
r∑
j=1
‖Xju‖2 ≡ ‖|Xu|‖2 for u ∈
r⋂
j=1
D(Xj ). (2)
By D(ΓH ) we denote the domain of this closed form. D(ΓH ) is a Banach space with the norm
‖u‖H =
√
ΓH (u)+ ‖u‖2. We shall use also the notation |||u|||H = √ΓH (u).
Next we consider the Friedrich’s extension of the symmetric operator
◦H = −
r∑
j=1
X∗jXj ≡ −X∗ · X
with domain C∞(M). The operator X∗j acts on C∞(M) and is a formal adjoint of Xj acting on
C∞(M). We introduce this formal adjoint in the covariant way using the formula X∗ = −Xj −j
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positive extension of ◦H will be called Friedrich’s–Hörmander operator and denoted by FH . Its
domain satisfies D(FH ) ⊂ D(ΓH ).
On the other hand it is very natural to introduce the self-adjoint operator H uniquely defined
by the quadratic form (2). We refer to this operator by the formal symbol
H = −
r∑
j=1
X∗jXj .
H is also a positive self-adjoint extension of the operator ◦H .
We have H = FH . To this end let us = esH u for u ∈ D(H). Then (◦H − ∂∂s )us = 0
in D′(M) ⊗ D′(0,+∞) as H is a self-adjoint extension of symmetric operator ◦H . By the
Hörmander Theorem [14] us ∈ C∞(M) for each s ∈ (0,+∞), in particular us ∈ D(FH ) for
each s ∈ (0,+∞).
We get FHus = Hus = esHHu → Hu in L2(M) for s → 0+. FH is closed hence
u ∈ D(FH ) and FHu = Hu, i.e. H ⊂ FH .
Note, that the reasoning above can be use to show that ◦H is an essentially self-adjoint oper-
ator.
We introduce a list of auxiliary norms and corresponding Banach spaces obtained by the
completion of C∞(M) in the corresponding norms. For any p ∈ [1,+∞] we introduce the norm
on C∞(M) (below u ∈ C∞(M)):
|u|δ,pXj =
( ∫
(−δ,δ)
‖esXj u− u‖p
|s|p ds
) 1
p
when p ∈ [1,+∞) and
|u|δ,∞Xj = sup0<|s|<δ
‖esXj u− u‖
|s|
when p = ∞. We also introduce the norms
‖u‖p,δ =
(
r∑
j=1
(|u|δ,pXj )2 + ‖u‖2
) 1
2
and use the notation Fδp(u) = {(‖u‖p,δ)2 − ‖u‖2}
1
2
. The completion of C∞(M) in the norm
‖ · ‖p,δ is denoted by Vδp . The relation between these spaces is as follows Vδ∞ ⊂ Vδ′p ⊂ L2(M),
with 0 < δ′ < δ. Moreover V∞,δ ∩D(ΓH ) is a dense subspace in all the introduced spaces. The
Banach spaces Vδp with p ∈ (1,+∞) are reflexive as the uniformly convex spaces. For any open
U ⊂ M , let C∞0 (U) is the set of all smooth functions with compact supports contained in U .
We shall consider the local spaces Vδp(U) and DU(ΓH ) obtained by the completion of the set
C∞0 (U) in the appropriate norms. All the Banach spaces we consider are over the real field of
numbers.
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standard way:
μu =
∫
M
u(m)μ(dm).
First we present an analysis which is based on compactness arguments. This kind of method
was successfully used for the Laplace operator on a compact Riemannian manifold [13]. The
following theorem is a crucial part of our reasoning.
Theorem 2.1. There exists δ > 0 such that for any subset A bounded in Vδ∞ and contained in
D(ΓH )∩ Vδ∞, it follows that A is relatively compact in L2(M).
We also get the following stronger version of this theorem.
Theorem 2.2. Let δ > 0 be the same as in Theorem 2.1 and let A⊂ D(ΓH ) ∩ Vδ∞ and let A be
a bounded subset in the norm Fδ∞. Then A is relatively compact in L2(M).
We give proof of Theorem 2.2 at the end of this section.
To prove Theorem 2.1 we need a few auxiliary results of a local character. Let (ϕ,U) be any
local chart on M and let Ω ⊂ ϕ(U) ⊂ Rd be an open, relatively compact subset. Moreover, let U
be sufficiently small and such that the Hörmander condition is fulfilled on the whole neighbour-
hood U with a positive integer NU . To simplify the notation we shall always drop the function ϕ
in the local-chart considerations (when it does not cause the ambiguity). In particular u ≡ u◦ϕ−1
and Xj ≡ Xj ◦ ϕ−1. We shall denote simply by μ the transport μ ◦ ϕ−1 of the measure μU .
Lemma 2.1. The following Sobolev type inequality for Hörmander fields holds:
‖u‖q∗  C¯S‖u‖H with q∗ = 2dNU
dNU − 2 > 2
for any u ∈ DΩ(ΓH ).
Proof. We consider the set C∞0 (Ω) of smooth functions with compact support contained entirely
in Ω . Let Lp(Ω) ≡ Lp(Ω,λ) be the space corresponding to the Lebesgue measure λ. Since by
our assumption the measure μ is smooth, locally its transport has a strictly bounded and strictly
positive density with respect to Lebesgue measure. Therefore it is sufficient to justify the desired
inequality for the case of Lebesgue measure. To this end in this proof we consider norms corre-
sponding to Lp(Ω) spaces with Lebesgue measure. Let Ω denote the corresponding Friedrich’s
Laplacian with domain D(Ω), considered as an operator in the Hilbert space L2(Ω). We con-
sider the family of uniformly bounded operators defined on the whole space L2(Ω) by
Tζ ≡ (1 −Ω)− 12 ζ with the complex numbers ζ, Re ζ ∈ [0,1].
We note that the operator norm ‖Tζ‖op  1 for any ζ indicated above. The function
ζ → 〈v,Tζ u〉leb with u ∈ L2(Ω) and v ∈ L2(Ω)∩ L 2dd−2 (Ω)
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the region Re ζ ∈ [0,1]. Moreover one has the following inequalities: ‖Tiyu‖2  ‖u‖2 and
‖T1+iyu‖ 2d
d−2
 A‖u‖2 with some constant A ∈ (0,∞) for any u ∈ L2(Ω) and any y ∈ R and
with the imaginary unit i2 = −1. The first inequality is obvious as Tiy is a unitary operator. The
second inequality can be derived from the classical Sobolev inequality:
‖u‖ 2d
d−2
A‖∇u‖2 A
∥∥(1 −Ω) 12 u∥∥2 = A∥∥(1 −Ω) 12 (1+iy)u∥∥2
with u ∈ D(
1
2
Ω). Indeed, the range of the positive self-adjoint operator (1 − Ω)
1
2 is equal to
L2(Ω) hence the same holds for its composition with the unitary operator (1 − Ω) 12 iy . Using
known rules from the calculus of injective positive self-adjoint operators we get that the range of
(1 − Ω) 12 (1+iy) is equal to L2(Ω). Hence T1+iyL2(Ω) = D(
1
2
Ω). Making the substitution in
the Sobolev inequality u → T1+iyv with v ∈ L2(Ω) we get the desired inequality.
Given this, one can easily verify the conditions in the Stein interpolation theorem with initial
spaces corresponding to the weights: p0 = q0 = 2 and the final spaces corresponding to the
weights: p1 = 2 and q1 = 2dd−2 . By this interpolation theorem, we get
∥∥(1 −Ω)− 12 su∥∥q(s) As‖u‖2 with 1q(s) = (d − 2)s2d + (1 − s)2 ,
where we take u ∈ L2(Ω) and s ∈ (0,1). Now we put s = 1
NU
and inverting the previous reason-
ing we get the following inequality:
‖u‖q∗  CA
1
NU
∥∥(1 −Ω) 12NU u∥∥2 where u ∈ D( 12NUΩ ).
Using the Hörmander–Rothschild–Stein inequality, that is the following bound [24],
∥∥(1 −) 12NU u∥∥2  CH‖u‖H for any u ∈ C∞0 (Ω) (3)
we get the inequality of Lemma 2.1 with u ∈ C∞0 (Ω). Performing appropriate limiting proce-
dures we get Lemma 2.1. 
Lemma 2.2. Suppose A⊂ DΩ(ΓH )∩ Vδ∞(Ω) is a bounded subset in Vδ∞(Ω), with δ > 0 suffi-
ciently small. Then A is relatively compact in L2(Ω).
Proof. We fix a positive number ε > 0. Let Ml , for l = 1,2, . . . , be a sequence of a compact
subset of Ω given by
Ml =
{
x ∈ Ω: dist(x, ∂Ω) 1
l
}
.
Using the continuity of the measure, we get μ(Ω \Ml) → 0 as l → +∞ as liml→+∞ Ω \Ml = ∅
in the sense of the sets theory.
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the intersection of DΩ(ΓH ) and the open ball in V∞,δ(Ω) with radius A. Obviously we have
A⊂K. It is sufficient to prove that the set K is relatively compact in L2(Ω).
On the other hand ‖u‖H  ‖u‖∞,δ whenever u ∈ DΩ(ΓH ) ∩ V∞,δ(Ω). Hence, using
Lemma 2.1, we get ‖u‖q∗ < CSA for any u ∈ K. Using this last inequality and the Hölder in-
equality, we get
( ∫
Ω\Ml
|u|2(x)μ(dx)
) 1
2

( ∫
Ω\Ml
|u|2(x)μ(dx)
) p
2
( ∫
Ω\Ml
|u|q∗(x)μ(dx)
) 2−p
q∗
( ∫
Ω\Ml
μ(dx)
) 1
2
with p = q∗−2
q∗−1 , i.e. for any u ∈K, we get( ∫
Ω\Ml
|u|2(x)μ(dx)
) 1
2
 ‖u‖p2 ‖u‖2−pq∗ μ(Ω \Ml)
1
2 <C
2−p
S A
2 μ(Ω \Ml) 12 < ε (4)
if we take l sufficiently large.
Now let ξ be such that |ξ | < 1
l
. If we assume that 1
l
< δ, then we can use the Hörmander
inequality [14], and provided δ > 0 is small enough, we get the following estimate:
( ∫
Ml
∣∣u(x + ξ)− u(x)∣∣2 μ(dx)) 12  |ξ | 1NU CH‖u‖∞,δ (5)
for any u ∈ C∞0 (Ω)∩K. (To be able to use the Hörmander inequality [14], in the indicated set of
test functions we have to use first the inequality
∫
Ml
f dμ
∫
Ω
f dμ with any function f  0).
If l is sufficiently large we can write
( ∫
Ml
∣∣u(x + ξ)− u(x)∣∣2 μ(dx)) 12  ε for all u ∈ C∞0 (Ω)∩K. (6)
The set C∞0 (Ω) ∩K is dense in K for the norm ‖ · ‖2. Hence (6) is valid for any u ∈ K. Hav-
ing established inequalities (4) and (6) for any u ∈ K, we get that K is relatively compact in
L2(Ω). 
Proof of Theorem 2.1. We consider the covering of the manifold M with local charts (Ul, ϕl)
such that on the each neighbourhood Ul the Hörmander condition is fulfilled with some Nl . Let
Ωl = ϕ(Ul) ⊂ Rd and are also relatively compact in Rd . The covering is a finite family so that
l = 1, . . . ,N for some positive integer N . Let {χl} be the partition of unity which is subordinated
to the covering {Ul}l=1,...,N . We consider any sequence {un} ⊂ A and the ‘local’ sequences
defined by uln = (χlun) ◦ ϕ−1 with support contained in Ωl . By definition one gets directlyl
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we get that the assumptions of Lemma 2.2 are satisfied with Ω = Ωl and A = {uln}n∈N for
l = 1,2, . . . ,N . By induction and by Lemma 2.2 we get a subsequence {unk } ⊂ {un} such that the
corresponding family of ‘local’ subsequences {ulnk }k∈N is constituted by Cauchy sequences, each
in the corresponding local Hilbert space L2(Ωl), l = 1,2, . . . ,N . Finally, we get the estimate
‖unk − unm‖
N∑
l=1
‖χlunk − χlunm‖
N∑
l=1
‖ulnk − ulnm‖L2(Ωl) < ε
for sufficiently big k and m, i.e. {unk } is a Cauchy sequence in L2(M). 
We have the following lemma.
Lemma 2.3. Let δ > 0 be such that Theorem 2.1 is true. Let p ∈ (1,+∞) and let δ′ be such that
0 < δ′ < δ.
Then there exists u∞ ∈ Vδ′p , independent of p and of the choice of δ′, such that Fδ′p (u∞) = 0
and the following inequality is true:
(
μ(u−μu)2) 12  (2δ′) 1p
F δ
′
p (u∞)
F δ∞(u)
for every u ∈ V∞,δ .
Proof. We introduce the following set:
B = {u ∈ Vδ∞ ∩D(ΓH ): ‖u‖ = 1 and μu = 0}.
If we consider the closure B of B in the norm ‖ · ‖∞,δ we get the set
B = {u ∈ Vδ∞: ‖u‖ = 1 and μu = 0}.
To prove Lemma 2.3 we need only to show that inf{Fδ∞(u): u ∈ B} > 0. Since one can verify
that inf{Fδ∞(u): u ∈ B} = inf{Fδ∞(u): u ∈ B}, it suffices to show the inequality
inf
{
Fδ∞(u): u ∈ B
}
> 0. (7)
Let {un} ⊂ B be a sequence such that Fδ∞(un) → inf{Fδ∞(u): u ∈ B} as n → +∞. We choose
p ∈ (1,+∞) and note that
(
1
2δ′
) 1
p
F δ
′
p (un) Fδ∞(un) with any 0 < δ′ < δ.
This means that the sequence {un} fulfils the assumption of Theorem 2.1 and is also a bounded
sequence in each (reflexive Banach space) Vδ′p . Using Theorem 2.1 we can find a subsequence
{unk } ⊂ {un} that converges in the norm ‖ · ‖ to some u∞ ∈ L2(M). Moreover ‖u∞‖ = 1 and
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with any fixed δ′, (chosen as above), we can find a subsequence {wm} ⊂ {unk } which is weakly
convergent to some uδ′∞ ∈ Vδ′p . As a matter of fact both limits are equal u∞ = uδ′∞ as we have the
inclusion of Banach spaces Vδp ⊂ L2(M) with ‖ · ‖ ‖ · ‖δp .
Using the weak convergence we get
(
1
2δ′
) 1
p
F δ
′
p (u∞)
(
1
2δ′
) 1
p
lim
m
Fδ
′
p (wm) limm F
δ∞(wm) = inf
{
Fδ∞(u): u ∈ B
}
.
Moreover Fδ′p (u∞) > 0. Indeed, if Fδ
′
p (u∞) = 0, then ‖esXj u∞ − u∞‖ = 0 for any s ∈ (−δ′, δ′)
and for any j = 1, . . . , r . Hence u∞ ∈ D(ΓH ) and ‖Xju∞‖ = 0 and so Xju∞ = 0 in L2(M)
sense for any j = 1, . . . , r . This implies that u∞ ∈ D(H) and Hu∞ = 0 in L2(M) sense
or Hu∞ = 0 in D′(M) sense, (D′(M) denotes the Schwartz distribution on the manifold M).
Since H is a self-adjoint extension of ◦H we get ◦Hu∞ = 0 in D′(M) sense. Using the
hypo-elliptic property of ◦H (according to the Hörmander’s Theorem [14]), we get that u∞ ∈
C∞(M) and hence Xju∞ = 0 where the operators Xj act as the Hörmander fields Xj act on the
smooth function in the differential geometry sense. In particular we get for any commutator of
the Hörmander fields
[
Xi1,
[
Xi2, . . . [Xik−1 ,Xik ] . . .
]]
u∞ = 0
of any order k. Finally, for every smooth field X in any (sufficiently small) neighbourhood
U ⊂ M such that the Hörmander condition is fulfilled with some finite number NU , one can
express X as a finite linear combination of commutators (1) in the module T U (i.e. a linear
combination with coefficients in the ring of smooth functions over U ). Thus one gets Xu∞ = 0
in the neighbourhood U . Hence Xu∞ = 0 for every smooth field on the manifold and therefore
u∞ = constant. We have arrived at a contradiction as u∞ can not be a constant function. This
proves Lemma 2.3. 
Lemma 2.3 above is an important intermediate step leading to the following result.
Theorem 2.3. There exists a constant CP such that the following inequality is true:
μ(u−μu)2  CP |||u|||2H
for any u ∈ D(ΓH ).
Proof. We choose ε > 0 and using the estimate from Lemma 2.3 we have a finite constant C
such that
1
(2δ)
1
p
( ∫ ‖esXj u∞ − u∞‖p
|s|p
) 1
p
< Cε<|s|<δ
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getting
sup
{‖esXj u∞ − u∞‖
|s| : ε < |s| < δ
}
<C
for any ε > 0. Hence we have
‖esXj u∞ − u∞‖
|s| <C for every s such that 0 < |s| < δ. (8)
Now we fix a vector v ∈ L2(M) and consider the following functions hj , j = 1, . . . , r :
s ∈ (−δ, δ) → hj (s) =
〈
esXj u∞, v
〉
.
We show that the Dini derivatives D+hj (s) are continuous functions. Indeed, given ε > 0, we
have
∣∣D+hj (s + t)−D+hj (s)∣∣< ∣∣∣∣〈eτXj u∞ − u∞τ , e(s+t)X∗j v − esX∗j v
〉∣∣∣∣+ 3ε
for some τ ∈ (0, δ′). The adjoint ∗ is understood in the sense of the operator theory in the Hilbert
spaces. Hence, using (7), we get∣∣D+hj (s + t)−D+hj (s)∣∣<C∥∥e(s+t)X∗j v − esX∗j v∥∥+ 3ε.
As the adjoint group {esX∗j } is strongly continuous in L2(M), it follows that the Dini derivatives
are also continuous. According to the Dini Theorem and the Banach–Steinhaus Theorem we get
that the functions s → esXj u∞ are weakly differentiable.
Finally, let us consider an arbitrary v ∈ D(X∗j ), then one gets〈
u∞,
e
sX∗j v − v
s
〉
→ 〈u∞,X∗j v〉.
On the other hand, using the weak differentiability proved above, we get〈
esXj u∞ − u∞
s
, v
〉
→ 〈wj , v〉
for some wj ∈ L2(M). Hence, equating the right-hand side of the above expressions, we get that
for some wj ∈ L2(M) 〈
u∞,X∗j v
〉= 〈wj , v〉 for any v ∈ D(X∗j ).
Thus u∞ ∈ D(X∗∗j ) and X∗∗j u∞ = wj for j = 1, . . . , r . Since the operators Xj are closed, it
follows u∞ ∈ D(ΓH ) and we have Xju∞ = wj for j = 1, . . . , r .
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lim
δ′→0
1
2δ′
(
Fδ
′
2 (u∞)
)2 = r∑
j=1
‖Xju∞‖2 > 0.
Indeed, if ‖Xju∞‖ = 0 for each j = 1, . . . , r , then u∞ = constant , which is impossible as u∞
cannot be a constant function (by reasoning similar to that as in the reasoning at the end of the
proof of Lemma 2.3).
In this way we have proved the inequality
(
μ(u−μu)2) 12  1|||u∞|||H Fδ∞(u)
with u ∈ V∞,δ . Now, for any u ∈ D(ΓH )∩V∞,δ we can pass to the limit with δ → 0 and we get
the inequality we want. This completes the proof. 
Proof of Theorem 2.2. If μu = 0, then using Theorem 2.3 one can strengthen the Hörmander
inequalities (3) and (5) changing the norm ‖ · ‖H to ||| · |||H . Then the proof of Theorem 2.2
follows the steps for the proof of Theorem 2.3. The generalisation to the case μu = 0 is straight-
forward. 
Now we consider the special case when (M,μ) is a compact Lie group with some Borel
probability measure μ which is quasi-invariant, i.e. there exists a constant C such that μRm 
Cμ and μLm  Cμ for any m ∈ M where Rm and Lm are the right and respectively left shift
on the Lie group M ; by μRm and respectively μLm we denoted the transport of the measure
corresponding to Rm and Lm. Moreover, the distribution generated by the Hörmander system of
fields is invariant with respect to the right translation on the group (for the sake of simplicity we
assume that Hörmander fields are just right-invariant in the reasoning below).
We give below another proof of Theorem 2.3 based on the concept of the Carathéodory–
Carnot distance dH associated to the Hörmander fields.
Proof of Theorem 2.3. (The case of Lie groups [22].) Let u ∈ C∞(M). One can write the
identity
μ(f −μf )2 = 1
2
∫
M
∫
M
(
u(m′)− u(m))2μ⊗μ(dm′, dm)
or using the quasi-invariance of μ
μ(f −μf )2  C
2
∫
M
∫
M
(
u(m′m)− u(m))2μ⊗μ(dm′, dm)
or
μ(f −μf )2  C
2
∫
M
∫
M
( ∫
γm
′m
du
)2
μ⊗μ(dm′, dm), (9)m
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continuous curve γm′mm joining points m and m′m. Next we choose a special class of curves
γm
′m
m that satisfy
γ˙ m
′m
m (t) =
r∑
j=1
aj (t)Xj
∣∣
γ (t)
for t ∈ [0,1], (10)
where the equality is true almost everywhere with respect to the Lebesgue measure on the real
interval [0,1]. According to the Carathéodory–Chow Theorem [6,7], for each pair of points one
can find a curve satisfying (10). Moreover, using the group structure we can write γm′mm = γm′e m
where e is the neutral element of M and with γm′e satisfying the condition (10) with some func-
tions bm′j (t) depending only on m′ (not on m). [Indeed, one can choose the curve in such a way
that each function bm′j is a step function on the interval [0,1] assuming only values 0,±1 but the
sets on which the functions assume one of those particular values are strongly dependent on the
choice of m′.] Inserting this into the integral along γm′mm and using the identity du(Xj ) = Xju
we get
∫
γm
′m
m
du =
1∫
0
r∑
j=1
bm
′
j (t) du
([Rm]∗Xj ∣∣γm′e (t))dt =
r∑
j=1
1∫
0
bm
′
j (t)Xju
(
γm
′
e (t)m
)
dt. (11)
[Rm]∗ is the tangent map corresponding to Rm.
To avoid the question about measurability of the functions m′ → bm′j (t) and m′ →
Xju(γ
m′
e (t)m) alone, we drop the integration with respect to the variable m′ in the expression (9)
and we estimate the following expression point-wisely with respect to m′:
H(m′) =
∫
M
( 1∫
0
r∑
j=1
bm
′
j (t)Xju
(
γm
′
e (t)m
)
dt
)2
μ(dm),
where we have used (11). Now using the Schwarz inequality and then changing the order of
integration we get the following estimate of H(m′) from above:
H(m′)
( 1∫
0
r∑
j=1
(
bm
′
j (t)
)2
dt
)(
r∑
j=1
1∫
0
{∫
M
(Xju)
2(γm′e (t)m)μ(dm)}dt
)
(12)
for every m′ ∈ M . Given m′ we can use the change of variables: m → γm′e (t)m (with fixed t)
in the right integral of (12) and using again the quasi-invariance of μ, we get the following
estimation of H(m′):
H(m′) C
( 1∫ r∑
j=1
(
bm
′
j (t)
)2
dt
)
r∑
j=1
∫
(Xju)
2(m)μ(dm).0 M
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points: e and m′ and then consider infimum of the expression
∫ 1
0
∑r
j=1(bm
′
j (t))
2 dt . Hence we
arrive at
H(m′) C
[
dH (e,m
′)
]2|||u|||2H for every m′ ∈ M.
The function m′ → dH (e,m′) is continuous, hence it is measurable and assumes its maximum
value C0. We can perform the integration and we get
μ(f −μf )2  C
2
2
( ∫
M
[
dH (e,m
′)
]2
μ(dm′)
)
|||u|||2H 
(C0C)2
2
|||u|||2H .
This completes the proof of Theorem 2.3. 
We remark that in the literature one can find the following standard inequalities [22].
• Poincaré Inequality in the Euclidean Ball:∫
B(x,r)
∣∣f (y)− 〈f 〉B(x,r)∣∣2 dy  Cr ∫
B(x,r ′)
∣∣Xf (y)∣∣2 (13)
with 0 < r < r ′ and where < f >B(x,r)≡ 1B(x,r)
∫
B(x,r)
f dy, and
• Estimate on Averages in the Euclidean Ball:∫
M
∣∣f (x)− 〈f 〉B(x,r)∣∣2 dy C′r ∫
M
∣∣Xf (y)∣∣2 dy. (14)
Below we explain how to use the local bounds of these types together with information about
global geometry to obtain a spectral gap estimate.
We note first that
μ(f −μf )2 = 1
2
∫
M
∫
M
μ(dm)μ(dm˜)
∣∣f (m)− f (m˜)∣∣2
and with a finite covering of M by open balls O(mj , r), j = 1, . . . , j¯ , we have
f (m)− f (m˜) = f (m)− 〈f 〉μ,O(m,r) +
(〈f 〉μ,O(m,r) − 〈f 〉μ,O(mj1 ,r))
+ (〈f 〉μ,O(mjK ,r) − 〈f 〉μ,O(m˜,r))− (f (m˜)− 〈f 〉μ,O(m˜,r))
+
∑ (〈f 〉μ,O(mjl ,r) − 〈f 〉μ,O(mjl+1 ,r))
l=1,...,K(m,m˜)−1
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ter of the manifold M , and where m ∈ O(mj1 , r) and m˜ ∈ O(mjK , r) and for each jl we have
O(mjl , r)∩O(mjl+1 , r) = ∅; finally
〈f 〉μ,O(m′,r) ≡ 1
μ(O(m′, r))
∫
O(m′,r)
f dμ.
Hence, we can estimate |f (m) − f (m˜)|2 using discrete Hölder inequality and the following
bound (which is a consequence of O(mjl , r),O(mjl+1 , r) ⊂O(mjl ,3r) and Poincaré inequality
for μ normalised in a ball),∣∣〈f 〉μ,O(mjl ,r) − 〈f 〉μ,O(mjl+1 ,r)∣∣2
 2 |μ(O(mjl ,3r))|
2
μ(O(mjl , r)) ·μ(O(mjl+1 , r))
〈(
f − 〈f 〉μ,O(mjl ,3r)
)2〉
μ,O(mjl ,3r)
C(mjl , r)
∫
O(mjl ,3r ′)
|Xf |2 dμ,
where
r < r ′ and C(mjl , r) ≡ 2
|μ(O(mjl ,3r))|2
μ(O(mjl , r)) ·μ(O(mjl+1 , r))
CP
(
μ,O(mjl ,3r)
)
,
while CP (μ,O(mjl ,3r)) is the constant in the Poincaré inequality for the measure μ normalised
in the ball O(mjl ,3r), i.e.〈(
f − 〈f 〉μ,O(mjl ,3r)
)2〉
μ,O(mj ,3r)  CP (μ,O(mjl ,3r))
∫
O(mj ,3r ′)
|Xf |2 dμ.
Using these facts, we get the following bound:
μ(f −μf )2  sup
m∈M
{∫
M
(
K(m, m˜)+ 4)μ(dm˜)}[1
2
∫
M
μ(dm)
∣∣f (m)− 〈f 〉μ,O(m,r)∣∣2
+ 2 sup
m∈M
∫
M
μ(dm˜)
( ∑
l=1,...,K(m,m˜)
C(mjl , r)
∫
O(mjl ,3r ′)
|Xf |2 dμ
)]
.
We note also that∫
M
μ(dm)
∣∣f (m)− 〈f 〉μ,O(m,r)∣∣2

∑
j
∫
m∈O(m ,r)
μ(dm)
1
μ(O(m, r))
∫
m′∈O(m,r)
μ(dm′)
∣∣f (m)− f (m′)∣∣2
j
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j
2 sup
m∈O(mj ,r)
|μ(O(mj ,2r))|2
μ(O(m, r))
〈(
f − 〈f 〉μ,O(mj ,2r)
)2〉
μ,O(mj ,2r)

∑
j
2 sup
m∈O(mj ,r)
|μ(O(mj ,2r))|2
μ(O(m, r)) CP
(
μ,O(mj ,2r)
) ∫
O(mj ,2r ′)
|Xf |2 dμ
 C(1)P μ|Xf |2,
where
C
(1)
P ≡ a sup
j
{
2 sup
m∈O(mj ,r)
|μ(O(mj ,2r))|2
μ(O(m, r)) CP
(
μ,O(mj ,2r)
)}
with some constant a ∈ (0,∞) independent of f . On the other hand, we have
2 sup
m∈M
∫
M
μ(dm˜)
( ∑
l=1,...,K(m,m˜)
C(mjl , r)
∫
O(mjl ,3r ′)
|Xf |2 dμ
)
 C(2)P μ|Xf |2,
where
C
(2)
P ≡ b sup
j
{
C(mj , r)
}
≡ b sup
j
sup
dist(j,j ′)<2r
{
2
|μ(O(mj ,3r))|2
μ(O(mj , r)) ·μ(O(mj ′ , r))CP
(
μ,O(mj ,3r)
)}
with some constant b ∈ (0,∞) independent of f . Combining all the above, we arrive at
μ(f −μf )2  CPμ|Xf |2
with
CP ≡ sup
m∈M
{ ∫
M
(
K(m, m˜)+ 4)μ(dm˜)}(C(1)P +C(2)P ).
In general it may be more convenient or necessary to use a variable radius of the balls to opti-
mise dependence on the local properties of the measure as well as the geometry of the manifold.
Finally we remark that in a certain class of examples (see the end of Section 3), one can
directly show the Poincaré inequality by verifying inequality
mμ|Xf |2  μ(Lf )2 for L ≡ −X∗μ · X, with X∗μ ≡ {X∗μj } where X∗μj ≡ −Xj − divμ(Xj ).
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In this section we discuss logarithmic Sobolev inequalities for the Hörmander type operators
in finite dimensions introduced in the previous section.
Theorem 3.1. Let M be a smooth compact connected manifold without boundary. There exists a
constant CLS such that the following inequality holds true:∫
M
u2 log
u2
μ(u2)
(m)μ(dm)CLS |||u|||2H
for any u ∈ D(ΓH ).
As a corollary we get the log-Sobolev inequality for the Friedrich’s–Hörmander operator:
∫
M
u2 log
u2
μ(u2)
 CLS
〈
u,−FHu
〉
for any u ∈ D(FH ).
Proof. Since by our assumption the manifold is compact, we can cover it with a finite number
of open sets Ui , i = 1, . . . , imax, and apply Lemma 2.1 to each of them. Using this we conclude
that the following Sobolev inequality is true on M
‖u‖2q∗M  CS‖u‖
2
H
with some constant CS ∈ (0,∞) and q∗M ≡ maxi{
2dNUi
dNUi−1 } > 2. Hence, standard arguments yield
the following defective Logarithmic Sobolev inequality:
μ
(
u2 log
u2
μu2
)
 C‖u‖2H (15)
with a constant C ≡ q∗M
q∗M−2CS . Given the Poincaré inequality, we can improve the defective Log-
arithmic Sobolev via Rothaus arguments as follows. Since
μ
(
u2 log
u2
μ(u2)
)

∫
M
(u−μu)2 log (u−μu)
2
μ(u−μu)2 dμ+ 2
(
μ(u−μu)2),
applying (15) to bound the first term on the right-hand side, we get
μ
(
u2 log
u2
2
)
 C|||u|||2H + (2 +C)μ(u−μu)2.μ(u )
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μ
(
u2 log
u2
μ(u2)
)
 CLS |||u|||2H
with a constant CLS ≡ C + (2 +C)CP . 
4. The non-compact setting
In this section we aim to find a generalisation of the result presented in Section 3. In the rea-
soning below we assume that the manifold M is non-compact and for simplicity we put M = Rd .
The discussion below can be generalised for any Riemannian manifold admitting Sobolev in-
equalities for a Beltrami–Laplace operator.
We assume that, for any U ⊂ M , a domain of some local chart of M , we have dμ U= e−V dx
with a measurable function V . We begin with the following lemmata.
Lemma 4.1. Let U ⊂ M be a domain of some local chart of M such that system of fields
X ≡ (X1, . . . ,Xr) satisfies the Hörmander condition with some NU ∈ N. Suppose for some
α ∈ (0,∞) one has
|V |α  a(|XV |2 + X†XV )+ b, (16)
where † is the adjoint operator in the L2(dx) and a ∈ (0,∞), b ∈ R. Let K ⊂ U be any compact
subset of M . Then there exists a constant CK ∈ (0,∞) such that for α ∈ (0,1)∫
M
u2
(
log+
u2
μ(u2)
)α
μ(dm) CK‖u‖2H
for any u ∈ C∞0 (intK).
Proof. For a compact set K ⊂ U , fix a function u ∈ C∞(intK) such that ‖u‖L2(μ) = 1. Then we
have ∫
K
elog+ u
2(x)e−V (x) dx  2.
Let us consider the set
W+ =
{
x ∈ K: log+ u2(x)− V (x) > 0
}
and its complementary set W− = K \W+. Using Hölder and Sobolev inequalities one gets in the
sense of quadratic forms in L2(K,dx):(
log+ u2 − V
)αNU |W+  C∥∥(log+ u2 − V )αNU ∥∥ d2 (1 −), (17)
where d ≡ dimM , with ‖(log+ u2 −V )αNU ‖ d2 < [2(αNU
d
2 )!]
2
d whenever ‖u‖ = 1. Using Löwn-
er’s Theorem (on operator monotonicity of root function of order NU [17]) and the Hörmander–
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log+ u2 − V
)α∣∣
W+  C
′(NU · dα)α(1 −L0) (18)
in the quadratic forms sense in the L2(K,dx) space with L0 ≡ −X†X (adjoint of the fields here
being in the sense of L2(K,dx)). Finally, one has(
log+ u2
)α = (log+ u2)α∣∣W+ + (log+ u2)α∣∣W− .
Thus, using (
log+ u2
)α∣∣
W+ Cα
(
log+ u2 − V
)α∣∣
W+ +Cα|V |α|W+ ,
with some constant Cα ∈ [1,∞), together with the quadratic form bound (18) and the bound
(log+ u2)α|W−  |V |α|W− , we arrive at(
log+ u2
)α C′′U ((1 + a′)(1 −L0)+ |V |α) (19)
for any a′ ∈ (0,∞) and with some constant C′′U ∈ (0,∞). Next we remark that for g ∈ C∞(intK)
we also have e− 12V g ∈ C∞(intK). Thus applying our inequality (19) to this new function we
arrive at∫
g2
(
log+ u2
)α
dμ
 C′′U
{
(1 + a′)ΓH (g)−
(
(1 + a′)
[
1
4
|XV |2 − 1
2
L0V
]
+ |V |α + 1
)
μ
(
g2
)}
. (20)
Hence, if (16) is satisfied with a  1 + a′, we obtain∫
g2
(
log+ u2
)α
dμC′′U
(
(1 + a′)ΓH (g)+ (b + 1)μg2
)
. (21)
The last inequality implies the inequality of Lemma 4.1, with a suitable constant CK ∈ (0,∞),
in the case of ‖u‖ = 1 from which the general case now follows. 
Theorem 4.1. Suppose the system of fields X ≡ (X1, . . . ,Xr) satisfies the Hörmander condition
with N ∈ N on all M . Suppose μ satisfies Poincaré’s inequality and the following bound is true:
|V |α  a(|XV |2 − X†XV )+ b (22)
with α ∈ (0,1] and some constants a ∈ (0,∞) and b ∈ R almost everywhere on M . Then there
exists a constant C such that we have the following inequality:∫
M
u2
(
log+
u2
μ(u2)
)α
μ(dm) C|||u|||2H
for any u ∈ D(ΓH ).
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end the necessary simple modification for the general case.
Let {Ul} be a covering of M constituted by local charts such that the Hörmander condition is
satisfied on each Ul with some NUl . Let Kl ⊂ Ul are compact sets covering the manifold M , too.
We consider the characteristic functions 1l ≡ 1Kl of the sets Kl and finally the smooth functions
χl such that: suppχl ⊂ Ul and χl |Kl = 1. For any u ∈ C∞(M) one can write the inequality
μ
(
u2 log
u2
μ(u2)
)

∑
l
∫
M
1lu2 log
u2
μ(u2)
(m)μ(dm)
which implies
μ
(
u2 log
u2
μ(u2)
)

∑
l
∫
M
(χlu)
2 log+
(χlu)
2
μ(χlu)2
(m)μ(dm).
Next using Lemma 4.1 we get for each term of the sum above
∫
M
(χlu)
2 log+
(χlu)
2
μ(χlu)2
(m)μ(dm) Cl‖χlu‖2H,λ
 2Clμ
(
χl |Xu|2
)+ 2Cl sup |Xχl |2μ(1Ul\Klf 2).
Combining the above bounds we obtain the following inequality:
μ
(
u2 log
u2
μ(u2)
)
 2
∑
l
Clμ
(
χl |Xu|2
)+ 2∑
l
Cl sup |Xχl |2μ
(
1Ul\Klf 2
)
.
In the case when C ≡ 2 supl{Clαl} < ∞ and D ≡ 2 supl{Clαl sup |Xχl |2} < ∞ where αl denotes
the number of Uk’s such that Uk ∩Ul = ∅, we get
μ
(
u2 log
u2
μ(u2)
)
 Cμ
(
Xu|2)+Dμ(f 2).
Using this together with the Poincaré inequality and Rothaus arguments yields the conclusion of
theorem in the case of Logarithmic Sobolev inequality.
In case when a concave increasing function F such that F(1) = 0 (as e.g. given by (log+(t))α)
with α ∈ (0,1)), replaces the logarithmic function, the arguments are similar except that one
needs to replace the relative entropy inequality by the following property (cf. e.g. [9]):
μ
(
g2F
(
u2
μu2
))
 μ
(
g2F
(
g2
μg2
))
+Cμg2
with some constant C ∈ (0,∞) independent of g and u. 
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is a compact manifold both smooth connected and boundaryless. Let X and Y, be a system of
fields on M1 and M1 × M0, respectively. Consider a measure μ ≡ μ1 ⊗ μ0. Assume that the
coefficients of the fields in Y depend on coordinates on M1, but for simplicity the fields in X are
independent of the points in M0. Let −L ≡ X∗ · X + Y∗ · Y, where the adjoint is in L2(μ). To
get the Poincaré inequality we use the following arguments. We have
μ(Lf ·Lf ) =
∑
i,j
μ
(
(XiXjf )
2)+∑
j,k
μ
(
(XjYkf )
2)+∑
j,k
μ
(
(YkXjf )
2)+∑
k,l
μ
(
(YkYlf )
2)
+ 1
2
∑
i,j
μ
((
Xif
([
Xi,X
∗
j
]+ [Xj ,X∗i ])Xjf ))
+ 1
2
∑
k,l
μ
((
Ykf
([
Yk,Y
∗
l
]+ [Yl, Y ∗k ])Ylf )2)
+ 1
2
∑
j,k
μ
((
Xjf
([
Xj ,Y
∗
k
]+ [Yk,X∗j ])Ykf )2).
We note that X∗j = −Xj −divμXj = −Xj −divμ1 Xj −divμ0 Xj and similarly for Y ∗k = −Yk −
divμ Yk , and therefore[
Xj ,Y
∗
k
]+ [Yk,X∗j ]= [Xj ,−Yk] + [Yk,−Xj ] − [Xj ,divμ Yk] − [Yk,divμXj ]
= −Xj(divμ Yk)− Yk(divμXj ).
If the last expression equals to zero, we arrive at the following inequality:
μ(Lf ·Lf ) 1
2
∑
i,j
μ
(
Xif
([
Xi,X
∗
j
]+ [Xj ,X∗i ])Xjf )
+ 1
2
∑
k,l
μ
(
Ykf
([
Yk,Y
∗
l
]+ [Yl, Y ∗k ])Ylf ).
To obtain a concrete realisation of this example we choose M1 = Rd and M0 = S1, with a prod-
uct Gaussian measure μ1 ≡⊗j=1,...,d γ1(dxj ) and uniform measure μ0, the fields X ≡ (Xi =
∂xj : j = 1, . . . , d − 1) and Y1 ≡ Y ≡ ∂xd + th(x1)∂y , where (x1, . . . , xd) ∈ Rd and y ∈ S1. In
this situation we have divμ Y = divμ1(Y ) = xd and divμXj = xj , j = 1, . . . , d − 1. Hence
Xj(div(Y )) = 0 and Y(div(Xj )) = 0, j = 1, . . . , d − 1. Taking all that into the account we
end up with the following bound:
μ(Lf ·Lf )
∑
j=1,...,d−1
μ
(|Xjf |2)+μ(|Yf |2)= μ(f (−Lf )).
This implies the Poincaré inequality.
Since the Poincaré inequality remains stable with respect to perturbation by bounded and
strictly positive densities, the above example can be further extended.
One easily checks that in the present example the condition (22) is also satisfied.
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In this section we consider the case of infinitely degenerate fields for which the Hörmander
condition fails, but still hypoellipticity is persistent. This is a vast area of research that includes
intriguing analytic and stochastic approaches which would be difficult to describe in a short
space. Therefore we suggest only the following few pointers to the literature which could be
used as the starting points for further exploration: [7,19,3,16], . . . .
Our key reference paper in this section is [20] in which the authors consider a system of vector
fields X ≡ (X1, . . . ,XN) defined on an open domain Ω˜ ⊂ Rd satisfying a bound of the following
form: ∥∥(logΛ)su∥∥2  C{‖Xu‖2 + ‖u‖2} (23)
with Λ ≡ e +  such that all norms are of L2(λ) space for all u ∈ C∞0 (Ω˜). The interest in such
bounds comes from the fact that first of all they can be shown to be true for infinitely degenerate
fields (cf. [20, Proposition 5.2]) and secondly that the operator (logΛ)s satisfies a suitable weak
Logarithmic Sobolev inequality (cf. proof of [20, Theorem 1.1]) where the function logx is
replaced by (logx)2s−1, with s > 12 .
This is interesting because it includes infinitely degenerate fields for which qualitatively new
coercive inequalities can appear.
In this section we consider a finite-dimensional smooth compact connected manifold M with-
out boundary furnished with a probability measure μ which can be regarded as locally equivalent
to the Lebesgue measure with strictly positive continuous density uniformly bounded from below
by a positive constant. In this context one considers the following natural arguments (avoiding
the use of Fourier transform applied in [20]) to get the necessary initial coercive inequality.
Lemma 5.1. Let ν be a probability measure on M . Let Λ be a generator of an ultracontractive
semigroup e−tΛ :L2(ν) → L∞(ν), for which we have∥∥e−tΛv∥∥∞  Ct−α∥∥etΛv∥∥2
with some constants C,α ∈ (0,∞). Then, for any s > 12 , there is a constant c ∈ (0,∞), such that∫
v2
∣∣logv2∣∣2s−1 dν  c ∫ (∣∣log〈Λ〉∣∣sv)2 dν,
where 〈x〉2 ≡ e2 + x2.
Proof. Let η denote the spectral projection associated with the selfadjoint operator Λ and the
spectral interval [0, η]. Assume v is a smooth function normalised to one in L2(ν) norm. Then,
for r ∈ (0,1), we have∫
v2
∣∣logv2∣∣r dν A0 + ν(χ{|v| e}v2∣∣logv2∣∣r)
A0 + νv2
(∣∣log〈v〉2∣∣r),
where 〈v〉2 ≡ e2 + v2. Since
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∣∣log〈v〉2∣∣r = − ∞∫
0
λ2
∣∣log〈λ〉2∣∣r dν{|v| > λ}
=
∞∫
0
(
2λ
∣∣log〈λ〉2∣∣r + r λ3〈λ〉2 ∣∣log〈λ〉2∣∣r−1
)
ν
{|v| > λ}dλ,
taking into the account that λ3〈λ〉2  λ and log〈λ〉2  2, we arrive at
∫
v2
∣∣logv2∣∣r A0 +Ar ∞∫
0
(
λ
∣∣log〈λ〉2∣∣r)ν{|v| > λ}dλ
with some constants A0,Ar ∈ (0,∞). Let v = v1,η + v2,η, with v1,η ≡ ηv and v2,η ≡ (1 −
η)v. We note that using ultracontractivity of the semigroup and L2 normalisation of v, we have
‖v1,η‖∞ =
∥∥e−tΛetΛηv∥∥∞  Ct−α∥∥etΛηv∥∥2
 Ct−αetη‖ηv‖2  Ct−αetη.
With a choice t = 1/η, we get
‖v1,η‖∞  Ceηα.
Since ν{|v| > λ} ν{|v1,η| > λ2 } + ν{|v2,η| > λ2 }, choosing η ≡ η(λ) such that 2Ceηα = λ, we
get ν{|v1,η| > λ2 } = 0. Then, we have
∫
v2
∣∣logv2∣∣r A0 +Ar ∞∫
0
(
λ
∣∣log〈λ〉2∣∣r)ν{|v2,η| > λ2
}
dλ
 Br +Ar
∞∫
1
(
λ
∣∣log〈λ〉2∣∣r)ν{|v2,η| > λ2
}
dλ.
Using Chebyshev inequality ν{|v2,η| > λ2 } 4‖v2,η‖22/λ2, we can bound that by
 Br + 4Ar
∞∫
1
( |log〈λ〉2|r
λ
)
‖v2,η‖22 dλ.
With our condition η ≡ η(λ) = (λ/(2Ce)) 1α , we have ‖v2,η‖22 =
∫
{σ>η(λ)} dEv(σ ), where
dEv(σ ) is the spectral measure corresponding to the normalised vector v and the selfadjoint
operator Λ. Hence, using Fubini theorem, we arrive at
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1
( |log〈λ〉2|r
λ
) ∫
{σ>η(λ)}
dEv(σ )dλ

∞∫
(2Ce)−1/α
( ∫
{2Ceσα>λ1}
( |log〈λ〉2|r
λ
)
dλ
)
dEv(σ )
 e + 1
r + 1
∞∫
(2Ce)−1/α
∣∣log〈2Ceσα 〉2∣∣r+1 dEv(σ )
 e + 1
r + 1
∫
v
∣∣log〈2CeΛα 〉2∣∣r+1v dν D ∫ v∣∣log〈Λ〉∣∣r+1v dν
with some constant D ∈ (0,∞). 
Using the above lemma, we arrive at the following result. Here we assume that a measure
dμ = ρdν, with a bounded from above and bounded from below by a positive constant.
Theorem 5.1. Suppose M is a finite-dimensional smooth compact connected manifold without
boundary. Suppose a system of vector fields X ≡ (X1, . . . ,XN) with 2 N  dim(M) satisfies
for 12 < s  1 the following condition:∥∥(log〈Λ〉)su∥∥2
μ
 C
{‖Xu‖2μ + ‖u‖2μ} (24)
for any u ∈ C10(Ol ), where Ol , l = 1, . . . ,K , is an open cover of M. Moreover suppose thefollowing Poincaré inequality is satisfied:
μ(f −μf )2  CPμ|Xf |2. (25)
Then the following coercive inequality is true:
∫
f 2
(
log+
f 2
4
)2s−1
dμ cμ|Xf |2 (26)
with some constant c ∈ (0,∞) independent of the function f , μf 2 = 1.
Proof. Let Kj , j = 1, . . . ,N , be a finite covering of the manifold M by compact sets such that
Kj ⊂Ol with Ol (l = 1, . . . ,N ′), being on open finite cover of the manifold for which (24) is
true. Let χl be smooth functions such that suppχl ⊂Ol and χj |Kj = 1. Then for g with μg2 = 1
(similarly as in the proof of Theorem 4.1), we have∫
g2
∣∣logg2∣∣2s−1 dμ∑∫ (χjg)2∣∣log(χjg)2∣∣2s−1 dμ.j
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Beltrami operator Λ)∫
(χjg)
2∣∣log(χjg)2∣∣2s−1 dμ c0 ∫ (∣∣log〈Λ〉∣∣sχj g)2 dμ
with the corresponding constant c0 ∈ (0,∞). This combined with (24) yields∫
(χjg)
2∣∣log(χjg)2∣∣2s−1 dμ c0 ·C(μ|Xχjg|2 +μ|χjg|2)
 C′
(
μ1Ol |Xg|2 +μ1Ol |g|2
)
with some C′ ∈ (0,∞). Adding this inequalities, we arrive at
∫
g2
∣∣∣∣log+ g24
∣∣∣∣2s−1 dμ ∫ g2∣∣logg2∣∣2s−1 dμ C′′(μ|Xg|2 +μ|g|2).
Finally, in view of the following inequality (cf. [2, Lemma 2]),
∫
g2
∣∣∣∣log+ g24
∣∣∣∣2s−1 dμ 4∫ g˜2∣∣∣∣log+ g˜24μg˜2
∣∣∣∣2s−1 dμ
with g˜ ≡ g −μg, we arrive at the desired bound
∫
g2
∣∣∣∣log+ g24
∣∣∣∣2s−1 dμ cμ|Xg|2
with c = 4C′′(1 +CP ). 
We remark that if such inequality is satisfied for some s > 12 , then it is also satisfied for any
1
2 < s
′  s. Moreover if for given system of fields the inequality holds for some s > 1, one can
show the following Logarithmic Sobolev inequality:
μ
(
f 2 log
f 2
μf 2
)
 εμ|Xf |2 +Cεμf 2
with ε > 0 and Cε ∼ ε−1/[2(s−1)] for all f for which the right-hand side is finite. This in order
(via suitable integration lemma [10]) implies ultracontractivity of the semigroup generated by
LX ≡ −X∗X, which in our context implies that the spectrum of the generator is discrete (with
finite multiplicity). In particular Poincaré inequality is true and one can show the nondefective
Logarithmic Sobolev inequality (with s = 1).
For a general system of fields the Poincaré inequality (of Neumann type) seems to be an
open problem for domains in the Euclidean space; though it is known that it cannot be satisfied
in arbitrary domain. Thus the localisation arguments proposed at the end of the section on the
Poincaré inequality for systems of Hörmander fields cannot be in general applied. On the other
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Since for a (Lipschitz) partition of unity (χl)l=1,...,K one has
μ(f −μf )2 K
K∑
l=1
μ
(
χl(f −μf )
)2
so if the Dirichlet type Poincaré inequality is true (in the supports (O)l’s of χl’s) we get the
following bound
μ(f −μf )2  2K
K∑
l=1
μ
(
χl |Xf |2
)+ 2K K∑
l=1
μ
(|Xχl |2(f −μf )2)
 2Kμ|Xf |2 + 2K2 sup
l
∥∥|Xχl |2∥∥∞ ·μ(f −μf )2.
If the cover of the manifold can be chosen so that 2K2 supl ‖|Xχl |2‖∞ < 1, then the above
bound implies in fact Poincaré inequality. This can be achieved if a manifold is large in the sense
that the slope of χl can be chosen sufficiently small. This could be utilised to show the Poincaré
inequality provided one could map a manifold and the measure into a blown up case with suitably
nice behaviour of the scaling.
Finally we mention that in [20] a sufficient condition was provided for the inequality (23) to
be true (cf. Proposition 5.2 there). While it would require more space to describe the details, we
confine ourselves to presenting their interesting example in R2, in which there exists infinitely
many hypersurfaces of degeneracy, given in the form adapted to a torus as follows:
X1 = ∂x1 , X2 = exp
{−(sin2(x1) sin2(π/ sin(x1)))−1/2s}∂x2 .
6. The infinite-dimensional manifolds setting
Let {(Mi, νi)}i∈R be compact oriented manifolds Mi of the same dimension d  2 furnished
with smooth probability measures νi (satisfying assumptions as in Section 1), indexed by vertices
i of an infinite graph R. We will assume that R satisfies a polynomial growth condition of the
volume (as e.g. a D-dimensional integer lattice ZD). We consider the product manifold M =∏
i∈RMi . Elements of M are denoted by ω = (ωi)i∈R, where ωi ∈ Mi for any i ∈R. d(i, j)
means the distance between two points i and j of the graph R. Let Λ ⊂R then ωΛ = (ωi)i∈Λ
is the image of ω under the canonical projection: M → MΛ ≡∏i∈ΛMi . In the similar way we
denote by νΛ =∏i∈Λ νi the product measure on MΛ. The measures νΛ will be called reference
measures. If the subset Λ is finite, we shall use the notation ΛR. The set complement of Λ is
denoted by Λc =R \ Λ. The set of bounded, measurable functions is denoted by B(M), while
B0(M) denotes the set of bounded measurable functions which are cylindrical. For u ∈ B0(M),
we say that a set Λu is the set of localisation of u, if it is the smallest subset Λ  R such
that there exists a bounded, measurable function v on MΛ with the property: u(ω) = v(ωΛ) for
any ω ∈ M. By BΛ ≡ BΛ(M) we denote the subset of B0(M) of functions localised in Λ and
ΣΛ denotes the smallest σ -algebra such that all functions in BΛ are measurable. Given ω ∈ M
it will be very useful to introduce the injection: MΛ → M which is defined by the formula:
η ∈ MΛ → η •Λ ω ∈ M, with (η •Λ ω)i = ηi when i ∈ Λ and (η •Λ ω)i = ωi when i ∈ Λc.
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uΛ(η|ω) = u(η • ωΛc). All the mappings introduced above are measurable in the corresponding
σ - fields and hence their actions on the sets of measurable functions are correctly defined leading
from one to another measurable functions.
Given a system of fields on each manifold Mi , i ∈R,
Xi ≡ (Xi,1, . . . ,Xi,ri ),
where ri ∈ N, ri  dim(Mi), we introduce a system of fields M, denoted later by the same symbol
Xi , by defining its components as follows Xi,ku(ω) ≡ Xi,ku{i}(η|ω)η=ωi for all u for which the
right-hand side makes sense; in this case we will say that the function u is differentiable (in the
direction of the field). Later on we will use the following short-hand notation:
|Xiu|2 ≡
∑
l=1,...,ri
|Xi,lu|2.
Our first key assumption is that each measure νi , i ∈ R, satisfies the following XF-Sobolev
inequality:
νiu
2F
(
u2
νiu2
)
 c0νi |Xiu|2 (XFS)
with a concave on [1,∞) continuous increasing function F such that F(1) = 0 which is equal to
zero or otherwise is Lipschitz on [0,1], with a constant c0 ∈ (0,∞) independent of i ∈R and a
function u. For our applications we need to consider functions of the form F(t) = (log+(γ t))α
with some α,γ ∈ (0,1]. In this case also any product measure νΛ ≡⊗i∈Λ νi , Λ ⊂R, satisfies
(XFS) with a constant independent of Λ (cf. [2]). As a consequence νΛ also satisfies the Poincaré
inequality with a constant Cp ∈ (0,∞) independent of Λ.
A family V ≡ {VA ∈ BA}AR ⊂ B0(M) such that
sup
i
∑
A: i∈A
‖VA‖∞ < ∞
is called an interaction. Later on we restrict to the interactions which are differentiable (i.e. when
each VA is differentiable), and we have
‖V‖2 ≡ sup
i∈R
∑
A: Ai
|A| ·
(
‖VA‖∞ +
∑
k∈R
∥∥|XkVA|∥∥∞)< ∞. (27)
In particular these assumptions are satisfied for differentiable interactions of finite range, that
is such that additionally there exists a positive integer R such that VA ≡ 0 if the diameter
diam(A) > R. The number R is called the range of the interaction. Next, we introduce the local
potential energy UΛ in the region Λ ⊂R by the expression
UΛ =
∑
VA.A: A∩Λ =∅
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uniquely determined by
EωΛ(f ) =
1
ZωΛ
∫
MΛ
(
f (η •Λ ω)e−UΛ(η•Λω)
)
νΛ(dη)
with normalisation constant ZωΛ = νΛ(e−UΛ(η•Λω)), for any f ∈ B(M). We shall denote by μ any
Gibbs measure corresponding to the local specification chosen above, that is a measure satisfying
μE ·Λ(f ) = μf (DLR)
for any f ∈ B0(M) and any ΛR.
Later on we will need the following fact.
Lemma 6.1. Suppose that each νi (i ∈R) satisfies (XFS), then EωΛ satisfies it also with a con-
stant cF (Λ) ∈ (0,∞) independent of ω ∈ Ω .
Moreover the local specification {EΛ}ΛR is regular, that is for any ΛR and any bounded
differentiable cylinder functions f , the function E ·Λ(f ) is also differentiable and one has
∣∣Xi(EΛ(f 2)) 12 ∣∣2  γ0EΛ(|Xif |2)+∑
j∈Λ
γijEΛ
(|Xj f |2) (28)
for any i ∈ Λc with some nonnegative constants γ0 and γij .
Proof. As EωΛ has a density with respect to a measure νΛ which is bounded and bounded from
below by a strictly positive constant and νΛ satisfies (XFS), so by a bounded perturbation prin-
ciple (see e.g. [12,21]) EωΛ satisfies the same inequality with a constant independent of ω. Hence
by general principles (or by corresponding perturbation arguments [12]), EωΛ also satisfies the
Poincaré inequality with a constant CP,Λ ∈ (0,∞) independent of ω.
Let f be a bounded differentiable cylinder function which is not equal to zero a.e. Using the
definition of the kernel EωΛ we have
Xi,k
(
EΛ
(
f 2
)) 1
2 = 1
2(EΛ(f 2))
1
2
(
EΛ(2fXi,kf )+ EΛ
(
f 2;Xi,kUΛ
))
. (29)
If (27) is satisfied, the covariance term is well defined and we can estimate it as follows:
EΛ
(
f 2;Xi,kUΛ
)≡ 1
2
EΛ ⊗ E˜Λ
(
(f + f˜ )(f − f˜ )(Xi,kUΛ − X˜i,kUΛ)
)
 ‖Xi,kUΛ − X˜i,kUΛ‖∞ ·
(
EΛ
(
f 2
)) 1
2
(
EΛ(f − EΛf )2
) 1
2
 ‖Xi,kUΛ − X˜i,kUΛ‖∞ ·
(
EΛ
(
f 2
)) 1
2
(
CP,Λ
∑
EΛ|Xj f |2
) 1
2
,j∈Λ
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inequality to estimate the first term on the right-hand side of (29) and combining the result with
our bound of the second term we arrive at
∣∣Xi,k(EΛ(f 2)) 12 ∣∣ EΛ(|Xi,kf |2) 12 + ‖Xi,kUΛ − X˜i,kUΛ‖∞ ·(CP,Λ∑
j∈Λ
EΛ|Xj f |2
) 1
2
.
Hence we get the desired regularity bound as follows:
∣∣Xi(EΛ(f 2)) 12 ∣∣2  γ¯0EΛ|Xif |2 +∑
j∈Λ
γ¯ijEΛ|Xj f |2
with γ¯0 ≡ (|Λ| + 1) and γ¯i,j ≡ (|Λ| + 1)‖ |XiUΛ − X˜iUΛ| ‖2∞ ·CP,Λ. 
In the case when ‖V‖2 is small or the interaction is of finite range and the following mixing
conditions are satisfied:∣∣EΛ(f ;g)∣∣C0e−M dist(Λf ,Λg)∑
i
osci (f ) ·
∑
j
oscj (g) (DSM)
uniformly in a size of the box Λ with some constants C0, M ∈ (0,∞), (with osci (f ) denoting
oscillation of the function with respect to ωi ), there is a standard way to improve the regularity
estimates. This leads to the following result (cf. [12,21] for detailed description of the strategy).
Theorem 6.1. Suppose EΛ satisfies (XFS) and either ‖V‖2 is sufficiently small or the interaction
is of finite range and the strong mixing condition (DSM) is satisfied. Then the corresponding
Gibbs measure satisfies
μu2F
(
u2
μu2
)
 cFμ|Xu|2
with a constant cF ∈ (0,∞) independent of the function u.
Proof. In the case when F(x) = log(x) the proof goes via standard arguments (as for example
described in [12]) using the following telescopic expansion of the relative entropy:
μu2 log
(
u2
μu2
)
=
∑
n∈N
(
μ
[
u2n−1 log
(
u2n−1
)]− [u2n−1] log([u2n−1]))
with u2k ≡ [u2k−1] and u0 ≡ f , where  is a suitable Markov transition operator constructed
as a convolution of kernels EΛ in such a way that for some λ ∈ (0,1) one has the following
contraction property:
μ
∣∣X(f 2) 12 ∣∣2  λμ|Xf |2.
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vided the strong mixing property holds (cf. e.g. [12]).
In other cases (when F ∼ |log+ x|β , β ∈ (0,1)) it is useful to consider the quantity
Qμ,Φ
(
u2
)≡ μΦ(u2)−Φ(μu2)
with Φ(x) ≡ x(log(1 + x))β , β ∈ (0,1), which allows for the following telescopic expansion:
Qμ,Φ
(
u2
)=∑
n∈N
μQ,Φ
(
u2n−1
)
.
Under the condition that the following inequality is satisfied for conditional expectations,
QEΛ,Φ(u2) C0
∑
j∈Λ
EΛ|Xj u|2, ()
with some C0 ∈ (0,∞), and assuming the strong mixing condition in [21], we have shown the
corresponding coercive inequality for the Gibbs measure with standard Dirichlet form given by
the square of gradient. Given Lemma 6.1 and mixing, this proof goes through in the current setup
and we arrive at the following inequality:
Qμ,Φ
(
u2
)
 cμ|Xu|2 (OSX2)
for the Gibbs measure and fields X, with some c ∈ (0,∞) for all functions for which the right-
hand side is well defined. First restricting this inequality to functions with L2 norm equal to one,
and then using the inequality log+ x2  log(1 + x2), we obtain
μu2
(
log+
u2
μu2
)β
 cμ|Xu|2 + (log 2)β .
From this [at a cost of factor 1/4 paid when applying Lemma 2 in [2] and the Poincare inequal-
ity], we obtain
μu2
(
log+
u2
4μu2
)β
 4
(
c + (log 2)
β
m
)
μ|Xu|2,
where m ∈ (0,∞) denotes the corresponding spectral gap (which follows from (OSX2), see [2]).
These arguments are similar to ones at the end of proof of Theorem 5.1.
Thus we only need to demonstrate the finite inequality (OSX2) for EΛ in our current situation.
For this we note that, because the following basic inequality (log(1 + x2))β  (log+ x
2
4 )
β +
(log 8)β , the inequality of Theorem 5.1 implies
QEΛ,Φ
(
u2
)
 C
∑
j∈Λ
EΛ|Xj u|2 +DEΛu2
with some constants C,D ∈ (0,∞). Now, one can tighten this inequality and obtain (). This
can be done by using [2, Theorem 13] based on a certain capacity criterion or the alternative
self-consistent arguments provided by us in Appendix A. 
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we introduce the auxiliary, symmetrical operator acting on the set of cylindrical smooth functions
C∞0 (M) ⊂ B0(M) and then, as in the finite-dimensional case, we pass to Friedrich’s extension.
Given i ∈R and a system of fields Xi we define its adjoint X∗i so that one has
Ei
(
fX∗i,kg
)= Ei (gXi,kf )
for any component k and all smooth cylinder functions f and g. Since the interaction is differ-
entiable, we have
X∗i,k = −Xi,k − divνi (Xi,k)+Xi,k(Ui).
Using (DLR) one can see that this will be valid whenever one replaces the measure Ei by any of
the kernels EΛ or the Gibbs measure μ. Let Li ≡ −X∗i · Xi . This is a densely defined operator
on twice differentiable bounded cylinder functions (the domain common for all i ∈ R). The
corresponding Dirichlet form is given by
μ(fLig) = −μ(Xif · Xig).
Using this operator we can introduce the infinite-dimensional Markov (pre-)generator
L ≡
∑
i∈R
Li ,
densely defined on the set of twice differentiable cylinder functions and on this set having the
following quadratic form:
μ(fLf ) = −μ|Xf |2 ≡ −μ
∑
i∈R
|Xif |2.
Thus, it admits a Friedrich’s extension which will be denoted later on by the same symbol.
Let Pt ≡ etL denote the corresponding Markov semigroup. By construction Pt is symmetric in
L2(μ) and thus preserves the measure μ. It admits an extension to all Lp(μ), p ∈ [1,∞], spaces
denoted later on by the same symbol.
Theorem 6.1 has numerous consequences which can be derived in a similar way as in case
of the standard Logarithmic Sobolev inequality or F-Sobolev inequality with the gradient type
Dirichlet form (cf. [12,2,1] and references therein). This includes in particular the following.
Corollary 6.1 (Poincaré inequality). ∃MF ∈ (0,∞)
MFμ(f −μf )2  μ|Xf |2
and equivalently
μ(Ptf −μf )2  e−2MF tμ(f −μf )2.
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‖Pt‖Ψq  ‖f ‖2,
where Ψq(x) ≡ x2eq(t)F (x2), with q(0) = 0 and q(t) →t→∞ ∞.
Corollary 6.3 (Exponential bounds). Suppose ‖|Xf |‖∞ < ∞. Then
μes(f−μf )  easβ‖|Xf |‖
β∞
with some constant a ∈ (0,∞) and a power β dependent only on F .
One can also expect that the analysis of semilinear problems in infinite dimensions carried
out in [9] in case of the standard gradient type Dirichlet forms can be extended to the case when
(XFS) inequalities are true.
In the situation when the Logarithmic X-Sobolev inequality holds one can expect stronger
ergodicity, but in general this requires more space and should be studied elsewhere. Therefore
in the final chapter we limit ourselves to the important special case of compact infinite product
spaces and fields satisfying the Hörmander condition.
7. Strong ergodicity in infinite dimensions
In this section we consider a space M ≡ ×i∈ZdMi , where Mi are copies of a given smooth
compact connected Riemannian manifold M of dimension D  2. We assume that for each
i ∈ Zd , one has a system of fields Xi , which are isomorphic copies of the system X0 about which
we assume to satisfy the Hörmander condition of a given order N ∈ N. To focus our description,
we restrict ourselves to a local specification EΛ, Λ Zd , corresponding to a smooth interaction
of finite range R ∈ N, but we remark that neither the assumption of finite range nor a specific
structure of the lattice R (as long as of polynomial volume growth) are essential and similar
results hold true in an extended setup.
For a finite set Λ Zd , we define a Markov semigroup
PΛt f ≡
∏
i∈Λc
P
{i}
t ◦ PΛt f,
where PΛt is a Markov semigroup acting as an identity operator on functions independent of
ωj , j ∈ Λc and for functions localised in Λ is generated by an operator LΛ formally given
by μΛ|XΛf |2 ≡ ∑j∈ΛμΛ(|Xj f |2 ≡ μΛ(f (−LΛf )), where μΛ(dωΛ) ≡ e−VΛ dωΛ/ZΛ ≡
ρΛ dωΛ, with ZΛ being the normalisation factor, dωΛ the product of normalised Riemannian
measures and VΛ ≡∑A⊂Λ VA; similar conventions are assumed for any other finite subset of
the lattice. First we observe the following fact.
Lemma 7.1. PΛt is ultracontractive, that is for any smooth cylinder function f localised in Λ
and t = 1 one has ∥∥PΛ1 f ∥∥2∞  eC|Λ|μΛ|f |2
with a constant C independent of f and the cardinality of a finite set Λ.
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the manifold M0 for the Riemannian measure dω0:
‖f ‖2q∗  C0
∫ (|X0f |2 + f 2)dω0
with some C0 ∈ (0,∞) and q∗ ∈ (2,∞). Hence, by similar arguments as in Section 3, one has∫
f 2 log
f 2∫
f 2 dω0
dω0 
q∗
q∗ − 2
∫
f 2 dω0 · log C0
∫
(|X0f |2 + f 2) dω0∫
f 2 dω0
.
Therefore, using the inequality logx  δx + log 1
δ
for x > 0, the following is true for any ε ∈
(0,∞): ∫
f 2 log
f 2∫
f 2 dω0
dω0  ε
∫
|X0f |2 dω0 +Cε
∫
f 2 dω0 (30)
with Cε ≡ log 1ε − log( q
∗
q∗−2C0)+ε. The inequality (30) has the following tensorisation property:∫
f 2 log
f 2∫
f 2 dωΛ
dωΛ  ε
∫
|XΛf |2 dωΛ + |Λ|Cε
∫
f 2 dωΛ. (31)
Replacing f by fρ
1
2
Λ, by simple arguments we arrive at∫
f 2 log
f 2∫
f 2 dωΛ
dωΛ  2ε
∫
|XΛf |2 dμΛ
+ (|Λ|Cε + ‖logρΛ‖∞ + 2ε∥∥∣∣ρ− 12Λ XΛρ 12Λ∣∣2∥∥)∫ f 2 dμΛ
for any ε > 0. Hence∫
f 2 log
f 2∫
f 2 dωΛ
dωΛ  ε
∫
|XΛf |2 dμΛ + |Λ|Cε
∫
f 2 dμΛ, (32)
where we have taken into the account that
Cε ≡ Cε/2 + sup
Λ
1
|Λ| ‖logρΛ‖∞ + ε supΛ
1
|Λ|
∥∥∣∣ρ− 12Λ XΛρ 12Λ∣∣2∥∥
which is well defined due to smoothness and additivity properties of VΛ used to define the den-
sity ρΛ.
With the bound (32) one can apply the integration lemma [10] to conclude the proof of the
lemma. 
The second ingredient we need is the following finite speed of propagation estimate and ap-
proximation property for the Markov semigroups.
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i ∈ Zd . Then there exist constants A,B,C ∈ (0,∞) such that for any smooth cylinder function
f localised in Λ0 ⊂ Λ, one has∥∥∣∣∇jPΛt f ∣∣2∥∥∞ CeAt−Bd(j,Λ0)|||f |||22, (33)
where
|||f |||22 ≡
∑
j∈Λ0
∥∥|∇j f |2∥∥∞
with ∇j denoting the (full) gradient operator with respect to variable ωj . Therefore Ptf ≡
limΛ→Zd PΛt f defines a C0 Markov semigroup on continuous functions which is symmetric in
L2(μ) for any Gibbs measure μ. Moreover one has the following strong approximation property:∥∥Ptf − PΛt f ∥∥∞ C′eAt−Bd(Λc,Λ0)|||f |||2. (34)
Proof. For simplicity of notation, given Λ Zd let us set ft ≡ PΛt f . Then we have
d
ds
PΛs
∣∣∇jPΛt−sf ∣∣2 ≡ dds PΛs |∇j ft−s |2 = PΛs (LΛ|∇j ft−s |2 − 2∇j ft−s ·LΛ∇j ft−s)
+ PΛs
(
2∇j ft−s[LΛ,∇j ]ft−s
)
.
Recall that LΛ =∑k∈ΛLk where Lk ≡ Xk · Xk +βk · Xk with βk ≡ −divk(Xk)+ XkVΛ. As ∇j
commutes with Xk · Xk for k = j , we get the following
d
ds
PΛs |∇j ft−s |2
 PΛs
(
Lj |∇j ft−s |2 − 2∇j ft−s ·Lj∇j ft−s
)
−PΛs
(
2∇j ft−s
{
Xj , [Xj ,∇j ]
}
ft−s
)−∑
k∈Λ
PΛs
(
2∇j ft−s · (∇j βk)Xkft−s
)
, (35)
where the curly bracket denotes the anticommutator. At this point we notice that we have(
Lj |∇j ft−s |2 − 2∇j ft−sLj∇j ft−s
)− 2∇j ft−s{Xj , [Xj ,∇j ]}ft−s
 2(1 − δ)|Xj∇j ft−s |2 −C0,δ|∇j ft−s |2
− 4∇j ft−s · Xj [Xj ,∇j ]ft−s + 2∇j ft−s ·
[
Xj , [Xj ,∇j ]
]
ft−s (36)
with some δ ∈ (0, 12 ) and C0,δ ∈ (0,∞) (dependent on the choice of δ and derivatives of the
metric tensor), and
4
∣∣∇j ft−sXj [Xj ,∇j ]ft−s∣∣ δ∣∣Xj [Xj ,∇j ]ft−s∣∣2 + 4
δ
|∇j ft−s |2
 δC1|Xj∇j ft−s |2 +C2|∇j ft−s |2
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C1 ≡ c1
(∑
l,m
∥∥∇mj (Xnj,l)∥∥2∞)
and
C2 ≡ δc2
(∑
l,m
∥∥Xj,l(∇mj (Xnj,l))∥∥2∞)+ 4δ ,
where Xnj,l denotes the nth coordinate of the lth field in the system Xj and ∇mj denotes the mth
direction of the gradient (in some local coordinates), and constants c1, c2 ∈ (0,∞) depend only
on the metric tensor. We also have∣∣2∇j ft−s[Xj , [Xj ,∇j ]]ft−s∣∣ (1 +C3)|∇j ft−s |2,
where C3 ≡ c3(∑l,m ‖Xj,l(∇mj (Xnj,l))‖2∞) with some c3 ∈ (0,∞) dependent on the metric ten-
sor. Finally we notice that
|2∇j ft−s · ∇j βkXkft−s | γjk|∇j ft−s |2 + γjk|∇kft−s |2,
where
γjk ≡ D sup
Λ
‖∇j βk‖∞ · ‖Xnk,l‖∞
with some constant D ∈ (0,∞) dependent on the metric tensor. Combining the above bounds,
by choosing δ ∈ (0, 12 ) sufficiently small, we arrive at the following inequality
d
ds
PΛs |∇j ft−s |2 −γ0PΛs |∇j ft−s |2 −
∑
k =j
γjkP
Λ
s |∇kft−s |2 (37)
with some constant γ0 ∈ (0,∞). Hence after integration we obtain the following bound:
|∇j ft |2  eγ0tPΛt |∇j f |2 +
∑
k =j
γjk
t∫
0
dseγ0(t−s)PΛs |∇kft−s |2. (38)
After taking supremum we arrive at the following Gronwall type relation:
∥∥|∇j ft |2∥∥∞  eγ0t∥∥|∇j f |2∥∥∞ +∑
k =j
γjk
t∫
0
dseγ0(t−s)
∥∥|∇kft−s |2∥∥∞. (39)
We remark that, unlike as in the case of standard generators [25,12], in the above arguments the
use of compensation by second-order terms as well as the fact that by taking commutators we
generate only controllable fields both play a vital role.
The rest of the proof is standard, see e.g. [12] (and references therein). 
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tractivity [25] ([12] and references therein). In this way we arrive at the following result.
Theorem 7.1. Let μ be a Gibbs measure, corresponding to a local specification defined with a
smooth interaction of finite range satisfying the strong mixing condition or interaction of infinite
range but sufficiently small. Then μ satisfies Logarithmic Sobolev inequality with respect to a
quadratic form associated to the system of fields (Xi )i∈Zd for which the Hörmander condition
is true. Moreover we have that μ is the only invariant measure for the semigroup Pt and the
following strong exponential decay to equilibrium estimate is true:
‖Ptf −μf ‖∞  Ce−Mt |||f |||
with some constant M ∈ (0,∞) for any smooth cylinder function f with a constant C dependent
on the set of localisation of f .
For the reader’s convenience we reproduce below the corresponding arguments leading to
the strong ergodicity estimate claimed in the above theorem. First we note that for any smooth
cylinder function f localised in Λ0 ⊂ Λ (by Lemma 7.2), we have the following approximation
property:
|Ptf −μf | |PΛt f −μf | +O(e−At )|||f ||| = · · ·
when dist(Λ0, ∂Λ)A′t for some A′ ∈ (0,∞). Secondly using Hölder’s inequality for PΛ1 with
some q ∈ (1,∞), we get
· · · = ∣∣PΛ1 PΛt−1f −μf ∣∣+O(e−At )|||f ||| (PΛ1 ∣∣PΛt−1f −μf ∣∣q) 1q +O(e−At)|||f |||.
This can be bounded, using the finite-dimensional ultracontractivity property of PΛ1 (Lem-
ma 7.1), and a property of the Gibbs measure, as follows:
· · · (eB|Λ| EΛ|PΛt−1f −μf |q ) 1q +O(e−At)|||f |||
 eB ′|Λ|/q
(
μ
∣∣PΛt−1f −μf ∣∣q) 1q +O(e−At )|||f |||.
Using again the approximation property for the semigroup we have
· · · eB ′|Λ|/q(μ|Pt−1f −μf |q) 1q + (1 + eB ′|Λ|/q)O(e−At)|||f |||.
At this stage, choosing q ≡ q(t ′) so that |Λ(t)|
q(t ′)  1, we use hypercontractivity of Pt ′ with t ′ ≡
(1 − ε)t − 1, to get
 eB ′|Λ|/q
(
μ|Pεtf −μf |2
) 1
2 + (1 + eB ′|Λ|/q)O(e−At)|||f |||.
This brings as to L2 space where we can use the spectral gap to finish with the following bound:
 eB ′|Λ|/q e−Mεt
(
μ|f −μf |2 ) 12 + (1 + eB ′|Λ|/q)O(e−At)|||f |||.
This ends the proof.
474 P. Ługiewicz, B. Zegarlin´ski / Journal of Functional Analysis 247 (2007) 438–476In conclusion we remark that in case of infinite range interaction, to make the above strat-
egy work one needs to consider the approximation property with the cubes of size diam(Λ) ∼
exp{εt}, with some ε ∈ (0,1) sufficiently small.
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Appendix A
Let Φ(t) ≡ tξ(t), with ξ slowly varying function, e.g. ξ(t) ≡ (log(1 + t))β , β ∈ (0,1]. We
will assume that ξ is a nondecreasing concave function such that
sup
∣∣xξ ′(x)∣∣≡ a < ∞.
Lemma A.1. There exist C,D ∈ (0,∞) such that for any f  0 we have
μΦ
(
f 2
)−Φ(μf 2) C[μΦ((f −μf )2)−Φ(μ(f −μf )2)]+Dμ(f −μf )2.
Proof. We follow [2] (cf. Lemma 14 and the proof of Theorem 13) making some improvements
when necessary. We first note that with
Φt(x) ≡ Φ(x)−Φ(t)−Φ ′(t)(x − t) = x
(
ξ(x)− ξ(t))− [tξ ′(t)](x − t)
we have
μΦ
(
f 2
)−Φ(μ(f 2))= μΦt=μf 2(f 2).
Next, for x ∈ [0,2t] one has, by concavity of ξ ,
ξ
(
x2
)− ξ(t2) ξ ′(t2)(x2 − t2)
and hence for f 2  4t2, we have
Φt2
(
f 2
)
 ξ ′
(
t2
) · (f 2 − t2)2  (f − t)2[(f + t)2ξ ′(t2)] (f − t)2[9t2ξ ′(t2)] (f − t)29a.
Thus we get ∫
f 24μf 2
Φt2=μf 2
(
f 2
)
dμ 9a
∫
f 24μf 2
(f − t)2 dμ 18aμ(f −μf )2. (A.1)
On the other hand for f 2  4μf 2 and f˜ ≡ f −μf , we have
f˜  2
(
μf 2
) 1
2 −μf  μf  0
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f = f˜ +μf  2f˜ .
Hence we have ∫
f 24μf 2
Φt2=μf 2
(
f 2
)
dμ
∫
f 24μf 2
f 2
(
ξ
(
f 2
)− ξ(μf 2))dμ
 4
∫
f 24μf 2
f˜ 2
(
ξ
(
f 2
)− ξ(μf 2))dμ.
Setting fs ≡ f˜ + sμf , this can be continued as follows:
= 4
∫
f 24μf 2
Φt2=μf 2
(
f˜ 2
)
dμ+
1∫
0
ds
∫
f 24μf 2
f˜ 2
d
ds
(
ξ
(
f 2s
)− ξ(μf 2s ))dμ
= 4
∫
f 24μf 2
Φt2=μf 2
(
f˜ 2
)
dμ+ 4
1∫
0
ds
∫
f 24μf 2
f˜ 2
{
2fsμf ξ ′
(
f 2s
)− 2(μf )2ξ ′(μf 2s )}dμ.
Since for f 2  4μf 2 we have fs  μf , so
fsμf ξ
′(f 2s ) f 2s ξ ′(f 2s ) a.
Thus we arrive at∫
f 24μf 2
Φt2=μf 2
(
f 2
)
dμ 4μ
(
Φt2=μf 2
(
f˜ 2
))+ 8a ∫
f 24μf 2
f˜ 2 dμ. (A.2)
Combining (A.1) and (A.2) we conclude that
μΦt2=μf 2
(
f 2
)
 4μΦt2=μf 2
(
f˜ 2
)+ 26aμf˜ 2 (A.3)
which ends the proof of the lemma. 
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