INTRODUCTION
Network parameters (e.g. delay, loss, and throughput) are relatively easy to measure over an end-to-end path. In contrast, measuring the same quantities on an individual link inside the network is more difficult. The network tomography problem requires a remote source to estimate network-internal statistics on individual links within the network based on a series of probes.
Broadly speaking, there are three approaches to estimating the distribution of queuing delays on a particular remote network link. First, one can directly measure the round trip delay to the head and tail of the link (c.f. [8, 5] ). This technique requires only the ability to send a packet over a given link, to the tail of the link, without any restrictions on the path taken to get to that link. Two ICMP ping packets are "simultaneously" sent to the tail of the link, but one packet has the TTL set to expire at the head of the link. We subtract the round-trip time of the TTL-expired message from the RTT of the ICMP ECHO reply packet to get an estimate of the instantaneous delay on a link. However, such tools only measure round-trip times and not one-way delays, and asymmetric return paths make it difficult to isolate per-hop estimates (per-hop estimates are only accurate if the return path is the reverse of the forward path).
A second alternative is to indirectly infer internal network statistics by injecting probe packets from one source to multiple destinations and correlating the observed packet behavior on the resulting tree topology [1, 7, 6, 9] . For example, in the topology of Figure 1 given the set of observed pairs
. This technique elegantly recovers the delay on remote links as long as we can find pairs of cooperating receivers whose paths directly diverge before and after the link we wish to measure. The first problem with this approach is finding willing receivers in correct locations to isolate the links you are interested in. Second, even if a sufficient number of conveniently placed receivers were found, [3] shows that this indirect technique is not robust (errors in specific cases may be large), accuracy decreases when paths take many hops, and distortions creep in when there are correlations between delays encountered on different links. Further, it can be computationally expensive and its failure mode is to silently give an incorrect result. The third approach, implemented by tools such as cing [2, 3] and Tulip [10] is based on direct measurement using ICMP Timestamp packets. These are the most accurate of the recent tools. They provide accurate one-way per-hop delay estimates, and use only existing infrastructure. However, cing and Tulip can only determine delays on a link (or multi-hop segment) when routes from the measurement source to both ends of that link follow the same path. Internet routes are not generally that regular, and therefore direct measurement techniques based on ICMP Timestamp have limited applicability when applied to specific, individual, links.
This paper describes a new, hybrid, approach based on several observations. First, determining delay distributions from indirect inference works quite well if the tree is small (for example, the 3-link "Y" shaped topology of Figure 1 ). Consequently we infer distributions on a given link from a small number of measured multihop segments in the neighborhood of the target. Second, we can use indirect inferencing to distinguish between forward-path and return-path congestion, making RTT measurements practical as input to infer many one-way delays. This means almost any internal node can act as a "cooperating receiver". Third, we can use decon-volution (as described in the full paper [4] ) to indirectly infer delay distributions even in instances where we do not have measurements of correlated pairs of packets over the target link, and conventional indirect methods are not applicable.
We have built a tool, cing+ , using these ideas. We find that for any given target link, many different instances of these techniques are possible. The full paper describes our measurements that rank the accuracy of each approach in different contexts. cing+ chooses a specific technique for each link after doing a topological analysis of the results of sending TTL-limited probes to each link. cing+ then returns one-way per-link queuing delay estimates for every hop along the path from the source to the destination. cing+ provides coverage comparable to or better than indirect inference and round-trip based direct measurements, with accuracy comparable to the one-way direct measurement.
The coverage of this technique is assessed by inspecting many thousands of Internet paths (Figures 4 and 5) . The accuracy of the different probe configurations of cing+ is evaluated through simulation where knowledge of the real delay distributions is obtainable, and where such real distributions can be compared to estimated delay distributions (Figures 2 and 3) . Based on our experiments, we show that cing+ can be applied to many more links than the best previous direct measurement approaches to measure one-way queuing delay, and the measurement techniques used by cing+ are more accurate than existing indirect inference delay measurement techniques.
More details about this work are provided in [4] 
