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Sur une propriété du mouvement brownien. 
Par J. MARCINKIEWICZ à Wilno. 
1. Considérons un mouvement stochastique sur une droite. 
Désignons par p(x0, t0, x, t)dx la probabilité qu'une particule par-
tant au moment t0 du point x0 se trouve au moment t dans le 
segment (x, x + dx). La fonction p est évidemment non-négative 





(2) J p(x0, t0, x, t)p(x, t, xu t,) dx =p{x0, t0, xu u) ; (t0<t< t1). 
- 00 
La première des ces équations exprime que la probabilité totale 
est égale à l'unité, et la seconde l'indépendance du mouvement 
dans, deux segments contigus du temps. 
On sait que sous des conditions très larges, la fonction p 
vérifie l'équation aux dérivées partielles du second ordre de la 
forme 
<3> ^ = 
En particulier le mouvement brownien est décrit par l'équation 
W dt0 2 ii ÔX\ 
dont la solution probabilistique est la fonction 
(5) p<* . /„, x, 0 - œ exp ( - . 
Le mouvement brownien est donc décrit par une fonction p qui 
ne dépend que de t—10 et x—x0. Cette fonction est évidemment 
symétrique par rapport à x et x0. 
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La forme générale de fonctions p vérifiant les deux premières 
conditions est 
^ ^ \21 
(6) p(x0,t0,x,t)=" 
M " ? [- "< ' - ' • > 
où [i et v désignent deux constantes dont fi>0 et v est tout à 
fait arbitraire. Nous appellerons un tel mouvement le mouvement 
brownien au sens large. 11 y a bien d'autres problèmes stochas-
tiques décrits par les équations différentielles du second ordre et 
du type parabolique ou elliptique. 
Ces équations ont la même source, à savoir l'équation (2) 
écrite pour t infiniment voisin à t0. Dans cette note nous utilisons 
l'équation (3) pour trouver une propriété caractéristique du mouve-
ment brownien.. 
Fixons deux points (x„,/0). et (x, t) (t>t0). Le produit 
p(x0, t0, x, t) p(x, t, xlt /0 dxdxx 
exprime la probabilité qu'une particule partant du point x0 au 
moment t0 passe par le segment (x, x-f dx) au moment t et se 
trouve à l'intervalle (xu xj + tfx!) au moment 
Les paramètres x0, /„, x1} tlt dx, dxt étant fixés désignons 
par x(t, x0, t0, x1; fj) ou tout court par x(t) la valeur de x (dé-
pendant de t) pour laquelle le dit produit atteind son maximum. 
Nous appellerons les courbes ainsi définies 
x = x(0 = x(f, x0, t0, Xj, /,) 
tracées dans le plan (x, /).les caractéristiques du mouvement con-
sidéré. Une caractéristique montre donc la valeur la plus probable 
de l'abscisse x d'une particule au moment t si l'on connaît sa 
position aux moments t0 et tlt / 0</<f 1 . En utilisant la notion de 
ces courbes nous allons caractériser les mouvements browniens. 
Théo r ème 1. Les caractéristiques du mouvement brownien 
au sens restreint sont des droites et la fonction correspondante p 
vérifie deux relations suivantes 
+ 00 
(7) J ( x — x 0 ) p ( x 0 , t0,x,t)dx = o(t—10) ( f+oo) , 
- 00 
+ 00 
(8) lirn jfZTt^ J (x—Xo)2p(x0, t0, x, t) dx = Q. 
-oo 
Au contraire si une fonction quelconque p(x0f t0, x, t) définissant 
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un mouvement stochastique admet pour t0<t des dérivées partielles 
d'ordres suffisament élevées et vérifie une équation de la forme (3) 
avec A et B admettant des dérivées partielles continues et B> 0, 
ainsi qu'une des relations (7) et (8) et si enfin ses caractéristiques 
sont des droites passant par les points générateurs elle définit le 
mouvement brownien au sens restreint. 
Pour le mouvement brownien au sens large on a le 
Théorème 2. Les caractéristiques d'un mouvement brownien 
au sens large sont des droites et la fonction correspondante p 
vérifie la relation suivante 
+ 00 
(9) lim ^ (x —x0)p(x0, t0, x, t)dx = const. 
t-*- 00 * <0 J 
- 0 0 
Au contraire, si la fonction p vérifie les conditions du théorème 
précédent sauf peut-être (7) et (8) et satisfait à l'égalité (9) elle 
définit un mouvement brownien au sens large. 
L'égalité (7) exprime que l'espérance moyenne dans un 
segment infini du temps est nulle pour chaque point (x0, t0), l'éga-
lité (8) dit que la dispersion ne croît pas trop rapidement avec 
le temps. Remarquons enfin qu'il est impossible de remplacer 
dans le théorème 2 la condition (9) par (8) avec une constante 
du côté droit. Une telle condition caractérise les mouvements uni-
formes par rapport au temps. Nous avons à cet égard le 
Théorème 3. Pour qu'un mouvement stochastique vérifiant 
les conditions générales du théorème 2 et jouissant de caractéristi-
ques rectilignes soit uniforme par rapport au temps il faut et il 
suffit que l'on ait 
+ 00 
(10) Hm ( f j ^ y . J ( * — * b ) V ( * 0 . fo. x» O A c - c o n s t . 
- 0 0 
La forme générale des mouvements de cette sorte est donnée par 
la fonction p 
p(Xo, U, x, t) = 
O1) 1 I a r (x-xoy Z? i4 , j s (x ) 
où l'on a posé 
S(x) = a1eJlx + a2e-Xx 
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À, ûj et a2 désignant des constantes telles que a ^ O , o 2 è O et 
a1 + a 2 > 0. 
2. Nous commençons par la démonstration du théorème 1. 
Sa première partie étant immédiate, nous nous occupons seu-
lement de la deuxième. Remarquons d'abord que p> 0 car dans 
le cas contraire on aurait pour certains deux points, (x0 , t0) et 
(xu /j), p(x0, t0, xu /j) = 0, ce qui donne en vertu de la positivité 
de la fonction / et de la formule (2) 
p(x0,t0,x,t)p(x,t,xl,t1) = 0; -oo<x< + oo, /0</</! 
et on voit que la caractéristique x(t, x0, f0, xlt t j ) serait indéfinie. 
Etant donnée une fonction f ( x , y, u, . . .), nous désignerons d'une 
façon générale par f u f t , f t , . . . ses dérivées partielles respective-
ment par rapport au premier, deuxième, troisième,... argument. 
Posons 
R(x0, t0, x, t) = \ogp(x0, U, x, t). 
D'après l'hypothèse faite sur les caractéristiques on a pour trois 
points collinéaires quelconques (x0, t0), (x, t), (x^ t j 
Pour obtenir de là une identité, il suffit d'exprimer Xo au moyen 
de x, t, xu tx et /, ce qui donne 
En tenant compte de l'égalité (x1—x)/(tl — t)=(x—x0)/(t—t(1) 
on en obtient 
(13) (X-Xo)Às,i(*o,/o, 0 + ('-/o)/?3,2(*o, to,x, /) = 0. 
L'équation (13) est une équation linéaire aux dérivées par-
tielles du premier ordre en Rs. Elle s'intégre facilement de sorte 
qu'on obtient pour R3 l'expression 
(12) Rs(x0, t0, x, t) + R,(x, t, xlt /J = 0. 
ou bien 
(14) 
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De la même façon, on trouve 
tflft» 'o> X! 0 — ^ j , *0> /o) 
ce qui comparé avec (12) et (14) donne 
(15) /?!(*„, f„,x, 0 = 
Les formules (14) et (15) peuvent être tirées aussi immédia-
tement de l'équation (12). En effet, en fixant les points (x, t) et 
Xj, tx on voit que /?3(xo, t0, x, t) conserve une valeur constante 
dès que le point (x0, t0) se déplace le long de la demi-droite 
t0 < t passant par les points (x, t) et (xlt /t). Or, cette droite 
peùt être caractérisée par le coefficient angulair et un de ses 
points, dirons (x, t) et comme la connaissance du point (x, t) et 
de la caractéristique suffit d'après ce qui précède pour connaître 
/?3(x0, t0, x, t) il en résulte que R3(x0, t0, x, t) est bien de la 
forme (14). En raisonnant d'une façon analogue, ou bien en tenant: 
compte des formules (14) et (15) on obtient 
(16) R3(xo,to,x,t) = -0(u,x-ut,t) 
(17) /?i(xo, t0, x, t) = ®(u, x0—ut0 , t0) 
où l'on a posé a — (x — x<,)/(/— f0). L'expression x — ut a une 
signification géométrique à savoir elle désigne le point d'inter-
section de la droite passant par les points (x0, /0) et (x, t) avec 
la droite / = 0 . On a aussi 
(18) x—u/==x0—ut0. 
En tenant compte de (14) on conclut facilement que existe, 
d'où il vient l'existence de et S>3. 
De même on démontre l'existence des dérivées secondes. 
En différentiant l'équation (14) par rapport à x0 et l'équation (15) 
par rapport à x et en comparant les résultats ainsi obtenus il vient 
(19) 2\(u, x, t) = x0, t0) ; u = (x-x0)/(t - /0). 
En y posant x = x0 + u(i—/<,) on obtient l'identité en u, x0, t0 et t 
(20) ®i(u, Xo + aQt—to), t) = <*\(u, x0, 4). 
On en tire en différentiant par rapport à t 
u01,2(n,xo + u(t-to),t) + 3(u,x0 + u(t-t0),t) = 0. 
& 
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On aperçoit facilement que «, XO + u(t—t0) et t peuvent prendre 
des valeurs tout à fait arbitraires, ce qui donne 
(21) u3>li2(u,x,t) + <I>liS(u,x,t) = 0. 
L'équation (21) est une équation du premier ordre par rapport 
â ; en l'intégrant un a y 
(22) «Mu, x,t) = K(u, x-ut) 
ou bien 
— (t-QR^ix,, U,x, t) = K(u,x — ut); u = (x-x0)/(t-t0) 
La fonction p vérifiant d'après l'hypothèse l'équation (3) R doit 
satisfaire à l'équation 
dR dR R ( d R ) 2 d*R 
où les arguments de R sont x0, t0, x et t et ceux de A et B x0 
et /„. En différentiant l'équation (23) par rapport à x0 et en posant 
R,=H on obtient 
On a d'après (16) et (18) 
R3(x0l t0, x, t) — — ®(u,JCo — ut0, t) 
et cette formule devient pour f0 = 0 
R3(x0, 0, x, *o> 0 
ce qui montre que 3> admet les dérivées partielles. 
On a donc 
dH _ ( X - X O ) Ë _ (x-x0)t - -
1 t+ t M 2 i 8 dto (t-toy  (t—to)* 
d2H _ 1 - 2t - t* -
où les arguments de H sont x0,t0,x,t, et ceux de $ u,x—ut 
et f0- En portant les valeurs de H, 4—-. 4- r tirées des for-dt0 dx0 
mules (25) dans l'équation (24) on obtient 
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t h . * - t = û ^ [ - t h a 
(26) - -
où les arguments de 0 sont u, XQ—ut0, t0 et ceux de A et B 
JC„ et t0. Or u, x0, t0, t peuvent être tout à fait arbitraires à l'unique 
condition t> t0. En fixant donc u, t0 et x0 et en faisant tendre 
/-»/0 on obtient facilement 
B(x0, /0)[®i,i("^o—ut», to) — 
* —2to01,2(u,xo—uto,to) + t!i>i:2(u,x<1-uto,to)]=O 
ou bien en tenant compte de l'hypothèse B > 0 
(28) ^ , , - 2 / 0 ^ 1 , 2 + ^ . 2 = 0 
où les arguments de 0 sont u, x0^ut0 et t0. D'autre part en 
différentiant deux fois l'identité 
0(u, x0—ut0, t0) = — 0 (u, x0, t0) 
on obtient 
(29) —2/0 + « ®s.s = - ® i . , 
où les arguments de 0 sont u, x0—Ut0, t0 et ceux de 0 u, x0, t0. 
En comparant les équations (28) et (29) on obtient 
®i.i(U,Xo,to) = 0 
ce qui donne 
(30) 0 = a(xo, t0)u + b{x0, t0); *o. t0) = a(x0, t0) 
et d'après (22) 
(31) a(Xo, t0) = K(u, x0—ut0). 
En différentiant la dernière égalité par rapport à « on a 
Kx(u, Xo—uto) — toK3(u, Xo—Uto). 
Or u, Xo—uto, to peuvent être tout à fait arbitraires, on a donc 
K1(u,v)-tK2(u,v) = 0 
ce qui donne A!i = 0, A"a = 0, K = const. L'équation (30) devient 
(32) /?a(x0, to, x, t) = 0(u, Xo, t0) = 2au + b(x0, t0); a = const. 
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On a donc pour R l'équation suivante 
(33) R(Xo, L x,t) = - (x-xo)2 + C(u, Q + D{x, t0, t) 
ce qui donne en vertu de (12) 
dD(x,t0,t) dC(x, t) 
dx "f dx 
ou bien 
D(x, t0, t) + C(x, t) = w(t0, t). 
En portant la valeur de D(x, tQ, t) tirée de cette formule dans 
l'équation (33) on obtient en changeant C en — C 
(34) R(Xq, t 0 , x , t ) = - a + C(x, /) -C(x 0 , /„) + » ( / „ /). 
L'équation (1) donne 
+ 00 
(35) jeRdx= 1. 
- 0 0 \ 




Une nouvelle différentiation par rapport à Xo fournit la formule 
+ 00 
(3') + { l ^ t h * -
- 00 
- 0 0 
ou bien en tenant compte de (36), 
02C 
<3B> - ^ / ( ^ ^ - ( - g f 
Or, ces calculs sont purement formels, mais il est facile de 
leur donner de la rigueur. Remarquons que a ^ Q . En effet dans 
le cas contraire on aurait 
/? = C(x ,0-C(x 0 , t0) + m(t,t0) 
et d'après (35) C(x0, t0) = C(t0), R=R(t0, t), ce qui est impos-
sible. Observons d'après la formule (34) et le fait p > 0 que C est 
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une fonction dérivable de x. 11 suffit donc de prouver que les 
intégrales convenables convergent uniformément. Supposons p. ex. 
a > 0 , |x0| < 4 on a 
-a. 




+ 30 J (x-x0)




Les intégrales du côté droit existant il en résulte la proposition 
en question. Une démonstration analogue s'applique aussi dans le 
cas a < 0. Revenons donc aux formules (36) et (38). En suppo-
sant p. ex. la formule (7), on obtient en posant dans (36) t — oa 
(x0) /„) = 0 ; C(x„, /„) = a(tQ) ; 
R(x0, t0, x, t) = - a (XtZ_Xtf + "Co, 0-
Il en vient aussi a > 0. L'équation (35) donne 
"(to, 0 = y log ~ y log (t-tQ), 
ce qui achève la démonstration du théorème 1 si l'on suppose (7). 
En admettant (8), on tire de (38) 
\ d x j ^ dxl u' 
ce qui s'écrit en posant «S = expC 
d2 <? 
— = 0; S = a(t0)x0 + b(t0) 
et comme 5+0 , il en résulte a = 0 ce qui prouve le théorème. 
Passons à la démonstration du théorème 2. En tenant compte 
dC 
de l'égalité (9), on obtient —— = Â où À désigne une constante. ox0 
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En intégrant cette équation il vient 
C = ^ x 0 + a(/0) 
R = -a<X~X.o)2 + X(x-x0) + œ(t0, t). I «0 
Pour trouver la fonction Tô(t0, t), il suffit de s'appuyer sur l'égalité 
(35) ce qui nous donne bien la formule (6). 
11 nous reste à démontrer le théorème 3. Pour ce but sup-
posons d'abord que le mouvement est uniforme par rapport au 
temps. Les formules (32) et (33) démontrent que C(x0. t0) est une 
fonction dérivable de ses arguments. La formule (34) montre donc 
qu'il en est ainsi de la fonction tu dès que t0 < t. En tenant 
compte de l'hypothèse faité, l'expression 
C(x, t)—C(x0, to) + a>(to, t) 
doit être une fonction / uniquement de x0, x et i—t0, ce qui donne 
dC 
On en conclut facilement que ne dépend que de x, d'où 
il vient 
C(x, t ) = f ( x ) + h(t), 
ou bien comme R ne dépend que de x0, x et t—t0, 
(39) R = - a ( x ~ x f + f ( x ) - f ( x B ) + «»(/-/„). 
' «0 
En portant les valeurs des dérivées tirées de cette formule à 
l'équation (3) on obtient 
-au2-a/ = - (2a« - f ) - B ( 2 a u - / ' ) 2 ^ B +/") ; 
4aB= 1 ; i4 = 2fi/'; B f 2 + Bf' = q = const. 
En posant S = exp/, la dernière équation s'écrit 
(40) S" = hS 
h désignant une constante. 
La solution de l'équation différentielle (40) donne 
(41) S = a1e'tx + aie-t,x ou S==flsin/i(x—v) 
(alta2,a et v constantes) d'après que h = fii ou h = — 112. Or 
comme 5+0, la formule h = — f i 2 donne fi=0, S=const. et on 
voit que le mouvement considéré est brownien. Supposons donc 
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h = + on doit avoir / z ^O , a 2 ^0 , a1 + a2>0, 
p(x0,ta,x,t) = e S(x)/S(XO). 
L'équation (1) montre que m est de la forme envisagée. Suppo-
sons maintenant la formule (10). On a d'après (38) 
SH^r-' 
où P è O . En posant S = expC la dernière équation s'écrit 
dxl 
ce qui donne 
S = CleXx° + Cîe-Xx«. 
où Cj et C2 sont des fonctions de t0. Un simple calcul donne 
+ 00 
(43) je *-*> S(x)dx — 
- 00 
jp 
= IT ( t ~ t o ) ^ ^ { C l ( 0 e*x° + c*V)e-*x°} 
ce qui démontre l'égalité 
<44) M IL ( t - t \ e £ (8"io)+w('°'if C^O^ + C^Qg-^ _ , 
(44) | / q ( Î U)e + 
On en conclut facilement 
= C 2 (0=Û 2 
où ûj et a2 sont des constantes. L'équation (44) se transforme en 
n TT(*-<b)+®(«-<o> (45) 
L'équation (45) donne enfin 
(46) p(x„t„x,t)-^ ' . " ^ - ¿ » - > 1 ^ 
y i ô ^ ô 
ce qui est la formule (11). Un calcul direct prouve la relation (2). 
(Reçu le 12 janvier 1938) 
