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GEODESIC ORBIT SPACES IN REAL FLAG MANIFOLDS
BRIAN GRAJALES, LINO GRAMA AND CAIO J. C. NEGREIROS
Dedicated to Professor Karen Uhlenbeck on the occasion of her 75th birthday.
Abstract. We describe the invariant metrics on real flag manifolds and classify those with the fol-
lowing property: every geodesic is the orbit of a one-parameter subgroup. Such a metric is called g.o.
(geodesic orbit). In contrast to the complex case, on real flag manifolds the isotropy representation can
have equivalent submodules, which makes invariant metrics depend on more parameters and allows us
to find more cases in which non-trivial g.o. metrics exist.
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1. Introduction
The theory of harmonic maps is a classic topic in Mathematics. This theory lives in the intersection
of several areas of Mathematics like analysis of PDE, calculus of variations, differential geometry and
so on. Due to this interdisciplinarity, the theory of harmonic maps archives several deep results in
Mathematics and Theoretical Physics. See for instance, [5], [13], [15], [17].
1
2Based on the article [17] of Professor Uhlenbeck and a list of problems at the end of the article, the
third author of this paper followed her suggestion to discuss the Question 4 in this list as his thesis
problem. This problem concerns to the study of harmonic maps on flag manifolds and is based on
the interplay between the Geometry of non-necessarily symmetric spaces and the Analysis of flag
manifolds. This study is linked deeply with Lie Theory, and continuing to motivate the study of other
variational problems.
In [9] and [10] was studied harmonic maps into flag manifolds, using holomorphic horizontal maps and
by exploring the (almost) complex geometry of the complex flag manifolds (see also [11]).
In the theory of harmonic maps it is well know that the geometry of the target space plays a fundamen-
tal role. Therefore, understand the geometry (Riemannian and Hermitian) of flag manifolds motivated
by the study harmonic maps is a natural step. For instance the understanding of (1, 2)-symplectic
structures on flag manifolds is useful to provide examples of harmonic maps and motivate a question
about its classification on complex flag manifolds. The answer of such question culminate with the
complete characterization of the invariant Hermitian geometry of full flag manifolds in [14].
In this paper we deal with Riemannian geometry of real flag manifolds. By real flag manifolds we
will refer the coset (homogeneous) space given the the split real form of a complex Lie group by some
parabolic subgroup (see Section 2 for details). We are interested in the problem of classifications of
homogeneous geodesics, namely, geodesics given by an orbit of 1-parameter subgroup of the isometry
group. References about the study of homogeneous geodesics on complex flag manifolds are [1], [3],
[4].
An interesting class of riemannian homogeneous spaces are the so called g.o spaces, namely a homoge-
neous space such that every geodesic is a homogeneous geodesic. Examples of g.o. spaces are compact
Lie groups equipped with the bi-invariant metric, naturally reductive homogeneous space, the normal
metric on homogeneous space of compact Lie groups and so on. The classification of complex flag
manifolds which are g.o. spaces is given in [1].
In this paper we provide a description of invariant metrics on real flag manifolds. As an application
we prove our main result: we give the classification of the real flag manifolds of classical Lie groups
admitting invariant riemannian metrics such that every geodesic is an homogeneous geodesic, that is,
its become a g.o. space.
A remarkable difference between real and complex flag manifolds lies in the isotropy representation.
Such isotropy representation is essential in order to describe invariant tensors on homogeneous spaces
(e.g. riemannian metrics, almost complex structures, differential forms). In the case of complex flag
manifolds, the isotropy representation decomposes into irreducible non-equivalent components and for
real flag manifolds one can have equivalent components of the isotropy representation. A reference for
the description of the isotropy representation of real flag manifolds is given in [12]. For recent results
concerning to the invariant geometry of real flag manifolds we suggest [6] and [7].
The paper is organized as follows: in Section 2 we review the basics facts about real flag manifolds.
In Section 3 we describe the invariant metrics on real flag manifolds associated to classical Lie groups,
and in Section 4 we prove our main result: the classification of the real flag manifolds which are g.o.
spaces.
Acknowledgment: The third named author of this paper wants to express his deep gratitude to
Professor Uhlenbeck for all her immense support through all these years. Professor Uhlenbeck was
3the Ph.D. Thesis advisor of prof. Negreiros at University of Chicago (USA) who was the Ph.D. Thesis
advisor of prof. Grama at University of Campinas (Brazil) who was the Ph.D. Thesis advisor of B.
Grajales also at University of Campinas.
2. Preliminaries: Real Flag Manifolds
Let g be a non-compact, simple real Lie algebra. We consider the case where g is a split real form
of a complex Lie algebra. A generalized flag manifold of g is the homogeneous space FΘ = G/PΘ
where G is a connected Lie group with Lie algebra g and PΘ ⊂ G is a parabolic subgroup. The
Lie algebra pΘ of PΘ is a parabolic subalgebra, which is the direct sum of the eigenspaces associated
with the non-negative eigenvalues of ad(HΘ), where HΘ ∈ g is an element chosen in an appropriate
way. If K ⊂ G is a maximal compact subgroup and KΘ = K ∩ PΘ then we have and identification
FΘ = K/KΘ. It is a known fact that flag manifolds are reductive homogeneous spaces, and therefore
we have a reductive decomposition of the Lie algebra of K, given by
k = kΘ ⊕mΘ,
where mΘ is an Ad(KΘ)−invariant complement of kΘ.
For an alternative description of the parabolic subalgebra we consider g = k⊕s a Cartan decomposition
and a ⊂ s a maximal abelian subalgebra. Denote by Π the associated set of roots and by
g = g0 ⊕
⊕
α∈Π
gα,
the corresponding root space decomposition. Fixing a set Π+ of positive roots let Σ be the corre-
sponding set of simple roots. Any Θ ⊆ Σ defines a parabolic subalgebra
pΘ = g0 ⊕
⊕
α∈Π+
gα ⊕
⊕
α∈〈Θ〉−
gα,
where 〈Θ〉− is the set of negative roots generated by Θ. We say that HΘ ∈ a is characteristic for Θ if
α(HΘ) ≥ 0 for every α ∈ Θ and Θ = {α ∈ Σ : α(HΘ) = 0}. The subalgebra
n−Θ =
⊕
α∈Π−\〈Θ〉−
gα,
is identified with the tangent space of FΘ at the origin ePΘ. If zΘ = Centg(HΘ), then the adjoint
representation of zΘ on n
−
Θ is completely reducible and we can decompose
n−Θ =
⊕
σ
V σΘ ,
into zΘ−invariant, irreducible and non-equivalent subspaces.
With this notation we have that KΘ = CentK(HΘ) and kΘ = Centk(HΘ). The tangent space at
o = eKΘ ∈ FΘ is identified with mΘ and there exists a one-to-one between G−invariant tensors on FΘ
and tensors on ToFΘ ≈ mΘ which are invariant with respect to the isotropy representation of KΘ. If
Hα, α ∈ Σ and Xα ∈ gα, α ∈ Π is Weyl basis for g, we identify n−Θ with mΘ via
Xα 7−→ Xα −X−α, α ∈ Π− \ 〈Θ〉−.
The zΘ−invariant subspaces V σΘ areKΘ−invariant but not necessarilyKΘ−irreducible. TheKΘ−inva-
riant subspaces of each V σΘ and their equivalences by the adjoint representation of KΘ are completely
described in [12].
43. Invariant Metrics on Real Flag Manifolds
It is known that there exists a one-to-one correspondence betweenK−invariant metrics on FΘ = K/KΘ
and Ad(KΘ)−invariant inner products g on mΘ, that is
(1) g(Ad(k)X,Ad(k)Y ) = g(X,Y ) for all k ∈ KΘ, X, Y ∈ mΘ.
We fix an Ad(K)−invariant inner product (·, ·) on k such that the reductive decomposition k = kΘ⊕mΘ
is (·, ·)−orthogonal. Given another Ad(KΘ)−invariant inner product g, there exists a unique (·, ·)−self-
adjoint, positive operator A : mΘ −→ mΘ commuting with Ad(k) for all k ∈ KΘ such that
(2) g(X,Y ) = (AX,Y ) for all X,Y ∈ mΘ.
Any Ad(KΘ)−invariant inner product is determined by such an operator. We call A the metric
operator corresponding to g. We will make no distinction between g and its metric operator A. Since
KΘ is compact, the adjoint representation of KΘ in mΘ induces a (·, ·)−orthogonal splitting
(3) mΘ =
s⊕
i=1
mi
of mΘ into KΘ−invariant, irreducible submodules mi, i = 1, ..., s. We say that the submodules mi
and mj are equivalent if there exists an Ad(KΘ)−equivariant isomorphism T : mi −→ mj, that
is, Ad(k)|mj ◦ T = T ◦ Ad(k)|mi , for all k ∈ KΘ. Evidently, this equivalence relation induces a
partition
{m1, ...,ms} = C1 ∪ ... ∪CS with S ≤ s,
therefore, we have a new (·, ·)−orthogonal splitting
(4) mΘ =
S⊕
i=1
Mi
where
Mi =
⊕
mj∈Ci
mj, i = 1, ..., S.
We call each Mi an isotypical summand of the decomposition (3). We consider a (·, ·)−orthogonal
ordered basis B = B1 ∪ ... ∪ BS adapted to the decomposition (4) such that for every i, all vectors in
Bi have the same norm with respect to (·, ·). Then, any metric operator A can be written in the basis
B as a block-diagonal matrix of the form
5(5) [A]B =


[A|M1 ]B1 0 . . . 0
0 [A|M2 ]B2 . . . 0
...
...
. . .
...
0 0 . . . [A|MS ]BS

 .
If Mi = mi1 ⊕ ...⊕min , then [A|Mi ]Bi has the form
(6) [A|Mi ]Bi =


µ1Imi1 B
T
21 . . . B
T
n1
B21 µ2Imi2 . . . B
T
n2
...
...
. . .
...
Bn1 Bn2 . . . µnImin


where BTab represents the transpose of Bab and µ1, ..., µn > 0. We shall use the facts above and the
results in [12] about the isotropy representation on real flag manifolds to obtain the invariant metrics
in these manifolds.
3.1. Flags of Al, l ≥ 1. We use the standard realization of Al where the positive roots are αij = λi−λj,
1 ≤ i < j ≤ l+1 and the simple roots are αi = αi,i+1, i = 1, ..., l. The Lie algebra k is the set so(l+1)
of skew-symmetric real matrices of order l+ 1. We fix (·, ·) = −〈·, ·〉, where 〈·, ·〉 is the Killing form of
so(l+1). Let mij be the subspace span{wij = Eij −Eji}, where Eij is the real (l+1)× (l+1) matrix
with value equal to 1 in the (i, j)−entry and zero elsewhere. The set {wij : 1 ≤ j < i ≤ l + 1} is an
(·, ·)−orthogonal basis for so(l + 1). For every Θ ⊆ Σ, there exist positive integers l1, ..., lr such that
l+ 1 = l1 + ...+ lr, and if we set l˜0 = 0, l˜i = l˜i−1 + li, i = 1, ..., r, then Θ is written as the union of its
connected components as
(7) Θ =
⋃
li>1
{
αl˜i−1+1, ..., αl˜i−1
}
.
By writing Θ in this form, we have that KΘ = S(O(l1) × ... × O(lr)). The following proposition was
proved by Patro and San Martin in [12].
Proposition 3.1. ([12]) For any flag manifold FΘ of Al, l 6= 3, theKΘ−invariant irreducible subspaces
are
(8) Mmn =
⊕
1≤i≤lm
1≤j≤ln
m
l˜m−1+i,l˜n−1+j
, 1 ≤ n < m ≤ r.
Two such subspaces are not equivalent. 
6Corollary 3.2. Let FΘ a flag of Al, l 6= 3. For Θ as in (7), every invariant metric A is determined by
r(r−1)
2 positive numbers µmn, 1 ≤ n < m ≤ r, such that
(9) A|Mmn = µmnIMmn , 1 ≤ n < m ≤ r.

Next, we describe the KΘ−invariant, irreducible subspaces and their equivalences for each flag of A3.
For more details, see [12].
• Θ = ∅, F∅ = SO(4)/S(O(1) ×O(1)×O(1)×O(1)).
In this case, k∅ = {0} and the tangent space m∅ has a decomposition
m∅ = m21 ⊕m43 ⊕m31 ⊕m42 ⊕m32 ⊕m41
where all the mij, 1 ≤ j < i ≤ 4 are K∅−invariant, irreducible and
M1 = m21 ⊕m43,
M2 = m31 ⊕m42,
M3 = m32 ⊕m41
are the corresponding isotypical summands.
• Θ = {α1}, F{α1} = SO(4)/S(O(2) ×O(1)×O(1)).
In this case, k{α1} = m21 and
m{α1} = m43 ⊕ (m31 ⊕m32)⊕ (m42 ⊕m41)
where m43, m31 ⊕m32 and m42 ⊕m41 are K{α1}−invariant, irreducible and
M1 = m43,
M2 = (m31 ⊕m32)⊕ (m42 ⊕m41)
are the corresponding isotypical summands.
• Θ = {α2}, F{α2} = SO(4)/S(O(1) ×O(2)×O(1)).
We have k{α2} = m32 and
m{α2} = m41 ⊕ (m21 ⊕m31)⊕ (m43 ⊕m42)
where m21, m31 ⊕m41 and m42 ⊕m32 are K{α2}−invariant, irreducible and
M1 = m41,
M2 = (m21 ⊕m31)⊕ (m43 ⊕m42)
are the corresponding isotypical summands.
• Θ = {α3}, F{α3} = SO(4)/S(O(1) ×O(1)×O(2)).
In this case, k{α3} = m43 and
m{α3} = m21 ⊕ (m31 ⊕m41)⊕ (m42 ⊕m32)
where m41, m21 ⊕m31 and m43 ⊕m42 are K{α3}−invariant, irreducible and
7M1 = m41,
M2 = (m21 ⊕m31)⊕ (m43 ⊕m42)
are the corresponding isotypical summands.
• Θ = {α1, α2} or {α2, α3}, FΘ = SO(4)/S(O(3)×O(1)) or SO(4)/S(O(1)×O(3)), respectively.
For these sets, the adjoint representation of KΘ on mΘ is irreducible.
• Θ = {α1, α3}, F{α1,α3} = SO(4)/S(O(2) ×O(2)).
We have k{α1,α3} = m21 ⊕m43, and m{α1,α3} =M1 ⊕M2, where
M1 =
{(
0 −B
B 0
)
: B has the form B =
(
a b
b −a
)
, a, b ∈ R
}
and
M2 =
{(
0 −BT
B 0
)
: B has the form B =
(
a −b
b a
)
, a, b ∈ R
}
are not equivalent K{α1,α3}−invariant, irreducible subspaces. 
For each Θ ⊆ Σ, we fix an ordered (·, ·)−orthogonal basis for mΘ:
(10)
B∅ = {w21, w43, w31, w42, w32, w41},
B{α1} = {w43, w31, w32, w42, w41},
B{α2} = {w41, w21, w31, w43, w42},
B{α3} = {w21, w31, w41, w42, w32},
B{α1,α2} = {w41, w42, w43},
B{α2,α3} = {w21, w31, w41},
B{α1,α3} = {w31 − w42, w41 +w32, w31 + w42, w41 − w32}.
Now, we describe the invariant metrics for the flags of A3.
Proposition 3.3. Every invariant metric A on a flag of A3 is written in the above basis in the
following form:
[A]B∅ =


µ
(1)
1 b1 0 0 0 0
b1 µ
(1)
2 0 0 0 0
0 0 µ
(2)
1 b2 0 0
0 0 b2 µ
(2)
2 0 0
0 0 0 0 µ
(3)
1 b3
0 0 0 0 b3 µ
(3)
2


,
[A]BΘ =


µ
(1)
1 0 0 0 0
0 µ
(2)
1 0 b 0
0 0 µ
(2)
1 0 −b
0 b 0 µ
(2)
2 0
0 0 −b 0 µ(2)2


, for Θ = {α1}, {α2} or {α3}
8[A]BΘ =

 µ 0 00 µ 0
0 0 µ

 , for Θ = {α1, α2} or {α2, α3}
[A]B{α1,α3} =


µ1 0 0 0
0 µ1 0 0
0 0 µ2 0
0 0 0 µ2

 ,
where the numbers µ
(i)
j , µ and µi are positive.
Proof. For Θ = ∅, {α1}, {α2}, {α3}, {α1, α2} and {α2, α3} is obvious from the description above of
the isotypical summands. For Θ = {α1}, we have A is written in B{α1} in the form
[A]B{α1} =


µ
(1)
1 0 0 0 0
0 µ
(2)
1 0 b d
0 0 µ
(2)
1 c e
0 b c µ
(2)
2 0
0 d e 0 µ
(2)
2


.
Given k ∈ K{α1} = S(O(2)×O(1)×O(1)), we have that k has the form
k =


r s 0 0
t u 0 0
0 0 v 0
0 0 0 z

 ,
where its columns are orthonormal and det(k) = 1. It is easy to verify that
[Ad(k)]B{α1} =


vz 0 0 0 0
0 vr vs 0 0
0 vt vu 0 0
0 0 0 zu zt
0 0 0 zs zr

 .
Since A commutes with Ad(k) for all k ∈ K{α1}, then for r = t = u = −s = 1√2 and v = z = 1 we
have
[A]B{α1} [Ad(k)]B{α1} − [Ad(k)]B{α1} [A]B{α1} = 0
⇐⇒


0 0 0 0 0
0 0 0 − c−d√
2
− b+e√
2
0 0 0 b+e√
2
− c−d√
2
0 c−d√
2
b+e√
2
0 0
0 − b+e√
2
c−d√
2
0 0


= 0
9thus, b = −e and c = d. Taking r = v = −u = −z = 1 and t = s = 0 we have
[A]B{α1} [Ad(k)]B{α1} − [Ad(k)]B{α1} [A]B{α1} = 0
⇐⇒


0 0 0 0 0
0 0 0 0 −2d
0 0 0 2c 0
0 0 −2c 0 0
0 2d 0 0 0

 = 0
concluding that c = d = 0, as we wanted to prove. Analogously for Θ = {α2} and Θ = {α3}. 
3.2. Flags of Bl, l ≥ 5. The set of roots of the Lie algebra of type Bl is described as follows:
• The long ones ±(λi − λj), ±(λi + λj), 1 ≤ i < j ≤ l and
• the short ones ±λi, 1 ≤ i ≤ l,
where
λi :

H =

 0 0 00 Λ 0
0 0 −Λ

 : Λ = diag(a1, ..., al)

 −→ R, λi(H) = ai, i = 1, ..., l.
The simple roots are αi = λi − λi+1, 1 ≤ i ≤ l − 1 and αl = λl. The subalgebra k is the set of
(2l + 1)× (2l + 1) skew-symmetric matrices
 0 −a −aaT A B
aT B A

, A+AT = B +BT = 0.
It is isomorphic to so(l + 1)⊕ so(l). The isomorphism is provided by the decomposition
 0 −a −aaT A B
aT B A

 =


0 −a −a
aT (A+B)2
(A+B)
2
aT (A+B)2
(A+B)
2

+


0 0 0
0
(A−B)
2 − (A−B)2
0 − (A−B)2 (A−B)2

 .
We fix the Ad(K)−invariant inner product (·, ·) on k defined by
(11)



 0 −a −aaT A B
aT B A

 ,

 0 −c −ccT C D
cT D C



 = acT − 1
2
(Tr(BD) + Tr(AC)).
The matrices
(12)
vk = E1+k,1 − E1,1+k + E1+l+k,1 − E1,1+l+k, 1 ≤ k ≤ l,
wij = E1+i,1+j − E1+j,1+i + E1+l+i,1+l+j − E1+l+j,1+l+i,
uij = E1+l+i,1+j −E1+l+j,1+i + E1+i,1+l+j − E1+j,1+l+i, 1 ≤ j < i ≤ l,
whereEij is the matrix with value equal to 1 in the (i, j)−entry and zero elsewhere, form a (·, ·)−orthonormal
basis for k.
We take r positive integers l1, ..., lr such that l = l1 + ...+ lr and if l˜0 = 0, l˜i = l˜i−1 + li then
10
(13) Θ =
⋃
li>1
{α
l˜i−1+1
, ..., α
l˜i−1} or
⋃
li>1
{α
l˜i−1+1
, ..., α
l˜i−1} ∪ {αl},
In this case, it is more difficult to explicitly determine the subgroup KΘ. Instead we have that
X =

 0 0 00 A −A
0 −A A

 ∈ so(l) ⊆ k =⇒ exp(X) =


1 0 0
0
I+exp(2A)
2
I−exp(2A)
2
0
I−exp(2A)
2
I+exp(2A)
2

 ∈ K
and
Y =

 0 0 00 A A
0 A A

 ∈ so(l + 1) ⊆ k =⇒ exp(Y ) =


1 0 0
0
I+exp(2A)
2 − I−exp(2A)2
0 − I−exp(2A)2 I+exp(2A)2

 ∈ K.
Since A is skew-symmetric, then exp(2A) ∈ SO(l). Also, every P ∈ SO(l) can be written as a product
n∏
i=1
exp(Ai) with Ai skew-symmetric, so



 1 0 00 I+P2 ± I−P2
0 ± I−P2 I+P2

 : P ∈ SO(l)

 ⊆ K.
Therefore
k =

 1 0 00 I+P2 I−P2
0 I−P2
I+P
2

 ·

 1 0 00 I+P2 − I−P2
0 − I−P2 I+P2

 =

 1 0 00 P+Q2 P−Q2
0
P−Q
2
P+Q
2

 ∈ K
for P,Q ∈ SO(l). If
HΘ =

 0 0 00 ΛΘ 0
0 0 −ΛΘ


is characteristic for Θ, then
kHΘ = HΘk ⇐⇒ PΛΘ = ΛΘQ.
In particular, for P = Q we have
S(O(l1)× ...×O(lr)) dif.≈



 1 0 00 P 0
0 0 P

 : P ∈ SO(l), PΛΘ = ΛΘP

 ⊆ KΘ.
Proposition 3.4. ([12]) Let FΘ be a flag manifold of Bl, with l ≥ 5. Then the following subspaces
are KΘ−invariant and irreducible:
a)
Vi = span{vl˜i−1+s : 1 ≤ s ≤ li},
with 1 ≤ i ≤ r if αl /∈ Θ. All these subspaces are not equivalent.
b)
11
Wmn =
⊕
1≤i≤lm
1≤j≤ln
span{w
l˜m−1+i,l˜n−1+j
} and Umn =
⊕
1≤i≤lm
1≤j≤ln
span{u
l˜m−1+i,l˜n−1+j
},
with 1 ≤ n < m ≤ r if αl 6∈ Θ and 1 ≤ n < m ≤ r − 1 if αl ∈ Θ. For each (m,n), Wmn and Umn are
equivalent. We denote by Mmn =Wmn ⊕ Umn.
c)
Ui = span{ul˜i−1+s,l˜i−1+t : 1 ≤ t ≤ s ≤ li}
for i such that li > 1 and 1 ≤ i ≤ r if αl /∈ Θ and 1 ≤ i ≤ r − 1 if αl ∈ Θ. All these subspaces are not
equivalent.
d)
(Vi)1 = span{wl˜r−1+s,l˜i−1+t − ul˜r−1+s,l˜i−1+t : 1 ≤ s ≤ lr, 1 ≤ t ≤ li}
(Vi)2 = span{vl˜i−1+s, wl˜r−1+s,l˜r−1+t + ul˜r−1+s,l˜r−1+t : 1 ≤ s ≤ lr, 1 ≤ t ≤ li}
with 1 ≤ i ≤ r − 1 when αl ∈ Θ. All these subspaces are not equivalent. 
Proposition 3.5. Let Θ ⊆ Σ, and l ≥ 5.
a) If αl /∈ Θ then
(14) BΘ =
(
r⋃
i=1
B0,i
)
∪

 ⋃
1≤n<m≤r
Bmn

 ∪

⋃
li>1
Bi


is a (·, ·)−orthonormal basis for mΘ adapted to the subspaces of Proposition 3.4. Where
B0,i =
{
vl˜i−1+s : 1 ≤ s ≤ r
}
,
Bmn = {wl˜m−1+s,l˜n−1+t : s = 1, ..., lm, t = 1, ..., ln} ∪ {ul˜m−1+s,l˜n−1+t : s = 1, ..., lm, t = 1, ..., ln}
Bi =
{
ul˜i−1+s,l˜i−1+t : 1 ≤ t < s ≤ li
}
.
b) If αl ∈ Θ then
(15) BΘ =
(
r−1⋃
i=1
(Bi)1 ∪ (Bi)2
)
∪

 ⋃
1≤n<m≤r−1
Bmn

 ∪

 ⋃
1≤i≤r−1
li>1
Bi


is a (·, ·)−orthogonal basis for mΘ adapted to the subspaces of Proposition 3.4. Here Bmn and Bi are
as before and
(Bi)1 =
{
wl˜r−1+s,l˜i−1+t − ul˜r−1+s,l˜i−1+t : 1 ≤ s ≤ lr, 1 ≤ t ≤ li
}
,
(Bi)2 =
{
v
l˜i−1+t
, w
l˜r−1+s,l˜i−1+t
+ u
l˜r−1+s,l˜i−1+t
: 1 ≤ s ≤ lr, 1 ≤ t ≤ li
}
.

Next proposition describes invariant metrics on flags of Bl, l ≥ 5.
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Proposition 3.6. Every invariant metric A on a flag of Bl, l ≥ 5 is written in the bases above in the
following form:
a) If αl /∈ Θ then
A|Vi = µ(i)IVi , 1 ≤ i ≤ r,
[A|Mmn ]Bmn =

 λ
(mn)
1 IWmn bmnI
bmnI λ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r,
A|Ui = γ(i)IUi , 1 ≤ i ≤ r and li > 1.
b) If αl ∈ Θ then
A|(Vi)1 = ρ(i)I(Vi)1 , 1 ≤ i ≤ r − 1,
A|(Vi)2 = µ(i)I(Vi)2 , 1 ≤ i ≤ r − 1,
[A|Mmn ]Bmn =

 λ
(mn)
1 IWmn bmnI
bmnI λ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r − 1,
A|Ui = γ(i)IUi , 1 ≤ i ≤ r − 1 and li > 1.
Proof. It is enough to prove the result for A|Mmn . By equation (6) we have
[A|Mmn ]Bmn =

 λ
(mn)
1 IWmn B
T
B λ
(mn)
2 IUmn

 .
Let us take
k =

 1 0 00 P 0
0 0 P

 ∈ KΘ
where det(P ) = 1 and P is a block diagonal matrix
P =


P1 0 . . . 0
0 P2 . . . 0
...
...
. . .
...
0 0 . . . Pr

 , Pi ∈ O(li) for i = 1, ..., r.
If Pi =
(
pist
)
li×li , then
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Ad(k)w
l˜m−1+s,l˜n−1+t
=
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
and
Ad(k)u
l˜m−1+s,l˜n−1+t
=
lm∑
e=1
ln∑
f=1
pmesp
n
ft ul˜m−1+e,l˜n−1+f ,
Also, we have that for every (s, t) there exist a set of real numbers {bstef : 1 ≤ e ≤ lm, 1 ≤ f ≤ ln}
(each bstef is an entry of the matrix B) such that
Aw
l˜m−1+s,l˜n−1+t
= λ
(mn)
1 wl˜m−1+s,l˜n−1+t +
lm∑
e=1
ln∑
f=1
bstef ul˜m−1+e,l˜n−1+f ,
So
Ad(k) ◦Aw
l˜m−1+s,l˜n−1+t
= λ
(mn)
1
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
+
lm∑
e˜,e=1
ln∑
f˜ ,f=1
bstefp
m
e˜ep
n
f˜f
u
l˜m−1+e˜,l˜n−1+f˜
and
A ◦Ad(k)w
l˜m−1+s,l˜n−1+t
= λ
(mn)
1
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
+
lm∑
e˜,e=1
ln∑
f˜ ,f=1
bef
e˜f˜
pmesp
n
ft ul˜m−1+e˜,l˜n−1+f˜ .
Since A commutes with Ad(k) then
(16)
lm∑
e=1
ln∑
f=1
bstefp
m
e˜ep
n
f˜f
=
lm∑
e=1
ln∑
f=1
bef
e˜f˜
pmesp
n
ft,
for 1 ≤ s, e˜ ≤ lm, and 1 ≤ t, f˜ ≤ ln. Fixing s, t, e˜, f˜ , we shall show that bste˜f˜ = 0 if (s, t) 6= (e˜, f˜).
First, we suppose r > 2. By taking Pm = diag(1, .., 1,−1, 1, ..., 1), with −1 in the (e˜, e˜)−entry,
Pi = diag(−1, 1, ..., 1) for some i /∈ {m,n} (which exists because r > 2) and Pj = I, for j /∈ {m, i} we
have
−bst
e˜f˜
= bst
e˜f˜
pmss,
since pmss = 1 for s 6= e˜, then bste˜f˜ = 0 if s 6= e˜. By taking Pn = diag(1, ..., 1,−1, 1, ..., 1), with −1 in the
(f˜ , f˜)−entry, Pi = diag(−1, 1, ..., 1) for some i /∈ {m,n} and Pj = I for j /∈ {n, i} we have
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−bst
e˜f˜
= bst
e˜f˜
pntt,
again, pntt = 1 for t 6= f˜ ,then bste˜f˜ = 0 if t 6= f˜ . We conclude that bste˜f˜ = 0 if (s, t) 6= (e˜, f˜). If r = 2 then
m = 2, n = 1 and we have two possibilities:
• l1 > 2 : In this case, we take P2 = diag(1, ..., 1,−1, 1, ..., 1) and P1 = diag(1, ..., 1,−1, 1, ..., 1), where
P2 has −1 in the (e˜, e˜)−entry and P1 has −1 in the (j, j)−entry for some j /∈ {f˜ , t} and we obtain
from (16) that
−bst
e˜f˜
= bst
e˜f˜
p2ss.
Then s 6= e˜ =⇒ bst
e˜f˜
= 0. For s = e˜, we take P2 = diag(1, ..., 1,−1, 1, ..., 1) with −1 in the (e˜, e˜)−entry,
P1 = diag(1, ..., 1,−1, 1, ..., 1) with −1 in the (f˜ , f˜)−entry and therefore
be˜t
e˜f˜
= −be˜t
e˜f˜
p1tt,
so t 6= f˜ =⇒ be˜t
e˜f˜
= 0.
• l1 ≤ 2 : Since l ≥ 5 and l1 + l2 = l, we have that l2 > 2 and we can proceed analogously as before.
We conclude that bst
e˜f˜
= 0 of (s, t) 6= (e˜, f˜), thus equation (16) becomes
(17) bststp
m
e˜sp
n
f˜t
= be˜f˜
e˜f˜
pme˜sp
n
f˜t
,
by taking Pm ∈ SO(lm) with non-zero (e˜, s)−entry and Pn ∈ SO(ln) with non-zero (f˜ , t)−entry, we
have bstst = b
e˜f˜
e˜f˜
=: bmn for all s, t, e˜, f˜ . Then
Awl˜m−1+s,l˜n−1+t = λ
(mn)
1 wl˜m−1+s,l˜n−1+t + bmn ul˜m−1+s,l˜n−1+t.
Hence, B = bmnI. 
3.3. Flags of Cl, l ≥ 3. The set of roots of the Lie algebra of type Cl is described as follows:
• The long ones ±2λi, 1 ≤ i ≤ l, and
• the short ones ±(λi − λj) and ±(λi + λj), 1 ≤ i < j ≤ l
where
λi :
{
H =
(
Λ 0
0 −Λ
)
: Λ = diag(a1, ..., al)
}
−→ R, λi(H) = ai, i = 1, ..., l.
The simple roots are αi = λi − λi+1, 1 ≤ i ≤ l− 1 and αl = 2λl. The subalgebra k is the set of 2l× 2l
matrices (
A −B
B A
)
, A+AT = B −BT = 0
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which is isomorphic to u(l), where the isomorphism associates the above matrix to A+
√−1B. We fix
the Ad(K)−invariant inner product (·, ·) on k defined by
(18)
((
A −B
B A
)
,
(
C −D
D C
))
=
1
2
(Tr(BD)− Tr(AC)).
The 2l × 2l matrices
ukk = El+k,k − Ek,l+k, 1 ≤ k ≤ l,
wij = Eij − Eji + El+i,l+j − El+j,l+i,
uij = El+i,j + El+j,i − Ei,l+j − Ej,l+i, 1 ≤ j < i ≤ l
form a (·, ·)−orthogonal basis for k. In what follows, we describe the KΘ−invariant, irreducible sub-
spaces . Similar to the case Bl, we can find positive integers l1, ..., lr such that l = l1 + ...+ lr and Θ
is written as disjoint union of its connected components as
(19) Θ =
⋃
li>1
{α
l˜i−1+1
, ..., α
l˜i−1} or
⋃
li>1
{α
l˜i−1+1
, ..., α
l˜i−1} ∪ {αl}
where l˜0 = 0, l˜i−1 + li, i = 1, ..., r. If αl 6∈ Θ, then KΘ dif.≈ O(l1) × ... × O(lr), otherwise, we have
KΘ
dif.≈ O(l1)× ...×O(lr−1)× U(lr).
Proposition 3.7. ([12]) Let FΘ be a flag manifold of Cl, with l 6= 4. The following subspaces are
KΘ−invariant irreducible:
a)
Vi = span{ul˜i−1+1,l˜i−1+1 + ...+ ul˜i,l˜i},
with 1 ≤ i ≤ r if αl 6∈ Θ and 1 ≤ i ≤ r − 1 if αl ∈ Θ. All these subspaces are equivalent.
b)
Wmn =
⊕
1≤i≤lm
1≤j≤ln
span{w
l˜m−1+i,l˜n−1+j
} and Umn =
⊕
1≤i≤lm
1≤j≤ln
span{u
l˜m−1+i,l˜n−1+j
},
with 1 ≤ n < m ≤ r if αl 6∈ Θ and 1 ≤ n < m ≤ r − 1 if αl ∈ Θ. For each (m,n), Wmn and Umn are
equivalent.
c)
Mrn =
⊕
1≤i≤lr
1≤j≤ln
span{w
l˜r−1+i,l˜n−1+j
} ⊕
⊕
1≤i≤lr
1≤j≤ln
span{u
l˜r−1+i,l˜n−1+j
},
with 1 ≤ n ≤ r − 1, if αl ∈ Θ. All these subspaces are not equivalent.
d)
Ui = span{ul˜i−1+s,l˜i−1+s − ul˜i−1+s+1,l˜i−1+s+1 : 1 ≤ s ≤ li − 1} ∪ {ul˜i−1+s,l˜i−1+t : 1 ≤ t < s ≤ li},
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for i such that li > 1 and 1 ≤ i ≤ r if αl 6∈ Θ, 1 ≤ i ≤ r − 1 if αl ∈ Θ. All these subspaces are not
equivalent.
And any other pair of subspaces are not equivalent. 
Corollary 3.8. Let FΘ be a flag of Cl, l 6= 4. Then, the isotypical summands corresponding to the
KΘ−invariant spaces in Proposition 3.7 are
(20)
M0 =
⊕
i
Vi,
Mmn = Wmn ⊕ Umn, 1 ≤ n < m ≤ r,
Mj = Uj , lj > 1.
Where i extends over {1, ..., r} if αl /∈ Θ and over {1, ..., r − 1} if αl ∈ Θ. 
Proposition 3.9. Let Θ ⊆ Σ, with l 6= 4, αl /∈ Θ and l1, ..., lr as in (19). Then
(21) B = B0 ∪

 ⋃
1≤n<m≤r
Bmn

 ∪

⋃
li>1
Bi


is a (·, ·)−orthogonal basis for mΘ adapted to the decomposition
mΘ =M0 ⊕

 ⊕
1≤n<m≤r
Mmn

⊕

⊕
li>1
Mi


Where
B0 =
{
1√
li
u
l˜i−1+1,l˜i−1+1
+ ...+ u
l˜i,l˜i
: i = 1, ..., r
}
,
Bmn = {wl˜m−1+s,l˜n−1+t : s = 1, ..., lm, t = 1, ..., ln} ∪ {ul˜m−1+s,l˜n−1+t : s = 1, ..., lm, t = 1, ..., ln}
Bi =
{
1
s
s∑
t=1
ul˜i−1+t,l˜i−1+t − ul˜i−1+s+1,l˜i−1+s+1 : s = 1, ..., li − 1
}
∪
{
ul˜i−1+s,l˜i−1+t : 1 ≤ t < s ≤ li
}
.
If αl ∈ Θ, i extends only over {1, ..., r − 1}.
The proof is a lengthy but straightforward calculation and we omit it.
Now, we can obtain a description of invariant metrics on the flags of Cl, l 6= 4.
Proposition 3.10. Every invariant metric A on a flag of Cl, l 6= 4 is written in the basis (21) in the
following form:
a) If αl /∈ Θ then
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[A|M0 ]B0 =


µ
(0)
1 a21 a31 . . . ar1
a21 µ
(0)
2 a32 . . . ar2
a31 a32 µ
(0)
3 . . . ar3
...
...
...
. . .
...
ar1 ar2 ar3 . . . µ
(0)
r


,
[A|Mmn ]Bmn =

 µ
(mn)
1 IWmn bmnI
bmnI µ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r,
[A|Mi ]Bi = µ(i)IUi , 1 ≤ i ≤ r and li > 1.
b) If αl ∈ Θ then
[A|M0 ]B0 =


µ
(0)
1 a21 a31 . . . ar−1,1
a21 µ
(0)
2 a32 . . . ar−1,2
a31 a32 µ
(0)
3 . . . ar−1,3
...
...
...
. . .
...
ar−1,1 ar−1,2 ar−1,3 . . . µ
(0)
r−1


,
[A|Mmn ]Bmn =

 µ
(mn)
1 IWmn bmnI
bmnI µ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r − 1,
[A|Mrn ]Brn = µ(rn)IMrn , 1 ≤ n ≤ r − 1,
[A|Mi ]Bi = µ(i)IUi , 1 ≤ i ≤ r − 1 and li > 1.
Proof. Case 1. αl /∈ Θ.
Because of equations (5) and (6), it is enough to prove the result for A|Mmn . In fact, we know
[A|Mmn ]Bmn has the form
[A|Mmn ]Bmn =

 µ
(mn)
1 IWmn B
T
B µ
(mn)
2 IUmn

 .
Given k ∈ KΘ dif.≈ O(l1)× ...×O(lr), we have that k has the form
k =
(
P 0
0 P
)
,
where P is a block diagonal matrix
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P =


P1 0 . . . 0
0 P2 . . . 0
...
...
. . .
...
0 0 . . . Pr

 , Pi ∈ O(li) for i = 1, ..., r.
Writing Pi =
(
pist
)
li×li , we can easily verify that for any pair (s, t) with 1 ≤ s ≤ lm, 1 ≤ t ≤ ln
(22) Ad(k)wl˜m−1+s,l˜n−1+t =
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
and
(23) Ad(k)ul˜m−1+s,l˜n−1+t =
lm∑
e=1
ln∑
f=1
pmesp
n
ft ul˜m−1+e,l˜n−1+f .
Because of the form of A|Mmn , we also have that for every (s, t) there exist a set of real numbers
{bstef : 1 ≤ e ≤ lm, 1 ≤ f ≤ ln} such that
(24) Awl˜m−1+s,l˜n−1+t = µ
(mn)
1 wl˜m−1+s,l˜n−1+t +
lm∑
e=1
ln∑
f=1
bstef ul˜m−1+e,l˜n−1+f .
From (22), (23) and (24) we get
Ad(k) ◦Aw
l˜m−1+s,l˜n−1+t
= µ
(mn)
1
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
+
lm∑
e˜,e=1
ln∑
f˜ ,f=1
bstefp
m
e˜ep
n
f˜f
u
l˜m−1+e˜,l˜n−1+f˜
and
A ◦Ad(k)w
l˜m−1+s,l˜n−1+t
= µ
(mn)
1
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
+
lm∑
e˜,e=1
ln∑
f˜ ,f=1
bef
e˜f˜
pmesp
n
ft ul˜m−1+e˜,l˜n−1+f˜ .
Since A ◦Ad(k) = Ad(k) ◦ A, then
(25)
lm∑
e=1
ln∑
f=1
bstefp
m
e˜ep
n
f˜f
=
lm∑
e=1
ln∑
f=1
bef
e˜f˜
pmesp
n
ft,
for 1 ≤ s, e˜ ≤ lm, and 1 ≤ t, f˜ ≤ ln. Fixing s, t, e˜, f˜ , we shall show that bste˜f˜ = 0 if (s, t) 6= (e˜, f˜). The
equation (25) is true for every k ∈ KΘ in particular, if Pm = diag(1, .., 1,−1, 1, ..., 1), with −1 in the
(e˜, e˜)−entry and Pi = I, i 6= m we have
−bst
e˜f˜
= bst
e˜f˜
pmss,
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since pmss = 1 for s 6= e˜, then bste˜f˜ = 0 if s 6= e˜. By taking Pn = diag(1, ..., 1,−1, 1, ..., 1), with −1 in the
(f˜ , f˜)−entry and Pi = I, i 6= n we have
−bst
e˜f˜
= bst
e˜f˜
pntt,
again, pntt = 1 for t 6= f˜ ,then bste˜f˜ = 0 if t 6= f˜ . We conclude that bste˜f˜ = 0 of (s, t) 6= (e˜, f˜), whereupon
equation (25) becomes
(26) bststp
m
e˜sp
n
f˜t
= be˜f˜
e˜f˜
pme˜sp
n
f˜t
,
by taking Pm ∈ O(lm) with non-zero (e˜, s)−entry and Pn ∈ O(ln) with non-zero (f˜ , t)−entry, we have
bstst = b
e˜f˜
e˜f˜
=: bmn for all s, t, e˜, f˜ . Equation (24) implies
(27) Awl˜m−1+s,l˜n−1+t = µ
(mn)
1 wl˜m−1+s,l˜n−1+t + bmn ul˜m−1+s,l˜n−1+t.
as we wanted.
The same argument works for the case αl ∈ Θ taking into account that
O(l1)× ...×O(lr) ⊆ O(l1)× ...×O(lr−1)× U(lr) = KΘ

When l = 4, in addition to the subspaces described in Proposition 3.7, we have more equivalent
subspaces for some subsets Θ. The table below shows the equivalence classes for the flags FΘ of C4
where there exist equivalences different to those presented in Proposition 3.7.
Θ l1 l2 l3 l4 Equivalence classes
∅ 1 1 1 1 {V1, V2, V3, V4}, {W21,W43, U21, U43}, {W31,W42, U31, U42}, {W32,W41, U32, U41}
{α1} 2 1 1 {V1, V2, V3}, {W21,W31, U21, U31}, {W32, U32}, {U1}
{α2} 1 2 1 {V1, V2, V3}, {W21,W32, U21, U32}, {W31, U31}, {U2}
{α3} 1 1 2 {V1, V2, V3}, {W31,W32, U31, U32}, {W21, U21}, {U3}
Table 1.
Therefore, we have the isotypical summands and adapted, ordered, (·, ·)−orthogonal bases for every
Θ in Table 1. Let us analyse case by case:
• Θ = ∅, F∅ = U(4)/(O(1) ×O(1)×O(1)×O(1)).
The isotypical summands are
M0 = V1 ⊕ V2 ⊕ V3 ⊕ V4
N1 = W21 ⊕W43 ⊕ U21 ⊕ U43
N2 = W31 ⊕W42 ⊕ U31 ⊕ U42
N3 = W32 ⊕W41 ⊕ U32 ⊕ U41
and B∅ = B0 ∪ B1 ∪ B2 ∪ B3 is an adapted basis, where
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B0 = {u11, u22, u33, u44}
B1 = {w21, w43, u21, u43}
B2 = {w31, w42, u31, u42}
B3 = {w32, w41, u32, u41}
• Θ = {α1}, F{α1} = U(4)/(O(2) ×O(1)×O(1)).
The isotypical summands are
M0 = V1 ⊕ V2 ⊕ V3
M1 = U1
M = W32 ⊕ U32
N = W21 ⊕W31 ⊕ U21 ⊕ U31
and B{α1} = B0 ∪ B1 ∪ BM ∪ BN is an adapted basis, where
B0 =
{
1√
2
(u11 + u22), u33, u44
}
B1 = {u21}
BM = {w43, u43}
BN = {w31, w32, w41, w42, u31, u32, u41, u42}
• Θ = {α2}, F{α2} = U(4)/(O(1) ×O(2)×O(1)).
The isotypical summands are
M0 = V1 ⊕ V2 ⊕ V3
M2 = U2
M = W31 ⊕ U31
N = W21 ⊕W32 ⊕ U21 ⊕ U32
and B{α2} = B0 ∪ B2 ∪ BM ∪ BN is an adapted basis, where
B0 =
{
u11,
1√
2
(u22 + u33), u44
}
B2 = {u32}
BM = {w41, u41}
BN = {w21, w31, w42, w43, u21, u31, u42, u43}
• Θ = {α3}, F{α3} = U(4)/(O(1) ×O(1)×O(2)).
The isotypical summands are
M0 = V1 ⊕ V2 ⊕ V3
M3 = U3
M = W21 ⊕ U21
N = W31 ⊕W32 ⊕ U31 ⊕ U32
and B{α3} = B0 ∪ B3 ∪ BM ∪ BN is an adapted basis, where
B0 =
{
u11, u22,
1√
2
(u33 + u44)
}
B3 = {u43}
BM = {w21, u21}
BN = {w31, w41, w32, w42, u31, u41, u32, u42}.
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Proposition 3.11. Let A be an invariant metric on a flag FΘ of C4.
a) If Θ = ∅, then A is written in the basis B∅ as
[A|M0 ]B0 =


µ
(0)
1 a21 a31 a41
a21 µ
(0)
2 a32 a42
a31 a32 µ
(0)
3 a43
a41 a42 a43 µ
(0)
4

 ,
[A|Ni ]Bi =


µ
(i)
1 0 b
(i)
1 0
0 µ
(i)
2 0 b
(i)
2
b
(i)
1 0 µ
(i)
3 0
0 b
(i)
2 0 µ
(i)
4

 , i = 1, 2, 3.
b) If Θ = {α1}, {α2}, or {α3}, then A is written in the basis BΘ as
[A|M0 ]B0 =

 µ
(0)
1 a21 a31
a21 µ
(0)
2 a32
a31 a32 µ
(0)
3

 ,
A|Mi = µ(i)IUi , i = 1, 2, 3. (if Θ = {αi})
[A|M ]BM =
(
µM1 bM
bM µ
M
2
)
,
[A|N ]BN =


µN1 0 0 0 b
N
1 0 0 0
0 µN1 0 0 0 b
N
1 0 0
0 0 µN2 0 0 0 b
N
2 0
0 0 0 µN2 0 0 0 b
N
2
bN1 0 0 0 µ
N
3 0 0 0
0 bN1 0 0 0 µ
N
3 0 0
0 0 bN2 0 0 0 µ
N
4 0
0 0 0 bN2 0 0 0 µ
N
4


.
Proof. a) For each i ∈ {1, 2, 3} we write A|Ni in the basis Bi in the form
[A|Ni ]Bi =


µ
(i)
1 b
(i)
21 b
(i)
31 b
(i)
41
b
(i)
21 µ
(i)
2 b
(i)
32 b
(i)
42
b
(i)
31 b
(i)
32 µ
(i)
3 b
(i)
43
b
(i)
41 b
(i)
42 b
(i)
43 µ
(i)
4

 ,
Given k ∈ K∅
dif.≈ O(1)×O(1)×O(1)×O(1), we have that k has the form
k =
(
P 0
0 P
)
,
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where P = diag(p1, p2, p3, p4), pi = ±1, i = 1, 2, 3, 4. It is easy to see that
[Ad(k)|Ni ]Bi =


pi1pi2 0 0 0
0 pi3pi4 0 0
0 0 pi1pi2 0
0 0 0 pi3pi4

 ,
where {i1, i2, i3, i4} = {1, 2, 3, 4}. Since A commutes with Ad(k) for all k ∈ K∅, then
[A|Ni ]Bi [Ad(k)|Ni ]Bi − [Ad(k)|Ni ]Bi [A|Ni ]Bi = 0
⇐⇒ (pi3pi4 − pi1pi2)


0 −b(i)21 0 −b(i)41
b
(i)
21 0 b
(i)
32 0
0 −b(i)32 0 −b(i)43
b
(i)
41 0 b
(i)
43 0

 = 0.
Taking −pi1 = 1 = pi2 = pi3 = pi4 , we can conclude that b(i)ab = 0 if (a, b) /∈ {(3, 1), (4, 2)}. Defining
b
(i)
1 := b
(i)
31 and b
(i)
2 := b
(i)
42 , we have the result.
b) Let us consider Θ = {α1}. Again, it is enough to show the result for A|N . We know that A|N is
written in the basis BN in the form
[A|N ]BN =


µN1 0 b
N
31 b
N
41 b
N
51 b
N
61 b
N
71 b
N
81
0 µN1 b
N
32 b
N
42 b
N
52 b
N
62 b
N
72 b
N
82
bN31 b
N
32 µ
N
2 0 b
N
53 b
N
63 b
N
73 b
N
83
bN41 b
N
42 0 µ
N
2 b
N
54 b
N
64 b
N
74 b
N
84
bN51 b
N
52 b
N
53 b
N
54 µ
N
3 0 b
N
75 b
N
85
bN61 b
N
62 b
N
63 b
N
64 0 µ
N
3 b
N
76 b
N
86
bN71 b
N
72 b
N
73 b
N
74 b
N
75 b
N
76 µ
N
4 0
bN81 b
N
82 b
N
83 b
N
84 b
N
85 b
N
86 0 µ
N
4


.
Given k ∈ K{α1}
dif.≈ O(2)×O(1)×O(1), k has the form
k =
(
P 0
0 P
)
, with P =


r s 0 0
t u 0 0
0 0 v 0
0 0 0 z

 ,
where the columns of P are orthonormal. Then
[Ad(k)|N ]BN =


vr vs 0 0 0 0 0 0
vt vu 0 0 0 0 0 0
0 0 zr zs 0 0 0 0
0 0 zt zu 0 0 0 0
0 0 0 0 vr vs 0 0
0 0 0 0 vt vu 0 0
0 0 0 0 0 0 zr zs
0 0 0 0 0 0 zt zu


.
For −r = 1 = u = v = z and s = t = 0
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[A|N ]BN [Ad(k)|N ]BN − [Ad(k)|N ]BN [A|N ]BN = 0
⇐⇒


0 0 0 2bN41 0 2b
N
61 0 2b
N
81
0 0 −2bN32 0 −2bN52 0 −2bN72 0
0 2bN32 0 0 0 2b
N
63 0 2b
N
83
−2bN41 0 0 0 −2bN54 0 −2bN74 0
0 2bN52 0 2b
N
54 0 0 0 2b
N
85
−2bN61 0 −2bN63 0 0 0 −2bN76 0
0 2bN72 0 2b
N
74 0 2b
N
76 0 0
−2bN81 0 −2bN83 0 −2bN85 0 0 0


= 0,
therefore bN32 = b
N
41 = b
N
52 = b
N
54 = b
N
61 = b
N
63 = b
N
72 = b
N
74 = b
N
76 = b
N
81 = b
N
83 = b
N
85 = 0. By taking
r = u = z = 1 = −v and s = t = 0, we have
[A|N ]BN [Ad(k)|N ]BN − [Ad(k)|N ]BN [A|N ]BN = 0
⇐⇒


0 0 2bN31 0 0 0 2b
N
71 0
0 0 0 2bN42 0 0 0 2b
N
82
−2bN31 0 0 0 −2bN53 0 0 0
0 −2bN42 0 0 0 −2bN64 0 0
0 0 2bN53 0 0 0 2b
N
75 0
0 0 0 2bN64 0 0 0 2b
N
86
−2bN71 0 0 0 −2bN75 0 0 0
0 −2bN82 0 0 0 −2bN86 0 0


= 0,
which implies bN31 = b
N
42 = b
N
53 = b
N
64 = b
N
71 = b
N
75 = b
N
82 = b
N
86 = 0. Finally, if r = s = t = −u = 1√2 and
v = z = 1, then
[A|N ]BN [Ad(k)|N ]BN − [Ad(k)|N ]BN [A|N ]BN = 0
⇐⇒


0 0 0 0 0
bN51−bN62√
2
0 0
0 0 0 0
bN62−bN51√
2
0 0 0
0 0 0 0 0 0 0
bN73−bN84√
2
0 0 0 0 0 0
bN84−bN73√
2
0
0
bN51−bN62√
2
0 0 0 0 0 0
bN62−bN51√
2
0 0 0 0 0 0 0
0 0 0
bN73−bN84√
2
0 0 0 0
0 0
bN84−bN73√
2
0 0 0 0 0


= 0,
thus, bN51 = b
N
62 =: b
N
1 and b
N
73 = b
N
84 =: b
N
2 . The cases Θ = {α2} and Θ = {α3} are analogous. 
3.4. Flags of Dl, l ≥ 5. The roots are ±(λi − λj), ±(λi + λj), 1 ≤ i < j ≤ l, where
λi :
{
H =
(
Λ 0
0 −Λ
)
: Λ = diag(a1, ., .., al)
}
−→ R, λi(H) = ai, i = 1, ..., l.
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The simple roots are αi = λi − λi+1, i = 1, ..., l − 1 and αl = λl−1 + λl. The subalgebra k is the set of
skew-symmetric 2l × 2l matrices of the form(
A B
B A
)
, A+AT = B +BT = 0
which is isomorphic to so(l)⊕ so(l) via the decomposition(
A B
B A
)
=
(
A+B
2
A+B
2
A+B
2
A+B
2
)
+
(
A−B
2 −A−B2
−A−B2 A−B2
)
.
We fix the Ad(K)−invariant inner product (·, ·) on k given by
(28)
((
A B
B A
)
,
(
C D
D C
))
= −Tr(AC) + Tr(BD)
2
The matrices
(29)
wij = Eij − Eji + El+i,l+j − El+j,l+i,
uij = El+i,j − El+j,i + Ei,l+j − Ej,l+i, 1 ≤ j < i ≤ l
form a (·, ·)−orthogonal basis for k. Given Θ ⊆ Σ, we take l1, ..., lr as in (13). As in the case of Bl, we
can show that
K =
{(
P+Q
2
P−Q
2
P−Q
2
P+Q
2
)
: P,Q ∈ SO(l)
}
.
If
HΘ =
(
ΛΘ 0
0 ΛΘ
)
is characteristic for Θ, then
KΘ =
{(
P+Q
2
P−Q
2
P−Q
2
P+Q
2
)
: P,Q ∈ SO(l), PΛΘ = ΛΘQ
}
,
in particular, when P = Q, we obtain
S(O(l1)× ...×O(lr)) dif.≈


(
P 0
0 P
)
: P =


P1 · · · 0
...
. . .
...
0 · · · Pr

 , det(P ) = 1, Pi ∈ O(li)

 ⊆ KΘ.
Proposition 3.12. ([12]) Let FΘ be a flag manifold of Dl, l ≥ 5. Then the following subspaces are
KΘ−invariant and irreducible:
a)
Wmn = span{wl˜m−1+s,l˜n−1+t : 1 ≤ s ≤ lm, 1 ≤ t ≤ ln},
Umn = span{ul˜m−1+s,l˜n−1+t : 1 ≤ s ≤ lm, 1 ≤ t ≤ ln},
with 1 ≤ n < m ≤ r if αl /∈ Θ, 1 ≤ n < m ≤ r − 1 if αl, αl−1 ∈ Θ and 1 ≤ n < m ≤ r − 2 if αl ∈ Θ
and αl−1 /∈ Θ. For each (m,n), Wmn is equivalent to Umn. We set Mmn =Wmn ⊕ Umn.
b)
Ui = span{ul˜i−1+s,l˜i−1+t : 1 ≤ t < s ≤ li},
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with li > 1, 1 ≤ i ≤ r if αl /∈ Θ, 1 ≤ i ≤ r−1 if αl, αl−1 ∈ Θ and 1 ≤ i ≤ r−2 if αl ∈ Θ and αl−1 /∈ Θ.
All these subspaces are not equivalent.
c)
Mrn =
⊕
1≤s≤lr
1≤t≤ln
span{w
l˜r−1+s,l˜n−1+t
} ⊕
⊕
1≤s≤lr
1≤t≤ln
span{u
l˜r−1+s,l˜n−1+t
},
with 1 ≤ n ≤ r − 1 when αl ∈ Θ and αl−1 ∈ Θ. All these subspaces are not equivalent.
d)
Mn = span{wl˜r−2+s,l˜n−1+t : 1 ≤ s ≤ lr−1, 1 ≤ t ≤ ln} ∪ {ul,l˜n−1+t : 1 ≤ t ≤ ln},
Nn = span{ul˜r−2+s,l˜n−1+t : 1 ≤ s ≤ lr−1, 1 ≤ t ≤ ln} ∪ {wl,l˜n−1+t : 1 ≤ t ≤ ln},
with 1 ≤ n ≤ r − 2 when αl ∈ Θ and αl−1 /∈ Θ. For each n ∈ {1, ..., r − 2}, Mn is equivalent to Nn.
We set Sn =Mn ⊕Nn.
e)
Vr−1 = span{ul˜r−2+s,l˜r−2+t : 1 ≤ t < s ≤ lr−1} ∪ {wl,l˜r−2+t : 1 ≤ t ≤ lr−1},
when αl ∈ Θ and αl−1 /∈ Θ. 
Proposition 3.13. Let Θ ∈ Σ and l ≥ 5.
a) If αl /∈ Θ then
(30) BΘ =

 ⋃
1≤n<m≤r
Bmn

 ∪

⋃
li>1
Bi


is a (·, ·)−orthonormal basis for mΘ adapted to the subspaces of Proposition 3.12, where
Bmn = {wl˜m−1+s,l˜n−1+t : 1 ≤ s ≤ lm, 1 ≤ t ≤ ln} ∪ {ul˜m−1+s,l˜n−1+t : 1 ≤ s ≤ lm, 1 ≤ t ≤ ln}
and
Bi = {ul˜i−1+s,l˜i−1+t : 1 ≤ t < s ≤ li} (1 ≤ i ≤ r).
If we have {αl−1, αl} ⊆ Θ instead of αl /∈ Θ then i extends only over {1, ..., r − 1}.
b) If αl ∈ Θ and αl−1 /∈ Θ then
(31) BΘ =

 ⋃
1≤n<m≤r−2
Bmn

 ∪

 ⋃
li>1
1≤i≤r−2
Bi

 ∪
(
r−2⋃
n=1
BMn ∪ BNn
)
∪ BV ,
is a (·, ·)−orthonormal basis for mΘ adapted to the subspaces of Proposition 3.12, where Bmn and Bi
are as before and
BMn = {wl˜r−2+s,l˜n−1+t : 1 ≤ s ≤ lr−1, 1 ≤ t ≤ ln} ∪ {ul,l˜n−1+t : 1 ≤ t ≤ ln},
BNn = {ul˜r−2+s,l˜n−1+t : 1 ≤ s ≤ lr−1, 1 ≤ t ≤ ln} ∪ {wl,l˜n−1+t : 1 ≤ t ≤ ln},
BV = {u
l˜r−2+s,l˜r−2+t
: 1 ≤ t < s ≤ lr−1} ∪ {wl,l˜r−2+t : 1 ≤ t ≤ lr−1}.
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
Proposition 3.14. Every invariant metric A on a flag ofDl, l ≥ 5 is written in the basis of Proposition
3.13 in the following form:
a) If αl /∈ Θ
[A|Mmn ]Bmn =

 λ
(mn)
1 IWmn bmnI
bmnI λ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r,
A|Ui = γ(i)IUi , 1 ≤ i ≤ r and li > 1.
b) If {αl−1, αl} ⊆ Θ
[A|Mmn ]Bmn =

 λ
(mn)
1 IWmn bmnI
bmnI λ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r − 1,
A|Mrn = λ(rn)IMrn , 1 ≤ n ≤ r − 1,
A|Ui = γ(i)IUi , 1 ≤ i ≤ r − 1 and li > 1.
c) If αl ∈ Θ and αl−1 /∈ Θ
[A|Mmn ]Bmn =

 λ
(mn)
1 IWmn bmnI
bmnI λ
(mn)
2 IUmn

 , 1 ≤ n < m ≤ r − 2,
A|Ui = γ(i)IUi , 1 ≤ i ≤ r − 2 and li > 1,
[A|Sn ]BMn ∪BNn =


λ
(r−1,n)
1 IMn
b
(1)
r−1,nI 0
0 b
(2)
r−1,nI
b
(1)
r−1,nI 0
0 b
(2)
r−1,nI
λ
(r−1,n)
2 INn


, 1 ≤ n ≤ r − 2,
A|Vr−1 = γ(r−1)IVr−1 .
Proof. We have the result for Ui, forMrn when {αl−1, αl} ⊆ Θ and for Vr−1 when αl ∈ Θ and αl−1 /∈ Θ,
because these subspaces are KΘ−invariant, irreducible and not equivalent to any other. For Mmn, let
us take
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k =


P1 · · · 0
...
. . .
...
0 · · · Pr

 ∈ KΘ,
where Pi = (p
i
st)li×li ∈ O(li) and det(P ) = 1, then
Ad(k)w
l˜m−1+s,l˜n−1+t
=
lm∑
e=1
ln∑
f=1
pmesp
n
ftwl˜m−1+e,l˜n−1+f
and
Ad(k)ul˜m−1+s,l˜n−1+t =
lm∑
e=1
ln∑
f=1
pmesp
n
ftul˜m−1+e,l˜n−1+f .
There exist real numbers λmn1 > 0 and b
st
ef such that
Aw
l˜m−1+s,l˜n−1+t
= λ
(mn)
1 wl˜m−1+s,l˜n−1+t +
lm∑
e=1
ln∑
f=1
bsteful˜m−1+e,l˜n−1+f ,
so
Ad(k) ◦Aw
l˜m−1+s,l˜n−1+t
= λ
(mn)
1
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
+
lm∑
e˜,e=1
ln∑
f˜ ,f=1
bstefp
m
e˜ep
n
f˜f
u
l˜m−1+e˜,l˜n−1+f˜
and
A ◦Ad(k)w
l˜m−1+s,l˜n−1+t
= λ
(mn)
1
lm∑
e=1
ln∑
f=1
pmesp
n
ft wl˜m−1+e,l˜n−1+f
+
lm∑
e˜,e=1
ln∑
f˜ ,f=1
bef
e˜f˜
pmesp
n
ft ul˜m−1+e˜,l˜n−1+f˜ .
Since A commutes with Ad(k), we obtain
lm∑
e=1
ln∑
f=1
bstefp
m
e˜ep
n
f˜f
=
lm∑
e=1
ln∑
f=1
bef
e˜f˜
pmesp
n
ft for all s, t, e˜, f˜ .
We can proceed as in the proof of Proposition 3.6 to show that bst
e˜f˜
= 0 if (s, t) 6= (e˜, f˜) and that
bstst = b
e˜f˜
e˜f˜
=: bmn for all s, t, e˜, f˜ . Now, we shall prove the result for Sn. When αl ∈ Θ and αl−1 /∈ Θ we
have that lr = 1. Also,
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Aw
l˜r−2+s,l˜n−1+t
= λ
(r−1,n)
1 wl˜r−2+s,l˜n−1+t +
lr−1∑
e=1
ln∑
f=1
bsteful˜r−2+e,l˜n−1+f +
ln∑
f=1
bstf wl,l˜n−1+f ,
and
Au
l,l˜n−1+t
= λ
(r−1,n)
1 ul,l˜n−1+t +
lr−1∑
e=1
ln∑
f=1
bteful˜r−2+e,l˜n−1+f +
ln∑
f=1
btfwl,l˜n−1+f .
As before, since Ad(k) ◦ Awl˜r−2+s,l˜n−1+t = A ◦ Ad(k)wl˜r−2+s,l˜n−1+t, then
(32)
lr−1∑
e=1
ln∑
f=1
bstefp
r−1
e˜e p
n
f˜f
=
lr−1∑
e=1
ln∑
f=1
bef
e˜f˜
pr−1es p
n
ft
and
(33)
ln∑
f=1
bstf p
r
11p
n
f˜f
=
lr−1∑
e=1
ln∑
f=1
bef
f˜
pr−1es p
n
ft.
By the same arguments in the proof of Proposition 3.6, equations (32) and (33) implies bst
e˜f˜
= 0 if
(s, t) 6= (e˜, f˜), bstst = be˜f˜e˜f˜ =: b
(1)
r−1,n and b
st
f˜
= 0 for all s, t, e˜, f˜ . On the other hand, Ad(k) ◦Au
l,l˜n−1+t
=
A ◦ Ad(k)u
l,l˜n−1+t
implies
(34)
ln∑
f=1
btfp
n
f˜f
=
ln∑
f=1
bf
f˜
pnft
and
(35)
lr−1∑
e=1
ln∑
f=1
btefp
r−1
e˜e p
n
f˜f
=
ln∑
f=1
bf
e˜f˜
pr11p
n
ft.
Analogously to the proof of Proposition 3.6, we obtain bt
e˜f˜
= 0, bt
f˜
= 0 if t 6= f˜ and btt = bf˜f˜ =: b
(2)
r−1,n
for all t, e˜, f˜ . 
4. Geodesic Orbit Spaces
In this section we shall find all the invariant g.o. metrics in real flag manifolds.
Definition 4.1. Let G/H be a homogeneous manifold with an invariant metric g. A geodesic γ
starting at eH is called homogeneous if it is the orbit of a 1−parameter subgroup of G, that it
(36) γ(t) = exp(tX)H
where X is in the Lie algebra of G. In this case, X is called a geodesic vector.
Definition 4.2. We say that a Riemannian homogeneous manifold (G/H, g) (g an invariant metric)
is a g.o. space if every geodesic starting at eH is homogeneous. In this case g is called a g.o. metric.
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Let us consider a homogeneous compact manifold G/H, (·, ·) an Ad(G)−invariant inner product in the
Lie algebra g of G and a (·, ·)−orthogonal reductive decomposition g = h⊕ m. In order to determine
the real flag manifolds (FΘ, g) which are g.o. spaces, we use the following propositions.
Proposition 4.3. ([16]) (G/H, g) is a g.o. space if and only if for all X ∈ m, there exist a vector
Z ∈ h such that
(37) [Z +X,AX] = 0
where A is the metric operator corresponding to g. 
Since every invariant metric A is a positive (·, ·)−self-adjoint operator, we have that m admits a
decomposition m = mλ1 ⊕ ...⊕mλr into eigenspaces of A.
Proposition 4.4. ([16]) Let (G/H,A) be a g.o. space.
a) If λ1, λ2 are eigenvalues of A, such that there exist Ad(H)−invariant, pairwise (·, ·)−orthogonal
subspaces m1, m2 of m with
mi ⊆ mλi , i = 1, 2 and [m1,m2](m1⊕m2)⊥ 6= {0},
where the orthogonal complement is taking with respect to (·, ·), then λ1 = λ2.
b) If λ1, λ2, λ3 are eigenvalues of A, such that there exist Ad(H)−invariant, pairwise (·, ·)−orthogonal
subspaces m1, m2 m3 of m with
mi ⊆ mλi , i = 1, 2, 3 and [m1,m2]m3 6= {0},
then λ1 = λ2 = λ3. 
Remark. Every invariant metric A which is a scalar multiple of the identity endomorphism is a trivial
solution for equation (37) (by taking Z = 0 for every X), such a metric is called normal.
4.1. Flags of Al, l ≥ 1. As in section 2, we fix (·, ·) = −〈·, ·〉, where 〈·, ·〉 is the killing form of so(l+1)
and the (·, ·)−orthogonal basis {wij : 1 ≤ j < i ≤ l + 1}.
Proposition 4.5. Let FΘ be a flag of Al, with l 6= 3 or l = 3 and Θ ∈ {{α1, α2}, {α2, α3}}. Then,
(FΘ, A) is a g.o. space if and only if A is normal, i.e., A = µImΘ , µ > 0.
Proof. Let A a g.o. metric in a flag FΘ of Al. If l = 3 and Θ ∈ {{α1, α2}, {α2, α3}}, then, by Proposition
3.3, A has the form A = µImΘ. If l 6= 3, we have by Corollary 3.2 that A is determined by r(r−1)2
positive numbers µmn, 1 ≤ n < m ≤ r, such that A|Mnm = µmnIMmn , with Mmn as in (8). We shall
prove that µmm = µm′n′ for all (m,n), (m
′, n′). First, we prove µmn = µm′n for 1 ≤ n < m,m′ ≤ r. In
fact, without loss of generality, let us suppose m < m′, then
w
l˜m′−1+1,l˜m−1+1
=
[
w
l˜m−1+1,l˜n−1+1
, w
l˜m′−1+1,l˜n−1+1
]
∈ [Mmn,Mm′n] .
Since l˜m−1 + 1 6= l˜n−1 + t for all t ∈ {1, ..., ln}, then
(w
l˜m′−1+1,l˜m−1+1
, w
l˜m−1+s,l˜n−1+t
) = 0, 1 ≤ s ≤ lm, 1 ≤ t ≤ ln
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and
(w
l˜m′−1+1,l˜m−1+1
, w
l˜m′−1+s,l˜n−1+t
) = 0, 1 ≤ s ≤ lm′ , 1 ≤ t ≤ ln,
thus, wl˜m′−1+1,l˜m−1+1
∈ (Mmn ⊕Mm′n)⊥. Evidently, Mmn and Mm′n are contained in the eigenspaces
of A corresponding to the eigenvalues µmn and µm′n, respectively and, by Proposition 3.1, they are
KΘ−invariant. Also Mmn and Mm′n are (·, ·)−orthogonal. By Proposition 4.4, we conclude that
µmn = µm′n. Now, we will show that µmn = µmn′ , 1 ≤ n, n′ < m ≤ r. Let us suppose n < n′, then
w
l˜n′−1+1,l˜n−1+1
=
[
w
l˜m−1+1,l˜n−1+1
, w
l˜m−1+1,l˜n′−1+1
]
∈ [Mmn,Mmn′ ] .
Since l˜n−1 + 1 6= l˜m−1 + t for all t ∈ {1, ..., lm}, then
(wl˜n′−1+1,l˜n−1+1
, wl˜m−1+s,l˜n−1+t) = 0, 1 ≤ s ≤ lm, 1 ≤ t ≤ ln
and
(wl˜n′−1+1,l˜n−1+1
, wl˜m−1+s,l˜n′−1+t
) = 0, 1 ≤ s ≤ lm, 1 ≤ t ≤ ln′ ,
thus, wl˜n′−1+1,l˜n−1+1
∈ (Mmn ⊕Mmn′)⊥. By Proposition 4.4, µmn = µmn′ . Because of the above, we
have µmn = µm′n = µm′n′ . 
Proposition 4.6. Let FΘ be a flag of A3 with Θ /∈ {{α1, α2}, {α2, α3}}. Then, (FΘ, A) is a g.o. space
if and only if A is written in the basis (10) as
[A]B∅ =


µ b 0 0 0 0
b µ 0 0 0 0
0 0 µ −b 0 0
0 0 −b µ 0 0
0 0 0 0 µ b
0 0 0 0 b µ


, [A]B{α1,α3} =


µ1 0 0 0
0 µ1 0 0
0 0 µ2 0
0 0 0 µ2

 and
[A]BΘ =


µ1 0 0 0 0
0 µ2 0 ±
√
µ2(µ2 − µ1) 0
0 0 µ2 0 ∓
√
µ2(µ2 − µ1)
0 ±√µ2(µ2 − µ1) 0 µ2 0
0 0 ∓√µ2(µ2 − µ1) 0 µ2

 , µ2 > µ1
for Θ = {α1}, {α2} or {α3}.
Proof. Let us analyse case by case:
• Θ = ∅.
Since k∅ = {0}, by Proposition 4.3, A is a g.o. metric if and only if [X,AX] = 0 for every X ∈ m∅. We
write A as in Proposition 3.3, for X = w21 + w31 + w41, we have AX = µ
(1)
1 w21 + b1w43 + µ
(2)
1 w31 +
b2w42 + b3w32 + µ
(3)
2 w41 and [X,AX] = 0 if and only if
31
(b2 + b3)w21 + (µ
(3)
2 − µ(2)1 )w43 + (b1 − b3)w31 + (µ(3)2 − µ(1)1 )w42 + (µ(2)1 − µ(1)1 )w32 − (b1 + b2)w41 = 0,
thus, µ
(1)
1 = µ
(2)
1 = µ
(3)
2 and b1 = −b2 = b3 =: b. For X = w43 + w42 + w41, we have AX =
b1w21 + µ
(1)
2 w43 ++b2w31 + µ
(2)
2 w42 + b3w32 + µ
(3)
2 w41 and [X,AX] = 0 if and only if
(µ
(2)
2 − µ(3)2 )w21 − (b2 + b3)w43 + (µ(1)2 − µ(3)2 )w31 + (b3 − b1)w42 + (µ(1)2 − µ(2)2 )w32 + (b1 + b2)w41 = 0,
concluding that µ
(1)
1 = µ
(1)
2 = µ
(2)
1 = µ
(2)
2 = µ
(3)
1 = µ
(3)
2 =: µ. It is a lengthy calculation to verify that
if µ
(1)
1 = µ
(1)
2 = µ
(2)
1 = µ
(2)
2 = µ
(3)
1 = µ
(3)
2 =: µ and b1 = −b2 = b3 =: b, then [X,AX] = 0 for all
X ∈ m∅.
• Θ = {α1, α3}
Let A be a g.o. metric. By Proposition 3.3. A has the form
[A]B{α1,α3} =


µ1 0 0 0
0 µ1 0 0
0 0 µ2 0
0 0 0 µ2

 .
Given X = x1(w31−w42)+x2(w41+w32)+x3(w31+w42)+x4(w41−w32) written in the basis B{α1,α3},
we have
[X,AX] = µ1x1x2[w31 − w42, w41 + w32] + µ2x1x4[w31 − w42, w41 − w32]
+µ1x1x2[w41 + w32, w31 − w42] + µ2x2x3[w41 + w32, w31 + w42]
+µ1x2x3[w31 + w42, w41 + w32] + µ2x3x4[w31 + w42, w41 − w32]
+µ1x1x4[w41 − w32, w31 − w42] + µ2x3x4[w41 − w32, w31 + w42]
= 2µ1x1x2(w21 + w43)− 2µ1x1x2(w21 + w43)
+2µ2x3x4(w43 − w21)− 2µ2x3x4(w43 − w21)
= 0.
Therefore [0 +X,AX] = 0 for all X ∈ m{α1,α3} and A is g.o.
• Θ = {α1}.
Since k{α1} = span{w21}, then A is a g.o. metric if and only if for all X ∈ m{α1}, there exists λ ∈ R
such that
[λw21 +X,AX] = 0.
By Proposition 3.3 we have
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[A]B{α1} =


µ
(1)
1 0 0 0 0
0 µ
(2)
1 0 b 0
0 0 µ
(2)
1 0 −b
0 b 0 µ
(2)
2 0
0 0 −b 0 µ(2)2


.
We set µ1 := µ
(1)
1 . For X = w31+w32+w42+w41, we take λ ∈ R such that [λw21+X,AX] = 0, then
0 = [λw21 +X,AX]
= 2(µ
(2)
2 − µ(2)1 )w43 − λ(µ(2)1 − b)w31 + λ(µ(2)2 − b)w42 + λ(µ(2)1 + b)w32 − λ(µ(2)2 + b)w41,
by linear independence we have µ
(2)
2 − µ(2)1 = 0, i.e., µ(2)2 = µ(2)1 =: µ2. Now, let us consider the vector
X = w43 +w32 + 2w41 and λ ∈ R such that [λw21 +X,AX] = 0, then
0 = [λw21 +X,AX]
= (2(µ1 − µ2) + b− λ(µ2 − 2b))w31 + (µ2 − µ1 − 2b+ λ(2µ2 − b))w42,
by linear independence
(38) 2(µ1 − µ2) + b− λ(µ2 − 2b) = 0
and
(39) µ2 − µ1 − 2b+ λ(2µ2 − b) = 0,
multiplying equation (38) by (2µ2 − b) and equation (39) by (µ2 − 2b), we obtain respectively
(40) − 4µ22 + 4µ1µ2 + 4bµ2 − 2bµ1 − b2 − λ(2µ2 − b)(µ2 − 2b) = 0
and
(41) µ22 − 4bµ2 − µ1µ2 + 2bµ1 + 4b2 + λ(2µ2 − b)(µ2 − 2b) = 0,
adding equations (40) and (41) we have
(42) 3(b2 − µ2(µ2 − µ1)) = 0,
therefore b2 − µ2(µ2 − µ1) = 0, i.e., b = ±
√
µ2(µ2 − µ1).
Conversely, let us suppose that µ2 := µ
(2)
1 = µ
(2)
2 , µ1 := µ
(1)
1 and b =
√
µ2(µ2 − µ1), then, for
X = x43w43 + x31w31 + x42w42 + x32w32 + x41w41 in m{α1} we have
[X,AX] = x43
√
µ2 − µ1(x32√µ2 − x41√µ2 − µ1)w31 − x43√µ2 − µ1(x41√µ2 − x32√µ2 − µ1)w42
−x43√µ2 − µ1(x31√µ2 + x42√µ2 − µ1)w32 + x43√µ2 − µ1(x42√µ2 + x31√µ2 − µ1)w41
and for every λ ∈ R
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[λw21, AX] = −λ√µ2(x32√µ2 − x41√µ2 − µ1)w31 + λ√µ2(x41√µ2 − x32√µ2 − µ1)w42
+λ
√
µ2(x31
√
µ2 + x42
√
µ2 − µ1)w32 − λ√µ2(x42√µ2 + x31√µ2 − µ1)w41,
thus
[λw21 +X,AX] = (x43
√
µ2 − µ1 − λ√µ2)(x32√µ2 − x41√µ2 − µ1)w31
−(x43√µ2 − µ1 − λ√µ2)(x41√µ2 − x32√µ2 − µ1)w42
−(x43√µ2 − µ1 − λ√µ2)(x31√µ2 + x42√µ2 − µ1)w32
+(x43
√
µ2 − µ1 − λ√µ2)(x42√µ2 + x31√µ2 − µ1)w41.
By taking λ =
√
µ2−µ1
µ2
x43, we obtain [λw21 +X,AX] = 0. For b = −
√
µ2(µ2 − µ1), the argument is
analogous.
• Θ = {α2} or {α3}.
Let us consider the diffeomorphisms
ϕi : F{α1} −→ F{αi}
kK{α1} 7−→ eTi keiK{αi}
, i = 2, 3
where e1 =


0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

 and e2 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 . It is easy to verify that for every invariant
metric
[A]B{α1} =


µ
(1)
1 0 0 0 0
0 µ
(2)
1 0 b 0
0 0 µ
(2)
1 0 −b
0 b 0 µ
(2)
2 0
0 0 −b 0 µ(2)2


we have
[ϕ∗2A]B{α2} =


µ
(1)
1 0 0 0 0
0 µ
(2)
1 0 −b 0
0 0 µ
(2)
1 0 b
0 −b 0 µ(2)2 0
0 0 b 0 µ
(2)
2


and [ϕ∗3A]B{α3} =


µ
(1)
1 0 0 0 0
0 µ
(2)
1 0 b 0
0 0 µ
(2)
1 0 −b
0 b 0 µ
(2)
2 0
0 0 −b 0 µ(2)2


.
By Proposition 3.3, every invariant metric in F{αi} has the form ϕ
∗
iA. Since A is g.o. if and only if
ϕ∗iA is g.o. then we obtain the result. 
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4.2. Flags of Bl, l ≥ 2. We consider (·, ·) as in (11) and the (·, ·)−orthonormal basis in (12).
Proposition 4.7. Let FΘ be a flag of Bl, l ≥ 5 and A an invariant metric as in Proposition 3.6.
a) If αl /∈ Θ, then (FΘ, A) is a g.o. space if and only if
(43)


µ(1) = ... = µ(r) =: µ,
λ
(mn)
1 = λ
(mn)
2 =: λ, for all (m,n),
bmn =: b, for all (m,n),
γ(i) =: γ for all i ∈ {1, ..., r} with li > 1,
µ− λ = b
γ = λ
2−b2
λ
b) If αl ∈ Θ, then (FΘ, A) is a g.o. space if and only if
(44)


µ(1) = ... = µ(r−1) =: µ,
ρ(1) = ... = ρ(r−1) =: ρ
λ
(mn)
1 = λ
(mn)
2 =: λ, for all (m,n),
bmn =: b, for all (m,n),
γ(i) =: γ for all i ∈ {1, ..., r − 1} with li > 1,
µ− λ = b = λ− ρ
γ = 2µρ
µ+ρ =
λ2−b2
λ
Proof. a) Let us suppose that (FΘ, A) is a g.o. space. We have that for i < j, Vi and Vj are
(·, ·)−orthogonal, are KΘ−invariant, are contained in the eigenspaces corresponding to the eigenvalues
µ(i) and µ(j) respectively and
w
l˜j−1+1,l˜i−1+1
+ u
l˜j−1+1,l˜i−1+1
=
[
vli−1+1, vli−1+1
] ∈ (Vi ⊕ Vj)⊥ ∩ [Vi, Vj ]
then, by Proposition 4.4, µ(i) = µ(j) = µ. For X = w
l˜m−1+1,l˜n−1+1
+w
l˜m−1+1,l˜n+1
, there exists a Z ∈ kΘ
such that [Z +X,AX] = 0, but
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[X,AX] =
[
w
l˜m−1+1,l˜n−1+1
+ w
l˜m−1+1,l˜n+1
, λ
(mn)
1 wl˜m−1+1,l˜n−1+1 + bmnul˜m−1+1,l˜n−1+1
]
+
[
w
l˜m−1+1,l˜n−1+1
+ w
l˜m−1+1,l˜n+1
, λ
(m,n+1)
1 wl˜m−1+1,l˜n+1 + bm,n+1ul˜m−1+1,l˜n+1
]
= λ
(m,n+1)
1
[
w
l˜m−1+1,l˜n−1+1
, w
l˜m−1+1,l˜n+1
]
+ bm,n+1
[
w
l˜m−1+1,l˜n−1+1
, u
l˜m−1+1,l˜n+1
]
+λ
(mn)
1
[
w
l˜m−1+1,l˜n+1
, w
l˜m−1+1,l˜n−1+1
]
+ bmn
[
w
l˜m−1+1,l˜n+1
, u
l˜m−1+1,l˜n−1+1
]
= (λ
(m,n+1)
1 − λ(mn)1 )wl˜n+1,l˜n−1+1 + (bm,n+1 − bmn)ul˜n+1,l˜n−1+1 ∈Mn+1,n
and since Mmn ⊕Mm,n+1 is kΘ−invariant, then [Z,AX] ∈ Mmn ⊕Mm,n+1. By linear independence,
[Z + X,AX] = 0 ⇒ [Z,AX] = 0 = [X,AX], thus bm,n+1 = bmn and λ(m,n+1)1 = λ(mn)1 . By taking
X = u
l˜m−1+1,l˜n−1+1
+ u
l˜m−1+1,l˜n+1
, w
l˜m−1+1,l˜n−1+1
+ w
l˜m+1,l˜n−1+1
or u
l˜m−1+1,l˜n−1+1
+ u
l˜m+1,l˜n−1+1
we
obtain that
[X,AX] = (λ
(m,n+1)
2 − λ(mn)2 )wl˜n+1,l˜n−1+1 + (bm,n+1 − bmn)ul˜n+1,l˜n−1+1,
(λ
(m+1,n)
1 − λ(mn)1 )wl˜m+1,l˜m−1+1 + (bm+1,n − bmn)ul˜m+1,l˜m−1+1
or (λ
(m+1,n)
2 − λ(mn)2 )wl˜m+1,l˜m−1+1 + (bm+1,n − bmn)ul˜m+1,l˜m−1+1
respectively. As before, this implies λ
(m,n+1)
2 = λ
(mn)
2 , λ
(m+1,n)
1 = λ
(mn)
1 , λ
(m+1,n)
2 = λ
(mn)
2 and
bm+1,n = bmn. Since this argument works for every pair (m,n), then
λ
(mn)
1 = λ
(m′n′)
1 =: λ1
λ
(mn)
2 = λ
(m′n′)
2 =: λ2
bmn = bm′n′ =: b
for all m,n,m′, n′. For X = vl˜1+1 + wl˜1+1,1, take Z ∈ kΘ such hat [Z +X,AX] = 0, then
[X,AX] =
[
v
l˜1+1
+ w
l˜1+1,1
, µ v
l˜1+1
+ λ1wl˜1+1,1 + b ul˜1+1,1
]
= λ1
[
v
l˜1+1
, w
l˜1+1,1
]
+ b
[
v
l˜1+1
, u
l˜1+1,1
]
+ µ
[
w
l˜1+1,1
, v
l˜1+1
]
= (λ1 + b− µ)v1 ∈ V1
and [Z,AX] ∈ V2 ⊕M21. Thus, by linear independence we conclude that λ1 + b − µ = 0. Using the
same argument for X = v
l˜1+1
+u
l˜1+1,1
, we can show that λ2+ b−µ = 0. Therefore, λ1 = λ2 =: λ and
b = µ− λ.
Next, we will prove that γ(i) = γ(j) for all i, j with li, lj > 1. In fact, if li > 1 and i ≤ r − 1, take
X = v
l˜i−1+1
+ u
l˜i−1+2,l˜i−1+1
+w
l˜i+1,l˜i−1+1
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and Z ∈ kΘ such that [Z +X,AX] = 0. Then, AX = µ vl˜i−1+1 + γ(i)ul˜i−1+2,l˜i−1+1 + λ wl˜i+1,l˜i−1+1 +
b u
l˜i+1,l˜i−1+1
and
[X,AX] = γ(i)
[
v
l˜i−1+1
, u
l˜i−1+2,l˜i−1+1
]
+ λ
[
v
l˜i−1+1
, w
l˜i+1,l˜i−1+1
]
+ b
[
v
l˜i−1+1
, u
l˜i+1,l˜i−1+1
]
+µ
[
u
l˜i−1+2,l˜i−1+1
, v
l˜i−1+1
]
+ λ
[
u
l˜i−1+2,l˜i−1+1
, w
l˜i+1,l˜i−1+1
]
+b
[
ul˜i−1+2,l˜i−1+1, ul˜i+1,l˜i−1+1
]
+ µ
[
wl˜i+1,l˜i−1+1, vl˜i−1+1
]
+γ(i)
[
w
l˜i+1,l˜i−1+1
, u
l˜i−1+2,l˜i−1+1
]
= (µ− γ(i))v
l˜i−1+2
+ (µ− λ− b)v
l˜i+1
+ (λ− γ(i))u
l˜i+1,l˜i−1+2
+ b w
l˜i+1,l˜i−1+2
= (µ− γ(i))v
l˜i−1+2
+ (λ− γ(i))u
l˜i+1,l˜i−1+2
+ b w
l˜i+1,l˜i−1+2
.
We can write Z =
∑
lj>1

 ∑
1≤t<s≤lj
z
(j)
st wl˜j−1+s,l˜j−1+t

 , z(j)st ∈ R, so
[Z,AX] = µz
(i)
21 vl˜i−1+2 + bz
(i)
21 ul˜i+1,l˜i−1+2 + λz
(i)
21wl˜i+1,l˜i−1+2 + Z
′,
where Z ′ is linearly independent of {v
l˜i−1+2
, u
l˜i+1,l˜i−1+2
, w
l˜i+1,l˜i−1+2
}. Therefore,
[Z +X,AX] = (µ− γ(i) + µz(i)21 )vl˜i−1+2 + (z
(i)
21 b+ λ− γ(i))ul˜i+1,l˜i−1+2 + (b+ λz
(i)
21 )wl˜i+1,l˜i−1+2 + Z
′,
so Z ′ = 0 and


µ− γ(i) + µz(i)21 = 0
z
(i)
21 b+ λ− γ(i) = 0
b+ λz
(i)
21 = 0
.
This implies γ(i) = λ
2−b2
λ
(and z
(i)
21 = − bλ). If i = r and lr > 1, we use the last argument but taking
X = v
l˜r−1+1
+ u
l˜r−1+2,l˜r−1+1
+ w
l˜r−1+1,l˜r−2+1
to conclude γ(r) = λ
2−b2
λ
. Therefore γ(i) = γ(j) =: γ for
all i, j with li, lj > 1 and γ =
λ2−b2
λ
.
Conversely, let us suppose that A satisfies the equations in (43). We can write every X ∈ mΘ as
X =
r∑
i=1
v(i) +
r∑
i=1
li>1
Yi +
∑
1≤n<m≤r
Xmn +
∑
1≤n<m≤r
Ymn,
where v(i) ∈ Vi, Yi ∈ Ui, Xmn ∈Wmn, and Ymn ∈ Umn. If
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Xmn =

 0 0 00 Cmn 0
0 0 Cmn

 , Ymn =

 0 0 00 0 Dmn
0 Dmn 0

 and Yi =

 0 0 00 0 Di
0 Di 0


we denote by
X˜mn =

 0 0 00 0 Cmn
0 Cmn 0

 , Y˜mn =

 0 0 00 Dmn 0
0 0 Dmn

 and Y˜i =

 0 0 00 Di 0
0 0 Di

 ,
so we have AXmn = λXmn + bX˜mn, AYmn = bY˜mn + λYmn and
AX = µ
r∑
i=1
v(i) + γ
r∑
i=1
li>1
Yi + λ
∑
1≤n<m≤r
Xmn + b
∑
1≤n<m≤r
X˜mn + b
∑
1≤n<m≤r
Y˜mn + λ
∑
1≤n<m≤r
Ymn.
Then
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[X,AX] = γ

 r∑
i=1
v(i),
r∑
i=1
li>1
Yi

+ λ

 r∑
i=1
v(i),
∑
1≤n<m≤r
Xmn

+ b

 r∑
i=1
v(i),
∑
1≤n<m≤r
X˜mn


+b

 r∑
i=1
v(i),
∑
1≤n<m≤r
Y˜mn

+ λ

 r∑
i=1
v(i),
∑
1≤n<m≤r
Ymn

+ µ

 r∑
i=1
li>1
Yi,
r∑
i=1
v(i)


+λ

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn


+λ

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn

+ µ

 ∑
1≤n<m≤r
Xmn,
r∑
i=1
v(i)

+ γ

 ∑
1≤n<m≤r
Xmn,
r∑
i=1
li>1
Yi


+b

 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
X˜mn

+ b

 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
Y˜mn


+λ

 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
Ymn

+ µ

 ∑
1≤n<m≤r
Ymn,
r∑
i=1
v(i)


+γ

 ∑
1≤n<m≤r
Ymn,
r∑
i=1
li>1
Yi

+ λ

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
Xmn


+b

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
X˜mn

+ b

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
Y˜mn

 ,
since

 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
X˜mn

 = 0 =

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
Y˜mn

 ,

 r∑
i=1
v(i),
∑
1≤n<m≤r
Xmn

 =

 r∑
i=1
v(i),
∑
1≤n<m≤r
X˜mn

 ,

 r∑
i=1
v(i),
∑
1≤n<m≤r
Ymn

 =

 r∑
i=1
v(i),
∑
1≤n<m≤r
Y˜mn

 and
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 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
Y˜mn

 = −

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
X˜mn

 ,
then
[X,AX] = (γ − µ)

 r∑
i=1
v(i),
r∑
i=1
li>1
Yi

+ (λ+ b− µ)

 r∑
i=1
v(i),
∑
1≤n<m≤r
Xmn


+(λ+ b− µ)

 r∑
i=1
v(i),
∑
1≤n<m≤r
Ymn

+ (λ− γ)

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn


+(λ− γ)

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn


+b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn


= (γ − µ)

 r∑
i=1
v(i),
r∑
i=1
li>1
Yi

+ (λ− γ)

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn


+(λ− γ)

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn


+b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn

 .
Last equality is because λ+ b− µ = 0. By taking Z = − b
λ
r∑
i=1
li>1
Y˜i, we obtain
[Z,AX] = −bµ
λ

 r∑
i=1
li>1
Y˜i,
r∑
i=1
v(i)

− b

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Xmn

− b

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Ymn


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−b
2
λ

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
X˜mn

− b2
λ

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Y˜mn

 ,
but 
 r∑
i=1
li>1
Y˜i,
r∑
i=1
v(i)

 =

 r∑
i=1
li>1
Yi,
r∑
i=1
v(i)

 ,

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Xmn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn

 ,

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Ymn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn

 ,

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
X˜mn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn

 ,

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Y˜mn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn

 ,
then
[Z +X,AX] =
(
γ − µ+ bµ
λ
) r∑
i=1
v(i),
r∑
i=1
li>1
Yi

+
(
λ− γ − b
2
λ
) r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn


+
(
λ− γ − b
2
λ
) r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn


= 0 (by (43)).
By Proposition 4.3, A is a g.o. metric.
b) Let us suppose that A is a g.o. metric. Interchanging Vi by (Vi)2, the arguments of item a) work
to show that
µ(1) = ... = µ(r−1) =: µ,
λ
(mn)
1 = λ
(mn)
2 =: λ, for all (m,n),
bmn = µ− λ =: b, for all (m,n),
γ(i) = λ
2−b2
λ
=: γ for all i ∈ {1, ..., r − 1} with li > 1.
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For i < j, we have that (Vi)1 and (Vj)1 are KΘ−invariant, (·, ·)−orthogonal and are contained in the
A−eigenspaces corresponding to ρ(i) and ρ(j) respectively. Also
2(w
l˜j−1+1,l˜i−1+1
− u
l˜j−1+1,l˜i−1+1
) =
[
w
l˜r−1+1,l˜i−1+1
− u
l˜r−1+1,l˜i−1+1
, w
l˜r−1+1,l˜j−1+1
− u
l˜r−1+1,l˜j−1+1
]
is an non-zero element in [(Vi)1, (Vj)1]∩((Vi)1⊕(Vj)1)⊥, then, by Proposition 4.4, ρ(i) = ρ(j). Therefore,
ρ(1) = ... = ρ(r−1) =: ρ. For X = wl˜r−1+1,1 − ul˜r−1+1,1 + wl˜r−2+1,1, there exists a Z ∈ kΘ such that
[Z +X,AX] = 0, but
AX = ρ(w
l˜r−1+1,1
− u
l˜r−1+1,1
) + λw
l˜r−2+1,1
+ bu
l˜r−2+1,1
and
[X,AX] = (λ− ρ− b)(w
l˜r−1+1,l˜r−2+1
− u
l˜r−1+1,l˜r−2+1
) ∈Mr,r−1.
Since AX ∈ (V1)1 ⊕Mr−1,1 which is kΘ−invariant, we have [Z,AX] ∈ (V1)1 ⊕Mr−1,1, so, by linear
independence λ− ρ− b = 0, i.e., b = λ− ρ. Thus, A satisfies (44).
Conversely, if A satisfies (44) and we write
X =
r−1∑
i=1
v(i) +
r−1∑
i=1
li>1
Yi +
∑
1≤n<m≤r−1
Xmn +
∑
1≤n<m≤r−1
Ymn +
r−1∑
n=1
(Xrn + X˜rn) +
r−1∑
n=1
(X ′rn − X˜ ′rn),
where v(i) ∈ span{vl˜i−1+s : 1 ≤ s ≤ li}, Yi ∈ Ui, Xmn ∈ Wmn, Ymn ∈ Umn, for 1 ≤ n < m ≤ r − 1,
Xrn,X
′
rn ∈ span{wl˜r−1+s,l˜n−1+t : 1 ≤ t ≤ ln, 1 ≤ s ≤ lr} and X˜rn, X˜ ′rn are as in the proof of item a),
then
AX = µ
r−1∑
i=1
v(i) + γ
r−1∑
i=1
li>1
Yi + λ
∑
1≤n<m≤r−1
Xmn + b
∑
1≤n<m≤r−1
X˜mn + b
∑
1≤n<m≤r−1
Y˜mn
+λ
∑
1≤n<m≤r−1
Ymn + µ
r−1∑
n=1
(Xrn + X˜rn) + ρ
r−1∑
n=1
(X ′rn − X˜ ′rn).
Similar to item a), we have that
[X,AX] = (γ − µ)

r−1∑
i=1
v(i),
r−1∑
i=1
li>1
Yi

+ (λ− γ)

r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Xmn


+b

r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
X˜mn

+ b

r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Y˜mn


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+(λ− γ)

r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Ymn

+ (µ− γ)

r−1∑
i=1
li>1
Yi,
r−1∑
n=1
(Xrn + X˜rn)


+(ρ− γ)

r−1∑
i=1
li>1
Yi,
r−1∑
n=1
(X ′rn − X˜ ′rn)

 .
By taking Z = − b
λ
r−1∑
i=1
li>1
Y˜i ∈ kΘ, we have
[Z +X,AX] =
(
γ − µ+ bµ
λ
)r−1∑
i=1
v(i),
r−1∑
i=1
li>1
Yi

+(λ− γ − b2
λ
)r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Xmn


+
(
λ− γ − b
2
λ
)r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Ymn


+
(
µ− γ − bµ
λ
)r−1∑
i=1
li>1
Yi,
r−1∑
n=1
(Xrn + X˜rn)


+
(
ρ− γ + bρ
λ
)r−1∑
i=1
li>1
Yi,
r−1∑
n=1
(X ′rn − X˜ ′rn)


= 0 (by (44)).
Thus, A is a g.o. metric. 
4.3. Flags of Cl, l ≥ 3. We fix (·, ·) as in equation (18) and the (·, ·)−orthogonal basis
ukk = El+k,k − Ek,l+k, 1 ≤ k ≤ l,
wij = Eij − Eji + El+i,l+j − El+j,l+i,
uij = El+i,j + El+j,i −Ei,l+j − Ej,l+i, 1 ≤ j < i ≤ l.
Proposition 4.8. Let FΘ be a flag of Cl. Then, (FΘ, A) is a g.o. space if and only if A is written in
the basis (21) as:
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[A|M0 ]B0 =


µ
(0)
1 a21 a31 . . . ar˜1
a21 µ
(0)
2 a32 . . . ar˜2
a31 a32 µ
(0)
3 . . . ar˜3
...
...
...
. . .
...
ar˜1 ar˜2 ar˜3 . . . µ
(0)
r˜


, A|Mmn = µIMmn , A|Mi = µIMi (li > 1)
where r˜ = r if αl /∈ Θ and r˜ = r − 1 if αl ∈ Θ, 1 ≤ n < m ≤ r, 1 ≤ i ≤ r˜, and
(45)
µ
(0)
n′ =
ln′
lm′
µ
(0)
m′ +
(
1− ln′
lm′
)
µ
am′n′ =
√
lm′
ln′
(µ
(0)
n′ − µ) =
√
ln′
lm′
(µ
(0)
m′ − µ),
for all 1 ≤ n′ < m′ ≤ r˜.
Proof. Let us suppose A is a g.o. metric. We take Θ as in equation (19) and we write A as in
Proposition 3.10. First, we will show that bmn = 0. In fact, given s ∈ {1, ..., lm} and t ∈ {1, ..., ln},
there exists Z ∈ kΘ such that
(46)
[
Z + w
l˜m−1+s,l˜n−1+t
, Aw
l˜m−1+s,l˜n−1+t
]
= 0.
But,
[
w
l˜m−1+s,l˜n−1+t
, Aw
l˜m−1+s,l˜n−1+t
]
=
[
w
l˜m−1+s,l˜n−1+t
, µ
(mn)
1 wl˜m−1+s,l˜n−1+t + bmnul˜m−1+s,l˜n−1+t
]
= bmn
[
w
l˜m−1+s,l˜n−1+t
, u
l˜m−1+s,l˜n−1+t
]
= 2bmn(ul˜m−1+s,l˜m−1+s − ul˜n−1+t,l˜n−1+t)
and [Z,Aw
l˜m−1+s,l˜n−1+t
] ∈ Mmn (this is because Mmn is KΘ−invariant, so it is kΘ−invariant).
Since Mmn is (·, ·)−orthogonal to 2bmn(ul˜m−1+s,l˜m−1+s − ul˜n−1+t,l˜n−1+t), then equation (46) implies
[w
l˜m−1+s,l˜n−1+t
, Aw
l˜m−1+s,l˜n−1+t
] = 0, concluding that bmn = 0. Next, we prove that µ
(mn)
1 = µ
(mn)
2 .
Since bmn = 0, we have that Wmn and Umn are contained in the eigenspaces of A corresponding to
the eigenvalues µ
(mn)
1 and µ
(mn)
2 respectively. Also, they are KΘ−invariant and
u
l˜m−1+1,l˜m−1+1
− u
l˜n−1+1,l˜n−1+1
=
[
w
l˜m−1+1,l˜n−1+1
, u
l˜m−1+1,l˜n−1+1
]
∈ [Wmn, Umn] ∩ (Wmn ⊕ Umn)⊥ .
By Proposition 4.4 we have µ
(mn)
1 = µ
(mn)
2 =: µ
(mn). To prove that µ(mn) = µ(m
′n′) =: µ for all (m,n)
and (m′, n′), is analogous to Proposition 4.5. To show the result for A|M0 , we consider the vector
X = 1√
ln
(ul˜n−1+1,l˜n−1+1 + ...+ ul˜n,l˜n) + wl˜m−1+1,l˜n−1+1, where 1 ≤ n < m ≤ r˜, then
44
[X,AX] =

 1√
ln
ln∑
i=1
u
l˜n−1+i,l˜n−1+i
+ w
l˜m−1+1,l˜n−1+1
, µ
(0)
n
1√
ln
ln∑
i=1
u
l˜n−1+i,l˜n−1+i
+
r˜∑
j=1
j 6=n
ajn
1√
lj
lj∑
i=1
ul˜j−1+i,l˜j−1+i + µ wl˜m−1+1,l˜n−1+1

 (here ajn = anj for j < n)
= (µ
(0)
n −µ)√
ln
[
w
l˜m−1+1,l˜n−1+1
,
ln∑
i=1
u
l˜n−1+i,l˜n−1+i
]
+ amn√
lm
[
w
l˜m−1+1,l˜n−1+1
,
lm∑
i=1
u
l˜m−1+i,l˜m−1+i
]
= (µ
(0)
n −µ)√
ln
u
l˜m−1+1,l˜n−1+1
− amn√
lm
u
l˜m−1+1,l˜n−1+1
=
(
µ
(0)
n −µ√
ln
− amn√
lm
)
ul˜m−1+1,l˜n−1+1 ∈ Umn.
Since M0 and Wmn are KΘ−invariant, they are kΘ−invariant too, so is M0 ⊕Wmn. Also, we have
AX = µ
(0)
n
1√
ln
ln∑
i=1
u
l˜n−1+i,l˜n−1+i
+
r∑
j=1
j 6=n
ajn
1√
lj
lj∑
i=1
u
l˜j−1+i,l˜j−1+i
+µ w
l˜m−1+1,l˜n−1+1
∈M0⊕Wmn, therefore
[Z,AX] ∈M0 ⊕Wmn.
By linear independence [Z,AX]+ [X,AX] = 0 implies [X,AX] = 0, thus, µ
(0)
n −µ√
ln
− amn√
lm
= 0. By taking
X = 1√
lm
lm∑
i=1
u
l˜m−1+i,l˜m−1+i
+w
l˜m−1+1,l˜n−1+1
, where 1 ≤ n < m ≤ r˜, we have
[X,AX] =
(
µ−µ(0)m√
lm
+ amn√
ln
)
u
l˜m−1+1,l˜n−1+1
∈ Umn.
As before, we conclude µ−µ
(0)
m√
lm
+ amn√
ln
= 0. Summarizing,


µ
(0)
n −µ√
ln
− amn√
lm
= 0
µ
(0)
m −µ√
lm
− amn√
ln
= 0
, 1 ≤ n < m ≤ r˜,
thus, µ
(0)
n =
ln
lm
µ
(0)
m +
(
1− ln
lm
)
µ and amn =
√
lm
ln
(µ
(0)
n − µ) =
√
ln
lm
(µ
(0)
m − µ) for all 1 ≤ n < m ≤ r˜.
Now, we take i such that li > 1. If 1 ≤ i ≤ r − 1, we have that Mi and Wi+1,i are contained in the
eigenspaces corresponding to µ(i) and µ, respectively. Since
−u
l˜i+1,l˜i−1+2
=
[
u
l˜i−1+2,l˜i−1+1
, w
l˜i+1,l˜i−1+1
]
∈ [Mi,Wi+1,i] ∩ (Mi ⊕Wi+1,i)⊥,
then, by Proposition 4.4, we obtain µ(i) = µ. If i = r, then
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u
l˜r−1+2,l˜r−2+1
=
[
u
l˜r−1+2,l˜r−1+1
, w
l˜r−1+1,l˜r−2+1
]
∈ [Mr,Wr,r−1] ∩ (Mr ⊕Wr,r−1)⊥,
so µ(r) = µ. Conversely, let us suppose A has the form of the statement. Given X ∈ mΘ, we can write
X =
r˜∑
j=1
xj√
lj
lj∑
s=1
u
l˜j−1+s,l˜j−1+s
+
r˜∑
i=1
li>1
Xi +
∑
1≤n<m≤r
Xmn +
∑
1≤n<m≤r
Ymn,
where xj ∈ R, Xi ∈Mi, Xmn ∈Wmn and Ymn ∈ Umn. So
AX =
r˜∑
j=1

 xj√
lj
µ
(0)
j
lj∑
s=1
u
l˜j−1+s,l˜j−1+s
+
r˜∑
t=1
t6=j
atj√
lt
lt∑
s=1
u
l˜t−1+s,l˜t−1+s

+ µ r˜∑
i=1
li>1
Xi
+µ
∑
1≤n<m≤r
Xmn + µ
∑
1≤n<m≤r
Ymn.
We have two cases:
Case 1. αl /∈ Θ : We have
[X,AX] = µ
∑
1≤n<m≤r
xn√
ln
[
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
,Xmn
]
+ µ
∑
1≤n<m≤r
xm√
lm
[
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
,Xmn
]
+µ
∑
1≤n<m≤r
xn√
ln
[
ln∑
s=1
ul˜n−1+s,l˜n−1+s, Ymn
]
+ µ
∑
1≤n<m≤r
xm√
lm
[
lm∑
s=1
ul˜m−1+s,l˜m−1+s, Ymn
]
+
∑
1≤n<m≤r
(
xn√
ln
µ(0)n
[
Xmn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
]
+
xm√
lm
µ(0)m
[
Xmn,
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
])
+
∑
1≤n<m≤r
(
xn√
lm
amn
[
Xmn,
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
]
+
xm√
ln
amn
[
Xmn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
])
+
∑
1≤n<m≤r
r∑
j=1
j 6=m,n
(
xj√
lm
amj
[
Xmn,
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
]
+
xj√
ln
anj
[
Xmn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
])
+
∑
1≤n<m≤r
(
xn√
ln
µ(0)n
[
Ymn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
]
+
xm√
lm
µ(0)m
[
Ymn,
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
])
+
∑
1≤n<m≤r
(
xn√
lm
amn
[
Ymn,
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
]
+
xm√
ln
amn
[
Ymn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
])
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+
∑
1≤n<m≤r
r∑
j=1
j 6=m,n
(
xj√
lm
amj
[
Ymn,
lm∑
s=1
ul˜m−1+s,l˜m−1+s
]
+
xj√
ln
anj
[
Ymn,
ln∑
s=1
ul˜n−1+s,l˜n−1+s
])
,
since
[
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
, Z
]
= −
[
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
, Z
]
, Z ∈ {Xmn, Ymn}, 1 ≤ n < m ≤ r, then
[X,AX] =
∑
1≤n<m≤r
xn
(
µ
(0)
n − µ√
ln
− amn√
lm
)[
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
,Xmn
]
+
∑
1≤n<m≤r
xm
(
µ
(0)
m − µ√
lm
− amn√
ln
)[
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
,Xmn
]
+
∑
1≤n<m≤r
xn
(
µ
(0)
n − µ√
ln
− amn√
lm
)[
lm∑
s=1
u
l˜m−1+s,l˜m−1+s
, Ymn
]
+
∑
1≤n<m≤r
xm
(
µ
(0)
m − µ√
lm
− amn√
ln
)[
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
, Ymn
]
+
∑
1≤n<m≤r
r∑
j=1
j 6=m,n
xj
(
anj√
ln
− amj√
lm
)[
Xmn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
]
+
∑
1≤n<m≤r
r∑
j=1
j 6=m,n
xj
(
anj√
ln
− amj√
lm
)[
Ymn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
]
,
by (45),
anj√
ln
− amj√
lm
= µ
(0)
m −µ√
lm
− amn√
ln
= µ
(0)
n −µ√
ln
− amn√
lm
= 0, thus [X,AX] = 0.
Case 2. αl ∈ Θ : Similarly as before we obtain
[X,AX] =
r−1∑
n=1
1√
ln

xn(µ(0)n − µ) +
r−1∑
j=1
j 6=n
anjxj


[
Xrn,
ln∑
s=1
ul˜n−1+s,l˜n−1+s
]
r−1∑
n=1
1√
ln

xn(µ(0)n − µ) +
r−1∑
j=1
j 6=n
anjxj


[
Yrn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
]
.
We consider Z = x√
lr
lr∑
s=1
u
l˜r−1+s,l˜r−1+s
∈ kΘ, for some x ∈ R, then
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[Z,AX] =
r−1∑
n=1
x√
lr
µ
[
lr∑
s=1
u
l˜r−1+s,l˜r−1+s
,Xrn
]
+
r−1∑
n=1
x√
lr
µ
[
lr∑
s=1
u
l˜r−1+s,l˜r−1+s
, Yrn
]
,
since
[
lr∑
s=1
ul˜r−1+s,l˜r−1+s,W
]
= −
[
ln∑
s=1
ul˜n−1+s,l˜n−1+s,W
]
for W ∈ {Xrn, Yrn} and 1 ≤ n ≤ r − 1, we
have
[Z +X,AX] =
r−1∑
n=1

 1√ln

xn(µ(0)n − µ) +
r−1∑
j=1
j 6=n
anjxj

+ xµ√lr


[
Xrn,
ln∑
s=1
u
l˜n−1+s,l˜n−1+s
]
+
r−1∑
n=1

 1√ln

xn(µ(0)n − µ) +
r−1∑
j=1
j 6=n
anjxj

+ xµ√lr


[
Yrn,
ln∑
s=1
ul˜n−1+s,l˜n−1+s
]
.
We observe that
1√
ln

xn(µ(0)n − µ) +
r−1∑
j=1
j 6=n
anjxj

+ xµ√lr = 0, n = 1, ..., r − 1 =⇒ [Z +X,AX] = 0,
but
1√
ln

xn(µ(0)n − µ) +
r−1∑
j=1
j 6=n
anjxj

+ xµ√lr = 0 ⇐⇒ x =
√
lr
µ
(
r−1∑
j=1
√
ljxj
)(
µ
(0)
n −µ
ln
)
.
Thus, it is enough to show that the number
√
lr
µ
(
r−1∑
j=1
√
ljxj
)(
µ
(0)
n −µ
ln
)
does not depend on n. In fact,
µ
(0)
n −µ
ln
= µ
′(0)
n −µ
l′n
⇐⇒
√
ln′√
ln
(µ
(0)
n − µ) =
√
ln√
ln′
(µ
(0)
n′ − µ)
which is true by (45). 
4.4. Flags of Dl, l ≥ 5.. We consider the invariant inner product (·, ·) in (28) and the (·, ·)−orthonormal
basis (29).
Proposition 4.9. Let FΘ be a flag of Dl, l ≥ 5 and A an invariant metric as in Proposition 3.14.
a) If αl /∈ Θ, then (FΘ, A) is a g.o.space if and only if
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(47)


λ
(mn)
1 = λ
(mn)
2 =: λ, for all (m,n),
bmn =: b, for all (m,n),
γ(i) =: γ for all i ∈ {1, ..., r} with li > 1,
γ = λ
2−b2
λ
b) If {αl−1, αl} ∈ Θ, then (FΘ, A) is a g.o. space if and only if A is normal.
c) If αl ∈ Θ and αl−1 /∈ Θ, then (FΘ, A) is a g.o. space if and only if
(48)


λ
(mn)
1 = λ
(mn)
2 = λ
(r−1,n)
1 = λ
(r−1,n)
2 =: λ, for all (m,n),
bmn = b
(1)
r−1,n = b
(2)
r−1,n =: b, for all (m,n),
γ(i) =: γ for all i ∈ {1, ..., r − 1} with li > 1,
γ = λ
2−b2
λ
Proof. a) Let us suppose that (FΘ, A) is a g.o. space. We take Z ∈ kΘ such that [Z +X,AX], where
X = w
l˜m−1+1,l˜n−1+1
+ w
l˜m+1,l˜n−1+1
. Then we have
AX = λ
(mn)
1 wl˜m−1+1,l˜n−1+1 + bmnul˜m−1+1,l˜n−1+1 + λ
(m+1,n)
1 wl˜m+1,l˜n−1+1 + bm+1,nul˜m+1,l˜n−1+1,
and
[X,AX] = λ
(m+1,n)
1
[
w
l˜m−1+1,l˜n−1+1
, w
l˜m+1,l˜n−1+1
]
+ bm+1,n
[
w
l˜m−1+1,l˜n−1+1
, u
l˜m+1,l˜n−1+1
]
+λ
(mn)
1
[
w
l˜m+1,l˜n−1+1
, w
l˜m−1+1,l˜n−1+1
]
+ bmn
[
w
l˜m+1,l˜n−1+1
, u
l˜m−1+1,l˜n−1+1
]
= (λ
(m+1,n)
1 − λ(mn)1 )wl˜m+1,l˜m−1+1 + (bm+1,n − bmn)wl˜m+1,l˜m−1+1 ∈Mm+1,m.
Since AX ∈Mmn ⊕Mm+1,n, we have [Z,AX] ∈Mmn ⊕Mm+1,n. Thus,
[Z +X,AX] = 0 =⇒ [X,AX] = 0 = [Z,AX],
in particular, λ
(m+1,n)
1 = λ
(mn)
1 and bm+1,n = bmn.We can use the same argument forX = ul˜m−1+1,l˜n−1+1+
ul˜m+1,l˜n−1+1, wl˜m−1+1,l˜n−1+1 + wl˜m−1+1,l˜n+1 and ul˜m−1+1,l˜n−1+1 + ul˜m−1+1,l˜n+1 to conclude that
λ
(m+1,n)
2 = λ
(mn)
2 , λ
(m,n+1)
1 = λ
(mn)
1 , λ
(m,n+1)
2 = λ
(mn)
1 and bm,n+1 = bmn.
Then,
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λ
(mn)
1 = λ
(m′n′)
1 =: λ1
λ
(mn)
2 = λ
(m′n′)
2 =: λ2
bmn = bm′n′ =: b
for all m,n,m′, n′. Next, we will show that γ(i) = λ
2
1−b2
λ1
=
λ22−b2
λ2
for all i ∈ {1, ..., r} with li > 1. In
fact, if i ≤ r − 1 we take X = u
l˜i−1+2,l˜i−1+1
+ w
l˜i+1,l˜i−1+1
and Z ∈ kΘ such that [Z +X,AX] = 0. In
this case, we can write
Z =
∑
lj>1

 ∑
1≤t<s≤lj
z
(j)
st wl˜j−1+s,l˜j−1+t

 , z(j)st ∈ R,
therefore
[Z,AX] =
[
Z, γ(i)ul˜i−1+2,l˜i−1+1 + λ1wl˜i+1,l˜i−1+1 + bul˜i+1,l˜i−1+1
]
= z
(i)
21 b ul˜i+1,l˜i−1+1 + z
(i)
21 λ1wl˜i+1,l˜i−1+1 + Z
′,
where {ul˜i+1,l˜i−1+1, wl˜i+1,l˜i−1+1, Z ′} is linear independent. On the other hand,
[X,AX] =
[
X, γ(i)u
l˜i−1+2,l˜i−1+1
+ λ1wl˜i+1,l˜i−1+1 + bul˜i+1,l˜i−1+1
]
= (λ1 − γ(i))ul˜i+1,l˜i−1+1 + b wl˜i+1,l˜i−1+1.
Thus, [Z + X,AX] = 0 =⇒ Z ′ = 0, λ1 − γ(i) + z(i)21 b = b + z(i)21 λ1 = 0, so γ(i) = λ
2
1−b2
λ1
. If i = r we
take X = u
l˜r−1+2,l˜r−1+1
+ w
l˜r−1+1,l˜r−2+1
and proceeding as before we obtain γ(r) =
λ21−b2
λ1
. To show
that γ(i) =
λ22−b2
λ2
we can use the same argument but taking X = u
l˜i−1+2,l˜i−1+1
+ u
l˜i+1,l˜i−1+1
instead
of u
l˜i−1+2,l˜i−1+1
+ w
l˜i+1,l˜i−1+1
(when i ≤ r − 1) and X = u
l˜r−1+2,l˜r−1+1
+ u
l˜r−1+1,l˜r−2+1
instead of
u
l˜r−1+2,l˜r−1+1
+ w
l˜r−1+1,l˜r−2+1
(when i = r). Summarizing,
γ(i) =
λ21−b2
λ1
=
λ22−b2
λ2
, for all i ∈ {1, ..., r} with li > 1.
We observe that
λ21−b2
λ1
=
λ22−b2
λ2
⇐⇒ λ1λ2(λ1 − λ2) = −b2(λ1 − λ2), therefore
λ1 6= λ2 =⇒ 0 < λ1λ2 = −b2 ≤ 0,
which is absurd. Thus, λ1 = λ2. We point out that when Θ = ∅, the previous argument does not work
to show λ1 = λ2 =: λ (because there is no i with li > 1). In that case, we have [X,AX] = 0 for all
X ∈ mΘ (because kΘ = {0}), in particular, when X = w21 + u31, [X,AX] = (λ2 − λ1)u32, so λ1 = λ2.
Now, we suppose A satisfies (47). Let
X =
r∑
i=1
li>1
Yi +
∑
1≤n<m≤r
Xmn +
∑
1≤n<m≤r
Ymn
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be a vector in mΘ, where Yi ∈ Ui, Xmn ∈Wmn and Ymn ∈ Umn. If
Xmn =
(
Cmn 0
0 Cmn
)
, Ymn =
(
0 Dmn
Dmn 0
)
and Yi =
(
0 Di
Di 0
)
we set
X˜mn =
(
0 Cmn
Cmn 0
)
, Y˜mn =
(
Dmn 0
0 Dmn
)
and Y˜i =
(
Di 0
0 Di
)
.
With this notation we have AXmn = λXmn + bX˜mn, AXmn = bY˜mn + λYmn,
 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
X˜mn

 = 0 =

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
Y˜mn

 and

 ∑
1≤n<m≤r
Xmn,
∑
1≤n<m≤r
Y˜mn

 = −

 ∑
1≤n<m≤r
Ymn,
∑
1≤n<m≤r
X˜mn

 .
Therefore
AX = γ
r∑
i=1
li>1
Yi + λ
∑
1≤n<m≤r
Xmn + b
∑
1≤n<m≤r
X˜mn + b
∑
1≤n<m≤r
Y˜mn + λ
∑
1≤n<m≤r
Ymn
and
[X,AX] = λ

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn


+λ

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn

+ γ

 ∑
1≤n<m≤r
Xmn,
r∑
i=1
li>1
Yi

+ γ

 ∑
1≤n<m≤r
Ymn,
r∑
i=1
li>1
Yi


= (λ− γ)

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn

+ (λ− γ)

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn


+b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn

+ b

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn

 .
Let Z = − b
λ
r∑
i=1
li>1
Y˜i ∈ kΘ, then
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[Z,AX] = −b

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Xmn

− b

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Ymn


−b
2
λ

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
X˜mn

− b2
λ

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Y˜mn

 .
Since
 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Xmn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
X˜mn

 ,

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Ymn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Y˜mn



 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
X˜mn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn

 ,

 r∑
i=1
li>1
Y˜i,
∑
1≤n<m≤r
Y˜mn

 =

 r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn

 ,
then
[Z +X,AX] =
(
λ− γ − b
2
λ
) r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Xmn

+ (λ− γ − b2
λ
) r∑
i=1
li>1
Yi,
∑
1≤n<m≤r
Ymn


= 0.
Thus, A is a g.o. metric.
b) Let A be a g.o. metric on FΘ. Analogously to item a) we have
λ
(mn)
1 = λ
(m′n′)
1 =: λ1
λ
(mn)
2 = λ
(m′n′)
2 =: λ2
bmn = bm′n′ =: b
for 1 ≤ n < m ≤ r − 1 and 1 ≤ n′ < m′ ≤ r − 1. Given n < n′ ≤ r − 1, the subspaces Mrn and Mrn′
are KΘ−invariant, (·, ·)−orthogonal and are contained in the eigenspaces of A corresponding to the
eigenvalues λ(rn) and λ(rn
′) respectively. Also,
w
l˜n′−1+1,l˜n−1+1
=
[
w
l˜r−1+1,l˜n−1+1
, w
l˜r−1+1,l˜n′−1+1
]
∈ [Mrn,Mrn′ ] ∩Mn′n,
and Mn′n ⊆ (Mrn ⊕Mrn′)⊥, therefore, by Proposition 4.4, λ(rn) = λ(rn′) =: λ(r). Next, we shall show
that b = 0 and λ1 = λ2 = λ
(r). In fact, if X = w
l˜r−1+1,1
+ w
l˜r−2+1,1
, then
[X,AX] =
[
w
l˜r−1+1,1
+ w
l˜r−2+1,1
, λ(r)w
l˜r−1+1,1
+ λ1wl˜r−2+1,1 + b ul˜r−2+1,1
]
= (λ(r) − λ1)wl˜r−1+1,l˜r−2+1 − b ul˜r−1+1,l˜r−2+1 ∈Mr,r−1.
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Let Z ∈ kΘ such that [Z + X,AX] = 0, since AX ∈ Mr1 ⊕ Mr−1,1 and [X,AX] ∈ Mr,r−1, then
[Z,AX] = 0 = [X,AX], so λ(r) = λ1 and b = 0. By taking X = wl˜r−1+1,1 + ul˜r−2+1,1 instead of
w
l˜r−1+1,1
+w
l˜r−2+1,1
and proceeding analogously, we obtain λ(r) = λ2. We define λ := λ1 = λ2 = λ
(r).
The same arguments of item a) let us to show that for each i ∈ {1, ..., r−1} with li > 1, γ(i) = λ2−b2λ =
λ2
λ
= λ. Therefore A = λI, i.e., A is normal.
c) Analogously to item a), we have that
λ
(mn)
1 =: λ1
λ
(mn)
2 =: λ2
bmn =: b
1 ≤ n < m ≤ r − 2
and γ(i) =
λ21−b2
λ1
=
λ22−b2
λ2
for every i ∈ {1, ..., r− 2} with li > 1, in particular, λ1 = λ2 =: λ. By taking
X = w
l˜r−2+1,l˜n−1+1
+ w
l˜r−2+1,l˜n+1
, we have
AX = λ
(r−1,n)
1 wl˜r−2+1,l˜n−1+1 + b
(1)
r−1,nul˜r−2+1,l˜n−1+1 + λ
(r−1,n+1)
1 wl˜r−2+1,l˜n+1 + b
(1)
r−1,nul˜r−2+1,l˜n+1,
thus
[X,AX] = (λ
(r−1,n+1)
1 − λ(r−1,n)1 )wl˜n+1,l˜n−1+1 + (b
(1)
r−1,n+1 − b(1)r−1,n)ul˜n+1,l˜n−1+1 ∈Mn+1,n.
There exists Z ∈ kΘ such that [Z + X,AX] = 0, but AX ∈ Sn ⊕ Sn+1 =⇒ [Z,AX] ∈ Sn ⊕ Sn+1,
then, [X,AX] = 0 =⇒ λ(r−1,n+1)1 = λ(r−1,n)1 and b(1)r−1,n+1 = b(1)r−1,n. By using the same argument for
X = ul˜r−2+1,l˜n−1+1 + ul˜r−2+1,l˜n+1 and wl,l˜n−1+1 + wl,l˜n+1 we obtain that λ
(r−1,n+1)
2 = λ
(r−1,n)
2 and
b
(2)
r−1,n+1 = b
(2)
r−1,n, respectively. Thus


λ
(r−1,1)
i = · · · = λ(r−1,r−2)i =: λ(r−1)i
b
(i)
r−1,1 = · · · = b(i)r−1,r−2 =: b(i)
, i = 1, 2.
For X = w
l˜r−3+1,1
+w
l˜r−2+1,1
, w
l˜r−3+1,1
+wl1 and ul˜r−3+1,1+wl1, we have λ
(r−1)
1 = λ1, b
(1) = b(2) = b
and λ
(r−1)
2 = λ2. Now we will show that γ
(r−1) = λ
2
1−b2
λ1
=
λ22−b2
λ2
, in fact, if X = wl1 + wl,l˜r−2+1, then
AX = b ul1 + λ2wl1 + γ
(r−1)w
l,l˜r−2+1
and
[X,AX] = (γ(r−1) − λ2)wl˜r−2+1,1 − b ul˜r−2+1,1.
Let Z ∈ kΘ such that [Z +X,AX] = 0. In this case we write Z as
Z =
∑
j≤r−1
lj>1

 ∑
1≤t<s≤lj
z
(j)
st wl˜j−1+s,l˜j−1+t

+ lr−1∑
t=1
ztul,l˜r−2+t, z
(j)
st , zt ∈ R,
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therefore
[Z,AX] = −z1b wl˜r−2+1,1 − z1λ2ul˜r−2+1,1 + Z ′,
where {w
l˜r−2+1,1
, u
l˜r−2+1,1
, Z ′} is linear independent. Since [Z +X,AX] = 0, then


λ2 − γ(r−1) + z1b = 0
b+ z1λ2 = 0,
where we have γ(r−1) = λ
2
2−b2
λ2
. When X = ul1 + wl,l˜r−2+1, we have γ
(r−1) = λ
2
1−b2
λ1
. Conversely, if A
satisfies (48) every X ∈ mΘ can be written as
X =
r−1∑
i=1
li>1
Yi +
∑
1≤n<m≤r−1
Xmn +
∑
1≤n<m≤r−1
Ymn,
where Yi ∈ Ui if 1 ≤ i ≤ r − 2, Yr−1 ∈ Vr−1, Xmn ∈Wmn, Ymn ∈ Umn if m ≤ r − 2, Xr−1,n ∈Mn and
Yr−1,n ∈ Nn. For i,m ≤ r − 2 we consider X˜mn, Y˜mn and Y˜i as in item b), if
Xr−1,n =
(
Ar−1,n Br−1,n
Br−1,n Ar−1,n
)
, Yr−1,n =
(
Cr−1,n Dr−1,n
Dr−1,n Cr−1,n
)
and Yr−1 =
(
Cr−1 Dr−1
Dr−1 Cr−1
)
we set
X˜r−1,n =
(
Br−1,n Ar−1,n
Ar−1,n Br−1,n
)
, Y˜r−1,n =
(
Dr−1,n Cr−1,n
Cr−1,n Dr−1,n
)
and Y˜r−1 =
(
Dr−1 Cr−1
Cr−1 Dr−1
)
.
Thus,
AX = γ
r−1∑
i=1
li>1
Yi + λ
∑
1≤n<m≤r−1
Xmn + b
∑
1≤n<m≤r−1
X˜mn + b
∑
1≤n<m≤r−1
Y˜mn + λ
∑
1≤n<m≤r−1
Ymn,
we can proceed exactly as in the proof of item a) to conclude that Z = − b
λ
r−1∑
i=1
li>1
Y˜i implies
[Z +X,AX] =
(
λ− γ − b
2
λ
)r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Xmn

+ (λ− γ − b2
λ
)r−1∑
i=1
li>1
Yi,
∑
1≤n<m≤r−1
Ymn


= 0.
Hence A is a g.o. metric. 
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