Abstract. Multiatlas methods have been successful for brain segmentation, but their application to smaller anatomies remains relatively unexplored. We evaluate seven statistical and voting-based label fusion algorithms (and six additional variants) to segment the optic nerves, eye globes, and chiasm. For nonlocal simultaneous truth and performance level estimation (STAPLE), we evaluate different intensity similarity measures (including mean square difference, locally normalized cross-correlation, and a hybrid approach). Each algorithm is evaluated in terms of the Dice overlap and symmetric surface distance metrics. Finally, we evaluate refinement of label fusion results using a learning-based correction method for consistent bias correction and Markov random field regularization. The multiatlas labeling pipelines were evaluated on a cohort of 35 subjects including both healthy controls and patients. Across all three structures, nonlocal spatial STAPLE (NLSS) with a mixed weighting type provided the most consistent results; for the optic nerve NLSS resulted in a median Dice similarity coefficient of 0.81, mean surface distance of 0.41 mm, and Hausdorff distance 2.18 mm for the optic nerves. Joint label fusion resulted in slightly superior median performance for the optic nerves (0.82, 0.39 mm, and 2.15 mm), but slightly worse on the globes. The fully automated multiatlas labeling approach provides robust segmentations of orbital structures on magnetic resonance imaging even in patients for whom significant atrophy (optic nerve head drusen) or inflammation (multiple sclerosis) is present.
Introduction
The optic nerve plays a central role in processing and relaying visual information from the eye to the brain and is sensitive to pathological conditions including but not limited to optic neuritis, multiple sclerosis (MS), ischemic optic neuropathy, and optic nerve head drusen (ONHD). Understanding structural changes in the optic nerve in the course of disease (e.g., inflammation, demyelination, axonal congestion, edema, and atrophy) is essential to charting disease progression, planning interventions, and monitoring treatment efficacy. Importantly, as in the brain, deriving measures of the volume or area of the optic nerve can provide insight into the potential permanence of visual dysfunction. Hence, segmentation of the optic nerve may play an essential role in providing biomarkers for the biophysical etiology, progression, and recurrence of many diseases. For example, Chan et al. developed orbital soft tissue measures to assess and predict thyroid eye disease; 1 Weis et al. described metrics to thyroid-related optic neuropathy; 2 and Bijlsma and Mourits highlighted quantitative extraocular muscle volumes as an essential target for objective assessment of therapeutic interventions. 3 Automatic quantification of the location and volumetrics of the optic nerve could increase sensitivity and specificity of pathology assessments as compared to coarse, manual region of interest approaches. Furthermore, automatic segmentation that can provide regions of interest (ROI) that can be transferred to multiparametric optic nerve magnetic resonance imaging (MRI) can vastly increase the speed with which quantitative evaluations can be made, especially since manual delineation of the optic nerve is time and resource consuming as well as being susceptible to interrater and intrarater variability.
Current MRI analysis tools struggle to characterize the extent of optic nerve involvement in central nervous system (CNS) pathologies (other than frank inflammation and/or atrophy) given the limited resolution of clinical imaging, propensity for artifacts, and spatial distortion arising from surrounding cerebrospinal fluid, fat, bone, and air (sinuses), sensitivity to eye motion, and poor intranerve contrast. Bekes et al. 4 proposed a geometric model-based method for semi-automatic segmentation of the eye balls, lenses, optic nerves, and optic chiasm in CT images and reported quantitative sensitivity and specificity results from STAPLE (Ref. 5 ) of approximately 77% and 94% for the chiasm. Qualitatively, Bekes et al. reported a lack of consistency among human raters with the results they obtain for the nerves and chiasm. Noble and Dawant 6 proposed a tubular structure localization algorithm in which a statistical model and image registration are used to incorporate a priori local intensity and shape information and reported a mean Dice similarity coefficient (DSC) of 0.8 when compared to manual segmentations over 10 test cases. Unfortunately, the success of automated techniques is often dependent upon the application, modality, and image quality.
Atlas-based methods provide a model-free approach to segmentation. D'Haese et al. 7 developed an approach targeting the optic nerve and chiasm for radiation therapy and reported a mean DSC of 0.4 to 0.5. Multiple atlases significantly improve the accuracy compared to a single atlas. 8, 9 In the so-called "multiatlas" approach, multiple atlases (existing labeled datasets) are separately registered to the target image and voxel-wise label conflicts between the registered atlases are resolved using label fusion. Although multiatlas segmentation promises a robust and model-free approach to segment medical images from exemplar brain images, only limited success has been seen for segmentation of the optic nerve and chiasm with the Dice coefficient ranging from 0.39 to 0.78 for the optic nerve and 0.41 to 0.74 for the chiasm. 7, 10, 11 Herein, we evaluate state-of-the-art voting-based and statistical label fusion approaches for segmentation of the left and right optic nerves, optic chiasm, and left and right eye globes (as illustrated in Fig. 1 ). We evaluate seven state-of-the-art label fusion methods to segment the orbit structures in MRI, three potential image-similarity metrics for nonlocal fusion, and two postprocessing steps for a total of 13 distinct multiatlas approaches.
This paper is organized as follows. We begin with an overview of the multiatlas segmentation pipeline and present implementation details of each algorithm. We evaluate the intensity similarity metrics for nonlocal fusion. For each method, we present the quantitative and qualitative performance characteristics. Finally, we discuss the results of implementation of Markov random field (MRF) regularization 12, 13 and a learning-based error correction 14 on the label fusion estimates for further refinement.
Methods
The following is an overview of the framework we employ to evaluate the multiatlas label fusion methods as illustrated in Fig. 2 . The term "atlas" in this framework refers to the pairing of an anatomical image with its corresponding label volume. The "target" image is a previously unseen test image that is to be segmented. We evaluated the utility of the segmentation methods for volumetry by calculating the absolute relative volume difference between manual and automatic segmentations. The relative volume difference between a manual segmentation and a label fusion estimate is defined as
where volume true and volume automatic are the volumes of the manual and automatic segmentations of a label, respectively, calculated by multiplying the total number of voxels marked as a label with the volume of a single voxel. Following standard practice, we also evaluated the Dice similarity ratio between the estimated and true label volume (i.e., twice the ratio of the volume of the intersection of the regions divided by the sum of the volumes). The spatial distances between the datasets were studied by triangulating the boundaries of the labeled regions (estimated and true) and computing the closest corresponding points on each surface to the other (reference). Note that such mappings were not restricted to be 1∶1. The symmetrized mean surface distance was defined as the mean closest distance from one surface to the other over all discrete surface points and vice versa (i.e., treating both surfaces as references). The symmetrized Hausdorff distance was defined as the maximum distance between the surface and the other one. All studies were run on a 64-bit quad core 3.07 GHz desktop computer with 13 GB of RAM, running Ubuntu 12.04.
MRI Data
Data were acquired for 35 subjects comprised of 29 healthy subjects (the controls) and six patients (four MS-with positive clinical history of optic neuritis manifest as optic nerve swelling and two ONHD-with visible nerve atrophy). MRI images were obtained with heavily T2-weighted VISTA three-dimensional 
Manual Labeling
Manual segmentation was performed using the Medical Image Analysis Processing and Visualization software package v7 (Ref. 17) (http://mipav.cit.nih.gov/) for the full length of the left and the right optic nerves and the optic chiasm on all the subjects. Labeling was performed independently by two graduate students familiar with imaging processing and optic nerve anatomy. Protocol definition and training of both students were supervised by the faculty in Radiology. Boundary definitions for the optic nerves were obtained according to the signal intensity differences in the images. A subset of 15 images including four patients were selected for assessing interrater reproducibility ( Table 1) in terms of DSC, HD, MSD, and relative volume difference.
Nonrigid Registration
Pair-wise registrations were performed for the targets and the atlases in which every subject was paired with all other subjects resulting in 1190 (35 × 34) registrations. The advanced normalization tools Symmetric Normalization (SyN) deformable registration v1.9 was used 18 with a cross-correlation similarity metric (windows radius 2), a Gaussian regularizer with σ ¼ 2 and max iterations of 30 × 99 × 11 (three resolution levels with max iteration of 30 at the coarse level, 99 at the middle level, and 11 at the nest level) and a step size of 0.5 was advocated in Ref. 19 . The initial affine registration used a five level image pyramid with, at most, 10,000 iterations for each level. The source labels were transferred to the target coordinate space using the deformation field and nearest-neighbor interpolation generating 34 propagated label volumes for each image considered as a target. SyN was selected based on the reported comparative findings. 20 We verified the results of this study for A geometric deformation between an atlas and the target is computed. After registration, the set of labels in the coordinate system of each atlas are transformed to the target space. The propagated labels are fused using the label fusion algorithms in a leave-one-out cross-validation approach. Quantitative accuracy is assessed using the Dice similarity coefficient, 15 Hausdorff distance, 16 and mean surface distance. The symmetric surface distance metrics are computed in both directions in terms of distance from the expert labels to the estimated segmentations and vice versa. To address the problem of systematic outliers, we evaluate Markov random field regularization on the label priors. As an alternative postprocessing step, we consider a method of learning-based voxel-wise correction which constructs classifiers to recognize and correct spatial locations and intensity patterns where mislabeling is most likely to occur. Note that the optional steps are indicated as "opt." the optic nerve by comparing several nonrigid registration programs based on pair-wise DSC overlap (results not shown).
Multiatlas Label Fusion
The propagated labels were fused to obtain the segmentation for each structure. All the fusion algorithm implementations are available in the Java Image Science Toolkit 21 or in the corrective learning toolbox.
14 Using a leave-one-out cross-validation, the accuracy of each label fusion algorithm was evaluated for the optic nerves, chiasm, and the eye globes for all 35 images. For each statistical label fusion algorithms evaluated, identical parameter values were used whenever applicable. Thus, the algorithms were equivalently initialized, the same values were used for the voxel-wise label prior, "consensus voxels" were ignored using the same discriminant criteria, and convergence was detected using the same thresholds. The following label fusion algorithms were evaluated.
Majority vote
Majority vote (MV) 8, 9, 22 is considered to be the simplest fusion strategy and consistently results in reasonable segmentations in practice. Log-odds MV was used with decay coefficient set to unity as suggested in Ref. 23 .
Simultaneous truth and performance level estimation
Simultaneous truth and performance level estimation (STAPLE) 5 models rater behavior and uses expectation maximization to estimate the true (latent) segmentation based on the atlas information and the rater performance level parameters. The underlying voxel-wise label probabilities represent the hidden data that is to be estimated and the performance level parameters represent the hidden model parameters that help to determine the optimal solution for the target segmentation. The original STAPLE algorithm was used. 5 STAPLE was initialized with the performance parameters equal to 0.95 along the diagonal and random initialization of off-diagonal elements to fulfill the constraint that all columns sum to one. This initialization is equivalent to initializing voxel-wise probabilities to that of an MV. The voxel-wise label prior was initialized using the label probabilities from a weak log-odds MV with the decay coefficient set to 0.5 voxels. 23 Following typical practice and default parameters, convergence of STAPLE was detected when the average change in the ondiagonal elements of the performance level parameters fell below 0.0001. A maximum of 100 iterations were considered for all presented experiments, while each time it converged in less than 12 iterations. Consensus voxels (voxels where a sufficient proportion of raters agree) were ignored. A threshold of 0.9 was used to determine initial consensus voxels.
Spatial STAPLE
Spatial STAPLE (Ref. 24 ) is an extension to the traditional STAPLE algorithm that allows for the estimation of a smooth spatially varying performance level field instead of global performance level parameters and has been shown to provide robust and accurate multiatlas segmentations. Spatial STAPLE was used with identical parameters as those in STAPLE. Default parameters were applied. The performance level parameters were calculated on a voxel-wise basis using a half-window size of 3 × 3 × 3 mm in all cardinal directions. The amount of bias applied to local performance level parameters was 0.25.
Local weighted vote
Local weighted vote (LWV) techniques provide a consistent improvement over both MV and globally weighted vote approaches. 23, [25] [26] [27] [28] [29] [30] The implementation used here is the same as suggested in Ref. 23 with a decay coefficient of 1 voxel. A mean square difference (MSD) similarity metric for the target and atlas intensity images was used as a weighting parameter, with the standard deviation of the assumed intensity distribution, σ i ¼ 0.5. Note that the images were normalized to one another by linearly regressing the registered atlas images onto the target image over the region of interest defined by the union of all nonbackground labels.
Nonlocal STAPLE
Nonlocal STAPLE (NLS) 31 reformulates the STAPLE framework from a nonlocal means perspective. It models the registered atlases as collections of volumetric patches containing both intensity and label information and uses the nonlocal criteria to resolve imperfect correspondence. The components that define nonlocal correspondence are the intensity similarity model between a given target voxel and an atlas voxel, and the spatial compatibility between the two voxels in the target system of coordinates. We evaluated the three similarity metrics to define the intensity similarity between a given atlas voxel and a target voxel:
• MSD,
• locally normalized correlation coefficient (LNCC),
• combination of both by multiplication of the MSD and LNCC values (mixed).
Nonlocal STAPLE was used with identical parameters as in STAPLE. The search neighborhood was initialized to a 2 × 2 × 2 mm window centered at the target voxel of interest. The patch neighborhood was initialized to a 1 × 1 × 1 mm window centered at the voxels of interest. These scale parameters were chosen to match the expected optic nerve feature size of (AE1 mm). The values of the standard deviation parameters σ i (standard deviation of the Gaussian intensity difference model which controls how selective the nonlocal approach is in determining the correspondence between various voxels) and σ d (standard deviation of the Gaussian distance model which weights the voxels based upon their distance to the current target voxel of interest) were set to 0.5 and 1.5 mm, respectively.
Nonlocal spatial STAPLE
Nonlocal spatial STAPLE (NLSS) is a hybrid algorithm that combines NLS and spSTAPLE. To ensure a fair comparison, all the parameters were set exactly the same as in NLS and spSTAPLE. Just as with NLS, we evaluated the three different intensity similarity models.
Joint fusion
Joint fusion (JF) formulates weighted voting in terms of minimizing the total expectation of labeling error. Here, pair-wise dependency between atlases is modeled as the joint probability of two atlases making an error at a voxel. Intensity similarity between a pair of atlases and the target image is used to approximate the joint probability. The parameters for JF, the radius of the local appearance window, for intensity similarity were set to 2 × 2 × 2 and the local searching window radius was also set to 2 × 2 × 2, for refining registration errors. The model parameter for transferring image similarity measures to atlas dependencies and the weight of the conditioning identity matrix were set to 2 and 0.1, respectively.
MRF Regularization
To enforce 3-D consistency on the label fusion result, we implement MRF regularization. The individual label probabilities for each structure obtained from label fusion were used as the starting probabilities in the regularization process. The MRF energy function for the label k was defined as
where β is the smoothness parameter, N i represents the 27-point neighborhood around each voxel, K is the total number of labels, and H is a K × K matrix with elements H kj as the transition energy between the labels k and j. We define
with γ ≤ α ≤ 0 where γ is a penalty factor for distant labels (chiasm and the globes) and α is the penalty for neighboring labels (chiasm and the nerves). Under these assumptions, a more negative value of γ would imply a lesser probability of two anatomically distant labels being together and a more negative value of α would imply sharper transition boundaries between neighboring labels. The values of α and γ used in this experiment were −0.5 and −4, respectively, and the smoothness parameter β was 0.2. These values were chosen based on prior experience with label regularization. The individual label priors were then iteratively updated as
Convergence was obtained when no more significant change was obtained in the label priors. We used 10 iterations for convergence. The final segmentation was obtained by thresholding the updated label prior values at 0.5.
"Corrective Learning" for Error Correction
Corrective learning 14 is a multistep process in which one: (1) selects a set of training images to use for classifier development, (2) uses the set of training images to label a second set of images with known truth, (3) uses the errors in labeling on the second set of images to train classifiers to correct errors made by the first set of images, and (4) applies the first set of training images as atlases followed by the corrective classifiers from the second set to data which are to be labeled. To evaluate the performance of corrective learning error correction v1.3, 32 we used training image sets of 5, 10, and 25 atlases. For each of four unique sets of each size selected by random sampling (for a total of 12 sets), we trained corrective learning on 10 additional subjects randomly chosen for each experiment. Note that the corrective learning is trained for subjects who are not in the atlas set as the classifier seeks to correct differences between atlases and unseen targets. For each case, it was ensured that the automatic segmentations provided as a part of training were estimated from the rest of the training images and were independent of the test images. Given the lower number of training images than in Sec. 2.4, all the voxels in the working ROI were included for training for the optic nerve labels. Figure 3 presents the quantitative results derived from 35 participants for the three different structures considered (eye globe, optic nerve, and optic chiasm). For a reasonably large number of atlases (e.g., 34), LWV and fusion methods and the nonlocal statistical fusion methods achieve practically similar results for the three error metrics considered. Across all three structures, NLSS with a mixed weighting type provided the most consistent results with a median DSC of 0.81, MSD 0.41 mm, and HD 2.18 mm for the optic nerves and the chiasm were 0.77, 0.40 mm, and 2.50 mm, respectively. The eye globes were easier to segment given good signal contrast and simple geometry, and resulted in DSC, MSD, and HD values of 0.98, 0.19 mm, and 1.01 mm, respectively. JF resulted in slightly better median segmentations for the optic nerves than NLSS (0.8207, 0.3909 m, and 2.1497 mm, respectively), but with more extreme outliers and inferior performance on the globes. Figure 4 presents a multiway statistical comparison for all structures and methods. MV was significantly outperformed by the nonlocal approaches (p < 0.005). STAPLE and spSTAPLE often resulted in over segmentation in the nerves and the chiasm as shown in the qualitative results in Figs. 5 and 6, and their performance was significantly less accurate compared to the remaining methods (p < 0.001) in each case. LWV resulted in accuracy comparable to nonlocal fusion methods for the optic nerve. For the chiasm and the globe, NLSS consistently outperformed LWV (p < 0.05 and p < 0.01, respectively). LWV was found susceptible to more outliers in the distance error metrics especially in case of the globes. In addition, LWV fails to capture the exact boundaries and the connection between the optic nerves and the chiasm as depicted in the qualitative results in Figs. 5-7 . The nonlocal fusion approaches were more successful in capturing the shapes and boundaries. JF resulted in a close second in terms of surface distances for both structures. MV and LWV resulted in less accurate estimation of the boundaries and the joints between the optic nerves and the chiasm. Statistical fusion methods provided much more accurate segmentations in terms of surface distance. STAPLE and spSTAPLE resulted in slight over segmentation especially in the chiasm area.
Results

Segmentation Accuracy
Comparison of NLS and NLSS showed that NLSS consistently resulted in more accurate segmentations (p < 0.05) across all structures and eliminated outliers. As seen in Fig. 4 , JF had significantly higher DSC than most methods, but also resulted in higher Hausdorff distances. Comparison between NLS and LWV revealed significantly more accurate results (p < 0.01) for all three evaluation metrics. For the optic nerves and the chiasm, NLS achieved insignificant improvement over LWV in terms of DSC but significant improvement in terms of the distance errors (p < 0.05).
For the three intensity similarity metrics used in NLSS, the difference between the mixed and LNCC weighting types was found to be statistically insignificant in all cases except for the eye globes in which the mixed weighting type significantly outperformed the LNCC weighting type for all three evaluation metrics (p < 0.01). The mixed weighting type consistently outperformed the MSD weighting type across all cases. A similar performance was obtained for the three weighting types in the case of NLS. Overall, NLSS with a mixed weighting type resulted in the most accurate and reliable segmentations across all three structures. Figure 8 presents the median DSC for 35 subjects over five cross-validation experiments. In each experiment, a set of atlases was selected and used to label the remaining images; this was Fig. 3 Quantitative results of the evaluation of label fusion algorithms on the (a) optic nerves, (b) optic chiasm, and (c) eye globes show that nonlocal spatial simultaneous truth and performance level estimation (STAPLE) with a combination of mean square difference and locally normalized correlation coefficient similarity weighting type is the most consistent performer across the three structures and outperforms nonlocal STAPLE in each case. Although local weighted vote results in high Dice coefficients, it is susceptible to more number of outliers in distance-based error metrics. The situation is similar for joint fusion and the distance errors are high especially in the optic nerves. For the eye globes, which have high contrast, compared to the background, almost similar results are obtained for each method.
Sensitivity to Number of Atlases
Journal of Medical Imaging 024002-6 Jul-Sep 2014 • Vol. 1 (2) repeated for each different number of atlases. With an increasing number of atlases, the performance of each fusion method increases rapidly in the beginning, after which it increases slowly with further addition of atlases. The largest variation is obtained for MV and LWV whose performance in terms of DSC increased by the largest amount (a DSC increase of 0.55 to 0.77 for MV compared to 0.73 to 0.81 for NLSS, in the case of optic nerve labels) with increasing number of atlases.
For the nonlocal fusion methods, accurate results were obtained even using very few (< 5) atlases and the performance almost stabilized for > 10 atlases. The trend of LWV outperforming MV and the nonlocal methods outperforming LWV was consistent for all three structures and for all the different sets of atlases used. Similarly, spSTAPLE was consistently better than STAPLE in all cases. When the number of atlases was >20, LWV closely approached the nonlocal fusion methods. Fig. 5 Qualitative results showing point-wise surface distance error of the label fusion results with respect to expert labels. For a typical subject, the top row depicts surface distance error calculated from the truth to estimate for each fusion method, and the bottom row depicts the same calculated from the estimate to the truth. Overall, voting-based fusion methods result in larger distance errors at the boundaries compared to statistical label fusion methods. The nonlocal fusion methods estimate the shape and boundaries more accurately compared to STAPLE and spatial STAPLE (spSTAPLE).
For the nonlocal fusion methods, results for only the mixed weighting type are shown. 
Postprocessing Correction
The quantitative results of MRF regularization and error correction on the optic nerve are shown in Fig. 9 . MRF regularization resulted in a statistically significant increase in the mean surface distance and Hausdorff distance metrics (p < 0.01). Error correction provided a significant improvement over MRF in terms of distance metrics (p < 0.0001). Note that the absolute values presented here differ slightly from Sec. 2.1 given the additional data required for classifier training and requirements to prevent the double-use of data. Error correction also resulted in significant improvement in DSC compared to NLSS label fusion (p < 0.005). With error correction, mean DSC increased from 0.78 to 0.79, HD decreased from 2.36 to 2.11 mm, MSD decreased from 0.45 to 0.41 mm, and relative volume difference decreased from 19.3% to 15.4%.
Qualitative results for error correction in Fig. 10 show that the overall tubular shape of the optic nerve is improved after error correction. However, loss of labels is observed in thin connected regions. Such errors might be corrected through additional training data or using different criteria to select ROIs.
The results are reported in Table 2 as mean DSC for the optic nerves across 10 subjects for each experiment for each set of atlases considered. Tables 3 and 4 decompose the results by patients and controls separately. As can be seen, error correction provided only a slight improvement for DSC and was more consistent when the number of training sets was increased.
Discussion
The NLSS multiatlas labeling approach with corrective learning presents a practical approach for segmentation of optic nerve MRI. This family of methods appears reasonably robust to atrophy and inflammation given the diversity of atlas content, the high degree of registration flexibility, and the inclusion of nonlocal intensity features in the fusion process. Segmentation error obtained is comparable to the interrater difference observed when the structures are manually labeled by a different human rater. The robustness of these methods remains to be explored with focal disease (i.e., with hyper-or hypo-intensity optic nerve lesions), but the methods are promising as long as there is sufficient contrast between optic nerve tissue and the surrounding adipose tissues.
Overall, the differences between the nonlocal methods were quantitatively small (Fig. 3 ) even though statistically significant (Fig. 4) . Across all three structures, NLSS with a mixed weighting type provided the most consistent results with a median DSC of 0.8086, MSD 0.4092 mm, and HD 2.1756 mm for the optic nerves. These values for the chiasm were 0.7725, 0.4046 mm, and 2.5004 mm. The eye globes, being the easier structures to segment due to good contrast, resulted in DSC, MSD, and HD values of 0.9788, 0.1907 mm, and 1.0057 mm, respectively. Both NLSS and JF performed quite well across the dataset. We selected NLSS, given its slight advantage in the outlier reduction and lower surface distance measures, but either could be reasonably useful in practice. This is a promising result in that modern fusion algorithms function in qualitatively consistent manner in a new problem domain (the orbits).
Consideration of optic nerve lesions is an open problem and is an interesting area for further exploration. Algorithmic refinements may be necessary to handle the extremes of anatomical variation. One could incorporate shape priors directly into the label fusion process or postprocess based on a tubular shape model for the optic nerves. Alternatively, one could incorporate an MRF directly into the estimation framework and potentially provide more accurate results compared to its use as a postprocessing step. However, given that each step in the proposed pipeline is independent of the structures being segmented, and hence "model-free," multiatlas labeling provides a robust approach to segmentation of orbital anatomy. 
