The quantitative assessment of the reliability of network systems can be a quite difficult and computationally expensive problem in practice. In this respect, Monte Carlo simulation offers a valuable tool for capturing the complex stochastic behavior of distributed, interconnected systems.
INTRODUCTION
In the following, we are concerned with the assessment of the multi-state two-terminal unreliability of such network system.
THE BIASING METHOD
In the following, we propose a variance reduction technique for estimating the unreliability of multi-state network systems and analyze its performance.
The method proposed is based on the idea of increasing the occupancy probabilities of those states j of arc i with performance w i,j below the nominal , i i m w . This is not applied to all n a arcs of the network but only to those with average performance w i above a given threshold value w th . The motivation is that if the arcs with best average performance are forced to work at lower performances, then the probability of the network failing to meet the source-target demand will be higher so that a larger number of failed network configurations are sampled and contribute their weights to the unreliability estimate.
For each arc, the average performance is 
where p i,j is the probability of arc i being in state j. The average arc performance over all n a arcs of the network is 
The bias factor i γ may be set such as to reduce the average performance 
Eq. (7) may be written as 
where the contributions of the favored and nominal states have been separated explicitly. Using (4) and (5) 
APPLICATION
The biasing method previously proposed has been applied to a literature case study reported in [1] . All calculations have been performed by the Fortran code NUMA (Network Unreliability Monte Carlo Analysis), developed at the Laboratorio di Analisi di Segnale ed Analisi di Rischio (LASAR, http://lasar.cesnef.polimi.it). The network, named ARPA, is depicted in Figure 2 . The number of performance states which each arc can visit is m i =4 for i=1, 2 and 8, 9, m i =2 for i=3, 5 and 7 and m i =3 for i=4 and 6. At the beginning of each trial, all the arcs are in their nominal state of maximum performance. The state occupancy natural probabilities of each arc are reported in Table 1 . The MMCVs for the ARPA network with respect to a required demand d=10 in arbitrary units are reported in [1] . With respect to the original case study, the reliability of the ARPA network has been increased by reducing by four orders of magnitude the occupancy probabilities of non-nominal states ( i j m ≠ ) for each arc i. By so doing, the probability that a demand of ten units be supplied from source to target is very high or, from a dual perspective, system failure is a very rare event. Thus, tackling the evaluation of the network unreliability by Monte Carlo simulation would result in a great majority of the trials giving no contribution to the system unreliability estimate, so that a biasing technique is in order. Several MC simulations have been performed with the biasing method illustrated in the previous Section and with values of k ranging from 0.527 to 1. As explained, the choice of the value of k sets the performance threshold w th for arc biasing: each arc i whose average performance w i is above threshold, i.e. nominal state m i , which is exactly the opposite goal of the biasing. As for the lower limit of 0.527, it derives from the normalization to unity of the state probabilities, as explained in the previous Section. For each simulation, the network unreliability with respect to the delivery of a demand d of ten units at the target node, and the associated standard deviation, have been computed. All the biased simulations are made up of 5·10 5 trials; an analog simulation has also been performed with 10 9 trials. A commonly accepted figure of merit has been used to compare the performances of the biased simulations. This is defined as the reciprocal of the product of the simulation time multiplied by the variance of the unreliability estimate: the higher the value of the figure of merit, the more efficient the simulation. The results are reported in Table 2 and in Figure 3 and Figure 3 shows the system unreliability estimate and the associated uncertainty, measured by one standard deviation, for different values of the biasing parameter k. The proposed method gives good results when the value of k lies within 0.55 and 0.7, with the best performance at 0.7 in terms of reduced standard deviation. Conversely, a bias in the estimate of the unreliability is introduced when k lies outside of this range, in spite of higher values of the figure of merit (Figure 4 ). This result can be explained by analyzing the weight distribution of the sampled system configurations, which is strictly correlated with the intensity of the biasing as regulated by k. Consider, for instance, the case of k = 1. From Figure 3 and Table 2 it can be seen that a bias is introduced in the estimate of the unreliability and that the standard deviation is large. In Figure 5 , the corresponding weight distribution is reported in a bi-logarithmic graph, where the x and y axes represent the weight values collected for the unreliability estimate and the number of corresponding failed system configurations sampled, respectively.
As reported in Table 2 , only 5 arcs undergo biasing in the simulation with k=1. This results in the weight distribution being subdivided in five bins of weight value less than unity. Each bin corresponds to a given number of biased arcs, either 1, 2, 3, 4 or 5, sampled to go below the nominal performance state in a given network failed configuration. The failed configurations in which only one biased arc is sampled to lower its state below the initial nominal one, lay in the weight range [10 -5 -10 0 ]. arcs contribute a weight factor equal to unity, whereas the biased arcs give a weight factor greater or lower than one according to whether a nominal or a non-nominal state is actually sampled in the system configuration. When only one biased arc is sampled to a lower, non nominal state, the total network configuration weight associated to this trial is made up of four factors equal to unity, for the non-biased arcs, four factors greater than unity, for the arcs biased but sampled to the nominal maximum performance state, and one factor lower than unity, for the only arc sampled to move to a state below nominal performance.
In a similar way, when two biased arcs are sampled in a state below the nominal, 5 10 2 ⎛ ⎞ = ⎜ ⎟ ⎝ ⎠ different weight values are found, ranging in [10 -10 -10 -5 ]. In this case, the total network configuration weight has contributions lower than one from two weight factors, thus resulting in smaller overall system configuration weights. A similar argument holds for bins with three and four biased arcs sampled to move in a state below the nominal.
The single lower weight in bin five derives from failed configurations in which all five biased arcs are sampled to move below nominal performance. Only one weight value is possible for these network configurations because the weight factors associated to transitions of arcs to non-nominal states j are the same and equal to 1 i γ , independently of the arrival state j (Eq. (11)). Finally, the network may be in a failed configuration due to transitions to degraded performances of non-biased arcs (i.e. sampled from the natural probabilities), even if the biased arcs are in their nominal, best performing states. Though such configurations are very unlikely, the occupancy probabilities of non nominal states in biased arcs being very high, if sampled they give rise to no weight factor lower than one and a total weight well above one associated to the sampled network configuration. The contribution to the unreliability estimate of such few unfavored configurations with relatively large weights results in a significant degradation of the estimate statistics. This is a common ghost of biasing techniques where, together with configurations with small weights favored by the biasing, there are also unfavored configurations with large weights. On the other hand, when these few configurations are not sampled during the simulation, the unreliability estimate may be biased, because computed without spanning the entire spectrum of possible system configurations. This conflicting problem is commonly tackled by resorting to a greater number of Monte Carlo trials, with the increased computational time somewhat undoing the benefits of the biasing, or more effectively by introducing splitting techniques [31] .
CONCLUSIONS
A biasing method has been proposed for estimating more efficiently the two-terminal unreliability of complex multistate network systems by Monte Carlo simulation. The method relies on the choice of only one parameter, which determines the number of biased arcs and the magnitude of the bias, according to their performances. The performance of the method has been analyzed with respect to different values of the biasing parameter. A reference network of literature has been taken as case study. Ranges of the values of the biasing parameter can be identified, for which the biased simulations are more effective than the analog simulation, with respect to a figure of merit, which accounts for the reduction in the variance of the unreliability estimate and for the computational time.
A drawback in relying on only one parameter to control the biasing could be that the number of biased arcs is directly connected to the magnitude of the bias of the natural probabilities, with a slight loss of flexibility for a more general rule of bias. On the other hand, having to set only one parameter reduces the arbitrariness of the method, thus allowing to achieve more stable results.
Further developments of interest regard the merging of this biasing method with some technique of splitting to reduce the total weight of unfavoured network configurations. Moreover, knowledge of the MMCV is required to evaluate whether the sampled network is capable or not of meeting the required demand: analytical methods for MMCV identification and M2TR d evaluation can be used only on very simple systems. In this respect, it seems worthwhile to investigate the possibility of coupling the proposed simulation method with numerical methods for assessing the transmission flow through the network nodes, e.g. by path flow algorithms or Cellular Automata.
