The form of Chi-square criterion with Yates's correction for continuity was analysed in our paper [9] and here is not used. All studies in this work were carried out for significance level of 5%, the critical values of Chi-square criterion are assumed 3.841 for two categories and 5.991 for three categories.
The criterion of Fisher's angular transformation are used in the form: 
where E1,1 and E1,2 -frequencies in one of the categories for samples 1 and 2; n1 and n2 -size of samples 1 and 2. The critical value of this criterion is assumed 1.64 at significance level of 5% [5, pp. 160-162] .
The method of computational stochastic testing is used for investigation of sensitivity and specificity of χ 2 and φ * criteria. A simple model [9] is prepared for calculation experiments: two series of numbers are created on the base of the same random number generator; the values obtained are distributed into m categories, we can control distribution, to ensure uniform distribution or the predominance of frequencies in certain categories; an empirical value of criterion is calculated for obtained frequencies tables and compared with the critical value of this criterion at the specified level of significance; decision about the possibility of rejection of the null hypothesis is made. We know that actually the null hypothesis is true, because both samples (series of numbers) are generated with one random number generator. But the alternative hypothesis will be accepted in some of the tests as the result of random factors. The relative frequency of such false decisions is estimated as the probability of a type I error and should correspond to the significance level that was used to choose critical value of a criterion.
We need a large number of trials to obtain a satisfactory precision of the analysis. 1000000 trials were conducted in computational experiments for each case. The precision of the obtained values of the probability of a type I error was estimated on the base of the standard deviation in consecutive identical trials. The estimated absolute error is about 0.0005 for 95% confidence interval. In some of the trials with very small samples were obtained zero values of the frequencies in some categories, and it was not possible to calculate the values of a criterion. These results were removed from the analysis, and, if their part in the total number of trials exceeded 1%, the study under appropriate conditions was not conducted.
Two unequal random number generators were used to analyse of criteria sensitivity. In such case we know that actually the alternative hypothesis is true, because samples (series of numbers) are generated with deferent random number generator. We can control the level of variation. The relative frequency of true positive decisions corresponds to the sensitivity of a criterion. This sensitivity is determined by the level of differences between the parameters of random number generators, which are used for samples.
Type I Error Estimation
A series of statistical tests was performed based on the proposed model for uniform distribution of values of the compared random variables in two and three categories. Complete enumeration of all possible combinations of sample sizes in the range from 9 to 120 was made for the three categories. The minimum sample size that was analysed is equal to 9 that is the average for 3 values in each category.
Analysis of the results of computational experiments for the case of the frequency distribution into three categories ( fig. 1 ) gives rise to conclusions:
-decreasing the sample size, in general, reduces the precision of significance level, on which the statistic hypothesis testing is executed; the size of each sample is more crucial than the sum of the sizes of the two samples; -error of estimating the probability of a type I error depends on the samples sizes not monotonically due to the discrete nature of the frequencies being compared; -in the studied range of sample sizes (from 9 to 120) the maximum value of the probability of a type I error amounted α = 0,058 (for example, n1 = 15 and n2 = 12), the minimum α = 0,044 (for example, n1 = 9 and n2 = 120), thus, for very small sample sizes (but not less than 9) determination of significance level with application of the Chi-square test provides accuracy not worse than 16 %, with deviations either higher or lower. (Fig 2) to demonstrate features of this criterion. Due to the complex behaviour of the dependence of the Type I of the Chi-square criterion on the size of samples, let the reader determines the acceptable limits of application of this criterion to compare two random variables, distributed into three categories, guided by the diagram (Fig. 1) . Both Chi-square and Fisher's angular transformation criteria can be used in case of two categories in frequencies tables. But the type I error (Fig. 3) is not so stable as it was observed at 3 categories in frequencies tables. Such instability reflects on accuracy of providing of significance level. 
Criteria Sensitivity
Sensitivity of statistical hypothesis test is determined by three factors: features of the criterion, significance level of the test as well as real differences between the compared distributions. The significance level is adopted 0.05 in this study as it was underlined above. So we should vary the distributions of probabilities in compared populations, from which two random samples are generated to carry out the statistical test. We use two independence random number generators with uniform distribution of values in such intervals: the first population from (0-d) to (1-d) and the second -from (0+d) to (1+d). Series of "measurements" distributed into 3 categories form the samples for executing the statistical hypothesis tests (Fig. 4) . As a result of the computational experiments one can see that sensitivity of Chi-square test is low at small samples (Fig. 5) . We need more than 50 "measurements" to provide the type II error less 5% even for samples that very differ (d = 0.15). Sensitivity to small differences (d=0.05) stays lower, than 70%, in all diapason of computational experiments. Distribution of "measurements" into 4, 5 or 6 categories leads to small increasing of Chi-square criterion sensitivity. We observed up to 18 % increasing in case of random number generators of our study. But this effect is determined by the form of probability distributions in compared populations. One can estimate how the number of categories influences on the Chi-square criterion sensitivity, using the formula (1). We can compare the sensitivity of Chi-square and Fisher's angular transformation (FAT) criteria, if the "measurements" are distributed into 2 categories (Fig. 6) . The series of "measurements" are generated by the same random number generators as it was describe above, which are deferent for samples 1 and 2. The results show that sensitivity of Fisher's angular transformation (FAT) criterion is higher than Chi-square criterion sensitivity at 2 categories in all diapason of computational experiments (Fig. 7) . So it should be concluded that Chi-square criterion has no advantages in using for statistical hypothesis testing, if the measurements are grouped into 2 categories. But Chi-square criterion can be more effective at using distribution into several categories. 
Conclusions
Computational model for investigating the efficiency of statistical hypothesis testing is supposed. This model does not use any assumptions about probability distribution and test features. So it can be used for comparison of methods built on different principles.
Accuracy of the type I error estimation with Chi-square and Fisher's angular transformation criteria are investigated at small samples in computational experiments. Determination of significance level (α = 0,05) with application of the Chi-square test in the studied range of sample sizes (from 9 to 120) at frequencies tables with 3 categories provides accuracy not worse than 16 %, with deviations either higher or lower. Accuracy is not worse than 5% (from 0.0475 to 0.525), if sizes of both samples grater than 48.
Determination of significance level with application of the Chi-square test and Fisher's angular transformation test in the studied range of sample sizes (from 9 to 200) is in the interval from 0.04 to 0.08 instead of 0.05 that should be guaranteed by the test. Precision of the type I error estimation is better (in the interval from 0.04 to 0.06) if the sizes of samples are not less than 70.
Investigation of sensitivity of Chi-square test at some models of probability distributions in comprised populations shows that sensitivity is not high, it increases, if samples sizes are grater, and if we use more categories in frequencies tables.
Comparison of sensitivities of Chi-square and Fisher's angular transformation tests show that Chi-square criterion has no advantages in using for statistical hypothesis testing, if the measurements are grouped into 2 categories.
The perspectives of continuation of this study we see in investigation of precision and sensitivity of other criteria for statistical hypothesis testing, which are in use in pedagogical researches.
