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ABSTRACT
Heterogeneous ensembles built from the predictions of a wide va-
riety and large number of diverse base predictors represent a po-
tent approach to building predictive models for problems where
the ideal base/individual predictor may not be obvious. Ensemble
selection is an especially promising approach here, not only for
improving prediction performance, but also because of its ability
to select a collectively predictive subset, oen a relatively small
one, of the base predictors. In this paper, we present a set of al-
gorithms that explicitly incorporate ensemble diversity, a known
factor influencing predictive performance of ensembles, into a re-
inforcement learning framework for ensemble selection. We rig-
orously tested these approaches on several challenging problems
and associated data sets, yielding that several of them produced
more accurate ensembles than those that don’t explicitly consider
diversity. More importantly, these diversity-incorporating ensem-
bles were much smaller in size, i.e., more parsimonious, than the
laer types of ensembles. is can eventually aid the interpreta-
tion or reverse engineering of predictive models assimilated into
the resultant ensemble(s).
KEYWORDS
Predictive modeling, Ensemble learning, Ensemble diversity, Rein-
forcement learning
1 INTRODUCTION
Ensemble methods combining output of individual classifiers [19,
22] have been successful in producing accurate predictions formany
complex classification tasks [1, 9, 11, 14, 16, 24, 32]. e effective-
ness of an ensemble is related to the [degree of] diversity among
its constituent base predictors, as complete consensus (lack of di-
versity) cannot provide any advantage over any individual base
predictor, and similarly, a lack of consensus (high diversity) is un-
likely to produce confident predictions. Successful ensemble meth-
ods strike a balance between diversity and accuracy [6, 10]. For ex-
ample, popular methods like boosting [20] and random forest [3]
generate this diversity by sampling from or assigning weights to
training examples. However, they generally utilize a single type of
base predictor, such as decision trees, to build the ensemble. Such
homogeneous ensembles may not be the best choice for difficult
classification problems or data sets, where the ideal base predic-
tion method is oen unclear due to incomplete knowledge and/or
data issues.
A more potent approach in this scenario is to build ensembles
from a wide variety and large number of heterogeneous base pre-
dictors, which naturally lends diversity to the resultant ensembles.
Two commonly used methods for building such heterogeneous en-
sembles are stacking [12, 31], and ensemble selection [4, 5]. Recently,
we showed that these methods are more effective than homoge-
neous ensembles and individual classificationmethods for complex
prediction problems in genomics [25, 29, 30]. Other studies have
produced similar results [1, 14].
Ensemble selection is an especially promising approach, not only
for improving prediction performance, but also because of its abil-
ity to select a collectively predictive subset, oen a relatively small
one, of all input base predictors. e parsimony of such an ensem-
ble can be of even greater value for gaining domain knowledge,
where it is not only important to learn an accurate (ensemble) pre-
dictor, but also interpret what novel insights can be provided about
the target problem by the base predictors included in the ensem-
ble. For instance, in the important biomedical problem of predict-
ing protein function [15], it is critical to identify the biological fea-
tures or principles on the basis of which accurate predictions of
protein function are made [17]. It would be easier to reverse engi-
neer a smaller (more parsimonious) ensemble than a much larger
one, such as all the base predictors taken together, to identify such
features or principles.
However, despite its potential utility, themost well-known algo-
rithms proposed for ensemble selection [4, 5] are generally greedy
and ad-hoc in nature. Specifically, due to the uncertainities in set-
ting their parameters and components, the behavior and good per-
formance of these algorithms is difficult to guarantee for a variety
of problems or datasets. To address such challenges with these
algorithms, we proposed a novel ensemble selection framework
based on reinforcement learning (RL) [26] in our previous work
[25]. is framework provides a systematic way of exhaustively
exploring the many possible combinations of base predictors that
can be selected into an ensemble, and mathematically guarantees
convergence to (one of) the optimal solutions. In our initial exper-
iments [25], the RL-based ensembles turned out to be almost as
predictive as the much larger ensembles consisting of all the base
predictors, while being substantially smaller, i.e., more parsimo-
nious.
e effectiveness of this framework can be partly aributed to
its utilization of the diversity of base predictors owing to the RL-
enabled systematic search of the base predictor space, even with-
out diversity among predictors being explicitly used as a criterion
for this search. Given the close relationship between ensemble
performance and diversity discussed above, we investigated in the
current work whether explicity considering the diversity among
base/ensemble predictorswithin our RL-based framework can help
build even more accurate and parsimonious ensemble predictors.
In Section 2, we describe the algorithms implementing this exten-
sion using established measures for ensemble diversity [10, 27].
Section 3 describes the data sets and experimental setup used to
evaluate these algorithms. In Section 4, we illustrate how, and un-
der what circumstances, these algorithms can achieve their goals
of building accurate and parsimonious ensemble predictors. We
conclude with directions for future work in Section 5.
2 PROPOSED APPROACH
Here, we describe our proposed ensemble selection approach, start-
ing with basics of reinforcement learning and how it can be utilized
to address the ensemble selection problem.
2.1 Basics of Reinforcement Learning (RL)
RL is a type of machine learning in which an agent learns how to
optimally behave in its environment using a trial-and-error mech-
anism [26]. e agent tries to maximize the cumulative reward
that it is receiving from making decisions. Reinforcement signals
are provided by the reward function, which gradually guides the
agent towards finding the optimal behavior, or “policy”, that will
maximize its performance.
Q-learning is one RL algorithm that can discover an optimal
policy in a theoretically sound way [28]. Here, the Q-table repre-
sents the action-value mapping that the agent constructs by train-
ing in the environment. Q-learning allows the agent to investi-
gate the environment and update the Q-table using an ϵ-greedy
approach: with probability 1 − ϵ , the agent exploits its accumu-
lated knowledge (best current policy as determined by theQ-table),
and with probability ϵ the agent will explore another state in the
environment, different from the one dictated by its current knowl-
edge. Typically, the exploration is purely random, meaning that
the agent is allowed to randomly pick the next action to take as
long as it is different from the “optimal” action. is allows the
agent to potentially discover beer actions than the ones it has
already assessed.
2.2 Our previous work on RL-based ensemble
learning
In our previous work [25], we formulated the ensemble selection
problem as a search of the ensemble space and used Q-learning
to train an agent, i.e., the ensemble selection algorithm. Specifi-
cally, we defined the RL agent’s environment as a laice, such as
the one shown in Figure 1, where the nodes representing the states
denote all possible ensembles generated by N base predictors (i.e.,
2N possible nodes), and the arrows represent the allowed transi-
tions between states (the “actions” in our setup). We also proposed
three strategies, RL greedy, RL backtrack and RL pessimistic, to
search through this environment by defining the possible actions
between states. is is done within the Q-learning framework to
identify the best possible ensemble given the search strategy, the
corresponding reward function and the value of ϵ . Specifically, the
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Figure 1: An environment generated from 4 base predictors
to be used for RL-based ensemble selection.
framework returns the optimal policy, which in this case repre-
sents the optimal path from the root of the laice to the selected
ensemble.
In particular, the RL greedy strategy emulates a “greedy” agent,
whose goal is to reach the state in the environment representing
the full ensemble (FINISH node in Figure 1) and thus terminate
each of its learning episodes as quickly as possible. As a conse-
quence of this plan, the agent rapidly takes actions to add the next
base predictor to the ensemble represented by the current state,
and updates the Q-table in the process. With each action at taken
to transition from state st to st+1 in the environment, the agent re-
ceives the performance of the ensemble represented by state st+1
as a reward (denoted by the function f (s) in Equation 1).
R(st , at , st+1) = f (st+1) (1)
Finally, with all the episodes completed, and the optimal policy
returned, RL greedy picks the final ensemble as the one on the
policy path that produces the highest individual performance (on
a validation set).
2.3 Incorporating ensemble diversity into our
RL framework
Our previously proposed RL strategies focus on systematically ex-
ploring the ensemble space that may help discover diverse and ac-
curate ensembles. However, they don’t explicitly consider diver-
sity among predictors, as shown by the fact that their reward func-
tions (e.g., Equation 1), are only based on ensemble performance.
us, given the close relationship between ensemble performance
and diversity, in this work, we investigated if the explicit incorpo-
ration of ensemble diversity, measured appropriately, can help the
RL framework explore and yield even more accurate and parsimo-
nious ensembles.
e RL greedy strategy offers a natural extension towards a
diversity-enabled version of the RL framework. Note that the nat-
ural form of Q-learning enables exploration of randomly chosen
states with probability ϵ . us, instead of random exploration, we
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Figure 2: Diversity calculation methods used to quantify the diversity between (a) any pair of ensembles (diversity1), and (b) a
pair of ensembles differing in just one base predictor (diversity2).
can force the exploration to explicitly visit the state that is themost
diverse with respect to the ensemble represented by the current
state. We adopted this approach and explain its exact implemen-
tations evaluated in our work below. e rest of the RL greedy
strategy is used as it is.
2.3.1 Diversity calculationmethods. Ensemble diversity has long
been studied as a factor influencing ensemble performance, and
several diversity measures have been proposed for this purpose
[10, 27]. However, most of these measures are defined for a pair of
classifiers/predictors, which doesn’t lend them naturally to calcu-
lating diversity involving at least one ensemble consisting of mul-
tiple base predictors. Specifically, in our case, the diversity needs
to be calculated between candidate ensembles at the two ends of
various transitions/actions in the RL environment, such as those
denoted by green nodes and connected by the solid arrows in Fig-
ure 1. us, we used the following two simple methods for this
calculation:
• diversity1: e first method simply calculates the diversity
measure between the output prediction vectors obtained
by applying both the ensembles separately to the valida-
tion examples (Figure 2(a)).
• diversity2: e second method is based on the observation
that the two ensembles only differ in one base predictor,
such as predictor 3 or 4 with respect to the ensemble {1, 2}
among the shaded nodes in Figure 1. us, in this strategy,
only this distinct base predictor is applied to the validation
examples to generate the prediction vector. e diversity
measure is then calculated between this vector and that of
the predictions generated by the original ensemble applied
to the same examples (Figure 2(b)).
2.3.2 Ensemble diversitymeasures. Asmentioned before, a vari-
ety of diversity measures have been proposed for studying ensem-
bles [10, 27]. To test the effectiveness of incorporating diversity
into our RL framework, we chose some representative measures
of two types, unsupervised and supervised.
Unsupervisedmeasures: e simplest measures for the diversity
of two sets of predictions are standard proximity measures, which
are also unsupervised as they don’t involve using the actual labels
of the examples the predictions are generated from. In this work,
we tested Pearson’s correlation coefficient, cosine similarity and
Euclidean distance for this purpose. Also, since diversity is analo-
gous to distance, oneminus the values of the correlation coefficient
and cosine similarity were used as diversity measures.
Supervised measures: e more established ensemble diversity
measures are supervised in nature, as they don’t onlymeasure how
similar or different a pair of set of predictions are, but also use the
true label information of the examples to measure how similar or
different their classification errors are. We tested Yule’sQ [33] and
Fleiss’ κ [6] statistics as representatives of these measures in our
study. Specifically, given the predicted labels produced by a pair
of predictors Di and Dk , a contingency table counting how oen
each predictor produces the correct label in relation to the other
can be generated as:
Dk correct (1) Dk incorrect (0)
Di correct (1) N
11 N 10
Di wrong (0) N
01 N 00
en, the Q and κ statistics can be calculated as:
Qi,k =
N 11N 00 − N 01N 10
N 11N 00 + N 01N 10
. (2)
κi,k =
2(N 11N 00 − N 01N 10)
(N 11 + N 10)(N 01 + N 00)(N 11 + N 01)(N 10 + N 00)
. (3)
ese measures take the same scale as the correlation coeffi-
cient, i.e., they produce values tending towards 1 when Di and Dk
correctly classify the same instances, 0 when they do not, and −1
when they are negatively correlated. So, we used one minus their
respective values to quantify diversity.
Finally, like RL greedy that the diversity-incorporating algorithms
are based on, the stopping point is reached when they produce the
same ensemble for ten consecutive learning episodes.
3
Problem
Protein Function Datasets (PF)
Splice Site Datasets (SS)
PF1 PF2 PF3
(S. cerevisiae) D. melanogaster C. elegans P. pacificus C. remanei A. thaliana
#Features 300 300 300 141 141 141 141 141
#Positives 382 344 327 1,598 997 1,596 1,600 1,600
#Negatives 3,597 3,635 3,652 158,150 99,003 156,326 157,542 158,377
#Total 3,979 3,979 3,979 159,748 100,000 157,922 159,142 159,977
Table 1: Details of protein function (PF) and splice site (SS) datasets, including the number of features, number of examples
in the minority (positive) and majority (negative) classes, and total number of examples.
3 EVALUATION METHODOGY
We evaluated our proposed diversity-enabled RL-based ensemble
selection approaches, as well as their benchmarks, on two challeng-
ing computational genomics problems and several data sets related
to them using the experimental setup described below.
3.1 Problem Definitions and Datasets
Protein Function Prediction: Prediction of gene/protein func-
tion is an important problem in biology [15, 17]. Gene expression
data are commonly used for this task, as the simultaneous mea-
surement of gene expression across the entire genome enables ef-
fective inference of functional relationships and annotations. us,
we used the gene expression compendium of Hughes et al.[8] to
predict the functions of roughly 4, 000 S. cerevisiae genes. Among
these genes, the three most abundant functional labels (GO terms)
from the list of most biologically interesting and actionable Gene
Ontology Biological Process terms compiled by Myers et al. [13]
are used in our evaluation. ese labels are GO:0051252 (regula-
tion of RNA metabolic process), GO:0006366 (transcription from
RNA polymerase II promoter) and GO:0016192 (vesicle-mediated
transport). We refer to these prediction problems as PF1, PF2, and
PF3 respectively (details in Table 1).
Prediction of Splice Sites: RNA splicing is a naturally occur-
ring biological phenomenon that contributes to protein diversity,
which in turn contributes to the (ab)normal functioning of eukary-
otic organisms [2]. Generally, when creating mature RNA from
DNA, introns are removed (or spliced out) from the gene sequence
and exons are retained (or transcribed). Splice sites are conserved
nucleotide dimers found at the interfaces between exons and in-
trons. In general, splice sites are canonical, as acceptor splice sites
are signaled by the occurrence of the consensus dimer “AG” at the
3′ end of the intron, while donor splice sites are characterized by
the consensus dimer “GT”, situated at the 5′ end of the intron. Such
dimers occur frequently throughout most eukaryotic genomes but
their presence alone is not sufficient to declare a splice site. Cor-
rectly identifying splice sites is an essential step towards genome
annotation, and a difficult problem due to the highly unbalanced
ratio of bona fide splice sites to decoy dimers [23]. In this work, we
focused on identifying acceptor splice sites, which can be formu-
lated as a binary classification of DNA sequences (141-nucleotide-
long windows around “AG” dimers, with the dimer situated at po-
sition 61) as true acceptor splice sites and decoy dimers. us, we
assessed the ability of our algorithms to address this important
problem on five datasets of acceptor splice sites from five organ-
isms: D. melanogaster, C. elegans, P. pacificus, C. remanei, and A.
thaliana, published by Schweikert et al.[21] and Ra¨tsch et al.[18].
3.2 Experimental Setup
We maintain the same experimental setup as used in our previous
work [25], illustrated by Figure 2 in that paper. Also, as in that
work, in all our RL-based experiments, the parameters of the Q-
learning algorithm, namely α and γ , are set to the commonly used
values of 0.1 and 0.9 respectively [26]. e exploration/exploitation
trade-off is controlled by the ϵ probability discussed in Section 2.1.
A higher probability indicates more exploration. In our work, we
experiment with ϵ ∈ {0.01, 0.1, 0.25, 0.5}. e iterative nature of Q-
learning requires the initialization of its parameters (values in the
Q-table). We initialize the Q-table as a zero matrix, and update the
values as states and rewards are observed by the agent, as guided
by the ensemble diversity-based search strategies defined above.
We use 5-fold cross validation (CV) to estimate the performance
of all the models. All base predictors are learned on the training set
(60% of the original data described in Table 1), which is balanced
using undersampling of the majority class to address the highly
skewed distribution of the classes in our evaluation data sets. e
validation set (20% of the data) is used for calculating the rewards
of the nodes in the RL environment as well as calculating the di-
versity measures described earlier. e test set (comprising the re-
maining 20% of the data) is used to assess the overall performance
of all studied algorithms. An experiment for an algorithm being
tested consists of the collection of these performance scores over
all five rounds of this cross-validation.
All performance evaluation, whether internal (on the validation
set) or external (on the test set) is conducted using F-max, which is
the maximum value of the F-measure across all the values of preci-
sion and recall at many thresholds applied to the prediction scores
generated by the base classifiers and the resultant ensembles. F-
max is appropriate given the highly skewed class distributions of
the datasets used in our study, and has been shown to be reliable
for performance evaluation in a recent large-scale assessment of
protein function prediction [17].
e ensembles selected by the various algorithms we tested are
created by combining the probabilities produced by the constituent
base predictors using a weighted average. Here, the importance
(weight) of each base predictor is proportional to its predictive per-
formance (measured in terms of the F-max score) on the validation
set for all the approaches. We also considered options such as un-
weighted mean and median, but observed that the performance
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(b) Splice Site (SS) datasets
Figure 3: Overall performance of all diversity-incorporating RL-based ensemble selection algorithms, computed as the auESC
score described in Section 3, for (a) PF and (b) SS datasets. e same legend applies to both the plots. Standard errors are
calculated over ten repetitions of all respective experiments. e ϵ value that produced the highest auESC score for each
algorithm is shown above the corresponding bar.
of the ensembles was suffering because of the worst performing
individual base predictors included in them. In order to efficiently
obtain the reward of each state or the performance of the ensemble
being considered, we aggregate the predictions using a cumulative
moving average.
We train 18 diverse representative base classification algorithms
fromWeka [7], including Naı¨ve Bayes, Multilayer Perceptron, SVM
with a polynomial kernel, AdaBoost, Logistic Regression, and Ran-
dom Forest. Each CV training set is resampled with replacement 10
times to balance the classes, resulting in 180 base predictors. Each
ensemble selection algorithm is presented with a pool of base pre-
dictors (classification models). We start all our experiments with
ten base predictors and increase this set gradually, with steps of ten
randomly selected base predictors for each experiment, until we
reach the entire set of 180 base predictors. is setup is designed
to address the question of how the ensemble selection methods be-
have with an increasingly larger set of initial base predictors to
select from. e performance of the ensembles resulting from of
all these methods was evaluated across all these sizes, resulting
in curves such as the ones shown in Figure 5. We used the area
under these curves, denoted auESC (area under Ensemble Selection
Curve), as a global evaluation measure. To account for variation,
each set of experiments was repeated ten times for all the datasets.
Note that, in contrast to the ordering strategy used in our previous
work [25], the ordering of base predictors to generate increasingly
larger sets to present to the ensemble selection algorithms is now
completely random, thus reducing the likelihood of biasing the re-
sults.
4 RESULTS
In this section, we describe the results of the evaluation of the al-
gorithms described in Section 2 using the experimental setup de-
scribed in Section 3. Note that in some of the discussions below,
we discuss the PF and SS results separately due to the substantially
different sizes of these datasets to study the effect of this important
factor on the results.
4.1 Performance of proposed algorithms
As explained in Section 2, our diversity-incorporating RL-based
ensemble selection algorithms have several variations, particularly
because of the possible options for the following two components:
• Diversity computation methods: diversity1 or diversity2.
• Ensemble diversity measures: Unsupervised (cosine simi-
larity, Euclidean distance and Pearson’s correlation coeffi-
cient) and supervised (Yule’s Q and κ (kappa)).
us, we first evaluated the performance of these variations us-
ing the data sets and experimental setup described in Section 3.
e results of this evaluation are shown in Figure 3. Note that
for all the variations, the value of ϵ , the parameter defining the
RL exploration-exploitation probability, that produces the highest
auESC score for each data set is also shown. is enables a compari-
son between the best performing versions of the tested algorithms.
Overall, it can be seen that the general performance on the PF
data sets (Figure 3(a)) is substantially lower than that on the SS
ones (Figure 3(b)). is can be aributed to the larger size of the
laer, which provides the ensemble algorithms more information
to leverage for beer predictions.
Next, we analyzed which of the diversity1 or diversity2methods,
whose performance is represented by paired solid and striped bars
respectively in Figure 3, is more effective for diversity incorpora-
tion. It’s quite clear from Figure 3(a) the diversity1 almost consis-
tently performs beer diversity2 for PF data sets (paired Wilcoxon
rank-sum p-value=0.0015). However, in the case of the SS data
sets (3(b)), the performance of the two methods is statistically tied
(pairedWilcoxon signed-rank p-value=0.19). us, for further anal-
yses, for each diversity measure, whichever of the two methods
produces the highest auESC score for each SS data set is used as
the representative performance for that diversity measure for that
dataset.
Finally, we analyzed if using unsupervised and supervised en-
semble diversitymeasures had different effects on the performance
of the above ensemble selection algorithms. For this, we statisti-
cally compared the average performance of these two groups of
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Figure 4: Performance of the diversity-incorporating RL-based ensemble selection algorithms, as well as those proposed in
our previous work [25], on (a) PF and (b) SS data sets. e same legend applies to both the plots. Also shown for reference
are the performance of the full ensemble comprising of all the base predictors, as well as the best one among them. Standard
errors are calculated over ten repetitions of all the respective experiments. e diversity1method was used to generate the PF
results, while the best performing one out of diversity1 and diversity2 was use to generate the SS ones for each data set and
diversity measure. e ϵ value that produced the highest auESC score for each algorithm is shown within the corresponding
bar.
measures coupled with the diversity1 and diversity2 methods over
all the PF and SS data sets using the paired Wilcoxon signed-rank
test. However, we found there to be no significant differences
(p − value > 0.1 for all comparisons) between the two groups for
any dataset type or diversity incorporation method.
4.2 Comparison of RL-based ensemble
selection algorithms
In previous work [25], we proposed several RL-based ensemble se-
lection algorithms, which performed comparably to the full ensem-
ble (FE) consisting of all the base predictors, especially consider-
ing that the ensembles produced by these algorithms were much
smaller than FE, i.e. more parsimonious. us, based on the obser-
vations made in the previous subsection, we compared the perfor-
mance of these ensembles and baselines with that of our diversity-
incorporating RL ensembles on the various test data sets.
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Figure 4 provides an overview of the results of this compari-
son. It can be seen that almost all the ensembles, whether FE- or
RL-based ones, performed substantially beer than the best base
predictor (light green bars), an essential requirement for ensemble
performance. e only exception to this was the RL backtrack al-
gorithm, which is prone to overfiing due to its relatively complex
laice search algorithm. Furthermore, Figure 4 shows that none
of our previous RL algorithms outperformed the full ensemble in
terms of the absolute auESC score.
Next, we assessed how the performance of the diversity-incorporating
RL ensembles compared with that of the full ensemble. For the
PF data sets (Figure 4(a)), the RL diversity ensembles perform at
a level comparable to our previously proposed RL approaches, al-
though slightly lower than that of the full ensemble. On the other
hand, several of the RL diversity ensembles perform beer than
FE (red bars) on SS data sets, and transitively beer than our pre-
vious RL approaches. For instance, RL diversity cosine (blue bars)
outperforms FE for all the PF data sets except A. thaliana, which
is likely due to the unbalanced nature of our data sets (many more
negatives than positives). In situations like these, similarity mea-
sures like cosine are generally moremeaningful. RL diversity correlation
(green bars) and RL diversity euclidean (light blue bars) produce
such a performance for a couple of data sets each. is indicates
that these variations of the diversity-incorporating algorithms are
able to utilize the information in these much larger than PF data
sets to derive more accurate ensembles.
In contrast, the RL diversity variations based on supervised di-
versity measures didn’t perform beer than FE on any of the data
sets, either PF or SS.us, even though in aggregate, the two types
of measures perform statistically similarly (Section 4.1), there are
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Figure 5: Performance of ensembles produced by several algorithms, including the diversity-incorporating RL-based ones
proposed here, on the C. remanei SS data set as the number of base predictors is increased. Also shown for reference are the
performances of the full ensemble comprising of all the base predictors, as well as the best one among them. e best perform-
ing method out of diversity1 and diversity2, and value of ϵ (shown within parentheses), was used to generate the performance
curve for each diversity measure. Standard errors are calculated over ten repetitions of each respective experiment. e num-
bers on top of the RL diversity cosine (blue) curve represent the average sizes of the ensembles selected by the algorithm at
various numbers of initial base predictors.
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RL algorithm auESC size ratio@60 size ratio@120 size ratio@180 perf ratio@60 perf ratio@120 perf ratio@180
RL greedy 0.647 0.761 0.676 0.618 0.993 0.998 0.999
RL pessimistic 0.647 0.497 0.292 0.195 0.999 0.987 0.998
RL backtrack 0.545 0.115 0.069 0.036 0.818 0.853 0.803
RL diversity cosine 0.657 0.418 0.368 0.335 1.010 1.012 1.012
RL diversity euclidean 0.650 0.389 0.358 0.326 0.990 0.998 1.008
RL diversity correlation 0.654 0.456 0.357 0.316 0.996 1.011 1.008
RL diversity yule 0.648 0.772 0.642 0.647 0.994 0.998 0.995
RL diversity kappa 0.647 0.995 0.995 0.996 0.995 0.995 0.996
Table 2: Statistics for the performance curves shown in Figure 5. e ratios of the sizes and performances of the ensembles
produced by the various RL algorithms to those of the full ensemble (FE) are shown at representative initial base predictor set
sizes of 60, 120, and 180.
individual differences. is indicates that while established mea-
sures like Q and κ are useful for studying ensembles, their direct
use for learning ensembles using algorithms like ours may not nec-
essarily be effective. In such cases, it may be more meaningful to
use simpler unsupervised measures that are easier to compute and
less likely to overfit.
4.3 Relationship between ensemble
performance and parsimony
As was pointed out earlier, an advantage of ensemble selection is
that it can not only help learn accurate ensembles, but the rela-
tively smaller size (parsimony) of these ensembles can aid interpre-
tation or reverse engineering efforts. Our previous work [25] illus-
trated that RL can indeed help achieve this parsimony goal while
not compromising toomuch on performance. We assessed if and to
what extent the diversity-incorporating ensembles can help in this
direction. However, since presenting the results of this assessment
for all our test data sets will take too much space, we illustrate the
results using the C. remanei SS data set, which produces the overall
highest performance across all ensemble algorithms (Figure 4(b)).
Figure 5 shows the comparative performance of ensembles pro-
duced by several algorithms, including the diversity-incorporating
RL-based ones proposed here, on this data set. Consistent with the
results for this data set shown in Figure 4(b), several RL diversity
algorithms do perform beer than the full ensemble (red curve), as
shown by higher performance curves. In particular, RL diversity
with the cosine (blue curve) and correlation (green curve) diver-
sity measures (almost) consistently outperform the full ensemble,
especially aer about 40 initial base predictors. us, in addition to
at the aggregate (auESC) level (Figure 4(b)), this result shows that
diversity-incorporating ensembles can also work well at a data set
level and for a range of numbers of initial base predictors.
However, as discussed above, performance is only a part of the
story. e other part is how much parsimony the RL ensembles
are able to achieve relative to the full ensemble. e numbers
on top of the RL diversity cosine (blue) curve in Figure 5 repre-
sent the average sizes of the ensembles selected by this algorithm
with various numbers of initial base predictors. It can be seen that
RL diversity cosine not only performs beer than the full ensem-
ble, but also does this consistently with much smaller ensembles,
oen nearly only 30 − 40% of the size of the full ensemble.
is can also be seen more generally in Table 2, which reports
the ratios of the sizes and performances of the ensembles produced
by the various RL algorithms to those of the full ensemble (FE) at
representative initial base predictor set sizes of 60, 120, and 180.
It can be seen here also that the RL diversity cosine ensembles
consistently performs beer than the full ensemble and ensembles
from other RL-based approaches while maintaining small ensem-
ble sizes. Other unsupervised diversity measures (euclidean and
correlation) also dowell in this direction, but supervised ones (yule
and kappa) don’t, once again confirming the observation made
above.
Overall, the above results demonstrate that diversity-incorporating
RL ensemble selection can help infer accurate as well as parsimo-
nious ensembles. is can be aributed to the approach’s ability
to systematically explore diverse base predictors whose addition
to the ensemble can aid ensemble performance and parsimony.
5 CONCLUSIONS
In this paper, we describe a set of algorithms to incorporate en-
semble diversity into our reinforcement learning (RL) framework
for ensemble selection. ese algorithms were implemented using
a variety of diversity incorporation methods and ensemble diver-
sity measures, and were rigorously evaluated on several challeng-
ing problems and associated data sets. Several of these implemen-
tations produced more accurate ensembles than those that don’t
explicitly consider diversity, such as ones combining all the base
predictors and those based on our previous RL approaches, espe-
cially for larger data sets. Perhaps even more importantly, these
diversity-incorporating ensembles were much smaller in size, i.e.,
more parsimonious, than the laer types of ensembles. is can
eventually aid the interpretation or reverse engineering of predic-
tive models assimilated into the resultant ensemble(s).
Our proposed approaches can be improved upon by consider-
ing other methods of incorporating diversity, as well as measures
for quantifying it. Particularly, the lack of success of specialized
(supervised) ensemble diversity measures within our framework
needs to be investigated. Also, it will be beneficial to objectively
assess if and how the parsimonious nature of our ensembles can
actually aid interpretation, as we hypothesize. Finally, as with sev-
eral other uses of reinforcement learning [26], computational effi-
ciency is a challenge for us as well. us, there is a need for more
efficient RL algorithms and implementations, such as those based
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on parallelization and high-performance computing, that can en-
hance the efficiency of our approaches as well.
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