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Abstract
In the present paper, the ATLAS inclusive W± and Z boson production data
are analysed together with the CMS inclusive W± and Z boson production
data to investigate any possible tensions between the data sets and to determine
the strange sea fraction, within the framework of a parton distribution function
fit at next-to-next-to leading order in perturbative QCD.
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1. Introduction
Measurements that probe the parton distribution functions (PDFs) of the proton have traditionally been
made in deep inelastic scattering (DIS) experiments. A very broad range of resolving power, as charac-
terised by Q2, the negative four-momentum transfer squared, and of Bjorken x, (which is interpreted as
the fraction of the proton’s momentum taken by the struck parton) has been measured. The state of the
art interpretations of these data use next-to-next-to leading order (NNLO) calculations in perturbative
Quantum Chromodynamics (QCD) to determine the parton distribution functions.
The region of low Bjorken x, x <∼ 0.01, is primarily constrained by the precise measurement of
the proton structure function F2(x,Q2) at HERA [1], which determines a specific combination of light
quark and anti-quark distributions. However, the flavour composition of the total light sea, is not well
determined using the HERA data alone. In particular, little is known about the strange sea. Historically,
the strange sea was related to the light quark sea by an x-independent fraction [2, 3, 4], such as s¯(x) =
rsd¯(x), and it is often assumed that the strange sea is suppressed such that rs ∼ 0.5. The evidence for this
suppression comes from dimuon production in charged current data from the NuTeV [5], CCFR [6] and
NOMAD [7] neutrino scattering experiments. These data provide constraints at larger x on the strange
and also the anti-strange densities through the subprocesses W+s → c and W−s → c. However, the
interpretation of these data is sensitive to uncertainties from charm fragmentation and nuclear corrections
and when these data have been used to determine parameters of the strange sea quark distribution no
consensus, between PDF fitting groups, on the level of suppression as a function of x has emerged.
The high precision measurements of the inclusive W and Z boson cross section at the LHC re-
cently performed by the ATLAS collaboration provide new constraints on the strange quark density in
the low-x regime [8] and a corresponding set of NNLO PDFs, the ATLASepWZ16 PDFs. Specifically,
the data support the hypothesis of a symmetric composition of the light quark sea at low-x for both high
and low scales. This observation was supported by analysis of the ATLAS W + c data [9] . However,
the CMS W + c data [10] favour a somewhat smaller strangeness. Since the analysis of the W + c data
involve assumptions on charm jet fragmentation and hadronisation it is interesting to investigate if this
disagreement is present for the inclusive Drell-Yan (DY) data of ATLAS and CMS. The Drell-Yan pro-
cess and DIS are theoretically the best understood processes. In the present paper, the ATLAS inclusive
W and Z differential cross section data are analysed together with the CMS inclusive W and Z differ-
ential cross section data to investigate any possible tensions between these data sets and to determine the
strange sea fraction. This is done by performing a parton distribution function analysis in NNLO QCD
using the inclusive deep inelastic scattering data from HERA jointly with the ATLAS and CMS inclusive
Drell-Yan data.
The results are presented in terms of the ratio (s + s¯)/(u¯ + d¯) as a function of x for both low
and high-Q2 scales. This ratio is unity if strange quarks are not suppressed in relation to light quarks
and is ∼ 0.5 for the conventional level of suppression. However, two points should be noted, firstly the
experimental evidence for suppression is centred at higher x, x >∼ 0.1 and modest Q2 ∼ 20 GeV2,
whereas the sensitivity of the LHC data is at x ∼ 0.01. Secondly, whatever the level of suppression at
low Q2, the fraction of strangeness will grow as Q2 increases due to flavour blind g → qq¯ splitting, such
that the strangeness ratio tends asymptotically to unity for large Q2. Thus at LHC scales the difference
between suppression and non-suppression at the starting scale requires precision measurements.
2. Input Data Sets
The final combined e±p cross section measurements of HERA [1] cover the kinematic range of Q2 from
0.045 GeV2 to 50000 GeV2 and of Bjorken x from 0.65 down to 6 × 10−7. There are 169 correlated
sources of uncertainty and total uncertainties are below 1.5% over the Q2 range 3 < Q2 < 500 GeV2
and below 3% up to Q2 = 3000 GeV2.
The ATLAS W± differential cross sections are based on combined data in both electron and
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muon decay channels as functions of the W decay lepton (e,µ) pseudo-rapidity, η, with an experimental
precision of 0.6 − 1.0%. The Z/γ∗ boson rapidity, y, has been measured in three Z mass ranges:
46 < MZ < 66 GeV; 66 < MZ < 116 GeV and 116 < MZ < 136 GeV and in central and forward
rapidity ranges, with an experimental precision of 0.4% for central rapidity and 2.3% for forward rapidity.
The absolute normalisation of the W,Z cross sections is known to within 1.8 %. There are 131 sources
of correlated systematic uncertainty.
The CMS inclusive data come from several different analyses. The W data are available for
7 TeV [11] and 8 TeV [12] collisions and are used as W -asymmetry data for 7 TeV and as separate
W+ and W− data for 8 TeV. These data are presented as a function of muon pseudo-rapidity with an
experimental precision of ≈ 1%. The correlations are supplied as a systematic correlation matrix for the
7 TeV data and as full covariance matrices for the 8 TeV data. The Z data come as double differential
Drell-Yan measurements as functions of dimuon rapidity for different dimuon mass bins for 7 TeV [13]
and as functions of di-lepton (combined electron and muon channels) rapidity in the same rapidity bins
for 8 TeV [14]. A typical experimental accuracy for these measurements is between 1 % and 3 %. The
correlations are provided as full covariance matrices. Only the 7 TeV [13] Z data are used for the main
analysis, since the covariance matrix of the 8 TeV Z data results in an unreasonably large χ2 for the fits.
The same effect has been found by other PDF fitting analyses [15].
In principle, there can be correlations between the CMS and ATLAS data arising from: the use
of common Monte Carlos when modelling backgrounds and signals; common PDF uncertainties on the
measured cross sections and from luminosity. The former two sources of correlation are impossible to
estimate since the identity of sources of systematic correlation is lost in the construction of a covariance
matrix. However, these sources of uncertainty are small (per mille) contributions to the total uncertainty.
The luminosity uncertainty is larger,∼ 1.8% and∼ 2.6% for ATLAS and CMS 7 TeV data, respectively,
however the need to consider correlation with CMS luminosity is avoided since the CMS 7 TeV Z data
is normalised and the W data is used as a W -asymmetry. The CMS 8 TeV data come from a different
running period, such that luminosity is not correlated.
3. Theoretical framework
The present QCD analysis uses the xFitter framework [16, 3, 17]. The light quark coefficient functions
are calculated to NNLO as implemented in QCDNUM [18]. The contributions of heavy quarks are
calculated in the general-mass variable-flavor-number scheme of Refs. [19, 20]. The renormalisation and
factorisation scales for the DIS processes are taken as µr = µf =
√
(Q2). The program MINUIT [21]
is used for the minimisation. Each step is cross-checked with an independent fit program [22].
For all data sets the xFitter package [23] uses the APPLGRID code [24] interfaced to the MCFM
program [25] for fast calculation of the differential W and Z/γ∗ boson cross sections at NLO in QCD
and LO in EW. A K-factor technique is used to correct from NLO to NNLO predictions in QCD. For the
CMSW and Z data the NNLO corrections are calculated with the FEWZ3.1 [28] program, using NNLO
CT10 [30] PDFs. The lowest di-lepton invariant mass bin 20 → 30 GeV is not used in the analysis
since the pt cuts imposed on the data ensure that the cross section is approximately zero at LO, such
that NLO is effectively LO and NNLO is effectively NLO. Hence the K-factor calculation is considered
unreliable for this lowest bin. For ATLAS the K-factors include correction from LO to NLO predictions
in EW as well as correction from NLO to NNLO in QCD [26]. All K-factors are close to unity to within
±(1−2)%, apart from in the low-mass region 46→ 66 GeV when they can reach 5%. Predictions for the
ATLAS W and Z/γ∗ Drell-Yan boson production are calculated at fixed order in QCD to NNLO and in
electroweak to NLO, using the DYNNLO1.5 [27] program, as described in reference [8]. The results are
cross-checked with the FEWZ3.1.b2 [28] program. The high-mass range is also subject to background
from photon induced di-lepton production which is estimated using the MRST2004QED [29] photon
PDF.
3
The QCD evolution equations yield the PDFs at any value of Q2 if they are parameterised as func-
tions of x at some initial scaleQ20. In the present analysis, this scale is chosen to beQ
2
0 = 1.9 GeV
2 such
that it is below the charm mass threshold m2c . The heavy quark masses are chosen to be mc = 1.43 GeV
and mb = 4.5 GeV. The strong coupling constant is fixed to αS(MZ) = 0.118. A minimum Q2 cut of
Q2 ≥ 7.5 GeV2 is imposed on the HERA data. This minimumQ2 cut helps to minimise any effects from
ln(1/x) resummation [31]. These choices follow the ATLASepWZ16 analysis. The parameter choices
are varied to determine the systematic uncertainty on fit parameters due to these assumptions.
The quark distributions at the initial scale are represented by the generic form
xqi(x) = Aix
Bi(1− x)CiPi(x), (1)
where P (x) is a polynomial in powers of x. The parameterised quark distributions qi are chosen to be
the valence quark distributions (xuv, xdv) and the light anti-quark distributions (xu¯, xd¯, xs¯). The gluon
distribution is parameterised with the more flexible form xg(x) = AgxBg(1− x)CgPg(x)−A′gxB
′
g(1−
x)C
′
g 1. The parameters Auv and Adv are fixed using the quark counting rules and Ag is fixed using the
momentum sum rule. The normalisation and slope parameters, A and B, of u¯ and d¯ are set equal such
that xu¯ = xd¯ at very small x. The strange PDF xs¯ is parameterised as in Eq. 1, with Ps¯ = 1 and
Bs¯ = Bd¯, leaving two free strangeness parameters, As and Cs. By default it is assumed that xs = xs¯.
Terms are added in the polynomial expansion Pi(x) only if required by the data, following the procedure
described in Ref. [3]. This leads to an additional term, Puv(x) = 1 + Euvx
2. The inclusion of the
CMS Z and W data does not alter the preferred form of the parameterisation. Thus the form of the
central parameterisation follows that of the ATLASepWZ16 analysis [8]. There are 15 free parameters.
However additional parameters, which do not yield any significant decrease in χ2, but which can modify
the shape of the PDFs, are added as parameterisation variations, see Section 4.
The ATLAS data are compared to the theory using the χ2 function defined in in Eqs. 21 and 17 of
the ATLAS analysis [8] which accounts for correlated systematic uncertainties of the data using nuisance
parameters. For the CMS data the correlated systematics are provided as correlation and covariance
matrices and hence the form of the χ2 used is as given in Eqs. 18 and 19 of the xFitter write-up [16, 23].
4. Results
The data from CMS and ATLAS are first considered separately. For both data sets theW production data
and the Z mass peak data are first considered separately and then together. The following data subsets
are considered, together with the HERA data:
• ATLAS W fit includes the ATLAS 7 TeV pseudo-rapidity distributions of the leptons from W+
and W− decay with full systematic correlations between them;
• CMS W7,8 fit includes the CMS asymmetry distributions of positive and negative decay muons
for 7 TeV data and the separate W+ and W− distribution with full correlations between them for
the 8 TeV data, as a function of muon pseudo-rapidity;
• ATLAS Z fit includes the ATLAS 7 TeV Z data in the MZ peak region 66 < MZ < 116 GeV in
central, 0 < y < 2.4 (called CC), and forward, 1.2 < y < 3.6 (called CF), rapidity regions, with
full systematic correlations between these rapidity regions;
• CMS Z7 fit includes the Z-mass peak region is 60 < MZ < 120 GeV and the rapidity range is
0 < y < 2.4;
• ATLAS W,Z fit and CMS Z7+W7,8 fit include the W and Z data together, from ATLAS and
CMS, respectively. When the ATLAS W and Z data are considered together, the full system-
atic correlations between the ATLAS W and ATLAS Z data are used. There are no equivalent
correlations for the CMS data.
1In the analysis presented here, C′g is fixed to C′g = 25. The exact value of C′g does not matter provided it is large enough
that this negative term does not contribute at large x, the present choice follows the HERAPDF [1].
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CMS Z7 CMS W7,8 CMS Z7 + W7,8
Total χ2/NDF 1218/1965 1225/1074 1236/1098
Data set, χ2/NDP
HERA 1156/1056 1157/1056 1157/1056
CMS 7 TeV central Z 11/24 11/24
CMS 7 TeV W-asymmetry 13/11 13/11
CMS 8 TeV W+,W− 4/22 4/22
Table 1: Total and partial χ2 for data sets entering the PDF fits of the CMS data.
ATLAS Z ATLAS W ATLAS W,Z
Total χ2/NDF 1233/1062 1245/1063 1276/1084
Data set, χ2/NDP
HERA 1155/1056 1160/1056 1164/1056
ATLAS W+ 12/11 12/11
ATLAS W− 8/11 9/11
ATLAS Z central CC 14/12 15/12
ATLAS Z central CF 9/9 8/9
Table 2: Total and partial χ2 for data sets entering the PDF fits of the ATLAS data.
The total χ2 per number of degrees of freedom (NDF) and the partial χ2 per number of data points
(NDP) of the data sets entering the fits are listed in Tables 1 and 2 for each experiment. The χ2 for the
CMS 8 TeV W data are small and so a check is made using the 8 TeV W -asymmetry data. The typical
χ2/NDP for these data are 5/11 and the parameters of the fits are essentially unchanged2.
Then the ATLAS and CMS data are considered together as summarised in Table 3. First the
ATLAS and CMS W data are fitted together, then the ATLAS and CMS Z data are fitted together and
finally all the ATLAS and CMS W and Z data are considered together. The latter is our main fit and it is
referred to as the CSKK fit hereafter.
All of the fits describe the HERA data as well as when the HERA data are fitted alone, there is no
tension between the LHC and HERA data. There is also no tension between subsets of the CMS data
or subsets of the ATLAS data. Finally there is also no strong tension between the ATLAS and the CMS
measurements. The χ2 for the CMS data is still good when the ATLAS data are added and conversely
the χ2 for the ATLAS data remain good when the CMS data are included.
In Figures 1 and 2 the central values of the PDFs for the fits to the ATLAS and CMS data separately
are shown. The PDFs illustrated are valence quarks, uv, dv, gluon, g, total sea, Σ, antiquarks, u¯, d¯, s
quark and the ratio (s+ s¯)/(u¯+ d¯). This ratio is unity if strange quarks are not suppressed in relation to
light quarks and is ∼ 0.5 for the conventional level of suppression.
Figure 1 shows that the valence quarks, gluon and total sea are rather similar for all fits–although
2 The CMS PDF fit to these W -asymmetry data together with the HERA data gave partial χ2/NDP = 3/11[12].
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ATLAS and CMS W ATLAS and CMS Z ATLAS and CMS
W and Z, CSKK fit
Total χ2/NDF 1265/1096 = 1.15 1244/1086 = 1.15 1308/1141 = 1.15
Data set, χ2/NDP
HERA 1159/1056 1157/1056 1163/1056
ATLAS W+ 12/11 13/11
ATLAS W− 8/11 9/11
ATLAS central CC Z 14/12 16/12
ATLAS central CF Z 9/9 7/9
CMS 7 TeV central Z 12/24 12/24
CMS 7 TeV W-asym. 13/11 14/11
CMS 8 TeV W+,W− 6/22 5/22
Table 3: Total and partial χ2 for data sets entering the PDF fits of the ATLAS and CMS data.
the shape of dv differs a little at its peak. The shapes of these PDFs are well determined by the HERA
data. Figure 2 shows that the flavour break up of the sea, which is sensitive to the LHC data, is different
between CMS and ATLAS. The ATLAS data have larger strangeness than the CMS data. However
at small x neither the CMS nor the ATLAS data support the conventional level of suppression. The
distributions differ more markedly for x > 0.1 but parameterisation uncertainties become large in this
region, see later. The ATLAS W and Z data taken separately imply smaller strangeness than the ATLAS
W,Z data taken together, particularly for x > 0.1, but there is additional information in the fit to these
data coming from the common correlated systematic uncertainties.
Figure 3 shows that the valence quarks, gluon and total sea are also similar for fits done to the W
and Z data separately, and that both are similar to the the combination of the W and Z data. Figure 4
shows that the flavour break up of the sea, which is sensitive to the LHC data, is similar at small x for the
W and Z data taken separately and both data sets support unsuppressed strangeness. The PDFs are now
shown with their experimental uncertainties resulting from the statistical and correlated and uncorrelated
systematic uncertainties on the ep and W,Z cross section measurements. From Fig. 4 it can also be
seen that the Z data are more sensitive to strangeness than the W data. The distributions differ more
markedly for x > 0.1 where parameterisation uncertainties become large. As before, the W and Z
data taken separately imply smaller strangeness than when W,Z data are taken together, particularly for
x > 0.1, because of the additional information coming from the correlated systematic uncertainties of
the ATLAS data.
Figures 5 and 6 show the PDFs resulting from the fits to the CMS W and Z data, the ATLAS W
and Z data and the ATLAS and CMSW and Z data. These PDFs are also shown with their experimental
uncertainties. As before, the PDFs illustrated are uv, dv, gluon and total sea, u¯, d¯, s and the ratio
(s + s¯)/(u¯ + d¯). The valence quarks, gluon and total sea are similar for the PDFs derived from the
ATLAS and CMS data, small differences are well within the spread of uncertainties. Considering the
flavour break up one can see that, although the strange distributions from ATLAS and CMS differ, in the
region of maximal sensitivity of the LHC data, x ∼ 0.01, the CMS data alone imply a strangeness ratio
only ∼ 1− 2 standard deviations lower than that of the ATLAS data alone.
Considering the CSKK fit to both ATLAS and CMS data it is clear that the greater accuracy of the
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ATLAS data dominates the fit, such that the combined fit has unsuppressed strangeness. It is interesting
to consider the separate effect of the CMS and ATLAS W and Z samples on the PDF uncertainties for
different PDFs. Figure 7 shows the effect on the uncertainties of the valence and sea quarks, of adding
the four different data samples, namely the ATLAS W , ATLAS Z, CMS W and CMS Z, separately to
the HERA data. The effect on valence quarks is illustrated by the d-valence. One can see that theW data
of ATLAS and CMS are equally powerful in constraining the valence distributions, whereas the Z data
do not have such a powerful effect. For the total sea distribution, Σ, the ATLAS Z data gives the most
powerful constraint, followed by the ATLAS W , CMS W and CMS Z data sets. The same ordering is
seen in the u¯ and d¯ uncertainties and is most pronounced for s and the ratio (s+ s¯)/(u¯+ d¯), as illustrated
in the bottom two plots.
The CMS data are not in tension with the ATLAS data since the χ2 for the CMS data is still
remains very good when ATLAS data are added. A further measure of the consistency of the data in the
fit can be seen by considering the shifts of the systematic uncertainties, as determined by the nuisance
parameters in the fit. The distribution of the shifts is shown in Fig. 8, for all the correlated systematic
uncertainties and separately for the ATLAS data alone.
The default method for assessing experimental uncertainties is the Hessian method based on the
∆χ2 = 1, however we have also use the MC replica method [32] which can differ from the Hessian
when experimental uncertainties are non-Gaussian. The PDFs obtained with both methods agree well. A
comparison of the uncertainties on u-valence, d-valence, Σ and the ratio (s+ s¯)/(u¯+ d¯) for the CSKK
fit is shown in Fig. 9. The uncertainty estimates of these two methods are compatible.
Figures 10–14 show comparisons of the predictions of the CSKK fit to the input data sets for both
ATLAS and CMS data. For the ATLAS data the theoretical prediction is shown both with and without
the shifts induced by the nuisance parameter treatment of the correlated systematic uncertainties.
We now consider adding the off-peak Drell-Yan data at 7 TeV, for both ATLAS and CMS. First
we add the high-mass data, in the dilepton-mass range 116 to 136 GeV, for ATLAS and, in the ranges
120 to 200 GeV, and 200 to 1500 GeV, for CMS (called CSKK+highMass). Then we add the low-
mass data, in the dilepton-mass range 46 to 66 GeV, for ATLAS and in the ranges 30 to 45 GeV and 45
to 60 GeV for CMS (called CSKK+highMass+lowMass). The correlations between these data and the
central Z-peak data are accounted for in all cases. The resulting PDFs are shown, with their experimental
uncertainties, in Figures 15 and 16 compared to the nominal CSKK fit. These figures show that adding
the low and high-mass regions of the ATLAS and CMS data does not change the result substantially.
The experimental uncertainties are also not much reduced. The χ2s for the fit including all the off-peak
data are given in Table 4. The off-peak 7 TeV Z data are generally well described. The high χ2 for the
ATLAS low-mass data was already observed in the ATLAS analysis [8]. This data set has little influence
on the fit. Figures 17 and 18 show comparisons of the off-peak mass bin data to the predictions of the
CSKK+highMass+lowMass fit. Since there are larger theoretical uncertainties for these off-peak mass
regions [8, 31], coming from electroweak effects and photon induced processes, we chose to use only
the peak data for the nominal CSKK fit.
Finally, the impact of the CMS Z double-differential DY data at 8 TeV are studied. The invariant
mass and rapidity ranges are the same as for the 7 TeV data. First just the central Z-peak bin is added to
the CSKK+highMass+lowMass fit, this fit is labelled CSKK+highMass+lowMass+z8Peak. Then all the
8 TeV mass bins are added (excluding the lowest mass bin 20 < MZ < 30 GeV, just as for the 7 TeV
data), this fit is labelled CSKK+highMass+lowMass+z8All. Since the uv, dv, gluon and total sea PDFs
remain very similar to those of the nominal CSKK fit, we choose to shown only the central values of the
u¯, d¯, s PDFs and the ratio (s+ s¯)/(u¯+ d¯) in Figure 19, compared to the CSKK fit with its experimental
uncertainties. The χ2 are given in Table 4. The 8 TeV CMS Z data are not well fitted, especially for the
central mass region. This results in an overall significantly larger χ2, as also found by NNPDF3.1 [15].
When these data are fitted together with the ATLAS data some tension with the ATLAS central mass,
central rapidity Z data appears. However, as also shown in Table 4, these 8 TeV CMS Z data are not well
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ATLAS and CMS W and all Z bins CMS W and
Z at 7 TeV Z at 7 and 8 TeV all Z bins
Total χ2/NDF 1481/1243 = 1.19 1814/1351 = 1.34 1596/1290 = 1.24
Data set, χ2/NDP
HERA 1163/1056 1178/1056 1186/1056
ATLAS W+ 13/11 12/11
ATLAS W− 9/11 15/11
ATLAS central CC Z 15/12 26/12
ATLAS central CF Z 7/9 8/9
ATLAS CC Z, 116 < Mz < 150 GeV 8/6 7/6
ATLAS CF Z, 116 < Mz < 150 GeV 4/6 4/6
ATLAS CC Z, 46 < Mz < 66 GeV 28/6 34/6
CMS 7 TeV W-asym. 14/11 14/11 18/11
CMS 8 TeV W+,W− 5/22 7/22 5/22
CMS 7 TeV Z central 12/24 13/24 16/24
CMS 7 TeV Z, 120 < Mz < 200 GeV 31/24 28/24 25/25
CMS 7 TeV Z, 200 < Mz < 1500 GeV 20/12 19/12 17/12
CMS 7 TeV Z, 30 < Mz < 45 GeV 35/24 35/24 36/24
CMS 7 TeV Z, 45 < Mz < 60 GeV 22/24 20/24 20/24
CMS 8 TeV Z central 74/24 66/24
CMS 8 TeV Z, 120 < Mz < 200 GeV 73/24 56/24
CMS 8 TeV Z, 200 < Mz < 1500 GeV 14/12 12/12
CMS 8 TeV Z, 30 < Mz < 45 GeV 38/24 37/24
CMS 8 TeV Z, 45 < Mz < 60 GeV 29/24 20/24
Table 4: Total and partial χ2 for data sets entering the extended PDF fits of the ATLAS and
CMS data to include off-peak Drell-Yan data. Full details are given in the text
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fitted even when they are fitted together with just HERA data and other CMS data. The input of these
8 TeV CMS Z data does not change our results substantially in the region of sensitivity of the LHC data
x ∼ 0.01, particularly in the case of the the central Z peak data.
For the final combination of the ATLAS and CMS data, model and parameterisation uncertainties
are considered. The model uncertainty includes variation of the minimum Q2 cut value, the value of the
starting scale and the heavy quark masses, following the HERAPDF2.0 analysis [1]. The variation of the
charm quark mass and the starting scale are performed simultaneously as the constraint Q20 < m
2
c has to
be fulfilled. The variations are summarised in Table 5 together with the corresponding values of the total
χ2/NDF and the ratio Rs = s+s¯d¯+u¯ at x = 0.023 and Q
2
0 = 1.9 GeV
2, and at x = 0.013 and Q2 = M2Z .
The latter x,Q2 point represents the region of maximal sensitivity of the LHC data and the former x,Q2
point is the corresponding point at the starting scale for QCD evolution in the PDF fit.
The parameterisation uncertainty corresponds to the envelope of the results obtained by adding
extra parameters which can result in somewhat different parton distributions with almost equally good
χ2 as for the nominal fit. Just as in the ATLASepWZ16 analysis, the parameterisation variations con-
sidered consist of adding extra terms in the polynomials P of Eq. 1 and allowing the low-x parameter
for the strange quark Bs¯ to be free. However in addition, further variations of the low-x sea quark pa-
rameterisation are considered. Firstly, the constraint (xu¯ − xd¯) → 0 for x → 0 is relaxed by allowing
the A and B parameters for u¯ and d¯ to differ. The low-x xd¯(x) distribution is found to be consistent
with xu¯(x), within experimental uncertainties and the strangeness ratio is still consistent with unity, as
shown in Figure 20. Secondly, the Bs¯ parameter was allowed to vary in the fit, additionally to allowing
the A and B parameters for u¯ and d¯ to differ. The low-x xd¯(x) distribution is still found to be consistent
with xu¯(x), and the low-x strange distribution is somewhat enhanced, similarly to when Bs¯ is allowed
to be free but the constraint (xu¯ − xd¯) → 0 for x → 0 is preserved. Figure 20 shows a comparison of
the sea PDFs from these two fits to those of the nominal CSKK fit. The valence and gluon PDFs do not
differ significantly. These parameterisation variations are also summarised in Table 5 together with the
corresponding values of the total χ2/NDF and the Rs ratio at x = 0.023 and Q20 = 1.9 GeV
2 and at
x = 0.013 and Q2 = M2Z .
The αs uncertainty corresponds to a variation of αs(MZ) from 0.116 to 0.120. Further uncer-
tainties due to scale choice or the limitations of NNLO calculations are beyond the scope of the present
study. They have been considered in the ATLAS analysis [8].
Figure 21 shows the strangeness ratio resulting from the nominal CSKK fit with the model and
parameterisation uncertainties as well as with the experimental uncertainties. The ratio is shown as a
function of x at the starting scale Q20 and at Q
2 = M2Z . The total uncertainty is dominated by the param-
eterisation uncertainty for most of the x range. The ratio of the strange to the light quark sea density is
found to be consistent with unity at low x. These plots constitute our main result on the strangeness frac-
tion as a function of x. However for direct comparison to the result of the ATLASepWZ16 analysis [8]
and NNPDF3.1 [15], we also quote the value of strangeness ratio Rs at x = 0.023 and Q20 = 1.9 GeV
2
Rs = 1.14± 0.05 (experimental)± 0.03 (model) +0.03−0.05 (parameterisation) +0.01−0.02 (αs) (2)
and at x = 0.013 and Q2 = M2Z
Rs = 1.05± 0.02 (experimental) +0.02−0.01 (model) +0.02−0.01 (parameterisation)± 0.01 (αs). (3)
The largest uncertainties come from freeing the strange sea Bs¯ parameter and the additional parameters
for u¯ and d¯.
One further cross check of the robustness of the present result is performed. For the CSKK fit, d¯−u¯
at x ∼ 0.1 is negative, approximately 2-3 standard deviations away from the positive value suggested by
the E866 fixed-target Drell-Yan data [33]. It has been suggested that if positive (d¯ − u¯) were imposed
on the fit [34], the strangeness would decrease since larger d¯ is correlated to smaller strangeness in the
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Variation Total χ2/NDF Rs = s+s¯d¯+u¯
x = 0.023, x = 0.013,
Q20 = 1.9 GeV
2 Q20 = 8317 GeV
2
Nominal CSKK fit 1308 / 1141 1.14 1.05
Model variations
Q2min = 5 GeV
2 1375 / 1188 1.14 1.06
Q2min = 10 GeV
2 1251 / 1101 1.14 1.05
mb = 4.25 GeV 1307 / 1141 1.12 1.04
mb = 4.75 GeV 1310 / 1141 1.16 1.06
µ2f0 = 1.6 GeV
2 and mc = 1.37 GeV 1312 / 1141 1.16 1.06
µ2f0 = 2.2 GeV
2 and mc = 1.49 GeV 1308 / 1141 1.12 1.05
Parameterisation variations
Bs¯ 1308 / 1140 1.12 1.05
Duv 1308 / 1140 1.13 1.05
Ddv 1308 / 1140 1.14 1.05
Dg 1306 / 1140 1.15 1.06
Du¯ 1305 / 1140 1.15 1.06
Dd¯ 1302 / 1140 1.09 1.04
Edv 1308 / 1140 1.14 1.05
Au¯ and Bu¯ free 1306 / 1139 1.17 1.07
Au¯ and Bu¯ and Bs¯ free 1306 / 1138 1.17 1.07
αs(MZ) variations
αs(MZ) = 0.116 1308 / 1141 1.12 1.04
αs(MZ) = 0.117 1308 / 1141 1.13 1.05
αs(MZ) = 0.119 1309 / 1141 1.14 1.06
αs(MZ) = 0.120 1310 / 1141 1.15 1.06
Table 5: Overview of the impact of variations in the QCD fit of model input parameters, pa-
rameterisation and the value of αs(MZ), as compared to the nominal fit. For each variation the
total fit χ2/NDF is given as well as the values of the quantity Rs = s+s¯d¯+u¯ , at x = 0.023 and
Q20 = 1.9 GeV
2 and at x = 0.013 and Q20 = 8317 GeV
2.
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current parameterisation. However the E866 observation is made at x ∼ 0.1, whereas the LHC data
have largest constraining power at x ∼ 0.01, such that a strong correlation between d¯ and strangeness at
different x values is avoided by allowing differing x shapes in the parameterisation. As a cross-check a
fit was made with a parameterisation which forces (d¯ − u¯) to be in agreement with the E866 data [22].
The resulting strangeness ratio is Rs = 0.95± 0.07 (experimental) at x = 0.023 and Q20 = 1.9 GeV2.
This still represents a strangeness ratio which is consistent with unity, although it lies ∼ 2 standard
deviations lower than our central result. It is not included in the parameterisation variations since it does
not represent a good fit to the HERA, ATLAS and CMS data. The χ2/NDF of this fit is 1363/1141 for
these data compared to 1308/1141 for the nominal CSKK fit.
5. Summary
The ATLAS and CMS inclusive W and Z differential cross section data at 7 and 8 TeV have been
analysed within the framework of an NNLO pQCD PDF fit together with the combined HERA inclusive
cross section data. There is no tension between the HERA data and the LHC data, or between the LHC
data sets. The key observation of the present paper is that the LHC data support unsuppressed strangeness
in the proton at low x at both low and high scales. The result is dominated by the ATLAS data but is not
in contradiction with the CMS data.
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Fig. 1: The PDFs uv, dv, gluon and total sea, as determined by fits to HERA data plus various
subsets of ATLAS and CMS W and Z data. Full details are given in the text.
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Fig. 8: Distribution of shifts of the correlated systematic uncertainties including global normal-
isations for all uncertainties (top) and for the ATLAS uncertainties only (bottom). There are no
entries outside the histogram range. Gaussian fits to the distributions are shown.
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Fig. 17: The PDF fit (Theory, CSKK+highMass+lowMass) to HERA and ATLAS and CMS
data for all Z mass regions compared to CMS off-peak Z data at 7 TeV
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Fig. 18: The PDF fit (Theory, CSKK+highMass+lowMass) to HERA and ATLAS and CMS
data for all Z mass regions compared to ATLAS off-peak Z data at 7 TeV. Since the corre-
lated systematic uncertainties for ATLAS are allowed to vary, by shifts determined by nuisance
parameters in the fit, the theoretical prediction is also shown after the shifts (Theory + shifts).
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Fig. 19: The central values of the PDFs u¯, d¯, s and the ratio (s + s¯)/(u¯ + d¯) for fits to HERA
data and ATLAS and CMS W and Z data including the high and low di-lepton invariant mass
regions at 7 TeV, as well as the CMS 8 TeV Z data. These are compared to the nominal CSKK
fit and its experimental uncertainties. Full details are given in the text.
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Fig. 20: The PDFs u¯, d¯, s and the ratio (s + s¯)/(u¯ + d¯) for the nominal CSKK fit to HERA
data and ATLAS and CMS W and Z mass-peak data, compared to fits with additional free
parameters for the u¯, d¯ and s sea. The bands represent experimental uncertainties for the CSKK
fit. Full details are given in the text.
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Fig. 21: The ratio (s + s¯)/(u¯ + d¯) for fits to HERA data and ATLAS and CMS W and Z data
with experimental, model and parameterisation uncertainties at the starting scale Q20 (top) and
at Q2 = M2Z (bottom). Full details are given in the text.
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