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Abstract
We present a new class of iterative schemes for solving initial value problems (IVP)
based on discontinuous Galerkin (DG) methods. Starting from the weak DG formulation
of an IVP, we derive a new iterative method based on a preconditioned Picard iteration.
Using this approach, we can systematically construct explicit, implicit and semi-implicit
schemes with arbitrary order of accuracy. We also show that the same schemes can be
constructed by solving a series of correction equations based on the DG weak formulation.
The accuracy of the schemes is proven to be min{2p+1,K+1} with p the degree of the DG
polynomial basis and K the number of iterations. The stability is explored numerically;
we show that the implicit schemes are A-stable at least for 0 ≤ p ≤ 9. Furthermore, we
combine the methods with a multilevel strategy to accelerate their convergence speed. The
new multilevel scheme is intended to provide a flexible framework for high order space-
time discretizations and to be coupled with space-time multigrid techniques for solving
partial differential equations (PDEs). We present numerical examples for ODEs and PDEs
to analyze the performance of the new methods. Moreover, the newly proposed class of
methods, due to its structure, is also a competitive and promising candidate for parallel in
time algorithms such as Parareal, PFASST, multigrid in time, etc.
Keywords. initial value problem, time discretization, discontinuous Galerkin method, su-
perconvergence, high-order method, iterative method, deferred correction method, multi-
grid in time, parallel in time
1 Introduction
The construction of efficient, stable and high-order numerical methods for the solution of ini-
tial value problems governed by ordinary differential equations has been studied extensively
in past decades. Existing methods for such problems can be classified, roughly speaking, into
two groups. The first group consists of discretization schemes based on the strong differen-
tiation/integration formula of the initial value problem, which includes Runge-Kutta meth-
ods [12], linear multi-step methods, and spectral deferred correction (SDC) [16]. This first
group, in many respects, has become a mature subject and a dominant approach for solving
both non-stiff and stiff problems [28, 29]. Furthermore, many techniques have been developed
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such as semi-implicit schemes [4, 37, 44] and the parallel in time algorithms [38, 43, 17]. In
particular the development of parallel in time algorithms is now a growing field. In fact time-
parallelism allows to extend the scalability of a software using domain decomposition in the
time direction aside from the space one [26, 45].
The second group consists of methods based on the weak Galerkin formulation of the
initial value problem. The earliest developments of Galerkin approaches have been introduced
by Argyris and Scharpf [3], Fried [25], and Hulme [31, 32] with continuous finite element
methods more than 40 years ago. After that, the continuous finite element methods as time
discretizations have been intensively studied by many authors, for example by Betsch and
Steinmann in their series of work [5, 6, 7, 27].
The focus of this paper is the DG method, which falls from the second group. The first
analysis of the DG method applied to ODEs was done by Lesaint and Raviart [40] in 1974, right
after the introduction of the DG methods in 1973 by Reed and Hill [46]. In [40], Lesaint and
Raviart showed that the DG method with polynomials of degree p is A-stable of order 2p+1 at
the mesh points, and proved the results for linear cases. This property of “order 2p+ 1 at the
mesh points” was later called the superconvergence property. A rigorous proof for non-linear
cases was given by Adjerid, Devine, Flaherty and Krivodonova [2] in 2002. In the extension of
the standard DG approach, an α-averaging DG method for ODEs was introduced by Delfour,
Hager and Trochu [14]; they approximated the solution u at time tn by taking the average of
the jump: u(tn) ≈ αnuh(t−n ) + (1 − αn)uh(t+n ). For piecewise constant approximations, the
values αn = 0,
1
2 , 1 correspond, respectively, to Euler’s explicit, improved, and implicit scheme.
Since then, many authors have studied the derivation of time discretization schemes based
on DG approaches. Examples are one-step methods, such as implicit Runge-Kutta method, and
multistep methods, such as Adams-Bashforth and Adams-Moulton schemes, see [15, 8, 24, 51].
Although DG methods have attractive features, such as excellent stability property (A-stability)
and high-order accuracy (superconvergence) for solving initial value problems, there are still
notable challenges:
• for nonlinear ODEs, Galerkin approaches lead to nonlinear systems of equations, which
usually are not trivial to solve. Especially, for the time discretization of nonlinear PDEs,
methods for their solutions tend to be rather difficult to code and computationally ex-
pensive.
• The fully implicit nature of Galerkin schemes makes them less efficient and attractive for
non-stiff problems compared to the classical time integration schemes.
• Explicit-implicit discretizations, which are capable of treating the non-stiff terms explic-
itly and the stiff term implicitly, have not been developed yet.
• In the context of time discretizations, the now popular parallel in-time-algorithms are
not yet used in combination with the Galerkin approach.
The above points are the main reason why the DG time stepping method is not as widely
used, in the sense of applications and publications, as classic time stepping methods such as
Runge-Kutta methods. Besides its usage as a time stepping method, it is worth to mention
that the DG method has been used as time discretization of space-time finite element methods,
cf. [34, 23, 18, 19, 20, 21, 22]. However, also in the context of space-time discretization, one
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has to face the above challenges. For example, in [39] the authors coupled the space-time
discretization with additional pseudo-time stepping methods to generate explicit schemes and
deal the nonlinearity.
In order to address these challenges, here we derive a new class of time stepping schemes
based on the standard DG time stepping method introduced by Lesaint and Raviart [40] in
1974. We start from the standard weak DG formulation, where the DG approximation uh is
constructed in the nodal form [30] based on the right Gauß-Radau points. The solution u at tn
is approximated by taking the upwind flux: u(tn) = uh(t
−
n ). Furthermore, to avoid the trouble
of solving the fully implicit nonlinear system generated by the weak Galerkin formulation, we
introduce different iterative methods, which lead to explicit, implicit and semi-implicit schemes.
The theoretical analysis is also given; the new iterative schemes have accuracy order of
min{2p + 1,K + 1} with p the degree of polynomial basis and K the number of iterations.
The new schemes preserve the superconvergence property of the DG method [2]. Also, their
stability is explored numerically; the implicit schemes are demonstrated to be A-stable at least
for 0 ≤ p ≤ 9. Our proposed schemes are intended to:
• be combined with the method of lines approach to yield a flexible framework for high
order space-time methods for partial differential equations;
• be combined with the spatial multigrid methods to generate a framework for space-time
multigrid methods;
• be combined with the parallel in time algorithms, such as Parareal, PFASST, etc.
Therefore, a general multilevel strategy based on the full approximation scheme (FAS) and
basic adaptive strategies are presented in this paper as starting points for future developments.
This paper is organized as follows. In Section 2, we review the DG method for ODEs and its
relevant properties. In Section 3, we derive a new class of iterative time stepping schemes based
on the DG methods and the error estimates are presented. Furthermore, a general multilevel
strategy based on full approximation schemes is introduced in Section 4 together with a brief
description of adaptive strategies. Numerical examples are given in Section 5. The conclusions
are presented in Section 6.
2 Background
In this section, we briefly review the weak formulation and necessary properties of the standard
DG methods for the initial value problem:{
ut = f(t, u(t)), t ∈ [0, T ]
u(0) = u0
. (2.1)
For convenience, here we consider u0 ∈ R, u : R 7→ R and f : R × R 7→ R. Systems of ODEs
can be addressed in a similar way.
To derive the DG weak formulation, we divide the time interval [0, T ] into N subintervals
by means of the partition 0 = t0 < t1 < · · · < tn < · · · < tN = T . Let In = [tn, tn+1],
∆tn = tn+1 − tn, h = max
n
∆tn. We denote by un ≈ u(tn) the respective approximation for u
at tn resulting from the DG schemes described below.
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The DG approximation space is given by
V ph =
{
vh : vh
∣∣
In
∈ Pp(In)
}
, (2.2)
where Pp denote the space of all polynomials of degree ≤ p. On each interval In, we construct
the DG approximation uh in the nodal form,
uh(t) =
p∑
m=0
un,m`n,m(t), t ∈ [tn, tn+1], (2.3)
where {`n,m(t)} is the basis of Lagrange polynomials of degree p with the right Gauß-Radau
points {tn,m}m=0...p (see the following notes) over the interval In. Due to the discontinuous
nature of this approach, at the mesh point tn, the DG approximation uh has two values: the
limiting values from the left uh(t
−
n ) and from the right uh(t
+
n ) (see Figure 2.1), which in general
will be different.
t
0
t0 tntn−1· · · tn+1
T
· · · tN
tn,0 tn,m tn,p· · ·· · ·
In
uh(t
+
n )
uh(t
−
n+1) = un+1
uh(t
−
n ) = un
uh(t
+
n−1)
Figure 2.1: The discretization of the time axis and the corresponding notation is shown. Also
the Gauß-Radau points tn,m are depicted for the interval In.
In this paper, as in the original work of Lesaint and Raviart [40], the numerical approxi-
mation for u(tn+1) is given by
un+1 = uh(t
−
n+1) =
p∑
m=0
un,m`n,m(tn+1) = un,p. (2.4)
Here, we note:
• The choice of the nodal form (2.3) is convenient for quadrature purpose and crucial for
the further derivations in this paper. For more details about the nodal DG method and
its comparison with modal DG method, we refer to Hesthaven and Warburton [30].
• The Gauß-Radau points are the quadrature points of the Gauß-Radau quadrature, which
requires p + 1 points and reproduces exactly all polynomials of degree 2p, see [1]. Here,
“right” Gauß-Radau points means that the right endpoint is included in the p+ 1 points
{tn,m}m=0...p,
tn < tn,0 < tn,1 < · · · < tn,p = tn+1.
An explanation for this choice will be provided in Section 3.
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Once the approximation space has been chosen, as usual, we multiply with test functions,
vh ∈ V ph , on both sides of (2.1), and integrate by parts:
−
∫ tn+1
tn
uh(vh)t dt+ uh(t
−
n+1)vh(t
−
n+1)− uh(t−n )vh(t+n ) =
∫ tn+1
tn
f(t, uh(t))vh dt, (2.5)
where uh(t
−
n+1) is the upwind flux and uh(t
−
n ) (= un) is passed from the previous interval In−1
as the initial value.
By inserting the nodal representation of uh we obtain, for 0 ≤ j ≤ p,
−
p∑
m=0
un,m
∫ tn+1
tn
`m(t)`
′
j(t) dt+ un,pδjp − uh(t−n )δj0 =
∫ tn+1
tn
f(t, uh(t))`j(t) dt.
For simplicity we consider in first place the linear case, f(t, uh(t)) = λuh(t), then, by transfor-
mation to the reference interval [−1, 1] we get
LU + λ
∆tn
2
MU +B = 0, (2.6)
with
Li,j =
∫ 1
−1
`′i(t)`j(t) dt− δipδjp, Mi,j =
∫ 1
−1
`i(t)`j(t) dt, (2.7)
where {`i(t)} are the Lagrange polynomials of degree p on the reference interval [−1, 1], and
U = [un,0, un,1, . . . , un,p]
T , B = uh(t
−
n ) [`0(−1), `1(−1), . . . , `p(−1)]T .
By solving system (2.6), we have the standard discontinuous Galerkin approximation of the
test equation, {
U = −(L+ λ∆tn2 M)−1B
un+1 = un,p
.
Extensive results on the properties of DG methods are available in the literature, see [40, 14, 15,
35, 47]. Before presenting our new method, let us first collect some properties of DG methods,
which will be useful later on.
Lemma 2.1. (Stability.) The DG method (2.5) for IVP (2.1) is A-stable.
Proof. See Theorem 2 in Lesaint and Raviart [40].
Lemma 2.2. (Superconvergence.) Denote by uh the DG approximation of degree p for the
IVP (2.1) (f(t) ∈ C2p+1) on the interval In = [tn, tn+1], and {tn,m}m=0...p the (p + 1) Gauß-
Radau points on In. Then we have the local truncation error:
u(tn,m)− uh(tn,m) = O
(
hp+2
)
, 0 ≤ m ≤ p− 1.
and at the end point uh(t
−
n+1) = uh(tn,p),
u(tn+1)− uh(t−n+1) = O
(
h2p+2
)
.
Proof. See Theorem 5 in Adjerid et al. [2].
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As a time stepping method, the DG method has two attractive features: Lemma 2.1 provides
excellent stability (A-stability) and Lemma 2.2 high-order accuracy (the global error is of order
2p+1). However, the challenges arise when dealing with nonlinear ODEs. If f(u) is a nonlinear
function, then the term λ∆tn2 MU becomes
∆tn
2 F (U), where
F (U) =
[∫ 1
−1
f
(
t,
p∑
m=0
un,m`m(t)
)
`0(t) dt, . . . ,
∫ 1
−1
f
(
t,
p∑
m=0
un,m`m(t)
)
`p(t) dt
]T
. (2.8)
This leads to the nonlinear system
LU +
∆tn
2
F (U) +B = 0, (2.9)
which in general can not be easily solved. In the next section, we will construct an iterative
approach to solve the system (2.9) and derive a new class of iterative schemes based on the
DG weak form (2.5).
3 A New Class of Iterative Schemes for DG Methods
In general, f(t, u) in (2.8) can not be integrated analytically, for this reason, we use numerical
quadrature to approximate the integral, see [14, 15, 51]. The choice of quadrature is critical for
the final scheme, for example, it can facilitate the derivations of the multi-steps rule, Runge-
Kutta methods and hybrid methods from the DG methods, see [15, 51]. However, only few
choices preserve the superconvergence property from Lemma 2.2. In this paper, in order to
preserve the superconvergence property, we choose the Gauß-Radau quadrature to construct
the DG approximation (2.3).
As consequence of the nodal DG form (2.3), we can use the collected Gauß-Radau points
for quadrature directly,
F (U) ≈ Fω(U) = [ω0fn,0, ω1fn,1, . . . , ωpfn,p]T = diag{ω0, . . . , ωp}[fn,0, . . . , fn,p]T , (3.10)
and the integrals in (2.7) can be evaluated exactly as
Li,j =
∫ 1
−1
`′i(t)`j(t) dt− δipδjp = ωj`′i(tj)− δipδjp, Mi,j =
∫ 1
−1
`i(t)`j(t) dt = ωjδij ,
where fn,m = f(tn,m, un,m) and t, ω are the correspond right Gauß-Radau points and weights
over the reference domain [−1, 1].
By means of the numerical quadrature, we simplify the nonlinear system (2.9) to
LU +
∆tn
2
Fω(U) +B = 0. (3.11)
However, it is still a fully implicit system, and a nonlinear system has to be solved. We empha-
size that the nonlinearities are now localized, thus allowing for the construction of dedicated
solution methods.
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3.1 A Simple Iterative Approach
A naive way to solve system (3.11) is to use a fixed point iteration.
Explicit DG Scheme:
Uk+1 = −∆tn
2
L−1Fω(Uk)− L−1B, (3.12)
where U0 can be obtained, for example, by using the explicit Euler method.
Clearly, the iterative scheme (3.12) is an explicit scheme and its stability is guaranteed
when ∆tn → 0. Although scheme (3.12) avoids to solve a nonlinear system, we will show later
that both its stability and convergence speed are not very satisfactory. However, before going
further to improve scheme (3.12), we first present its error estimates.
Lemma 3.1. Denote UK = [uKn,0, . . . , u
K
n,p]
T
the K-th iteration of scheme
Uk+1 = −∆tn
2
L−1F (Uk)− L−1B, (3.13)
with F (U) defined in (2.8) and uh the DG approximation of degree p for the IVP (2.1) (f(t) ∈
C2p+1), then we have
uh(tn,m)− uKn,m = O
(
hK+2
)
, m = 0, . . . , p,
where h = max
n
∆tn, and U
0 is obtained by using the explicit Euler method.
Proof. First, the DG solution Uh = [uh(tn,0), . . . , uh(tn,p)]
T satisfies the weak formulation
LUh +
∆tn
2
F (Uh) +B = 0,
by comparing it to the iteration scheme
LUk+1 = −∆tn
2
F (Uk)−B,
we have
L(Uh − Uk+1) = ∆tn
2
(
F (Uk)− F (Uh)
)
.
For using induction in k, we assume,
uh(tn,m)− ukn,m = O(hk+2), 0 ≤ m ≤ p.
For k = 0, the initial guess U0 is given by the explicit Euler method, we have
uh(tn,m)− u0n,m = O(h2), 0 ≤ m ≤ p.
For k ≥ 1, we denote {·}j the j-th component of a vector, then{
∆tn
2
(
F (Uk)− F (Uh)
)}
j
= O(h|Uk − Uh|) = O(hk+3), 0 ≤ j ≤ p.
Therefore,
uh(tn,m)− uk+1n,m =
{
∆tn
2
L−1
(
F (Uk)− F (Uh)
)}
m
= O(hk+3), k = 0, . . . ,K − 1,
here L−1 is a constant matrix which only depends on p.
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Lemma 3.2. Denote UK = [uKn,0, . . . , u
K
n,p]
T
the K-th iteration of scheme (3.12) and uh the
DG approximation of degree p for the IVP (2.1) (f(t) ∈ C2p+1), then we have
uh(tn,m)− uKn,m = O
(
hmin{2p+2,K+2}
)
,
where h = max
n
∆tn, and U
0 is obtained by using the explicit Euler method.
Proof. First, the DG solution Uh = [uh(tn,0), . . . , uh(tn,p)]
T satisfies
LUh +
∆tn
2
F (Uh) +B = 0,
by comparing it to the iteration scheme
LUk+1 = −∆tn
2
Fω(U
k)−B,
we have
L(Uh − Uk+1) = ∆tn
2
(
Fω(U
k)− F (Uh)
)
.
By using induction on k, we assume,
uh(tn,m)− ukn,m = O(hmin {2p+2,k+2}), 0 ≤ m ≤ p.
Since
Fω(U
k)− F (Uh) = Fω(Uk)− Fω(Uh) + Fω(Uh)− F (Uh),
and by Gauß-Radau quadrature (p+ 1 points), see [36],
{Fω(Uh)− F (Uh)}j = O(h2p+1),
with {
Fω(U
k)− Fω(Uh)
}
j
= O(|Uk − Uh|) = O(hmin {2p+2,k+2}), 0 ≤ j ≤ p,
we have{
∆tn
2
(
Fω(U
k)− F (Uh)
)}
j
= O(hmin {2p+2,k+3})+O(h2p+2) = O
(
hmin{2p+2,k+3}
)
, 0 ≤ j ≤ p.
Therefore,
uh(tn,m)−uk+1n,m =
{
∆tn
2
L−1
(
Fω(U
k)− F (Uh)
)}
m
= O
(
hmin{2p+2,k+3}
)
, 0 ≤ m ≤ p, 0 ≤ k ≤ K−1,
as mentioned in Lemma 3.1, L−1 is a constant matrix.
Lemma 3.3. (Local Truncation Error.) Denote UK = [uKn,0, . . . , u
K
n,p]
T
the K-th iteration of
scheme (3.12) and by u the exact solution for the IVP (2.1) (f(t) ∈ C2p+1), then we have
u(tn,m)− uKn,m = O
(
hmin{p+2,K+2}
)
, 0 ≤ m ≤ p− 1.
and at the end point tn+1 = tn,p,
u(tn+1)− uKn,p = O
(
hmin{2p+2,K+2}
)
,
where h = max
n
∆tn.
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Proof. By Lemma 2.2, we have
u(tn,m)− uh(tn,m) = O
(
hp+2
)
, 0 ≤ m ≤ p− 1.
and at the end point
u(tn+1)− uh(tn,p) = O
(
h2p+2
)
.
From Lemma 3.2,
uh(tn,m)− uKn,m = O
(
hmin{2p+2,K+2}
)
.
By applying the triangular inequality, we finish the proof.
Remark 3.1. By comparing Lemma 3.1 and Lemma 3.2, we see that the order of accuracy of
the iterative approach to the DG approximation is bounded by the accuracy order of the used
numerical quadrature and the number of iterations. Therefore, due to the superconvergence
property given by Lemma 2.2, the right Gauß-Radau points will be the proper choice. In fact,
if the more popular Gauß-Lobatto points are used, then one order of accuracy will be lost.
3.2 A New Iterative Approach
As mentioned earlier, the explicit scheme (3.12) has unsatisfactory stability properties and low
convergence speed, and we also want to derive implicit and semi-implicit schemes. To derive
those desired iterative schemes, we consider the general preconditioned iteration scheme as
Uk+1 = Uk − P−1
(
Uk +
∆tn
2
L−1Fω(Uk) + L−1B
)
. (3.14)
It is obvious that when P = I, we have the explicit scheme (3.12). For simplicity, we denote
FωU ≡ Fω(U). Then, we obtain the original DG weak scheme by choosing P = I + ∆tn2 L−1Fω.
In order to reduce the complexity, in this section, we consider P = I + ∆tn2 L
−1
∆ Fω where L∆ is
an approximation of L.
As mentioned earlier in (2.6), the matrix L is given by
Li,j =
∫ 1
−1
`′i(t)`j(t) dt− δipδjp, 0 ≤ i, j ≤ p,
which mainly arises form
∫ tn+1
tn
p∑
m=0
un,m`m(t)`
′
j(t) dt. Here, by considering piecewise constant
approximations
p∑
m=0
un,m`m(t) ≈
p−1∑
m=0
un,mχ[tn,m, tn,m+1],
where χ is the standard characteristic function. We have∫ tn+1
tn
p∑
m=0
un,m`m(t)`
′
j(t) dt ≈
∫ tn+1
tn
{
p−1∑
m=0
un,mχ[tn,m, tn,m+1]`
′
j(t)
}
dt
=
p−1∑
m=0
un,m
∫ tn,m+1
tn,m
`′j(t) dt =
p−1∑
m=0
un,m (`j(tn,m+1)− `j(tn,m)) .
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This leads to an approximation of L given by
L∆ =

−1
1 −1
. . .
. . .
1 −1
1 −1
 ,
where the red component is contributed from the −δipδjp term in (2.6). Substituting the L∆
back into the preconditioned scheme (3.14), we get(
I +
∆tn
2
L−1∆ Fω
)
Uk+1 =
(
I +
∆tn
2
L−1∆ Fω
)
Uk −
(
Uk +
∆tn
2
L−1Fω(Uk) + L−1B
)
=⇒
L∆U
k+1 +
∆tn
2
Fω(U
k+1) =
∆tn
2
Fω(U
k)− ∆tn
2
L∆L
−1Fω(Uk)− L∆L−1B.
For convenience, we denote B = [b0, . . . , bp]
T and L−1 =
{
l−1i,j
}
. Then we write the above
formula componentwise for Uk = [ukn,0, . . . , u
k
n,p]
T
:
uk+1n,0 =
∆tn
2
ω0
(
f(uk+1n,0 )− f(ukn,0)
)
−
p∑
j=0
l−10j
(
∆tn
2
ωjf(u
k
n,j) + bj
)
uk+1n,m+1 = u
k+1
n,m +
∆tn
2
ωm+1
(
f(uk+1n,m+1)− f(ukn,m+1)
)
+
p∑
j=0
(
l−1m,j − l−1m+1,j
)(∆tn
2
ωjf(u
k
n,j) + bj
)
, 0 ≤ m ≤ p− 1.
Furthermore, if we define a matrix L˜ =
{
l˜i,j
}
as
L˜ =

−l−10,0 −l−10,1 · · · −l−10,p
l−10,0 − l−1,0 l−10,1 − l−11,1 · · · l−10,p − l−11,p
...
...
. . .
...
l−1p−1,0 − l−p,0 l−1p−1,1 − l−1p,1 · · · l−1p−1,p − l−1p,p
 ,
and a simple analysis shows that L˜B = un [1, 0, . . . , 0]
T . Now, we can rewrite the iterative
formula as
Implicit SDG Scheme:
uk+1n,0 = un +
∆tn
2
ω0
(
f(uk+1n,0 )− f(ukn,0)
)
+
∆tn
2
p∑
j=0
l˜0jωjf(u
k
n,j) (3.15)
uk+1n,m+1 = u
k+1
n,m +
∆tn
2
ωm+1
(
f(uk+1n,m+1)− f(ukn,m+1)
)
+
∆tn
2
p∑
j=0
l˜m+1,jωjf(u
k
n,j), 0 ≤ m ≤ p− 1. (3.16)
where U0 can be obtained, for example, by using the implicit Euler method.
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Remark 3.2. We note that matrix L˜ only depends on the polynomial degree p, which means
it only needs to be computed once during the solving process.
Similar to the implicit scheme (3.16), we can derive an explicit version
Explicit SDG Scheme:
uk+1n,0 = un +
∆tn
2
p∑
j=0
l˜0jωjf(u
k
n,j) (3.17)
uk+1n,m+1 = u
k+1
n,m +
∆tn
2
ωm
(
f(uk+1n,m)− f(ukn,m)
)
+
∆tn
2
p∑
j=0
l˜m+1,jωjf(u
k
n,j), 0 ≤ m ≤ p− 1, (3.18)
where U0 can be obtained, for example, by using the explicit Euler method.
Remark 3.3. We note that schemes (3.18) and (3.16) are very similar to the explicit and
implicit SDC schemes [16]. For example, the implicit SDC scheme has form
uk+1n,m+1 = u
k+1
n,m + ∆tn,m
(
f(uk+1n,m+1)− f(ukn,m+1)
)
+
∆tn
2
p∑
j=0
qm+1,jf(u
k
n,j), 0 ≤ m ≤ p− 1.
The computational cost of one SDG iteration is the same as for one SDC iteration with the same
collocation nodes. Therefore, for the complexity of the SDG methods, one can simply refer to
the complexity of SDC methods [16, 44]. However, we emphasize that the error estimate for
SDC methods is min{p+ 1,K + 1} [50] instead of min{2p+ 1,K + 1} in Theorem 3.5.
Due to the similarity between the new proposed scheme and the SDC scheme, we simply
name the new scheme as “SDG”, where letter “S” can refer either “spectral” (like SDC) or
“superconvergence”.
Remark 3.4. Instead of deriving the SDG schemes from the previous algebra formulation,
the same formula can also be obtained by considering a correction method based on the weak
Galerkin form.
Denote uk ∈ V ph the k-th approximation to the DG solution uh, the defect equation is given
by
δk = uh − uk ∈ V ph .
Substituting uh = u
k + δh into the weak form (2.5), we have
−
∫ tn+1
tn
δk(vh)t dt+ δ
k(t−n+1)vh(t
−
n+1)−
∫ tn+1
tn
(
f(t, uk + δk)− f(t, uk)
)
vh dt
= −
(
−
∫ tn+1
tn
uk(vh)t dt+ u
k(t−n+1)vh(t
−
n+1)− uh(t−n )vh(t+n )−
∫ tn+1
tn
f(t, uk)vh dt
)
.
Since uk is an approximation of uh, we have, for the right hand side
−
∫ tn+1
tn
uk(vh)t dt+ u
k(t−n+1)vh(t
−
n+1)− uh(t−n )vh(t+n )−
∫ tn+1
tn
f(t, uk)vh dt ≈ 0.
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Therefore, we can approximate the defect δk by piecewise constant approximations
δk(t) ≈ δh(t) =
p−1∑
m=0
δn,mχ[tn,m, tn,m+1], t ∈ [tn, tn+1],
which satisfies the weak form
−
∫ tn+1
tn
δh(vh)t dt+ δh(t
−
n+1)vh(t
−
n+1) =
∫ tn+1
tn
(
f(t, uk + δh)− f(t, uk)
)
vh dt ∀vh ∈ V ph .
Finally, we update the new approximation uk+1 = uk + δh.
Lemma 3.4. (Local Truncation Error.) Denote UK = [uKn,0, . . . , u
K
n,p]
T
the K-th iteration of
the explicit or the implicit SDG scheme and u the exact solution for the IVP (2.1), then we
have
u(tn,m)− uKn,m = O
(
hmin{p+2,K+2}
)
, 0 ≤ m ≤ p− 1.
and at the end point tn+1 = tn,p,
u(tn+1)− uKn,p = O
(
hmin{2p+2,K+2}
)
,
where h = max
n
∆tn.
Proof. The proof is similar as Lemma 3.3, as all the schemes are sourced from the precondi-
tioned scheme (3.14)
As the one-step time stepping methods, from Lemma 3.4, we have
Theorem 3.5. (Global Error.) The explicit and implicit SDG methods with K iterations are
min{2p+ 1,K + 1} order accurate methods for the IVP (2.1).
When the right hand side f(t, u) of the IVP (2.1) can be split into a non-stiff term fN (t, u)
and a stiff term fS(t, u), we have
ut = f(t, u(t)) = fN (t, u(t)) + fS(t, u(t)), t ∈ [0, T ] (3.19)
u(0) = u0.
By combining the explicit and implicit SDG schemes, we can easily construct a semi-implicit
or say implicit-explicit (IMEX) scheme as
Semi-Implicit SDG Scheme:
uk+1n,0 = un +
∆tn
2
ω0
(
fS(u
k+1
n,0 )− fS(ukn,0)
)
+
∆tn
2
p∑
j=0
l˜0jωjf(u
k
n,j) (3.20)
uk+1n,m+1 = u
k+1
n,m +
∆tn
2
ωm
(
fN (u
k+1
n,m)− fN (ukn,m)
)
+
∆tn
2
ωm+1
(
fS(u
k+1
n,m+1)− fS(ukn,m+1)
)
+
∆tn
2
p∑
j=0
l˜m+1,jωjf(u
k
n,j), 0 ≤ m ≤ p− 1. (3.21)
To simplify the writing, we refer the explicit, implicit and semi-implicit SDG methods using
the polynomial of degree p and K iterative steps to ExSDGKp , ImSDG
K
p , and SISDG
K
p .
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3.2.1 Example
To illustrate how the SDG methods work, we apply the SDG methods to the classic Dahlquists
test problem {
ut = λu(t),
u(0) = 1,
(3.22)
until time t = 1 with one step (∆t = 1). To avoid difference caused by different initialization
methods (explicit or implicit Euler method), we simply initialize the the iteration with the
constant values u0m = u(0), m = 0, . . . , p. Note, since the initial step has convergence rate
of O(1), theoretically, we need 2p + 1 iterations to achieve the convergence rate of O(h2p+1).
In Figure 3.2, we compared global errors of using the simple explicit scheme (3.12), the ex-
plicit and implicit SDG methods. One can see that as Theorem 3.5 suggested, each iteration
enhance the accuracy by one order, and finally all three methods convergent to the standard
DG approximation. We also note that the naive explicit scheme (3.12) has worse performance
compared to the two SDG schemes, although it has the simplest formula.
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Figure 3.2: Errors for the Dahlquist’s test problem (3.22) with λ = −1 and ∆t = 1 computed
with using the ExDGKp , ExSDG
K
p , and ImSDG
K
p methods for K ranging from 0 to 3p.
3.3 Stability Property of SDG schemes
Usually, we are concerned about two critical characteristics of a time stepping scheme. One
of them is the order of accuracy, which we have already proved for the SDG schemes in The-
orem 3.5. In this section, we look to another important characteristic of the SDG schemes:
stability.
The stability of a numerical method is general analyzed by applying it to the Dahlquist’s
test problem (3.22) with t ∈ [0, 1]. For λ ∈ C, we have
u(1) = Am(λ)u(0),
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where Am(λ) is defined as the amplification factor. The stability region of a numerical scheme
for the equation (3.22) is defined as the subset of the complex plane C consisting of all λ such
that Am(λ) ≤ 1.
First, we compute the stability region for the ExSDGKp method for several choice of p with
K = p and K = 2p, see Figure 3.3. Here, for comparison, we also provide the stability region for
the popular explicit third and fourth order Runge-Kutta methods in Figure 3.4. In Figure 3.3,
we can see that the size of stability regions grows with the polynomial degree p, also the stability
regions of explicit SDG methods are clearly larger compared to explicit Runge-Kutta methods
in Figure 3.4. This result suggests that the ExSDGKp method is suitable especially for non-stiff
and little stiff problems. We also note that if one only requires the regular convergence rate
p+ 1 (K = p), the stability region is slightly larger than the superconvergence case (K = 2p).
Regarding stiff problems, we need solve them with the ImSDGKp methods. In Figure 3.5,
we see that for both regular convergence (K = p) and superconvergence (K = 2p) cases,
whenever Re(λ) < 0 the scheme is stable. Based on our test, for 0 ≤ p ≤ 9, the ImSDGKp
methods are always A-stable. Although we do not have a proof yet, we expect that all of the
ImSDGKp methods are A-stable.
For very stiff problems, one may want to use the so-called L-stable schemes, see [16] such
that
Am(λ)→ 0, if Re(λ)→ −∞.
One easiest way to construct a L-stable SDG scheme is to introduce a θ method ImSDGKp (θ)
based on ImSDGKp :
Implicit SDG θ-Scheme (ImSDGKp (θ)):
uKn,0 = un + θ
∆tn
2
ω0
(
f(uKn,0)− f(uK−1n,0 )
)
+
∆tn
2
p∑
j=0
l˜0jωjf(u
K−1
n,j ) (3.23)
uKn,m+1 = u
K
n,m + θ
∆tn
2
ωm+1
(
f(uKn,m+1)− f(uK−1n,m+1)
)
+
∆tn
2
p∑
j=0
l˜m+1,jωjf(u
K−1
n,j ), 0 ≤ m ≤ p− 1. (3.24)
where the U0, . . . , UK−1 are obtained by using the ImSDGKp method.
Then, same as [16, 50], a L-stable scheme can be constructed by combining the ImSDGKp (θ)
and ImSDGKp schemes.
4 Multilevel and Adaptive Strategy
4.1 A Multilevel SDG Methods
In the previous section, we introduced a new class of iterative schemes based on the DG
time stepping methods. Furthermore, in this section, we develop a multigrid method for the
time domain which is using our SDG schemes as smoother. Due to the nature of the DG
approximation space (2.2), the coarse “grids” can be constructed by reducing the degree p of
the approximating basis functions (p-multigrid). A similar multilevel approach with the SDC
methods can be found in [17, 49].
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Figure 3.3: Stability regions (grey) for ExSDGKp with p = 4 and p = 8. First row: regular
convergence (K = p); second row: superconvergence (K = 2p)
As described in (3.14), the SDG schemes are iterative methods, which are applied to the
DG weak formula (2.5). For convenience we rewrite (3.11) as
U + ∆tL−1F (U) + L−1B = 0,
with ∆t = ∆tn2 and F = Fω.
In order to derive the multilevel algorithm, in this paper, we use the full approximation
scheme (FAS) to treat the nonlinearity directly. For details of multigird methods and FAS
correction technique, see [11]. We define levels ` = 1, . . . , L, where ` = 1 is the finest level V ph .
Also, we define the operator A` on the `-th level, as
A`(U`) ≡ U` + ∆tL−1` F`(U`).
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Figure 3.4: Stability regions (grey) for explicit third and fourth order Runge-Kutta methods.
Then, the FAS correction for level `+ 1 is given by
τ`+1 = A`+1(I
`+1
` (U`))− I`+1` A`(U`) = ∆t
(
L−1`+1F`+1(I
`+1
` U`)− I`+1` L−1` F`(U`)
)
.
However, if on level ` the equation is already corrected by τ` with
A`(U`) = U` + ∆tL
−1
` F` − τ`,
then
τ`+1 = A`+1(I
`+1
` (U`))− I`+1` A`(U`)
= ∆t
(
L−1`+1F`+1(I
`+1
` U`)− I`+1` L−1` F`(U`)
)
+ I`+1` τ`.
On level `, the corrected weak formula is
U` + ∆tL
−1
` F`(U) + L
−1
` B` − τ` = 0,
which can be solved by the SDG methods in the same way.
Algorithm 1 describes one multilevel SDG iteration. It is worth noting that in Algorithm 1
the word “SDG Sweep” is used for one SDG iteration, which can originate from the explicit,
implicit, or semi-implicit scheme. Also, the operators L−1l can be precomputed and stored.
To compare the Multilevel SDG method with one-level SDG, we apply them for the
Dahlquist’s test problem (3.22) with (large) negative eigenvalues, i.e. the stiff case. For
λ = −10, we show the results of using two-level and three-level implicit SDG methods in
Figures 4.6 and 4.7, respectively. Compared to the one-level version, both the two- and three-
level methods can reduce the number of iterations required to converge to the standard DG
approximation. We note that the convergence speed is also affected by the choices of different
orders (pi) and the time step size (∆t). Since the main purpose of this paper is to introduce a
new class of time stepping schemes – the SDG schemes, we note that the further studies and
applications of the multilevel technique will be studied in a forthcoming paper.
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Algorithm 1: Multilevel SDG
Data: Upwind flux U1,0 from the previous time step, values U
k
1 and F
k
1 = F1(U
k
1 ) from
the previous iteration, on the finest level ` = 1.
Result: Solution Uk+11 .
// Perform a fine level sweep using SDG
Uk+11 , F
k+1
1 ←− SDG Sweep(U1,0, Uk1 , F k1 )
// Cycle from fine to coarse
for ` = 1 . . . L− 1 do
Uk`+1 ←− I`+1` (Uk+1` ) // restrict
F k`+1 ←− F`+1(Uk`+1) // evaluation of F
// FAS correction and sweep
τ`+1 ←− FAS(F k+1` , F k`+1, τ`)
Uk+1`+1 , F
k+1
`+1 ←− SDG Sweep(Uk1,0− , Uk`+1, F k`+1, τ`+1)
end
// Cycle from coarse to fine
for ` = L− 1 . . . 2 do
Uk+1` ←− Uk+1` + I``+1(Uk+1`+1 − Uk`+1) // interpolate coarse level correction
F k+1` ←− F`(Uk` ) // evaluation of F
Uk+1` , F
k+1
` ←− SDG Sweep(Uk1,0− , Uk+1` , F k+1` , τ`)
end
// Return to finest level
Uk+11 ←− Uk+11 + I12 (Uk+12 − U˜k2 )
F k+11 ←− F1(Uk+11 )
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Figure 3.5: Stability regions (grey) for ImSDGKp with p = 4 and p = 8. First row: regular
convergence (K = p); second row: superconvergence (K = 2p)
Remark 4.1. Multilevel SDG method can be combined with the method of lines to solve
PDEs. Moreover, it can be coupled with a spatial multigrid to construct a space-time multigrid
framework for high-order methods. Furthermore, due to its structure, the multilevel method
is also a competitive and promising candidate for parallel in time algorithms, such as Parareal
or PFASST [17].
4.2 Adaptive Strategy
Adaptive step size control plays an important role in practical applications. Our newly pro-
posed SDG method, which essentially is a one-step scheme and an ideal candidate for adaptive
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Figure 4.6: Errors for Dahlquist’s test problem (3.22) with λ = −10 computed using the
two-level implicit SDG methods. The result of using the one-level implicit SDG method are
marked with green circles.
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Figure 4.7: Errors for Dahlquist’s test problem (3.22) with λ = −10 computed using the
three-level implicit SDG methods. The result of using the one-level implicit SDG method are
marked with green circles.
implementation. The adaptive strategy can be based on established techniques, such as lo-
cal grid refinement (h-refinement) or the local choice of the order (p-adaptivity), see, e.g [9].
We note that the detailed studies and applications of adaptive implementation and accuracy
control will be presented in a forthcoming paper.
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u v
Degree ∆t Error Order Error Order
2.50E-02 4.51E-14 – 3.91E-10 –
p = 3 1.25E-02 3.47E-16 7.02 3.17E-12 6.95
6.25E-03 2.69E-18 7.01 2.57E-14 6.95
2.50E-02 2.41E-14 – 3.13E-16 –
p = 4 1.25E-02 4.84E-17 8.96 6.16E-19 8.99
6.25E-03 9.77E-20 8.95 1.21E-21 8.99
2.50E-02 3.70E-20 – 8.15E-16 –
p = 5 1.25E-02 2.03E-23 10.83 4.08E-19 10.96
6.25E-03 1.98E-26 10.00 2.03E-22 10.97
Table 5.1: Convergence tests for the Van der Pol equation (5.25). Here, t = 0.5 and  = 10−1.
5 Numerical experiments
In this section, we numerically validate the performance of the proposed SDG schemes with
three examples.
5.1 Van der Pol Equation
The first example is the Van der Pol Equation,
u′ = v, (5.25)
v′ = (−u+ (1− u2)v)/,
with initial values u(0) = 2 and v(0) = 0.6666654321121172 based on [44, 51]. The Van der Pol
equation is a well-known benchmark example for studying stiff ODE problems. In this example,
we solving it with the semi-implicit SDG methods: the first equation is treated implicitly, and
the second one explicitly.
In this example, we only investigate the accuracy of the semi-implicit SDG scheme for
solving the Van der Pol equation. The maximum global errors are reported for a slightly
stiff parameter  = 10−1 in Table 5.1 and a stiff parameter  = 10−3 in Table 5.2 with a
short stopping time T = 0.5 are employed for this purpose. Here, the reference solutions
are computed using the high order semi-implicit SDG scheme (p = 9) on a very fine mesh
(∆t = 10−6). For the slightly stiff case ( = 10−1), Table 5.1, the full accuracy order of 2p+ 1
is observed. For the stiff case ( = 10−3), in Table 5.2 a slight order reduction from 2p + 1 is
observed, but the error and accuracy order are still better than a standard method of order
p+ 1.
5.2 A “bad” Example
The second example is a “bad” example taken from [33],
y′ = ln 3
(
y − byc − 3
2
)
, (5.26)
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u v
Degree ∆t Error Order Error Order
2.50E-03 3.57E-11 – 1.09E-06 –
p = 3 1.25E-03 2.42E-13 7.21 8.08E-08 3.75
6.25E-04 8.86E-15 4.77 1.79E-09 5.49
2.50E-03 5.33E-11 – 5.56E-13 –
p = 4 1.25E-03 1.14E-12 5.55 1.47E-14 5.24
6.25E-04 6.64E-15 7.42 5.95E-17 7.95
2.50E-03 4.44E-15 – 1.66E-08 –
p = 5 1.25E-03 1.38E-17 8.33 9.87E-11 7.40
6.25E-04 6.38E-21 11.08 1.47E-13 9.39
Table 5.2: Convergence tests for the Van der Pol equation (5.25). Here, t = 0.5 and  = 10−3.
with y(0) = 0. It is easy to verify that, the exact solution of this example (5.26) is
y(t) = −byc+ 1
2
(
1− 3t−btc
)
, t ≥ 0,
where byc is the integer part of y ∈ R. Since the right-hand side function of (5.26) does not
satisfy the Lipschitz condition, the standard time-stepping methods do not perform well. Here,
we simply compare the new proposed explicit SDG method (p = 3) with the classic 4th order
explicit Runge-Kutta method. We observe that in Figure 5.8, although the error decreases with
h, the rate of global error decay for the Runge-Kutta method is just O(h). The Runge-Kutta
method performs badly as people may expect, and the source of error is the integer points
where the function fails the Lipschitz condition (or smoothness requirement). On the other
sided, the SDG methods inherit the flexibility of dealing discontinuous from the DG methods;
we can clearly see that it maintains the global error decay rate of O(h7) as expected form the
numerical analysis.
Remark 5.1. Here, we note that in this example, for both methods, we keep all discontinuities
are located at the mesh points. This is important to maintain the optimal order of accuracy.
In practice, we need to use an approximation of the location of discontinuities and adaptive
strategies. Otherwise, the rate of global error will deduce to O(h) for the SDG methods too.
5.3 Linear Convection Equation
The third example is the application with method of lines approach for PDEs. Here, we consider
a linear scalar convection equation{
ut + ux = 0, (x, t) ∈ [0, 1]× [0, T ]
u(x, 0) = sin(2pix),
(5.27)
with periodic boundary conditions. The errors are computed at T = 1 which is one period in
time.
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Figure 5.8: The errors for using the classic 4th order explicit Runge-Kutta method (Left) and
explicit SDG method with p = 3 (right) for equation (5.26). The upper figures correspond to
∆t = 0.2 and the lower to ∆t = 0.1.
For spatial discretization, we consider the technique used in [13] that first uses the DG
method to get the approximation, then a postprocessing technique is applied to enhance spatial
accuracy. Here, we use the polynomial basis of degree 4 and 160 elements for the spatial
discretization. In this case, the spatial accuracy in the L2 norm has order 5 for the DG
approximation and order 9 after postprocessing. For the detail of this postprocessing technique
or say spatial superconvergence, we refer to [10, 13, 42, 48, 41]. For time discretization, since
it is a convection problem with spatial accuracy order 9, we simply use the ExSDG84 method
with the time step ∆t = cfl ·∆x where the CFL number is 0.1. We compare the SDG method
with the third order Runge-Kutta method as in [13]. We present the errors in the L2-norm with
different CFL numbers in Figure 5.9. In Figure 5.9, we can see that the explicit SDG method
has better stability than the Runge-Kutta method as the Runge-Kutta method is not stable
for CFL number 0.1. More important, the Runge-Kutta method requires a much smaller CFL
number in order to achieve the desired accuracy. In Figure 5.9, to achieve the same accuracy
after postprocessing, the Runge-Kutta method has to use more than 5, 000 times smaller time
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step size compared to the explicit SDG method. In terms of computational time, using the
Runge-Kutta method is more than 100 times slower. In addition, we provide Figure 5.10 to
demonstrate the relation between the achieved accuracy order and the CFL number. We note
that the further studies and applications of the SDG method with this postprocessing technique
will be studied in a forthcoming paper.
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Figure 5.9: The error using the third order Runge-Kutta method and ExSDG84 method with
different CFL number for the linear convection equation (5.27).
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Figure 5.10: The achieved accuracy order using the third order Runge-Kutta method and
ExSDG84 method with different CFL number for the linear convection equation (5.27). Here,
the accuracy order is computed based on the reference solutions solved on a uniform mesh with
20 elements.
6 Conclusion
In this paper, we introduce a new class of iterative methods (SDG) for ODEs based on the DG
methods. Compared to the existed time integrators, we demonstrate that the proposed SDG
schemes have several advantages:
• The explicit, implicit and semi-implicit schemes can be systematically constructed for
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arbitrary order of accuracy.
• Theoretically analysis shows that the SDG schemes have the accuracy order of min{2p+
1,K + 1} which preserves the superconvergence property of the DG methods.
• For stability, the implicit SDG schemes are numerical explored to be A-stable for very
high order schemes, while the explicit schemes have reasonable stability for non-stiff or
mid-stiff problems. In addition, the L-stable scheme can be easily constructed based the
implicit scheme.
• The SDG schemes can be easily combined with the method of lines approach to generate
a framework for space-time discretizations.
• The SDG schemes can be naturally integrated with multilevel technique. The multilevel
SDG methods can be easily coupled with existed spatial multigrid methods to create
space-time multigrid framework.
• The schemes inherit the well studied hp-adaptive strategies from DG methods and other
one-step time integrators. Moreover, a space-time adaptive strategy can be constructed.
• The discontinuous nature of the schemes give a more flexible structure to deal the diffi-
culties raise from “bad” problems, such as discontinuities.
Besides the direct applications for ODEs and PDEs, the SDG methods are also competitive
and promising candidates for time parallel algorithms such as Parareal, PFASST, etc. The
application in a time parallel setting will be discussed in our upcoming work.
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