Abstract. We establish a family of sharp Sobolev trace inequalities involving the W k,2 (R n+1 + , y a )-norm. These inequalities are closely related to the realization of fractional powers of the Laplacian on R n = ∂R n+1 + as generalized Dirichlet-to-Neumann operators associated to powers of the weighted Laplacian in upper half space, generalizing observations of Caffarelli-Silvestre and of Yang.
Introduction
In their seminal paper [5] , Caffarelli and Silvestre recovered the fractional Laplacian (−∆) γ , γ ∈ (0, 1), on R n as a Dirichlet-to-Neumann operator associated to the weighted Laplacian ∆ m := ∆ + my for any U ∈ W 1,2 (R n+1 + , y 1+2γ ), where f := U (·, 0). Moreover, equality holds if and only if U satisfies (1.1) and there are constants a ∈ R and ε > 0 and a point ξ ∈ R n such that f (x) = a ε + |x − ξ|
One can also recover the fractional Laplacian (−∆) γ , γ ∈ (0, ∞) \ N, from the extension (1.1), though one must replace (1.2) by a limit involving additional derivatives in y; see [11] . However, this approach fails to recover a sharp Sobolev trace inequality. Instead, R. Yang [13, 22] showed that one should replace (1.1) by a higher-order degenerate elliptic boundary value problem. Roughly speaking, one can obtain (−∆) γ through for formula similar to (1. Here ⌊γ⌋ is the unique integer satisfying ⌊γ⌋ < γ < ⌊γ⌋ + 1 and [γ] := γ − ⌊γ⌋ is the fractional part of γ. The Dirichlet principle for this higher-order problem gives rise to sharp Sobolev trace inequalities analogous to (1.3) and (1.4). We have avoided explicitly stating the sharp constants here because of a computational error in [13, 22] ; see (1.16 ) and (1.18) below, or [21] , for the correct inequalities.
With some care, the above discussion extends to asymptotically hyperbolic manifolds. Specifically, Graham and Zworski [17] constructed conformally covariant pseudodifferential operators on the boundary with principal symbol that of (−∆) γ using scattering theory for the interior Laplacian. Chang and González [11] observed (see also [9] ) that, in the Poincaré upper half space model of hyperbolic space, this construction is equivalent to the Caffarelli-Silvestre extension [5] . Chang and the author [9] showed that in the special case of asymptotically hyperbolic Einstein (AHE) manifolds, the Graham-Zworski operators are equivalent to particular generalized Dirichlet-to-Neumann operators associated to (weighted) GJMS operators [6, 9, 16] in the compactification of the AHE manifold. When restricted to the Poincaré upper half space, this recovers the Yang extension [13, 22] .
Surprisingly, the higher-order fractional Laplacian (−∆) γ , γ ∈ (1, 2) ∪ {5/2}, can be recovered from an underdetermined (degenerate) elliptic boundary value problem [7, 8, 10] . For example, any solution of ∆ 3 U = 0 with U (·, 0) is such that ∂ y ∆ 2 U (·, 0) is proportional to (−∆) 5/2 f ; see [10] . A more refined version of this observation manifests as a sharp Sobolev trace inequality controlling the embedding W 3,2 (R n+1
and an extension giving a continuous right inverse [10] ; similar results hold for sharp weighted Sobolev trace inequalities involving W 2,2 (R n+1 + , y s ), s ∈ (−1, 1); see [7, 8] . The discussion of the previous paragraph extends to a large class of compact manifolds [7, 8, 10] , including all compactifications of conformally compact Einstein manifolds. In this setting, one realizes the Graham-Zworski operators [17] as generalized Dirichlet-to-Neumann operators associated to a (weighted) GJMS operator. The operators involved, and indeed the extension problem, are conformally covariant. As a consequence, one readily deduces sharp Sobolev trace inequalities in the Euclidean disk from those in Euclidean upper half space.
The purpose of this article is to extend the observations described in the last two paragraphs to all γ ∈ (0, ∞) \ N in the setting of Euclidean upper half space. In the hopes of making our results more broadly accessible, we present our proofs with a minimal amount of geometric background. We expect many of these results to extend to compactifications of Poincaré-Einstein manifolds.
The remainder of this introduction is devoted to explaining our main results in the special case of generalized Dirichlet-to-Neumann operators associated to the poly-Laplacian. These recover half-integer fractional powers of the Laplacian; i.e. (−∆) k+ 1 2 , k ∈ N 0 := {0, 1, 2, . . . }. This is done both for clarity of the exposition and because we expect these cases to be of the most geometric interest. Comments describing the general results will be given in the introduction, but only detailed in later sections.
Fix k ∈ N 0 . The boundary operators B 2γ s :
2 are defined recursively in terms of the Laplacian ∆ and the derivative ∂ y in R n+1 + and the induced Laplacian ∆ on R n as follows:
where ι * :
. See Definition 3.1 for the corresponding definitions for the boundary operators associated to the fractional Laplacian (−∆) γ , γ ∈ (0, ∞) \ N. These definitions are justified by three properties. First, they are such that the associated Dirichlet form
can be written as a symmetric boundary integral which depends only on the Dirichlet data B 2k+1 s (U ) and B 2k+1 s (V ), 0 ≤ s ≤ k. See Theorem 3.6 for an explicit formula for this difference in the general case of the boundary operators associated the fractional Laplacian (−∆) γ , γ ∈ (0, ∞) \ N. Second, the boundary operators associated to ∆ k+1 are covariant with respect to the group of conformal isometries of (R n+1 + ; R n ); i.e. the group, under composition, of maps generated by translations, rotations, and spherical inversions which fix the boundary
for all 0 ≤ j ≤ 2k + 1, where J Φ is the determinant of the Jacobian of Φ. Since ∆ k+1 is also conformally covariant,
In particular, the right composition factors of (1.6) and (1.7) are the same and Q 2k+1 is conformally covariant. See Theorem 4.4 for the precise statement of conformal covariance for general γ ∈ (0, ∞) \ N.
Third, the boundary operators associated to ∆ k+1 are such that the generalized Dirichlet-to-Neumann operators recover the fractional Laplacians (−∆) 1 2 +j , 0 ≤ j ≤ k. More precisely: Theorem 1.1. Let k ∈ N 0 and suppose that ∆ k+1 U = 0. Then
In particular, Theorem 1.1 states that the fractional Laplacian (−∆)
with U (·, 0) = f . When k = 0, solutions are unique and this recovers the CaffarelliSilvestre extension [5] . When k ≥ 1, there is freedom to specify higher-order boundary data, and hence Theorem 1.1 is more general than the Yang extension [13, 22] . Indeed, we readily recover the Yang extension as follows (cf. [21] ): Given a function f on R n , let U be the unique solution of (1.12)
These choices ensure that B 2k+1 2j
(U ) = 0 for 1 ≤ j ≤ ⌊k/2⌋ and that B 2k+1 2j+1 (U ) = 0 for 0 ≤ j ≤ k − ⌊k/2⌋ − 1. Applying Theorem 1.1, we deduce that (1.13) (−∆)
This is precisely Yang's result [13, 22] , except that the constants have been corrected so that the solution to (1.12) agrees with the solution of the Poisson equation used by Graham and Zworski [17] to define (−∆) γ as a generalized Dirichlet-to-Neumann operator associated to the (⌊γ⌋ + 1)-th power of a suitable weighted Laplacian, also generalizing the result of Yang [13, 22] .
One reason to desire the symmetry of the quadratic form (1.5) is that it implies that many boundary value problems involving ∆ k+1 and the boundary operators B 
is well-posed. Here we are specifying B = B 2k+1 j 0 ≤ j ≤ k ; we have written (1.14) in this somewhat strange way to highlight a distinction between the "even" and "odd" boundary operators which is more pronounced for the Dirichlet problem associated to the fractional Laplacian (−∆) γ , γ ∈ (0, ∞) \ ( 
among all functions U with prescribed Dirichlet data. Combining this with Theorem 1.1 yields the following sharp Sobolev trace inequality:
where
(U ) and φ (2j) := B 2k+1 2j+1 (U ), and the constants c j,k and d j,k are given by (1.10) and (1.11), respectively. Moreover, equality holds if and only if U is the unique solution of (1.14).
We refer to (1.15) as a sharp Sobolev trace inequality because it easily establishes the (well-known) embedding
as well as the existence of a continuous right inverse. The analogue of Theorem 1.2 involving fractional Laplacians of general order is stated as Corollary 6.2 below. Consider for the moment the special class of functions
note that U satisfies the boundary conditions of (1.12) if and only if U ∈ C + and U (·, 0) = f . Theorem 1.2 implies that
for any U ∈ C + , where f := U (·, 0). Moreover, equality holds if and only if U solves (1.12) . This inequality provides a starting point for many of the sharp Sobolev trace inequalities on manifolds recently considered in the literature; e.g. [1, 8, 10, 19] . Combining Theorem 1.2 with the sharp fractional Sobolev inequalities [18] yields the following more typical formulation of a sharp Sobolev trace inequality. Theorem 1.3. Let k ∈ N 0 and suppose that n > 2k + 1. Given any function U on R n+1 + , it holds that
2j+1 (U ), and the constants c j,k and d j,k are given by (1.10) and (1.11), respectively. Moreover, equality holds if and only if U satisfies (1.14) and there are constants a j , b ℓ ∈ R and ε j , ǫ ℓ ∈ (0, ∞) and points ξ j , ζ ℓ ∈ R n such that
The special case k = 0 was proven by Escobar [15] ; the special case k = 1 was proven by the author [8] ; and the special case k = 2 by Luo and the author [10] . As a special case of Theorem 1.3, we deduce that
with equality if and only if there are constants a ∈ R and ε ∈ (0, ∞) and a point ξ ∈ R n such that U is the extension by (1.12) of
Q. Yang [21] recently gave a similar proof of (1.18) which also leads to the corresponding sharp inequality in the Euclidean ball; see also [1, 19] for the low-order cases. We expect the aforementioned conformal covariance of the boundary operators B 2k+1 2j
to lead to the analogue of (1.17) in the Euclidean ball. Theorem 6.4 below gives the analogue of Theorem 1.3 which applies to functions in weighted Sobolev spaces.
The replacement of the sharp Sobolev inequality (1.18) in the critical dimension n = 2k + 1 is the following sharp Lebedev-Milin-type inequality.
where f := U (·, 0) and f is the average of f with respect to dµ :
Moreover, equality holds if and only if U is the solution of (1.12) and there are constants a ∈ R and ε ∈ (0, ∞) and a point ξ ∈ R n such that
The special case k = 0 was proven by Osgood, Phillips and Sarnak [20] ; the special case k = 1 was proven by Ache-Chang [1] and the author [8] ; the special case k = 2 was proven by Luo and the author [10] . In order to avoid unnecessary redundancies, we have opted to state our sharp Lebedev-Milin inequality for C + only; for general functions, the sharp inequality will also include L p -norms on the boundary data f (2j) , 1 ≤ j ≤ ⌊k/2⌋, and
This article is organized as follows:
In Section 2 we recall the identification of fractional powers of the Laplacian on Euclidean space via scattering theory for the hyperbolic Laplacian in Poincaré upper half space [17] and give a direct relationship between powers of the weighted Laplacian in upper half space and weighted GJMS operators in hyperbolic space (cf. [9] ).
In Section 3 we introduce the boundary operators associated to powers of the weighted Laplacian and study their role in recovering fractional powers of the Laplacian as generalized Dirichlet-to-Neumann operators. The key results here link our boundary operators to the asymptotics of solutions to a Poisson equation relevant to scattering theory [17] and show that the Dirichlet form determined by our boundary operators is symmetric.
In Section 4 we prove that the boundary operators associated to powers of the weighted Laplacian are conformally covariant with respect to the conformal group of (R n+1 + ; R n ). In Section 5 we prove the existence and uniqueness of solutions to the weighted analogue of (1.14), which is a higher-order degenerate elliptic boundary value problem. The enables us to prove the main result of this section, Theorem 5.2, which asserts the analogue of Theorem 1.1 for all fractional powers of the Laplacian.
In Section 6 we prove various sharp trace inequalities. There are two main results in this section. First, Theorem 6.1 asserts a Dirichlet principle for solutions of the Dirichlet problem considered in Theorem 5.1. As a result, we obtain in Corollary 6.2 the analogue of Theorem 1.2 for all fractional powers of the Laplacian. Second, Theorem 6.4 asserts a sharp Sobolev trace inequality which passes through all fractional powers of the Laplacian, generalizing Theorem 1.3. The same argument in the critical dimension establishes Theorem 1.4.
Fractional powers of the Laplacian via scattering theory
Conformally covariant pseudodifferential operators with principal symbol that of a fractional Laplacian were defined by Graham and Zworski [17] using scattering theory for the Laplacian of an asymptotically hyperbolic manifold. In the special case of Euclidean space, these operators are equivalent to the definition of the fractional Laplacian via Fourier transform; see, for example, [11] . Given our expectation that many of our results generalize to boundaries of AHE manifolds (cf. [7, 8, 10] ), we study fractional powers of the Laplacian via scattering theory. Here we summarize this construction in the special case of Euclidean space as the conformal boundary of the Poincaré upper half space model of hyperbolic space.
Let (x, y) ∈ R n × (0, ∞) =: R n+1 + denote coordinates in upper half space, regard R n = R n × {0} as the boundary of R n+1 + , and let
there is a unique solution P n 2 + γ (f ) of the Poisson equation [14, 21] for a Poisson kernel for (2.1). For our purposes, it suffices to know that there are functions
Graham and Zworski [17] showed that
by f by finding the Taylor series solution to
with F (·, 0) = f . Similarly, the function G is determined modulo O(y ∞ ) by P 2γ f by finding the Taylor series solution to
with G(·, 0) = S n 2 + γ (f ). For this reason, we want to understand the formal solutions of ∆ g+ V + s(n − s)V = 0.
Proof. A straightforward computation verifies that
It follows immediately from (2.7) that if {c j } ∞ j=0 is the sequence such that
satisfies (2.5). We readily check that the solution to (2.8) is
There are two ways to study the fractional Laplacian via an extension. The first approach is to identify solutions of (2.1) as elements of the kernel of a second-order weighted Laplacian on Euclidean space (cf. [11] ):
Proof. A direct computation using (2.6) shows that
The conclusion follows from the definition of the Poisson operator P n 2 + γ . The operator (2.9) is formally self-adjoint with respect to the measure y m0 dx dy on R n+1 + . However, this measure is only locally finite in R n+1 + when γ ∈ (0, 1), precluding us from using Lemma 2.2 to obtain energy estimates for the fractional Laplacian in terms of interior energy estimates in general.
The second approach to studying the fractional Laplacian via extensions is to identify solutions of (2.1) as elements of the kernel of powers of a weighted Laplacian (cf. [12, 22] ). This can be done as follows: + , g + , dvol g+ , m−1), respectively, and hence, by conformal covariance, these operators are the same on densities (see [9] ). The following two lemmas capture the essential features of this relationship as needed to study sharp Sobolev trace inequalities in upper half space.
First, the factorization (2.13) is the factorization of weighted GJMS operators [9] . However, to understand the boundary operators, it is more useful to write the factorization in a different form. 
with the convention that the empty product equals one.
Proof. Let ℓ = ⌊k/2⌋. Separating (2.13) into terms with s − 2j > n and s − 2j < n, we compute that
where the second equality follows by reindexing. Rewriting the latter expression in terms of γ yields the desired result.
Second, elements of the kernel of D s−2j are also in the kernel of L 2k when weighted against a suitable power of y; this power is precisely the one required by conformal covariance [9] . To prove this without appealing to conformal covariance requires the following lemma. Proof. First observe the commutator identity
On the other hand, it follows from the definition of ∆ m that
We now use (2.15) to compute the commutator on the right-hand side of (2.16):
Applying the Jacobi identity, we compute that
Using the identity
we conclude that
Combining this with (2.16) yields the desired result.
We now prove that elements of the kernel of D s−2j are also in the kernel of L 2k when weighted against a suitable power of y. 
For each γ ∈ I 2γ it holds that
Proof. It is clear from Lemma 2.3 that
for each γ ∈ I 2γ . Thus it suffices to prove that
. To that end, observe that (2.13) and a repeated application of (2.11) implies that
An induction argument using Lemma 2.4 implies that
Inserting this into (2.19) yields (2.18)
Boundary operators in upper half space
In this section we introduce the boundary operators adapted to the weighted poly-Laplacian L 2k associated to a given γ ∈ (0, ∞) \ N. By Lemma 2.5, the kernel of L 2k contains solutions of the Poisson equation (2.1) for any γ ∈ I 2γ . Our boundary operators are designed to pick out the functions F (·, 0) and G(·, 0) of solutions to (2.1). They also give rise to formally self-adjoint boundary value problems; in fact, Theorem 3.6 gives a stronger result. To that end, it is convenient to introduce the space
+ ) denotes the space of smooth functions on R n+1 + whose Taylor series expansions in y at y = 0 contain only even terms. Note that
+ ); and (2) for any γ ∈ I 2γ , it holds that P n 2 + γ :
As in the introduction, let ι * : C 2γ → C ∞ (R n ) denote the restriction operator, (ι * U )(x) = U (x, 0). Our boundary operators are elements of the set
defined as follows:
where T := ∂ 2 y + my −1 ∂ y and the empty sum equals zero by convention. Likewise,
It is straightforward to show that any operator B 2γ 2α ∈ B 2γ is a homogeneous differential operator of degree 2α which can be written as a polynomial in ∆, T := ∂ 2 y + my −1 ∂ y , and y m ∂ y ; in fact, it is a polynomial in ∆ and T when α ∈ N 0 and the composition of y m ∂ y with such a polynomial when α ∈ N 0 . Moreover, the leading coefficient -in the sense that it corresponds to the term in which ∆ does not appear -is ±1. These properties are relevant for computing the energy associated to L 2k and the boundary operators B 2γ ; see Section 6 for details. The first goal of this section is to show that the boundary operators B 2γ are relevant for picking out the Dirichlet data F (·, 0) and the Neumann data G(·, 0) of solutions of the Poisson equation P n 2 + γ for γ ∈ I 2γ . This is accomplished by the following two propositions.
where f := S Proof. To begin, note that
for all j ∈ N 0 . Now, it follows from Proposition 2.1 that
We separate the proof into two cases: First consider B 2γ 2ℓ for integers 0 ≤ ℓ ≤ ⌊γ⌋. From (3.4) and (3.5) we immediately deduce that B 2γ 2ℓ (V ) = 0 if ℓ < j and that (3.2) holds. Suppose now that there is an integer ℓ 0 ≥ 0 such that B 2γ 2j+2ℓ (V ) = 0 for all integers 1 ≤ ℓ ≤ ℓ 0 ; note that this holds trivially when ℓ 0 = 0. We compute that
The claim follows by induction. Next consider B 
It holds that
where φ := S Proof. It follows from Proposition 2.1 that
Using (3.4) and (3.8) and computing as in the proof of Proposition 3.2 yields the desired result.
be the Dirichlet form determined by γ ∈ (0, ∞) \ N. The second goal of this section is to prove that Q 2γ is symmetric. This implies that boundary value problems involving L 2k and B 2γ are variational (e.g. Theorem 6.1). It also implies that the generalized Dirichlet-to-Neumann operators associated to L 2k are formally selfadjoint (cf. [7, 8, 10] ).
The proof that Q 2γ is symmetric is essentially a lengthy computation involving integration by parts. To that end, it is useful to express ι
in terms of the boundary operators of Definition 3.1.
Proof. First we compute ι * • ∆ j m . Since ∆ m = T + ∆, we readily deduce from Definition 3.1 that
.
A straightforward induction argument yields
Inserting (3.12) into (3.10) and using the identity Γ(z)Γ(1 − z) = π/ sin(πz) yields the desired formula for ι * • ∆ j m . Similarly, the identity ∆ m = T + ∆ and Definition 3.1 together yield
where F is given by (3.11). Combining the above display with (3.12) yields the desired formula for ι
Remark 3.5. The result of Proposition 3.4 gives recursive formulas for B 2γ 2j (resp. B It is possible to solve these recursive relations to deduce formulas for the boundary operators involving only interior and tangential Laplacians and the weighted normal derivative. These operators will necessarily be, up to a choice of sign, the highest-order terms of the boundary operators associated to weighted GJMS operators (cf. [7, 8, 10] ).
We now prove that Q 2γ is symmetric by giving an explicit formula for Q 2γ . Especially notable in this formula is that the boundary integration involves only the Dirichlet data
of the inputs.
In particular, Q 2γ is symmetric.
Proof. To begin, set
A direct computation shows that
, where
We begin by simplifying B 1 . It follows from Proposition 3.4 that
Reindexing the summations in terms of ℓ, s, and j − ℓ yields
for n, d ∈ N 0 and γ ∈ R. A straightforward induction argument shows that (3.14)
with the convention that
We now simplify B 2 . Following the strategy used to simplify B 1 , we deduce from Proposition 3.4 and reindexing that
Applying (3.14), we conclude that
Inserting the final expressions for B 1 and B 2 into (3.13) and using the definition of Q 2γ yields the desired conclusion.
Conformal covariance
In this section we establish the conformal covariance of the weighted polyLaplacian L 2k and the boundary operators B 2γ associated to a given γ ∈ (0, ∞) \ N. The former result is readily deduced from [6, 9] , while the latter result is new.
To prove these results we need to commute powers of r 2 (x, y) := |x| 2 + y 2 , regarded as a multiplication operator, through powers of the weighted Laplacian ∆ m and their composition with ι * y m ∂ y . This is summarized in the following two lemmas. 
for all U ∈ C 2γ .
Remark 4.2. We will also apply Lemma 4.1 in R n with the induced Laplacian, where it holds that
where r 2 (x, y) := |x| 2 and , and define ∆ m by (2.9). Denote r 2 (x, y) := |x| 2 + y 2 . Let k ∈ N 0 and s ∈ R, and regard r 2s as a multiplication operator. As operators, it holds that
where r and ∇ ℓ ∇r 2 are as in Remark 4.2. Proof. On the one hand, the identity
and a straightforward induction argument imply that
. Combining these observations with Lemma 4.1 yields
The conclusion follows from the readily verified identity
We are now able to prove the conformal covariance of the weighted poly-Laplacian and its associated boundary operators. It is clear that these operators are all invariant under translations and rotations which fix the boundary of R n+1 + . Thus it suffices to check that they are conformally covariant with respect to the Kelvin transform:
Let L 2k denote the weighted poly-Laplacian (2.12) and let B 2γ denote the set (3.1) of boundary operators associated to L 2k as given by Definition 3.1. Let L 2k and B 2γ denote the same operators defined in terms of the inverted metric g := r −4 (dx 2 + dy 2 ) and y := r −2 y. Then, as operators,
Proof. The well-known conformal invariance of the Laplacian in Euclidean space states that ∆ = r n+3 ∆r 1−n .
On the other hand, it is straightforward to compute that
From this we readily deduce that 
2ℓ . It follows readily from Proposition 3.4 and Lemma 4.1 that B 2γ 2j+2 is conformally covariant in the sense of (4.2). Thus (4.2) holds for all α ∈ {0, 1, . . . , ⌊γ⌋}.
A similar argument using Proposition 3.4, Lemma 4.1 and Lemma 4.3 yields (4.2) for α ∈ {[γ], [γ] + 1, . . . , γ}.
The generalized Caffarelli-Silvestre extension
The main result of this section is that solutions of the Dirichlet boundary value problem
can be used to recover the fractional Laplacian (−∆) γ for any γ ∈ I. To that end, we first characterize the solutions of (5.1):
Proof. It follows from Lemma 2.5, Proposition 3.2 and Proposition 3.3 that V satisfies (5.1). Suppose now that U is a solution of (5.1). Then W := U − V solves with γ ′ = γ − ⌊γ/2⌋ − 1. Continuing in this way in the latter case, we deduce again that W = 0. Therefore U = V .
We now present our general analogue of the Caffarelli-Silvestre extension [5] . In fact, the following result implies that the fractional Laplacian (−∆) γ can be determined without fully specifying the Dirichlet data (cf. [13, 22] ). For example, one can recover (−∆) γ by applying B 2γ 2γ to any U ∈ ker L 2k for which U (·, 0) = f . Theorem 5.2. Let γ ∈ (0, ∞) \ N and suppose that V is a solution of (5.1).
(1) Given 0 ≤ j ≤ ⌊γ/2⌋, it holds that
(2) Given 0 ≤ j ≤ ⌊γ⌋ − ⌊γ/2⌋ − 1, it holds that
Proof. By Theorem 5.1, V is given by (5.2). We separate the proof into two cases B 2γ 2α ∈ B 2γ depending on whether α ∈ N 0 or α ∈ N 0 . Let 0 ≤ γ ≤ ⌊γ/2⌋. Using (5.2) and Proposition 3.2, we see that
. Applying (2.3) yields (5.4a). Let 0 ≤ j ≤ ⌊γ⌋ − ⌊γ/2⌋ − 1. Using (5.2) and Proposition 3.3, we see that
. Applying (2.3) yields (5.4b).
The sharp Sobolev trace inequalities
The purpose of this section is to use the boundary operators of Section 3 to prove sharp Sobolev inequalities which imply the Sobolev trace embeddings of the weighted Sobolev space W k,2 (R n+1 + , y m ). A key tool in this endeavor is the Dirichlet energy E 2γ (U ) := Q 2γ (U, U ), where Q 2γ is given by (3.9).
Our first result is a Dirichlet principle for solutions of (5.1). 
