We review gene mapping, or inference for quantitative trait loci, in the context of recent research in semi-parametric and non-parametric inference for mixture models. Gene mapping studies the relationship between a phenotypic trait and inherited genotype. Semi-parametric gene mapping using the exponential tilt covers most standard exponential families and improves estimation of genetic effects. Non-parametric gene mapping, including a generalized Hodges-Lehmann shift estimator and Kaplan-Meier survival curve, provide a general framework for model selection for the influence of genotype on phenotype. Examples and summaries of reported simulations show the power of these methods when data are far from normal.
Introduction
Gene mapping concerns the statistical relationship between a phenotype, or measured response known as a trait, and the genotype, or heritable information measured at genetic markers scattered across the genome. Genetic information is incomplete, requiring consideration of mixture models across unknown genotypes. While gene mapping was initially developed
The first gene mapping study involved single marker t-tests (Sax 1923) , which was essentially the standard until the introduction of interval mapping (Lander and Botstein 1989; Haley and Knott 1992; Kruglyak and Lander 1995; see Doerge et al. 1997 ). The normal mixture, with a normal phenotype distribution, is the default in the widely used software Mapmaker/QTL (Lander et al. 1987) , QTL/Cartographer (Basten et al. 1995) and R/qtl ).
Nettleton (Nettleton and Praestgaard 1998; Nettleton 1999; Nettleton 2002 ) considered hypothesis testing for QTL against ordered alternatives, assuming an underlying normal model. Several investigators studied other, non-normal, parametric phenotype models, including binomial and threshold models (Visscher et al. 1996 (Lan et al. 2001 ). Hackett and Weller (1995) considered ordinal threshold models. Broman (2003) proposed a two-part parametric model for phenotype with a spike at one value, including structural zeroes and type I censoring. Parametric Cox proportional hazard model with a specified baseline function was examined by Diao et al. (2004) .
Inference on the QTL map position(s) is fairly robust to normality. However, model misspecification may lead to reduced power to detect genes affecting a trait or to biased estimates of the genetic architecture (Hackett 1997; Wright and Kong 1997) . Further, genetic differences may involve more than a mean shift, as modeled for normal data. Perhaps the phenotype has a different shaped distribution for individuals with different genotypes, as opposed to a difference in the means or center of location? While these issues have been widely studied with single QTL models, there has been little work on more complex multigene models. One might expect that naively using normal models with highly non-normal data might cause greater difficulty in this set-up, where inferences about subtle gene-gene interactions may be misleading. Therefore it is useful to consider semi-parametric and non-parametric generalizations for QTL, providing more robust inference about the genetic architecture, including insight about possible parametric models for the phenotype given the genotype.
Semi-parametric QTL were first considered by Zou and coauthors (Zou et In this chapter, we present semi-parametric models for QTL in Section 2, and non-parametric inference applied to QTL model selection problems in Section 3. An example on tumour counts of rats is used to illustrate both semi-parametric and non-parametric inference for QTL.
Semi-parametric Models
It is well known that statistical methods work best when they use all available information, and in particular here, knowledge about the exact form of the phenotype model. In the best cases, this arises from extensive knowledge from previous studies and an understanding of the underlying mechanism. This ideally focuses attention on a few key parameters, such as the center (mean) and spread (variance) in a population of individuals with identical genotype. However, in many cases, a suitable parametric form is not known. We consider here semi-parametric models that encompass most common parametric models, allowing us to separate the question of model form from detection of QTL.
In the best situation, a researcher believes from previous research that a particular parametric model, such as binomial, is suitable. For instance, Poisson is often appropriate for counts of instances of some event, such as the number of offspring, while binomial is pertinent for proportions, such as germination success or disease resistance. Concentrations often follow a log-normal distribution. Generalizations that allow dispersion may be appropriate in other situations. Caution is in order if a model choice is made on the basis of raw phenotype data, as part of the histogram shape may be due to genetic variation in the sample.
When considering a model, there are three primary options: (1) just use the normal and hope it is satisfactory; (2) build a method streamlined to the 'correct' phenotype model; (3) find a transformation that makes the normal model more tenable. Instead, we propose using semi-parametric models, leaving validation of parametric form to a later investigation by the researcher once the genetics is better understood.
Exponential tilt models
A natural choice for the phenotype model is a common shape that is slightly modified by genotype through an 'exponential tilt':
with θ = (β, f ), log(γ) a low-order polynomial tilt function that is usually linear or quadratic in y, β a vector with unknown polynomial coefficients and f an unknown density. Note that pr(y|q, θ) must be a density for every genotype q, which places some technical constraints on β. If we estimate f with 'point mass' at the observed phenotypes for a sample of n individuals, these constraints become
regardless of the genotype q.
A test for QTL with this semi-parametric phenotype model is simply a test that β = 0 while leaving the shape of f unspecified. Many parametric models are special cases of this semi-parametric model, including normal, Poisson and binomial (Anderson 1979) . Thus this approach can be used to aide in selection of a parametric model. Interestingly, we can even approximate parametric models that do not fit this form, such as negative binomial.
We draw on empirical likelihoods, which use distributions that have point mass at the observed phenotypes. Recent work (see Owen 2001) shows how we can use much of the standard likelihood machinery for point mass empirical distributions with only slight modification. Thus we can use already developed QTL interval mapping for normal data once we can evaluate the likelihood, which is
that rely only on the phenotype and on flanking markers around the QTL. Ideally, we profile the likelihood across loci λ in the genome. Unfortunately, the profile empirical likelihood may not exist for all β in a small compact neighborhood of the null value. That is, there may be no β that make f (y)γ(y|q, β) a density for all possible q.
Zou et al. (2002) proposed a partial empirical likelihood, treating markers m as fixed, by noting that the profile empirical log-likelihood can be factored as
The first term involves a nuisance parameter to enforce the density constraints. It uses a clever trick concerning the Lagrange multiplier α for the constraints on β, leading to point mass estimateŝ
The second term is the partial empirical likelihood,
with ρ(m i ) estimated as the empirical proportion of flanking markers with the genotype agreeing with m i (for a backcross, there are four possible flanking marker genotype combinations). Notice that the partial empirical likelihood 2 does not depend on the shape of the density f .
Zou and Fine (2002) justified this partial empirical likelihood using a conditioning argument. They assumed that the marker genotypes are random, as in breeding experiments, and that the flanking marker probabilities ρ(m i ) may be determined directly by the breeding design, the map function and the marker map, which are typically known. They then demonstrated that one may construct a conditional likelihood based on distribution of flanking marker genotype given phenotype not involving the baseline density f. The partial empirical likelihood is this conditional likelihood with ρ(m i ) replaced by estimates. and Jin et al. (2003) showed that 2 gives valid inferences regardless whether or not m i are treated as fixed or random.
Thus we profile 2 with respect to λ, maximizing β for each possible locus. This semi-parametric profiling yields the same formal behavior as the normal-based profile likelilhood the maximum profile likelihood (see Discussion). This semi-parametric approach can be used to examine the robustness of normal or other parametric phenotype models. First, does the estimated QTL, at the maximum LOD, agree between normal and semiparametric approaches? Second, are the data consistent with a particular parametric model, using the cumulative distributions conditional on QTL genotype in a graphical goodness-of-fit test?
Mammary Tumors in Rats
Study has shown that female rats from the Wistar-Kyoto (WKy) strain resistant to carcinogenesis were crossed with male rats from the Wistar-Furth (WF) strain (Lan et al. 2000) . To identify carcinogenesis resistant genes, 383 female BC rats were generated by mating F1 progeny to WF animals. These backcross rats were scored for number of mammary carcinomas and were genotyped at 58 markers on chromosome 5. Using Mapmaker/QTL, Lan et al. (2000) found that marker D5Rat22 was strongly associated with lower tumor counts. The mean numbers of counts estimated from the normal mixture are 2.68 and 5.43 for the WKy/WF and WF/WF genotypes, respectively at the putative QTL identified. applied the semiparametric method to this rat data and the results are summarized in Figures 1 and 2 . In Figure 1 , the partial likelihood ratio statistic is shown as a function of location on chromosome 5. The LOD score calculated from the partial likelihood ratio statistic is also given. For comparison, the profile from a normal mixture using MapMaker/QTL is displayed. Both curves are very similar with peaks near D5Rat22. The estimated distribution functions for Wky/WF and WF/WF genotypes were computed at the locus giving the maximum LOD score under the semiparametric and normal mixtures. These are displayed in Fig 
Measuring the shift of center
Another way to generalize the normal model is to suppose that QT genotypes can shift the center but not otherwise change the shape of the model. That is, pr(y|q, θ) = F (y + qβ) with θ = (β, F ), β consisting of a few parameters and F a completely unspecified distribution. This semi-parametric shift model has a natural estimator of shift suggested by Hodges and Lehmann. All one has to do is divide the phenotypes into groups based on QT genotype q and find β that shifts the medians of all groups to coincide.
Suppose we knew the shift, say β, and we knew the genotypes q . Then the shifted values y i (β) = y i +(q i −q · )β would all have the same distribution F . Consider the linear rank statistic
which depends on the phenotypes only through the ranks of their shifted values. In the next section, we develop this into a formal test for β = 0, but here we are interested in estimating the shift. If we knew q, then we could use the Hodges-Lehmann estimatorβ = median{b|T (b) ≈ 0}. Note that the linear rank statistic may not reach zero, so in practice we take the closest values on either side and average them. This seems rather difficult to do in practice since q are unknown. However, Haley-Knott regression provides a decent approximation. In other words, we can substitute unknown q with its expectation when estimating β:
with E(q) the expectation of q given flanking markers to the loci λ (Haley and Knott 1992). Haley-Knott least squares estimators are consisten, but may be inefficient, while modified Hodges-Lehmann (HL) estimators may have bias, since they are nonlinear in q, depending on the median. Nevertheless, our HL estimators perform well in simulations. Our investigation for a single QTL shows that (Zou et al. 2003 ) the approximation works well for linkage maps that are relatively dense (when the average marker distance is no larger than 20 cM) which is true for most of the modern QTL mapping studies. The proposed estimator of β is more efficient than its traditional estimator based on the normality assumption when the data is not normally distributed. Further, Haley-Knott (1992) regression gives valid estimates and testing when data are not normal. based on the rank based method. Therefore, the non-parametric rank based analysis confirms the results by Broman (2003) .
Listeria Monocytogene Time-to-Death in Mice

Non-parametric Models
The semi-parametric models are quite useful, but they still rely on some common shape in some sense. What if we want to allow completely arbitrary shaped distributions with different QTL genotypes? Here we examine non-parametric methods that make no assumptions about the shape of the distribution, that is we focus on cumulative distributions conditional only on the QT genotype
This approach is more robust to heavy-tailed phenotype distributions and to occasional outliers.
Estimates of shift discussed in the previous section could be useful here, but they are actually semi-parametric. We wish to estimate the conditional distributions F q without any assumptions of shape. Here is the basic idea. We estimate the cumulative distributions given flanking markers, pr(Y ≤ y|m, λ), by dividing phenotypes into groups based on flanking markers and summing up the corresponding histograms (details below). Now notice that the phenotype distributions conditional on QTL are mixtures of these flanking-marker distributions:
Given QTL λ, we can calculate pr(q|m, λ). 
with n s being the size of the set s. This gives an empirical estimator of H i (y) which increases from 0 to 1 as y increases, taking steps of size 1/n s . All individuals in set s have this same estimator. Thus,
T be the cumulative phenotype distributions conditioned on flanking markers, and F be a column vector across the QT genotypes of F q . Combine the segregation model into an n × 2 m matrix R with R iq = pr(q|m i , λ). Thus
H(y) = RF (y) .
In the case of fully informative flanking markers, the 'best' (least squares) estimator of F q (y) given QTL λ iŝ
The last equality holds since we are effectively summing first over individuals with the same flanking markers. This makes sense, since we can think of the problem as having the cumulative distribution as the phenotype of interest, with data being N i (y) = I(y i ≤ y). The least squares estimator of F q (y) minimizes the following sum of squares:
That is, we find the best fit to the cumulative distribution of phenotypes y based on the segretation model and on phenotype model given QTL at λ.
The covariances of the phenotype cumulative distribution arise directly from the binomial model, since we are estimating a probability. For y ≤ y ,
which can be estimated by W N(y)(I − N (y ))W T . The linear rank test provides a formal non-parametric testing framework to infer QTL, assuming common shape. Following this localization, the above estimators can provide graphical assessment of the shape of the distribution for each genotype.
The rank tests of Kruglyak and Lander (1995) may have low power to detect differences between the phenotypic distributions. A test for homogeneity of the components may also be conducted using the proposed nonparametric estimators. For given y, the null hypothesis is H 0 : AF (t) = 0, where A is an (L − 1) × L matrix containing (L − 1) linearly independent contrasts of F Q (y)s corresponding all possible QTL genotypes q. Under H 0 , the statistic
Evaluating the distribution of L as a process in y ∈ [0, τ] (τ is the maximum y value observed would) enable omnibus testing procedures which are sensitive to differences amongst the component distributions at all time points. For example, using sup y L(y) would provide a statistic which is sensitive to all alternatives, unlike the test of Kruglyak and Lander (1995) . The theoretical developments of sup y L(y) appear to be rather challenging and deserves further investigation. In practice, one might consider using the bootstrap to approximate the distribution of the sup test under H 0 across the genome. Again, the proposed method has been applied to the mammary tumor rat data ). We compute nonparametric estimates of the carcinoma distributions for the WKy/WF and WF/WF genotypes at the estimated QTL and the estimated distributions are displayed in Figure  5 along with 0.95 pointwise confidence intervals. The plots exhibit that WF/WF rats have higher tumor counts. Further, the estimated distributionF (y) provides another goodness of fit method of the traditional parametric QTL mapping. The estimated means in the WKy/WF and WF/WF groups are 2.64 and 5.46, respectively, which agrees with Mapmaker/QTL. However, the estimated distributions from the normal mixture are rather different from the nonparametric estimates; these are not shown. Instead, the estimated components from a model with F W Ky/W F and F W F/W F assumed to be negative binomial, which was fitted by Lan et al. (2001) , are displayed in Figure 5 . These fall entirely within the 0.95 limits, indicating that this model matches the data well.
Discussion
The Wilcoxon rank-sum test was extended to interval mapping by Kruglyak and Lander (1995) . For related sum of scores tests that might be used as alternatives, see Puri and Sen (1985) or other texts on non-parametric statistics.
Technical details for the QTL exponential tilt can be found in Zou, Calculating thresholds and power are important practical issues in the design and analysis of any QTL study. However, the usual point-wise significance level based on chi-square approximation is inadequate because the entire genome is tested for the presence of a QTL. Theoretical approximations based on the Ornstein-Uhlenbeck diffusion process have been developed to determine threshold and power (Lander and Botstein 1989; Dupuis and Siegmund 1999; Rebai et al. 1994 Rebai et al. , 1995 Zou et al. 2001 in some simple experimental crosses. However, permutation procedure is time consuming and may not be applicable under some conditions. The theoretical approximation is not readily available for any study designs and hard to obtain for complicated models. Empirical permutation procedures to estimate genome-wide threshold values for traditional interval mapping proposed by Churchill and Doerge (1994) and widely used for normal data can be readily applied to the semiparametric and nonparametric methods reviewed here. Recently, Zou et al. (2004) proposed a new resampling procedure to assess the significance of genome-wide QTL mapping that is computationally much less intensive than Churchill and Doerge (1994) . Further, it is applicable to complicated QTL mapping models that the permutation and theoretical methods cannot handle.
