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Abstract
For a pair of quantum channels with the same input space, we
show that the possibility of approximation of one channel by post-
processings of the other channel can be characterized by comparing
the success probabilities for the two ensembles obtained as outputs for
any ensemble on the input space coupled with an ancilla. This pro-
vides an operational interpretation to a natural extension of Le Cam’s
deficiency to quantum channels. In particular, we obtain a version of
the randomization criterion for quantum statistical experiments. The
proofs are based on some properties of the diamond norm and its dual,
which are of independent interest.
1 Introduction
The classical randomization criterion [8, 28, 30] for statistical exper-
iments is an important result of statistical decision theory. It makes
a link between the performance of decision rules available for corre-
sponding decision problems and the possibility of approximating one
experiment by randomizations of the other. A special case is the
Blackwell-Sherman-Stein (BSS) theorem [1, 24, 27], which states that
a stochastic mapping (Markov kernel) transforming one experiment
into the other exists if and only if the optimal decision rules for the
former experiment have smaller risks.
∗jenca@mat.savba.sk
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A quantum statistical experiment is a parametrized family of den-
sity operators and the role of stochastic mappings is played by com-
pletely positive trace preserving maps, or channels. Decision rules
for (classical) decision spaces are given by positive operator valued
measures (POVMs). The corresponding comparison of quantum ex-
periments was studied e.g. in [13, 20], but in this case the BSS theorem
does not hold, even if one of the experiments is classical, see [21].
A quantum version of the BSS theorem was first obtained by
Shmaya [25] in the framework of the so-called quantum information
structures. In [2], a theory of comparison for both classical and quan-
tum experiments is developed in terms of statistical morphisms and
a general form of BSS theorem is proved. In both works, either ad-
ditional entanglement or composition of the experiment with a com-
plete set of states is required. On the other hand, Matsumoto [20]
introduced a natural generalization of classical decision problems to
quantum ones and proved a quantum randomization criterion in this
setting, using the minimax theorem similarly as in the classical case
(see e.g. [28]). The main drawback of this approach is the lack of
operational interpretation for quantum decision problems.
Comparison of channels is an extension of the theory of comparison
of experiments. A natural idea is the following: given channels Φ and
Ψ with the same input space, compare the two experiments obtained
as outputs for any given input experiment. If the output of, say, Ψ
is always more informative for any decision problem, we might say
that Ψ is less noisy than Φ. In the classical case, an ordering of
channels was first introduced in the work by Shannon [23], where a
coding/decoding criterion was applied. Other orderings were studied
e.g. in [12, 18], see [4, 22] for some more recent works.
In the quantum setting, it is possible to introduce a stronger condi-
tion than the one described above, namely to use experiments on the
input space coupled with any ancilla. As it turns out, Ψ is less noisy
in this stronger sense if and only if Φ is a post-processing of Ψ, (or Ψ
is degradable into Φ, in the terminology of information theory) which
means that there exists some channel α such that Φ = α ◦Ψ. In fact,
it is enough to compare guessing probabilities for ensembles of states.
This remarkable result was first obtained by Chefles in [10], using the
results of [25]. It was extended and refined in [2], in particular it was
proved that no entanglement in the input ensemble is needed. Some
applications were already found in [3–6].
The aim of the present work is to establish an approximate ver-
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sion, which may be called the randomization criterion for quantum
channels. More precisely, we study an extension of Le Cam’s defi-
ciency for quantum channels, defined as the precision, measured in
the diamond norm, up to which one can approximate one channel by
post-processings of the other. We show that this notion of deficiency
can be characterized by comparing success probabilities for output
ensembles, with respect to the success probability of the input ensem-
ble. These results are then applied to statistical experiments and a
quantum randomization criterion is proved in terms of success proba-
bilities. We also discuss the case when no ancilla is present and show
that this leads to the classical deficiency of experiments, studied e.g.
in [13, 20].
The diamond norm naturally appears as a distinguishability norm
for quantum channels [17, 31]. As it was observed in [14], this norm
can be defined using only the order structure given by the cone of com-
pletely positive maps and has a similar relation to the set of channels
as the trace norm has to the set of states. We also show that the dual
norm on positive elements can be expressed as the optimal success
probability for a certain ensemble. These properties provide a very
convenient framework for proving our results and are of independent
interest.
2 Notations and preliminaries
Throughout the paper, all Hilbert spaces are finite dimensional. If H
is a Hilbert space, we denote dH := dim(H) and fix an orthonormal
basis {|eHi 〉, iH = 1 . . . dH} in H. We will denote the algebra of linear
operators on H by B(H), the set of positive operators in B(H) by
B(H)+ and the real vector space of Hermitian elements in B(H) by
Bh(H). The set of states, or density operators, on H will be denoted
by
S(H) := {σ ∈ B(H)+, Trσ = 1}.
2.1 Spaces of Hermitian maps
Let L(H,K) denote the space of real linear maps Bh(H) → Bh(K).
Then L(H,K) can be identified with the space of Hermitian linear
maps B(H) → B(K). The set L(H,K)+ of completely positive maps
forms a closed convex cone in L(H,K) which is pointed and generating.
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With this cone, L(H,K) becomes an ordered vector space. We will
denote the corresponding order by ≤. An element of L(H,K)+ that
preserves trace is usually called a channel. We will denote the set of
all channels by C(H,K).
For φ ∈ L(H,K), we will denote by φ∗ its adjoint with respect to
the Hilbert-Schmidt inner product. That is, φ∗ ∈ L(K,H) is defined
by
Tr [φ∗(A)B] = Tr [Aφ(B)], A ∈ Bh(K), B ∈ Bh(H).
Note that φ∗ is completely positive if and only if φ is, moreover, φ is a
channel if and only if φ∗ is completely positive and unital, φ∗(I) = I.
A special class of elements in L(H,K) are the classical-to-quantum
(cq-)maps and quantum-to-classical (qc-)maps, defined as follows. Let
A = {A1, . . . , AdH} be any collection of operators in Bh(K) and define
φcqA : X 7→
∑
i
〈eHi ,Xe
H
i 〉Ai, X ∈ Bh(H).
Similarly, for B = {B1, . . . , BdK}, Bi ∈ Bh(H), we put
φqcB : X 7→
∑
i
Tr [XBi]|e
K
i 〉〈e
K
i |, X ∈ Bh(H).
It is easy to see that φcqA ∈ L(H,K) and it is completely positive if
and only if each Ai ∈ B(K)
+, similarly for φqcB . Moreover, φ
cq
A is a
channel if and only if Ai ∈ S(K) for all i and φ
qc
B is a channel if
and only if B is a collection of positive operators such that
∑
iBi = I.
Such a collection is called a POVM (positive operator valued measure)
and is used in the description of measurements with values in the set
{1, . . . , dK}. We will denote the set of all n-valued POVMs on H by
M(H, n).
Remark 1. If A = {A1, . . . , An} is a collection of operators in Bh(H),
then φcqA , resp. φ
qc
A , denotes the cq-map in L(C
n,H), resp. the qc-map
in L(H,Cn), defined by A and the standard basis in Cn. In this way,
any POVM can be identified with a qc-channel and any finite collection
of states on H with a cq-channel. Moreover, if φ ∈ L(H,K), then it
is easy to see that φ ◦ φcqA = φ
cq
φ(A), where φ(A) = {φ(A1), . . . , φ(An)}.
Similarly, if ψ ∈ L(K,H), φqcA ◦ ψ = φ
qc
ψ∗(A). If F ∈ M(H, n) and ψ is
a channel, then ψ∗(F ) ∈M(K, n) is called the pre-processing of F by
ψ.
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For φ ∈ L(H,H), we define
s(φ) =
∑
i,j
〈eHi , φ(|e
H
i 〉〈e
H
j |)e
H
j 〉.
It is easy to see that s defines a linear functional s : L(H,H) → R.
The next lemma shows that this functional has tracelike properties
with respect to composition of maps.
Lemma 1. For all φ ∈ L(H,K), ψ ∈ L(K,H), s(ψ ◦ φ) = s(φ ◦ ψ).
Proof. Let φB,A denote the map B(K) ∋ X 7→ Tr [BX]A, with A ∈
Bh(H), B ∈ Bh(K). We have
s(φB,A ◦ φ) =
∑
i,j
〈eHi , Ae
H
j 〉Tr [Bφ(|e
H
i 〉〈e
H
j |)] =
∑
i,j
〈eHi , Ae
H
j 〉〈e
H
j , φ
∗(B)eHi 〉
= Tr [φ(A)B].
Similarly,
s(φ ◦ φB,A) =
∑
i,j
〈eKi , φ(A)e
K
j 〉Tr [B|e
K
i 〉〈e
K
j |] =
∑
i,j
〈eKi , φ(A)e
K
j 〉〈e
K
j , Be
K
i 〉
= Tr [φ(A)B] = s(φB,A ◦ φ).
Since the maps φB,A generate L(K,H) and s is linear, the statement
follows.
We now identify the dual space of L(H,K) with L(K,H), where
duality is given by
〈ψ, φ〉 = s(ψ ◦ φ), φ ∈ L(H,K), ψ ∈ L(K,H).
This duality is closely related to the inner product 〈·, ·〉′′ in L(H,K),
introduced in [26]. Note that the properties of s imply that we have
〈φ,ψ〉 = 〈ψ, φ〉 and
〈φ, ξ ◦ ψ〉 = 〈φ ◦ ξ, ψ〉 = 〈ψ ◦ φ, ξ〉
whenever φ, ψ and ξ are maps with appropriate input and output
spaces. The dual cone of positive functionals satisfies
(L(H,K)+)∗ := {ψ ∈ L(K,H), 〈ψ, φ〉 ≥ 0,∀φ ∈ L(H,K)+} = L(K,H)+
so that, in this sense, the cone of completely positive maps is self-dual.
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Remark 2. Let us denote
XH :=
∑
i,j
|eHi 〉〈e
H
j | ⊗ |e
H
i 〉〈e
H
j |.
The Choi representation ([11]) C : φ 7→ (φ ⊗ idH)(XH) provides an
order-isomorphism of L(H,K) onto Bh(K ⊗H) with the cone of pos-
itive operators B(K ⊗ H)+. Note also that for any φ ∈ L(H,H),
s(φ) = TrC(φ)XH, so that for φ ∈ L(H,K), ψ ∈ L(K,H) we obtain
〈ψ, φ〉 = s(ψ ◦ φ) = Tr [C(ψ ◦ φ)XH] = Tr [(ψ ⊗ idH)(C(φ))XH]
= Tr [C(φ)(ψ∗ ⊗ idH)(XH)] = Tr [C(φ)C(ψ
∗)].
It follows that ψ, seen as a linear functional on L(H,K), is identified
with the functional on Bh(K⊗H) defined by C(ψ
∗) through the natu-
ral duality of Bh(K,⊗H) with itself, given by the trace. It is of course
possible to use this representation and we will do it in some places,
but for our purposes it is mostly more convenient to work with the
spaces of mappings.
2.2 The diamond norm and its dual
The diamond norm in L(H,K) is defined by
‖φ‖⋄ = sup
dH0<∞
sup
ρ∈S(H⊗H0)
‖(φ⊗ id)(ρ)‖1 (1)
= sup
ρ∈S(H⊗H)
‖(φ⊗ id)(ρ)‖1, (2)
where ‖ · ‖1 denotes the L1-norm, or trace norm, in B(K⊗H). It was
proved in [14] that the diamond norm is related to the order structure
in L(H,K) and the set C(H,K), similarly as the trace norm is related
to the set of states. Namely, it was shown that
‖φ‖⋄ = inf
α∈C(H,K)
inf{λ > 0,−λα ≤ φ ≤ λα}, φ ∈ L(H,K). (3)
It was also shown that the dual norm in L(K,H), which we will denote
by ‖ · ‖⋄, has a similar relation to the set of erasure channels {φσ :
B(K)→ B(H), A 7→ Tr [A]σ, σ ∈ S(H)}, so that
‖ψ‖⋄ = inf
σ∈S(H)
inf{λ > 0,−λφσ ≤ ψ ≤ λφσ}, ψ ∈ L(K,H). (4)
We list some useful properties of these norms.
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Proposition 1. (i) If φ ∈ L(H,K)+, then
‖φ‖⋄ = sup
σ∈S(H)
Tr [φ(σ)], ‖φ‖⋄ = sup
α∈C(K,H)
〈α, φ〉.
(ii) If φ,ψ ∈ C(H,K), then
‖φ− ψ‖⋄ = 2 sup
γ≥0,‖γ‖⋄≤1
〈γ, φ− ψ〉
(iii) If χ ∈ C(K,K′) and ξ ∈ C(H′,H), then the maps φ 7→ χ ◦ φ and
φ 7→ φ ◦ ξ are contractions with respect to both ‖ · ‖⋄ and ‖ · ‖
⋄.
Proof. It is clear from (3) that for ψ ∈ L(K,H), ‖ψ‖⋄ ≤ 1 if and only
if there is some channel α such that −α ≤ ψ ≤ α. Since ‖ · ‖⋄ is the
dual of ‖ · ‖⋄ and φ ≥ 0, we have
‖φ‖⋄ = sup
‖ψ‖⋄≤1
〈ψ, φ〉 = sup
α∈C(K,H)
sup
−α≤ψ≤α
〈ψ, φ〉 ≤ sup
α∈C(K,H)
〈α, φ〉 ≤ ‖φ‖⋄.
Similarly, we have by Remark 1,
‖φ‖⋄ = sup
σ∈S(H)
〈φσ , φ〉 = sup
σ∈S(H)
s(φ ◦ φσ) = sup
σ∈S(H)
s(φφ(σ))
= sup
σ∈S(H)
Tr [φ(σ)].
This proves (i). For (ii), let γ ∈ L(H,K)+, then ‖γ‖⋄ ≤ 1 if and only if
γ ≤ φσ for some σ ∈ S(H). Put β = 2(γ−
1
2φσ), then −φσ ≤ β ≤ φσ ,
so that ‖β‖⋄ ≤ 1 and since 〈φσ, φ − ψ〉 = Tr [φ(σ) − ψ(σ)] = 0, we
have
〈γ, φ − ψ〉 =
1
2
〈β, φ− ψ〉 ≤
1
2
‖φ− ψ‖⋄.
Conversely, for any β ∈ L(K,H) with −φσ ≤ β ≤ φσ we have 0 ≤
1
2(β + φσ) ≤ φσ. This gives the opposite inequality.
To prove (iii), we may assume that ‖φ‖⋄ = 1. Then−α ≤ φ ≤ α for
some channel α. But χ◦α is again a channel and −χ◦α ≤ χ◦φ ≤ χ◦α,
so that ‖χ ◦ φ‖⋄ ≤ 1. The case of the dual norm is proved similarly,
using the fact that χ ◦ φσ = φχ(σ) is an erasure channel.
To prove the same for the second map, observe that the map φ 7→
φ ◦ ξ is the adjoint of the map ψ 7→ ξ ◦ ψ, this is easily seen from
〈φ, ξ ◦ ψ〉 = s(φ ◦ ξ ◦ ψ) = 〈φ ◦ ξ, ψ〉.
The statement (iii) now follows by the first part of the proof.
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We now find more explicit expressions for the norms of cq- and
qc-maps. Define δH ∈ L(H,H) by
δH := φ
cq
{|eH
1
〉〈eH
1
|,...,|eH
dH
〉〈eH
dH
|}
= φqc
{|eH
1
〉〈eH
1
|,...,|eH
dH
〉〈eH
dH
|}
.
Clearly, δH ∈ C(H,H) and δH ◦ δH = δH. Moreover, for any φ ∈
L(H,K), φ ◦ δH is a cq-map and φ ◦ δH = φ if and only if φ is a cq-
map. In other words, the map φ 7→ φ◦δH is a positive idempotent map
on L(H,K) whose range the set of all cq-maps. Similarly, ψ 7→ δH ◦ψ
is a positive idempotent map on L(K,H) whose range is the set of all
qc-maps.
Lemma 2. Let A = {A1, . . . , An} be a collection of operators in
Bh(H). Then
‖φcqA ‖⋄ = maxi
‖Ai‖1, ‖φ
cq
A ‖
⋄ = inf
σ∈S(H)
max
i
‖σ−1/2Aiσ
−1/2‖,
‖φqcA ‖
⋄ =
∑
i
‖Ai‖, ‖φ
qc
A ‖⋄ = sup
σ∈S(H)
∑
i
‖σ1/2Aiσ
1/2‖1.
Proof. We will use the expressions (3) and (4). Let us consider the first
equality. Assume that α ∈ C(Cn,H) is such that −λα ≤ φcqA ≤ λα,
then the same is true for the cq-channel α ◦ δH. It follows that the
infimum in (3) can be taken over cq-channels. Moreover, if α = φcqS
for some collection S = {σi} of states on H, then −λα ≤ φ
cq
A ≤ λα if
and only if −λσi ≤ Ai ≤ λσi holds for all i. It is now enough to note
that
inf
σ∈S(H)
inf{λ > 0,−λσ ≤ Ai ≤ λσ} = ‖Ai‖1.
Further, note that for σ ∈ S(H), −λφσ ≤ φ
cq
A ≤ λφσ if and only
if −λσ ≤ Ai ≤ λσ for all i, equivalently, supp(Ai) ⊆ supp(σ) and
‖σ−1/2Aiσ
−1/2‖ ≤ λ for all i.
To prove the second line of equalities, we will use duality of the
two norms. Note that φqcA ∈ L(H,C
n) and for any ψ ∈ L(Cn,H),
〈ψ, φqcA 〉 = 〈ψ, δCn ◦ φ
qc
A 〉 = 〈ψ ◦ δCn , φ
qc
A 〉
and ψ ◦ δCn =: φ
cq
F is a cq-map with ‖φ
cq
F ‖⋄ ≤ ‖ψ‖⋄. Using this and
the first part of the proof, we obtain
‖φqcA ‖
⋄ = sup
‖φcq
F
‖⋄≤1
〈φcqF , φ
qc
A 〉 = sup
maxi ‖Fi‖1≤1
∑
i
Tr [FiAi]
=
∑
i
sup
‖Fi‖1≤1
TrAiFi =
∑
i
‖Ai‖.
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Similarly,
‖φqcA ‖⋄ = sup
‖φcq
F
‖⋄≤1
〈φcqF , φ
qc
A 〉 = sup
σ∈S(H)
sup
−σ≤Fi≤σ
∑
i
Tr [FiAi]
= sup
σ∈S(H)
∑
i
‖σ1/2Aiσ
1/2‖1.
2.3 The dual norm and guessing probabilities
In this paragraph, we relate the dual norm ‖·‖⋄ of completely positive
maps to maximal success probabilities in certain multiple hypothesis
testing problems.
Let E = {λi, σi}
n
i=1 be and ensemble on H, that is, λi > 0,
∑
i λi =
1 are probabilities and σi ∈ S(H), i = 1, . . . , n. In the setting of
multiple hypothesis testing, this is interpreted as a set of possible
states of a quantum system with prior probabilities and the task is
to guess which one is the true state. Any procedure to obtain such
a guess can be identified with some POVM M ∈ M(H, n), where
TrσiMj is interpreted as the probability that σj is chosen when the
true state is σi. The maximal probability of a successful guess is given
by
Psucc(E) := max
M∈M(H,n)
∑
i
λiTrMiσi.
To the ensemble E , we assign the cq-map
φE := φ
cq
λ1σ1,...,λnσn
∈ L(Cn,H)+ (5)
Lemma 3. Let E be an ensemble. Then Psucc(E) = ‖φE‖
⋄.
Proof. Since φE ≥ 0, we obtain by Proposition 1 and a similar reason-
ing as in the proof of Lemma 2,
‖φE‖
⋄ = sup
α∈C(H,Cn)
〈α, φE 〉 = sup
M∈M(H,n)
∑
i
Tr [Miλiσi] = Psucc(E).
We next show that the dual norm of any completely positive map
can be written as a (multiple of) the optimal success probability of
some ensemble.
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Proposition 2. Let γ ∈ L(K,H)+. Then there is an (equiprobable)
ensemble Eγ on H⊗K such that
‖γ‖⋄ = dKTr [γ(I)]Psucc(Eγ).
Moreover, for any φ ∈ L(H,H′)+, we have
Eφ◦γ = (φ⊗ id)(Eγ).
Proof. Let {U1, . . . , Ud2
K
} be a set of Heisenberg-Weyl operators on K,
that is a set of unitaries such that
1
dK
∑
j
U∗j AUj = Tr [A]IK, A ∈ B(K).
Define
σγi := Tr [γ(I)]
−1(I ⊗ U∗i )C(γ)(I ⊗ Ui), i = 1, . . . , d
2
K.
Clearly, σγi ≥ 0 and Tr [σ
γ
i ] = Tr [γ(I)]
−1Tr [C(γ)] = 1, so that σγi ∈
S(H⊗K). Let Eγ be the (equiprobable) ensemble Eγ := {
1
d2
K
, σγi }
d2
K
i=1.
By Lemma 3,
dKTr [γ(I)]Psucc(Eγ) = dKTr [γ(I)]‖φEγ‖
⋄ = ‖φcqF ‖
⋄,
where
Fi :=
1
dK
Tr [γ(I)]σγi =
1
dK
(I ⊗ U∗i )C(γ)(I ⊗ Ui), i = 1, . . . , d
2
K
We will prove that ‖γ‖⋄ = ‖φcqF ‖
⋄. Since Fi ≥ 0, we have
‖φcqF ‖
⋄ = sup
M∈M(H⊗K,d2
K
)
∑
i
Tr [MiFi].
For any M ∈ M(H⊗K, d2K),∑
i
Tr [MiFi] = Tr [
1
dK
∑
i
(I ⊗ Ui)Mi(I ⊗ U
∗
i )C(γ)] = Tr [YMC(γ)],
where YM :=
1
dK
∑
i(I⊗Ui)Mi(I⊗U
∗
i ) is a positive operator on H⊗K
such that
TrK[YM ] =
1
dK
TrK[
∑
i
Mi] = IH.
10
It follows that YM is the Choi matrix of some completely positive
unital map in L(K,H), [11]. Hence there is some channel φ ∈ C(H,K)
such that YM = C(φ
∗) and by Remark 2∑
i
TrMiFi = TrC(φ
∗)C(γ) = 〈φ, γ〉.
It follows that
‖φcqF ‖
⋄ ≤ sup
φ∈C(H,K)
〈φ, γ〉 = ‖γ‖⋄.
Conversely, let φ ∈ C(H,K), then
〈φ, γ〉 = Tr [C(γ)C(φ∗)] =
1
dK
Tr [
∑
i
Fi(I ⊗ U
∗
i )C(φ
∗)(I ⊗ Ui)]
=
∑
i
Tr [FiMi],
where Mi =
1
dK
(I ⊗ U∗i )C(φ
∗)(I ⊗ Ui). Since Mi ≥ 0 and∑
i
Mi = TrKC(φ
∗)⊗ IK = IH⊗K,
M = {M1, . . . ,Md2
H
} is a POVM on H ⊗ K. It follows that ‖γ‖⋄ =
‖φcqF ‖
⋄.
3 The main result
Let Φ ∈ C(H,K) and Ψ ∈ C(H,K′). Similarly to Le Cam’s deficiency
for statistical experiments, we may define the deficiency of Φ with
respect to Ψ by
δ(Φ,Ψ) = inf
α∈C(K′,K)
‖Φ− α ◦Ψ‖⋄.
Since C(K′,K) is convex and compact, the infimum is attained, in
particular, δ(Φ,Ψ) = 0 if and only if Φ = α◦Ψ for some α ∈ C(K′,K).
In this case, we say that that Φ is a post-processing of Ψ and write
Φ  Ψ. We also define Le Cam distance by
∆(Φ,Ψ) = max{δ(Φ,Ψ), δ(Ψ,Φ)}.
This defines a preorder on the set of channels with the same input
space. The following data processing inequalities for δ are obvious
consequences of the definition and Proposition 1 (iii).
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Proposition 3. Let Φ1,Φ2,Φ, Ψ1,Ψ2,Ψ be channels with the same
input space.
(i) If Φ1  Φ2, then δ(Φ1,Ψ) ≤ δ(Φ2,Ψ).
(ii) If Ψ1  Ψ2, then δ(Φ,Ψ1) ≥ δ(Φ,Ψ2).
Let now E be any ensemble on H and let Φ(E) be the ensemble on
K obtained by applying Φ to each state in E . It follows from Lemma
3 and Proposition 1 (iii) (but is also easy to see directly), that if Φ
is a post-processing of Ψ, we must have Psucc(Φ(E)) ≤ Psucc(Ψ(E)).
In fact, for any ensemble E on the tensor product H ⊗ H0 with an
ancillary Hilbert space H0, we have
Psucc((Φ⊗ idH0)(E)) ≤ Psucc((Ψ ⊗ idH0)(E)). (6)
The converse was proved in [2, 10], namely that if (6) holds for any
ensemble and any ancilla, then Φ  Ψ.
Our aim in the present section is to prove an ǫ-version of this result.
More precisely, for ǫ ≥ 0, we want to characterize pairs of channels
satisfying δ(Φ,Ψ) ≤ ǫ by comparing the maximal success probabilities
for ensembles obtained by sending an ensemble through the two chan-
nels. We first prove a ”classical” variant, where no ancilla is present.
The important part of the following proposition is the equivalence of
(i) and (iv), relating the comparison of success probabilities to ap-
proximations of pre-processings of POVMs.
Proposition 4. Let Φ ∈ C(H,K) and Ψ ∈ C(H,K′), ǫ ≥ 0, k ∈ N.
The following are equivalent.
(i) For any ensemble E = {λi, ρi}
k
i=1 on H, we have
Psucc(Φ(E)) ≤ Psucc(Ψ(E)) + ǫPsucc(E)
(ii) For any collection F = {F1, . . . , Fk} in B(H)
+, we have
‖Φ ◦ φcqF ‖
⋄ ≤ ‖Ψ ◦ φcqF ‖
⋄ + ǫ‖φcqF ‖
⋄
(iii) For any collection F = {F1, . . . , Fk} in Bh(H), we have
max
M∈M(K,k)
∑
i
TrMiΦ(Fi) ≤ max
N∈M(K′,k)
∑
i
TrNiΨ(Fi) + 2ǫ‖φ
cq
F ‖
⋄
(iv) For any M ∈M(K, k), there is some N ∈ M(K′, k) such that
‖φqcΦ∗(M) − φ
qc
Ψ∗(N)‖⋄ ≤ 2ǫ
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Proof. Suppose (i) and let Fi ∈ B(H)
+, i = 1, . . . , k. Put ci = TrFi,
c =
∑
i ci and let F = {λi, σi}
k
i=1, where σi = (ci)
−1Fi and λi = ci/c.
Then F is an ensemble on H and φcqF = cφF . By Lemma 3, we have
‖Φ ◦ φcqF ‖
⋄ = c‖Φ ◦ φF‖
⋄ = c‖φΦ(F)‖
⋄ = cPsucc(Φ(F))
and similarly for Ψ, this proves (ii).
Suppose (ii) and let Fi ∈ Bh(H), i = 1, . . . , k. Let ‖φ
cq
F ‖
⋄ = t, then
by (4) there is some σ ∈ S(H) such that 2tφσ ≥ φ
cq
F + tφσ ≥ 0, so
that Fi+ tσ ∈ B(H)
+ for all i. By (ii), we have for any M ∈ M(H, k)∑
i
TrMiΦ(Fi) + t =
∑
i
TrMiΦ(Fi + tσ) = 〈φ
qc
M ,Φ ◦ φ
cq
F+tσ〉
≤ ‖Φ ◦ (φcqF+tσ)‖
⋄ ≤ ‖Ψ ◦ (φcqF+tσ)‖
⋄ + ǫ‖φcqF+tσ‖
⋄
= sup
N∈M(K′,k)
∑
i
TrNiΨ(Fi) + t+ ǫ‖φ
cq
F+tσ‖
⋄
here F + tσ = {F1 + tσ, . . . , Fk + tσ}. It is now enough to notice that
0 ≤ φcqF+tσ ≤ 2tφσ , so that ‖φ
cq
F+tσ‖
⋄ ≤ 2t = 2‖φcqF ‖
⋄.
Next, suppose (iii) and let M ∈M(H, k). Then
2ǫ ≥ max
‖φcq
F
‖⋄≤1
min
N∈M(K′,k)
(∑
i
TrΦ(Fi)Mi −
∑
i
TrΨ(Fi)Ni
)
= max
‖φcq
F
‖⋄≤1
min
N∈M(K′,k)
〈φqcΦ∗(M) − φ
qc
Ψ∗(N), φ
cq
F 〉
= max
‖ψ‖⋄≤1
min
N∈M(K′,k)
〈φqcΦ∗(M) − φ
qc
Ψ∗(N), ψ〉.
SinceM(K′, k) and the unit ball of ‖ · ‖⋄ are compact convex sets and
the map (ψ,N) 7→ 〈φqc
Φ∗(M)
− φqc
Ψ∗(N)
, ψ〉 is linear in both arguments,
the minimax theorem (see e.g. [28]) applies and we have
min
N∈M(K′,k)
‖φqcΦ∗(M) − φ
qc
Ψ∗(N)‖⋄ = minN∈M(K′,k)
max
‖ψ‖⋄≤1
〈φqcΦ∗(M) − φ
qc
Ψ∗(N), ψ〉
= max
‖ψ‖⋄≤1
min
N∈M(K′,k)
〈φqcΦ∗(M) − φ
qc
Ψ∗(N), ψ〉
≤ 2ǫ.
Finally, suppose (iv) and let E = {λi, σi}
k
i=1 be an ensemble on H.
Let M ∈ M(K′, k) and let N ∈ M(K′, k) be as in (iv). Then∑
i
TrMiλiΦ(σi) = 〈φ
qc
Φ∗(M), φE〉 ≤ 〈φ
qc
Ψ∗(N), φE 〉+
1
2
‖φqcΦ∗(M) − φ
qc
Ψ∗(N)‖⋄‖φE‖
⋄
≤
∑
i
TrNiλiΨ(σi) + ǫ‖φE‖
⋄.
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By Lemma 3, we obtain (i).
Remark 3. Assume that Φ in the above proposition is a qc-channel. In
this case, δK◦Φ = Φ and by puttingM = {|e
K
1 〉〈e
K
1 |, . . . , |e
K
dK
〉〈eKdK |} in
(iv), we obtain that (i) is equivalent to δ(Φ,Ψ) ≤ 2ǫ. This also gives
a randomization criterion for classical-to-classical channels. Compare
this to [4], where an analogous statement for such channels is proved
but with a dimension-dependent factor multiplying ǫ.
We now prove our main result.
Theorem 1. Let Φ ∈ C(H,K), Ψ ∈ C(H,K′), ǫ ≥ 0. The following
statements are equivalent.
(i) δ(Φ,Ψ) ≤ ǫ.
(ii) For any finite dimensional Hilbert space K0 and any map γ ∈
L(K0,H)
+,
‖Φ ◦ γ‖⋄ ≤ ‖Ψ ◦ γ‖⋄ +
ǫ
2
‖γ‖⋄.
(iii) For any finite dimensional Hilbert space K0 and any ensemble
E = {λi, σi}
k
i=1 on H⊗K0,
Psucc((Φ ⊗ idK0)(E)) ≤ Psucc((Ψ ⊗ idK0)(E)) +
ǫ
2
Psucc(E).
Moreover, in (ii) and (iii), one can restrict to K0 = K and equiprobable
ensembles with k = d2K elements.
Proof. Assume (i) and let α ∈ C(K′,K) be a channel such that
‖Φ− α ◦Ψ‖⋄ ≤ ǫ.
Then for any γ ∈ L(K0,H)
+ and χ ∈ C(K,K0), we have by positivity
and Proposition 1 (ii), (iii) that
〈γ, χ ◦ Φ〉 ≤ 〈γ, χ ◦ α ◦Ψ〉+ |〈γ, χ ◦ (Φ − α ◦Ψ)〉|
≤ 〈γ, χ ◦ α ◦Ψ〉+
1
2
‖γ‖⋄‖χ ◦ (α ◦Ψ− Φ)‖⋄
≤ 〈γ, χ ◦ α ◦Ψ〉+
1
2
ǫ‖γ‖⋄
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By Proposition 1 (i) and properties of s, we have
‖Φ ◦ γ‖⋄ = sup
χ∈C(K,K0)
〈χ,Φ ◦ γ〉 = sup
χ∈C(K,K0)
〈γ, χ ◦ Φ〉
≤ sup
χ∈C(K,K0)
〈γ, χ ◦ α ◦Ψ〉+
1
2
ǫ‖γ‖⋄
= sup
χ∈C(K,K0)
〈χ ◦ α,Ψ ◦ γ〉+
1
2
ǫ‖γ‖⋄
≤ sup
ξ∈C(K′,K0)
〈ξ,Ψ ◦ γ〉+
1
2
ǫ‖γ‖⋄ = ‖Ψ ◦ γ‖⋄ +
1
2
ǫ‖γ‖⋄.
Hence (i) implies (ii). We will now prove the converse. So suppose
(ii), with K0 = K. By Proposition 1 (ii), we have
min
α∈C(K′,K)
‖Φ− α ◦Ψ‖⋄ = 2 min
α∈C(K′,K)

 maxγ∈L(K,H)+,
‖γ‖⋄≤1
〈γ,Φ − α ◦Ψ〉


Similarly as in the proof of Proposition 4, we may apply the minimax
theorem. We obtain
min
α∈C(K′,K)
‖Φ− α ◦Ψ‖⋄ = 2max
γ
min
α
〈γ,Φ − α ◦Ψ〉
= 2max
γ
{〈γ,Φ〉 − ‖Ψ ◦ γ‖⋄}
≤ 2max
γ
{‖Φ ◦ γ‖⋄ − ‖Ψ ◦ γ‖⋄} ≤ ǫ.
Hence (i) and (ii) are equivalent, moreover, it is enough to assume
K0 = K in (ii).
Next, suppose (i). Since by (1), we have ‖φ‖⋄ = ‖φ ⊗ idK0‖⋄ for
any K0, we have δ(Φ⊗ idK0 ,Ψ⊗ idK0) ≤ ǫ. As we just proved above,
it follows that for any K1 and any map γ ∈ L(K1,H⊗K0)
+, we have
‖(Φ⊗ idK0) ◦ γ‖
⋄ ≤ ‖(Ψ⊗ idK0) ◦ γ‖
⋄ +
ǫ
2
‖γ‖⋄.
If E is any ensemble on H ⊗ K0, then by putting γ = φE and using
Lemma 3 we obtain the inequality in (iii). Now it is enough to use
Proposition 2 to obtain the implication (iii) =⇒ (ii).
The following two results were already obtained in [2]. In particu-
lar, Corollary 1 shows that for ǫ = 0 one can restrict to ensembles of
separable states. We will give the proofs in our setting.
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Theorem 2. Let Φ ∈ C(H,K), Ψ ∈ C(H,K′) and let ξ ∈ C(K0,K) be
a surjective channel. Then Φ  Ψ if and only if for any ensemble E
on H⊗K0,
Psucc((Φ ⊗ ξ)(E)) ≤ Psucc((Ψ ⊗ ξ)(E)).
Proof. The ’if’ part of the theorem follows by the monotonicity prop-
erty of the optimal success probabilities. For the converse, let E =
{λi, σi}
k
i=1 be any ensemble on H⊗K. We will show that
Psucc((Φ ⊗ id)(E)) ≤ Psucc((Ψ ⊗ id)(E))
which implies the statement by Theorem 1. Since ξ is surjective, and
hence id ⊗ ξ must be surjective as well, there are some F1, . . . , Fk in
B(H⊗K0) such that (id⊗ ξ)(Fi) = λiσi. Obviously, we may assume
that Fi = F
∗
i . Then by Proposition 4 (iii),
Psucc((Φ ⊗ id)(E)) = sup
M∈M(K⊗K,k)
∑
i
TrMi(Φ⊗ id)(λiσi)
= sup
M∈M(K⊗K,k)
∑
i
TrMi(Φ⊗ ξ)(Fi)
≤ sup
N∈M(K′⊗K,k)
∑
i
TrNi(Ψ⊗ ξ)(Fi)
= sup
N∈M(K′⊗K,k)
∑
i
TrNi(Ψ⊗ id)(λiσi)
= Psucc((Ψ ⊗ id)(E))
Corollary 1. Let Φ ∈ C(H,K), Ψ ∈ C(H,K′). Let S = {σj} ⊂ S(K)
be a finite subset that spans Bh(K). Then Φ  Ψ if and only if for any
ensemble E = {λi, ρi}
m
i=1 on H⊗K of states of the form ρi =
∑
j ρ
i
j⊗σj
with ρij ∈ B(H)
+,
∑
j Tr ρ
i
j = 1, we have
Psucc((Φ ⊗ id)(E)) ≤ Psucc((Ψ ⊗ id)(E)).
Again, it is enough to assume m = d2K and λi = λj for all i, j.
Proof. We use Theorem 2. It is clear that ξ = φcqS is a surjective
channel and that for any ensemble E on H ⊗K0, (id ⊗ ξ)(E) has the
above form.
16
4 The randomization criterion for quan-
tum experiments
A quantum statistical experiment, or just an experiment, is a pair
T = (H, {ρθ, θ ∈ Θ}), where ρθ ∈ S(H) for all θ ∈ Θ and Θ is an
arbitrary set of parameters. Any experiment can be viewed as the set
of possible states of some physical system, determined by some prior
information on the true state. Note that this definition contains also
classical statistical experiments on finite sample spaces, which can be
identified with diagonal density matrices.
Based on the outcome of a measurement on the system, a decision
j is chosen from a (finite) set D of decisions. This procedure, or a
decision rule, is represented by a POVM on H with outcomes in D.
The performance of a decision rule is assessed by a payoff function,
which in our case is a map g : Θ ×D → R+, representing the payoff
obtained if j ∈ D is chosen while the true state is ρθ. The average
payoff of the decision rule M at θ ∈ Θ is computed as
PT (θ,M, g) =
∑
j∈D
g(θ, j)Tr ρθMj .
We call the pair (D, g) a decision space.
The theory of classical statistical experiments and their compari-
son was introduced by Blackwell in [1] and further developed by Le
Cam [8] and many other authors, see e.g. [9, 28, 30] for more informa-
tion. Following the classical definition, we may introduce the notion
of (classical) deficiency for quantum experiments.
Definition 1. Let S = (K, {σθ , θ ∈ Θ}) and T = (H, {ρθ, θ ∈ Θ})
be quantum statistical experiments and let ǫ ≥ 0. We say that T
is classically ǫ-deficient relative to S, in notation S cl,ǫ T , if for
any decision space (D, g) and any M ∈ M(K, |D|), there is some
N ∈ M(H, |D|) such that
sup
θ∈Θ
[
PS(θ,M, g)− PT (θ,N, g)− ǫmax
d
g(θ, d)
]
≤ 0. (7)
Remark 4. Note that Definition 1 can be rewritten in terms of guessing
probabilities. Indeed, let PΘ be the set of probability measures on Θ
with finite support. By [8, Theorem 3], S cl,ǫ T if and only if for
any decision space (D, g) and any p ∈ PΘ, we have
inf
M
PS(p,M, g) ≤ inf
N
PT (p,N, g) + ǫ
∑
θ
max
d
p(θ)g(θ, d) (8)
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where PS(p,M, g) =
∑
θ p(θ)PS(θ,M, g). The last inequality can be
easily rewritten as
Psucc({λd,
∑
θ
µdθσθ}) ≤ Psucc({λd,
∑
θ
µdθρθ}) + ǫPsucc(E) (9)
for some classical ensemble E = {λd,diag(µ
d
θ , θ ∈ supp(p))}. Con-
versely, for any such ensemble E one can find some p ∈ PΘ and a
decision space (D, g) such that (8) is equivalent to (9).
The next theorem is the celebrated Le Cam’s randomization cri-
terion for classical experiments. Note that our setting contains only
experiments on finite sample spaces, but the theorem holds in a much
more general case.
Theorem 3. [8] Let T = (H, {ρθ, θ ∈ Θ}) and S = (K, {σθ , θ ∈ Θ})
be classical statistical experiments. Then S cl,ǫ T if and only if there
is some channel α such that
sup
θ
‖σθ − α(ρθ)‖1 ≤ 2ǫ.
Classical deficiency of quantum experiments was studied in [13, 20].
It was proved in [21] that Theorem 3 is not true for quantum exper-
iments, even if we assume that ǫ = 0 and that T is classical. Mat-
sumoto in [20] proved a randomization criterion in terms of quantum
decision spaces, defined as pairs (D, G), consisting of a Hilbert space
D and a payoff map G : Θ → B(D)+. In this case, decision rules are
represented by channels φ ∈ C(H,D) and the payoff is computed as
PT (θ, φ,G) = Trφ(ρθ)G(θ).
Quantum ǫ-deficiency, denoted by S ǫ T , is then defined analogically
as in Definition 1. An operational interpretation of quantum decision
spaces is not clear.
The aim of the present section is to obtain a quantum version of
the randomization criterion using Theorem 1. Our version is based on
comparison of guessing probabilities for certain ensembles obtained
from the two experiments and by Remark 4 can be seen as an exten-
sion of Le Cam’s theorem. We also include the proof of Matsumoto’s
randomization criterion, which fits nicely into our framework.
Theorem 4. Let S = (K, {σθ , θ ∈ Θ}) and T = (H, {ρθ, θ ∈ Θ}) be
quantum statistical experiments and let ǫ ≥ 0. Then the following are
equivalent.
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(i) S ǫ T
(ii) For any finite subset {θ1, . . . , θn} ⊆ Θ and any ensemble E =
{λi, τi}
k
i=1 on C
n ⊗ K, consisting of block-diagonal states τi =∑n
j=1 |e
n
j 〉〈e
n
j | ⊗ τ
j
i , τ
j
i ∈ B(K)
+, we have
Psucc({λi,
n∑
j=1
σθj ⊗ τ
j
i }) ≤ Psucc({λi,
n∑
j=1
ρθj ⊗ τ
j
i }) + ǫPsucc(E).
(iii) There is some α ∈ C(H,K) such that
sup
θ∈Θ
‖σθ − α(ρθ)‖1 ≤ 2ǫ.
Moreover, we may restrict to equiprobable ensembles with k = d2K.
Proof. Suppose (i) and let {θ1, . . . , θn} ⊆ Θ. Let D = K and let
G : Θ→ B(K)+ be such that G(θ) = 0 outside {θ1, . . . , θn}. Then by
(i), for any φ ∈ C(K,K) there is some φ′ ∈ C(H,K) such that
n∑
j=1
[
PS(θj, φ,G) − PT (θj, φ
′, G) − ǫ‖G(θj)‖
]
≤ 0. (10)
We may identify G with the collection of operators {G(θj), j =
1, . . . , n}. Let also S0 = {σθ1 , . . . , σθn} and T0 = {ρθ1 , . . . , ρθn}. Using
Lemma 2, it is easy to see that (10) can be written as
〈φqcG , φ ◦ φ
cq
S0
〉 ≤ 〈φqcG , φ
′ ◦ φcqT0〉+ ǫ‖φ
qc
G ‖
⋄. (11)
Using properties of the duality 〈·, ·〉 and Proposition 1, we obtain for
any φ ∈ C(K,K),
〈φ, φcqS0◦φ
qc
G 〉 ≤ sup
φ′∈C(H,K)
〈φ′, φcqT0◦φ
qc
G 〉+ǫ‖φ
qc
G ‖
⋄ = ‖φcqT0◦φ
qc
G ‖
⋄+ǫ‖φqcG ‖
⋄,
hence
‖φcqS0 ◦ φ
qc
G ‖
⋄ ≤ ‖φcqT0 ◦ φ
qc
G ‖
⋄ + ǫ‖φqcG ‖
⋄
holds for any completely positive qc-map φqcG . Since φ
cq
S0
◦γ = φcqS0◦δCn◦
γ, similarly for φcqT0 , and since δCn◦γ is a qc-map with ‖δCn◦γ‖
⋄ ≤ ‖γ‖⋄,
we may replace φqcG by any map γ ∈ L(K,C
n) and obtain
‖φcqS0 ◦ γ‖
⋄ ≤ ‖φcqT0 ◦ γ‖
⋄ + ǫ‖γ‖⋄. (12)
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Let now E be as in (ii), then
(φcqS0 ⊗ id)(τi) =
n∑
j=1
σj ⊗ τ
j
i
and similarly for φcqT0 , so that (ii) follows from (12) and Theorem 4.
We have proved that (i) implies (ii).
Next, suppose (ii) and let {θ1, . . . , θn} ⊆ Θ. Let E be any ensemble
on Cn⊗K. Then E ′ := (δCn ⊗ id)(E) is an ensemble of block-diagonal
states as in (ii) and Psucc(E
′) ≤ Psucc(E), moreover, (ψ ⊗ id)(E) =
(ψ ⊗ id)(E ′) holds for any cq-channel ψ. Hence (ii) implies that
Psucc((φ
cq
S0
⊗ id)(E)) ≤ Psucc((φ
cq
S0
⊗ id)(E)) + ǫPsucc(E).
By Theorem 4 and Lemma 2, this is equivalent to
min
α∈C(H,K)
sup
j
‖σθj − α(ρθj )‖1 ≤ 2ǫ.
This clearly implies
min
α∈C(H,K)
∑
θ
p(θ)‖σθ − α(ρθ)‖1 ≤ 2ǫ
for any p ∈ PΘ with support in {θ1, . . . , θn}. Since this holds for any
finite subset,
sup
p∈PΘ
min
α∈C(H,K)
∑
θ∈Θ
p(θ)‖σθ − α(ρθ)‖1 ≤ 2ǫ.
Now we use the minimax theorem once more. For this, note that
PΘ is a convex set, C(H,K) is compact and convex and the function
p 7→
∑
θ p(θ)‖σθ − α(ρθ)‖1 is linear in p. It is also not difficult to see
that the map α 7→ ‖σθ − α(ρθ)‖1 is continuous in the diamond norm.
The minimax theorem can be applied and we obtain
sup
p∈PΘ
min
α∈C(H,K)
∑
θ
p(θ)‖σθ − φ(ρθ)‖1 = min
α∈C(H,K)
sup
p∈PΘ
∑
θ
p(θ)‖σθ − α(ρθ)‖1
= min
α∈C(H,K)
sup
θ
‖σθ − α(ρθ)‖1.
Hence (ii) implies (iii).
Finally, suppose (iii) and let (D, G) be any quantum decision prob-
lem. Let φ ∈ C(K,D) and put φ′ = φ ◦ α. Then for any θ ∈ Θ,
Trφ(σθ)G(θ)−Trφ
′(ρθ)G(θ) = Trφ(σθ − α(ρθ))G(θ) ≤ ǫ‖G(θ)‖,
which implies (i).
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Let S and T be experiments such that S 0 T . By the previous
theorem, this is equivalent to existence of a channel α such that σθ =
α(ρθ) for θ ∈ Θ. In this case, we say that S is a randomization of
T . An application of Theorem 2 to quantum statistical experiments
shows that in this case, we may restrict to a special type of ensembles.
Below, we will say that an experiment S0 = (K, {τθ , θ ∈ Θ0}) is
complete if the set {τθ, θ ∈ Θ0} spans B(K). If Θ0 is a finite set, then
φcqS0 = φ
cq
{τθ,θ∈Θ0}
is a surjective channel.
Corollary 2. Let S = (K, {σθ , θ ∈ Θ}) and T = (H, {ρθ, θ ∈ Θ})
be quantum statistical experiments. Let S0 = (K, {τ1, . . . , τN}) be a
complete experiment. Then S is a randomization of T if and only if
for any {θ1, . . . , θn} ⊆ Θ and any collection {Λ
i
j,l}, i = 1, . . . , k, j =
1, . . . , N , l = 1, . . . , n of nonnegative numbers such that
∑
j,l Λ
i
j,l = 1
for all i, we have
Psucc({1/k,
∑
j,l
Λij,lσθl ⊗ τj}) ≤ Psucc({1/k,
∑
j,l
Λij,lρθl ⊗ τj}).
Let now Φ ∈ C(H,K) and Ψ ∈ C(H,K′) and let T0 be a complete
experiment on H. Then it is clear that Φ  Ψ if and only if Φ(T0)
is a randomization of Ψ(T0). The next result follows easily by an
application of Corollary 2.
Corollary 3. Let Φ ∈ C(H,K), Ψ ∈ C(H,K′). Let T0 = (H, {τ
H
1 , . . . , τ
H
M}),
S0 = (K, {τ
K
1 , . . . , τ
K
N}) be complete experiments. Then δ(Φ,Ψ) = 0 if
and only if
Psucc((Φ⊗ idK0)(E)) ≤ Psucc((Ψ ⊗ idK0)(E))
holds for all ensembles of states of the form
E = {λi,
∑
j,l
Λij,lτ
H
l ⊗ τ
K
j }.
5 Concluding remarks
We have proved a version of the randomization criterion for quantum
channels and applied the results to obtain a randomization criterion
for quantum experiments. The deficiency δ(Φ,Ψ) appears naturally
in quantum information theory, for example in the definition of the
approximately (anti)degradable channels [29]. Our results may be
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used to give an operational definition, similarly as it was done for
antidegradable channels in [6]. Another possible application is to ǫ-
private and ǫ-correctable channels [19].
Our proofs used properties of the diamond norm and its dual that
can be obtained solely from the order structure given by completely
positive maps and the trace preserving condition. This suggests the
possibility to apply similar methods to more general situations, e. g.
when complete positivity is replaced by other positivity assumptions,
or to more specific quantum protocols. One can also consider more
general kinds of processings. Instead of post-processings where only
the output is processed, it is possible to find conditions for approxima-
tion of one channel by pre-processings of the other. In the special case
of qc-channels, or POVMs, this means that one POVM is ǫ-cleaner
than the other, which is an approximate version of the ordering of
POVMs by cleanness, introduced in [7]. The corresponding random-
ization criterion will be investigated in a forthcoming paper, see also
[15].
More generally, the processing can consist of a combination of pre-
and post-processing, also allowing some correlations between the input
and the output, either classical or quantum. This would be closer to
the original classical definition by Shannon, [23]. It seems that all
these situations can be treated within the suggested framework.
Following the work of Raginsky [22], one can also define a defi-
ciency measure based on more general distances, such as some gener-
alized relative entropies.
Another challenging problem is the extension of these results to
infinite dimensional Hilbert spaces, or to general von Neumann al-
gebras. Some partial results in this direction were obtained in [16].
Although the methods used in [14, 15] rely on finite dimensions, it
seems plausible that some of the useful properties of the norms can
be extended also to this case. All these problems are left for future
work.
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