Abstract. Tikhonov-Phillips regularization is one of the best-known regularization methods for inverse problems. A posteriori criteria for determining the regularization parameter α require solving
1. Introduction. Ill-posed problems arise naturally in a large variety of applications whenever the underlying physical or technical problem is modeled by an integral equation of the first kind with a smooth kernel. Such models arise from inverse problems, e.g., in medical imaging (see [20, 24] ), scattering problems (see, e.g., [7] ), and geophysics [13] . Another source for ill-posed problems arises in applications which involve the identification of certain parameters in differential equations [18] .
Typically these inverse problems are mathematically modeled by Ax = y, (1.1) where A denotes a compact operator between Hilbert spaces X, Y ,
x is the searched-for quantity, and y describes the given data. The data y usually stem from measurements with a limited precision, i.e., only perturbed data y δ with a known error bound ||y − y δ || ≤ δ are available.
The inverse problem is ill-posed since A is not continuously invertible or, equivalently, the set {x ∈ X | ||Ax − y|| ≤ δ } is unbounded. This instability requires regularization methods for treating the inverse problem.
One of the oldest and best-known regularization methods is Tikhonov-Phillips regularization (see, e.g., [9] ), where (1.1) is replaced by
Here, α is called the regularization parameter and the (Tikhonov-Phillips) solution of this equation is denoted by
However, the choice of the regularization parameter α is a delicate subject: a small value of α gives a good approximation to the original operator but the influence of the data errors causes instabilities. Conversely, a large value of α suppresses the data errors but increases the approximation error. Practically feasible methods are based on a posteriori selection criteria for choosing α. These require solving (1.2) for various values α 0 , α 1 , . . . of α, e.g., α k = q k α 0 , q ∈ (0, 1), k = 0, 1, . . . , (1.3) until for some k an optimal value α k is found. For each value of α one has to solve an operator equation (1.2); i.e., the computational complexity of the overall algorithm is determined by the efficiency of the method used to solve those operator equations.
The goal of this paper is to describe two fast cg-based methods for determining the optimal value of α and computing the corresponding Tikhonov-Phillips solution x δ α .
The first method (truncated cg) is based on the idea that for large values of α or high noise levels δ it is not necessary to solve (1.2) precisely. We develop a stopping criterion for the cg-iterates which is linked to the noise level δ and the current value of α. This allows an efficient early termination of the cg-iteration for most values α k .
The second method (shifted cg) uses an algorithmic formulation of the cg-method based on the three-term recurrence Lanczos process to compute x δ α simultaneously for different values of α without additional matrix-vector multiplications.
The performance of the algorithms is demonstrated using a standard test example for inverse problems, a problem arising in hyperthermia treatment planning, and a geophysical application.
2. Tikhonov-Phillips regularization. We consider Tikhonov-Phillips regularization for solving (1.1); i.e., we consider the solutions x δ α of the systems (A * A + αI)x = A * y δ , (2. 1) for different values of α, where y − y δ ≤ δ and A is a compact operator between Hilbert spaces X, Y . Regularization methods of this type have been intensively investigated; see, e.g., [9, 14, 16, 19] . We briefly summarize the relevant results.
To avoid unnecessary notation we assume that
The operator A itself has no continuous inverse, but since the smallest eigenvalue of the self-adjoint Tikhonov-Phillips operator A * A + αI is at least α, we see that this operator is continuously invertible and
In order to distinguish the two main error components, let x * denote the exact solution of (1.1) with unperturbed data. Furthermore, we assume as usual that x * lies in the range of (A * A) ν for some ν ∈ (0, ∞), that is,
This can be interpreted as a smoothness assumption for x * : in many applications A defines an equivalent norm in the scale of Sobolev spaces
. Now the basic error estimate states
which shows that small values of α lead to strong amplifications of the data error. The quality of x δ α very much depends on the choice of α. The theoretically optimal value for α is of the order
However, in most applications the exact value of ν, which requires some knowledge about the smoothness of the unknown exact solution, is not known a priori. Therefore one has to employ a posteriori selection criteria for α which do not require ν. This type of parameter selection has been investigated, e.g., in [25] ; for an acceleration of this method using families of approximating operators, see [22] . There exist different a posteriori strategies for choosing the regularization parameter α; see, e.g., [28] . We will choose α according to the Morozov discrepancy principle. This demands taking α such that
where τ > 1. This yields optimal convergence rates as δ → 0.
Theorem 2.1. Assume (2.2) and 0 < ν ≤ 1/2. If α is chosen according to the discrepancy principle (2.3), then
The present formulation of the Morozov discrepancy principle requires solving the nonlinear equation (2.3) in order to obtain the correct value of the regularization parameter α. This could be achieved by using a Newton-like method. However, in practice one never aims at solving (2.3) precisely; rather, one chooses α from a sequence of test parameters and determines
Normalizing A ≈ 1, y δ ≈ 1, one typically chooses α 0 = 1, τ = 2, q = 1/2. For each value of α k one has to solve an operator equation (1.2) . Taking the cg-method for computing x δ α k , we get the following standard algorithm. Algorithm 1. Standard Tikhonov-Phillips regularization with cg.
The complexity of this algorithm is determined by the number of cg-iterations (denoted by steps(k)) needed for solving (A * A + α k I)x = A * y δ , k = 0, 1, . . . . If one uses the cgls implementation of the cg-method (given as Algorithm 3 below), each iteration requires two matrix-vector multiplications (one with A and one with A * ) while no additional multiplications with A are necessary to get Ax
The overall number of matrix-vector multiplications is thus It should be noted that cg-methods in connection with appropriate stopping rules yield regularization methods by themselves; see, e.g., [15] for a detailed analysis. However, in this paper we consider regularization by the Tikhonov-Phillips method. Our aim is to propose two variants of Algorithm 1 which will require considerably fewer matrix-vector multiplications.
3. Tikhonov-Phillips regularization using a truncated cg-variant. Algorithm 1 consists of two nested iterations: the outer iteration runs over different values of α, and the inner iteration (cg-iteration) solves the regularized linear systems (1.2). To make Algorithm 1 precise we have to specify a starting vector x 0 α k and a stopping criterion for each cg-process. The simplest choice is x 0 α k = 0 for all k and to base the stopping criterion on the norm of the residual
of the jth iterate x j α k to be less than a tolerance tol. Let x * α k denote the final result of the cg-process for α k . A first potential-and quite obvious-acceleration is achieved if the cg-iteration for α 1 , α 2 , . . . does not start from x 0 α k = 0 but rather uses the result of the previous computation x * α k−1 as a starting vector.
This should indeed be a better starting vector as can be seen by the following consideration. Let us assume as before that y δ = 1 and
results in an initial residual r 0 α k for which, using
In case we take x 0 α k = 0 as our starting guess, we get only
However, choosing the starting vector in this manner leads only to a minor acceleration of the overall scheme. The main idea of this section for a further acceleration is as follows: the final goal is to determine the first α k (and corresponding solution x δ α k ) which satisfies the top line of the discrepancy principle (2.4). If one can decide at an early stage during the cg-iteration that the iteration will converge to a vector which will obey the bottom line of the discrepancy principle (2.4), then this iteration can be stopped immediately and one can turn to the next value of α.
The idea above is consistent with the observation that for large values of α, only a coarse approximation to the true solution can be computed anyway. Therefore, for large values of α it is not necessary to solve the Tikhonov-Phillips equations precisely.
During the cg-iteration only the residuals r denote the solution of
Then for an arbitrary element x of X we have
If A is not injective the same estimate holds if x ∈ N (A) ⊥ , where N (A) denotes the nullspace of A.
Proof. Let {u n , v n , σ n } be a generalized eigenvalue decomposition (singular value decomposition) of A : X → Y , i.e., {u n | n ∈ N} is an orthonormal basis of X, {v n | n ∈ N} is an orthonormal system in Y such that Au n = σ n v n and A * v n = σ n u n . The singular values σ n are nonnegative and σ n → 0 for compact operators A; see [24, pp. 86-88] .
We set z = x δ α − x and obtain
Making use of s
2 for s, α > 0 and of the estimate
we get
So (3.5) holds again. In both cases we therefore obtain
This finishes our proof since
and, using the triangle inequality and (3.6),
For the moment let us assume that A is injective. Incorporating the above result into the cg-iteration thus means that we will check whether
for the current iterate x j α and its residual r j α . If (3.7) is fulfilled, we know that Ax δ α − y δ > τ δ so that we can stop the cg-iteration and switch to the next value of α. Putting things together, we arrive at the following "truncated" cg-based Tikhonov-Phillips regularization algorithm. Practical examples of the savings possible are given in section 5.
Algorithm 2. Tikhonov-Phillips regularization with truncated cg.
is fulfilled or if the iteration has converged call the last cg-iterate x * α k .
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In the above algorithm we have x
⊥ for all k and j. Indeed, the jth iterate x j α k of the cg-method lies in the affine subspace x
is the jth Krylov subspace spanned by the operator M and the vector b; see [27] .
. This is true for k = 0 since x 0 α0 = 0 and it is true for k > 0 by induction since x
. Hence, checking for (3.7) is correct in Algorithm 2 also for the case where A is not injective.
For numerical computations one has to be aware of the fact that A * A will be singular or nearly so. This implies that A * A+αI is ill-conditioned when α is small. We are very grateful to an anonymous referee who, for this reason, suggested consideration of the numerically stable cgls implementation (see [3, 17] ) of the cg-method for the regularized system. It reads as follows.
Algorithm 3. cgls implementation of cg for
This algorithm is more stable than the standard cg implementation for the regularized system because it recursively updates the quantities z j = y δ − Ax j rather than the cg residuals r j = y δ − (A * A + αI)x j ; see [3, 1] . Moreover, checking for (3.7) now essentially requires only the norm z j to be computed additionally.
4. The shifted cg-method. We now turn to another possibility for accelerating the basic Algorithm 1. It makes use of the particular shifted structure of the family of systems (2.1) in which the matrices differ only by a multiple of the identity. For ease of notation we start developing this idea in a slightly more general context and consider a general linear system
where M is symmetric and positive definite. By K j (M, r 0 ) we denote the jth Krylov subspace as defined in (3.8 ). An iterative Krylov subspace method for solving M x = b is characterized by the fact that its jth iterate x j lies in the affine space x 0 +K j (M, r 0 ), and thus r
. For system (4.1), the cg-method is the Krylov subspace method of choice. For the purposes of this section, the following nonstandard formulation of the cg-method is appropriate.
{end of Lanczos step, now compute cg-iterates}
In the absence of round-off, this algorithm produces exactly the same iterates as the familiar formulation where, instead of the Lanczos vectors, the residuals r j = σ j v j are recursively updated. The computation of the vectors v j in the above algorithm is termed the 3-term recurrence variant of the Lanczos process. It computes the orthonormal basis
The residuals r j = b−M x j of the cg-iterates x j are collinear to the corresponding Lanczos vectors v j with scaling factor σ j . Algorithm 4 can be derived from the presentation in [27, section 6.7] . It uses the fact that the cg-scalars γ j , ω j basically represent the nontrivial entries of the matrices in the root-free Cholesky decomposition of the tridiagonal matrix tridiag(β j+1 , δ j , β j ) arising from the Lanczos process.
Now suppose that we deal with an additional system
Mx =b, whereM = M + αI, α > 0.
As a rule, let us use the circumflex (ˆ) to denote quantities related to this system which is shifted with respect to (4.1). Suppose that we have initial guesses x 0 ,x 0 such that the corresponding residuals are the same, i.e.,
This happens, for example, ifb = b andx
The key observation now is that the Krylov subspaces K j (M, r 0 ) and K j (M ,r 0 ) are identical for all j. This will allow us to compute the cg-iterates for the second system at almost no cost. Indeed, one immediately sees that the Lanczos part of Algorithm 4, applied to the shifted system, produces identical vectors as if applied to the original system. More precisely, we havê
As a consequence, we can compute the cg-iterates of shifted systems from the quantities of Algorithm 4 as follows.
Algorithm 5. cg iterates for the shifted system.
Let us mention at this point that the above savings for solving shifted systems simultaneously can be exploited in various other Krylov subspace methods which rely on the symmetric or nonsymmetric Lanczos process, in particular QMR or TFQMR (see [10] ) and BiCG [12] for nonsymmetric systems. See also [8] for the full GMRES method and [11] for a variant allowing for restarts. The case presented here (cg) was considered in [30, 31] in a somewhat different context where all Lanczos vectors have to be saved. Now, let us return to Tikhonov-Phillips regularization, where we want to solve a whole family of shifted linear systems of the form
Since α 0 > 0 and q ∈ (0, 1) the operators A * A + α k I are all symmetric positive definite. The right-hand side A * y δ does not depend on k, so that if we start with x 0 = 0 we get identical initial residuals A * y δ for all k. Interchanging the loops over k and over the cg-iteration counter in the standard method (Algorithm 1), we end up with the following computational process. (Our notation uses the subscript α k to denote that the quantity is related to the kth system in (4.2) and a superscript j for the iteration level of the cg-method. The dependence of the iterates on δ is no longer explicitly denoted.
Algorithm 6. Tikhonov-Phillips regularization with shifted cg.
for k ∈ {0, . . . , k max } for which system k has not yet converged compute (j + 1)st cg-iterate x j+1 α k of system k via Algorithm 5 check for convergence of system k.
Note that for numerical stability the Lanczos process from Algorithm 4 has been formulated by updating an auxiliary sequence u j with v j = A * u j , similarly to the cgls algorithm (Algorithm 3).
The loop over j is stopped once k opt from (2.
It is worthwhile to develop a crude estimate of the computational savings achieved by this algorithm. Let steps(k) again denote the number of cg-steps to be performed on system k until the convergence criterion for that system is fulfilled, starting with initial guess 0. According to the analysis at the end of section 2, the standard Algorithm 1 requires a total of 2 kopt k=0 steps(k) matrix-vector multiplications with A or A * . For simplicity, let us now assume that steps(k) increases with k. This is realistic since the condition of the systems becomes larger as k increases. Then the shifted cg-variant (Algorithm 6) requires only 2k opt matrix-vector multiplications for the cgprocess and k opt + 1 additional multiplications to compute Ax
Neglecting the latter, we find that Algorithm 6 saves 2 kopt−1 k=0 steps(k) multiplications with A or A * over Algorithm 1. Simplifying further, we can quantify these savings even more: Let λ max and λ min denote the largest and smallest eigenvalues of A * A. Since A represents a discretization of a compact operator, we have λ min ≈ 0. Assume that A has been normalized to have λ max ≈ 1 and assume that λ min ≪ α ≪ 1. The condition of the matrices A * A + αI can then be estimated by
Since the number of cg-iterations to achieve a given accuracy is, again, roughly proportional to the square root of the condition number, we get that steps(k) is proportional to 1/ √ α, i.e., steps(k)
which, in turn, is about 1/(1 − √ q) times more than steps(k opt ), the approximate work for the shifted algorithm. For q = 1/2, this gain factor is 1/(1 − 1/2) ≈ 3.4, and this factor becomes larger as q increases. Let us note that Algorithm 6 needs an a priori choice for k max , the number of systems to be treated simultaneously. In principle, this quantity is restricted only by the amount of memory available, but it should be larger than k opt which is not known a priori. A viable strategy is to choose a reasonably large value for k max (k max = 10 was sufficient in our numerical experiments) which we expect to be larger than k opt . If after the computation k max turns out to be too small, we run the algorithm again to simultaneously solve systems k max + 1, . . . , 2k max , repeating this process until eventually we arrive at k opt .
Note also that for each k we now perform one more multiplication with A after system k has converged when checking (2.4). Of course, one might think of modifying Algorithm 6 by incorporating a cheap update for z
, but this would yield only minor savings (if any) and would require more storage. Algorithm 6 needs the zero vector as a starting vector for all systems. In concluding this section let us mention that the lsqr algorithm of [26] represents another stable implementation of the cg-method for the regularized system (A * A + αI)x = A * y δ ; see also [1] . The paper [2] shows that lsqr can be accommodated to handle several values of α simultaneously, similarly to our shifted cg-approach. However, in order to get the solutions x δ α , the method from [2] requires storing all Lanczos vectors (or to recompute them in a second run).
Numerical results.
In this section we consider three test problems to compare the practical performance of the different cg-based algorithms for TikhonovPhillips regularization presented so far. These experiments were carried out on a 167 MHz UltraSPARC 1 workstation with 128 MB of main memory. The optimal regularization parameter was always chosen according to Morozov's discrepancy principle with τ = 2 in (2.4) . In all experiments we took
i.e., α 0 = 1, q = 0.5. This choice is motivated by the scaling we used: we always scaled y δ such that y δ = 1. Instead of scaling the operator A to norm 1-not always a trivial task-we scaled A such that A * y δ = 2. Formula (3.3) of Theorem 3.1 with x = 0 states that a regularization parameter α is certainly too large in view of the Morozov discrepancy principle if
Thus, if y δ = 1, A * y δ = 2, and τ δ is sufficiently small (τ δ < 1 − 1/ √ 2 ≈ 0.3 is sufficient), the choice α = 2 is sure to be too large, whereas α = 1 cannot be discarded through (5.1).
The (standard) serial algorithm is an implementation of Algorithm 1: the cgiterations start with x 0 α = 0 for all values of α and the cg-iteration is terminated as soon as r j α ≤ tol.
The tolerance was set to tol = 10 −10 for all experiments. Each cg-iteration of the serial algorithm requires two matrix-vector multiplications. Upon convergence we cross-check z j against the computed value Ax j α k − y δ , so we need one more multiplication with A for each k when checking (2.4).
The truncated algorithm is an implementation of Algorithm 2; i.e., the cg-iteration for solving the linear system with parameter α k is started with the previously computed approximation x
; the iteration is terminated if
For each new value α k we included a simple additional check based upon the following observation:
All norms present in e k are available from the computations for α k−1 . By Theorem 3.1 we know that α k is (still) too large if
Therefore, upon successful testing of (5.2), we skip α k and immediately turn to α k+1 so that no cg-iterations or matrix-vector multiplications are performed for α k . A similar test is then applied to α k+1 , etc. If the test for (5.2) is not successful, we recompute the new initial residual r of the previous system via r
The shifted algorithm is an implementation of Algorithm 6 with k max = 9. So the cg-iteration is the "outer" iteration and the cg-iterates for all 10 values α 0 , . . . , α 9 are computed simultaneously. In all computed examples, the optimal regularization parameter α was from that range.
Three problems from different applications are used to compare the performance of these implementations.
Standard test problem.
A standard example for inverse ill-posed problems is given by (see [19] ) Ax = y with the compact operator
For the solution x we take x(s) = s(1 − s), which yields
We discretize the operator equation by a Ritz-Galerkin method with piecewise constant functions. This leads to a linear system with matrix A, and right-hand side b,
We choose a fine discretization, n = 1024, to study the effect of the TikhonovPhillips regularization. In order to simulate measurement inaccuracies we introduced noise of various levels δ = 0.5%, 1%, 2%, 4% into the right-hand side. More precisely, we set
where η i is a random number uniformly distributed in [−δ/2, δ/2].
For a noise level of 4%, the upper left part of Figure 5 .1 demonstrates the effect of different regularization parameters: a large value, α 0 = 1, leads to a smooth but poor approximation; a small value, α 10 = 2 −10 , leads to strong oscillations due to the data error. The value obtained by the discrepancy principle, α 4 = 2 −4 , leads to a satisfactory approximation.
For a noise level of 1%, Table 5 .1 presents a detailed look at the computational work required for each algorithm. For all three examples to be discussed here, it reports the number of cg-iterations for each system k = 1, . . . , k opt .
For the standard test problem, we discuss Table 5 .1 together with the upper right and lower parts of Figure 5 .1 which display additional information on the convergence behavior at noise level δ = 1%: these three diagrams plot the norm of the residuals versus an "accumulated" counter for the cg-iterations, which means that this counter is not reset when the next cg-iteration is started in the serial or the truncated algorithm. So each of the "peaks" to be observed for the serial and the truncated algorithms correspond to the start of the cg-iteration for a new value of k.
In the shifted algorithm, we have 10 different residuals (corresponding to 10 values of α) for a given cg-iteration number. However, we plot only those corresponding to α 0 , . . . , α 6 , since α 6 turned out to be the optimal regularization parameter.
In the serial algorithm, all initial residuals have norm 1 since we start with initial guess 0. The method spends a few cg-iterations for each system k < k opt , and for the final value α = 2 −6 , the cg-method requires 9 iterations. Overall, 48 cg-iterations or, equivalently, 96 matrix-vector multiplications, have to be performed. In addition, one matrix-vector multiplication is needed for checking the discrepancy criterion for every value of α = α 0 , . . . , α 6 . This results in a total of 103 matrix-vector multiplications. The truncated algorithm starts every cg-iteration with the previously computed approximation which yields initial residuals less than 1. The acceleration over the serial method, however, is almost exclusively due to stopping the cg-iterations according to (3.7) . Actually, only the final value, α 6 , needs more than one iteration (and then as many as the serial algorithm). The value k = 1 is even skipped due to checking (5.2). Overall, the truncated algorithm requires 14 cg-iterations. For these we need a total of 28 matrix-vector multiplications. An additional 2 · 6 multiplications were necessary at the beginning of each (nonskipped) new cg-iteration because we recompute the initial residual. We thus end up with a total of 40 matrix-vector multiplications.
For the shifted algorithm, there is only one value to report in Table 5 .1, corresponding to the optimal regularization parameter α kopt . The shifted algorithm has by far the best performance. All together, only nine cg-iterations, corresponding to 18 matrix-vector multiplications, are required. One additional matrix-vector multiplication is needed for checking the discrepancy criterion for every (converged) value of α, which yields 18 + 7 = 23 matrix-vector multiplications in total. factors are close to the respective ratios of the number of matrix-vector multiplications. We see that the shifted algorithm is more than four times faster than the serial algorithm for a small noise level and still more than three times faster for the largest noise level. The truncated algorithm achieved a gain factor of about 2.5 for all noise levels.
Hyperthermia treatment planning.
Hyperthermia treatment is a noninvasive cancer therapy which aims at heating up the cancerous tumor region in a controlled way such that the temperature in the healthy tissue does not rise above a prescribed level. The temperature increase either destroys the tumor by itself or at least supports additional chemotherapy. For a very readable survey on different hyperthermia techniques, see [5] .
The heating is achieved by an electromagnetic field generated by a set of n antennae which are placed around the patient. The basic setup of radio-frequency hyperthermia is shown in Figure 5 .3. We assume that all antennae operate at the same frequency ω. They generate an electric field E which obeys integral equation (see [4, 23] ) This equation governs the electric field generated by the antennae. For a full model of the temperature distribution one would have to take into further account heat diffusion and heat transfer by blood flow (bioheat equation). Therefore, optimizing the electric field is only a first attempt at controlling the temperature distribution.
The inverse hyperthermia problem asks us to determine the parameters of the antennae such that they produce a desired electrical field/temperature distribution or-more realistic-to steer the antennae such that the electrical field in the tumor region is maximized while keeping the field outside the tumor region below a prescribed level. For a more detailed description of the underlying mathematical model and various optimization schemes, see [4, 21, 29] .
The optimization process requires solving (5.3) for many different antenna constellations, resp., different E 0 . This is the most time-consuming step and poses a severe obstacle towards the ultimate aim, which is the online computation of the optimal antenna configuration.
The underlying application does not fall in the class of ill-posed problems; however, the resulting linear system is ill-conditioned and requires regularization.
Following [29] the basic equation (5.3) is discretized by a volume integration method. This leads to linear systems with dense matrices. The resulting matrix for a typical two-dimensional cross section-which we used in our numerical experimentsis depicted on the left in Figure 5 .4.
1 The matrix is of order 236. Each pixel in Figure 5 .4 corresponds to one entry, with the gray value of a pixel being proportional to the absolute value of that entry. The electric field after optimization is shown on the right in Figure 5 .4. Figure 5 .5 summarizes the results from our numerical experiments where we used the same noise levels as for the standard test problem. The shifted method achieves a time gain factor of between 3.5 and 4.5, whereas the truncated version was 2.5 to 3.5 faster than the serial method. As for our first example, Table 5 .1 again reports the number of cg-iterations for each value of α k at a noise level of 1%.
Seismic travel time inversion.
A classical experiment for determining the geophysical subsurface structure consists of measuring the travel times of acoustic waves: an acoustic pulse is emitted at point x on the surface, and one measures the travel time, i.e., the duration the signal needs to surface again, at points x + jh, j = −M, . . . , −1, 1, 2, . . . , M . This experiment is repeated for several surface points x i , i = 1, . . . , N ; the measured values are denoted by g i,j . The basic model assumes that the velocity of acoustic waves at point (x, y), y < 0, increases linearly with depth y (linear model). This linear model would force the acoustic waves to travel on half-circles. In this model a small deviation n(x, y) of the expected linearly increasing velocity field is linked to the measured data by an integral equation (see, e.g., [13, 19] )
where ∆g denotes the difference between the measured values and those predicted by the linear model. The inverse problem of recovering n from the measured data is ill-posed. Since it is never possible to generate perfect acoustic pulses, and in order to incorporate a simple model for the characteristics of the measurement device, we replace the integral over the half-circle by This discretization leads to a dense linear system of dimension 2N M × KL. The parameters in our experiment were ∆x = ∆y = 1, h = 0.5, N = 35, M = 30, L = 64, K = 32. As input we used a velocity field of a petrol prospecting area of outshore Alaska taken from [6] . Data was simulated according to (5.4) with σ = 1. We again added relative noise of levels 0.5%, 1%, 2%, and 4% to the simulated data. However, we chose σ = 2 for the reconstruction process.
The measured results from Figure 5 .6 show that now the shifted and truncated algorithms require almost the same amount of matrix-vector multiplications for all noise levels. With respect to run time, however, the truncated algorithm behaves somewhat better. This is partly due to the fact that the shifted method performs more vector operations for each cg-step since it treats 10 systems simultaneously. Moreover, a careful investigation also revealed that the matrix-vector multiplication itself performed more slowly in the shifted algorithm. We attribute this to a less efficient use of cache on the UltraSPARC 1, since the shifted algorithm needs more memory.
6. Conclusions. Our numerical experiments clearly indicate that both the truncated and the shifted algorithms represent a significant improvement over the serial method. The improvements were best for small noise levels, i.e., in situations where the computational requirements are particularly high.
The shifted method achieves gain factors larger than 3 in all experiments and for all noise levels, in accordance with our performance discussion at the end of section 4. The truncated algorithm also achieved substantial improvements with time gain factors ranging from 2.5 to more than 4. As a rule, the shifted algorithm outperforms the truncated algorithm at least as far as matrix-vector multiplications are concerned. However, this must not necessarily transform into a similar behavior in run time due to machine-specific potential slow-downs caused by the additional vector operations and memory requirements in the shifted algorithm.
The truncated algorithm is based on a new theoretical result (Theorem 3.1) which is also useful to get the initial regularization parameter α 0 through (5.1). Whereas in our experiments we scaled the operator to get α 0 = 1, an equivalent alternative approach for an arbitrary scaling of the operator is to choose α 0 such that (5.1) becomes an equality.
A common way to speed up the cg-method is via preconditioning of the underlying system. The systems we considered in our numerical experiments required only a quite moderate number of cg-iterations for each value of α. We therefore do not expect preconditioning to yield substantial improvements, particularly since standard cheap preconditioners like SSOR-or ILU-preconditioning cannot be applied without calculating the product A * A explicitly, a prohibitive O(n 3 ) process. Also, good preconditioners would have to depend on α, so that we would have to recompute the preconditioner anew for each new value of α, resulting in considerable overhead.
If we turn to preconditioned systems, the shifted nature of the family of systems (2.1) will be lost, so that the shifted algorithm can no longer be applied. On the other hand, the truncated algorithm still works in the preconditioned case.
