Intrusion Detection System (IDS) is a well known security feature and widely implemented among practitioners. However, since the creation of IDS the enormous number of alerts generated by the detection sensors has always been a setback in the implementation environment. Moreover due to this obtrusive predicament, two other problems have emerged which are the difficulty in processing the alerts accurately and also the decrease in performance rate in terms of time and memory capacity while processing these alerts. Thus, based on the specified problems, the purpose of our overall research is to construct a holistic solution that is able to reduce the number of alerts to be processed and at the same time to produce a high quality attack scenarios that are meaningful to the administrators in a timely manner. In this paper we will present our proposed framework together with the result of our novel clustering method, architectured solely with the intention of reducing the amount of alerts generated by IDS. The clustering method was tested against two dataset; a globally used dataset, DARPA and a live dataset from a cyber attack monitoring unit that uses SNORT engine to capture the alerts. The result obtained from the experiment is very promising; the clustering algorithm was able to reduce about 86.9% of the alerts used in the experiment. From the result we are able to highlight the contribution to practitioners in an actual working environment.
INTRODUCTION
The progressive enhancements of computer and internet technologies have made information and knowledge most accessible. However it has also made these most valuable assets vulnerable in term of confidentiality, integrity and availability (CIA). Due to the widely dependency on internet technologies in critical domains, such as military, communications, utilities, financial, public and private sectors, the need to protect the safety of the assets of these infrastructures is indubitable curtail. Many security features have been introduced throughout the years to ensure safety of these critical infrastructures from attacks and unethical activities.
Providing security to ensure safety of the three aspects (CIA) of Information will entail security of the hardware, software and communication. A three layered security approach which secure the network, host and application simultaneously. Currently there are many security software, appliances and best practices that are being implemented in the working environment. However, in this paper we will be discussing about Intrusion Detection System (IDS) which operates by sniffing the traffics and logs activities that are considered as malicious without interfering with the network flow. IDS is implemented either at the network, host or both depending on the nature of the environment being monitored.
The first and foremost segment in IDS is the detection mechanism, which is determined by the IDS type, consisting of two traditional models that are anomaly-based IDS and misused or signature-based IDS [3] . Though the main objective of both models is to detect intrusion, however the methods used are different [4] . Due to the limitations in both models as discussed in [2] , most researches opt to use the combination of both models in order to get a better result [5] . This is known as a hybrid approach. The latest addition to the IDS family is the enhanced product of both traditional methods by using Machine Learning (ML) technique [6] . In the case of signature-based IDS, ML technique was used to improve the matching mechanism [7] meanwhile the learning capabilities of the ML technique were utilized to train IDS to identify or learn new type of attacks [8] .
The second segment of an IDS application is the alert processing stage, which is very dependent on the detection performance. Although the detection of cyber-attacks is automated, the processing of these captured attacks have to be done manually by human experts. This is the biggest challenge, due to the huge amount of alerts generated by the IDS sensors. Time and again practitioners like Broderick [1] , Manganaris et al. [2] and researchers Julisch [3] and Kumar& Hanumanthappa [4] highlighted on the thousands of 'innocence alerts' generated daily by IDS sensors and the difficulty in actually sifting through to find true attacks which posed as actual threats [5] . The act of manually analyzing and processing these alerts are said to be 'labor-intensive or human oriented and 'error prone' [1] [2] [6] [7] .Even though there are tools to automate alert analysis and processing [8] , there is still the need for human involvement in analysis and processing alerts, as there is 'no silver-bullet' solution to the problem. In the past decade, there have been a growing number of researches conducted on alert processing methods. Though there has been progress in this area of studies, however there are still some unresolved issues and limitation that are hovering around the subject matter. Therefore in this paper we will discuss the focus of our research which is to reduce the enormous amount of alerts generated by the IDS sensors using a new clustering technique. This paper is organized as follows: section 2 present a brief collection of previous research on alert processing followed by the proposed solution in section 3. The preliminary finding of the initial experiment is presented in section 4. Finally, before ending the paper in section 6 we discuss our future work in order to enhance the clustering method in section 5.
RELATED WORK
Alerts produced by the IDS sensors are raw data that has to be processed before it could be of any use to gauge the severity of an attack; this processing has to be done fast and accurately. Due to the detection mechanism and configuration of the sensors, the numbers of alerts generated daily are huge; therefore, efforts in trying to find the best processing method is very important as the implementation of IDS grew among practitioners worldwide. In the midst of finding the best method, many ideas and solution were proposed, which could be grouped into data reduction and correlation techniques; conversely researches that generate the best result are the one that incorporate both techniques in one solution [9] . Managing the alerts generated by the IDS sensors has to be conducted systematically and efficiently; this is to maintain the accuracy of the alerts to be processed. Reducing alerts by eliminating duplicates and irrelevant event is important before building causal relationship among the true positive alerts; nevertheless it is crucial that the reduction process is conducted in utmost care.
The revised taxonomy of alert processing illustrated in [9] , indicates that both techniques are being implemented by research in the process of developing the ultimate solution. Feature selection is the common entity of data reduction which being used in all researches; nonetheless, there are many others that used additional reduction techniques before applying the correlation techniques in their research. Aggregation was used in [10] to group low level alerts using attack thread concept before fusing these alerts into meta-alert by calculating its similarity values. This work is then extended further by using knowledge or information gathered from the monitored network to correlate and create attack scenarios [11] . Within the same year, Debar and Wespi (2001) proposed an aggregation and correlation solution to identify the false positive generated by IDS. However the authors did not incorporate a solution that eliminate or filter these false positive [8] ; this constraint was addressed in the implementation of M2D2 [12] . However the criteria used to determine false positive was weak. According to the model, an attack will only be considered as false positive if and when it is reported unanimously in all the existing sensors.
Aggregation is sometimes used interchangeably with the clustering technique; the idea is to group data together based on a specific criteria [13] . In IDS, clustering is basically used for two things [14] ; detection of hidden pattern in [15] to correlate alerts and establish causal relationship and as a data reduction technique in [3] and [16] to reduce the amount of alerts. Most clustering methods, used distant or similarity measure, between objects as a criterion to create a cluster, although the measuring approaches differs between individuals [17] . Julisch [3] was the first to make use of clustering technique together with data mining approach. He created a heuristic clustering algorithm using AttributeOriented Induction (AOI) concept with some modifications at the generalization and termination phase. The algorithm was used to identify the root cause of an attack, by manually analyzing and addressing these causes. This semi automatic process was enhanced further in [16] , where the researches maintained the AOI techniques, and worked on the over generalization problem and computational setbacks in the previous work through developing a new approximation clustering algorithm while introducing the Nearest Common Ancestor (NCA) concept as a tool to calculate distance and initiate the cluster. For the purpose of our clustering method, data mining approaches applied are not suitable because of the generalization technique operates on pure assumption that objects or in this case alerts can be grouped together because they shared some common features or belong to the same ancestor. The second reason is that the usage of distance measurement not only creates room for error while clustering but also indicates high computational cost since distance will have to be calculated between every single alert and each existing cluster. Furthermore the distance calculation method used by Al-Mamory and Zhang is not unique for objects that shared the same ancestor, and this implicates a cluster of an ancestor instead of individual node.
Another approach in alert processing is the development of a comprehensive and integrated operational framework which incorporate both the data reduction and correlation technique. While CRIM [18] was develop with the aim to manage, cluster, merge and correlate alerts using implicit and explicit knowledge, Valuer, F. et al. (2004) developed a multiphase alert processing technique that further incorporate multistep correlation that detects attacks which consist of multiple stages sequences, and impact analysis is used to determine the impact or brunt of an attack on the targeted victim [19] .
In this paper we will discuss our clustering method; we are using a technique implemented on large data set to produce an incremental clustering algorithm [20] . However, our proposed clustering technique differs from previous work on two levels; firstly the focus in this research is to cluster alerts based on the targeted asset or the destination IP in order to list pattern of attacks on the particular assets, secondly unlike previous method our clustering technique does not involve the calculation of distance to create a cluster. Instead our algorithm cluster attacks when the criterion specified is a perfect match.
PROPOSED SOLUTION
The main objective of the proposed framework is to provide meaningful attack scenarios to be analyzed by the operators. Alerts received from the sensors are raw and very rich with information. However to achieve the objective of this framework, we will only extract three attributes; this task is carried out during the feature selection phase. These attributes will represent an alert and become the main input for the framework. Next is the initial cluster phase; this is the first level clusters to prevent any computation of duplicate and redundant data. Finally the clusters will be distributed and grouped into scenario clusters based on the IP address. At the end of the process, operators will be receiving a well processed scenarios based clusters to do a follow up analysis. The proposed framework is illustrated further in Figure 1 .
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Phase I-Preprocessing
Data preparation is the most essential part in almost all researches. For our research we will be using two independent data set; firstly DARPA, a data set that is used globally by IDS researches and secondly a life dataset provide by an organization that monitors cyber attacks on the public sectors infrastructure. Since the life dataset was captured by SNORT engine, therefore it is already in the format needed. Unlike DARPA dataset, we will have to run it through the snort engine, to produce the required input data. The log produced by SNORT engine will undergo a preprocessing phase that involves a feature selection process as follows:
(a) Three attributes were extracted from each alert; destination IP, attack type or in this case the signature type and timestamp. (b) Destination IP is converted into machine order format; signature type uses the identification determined by SNORT. Meanwhile, the timestamp will first be separated into time and date of attack. The time of attack is divided equally into three different timeframes. (c) The three attributes; sig_id, destination IP and time frame will be concatenated which is then given a hash value, using the MD5 format. The hash value ensures the uniqueness of the input and also maintains its integrity.
Below is the illustrated format of the input for the clustering algorithm. 
Phase II -Initial Clustering
The next step is to develop the core feature of the proposed framework, which is the clustering module. For the initial clustering process, we will use the input value prepared in the pre-processing phase. The complexity of the comparison feature in the algorithm is reduced because of the hashing table [21] generated as clusters were formed. In the recent years, the hashing technique is used to speed up the comparison of cDNA sequence because comparing numbers has proved to be much faster than comparing text [22] [23] .
The process for our clustering algorithm is as follows:
1. The first input tuple of a current attack will be assigned as a new cluster. 2. Two additional fields, 'date' and 'count' will be included in the cluster. The field 'date' will take the current date while the field 'count' will hold the accumulative amount of input tuple in the cluster 3. The hash value from the next input tuple will be checked against the hash value of the existing clusters. If there is a match, the value of count of the existing cluster will increase by 1. However, if there is not a match, a new cluster will be created; count is equal to 1 and date is equal to current date. 4. Repeat step (3) until the termination clause is met. In this algorithm the termination clause is the current date of attack. The output above will be verified against the information gathered and stored of monitored assets. Clusters that are found to be irrelevant and not susceptible to the attacks will be filtered automatically. Finally, the remaining clusters will be used as the input for the next clustering phase.
Phase III -Cluster Joining
This is a phase where alert clusters that are considered as malicious are processed further to create attack scenarios; these are high level attacks for the human experts to analyse. The scenarios created are based on destination or the assets under attacked. Since this is a supervised clustering algorithm, therefore it is able to create known attack scenarios. However any new attack techniques will be updated into the module frequently.
Output from the initial cluster phase will be given a class to represent the type of attack. The different type of attacks listed in table 1 was derived from a study sponsored by DARPA [24] and the reports collected from the agency that provides us the data which uses SNORT as its intrusion detection system. However this list will grow as new attacks surfaces. The clustering algorithm proposed to solve the stated problem in this research is the hashing technique which eliminates the clustering performance issue; meanwhile parallelization approach is used to solve the computational and memory problem. Both techniques were used in clustering of 'Expressed Sequence Tags' (ESTs) from complementary DNA (cDNA) clone libraries [23] . For this research however clusters are grouped together according to scenarios and an individual cluster may be a member to more than one scenario and this computation is done simultaneously. 
RESULTS
Our clustering algorithm was tested using two datasets; DARPA, a universal dataset used by previous researches and an online real time dataset from the cyber attack monitoring unit. Even though the size of each dataset varies, but the result obtained were consistence; the reduction of alerts for DARPA dataset is 87.5% meanwhile we are able to reduce up to 86.9% of the data used from the monitoring unit; this is presented in table 2. Data collected from the monitoring unit is bigger compared to DARPA. However these data were distributed within three continuous days where else the DARPA dataset consist of ten days worth of data. This is illustrated in Figure 2 . Unlike previous researches that emphasized on attack class and meta-alarm, the results obtained from our experiment enable us to list attacks based on attacked IP. Furthermore, the results obtained from the clustering algorithm enabled the administrators to understand the attack pattern on a particular asset, to predict future attacks and to plan actions to be taken, as illustrated in Figure 3 .
Figure 3: Attack Pattern
Next is to evaluate the effectiveness of our proposed clustering algorithm; this is done by comparing the result we obtained against the result of previous researches. Since our algorithm uses the clustering technique therefore for the benchmarking we chose other works that generate clusters as a reduction purpose. There are many different approaches used in the process of generating clusters. Fusion technique was used to combine alerts that are similar [19] , calculating the distance between selected attributes of each alerts is another criteria used to cluster alerts into the same group [25] and the final comparison is against the work of Al Mamory and Zhang which uses the generalization concept before distance was measured [16] . From the findings gathered and presented in Table 4 , it is apparent that our algorithm produces the highest reduction rate. Therefore in terms of the effectiveness of data reduction technique; our algorithm is better compared to the others. 
FUTURE WORK
Although we have presented an overall framework proposed in our research, however the result presented is of the feature selection and the initial clustering phase. The next step after clustering is to filter the irrelevant attacks. Information from table 3 will be used to check against the asset information database and logs of the attacked host. A cluster will be filtered automatically if the alert is confirmed to be non hostile or the asset under attack is not vulnerable to the attempt. Clusters that are considered as malicious and a threat will undergo another processing level that involves the payload or the actual content of the attack activity. These clusters will be examined and analyzed further by the human experts to determine its severity on the targeted destination.
CONCLUSION
In this paper we have highlighted the implementation problems surrounding IDS technology. Although there have been many studies with new techniques and approaches presented as solutions, the main problem remains; practitioners have to deal with huge amount of alerts daily. In this paper we have presented a new clustering algorithm that has managed to reduce the amount of alerts significantly for both dataset used in the experiment. Furthermore through the methods proposed we are able to portray the attack trend on a particular asset. We strongly believe that the result produced by our clustering algorithm is a positive contribution to all practitioners as a practical solution in practice. However in future, we plan to incorporate payload as a criteria in our clustering algorithm since it has not been researched before and we believe it could reduce the dependency on human experts. 
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