Computations in cortical circuits are mediated by synaptic interactions between excitatory and inhibitory neurons, and yet we know little about their activity in awake animals. Here, through single and dual whole-cell recordings combined with twophoton microscopy in the barrel cortex of behaving mice, we directly compare the synaptically driven membrane potential dynamics of inhibitory and excitatory layer 2/3 neurons. We find that inhibitory neurons depolarize synchronously with excitatory neurons, but they are much more active with differential contributions of two classes of inhibitory neurons during different brain states. Fast-spiking GABAergic neurons dominate during quiet wakefulness, but during active wakefulness Non-fast-spiking GABAergic neurons depolarize, firing action potentials at increased rates. Sparse uncorrelated action potential firing in excitatory neurons is driven by fast, large, and cell-specific depolarization. In contrast, inhibitory neurons fire correlated action potentials at much higher frequencies driven by slower, smaller, and broadly synchronized depolarization.
INTRODUCTION
The neocortex is composed of an intricate network of excitatory and inhibitory neurons, which interact strongly through local synaptic microcircuits. Action potentials in excitatory cortical neurons evoke release of the neurotransmitter glutamate, driving excitatory postsynaptic potentials in target neurons. Inhibitory cortical neurons release the neurotransmitter gamma aminobutyric acid (GABA) evoking inhibitory postsynaptic potentials. Whole-cell recordings in awake animals have begun to shed light on the synaptically driven membrane potential dynamics found in excitatory neurons (Crochet and Petersen, 2006; Lee et al., 2006; Poulet and Petersen, 2008) . However, no equivalent measurements have yet been reported for inhibitory neurons and we therefore lack functional information on a critical population of cortical neurons.
In vitro recordings in brain slices and in vivo recordings under anesthesia have shown that the activity of inhibitory GABAergic neurons balances excitation (Borg-Graham et al., 1998; Galarreta and Hestrin, 1998; Shu et al., 2003; Wehr and Zador, 2003; Haider et al., 2006; Volgushev et al., 2006; Okun and Lampl, 2008; Haider and McCormick, 2009; Atallah and Scanziani, 2009 ) and orchestrates action potential timing in excitatory neurons (Klausberger et al., 2003; Buzsá ki and Draguhn, 2004; Gabernet et al., 2005; Fuchs et al., 2007; Cardin et al., 2009; Sohal et al., 2009) . Much less is known about the activity and functional role of identified inhibitory cortical neurons in awake behaving mammals (Fujisawa et al., 2008) , although many awake studies have reported high action potential firing rates in extracellular recordings of suspected GABAergic neurons with narrow spike waveforms (Mountcastle et al., 1969; Beloozerova et al., 2003; Mitchell et al., 2007; Sakata and Harris, 2009) . Studying awake animals is of crucial importance since differences in brain states have profound influences on cortical dynamics and sensory processing.
Here, we focus on the primary somatosensory barrel cortex of mice, which contains a remarkable map of the mystacial vibrissae such that each whisker is individually represented in a well-defined cortical barrel column (Petersen, 2007) . For example, the C2 barrel column is known to process tactile information relating to the C2 whisker. This sensory pathway therefore offers unique opportunities for linking the architecture of specific synaptic microcircuits to cortical sensory processing. When mice explore their environment they actively move their whiskers back and forth at high frequencies in a behavior termed whisking. Active sensory perception and sensorimotor integration are thus prominent features of this system (Kleinfeld et al., 2006) . Interestingly, sensory processing and membrane potential dynamics in the barrel cortex differ dramatically between quiet and active behavioral states (Fanselow and Nicolelis, 1999; Castro-Alamancos, 2004; Hentschke et al., 2006; Crochet and Petersen, 2006; Ferezou et al., 2006 Ferezou et al., , 2007 Lee et al., 2008) . During quiet wakefulness (when the mouse is not moving its whiskers) brief deflections of a single whisker evoke large-amplitude sensory responses that propagate across a large part of the sensorimotor cortex, whereas the same stimuli delivered during active whisking evoke small-amplitude and localized sensory responses (Crochet and Petersen, 2006; Ferezou et al., 2006; Ferezou et al., 2007) . Surprisingly, cortical sensory responses therefore appear to be partially suppressed during active states, a phenomenon that was also recently reported for auditory cortex (Otazu et al., 2009) . In order to define the functional operating principles of the neocortical microcircuits during these different brain states, here we investigate the membrane potential dynamics of both excitatory and inhibitory neurons in the mouse barrel cortex during behavior quantified through high-speed filming of whisker movements.
RESULTS

Local GABAergic Input Hyperpolarizes Excitatory Neurons and Reduces Action Potential Firing Rates
GABAergic inhibition is thought to play a fundamental role in governing the activity of excitatory neurons. We tested this hypothesis in the C2 barrel column of awake head-restrained mice by locally injecting gabazine (a GABA A receptor antagonist) while measuring the membrane potential in a nearby excitatory pyramidal neuron. In order to differentiate excitatory and inhibitory neurons, we studied knockin mice expressing GFP from the GAD67 gene locus, which specifically labels GABAergic neurons (Tamamaki et al., 2003 ; see Figure S1 available online). GABAergic synaptic transmission is unaltered in GAD67-GFP mice compared to wild-type ( Figure S2 ). The GABAergic neurons in the GAD67-GFP mice are sufficiently brightly labeled to allow routine high-resolution visualization in awake head-restrained mice through two-photon microscopy ( Figure 1 ). The wholecell (WC) recording pipette contained a red fluorescent dye (Alexa-594), which diffused into the recorded neurons. Lack of colocalization of green fluorescence (from GFP-expression) with the red fluorescence (from the whole-cell pipette) indicated that the recordings were from excitatory neurons (Figure 1 ). In agreement with previous studies (Crochet and Petersen, 2006; Poulet and Petersen, 2008; de Kock and Sakmann, 2009) , during control periods of quiet wakefulness, excitatory neurons in layer 2/3 of the mouse barrel cortex fire action potentials at low rates (0.35 ± 0.1 Hz, n = 8; Figure 1 ). After collecting baseline traces of control spontaneous activity, gabazine (200 mM) was coinjected with red fluorescent dye (Alexa-594) rapidly diffusing over several hundred micrometers within a few seconds. Following gabazine injection, excitatory neurons on average depolarized by 5.1 ± 0.9 mV (n = 8) and action potential firing rates increased by almost an order of magnitude (2.7 ± 0.9 Hz, n = 8). In addition, we noted that excitatory neurons increased burst firing following blockade of GABA A -mediated inhibition. Whereas under control conditions most action potentials in layer 2/3 pyramidal neurons occur individually, following blockade of GABAergic inhibition most spikes occurred in bursts of two or more action potentials within 20 ms (control 32% ± 10% of spikes occur in bursts; gabazine 73% ± 7% of spikes occur in bursts). GABAergic synaptic inputs onto excitatory neurons in layer 2/3 barrel cortex of awake mice therefore act to hyperpolarize excitatory neurons, preventing initiation of action potentials and also preventing burst firing of action potentials. In order to understand how GABAergic neurons evoke this inhibition, it is essential to record their activity.
Properties of Excitatory and Inhibitory Neurons during Quiet Wakefulness
We therefore targeted whole-cell recordings to GFP-labeled GABAergic neurons in layer 2/3 of awake head-restrained mice under visual control through two-photon microscopy (Margrie et al., 2003; Kitamura et al., 2008; Figures 2A-2C) . We distinguish between three classes of cortical neurons. Non-GFP-expressing excitatory neurons responded to depolarizing current injection with an adapting firing pattern of broad action potentials (1.06 ± 0.04 ms, mean ± SEM, n = 39; Figures 2A, 2D , and S3). The somatic input resistance of excitatory neurons in layer 2/3 measured in response to hyperpolarizing current during quiet wakefulness was 38 ± 3 MU (n = 38; Figure 2E ). In response to depolarizing current injection, fast-spiking (FS) GABAergic GFP-expressing neurons ( Figures S3 and S4 ) fired action potentials at very high frequencies with little adaptation and narrow spike waveforms (0.32 ± 0.02 ms, n = 25; Figures 2B and 2D ). (A) In vivo two-photon microscopy was used to image GABAergic neurons labeled with GFP (green) in an awake head-restrained GAD67-GFP knockin mouse (Tamamaki et al., 2003) . A whole-cell recording (upper pipette outlined in white) was established with an excitatory neuron. The recording electrode was filled with Alexa-594, which diffused into the recorded neuron labeling the soma with a red fluorescence. (B) A second pipette (lower white outline) containing Alexa-594 and 200 mM gabazine (a GABA A antagonist) was positioned close to the recorded neuron. After collecting control data, gabazine was injected into the extracellular space. The left image shows an early period of the gabazine injection and the second image is taken approximately 5 s later showing the rapid diffusion. (C) During quiet wakefulness, slow large-amplitude membrane potential fluctuations are recorded in layer 2/3 pyramidal neurons accompanied by low-frequency action potential firing. During the gabazine application, action potential firing increased. Upon washout of the gabazine, action potential firing returned to baseline control level.
(D) During control conditions most action potentials occur individually, but during gabazine application most action potentials occur in a burst of two or more action potentials.
(E) Increases in action potential firing upon gabazine application were observed in all recorded layer 2/3 pyramidal neurons (n = 8). Data are presented as mean ± SEM.
Input resistance of GABAergic FS neurons was 61 ± 12 MU (n = 25; Figure 2E ). Other GFP-expressing GABAergic neurons ( Figures S3 and S4 ) fired broader action potentials (0.84 ± 0.03 ms, n = 44; Figures 2C and 2D ) at lower frequencies in response to current injection and we term these non-fast-spiking (NFS) GABAergic neurons. The input resistance of GABAergic NFS neurons (112 ± 7 MU, n = 39) was significantly higher than that of excitatory or GABAergic FS neurons ( Figure 2E ). Whereas GABAergic FS neurons correspond to parvalbumin-positive inhibitory neurons ( Figure S4 ), GABAergic NFS neurons correspond to parvalbumin-negative inhibitory neurons ( Figure S4 ) expressing other markers such as somatostatin, calretinin, or VIP ( Figure S5 ; Gonchar et al., 2007) . As a population, the action potential kinetics of GABAergic NFS neurons were significantly different from those of excitatory pyramidal neurons ( Figure 2D ), but it is important to note that their distributions overlap extensively ( Figure S3 ). Thus an excitatory neuron could not be differentiated from an inhibitory neuron in the neocortex on the basis of action potential waveform alone and, in our experiments, the genetically encoded GFP-label for GABAergic neurons was essential. This may be an important general point considering the wealth of neurophysiological data originating from unidentified neurons. A similar conclusion was recently drawn from extracellular recordings targeted by twophoton microscopy to GFP-positive GABAergic neurons in the primary visual cortex under anesthesia using the same GAD67-GFP knockin mouse as studied here (Liu et al., 2009) .
Interestingly, both types of GABAergic neurons were significantly depolarized compared to excitatory neurons during quiet wakefulness (excitatory À58.1 ± 1.2 mV, n = 32; FS À50.6 ± 0.9 mV, n = 20; NFS À52.0 ± 0.8 mV, n = 42; Figure 2F ). Action potential threshold, however, was not different between these classes of neurons (excitatory À40.1 ± 1.4 mV, n = 24; FS À41.4 ± 0.9 mV, n = 20; NFS À39.6 ± 0.7 mV, n = 35). Excitatory (A-C) Whole-cell recordings of membrane potential in awake mice from an excitatory pyramidal neuron (A), a GABAergic Fast-Spiking (FS) neuron (B), and a GABAergic non-fast-spiking (NFS) neuron (C). Upper panels show two-photon images of whole-cell recording pipettes (WC; outlined for easier visibility) and neurons filled with red fluorescent dye. Green fluorescence specifically labels GABAergic neurons in these GAD67-GFP knockin mice (Tamamaki et al., 2003) . Middle panels indicate action potential discharge pattern in response to injection of depolarizing current. Lower panels indicate spontaneous membrane potential dynamics during quiet wakefulness. (D-G) The three classes of neurons have different action potential durations (D), input resistances (E), mean membrane potentials during quiet wakefulness (F), and spontaneous action potential firing rates during quiet wakefulness (G). The data are presented as mean ± SEM. Statistical significance according to Student's t test is indicated by ** for p < 0.01. neurons therefore need to receive a much greater depolarizing input in order to fire an action potential from the mean membrane potential compared to GABAergic neurons, with GABAergic FS neurons on average being closest to threshold. Presumably as a consequence, both types of GABAergic neurons also spontaneously fired action potentials at significantly higher frequencies compared to excitatory neurons during quiet wakefulness ( Figure 2G ) and notably GABAergic FS neurons fired at an order of magnitude higher rates than excitatory neurons (excitatory 1.1 ± 0.3 Hz, n = 34; FS 11.0 ± 1.9 Hz, n = 20; NFS 2.9 ± 0.6 Hz, n = 43). Extracellular cell-attached recordings showed similar differences in action potential rates comparing excitatory and GABAergic neurons (excitatory 0.9 ± 0.5 Hz, n = 4; FS 13.1 ± 4.6 Hz, n = 7; NFS 4.6 ± 0.9 Hz, n = 8; Figure S6 ). Since GABAergic neurons form approximately 12% of the total neuronal population in layer 2/3 of the cortical C2 barrel column (Lefort et al., 2009) , the overall number of action potentials during quiet wakefulness in GABAergic neurons appears to roughly equal the number of action potentials in excitatory neurons.
Behavioral Modulation of Membrane Potential Dynamics
Sensory processing and membrane potential dynamics of excitatory neurons in the mouse barrel cortex differ dramatically between different whisker-related behaviors, defining ''quiet'' and ''active'' brain states (Crochet and Petersen, 2006; Ferezou et al., 2006 Ferezou et al., , 2007 Poulet and Petersen, 2008) . These brain states are generated internally within the central nervous system and do not depend upon sensory input from the periphery (Poulet and Petersen, 2008) . During quiet wakefulness, we find largeamplitude, slow membrane potential fluctuations in excitatory and inhibitory neurons (Figures 2A-2C ). During activity, when the mouse was moving its C2 whisker, the slow oscillation was suppressed in all three types of neurons ( Figures 3A-3C , S7, and S8). In other respects, the three classes of neurons behaved in radically different manners. In agreement with previous observations (Crochet and Petersen, 2006; Poulet and Petersen, 2008) , excitatory neurons on average depolarized slightly, but significantly, during whisking (quiet À58.1 ± 1.3 mV; whisking À56.4 ± 1.4 mV; n = 21; Figure 3D ); reduced membrane potential variance during whisking (quiet 39.5 ± 7.0 mV 2 ; whisking 20.6 ± 4.9 mV 2 ; n = 19; Figure 3E ) and on average did not change their mean action potential firing rates (quiet 1.0 ± 0.3 Hz; whisking 1.0 ± 0.4 Hz, n = 25; Figure 3F ). During whisking GABAergic FS neurons on average did not change their mean membrane potential (quiet À50.5 ± 1.1 mV; whisking À50.7 ± 1.2 mV; n = 15; Figure 3D ), but membrane potential variance was reduced (quiet 38.6 ± 5.0 mV 2 ; whisking 18.2 ± 4.0 mV 2 ; n = 17; Figure 3E ) and action potential firing was also markedly reduced (quiet 10.6 ± 2.1 Hz; whisking 4.2 ± 1.4 Hz, n = 16; Figure 3F ). On the other hand, during whisking periods, GABAergic NFS neurons on average depolarized significantly (quiet À51.5 ± 0.8 mV; whisking À48.0 ± 1.2 mV; n = 23; Figure 3D ); reduced membrane potential variance (quiet 44.0 ± 5.1 mV 2 ; whisking 28.7 ± 5.3 mV 2 ; n = 23; Figure 3E ) and increased their action potential firing rates (quiet 2.2 ± 0.4 Hz; whisking 4.5 ± 0.9 Hz, n = 28; Figure 3F ). The active brain state during whisking is therefore characterized by a prominent change in the relative functional contributions of different types of GABAergic neurons.
During quiet wakefulness GABAergic FS neurons dominate, whereas during active periods, GABAergic NFS cells provide an equally prominent source of inhibition.
Fast Membrane Potential Dynamics Phase-Locked to Whisker Movement During active whisking periods, excitatory layer 2/3 barrel cortex neurons exhibit fast membrane potential oscillations which are phase-locked to the rapid forward and backward whisker movements (Crochet and Petersen, 2006; Poulet and Petersen, 2008) . These phase-locked membrane potential oscillations might underlie one mechanism of encoding object locations through sensitizing neurons to fire action potentials in response to object contact at a specific point in the whisking cycle (Fee et al., 1997; Curtis and Kleinfeld, 2009 ) and a specific potential role for GABAergic inhibition has been suggested to contribute (Curtis and Kleinfeld, 2009) . We therefore analyzed the membrane potential dynamics of GABAergic neurons with respect to the quantified millisecond-by-millisecond whisker movements. The time of the peak whisker protraction was identified for each cycle of whisker movement. The membrane potential was subsequently averaged from each whisking cycle aligned at the peak of protraction. This analysis was carried out for excitatory neurons, GABAergic FS neurons and GABAergic NFS neurons ( Figure 3G ). By comparing the protraction-triggered average membrane potential to shuffled traces averaged at randomized times during whisking, we found that about half of the neurons in each of the three classes had a significant phase-locked modulation of the membrane potential with respect to whisking (significant whisking modulation was found in 5 out 12 excitatory neurons; 6 out of 11 GABAergic FS neurons and 7 out of 18 GABAergic NFS neurons). The amplitude and phase of the membrane modulation by whisking varied across recordings, but there were no significant differences comparing excitatory neurons, GABAergic FS neurons and GABAergic NFS neurons ( Figure 3H ). The amplitude of membrane potential modulation by whisking in significantly phase-locked neurons was 3.4 ± 0.8 mV (n = 5) for excitatory neurons; 3.0 ± 0.3 mV (n = 6) for GABAergic FS neurons and 3.5 ± 0.7 mV (n = 7) for GABAergic NFS neurons.
Highly Correlated Membrane Potential Dynamics of Excitatory and Inhibitory Neurons during Quiet Wakefulness
Having characterized the patterns of membrane potential dynamics in individual excitatory and inhibitory neurons during quiet and active brain states, we next investigated how these patterns of activity were related between the different types of neurons through simultaneous dual whole-cell recordings (neuronal somata separated by 140 ± 19 mm, n = 21). Membrane potential fluctuations during quiet wakefulness were highly correlated in dual recordings from nearby excitatory neurons ( Figure 4A ), with a zero-time cross-correlation coefficient of 0.59 ± 0.13 (n = 5; Poulet and Petersen, 2008) . Interestingly, we also found that the slow membrane potential oscillations during quiet wakefulness were in phase and highly correlated in all dual recordings involving an excitatory neuron and an inhibitory GABAergic FS neuron ( Figure 4B ) and in all dual recordings involving an excitatory neuron and a GABAergic NFS neuron ( Figure 4C ). Quantified across all dual recordings of an excitatory and a GABAergic neuron, the zero-time cross-correlation coefficient was 0.67 ± 0.03 (n = 14). For excitatory versus GABAergic FS neurons, the zero-time cross-correlation coefficient was 0.66 ± 0.04 (n = 6) and for excitatory versus GABAergic NFS neurons, the zero-time cross-correlation coefficient was 0.67 ± 0.05 (n = 8). Therefore, local GABAergic neurons do not drive the hyperpolarized phase of the slow oscillation, but instead their activity is synchronized to balance excitation (Borg-Graham et al., 1998; Galarreta and Hestrin, 1998; Shu et al., 2003; Wehr and Zador, 2003; Haider et al., 2006; Volgushev et al., 2006; Okun and Lampl, 2008; Haider and McCormick, 2009; Atallah and Scanziani, 2009 ). Dual recordings from two GABAergic neurons also showed highly correlated membrane potential dynamics during quiet wakefulness with a zero-time cross-correlation coefficient of 0.71 ± 0.04 (n = 6). All crosscorrelation peaks were centered at close to zero time difference (for pairs of two excitatory neurons 0.29 ± 2.2 ms, n = 5; for pairs of one excitatory and one inhibitory neuron, the inhibitory neuron followed the excitatory neuron by 2.1 ± 1.6 ms, n = 14; for pairs of two inhibitory neurons 0.44 ± 1.1 ms, n = 6). The slow membrane potential oscillations found during quiet wakefulness are therefore not generated by alternating activities of excitatory and inhibitory neurons in the local neocortical microcircuits. Instead, the slow synchronous oscillations that we observed in all layer 2/3 neurons are likely to reflect propagating waves of activity traversing the C2 barrel column as imaged by voltage-sensitive dye experiments investigating spatiotemporal dynamics of the sensorimotor cortex in awake mice (Ferezou et al., 2006 (Ferezou et al., , 2007 .
Active Brain States Reduce Membrane Potential Synchrony
During whisking the neocortex enters into an active brain state with reduced membrane potential synchrony in nearby excitatory neurons (Poulet and Petersen, 2008) . We therefore investigated whether active whisking also changed membrane potential correlations between excitatory and inhibitory neurons.
In an example experiment with a dual recording from an excitatory and a GABAergic FS neuron, we found strongly correlated membrane potential fluctuations, with higher correlation during quiet periods compared to during active whisking ( Figure 5A ). This example experiment also provides a further example of a GABAergic FS neuron firing more action potentials during quiet wakefulness compared to during whisking as described above (Figure 3 ).
Another example experiment with a dual recording from one GABAergic FS and one GABAergic NFS neuron ( Figure 5B ) shows highly correlated slow oscillations during quiet wakefulness but less-correlated activity during whisking. Importantly, the differential effect of the active brain state upon the two classes of GABAergic neurons (Figure 3 ) is also clearly observed in this simultaneous dual whole-cell recording. The GABAergic NFS neuron fired action potentials at high frequency during whisking and reduced firing during quiet wakefulness, whereas the GABAergic FS neuron only fired action potentials during quiet wakefulness.
State-dependent changes in membrane potential synchrony were observed in dual recordings involving the different combinations of excitatory and inhibitory neurons. The zero-time cross-correlation coefficient between two excitatory neurons during quiet periods was 0.46 ± 0.19 and during whisking was 0.22 ± 0.11 (n = 3; Figure 5C ); the zero-time cross-correlation coefficient between an excitatory and an inhibitory neuron during quiet wakefulness was 0.67 ± 0.04 and during whisking was 0.36 ± 0.08 (n = 10; Figure 5D ); and the zero-time cross-correlation coefficient between two inhibitory neurons during quiet wakefulness was 0.69 ± 0.05 and during whisking was 0.44 ± 0.17 (n = 4; Figure 5E ). These highly synchronous membrane potential depolarizations in excitatory and inhibitory neurons indicate that a prominent role of GABAergic neurons is to balance excitation during both quiet and active brain states.
Different Membrane Potential Dynamics Drive Excitatory and Inhibitory Neurons toward Action Potential Threshold
The highly correlated membrane potential dynamics are dominated by subthreshold events, which could drive synchronous action potential firing. In order to investigate this possibility, we computed spike-time histograms showing the time of action potentials in one cell with respect to the time of action potentials in the other nearby neuron in our dual recording experiments ( Figures 6A-6F) . The sparse action potential activity in dual recordings from two excitatory neurons (n = 4 dual recordings) was not correlated with only a 1.6% chance of finding a synchronous action potential within a 10 ms window (±5 ms; Figures 6A  and 6B ). The more frequent action potentials in GABAergic neurons were broadly synchronized and if an action potential occurred in an inhibitory neuron, then there was a 33% chance of a synchronous spike within a 10 ms window (±5 ms) in an other nearby recorded GABAergic neuron (n = 5 dual recordings; Figures 6E and 6F ). Importantly, a highly significant synchronization (D) During whisking the membrane potential depolarizes significantly in excitatory neurons and GABAergic NFS neurons, but not in GABAergic FS neurons. (E) During whisking the membrane potential variance decreases significantly in all three classes of neurons. (F) Action potential firing rate is unchanged on average in excitatory neurons, but is significantly decreased in GABAergic FS neurons during whisking and significantly increased in GABAergic NFS neurons during whisking. Each lightly colored line in (C)-(F) indicates the results from a single cell recorded during quiet wakefulness and active whisking. The solid lines with filled circles represent mean ± SEM. Statistical significance according to Student's t test is indicated by ** for p < 0.01 and * for p < 0.05. (G) Individual example neurons showing fast membrane potential oscillations phase-locked to whisker movement found by averaging the membrane potential aligned to the peak of protraction for each whisking cycle (green trace, whisker angle; black trace, excitatory neuron; red trace, GABAergic FS neuron; blue trace, GABAergic NFS neuron). (H) The amplitude and most depolarized phase of the membrane potential relative to the whisker movement varied across different neurons (each color-coded circle indicates the amplitude and phase of modulation in an individual neuron). About half of the neurons in each of the three classes were significantly phaselocked to whisker movement (5 out of 12 excitatory neurons; 6 out of 11 GABAergic FS neurons; 7 out of 18 GABAergic NFS neurons). No differences were found comparing excitatory, GABAergic FS neurons or GABAergic NFS neurons.
of action potential firing in dual recordings involving GABAergic neurons was also observed in analyses of randomly selected subsets of the GABAergic neuron data, which were downsampled to match the dataset from dual recordings of excitatory neurons.
Action potentials are therefore highly specific events occurring independently in neighboring layer 2/3 excitatory neurons, whereas nearby inhibitory neurons show broadly synchronized firing. In order to understand the mechanisms underlying these differences in spiking activity, we analyzed the membrane potential trajectories leading to action potential threshold. Spike initiation is driven by a much larger depolarization in excitatory pyramidal neurons than in GABAergic neurons ( Figure S9 ). For both excitatory and inhibitory neurons, intrinsic conductances underlying action potential generation play only a minor role in the membrane potential trajectory over the 20 ms preceding spike initiation ( Figure S9 ). Synaptic inputs therefore drive the membrane potential to action potential threshold. In dual recordings ( Figures 6G and 6H) , we examined the cellular specificity of the synaptic input driving action potentials. The large depolarization preceding action potential initiation in excitatory neurons was specific for the spiking neuron, with much smaller synchronous depolarization observed in a neighboring excitatory neuron (Poulet and Petersen, 2008) or in a neighboring inhibitory neuron. That large cellspecific depolarizations drive action potentials in excitatory neurons provides an explanation for the asynchronous cell-specific firing of excitatory neurons. On the other hand, the depolarization driving spiking in an inhibitory neuron was almost identical to the depolarization in another nearby GABAergic neuron, which therefore provides a simple explanation for the correlated action potential activity of inhibitory neurons.
DISCUSSION
Through whole-cell recordings targeted by two-photon microscopy to genetically-defined neuronal populations in the C2 barrel column of awake mice, we have obtained the first insights into the membrane potential dynamics of identified GABAergic and excitatory neurons during different behavioral states. Investigation of GFP-labeled GABAergic neurons was of critical importance in our study since electrophysiological characterization alone did not allow unambiguous differentiation of excitatory neurons from GABAergic NFS neurons. Such observations stress the importance of recordings from identified neurons and provide a cautionary note for interpretations of neurophysiological data from unidentified neurons. In addition, we found that the membrane potential dynamics of both excitatory and inhibitory neurons depend strongly upon behavioral state, revealing the importance of recording from awake behaving animals. These first membrane potential recordings from identified GABAergic neurons in awake mice therefore provide an important step toward understanding the functional operation is depolarized and fires action potentials at high rates, whereas the GABAergic FS cell (red trace, lower cell in the two-photon images) does not fire action potentials. During whisking their membrane potential dynamics are uncorrelated. During the ensuing period of quiet wakefulness, the membrane potentials become highly correlated (cross-correlation is shown on the right). Action potentials are truncated to increase the vertical scale.
(C-E) The average cross-correlations of V m across all dual recordings involving two excitatory neurons (C), one excitatory and one inhibitory neuron (D) and two inhibitory neurons (E) were computed separately for whisking periods and quiet wakefulness. The membrane potential correlations were reduced during whisking.
of synaptically connected local cortical microcircuits during behavior.
Behavioral Modulation of GABAergic FS and NFS Neurons
We find that GABAergic neurons in awake mice fire action potentials at considerably higher rates than nearby layer 2/3 pyramidal neurons, in good agreement with previous extracellular recordings from suspected GABAergic neurons (Mountcastle et al., 1969; Beloozerova et al., 2003; Mitchell et al., 2007; Fujisawa et al., 2008; Sakata and Harris, 2009) . That the mean membrane potential of GABAergic neurons is almost 10 mV closer to action potential threshold compared to excitatory neurons is likely to contribute mechanistically to the higher firing rates (Figures 2F and 2G) . The activity of different classes of GABAergic neurons depends strongly upon brain state and behavior (Figure 3) , with GABAergic FS neurons dominating quiet wakefulness (schematically summarized in Figure 7A ) and GABAergic NFS neurons playing a prominent role during whisking (schematically summarized in Figure 7B ). In future studies, it will be of great interest to further classify GABAergic neurons on the basis of detailed morphology and molecular markers (Ascoli et al., 2008) . Indeed, it is important to note that there is extensive functional diversity even within the three different classes of neurons that we characterize. Therefore, although we find highly significant differences on average comparing between the behaviors of excitatory, GABAergic FS and GABAergic NFS neurons, within each group there is a wide distribution of membrane potential, membrane potential variance, firing rates, correlations and a variable dependence of these measurements upon whisker behavior. By combining electrophysiological measurements with anatomical reconstruction of axonal arborizations and with characterization of gene expression, it may be possible in future studies to further subdivide the layer 2/3 cortical neuron population into additional subclasses with more consistent response properties.
Interestingly, the intrinsic electrophysiological differentiation between GABAergic FS and GABAergic NFS neurons already leads to remarkable functional differences on average during different brain states. Whereas GABAergic FS neurons reduce spike rates during active periods ( Figures 3A, 3B , and 3F), GABAergic NFS neurons depolarize ( Figures 3A, 3B , and 3D) leading to increased action potential rates ( Figure 3F ). The different brain states could be accompanied by different neuromodulatory inputs to the neocortex, which might directly affect the membrane potential and spiking activity of the neocortical GABAergic neurons in a subtype-specific manner (Bacci et al., (G) Spike-triggered grand average across all simultaneous dual recordings indicates that the depolarization driving an action potential in an excitatory neuron (black traces, far left, and center left) is much larger than the simultaneously recorded depolarization in a neighboring excitatory neuron (gray trace, far left) or in a neighboring GABAergic neuron (red trace, center left). Action potentials in excitatory neurons are therefore driven by large depolarizations that are not present in other nearby neurons. In contrast, the depolarization driving action potentials in GABAergic neurons (red traces, center right and far right) is almost identical to the depolarization observed in a neighboring excitatory neuron (black trace, center right) or a neighboring GABAergic neuron (blue trace, far right). Action potentials are truncated to increase the vertical scale. (H) The membrane potential trajectory in the 20 ms leading to spike initiation in one cell was quantified across dual recordings. Each lightly-colored line shows the result of a dual recording and the solid lines with filled circles represent mean ± SEM. For each experiment, the left indicates the spiking neuron and the right the other simultaneously recorded neuron. Action potentials in excitatory neurons were driven by large and cell-specific depolarizations. Action potentials in inhibitory neurons were driven by smaller depolarizations, which were also observed in nearby neurons. Statistical significance according to Student's t test is indicated by ** for p < 0.01 and * for p < 0.05.
2005; Gulledge et al., 2007; Freund and Katona, 2007; Fanselow et al., 2008) .
In addition, the differential brain-state-dependent activity of GABAergic FS and NFS neurons could result from target specificity of glutamatergic or GABAergic synaptic inputs. Synaptic connectivity mapping has revealed that different classes of GABAergic neurons receive differential layer-specific input (Yoshimura and Callaway, 2005; Xu and Callaway, 2009) , which could drive cell-type specific activity during different behavioral states. GABAergic neurons might also inhibit each other in a subtype specific manner and, for example, GABAergic FS neurons might inhibit GABAergic NFS neurons during quiet wakefulness, whereas some types of GABAergic NFS neurons might inhibit GABAergic FS neurons during active behaviors (Dá vid et al., 2007) .
Another contributing mechanism might relate to short-term synaptic plasticity and the observation that some classes of GABAergic NFS neurons receive facilitating glutamatergic input from local excitatory pyramidal neurons and from the thalamus, whereas GABAergic FS neurons uniformly receive depressing glutamatergic input (Galarreta and Hestrin, 1998; Reyes et al., 1998; Gibson et al., 1999; Gupta et al., 2000; Kapfer et al., 2007; Silberberg and Markram, 2007; Tan et al., 2008) . Sustained increases in thalamic firing rates during whisking (Fanselow and Nicolelis, 1999) could lead to depression of synaptic drive onto GABAergic FS neurons, but could drive facilitating excitatory input evoking sustained activity in GABAergic NFS neurons (Tan et al., 2008) .
Differential activity of specific classes of GABAergic neurons might contribute substantially to state-dependent processing of sensory information in the barrel cortex (Fanselow and Nicolelis, 1999; Castro-Alamancos, 2004; Hentschke et al., 2006; Crochet and Petersen, 2006; Ferezou et al., 2006 Ferezou et al., , 2007 Lee et al., 2008) and could help drive the neocortex into different brain states, which in future studies could be tested by optogenetic manipulations (Cardin et al., 2009; Sohal et al., 2009 ).
Correlated Synchronous Activity in Excitatory and Inhibitory Neurons
Both during quiet wakefulness and during active whisking, GABAergic neurons depolarize synchronously with nearby excitatory neurons in layer 2/3. This was revealed quantitatively by the high cross-correlation coefficients between membrane potentials recorded in excitatory and inhibitory neurons ( Figures  4, 5A, and 5D ). Although membrane potential correlations decreased during whisking compared to quiet periods, they nonetheless remained highly correlated. Decorrelation of membrane potentials during activity increases the independence of individual neurons, which might lead to an enhanced capacity for processing information within the neocortical neuronal networks (Poulet and Petersen, 2008) . These cross-correlation analyses are dominated by subthreshold membrane potential changes. It is therefore important that we also found correlated action potential activity in inhibitory neurons when excitatory neurons fired action potentials ( Figures 6C and 6D) . The spiking activity of GABAergic neurons in awake mice is therefore timed to balance excitation, preventing explosive activity in the recurrently connected cortical microcircuit. Indeed the sparseness of action potential firing in excitatory neurons results in part from the high spiking activity of the GABAergic neurons evoking substantial inhibition preventing action potential initiation in the pyramidal neurons (Figure 1 ). Previous in vitro and in vivo anesthetized studies have already provided strong evidence for closely balanced excitation and inhibition (Borg-Graham et al., 1998; Galarreta and Hestrin, 1998; Shu et al., 2003; Wehr and Zador, 2003; Haider et al., 2006; Volgushev et al., 2006; Okun and Lampl, 2008; Haider and McCormick, 2009; Atallah and Scanziani, 2009 ). Although our finding of correlated synchronous activity in excitatory and inhibitory neurons is therefore not unexpected, it is nonetheless important to establish the functional operating principles of the neocortex in unanaesthetized animals, since neural networks under anesthesia or in vitro could behave in radically different ways. That the activity of excitatory and inhibitory neurons is closely correlated during both quiet and active brain states of awake animals is therefore of fundamental importance. A key role for GABAergic neurons in awake animals is therefore to balance excitation and in addition GABAergic neurons may provide a dynamic filter allowing only a subset of excitatory neurons to spike at a given moment in a specific context.
Different Membrane Potential Dynamics Drive Action Potentials in Excitatory and Inhibitory Neurons
Although subthreshold membrane potential changes are in general highly correlated across all cell types, action potentials are generated by different membrane potential dynamics in excitatory and inhibitory neurons. The depolarization driving the membrane potential to action potential threshold is primarily driven by synaptic inputs and not by the intrinsic conductances underlying action potential generation ( Figure S9 ). However, a mechanistic interpretation of the synaptic conductances underlying the membrane potential trajectory toward action potential threshold comparing excitatory and inhibitory neurons is complicated by cell-type differences in mean resting membrane potentials, membrane time constants, input resistances and mechanisms of dendritic integration. To avoid these complications, we therefore compare excitatory neurons with each other and inhibitory neurons with each other. In such a comparison, we find that the highly correlated membrane potential dynamics are not sufficient to evoke action potentials in excitatory neurons, which instead are driven by additional large, rapid and cellspecific synaptic inputs ( Figure 6G ), which result in asynchronous action potential activity ( Figures 6A and 6B ). Because we compare two simultaneously recorded excitatory neurons, the cell specificity cannot result from intrinsic differences in celltype. The cell-specificity of the depolarization driving action potentials in excitatory neurons could result from the temporally precise convergence of cell-specific large-amplitude unitary excitatory synaptic connections (Song et al., 2005; Lefort et al., 2009) or perhaps from active dendritic events evoked by clustered input on specific dendritic branches (Nevian et al., 2007; Losonczy et al., 2008; Petreanu et al., 2009 ). On the other hand, action potentials in inhibitory neurons are driven by smaller depolarizations, which are nearly identical in other nearby inhibitory neurons ( Figure 6G ). The highly correlated subthreshold membrane potential depolarizations therefore appear to be sufficient to drive broadly synchronized spiking of inhibitory neurons, which is readily compatible with data from extracellular recordings of suspected inhibitory neurons under anesthesia reporting broader receptive fields in inhibitory neurons compared to excitatory neurons (Swadlow and Gusev, 2002; Bruno and Simons, 2002; Sohya et al., 2007; Liu et al., 2009 ).
Future Perspectives
Our membrane potential recordings in behaving animals begin to shed light on the functional operation of cortical microcircuits and the underlying mechanisms driving action potential firing in inhibitory and excitatory neurons. In future studies it will be of critical importance to investigate other cortical layers and further subclasses of excitatory and inhibitory cortical neurons during different brain states and to place their activity in the context of tactile sensory perception (Krupa et al., 2004; von Heimendahl et al., 2007; Stü ttgen and Schwarz, 2008; Curtis and Kleinfeld, 2009; Jadhav et al., 2009) . Indeed, network dynamics in the barrel cortex may differ significantly during different tactile behaviors and during associative learning. Clearly our study is therefore only a first step toward a comprehensive description of cortical microcircuit function during behavior. The current study offers insights into the physiological mechanisms linking synaptic function to neocortical network activity and behavior, providing the first evidence for differential regulation of membrane potential dynamics and synchrony in inhibitory GABAergic cortical neurons during different behavioral states.
EXPERIMENTAL PROCEDURES Animal Preparation and Surgery
All experiments were carried out in accordance with the Swiss Federal Veterinary Office. Male 5-to 8-week-old heterozygous knockin mice expressing GFP from the GAD67 gene locus (Tamamaki et al., 2003) were implanted with a light-weight metal head-holder and a recording chamber under deep isoflurane anesthesia. All whiskers except C2 were trimmed and the location of left C2 barrel column was functionally located through intrinsic optical imaging under light isoflurane anesthesia. The cortical surface was visualized through the intact bone. The C2 whisker was deflected at 10 Hz for 4 s and the evoked hemodynamic signal was imaged by a Qicam CCD camera (Q-imaging) under 630 nm illumination provided by LEDs. The images were processed online by custom written routines running in IgorPro (Wavemetrics). A small craniotomy was made over the functionally identified location of the C2 barrel column, in order to target whole-cell recordings.
Habituation to Head-Restraint
Mice readily habituate to head-restraint. The first head-restrained sessions of each mouse lasted only for a few minutes and this period was gradually increased each day until the mouse would sit calmly for a period of roughly 1 hr. Following several days of habituation to head-restraint, recordings were performed in a session lasting up to 2 hr, after which the mouse was sacrificed to obtain anatomical information.
Recording Behavior
We used a high speed (500 Hz) MotionPro camera (Redlake) to film whisker movements under infrared illumination, synchronized with electrophysiological recordings. Only brief epochs (lasting up to 20 s) could be filmed due to the limited on-board camera memory of 2 GB. Image analysis software (Knutsen et al., 2005) running in Matlab was used to quantify whisker angle off-line. Not all experiments included filmed whisking episodes and there are therefore more data for quiet wakefulness than for active whisking.
In Vivo Two-Photon Microscopy and Whole-Cell Recordings GFP-expressing neurons in layer 2/3 of the C2 barrel column were visualized using a two-photon laser scanning microscope (Prairie Instruments). Femtosecond pulsed infrared excitation light of 880 nm was generated by a MaiTai laser (SpectraPhysics) and focused into the brain via a 40 3 0.8 NA water immersion objective (Olympus). Backscattered infrared light was prevented from hitting the photomultiplier tubes (PMTs) by an E650SP filter (Chroma Technology). A dichroic mirror followed by band-pass filters split emitted fluorescence into a red (607 ± 22.5 nm) PMT channel and a green (525 ± 35 nm) PMT channel. The green channel was used to visualize GFP and the red channel was used to visualize the patch-clamp pipette, which contained 10 mM Alexa-594 (Invitrogen) added to the intracellular solution. Pipettes had resistances of 5-7 MU and were filled with an intracellular solution containing (in mM): 135 potassium gluconate, 4 KCl, 10 HEPES, 10 phosphocreatine, 4 MgATP, 0.3 Na 3 GTP (adjusted to pH 7.3 with KOH) and also 3 mg/ml biocytin. Whole-cell electrophysiological measurements were made with a Multiclamp 700B amplifier (Molecular Devices). With a slight positive pressure in the pipette, a combination of visual guidance and monitoring of electrode tip resistance was used to bring the patch pipette into contact with the targeted cell using micromanipulators (Luigs and Neumann). Gentle suction was used to establish a gigaseal, and slightly stronger suction allowed establishment of the whole-cell recording configuration. The V m was filtered at 8 kHz and digitized at 20 kHz by ITC-18 (Instrutech Corporation) under the control of IgorPro (Wavemetrics). Except for brief current pulses to assess firing pattern and input resistance, no current was injected during recording and V m was not corrected for liquid junction potentials. Access (series) resistance was compensated for on-line and data was discarded if it was higher than 50 MU. All recordings were obtained from neurons located in layers 2 and 3. For excitatory neurons the subpial recording depth (mean ± SEM) was 216 ± 6 mm (n = 39); for fast-spiking GABAergic neurons the mean recording depth was 196 ± 4 mm (n = 25); and for non-fast-spiking GABAergic neurons the mean recording depth was 183 ± 3 mm (n = 49).
After the experiments, the mice were deeply anesthetized and perfused with 4% paraformaldehyde (PFA). Subsequently, 100 mm thick coronal sections were prepared for biocytin staining with the ABC-kit Vectastain (Vector) to reveal the morphology of the recorded neurons. Neuronal reconstruction was performed in three dimensions with Neurolucida software (Micro Bright Field Bioscience; Figure 4B ).
Data Analysis
Action potential half-width ( Figure 2D ) was measured as the full width of the spike at half-maximal amplitude measured from threshold to peak (as illustrated in Figure S3A ). The time corresponding to action potential threshold was taken as the peak of the third derivative of the membrane potential (Kole and Stuart, 2008) . Input resistance ( Figure 2E ) was estimated by first manually correcting access resistance on-line using the bridge balance of the Multiclamp 700B and then measuring the steady-state Ohmic resistance of a hyperpolarizing current pulse. The membrane potential ( Figure 2F ) was computed as the mean over a 20 s period of quiet wakefulness. The frequency of action potential firing ( Figure 2G ) during quiet wakefulness was measured over the same period.
Fast Fourier transforms (FFTs; Figure S8 ) were computed as magnitudes in IgorPro for segments of the recordings during whisking and immediately adjacent quiet periods. The low frequency (1-5 Hz) power ( Figure 3C ) was calculated by integrating the computed FFTs from 1 Hz to 5 Hz. The mean membrane potentials ( Figure 3D ), membrane potential variance ( Figure 3E ) and the action potential frequencies ( Figure 3F ) during quiet and active periods were measured over these same periods.
Cross-correlations of membrane potential changes (Figures 4 and 5) were computed by subtracting the average value of each trace, normalizing each trace to its standard deviation and then computing the correlation in IgorPro to generate a cross-correlogram with a maximal value of 1 for identical traces (Lampl et al., 1999; Poulet and Petersen, 2008) . The cross-correlation analysis of the dual recordings from pairs of excitatory neurons ( Figure 5C ) includes one experiment from Poulet and Petersen (2008) in which the two neurons were anatomically identified as excitatory pyramidal neurons ( Figures 3A-3C in Poulet and Petersen, 2008) , in addition to four new recordings from pairs of excitatory neurons in GAD67-GFP mice (however whisking epochs were only recorded in two of these new experiments). Action potential synchrony ( Figures 6B, 6D , and 6F) was computed by constructing the spike time histograms for one cell relative to the time of a spike in the other simultaneously recorded neuron. The bin width was set to 10 ms and the spike counts were divided by the total number of trigger spikes (277 action potentials in 6 excitatory cells for pairs of excitatory neurons; 502 action potentials in 9 excitatory cells for pairs with one excitatory and one inhibitory neuron; 1625 action potentials in 10 inhibitory cells for pairs of inhibitory neurons).
The membrane potential dynamics leading to action potential initiation ( Figures 6G, 6H , and S9) were computed by averaging segments of membrane potential traces aligned to each action potential. The average membrane potential trajectory for each cell from À22 ms to À2 ms before action potential threshold was fitted with a linear fit (IgorPro) and the gradient of the fitted line was taken as the value of dV/dt ( Figure 6H and S9C) .
All data are presented as mean ± standard error of the mean. Student's t tests (two-tailed, paired, or unpaired assuming unequal variances) were performed in Excel (Microsoft) to evaluate statistical significance. The number of cells analyzed is denoted by ''n.''
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