Abstract. We give a definition for a new class of Lie algebras by generators and relations which simultaneously generalize the Borcherds Lie algebras and the Slodowy G.I.M. Lie algebras. After proving these algebras are always subalgebras of Borcherds Lie algebras, as well as some other basic properties, we give a vertex operator representation for a factor of them. We need to develop a highly non-trivial generalization of the square length two cut off theorem of Goddard and Olive to do this.
Introduction
In this paper we define and study a new class of Lie algebras, given by generators and relations, which simultaneously generalize the Borcherds Lie algebras and the generalized intersection matrix algebras of Slodowy. Throughout the paper we will refer to the generalized intersection matrix algebras simply as G.I.M. algebras. Both of these classes arise by attaching a Lie algebra to a matrix, and both generalize the notion of a Kac-Moody Lie algebra but from different perspectives. In the case of a Borcherds Lie algebra one begins with a real symmetrizable matrix, the major difference between these and the Kac-Moody algebras is that imaginary roots, as opposed to just real roots, are allowed to be simple roots. In the case of Slodowy G.I.M. algebras one begins with an integral matrix with twos on the major diagonal, so all simple roots are real as in the Kac-Moody case, but here one allows the off diagonal entries of the matrix to be positive and then adjusts the relations corresponding to these entries. The Borcherds algebras have a theory (see [Bo1] , [Bo2] , [Bo3] , [J1] , [J2] , [JLW] , [K] ) which closely resembles Kac-Moody theory, and in particular the algebras have a triangular decomposition in the sense of [MP] which reflects the fact that the roots are either positive, negative, or zero. Slodowy algebras on the other hand, do not have any natural triangular decomposition since the roots, when expressed as a linear combination of the simple roots, may have both positive and negative coefficients. Our theory here will present a common framework for both of these cases. However, the reader should note that since Borcherds algebras are quite like Kac-Moody algebras, and since Slodowy G.I.M. algebras do not necessarily resemble Kac-Moody algebras, our viewpoint here is to present a "G.I.M. version" of Borcherds algebras. Thus, our results follow more at how to make the basic definitions comes from [Fr, Proposition 2.3] and [FLM, 8.5 .5] where normally ordered vertex operators of the form β(z)X(α, z) are considered. We let X (β) (α, z) denote this operator. In our case, we let {α i } i∈I denote all simple roots of G(A) and then let {α j } j∈J denote the subset of simple roots which are not real (so satisfy (α j , α j ) ≤ 0). We then form two lattices: the root lattice Γ = i∈I Zα i and another lattice L = j∈J (Zα (αj ,αj )/2 f j . Of course, here we must also use a generalized Heisenberg Lie algebra corresponding to the lattice L and we need to use the combinatorial function ζ n (k) := k− n 2 1−n for k ∈ Z, n ∈ −2Z to define this. As Lemma 3.38 and Corollary 3.39 show this is exactly what we need to get the commutator [X (α + j ) (α j , z), X (α − j ) (−α j , z)] to equal the correct operator. The basic computational fact we need about the power series which arise in taking commutators of our vertex operators is in Theorem 3.22 while Proposition 3.32 deals with the basic form of what a k-fold commutator, [X (β k ) (γ k , z k ), · · · , X (β1) (γ 1 , z 1 )] looks like. Our first generalization of the Goddard-Olive result appears in Corollary 3.46 and deals with the case when the above k-fold commutator satisfies (β i , β j ) = 0 if i = j. We then go on to use this to prove Corollary 3.52 which is our full generalization of the Goddard-Olive result. We close this section by showing how this result lets us define a non-trivial representation of L(A). It is worth noting that the very existence of such a representation leads one to think the definition of L(A) is indeed very natural.
Since our matrix A may be an I.M matrix we of course recover the results of [EMY] on the existence of such a representation. In fact, if the reader is just interested in this case then our results become quite simple since then J = ∅ and one sees that our results are just those of [EMY] except we have put them into the formalism of [FLM] rather then using the residue calculus. Indeed, one of the starting points of this work was to do just this. Also, the matrix A may define a Borcherds Lie algebra so that we obtain a general existence result about vertex representations for such algebras when the defining matrix is symmetric and has even integers on the diagonal.
Basic construction and properties of the lie algebras
In this section we give the definition of the Lie algebras G(A) using generators and relations and establish some of their basic properties. Recall that a real matrix (a ij ) i,j∈I is symmetrizable if there exist positive real numbers i , i ∈ I satisfying a ij j = a ji i , for all i, j ∈ I. Definition 2.1. Let I be a (finite or) countable index set. A matrix A = (a ij ) i,j∈I with real entries is admissible if it is symmmetrizable and satisfies the following two conditions:
(1) If i ∈ I and a ii > 0, then a ii = 2, (2) If a ii = 2 for i ∈ I, then a ij ∈ Z for all j ∈ I. Thus, if a ij ≤ 0 for all i, j ∈ I with i = j, then an admissible matrix A is just the type of matrix one uses to begain the construction of a Borcherds Lie algebra (see [Bo1] - [Bo3] , [JLW] , [J1] ). On the other hand, if a ii = 2 for all i ∈ I, then an admissible matrix is just a symmetrizable G.I.M. matrix in the sense of Slodowy (see [Sl1] , [Sl2] , [Be] ). In this sense an admissible matrix A is simultaneously a generalization of both of these cases. Also, note that in condition (1) in the above definition we have taken the usual normalization a ii = 2 when a ii ≥ 0.
We now define the Lie algebras associated to these matrices. We always work over the complex field C. Definition 2.3. Let A = (a ij ) i,j∈I be an admissible matrix. The Lie algebra G(A) associated to A is defined to be the Lie algebra generated by elements {e i , f i , h i } i∈I satisfying the following relations:
. Notice that relations (R1), (R2) and (R3) are just those used to define a Borcherds Lie algebra so if a ij ≤ 0 for all i, j ∈ I with i = j, then G(A) is a Borcherds Lie algebra. Also, if a ii = 2 for all i ∈ I, then the relations above are just those defining a G.I.M. algebra of Slodowy. Of course, if A satisfies both a ij ≤ 0 for all i, j ∈ I with i = j and a ii = 2 for all i ∈ I, then A is a (possibly infinite) Cartan matrix and G(A) is nothing but the Kac-Moody Lie algebra attached to A. As special cases, if A is a non-zero 1 × 1 matrix, then it is easy to see that G(A) is isomorphic to the Lie algebra sl 2 (C), while if A = (0) is the 1 × 1 zero matrix, then G(A) is the three-dimensional Heisenberg Lie algebra. If A is the n × n zero matrix, then G(A) is generated by elements
is just a Lie algebra of dimension 3n whose derived algebra is its n-dimensional center.
We say A is indecomposable if whenever I = I 1 ∪ I 2 is a a disjoint union and for all i ∈ I 1 , j ∈ I 2 we have a ij = 0, then either I 1 or I 2 is empty. Note that if I = I 1 ∪ I 2 is a non-trivial disjoint union satisfying a ij = 0 whenever i ∈ I 1 , j ∈ I 2 , then letting A k = (a ij ) i,j∈I k , k = 1, 2 we get (rearranging the rows and columns of A) that
and hence the usual argument shows that G(A) ∼ = G(A 1 )⊕G(A 2 ). For this reason we will restrict our attention to indecompossable admissible matrices A. Throughout, A will denote an admissible matrix unless specified otherwise. Our next goal is to introduce (as Slodowy does for G.I.M. matrices) the double of the matrix A which we will call D(A) and then to study the relation between the algebras attached to A and D(A).
Definition 2.4. Let A = (a ij ) i,j∈I be an indecomposable admissible matrix with index set I. LetĨ = {ĩ| i ∈ I} be a disjoint copy of I and define the double of A,
Thus, the double of an indecomposable admissible matrix A is again admissible (but not necessarily indecomposable) and, in fact, has all of its off diagonal entries non-positive so that it is a matrix of Borcherds type. Hence G(D(A)) is a Borcherds Lie algebra. We denote the canonical generators of
Remark 2.5. Clearly, if we do a permutation of the rows of A together with the same permutation of its columns to get a matrix A , then G(A) and G(A ) are isomorphic. Similarly, if we let A be the matrix obtained from A by first changing the sign of all entries in the ith row and then the sign of all entries in the ith column (so the sign of a ii does not change), then again G(A) ∼ = G(A ). If A arises from A by a sequence of such changes, we say A and A are equivalent.
We extend the notationĩ by definingĩ = i if i ∈ I so that k →k is a period 2 mapping of I ∪Ĩ to itself. 
and since D(A) is equivalent to
Moreover, still assuming D(A) is not indecomposable we have I ∪Ĩ equals to the union of U andŨ and, moreover, the intersection U ∩Ũ is empty. Also,
It follows that if i ∈ I ∩ U andj ∈Ĩ ∩ U for some j ∈ I, then a ij ≥ 0, otherwise, both j andj would be connected to i 0 which then implies D(A) is indecomposable. It follows from this, that by making a sequence of sign changes and permutations of rows and the corresponding columns that A is equivalent to 
where U andŨ are the two connected components. Then the map i →ĩ of I ∪Ĩ to itself gives rise to an automorphism τ of G(D(A)) to itself where
Clearly, τ is of period 2 and commutes with the automorphism
which we know is isomorphic to G(A). A particular isomorphism of G(A) with G(D(A))
σ is given by
Thus, in this case, G(A) is isomorphic to a subalgebra of fixed points of a period 2 automorphism of G(D(A)), and hence is 'inside of' G(D(A)). Our next goal is to show this remains true in the unoriented case as well. The argument is almost exactly the same as in [Be] so we will be brief.
Let A be an arbitrary indecomposable admissible matrix. Clearly, the mapping σ defined on generators by saying
Define elements x i , z i , i ∈ I ∪Ĩ of S as follows:
We will show (in Theorem 2.11) that S is isomorphic to G(A). First we construct a filtration of S. Let
in general, define S n for n ≥ 2 to be the sum of S n−1 and the C-linear span of all the elements
Lemma 2.10. The subalgebra S of the Borcherds algebra G is generated by the elements {x i , z i |i ∈ I ∪Ĩ}. In particular, (2.9) defines a filtration of S. Moreover, for n ≥ 1 and any indices j k ∈ I ∪Ĩ we have
Proof. The proof in [Be] carries over to this case without change. One shows first that
and the result follows by induction and the fact that S = {x+σ(x)|x ∈ H⊕G + }.
The generators of G + are the elements E i for i ∈ I ∪Ĩ. We let n ≥ 1 and let G n be the span of the elements
n /S n−1 so that S is the associated graded Lie algebra of the filtered Lie algebra S. We let S + = n≥1 S n so S + is a subalgebra of S.
Lemma 2.11. For n ≥ 1 we have dimS n = dimG n .
Proof. We know that
This forces x = y = 0 since we have the direct sum G + = n≥1 G n .
We are now in a position to establish that the algebra G(A) is indeed isomorphic to a subalgebra of the Borcherds algebra G(D(A)) in all cases.
Theorem 2.12. Let A be an indecomposable admissible matrix. Then G(A) is isomorphic to the subalgebra G(D(A)) σ of G(D(A)) consisting of fixed points of the period two automorphism σ of G(D(A)).
Proof. We restrict ourself to the case when A is unoriented since in Remark 2.8 we have dealt with the oriented case. It is straightforward to see that the elements
To check another case we assume i, j ∈ I, i = j and a ij > 0. Then
since here b ij = bĩj = 0 but bĩ j = b ij = −a ij and we are in a Borcherds algebra and
Moreover, Lemma 2.10 implies that ϕ is surjective, so we only need to show ϕ is injective.
Towards this end we introduce a filtration on
, and L 0 equal the span of the elements e i , f i for i ∈ I, and inductively we define L n to be L n−1 plus the span of all elements [
and then extending this to all of L using additivity. Clearly, ψ is a surjective Lie algebra homomorphism and ψ(L n ) = S n for all n ≥ 0. Moreover, it is well-known that if ψ is injective, then ϕ is injective so it is enough to show ψ is injective. Also, clearly ψ restricted to L 0 is injective since ψ(h i ) = H i − Hĩ for i ∈ I and we know that elements H i − Hĩ, i ∈ I are linearly independent in our Borcherds algebra
G(D(A)).
Thus it is enough to show ψ restricted to L n is injective for all n ≥ 1 and since we know ψ is onto we have that, by Lemma 2.11,
Thus, it is enough to show that dimG n ≥ dimL n for all n ≥ 1 to conclude that ϕ is injective.
Recall that by the Gabber-Kac theorem for the Borcherds algebra G = G(D(A)) one knows that G + is the factor algebra of the free Lie algebra on the generators E i , i ∈ I ∪Ĩ factored by the ideal J consisting of the following elements:
and the elements
It is easy to check that these elements satisfy the relations (2.13) and (2.14). For example, we know [E i , Eĩ] is one of the element defining J . Indeed, b iĩ = 0 for any i ∈ I so [E i , Eĩ] is of type (2.13) if b ii > 0 and of type (2.14) if
jk Ek is one of the elements defining the ideal J . Now
but by relation (R4) we have (since a jj > 0 and
The other cases are similar to check.
It follows that τ extends to a homomorphism of G + to L + which is graded in the sense that τ (G n ) = L n for n ≥ 1 and, moreover, τ is onto as L + is generated by the elements e i + L 0 , f i + L 0 , i ∈ I. It follows from this that dimG n ≥ dimL n for all n ≥ 1, thereby proving our result.
Remark 2.15. The above proof shows that τ :
onto L + so we actually determined the structure of the associated graded algebra to the filtered Lie algebra G(A).
We conclude this section by showing how the algebras G(A) are related to the concept of affinizing Lie algebras. For this, recall, from [FLM] , that if L is a Lie algebra with a symmetric bilinear form which is invariant, then letting C[t, t −1 ] be the ring of finite Laurent polynomials one considers the vector spacê
where Cc is a one-dimensional space. The product onL is determined by saying c is central inL and for x, y ∈ L, n, m ∈ Z one has
ThenL is a Lie algebra which is called the affine Lie algebra associated to the pair (L, (·, ·)). Note L ⊗ 1 is a subalgebra ofL which is isomorphic to L. Now we assume that there is an admissible indecomposable matrix A = (a ij ) i,j∈I for which there is a surjective homomorphism ϕ : G(A) → L. Moreover, we assume there is an index i 0 ∈ I for which a i0i0 > 0 (so a i0i0 = 2) and (2.16)
Here, for example, one might take L to be any of the Lie algebras G(A) where (2.16) and (2.17) hold with ϕ being the identity mapping, so in this caseL is nothing but the affinization of G(A). We are going to define a new admissible matrixÂ and a surjective homomorphism ψ :
To do this let j 0 be a new index and let
and letÂ = (b ij ) i,j∈J . Clearly,Â is admissible and indecomposable since A is. Also, ifÂ is oriented, then so is A but it can very well be the case that A is oriented but A is unoriented. (This happens, for example, if A is the affine Cartan matrix of type A
(1) 1 .) Define a map ψ from the set of generators
Our main result about affinization is the following: Proof. To show the homomorphism ψ exists it is enough to show the elements in (2.18) and (2.19) satisfy the relations (R1) through (R4) for the matrixÂ = (b ij ) i,j∈J . Now since we already have ϕ : G(A) → L is a surjective homomorphism, we know the relations (R1) through (R4) hold when the indicies i, j come from the subset I of J so it is enough to check that (R1) through (R4) hold when at least one of the indicies involved is j 0 . This is straightforward so we content ourselves with a few sample computations.
Clearly
This also holds when i = j 0 and when i = j 0 and j ∈ I. Similarly, when we use ψ(f j0 ) in place of ψ(e j0 ) in the above we get the appropriate relations in (R1). Also, we have
To check some of the relations in (R2) assume i, j ∈ J, i = j and b ij ≤ 0 where either i or j is j 0 . If i = j 0 , then b ij = a i0j and since b ij ≤ 0 and a i0i0 > 0, we have
Moreover, a i0i0 > 0 implies (by (R2)) that (ade i0 ) 1−ai 0 j e j = 0 so it follows that (ad(ψ(e i ))) 1−bij ψ(e j ) = 0. One argues similarly for the f 's and the case when i ∈ I, i = i 0 , j = j 0 . (R3) is easy to check since one must have the index i = i 0 , j 0 because a i0i0 > 0.
Consider the relations of type (R4). Thus take i, j ∈ J, i = j with b ij > 0 and one of i or j is j 0 . Assume j = j 0 . Then i ∈ I and b ij = a ii0 so here we may have i = i 0 . If we are in this case when i = i 0 , then
which is clearly zero while since a i0i0 > 0 and b ij = a i0i0 = 2 so the element
But by (2.17) we know (ϕ(e i0 ), ϕ(f i0 )) = 0 so that ϕ(e i0 ), ϕ(f i0 ) are non-zero elements in L. It follows that the span of ϕ(h i0 ), ϕ(e i0 ), ϕ(f i0 ) in L is isomorphic to the Lie algebra sl 2 (C), so, in particular, (adϕ(e i0 )) 3 ϕ(f i0 ) is zero. It follows that (ad(ψ(e i ))) 1+bij ψ(f j ) = 0 in the case we are considering.
from the corresponding relation for G(A).
One argues in a similar way when i = j, b ij > 0, i = j 0 so that j ∈ I and then this takes care of (R4). Thus, we have a homomorphism ψ from G(Â) toL.
Note that since (ϕ(e i0 ), ϕ(f i0 )) = 0, then c belongs to Imψ, the image of ψ.
are in Imψ and from this it follows that ϕ(e i0 )⊗t
But Imψ is a subalgebra ofL and clearly these elements generatê L, because the elements {ϕ(
One more observation is in order.
Remark 2.21. With the situation as in the last proposition, one knows that the form (·, ·) : L × L → C can be extended to a symmetric invariant bilinear form on L which we also denote by (·, ·) and which satisfies (c,L) = (0) = (L, c), and
Thus, we haveL is a Lie algebra with a symmetric invariant bilinear form and from our proposition we have a surjective homomorphism ψ : G(Â) →L whereÂ is an admissible indecomposable matrix. Moreover, using the same index i 0 ∈ I ⊂ J we used in the construction of ψ we see that (2.16) and (2.17) now hold for the triple (G(Â),L, ψ) so all hypotheses of the Proposition 2.20 are satisfied and so we get a surjective homomorphism
In other words, this process can be iterated. Indeed, we let aff 1 (L) (respectively aff 1 (A)) equalL (respectivelyÂ) and inductively define aff n (L) (respectively aff n (A)) by aff n (L) = aff 1 (aff n−1 (L)) (respectively aff n (A) = aff 1 (aff n−1 (A))) for n ≥ 2. Then we have a surjective homomorphism of G(aff n (A)) onto aff n (L 
We assume next that A = (a ij ) i,j∈I is symmetric and has even integer entries on the main diagonal. Let Γ = i∈I Zα i be a lattice with basis {α i } i∈I . We let the symmetric bilinear form (·, ·) on Γ be defined by (α i , α j ) = a ij for i, j ∈ I. We define a grading on the algebra G(A) by assigning dege i = α i , degf i = −α i , degh i = 0 for i ∈ I, then G(A) is a Lie algebra graded by the lattice Γ. We call an element α ∈ Γ a root if the set G α (A) := {x ∈ G(A); degx = α} is non-zero, and G α (A) is called the root space corresponding to a root α ∈ Γ. Let R(A) be the ideal of G(A) generated by the root spaces G α (A) for which (α, α) > 2. We now define the quotient Lie algebra
L(A) := G(A)/R(A).
Note that if A is a symmetric G.I.M. matrix, then L(A) is just a Slodowy I.M. algebra, and if A is a Borcherds matrix, then R(A) = 0. In general, R(A) need not be zero (see [BM] ).
Vertex operator representation of the lie algebras
In this section we first go towards defining the module M (Γ) on which the moments of our vertex operators will act. Then we go on to establishing our generalization of the square length two cut off theorem of Goddard and Olive.
Let X be a Lie algebra. Let Z(X ) be the center of X and X be the derived algebra of X . We will call X a Z-graded generalized Heisenberg Algebra if X = n∈Z X n , X 0 = X and X ⊆ Z(X ), dimX = 1. Clearly, X contains two abelian subalgebras
Moreover, if we replace the condition X ⊆ Z(X ) by X = Z(X ) then X is the usual Z-graded Heisenberg algebra. To study the vertex operator representation of the Lie algebra G(A) associated with the admissible matrix A = (a ij ) i,j∈I we will use stronger conditions on the matrix A than in the previous section. Thus, from now on, we assume that the matrix A satisfies the following conditions: (C1) a ij ∈ Z, a ii ∈ 2Z, and a ii > 0 implies a ii = 2, for i, j ∈ I.
We form a symmetric bilinear form (·, ·) on a lattice Γ = i∈I Zα i associated with the matrix A. That is, we define (·, ·) : Γ × Γ → Z, such that (α i , α j ) = a ij for i, j ∈ I. We then extend this form C-bilinearly to the vector space H = C⊗ Z Γ. We view H as an abelian Lie algebra and, as usual, let H(n) be an isomorphic copy of H via the identification a(n) → a for a ∈ H, n ∈ Z. We form a Z-graded Lie algebra
Clearly, H contains a generalized Heisenberg subalgebra H = ( n∈Z\{0} H(n)) ⊕C/ c, and if the bilinear form (·, ·) is non-degenerate on the vector space H then H is the usual Heisenberg algebra.
Let S( H − ) be the symmetric algebra of H − , which is linearly spanned by monomials of the form a 1 (−n 1 ) · · · a k (−n k ) for a 1 , . . . , a k ∈ H and n 1 , . . . , n k ∈ Z + . Then Let : Γ × Γ → {1, −1} be the 2-cocycle determined by
It is clear that satisfies the following conditions:
be the usual twisted group algebra of Γ associated with the cocycle . We denote by e α for α ∈ Γ the base elements of
[Γ]⊗S( H − ). For h ∈ H, we define the operator h(0) of V (Γ) by h(0).e α ⊗u = (h, α)e α ⊗u, for α ∈ Γ, u ∈ S( H −
. We remind the reader that for notation we are letting N, Z, Z + , Z − be the natural number, integers, positive integers, and negative integers respectively. Let u, v, w, z, z 1 , z 2 , . . . be formal variables. If V is a vector space, we set
We also generalize these notations in the obvious way to the case of several commuting formal variables (see [FLM] ). For α ∈ Γ, we define
where the operator z α+(α,α)/2 ∈ (EndV (Γ)){z} is understood to be z (α,α)/2 z α , and
. It is clear that both E ± (α, z) and X(α, z) can be expanded as formal power series in z and z −1 with coefficients (moment operators) acting on V (Γ). It is easy to check the following identities (see [FLM] 
for α, β ∈ Γ. These identities give us
where
Lemma 3.2 gives the following well known commutation relations (see [FLM] or [EMY] ):
the free abelian group generated by {α Our next goal is to define a generalized Heisenberg algebra associated to the even lattice Λ. For this purpose, we let n ∈ −2N, and let ζ n : Z → C be a function such that ζ n (k) + ζ n (−k) = 0, for all k ∈ Z. We define Z(ζ n ) := {k ∈ Z| ζ n (k) = 0}. Let A j (m) be a copy of A j , for j ∈ J, m ∈ Z. Then we form the Lie algebra Ω associated to the lattice Λ and the function ζ n , n ∈ −2N. That is
where ζ αj :=ζ (αj ,αj ) , α, β ∈ Ω, and m, n ∈ Z. It is clear that Ω contains a generalized Heisenberg algebra Ω defined by
In what follows, we let ζ n be defined by ζ n (k) = k− n 2 1−n , for n ∈ −2N and k ∈ Z, where the symbol
As usual, we take this to be 1 if k = 0. It is clear that we have ζ n (k) + ζ n (−k) = 0 and Z(ζ n ) = {i ∈ Z; |i| ≤ | n 2 |} for n ∈ −2N. For later use we record the following result.
for all j ∈ N. In particular, we have
then, by using the formal binomial power series
we immediately obtain (3.5) by comparing the coefficients of z n+j in (3.6).
As before, let S( Ω − ) be the symmetric algebra of Ω − , which is linearly spanned by monomials of the form
gives a representation of the generalized Heisenberg algebra Ω by setting / c to act as 1, a(−m) to act as multiplication, and b(n) to act as the partial differential operator, for which
where n, m ∈ Z + and a, b ∈ ( j∈J A j ) ∪ H. Moreover, we extend S( Ω − ) to be an Ω-module by requiring a(0) to act trivially on S(
Now we form a vector space
This is the full Fock space on which we will define the vertex operators. It is clear that M (Γ) contains V (Γ) as a subspace, and as vector spaces we have
). For simplicity, we set / c(n) = δ n,0 / c for n ∈ Z, and then for β ∈ L ⊕ Z/ c we define β(z) = n∈Z β(n)z −n . We shall use normal ordering symbols, indicated by colons, which indicate that the enclosed operators are to be reordered so that all the operators α(n) (α ∈ Γ ∪ {L ⊕ Z/ c}, n ∈ −Z + ) are to be placed to the left of all operators α(n) and z β (α ∈ Γ ∪ {L ⊕ Z/ c}, β ∈ Γ, n ∈ Z + ) before the expression is applied. We now define our vertex operators, for α ∈ Γ, β ∈ L ⊕ Z/ c,
where the operators e α and z α are understood to act as e α ⊗1 and z α ⊗1 respectively on M (Γ).
One may express the vertex operator X (β) (α, z) as a formal power series in z, that is
where the moments x
for all n ∈ Z, and i ∈ I \ J.
We will use the following Lemma. Its proof can be found in [FLM] .
Lemma 3.10. Let V be a vector space, a ∈ C × , and
is applied to any element of V , and set w = z, the coefficient of any monomial in z is a finite sum in V ; see [FLM] 
with all expressions existing. In particular,
We now begin our analysis of the power series which enter in when we compute commutators of the vertex operators. For m ∈ Z, we define power series
As usual, these are just shorthand for the associated power series expansions. The reader should recall that
One can easily check the following facts:
for m ∈ N, and also 
Proof. (3.16) follows from (3.13) and (3.14). For (3.17), if m ≥ 0 we have
as required. Similarly, for the case m < 0. Finally, (3.18) follows from (3.13) and (3.17).
Lemma 3.19. Let m ∈ Z. We have
This proves the first identity. For the second identity we have
Moreover, since
as required. The other cases can be proved similarly. 
Proof. If m ≤ 0, the result follows from (3.13). Now suppose m ≥ 1, we want to prove the result by induction on m ≥ 1. First, we have
Finally, by induction and Lemma 3.19
as required.
Theorem 3.22. Let k ≥ 2, λ ij ∈ Z, and i, j = 1, 2, . . . , k be such that
Proof. When k = 2, (3.23) follows from Lemma 3.20. We now suppose k ≥ 3, and rewrite the left hand side of (3.23) as follows:
(3.24) Therefore, we only need to consider the case for λ 12 ≥ 1.
Put
where we have used Lemma 3.10. To prove (3.23), we are going to show (∂ 
where n il ∈ N such that n il = 0 for i ≥ 2, and k l=3 n 1l = j. Thus, by (3.14) we substitute z 1 to be z 2 in the above and obtain (3.25) where
We may rewrite (3.25) in the following form:
and we claim this is zero by induction using the (k − 1)-case. To see this, we only need to check the inequality 1≤i<j≤k−1 λ i+1,j+1 < k − 2. Indeed,
as required. 
We only need to consider the case for m ≥ 1. By (3.13) and (3.14), we have
This gives the result by using Lemma 3.20.
Proof. Applying Lemma 3.19, we have
Thus the result follows from this and Lemma 3.26. 
(3.31)
Proof. Note that
so we obtain, by Lemma 3.15 and Corollary 3.27
Let γ 1 , . . . , γ k ∈ Γ, k ≥ 2. For simplicity, we define the following power series:
This proves the result for the case k = 2. Now we prove this proposition by induction on k ≥ 2. First, we compute by applying (3.35) and (3.36)
Similarly, we have
Therefore, we obtain
equals a linear combination of terms of the form
where '· ' means the term is deleted. Therefore, we haveQ= a linear combination of terms of the form
Lemma 3.38.
Proof. Let n = (γ im , γ jm )/2 = −(α i , α i )/2, then n ∈ N, and 
n1 (γ 1 )] = 0, for all n 1 , . . . , n k ∈ Z.
We need one more result to deal with the case when not all of β 1 , . . . , β k are pairwise orthogonal. 
Proof. Set λ ij = −(γ i , γ j ), i, j = 1, 2, . . . , k. Then ( F n = f −(γ1,γ2) (z 1 , z 2 ) − g −(γ1,γ2) (z 1 , z 2 ), which is zero by Theorem 3.22 whenever (γ 1 + γ 2 , γ 1 + γ 2 ) > 2. Now we prove (3.48) by induction on k and so we assume k ≥ 3. We divide the argument into two cases. Case 1. l = 0.
In this case, we haveQ(z 1 , · · · , z k ) = That is, n determines a representation of L(A).
