What causes the variations in evolutionary rates is fundamental to molecular evolution. However, in plants, the causes of within-gene evolutionary rate variations remain underexplored. Here we use the principal component regression to examine the contributions of eleven exon features to the within-gene variations in nonsynonymous substitution rate (d N ), synonymous substitution rate (d S ), and the d N /d S ratio in Arabidopsis species. We demonstrate that exon features related to protein structural-functional constraints and mRNA splicing account for the largest proportions of within-gene variations in d N /d S and d N . Meanwhile, for d S , a combination of expression level, exon length, and structural-functional features explains the largest proportion of within-gene variances. Our results suggest that the determinants of within-gene variations differ from those of between-gene variations in evolutionary rates. Furthermore, the relative importance of different exon features also differs between plants and animals. Our study thus may shed a new light on the evolution of plant genes.
Introduction
Evolutionary rates are known to vary significantly between different genes. 1, 2 The genomic determinants of evolutionary rates have been extensively studied. 2 Gene expression level is presently considered as a major determinant of evolution rate-highly expressed genes tend to have a lower nonsynonymous substitution rate (d N ) and a lower nonsynonymous-tosynonymous rate (d N /d S ) ratio than lowly expressed genes. 3, 4 Meanwhile, other biological features are also reported to be important for determining evolutionary rates, including tissue specificity of gene expression, 5, 6 gene compactness, 7 protein extracellularity, 8 presence of paralogous genes, 9, 10 and G+C content. 11, 12 Notably, evolutionary rates also vary within genes. For example, the determinants of evolutionary rates, such as the number of solvent-accessible amino acid residues, 13, 14 proportion of intrinsically disordered regions (IDRs), [15] [16] [17] and proportion of functional domains, [18] [19] [20] may differ significantly between exons, leading to significant variations in evolutionary rates even for different exons of the same genes.
Recently, it has been shown that alternative splicing (AS), an important mechanism to increase proteome diversity, 21, 22 has significant effects on within-gene variations in evolutionary rates in mammals. 17, 23, 24 Particularly, the protein regions encoded by alternatively spliced exons (ASEs) evolve more rapidly than those encoded by constitutively spliced exons (CSEs). 23, 24 Notably, however, the contribution of AS to the diversity of transcriptome and proteome actually differs between animals and plants, with the former having more alternatively spliced transcript isoforms than the latter. 22, [25] [26] [27] Furthermore, the patterns of AS also differ between the two lineages. Genome-wide studies showed that the major AS type in plants is intron retention, 28, 29 which is the rarest event in animals. 22, 26, 27 Therefore, whether AS also plays an important role in plant exon evolution remains unknown. Another difference between plants and animals is the higher rates of gene duplication in plant genomes. Particularly, whole-genome duplications (WGDs) occur more frequently in plants than in animals. 30, 31 The genome of Arabidopsis thaliana, for example, has experienced at least four WGD events. 32 In addition, tandem gene duplicates also occur more frequently in plants than in animals. 33 Accordingly, gene duplication may have profound impacts on the functions and evolution of plant genes. Since both of AS and gene duplication can increase proteome diversity, the higher level of gene duplication may have compensated for the lower level of AS in plants, thus decreasing the importance of AS. In this vein, it is likely that the influences of AS on exon evolution are less significant in plants than in animals. This hypothesis, nevertheless, has not been examined.
In this study, we systematically examined the contributions of eleven exon features to the evolutionary rates of plant exons: (1) exonic expression level; (2) the ASE/CSE exon types; (3) weighted exon frequency (WEF, which is an mRNA splicing-related feature; see Materials and Methods); (4) proportion of solvent-accessible amino acid residues (PSA); (5) proportion of Pfam domain (PD); (6) proportion of intrinsically disordered regions (PIDR); (7) exon length; (8) 5' intron length; (9) 3' intron length; (10) exon duplicability; and (11) G+C content. Note that some of these features are correlated with each other. One obvious example is PSA, PD, and PIDR, all of which are structural-functional features. Intrinsically disordered regions tend to lack functionally structured domains and be solvent-accessible. [34] [35] [36] In addition, 5' and 3' intron length are both related to the "compactness" of the interested exons, and thus are collectively termed "compactness features". Other correlations are less obvious. For example, G+C content was suggested to be positively correlated with the level of gene duplication. 10 Gene compactness was also reported to be positively correlated with G+C content and gene expression level, but negatively correlated with protein evolutionary rate. 9 Furthermore, gene compactness correlates with gene expression level in contradictory directions between mammals and plants. 37, 38 In lieu of the correlations between the analyzed exon features, an appropriate analysis able to control for the confounding effects of intercorrelated variables is required for the purpose of this study. Here we use principal component regression (PCR) analysis to delineate the relative contributions of the eleven exon features to the variations in exonic evolutionary rates in Arabidopsis species (Arabidopsis thaliana and A. lyrata). PCR has been shown to be appropriate for analyzing interacting variables on noisy data. 39, 40 Our results suggest that for Arabidopsis, structuralfunctional features constitute a single dominant Our results suggest that the determinants of exon-level evolutionary rates are fairly different from those of the gene-level evolutionary rates. Furthermore, the determinants of exonic evolutionary rates also differ between animals and plants. Our analysis thus has provided new insights into plant exon evolution.
Materials and Methods

Data sources and sequence alignments
The genomic sequences, transcript sequences, gene annotations, transcript structures, and gene orthology between A. thaliana and A. lyrata were retrieved from the EnsemblPlants website (http://plants.ensembl.org/ index.html) (Release 11, TAIR10) via the BioMart interface. 41, 42 To ensure data quality, only known transcripts with known protein products were analyzed. Since AS is one of the focus of this study, we retained the genes that have at least 2 transcripts and obtained 52,840 orthologous exon pairs from 4,926 one-to-one orthologous gene pairs, which correspond to 11,723 A. thaliana transcripts. We defined the CSE/ ASE exon type according to the transcripts of A. thaliana because it is better annotated and has a larger number of alternatively spliced transcripts than A. lyrata. Exons lacking information of any of the analyzed features were filtered out. In the end, we generated an integrated dataset of 28,173 within-gene exon pairs based on the 9,412 exons of 2,102 transcripts.
For each orthologous gene pair, the peptide sequences of all transcript isoforms were aligned by using the MUSCLE program. 43 We then chose the longest alignable pair of orthologous peptide sequences for each gene pair. These sequences were then back-translated to nucleotide sequences, and divided into exons with reference to A. thaliana annotations for calculation of evolutionary rates and measurements of exon features. For simplicity, the codons that span an exon-exon boundary were excluded from our analysis.
Measurements of exonic expression level
The RNA-seq data were retrieved from the Sequence Read Archive (SRA) 44 website (http://trace.ncbi.nlm.
nih.gov/Traces/sra/). We retrieved a series of raw data submitted by Filichkin et al (SRP000935) 29 and Schimidt's lab (SRP007763). These RNA-seq data cover several experimental conditions, including abiotic stresses (cold, drought, heat, highlight, and salt), aging stress, and response to different iron concentrations, in addition to normal growth conditions. To measure exonic expression level, we first identified the unique sequences in the analyzed exons using inhouse PERL scripts, and then calculated the number of RNA-seq short reads that can be mapped to these unique regions. The RNA-seq raw data were processed to output the fastq files by using sratoolkit 2.1.6 (available at: http://trace.ncbi.nlm.nih.gov/Traces/sra/sra. cgi?view=software). The fastq files were further processed and filtered by the Bowtie-TopHat-CufflinksSAMtools toolset [45] [46] [47] [48] 
Estimations of exonic evolutionary rates
We calculated d N , d S , and d N /d S of all orthologous exon pairs by using the YN00 program of the PAML 4 package. 49, 50 To avoid biases in evolutionary rate estimations, we excluded exons whose lengths are shorter than 81 bp. 17, 51 computation of splicing features
The analyzed exons were divided into five different classes: complex ASE, multiple ASE, single ASE, simple CSE, and complex CSE (see Supplementary  Fig. S1A for more details). Briefly, ASEs are the exons that are occasionally skipped in the transcript, whereas CSEs are those that are always present in the transcript. This classification, however, is apparently oversimplified because exons from different transcript isoforms usually partially overlap with each other (Supplementary Fig. S1A ). We thus divided ASEs into three different types. A single ASE is one that occurs only once in all of the transcript isoforms. By contrast, a multiple ASE occurs multiple times, and the boundary of this ASE remains unchanged in different transcript isoforms. If a multiple ASE changes its boundary in different transcripts, it is termed a complex ASE. Meanwhile, a simple CSE is one that does not change its boundaries in transcript isoforms. In the case where the boundaries of a CSE do change, or the CSE becomes discontinuous in another transcript isoform, the CSE is termed a complex CSE (Supplementary Fig. S1A ). To incorporate this exon classification into our PCR analysis, we assigned an integer value to each of the five types of exons: "1" for complex ASE, "2" for multiple ASE, "3" for single ASE, "4" for complex CSE, and "5" for simple CSE.
We also calculated the weighted exon frequency (WEF) as a quantitative measurement of the relative importance of exons in AS events. The "frequency" of an exon is the proportion of transcript isoforms that include this specific exon. For example, if a gene contains four AS isoforms, and a certain exon is included in three of the four isoforms, the frequency of this exon is 3/4. However, since exons from different isoforms can partially overlap with each other, it is sometimes difficult to clearly define the "frequency" of an exon. Therefore, we use WEF instead, which is the length-weighted frequency of an exon. Supplementary Figure S1B gives examples of WEF calculation. Briefly, an exon was divided into several sub-regions according to how it overlaps with exons from other transcript isoforms. The frequency of each sub-region can be calculated and then weighted by the length of each sub-region to yield WEF.
Measurements of structural-functional features
The structural-functional features analyzed in this study include the proportion of solvent-accessible amino acid residues (PSA), proportion of Pfam domain sites (PD), and proportion of intrinsically disordered regions (PIDR).
Solvent-accessible residues were predicted by using the SSpro/ACCpro 4.1 program 52 with a 30% exposure threshold. Intrinsically disordered regions were predicted by using DISOPRED V2 53 with default parameters. The Pfam domain information 54 was retrieved from the EnsmblPlant databases.
Measurements of compactness features and other features
The exon length, 5'/3' intron length, and G+C content were calculated using an in-house PERL script with reference to the annotations of EnsemblPlants.
Note that the first and the last coding exons, which do not have 5' or 3' intron, respectively, were excluded. Exon duplicability (ED) was defined as the "copy number" of an exon in the A. thaliana transcriptome. We BLASTN-aligned 55 the exon of interest against the A. thaliana exome using default parameters. A BLAST hit was considered as a potential duplicate of the exon of interest if it satisfies the following criteria: (1) the alignable length is 90% of the query exon length; (2) the alignable region has a 90% similarity with the query exon.
Statistical analysis
The PCR analyses were conducted by using the program provided by Drummond et al 39 under the R environments. 56 In this study, we calculated the differences in evolutionary rates (d N , d S , and d N /d S ) and the eleven exon features for pairs of exons from the same transcripts (the total number of within-gene exon pairs analyzed here is 28,173). These differences were then analyzed using PCR to delineate the contributions of the exon features to the variances in evolutionary rates.
We also compared exons from different genes by randomly generating 500 datasets, with each dataset containing 28,173 between-gene exon pairs, which is the number of exon pairs in the within-gene analysis. We first randomly selected one exon from the analyzed transcripts, and then selected a second exon that belongs to a gene other than where the first exon is from. By doing so we could be sure that the two exons are from different genes. This process was iterated 28,173 times to derive 28,173 betweengene exon pairs for each of the 500 random datasets. A PCR analysis was then conducted for each of these 500 random datasets. The results of the 500 random sampling experiments were then averaged to represent the effects of between-gene differences in exon features on variances in evolutionary rates.
Results and Discussions
The correlations between exon features and exonic evolutionary rates The exon features are grouped into biologically sensible components
Considering that some of the differences in exon features may result largely from the gene-level differences (e.g., expression level), we calculated the within-gene differences in the eleven exon features (i.e, differences between exons from the same transcript) and exonic evolutionary rates (∆d N , ∆d S , and ∆d N /d S ratio). We then conducted PCR separately for ∆d N , ∆d S , and ∆d N /d S ratio against the within-gene differences in the eleven exon features.
To probe the effect of between-gene differences in exon features on the variances in evolutionary rates, we also performed the same PCR analysis by analyzing exons from different genes on 500 random datasets and averaged the results for comparison with the within-gene analysis (see Materials and Methods). The principal components derived from the within-gene analysis (Table 2 ) and the between-gene analysis (Table 3) give similar, biologically meaningful groupings for the eleven exon features: (1) structuralfunctional features: PSA, PIDR, and PD; (2) mRNA splicing features: weighted exon frequency (WEF) and ASE/CSE exon type; (3) compactness features: 3' and 5' intron lengths; (4) exonic expression level; (5) exon length; and (6) other features: exon duplicability and G+C content. These results reflect the strength of PCR in identifying biologically relevant variables. Furthermore, the similar results between within-gene ( Table 2 ) and between-gene (Table 3) analyses indicate the consistency and reliability of the PCR approach. Notably, exon length and exonic expression level usually occur in the same components (components 3 and 9 in both Tables 2 and 3) . It was previously reported that gene expression level is negatively correlated with gene size 57, 58 or transcript size 58, 59 in plants. However, whether such correlations apply to exon length and exonic expression level remains unclear. Therefore, we present exon length and exonic expression level as different features in our results, although these two features tend to occur in the same components. The projection patterns of the Tables S1  and S2) .
To examine the influences of gene-level feature differences on exonic evolutionary rates, we also conducted between-gene PCR analyses by comparing exons from different genes (see Materials and Methods for more details). Unexpectedly, structuralfunctional features remain the most important factor in affecting the variances in exonic d N /d S and d N , although the importance of splicing features has significantly decreased in this between-gene analysis (upper and middle panel of Figure 1B and Supplementary Tables S4 and S5 ). In fact, structuralfunctional features account for 70% (9.63/13.68) and 67% (12.11/17. One notable observation in Figure 1 is that the total variances in d N /d S and d N explained by the eleven analyzed exon features are larger in the between-gene analysis than in the within-gene analysis. This is probably because the between-gene differences are larger than within-gene differences in evolutionary rates and the analyzed exon features. Tables S1 and S4) in this study are smaller than that reported for yeast 39 (∼40%) but larger than that reported for mammals 7 (∼5%). Note that both of the latter two studies measured the d N /d S ratio for genes as a whole, whereas in this study we measured the d N /d S for individual exons. The differences in methodology and target of study (gene or exon) may be one of the reasons that cause the differences in explainable d N /d S variance. Another possible reason for the differences among the three studies is that the three examined lineages (unicellular eukaryotes, plants and mammals) may have very different effective population size (N e ). The efficiency of natural selection is known to be positively correlated with N e . 60, 61 For the three lineages being compared here, yeast has the largest, 62 and mammals may have the smallest N e . 60, 63 Therefore, the order of explainable variance in d N /d S may have reflected the order of efficiency of selection. This speculation, however, requires further supporting evidence because the N e of Arabidopsis thaliana remains to be determined.
One unexpected result in this study is that expression level accounts for a relatively small variance in d N /d S . Expression level was reported to be the most dominant d N /d S determinant at the gene level. 2, 6, 64, 65 There are several possible explanations for the reduced importance of expression level in affecting d N /d S in this study. First, the RNA-seq data used in this study were derived from several stress conditions (see Materials and Methods). It is likely that overall gene (and exon) expression levels are suppressed in these conditions, leading to lack of resolution in expression level even between different genes. Second, the sequencing depth in the analyzed RNAseq dataset may be insufficient to yield reliable exonic expression level. Third, our PCR analysis indicates that exonic expression level and exon length usually occur in the same components (Tables 2 and 3 Supplementary Tables  S1, S2, S4, and S5 ).
An interesting observation in Figure 1 is that splicing features play a relatively important role in determining within-gene variances in d N /d S and d N , but not in the case of between-gene analysis. Note that splicing features are specific to individual exons (rather than transcripts or genes as a whole). Unlike expression level, splicing features may differ significantly within the same gene (e.g., WEF = 1.0 versus WEF = 0.5) but be similar for exons from different genes (e.g., two exons from different genes are both simple CSEs; both WEF = 1.0). This is especially true considering that the majority (97.5%) of the analyzed exons are CSEs. Therefore Table S3 ).
The between-gene analysis of variance in d S again yields fairly different results from what were observed for d N /d S and d N . Particularly, none of the analyzed exon features (or feature categories) comprises a single dominant factor. As shown in Figure 1B (lower panel), the constituents of the major component (Component 3) in this analysis are similar to those in the within-gene d S analysis (Fig. 1A, lower Table S6) .
A noticeable observation here is that exonic expression level and exon length, if considered together as one biological factor, could account for the largest proportion of the total variance in exonic d S explained in both of the within-gene analysis (Fig. 1A, lower panel) and the between-gene analysis (Fig. 1B, lower panel) . Recall that these two exon features usually occur in the same components (Tables 2 and 3) , even though we do not know the biological connection between them. In fact, these two exon features have a significantly negative correlation with each other (Pearson's r = -0.5278, P ∼ 0). If we consider these two exon features as expression level-related features, the high proportions of variance in d S accounted for by these features may be explained as the requirement for translational efficiency-highly expressed genes are known to have more biased codon usages, [67] [68] [69] 
The relative importance of exonic expression level and structural-functional features in affecting between-gene d n /d S variance
Somewhat surprising in Figure 1B is the observation that structural-functional features constitute the single most important feature category in affecting betweengene variances in d N /d S and d N . It is unexpected because exonic expression level is expected to diverge more significantly between genes than between exons of the same genes. However, this comment does not apply to structural-functional features. To examine whether our analyses contain certain technical errors, we re-examined our data by dividing the within-gene and between-gene exon pairs, separately, into five groups according to two different criteria: (1) the difference in exonic expression level (∆expL); and (2) the difference in PSA (∆PSA, a representative structural-functional feature). We then conducted simple regressions between ∆d N /d S (and ∆d N ) and the two exon features separately.
We first examined the correlations between ∆expL and ∆d N /d S (and ∆d N ). As shown in Figure 2A , the correlations are marginally significant or statistically insignificant (P = 0.0452 for ∆d N /d S ; P = 0.3682 for ∆d N ) in the case of within-gene exon pairs. By contrast, the correlations are statistically significant (P = 0.0009 for ∆d N /d S ; P = 0.0293 for ∆d N ), and the regression coefficients are negative in the case of between-gene exon pairs (Fig. 2B) . Therefore, the general concept that highly expressed genes (and thus the exons within) tend to evolve slower is supported in our between-gene dataset (Fig. 2B) . This (∆expL-∆d N /d S ) negative correlation, however, is not observed in the within-gene dataset ( Fig. 2A) . These observations appear to support our hypothesis that expression level differ by a greater extent between genes than between exons from the same genes. Therefore, exonic expression level may not have major contributions to within-gene variations in d N /d S . Nevertheless, this cannot explain why structural-functional features are more influential than exonic expression level in the between-gene analysis (Fig. 1B) . We then examined the correlations between ∆PSA and ∆d N /d S (and ∆d N ).
Interestingly, as shown in Figure 3 , for both within-gene dataset (Fig. 3A) and between-gene dataset (Fig. 3B) , ∆PSA is significantly positively correlated with ∆d N /d S and ∆d N (P = 0.0051 and 0.0017 for within-gene and between-gene ∆d N /d S , respectively; P = 0.0005 and 0.0004 for within-gene and between-gene ∆d N , respectively). Notably, the regression coefficients are larger for between-gene dataset than for the within-gene dataset. In other words, between-gene divergences in PSA may better explain differences in exonic d N /d S (and d N ) than within-gene divergences. Similar trends are also observed for the other two structural-functional features (PD and PIDR, Supplementary Figs. S3 and S4 ). Although it is unexpected, this observation is likely to be true because genes may diverge significantly in the densities of structural-functional domains, which can be reflected also at the exon level. Therefore, our previous result in Figure 1 appears to be correct that structural-functional features account for a larger proportion of total variances in d N /d S and d N explained in the between-gene analysis than in the within-gene analysis.
Notably, the absolute values of regression coefficients are larger for all of the three structural-functional features (Fig. 3B and Supplementary Figs. S3B and S4B) than for exonic expression level (Fig. 2B) . This is probably the reason why we observe larger contributions by structural-functional features to between-gene variances in d N /d S and d N than by exonic expression level. However, as we will discuss in the next section, the relative importance of exonic expression level and structural-functional features in affecting exonic d N /d S needs further investigations. In fact, in mammals, exonic expression level plays a more important role than structural-functional features in affecting between-gene variations in exonic d N /d S . 66 gene level versus exon levelthe differences in evolutionary rate determinants
Recently, Yang and Gaut also used PCR to systematically examine the determinants of gene-level d N (Ka) and d S (Ks) in Arabidopsis species. 6 The authors reported that all of the analyzed features could explain 21.4% and 11.1% of the variance in d N and d S , respectively. By contrast, in this study, all of the exon features can explain 13.5% and 3.12% of within-gene variance in d N and d S , respectively. For the between-gene analysis, the percentages are 18.0% and 3.0%, respectively. Obviously, the total explainable variances in our study are smaller than those observed in Yang and Gaut's study. Notably, in the current study, the measurements of exon features and evolutionary rates may be somewhat noisy because of the relatively short length of exons (as compared with genes or transcripts as a whole). Although we excluded short exons (see Materials and Methods), the variations in the exon features are unavoidably larger than the biological feature measurements obtained for complete genes. 66 This is perhaps one of the reasons why the explainable variances in this study are smaller than in the gene-level analysis.
Meanwhile, the major determinants of variances in d N and d S also differ significantly between the two studies. In Yang and Gaut's study, 6 the most important factor in affecting d N appears to be gene expression-related features (gene expression level and expression breadth), whereas in this study, the most important determinant is related to the structuralfunctional constraints (PIDR, PSA, and PD). Note that we did not include expression breadth in our analysis because the RNA-seq data cover only an inadequate number of tissues. In the case of d S , the most important gene-level determinants are gene length and intron number. But at the exon level, the most important determinants are expression level, exon length, and structural-functional features. There are several possible reasons for this difference. Firstly, in Yang and Gaut's study, gene expression level was measured by using microarray, whereas in this study RNA-seq data were used to derive exonic expression level.
Within-gene comparison
Bin_1
Bin_2 Bin_3 Bin_4 Bin_5 The microarray approach has some potential caveats (e.g., cross-hybridization and differential probe affinity). Nevertheless, the RNA-seq data used in this study also suffer some potential problems (e.g., insufficient sequencing depth and stress condition-based RNA expression data). The differences in data source and the limitations of the data may have led to difference in major determinants of evolutionary rates between the two studies. Secondly, the two studies actually explore similar topics (i.e., determinants of evolutionary rates) at two different levels (gene and exon level). Therefore, the analyzed biological features differ because of the nature of the studies. For example, splicing features, which are unique to this study, cannot be incorporated into the gene-level study. Another example is the lengths of untranslated regions, which are analyzed in Yang and Gaut's study but seem to be less relevant (and thus not included) in this study. The differences in nature and the analyzed biological features may be part of the reasons why the two studies yielded different results.
In addition, one noticeable feature of PCR is that the percent of variance explained by each variable may change when different numbers of variables are included. For example, in our analysis the three structural-functional features (PSA, PIDR, and PD) are correlated with each other. If we remove PIDR and PD from our analysis, the results become somewhat different (Supplementary Fig. S5 )-the relative importance of expression level increases while that of structural-functional features (PSA) decreases in both of the within-gene and between-gene analyses. However, the total variance explained by all of the components also decrease by ∼2% for d N and d N /d S . This result implies that although the three structuralfunctional features are correlated with each other, they might still have some independent effects on exonic d N and d N /d S . Furthermore, given adequate RNA-seqbased expression data, we might be able to include other expression-related features (such as expression breadth and tissue specificity of expression) in the future. The relative importance between expression features and structural-functional features in affecting plant exon evolution can then be re-evaluated.
Potential caveats
A potential caveat in this study is that we classify exons into different types (CSEs or ASEs) according to the transcript structures of A. thaliana. It is likely that the classification of exons may be different for A. lyrata. However, as the majority of A. lyrata genes encode only one annotated transcript, we do not have sufficient information for exon classifications for this species. That said, we speculate that we may obtain similar results even if we have sufficient information for A. lyrata. This is because a previous study indicated that exon classifications according to annotations of different mammalian species (i.e., human or mouse) yielded similar results in the analyses of exonic evolutionary rates. 24 Still another limitation of this study is that we do not know all of the determinants of evolutionary rates in plants. Particularly, complex biological interactions are common in multicellular organisms. The "interaction terms" and the spatio-temporal regulations of biological functions are obviously omitted in this study due to lack of information. This lack of knowledge may lead to input of insufficient determinants, and thus a reduction in the variance explained in the PCR analyses.
concluding remarks
To our knowledge, this is the first study to systematically examine the determinants of within-gene variations in evolutionary rates in plants. We not only confirmed the findings in a similar study in animals (that the determinants of exon-level and gene-level evolutionary rates differ from each other), but also demonstrated important differences in the relative importance of biological features in affecting exonic evolutionary rates between animal and plants. Particularly, the importance of alternative splicing in plants seems to be less significant in plants than in animals. Notably, alternative splicing is an important regulatory mechanism in multicellular organisms, and more so in animals than in plants. Our study shows the importance of alternative splicing from another angle. That is, alternative splicing has major but differential effects on exon evolution in animals and plants. Many important questions remain unanswered, however. For example, some important regulatory mechanisms, such as DNA methylation and nucleosome occupancy, are not included in this study. In addition, it will be interesting to conduct similar analyses for more species from major taxa for comparison (e.g., gymnosperms vs. angiosperms; monocots vs. dicots; algae vs. fungi vs. seed plants… etc.) when adequate information is available. 
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