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DYNAMICAL SYSTEMS AND OPERATOR ALGEBRAS ASSOCIATED
TO ARTIN’S REPRESENTATION OF BRAID GROUPS
TRON OMLAND
Abstract. Artin’s representation is an injective homomorphism from the braid group Bn
on n strands into AutFn, the automorphism group of the free group Fn on n generators.
The representation induces maps Bn → AutC∗r (Fn) and Bn → AutC∗(Fn) into the
automorphism groups of the corresponding group C∗-algebras of Fn. These maps also
have natural restrictions to the pure braid group Pn. In this paper, we consider twisted
versions of the actions by cocycles with values in the circle, and discuss the ideal structure
of the associated crossed products. Additionally, we make use of Artin’s representation to
show that the braid groups B∞ and P∞ on infinitely many strands are both C∗-simple.
1. Introduction
The theory of braids, developed by Artin [1], has been of interest to mathematicians from
a wide variety of fields, and provides an intriguing mixture of algebra, analysis, and geometry.
Originally, the motivation for studying braid groups came from knot theory, and we refer to
the book by Birman [8] for an introduction to braids in connection with knots, links, and
mapping class groups. Our approach, on the other hand, will be almost purely algebraic.
The braid groups Bn on n strands can be formed from the standard presentation of
the symmetric group Sn, by removing all order two relations. While Sn is the group of
permutations of an n-point set, the braid group can also be viewed as being of dynamical
nature, acting by permutations twisted by inner automorphisms, where the most natural
example to consider is the action of Bn on the free group Fn. This action is defined by an
injective homomorphism Bn → AutFn, which is often called “Artin’s representation”. In this
paper, we study Artin’s representation from an operator algebraic viewpoint, letting instead
Bn act on the various group C∗-algebras of Fn, and also allowing the permutations to be
twisted by a scalar-valued cocycle.
After defining the C∗-dynamical systems, we investigate the corresponding crossed product
C∗-algebras. For the reduced versions, we find conditions for the crossed products to be
simple and have a unique tracial state, while for the full versions, we find conditions that
ensure primitivity, that is, existence of a faithful irreducible representation.
We organize the paper as follows. First, in Section 2, we recall the definitions and some
properties of braid groups and Artin’s representation that we will need later, and include
a short Section 3 with some preliminaries on group C∗-algebras and semidirect products.
Then, in Section 4 we introduce the twisted versions of Artin’s representations for operator
algebras, and state our main theorems, before computing all the possible deformations, that
is, the cocycles up to cohomology class. To prove our results, we apply techniques developed
in [6] for reduced twisted group C∗-algebras, especially the so-called “relative Kleppner
condition”. This is described in Section 5, which also contains the proofs of our main results,
relying on several combinatorially involved arguments. In Section 6 we investigate the second
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2 OMLAND
cohomology groups and the twisted group C∗-algebras associated to different braid related
groups in more detail. Finally, in Section 7 we prove that the braid groups B∞ and P∞ on
infinitely many strands are both C∗-simple, once again by using Artin’s representation and
the relative Kleppner condition.
2. Braid groups and Artin’s representation
For every 2 ≤ n ≤ ∞, the braid group Bn is defined by generators s1, s2, . . . , sn−1 subject
to relations
sisi+1si = si+1sisi+1 for all 1 ≤ i ≤ n− 2,
sisj = sjsi when |i− j| ≥ 2.
Moreover, for every n there is a natural surjection from Bn onto the symmetric group Sn,
sending the generator si to the permutation (i, i+ 1), and thus s2i to the identity of Sn for
all i. The pure braid group Pn is defined as the kernel of the map Bn → Sn.
There is an action α of Bn on the free group Fn = 〈x1, . . . , xn〉 given by
(2.1) α(si)(xj) =

xi+1 if j = i,
x−1i+1xixi+1 if j = i+ 1,
xj else.
This induces an injective homomorphism Bn → AutFn called Artin’s representation of Bn (cf.
[8, Corollary 1.8.3]; note that we use the inverse of their representation, to ensure compatibility
with our definition of the semidirect product in Section 3.2, see [18, Section 1.5.1]). Remark
in particular that α(si)(x1x2 · · ·xn) = x1x2 · · ·xn for all i. We also use α to denote the
restriction of this action to Pn. The pure braid groups can now be described as iterative
semidirect products by free groups, that is,
Pn+1 ' Fn oα Pn ' Fn o Fn−1 o · · ·o F2 o Z.
It is possible to describe Pn by generators
ai,j = sj−1 · · · si+1s2i s−1i+1 · · · s−1j−1
for 1 ≤ i < j ≤ n and certain relations (see [8, Lemma 1.8.2] or [18, Corollary 1.19]).
The isomorphism between this version of Pn+1 and the semidirect product described above
identifies the free group generated by a1,n+1, a2,n+1, . . . , an,n+1 with the normal subgroup
Fn.
Moreover, define the annular braid group An as the (non-normal) subgroup of braids of
Bn that fix the endpoint of the last string (note that Pn is the subgroup of braids of Bn that
fix the endpoint of all strings). One can compute that
An+1 = 〈s1, . . . , sn−1, s2n〉 ⊆ Bn+1.
The annular braid group was first studied by Chow [12]. The group does not seem to have a
standardized notation, e.g. it is denoted by Dn in [8, p. 22] and by B1n in [13, 3.8, 3.9, 4.6].
It is observed in several papers, see e.g. [14, Proposition 2.1], that
An+1 ' Fn oα Bn,
where a1,n+1, . . . , an,n+1 ∈ An+1 generate Fn and s1, . . . , sn−1 ∈ An+1 generate Bn. In fact,
the surjections An+1 → Bn and Pn+1 → Pn considered in this section, both with kernel Fn,
can be viewed as forgetting the last string.
Clearly, Pn is also a normal subgroup of An for all n ≥ 2, and An/Pn ' Sn−1. For
completeness, we set A1 = P1 = B1 = {e}. Thus [Bn : Pn] = n!, [An : Pn] = (n− 1)!, and
[Bn : An] = n for all n ≥ 1.
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Define ∆ := s1(s2s1) · · · (sn−1 · · · s2s1), sometimes called the fundamental element of Bn.
For n ≥ 3, it is well-known (see e.g. [8, Corollary 1.8.4] or [18, Theorem 1.24, Exercise 1.3.2])
that the element z := ∆2 generates the center of Bn, and that
(2.2) z = ∆2 = (s1 · · · sn−1)n = a12(a13a23) · · · (a1na2n · · · an−1,n).
This element is a member of both An and Pn and generates the centers of those groups too.
It is not hard to see that
(2.3) α(z)(y) = (x1 · · ·xn)−1y(x1 · · ·xn)
for all y ∈ Fn. Indeed, one checks that this holds when y = xi, by applying (2.2) and an
iterative process using that for all 1 ≤ i ≤ n− 1 we have
(2.4) α(s1 · · · sn−1)(xi) = xi+1 and α(s1 · · · sn−1)(xn) = (x2 · · ·xn)−1x1(x2 · · ·xn).
Thus, in the semidirect product description, the generator of the center of Fn oα Bn is
(2.5) x1 · · ·xnz = zx1 · · ·xn,
where z ∈ Bn is the element described in (2.2), and Fn = 〈x1, . . . , xn〉.
Remark 2.1. The groupAn+1 is isomorphic to the Artin group associated with the irreducible
spherical (finite) Coxeter group with matrix entriesmn−1,n = 4,mi,i+1 = 3 when 1 ≤ i ≤ n−2,
and mij = 2 else. In the classification system for Coxeter groups, these groups are sometimes
classified as type B, while the braid groups are of type A (i.e., opposite of the symbols used
above for the corresponding Artin groups). In particular, we have
(2.6) A3 ' 〈t1, t2 : (t1t2)2 = (t2t1)2〉.
Moreover, the map P3 → F2 × Z = 〈v1, v2〉 × 〈u〉 given by
(2.7) s2s21s−12 7→ v1, s22 7→ v2, s21 7→ (v1v2)−1u (and z 7→ u)
is an isomorphism. In fact, for all n ≥ 1, we have Pn ' (Pn/Z(Pn))× Z(Pn).
3. Preliminaries
3.1. Group C∗-algebras. Here we give some brief preliminaries on group C∗-algebras in
the slightly more general twisted setting, that we will need later.
Let G be any discrete group with identity e. A normalized 2-cocycle on G is a map
σ : G×G→ T satisfying
σ(a, b)σ(ab, c) = σ(a, bc)σ(b, c)
σ(a, e) = σ(e, a) = 1
for all a, b, c ∈ G.
The left regular σ-projective representation λσ : G→ B(`2(G)) is defined by
λσ(a)f(b) = σ(a, a−1b)f(a−1b).
The reduced twisted group C∗-algebra C∗r (G, σ) is the C∗-subalgebra of B(`2(G)) generated
by λσ(G), and the twisted group von Neumann algebra W ∗(G, σ) is the von Neumann
subalgebra of B(`2(G)) generated by λσ(G).
The full twisted group C∗-algebra C∗(G, σ) is the universal C∗-algebra generated by a set
of unitaries {Uσ(a)}a∈G subject to the relations Uσ(a)Uσ(b) = σ(a, b)Uσ(ab).
Let Z2(G,T) denote the group of normalized 2-cocycles on G, and let B2(G,T) denote its
subgroup consisting of all σ ∈ Z2(G,T) for which there exists a function β : G→ T such that
σ(a, b) = β(a)β(b)β(ab) for all a, b ∈ G.
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The second cohomology group of G with values in T is then
H2(G,T) = Z2(G,T)/B2(G,T).
We say that σ1 and σ2 in Z2(G,T) are similar and write σ1 ∼ σ2 if their image coincide in
H2(G,T). If this is the case, there is an isomorphism between C∗r (G, σ1) and C∗r (G, σ2) given
by λσ1(a) 7→ β(a)λσ2(a), where β is the function implementing the similarity. The same also
holds for the group von Neumann algebra and for the full group C∗-algebra, with the λσi(a)’s
replaced by the universal generators Uσi(a) in the latter case.
3.2. Semidirect products. An action α of a group K on another group H gives rise to a
semidirect product G consisting of elements (x, a) ∈ H ×K and with multiplication given by
(x, a)(y, b) = (xαa(y), ab). As is common, we use the notation G = H oα K for a semidirect
product. One often identifies H with a normal subgroup of G and K with a subgroup of G,
and therefore drops the parentheses and just writes xa for an element of G, and the action is
then given by αa(x) = axa−1.
Moreover, recall that Z1(K,Hom(H,T)) consists of all functions ϕ : K ×H → T satisfying
(3.1)
ϕ(ab, x) = ϕ(a, αb(x))ϕ(b, x),
ϕ(a, xy) = ϕ(a, x)ϕ(a, y).
for a, b ∈ K and x, y ∈ H. Such functions ϕ are often called 1-cocycles for α with values in T.
The subgroup B1(K,Hom(H,T)) of Z1(K,Hom(H,T)) consists of all functions h : K×H → T
for which there exists f ∈ Hom(H,T) such that
h(a, x) = f(αa(x))f(x)
for all a ∈ K and x ∈ H. The corresponding cohomology group is then defined as
H1(K,Hom(H,T)) = Z1(K,Hom(H,T))/B1(K,Hom(H,T)),
and we write ϕ1 ∼ ϕ2 if ϕ1, ϕ2 ∈ Z1(K,Hom(H,T)) and ϕ1ϕ2 ∈ B1(K,Hom(H,T)).
Let G = H oα K be any semidirect product and let ϕ ∈ Z1(K,Hom(H,T)). Define
σϕ ∈ Z2(G,T) by
σϕ((x, a), (y, b)) = ϕ(a, y)
for x, y ∈ H and a, b ∈ K. For the moment, write λϕ for the left regular σϕ-projective
representation of G and λ for the left regular representation of H. Then
λϕ(a)λϕ(x)λϕ(a)∗ = σϕ(a, x)σϕ(αa(x), a)λϕ(αa(x)) = ϕ(a, x)λ(αa(x)),
so there are ∗-automorphisms of C∗r (H) satisfying
αϕa (λ(x)) = ϕ(a, x)λ(αa(x)).
It is now an easy exercise to check that αϕaα
ϕ
b = α
ϕ
ab using (3.1). Thus, αϕ defines an action
of K on C∗r (H), giving rise to a C∗-dynamical system for which we can form the reduced
crossed product C∗r (H)orαϕ K.
Similarly, we get actions of K on W ∗(H) and C∗(H), also denoted by αϕ, producing W ∗-
and full C∗-crossed products. It is well-known (see [3, Theorem 2.1], [2, Theorem 1], and [24,
Theorem 4.1], respectively) that
C∗r (G, σϕ) ' C∗r (H)orαϕ K, W ∗(G, σϕ) 'W ∗(H)oαϕ K,
and
C∗(G, σϕ) ' C∗(H)oαϕ K.
If ϕ1 ∼ ϕ2 via some f , define β : G→ T by β(x, a) = f(x), and then αϕ1 ∼ αϕ2 via β.
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3.3. Simplicity, primitivity, Kleppner’s condition, and tracial states. Recall that a
C∗-algebra is called simple it has no nontrivial proper two-sided closed ideals, and primitive
if it has a faithful irreducible representation. Simplicity clearly implies primitivity, which
again implies triviality of the center. A von Neumann algebra is called a factor if it has
trivial center (or equivalently, if it does not have any von Neumann algebra ideals).
A group G is called icc if every nontrivial conjugacy class in G is infinite, and this notion
generalizes to the twisted setting as follows: an element a ∈ G is σ-regular if σ(a, b) = σ(b, a)
whenever ab = ba, and σ-regularity is a property of conjugacy classes, so inspired by [19]
we say that (G, σ) satisfies Kleppner’s condition if there is no nontrivial finite σ-regular
conjugacy class in G.
For a 2-cocycle σ on a countably infinite group G, it is explained in [22, Theorem 2.7]
that W ∗(G, σ) is a II1 factor if and only if C∗r (G, σ) is primitive, if and only if C∗r (G, σ) has
trivial center, if and only if (G, σ) satisfies Kleppner’s condition.
Moreover, a state on a C∗-algebra A is a linear functional φ : A→ C that is positive, i.e.,
φ(S) ≥ 0 whenever S ∈ A and S ≥ 0, and unital, i.e., φ(1) = 1. A state φ is called tracial if
it satisfies the additional property that φ(ST ) = φ(TS) for all S, T ∈ A.
There is a canonical faithful tracial state τ on C∗r (G, σ), namely the vector state associated
with δe, that is, τ(S) = 〈Sδe, δe〉 for all S ∈ C∗r (G, σ).
A group G is called C∗-simple if C∗r (G) simple and is said to have the unique trace property
if τ is the only tracial state on C∗r (G). It is shown in [9, Theorem 1.3], based on [17], that
C∗-simplicity is stronger than the unique trace property (in fact, strictly stronger by [20, 16]).
If G is C∗-simple (resp. has the unique trace property), then C∗r (G, σ) is simple (resp. has a
unique tracial state) for every σ ∈ Z2(G,T), cf. [10, Corollaries 4.5 and 5.3]. In general, for a
pair (G, σ) with σ 6∼ 1, it is not known whether simplicity of C∗r (G, σ) implies that τ is its
only tracial state.
Note that in [5, 6] a pair (G, σ) is said to be C∗-simple (resp. have the unique trace
property) when C∗r (G, σ) is simple (resp. has a unique tracial state).
Remark 3.1. The group Bn/Z(Bn) is C∗-simple for all n ≥ 1, according to [3, p. 536]. Thus
its normal subgroup Pn/Z(Pn) is also C∗-simple for all n ≥ 1, by applying [9, Theorem 1.4].
Moreover, An/Z(An) embeds into Bn/Z(Bn) as a subgroup of finite index, and is therefore
C∗-simple for all n ≥ 1, by [7, p. 216].
As a consequence, all these quotient groups are icc, which by [5, Proposition 2.5] means
that every conjugacy class in Bn, Pn, or An is either infinite or a one-element set.
Finally, we also note that for any of these groups, the center coincides with the amenablish
radical defined in [16, Section 6].
4. Twisted versions of Artin’s representation
We now apply Section 3.2 to Artin’s representation, i.e., with H = Fn and K = Bn or Pn.
Definition 4.1. Let ϕ : Bn × Fn → T be an element of Z1(Bn,Hom(Fn,T)), and let α be
as in (2.1). Define the reduced ϕ-deformed version of Artin’s representation of braid goups
as the C∗-dynamical system αϕ : Bn → AutC∗r (Fn) given on generators by
αϕsj (λ(xk)) = ϕ(sj , xk)λ(αsj (xk)).
The von Neumann algebra version αϕ : Bn → AutW ∗(Fn) is defined analogously.
Let µϕ ∈ T be the product of the values of ϕ on generators, i.e.,
µϕ =
∏
1≤j≤n−1
1≤k≤n
ϕ(sj , xk).
6 OMLAND
As usual, an element w ∈ T is called nontorsion if wm 6= 1 for all m ∈ Z \ {0}.
Theorem 4.2. Let α, ϕ, αϕ, and µϕ be as above. Then the following are equivalent:
(i) µϕ is nontorsion,
(ii) C∗r (Fn)orαϕ Bn is simple,
(iii) C∗r (Fn)orαϕ Bn has a unique tracial state,
(iv) W ∗(Fn)oαϕ Bn is a factor.
The proof of Theorem 4.2 is given below in Section 5.
Definition 4.3. Let ϕ : Pn × Fn → T be an element of Z1(Pn,Hom(Fn,T)), and let α be as
in (2.1). Define the reduced ϕ-deformed version of Artin’s representation of pure braid goups
as the C∗-dynamical system αϕ : Pn → AutC∗r (Fn) given by
αϕaij (λ(xk)) = ϕ(aij , xk)λ(αaij (xk)).
The von Neumann algebra version αϕ : Pn → AutW ∗(Fn) is defined analogously.
For 1 ≤ k ≤ n, let νϕk ∈ T be the value
νϕk =
∏
1≤i<j≤n
ϕ(aij , xk).
Theorem 4.4. Let α, ϕ, αϕ, and νϕk be as above. Consider the following conditions:
(i) νϕk is nontorsion for at least one k,
(ii) C∗r (Fn)orαϕ Pn is simple,
(iii) C∗r (Fn)orαϕ Pn has a unique tracial state,
(iv) W ∗(Fn)oαϕ Pn is a factor.
Then (i) =⇒ (ii) =⇒ (iv) and (i) =⇒ (iii) =⇒ (iv).
Moreover, if n = 2, then (iv) =⇒ (i).
The proof of Theorem 4.4 is given below in Section 5.
Example 4.5. Let us consider the case n = 2, where B2 ' Z is generated by s = s1 and
P2 ' Z is generated by a = a12 = s2. First, for the braid group we have
αϕs (λ(x1)) = ϕ(s, x1)λ(x2),
αϕs (λ(x2)) = ϕ(s, x2)λ(x−12 x1x2).
Moreover, ϕ1 ∼ ϕ2 if and only if ϕ1(s, x1)ϕ1(s, x2) = µϕ1 = µϕ2 = ϕ2(s, x1)ϕ2(s, x2), as
explained in Proposition 4.10 below. For the pure braid group, we have
αϕa (λ(x1)) = ϕ(a, x1)λ(x−12 x1x2),
αϕa (λ(x2)) = ϕ(a, x2)λ(x−12 x−11 x2x1x2),
In particular, we notice that αa = Adx−12 x−11 in this case. See Example 5.5 for more on this.
Question 4.6. In Theorem 4.4, does (iv) =⇒ (i), (ii), or (iii) for n ≥ 3?
Definition 4.7. Let α be as in (2.1). First, for ϕ ∈ Z1(Bn,Hom(Fn,T)), the full ϕ-deformed
version of Artin’s representation of braid groups is the map αϕ : Bn → AutC∗(Fn), defined
on generators similarly as in Definition 4.1.
Secondly, for ϕ ∈ Z1(Pn,Hom(Fn,T)), the full ϕ-deformed version of Artin’s representation
of pure braid groups is the map αϕ : Pn → AutC∗(Fn), defined on generators similarly as in
Definition 4.3.
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Theorem 4.8. The full crossed product C∗(F2) oαϕ B2 is primitive if and only if it has
trivial center, if and only if µϕ = ϕ(s, x1)ϕ(s, x2) is nontorsion.
The full crossed product C∗(F2)oαϕ P2 is primitive if and only if it has trivial center, if
and only if at least one of νϕ1 = ϕ(a, x1) and ν
ϕ
2 = ϕ(a, x2) is nontorsion.
Proof. Assume µ = µϕ is nontorsion. We will first show that C∗(F2) oαϕ B2 is primitive.
According to work of Choi [11], there exists a faithful irreducible representation pi of C∗(F2)
on some separable Hilbert space H. Let U1 and U2 be the two generators of C∗(F2) and
set V1 = pi(U1) and V2 = pi(U2). We may assume that V2 is diagonal with distinct diagonal
entries (see [11, Proof of Theorem 6]). For every z ∈ T define an automorphism γz on C∗(F2)
by γz(U1) = U1 and γz(U2) = zU2, and set piz = pi ◦ γz. Clearly, piz is also faithful and
irreducible for every choice of z ∈ T, and we would like to show that piz ◦ αϕsk 6' piz for every
k ∈ Z \ {0}, and then apply [4, Theorem 2.1]. We compute that
piz ◦ αϕs2k(Ui) = zµkpi(U1U2)−kpi(Ui)pi(U1U2)k ' zµkpi(Ui)
for i = 1, 2 all k ∈ Z, and moreover that
piz ◦ αϕs2k+1(U1) = piz ◦ αϕs2k(ϕ(s, x1)U2) ' ϕ(s, x1)zµkpi(U2)
for all k ∈ Z. Applying the same strategy as in [4, proof of Theorem 2.3], using that the
point spectrum of V2 is countable, it is not hard to see that
Ω :=
⋃
k∈Z
({z : V2 6' zµkV2} ∪ {z : V1 6' ϕ(s, x1)zµkV2})
is a countable set. Thus, by choosing z ∈ T\Ω, we get that piz ◦αϕsk 6' piz for every k ∈ Z\{0}.
Hence, it follows from [4, Theorem 2.1] that C∗(F2)oαϕ B2 is primitive.
All the other implications follow from known results after identifying the crossed products
with twisted group C∗-algebras as explained in Example 5.5 below. 
Question 4.9. For n ≥ 3, does condition (i) of Theorem 4.2 and 4.4 imply primitivity of
C∗(Fn)oαϕ Bn and C∗(Fn)oαϕ Pn, respectively?
Before we prove the above results in the next section, we compute the cohomology groups:
Proposition 4.10. We have
H1(Bn,Hom(Fn,T)) '
{
T for n = 2,
T2 for n ≥ 3,
where the cohomology class [ϕ] of ϕ ∈ Z1(Bn,Hom(Fn,T)) is determined by the parameters
(4.5) and (4.6) below.
Moreover, for all n ≥ 2, we have
H1(Pn,Hom(Fn,T)) = Z1(Pn,Hom(Fn,T)) = Hom(Pn,Hom(Fn,T)) ' T 12n(n−1)·n.
Proof. Let n ≥ 2 and pick ϕ ∈ Z1(Bn,Hom(Fn,T)). Computations using (3.1) and the
fact that ϕ(sisi+1si, xj) = ϕ(si+1sisi+1, xj) for all 1 ≤ i ≤ n − 2 and 1 ≤ j ≤ n show the
following: By taking j = i or i+ 2 we get that
(4.1) ϕ(si+1, xi) = ϕ(si, xi+2) for all 1 ≤ i ≤ n− 2.
By letting j = i+ 1 and using (4.1) we get that
(4.2) ϕ(si, xi)ϕ(si, xi+1) = ϕ(si+1, xi+1)ϕ(si+1, xi+2) for all 1 ≤ i ≤ n− 2,
that is, ϕ(si, xi)ϕ(si, xi+1) takes the same value for all 1 ≤ i ≤ n− 1. Finally, we get that
(4.3) ϕ(si, xj) = ϕ(si+1, xj) for all 1 ≤ i ≤ n− 2 and all j /∈ {i, i+ 1, i+ 2}.
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If n ≥ 3, then computations using (3.1) and the fact that ϕ(sisj , xk) = ϕ(sjsi, xk) whenever
|i− j| ≥ 2 and 1 ≤ k ≤ n show that
(4.4) ϕ(si, xk) = ϕ(si, x`) for all 1 ≤ i ≤ n− 2 and all k, ` /∈ {i, i+ 1}.
By combining (4.1), (4.2), (4.3), and (4.4), we see that there is µ1 ∈ T such that
(4.5) µ1 = ϕ(si, xi)ϕ(si, xi+1) for all 1 ≤ i ≤ n− 1,
and if n ≥ 3, there is µ2 ∈ T such that
(4.6) µ2 = ϕ(si, xj) for all 1 ≤ i ≤ n− 1 and all j /∈ {i, i+ 1}.
These two values, together with a choice of ϕ(si, xi) or ϕ(si, xi+1) for every i, determine ϕ.
Further computations show that B1(Bn,Hom(Fn,T)) consists of all functions h satisfying
h(si, xi)h(si, xi+1) = h(si, xj) = 1 for all 1 ≤ i ≤ n− 1 and all j /∈ {i, i+ 1}.
Indeed, if h(a, x) = f(αa(x))f(x) for some f ∈ Hom(Fn,T), then
h(si, xi+1) = f(xi)f(xi+1) = h(si, xi) for all 1 ≤ i ≤ n− 1,
and h(si, xj) = f(xi)f(xi) = 1 if j /∈ {i, i + 1}. Therefore, for n ≥ 3 the values µ1, µ2 ∈ T
determine the class of ϕ in H1(Bn,Hom(Fn,T)), and two distinct such choices give rise to
nonsimilar 1-cocycles. For n = 2, the class of ϕ is determined by the single parameter µ1.
The last statement follows from a fairly straightforward calculation, showing that for
all a ∈ Pn, there is some x ∈ Fn such that α(a) = Adx. That is, the action α of Pn on
Hom(Fn,T) is trivial. 
Lemma 4.11. Let ϕ ∈ Z1(Bn,Hom(Fn,T)) and z is the generator of Z(Bn) defined in (2.2).
For every 1 ≤ i ≤ n and 1 ≤ j ≤ n− 1, we have
(4.7) µϕ = ϕ(z, xi) = ϕ(sj , x1 · · ·xn)n−1.
Moreover, we note that z acts trivially on Hom(Fn,T), so that
(4.8) ϕ(za, x) = ϕ(z, x)ϕ(a, x) and ϕ(z, x) = ϕ(z, αa(x)) for all a ∈ Bn and x ∈ Fn.
Proof. First, by combining (4.1) and (4.2) we have that
ϕ(si, xixi+1xi+2) = ϕ(si+1, xixi+1xi+2) for all 1 ≤ i ≤ n− 2.
Then, by using (4.3) we see that ϕ(si, x1 · · ·xn) takes the same value for all 1 ≤ i ≤ n− 1,
namely the value µ1µn−22 , where µ1, µ2 are the values described in the proof of Proposition 4.10.
Calculations using (3.1) and (2.4) show that
ϕ((s1, . . . , sn−1)n, xi) = ϕ(s1, . . . , sn−1, x1 · · ·xn),
for all i, so by (2.2) and the fact that all si act trivially on x1 · · ·xn, we get that
ϕ(z, xi) =
∏
1≤j≤n−1
1≤k≤n
ϕ(sj , xk) = (µ1µn−22 )n−1,
and hence (4.7) holds. Showing (4.8) is straightforward from (3.1) and (2.3). 
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5. Proofs via twisted group C∗-algebras
Let H be a normal subgroup of a discrete group G, and let σ be a 2-cocycle on G. Following
[6, Definition 4.5], we say that g ∈ G is σ-regular with respect to H if σ(g, x) = σ(x, g)
whenever x ∈ H and gx = xg. Moreover, (G,H, σ) satisfies the relative Kleppner condition if
CH(g) = {xgx−1 : x ∈ H} is infinite whenever g ∈ G \H is σ-regular with respect to H.
We refer to [6, Section 4] for a brief discussion on the connection between the relative
Kleppner condition and freely acting (or equivalently, properly outer) automorphisms of the
twisted group von Neumann algebra. In this paper we will repeatedly apply the following:
Proposition 5.1 ([6, Corollary 4.11]). Let G be a discrete group with a normal subgroup
H. Let σ be a 2-cocycle on G, and denote its restriction to H by σ′. Assume moreover that
(G,H, σ) satisfies the relative Kleppner condition.
If C∗r (H,σ′) is simple (resp. has a unique tracial state), then C∗r (G, σ) is simple (resp. has
a unique tracial state).
To prove Theorem 4.2 and 4.4 we will identify the crossed products with reduced twisted
group C∗-algebras as explained in Section 3.2. We first need the following result:
Lemma 5.2. Suppose that g ∈ FnoαBn. Then CFn(g) is finite if and only g ∈ Z(FnoαBn).
Proof. Assume that CFn(g) is finite. It is explained in [6, Proof of Proposition 4.18] that
CFn(g) = {g}, but for the convenience of the reader we sketch the argument. Let g′ ∈ CFn(g),
so g′ = xgx−1 for some x ∈ Fn. Then we have g−1g′ = (g−1xg)x−1 ∈ Fn. Moreover,
CFn(g−1g′) ⊆ CFn(g)−1CFn(g′) = CFn(g)−1CFn(g), so
|CFn(g−1g′)| ≤ |CFn(g)−1CFn(g′)| ≤ |CFn(g)|2 <∞.
Since Fn is icc, we must have g−1g′ = e. Thus, g′ = g, that is, CFn(g) = {g}, and it follows
that g belongs to the centralizer of Fn in Fn oα Bn.
Next, let y ∈ Fn and a ∈ Bn so that g = ya ∈ FnoαBn. Since g belongs to the centralizer,
it commutes with xi for all i, i.e., yaxia−1y−1 = xi, that is, α(a)(xi) = y−1xiy for all i. Then
x1 · · ·xn = α(a)(x1 · · ·xn) = y−1x1 · · ·xny,
meaning that y commutes with x1 · · ·xn, and thus y = (x1 · · ·xn)k for some k ∈ Z (recall
that the centralizer of a single element in a free group is a cyclic subgroup). This again means
by (2.3) that α(a) = α(zk), that is, a = zk because of injectivity of α. Hence, by (2.5),
g = ya = (x1 · · ·xn)kzk = (x1 · · ·xnz)k ∈ Z(Fn oα Bn). 
The analogous result and proof also holds for Pn in place of Bn.
Lemma 5.3. Let ϕ ∈ Z1(Bn,Hom(Fn,T)). The following are equivalent:
(i) ϕ(z, xj) is nontorsion for some 1 ≤ j ≤ n,
(ii) (Fn oα Bn,Fn, σϕ) satisfies the relative Kleppner condition,
(iii) (Fn oα Bn, σϕ) satisfies Kleppner’s condition.
Proof. Assume that ϕ(z, xj) is nontorsion for some 1 ≤ j ≤ n. Suppose that g /∈ Fn
and CFn(g) is finite. By Lemma 5.2 we have that g ∈ Z(Fn oα Bn), so (2.5) gives that
g = (x1 · · ·xn)kzk for some k ∈ Z \ {0}. Then, using (4.8)
σϕ(g, xj)σϕ(xj , g) = ϕ(zk, xj) = ϕ(z, xj)k 6= 1.
Hence, (Fn oα Bn,Fn, σϕ) satisfies the relative Kleppner condition.
Assume next that ϕ(z, xj) is torsion for all j, that is, there exists k ∈ Z \ {0} such that
ϕ(zk, xj) = ϕ(z, xj)k = 1 for all j by (4.8). Set
g = (x1 · · ·xn)k(n−1)zk(n−1) ∈ Z(Fn oα Bn).
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We will show that g is σϕ-regular, i.e., that σϕ(g, ya) = σϕ(ya, g) for all y ∈ Fn and all
a ∈ Bn. Note that
σϕ(g, ya)σϕ(ya, g) = ϕ(zk(n−1), y)ϕ(a, (x1 · · ·xn)k(n−1)).
Since z is central, ϕ(zk(n−1), y) = ϕ(zk, y)n−1 = 1. By applying (4.7) and (4.8), we get that
ϕ(si, x1 · · ·xn)k(n−1) = ϕ(zk, x1 · · ·xn) = 1
for all i, so ϕ(a, x1 · · ·xn)k(n−1) = 1 for all a ∈ Bn as well. Thus g is σϕ-regular, so
(Fn oα Bn, σϕ) does not satisfy Kleppner’s condition.
We skip the proof of (ii) =⇒ (iii) here, since it follows from the proof of Theorem 4.2. 
Proof of Theorem 4.2. We identify the two algebras in question with C∗r (Fn oα Bn, σϕ)
and W ∗(Fn oα Bn, σϕ), and recall that the latter is a factor if and only if (Fn oα Bn, σϕ)
satisfies Kleppner’s condition (cf. [19]). Then (iv) =⇒ (i) immediately follows from Lemma 5.3.
Next, (i) =⇒ (ii) and (i) =⇒ (iii) follow from Lemma 5.3 and Proposition 5.1, together
with the well-known fact that C∗r (Fn) is simple and has a unique trace (cf. [26]).
Finally, (ii) =⇒ (iv) and (iii) =⇒ (iv) holds as Kleppner’s condition is necessary both
for simplicity and uniqueness of trace, see [6, Section 2.3] (this also takes care of the last
implication from Lemma 5.3). 
Lemma 5.4. Let ϕ ∈ Z1(Pn,Hom(Fn,T)). Consider the following conditions:
(i) ϕ(z, xk) is nontorsion for some 1 ≤ k ≤ n,
(ii) (Fn oα Pn,Fn, σϕ) satisfies the relative Kleppner condition,
(iii) (Fn oα Pn, σϕ) satisfies Kleppner’s condition,
(iv) ϕ(aij , x1 · · ·xn) or ϕ(z, xk) is nontorsion for some 1 ≤ i < j ≤ n or 1 ≤ k ≤ n.
Then (i) ⇐⇒ (ii) =⇒ (iii) ⇐⇒ (iv).
Proof. First, (i) =⇒ (ii) follows by the same argument as in Lemma 5.3, applying Lemma 5.2.
For the converse, if ϕ(z, xi) is torsion for all i, we can find ` ∈ Z \ {0} such that ϕ(z, xi)` = 1
for all i, and then choose g = (x1 · · ·xn)`z`. Then CFn(g) = {g} and σϕ(g, x) = σϕ(x, g) for
all x ∈ Fn.
By Remark 3.1, to determine Kleppner’s condition, it is enough to deal with central
elements, i.e., of the form g = (x1 · · ·xn)`z` for ` ∈ Z. We note that
σϕ(g, aij)σϕ(aij , g) = ϕ(aij , (x1 · · ·xn)`) = ϕ(aij , x1 · · ·xn)`
for all 1 ≤ i < j ≤ n and
σϕ(g, xk)σϕ(xk, g) = ϕ(z`, xk) = ϕ(z, xk)`
for all 1 ≤ k ≤ n. Hence, we conclude that (iii) =⇒ (iv), and then (i) =⇒ (iv) is obvious. 
Proof of Theorem 4.4. This goes along similar lines as the proof of Theorem 4.2, except
we do not have that Kleppner’s condition implies the relative Kleppner condition for n ≥ 3.
For n = 2, see Example 5.5. 
Example 5.5. When n = 2, then (F2 oα B2, σϕ) satisfies Kleppner’s condition precisely
when µ = µϕ is nontorsion. This completes the proof of first statement of Theorem 4.8 since
primitivity implies triviality of the center, which again implies Kleppner’s condition by [22,
Corollary 2.8].
For the second statement of Theorem 4.8, recall from (2.7) that F2 oα P2 ' F2 × Z, so
C∗(F2)oαϕ P2 ' C∗(F2 × Z, σ)
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for some 2-cocycle σ on F2×Z. This C∗-algebra is discussed in [22, Example 3.11], where it is
shown to be primitive if and only if at least one of ν1 = ϕ(a, x1), ν2 = ϕ(a, x2) is nontorsion,
which is again equivalent with Kleppner’s condition.
Finally, the above also takes care of the very last statement of Theorem 4.2.
6. More on twisted group C∗-algebras and the second cohomology group
The nontrivial 2-cocycles on Bn are the ones lifted from Sn, that is,
H2(Bn,T) = H2(Sn,T) =
{
1 if n ≤ 3,
Z/2Z if n ≥ 4.
Let n ≥ 4 and σ denote a nontrivial 2-cocycle on Bn. The universal C∗-algebra generated by
a set of unitaries {Ui}n−1i=1 subject to the relations
UiUi+1Ui = Ui+1UiUi+1 for all 1 ≤ i ≤ n− 2,
UiUj = −UjUi when |i− j| ≥ 2.
is isomorphic to C∗(Bn, σ). Since the image of Z(Bn) is trivial under the quotient map
Bn → Sn, every element of Z(Bn) is σ-regular. It follows that (Bn, σ) never satisfies
Kleppner’s condition, so C∗(Bn, σ) and C∗r (Bn, σ) both have nontrivial centers.
Lemma 6.1. The second cohomology groups of An+1 and Pn+1 are
H2(An+1,T) ' H2(Bn,T)×H1(Bn,Hom(Fn,T)),
H2(Pn+1,T) ' H2(Pn,T)×H1(Pn,Hom(Fn,T)),
and every 2-cocycle on Pn+1 is similar to one given by
(6.1) σ(xa, yb) = ϕ(a, y)ω(a, b) for a, b ∈ Pn and x, y ∈ Fn,
where ϕ ∈ Z1(Pn,Hom(Fn,T)) and ω is a 2-cocycle on Pn.
Moreover, if σ1 and σ2 are 2-cocycles on Pn+1 of the form (6.1), then σ1 ∼ σ2 if and only
if ϕ1 ∼ ϕ2 and ω1 ∼ ω2.
The last two statements also hold when replacing Pn+1 and Pn by An+1 and Bn.
Proof. Since H2(Fn,T) is trivial for all n, the first statement follows directly from the Lyndon-
Hochschild-Serre spectral sequence (see e.g. [25, p. 715]). The second statement is deduced
from [21, Theorem 9.4], and the third statement is explained in [23, 2.1-2.4] (see also [25,
Appendix 2]). 
It now follows from Lemma 6.1 that
H2(A3,T) ' T, H2(A4,T) ' T2, H2(An,T) ' T2 ⊕ Z2 for n ≥ 5,
and by applying some basic summation formulas, we get
H2(Pn,T) ' T 124n(n−1)(n−2)(3n−1).
Proposition 6.2. Let n ≥ 3 and σ ∈ Z2(An,T). Then the following are equivalent:
(i) (An, σ) is C∗-simple,
(ii) (An, σ) has the unique trace property,
(iii) (An, σ) satisfies Kleppner’s condition.
In particular, An belongs to the class K introduced in [6].
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Proof. Let n ≥ 4 and σ be a 2-cocycle on An+1 of the form (6.1), coming from a pair (ϕ, ω).
We proceed as in the proof of Lemma 5.3, choosing g the same way, and compute that
σ(g, ya)σ(ya, g) = ϕ(zk(n−1), y)ω(zk(n−1), a)ϕ(a, (x1 · · ·xn)k(n−1))ω(a, zk(n−1)).
It is observed above that all elements of Z(Bn) are ω-regular, so ω(zk(n−1), a) = ω(a, zk(n−1)),
meaning that the ω disappears, and the rest of the argument goes exactly as in Lemma 5.3
and the proof of Theorem 4.2. 
Example 6.3. Let σ be a 2-cocycle on A3. By Proposition 6.1 and 4.10, we may, up to
similarity, assume that σ = σϕ, where ϕ(s, x1) = 1 and σ(s, x2) = µ for some µ ∈ T. By using
(2.6), it is straightforward to check that C∗(A3, σ) is the universal C∗-algebra generated by
unitaries U1, U2 subject to the relation
(U1U2)2 = µ(U2U1)2,
and by Theorem 4.8, this algebra is primitive if and only if µ is nontorsion.
Proposition 6.4. Let σ ∈ Z2(Pn+1,T) be of the type described in (6.1), coming from a pair
(ϕ, ω). Consider the following conditions:
(i) ϕ(z, xk) is nontorsion for some 1 ≤ k ≤ n,
(ii) (Pn+1, σ) is C∗-simple,
(iii) (Pn+1, σ) has the unique trace property,
(iv) at least one of the following hold:
ϕ(aij , x1 · · ·xn)ω(aij , z)ω(z, aij) is nontorsion for some 1 ≤ i < j ≤ n,
ϕ(z, xk) is nontorsion for some 1 ≤ k ≤ n.
Then (i) =⇒ (ii) =⇒ (iv) and (i) =⇒ (iii) =⇒ (iv).
Moreover, if n = 3, then (iv) =⇒ (i).
Proof. A modification of Lemma 5.4 shows that (iv) is equivalent to Kleppner’s condition,
while (i) is equivalent to the relative Kleppner condition. The argument now goes along the
same lines as the proof of Theorem 4.4. 
7. C∗-simplicity of braid groups on infinitely many strands
The braid group on infinitely many strands is the group B∞ generated by {si}∞i=1 subject
to the same relations as defining Bn. Moreover, there are embeddings Bn → Bn+1, given by
si 7→ si for 1 ≤ i ≤ n− 1, and it is easy to see that B∞ coincides with the direct limit of this
system. For m < n ≤ ∞, we will consider Bm as the subgroup of Bn coming from the first
m strands.
Recall from (2.2) that for 3 ≤ n < ∞, the center of Bn is generated by an element of
length n(n−1), and all generators si of Bn are needed to write word that is a central element.
Thus, if m < n, then every nontrivial element of Z(Bm) does not belong to Z(Bn), that is,
(7.1) Z(Bm) ∩ Z(Bn) = {e}.
Therefore, B∞ has trivial center. In fact, all of its nontrivial conjugacy classes are infinite,
since if g has a finite conjugacy class in B∞, then there is some N ≥ 3 such that g ∈ Bn and
g has a finite conjugacy class in Bn for all n ≥ N . Then g ∈ Z(Bn) for all n ≥ N , so g = e.
Thus W ∗(B∞) is a factor (see [15, Corollary 5.3] for a few more properties of W ∗(B∞)).
Furthermore, let S∞ denote the infinite symmetric group, and define the pure braid group
on infinitely many strands, P∞, as the kernel of the surjection B∞ → S∞, sending s2i to the
identity for all i. Analogously to the above, it is not hard to see that P∞ coincides with the
direct limit of the embeddings Pn → Pn+1 given by aij 7→ aij for 1 ≤ i < j ≤ n.
Finally, we define Artin’s representation α : B∞ → AutF∞ similarly as in (2.1).
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Lemma 7.1. The semidirect products F∞ oα B∞ and F∞ oα P∞ are both C∗-simple.
Proof. The triple (F∞ oα B∞,F∞, 1) always satisfies the relative Kleppner condition by
modifying the argument of Lemma 5.2. Indeed, if there is g ∈ F∞ oα B∞ such that CF∞(g)
is finite, then CF∞(g) = {g}, that is, g = ya for y ∈ F∞, a ∈ B∞, and gxi = xig for all i,
where {xi}∞i=1 are the generators of F∞. There is some N ≥ 3 such that g ∈ Fn oα Bn for
all n ≥ N , meaning that CFn(g) = {g} for all n ≥ N , so g ∈ Z(Fn oα Bn) for all n ≥ N by
Lemma 5.2. Then (2.5) says that we must have a ∈ Z(Bn) for all n ≥ N , so a = e by (7.1),
and hence g ∈ F∞.
Therefore, it follows from Proposition 5.1 that F∞ oα B∞ is C∗-simple. Since F∞ oα P∞
is normal in F∞ oα B∞, it is also C∗-simple by [9, Theorem 1.4]. 
Theorem 7.2. The groups P∞ and B∞ are both C∗-simple.
Proof. First, consider the surjection P∞ → P∞ given by a1,i 7→ e and ai,j 7→ ai−1,j−1 for
all 2 ≤ i < j. This map restricts to surjections Pn+1 → Pn with kernel being the free
group Fn generated by {a1,j}n+1j=2 (see [18, Corollary 1.23]; this is just Artin’s representation
with the generators in reversed order). These restrictions give rise to short exact sequences
Fn → Pn+1 → Pn compatible with the embeddings Pn → Pn+1, so P∞ → P∞ becomes
its direct limit, and the kernel is the free group F∞ on the infinite number of generators
{a1,j}∞j=2. Thus we have that P∞ ' F∞ oα P∞ via the map a1,i 7→ xi−1 and ai,j 7→ ai−1,j−1
for all 2 ≤ i < j, and the latter group is shown to be C∗-simple in the previous lemma.
To show that B∞ is C∗-simple, we will explain that (B∞, P∞, 1) satisfies the relative
Kleppner condition, and then use Proposition 5.1 once more to conclude.
So suppose that g ∈ B∞ is such that CP∞(g) is finite. Arguing as in Lemma 5.2, using
that P∞ is icc (since it is C∗-simple), we get that CP∞(g) = {g}, i.e., gx = xg for all x ∈ P∞.
Moreover, there is some N ≥ 3 such that g ∈ Bn for all n ≥ N , meaning that CPn(g) = {g}
for all n ≥ N . Since Pn has finite index in Bn, for every n ≥ N , there is some k(n) ≥ 1 such
that gk(n) ∈ Pn, so if g commutes with all elements of Pn, then gk(n) ∈ Z(Pn). Therefore, if
N ≤ m < n, then gk(m)k(n) ∈ Z(Pm) ∩ Z(Pn) = {e}, using (7.1). Since Bn is torsion-free for
all n (see e.g. [18, Corollary 1.29]), we must have g = e. This completes the proof. 
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