We use the non-abelian BFFT formalism to convert the second class constraints of the collective coordinates expansion of the Skyrme soliton particle model into a first class system. Choosing two adequate different structure functions of the non-abelian algebra, we obtain simplified algebraic expressions for the first class non-abelian Hamiltonians. This result shows that the non-abelian BFFT method is, in many aspects, richer than the abelian BFFT formalism. For both first class Hamiltonians, we derive the Lagrangians that lead new theory, and when we take the extended phase space variables to zero, we obtain the Skyrmion original Lagrangian. We employ the Dirac constraint first class method to quantize these two systems. We achieve the same spectrum, a result that confirms the consistency of the non-abelian BFFT formalism.
Introduction
Dirac quantization of first class constraints system [1] has many attractive features. The quantum theory is obtained finding the physical states that are annihilated by the first class constraint operators, and then, taking the mean value of the canonical operators, we obtain the physical values. In this quantum mechanics, there is no Dirac bracket, and consequently, at first, we avoid two difficult problems that are the complicated general solutions of the Dirac brackets and the factor-ordering problems that appear in the explicit representation of the canonical operators.
It is well known that the first-class conditions lead to the algebra [2] {T a ,
where T a and T b are first class constraints, C c ab and B b a are the structure constant, and H 0 is the original Hamiltonian. The physical states are obtained imposingT α |ψ phys = 0, α = 1, 2,
whereT α are the first class constraints operators.
If our system has only second class constraints it is possible to convert these constraints into first class by extending the phase space under special rules and to apply the Dirac procedure described above. Batalin, Fradkin, Fradkina and Tyutin [3] developed an elegant formalism of transforming systems with second class constraints in first class. This is achieved with the aid of auxiliary fields that extend the phase space in a convenient way to transform the second class into first class constraints. This procedure is known as BFFT formalism. The original theory is matched when the socalled unitary gauge is chosen.
In the way that the BFFT formalism was originally formulated, the soobtained first class constraints are imposed to form an Abelian algebra. This is naturally the case of systems with second class constraints. Recently, Banerjee, Banerjee and Ghosh [4] , studying the non-Abelian Proca model, and Oliveira and Barcelos [5] studying the non-linear sigma model, have adapted the BFFT formalism in order that first class constraints can form a non-Abelian algebra. 1 From these examples, it might appear that the original formulation of the BFFT formalism is only addressed to theories with linear second class constraints, while the extension of Banerjee, Banerjee and Ghosh is addressed to nonlinear ones. However, concerning the nonlinear ones we mention that the same non-Abelian Proca model and Skyrme model [6] have been recently studied in the context of the original BFFT formalism [7, 8] .
In spite of this, it is important to emphasize that the possibility pointed out by Banerjee, Banerjee and Ghosh to obtain non-Abelian first class theory leads to a richer structure compared with the usual BFFT case.
The purpose of this article is to convert the second class constraints, of the collective coordinates expansion of the Skyrme model into first class, applying the non-Abelian BFFT formalism, and thus, to employ the Dirac method of first class constraint to quantize this system. This paper is organized as follows. In Sec. 2, we give a brief outline of the usual BFFT formalism and its non-Abelian extension in order to emphasize and clarify some of its particularities that shall be used in the forthcoming sections. In Sec. 3, we apply the non-Abelian BFFT formalism in the collective coordinates quantization of the SU(2) Skyrme model. We make a special choice for the structure functions, and consequently, we obtain two different simplified algebras for the first class constraints and the non-Abelian extended Hamiltonians. By using the Faddeev Senjanovich path integral procedure [10] we derive the Lagrangians that lead the new theories. In Sec. 4, we calculate the spectrum of the two simplified extended theories. In Sec. 5, we give the conclusions.
Brief review of the BFFT formalism and its non-Abelian extension
Let us consider a system described by a Hamiltonian H 0 in a phase-space (q i , p i ) with i = 1, . . . , N. Here we suppose that the coordinates are bosonic (extensions to include fermionic degrees of freedom and to the continuous case can be done in a straightforward way). It is also supposed that there just exist second-class constraints. Denoting them by T a , with a = 1, . . . , M < 2N, we have
where det(∆ ab ) = 0.
As was said, the general purpose of the BFFT formalism is to convert second-class constraints into first-class ones. This is achieved by introducing canonical variables, one for each second-class constraint (the connection between the number of second-class constraints and the new variables in a one-to-one correlation is to keep the same number of the physical degrees of freedom in the resulting extended theory). We denote these auxiliary variables by η a and assume that they have the following general structure
where ω ab is a constant quantity with det (ω ab ) = 0. The obtainment of ω ab is embodied in the calculation of the resulting first-class constraints that we denote byT a . Of course, these depend on the new variables η a , namelỹ
and it is considered to satisfy the boundary conditioñ
The characteristic of these new constraints in the BFFT method, as it was originally formulated, is that they are assumed to be strongly involutive, i.e.
{T a ,T b } = 0, (2.5)
The solution of Eq. (2.5) can be achieved by consideringT a expanded as
where T (n) a is a term of order n in η. Compatibility with the boundary condition (2.4) requires
The replacement of Eq. (2.6) into (2.5) leads to a set of equations, one for each coefficient of η n . We list some of them below
b } (η) = 0 (2.10) . . . The notation {, } (q,p) and {, } (η) , represents the parts of the Poisson bracket {, } relative to the variables (q, p) and (η), respectively. Equations above are used iteratively in the obtainment of the corrections T (n) (n ≥ 1). Equation (2.8) shall give T (1) . With this result and Eq. (2.9), one calculates T (2) , and so on. Since T (1) is linear in η we may write We notice that this equation does not give X ab univocally, because it also contains the still unknown ω ab . What we usually do is to choose ω ab in such a way that the new variables are unconstrained. It might be opportune to mention that sometimes it is not possible to make a choice like that [11] . In this case, the new variables are constrained. In consequence, the consistency of the method requires an introduction of other new variables in order to transform these constraints also into first-class. This may lead to an endless process. However, it is important to emphasize that ω ab can be fixed anyway. However, even one fixes ω ab it is still not possible to obtain a univocally solution for X ab . Let us check this point. Since we are only considering bosonic coordinates 2 , ∆ ab and ω ab are antisymmetric quantities. So, expression (2.12) compactly represents M(M −1)/2 independent equations. On the other hand, there is no prior symmetry involving X ab and they consequently represent a set of M 2 independent quantities.
In the case where X ab does not depend on (q, p), it is easily seen that T a +T (1) a is already strongly involutive for any choice we make and we succeed in obtainingT a . If this is not so, the usual procedure is to introduce T (1) a into Eq. (2.9) to calculate T (2) a and so on. At this point resides a problem that has been the origin of some developments of the method, including the adoption of a non-Abelian constraint algebra. This occurs because we do not know a priori what is the best choice we can make to go from one step to another. Sometimes it is possible to figure out a convenient choice for X ab in order to obtain a first-class (Abelian) constraint algebra in the first stage of the process [7] . It is opportune to mention that in Ref. [12] , the use of a non-Abelian algebra was in fact a way of avoiding to consider higher order of the iterative method. More recently, the method has been used (in its Abelian version) beyond the first correction [13] and we mention that sometimes there are problems in doing this [14] .
Another point of the usual BFFT formalism is that any dynamic function A(q, p) (for instance, the Hamiltonian) has also to be properly modified in order to be strongly involutive with the first-class constraintsT a . Denoting the modified quantity byÃ(q, p; η), we then have {T a ,Ã} = 0.
(2.13)
In addition,Ã has also to satisfy the boundary conditioñ A(q, p; 0) = A(q, p).
(2.14)
The obtainment ofÃ is similar to what was done to getT a , that is to say, we consider an expansion likeÃ 
which correspond to the coefficients of the powers 0, 1, 2, etc. of the variable η respectively. It is just a matter of algebraic work to show that the general expression for A (n) reads
where ω ab and X ab are the inverses of ω ab and X ab , and
(2.21)
The general prescription of the usual BFFT method to obtain the Hamiltonian is to direct use the relations (2.15) and (2.20 
The use of these equations is the same as before, i.e., they shall work iteratively. Equation (2.24) gives T (1) . With this result and Eq. (2.25) one calculates T (2) , and so on. To calculate the first correction, we assume it is given by the same general expression (2.11). Introducing it into (2.24), we now get where the coefficients B b a are the structure constant of the non-Abelian algebra. The involutive Hamiltonian is considered to satisfy the same conditions (2.14)-(2.16). We then obtain that the general correction H (n) is given by a relation similar to (2.20) , but now the quantities G (n) a are given by
The non-Abelian BFFT formalism on the SU(2) Skyrme model
The classical static Lagrangian of the Skyrme model is given by
30)
where F π is the pion decay constant, e is a dimensionless parameter and U is an SU(2) matrix. Performing the collective semi-classical expansion [17] , substituting U(r) by U(r, t) = A(t)U(r)A + (t) in (2.30), where A is an SU (2) matrix, we obtain
where M is the soliton mass, which in the hedgehog representation for U, U = exp(iτ ·rF (r)), is given by
32)
where x is a dimensionless variable defined by x = eF π r and λ is called the inertia moment written as
The SU(2) matrix A can be written as A = a 0 + ia · τ with the constraint T 1 = a i a i − 1 ≈ 0, i = 0, 1, 2, 3. In order to identify more constraints, we calculate the momentum
we can now rewrite the Hamiltonian in the form
Constructing the total Hamiltonian and imposing the consistency condition that constraints do not evolve in time [1] we get a new constraint
We observe that no further constraints are generated via this iterative procedure. The constraints T 1 and T 2 are second class. The matrix elements of their Poisson brackets read
where ǫ αβ is the antisymmetric tensor normalized as ǫ 12 = −ǫ 12 = −1.
Then, the standard quantization is made where we replace π i by −i∂/∂a i in (2.38), leading to
Due the constraint i=3 i=0 a i a i = 1, the operator i=3 i=0 (− ∂ 2 ∂a i 2 ) must be interpreted as the Laplacian on the three-sphere [17] . A typical polynomial wave function [17] , 1 N (l) (a 1 + ia 2 ) l = |polynomial , is an eigenvector of the Hamiltonian (2.41), with the eigenvalues given by 3 .
To implement the extended non-abelian BFFT formalism, we introduce auxiliary coordinates, one for each second class constraint. Let us generically 3 This wave function is also eigenvector of the spin and isospin operators, written as[17] J k = 1 2 (a 0 π k − a k π 0 − ǫ klm a l π m ) and I k = 1 2 (a k π 0 − a 0 π k − ǫ klm a l π m ). denote them by η α , where α = 1, 2, and consider that the Poisson algebra of these new coordinates is given by 
The first class constraint algebra is 
Thus, the Hamiltonian (2.53) satisfies the first class algebra
The other non-abelian first class Hamiltonian is given bỹ
which satisfies the first class Poisson algebra
Here we would like to remark that, contrary the results obtained by the abelian BFFT method applied in the non-linear Lagrangian theories [7, 8] , both expressions of the first class Hamiltonians (2.53) and (2.56) are finite series. As was emphasized in the introduction, the possibility pointed out by Banerjee, Banerjee and ghosh to obtain non-Abelian first class theories leads to a more elegant and simplified Hamiltonian structure than usual abelian BFFT case.
The next step is to look for the Lagrangian that leads to this new theory.
A consistently way of doing this is by means of the path integral formalism, where the Faddeev procedure [10] has to be used. Let us identify the new variables η α as a canonically conjugate pair (φ, π φ ) in the Hamiltonian formalism, 
61)
whereΛ α are the gauge fixing conditions corresponding to the first class con-straintsT α and the term |det{, }| represents the determinant of all constraints of the theory, including the gauge-fixing ones. The quantity N that appears in (2.60) is the usual normalization factor. Beginning with the Hamiltonian (2.53), the vacuum functional read
Using the delta function δ(a i a i −1+2φ) and exponentiating the delta function
Integrating over π φ , we have,
Performing the integration over π i , we obtain
Finally, the integration over ξ leads to
Then, the lagrangian of the new theory is
Taking the phase space extended variables φ and π φ equals to zero, we obtain the original Skyrmion Lagrangian. Then, this result indicates the consistency of the theory.
For the Hamiltonian (2.56) the vacuum functional is
Using the delta properties, it is easy to see that we will obtain the same Lagrangian (2.67).
The Spectrum of the Theory
Here we wish to obtain the spectrum of the extended theory. We use the Dirac method of quantization for first class constraints [1] .The basic idea consists in imposing quantum mechanically the first class constraints as operator condition in the wave-functions as a way to obtain the physical subspace,
i.e.,T α |ψ phys = 0, α = 1, 2.
(2.69)
The operatorsT 1 andT 2 arẽ
Thus, the physical states that satisfy (2.69) are
where V is the normalization factor and the ket polynomial was defined in Section 2 as, |polynomial = 1 N (l) (a 1 + ia 2 ) l . The correspondent quantum Hamiltonians of (2.53) and (2.56) will be indicated as 
(2.75)
Note that due to δ(a i a i − 1 + η 1 ) and δ(a i π i − η 2 + η 1 η 2 ) in (2.75) the scalar product can be simplified 4 . Then, integrating over η 1 and η 2 we obtain 5
We repeat the same procedure for the quantum Hamiltonian (2.74). Taking the mean value, we have
(2.77)
Using the delta properties, we obtain the simplified scalar product for the Hamiltonian (2.74) phys ψ|H 2 |ψ phys = polynomial|M + 1 8λ a i a i π j π j − 1 8λ a i π i a i π i |polynomial .
(2.78)
The expression above is the same obtained for the scalar product of quantum where [a i a i π j π j ] sym and [a i π i a i π i ] sym are defined as a i a i π j π j sym = 1 32λ
a ( a i π j + π j a i )π j + π j (a i π j + π j a i )a i (2.80) a i π i a i π i sym = 1 32λ
(a i π i + π i a i )(a j π j + π j a j ) .
(2.81)
Then, using the symmetrical operator hamiltonianH sym , eq.(2.79), both the mean values (2.76) and (2.78) are phys ψ|H sym |ψ phys = polynomial|M + 1 8λ a i a i π j π j sym − 1 8λ a i π i a i π i sym |polynomial .
= polynomial|M + 1 32λ
[a i (a i π j + π j a i )π j + π j (a i π j + π j a i )a i ]
[(a i π i + π i a i )(a j π j + π j a j )]|polynomial .(2.82)
The operator π j describes a free momentum particle and its representation on the collective coordinates space a i is given by sults have been also obtained by many authors [19] using, naturally, different procedures.
conclusions
We have used an extension of the BFFT formalism presented by Banerjee,
Banerjee and Ghosh in order to quantize the SU(2) Skyrme model. With the non-Abelian algebra, we have shown that, contrary the results obtained by the usual abelian BFFT formalism, is possible to present first class Hamiltonians that are simple finite series. The extended Lagrangians were achieved by using the Faddeev constraint path integral formalism, and when we choose the so-called unitary gauge we reproduce the original Skyrmion Lagrangian.
We calculate the quantum mechanics mean value energy for the two different first class Hamiltonians leading consistently to the same mass spectrum of the theory. Then, our results show, in some sense, that the non-Abelian BFFT formalism is more adequate than the Abelian formalism when we study a non-linear theory.
