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Capitolo 1
Introduzione
Il Radar ad Apertura Sintetica Inverso (ISAR) è una tecnica di elaborazione
del segnale che consente di ottenere un'immagine elettromagnetica, utile per
scopi di identicazione, visualizzazione e analisi degli scatteratori di un certo
bersaglio, la quale prevede, come anche la tecnica SAR, l'utilizzo di impulsi
a banda larga e un'integrazione coerente degli echi ricevuti.
Allo scopo di eseguire con successo la tecnica ISAR sul segnale ricevuto
è quindi richiesto che, nel tempo di integrazione, l'angolo di vista col quale
il radar illumina il bersaglio vari e che di conseguenza ci sia una rotazione
dal punto di vista del radar.
Questa limitazione provoca quindi un insieme di casi geometrici che non
consentono di applicare con successo la tecnica ISAR nonostante il movi-
mento del bersaglio rispetto al radar, per esempio il caso in cui il bersaglio si
muove lungo la linea di vista (LOS). In questo caso infatti la variazione to-
tale dell'angolo di vista è nulla e non è quindi possibile produrre un'immagine
ISAR, ma semplicemente un prolo in range.
Questo problema può quindi essere risolto tramite l'utilizzo di due o
più sistemi radar spazialmente separati. In particolare, usando due sistemi
radar in maniera indipendente, si ottengono due congurazioni monostatiche
e quindi due immagini ISAR. Se quindi il bersaglio si muove lungo la LOS
del primo sistema radar, il secondo sarà comunque in grado di generare
una buona immagine ISAR. Si può avere inoltre una terza congurazione
bistatica ottenibile usando un'antenna radar come trasmittente e l'altra come
ricevente.
Nella maggior parte dei casi poi, si va ad utilizzare un sistema radar
sia trasmittente che ricevente e un altro solo ricevente, che quindi riceve ed
elabora gli echi provenienti dal bersaglio del segnale trasmesso dalla prima
antenna.
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Rifacendosi quindi principalmente a [1] e [2], l'argomento di tesi consiste
nello studio e nella simulazione, mediante ambiente MatLab, di un sistema
ISAR bistatico.
Sarà quindi trattata anzitutto la tecnica di radar imaging ISAR applica-
ta a un normale sistema radar monostatico e successivamente fatta un'analisi
teorica del sistema ISAR bistatico.
Verranno arontati in particolare gli argomenti del calcolo della Point
Spread Function, o risposta impulsiva, di tale sistema, con una sezione de-
dicata allo studio dei vettori di rotazione e alla ricerca del piano immagi-
ne, e un'analisi della robustezza di questa tecnica in presenza di errori di
sincronizzazione di fase.
Sulla base dei risultati ottenuti si analizzeranno quindi le dierenze e
le analogie con i sistemi monostatici e studiate le varie fonti di distorsione
introdotte dalla geometria bistatica.
Successivamente verrà illustrato il funzionamento del simulatore realiz-
zato in ambiente MatLab e alcuni esempi di simulazione particolarmente
signicativi.
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Capitolo 2
Radar ad Apertura Sintetica
Inverso
Come già anticipato nel Capitolo 1, si tratta di una tecnica che permette
di ottenere un'immagine elettromagnetica di un certo bersaglio del tutto
analoga alla tecnica del Radar ad Apertura Sintetica (SAR).
In generale la risoluzione in range di un sistema radar dipende dalla
larghezza della banda occupata dall'impulso trasmesso:
R =
c
2B
=
cTi
2
(2.1)
La seconda uguaglianza nella (2.1) vale solo nel caso di impulso rettan-
golare.
La risoluzione in azimuth (se in termini angolari) o in cross-range (in
termini di distanza) dipende invece dall'apertura del fascio d'antenna:
Rcr = Raz (2.2)
Tale risoluzione può quindi essere ridotta mediante la tecnica del Ra-
dar ad Apertura Sintetica (SAR), mentre la risoluzione in range si stringe
aumentando la banda del segnale trasmesso.
La tecnica SAR però consiste nel creare un array di antenne sintetico
sfruttando il movimento della piattaforma sulla quale viene montato il radar,
cosa che non sempre è possibile realizzare.
Se però il radar è fermo, si potrebbe pensare di sfruttare invece il movi-
mento del bersaglio, ma la cosa non è così semplice. Questa è l'idea di base
dalla quale nasce il concetto delRadar Imaging e della tecnica dell'Inverse
Synthetic Aperture Radar (ISAR).
Si pensi ora alla risoluzione come se esprimesse le dimensioni di un pixel
dell'immagine scattata dal radar.
Se si avesse per esempio una cella di risoluzione di dimensioni 150m 700m,
un aereo lo si vedrebbe come un puntino, mentre se diventa molto più piccola
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delle dimensioni siche del bersaglio, si avrebbero degli echi di ritorno tutti
in funzione delle proprietà riettenti dei singoli elementi scatteratori.
La situazione è quindi più o meno quella descritta in Fig.2.1.
Figura 2.1: Sceanrio di riferimento.
Noto quindi il segnale trasmesso ST (t) e misurato quello ricevuto SR(t),
al ne di ottenere un'immagine del bersaglio, si rivela necessario estrapolare
un certo modello in funzione dei due segnali.
2.1 Modello del segnale ricevuto
Supponendo ora di avere, come illustrato in Fig.2.2, un bersaglio puntiforme
e fermo in posizione P  (x0; y0), il segnale ricevuto è quindi modellabile
come una versione attenuata e ritardata di quello trasmesso:
SR(t) = AST (t  ) = AST (t  2R0
c
) (2.3)
. . . dove R0 è la distanza tra il radar e il bersaglio in questione, c è la
velocità della luce nel vuoto, ipotizzata coincidente con la velocità di propa-
gazione del segnale elettromagnetico, mentre A è un fattore di attenuazione
che in generale può essere anche complesso, qualora il bersaglio fosse fatto
di un materiale tale da indurre delle rotazioni di fase.
L'immagine che ne risulta appare quindi tutta nera con un unico pixel di
intensità A in posizione (x0; y0). Di conseguenza la (2.3) diventa scrivibile
nel seguente modo:
SR(t) =
+1x
 1
A(x  x0)(y   y0)ST

t  2R(x; y)
c

dxdy (2.4)
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Figura 2.2: Bersaglio puntiforme fermo.
. . . dove  è la funzione Delta di Dirac.
Si ha quindi una combinazione lineare di versioni ritardate e attenuate del
segnale trasmesso e pesate dalla funzione. . .
A(x  x0)(y   y0) (2.5)
La (2.5) può quindi essere vista come l'immagine del bersaglio essen-
doci sia la posizione che l'intensità del pixel in questione.
Figura 2.3: Insieme di bersagli puntiformi.
Se invece si avesse un insieme di tanti scatteratori puntiformi, in rife-
rimento alla Fig.2.3, se il punto Pi fosse da solo le sue proprietà riettenti
sarebbero completamente riassunte in Ai, ma in caso contrario non è così.
In realtà, quando l'onda elettromagnetica incide su un punto, essa viene
reirradiata colpendo anche gli altri. Il comportamento di un punto radiante
è quindi dipendente anche dalla presenza degli altri.
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Si introduce quindi una variabile dipendente dalla congurazione della
costellazione dei punti rispetto al radar, il che rende il tutto molto più com-
plicato. In prima approssimazione però, si possono trascurare queste intera-
zioni e applicare il principio di sovrapposizione degli eetti col seguente
risultato:
SR(t) =
NX
i=1
Ai ST (t  2Ri
c
) =
+1x
 1
(x; y)ST (t  2R(x; y)
c
)dxdy (2.6)
. . . dove:
(x; y) =
NX
i=1
Ai(x  xi)(y   yi) (2.7)
Se si riuscisse quindi a ricostruire la funzione (x; y), si otterrebbe un'im-
magine degliN punti della costellazione. Tale funzione prende quindi il nome
di funzione di riettività del bersaglio.
Si arriva quindi inne al caso di un corpo avente tanti punti scatteratori
adiacenti in maniera continua (Fig.2.4) per il quale il modello in (2.6) è
ancora valido:
SR(t) =
+1x
 1
(x; y)ST (t  2R(x; y)
c
)dxdy (2.8)
Figura 2.4: Bersaglio continuo.
In realtà però un generico bersaglio è tridimensionale e la funzione 
dovrebbe dipendere da x, y e z. Nella (2.4), (2.6) e nella (2.8) dovrebbe
quindi comparire un integrale triplo e la funzione (x; y; z). Tuttavia, si ha
che il radar non è in grado di vedere tutte le rotazioni del bersaglio e in
particolare non è in grado di vedere quelle aventi un asse parallelo alla LOS.
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Questo perché, per poter vedere un certo movimento del bersaglio, il radar
ha bisogno che questo movimento provochi una variazione nel tempo della
fase del segnale ricevuto. Se quindi il bersaglio ha una rotazione attorno ad
un asse parallelo alla LOS, nonostante il movimento, la distanza tra il radar
ed il generico scatteratore resta costante e di conseguenza non genera alcuna
variazione di fase.
Il vettore rotazione totale 
T (t) può quindi essere scomposto nella
somma di una componente parallela alla LOS e una trasversale ad essa:

T (t) = 
LOS(t) +
eff (t) (2.9)
. . . dove quindi 
LOS(t) è la componente con asse parallelo alla linea di
vista del radar, mentre 
eff (t) è la componente che eettivamente genera
una variazione di fase.
Ponendo di conseguenza. . .
j  iLOS (asse y)
k  i
eff (asse z)
i = j k (asse x)
(2.10)
. . . si può quindi dire che la coordinata z non gioca alcun ruolo nella
variazione di fase. Denendo quindi  0(x; y; z) come la funzione di riettività
tridimensionale del bersaglio, si può scrivere. . .
SR(t) =
+1y
 1
 0(x; y; z)ST (t  2R(x; y)
c
)dxdydz (2.11)
=
+1x
 1
Z +1
 1
 0(x; y; z)dz

ST (t  2R(x; y)
c
)dxdy
=
+1x
 1
(x; y)ST (t  2R(x; y)
c
)dxdy
(2.12)
. . . dove:
(x; y)
:
=
Z +1
 1
 0(x; y; z)dz (2.13)
Si tratta quindi di proiettare la funzione di riettività su un piano che
prende il nome di piano immagine, proprio come se si scattasse una fo-
tograa di un oggetto tridimensionale. Il vettore 
eff risulta quindi esse-
re ortogonale a questo piano individuato dalle direzioni di range iLOS e di
cross-range. . .
7
iCR = iLOS 
eff (2.14)
C'è però il problema che 
eff è una funzione del tempo (basti pensare ad
una barca mossa dalle onde del mare). Il piano immagine risulta quindi essere
sempre parallelo alla LOS ma, essendo la direzione di cross-range anch'essa
funzione del tempo, se si osserva il bersaglio per tempi troppo lunghi può
anche variare.
Per quanto riguarda invece R(x; y), si è omessa la dipendenza da z in
quanto, a grande distanza, la distanza tra il radar e il particolare scattera-
tore è indipendente dalla sua posizione lungo questa coordinata.
La funzione di riettività  però, teoricamente, dovrebbe dipendere an-
che dalla posizione del bersaglio rispetto al radar, dalla frequenza, dalla
polarizzazione del campo, etc.
Questo è quindi di fatto un modello che non ha le pretese di rappresentare
esattamente la realtà.
Deve quindi essere la via sperimentale a dare un indice della bontà di
questo modello.
2.2 Ricostruzione dell'Immagine ISAR
Il problema che si pone ora è quindi quello di ricavare (x; y) a partire dalla
conoscenza di ST (t) e dalla misurazione di SR(t).
Si consideri ora, come mostrato in Fig.2.5, un sistema di riferimento
solidale col bersaglio.
Figura 2.5: Introduzione del secondo sistema di riferimento.
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Tale sistema di riferimento però non è facilmente utilizzabile a meno
che non si ricorra alla Straight Iso-Range Approximation. Si introduce
quindi un terzo sistema di riferimento (v; u) con origine coincidente con quella
di (x; y) ma non più solidale col bersaglio, bensì avente l'asse v parallelo con
la Line Of Sight, come illustrato in Fig.2.6.
Figura 2.6: Introduzione del terzo sistema di riferimento.
Quindi:
R(v; u; t) =
q
(R0(t) + v)
2 + u2 (2.15)
In questo caso però, u e v possono essere al massimo dell'ordine di qualche
decina di metri, ovvero molto più piccoli della distanza radar-bersaglio. Di
conseguenza è possibile fare la seguente approssimazione:
R(v; u; t) ' R0(t)+ v ) R(x; y; t) ' R0(t)+ x cos [d(t)] + y sin [d(t)] (2.16)
Si approssimano quindi i punti del bersaglio posti alla stessa distanza dal
radar non come quelli giacenti su una circonferenza, ma come quelli giacenti
su una retta ortogonale alla LOS. La legge del moto del bersaglio si scompone
quindi nella somma del moto del punto di riferimento O con quello della
rotazione del bersaglio stesso attorno a questo punto.
Questa è la Straight Iso-Range Approximation.
In particolare quindi, se il bersaglio si muove lungo una circonferenza
centrata sul radar allora R0(t) resta costante, mentre se si muove in modo
radiale a restare costante è d(t). Se quindi d(t) non varia nel tempo, vuol
dire che il radar vede il bersaglio sempre dallo stesso punto di vista.
Nel SAR il principio è quello di realizzare un array sintetico che si crea
grazie al fatto che cambia il punto di vista sul bersaglio. Se però d(t) resta
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lo stesso, la scena resta statica e quindi il principio dell'array non si può
realizzare. Nell'ISAR la cosa è del tutto analoga.
Riprendendo quindi l'espressione del segnale ricevuto1:
SR(t) =
+1x
 1
(x; y)ST (t  2R(x; y; t)
c
)dxdy (2.17)
Ipotizzando quindi misurato questo segnale e quello trasmesso di tipo
sinusoidale. . .
ST (t) = a exp fj2f0tg (2.18)
. . . e applicando la (2.16), la (2.17) può essere sviluppata nel seguente
modo:
SR(t) =
+1x
 1
(x; y) a exp

j2f0

t  2R(x; y; t)
c

dxdy (2.19)
=
+1x
 1
(x; y) a exp

j2f0

t  2
c
(R0(t) + x cos[d(t)] + y sin[d(t)])

dxdy
= a exp fj2f0tg exp

 j4f0
c
R0(t)

+1x
 1
(x; y) exp

 j4f0
c
(x cos[d(t)] + y sin[d(t)])

dxdy
= a exp fj2f0tg| {z }
1
exp

 j4R0(t)
0

| {z }
2
+1x
 1
(x; y) exp f j2 (xX (t) + yY(t))g dxdy
| {z }
3
. . . avendo posto 0 = cf0 e dove:
X (t) := 2
0
cos[d(t)] e Y(t) := 2
0
sin[d(t)] (2.20)
Osservando quindi il risultato ottenuto si possono fare, riguardo i tre
termini evidenziati, le seguenti considerazioni:
1. Corrisponde a ST (t);
2. Si introduce una modulazione di fase dovuta al movimento del punto
di riferimento sul bersaglio;
1Espressione analoga alla (2.8) con la dierenza che in questo caso si aggiunge la
dipendenza della distanza R dal tempo, ipotizzando quindi il bersaglio mobile.
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3. Trasformata bidimensionale di Fourier della funzione di rietti-
vità (x; y).
L'idea sarebbe quindi quella di cercare di eliminare i termini 1 e 2 e
ricavare (x; y) mediante un'operazione di antitrasformata.
Il primo termine lo si può eliminare facilmente moltiplicando il tutto per
exp f j2f0tg, ovvero eettuando una demodulazione coerente, mentre il
secondo è più problematico in quanto R0(t)=0 non è noto.
Supponendo però per ora di riuscire a eliminare anche questo secondo
termine (l'argomento verrà trattato più avanti), quello che si ottiene è il
seguente risultato:
S00R(t) =
+1x
 1
(x; y) exp f j2 (xX (t) + yY(t))g dxdy (2.21)
Supponendo quindi di campionare questo segnale ad un certo istante di
tempo t, S00R(t) non rappresenta altro che la trasformata bidimensionale di
Fourier di (x; y) nelle frequenze spaziali [X (t);Y(t)].
Andando però a vedere la (2.20), appare evidente che:
X (t)2 + Y(t)2 = 4
20
(2.22)
Di conseguenza, di tutta la trasformata di (x; y), si conoscono solo alcuni
campioni sulla circonferenza di raggio 2=0.
Inoltre, quali sono i punti noti di questa circonferenza dipende da d(t) e
quindi da come si muove il bersaglio.
Si ha in particolare che la parte nota di questa circonferenza è l'arco
sotteso tra dmax e dmin, come illustrato in Fig.2.7. Di tutto il dominio di
Fourier si conosce quindi solo un arco di circonferenza. Cosa si può ottenere
quindi da una così scarsa conoscenza della trasformata di (x; y)?
Intanto si può scrivere. . .
S00R(t) =
+1x
 1
(x; y) exp f j2 (xX (t) + yY(t))g dxdy = F (X ;Y)W (X ;Y)
(2.23)
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Figura 2.7: Dominio di Fourier.
. . . dove:
W (X ;Y) =
(
1 sull'arco di circonferenza in cui F è nota
0 altrove
(2.24)
Quindi:
FT  1 fF (X ;Y)W (X ;Y)g = (x; y)
 w(x; y) = ^(x; y) (2.25)
^(x; y) è quindi un'immagine del bersaglio distorta da w(x; y) che rap-
presenta la risposta impulsiva di un sistema lineare e tempo invariante
detto sistema di imaging. È da questa risposta impulsiva che dipende la
risoluzione dell'immagine ISAR risultante.
Ponendo dunque  = dmax   dmin e ipotizzandolo abbastanza piccolo,
l'arco di circonferenza è approssimabile con la relativa corda tangente e il
dominio di Fourier in cui questa funzione è nota è approssimabile con una
linea: (
X = 40 sin


2

Y = 0 (2.26)
Di conseguenza w(x; y) diventa una funzione sinc il cui lobo principale
lungo la direzione x è pari a 1=X . La risoluzione in cross-range quindi:
Rcr =
1
X =
0
4 sin


2
 ' 0
2
(2.27)
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Supponendo di volere per esempio una risoluzione di 1m e lavorando ad
una frequenza f0 = 10GHz. . .
0
2
= 1m)  = 0
2
=
c
2f0
=
3
2
 10 2rad ' 0:859
Con un  di circa 1 si riesce ad ottenere una risoluzione di 1m! Sup-
ponendo quindi di avere un bersaglio che si muove ad una velocità pari a
v = 300ms ad una distanza pari a R = 10km dal radar, per poter compiere
una rotazione apparente di 1 dovrà essere osservato per un tempo pari a. . .
 = 1 =

180
rad) Tobs = x
v
=
R
v
' 0:582s
Questo vuol dire che basta osservare l'oggetto per circa 0:6s per avere
una risoluzione in cross-range di 1m. Si riesce quindi ad ottenere mediante
questa tecnica un'ottima risoluzione in cross-range.
Per quanto riguarda invece la risoluzione in range, ricordando la (2.1),
per migliorarla occorre trasmettere impulsi che occupano una banda più
larga.
Si riscrive quindi l'espressione del segnale ricevuto nel seguente modo:
SR(t) =
+1x
 1
(x; y)e j
4f
c
R(x;y;t)dxdy rect

t
Tobs

rect

f   f0
B

(2.28)
Ricorrendo alla straight iso-range approximation:
SR(t) = e
 j 4f
c
R0(t)
+1x
 1
(x; y)e j
4f
c
(x cos[d(t)]+y sin[d(t)])dxdy W (t; f) (2.29)
. . . dove:
W (t; f) = rect

t
Tobs

rect

f   f0
B

(2.30)
Ricordando quindi la (2.20), che in questo caso si modica nel seguente
modo. . .
X := 2f
c
cos[d(t)] e Y := 2f
c
sin[d(t)] (2.31)
. . . e a seguito della compensazione del moto radiale si ottiene il seguente
risultato:
S00R(t) =
+1x
 1
(x; y)e j2(xX+yY)dxdy W (X ;Y) (2.32)
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Anche questa volta quindi il primo termine della (2.32) non è altro che
la trasformata bidimensionale di Fourier della funzione di riettività (x; y),
mentre W (X ;Y) esprime il dominio delle frequenze spaziali in cui questa
trasformata è nota e la sua antitrasformata è ancora la risposta impulsiva
del sistema di imaging.
Dall'essere una funzione di tipo rect bidimensionale, passando al dominio
(X ;Y), la funzione W si modica infatti come illustrato in Fig.2.8.
Figura 2.8: Dominio di Fourier.
Il dominio di Fourier assomiglia questa volta ad un settore di corona
circolare. Se però si ipotizza la variazione totale dell'angolo di vista  ab-
bastanza piccola, tale settore potrà essere approssimato con un rettangolo i
cui lati saranno pari a 2Bc lungo l'asse Y e 2f0c  lungo X .
Ipotizzando infatti un d(t) concentrato in un intorno di =2, possono
essere fatte le seguenti approssimazioni:
X = 2f
c
cos[d(t)] ' 2f
c
d(t) e Y = 2f
c
sin[d(t)] ' 2f
c
(2.33)
Di conseguenza, lungo X , le variazioni di frequenza diventano ininuenti
e si può tranquillamente approssimare f ' f0. La funzione W può quindi
essere approssimata come segue:
W (X ;Y) 'W 0(X ;Y) = rect
"
X
2f0
c
#
rect
"Y   2f0c
2B
c
#
(2.34)
La sua trasformata quindi:
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w0(x; y) =
2f0
c
sinc

2f0
c
x

 2B
c
sinc

2B
c
y

ej4
f0
c
y (2.35)
Considerando quindi le dimensioni del lobo principale di questa funzione
sinc bidimensionale, si ricavano le espressioni per la risoluzione in range e in
cross-range:
R =
c
2B
Rcr =
c
2f0
(2.36)
Si noti quindi come la risoluzione in range è la stessa che si ottiene per un
comune radar coerente che utilizza la tecnica della compressione di impulso,
mentre per quella in cross-range si è ottenuto lo stesso risultato ricavato in
precedenza. Per quanto riguarda la risoluzione in cross-range però, c'è il
problema che  dipende dal moto del bersaglio rispetto al radar e non può
essere quindi una quantità nota a priori.
C'è inoltre il problema che in realtà il dato che si riceve è riferito nel
dominio del tempo e della frequenza, quando invece si vorrebbe una funzione
delle due coordinate spaziali. Ricordando quindi il vettore rotazione eettiva
del bersaglio, introdotta nella (2.9), che si era chiamato
eff (t), se si ipotizza
tale velocità di rotazione costante, allora può essere scritto. . .
j
eff (t)j = 
eff (t) = 
eff (2.37)
Di conseguenza vale l'uguaglianza d(t) = 
eff  t e quindi:
X ' 2f0
c

eff  t Y ' 2f
c
(2.38)
L'espressione del segnale ricevuto a seguito dell'operazione di compensa-
zione del moto radiale può quindi essere scritta nel seguente modo:
S00R(t; f) = W (f; t)
+1x
 1
(x; y)e j2(xX+yY)dxdy (2.39)
= W (f; t)
+1x
 1
(x; y)e j2
 
x
2f0
c

eff t+ y
2
c
f

dxdy
= W (f; t)
+1x
 1
(x; y)e j2( t+  f )dxdy
. . . dove quindi:

:
= x
2f0
c

eff 
:
= y
2
c
(2.40)
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Figura 2.9: Scenario di riferimento.
La variabile  rappresenta quindi proprio un round trip delay, ovvero
un ritardo temporale dovuto, e direttamente proporzionale, alla distanza in
range y del bersaglio, mentre  è sicamente una frequenza doppler.
Rifacendosi infatti alla Fig.2.9 si ha che, nota la distanza d dal centro di
fase del bersaglio di un certo scatteratore e la velocità di rotazione eettiva

eff , la sua velocità. . .
v = 
eff  d
. . . e quindi la velocità radiale:
vr = v cos() = 
eff  d cos() = 
eff x
Questo vuol dire quindi che. . .
 =
2f0
c

eff x = 2f0
c
vr

Hz
m/s
m/s = Hz

(2.41)
Di conseguenza:
S00R(t; f) = KW (f; t)
+1x
 1
~(; )e j2( t+  f )dd (2.42)
. . . dove:
dx =
c
2f0
eff
d (2.43)
dy =
c
2
d (2.44)
K =
c2
4f0
eff
(2.45)
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Quindi, purtroppo, ^(; ) = ~(; ) 

 w(; ) e non si hanno a di-
sposizione le vere coordinate spaziali. Si può quindi vedere l'immagine del
bersaglio, ma non determinarne le dimensioni. Si tratta del problema della
scalatura.
Tale problema però non si pone in range, visto che  è legato a y tramite
una costante nota, ma lo stesso non si può dire del legame tra  e x.2
Quello che si fa quindi è rappresentare l'immagine in un dominio range-
doppler con un asse in metri e uno in Hertz. Tutto questo a causa del fatto
che 
eff non è noto (né il modulo né la direzione).
C'è però un altro problema: il segnale ricevuto in realtà non è in un
dominio continuo!
Non si ha quindi SR(t; f), ma SR(n;m) dove:
nTr = tn
mf = fm
In genere infatti, il segnale che viene trasmesso in questo tipo di sistemi
è un segnale di tipo stepped frequence in cui, ogni T 0r = Tr=M secondi, si
trasmette un impulso a frequenza fm e si crea una banda virtuale. . .
B = fM   f1 (2.46)
Trasmettendo quindi per ogni sweep un insieme diM impulsi a frequenza
diversa, si collezionerà un certo numero di echi. . .
266664
SR(1; 1) SR(1; 2)    SR(1; N)
SR(2; 1) SR(2; 2)    SR(2; N)
...
...
. . .
...
SR(M; 1) SR(M; 2)    SR(M;N)
377775 = SR(f; t)
 t = tn
f = fm
(2.47)
Si ottiene quindi di fatto un campionamento del segnale e di conse-
guenza, nel momento in cui si eettua l'antitrasformata, una ripetizione
dell'immagine ISAR risultante. Occorre quindi fare attenzione all'aliasing!
Si introduce di conseguenza una nestra spaziale non ambigua le cui
dimensioni sono legate ai valori di Tr e f nel seguente modo:
X = 2f0
effc  t
Y = 2c  f
) X =
2f0
eff
c Tr
Y = 2c f
) x =
1
X =
c
2f0
effTr
y = 1Y =
c
2f
(2.48)
Se quindi questa nestra spaziale non ambigua è più piccola delle dimen-
sioni del bersaglio, allora si vedrà questo ripetersi all'interno dell'immagine
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Figura 2.10: Finestra spaziale non
ambigua sucientemente grande.
Figura 2.11: Finestra spazia-
le non ambigua troppo piccola
(aliasing).
come ben visibile in Fig.2.11 (in Fig.2.10 si vede invece un'immagine in cui
questo problema non si presenta).
C'è però sempre lo stesso problema, ovvero che 
eff non è noto e quindi
non si possono avere informazioni riguardo l'ambiguità in cross-range.
2.3 Dierenze e analogie tra SAR e ISAR
La dierenza sostanziale tra queste due tecniche di imaging non sta nel fatto
che nel SAR l'antenna si muove mentre il bersaglio è fermo mentre nell'ISAR
a muoversi è il bersaglio, perché se così fosse sarebbe solo una questione di
sistema di riferimento.
In realtà, la vera dierenza sta nel fatto che nel SAR la geometria della
scena ripresa è perfettamente nota, mentre nel sistema ISAR no.
Il sistema SAR crea l'immagine sapendo come è costruito l'array sinte-
tico e conoscendo quindi le compensazioni da fare. Si presenta quindi in
questo caso il problema che riprendendo un oggetto in movimento con un
sistema SAR, si realizzerebbe una compensazione con parametri sbagliati.
Una buona idea potrebbe quindi essere quella di elaborare con un processing
ISAR i dati grezzi ottenuti dal SAR, dal momento in cui questo non mette
in conto l'eventuale movimento del bersaglio.
2In realtà esistono anche degli algoritmi per approssimare una scalatura in cross-range.
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2.4 Compensazione del moto radiale
Si tratta in particolare di un'operazione che deve essere fatta senza aiuti
esterni essendo il bersaglio in questo tipo di problema non cooperativo. Si
parla di tecniche di image autofocus in quanto se non applicate le immagini
risultano essere defocalizzate.
Queste tecniche possono in particolare essere classicate in due categorie:
Parametriche: sfruttano modelli del segnale per stimare R0(t);
Non parametriche: non utilizzano alcun modello.
Alcuni esempi sono la Image Contrast Based Autofocus e la Image En-
tropy Based Autofocus per quanto riguarda le parametriche, oppure la Pro-
minent Point Processing (Hot Spot) e la Phase Gradient Autofocus per le
non parametriche.
Questo argomento è stato in particolare trattato in [3]. Nelle successive
sezioni verranno quindi illustarti in maniera abbastanza sintetica i principi
e il funzionamento delle tecniche di autofocalizzazione sopracitate.
2.4.1 Image Contrast Based Autofocus (ICBA)
L'implementazione di questa tecnica, illustrata nel dettaglio in [4], e in gene-
rale delle tecniche di auto-focalizzazione parametriche, richiede la denizione
di un modello del segnale e di un criterio per la stima dei parametri. La
tecnica ICBA è quindi basata su una modellizzazione di tipo polinomiale per
l'andamento temporale del termine di fase da compensare e sulla denizione
del contrasto dell'immagine.
Riprendendo quindi il modello del segnale ricavato in precedenza ed eet-
tuando l'operazione di demodulazione coerente, si era ricavato un risultato
del seguente tipo:
S0R(f; t) = W (f; t)e
 j 4f
c
R0(t)
+1x
 1
(x; y)e j2[xX+yY]dxdy (2.49)
Per R0(t) si utilizza quindi il seguente modello:
R0(t) ' 0 +
NX
k=1
kt
k (2.50)
. . . dove i termini k sono i parametri che bisogna stimare. Si tratta
chiaramente di un'approssimazione visto che un modello esatto di R0(t), che
potrebbe avere qualsiasi legge, richiederebbe una stima di un numero innito
di parametri.
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Quelli che interessano però sono solo i termini per k > 0 visto che
0 provoca semplicemente una traslazione dell'immagine e non è causa di
defocalizzazione o distorsione. Pertanto non è necessario stimarlo.
Al ne quindi di focalizzare al meglio l'immagine, occorre che i parametri
vengano stimati quanto più accuratamente possibile.
Per quanto riguarda quindi la tecnica ICBA, la stima dei parametri vie-
ne fatta massimizzando il contrasto dell'immagine denito nel seguente
modo:
IC()
:
=
r
A
n
[I2(; ;) A fI2(; ;)g]2
o
A fI2(; ;)g (2.51)
. . . dove  = [1; 2; : : : ; N ], A f g è l'operatore di media spaziale, men-
tre I(; ;) indica l'intensità dell'immagine ISAR ottenuta compensando il
moto col vettore di prova .
Il termine al denominatore ha l'utilità di normalizzare questo indicatore
di image contrast in modo da renderlo indipendente dal contenuto ener-
getico dell'immagine, la quale potrà quindi essere confrontata con immagini
dal contenuto energetico diverso.
2.4.2 Image Entropy Based Autofocus
È una tecnica di autofocalizzazione del tutto analoga alla ICBA ma che
utilizza una dierente funzione di costo. Mentre nella ICBA si stimano i
parametri massimizzando il contrasto dell'immagine, in questo caso si mira
invece a minimizzare l'image entropy denita come segue:
IE()
:
=  
x
ln

I(; ;)

I(; ;)dd (2.52)
. . . dove:
I(; ;)
:
=
I2(; ;)
A fI2(; ;)g (2.53)
Per stimare quindi i parametri  non si fa altro che minimizzare que-
sta quantità e per questo motivo questa tecnica prende anche il nome di
minimum entropy autofocusing (MEA).
2.4.3 Prominent Point Processing
Trattasi di una tecnica non parametrica e che di conseguenza non utilizza
alcun modello del segnale ricevuto.
In questo caso si cerca di compensare il moto eettuando prima un allinea-
mento grezzo dei proli in range e successivamente una coniugazione di
fase per migliorare la precisione.
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Assumendo infatti che il prolo in range non vari di molto tra una sweep
e la successiva, attraverso una operazione di correlazione è possibile ottenere
il seguente risultato:
i;i+1 = argmax

Z
j ~S0R(; i)j j ~S0R( + ; i+ 1)jd

(2.54)
. . . dove ~S0R(; i) è l'i-esimo e ~S
0
R( + ; i + 1) l'(i + 1)-esimo prolo in
range. Ponendo quindi. . .
~~S0R(; i+ 1) = ~S0R(  i;i+1; i+ 1) (2.55)
. . . si riesce ad ottenere un allineamento del prolo con una precisione
dell'ordine della cella in range.
Una volta allineati quindi i proli, prendendo una certa cella in range ci
si aspetterebbe di vedere un certo scatteratore sempre all'interno di questa
cella. Per ogni istante temporale questo scatteratore produrrà quindi una
certa storia di fase che dipende da dove è posizionato all'interno della cella
in ogni istante di tempo. Questa fase avrà conseguentemente nel tempo un
andamento randomico. Se si riesce quindi a individuare, ipotizzando che
in ogni cella in range ci sia un solo scatteratore, questa fase, la si potrà
annullare.
Niente però assicura che in una certa cella in range ci sia un solo scat-
teratore. Si può però considerare che se in questa cella l'andamento di fase
varia molto velocemente è lecito pensare che vi siano più scatteratori i cui
contributi, a causa del movimento del bersaglio, si sommeranno in maniera
coerente. In una cella in cui l'ampiezza del segnale resta più o meno costante
invece, è lecito pensare che ci sia uno scatteratore dominante in cui la somma
coerente con gli altri non da un contributo signicativo. Si mira quindi a
ricercare la cella in range che presenta varianza minima la cui storia di
fase verrà usata per compensare tutto il segnale nel seguente modo:
S00R(; t) =
~~S0R(; t) exp f j'0(t)g (2.56)
. . . dove '0(t) è appunto la storia di fase della cella in range con varianza
minima.
2.4.4 Phase Gradient Autofocus
Il problema della tecnica PPP è che potrebbe accadere che la cella in ran-
ge con varianza minima non abbia un solo scatteratore. Potrebbe quindi
accadere che la fase stimata sia la somma coerente delle fasi di due o più
scatteratori e che non dia quindi la storia di fase vera dell'intero oggetto.
La tecnica PGA è invece basata su una stima amassima verosimiglian-
za in cui la stima della fase residua viene fatta utilizzando le informazioni
di tutte le celle in range.
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Capitolo 3
ISAR Bistatico
In generale, un sistema radar bistatico può essere denito come un sistema
in cui trasmettitore e ricevitore sono disposti in posizioni diverse ad una
certa distanza tra loro. Non si tratta certo di una novità in quanto i primi
sistemi radar erano proprio fatti in questo modo.
Particolarmente signicativo è infatti l'esempio del sistema NAVSPASUR
(Navy Space Surveillance System), un sistema di sorveglianza spaziale svi-
luppato tra il 1958 e il 1964 in risposta ai primi esperimenti spaziali sovietici
col lancio dello Sputnik 1 nel 1957, caratterizzato da tre siti di trasmissione
(quello principale presso Lake Kickapoo, Texas) e sei stazioni di ricezione
sparsi per gli Stati Uniti.
Altri esempi sono il sistema Multistatic Measurement System (MMS)
situato a Kwajalein nelle Isole Marshall e il Sanctuary presso Point Mugu
(California) sviluppati all'inizio degli anni '80.
Più recente invece è il sistema di sorveglianza spaziale GRAVES (Grand
Réseau Adapté à la Veille Spatiale), entrato in servizio nel Novembre del 2005
con trasmettitore nei pressi di Broye-lès-Pesmes (Franche-Comté) e installato
per la sorveglianza di satelliti e detriti spaziali.
Rispetto alla tecnica SAR però, la ricerca sulla tecnica ISAR bistatica è
relativamente recente e ancora oggi la maggior parte della ricerca a riguardo
concerne principi di base quali i principi dell'imaging bistatica bidimensiona-
le, la questione della risoluzione, i limiti sulle dimensioni siche dei bersagli,
delle frequenze di campionamento, etc. ed è dicile trovare sistemi radar
bistatici che applicano tale tecnica che non siano prototipi sperimentali.
La tecnica ISAR applicata ad un sistema radar bistatico permette di
generare immagini ad alta risoluzione di un bersaglio in movimento se tra-
smettitore e ricevitore possono vedere lo stesso bersaglio simultaneamente.
Si hanno quindi una serie di vantaggi rispetto alla tecnica ISAR monosta-
tica. Anzitutto una congurazione bistatica ore la possibilità di acquisire
una maggiore quantità di informazioni complementari sul bersaglio, evitare il
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problema delle velocità cieche e prevenire il problema delle direzioni a bassa
Radar Cross Section. Altri vantaggi includono una maggiore resistenza al
clutter soprattutto marino e l'immunità al jamming [5].
Tramite questa tecnica è inoltre possibile ottenere immagini radar anche
di bersagli di tipo stealth a causa di diversi meccanismi di scattering che
entrano in gioco.
La tecnica ISAR bistatica ore inoltre la possibilità di applicare tecniche
di interferometria per la ricostruzione di immagini ISAR 3D.
La geometria del problema è quindi illustrata in Fig.3.1.
Al ne di illustrare il caso più generico possibile, siano il Radar A e
il Radar B due sistemi radar sia trasmittenti che riceventi e che possono
ricevere sia il proprio segnale che quello dell'altro. In questo caso si possono
quindi ottenere tre possibili congurazioni:
1. Radar A, congurazione monostatica: si trasmette e si riceve usando
il Radar A;
2. Radar B, congurazione monostatica: si trasmette e si riceve usando
il Radar B;
3. Due congurazioni bistatiche equivalenti (BI) che coinvolgono il Radar
A come trasmettitore e il Radar B come ricevitore e viceversa.
Particolare importanza assumerà quindi l'angolo bistatico  formato
dai versori della linea di vista (LOS) dei due radar, nominati iMA(t) e iMB(t).
Figura 3.1: Geometria Bistatica.
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3.1 Modello del segnale ricevuto
A seguito dell'opportuna elaborazione del segnale, illustrata nel Capitolo 2,
l'espressione del segnale ricevuto nel dominio tempo-frequenziale può essere
scritta nel seguente modo:
SR(f; t) = W (f; t)
Z
V
(x)e j'(x;f;t)dx (3.1)
W (f; t) = rect

t
Tobs

rect

f   f0
B

(3.2)
dove f0 rappresenta la frequenza del segnale portante, B è la banda del
segnale trasmesso, Tobs è il tempo di osservazione e V è la regione spaziale
in cui è denita la funzione di riettività (x) supposta nota.
Il termine di fase '(x; f; t) in (3.1) dipende da quale congurazione radar
viene considerata.
I termini di fase relativi alle tre congurazioni possono quindi essere
scritti nei seguenti modi:
'MA;MB(x; f; t) =
4f
c
[RA;B(t) + x iMA;MB(t)] (3.3)
'BI(x; f; t) =
('MA(x; f; t) + 'MB(x; f; t))
2
=
2f
c
[RA(t) + x iMA(t) + RB(t) + x iMB(t)]
=
4f
c

RA(t) +RB(t)
2
+ x iMA(t) + iMB(t)
2

=
4f
c

RA(t) +RB(t)
2
+K(t) x  iMA(t) + iMB(t)jiMA(t) + iMB(t)j

=
4f
c
[RBI(t) +K(t) x iBI(t)] (3.4)
. . . dove:
K(t) =
 iMA(t) + iMB(t)2

= cos

arccos(iMA(t) iMB(t))
2

= cos

(t)
2

(3.5)
Nelle equazioni (3.3)-(3.5) in particolare, RA(t) e RB(t) sono le distanze
tra i due radar (Radar A e Radar B) e il centro di fase O del bersaglio in
questione, iMA(t) e iMB(t) sono i versori indicanti la direzione della LOS per
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i due radar e inne x è il vettore che localizza un generico scatteratore del
bersaglio.
Sostituendo quindi le equazioni (3.3) e (3.4) nella (3.1) si ottiene il
modello del segnale ricevuto per le tre congurazioni.
Dalle due congurazioni monostatiche si ricavano quindi normalmente
due immagini ISAR. Quella bistatica invece necessita un po' più di atten-
zione, in quanto l'immagine ISAR risultante apparirà distorta a causa della
geometria del problema.
Tale distorsione è dovuta in particolare dal termine K(t) visibile nell'e-
quazione (3.4).
3.2 Risposta Impulsiva del sistema ISAR Bistatico
Il termineK(t) trasporta in particolare l'informazione relativa alla variazione
nel tempo della geometria bistatica. Tuttavia, quello che inuisce eettiva-
mente sulla risposta impulsiva dell'immagine ISAR è la variazione durante
il tempo di osservazione dell'angolo bistatico (t), ovvero l'angolo descrit-
to da Radar A, bersaglio e Radar B. Prima di poter calcolare la risposta
impulsiva del sistema tuttavia, è necessario fare due ipotesi:
1. Condizione di campo lontano;
2. Tempo di integrazione abbastanza breve.
Assumendo valide queste due ipotesi si è sicuri della costanza nel tempo
del vettore di rotazione eettiva del bersaglio nominato in precedenza
eff .
Quando quindi tale vettore (che per comodità ora chiameremo sempli-
cemente 
) è costante, il segnale ricevuto relativo ad un certo scatteratore,
localizzato in un generico punto del bersaglio, può essere scritto, a seguito
dell'operazione di compensazione del moto radiale, nel seguente modo:
SR(f; t) = W (f; t)
x
(x1; x2)e
 j'BI(x10;x20;f;t)dx1dx2 (3.6)
dove . . .
(x1; x2) =
Z
 0(x1; x2; x3)dx3 (3.7)
. . . (vedasi la (2.13)) e dove il termine di fase 'BI(x10; x20; f; t) può essere
scritto come:
'BI(x10; x20; f; t) =
4f
c
[K(t) (x10 sin(
t) + x20 cos(
t))] (3.8)
Nelle (3.6)-(3.8) 
 è il modulo del vettore rotazione, mentre (x10; x20; x30)
sono le coordinate di un generico scatteratore sul bersaglio rispetto ad un
sistema di riferimento centrato sul bersaglio stesso (vedasi Fig.3.1).
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Visto quindi che l'asse x3 viene scelto coincidente con la direzione del
vettore 
, si può considerare tranquillamente la funzione di riettività bidi-
mensionale  invece di  0.
Assunte valide le due ipotesi sopracitate, la variazione dell'angolo bistati-
co risulta essere relativamente piccola anche se il bersaglio dovesse percorrere,
durante il tempo di integrazione, distanze molto lunghe.
L'angolo bistatico può quindi essere approssimato col suo polinomio di
Taylor al primo ordine come segue:
(t) ' (0) + _(0)t (3.9)
dove. . .
 Tobs
2
 t  Tobs
2
e _ =
@
@t
Ne risulta di conseguenza che il termine K(t) può essere approssimato in
maniera analoga come segue:
K(t) ' K(0) + _K(0)t
= cos

(0)
2

 
_(0)
2
sin

(0)
2

t = K0 +K1t (3.10)
Ricorrendo quindi a questa approssimazione, l'equazione (3.8) diventa:
'BI(x10; x20; f; t) =
4f
c
[(K0 +K1t) (x10 sin(
t) + x20 cos(
t))] (3.11)
Se quindi la variazione totale dell'angolo di vista (direttamente legata alla
durata del tempo di osservazione) risulta essere abbastanza piccola, la sinu-
soide può tranquillamente essere approssimata col suo argomento, mentre la
cosinusoide con 1. Di conseguenza:
'BI(x10; x20; f; t) ' 4f
c
[(K0 +K1t)
tx10]
+
4f
c
[(K0 +K1t)x20] (3.12)
Per quanto riguarda invece la compensazione del moto radiale del bersa-
glio, essa consiste nel compensare il termine. . .
4f
c
RBI(t) =
4f
c

RA(t) +RB(t)
2

(3.13)
Tale operazione di compensazione può essere realizzata considerando la
congurazione monostatica equivalente, in quanto il termine K(t) non
inuisce in alcun modo su questa operazione.
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Tale congurazione consiste in nel considerare una radar monostatico
ttizio posto a distanza RBI(0) dal bersaglio lungo la direzione individuata
dalla bisettrice dell'angolo bistatico (vedasi la Fig.3.1).
A seguito quindi della compensazione del moto radiale, la formazione
dell'immagine ISAR consiste nell'eettuare due operazioni di trasformata
di Fourier, ovvero una rispetto la coordinata frequenziale f (compressione
in range) e l'altra rispetto quella temporale t (formazione dell'immagine in
cross-range).
Allo scopo di ricavare la risposta impulsiva del sistema ISAR bistati-
co, vengono di seguito eettuate queste due operazioni di trasformazione
analiticamente.
3.2.1 Compressione in Range
Per cominciare, la compressione in range si fa eettuando la trasformata di
Fourier sul segnale ricevuto dell'equazione (3.1):
S0R(; t) =
Z
W (f; t)(x1   x10; x2   x20)e j'(x10;x20;f;t)e j2fdx1dx2df (3.14)
= exp
n
 j 4f0
c
(K0 +K1t)
tx10
o


   2
c
(K0 +K1t)x20


 W 0(; t)
dove. . .
W 0(; f) = FT fW (f; t)g = Be j2f0 rect

t
Tobs

sinc(B) (3.15)
. . .mentre 
 è l'operatore di convoluzione rispetto la variabile  .
La geometria bistatica introdurrà quindi sul risultato due eetti:
1. Scalatura di un fattore K0 della posizione in range degli scatteratori;
2. Migrazione in range introdotta dalla variazione dell'angolo bistatico
durante l'intervallo di osservazione.
Mentre il primo eetto può essere corretto a posteriori, a patto di cono-
scere la geometria del problema, tramite una scalatura della coordinata in
range, il secondo può causare una distorsione signicativamente dannosa.
Questa migrazione in range consiste in pratica nello spostamento di
un certo scatteratore da una cella in range a un'altra durante il tempo di
osservazione, causando una distorsione nella risposta impulsiva nale.
Al ne di evitare quest'eetto di migrazione, è importante che sia soddi-
sfatta la seguente relazione:
jK1jTobsxM20 < R (3.16)
27
. . . dove R è la risoluzione in range del radar, mentre xM20 è la coordinata
in range dello scatteratore più distante dal centro di fase del bersaglio.
Sostituendo quindi l'espressione del termine K1 nella (3.16), si ottiene il
seguente risultato:
j _(0)j < 2R
Tobsx
M
20
sin  (0)2  (3.17)
Al ne di rendere meglio comprensibile il vincolo esplicato dalla (3.17), in
Fig.3.2 sono gracate delle curve che descrivono l'andamento della velocità
di variazione dell'angolo bistatico, ovvero _(0), al variare del valore di (0)
per i seguenti parametri:
Tobs = 1s
xM20 = 50m
R = [0:1; 0:4; 0:7; 1]m
Figura 3.2: Bistatic Deviation.
Da ciò si evince quindi che la velocità di variazione massima dell'angolo
bistatico decresce se:
1. L'angolo bistatico cresce;
2. Diminuisce la risoluzione in range.
Nel momento in cui la (3.17) è soddisfatta, la (3.14) può quindi essere
riscritta come segue:
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S0R(; t) = exp

 j 4f0
c
(K0 +K1t)
tx10



   2
c
K0x20


 W 0(; t)
(3.18)
3.2.2 Formazione dell'immagine in cross-range
La formazione dell'immagine in cross-range si ricava eettuando una ulteriore
trasformata di Fourier alla (3.18) lungo la coordinata temporale.
Il risultato è un'immagine complessa nel dominio temporale (range) e
doppler:
PSF(; ) =
Z 
exp
n
 j 4f0
c
(K0 +K1t)
tx10
o


   2
c
K0x20


 W 0(; t)

e j2tdt
= CH [; 0; 1] 

   2
c
K0x20


 
w(; ) (3.19)
dove:
w(; ) = BTobse
 j2f0 sinc(Tobs)sinc(B) (3.20)
CH [; 0; 1] = FT fch [t; 0; 1]g (3.21)
ch [t; 0; 1] = e
 j2(0t+1t2) (3.22)
0 =
2f0
x10
c
cos

(0)
2

=
2f0
x10
c
K0 (3.23)
1 =  2f0
x10
c
sin

(0)
2
 _(0)
2
=
2f0
x10
c
K1 (3.24)
. . . e dove, analogamente a prima, 
 è l'operatore di convoluzione lungo
la variabile .
Di conseguenza, l'espressione della risposta impulsiva scritta in (3.19),
può essere riscritta nel seguente modo:
PSF(; ) = CH [; 0; 1]
 w

   2
c
K0x20; 

(3.25)
Risulta quindi che questa risposta impulsiva può essere vista come la
convoluzione tra un impulso di tipo chirp e una sinc, il che equivale ad un
impulso chirp di durata nita.
Come si può vedere dalle (3.21)-(3.24), il chirp rate dipende dalla
posizione dello scatteratore lungo la coordinata di cross-range.
L'argomento dell'eetto di defocalizzazione dovuto al segnale chirp, in
particolare, è stato ampiamente arontato in [6], in cui sono state proposte
delle apposite tecniche al ne di eliminare questi eetti.
Secondo [6] infatti, anché questo eetto di defocalizzazione non si veri-
chi, è necessario che il chirp rate, dato dal termine 1, soddis la seguente
relazione:
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j1j < 1
T 2obs
(3.26)
Sostituendo quindi la (3.26) nella (3.24), si ricava il seguente vincolo sulla
velocità di variazione dell'angolo bistatico _(0):
j _(0)j <
 cf0T 2obs
xM10 sin  (0)2 
 (3.27)
Se lo scenario bistatico in questione non soddisfa la (3.27), risulteranno
con ogni probabilità delle distorsioni nell'immagine.
Tuttavia, tali scenari sono quelli in cui il sistema ISAR viene spinto al
limite. Nella prossima sezione verrà quindi preso in considerazione e analiz-
zato il caso peggiore possibile della geometria del sistema bistatico, ovvero
quello che porta a massimizzare la velocità di variazione dell'angolo bistati-
co, e verrà determinata la velocità che dovrà avere il bersaglio in questione
per causare questi eetti di distorsione.
3.2.3 Distorsione Bistatica: Caso Peggiore
La massima velocità di variazione dell'angolo bistatico si ottiene nel momento
in cui la direzione lungo la quale si muove il bersaglio è ortogonale alla
baseline, attraversandola esattamente al centro. Tale geometria è illustrata
in Fig.3.3.
Figura 3.3: Geometria di worst case.
Considerando la velocità v positiva nel momento in cui il bersaglio si
muove avvicinandosi alla baseline, la derivata nel tempo dell'angolo bistatico
_(t) è pari a:
_(t) =
BLv
(R+ vt)2 +

BL
2
2 (3.28)
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Applicando quindi la (3.27), si ottiene il seguente vincolo sul modulo
della velocità:
jvj <
 cf0T 2obs
xM10 sin  (0)2 

BL
 
R2 +

BL
2
2!
(3.29)
. . . dove BL è la lunghezza della baseline e R è la distanza tra il centro
di quest'ultima e il bersaglio.
Figura 3.4: Velocità che causa distorsione in cross-range.
In Fig.3.4 sono quindi gracate la curve delle velocità massime che sod-
disfano la (3.29) al variare del valore di R e per quattro diversi valori del
vettore rotazione 
.
Per quanto riguarda i restanti parametri invece, per generare i risultati
visualizzati in Fig.3.4, sono stati utilizzati i seguenti valori:
f0 = 10GHz Tobs = 1s
xM1 = 50m BL = 5km
R = [5; 20]km 
 = [0:01; 0:1]rad/s
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3.3 Vettore di rotazione eettiva e piano immagine
La ricerca e l'analisi del piano immagine, per quanto riguarda il radar
imaging in generale, è un argomento molto importante che va arontato con
cura.
Nel caso di una geometria bistatica, la dierenza sostanziale rispetto al
monostatico è che in generale i versori di range e cross-range non sono
ortogonali. La variazione del piano immagine, e in particolare la variazione
dell'angolo compreso tra gli assi di range e cross-range, ha quindi impatti
sulle immagini SAR/ISAR a seconda del particolare algoritmo di imaging
adottato.
Applicando in particolare l'algoritmo Range Doppler, si presentano del-
le distorsioni sull'immagine che vanno quindi corrette a seconda dell'angolo
tra i due versori.
Facendo ora riferimento al caso monostatico, si ricordi la seguente re-
lazione tra la fase del segnale ricevuto e il termine relativo alla frequenza
doppler fd(t):
'(t) =
4f
c
(x iLOS)) fd(t) = 1
2
d
dt
'(t) =
2f
c
d
dt
[x iLOS ] (3.30)
Rifacendosi invece a [7], fd(t) è scrivibile come segue:
fd(t) =
2f
c
[
eff  x]  iLOS = 2f
c
h

TLx
i
=
2f
c

LT

T
x

(3.31)
. . . dove 
eff (t) = iLOS(
iLOS), essendo 
 il vettore di rotazione totale
del bersaglio rispetto al radar, mentre L è la seguente matrice:
L =
264 0 sin(e)   sin(a) cos(e)  sin(e) 0 cos(a) cos(e)
sin(a) cos(e)   cos(a) cos(e) 0
375 (3.32)
In particolare, a e e sono rispettivamente gli angoli di azimuth ed ele-
vazione indicanti la direzione della LOS nel sistema di riferimento solidale
col bersaglio.
Essendo quindi dimostrabile che LT
 = iLOS 
, è possibile sviluppare
la (3.31) come segue:
fd(t) =
2f
c
h
(iLOS 
)T x
i
=
2f
c
[(iLOS 
) x] (3.33)
Uguagliando quindi i risultati ottenuti nella (3.30) e nella (3.33), si
ottiene il seguente risultato:
d
dt
[x iLOS ] = (iLOS 
) x (3.34)
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Questo risultato è in particolare utile al ne di calcolare il vettore di
rotazione eettiva equivalente bistatico, tramite il quale è possibile de-
terminare il piano immagine e la risoluzione in cross-range dell'immagine
ISAR.
Si ritorni quindi a considerare lo scenario bistatico. Derivando il risultato
ottenuto nella (3.4), trascurando i termini RA(t) e RB(t), si ricava infatti il
seguente risultato per la frequenza doppler:
fd(t) =
1
2
d
dt
'(t) =
2f
c
d
dt

x iMA(t) + x iMB(t)
2

(3.35)
=
2f
c
d
dt
[K(t) x iBI(t)]
Ci si concentra quindi sulla seguente uguaglianza ricorrendo alla (3.34):
1
2
d
dt
[x iMA(t) + x iMB(t)] = d
dt
[K(t) x iBI(t)] (3.36)
1
2
[(iMA 
MA)x + (iMB 
MB)x] = _K(t) x iBI(t) +K(t) (iBI 
BI) x
1
2
(iMA 
MA + iMB 
MB) x = _K(t) iBI(t)x+K(t) (iBI 
BI) x
1
2
(iMA 
MA + iMB 
MB) = _K(t) iBI +K(t) (iBI 
BI)
Si ottiene quindi il seguente risultato nale:
~iCR
:
= iBI 
BI = (iMA 
MA) + (iMB 
MB)  (2
_K(t) iBI)
2K(t)
(3.37)
Ne consegue quindi:

BI;eff = ~iCR  iBI (3.38)
=
(iMA 
MA) + (iMB 
MB)  (2 _K(t) iBI)
2K(t)
 iBI
=
(iMA 
MA) + (iMB 
MB)
2K(t)
 iBI
Per quanto riguarda invece la direzione di cross-range, richiamando la
(3.31) e sfruttando le proprietà del prodotto misto, l'espressione della fre-
quenza doppler può essere scritta come segue:
fd(t) =
2f
c
[iLOS 
eff ] x = 2f
c
j
eff j iCRx (3.39)
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Questo era nel caso monostatico. Nel caso bistatico invece, sviluppando
la (3.35), si ha che:
fd(t) =
2f
c
iMA 
MA + iMB 
MB
2
x (3.40)
Di conseguenza, il versore di cross-range per il caso bistatico è scrivibile
nel seguente modo:
iCR =
(iMA 
MA) + (iMB 
MB)
j(iMA 
MA) + (iMB 
MB)j (3.41)
Osservando quindi la (3.37) è facilmente deducibile che iCR non è orto-
gonale al versore di range. Il versore di range iBI infatti, per le proprietà del
prodotto vettoriale, risulta essere ortogonale a ~iCR. . .
~iCR =
(iMA 
MA) + (iMB 
MB)
2K(t)
 
_K(t)
K(t)
iBI ? iBI (3.42)
Questo vettore ~iCR può quindi essere visto come un vettore di cross-range
ortogonalizzato.
Ipotizzando a questo punto che l'angolo bistatico non vari sensibilmente
durante il tempo di osservazione, è lecito approssimare _K(t) = K1 e K(t) =
K0. Tale vettore può quindi essere approssimato come segue:
~iCR ' j(iMA 
MA) + (iMB 
MB)j
2K0
iCR   K1
K0
iBI (3.43)
Ne risulta quindi che, essendo ~iCR ? iBI , il versore di cross-range iCR
ha una componente ortogonale a iBI e una componente parallela dipendente
dal termine K1. Sviluppando infatti la (3.43) si ricava il seguente risultato:
iCR ' 2K0
~iCR + 2K1 iBI
j(iMA 
MA) + (iMB 
MB)j (3.44)
Essendo quindi, approssimando e sviluppando la (3.42), il modulo di ~iCR
pari a. . . ~iCR ' (iMA 
MA) + (iMB 
MB)  2K1iBI2K0
 (3.45)
. . . il versore di cross-range può essere scritto come segue:
iCR ' j(iMA 
MA) + (iMB 
MB)  2K1iBI j
~^iCR + 2K1 iBI
j(iMA 
MA) + (iMB 
MB)j (3.46)
. . . dove ~^iCR non è altro che ~iCR normalizzato.
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Notasi quindi come, nel caso di angolo bistatico costante (K1 = 0), si
ottiene un versore di cross-range iCR = ~^iCR ? iBI .
Per qualunque valore di K1 tuttavia, il vettore ~iCR sarà sempre ortogo-
nale a 
BI;eff . Come è facilmente deducibile dalla (3.38) infatti, è ovvio
che 
BI;eff è ortogonale sia a iBI che a iCR. Questo vuol dire che, anche se
la presenza del termine K1 ha l'eetto di rendere non ortogonali i versori di
range e cross-range, questo non si ripercuote sul piano immagine, il quale è
quindi indipendente dalla velocità di variazione dell'angolo bistatico.
Nel momento in cui però la funzione di riettività del bersaglio viene pro-
iettata su tale piano, il passaggio ad un sistema di riferimento range/cross-
range dagli assi non ortogonali provoca una ulteriore scalatura dell'immagine
nella direzione di cross-range pari al coseno dell'angolo compreso tra ~iCR e
iCR.
Osservando la (3.42) inoltre, può essere scritta la seguente uguaglianza:
iMA 
MA + iMB 
MB
2
= K0~iCR +K1 iBI (3.47)
Questo implica che l'espressione della frequenza doppler, a partire dalla
(3.40), può essere scritta come segue:
fd(t) =
2f
c
h
K0(~iCRx) +K1(iBI x)
i
(3.48)
Si può quindi aermare che lo shift doppler introdotto da un certo scat-
teratore non sarà più dipendente esclusivamente dalla sua posizione lungo la
coordinata di cross-range, come invece si ha nel caso monostatico (vedasi la
(2.41)), ma ci sarà anche una certa dipendenza dalla sua posizione in range.
Tutto questo si traduce in uno shift doppler aggiuntivo pari a:
fd(t) =
2f
c
K1 (iBI x) (3.49)
Notasi inoltre come questo fd(t) sia direttamente proporzionale al ter-
mine K1 e quindi provocato dalla variazione durante il tempo di integrazione
della geometria bistatica.
Per quanto riguarda invece il primo termine della (3.48), questo introduce
uno shift doppler pari a:
~fd(t) =
2f
c
K0 (~iCRx) = 2f
c
K0 j
eff j (~^iCRx) (3.50)
Confrontando quindi questo risultato con la (3.39) è facile osservare che,
trascurando il termine K1, la geometria bistatica provoca un eetto di scala-
tura in cross-range pari a K0, così come si era detto anche per la risoluzione
in range.
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In conclusione può essere aermato che, nel momento in cui si ha a
che fare con un sistema di tipo ISAR bistatico, è lecito considerare il siste-
ma monostatico equivalente e il vettore di rotazione eettiva espresso dalla
(3.38).
Se quindi il termine K1 risulta essere abbastanza piccolo da poter essere
trascurato, l'immagine ISAR risultante sarà uguale a quella che si otterrebbe
utilizzando questo sistema monostatico equivalente a meno di un fattore di
scala sulla risoluzione pari a 1=K0 (sia in range che in cross-range).
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Capitolo 4
Errori di Sincronizzazione
A dierenza dei sistemi di tipo monostatici, un sistema radar bistatico sore
particolarmente gli eventuali errori di sincronizzazione, che sopraggiun-
gono a causa del fatto che trasmettitore e ricevitore non sono collocati nello
stesso punto.
Entrando quindi più nello specico, gli errori di sincronizzazione possono
essere classicati, in base alla loro natura, in tre categorie:
 Errori di sincronizzazione spaziale;
 Errori di sincronizzazione temporale;
 Errori di sincronizzazione fasoriale.
Con sincronizzazione spaziale si fa riferimento alla sincronizzazione tra
le antenne trasmittente e ricevente che devono puntare entrambe esattamente
nello stesso punto [8].
La sincronizzazione temporale invece riguarda il riferimento temporale
usato per la misura dei ritardi, mentre quella fasoriale consiste nella coe-
renza tra gli oscillatori locali operanti nell'apparato trasmittente e in quello
ricevente.
In un sistema monostatico ovviamente, tali problemi non si pongono.
Questo perché trasmettitore e ricevitore utilizzano la stessa antenna, lo stesso
clock e lo stesso oscillatore locale.
Per lo studio della tecnica ISAR applicata ai sistemi radar bistatici, tale
problema va quindi arontato con molta cura, in particolare per quanto
riguarda la sincronizzazione fasoriale.
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4.1 Modello del Segnale
Riprendendo l'espressione del segnale ricevuto (3.1), si estende ora il tutto
ad uno scenario più realistico in cui entrano in gioco anche gli errori di
sincronizzazione di fase.
Tali errori possono quindi essere modellati come un jitter di frequenza
aggiuntivo:
f(t) = 0 + 1t+ F (t) (4.1)
. . . dove 0 rappresenta un oset frequenziale, 1t è un drift di frequenza,
entrambi dipendenti dalla temperatura dell'oscillatore, mentre F (t) è un
ulteriore jitter aleatorio riscontrabile sia sull'oscillatore al trasmettitore sia
su quello al ricevitore (noise-like).
Includendo questi errori, l'espressione del termine di fase relativo alla
congurazione bistatica (3.4) si modica nel seguente modo:
'BI(x; f; t) =
2(f +f(t))
c
[RA(t) + x iMA(t) + RB(t) + x iMB(t)]
=
4(f +f(t))
c

RA(t) +RB(t)
2
+K(t) x iBI(t)

(4.2)
. . . dove K(t) e iBI(t) sono gli stessi della (3.4). Sostituendo quindi la
(4.2) nella (3.1) si ottiene il seguente risultato:
SR(f; t) = W (f; t)e
 j'0(f;t)
Z
V
(x)e j'x(x;f;t)dx (4.3)
. . . dove:
'0(f; t) =
4(f +f(t))
c
 RA(t) +RB(t)
2
(4.4)
. . . è il termine relativo al moto del centro di fase del bersaglio, mentre. . .
'x(x; f; t) =
4(f +f(t))
c
K(t) x iBI(t) (4.5)
. . . è il termine relativo al moto del generico scatteratore in posizione x
rispetto al bersaglio stesso.
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4.2 Eetti sulla compensazione del moto radiale
La maggior parte delle volte, le tecniche di compensazione del moto radiale
impiegate nei sistemi ISAR sono quelle parametriche, le quali consentono
delle soluzioni più accurate a questa problematica.
Vengono quindi analizzati gli eetti degli errori di sincronizzazione sul-
l'algoritmo dell'Image Contrast Based Autofocus e successivamente esteso il
tutto per ogni generica tecnica di autofocalizzazione sia parametrica che non
parametrica.
Peculiarità delle tecniche di compensazione parametriche è il fatto che
queste si basano sulla determinazione di un certo modello, usato per l'ap-
prossimazione del moto radiale del bersaglio.
La maggior parte delle volte il modello impiegato è di tipo polinomiale e
in particolare di secondo grado:
RA(t) +RB(t)
2
' 0 + 1t+ 2t2 (4.6)
La validità di questo tipo di approssimazione, tipica per uno scenario di
tipo monostatico, può essere dimostrata abbastanza semplicemente anche per
sistemi radar in congurazione bistatica. La storia di fase associata ad un
particolare scatteratore sul bersaglio, infatti, può essere vista semplicemente
come la semisomma delle due storie di fase monostatiche che si otterrebbero
considerando separatamente il Radar A e il Radar B. Pertanto, se la storia
di fase monostatica può essere approssimata con un modello polinomiale di
un certo grado n, anche questa semisomma potrà essere approssimata con
un polinomio dello stesso grado.
Applicando quindi la (4.1) e l'approssimazione nella (4.6), l'espressione
relativa al termine di fase '0 può essere scritta nel seguente modo:
'0(f; t) =
4(f + 0 + 1t+ F (t))
c

0 + 1t+ 2t
2

' 4
c
f(f + 0)0 + [(f + 0)1 + 10] t +
[(f + 0)2 + 11] t
2 + 12t
3g (4.7)
Nell'approssimazione della (4.7) è stato omesso il termine F (t), il quale
è generalmente molto più piccolo dei termini di oset e drift lineare e di
conseguenza trascurabile.
Il rumore di fase è inoltre presente anche nei sistemi monostatici e non è
quindi tra i problemi che vengono introdotti dalla geometria bistatica.
C'è da dire però che la varianza di questo rumore di fase è pari alla somma
di quella relativa all'oscillatore al trasmettitore e quella al ricevitore, essendo
i due indipendenti, ed è di conseguenza leggermente maggiore rispetto al caso
monostatico.
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Il termine '0(f; t) può quindi essere visto come una conseguenza di un
moto radiale virtuale che dierisce dal moto radiale reale del bersaglio per
via della presenza dell'errore di fase.
Può però essere dimostrato che la presenza di questo errore di fase non
inuisce signicativamente sulla stima dei parametri .
Per iniziare quindi, al ne di stimare questi parametri , si riscrive la
(4.7) nel seguente modo:
'0(f; t) =
4
c

0 + 1t+ 2t
2 + 3t
3

(4.8)
. . . dove:
0 = (f + 0)0 (4.9)
1 = (f + 0)1 + 10
2 = (f + 0)2 + 11
3 = 12
Il termine 0 può essere ignorato in quanto, costituendo un termine di
fase aggiuntivo lineare, provoca sull'immagine ISAR risultante un semplice
shift in range.
Di conseguenza, tenendo in considerazione solo i termini 1, 2 e 3, la
(4.8) può essere riscritta come segue:
'0(f; t) =
4f
c

01t+ 
0
2t
2 + 03t
3

(4.10)
. . . dove:
01 =

1 +
0
f

1 +
10
f
(4.11)
02 =

1 +
0
f

2 +
11
f
03 =
12
f
Sulla base di ciò possono quindi essere fatte le seguenti considerazioni:
1. Sapendo che 0  f , ovvero che anche nei casi più pessimistici l'oset
di frequenza è comunque molto minore rispetto alle frequenze asso-
lute in gioco, i primi due parametri possono essere ragionevolmente
approssimati nel seguente modo:
01 ' 1 +
10
f
(4.12)
02 ' 2 +
11
f
(4.13)
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2. Può essere facilmente dimostrato che il secondo termine della (4.12)
provoca semplicemente uno shift dell'immagine nella coordinata dop-
pler e può di conseguenza essere trascurato:
01 ' 1 (4.14)
3. Nel momento in cui la seguente disequazione è soddisfatta. . .4c

11T
2
obs + 12T
3
obs
 < 4 (4.15)
. . . i parametri 02 nella (4.13) e 03 nella (4.11), possono essere appros-
simati come segue:
02 ' 2 (4.16)
03 ' 0
Allo scopo quindi di assicurare che la (4.15) sia soddisfatta, si fa in modo
di seguire i seguenti vincoli che ne conseguono:
j1j < c
32j1jT 2obs
(4.17)
j1j < c
32j2jT 3obs
In base al tipo di oscillatore impiegato, il drift di frequenza può variare
da un massimo di una parte per milione (10 6), per gli oscillatori al quarzo
più economici senza controllo di temperatura e in un range tra i 50 e i 100C,
e un minimo di una parte per trilione (10 12) per i costosi oscillatori al cesio
o al rubidio.
Per quanto riguarda invece il tempo di osservazione, questo è in genere
dell'ordine del secondo e di conseguenza, anche per bersagli molto veloci, le
disequazioni in (4.17) sono generalmente soddisfatte.
Risulta quindi che le tecniche di autofocalizzazione parametriche pro-
poste in letteratura sono ben applicabili ai sistemi radar bistatici purché i
vincoli in (4.17) siano soddisfatti.
Per quanto riguarda invece le tecniche non parametriche, come la Hot
Spot e la Phase Gradient Autofocus, queste non saranno sicuramente in-
uenzate da questi errori di sincronizzazione, in quanto trattano il termine
di fase da compensare come un processo aleatorio.
Di conseguenza, anche le tecniche di autofocalizzazione non parametri-
che, benché pensate per sistemi monostatici, sono ben applicabili anche per
congurazioni bistatiche.
41
4.3 Eetti sull'immagine ISAR e sulla risposta im-
pulsiva
Come già detto nel Capitolo 3, il termine K(t) è quello che trasporta l'in-
formazione riguardo l'evoluzione nel tempo della geometria bistatica. La
variazione nel tempo dell'angolo bistatico, durante l'intervallo di integrazio-
ne coerente (tempo di osservazione), inuenza quindi signicativamente la
risposta impulsiva del sistema e l'immagine ISAR risultante.
Bisogna tuttavia tener conto anche qui degli eventuali errori di sincro-
nizzazione.
Riprendendo quindi la (3.6), che rappresenta il segnale ricevuto dal si-
stema ISAR a seguito dell'operazione di compensazione del moto radiale,
comprendendo anche gli eetti degli errori di sincronizzazione, il termine di
fase espresso nella (3.8) si modica nel seguente modo:
'x(x10; x20; f; t) =
4(f +f(t))
c
[K(t) (x10 sin(
t) + x20 cos(
t))] (4.18)
Nella (4.18) sono compresi chiaramente sia l'eetto della variazione nel
tempo della geometria bistatica che quello dell'errore di sincronizzazione.
Richiamando quindi l'approssimazione (3.10) e la (4.1), trascurando però
il termine F (t), la (4.18) può essere riscritta come segue:
'x(x10; x20; f; t) =
4
c
[f + 0 + 1t]R
0(t) (4.19)
. . . dove:
R0(t) = (K0 +K1t) (x10 sin(
t) + x20 cos(
t)) (4.20)
Nel caso in cui la variazione complessiva dell'angolo di vista è abbastanza
piccola, la (4.20) può di conseguenza essere approssimata nel seguente modo:
R0(t) = (K0 +K1t) (x10
t+ x20) (4.21)
A questo punto non resta che andare avanti analizzando più nel dettaglio
le operazioni di compressione in range e formazione dell'immagine in
cross-range.
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4.3.1 Compressione in Range
Il segnale compresso in range, come già visto nel Capitolo 3, si ottiene ef-
fettuando un'operazione di trasformazione di Fourier rispetto alla variabile
delle frequenze f come segue:
~SC(; t) = FT f! fSC(f; t)g (4.22)
= B rect

t
Tobs

exp

 j 4
c
(0 + 1t)R
0(t)

exp

 j2f0

   2
c
R0(t)

sinc

B

   2
c
R0(t)

. . . dove in questo caso SC(f; t) rappresenta il segnale ricevuto a seguito
dell'operazione di compensazione del moto radiale.
L'espressione analitica della componente che costituisce la migrazione in
range può quindi essere ottenuta analizzando l'evoluzione temporale dell'ar-
gomento del termine sinc presente nella (4.22), facendo riferimento alla
(4.21) come segue:
2
c
R0(t) =
2
c
[K0x20 + r(t)] (4.23)
. . . dove:
r(t) = (K1x20 +K0
x10)t+K1
x10t
2 (4.24)
Si noti come la componente della migrazione in range sia:
1. Dipendente dall'angolo bistatico;
2. Indipendente dagli errori di sincronizzazione.
Volendo quindi evitare il presentarsi di questo tipo di eetto distorcente
sull'immagine, è importante che sia soddisfatta la seguente disequazione:
jr(t)j < R
2
8K0;K1; x10; x20 e jtj < Tobs
2
(4.25)
Se la condizione (4.25) è soddisfatta, il segnale espresso dalla (4.22) può
essere riscritto come segue:
~SC(; t) = FT f! fSC(f; t)g (4.26)
= B rect

t
Tobs

exp f j2f0g
= exp

 j 4
c
(f0   0   1t)R0(t)

sinc

B

   2
c
K0x20

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4.3.2 Formazione dell'immagine in cross-range e Risposta
Impulsiva
Eettuando quindi una seconda operazione di trasformazione di Fourier ri-
spetto alla variabile t, si realizza la compressione in cross-range ricavando
l'immagine ISAR complessa:
IC(; ) = FT t!
n
~SC(; t)
o
(4.27)
= B sinc

B

   2
c
K0x20

exp f j2f0g
exp

 4
c
(f0   0)K0x20

Tobs sinc fTobsg

 

   2
c
(f0   0)K0
x10


 D(0; 1;K0;K1; x10; x20)
. . . dove:
D(0; 1;K0;K1; x10; x20) =
Z 1
 1
exp

 4
c
(1t+ 2t
2 + 3t
3)

exp f j2tg dt
(4.28)
1 = (f0   0)K0
x10   (1K0   (f0   0)K1)x20
2 = (f0   0)K1
x10   1(K0
x10 +K1x20)
3 =  1K1
x10 (4.29)
Il termine distorcente in (4.28) può quindi essere riscritto separando la
componente di fase lineare da quella quadratica/cubica come segue:
D = D1 
 D2 (4.30)
D1 è il termine lineare. . .
D1(0; 1;K0;K1; x10; x20) =
Z 1
 1
exp

 4
c
(1t)

exp f j2tg dt
= 

   2
c
1

(4.31)
. . .mentre D2 quello quadratico/cubico:
D2(0; 1;K0;K1; x10; x20) =
Z 1
 1
exp

 4
c
(2t
2 + 3t
3)

exp f j2tg dt
(4.32)
44
L'immagine ISAR complessa espressa nella (4.27) può dunque essere
riscritta in termini della ISAR image Point Spread Function:
IC(; ) = 

   2
c
K0x20



   2
c
f0K0
x10


 wB(; ) (4.33)
La ISAR image Point Spread Function quindi:
wB(; ) = exp fj0gw(; ) (4.34)

 

   2
c
(1   f0K0
x10)


 D2(0; 1;K0;K1; x10; x20)
. . . dove:
0 =  4
c
(f0   0)K0x20 (4.35)
La (4.35) rappresenta in particolare un oset di fase aggiuntivo che non
ha eetto sulla qualità dell'immagine. Nella (4.34), invece...
w(; ) = BTobse
 j2f0 sinc [Tobs] sinc [B ] (4.36)
. . . non è altro che la risposta impulsiva ideale di un sistema di imaging ISAR
monostatico.
Sulla base di ciò si possono quindi fare le seguenti considerazioni:
1. La risposta impulsiva del sistema bistatico, in presenza di errori di
sincronizzazione, può essere interpretata come una versione distorta
della risposta impulsiva di un sistema monostatico;
2. Il termine distorcente lineare (D1) causa uno spostamento degli scat-
teratori nell'immagine in funzione della loro posizione nello spazio (sia
in range che in cross-range);
3. I termini distorcenti non lineari (D2) causano invece delle distorsioni
di tipo chirp e del terzo ordine che provocano un eetto di defocaliz-
zazione sull'immagine risultante.
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4.4 Analisi delle Distorsioni
Si considerano ora separatamente le distorsioni lineari, quadratiche (chirp)
e cubiche, allo scopo di analizzarle e distinguere ciò che è dovuto dalla va-
riazione dell'angolo bistatico da ciò che invece è provocato dagli errori di
sincronizzazione.
4.4.1 Distorsioni Lineari
Il termine di distorsione lineare, anzitutto, può essere quanticato in ter-
mini del relativo shift doppler e può essere comparato con la risoluzione
lungo la coordinata in questione, in modo da determinare il suo impatto
sull'immagine ISAR risultante.
Questo shift doppler può essere in particolare espresso nel seguente modo:
1
:
=
2
c
(0K0
x10 + [1K0   (f0   0)K1]x20)
' 2
c
(0K0
x10 + [1K0   f0K1]x20) (4.37)
. . . ipotizzando 0  f0. Questo termine distorcente può quindi essere
trascurato nel momento in cui lo shift doppler introdotto, funzione di entram-
be le coordinate spaziali degli scatteratori (proiettati sul piano immagine),
è inferiore alla risoluzione:
j1j < 1
Tobs
(4.38)
Di conseguenza si arriva facilmente alla seguente conclusione:
j(0K0
x10 + [1K0   (f0   0)K1]x20)j (4.39)
< j0K0
x10j+ j1K0x20j+ jf0K1x20j < c
2Tobs
Si noti come anche nella peggiore delle ipotesi con K0 = 1 (caso mono-
statico) e oscillatori poco performanti, le due seguenti componenti possano
essere ignorate:
j0x10j  c
2j
jTobs (4.40)
j1x20j  c
2Tobs
(4.41)
Ciò che ne rimane può quindi essere scritto come segue:
jK1x20j < c
2f0Tobs
(4.42)
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Si tratta di un vincolo puramente geometrico. In altre parole, gli errori
di sincronizzazione non causano distorsioni lineari signicative.
È importante inoltre notare come questa componente dominante dello
shift doppler sia direttamente proporzionale alla coordinata in range dello
scatteratore in questione (x20) e al termine K1.
1 ' 2
c
f0K1x20 (4.43)
Notasi come questo risultato sia del tutto identico a quello
espresso dalla (3.49).
Si evince quindi che, per un certo valore della velocità di variazione
dell'angolo bistatico (K1), lo shift doppler diventa proporzionale alla coordi-
nata in range e l'eetto visivo, se questo shift non è eccessivo, è una rotazione
apparente del bersaglio nell'immagine.
Per rendere l'idea degli eetti di queste distorsioni lineari, e quindi dello
shift doppler che si presenta sugli scatteratori nell'immagine, in Fig.4.1 è
illustrata un'immagine ISAR in cui è presente questo tipo di distorsioni,
mentre in Fig.4.2 è riportata l'immagine risultante dallo stesso scenario con
lo stesso bersaglio, ma in assenza di distorsioni.
Figura 4.1: Immagine ISAR con
distorsioni lineari
Figura 4.2: Immagine ISAR
senza distorsioni lineari
4.4.2 Distorsioni Quadratiche
Il termine distorcente quadratico ha invece sull'immagine ISAR un eet-
to di tipo chirp-like. Al ne di limitare queste distorsioni ad un livello
accettabile, il vincolo da soddisfare è quindi il seguente:
j2j < 1
T 2obs
(4.44)
. . . dove:
2
:
=
2
c
[(f0   0)K1
x10   1(K0
x10 +K1x20)] (4.45)
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Come prima, approssimando (f0   0) ' f0 e considerando K0 = 1, si
ottiene il seguente risultato ancora più restrittivo:2c f0K1
x10
+ 2c 1K0
x10
+ 2c 1K1x20
 < 1T 2obs (4.46)
Tale risultato può quindi essere spezzato in tre vincoli separati ponendo
ogni termine minore di 1
3T 2
obs
come segue:
jK1x10j < c
6f0j
jT 2obs
(4.47)
j1x10j < c
6j
jT 2obs
(4.48)
j1K1x20j < c
6T 2obs
(4.49)
Sulla base di ciò, possono essere fatte le seguenti considerazioni:
1. Quello in (4.47) è un vincolo puramente geometrico e dipende esclusi-
vamente dalla velocità di variazione dell'angolo bistatico;
2. Quello in (4.48) dipende esclusivamente dagli eventuali errori di sin-
cronizzazione;
3. Quello in (4.49) dipende sia dalla geometria bistatica che dagli errori
di sincronizzazione.
Queste distorsioni quadratiche causano quindi uno spread lungo la coor-
dinata doppler dell'energia, il che si traduce in un eetto di defocalizzazione
dell'immagine ISAR risultante.
Figura 4.3: Immagine ISAR con
distorsioni quadratiche
Figura 4.4: Immagine ISAR
senza distorsioni quadratiche
Anche qui, in Fig.4.3 è stata illustrata un'immagine ISAR aetta da que-
sto tipo di distorsione, mentre in Fig.4.4 si ha l'immagine ISAR risultante
dallo stesso scenario bistatico e dallo stesso bersaglio, ma senza la presenza
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di distorsioni quadratiche.
A conferma di ciò, supponendo l'assenza di errori di sincronizzazione,
ovvero 0 = 1 = 0, la (4.45) può essere riscritta come segue:
2 =
2
c
[f0K1
x10] (4.50)
Di conseguenza la condizione (4.44) si sviluppa nel seguente modo:
2c [f0K1
x10]
 < 1T 2obs ) jK1j =
  _(0)2 sin

(0)
2
 <
 c2f0
x10T 2obs

In totale accordo con la (3.27) si arriva quindi alla seguente conclusione:
j _(0)j <
 cf0T 2obs
x10 sin  (0)2 
 (4.51)
In denitiva, aché non si presentino nell'immagine ISAR distorsioni
di primo e secondo ordine, è importante che siano vericate le seguenti
condizioni:
jK1j <
 c2f0xM20Tobs
 ) Assenza di distorsioni lineari! (4.52)
jK1j <
 c2f0
xM10T 2obs
 ) Assenza di distorsioni quadratiche!
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4.4.3 Distorsioni Cubiche
Per quanto riguarda inne il termine distorcente del terzo ordine, la dise-
quazione da soddisfare al ne di limitarne il più possibile gli eetti è la
seguente:
j3j < 1
T 3obs
(4.53)
. . . dove:
3
:
=
2
c
1K1
x10 (4.54)
Tutto questo si traduce quindi nel seguente vincolo:
j1K1x10j  c
2
T 3obs
(4.55)
Essendo chiaramente dipendente da entrambi, si evince che tale condi-
zione è facilmente vericabile nché non si ha un angolo bistatico che va-
ria molto velocemente, congiuntamente con degli errori di sincronizzazione
particolarmente signicativi.
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Capitolo 5
Simulazione in ambiente
MatLab
Sulla base dei principi e dei risultati illustrati nei capitoli precedenti è quindi
stato realizzato in ambiente MatLab un simulatore Bistatico.m in grado
di. . .
1. Determinare la posizione all'interno dello scenario del radar equivalente
monostatico, note le posizioni del sistema trasmittente e ricevente e
quella del bersaglio al tempo t = 0;
2. Stimare i vettori di rotazione del bersaglio, il piano immagine, l'anda-
mento nel tempo dell'angolo bistatico, la risoluzione sia in range che in
cross-range e di conseguenza prevedere la posizione degli scatteratori
sul piano range-doppler;
3. Stimare il tempo di osservazione massimo che garantisce la costanza
del vettore velocità angolare e quello che provoca la defocalizzazione
dello scatteratore maggiormente defocalizzato;
4. Generare, mediante la conoscenza della geometria del problema, della
traiettoria percorsa dal bersaglio e degli eventuali moti indotti di rollio,
beccheggio e imbardata, il segnale ricevuto;
5. Generare il segnale che verrebbe invece ricevuto da un sistema radar
nella posizione corrispondente al radar equivalente monostatico;
6. Consentire una compensazione del moto radiale del bersaglio ideale
oppure mediante la tecnica Image Contrast Based Autofocusing;
7. Generare le due immagini ISAR a seguito di un'operazione di trasfor-
mata di Fourier inversa sui due segnali simulati.
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5.1 Radar equivalente monostatico
Come già detto in precedenza il radar equivalente monostatico è posto
a distanza RBI(t), pari alla semisomma tra la distanza del bersaglio dal tra-
smettitore e quella dal ricevitore, dal bersaglio lungo la direzione individuata
dalla bisettrice dell'angolo bistatico.
Note quindi la posizione di trasmettitore e ricevitore all'interno del-
lo scenario e quella del bersaglio, ricavare la posizione di questo sistema
monostatico virtuale è molto semplice.
In particolare è suciente sottrarre al vettore che identica la posizione
del bersaglio, nel sistema di riferimento globale, un vettore di modulo pari a
RBI(t)jt=0 e direzione identicata dalla Line of Sight bistatica:
Pradar eq. = Ptarget   (RBI(t)jt=0  iBI(t)jt=0) (5.1)
Dove quindi, in linea con quanto detto prima:
RBI(0) =
RA(0) +RB(0)
2
(5.2)
iBI(0) =
iMA(0) + iMB(0)
jiMA(0) + iMB(0)j (5.3)
5.2 Stima dei vettori di rotazione
La stima dei vettori di rotazione del bersaglio rappresenta la parte più deli-
cata nonché, insieme al calcolo del segnale ricevuto, il cuore del simulatore.
Anzitutto è stato fatto in modo da dare all'utente la facoltà di scegliere tra
due diverse opzioni:
 Denire una traiettoria rettilinea alla quale sommare eventuali mo-
ti indotti di beccheggio, rollio e imbardata di andamento periodico,
specicandone l'ampiezza in gradi e il periodo in secondi;
 Caricare una traiettoria reale acquisita mediante GPS o creata de-
nendone sempre in ambiente MatLab l'andamento nel tempo.
In generale, il vettore di rotazione totale 
T , oltre ad essere scomponi-
bile in una componente parallela e una trasversale alla LOS (vedi la (2.9)),
può essere visto come la somma di un vettore dovuto alla rotazione eettiva
del bersaglio nel tempo di osservazione e di una componente apparente do-
vuta alla traslazione rigida del bersaglio, che genera una rotazione appunto
apparente dal punto di vista del radar:

T (t) = 
p(t) +
a(t) (5.4)
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Il vettore di rotazione totale viene quindi determinato sulla base di una
stima di queste due componenti.
In base alla scelta dell'utente viene calcolata la componente
p(t), mentre
il vettore di rotazione apparente 
a(t) viene stimato allo stesso modo in
entrambi i casi.
Cominciando quindi da 
a(t), la direzione di tale vettore può essere
facilmente identicata eettuando un prodotto vettoriale tra la direzione del
bersaglio, o meglio il versore che identica la componente rettilinea della sua
traiettoria, e la direzione della LOS:
i
a =
iV  iLOS
jiV  iLOS j (5.5)
Il modulo invece si determina dividendo la componente trasversale alla
LOS della velocità del bersaglio per la distanza che lo separa dal radar,
dove questa componente trasversale è calcolabile moltiplicando il modulo
del vettore velocità complessivo per il seno dell'angolo compreso tra la sua
direzione e la LOS.
j
a(t)j = v sin()
R0
dove:  = arcsin (jiV  iLOS j) (5.6)
Per quanto riguarda invece 
p(t), si supponga che l'utente decida a fa-
vore della prima opzione tra le due sopra elencate. In questo caso c'è la
possibilità di aggiungere ad una traiettoria rettilinea a velocità costante una
componente periodica oscillatoria di beccheggio, rollio e/o imbardata.
Si denisce quindi il vettore (t) dei movimenti angolari del bersaglio
rispetto al sistema solidale con il radar e con le seguenti componenti:8>>>>>><>>>>>>:
1(t) = pitch(t) = Apitch sin

2
pitch

2(t) = roll(t) = Aroll sin

2
roll

3(t) = yaw(t) = Ayaw sin

2
yaw
 (5.7)
In generale quindi si ha un vettore di rotazione generato dai moti indotti
scrivibile, nel sistema di riferimento solidale con il bersaglio, per derivazione
nel seguente modo:

MI = [
pitch;
roll;
yaw] (5.8)
. . . dove: 8>>>>>><>>>>>>:

pitch = Apitch
2
pitch
cos

2
pitch
t


roll = Aroll
2
roll
cos

2
roll
t


yaw = Ayaw
2
yaw
cos

2
yaw
t
 (5.9)
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A questo punto 
a(t) è calcolabile ruotando il vettore 
MI , portando-
lo quindi dal sistema di riferimento solidale col bersaglio a quello globale,
mediante l'apposita matrice di rotazione R:

a(t) = R

T
MI = RRR

T
MI = (5.10)
=
"
1 0 0
0 cos()   sin()
0 sin() cos()
# "
cos() 0 sin()
0 1 0
  sin() 0 cos()
# "
cos()   sin() 0
sin() cos() 0
0 0 1
# "

pitch

roll

yaw
#
. . . dove  è l'angolo di rotazione del bersaglio lungo l'asse longitudinale, 
quello lungo l'asse trasversale e  quello lungo l'asse verticale che identica-
no la direzione della componente rettilinea della traiettoria.
Se invece si sceglie di acquisire una traiettoria particolare, avendo a di-
sposizione il ightpath del bersaglio, ovvero la sua posizione nello spazio in
corrispondenza di ogni istante temporale, è possibile determinare, derivando
opportunamente, il suo vettore velocità ad ogni istante.
In questo caso quindi 
a(t) viene stimato in modo del tutto analogo al
caso precedente considerando il versore della velocità all'istante centrale.

p(t) invece viene stimato sulla base della derivata del vettore velocità.
A partire infatti dal ightpath del bersaglio, mediante lo script
Crea_Traiettoria.m si crea in una apposita cartella un le .mat contenen-
te, oltre il ightpath stesso e l'asse dei tempi tnew, una matrice VBOX di
dimensioni 3  N dove N è il numero di campioni. Tale matrice contiene
quindi sulla prima riga il modulo del vettore velocità espresso in m/s, mentre
sulla seconda e la terza gli angoli di azimuth ed elevazione che identicano
la direzione di tale vettore in gradi. A partire quindi da queste informazioni,
dopo l'opportuna conversione dei valori in radianti, si ricava tramite una
operazione di derivata la componente lungo z e quella giacente sul piano xy
del vettore 
p(t):

z =
d
dt
[azimuth(t)] (5.11)

xy =
d
dt
[elevazione(t)]
i
z = [0 ; 0 ; 1]
i
xy =
iV  i
z
jiV  i
zj

p(t) = 
z i
z +
xy i
xy (5.12)
. . . dove quindi azimuth(t) e elevazione(t) sono proprio la seconda e la terza
riga di questa matrice VBOX.
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In questo modo viene quindi stimato il vettore di rotazione totale del
bersaglio rispetto al sistema trasmittente e ricevente e da qui è quindi possi-
bile, applicando la (3.38), arrivare al vettore di rotazione eettivo bistatico

BI;eff e quindi al piano immagine.
5.3 Risoluzione dell'immagine ISAR
Parlando ora della risoluzione dell'immagine, come illustrato nei capitoli pre-
cedenti, per quanto riguarda il range è suciente moltiplicare per un fattore
di scala pari a 1=K0 l'espressione della risoluzione di un sistema ISAR mono-
statico, espressa nella (2.1), mentre la risoluzione in cross-range va trattata
con più attenzione.
Come esplicato nella Sezione 3.3, la risoluzione in cross-range è calcola-
bile, come quella in range, dividendo per il termine K0 l'espressione della
risoluzione nella (2.27), ma solo nel momento in cui la (3.49) risulta essere
trascurabile, ovvero risulti essere trascurabile il termine K1.
Il termine  presente nella (2.27) deve inoltre essere calcolato nel seguen-
te modo:
 = j
BI;eff j Tobs (5.13)
Se invece K1 non è trascurabile si deve tenere conto della distorsione
lineare introdotta. Questa distorsione lineare tuttavia è causata dalla non
ortogonalità dei versori di range e cross-range e quindi, nel momento in
cui gli scatteratori del bersaglio vengono riportati nel sistema di riferimento
range-doppler dopo essere stati proiettati sul piano immagine (argomento
che verrà trattato nel dettaglio nella sezione successiva), la posizione previ-
sta degli scatteratori va a combaciare perfettamente con l'immagine ISAR
risultante a patto però di moltiplicare la risoluzione in cross-range, come già
detto nella Sezione 3.3, per un ulteriore termine correttivo pari al coseno
dell'angolo compreso tra il versore di cross-range bistatico e quello del cross-
range ortogonalizzato (pari al prodotto scalare tra i due). La risoluzione
in range e cross-range possono di conseguenza essere calcolate come segue:
R =
c
2BK0
(5.14)
Rcr =
c
2f0K0
cos() (5.15)
. . . dove  è l'angolo compreso tra iCR e ~iCR.
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5.4 Posizione prevista degli scatteratori
Il simulatore Bistatico.m prevede l'utilizzo di un modello per il bersaglio
del quale si desidera ricavare l'immagine ISAR. Si utilizzano in particolare
dei le conteneti informazioni riguardo il numero degli scatteratori, la loro
posizione nello spazio (nel sistema di riferimento solidale col bersaglio stesso
e con asse y coincidente con la direzione lungo la quale si muove) e la funzione
di riettività (parte reale e immaginaria) di ogni scatteratore per ogni canale
polarimetrico (HH, HV, VH e VV).
In Fig.5.1 è riportata come esempio la posizione degli scatteratori del
modello di bersaglio AereoEli e nelle gure successive la proiezione sui piani
xy, xz e yz.
Figura 5.1: Bersaglio AereoEli : rappresentazione nello spazio degli
scatteratori.
Figura 5.2: Piano xy Figura 5.3: Piano xz Figura 5.4: Piano yz
Al ne di stimare quella che alla ne risulterà essere la posizione degli
scatteratori nell'immagine ISAR, si procede quindi attraverso tre passaggi:
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1. Rotazione degli scatteratori lungo la direzione di volo;
2. Proiezione degli scatteratori sul piano immagine;
3. Passaggio al sistema di riferimento range-doppler.
La rotazione degli scatteratori lungo la traiettoria desiderata si fa in modo
del tutto analogo alla rotazione del vettore 
MI , ovvero moltiplicando il
vettore indicante la posizione del generico scatteratore per la stessa matrice
R della (5.10).
Gli scatteratori ruotati possono quindi essere proiettati sul piano imma-
gine in maniera abbastanza semplice. Per fare ciò, si calcola prima di tutto la
distanza tra il generico scatteratore e il piano, calcolando il prodotto scalare
tra la normale al piano, ovvero il versore 
^BI;eff , e il vettore indicante la
posizione dello scatteratore in questione. . .
d(k) = 
^BI;eff Prot;k (5.16)
. . . dove Prot;k è la posizione ruotata del k-esimo scatteratore. Fatto ciò è
suciente sottrarre a Prot;k un vettore di norma d(k) e direzione 
^BI;eff :
Ppro;k = Prot;k   d(k)
^BI;eff (5.17)
. . . dove Ppro;k è il vettore che identica la posizione del k-esimo scatteratore
proiettato.
Figura 5.5: Scenario.
Si consideri quindi come esempio lo scenario illustrato in Fig.5.5, in cui è
dato al bersaglio AereoEli una traiettoria rettilinea con i seguenti parametri:
TX  [ 6km; 2km; 0]  = 0
RX  [6km; 2km; 0]  = 45
B  [0; 10km; 0]  =  90
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Tutto questo implica quindi un radar equivalente monostatico in posizio-
ne [0; 0; 0] e una direzione di volo iV = [ 1p2 ; 0;
1p
2
].
Sulla base di ciò quindi, in Fig.5.6 è illustrata la posizione nello spazio
degli scatteratori ruotati in base alla traiettoria del bersaglio, mentre in
Fig.5.7 e Fig.5.8 è illustrata la loro proiezione sul piano immagine. Dalla
Fig.5.8 in particolare, si vede bene come l'immagine ISAR, che risulterà a
seguito dell'elaborazione del dato simulato, non sarà una top view esatta del
bersaglio (che invece si sarebbe avuta nel caso di un sistema monostatico).
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Figura 5.6: Scatteratori ruotati in base alla traiettoria.
Figura 5.7: Scatteratori proietta-
ti sul piano immagine.
Figura 5.8: Scatteratori proiet-
tati sul piano immagine (piano
xz).
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A questo punto non resta quindi che passare dal sistema di riferimento
cartesiano xyz a quello range-doppler. Anche in questo caso si tratta di
eettuare una rotazione del sistema di riferimento mediante una opportuna
matrice Rrd. Il nuovo sistema di riferimento è ancora cartesiano e i suoi
assi sono identicati dai versori iLOS , iCR e 
^BI;eff (si ricordi che non è
necessariamente detto che iLOS e iCR siano ortogonali).
Detto questo, la matrice di rotazione Rrd è la seguente:
Rrd =
264 ix iCR iy iCR iz iCRix iLOS iy iLOS iz iLOS
ix 
^BI;eff iy 
^BI;eff iz 
^BI;eff
375 (5.18)
Moltiplicando quindi tale matrice per la posizione del generico scattera-
tore proiettato sul piano immagine, si ottiene la posizione dello stesso nel
sistema di riferimento range-doppler-omega:
PTrdo;k = RrdP
T
pro;k (5.19)
Per ottenere una preview di quella che sarà l'immagine ISAR, da qui
è suciente prendere per ogni scatteratore solo le prime due coordinate e
dividere il risultato per la risoluzione in range e cross-range stimate. In
Fig.5.9 è quindi illustrato il risultato nale relativo all'esempio precedente.
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Figura 5.9: Bersaglio nel sistema di riferimento Range-Doppler.
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5.5 Denizione del tempo di osservazione
Al ne di simulare a questo punto il segnale ricevuto dal ricevitore, che dovrà
poi essere elaborato per ottenere l'immagine ISAR, è necessaria la conoscen-
za, oltre della geometria del problema e della posizione degli scatteratori in
ogni istante di tempo, dei parametri del segnale trasmesso dal radar (si utiliz-
zano in particolare segnali di tipo Step Frequence) e la durata dell'intervallo
di osservazione.
Il simulatore è quindi fatto in modo da estrapolare da un le di tipo .txt,
opportunamente creato tramite lo script Crea_Radar.m, le informazioni re-
lative a:
 Frequenza di centro banda;
 Larghezza di banda occupata dal segnale;
 Intervallo di sweep Tr;
 Numero di campioni frequenziali che compongono il segnale
Step Frequence.
Il tempo di osservazione invece deve essere specicato dall'utente tramite
la Command Window di MatLab sulla base della conoscenza di:
1. Tempo di osservazione massimo che garantisce la costanza del vettore
velocità angolare;
2. Tempo di osservazione che provoca la defocalizzazione dello scattera-
tore maggiormente defocalizzato.
Per quanto riguarda il primo anzitutto non si può parlare di costanza
esatta, ma si deve imporre un certo vincolo sulla variazione del modulo del
vettore di rotazione. Quello che si fa quindi è imporre una soglia massima
al termine di primo e secondo ordine dello sviluppo in serie di Taylor del
vettore velocità angolare, ricavando in questo modo due valori di Tobs;max
dei quali deve essere preso in considerazione il minore.
Si vanno quindi a imporre i seguenti voncoli:8><>:
Tobs
 ddt
T (t) < 1 j
T (t)j
T 2obs
 d2dt2
T (t) < 2 j
T (t)j (5.20)
La prima disequazione della (5.20) consiste in particolare nell'imporre la
variazione media nel tempo Tobs del modulo del vettore 
T (t) minore di una
certa soglia in funzione dello stesso j
T (t)j e di un parametro 1 arbitrario,
ovvero un vincolo sulla variazione relativa.
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La seconda invece impone un vincolo sempre sulla variazione media del
modulo di 
T (t), ma calcolata tramite l'accelerazione angolare totale del
bersaglio.
Si ricavano quindi in questo modo le seguenti espressioni del tempo di
osservazione massimo:8>>><>>>:
Tobs;max;1 = 1
j
T (t)j
j ddt
T (t)j
Tobs;max;2 =
s
2
j
T (t)j d2
dt2

T (t)
 (5.21)
Nel caso del simulatore Bistatico.m sono stati quindi imposti 1 = 0:1
e 2 = 0:4. In questo caso inoltre sono stati calcolati questi due valori per

T (t), 
p(t) e 
a(t) ricavando di fatto sei valori di Tobs;max dei quali è stato
poi preso in considerazione il minore.
Il tempo di osservazione che provoca la defocalizzazione dello scatteratore
maggiormente defocalizzato, invece, viene calcolato sulla base dello studio
delle distorsioni quadratiche, causa degli eetti di spreading della risposta
impulsiva del sistema ISAR.
Il calcolo di questo Tobs;spr viene quindi rimandato a [9].
5.6 Simulazione del segnale ricevuto
Come già anticipato all'inizio del capitolo, dopo aver denito lo scenario, i
parametri dei sistemi radar e da durata del tempo di osservazione, il passo
successivo consiste nella generazione di due segnali radar, ovvero. . .
1. Segnale ricevuto dal radar equivalente monostatico;
2. Segnale ricevuto dal ricevitore del sistema radar bistatico.
In entrambi i casi comunque il segnale generato è costituito da una matri-
ce di dimensioniMN , doveM è il numero di campioni frequenziali mentre
N il numero di campioni temporali, esattamente come illustrato nella (2.47).
Si procede quindi calcolando le righe della suddetta matrice una ad una
a partire da un'altra matrice (una per ogni indice m che va da 1 a M)Mf di
dimensioni Ns N , dove Ns è il numero degli scatteratori che compongono
il modello del bersaglio.
Tale matrice viene calcolata quindi nel seguente modo:
Mf = 
 exp

 j 4fm
c
Rd

(5.22)
Nella (5.22),  è una matrice sempre Ns  N contenente nella k-esima
riga la funzione di riettività del k-esimo scatteratore ripetuta uguale sulle N
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colonne, 
 non è l'operatore di convoluzione ma quello che indica il prodotto
tra le matrici elemento per elemento, mentre Rd contiene la distanza dal
radar di ogni scatteratore in ogni istante di tempo.
Il generico elemento in posizione (s; n) della matrice Mf è quindi la
componente del segnale ricevuto relativa all's-esimo scatteratore all'istante
di tempo t = tn.
Per ricavare quindi il vettore [SR(m; 1) ; SR(m; 2) ; : : : ; SR(m;N)], ovve-
ro l'm-esima riga della matrice SR del segnale ricevuto, è suciente sommare
le righe di Mf .
A questo punto non resta quindi che ripetere il tutto per ognuno dei
quattro canali polarimetrici.
In questo modo quindi si genera il segnale ricevuto da un sistema radar
di tipo monostatico e quindi dal radar equivalente monostatico.
Il segnale ricevuto dal ricevitore del sistema radar bistatico si calcola in
modo del tutto analogo. In questo caso infatti, l'unica dierenza rispetto al
caso precedente sta nella seguente modica della (5.22):
Mf = 
 exp

 j 4fm
c
Rd;tx +Rd;rx
2

(5.23)
. . . dove Rd;tx è la matrice contenente per ogni istante temporale la distanza
di ogni scatteratore dal sistema radar trasmittente, mentre Rd;rx la distanza
dal ricevitore.
È facilmente intuibile quindi che particolare attenzione va posta nel cal-
colo della matrice Rd, per la quale deve essere fatta la distinzione tra gli
stessi due casi presi in considerazione per la stima del vettore di rotazione
eettiva, ovvero tra il caso di traiettoria rettilinea con l'aggiunta di eventuali
moti indotti e quello di traiettoria curvilinea acquisita tramite GPS o creata
in MatLab.
Per calcolare l'andamento nel tempo della distanza tra il radar ed un
certo scatteratore del bersaglio, deve quindi essere calcolato prima di tut-
to l'andamento nel tempo della posizione nello spazio di tale scatteratore
rispetto alla posizione del radar. Questa posizione viene quindi calcolata
sommando la posizione dello scatteratore nel sistema di riferimento solidale
col bersaglio al ightpath riferito al radar:
Pradar = Pbers + Fradar (5.24)
Nella 5.24, la matrice Pbers è strutturata in modo che ogni riga rap-
presenti la posizione di tutti gli scatteratori ad un determinato istante del
tempo di osservazione, mentre le colonne, prese a tre a tre, rappresentino
l'evoluzione temporale della posizione di uno stesso scatteratore nel tempo
di osservazione.
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Pbers ha quindi dimensioni pari a (N  3Ns) in cui la prima riga corri-
sponde alla prima sweep (t =  Tobs=2), la seconda riga alla seconda sweep e
così via no all'N -esima riga relativa all'N -esima sweep (t = Tobs=2  Tr).
Fradar invece è la matrice che contiene il ightpath del bersaglio rispetto
al radar e ha ovviamente le stesse dimensioni di Pbers. In realtà questo
ightpath è contenuto nelle prime tre colonne che però vengono ripetute
uguali per ogni scatteratore. Il risultato nale è quindi la matrice Pradar
in cui nell'n-esima riga è contenuta la posizione di tutti gli scatteratori nel
sistema di riferimento centrato sul radar all'n-esimo istante temporale.
A partire da Pradar quindi, si ricava Rd prendendone gli elementi delle
righe a tre a tre e considerandoli come gli elementi di un vettore del quale
se ne calcola la norma:
Rd(s; n) =
p
Pradar(n; 3s  2)2 +Pradar(n; 3s  1)2 +Pradar(n; 3s)2
con s = 1; 2; : : : ; Ns
(5.25)
È al ne di calcolare Pbers e Fradar che invece occorre fare la distinzione
tra i due casi sopracitati.
Si supponga che l'utente scelga a favore della prima opzione, ovvero che
decida di impostare una traiettoria rettilinea con l'aggiunta di eventuali moti
indotti. In questo caso il ightpath viene calcolato molto semplicemente nel
seguente modo:
[Fradar(n; 1) ; Fradar(n; 2) ; Fradar(n; 3)] = P0 + t(n) v iV (5.26)
. . . dove P0 è il vettore che identica la posizione del bersaglio rispetto al
radar all'istante t = 0, facilmente calcolabile a partire dalla conoscenza dello
scenario, t è l'asse temporale (è un vettore i cui valori vanno da  Tobs=2 a
Tobs=2   Tr con passo Tr), v è la velocità del bersaglio e iV è il versore che
identica la direzione.
Pbers invece deve essere calcolato a partire dalla conoscenza del vettore di
rotazione dovuto ai moti indotti. In particolare occorre calcolare prima la po-
sizione degli scatteratori rispetto ad un sistema di riferimento Tx0(x01; x02; x03),
scelto in modo da essere centrato sul bersaglio ma non solidale ad esso e ave-
re, all'istante t = 0, gli assi coincidenti con gli assi principali del bersaglio, e
poi moltiplicare il risultato per la stessa matrice R della (5.10).
Sulla base quindi della conoscenza del vettore 
MI , può essere ricava-
to l'andamento nel tempo del vettore generico x0(t) risolvendo il seguente
sistema di equazioni dierenziali:
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_x0(t) = 
MI(t) x0(t) =
2664

roll(t)x
0
3(t)  
yaw(t)x02(t)

yaw(t)x
0
1(t)  
pitch(t)x03(t)

pitch(t)x
0
2(t)  
roll(t)x01(t)
3775 (5.27)
Anché però questo sistema possa dare una soluzione unica, necessita di
una condizione iniziale che risulta quindi essere:
x0(0) = y0 (5.28)
. . . dove y0 indica la posizione degli scatteratori nel sistema di riferimento
dagli assi coincidenti con quelli principali del bersaglio, centrato e solidale
con esso.
Si tratta però di un sistema di dicile risoluzione avendo i coecien-
ti tempo-varianti. Allo scopo di semplicarlo si fa quindi l'ipotesi di un
tempo di osservazione Tobs sucientemente piccolo da vericare la seguente
condizione:
cos

2

t

' 1 con  = pitch ; roll ; yaw (5.29)
. . . cosicché nello sviluppo di Taylor il termine di secondo grado (e superiori)
possa essere trascurato e il vettore 
MI(t) possa essere approssimato nel
seguente modo:

MI(t) '
2666664
2
Apitch
pitch
2
Aroll
roll
2
Ayaw
yaw
3777775 (5.30)
Se invece si sceglie di dare al bersaglio una traiettoria curvilinea, ovvero
se l'utente sceglie a favore della seconda opzione, il ightpath è già dispo-
nibile. Occorre quindi solo riferirlo al radar eettuando semplicemente una
traslazione rigida del sistema di riferimento.
Pbers invece viene calcolato ruotando il vettore y0 tramite la matrice di
rotazione R che però deve essere calcolata per ogni t = tn visto che, essendo
la traiettoria non più rettilinea, i parametri  e  sono questa volta tempo-
varianti, mentre , non essendo stimabile a partire dalla conoscenza della
traiettoria, lo si pone pari a 0.
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Capitolo 6
Analisi di dati Simulati e Reali
In questo capitolo vengono quindi illustrati alcuni esempi particolarmente
signicativi di simulazioni eettuate mediante il simulatore Bistatico.m.
In particolare:
1. Esempio di Top View con angolo bistatico grande (K0 grande) ma
lentamente variabile (K1 piccolo);
2. Esempio di Side View in presenza di forti distorsioni lineari (K1 gran-
de).
Sulla base dei risultati ottenuti nel secondo esempio viene quindi studia-
ta la presenza delle distorsioni di primo e secondo ordine in funzione della
variazione dell'angolo bistatico. Inne viene valutato il risultato del simula-
tore utilizzato per uno scenario per il quale si ha a disposizione un'immagine
ISAR reale.
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6.1 Top View
In questo primo esempio si considera come bersaglio una nave e in particolare
il cargo LIWIA P (212m di lunghezza e 32 di larghezza) illustrato in Fig.6.1,
mentre in Fig.6.2 è rappresentato il relativo modello usato dal simulatore.
Figura 6.1: Cargo LIWIA P.
Figura 6.2: Modello per il cargo LIWIA P.
Lo scenario di riferimento è invece illustrato in Fig.6.3 e presenta tra-
smettitore, ricevitore e bersaglio all'istante t = 0 in posizione. . .
TX  [ 10km ; 0 ; 0]
RX  [10km ; 0 ; 0]
B  [0 ; 10km ; 0]
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Il bersaglio si muove quindi a velocità costante pari a 50km/h lungo la di-
rezione parallela alla baseline (iV = x^). Per semplicità non sono stati inseriti
moti indotti (che invece ci dovrebbero essere in uno scenario realistico).
Tale scenario comporta quindi un angolo bistatico all'istante t = 0 pari
a 90 il quale implica quindi un termine K0 = cos(90=2) = 1=
p
2.
Figura 6.3: Scenario di riferimento.
Si tratta di uno scenario molto semplice in cui trasmettitore, ricevitore
e bersaglio si trovano tutti a quota 0. Essendo poi la velocità del bersaglio
a modulo costante e direzione giacente sul piano xy, i vettori di rotazione,
costituiti in questo caso esclusivamente da una rotazione apparente (
T (t) =

a(t)), rispetto a trasmettitore, ricevitore ed eettivo bistatico hanno tutti
direzione parallela all'asse z.
Questo vuol dire che il piano immagine coincide col piano xy e l'immagine
ISAR risultante è conseguentemente una top view.
La simulazione restituisce in particolare i seguenti risultati:

MA = 
MB = 
BI;eff = [0 ; 0 ; 0:6944  10 3]
iBI = [0 ; 1 ; 0]
iCR = [1 ; 2:0834  10 5 ; 0]
~iCR = [6:9444  10 4 ; 1:4468  10 8 ; 0]
(6.1)
Notasi quindi, come dimostrato matematicamente, che iCR non risulta
essere ortogonale al versore di range. Tuttavia la componente parallela a iBI
è inferiore a quella ortogonale di un fattore 10 5, il che la rende praticamente
trascurabile.
67
Non deve stupire poi il fatto di avere 
MA = 
MB = 
BI;eff data la
simmetria dello scenario.
Per quanto riguarda invece il tempo di osservazione, questo è stato scelto
pari a 1s a fronte di un Tobs;max ' 3:4166  109s (valore altissimo causato
dallo scenario non proprio realistico) e un Tobs;spr = 9:5646s.
Dati quindi i seguenti parametri per i sistemi radar impiegati. . .
f0 = 15GHz
B = 300MHz
Tr = 10ms
. . . sono stati stimati i seguenti valori per la risoluzione in range e cross-range:
R = 0:5m Radar Equivalente Monostatico
Rcr = 10:1823m Radar Equivalente Monostatico
R = 0:7071m Congurazione Bistatica
Rcr = 20:3647m Congurazione Bistatica
(6.2)
Alla luce di questi risultati è quindi evidente la scalatura pari a 1=K0 della
risoluzione in range, ma lo stesso non si può dire per la risoluzione in
cross-range!
Figura 6.4: Geometria del problema.
Il motivo di questo sta nella diversità dei valori di  nel caso del segnale
ricevuto da un sistema radar localizzato nella posizione del radar equivalente
monostatico, e nel caso del segnale ricevuto dal ricevitore del sistema bista-
tico in questione. Tale diversità è causata in particolare dai diversi valori
che si ottengono per il vettore di rotazione eettivo (vedi la (5.13)). Nei
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due casi infatti si ottiene un 
eff diverso e il motivo è facilmente intuibile
osservando la Fig.6.4.
Esagerando con la tratta percorsa dal bersaglio, appare infatti evidente
che. . .
radar eq. > TX (6.3)
. . . ovvero che dal punto di vista del radar equivalente monostatico il ber-
saglio compie, durante il tempo di osservazione, una rotazione apparente
maggiore rispetto a quella vista dal sistema trasmittente (e per simmetria
dal ricevente).
Tutto questo implica quindi che in questo particolare caso. . .
eff;radar eq. = 0:9821  10 3 > j
BI;eff j (6.4)
Le immagini ISAR simulate sono quindi illustrate dalla Fig.6.5 alla Fig.6.8.
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Figura 6.5: Immagine ISAR
(radar equivalente monostatico).
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Figura 6.6: Immagine ISAR
(congurazione bistatica).
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Figura 6.7: Immagine ISAR
con zero padding (congurazione
bistatica).
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Figura 6.8: Immagine ISAR in
dB con zero padding (congura-
zione bistatica).
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Nella Fig.6.5 e nella Fig.6.6 in particolare, i pallini rossi non sono altro
che gli indicatori delle posizioni stimate degli scatteratori e il fatto che questi
combacino con l'immagine ISAR risultante è indice che i vettori di rotazione
e i valori di risoluzione sono stati stimati in maniera corretta.
Si noti inoltre come la dierenza tra le due immagini sia solo nella scala-
tura e non siano presenti eetti distorcenti sia lineari che di ordine superiore
(almeno visivamente).
A conferma di ciò, il valore di K1 stimato è pari a  1:0230  108 il qua-
le soddisfa pienamente le condizioni in (4.52). Per questo particolare caso
infatti. . .  c2f0xM20Tobs
 = 6:25  10 4 c2f0
xM10T 2obs
 = 8:4706  10 2 (6.5)
. . . ed entrambi sono maggiori di jK1j.
6.2 Side View in presenza di Distorsioni Lineari
In questo secondo caso si pone come bersaglio un aereo (non meglio descritto)
per il quale si adotta lo stesso modello AereoEli utilizzato come esempio nel
Capitolo 5.
Lo scenario in questione è quindi illustrato in Fig.6.9.
Figura 6.9: Scenario di riferimento.
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Anche in questo caso c'è una simmetria con trasmettitore e ricevitore
posizionati nelle coordinate . . .
TX  [ 4km ; 0 ; 0]
RX  [4km ; 0 ; 0]
Si tratta quindi di uno scenario del tutto analogo a quello del caso
precedente con la dierenza di un angolo bistatico un po' più stretto.
Il bersaglio si trova invece, all'istante t = 0, in posizioneB  [0 ; 10km ; 4km]
e si muove con moto rettilineo uniforme a 500km/h in direzione iV = [0 ;  1 ; 0].
Questo vuol dire che tale bersaglio si muove avvicinandosi alla posizio-
ne del radar equivalente monostatico e che, continuando con la sua corsa,
arriverebbe a sorvolarlo mantenendo costante la quota di volo.
Anche in questo caso, per semplicità, è stata esclusa la presenza di moti
indotti.
L'angolo bistatico è quindi in questo caso pari a 40:74 con conseguente
K0 = 0:9375. A dierenza del caso precedente però, lo scenario in questione
si avvicina a quello di worst case illustrato nel Capitolo 3. In Fig.6.10 e
Fig.6.11 sono quindi illustrati l'andamento durante il tempo di integrazione
dell'angolo bistatico e del termine distorcente K(t) eettivo, comparato con
l'approssimazione mediante la serie di Taylor al primo ordine.
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Figura 6.10: Angolo Bistatico
(reale e approssimato mediante
serie di Taylor del primo ordine).
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Figura 6.11: Termine distorcente
K(t) (reale e approssimato me-
diante serie di Taylor del primo
ordine).
Il valore di K1 stimato in questo caso è quindi pari a  1:3599  10 3
(abbastanza più grande rispetto al caso precedente).
Anche in questo caso, la rotazione complessiva del bersaglio dal pun-
to di vista del radar (trasmettitore, ricevitore ed equivalente monostati-
co) è costituita esclusivamente da una rotazione apparente dovuta al moto
traslatorio.
I vettori di rotazione stimati in questo caso hanno quindi i seguenti valori:
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MA = [ 4:2088  10 3 ; 0 ; 4:2088  10 3]

MB = [ 4:2088  10 3 ; 0 ;  4:2088  10 3]

BI;eff = [ 4:7891  10 3 ; 0 ; 0]
(6.6)
Com'è facilmente intuibile dalla geometria dello scenario, il vettore di
rotazione 
BI;eff è parallelo all'asse x. Di conseguenza il piano immagine
coincide col piano yz e l'immagine ISAR risultante non può essere altro che
una side view del bersaglio.
Per quanto riguarda invece il vettore di cross-range iCR, anche questa
volta non si ha l'ortogonalità con quello di range. La componente parallela
con iBI è anzi questa volta molto più signicativa (in virtù del fatto di avere
un termine K1 molto maggiore rispetto al caso precedente). I vettori stimati
hanno in particolare i seguenti valori:
iBI = [0 ; 0:9285 ; 0:3714]
iCR = [0 ;  0:6247 ; 0:7809]
~iCR = [0 ;  1:7792  10 3 ; 4:4464  10 3]
(6.7)
Figura 6.12: Vettori di range, cross-range, rotazione eettiva e piano
immagine.
Questi risultati sono quindi illustrati in Fig.6.12 in cui l'immagine a de-
stra è la vista sul piano yz (piano immagine) di quella a sinistra. Nell'im-
magine a destra in particolare è evidenziato l'angolo  tra iCR e ~iCR il quale
è in questo caso pari a 16:4. Notasi inoltre come il versore di ~iCR sia prati-
camente coincidente con il versore di cross-range che si avrebbe utilizzando
il radar equivalente monostatico, anche se in realtà non è proprio uguale (la
dierenza è comunque minima). . .
iCR;radar eq. = [0 ;  0:3714 ; 0:9285]
~^iCR = [0 ;  0:3786 ; 0:9255]
(6.8)
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Andando avanti, per quanto riguarda ora il tempo di osservazione, questo
è stato scelto questa volta pari a 3s a fronte di un Tobs;max = 4:4547s e un
Tobs;spr = 5:2499s. La risoluzione in range e cross-range stimate presentano
invece i seguenti valori:
R = 0:5m Radar Equivalente Monostatico
Rcr = 0:7425m Radar Equivalente Monostatico
R = 0:5334m Congurazione Bistatica
Rcr = 0:7106m Congurazione Bistatica
(6.9)
Da notarsi i valori di risoluzione in cross-range abbastanza più piccoli
rispetto a quelli stimati nell'esempio della top view, a causa del tempo di
osservazione e del modulo del vettore di rotazione eettiva in questo caso
maggiori. In questo caso il valore diK0 maggiore rende inoltre meno evidente
l'eetto della scalatura.
Come già anticipato però, particolarmente signicativo è invece il termine
K1. . .
jK1j = 1:3599  10 3 >
 c2f0xM20Tobs
 = 8:5479  10 5
jK1j = 1:3599  10 3 <
 c2f0
xM10T 2obs
 = 8:8427  10 3 (6.10)
Tutto questo implica quindi l'assenza di distorsioni di secondo ordine ma
una forte presenza di distorsioni lineari. Tale presenza è quindi evidente sulle
immagini ISAR risultanti riportate in Fig.6.13 e in Fig.6.14.
 
D
op
pl
er
 B
in
s
Range Bins
50 100 150 200 250
50
100
150
200
250
300
Figura 6.13: Immagine ISAR
(radar equivalente monostatico).
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Figura 6.14: Immagine ISAR
(congurazione bistatica).
Particolarmente evidente è in queste due immagini l'eetto visivo di
rotazione dell'immagine ISAR descritta anche nel Capitolo 4.
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In Fig.6.15 è invece illustrata l'immagine ISAR ottenuta mediante un'o-
perazione di trasformata di Fourier inversa con l'aggiunta di uno zero padding
e riportata in dB.
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Figura 6.15: Immagine ISAR in dB con zero padding (congurazione
bistatica).
6.3 Distorsioni lineari e quadratiche al variare del-
l'angolo bistatico
Nell'esempio precedente si è visto come lo scenario simulato comportasse la
presenza di distorsioni lineari sull'immagine ISAR, ma l'assenza di distorsioni
di ordine superiore.
Riprendendo quindi i vincoli nella (4.52) si deniscono  1 e  2 come
segue:
 1
:
=
 c2f0xM20Tobs
 (6.11)
 2
:
=
 c2f0
xM10T 2obs
 (6.12)
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A partire quindi dallo stesso scenario è stata fatta variare la lunghez-
za della baseline (e conseguentemente l'angolo bistatico) spostando i radar
trasmittente e ricevente mantenendo invariati tutti gli altri parametri.
In particolare, è stata fatta variare la lunghezza della baseline da 1 a
2:5km con passo di 100m, equivalente ad una variazione dell'angolo bistatico
da 5:3147 a 13:2371.
Sulla base di questo è stato quindi osservato, oltre alla variazione del
termine K0 dovuta alla sua stessa denizione (vedi la (3.10)), una variazione
del termine K1 crescente all'aumentare dell'angolo bistatico.
Questo fenomeno era comunque facilmente intuibile, visto che nel mo-
mento in cui trasmettitore e ricevitore si avvicinano tra loro tendono al caso
degenere del radar equivalente monostatico.
Indipendente dall'angolo bistatico però è  1, come si può benissimo vede-
re dalla (6.11). Tutto questo comporta quindi un'assenza totale di distorsioni
lineari per piccoli angoli bistatici ma che poi, dopo un certo limite, iniziano
a presentarsi e diventare sempre più signicativi.
Figura 6.16: jK1j al variare dell'angolo bistatico.
I risultati sperimentali ottenuti in questo particolare caso sono quindi
riassunti in Fig.6.16, dalla quale si vede che il limite oltre il quale iniziano
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a presentarsi distorsioni lineari corrisponde ad un angolo bistatico pari a
9:709.
Per quanto riguarda invece le distorsioni di ordine superiore, i valori di  2
registrati vanno da 1:4676  10 2 per una baseline di 1km no a 1:374  10 2
per i 2:5km, ovvero abbondantemente al di sopra di jK1j.
Anché inizino a presentarsi distorsioni di ordine superiore occorre quin-
di spingere ulteriormente l'ampiezza dell'angolo bistatico, aumentando an-
che il valore scelto per il tempo di osservazione (essendo  2 inversamente
proporzionale a T 2obs).
Un secondo esperimento consiste quindi nello scegliere un Tobs = 5s e nel
far variare la baseline dagli 8km dell'esempio della Sezione 6.2 no a 15km.
Anche in questo caso quindi, un aumento della lunghezza della baseli-
ne corrisponde ad un aumento del valore di jK1j ma, a dierenza del caso
precedente, anche ad una diminuzione di  2. L'andamento di questi due
parametri è quindi apprezzabile osservando la Fig.6.17.
Figura 6.17: jK1j al variare dell'angolo bistatico.
Anché non si presentino distorsioni del secondo ordine è quindi neces-
sario che l'angolo bistatico non superi i 58:6.
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La variazione di  2 è in particolare dovuta alla variazione di xM10 , che va
dai 26:2372m del caso della baseline pari a 8km ai 36:7446m per i 15km.
Questa variazione dipende a sua volta da quella del versore di cross-range
per il quale, con l'aumentare dell'angolo bistatico e di jK1j, la componente
parallela al versore di range diventa sempre più signicativa.
A causa della variazione della geometria, una variabilità si osserva anche
su 
. Tale variazione può però in questo caso essere trascurata essendo
minima. 
 varia infatti da 4:7891  10 3 a 4:7889  10 3.
Lo stesso non si può dire per xM20 il quale resta sempre costante sui
38:996m vista la costanza del versore di range.
Il fatto quindi che  1 sia costante mentre  2 varia al variare dell'angolo
bistatico non è sempre vero, ma dipende dalla particolare geometria del pro-
blema.
Si osservino a questo punto le gure dalla Fig.6.18 alla Fig.6.21.
Figura 6.18: Immagine ISAR (BL = 8km).
Nella Fig.6.18 è rappresentata l'immagine ISAR risultante dallo scenario
caratterizzato dalla baseline di 8km con uno zoom su un certo scatteratore
il quale appare in questo caso ben focalizzato.
Nelle Fig.6.19, Fig.6.20 e Fig.6.21 è invece ragurato lo stesso scattera-
tore per valori della baseline di BL = [12km ; 13km ; 15km].
I valori corrispondenti dell'angolo bistatico sono quindi i seguenti:
0 = [58:2315
 ; 62:2107 ; 69:6906]
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Figura 6.19: Immagine
ISAR (BL = 12km).
Figura 6.20: Immagine
ISAR (BL = 13km).
Figura 6.21: Immagine
ISAR (BL = 15km).
Guardando la Fig.6.17 si capisce che la Fig.6.19 fa riferimento ad una
situazione in cui jK1j è ancora, anche se di poco, al di sotto della soglia  2,
mentre nella Fig.6.20 questa soglia viene superata.
Nel momento in cui  2 viene superato si ha quindi l'eetto visivo che
l'immagine dello scatteratore cerchi di sdoppiarsi lungo la coordinata di
cross-range. Questo eetto è particolarmente evidente nella Fig.6.21 in cui
questa soglia è abbondantemente superata.
6.4 Simulazione di uno scenario reale
In quest'ultima sezione viene descritto uno scenario per il quale è possibile
confrontare i risultati della simulazione con dei risultati reali. Il bersaglio in
questo caso è il Mercedes 416-CDI illustrato in Fig.6.22.
Figura 6.22: Mercedes 416-CDI.
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Il sistema di riferimento è centrato sulla posizione del trasmettitore il
quale trasmette un segnale di tipo Step Frequence caratterizzato dai seguenti
parametri:
f0 = 8:9GHz (6.13)
B = 800MHz (6.14)
Tr = 10ms (6.15)
Il ricevitore è invece posto nel puntoRX  [77:5561m ; 0:1597m ;  3:6301m].
Il modello utilizzato dal simulatore è quindi illustrato in Fig.6.23, mentre lo
scenario in Fig.6.24.
Figura 6.23: Modello per il bersaglio.
Figura 6.24: Scenario di riferimento.
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In questo caso la traiettoria del bersaglio non è più rettilinea, ma è stata
acquisita mediante un dispositivo GPS posto sul veicolo il quale ha tra-
smesso, per un tempo complessivo di 25s, le coordinate acquisite ogni 0:01s.
Convertendo quindi opportunamente le coordinate geodetiche in coordinate
spaziali in un sistema di riferimento centrato sul trasmettitore si arriva alla
traiettoria in Fig.6.25 utilizzabile dal simulatore Bistatico.m.
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Figura 6.25: Traiettoria acquisita mediante GPS.
Nella Fig.6.25 in particolare, il punto di partenza è evidenziato in blu,
mentre il punto rosso è quello di arrivo. Si noti quindi come il bersaglio
si muova su una leggera salita partendo da quota  9:207m no a  8:843m
(le quote in questione sono negative perché evidentemente il trasmettitore è
posto su un punto sopraelevato rispetto al suolo su cui si trova il bersaglio).
In Fig.6.26 è invece ragurata la proiezione sul piano xy della traiettoria.
La traiettoria in questione tuttavia risulta essere molto frastagliata e
irregolare con movimenti bruschi che indurrebbero il simulatore a stimare
vettori di rotazione di modulo eccessivamente grande. A conferma di ciò si
osservi la Fig.6.27 che rappresenta una proiezione sul piano verticale della
traiettoria su una porzione lunga 5m sull'asse x.
Tali irregolarità sembrerebbero però essere frutto delle vibrazioni del
motore avendo una dinamica dell'ordine del centimetro e quindi, al ne di
descrivere il movimento del veicolo possono essere trascurate.
80
55 60 65 70 75 80 85
66
68
70
72
74
76
78
80
x [m]
y 
[m
]
Figura 6.26: Proiezione sul piano
orizzontale della tariettoria.
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Figura 6.27: Zoom della proiezio-
ne sul piano xz della traiettoria.
Al ne di ottenere quindi dei risultati quanto più veritieri possibile si
è scelto di smussare questa traiettoria mediante la funzione di MatLab
smooth.
A dierenza degli esempi precedenti, questa volta i vettori di rotazione
totale del bersaglio, dal punto di vista di trasmettitore e ricevitore, hanno
sia una componente dovuta alla rotazione eettiva del veicolo in questio-
ne, che una componente di rotazione apparente dovuta alla traslazione, en-
trambe non nulle. Nell'esperimento in questione tuttavia non è stata presa
in considerazione tutta la traiettoria, ma solo una porzione (disegnata in
blu nella Fig.6.24) composta da 243 campioni per un tempo di osservazione
complessivo di 2:43s.
Sulla base quindi delle informazioni a disposizione, il vettore di rotazione
eettiva stimato è il seguente:

BI;eff =
h
5:8482  10 4 ;  3:9338  10 3 ;  4:057  10 2
i
(6.16)
Si noti quindi come la componente predominante sia lungo la coordinata
z, il che si traduce in un piano immagine che non coincide esattamente
col piano xy, ma che consente di avere un'immagine ISAR risultante che si
avvicina molto ad una top view come illustrato in Fig.6.28.
Tutto questo è dovuto al fatto che sia il radar trasmittente che il rice-
vitore, e di conseguenza il radar equivalente monostatico, si trovano in una
posizione sopraelevata rispetto al veicolo, il che implica un versore di range
avente una certa componente verticale:
iBI = [0:3913 ; 0:9165 ;  0:0832] (6.17)
Visto quindi che iBI al tempo t = 0 non giace sul piano xy, allora
nemmeno il piano immagine può coincidere col piano orizzontale.
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Figura 6.28: Piano immagine e proiezione degli scatteratori del modello
adotatto per il bersaglio.
In Fig.6.29 e Fig.6.30 sono dunque rappresentate rispettivamente l'imma-
gine ISAR simulata per il sistema equivalente monostatico e quella ottenuta
dal ricevitore del sistema bistatico.
Osservando le due immagini si notano quindi l'eetto di scalatura dovuto
all'angolo bistatico e l'eetto delle distorsioni lineari causate daK1. L'angolo
bistatico al tempo t = 0 è pari a 44:5274 e implica un termine K0 pari a
0:9254. Osservando le gure si nota infatti che l'immagine in Fig.6.29 occupa
37 bin in range, mentre quella in Fig.6.30 ne occupa 34.
Per quanto riguarda invece le distorsioni, i parametri stimati hanno i
seguenti valori:
jK1j = 1:8938  10 3 (6.18)
 1 = 1:4502  10 3 < jK1j
 2 = 1:9133  10 2 > jK1j
I risultati nella (6.18) implicano quindi la presenza di distorsioni lineari
ma non di ordine superiore.
In Fig.6.31 è dunque rappresentata l'immagine ISAR risultante dal si-
stema radar bistatico simulato in una scala da 0 a  25dB e in una nestra
spaziale di 12m  12m, mentre in Fig.6.32 l'immagine ISAR reale, fornita
sempre in dB e sempre nella stessa nestra spaziale. Apparte il fatto che en-
trambe le immagini occupano in range circa 7m sembrerebbero quindi avere,
a prima vista, poco che fare tra loro.
In realtà però, se si va a sovrapporre alla Fig.6.32 una ragurazione della
posizione prevista degli scatteratori, coincidente con la posizione eettiva di
quelli nella Fig.6.31 a meno di una traslazione rigida (visto che nell'immagine
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Figura 6.29: Immagine ISAR (Radar Equivalente Monostatico).
Figura 6.30: Immagine ISAR (congurazione Bistatica).
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Figura 6.31: Immagine ISAR simulata (dB).
 
 
20 40 60 80 100 120
20
40
60
80
100
120
−25
−20
−15
−10
−5
0
Figura 6.32: Immagine ISAR reale fornita (dB).
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simulata si eettua una compensazione del moto radiale ideale a dierenza
dell'immagine reale), si ottiene il risultato illustrato in Fig.6.33.
Figura 6.33: Immagine ISAR reale fornita (dB) sovrapposta alla posizione
prevista degli scatteratori.
Appare quindi evidente dalla Fig.6.33 che nell'immagine ISAR reale è
visibile soprattutto una ancata e la parte posteriore del veicolo. Si trat-
ta in particolare della ancata sinistra che è quella più vicina sia al radar
trasmittente che al ricevitore, anche se dall'immagine sembrerebbe la de-
stra. Questo perché il vettore di rotazione eettiva ha la sua componente
predominante allineata con l'asse z ma di segno negativo e di conseguenza
l'immagine risultante non è proprio una top view, ma piuttosto una vista del
furgone dal basso.
Questo risultato quindi mette di fatto in evidenza quelli che sono i limiti
del simulatore causati soprattutto dalla non realisticità dei modelli impiegati
per i bersagli e, in secondo luogo, dalla mancanza delle componenti di rumore
e clutter che non vengono nemmeno presi in considerazione.
I modelli usati sono infatti costituiti da un insieme nito di scatteratori
puntiformi e isotropici ai quali viene fornito in unico valore, indipenden-
te dalla direzione, per la funzione di riettività alla quale comunque, tra-
mite lo script Genera_target_polarimetrico.m, può essere assegnato un
qualunque valore complesso per ogni canale polarimetrico (i risultati degli
esperimenti descritti in questo capitolo fanno tutti riferimento al canale HH).
Particolarmente evidente dal confronto con l'immagine reale, è inoltre la
mancanza della simulazione dell'eetto del mascheramento.
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Capitolo 7
Conclusioni
Lo studio teorico della tecnica ISAR, applicata ad una tecnologia radar di
tipo bistatica, ha quindi messo in evidenza una serie di problemi aggiuntivi
rispetto all'ISAR convenzionale monostatico. La variazione dell'angolo bi-
statico e la presenza di errori di sincronizzazione sono quindi due esempi di
problemi introdotti, oggetto di studio negli anni recenti.
La derivazione analitica della risposta impulsiva del sistema, in presenza
di variazioni dell'angolo bistatico ed errori di sincronizzazione, ha quindi
suggerito l'utilizzo di algoritmi di autofocalizzazione di tipo parametrico e
un'analisi di tipo Time-Frequency per la formazione dell'immagine Range-
Doppler. Trattasi di una conclusione molto importante in quanto implica
l'applicabilità di un processing ISAR standard per questi sistemi che non
richiedono quindi l'introduzione di algoritmi e tecnologie apposite.
Il comportamento di questi sistemi con annesse problematiche è stato
quindi studiato teoricamente e simulato in ambiente MatLab ed è quindi
emersa l'applicabilità, sotto certe condizioni, della tecnica del radar equi-
valente monostatico che implica una semplicazione notevole nello studio
di questi sistemi.
Il passo successivo consisterebbe nella ricerca di tecniche utili al ne di
compensare le distorsioni introdotte, migliorando in questo modo la qualità
dell'immagine risultante e la risoluzione.
I risultati ottenuti aprono quindi la strada per l'introduzione di sistemi di
imaging ISAR multistatici, in cui un certo numero di sistemi monostatici
e/o bistatici lavorano contemporaneamente, e ai sistemi di tipo MIMO in cui
può essere usato un numero arbitrario di apparati trasmittenti e ricevitori.
Scenari con trasmettitori multipli, inclusi anche illuminatori di oppor-
tunità, e ricevitori multipli possono quindi essere sfruttati per ottenere una
visualizzazione simultanea di più immagini ISAR e/o migliorare la qualità
dell'immagine, migliorando per esempio la risoluzione e ottenere immagini
3D attraverso la tecnica dell'interferometria.
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