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Abstract
We explain how the invariant subspace method can be extended to a scalar and
coupled system of time-space fractional partial differential equations. The effec-
tiveness and applicability of the method have been illustrated through time-space
(i) fractional diffusion-convection equation, (ii) fractional reaction-diffusion equa-
tion, (iii) fractional diffusion equation with source term, (iv) two-coupled system of
fractional diffusion equation, (v) two-coupled system of fractional stationary tran-
sonic plane-parallel gas flow equation and (vi) three-coupled system of fractional
Hirota-Satsuma KdV equation. Also, we explicitly presented how to derive more
than one exact solution of the equations as mentioned above using the invariant
subspace method.
Key-words
Time-space fractional PDEs, Invariant subspace method, Laplace transformation tech-
nique, Mittag-Leffler function.
1 Introduction
The subject of fractional calculus is one of the most rapidly developing areas of mathe-
matical analysis. The study of fractional differential equations (FDEs) has considerable
popularity and importance during the past few decades, mainly due to their widespread
applications in various fields of science and engineering such as fluid flow, viscoelastic-
ity, aerodynamics, electromagnetic theory, rheology, signal processing, electrical networks
and so on [1–7]. In the last few decades, several analytical and numerical techniques have
been developed to construct exact and numerical solutions of nonlinear differential equa-
tions. However, the derivation of the exact solution of FDEs is not an easy task, because
some properties of fractional derivatives are harder than the classical derivative.
For this reason, in recent years, both mathematicians and physicists have been paid
much attention to study the exact and numerical solutions of nonlinear fractional partial
1
differential equations (FPDEs) using various ad hoc methods, such as Lie group analysis
method [8–12, 43], Adomian decomposition method [13–15], homotopy decomposition
method [16], differential transform method [17], function-expansion method [18–20] and
so on. However, recent investigations have shown that a new analytic method based on
the invariant subspace approach provides an effective tool to derive the exact solution of
scalar and coupled system of time-space FPDEs. This method was originally developed
by Galaktionov and Svirshchevskii [21] (see also [22–29, 41]) for PDEs and was further
extended by Gazizov and Kasatkin [30] (see also [31–40, 42]) for time FPDEs.
The main objective of this article is to demonstrate how the invariant subspace method
provides an effective tool to derive exact solution of the following time-space FPDEs
namely (i) time-space fractional diffusion-convection equation, (ii) time-space fractional
reaction-diffusion equation, (iii) time-space fractional diffusion equation with source term
and (iv) two-coupled system of time-space fractional diffusion equation.
Here we would like to point out that only a limited number of applications for the cou-
pled system of time-space FPDEs have been investigated through the invariant subspace
method. We also explain the applicability and effectiveness of the method have been il-
lustrated through time-space fractional (i) two-coupled system of diffusion equation, (ii)
two-coupled system of stationary transonic plane-parallel gas flow equation [21, 43] and
(iii) three-coupled system of Hirota-Satsuma KdV equation [10] and derived their exact
solution.
The layout of this paper is as follows: In section 2, some basic concepts of fractional
calculus and a brief details of the invariant subspace method for scalar and m-component
coupled system of nonlinear time-space FPDEs in the sense of Riemann-Liouville/Caputo
fractional derivative are presented. In section 3, the effectiveness of the method is illus-
trated by solving the above-mentioned scalar and coupled system of time-space FPDEs.
Finally, a summary of our results is given in section 4.
2 Preliminaries
In this section, we would like to present some basic definitions and results related to the
fractional calculus. Also, we present brief details of the invariant subspace method for
scalar and coupled system of time-space FPDEs.
Definition 2.1 ([1, 2]). The Riemann-Liouville (R-L) fractional derivative of order α > 0
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of the function g ∈ L1([a, b],R+) is defined by
RLdαg(t)
dtα
=


1
Γ(n− α)
dn
dtn
(
t∫
0
g(s)
(t− s)α−n+1
ds
)
, n− 1 < α < n;
g(n)(t), α = n, n ∈ N.
Note 1 ([1, 2]). The R-L fractional derivative of g(t) = tµ is as follows
RLd
αtµ
dtα
=
Γ(µ+ 1)
Γ(µ− α + 1)
tµ−α, α > 0, µ > −1, t > 0. (1)
Definition 2.2 ([1, 2]). The Caputo fractional derivative of order α > 0 of the function
g ∈ Cn([a, b]) is defined by
dαg(t)
dtα
=


1
Γ(n− α)
t∫
0
g(n)(s)
(t− s)α−n+1
ds, n− 1 < α < n;
g(n)(t), α = n, n ∈ N.
Note 2 ([1, 2]). The Caputo fractional derivative of g(t) = tµ is as follows
dαtµ
dtα
=


0, if µ ∈ {0, 1, . . . , n− 1}, n = [α] + 1;
Γ(µ+ 1)
Γ(µ− α + 1)
tµ−α, if µ ∈ N & µ ≥ n or µ /∈ N & µ > n− 1.
(2)
Note 3 ([1, 2]). The Laplace transformation of Caputo fractional derivative of order
α ∈ (n− 1, n], n ∈ N, is
L
{
dαg(t)
dtα
}
= sαg(s)−
n−1∑
k=0
sα−k−1g(k)(0), Re(s) > 0.
Definition 2.3. [1, 2] Two parametric Mittag-Leffler function is defined as
Eβ,γ(z) =
∞∑
r=0
zr
Γ(βr + γ)
, β, γ, z ∈ C, Re(β) > 0,Re(γ) > 0.
Some properties of the Mittag-Leffler function are as follows:
E1,1(z) = e
z,
E1,k(z) =
1
zk−1
[
ez −
k−2∑
r=0
zr
r!
]
, k ∈ N.
Note that
Eβ,1(z) ≡ Eβ(z).
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Note 4 ([1, 2]). The Laplace transformation of tγ−1Eβ,γ
(
±ktβ
)
is
L
{
tγ−1Eβ,γ
(
±ktβ
)}
=
sβ−γ
(sβ ∓ k)
, Re(s) > |k|
1
β .
Caputo fractional derivative of the Mittag-Leffler functions:
dα
dtα
[
tγ−1Eβ,γ
(
ktβ
)]
= tγ−α−1Eβ,γ−α
(
ktβ
)
,
dα
dtα
[Eα(kt
α)] = kEα(kt
α),
where α, β, γ > 0 and k ∈ R.
Theorem 2.4. If L {ϕ(t)} = ϕ¯(s) and L {φ(t)} = φ¯(s), then
ϕ(t) ⋆ φ(t) =
t∫
0
ϕ(t− τ)φ(τ)dτ = L−1
{
ϕ¯(s)φ¯(s)
}
,
where ϕ(t) ⋆ φ(t) is called a convolution of ϕ(t) and φ(t).
2.1 Invariant subspace method for scalar and coupled FPDEs
2.1.1 Scalar time-space FPDE
We consider the following generalized scalar time-space FPDE
m∑
i=0
λi
∂α+iu(x, t)
∂tα+i
= Gˆ[u(x, t)]
= G
[
x, u,
∂βu
∂xβ
, . . . ,
∂β
∂xβ
(
∂βu
∂xβ
)
,
∂rβu
∂xrβ
,
∂β+ku
∂xβ+k
]
, α, β > 0, k, r ∈ N,
(3)
λi ∈ R, where Gˆ[u] is a linear/nonlinear fractional differential operator. Here,
∂β
∂xβ
(.)
and
∂α
∂tα
(.) are space and time fractional derivatives in the R-L/Caputo sense and Gˆ(.) is
a sufficiently given smooth function. First, we define the linear space
Wn = L {ϕ1(x), . . . , ϕn(x)}
=
{
n∑
j=1
ajϕj(x)| aj ∈ R, j = 1, 2, . . . , n
}
,
where the functions ϕ1(x), . . . , ϕn(x) are linearly independent. The linear spaceWn is said
to be invariant with respect to the fractional differential operator Gˆ[u] if Gˆ :Wn →Wn,
that is Gˆ[Wn] ⊆ Wn or Gˆ[u] ∈ Wn, for all u ∈ Wn. This means that there exist
n-functions Ψ1, Ψ2,. . . ,Ψn such that
Gˆ
[
n∑
j=1
ajϕj(x)
]
=
n∑
j=1
Ψj (a1, a2, . . . , an)ϕj(x), for aj ∈ R.
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Theorem 2.5. Let Wn be an n-dimensional linear space over R. If Wn is invariant
under the fractional differential operator Gˆ[u], then the time-space FPDE (3) admits the
following exact solution
u(x, t) = A1(t)ϕ1(x) + A2(t)ϕ2(x) + · · ·+ An(t)ϕn(x), (4)
where the coefficients Aj(t), (j = 1, 2, . . . , n) satisfy the following system of FODEs
m∑
i=0
λi
dα+iAj(t)
dtα+i
= Φj(A1(t), A2(t), . . . , An(t)), j = 1, . . . , n. (5)
Proof. Using the linearity of the fractional derivative with equation (4), we obtain
m∑
i=0
λi
∂α+iu(x, t)
∂tα+i
=
n∑
j=1
[
m∑
i=0
λi
dα+iAj(t)
dtα+i
]
ϕj(x). (6)
LetWn be an invariant subspace with respect to the fractional differential operator Gˆ[u].
Then there exist n functions Φ1,Φ2, . . . ,Φn such that
Gˆ
[
n∑
j=1
ajϕj(x)
]
=
n∑
j=1
Φj(a1, a2, . . . , an)ϕj(x), for aj ∈ R, (7)
where Φj’s are expansion coefficients of Gˆ[u] ∈ Wn corresponding to ϕj’s. From equations
(4) and (7), we have
Gˆ[u(x, t)] =Gˆ
[
n∑
j=1
Aj(t)ϕj(x)
]
=
n∑
j=1
Φj(A1(t), . . . , An(t))ϕj(x).
(8)
Substituting equations (8) and (6) in equation (3), we have
n∑
j=1
[
m∑
i=0
λi
dα+iAj
dtα+i
− Φj(A1(t), A2(t), . . . , An(t))
]
ϕj(x) = 0. (9)
From equation (9) and using their linear independence of {ϕj(x), j = 1, 2, . . . , n}, we
yield the system of FODEs
m∑
i=0
λi
dα+iAj(t)
dtα+i
= Φj(A1(t), A2(t), . . . , An(t)), j = 1, 2, . . . , n. (10)
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2.1.2 Two-coupled system of time-space FPDEs
Consider the following two-coupled system of time-space FPDEs
∂α1u1
∂tα1
= G1
(
x, u1, u2,
∂βu1
∂xβ
,
∂βu2
∂xβ
, . . . ,
∂rβu1
∂xrβ
,
∂rβu2
∂xrβ
,
∂β+k1u1
∂xβ+k1
,
∂β+k1u2
∂xβ+k1
)
,
∂α2u2
∂tα2
= G2
(
x, u1, u2,
∂βu1
∂xβ
,
∂βu2
∂xβ
, . . . ,
∂rβu1
∂xrβ
,
∂rβu2
∂xrβ
,
∂β+k2u1
∂xβ+k2
,
∂β+k2u2
∂xβ+k2
)
,
(11)
α1, α2, β > 0,k1, k2, r ∈ N, where G1, G2 are generalized linear/nonlinear fractional dif-
ferential operators and can be considered as given sufficient smooth functions, and
∂α
∂tα
(.)
and
∂β
∂xβ
(.) are time and space fractional derivatives in R-L/Caputo sense. Hereafter, we
will use the following notations throughout the article
Gˆp[u1, u2] = Gp
(
x, u1, u2,
∂βu1
∂xβ
,
∂βu2
∂xβ
, . . . ,
∂β
∂xβ
(
∂βu1
∂xβ
)
,
∂rβu1
∂xrβ
,
∂rβu2
∂xrβ
,
∂β+kpu1
∂xβ+kp
,
∂β+kpu2
∂xβ+kp
)
,
up = up(x, t), p = 1, 2.
Estimation of invariant subspace: Following the above similar procedure for scalar
time-space FPDEs, we develop the following result for the two-coupled system of time-
space FPDEs. First, we define the linear spaces
Wpnp = L
{
ϕp1(x), . . . , ϕ
p
np
(x)
}
≡
{
np∑
j=1
apjϕ
p
j(x)
∣∣∣ apj ∈ R, j = 1, . . . , np
}
, p = 1, 2,
where the functions ϕp1(x), . . . , ϕ
p
np
(x) are linearly independent. The linear spaces Wpnp ,
p = 1, 2, are called an invariant under the vector fractional differential operator Gˆ =
(G1, G2) if Gˆ :W
1
n1
×W2n2 →W
1
n1
×W2n2 , which means that Gˆp :W
1
n1
×W2n2 →W
p
np
, p =
1, 2., that is, Gˆp
[
W1n1 ×W
2
n2
]
⊆ Wpnp or Gˆp[u1, u2] ∈ W
p
np
, for all (u1, u2) ∈ W
1
n1
×W2n2 ,
p = 1, 2. Then, we have
Gˆp
[
n1∑
j=1
a1jϕ
1
j(x),
n2∑
j=1
a2jϕ
2
j (x)
]
=
np∑
j=1
Ψpj
(
a11, . . . , a
1
n1
, a21, . . . , a
2
n2
)
ϕpj(x), p = 1, 2.
Theorem 2.6. Let Wpnp be a finite dimensional linear space over R. If W
p
np
is invariant
with respect to the fractional differential operator Gˆp[u1, u2], then the two-coupled system
of time-space FPDE (11) admits the following exact solution
up(x, t) =
np∑
j=1
Apj (t)ϕ
p
j(x), p = 1, 2, (12)
where the coefficients Apj (t) satisfy the following system of FODEs
dαpAj(t)
dtαp
= Φpj (A
1
1(t), A
1
2(t), . . . , A
1
n1
(t), A21(t), . . . , A
2
n2
(t)), j = 1, . . . , np, p = 1, 2. (13)
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Proof. Using the linearity of the fractional derivative with equation (12), we obtain
∂αpup(x, t)
∂tαp
=
np∑
j=1
dαpAj(t)
dtαp
ϕpj (x), p = 1, 2. (14)
Let Wpnp be an invariant subspace under the fractional differential operator Gˆ[u1, u2].
Then there exists the functions Φp1,Φ
p
2, . . . ,Φ
p
np
, (p = 1, 2) such that
Gˆp
[
n1∑
j=1
a1jϕ
1
j (x),
n2∑
j=1
a2jϕ
2
j(x)
]
=
np∑
j=1
Φpj (a
1
1, . . . , a
1
n1
, a21, . . . , a
2
n2
)ϕpj(x), a
p
j ∈ R, p = 1, 2,
(15)
where Φpj ’s are expansion coefficients of Gˆ[u1, u2] ∈ W
p
np
corresponding to ϕpj ’s. From
equations (12) and (15), we have
Gˆp[u1(x, t), u2(x, t)] =Gˆp
[
n1∑
j=1
A1j(t)ϕ
1
j (x),
n2∑
j=1
A2j (t)ϕ
2
j(x)
]
=
np∑
j=1
Φpj (A
1
1(t), . . . , A
1
n1
(t), A21(t), . . . , A
2
n2
)ϕj(x), p = 1, 2.
(16)
Substituting equations (16) and (14) in equation (11), we have
np∑
j=1
[
dαpApj
dtαp
− Φpj (A
1
1(t), A
1
2(t), . . . , A
1
n1
(t), A21(t), A
2
2(t), . . . , A
2
n2
(t))
]
ϕpj(x) = 0, p = 1, 2.
(17)
By their linear independence of
{
ϕpj , j = 1, 2, . . . , np, p = 1, 2
}
, we have
dαpApj (t)
dtαp
= Φ(A11(t), A
1
2(t), . . . , A
1
n(t), A
2
1(t), A
2
2(t), . . . , A
2
n(t)), j = 1, 2, . . . , np, p = 1, 2.
(18)
2.1.3 m-coupled system of time-space FPDEs
Consider the following m-coupled system of time-space FPDEs
∂αpU
∂tαp
= Gˆ(U) ≡ (G1(U), . . . , Gm(U)) ∈ R
m, αp > 0, p = 1, 2, . . . , m, (19)
where the operators Gq(.) (q = 1, 2, . . . , m) are generalized linear/nonlinear fractional
differential operators and can be considered as sufficient smooth functions, and
∂α
∂tα
(.)
and
∂β
∂xβ
(.) are time and space fractional derivatives in R-L/Caputo sense, and U =
(u1, u2, . . . , um) ∈ R
m, up = up(x, t),
Gˆp[U] = Gp
(
x, u1, . . . , um,
∂βu1
∂xβ
, . . . ,
∂βu2
∂xβ
,
∂rβu1
∂xrβ
, . . . ,
∂rβum
∂xrβ
, . . . ,
∂β+kpup
∂xβ+kp
,
∂β+kpum
∂xβ+kp
)
,
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r, kp ∈ N, β > 0, p = 1, 2, . . . , m.
Estimation of invariant subspace: Proceeding the above similar procedure, we can
develop the following result for an m-coupled system of time-space FPDEs. Here, we
define the linear spaces
Wpnp = L
{
ϕp1(x), . . . , ϕ
p
np
(x)
}
≡
{
np∑
j=1
apjϕ
p
j(x)
∣∣∣ (apj , . . . , apnp) ∈ Rnp
}
, p = 1, 2, . . . , m,
where the functions ϕp1(x), . . . , ϕ
p
np
(x) (np ≥ 1) are linearly independent. The linear
spacesWpnp, p = 1, 2, . . . , m, are called an invariant under the vector fractional differential
operator Gˆ = (G1, G2, . . . , Gm) if Gˆ :W
1
n1
×· · ·×Wmnm →W
1
n1
×· · ·×Wmnm , which means
that Gˆp :W
1
n1
×· · ·×Wmnm →W
p
np
, p = 1, 2, . . . , m, that is, Gˆp
[
W1n1 × · · · ×W
m
nm
]
⊆ Wpnp
or Gˆp[u1, . . . , um] ∈ W
p
np
, for all (u1, . . . , um) ∈ W
1
n1
× · · · × Wmnm , p = 1, . . . , m. Then
there exists Φpj , j = 1, 2, . . . , np, p = 1, 2, . . . , m, such that
Gˆp
[
n1∑
j=1
a1jϕ
1
j(x), . . . ,
nm∑
j=1
amj ϕ
m
j (x)
]
=
np∑
j=1
Φpj
(
a11, . . . , a
1
n1
, . . . , am1 , . . . , a
m
nm
)
ϕpj (x),
for all (ap1, . . . , a
p
np
) ∈ Rnp, p = 1, 2, . . . , m.
Theorem 2.7. LetWpnp be a finite dimensional linear space over R and ifW
p
np
is invariant
under the fractional differential operator Gˆp[U], then the m-coupled system (19) has a
solution of the form
up(x, t) =
np∑
j=1
Apj (t)ϕ
p
j (x), p = 1, 2, . . . , m, (20)
where the coefficients Apj (t) satisfy the following system of FODEs
dαpAj(t)
dtαp
= Φj(A
1
1(t), A
2
2(t), . . . , A
2
n2
(t)), j = 1, . . . , np, p = 1, 2, . . . , m. (21)
Proof. Similar to the proof of theorem 2.6.
Let us assume that invariant subspace W pnp = L
{
ϕp1, . . . , ϕ
p
np
}
is defined as space
generated by solutions of the following linear fractional order ODEs
Lp[yp] = y
(α)
p +c
p
np−1(x)y
(α−1)
p +· · ·+c
p
0(x)yp = 0, np−1 < α ≤ np, np ∈ N, p = 1, 2, . . . , m,
where y
(α)
p =
dαyp
dxα
. Thus the invariant condition reads
Lp
[
Gˆp[U]
]
|[H1]∩···∩[Hm] = 0, p = 1, 2, . . . , m,
where [Hp] denotes the equation Lp[up] = 0 and its differential consequences with respect
to x.
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3 Construction of invariant subspaces and exact so-
lutions
3.1 Time-space fractional diffusion-convection equation
Consider the following time-space fractional diffusion-convection equation
∂αu
∂tα
= Gˆ[u] =
(
∂βu
∂xβ
)2(
∂p
∂u
)
+ p(u)
∂β
∂xβ
(
∂βu
∂xβ
)
−
∂βu
∂xβ
(
∂q
∂u
)
, t > 0, α, β ∈ (0, 1],
(22)
where the functions p(u) and q(u) represent the phenomenon of diffusion and convection
respectively. The above PDE with α = 1 and β = 1 was discussed through invariant
subspace method in [29, 38]. We would like to point out that the operator Gˆ[u] admits
no invariant subspace for arbitrary functions p(u) and q(u). Hence, we choose p(u) =
anu
n + an−1u
n−1 + · · · + a1u + a0 and q(u) = bn+1u
n+1 + bnu
n + · · · + b1u + b0, n ∈ N,
where an, an−1, . . . , a0, bn+1, . . . , b1, b0 are arbitrary constants.
Then, the equation (22) reduces to
∂αu
∂tα
= Gˆ[u] =
[
nanu
n−1 + (n− 1)an−1u
n−2 + · · ·+ a1
](∂βu
∂xβ
)2
+
[
anu
n + an−1u
n−1 + · · ·+ a1u+ a0
] ∂β
∂xβ
(
∂βu
∂xβ
)
−
[
(n + 1)bn+1u
n + nbnu
n−1 + · · ·+ b1
] ∂βu
∂xβ
, t > 0, α, β ∈ (0, 1].
(23)
It is easy to find that the differential operator Gˆ[u] admits a one-dimensional invariant
subspace W1 = L
{
Eβ(kx
β)
}
, k ∈ R, if ark = br+1, r = 1, 2 . . . n, n ∈ N, because
Gˆ
[
A1Eβ(kx
β)
]
=
(
a0k
2 − b1k
)
A1Eβ(kx
β) ∈ W1.
Thus, we can write the exact solution in the form
u(x, t) = A1(t)Eβ(kx
β), (24)
where A1(t) is an unknown function to be determined. Substituting (24) in (23), we get
dαA1
dtα
= (a0k
2 − b1k)A1(t). (25)
First, we consider α = β = 1. In this case, we have
u(x, t) = k0e
(a0k2−b1k)t+kx, k0, k, a0, b1 ∈ R. (26)
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Next, we consider α, β ∈ (0, 1]. Applying Laplace transformation technique on both
sides of equation (25), we get
sαA¯1(s)− s
α−1A1(0) = (a0k
2 − b1k)A¯1(s)
which can be written as
A¯1(s) =
k0s
α−1
sα − (a0k2 − b1k)
, where k0 = A1(0).
Applying inverse Laplace transformation to the above equation, we get
A1(t) = k0Eα((a0k
2 − b1k)t
α).
Hence, we obtain an exact solution for time-space fractional diffusion-convection equation
(23) as follows
u(x, t) = k0Eα((a0k
2 − b1k)t
α)Eβ(kx
β), α, β ∈ (0, 1], k0, k, a0, b1 ∈ R. (27)
Note that, for α = β = 1, equation (27) is exactly same as (26). The above exact solution
(27) for a0 = 2, k = k0 = b1 = 1, t = 1, and different values of α and β is shown in Fig.
(a).
Remark 1. Let p(u) = a1u + a0, q(u) = −ka1u
2 + b1u + b0, k, a0, a1, b1, b0 ∈ R and
k( 6= 0). Then, the equation (22) can be written as follows
∂αu
∂tα
= a1
(
∂βu
∂xβ
)2
+ (a1u+ a0)
∂β
∂xβ
(
∂βu
∂xβ
)
+ (2ka1u− b1)
∂βu
∂xβ
. (28)
It is easy to find that equation (28) admits a two-dimensional invariant subspace W2 =
L
{
1, Eβ(−kx
β)
}
. Thus, we can write the exact solution of equation (28) as follows
u(x, t) = A1(t) + A2(t)Eβ(−kx
β), (29)
where the coefficients A1(t) and A2(t) are satisfy the following system of FODEs
dαA1
dtα
= 0,
dαA2
dtα
= (−k2a1A1 + a0k
2 + kb1)A2.
(30)
First, we consider α = β = 1. Solving the above system (30), we have
u(x, t) = k1 + k2e
k((−kk1a1+a0k+b1)t−x), k, k1, k2, a0, a1, b1 ∈ R. (31)
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Next, we consider α, β ∈ (0, 1]. Applying Laplace transformation technique to the above
system (30), we yield an exact solution of equation (28) as follows
u(x, t) = k1 + k2Eα
(
(−k2a1k1 + a0k
2 + kb1)t
α
)
Eβ(−kx
β), k, k1, k2, a0, a1, b1 ∈ R. (32)
Observe that, for α = β = 1, equation (32) is exactly same as (31). The above exact
solution (32) for k1 = −1, a1 = 2, a0 = 0, k2 = k = b1 = 1, t = 2, and different values
of α and β is shown in Fig. (b).
Remark 2. Let p(u) = a0 and q(u) = b1u+ b0, a0, b1, b0 ∈ R.
Then, equation (22) reduces to
∂αu
∂tα
= a0
∂β
∂xβ
(
∂βu
∂xβ
)
− b1
∂βu
∂xβ
(33)
which admits the following distinct invariant subspaces
(i) W2 = L
{
1, xβ
}
.
(ii) Wn = L
{
Eβ(k1x
β), . . . , Eβ(knx
β)
}
, n ∈ N,
(iii) Wn+1 = L
{
1, Eβ(k1x
β), . . . , Eβ(knx
β)
}
, n ∈ N,
(iv) Wn+2 = L
{
1, xβ, Eβ(k1x
β), . . . , Eβ(knx
β)
}
, n ∈ N, ki ∈ R, i = 1, . . . , n.
First, we consider the invariant subspace Wn = L
{
Eβ(k1x
β), . . . , Eβ(knx
β)
}
, n ∈ N.
Thus, we can write the exact solution in the form
u(x, t) = A1(t)Eβ(k1x
β) + · · ·+ An(t)Eβ(knx
β), (34)
where Ai(t), i = 1, . . . , n, are satisfy the following system of n-FODEs
dαA1
dtα
=
(
a0k
2
1 − b1k1
)
A1,
...
dαAn
dtα
=
(
a0k
2
n − b1kn
)
An.
(35)
Applying Laplace transformation technique to the above system (35), we obtain an exact
solution of equation (33) with α = β = 1, reads
u(x, t) =
n∑
s=1
rse
((a0ks−b1)kst+ksx), (36)
while α ∈ (0, 1], it takes
u(x, t) =
n∑
s=1
rsEα ((a0ks − b1)kst
α)Eβ(ksx
β), rs, ks, a0, b1 ∈ R (s = 1, 2, . . . , n). (37)
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Fig.(a) Graphical representation of the solution (27) for a0 = 2, k = k0 = b1 = 1,
t = 1, and different values of α and β.
Fig.(b) Graphical representation of the solution (32) for k1 = −1, a1 = 2, a0 = 0,
k2 = k = b1 = 1, t = 2, and different values of α and β.
We observe that for α = β = 1, equation (37) is exactly same as (36).
Proceeding the above similar procedure, we can derive another more general exact solution
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associated with the more general invariant subspaceWn+2 = L
{
1, xβ, Eβ(k1x
β), . . . , Eβ(knx
β)
}
,
n ∈ N. For this case, we obtain the more general exact solution of (33) reads
u(x, t) = c1 − c2b1
Γ(β + 1)
Γ(α + 1)
tα + c2x
β +
n∑
s=1
rsEα ((a0ks − b1)kst
α)Eβ(ksx
β), α, β ∈ (0, 1],
(38)
where c1, c2, rs, ks, (s = 1, 2, . . . , n), a0 and b1 are arbitrary constants. Observe that, for
c1 = c2 = 0, equation (38) is exactly the same as (37). Similarly, we can derive different
types of exact solutions for time-space fractional diffusion-convection equation (33) using
the other above mentioned invariant subspaces.
Remark 3. Let p(u) = a1u and q(u) =
b2
2
u2, b2 and a1 are constants.
Then, the equation (22) reduces into
∂αu
∂tα
= a1
(
∂βu
∂xβ
)2
+ a1u
∂β
∂xβ
(
∂βu
∂xβ
)
− b2u
∂βu
∂xβ
. (39)
It is easy to find that equation (39) admits a two-dimensional invariant subspace W2 =
L
{
1, Eβ(kx
β)
}
if a1 =
b2
2k
. Hence, we obtain an exact solution of (39) with α = β = 1,
reads
u(x, t) = k0 + k1e
k(−
b2
2
k0t+x), (40)
while α ∈ (0, 1], it takes
u(x, t) = k0 + k1Eα
(
−
b2
2
kk0t
α
)
Eβ(kx
β), k0, k1, b2, k ∈ R. (41)
The above exact solution (41) for k = k0 = k1 = b2 = 1, t = 2, and different values of
α and β is shown in Fig. (c). Note that, for α = β = 1, equation (41) is exactly same
as (40). We would like to point out that when β = 1, the above solution (41) is exactly
same as given in [38].
Remark 4. Let p(u) = u and q(u) = b0, b0 ∈ R.
Then, equation (22) describes only the time-space fractional diffusion equation as follows
∂αu
∂tα
=
(
∂βu
∂xβ
)2
+ u
∂β
∂xβ
(
∂βu
∂xβ
)
(42)
which admits invariant subspace W2 = L
{
1, xβ
}
. In this case, we have
u(x, t) = k0 + k
2
1
(Γ(β + 1))2
Γ(α + 1)
tα + k1x
β , k0, k1 ∈ R, α, β ∈ (0, 1]. (43)
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Fig.(c) Graphical representation of the solution (41) for k = k0 = k1 = b2 = 1,
t = 2, and different values of α and β.
Fig.(d) Graphical representation of the solution (43) for k0 = k1 = 1, t = 2, and
different values of α and β.
The above exact solution (43) for k0 = k1 = 1, t = 2, and different values of α and β is
shown in Fig. (d). We would like to mention that when β = 1, the above solution (43) is
exactly the same as given in [38].
Remark 5. We note that if p(u) = 1 and q(u) = −
1
2
u2, then the diffusion-convection
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equation (22) reduces into time-space fractional Burgers equation
∂αu
∂tα
=
∂β
∂xβ
(
∂βu
∂xβ
)
+ u
∂βu
∂xβ
, (44)
which admits a two-dimensional polynomial invariant subspace W2 = L
{
1, xβ
}
.
3.2 Time-space fractional reaction-diffusion equation
Consider the following time-space fractional reaction-diffusion equation
∂αu
∂tα
= Gˆ[u] = p(u)
∂β+1u
∂xβ+1
+ q(u), α, β ∈ (0, 1], (45)
The above PDE with β = 1 was discussed through the generalized differential transform
method in [44]. We would like to point out that the differential operator Gˆ[u] admits
no invariant subspace for arbitrary functions p(u) and q(u). Hence, we choose p(u) =
anu
n+ an−1u
n−1+ · · ·+ a1u+ a0, q(u) = bn+1u
n+1+ bnu
n+ · · ·+ b1u+ b0, n ∈ N where k,
an, bn+1, . . . , a1, b1, b0, a0 are non-zero arbitrary constants. Then, the time-space fractional
reaction-diffusion equation (45) reduces to
∂αu
∂tα
= Gˆ[u] =
[
anu
n + an−1u
n−1 + · · ·+ a1u+ a0
] ∂β+1u
∂xβ+1
+
(
bn+1u
n+1 + bnu
n + · · ·+ b1u+ b0
)
.
(46)
It is directly to check that the above equation (46) admits a one-dimensional invariant
subspace W1 = L
{
Eβ+1(−kx
β+1)
}
, because
Gˆ[A1Eβ+1(−kx
β+1)] = (−ka0 + b1)A1Eβ+1(−kx
β+1) ∈ W1
if aik = bi+1, i = 1, 2 . . . n, n ∈ N and b0 = 0.
Following the above similar procedure, first, we consider α = β = 1. In this case, we have
u(x, t) = k0e
(−ka0+b1)t−x2 , (47)
where k, k0, b1 and a0 are arbitrary constants.
Next, we assume α, β ∈ (0, 1]. Thus, we obtain an exact solution of equation (46) as
follows
u(x, t) = k0Eα((−ka0 + b1)t
α)Eβ+1(−kx
β+1), α, β ∈ (0, 1], (48)
where k0, k, b1 and a0 are non-zero arbitrary constants. The above exact solution (48)
for k = b1 = 1, a0 = −1, k0 = 2, t = 2 and different values of α and β is shown in Fig.
(e). We observe that for α = β = 1, equation (48) is exactly same as (47).
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Remark 6. Let a1, b2, b1 ∈ R and an = an−1 = · · · = a0 = bn+1 = bn = · · · = b1 = b0 = 0,
that is, p(u) = a1u and q(u) = b2u
2 + b1u.
Then, equation (45) reduces into
∂αu
∂tα
= a1u
∂β+1u
∂xβ+1
+ b2u
2 + b1u (49)
which admits one-dimensional invariant subspace W2 = L
{
Eβ+1(−kx
β+1)
}
if b2 = a1k.
In this case, we obtain an exact solution
u(x, t) = k1Eα(b1t
α)Eβ+1(−kx
β+1), k, k1, b1 ∈ R, α, β ∈ (0, 1], (50)
The above exact solution (50) for k1 = 1, b1 = −4, k = 2, t = 2, and different values of
α and β is shown in Fig. (f).
Remark 7. Let a1 = 1, b1 = −k 6= 0, b0, k ∈ R and an = an−1 = · · · = a0 = bn+1 = bn =
· · · = b2 = 0, that is, p(u) = u and q(u) = −ku+ b0.
Then, equation (46) reduces into
∂αu
∂tα
= u
∂β+1u
∂xβ+1
− ku+ b0 (51)
which admits the following distinct invariant subspaces
(i) W2 = L
{
1, xβ
}
,
(ii) W2 = L
{
1, xβ+1
}
,
(iii) W3 = L
{
1, xβ, xβ+1
}
.
Now, we consider the invariant subspace W2 = L
{
1, xβ
}
. In this case, we yield an exact
solution of equation (51) as follows
u(x, t) = (k1 + k2x
β)Eα(−kt
α) + b0t
αEα,α+1(−kt
α), k, k1, k2, b0 ∈ R, α, β ∈ (0, 1]. (52)
The above exact solution (52) for k1 = k2 = 1, b0 = 0, k = 2, x = 2, and different values
of α and β is shown in Fig. (g).
Remark 8. Let a0 = c ∈ R, b1 = −k and an = an−1 = · · · = a1 = bn+1 = bn = · · · =
b2 = b0 = 0, that is, p(u) = c and q(u) = −ku.
Then, equation (46) reduces into
∂αu
∂tα
= c
∂β+1u
∂xβ+1
− ku (53)
which admits distinct invariant subspaces, that is,
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Fig.(e) Graphical representation of the solution (48) for k = b1 = 1, k0 = 2, a0 = −1, t = 2 and
different values of α and β.
Fig.(f) Graphical representation of the solution (50) for k1 = 1, b1 = −4, k = 2, t = 2, and
different values of α and β.
(i) W2 = L
{
1, xβ
}
,
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(ii) W3 = L
{
1, xβ, xβ+1
}
,
(iii) Wn = L
{
Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
(iv) Wn+1 = L
{
1, Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
(v) Wn+2 = L
{
1, xβ+1, Eβ+(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
(vi) Wn+3 = L
{
1, xβ, xβ+1, Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
where ki ∈ R, i = 1, 2, . . . , n. Now, we consider the more general invariant subspace
Wn+3 = L
{
1, xβ, xβ+1, Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, which suggests that equation
(53) possesses the more general exact solution
u(x, t) =
(
λ1 + λ2x
β + λ3x
β+1
)
Eα(−kt
α) +
n∑
r=1
λr+3Eα((krc− k)t
α)Eβ+1(krx
β+1)
+cλ3Γ(β + 2)
t∫
0
Eα(−k(t− τ)
α)(τ)α−1Eα,α(−kτ
α)dτ,
(54)
where k, c, ki (i = 1, 2, . . . , n) and λs (s=1,2,. . . ,n+3), are arbitrary constants.
Remark 9. Let a0 = c, c ∈ R, and an = an−1 = · · · = a1 = bn+1 = bn = · · · = b1 = b0 =
0, that is, p(u) = c and q(u) = 0.
Then, fractional reaction-diffusion equation (46) reduces into the fractional linear sub-
diffusion equation
∂αu
∂tα
= c
∂β+1u
∂xβ+1
(55)
which admits the following distinct invariant subspaces:
(i) W2 = L
{
1, xβ
}
,
(ii) W3 = L
{
1, xβ, xβ+1
}
,
(iii) Wn = L
{
Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
(iv) Wn+1 = L
{
1, Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
(v) Wn+2 = L
{
1, xβ+1, Eβ+(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
(vi) Wn+3 = L
{
1, xβ, xβ+1, Eβ+1(k1x
β+1), . . . , Eβ+1(knx
β+1)
}
, n ∈ N,
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where ki ∈ R, i = 1, 2, . . . , n. Here, we consider the more general invariant subspace (vi),
which possesses the more general exact solution of fractional sub-diffusion equation (55)
reads
u(x, t) =
(
λ1 + λ2x
β + λ3x
β+1
)
+
n∑
r=1
λr+3Eα(krct
α)Eβ+1(krx
β+1)
+cλ3
Γ(β + 2)
Γ(α + 1)
tα, α, β ∈ (0, 1],
(56)
where c, ki (i = 1, 2, . . . , n) and λs (s=1,2,. . . ,n+3), are arbitrary constants. The above
exact solution (56) for λ1 = λ2 = λ3 = λ4 = k1 = c = n = 1, t = 2, and different values
of α and β is shown in Fig. (h). Observe that for k = 0, equation (54) is exactly same
as equation (56).
3.3 Time-space fractional diffusion equation with source term
Consider a time-space fractional nonlinear diffusion equation with source term
∂αu
∂tα
= Gˆ[u] =
(
∂p
∂u
)(
∂βu
∂xβ
)2
+ p(u)
∂β
∂xβ
(
∂βu
∂xβ
)
+ q(u), α, β ∈ (0, 1]. (57)
We would like to point out that the operator Gˆ[u] admits no invariant subspace for
arbitrary functions p(u) and q(u). Hence, we choose p(u) = anu
n+an−1u
n−1+· · ·+a1u+a0
and q(u) = bn+1u
n+1+bnu
n+· · ·+b1u, where an, bn+1, . . . , a1, b1, a0 are arbitrary constants.
Then, the equation (57) describes the time-space diffusion equation with source term
∂αu
∂tα
=
(
nanu
n−1 + (n− 1)an−1u
n−2 + · · ·+ a1
)(∂βu
∂xβ
)2
+
(
anu
n + an−1u
n−1 + · · ·+ a1u+ a0
) ∂β
∂xβ
(
∂βu
∂xβ
)
+ bn+1u
n+1 + bnu
n + · · ·+ b1u.
(58)
It is easy check that the above equation (58) admits a one-dimensional invariant subspace
W1 = L
{
Eβ(kx
β)
}
if (i+1)aik
2 = −bi+1, i = 1, 2 . . . , n, n ∈ N. Thus, for α = β = 1, we
have
u(x, t) = k0e
(a0k2+b1)t+kx, b1, k0, k, a0 ∈ R. (59)
Now, we consider α, β ∈ (0, 1]. In this case, we obtain an exact solution of equation (58)
reads
u(x, t) = k0Eα((a0k
2 + b1)t
α)Eβ(kx
β), b1, k0, k, a0 ∈ R. (60)
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Fig.(g) Graphical representation of the solution (52) for k1 = k2 = 1, b0 = 0, k = 2, x = 2,
and different values of α and β.
Fig.(h) Graphical representation of the solution (56) for λ1 = λ2 = λ3 = λ4 = k1 = c = n =
1, t = 2, and different values of α and β.
Note that if α = β = 1, then equation (60) is exactly same as equation (59). The above
exact solution (60) for k0 = b1 = 1, a0 = 0, k = 2, t = 2, and different values of α and β
is shown in Fig. (i).
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Remark 10. Let p(u) = a0 and q(u) = b1u + b0, a0, b0 and b1 are arbitrary constants.
Then, equation (57) reduces into
∂αu
∂tα
= a0
∂β
∂xβ
(
∂βu
∂xβ
)
+ b1u+ b0 (61)
which admits distinct invariant subspaces, that is,
(i) W2 = L
{
1, xβ
}
,
(ii) Wn+1 = L
{
1, Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
,
(iii) Wn+2 = L
{
1, xβ, Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
, ki ∈ R, i = 1, 2, . . . , n.
Let us consider the more general invariant subspace (iii), that is,
Wn+2 = L
{
1, xβ, Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
. Thus, we obtain an exact solution
of (61) reads
u(x, t) = (c1+c2x
β)Eα(b1t
α)+b0t
αEα,α+1(b1t
α)+
n∑
r=1
cr+2Eα((b1+a0k
2
r)t
α)Eβ(krx
β), (62)
where a0, b0, b1, ki(i = 1, 2, . . . , n) and cs (s = 1, 2, . . . , n + 2) are arbitrary constants.
The above exact solution (62) for c1 = c2 = c3 = b0 = b1 = a0 = k1 = n = 1, x = 2, and
different values of α and β is shown in Fig. (j).
Remark 11. Let p(u) = a0 and q(u) = b1u, a0 and b1 are arbitrary constants. Then,
equation (57) reduces into
∂αu
∂tα
= a0
∂β
∂xβ
(
∂βu
∂xβ
)
+ b1u (63)
which admits the following distinct invariant subspaces:
(i) W2 = L
{
1, xβ
}
,
(ii) Wn = L
{
Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
,
(iii) Wn+1 = L
{
1, Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
,
(iv) Wn+2 = L
{
1, xβ, Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
, n ∈ N, ki ∈ R, i=1,2,. . . ,n.
Let us consider the more general invariant subspace (iv), that is,
Wn+2 = L
{
1, xβ, Eβ(k1x
β), Eβ(k2x
β), . . . , Eβ(knx
β)
}
. Thus, we obtain the more general
exact solution of (63) reads
u(x, t) = (c1 + c2x
β)Eα(b1t
α) +
n∑
r=1
cr+2Eα((b1 + a0k
2
r)t
α)Eβ(krx
β), (64)
where a0, b1, ki(i = 1, 2, . . . , n) and cs (s = 1, 2, . . . , n+ 2) are arbitrary constants. Note
that for b0 = 0, equation (62) is exactly same as equation (64).
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Fig.(i) Graphical representation of the solution (60) for k0 = b1 = 1, a0 = 0, k = 2, t = 2,
and different values of α and β.
Fig.(j) Graphical representation of the solution u(x, t) of (62) for c1 = c2 = c3 = b0 = b1 =
a0 = k1 = n = 1, x = 2, and different values of α and β.
Remark 12. Let p(u) = a1u + a0 and q(u) = b1u + b0, a0, a1, b0 and b1 are arbitrary
constants. Then, equation (57) reduces into
∂αu
∂tα
= a1
(
∂βu
∂xβ
)2
+ (a1u+ a0)
∂β
∂xβ
(
∂βu
∂xβ
)
+ b1u+ b0 (65)
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which admits two-dimensional invariant subspace W2 = L
{
1, xβ
}
.
3.4 Two-coupled system of time-space fractional diffusion equa-
tion
Consider the following two-coupled system of time-space fractional diffusion equation
∂αu1
∂tα
=
∂β
∂xβ
(
∂βu1
∂xβ
)
+ µu2
∂β
∂xβ
(
∂βu1
∂xβ
)
+ (µ+ ρ)
(
∂βu1
∂xβ
)(
∂βu2
∂xβ
)
+ ρu1
∂β
∂xβ
(
∂βu2
∂xβ
)
,
∂αu2
∂tα
=
∂β
∂xβ
(
∂βu2
∂xβ
)
+ λ
∂β
∂xβ
(
∂βu1
∂xβ
)
+ γu1 + δu2, α, β ∈ (0, 1].
(66)
It is easy to find that coupled system (66) admits the following two-dimensional distinct
invariant subspaces:
(i) W12 ×W
2
2 = L
{
Eβ(kx
β), Eβ(−kx
β)
}
× L
{
Eβ(kx
β), Eβ(−kx
β)
}
if µ = −ρ,
(ii) W12 ×W
2
2 = L
{
1, xβ
}
× L
{
1, xβ
}
,
because
Gˆ1
[
A1Eβ(kx
β) + A2Eβ(−kx
β), A3Eβ(kx
β) + A4Eβ(−kx
β)
]
= k2
[
A1Eβ(kx
β) + A2Eβ(−kx
β)
]
∈ W 12 , if µ = −ρ,
Gˆ2
[
A1Eβ(kx
β) + A2Eβ(−kx
β), A3Eβ(kx
β) + A4Eβ(−kx
β)
]
=
[
(k2 + δ)A3 + (λk
2 + γ)A1
]
Eβ(kx
β) +
[
(k2 + δ)A4 + (λk
2 + γ)A2
]
Eβ(−kx
β) ∈ W 22 ,
and
Gˆ1
[
A1 + A2x
β, A3 + A4x
β
]
= (ρ+ µ) (Γ(β + 1))2A2A4 ∈ W
1
2 ,
Gˆ2
[
A1 + A2x
β, A3 + A4x
β
]
= (γA1 + δA3) + (γA2 + δA4)x
β ∈ W 22 .
Case 1.
First, we consider the invariant subspace
W12 ×W
2
2 = L
{
Eβ(kx
β), Eβ(−kx
β)
}
× L
{
Eβ(kx
β), Eβ(−kx
β)
}
with µ = −ρ, which suggests that equation (66) admits an exact solution in the form
u1(x, t) = A1(t)Eβ(kx
β) + A2(t)Eβ(−kx
β),
u2(x, t) = A3(t)Eβ(kx
β) + A4(t)Eβ(−kx
β),
(67)
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where A1(t), A2(t), A3(t) and A4(t) are unknown functions to be determined. Substituting
(67) in (66), we get
dαA1
dtα
= k2A1,
dαA2
dtα
= k2A2,
dαA3
dtα
= (k2 + δ)A3 + (λk
2 + γ)A1,
dαA4
dtα
= (k2 + δ)A4 + (λk
2 + γ)A2.
(68)
To obtain a nonzero solution, we assume that Ai(0) = ai 6= 0, i = 1, 2, 3, 4. Let us first
consider α = β = 1. In this case, we have
u1(x, t) =e
k2t
(
a1e
kx + a2e
−kx
)
,
u2(x, t) =
[
a3e
δt + (λk2 + γ)a1
(
eδt − 1
δ
)]
ek(kt+x)
+
[
a4e
δt + (λk2 + γ)a2
(
eδt − 1
δ
)]
ek(kt−x), δ 6= 0,
(69)
where ai, k, λ, γ, δ ∈ R (i = 1, 2, 3, 4). Next, we consider α ∈ (0, 1]. Applying Laplace
transformation technique to linear system (68), we obtain
A1(t) =a1Eα(k
2tα),
A2(t) =a2Eα(k
2tα),
A3(t) =a3Eα
(
(k2 + δ)tα
)
+ (λk2 + γ)a1
t∫
0
τα−1Eα,α
(
(k2 + δ)τα
)
Eα(k
2(t− τ)α)dτ,
A4(t) =a4Eα
(
(k2 + δ)tα
)
+ (λk2 + γ)a2
t∫
0
τα−1Eα,α((k
2 + δ)τα)Eα(k
2(t− τ)α)dτ.
In this case, we obtain an exact solution of the time-space fractional coupled diffusion
system (66) associated with the invariant subspaceW12×W
2
2 = L
{
Eβ(kx
β), Eβ(−kx
β)
}
×
L
{
Eβ(kx
β), Eβ(−kx
β)
}
if ρ = −µ, as follows
u1(x, t) =
[
a1Eβ(kx
β) + a2Eβ(−kx
β)
]
Eα(k
2tα),
u2(x, t) =
[
a3Eβ(kx
β) + a4Eβ(−kx
β)
]
Eα((k
2 + δ)tα) + (λk2 + γ)
×
[
a1Eβ(kx
β) + a2Eβ(−kx
β)
] t∫
0
τα−1Eα,α((k
2 + δ)τα)Eα(k
2(t− τ)α)dτ,
(70)
where ai, k, λ, γ, δ ∈ R (i = 1, 2, 3, 4). Observe that if α = β = 1, then equation (70) is
exactly same as (69). The above exact solution (70) for k = a1 = a2 = a3 = a4 = δ =
24
λ = 1, γ = −1, t = 2 and different values of α and β is shown in Fig. (k) and Fig. (l).
Case 2.
Fig.(k) Graphical representation of the solution u1(x, t) of (66) for k = a1 = a2 = 1, t = 2,
and different values of α and β.
Fig.(l) Graphical representation of the solution u2(x, t) of (66) for k = a1 = a2 = a3 = a4 =
δ = λ = 1, γ = −1, t = 2 and different values of α and β.
Following the above similar procedure, we can derive another exact solution associated
with the invariant subspace W12 ×W
2
2 = L
{
1, xβ
}
× L
{
1, xβ
}
. Let α = β = 1. In this
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case, we have
u1(x, t) =k1 + (ρ+ µ)k2
[
k4
δ
(eδt − 1) +
γk2
δ2
(eδt − 1− δt)
]
+ k2x,
u2(x, t) =k3e
δt +
k1γ
δ
(eδt − 1) +
[
k4e
δt +
γk2
δ
(
eδt − 1
)]
x
+
γ(ρ+ µ)k2
δ2
[
k4
(
δteδt − eδt + 1
)
+
γk2
δ
(
2− 2eδt + δt+ δteδt
)]
,
(71)
where ki, (1 = 1, 2, 3, 4), γ and δ( 6= 0) are arbitrary constants.
While α, β ∈ (0, 1], it takes
u1(x, t) =k1 + (Γ(β + 1))
2(ρ+ µ)k2
[
k4t
αEα,α+1(δt
α) + γk2t
2αEα,2α+1(δt
α)
]
+ k2x
β,
u2(x, t) =k3Eα(δt
α) + γk1t
αEα,α+1(δt
α) + [k4Eα(δt
α) + γk2t
αEα,α+1(δt
α)] xβ
+ (Γ(β + 1))2 (ρ+ µ)k2k4γ

 t∫
0
τα−1Eα,α(δτ
α)(t− τ)αEα,α+1(δ(t− τ)
α)dτ


+ (Γ(β + 1))2 (ρ+ µ)k22γ
2

 t∫
0
τα−1Eα,α(δτ
α)(t− τ)2αEα,2α+1(δ(t− τ)
α)dτ

 ,
(72)
where ki, γ, δ( 6= 0) ∈ R (1 = 1, 2, 3, 4). Note that for α = β = 1, equations (72) are
exactly same as (71). The above exact solution (72) for different values of α and β is
shown in Fig. (m) and Fig. (n).
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Fig.(m) Graphical representation of the solution u1(x, t) of (66) for k1 = k2 = k4 = ρ = δ =
γ = 1, µ = −1, t = 2 and different values of α and β.
Fig.(n) Graphical representation of the solution u2(x, t) of (66) for k1 = k2 = k3 = k4 =
ρ = δ = γ = 1, µ = −1, x = 2, and different values of α and β.
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3.5 Two-coupled system of time-space fractional nonlinear model
of stationary transonic plane-parallel gas flow
Consider the following two-coupled system of time-space fractional PDEs
∂αu1
∂tα
=
∂βu2
∂xβ
,
∂αu2
∂tα
= −u1
∂βu1
∂xβ
, t > 0, α, β ∈ (0, 1].
(73)
which describes the model of stationary transonic plane-parallel gas flow [21, 43]. The
symmetries of the above-coupled system (73) with α = 1 and β = 1 was presented in
[43, 46]. The system (73) with α = β = 1 was discussed through the invariant subspace
method by Galaktionov and Svirshchevskii [21].
It is easy to find that (73) admits an invariant subspace W12 × W
2
2 = L
{
1, xβ
}
×
L
{
1, xβ
}
because
Gˆ1
[
A1 + A2x
β , A3 + A4x
β
]
= A4Γ(β + 1) ∈ W
1
2 ,
Gˆ2
[
A1 + A2x
β , A3 + A4x
β
]
= −A2Γ(β + 1)
[
A1 + A2x
β
]
∈ W 22 .
Thus, we can write the exact solution of equation (73) in the form
u1(x, t) = A1(t) + A2(t)x
β , u2(x, t) = A3(t) + A4(t)x
β. (74)
Let us first, consider α = β = 1. In this case, we yield an exact solution of the above
system (73) associated with W12 ×W
2
2 = L
{
1, xβ
}
× L
{
1, xβ
}
as follows
u1(x, t) = k1 + k4t− k
2
2
t2
2
+ k2x,
u2(x, t) = k3 − k2
(
k1 +
k4
2
t−
k22
6
t2
)
t+
(
k4 − k
2
2t
)
x, ki ∈ R, i = 1, 2, 3.4.
(75)
Next, we consider α, β ∈ (0, 1]. In this case, we have
u1(x, t) =k1 + k4Γ(β + 1)
tα
Γ(α+ 1)
− k22 (Γ(β + 1))
2 t
2α
Γ(2α+ 1)
+ k2x
β ,
u2(x, t) =k3 − k1k2Γ(β + 1)
tα
Γ(α+ 1)
− k2k4 (Γ(β + 1))
2 t
2α
Γ(2α+ 1)
+ k32 (Γ(β + 1))
3 t
3α
Γ(3α + 1)
+
[
k4 − k
2
2Γ(β + 1)
tα
Γ(α+ 1)
]
xβ , α, β ∈ (0, 1],
(76)
where k1, k2, k3 and k4 are non-zero arbitrary constants. Observe that for α = β = 1,
equations (76) are exactly same as equations (75). The above exact solution (76) for
k1 = 2, k2 = k3 = k4 = 1, x = 2, and different values of α and β is shown in Fig. (o) and
Fig. (p).
28
Fig.(o) Graphical representation of the solution u1(x, t) of (73) for k1 = 2, k2 = k4 = 1, x = 2,
and different values of α and β.
Fig.(p) Graphical representation of the solution u2(x, t) of (73) for k1 = 2, k2 = k3 = k4 = 1,
x = 2, and different values of α and β.
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3.6 Three-coupled system of time-space fractional generalized
Hirota-Satsuma-KdV equation
Consider the following three-coupled system of time-space fractional generalized Hirota-
Satsuma-KdV equation
RL∂αu1
∂tα
=
1
2
∂β+2u1
∂xβ+2
− 3u1
∂βu1
∂xβ
+ 3u3
∂βu2
∂xβ
+ 3u2
∂βu3
∂xβ
,
RL∂αu2
∂tα
= −
∂β+2u2
∂xβ+2
+ 3u1
∂βu2
∂xβ
,
RL∂αu3
∂tα
= −
∂β+2u3
∂xβ+2
+ 3u1
∂βu3
∂xβ
, t > 0, α, β ∈ (0, 1].
(77)
This system with α = β = 1, describes an interaction of two long waves with different
dispersion relations [45]. The above system (77) with β = 1 was discussed through the
invariant subspace method in [10]. Let us consider the dimension n1 = n2 = n3 = 2. For
this case, the equation (77) admits the following invariant subspace
W2,2,2 =W
1
2 ×W
2
2 ×W
3
2 = L
{
1, xβ
}
× L
{
1, xβ
}
× L
{
1, xβ
}
.
Thus, we can write the exact solution of system (77) in the form
u1(x, t) = A1(t) + A2(t)x
β,
u2(x, t) = A3(t) + A4(t)x
β,
u3(x, t) = A5(t) + A6(t)x
β,
(78)
where Ai(t), (i = 1, . . . , 6) are satisfy the following system of FODEs
dαA1(t)
dtα
= 3Γ(β + 1) [−A1(t)A2(t) + A3(t)A6(t) + A4(t)A5(t)] ,
dαA2(t)
dtα
= 3Γ(β + 1)
[
−A22(t) + 2A4(t)A6(t)
]
,
dαA3(t)
dtα
= 3Γ(β + 1)A1(t)A4(t),
dαA4(t)
dtα
= 3Γ(β + 1)A2(t)A4(t),
dαA5(t)
dtα
= 3Γ(β + 1)A1(t)A6(t),
dαA6(t)
dtα
= 3Γ(β + 1)A2(t)A6(t).
(79)
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Solving the above equations (79), we have
u1(x, t) =
1
3Γ(β + 1)
(
Γ(1− α)
Γ(1− 2α)
)[
k1
k2
+ xβ
]
t−α,
u2(x, t) =
1
9k2(Γ(β + 1))2
(
Γ(1− α)
Γ(1− 2α)
)2 [
k1
k2
+ xβ
]
t−α,
u3(x, t) = k1t
−α + k2x
βt−α, k2 6= 0, α ∈ (0, 1)−
{
1
2
}
, β ∈ (0, 1], k1, k2 ∈ R.
(80)
The above exact solution (80) for k1 = 2, k2 = 1, x = 2, and different values of α and β
is shown in Fig. (q), Fig. (r) and Fig. (s). We would like to mention that when β = 1,
the above solution (80) is exactly the same as given in [10].
Note 5. We would like to point out that the property (2) holds only for µ > n−1. Hence
dα(t−α)
dtα
=
Γ(1− α)
Γ(1− 2α)
t−2α is not valid in Caputo fractional derivative of order α ∈ (0, 1),
but it holds for R-L fractional derivative of order α ∈ (0, 1):
dα(t−α)
dtα
=
Γ(1− α)
Γ(1− 2α)
t−2α, µ = −α > −1.
4 Conclusion
In this article, we have presented how the invariant subspace method can be extended
to a scalar and coupled system of time-space FPDEs. Also, we have explicitly presented
how the scalar and coupled system of time-space FPDEs admit more than one invariant
subspace which in turn helps to derive more than one exact solution. The applicability
of the method was illustrated through scalar and coupled system of time-space FPDEs
given in (22), (45), (57), (66), (73) and (77). Using the invariant subspace method, the
scalar and coupled system of time-space FPDEs are reduced to the system of FODEs.
The obtained reduced system of FODEs can be solved by well-known analytical methods.
The obtained exact solutions can be expressed in terms of the polynomial and well-known
Mittag-Leffler functions. These investigations show that the invariant subspace method
is a very effective tool to derive exact solutions for the scalar and coupled system of
nonlinear time-space FPDEs.
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