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FAMILIES OF NEWTON-LIKE INEQUALITIES FOR SETS OF
SELF-CONJUGATE COMPLEX NUMBERS
RICHARD ELLARD AND HELENA SˇMIGOC
Abstract. We derive families of Newton-like inequalities involving the ele-
mentary symmetric functions of sets of self-conjugate complex numbers in the
right half-plane. These are the first known inequalities of this type which are
independent of the proximity of the complex numbers to the real axis.
1. Introduction
The k-th elementary symmetric function of the variables x1, x2, . . . xn is defined
by
e0(x1, x2, . . . xn) := 1,
ek(x1, x2, . . . xn) :=
∑
1≤i1<i2<···<ik≤n
xi1xi2 · · ·xik : k = 1, 2, . . . , n.
It will also be convenient to define ek(x1, x2, . . . xn) = 0 if k < 0 or k > n. In order
to state the celebrated Newton’s inequalities, it is more convenient to consider the
k-th elementary symmetric mean
Ek(x1, x2, . . . xn) :=
(
n
k
)−1
ek(x1, x2, . . . xn) : k = 0, 1, . . . , n.
For brevity, we will often write simply ek or Ek when there is no confusion as to
the variables involved.
Theorem 1.1. (Newton’s Inequalities) If X := (x1, x2, . . . , xn) is a list of real
numbers, then
(1.1) Ek(X )2 ≥ Ek−1(X )Ek+1(X ) : k = 1, 2, . . . , n− 1,
with equality if and only if all of the xi coincide or both sides vanish.
Theorem 1.1 is a consequence of a rule stated (without proof) by Newton [9]
which gives a lower bound on the number of nonreal roots of a real polynomial;
however, since Newton did not give a proof of his rule, the proof of Theorem 1.1
is due to MacLaurin [6]. For an inductive proof in the case where x1, x2, . . . xn are
nonnegative, see [3, §2.22]. For a proof by differential calculus in the case where
x1, x2, . . . xn are real, see [3, §4.3], or alternatively [11].
Date: February 2016.
2010 Mathematics Subject Classification. 26D07, 26D15, 30A10.
Key words and phrases. Elementary symmetric functions, Newton’s inequalities, λ-Newton
inequalities.
The authors’ work was supported by Science Foundation Ireland under Grant
11/RFP.1/MTH/3157.
1
ar
X
iv
:1
60
4.
05
14
8v
1 
 [m
ath
.C
A]
  1
2 A
pr
 20
16
2 RICHARD ELLARD AND HELENA SˇMIGOC
Several reformulations/generalisations of Newton’s inequalities have been given
over the years, for example in [14, 7, 11] and more recently in [10, 12]. The re-
lationship between Newton’s inequalities and matrix spectra have been studied in
[4, 5]. Newton-like inequalities for certain families of complex numbers have been
studied in [8, 15, 16].
In this paper, we give families of Newton-like inequalities for sets of self-conjugate
complex numbers with nonnegative real parts and show that the given inequalities
are optimal. These inequalities are of particular interest, since no further conditions
on the set of complex numbers under consideration are imposed. In general, a se-
quence of nonnegative numbers {Ek} is said to be log-concave if E2k ≥ Ek−1Ek+1 for
all k. Therefore, the study of Newton-like inequalities for sets of complex numbers
is further motivated by the literature on log-concave sequences (see [13, 1]).
Note that (1.1) is equivalent to
ek(X )2 ≥ k + 1
k
n− k + 1
n− k ek−1(X )ek+1(X ),
which is stronger than
ek(X )2 ≥ ek−1(X )ek+1(X ).
It is well-known that (1.1) is equivalent to
(1.2) EkEl ≥ Ek−1El+1 : 1 ≤ k ≤ l ≤ n− 1,
provided E1, E2, . . . , En ≥ 0 and the sequence E1, E2, . . . , En has no internal zeros,
namely if k < l, then Ek, El > 0 implies Ei > 0 for all k < i < l. This follows from
the fact that
E2kE
2
k+1 · · ·E2l ≥ (Ek−1Ek+1)(EkEk+2) · · · (El−1El+1).
In particular, if the xi are nonnegative, then (1.2) holds.
Now suppose X := (x1, x2, . . . , xn) is a list of complex numbers. It is natural to
assume that X is self-conjugate (any complex numbers occur in complex-conjugate
pairs), since this ensures that each ei(X ) is a real number. We will also assume
that the xi have nonnegative real parts, since this guarantees that ei(X ) ≥ 0,
i = 0, 1, . . . , n.
In general, Newton’s inequalities (1.1) do not hold under these assumptions;
however, Monov [8] showed that a weaker version of Theorem 1.1 does hold. For
0 ≤ λ ≤ 1, define the wedge
Ω := {z ∈ C : | arg(z) | ≤ cos−1
√
λ}.
Theorem 1.2. [8] Let X := (x1, x2, . . . , xn) be a list of self-conjugate variables in
Ω. Then
(1.3) Ek(X )2 ≥ λEk−1(X )Ek+1(X ) : k = 1, 2, . . . , n− 1.
Theorem 1.2 was generalised by Xu [15, 16]:
Theorem 1.3. [15, 16] Let X := (x1, x2, . . . , xn) be a list of self-conjugate variables
in Ω. Then
(1.4) Ek(X )El(X ) ≥ λEk−1(X )El+1(X ) : 1 ≤ k ≤ l ≤ n− 1.
The inequalities in (1.3) are known as the λ-Newton inequalities and those in
(1.4) are known as the generalised λ-Newton inequalities.
Note that the strength of the inequalities in (1.4) depends on the proximity of
the xi to the real axis, via the parameter λ. In particular, if the xi are all real,
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then (1.4) reduces to Newton’s inequalities. On the other hand, if any of the xi
are purely imaginary, then (1.4) reduces to the trivial inequality EkEl ≥ 0. In this
paper we develop inequalities of the form
(1.5) ek(X )el(X ) ≥ Cek−h(X )el+h(X ),
where the constant C is independent of x1, x2, . . . , xn. Specifically, we will prove:
Theorem 1.4. Let X := (x1, x2, . . . , xn) be a self-conjugate list of complex numbers
with nonnegative real parts. Then for all k ≤ l, the following inequalities hold:
(i) e2k(X )e2l(X ) ≥ (l+1)(bn/2c−k+1)k(bn/2c−l) e2k−2(X )e2l+2(X );
(ii) e2k+1(X )e2l+1(X ) ≥ (l+1)(dn/2e−k)k(dn/2e−l−1) e2k−1(X )e2l+3(X );
(iii) e2k−1(X )e2l(X ) ≥ e2k−2(X )e2l+1(X );
(iv) e2k(X )e2l+1(X ) ≥ e2k−1(X )e2l+2(X ).
Furthermore, if all real numbers in X appear with even multiplicity, then
(v) e2k(X )e2l(X ) ≥
√
l(n− 2k)
k(n− 2l)e2k−1(X )e2l+1(X ).
In many cases, the inequalities given in Theorem 1.4 are stronger than the cor-
responding generalised λ-Newton inequalities (see Section 3).
2. New Newton-like inequalities for complex numbers
The following simple example illustrates that, in some cases, the best-possible
constant in (1.5) is C = 0:
Example 2.1. Consider the list X := (i,−i, i,−i, . . . , i,−i) of length 2m. We have
e2i(X ) =
(
m
i
)
: i = 0, 1, . . . ,m,
e2i+1(X ) = 0 : i = 0, 1, . . . ,m− 1.
This example shows us that if k, l and h are all odd, then we are forced to choose
C = 0 in (1.5).
If k and l have the same parity and h is even, the constant C is best-expressed
by normalising the elementary symmetric functions in a new way: let us define
P2k(X ) :=
(bn/2c
k
)−1
e2k(X ) : k = 0, 1, . . . , bn/2c,
P2k+1(X ) :=
(dn/2e − 1
k
)−1
e2k+1(X ) : k = 0, 1, . . . , dn/2e − 1.
We will require a lemma which appears as Problem 743 in [2]:
Lemma 2.2. [2] Suppose that the real parts of all roots of the real polynomial
f(x) = xn + a1x
n−1 + · · ·+ an are nonnegative. Then the roots of the polynomials
xn − a2xn−2 + a4xn−4 − · · ·
and
a1x
n−1 − a3xn−3 + a5xn−5 − · · ·
are real and interlace.
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Theorem 2.3. Let X := (x1, x2, . . . , xn) be a self-conjugate list of complex numbers
with nonnegative real parts. Then
(2.1) P2k(X )P2l(X ) ≥ P2k−2(X )P2l+2(X ) : 1 ≤ k ≤ l ≤ bn/2c − 1
and
(2.2) P2k+1(X )P2l+1(X ) ≥ P2k−1(X )P2l+3(X ) : 1 ≤ k ≤ l ≤ dn/2e − 2.
Proof. First suppose n is even and write n = 2m. The polynomial
x2m + e1(X )x2m−1 + e2(X )x2m−2 + · · ·+ e2m(X )
has roots −x1,−x2, . . . ,−x2m. Therefore, by Lemma 2.2, the polynomial
x2m − e2(X )x2m−2 + e4(X )x2m−4 − · · ·+ (−1)me2m(X )
has real roots. Hence the roots of the polynomial
wm − e2(X )wm−1 + e4(X )wm−2 − · · ·+ (−1)me2m(X ),
say w1, w2, . . . , wm, are real and nonnegative. Setting W := (w1, w2, . . . , wm),
we note that ek(W) = e2k(X ): k = 0, 1, . . . ,m, and hence, applying Newton’s
inequalities (1.2) to W gives
e2k(X )(
m
k
) e2l(X )(
m
l
) ≥ e2k−2(X )( m
k−1
) e2l+2(X )(
m
l+1
)
or
P2k(X )P2l(X ) ≥ P2k−2(X )P2l+2(X ) : 1 ≤ k ≤ l ≤ m− 1.
Similarly, by Lemma 2.2, the polynomial
e1(X )x2m−1 − e3(X )x2m−3 + e5(X )x2m−5 − · · ·+ (−1)m−1e2m−1(X )x
has real roots. If e1(X ) = 0, then Re(xi) = 0 for all i. This would imply that
e2k+1(X ) = 0 for all 0 ≤ k ≤ m−1, in which case (2.2) holds trivially. If e1(X ) > 0,
it follows that the roots of the polynomial
wm−1 − e3(X )
e1(X )w
m−2 +
e5(X )
e1(X )w
m−3 − · · ·+ (−1)m−1 e2m−1(X )
e1(X ) ,
say w1, w2, . . . , wm−1, are real and nonnegative. We note that
ek(W) = e2k+1(X )
e1(X ) : k = 0, 1, . . . ,m− 1,
and hence, applying Newton’s inequalities (1.2) to W gives
e2k+1(X )(
m−1
k
) e2l+1(X )(
m−1
l
) ≥ e2k−1(X )(m−1
k−1
) e2l+3(X )(
m−1
l+1
)
or
P2k+1(X )P2l+1(X ) ≥ P2k−1(X )P2l+3(X ) : 1 ≤ k ≤ l ≤ m− 2.
The proof for odd n is similar. 
As with Newton’s inequalities, we note that (2.1) and (2.2) are stronger than
e2ke2l ≥ e2k−2e2l+2 and e2k+1e2l+1 ≥ e2k−1e2l+3, respectively.
If k and l have different parity and h = 1, it turns out that the best-possible
constant in (1.5) is C = 1:
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Theorem 2.4. Let X := (x1, x2, . . . , xn) be a list of self-conjugate variables with
nonnegative real parts. If k and l have different parity, 1 ≤ k < l ≤ n− 1, then
(2.3) ek(X )el(X ) ≥ ek−1(X )el+1(X ).
Proof. Let us write
X = (a1 ± ib1, a2 ± ib2, . . . , am ± ibm, µ1, µ2, . . . , µs) ,
where n = 2m+ s and the ai, bi and µi are nonnegative. Consider the functions
f(a1, . . . , am, b1, . . . , bm, µ1, . . . , µs) = ek(X )el(X )− ek−1(X )el+1(X )
and
g(a1, . . . , am, b1, . . . , bm, µ1, . . . , µs) = ek(X )el(X )− ek−2(X )el+2(X )
as multivariable polynomials in a1, . . . , am, b1, . . . , bm, µ1, . . . , µs. We claim that
(i) for all 1 ≤ k < l ≤ n − 1, where k and l have different parity, the coefficient
of every term in f is positive and
(ii) for all 2 ≤ k ≤ l ≤ n− 2, where k and l have the same parity, the coefficient
of every term in g is positive.
The proof is by induction on n. If n = 1 or n = 2, then there is nothing to
prove. Now assume that (i) and (ii) hold for all lists of length strictly less than n.
If s > 0, we note that for i = 0, 1, . . . , n,
ei(X ) = ei(X ′) + µsei−1(X ′),
where
X ′ := (a1 ± ib1, a2 ± ib2, . . . , am ± ibm, µ1, µ2, . . . , µs−1) .
Therefore, we may write
ek(X )el(X )− ek−1(X )el+1(X ) = Aµ2s +Bµs + C,
where
A := ek−1(X ′)el−1(X ′)− ek−2(X ′)el(X ′),
B := ek(X ′)el−1(X ′)− ek−2(X ′)el+1(X ′),
C := ek(X ′)el(X ′)− ek−1(X ′)el+1(X ′).
If k and l have different parity, 1 ≤ k < l ≤ n − 1, then the inductive hypothesis
guarantees that A, B and C consist entirely of positive terms. Hence every term
in f is positive.
Similarly, we may write
ek(X )el(X )− ek−2(X )el+2(X ) = Aµ2s +Bµs + C,
where
A := ek−1(X ′)el−1(X ′)− ek−3(X ′)el+1(X ′),
B := ek−1(X ′)el(X ′)− ek−3(X ′)el+2(X ′)
+ ek(X ′)el−1(X ′)− ek−2(X ′)el+1(X ′),
C := ek(X ′)el(X ′)− ek−2(X ′)el+2(X ′).
If k and l have the same parity, 2 ≤ k ≤ l ≤ n − 2, then the inductive hypothesis
again guarantees that A, B and C consist entirely of positive terms. Hence every
term in g is positive.
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On the other hand, if s = 0, we note that for i = 0, 1, . . . , n,
ei(X ) = ei(X ′) + 2amei−1(X ′) +
(
a2m + b
2
m
)
ei−2(X ′),
where
X ′ := (a1 ± ib1, a2 ± ib2, . . . , am−1 ± ibm−1) .
Hence, we may write
ek(X )el(X )− ek−1(X )el+1(X )
= A(a2m + b
2
m)
2 + (B + 2Xam)(a
2
m + b
2
m) + 4Y a
2
m + 2Zam + C,
where
A := ek−2(X ′)el−2(X ′)− ek−3(X ′)el−1(X ′),
B := ek−2(X ′)el(X ′)− ek−3(X ′)el+1(X ′)
+ ek(X ′)el−2(X ′)− ek−1(X ′)el−1(X ′),
C := ek(X ′)el(X ′)− ek−1(X ′)el+1(X ′),
X := ek−1(X ′)el−2(X ′)− ek−3(X ′)el(X ′),
Y := ek−1(X ′)el−1(X ′)− ek−2(X ′)el(X ′),
Z := ek(X ′)el−1(X ′)− ek−2(X ′)el+1(X ′).
If k and l have different parity, 1 ≤ k < l ≤ n − 1, then the inductive hypothesis
guarantees that A, B, C, X, Y and Z consist entirely of positive terms. Hence
every term in f is positive, as before.
Similarly, we may write
ek(X )el(X )− ek−2(X )el+2(X )
= A(a2m + b
2
m)
2 + (B + 2Xam)(a
2
m + b
2
m) + 4Y a
2
m + 2Zam + C,
where
A := ek−2(X ′)el−2(X ′)− ek−4(X ′)el(X ′),
B := ek(X ′)el−2(X ′)− ek−4(X ′)el+2(X ′),
C := ek(X ′)el(X ′)− ek−2(X ′)el+2(X ′),
X := ek−2(X ′)el−1(X ′)− ek−4(X ′)el+1(X ′)
+ ek−1(X ′)el−2(X ′)− ek−3(X ′)el(X ′),
Y := ek−1(X ′)el−1(X ′)− ek−3(X ′)el+1(X ′),
Z := ek−1(X ′)el(X ′)− ek−3(X ′)el+2(X ′)
+ ek(X ′)el−1(X ′)− ek−2(X ′)el+1(X ′).
If k and l have the same parity, 2 ≤ k ≤ l ≤ n − 2, then the inductive hypothesis
guarantees that A, B, C, X, Y and Z consist entirely of positive terms. Hence
every term in g is positive, as before. 
Remark. In the proof of Theorem 2.4, we saw that if k and l have the same parity,
then ek(X )el(X ) ≥ ek−2(X )el+2(X ) and the difference ek(X )el(X )−ek−2(X )el+2(X )
is a multivariable polynomial in a1, . . . , am, b1, . . . , bm, µ1, . . . , µs consisting entirely
of positive terms. This inequality is weaker than the inequality Pk(X )Pl(X ) ≥
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Pk−2(X )Pl+2(X ), obtained from Theorem 2.3, but the difference Pk(X )Pl(X ) −
Pk−2(X )Pl+2(X ) does not consist entirely of positive terms.
It is clear that if k and l have different parity, then Theorem 2.4 implies
ek(X )el(X ) ≥ ek−h(X )el+h(X ) : h = 2, 3, . . . ;
however, such inequalities may always be strengthened by combining Theorems 2.3
and 2.4. For example, if n is odd, then it is clear from the definition of Pi that
(2.4)
P2k−1P2k+2
P2k−2P2k+3
=
e2k−1e2k+2
e2k−2e2k+3
and in this case,
P2kP2k+1 ≥
√
P2k−2P2k−1P2k+2P2k+3
≥ P2k−2P2k+3,
where the first inequality follows from Theorem 2.3 and the second follows from
Theorem 2.4 and (2.4). This is stronger than the inequality e2ke2k+1 ≥ e2k−2e2k+3,
which would be obtained from Theorem 2.4 alone.
We have yet to consider the case when k and l are both even in (1.5), but h is
odd. Specifically, we ask if it is possible to derive inequalities of form
e2k(X )e2l(X ) ≥ Ce2k−1(X )e2l+1(X ) : 1 ≤ k ≤ l ≤ (n− 1)/2,
where C > 0. It turns out that if we allow X to contain unpaired real numbers,
then the answer is negative, as the following example illustrates:
Example 2.5. Consider the list
X := (i,−i, i,−i, . . . , i,−i︸ ︷︷ ︸
m pairs
, 1)
of length n = 2m+ 1. We have
e1(X ) = 1,
e2i(X ) = e2i+1(X ) =
(
m
i
)
i : i = 1, 2, . . . ,m.
Hence, for all 1 ≤ k ≤ l ≤ m,
e2k(X )e2l(X )
e2k−1(X )e2l+1(X ) =
(
m+ 1
k
− 1
)
.
This example shows us that, given any k, l and n, it is always possible to find
a list X of length n, such that e2k(X )e2l(X ) is arbitrarily small compared to
e2k−1(X )e2l+1(X ).
Surprisingly, if we insist that X contain only complex-conjugate pairs (all real
numbers in X appear with even multiplicity), it turns out that
(2.5) e2k(X )2 ≥ e2k−1(X )e2k+1(X ) : k = 1, 2, . . . ,m− 1.
We note the similarity of (2.5) to Newton’s inequalities (1.1). To prove (2.5), we
first require a technical lemma:
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Lemma 2.6. Let X := (a1 ± ib1, a2 ± ib2, . . . , am ± ibm), where ai, bi ≥ 0 : i =
1, 2, . . . ,m. Let U := {1, 2, . . . ,m} and for each S ⊆ U , letWS :=
(
a2i + b
2
i : i ∈ S
)
.
Then for 0 ≤ k ≤ m,
(2.6) e2k(X ) =
k∑
r=0
22r
∑
S ⊆ U
|S| = 2r
(∏
i∈S
ai
)
ek−r(WU\S)
and for 1 ≤ k ≤ m,
(2.7) e2k−1(X ) =
k−1∑
r=0
22r+1
∑
S ⊆ U
|S| = 2r + 1
(∏
i∈S
ai
)
ek−r−1(WU\S).
Proof. The proof is by induction on m. If m = 1, then (2.6) and (2.7) give e0(X ) =
1, e1(X ) = 2a1 and e2(X ) = a21 + b21, as required. Now assume the statement holds
for lists with m− 1 complex-conjugate pairs.
We note that for i = 0, 1, . . . , 2m,
(2.8) ei(X ) = ei(X ′) + 2amei−1(X ′) + (a2m + b2m)ei−2(X ′),
where X ′ := (a1±ib1, a2±ib2, . . . , am−1±ibm−1). Hence, by (2.8) and the inductive
hypothesis,
e2k(X ) =
k∑
r=0
22r
∑
S ⊆ U ′
|S| = 2r
(∏
i∈S
ai
)
ek−r(WU ′\S)
+ am
k∑
r=1
22r
∑
S ⊆ U ′
|S| = 2r − 1
(∏
i∈S
ai
)
ek−r(WU ′\S)(2.9)
+ (a2m + b
2
m)
k−1∑
r=0
22r
∑
S ⊆ U ′
|S| = 2r
(∏
i∈S
ai
)
ek−r−1(WU ′\S),
where U ′ := {1, 2, . . . ,m− 1}; however, since∑
S ⊆ U
|S| = 2r
(∏
i∈S
ai
)
ek−r(WU\S) =
∑
S ⊆ U ′
|S| = 2r
(∏
i∈S
ai
)
ek−r
(W(U ′\S)∪{m})
+ am
∑
S ⊆ U ′
|S| = 2r − 1
(∏
i∈S
ai
)
ek−r(WU ′\S)
and
ek−r
(W(U ′\S)∪{m}) = ek−r (WU ′\S)+ (a2m + b2m)ek−r−1 (WU ′\S) ,
it follows that the right hand side of (2.9) equals
k∑
r=0
22r
∑
S ⊆ U
|S| = 2r
(∏
i∈S
ai
)
ek−r(WU\S).
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This establishes (2.6).
The proof of (2.7) is similar. 
Theorem 2.7. Let X := (a1 ± ib1, a2 ± ib2, . . . , am ± ibm), where ai, bi ≥ 0 : i =
1, 2, . . . ,m. Then
(2.10) e2k(X )2 ≥ e2k−1(X )e2k+1(X ) : k = 1, 2, . . . ,m− 1.
Proof. Let U := {1, 2, . . . ,m} and for each S ⊆ U , let VS :=
(
a2i − b2i : i ∈ S
)
. We
will show that
e2k(X )2 − e2k−1(X )e2k+1(X ) ≥ Θ,
where
Θ :=
k−1∑
r=0
22r
∑
S ⊆ U
|S| = r
(∏
i∈S
a2i b
2
i
)
ek−r(VU\S)2.
More specifically, consider the function
f(a1, . . . , am, b1, . . . , bm) = e2k(X )2 − e2k−1(X )e2k+1(X )−Θ
as a multivariable polynomial in a1, . . . , am, b1, . . . , bm. We will prove:
Claim 1: The coefficient of every term in f is positive.
Ultimately, the proof of Claim 1 will be by induction on m; however, before we
begin, there is a term in f whose coefficient we must explicitly compute. Consider
T :=
k∏
i=1
a2i b
2
i .
Claim 2: The coefficient of T in f is 22k.
In order to prove Claim 2, we will determine the coefficients of T in e22k(X ),
e2k−1(X )e2k+1(X ) and Θ separately. First, recall that, by Lemma 2.6, e2k(X )
may be written in the form (2.6). The coefficient of T in e2k(X )2 is calculated
by considering the sum
∑
T1T2, where the sum is over all appropriately chosen
terms T1 and T2 in (2.6). Suppose T1 and T2 correspond to choices S = S1 and
S = S2 in (2.6), respectively. It is clear that since each ai in T has exponent
2, the only contributions to the coefficient of T in e2k(X ) come from choosing
S1 = S2 ⊆ {1, 2, . . . , k}. In fact, we must choose S1 = S2 = ∅, since i ∈ S implies
ek−r(WU\S) is independent of bi. Hence, the only contributions to the coefficient
of T come from setting r = 0 in (2.6), i.e. the coefficient of T in e2k(X )2 is
precisely the coefficient of T in ek(WU )2. This is the same as the coefficient of T
in
∏k
i=1
(
a2i + b
2
i
)2
, which equals 2k.
Similarly, we note that e2k−1(X ) my be written in the form (2.7) and that
(2.11) e2k+1(X ) =
k∑
r=0
22r+1
∑
S ⊆ U
|S| = 2r + 1
(∏
i∈S
ai
)
ek−r(WU\S).
Since it is not possible to choose S = ∅ in (2.7) or (2.11), we conclude that the
coefficient of T in e2k−1(X )e2k+1(X ) is zero.
To compute the coefficient of T in Θ, we note that for any set of integers
i1, i2, . . . , ik−r satisfying 1 ≤ i1 < i2 < · · · < ik−r ≤ k and i1, i2, . . . , ik−r 6∈ S,
10 RICHARD ELLARD AND HELENA SˇMIGOC
the coefficient of
∏k−r
j=1 a
2
ij
b2ij in ek−r(VU\S)2 is simply its coefficient in
k−r∏
j=1
(
a2ij − b2ij
)2
,
which equals (−2)k−r. Hence, the coefficient of T in Θ is
(−2)k
k−1∑
r=0
(−2)r
(
k
r
)
= 2k(1− 2k).
This establishes Claim 2.
We are now ready to prove Claim 1 by induction. If m = 2, we need only check
the claim holds for k = 1. Setting X = (a1 ± ib1, a2 ± ib2),
e2(X )2 − e1(X )e3(X )− e1
(
a21 − b21, a22 − b22
)2
=
4a31a2 + 8a
2
1a
2
2 + 4a1a
3
2 + 4a
2
1b
2
1 + 4a1a2b
2
1 + 4a1a2b
2
2 + 4a
2
2b
2
2.
Now assume the claim holds for all lists with m−1 complex-conjugate pairs and
all 1 ≤ k ≤ m− 2. Note that for i = 0, 1, . . . , 2m,
ei(X ) = ei(X ′) + 2amei−1(X ′) + (a2m + b2m)ei−2(X ′),
where X ′ := (a1 ± ib1, a2 ± ib2, . . . , am−1 ± ibm−1). Hence, for k = 1, 2, . . . ,m− 1,
(2.12) e2k(X )2 − e2k−1(X )e2k+1(X ) =
A
(
a2m + b
2
m
)2
+ (B + 2Xam)
(
a2m + b
2
m
)
+ 4Y a2m + 2Zam + C,
where
A := e2k−2(X ′)2 − e2k−3(X ′)e2k−1(X ′),
B := −e2k−1(X ′)2 + 2e2k−2(X ′)e2k(X ′)− e2k−3(X ′)e2k+1(X ′),
C := e2k(X ′)2 − e2k−1(X ′)e2k+1(X ′),
X := e2k−2(X ′)e2k−1(X ′)− e2k−3(X ′)e2k(X ′),
Y := e2k−1(X ′)2 − e2k−2(X ′)e2k(X ′),
Z := e2k−1(X ′)e2k(X ′)− e2k−2(X ′)e2k+1(X ′).
Similarly, we may expand Θ in terms of am and bm:
(2.13) Θ = α
(
a4m + b
4
m
)
+ 2βa2mb
2
m + 2γ
(
a2m − b2m
)
+ δ,
where
U ′ :={1, 2, . . . ,m− 1},
α :=
k−1∑
r=0
22r
∑
S ⊆ U ′
|S| = r
(∏
i∈S
a2i b
2
i
)
ek−r−1(VU ′\S)2,
β :=
k−2∑
r=0
22r
∑
S ⊆ U ′
|S| = r
(∏
i∈S
a2i b
2
i
)
ek−r−1(VU ′\S)2
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− 22(k−1)
∑
S ⊆ U ′
|S| = k − 1
∏
i∈S
a2i b
2
i ,
γ :=
k−1∑
r=0
22r
∑
S ⊆ U ′
|S| = r
(∏
i∈S
a2i b
2
i
)
ek−r(VU ′\S)ek−r−1(VU ′\S),
δ :=
k−1∑
r=0
22r
∑
S ⊆ U ′
|S| = r
(∏
i∈S
a2i b
2
i
)
ek−r(VU ′\S)2.
Let us first consider the terms in f which are independent of am and bm. By
(2.12) and (2.13), the sum of all such terms is given by C− δ. Hence, the inductive
hypothesis guarantees that every such term is positive.
Next, let us consider the terms in f which depend on either a4m or b
4
m. The sum
of all terms in f which depend on a4m is given by (A − α)a4m and the sum of all
terms in f which depend on b4m is given by (A − α)b4m. Observe that α may be
written as
α =
k−2∑
r=0
22r
∑
S ⊆ U ′
|S| = r
(∏
i∈S
a2i b
2
i
)
ek−r−1(VU ′\S)2
+ 22(k−1)
∑
S ⊆ U ′
|S| = k − 1
∏
i∈S
a2i b
2
i .
Hence, by Claim 2, for any S ⊆ U ′ with |S| = k − 1, the term ∏i∈S a2i b2i in
(A − α) vanishes. The inductive hypothesis guarantees that the coefficients of all
other terms in (A− α) are positive. Hence, every term in f which depends on a4m
or b4m is positive.
Similarly, the sum of all terms in f which depend on a2mb
2
m is given by 2(A−β),
but since
A− β = A− α+ 22k−1
∑
S ⊆ U ′
|S| = k − 1
∏
i∈S
a2i b
2
i ,
we see that the coefficient of every such term in f is positive.
Now consider those terms in f in which the exponent of am is 1 or 3. The sum
of all such terms is given by 2Xam(a
2
m + b
2
m) + 2Zam. It follows from the proof
of Theorem 2.4 that every term in X and Z is positive. Hence every term in f in
which the exponent of am is 1 or 3 is positive.
By symmetry, we have shown that a given term in f is positive if any of the
following conditions are satisfied for any i = 1, 2, . . . ,m:
(i) it is independent of ai and bi;
(ii) it is of the form Da4i or Db
4
i , where D is independent of ai and bi;
(iii) it is of the form Da2i b
2
i , where D is independent of ai and bi;
(iv) it is a term in which the exponent of ai is 1 or 3.
From the expansions given in (2.12) and (2.13), we see that a general term in f has
the form
(2.14) aζ11 a
ζ2
2 · · · aζmm bη11 bη22 · · · bηmm ,
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where for each i = 1, 2, . . . ,m, ζi ∈ {0, 1, 2, 3, 4}, ηi ∈ {0, 2, 4} and ζi + ηi ≤ 4. If
(2.14) does not satisfy any of the conditions (i)–(iv) above for any i, then
(ζi, ηi) = (0, 2) or (2, 0) : i = 1, 2, . . . ,m.
In particular, the degree of such a term is equal to 2m; however, since every term
in f has degree 4k, we conclude the following: if m 6= 2k, then every term in f
must satisfy one of the above conditions for some i and if m = 2k, then any term
which does not satisfy any of the above conditions for any i, can, up to relabelling
the (ai, bi), be written in the form
T ∗ :=
(
p∏
i=1
a2i
) 2k∏
i=p+1
b2i

for some p = 0, 1, . . . , 2k. Therefore, it suffices to show:
Claim 3: If m = 2k, the coefficient of T ∗ in f is nonnegative.
In order to prove Claim 3, we will compute the coefficients of T ∗ in e22k(X ),
e2k−1(X )e2k+1(X ) and Θ separately. Our logic will be similar to that used in the
proof of Claim 2.
Using (2.6) and the fact that the exponent of each ai in T
∗ is 2, we conclude
that the coefficient of T ∗ in e2k(X )2 is the same as its coefficient in
bp/2c∑
r=0
24r
∑
S ⊆ {1, . . . , p}
|S| = 2r
(∏
i∈S
a2i
)
ek−r
(W{1,...,2k}\S)2 .
In addition, for any S ⊆ {1, . . . , p} with |S| = 2r, the coefficient of ∏
i∈{1,...,p}\S
a2i
 2k∏
i=p+1
b2i

in ek−r
(W{1,...,2k}\S)2 is (2(k−r)k−r ). To see this, note that for arbitrary subsets S1 ⊆
{1, . . . , p}\S and S2 ⊆ {p+1, p+2, . . . , 2k}, the coefficient of
(∏
i∈S1 a
2
i
) (∏
i∈S2 b
2
i
)
in ek−r
(W{1,...,2k}\S) is 1 if |S1| + |S2| = k − r and zero otherwise and there are(
2(k−r)
k−r
)
ways of choosing S1 and S2 subject to |S1|+ |S2| = k − r. It follows that
the coefficient of T ∗ in e2k(X )2 is given by
bp/2c∑
r=0
24r
(
p
2r
)(
2(k − r)
k − r
)
.
Similarly, using (2.7) and (2.11), one can show that the coefficient of T ∗ in
e2k−1(X )e2k+1(X ) is given by
4
b(p−1)/2c∑
r=0
24r
(
p
2r + 1
)(
2(k − r)− 1
k − r
)
.
Next, note that the coefficient of T ∗ in Θ is precisely its coefficient in ek
(V{1,...,2k})2.
Consider arbitrary subsets S1 ⊆ {1, 2, . . . , p}, S2 ⊆ {p + 1, p + 2, . . . , 2k}. If
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|S1|+ |S2| 6= k, then the coefficient of
(2.15)
(∏
i∈S1
a2i
)(∏
i∈S2
b2i
)
in ek
(V{1,...,2k}) is zero. If |S1| + |S2| = k, then the coefficient of (2.15) in
ek
(V{1,...,2k}) is equal to its coefficient in ∏i∈S1∪S2(a2i − b2i ), which equals (−1)|S2|.
Since there are
(
2k
k
)
ways of choosing S1, S2 subject to |S1| + |S2| = k, it follows
that the coefficient of T ∗ in Θ is (−1)p(2kk ). Therefore, we have shown that the
coefficient of T ∗ in f is
(2.16)
bp/2c∑
r=0
24r
(
p
2r
)(
2(k − r)
k − r
)
− 4
b(p−1)/2c∑
r=0
24r
(
p
2r + 1
)(
2(k − r)− 1
k − r
)
− (−1)p
(
2k
k
)
.
The remainder of the proof is devoted to showing that the quantity given in
(2.16) is nonnegative. First suppose that p is odd and write p = 2q + 1. In this
case, noting that
(
2(k−r)
k−r
)
= 2
(
2(k−r)−1
k−r
)
, we may write (2.16) as
(2.17)
q∑
r=0
24r
(
2(k − r)
k − r
)((
2q + 1
2r
)
− 2
(
2q + 1
2r + 1
))
+
(
2k
k
)
.
If q = 0, then (2.17) vanishes, so assume q ≥ 1. At this point, it is helpful to
consider two related sums which are explicitly summable:
q∑
r=0
22r
(
2q + 1
2r
)
=
1
2
(
32q+1 − 1) ,(2.18)
q∑
r=0
22r
(
2q + 1
2r + 1
)
=
1
4
(
32q+1 + 1
)
.(2.19)
Bearing in mind (2.18) and (2.19), it is convenient to rewrite (2.17) as
(2.20)
(
2k
k
)[
−4qω(0) +
q∑
r=1
22rω(r)
((
2q + 1
2r
)
− 2
(
2q + 1
2r + 1
))]
,
where
ω(r) := 22r
(
2(k − r)
k − r
)(
2k
k
)−1
: r = 0, 1, . . . , q.
Note that
ω(r + 1)
ω(r)
= 1 +
1
2(k − r)− 1 > 1 : r = 0, 1, . . . , q − 1,
i.e. ω(r) is a strictly increasing function of r. In order to determine which terms in
(2.20) are negative and which are positive, we compute(
2q+1
2r
)
2
(
2q+1
2r+1
) = −1
2
+
1 + q
1 + 2(q − r) .
Therefore, defining r0 := b(4q+1)/6c, we see that the summand in (2.20) is strictly
negative when r ≤ r0 and strictly positive when r > r0. Since ω(r) is a strictly
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increasing function of r, it follows that the expression in (2.20) is strictly greater
than
ω(r0)
(
2k
k
)[
−4q +
q∑
r=1
22r
((
2q + 1
2r
)
− 2
(
2q + 1
2r + 1
))]
= ω(r0)
(
2k
k
)[
1 +
q∑
r=0
22r
((
2q + 1
2r
)
− 2
(
2q + 1
2r + 1
))]
,
which, by (2.18) and (2.19), equals zero.
Similarly, if p is even, then, writing p = 2q, (2.16) becomes
(2.21)
q∑
r=0
24r
(
2(k − r)
k − r
)(
2q
2r
)
− 2
q−1∑
r=0
24r
(
2(k − r)
k − r
)(
2q
2r + 1
)
−
(
2k
k
)
.
If q = 0, then (2.21) vanishes. If q = 1, then (2.21) equals
16
(
2(k − 1)
k − 1
)
− 4
(
2k
k
)
= 4
(
2k
k
)
(ω(1)− ω(0)) > 0.
Hence, assume q ≥ 2. Then we may express (2.21) as
(2.22)
(
2k
k
)[
−4qω(0) +
q−1∑
r=1
22rω(r)
((
2q
2r
)
− 2
(
2q
2r + 1
))
+ 22qω(q)
]
.
Since (
2q
2r
)
2
(
2q
2r+1
) = −1
2
+
1 + 2q
4(q − r) ,
we see that, for r0 := b(4q− 1)/6c, the summand in (2.22) is strictly negative when
r ≤ r0 and strictly positive when r > r0. It follows that (2.22) is strictly greater
than
(2.23) ω(r0)
(
2k
k
)[
−4q +
q−1∑
r=1
22r
((
2q
2r
)
− 2
(
2q
2r + 1
))
+ 22q
]
= ω(r0)
(
2k
k
)[
−1 +
q∑
r=0
22r
(
2q
2r
)
− 2
q−1∑
r=0
22r
(
2q
2r + 1
)]
.
Finally, since
q∑
r=0
22r
(
2q
2r
)
=
1
2
(
32q + 1
)
,
q−1∑
r=0
22r
(
2q
2r + 1
)
=
1
4
(
32q − 1) ,
we see that the expression given in (2.23) equals zero. 
Corollary 2.8. Let X := (a1 ± ib1, a2 ± ib2, . . . , am ± ibm), where ai, bi ≥ 0 : i =
1, 2, . . . ,m. Then for 1 ≤ k ≤ l ≤ m− 1,
e2k(X )e2l(X ) ≥
√
l(m− k)
k(m− l)e2k−1(X )e2l+1(X ).
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Proof. If k = l, then the statement reduces to Theorem 2.7. If k < l, then by
Theorems 2.7 and 2.3,
e2k(X )e2l(X ) ≥
√
e2k−1(X )e2k+1(X )e2l−1(X )e2l+1(X )
≥
√
l(m− k)
k(m− l)e2k−1(X )e2l+1(X ). 
This completes the proof of Theorem 1.4.
3. Optimality and comparison to the generalised λ-Newton
inequalities
In this section, we will show by example that Theorems 2.3, 2.4 and 2.7 are
optimal. We will also compare our results to the corresponding generalised λ-
Newton inequalities.
Example 3.1. Let us reconsider the list X := (i,−i, i,−i, . . . , i,−i) of length 2m,
given in Example 2.1. We have P2i(X ) = 1 for all i = 0, 1, . . . ,m, which gives
equality in (2.1).
Example 3.2. Consider the list
X := (i,−i, i,−i, . . . , i,−i︸ ︷︷ ︸
m−1 pairs
, t, t),
where t is real. We have
e2i(X ) =
(
m− 1
i
)
+ t2
(
m− 1
i− 1
)
: i = 0, 1, . . . ,m− 1,
e2i+1(X ) = 2t
(
m− 1
i
)
: i = 0, 1, . . . ,m− 1,(3.1)
e2m(X ) = t2.
Note that (3.1) is equivalent to P2i+1(X ) = 2t: i = 0, 1, . . . ,m − 1, which gives
equality in (2.2). Furthermore, for all 1 ≤ k′ ≤ l′ ≤ m− 1,
lim
t→0
e2k′−1(X )e2l′(X )
e2k′−2(X )e2l′+1(X ) = 1
and
lim
t→∞
e2k′(X )e2l′+1(X )
e2k′−1(X )e2l′+2(X ) = 1,
which shows that (2.3) is optimal. Finally, if t =
√
m
k − 1, then for all 1 ≤ k ≤ m−1,
e2k(X )2 = e2k−1(X )e2k+1(X ) = 4
(
m− 1
k
)2
,
giving equality in (2.10).
Let us now compare the inequalities developed in Section 2 to the corresponding
generalised λ-Newton inequalities (1.4). Suppose, for example, that X consists of
8 complex-conjugate pairs. By Theorem 2.7,
(3.2) e8(X )2 ≥ e7(X )e9(X ).
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This is equivalent to
E8(X )2 ≥
(
8
9
)2
E7(X )E9(X ).
Hence, if it is known that each xi lies in the wedge
Ω = {z ∈ C : | arg(z) | ≤ cos−1(8/9)},
then the corresponding λ-Newton inequality is stronger than (3.2). Otherwise, (3.2)
is stronger. This wedge is shown in Figure 1 (left).
Note that as the values of m and k in Theorem 2.7 grow larger, this critical
wedge grows narrower. For example, if X consists of 100 complex-conjugate pairs,
then
e100(X )2 ≥ e99(X )e101(X )
is equivalent to
E100(X )2 ≥
(
100
101
)2
E99(X )E101(X ).
The corresponding wedge is shown in Figure 1 (right).
0.2 0.4 0.6 0.8 1.0
-0.4
-0.2
0.2
0.4
0.2 0.4 0.6 0.8 1.0
-0.4
-0.2
0.2
0.4
Re(z)
Im(z)
Re(z)
Im(z)
{z ∈ C : |arg(z)| ≤ cos−1(8/9)} {z ∈ C : |arg(z)| ≤ cos−1(100/101)}
Figure 1. Critical wedges
In general, it is clear that for any inequality given in Theorem 1.4, there is a
critical value of λ (and an associated wedge Ω) such that if each xi lies in Ω, the
associated generalised λ-Newton inequality gives a stronger result; however, if any
of the xi lie outside of Ω (or the xi are unknown), then Theorem 1.4 will yield the
stronger result. Furthermore, it is always possible to choose values of k, l and n
in Theorem 1.4 such that this critical value of λ is arbitrarily close to 1 and the
corresponding wedge Ω is arbitrarily narrow.
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