ABSTRACT The neighboring solutions-based technique employed by the artificial bee colony algorithm (ABC) is good at exploration but poor at exploitation. The main reason is the blindness of search behavior which leads to the employed bees not generating promising candidate solutions. To address this issue, we propose an improved ABC algorithm (ABCPSE) combined with the previous successful search experience. The proposed algorithm has the following innovative advantages: First, the previous successful search experience with good performances in convergence and distribution are employed in real time to generate offspring. This rule can increase convergence speed and exploitation ability of ABCPSE algorithm. Second, local search is performed near the superior individuals produced in a different generation. Hence, a set of solutions with excellent diversity and convergence is obtained. To assess the performance of ABCPSE algorithm, experiments are conducted on a set of 18 benchmark functions. The results demonstrate that the proposed algorithm can produce higher quality solutions with faster convergence than some current stateof-the-art ABC-based algorithms.
I. INTRODUCTION
Recently many different kinds of swarm intelligence optimization algorithms [1] - [8] have been proposed to solve intricate numerical optimization problems, such as differential evolution (DE) [3] - [6] , particle swarm optimization (PSO) [7] , biogeography based optimization (BBO) [8] , and so on. DE optimizes a problem by maintaining a population of candidate solutions and creating new candidate solutions has the best fitness by combining existing ones. By changing the crossover operator, various DE algorithms [4] - [6] can be got to solve complex optimization problem. For example, Wang et al. [4] utilized Latin squares to design a new crossover mechanism, and then successively evolved the level set by using the crossover and mutation operator. PSO is a population based stochastic optimization technique developed by Dr. Eberhart [7] . In PSO, the potential solutions,
The associate editor coordinating the review of this manuscript and approving it for publication was Sunil Karamchandani. called particles, fly through the problem space by following the current optimum particles which are associated with the best fitness value. BBO was introduced in 2008 by modeling the immigration and emigration of species between habitats [8] . The most attractive of BBO is that there are few parameters to adjust. Meanwhile, BBO supports blended migration operator and allows information sharing between candidate solutions.
Inspired by the foraging behavior of honey bee swarm, a new type of optimization method referred to as the artificial bee colony (ABC) algorithm was developed [9] . Owing to its openness and real ease of operation, ABC algorithm has been widely applied to solve several types of optimization problems. However, similar to other swarm intelligence optimization algorithms, ABC algorithm also has a few disadvantages. For example, ABC algorithm is good at exploration and poor at exploitation. Meanwhile, ABC algorithm is easy to be trapped into a local optimum and its convergence speed is an issue in a few cases. These drawbacks limit its wide application. To overcome these drawbacks, an increasing number of scholars are focusing on the improvement of the ABC. Based on the Rosenbrock method, the RABC algorithm was proposed for the global optimization [10] . As the ABC algorithm and the Rosenbrock method have complementary advantages, their combination can obtain a faster and more robust technique. By introducing the essence of universal gravitation to the movement of onlooker bees, an interactive ABC optimization algorithm was proposed in [11] . In [12] , an efficient and robust ABC algorithm was proposed. In this algorithm, a combinatorial solution search equation is introduced to accelerate the search process. Using Gaussian distribution, an improved version of the ABC algorithm was proposed in [13] . Based on PSO, an improved ABC algorithm referred to as the Gbest-guided ABC (GABC) algorithm was proposed in [14] . Gao and Liu [15] developed a modified ABC algorithm. This algorithm uses selective probability P to balance the exploration of the solution search equation of the ABC algorithm and the exploitation of the proposed solution search equation. To improve the convergence speed of the ABC algorithm, a modified method for solution updates in the ABC algorithm was presented in [16] . Alatas [11] proposed a few chaotic bee colony algorithms. These methods slightly increase solution quality, that is, they improve the global searching capability in a few cases by escaping local solutions. By introducing a fitness learning mechanism, a weighted selection scheme was proposed in [17] to balance the exploitation and exploration of the ABC algorithm. To improve search precision, a modified ABC algorithm for solving constrained numerical optimization problems was presented in [18] . Using mutual learning, an improved ABC algorithm that adjusts population diversity, and has higher convergence speed was proposed in [19] . By combining a pattern search rule, a hybridized ABC algorithm for global optimization was presented in [20] . Banitalebi et al. [21] presented an enhanced compact ABC algorithm by employing a novel probabilistic representation of the population. Alkin and Erdal [22] proposed an adaptive ABC algorithm that employed six different search rules that have been successfully used in literature.
Instead of presenting a new hybrid ABC algorithm or integrating an operator of an existing algorithm into the ABC algorithm, neighborhood radius was used to model the behavior of onlooker bees in [23] . This method can achieve a better performance in terms of local search ability. Using the tabu list, a memory mechanism was integrated into the ABC algorithm [24] . The purpose of memorizing is to direct the search towards more useful neighborhoods. According to the concept proposed in [23] and [24] , a novel ABC algorithm with memory (ABCM) was proposed. This algorithm used a new memory component to save previous successful search experience [25] . During the process of experience collection, the ABCM algorithm uses parameter M to record the number of pieces of successful experience. However, artificial bees cannot extract memorized values randomly until memory is full. As the process of experience collection is extremely long, the timeliness of experience cannot be ensured. This factor may significantly reduce the promised search fruits of memory.
For solving these drawbacks, we propose an improved artificial bee colony algorithm combined with previous successful search experience (ABCPSE) for numerical function optimization. This algorithm has the following advantages: First, the previous successful experiences of improving the quality of food sources are employed in real time to generate candidate solutions. This rule can avoid the blindness of global search. Second, with the guidance of the superior individuals produced in different generation, the ABCPSE algorithm can pull numerous bees to swarm toward the different regions, and hence, increase the diversity of population.
The remainder of this paper is organized as follows. The standard ABC algorithm is introduced in Section II. We present the proposed artificial bee colony algorithm combined with the previous successful search experience in Section III. Section IV presents and discusses the experimental results. Finally, conclusions are drawn in Section V.
II. STANDARD ARTIFICIAL BEE COLONY ALGORITHM
The standard ABC algorithm [9] contains three types of bees, i.e., employed bees, onlookers, and scouts. Employed bees are answerable for performing local exploration around each initial food source. In addition, they share available food information with onlookers. Onlookers pick out good solutions from these available food sources to further improve their quality. When the quality of a food source has hardly changed at all over a preset threshold of cycles, the food source is referred to as an abandoned by its corresponding bee. At the same time, the corresponding bee becomes a scout and randomly generates a food source in the search range. If the search range is a D-dimensional space, then each food source's position can be expressed as a vector
SN is the number of initial food sources. The detailed flow chart of ABC algorithm is given below:
During the inception phase, the ABC algorithm generates a randomly distributed initial population containing SN food sources. Each food source is located within the limited range of the j-th index by:
where
x ij is the j component of X i , and x max,j and x min,j are the upper and lower bounds of the j-th dimension, respectively. ψ is a uniformly distributed random number in the range of [0,1]. Employed bees are sent to perform local exploration around each food source. The concrete procedure is to generate a candidate food source V i in the neighborhood of its present position X i as follows:
where φ ij is a random real number within the range of [−1,1]. k is a randomly selected integer index from VOLUME 7, 2019
(1, 2, i − 1, i + 1, SN ). The candidate food source V i replaces the original food source X i in current population, if the nectar amount of the V i is higher than that of X i . Otherwise, the original source X i is retained. Onlooker bees evaluate the nectar information obtained from dancing of employed bee and select a food source according to its nectar amount. The food source with higher quality has a larger probability of being selected by onlookers. The selective probability of X i is obtained from the following equation:
where fit i is the fitness value of X i and it is associated with the objective function value of the i-th food source. Once a food source X i is selected, the onlooker bee will utilize (2) to generate a candidate food source V i and checks its nectar amount.
If food source X i has hardly changed at all over a present threshold of trial known as the ''limit'', it is referred to as an abandoned. Therefore, the corresponding employed or onlooker bee turns into a scout bee to find a new food source using (1) to replace X i . This is obvious that (2) is good at exploration but poor at exploitation. This factor may lead to decrease in convergence speed and search precision. To overcome these drawbacks, a few search equations, such as Eq.4 [1] , Eq.5 [4] , Eq.6 [15] , Eq.7 [14] , Eq.8 [26] , use the best-so-far solution to direct the movement of the current population have been proposed. These methods can increase the convergence speed and exploitation ability of the ABC algorithm to an extent.
However, in the process to generate a candidate solution, for all these search equations, neighboring food sources such as r 1 , r 2 and k are all randomly selected from (1, 2, · · · , SN ). Those previous successful experiences of improving the quality of food source X i don't take into account. It is well known that previous successful experience can be used to guide the movement of the current population and increase the convergence speed and the search precision of the ABC algorithm. Therefore, based on the previous successful experiences of foraging behavior, a novel candidate solution selection mechanism is proposed.
III. ARTIFICIAL BEE COLONY ALGORITHM COMBINED WITH THE PREVIOUS SUCCESSFUL SEARCH EXPERIENCE
Honeybees communicate the location and quality of previous successful forage sites to others employed bees through an elaborate, symbolic ''waggle dances''. The direction and duration of ''waggle dances'' are closely correlated with the direction, distance and quality of a food source being advertised by the dancing bee. In this section, an improved artificial bee colony algorithm combined with previous successful search experience is proposed to imitate information transmission ability of bees. The previous successful search experience will be used to guide the further foraging of the artificial bees, leading to a more efficient search procedure. The detail of experience mechanism is introduced in the following parts.
A. SUCCESSFUL EXPERIENCE IDENTIFICATION
After each candidate food position is produced by means of Eq. (7), the performance of the candidate food source is compared with that of the old food source. If the quality of the candidate food source is better than that of the old source, the corresponding search process performed using (7) is considered as successful experience. Fig.1 shows the movement of a bee according to (7) in 3-D parametric space.
B. STORAGE STRUCTURE OF SUCCESSFUL EXPERIENCE
During the process of generating a new candidate solution V i from the old food source X i , only one dimension of X i is selected randomly to be updated by using (7) . In (7), the first term is the j-th element of candidate solution V i . x ij is the j-th element of original food source X i . x kj is the j-th element of the food source X k , where k is a randomly selected integer index from (1, 2, · · · , SN ), and different from index i. x best,j is the j-th element of the X best , which is the current best individual. ij and ij are mutually independent random Randomly choose x k = x i from current population P 11:
Randomly choose ij and ψ ij from the range [−1,1] 12:
Save k, x best , ij and ψ ij into the line t of M ij 16:
Else then 17:
Else then 20:
Extracts X k , ij , X best and ij from the line t of M ij 21:
Else then 25:
delete X k , ij , X best and ij from the line t of M ij 27:
End if 28:
End if 29:
if F > 0 then 30:
Else then 32:
End if 34:
End For 35:
Calculate the probability values p i for the solution x i by Eq. 3 37:
End For 38: {--The onlookers phase--} 39:
For e =1 to SN 40:
Select a food source ibased on probability p i ; 41:
Execute the same procedure from line 7 to 28; 42:
End For 43: {--The scouts phase--} 44:
Set i = 1 45: 1] . If the random selected values of x kj , x best,j , ij and ij can improve the quality of the food source i, we treat them as a successful search process and store them.
For saving successful experience easily, we design a search memory table M ij (as shown in Table 1 ) which corresponds to parameter j of food source i. The search memory table M ij has five columns and N rows to record successful experience. Parameter N denotes the maximum recorded number of successful searches. The higher the value of N , the more successful search experience is sent to the bee. However, this does not imply that the bee' s search performance improves with increase in N in all cases. The selection of an appropriate value of N is analyzed in section 4.2.
As X best is the best solution in the current population, it may represent different individuals along with the evolution. For preventing errors in recording, the original index of X best is saved in the search memory 
C. EXTRACT AND UPDATE THE SUCCESSFUL EXPERIENCE
At the initial time, all search memory tables are set to empty. In the search process performed using (7), the experience matrix M SN ×D is frequently updated according to the successful search behavior of bees. Once parameter j of the food source X i is selected to be updated, the neighboring food source X k , the superior individuals X best produced in different generation, and the mutually independent adjustment coefficients ij and ij are randomly selected from a row of the table M ij to produce a candidate food position.
A few of the convergence characteristics of different ABC algorithms can be easily observed in Fig. 3 . First, the VOLUME 7, 2019 convergence speed of the ABCPSE algorithm is higher than that of the ABC, ABCM , and GABC algorithms on most of top eight test functions. However, during early evaluation, its convergence performance is lower than that of the ABC, GABC, and ABCM algorithms. Second, the ABCM algorithm exhibits better convergence performance than the ABC and GABC algorithms on test functions f 2 , f 3 , and f 5 . But, there is no significant difference among the performances of the ABCM , ABC, and GABC algorithms on test functions f 2 and f 3 .
To sum up, we can safely come to the conclusion that previous successful foraging behavior can be used to guide the further foraging of the honeybees, and lead to a more efficient search procedure than standard ABC. Meanwhile, due to the local search mechanism of the ABCPSE algorithm can achieve the right equilibrium between diversity and convergence, and ensure the depth and extent of the global search. Therefore, ABCPSE can put down the number of failed search procedures and find a better solution at a higher speed. Even though the ABCM algorithm employs a memory mechanism to guide the searching direction of artificial bees, the artificial bees cannot extract memorized values randomly until the memory is full. This factor may reduce the time effectiveness of previous successful experience, and hence, reduce the promised search fruits of memory.
To easily extract successful experience from the search memory table, we use the rand function to control the possibility of selection of the successful search experience saved in a different row of the search memory table. The rand function returns a pseudorandom integer in a range of 1 to N , which equal to the recorded number of successful search experiences saved in table M ij . To exploit a new candidate food source from X i , the bee first extracts the values of X k , ij , X best and ij from the corresponding storage row which is determined by the return value of rand function, and then, it uses (7) to generate a new candidate food source V i . If the candidate food source V i improves nectar amount, the successful experience which used to generate the candidate food source V i can continue to be stored in the original row of in different generation. So this rule can pull numerous bees to swarm toward the different regions, and obtain a set of solutions with excellent diversity.
Note that the enablement of auto extraction has no effect if the randomly selected experience storage row is empty. In this case, the bee uses (7) to produce a new candidate food source V i and compares the nectar quality of V i with original food source X i . If the candidate food source V i is better than original food source X i in respect of nectar amount, the original food source X i is replaced by V i , and the successful experience is saved into the corresponding empty row of the search memory table M ij . Otherwise, discards candidate food source V i and the corresponding storage row of M ij remains empty. When food source X i has hardly changed at all over a preset threshold of trial, it is referred to as an abandoned and is replaced with a new food source generated using (1) . Then the trial of X i is reset to 0 and the relevant search memory tables M ij is emptied too.
D. PROPOSED ARTIFICIAL BEE ALGORITHM
The pseudocode of the proposed algorithm (denoted as ABCPSE Algorithm) is given above:
IV. EXPERIMENTAL VALIDATION A. TEST FUNCTION AND PARAMETER SETTINGS
To test the performance of the proposed ABCPSE algorithm, we have carried out different experiments by using a set of 18 scalable benchmark functions as shown in Table 2 . All functions are minimization problems and widely adopted to test the performance of global optimization algorithms.
These functions include different types such as unimodal functions, multimodal functions, noisy quartic functions, discontinuous step functions, shifted functions, and rotated functions. In particular, f 1 , f 2 , f 6 and f 11 are unimodal functions, f 4 and f 16 are shifted functions, f 12 is a discontinuous step function, f 13 is a noisy quartic function, f 15 is a rotated function, f 3 , f 5 , f 7 , f 8 , f 9 , f 10 , f 14 , f 17 , and f 18 are multimodal functions.
The performance of proposed algorithm with respect to solution accuracy is first compared with the qABC, ABCM , GABC and standard ABC algorithms. Then, the experimental results are further compared with the standard PSO, standard DE, FPSO, and JADE. Finally, the comparison of ABCPSE with other DE variant algorithms is given. In the first part of the experiment, the colony size is 50 which is the same as that in [22] and [24] , the maximum number of generations is set to 10000, and the parameter limit is SN × D, where D is the dimension of the problem and SN is the population size, which is equal to half of the colony size. In the second part of the experiment, the population size is 50, the parameter limit is 200 and the maximum number of fitness evaluations is 500000. All functions are conducted for 30 independent runs, and the means and standard deviations of the statistical experimental data are reported.
B. EFFECTS OF PARAMETER N ON THE PERFORMANCE OF ABCPSE
We investigate the impact of parameter N on the ABCPSE algorithm. It is evident that if N is large, the bees may have sufficient storage space to remember successful trials for a longer period. However, this factor may reduce the time VOLUME 7, 2019 effectiveness of previous successful experience. Conversely, small values of N may prompt bees to use only extremely recent successful trials to guide the local search. However, this rule can easily make the ABCPSE algorithm trapped in a local optimum. Hence, an appropriate value of N must be used. Six different types of test functions are used to investigate the impact of N . which include Sphere, Griewank, Ackley, Step, Weierstrass, and Quartic functions, as defined in Table 2 . The ABCPSE algorithm runs 50 times separately on the six test functions for different values of N , and the average values of the test results are plotted in Fig. 2 . From  Fig.2 , we can clearly observe that N influences the results. In functions f 1 , f 4 and f 15 , higher convergence speed and smaller test results are obtained when parameter N is set to 4. Function f 12 is not sensitive to the value of parameter N , because smaller test results are obtained for all values of N . For the remaining two test functions, i.e., f 7 and f 13 , smaller test results are obtained when N = 3; however, these results are not significantly different compared to those obtained with N = 4. Therefore, in our experiments, parameter N is set to 4 for all test functions.
C. COMPARISONS WITH OTHER ABC ALGORITHMS
In the first part of the experiment, the result obtained by the ABCM , GABC, EABC(µ = σ = 0.3) [26] , qABC(r = 1), ABCPSE, and standard ABC algorithms for the top ten test functions is used to analyze solution accuracy. Comparison results are shown in Tables 3 − 5 in terms of the best, median, worst, mean, and standard deviation of the solutions. In addition, to further test the efficiency of the ABCPSE algorithm, the convergence curves of the ABC algorithms on different test functions are shown in Fig. 3 .
For the low-dimensional (2-D) functions, the results of the ABCPSE algorithm do not differ significantly from those of the ABC, EABC, qABC, ABCM , and GABC algorithms. This may be because the optimal value of these functions is easy to find for all ABC algorithms. The same result is also observed for Rastrigin function (f 3 ). However, from the 7 th columns of Tables 3-5, we can see that the standard deviations abstained by the ABCPSE algorithm are relatively small, which implies that the solution quality of the ABCPSE algorithm is stable. For the middle-dimensional (30-D) functions, the ABCPSE algorithm works better in almost all cases and achieves better performance than the ABC, EABC, qABC, ABCM , and GABC algorithm. In particular, the ABCPSE algorithm can find global optimal solutions on functions f 3 , f 5 , f 9 , and f 10 , and obtain highly accurate solutions that are extremely close to the optimum values on the functions f 1 , f 4 , f 6 , f 7 , and f 8 . For function f 2 , all algorithms do not find satisfactory results, but the ABCPSE algorithm converges to a smaller value than other ABC algorithms. These results suggest that the convergence rate of the ABCPSE algorithm is the best one among the ABC algorithms on the first ten test functions. In the concrete causes, Eq.7 requires honeybees to move randomly around each other during the initial steps of the iterations. However, in the rest of iterations, excellent diversity and high convergence are emphasized which originate from successful experience mechanism. This update mechanism allows the honeybee to rapidly re-position themselves around or move towards the superior individuals produced in different generation, and finally terminates by getting the satisfactory results.
The significant difference of repeatedly sampled experimental result from ABCPSE algorithm and other ABC algorithms are compared via Wilcoxon signed-rank test, where the P-value is fixed at 0.05. If the result of the corresponding algorithm is statistically significantly better than that of the ABCPSE algorithm, this situation is represented by the '+' symbol. If the result of the corresponding algorithm is statistically comparable to that of the ABCPSE algorithm, this situation is represented by the '≈' symbol. If the result of the ABCPSE algorithm is statistically significantly better than that of the corresponding algorithm, this situation is represented by the '−' symbol. Table 6 reports the statistical significance level of the difference between the means of two algorithms. From Table 6 , we can see that our ABCPSE algorithm is statistically better than ABC, EABC, ABCM , and GABC algorithm in functions f 4 , f 6 , f 7 and f 8 . In functions f 1 , ABCPSE algorithm is statistically better than ABC, ABCM , and GABC algorithm, but statistically worse than EABC.
In functions f 2 , ABCPSE algorithm is statistically better than ABC, EABC, and GABC algorithm, but statistically comparable to ABCM . In functions f 3 , all algorithms achieve equivalent performances.
The average CPU time and the success rate of different algorithms on the top ten test functions are provided in Table 7 . The run results of the ABC, qABC, and ABCM algorithms are excerpted from [25] , together with parameter settings. The time of the threshold of maximum generations is reached or the optimum value found is recorded as the corresponding CPU time. In order to easily distinguish the success rate of different ABC algorithms, the acceptance threshold is set to 1.0E-10 for f 1 , f 3 , f 4 , f 5 , f 6 and f 7 , 1.0E-2 for f 2 , and 1.0E-5 for the remaining functions. From Table 7 , we can see that the ABCPSE algorithm has simpler computational time complexity, good cost performance, and is able to find the optimum value in a short time. This is because previous successful search experience is employed in real time to generate candidate solutions. This factor can increase the search precision and exploitation ability of artificial bees. Specifically, the successful experience can put down the number of failed search procedure; hence reduce the computational burden of the ABCPSE algorithm.
D. COMPARISONS WITH OTHER EVOLUTIONARY METHODS
In the second, the ABCPSE, standard PSO, standard DE, FPSO, JADE algorithms are compared, with a maximum [26] . The comparison of run results is presented in Tables 9. The results of the comparison demonstrate that the previous successful search experience can help the artificial bee to produce higher quality solutions than state-of-the-art evolutionary algorithms, and hence, increase exploitation and convergence ability of ABCPSE algorithm to an extent. Meanwhile, Local search mechanism is performed near the superior individuals produced in different generation. This rule can pull numerous bees to swarm toward the different regions, and obtain a set of solutions with excellent diversity. Table 10 and 11 show the experimental results of indirect comparison with other three DE variants SHADE, HSDE [5] , and MMRDE [6] . The benchmark functions used in this experimental are chose from the CEC2013 special session on real parameter optimization [27] . The value appeared in Table 10 and 11 is the error between the calculation results and the optimal solution. The corresponding experimental result of the HSDE is taken from [5] .The run results of the SHADE and MRDE are taken from [6] . The dimension of these test functions was set to 30. The search space was [−100,100] for all dimensions. The maximum number of fitness evaluations is 300000. The result shows that ABCPSE performs better than SHADE, HSDE, and MMRDE, and has strong superiority in terms of population diversity, convergence speed, and search precision to an extent. As a summary, the results of this section revealed different characteristics of the proposed ABCPSE algorithm. 
E. PERFORMANCE OF ABCPSE ON PRESSURE VESSEL DESIGN PROBLEMS
This problem is to design a pressure vessel, whose objective is to minimize the total cost (material, forming and welding) subjected to 4 inequalities constraints. The model of this problem can be expressed as follows: 
where x 1 is the thickness of the shell, x 2 is the thickness of the head, x 3 is the inner radius, x 4 is the length of the cylindrical section without considering the head. This problem has been optimized by many researchers using various methods, and therefore the optimum design obtained by ABCPSE is compared with other design results in the aspect of accuracy. During the running process of ABCPSE, the population size is set to 50, the parameter limit is set to 100 and the maximum number of fitness evaluations is set to 60000. In Table 12 , ABCPSE is competitive with ABC, EcABC, ABCM, and EABC and shows a better result clearly. The best result is obtained by the EcABC algorithm, but the difference between the obtained by ABCPSE and EcABC is negligible.
V. CONCLUSION
The ABCPSE algorithm was proposed in this study. In this algorithm, previous successful experience, which can increase the search accuracy and avoid the blindness of global search, was employed in real time to generate candidate solutions. Meanwhile, a new local search mechanism that can balance and coordinate the relation between diversity and convergence was designed for ABCPSE algorithm. This mechanism can improve the depth and extent of the global search. Finally, the performance of ABCPSE algorithm was compared with that of other evolutionary algorithms using a set of test functions. Simulation results demonstrate that the ABCPSE algorithm exhibits obvious superiority in terms of robustness, efficiency, and accuracy.
