Abstract. Large-scale constrained convex optimization problems arise in several application 4 domains. First-order methods are good candidates to tackle such problems due to their low iteration 5 complexity and memory requirement. The level-set framework extends the applicability of first-order 6 methods to tackle problems with complicated convex objectives and constraint sets. Current methods 7 based on this framework either rely on the solution of challenging subproblems or do not guarantee a 8 feasible solution, especially if the procedure is terminated before convergence. We develop a level-set 9 method that finds an -relative optimal and feasible solution to a constrained convex optimization 10 problem with a fairly general objective function and set of constraints, maintains a feasible solution 11 at each iteration, and only relies on calls to first-order oracles. We establish the iteration complexity 12 of our approach, also accounting for the smoothness and strong convexity of the objective function 13 and constraints when these properties hold. The dependence of our complexity on is similar to 14 the analogous dependence in the unconstrained setting, which is not known to be true for level-set 15 methods in the literature. Nevertheless, ensuring feasibility is not free. The iteration complexity of 16 our method depends on a condition number, while existing level-set methods that do not guarantee 17 feasibility can avoid such dependence. 18
in several business, science, and engineering applications. A commonly encountered where X ⊆ R n is a closed and convex set, and f and g i , i = 1, . . . , m, are convex real 28 functions defined on X . Given > 0, a point x is -optimal if it satisfies f (x )−f * ≤ 29 and -feasible if it satisfies max i=1,...,m g i (x ) ≤ . In addition, given 0 < ≤ 1, and a 30 feasible and suboptimal solution e ∈ X , a point x is -relative optimal with respect 31 to e if it satisfies (f (x ) − f * )/(f (e) − f * ) ≤ .
optimal solution to (1)-(2) with a general objective function and set of constraints nonlinear resource allocation, signal processing, and circuit design [7, 8, 23] .
76
The radial sub-gradient method proposed by Renegar [25] and extended by Grim- level-set approach in this paper avoids the need for line search, in addition to projec-84 tion, and its iteration complexity leverages the strong convexity and smoothness of 85 the objective and constraints when these properties are true.
86
Our work is indeed related to first-order methods, which are popular due to their 87 low per-iteration cost and memory requirement, for example compared to interior 88 point methods, for solving large scale convex optimization problems [12] . Most ex-
89
isting first-order methods find a feasible and -optimal solution to a version of the 90 optimization problem (1)-(2) with a simple feasible region (e.g. a box, simplex or 91 ball) which makes projection on to the feasible set at each iteration inexpensive. En-
92
suring feasibility using projection becomes difficult for general constraints (2 -optimal solution to (1)-(2) at convergence.
98
Given the focus of our research, one naturally wonders whether there is an asso-99 ciated computational cost of ensuring feasibility in the context of level-set methods.
100
Our analysis suggests that the answer depends on the perspective one takes. First,
101
consider the dependence of the iteration complexity on a condition measure as a cri- on there appears to be no cost to ensuring feasibility.
119
The rest of this paper is organized as follows. Section 2 introduces the level-set 120 formulation and our feasible level-set approach, also establishing its outer iteration 121 complexity to compute an -relative optimal and feasible solution to the optimization 122 problem (1)-(2). Section 3 describes two first-order oracles that solve the subproblem 123 of our level-set formulation when the functions f and g i , i = 1, . . . , m, are smooth 124 and non-smooth, and in each case accounts for the potential strong convexity of these 125 functions. The inner iteration complexity of each oracle is also analyzed in this section.
126
Section 4 presents an adaptive complexity analysis to establish the overall iteration 127 complexity of using our feasible level-set approach.
128
2. Feasible Level-set Method. Our methodological developments rely on the 129 assumption below.
130
Assumption 1. There exists a solution e ∈ X such that max i=1,...,m g i (e) < 0
131
and f (e) > f * . We label such a solution g-strictly feasible.
132
Given t ∈ R, we define where L(t, x) := max{f (x) − t; g i (x), i = 1, . . . , m} for all x ∈ X . Let ∂L * (t) denote 136 the sub-differential of L * at t. Lemma 1 summarizes known properties of L * (t).
137
Lemma 1 (Lemmas 2.3.4, 2.3.5, and 2.3.6 in [20] ). It holds that
138
(a) L * (t) is non-increasing and convex in t;
it holds that L * (t) < 0, for any t > f * .
141
This manuscript is for review purposes only. 
164
Algorithm 1 Feasible Level-Set Method 1 Input: g-Strictly feasible solution e, and parameters α > 1 and 0 < ≤ 1.
2 Initialization: Set x 0 = e and t 0 = f (x 0 ).
Terminate and return x k+1 .
Given a g-strictly feasible solution e and α > 1, Algorithm 1 finds an -relative 165 optimal and feasible solution by calling an oracle A with input tuple (t k , x k , α,γ k ) 166 at each iteration k. This oracle provides a lower bound, αL(t k , x k+1 ) ≤ 0, and an
We use the upper bound to update t k 168 and the lower bound in the stopping criterion. In particular, Algorithm 1 terminates 169 when αL(t k , x k+1 ) is greater than or equal to L(t 0 , x 1 ) . We discuss possible choices 170 for oracle A in §3 and its inputγ in Table 1 . Theorem 2 shows that Algorithm 1 is 171 a feasible level-set method, that is x k generated at each iteration k is feasible, and
172
terminates with an -relative optimal solution. It also establishes its outer iteration 173 complexity. This complexity depends on a condition measure
This manuscript is for review purposes only.
(b) Poorly conditioned case. of L * (t) to approach t * from t 0 . Therefore, larger L * (t) in absolute value intuitively suggests faster movement towards t * . In addition, the following inequalities can be 180 easily verified from the convexity of L * (t) and Lemma 1(c):
182
Theorem 2. Given α > 1, 0 < ≤ 1, and a g-strictly feasible solution e, Algo-183 rithm 1 maintains a feasible solution at each iteration and ensures
185
In addition, it returns an -relative optimal solution to (1)-(2) in at most
outer iterations.
188
Proof. Notice that t 0 > t * since t 0 = f (e). Suppose t * ≤ t k ≤ t 0 at iteration k.
189
At iteration k + 1 we have 194 195 where the first equality is obtained by substituting for t k+1 using the update equation
196
for t in Algorithm 1, the first inequality using the definition of L * (t k ), the second 197 inequality from (4) with t = t k , and the final inequality from t k − t * ≥ 0. This implies
follows that t k+1 ≤ t k and the x k+1 maintained by Algorithm 1 is feasible for all k.
201
Next we establish (5) and the outer iteration complexity of Algorithm 1. Using 202 the definiton of t k+1 , α > 1, and the condition L * (t k ) ≥ αL(t k , x k+1 ) satisfied by 203 oracle A, we write
Using (4) with t = t k to substitute for L * (t k ) in (6) gives the required inequality (5).
207
Recursively using (5) starting from k = 0 gives
209
To obtain the terminal condition, we note that, for
where the first inequality holds by the definition of L * (t); the second using (4) for 217 t = t k ; the third using (7); the forth by applying the definitions of K and β. The 218 last inequality follows from the condition satisfied by the oracle at t 0 and x 1 , that is,
. Hence, Algorithm 1 terminates after K outer iterations.
220
Finally we proceed to show that the terminal solution is -relative optimal. Ob-
where the equality is a consequence of the definition of t * and the inequality is obtained (4) and (8), we obtain f (
Rearranging terms results in the inequality
where we use t * = f * and
terminates. To verify this, the terminal condition and the property satisfied by oracle our adaptive complexity analysis in §4.
236
We assume functions f and g i , i = 1, . . . , m, are µ-convex for some µ ≥ 0. Namely,
for any x and y in X and ζ h ∈ ∂h(y), where ∂h(y) denotes the set of all sub-gradients 240 of h at y ∈ X and · 2 denotes the 2-norm. We call functions f and g i , i = 1, . . . , m, 
245
We make Assumption 2 in the rest of the paper.
246
Assumption 2. M < +∞ and either (i) µ > 0 or (ii) µ = 0 and D < +∞.
247
Assuming M to be finite is a common assumption in the literature when developing 
Here, we follow the convention that 0·+∞ = 0 so that λD 2 = 0 if λ = 0 and D = +∞. 
283
We solve the following version of (3) with L(t, x) replaced by L σ,λ (t, x):
Specifically, we apply a variant of Nesterov's accelerated gradient method [5, 26] for 284 a given t > t * and a sequence of (σ, λ) with σ increasing to infinity and λ decreasing 285 to zero. We refer to this gradient method as restarted smoothing gradient method
286
(RSGM) and summarize its steps in Oracle 1. The choice of (σ, λ) and the number of 
293
Theorem 3. Suppose assumptions 1, 2, and 3 hold. Given level t ∈ (t * , t 0 ],
iterations of the accelerated gradient method when µ > 0 and
such iterations when µ = 0 and D < +∞.
. We 
305
(12)
The validity of (12) for i = 0 holds because x 0 = x, γ 0 =γ, and we know 307 L(t, x) − L * (t) ≤γ. Suppose (12) holds for iteration i. We claim that it also holds 308 for iteration i + 1 in both the strongly convex and convex cases. In fact, at iteration
Oracle 1 Restarted Smoothing Gradient Method: RSGM(t, x, α,γ)
1 Input: Level t, initial solution x ∈ X , constant α > 1, and initial precision γ ≥ L(t, x) − L * (t). 2 Set x 0 = x and γ 0 =γ.
Terminate and return x + = x i .
Starting at x i , apply the accelerated gradient method [26, Algorithm 1] on the optimization problem min x∈X L σi,λi (t; x) for
iterations and let x i+1 be the solution returned by this method.
9
Set γ i+1 = γ i /2. 10 end for
318
The first inequality follows from Lemma 2; the second inequality from the (σ i M 2 + 319 S)-smoothness of L σi,λi (t, x) and the convergence property, i.e., L σi,λi (t, 
329 
.
340
The first inequality above is obtained using the inequality a ≤ a + 1 for a ∈ R + , and 341 by bounding the maximum determining N i by a sum of its terms; the first equality 342 from simplifying terms; the second equality from using the definition of γ i ; the third 343 equality from γ 0 =γ and the geometric sum formula
344 and the last inequality by substituting for I, using the relationship
for a ∈ R + to obtain the inequality
348
and bounding 1/( √ 2 − 1) above by 3.
349
Suppose µ = 0. The iteration complexity can be bounded using the following 350 steps:
356
The first inequality follows from replacing the maximum in the definition of N i by 357 the sum of its terms and using a ≤ a + 1 for a ∈ R + , the first and second equalities 358 by rearranging terms and using the geometric sum formula, respectively, and the last 359 inequality by substituting for I and using the inequality (13). 
where ∂ x L(t, x) denotes the set of all sub-gradients of L(t, ·) at x with respect to x.
364
As oracle A, we choose the standard sub-gradient method with varying stepsizes then qualifies this algorithm to be used as an oracle A (see Definition 1).
372
Oracle 2 Sub-gradient Descent: SGD(t, x, α)
and
Terminate and return x + =x i .
9
end if 10 end for Proposition 1 ([13, 19] ). Given level t ∈ (t * , t 0 ], solution x ∈ X , and a param-
iterations of the sub-gradient method when µ > 0 and at most
379
Proof. We first consider the case when µ = 0 and D < +∞. 
384
Hence, when i ≥
that Oracle 2 terminates in no more than 
391
Therefore, when i ≥ implies L * (t) ≥ αL(t,x i ). In addition, the algorithm terminates after at most this 393 many iterations because 4. Overall iteration complexity. We present an adaptive complexity analysis 401 to establish the overall complexity of Algorithm 1 when using the oracles A discussed 402 in §3. We present two lemmas that are needed to show our main complexity result in
403
Theorem 4.
404
Lemma 3. Suppose Algorithm 1 terminates at iteration K. Then for any 1 ≤
Proof. We first use the relationship
, we proceed as follows:
414 415
where the second inequality holds since L(t k−1 , x k ) ≤ 
where the first inequality holds by the condition satisfied by oracle A, the second 
422
Lemma 4. Suppose Algorithm 1 terminates at iteration K. The following hold:
Proof. We only prove Item 1. Items 2 and 3 can be derived following analogous 427 steps. We have
where the first inequality follows by (4); the second by (5); the third by (4); the 436 fourth using (16) with k = K; the first equality by the geometric sum; and the fifth 437 inequality by dropping negative terms. 
438
We summarize the choice of oracle A andγ k in each iteration of Algorithm 1 in 439 
k can be used as an input to Oracle 1.
468
When k = 0, we have L(t 0 , x 0 ) = 0 and hence
where the first and the second inequalities hold because
We next characterize the iteration complexity of oracle A in each iteration of Al-480 gorithm 1 using Theorem 3. By virtue of this theorem, the total number of gradient 481 iterations performed by Algorithm 1 is at most
485 486
where we have replacedγ k by −αL(t k−1 , x k ) for k > 0, and used the inequality
The first sum in (20) can be 488 bounded as follows.
495 496
where the first inequality holds because L(t k , x k+1 )/L * (t k ) ≤ 1 for all k = 0, 1, . . . , K,
497
and the second inequality follows from setting K equal to log (1− 
where the first inequality follows from the convexity of L(t, x) in x, the second using An upper bound on this quantity is
which is obtained by replacingγ k = 2M D for all k and using the inequality log(a) ≤ 
