ABSTRACT This paper investigates the parameter estimation problem for multivariate output-error systems perturbed by autoregressive noises. To reduce the influence of the colored noises on parameter estimates, we turn the original model into the new model with white noises by using the model transformation. In consideration of the high dimensions of multivariate systems and different types of parameters, we decompose the transformed system model into several sub-models in accordance with the number of the outputs. However, the decomposition results in many redundant estimates. Here, we propose two algorithms to cut down the redundant estimates. By taking the average of the parameter estimation vectors, we develop a model transformation partially-coupled (MT-PC) recursive least squares algorithm. Moreover, an MT-PC recursive least squares algorithm is presented by means of the coupling identification concept. Compared with the multivariate recursive generalized least squares algorithm, the two algorithms have higher computational efficiencies and smaller estimation errors. Finally, an illustrative example is provided to demonstrate the effectiveness of the proposed algorithms.
I. INTRODUCTION
The aim of system identification is to deduce relationships between the current information and future outputs [1] - [4] . The obtained relationships are also known as mathematical models for systems or processes [5] - [7] . A good but demanding method of constructing mathematical models is based on the physical laws [8] , [9] . When the physical laws are unknown or unclear, system identification provides a way to model the process through the past input-output data and achieves many fruitful results [10] - [12] . For the nonlinear auto-regressive model with exogenous input, Tang et al. presented a Bayesian augmented Lagrangian algorithm to get the sparse solution and determine the model structure [13] . Based on the maximum likelihood principle, Mattsson et al. tackled the identification problems for multivariable nonlinear systems by using the majorization-minimization approach [14] .
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By introducing the neural networks to system modeling, the asymptotic identification problems for nonlinear systems were studied based on the Lyapunov theory and two-layer neural networks [15] . On the identification of bilinear systems, Li et al presented the least squares based iterative algorithms by using the data filtering technique [16] , the auxiliary model based least squares iterative algorithms by using interval-varying measurements [17] , the filtering-based maximum likelihood gradient iterative estimation algorithm [18] , and the filtering-based maximum likelihood iterative estimation algorithms by using the hierarchical identification principle [19] .
Since multivariable systems can describe the industrial processes more precisely, the modeling methods for multivariable systems are widely used in various fields, such as signal processing [20] - [23] and process control [24] . However, multi-input multi-output models have richer internal structures, higher parameter dimensions and more complex noises, which poses challenge for the identification [25]- [28] . For estimation problems of multivariable systems, the identification model always contains different types of parameters [29] . A main principle in system identification is to try simple things first, so many algorithms have been obtained by separating the different types [30] - [34] . For example, by separating the parameter matrix and the parameter vector, Jafari et al. proposed a hierarchical least squares iterative algorithm which can simultaneously estimate all the parameters and cut down the costs [35] . To separate the system input and states, Zhang et al. presented the state estimator-based recursive generalized least squares algorithm by the hierarchical identification principle [36] . In order to further simplify the problem, the idea here is to decompose the multivariate system into several scalar sub-models according to the number of outputs and to identify each sub-model by using the singleinput single-output estimation methods.
In practical processes, most industrial objects are disturbed by kinds of noises which should be considered in the controller design and system identification [37] - [40] . In general, colored noises lead to large estimation errors and complex solution procedures [41] - [43] . In recent years, many filtered methods have been applied to the systems with colored noises [44] , [45] . The basic idea of filtered methods is to use a linear filter and divide the original system into the system part and the noise part [46] - [49] . For example, Wang et al. used a filter to decompose the Hammerstein system into two parts and derived two decoupled least squares estimation methods [50] . But, the filtered method need to estimate two models, one of which is the noise model. To avoid calculate the noise variables, this paper uses the model transformation method to deal with the system interfered by colored noises. This method only needs to identify one identification model which contains all parameters.
The central problem discussed in this paper is the parameter estimation problem for multivariate output-error autoregressive (OEAR) systems through the observation data. The first problem needed to be consider is that the colored noises which leads to large estimation errors. Here, we transform the origin system with colored noises into the new system with white noises to reduce the influence on parameter estimates. The second problem lies in the types of parameters, that is to say, the identification model concurrently has a parameter vector and a parameter matrix. Differing from separating two types from each other, we divide the transformed model into several scalar sub-models which can improve the computational efficiency. After the decomposition, the third problem is that there are many redundant estimates. To cope with this, we take two ways including the average value method and the partially coupled method. The main contributions of this work lie in the following aspects.
• This paper turns the original model with colored noises into the model with white noises, and divides the transformed model into several sub-models.
• A model transformation based partially-coupled recursive least squares (MT-PC-A-RLS) algorithm and a model transformation based partially-coupled recursive least squares (MT-PC-RLS) algorithm are derived for multivariate OEAR systems based on the coupling concept.
• The proposed algorithms have higher computational efficiencies than the multivariate recursive generalized least squares (M-RGLS) algorithm. Besides, the parameter estimation errors of the proposed algorithms are smaller than those of the M-RGLS algorithm under the same noise level. Briefly, the outline of this paper is listed as follows. Section II derives the transformed identification model and shows the main challenge of dealing with this identification problem. In Sections III and IV, we present the MT-PC-A-RLS algorithm and the MT-PC-RLS algorithm based on the decomposition technique. In Section V, the M-RGLS algorithm of the multivariate OEAR system is presented for comparison. Section VI provides the numerical simulation to illustrate the performance of the proposed algorithms. Finally, some concluding remarks are given in Section VII.
II. PROBLEM FORMULATION
The symbols in Table 1 are adopted throughout the paper. Classification, pattern recognition and system identification are all about the problem which infers relationships between past input-output data and future outputs. It can be described as the following form:
where z(k) is the future output, φ(k) contains the past inputoutput data. This expression is more general since it can describe not only the linear relationship but also nonlinear relationship.
Let us consider the following multivariate output-error system, in which the noise is generated by an autoregressive model:
where z(k) ∈ R m , e(k) ∈ R m and v(k) ∈ R m are, respectively the output vector, the measurement noise vector and the white noise vector with zero mean, φ(k) ∈ R m×n denotes the information matrix consisting of the past input-output data, α ∈ R n is the parameter vector, F(q −1 ) is a scalar polynomial in the unit backward shift operator
is a matrix polynomial, and they are defined as
As discussed above, the multivariate system can describe linear systems or nonlinear systems according to the different forms in the information matrix φ(k). For the sake of simplicity, the system in (1)- (2) is abbreviated to the multivariate OEAR system. In order to focus on the parameter estimation problem, we assume that the orders are known, and all the variables are set to be zero for k 0.
Rewrite the multivariate OEAR system by substituting e(t) into (1):
It can be seen that the system is disturbed by the colored noise (i.e., the autoregressive noise). The colored noise will give rise to poor estimation accuracy, which poses a problem for parameter estimation. Here, we adopt the model transformation method and turn the original system in (3) into the system with white noise. In particular, multiplying both sides of (3) by G(q −1 ) gives
where
After the transformation, the obtained system is disturbed by the white noise and can be described as Fig 1, Define an inner variable:
Substituting the polynomial F(q −1 ) into (5) gives where the information matrix φ f (k) and the parameter vector f are given by
Define the information vector φ z (k), the information matrix Γ (k), the parameter matrix ρ and the parameter vector β:
Using the previous definitions, we can rewrite the transformed system in (4) in the following identification model:
Remark 1: In this paper, we transform the multivariate system with colored noises into a multivariate system with white noises. Different form the usual identification model, the new identification model in (8) does not contain the colored noise variables e(t −i). It means that the algorithm based on this identification model has no need to estimate the noise variable e(t). This is why we prefer to deal with systems with white noise. Moreover, this transformation does not change the input-output relationship but whiten the noise. On the other hand, the noise model does not need to be considered separately in this transformation and the identification model in (8) contains all the parameters to be estimated.
Remark 2: It is noted that the identification model in (8) contains both the system parameter vector β and the noise parameter matrix ρ to be estimated. To deal with this identification problem, many algorithms combined the information vector φ z (k) with the information matrix Γ (k) to a new information vector by using the Kronecker product, and constructed a corresponding parameter vector by the parameter vector β and the parameter matrix ρ [51] . However, the new information matrix and the parameter vector are highly dimensional and result in heavy computational burden. The objective of this paper is to derive effective recursive algorithms for the transformed system which can cope with the different type of parameters.
III. THE MODEL TRANSFORMATION BASED PARTIALLY-COUPLED AVERAGE RECURSIVE LEAST SQUARES ALGORITHM
In general, the identification model in (8) can be divided into two subsystem identification models to separate the different type of parameters, i.e., the parameter vector β and the parameter matrix ρ. However, the two sub-models also have relatively high dimensions. Here, we still follow the decomposition idea to cut down the high dimensions. According to the number of the outputs, the identification model in (8) can be decomposed into m sub-models. The specific process of the decomposition is shown as following.
Let Γ T l (k) ∈ R 1×(n+n f ) be the lth row of the information matrix Γ (k) and
Similarly, let ρ l ∈ R mn g be the lth column of the parameter matrix ρ, that is
Based on the notion of z(k) and v(k), the identification model in (8) can be rewritten as
Then we can decompose (11) into m subsystem identification models:
Define the sub-model information vector
Hence, the subsystem identification models can be expressed as
After the decomposition, we can obtain m sub-models which are scalar systems. All the parameters of the original system can be estimated by identifying the sub-models respectively. But it is noticed that these sub-models have the same parameter vector β. In order to make it clear, we give a subscript for every β, that is to say, β l represents β of Sub-model l. Differing from the m different parameter vectors ρ l , β l stands for the same vector for l = 1, 2, . . . , m.
According to the sub-models in (14) , define the quadratic function:
where l = 1, 2, . . . , m. Based on the least squares principle, minimizing J 1 (β l , ρ l ) gives the following least squares recursive relations:
As we have discussed before, each sub-model has the same parameter vector β l . This means that for every l, each submodel will generate an estimateβ l (k) of β l . In essence, all these estimates point to the same parameter vector β in the sub-models. Since the parameter vector β is estimated once in each sub-model, it gives rise to many redundant estimates. Therefore, the first problem needed to be solved is to cut down these redundant parameter estimates. In this section, we use the average value of m estimates as the final estimate. For every k, we obtain m estimatesβ 1 
Then we calculate an average value as the estimate of β at time k:β
When the time goes up by 1, every sub-model usesβ(k) to compute the estimate at time k + 1. Subsequently,β l (k − 1) on the right hand of (15) is replaced withβ(k − 1), and the least squares recursive relations can be revised as
Moreover, the information vector Ω l (k) contains the inner variables x g (k − i) and part of the unknown matrix φ g (k).
Here, we adopt the substitution method which uses the estimates of the unknown variables to replace the unknown variables themselves. To construct the estimate of φ g (k), we need the estimate of G(q −1 ):
are the members of the estimateρ(k − 1) at time k − 1:
Then we useĜ(k −1, q −1 ) to replace G(q −1 ) in the definition of φ g (k) and define the estimate of φ g (k) aŝ
Letx g (k) be the estimate of x g (k). The estimate of φ f (k) can be defined aŝ
Then we can obtain the estimates of Γ (k) and Ω l (k):
On the basis of (6),x g (k) can be computed bŷ
After replacing the unknown variables with their estimates in (18)- (21), we can obtain the model transformation based partially-coupled average recursive least squares (MT-PC-A-RLS) algorithm:
To state the algorithm clearly, we list the steps of the MT-PC-A-RLS algorithm in (23)- (35) as follows.
1) Set the initial values: (29), readΓ l (k) from (30), then constructΩ l (k) by (27) . 5) Compute L l (k) and P l (k) using (24)- (25) . 6) Update parameter vectorsβ l (k) andρ l (k) using (23). 7) Take the average ofβ l (k) (l = 1, 2, . . . , m) to updatê β(k) using (26). 8) Formρ(k) by (34) , and computex g (k) using (33).
; otherwise, increase k by 1 and go to Step 2. Remark 3: In this section, the identification model in (8) is divided into m sub-models in (14) according to the number of the outputs. To achieve this, the parameter matrix ρ is decomposed into m parameter vectors, and the information matrix Γ (k) is divided into m information vectors accordingly. Through this decomposition, we transform the multivariate identification model into m scalar subsystem identification models. Then, the multivariate identification problem can be reconsidered as several scalar identification problems, which simplifies the identification problem.
Remark 4: Different from the other identification algorithm for systems with colored noise, the MT-PC-A-RLS algorithm in (23)- (35) does not need to estimate the noise variables e(k − i) and v(k − i), nor does it need the noise model to obtain the noise parameters. After the model transformation, the information vector corresponding to the noise model parameter G i is made up of the known variables z(k−i). In this way, the parameter estimation accuracy of the noise parameters can be improved, which also increases the parameter estimation accuracy of the whole system.
Remark 5: For the MT-PC-A-RLS algorithm in (23)- (35), we take the average of m estimates and replaceβ l (k − 1) with the averageβ(k − 1) to cut down the redundant parameter estimates, because the average is expected to be efficient. This is a relatively simple idea to deal with the problem of the redundant parameter estimates. However, if we consider the estimation vectorβ(k) in (23) as the output parameter vector, each identification algorithm from l = 1 to l = m is still independent. Moreover, the covariance matrices P l (k) of the sub-models are independent.
IV. THE MODEL TRANSFORMATION BASED PARTIALLY-COUPLED RECURSIVE LEAST SQUARES ALGORITHM
In the previous section, we introduce the MT-PC-A-RLS algorithm for the multivariate OEAR system. The main idea of this algorithm is to decompose the transformed identification model into m sub-models and to cut down these redundant estimates by using their average value. In essence, the parameter estimates of each subsystem are independent in the MT-PC-A-RLS algorithm. In this section, we are still based on the decomposed subsystem identification models in (14) and derive a model transformation based partiallycoupled recursive least squares (MT-PC-RLS) algorithm by means of the coupling concept.
Here, we rewrite the least squares recursive relations in (15)- (17):
The primary aim here is to find a way to handle the redundant estimatesβ 1 (k),β 2 (k), . . .,β m (k), and make the algorithm realizable. Here, we use the coupled relationship between the sub-models rather than calculating the average value of these estimates. Generally, it is desired that the recursive identification algorithm is convergent, which means that the parameter estimates are closer to their true values with the time k increasing. Based on this theory, it is reasonable to infer that the estimateβ l−1 (k) of Sub-model l − 1 at time k is closer to the true value than the estimateβ l (k − 1) of Sub-model l at time k − 1. Therefore, for l = 2, 3, . . ., m, we useβ l−1 (k) to replaceβ l (k − 1) on the right side of (36). For l = 1,β m (k − 1) is used to replaceβ 1 (k − 1). After one round calculation, we can obtain the estimateβ m (k) for the parameter vector β. Thus, we useβ m (k) to update the estimatex g (k). By replacing the unknown information vector Ω l (k) with its estimateΩ l (k), we can get the following MT-PC-RLS algorithm:
Through the MT-PC-RLS algorithm in (39)- (53), we can get the parameter estimatesβ(k) (48), then constructΩ l (k) by (45). 5) Compute L 1 (k) and P 1 (k) using (43)- (44), and update the parameter estimateβ 1 (k) andρ 1 (k) using (42). 6) For l = 2, 3, . . . , m, compute L l (k) and P l (k) using (40)- (41), and updateβ l (k) andρ l (k) using (39). 7) Formρ(k) by (52) , and computex g (k) using (51).
; otherwise, increase k by 1 and go to Step 2. To state the main idea of the algorithm clear, we draw the schematic diagram of the MT-PC-RLS algorithm in Figure 2 .
Remark 6: The MT-PC-RLS algorithm in (39)- (53) is based on the transformed model which is disturbed by the white noise. There is no need to calculate the colored noise variables e(k − i). This is the same as the MT-PC-A-RLS algorithm in (23)- (35) . As mentioned before, since the contents of the information vector corresponding to the noise parameter ρ are changed to the known variables z(k − i), the VOLUME 7, 2019 estimation algorithm can give more accurate results. Here, the difference between the two algorithms lies in the method of disposing the redundant estimates. The MT-PC-RLS algorithm utilizes the convergence of the algorithm to replace the parameter vectorβ l (k − 1) withβ l−1 (k) when updating the estimateβ l (k) of Sub-model l. After this conversion, we form the parameter estimation process as a loop, and for one round we can obtain the unique estimateβ m (k). Accordingly, the MT-PC-RLS algorithm usesβ m (k) to calculatê x g (k) while the MT-PC-A-RLS algorithm uses the averagê β(k) to computex g (k). According to the schematic diagram in Figure 2 , we can see that except the parameter estimateŝ β l (k), the covariance matrices P l (k) of the sub-models are also coupled in the MT-PC-RLS algorithm. Many parameter estimation methods such as the iterative ones [52] - [56] and the proposed ones in this paper can be applied to many areas [57] - [61] .
V. THE MULTIVARIATE RECURSIVE GENERALIZED EXTENDED LEAST SQUARES ALGORITHM
The MT-PC-A-RLS algorithm in (23)- (35) and the MT-PC-RLS algorithm in (39)- (53) are based on the transformed system model. The basic idea of the transformation is to turn the original system affected by the color noise to the system with the white noise. This transformation is aimed to reduce the influence of the colored noise on the parameter estimation. In order to provide a comparison with the two algorithms, we give the multivariate recursive generalized extended least squares (M-RGLS) algorithm which is based on the original system model.
Here, we reconsider the parameter estimation problem for the multivariate OEAR system in (1)- (2):
As we do in the derivation of the transformed identification model, we define an intermediate variables:
where φ s (k) is the information matrix of the system model:
Define the information vector of the noise model:
Then the noise model in (2) can be expressed as
Substituting (55)- (56) into the system model in (3) gives
where the information matrix Ξ (k) and the parameter vector γ are defined as
where n 1 := n + n f + m 2 n g . For the unknown variables in Ξ (k), we use their estimates and obtain the multivariate recursive generalized extended least squares algorithm as follows: Here, we set the initial values: 6 and a small positive number . Then, the flowchart of computingγ (k) in the M-RGLS algorithm in Figure 3 .
Remark 7: The M-RGLS algorithm uses the original system model which has the colored noise. This is the difference between the M-RGLS algorithm and the two model transformation algorithms. Therefore, the M-RGLS algorithm need to calculate the estimates of the colored noise term e(k). By using the Kronecker product, the information vector and matrix are compounded into a large matrix, which leads to large computational burden. To compare the computational burdens of the three algorithms, we provide the computational efficiencies of the three algorithms at each recursive step by using the flops:
where N 1 , N 2 and N 3 are the flops for the M-RGLS, the MT-PC-A-RLS and the MT-PC-RLS algorithms respectively, n 1 = n + n f + m 2 n g and n 0 = n + n f + mn g . Here, we take m = 10, n = n f = n g = 5 and compute the computational burden for three algorithms.
Obviously, the MT-PC-A-RLS algorithm and MT-PC-RLS algorithm have smaller calculation amounts than the M-RGLS algorithm. With the increase of the input number m, the advantage can be much greater. The proposed methods proposed in this paper can be extended to study the parameter estimation problems of different systems with colored noises [62] - [71] such as signal modeling and communication networked systems [72] - [78] .
VI. EXAMPLE
Since the MT-PC-A-RLS algorithm has the similar property as the MT-PC-RLS algorithm, we just give the performance comparison of the MT-PC-RLS algorithm and the M-RGLS algorithm in this section. Here, we use a multivariate system in the nonlinear form.
The target system is given by the following multivariate system: 
Then the parameter vector and matrix can be written as The first step is to collect the input and output data for the algorithm simulation. The system inputs {u 1 (k)} and {u 2 (k)} are taken as two independent persistent excitation signal sequences with zero mean and unit variances, and {v 1 (k)} and {v 2 (k)} are taken as two white noise sequences with zero mean and variances σ 2 1 = σ 2 2 = 0.20 2 . The data length is set to k = 3000, that is to say, we use 3000 data to do our simulation. Then, we can compute the output vector z(k) = [z 1 (k), z 2 (k)] T based on the given input signals, the model and the simulation condition. After obtaining the input and output data, we employ the M-RGLS algorithm in (59)- (67) From Tables 2-3 and Figures 4-6 , we can draw the following conclusions.
1) The parameter estimation errors of the M-RGLS algorithm and the MT-PC-RLS algorithm become smaller with the data length k increasing -see the estimation errors of the last columns in Tables 2-3 . 2) Under the same noise level, the MT-PC-RLS algorithm have higher parameter estimation accuracy than the M-RGLS algorithm -see from Figures 2-4. This demonstrates that the proposed algorithm can achieve better results than the M-RGLS algorithm.
VII. CONCLUSION
The problem of identifying multivariate systems has been addressed in this paper, which is operated in the case of the colored noises. As compared to most previous works related to multivariate system identification with colored noises, the derivation is based on transformed model which has the white noises. In this framework, we decompose the transformed model into several sub-models, because the identification model has high dimensions and different types of parameters. To cope with the redundant estimates brought by the decomposition, we take their average value and use it for the next estimation, and present the MT-PC-A-RLS algorithm. In consideration of the convergence of the algorithm, we propose the MT-PC-RLS algorithm to cut down the redundant estimates based on the coupling concept.
The simulation results also show that the proposed algorithm can generate smaller estimation errors compared with the M-RGLS algorithm under the same conditions. Moreover, the computational burden of the two algorithms is much less than the M-RGLS algorithm. Future work will focus on extending the algorithms to other multivariable systems, nonlinear systems and other system with different structures and disturbances. The performance analysis of the MT-PC-A-RLS algorithm and the MT-PC-RLS algorithm is worth further investigations. The proposed model transformation partially-coupled recursive least squares algorithm for multivariate systems with colore noise can combine other estimation algorithms [79] , [80] and mathematical tools [81] - [84] to explore new identification methods and can be applied to other fields such as information processing and communication [85] - [92] . Under his great leadership, this program is running quite successfully and it has attracted a large number of highly rated researchers and distinguished professors from all over the world. He is also the Head of the NAAM International Research Group, KAU. He has a broad experience of research in applied mathematics. He has supervised several M.S. students and executed many research projects successfully. His research interests include dynamical systems, nonlinear analysis involving ordinary differential equations, fractional differential equations, boundary value problems, mathematical modeling, biomathematics, and Newtonian and Non-Newtonian fluid mechanics. He has published several articles in peer-reviewed journals. He is also a Reviewer of several international journals.
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