Abstract. Let w denote a weight in R n which belongs to the Muckenhoupt class A ∞ and let M w denote the uncentered Hardy-Littlewood maximal operator defined with respect to the measure w(x)dx. The sharp Tauberian constant of M w with respect to α, denoted by C w (α), is defined by
w(E) −1 w x ∈ R n : M w χ E (x) > α .
In this paper, we show that the Solyanik estimate
holds. Following the classical theme of weighted norm inequalities we also consider the sharp Tauberian constants defined with respect to the usual uncentered Hardy-Littlewood maximal operator M and a weight w:
w(E) −1 w x ∈ R n : Mχ E (x) > α .
We show that we have lim α→1 − C w (α) = 1 if and only if w ∈ A ∞ . As a corollary of our methods we obtain a quantitative embedding of A ∞ into A p .
Introduction
We are interested in sharp asymptotic estimates for the distribution set of the Hardy-Littlewood maximal operator defined with respect to a measure µ. We immediately restrict our attention to measures dµ(x) = w(x)dx for some appropriate locally integrable weight w in R n and consider the uncentered Hardy-Littlewood maximal operator defined with respect to w:
M w f(x) ≔ sup x∈Q 1 w(Q) Q |f(y)|w(y)dy, x ∈ R n .
Here the supremum is taken over all cubes in R n whose sides are parallel to the axes that contain the point x. We study in particular the asymptotic behavior of the sharp Tauberian constant C w (α) ≔ sup E: 0<w(E)<∞ w(E) −1 w({x ∈ R n : M w χ E (x) > α})
as α → 1 − . In the case that w ≡ 1 is the Lebesgue measure in R n we drop the subscript w and use the notation M and C for the Hardy-Littlewood maximal operator and its sharp Tauberian constant, respectively. Our main objective is to investigate whether (1.1) lim α→1 − C w (α) = 1.
For the n-dimensional Lebesgue measure Solyanik showed in [24] that we have C(α) − 1 n (1 − α) 1 n when α → 1 − and thus (1.1) holds. Solyanik also showed corresponding estimates for the centered Hardy-Littlewood maximal operator as well as for the strong maximal operator while in [14] a similar estimate for the Hardy-Littlewood maximal operator with respect to Euclidean balls is proved. Note that estimate (1.1) is a certain continuity assertion at α = 1. Continuity properties of C(α) for α < 1 are studied in [1] . We loosely refer to an estimate of the type (1.1) as a Solyanik estimate.
The reader might appreciate a few words regarding the terminology "Tauberian constant" in this context. In [5] , A. Córdoba and R. Fefferman introduced a model multiplier operator T θ and corresponding maximal operator M θ (the precise definitions of which do not concern us here.) They proved that if M θ is bounded on L (p/2) ′ (R 2 ) then T θ is bounded on L p (R 2 ) for 1 < p < ∞. Conversely they showed that if T θ is bounded on L p (R 2 ) and M θ satisfies the additional assumption |{M θ χ E > 1/2}| |E| for all measurable E ⊆ R 2 , that they referred to as a Tauberian condition, then M θ is of weak type ((p/2) ′ , (p/2) ′ ). This terminology was quite appropriate as, aptly worded by Rudin in [23] , "Tauberian theorems are often converses of fairly obvious results, but usually these converses depend on some additional assumption, called a tauberian condition." In [5] , the additional assumption was of course |{M θ χ E > 1/2}| |E|. In [15] , Hagelstein and Stokolos investigated the growth of sup E |E| −1 |{M B χ E > α}| as α → 0 for a very general class of maximal operators M B . Reflecting the influence of Córdoba and Fefferman's paper, they said that if sup E |E| −1 {M B χ E > α}| were finite, then M B satisfied a Tauberian condition with respect to α. The phrase "Tauberian condition" was used in a similar manner in [13] , but the expression "Tauberian constant of M B with respect to α", referring to the value of the supremum above, was first used in [14] .
The study of Solyanik estimates is motivated by a variety of classical and modern themes in harmonic analysis. Indeed, although the term sharp Tauberian constant is relatively new, the notion is quite standard: for λ ∈ (1, ∞) the function φ(λ) ≔ C(1/λ) is known as the Halo function of the collection of sets used to define the maximal operator M. Here we use cubes but all these definitions make sense for more general collections of sets. For this point of view and the connection to differentiation properties of bases see for example [12] . On the other hand, a Solyanik estimate for the strong maximal function has been used in [3] in order to prove a version of Journé's lemma with small enlargement. It is actually not hard to see that, in a quite general context, a Solyanik estimate is closely related to a quantitative Córdoba-Fefferman covering lemma; see [4] . From this point of view, a Solyanik estimate involves geometric rather than analytical properties of the differentiation basis which is implicit in the definition of M. It comes then as a surprise, as this paper will establish, that Solyanik estimates are also intimately related to the study of A ∞ -weights; in particular we will see in §5 how the study of Solyanik estimates and sharp Tauberian constants provides a systematic approach for the study of embeddings of A ∞ into A p .
1.1. Solyanik estimates with respect to A ∞ weights. The purpose of this paper is the investigation of (1.1) and its variations under the presence of a weight w in R n . With more precise definitions and details to follow our first main result is the following: Theorem 1.1. Let w ∈ A ∞ be a Muckenhoupt weight. Then
− , where the constants C w,n , c w,n > 0 depend only upon n and w.
Some remarks are in order. Firstly, we note that the estimate of the theorem can be reversed in the sense that
for some constantc w,n depending on w and the dimension. Thus the estimate of the theorem is of the correct form. We do not however pursue the best possible exponent c w,n in the Solyanik estimate above. In fact, already in the case of the Lebesgue measure and the uncentered HardyLittlewood maximal operator defined with respect to Euclidean balls, the largest possible value of c > 0 such that C(α) n (1 − α) c remains unknown. See [14] for more details on this issue. It is natural to consider the estimate stated in Theorem 1.1 for more general measures µ in the place of w(x)dx. That is, given a positive Borel measure µ in R n we can define the maximal
one then defines C µ in the obvious way and asks whether the analogue of (1.1) is true:
For example it is easy to see that we have C µ (α) − 1 ≤ 2α −1 (1 − α) for any locally finite Borel measure µ on the real line. Using this one trivially gets that (1.2) remains valid whenever µ is a tensor product of arbitrary locally finite one-dimensional Borel measures. However, some restriction will have to be imposed on µ in order to guarantee the validity of (1.2) in general. This follows easily by considering, for example, a countable collection of cubes all of which contain the origin and such that for every j ∈ {1, 2, . . .} there exists x j ∈ Q j but x j Q k for k j. If c j is a sequence of positive numbers such that j c j = +∞ but c j → 0 as j → +∞ then one easily checks that the operator M w defined with respect to µ = δ 0 + j c j δ x j does not satisfy any estimate of the form (1.1). In particular M µ is unbounded on all L p (µ) for p < ∞. Note that in the case of a doubling measure µ we know a priori that M µ is of weak type (1, 1) and thus bounded on L p (µ) for all p ∈ (1, ∞). Furthermore, for any locally finite Borel measure µ the centered Hardy-Littlewood maximal operator M simple facts. One of the reasons behind this, highlighting the subtlety of the problem, is that Solyanik estimates are very sensitive to constants. Thus there exist examples of pairs of maximal operators which are pointwise comparable, but where one of them satisfies a Solyanik estimate while the other one does not. The examples of this sort that we are aware of exist on the level of the Lebesgue measure and maximal operators M B defined with respect to rather exotic collections of sets B; see [1, 14] for a related discussion. We are not aware of such examples in the context of the basis of axes-parallel cubes in R n and thus it is tempting to conjecture that (1.2) remains valid for M µ whenever µ is a doubling measure. However, our current methods do not give a definite answer to this issue which we plan to investigate in a future work.
Weighted Solyanik estimates.
In this paper we also study a closely related question to the one above, inspired by the rich theory of weighted norm inequalities. We thus consider a non-negative, locally integrable function w on R n , that is, a weight, and define the weighted sharp Tauberian constant
Note here that, in contrast to the definition of C w (α), the operator M is the Hardy-Littlewood maximal operator defined with respect to the Lebesgue measure in R n . A weighted Solyanik estimate is now a statement of the form
An immediate consequence of (1.3) is that M satisfies a weighted Tauberian condition: there exists some α ∈ (0, 1) such that C w (α) < +∞. Although apparently weak, a weighted Tauberian condition already encodes the boundedness of M on L p (w) for sufficiently large p, and thus restricts w to some A p class of weights. More precisely, as was shown in [13] , we have
This immediately tells us that a necessary condition for (1.3) is that w ∈ A ∞ . In fact, the converse implication is also true: 
for some constants B, β > 1, then w ∈ A ∞ and [w] A∞ β(1 + log B).
The direct part of Theorem 1.2 above gives an estimate on the sharp Tauberian constant of w as α → 1 − . Since all the constants are so explicit we can use the methods of [13, 15] in order to deduce an effective embedding of A ∞ into A p . We note here that embeddings like the one in Theorem 1.3 above have been long studied in the theory of weighted norm inequalities and they are typically sharper in one dimension. The most precise result of this kind that we are aware of is contained in [6] ; variations of this embedding depending on different gauges of A ∞ are contained for example in [19, 25] . See also [21, 22] . Most of the previously known results use embeddings of the reverse Hölder classes into A p , as for example in [6] ; on the other hand, the embeddings proved in [19] use the Hruščev constant for A ∞ , defined in [16] . The result of Theorem 1.3 is implicit in the literature, at least in dimension n = 1, as it follows from a combination of the results from [17] and [6] . For higher dimensions, the result of Theorem 1.3 also follows from a careful reading of [17] and [25] , but it is not explicitly stated. We include this theorem however, claiming no originality on the result, since our methods are quite different and we think it is worthwhile to highlight this connection.
In order to compare the value of p e cn[w] A∞ from Theorem 1.3 to other results in the literature, note for example that w ∈ A ∞ is essentially equivalent to w satisfying a reverse Hölder inequality
see for example [17] but also Lemma 3.5 in the current paper. The exponent
in the reverse Hölder inequality above is optimal, up to a dimensional constant. Plugging this information into [6, Theorem 1] gives that, in dimension n = 1, the optimal value of p such that w ∈ A p must satisfy (p/2) r − 1 = r(p − 1). Using that p > 2 and manipulating this equation one obtains p e c[w] A∞ which matches the embedding into A p of Theorem 1.3. The rest of this paper is organized as follows. In §3 we state and prove some auxiliary asymptotic estimates for enlargements of families of cubes. We also take the chance to recall several known facts about A ∞ weights in a form that will be useful for us later on. In §4 we give the proof of Theorem 1.1 based on the lemmas proved in §3. In §5 we give the proofs of Theorem 1.2 and Theorem 1.3. In particular, the proof of Theorem 1.2 is contained in Proposition 5.1 and Proposition 5.3.
Notation
We use C, c > 0 to denote numerical constants whose value may change even in the same line of text. We also write A B if A ≤ CB and A B if A B and B A. We state the dependence on the dimension n and the weight w by writing C w,n and A w,n B respectively. We typically use the letter Q to denote a cube in R n with sides parallel to the coordinate axes and write cQ for the concentric dilation of Q by a factor c > 0. We write r Q for the sidelength of Q and x Q for its geometric center. Finally, weights are non-negative locally integrable functions and w(Q) ≔ Q w.
An asymptotic estimate for Muckenhoupt weights
Due to the asymptotic nature of Solyanik estimates we many times need to estimate the measure of small dilates of a cube Q ⊂ R n by the measure of the cube itself. To make this more precise let Q be a cube and δ ∈ (0, 1) be a small parameter. For the Lebesgue measure we then have the trivial estimate
In order to write down similar estimates for more general measures we recall the notion of a doubling measure:
Definition 3.1. Let µ be a (Borel regular) non-negative measure in R n . We say that µ is doubling if there exists a constant ∆ µ > 0 such that for every cube Q ⊂ R n we have µ(2Q) ≤ ∆ µ µ(Q). We always assume that ∆ µ > 0 is the best constant such that the previous inequality holds uniformly for all cubes and we call it the doubling constant of µ.
It is well known that if µ is a doubling measure in R n then there exist constants c 1 , c 2 > 0, depending only on ∆ µ , such that for every cube Q and every δ ∈ (0, 1) we have
The previous estimate is in fact equivalent to µ being doubling. See for example [19] for a very nice exposition of this and related results. Asymptotic estimates for single cubes as the ones given above are the first steps to understanding Solyanik estimates. We quickly realize however that we need similar estimates for collections of cubes instead of just single cubes. Thus, given some finite collection of cubes {Q j } and δ ∈ (0, 1) we will need effective estimates for the measure of ∪ j (1 + δ)Q j \ ∪ j Q j . The main obstruction here is that these cubes might overlap in an arbitrary manner. A way to deal with this problem is to organize an arbitrary collection of cubes into satellite configurations of cubes.
be a finite collection of cubes in R n . We say that the collection Q is a satellite configuration of cubes with center Q 0 if Q j ∩ Q 0 ∅ and r Q j ≤ r Q 0 for all j ∈ {1, . . . , N}.
We mention in passing that a similar (but different) definition has appeared in [9] . We now give a Lebesgue measure version of the estimate alluded to above.
is a collection of cubes in R n . For all δ ∈ (0, 1) we have the estimate
In particular, if {Q j } j is a satellite configuration of cubes with center Q 0 then the right hand side in the estimate above is n δ|Q 0 |.
Proof. For x = (x 1 , . . . , x n ) ∈ R n we use the standard ℓ ∞ -norm defined as x ℓ ∞ ≔ sup 1≤j≤n |x j |. Furthermore, in order to avoid confusion, we write (1 +δ) j S for the dilation of a set S with respect to the center of Q j by a factor (1 + δ). Let us assume that the cubes Q j are ordered so that their sidelengths are decreasing and set E 0 ≔ Q 0 and E j ≔ Q j \ ∪ k<j Q k for j ≥ 1. Obviously the sets E j are pairwise disjoint and ∪ j Q j = ∪ j E j . Furthermore we claim that for all δ ∈ (0, 1) and all k ≤ N we have the identity
We prove the claim by induction on k. For k = 0 the claim is trivial so we assume that it is true for k ≥ 0. It will suffice to show the inclusion
(1 + δ) j E j , the opposite inclusion being trivial. By the inductive hypothesis we have
We will show that
Let us assume that x ∈ (1 + δ) k+1 (Q k+1 ∩ ∪ j<k+1 Q j ) ∅. Then there exists some J < k + 1 such that x ∈ (1 + δ) k+1 (Q k+1 ∩ Q J ). This means that there exists some z ∈ Q k+1 ∩ Q J such that x = x Q k+1 + (1 + δ)(z − x Q k+1 ). From this we can write
the last inequality following since J < k + 1 and thus r Q J ≥ r Q k+1 . However this means that x ∈ (1 + δ) J Q J . Thus x ∈ ∪ j<k+1 (1 + δ) j Q j = ∪ j<k+1 (1 + δ) j E j by the inductive hypothesis. This completes the inductive proof and shows that (3.1) holds. Having (3.1) at our disposal the rest is routine. Indeed we have
This proves the main claim of the lemma. If
is a satellite configuration with center Q 0 it is immediate that | ∪ j Q j | n |Q 0 |.
Remark 3.4.
It is worth noticing that Lemma 3.3 above remains true whenever we have some satellite configuration of metric balls in R n . Indeed, the only thing needed for the proof is identity (3.1) which in turn is true whenever our sets Q j are balls with respect to the same metric in R n .
We now desire to prove a weighted analog of Lemma 3.1 above. For this we need to divert a bit and recall some known facts about the class of Muckenhoupt weights A ∞ .
3.1. The class of Muckenhoupt weights A ∞ . Recall here that A ∞ can be defined as the class of non-negative, locally integrable functions w in R n such that
the supremum is taken with respect to all cubes in R n . An equivalent description of A ∞ is
where A p denotes all the weights w for which
and the supremum is taken over all cubes in R n . The definition of the class A ∞ by means of the quantity [w] A∞ goes back to Fujii, [8] , and Wilson, [26, 27] , and has recently been used in order to prove sharp quantitative weighted norm inequalities for maximal functions and singular integrals. See for example [17, 18, 20] . Further properties of A ∞ weights and equivalent definitions are discussed in many places as for example in [10] . See however [7] for a more up to date discussion of the equivalent definitions of A ∞ .
The lemma below encodes some of the deepest properties of A ∞ weights. In particular, the proof of the lemma crucially depends on the reverse Hölder inequality for A ∞ weights with sharp exponent. The characterization of the quantity [w] A∞ given below is implicit in [17, p.24-26] . Proof. If w ∈ A ∞ we have from [17, Theorem 2.3] that there exists a dimensional constant c n > 1 such that for every cube Q ⊂ R n we have the reverse Hölder inequality
The conclusion in (i) easily follows from this via Hölder's inequality. In order to prove (ii) let us fix a cube Q and show that w satisfies a reverse Hölder inequality on Q. Without loss of generality we can assume that w(Q)/|Q| = 1. Observe also that the hypothesis implies that w(S) w(Q) ≤ |S| |Q| 1 2c 2 whenever |S| |Q| ≤ e −2c 2 (1+log c 1 ) .
However when |S|/|Q| > e −2c 2 (1+log c 1 ) it is trivial that
Combining these estimates we get that in every case
for all cubes Q ⊆ R n and all measurable S ⊆ Q. Let us set η ≔ 2c 2 (1 + log c 1 ) for the rest of the proof in order to simplify the notation and for λ > 0 we write E λ ≔ {x ∈ Q : w(x) > λ}. Observe then that
and thus
′ is the dual exponent of η. Thus
For ǫ > 0 we now write
as long a ǫ < η ′ /η. Now we readily see that for ǫ ≤ η ′ /2η < 1/η the weight w satisfies for every cube Q the reverse Hölder inequality The following standard estimates for A ∞ weights follow immediately from the previous lemma. We omit the simple proof. We now state a weighted version of Lemma 3.3. 
where c n > 1 is a dimensional constant and ∆ w is the doubling constant of w.
is a satellite configuration of cubes it is immediate that ∪ j Q j ⊆ 3Q 0 and thus
Q j ⊂ 4Q 0 and using Lemma 3.3 we have that |E| n δ|4Q 0 |. Since w ∈ A ∞ we can conclude that
However, since w ∈ A ∞ we have that w is doubling which gives w(E) n ∆ 2 w δ (cn[w] A∞ ) −1 w(Q 0 ) as we wanted.
The heart of the matter is the following asymptotic estimate controlling the w-measure of unions of (1 + δ)-enlarged cubes by the w-measure of the union of the cubes themselves. 
the constant c n > 1 depends only upon n.
Proof. Given the finite collection of cubes Q ≔ {Q j } j we assume that they are ordered according to decreasing sidelengths. By the Vitali covering lemma there exists a disjoint subcollection R ≔ {R j } j ⊆ Q such that if Q ∈ Q \ R were not selected then there exists R ∈ R with R ∩ Q ∅ and r R ≥ r Q . Of course we have ∪ j Q j ⊆ ∪ j 3R j .
For each R ∈ R we let Q R be the collection of cubes Q ∈ Q such that Q ∩ R ∅ and r Q ≤ r R . By the previous comments we have the identity
Note that each collection Q R is a satellite configuration with center R and that R ∈ Q R . Thus, Lemma 3.7 implies that
It now follows that
since all the R ∈ R are pairwise disjoint and contained in ∪ j Q j . This proves the lemma.
A Solyanik estimate for Muckenhoupt weights
In this section we turn to our main task of proving a Solyanik estimate for the uncentered maximal function M w defined with respect to cubes and a Muckenhoupt weight w in R n . The following covering argument is a weighted variation of the argument used in [14, Theorem 3] . Proof. The proof is a modified Córdoba-Fefferman selection algorithm inspired by the one in [4] . We begin by ordering our cubes {Q j } so that |Q 1 | ≥ |Q 2 | ≥ · · · ≥ |Q N | and we select Q 1 ≔ Q 1 . Now assumingQ 1 , . . . ,Q j ≕ Q J have been selected we chooseQ j+1 to be the first cube Q ∈ {Q J+1 , . . . , Q N } that satisfies
If no such cube can be selected the selection algorithm terminates. Now if Q is one of the cubes not selected and x ∈ Q we consider a cube Q x ⊆ Q such that x ∈ Q x and w(Q x ) = ξw(Q). This is in fact possible since any A ∞ -weight does not charge boundaries of cubes. Since the cube Q was not selected we have that
for some j Q ≤ M. This implies that the cube Q x must intersect one of the cubesQ j selected before, and thus of larger sidelength than Q. Furthermore, we can use Corollary 3.6 (ii) in order to obtain
The last estimate together with the triangle inequality and the discussion above show the inclusion
(1 + C w,n ξ cw,n )Q j for some constants C w,n , c w,n depending only on n and w. Part (i) of the lemma now follows from Lemma 3.8 while part (ii) is automatically satisfied because of the selection algorithm.
Proof of Theorem 1.1. Let E be a measurable set in R n and consider any K ⊆ E α ≔ {x ∈ R n : M w (χ E )(x) > α}, where K is compact. There exists a finite collection of cubes {Q j } j such that K ⊆ ∪ j Q j and for each j we have w(E∩Q j ) > αw(Q j ). For ξ ∈ (0, 1), to be chosen momentarily, we let {Q j } j be the subcollection of {Q j } j provided by Lemma 4.1; we have
Thus for ξ ∈ (1 − α, 1) we conclude
Combining the previous estimates yields
w(E).
gives the theorem.
Weighted Solyanik estimates and allied issues
In this concluding section we make a comparison between Solyanik estimates and corresponding results in the literature of weighted norm inequalities for maximal functions and related issues. We also discuss weighted Solyanik estimates for A ∞ weights. The difference is that now there are two measures involved in such an estimate: the Hardy-Littlewood maximal operator M is defined with respect to the Lebesgue measure while the measure in the ambient space is w ∈ A ∞ . 5.1. Pointwise coverings and Solyanik estimates with respect to measures. Let M c µ denote the centered Hardy-Littlewood maximal operator defined with respect to a locally finite nonnegative Borel measure µ:
|f(y)|dµ(y);
here Q(x, r) is a cube in R n with center x and sidelength 2r. It is well known that this operator is bounded on L p (µ) independently of the measure µ and this is a direct consequence of the Besicovitch covering lemma. The same is true for the dyadic maximal operator M d µ defined with respect to µ and the one-dimensional non-centered maximal operator M 1 µ defined with respect to µ. Underlying all these cases is a sharp covering lemma; we already mentioned Besicovitch for the centered operator while for the dyadic maximal function this is a consequence of the ultrametric structure of dyadic cubes; in one dimension we have the powerful covering lemma, specific to the topology of the real line, which says that any collection of intervals can be covered by a subcollection of (pointwise) overlap at most 2.
It is an easy guess that for these operators we should have Solyanik estimates independently of the measure µ involved in their definition. This turns out to be true and the proof of this fact is a trivial modification of the proof of the corresponding weak type (1, 1) inequalities.
For example, for M 1 µ we have that any compact set K ⊆ {x ∈ R : M 1 µ (χ E ) > α} can be covered by a finite sequence of intervals I j such that µ(I j ∩ E) > αµ(I j ) and j χ I j ≤ 2; see for example [11, p. 24] . It follows that
and thus, in this case C µ (α) ≤
2−α α
. It is also easy to check that this bound is best possible. Completely analogous arguments work for the other operators discussed in this paragraph and give estimates of the type C µ (α) − 1 n (1 − α), independently of the measure µ.
Weighted Tauberian constants, Solyanik estimates and A ∞ .
Things get more interesting if we consider a non-negative locally integrable function w, that is, a weight, and define the weighted Tauberian constant
Note here that M is the usual non-centered Hardy-Littlewood maximal function defined with respect to the Lebesgue measure. It is natural to ask under what conditions on w we have a Solyanik estimate
By the results in [13] we know that w ∈ A ∞ if and only if there exists α ∈ (0, 1) such that C w (α) < +∞. This equivalence was proved in [13] by means of general arguments relating weighted Tauberian constants with the L p (w)-boundedness of M for large p. Thus a necessary condition for (5.1) is that w ∈ A ∞ . Theorem 1.2 claims that the opposite implication is also true, namely (5.1) holds whenever w ∈ A ∞ . The remainder of this paper is devoted to the proof of this theorem. We also take the chance to state a quantitative version. The essence of this quantification is that the A ∞ -constant of a weight w is, roughly speaking, equivalent to the smallest number c > 1 such that the following asymptotic estimate holds:
We make this precise in the following proposition which proves the optimality part of Theorem 1.2.
Proposition 5.1. Suppose that w is a non-negative, locally integrable function in R n such that the following Solyanik estimate holds:
for some numerical constants B, β ≥ 1. Then w ∈ A ∞ and [w] A∞ n β(1 + log B).
Proof. For a cube Q ⊂ R n and a measurable set A ⊂ Q with |A|/|Q| > α we have w(Q) ≤ C w (α)w(A) and taking complements we get
This already implies that w ∈ A ∞ ; see Remark 5.2. To get an estimate for [w] A∞ observe that since C w (α) ≥ 1 we have
Letting α → 1 − |S|/|Q| we get that for all S ⊂ Q with |S|/|Q| < e −β we have
When |S|/|Q| > e −β we trivially have
By Lemma 3.5 it follows that [w] A∞ β(1 + log B).
Remark 5.2. Proposition 5.1 above proves that a Solyanik estimate implies that w ∈ A ∞ and quantifies this implication in terms of the involved constants. Observe also that by (5.2) we see that if C w (α) < +∞ then there exist constants ξ, η < 1 such that |S|/|Q| < ξ ⇒ w(S)/w(Q) < η. This condition is a well known equivalent characterization of A ∞ ; see for example [10, Corollary IV.2.13] . On the other hand, if we assume that w ∈ A ∞ then w ∈ A p for some p ∈ [1, ∞) and thus M :
, where M is the Hardy-Littlewood maximal operator on R n . This immediately implies that
for all measurable sets E ⊆ R n . Thus we get a trivial proof of the fact that
However, the proof of the same fact from [13] , which is substantially more involved, gives more precise quantitative information; see also the proof of Theorem 1.3.
We now move to the direct implication of Theorem 1.2 which is the content of the following proposition: Proposition 5.3. Let w ∈ A ∞ and M denote the Hardy-Littlewood maximal operator in R n , defined with respect to cubes. We have the Solyanik estimate
Here ∆ w is the doubling constant of w, and c n and the implied constant depend only upon the dimension n.
Proof. As usual, let us consider a compact set K ⊆ E α ≔ {x ∈ R n : Mχ E > α} and so K ⊆ ∪ j Q j for some finite collection of cubes Q ≔ {Q j } N j=1 with |Q j ∩ E| > α|Q j | for all j. We assume that |Q 1 | ≥ · · · ≥ |Q N | and for δ ∈ (0, 1) to be chosen later we choose {Q j } j=1 to be a Córdoba-Fefferman subcollection at level 1 − δ. Namely, we setQ 1 ≔ Q 1 and, assumingQ 1 , . . . ,Q j ≕ Q J have been selected, we setQ j+1 to be the first cube among the cubes Q ∈ {Q J+1 , . . . , Q N } that satisfy
Just as in the proof of Lemma 4.1 we have
The proof is based on the following basic estimate
Now let R be the Vitali subcollection of {Q j } j so that ∪ jQj ⊆ ∪ R∈R 3R, the cubes in R are pairwise disjoint and eachQ j intersects some R ∈ R of larger sidelength. We organize the collection {Q j } j into satellite configurations; for R ∈ R we let Q R be the cubes from {Q j } j that intersect R and have smaller sidelength than the sidelength of R. Thus
and each Q R is a satellite configuration with center R ∈ R. In order to estimate I observe that
by Lemma 3.7. Tracing back the definition of any cube R we remember that |R ∩ E c | ≤ (1 − α)|R| and thus, by the A ∞ hypothesis on w, we get
which easily implies the desired estimate. Note that by taking the maximum of c n , C n we can assume that the same dimensional constant appears in both places of the estimate above.
Remark 5.4.
If one is not interested in the constants in the statement of Proposition 5.3 then a very easy proof is available. Indeed, one just needs to note that
when α is sufficiently close to 1 and the result follows by Theorem 1.1 since w ∈ A ∞ . Note however that the precise exponent in the statement of Theorem 1.2 plays a crucial role in the embedding of A ∞ into A p below.
Remark 5.5. In one dimension it is possible to get the estimate of Proposition 5.3 above without the term ∆ 2 w , and the proof is elementary. Indeed, Let K ⊆ E α ≔ {Mχ E > α} where K is compact. Arguing as in §5.1 we can find finitely many intervals I j that cover K and such that j χ I j ≤ 2. Then for w ∈ A ∞ we have
Using Lemma 3.5 and the fact that the I j 's have overlap at most 2 we get
Thus in dimension n = 1 we thus have the improved estimate
Note that the [w] ∞ constant is the only information needed to write this estimate, in contrast with the higher dimensional case where the doubling constant of w is also needed. We do not know however if the appearance of the doubling constant is just an artifact of the proof.
The Solyanik estimates given above characterize A ∞ in terms of the constants involved. One could argue that this is a very complicated way to describe A ∞ . However, there is an advantage, namely that these estimates imply a quantitative embedding of A ∞ into A p . Furthermore, when one writes down this embedding then the roles of the constants in a Solyanik estimate become more transparent.
Proof of Theorem 1.3. We assume that w ∈ A ∞ and thus the estimate where ⌈x⌉ denotes the smallest positive integer which is no less than x. Assuming as we may that α o 2 n > 1 and using the estimate ⌈x⌉ ≤ x + 1 we get w({x ∈ R n : Mχ E > λ)}) ≤ C w (α) We can also observe that the doubling constant of w is known to satisfy
This estimate is proved in [19] . These estimates are consistent with the estimate of Corollary 5.6.
