Abstract. The class of prox-regular functions covers all l.s.c., proper, convex functions, lower-C 2 functions and strongly amenable functions, hence a large core of functions of interest in variational analysis and optimization. The subgradient mappings associated with prox-regular functions have unusually rich properties, which are brought to light here through the study of the associated Moreau envelope functions and proximal mappings.
Introduction
Fundamental insights into the properties of a function f : IR n → IR = IR ∪ {±∞} in variational analysis come from the study of its Moreau envelopes e λ , defined for λ > 0 by e λ (x) = min 1) and the associated proximal mappings P λ , defined by
While the set-valued mappings P λ relate to basic computational schemes in optimization, the functions e λ provide a sort of regularization of f : as long as f is lower semicontinuous (l.s.c.) and minorized by some quadratic function, it is known that, for λ sufficiently small, e λ is finite and locally Lipschitz continuous, and that e λ increases pointwise to f as λ 0. In terms of the operation " " of infimal convolution in the space of all extended-real-valued functions on IR n , one has e λ = f
When f is convex, e λ is convex for every λ > 0. This fact has long been important in variational analysis and optimization, but, rather surprisingly, the extent to which e λ might be convex, even when f is not convex, has received little attention. Our aim is to address such imbalance here by systematically exploring the convexity-related properties of e λ not only for their own sake but for the insights they afford in the study of the mapping ∂f : IR n → → IR n , where ∂f (x) denotes the set of limiting proximal subgradients of f at x.
Motivation for our efforts comes from the strong connection in convex analysis between functions and their Moreau envelopes, both in subgradient theory and computation. There the proximal mappings P λ can be used not only to parameterize the graph of ∂f but in support of solution techniques such as the proximal point algorithm. These proximal mappings appear actually as gradient mappings for the Moreau envelope functions associated with the Legendre-Fenchel transform f * of f . The same cannot hold for nonconvex f , but there have been indications that much of importance can nevertheless be learned by examining that case closely.
whenever v < cr, v ∈ ∂f (x), x −x < ε with x = x, and |x −x| < ε. It is known that a function is lower-C 2 if and only if it is expressible locally as the difference between a finite convex function and a positive multiple of 1 2 | · | 2 (cf. Rockafellar [26] ), so this discovery opens doors to convex analysis and reveals a previously hidden route to deeper understanding of the behavior of Moreau envelopes. The significance of the lower-C 2 property in regularization has been underscored by subsequent work of Levy, Poliquin and Thibault [10] in using it to obtain a generalization of Attouch's theorem on subgradient convergence beyond the context of convex functions f .
Here we work in a broader context than that of p.l.n. functions, demonstrating in particular that lower-C 2 regularizations can exist under weaker assumptions than those in [34] . For this purpose we introduce the class of prox-regular functions f , which has interesting potential in several respects. Before stating the definition, we recall that f is locally l.s.c. atx if f is l.s.c. relative to the set x |x −x| < ε, f (x) < α for some ε > 0 and α > f (x). This is equivalent to epi f being closed relative to a neighborhood of (x, f (x)). (Such a neighborhood is all that counts when the focus is on subgradients of f atx.) When f is locally l.s.c. atx it is in particular l.s.c. atx itself in the usual sense: for every β < f (x) there exists δ > 0 such that f (x) > β when |x −x| < δ. whenever x −x < ε and x −x < ε with x = x and f (x) − f (x) < ε, while v −v < ε with v ∈ ∂f (x).
Note that (1.4) requires v to be a proximal subgradient at x: v ∈ ∂ p f (x). Beyond this, the definition calls for a kind of local uniformity in the parameter values involved in this proximal subgradient property. Also note that nothing would be changed in this definition if the subgradients v ∈ ∂f (x) in (1.4) were taken just to be proximal subgradients v ∈ ∂ p f (x). Indeed if (1.4) holds for all proximal subgradients, then a similar inequality must hold, with r replaced by r + 1 say, for all limiting proximal subgradients.
Obviously, any function that is p.l.n. is prox-regular. A big difference between a proxregular function and a p.l.n. function, however, is that for a p.l.n. function condition (1.3) must hold for all subgradients and do so with a linear growth condition, whereas for a prox-regular function condition (1.4) only has to hold for subgradients close to a fixedv and just in an f -attentive neighborhood ofx, i.e., a neighborhood making not only x close tox but f (x) close to f (x). (The f -attentive topology on IR n is the coarsest topology that includes the usual topology and makes f continuous.) For instance, the function f on IR 1 with f (x) = 1 for x > 0 but f (x) = 0 for x ≤ 0 is easily seen to be prox-regular atx = 0 forv = 0, yet it is not p.l.n. for thisx.
The scope and importance of the class of prox-regular functions is readily appreciated from the fact that it includes not only all l.s.c., proper, convex functions and all lower-C 2 functions, but all strongly amenable functions, cf. Section 2. Strongly amenable functions are obtained by composing convex functions (extended-real-valued) with C 2 mappings under a constraint qualification. They have a basic role in convex and nonconvex optimization, both theoretically and computationally, cf. [11] , [16] , [27] , [29] .
A number of equivalent characterizations of prox-regular functions are worked out in Section 3; two in particular deserve special attention. We show that f is prox-regular if and only if an f -attentive localization of its subgradient mapping can be made monotone by the addition of a suitable multiple of the identity mapping. This "pre-monotonicity" property enables us to apply the theory of monotone mappings to the study of ∂f . We also give a geometric equivalence: we show that f is prox-regular atx forv if and only if epi f is prox-regular at x, f (x) for (v, −1). This geometric equivalence is analogous to the equivalence between Clarke regularity of a function and Clarke regularity of its epigraph, cf [4] . Prox-regularity of sets is defined and studied in Section 2. A prox-regular set is quite close and in fact can be viewed as a "directionally local" version of a proximally smooth set. These sets were recently introduced in Clarke, Stern and Wolenski [6] in connection with the "paintability" of sets, the differentiability of distance functions, and the study of lower-C 2 functions. Some related geometric ideas can be found also in an earlier paper of Vial [35] .
Most questions about the prox-regularity of f atx for a vectorv ∈ ∂f (x) can conveniently be normalized to the case wherex = 0 andv = 0, moreover with f (0) = 0. In Section 4 we explore the behavior of e λ and P λ in that setting. We show that for λ small enough, e λ is C 1+ in a neighborhood of the origin, and we give a formula for the gradient mapping ∇e λ in terms of the proximal mapping P λ . This development leads to the important conclusion that when f is prox-regular atx forv, the graph of ∂f in a localized sense around (x,v) is a Lipschitz manifold of dimension n in IR n × IR n , a property previously detected only for convex functions and their very close allies.
In Section 5 we show further that, in some neighborhood of 0, the function e λ + s| · | 2 is convex for s = r/2(1 − λr); here r is the constant that appears in (1.4). Further, we develop conditions under which e λ itself is convex or strongly convex.
Section 6 is devoted to second-order aspects of prox-regular functions. We show that when f is prox-regular atx forv, it is twice epi-differentiable atx forv if and only if an f -attentive localization of the subgradient mapping ∂f is proto-differentiable atx for v. This has key significance for the sensitivity analysis of quasi-solutions to problems of optimization. Until now, such a result was available only for convex functions and strongly amenable functions; see [13] , [15] and [29] . It has major implications for the second-order theory of Moreau envelopes, which we shall lay out in a separate paper [19] ; see [20] for consequences in nonlinear programming. We also prove that when the second-order epi-derivative function associated with f atx forv is finite, it provides a second-order expansion in the traditional sense, although with a possibly nonquadratic second-order term.
Examples of Prox-Regularity
The definition of prox-regularity centers on a pair (x,v), but the property in question then holds "locally": if f is prox-regular atx for a particular subgradientv ∈ ∂f (x), it is also prox-regular atx forṽ ∈ ∂f (x) as long as (x,ṽ) is close enough to (x,v) and such that f (x) is close enough to f (x). For many functions the latter provision is automatic, because closeness of subgradients already ensures closeness of function values; then the condition on function values in Definition 1.1 can be dropped as well. To facilitate the discussion of examples of prox-regularity, we give a term for this.
Definition 2.1. A function f : IR n → IR is subdifferentially continuous atx forv, wherē v ∈ ∂f (x), if for every δ > 0 there exists ε > 0 such that f (x) − f (x) < δ whenever x −x < ε and v −v < ε with v ∈ ∂f (x).
Many important functions are subdifferentially continuous. In particular all p.l.n. functions enjoy this property.
Proposition 2.2. If f : IR
n → IR is p.l.n. atx, then for all x in a neighborhood ofx it is subdifferentially continuous at x for any v ∈ ∂f (x).
Proof. Take r > 0, c > 0 and ε > 0 from the definition of p.l.n. given in Section 1 (see the discussion near (1.3)). Let |x −x| < ε and v ∈ ∂f (x). Fix δ > 0. We have for ε 1 > 0 small enough that
On the other hand, for v ∈ ∂f (x ) with |x −x| < ε and |v − v| < 1 we have
We can now choose 0 < ε 2 < ε with f (x) > f (x )−δ whenever |x−x | < ε 2 and |v −v| < 1. Finally, for 0 <ε < min{ε 1 , ε 2 } we have |f (x ) − f (x)| < δ whenever |x − x| <ε and |v − v| < 1. This shows that f is subdifferentially continuous at x for v.
Prox-regular functions are not in general subdifferentially continuous. For example the function mentioned in the introduction, namely the function f on IR 1 with f (x) = 1 for x > 0 but f (x) = 0 for x ≤ 0, is prox-regular atx = 0 forv = 0, yet it is not subdifferentially continuous atx forv. Nevertheless prox-regular functions enjoy a property that is close to subdifferential continuity.
Proposition 2.3. If f : IR n → IR is prox-regular atx forv, then the following property close to subdifferential continuity is automatic: there exists ε > 0 such that
whenever |x −x| < ε with |f (x) − f (x)| < ε while |v −v| < ε with v ∈ ∂f (x).
Proof. Take ε > 0 and r > 0 from Definition 1.1 of prox-regularity. Because f is in particular l.s.c. atx, we may assume that f (x ) ≥ f (x) − ε whenever |x −x| < ε (which merely entails taking ε smaller if necessary). Let |x −x| < ε with |f (x) − f (x)| < ε and |v −v| < ε with v ∈ ∂f (x). Now assume that
From this we conclude that
The following concept will provide a prime source of prox-regularity, showing that this property rules a much wider territory than might at first be thought. 
If the mapping F is of class C 2 rather than just C 1 , f is strongly amenable atx.
Here N dom g F (x) denotes the normal cone to the convex set dom g at F (x), while ∇F (x) * is the adjoint of the Jacobian matrix ∇F (x) for F atx. The constraint qualification (2.1) is satisfied trivially, of course, if F (x) ∈ int(dom g).
The terminology of amenability was introduced in [16] and has been utilized further in [17] and [18] ; see also [11] . Especially important among strongly amenable functions are the fully amenable functions, for which F of class C 2 and g not just convex but piecewise linear-quadratic. Such functions are remarkable for their second-order properties in variational analysis, developed in [28] , [29] and [30] , which closely relate to the theory of perturbations of solutions to problems of optimization, cf. [31] and more recently [11] . For other perspectives on the study of functions expressible through composition of a smooth mapping with a convex function, see [3] , [9] , [10] , [14] , [15] , [21] .
Strongly amenable functions are p.l.n.; see [14] . This implies that they are proxregular and subdifferentially continuous (see Proposition 2.3). We record this important fact in the following proposition, and provide a simpler proof (indeed for strongly amenable functions, it is much easier to show that they are prox-regular than to show that they are p.l.n.) Proposition 2.5. If f is strongly amenable atx, then f is prox-regular and subdifferentially continuous atx for everyv ∈ ∂f (x).
Proof. Consider a representation f = g • F on a neighborhood U ofx as provided by Definition 2.4. On the basis of this representation, f is l.s.c. relative to U , hence in particular locally l.s.c. atx. Letv ∈ ∂f (x). For all x nearx we have ∂f (x) = ∇F (x) * ∂g F (x) ; see [16] . Thus, for x ∈ U the vectors v ∈ ∂f (x) are the ones of the form v = ∇F (x) * y for some y ∈ ∂g F (x) . Moreover, there exists ε > 0 such that the set of all y having this property with respect to x and v satisfying |x −x| < ε and |v −v| < ε is bounded in norm, say by η (for otherwise a contradiction to the constraint qualification (2.1) can be obtained); we suppose here that ε is small enough that |x −x| < ε implies x ∈ U . Because F is of class C 2 , there exists r > 0 such that
Then as long as |x −x| < ε and v ∈ ∂f (x) with |v −v| < ε, we have for any y ∈ ∂g F (x) with ∇F (x) * y = v and any point x with |x −x| < ε that
This not only tells us that f is prox-regular atx but yields the bound
In the same way, if f has a subgradient v at x with |v −v| < ε, we have
Hence, whenever (x, v) and (x , v ) are sufficiently near to (x,v) with v ∈ ∂f (x) and v ∈ ∂f (x ), we have |f
In particular, we may conclude from the continuity of F that f is subdifferentially continuous atx.
The magnitude of the class of strongly amenable functions, and therefore that of the prox-regular functions, is evident from the following set of examples. Example 2.6. A proper, l.s.c., convex function f on IR n is strongly amenable at anȳ
x ∈ dom f for anyv ∈ ∂f (x), hence it is prox-regular and subdifferentially continuous for all suchx andv.
Detail. Here we have f = g • F with F the identity mapping and g = f .
Example 2.7. If a function f : IR n → IR is lower-C 2 on an open set O, it is strongly amenable at anyx ∈ O for anyv ∈ ∂f (x), hence it is prox-regular and subdifferentially continuous for all suchx andv.
Detail. On a neighborhood ofx ∈ O we can express f as f 0 − µ| · | 2 for some finite, convex function f 0 on IR n and constant µ, cf. [25] .
and take F to be the C 2 mapping x → (−µ|x| 2 , x). Then f = g • F , and the definition of strong amenability is satisfied on O.
Example 2.8. there is no vector
Then f is strongly amenable atx for anyv ∈ ∂f (x), and therefore it is prox-regular and subdifferentially continuous atx for all suchv. Then f is strongly amenable at every pointx for every subgradientv ∈ ∂f (x), hence it is everywhere prox-regular and subdifferentially continuous.
Proof. Here we have f = g • F with F (x) = f 1 (x), . . . , f m (x) and g(u 1 , . . . , u m ) = max{u 1 , . . . , u m }, the latter being a finite convex function.
A "max function" as in Example 2.9 could also be substituted for the function f 0 in Example 2.8. For further elaboration of the possibilities in producing prox-regular functions from known ones, see Section 6. In Example 2.9, f is in fact fully amenable, because g is not just convex but polyhedral convex. The same is true in Example 2.8 when D is a polyhedral set, as in the standard case that was mentioned.
These examples might give the impression that virtually every prox-regular function falls into the better category of functions that are strongly amenable. The function f on IR with f (x) = 0 for x ≤ 0 but f (x) = 1 for x > 0, used already to illustrate that prox-regular functions need not be subdifferentially continuous, not to speak of p.l.n., also shows that they need not be strongly amenable, but the epigraph of this function f agrees anyway around (0, f (0)) with that of a certain strongly amenable function, the indicator of (−∞, 0]. A more convincing illustration is furnished by f (x) = 0 for x ≤ 0, f (x) = √ x for x > 0, which is subdifferentially continuous and prox-regular atx = 0 forv = 0 but is not amenable at all atx. Also illuminating is the similar example of f (x) = |x|, which has these properties along with ∂f (0) = (−∞, ∞). Its epigraph has a cusp at (0, f (0)).
Proximal regularity can be defined for sets as well as for functions, and in this way the geometric side of the concept can be brought into view. For this purpose we consider general sets C ⊂ IR n , not necessarily convex, and denote by N C (x) the set of limiting proximal normals to C at x. We speak of C being locally closed atx if the intersection of C with some neighborhood ofx is closed.
if C is locally closed atx and there exist ε > 0 and r > 0 such that whenever x ∈ C and v ∈ N C (x) with |x −x| < ε and |v −v| < ε, then x is the unique nearest point of x ∈ C |x −x| < ε to x + r −1 v.
In order to connect this with the prox-regularity of functions, we invoke the fact that N C (x) = ∂δ C (x) for the indicator function δ C (which takes the value 0 on C but ∞ everywhere else).
Proposition 2.11. A set C ⊂ IR
n is prox-regular at a pointx ∈ C for a vectorv if and only if its indicator function δ C is prox-regular atx forv.
Proof. We simply observe that the inequality (1.4) in the definition of prox-regularity in the case of f = δ C reduces to having
for all x ∈ C with x −x < ε and x = x, when x ∈ C and v ∈ N C (x) satisfy x −x < ε and v −v < ε. But (2.3) can equally well be written as
so this condition means that x is the unique closest point of x ∈ C |x −x| < ε to
Convex sets, "weakly convex" sets (see [35] ) and "proximally smooth" sets (see [6] ) are all examples of prox-regular sets. Strong amenability provides further examples: a set C ⊂ IR n is strongly amenable at one of its pointsx if its indicator function δ C is strongly amenable atx, or equivalently, there is an open neighborhood U ofx and a C 2 mapping
and the constraint qualification is satisfied that no nonzero vector y ∈ N D F (x) has ∇F (x) * y = 0. This definition parallels that given in [16] for the amenability and full amenability of sets, the first corresponding to the weaker assumption that F is only of class C 1 and the second insisting that D be polyhedral. It means that C can be represented locally as the set of points satisfying a nice kind of constraint system. Corollary 2.12. If a set C is strongly amenable atx, then C is prox-regular atx for
Proof. This comes from Proposition 2.5 in light of the equivalence in Proposition 2.11.
Characterizations of Prox-Regularity
We occupy ourselves next with alternative descriptions of prox-regularity which furnish useful insights in dealing with this property. Everything is local in reference to a pair (x,v) withv ∈ ∂f (x), and it is essential that this be f -attentive localization in the following sense.
Definition 3.
1. An f -attentive localization of ∂f around (x,v), is a (generally set-valued)
mapping T : IR n → → IR n whose graph in IR n × IR n is the intersection of gph ∂f with the product of an f -attentive neighborhood ofx and an ordinary neighborhood ofv; this contrasts with an ordinary localization, in which the f -attentive neighborhood ofx is relaxed to an ordinary neighborhood. More specifically for an ε > 0, the f -attentive ε-localization of ∂f around (x,v), is the mapping T : IR n → → IR n defined by
In the examples seen above where f is subdifferentially continuous, we would not have to concern ourselves with f -attentive localization and could work with ordinary localization of ∂f . But in the absence of that continuity property some of the technical arguments on which our results will be based would fail unless we took the f -attentive approach. Anyway, this is a natural approach because it restricts the localization to subgradients v ∈ ∂f (x) associated with points (x, f (x)) of epi f that are close to (x, f (x)), and it merely serves therefore to emphasize the epigraphical geometry on which the theory of subgradients is based.
Theorem 3.2. When f is locally l.s.c. atx, the following are equivalent.
(a) The function f is prox-regular atx forv, wherev ∈ ∂f (x).
(b) The vectorv is a proximal subgradient to f atx, and there is an f -attentive ε-localization T of ∂f at (x,v) with a constant r > 0 such that T + rI is monotone, i.e.,
(c) There exist ε > 0 and r > 0, with
such that the mapping (∂f + rI) −1 has the following single-valuedness property near z =v + rx: if |z −z| < ε, and if for i = 0, 1, one has
then necessarily x 0 = x 1 .
Proof. In order to simplify some of the calculations that will be needed, we can assume without any loss of generality thatx = 0,v = 0, and f (0) = 0.
(a) ⇒ (b). Take ε and r from Definition 1.1 of prox-regular, and for the same ε let T be the f -attentive ε-localization of ∂f as in (3.1). For i = 0, 1, let v i ∈ T (x i ). From prox-regularity we have
but by symmetry also
In adding these inequalities together, we get the inequality in (3.2).
(b) ⇒ (c). Letε andr be parameter values such that when T is the f -attentivē ε-localization of ∂f the property in (b) holds forr. For some ε ∈ (0,ε) and r ∈ (r, ∞) we have (3.3), inasmuch asv ∈ ∂ p f (x). Decreasing ε and increasing r further if necessary, we can arrange that ε <ε/2r with r ≥ 1, hence ε <ε/2. Suppose now that (3.4) holds with |z − (v + rx)| < ε; recall here that we have normalized our setting so that this simplifies to |z| < ε.
=ε and also |x i | <ε and |f (x i )| <ε. Thus, v i ∈ T (x i ). From the property in (b) we deduce that
Because r >r, we conclude that x 1 = x 0 , as required.
(c) ⇒ (a). This is the hardest part. Starting with ε and r as in (c), it will suffice to demonstrate the existence ofε ∈ (0, ε) such that the definition of prox-regularity of f is satisfied byε and r atx = 0 forv = 0: whenever
one will have
In place of the latter we can aim at guaranteeing the stronger condition
we can write this as
In summary, we need only demonstrate that whenε is small enough, (3.5) implies (3.6).
Our assumption that f is locally l.s.c. at 0 with f (0) = 0 ensures that f is l.s.c. with respect to a compact set of the form
for someε > 0. In particular f must be l.s.c. at 0 itself: lim inf x→0 f (x) = 0. Replacing ε by a smaller value and r by a larger value if necessary, which entails no loss of generality, we can arrange (for reasons yet to emerge) that
With this background secured, we define
As the pointwise infimum of a collection of affine functions of z, g is concave. Our assumptions tell us that g(0) = 0 and G(0) = {0}, whereas g(z) ≤ 0 in general. Readers may recognize in −g the localized quadratic conjugate of f as developed in [12] .
We claim that under the circumstances we have engineered,
To see this, observe that because g ≤ 0, the maximization in the definition of g(z) is unaffected if attention is restricted to the points x satisfying not only |x| ≤ ε but also f (x) + (r/2)|x| 2 − z, x ≤ε, in which case f (x) ≤ε + ε|z|. Therefore, as long as |z| <ε/ε, attention can be restricted to points x satisfying f (x) < 2ε. Recalling (3.7) and the choice of the set C, we deduce that
But f is l.s.c. relative to C, which is compact, so the infimum is sure to be attained. Thus, (3.9) is correct. Also we observe from (3.10) that, on a neighborhood of z = 0, g is finite, hence continuous (by concavity).
Chooseε ∈ (0, ε) small enough thatε(1+r) <ε/ε and g(z) > −ε/2 when |z| <ε(1+r). Under this choice we are ready to consider elements satisfying (3.5) and show that we get (3.6). The vector z 0 = v 0 + rx 0 has |z 0 | ≤ |v 0 | + r|x 0 | <ε(1 + r), hence |z 0 | <ε/ε and g(z 0 ) > −ε/2. In particular, G(z 0 ) must be nonempty. Consider any x 1 ∈ G(z 0 ). We have to show on the basis of the single-valuedness property in (c) that x 1 must be x 0 .
On the one hand we have x 0 ∈ (∂f + rI) −1 (z 0 ) (due to the fact that v 0 ∈ ∂f (x 0 ),
If we can establish on the other hand that
the property in (c) can be invoked and we will get x 1 = x 0 as required.
Because |z 0 | <ε/ε, we know from (3.9) that |f (
(ε/ε)ε + 2ε = 3ε, so |x 1 | 2 < 6ε/r. Through (3.8) this implies that |x 1 | < ε and also
Hence the inequalities in (3.11) are true. The fact that the minimum for g(z 0 ) is attained at x 1 gives us
which translates to
Since |x 1 | < ε, this implies that z 0 −rx 1 ∈ ∂ p f (x 1 ), so z 0 ∈ (∂f +rI)(x 1 ). The subgradient relation in (3.11) is therefore correct as well, and we are done.
Remark 3.3. The proof of Theorem 3.2 shows specifically that when f is prox-regular atx forv with respect to the parameter values ε > 0 and r > 0, and T is the f -attentive ε-localization of ∂f around (x,v), then T + rI is monotone.
It will be shown in Proposition 4.8 that the monotonicity of T + rI in condition (b) of Theorem 3.2 is in fact "locally maximal."
The facts in Theorem 3.2 can be applied to the prox-regularity of sets by way of the identification of that property in Proposition 2.11 with the prox-regularity of indicator functions.
Corollary 3.4. For C ⊂ IR n andx ∈ C with C locally closed atx, the following are equivalent.
(a) The set C is prox-regular atx forv.
(b) The vectorv is a proximal normal to C atx, and there exist ε > 0 and r > 0 with
whenever for i = 0, 1 one has x i ∈ C and v i ∈ N C (x i ) with x i −x < ε and v i −v < ε.
(c) There exist ε > 0 and r > 0, such thatx is the unique nearest point tox + r −1v in the set x ∈ C |x −x| < ε , and in addition, the following property holds: whenever z is a vector satisfying |z − (v + rx)| < ε, and for i = 0, 1 one has
Proof. This is evident.
To close the circle of geometry, we apply the notion of prox-regularity for sets back to functions by way of their epigraphs. 
Proof. There is no loss of generality in focusing on the case wherev = 0, where calculations are simpler. This follows from the fact that the prox-regularity of f atx forv is equivalent to the prox-regularity of f − v, · atx for 0. At the same time, the epigraphs of f and f − v, · differ only by an invertible affine transformation in IR n × IR, and such a transformation preserves the prox-regularity of sets. Instead of actually replacing f by f − v, · , we can just considerv to be the zero vector.
Necessity. Assume that f is prox-regular atx forv = 0, and take ε > 0 and r > 0 from Definition 1.1. We first establish two claims.
Claim 1. Take R > r. Suppose that v ∈ ∂f (x) with |v| < ε, |f (x) − f (x)| < ε, and |x −x| < ε , where ε = min ε/2, 1/4R, 1/8Rε . Then for any x = x with |x −x| < ε and any α ≥ f (x ), we have
Proof of Claim 1. First note that whenever x = x, |x −x| < ε, one has
It is easy to establish that the right side of this inequality is positive when x − x < 1/4R and |x −x||v| < 1/8R, as is true when |x − x| < ε and |v| < ε, in which case the inequality can be written equivalently as
We calculate then that
and this completes the proof of the Claim 1.
Proof of Claim 2. By rescaling if necessary, we may assume that for c ≥ f (x) small enough and c = α we have
This implies that (c − α − b) 2 > b 2 whenever c is close to α with α = c. From this we would arrive at a contradiction if α = f (x). This proves Claim 2.
Remainder of the proof of necessity.
Take R > 4r and δ positive with δ < min 1/2, ε/4, 1/8Rε, 1/4R . Take x −x < δ and β − f (x) < δ with β ≥ f (x), and consider a proximal normal (v, b) to epi f at (x, β) with (v, b) − (0, −1) < δ. Because δ < 1/2 we have b < 0 (in fact −3/2 < b < −1/2), and it follows then that β = f (x); cf. Claim 2. We have
; cf. [24] . We also have |−v/b| < ε. LetR = R/(−2b). Note thatR > r andR < R (because 1 < −2b < 3). By Claim 1 we then have that
whenever (x , α) − (x, f (x)) < δ. This shows that epi f is prox-regular at (x, f (x)) for the vector (0, −1).
Sufficiency. Assume that epi f is prox-regular at (x, f (x)) for (0, −1). This implies the existence of ε > 0 and r > 0 such that whenever
. In terms of function g having as its graph the upper surface of the closed ball of radius
around (x, f (x)) + r −1 (v, −1) (this being a ball that touches epi f only at (x, f (x))), the closest point condition means that f (x ) > g(x ) for all x = x with x − (x + r −1 v) ≤ t.
Since the surface of the ball consists of the points (x , α ) satisfying
the formula for g works out to
Thus we have
where moreover
Choose ε ∈ (0, ε/2) small enough that the latter holds for all x , x, v, satisfying
These conditions entail having |(v, −1) − (0, −1)| < ε and (x, f (x)) − (x, f (x)) < ε, so they give us
Claim 3. As long as |x − x| < 1/4r and |v| < 1/2, one has
Once this claim is established, we will know immediately from (3.13) that f is proxregular atx forv = 0 with respect to the parameter valuesr = 19r andε for anyε ∈ (0, ε ) small enough thatε < 1/4r andε < 1/2.
Proof of Claim 3.
We can therefore translate the desired inequality (3.14) into
All we have to do is verify that, by insisting not only on |v| < 1/2 but |x| < 1/4r, we ensure that (3.15) holds. We can write (3.15) equivalently as
and thus pose the goal in terms of having
The cases where 1 − √ s > 0 or 1 − √ s ≤ 0 can then be analyzed separately.
Since we know x − x ≤ 1/4r, all we have to check is whether
This comes down to 10r
Because v < 1/2 we have
This last expression can be made nonpositive when |x − x| ≤ 1/2r, which is true here.
, what we need is √ s − 1 ≤ 3r x − x . This means that 1 + 3r x − x ≥ √ s. All we have to check is whether
This last expression is obviously nonnegative. This completes the proof of Claim 3 and therefore that of the theorem.
Regularity Properties of Moreau Envelopes
In this section we study the envelope functions e λ and proximal mappings P λ associated with a function f in (1.1) and (1.2) for the purpose of learning more about the behavior of f around a pointx where f is prox-regular for a vectorv ∈ ∂f (x). In such a situationv is actually a proximal subgradient of f atx, as we know from Theorem 3.2. The analysis is greatly simplified by normalizing to the case wherex = 0 andv = 0, along with f (x) = 0, and taking the quadratic inequality in the proximal subgradient condition forv to be global. We work therefore under the baseline assumptions that These assumptions entail no real loss of generality for the task we have set before us. The shift tox = 0,v = 0, and f (x) = 0 is nothing more than a change of variables, followed by subtracting a constant from f . We are interested primarily in properties of f and ∂f that depend only on the local geometry of epi f around (x, f (x)), and for this we can even, if necessary, add to f the indicator of some compact neighborhood ofx so as to make dom f be bounded. By taking that neighborhood small enough we can get the quadratic inequality forv to hold for all x =x. Alternatively, under the assumption that f is bounded below by some quadratic the latter could be arranged simply by taking r sufficiently large.
We begin with some estimates that depend only in these assumptions and do not yet actually call for f to be prox-regular atx = 0 forv = 0. For any ρ > 0, Using this and the inequality in (4.1), we obtain for any x satisfying the condition on the left of (4.3) that
which simplifies to (1 − λr)|x | 2 ≤ 2 x , x + 2λρ. In multiplying this through by µ, we get |x | 2 ≤ 2µ|x ||x| + 2λµρ, which can be written as |x | − µ|x| 2 ≤ µ 2 |x| 2 + 2λµρ and implies that |x | ≤ µ|x| + µ 2 |x| 2 + 2λµρ ≤ 2µ|x| + 2λµρ.
This is the first inequality on the right side of (4.3), and it yields the third inequality through the lower bound in (4.1). The middle inequality in (4.3) is obvious from (4.4). there is a neighborhood X ofx = 0 such that (a) e λ is Lipschitz continuous on X with constant ε,
Proof. Let µ = (1 − λr) −1 . From Lemma 4.1 we know that |x | ≤ 2µ|x| whenever
x ∈ P λ (x), because the implication can be invoked for every ρ > 0 when x ∈ P λ (x).
The local lower semicontinuity of f in (4.1) guarantees the existence of ε ∈ (0, ε) such that the set C := x |x | ≤ ε , f (x ) ≤ ε is compact, and f is l.s.c. relative to C. Choose δ > 0 and ρ > 0 small enough that (ε + δ)/λ ≤ ε and 2µδ + 2λµρ ≤ ε , 1 2λ
and let X = x |x| ≤ δ . By Lemma 4.1,
Then as long as x ∈ X, the minimization over x ∈ IR n in the definitions of e λ (x) and P λ (x) can be restricted without loss to x ∈ C. In that case one is minimizing an l.s.c. function over a compact set, so the minimum is attained. Therefore, ∅ = P λ (x) ⊂ C, which gives (b) and the first two inequalities in (c). Because |x | ≤ 2µ|x| when x ∈ P λ (x), implying that |λ −1 (x − x )| ≤ [(1 + 2µ)/λ]|x|, the third inequality in (c) follows from these and the assumption that δ(1 + 2µ)/λ ≤ ε .
Our expression of e λ in terms of minimizing over C represents e λ relative to X as the pointwise minimum of the collection of functions ϕ x : x → f (x ) + (1/2λ|x − x| 2 indexed by x ∈ C. These functions are continuously differentiable with gradient ∇ϕ x = (x −x)/λ, so that
when x ∈ X, and consequently they are Lipschitz continuous on X with constant ε. Then e λ must have the same property; thus, (a) is true. The set in (d) is the same as
where X and C are compact and the function in the inequality is l.s.c. on X ×C. Therefore, (d) is true too. 
Proof. First we verify that (b) holds for all x. When x ∈ P λ (x) we have
We have q(x ) = 0 and ∇q(x ) = λ −1 (x − x ), so the latter must be a proximal subgradient of f at x : we have λ −1 (x − x ) ∈ ∂ p f (x ). In particular, we have (b).
Moving on to (a), we fix λ ∈ (0, 1/r) and choose a neighborhood X of 0 with the properties in Proposition 4.2. Consider any point x ∈ X and any proximal subgradient v ∈ ∂ p e λ (x): there exist s > 0 and δ > 0 such that
By our choice of x we have P λ (x) = ∅. Consider any x ∈ P λ (x). We have
and therefore by (4.5) that
Specializing this to w = x , we obtain in terms of u = w − x that
which we can expand on the left and then rewrite as
. Therefore, the inclusion in (a) is valid for ∂ p e λ . But then it must hold for all limiting subgradients, i.e., for ∂e λ , because of the compactness in Proposition 4.2(d).
These observations reveal a major fact about the Moreau envelopes of prox-regular functions. For the purpose of stating it, we recall that a function is of class C 1+ if it is differentiable and its gradient mapping is Lipschitz continuous.
Theorem 4.4.
Suppose that f is prox-regular atx = 0 forv = 0 with respect to ε and r, in particular with (4.1) holding. Let T be the f -attentive ε-localization T of ∂f around (0, 0). Then for each λ ∈ (0, 1/r) there is a neighborhood X λ ofx = 0 such that, on X λ , the mapping P λ is single-valued and Lipschitz continuous with constant λ/(1 − λr) and
while the function e λ is of class C 1+ with ∇e λ (0) = 0 and Suppose that
Invoking the prox-regularity of f , we have the monotonicity of T + rI by Theorem 3.2 (Remark 3.3) and therefore
To show P λ is Lipschitz continuous, let x i ∈ P λ (x i ) with x i ∈ X λ , i = 0, 1. We have
A variant of the gradient formula in Theorem 4.4 can be obtained as follows.
Lemma 4.5. For any mapping T : IR n → → IR n and any λ > 0, one has the identity
Proof. By direct manipulation we have
and this is what was required.
Incidentally, the identity in this lemma is also valid for λ < 0 with the factor λ −1 on the left converted to a factor λ on the right. In that mode the identity is valid too for λ = 0 by separate argument.
Proposition 4.6. In Theorem 4.4, the gradient formula can be expressed equivalently as:
Proof. Simply combine Theorem 4.4 with Lemma 4.5.
For the next result, we recall from [26] Proof. There is no loss in taking ε small enough that the definition of proximal regularity is satisfied by ε and some r. Reducing to the case ofx = 0 andv = 0, we observe from Theorem 4.4 that, for any λ ∈ (0, 1/r), the pairs (x, v) ∈ gph T correspond locally to the pairs (w, w ) ∈ gph P λ under the linear transformation (x, v) → x + λv, x , having inverse (w, w ) → w , (w − w )/λ) . Since P λ is Lipschitz continuous aroundx = 0 as a mapping from IR n into IR n , gph T then fits the definition of being a Lipschitz manifold of dimension n around (x,v) in the 2n-dimensional space IR n ×IR n . When f is subdifferentially continuous, there is no need for f -attentiveness, and the property can asserted directly for gph ∂f .
Building on this, we can add to the characterization of prox-regularity in Theorem 3.2. Let us speak of a mapping S : IR n → → IR n as locally maximal monotone relative to (x,v) ∈ gph S if there is a neighborhood U of (x,v) in IR n × IR n such that, for every monotone mapping S : IR n → → IR n with gph S ⊃ gph S, one has U ∩ gph S = U ∩ gph S.
Proposition 4.8. If the function f : IR n → IR is prox-regular atx forv ∈ ∂f (x) with parameter values ε > 0 and r > 0, the f -attentive ε-localization T of ∂f at (x,v) has the property that T + rI is not just monotone but locally maximal monotone relative to (x,v + rx). When f is subdifferentially continuous, this can be said of ∂f + rI.
Proof. We can suppose (x,v) = (0, 0). The elements (x, v) ∈ gph T correspond oneto-one to those of gph S for S = T + rI under (x, v) ←→ (x, x + rv), this being affine in both directions. Hence by Theorem 4.7, gph S is a Lipschitz manifold of dimension n around (0, 0). The same is then true for the graph of the mapping P = (I + S)
the correspondence between gph S and gph P is given by (x, y) ←→ (x + y, x). The monotonicity of S implies that P is nonexpansive (hence Lipschitz continuous) relative to its domain D in IR n . Some neighborhood of (0, 0) in gph P thus corresponds one-to-one to a subset of D containing 0 under a mapping that is Lipschitz continuous in both directions. Since gph P is a Lipschitz manifold of dimension n around (0, 0), it follows that a subset of D containing 0 corresponds in such a way to an open subset of IR n , and therefore that D is a neighborhood of 0. For any monotone mapping S with gph S ⊃ gph S, the mapping P = (I + S ) −1 , whose graph corresponds one-to-one with that of S , is nonexpansive too, and gph P ⊃ gph P . Therefore, P can do no more than coincide with P on a neighborhood of 0. This means that the graph of S must agree with that of S on a neighborhood of (0, 0), and hence that S is locally maximal monotone with respect to (0, 0).
Convexity of Moreau Envelopes
Continuing in the same setting as laid down at the beginning of Section 3, we investigate now the local properties of convexity of the functions e λ .
Lemma 5.1. Let T : IR n → → IR n be any set-valued mapping. Suppose that T = σI + M where M is monotone and σ is any value in IR (positive, negative, zero). Let λ > 0 be small enough that 1 + λσ > 0. Then the mapping S λ in the identity in Lemma 4.5 can be expressed by
this mapping M being monotone. Thus, when λ > 0 is sufficiently small,
Proof. Let κ = λ/(1 + λσ). We have
Applying Lemma 4.5 to write
as claimed. Because M is monotone and κ > 0, we have κI + M −1 monotone and consequently M monotone.
Note that the estimate in this lemma is the sharpest possible under such general assumptions, since in the case where T = σI (M = 0) one has S λ = σ(1 + λσ) −1 I.
Theorem 5.2. Suppose that f is prox-regular atx = 0 forv = 0 with respect to ε and r, in particular with (4.1) holding, and let λ ∈ (0, 1/r). Then on some neighborhood of 0 the function
Proof. Recall from Remark 3.3 that T + rI is monotone. Take σ = −r in the preceding lemma. Then for S λ , the mapping given by the identity in Lemma 4.5, we have S λ + r(1 − λr) −1 I monotone. But this mapping is the gradient of the (Lipschitz) function in question. Hence, this function is convex.
Corollary 5.3. If f is prox-regular atx = 0 forv = 0, and λ is sufficiently small, then on some neighborhood of the origin e λ is a lower-C 2 function, hence in particular prox-regular itself.
Proof. This holds because a finite function, which we know e λ to be, is lower-C 2 if and only if it can be expressed as the difference of a convex function and a C 2 function, cf. [25] .
The prox-regularity of lower-C 2 functions has been observed in Example 2.7.
The convexity of e λ itself has a full characterization. To state it, we recall that setvalued mapping T :
if the set-valued mappings
regarded as a family indexed by t > 0, graph-converge as t 0 (i.e., one has set convergence of the graphs). If so, the limit mapping is denoted by T x,v and called the proto-derivative of T at x for v; see [18] , [28] , [30] . This proto-derivative mapping assigns to each ξ ∈ IR n a subset T x,v (ξ) of IR n , which could be empty for some choices of ξ. Proto-differentiability is semi-differentiability when instead of just graph convergence of the mappings ∆ x,v,t T one has
Proposition 5.4. Suppose that f is prox-regular atx = 0 forv = 0 with respect to ε and r, in particular with (4.1) holding, and let λ ∈ (0, 1/r). Let T be the f -attentive ε-localization T of ∂f around (0, 0). Then the following conditions are equivalent:
(a) The function e λ is convex on a neighborhood of 0.
(b) There is a neighborhood U of (0, 0) such that if T 0 is the localization of T obtained by intersecting the graph of T with U , then T −1 0 + λI is monotone. (c) There is a neighborhood U of (0, 0) such that at all points (x, v) ∈ U ∩ gph T where T is proto-differentiable, the proto-derivative mapping T x,v : IR n → → IR n is such that in terms of proto-derivative mappings for T , and their monotonicity thus corresponds to the mappings (T x,v ) −1 + λI being monotone. Because the mapping S λ = ∇e λ is Lipschitz continuous around 0, it is differentiable a.e., hence in particular proto-differentiable a.e., (proto-differentiability being the same as semi-differentiability in this case; see [28] ). Through integration (using Fubini's theorem) one sees that ∇e λ is monotone around 0 if and only if, on some neighborhood of 0, the Jacobians ∇(∇e λ ) are monotone almost wherever that they exist:
From this we get the equivalence between (b) and (d). Condition (c) is sandwiched between these, so it is equivalent to them too. (The graph of T x,v is a linear subspace of dimension n precisely at the points of the Lipschitz manifold gph T where a linear tangent space exists; see [26] .)
For strong monotonicity of e λ , we have the following sufficient condition.
Proposition 5.5. Suppose that f is prox-regular atx = 0 forv = 0 with respect to ε and r, and let λ ∈ (0, 1/r). Let T be the f -attentive ε-localization T of ∂f around (0, 0). Suppose T is strongly monotone with modulus µ > 0, i.e., T − µI is monotone. Then, on some neighborhood of 0, one has the strong convexity of e λ with modulus µ/(1 + λµ), i.e., the convexity of
Proof. This comes out of Lemma 5.1 for σ = µ, because the gradient mapping of the function in question is S λ − [µ/(1 + λµ)]I with S λ the mapping given by the identity in Lemma 4.5.
We now work on conditions in terms of proto-derivatives of T for T −µI to be monotone for a given µ. The following lemma will enter the development. (a) P −1 − αI is monotone.
(b) For all y ∈ O where P is proto-differentiable (hence semi-differentiable), the protoderivative mapping P y mapping is such that (P y ) −1 − αI is monotone.
(c) For all y ∈ O where P is differentiable, the Jacobian matrix ∇P (y) satisfies
Proof. Condition (a) implies condition (b) through the fact that the proto-derivative of a monotone mapping, if it exists, is another monotone mapping. Condition (b) implies condition (c) as the specialization to the case where the proto-derivative P y happens to exist as a linear mapping, which we know by Rademacher's theorem is true a.e. y ∈ O.
We must show now that (c) implies (a). Condition (a) means that
Because P is continuous, we need only verify this for a dense set of pairs (y 0 , y 1 ) ∈ O × O, hence (by Fubini's Theorem) only for a choice of y 0 and y 1 such that P is differentiable a.e. on the line segment [y 0 , y 1 ]. Let η = y 1 − y 0 . In terms of ϕ(t) := η, P (y 0 + tη) , the instance of (5.1) we want to check translates to
We have ϕ(t) Lipschitz continuous with
where the inequality is based on the assumption in (c). Therefore
Using the fact that for any vector function p(t) we have
inequality relative to the probability space [0, 1] under the uniform distribution), we get
This yields (5.2), as desired.
Proposition 5.7. Suppose that f is prox-regular atx forv with respect to ε and r. Let T be the f -attentive ε-localization T of ∂f around (x,v). Then the following conditions on T and a value µ > 0 are equivalent:
(a) T is strongly monotone with modulus µ locally around the point (x,v) ∈ gph T .
(b) There is a neighborhood U of (x,v) such that at all points (x, v) ∈ U ∩ gph T where T is proto-differentiable, the proto-derivative mapping T x,v : IR n → → IR n is strongly monotone with modulus µ.
(c) Same as (b) but with restriction to the points (x, v) where in addition the graph of T x,v is an n-dimensional subspace of IR n × IR n .
Proof. We may assume thatx = 0 =v, in particular with (4.1) holding. Consider any ρ > r such that ρ + µ > 0, where r is a local constant from the definition of prox-regularity. Let α = ρ + µ. We have T − µI monotone if and only if (T + ρI) − αI is monotone. Let P = (T +ρI) −1 , so that the question of whether (T +ρI)−αI is monotone locally is that of whether P −1 − αI is monotone locally. Since T + rI is a monotone mapping, in fact locally maximal monotone in graph around (0, 0), and P = M + (ρ − r)I −1 with ρ − r > 0, we know that P is Lipschitz continuous on some neighborhood of 0. Applying Lemma 5.6, we reduce the monotonicity question for P −1 − αI to that of (P v ) −1 − αI at points v near 0 where the proto-derivative exists, or the actual derivative exists (equivalent to the protoderivative being linear, since proto-differentiability implies semi-differentiability when P is Lipschitz continuous). But proto-derivatives of P correspond through graph geometry to proto-derivatives of T . The conditions translate thereby into ones of monotonicity of T x,v + ρI − αI = T x,v − µI at points (x, v) ∈ gph T near (0, 0). They come out then as (b) and (c).
Corollary 5.8. Suppose that f is prox-regular atx forv with respect to ε and r. Let T be the f -attentive ε-localization T of ∂f around (x,v). Then the following conditions on T are equivalent:
(a) T is monotone locally around the point (x,v) ∈ gph T .
(b) There is a neighborhood U of (x,v) such that at all points (x, v) ∈ U ∩ gph T where T is proto-differentiable, the proto-derivative mapping T x,v : IR n → → IR n is monotone.
Proof. Apply Proposition 5.7 to T µ = T + µI for all µ > 0.
In Section 6, we establish the connection between the second-order epi-derivatives of f and the proto-derivatives of an f -attentive localization of ∂f . Once we have this connection we will be able to add more conditions in Proposition 5.7 and Corollary 5.8; see Corollaries 6.3 and 6.4.
Remark 5.9. If the function f is also subdifferentially continuous, then all results in this section concerning T as an f -attentive localization of ∂f at (x,v) can be restated in terms of T being an ordinary localization.
Second-Order Theory
Recall that a function f is twice epi-differentiable atx for a vectorv ∈ ∂f (x) if the second-order difference quotient functions ∆
epi-converge to a proper function as t 0. The epi-limit is then the second epi-derivative function f x,v : IR n → IR. see [17] , [27] and [29] . This function, when it exists, is l.s.c., proper and positively homogeneous of degree 2. We say that f is strictly twice epi-differentiable atx forv ∈ ∂f (x) if more generally the functions
epi-converge to a proper function as t 0, x →x with f (x) → f (x) and v →v with v ∈ ∂f (x). The limit function is then the second epi-derivative function f x,v ; in particular the function f is twice epi-differentiable. Similarly we way that the set-valued mapping T : IR n → → IR n is strictly proto-differentiable at a pointx for an elementv ∈ T (x) if the set-valued mappings
graph-converge as t 0, x →x and v →v with v ∈ T (x). The limit is then the protoderivative mapping T x,v ; in particular the mapping T is proto-differentiable.
Theorem 6.1. Assume that f is prox-regular atx forv with constants ε and r. Let T be the f -attentive ε-localization of ∂f around (x,v).
(a) The function f is twice epi-differentiable atx forv if and only if T is protodifferentiable atx forv.
(b) The function f is strictly twice epi-differentiable atx forv if and only if T is strictly proto-differentiable atx forv.
It follows now that e λ is strictly twice epi-differentiable at 0 for 0 if and only if T is strictly proto-differentiable at 0 for 0, in which event one has
The same then holds forê λ in place of e λ , the formula for that case being
twice epi-differentiability of f at 0 for 0 corresponds to 2f x,v,t epi-converging as t 0 and x → 0 with f (x) → f (0), while v → 0 with v ∈ ∂f (x). On the other hand the strict twice epi-differentiability of e λ corresponds to 2e λ,x ,t epi-converging as t 0 and x → 0. The latter is the same as having 2e λ,x+λv,t (ξ) epi-converge as t 0 and x → 0 with f (x) → 0, while v → 0 with v ∈ T (x). This is due to the one to one correspondence between the points x close to 0 and the points x + λv for v ∈ T (x). Because f is prox-regular at 0 for 0, and dom f ⊂ εB, (B the closed unit ball), we have f (x + tξ) − f (x) − t v, ξ > −(r/2)|tξ| 2 whenever |x| < ε with |f (x)| < ε and |v| < ε with v ∈ ∂f (x). In other words, the functions f x,v,t are uniformly bounded below by the quadratic −(r/2)| · | 2 whenever |x| < ε with |f (x)| < ε and |v| < ε with v ∈ ∂f (x). From [15] (Prop. 2.1) we know then that in order to have f x,v,t epi-converge to some function g, as x → 0 with f (x) → 0 while v → 0 with v ∈ ∂f (x), it is necessary and sufficient that, for all λ sufficiently small, the λ-envelope of f x,v,t converges pointwise on IR n as x → 0 with f (x) → 0 while v → 0 with v ∈ ∂f (x), the limit being the λ-envelope of g. We conclude that f is strictly twice epi-differentiable at 0 for 0 if and only if, for all λ sufficiently small, e λ is strictly twice epi-differentiable at 0 for 0, in which case From now on, our efforts are devoted to verifying the derivative formula in the theorem, and for this purpose we assume that f is indeed twice epi-differentiable at 0 for 0, i.e., that the functionf = Proof. In this case the f -attentiveness in the localization of ∂f to T is superfluous.
For the next statement we recall that a function q : IR n → IR is a generalized quadratic function when it can be expressed as
where Q is a symmetric n × n matrix and N is a linear subspace of IR n . A proper, l.s.c., function q has this property if and only if the graph of ∂q : IR n → → IR n is a linear subspace of IR n × IR n (the subspace necessarily being of dimension n), cf. [26] .
Corollary 6.3. Suppose that f is prox-regular atx forv with constants ε and r, and let T be the f -attentive ε-localization of ∂f around (x,v). Then the equivalent conditions in Proposition 5.7 are equivalent also to the following conditions:
(a) There is a neighborhood U of (x,v) such that at all points (x, v) ∈ U ∩ gph T where f is twice epi-differentiable, the second-order epi-derivative f x,v is strongly convex with modulus µ.
(b) Same as (a) but with restriction to the points (x, v) where in addition the secondorder epi-derivative is a generalized quadratic function.
Proof. Conditions (b) and (c) of Proposition 5.7 can then be stated as (a) and (b) here using Theorem 6.1.
Corollary 6.4. Suppose that f is prox-regular atx forv with constants ε and r, and let T be the f -attentive ε-localization of ∂f around (x,v). Then the equivalent conditions in Corollary 5.8 are equivalent also to the following conditions:
(a) There is a neighborhood U of (x,v) such that at all points (x, v) ∈ U ∩ gph T where f is twice epi-differentiable, the second-order epi-derivative f x,v is convex. The proof of Theorem 6.1 has revealed additional facts concerning f and the secondorder properties of its Moreau envelopes e λ , which we record next.
Theorem 6.5. Suppose that f is prox-regular atx = 0 forv = 0 with respect to ε and r, in particular with (4.1) holding, and let λ ∈ (0, 1/r).
(a) The function f is twice epi-differentiable at 0 for 0 if and only if e λ has this property. Proof. See the proof of Theorem 6.1.
Corollary 6.6. Suppose that f is prox-regular atx ∈ argmin f forv = 0 with respect to ε and r. Let T be the f -attentive ε-localization of ∂f around (x,v). There is a neighborhood U of (x,v) andλ > 0 such that at all points (x, v) ∈ U ∩ gph T, and for all 0 < λ <λ we have:
(a) The function f is twice epi-differentiable at x for v if and only if e λ has this property at x + λv for v. Proof. Assume thatx = 0 with f (0) = 0. Consider (x,ṽ) ∈ gph T and the functioñ f (x) := f (x +x) − f (x) − ṽ, x . There is a neighborhood U of (0, 0) and R > r such that for all points (x,ṽ) ∈ U ∩ gph T, we havef (x) ≥ −(R/2)|x| 2 for all x. To see this first assume that |x| < (ε/4), |f (x)| < ε and that |ṽ| < ε, theñ f (x) ≥ f (x) + ṽ, x − (r/2)|x| 2 − f (x) − ṽ, x ≥ −(R/2)|x| 2 whenever |x +x| < ε. On the other hand when |x +x| ≥ ε, in particular this means that |x| ≥ (3/4)ε, notice thatf (
This last quantity is greater than −(R/2)|x| 2 provided |x| ≥ (1/R) ε + √ ε 2 + 2εR . Finally this last quantity can be made smaller than (3/4)ε by choosing R large enough. Sof (x) ≥ −(R/2)|x| 2 for all x. must be convex [12] , hence in particular lower-C 2 (cf. [25] ). Because the convex function f 0 is finite everywhere, the mapping ∂f 0 = T 0 is everywhere nonempty-valued.
LetT be any maximal monotone extension of T . Because T is locally maximal around (0, 0), we know there is a neighborhood U of 0 in IR n such thatT (x) ∩ U = T (x) ∩ U when x ∈ U . Since the proto-differentiability of T at 0 for 0 depends only on the nature of the graph of T in a neighborhood of (0, 0), this property carries over toT . Thus, the mappings T t (ξ) =T (tξ)/t, which are maximal monotone globally, converge in graph to T 0 too.
Consider any simplex in IR n having the origin in its interior; this simplex is the convex hull of its vertex set {ξ 0 , ξ 1 , . . . , ξ n }. For certain δ > 0 sufficiently small, it will be true that whenever |ξ i −ξ i | ≤ δ for i = 0, 1, . . . , n, the convex hull of {ξ 0 , ξ 1 , . . . , ξ n } is likewise a simplex having the origin in its interior. BecauseT t converges in graph to T 0 and T 0 (ξ i ) = ∅ for all i, we know that when t > 0 is sufficiently small there exists for each i a point ξ i with |ξ i −ξ i | ≤ δ andT t (ξ i ) = ∅. The set domT t := ξ T t (ξ) = ∅ then includes {ξ 0 , ξ 1 , . . . , ξ n }, so the interior of its convex hull contains the origin. ButT t is maximal monotone, so the interior of the convex hull of domT t is the same as the interior of domT t , withT t locally bounded on this interior; cf. [21, Thm. 1]. It follows thatT t is locally bounded at 0, hencē T has this property. Then T itself must be locally bounded at 0.
The local boundedness of T at 0 says in particular that whenever v k is a proximal subgradient of f at x k , and x k → 0 with f (x k ) → f (0), the sequence {v k } is bounded. This condition is known to imply that f is Lipschitz continuous around 0, cf. [24] . Then actually T = ∂f on a neighborhood of 0. The monotonicity of T implies that f is convex on such a neighborhood, say U ; cf. [12] . But then the functions f t , which epi-converge to f 0 , are convex on t −1 U . Since convex functions epi-converge on an open set O to a finite function if and only if they converge pointwise uniformly on every bounded subset of O (see Salinetti and Wets [33] ), our claim about the second-order expansion of f is justified.
Now that we know f is convex on a neighborhood of 0, we also know that f is subdifferentially continuous at 0 and, for (x, v) sufficiently near to (0, 0) in gph ∂f , the function ∆ x,v,t f is convex. Under the assumption that f is not just twice epi-differentable atx = 0 forv = 0, but strictly twice epi-differentiable, the convex functions ∆ x,v,t f epi-converge to f 0 . Again, appealing to the same fact about epi-convergence of convex functions to a finite function, we conclude that the difference quotients ∆ x,v,t must converge pointwise to f 0 uniformly on all bounded sets.
