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INITIAL STATISTICS
It follows that the initial values of ( p , P, Q) can play two roles. They choose one of the values which maximize (perhaps only locally) the likelihood function L. As T tends to infinity, if the sequence of estimators obtained converges, then it must be to some point in the set M of correct values of ( p , P, 9).
Thus, the initial values also choose, a fortiori, one of the many models consistent with perfect knowledge of the (unconditional) distribution of the observable string.
Of course, this second choice, the choice of a single "true" value of ( p , P, Q),
is not revealed to us with only a finite amount of data. In both roles, the initial values represent decisive "prior" information for the problem at hand.
In the speech application, the simply fitted model produces poor speech recognition, yet an averaging of the initial and final estimates (with weights fitted by another use of the forward-backward algorithm similar to Jelinek et al. [ 41 ) produces a successful model.
CONSEQUENCES FOR PRACTICAL SPEECH RECOGNITION
The singularity of the likelihood function in the case where the observables have a probability density function as described suggests either some Bayesian technique, as mentioned, or choosing a model without singularities such as a model having multinomial distributions for the conditional distribution of the observables. The multinomial distributions arise naturally in models for data encoded by vector quantization. For continuous speech recognition, we prefer the latter alternative, partly because it is simpler, but mainly because of an additional practical advantage of the multinomial model. It is nonparametric, and hence, ultimately can give a better fit to the complex high-dimensional distribution of speech data than is possible in practice by parametric density models such as mixtures of multivariate Gaussian distributions. It would be interesting to use smooth nonparametric density estimates (see, e.g., [ 81 ) , but this appears difficult in high dimensions.
A practical consequence of the lack of identifiability of the distribution may be seen in an application to the continuous speech recognition problem of training the hidden Markov model to a new talker. If the model were identifiable, then one might hope to obtain the value of ( Levinson where the superscript T denotes transpose, Q is an n p x n p symmetric positive definite matrix, and x and c are n p X rn block vectors. The corresponding unique solution is
The method assumes that we have available n Q-orthogonal full column rank n p X p block vectors {di}y=-t, i.e.,
The following theorem is the block extension of the scalar case.
Block Conjugate Direction Theorem: Let {di}?=-: be a set of full column rank Q-orthogonal block vectors. For any x. E RnP x m , the sequence {xi) generated according t o
and gi = Q x~ -c (6) converges to the unique solution x* = Q-' c after n steps, i.e.,
To prove the above theorem, one can directly extend the x, =x*.
corresponding scalar version in [ 21 or [ 31 .
The Block Levinson Algorithm
In order to see the similarity of the block Levinson algorithm to the CDM, we first write it as a minimization of the form minimize tr {Ee,, e z, t }
where e,,t is the n th-order forward linear prediction error of the observation signal y t based on its n past values, namely,
In order to solve the forward prediction problem (7), Levinson where Ip is the p X p identity matrix and
The block vectors {ai} and {bi) have the interpretation of the least squares solutions to the minimization problems (7) and (15), respectively, with n = j (see, e.g., [81).
DERIVATION O F LEVINSON'S ALGORITHM AS A SPECIAL CDM
We shall now show that the (block) Levinson recursions can be derived and interpreted as a particular (block) CDM, with suitable substitution of conjugate directions and initial conditions in (4)- (6) .
Consider the minimization problem (7). Here Q = R n -' and c = R 
T (18)
From the least squares interpretation of {bi}, we have the relation where yt is a p X 1 stationary random signal vector, and the coefficients {a,,~} are p X p matrices. This minimization problem can be equivalently written as minimize tr {+ aTR,-' CI -RE,a} (9) where a is the n th-order prediction filter of y t , given by a [ a n , ' , * *,an,nl n p X P ,
the covariance matrix Rn-l has (with the stationarity assumption) the following block Toeplitz structure where
and the block correlation vector R 1 : , in (9) is R 1 : n = [ R 1 , * * . , R n l T nP x P .
The definition ( 12) implies that
Note that this result is actually equivalent to the fact that the backward residuals of different orders are uncorrelated. Equation (19) implies that we can use {da,i) as conjugate directions to solve (7) . With this substitution and with zero initial conditions, we shall later assume that the corresponding partial CDM solution xi has, by induction, the form xa,i = [a: 0 , * e, olT n p X p . 
The last recursion (22) is equivalent to the Levinson recursion ( 1 7a), as can be seen by referring to its nonzero upper ( i f 1) p rows. Note that we were allowed t o write the LHS of (22) in the above form since the last ( n -i -1) p rows of its RHS are identically zero. This verifies our assumption on the structure of the partial solutions by induction.
In a similar way, we can also derive the dual Levinson recursion ( 1 7b) as a specialized CDM where we use the block conjugate directions 
This completes the derivation of the Levinson algorithm as a specialized CDM by induction, the results of which are summarized in Table I .
IV. DISCUSSION
In the above sections we have shown how the Levinson algorithm can be derived and interpreted as a special case of the CDM. In view of this relationship, we note the following properties of Levinson's algorithm that indicate how it exploits the Toeplitz structure of the covariance matrix. 1 ) Levinson's algorithm generates the conjugate directions required for each recursion independently in the following special manner. In the computation of the new partial solution xa,jCl , it uses the previous result of xb, i to construct the required conjugate direction da,i. In the computation of xb,i+l , it uses xu, j for a similar generation of db, i. This means that Levinson's algorithm is a particular combination of two intercoupled CDM solutions.
2) While in the general CDM the partial solutions {xi> and the matrix Q have maximum dimension at each stage of the recursion, the dimensions of the corresponding filters {ai} and the matrices {Rj} grow at each step of the recursion.
The connections found in this paper, together with the deterministic geometrical interpretation of the CDM (cf. 121 and [ 3 ] ) , can now be used t o provide a new geometrical interpretation for the Levinson and related algorithms. Note that this description deals with the optimal prediction filters, while the previously well-known explanations are usually concerned with the stochastic interpretation of the innovation signals. However, note that these two descriptions are analogous by the iscmorphism between the two corresponding spaces.
Other algorithms for which the CDM explanation also holds include the time update of the fast recursive least squares algo- 
