We report on the feedback stabilization of the zero-phonon emission frequency of a single InAs quantum dot. The spectral separation of the phonon-assisted component of the resonance fluorescence provides a probe of the detuning between the zero-phonon transition and the resonant driving laser. Using this probe in combination with active feedback, we stabilize the zero-phonon transition frequency against environmental fluctuations. This protocol reduces the zero-phonon fluorescence intensity noise by a factor of 22 by correcting for environmental noise with a bandwidth of 191 Hz, limited by the experimental collection efficiency. The associated sub-Hz fluctuations in the zerophonon central frequency are reduced by a factor of 7. This technique provides a means of stabilizing the quantum dot emission frequency without requiring access to the zero-phonon emission.
A robust single photon source is an integral component for the implementation of many quantum technologies including linear optical quantum computing [1, 2] , quantum relays [3] , and quantum networks [4] . Indium Arsenide self-assembled quantum dots (QDs) offer one of the most promising platforms [5] for such applications due to the large tuneability of their emission frequency [6] , fast triggered emission rates [7, 8] , and the possibility of integration into nanostructures [9] . However, charge carriers confined to a semiconductor QD interact with the solid-state environment, in which disparate noise sources cause fluctuations of the central frequency of the optical transitions [10] [11] [12] . These fluctuations lead to both spectral distinguishability of the fluorescence from independent QDs as well as a decreased emission intensity in resonant excitation and represent a challenge to be overcome in order to achieve a scalable architecture using QDs. Here, we develop an active feedback stabilization scheme which makes use of the phonon-assisted fluorescence intensity as a probe for fluctuations of the zero-phonon line (ZPL) frequency. Our scheme allows for the detection and correction of environment-induced frequency fluctuations in a manner compatible with broadband photon collection strategies. Ideally, the frequency of the QD transition is stabilized without sacrificing any of the photon emission with a high bandwidth and in resonant excitation. Indeed, proposals for efficient linear optical computing with a polarization-entangled photon source require photon collection and detection efficiencies above 0.5 [13, 14] . Previously demonstrated frequency stabilization protocols with solid state emitters have a bandwidth limited by periodic measurements of ZPL peak position [15, 16] , or rely on continuously detecting a fraction of the ZPL [17] . In this letter, we present a technique for simultaneous and discriminatory detection of both the zero-phonon and the phonon-assisted components of the resonance fluorescence (RF) from a single QD. We use the latter to generate an error signal in order to stabilize the intensity of the ZPL emission with a high bandwidth. We show that the stabilization scheme leads to both a broadband decrease in ZPL intensity noise, as well as a reduction in the underlying inhomogeneous broadening of the transition. Due to the coupling of confined excitons to acoustic phonon modes, the emission spectrum of a QD exhibits a broad phonon sideband (PSB) close to the ZPL [18, 19] . The presence of this PSB is an additional source of spectral distinguishability for subsequently emitted photons. However, the coupling strength for low energy acoustic phonon modes tends to zero resulting in an unbroadened ZPL [20] , which can be used for high-visibility photonic interference experiments after filtering the PSB [21] [22] [23] [24] . At a temperature of 4.2 K the occupation probability of the relevant longitudinal-acoustic (LA) phonon modes is low leading to phonon-assisted emission predominantly on the red side of the ZPL with a detuning of order 1 nm. In order to isolate the ZPL while also achieving a broadband collection of the PSB, we use the setup shown in Fig.1a . We resonantly excite a negative trion transition in a single QD with a Rabi frequency Ω =
, where Γ is the radiative decay rate in angular frequency. The laser intensity (frequency) is stabilized to ±1% (±5 MHz). We use a confocal microscope to collect the QD RF and extinguish the reflected laser with a cross-polarization scheme [25] . The RF is dispersed on a 1600 grooves/mm diffraction grating. A mirror edge is placed in the Fourier plane on the red side of the optical axis and aligned at a small angle to normal incidence. Figure 1b shows emission spectra of the ZPL (PSB) detection mode as a blue (red) curve, as well as a reference spectrum (black curve) measured by replacing the grating with a mirror. The ZPL mode spectrum shows a narrow line with a peak count rate 85% that of the reference measurement, which is limited by the efficiency of the grating and the additional optics. The PSB mode spectrum shows a broadband collection of phonon-assisted fluorescence with negligible contribution from the ZPL. The separation of the two photonic modes has a twofold benefit: the ZPL mode is spectrally filtered by the grating, while the broadband collection of the PSB mode provides an additional channel for measurement of the spectral wandering of the ZPL. Figure 1c shows PSB mode detected on an avalanche photodiode (APD). Count rates of 30 kHz are obtained with a maximum signal-to-background ratio of 640 limited by the detector dark count rate of 50 Hz. By comparison, count rates of 700 kHz are obtained in the ZPL mode corresponding to an overall collection efficiency of ≈ 0.5%. The count rates and high signal-to-background ratio obtained in the PSB mode are sufficient to provide an error signal for feedback stabilization of the ZPL resonance frequency. Figure 2a shows the schematic conversion of the PSB intensity into an error signal which is then used in a feedback loop to stabilize the electric field experienced by the QD exciton and thus its ZPL emission frequency. The sample used is embedded in a Schottky diode structure which enables the application of an external electric field in order to tune the emission frequency [26] through the quantum confined Stark effect. A DC Voltage output of a function generator (FG) is used to tune the QD into resonance with the laser and an additional small-amplitude square wave modulation (≈ 0.5 mV) is applied at a frequency of 1.5 kHz. This generates a spectral modulation of the ZPL frequency with an amplitude of ≈ 150 MHz in linear optical frequency (shown as the width of the grey area in Fig. 2b and c) . The spectral modulation correspondingly leads to a detuning-dependent modulation of the PSB mode intensity. The two collected modes are coupled to separate APDs. The PSB mode APD output is connected to the input of a lock-in amplifier in order to generate an error signal, while the ZPL mode is used to characterize the stabilization scheme only and plays no part in the feedback protocol. The demodulated signal at the output of the lock-in amplifier, with a gain of 80 dB, is shown in Fig. 2c as a function of laser detuning from the time-averaged resonance frequency. As the modulation is smaller than the linewidth, the error signal is proportional to the derivative of the lineshape. The bandwidth is limited by the integration time needed to build up an error signal larger than the shot noise. For instance, with the count rates shown in Fig. 1 and a detuning of a quarter-linewidth we would need around 6 ms to acquire an error signal with a signal-to-noise ratio of 1. Consequently, we work with a gate voltage modulation frequency of 1.5 kHz and a lock-in time constant of 1 − 5 ms. The amplitude of the spectral modulation used here is smaller than the measured absorption linewidth of 610 ± 20 MHz. The trion lineshape is consequently broadened to 758 ± 6 MHz, while the peak count rate decreases only by ≈ 3%. Using a higher modulation amplitude increases the size of the error signal obtained and thus also the stabilization bandwidth. However, this also leads to a lower mean count rate. We therefore choose to work with a small modulation amplitude to limit the decrease in peak count rate to a few percent. The error signal is sent to a proportional-integral (PI) controller whose output is fed back as a DC correction to the electric field applied to the QD. We characterize the active stabilization scheme by exciting the QD at Ω = Γ √ 2
and measuring the noise properties of the RF intensity in the ZPL mode. The black (red) curve in Fig. 3a shows typical time traces with (without) feedback control and a bin size of 100 ms. Slow wandering of the QD resonance frequency is apparent in the red curve through temporal fluctuations in the collected count rate which are absent in the stabilized case. Despite stabilizing to a finite root-mean-square detuning from the bare resonance, the mean RF count rate increases from 370 kHz to 398 kHz due to the correction of the slow wandering. In order to obtain a more quantitative characterization of the impact of the stabilization scheme, we measure 100 RF time traces of 30 s each with a bin size of 200 µs. Figure 3 b shows the average noise spectral density with (without) our stabilization scheme as a black (red) curve obtained by discrete Fourier transform of the time traces. These spectra are normalized such that the integrated power spectral density is equal to the average variance in RF intensity over 30 s, as follows [10, 27] :
where T is the measurement time, S(i) is the number of counts in the ith bin, and t bin is the bin size. A reference spectrum is taken with a detuned QD and an unsuppressed laser background of similar count rate in order to determine the noise characteristics of the experimental setup itself as well as the shot noise limit. This reference spectrum is then subtracted from the raw spectra in order to measure the noise characteristics of the QD RF only. The red curve shows two components: 1/f -like noise and an additional Lorentzian decay with a characteristic bandwidth of 20 Hz due to charge fluctuations in the surrounding matrix [10] [11] [12] . In contrast, the low frequency part of the black curve is flat up to ≈ 20 Hz. This demonstrates the suppression of 1/f -like noise and slow electric field fluctuations due to charge dynamics in the sample. The noise power of the QD RF is lowered by more than two orders of magnitude at low frequencies, and a smaller improvement can be seen up to frequencies of ≈ 1 kHz. A peak in the noise power at the modulation frequency (1.5 kHz) and multiple sidepeaks appear due to the introduction of additional electronic noise into the setup. We note that the introduced fluctuations at the modulation frequency are not critical for applications such as photon interference from independent QDs, as both measurements can be clocked to the same modulation frequency. From the integrated noise power over the frequency range shown, we can extract the contribution of environment-induced noise to the variance in fluorescence intensity over 30 s. By comparison to the laser-only reference measurement we find that the QD contribution to the overall RF noise reduces from 44 times the shot noise without stabilization to twice the shot noise with stabilization. We now consider the bandwidth of the stabilization scheme. Comparing the two noise power spectra of Fig  3. b reveals an improvement up to ≈ 1 kHz, but this does not correspond directly to a stabilization bandwidth [17] . An improvement of RF noise at frequencies higher than the PID response time is due to a reduction in sensitivity to electric field noise. Specifically, the effect of charge fluctuations on RF intensity noise has a local minimum at zero detuning [10, 11] . Correcting for slow fluctuations in the central frequency of the QD thus leads to a decrease in sensitivity to electric field noise and a subsequent reduction in RF noise power at frequencies above the stabilization bandwidth. For this reason, we consider the intensity autocorrelation instead of the power spectrum, since it allows the identification of specific fluctuation timescales corresponding to different noise sources [11, 28] . The effect of the feedback on the different characteristic correlation decays provides an estimation of the bandwidth of the scheme. Figure 3c shows the intensity autocorrelations extracted from the same dataset as Fig.3b . The red points show the average autocorrelation without stabilization and the red curve is a multi-exponential fit comprising 4 different timescales (1.2 ms, 6.8 ms, 44 ms, and 752 ms) with similar amplitudes. The black points show the average autocorrelation of the time traces with the active stabilization, where the oscillations at 1.5 kHz are due to the gate modulation used. The gray curve shows a multi-exponential fit with timescales fixed by the fit to the unstabilized measurement, and an additional exponentially decaying oscillation representing the gate voltage modulation. Assuming that the underlying charge dynamics remain unaffected, we can quantify the effect of stabilization by comparing the decay amplitudes occuring on the same timescales in both measurements. Consequently, the two slowest noise sources are fully suppressed, while the amplitudes of the fastest decays of 1.2 ms and 6.8 ms are reduced by a factor of 3.1 and 5.5, respectively. The fact that the decays are each reduced by different factors signifies that the improvement in intensity noise is not solely due to a reduction in sensitivity and shows unambiguously that the protocol is able to stabilize against frequency fluctuations with a bandwidth higher than some of the charge dynamics in the sample. The 1.5 kHz oscillations in the autocorrelation decay with a timescale of 5.24 ms. The amplitude of these oscillations is linked to the error signal acquired whenever the QD is detuned and therefore the decay timescale corresponds to the response time of the stabilization scheme giving a bandwidth of 191 ± 4 Hz. This bandwidth is commensurate with the fastest fluctuations associated with electric field noise in selfassembled InAs QDs [10, 11] , therefore the stabilization protocol can partially shield the QD from all electric field noise sources in the environment. Nuclear spin fluctuations occur typically up to ≈ 50 kHz [10, 11] and large improvements in detection efficiency would be required to actively stabilize against this noise source.
The aforementioned decrease in RF intensity noise is the consequence of a decrease in ZPL frequency fluctuations due to the active stabilization. To quantify the distribution of ZPL central frequencies we record photon counting histograms of 1-s long RF time traces with 200 µs bins, and analyse the effect of the stabilization scheme. These histograms deviate from shot-noise limited Poisson distributions due to fluctuations in the instantaneous detuning of the driving laser from the ZPL transition within the experimental integration time [12] . By fitting each histogram with a Gaussian detuning distribution of shot-noise limited histograms, we extract both the magnitude of the frequency fluctuations faster than the integration time, as well as the mean laser detuning from resonance. The distribution of mean detunings extracted from a large number of histograms quantifies the variance in the ZPL central frequency and offers an appropriate figure of merit for our stabilization scheme. For the stabilized data we are using a square wave modulation, therefore we assume a detuning distribution consisting of two Gaussian distributions split by the modulation amplitude. The distributions of mean detunings for 781 time traces with (without) active stabilization are shown in Fig. 3d and the stabilization scheme clearly shows a significant narrowing of the distribution. SubHz sources of spectral wandering are therefore suppressed fully with this scheme. As our scheme stabilizes to a finite root-mean-square detuning, the peak of the detuning distribution for the stabilized case is at 70 MHz detuning corresponding to half the modulation amplitude. Slow spectral wandering during the unstabilized measurement leads to a peak in the detuning distribution at a finite detuning of 153 MHz. From Gaussian fits to the two distributions the FWHM reduces from 154 MHz to 23 MHz with the application of active stabilization. We note that the residual spectral wandering of 23 MHz measured in this way is limited by the standard error in the fitting routine (23MHz) and we expect the distribution in central frequencies to be significantly narrower. In summary, we have developed an undemanding scheme for the stabilization of the ZPL frequency of a solid-state quantum emitter using only the phonon-assisted fluorescence. We have shown that the noise power spectral density of the ZPL fluorescence intensity is reduced up to 1 kHz with two orders of magnitude improvement in the sub-Hz noise. As well as suppressing the effect of 1/flike noise, this stabilization scheme has a sufficient bandwidth to mitigate the effect of the dynamics of several nearby charge traps. The sub-Hz ZPL frequency fluctuations responsible for the largest RF intensity fluctuations are reduced by at least a factor of 7. A modest improvement in collection and detection efficiency, for instance by embedding the QD in an optimized planar dielectric structure [29, 30] , would lead to an improvement in stabilization bandwidth permitting the complete suppression of all electric field noise, thereby enabling neartransform-limited emission. This method should greatly improve results from photon coalescence measurements from independent QDs and can be straightforwardly extended to pulsed excitation schemes. Our stabilization scheme does not create additional loss of indistinguishable ZPL photons which is critical to the scalability of QDs as on-demand single photon sources.
