ABSTRACT In this paper, the attitude tracking control problem of hypersonic reentry vehicles is addressed by synthesizing a neural network (NN) using the backstepping control technique. The control-oriented model is formulated with mismatched and matched lumped uncertainties, which reflect the multiple aerodynamic uncertainties, external disturbances, and actuator saturation. Based on the universal approximation property of the radial basis function NN, an adaptive NN disturbance observer is developed to estimate the lumped disturbances online using only the tracking error state as its input vector. The ''explosion of terms'' problem in backstepping is avoided using a tracking differentiator. To address the input constraints, a sigmoid function is introduced to approximate the saturation and guarantee that the control input is bounded. In particular, a novel auxiliary system, driven by the tracking error and the input error between the unconstrained input and the constrained input, which was processed using the sigmoid function, is further designed to reduce the saturation effects and satisfy the stability requirement. Via modification of the adaptive laws, the tracking errors are guaranteed to be uniformly ultimately bounded based on Lyapunov theory. Moreover, several simulations are investigated to show the effectiveness of the proposed control scheme.
I. INTRODUCTION
During the past several decades, considerable control design research related to the strategies for hypersonic reentry vehicle (HRV) stabilization has been presented due to the potential applications and theoretical challenges that have arisen in the field of attitude control [1] - [3] . Especially in the reentry stage, the HRV system presents some unique control challenges, such as, under a dramatically changing flight environment [4] , the model uncertainties, external moment disturbances, unknown aerodynamic characteristics, and actuator saturation that can occur within a dynamic system [5] , [6] . To produce desirable control performance and flight reliability, the disturbance rejection ability of a control system should be improved, particularly when the control inputs are subject to saturation.
Note that the HRV dynamic model is a second-order system that mainly suffers from three types of uncertainties: aerodynamic uncertainties, dynamic model uncertainties and external moment disturbances. From a control perspective, when lumped together, multiple uncertainties generally fall into two categories: mismatched and matched uncertainties. Typically, a controller design based on multiple time scaling [7] can be simplified to tackle mismatched uncertainties by combining the design with the sliding mode method [8] or the observer technique [9] . However, global stability is difficult to guarantee. In fact, among the promising nonlinear control methods, the backstepping methodology [10] is an efficient tool for high-order system control problems even when the matching conditions are not satisfied. Compared with time-scale theory, backstepping is easier to incorporate into other control techniques to improve the robustness, and a more rigorous mathematical proof can be achieved based on Lyapunov stability theory [11] . A composite anti-disturbance controller [12] is synthesized by introducing disturbance estimations into the design of virtual control laws to compensate for mismatched disturbances. However, a drawback of the implementation of an adaptive backstepping controller is the need to compute virtual derivatives at each step, which is known as the ''explosion of terms'' problem [13] . The dynamic surface control technique [14] - [16] can be used to effectively tackle this problem. After reviewing the active disturbance rejection control (ADRC) technique [17] , the tracking differentiator (TD) can be applied to obtain the derivative and avoid the saturation phenomenon. Moreover, the TD has a favorable effect on practical applications. Therefore, in this paper, we adopt the TD to obtain the derivatives of both virtual control and the desired output signals.
Another problem we must address is the actuator saturation [18] , [19] , which can severely limit the HRV dynamic system performance and even lead to instability. Note that actuator saturation is unavoidable in a practical system. Thus, the analysis and design of a system that contains saturation nonlinearities, especially the attitude control system of HRVs, which often suffers from actuator saturation during the entry phase because of large attitude maneuvers, is significant. To address the harmful effects of saturation and improve the safety and reliability of an HRV, two strategies can be used. First, a bounded controller [20] , which can bound the control input so that it will not violate the limitation [21] , can be designed. Second, an auxiliary feedback system driven by the error between the desired control input and actual control input can be employed to reduce the adverse effect of saturation. Moreover, system stability can be established using an auxiliary system, as shown in [22] . However, the saturation is a non-smooth and non-differentiable function, which prevents the backstepping technique from being utilized directly. To solve this problem, a hyperbolic tangent function was used to approximate saturation nonlinearity in [20] . This solution augmented the plan to a higher-order system, increasing the complexity of the controller design. In this paper, we use the sigmoid function instead of the hyperbolic tangent function to approximate the saturation and solve the global anti-windup problem by modifying the auxiliary system without increasing the system order.
Although some previous research results have been presented, achieving robustness against uncertainties and disturbances as well as input constraints is still a challenge, especially when these factors are considered simultaneously in the constrained controller design for an HRV. For example, to improve robustness, the adaptive law can be used to estimate the bound of a lumped uncertainty. However, a drawback of applying the adaptive law to a controller is that it is driven by a tracking error when the system is under control constraints [23] . During the saturation period, the number of tracking errors increases not only due to external disturbances but also because of the actuator limitation. However, the update law seeks the desired performance according to the tracking errors only. This situation will lead to an aggressive and larger control input and even worsen and lengthen the duration of the saturation. To overcome this issue, a nonlinear disturbance observer (NDO) and an extended state observer (ESO) can be used to reduce the external disturbance to reduce the potential occurrence of saturation. However, most of the existing NDOs are limited by some restrictive conditions. For instance, in [24] - [26] , the ESO design requires that the external disturbance be continuously differentiable and have a bounded derivative. In [27] , in the design of a super-twisting algorithm observer, the first-order derivative of disturbances should exist and be bounded. The uncertainties are bounded by a known function in the sliding model observer design in [28] . These restrictions are critical for the unknown disturbances acting on the HRV system. Moreover, for a general systemẋ = f (x) + g(x)u + w, where w denotes the disturbance, NDOs [29] or ESOs [26] can be used to observe w. However, these two disturbance observers are both heavily dependent on f (x) and g(x) according to the design principle. In fact, f (x) and g(x) are not always known for a practical system. Hence, to relax these restrictions, the radial basis function neural network (RBFNN) technique is explored in this paper. Instead of using NDOs or ESOs, the RBFNN technique is developed to estimate the disturbances.
The NN technique, characterized by its excellent inherent approximation capability [30] , [31] , has, over several decades, been recognized as an effective approach to controlling complex nonlinear systems that are difficult to describe using precise mathematical models. Neural networks (NNs) are mostly used as approximation models for unknown nonlinearities [32] . The only assumption of the RBF approximations is a smooth condition [33] . No priori knowledge of the bound of nonlinearity and its derivative is needed. In addition, the adaptive adjusting terms can be designed in scalar form based on Lyapunov theory to estimate the ideal NN weight matrix and stabilize the closed system, allowing the NN controller to be implemented online for a practical system. However, a drawback exists when using an NN for approximation: the input vector, which always contains all the system states related to the nonlinear object to be approximated, normally has many components. Thus, the structure of an NN will be more complicated if the system is multipleinput multiple-output. Therefore, we attempt to use the error state as the input vector of the NN to reduce the computational burden of approximation.
Motivated by the above discussion, considering the aerodynamic uncertainties, dynamic model uncertainties, external moment disturbances and the effects of actuator saturation, a new control strategy for HRVs based on the backstepping technique without the introduction of the conventional timescale assumption is proposed. To facilitate the controller design, we formulate a new control-oriented model by lumping multiple uncertainties into one total disturbance. In this process, a mismatched disturbance is introduced into the twoorder HRV system. Then, to improve the system robustness, we estimate the total disturbances using RBFNNs and compensate for them in the controller. To address the control input constraints, apart from the novel auxiliary system proposed to reduce the effects of saturation, the saturation function is approximated using a smooth bounded function, thus limiting the control inputs. By using the Lyapunov theory, the stability of the closed-loop system, which contains approximation errors, auxiliary systems and input constraints, is rigorously proven.
In comparison with the existing works, the main contributions of this paper are as follows:
(1) A new control-oriented model is developed in the presence of aerodynamic uncertainties, dynamic model uncertainties, external moment disturbances and actuator saturation. (2) Adaptive RBFNN disturbance observers (RBFNNDOs) developed based on the tracking error state, which relax the restrictions required by the conventional disturbance observers, are utilized online to estimate the total disturbances. To the best of our knowledge, RBFNNs have not been used to compensate for the disturbances in an HRV system. (3) A novel anti-windup scheme is proposed by integrating two methods for addressing the input constraints. First, a new sigmoid function is applied to approximate the saturation nonlinearity. This process limits and smooths the control signals, making backstepping adoptable. Second, in the case of dramatically increasing inputs due to perturbations, a novel feedback auxiliary system is developed to reduce the saturation effects, thus retaining system stability. The rest of this paper is organized as follows. Preliminaries and the system description are given in Section 2. In Section 3, the backstepping controller is designed based on RBFNNs. The stability of the closed-loop system is also proved based on Lyapunov theory. Section 4 presents the simulation results, demonstrating the effectiveness of the proposed approach. The conclusion is given in Section 5.
II. PRELIMINARIES AND SYSTEM DESCRIPTION

A. NOTATIONS
The following notations are adopted throughout this paper.
For any variable x i and any constant a i > 0,
T where sig(·) denotes the sigmoid function, which is continuous, differentiable and bounded, with |sig(x i )| ≤ a 2 i /4. For any x ∈ R, the hyperbolic tangent function R → R is defined as follows:
. . x n ] T , x 1 and x 2 denote the L1-norm and L2-norm of x, respectively. For a matrix A, λ min (A) and λ max (A) denote the smallest and largest eigenvalues of a square matrix A, respectively.
B. DEFINITIONS AND LEMMAS
Lemma 1 [34] : The following inequality holds for any p and variable x:
with κ = 0.2785, which satisfies κ = e −(κ+1) . Lemma 2 [35] : Consider the following TD:
for any arbitrary bounded and integral function υ(t). The tracking estimation x 1 (t) converges to the input signal υ(t) on average, and the differential estimation x 2 (t) converges to the generalized derivative of υ(t). R is referred to as the acceleration factor.
C. RBFNN APPROXIMATION [33] Suppose that f (x) : R m → R is an unknown, smooth nonlinear function. It has been proved that f (x) can be approximated for a compact set ⊆ R m by using the following RBFNNs:
where ε is the approximation error, which is bounded by |ε| ≤ σ , where σ is an unknown constant. W * ⊆ R l represents the ideal weight vector, and l denotes the number of nodes of the NNs. When the number of nodes increases, the approximation accuracy increases [36] . W * is defined by
where W * is usually an unknown artificial quantity; we let W be the estimate of W * . The estimation error is defined as
: → R l represents the radial basis function vector, the elements of which are selected as the Gaussian functions:
. . , l where ξ i ∈ R m denotes the centers and χ i > 0 denotes the spreads of the Gaussian functions.
D. SYSTEM DESCRIPTION
In this section, the dynamic equations of the rotational motion with respect to a vehicle-body-fixed coordinate system are presented [37] . The equations are described as
where α, β and µ denote the angle of attack (AOA), sideslip angle, and bank angle, respectively. ω x , ω y and ω z denote the roll, yaw and pitch rate, respectively. d α , d β and d µ denote the model uncertainties. L and C denote the lift and side force, respectively. m is the mass, g is the acceleration due to gravity, and V and θ are the velocity and flight path angle, respectively. The rotational dynamic model is expressed as follows:
where X cg denotes the longitude distance from the moment reference center to the vehicle center of gravity, q = ρV 2 /2 is the dynamic pressure, and ρ is the atmospheric density. 
where
where D denotes the drag force.C l, , C m, and C n, , which are the aerodynamic moment coefficients of the angle rates, are regarded as uncertainties and described as follows:
In equation (2), C l , C m and C n denote the normal rolling, yawing and pitching moment coefficients [38] , respectively, which are denoted as
where δ e , δ a and δ r are the left elevon, right elevon and rudder fin deflections, respectively. The nominal aerodynamic drag, lift, and side force are expressed as
where C D , C L and C C denote the aerodynamic force coefficients. We can see from (6) and (7) that the aerodynamic coefficients are functions of the AOA, slide angle, Mach number and deflection angles. Afterwards, model equations (1)- (2) can be expressed in matrix form aṡ
T is the unknown disturbance induced by model uncertainties, and
T and the matrices g 1 , g and g 2 are described as follows:
where g i,j denotes the aerodynamic coefficients, with i = α, β, µ, ω x , ω y , ω z and j = δ e , δ a , δ r . Note that g u in (8) denotes the deflection coupling effects for the angular subsystem, which could be regarded as disturbances. Therefore, for dynamic model (8) , the following can be deduced:˙
where ϕ 1 = g u + d denotes the total disturbance of the angular subsystem, which includes the coupling with the aerodynamic force generated by the deflection angles and model uncertainties. Another problem involves the uncertainties existing in the aerodynamic moment coefficients, which make it extremely difficult to acquire the accurate value of g 2 in advance and to keep g 2 invertible throughout the entire flight envelope. To solve this problem, we instead use g 20 
where u i max is the known bound of the ith actuator. In this paper, the saturation is approximated using a smooth sigmoid function as follows:
According to the property of the sigmoid function, h(v i ) is known to be smooth and bounded, which indicates that lim 
Afterwards, (16) can be rewritten aṡ
where ϕ 2 = ϕ 2 − g 20 v, which is the total disturbance. Instead of using the hyperbolic tangent function to approximate the saturation [20] , the sigmoid function, in which the parameter b can be adjusted according to the actuator response requirement, is applied in this paper. Fig. 1 shows that the larger the value of b we choose, the more sensitive the actuator will be to the desired control input. The actuator will become relatively insensitive when the input signal is close to violating the limitation. To some extent, this will provide more freedom to the controller, enabling it to perform better. So far, control-oriented models (15) and (20) 
Remark 1:
The feature of dynamic systems (15) and (20) is that the multiple uncertainties and external disturbances are lumped together as the total disturbances ϕ 1 and ϕ 2 . Particularly, ϕ 1 does not satisfy the matching condition. In this paper, we explore the ability of the RBFNN-based control method to address the mismatched problem contains input saturations.
III. ADAPTIVE BACKSTEPPING RBFNN CONTROLLER DESIGN
The objective of the control design is to force the output to track the command d by specifying the fin deflections δ e , δ a and δ r for control-oriented models (15) and (20) . According to the backstepping technique, one can divide the control design process into two steps: First, design the virtual control input to guarantee that angular subsystem (15) is stable. Second, modify the actual control input for angular rate subsystem (20) . To enhance the robustness of the control law, at each step, the RBFNNDO is applied to tackle the unknown disturbances. In the last step, the novel auxiliary variable is integrated into the controller to reduce the saturation effects. The approach is presented in the following subsections. First, we invoke the following assumptions.
Assumption 1: The gain matrices g 1 and g 20 are invertible. In fact, det(g 1 ) = −1/ cos β. The singularity of g −1 1 occurs if the sideslip angle β = ±90 • . However, this situation will not occur, as the controller will try to maintain β = 0 • . In addition, the proper nominal gain matrix can be chosen to make g 20 invertible. Thus, this assumption is reasonable.
Assumption 2: For the HRV system, the difference v between the sigmoid function output v and the desired control input v is bounded.
For any practical flight control system, saturation occurs only when the vehicle makes big maneuvers or suffers from large unknown disturbances. These occasions will be considered in the general design to give the actuators the ability to provide sufficient control power to stabilize the closed system, which means that v cannot be too large. Thus, this assumption is reasonable.
A. STRUCTURE OF THE ADAPTIVE NN BACKSTEPPING CONTROL
The structure of the proposed control scheme for HRVs is shown in Fig. 2 . Note that the controller is developed based on backstepping technology. The RBFNNDO is designed for the total disturbance existing in each subsystem. In addition, h(v) is introduced as the input of the actuator to address the saturation. In this way, the control inputs are limited and do not conflict with the admissible maximum value. To reduce the saturation effects, the novel auxiliary system driven by v is adopted to appropriately decrease the control input when saturation occurs. The TD is applied to calculate the derivatives of the guidance command and virtual control input. These are the key features of the proposed control method.
B. BACKSTEPPING PROCEDURE
In this section, the backstepping control scheme is proposed for the HRV nonlinear system. The recursive design procedure contains two steps. In step 1, virtual control law ω d is designed to guarantee the stability of angular subsystem (15). In step 2, an overall control law v is constructed for angular rate subsystem (20) .
Step 1: The following error state can be defined:
where ω d is the virtual control input, which will be designed later, and λ is the compensation term for saturation, which will be designed in Step 2. Considering (15) and taking the derivative of z 1 in (21), we obtaiṅ
By regarding ω d as a virtual control input, we have ω = z 2 + ω d − λ, and from the Lyapunov function candidate V z 1 = z T 1 z 1 /2, the following derivative can be obtained:
Based on the NN approximation property, one can employ the RBFNN W * 1 (z 1 ) to estimate ϕ 1 :
where ε 1 is the error vector, which is bounded according to the property of the RBFNN. Then, to stabilize V z 1 , one can design the virtual control law as follows:
where k 1 > 0 is the positive parameter to be designed.
T is the estimation of ϕ 1 , which can be acquired using the following NN disturbance observer:
whereŴ
1i > 0 and γ 1i > 0 are parameters to be designed, andz 1 is the input vector. Note that only the error state is used to design the observer.
Invoking (25) and (26), the derivative of V z 1 can be written aṡ
whereW 1 = W * 1 −Ŵ 1 denotes the weight estimate error matrix.
Consider the following inequality
and assume that the approximation error is bounded, i.e.,
Afterwards, define the other Lyapunov function candidate:
Invoking (26) and (29), the derivative of (30) can be calculated aṡ
Considering adaptive law in (26) , one haṡ
Consider the following inequality:
Afterwards, we havė
Step 2: To compensate for the constraint effect caused by saturation, one can construct the following auxiliary system: (35) where τ > 0, γ > 0, k η > 0 and c > 0 are parameters to be designed.
Remark 2: Note that the basic idea behind this novel auxiliary system is to design a feedback that contains smooth v and particularly z 2 in such a way that the control law not only considers the anti-windup design but also satisfies the stability requirement. This concept is different from that for the anti-windup auxiliary system given in [39] , which does not contain a tracking error state.
Taking the derivative of z 2 with respect to time, we havė
, which has the following derivative:
Based on the NN approximation property, one can employ the RBFNN W * 2 (z 2 ) to estimate ϕ 2 (t)
where ε 2 is the error vector, which is bounded according to the property of the RBFNN. Afterwards, to stabilize V z 2 , the actual control input can be designed as (39) where k 2 > 0 is the positive parameter to be designed and ϕ 2 is the estimation of ϕ 2 , which can be acquired using the following NN disturbance observer:
2i > 0 and γ 2i > 0 are parameters to be designed, and z 2 is the input vector. Note that only the error state is used to design the observer.
Invoking (35) and (39), one can obtaiṅ
Noting that according to Lemma 1 h a ≤ 3τ k 2 κp 2 , it follows that
Then, we can obtain:
and assume that the approximation error is bounded, i.e., ε 2 2 ≤ σ 2 . In addition, if k 2 − 1/2 =k 2 > 0 and c − 1 =c > 0, theṅ
Afterwards, define the following Lyapunov function:
whereW 2 = W * 2 −Ŵ 2 denotes the weight estimate error matrix. Invoking (40) and (45), the time derivative of V 2 can be calculated aṡ
4 Afterwards, considering the following inequality:,
we havė
So far, the adaptive RBFNN backstepping controller has been successfully established. The stability analysis will be given in the next subsection. Two methods are adopted to address the input constraints. First, the bounded function h(v) is applied as the input of the HRV system to avoid violating the control limitation. Second, auxiliary system (35) is used to further reduce the saturation effects, which will improve the robustness against saturation.
From the structure of NN disturbance observers (26) and (40) as well as their adaptive laws, we can see the following main advantages of the NN observer: First, only the tracking error states are used to construct the observer; this feature makes the NN observer independent of the system state functions. Second, there is no need for an upper boundary of the time derivatives of the disturbance for the stability analysis.
Note that controller (39) for the angular rate subsystem requires the derivative of ω d . The calculation ofω d will be tedious and even lead to the ''explosion of terms'' problem in backstepping design due to the complicated structure of the virtual control input. Therefore, we apply the TD [35] to obtainω d . According to II-C, we design the TD as follows:
where υ 11 and υ 12 are the state variables of the TD and R 1 > 0 is referred to as the acceleration factor. If we tune the parameters suitably, the TD states υ 11 and υ 12 will approach ω d andω d in finite time, respectively. Therefore, we can assume thatω d is available for controller (39) and that there is no need to consider the TD (50) in the next subsection of stability analysis. The benefits and the tuning rules of this kind of TD have been stated in [35] . The same method can be used for˙ d , the details of which will be shown in Section 4.
In the controller design process of the angular rate subsystem, the inversion of g 2 may not exist. Therefore, different from the current literature, we suitably choose the normal value g 20 from the ground database to guarantee its nonsingularity. In this way, we can keep the control inputs smooth without a singularity. On the other hand, the aerodynamic data acquired via a ground test and the computing loads can be reduced to some extent.
C. STABILITY ANALYSIS OF CLOSED-LOOP DYNAMICS
In this section, the stability of the closed-loop system can be established according to the following theorem.
Theorem 1: Consider HRV attitude systems (15) and (20) . By applying control laws (25) and (39) in combination with NN disturbance observers (26) and (40) and auxiliary compensation system (35) , the closed-loop system is guaranteed to be uniformly bounded and stable, and the tracking errors will converge to a small set around zero. VOLUME 6, 2018 Proof: To examine the stability of the closed-loop system, consider first the Lyapunov function candidate
By differentiating V and invoking (32) and (46), one haṡ
Integration of (52) yields
It follows that the Lyapunov function candidate V 3 is uniformly ultimately bounded. This completes the proof of Theorem 1.
The composite controller has been successfully designed using the backstepping method and the adaptive NN technique. The main difference between our approach and the conventional backstepping method is that RBFNN disturbance observers are introduced to reconstruct the total disturbances directly based on error states, not to estimate the unknown state functions, and that the input constraints are addressed by combining the bounded sigmoid function and the novel auxiliary system.
IV. SIMULATIONS AND ANALYSES
In this section, several simulations are conducted to demonstrate the superior performances of the proposed backstepping-based NN controller.
A. SIMULATION CONDITIONS AND CONTROL PARAMETERS
Consider HRV system models (1) and (2) (55) is not in the closedloop system. Therefore, there is no need to consider it in the proof of stability. In addition, to validate the robustness, the following external disturbances and uncertainties are added to the system:
The coefficients of the aerodynamics moments are reduced by approximately 30%. Meanwhile, the moment disturbances and model uncertainties are also considered. These multiple uncertainties and disturbances are more aggressive scenarios for the simulations.
For the fairness of comparison, the system initial states, uncertain aerodynamic parameters, external disturbances and input constraints are all the same for the following two numerical simulation cases.
Case 1: The adaptive backstepping-based RBFNN (AB-RBFNN) strategy proposed in this paper is applied in this case.
Case 2: In this case, the adaptive backstepping (AB) controller proposed in Theorem 1 of [40] is used for comparison to demonstrate the advantages of the AB-RBFNN in addressing saturation and disturbance problems. This AB controller is not equipped with NDOs, the sigmoid function and an auxiliary system for saturation; only the adaptive law is applied to estimate the bound of a disturbance. Due to page limitations, only the attitude angles and inputs responses are given here.
The control parameters selected can be found in Table 2 . In these simulations, the selected nominal value of g 20 is g 20 1, 2, . . . , l) .
B. RESULTS ANALYSIS
The tracking results of Case 1 are depicted in Fig. 3 . As shown in Fig. 3(a) , the tracking errors are less than 0.3 • . Clearly, satisfactory control performances are achieved because disturbances are estimated and compensated directly via the RBFNNs. As shown in Fig. 3(c) , even though the desired control v is larger than the limits in some occasions, the real control signal δ stays within the limits due to the restraint ability of the sigmoid function. Moreover, the inputs can withdraw from the approximate saturations rapidly and remain smooth during the entire period. These are the features of the proposed anti-windup method. In addition, the estimation performances under Case 1 are shown in Fig. 3(d) and (e). The RBFNNs are shown to be able to estimate the complex total disturbances efficiently with small errors under 0.03.
For comparison, the simulation results of Case 2 are depicted in Fig. 4 . Apart from the larger tracking errors of nearly 2 • shown inFig. 4(a), the occurrence of additional saturation due to the input response can be observed in Fig. 4(b) . During the tuning in this case, we find that to overcome the large uncertainty and disturbance, sufficiently large gains of the adaptive law should be selected. As a result, the control inputs will become more sensitive to the tracking errors. Once the inputs violate the limitation, the adaptive law will be motivated by the tracking errors to generate larger control signals to track the reference, thus making the controller aggressive and leading to a longer saturation time. Even withdrawal from saturations on some vocations will become difficult due to the error accumulation. Meanwhile, the control signals will violate the limitation with sharp corners, which have negative effects on the actuators and system stability. Therefore, in terms of the input constraint and total disturbance, the proposed control strategy based on RBFNNs is more reasonable for HRVs in comparison with the adaptive strategy.
Remark 3: Even though the optimal control parameters of the AB controller are not selected, the performance shows the disadvantage of the error-based adaptive backstepping control method, which lacks a priori design for the saturation problem. Smaller errors can also be obtained by enhancing the adaptive laws, unavoidably, however, at the expense of degrading the control input. These contradictions are difficult to reconcile.
V. CONCLUSIONS
This paper focuses on the backstepping-based RBFNN controller design for an HRV system subject to total disturbances and actuator saturation. The RBFNN compensators are modified and combined with the backstepping method to develop a controller to address the mismatched and matched disturbances problem. To address the effects of the input constraints, two methods are combined: on the one hand, the sigmoid function is adopted to approximate the saturation, thus guaranteeing limited inputs; on the other hand, the auxiliary system is applied to reduce the saturation effects and stabilize the system. The numerical simulation results demonstrate that the proposed strategy exhibits stronger robustness against aerodynamic uncertainties, external disturbances and input constraints.
Since the proposed composite control method combines the RBFNN and backstepping techniques, a general solution for a high-order system with mismatched disturbance and saturation problems is provided. Our future research will focus on the RBFNN-based control strategy for general highorder systems in the presence of actuator faults such as loss of effectiveness. 
