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VON NEUMANN INDICES AND CLASSES OF POSITIVE
DEFINITE FUNCTIONS
PALLE JORGENSEN AND FENG TIAN
Abstract. With view to applications, we establish a correspondence between
two problems: (i) the problem of finding continuous positive definite extensions
of functions F which are defined on open bounded domains Ω in R, on the one
hand; and (ii) spectral theory for elliptic differential operators acting on Ω,
(constant coefficients.) A novelty in our approach is the use of a reproducing
kernel Hilbert space HF computed directly from (Ω, F ), as well as algorithms
for computing relevant orthonormal bases in HF .
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1. Introduction
From the postulates of quantum physics, we know that measurements of ob-
servables are computed from associated selfadjoint operators—observables. From
the corresponding spectral resolutions, we get probability measures, and of course
uncertainty. There are many philosophical issues (which we bypass here), and we
do not yet fully understand quantum reality. See for example, [Sla03, CJK+12].
The axioms are as follows: An observable is a Hermitian (self-adjoint) linear op-
erator mapping a Hilbert space, the space of states, into itself. The values obtained
in a physical measurement are, in general, described by a probability distribution;
and the distribution represents a suitable “average” (or “expectation”) in a mea-
surement of values of some quantum observable in a state of some prepared system.
The states are (up to phase) unit vectors in the Hilbert space, and a measurement
corresponds to a probability distribution (derived from a projection-valued spectral
measure). The spectral type may be continuous (such as position and momentum)
or discrete (such as spin). Information about the measures µ are computed with the
use of generating functions (on R), i.e., spectral (Bochner/Fourier) transforms of
the corresponding measure. Generating functions are positive definite continuous
functions F (= Fµ) on R. One then tries to recover µ from information about F .
In our paper we explore the cases when information about F (x) is only available
for x in a bounded interval.
We prove a number of results for positive definite (p.d.) continuous functions
F defined only locally, i.e., defined on some fixed bounded connected subset in
Rd. We show that such partially defined positive definite functions have a number
of intriguing features, apart from the properties they inherit from possibly being
restrictions of continuous positive definite functions defined on all of Rd.
Our emphasis will be on explicit formulas, which is why we specialize to the case
d = 1, and the case when F is defined initially on a symmetric interval (−a, a).
(In this case, F automatically has positive definite continuous extensions to all of
the real line R.) Our applications include boundary value problems, differential
equations, positive definite integral operators, reproducing kernel Hilbert spaces,
orthogonal bases, interpolation, spectral theory, and harmonic analysis.
In probability theory, normalized continuous positive definite functions F , i.e.,
F (0) = 1, arise as generating functions for probability measures, and one passes
from information about one to the other; – from generating function to probability
measure is called “the inverse problem”, see e.g., [DM85]. Hence the study of par-
tially defined p.d. functions addresses the inverse question: ambiguity of measures
when only partial information for a possible generating function is available.
The study of locally defined positive definite (p.d.) continuous functions F
is important in pure and applied mathematics, and it entails both analysis and
geometry. The study of domains in Rd, for d > 1, and domains in Lie groups
combine the geometric and analytic issues, see e.g., [Jor90, Jor91, JPT14]. In
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this paper, we wish to stress such analytic questions as spectral theory, stochastic
analysis [Itô06], reproducing kernels HF , explicit orthonormal bases in HF , and
boundary-value problems. For this reason, we have restricted here the setting to
domains in R, so one dimension, d = 1. And we have narrowed our focus on
specific cases. Even in this more narrow setting, the applications include scattering
theory (in physics) [OH13], sampling theory (in engineering) [MMJ12, ADK13],
and statistical learning theory, see e.g., [SZ05, SZ07].
Another important difference between the cases d = 1, and d > 1, is that for d =
1, every positive definite continuous function defined on an interval, has continuous
p.d. extensions to R. The analogous result is known to be false when d > 1; see
[Rud70].
2. The Reproducing Kernel Hilbert Space HF
Associated to a pair (Ω, F ), where F is a prescribed continuous positive definite
function defined on Ω, we outline a reproducing kernel Hilbert space HF which will
serve as a key tool in our analysis. The particular RKHSs we need here will have
additional properties (as compared to a general framework); which allow us to give
explicit formulas for our solutions.
In a general setup, reproducing kernel Hilbert spaces were pioneered by Aron-
szajn in the 1950s [Aro50]; and subsequently they have been used in a host of
applications; e.g., [SZ09, SZ07].
As for positive definite functions, their use and applications are extensive and
includes such areas as stochastic processes, see e.g., [JP13, AJSV13, JP12, AJ12];
harmonic analysis (see [JÓ00]) , and the references there); potential theory [Fug74,
KL14]; operators in Hilbert space [Alp92, AD86]; and spectral theory [AH13, Nus75,
Dev72, Dev59]. We stress that the literature is vast, and the above list is only a
small sample.
Definition 2.1. Let G be a Lie group. Fix Ω ⊂ G, non-empty, open and connected.
A continuous function
F : Ω−1 · Ω→ C (2.1)
is positive definite (p.d.) if ∑
i
∑
j
cicjF
(
x−1i xj
) ≥ 0, (2.2)
for all finite systems {ci} ⊂ C, and points {xi} ⊂ Ω.
Equivalently, ˆ
Ω
ˆ
Ω
ϕ (x)ϕ (y)F
(
x−1y
)
dxdy ≥ 0, (2.3)
for all ϕ ∈ Cc (Ω); where dx denotes a choice of left-invariant Haar measure on G.
For simplicity we focus on the case G = R, indicating the changes needed for
general Lie groups.
Definition 2.2. Fix 0 < a < ∞, set Ω := (0, a). Let F : Ω − Ω → C be a
continuous p.d. function. The reproducing kernel Hilbert space (RKHS), HF , is
the completion of ∑
finite
cjF (· − xj) : cj ∈ C (2.4)
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with respect to the inner product
〈F (· − x) , F (· − y)〉
HF
= F (x− y) , ∀x, y ∈ Ω, and〈∑
i
ciF (· − xi) ,
∑
j
cjF (· − xj)
〉
HF
=
∑
i
∑
j
cicjF (xi − xj) , (2.5)
Remark 2.3. Throughout, we use the convention that the inner product is conjugate
linear in the first variable, and linear in the second variable. When more than one
inner product is used, subscripts will make reference to the Hilbert space.
Notation. Inner product and norms will be denoted 〈·, ·〉, and ‖·‖ respectively.
Often more than one inner product is involved, and subscripts are used for identi-
fication.
Lemma 2.4. The reproducing kernel Hilbert space (RKHS), HF , is the Hilbert
completion of the functions
Fϕ (x) =
ˆ
Ω
ϕ (y)F (x− y)dy, ∀ϕ ∈ C∞c (Ω) , x ∈ Ω (2.6)
with respect to the inner product
〈Fϕ, Fψ〉HF =
ˆ
Ω
ˆ
Ω
ϕ (x)ψ (y)F (x− y) dxdy, ∀ϕ, ψ ∈ C∞c (Ω) . (2.7)
In particular,
‖Fϕ‖2HF =
ˆ
Ω
ˆ
Ω
ϕ (x)ϕ (y)F (x− y) dxdy, ∀ϕ ∈ C∞c (Ω) (2.8)
and
〈Fϕ, Fψ〉HF =
ˆ
Ω
ϕ (x)Fψ (x) dx, ∀φ, ψ ∈ C∞c (Ω). (2.9)
Proof. Apply standard approximation, see lemma 2.5 below. 
Among the cases of partially defined positive definite functions, the following
example F (x) = e−|x|, in the symmetric interval (−1, 1), will play a special role.
There are many reasons for this:
(i) It is of independent interest, and its type 1 extensions (see section 3) can be
written down explicitly.
(ii) Its applications include stochastic analysis [Itô06] as follows. Given a random
variable X in a process; if µ is its distribution, then there are two measures
of concentration for µ, one called “degree of concentration,” and the other
“dispersion,” both computed directly from F (x) = e−|x| applied to µ, see 2.1
Application, below.
(iii) In addition, there are analogous relative notions for comparing different sam-
ples in a fixed stochastic process. These notions are defined with the use
of example F (x) = e−|x|, and it will frequently be useful to localize the
x-variable in a compact interval.
(iv) Additional reasons for special attention to example F (x) = e−|x|, for x ∈
(−1, 1) is its use in sampling theory, and analysis of de Branges spaces [DM85],
as well as its role as a Greens function for an important boundary value
problem.
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(v) Related to this, the reproducing kernel Hilbert space HF associated to this
p.d. function F has a number of properties that also hold for wider families
of locally defined positive definite function of a single variable. In particular,
HF has Fourier bases: The RKHS HF has orthogonal bases of complex
exponentials eλ with aperiodic frequency distributions, i.e., frequency points
{eλ} on the real line which do not lie on any arithmetic progression, see Fig
5.5. For details on this last point, see Corollaries 5.25, 5.26, 5.28, and 5.32.
The remaining of this section is devoted to a number of technical lemmas which
will be used throughout the paper. Given a locally defined continuous positive
definite function F , the issues addressed below are: approximation (lemma 2.5), a
reproducing kernel Hilbert space (RKHS) HF built from F , an integral transform,
and a certain derivative operator D(F ), generally unbounded in the RKHS HF . We
will be concerned with boundary value problems for D(F ), and in order to produce
suitable orthonormal bases in HF , we be concerned with an explicit family of skew-
adjoint extensions of D(F ), as well as the associated spectra, see Corollaries 2.17
and 2.18.
Lemma 2.5. Let ϕ be a function s.t.
(1) supp (ϕ) ⊂ (0, a);
(2) ϕ ∈ C∞c (0, a), ϕ ≥ 0;
(3)
´ a
0 ϕ (t) dt = 1.
Fix x ∈ (0, a), and set ϕn,x (t) := nϕ (n (t− x)). Then limn→∞ ϕn,x = δx, i.e.,
the Dirac measure at x; and∥∥Fϕn,x − F (· − x)∥∥HF → 0, as n→∞. (2.10)
Hence {Fϕ : ϕ ∈ C∞c (0, a)} spans a dense subspace in HF . See figure 2.1.
Figure 2.1. The approximate identity ϕn,x
Recall, the following facts about HF , which follow from the general theory
[Aro50] of RKHS:
• F (0) > 0, so we can always arrange F (0) = 1.
• F (−x) = F (x)
• HF consists of continuous functions ξ : Ω− Ω→ C.
• The reproducing property:
〈F (· − x) , ξ〉
HF
= ξ (x) , ∀ξ ∈ HF , ∀x ∈ Ω,
is a direct consequence of (2.5).
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Remark 2.6. It follows from the reproducing property that if Fφn → ξ in HF , then
Fφn converges uniformly to ξ in Ω. In fact
|Fφn (x)− ξ (x)| =
∣∣∣〈F (· − x) , Fφn − ξ〉HF ∣∣∣
≤ ‖F (· − x)‖
HF
‖Fφn − ξ‖HF
= F (0) ‖Fφn − ξ‖HF .
Lemma 2.7. Let F : (−a, a)→ C be a continuous and p.d. function, and let HF
be the corresponding RKHS. Then:
(1) the integral Fϕ :=
´ a
0 ϕ (y)F (· − y) dy is convergent in HF for all ϕ ∈
Cc (0, a); and
(2) for all ξ ∈ HF , we have:
〈Fϕ, ξ〉HF =
ˆ a
0
ϕ (x)ξ (x) dx. (2.11)
Proof. For simplicity, we assume the following normalization F (0) = 1; then for all
y1, y2 ∈ (0, 1), we have
‖F (· − y1)− F (· − y2)‖2HF = 2 (1−ℜ{F (y1 − y2)}) . (2.12)
Now, view the integral in (1) as a HF -vector valued integral. If ϕ ∈ Cc (0, a), this
integral
´ a
0
ϕ (y)F (· − y)dy is the HF -norm convergent. Since HF is a RKHS,
〈·, ξ〉
HF
is continuous on HF , and it passes under the integral in (1). Using
〈F (y − ·) , ξ〉
HF
= ξ (y) (2.13)
the desired conclusion (2.11) follows. 
Corollary 2.8. Let F : (−a, a)→ C be as above, and let HF be the corresponding
RKHS. For ϕ ∈ C1c (0, a), set
Fϕ (x) = (TFϕ) (x) =
ˆ a
0
ϕ (y)F (x− y) dy; (2.14)
then Fϕ ∈ C1 (0, a), and
d
dx
Fϕ (x) = (TF (ϕ
′)) (x) , ∀x ∈ (0, a) . (2.15)
Proof. Since Fϕ (x) =
´ a
0
ϕ (y)F (x− y) dy, x ∈ (0, a); the desired assertion (2.15)
follows directly from the arguments in the proof of lemma 2.7. 
Theorem 2.9. Fix 0 < a < ∞. A continuous function ξ : (0, a) → C is in HF if
and only if there exists a finite constant A > 0, such that∑
i
∑
j
cicjξ (xi)ξ (xj) ≤ A
∑
i
∑
j
cicjF (xi − xj) (2.16)
for all finite system {ci} ⊂ C and {xi} ⊂ (0, a). Equivalently, for all ϕ ∈ C∞c (Ω),∣∣∣∣ˆ a
0
ϕ (y) ξ (y)dy
∣∣∣∣2 ≤ Aˆ a
0
ˆ a
0
ϕ (x)ϕ (y)F (x− y) dxdy (2.17)
We will use these two conditions (2.16)(⇔(2.17)) when considering for example
the von Neumann deficiency-subspaces for skew Hermitian operators with dense
domain in HF .
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Proof of theorem 2.9. Note, if ξ ∈ HF , the LHS in (2.17) is
∣∣ 〈Fϕ, ξ〉HF ∣∣2, and so
(2.17) holds, since 〈·, ξ〉
HF
is continuous on HF .
If ξ is continuous on [0, a], and if (2.17) holds, then
HF ∋ Fϕ 7−→
ˆ a
0
ϕ (y) ξ (y)dy
is well-defined, continuous, linear; and extends to HF by density (see lemma 2.5).
Hence, by Riesz’s theorem, ∃! kξ ∈ HF s.t.ˆ a
0
ϕ (y) ξ (y) dy = 〈Fϕ, kξ〉HF .
But using the reproducing property in HF , and Fϕ (x) =
´ a
0
ϕ (x)F (x− y)dy, we
get ˆ a
0
ϕ (x)ξ (x) dx =
ˆ a
0
ϕ (x)kξ (x) dx, ∀ϕ ∈ Cc (0, a)
so ˆ a
0
ϕ (x) (ξ (x)− kξ (x)) dx = 0, ∀ϕ ∈ Cc (0, a) ;
it follows that ξ − kξ = 0 on (0, a) =⇒ ξ − kx = 0 on [0, a]. 
Corollary 2.10. Let F : (−a, a) → C be positive definite and continuous, and let
HF be the RKHS introduced in lemma 2.7. Let µ be a complex measure of bounded
variation defined on the Borel sigma-algebra of subsets in [0, a], then
Fµ (x) =
ˆ a
0
F (x− y) dµ (y) (2.18)
is a well-defined continuous function on [0, a], and Fµ ∈ HF .
Remark 2.11. For the converse of the above result, i.e., whether every h ∈ HF
takes the form h = Fµ in (2.18), we consider the special case where F (x) = e−|x|,
|x| < 1. See corollary 5.41 for details.
Proof. Let F and µ be as in the statement of the corollary. Then by the Jordan-
decomposition of µ there are finite positive measures µi, i = 1, 2, 3, 4 such that
µ = µ1 − µ2 + i (µ3 − µ4) . (2.19)
As a result, we can assume in the proof that µ in (2.18) is positive and finite.
Since F has a unique continuous and bounded extension to [−a, a], note that
then F (x− ·) ∈ L1 (µ) for all x ∈ (0, a). Since translation in L1 (µ) is continuous,
it follows that Fµ (·) in (2.18) is continuous in x. (We used that µ is positive here.)
Now for µ, ν as in the corollary set
〈Fµ, Fν〉HF =
ˆ a
0
ˆ a
0
F (x− y) dµ (x) dν (y) . (2.20)
By the Schwarz-inequality, we have∣∣∣〈Fµ, Fν〉HF ∣∣∣2 ≤ 〈Fµ, Fµ〉HF 〈Fν , Fν〉HF . (2.21)
Applying this to dν = ϕ (x) dx, ϕ ∈ Cc (0, a) we get (an application of (2.21)):∣∣∣∣ˆ a
0
Fµ (x)ϕ (x) dx
∣∣∣∣2 ≤ ‖Fµ‖2HF ˆ a
0
ˆ a
0
ϕ (x)ϕ (y)F (x− y) dxdy (2.22)
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where we have ˆ a
0
Fµ (x)ϕ (x) dx = 〈Fµ, Fϕ〉HF (2.23)
from an application of lemma 2.5.
Now set ξ (x) := Fµ (x) for x ∈ [0, a] where Fµ is defined in (2.18), and is
continuous in x. In the a priori estimate (2.22), we verified the property (2.17) in
theorem 2.9; and the conclusion in theorem 2.9 then yields ξ = Fµ ∈ HF as claimed
in the corollary. 
Application 2.1. In Ito calculus ([Itô06]) the corollary is used for the case where
F (x) = e−|x|, x ∈ R; or the restriction of F to −1 < x < 1.
If µ is a probability measure on an interval J ⊂ R, Ito defines
q (µ) :=
ˆ
J
ˆ
J
e−|x−y|dµ (x) dµ (y) , and
it is called the degree of concentration. The number
δ (µ) := − log q (µ)
is called the dispersion of µ.
Note the following:
q (µ) = 1⇐⇒ δ (µ) = 0⇐⇒ [µ = δx, for some x] .
Definition 2.12 (The operator DF ). Let DF (Fϕ) = Fϕ′ , for all ϕ ∈ C∞c (0, a),
where ϕ′ = dϕdt and Fϕ is as in (2.6).
Lemma 2.13. The operator DF defines a skew-Hermitian operator with dense
domain in HF .
Proof. By lemma 2.5, dom (DF ) is dense in HF . If ψ ∈ C∞c (0, a) and |t| <
dist (supp (ψ) , endpoints), then∥∥Fψ(·+t)∥∥2HF = ‖Fψ‖2HF =
ˆ a
0
ˆ a
0
ψ (x)ψ (y)F (x− y) dxdy (2.24)
see (2.8), so
d
dt
∥∥Fψ(·+t)∥∥2HF = 0
which is equivalent to
〈DFFψ, Fψ〉HF + 〈Fψ , DFFψ〉HF = 0. (2.25)
It follows that DF is well-defined and skew-Hermitian in HF . 
Lemma 2.14. Let F be a positive definite function on (−a, a), 0 < a < ∞ fixed.
Let DF be as in definition 2.12, so that DF ⊂ D∗F (lemma 2.13), where D∗F is the
adjoint relative to the HF inner product.
Then ξ ∈ HF (as a continuous function on [0, a]) is in dom (D∗F ) iff
ξ′ ∈ HF where ξ′ = distribution derivative, and (2.26)
D∗F ξ = −ξ′ (2.27)
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Proof. By theorem 2.9, a fixed ξ ∈ HF , i.e., x 7→ ξ (x) is a continuous function on
[0, a] s.t. ∃C, ∣∣´ a
0
ϕ (x) ξ (x) dx
∣∣2 ≤ C ‖Fϕ‖2HF .
ξ is in dom (D∗F ) ⇐⇒ ∃C = Cξ <∞ s.t.∣∣∣〈DF (Fϕ) , ξ〉HF ∣∣∣2 ≤ C ‖Fϕ‖2HF = C ˆ a
0
ˆ a
0
ϕ (x)ϕ (y)F (x− y)dxdy (2.28)
But LHS of (2.28) under |〈·, ·〉|2 is:∣∣∣〈DF (Fϕ) , ξ〉HF ∣∣∣2 = 〈Fϕ′ , ξ〉HF (2.11)= ˆ a
0
ϕ′ (x)ξ (x) dx, ∀ϕ ∈ C∞c (0, a) (2.29)
So (2.28) holds ⇐⇒∣∣∣∣ˆ a
0
ϕ′ (x)ξ (x) dx
∣∣∣∣2 ≤ C ‖Fϕ‖2HF , ∀ϕ ∈ C∞c (0, a)
i.e., ∣∣∣∣ˆ a
0
ϕ (x)ξ′ (x) dx
∣∣∣∣2 ≤ C ‖Fϕ‖2HF , ∀ϕ ∈ C∞c (0, a) , and
ξ′ as a distribution is in HF , andˆ a
0
ϕ (x)ξ′ (x) dx = 〈Fϕ, ξ′〉HF
where we use the characterization of HF in (2.17), i.e., a function η : [0, a] → C
is in HF ⇐⇒ ∃C < ∞,
∣∣∣´ a0 ϕ (x)η (x) dx∣∣∣ ≤ C ‖Fϕ‖HF , ∀ϕ ∈ C∞c (0, a), and then´ a
0
ϕ (x)η (x) dx = 〈Fϕ, η〉HF , ∀ϕ ∈ C∞c (0, a). See theorem 2.9. 
Corollary 2.15. h ∈ HF is in dom
((
D2F
)∗)
iff h′′ ∈ HF (h′′ distribution deriv-
ative) and (D∗F )
2
h =
(
D2F
)∗
h = h′′.
Proof. Application of (2.29) toDF (Fϕ) = Fϕ′ , we haveD2F (Fϕ) = Fϕ′′ =
(
d
dx
)2
Fϕ,
∀ϕ ∈ C∞c (0, a), and〈
D2F (Fϕ) , h
〉
HF
= 〈Fϕ′′ , h〉HF =
ˆ a
0
ϕ′′ (x)h (x) dx
=
ˆ a
0
ϕ (x)h′′ (x) dx =
〈
Fϕ,
(
D2F
)∗
h
〉
HF
.

Definition 2.16. [DS88]LetD∗F be the adjoint ofDF relative to HF inner product.
The deficiency spaces DEF± consists of ξ± ∈ dom (D∗F ), such that D∗F ξ± = ±ξ±,
i.e.,
DEF± =
{
ξ± ∈ HF : 〈Fψ′ , ξ±〉HF = 〈Fψ ,±ξ±〉HF , ∀ψ ∈ C∞c (Ω)
}
.
Corollary 2.17. If ξ ∈ DEF± then ξ(x) = constant e∓x.
Proof. Immediate from lemma 2.14. 
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The role of deficiency indices for the canonical skew-Hermitian operator DF
(definition 2.12) in the RKHS HF is as follows: using von Neumann’s conjugation
trick [DS88], we see that the deficiency indices can be only (0, 0) or (1, 1).
We conclude that there exists proper skew-adjoint extensions A ⊃ DF in HF
(in case DF has indices (1, 1)). Then
DF ⊆ A = −A∗ ⊆ −D∗F (2.30)
(If the indices are (0, 0) then DF = −D∗F ; see [DS88].)
Hence, set U (t) = etA : HF → HF , and get the strongly continuous unitary
one-parameter group
{U (t) : t ∈ R} , U (s+ t) = U (s)U (t) , ∀s, t ∈ R;
and if
ξ ∈ dom (A) =
{
ξ ∈ HF : s.t. lim
t→0
U (t) ξ − ξ
t
exists
}
then
Aξ = s.t. lim
t→0
U (t) ξ − ξ
t
. (2.31)
Now use Fx(·) = F (x− ·) defined in (0, a); and set
FA (t) := 〈F0, U (t)F0〉HF , ∀t ∈ R (2.32)
then using (2.10), we see that FA is a continuous positive definite extension of F
on (−a, a). This extension is in Ext1 (F ).
Corollary 2.18. Assume λ ∈ R is in the point spectrum of A, i.e., ∃ξλ ∈ dom (A),
ξλ 6= 0, s.t. Aξλ = iλξλ holds in HF , then ξλ = const · eλ, i.e.,
ξλ (x) = const · eiλx, ∀x ∈ [0, a] . (2.33)
Proof. Assume λ is in specpt (A), and ξλ ∈ dom (A) satisfying
(Aξλ) (x) = iλξλ (x) in HF , (2.34)
then since A ⊂ −D∗F , we get ξ ∈ dom (D∗F ) by lemma 2.14 and (2.30), and D∗F ξλ =
−ξ′λ where ξ′ is the distribution derivative (see (2.27)); and by (2.30)
(Aξλ) (x) = − (D∗F ξλ) (x) = ξ′λ (x)
(2.34)
= iλξλ (x) , ∀x ∈ (0, a) (2.35)
so ξλ is the distribution derivative solution to
ξ′λ (x) = iλξλ (x) (2.36)
m
−
ˆ a
0
ϕ′ (x)ξλ (x) dx = iλ
ˆ a
0
ϕ (x)ξλ (x) dx, ∀ϕ ∈ C∞c (0, a)
m
− 〈DF (Fϕ) , ξλ〉HF = iλ 〈Fϕ, ξλ〉HF , ∀ϕ ∈ C∞c (0, a) .
But by Schwartz, the distribution solutions to (2.36) are ξλ (x) = const · eλ (x) =
const · eiλx. 
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3. Type I v.s. Type II Extensions
When a pair (Ω, F ) is given, where F is a prescribed continuous positive definite
function defined on Ω, we consider the possible continuous positive definite exten-
sions to all of Rn. The reproducing kernel Hilbert space HF will play a key role in
our analysis. In constructing various classes of continuous positive definite exten-
sions to Rn, we introduce operators in HF , and their dilation to operators, possibly
acting in an enlargement Hilbert space [JPT14, KL14]. Following techniques from
dilation theory we note that every dilation contains a minimal one. If a continuous
positive definite extensions to Rn has its minimal dilation Hilbert space equal to
HF , we say it is type 1, otherwise we say it is type 2.
Definition 3.1. Let G be a locally compact group, and let Ω be an open connected
subset of G. Let F : Ω−1 · Ω→ C be a continuous positive definite function.
Consider a strongly continuous unitary representation U of G acting in some
Hilbert space K , containing the RKHS HF . We say that (U,K ) ∈ Ext (F ) iff
there is a vector k0 ∈ K such that
F (g) = 〈k0, U (g) k0〉K , ∀g ∈ Ω−1 · Ω. (3.1)
1. The subset of Ext (F ) consisting of (U,HF , k0 = Fe) with
F (g) = 〈Fe, U (g)Fe〉HF , ∀g ∈ Ω−1 · Ω (3.2)
is denoted Ext1 (F ); and we set
Ext2 (F ) := Ext (F ) \Ext1 (F ) ;
i.e., Ext2 (F ), consists of the solutions to problem (3.1) for which K % HF ,
i.e., unitary representations realized in an enlargement Hilbert space.
(We write Fe ∈ HF for the vector satisfying 〈Fe, ξ〉HF = ξ (e), ∀ξ ∈ HF , where
e is the neutral (unit) element in G, i.e., e g = g, ∀g ∈ G.)
2. In the special case, where G = Rn, and Ω ⊂ Rn is open and connected, we
consider
F : Ω− Ω→ C
continuous and positive definite. In this case,
Ext (F ) =
{
µ ∈ M+ (Rn)
∣∣ µ̂ (x) = ˆ
Rn
eiλ·xdµ (λ) (3.3)
is a p.d. extensiont of F
}
.
Remark 3.2. Note that (3.3) is consistent with (3.1): For if (U,K , k0) is a unitary
representation of G = Rn, such that (3.1) holds; then, by a theorem of Stone, there
is a projection-valued measure (PVM) PU (·), defined on the Borel subsets of Rn
s.t.
U (x) =
ˆ
Rn
eiλ·xPU (dλ) , x ∈ Rn. (3.4)
Setting
dµ (λ) := ‖PU (dλ) k0‖2K , (3.5)
it is then immediate that we have: µ ∈ M+ (Rn), and that the finite measure µ
satisfies
µ̂ (x) = F (x) , ∀x ∈ Ω− Ω. (3.6)
VON NEUMANN INDICES AND POSITIVE DEFINITE FUNCTIONS 12
Set n = 1: Start with a local p.d. continuous function F , and let HF be
the corresponding RKHS. Let Ext(F ) be the compact convex set of probability
measures on R defining extensions of F .
We now divide Ext(F ) into two parts, say Ext1 (F ) and Ext2 (F ).
All continuous p.d. extensions of F come from strongly continuous unitary
representations. So in the case of 1D, from unitary one-parameter groups of course,
say U(t).
Let Ext1 (F ) be the subset of Ext(F ) corresponding to extensions when the uni-
tary representation U(t) acts in HF (internal extensions), and Ext2 (F ) denote the
part of Ext(F ) associated to unitary representations U(t) acting in a proper en-
largement Hilbert space K (if any), i.e., acting in a Hilbert space K corresponding
to a proper dilation of HF .
In section 5 below, we explore the example F (x) = e−|x|, initially defined only in
the symmetric interval (−1, 1); and we characterize the corresponding continuous
p.d. extensions in HF (i.e. type 1.) Section 5.4 is devoted to some examples of
type 2 extensions.
4. Mercer Operators
In the considerations below, we shall be primarily concerned with the case when
a fixed continuous p.d. function F is defined on a finite interval (−a, a) ⊂ R. In
this case, by a Mercer operator, we mean an operator TF in L2 (0, a) where L2 (0, a)
is defined from Lebesgue measure on (0, a), given by
(TFϕ) (x) :=
ˆ a
0
ϕ (y)F (x− y) dy, ∀ϕ ∈ L2 (0, a) , ∀x ∈ (0, a) . (4.1)
Lemma 4.1. Under the assumptions stated above, the Mercer operator TF is trace
class in L2 (0, a); and if F (0) = 1, then
trace (TF ) = a. (4.2)
Proof. This is an application of Mercer’s theorem [LP89, FR42, FM13] to the inte-
gral operator TF in (4.1). But we must check that F , on (−a, a), extends uniquely
by limit to a continuous p.d. function Fex on [−a, a], the closed interval. This is
true, and easy to verify, see e.g. [JPT14]. 
Corollary 4.2. Let F and (−a, a) be as in lemma 4.1. Then there is a sequence
(λn)n∈N, λn > 0, s.t.
∑
n∈N λn = a, and a system of orthogonal functions {ξn} ⊂
L2 (0, a) ∩HF such that
F (x− y) =
∑
n∈N
λnξn (x) ξn (y), and (4.3)
ˆ a
0
ξn (x)ξm (x) dx = δn,m, n,m ∈ N. (4.4)
Proof. An application of Mercer’s theorem [LP89, FR42, FM13]. 
Corollary 4.3. For all ψ, ϕ ∈ C∞c (0, a), we have
〈Fψ , Fϕ〉HF =
〈
Fψ, T
−1
F Fϕ
〉
2
. (4.5)
Consequently,
‖h‖
HF
= ‖T−1/2F h‖2, ∀h ∈ HF . (4.6)
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Proof. Note〈
Fψ, T
−1
F Fϕ
〉
2
=
〈
Fψ, T
−1
F TFϕ
〉
2
= 〈Fψ, ϕ〉2
=
ˆ a
0
(ˆ a
0
ψ (x)F (y − x) dx
)
ϕ (y) dy
=
ˆ a
0
ˆ a
0
ψ (x)ϕ (y)F (x− y) dxdy = 〈Fψ , Fϕ〉HF .

Corollary 4.4. Let {ξn} be the ONB in L2 (0, a) as in corollary 4.2; then
{√
λnξn
}
is an ONB in HF .
Proof. The functions ξn are in HF by theorem 2.9. We check directly (corollary 4.3)
that 〈√
λnξn,
√
λmξm
〉
HF
=
√
λnλm
〈
ξn, T
−1ξm
〉
2
=
√
λnλmλ
−1
m 〈ξn, ξm〉2 = δn,m.

5. The Case of F (x) = e−|x|, |x| < 1
Our emphasis is von Neumann indices, and explicit formulas for partially defined
positive definite functions F , defined initially only on a symmetric interval (−a, a).
It turns out that a number of the features we explore are common to the following
example: Let F (x) := e−|x|, defined for |x| < 1. The present section is devoted to
this example.
5.1. The Selfadjoint Extensions Aθ ⊃ −iDF
The notation “⊇” above refers to containment of operators, or rather of the
respective graphs of the two operators; see [DS88].
Lemma 5.1. Let F (x) = e−|x|, |x| < 1. Set Fx (y) := F (x− y), ∀x, y ∈ (0, 1);
and Fϕ (x) =
´ 1
0 ϕ (y)F (x− y) dy, ∀ϕ ∈ C∞c (0, 1). Define DF (Fϕ) = Fϕ′ on the
dense subset
dom (DF ) = {Fϕ : ϕ ∈ C∞c (0, 1)} ⊂ HF . (5.1)
Then the skew-Hermitian operator DF has deficiency indices (1, 1) in HF , where
the defect vectors are
ξ+ (x) = F0 (x) = e
−x (5.2)
ξ− (x) = F1 (x) = e
x−1; (5.3)
moreover,
‖ξ+‖HF = ‖ξ+‖HF = 1. (5.4)
Proof. (Note if Ω is any bounded, open and connected domain in Rn, then a locally
defined continuous p.d. function, F : Ω−Ω :→ C, extends uniquely to the boundary
∂Ω := Ω\Ω by continuity [JPT14].)
In our current settings, Ω = (0, 1), and Fx (y) := F (x− y), ∀x, y ∈ (0, 1). Thus,
Fx (y) extends to all x, y ∈ [0, 1]. In particular,
F0 (x) = e
−x, F1 (x) = e
x−1
VON NEUMANN INDICES AND POSITIVE DEFINITE FUNCTIONS 14
are the two defect vectors, as shown in corollary 2.17. Moreover, using the repro-
ducing property, we have
‖F0‖2HF = 〈F0, F0〉HF = F0 (0) = F (0) = 1
‖F1‖2HF = 〈F1, F1〉HF = F1 (1) = F (0) = 1
and (5.4) follows. For more details, see [JPT14, lemma 2.10.14]. 
Lemma 5.2. Let F be any continuous p.d. function on (−1, 1). Set
h (x) =
ˆ 1
0
ϕ (y)F (x− y)dy, ∀ϕ ∈ C∞c (0, 1) ;
then
h (0) =
ˆ 1
0
ϕ (y)F (−y)dy, h (1) =
ˆ 1
0
ϕ (y)F (1− y) dy (5.5)
h′ (0) =
ˆ 1
0
ϕ (y)F ′ (−y) dy, h′ (1) =
ˆ 1
0
ϕ (y)F ′ (1− y) dy; (5.6)
where the derivatives F ′ in (5.5)-(5.6) are in the sense of distribution.
Proof. Note that
h (x) =
ˆ x
0
ϕ (y)F (x− y) dy +
ˆ 1
x
ϕ (y)F (x− y) dy;
h′ (x) =
ˆ x
0
ϕ (y)F ′ (x− y) dy +
ˆ 1
x
ϕ (y)F ′ (x− y) dy.
and so (5.5)-(5.6) follow. 
We now specialize to the function F (x) = e−|x| defined in (−1, 1).
Corollary 5.3. For F (x) = e−|x|, |x| < 1, set h = TFϕ, i.e.,
h := Fϕ =
ˆ 1
0
ϕ (y)F (· − y) dy, ∀ϕ ∈ C∞c (0, 1) ;
then
h (0) =
ˆ 1
0
ϕ (y) e−ydy, h (1) =
ˆ 1
0
ϕ (y) ey−1dy (5.7)
h′ (0) =
ˆ 1
0
ϕ (y) e−ydy, h′ (1) = −
ˆ 1
0
ϕ (y) ey−1dy (5.8)
In particular,
h (0)− h′ (0) = 0 (5.9)
h (1) + h′ (1) = 0. (5.10)
Proof. Immediately from lemma 5.2. Specifically,
h (x) = e−x
ˆ x
0
ϕ (y) eydy + ex
ˆ 1
x
ϕ (y) e−ydy
h′ (x) = −e−x
ˆ x
0
ϕ (y) eydy + ex
ˆ 1
x
ϕ (y) e−ydy.
Setting x = 0 and x = 1 gives the desired conclusions. 
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Remark 5.4. The space{
h ∈ HF
∣∣ h (0)− h′ (0) = 0, h (1) + h′ (1) = 0}
is dense in HF . This is because it contains
{
Fϕ
∣∣ ϕ ∈ C∞c (0, 1)}. Note
F0 + F
′
0 = −δ0, and
F1 − F ′1 = −δ1;
however, δ0, δ1 /∈ HF .
By von Neumann’s theory [DS88] and lemma 2.14, the family of selfadjoint
extensions of the Hermitian operator −iDF is characterized by
Aθ
(
h+ c
(
e−x + eiθex−1
))
= −i h′ + i c (e−x − eiθex−1) , where
dom (Aθ) :=
{
h+ c
(
e−x + eiθex−1
) ∣∣ h ∈ dom (DF ) , c ∈ C} . (5.11)
Remark 5.5. In (5.11), h ∈ dom (DF ) (see (5.1)), and by corollary 5.3, h satisfies
the boundary conditions (5.9)-(5.10). Also, by lemma 5.1, ξ+ = F0 = e−x, ξ− =
F1 = e
x−1, and ‖ξ+‖HF = ‖ξ−‖HF = 1.
Proposition 5.6. Let Aθ be a selfadjoint extension of −iD as in (5.11). Then,
ψ (1) + ψ′ (1) = eiθ (ψ (0)− ψ′ (0)) , ∀ψ ∈ dom (Aθ) . (5.12)
Proof. Any ψ ∈ dom (Aθ) has the decomposition
ψ (x) = h (x) + c
(
e−x + eiθex−1
)
where h ∈ dom (DF ), and c ∈ C. An application of corollary 2.18 gives
ψ (1) + ψ′ (1) = h (1) + h′ (1)︸ ︷︷ ︸
=0 (by (5.10))
+ c
(
e−1 + eiθ
)
+ c
(−e−1 + eiθ) = 2c eiθ
ψ (0)− ψ′ (0) = h (0)− h′ (0)︸ ︷︷ ︸
=0 (by (5.9))
+ c
(
1 + e−1eiθ
)− c (−1 + e−1eiθ) = 2c
which is the assertion in (5.12). 
Corollary 5.7. Let Aθ be a selfadjoint extension of −iDF as in (5.11). Fix λ ∈ R,
then λ ∈ specpt (Aθ) ⇐⇒ eλ (x) := eiλx ∈ dom (Aθ), and λ is a solution to the
following equation:
λ = θ + tan−1
(
2λ
λ2 − 1
)
+ 2npi, n ∈ Z. (5.13)
Proof. By assumption, eiλx ∈ dom (Aθ), so ∃hλ ∈ dom (DF ), and ∃cλ ∈ C s.t.
eiλx = hλ (x) + cλ
(
ex + eiθex−1
)
. (5.14)
Applying the boundary condition in proposition 5.6, we have
eiλ + iλeiλ = eiθ (1− iλ) ; i.e.,
eiλ = eiθ
1− iλ
1 + iλ
= eiθei arg(
1−iλ
1+iλ ) (5.15)
where
arg
(
1− iλ
1 + iλ
)
= tan−1
(
2λ
λ2 − 1
)
and (5.13) follows. For a discrete set of solutions, see figure 5.1. 
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Figure 5.1. Fix θ = 0.8, Λθ = {λn (θ)} = intersections of two curves.
Corollary 5.8. If Aθ ⊃ −iDF is a selfadjoint extension in HF , then
spect (Aθ) =
{
λ ∈ R ∣∣ eλ ∈ HF satisfying (5.12)}
=
{
λ ∈ R ∣∣ eλ ∈ HF , eλ = hλ + cλ (ex + eiθex−1) ,
hλ ∈ dom (DF ) , cλ ∈ C
}
.
Remark 5.9. The corollary holds for all continuous p.d. functions F : (−a, a)→ C.
Corollary 5.10. All selfadjoint extensions Aθ ⊃ −iDF have purely atomic spec-
trum; i.e.,
Λθ := spect (Aθ) = discrete subset in R. (5.16)
And for all λ ∈ Λθ,
ker (Aθ − λIHF ) = Ceλ, where eλ (x) = eiλx (5.17)
i.e., all eigenvalues have multiplicity 1. (The set Λθ will be denoted {λn (θ)}n∈Z
following Fig. 5.1. )
Proof. This follows by solving eq. (5.13). 
Corollary 5.11. Let A be a selfadjoint extension of −iDF as before. Suppose
λ1, λ2 ∈ spec (A), λ1 6= λ2, then eλi ∈ HF , i = 1, 2; and 〈eλ1 , eλ2〉HF = 0.
Proof. Let λ1, λ2 be as in the statement, then
(λ1 − λ2) 〈eλ1 , eλ2〉HF = 〈Aeλ1 , eλ2〉HF − 〈eλ1 , Aeλ2〉HF = 0;
so since λ1 − λ2 6= 0, we get 〈eλ1 , eλ2〉HF = 0. 
For explicit computations regarding these points, see also Corollaries 5.29, 5.31,
and 5.32 below.
5.2. The Operator TF
By TF we mean the Mercer operator (4.1) in L2 (0, 1). Let the initial positive
definite function F be as above. Below we show that the corresponding integral
operator TF in L2 (0, 1) is the sum of a Volterra operator and a rank-one operator,
see (5.18).
Bringing in the Volterra operator V (see Lemma 5.12 below) facilitates calcula-
tion of the spectrum for the rank-one perturbation of V , TF = (rank-one) + V , as
it allows us to take advantage of the known filter of invariant subspace for V ; see
e.g., [Arv85, BO05].
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Lemma 5.12. Let F (x) = e−|x|, |x| < 1, and let TF : L2 (0, 1) → L2 (0, 1) be the
Mercer operator, i.e., (TF f) (x) =
´ 1
0 f (y)F (x− y) dy. Then,
(TF f) (x) = 2
ˆ x
0
sinh (y − x) f (y) dy + ex
ˆ 1
0
ϕ (y) e−ydy, ∀f ∈ L2 (0, 1) ; (5.18)
which is a rank-1 perturbation of the Volterra operator
(V f) (x) = 2
ˆ x
0
sinh (y − x) f (y) dy, ∀f ∈ L2 (0, 1) .
Proof. Recall that T−1F is a selfadjoint extension of the elliptic operator
1
2
(
I − ( ddx)2) ∣∣∣C∞c (0,1)
in L2 (0, 1). Thus for h := TF f , f ∈ L2 (0, 1), we have
h′′ = h− 2f. (5.19)
Now we solve the ODE in (5.19) for h.
For this, write h = hp + homogeneous soln.
Let hp := 2
´ x
0 sinh (y − x) f (y) dy be as in (5.18). We check directly that
h′p (x) = −2
ˆ x
0
sinh (y − x) f (y)dy
h′′p (x) = 2
ˆ x
0
sinh (y − x) f (y)− 2f (x) = h (x)− 2f (x)
i.e., h′′p = hp − 2f . So hp is a particular solution.
Therefore,
h (x) = (TFf) (x) = A cosh (x) +B sinh (x)︸ ︷︷ ︸
homogeneous soln
+ hp (x) (5.20)
Applying the boundary condition hp (0) = h′p (0) = 0 yields
A = B =
ˆ 1
0
e−yf (y)dy;
substituting into (5.20) gives
h (x) = (TF f) (x) = e
x
ˆ 1
0
ϕ (y) e−ydy + hp (x) .
This is the desired statement in (5.18).
Below, we offer a more direct argument:
(TFϕ) (x) =
ˆ 1
0
ϕ (y) e−|x−y|dy
=
ˆ x
0
ϕ (y) ey−xdy +
ˆ 1
x
ϕ (y) e−(y−x)dx
=
ˆ x
0
ϕ (y) (ey−x − ex−y︸ ︷︷ ︸
2 sinh(y−x)
+ ex−y)dy +
ˆ 1
x
ϕ (y) e−(y−x)dx
= 2
ˆ x
0
ϕ (y) sinh (y − x) dy + ex
ˆ x
0
ϕ (y) e−ydy + ex
ˆ 1
x
ϕ (y) e−ydx
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= 2
ˆ x
0
ϕ (y) sinh (y − x) dy + ex
ˆ 1
0
ϕ (y) e−ydy.

We now show that TF is a Greens function for 12
(
I − ( ddx)2).
Lemma 5.13. For all ϕ ∈ C∞c (0, 1), set
f (x) = Fϕ (x) = (TFϕ) (x) =
ˆ 1
0
ϕ (y) e−|x−y|dy, 0 ≤ x ≤ 1.
Then
ϕ = T−1F f =
1
2
(
f − ( ddx)2 f) (5.21)
with boundary condition on f as follows:
f (0) = f ′ (0) =
ˆ 1
0
e−yϕ (y) dy
f (1) = −f ′ (1) = e−1
ˆ 1
0
eyϕ (y)dy.
Proof of lemma 5.13. From the definition of f , we have
f (x) = e−x
ˆ x
0
ϕ (y) eydy + ex
ˆ 1
x
e−yϕ (y) dy
f ′ (x) = −e−x
ˆ x
0
ϕ (y) eydy + ex
ˆ 1
x
ϕ (y) e−ydy
f ′′ (x) = f (x)− 2ϕ (x) ;
i.e.,
ϕ = T−1F f =
1
2
(
f − ( ddx)2 f) .
The boundary conditions on f follow from corollary 5.3, eqs. (5.9)-(5.10). 
Let F : (−1, 1)→ C be a continuous p.d. function. Recall the Mercer operator
TF : L
2 (0, 1)→ L2 (0, 1), by
(TFϕ) (x) =
ˆ 1
0
ϕ (y)F (x− y) dy, ∀ϕ ∈ C∞c (0, 1) ;
which is positive, selfadjoint, and trace class.
In the case F (x) = e−|x|, |x| < 1, we see in (5.21) that
T−1F ⊃ 12
(
I − ( ddx)2) . (5.22)
Proposition 5.14. Let
D := 12
(
I − ( ddx)2) , where (5.23)
dom (D) := {Fϕ : ϕ ∈ C∞c (0, 1)} (5.24)
acting in L2 (0, 1).
Then D = T−1F (see (5.22)); in particular, D is selfadjoint and having purely
atomic spectrum. Moreover, λ ∈ spect (D) iff it satisfies the following equation:
tan k =
2k
k2 − 1 , k
2 > 1 (5.25)
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where k2 := 2λ− 1. See figure 5.2.
Proof. Suppose f, g ∈ dom (D), then f, g satisfy (see (5.9)-(5.10))
h (0)− h′ (0) = h (1) + h′ (1) = 0; and so
〈f, g − g′′〉2 − 〈f − f ′′, g〉2 =
[
f ′g − fg′] (0)− [f ′g − fg′] (1)
=f ′ (0)g (0)− f (0)g′ (0)− f ′ (1)g (1) + f (1)g′ (1)
=f (0)g (0)− f (0)g (0) + f (1)g (1)− f (1)g (1) = 0.
It follows that D is selfadjoint, and T−1F = D by (5.22). Since TF is trace class,
then D has discrete spectrum.
Now we proceed to diagonalize D . Suppose h ∈ dom (D) s.t., Dh = λh, i.e.,
consider the eigenvalue problem h
′′ = −k2h
h (0)− h′ (0) = 0
h (1) + h′ (1) = 0
 (5.26)
where k2 := 2λ−1. By (4.1), trace (TF ) = 1. Since D = T−1F , it follows that λ > 1;
thus k2 = 2λ− 1 > 1.
Let h (x) = Aeikx +Be−ikx, applying the boundary conditions in (5.26) we get
A (1− ik) +B (1 + ik) = 0
A (1 + ik) eik +B (1− ik) e−ik = 0
Setting the determinant of the coefficient matrix to zero yields (5.25). 
Figure 5.2. Solutions to eq. (5.25).
We now turn to a number of a priori estimates valid for the example F (x) = e−|x|
in |x| < 1.
Lemma 5.15. Let F (x) = e−|x|, x ∈ (−1, 1). A continuous function h on [0, 1] is
in HF iff h
′ ∈ L2 (0, 1).
Proof. Let ϕ ∈ C∞c (0, 1), then∣∣∣∣ˆ 1
0
h (x)ϕ (x) dx
∣∣∣∣2 = ∣∣∣∣ˆ 1
0
h (x) T−1F TFϕ (x) dx
∣∣∣∣2
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=
∣∣∣ ˆ 1
0
T
−1/2
F h (x) T
−1/2
F TF︸ ︷︷ ︸
T
1/2
F
ϕ (x) dx
∣∣∣2
≤
∥∥∥T−1/2F h∥∥∥2
2
∥∥∥T 1/2F ϕ∥∥∥2
2
≤ b
(
‖h‖22 + ‖h′‖22
)
︸ ︷︷ ︸
=:C
∥∥∥T 1/2F ϕ∥∥∥2
2
= C 〈ϕ, TFϕ〉L2(0,1) = C ‖Fϕ‖2HF .

Lemma 5.16. Let DF (Fϕ) = Fϕ′ as a skew-Hermitian operator in HF , with
dom (DF ) =
{
Fϕ
∣∣ ϕ ∈ C∞c (0, 1)}; then
dom (D∗F ) =
{
h ∈ HF
∣∣ h′ ∈ HF} and
D∗Fh = −h′
(5.27)
where h′ refers to the weak derivative.
Proof. From the definition of D∗F , the following are equivalent:
(1) h ∈ dom (D∗F ).
(2) h ∈ HF , and ∃C <∞, s.t.∣∣∣〈h,DF (Fϕ)〉HF ∣∣∣2 = ∣∣∣〈h, Fϕ′〉HF ∣∣∣2 ≤ C ‖Fϕ‖2HF
= C
ˆ 1
0
ˆ 1
0
ϕ (y)ϕ (x)F (x− y) dxdy
for all ϕ ∈ C∞c (0, 1).
(3) ∃ b <∞, s.t.∣∣∣∣ˆ 1
0
h (x)ϕ′ (x) dx
∣∣∣∣2 ≤ C 〈ϕ, TFϕ〉2 ≤ C b ˆ 1
0
|ϕ (x)|2 dx (5.28)
where TF = Mercer operator, (TFϕ) (x) =
´ 1
0
ϕ (y)F (x− y) dy. But TF :
L2 (0, 1) → L2 (0, 1) is bounded, selfadjoint, positive, and trace class, so
∃ b <∞ s.t.
|〈ϕ, TFϕ〉2|2 ≤ b
ˆ 1
0
|ϕ (x)|2 dx (5.29)
and (5.28) follows. Hence h′ ∈ L2 (0, 1) .
Claim. h′ ∈ HF where (′) = ddx = the distributional (weak) derivative.
Proof. To prove this note that∣∣∣∣ˆ 1
0
h′ (x)ϕ (x) dx
∣∣∣∣2 ≤ C ‖Fϕ‖2HF (5.30)
and since h′ ∈ L2 (0, 1), it follows that h is continuous. So (5.30) =⇒h′ ∈ HF . 
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By definition of D∗F (relative to the HF inner product) we have
〈D∗Fh, Fϕ〉HF = 〈h, Fϕ′〉HF , ∀ϕ ∈ C∞c (0, 1) . (5.31)
Computation of the two sides in (5.31) yields:(
LHS(5.31) =
)ˆ 1
0
(D∗Fh) (x)ϕ (x) dx =
ˆ 1
0
h (x)ϕ′ (x) dx
(
= RHS(5.31)
)
∀ϕ ∈ C∞c (0, 1); which shows that D∗Fh = −h′ where h′ is the weak derivative (in
the sense of Schwartz distributions.)

Corollary 5.17. If h ∈ dom (D∗F ), then h and h′ ∈ HF .
Remark 5.18. The result in proposition 5.6 is general, and applies to any continuous
p.d. function F : (−a, a)→ C, s.t., D(F ) has indices (1, 1).
Note
dom (DF ) ⊂
{
h ∈ HF
∣∣ h (0) = h′ (0) , h (1) = −h′ (1)} (5.32)
m
D∗F (F0) = F0, D
∗
F (F1) = −F1 (5.33)
so, (
1 −1
1 1
)(
h (0) h (1)
h′ (0) h′ (1)
)
︸ ︷︷ ︸
Wronskian
=
(
0 h (1)− h′ (1)
h (0)− h′ (0) 0
)
(5.34)
Theorem 5.19. Let F : (−a, a)→ C be any continuous and p.d. function, and set
f (x) = Fϕ (x) =
ˆ a
0
ϕ (y)F (x− y)dy, ∀ϕ ∈ C∞c (0, a) ;
then
f (0) = f ′ (0) , for all ϕ ⇐⇒ F0 = F ′0
f (a) = −f ′ (a) , for all ϕ ⇐⇒ Fa = −F ′a
where the derivatives are in the sense of distribution.
Proof. By definition,
f (x) =
ˆ x
0
ϕ (y)F (x− y) dy +
ˆ a
x
ϕ (y)F (x− y) dy
f ′ (x) =
ˆ x
0
ϕ (y)F ′ (x− y) dy +
ˆ a
x
ϕ (y)F ′ (x− y) dy
+ ϕ (x)F (0)− ϕ (x)F (0)︸ ︷︷ ︸
=0
.
So
f (0) =
ˆ a
0
ϕ (y)F (0− y) dy
f ′ (0) =
ˆ a
0
ϕ (y)F ′ (0− y)dy =
ˆ a
0
ϕ′ (y)F (0− y) dy
f (a) =
ˆ a
0
ϕ (y)F (a− y)dy
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f ′ (a) =
ˆ a
0
ϕ (y)F ′ (a− y) dy =
ˆ a
0
ϕ′ (y)F (a− y) dy
and the theorem follows. 
Recall that D∗F (h) = −h′, ∀h ∈ dom (D∗F ), where DF is a skew Hermitian
operator in HF . Let F0 and Fa be the kernel functions at the endpoints:
〈F0, h〉HF = h (0) , 〈Fa, h〉HF = h (a) .
Corollary 5.20. Let F : (−a, a) → C be a continuous, p.d. function, and let
DF : Fϕ 7→ Fϕ′ be as usual; then f = Fϕ satisfies the following boundary conditions
(kernels at endpoints):
f (0) = f ′ (0) , for all ϕ ⇐⇒ D∗F (F0) = F0
f (a) = −f ′ (a) , for all ϕ ⇐⇒ D∗F (Fa) = −Fa
where F0 and Fa are the kernel of the RKHS HF .
Lemma 5.21. The following are equivalent:
(1) F ′ϕ (0) = Fϕ (0).
(2) F0 ∈ dom (D∗F ) and D∗F (F0) = F0.
(3) F0 (x) = const · e−x.
Proof. Note that
F ′ϕ (x) =
ˆ a
0
ϕ′ (x− y)F (y) dy, ∀ϕ ∈ C∞c (0, a) .
Hence (1) ⇐⇒
〈F0, Fϕ′〉HF = 〈F0, Fϕ〉HF ⇐⇒ F0 ∈ dom (D∗F )
note Fϕ′ = DF (Fϕ); and
〈D∗F (F0) , Fϕ〉HF = 〈F0, Fϕ〉HF , ∀ϕ ∈ C∞c (0, a)
m
F0 ∈ dom (D∗F ) , and D∗F (F0) = F0, which is (2).
But we always have (2)⇔(3). 
Remark 5.22. If F (x) = e−|x|, |x| < 1, we have F0 = e−x and D∗FF0 = F0. But
for F (x) = 1 − |x|, |x| < 12 ; F0 = 1 − x, 0 ≤ x ≤ 12 , and D∗F (F0) = 1 = constant
function 1. See figures 5.3-5.4.
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Figure 5.4. F (x) = 1− |x|, x ∈ (− 12 , 12)
Figure 5.3. F (x) = e−|x|, x ∈ (−1, 1)
For the conclusions in the examples below, compare with lemma 5.21.
Example 5.23. Let F (x) = 1− |x|, |x| < 12 . Set
f (x) = Fϕ (x) =
ˆ 1
2
0
ϕ (y)F (x− y) dy
=
ˆ x
0
ϕ (y) (1− x+ y) dy +
ˆ 1
2
x
ϕ (y) (1− y + x) dy.
Then,
f ′ (x) = −
ˆ x
0
ϕ (y) dy +
ˆ 1
2
x
ϕ (y)dy
f ′′ (x) = −2ϕ (x) ;
so
ϕ = T−1F f = − 12
(
d
dx
)2
f.
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For the boundary conditions, we have
f (0) =
ˆ 1
2
0
ϕ (y) (1− y) dy,
f ′ (0) =
ˆ 1
2
0
ϕ (y) dy,
f
(
1
2
)
=
ˆ 1
2
0
ϕ (y)
(
1
2 + y
)
dy,
f ′
(
1
2
)
= −
ˆ 1
2
0
ϕ (y)dy 6= ±f ( 12) ,
where f (0)− f ′ (0) = − ´ 12
0
yϕ (y) dy 6= 0.
5.3. The Spectra of the s.a. extensions Aθ ⊃ −iDF
Let F (x) = e−|x|, |x| < 1. Define DF (Fϕ) = Fϕ′ as before, where
Fϕ (x) =
ˆ 1
0
ϕ (y)F (x− y)dy
=
ˆ 1
0
ϕ (y) e−|x−y|dy, ∀ϕ ∈ C∞c (0, 1) .
And let HF be the RKHS of F .
Lemma 5.24. For all ϕ ∈ C∞c (0, 1), and all h, h′′ ∈ HF , we have
〈Fϕ, h〉HF =
〈
Fϕ,
1
2 (h− h′′)
〉
2
− 12 [W ]10 (5.35)
where
W = det
[
h Fϕ
h′ Fϕ′
]
. (5.36)
Setting l := Fϕ, we have
[W ]10 = −l (1) (h (1) + h′ (1))− l (0) (h (0)− h′ (0)) . (5.37)
Proof. Note
〈Fϕ, h〉HF =
ˆ 1
0
ϕ (x) h (x) dx (reproducing property)
=
〈
1
2
(
I − ( ddx)2)Fϕ, h〉2
=
〈
Fϕ,
1
2 (h− h′′)
〉
2
− 12 [W ]10 .
Set l := Fϕ ∈ HF , ϕ ∈ C∞c (0, 1). Recall the boundary condition in corollary 5.3:
l (0)− l′ (0) = l (1) + l′ (1) = 0.
Then
[W ]
1
0 =
(
l′h− lh′) (1)− (l′h− lh′) (0)
= −l (1)h (1)− l (1)h′ (1)− l (0)h (0) + l (0)h′ (0)
= −l (1) (h (1) + h′ (1))− l (0) (h (0)− h′ (0))
which is (5.37). 
Corollary 5.25. eλ ∈ HF , ∀λ ∈ R.
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Proof. By theorem 2.9, we need the following estimate: ∃C <∞ s.t.∣∣∣∣ˆ 1
0
ϕ (x) eλ (x) dx
∣∣∣∣2 ≤ C ‖Fϕ‖2HF . (5.38)
Butˆ 1
0
ϕ (x) eλ (x) dx =
〈
1
2
(
I − ( ddx)2)Fϕ, eλ〉2
=
〈
Fϕ,
1
2 (eλ − e′′λ)
〉
2
− 1
2
[W ]
1
0
= 12
(
1 + λ2
) 〈Fϕ, eλ〉2 − 12 (−l (1) (1 + iλ) eiλ − l (0) (1− iλ)) ;
see (5.35)-(5.37). Here, l := Fϕ.
It suffices to show
(i) ∃C1 <∞ s.t.
|l (0)|2 and |l (1)|2 ≤ C1 ‖Fϕ‖2HF .
(ii) ∃C2 <∞ s.t. ∣∣〈Fϕ, eλ〉2∣∣2 ≤ C2 ‖Fϕ‖2HF .
For (i), note that
|l (0)| = ∣∣〈F0, l〉HF ∣∣ ≤ ‖F0‖HF ‖l‖HF = ‖F0‖HF ‖Fϕ‖HF
|l (1)| = ∣∣〈F1, l〉HF ∣∣ ≤ ‖F1‖HF ‖l‖HF = ‖F1‖HF ‖Fϕ‖HF
and we have
‖F0‖HF = ‖F1‖HF = 1
‖l‖2
HF
= ‖Fϕ‖2HF = ‖TFϕ‖
2
2 ≤ λ21 ‖ϕ‖22 <∞
where λ1 is the top eigenvalue of the Mercer operator TF (lemma 4.1).
For (ii), ∣∣〈Fϕ, eλ〉2∣∣2 = |〈TFϕ, eλ〉2|2
=
∣∣∣〈T 1/2F ϕ, T 1/2F eλ〉
2
∣∣∣2
≤
∥∥∥T 1/2F ϕ∥∥∥2
2
∥∥∥T 1/2F eλ∥∥∥2
2
(by Cauchy-Schwarz)
= 〈ϕ, TFϕ〉2
∥∥∥T 1/2F eλ∥∥∥2
2
≤ ‖Fϕ‖2HF ‖eλ‖
2
2 = ‖Fϕ‖2HF ;
where we used the fact that
∥∥∥T 1/2F eλ∥∥∥2
2
≤ λ1 ‖eλ‖22 ≤ 1, since λ1 < 1 = the right
endpoint of the interval [0, 1] (see lemma 4.1), and ‖eλ‖2 = 1.
Therefore, the corollary follows. 
Corollary 5.26. For all λ ∈ R, and all Fϕ, ϕ ∈ C∞c (0, 1), we have
〈Fϕ, eλ〉HF = 12
(
1 + λ2
) 〈Fϕ, eλ〉2 (5.39)
+ 12
(
l (1) (1 + iλ) eiλ + l (0) (1− iλ)) .
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Proof. By lemma 5.24,
〈Fϕ, eλ〉HF =
〈
Fϕ,
1
2 (eλ − e′′λ)
〉
2
− 12 [W ]10 .
where
1
2 (eλ − e′′λ) = 12
(
1 + λ2
)
eλ; and
[W ]
1
0
(5.37)
= −l (1) (1 + iλ) eiλ − l (0) (1− iλ) , l := Fϕ.

Lemma 5.27. For all Fϕ, ϕ ∈ C∞c (0, 1), and all λ ∈ R,
〈Fϕ, eλ〉HF = 〈ϕ, eλ〉2 . (5.40)
In particular, set λ = 0, we get
〈Fϕ,1〉HF =
ˆ 1
0
ϕ (x) dx =
1
2
ˆ 1
0
(
Fϕ − F ′′ϕ
)
(x) dx
=
1
2
(
〈Fϕ,1〉2 −
〈
F ′′ϕ ,1
〉
2
)
≤ C ‖Fϕ‖H
Proof. Eq. (5.40) follows from basic fact of the Mercer operator. See section 4 for
details. It suffices to note the following estimate:ˆ 1
0
F ′′ϕ (x) dx = F
′
ϕ (1)− F ′ϕ (0)
= −e−1
ˆ 1
0
eyϕ (y) dy −
ˆ 1
0
e−yϕ (y) dy
= −Fϕ (1)− Fϕ (0) ≤ 2 ‖Fϕ‖H .

Corollary 5.28. For all λ ∈ R,
〈eλ, eλ〉HF =
λ2 + 3
2
. (5.41)
Proof. By corollary 5.26, we see that
〈Fϕ, eλ〉HF =
1
2
(
1 + λ2
) 〈Fϕ, eλ〉2
+
1
2
(
l (1) (1 + iλ) eiλ + l (0) (1− iλ)) ; l := Fϕ. (5.42)
Since {Fϕ : ϕ ∈ C∞c (0, 1)} is dense in HF , ∃Fϕn → eλ in HF , so that
〈Fϕn , eλ〉HF →〈eλ, eλ〉HF
=
1
2
(
1 + λ2
)
+
1
2
(
e−iλ (1 + iλ) eiλ + (1− iλ))
=
1
2
(
1 + λ2
)
+ 1 =
λ2 + 3
2
.
The approximation is justified since all the terms in the RHS of (5.42) satisfy
the estimate |· · · |2 ≤ C ‖Fϕ‖2HF . See the proof of corollary 5.25 for details. 
Note lemma 5.24 is equivalent to the following:
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Corollary 5.29. For all h ∈ HF , and all k ∈ dom
(
T−1F
)
= {Fϕ : ϕ ∈ C∞c (0, 1)},
we have
〈h, k〉
H
=
1
2
(〈h, k〉0 + 〈h′, k′〉0) +
1
2
(
h (0)k (0) + h (1)k (1)
)
(5.43)
and eq. (5.43) extends to all k ∈ HF , since dom
(
T−1F
)
is dense in HF .
Example 5.30. Take h = k = eλ, λ ∈ R, then (5.43) gives
〈eλ, eλ〉H =
1
2
(
1 + λ2
)
+
1
2
(1 + 1) =
λ2 + 3
2
as in (5.41).
Corollary 5.31. Let Aθ ⊃ −iD be any selfadjoint extension in HF . If λ, µ ∈
spect (Aθ), s.t. λ 6= µ, then 〈eλ, eµ〉HF = 0.
Proof. It follows from (5.43) that
2 〈eλ, eµ〉H = 〈eλ, eµ〉0 + λµ 〈eλ, eµ〉0 +
(
1 + ei(µ−λ)
)
= (1 + λµ) 〈eλ, eµ〉0 +
(
1 + ei(µ−λ)
)
= (1 + λµ)
ei(µ−λ) − 1
i (µ− λ) +
(
1 + ei(µ−λ)
)
(5.44)
By corollary 5.7, eq. (5.15), we have
eiλ =
1− iλ
1 + iλ
eiθ, eiµ =
1− iµ
1 + iµ
eiθ
and so
ei(µ−λ) =
(1− iµ) (1 + iλ)
(1 + iµ) (1− iλ) .
Substitute this into (5.44) yields
2 〈eλ, eµ〉H =
−2 (1 + λµ)
(1 + iµ) (1− iλ) +
2 (1 + λµ)
(1 + iµ) (1− iλ) = 0.

Corollary 5.32. Let F (x) = e−|x|, |x| < 1. Let DF (Fϕ) = Fϕ′ , ∀ϕ ∈ C∞c (0, 1),
and Aθ ⊃ −iDF be a selfadjoint extension in HF . Set eλ (x) = eiλx, and
Λθ := spect (Aθ) (= discrete subset in R by Cor. 5.10) (5.45)
Then
F˜θ (x) =
∑
λ∈Λθ
2
λ2 + 3
eλ (x) , ∀x ∈ R (5.46)
is a continuous p.d. extension of F to the real line. Note that both sides in eq.
(5.46) depend on the choice of θ.
The type 1 extensions are indexed by θ ∈ [0, 2pi) where Λθ is given in (5.45), see
also (5.13) in corollary 5.7.
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Corollary 5.33 (Sampling property of the set Λθ ). Let F (x) = e−|x| in |x| < 1,
HF , θ, and Λθ be as above. Let TF be the corresponding Mercer operator. Then
for all ϕ ∈ L2 (0, 1), we have
(TFϕ) (x) = 2
∑
λ∈Λθ
ϕ̂ (λ)
λ2 + 3
eiλx, for all x ∈ (0, 1) .
Proof. This is immediate from corollary 5.32. 
Remark 5.34. Note that the system {eλ | λ ∈ Λθ} is orthogonal in HF , but not in
L2 (0, 1).
Proof. We see in section 5.1 that Aθ has pure atomic spectrum. By (5.28), the set{√
2
λ2+3eλ : λ ∈ Λθ
}
is an ONB in HF . Hence, for F = F0 = e−|x|, we have the
corresponding p.d. extension:
Fθ (x) =
∑
λ∈Λθ
1
‖eλ‖2HF
〈eλ, F 〉HF eλ (x)
=
∑
λ∈Λθ
2
λ2 + 3
eλ (x) , ∀x ∈ [0, 1] . (5.47)
where 〈eλ, F 〉HF = eλ (0) = 1 by the reproducing property. But the RHS of (5.47)
extends to R. See figure 5.5. 
Figure 5.5. θ = 0. A type 1 continuous p.d. extension of F (x) =
e−|x|
∣∣
[−1,1]
in HF .
Corollary 5.35. Let F (x) = e−|x| in (−1, 1), and let HF be the RKHS. Let
θ ∈ [0, 2pi), and let Λθ be as above; then
{√
2
λ2+3eλ | λ ∈ Λθ
}
is an ONB in HF .
Lemma 5.36. Let G be a locally compact abelian group. There is a bijective corre-
spondence between all continuous p.d. extensions F˜ to G of the given p.d. function
F on Ω − Ω, on the one hand; and all Borel probability measures µ on Ĝ, on the
other, i.e., all µ ∈ M (Ĝ) s.t.
F (x) = µ̂ (x) , ∀x ∈ Ω− Ω, where (5.48)
µ̂ (x) =
ˆ
Ĝ
λ (x) dµ (λ) =
ˆ
Ĝ
〈λ, x〉 dµ (λ) , ∀x ∈ G.
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Moreover,
V : HF ∋ Fϕ 7−→ ϕ̂ ∈ L2 (µ)
extends by density to an isometry from HF to L
2 (µ), and
V ∗f = (fdµ)
∨ ∈ HF , where
(fdµ)
∨
:=
ˆ
Ĝ
〈λ, x〉 f (λ) dµ (λ) , ∀f ∈ L2 (µ) .
Proof. This is an immediate application of Bochner’s characterization of the contin-
uous positive definite functions on locally compact abelian groups. See [JPT14]. 
Definition 5.37. Set
Ext (F ) =
{
µ ∈ M (Ĝ)
∣∣∣ s.t. (5.48) holds} .
(See section 3 for type 1 and 2 extensions.)
Corollary 5.38. In the case F = e−|x|, |x| < 1, let Aθ ⊃ −iD be any one of the
s.a. extensions. Let F˜θ (x) be the continuous p.d. extension in (5.46).
(1) Then
F˜θ (x) =
ˆ ∞
−∞
eiλxdµθ (λ) .
(2) And
µθ (·) :=
∑
λ∈Λθ
2δλ
λ2 + 3
, where δλ= Dirac point mass at λ.
(3) And µθ is an extreme point in Ext(F ).
Proof. Follows from the argument in Corollaries 5.32, 5.35, and Lemma 5.36. 
Theorem 5.39. Let HF be the RKHS for F (x) = e
−|x|, x ∈ (−1, 1). Then, for
all complex numbers z, the function ez (x) = e
zx is in HF .
Proof. First, if z is purely imaginary, the function ez is in HF by Coroll. 5.25.
From the lemmas in section 5, we know the defect vectors for the associated skew
Hermitian operator DF . The operator DF has indices (1, 1) in HF . By von Neu-
mann [DS88], we know that ez solves D∗F ez = z ez whenever z has non-zero real
part. Since the indices are (1, 1), the solution for each z must be in HF . 
Below, we consider the converse of corollary 2.10 for the special case where
F (x) = e−|x|, |x| < 1.
Lemma 5.40. Let F (x) = e−|x|, |x| < 1, and let HF be the corresponding RKHS.
Then, for all λ ∈ R, we have
eλ (x) = Fµλ (x) =
ˆ 1
0
F (x− y)dµλ (y) , ∀x ∈ (0, 1) ; where for λ fixed (5.49)
dµλ (y) :=
1
2
(
1 + λ2
)
eλ (y) dy +
1
2
(
(1− iλ) δ0 + (1 + iλ) e−iλδ1
)
.
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Proof. Note by corollary 5.25, eλ ∈ HF for all λ ∈ R.
Let A ⊃ −iD be any of the s.a. extensions, with spect (A) = {λn ∣∣ n ∈ Z};
and let
{
eλn
∣∣ n ∈ Z} be the corresponding eigenfunctions. Set en (x) := eλn (x) =
eiλnx, x ∈ (0, 1). Thus, {en/ ‖en‖HF } is an ONB in HF .
Using the reproducing property, we have
F (x) =
∑
n
1
‖en‖2H
〈en, F0〉 en (x) =
∑
n∈Z
1
‖en‖2H
en (x) , ∀x ∈ (0, 1) . (5.51)
Note in (5.51), we used 〈en, F0〉HF = en (0) = 1.
Now, let dµλ be as in the statement of the lemma. Then,ˆ 1
0
F (x− y) dµλ (y)
by (5.51)
=
∑
n
1
‖en‖2H
ˆ 1
0
en (y)dµ (y)
=
∑
n
1
‖en‖2H
en (x)
[
1
2
(
1 + λ2
) ˆ 1
0
en (y)eλ (y) dy
+
1
2
(
(1− iλ) en (0) + (1 + iλ) e−iλen (1)
)]
=
∑
n
1
‖en‖2H
en (x)
[
1
2
〈en, eλ − e′′λ〉2
+
1
2
(
(1− iλ) en (0) + (1 + iλ) e−iλen (1)
)]
Cor.5.26
=
∑
n
1
‖en‖2H
en (x) 〈en, eλ〉HF
= eλ (x)
thus (5.49)-(5.50) hold. 
Corollary 5.41. For F (x) = e−|x|, |x| < 1, every h ∈ HF takes the form h = Fµh ,
where µh is a complex Borel measure in [0, 1]. Specifically,
h (x) =
ˆ 1
0
e−|x−y|dµh (y) , where (5.52)
dµh (y) :=
∑
n
1
‖en‖2H
〈en, h〉H dµn (y) . (5.53)
Remark 5.42. Note the measure dµh in the corollary does not necessarily have finite
total variation. From (5.53), we conclude that
|µh| <∞⇐⇒
∑
n
1
‖en‖2H
|〈en, h〉H | |µn| <∞;
where |µn| = the total variation of the measure µn, see (5.50).
Proof of corollary 5.41 . By (5.40), for all en, n ∈ Z, ∃µn s.t.
en (x) =
ˆ 1
0
F (x− y) dµn (y) ; where
dµn (y) =
1
2
(
1 + λ2n
)
eλn (y)dy +
1
2
(
(1− iλn) δ0 + (1 + iλn) e−iλnδ1
)
(5.54)
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for all n ∈ Z.
It follows that, for all h ∈ HF , we have
h (x) =
∑
n
1
‖en‖2H
〈en, h〉H en (x)
=
∑
n
1
‖en‖2H
〈en, h〉H
ˆ 1
0
F (x− y)dµn
(Fubini)
=
ˆ 1
0
F (x− y)
∑
n
1
‖en‖2H
〈en, h〉H dµn (y) ;
i.e., we set dµh (y) as in (5.53). 
Remark 5.43. The total variation of the measure µn in [0, 1] is 12
(
1 + λ2n
)
+
√
1 + λ2n,
n ∈ Z.
5.4. Examples of Type 2 Extensions
For F = e−|x|, x ∈ (−1, 1), consider the following family of extensions:
Gr (x) :=

e−1er(1−x) x ≥ 1
e−|x| −1 < x < 1
e−1er(1+x) x ≤ −1
For r ∈ [0, 1], this family of extensions are type 2. See figure 5.6.
The Fourier transform of Gr is
Ĝr (λ) =
ˆ ∞
−∞
Gr (x) e
−iλxdx
=
2e · (λ2 + r2)+ 2(r − 1) (cos(λ) (λ2 − r)+ λ(r + 1) sin(λ))
e · (λ2 + 1) (λ2 + r2) ;
and so
Gr (x) =
ˆ ∞
−∞
eiλx
1
2pi
Ĝr (λ) dλ.
Set
ĝr (λ) :=
1
2pi
Ĝr (λ)
then we get
e−|x| =
ˆ ∞
−∞
eiλxĝr (λ) dλ, ∀x ∈ (−1, 1) .
Indeed,
dµr (λ) := ĝr (λ) dλ, r ∈ [0, 1]
is a family of probability measures that extends e−|x|
∣∣∣
(−1,1)
.
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Figure 5.6. Gr extensions (type 2), r = 0.8
Example 5.44. Considering F (x) = e−|x| for |x| < 1; then the trivial p.d. exten-
sion F˜ (x) := e−|x|, defined for all x ∈ R, is a type 2 extension.
5.5. The Unitary Groups
Starting with a pair (Ω, F ), where F is a prescribed continuous positive definite
function defined on Ω = (−a, a), we study the family of selfadjoint extensions {Aθ}
of the canonical Hermitian operator D(F ) in HF . We show that the corresponding
family of unitary one-parameter group U (F,θ) (t), t ∈ R, acting in HF and generated
by Aθ has an explicit translation representation. It takes an explicit form and
involving systems of boundary conditions, a system defined on functions f in HF ,
and involving both f and the distribution derivative f ′ at the two endpoints x = 0,
and x = a.
We see from proposition 5.6 the unitary one-parameter group
{
Uθ (t)
}
t∈R
gen-
erated by Aθ must be translation acting on continuous functions h on R modulo
h (1) + h′ (1) = eiθ (h (0)− h′ (0)) . (5.55)
But we must therefore look at extensions from [0, 1] to R of the function h s.t.
h : R→ C, h∣∣
[0,1]
∈ HF and satisfies (5.55). See figure 5.7.
Figure 5.7. Extensions preserving the boundary condition (5.55).
The extended function, also denoted h, satisfies
h (x+ 1) + h′ (x+ 1) = eiθ (h (x)− h′ (x)) , ∀x ∈ R (5.56)
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and further h, h′ ∈ HF ; see lemma 5.16. And the functions in (5.56) are invariant
under Uθ (t) : h 7→ h (·+ t), ∀t ∈ R. See figure 5.8. Note this is an induced
representation, see [Ørs79].
Figure 5.8. Uθ (t) : h 7→ h (x+ t), ∀t ∈ R, modulo condition (5.55).
Example 5.45. It is useful to look at the classical example, ddx acting on L
2 (0, 1)
with domain C∞c (0, 1). The selfadjoint extensions are parameterized by e
iθ. Let
Uθ (t) = eitAθ , t ∈ R, as before.
Note the following representation
pi : C (R/Z) −→ H (θ), pi (ϕ) f := ϕf
satisfies the covariance relation
U (θ) (t)pi (ϕ)U (θ) (−t) = pi (ϕ (·+ t)) , ∀t ∈ R.
Therefore, by the theorem of imprimitivity, there exists a unitary representation L
of R/Z on HF , such that U (θ) ≃ indRZ (L).
Now, let L (n) := einθ, n ∈ Z, be a one-dimensional representation of Z. The
unitary one-parameter group
{
T (θ) (t)
}
t∈R
is induced from L, i.e.,
T (θ) = indRZ
(
eiθ
)
acting on
H
(θ)
ind =
{
f : R→ C, f (x+ 1) = eiθf (x)} , where
‖f‖2
H
(θ)
ind
=
ˆ 1
0
|f (x)|2 dx =
ˆ
R/Z
|f (x)|2 dx, ∀f ∈ H (θ)ind ;
such that
(T (θ) (t))f (x) = f (x+ t) , ∀t ∈ R.
Let
W (θ) : H
(θ)
ind −→ L2 (0, 1) , (W (θ)f) (x) = f (x mod Z)
then
U (θ) (t) =W (θ)U
(θ)
ind (t)W
(θ)∗
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i.e., we have the following commutative diagram:
H
(θ)
ind
W (θ)
//
T
(θ)
t =U
(θ)
ind(t)

L2 (0, 1)
U(θ)(t)=eitAθ

H
(θ)
ind
W (θ)
// L2 (0, 1)
Return to F (x) = e−|x|, |x| < 1.
Consider the following two subspaces of HF ,
D0 := dom (DF ) = {Fϕ : ϕ ∈ C∞c (0, 1)}
Dθ := dom (Aθ) =
{
f + c
(
e−x + eiθex−1
)
: f ∈ D0, c ∈ C
}
=
{
h ∈ D∗F : h (1) + h′ (1) = eiθ (h (0)− h′ (0))
}
and note D0 ⊂ Dθ.
Definition 5.46. Let L be a subspace in HF (e.g., L = D0 or Dθ), and let
Mul (L) =
{
f
∣∣ fh ∈ L, ∀h ∈ L}
where fh is point-wise product, i.e., (fh) (x) = f (x) h (x). (Actually f must be a
multiplier of HF as well, i.e., we must have f satisfy that fh ∈ HF , ∀h ∈ HF .)
Theorem 5.47. We have
Mul (D0) = {f s.t. f ′ (0) = f ′ (1) = 0} ; and (5.57)
Mul (Dθ) = {f ∈Mul (D0) s.t. f (0) = f (1) = 0} . (5.58)
Proof.
1. Assume h ∈ D0, i.e., h (0)− h′ (0) = h (1) + h′ (1) = 0. Then,{
(ϕh) (1) + (ϕh)′ (1) = 0
(ϕh) (0)− (ϕh)′ (0) = 0
}
⇐⇒
{
ϕ′ (1)h (1) = 0
ϕ′ (0)h (0) = 0
}
, ∀h ∈ D0;
this gives (5.57).
2. Suppose ϕ ∈ Mul (D0), then ϕ ∈ Mul (Dθ) ⇐⇒ ϕ (0) = ϕ (1). In fact, by
assumption,
(ϕh)
′
(b) = ϕ (b)h′ (b) , ∀b ∈ {0, 1}
and ϕh ∈Mul (Dθ) ⇐⇒
(ϕh)
′
(1) + (ϕh)
′
(1) = eiθ
(
(ϕh) (x)− (ϕh)′ (0)) , ∀h ∈Mul (Dθ)
m
ϕ (1) [h (1) + h′ (1)] = eiθϕ (0) [h (0)− h′ (0)] , ∀h ∈∈Mul (Dθ)
m
ϕ (1) = ϕ (0)
Claim. A = {ϕ : ϕ′ (0) = ϕ′ (1) = 0} (i.e., Mul (D0)) is an algebra.
In fact, (ϕψ)′ (b) = ϕ′ (b)ψ (b) +ϕ (b)ψ′ (b) = 0, if ϕ and ψ are in A , b ∈ {0, 1}.
So A is an algebra.

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Corollary 5.48. If ϕ ∈Mul (Dθ) then
Uθ (t)M (ϕ)Uθ (−t) =M (ϕ (·+ t)) , ∀t ∈ R
where ϕ ∈Mul i.e., h −→ ϕh is bounded in HF .
Corollary 5.49. If ϕ ∈ A1 ∩A2, then the action of M (ϕ) on the boundary values
is as follows (
h (0)− h′ (0)
h (1) + h′ (1)
)
7−→ ϕ (0)
(
h (0)− h′ (0)
h (1) + h′ (1)
)
(Recall ϕ (0) = ϕ (1).)
5.6. Harmonic ONBs in the RKHS HF : Complex Exponentials
Below we give some explicit results on orthonormal bases consisting of complex
exponentials. For this purpose, let Λθ = spectrum (Aθ) in our example F (x) =
e−|x|, |x| < 1, i.e., (see corollary 5.7)
Λθ =
{
eiλx
∣∣∣ λ ∈ R, s.t. λ = θ + tan−1( 2λ
λ2 − 1
)
+ 2npi, n ∈ Z
}
. (5.59)
This covers,mutatis mutandis, the spectral picture for other examples of positive
definite functions F , specified only on a fixed finite interval. And in each such case,
if the indices of DF are (1, 1), we then get, for every fixed value of θ, existence of
systems of orthonormal bases {eλ | λ ∈ Λθ} in the corresponding RKHS HF .
Conclusion: Corollary 5.35. While in classical Fourier analysis, the Fourier
frequencies typically are sampled on a suitable arithmetic progression of points on
the real line, this is not the case for our present case of harmonic bases in HF .
6. Elliptic Positive Definite Functions F
The study of locally defined positive definite continuous functions F (i.e., defined
on some fixed bounded connected subset in Rd) entails boundary value problems for,
and extensions of, constant coefficient, strictly elliptic partial differential operators.
This is explored in the present section. To state these connections, we will need a
few basic facts about Sobolev spaces, which are first reviewed briefly.
6.1. A characterization of HF for elliptic F in terms of the first Sobolev
space of (0, a)
Definition 6.1. Let F : (−a, a) → C be a continuous positive definite function
defined on a finite interval (−a, a), a > 0 fixed. We say that F is elliptic iff the
first Sobolev space H1 (0, a) is contained in HF ; i.e., if every continuous function
on [0, a] such that h′ ∈ L2 (0, a) is in HF .
Equivalently, there exists a second order elliptic operator D , T−1F ⊃ D , and a
finite constant C > 0 s.t.〈
h, T−1F h
〉
L2(0,a)
≤ C
ˆ a
0
(
|h (x)|2 + |h′ (x)|2
)
dx, ∀h ∈ dom(T−1/2F ). (6.1)
Remark 6.2. T−1F is one of the selfadjoint extensions of D
∣∣
C∞c (0,a)
, as a Hermitian
operator in L2 (0, a).
The following examples of F are elliptic.
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Example 6.3. F (x) = e−|x|, −1 < x < 1. A direct computation shows
(TFϕ)
′′
= TFϕ− 2ϕ⇐⇒ ϕ = 12
(
1− ( ddx)2)TFϕ =⇒ T−1F ⊃ 12 (1− ( ddx)2)︸ ︷︷ ︸
=:D
For details, see lemma 5.13.
Example 6.4. F (x) = 1− |x|, − 12 < x < 12 . In this case, we have
(TFϕ)
′′
= −2ϕ⇐⇒ ϕ = − 12
(
d
dx
)2
TFϕ =⇒ T−1F ⊃ − 12
(
d
dx
)2︸ ︷︷ ︸
=:D
See example 5.23.
In the following, we give a spectral representation.
Remark 6.5. The operators
D1 :=
1
2
(
1− ( ddx)2) , D2 := − 12 ( ddx)2
are not selfadjoint in L2 (0, a), a = 1 for D1, and a = 12 for D2; but they have
selfadjoint extensions. T−1F is one of these selfadjoint extensions. Also note that
TF is positive definite, hence T
−1
F is also positive definite.
Proof of TF p.d. =⇒ T−1F p.d. On L2 (0, a)⊖ ker (TF ), we have
TF =
∞∑
k=1
λkPk (6.2)
where {Pk}k∈N are the spectral projections of TF , and λk > 0, for all k ∈ N, and∑
k
λk = trace (TF ) = a. (6.3)
So
T−1F =
∑
k
λ−1k Pk (6.4)
is well-defined, and〈
f, T−1F f
〉
2
=
∑
k
λ−1k ‖Pkf‖22 ≥ 0, ∀f ∈ dom
(
T−1F
)
.
Note
dom
(
T−1F
)
=
{
f :
∑
k
λ−2k ‖Pkf‖22 <∞
}
(6.5)
by the spectral theorem. 
Theorem 6.6. If F : (−a, a) → C is continuous, positive definite, and elliptic,
then {
h :
ˆ 1
0
(
|h (x)|2 + |h′ (x)|2
)
dx <∞
}
⊆ HF . (6.6)
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Proof. We must prove that ifˆ a
0
(
|h (x)|2 + |h′ (x)|2
)
dx <∞, (6.7)
then ∃C <∞ s.t.∣∣∣∣ˆ a
0
h (x)ϕ (x) dx
∣∣∣∣2 ≤ C ‖Fϕ‖2HF , ∀ϕ ∈ C∞c (0, a) . (6.8)
But we have that
Fϕ = TFϕ, ∀ϕ ∈ C∞c (0, a) ⊂ L2 (0, a) (6.9)
where TF is the Mercer operator. Now,
〈h, ϕ〉2 =
〈
h, T−1F TFϕ
〉
2
and if h, h′ ∈ L2 (0, a), then ∃C <∞ s.t.∥∥∥T−1/2F h∥∥∥2
2
≤
(6.1)
C
ˆ a
0
(
|h (x)|2 + |h′ (x)|2
)
dx, ∀h ∈ H1 (0, a)︸ ︷︷ ︸
Soblev1
and so
|〈h, ϕ〉2|2 =
∣∣〈h, T−1F TFϕ〉2∣∣2
=
∣∣∣〈T−1/2F h, T 1/2F ϕ〉
2
∣∣∣2
≤
∥∥∥T−1/2F h∥∥∥2
2
∥∥∥T 1/2F ϕ∥∥∥2
2
≤ C
(ˆ a
0
|h|2 + |h′|2
)
〈ϕ, TFϕ〉2
= const ‖Fϕ‖2HF .

6.2. If F is elliptic then the operator DF has indices (1, 1)
Corollary 6.7. Let F : (−a, a) → C be an elliptic continuous p.d. function and
set DF (Fϕ) = Fϕ′ , ϕ ∈ C∞c (0, a); then DF has deficiency indices (1, 1) as a skew
Hermitian operator in the RKHS HF .
Below, we give a more direct argument for why DF in HF has deficiency indices
(1, 1) in the case where F (x) = 1− |x|, − 12 < x < 12 .
Recall HF consists of continuous function on
[
0, 12
]
, so in particular, certain
restrictions of continuous functions of R.
Lemma 6.8. Let F (x) = 1 − |x|, |x| < 12 , then a continuous function h on
[
0, 12
]
is in HF iff h
′ ∈ L2 (0, 12) where h′ = the distributional derivative.
Proof. Let TF be the Mercer operator, i.e., TF : L2
(
0, 12
)→ L2 (0, 12), and
(TFϕ) (x) =
ˆ 1
2
0
ϕ (y)F (x− y) dy, ∀ϕ ∈ C∞c
(
0, 12
)
.
Recall TF is bounded, positive definite, selfadjoint, and trace class, trace (TF ) = 12 .
Hence T 1/2F and T
−1
F are well-defined, but T
−1
F is unbounded. We showed, in
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example 5.23, that T−1F is a selfadjoint extension of − 12
(
d
dx
)2
with dense domain
C∞c
(
0, 12
)
in L2
(
0, 12
)
.
Now assume h′ ∈ L2 (0, 12). Then for all ϕ ∈ C∞c (0, 12), we have∣∣∣∣∣
ˆ 1
2
0
h (x)ϕ (x) dx
∣∣∣∣∣
2
=
∣∣∣〈h, T−1F TFϕ〉L2(0, 12 )∣∣∣2
=
∣∣∣〈T−1/2F h, T−1/2F TF︸ ︷︷ ︸ϕ
T
1/2
F
〉L2(0, 12 )
∣∣∣2
≤ 1
2
‖h′‖2L2(0, 12 )︸ ︷︷ ︸
=:C
∥∥∥T 1/2F ϕ∥∥∥2
L2(0, 12 )
= C 〈ϕ, TFϕ〉L2(0, 12 ) = C ‖TFϕ‖
2
HF
.
As a result (application of Riesz’ theorem to HF ), we conclude that the function
h represents a unique element in HF ; i.e., we proved that
h′ ∈ L2 (0, 12) =⇒ h ∈ HF .

Corollary 6.9. Let F (x) = 1 − |x|, |x| < 12 . The two functions e±x
∣∣
[0, 12 ]
are in
HF . In particular, DF has deficiency (1, 1).
Proof. An application of lemma 6.8. 
Remark 6.10. The proof of lemma 6.8 shows that the converse implication holds
as well: If a continuous function h on
[
0, 12
]
is in HF , then it follows that its
distributional derivative h′ is in L2
(
0, 12
)
.
The argument applies to every positive definite continuous function F such that
the corresponding Mercer operator TF has T
−1
F be an extension of a second order
elliptic differential operator.
BELOW WE PROVE THE FOLLOWING ASSERTIONS:
6.3. If F is elliptic then its distribution derivative has a Dirac disconti-
nuity at x = 0
6.4. If F is elliptic then there is an associated system of linear conditions
for the kernel functions for HF at the two endpoints 0 and a
6.5. Two examples F = e−|x|, and F = 1− |x|, on the respective intervals,
are elliptic
6.6. Translation representation for the unitary one-parameter groups
U(t) in HF
Corollary 6.11. If F : (−a, a) → C is an elliptic continuous positive definite
function, 0 < a <∞; then the dense domain {Fϕ}ϕ∈C∞c (0,a), i.e, dom (DF ) ⊂ HF ,
is given by a rank-2 subspace of C4 in the form
(h (0) , h′ (0) , h (a) , h′ (a)) .
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The unitary one-parameter group
{
U (θ) (t)
}
t∈R
in HF generated by skew-adjoint
extensions of DF (in HF ) are determined by a pair of boundary conditions:
h ∈ HF ←→ {h, h′} ⊂ L2 (0, a)⊕ L2 (0, a) .
When θ is fixed, then there is a closed subspace L (θ) in L2 (0, a) ⊕ L2 (0, a) such
that
h 7−→ U (θ) (t)h in HF
is equivalent to a translation representation(
T θt , S
θ
t
)
:
{
h 7−→ T (θ)t h (x) = h (x+ t)
h′ 7−→ S(θ)t h′ (x) = h′ (x+ t)
}
in L (θ), ∀s, t ∈ R.
Example 6.12 (Greens-Gauss-Stokes). Recall the elliptic operator − 12
(
d
dx
)2
in
L2
(
0, 12
)
is defined initially on C∞c
(
0, 12
)
; it is densely defined and Hermitian, but
not selfadjoint. To get selfadjoint extensions, we look for dense subspace L ⊂
L2
(
0, 12
)
s.t.
ˆ 1
2
0
h′′ (x) k (x) dx−
ˆ 1
2
0
h (x) k′′ (x) dx = [h′k − hk′]bd ≡ 0, ∀h, k ∈ L ;
where [F ]bd := F [0]− F [1/2], applied to F = h′k − hk′, ∀h, k ∈ L .
Now fix F = 1− |x|, |x| < 12 , consider the Mercer operator
(TFϕ) (x) =
ˆ 1
2
0
ϕ (y)F (x− y) dy =
ˆ 1
2
0
ϕ (y) (1− |x− y|) dy
and set L = LF =
{
TFϕ
∣∣ ϕ ∈ C∞c (0, 12)}. We may restrict to real-valued func-
tions since F is real-valued. Set h = TFϕ, and k = TFψ. Then,
h (0) =
ˆ 1
2
0
(1− y)ϕ (y) dy h′ (0) =
ˆ 1
2
0
ϕ (y) dy
h
(
1
2
)
=
ˆ 1
2
0
(
1
2 + y
)
ϕ (y) dy h′
(
1
2
)
= −
ˆ 1
2
0
ϕ (y)dy
And
[h′k − hk′]bd = 32
(ˆ 1
2
0
ϕ
ˆ 1
2
0
ψ −
ˆ 1
2
0
ϕ
ˆ 1
2
0
ψ
)
= 0.
Hence T−1F is the unique selfadjoint extension of − 12
(
d
dx
)2 ∣∣
C∞c (0, 12 )
in L2
(
0, 12
)
corresponding to the boundary conditions:{
h′ (0) + h′
(
1
2
)
= 0
h (0) + h
(
1
2
)
= 32h
′ (0)
(6.10)
Suppose TFh = λh, then − 12 (λh)′′ = h, and h satisfies (6.10). Let k2 = − 2λ , we
have h = Aeikx +B−ikx, such that(
1 + eik/2
)
A−
(
1 + e−ik/2
)
B = 0
A
(
1 + eik/2 − 32 ik
)
+
(
1 + e−ik/2 + 32 ik
)
B = 0
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Setting the determinant of the coefficient matrix to zero, we then get
tan (k/2) =
4
3k
. (6.11)
Recall that P is a positive polynomial if P (ξ) = Q (ξ)Q (ξ), ∀ξ ∈ R. (In one
variable, every P ≥ 0 is a square; in higher dimensions, sums of squares.)
Lemma 6.13. Fix a > 0. Let P be a positive polynomial (in one variable), and set
D
(P ) = P
(
1
i
d
dx
)
on C∞c (0, a) ⊂ L2 (0, a)
and pick a fundamental solution F = F (P ), so
D
(P )TF (P )ϕ = ϕ, ∀ϕ ∈ C∞c (0, a) .
Then, F (P ) is positive definite, and is extendible.
Example 6.14. Let
D2 = − 12
(
d
dx
)2 ∣∣
C∞c (0, 12 )
in L2
(
0, 12
)
D3 =
1
2
(
I − ( ddx)2) ∣∣C∞c (0,1) in L2 (0, 1)
with the corresponding fundamental solutions
F2 (x) = 1− |x|
F3 (x) = e
−|x|;
i.e., {
D2F2 (· − x) = δx
D3F3 (· − x) = δx
}
⇐⇒
{
D2TF2ϕ = ϕ, ∀ϕ ∈ C∞c
(
0, 12
)
D3TF3ϕ = ϕ, ∀ϕ ∈ C∞c (0, 1)
}
Corollary 6.15. Let F = F (P ), P is positive, then
TF (P ) : L
2 (0, a)→ L2 (0, a) , by
(TF (P)ϕ) (x) =
ˆ a
0
ϕ (y)F (P ) (x− y) dy
is positive definite, selfadjoint, and trace class. Moreover,
T−1
F (P)
⊃ P ( 1i ddx) ∣∣C∞c (0,a).
Setting
h = TF (P)ϕ, and k = TF (P )ψ,
then
W = Q
(
1
i
d
dx
)
h k − hQ (1i ddx) k
satisfying
W (0) =W (a)
by Greens-Gauss-Stokes principle.
Example 6.16. Let F1 (x) = 1− |x| in the interval
(− 12 , 12), and let F ′1 and F ′′1 be
the corresponding distribution derivatives. Let H bet the Heaviside function
H (x) =
{
0 if x < 0
1 if x ≥ 0
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then {
F ′1 = 1− 2H, and
F ′′1 = −2δ0.
(6.12)
Proof. This is immediate from elementary Schwartz to distribution calculus. 
Example 6.17. Let F2 (x) = e−|x| in the interval (−1, 1); then for the respective
distributional derivatives F ′2 and F
′′
2 we have{
F ′2 (x) = (1− 2H (x)) e−|x|, and
F ′′2 (x) = F2 (x)− 2δ (x− 0) .
(6.13)
Proposition 6.18. Let F : (−a, a)→ C be continuous and positive definite. Sup-
pose F is elliptic with F = F (P ) and
P
(
1
i
d
dx
)
TFϕ = ϕ, ∀ϕ ∈ C∞c (0, a) ; (6.14)
then (
P
(
1
i
d
dx
)
F
)
(x) = δ (x− 0) ; (6.15)
in particular F ′ is discontinuous at x = 0.
Proof. Given F as above, let P = P
(
1
i
d
dx
)
be the corresponding elliptic PDO. It has
an even-degree, say 2m, leading term ± ( ddx)2m. Since TFϕ = ϕ∗F , ∀ϕ ∈ C∞c (0, a),
we get
ϕ ∗ δ0 = ϕ = ϕ ∗ P
(
1
i
d
dx
)
F ;
and therefore
δ0 = P
(
1
i
d
dx
)
F = · · · ± F (2m)
from which the assertion follows. 
Remark 6.19. Higher dimensions. The extension from R to Rn when n > 1 is
subtle for a number of reasons:
(i) Rather than just a single Hermitian (symmetric) operatorD(F ) : Fϕ 7−→ 1iFϕ′
in HF , we will need to consider partial derivatives ∂∂xk , k = 1, . . . , n, where n > 1;
so a system of unbounded operators:
D(F ) : Fϕ 7−→ F ∂ϕ
∂xk
,
defined for ϕ ∈ C∞c (Ω), where Ω ⊂ Rn is a given open domain.
(ii) Even for the example n = 1, of F (x) = e−|x| in |x| < 1; passing to high
dimensions yields difficulties as follows: If x = (x1, . . . , xn), λ = (λ1, . . . , λn), and
|x| = (∑nk=1 x2k)1/2; then
e−|x| = Fλ
2npi n−12 Γ(n+ 12
)
1(
1 + |λ|2
)n+1
2
 (x)
where F denotes Fourier transform in Rn, i.e.,
e−|x| =
ˆ
Rn
2npi
n−1
2 Γ
(
n+ 1
2
)
eiλx(
1 + |λ|2
)n+1
2
dλ1 · · · dλn.
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(iii) If F = e−|x| is on open neighborhood Ω ⊂ Rn, and △ = ∑nk=1 ( ∂∂xk)2 is
the Laplacian, it follows from (ii) that
1
2n
(1−△)n+12 F = δ0
taken in the sense of Schwartz distribution; equivalently
1
2n
(I −△)n+12 TFϕ = ϕ, ∀ϕ ∈ C∞c (Ω) ,
and where TF is an n-dimension Mercer operator
(TFϕ) (x) =
ˆ
Ω
ϕ (y)F (x− y) dy, ∀ϕ ∈ C∞c (Ω) .
Note as before, HF is the RKHS obtained by completion of
‖TFϕ‖2HF :=
ˆ
Ω
ˆ
Ω
ϕ (x)ϕ (y)F (x− y)dxdy.
Theorem 6.20. Let Ω ⊂ Rn be open and connected and let F : Ω − Ω → C be
positive definite. Suppose there is a µ ∈ M (Rn), µ ∈ Ext (F ) such that µ has
compact support in Rn; then all the n operators
D
(F )
k : Fϕ 7−→
1
i
F ∂ϕ
∂xk
, k = 1, . . . , n (6.16)
are bounded in HF .
Proof. We need the following:
Lemma 6.21. Let F , Ω, HF , and µ ∈ Ext (F ) be as stated in the theorem; then
‖Fϕ‖2HF =
ˆ
Rn
|ϕ̂ (λ)|2 dµ (λ) (6.17)
where λ = (λ1, . . . , λn) ∈ Rn, and ϕ̂ = the Rn-Fourier transform, and ϕ ∈ Cc (Ω).
Proof. Let F , HF , µ, and ϕ ∈ Cc (Ω) be as stated in the lemma, then
(LHS)(6.17) =
ˆ
Ω
ˆ
Ω
ϕ (x)ϕ (y)F (x− y) dxdy
=
ˆ
Ω
ˆ
Ω
ϕ (x)ϕ (y)
ˆ
Rn
ei(x−y)λdµ (λ) dxdy (since µ ∈ Ext (F ))
=
(by Fubini)
ˆ
Rn
∣∣∣∣ˆ
Ω
ϕ (x) e−ixλdx
∣∣∣∣2 dµ (λ)
=
ˆ
Rn
|ϕ̂ (λ)|2 dµ (λ) = (RHS)(6.17)

Proof of theorem 6.20 continued
Now let ϕ ∈ C∞c (Ω), then by the lemma, we have∣∣∣∣〈Fϕ, D(F )k Fϕ〉
HF
∣∣∣∣ = ∣∣∣∣ˆ
Rn
λk |ϕ̂ (λ)|2 dµ (λ)
∣∣∣∣
≤ diam (suppt (µ))
ˆ
Rn
|ϕ̂ (λ)|2 dµ (λ)
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= diam (suppt (µ)) ‖Fϕ‖2HF (by lemma 6.21)
where
diam (suppt (µ))
= inf
{
k ∈ R+
∣∣ suppt(µ) ⊂ {λ : |λ| ≤ k} } <∞.

Corollary 6.22. The functions
Fk (x) =
(
sinpix
pix
)k
, k = 1, 2, . . .
used in the theory of B-splines, and in Shannon-sampling have this property: That
is, if Fk is defined on an interval (−a, a), then the corresponding Hermitian sym-
metric operators D(Fk) in HF are all bounded, in fact∥∥∥D(Fk) (u)∥∥∥
HF
≤ k
2
‖u‖
HF
(6.18)
holds for all u ∈ HF .
Proof. Fix k, then D(Fk) is defined on its dense domain by
D(Fk) (TFϕ) =
1
i
TFkϕ
′, ∀ϕ ∈ C∞c (0, a) .
The bound k/2 on the RHS in (6.18) arises as follows: Let B = χ(− 12 , 12 )
, then
Fk (x) =
(
sinpix
pix
)k
= (B ∗ · · · ∗B)︸ ︷︷ ︸
k times
∧.

Remark 6.23. Note that the operator bound k/2 on the RHS in (6.18) is indepen-
dent on the size of the interval (−a, a) where Fk is specified.
7. Extension from finite or countably infinite subsets
In this section, we consider extension of positive definite functions defined, ini-
tially, only on some fixed finite or countably infinite subset of R, or of Rn.
An understanding of this problem is of use in a variety of optimization problems,
for example, in the determination of suitable families of splines (from numerical
analysis) involving a choice of a penalty term.
In sampling theory, and in the theory of splines it is of interest to extend positive
definite functions F defined on discrete subsets of R, finite, or infinite.
Below we consider this problem: Let S ⊂ R be a countably discrete subset and
let
F : S − S −→ C (7.1)
be a positive definite function, defined on S − S = {x− y ∣∣ x, y ∈ S}, i.e., we have
for all finite summation, {ck} ⊂ Cfinite, {sk} ⊂ S,∑
j
∑
k
cjckF (sj − sk) ≥ 0, (7.2)
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and let HF denote the corresponding reproducing kernel Hilbert space (of functions
on S) w.r.t.
〈F (· − s) , F (· − t)〉
HF
= F (s− t) , ∀s, t ∈ S. (7.3)
Theorem 7.1. Let S and F be as above, i.e., F is a fixed positive definite function
defined on S − S, and for s ∈ S, set F (· − s) =: Fs. Then F has a continuous
positive definite extension to all of R if and only if there is a finite Borel measure
µ on R such that the assignment W = W(µ), W (Fs) = eis·, s ∈ S, extends to an
isometric linear operator
W˜ : HF −→ L2 (R, µ) . (7.4)
Proof. Step 1. Suppose F has a continuous positive definite extension, say G, to
R, as
F (x) = G (x) , ∀s ∈ S − S; (7.5)
and let µ be the corresponding Borel measure (which exists by Bochner’s theorem)
such that
G (x) = Gµ (x) =
ˆ
R
e−ixλdµ (λ) , x ∈ R.
Now we use (7.3) to compute the HF -norm of∑
k
ckFsk (7.6)
for any finite sum, {ck} ⊂ C, {sk} ⊂ S, where the summation in (7.6) is assumed
finite. We have∥∥∥∥∥∑
k
ckFsk
∥∥∥∥∥
2
HF
=
∑
j
∑
k
cjckF (sj − sk)
=
(by 7.5)
∑
j
∑
k
cjckGµ (sj − sk)
=
(by 7.6)
∑
j
∑
k
cjck
ˆ
R
ei(sj−sk)λdµ (λ)
=
ˆ
R
∣∣∣∣∣∑
k
cke
iskλ
∣∣∣∣∣
2
dµ (λ) .
Hence, introducing W =Wµ as in (7.4),
Wµ (Fs) := e
is· (7.7)
as a function on R, it follows thatWµ extends by linearity and norm-closureHF −→
L2 (R, µ) to yield a well-defined isometry from HF into L2 (R, µ) with the stated
properties.
Step 2. The converse implication is an immediate consequence of the argument
above: If an isometry Wµ exists as in the statement of the theorem, see (7.7), then
a measure µ exists having the stated properties. Then set G = Gµ, L = the positive
definite function from (7.6). We claim that (7.5) holds, i.e., that
F (s1 − s2) = Gµ (s1 − s2) , ∀s1, s2 ∈ S. (7.8)
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Let c1, c2 ∈ C, then
∑
j
∑
k
cjckF (sj − sk) =
ˆ
R
∣∣∣∣∣∣
∑
j
cje
isjλ
∣∣∣∣∣∣
2
dµ (λ) (7.9)
holds.
But both sides in (7.9) is a quadratic from on C2. Since the respective quadratic
forms on the two sides in (7.9) agree, it follows that the extensions must agree, i.e.,
F (sj − sk) =
ˆ
R
e−isjλeiskλdµ (λ)
=
ˆ
R
e−i(sj−sk)λdµ (λ) = Gµ (sj − sk)
which is the desired conclusion (7.8). 
8. Some ONBs in HF
In this section we give a “divided-differences” algorithm for constructing particu-
lar orthonormal bases (ONB) in the RKHSs HF built from a fixed continuous p.d.
function F in a bounded interval J . Our ONB-algorithm is based on operations on
a dyadic multiresolution in the interval J . Our applications include B-splines.
Fix a > 0. Let F : (−a, a)→ C be a continuous positive definite (p.d.) function,
and assume F (0) = 1. We construct an orthonormal basis in the corresponding
reproducing kernel Hilbert space (RKHS) HF . To simplify the notations, we assume
F is real-valued.
Recall that, by continuity, F extends uniquely to the endpoints x = ±a. Set
Fx (y) = F (x− y) , ∀x, y ∈ [0, a] . (8.1)
Proposition 8.1. Fix F : (−a, a) → C p.d., continuous. Let HF be the corre-
sponding RKHS. If S ⊂ [0, a] is a dense subset, then {Fs}s∈S is total, i.e., the
HF -closed subspace of {Fs}s∈S is HF .
Proof. We must show that if h ∈ HF and 〈Fs, h〉 = 0, ∀s ∈ S =⇒ h = 0.
Note 〈Fs, h〉 = h (s) = 0, ∀s ∈ S. Since h is uniformly continuous on [0, a] by
general theory, it follows that h = 0 on [0, a] point-wise. Then,
0 = 〈h, Fϕ〉HF =
ˆ 1
0
h (x)ϕ (x) dx = 0;
i.e., h ⊥ {Fϕ}ϕ∈C∞c (0,a) =⇒ h = 0 in HF . 
Lemma 8.2. Let F : (−a, a) → R be a continuous p.d. function, s.t. F (0) = 1.
Define Fx (y) := F (x− y), for all x, y ∈ [0, a]. Let
RA+2 :=
{
0, 1,
1
2
,
1
4
,
3
4
,
1
8
,
3
8
,
5
8
,
7
8
,
1
16
. . . ,
k
2n
, . . .
}
where (8.2)
S (n) := {k : k = 1, 3, . . . , (odd) < 2n} , n ≥ 1. (8.3)
Suppose the set
{
Fx
∣∣ x ∈ aRA+2 } is linearly independent, then we have an ONB as
follows:
h0 := F0
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h1 :=
1√
1− F 2 (a) (Fa − F (a)F0)
hn,k :=
√
1 + F
(
a
2n−1
)
1 + F
(
a
2n−1
)− 2F 2 ( a2n )
(
F k a
2n
− F
(
a
2n
)
1 + F
(
a
2n−1
) (F (k−1)a
2n
+ F (k+1)a
2n
))
for all k ∈ S (n) (eq. (8.2)), and n = 1, 2, . . .; see table 8.2.
Remark 8.3. In the examples we use in the present paper the assumption of linear
independence is satisfied, i.e., the set
{
Fx
∣∣ x ∈ aRA+2 } is linearly independent in
HF .
Proof of lemma 8.2. Applying the Gram-Schmidt process to (8.2) yields the desired
ONB. Note F0 is a unit vector in HF , since 〈F0, F0〉HF = F (0− 0) = F (0) = 1. 
Remark 8.4. Let RA+2 and S (n) be as in lemma 8.2. The Gram-Schmidt process
represents a transformation{
Fx
∣∣ x ∈ aRA+2 } 7−→ hx, x = ak2n
by an ∞×∞ bounded matrix of tridiagonal form:
0 1 12
1
4
3
4
1
8
3
8
5
8
7
8 · · ·
0 ∗ ∗ ∗ ∗ ∗
1 ∗ ∗ ∗ ∗
1
2 ∗ ∗ ∗ ∗ ∗
1
4 ∗ ∗ ∗
3
4 ∗ ∗ ∗
1
8 0 ∗3
8 ∗
5
8 ∗
7
8 ∗
...
. . .

Hermitian tridiagonal matrices are called Jacobi matrices. Jacobi matrices define
Hermitian operators in l2, which automatically must have indices (0, 0) or (1, 1).
For background on Jacobi-matrices, banded matrices, and more general “sparse”
infinite by infinite matrices, we refer to [Akh65]. For their use in physics, see
[Jør77].
Remark 8.5. Our algorithm for the ONB in HF uses an analogue of “divided dif-
ferences” from numerical analysis [Gau13], as well as the Gram-Schmidt algorithm
used in the theory of orthogonal polynomials [Akh65], and more generally orthog-
onal functions. There, one expresses the Gram-Schmidt algorithm with the use of
suitable tri-diagonal infinite by infinite matrices, so a band of numbers down the
infinite diagonal, and zeroes off the band.
Our present matrix is analogous (see Remark 8.4): It is sparse, but with a slightly
different sparsely-pattern.
For other uses of tri-diagonal infinite by infinite matrices in classical moment
problems, see [Akh65].
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Corollary 8.6. Any f ∈ HF can be expanded as
f (x) = c0h0 (x) + c1h1 (x) +
∞∑
n=1
∑
k∈S(n)
cn,khn,k (x) , ∀x ∈ [0, a] ; where
c0 = f (0)
c1 =
1√
1− F 2 (a) (f (a)− F (a) f (0))
cn,k =
√
1 + F
(
a
2n−1
)
1 + F
(
a
2n−1
)− 2F 2 ( a2n )
[
f
(
k a
2n
)
−
F
(
a
2n
)
1 + F
(
a
2n−1
) (f ( (k − 1) a
2n
)
+ f
(
(k + 1)a
2n
))]
.
Moreover,
‖f‖2
HF
= |c0|2 + |c1|2 +
∞∑
n=1
∑
k∈s(n)
|cn,k|2 . (8.4)
Note, S (n), n = 2, 3, . . ., is as in lemma 8.2, eq. (8.3).
Proof. This follows from the reproducing property in HF . Also note HF consists
of continuous functions on [0, a]. 
Corollary 8.7. Let f be any continuous on [0, a], then:
f ∈ HF ⇐⇒ |c0|2 + |c1|2 +
∞∑
n=1
∑
k∈s(n)
|cn,k|2 <∞; (8.5)
where the coefficients (depend on f) are given in corollary 8.6.
Proof. Immediate. 
Example 8.8. Consider F (x) = 1 − |x|, x ∈ (− 12 , 12), and let HF be the corre-
sponding RKHS. Following the construction in (8.2), we get the ONB in HF ; see
table 8.3. Figure 8.1 below shows the first 5 functions in table 8.3.
Figure 8.1. F (x) = 1− |x|, |x| < 12 .
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Corollary 8.9. Let F (x) = 1 − |x|, x ∈ (− 12 , 12). Let DF (Fϕ) := Fϕ′ , defined
on
{
Fϕ : ϕ ∈ C∞c
(
0, 12
)}
, as a skew Hermitian operator in HF . Then DF has
deficiency indices (1, 1) in HF .
Proof. Expand the defect vectors e±x in the ONB from lemma 8.2, we check nu-
merically the series (for both functions) in (8.5) is convergent. In fact, by (8.4), we
have
‖ex‖2
HF
= 2.76598∥∥e−x∥∥2
HF
= 1.01755.
Therefore e±x are in HF , and DF has indices (1, 1). See also theorem 8.15 below.

Example 8.10. For F (x) = e−|x|, x ∈ (−1, 1), lemma 8.2 yields an ONB in HF ;
see table 8.4. Figure 8.2 blow shows the first 5 functions in table 8.4.
Figure 8.2. F (x) = e−|x|, |x| < 1
Corollary 8.11. Let F = e−|x|, |x| < 1, and HF be the corresponding RKHS.
Define DF (Fϕ) := Fϕ′ , for all ϕ ∈ C∞c (0, 1) as before, so DF is skew Hermitian
in HF . Then ∥∥e−x∥∥
H
=
∥∥ex−1∥∥
H
= 1.
Proof. Expand the functions e−x and ex−1 in the ONB in table 8.4, and we check
numerically the series in (8.5) (for both functions) converges to 1. 
Remark 8.12. In the case F (x) = e−|x|, x ∈ (−1, 1), the defect vectors are F0 and
F1, i.e., the kernels themselves; and so they both have norm 1 in HF . In fact, by
the reproducing property,
‖Fs‖2HF = 〈Fs, Fs〉HF = F (s− s) = F (0) = 1, ∀x ∈ [0, 1] .
The purpose of corollary 8.11 is to offer a numerical evidence and to illustrate the
use of the ONB from table 8.4.
Lemma 8.13. Let F : (−a, a) → C be a continuous p.d. function, and assume
F (0) = 1. Let S be any countable subset of [0, a], such that
ΛS :=
{
Fs
∣∣ s ∈ S}
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is linearly independent. Set
L := spanΛS ⊂ HF ,
and let PL be the projection from HF onto L. Then, for all f ∈ HF ,
f (s) = (PLf) (s) , ∀s ∈ S (8.6)
i.e., f and PLf coincide at the lattice points in S.
Proof. Pick s0 ∈ S. Set h0 := Fs0 . Note ‖h0‖2HF = 〈Fs0 , Fs0〉 = F (s0 − s0) =
F (0) = 1.
Apply Gram-Schmidt process to ΛS yields an ONB in L as
{
hk
∣∣ k = 0, 1, . . .}.
Then,
PLf =
∑
k≥0
〈hk, f〉HF hk = f (s0) h0︸︷︷︸
=Fs0
+
∑
k≥1
〈hk, f〉HF hk, and so
(PLf) (s0) = 〈Fs0 , PLf〉HF = 〈hs0 , PLf〉HF = f (s0) ,
which is the assertion in (8.6). 
B-Splines. Example 8.8 follows from the general construction of B-splines. For
background on box-splines, we refer to [MU03]. Below we illustration its connection
to our extension problem of locally defined p.d. functions.
Set F1 := χ[− 12 , 12 ]
, i.e., the indicator function on the interval
[− 12 , 12]. Taking
Fourier transform, we see that
F1 (x) =
ˆ ∞
−∞
eiλxdµ1 (λ) , where
dµ1 (λ) :=
sinpiλ
piλ
dλ.
For all n ∈ Z+, let Fn := F1 ∗ · · · ∗ F1 be the n-fold convolution of F1, and so
dµn (λ) =
(
sinpiλ
piλ
)n
dλ.
Note that
dµ2k (λ) =
(
sinpiλ
piλ
)2k
dλ
is a positive measure in R, so by Bochner’s theorem F2k is positive definite. See
figure 8.3 below.
Figure 8.3. F1, F2, F3, F4
The functions in figure 8.3 are defined as
F1 (x) = χ[− 12 ,
1
2 ]
(x)
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F2 (x) = (1− |x|)+ = max (0, 1− |x|)
F3 (x) =

1
4
(
3− 4 |x|2
)
|x| < 12
1
8
(
4 |x|2 − 12 |x|+ 9
)
1
2 < |x| < 32
0 |x| ≥ 32
F4 (x) =

1
6
(
3 |x|3 − 6 |x|2 + 4
)
|x| < 1
1
6
(
− |x|3 + 6 |x|2 − 12 |x|+ 8
)
1 ≤ |x| < 2
0 |x| ≥ 2
Lemma 8.14. Let k ∈ Z+, then the support of F2k is in [−k, k].
Proof. Note F2 (x) = (1− |x|)+ = max (0, 1− |x|), x ∈ R, and suppt (F2) ⊂ [−1, 1].
The lemma follows from the fact that suppt (G ∗H) ⊆ suppt (G) + suppt (H), for
all G,H ∈ Cc (R). 
Note the restriction of F2 to
[− 12 , 12] is the p.d. function in example 8.8. The
skew Hermitian operator DF has deficiency indices (1, 1) in the corresponding
RKHS HF2 .
However, the truncation of F4 = F2 ∗ F2 to
[− 12 , 12] has indices (0, 0). See
table 8.1 below.
The following theorem applies to DF in the cases stated above:
Theorem 8.15. Let F : (−a, a) → C be a continuous p.d. function, and let
µ ∈ Ext (F ). Define DF (Fϕ) = Fϕ′ on {Fϕ : ϕ ∈ C∞c (0, a)}, as a skew-Hermitian
operator acting in the RKHS HF . Then
ˆ
R
λ2dµ (λ) =∞⇐⇒ DF has deficiency indices (1, 1) . (8.7)
Proof. See [JPT14, Jør81] for details. 
p.d. function measure condition (8.7) indices
e−|x|, |x| < 1 dλpi(1+λ2)
´
R
|λ|2 dλpi(1+λ2) =∞ (1, 1)
1− |x|, |x| < 12
(
sinpiλ
piλ
)2
dλ
´
R
|λ|2 ( sinpiλpiλ )2 dλ =∞ (1, 1)
F4 = F2 ∗ F2
(
sinpiλ
piλ
)4
dλ
´
R
|λ|2 ( sinpiλpiλ )4 dλ <∞ (0, 0)
Table 8.1. Application of Theorem 8.15.
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Appendix
orthogonal basis in HF ‖·‖2HF ONB
F0 1 h0
Fa − F (a)F0 1− F 2 (a) h1
Fa/2 − F (a/2)1+F (a)Fa − F (a/2)1+F (a)F0 1+F (a)−2F
2(a/2)
1+F (a) h1,1
Fa/4 − F (a/4)1+F (a/2)F0 − F (a/4)1+F (a/2)Fa/2
1+F( a2 )−2F
2( a4 )
1+F( a2 )
h2,1
F3a/4 − F (a/4)1+F (a/2)Fa/2 − F (a/4)1+F (a/2)Fa
1+F( a2 )−2F
2( a4 )
1+F( a2 )
h2,3
Fa/8 − F (a/8)1+F (a/4)F0 − F (a/4)1+F (a/2)Fa/4
1+F( a4 )−2F
2( a8 )
1+F( a4 )
h3,1
F3a/8 − F (a/8)1+F (a/4)Fa/4 − F (a/4)1+F (a/2)Fa/2
1+F( a4 )−2F
2( a8 )
1+F( a4 )
h3,3
F5a/8 − F (a/8)1+F (a/4)Fa/2 − F (a/4)1+F (a/2)F3a/4
1+F( a4 )−2F
2( a8 )
1+F( a4 )
h3,5
F7a/8 − F (a/8)1+F (a/4)F3a/4 − F (a/4)1+F (a/2)Fa
1+F( a4 )−2F
2( a8 )
1+F( a4 )
h3,7
...
...
Table 8.2. F : (−a, a)→ R, continuous, p.d., and F (0) = 1.
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orthogonal basis in HF ‖·‖2HF ONB
F0 1 h0
F 1
2
− 12F0 34 h1
F 1
4
− 12F0 − 12F 12
1
4 h1,1
F 1
8
− 12F0 − 12F 14
1
8 h2,1
F 3
8
− 12F 14 −
1
2F 12
1
8 h2,3
F 1
16
− 12F0 − 12F 18
1
16 h3,1
F 3
16
− 12F 18 −
1
2F 14
1
16 h3,3
F 5
16
− 12F 14 −
1
2F 38
1
16 h3,5
F 7
16
− 12F 38 −
1
2F 12
1
16 h3,7
...
Table 8.3. F (x) = 1− |x|, x ∈ (− 12 , 12)
orthogonal basis in HF ‖·‖2HF ONB
F0 1 h0
F1 − e−1F0 1− e−2 h1
F1/2 − e
−1/2
1+e−1F0 − e
−1/2
1+e−1F1
1−e−1
1+e−1 h1,1
F1/4 − e
−1/4
1+e−1/2
F0 − e−1/41+e−1/2F1/2 1−e
−1/2
1+e−1/2
h2,1
F3/4 − e
−1/4
1+e−1/2
F1/2 − e
−1/4
1+e−1/2
F1
1−e−1/2
1+e−1/2
h2,3
F1/8 − e
−1/8
1+e−1/4
F0 − e−1/81+e−1/4F1/4 1−e
−1/4
1+e−1/4
h3,1
F3/8 − e
−1/8
1+e−1/4
F1/4 − e
−1/8
1+e−1/4
F1/2
1−e−1/4
1+e−1/4
h3,3
F5/8 − e
−1/8
1+e−1/4
F1/2 − e
−1/8
1+e−1/4
F3/4
1−e−1/4
1+e−1/4
h3,5
F7/8 − e
−1/8
1+e−1/4
F3/4 − e
−1/8
1+e−1/4
F1
1−e−1/4
1+e−1/4
h3,7
...
Table 8.4. F (x) = e−|x|, x ∈ (−1, 1),
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