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An Unknown Input Observer-EFIR Combined
Estimator for Electro-Hydraulic Actuator in Sensor
Fault Tolerant Control Application
Syed Abu Nahian, Dinh Quang Truong, Hoang Vu Dao, and Kyoung Kwan Ahn
Abstract—This paper presents a novel unknown input observer
(UIO) integrated extended finite impulse response (EFIR) es-
timator (UIOEFIR) and its application for an effective sensor
fault tolerant control of an electro-hydraulic-actuator (EHA).
The proposed estimator exploits the UIO structure in the EFIR
filter. Thus, it requires only a small number of historical data
(N ) whilst ensuring threefold: i) Sensor fault and system-state
estimation accuracy under time-correlated noise ii) The number
of estimator-design-parameters is significantly minimized. iii)
Robust residual generation. A Lyapunov-stability-based theory
is carried out to study its convergence condition. Next, an EHA-
based test rig has been setup and sensor FTC is performed
by carrying this estimator as a part of fault diagnosis algo-
rithm to evaluate its performance by both simulation and real-
time experiments. Results highlight that under optimal setting
(N = Nopt), the estimator performance is near-accurate to
the very-well-developed Extended Kalman Filter-based unknown
input observer in an undisturbed conditions but significantly
outperformed while dealing with time-correlated noise under
the same control environment. The estimator also shows its
robustness under below-optimal setting (downgrading Nopt by
50%.) while performing in real-time sensor fault-tolerant control.
Index Terms—Extended finite impulse response (EFIR), fault-
tolerant control, electro-hydraulic actuators, fault detection al-
gorithm (FDA), unknown input observer.
I. INTRODUCTION
ELECTRO-HYDRAULIC actuators (EHAs) are well-known in modern industries for their compact size and
ability to perform precise trajectory/high-pressure-based con-
trol tasks [1] in harsh environments. Meanwhile, depending
on applications, sensor faults can be raised at any time while
performing in closed-loop control logic for many reasons.
Such incidents lead to control-instability and can result in
major catastrophes. One smart way to avoid such failure
is by observing the controlled variable using other state-
measurements [2, 3]. However, the control performance may
be seriously affected if the fault raises in the relying sensors.
Therefore, researchers have focused on developing techniques
for estimating the true states under multi-sensor fault condition
and perform sensor FTC [4-8].
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A basic step of designing an FTC for any system is to de-
velop an effective fault diagnosis algorithm (FDA) with three
primary objectives: fault detection, fault isolation (location of
fault), and fault identification (characteristic of the fault) [6].
Finally, based on appropriate FDA outcomes, control law(s)
should be granted to manage the faulty condition. In general,
two approaches of the FDA can be distinguished: i) Model-
based approaches [3, 4], and ii) Data-driven approaches [7,8].
Presently, model-based FDA using observers and estimators
have great significance as system states can be estimated by
engaging the system-dynamics effectively [9-11]. In contrast,
data-driven approaches utilize high dimensional results to
make any decision [12]. For example, an innovative model-
free neural network (NN)-based active fault-tolerant control
scheme was proposed in [8]. Despite its nonlinear tracking
superiority, the technique is difficult to implement for multi-
state fault diagnosis because the designers need to define
the parameter adaptation and control laws for each state in
nominal condition. Additionally, the learning performance and
the architecture of the NN could be hard to be decided if the
system contains switched-nonlinearities like EHA [13].
In the recent past, researchers proposed several model-based
sensor FDAs using state-observers. Back in the early 1970s,
Unknown Input Observer (UIO) was proposed for robust
fault diagnosis which could estimate time-varying unknown
input value [14, 15]. Additionally, fault diagnosis using robust
residual generation was performed by many researchers. Such
as LMI optimization method was carried out by Wu and
Jiang [9] and extended their research in the squirrel-cage
induction motor application [10]. Robust observers like H∞
, sliding mode observer/estimator-based fault diagnosis mech-
anisms were also studied in [4, 16]. Multi-fault detection and
diagnosis using robust observers was also carried out in [17].
Intelligent or agent-based FDA for different nonlinear systems
established in [11, 18-20]. In the EHA applications, Fu studied
fault diagnosis of a large forging hydraulic press by extract-
ing and mapping leakage information [21]. Intelligent and
optimization-based fault diagnosis of EHA can also be found
in several literatures [22, 23]. Though many of the above-
mentioned studies proposed powerful strategies for different
fault scenarios, noise disturbances were forcedly kept at its
upper or lower boundary and required much design effort (such
as the requirement of high-dimensional optimization tools in
the design process). In some studies, process or measurement
noise(s) were not taken under consideration inside the observer
dynamics which can bias the estimation performance. Surely,
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in the unconstrained environment definition, it is a challenge to
estimate individual system state and fault characteristics with
defective sensor outputs. To tackle noise-related problems, a
nonlinear version of the Kalman filter (KF), the so-called
extended Kalman filter (EKF), has been a popular tool for
process fault diagnosis applications, including the EHA [24,
25]. Recently, the UIO adapted modified KF/EKFs was pro-
posed in various fault detection, diagnosis and state estimation
applications [26, 27]. By these methods, system states and
unknown fault estimations under defective sensors can be
efficiently performed. Despite their effectiveness, utilization
of these estimators as a part of the EHA-FDAs still have
important drawbacks due to its infinite-impulse-response (IIR)
structure:
• They suffer from biased estimation as process noises
can be non-additive in the EHA dynamics.
• They require an initial state-vector, prior error co-
variance, and noise statistics those can not always
be known to control engineers.
• The complexity of the covariance matrices assump-
tion increases with the number of states.
• Their estimation performance can be degraded under
time-correlated noise.
Finite impulse response (FIR)-structured Kalman filtering and
its application for fault estimation problem were successfully
carried out in [28]. Here, by using a quadratic minimization
scheme, an estimator was developed with necessary and suffi-
cient conditions that could deal with the sensor fault problem
with white-noise. However, it still requires the covariance-
elements to minimize the cost function defined in Krein space.
Though strong theoretical analysis proved its convergence for
linear systems, it was not carried out for nonlinear dynamics
where linearization error could affect the convergence pro-
cess. Meanwhile, Ref. [29] recently proposed the extended
finite impulse response (EFIR) filter. With N recent past
measurements, it can operate in Kalman-like recursion form
and ensures robustness while overcoming the difficulties of
existing filters such as estimation-divergence under ’non-white
Gaussian’ noise, high-sensitivity of noise statistics in state
estimation, etc. [30]. Thus, it was carried out into many
nonlinear applications successfully [31–33]. But, to the best of
our knowledge, no study of the EFIR has been conducted in
the sensor fault diagnosis field. Certainly, unlike the UIO, the
current form of the EFIR cannot tolerate the unknown inputs.
On the contrary, the existing UIO cannot handle the system-
nonlinearities and noises as discussed before. Consequently, by
integrating an UIO into the EFIR architecture, the unknown
input decoupled stochastic-state estimation can be performed
in the FIR manner. This allows us to overcome the above-
mentioned flaws and generate robust-residuals under the faulty
condition with minimum design-effort. Besides, the challenge
of designing an effective sensor FTC framework that should
work with any error-based control logic can be solved.
In this paper, we present a novel unknown input observer
combined EFIR estimator (UIOEFIR) and apply for the sen-
sor fault-tolerant tracking control of an EHA. The control-
objective here is to maintain the EHA tracking stability under
Figure 1: Schematic of the proposed UIOEFIR
different sensor-fault conditions using the UIOEFIR. Our con-
tributions in this paper are summarized as: Firstly, unlike [29]
and other observer-based fault diagnosis approaches presented
in [8], [18] and [28], the newly developed UIOEFIR can
simultaneously estimate the system states and the unknown
fault magnitude without providing prior-noise-statistics whilst
defining only single parameter N. Thus, the design com-
plexity is significantly minimized. Secondly, by taking the
nonlinearities and linearization error into account, we derive
the estimator convergence condition using Lyapunov-stability-
based analysis which was presumably overlooked in [28].
Thirdly, we incorporate the proposed estimator as a part of
FDA, capable to work with any error-based controller. The
technique is then employed for EHA sensor fault-tolerant
tracking control. To this end, a numerical model of the EHA
is developed and multiple UIOEFIRs are designed for differ-
ent installed-sensors. Then the FTC for EHA is performed
by evaluating robust-residuals evaluation and switching feed-
back signal from faulty to healthy estimation. Consequently,
tracking stability retains. We investigate the performance of
UIOEFIR with both simulation and real-time analysis under
the optimal N = Nopt and 50% downgrade setting of Nopt
respectively. Results are then compared with a very well de-
signed EKF-based UIO (UIOEKF) with known noise statistics.
Results show that, without providing any initial condition
or covariance matrix, the proposed UIOEFIR is equally ef-
ficient as the near-accurately designed UIOEKF. Additionally,
it shows more robustness and improves estimation accuracy
while handling time-correlated noises under similar sensor
fault conditions.
II. DESIGN PROCEDURE OF UIOEFIR ESTIMATOR
Assume a non-linear system with sensor observation is
xk = f(xk−1, uk) +Wk
yk = Zxk + E
j,idj,ik + Vk
(1)
where xk ∈ <K , uk ∈ <L, and yk ∈ <S are the state
vector, control input and measurement vector at time-step k,
respectively; the superscripts K, L and S are the number of
states, control inputs and measurements; f(.) is the nonlinear
function; Z is the output matrix; and Wk and Vk are the
process and measurement noise vector, respectively. dj,ik ∈ <
is a scalar that denotes the evolution of the ith sensor fault
at time-step k and Ej,i = [0... 1...0]T is a standard vector.
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Standard Kalman-like filters are generally hampered when the
fault affects to a sensor (i.e. E[dj,ik ] 6= 0). Here, the UIO plays
a significant role to tackle this problem. A general design
proceedure of the UIO can be found in the supplementary
document. Now, to design robust UIOEFIR, consider the
sensor fault dynamics is expressed by (2) [25, 34]
dj,ik = d
j,i
k−1 + τξk + vi,k (2)
where τ is the sampling time, ξk is the sensor error input and
vi,k ∈ < represents noise during fault. From (1) and (2), the
new system state space representation can be expressed as[
xk
dj,ik
]
︸ ︷︷ ︸
Xk
=
[
f(xk−1, uk)
dj,ik−1
]
︸ ︷︷ ︸
g(Xk−1,uk)
+
[
0
τ
]
︸ ︷︷ ︸
Ek
ξk +
[
Wk
vi,k
]
︸ ︷︷ ︸
Wa,k
yk = [Z E
j,i]︸ ︷︷ ︸
Ck
Xk + Vk
That is
Xk = g(Xk−1, uk) + Ekξk +Wa,k (3)
yk = CkXk + Vk (4)
where Xk ∈ <K+1 is the augmented state vector, Ek is the ith
fault distribution vector. Rk ∈ <L×L and Qk ∈ <K+1×K+1
are in turn the covariance matrices of measurement noise
vector Vk and augmented process noise vector Wa,k. It is
interesting to see that by defining the fault dynamics (2),
the sensor-fault estimation in (1) can be performed as a
similar technique to the actuator-fault estimation with UIO
manner [35, eq. (1)]. Now, since the UIOEFIR exploits EFIR
architecture [29], it requires N ≈ Nopt measurements (N is the
horizon length) at the beginning. The initial state X˜s for time-
step s where s = m+K; m = k −N + 1 are approximated
as
X˜s =
{ [
ys 0
]T
, if s < N − 1
Xˆs, if s ≥ N − 1
(5)
Assumption 1: There is no fault until N time steps are
elapsed (i.e. E[dj,ik ] = 0 for k < N ).
The generalized noise power gain (GNPG) Gs can be
initialized with I(K+1)×(K+1) as there is a negligible noise
reduction while k < N . Next, if rank(CkEk) = rank(Ek) is
satisfied the following UIO-style relations can be derived [15]
Hk = (CkEk)
+ = [(CkEk)
TCkEk]
−1(CkEk)T (6)
G¯ = I − EkHkCk (7)
E¯k = EkHk (8)
Then for l ranges from m + K + 1 to k, prior estimation
X˜−l/l−1, the Jacobian Fl and its extension F¯l, GNPG Gl, gain
Tl, and the estimated states X˜l are derived from (9) to (13):
X˜−l/l−1 = G¯.g(X˜l−1, ul) + E¯kyl (9)
F¯l =
∂g¯(·)
∂X
∣∣∣∣
X=Xˆl−1
= G¯
∂g(·)
∂X
∣∣∣∣
X=Xˆl−1
= G¯Fl (10)
Gl =
[
Ck
TCk +
(
F¯lGl−1F¯Tl
)−1]−1
(11)
Tl = GlCk
T (12)
Algorithm 1 The UIOEFIR estimator algorithm
Input: yk, K, N
while (k < N − 1) SET Xˆk = [yk 0]T , Resk = 0K×1
while k ≥ N − 1 do
Hk = (CkEk)
+ = [(CkEk)
TCkEk]
−1(CkEk)T
G¯ = I − EkHkCk; E¯k = EkHk
s = m+ (K + 1)− 1; m = k −N + 1
set X˜s =
{
[ys 0]
T , if s < N − 1
Xˆs, if s ≥ N − 1 and Gs = I
for l = m+K + 1 to k do
X˜−l/l−1 = G¯.g(X˜l−1, ul) + E¯kyl
Gl =
[
Ck
TCk +
(
F¯lGl−1F¯Tl
)−1]−1
; F¯l = G¯Fl
Tl = GlCk
T
X˜l = X˜
−
l/l−1 + Tl(Resl);Resl = (yl − CkX˜−l/l−1)
end for
Xˆk = X˜l, Resk = Resl
k = k + 1
end while
Output: Xˆk, Resk
X˜l = X˜
−
l/l−1 + Tl(Resl)
Resl = (yl − CkX˜−l/l−1)
(13)
where, Resl is the residual matrix. Finally, compute the output
Xˆk = X˜l at l = k. Algorithm 1 further summarizes the design
procedure of UIOEFIR with a schematic in Figure 1.
A. Convergence condition
Let the nonlinear system is expressed at point l as:
Xl = g(Xl−1, ul) + Elξl
yl = CkXl + Vl
(14)
From (13) and (14) the estimation error becomes el = Xl −
X˜l = [I − TlC] el/l−1 where, el/l−1 = Xl − X˜−l/l−1 ≈
F¯l−1el−1 = αl−1F¯l−1el−1 with an unknown diagonal matrix
αl−1 = diag(α1,l−1... αn,l−1). Define Pl/l−1 and Pl be the
the prior state covariance matrix and state covariance matrix
at point l respectively. For iteration ranges from l to k with
any initial value X˜s, the estimation of UIOEFIR converges to
suboptimal region under the following condition:
Theorem 1. Given any variable ϕ where 0 < ϕ < 1,
λ(.) , λ¯(.) and κ(.) denotes the minimum, the maximum
eigenvalues and condition number of (.), respectively, if
λ¯(αl−1) 6
[
(1− ϕ)
λ¯
(
F¯l−1
)2
κ(Pl−1)
] 1
2
then the proposed UIOEFIR is asymptotically convergent.
Proof. From (6)-(8) and (10) we find the extension of Jacobian
matrix:
F¯l−1 = G¯Fl−1
= [I − Ek[(CkEk)T (CkEk)]−1(CkEk)TCk]Fl−1
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Now, rank
(
Ek[(CkEk)
T
(CkEk)]
−1
(CkEk)
T
Ck
)
≤
min (rank (Ek) , rank (Ck)). As τ > 0, Ek in (3) is a
non-zero vector, F¯l−1 becomes singular. From [28], we have:
Pl/l−1 = F¯l−1Pl−1F¯
T
l−1 +Ql−1
Pl = (I − TlCk)Pl/l−1(I − TlCk)T + TlRlTTl
Consider a Lyapunov candidate function
Vl = e
T
l P
−1
l el
= eTl−1F¯
T
l−1αl−1[I − TlCk]TP−1l [I − TlCk]αl−1F¯l−1el−1
(15)
Let, X = [I − TlCk]. By binomial matrix inversion lemma
P−1l =
[
XlPl/l−1XTl + TlRlT
T
l
]−1
= X−Tl P
−1
l/l−1X
−1
l −X−Tl P−1l/l−1X−1l
×
[
X−Tl P
−1
l/l−1X
−1
l + T
−T
l R
−1
l T
−1
l
]−1
×
[
X−Tl P
−1
l/l−1X
−1
l
] (16)
Next, by manipulating (16) and (15), we get
Vl = e
T
l−1F¯
T
l−1αl−1
[
P−1l/l−1 − P−1l/l−1
[
P−1l/l−1
+XTl T
−T
l R
−1
l T
−1
l Xl
]−1
P−1l/l−1
]
αl−1F¯l−1el−1
(17)
Now, using (12)
T−1l = (GlCk
T )−1
= Ck + Ck
−T [F¯l−1Gl−1F¯Tl−1]−1
T−1l Xl = T
−1
l [I − TlCk]
= Ck
−T [F¯l−1Gl−1F¯Tl−1]−1
(18)
From (17) and (18), we find
Vl = e
T
l−1F¯
T
l−1αl−1
[
P−1l/l−1 − P−1l/l−1
[
P−1l/l−1
+[F¯l−1Gl−1F¯Tl−1]
−T
Ck
−1R−1l Ck
−T
×[F¯l−1Gl−1F¯Tl−1]−1]−1P−1l/l−1
]
αl−1F¯l−1el−1
(19)
And Vl−1 = eTl−1P
−1
l−1el−1. If ϕ; 0 < ϕ < 1, be the parameter
subject to the exponential convergence rate [36] then the
condition Vl−(1−ϕ)Vl−1 ≤ 0 must be satisfied. By inserting
the values of Vl and Vl−1, we obtain
eTl−1
(
F¯Tl−1αl−1P
−1
l/l−1αl−1F¯l−1 − F¯Tl−1αl−1P−1l/l−1
×
[
P−1l/l−1 +
[
F¯l−1Gl−1F¯Tl−1
]−T
Ck
−1R−1l Ck
−T
×[F¯l−1Gl−1F¯Tl−1]−1
]−1
P−1l/l−1αl−1F¯l−1
−(1− ϕ)P−1l−1
)
el−1 ≤ 0
(20)
The inequality of the Rayleigh quotient for Λ>0 is expressed
as λ(Λ) 6 e
T
l−1Λel−1
eTl−1el−1
6 λ¯(Λ) and therefore
λ¯
(
F¯Tl−1αl−1P
−1
l/l−1αl−1F¯l−1
)
− λ
(
F¯Tl−1αl−1P
−1
l/l−1
×
[
P−1l/l−1 +
[
F¯l−1Gl−1F¯Tl−1
]−T
Ck
−1R−1l Ck
−T
×[F¯l−1Gl−1F¯Tl−1]−1]−1P−1l/l−1αl−1F¯l−1)
−(1− ϕ)λ−
(
P−1l−1
)
6 0
(21)
Now, since F¯l−1 is a singular matrix, λ−
(
F¯l−1
)
= 0; and
Ql−1 is a positive definite. So using the Weyl’s inequality,
λ−
(
Pl/l−1
)
6 λ−
(
P¯l−1
)
and from (21), the positive part:
λ¯
(
F¯Tl−1αl−1P
−1
l/l−1αl−1F¯l−1
)
6 λ¯(αl−1)2λ¯
(
F¯l−1
)2
λ−(Pl−1)
−1
And the negative part:
λ(...) > λ(αl−1)2λ
(
F¯l−1
)2
λ
(
P−1l/l−1
)2
λ
([
P−1l/l−1+[
F¯l−1Gl−1F¯Tl−1
]−T
Ck
−1R−1l Ck
−T [F¯l−1Gl−1F¯Tl−1]−1]−1
)
Therefore, (21) becomes
λ¯(αl−1)
2
λ¯
(
F¯l−1
)2
λ−(Pl−1)
−1
6
λ−(αl−1)2λ−(F¯l−1)
2
λ−
(
P−1
l/l−1
)2
λ−(Ck)2
λ−(Ck)2λ¯
(
P−1
l/l−1
)
+λ¯
(
[F¯l−1Gl−1F¯Tl−1]
−1)2
λ¯(R−1l )
+(1− ϕ)λ−
(
P−1l−1
) (22)
Let κ(Pl−1) = λ¯(Pl−1)/λ−(Pl−1) and putting λ−
(
F¯l−1
)
= 0
λ¯(αl−1) 6
[
(1− ϕ)
λ¯
(
F¯l−1
)2
κ(Pl−1)
] 1
2
(23)
And proves Theorem 1.
Remark 1: In contrast to the previous works [16] and [28],
where convergence were studied with the expectation of fixed
variences or output quantization errors, this paper investigates
the boundary of linearization error for any nonlinear systems
while designing the sensor fault estimator.
III. APPLYING UIOEFIR IN SENSOR FAULT-TOLERANT
TRACKING CONTROL
Technically, a sensor FTC should act as a conventional
closed-loop control logic. Under the no-fault condition, the
sensor fault detection, isolation, and identification should be
performed successively if any fault appears. Finally, control-
logic reconfiguration is needed to maintain overall stability.
Here, a simple sensor FTC architecture is realized in Figure. 2.
A bank of UIOEFIRs monitors the plant outputs and performs
state estimations. Next, based on their residual evaluation,
healthy estimations and proper fault signal are classified by
the sensor fault detection and isolation (FDI). Later, recon-
figuration is performed by switching between stabilizing con-
trollers [37]. The sensor FDI and the tracking-error-generation
modules then generate the reconfigurable tracking error e∗
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Figure 2: Sensor FTC for the EHA system
and feed to the controller C˜. Next, the controller performs
trajectory tracking according to the reference provided. The
e∗ calculation and sensor FDI design steps are summerised as
follows:
i) Fault detection and isolation: Firstly, using Algorithm 1,
ℵ UIOEFIRs; ℵ ∈ {1, 2, ...l, ...j} are developed for the system
(1) with {f1,f2, ...fi} sensors. Then, the jth UIOEFIR esti-
mates the state Xˆjk and generates the residual vector Res
j
k(i)
at time step k. Now, define
βr = 0 ; r ∈ ℵ\{`}
β` = 1 ; ` = {j ∈ ℵ| − j(i) < Resjk(i) < j(i)}
(24)
here {`} is a set of healthy UIOEFIR estimators and there
exist no sensor faults when {`} = ℵ satisfies. The sensor f`
can be announced faulty when all of the associated residual-
elements exceed the threshold |j(i)| except for the estimator
j ∈ {`}. Here j(i) is calculated as: Let, σ2j (i) is the ith
residual-variance from jth observer. So, in fault free condi-
tion, we calculate the residual mean rj(i) = E[Res
j
k(i)] =
1/N
∑N
h=1Res
j
h(i) and σ
2
j (i) = 1/N
∑N
h=1(Res
j
h(i) −
rj(i))
2. Finally, j(i) = (rj(i) + η(i)σj(i)), where η(i) is
the tolerance parameter subjected to the uncertainty boundary
of the system. This value can be obtained by a simple
characterisation test on the system when it is stationary.
ii) Error signal generation: The sensor FDI and the control
error generation module takes yk(i) from the tracking sensor
fi and Resjk. We define the ith state tracking error and
associated estimator tracking error as (25).
ea = yk(i)−Refk(i); eˆj = Xˆjk(i)−Refk(i) (25)
where Refk(i) is the tracking reference signal for closed-
loop controller. At ”no-fault” condition, error e∗ = ea should
be maintained for conventional tracking operation. Once fl
sensor becomes faulty, e∗ is reconfigured and obtained by
average healthy estimates: e∗ =
∑j
p=1 βpeˆj∑j
p=1 βp
. Algorithm 2
then summarizes the decision of the sensor FDI and e∗
generation principle. It is noted that in case of all-sensors
failure condition, no healthy estimation would exist (` = {φ})
because all of the estimator- residuals exceed the pre-set
thresholds. Consequently, emergency-stop decision is made
for further protection. Based on the modified tracking er-
ror definition, controller C˜ then generates the control effort
uk ∈ {Γ(ea),Γ(ej)} with the following assumption.
Algorithm 2 Sensor FDI & effective tracking error generation
Define, (24)
if {`} = ℵ then
decision: No fault occurred
set e∗ = ea = yk(i)−Refk(i)
else if {`} 6= ℵ and {`} ⊂ ℵ then
decision: (a) fault is detected at f` sensor (b) Associated
estimate is Xˆ`k from `
th UIOEFIR estimator
set e∗ =
∑j
p=1 βpeˆj∑j
p=1 βp
else
decision: emergency stop (for ` = {φ})
set e∗ = 0, or Γ(ea) = 0
end if
Output: e∗, decision
Assumption 3: The LTI controller C˜ is at least an asymp-
totic stable for error input ea under no-fault condition (i.e.
Γ(ea) is stable for d
j,i
k = 0)
Remark 2 (Stability in FTC): When sensor FDA incorpo-
rates, switching of control efforts takes place and the overall
closed loop stability then depends on: (i) Stability of Γ(ea),
(ii)Stability of Γ(ej), and (iii) Stability within switching
period. One can satisfy (i) by developing Lyapunov-based
conventional controller, where (ii) is completely depended on
the convergence condition of UIOEFIR estimation studied in
Section II. Lastly, (iii) can be ensured by introducing a reset
map and without the loss of generality, it can be assumed linear
when the system has low natural frequency and the switching
time is sufficiently small [38, 39]. Now, when a fault dj,ik
appears in ith sensor at time step k, u∗(k) does not rely on
ea anymore but ej(k) and hence, the effect of d
j,i
k diminished.
IV. SENSOR FTC FOR AN EHA
A. Dynamic modeling of an EHA system
Generally, in the EHA (Figure 3a), a motor controls the bi-
directional pump with displacement D at rotational speed ω
and draws Qpump = Dω flow per unit time. Hence, the head-
side pressure Ph in chamber Chh and the rod-side pressure
Pr in chamber Chr are developed. Consequently, the cylinder
piston P with equivalent mass mc moves to its position xp and
experiences the friction force fr. The volumes of chamber
Chh and Chr are calculated as V ∗h = Vch + xpAh and
V ∗r = Vcr + (lc − xp)Ar respectively. Here, Ar, Ah, Vch
and Vcr are in turn the head and rod-side areas of the piston
P and the constant pipe volumes of Chh and Chr. The
hydraulic circuit has been illustrated in Figure 3b. Here, two
pilot-operated check valves v1 and v2 are placed in a way
that, their pilot-pressure lines are connected to Chr and Chh
chambers respectively. That is, the pilot pressures lpx and rpx
of valves v1 and v2 are set as lpx = Pr and rpx = Ph. The
opening areas of v1 and v2 valves lAp and rAp reach to their
maximum Apmax independently when their corresponding
activation pressure lPe(for v1) or rPe(for v2) exceeds pre-set
cracking-pressure Pcrack = 1.5 bar. Otherwise, lAp = Apleak
or rAp = Apleak (Apleak is the leaking area) can be set at the
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of an EHA
closing state of any valves. Hence, fluid enters into the circuit
with flow rate lQv and rQv through lAp and rAp respectively.
The relief valves v3 and v4 allow the leakage of excess fluid
inside the circuit Q3 and Q4. Finally, per unit time, Qh and
Qr flow enter/exit into/from the cylinder. So, Qh, Qr, lQv ,
rQv can be formulated as [38]
Qh = Qpump + lQv −Q3
Qr = −Qpump + rQv −Q4
lAp =
{
Apmax, if lPe > Pcrack
Apleak, otherwise
rAp =
{
Apmax, if rPe > Pcrack
Apleak, otherwise
(26)
lPe = lpx ∗ kpc − Ph
rPe = rpx ∗ kpc − Pr
lQv = Cdl ∗ lAp ∗
√
2 abs(Ph)
ρ sign(−Ph)
rQv = Cdr ∗ rAp ∗
√
2 abs(Pr)
ρ sign(−Pr)
(27)
here kpc, Cdl and Cdr are the valve constants and discharge
coefficients, respectively. If Emax is the bulk modulus of
hydraulic fluid, and the effective bulk moduli: βch and βcr
then the continuity equations of fluid flow are expressed as
βch = Emax(1− e(0.4−2×107Ph))
βcr = Emax(1− e(0.4−2×107Pr))
dPh
dt =
βch
Vch+xpAh
(Qh − x˙pAh)
dPr
dt =
βcr
Vcr+(lc−xp)Ar (Qr + x˙pAr)
(28)
Now, the dynamics of the piston can be described as
mcx¨p = (AhPh−ArPr)−fr; fr =
{
vf1x˙p; x˙p > 0
vf2x˙p; else
(29)
From (26) to (29), the system state vector X =[
x1 x2 x3 x4
]T
=
[
x˙p xp Ph Pr
]T
is as (30)
X˙ =

x˙1
x˙2
x˙3
x˙4
 =

1
mc
(Ahx3 −Arx4 − fr)
x1
βch
Vch+x2Ah
(Qh − x1Ah)
βcr
Vcr+(lc−x2)Ar (Qr + x1Ar)
 (30)
Table I: EHA parameters
Parameters Values
Piston areas Ah, AR 4.91 cm2, 3.76cm2
Opening/leaking areas Apmax/Apleak 7.686mm2/10−6mm2
Bulk modulus of the hydraulic fluid Emax 1.8× 109Pa
Cylinder length lc 150mm
Piston mass mc 0.5kg
Hydraulic fluid density ρ 870Kg/m3
Valve coefficients Cdl, Cdr 0.6
Friction parameters vf1, vf2 600, 580
Valve constant kpc 1.8
Constant Chamber volume Vch, Vcr 0.1 L
Pump displacement D 1.7 cc
(30) can be further discritized using Taylor 1st order approxi-
mation: Xk ≈ Xk−1+τX˙ . Considering the linearization error,
the EHA dynamics can be finally realized as
Xk = g(Xk−1, uk) + τX˙
Yk = ZXk
(31)
where uk = ω is control input, and Yk, g(.), Z, Wk, Vk,
Es,i and ds,ik have their usual meanings (See Section II).
B. Design Procedure of Sensor FTC
A multi-sensor fault-tolerant tracking control is developed
using Algorithms 1 and 2. Here, sensor-faults in the head-
side pressure (Ph) and position (xp) sensors of the EHA are
considered to examine the UIOEFIR estimator performance.
The remainder of the sensors and actuator are assumed to
not be faulty. The target is to perform a position tracking
control task of the EHA in faulty conditions and evaluate
the estimation performance. Although the pressure fault does
not directly affect the position control performance, it can
influence the system safety. Therefore, the sensor FDA should
classify this fault and set an alarm to ensure safe operation.
The design steps of the sensor FTC scheme for EHA are:
Step 1: The EHA is realized by (31) using the parameters
listed in Table I, and extended as (3) using fault model (2).
Since the number of states K = 4, Ek in (3) becomes Ek =[
0 0 0 τ
]T
;∀τ > 0. Hence, the state vector Xk and
nonlinear function g(Xk−1, uk) in (2) are obtained.
Step 2: Using Algorithm 1, two UIOEFIR estimators: UIOE-
FIR pos (for the xp position sensor) and UIOEFIR pr (for
the Ph pressure sensor) are developed by setting CK(pos) =[
Z Epos,i
]T
and CK(pr) =
[
Z Epr,i
]T
, respectively.
Where sensor selection vectors: Epr,i =
[
0 0 1 0
]T
,
Epos,i =
[
0 1 0 0
]T
and Z = IK×K .
Step 3: To find the optimal horizon length Nopt, the devel-
oped UIOEFIRs with EHA are run using different N under
fault free condition. Then, Nopt = 50 is found (Figure. 4)
which minimizes the integrated-squared-error cost function,
ISE =
∫
trace(EestE
T
est)dt (32)
here Eest = (xk − xˆk) is the estimation error vector. Next,
the estimated system states Xˆsk and the residual vector Res
s
k
can be obtained from the corresponding estimator ’s’; s ∈
{UIOEFIR pos, UIOEFIR pr}.
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Figure 4: Selection of optimal horizon length Nopt by cost
function evaluation with respect to different horizon size
step 4: Finally, a sensor FTC with FDI process are realized
by Figure 2 and Algorithm 2. In this paper, a simple PID
controller (Kp = 25, Ki = 2.3, Kd = 0.02) is optimized using
a local search algorithm. The position and Ph pressure residual
thresholds in (27) are carefully set as εpos(2) = ±0.015m and
εpr(3) = ±5bar. These parameters can be set by trial-and-
error method or by engaging other optimization algorithms.
V. PERFORMANCE ANALYSIS AND CASE STUDIES
The proposed estimators and the sensor FTC architecture
were designed and evaluated in Matlab/Simulink environment
with the sampling time: τ = 0.001s. Results are com-
pared with the well-known unknown-input-observer embedded
extended Kalman filter (UIOEKF) [25,26]. Similar sensor
FTC architecture was retained by designing the estimators:
UIOEKF pos and UIOEKF pr. For these estimators, it was
assumed that all initial states were known almost exactly.
Thus, the process, the measurement noise statistics and the
prior estimation covariance matrix were set as:
PEKFk = diag
([
10−8 10−8 10−8 10−8 0
])
Rk = diag
([
0.0052 0.0052 0.72 0.72
])
Qk = diag
([
10−12 10−12 10−5 10−5 1020
])
A. Numerical simulations
1) Case study 1: Firstly, the fault in head-side pressure
sensor was considered in the simulation. Figure. 5 shows
that a typical trajectory tracking was performed, until the
fault was invoked in the head-side pressure (Ph) sensor with
fltpr = 150 and fltpr = 300 bar at t = 25s, and t = 35s,
respectively (Figure 5a and 5b). Figure 5c suggests that both
UIOEFIR pr and UIOEKF pr estimated the fault accurately.
Next, by evaluating estimator-residuals, Algorithm 2 could
isolate the fault in Ph sensor from the fault in xp sensor
(Figure 5d and 5e). Thus, the alarm was set and the tracking
continued. The state estimation performance of the UIOE-
FIR pr and the UIOEKF pr is compared in Figure. 6. As seen,
the estimation of velocity (Figure 6a), position (Figure 6b),
head-side pressure (Figure 6c) and rod-side pressure (Figure
6d) states for the UIOEFIR pr, and the UIOEKF pr were
almost similar.
Remark 3: It can be suggested that, when N = Nopt, the
UIOEFIR is equally efficient as a near-perfect UIOEKF under
Figure 5: Pressure sensor fault scenarios and FTC performance
Figure 6: State estimation comparison of the UIOEFIR pr and
UIOEKF pr under a fault in Ph pressure sensor
sensor fault condition. Nevertheless, it is worth finding a single
optimized value rather than matrices with high dimensionality.
Next, we examine the performance when N is sup-optimal.
2) Case study 2: The performance under position sensor
fault was considered in this case study. Moreover, in order
to investigate how the estimator handles time-correlated noise
(developed by a noise generation program and added with
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Figure 7: Position sensor fault and FTC performance
Figure 8: State estimation comparison of the UIOEFIR pos
and UIOEKF pos under position sensor fault condition
the measurement vector), the noise level was increased by
100% at t = 10s. Figure. 7a shows that without having any
sensor fault, the controller could perform the control objective.
However, at t = 20s, the time-varying additive sensor fault
fltpos = 4.75 + 0.06sin(ω2t) with ω2 = 2 rad/sec was
invoked in the position sensor which made the system unstable
while the stability was retained using sensor FTC scheme.
Figure. 7b clearly shows that compared to the UIOEFIR pos,
Figure 9: Effect of time-correlated noise on estimation-errors
(a) (b)
Figure 10: a) Tracking error performance of UIOEKF as
function of p in p2Qk and Rk/p2. b) error cost representation
for different p (UIOEKF) and N (UIOEFIR)
the UIOEKF pos provided less-accurate position estimation
performance. However, both of the estimators estimated the
time-varying fault with acceptable performance (Figure. 7c).
Next, Algorithm 2 evaluates the residual elements Resposk (2)
and Resprk (2) of UIOEFIR pos and UIOEFIR pr, and ensured
the position sensor fault condition (Figure. 7d and 7e). Finally,
recovery was performed based on this decision.
The overall comparative studies of the UIOEFIR pos and
the UIOEKF pos under position sensor fault condition are
presented in Figure. 8. The two estimators provided almost
identical performances until the noise levels were increased at
t = 10s. However, unlike UIOEKF pos, the estimation of the
velocity (Figure. 8a), position (Figure. 8b), head-side pressure
(Figure. 8c) and the rod-side pressure (Figure. 8d) states were
not much affected for the UIOEFIR pos.
Remark 4: The sudden increment of the noise affected Q
and R matrices of the UIOEKF. Meanwhile, optimal N = 50
of the UIOEFIR automatically becomes sub-optimal. Consid-
ering the ISE in (32), we run the process with and without
noise addition under a similar sensor fault condition. Figure.
9 shows that the UIOEFIR’s ISE (32) increases from 0.186 to
0.21 due to the effect of noise addition (16.5%). Meanwhile,
for the EKF-based UIO, this cost increases from 0.18 to
0.531 (arround 195%). Hence, we conclude that, though the
UIOEFIR is almost accurate to the UIOEKF (with known
covariances and prior knowledge), it has shown robustness
while handling time-correlated noises and similar sensor fault.
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3) Case study 3: Here we investigate the same scenario of
case study 2 but the Qk and Rk of the UIOEKFs are not
accurately known. To vary these accurately set matrices, a
coefficient p was introduced and substituted with p2Qk and
Rk/p
2. Figure 10 shows what went on with the tracking
error and the error cost
∫
(xpos − xref )2dt for different p.
Figure 10a shows that the p invariant UIOEFIR-based sensor
FTC provided better tracking accuracy with Nopt = 50 while
the UIOEKF-based FTC tracking performance varied with
different p. Note that for inaccurate setting of P0 may results
larger tracking error. From Figure 10b, we can clearly say that,
the tracking error cost
∫
(xpos − xref )2dt for the UIOEFIR-
based FTC did not vary significantly with different N (solid-
blue) as observed for the UIOEKF-based FTC with inaccurate
co-variance matrix-configurations (solid-red). Due to the space
limitation, multi-sensor FTC using the UIOEFIR has been
investigated in the supplementary document (Section B).
VI. EXPERIMENTAL VALIDATION
The developed UIOEFIR-based real-time sensor FTC was
carried out for an EHA presented in Figure. 11. This was a
compact setup of a DC-motor, a gear pump, and hydraulic
valve blocks having similar dynamic behaviours studied pre-
viously. The complete program was carried out by using the
Matlab/Simulink Real-time toolbox in a PC with 2.9GHz -
Core i5 and 2GB RAM, and NI 6221 Multifunction card
from National Instruments (USA). The sampling time was
0.001s and the UIOEFIR horizon length was set to 50% of its
optimal point (N = 25). The performance was then compared
with the UIOEKF while performing with the presented FTC
scheme. Moreover, to create a more challenging environment,
all noise levels were increased by 100% from t = 5s. Similar
to simulation cases, fault scenarios for both xp position sensor
and Ph pressure sensor-fault were studied.
Experiment Case 1: Firstly, a complete failure of position
sensor is considered. As seen in Figure 12a, the position-
feedback was exponentially set to zero (complete failure)
between 12s and 15s (red-dash line). Consequently, the con-
troller generated false-effort and but could not retain stability
(blue-dot line) until any of the sensor FTCs was engaged
(green dot-dash-line). Here, the fault estimation was noticeably
better for the UIOEFIR pos than the UIOEKF pos (Figure.
12b). Figure 12c shows that Until t = 12s, position-residuals
Figure 12: Sensor FTC and estimation performance with the
position sensor fault condition
for the UIOEFIR pos and the UIOEFIR pr were within the
defined threshold level εpos(2) = ±0.015m. When the fault
was invoked the position residual of UIOEFIR pos did not
cross the pre-set threshold as observed for the UIOEFIR pr.
This suggested that the fault occurred in xp position sensor and
the position-sensor-fault flag was set as 1 (Figure 12d). At this
point, Algorithm 2 re-defined the control error by switching the
feedback from faulty measurement to the healthy estimation of
the UIOEFIR pos and consequently, the closed-loop stability
was retained. A supplementary video can be downloaded from
here. A comparative states estimation performance can be
depicted in the figure. 12 (a-h). The estimations performed by
both of the estimators were found almost identical until t = 5s.
After this time-period, the noise levels were increased and
the estimated velocity of UIOEKF pos was slightly disturbed
due to its high sensitivity. However acceptable estimation was
obtained by the designed method (Figure. 12(e)). In addition,
compare to the UIOEKF pos, UIOEFIR pos estimated the
position state of the EHA accurately (Figure. 12f). Moreover,
head and rod-side pressure estimations were performed com-
paratively better by UIOEFIR (Figure. 12g and 12h). Clearly,
even at below-optimal setting (N = 25), the UIOEFIR pos
effectively handles the time-correlated noises compared to the
UIOEKF pos under similar fault conditions.
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Figure 13: Sensor FTC and estimation performances with the
fault in Ph pressure sensor
Experimental Case 2: In this case study, fault in pressure
sensor is considered. At t = 14s, an incremental fault in
Ph pressure sensor was invoked. This fault could not affect
the multi-step tracking performance (Figure 13a) but it was
mandatory to detect, isolate and identify the fault information
and continue tracking with a fault alarm. The fault estimation
was performed accurately as seen in Figure 13b. Figure 13c
shows that, until t = 14s, pressure residuals for the UIOE-
FIR pos and the UIOEFIR pr were within the defined thresh-
old εpr(3) = ±5bar. When the fault appeared the pressure
residual of the UIOEFIR pr did not cross the pre-set threshold
as observed for the UIOEFIR pos. This suggested that the
fault occurred in Ph pressure sensor and the corresponding
fault-flag was set as 1 by Algorithm 2 (Figure 13d). The overall
state estimation performances under this sensor fault condition
of UIOEFIR pr and UIOEKF pr are depicted in Figure 13(e-
h). Figure 13e shows that the UIOEFIR pr struggled to reduce
the noise level while estimating the EHA velocity state. On
the contrary, the estimated velocity obtained from the properly
designed UIOEKF pr was relatively better in this scenario.
This can happen if the horizon length N of UIOEFIR is set
significantly lower than its optimal value (see Figure. 4). How-
ever, almost identical position estimation performance (Figure
13f) was achieved for both of the estimators. The head pressure
Ph estimation performance is depicted in Figure 13g. As seen,
the designed UIOEFIR pr showed higher accuracy compare
to the UIOEKF pr. Furthermore, an acceptable performance
was also obtained by the presented UIOEFIR while estimating
the rod-side pressure state Pr of the EHA. Overall, except
for the velocity estimation case, the under-optimal UIOEFIR
estimated the EHA states at an adequate level compared to the
high-accurately designed UIOEKF.
VII. CONCLUSION
In this paper, an unknown input observer-combined EFIR
estimator (UIOEFIR) is developed for solving the stochastic
sensor fault and state estimation problem of an EHA with
minimal design-effort. This has been achieved by adopting
and UIO observer into the EFIR dynamics and hence, require-
ments of noise statistics are not necessary. To this end, an
effective sensor FDA which can perform with any controller
is developed using the proposed estimator to tolerate position
and head-side pressure sensor fault of the EHA. In operation,
the designed method effectively performed trajectory tracking
by the conventional control logic and improved the estima-
tion accuracy under time-varying measurement-noise. As the
designed estimator is Nopt times slower than the EKF-based
method, techniques for reducing the computational cost will
be investigated. Furthermore, future research will be carried
out with actuator fault diagnosis in the FTC framework.
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