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Abstract— In this contribution, the Hashing bound of Entan-
glement Assisted Quantum Channels (EAQC) is investigated in
the context of quantum devices built from a range of popular
materials, such as trapped ion and relying on solid state Nuclear
Magnetic Resonance (NMR), which can be modelled as a so-called
asymmetric channel. Then, Quantum Error Correction Codes
(QECC) are designed based on Extrinsic Information Transfer
(EXIT) charts for improving performance when employing these
quantum devices. The results are also verified by simulations.
Our QECC schemes are capable of operating close to the
corresponding Hashing bound.
I. INTRODUCTION
The appealing parallelism of quantum computing relying
on quantum bits has inspired researchers to consider various
quantum-related applications in the area of quantum commu-
nications [1]–[8]. However, a crucial obstacle to the practical
realisation of quantum communications systems is the pres-
ence of quantum perturbations. Their deleterious effects can
be mitigated by Quantum Error Correction Codes (QECCs). It
was suggested that the employment of entanglement assistance
is capable of further improving the performance of QECCs
[9]–[11] in the context of the so-called symmetric depolarizing
channel, which has been routinely used in theoretical studies.
In the symmetric depolarizing channel characterised by the
gross depolarizing probability p, each transmitted qubit may
independently experience either a bit flip (X), a phase flip
(Z), or both (Y ) at a probability of px = py = pz = p/3 [12].
By contrast, the materials considered at the time of writing
for building quantum devices, including trapped ions [13] and
solid state Nuclear Magnetic Resonance (NMR) [14], exhibit
asymmetric depolarization property defined as the ratio of the
phase flip probability over the bit flip probability, where the
grade of asymmetry is in the range spanning from α = 102
to α = 106 [13]–[17]. QECCs designed for the asymmetric
depolarizing channel were termed as asymmetric QECCs in
[18]–[23], where a limited range of α values was assumed
and no entanglement assistance was addressed. Hence, a more
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general framework covering both symmetric and asymmetric
depolarizing channels is needed for Entanglement Assisted
QECCs (EAQECCs).
To benchmark the design of the EAQECCs, the Entan-
glement Assisted Quantum Channel’s (EAQC) capacity was
investigated in [24], [25]. Accordingly, the so-called Hashing
bound is advocated for setting a lower limit on the achievable
quantum depolarizing channel capacity, which has been used
for benchmarking the performance of various QECC schemes
in [11], [12], [26]. Furthermore, the powerful Extrinsic In-
formation Transfer (EXIT) chart technique [27]–[31] that was
originally introduced for analysing the convergence behaviour
of iterative decoding and detection in conventional communi-
cation systems was recently further developed for analysing
the iterative decoding convergence of QECCs [12], [26].
Additionally, to the best of authors’ knowledge contributions
on entanglement assisted quantum coding schemes [11], [12],
[26] and on the quantum depolarizing channel capacity [9],
[24], [25], [32] only considered symmetric quantum depolar-
izing channels. Accordingly, the important milestones of the
quantum channel’s capacity (Hashing bound), EXIT charts,
QECC as well as EAQECC are summarised in Fig. 1 along
with the corresponding counterparts in the classical domain.
Against the above state-of-the-art, our novel contributions
are as follows:
• We provide an in-depth analysis of the entanglement-
assisted quantum channel capacity from the perspective
of realistic quantum devices, where the decoherence
probability may be modelled by asymmetric quantum de-
polarizing channels. More explicitly, our analysis focuses
on the conflicting code/channel attributes, namely on the
quantum coding rate RQ, on the channel’s depolarizing
probability p, on the channel’s ratio of asymmetry α as
well as on the entanglement consumption ratio E of the
code.
• We demonstrate that the performance of iterative quan-
tum codes invoked for asymmetric depolarizing channels
can be accurately predicted by using the sophisticated
EXIT-chart based method of [26].
• In contrast to the Quantum Irregular Convolutional
Codes (QIrCC) of [12], which covers a limited portion of
the EXIT chart, we conceive a QIrCC relying on Entan-
glement Assistance (QIrCCEA), which incorporates both
unassisted as well as entanglement-assisted subcodes.
• We formulate an EXIT-chart based design procedure for
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1948
2015
Shannon [33] Classical: Introduced Shannon’s capacity theorem.
Elias [34] Classical: Introduced convolutional codes.
1955
Berrou et al. [35] Classical: Discovered turbo codes.
1993
Lloyd [36] Quantum: Derived the quantum analogy of Shannon’s bound [33], which portrays an achievable rate of
quantum information that can be sent reliably through a quantum channel. The achievable rate are also known as
the hashing bound or the LSD Theorem, which was named after Loyd [36], Shor [37] and Devetak [38].
1997
Holevo-Schumacher- Westmoreland (HSW) [39], [40] Quantum: The HSW theorem generalised Shannons
classical channel coding theorem [33] to the quantum setting, in order to characterise an achievable rate at which a
sender can transmit classical data to a receiver over a noisy quantum channel.
Chau [41] Quantum: First propose quantum convolutional codes having a quantum coding rate of 1/4, which can
correct one quantum error for every eight consecutive quantum registers.
1998
ten Brink [27] Classical: Proposed EXIT charts for analysing the convergence behaviour of iterative decoding and
demapping.
1999
Tu¨cher and Hagenauer [42] Classical: Proposed irregular convolutional codes as well as a simplified method for
computing mutual information in EXIT chart analysis
2002
Bennett et al. [9] Quantum: Derived the entanglement-assisted classical capacity of a noisy quantum channel.
Olliver and Tillich [43] Quantum: Proposed stabilizer-based convolutional codes and their maximum likelihood
decoding using the Viterbi algorithm.
2003
Ashikhmin et al. [44] Classical: Presented a universal model for conducting EXIT chart analysis as well as various
properties of EXIT functions, which form the theoretical foundation of EXIT-curve matching techniques.
2004
Devetak and Shor [45] Quantum: Derived an admissible rate pair of classical and quantum information for
simultaneous transmission over a quantum channel.
2005
Loffe and Me´zard [19] Quantum: Proposed the construction for Bose Ray-Chaudhuri Hocquenghem (BCH) codes
and Low-Density Parity Check (LDPC) codes in the context of the asymmetric depolarizing channel.
2007
Poulin et al. [46] Quantum: Proposed quantum serial turbo-codes, which can be considered as a generalization of
classical serial turbo-codes.
2008
Hsieh and Wilde [47] Quantum: Proposed a capacity theorem for characterising a three-dimensional achievable
rate region, which consists of the classical communication rate, the quantum communication rate as well as the
entanglement consumption rate of a particular coding scheme.
2010
Wilde and Hsieh [48] Quantum: Conceived entanglement-assisted quantum serial turbo codes.
2011
Babar et al. [49] Classical: Conceived EXIT-chart aided design for the classical transmission over symmetric
quantum depolarizing channel using superdense code, where the coding scheme comprises Irregular Convolutional
Code (IrCC), a Unity Rate Code (URC) and a soft-decision aided Superdense Code (SD).
2013
Wilde et al. [11] Quantum: Improved the turbo decoding algorithm by iteratively exchanging the extrinsic rather
than the a posteriori information.
2014
Lai et al. [50] Quantum: Derive variations of the hashing bound for Entanglement Assistance Quantum Error
Correction (EAQEC) codes, which is a lower bound on the maximum rate at which reliable communication over
Pauli channels is possible with the use of pre-shared entanglement.
Babar et al. [26] Quantum: Conceived EXIT-chart aided design for quantum turbo codes (QTCs) in the context
of symmetric depolarizing channels, where the conventional nonbinary EXIT-chart was adapted for quantum turbo
codes by exploiting the intrinsic quantum-to-classical isomorphism.
Babar et al. [12] Quantum: Proposed the Quantum Irregular Convolutional Code (QIrCC), which can be dynam-
ically adapted for matching to a given inner code using EXIT charts, hence achieving a performance close to the
hashing bound.
Fig. 1: Milestones along the road towards the EXIT-chart aided design of quantum codes used in realistic quantum devices.
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demonstrating that the resultant EA-QIrCC is capable
of approaching the Hashing bound in the EA-regime,
which is considered in the context of asymmetric quantum
depolarizing channels.
• We demonstrate with the aid of a design example that our
QIrCCEA provides an increased normalized throughput
as well as an improved performance for realistic quantum
channels, which are asymmetric in nature. In particular,
our results demonstrate that the proposed QIrCCEA is
capable of adapting its bit/phase flip error correcting
capability according to the asymmetry of the channel
model, thereby yielding the same residual Qubit Error
Ratio (QBER) for X , Y as well as Z errors.
• We demonstrate that the coherence times associated with
realistic quantum devices are substantially improved by
the employment of our QIrCCEA coding scheme.
The rest of this paper is organised according to Fig. 2 as
follows. In Section II, a brief review of quantum depolarizing
channels is provided for the sake of supporting the analyses
of the EAQC capacity of Section III. Then, our code design
and analysis using EXIT charts are presented in Section IV
along with our discussions, before offering our conclusions in
Section V.
II. QUANTUM CHANNEL MODEL
A quantum depolarizing channel can be directly charac-
terised by the specific materials employed for constructing
quantum systems, including quantum gates. In other words,
the quantum depolarizing channel can be used for modelling
the imperfections in quantum hardware, namely qubit flips
resulting from quantum decoherence and quantum gates. Fur-
thermore, a quantum depolarizing channel can also model
quantum-state flips imposed by the real transmission medium,
including free-space wireless channels and optical fiber links,
when qubits are transmitted across these media.The imple-
mentation of a quantum gate is prone both to decoherence
and to systematic errors imposed by the quantum depolarizing
channel, which ultimately results in an arbitrary error in the
state of qubits, exemplified by a bit flip error (X), a phase
flip error (Z) and by the joint occurrence of both a bit as
well as a phase flip error (Y ) [18]. Accordingly, quantum flip
errors are characterised by the bit flip probability px as well
as phase flip probability pz and bit-and-phase flip probability
py , which form a depolarizing channel, where the depolarizing
probability of p = px + pz + py is considered as a gross error
flip probability.
Most recent studies of the EAQC capacity [9], [24], [25],
[32] as well as of QEC schemes considered the symmetric
channel [10], [11], [26], where the constituent flip probabilities
obey px = py = pz = p/3. By contrast, popular materials
invoked for producing quantum devices often exhibit asym-
metric behaviour, where a phase flip is orders of magnitude
more likely than a bit flip [19], which can be modelled by
an asymmetric quantum depolarizing channel [13]–[17]. In
such asymmetric channels, an extra parameter α termed as the
channel’s ratio of asymmetry is introduced for reflecting the
ratio of the phase flip probability pz and the bit flip probability
px as [18], [51]
α =
pz
px
= 1 + 2
e
−t
T1 − e
(
−t
2T1
− 2tT2
)
1− e−tT1
, (1)
where T1 is the relaxation time, while T2 represents the
dephasing time. The bit flip probability px as well as the simul-
taneous bit-and-phase flip probability py may be considered to
be equal [18], [51]
py = px =
1− e−tT1
4
, (2)
where t is the coherent operation duration of a physical
quantum gate [52]. If the coherent operation duration t is
relatively short, formulated as t << T1, we can invoke the
approximation of α ≈ 2T2/T1 − 1 [51]. As a result, the
phase flip probability pz can be directly determined from the
values of α and px. Note that in the case of having α = 1,
the channel model represented by Eq. (1)-Eq. (2) becomes
the symmetric channel model, where the condition of having
px = py = pz = p/3 is satisfied. In practice the channel’s
ratio of asymmetry has popular values of α = 102, 104, 106
[13]–[17], for typical materials used for producing quantum
devices, as listed in Table I.
System (Material) T1 T2 α
P:Si [15] 1 hour 1ms 106
GaAs Quantum Dots [16] 10ms > 1µs 104
Super conducting (flux qubits) [17] 1µs 100 ns 102
Trapped ions [13] 100 ms 1 ms 102
Solid State NMR [14] > 1 min > 1 s 102
TABLE I: Estimated asymmetric ratio α representing various
quantum depolarizing channels associated with various quan-
tum devices.
III. FORMULATION OF QUANTUM CHANNEL CAPACITY
A. Entanglement Assisted Capacity
Let us consider the entanglement assisted transmission
scheme presented in Fig. 3, where B qubits of the source Alice
are transmitted over a quantum depolarizing channel with the
aid of entanglement assistance invoking BS entangled qubits.
It is assumed that the BS entangled qubits are passed through
an idealised noiseless quantum channel to Bob’s receiver
beforehand, for example during off-peak periods [11]. The
process of transmitting the B qubits can be viewed as the
Completely Positive Trace-Preserving (CPTP) mapping of [53]
that maps a state ρ onto a linear combination of itself. For a
gross depolarizing probability of p, the CPTP mapping may
be represented by [51], [53]
NA→B(ρ) = (1− px − py − pz)ρ+ pxXρX + pyYρY
+pzZρZ , (3)
where X,Y and Z are Pauli errors [51] corresponding to the bit
flip, the bit-and-phase flip and the phase flip, respectively. Let
us focus our attention on the entanglement assisted Hashing
bound that determines the specific code rate at which a certain
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Fig. 2: Outline and rationale of the paper.
quantum code is capable of reliable operation for a particular
depolarizing channel [9], [32]. The Hashing bound may be
interpreted as the quantum depolarizing channel’s capacity CQ
expressed as:
CQ = 1 + (1− p) log2(1− p) + px log2(px) + py log2(py),
+pz log2(pz). (4)
PREPARE
SHARE
QUANTUM CHANNEL
Alice Bob
Noiseless Channel
Entanglement ratio E =
BS
B
B qubits
B qubits
received
transmitted
Fig. 3: Entanglement assisted transmission scheme
In the entanglement assisted system depicted in Fig. 3,
both the source Alice and the destination Bob are allowed to
access the BS shared or entangled bits before communication
commences [9]. Accordingly, the BS entangled bits allow us
to improve the performance of QECCs. Hence, the EAQC
capacity CEAQ of the entanglement assisted system is higher
than quantum depolarizing channel’s capacity CQ dispensing
with the entanglement assistance [11], which is formulated as
CEAQ = CQ + E, (5)
where E =
BS
B
is the entanglement consumption ratio. For a
quantum coding scheme having a quantum coding rate of RQ,
the maximum entanglement ratio is Emax = 1−RQ [12], [26].
Assuming that the system operates at its EAQC capacity when
the maximal entanglement is applied, which implies that we
have RQ = CEAQ |(E=Emax), the maximum entanglement ratio
Emax can be formulated from Eq. (5) as:
Emax =
1− CQ
2
. (6)
Hence, the EAQC capacity pertaining to the case of employing
the maximal entanglement ratio may be written as:
CEAQ |(E=Emax) =
CQ + 1
2
. (7)
In order to provide a holistic view of the EAQC capacity,
which covers both entanglement assisted and entanglement
unassisted systems, in Fig. 4 we characterise the EAQC
capacity both as a function of the asymmetry ratio of α =
(1 : 106) and of the depolarizing probability of p = (0 : 1),
where the entanglement assistance levels are θ =
E
Emax
=
{0%, 25%, 75%, 100%}. Observe that the EAQC capacities
presented in Fig. (5a)-(5d) grow sharply, when the level of
asymmetry α increases from α = 1 to α = 102. However, only
a marginal EAQC capacity improvement is exhibited when the
level of asymmetry α increases further beyond α = 102, as
observed in Fig. 5b to Fig. 5d.
As seen in Fig. 4, the quantum depolarizing channel has
a near-zero capacity upon approaching the point associated
with p = 0.5 at an extremely high value of α =
pz
px
= 106.
This is when the phase flip probability pz becomes dominant,
while both the bit flip probability px as well as the bit-and-
phase flip probability py are equally negligible. In other words,
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Fig. 4: EAQC capacity for different entanglement con-
sumption ratios of E = θEmax associated with θ =
{0%, 25%, 75%, 100%} versus ratio of asymmetry α and
depolarizing probability p.
the perturbations caused by the quantum depolarizing channel
solely depend on the phase flip probability pz . As a result,
the behaviour of the quantum depolarizing channel becomes
similar to that of the Binary Symmetric Channel (BSC) in the
high-α region.
As regards to the benefit of entanglement assistance, the
EAQC capacity increases along with the entanglement con-
sumption ratio E. This naturally raises further issues per-
taining to the entanglement consumption ratio. For example,
what is the optimal value and the maximum value of the
entanglement ratio, when other constraints are imposed both
on the coding rate as well as on the quantum depolarizing
channel characteristics, namely on p and α.
Let us sample the EAQC capacity surfaces of Fig. 4 at
particular values of α =
{
1, 102, 104, 106
}
, in order to
characterise the EAQC capacity in further detail. Accordingly,
as seen from Fig. 5, the entanglement ratio at its maximum
value Emax as given in Eq. (6) exhibits the highest channel
capacity. For example, let us consider Fig. (5b), where the
EAQC capacity associated with a quantum device having
α = 102 is characterised. We can see in Fig. (5b) that at
the same gross quantum flip probability of p = 0.3, the
maximum entanglement assistance E = Emax provides a
throughput improvement of (0.53−0.07 = 0.46) qubits, which
is equivalent to 0.53/0.07 ≈ 780% of the original throughput.
A similar trend can be observed in Fig. (5c) and Fig. (5d)
for quantum devices associated with α = 104 and α = 106,
respectively. As seen in Fig. 5, the improvement of the EAQC
capacity achieved by employing EA increases, as the gross
flip probability p increases. Naturally, beyond its maximum,
the advantage of the EAQC decreases, as the gross flip
probability approaches p = 1. The maximum EAQC capacity
improvement is achieved at a different value of p for a distinct
α value, namely approximately at p = {0.75, 0.525, 0.50, 0.5}
for α =
{
1, 102, 104, 106
}
, as seen in Fig. 5.
B. Different levels of entanglement
The maximal entanglement consumption ratio Emax =
1 − RQ can also be viewed as the ’optimal’ entanglement
ratio, which corresponds to the maximal achievable channel
throughput [11], [12]. However, it is not practical to always
employ the maximum entanglement ratio, because it would
require all ancillary qubits to be replaced by entanglement
qubits (ebits), each of which has a counterpart pre-shared.
Hence, the EAQC capacity pertaining to various levels of
entanglement ratios is also investigated here. Accordingly, the
EAQC capacity of Eq. (5) may be also presented as
CEAQ = CQ + θEmax. (8)
As a result, the EAQC capacity associated with
different entanglement assistance levels, namely
θ = {10%, 25%, 50%, 75%}, are plotted in Fig. 5 for
the various channels represented by the different values
of α listed in Table I. It should be noted that when the
entanglement assistance level θ is reduced, the EAQC
capacity is also reduced, since reduced resources are invested
in the entangled qubit transmission.
IV. DESIGN AND ANALYSIS OF ASYMMETRIC QECC
USING EXIT CHARTS
In this section, we characterise the benefits of the EXIT-
chart based method in two main aspects, namely in analysing
a given coding scheme for a given channel and in designing
a coding scheme for a specific channel. We first portray the
general architecture of a quantum-domain concatenated coding
scheme in Section IV-A for facilitating analyses on the benefits
of the EXIT-chart based method. To conveniently describe
the second beneficial aspect of designing QECCs according
to Section IV-D, important traits of the QIrCCs relying on
entanglement assistance are detailed in Section IV-C.
A. Entanglement Assisted QECC
To highlight the significance of different entanglement as-
sistance levels (ratios), let us first consider a pair of coding
schemes relying on two concatenated component codes, which
have the general architecture portrayed in Fig. 6. Explicitly,
both schemes have two component codes, namely the inner
and the outer codes. In such coding schemes, information
qubits are first encoded by the outer encoder for generating
encoded qubits that are interleaved by the random interleaver
pi. Then, the interleaved qubits are encoded by the inner
code before being transmitted over the quantum depolarizing
channel. At the receiver side seen in Fig. 6, the outputs of
the quantum channel are fed into the inverse encoder section
in order to extract both the syndrome information and the
corrupted information. Then, the syndrome information is fed
into the iterative syndrome decoder section that takes in the
inputs of the channel information and syndrome information
in order to identify the associated error coset. Accordingly,
the original information gleaned from the source is recovered
at the sink by applying the error coset to the corrupted
information within the recovery block R of Fig. 6.
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Fig. 5: The EAQC capacity versus the depolarizing probability parameterised by different entanglement assistance levels θ =
{0%, 12.5%, 25%, 50%, 70%, 100%}, when employing various quantum depolarizing channels characterised by the parameter
α listed in Table I.
More specifically, the corrupted information word arriving
from the output of the inner decoder is de-interleaved by pi−1
within the inverse encoder section, before being decoded by
the outer decoder for outputting the corrupted information. By
contrast, the iterative syndrome decoder of Fig. 6 processes the
syndrome extracted from both the inner and the outer decoder
with the aid of the channel information. Accordingly, the inner
syndrome decoder of Fig. 6 uses the channel information, the
a priori information gleaned from the outer syndrome decoder
(initialised to be equiprobable for the first iteration) and the
inner syndrome for computing the extrinsic information, which
is de-interleaved by the de-interleaver pi−1 to create the input
of the outer syndrome decoder of Fig. 6. The outputs of the
outer syndrome decoder have two components, namely the
extrinsic information and the a posteriori information, where
the extrinsic information is used in the iteration for generating
a priori information for the inner decoder with the aid of the
interleaver pi of Fig. 6. This iterative procedure continues until
convergence to a vanishingly low QBER is achieved or the
maximum affordable number of iterations is reached. Finally,
the a posteriori information of the outer decoder is used for
determining the most likely error coset. It should be noted that
both the inner and the outer code may invoke entanglement
assistance with the aid of pre-shared qubits, as seen in Fig. 6.
1) PTO1R-PTO1R and PTO1REA-PTO1R schemes: The
first scheme termed by the authors of [11] as PTO1R-
outer/PTO1R-inner1 is a non-entanglement assisted quantum
1The PTO1R component code termed based on the initials of the authors
of [10], [46], who are D. Poulin, J-P. Tillich and H. Ollivier, as well as on
the code identifier proposed in [10], [46].
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Fig. 6: General architecture of quantum concatenated coding schemes comprising two component codes invoking entanglement
assistance.
coding scheme. This scheme was created from a similar code
proposed in [10], [46], for comparison to the entanglement
assisted coding scheme of [11] that was investigated in the
context of symmetric quantum depolarizing channels. The sec-
ond coding scheme is an entanglement assisted arrangement
dubbed as PTO1REA-outer/PTO1R-inner in [11], where the
term ‘PTO1REA‘ represents the Entanglement Assisted (EA)
version of the PTO1R code.
In the first coding scheme, namely in PTO1R-PTO1R, the
inner and outer components are identical and they are based
on the PTO1R code, which acts on three input memory
qubits, one information qubit and two ancillary bits in order to
generate three output memory qubits and three physical qubits.
The construction of the component PTO1R code was random,
which was configured to be comparable to the first code
proposed in [10], where a seed transformation U was randomly
generated. Then the state diagram detailed in [10] was used
for testing, whether the corresponding encoder is catastrophic.
A non-catastrophic and quasi-recursive code was selected as
a benefit of their advantageous distance spectrum [11]. As a
result, the decimal representation of the seed transformation
associated with the PTO1R code is given by [11], [12]:
U = 1355, 2847, 558, 2107, 3330, 739,
2009, 286, 473, 1669, 1979, 189.
Accordingly, the truncated distance spectrum polynomial of
the PTO1R code is as follows [11]:
11x5 + 47x6 + 253x7 + 1187x8 + 6024x9 + 30529x10... (9)
Note that the minimal distance represents the upper bound and
cannot be directly related to the performance of the code. On
one hand, the actual minimal distance of a turbo code depends
on the interleaver, which was chosen randomly. On the other
hand, the code is not decoded with the aid of a minimum
distance decoder [10]. Hence, a large minimal distance does
not necessarily imply having an excellent QBER/WER perfor-
mance.
As for the second coding scheme of PTO1REA-PTO1R, the
outer code PTO1REA is an entanglement assisted version of
the inner code PTO1R, where again the seed transformation of
Eq. (9) is used for the PTO1R encoder. More specifically, the
outer code PTO1REA was formed by replacing the ancillary
qubits by ebits, which activates the entanglement assistance
for the PTO1REA codec of the PTO1REA-PTO1R coding
scheme. The entanglement assistance manifests itself in terms
of an improved distance spectrum polynomial [11] of
2x9 + x10 + 5x11 + 8x12 + 11x13 + 25x14... (10)
The inner code of these two schemes employs a code rate
of Rin = 1/3 and the outer code is associated with a code
rate of Rout = 1/3, hence the amalgamated code rate is Rc =
1/9. As a result, the corresponding maximum entanglement
consumption rate becomes Emax = 1 − Rc = 8/9. The
value of the entanglement consumption ratio can be generally
expressed as:
E = Rin
(
NEoutRout +N
E
in
)
, (11)
where NEin and N
E
out represent the number of entanglement
qubits employed by the inner and outer codes, respectively.
B. Coding analysis employing EXIT charts
In order to analyse the performance of the quantum coding
schemes presented in Fig. 8, we use the EXIT-chart based
method of [49] recently proposed for analysing and designing
quantum coding schemes for approaching the Hashing-bound
[12], [26]. Accordingly, the ratio D of the quantum noise
limit p∗ calculated from the Hashing bound for the specific
coding scheme and the equivalent gross flip probability pE
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estimated by the EXIT-chart based method for the specific
coding scheme considered is used for quantifying, how close
a code operates to the ultimate achievable limits [11], [12].
D =
pE
p∗
. (12)
It should be noted that the noise limit p∗ may be determined
by specifying a point on the capacity curves seen in Fig. 5
that corresponds to a given quantum coding rate RQ.
Remark 1: The term noise limit in the context of quantum
communication is defined in duality to the classical domain.
More explicitly, for a given value of the gross flip probability
p, RQ = CEAQ (p) of Eq. (5) represents the corresponding
Hashing bound limit on the quantum coding rate. Conversely,
for a given quantum coding rate RQ leading to RQ =
CEAQ (p
∗), the value of p∗ represents the corresponding Hash-
ing limit on the depolarizing channel’s gross flip probability
[12].
It should be noted that a quantum depolarizing channel
has properties similar to a BSC, but the extrinsic channel is
an AWGN channel [54]. Additionally, for iterative decoding
schemes the probability density functions of the extrinsic (a
priori) values approach Gaussian distribution with increasing
number of iterations. Therefore, two mains assumptions for
EXIT charts are [54], [55]:
• the a priori values are fairly uncorrelated; and
• the probability density function of the a priori informa-
tion has a Gaussian distribution.
The specific depolarizing probability pE where a vanish-
ingly low QBER is achieved will be estimated by EXIT chart
analysis as follows. We first generate the EXIT curves of the
PTO1R inner code for different values of the depolarizing
probability, namely for p = {0.21, 0.22, 0.23, 0.24, 0.25}, as
seen in Fig. 7 for the PTO1REA-PTO1R coding scheme. Then,
the EXIT curves of the outer code PTO1REA are produced,
followed by finding the highest value of the depolarizing
probability that would still result in an open EXIT-chart tunnel.
As a result, we can expect to see a vanishingly low QBER
or Word Error Ratio (WER) in Fig. 8, for a depolarizing
probability below to pE . Accordingly, the ratio D of Eq. (12)
between p∗ and pE is tabulated in Table II.
The staircase shaped Monte-Carlo simulation based decod-
ing trajectory of the EXIT chart of Fig. 7 characterises the
convergence behaviour of the coding scheme at a given depo-
larizing probability p and at a particular ratio of asymmetry
α. For example, the trajectory plotted in Fig. 7 for α = 102
and p = 0.21 suggests that for this asymmetric channel the
decoder requires I = 4 iterations in order for its trajectory to
reach the (1,1) point of the EXIT chart, which is associated
with a vanishingly low QBER/WER. It can be inferred from
Fig. 7 that using I > 4 iterations for the PTO1REA-PTO1R
decoder may provide no further performance improvement at
the depolarizing probability of p = 0.21. Naturally, the QBER-
performance is degraded, when applying I < 4 iterations to
the decoder. Hence, I = 4 represents the optimal number
of iterations predicted by the EXIT chart of Fig. 7 for the
PTO1REA-PTO1R scheme, where the decoder is capable of
coping with a depolarizing probability of up to p = 0.21.
These EXIT-chart based predictions are supported by the
corresponding QBER-simulation results presented in Fig. 7.
Similarly, the above EXIT-chart based method is invoked
for determining both the pE value and the optimal number
of iterations for both the entanglement assisted PTO1REA-
PTO1R scheme and the unassisted PTO1R-PTO1R scheme,
which operate upon different quantum devices associated with
α = 1(Sym), 102, 104, 106. Accordingly, all the correspond-
ing performance curves plotted in Fig. 8 support our semi-
analytical predictions of Table II obtained by the EXIT-chart
based method. As a result, the ratio D is listed in Table II
for each coding scheme invoked for a given quantum device
pertaining to a single value of α.
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ER
0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24
Depolarizing Probability (p)
=1(Sym)
=102
=104
=106
Unassisted
Assisted
= 1 (Sym) Asym
Fig. 8: WER versus depolarizing probability comparison of
the PTO1REA-PTO1R and PTO1R-PTO1R schemes for both
symmetric and asymmetric channels for an overall coding-rate
of RQ = 1/9 and an entanglement consumption ratio of E =
1/9, where the EXIT-chart based predictions and associated
coding parameters are listed in Table II.
Additionally, the performance of the PTO1REA-PTO1R
and PTO1R-PTO1R schemes is compared for the scenario
of both symmetric and asymmetric quantum depolarizing
channels in Fig. 8. The superiority of the entanglement assisted
scheme observed in all the channels confirms the benefit of
employing the entanglement regime. Moreover, by comparing
the performance curves of Fig. 8 to the respective EAQC
capacity curves of Fig. 5, we can see similarities in the relative
positions between the performance curves of Fig. 8 and the
corresponding capacity curves of Fig. 5, when the value of
asymmetry ratio α changes from α = 1 to α = 106. This
suggests that the EAQC capacity curves can be used for
predicting the relative performance of coding schemes invoked
for different quantum devices associated with diverse α values.
Moreover, it should be noted that a potentially error-free
quantum channel exists for a throughput below the associated
channel capacity. For example, observe in Fig. 8 that if the
coding scheme PTO1REA-PTO1R having a coding rate of
RQ = 1/9 were used at the entanglement ratio of E =
50%Emax leading to a better performance than that associated
with E = 25%Emax of Fig. 8, an error-free performance
would be recorded. This is also confirmed by checking RQ =
1/9 against the E = 50%Emax scenario of Fig. (5b), where
the corresponding Hashing bound has a minimum value higher
than 0.2.
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Fig. 7: EXIT chart analysis and associated QBER-performance of the PTO1REA-PTO1R coding scheme for the quantum
device having the asymmetry ratio of α = 102 at a depolarizing probability of p = 0.21, where the inner PTO1R and outer
PTO1REA quantum code operating with the frame length of L = 1000 qubits have quantum coding rates of Rin = 1/3 and
Rout = 1/3, yielding an overall quantum code rate of RQ = 1/9. The entanglement qubits NEout = 1 of the outer PTO1REA
code leads to the overall entanglement consumption ratio of E = 1/8, as calculated by Eq. (11) and detailed in Table II.
Entanglement ratio (E) E=1/9=Emax/8, Emax = 1−RQ = 8/9
Frame length (L) L= 1000 qubits
Overall quantum coding rate (RQ) RQ = Rin ×Rout = 1/3× 1/3 = 1/9
Asymmetric level (α) 1 (sym) 102 104 106
PTO1REA-PTO1R (Entanglement Assisted)
Noise limit p∗ 0.1758 0.3145 0.3655 0.3668
Value pE 0.1600 0.2100 0.2400 0.2400
Optimised number of iterations I 4 4 4 4
Distance to capacity (D) 0.91 0.67 0.66 0.65
PTO1R-PTO1R(Unassisted)
Noise limit p∗ 0.1603 0.2729 0.3056 0.3064
Value pE 0.1400 0.1950 0.2000 0.2000
Optimised number of iterations I 4 4 4 4
Distance to capacity (D) 0.87 0.71 0.65 0.65
TABLE II: Distance from vanishingly low QBER/WER region characterised by pE estimated by the EXIT-chart based method
for the PTO1REA-PTO1R and PTO1R-PTO1R schemes to the corresponding capacity point on Hashing bound a.k.a. the noise
limit p∗.
C. Quantum Irregular Convolutional Codes with Entangle-
ment Assistance
The QIrCC concept of [49] was proposed in the context
of symmetric channels by invoking ideas from the classical
domain, where Tu¨chler and Hagenauer [42], [56] proposed
the employment of IrCCs for the design of near-capacity
serial concatenated schemes, which are constituted by a family
of convolutional codes (subcodes) having different rates. It
must be noted that a QIrCC associated with Entanglement
Assistance (QIrCCEA) relies on preshared qubits entangled
between the encoder and decoder. These QIrCCs were specif-
ically designed with the aid of EXIT charts for improving
the convergence behaviour of iteratively decoded systems.
Each quantum subcode φ encodes an appropriately selected
fraction αφ of the input qubit stream, where φ = [1, 2, ...,Φ]
and Φ is the number of subcodes. The appropriate fractions
may be selected with the aid of EXIT-chart analysis in order
to shape the inverted EXIT curve of the composite QIrCC
for ensuring that its shape matches the EXIT curve of the
inner decoder. Accordingly, an open EXIT-chart tunnel can
be created even at high values of the depolarizing probability
p, which implies approaching the quantum channel’s capacity
or the Hashing bound. Each subcode φ is characterised by
its quantum code rate RφQ as well as by the corresponding
classical code rate Rφc and by the entanglement ratio E
φ,
where the relationship between RφQ and R
φ
c was presented
in [12]. We have generalised the subcode φ for including
entanglement assistance as follows:
Rφc =
1 +RφQ − Eφ
2
. (13)
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Naturally, the quantum subcode rate RφQ always has to satisfy
the following constraint
RQ =
Φ∑
φ=1
αφR
φ
Q , (14)
E =
Φ∑
φ=1
αφE
φ
Q , (15)
where RQ is the quantum coding rate (aggregate quantum
coding rate) of the QIrCC, while E is the entanglement
consumption ratio (aggregate entanglement consumption ratio)
of the QIrCC.
D. Code design using EXIT charts
It is desirable to choose the QIrCCEA outer quantum code
of Fig. 6 to be capable of performing well with an inner code
associated with a diverse range of quantum coding rates as
well as of supporting the entanglement assisted regime. As
regards to the EXIT chart-based design, this means that the
QIrCCEA outer quantum code has to have a composite EXIT
curve having diverse convex as well as concave shapes for
covering much of the EXIT chart area, so that it can match
a wide range of inner decoder EXIT curves. As described
by Eq. (14) and Eq. (15), the composite EXIT curve of the
QIrCC is formed by combining the appropriately weighted
EXIT curves associated with the subcodes of our choice. For
example, the QIrCC constructed from the subcodes having the
EXIT curves plotted in Fig. 9a is capable of providing a better
EXIT curve matching than that constructed from the subcodes
pertaining to the EXIT curves plotted in Fig. 9b, when the
inner decoder’s EXIT curve is within the lower part of the
EXIT chart.
As a result, we first conceive a QIrCCEA outer code by
incorporating both unassisted as well as entanglement assisted
subcodes. Then, to explicitly demonstrate the benefits of EXIT
charts in designing asymmetric QECCs, we present the design
of the quantum-domain concatenated coding scheme portrayed
in Section IV-A. The outer code QIrCCEA characterised in
Section IV-C is considered. Note that we use the same PTO1R
inner code in order to contrast to the PTO1REA-PTO1R
scheme analysed in Section 7. For the sake of readability, we
present this section in the form of design guidelines including
two phases containing a number of steps, in which our design
examples are used for the sake of illustration.
In the first phase, we conceive a beneficial set of subcodes
in order to construct a QIrCCEA code whose composite
EXIT curve is capable of tuning its shape for covering a
wide area of EXIT chart as well as of supporting various
entanglement consumption ratios. These beneficial capabilities
may allow the resultant QIrCCEA code to perform well, when
concatenated according to Fig. 6 with the inner code PTO1R
in the context of the specific asymmetric depolarizing channel
considered. Accordingly, subcodes generated from a mother-
code [57] are retained/discarded based upon the following
criteria:
• Have a diverse range of the quantum coding rate;
• Have a diverse range of entanglement ratio;
• Pass the non-catastrophic criterion test of [10];
• Have an EXIT curve satisfying the EXIT-chart’s area
property [58], where the area under the EXIT curve is
proportional to the classical coding rate of Eq. (13).
Remark 2: The area under the EXIT curve of an inner
decoder component is approximately equal to the attainable
channel capacity, provided that the channel’s input symbols
are equiprobable [44], [59]. This property [44], [59] may
be exploited for determining the achievable rates of forward
error control schemes relying on iterative multi-stage coding.
Then, the achievable capacity may be used for selecting a
specific coding scheme from the available set and may also be
used for optimising coding arrangements relying on numerous
parameters by using the achievable capacity as a criterion for
comparing all legitimate sets of parameters used for specifying
the coding arrangement.
As a result, the resultant set of meritorious subcodes is
listed in Table III, while the corresponding EXIT curves are
plotted in Fig. 9a, where the labels ‘assisted’ and ‘unassisted’
represents the entanglement-assisted subcode and the subcode
dispensing with entanglement assistance, respectively. In Ta-
ble III, each subcode is characterised by its quantum code rate
RQ as well as by the corresponding classical code rate Rc and
the entanglement ratio E.
The second phase is dedicated to the near-capacity design
carried out according to the specific design requirements,
which may proceed as follows:
• Optimise the inner code by finding the most appropriate
coding configuration for the given channel conditions. In
our design example, we use the PTO1R code for the sake
of a fair comparison to the previous work [11], [12], [26],
[49] investigated in the context of the symmetric quantum
depolarizing channel.
• Create the EXIT curve of the inner PTO1R decoder using
the method detailed in [49] for different depolarizing
probabilities, namely for p = 0.26, 0.30, 0.35, as seen
in Fig. 12.
• Use the subcode set of Table III and then invoke the
EXIT curve matching algorithm of [42] for generating
the optimised weighting coefficients αφ associated with
the highest possible value of depolarizing probabilities
p, provided that a sufficiently wide open EXIT tunnel
may be seen. Note that the resultant optimised weighting
coefficients αφ listed in Fig. 12 have to satisfy both
Eq. (14) and Eq. (15).
• The optimised weighting coefficients seen in Fig. 12 are
used in the QIrCCEA codec in order to generate the stair-
case-shaped decoding trajectory plotted in Fig. 12, where
the most appropriate number of iterations is determined
by counting the number of steps, yielding I = 8.
Remark 3: It should be noted that we need to have a
great number of subcodes in order to always find out a set of
optimised weighting coefficients satisfying both Eq. (14) and
Eq. (15), when arbitrary values of target RQ and E are given.
In our example of employing Φ = 13 subcodes, the resulting
set of optimised weighting coefficients detailed in Fig. 12
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(a) EXIT curves of the proposed subcodes listed in Table III
and used for constructing our QIrCCEA.
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Fig. 9: EXIT curves of the subcodes listed in Table III in comparison to those of the subcodes presented in [12].
Subcode Subcode Configurations
1 [R1Q, R
1
c , E
1] = [0.25, 0.625, 0]; U1 = [9600, 691, 11713, 4863,
1013, 6907, 1125, 828, 10372, 6337, 5590, 11024, 12339, 3439]
2 [R2Q, R
2
c , E
2] = [0.33, 0.667, 0]; U2 = [3968, 1463, 2596, 3451,
1134, 3474, 657, 686, 3113, 1866, 2608, 2570]
3 [R3Q, R
3
c , E
3] = [0.5, 0.75, 0] ; U3 = [848, 1000, 930, 278,
611, 263, 744, 260, 356, 880]
4 [R4Q, R
4
c , E
4] = [0.667, 0.833, 0]; U4 = [529, 807, 253, 1950,
3979, 2794, 956, 1892, 3359, 2127, 3812, 1580]
5 [R5Q, R
5
c , E
5] = [0.75, 0.875, 0]; U5 = [62, 6173, 4409, 12688,
7654, 10804, 1763, 15590, 6304, 3120, 2349, 1470, 9063, 4020]
6 [R6Q, R
6
c , E
6] = [0.25, 0.25, 0.75] ; U6 = [4805, 14753, 6723, 7140,
3037, 8204, 3405, 11119, 2358, 7526, 9564, 404, 3354, 8611]
7 [R7Q, R
7
c , E
7] = [0.25, 0.25, 0.75] ; U7 = [573, 3574, 789, 2119,
1048, 862, 2839, 427, 2933, 2276, 443, 540]
8 [R8Q, R
8
c , E
8] = [0.25, 0.333, 0.667]; U8 = [981, 766, 4012, 3708,
2416, 2168, 1210, 2515, 2892, 1781, 2776, 2843]
9 [R9Q, R
9
c , E
9] = [0.25, 0.375, 0.5] ; U9 = [14704, 11303, 7079, 9128,
8516, 3097, 5487, 11095, 15857, 6765, 608, 465, 5956, 8172]
10 [R10Q , R
10
c , E
10] = [0.5, 0.50, 0.5] ; U10 = [5596, 15439, 5141, 486,
2473, 7611, 16073, 1681, 13709, 2967, 1829, 14551, 3430, 43]
11 [R11Q , R
11
c , E
11] = [0.5, 0.625, 0.25] ; U11 = [4429, 9095, 11436, 2362,
2843, 694, 10361, 13034, 14132, 2913, 9921, 9627, 12088, 9777]
12 [R12Q , R
12
c , E
12] = [0.667, 0.667, 0.333] ; U12 = [838, 1616, 3675, 2328,
604, 2652, 3728, 1118, 540, 3272, 365, 3830]
13 [R13Q , R
13
c , E
13] = [0.7, 0.75, 0.5] ; U13 = [15317, 456, 6176, 3385,
15391, 7198, 527, 316, 8508, 9499, 13081, 3004, 15507, 12318]
TABLE III: List of subcodes detailing their quantum coding rate RφQ, classical coding rate R
φ
c , entanglement ratio E
φ as well
as the decimal representation Uφ of the seed transformation, where we have the number of subcode φ = {1, ..., 13}.
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corresponds to the outer QIrCCEA coding rate RQ = 0.66
and the outer QIrCCEA entanglement ratio of E = 0.19.
Accordingly, we arrive at the EXIT chart presented in
Fig. 12, where again I = 8 iterations are sufficient at a de-
polarizing probability of pE = 0.26 for the QIrCCEA-PTO1R
scheme to perform close to the Hashing bound represented
by the corresponding noise limit of p∗ = 0.3118, as seen
in Table IV. The EXIT-chart based predection is confirmed
by our QBER/WER simulation results presented in Fig. 10.
More specifically, the QBER-performance of the QIrCCEA-
PTO1R scheme is substantially improved upon increasing the
number of iterations from I = 2 to I = 8. By contrast,
applying I > 8 iterations to the QIrCCEA-PT01R provides
no significant QBER-performance improvement as seen in
Fig. 12, hence confirming that I = 8 is the most appropriate
number of iterations.
As a result of the improved EXIT curve matching seen in
Fig. 12 in comparison to that of Fig. 7, a significant WER
performance improvement can be obtained upon employing
the QIrCCEA instead of the PTO1REA, as observed in Fig. 10,
which corresponds to a ratio of D = 0.83 w.r.t. the associated
noise limit. Furthermore, apart from an improved WER perfor-
mance, our QIrCCEA-PTO1R scheme has a higher quantum
coding rate of RQ = 0.21 than the rate of RQ = 0.11 used
for the PTO1REA-PTO1R scheme.
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Fig. 10: WER/QBER versus depolarizing probability compari-
son of the QIrCCEA-PTO1R and PTO1REA-PTO1R schemes
using a frame length L = 1000 qubits at the channel asymme-
try ratio of α = 100, where the parameters of the two coding
schemes are comparatively detailed in Table IV.
Additionally, despite the fact that the phase flip probability
pz is α = 102 times higher than the bit flip probability px
as well as the bit-and-phase flip probability py , in Fig. 10
we observe similar values of QBERx, QBERy, QBERz for
the three type of errors, namely for the bit, bit-and-phase as
well as for the phase errors. As an important conclusion,
our QIrCCEA-PTO1R scheme is capable of equalising the
influence of these three quantum error types. This benefit
of our QIrCCEA-PTO1R scheme is directly reflected by the
improvement of the so-called effective relaxation time T1e
and effective dephasing time T2e, which are also termed as
effective coherence times. The effective times are defined
by Eq. (1) and Eq. (2), where the bit-flip and phase-flip
probabilities are substituted by the QBERx and QBERz ,
respectively, while the coherent operation duration t of a
physical quantum gate remains unchanged. Accordingly, the
coherence time improvement is plotted in Fig. 11 for the
trapped ion based devices of Table I, where we have T1 = 100
ms and T1 = 1 ms at a channel asymmetry ratio of α = 100.
As seen in Fig. 11, both the relaxation time T1 and the
dephasing time T2 have been significantly increased in the
target operating region seen in Fig. 10 for the QIrCCEA-
PTO1R coding scheme, where we have QBER < 102. The
highest effective dephasing time of T2e ≈ 104 ms is about
10000 times higher than the original dephasing time of T1 = 1
ms as well as the adequate operation duration of t ≈ 1 ms.
Hence, in practice the employment of the QIrCCEA-PTO1R
coding scheme may allow us to bundle significantly more gate
operations into the effective dephasing time.
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Fig. 11: Improvement in coherent times, namely of relaxation
time T1 and dephasing time T2, for Trapped ions based devices
of Table I, when employing the QIrCCEA-PTO1R coding
scheme using a frame length L = 1000 qubits at the channel
asymmetry ratio of α = 100.
V. CONCLUSIONS
In this contribution, we have analysed the EAQC capacity
curves and conceived design guidelines for quantum coding
schemes that are capable of eliminating the deleterious effects
of quantum flips in quantum devices. Our EXIT chart based
technique was demonstrated to be a useful tool for both
analysing and designing quantum coding schemes. Our simu-
lation results support our semi-analytical results. The results
may be readily used for designing QECC schemes in order
to mitigate the errors introduced by quantum devices built
from various materials, including trapped ions and solid state
Nuclear Magnetic Resonance, which are investigated by the
quantum hardware community.
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