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HANKEL DETERMINANTS OF THE CANTOR SEQUENCE
ZHI-XIONG WEN AND WEN WU∗
Abstract. In the paper, we give the recurrent equations of the Hankel de-
terminants of the Cantor sequence, and show that the Hankel determinants
as a double sequence is 3-automatic. With the help of the Hankel determi-
nants, we prove that the irrationality exponent of the Cantor number, i.e. the
transcendental number with Cantor sequence as its b-ary expansion, equals 2.
1. Introduction.
Let σ be the Cantor substitution defined over the alphabet A = {a, b} by
σ : a 7→ aba, b 7→ bbb.
Since the word σn(a) is a prefix of σn+1(a), i.e., σn+1(a) = σn(a)w where w is a
finite word over the alphabet A, the sequence of words (σn(a))n∈N converges to the
infinite sequence
c := c0c1c2 · · · ∈ A
N,
called the Cantor sequence. In this paper, we take a = 1 and b = 0. Then the
sequence (cn)n≥0 takes the value 1 if the 3-ary expansion of n contains no ’1’, and
0 otherwise(see [2], [6]). Here are the first few terms:
n 0 1 2 3 4 5 6 7 8 · · ·
cn 1 0 1 0 0 0 1 0 1 · · ·
The Cantor sequence is an automatic sequence (see [2]), i.e., it can be generated
by a finite automaton. In detail, the Cantor sequence can be recognized by the
3-automaton in Figure 1 in direct reading with the initial state a and the output
map a 7→ 1, b 7→ 0. The Cantor sequence can be recognized as the discretization of
a/1start b/0
0,2
1
0,1,2
Figure 1. Automaton Generating the Cantor Sequence.
the Cantor ternary set. In fact, we can construct the Cantor ternary set from the
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Cantor sequence as a recurrent set, following the way introduced by F. M. Dekking
in [5].
In this paper, we discuss some property of the Hankel determinants of the Cantor
sequence.
1.1. Hankel determinants of Cantor sequence. For a sequence of complex
numbers u = u0u1 · · ·un · · · , the corresponding (p, n)-order Hankel matrix H
p
n is
given by
Hpn =

up up+1 · · · up+n−1
up+1 up+2 · · · up+n
· · · · · · · · · · · ·
up+n−1 up+n · · · up+2n−2

where n ≥ 1 and p ≥ 0. And |Hpn| denote the determinant of the matrix H
p
n.
Positive definiteness of Hankel matrices associated with a sequence are strong
connected the moment problem(see [11]). The properties of Hankel determinants
are also connnected to the combinatoric properties of the sequences and to the
Pade´ approximation(see [3], [4]). In [8], Kamae, Tamura and Wen studied the
properties of Hankel determinants for the Fibonacci word and give a quantitative
relation between the Hankel determinant and the Pade´ pair. Later, Tamura [12]
generalized the results for a class of special sequences. Allouche, Peyrie`re, Wen and
Wen studied the properties of Hankel determinants |Epn| of the Thue-Morse sequence
in [1]. They proved that the Hankel determinants |Epn|(modulo 2) recognized as a
two-dimensional sequence (or double sequence) was 2-automatic. Recently, Gou,
Wen and Wu [7] proved that the Hankel determinants (modulo 2) of regular paper-
folding sequence are also periodic.
Let Γpn be the (p, n)-order Hankel matrix of Cantor sequence. Our purpose is
to discuss the property of the two-dimensional sequence {|Γpn|}n,p≥0. We have the
following results.
Main Results.
(1) For each p ≥ 0, the sequence {|Γpn|}n≥0 is periodic(see Theorem 2).
(2) The two-dimensional sequence(modulo 3) {|Γpn|}n,p≥0 is 3-automatic (see
Theorem 3).
Figure 2 shows |Γpn| modulo 3 for 1 ≤ n ≤ 96 and 0 ≤ p ≤ 127, where 0’s are
replaced by blue squares, 1’s are replaced by green squares and 2’s are replaced by
red squares. Columns refer sequences {|Γpn|}n≥0.
This article is organized as follows. Definitions and preliminaries are given in
Section 2. In Section 3, we give recurrence formulae of Hankel determinants (mod-
ulo 3) of the Cantor sequence. Section 4 is mainly devoted to characterize the
periodicity and automaticity properties of Hankel determinants (modulo 3) of the
Cantor sequence. In Section 5, we will prove that the Pade´ approximants to the
generating series of the Cantor sequence exist and the irrationality exponent of the
Cantor number and the difference sequence are both equal to 2.
2. Preliminaries.
Assume thatM is an n×n-matrix. Denote byM t the transpose of M . LetM (i)
be the n× (n− 1)-matrix obtained by deleting the i-th column of M , and M(i) be
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Figure 2. |Γpn|(mod 3) for 1 ≤ n ≤ 96 and 0 ≤ p ≤ 127.
the (n − 1) × n -matrix obtained by deleting the i-th row of M . |M | denote the
determinant of the matrix M and 0m×n denote the m× n zero matrix.
It is easy to check that the Cantor sequence c = c0c1 · · · cn · · · ∈ {0, 1}
N can also
be defined by the following recurrence equations:
(2.1) c0 = 1, c3n = cn, c3n+1 = 0, c3n+2 = cn, for n ≥ 0.
For further consideration, we need another sequence d defined by dn = cn + cn+2,
and simultaneously we have
(2.2) d3n = 2cn, d3n+1 = cn+1, d3n+2 = cn.
The Hankel matrices of this difference sequences d is denoted by ∆pn. An easy
observation show that
∆pn = Γ
p
n + Γ
p+2
n .
Let Kpn := (up+3(i+j−2))1≤i,j≤n. When u = c is the Cantor sequence, by (2.1),
we have for all n ≥ 1, p ≥ 0,
(2.3) K3pn = Γ
p
n, K
3p+1
n = 0n×n, K
3p+2
n = Γ
p
n.
When u = d, by (2.2), for all n ≥ 1, p ≥ 0,
(2.4) K3pn = 2Γ
p
n ≡ −Γ
p
n, K
3p+1
n = Γ
p+1
n , K
3p+2
n = Γ
p
n,
where the symbol ≡, unless otherwise stated, means equality modulo 3 throughout
this paper.
Now we will give an auxiliary lemma on matrices.
Lemma 1. For all n ≥ 2, p ≥ 0,∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣ = (−1)n|Γpn| · |∆pn|+ (−1)n+1|Γpn+1| · |∆pn−1|.
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Proof. Suppose αnp is the column vector of the form (cp, cp+1, · · · , cp+n−1)
t, then
∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣ =
∣∣∣∣∣∣∣∣
Γpn α
n
p+n α
n
p Γ
p+1
n
01×n 1 0 01×n
01×n 0 1 01×n
Γp+1n α
n
p+n+1 0n×1 −Γ
p
n
∣∣∣∣∣∣∣∣ .
Note that (Γpn α
n
p+n) = (α
n
p Γ
p+1
n ), we have
∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣ =
∣∣∣∣∣∣∣∣
Γpn α
n
p+n 0 0n×n
01×n 1 0 0 · · · 0 (−1)
01×n 0 1 0 · · · 0 0
Γp+1n α
n
p+n+1 −α
n
p+1 −∆
p
n
∣∣∣∣∣∣∣∣
=
∣∣∣∣1 00 1
∣∣∣∣ · ∣∣∣∣ Γpn 0Γp+1n −∆pn
∣∣∣∣
+(−1)n+1
∣∣∣∣0 −11 0
∣∣∣∣ ∣∣∣∣(Γpn+1)(n+1) 0n×(n−1)(Γp+1n+1)(n+1) −(∆pn)(n)
∣∣∣∣ .
Since ∣∣∣∣(Γpn+1)(n+1) 0n×(n−1)(Γp+1n+1)(n+1) −(∆pn)(n)
∣∣∣∣ =
∣∣∣∣∣∣
(Γpn+1)(n+1) 0n×(n−1)
0(n−1)×n
(αn+1p+n+1)
t −(∆
p
n)
(n)
∣∣∣∣∣∣
= (−1)(n+1)|Γpn+1| · | −∆
p
n−1|
= |Γpn+1| · |∆
p
n−1|,
then ∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣ = (−1)n|Γpn| · |∆pn|+ (−1)n+1|Γpn+1| · |∆pn−1|.

Let
P (n) = (e1, e4, · · · , e3n1−2, e2, e5, · · · , e3n2−1, e3, e6, · · · , e3n3),
where n1 = [
n+2
3 ], n2 = [
n+1
3 ], n3 = [
n
3 ] and ej is the j-th unit column vector of
order n, i.e., the column vector with 1 as the j-th entry and zeros elsewhere. And
|P (n)| = ±1. For simplicity, we write P instead of P (n), when no confusion can
occur. When consider P (3n), P (3n + 1), P (3n + 2), the following diagram shows
n1, n2 and n3 in these cases:
n1 n2 n3
3n n n n
3n+ 1 n+ 1 n n
3n+ 2 n+ 1 n+ 1 n
Suppose M = (mi,j)1≤i,j≤n is an n× n matrix, then
P tMP =
(m3i−2,3j−2)n1×n1 (m3i−2,3j−1)n1×n2 (m3i−2,3j)n1×n3(m3i−1,3j−2)n2×n1 (m3i−1,3j−1)n2×n2 (m3i−1,3j)n2×n3
(m3i,3j−2)n3×n1 (m3i,3j−1)n3×n2 (m3i,3j)n3×n3
 ,
where (m3i−2,3j−1)s×t means the matrix (m3i−2,3j−1)1≤i≤s,1≤j≤t.
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When M = Hp3n, H
p
3n+1 and H
p
3n+2, we have
P tHp3nP
=
 (Up+3(i+j−2))n×n (Up+3(i+j−2)+1)n×n (Up+3(i+j−2)+2)n×n(Up+3(i+j−2)+1)n×n (Up+3(i+j−2)+2)n×n (Up+3(i+j−2)+3)n×n
(Up+3(i+j−2)+2)n×n (Up+3(i+j−2)+3)n×n (Up+3(i+j−2)+4)n×n

=
 Kpn Kp+1n Kp+2nKp+1n Kp+2n Kp+3n
Kp+2n K
p+3
n K
p+4
n
 ,(2.5)
P tHp3n+1P =
 Kpn+1 (Kp+1n+1)(n+1) (Kp+2n+1)(n+1)(Kp+1n+1)(n+1) Kp+2n Kp+3n
(Kp+2n+1)(n+1) K
p+3
n K
p+4
n
 ,(2.6)
P tHp3n+2P =
 Kpn+1 Kp+1n+1 (Kp+2n+1)(n+1)Kp+1n+1 Kp+2n+1 (Kp+3n+1)(n+1)
(Kp+2n+1)(n+1) (K
p+3
n+1)(n+1) K
p+4
n
 ,(2.7)
3. Recurrent equations
In this section, we establish the recurrence formulae for the sequence |Γpn|(n ≥
2, p ≥ 0), which is the key result in this paper. Through these eighteen recurrence
formulae, we can evaluate all the Hankel determinants |Γpn|, |∆
p
n|(n ≥ 2, p ≥ 0).
Theorem 1. For p ≥ 0 and n ≥ 2, one has
(1) |Γ3p3n| = (−1)
n|Γpn|
2 · |∆pn|+ (−1)
n+1|Γpn| · |Γ
p
n+1| · |∆
p
n−1|,
(2) |Γ3p3n+1| = (−1)
n|Γpn| · |Γ
p
n+1| · |∆
p
n|+ (−1)
n+1|Γpn+1|
2 · |∆pn−1|,
(3) |Γ3p3n+2| = (−1)
n|Γpn+1|
2 · |∆pn|,
(4) |Γ3p+13n | = (−1)
n|Γpn| · |Γ
p+1
n | · |∆
p
n|+ (−1)
n+1|Γp+1n | · |Γ
p
n+1| · |∆
p
n−1|,
(5) |Γ3p+13n+1| = (−1)
n+1|Γpn+1|
2 · |∆p+1n−1|,
(6) |Γ3p+13n+2| = (−1)
n+1|Γpn+1|
2 · |∆p+1n |,
(7) |Γ3p+23n | = (−1)
n|Γp+1n |
2 · |∆pn|,
(8) |Γ3p+23n+1| = (−1)
n|Γp+1n | · |Γ
p
n+1| · |∆
p+1
n |+ (−1)
n+1|Γpn+1| · |Γ
p+1
n+1| · |∆
p+1
n−1|,
(9) |Γ3p+23n+2| = (−1)
n+1|Γp+1n+1|
2 · |∆pn|,
(10) |∆3p3n| ≡ (−1)
n|Γpn| · |∆
p
n|
2 + (−1)n+1|Γpn+1| · |∆
p
n−1| · |∆
p
n|,
(11) |∆3p3n+1| ≡ (−1)
n+1|Γpn+1| · |∆
p
n|
2,
(12) |∆3p3n+2| ≡ (−1)
n|Γpn+2| · |∆
p
n|
2 + (−1)n+1|Γpn+1| · |∆
p
n| · |∆
p
n+1|,
(13) |∆3p+13n | ≡ (−1)
n|Γp+1n | · |∆
p
n|
2,
(14) |∆3p+13n+1| ≡ (−1)
n|Γp+1n+1| · |∆
p
n|
2,
(15) |∆3p+13n+2| ≡ (−1)
n|Γpn+2| · |∆
p
n| · |∆
p+1
n |+ (−1)
n+1|Γpn+1| · |∆
p+1
n | · |∆
p
n+1|,
(16) |∆3p+23n | ≡ (−1)
n|Γp+1n | · |∆
p
n| · |∆
p+1
n |+ (−1)
n+1|Γp+1n+1| · |∆
p
n| · |∆
p+1
n−1|,
(17) |∆3p+23n+1| ≡ (−1)
n|Γpn+1| · |∆
p+1
n |
2,
(18) |∆3p+23n+2| ≡ (−1)
n|Γpn+2| · |∆
p+1
n |
2.
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Proof. 1) Combine (2.3) and (2.5), we have
|P tΓ3p3nP | =
∣∣∣∣∣∣
Γpn 0n×n Γ
p
n
0n×n Γ
p
n Γ
p+1
n
Γpn Γ
p+1
n 0n×n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn 0n×n 0n×n
0n×n Γ
p
n Γ
p+1
n
0n×n Γ
p+1
n −Γ
p
n
∣∣∣∣∣∣ .
Hence
|Γ3p3n| = |P
tΓ3p3nP | = |Γ
p
n| ·
∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣ .
By Lemma 1,
|Γ3p3n| = (−1)
n|Γpn|
2 · |∆pn|+ (−1)
n+1|Γpn| · |Γ
p
n+1| · |∆
p
n−1|.
2) Combine (2.3) and (2.6), we have
|P tΓ3p3n+1P | =
∣∣∣∣∣∣
Γpn+1 0n+1×n (Γ
p
n+1)
(n+1)
0n×n+1 Γ
p
n Γ
p+1
n
(Γpn+1)(n+1) Γ
p+1
n 0n×n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn+1 0n+1×n 0n+1×n
0n×n+1 Γ
p
n Γ
p+1
n
0n×n+1 Γ
p+1
n −Γ
p
n
∣∣∣∣∣∣ .
By Lemma 1,
|Γ3p3n+1| = |Γ
p
n+1| ·
∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣
= (−1)n|Γpn| · |Γ
p
n+1| · |∆
p
n|+ (−1)
n+1|Γpn+1|
2 · |∆pn−1|.
3) Combine (2.3) and (2.7), we have
|P tΓ3p3n+2P | =
∣∣∣∣∣∣
Γpn+1 0(n+1)×(n+1) (Γ
p
n+1)
(n+1)
0(n+1)×(n+1) Γ
p
n+1 (Γ
p+1
n+1)
(n+1)
(Γpn+1)(n+1) (Γ
p+1
n+1)(n+1) 0n×n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn+1 0(n+1)×(n+1) 0(n+1)×n
0(n+1)×(n+1) Γ
p
n+1 (Γ
p+1
n+1)
(n+1)
(Γpn+1)(n+1) (Γ
p+1
n+1)(n+1) −Γ
p
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn+1 0(n+1)×(n+1) 0(n+1)×n
0(n+1)×(n+1) Γ
p
n+1 0(n+1)×n
(Γpn+1)(n+1) (Γ
p+1
n+1)(n+1) −Γ
p
n − Γ
p+2
n
∣∣∣∣∣∣ .
Therefore,
|Γ3p3n+2| = |Γ
p
n+1|
2 · | − Γpn − Γ
p+2
n | = (−1)
n|Γpn+1|
2 · |∆pn|.
Formulae (4) to (18) can be proved using similar computation. We state the
proof in the appendix. 
Now, we will extend those eighteen recurrent formulae for all n, p ≥ 0.
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Proposition 1. Define |∆p0| = 1 for p ≥ 0, and
|Γp0| =
{
2 if p = 0
1 if p ≥ 1
, |∆p−1| =
{
1 if p = 0
0 if p ≥ 1
.
Then formulae of Theorem 1 holds for p ≥ 0 and n ≥ 0.
Proof. Using (2.1), (2.2) and the facts: |Γp1| = cp, and |∆
p
1| = dp. We can check the
formulae of Theorem 1 one by one. 
4. Periodicity and automaticity properties.
The periodicity and automaticity properties of the Hankel determinants |Γpn|,
|∆pn| (n, p ≥ 0) are discussed in this section. By the recurrent formulae in Theo-
rem 1 and Proposition 1, to determine the quantities {|Γpn|}n≥0,p≥0, {|∆
p
n|}n≥0,p≥0,
we only need to determine the quantities for p = 0 and 1. The following two
propositions are devoted to this purpose.
Proposition 2. With the above notation, we have
(4.1) |Γ0n| ≡
{
1 if n ≡ 1, 2 mod 4
2 if n ≡ 3, 0 mod 4
, |∆0n| ≡
{
2 if n ≡ 1, 2 mod 4
1 if n ≡ 3, 0 mod 4
.
Proof. We will prove these two assertion simultaneously. For n = 0, 1, 2, the above
equalities can be check directly. Assume that the equalities hold for n ≤ k. By the
induction hypothesis, we have for all n < k,
|Γ0n|
2 ≡ |∆0n|
2 ≡ 1, |Γ0n| · |∆
0
n| ≡ 2,
|Γ0n+1| · |∆
0
n−1| ≡ 1, |Γ
0
n+1|+ |∆
0
n−1| ≡ |∆
2
n+1|.
Then if n = k + 1 = 3l(l ≥ 1), by Theorem 1 (1) and (10), we have
|Γ0n| = (−1)
l|Γ0l |
2 · |∆0l |+ (−1)
l+1|Γ0l | · |Γ
0
l+1| · |∆
0
l−1|
≡ (−1)l
(
2|Γ0l | − |Γ
0
l |
)
≡ (−1)l|Γ0l |,
|∆0n| ≡ (−1)
l|Γ0l | · |∆
0
l |
2 + (−1)l+1|Γ0l+1| · |∆
0
l−1| · |∆
0
l |
≡ (−1)l
(
2|∆0l | − |∆
0
l |
)
≡ (−1)l|∆0l |.
Since n = 3l ≡ −l(mod 4), the above two equalities implies (4.1).
When n = k + 1 = 3l + 1(l ≥ 1), by formulae (2) and (11) of Theorem 1,
|Γ03l+1| = (−1)
l|Γ0l | · |Γ
0
l+1| · |∆
0
l |+ (−1)
l+1|Γ0l+2|
2 · |∆0l−1|
≡ (−1)l
(
2|Γ0l+1| − |∆
0
l−1|
)
≡ (−1)l+1|∆0l+1|,
|∆03l+1| ≡ (−1)
l+1|Γ0l+1| · |∆
0
l |
2
≡ (−1)l+1|Γ0l+1|.
Note that n = 3l+ 1 ≡ 1− l(mod 4), (4.1) follows from the above two equalities.
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When n = k+1 = 3l+2(l ≥ 1), by formulae (3) and (12) of Theorem 1, we have
|Γ03l+2| = (−1)
l|Γ0l+1|
2 · |∆0l |
≡ (−1)l|∆0l |,
|∆03l+2| ≡ (−1)
l|Γ0l+2| · |∆
0
l |
2 + (−1)l+1|Γ0l+1| · |∆
0
l | · |∆
0
l+1|
≡ (−1)l
(
|∆0l | − 2|∆
0
l |
)
= (−1)l+1|∆0l |.
These two equalities, combining with the fact n = 3l + 2 ≡ 2 − l(mod 4), lead to
(4.1). Thus the assertions are proved. 
Proposition 3. For p = 1, we have
(4.2) |Γ1n| ≡ |∆
1
n| ≡

0 if n ≡ 1, 3 mod 4
2 if n ≡ 2 mod 4
1 if n ≡ 0 mod 4
.
Proof. These two assertions will be proved simultaneously. For n = 0, 1, 2, the
above equalities can be check directly. Assume that the equalities hold for n ≤ k.
According to 4.1, for all n ≥ 1,
|Γ0n|
2 ≡ |∆0n|
2 ≡ 1, |Γ0n| · |∆
0
n| ≡ 2, |Γ
0
n+1| · |∆
0
n−1| ≡ 1.
By the induction hypothesis, for all 1 ≤ n < k,∣∣Γ1n−1∣∣ ≡ − ∣∣Γ1n+1∣∣ .
Then if n = k + 1 = 3l(l ≥ 1), by formulae (4) and (13) of Theorem 1, we have
|Γ1n| = (−1)
l|Γ0l | · |Γ
1
l | · |∆
0
l |+ (−1)
l+1|Γ1l | · |Γ
0
l+1| · |∆
0
l−1|
≡ (−1)l
(
2|Γ1l | − |Γ
1
l |
)
≡ (−1)l|Γ1l |,
|∆1n| ≡ (−1)
l|Γ1l | · |∆
0
l |
2 ≡ (−1)l|Γ1l |.
Since n = 3l ≡ −l(mod 4), (4.2) holds in this case.
When n = k + 1 = 3l + 1(l ≥ 1), by formulae (5) and (14) and Theorem 1, we
have
|Γ1n| = (−1)
l+1|Γ0l+1|
2 · |∆1l−1| ≡ (−1)
l+1|∆1l−1| ≡ (−1)
l|Γ1l+1|,
|∆1n| ≡ (−1)
l|Γ1l+1| · |∆
0
l |
2 ≡ (−1)l|Γ1l+1|.
Since n = 3l+ 1 ≡ 1− l(mod 4), (4.2) holds in this case.
When n = k+1 = 3l+2(l ≥ 1), by formulae (6) and (15) of Theorem 1, we have
|Γ1n| = (−1)
l+1|Γ0l+1|
2 · |∆1l | ≡ (−1)
l+1|∆1l |,
|∆1n| ≡ (−1)
l|Γ0l+2| · |∆
0
l | · |∆
1
l |+ (−1)
l+1|Γ0l+1| · |∆
1
l | · |∆
0
l+1|
≡ (−1)l
(
|∆1l | − 2|∆
1
l |
)
≡ (−1)l+1|∆1l |.
These two equalities, combining with the fact n = 3l + 2 ≡ 2 − l(mod 4), lead to
(4.2). Thus the assertions are proved. 
HANKEL DETERMINANTS OF THE CANTOR SEQUENCE 9
4.1. Periodicity properties. Let (un)n≥0 be a sequence with un ∈ F3, then the
formal power series
u(x) =
∑
n≥0
unx
n
is called the generating series of the sequence (un)n≥0.
A sequence (un)n≥0 is periodic of period t if and only if its generating series adds
up to a rational fraction of the form P (x)1−xt , where P (x) is a polynomial of degree
less than t.
Let P (x) =
∑
n≥0 anx
n and Q(x) =
∑
n≥0 bnx
n be two formal power series with
an, bn ∈ F3, then their Hadamard product is defined to be
P (x) ⋆ Q(x) =
∑
n≥0
anbnx
n.
In addition, if (an)n≥0 and (bn)n≥0 are periodic of period s and t respectively, then
P (x) ⋆Q(x) is the generating series of the periodic sequence (anbn)n≥0 having [s, t]
as a period, where [s, t] denotes the lowest common multiple of s and t.
For p ≥ 0, define
f (p)(x) =
∑
n≥0 |Γ
p
n|x
n, g(p)(x) =
∑
n≥0 |D
p
n|x
n,
and
h0(x) =
∑
n≥0
(−1)nxn, h1(x) =
∑
n≥0
(−1)n+1xn
where the coefficients are taken modulo 3, with the convention of Proposition 1.
By Proposition 2 and Proposition 3, we have
(4.3)
{
f (0) = 2+x+x
2+2x3
1−x4 , g
(0) = 1+2x+2x
2+x3
1−x4 ,
f (1) = 1+2x
2
1−x4 , g
(1) = 1+2x
2
1−x4 .
Using the recurrent formulae in Theorem 1, we can compute the above quantities
recursively. We compute f (2) and g(2) as an example.
f (2) =
∑
n≥0
|Γ2n|x
n =
∑
n≥0
(|Γ23n|+ |Γ
2
3n+1|x+ |Γ
2
3n+2|x
2)x3n
=
∑
n≥0
[
(−1)n|Γ1n|
2|∆0n|+
(
(−1)n|Γ1n||Γ
0
n+1||∆
1
n|
+(−1)n+1|Γ0n+1||Γ
1
n+1||∆
1
n−1|
)
x+ (−1)n+1|Γ1n+1|
2|∆0n|x
2
]
x3n
by Theorem 1
= (h0 ⋆ f
(1) ⋆ f (1) ⋆ g(0))3 + x(h0 ⋆ f
(1) ⋆ f̂ (0) ⋆ g(1)
+h1 ⋆ f̂ (0) ⋆ f̂ (1) ⋆ g(1))
3 + x2(h1 ⋆ f̂ (1) ⋆ f̂ (1) ⋆ g
(0))3
where
(4.4) h0(x) =
∑
n≥0
(−1)nxn, h1(x) =
∑
n≥0
(−1)n+1xn
and
(4.5) f̂ (1)(x) =
∑
n≥0
∣∣Γ1n+1∣∣ xn, g(1)(x) =∑
n≥0
∣∣∆1n−1∣∣ xn.
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Thus by (4.3), (4.4) and (4.5), we have
f (2) =
(
1 + 2x2
1− x4
)3
+ x
(
1 + 2x2
1− x4
+
2x+ x3
1− x4
)3
+ x2
(
2x+ x3
1− x4
)3
=
1 + x+ 2x4 + 2x5 + 2x6 + 2x7 + x10 + x11
1− x12
;
g(2) =
∑
n≥0
|∆2n|x
n =
∑
n≥0
(|∆23n|+ x|∆
2
3n+1|+ x
2|∆23n+2|)x
3n
=
∑
n≥0
[ (
(−1)n|Γ1n||∆
0
n||∆
1
n|+ (−1)
n+1|Γ1n+1||∆
0
n||∆
1
n−1|
)
+x
(
(−1)n|Γ0n+1||∆
1
n|
2
)
+ x2
(
(−1)n|Γ0n+2||∆
1
n|
2
)]
x3n
= (h0 ⋆ f
(1) ⋆ g(0) ⋆ g(1) + h1 ⋆ f̂ (1) ⋆ g
(0) ⋆ g(1))3
+x(h0 ⋆ f̂ (0) ⋆ g
(1) ⋆ g(1))3 + x2(h0 ⋆ f̂ (0) ⋆ g
(1) ⋆ g(1))3
where
(4.6) f̂ (0)(x) =
∑
n≥0
∣∣Γ0n+2∣∣ xn.
Thus by (4.3), (4.4), (4.5) and (4.6), we have
g(2) =
1 + x+ x2 + 2x6 + 2x7 + 2x8
1− x12
.
Theorem 2. For any p ≥ 0, the sequences (modulo 3)
{|Γpn|}n≥0, {|∆
p
n|}n≥0
are both periodic. Moreover, 12 · 3k is a period if 3k + 1 ≤ p ≤ 3k+1.
Proof. For p = 0, 1, 2, 3 by the recurrence formulae of Proposition 1 and equalities
(4.3) these two sequences are periodic. Now suppose p ≥ 4, we shall prove by
induction on k that 12 · 3k is a period if 3k + 1 ≤ p ≤ 3k+1.
By calculation, we can find that the conclusion is true for k = 1. Suppose that
the conclusion is true for p ≤ 3k. We need to show that the conclusion is true for
3k + 1 ≤ p ≤ 3k+1. If p = 3q, then 3k−1 + 1 ≤ q ≤ 3k, thus by Theorem 1 (1) (2)
and (3), we have
|Γp3n| = (−1)
n|Γqn|
2 · |∆qn|+ (−1)
n+1|Γqn| · |Γ
q
n+1| · |∆
q
n−1|,
|Γp3n+1| = (−1)
n|Γqn| · |Γ
q
n+1| · |∆
q
n|+ (−1)
n+1|Γqn+2|
2 · |∆qn−1|,(4.7)
|Γp3n+2| = (−1)
n|Γqn+1|
2 · |∆qn|.
By the induction hypothesis, all the sequences occurring on the right hand of (4.7)
have period 12 ·3k−1, and so do the product and sum of these sequences. Therefore,
the sequences |Γp3n| ,
∣∣Γp3n+1∣∣ and ∣∣Γp3n+2∣∣ are all 12·3k−1-periodic which implies that
the sequence |Γpn| is of period 12 · 3
k. The cases p = 3q+1 and 3q+2 follow in the
same way. Similar discussions can be applied to the sequence |∆pn|. 
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4.2. Automaticity properties. First, we will recall some definitions of two di-
mensional automatic sequences which can be found in [2, Chapter 14].
Let A,B be two finite alphabets. If
A = (ai,j)0≤i≤m,0≤j≤n
is an m× n matrix with entries in A, and ψ : A → Bk×l is a [k, l]-uniform matrix-
valued morphism, i.e., a map sending each letter in A to an k× l matrix, then ψ(A)
is an km× ln matrix given by
ψ(a00) ψ(a01) · · · ψ(a0,n−1)
ψ(a10) ψ(a11) · · · ψ(a1,n−1)
...
...
. . .
...
ψ(am−1,0) ψ(am−1,1) · · · ψ(am−1,n−1)
 .
A [k, l]-automatic sequence is the image (under a coding) of a fixed point of a
[k, l]-morphism. In particular, if k = l, the [k, k]-automatic sequence is also called
the k-automatic sequence. A well known result [2, Theorem 14.2.2](see also [9],[10])
shows that the two-dimensional sequence u = (un,m)n,m≥0 is [k, l]-automatic se-
quences if and only if the [k, l]-kernel Kk,l(u) is finite, where
Kk,l(u) = {(ukam+r,lan+s)m,n≥0 : a ≥ 0, 0 ≤ r < k
a, 0 ≤ s < la}.
Theorem 3. The two-dimensional sequences (modulo 3)
{|Γpn|}n≥0,p≥0, {|∆
p
n|}n≥0,p≥0
are both 3-automatic.
Proof. For this, we only need to show that the 3-kernels of these sequences are
finite.
Let {upn}n≥−1,p≥0 be a double sequence. For α
′ ∈ {−1, 0, 1, 2} and α, β, β′ ∈
{0, 1, 2}, operations Sβ
′
α′ and T
β
α are defined as follows
Sβ
′
α′u = {u
p+β′
n+α′}n≥0,p≥0, T
β
αu = {u
3p+β
3n+α}n≥0,p≥0.
Then, for α′ ∈ {−1, 0, 1, 2} and α, β, β′ ∈ {0, 1, 2}, we have
(4.8) T βαS
β′
α′ =

S0−1T
β+β′
2 if α+ α
′ = −1 and β + β′ ≤ 2,
S1−1T
β+β′−3
2 if α+ α
′ = −1 and β + β′ ≥ 3,
T β+β
′
α+α′ if 0 ≤ α+ α
′ ≤ 2 and β + β′ ≤ 2,
S10T
β+β′−3
α+α′ if 0 ≤ α+ α
′ ≤ 2 and β + β′ ≥ 3,
S01T
β+β′
α+α′−3 if α+ α
′ ≥ 3 and β + β′ ≤ 2,
S11T
β+β′−3
α+α′−3 if α+ α
′ ≥ 3 and β + β′ ≥ 3.
Suppose Γ,∆ and F stand for the sequences {|Γpn|}n≥0,p≥0, {|∆
p
n|}n≥0,p≥0 and
{F pn}n≥0,p≥0 modulo 3 where F
p
n = (−1)
n. Thus for any β ∈ {0, 1, 2}
(4.9) T β0 F = T
β
2 F = S
β
2 F = F and T
β
1 F = S
β
1F = S
0
1F.
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We rewrite Theorem 1 and Proposition 1 as follows
(4.10)

T 00Γ ≡ F · Γ
2 ·∆ T 20Γ ≡ F ·
(
S10Γ
)2
·∆,
+S01F · Γ · S
0
1Γ · S
0
−1∆,
T 00∆ ≡ F · Γ ·∆
2 T 20∆ ≡ F · S
1
0Γ ·∆ · S
1
0∆
+S01F · S
0
1Γ · S
0
−1∆ ·∆, +S
0
1F · S
1
1Γ ·∆ · S
1
−1∆,
T 01Γ ≡ F · S
0
1Γ · Γ ·∆ T
2
1Γ ≡ F · S
0
1Γ · S
1
0Γ · S
1
0∆
+S01F · (S
0
1Γ)
2 · S0−1∆, +S
0
1F · S
0
1Γ · S
1
1Γ · S
1
−1∆,
T 01∆ ≡ S
0
1F · S
0
1Γ ·∆
2, T 21∆ ≡ F · S
0
1Γ ·
(
S10∆
)2
,
T 02Γ ≡ F · (S
0
1Γ)
2 ·∆, T 22Γ ≡ S
0
1F ·
(
S11Γ
)2
·∆,
T 02∆ ≡ F · S
0
2Γ ·∆
2 T 22∆ ≡ F · S
0
2Γ ·
(
S10∆
)2
,
+S01F · S
0
1Γ ·∆ · S
0
1∆,
T 10Γ ≡ F · S
1
0Γ · Γ ·∆ T
1
2Γ ≡ S
0
1F ·
(
S01Γ
)2
· S10∆,
+S01F · S
0
1Γ · S
1
0Γ · S
0
−1∆,
T 10∆ ≡ F · S
1
0Γ ·∆
2, T 12∆ ≡ F · S
0
2Γ ·∆ · S
1
0∆
+S01F · S
0
1Γ · S
1
0∆ · S
0
1∆,
T 11Γ ≡ S
0
1F ·
(
S01Γ
)2
· S1−1∆, T
1
1∆ ≡ F · S
1
1Γ ·∆
2.
Let X = {Γ,∆, F} and Y = {SβαJ | J ∈ X , α = −1, 0, 1, 2 and β = 0, 1, 2}.
According to (4.8) (4.9) and (4.10), for any α, β ∈ {0, 1, 2} and J ∈ Y, T βαJ can
be expressed as a polynomial with coefficients in GF3 of the elements of Y. Hence
the elements of 3-kernels K3(Γ) and K3(∆) are obtained by successive applications
of operators T βα . For instance, let (|Γ
3mp+s
3mn+r|)n,p≥0 ∈ K3(Γ) where m ≥ 0 and
0 ≥ r, s ≥ 3m. Suppose r =
∑m−1
i=0 3
iαi and s =
∑m−1
i=0 3
iβi where αi, βi ∈ {0, 1, 2}.
It is easy to verify that (|Γ3
mp+s
3mn+r|)n,p≥0 = T
βm−1
αm−1 · · ·T
β1
α1
T β0α0 (Γ). Therefore the
elements of these two 3-kernels are polynomials with coefficients in GF3 of the
elements of Y.
Since there is only a finite number of polynomial functions on GF3 with twelve
variables, these 3-kernels are finite. Therefore, the sequences {|Γpn|}n≥0,p≥0 and
{|∆pn|}n≥0,p≥0 are 3-automatic. 
Corollary 1. For any n ≥ 1, the sequences (modulo 3)
{|Γpn|}p≥0, {|∆
p
n|}p≥0
are both 3-automatic.
Proof. An immediate consequence of Salon [9], [10] is that, if a two-dimensional
sequence {sm,n}m,n≥0 is 3-automatic, then for any fixed m ≥ 0 the sequence
{sm,n}n≥0 is 3-automatic which prove our result. 
5. Applications.
5.1. Pade´ approximation. Now, consider again the Cantor sequence
c = c0c1c2 · · · ∈ {0, 1}
N,
let
f(x) =
∑
n≥0
cnx
n
be the generating function of the Cantor sequence. It follows from (2.1) that
(5.1) f(x) = (1 + x2)f(x3),
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and f(x) > 1 for any x > 0.
Denote by
[
p
q
]
f
, a (p, q)-order Pade´ approximate of f , i.e., a rational function
P (x)/Q(x) whose denominator has degree q and whose numerator has degree p
such that
f(x)−
P (x)
Q(x)
= O(xp+q+1), x −→ 0.
A classical result [4, Brezinski, Page 35], shows us that if Γ0n 6= 0, then the Pade´
approximate
[
n−1
n
]
f
exists. Moreover,
(5.2) f(x)− [n− 1/n]f (x) =
Γ0n+1
Γ0n
x2n +O(x2n+1).
Hence by Proposition 2, we have the following theorem.
Theorem 4. Let f(x) =
∑
n≥0 cnx
n, then for any n ≥ 1, the (n−1, n)-order Pade´
approximate of f exists.
5.2. The irrationality exponent of the Cantor number. Let ξ be an irrational
number. The irrationality exponent (or irrational measure) µ(ξ) of ξ is defined as
follow
µ(ξ) = sup
{
µ ∈ R :
∣∣∣∣ξ − pq
∣∣∣∣ < 1qµ for infinite many (p, q) ∈ Z× N
}
.
Let ξc,b be the Cantor number defined by
ξc,b =
∑
k≥0
ck
bk
= 1 +
1
b2
+
1
b6
+
1
b8
+ · · · ,
where c = c0c1c2 · · · is the Cantor sequence. Combine equation (5.1), Propsition 1
and Theorem 1 in [7], we have
Proposition 4. For any integer b ≥ 2, the irrationality exponent of the Cantor
number ξc,b is equal to 2.
Corollary 2. For any b ≥ 2, let ηd,b =
∑
n≥0 dnb
−n. The irrationality exponent
of ηd,b is equal to 2.
Proof. Using (2.2), we have
ηd,b =
∑
n≥0
dnb
−n =
∑
n≥0
(d3n + d3n+1b
−1 + d3n+2b
−2)b−3n
=
∑
n≥0
(2cn + cn+1b
−1 + cnb
−2)b−3n
= 2ξ
c,b3 + b
−1(ξ
c,b3 − 1) + b
−2ξ
c,b3
= (2 + b−1 + b−2)ξ
c,b3 − b
−1.
Since the irrationality exponent is invariant under multiplication and addition of a
rational number, we can deduce from Proposition 4 that the irrationality exponent
of ηd,b is equal to 2. 
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Appendix A. Proof of Theorem 1 : Continue.
Proof. 4) Combine (2.3) and (2.5), we have
|P tΓ3p+13n P | =
∣∣∣∣∣∣
0n×n Γ
p
n Γ
p+1
n
Γpn Γ
p+1
n 0n×n
Γp+1n 0n×n Γ
p+1
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
−Γp+1n Γ
p
n 0n×n
Γpn Γ
p+1
n 0n×n
0n×n 0n×n Γ
p+1
n
∣∣∣∣∣∣ .
Since ∣∣∣∣−Γp+1n ΓpnΓpn Γp+1n
∣∣∣∣ = ∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣ ,
by Lemma 1,
|Γ3p+13n | = |Γ
p+1
n | ·
∣∣∣∣ Γpn Γp+1nΓp+1n −Γpn
∣∣∣∣
= (−1)n|Γp+1n | · |Γ
p
n| · |∆
p
n|+ (−1)
n+1|Γp+1n | · |Γ
p
n+1| · |∆
p
n−1|.
5) Combine (2.3) and (2.6), we have
|P tΓ3p+13n+1P | =
∣∣∣∣∣∣
0(n+1)×(n+1) (Γ
p
n+1)
(n+1) (Γp+1n+1)
(n+1)
(Γpn+1)(n+1) Γ
p+1
n 0n×n
(Γp+1n+1)(n+1) 0n×n Γ
p+1
n
∣∣∣∣∣∣ .
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Recall that αnp is the column vector of the form (cp, cp+1, · · · , cp+n−1)
t, then
|P tΓ3p+13n+1P | =
∣∣∣∣∣∣∣∣
0(n+1)×(n+1) (Γ
p
n+1)
(n+1) (Γp+1n+1)
(n+1)
(Γpn+1)(n+1) Γ
p+1
n 0n×n
0(n−1)×(n+1) −(Γ
p+1
n )(1) (Γ
p+1
n )(n)
(αn+1p+n)
t 01×n (α
n
p+n)
t
∣∣∣∣∣∣∣∣
=
∣∣∣∣ (Γpn+1)(n+1)(αn+1p+n)t
∣∣∣∣ · ∣∣∣∣ (Γpn+1)(n+1) (Γp+1n+1)(n+1)−(Γp+1n )(1) (Γp+1n )(n)
∣∣∣∣
=
∣∣Γpn+1∣∣ · ∣∣∣∣ (Γpn+1)(n+1) (Γp+1n+1)(n+1)−(Γp+1n )(1) (Γp+1n )(n)
∣∣∣∣
=
∣∣Γpn+1∣∣ · ∣∣∣∣ (Γpn+1)(n+1) 0(n+1)×(n−1) αn+1p+n−(Γp+1n )(1) Γp+1n−1 + Γp+3n−1 αn−1p+n
∣∣∣∣
=
∣∣Γpn+1∣∣ · (−1)n+1 · ∣∣ (Γpn+1)(n+1) αn+1p+n ∣∣ · ∣∣∣Γp+1n−1 + Γp+3n−1∣∣∣
= (−1)n+1
∣∣Γpn+1∣∣2 · |Γp+1n−1 + Γp+3n−1|.
Therefore,
|Γ3p+13n+1| = (−1)
n+1|Γpn+1|
2 · |∆p+1n−1|.
6) Combine (2.3) and (2.7), we have
|P tΓ3p+13n+2P | =
∣∣∣∣∣∣
0(n+1)×(n+1) Γ
p
n+1 (Γ
p+1
n+1)
(n+1)
Γpn+1 Γ
p+1
n+1 0(n+1)×n
(Γp+1n+1)(n+1) 0n×(n+1) Γ
p+1
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
0(n+1)×(n+1) Γ
p
n+1 0(n+1)×n
Γpn+1 Γ
p+1
n+1 −(Γ
p+1
n+1)
(1)
(Γp+1n+1)(n+1) 0n×(n+1) Γ
p+1
n
∣∣∣∣∣∣
= (−1)n+1
∣∣Γpn+1∣∣ · ∣∣∣∣ Γpn+1 −(Γp+1n+1)(1)(Γp+1n+1)(n+1) Γp+1n
∣∣∣∣
= (−1)n+1
∣∣Γpn+1∣∣ · ∣∣∣∣ Γpn+1 −(Γp+1n+1)(1)0n×(n+1) Γp+1n + Γp+3n
∣∣∣∣
= (−1)n+1
∣∣Γpn+1∣∣2 · ∣∣∆p+1n ∣∣ .
Therefore,
|Γ3p+13n++2| = (−1)
n+1
∣∣Γpn+1∣∣2 · ∣∣∆p+1n ∣∣ .
7) Combine (2.3) and (2.5), we have
|P tΓ3p+23n P | =
∣∣∣∣∣∣
Γpn Γ
p+1
n 0n×n
Γp+1n 0n×n Γ
p+1
n
0n×n Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn Γ
p+1
n 0n×n
0n×n 0n×n Γ
p+1
n
−Γp+2n Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn Γ
p+1
n 0n×n
0n×n 0n×n Γ
p+1
n
−Γp+2n − Γ
p
n 0n×n Γ
p+2
n
∣∣∣∣∣∣
= (−1)n|Γp+1n |
2 · |Γpn + Γ
p+2
n |.
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Therefore,
|Γ3p+23n | = (−1)
n|Γp+1n |
2 · |∆pn|.
8) Combine (2.3) and (2.6), we have
|P tΓ3p+23n+1P | =
∣∣∣∣∣∣
Γpn+1 (Γ
p+1
n+1)
(n+1) 0(n+1)×n
(Γp+1n+1)(n+1) 0n×n Γ
p+1
n
0n×(n+1) Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn+1 0(n+1)×n 0(n+1)×n
(Γp+1n+1)(n+1) −Γ
p+2
n Γ
p+1
n
0n×(n+1) Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
= |Γpn+1| ·
∣∣∣∣ −Γp+2n Γp+1nΓp+1n Γp+2n
∣∣∣∣
= |Γpn+1| ·
∣∣∣∣ Γp+1n Γp+2nΓp+2n − Γp+1n
∣∣∣∣ .
By Lemma 1,
|Γ3p+23n+1| = (−1)
n|Γpn+1| · |Γ
p+1
n | · |∆
p+1
n |+ (−1)
n+1|Γpn+1| · |Γ
p+1
n+1| · |∆
p+1
n−1|.
9) Combine (2.3) and (2.7), we have
|P tΓ3p+23n+2P | =
∣∣∣∣∣∣
Γpn+1 Γ
p+1
n+1 0(n+1)×n
Γp+1n+1 0(n+1)×(n+1) (Γ
p+1
n+1)
(n+1)
0n×(n+1) (Γ
p+1
n+1)(n+1) Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn+1 Γ
p+1
n+1 −(Γ
p
n+1)
(n+1)
(Γp+1n+1)(n+1) 0(n+1)×(n+1) 0(n+1)×n
0n×(n+1) Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn+1 Γ
p+1
n+1 −(Γ
p
n+1)
(n+1)
(Γp+1n+1)(n+1) 0(n+1)×(n+1) 0(n+1)×n
−(Γpn+1)(n+1) 0n×(n+1) Γ
p
n + Γ
p+2
n
∣∣∣∣∣∣
= (−1)n+1|Γp+1n+1| ·
∣∣∣∣ Γp+1n+1 −(Γpn+1)(n+1)0n×(n+1) Γpn + Γp+2n
∣∣∣∣
= (−1)n+1|Γp+1n+1|
2 · |Γpn + Γ
p+2
n |.
Therefore,
|Γ3p+23n+2| = (−1)
n+1|Γp+1n+1|
2 · |∆pn|.
10) Combine (2.4) and (2.5), we have
|P t∆3p3nP | =
∣∣∣∣∣∣
2Γpn Γ
p+1
n Γ
p
n
Γp+1n Γ
p
n 2Γ
p+1
n
Γpn 2Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
≡
∣∣∣∣∣∣
−Γpn Γ
p+1
n Γ
p
n
Γp+1n Γ
p
n −Γ
p+1
n
Γpn −Γ
p+1
n Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
−Γpn Γ
p+1
n 0n×n
Γp+1n Γ
p
n 0n×n
Γpn −Γ
p+1
n Γ
p
n + Γ
p+2
n
∣∣∣∣∣∣ .
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Hence, by Lemma 1,
|∆3p3n| ≡ |Γ
p
n + Γ
p+2
n | ·
∣∣∣∣ −Γpn Γp+1nΓp+1n Γpn
∣∣∣∣
= (−1)n|Γpn| · |∆
p
n|
2 + (−1)n+1|Γpn+1| · |∆
p
n−1| · |∆
p
n|.
11) Combine (2.4) and (2.6), we have
∣∣∣P t∆3p3n+1P ∣∣∣ ≡
∣∣∣∣∣∣∣∣∣
−Γpn+1
(
Γp+1n+1
)(n+1) (
Γpn+1
)(n+1)(
Γp+1n+1
)
(n+1)
Γpn −Γ
p+1
n(
Γpn+1
)
(n+1)
−Γp+1n Γ
p+2
n
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
−Γpn+1
(
Γp+1n+1
)(n+1)
0(n+1)×n(
Γp+1n+1
)
(n+1)
Γpn 0n×n(
Γpn+1
)
(n+1)
−Γp+1n Γ
p
n + Γ
p+2
n
∣∣∣∣∣∣∣∣∣
=
∣∣Γpn + Γp+2n ∣∣ ·
∣∣∣∣∣∣∣
−Γpn+1
(
Γp+1n+1
)(n+1)(
Γp+1n+1
)
(n+1)
Γpn
∣∣∣∣∣∣∣
=
∣∣Γpn + Γp+2n ∣∣ ·
∣∣∣∣∣ −Γ
p
n+1 0(n+1)×n(
Γp+1n+1
)
(n+1)
Γpn + Γ
p+2
n
∣∣∣∣∣ .
Hence, ∣∣∣∆3p3n+1∣∣∣ ≡ (−1)n+1 ∣∣Γpn+1∣∣ · |∆pn|2 .
12) Combine (2.4) and (2.7), we have
∣∣∣P t∆3p3n+2P ∣∣∣ ≡
∣∣∣∣∣∣∣∣∣
−Γpn+1 Γ
p+1
n+1
(
Γpn+1
)(n+1)
Γp+1n+1 Γ
p
n+1 −
(
Γp+1n+1
)(n+1)
(
Γpn+1
)
(n+1)
−
(
Γp+1n+1
)
(n+1)
Γp+2n
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
−Γpn+1 Γ
p+1
n+1 0(n+1)×n
Γp+1n+1 Γ
p
n+1 0(n+1)×n(
Γpn+1
)
(n+1)
−
(
Γp+1n+1
)
(n+1)
Γpn + Γ
p+2
n
∣∣∣∣∣∣∣ .
By Lemma 1,
∣∣∣∆3p3n+2∣∣∣ ≡ |∆pn| · ∣∣∣∣ −Γpn+1 Γp+1n+1Γp+1n+1 Γpn+1
∣∣∣∣
= (−1)n
∣∣Γpn+2∣∣ · |∆pn|2 + (−1)n+1 ∣∣Γpn+1∣∣ · |∆pn| · ∣∣∆pn+1∣∣ .
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13) Combine (2.4) and (2.5), we have
∣∣∣P t∆3p+13n P ∣∣∣ ≡
∣∣∣∣∣∣
Γp+1n Γ
p
n −Γ
p+1
n
Γpn −Γ
p+1
n Γ
p+2
n
−Γp+1n Γ
p+2
n Γ
p+1
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
0n×n Γ
p
n + Γ
p+2
n 0n×n
Γpn −Γ
p+1
n Γ
p+2
n
−Γp+1n Γ
p+2
n Γ
p+1
n
∣∣∣∣∣∣
= (−1)n
∣∣Γpn + Γp+2n ∣∣ · ∣∣∣∣ Γpn Γp+2n−Γp+1n Γp+1n
∣∣∣∣
= (−1)n
∣∣Γpn + Γp+2n ∣∣ · ∣∣∣∣Γpn + Γp+2n Γp+2n0n×n Γp+1n
∣∣∣∣
= (−1)n
∣∣Γpn + Γp+2n ∣∣2 · ∣∣Γp+1n ∣∣ .
Therefore,
∣∣∣∆3p+13n ∣∣∣ ≡ (−1)n ∣∣Γp+1n ∣∣ · |∆pn|2 .
14) Combine (2.4) and (2.6), we have
∣∣∣P t∆3p+13n+1P ∣∣∣ ≡
∣∣∣∣∣∣∣∣∣
Γp+1n+1
(
Γpn+1
)(n+1)
−
(
Γp+1n+1
)(n+1)(
Γpn+1
)
(n+1)
−Γp+1n Γ
p+2
n
−
(
Γp+1n+1
)
(n+1)
Γp+2n Γ
p+1
n
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
Γp+1n+1
(
Γpn+1
)(n+1)
0(n+1)×n(
Γpn+1
)
(n+1)
−Γp+1n Γ
p
n + Γ
p+2
n
−
(
Γp+1n+1
)
(n+1)
Γp+2n 0n×n
∣∣∣∣∣∣∣∣
= (−1)n
∣∣Γpn + Γp+2n ∣∣ ·
∣∣∣∣∣∣ Γ
p+1
n+1
(
Γpn+1
)(n+1)
−
(
Γp+1n+1
)
(n+1)
Γp+2n
∣∣∣∣∣∣
= (−1)n
∣∣Γpn + Γp+2n ∣∣ ·
∣∣∣∣∣ Γp+1n+1
(
Γpn+1
)(n+1)
0n×(n+1) Γ
p
n + Γ
p+2
n
∣∣∣∣∣ .
Hence,
∣∣∣∆3p+13n+1∣∣∣ ≡ (−1)n ∣∣∣Γp+1n+1∣∣∣ · |∆pn|2 .
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15) Combine (2.4) and (2.7), we have
∣∣∣P t∆3p+13n+2P ∣∣∣ ≡
∣∣∣∣∣∣∣∣∣∣
Γp+1n+1 Γ
p
n+1 −
(
Γp+1n+1
)(n+1)
Γpn+1 −Γ
p+1
n+1
(
Γp+2n+1
)(n+1)
−
(
Γp+1n+1
)
(n+1)
(
Γp+2n+1
)
(n+1)
Γp+1n
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
Γp+1n+1 Γ
p
n+1 0(n+1)×n
Γpn+1 −Γ
p+1
n+1 0(n+1)×n
−
(
Γp+1n+1
)
(n+1)
(
Γp+2n+1
)
(n+1)
Γp+1n + Γ
p+3
n
∣∣∣∣∣∣∣
=
∣∣Γp+1n + Γp+3n ∣∣ · ∣∣∣∣ Γp+1n+1 Γpn+1Γpn+1 −Γp+1n+1
∣∣∣∣ .
By Lemma 1,∣∣∣∆3p+13n+2∣∣∣ ≡ (−1)n ∣∣Γpn+2∣∣ · |∆pn| · ∣∣∆p+1n ∣∣+ (−1)n+1 ∣∣Γpn+1∣∣ · ∣∣∆p+1n ∣∣ · ∣∣∆pn+1∣∣ .
16) Combine (2.4) and (2.5), we have∣∣∣P t∆3p+23n P ∣∣∣ ≡
∣∣∣∣∣∣
Γpn −Γ
p+1
n Γ
p+2
n
−Γp+1n Γ
p+2
n Γ
p+1
n
Γp+2n Γ
p+1
n −Γ
p+2
n
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γpn + Γ
p+2
n 0n×n 0n×n
−Γp+1n Γ
p+2
n Γ
p+1
n
Γp+2n Γ
p+1
n −Γ
p+2
n
∣∣∣∣∣∣
=
∣∣Γpn + Γp+2n ∣∣ · ∣∣∣∣Γp+2n Γp+1nΓp+1n −Γp+2n
∣∣∣∣ .
By Lemma 1,∣∣∣∆3p+23n ∣∣∣ ≡ (−1)n ∣∣Γp+1n ∣∣ · |∆pn| · ∣∣∆p+1n ∣∣+ (−1)n+1 ∣∣∣Γp+1n+1∣∣∣ · |∆pn| · ∣∣∣∆p+1n−1∣∣∣ .
17) Combine (2.4) and (2.6), we have
∣∣∣P t∆3p+23n+1P ∣∣∣ ≡
∣∣∣∣∣∣∣∣∣∣
Γpn+1 −
(
Γp+1n+1
)(n+1) (
Γp+2n+1
)(n+1)
−
(
Γp+1n+1
)
(n+1)
Γp+2n Γ
p+1
n(
Γp+2n+1
)
(n+1)
Γp+1n −Γ
p+2
n
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Γpn+1 0(n+1)×n
(
Γp+2n+1
)(n+1)
−
(
Γp+1n+1
)
(n+1)
0n×n Γ
p+1
n(
Γp+2n+1
)
(n+1)
Γp+1n + Γ
p+3
n −Γ
p+2
n
∣∣∣∣∣∣∣∣∣∣
= (−1)n
∣∣Γp+1n + Γp+3n ∣∣ ·
∣∣∣∣∣∣∣
Γpn+1
(
Γp+2n+1
)(n+1)
−
(
Γp+1n+1
)
(n+1)
Γp+1n
∣∣∣∣∣∣∣
= (−1)n
∣∣Γp+1n + Γp+3n ∣∣ ·
∣∣∣∣∣ Γpn+1
(
Γp+2n+1
)(n+1)
0n×(n+1) Γ
p+1
n + Γ
p+3
n
∣∣∣∣∣ .
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Hence, ∣∣∣∆3p+23n+1∣∣∣ ≡ (−1)n ∣∣Γpn+1∣∣ · ∣∣∆p+1n ∣∣2 .
18) Combine (2.4) and (2.7), we have
∣∣∣P t∆3p+23n+2P ∣∣∣ ≡
∣∣∣∣∣∣∣∣∣∣
Γpn+1 −Γ
p+1
n+1
(
Γp+2n+1
)(n+1)
−Γp+1n+1 Γ
p+2
n+1
(
Γp+1n+1
)(n+1)(
Γp+2n+1
)
(n+1)
(
Γp+1n+1
)
(n+1)
−Γp+2n
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
Γpn+1 −Γ
p+1
n+1 0(n+1)×n
−Γp+1n+1 Γ
p+2
n+1
(
Γp+1n+1 + Γ
p+3
n+1
)(n+1)(
Γp+2n+1
)
(n+1)
(
Γp+1n+1
)
(n+1)
0n×n
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Γpn+1 −Γ
p+1
n+1 0(n+1)×n
0n×(n+1)
−
(
αn+1p+n+1
)t 0n×(n+1)(
αn+1p+n+2
)t (Γp+1n+1 + Γp+3n+1)(n+1)(
Γp+2n+1
)
(n+1)
(
Γp+1n+1
)
(n+1)
0n×n
∣∣∣∣∣∣∣∣∣∣
=
∣∣Γp+1n + Γp+3n ∣∣ ·
∣∣∣∣∣∣∣∣
Γpn+1 −Γ
p+1
n+1
−
(
αn+1p+n+1
)t (
αn+1p+n+2
)t(
Γp+2n+1
)
(n+1)
(
Γp+1n+1
)
(n+1)
∣∣∣∣∣∣∣∣
=
∣∣Γp+1n + Γp+3n ∣∣ · (−1)
∣∣∣∣∣∣∣
(
Γpn+2
)(n+2)
−
(
Γp+1n+2
)(n+2)(
Γp+2n+1
)
(n+1)
(
Γp+1n+1
)
(n+1)
∣∣∣∣∣∣∣ .
Note that ∣∣∣∣∣∣∣
(
Γpn+2
)(n+2)
−
(
Γp+1n+2
)(n+2)(
Γp+2n+1
)
(n+1)
(
Γp+1n+1
)
(n+1)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
(
Γpn+2
)(n+2)
0(n+2)×n −α
n+2
p+n+1(
Γp+2n+1
)
(n+1)
Γp+1n + Γ
p+3
n α
n
p+n+1
∣∣∣∣∣∣
= (−1)n
∣∣Γp+1n + Γp+3n ∣∣ · (−1) ∣∣Γpn+2∣∣ ,
we have ∣∣∣∆3p+23n+2∣∣∣ ≡ (−1)n ∣∣Γpn+2∣∣ · ∣∣∆p+1n ∣∣2 .
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