This paper presents FC networks which are instantaneously trained neural networks that allow rapid learning of non-binary data. These networks, which generalize the earlier corner classification (CC) networks, have been compared against Backpropagation (BP) and Radial Basis Function (RBF) networks and are seen to have excellent performance for prediction of time-series and pattern recognition. The networks can generalize using soft or hard decisions.
Introduction
The popular Backpropagation (BP) and Radial Basis Function (RBF) neural networks require iterative training. BP networks sometimes do not converge or take too long to train to be useful in real-time applications. BP networks have been proposed as models of biological memory, but in the given time it takes these networks to learn, it is clear that they could never learn short-term, instantaneously-learned, memory.
Short-term and long-term memories form a complementary pair in biological functioning. Similarly, quick learning using artificial neural networks should be useful for many engineering applications. It was the motivation to model short-term memory that led to the development of the corner classification (CC) family of networks [1, 2] that learn instantaneously and have very good generalization performance. Further work was motivated by an invitation from Karl Pribram to speak on different languages of the brain which led me to analyze the associative aspects of memory at some length [3] . Further development of these ideas followed in due course [4, 5, 7] .
These networks learn example patterns and then generalize points that lie in a sphere of fixed range around them, without a specific strategy for other points that lie outside the sphere. It has been shown that these networks are hardware friendly and suited for implementation in reconfigurable computing using fine grained parallelism [9] . Although the CC networks have found many applications in engineering and business [5] , they suffer from the disadvantage that their input and output must be discrete.
Another disadvantage of the CC networks is that the input is best presented in a unary code, which increases the number of input neurons considerably. Furthermore, the degree of generalization achieved at each trained node is, in the non-adaptive version of the CC network, kept constant. In reality, the data might require that the amount of generalization vary from node to node. These characteristics somewhat limit the applicability of CC networks.
In the present paper we describe a generalization of the CC network that we call the FC network [6] . This network can operate on real data directly and offer great flexibility as compared to the CC networks. The FC networks are described in detail elsewhere [6, 8] . Here our objective is to focus on their fundamental structure to highlight how they are distinct from other approaches to neural network design and learning.
The network
The FC network maps data to the nearest neighbor within whose sphere of generalization the data falls, and if that is not the case it performs an interpolation based on k nearest neighbors. As k becomes large, the FC generalization can be shown to approach the Bayes performance [6] . It uses the fully-connected feedforward network architecture consisting of a layer of input nodes, a layer of hidden neurons, a rule base, followed by an output layer (Fig. 1 ). The number of output neurons is determined by the problem specifications. A network with multiple output neurons can always be separated into multiple single-output networks.
An instantaneously trained neural network must, by definition, convert the incoming pattern into corresponding weights without intensive computations. This rules out any technique that is based on reduced-dimension representation, and the network must depend on a linear mapping of the data. It is this linearity requirement that compels the use of unary mapping in CC networks. However, the transformation of the data within the network cannot be entirely linear because that would make it impossible for the networks to generalize. The networks have a nonlinear generalizing region and elsewhere they perform nonlinear interpolation mapping.
Making a transition from binary to non-binary networks, we find that abandoning the inefficient unary mapping of data we are able to use real values as they stand. Surprisingly, this generalization allows us to cut down on the size of the network. The price that is paid is in terms of the extra computations necessary to separate patterns in the signal space.
We want the network to work in two steps: 1. A basic architecture based on the exemplar patterns. 2. A tuning of the network to make the patterns consistent.
The CC networks merely learn the exemplar patterns without a systematic procedure for tuning of the generalization process.
In the FC networks, input data are normalized to the range ½0; 1 and presented to the network in the form of an R-element long continuous-valued vector x ¼ ðx 1 ; x 2 ; . . . ; x R Þ, where R is determined by the problem specification. Like the CC network, the number of hidden neurons S in an FC network is equal to the number of training samples the network is required to learn.
Each hidden neuron i ði ¼ 1; 2; . . . ; SÞ is associated with a weight vector w i ¼ ðw i;1 ; w i;2 ; . . . ; w i;R Þ, where w i;j is the weight from source x j in the vector to the ith hidden neuron.
Each hidden neuron i first computes the normalized Euclidean distance d i between its weight vector w i and the test vector x. This distance together with r i , the radius of generalization for this hidden neuron, constitute the inputs to the activation function F which determines the hidden neuron output h i . The output of all hidden neurons taken together forms the distance vector h ¼ ðh 1 ; h 2 ; . . . ; h S Þ that gives a measure of similarity between the test vector and each of the training vectors the network has already learned. The rule base enables the FC network to generalize. It consists of a set of IF-THEN rules that operates on the distance vector h to produce a membership grade vector l ¼ ðl 1 ; l 2 ; . . . ; l S Þ that indicates to what degree the test vector x belongs to each of the network output classes. The output neuron then computes the dot product between output weight vector u ¼ ðu 1 ; u 2 ; . . . ; u S Þ and the membership vector l to produce the generalized network output y corresponding to test vector x. Training of an FC network involves two distinct steps. The first step determines the input and output weights while the second step finds the radius of generalization for each hidden neuron.
Unlike the neurons in a CC4 network, the input vector x, the weight vector w, as well as the scalar output h in the FC neuron are all continuous-valued quantities. Quantity d is the Euclidean distance between x and w. The parameter r is called the radius of generalization, a term borrowed from the CC4 network. Its purpose is to allocate to this hidden neuron an area of generalization in the input space with radius r and its center at w. Unlike the CC4 network where the same r applies to the whole network, the radius of generalization in an FC network is individually determined for each hidden neuron during training.
The network can be trained with just two passes of the training samples. The first pass assigns the synaptic weights for the input and output layers. The second pass determines the radius of generalization r for each training sample. The notion of radius of generalization for each training vector provides a basis for the network to switch between a 1NN classifier and a kNN classifier during generalization. The network behaves like a 1NN classifier when the input vector falls within the area of generalization of a training vector, and a kNN classifier otherwise. This enables the network to benefit from the strength of both classifiers.
The network can generalize in a variety of ways. In earlier work [6, 8] , we considered soft generalization which makes it possible to interpolate outside of the generalization spheres. This is shown in Fig. 2(a) for three learned examples labeled 1, 2, and 3. The radius of these spheres is exactly one-half of the distance to the nearest other exemplar pattern. But the entire space can be divided into specific classes, using hard decision boundaries, as in Fig. 2(b) . As to which of the two methods to use would depend on the nature of the problem and the geometry of the output values. This is an example of soft generalization. The FC network possesses generalization characteristics that compare favorably with other neural networks such as the BP and RBF networks [6, 8] . The design of an FC network for any real-world problem is very easy compared to BP and RBF networks. Therefore, it offers an attractive alternative to the other networks.
Concluding remarks
The paper has presented the outline of a method for instantaneous learning of patterns by a neural network that works both for binary and non-binary data. This method is a direct generalization of the CC family of networks where the actual distances between the exemplars are computed to determine the radius of generalization to be associated with each hidden node. The generalization strategy must depend on the nature of the data. Further research on soft generalization options related to problem geometry needs to be carried out since the earlier work [6, 8] has only considered a specific method.
The method described in this paper has the interesting property that the tuning of the generalization procedure is carried out later. The tuning could include reduction in the dimensions of the problem space, which are not described in this paper. It can also be enhanced by means of node pruning techniques. Perhaps, it is tuning of this kind that transforms a short-term memory into a long-term one.
