Carlo study show that the performance of the Phase II control charts can be severely distorted when constructed with poor Phase I estimators. The use of clustering leads to much better Phase II performance. We also illustrate that the performance of Phase II control charts based on the poor Phase I estimators not only have more false alarms than expected but can also take much longer than expected to detect potential changes to the process.
Introduction
Profile monitoring is a form of statistical process control (SPC) where the quality of a product or process is characterized by a functional relationship, referred to as a "profile", between a response variable and one or more explanatory variables. Profile monitoring, and SPC in general, is conducted over two Phases, referred to as Phase I and Phase II. In Phase I profile monitoring, a historical data set (HDS) is utilized to first estimate the individual profiles using appropriate regression methods. Then the estimated profiles are analyzed to determine which estimated profiles can be considered from the in-control process and which, if any, can be considered from an out-of-control process. Finally, using those estimated profiles determined to be from the incontrol process, appropriate estimates are obtained of in-control parameters and used to establish control limits for the Phase II control charts. Here, an out-of-control process is one where at some point there is a change in the functional relationship between the response and the explanatory variables. For example, such a change might be represented by a sustained shift in a parameter in the regression model representing the profiles. After detecting possible profiles from the out-of-control process and obtaining the control limits for Phase II control charts based on the profiles considered to represent the in-control process, Phase II profile monitoring consists of monitoring the future profiles to determine the on-going stability of the process.
In Phase I profile monitoring, profiles from the out-of-control process can be detected by using the Hotelling's 2 T statistic. For example, Kang T statistic to detect the profiles from the out-of-control process based on the estimated regression parameters using linear regression models. Profiles estimated by nonlinear and nonparametric regression methods were studied by Jin and Shi 4 ,
Walker and Wright 5 , Gupta et al. 6 , Ding et al. 7 , Williams et al. 8 , Williams et al. 9 , Chicken et al. 10 and Hung et al. 11 . In addition, Jensen et al. 12 , Jensen and Birch 13 , Qiu et al. 14 and Abdel-Salam et al. 15 provided mixed model approaches to monitor the profiles in order to account for the correlation structure typically existing within each profile.
Based on the mixed models approach, the Hotelling's 2 T statistic used to detect the presence of profiles from an out-of-control process can be obtained by comparing each individual estimated profile, referred to as the "profile specific (PS) curve" to the estimated population average (PA) curve. Jensen et al. 12 also showed that the Hotelling's 2 T statistic used to detect profiles from the out-of-control process in the parametric mixed model can be equivalently obtained by using the estimated best linear unbiased predictors (eblups) of each profile. The method of Jensen et al. 12 will be used throughout this paper and referred to as the "non-clusterbased method".
Unfortunately, during Phase I analysis, the Hotelling's 2 T method may fail to properly classify profiles into the two categories of in-control and out-of-control. That is, a profile from an in-control process may be misclassified as being from an out-of-control process, an error referred to a false negative. The data from such a profile may be mistakenly discarded and not used in the subsequent calculations to establish Phase II control limits. Also, a profile from the out-of-control process may be misclassified as being from the in-control process, an error referred to as a false positive. The data from such a profile are mistakenly included in calculating the Phase II control limits. Chen et al. 16 showed that if profiles from the out-of-control process are classified as being from the in-control process, the resulting estimated PA profile parameters will be biased, perhaps severely so. They provided an alternative profile monitoring method in Phase I, referred to as "cluster-based profile monitoring" to obtain the estimates that are robust to profiles from the out-of-control process contained in the HDS. Recall that a primary goal of Phase I analysis is to obtain the estimates as close to the true parameters for the in-control PA 
The estimated PA curve is
where X is the n p ×  model matrix composed of all the distinct rows contained in each i X and n  is the number of such distinct rows.
The first step of Phase I profile monitoring is to classify the profiles as either from the incontrol or out-of-control process. Using the LMM, Jensen et al. 12 proposed using the distance of the estimated vector for the 
where V is the estimated variance-covariance matrix of ˆi β . The successive difference estimator ˆ, D V is preferred here. Sullivan and Woodall 22 showed that use of ˆD V is effective in detecting sustained step changes in the process that may occur in Phase I data, the situation we consider.
The successive difference estimator of V is (
Jensen et al. 12 showed that the distribution of T statistics are added to the initial main cluster set to obtain a new set of profiles. By iteratively updating the profiles not in the main cluster in this manner until no profiles can be added to the main cluster set, the estimated PA parameters are obtained by using the profiles in the final main cluster set. The details of algorithm can be found in Chen et al. 16 .
During Phase I analysis, if the HDS contains profiles from the out-of-control process resulting from a sustained shift, Chen et al. 16 illustrated the following two important features of their cluster-based profile monitoring method: 1) their method is more likely to correctly distinguish profiles from the in-control process from those from the out-of-control process than the method of Jensen et al. 12 and 2), their method results in PA estimated parameters with less bias than those estimates resulting from the method of Jensen et al. 12 . The impact of these features on the Phase II monitoring performance is illustrated in Sections 3 and 4.
Phase II Control Charts based on Phase I Estimates
It is intuitive that an estimator with favorable Phase I properties, such as small bias and small variance, will result in better Phase II control chart performance than an estimator with less favorable Phase I properties. This effect is further illustrated using the following example of the Phase I profile monitoring analysis (Chen et al. 16 ).
In this example, using the LMM, the first nine profiles were generated from the in-control process as
and the last three profiles were generated as represent profiles from the out-of-control process. The plot of the observed data is given in Figure 1 where straight line segments are used to connect the ten observations for each profile.
We note that it is not at all clear from looking at Figure 1 that profiles 10, 11, and 12 are from the out-of-control process.
The non-cluster-based method leads one to conclude that the 6 th profile is from the out-ofcontrol process, and then yielded the following estimates for the PA parameters ( ) 16 .27, 9.71, 2.18
The estimated variance-covariance matrix was 
The cluster-based method, on the other hand, correctly detected the 10 th , 11 th 
respectively. T control chart are given in Table 1 to compare the performance of these two control charts. Table 1 shows that when Phase II shift size is greater than 0 the ARL 1 based on the cluster- Also, the simulation results show that when Phase II shift equals 0, the ARL for the cluster method is 193.8 and for the non-cluster method the ARL is 64.9. This result indicates that when the Phase I estimates are far from the true parameters, the ARL is much smaller than 200, the desired value, and thus leads to more false alarms.
In addition, Table 1 shows that the ARL values based on the non-cluster-based shift size equal to 1.5 and, as a result, its estimated PA curve is pulled to the direction of the PA curve with shift value equal to 1.5. The corresponding Phase II control chart is also distorted, resulting in many more samples, on the average, than expected to detect changes in the process and many more false alarms when the process is in-control.
A Monte Carlo Study Comparing Phase II Control Charts
In this section, the average performance of Phase II control charts for the two methods is compared based on the average performance of Phase I estimators. The average Phase I estimates were obtained from the Monte Carlo study provided by Chen et al. 16 . In this Phase I
Monte Carlo study, they assumed that the in-control profiles are randomly generated from the linear mixed model 
Here, 
To achieve an ARL 0 =200, the UCL for the cluster-based 2 T control chart, determined via simulation using the Phase I estimates, is 50.8.
The average estimated PA parameters based on 5000 samples, with the non-cluster-based method from Chen et al. 16 , was 
With ARL 0 =200, the UCL for the non-cluster-based 2 T control chart is 41.4. Clearly, the estimates resulting from the two methods are nearly equal because the size of the Phase I shift is very small. The ARLs for different Phase II shifts are presented in Table 2 . 16 showed that the average estimated PA parameters using the cluster-based method was 
With ARL 0 =200, the UCL for the cluster-based 2 T control chart is 27.39.
The average estimated PA parameter vector based on the non-cluster-based method from 
With ARL 0 =200, the UCL for the non-cluster-based 2 T control chart is 21.58. The ARLs for different Phase II shifts are presented in Table 3 . 
With ARL 0 =200, the UCL for the cluster-based 
T control chart is 19.27. The ARLs for different Phase II shifts are presented in Table 4 . Tables 2-4 show that the non-cluster-based 2 T control chart incorrectly detects that an observed profile is from an out-of-control process (a "false negative") far sooner than expected than the cluster-based 2 T control chart when the process is in-control.
Conclusion
The goal of this paper is to illustrate how the performance of the Phase I analysis in profile In the example, one can see that the Phase I estimates from both the cluster-based method and the non-cluster based method are not very close to the true parameters due to the small amount of data and the impact of the data from the out-of-control process. Both methods provided poor Phase I estimates and ended up with poor performance of the Phase II control charts. For example, both Phase II control charts have many more false alarms than expected.
However, the non-cluster based control chart not only has more false alarms, it takes much We believe that clustering methods in Phase I will lead to better Phase II performance.
Generally, we encourage more research on the effect of Phase I estimation error on Phase II performance when monitoring profiles. This suggestion is in agreement with the idea expressed in Jensen et al. 12 that parameter estimation in Phase I may greatly affect the performance of control charts during Phase II.
