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Tato  práce  se  zabývá  rozpoznáváním  spojité  řeči  pro  trojici  jazyků  bulharštinu,  chorvatštinu  a
švédštinu.  Zpráva popisuje základy  zpracování  a  rozpoznávání  řeči,  tvorbu  akustických  modelů
pomocí skrytých Markovových modelů a směsi gaussovských rozložení a použití těchto technik pro
rozpoznávání  řeči  v  toolkitu  Kaldi.  Další  součástí  práce je  postup  přípravy dat  pro  toolkity  pro
rozpoznávání řeči HTK a Kaldi na základě dat z databáze GlobalPhone.  V závěru jsou vytvořené
modely otestovány pomocí testovacích dat a porovnány výsledky z jednotlivých modelů. 
Abstract
This bachelor's thesis deals with recognition of continues speech for three languages –  Bulgarian,
Croatian and Swedish. There are described basics of speech processing and recognition methods like
acoustic modeling using hidden Markov models and gaussian mixture models. Another  aim of this
work is preparing data for those languages from GlobalPhone database,  so they may be used with
speech recognition toolkits Kaldi and HTK. With data prepared there are several models trained and
tested using Kaldi toolkit.
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Rozpoznávání řeči je v současné době stále více rozvíjející se disciplína. V aplikacích se objevuje
především ve formě hlasového ovládání, kdy jsou rozpoznávány jednotlivé povely tedy izolovaná
slova. Tyto aplikace jsou známy především z mobilních zařízení ať už jako hlasové vytáčení na
mobilních telefonech, vyhledávání u zařízení s přístupem k internetu, či jiného typu uživatelské
interakce  pomocí  hlasových  povelů.  Pro  toto  použití  jsou  již  současné  rozpoznávače  dosti
spolehlivé a jejich používání v praxi je stále více k vidění.
Cílem rozpoznávání spojité řeči je přepis mluveného slova do psané podoby za účelem
samotného  zaznamenání,  či  pozdějšího dalšího  zpracování.  Řešení  tohoto  problému  je  daleko
složitější než u izolovaných slov. Je nutné odhalit v řeči hranice jednotlivých slov, uvažovat změny
v intonaci  ve  vyřčené  větě  a  další  faktory jež  mohou ovlivnit  výslovnost  promluvy.  Z důvodu
těchto problémů se zatím rozpoznávače spojité řeči zatím v praxi příliš nepoužívají.
Nejlepších  výsledků  rozpoznávání  izolovaných  slov  i spojité  řeči  dosahuje  angličtina.
Důvodem je  široká rozšířenost tohoto jazyka v souvislosti s informačními technologiemi  a tedy
i existence rozsáhlých databází  záznamů s přepisy a slovníků,  které jsou využity pro trénování
rozpoznávačů.  Dalším  důvodem  je  relativní  jednoduchost  angličtiny,  u  které  se  většina  slov
vyskytuje pouze v jedné  či dvou formách a není tedy třeba uvažovat skloňování a další ohýbání
slov.
Cílem  této  práce  je  příprava  dat  bulharštiny,  chorvatštiny  a  švédštiny  z  databáze
GlobalPhone pro použití  s toolkity Kaldi a HTK. Následně s pomocí toolkitu Kaldi natrénovat
modely  pro  rozpoznávání  spojité  řeči  a  otestovat  je  na  testovacích  datech  připravených  také
z databáze GlobalPhone. 
Obsahem druhé kapitoly je seznámení se základními metodami zpracování řečí, které jsou
využívány při rozpoznávání.  Třetí kapitola nás seznamuje se základními koncepty rozpoznávání
řeči, trénování modelů pro rozpoznávání a jejich použití. Ve čtvrté kapitole se nacházejí informace
o trojici  jazyků  vybraných,  jež jsou použity v této  práci.  Pátá  kapitola  nás  provede postupem
při přípravě  dat  z  původního  formátu  databáze  GlobalPhone  do  formy,  která  je  použitelná
pro toolkity HTK a Kaldi.  Šestá kapitola se věnuje trénování různých modelů pro rozpoznávání
řeči za pomoci toolkitu Kaldi.  V sedmé kapitole je uveden postup pro testování natrénovaných
modelů a dále jsou zde prezentovány výsledky těchto testů a jejich srovnání. Závěrečná kapitola
shrnuje celkově tuto práci. Shrnuje její výsledky a výstupy a představuje návrhy na další rozšíření
a pokračování.
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2 Metody zpracování řeči
Tato  kapitola  popisuje  metody  zpracování  řeči,  kterými  je  nutno  vstup  ve  formě  akustického
signálu transformovat do formy, se kterou dále pracuje rozpoznávač.
2.1 Segmentace
Vstupem této fáze zpracování je  navzorkovaný řečový signál zbavený stejnosměrné složky, která
není pro rozpoznávání důležitá. Tento signál je z pohledu teorie považován za náhodný, což není
ideální  pro  jeho  popsání  parametry.  Z  tohoto  důvodu  je  nutné  signál  rozdělit  na  kratší  části,
které již  lze  považovat  za  stacionární  a  tedy  dobře popsatelné parametry.  Tyto  části  nazývané
rámce jsou charakterizovány délkou, překrytím a posunem. Typické hodnoty jsou 20-25 ms pro
délku rámce a 10-15 ms pro překrytí. Posun je tedy obvykle 10 ms a každá sekunda promluvy je
rozdělena na 100 rámců.[1]
Výběr  rámce  se  provádí  obdélníkovou okenní  funkcí 2.1 či  funkcí Hammingovou 2.2,
která dává větší váhu střední části signálu a utlumuje jej na okrajích. 
w [n]={1 pro 0 < n < l ram − 10 jinde (2.1)
w [n]={0.54−0.46cos ( 2π nl ram−1 ) pro 0 < n < l ram − 10 jinde (2.2)
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Obrázek 2.1: Rámce – lram – délka, sram - posunutí, pram - překrytí  
2.2 Extrakce parametrů
Z jednotlivých rámců  jsou  vyextrahovány parametry,  které  jsou  dále  vstupem pro  trénování  a
samotné  rozpoznávání.  Výstupem  každého  rámce  je  tedy  vektor  parametrů  a  v  případě  celé
promluvy jejich matice. 
Pro rozpoznávání řeči je třeba oddělit informaci o řečníkovy a informace o samotné řeči.
K tomuto účelu se používá cepstrálních koeficientů, u kterých lze tyto dva druhy informace od sebe
relativně snadno odfiltrovat. Cepstrální koeficienty vypočteme jako zpětnou furierovu transformaci
logaritmu absolutní hodnoty spektrální hustoty výkonu podle vzorce 2.3.
c (n)=F−1[ ln∣F ([ s(n)])∣2] (2.3)
Parametry nejčastěji používané pro rozpoznávání řeči nazývané  Mel  Frequency  Cepstral
Coefficients  (MFCC)  dále  zohledňují  lidský  způsob  vnímání  zvuku,  kdy  mají  vyšší  rozlišení
u nízkých  frekvencí  a  nižší  u  vysokých.  Toho  je  dosaženo  použitím  banky  trojúhelníkových
Mel filtrů,  které  jsou  lineárně  rozloženy na  mel-ové  ose.  Jejich zpětným převodem do  osy  v
hertzích dostaneme nelineární rozložení těchto filtrů simulujících lidský vjem zvuku. Převod mezi








Použitím těchto filtrů  dostáváme obvykle 23 koeficientů, ze kterých dále získáme pro řeč
typických  13  cepstrálních  koeficientů.  Podle  vzorce 2.6 vypočteme  cepstrální  koeficienty
z mel koeficientů  pomocí  diskrétní  cosinové  transformace  realizující  zpětnou  furierovou
transformaci. V obrázku 2.4 je uveden postup pro získání MFCC koeficientů, obrázek 2.5 potom
zobrazuje příklad matice koeficientů.
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Ke 13 MFCC koeficientů se  obvykle  přidávají  tzv.  delta  a  delta-delta  koeficienty,  které
reprezentují změny hodnot MFCC v čase a rychlost těchto změn. Celkově se tedy pro rozpoznávání
řeči  používá  vektor 39-ti  parametrů.  Výpočet  delta a delta-delta koeficientů provádíme pomocí
vzorců  2.7 a  2.8,  kde  c(t+n) a  c(t-n) jsou  koeficienty  příslušných  rámců.  Typická  hodnota
pro N je 2.
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Obrázek 2.4: Postup získání MFCC
Obrázek 2.5: Matice MFCC




















Další úpravou MFCC je jejich normalizace vzhledem k promluvě či vzhledem k řečníkovy.
Obvykle  používané  normalizace  jsou  Cepstral  Mean  Normalization  CMN,  Cepstral  Variance
Normalization  CVN  a  jejich  kombinace  CMVN[2].  V  případě  CMN  je  použita  normalizace
průměrem hodnot koeficientů všech rámců promluvy či řečníka, kdy je podle vzorce 2.9 od daného
MFCC koeficientu odečtena tato průměrná hodnota.
cCMN (t)=cMFCC( t)−c (2.9)
U CVM je použita normalizace variancí jednotlivých koeficientů, kdy je původní koeficient podle











Mezi  další  příznaky používané při  rozpoznávání  řeči  řadíme Precptual  Linear  Prediction
koeficienty (PLP) založené na lineárně prediktivní analýze, u nichž je vstupní signál transformován
metodami simulujícími lidský vjem zvuku.
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3 Základy rozpoznávání řeči
Systémy pro rozpoznávání řeči můžeme v základu rozdělit na dvě skupiny podle toho jaké části
řeči se snaží akusticky modelovat a rozpoznávat na rozpoznávače izolovaných slov a rozpoznávače
spojité řeči s velkými slovníky tzv. Large Vocabulary Continuous Speech Recognition – LVCSR.
Tato práce se zabývá druhou skupinou systémů, které jsou popsány dále v této kapitole.
3.1 LVCSR
Tvorba těchto rozpoznávačů patří k nejnáročnějším disciplínám ať již z pohledu složitosti
trénování a rozpoznávání tak z pohledu objemu dat která jsou pro trénování potřebná. Na obrázku
2.1 je schéma rozpoznávání se vstupy, které se na něm podílejí.
Vstupem  jsou akustické  modely,  které  pomocí  pravděpodobnostních  metod  popisují  jednotlivé
hlásky nazývané fonémy. Druhým vstupem těchto systémů jsou jazykové modely, které statisticky
popisují  gramatiku  jazyka.  Na  základě  těchto  dvou  modelů  je  poté  vstupní  akustický  signál
transformován do textového výstupu. 
3.1.1 Akustické modely
Tyto modely reprezentují jednotlivé hlásky – fonémy a jejich spojením vznikají  modely celých
slov.  Modely fonémů jsou vytvořeny kombinací metod skrytých Markovových modelů – HMM
a směsi gaussovských rozložení – GMM popsaných v dalších částech této kapitoly. Pro vytvoření
reprezentace slov jsou použity výslovnostní slovníky, které ke každému slovu přiřazují posloupnost
fonému a určují tak  jeho výslovnost.  Obrázek  3.2 zobrazuje příklad akustického modelu pro tři
slova, kde každé z nich vzniká spojením trojice modelů fonémů.
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Obrázek 3.1: Schéma rozpoznávání
Modely kdy jednotlivé hlásky modelujeme pouze pomocí informace o této hlásce nazýváme
monofonní. Dalším rozšířením tohoto přístupu je použití kontextově závislých fonémů tzv. trifonů.
Zde bereme v úvahu i  fonémy nacházející  se  vlevo a vpravo od modelovaného fonému,  čímž
simulujeme různou výslovnost hlásek na základě hlásek okolních. 
3.1.2 Jazykové modely
Jazykové modely popisují statisticky gramatiku daného jazyka. Určují pravděpodobnost toho jak
jsou v jazyce  slova řazena za sebe.  Tyto  pravděpodobnosti  jsou poté použity jako apriorní  při
rozhodování  jaké  slovo  bylo  vyřčeno  na  základě  slov  předcházejících.  Zásadně  tak  ovlivňují
výsledek rozpoznávání.
Jazykové  modely  se  tvoří  pomocí  databáze  textů  daného  jazyka,  kdy  jsou  vypočteny
pravděpodobnosti posloupností slov z této databáze. Pro různé účely rozpoznávání je tedy vhodné
vybrat odpovídající data pro jazykové modely – jiné pro obecnou řeč, jiné pro odbornou mluvu
daného oboru atd. V praxi se většinou setkáme s unigramy, které určují pravděpodobnost výskytu
samotného slova, bigramy a trigramy, jež určují pravděpodobnost posloupnosti dvojice či trojice
slov. Lze ovšem vytvářet i jazykové modely s delším kontextem obecně n-gramy. 
3.2 Skryté Markovovy modely – HMM
Tyto modely, které při rozpoznávání reprezentují jednotlivé fonémy, řeší problém různé rychlosti
vyřčení  dané hlásky.  Umožňují  tedy srovnávat  nestejně dlouhé matice  příznaků,  které  popisují
stejnou část promluvy v tomto případě jeden foném. Na obrázku 3.3 je jeden Markovův model se
třemi stavy, které jsou reprezentovány dalším typem generativního modelu v případě rozpoznávání
řeči nejčastěji směsí gaussovských rozložení popsaného v další podkapitole. Každý z těchto stavů
nám dává určitou vysílací pravděpodobnost bi(x) na základě vstupního vektoru parametrů x daného
rámce. Další parametry HMM jsou přechodové pravděpodobnosti aij, které určují pravděpodobnost
přechodu z i-tého do j-tého stavu. V případě, že i je rovno j se jedná o pravděpodobnost setrvání v
daném stavu. Na obrázku 3.3 jsou přechodové pravděpodobnosti pro setrvání ve stavu či přechod
do stavu následujícího nejčastěji  využívané  při  rozpoznávání  řeči.  Obecně  lze  ovšem u  HMM
definovat všechny možné přechodové pravděpodobnosti mezi stavy.
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Obrázek 3.2: Akustický model slov
 3.2.1 Trénování HMM
Před  začátkem  samotného  trénování  je  třeba  inicializovat  HMM  model,  který  je  vytvořen
na základě  přepisu  promluvy  a  výslovnostního  slovníku,  kdy  jsou  za  sebe  spojeny  modely
jednotlivých  fonémů,  které  se  v  promluvě  vyskytují.  Modely  fonémů  jsou  dány  zvolenou
konfigurací rozpoznávače,  ve které můžeme na základě poznatků z fonetiky  daného jazyka určit
počet  stavů,  inicializační  přechodové  pravděpodobnosti  aij či  možnosti  přechodů  mezi  stavy
každého  fonému.  Inicializace  modelů  jednotlivých  stavů  HMM  je  popsána  v  následující
podkapitole  věnující  se  směsi  gaussovských  rozložení.  Parametry  těchto těchto  modelů  jsou
obvykle inicializovány na základě celé matice příznaků promluvy. 
Samotné trénování HMM  je provedeno pomocí iterativního algoritmu označovaného jako
Expectation  Maximazation,  který  maximalizuje  věrohodnost,  že  matice  příznaků  promluvy je
generována  daným  modelem.  Další  parametr  používaný  při  trénování  HMM  je  tzv.  State
Occupation  funkce značená Lj(t),  která  každému  stavu  j  a vektoru  příznaků  rámce  t  přiřadí
pravděpodobnost s jakou k danému stavu náleží. Obrázek 3.4 zobrazuje příklad funkce Lj(t) pro tři
HMM stavy, kde je každému stavu přiřazena část vektorů.
 V  prvním  kroku  každé  iterace  jsou  na  základě  starých  vysílacích  pravděpodobností
vypočteny pravděpodobnosti  Lj(t), poté jsou přetrénovány modely jednotlivých stavů na základě
nových parametrů Lj(t) a na závěr přechodové pravděpodobnosti. 
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Obrázek 3.3: Skrytý Markovův model se třemi stavy
Obrázek 3.4: State occupation funkce Lj(t) pro tři stavy
Pro určení  pravděpodobností Lj(t)  a  přechodových pravděpodobností  aij zavedeme  pojem
stavové  sekvence,  který  značí  cestu,  kterou  prochází  matice parametrů  promluvy skrytým
Markovovým modelem.  Na  obrázku 3.5 jsou  zobrazeny všechny možné  stavové  sekvence  pro
model se třemi stavy a promluvu o délce pět rámců.
Věrohodnost generování matice příznaků O po jedné stavové sekvenci X  modelem M je pak dána
vzorcem 3.1, kde  ax(0)x(1) je přechodová pravděpodobnost pro vstup do modelu,  bx(t)(ot) je vysílací
pravděpodobnost stavu, ve kterém se v sekvenci nacházíme v čase t a ax(t)x(t+1) je pravděpodobnost
přechodu do následujícího stavu.
P (O , X∣M )=ax(0) x(1)∏
t=1
T
bx (t )(o t)ax (t ) x(t+1) (3.1)
 
Pravděpodobnost Lj(t) pak definujeme podle vzorce 3.2 jako sumu všech věrohodností stavových
sekvencí,  které  vedou  stavem  j v  čáse  t normalizovanou  tzv.  Baum-Welchovou  věrohodností
definovanou vzorcem 3.3 jako sumu věrohodností přes všechny možné cesty modelem.
L j (t)=
P (O , x (t)= j∣M )
P (O∣M ) (3.2)
P (O∣M )=∑
{X }
P (O , X∣M ) (3.3)
Pro výpočet sumy všech věrohodností sekvencí vedoucích v čase t stavem j zavádíme tzv. částečné
dopředné věrohodnosti αj(t) a částečné zpětné věrohodnosti βj(t), které vypočteme pro všechny časy
ve všech možných stavech.  Částečná dopředná věrohodnost  αj(t)  je součtem věrohodností všech
sekvencí vedoucích do stavu j v čase t a částečná zpětná věrohodnost βj(t) nese informaci o součtu
věrohodností všech sekvencí vedoucích ze stavu j v čase t. Výpočet těchto částečných věrohodností
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Obrázek 3.5: Stavové sekvence HMM
je  proveden pomocí iterativního algoritmu  definovaného vzorci  3.4 a  3.5.  Pro inicializaci první
hodnoty  αj(t) použijeme  zvolenou  přechodovou  pravděpodobnost  vstupu  do  celého  modelu  v
případě βj(t) zvolenou výstupní přechodovou pravděpodobnost z celého modelu.
α j(t )=∑
{i }




Suma věrohodností sekvencí vedoucích stavem j je pak dána vzorcem 3.6 a Lj(t) vzorcem 3.7, kde
Baum-Welchova  věrohodnost  je  dána  částečnou  dopřednou  věrohodností  v  posledním  čase  t
v posledním stavu j.
P (O , x( t)= j∣M )=α j( t)β j(t ) (3.6)
L j (t)=
α j(t)β j (t)
P (O , X∣M )
(3.7)
V další části iterace jsou vypočteny nové hodnoty parametrů modelů jednotlivých stavů  v
případě  GMM  tedy  střední  hodnoty  a  kovarianční  matice.  Pro  jejich  výpočet  zavádíme
tzv. statistiky nultého až druhého řádu. Statistiky nultého řádu jsou sumou všech  Lj(t)  pro stav j
přes všechny časy.  Statistiky prvního řádu jsou sumou   všech  Lj(t)  násobených první mocninou
vstupního vektoru  O(t) u statistiky druhého řádu násobené druhou mocninou vstupního vektoru
O(t). Statistiky daného stavu poté akumulujeme  přes všechny trénovací promluvy a tyto globální
hodnoty jsou poté použity pro určení parametrů modelu daného stavu.
Posledním krokem  jedné  iterace  je  vypočtení  nových  hodnot  přechodových






α i(t)β j( t+1)aij






Ukončení iterací algoritmu může být dáno předem daným počtem iterací případně může být
závislé na velikosti změny celkové Baum-Welchovi věrohodnosti mezi jednotlivými iteracemi.
3.2.2 Rozpoznávání pomocí HMM
Při rozpoznávání pomocí HMM hledáme stavovou sekvenci, která dává největší věrohodnost dané
matici  příznaků promluvy.  Zavádíme  tzv.  Viterbiho  pravděpodobnost  danou vzorcem  3.9 jako
maximum z pravděpodobností všech možných stavových sekvencí daných modelem  M a maticí
příznaků rozpoznávané promluvy O. Obrázek 3.6 zobrazuje výběr jedné ze stavových sekvencí.
PV (O∣M )=max
{ X }
P(O , X∣M ) (3.9)
12
Pro  výpočet  definujeme  podobně  jako  u  trénování  částečné  Viterbiho  pravděpodobnosti,




Φ i(t−1)a ij b j(o(t)) (3.10)
V posledním stavu modelu  v  posledním čase  promluvy  potom dostáváme  celkovou  Viterbiho
pravděpodobnost, s jakou je testovací promluva generována daným modelem.
V případě rozpoznávání izolovaných slov máme vytvořeny HMM pro každé slovo, které
dokážeme rozpoznat.  Rozpoznané slovo pak určíme podle modelu, ze kterého získáme nejvyšší
Viterbiho  pravděpodobnost  danou  maticí  příznaků  rozpoznávané  promluvy.  Tento  výběr  je
zobrazen na obrázku 3.6 a je definován vzorcem 3.11.
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Obrázek 3.6: Výběr Viterbiho pravděpodobnosti
Obrázek 3.7: Výběr slova na základě Viterbiho pravděpodobností
iV=arg max
i
{PV (O∣M i)} (3.11)
Při rozpoznávání spojité řeči je situace složitější, protože neznáme hranice jednotlivých slov.
Z modelů všech slov databáze je vytvořen jeden velký model všech slov, kdy koncové stavy všech
slov spojíme s počátečními stavy všech slov. Toto je zobrazeno na obrázku  3.8, kde dokážeme
rozpoznávat dvě slova.
Dále  je  použit  iterační  algoritmus  nazývaný token passing.  Každý token dokáže  nést  hodnotu
celkové  věrohodnosti  cesty,  kterou  prošel  a  dále  informaci  o  tom,  kterými  modely  prošel  na
základě čehož jsou pak rozpoznána jednotlivá slova. Při inicializaci algoritmu je vložen token do
všech počátečních stavů. V případě obrázku 3.8 jde o stav sil vlevo. S každým příchozím vektorem
parametrů rámce rozpoznávané promluvy je spojena jedna iterace tohoto algoritmu. V každé iteraci
jsou tokeny v každém stavu i, kde se nacházejí, nakopírovány do následujících stavů j a k hodnotě
věrohodnosti cesty je přičten logaritmus pravděpodobnost přechodu  log(aij) a logaritmus vysílací
pravděpodobnosti stavu j daný vektorem příznaků v čase t – log[bj(o(t))]. Pro snadnější a přesnější
implementaci pracuje algoritmus obvykle v logaritmické doméně a tedy i výsledná věrohodnost je
logaritmická. Pokud se do jednoho stavu dostane více tokenů zůstává zde pouze ten s největší
věrohodností,  ostatní  jsou zahozeny.  Na  konci  modelu  každého slova se nachází  speciální  stav
nepřidávající žádnou pravděpodobnost, v obrázku 3.8 jde o stavy označené jako YES a NO, tyto
stavy označí procházející token a uchovají tak informaci o tom, kterými modely slovy daný token
prošel. Na konci algoritmu, kdy již prošly všechny vektory příznaků, je z koncových stavů modelů
jednotlivých slov vybrán token s největší věrohodností a podle cesty, kterou token prošel, je určen
samotný výstup tedy přepis rozpoznávané promluvy.
Při rozpoznávání s velkým slovníkem doplňujeme modely slov o apriorní pravděpodobnosti
dané  gramatikou  jazyka  tedy  jazykovým modelem,  tuto  situaci  zobrazuje  obrázek  3.9,  kde  je
zobrazeno využití jazykového modelu s bigramy.  U velkých slovníků jsou dále implementovány
optimalizace na základě jazykového  modelu.  Tímto  snížíme paměťovou  a výpočetní  náročnost
jelikož již nebudeme brát v úvahu všechna možná slova ale pouze část určenou na základě těchto
optimalizací.
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Obrázek 3.8: Rozpoznávání spojitých slov
3.3 Směs gaussovských rozložení - GMM
Tyto  generativní  modely  reprezentují  jednotlivé  stavy  HMM  a  na  základě  vstupního  vektoru
parametrů daného rámce je jejich výstupem věrohodnost, že vektor byl generován tímto modelem.
Směs gaussovských rozložení je složena z několika n-rozměrných gaussovských rozložení, kde n je
dáno délkou vstupních vektorů příznaků. V případě rozpoznávání řeči s MFCC příznaky při použití
delta a delta-delta koeficientů je tedy n rovno 39. Parametry popisující tyto modely jsou střední
hodnoty a kovarianční matice jednotlivých gaussovských rozložení a jejich váhy v rámci tohoto
modelu. Obrázek 3.10 zobrazuje směs dvou dvojrozměrných gaussovských rozložení.
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Obrázek 3.9: Rozpoznávání s jazykovým modelem - bigramy
Obrázek 3.10: Směs gaussovských rozložení
Pro evaluaci věrohodnosti na základě vstupních dat je použit vzorec 3.12, kde x je vstupní
vektor  parametrů,  M daný  model,  C je  index  komponenty  GMM,  PC je  váha  komponenty,
µC je vektor středních hodnot a  ΣC je kovarianční matice komponenty. V praxi se často používají
diagonální  kovarianční  matice,  díky čemuž  je  snížena  výpočetní  i  paměťová  náročnost  celého
procesu  trénování  i  rozpoznávání,  jelikož  je  třeba  uchovávat  a  pracovat  s  méně  parametry,
než při použití  plné  kovarianční  matice.  Při  použití  v  mnoharozměrných  prostorech  jako  při
rozpoznávání řeči bývá  často výhodné i použití více komponent s diagonální kovarianční maticí
pro data, která by byla popsatelná méně komponentami s kovarianční maticí plnou.
p (x∣M )=∑
C
PCΝ (x ;μC ,Σ C) (3.12)
3.3.1 Trénování GMM
Pro  trénování  GMM  je  použit  stejně  jako  v  případě  HMM  iterativní  algoritmus  Expectation
Maximization, kdy na základě parametrů z předchozí iterace odhadujeme parametry nové. Tento
algoritmus zajišťuje zvýšení věrohodnosti na základě trénovacích dat při každé iteraci.
Při  inicializaci  se  pro  kovarianční  matici  obvykle  používá  stejná  hodnota  pro  všechny
komponenty modelu získaná na základě všech trénovacích dat. Inicializace středních hodnot může
probíhat  zcela  náhodně,  či  pro  jejich  získání  může  být  použit  jiný  klasifikační  algoritmus
např. K-means,  který může být použit  i pro inicializaci kovariančních matic  a vah jednotlivých
komponent. Počet komponent GMM může být opět zvolen pevně předem, častěji se ovšem v praxi
setkáváme se zvyšováním jejich počtu v průběhu iterací.
V samotných iteracích tohoto algoritmu jsou nejprve vypočteny hodnoty dalšího parametru
γCx(t) podle vzorce 3.13, které udávají posteriorní pravděpodobnost s jakou daný vektor x(t) náleží
ke  komponentě  GMM  C.  Na  základě  těchto  parametrů  jsou  dále  vypočteny ostatní  parametry
modelu pomocí  vzorců  3.14 pro střední hodnoty,  3.15 pro kovarianční matice a  3.16 pro váhy







PC Ν ( x( t) ;μC






γ Cx(t ) x( t)
∑
t





















Ukončení  iterací  tohoto  algoritmu  může  být  stejně  jako  v  případě  dáno  předem daným
počtem  iterací,  či  o  ukončení  může  být  rozhodnuto  na  základě  velikosti  změn  výstupní
věrohodnosti modelu na základě trénovacích dat.
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4 Vybrané jazyky
V této kapitole jsou popsány tři vybrané jazyky z databáze GlobalPhone. Ke každému jazyku je
uveden popis jejich abecedy společně se seznamem znaků abecedy a dále je vysvětleno jak jejich
gramatika  ovlivňuje  počet  tvarů  jednotlivých  slov  tedy  i  velikost  potřebných  výslovnostních
slovníků a jazykových modelů.
4.1 Bulharština
Jedná se o jihoslovanský jazyk, kterým hovoří přibližně 9 milionů lidí[3]. Písmem používaným v
bulharštině je cyrilice. Celou bulharskou abecedu je možno vidět v tabulce 4.1.
А Б В Г Д Е Ж З И Й К Л М Н О П Р С Т У Ф Х Ц Ч Ш Щ Ъ Ь Ю Я
а б в г д е ж з и й к л м н о п р с т у ф х ц ч ш щ ъ ь ю я
Tabulka 4.1: Bulharská abeceda
Z hlediska rozpoznávání řeči je výhodou u tohoto jazyka, že u podstatných jmen téměř
neexistuje skloňování. Existují zde pouze první a pátý pád podstatného jména, což se projeví i na
počtu forem přídavných jmen  a ovlivní velikost výslovnostních slovníků a jazykových modelů.
Níže je uvedena ukázka výslovnostního slovníku a promluv Bulharštiny.
• Slovník:
АВСТРИЙСКО a v s t r i j s k o
ЖЕСТ Z e s t
ГОДИШНИНИ g o d i S n i n i
СВЕТСКИТЕ s v e t s k i t e
СТЕПЕНИТЕ s t e p e n i t e
ЯРКОСТТА ja r k o s t t a
• Promluvy:
РЕДНИК ГЪРДЕВ Е УБИТ ОТ ПРИЯТЕЛСКИ ОГЪН.
НО  СЕ  ПОДЧЕРТАВА  ЧЕ  ПРАВИТЕЛСТВОТО  ПРЕДПРИЕМА  МЕРКИ  ЗА
РЕШАВАНЕТО НА ПРОБЛЕМИТЕ.
4.2 Chorvatština
Tímto  jihoslovanským jazykem  mluví  přibližně  7,2  milionů  mluvčích.  Je  úředním jazykem  v
Chorvatsku, Bosně a Hercegovině a v rakouské spolkové zemi Burgenland. Dále je používána v
částech Maďarska a Itálie. Chorvatština používá písmen latinky a přidané znaky:  ž š  č ć đ (+
spřežku dž)[4]. Všechny používané znaky tohoto jazyka jsou k vidění v tabulce 4.2.
A B C Č Ć D Đ Dž E F G H I J K L Lj M N Nj O P R S Š T U V Z Ž
a b c č ć d đ dž e f g h i j k l lj m n nj o p r s š t u v z ž
Tabulka 4.2: Chorvatská abeceda
18
Chorvatská gramatika má stejně jako čeština sedm pádů podstatných jmen,  toto značně
zvyšuje velikost výslovnostních slovníků  a jazykových modelů, jelikož je třeba uchovávat všech
sedm  forem  každého  podstatného  jména.  Níže  je  uvedena  ukázka  výslovnostního  slovníku  a
promluv Chorvatštiny.
• Slovník:
TVRĐAVI k a e r t v r d j ts x a a v i
PRIJEDLOGOM p r i j e d l o g o m
ŽUŽULA zj u zj u l a
OBAVJEŠTAJNE o b a v j e sj t a j n e
KOMENTIRAJUĆI k o m e n t i r a j u cp i
IZMEĐU i z m e dp u
• Promluvy:
MORA IM SE POMOĆI KAKO BI SE IZBJEGAO NAJGORI SCENARIJ DRUGI
KOREJSKI RAT.
ZASTUPNIČKI DOM JUČER JE JEDNOGLASNO DONIO ZAKON O OBNOVI.
4.3 Švédština
Švédštinu, užívanou přibližně pěti a půl milionem mluvčích, řadíme mezi severogermánské jazyky.
Je úředním jazykem Švédska, Finska a Evropské unie. Používá latinku rozšířenou o znaky Å Ä Ö,
které jsou považovány za samostatná písmena a řadí se tedy na konec abecedy.[5] Všech 28 znaků
švédské abecedy v malé a velké formě je zobrazeno v tabulce 4.3.
A B C D E F G H I J K L M N O P Q R S T U V W X Y Z Å Ä Ö
a b c d e f g h i j k l m n o p q r s t u v w x y z å ä ö
Tabulka 4.3: Švédská abeceda
Gramatika švédského jazyka snižuje náročnost na slovníky a jazykové modely jelikož zde
existují pouze dva pády podstatných jmen. Dalším zjednodušením je splynutí mužského a ženského
rodu, takže zde existují pouze 2 rody. Dále je uvedena ukázka výslovnostního slovníku a promluv
Švédštiny.
• Slovník:
ANMÄLAN a n m ael l abl n
FASTANDE f a s t a n d el
GUVERNÖR g uxl v el nr ole r
INDEXET il n d ae ks el t
KRIGSFÖRKLARING k r il g s f ole r k l abl r il ng
MÄRKTE m ale r k t el
• Promluvy:
ANNE MARIE GUSTAFSSON MENAR ATT MĹLET ÄR MYCKET VIKTIGT.
KO  ANMÄLDE  TILL  MARKNADSDOMSTOLEN  SOM  I  SIN  TUR  SKICKADE
ÄRENDET TILL EU DOMSTOLEN  .
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5 Příprava dat
Tato kapitola se věnuje procesu přípravy dat. Data bylo třeba transformovat z původní nejednotné
formy v databázi GlobalPhone do formy použitelné pro toolkity Kaldi a HTK. 
5.1 Databáze GlobalPhone
Databáze GlobalPhone  poskytovaná organizací ELDA obsahuje devatenáct jazyků a délka všech
promluv dohromady je více než 400 hodin. Jednotlivé promluvy mají průměrně 9 sekund a celá
databáze jich obsahuje přes 160 tisíc. Obsahem promluv jsou části novinových článků příslušných
jazyků  a  jsou  namluveny  více  než  1800  rodilými  mluvčími.  Celkový  počet  slov  přesahuje
3 miliony[6].
Ke  každému  jazyku  jsou  k  dispozici  audio  nahrávky  promluv  a  jejich  přepis,  dále
výslovnostní slovník a informace o jednotlivých mluvčích. Formát dat u jednotlivých jazyků ovšem
není zcela jednotný, proto má příprava dat z každého jazyka svá specifika.
5.2 Audio
Audio nahrávky promluv se nachází v u každého jazyka v podadresáři adc/. Jsou digitalizovány
metodou PCM do RAW formátu s vzorkovací frekvencí 16 kHz a 16ti bity na vzorek. Dále jsou
jednotlivé soubory zkomprimovány do formátu Shorten (.SHN). Cílovým formátem je standardní
WAV s vzorkovací frekvencí 8 kHz. 
Konvence  názvů  souborů  je  {lang}{spk}_{utt}.adc.[shn|wav],  kde  lang
specifikuje jazyk pomocí dvou znaků,  spk označuje číslem mluvčího a  utt je číslo promluvy.
U původního souboru se nachází přípona .shn a cílového .wav.
Konverze byla  provedena pomocí  skriptu  audio.py,  jenž pomocí  nástrojů  shorten
a sox převede data do požadovaného formátu a zároveň nástrojem  shntool provede kontrolu
souborů tak, že vyřadí poškozené či prázdné soubory. 
5.3 Přepis promluv
Přepisy jsou uloženy v adresáři  trl/ případně  rmn/.  V prvním z adresářů se jedná o přepisy
v různých  kódováních,  kde  jsou  použity  znaky  národních  abeced.  V  adresáři  rmn/ jsou
tzv. romanizované  promluvy používající  pouze  znaky ASCII  a  znaky specifické  pro  jednotlivé
jazyky jsou nahrazeny sledem několika znaků ASCII,  které se v tomto pořadí v daném jazyce
běžně nevyskytují.
Konvence názvů souborů je {lang}{spk}.[trl|rmn], kde lang a spk mají stejný
význam jako u audia. V každém souboru se tedy nacházejí promluvy od jednoho řečníka. Níže je
uveden příklad obsahu souboru.
;SprecherID 018
; 1:
редник Гърдев е убит от приятелски огън
; 2:
вярно е че редник Гърди Гърдев е убит от приятелски огън
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Cílovým  formátem  je  standardní  Master  Label  File  (MLF).  Soubory  jsou  již  pouze
v kódování  UTF-8 a  používají  znaky národních abeced.  V případě  MLF se  všechny promluvy
všech řečníků nacházejí  v jednom souboru kde jsou identifikovány číslem řečníka a promluvy.















Pro konverzi jsou nejprve původní soubory překódovány pomocí nástroje iconv do UTF-8
a dále  pomocí  skriptu  trltomlf.py převedeny do MLF formátu.  Tento skript  také provede
rozdělení  slov  spojených  spojovníkem,  označí  numericky  zapsaná  čísla  a  odstraní  některé
přebytečné značky specifické pro jednotlivé jazyky.
Skriptem  check_audio2mlf.py je poté provedena kontrola, zda ke každé nahrávce
existuje  přepis  a  ke  každému  přepisu  existuje  nahrávka.  Přebytečné  audio  soubory  či  přepisy
v MLF souboru jsou smazány.
 Nakonec jsou vytvořeny další MLF soubory obsahující různé podmnožiny všech promluv.
Cílem tohoto rozdělení daného dokumentací k databázi je vytvořit sady dat pro trénování, vývoj,
testování a jejich kombinace.
5.4 Výslovnostní slovníky
Slovníky jsou v databázi GlobalPhone obecně hůře zpracovány. Často v nich mnoho slov chybí
a u některých jazyků chybí slovníky úplně. Lze je nalézt ve zvláštním adresáři /Dictionaries,
kde jsou obsaženy v podadresářích označujících konkrétní jazyk. Jsou v různém kódování a některé
pouze v romanizované podobě. 
Slovníky obsahují na jednotlivých řádcích slova následovaná výčtem fonémů opatřených
případnými značkami označující hranice slova.
• Příklad původního slovníku
{njematscHkog} {{M_n WB} M_j M_e M_m M_a M_tS M_k M_o {M_g WB}}
{njematscHkog(2)} {{M_nj WB} M_e M_m M_a M_tS M_k M_o {M_g WB}}
{njematscHkog(3)} {{M_nj WB} M_e M_m M_a M_tS M_k M_o {M_g WB}}
V cílovém formátu se nachází na řádku pouze slovo bez romanizace s použitím velkých
písmen pro slovo a seznam fonémů bez případných závorek a dalších značek.
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• Příklad cílového slovníku
NJEMAČKOG n j e m a tS k o g
NJEMAČKOG nj e m a tS k o g
NJEMAČKOG nj e m a tS k o g
Slovníky  byly  nejprve  nástrojem  iconv překódovány  do  UTF-8  a  poté  převedeny
do cílového formátu pomocí skriptu dictionary.py. Tento skript provádí kromě jednoduchého
přeformátování textu případnou deromanizaci.
Deromanizaci bylo třeba provézt u švédštiny a chorvatštiny. V případě švédského slovníku
byla  v  dokumentaci  uvedena  tabulka  pro  deromanizaci.  U  chorvatštiny  bylo  potřeba  tabulku
vytvořit  na základě rozdílů mezi  přepisy promluv v romanizované a neromanizované formě.  V
tabulkch 5.1 a 5.2 jsou k vidění data pro deromanizaci chorvatského a švédského slovníku.
Romanizace dscH DscH tscH TscH sscH SscH djcH DjcH jscH JscH
Národní abeceda ć Ć č Č š Š đ Đ ž Ž
Tabulka 5.1: Chorvatská deromanizace
Romanizace aO AO a^ A^ o^ O^ e+
Národní abeceda å Å ä Ä ö Ö é
Tabulka 5.2: Švédská deromanizace
Poslední částí úpravy slovníků je rozdělení slov spojených spojovníkem. Problematické je
rozdělení seznamu fonémů, kdy nelze jednoduše určit, které fonémy patří kterému slovu. 
Pokud se ve slovníku vyskytuje  jedno ze spojených slov,  je situace řešena rozdělením
na dvě  části,  kdy  část  slovního  spojení,  kterou  známe  zaujme  příslušné  odpovídající fonémy
a zbývající  se  použijí  jako  výslovnost  pro  neznámé  slovo.  Tato  metoda  je  použita  ve  skriptu
dict_v1.py. Níže je uvedena ukázka použití této metody.
• Obsah slovníku před rozdělením slov:
SISAČKO s i s a tS k o
SISAČKO-MOSLAVAČKE s i s a tS k o m o s l a v a tS k e
• Obsah slovníku po rozdělení slov:
SISAČKO s i s a tS k o
MOSLAVAČKE m o s l a v a tS k e
Na základě slovníků s rozdělenými slovy verze jedna byli navíc vytvořeny tzv. grafemické
slovníky[7].  U těchto slovníků je výslovnost slov dána pouze grafemy jimiž je slovo  tvořeno a
mapování grafemů na fonémy je dáno poměrem 1:1.
• Příklad grafemického slovníku
АБСОЛЮТНАТА а б с о л ю т н а т а
ЖАЛКО ж а л к о
ЛОГОТО л о г о т о
МОСКОВСКИЯ м о с к о в с к и я
ОТКЛОНЯВАНЕ о т к л о н я в а н е
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  Problematické  při  tvorbě  těchto  slovníků  je  reprezentace  číslovek.  V  případě  jazyků
použitých  v  této  práci  se  číslovky  vyskytují  pouze  u  chorvatského  slovníku,  kde  tedy  v
grafemickém slovníku naroste počet chybějících slov oproti původnímu fonetickému.
5.5 Jazykový model
Na základě  trénovacích  dat  byly  pro  každý  jazyk  pomocí  nástroje  ngram vytvořeny jazykové
modely popisující unigramy a bigramy. 
5.6 Příprava dat pro Kaldi
Jelikož byl pro experimenty zvolen toolkit Kaldi, bylo nutné tato data dále transformovat do formy
použitelné s tímto nástrojem. Protože data připravená pomocí kroků v předchozích kapitolách mají
již pevně danou strukturu a formát, lze je již jednotným způsobem pro všechny jazyky převést do
formátů použitelných pro toolkit Kaldi. Skripty pro tyto převody byly poskytnuty v rámci zadání
této práce. 
5.7 Přehled verzí dat
Na  základě  této  přípravy  dat  vznikly  dvě verze  dat  pro  každý  jazyk  lišící  se  výslovnostními
slovníky a přepisy promluv. Verze v0 obsahuje obsahuje pouze data přeformátovaná do potřebné
podoby bez rozdělování slov spojených spojovníkem jak u slovníků tak u přepisů. Ve verzi v1 jsou
slova rozdělená jak ve slovnících tak v přepisech.  Verze g.v1 reprezentuje grafemické slovníky.
Tabulka 5.3 zobrazuje statistiky dat, se kterými bylo trénováno a testováno.  U slovníků obsahuje
počty slov ve slovníku a počty slov, které ve slovníku chybí ve srovnání se všemi promluvami.
V případě Chorvatštiny a Švédštiny byla v původních datech speciálně označena slova, která byla







v0 v1 g.v1 v0 v1 g.v1
BG 77 19,4 2,0 24k 22k 22k 268 315 315
CR 92 14,1 1,8 24k 22k 21k 1,8k (23) 2,0k (182) 2,3 k (488)
SW 98 19,5 2,2 25k 25k 25k 2,8k (0) 2,8k (3) 2,8k (3)
Tabulka 5.3: Statistiky dat k jednotlivým jazykům
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6 Trénování modelů
Pro účely experimentů byl  zvolen toolkit  Kaldi, s pomocí  kterého byly natrénovány monofonní
a několik typů trifonních modelů. V první části této kapitoly je popsán použitý toolkit a v  druhé
části pak modely.
6.1 Toolkit Kaldi
Tento open-source toolkit  napsaný v programovacím jazyce  C++ je  určený pro experimentální
účely v oblasti automatického rozpoznávání řeči. Při jeho neustálém vývoji je autory kladen důraz
na  rozšiřitelnost  danou  použitím  generických  algoritmů  a  rozhraní  tohoto  systému  a  na  jeho
otevřenost dosaženou nerestriktivní licencí Apache v2.0.[8] 
Kaldi  užívá  dvou  externích  knihoven  použitých  pro  reprezentaci  konečných
automatů – OpenFst a pro algebraické výpočty – LAPACK (Linear Algebra PACKage) standardu
BLAST (Basic Linear Algebra Subrutines). Knihovny samotného toolkitu Kaldi je možno rozdělit
do  dvou  částí,  z  nichž  je  každá  závislá  na  jedné  z  těchto  externích  knihoven.  Zjednodušená
struktura  Kaldi knihoven a jejich závislostí je na obrázku 6.1.  Spojovacím článkem mezi oběma
částmi knihoven Kaldi je třída Decodable.
Součástí Kaldi jsou také hotové shell skripty pro spouštění příkladů trénování a testování
rozpoznávání  s  korpusy  dat  poskytovanými  sdružením  Linguistic  Data  Consortium  (LDC),
případně s daty od jiných organizací či volně dostupná data. U databáze GlobalPhone poskytované
Evaluations  and  Language  resurces  Distribution  Agency  (ELDA)  jsou  tyto  skripty  prozatím
ve stádiu vývoje.
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Obrázek 6.1: Struktura Kaldi
6.2 Trénované modely
Pro trénování modelů byly použity skripty poskytnuté v rámci zadání této práce. Samotné trénování
probíhalo vzdáleně na pracovních stanicích v CVT Fakulty informačních technologií VUT v Brně.
Jelikož byly původní skripty určené pro spouštění na Blade serverech, bylo třeba změnit některé
parametry použitých skriptů.
Na základě těchto skriptů bylo vytvořeno pět modelů pro všechny verze jazyků zmíněné
v tabulce  5.3.  Tyto  modely  postupují  od  základních  monofonních  a  trifonních  až  po  modely
využívající Subspace Gaussian Mixture Model (SGMM). Složitější modely jsou trénovány později,
jelikož  využívají  výstupů  modelů  předešlých. U všech  modelů  je  použito  13  MFCC příznaků
s delta a delta-delta příznaky. Následuje seznam trénovaných modelů, ve kterém je každý z těchto
modelů  uvozen označením,  jež  je  použito  v  trénovacích  skriptech  a  v  kapitole  7 v  tabulkách
s výsledky.
• MONO – jedná  se  o  základní  monofonní  systém  využívá  10  000 komponent  GMM
s diagonální kovarianční maticí a je natrénován ve 40 iteracích.
• TRI1 –  základní  trifonní  model  natrénovaný  v  30 iteracích  je  tvořen  50-ti  tisíci
komponentami GMM s diagonální kovarianční maticí. Pro trénování využívá předchozího
monofonního systému. Přetrénováním tohoto modelu jsou vytvořeny zbývající tři modely.
• TRI2a  – tento  model  je  vytvořen  přetrénováním TRI1  ve  30-ti  iteracích  se  stejnými
parametry.
• TRI2c – model se stejnými parametry jako TRI1 s použitím CMN v rámci jednotlivých
řečníků. Trénování tohoto modelu je ukončeno po 30 iteracích.
• UBM2a  – Universal  Background  Model  obsahuje  400  komponent  GMM  s  plnou
kovarianční maticí a je použit pro natrénování následujícího SGMM.
• SGMM – Subspace Gaussian Mixture Model vytvořen na základě modelů TRI1 a UBM2a,
ve 35-ti iteracích je natrénováno 8000 komponent GMM.
Detailnější  popis  těchto  modelů  přesahuje rámec  práce,  proto  nejsou  zmíněny
ani v předchozích kapitolách zabývajících se teorií. Podrobnější informace o SGMM lze
nalézt viz. [9], [10]. 
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7 Testování natrénovaných modelů
V této  kapitole  jsou  prezentovány výsledky testování  s  natrénovanými  modely  pro  jednotlivé
jazyky.  Stejně jako u trénování modelů byli i zde použity skripty pro testování dodané společně
se zadáním této práce.
Při prvním kroku získání výsledků vytváříme pomocí skriptu mkgraph.sh dekódovací graf
HCLG.fst na základě daného modelu a gramatiky jazyka. Poté  je spuštěno samotné dekódování
testovacích promluv použitím skriptu decode.sh,  jehož vstupem je seznam testovacích promluv
dekódovací graf z prvního kroku testování a skript specifický pro každý z natrénovaných systému,
který  může  ovlivnit  dekódování  případnými  transformacemi  či  úpravou  příznaků  testovacích
promluv (CMN). Posledním krokem použitým při testování je užití nástroje score_sclite.sh, který
porovná  výsledky  použitého  modelu  a  přepisů  testovacích  promluv  a  vytvoří  detailní  skóre
obsahující informace o procentuální úspěšnosti  na úrovni vět i slov a jednotlivých typech chyb
(insertion, substitution, deletion).
Model  TRI2a  je  navíc  testován  s  použitím Feature  Space  Maximum  Likelihood  Linear
Regression (fMLLR) [11], při kterém jsou příznaky testovacích promluv lineárně transformovány
užitím transformační matice získané z natrénovaného modelu a jsou s ním lépe porovnatelné.
V následujících částech této kapitoly se nacházejí tabulky pro jednotlivé jazyky s výsledky
úspěšnosti  na  úrovni  slov pro všechny trénované verze a  modely.  V posledním sloupci  těchto
tabulek je uveden rozdíl výsledků mezi grafemickým a fonetickým slovníkem(v1). U každé tabulky
je pak v každém řádku zvýrazněna nejúspěšnější  verze dat  pro daný model.  Nejlepší  výsledek
v rámci celého jazyka je navíc podtržen.
V  poslední  podkapitole  je  dále uvedeno  srovnání  s  výsledky  dalších jazyků  s  použitím
stejných modelů.
7.1 Bulharština
Z tabulky úspěšnosti rozpoznávání slov 7.1 je patrné, že se výsledky pro jednotlivé modely zlepšují
od  základních  monofonních  a  trifonních  až  po  nejsložitější  SGMM. Výjimku  zde  tvoří  pouze
přechod z  modelu  TRI1 do  TRI2a,  kde  ovšem rozdíly ve  výsledcích nejsou velké.  V případě
zhoršení výsledků ve verzi v1 lze toto přičíst většímu počtu chybějících slov ve slovníku této verze.
Hodnoty testování s grafemickým slovníkem jsou značně podobné jako v případě fonemického
a lze tedy tuto metodu tvorby slovníků u Bulharštiny za úspěšnou. 
Model v0 v1 g.v1 g.v1 - v1
MONO 53.2% 52.4% 52.8% 0.4%
TRI1 63.1% 62.5% 62.0% -0.5%
TRI2a 62.9% 61.9% 62.0% 0.1%
TRI2a+fMLLR 63.4% 62.5% 62.3% -0.2%
TRI2c 64.1% 63.2% 63.0% -0.2%
SGMM 64.5% 63.3% 63.5% 0.2%
Tabulka 7.1: Výsledky testování bulharštiny
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7.2 Chorvatština
Obdobně jako u Bulharštiny lze i zde z tabulky 7.2 vypozorovat postupně zlepšující se výsledky
s rostoucí komplexností  modelů.  Vyšší  počet chybějících slov ve slovnících lze opět považovat
za důvod  zhoršujících  se  výsledků  u  verzí  v1  a  g.v1.  U  tohoto  jazyka  je  také  vyšší  počet
chybějících slov u grafemického slovníku ve srovnání  s  fonemickým v1,  který je  dán absencí
číslovek.  Pokud bereme  v potaz  tuto  skutečnost  lze  i  zde  považovat  výsledky těchto  verzí  za
srovnatelné.
Model v0 v1 g.v1 g.v1 - v1
MONO 46.7% 46.8% 45.2% -1.6%
TRI1 54.7% 54.6% 52.8% -1.8%
TRI2a 54.9% 53.5% 52.0% -1.5%
TRI2a+fMLLR 56.6% 55.4% 53.7% -1.7%
TRI2c 57.9% 56.7% 55.8% -0.9%
SGMM 58.7% 57.8% 56.5% -1.3%
Tabulka 7.2: Výsledky testování chorvatštiny
7.3 Švédština
U tohoto jazyka  je  v  tabulce  7.3 vidět  značné zlepšení  výsledků při  přechodu z  monofonního
systému na trifonní,  z  čehož lze usuzovat  značnou kontextovou závislost  jednotlivých fonémů.
Výjimku z opět rostoucích hodnost výsledků se složitějšími modely tvoří u verze v0 systém TRI2c,
kde lze pozorovat horší výsledky než u ostatních trifonů. Jelikož jsou zde zanedbatelné rozdíly
ve slovnících  mezi  verzemi,  dosahuje  se zde  u  některých  modelů  patrné  zlepšování  výsledků
s verzí v1. Dobré výsledky jsou zde i u grafemických slovníků, kdy dosahují dokonce nejlepších
výsledků u všech trifonních modelů.  Možnou příčinou lepších výsledků pro grafimecký slovník
může být  špatná kvalita původního fonemického slovníku.  Bylo by tedy vhodné jej v budoucnu
ověřit při jiných testech a případně nahradit jiným slovníkem. 
Model v0 v1 g.v1 g.v1 - v1
MONO 33.8% 34.0% 33.0% -1.0%
TRI1 48.1% 48.3% 48.7% 0.4%
TRI2a 48.4% 47.7% 49.0% 1.3%
TRI2a+fMLLR 48.9% 48.1% 49.3% 1.2%
TRI2c 47.1% 50.2% 50.4% 0.2%
SGMM 50.0% 51.1% 51.2% 0.1%
Tabulka 7.3: Výsledky testování švédštiny
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7.4 Srovnání s dalšími jazyky
Pro srovnání výsledků byli vybrány čeština, angličtina a němčina.  Výsledky z těchto jazyků byly
získány z článku [12],  kde jsou trénovány stejným způsobem jako jazyky v této práci a jsou zde
publikovány hodnoty úspěšnosti rozpoznávání slov ze systémů MONO, TRI2c a SGMM. Data pro
jazyky němčina a čeština pocházejí ze stejné databáze GlobalPhone a angličtina pochází z Wall
Street  Journal(WSJ)  od  sdružení  LDC.  Data  pro  angličtinu  pocházejí  stejně  jako  u  jazyků
z GlobalPhone z novinových článků, tudíž jsou také vhodná pro srovnání.
 Tabulka 7.4 obsahuje statistiky o množství dat použitých pro trénování a testování podobně
jako tabulka 5.3 pro jazyky použité v této práci. V tabulce 7.5 jsou pak výsledky testů jazyků z této
práce i jazyků pro porovnání.
Srovnání výsledků s grafemickými a fonemickými slovníky pro všechny tři jazyky této práce
naznačuje, že se ortografická forma značně podobá fonetické, na rozdíl od např. angličtiny. Za cenu







CZ 102 27 1.9 33k
EN 311 15 1.0 10k
GE 77 17 1.3 47k
Tabulka 7.4: Přehled dat jazyků pro srovnání – data získána z [12]
Model MONO TRI2c SGMM
Jazyk v1 v1.g v1 v1.g v1 v1.g
BG 52.4% 52.8% 63.2% 63.0% 63.3% 63.5%
CR 46.8% 45.2% 56.7% 55.8% 57.8% 56.5%
SW 34.0% 33.0% 50.2% 50.4% 51.1% 51.2%
CZ 61.7% 61.0% 68.1% 68.4% 68.9% 69.0%
EN 53.6% 31.9% 67.2% 62.9% 70.5% 65.7%
GE 43.2% 37.0% 58.4% 57.7% 61.7% 61.8%
Tabulka 7.5: Srovnání úspěšnosti rozpoznávání slov s dalšími jazyky – data pro CZ, EN,
GE získána z [12]
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8 Závěr
Cílem této práce bylo nastudovat základní metody pro zpracování a rozpoznávání řeči a s pomocí
těchto znalostí natrénovat a otestovat různé systémy pro rozpoznávání s trojicí jazyků z databáze
GlobalPhone – bulharštiny, chorvatštiny a švédštiny. Součástí této práce byla taktéž příprava těchto
jazyků dat pro použití s toolkity Kaldi a HTK.
Jak  popisuje  kapitola  5 výsledkem přípravy dat  jsou 3  sady dat  pro  každý jazyk,  lišící
se slovníkem případně přepisy promluv.  S těmito daty  byly pomocí  toolkitu Kaldi  natrénovány
různé modely pro rozpoznávání zmíněné v kapitole 6. Tyto modely byly následně otestovány nad
evaluačními daty a ohodnoceny výsledky těchto testů. Výsledky jsou prezentovány v kapitole  7,
kde jsou jednotlivé hodnoty porovnávány mezi sebou a také s výsledky jiných jazyků GlobalPhone
z článku  [12]. Pro hodnoty v rámci jedné verze dat jednoho jazyka bylo dosaženo očekávaných
výsledků, kdy komplexnější modely dosahovaly lepších výsledků než modely jednodušší.  Dobré
výsledky při použití  grafemických slovníků ukazuje na možnost jejich použití bez velkého snížení
úspěšnosti  rozpoznávání.  Bylo  by  tedy  snadné  dogenerovat  chybějící  slova  pro  grafemické
slovníky viz. tabulka  5.3, ovšem cílem této práce bylo srovnání porovnatelných modelů a nikoliv
dosažení nejlepších výsledků. Ve srovnání s dalšími jazyky GlobalPhone z článku  [12] dosahují
jazyky  v  této  práci  horších  výsledků.  Toto  lze  pravděpodobně  přičíst  horším  výslovnostním
slovníkům.
Mezi  přínosy  této  práce  lze  zařadit  vytvoření  dat  k  jednotlivým  jazykům  použitelných
pro další  testování  a  také samotné  výsledky  testování,  které  je  možno použit  pro  srovnání
s výsledky jiných testů ať již pro stejná data s jinými modely či jinými nástroji, nebo pro odlišná
data s podobnou doménou. Zpráva také přináší v kapitolách 2 a  3 stručný úvod do rozpoznávání
řeči.
Navázat na výsledky práce je možno v několika směrech. Prvním z nich může být snaha
o zlepšení  výsledků testování  pro tyto  jazyky,  čehož může  být  docíleno použitím rozsáhlejších
jazykových modelů získaných z externích zdrojů, čí zlepšením slovníků ať již jejich doplněním
o chybějící  slova  (v  případě  fonemických  použití  např. metody  G2P)  nebo  použitím  slovníků
jiných.  Další možností  je práce s dalšími jazyky z databáze GlobalPhone, případně použití více
jazyků pro multilinguální experimenty, které je nutné předcházet vytvořením či získáním slovníků
s jednotnou fonémovou sadou (IPA, SAMPA).
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Seznam příloh
Příloha 1. Popis skriptů pro přípravu dat a jejich použití
Příloha 2.  DVD obsahující skripty pro přípravu, textovou část připravených dat, modely vytvořené
     při experimentech a detailní výsledky experimentů.
Adresářová struktura DVD :
• data/ obsahem jsou připravená data pro jednotlivé jazyky
• models/ modely z experimentů s jazyky + dekódovací grafy
• scoring/ detailní výsledky ke všem experimentům
• scripts/ skripty pro přípravu dat
• thesis/ soubory PDF a OTD s touto prací a použité obrázky
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Příloha 1
Popis skriptů pro přípravu dat
Celá  příprava  dat  pro  jeden  jazyk  může  být  provedena  pomocí  skriptů  bulgarian.sh,
croatian.sh a swedish.sh. V prvních řádcích je možno nastavit cesty pro zdrojová a cílová
data a cestu ke skriptům, které provádějí jednotlivé fáze přípravy dat. Je možno také použít tyto
skripty pro přípravu dat jiných jazyků GlobalPhone, bylo by ovšem nutné upravit některé další
části skriptu především v části, kde jsou soubory překódovány do UTF.
Níže následuje seznam dílčích skriptů s krátkým popisem vstupních a výstupních argumentů.
• audio.py <input-path> <output-path> <missing-audio> - v argumentu
input-path je očekáván adresář zdrojového jazyka, output-path adresář cílového jazyka a
missing-audio je souborem, do kterého jsou zapsány informace o případných chybách v
audio souborech.
• dictionary.py  [--deromanization=derom-file]  <input-dict>
<output-dict> -  nepovinný parametr nám dovoluje použít deromanizaci ze souboru
derom-file(formát  těchto  souborů  viz.  swedish_deromanization.py  a
croatian_deromanization.py), argumenty input-dict a output-dict jsou soubory s vstupním a
výstupním slovníkem. Tento skript vytváří slovníky v práci označované jako v0.
• dict_v1.py  <input-dic> <output-dict> -  vstupem  je  slovník  vytvořený
pomocí předchozího skriptu. Výstupem je slovník s rozdělenými slovy původně spojenými
spojovníkem.
• dict_grapheme.py  <input-dict> <output-dict> -  na  základě  vstupního
slovníku je vytvořen grafemický slovník. Číslovky ve vstupním slovníku jsou ignorovány.
• trltomlf.py [--version=n] <language-code> <trl-paht> <output-
file> -  nepovinným parametrem –versions lze specifikovat verzi, kde pro n=1 jsou v
MLF rozdělena slova,  která byla  v původních TRL spojena spojovníkem.  Implicitně je
použito  n=0,  kdy  spojení  slov  zůstává.  Language-code  může  specifikovat  jak  budou
promluvy v MLF označeny.  
• check_audio2mlf.py  <audio-path>  <mlf-file> -  vymaže  případné
nadbytečné transkripce, ke kterým neexistuje audio a obráceně.
• check_dict.py  <dict-file>  <mlf-file>  <missing-words-file> -
provede kontrolu zda se ve slovníku vyskytují všechny slova použitá v MLF transkripcích.
Případná chybějící slova zapíše do missing-words-file.
• lists.py  <language-code> <test-dev-file> <audio-paht> <scp-
file> <subset> - vytvoří SCP listy souborů audia pro podmnožinu audio dat danou
parametrem subset  (subset  1-test,  2-dev,  3-train,  4-traindev).  Test-dev-file  je  souborem
obsahujícím rozdělení na podmnožiny test a dev podle mluvčích(formát viz. test_dev.txt)
pro jazyk daný language-code. Ostatní data jsou považována za trénovací.
• mlf_from_list.py <in-mlf-file> <scp-list-file> <out-mlf-file>
- na  základě vstupního MLF a daného SCP listu je vytvořen výstupní MLF jež obsahuje
pouze transkripce pro data z SCP listu.
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