A trainable filter-based higher-order Markov Random Fields (MRFs) model -the so called Fields of Experts (FoE), has proved a highly effective image prior model for many classic image restoration problems. Generally, two options are available to incorporate the learned FoE prior in the inference procedure:
peak, a chance to work equally well.
In this paper, we evaluate the performance of the MAP inference for the FoE based SR problem.
Our experimental results demonstrate that the MAP inference of the FoE-based SR model has been underestimated in the previous work [20] . Numerical results show that with exactly the same image prior model exploited in the MMSE estimation, the MAP inference can achieve equivalent performance in terms of both quantitative measurements (PSNR and SSIM values) and visual perception quality. In addition, the MAP inference can obtain further improvements with the discriminatively trained FoE image prior of the same model capacity. It is clear that the MAP inference has a significant advantage of efficiency, and this advantage is even more remarkable with our recently proposed non-convex optimization algorithmiPiano [10] .
To sum up, our experimental findings suggest us to exploit the MAP inference for solving the FoE prior-based image super resolution problem, because (1) there is no performance loss by using this simpler inference criterion, and (2) the MAP inference has an apparent advantage of high efficiency.
II. MAP INFERENCE OF FOE IMAGE PRIOR BASED SR
In a typical image super resolution task, the low-resolution (LR) image is generated from a highresolution (HR) image using the following formulation y = DBx + ε , where x ∈ R n and y ∈ R m is the HR and LR image, respectively. B ∈ R n×n is the matrix corresponding to the blurring operation and D ∈ R m×n (m < n) signifies the down-sampling operation. ε ∈ R m is the noise (typically assumed to be Gaussian white noise with level σ).
The FoE image prior based SR model is formulated by the following Bayesian probabilistic model
where p(x) is the probability density of an image x under the FoE framework, written as
where C is the maximal cliques, N is the number of the filters, (k i * x) c refers to the c-th pixel in the filtered image by k i , φ is the potential function with associated weights α. In [20] , the potential function is given by the Gaussian scale mixtures (GSMs) as
where α i,j are the normalized weights of the Gaussian component with scale s j and base variance η 2 i . According to the posterior (II.1), [20] used the sampling-based MMSE estimation to recover the underlying HR image x. The MMSE estimate is given by the following problem
MMSE is equal to the mean of the posterior distribution and generally differs from the maximum (i.e, MAP) in case of non-Gaussian posteriors, as exploited in this paper. As shown in [20] , [13] , it is typically intractable to solve (II.3), due to the difficulty of taking expectations over entire images. Usually, an approximate approach based on samples drawn from the posterior distribution is used.
In this paper, we consider the MAP estimate. With the MAP estimation, the FoE-based SR task is formulated as the following energy minimization problem
where ρ(k i * x) = c∈C ρ((k i * x) c ) with penalty function ρ = −logφ defined in (II.2). Note that the penalty function ρ is a non-convex function, as the potential function φ is heavy-tailed.
In our work, we consider a newly developed non-convex optimization -iPiano [10] to solve the above minimization problem, instead of the commonly used conjugate gradient (CG) algorithm. We find that the iPiano algorithm is significantly faster than CG. We refer the interested readers to [10] for more details about the iPiano algorithm.
III. EXPERIMENTAL RESULTS
We mainly conducted two types of experiments. The first type is to perform a direct comparison between the MAP estimate and the MMSE estimate for the FoE based SR task. The second type is to compare the MAP based SR model to very recent state-of-the-art SR approaches. The corresponding implementations are all from publicly available codes provided by the authors, and are used as is.
A. Solving the corresponding non-convex optimization problems via iPiano
As mentioned before, we make use of the iPiano algorithm to solve the non-convex problem (II.4).
The iPiano algorithm is designed for solving an optimization problem which is composed of a smooth (possibly non-convex) function F and a convex (possibly non-smooth) function H:
arg min
It is based on a forward-backward splitting scheme with an inertial force term. Its basic update rule is given as
where τ and γ are the step size parameters. The term (I + τ ∂H) −1 signifies the standard proximal mapping [8] , which is the backward step. x n − τ ∇F (x n ) is the forward gradient descent step, and γ x n − x n−1 is the inertial term.
Casting (II.4) in the form of (III.1), we set
and H(x) = 0. It is easy to check that gradient ∇ x F is given as
where K i ∈ R n×n a highly sparse matrix, implemented as 2D convolution of the image x with fil-
The proximal mapping operation with respect to H is given as
Note that we can also consider the setting that
Then, the proximal mapping operation with respect to H is given as
(III.5)
As this sub-problem involves an inverse matrix computation, which is time consuming in practice, we prefer the former setting. Therefore, the overall process for MAP based SR by using the iPiano algorithm is summarized in Algorithm III.1.
B. Comparison between the MAP and MMSE estimate
In order to conduct a fair comparison with the MMSE estimation, we first considered the MAP estimation with exactly the same image prior model exploited in [20] (8 filters of size 3 × 3 with GSMs potential). We repeated the experiments presented in the TABLE I of [20] , where eight noise-free images were upsampled with a zooming factor of 3. The results of the MMSE and MAP estimates are shown in Table I . One can see that the MAP estimate using the same image prior model performs equally well compared to the MMSE estimate, in terms of PSNR and SSIM index 1 .
Algorithm III.1 The overall MAP-based SR process using the iPiano algorithm Input: The observed LR image y Initialization:set Iter> 0, Choose γ = 0.8, l −1 = 1, η = 1.2, and initialize x 0 using bi-cubic interpolation and set x −1 = x 0 , For n = 0:(Iter − 1)
1. Conduct a line search to find the smallest nonnegative integer i such that with l n = η i l n−1 ,
is satisfied; We then exploited a discriminatively trained FoE prior for the MAP-based SR model to further investigate its performance. The discriminatively trained FoE prior has the same model capacity, and is directly optimized based on the MAP estimate in the context of Gaussian denoising. We employed the Student-t based FoE model trained in our previous work [2] , which is defined as
where the penalty function is given as the Lorentzian function ρ(z) = log(1 + z 2 ) shown in Figure 1(b) , and θ i is the weight of the corresponding filter k i . The corresponding filters are shown in Figure 1(a) .
The results of the MAP-based SR model with this discriminatively trained FoE prior (III.6) are also shown in Table I . One can see that the MAP inference with our discriminatively trained FoE model improves the PSNR and SSIM results. An illustrative example is presented in Figure 2 .
It is not surprising that the discriminatively trained FoE model is able to improve the results of the generative FoE model exploited in [20] , by using the MAP inference. The reason reads as follows: if our intent is to use MAP estimate and evaluate the estimator by some criteria, such as PSNR, a better strategy is to train the parameters (i.e., the FoE prior model) such that the performance of MAP estimate is directly optimized (i.e., the so called discriminative training), in contrast to training in a maximumlikelihood fashion and then conducting inference with MAP. We also evaluated the performance of the MAP inference in the presence of noise. For the cases of mild Gaussian noise, the results of the MAP inference with two different FoE image prior models are shown in works equally well, and it leads to better results with our discriminatively trained FoE prior (III.6).
For the MAP estimate based SR model (II.4), we need to search an optimal λ for each case. For the noise-free image SR task, we use a relative large λ = 200, and for the SR tasks with Gaussian noise, we find the following empirical choice (1) λ = 3, if σ = 1, (2) λ = 1, if σ = 2, and (3) λ = 0.5, if σ = 3, generally works well.
Run time:
We run the inference algorithms on a server with Inter(R) Xeon(R) CPU E5-2680 v2 @ 2.80GHz. For the SR task of upsampling an image of size 85 × 85 to the size of 255 × 255, the average computation time per iteration of the MMSE-based algorithm is 87s. Typically, the MMSE estimate takes 100 iterations, and therefore for this SR task, it requires about ∼2.4h, making this approach hardly appealing for practical application.
In contrast, the MAP inference is much faster. The average computation time per iteration of the MAP inference is 0.039s in the case of the Student-t based FoE prior (III.6) 2 . Typically, it takes 150∼200 iterations to solve the resulting non-convex minimization problem 3 . As a consequence, the MAP inference with the Student-t based FoE prior is able to accomplish the same SR task in 7s, which is dramatically faster than the MMSE inference (∼2.4h). Implementation will be publicly available at the author's homepage (http://www.icg.tugraz.at/Members/Chenyunjin).
Moreover, as demonstrated in our previous works [1] , [2] , the MAP inference of the FoE prior based models can be easily implemented on GPU for parallel computation, which can generally obtain an approximate speedup factor of 40×.
C. Comparison to state-of-the-art SR approaches
In order to conduct a comprehensive evaluation for the MAP based SR model, we further compared it with current state-of-the-art SR approaches: the sparse coding (SC) based approach [17] , the K-SVD based method [18] , the ANR (Anchored Neighborhood Regression) based method [15] and deep convolutional network based method -SR-CNN [3] . In order to perform a fair comparison with these methods, we strictly obey the same test protocols as in [15] . We download the source codes from the authors' websites, and use the recommended parameters by the authors. We used the same test sets -Set14 and Set5 to evaluate the upscaling factor of 3.
For the MAP based SR model, we incorporated a FoE prior model with larger filter size and more filters (shown in Figure 3 , 48 filters of size 7 × 7), which is trained in [2] . Replacing the FoE prior model shown in Figure 1 with this new FoE model having increased model capacity can improve the performance of the MAP based SR model.
The SR results on Set14 and Set5 are summarized in Table III . We can see that the FoE based SR model with filters of size 7 × 7 achieves similar average PSNR as the SR-CNN method, and outperforms other competing algorithms. A visual example is shown in Figure 4 4 . In the highlighted region, one can see that our SR method achieve more clear edges than other approaches. In summary our MAP 7×7 model obtains strongly competitive quality performance to current state-of-the-art SR methods. Furthermore, we also provide the run time of the exploited SR algorithms. Note that all the algorithms are run in Matlab, and therefore, the SR-CNN algorithm is slower than its C++ implementation shown in [3] .
In order to illustrate the convergence properties of the iPiano algorithm used to solve the MAP-based SR problem, in Figure 5 we present the energy curve associated with the SR task for the "ppt3"image shown in Figure 4 . 
IV. DISCUSSION AND CONCLUSION
In the context of higher-order MRF based models, it is generally true that the MAP estimate, which only seeks for the posterior mode, could not generally exploit the full potential offered by the probabilistic modeling, while the MMSE estimate, which directly draw samples from the probability model, should be more powerful. On the other hand, it is well-known that the sampling based MMSE estimation is very slow, making the corresponding methods hardly appealing for practical applications if one has to stick to the MMSE inference.
In this paper, we have concentrated on the higher-order MRFs based SR problem, and evaluated the performance of the MAP estimate in inference. We found that the MAP estimate can work equally well compared to MMSE in the presence of the same FoE prior, despite of the non-convexity of the resulting optimization problem. We believe the reason is two-folds: first, the exploited iPiano algorithm which is an effective non-convex optimization algorithm, helps us reach the MAP mode in a short time; secondly, in practice one is not able to obtain an accurate solution for the MMSE estimate. In addition, we found that the performance of MAP estimate can be further boosted by using discriminatively trained FoE prior models. As a consequence, the resulting MAP 7×7 model, which involves 48 filters of size 7 × 7 can lead to strongly competitive results to very recent state-of-the-art SR methods. Therefore, concerning the higher-order MRFs based SR task, we suggest to exploit the MAP estimate for inference because there is no performance loss by using this simpler inference criterion while it has an obvious advantage of high efficiency.
Furthermore, it is notable to point out that the findings about the MAP estimate presented in this paper strengthen our arguments drawn based on the Gaussian denoising problem in our previous works [1] , [2] . We have show in [1] , [2] that the MAP-based denoising model with our discriminatively trained FoE prior leads to the best results among the MRF-based systems, including MMSE based models. Therefore, we believe that MAP-based denoising model does not perform well in previous works, e.g., [13] , [12] just because they have not obtained a good FoE prior well-suited for the MAP inference.
In summary, we believe that in the context of higher-order MRF image prior based modeling for image restoration problems, it is a better choice to make use of the MAP estimate, together with the discriminatively trained FoE prior.
