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Yard cranes are the most popular container handling equipment for loading containers onto or unload-
ing containers from trucks in container yards of land scarce port container terminals. However, such equip-
ment is bulky, and very often generates bottlenecks in the container ﬂow in a terminal because of their slow
operations. Hence, it is essential to develop good yard crane work schedules to ensure a high terminal
throughput. This paper studies the problem of scheduling a yard crane to perform a given set of load-
ing/unloading jobs with diﬀerent ready times. The objective is to minimize the sum of job waiting times.
A branch and bound algorithm is proposed to solve the scheduling problem optimally. Eﬃcient and eﬀec-
tive algorithms are proposed to ﬁnd lower bounds and upper bounds. The performance of the proposed
branch and bound algorithm is evaluated by a set of test problems generated based on real life data.
The results show that the algorithm can ﬁnd the optimal sequence for most problems of realistic sizes.
 2004 Elsevier Inc. All rights reserved.
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The globalization of trade and the subsequent breakdown of trade barriers have spurred tre-
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has put considerable pressure on them to improve their customer service. Among all the common
service performance measures, the terminal turnaround time, i.e., the average period of time that a
vessel stays in a terminal, is the key one. In most terminals, a large portion of the terminal turn-
around time is spent on discharging and loading containers for a vessel.
In a port container terminal, a number of vessels are often berthed alongside, and each vessel is
served by multiple quay cranes which are supported by a large number of yard cranes in the yard.
Fig. 1 depicts the typical ﬂow of containers in a container terminal. When a vessel arrives at the
terminal, containers are normally discharged from the vessel, mounted onto trucks by quay
cranes, and then unloaded by yard cranes at various locations in the yard for storage. In the load-
ing operation, export containers loaded onto trucks by yard cranes at the yard are oﬀ-loaded at
the quay and loaded onto a vessel by quay cranes. In both discharging and loading operations, the
dispatching and scheduling of equipment are key planning problems faced by terminal planners.
A few days before a vessel arrival, terminal planners determine the sizes and locations of stor-
age areas for the containers to be loaded onto the vessel, and then determine the containers to be
stacked in each storage area in each day. A few hours before a vessel arrives, they determine the
sequence of discharging and loading containers for the vessel and the quay cranes to be assigned
to the vessel. Once handling operations start on the vessel, handling jobs of the quay cranes will
generate transportation jobs for the trucks and handling jobs for the yard cranes. The transpor-
tation jobs are dispatched to highly mobile trucks on a real-time basis through voice communi-
cation or a wireless computer network. On the other hand, the movement of each of the less
mobile yard cranes running on rubber tires is normally restricted to a predetermined zone within
a container yard for a few hours before the crane moves to another zone, to ensure yard traﬃc
safety and to avoid long zone-to-zone travelling time. Within a zone, a yard crane can move freely
to perform all handling jobs generated by diﬀerent vessels. The physical handling rate of a yard
crane is generally about half of that of a quay crane, and very often, the container ﬂow in a ter-
minal is bottlenecked because of the slow yard crane operations. Hence, a good yard crane sched-
ule can increase a terminals throughput by increasing the container ﬂow to and from vessels as a
result of reducing the truck waiting time.
Fig. 2 shows a typical partial container yard layout of a container terminal: the yard is divided
into multiple blocks called yard blocks; each yard block consists of a contiguous stretch of slots
(40–60 slots); and each slot has several rows (6–8 rows). Each ground slot, denoted as a rectangle
in the diagram, can store 5–7 containers. In most container terminals, zones are normally formedFig. 1. Typical ﬂow of containers in terminal operations.
Yard Crane1 Zone 1
Slot 1 2 3 4 . . . . . . . . . . . . . . . . . . . . . . . .
Row 1
Row 2
Row 3
Row 4
Row 5
Row 6
Zone 2 Yard Crane 2
40
Block 1 Block 2
Block 3 Block 4
Fig. 2. Typical container yard layout of a container terminal.
W.C. Ng, K.L. Mak / Applied Mathematical Modelling 29 (2005) 263–276 265by grouping adjacent yard blocks together so as to simplify the control of yard crane movements
and to reduce the amount of time in which the yard cranes occupy truck travelling lanes. In the
layout depicted in Fig. 2, there are two zones in the yard, zones 1 and 2, formed by grouping
blocks 1 and 2, and blocks 3 and 4 together, respectively. The location of each job to be handled
by a yard crane, as speciﬁed in the sequence of discharging and loading vessels is marked as a
shaded rectangle in the diagram.
In mega port container terminals like those in Singapore and Hong Kong, it is important to re-
duce the waiting time of trucks by coordinating yard crane and truck movements. A terminal oper-
ations control system would normally determine the expected arrival times of the trucks for
transporting containers fromor to each yard block during the coming hour. Currently, human judg-
ment is used to determine a schedule for each yard crane to perform handling jobs for the arriving
trucks. The scheduling objective is to reduce the amount of the trucks waiting time for the cranes.
Issues unique to port container terminal operations are receiving more attention due to increas-
ing importance of marine transportation systems. The most important objective for a port con-
tainer terminal is to increase its throughput or, in particular, to decrease the turnaround times
of ships (see [9]). The turnaround time of a ship depends on the eﬀectiveness of allocating and
scheduling key resources, such as berths, yards, quay cranes, yard cranes and trucks.
Problems of scheduling resources, like vehicles and material handling equipment, arise fre-
quently in logistics systems and these problems have been extensively studied under diﬀerent set-
tings (see [2]). Unfortunately, the results reported in most research literature are not directly
applicable to a port container terminal due to its unique characteristics.
Research that speciﬁcally focuses on scheduling of quay cranes has been conducted by various
researchers. Peterkofsky and Daganzo [10] and Daganzo [4] studied the static quay crane sched-
uling problem with the objective of minimizing the aggregate vessel delay cost and they proposed
various heuristics and exact algorithms to solve the quay crane scheduling problem. Daganzo [5]
studied the impact of quay crane scheduling strategies on terminal throughput and ship delay.
Several researchers have focused on the operational level issues particular to container loading
or discharging operations of vessels, such as dispatching trucks and determining storage locations
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location and assigning dispatching vehicles to the containers so as to minimize the time to dis-
charge all the containers from a ship. Kim et al. [7] developed a dynamic programming method
to determine the storage location of export containers to minimize the number of relocation
movements expected for the loading operation.
Recently, deployment and scheduling of container handling equipment in a container yard have
been investigated by a number of researchers. Zhang et al. [11] studied the yard crane deployment
problem with the objective of ﬁnding the times and routes of yard crane movements among yard
blocks to minimize the total delayed workload in a container yard. A mixed integer programming
model was proposed to determine the number of yard cranes to be deployed in each yard block in
each planning period. A Lagrangian relaxation-based algorithm was used to obtain the optimal
solution. Cheung et al. [3] extended the Zhangs model by relaxing the restriction that crane move-
ment must be completed within a period. Kim and Kim [6] studied the problem of routing a single
yard crane to support the loading operation of a vessel. A mixed integer program was proposed to
determine the number of container pickups at each location and the sequence of locations to be
visited by the yard crane, and an eﬃcient optimal algorithm was developed. However, the assump-
tion of having a dedicated group of yard cranes just to support vessels loading operations is not a
realistic one for port container terminals with a large number of berths.
In this paper, the problem of scheduling a yard crane to perform handling jobs with diﬀerent
ready times within its movement zone to minimize the sum of job waiting times is analyzed in de-
tail. A mixed integer programming model is proposed in Section 2. In Sections 3–5, the properties
of the problem are studied thoroughly and a branch and bound algorithm with eﬃcient and eﬀec-
tive bounding procedures is proposed on the basis of such properties. A numerical example is
solved to illustrate the algorithm. Section 6 presents the results of computational experiments
and the last section concludes the paper.2. Mathematical model
In this section, the problem of scheduling a yard crane to handle all the jobs with diﬀerent ready
times within its movement zone is formulated as an integer program. There are n jobs in the zone
to be handled by the yard crane in the current planning period. Let ri, i = 1, 2, . . . , n, be the ready
time (truck arrival time) of job i, hi, i = 1, 2, . . . , n, be the time required by the yard crane to han-
dle job i, dij, i = 1, 2, . . . , n and j = 1, 2, . . . , n, be the time required for the yard crane to travel
from the location of job i to the location of job j, and d0j be the time required for the yard crane
to travel from the initial location of the yard crane to the location of job j. The n jobs are indexed
in such a way that ri 6 ri+1. The following decision variables are needed to formulate the yard
crane scheduling problem mathematically:ti the time at which the yard crane completes handling of job i;X ij ¼
1 if job i is handled before job j;
0 otherwise:

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time in the yard is given by ti  hi  ri. With given ri, the problem of ﬁnding the optimal schedule
that minimizes the sum of job waiting times can be stated as
Problem YCS:Minimize
Xn
i¼1
ðti  hi  riÞ
subject to
ti P ri þ hi; i ¼ 1; 2; ; . . . ; n; ð1Þ
tj  ti P dij þ hj  ð1 X ijÞM ; i; j ¼ 1; 2; . . . ; n; and i 6¼ j; ð2Þ
X ij þ X ji ¼ 1; i; j ¼ 1; 2; . . . ; n; and i 6¼ j; ð3Þ
X ij 2 f0; 1g; i; j ¼ 1; 2; . . . ; n; and i 6¼ j: ð4ÞThe objective of Problem YCS is to minimize the sum of job waiting times. Constraints (1) give
the relationship between a jobs completion time, ready time and handling time. Constraints (2)
give the relationship between the completion time of a job and that of its successors. Constraints
(3) ensure the correctness of the precedence relationship speciﬁed by X. Constraints (4) are simple
binary constraints. As the set of ti, i = 1, 2, . . . , n, that minimizes
Pn
i¼1ti, the total completion
time, would also minimize
Pn
i¼1ðti  hi  riÞ, Problem YCS can be simpliﬁed as minimizingPn
i¼1ti subject to constraints (1)–(4).
Denote the job handled in the ith position of an n-job sequence by [i] and the completion time
of the job by t[i]. For the case of ri = 0 for i = 1, 2, . . . , n, it can be shown thatt½i ¼
Xi
j¼1
ðh½j þ d ½j1½jÞ;and that the total completion time is equal toXn
i¼1
Xi
j¼1
ðh½j þ d ½j1½jÞ ¼
Xn
i¼1
ðn iþ 1Þðh½i þ d ½i1½iÞ:It is noted that for this case, Problem YCS is a problem of non-preemptive scheduling with dif-
ferent job ready times on a single machine to minimize total completion time and the scheduling
problem is an NP-complete problem (see [8]). A branch and bound algorithm is proposed in this
paper to solve Problem YCS optimally. In the following section, the procedure for computing
lower bounds is discussed in detail.3. Lower bound
It can be shown from the deﬁnitions of t[i], h[i], r[i] and d[i-1][i] that for i = 1, 2, . . . , n,t½i ¼ h½i þmaxft½i1 þ d ½i1½i; r½ig; ð5Þ
where t[0] is deﬁned to be 0. It can be shown from the above equation that
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Xi
j¼1
ðh½j þ d ½j1½jÞ; r½i þ h½i
( )
: ð6ÞThe above expression can be used to ﬁnd a lower bound for t[i]. In stating the lower bound, some
extra notations are needed. Let ai = min{hj + dij j j = 1, 2, . . . , n}, bi = min{hi + dji j j = 1,
2, . . . , n}, ci = ri + hi, and a[i], b[i] and c[i] be the ith smallest elements of the sets {a1, a2, . . . , an},
{b1, b2, . . . , bn} and {c1, c2, . . . , cn}, respectively. It can be deduced from the deﬁnitions of a[i], b[i]
and c[i] and from expression (6) that there exists a lower bound for t[i], t½i, satisfying the following
expression:t½i ¼ max a0 þ
Xi1
j¼1
a½j;
Xi
j¼1
b½j; c½i
( )
; ð7Þwhere a0 is deﬁned to be min{hj + d0j j j = 1, 2, . . . , n}. It can be shown from the above expression
that the total completion time of the n jobs satisﬁes the conditionXn
i¼1
ti P
Xn
i¼1
t½i: ð8ÞIt is obvious that expression (8) gives a lower bound for
Pn
i¼1ti. In the following, the analysis for
ﬁnding better lower bounds is outlined.
Let Sk = {I1, I2, . . . , Ik} denote a partial sequence of length k, k = 1, 2, . . . , n, where Ii,
i = 1, 2, . . . , k, denotes the ith job handled in the partial sequence. Sk is said to be feasible if Ii,
i = 1, 2, . . . , k, are all distinct. Furthermore, let Sk(j) be a feasible partial sequence of length k
with job j as the last job in the partial sequence (i.e., Ik = j) and g(Sk(j)) be the makespan of
Sk(j). For a given Sk(j), consider the feasible partial sequence formed by appending job i to
Sk(j). It can be deduced from constraints (1) and (2) and the deﬁnition of t½kþ1 that the following
lemma is true.
Lemma 1. g({Sk(j), i}) = max{ri + hi, g(Sk (j)) + dji + hi} where g({Sk(j), i}) is the makespan of the
feasible partial sequence formed by appending job i to Sk(j).
It can easily be shown from the deﬁnition oft½kþ1 and Lemma 1 that the following lemma is also
true.
Lemma 2. The minimum makespan of any feasible partial sequences of length k + 1 with job i as the
last job is given bymax t½kþ1; ri þ hi; min
all feasible SkðjÞ
gðSkðjÞÞ þ dji þ hi
  
:Let hk(j) be the set containing m shortest feasible partial sequences of length k with job j as the
last job. Hence, the makespan of a feasible partial sequence of length k with job j as the last job,
not belonging to hk(j), is greater than or equal to the makespan of Sk(j), Sk(j) 2 hk(j). Thus, it is
obvious that the following lemma is true.
Lemma 3. If no feasible partial sequence can be formed by appending job i to Sk(j) for all
Sk(j) 2 hk(j), maxSkðjÞ 2 hkðjÞfgðSkðjÞÞ þ dji þ hig is a lower bound for the minimum makespan of
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job.
Let k(i) be the set of job index j, j = 1, 2, . . . , n, such that appending job i to each Sk(j)2hk(j)
results in infeasible partial sequences. By considering feasible partial sequences as well as infeasi-
ble partial sequences of length k + 1 formed by appending job i to Sk(j), it can be shown using
Lemmas 2 and 3 that Lemma 4 is true.
Lemma 4max
t½kþ1
ri þ hi
min
min
j62kðiÞ
min
SkðjÞ2hkðjÞ
gðSkðjÞÞ þ dji þ hi
	 

min
j2kðiÞ
max
SkðjÞ2hkðjÞ
gðSkðjÞÞ þ dji þ hi
	 

8>><
>>:
8>>>>><
>>>>>:is a lower bound for the minimum makespan of any feasible partial sequences of length k + 1 with job
i as the last job.
Denote the lower bound for the makespan of any feasible partial sequence of length k with job j
as the last job in the sequence (i.e., Ik = j) by gkðjÞ: It is clear from the deﬁnition of gkðjÞ that for
j = 1, 2, . . . , n, SkðjÞ P gkðjÞ and hence, it can be shown from Lemma 4 that the following lemma
is true.
Lemma 5gkþ1ðiÞ ¼ max t½kþ1; ri þ hi;min
j6¼i
gkðjÞ þ dji þ hi
  
:The above lemmas give useful insights for developing an algorithm to ﬁnd a lower bound for
any feasible partial sequence of length k, k = 1, 2, . . . , n. It follows from Lemma 5 that
g1ðiÞ ¼ max t½1; ri þ hi; d0i þ hi
 
is a lower bound for the makespan of any feasible partial se-
quences of length 1 with job i as the last job in the sequences. For k = 2, 3, . . . , n, the following
procedure is proposed for ﬁnding gkðiÞ, i = 1, 2, . . . , n, a lower bound for the makespan of any
partial sequences of length k with job i as the last job.
Procedure LB
Step 0. Set the lower bound for the makespan of the partial feasible sequence of length 1 with job
i as the last job in the sequence, g1ðiÞ, to max t½1; ri þ hi; d0i þ hi
 
for i = 1, 2, . . . , n.
Initialize the set of the feasible partial sequence of length 1 with job i as the last job in the
sequence, h1(i) = {i} for i = 1, 2, . . . , n.
Initialize the length of partial sequences to be considered by setting x = 2.
Step 1. Set job index i = 1.
Step 2. Set j = 1, R = Q = null set, and min =1.
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if hx1(j) = null set then  
if max t½x; ri þ hi; gx1ðjÞ þ dji þ hi < min then set min ¼ max t½x; riþ
hi; gx1ðjÞ þ dji þ hig;
else,
for each partial sequence Sx1(j) 2 hx1(j), if the partial sequence of length x
formed by appending i to Sx1(j), {Sx1(j), i}, is feasible, i.e. i and all the job
indexes in Sx1(j) are distinct, then
Q = Q [ the feasible partial sequence of length x formed; set the makespan of
the feasible partial sequence formed = max t½x; ri þ hi; gðSx1ðjÞÞ þ dji þ hi
  
else,
R = R [ the infeasible partial sequence of length x formed;else,
goto Step 5.
Step 4. If Q is empty then
if the maximum makespan of the partial sequences in R<min then set min = the max-
imum makespan of the partial sequences in R.
Step 5. Set j = j + 1. If j 6 n goto Step 3.
Step 6. If Q is non-empty, i.e. there exist some feasible partial sequences of length x with job i as
the last job, then
hx(i) = the set of the ﬁrst m elements in Q ranked in ascending order of makespan with
their makespans < min, set gxðiÞ = the minimum makespan of the feasible partial
sequences in hx(i);else,
set gxðiÞ ¼ maxfri þ hi;t½x;ming.
Step 7. Set i = i + 1 to consider the next job;
if i 6 n goto Step 2.
Step 8. Set x = x + 1.
if x 6 k then goto Step 1; else, terminate.
In the above procedure, Step 0 determines a lower bound for the makespan of the feasible se-
quence of length 1 with job i as the last job using the result of Lemma 5. For each i, i = 1, 2, . . . , n,
and x, x = 2, 3, . . . , k, by considering all possible j as the (x  1)th job, Steps 2–7 ﬁnds hx(i), the
set containing feasible partial sequences of length x with job i as the last job and with makespan
shorter than the shortest makespan of infeasible partial sequences, if they exist, and set the lower
bound equal to the shortest makespan of all the feasible partial sequences in hx(i). Otherwise, the
lower bound is set to the value of min found in Steps 3 and 4. Then, Step 6 determines gxðiÞ based
on the results of Lemmas 4 and 5.
It is noted that the n-job sequence determined by Procedure LB possesses the interesting prop-
erty given in the following lemma.
Lemma 6. Let ik be the i that minimizes gkðiÞ, k = 1, 2, . . . , n, and Sn ¼ fI1; I2; . . . ; Ing be
the sequence determined in Procedure LB that minimizes gnðinÞ. If Sn is feasible (i.e. Ik are all
distinct) and Ik ¼ ik for k = 1, 2, . . . , n then Sn is the optimal sequence for Problem YCS.
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
k found, and gkðikÞ , determined in Steps 3 and 6 of
Procedure LB, are feasible to constraints (1)–(4). Let fT^ ; X^g be the optimal solution of Problem
YCS and Y^ ki be a parameter assuming value of 1 if job i is the kth job handled in the optimal
sequence. It follows from the deﬁnition of ik, gkðiÞ, t^i and Y^ ki that
Pn
i¼1Y^ ki^ti P gkðikÞ for all k.
Thus, if Ik ¼ ik for k = 1, 2, . . . , n, fX ij; gkðikÞg is the optimal solution of Problem YCS.
If Sn determined in the lower bounding procedure does not possess the property stated in the
above lemma, gkðiÞ can still be used to ﬁnd a lower bound for
Pn
i¼1ti. It is obvious from the def-
inition of gkðiÞ that if Y^ ki ¼ 1 then t^i P gkðiÞ. Hence,Xn
i¼1
Xn
k¼1
Y^ ki^ti P
Xn
i¼1
Xn
k¼1
Y^ kigkðiÞ: ð9ÞHowever,
Pn
i¼1
Pn
k¼1Y^ kigkðiÞ cannot be used directly as a lower bound for
Pn
i¼1ti as one would
not know Y^ ki without determining the optimal solution of Problem YCS. In the following, a meth-
od is proposed to determine a lower bound for
Pn
i¼1
Pn
k¼1Y^ kigkðiÞ.
Let Zki be a binary variable assuming value of 1 if job i is the kth job handled in a sequence.
Consider the following optimization problem:Minimize
Xn
i¼1
Xn
k¼1
ZkigkðiÞ
subject to Xn
k¼1
Zki ¼ 1; i ¼ 1; 2; . . . ; n; ð10Þ
Xn
k¼1
Zki ¼ 1; k ¼ 1; 2; . . . ; n; ð11Þ
Zki 2 0; 1; i; k ¼ 1; 2; . . . ; n: ð12Þ
The above optimization problem is a simple assignment problem which can easily be solved.
Let Z^ki, i, k = 1, 2, . . . , n, be the optimal solution of the above problem. It is obvious form the def-
inition of Y^ ki that Y^ ki, i, k = 1, 2, . . . , n, satisﬁes constraints (10)–(12) and hence is a feasible solu-
tion of the above assignment problem. Hence,
Pn
i¼1
Pn
k¼1wiY^ kigkðiÞ P
Pn
i¼1
Pn
k¼1wiZ^kigkðiÞ and
thus, it is obvious from expression (9) that
Pn
i¼1
Pn
k¼1wiY^ ki^ti P
Pn
i¼1
Pn
k¼1wiZ^kigkðiÞ, which clearly
indicates that
Pn
i¼1
Pn
k¼1wiZ^kigkðiÞ is a lower bound for the optimal objective value of Problem
YCS.
A numerical example is used in the following to illustrate each step of the procedure for ﬁnding
a lower bound for the optimal solution of Problem YCS. Consider the problem of scheduling a
yard crane to perform 5 handling jobs with diﬀerent job ready times: hi = 4 for i = 1, 2, . . . , 5,
r1 = 2, r2 = 5, r3 = 7, r4 = 13, and r5 = 15. The travelling time between locations of jobs i and j
is: d01 = 2, d02 = 5, d03 = 2, d04 = 1, d05 = 2, d12 = 3, d13 = 0, d14 = 1, d15 = 4, d23 = 3, d24 = 4,
d25 = 7, d34 = 1, d35 = 4, d45 = 3 and dij = dji.
With the above problem parameters, it can be determined from expression (7) that t½1 ¼ 6,
t½2 ¼ 9, t½3 ¼ 13, t½4 ¼ 19 and t½5 ¼ 26. The lower bound given by expression (8) is 73. Table 1
summarizes the working of Procedure LB for the case of m = 1.
Table 1
Summary of computations of Procedure LB for the example problem
k i gkðiÞ hk(i)
1 1 6 {1}
2 9 {2}
3 11 {3}
4 17 {4}
5 19 {5}
2 1 15 {3, 1}
2 13 {1, 2}
3 11 {1, 3}
4 17 {1, 4}
5 19 {1, 5}
3 1 15 Null set
2 18 {1, 3, 2}
3 19 Null set
4 17 {1, 3, 4}
5 19 {1, 3, 5}
4 1 22 Null set
2 22 Null set
3 19 Null set
4 20 Null set
5 23 Null set
5 1 26 Null set
2 26 Null set
3 26 Null set
4 26 Null set
5 27 Null set
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the assignment problem. It is found that the lower bound given by the optimal objective function
value of the assignment problem,
Pn
i¼1
Pn
k¼1Z^kigkðiÞ, is 82.4. Upper bound
To make a branch and bound algorithm more eﬃcient, an eﬃcient and eﬀective heuristic is
needed. The heuristic proposed in this section, which is a simple modiﬁcation of Procedure LB,
computes the amount of contribution of each job to the total completion time and then ﬁnds
the partial sequence with the smallest sum of these contributions.
It can be shown from expression (5) thatt½i ¼
Xi
j¼1
f½j;
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i¼1
t½i ¼
Xn
i¼1
ðn iþ 1Þf½i:Thus, in view of the above equation, (n  i + 1)f [i] can be used to measure the amount of contri-
bution of the job in position i to the total completion time. Detailed steps of the upper bound heu-
ristic are as follows:
Heuristic UB
Step 0. Initialize the set of unscheduled jobs = {1, 2, . . . , n} and i = 1.
Step 1. Find job i*, the job in the set of unscheduled jobs with the smallest (n  i + 1)f[i], schedule
job i* as the ith job and delete the job from the set of unscheduled jobs. Repeat this step
for i = 2, 3, . . . , n.
The yard crane scheduling problem in Section 3 is again used to illustrate the steps of Heuristics
UB. The sequence determined by Heuristic UB is 1–3–4–5–2 with a total completion time of 93.5. Branch and bound algorithm
In this section, a branch and bound algorithm is developed, which uses the lower bound and the
upper bound derived in the previous sections. The branching rule used is to select the job with the
smallest lower bound in the set of jobs to be sequenced. In order to obtain a feasible solution
quickly and to control the computer storage requirement, the search strategy used is depth ﬁrst.
It is worthwhile to note that with some simple modiﬁcations, the analysis results presented in
Section 3 can easily be extended to ﬁnd a lower bound for the optimal objective value of Problem
YCS with a given feasible partial sequence. For a given pq (q = 1, 2, . . . , n), the sequence of the
ﬁrst q jobs, Procedure LB can easily be modiﬁed to ﬁnd a lower bound for the sum of completion
times from the (q + 1)th job to the nth job by replacing g1ðiÞ ¼ max t½1; ri þ hi; d0i þ hi
 
by
gqþ1ðiÞ ¼ max t½qþ1; ri þ hi; d ½qi þ hi
 
and k = 2 by k = q + 2 in Step 0. Likewise, with some min-
or modiﬁcations on Lemma 6, the lemma can be used to test, for a given pq, whether the optimal
solution of the corresponding assignment problem gives the optimal sequence for the remaining
(n  q) jobs. If the optimal sequence is found, the node is fathomed.
The example problem in Section 3 is again used to illustrate the algorithm. The initial upper
bound determined in Section 4 is 93. Using the lower bounding procedure in Section 3, the lower
bound for the set of pending nodes in the tree can easily be found. Fig. 3 shows the solution tree of
the problem.
In the above ﬁgure, the number above a node is the lower bound found by the lower bounding
method described in Section 3 taking into account the scheduling decisions made up to that node,
and an underlined number above a node indicates the case that the lower bound found is the same
as the smallest total completion time attainable for the scheduling decisions made up to that node,
i.e. the lower bounding method ﬁnds the optimal schedule along the branch leading to the node.
The branch and bound algorithm stops when it ﬁnds that the lower bound of the branch 1–3–4
85 
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97 133 150
[1]=5[1]=4
107 
[1]=3
fathomed
[1]=2
94
[2]=2
91 113
fathomed
[3]=5[3]=4
[2]=4[2]=3
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93* 9694
[3]=2
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Fig. 3. The branching tree for the example problem.
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The optimal schedule found by the branch and bound algorithm is 1–3–4–5–2 which is the same as
the one found by Heuristic UB.6. Computational results
The branch and bound algorithm described in the previous section was implemented as a C++
program on a Pentium 200 MHz personal computer. Its performance was evaluated by solving a
set of 40 test problems which were generated using realistic data. It was found from the yard-crane
operational data collected from container terminals in Singapore and Hong Kong that hi ranges
from 2 to 4 minutes and dij from 0 to 10 minutes, and n from 0 to 20 jobs. For n = 10, 15, 20 and
25, 10 test problems with hi and dij randomly selected from the typical ranges. The randomly gen-
erated problems were ﬁrst solved by CPLEX and it was found that CPLEX failed to ﬁnd the opti-
mal schedule within 30 minutes for the problems with n P 20. The 40 randomly generated testTable 2
The performance of the branch and bound algorithm
N CPU (seconds)
Mean Minimum Maximum
10 0.17 0.04 0.30
15 1.33 0.79 1.72
20 18.20 3.37 62.41
25 444.72 50.30 1464.40
W.C. Ng, K.L. Mak / Applied Mathematical Modelling 29 (2005) 263–276 275problems were then solved by the branch and bound algorithm. In running the branch and bound
algorithm, m is set to 1 in Procedure LB and m is set to 2n in Heuristic UB.
Table 2 summarizes the performance of the algorithm.
As expected, the above results indicate that the required CPU time increases exponentially as n
increases. It is noted from Table 2 that for most of the test problems (n < 25), the branch and
bound algorithm can solve Problem YCS in a reasonable amount of time.7. Conclusions
In this paper, the problem of scheduling a yard crane to handle jobs with diﬀerent ready
times within its movement zone has been studied. A mixed integer program has been proposed
to solve the problem, and the properties of the problem have been studied in detail. On the basis
of these properties, a branch and bound algorithm with eﬃcient and eﬀective bounding proce-
dures has been developed. A numerical example has been used to illustrate the procedures of
the algorithm. The performance of the algorithm has been evaluated by using a set of test prob-
lems. The computational results have shown that the algorithm works well for most of the test
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