Abstract Differential stability of convex discrete optimal control problems in Banach spaces is studied in this paper. By using some recent results of An and Yen [Appl. Anal. 94, 108-128 (2015)] on differential stability of parametric convex optimization problems under inclusion constraints, we obtain an upper estimate for the subdifferential of the optimal value function of a parametric convex discrete optimal control problem, where the objective function may be nondifferentiable. If the objective function is differentiable, the obtained upper estimate becomes an equality. It is shown that the singular subdifferential of the just mentioned optimal value function always consists of the origin of the dual space.
Introduction
Discrete optimal control problems (or optimal control problems with discrete time) arise when one has deal with controlled systems in which changes of the control and current state can take place only at strictly defined, isolated instants of time.
Differential stability of parametric optimization problems is an important topic in variational analysis and optimization. In [11] , Mordukhovich, Nam and Yen gave formulas for computing and estimating the Fréchet subdifferential, the Mordukhovich subdifferential, and the singular subdifferential of the optimal value function in parametric mathematical programming problems under inclusion constraints. If the problem in question is convex, by using the Moreau-Rockafellar theorem and appropriate regularity conditions, An and Yao [1] , An and Yen [2] have obtained formulas for computing subdifferentials of the optimal value function. In some sense, the results of [1] and [2] show that the preceding results of [11] admit a simpler form where several assumptions used in the general nonconvex case can be dropped.
Besides the study on differential stability of parametric mathematical programming problems, the study on differential stability of optimal control problems is also an issue of importance (see e.g. [6, 7, 9] , [12, 13, 14, 15, 16, 17, 18, 19, 20] and the references therein).
Following the recent work of Chieu and Yao [7] , Toan and Yao [18] , this paper presents some new results on differential stability of convex discrete optimal control problems. Due to the convexity of the problem under our investigation, the results in [2] can be effectively used to yield an upper estimate for the subdifferential of the optimal value function of a parametric convex discrete optimal control problem, where the objective function may be nondifferentiable. If the objective function is differentiable, the obtained upper estimate becomes an equality. It is shown that the singular subdifferential of the just mentioned optimal value function always consists of the origin of the dual space. Our assumptions are weaker than those in [7] and [18] applied to the convex case. In addition, instead of the finite-dimensional spaces setting in those papers, here we can use a Banach spaces setting.
The contents of the remaining sections are as follows. Section 2 formulates the control problem and recalls some auxiliary results from [2, 5, 8, 10] . Differential stability of a specific mathematical programming problem is studied in Section 3 by invoking tools from functional analysis and infinite-dimensional convex analysis. Section 4 establishes three theorems on estimating/computing subdifferentials of the optimal value function of the parametric convex discrete control problem. The last section shows how these theorems can be used for analyzing concrete problems.
Problem Formulation and Auxiliary Results
This section is divided into four subsections. The first one introduces the convex discrete optimal control problem that we are interested in. The second one transforms the problem to a parametric convex optimization problem under an inclusion constraint. The third one recalls several basic concepts from variational analysis and the last one gives some facts from functional analysis and convex analysis, which are needed for studying the above convex discrete optimal control problem.
Control problem
Let X k , U k , W k , for k = 0, 1, . . . , N − 1 and X N , be Banach spaces, where N is a positive natural number. Let there be given -convex sets Ω 0 ⊂ U 0 , . . . , Ω N −1 ⊂ U N −1 , and C ⊂ X 0 ; -continuous linear operators
. . , N − 1, and h N : X N → R, which are convex.
We are going to describe a control system where the state variable (resp., the control variable) at time k is x k (resp., u k ), and the objective function is the sum of the functions h k , for k = 0, 1, . . . , N . We interpret X k as the space of state variables at stage k, and U k (resp., W k ) the space of control variables (resp., space of random parameters) at stage k.
For every vector w = (w 0 , w 1 , . . . , w N −1 ) ∈ W , consider the following convex discrete optimal control problem: Find a pair (x, u) where
is a control sequence, which minimizes the objective function
and satisfies the linear state equations
the initial condition
and the control constraints
A classical example for the problem (1)- (4) is the inventory control problem in economics, where x k plays a stock available at the beginning of the kth period, u k plays a stock ordered (and immediately delivered) at the beginning of the kth period, w k is the demand during the kth period (in practice, w 0 , . . . , w N −1 are independent random variables with a given probability distribution), and the objective function has the form h(
together with the state equation [4, pp. 2-6, 13-14, 162-168] for details).
Reduction to a parametric optimization problem
For every parameter w = (w 0 , w 1 , . . . , w N −1 ) ∈ W , denote by V (w) the optimal value of problem (1)-(4), and by S(w) the solution set of that problem. Thus, V : W → R is an extended real-valued function which is called the optimal value function of problem (1)-(4). It is assumed that V is finite at a certain parameterw = (w 0 ,w 1 , . . . ,w N −1 ) ∈ W and (x,ū) is a solution of (1)- (4) , that is (x,ū) ∈ S(w) wherex = (x 0 ,x 1 , . . . ,x N ),ū = (ū 0 ,ū 1 , . . . ,ū N −1 ).
f (x, u, w).
Three dual constructions
We will need three dual constructions: normal cone to convex sets, subdifferential and singular subdifferential of convex functions, and coderivative of convex multifunctions. Let X and Y be Hausdorff locally convex topological vector spaces with the topological duals denoted, respectively, by X * and Y * . For a convex set Ω ⊂ X, the normal cone of Ω atx ∈ Ω is given by
Let f : X → R, where R = [−∞, +∞], be an extended real-valued function. One says that f is proper if the domain dom f := {x ∈ X | f (x) < +∞} is nonempty, and if f (x) > −∞ for all x ∈ X. The epigraph of f is the set epi f := {(x, α) ∈ X × R | α ≥ f (x)}. If the latter set is convex, then f is said to be a convex function.
The subdifferential of a proper convex function f : X → R at a point x ∈ dom f is defined by
Note that x * ∈ ∂f (x) if and only if x
The singular subdifferential of a convex function f at a pointx ∈ dom f is given by
For anyx / ∈ dom f , one puts ∂f (x) = ∅ and ∂ ∞ f (x) = ∅. It is easy to see that ∂δ(x; Ω) = N (x; Ω) where δ(·; Ω) is the indicator function of a convex set Ω ⊂ X. Recall that δ(x; Ω) = 0 if x ∈ Ω and δ(x; Ω) = +∞ if x / ∈ Ω. Interestingly, for any convex function f , one has ∂ ∞ f (x) = N (x; dom f ); see e.g. [2] .
One says that a multifunction F : X ⇒ Y is closed (resp., convex) if gph F is closed (resp., convex). The coderivative D * F (x,ȳ) : Y * ⇒ X * of a convex multifunction F between X and Y at (x,ȳ) ∈ gph F is the multifunction defined by
2.4 Some facts from functional analysis and convex analysis 
* , x = 0 ∀x ∈ ker A} and cl * (rge (A * )) denoting respectively the orthogonal complement of the set ker A and the closure of the set rge (A * ) in the weak
, and there is c > 0 such that for every x * ∈ rge (A * ) there exists y * ∈ Y * with ||y * || ≤ c||x * || and
* is one-to-one and there exists c > 0 such that ||y
Next, we recall two results on normal cones to convex sets. Let A 0 , A 1 , . . . , A n be convex subsets of a Banach space X and let A = A 0 ∩ A 1 ∩ · · · ∩ A n . By int A i , for i = 1, . . . , n, we denote the interior of A i in the norm topology of X.
In the other words, the normal cone to the intersection of sets is equal to the sum of the normal cones to these sets.
. . , n then, for any x 0 ∈ A, the following statements are equivalent:
3 Differential stability of the parametric mathematical programming problem By using some recent results from [2] on differential stability of parametric convex optimization problems under inclusion constraints, this section establishes a theorem, which is the main tool for our subsequent investigations on the discrete optimal control problem.
Let ϕ : X × Y → R be a proper convex function, G : X ⇒ Y a convex multifunction between Hausdorff locally convex topological vector spaces. Consider the parametric optimization problem under an inclusion constraint
depending on the parameter x, with the optimal value function µ : X → R defined by
The solution map M : dom G ⇒ Y of problem (9) is
The problem of computing the subdifferential and singular subdifferential of µ(·) has been considered in [2] (the Hausdorff locally convex topological vector spaces setting) and in [1] (the Banach space setting). The following result of [2] will be used intensively in this paper.
Theorem 1 (See [2, Theorem 4.2])
If at least one of the following regularity conditions is satisfied
and
We now specify Theorem 1 for a case where gph G is a linear subspace of a product space. Suppose that X, W and Z are Banach spaces with the dual spaces X * , W * and Z * , respectively. Assume that M : Z → X and T : W → X are continuous linear operators. Let M * : X * → Z * and T * : X * → W * be the adjoint operators of M and T , respectively. Let f : W × Z → R be a convex extended real-valued function and Ω a convex subset of Z with nonempty interior. For each w ∈ W , put H(w) = z ∈ Z | M z = T w and consider the optimization problem
We want to compute the subdifferential and the singular subdifferential of the optimal value function h(w) := inf
of the parametric problem (12) . Denote by S(w) the solution set of (12) .
Define the linear operator Φ :
Moreover, if Φ has closed range, then
In particular, if Φ is surjective, then (15) is valid.
Proof First, note that Φ is continuous by the continuity of T and M . Second, observe that
On one hand, we have
because
for every (w, z) ∈ W × Z. On the other hand, since gph H is a linear subspace of W × Z,
where
Hence, by the first assertion of Proposition 1, (14) follows from (16) and (17) . If Φ has closed range, then the weak * closure sign in (14) can be removed due to the second assertion of Proposition 1. Thus, (15) 
Proof First, let us show that
To obtain this property, take any
Since N ((w,z); W × Ω) = {0} × N (z; Ω), we must have w * = 0, z * ∈ N (z; Ω). As Φ has closed range, (15) is valid by Lemma 1. Therefore, the inclusion (w * , z * ) ∈ −N ((w,z); gph H) implies the existence of x * ∈ X * such that 0 = T * x * and z * = −M * x * . Combining this with the inclusion ker T * ⊂ ker M * , we obtain z * = 0. The property (19) has been proved. Next, since int Ω = ∅, we see that W × Ω is a convex set with nonempty interior. Let A 0 := gph H and A 1 := W × Ω. Due to (19) , one cannot find any 
Since N ((w,z); A 0 ) = N (w,z); gph H and N ((w,z); A 1 ) = {0} × N (z; Ω), the equality (18) follows from (20) . ✷ Theorem 2 Suppose that Φ has closed range and ker T * ⊂ ker M * . If the optimal value function h in (13) is finite atw ∈ dom S and f is continuous at
Proof (This proof is based on Theorem 1, Lemma 1, and Lemma 2.) We apply Theorem 1 to the case where w, z, f (z, w), H(w) ∩ Ω and h(w) play, respectively, the roles of x, y, ϕ(x, y), G(x) and µ(x). By the assumptions of the theorem, f is continuous at (w,z) ∈ (W × Ω) ∩ gph H. Hence, the regularity condition (ii) of Theorem 1 is satisfied. Therefore,
Let us show that
By the definition of coderivative,
So, the assumptions made allow us to use formula (18) in Lemma 2 to have
Furthermore, as Φ has closed range, (15) is valid. Hence, w * ∈ D * G(w,z)(z * ) if and only if there exist v * ∈ N (z; Ω) and x * ∈ X * such that (
for some z * ∈ N (z; Ω). Thus, the equality (25) has been proved. Combining (23) with (25), we obtain (21). Finally, we can easily get the equality (22) from (24) and (25). ✷
Differential Stability of the Control Problem
Based on Theorem 2, we can obtain formulas for computing or estimating the subdifferential and singular subdifferential of the optimal value function V (w) of the parametric control problem (1)-(4).
In the notation of Subsections 2.1 and 2.2, put Z = X × U and K = C × X × Ω and note that V (w) can be expressed as
with M : Z → X and T : W → X are defined, respectively, by 
Then the problem (1)-(4) reduces to the mathematical programming problem (12) . For everyx * = (x * 1 ,x * 2 , ...,x * N ) ∈ X * , one has
where T * , M * , A * i , and B * i are the adjoint operators of T , M , A i , and B i , respectively.
Theorem 3
Suppose that h k , k = 0, 1, . . . , N , are continuous and the interiors of Ω k , for k = 0, 1, . . . , N − 1, are nonempty. Suppose in addition that the following conditions are satisfied:
(ii) The operator Φ : W × Z → X defined by Φ(w, z) = −T w + M z has closed range. Then, ifw
Proof Since the functions h k , k = 0, 1, . . . , N, are continuous, the objective function f of (12) is continuous. Note that V (w) coincides with the optimal value function h(w) in (13) of (12) . As Φ has closed range and ker T * ⊂ ker M * , applying Theorem 2 to (12) yields
. From (31) one hasw * ∈ ∂V (w) if and only if there exist (z * 1 , w * 1 ) ∈ ∂f (z,w) and
The last inclusion means that there existsx
Denote by ∂ z f (z,w), ∂ w f (z,w) the subdifferentials of f (.,w) atz and f (z, .) atw, respectively. We have ∂f (z,w)
Hence, taking w =w yields z * ,w) . Similarly, w * 1 ∈ ∂ w f (z,w). As (z * 1 , w * 1 ) ∈ ∂f (z,w), in combination with (32), the preceding observation gives
By the continuity ofh k (.), k = 0, 1, . . . , N , applying the Moreau-Rockafellar Theorem [8, p. 48], we have
It is easy to see that
...
Similarly,
In the same manner, we obtain
Since
. Therefore, from the first inclusion in (33) and from (29), (35), we get
This implies that
Now we can derive from the second inclusion in (33) and from (28), (36), the followingw *
Combining ( 
Proof It is well-known that if ϕ : Y → R is a convex function defined on a normed space Y and ϕ is Fréchet differentiable atȳ ∈ Y , then ∂ϕ(ȳ) = {∇ϕ(ȳ)} (see e.g. [8, p. 197-198] ). Hence, since h k , k = 0, 1, ..., N, are Fréchet differentiable by our assumptions, the inclusions in (33)-(36) become equalities. Namely, we have
Consequently, by the proof of Theorem 3 we can conclude that a vectorw * = (w * 0 ,w * 1 , . . . ,w * N −1 ) ∈ W * belongs to ∂V (w) if and only if there exist
Under the assumptions of Theorem 3, we have
Proof Similarly as in the proof of Theorem 3, applying Theorem 2 to (22), we get
Thus,w * belongs to ∂ ∞ V (w) if and only if there exist v * ∈ N (z; K) and
. By (28) and (29), we see thatw
From (43) we can easily deduce that
Let us describe a typical situation where the assumptions of Theorem 3 are automatically satisfied.
Remark 1 If T 0 , T 1 , ..., T N −1 are surjective, then the operator T : W → X is surjective too. Hence ker T * = {0}, and, therefore, condition (i) in Theorem 3 is satisfied. Moreover, condition (ii) of that theorem is also fulfilled, because rge Φ = X.
Applications
In this section we apply the obtained results to some examples. First, we give an auxiliary result related to a convex optimization problem under linear constraints.
Let X be a Banach space with the dual denoted by X * . Consider the problem
where ϕ : X → R is a continuous convex function, a i , b j ∈ X * , i = 1, . . . , m, j = 1, . . . , k.
Denote by Ω and Sol (P ), respectively, the constraint set and the solution set of (P ).
The following statement is a Farkas lemma for infinite dimensional vector spaces. for i = 1, . . . , m) . Then, the inequality γ(x) ≤ 0 is a consequence of the inequalities system
if and only if there exist nonnegative real numbers λ 1 , λ 2 , . . . , λ m ≥ 0 such that
Based on Lemma 3 and a standard Fermat rule for convex programs, one can obtain the next proposition on necessary and sufficient optimality conditions for (P ), which is very useful for dealing with (1)-(4) when C and Ω i , i = 0, 1, ..., N − 1, are polyhedral convex sets. For clarity of our presentation, we provide here a detailed proof of this result.
Proposition 4 For a pointx ∈ Ω to be a solution of (P ), it is necessary and sufficient, that there exist λ i ≥ 0, i = 1, . . . , m and µ j ∈ R, j = 1, . . . , k, such that
Proof Letx ∈ Ω be given arbitrary. Note that (P ) can be written in the form 
We now show that
and b j ,x + tv = β j , j = 1, . . . , k.
Thusx + tv ∈ Ω; so we have
It follows that, x * , v ≤ 0. Hence, the inequality x * , v ≤ 0 is a consequence of the inequalities system
Setting
, from the last equality, we can deduce that x * belongs to the right-hand-side of (45).
µ j ∈ R, for j = 1, . . . , k. Given any x ∈ Ω, we have
It follows that x * ∈ N (x; Ω). Combining (44) and (45), we obtain the assertion of the proposition. ✷
The next example is designed to show how Theorem 4 can work for parametric optimal control problems with differentiable objective functions. Next, we give an example to illustrate the result of Theorem 3, where h 0 , ..., h N are not required to be differentiable. 
