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1 Abstract
A novel framework is presented that combines Mean Field Game (MFG) theory
and Hybrid Optimal Control (HOC) theory to obtain a unique -Nash equilibrium
for a non-cooperative game with stopping times. We consider the case where
there exists one major agent with a significant influence on the system together
with a large number of minor agents constituting two subpopulations, each with
individually asymptotically negligible effect on the whole system. Each agent has
stochastic linear dynamics with quadratic costs, and the agents are coupled in their
dynamics by the average state of minor agents (i.e. the empirical mean field).
The hybrid feature enters via the indexing by discrete states: (i) the switching
of the major agent between alternative dynamics or (ii) the termination of the
agents’ trajectories in one or both of the subpopulations of minor agents. Optimal
switchings and stopping time strategies together with best response control actions
for, respectively, the major agent and all minor agents are established with respect
to their individual cost criteria by an application of LQG HOC theory.
2 Introduction
Mean Field Game (MFG) systems theory establishes the existence of approximate
Nash equilibria together with the corresponding individual strategies for stochastic
dynamical systems in games involving a large number of agents. The equilibria
are termed -Nash equilibria and are generated by the local, limited information
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feedback control actions of each agent in the population, where the feedback
control actions constitute the best response of each agent with respect to the
precomputed behaviour of the mass of agents and where the approximation error
converges to zero as the population size goes to infinity.
The analysis of MFG problems originated in [1–3] (see [4]), and
independently in [5,6]. In [7,8] the authors analyse and solve the linear quadratic
systems case where there is a major agent (i.e. non-asymptotically vanishing as
the population size goes to infinity) together with a population of minor agents
(i.e. individually asymptotically negligible). The existence of -Nash equilibria
is established together with the individual agents’ control laws that yield the
equilibria [8]. This framework is further extended in [9–15] for partially observed
MFG theory for nonlinear and linear quadratic systems with major and minor
agent.
In several situations in stochastic dynamic games, such as in mathematical
finance [16], agents wish to find the best time at which to enter or exit a
given strategy. In order to determine the optimal stopping time strategies
together with best response policies for the agents one is required to invoke
the necessary optimality conditions of stochastic hybrid optimal control theory
[17–20]. These optimality conditions are an extension of deterministic optimal
control theory [21–26] for systems interacting with stochastic diffusions. In [18],
in particular, the Stochastic Hybrid Minimum Principle (SHMP) is established for
a general class of stochastic hybrid systems with both autonomous and controlled
switchings and jumps possibly accompanied by dimension changes. Given the
computational difficulty of the generally nonlinear forward-backward stochastic
differential equations (FB-SDE) and the associated boundary conditions in the
SHMP, a class of linear quadratic Gaussian (LQG) HOC problems are presented
in [17] for which the corresponding Riccati equations are independent from
realizations of stochastic diffusion terms.
The first combination of Mean Field Game (MFG) theory and Hybrid Optimal
Control (HOC) theory appeared in [16] in a non-cooperative game formulation
of the stock market where high frequency trading (HFT) minor agents may leave
the market before the final time. The best response policies for the agents are
further shown to yield an -Nash equilibrium for the stock market. In this paper,
we further extend the results and develop a hybrid systems MFG (HS-MFG)
framework for a general class of LQG mean field game systems with a major
agent permitted to switch between different dynamics and several subpopulations
of minor agents provided with the option to stop at some optimal time. Each agent
has stochastic linear dynamics with quadratic costs, and the agents are coupled
2
in their dynamics by the average state of minor agents (empirical mean field).
Since the governing stochastic differential equations for the system change with
the switching of the major agent or cessation of one or both subpopulations of
minor agents, a hybrid systems formulation of the problem is presented with
indexing these modes by discrete states. Optimal switching time and stopping
time strategies together with best response control actions for, respectively, the
major agent and all minor agents are established with respect to their individual
cost criteria by an application of LQG HOC theory.
We note that the following terms are used interchangeably throughout the
paper: optimal and best response, quit and stop.
The paper organization is as follows. Section 3 presents LQG hybrid-MFG
problems where the class of the problems under study is described briefly in
Section 3.1 and it is argued that due to the presence and interactions of discrete
and continuous states and dynamics, one needs to formulate the problem within
hybrid optimal control framework. Discrete states and transitions are introduced
in Section 3.2 and the underlying continuous dynamics and costs in the finite
population case are presented in Section 3.3. Then, Section 4 presents hybrid-
MFG approach, where following the MFG methodology, with the introduction
of the mean field’s hybrid evolution in Section 4.1, major agent’s and minor
agents’ extended hybrid optimal control problems are, respectively, formulated
in Sections 4.2 and 4.3, and best response policies for the infinite population
case are determined. Then, subject to the consistency conditions in Section 4.4,
the existence and uniqueness of the Nash equilibrium for the infinite population
system, and -Nash equilibrium for the finite population system are established
where the latter is obtained by the implementation of the infinite population best
response strategies. Next, Section 5 depicts simulation results. Finally, Section 6
presents concluding remarks.
3 LQG Hybrid-Mean Field Game Problems
3.1 Problem Description
It is assumed that there exist one major agent and N minor agents interacting
with each other through the mean field coupling in their dynamics over the time
interval [0, T ]. Two types of minor agents are considered: type Aa with the
population of Na and type Ab with the population of Nb, such that Na +Nb = N .
The dynamics of the major agent and a generic minor agent are described by
the linear time evolution of their states and a quadratic performance function.
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However, the two populations of minor agents have different linear dynamics
and quadratic performance objectives. We study interaction of agents over
the interval [0, T ], where the major agent A0 is permitted to switch from one
set of dynamics to another at time t0s if optimal, while a generic minor agent
Ai, 1 ≤ i ≤ N, is permitted to stop at an optimal time tis. With abuse of
notation, the superscript k in Ak0, k = 1, 2, denotes that the major agent is
subject to the dynamics k, and in Aki , 1 ≤ i ≤ N, k , a, b, denotes that
minor agent Ai, 1 ≤ i ≤ N is of type k, k , a, b. As it will be discussed
in Section 3.2, the optimal switching or stopping time policy for each agent is
trajectory and state independent, and depends only on its dynamical parameters
(i.e. the agent’s type). Since the dynamical parameters for all minor agents in their
respective types are the same, it follows that the stopping times are the same for
all agents of each subpopulation. The distinct nature of the switching (stopping)
events, together with the continuous evolution of the state processes between
switchings, result in the stochastic hybrid form of the problem analyzed in this
paper. Moreover, the fact that the minor agents are modeled as members of large
populations gives rise to our use of the LQG mean field games framework. System
has several distinct combinatoric alternatives; this is because there are various
distinct sequences wherein one minor population or another drops out first, or the
major agent switches to one particular discrete state before or after a minor agent
stopping event. It is to be emphasized that the discrete state sequence that actually
occurs for any given system depends upon the solution of the complete (initial
to terminal) MFG equations for the system, and in particular is not prescribed.
We note that a key condition which yields the collective switching of the entire
subpopulations is given by (91) and while this is reasonable in a class of LQG
problems, the corresponding condition is most unlikely to hold in a nonlinear
framework.
3.2 Discrete state association
In order to present the dynamics of the system in the stochastic hybrid systems
framework of [17, 18], the discrete states qk
0• are assigned (see Figure 1) where
k , a, b refers to the mode in the dynamics of the major agent and • represents the
active populations of minor agents. For instance, the discrete state q1
0ab
indicates
that the major agent is is subject to its first dynamics and both subpopulations
Aa and Ab are present, and the discrete state q2
0a
indicates that the major agent is
subject to its second dynamics, subpopulationAa is present and subpopulationAb
has already quit the system. Furthermore, in order to refer to the temporal mode
4
q1
0ab
A10,
Aa,Ab
q2
0ab
A20,
Aa,Ab
q1
0a
A10,
Aa
q1
0b
A10,
Ab
q1
0
A10
q2
0b
A20,
Ab
q2
0a
A20,
Aa
q2
0
A20
σsa
σs0
σsb
σsaσsb
σs0σsb
σs0 σsa
σs0
σsb
σsa
Q0
Q1
Q2
Q3
Figure 1: Hybrid Automata Diagram with a single major player and two
populations of minor players with stopping times. Transitions accompanied by
dimension changes are identified with double-line arrows.
of the system, the multivalued discrete states Qj, 0 ≤ j ≤ 3 are introduced (see
Figure 1), which correspond to the evolution of the system within the intervals
[tj, tj+1), where t0 = 0 is the initial time, t1, t2, t3 correspond to the time of the
events of stopping of a subpopulation or to switching of the major agent, in the
order of occurance, and t4 = T is the terminal time. This corresponds to the
scenario in which all the possible discrete changes in the system occur before the
terminal time, i.e. q(T ) = q2
0
. Other scenarios where the discrete state at terminal
time is different from the case considered here are possible with minor variations
over the results presented in this paper.
We remark that the HS-MFG problems studied in this paper lie within the
class of hybrid LQG problems for which optimal switching strategies are Ft-
independent, where Ft is the natural filtration associated with the sigma-algebra
generated by the corresponding Wiener process (see appendix A). Therefore
optimal switching or stopping strategies depend only on the dynamical parameters
of the major agent and those of each subpopulation, respectively. In particular,
an individual’s optimal stopping decision coincides with stopping time of all
agents in its subpopulation since the dynamical parameters are the same across
a subpopulation.
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Now, we describe the evolution of the system over the sequence of generic
discrete states Qj, 0 ≤ j ≤ 3. The discrete state Q0, as indicated in Figure 1,
associates with the system evolution over the interval [0, t1) in the system’s initial
setting where both subpopulations of minor agents are interacting together and
with the major agent which is subject to its first dynamics A10.
The multivalued discrete state Q1 corresponds to the evolution of the system
over [t1, t2) with one change relative to the initial setting; this consists of
three possible situations: (i) the major agent subject to its second dynamics
A20 is interacting with both subpopulations Aa, Ab present in the system; this
corresponds to the centre node inside Q1 in Figure 1 and is denoted by Q1 =
q2
0ab
, (ii) the major agent subject to its first dynamics A10 is interacting with
the subpopulation Aa while the subpopulation Ab has quit the system; this
corresponds to the left-most node inside Q1 in Figure 1 and is denoted by
Q1 = q1
0a
, and (iii) the major agent subject to its first dynamics A10 is interacting
with Ab while Aa has quit, corresponding to the right-most node inside Q1 in
Figure 1, denoted by Q1 = q1
0b
.
The multivalued discrete state Q2 represents the evolution of the system over
[t2, t3) with two changes relative to the initial setting for which three situations can
be considered: (I) the major agent subject to its second dynamicsA20 is interacting
with the subpopulation Aa, and the subpopulation Ab have already quit, which
corresponds to the left-most node inside Q2 in Figure 1 denoted as Q2 = q2
0a
,
(II) the major agent subject to its second dynamics A20 is interacting with Ab, and
the subpopulation Aa has already quit, which corresponds to the right-most node
inside Q2 in Figure 1 denoted by Q2 = q2
0b
, (III) the major agent is subject to
its first dynamics A10 and both subpopulations Aa, Ab have already quit, which
corresponds to the centre node inside Q2 in Figure 1, denoted by Q2 = q1
0
.
The discrete state Q3 corresponds to the evolution of the major agent subject
to its second dynamics A20 over [t3, T ] which corresponds to Q3 = q20 .
In this work it is assumed that each of the time periods [tj, tj+1) associated
with the multivalued discrete state Qj, 0 ≤ j ≤ 3, is non-empty. This assumption
is tenable since it will be shown that the switching times t1, t2, t3 are deterministic
and depend only on the system parameters.
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3.3 Dynamics and Costs: Finite Population
3.3.1 Major Agent:
Let the evolution of the major agent Ak0, k = 1, 2, be expressed as
dx0 = A
k
0x0dt+B
k
0u0dt+ F
k
0 x
(Nt)dt+Dk0dw0, (1)
where x0 ∈ Rn is the state, u0 ∈ Rm is the control input, and w0 ∈ Rr is a
standard Wiener process. The matrices Ak0, B
k
0 , F
k
0 , and D
k
0 , k = 1, 2, are of
appropriate dimensions. We note once again that the superscript k in Ak0 denotes
that the major agent is in dynamics k.
As can be seen, the major agent is coupled with the minor agents by the
average term x(Nt) = 1
Nt
∑Nt
i=1 xi. Note that in (1), Nt may take the following
values.
Nt =

Na +Nb for Q0 = q1
0ab
, Q1 = q2
0ab
Na for Q1 = q1
0a
, Q2 = q2
0a
Nb for Q1 = q1
0b
, Q2 = q2
0b
0 for Q2 = q1
0
, Q3 = q2
0
.
(2)
The major agent Ak0, k = 1, 2, aims to minimize the following cost functional
Jk0 (u0, u−0) = E
[‖x0‖2P¯k0 +
∫ T
0
(‖x0 − Φ(x(Nt))‖2Pk0 + ‖u0‖
2
Rk0
)dt
]
, (3)
Φ(.) := Hk0x
(Nt), (4)
with Rk0 > 0, P¯
k
0 ≥ 0, P k0 ≥ 0, and Hk0 of appropriate dimensions.
Equation (1) together with the cost functional (3) form the stochastic LQG
problem for the major agent.
3.3.2 Generic Aa-type minor agent:
The dynamics for a minor agent Aai , is given by
dxi = Aaxidt+Bauidt+Gax0dt+ Fax
(Nt)dt+Dadwi, (5)
where xi ∈ Rn is the state of agent Aai , ui ∈ Rm is the control input, wi ∈ Rr
is a standard Wiener process, and Aa, Ba, Ga, Fa, Da are constant matrices of
appropriate dimension. Note that Nt in (5) again takes values as in (2) over the
horizon T . The cost for a type Aa minor agent is given by
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Jai (ui, u−i) = E
[‖xi −Ψa(x(NT ))‖2P¯a + ∫ tis
0
(‖xi −Ψa(x(Nt))‖2Pa + ‖ui‖2Ra)dt
]
,
(6)
Ψa(.) := H
a
1x0(.) +H
a
2x
(N.), (7)
where the weight matrices P¯a ≥ 0, Pa ≥ 0, Ra > 0, Ha1 , and Ha2 have appropriate
dimensions.
The set of equations (5) and (6) constitute the stochastic optimal control
problem for a minor agent of type Aa. It can be seen that a generic Aa-type
minor agent interacts with the major agent’s state as well as the average state of
all existing minor agents through its dynamics.
3.3.3 Generic Ab-type minor agent:
Similarly, we define the state vector xi of a generic minor agent Abi whose
evolution can be written as
dxi = Abxidt+Bbuidt+Gbx0dt+ Fbx
(Nt)dt+Dbdwi, (8)
where xi ∈ Rn, ui ∈ Rm, wi ∈ Rr is a standard Wiener process, and
Ab, Bb, Gb, Fb, Db are matrices of appropriate dimension.
The cost functional for a generic minor agent of type Ab is given by
J bi (ui, u−i) = E
[‖xi −Ψb(x(NT ))‖2P¯b + ∫ tis
0
(‖xi −Ψb(x(Nt))‖2Pb + ‖ui‖2Rb)dt
]
,
(9)
Ψb(.) := H
b
1x0(.) +H
b
2x
(N.), (10)
with matrices P¯b ≥ 0, Pb ≥ 0, Rb > 0, Hb1, and Hb2 having appropriate
dimensions.
Equations (8) and (9) form the stochastic LQG problem for a generic minor
agent of type Ab. Additionally, they show that a Ab-type minor agent is coupled
with the major agent’s state and the average state of all existing minor agents in
its dynamics.
4 Hybrid - Mean Field Game Approach
Following the mean field game methodology with a major agent [7,27], the hybrid
MFG problem is first solved in the infinite population case where the average term
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in the finite population dynamics and cost functional of each agent is replaced
by its infinite population limit, i.e. the mean field. Then specializing to linear
systems (see e.g. [7]), the major agent’s state is extended with the mean field,
while the minor agent’s state is extended with the mean field and the major
agent’s state; this yields LQG hybrid optimal control problems (see appendix A)
for each agent linked only through the mean field and the major agent’s state.
Then the main results of [7], [27] are (i) the existence of infinite population best
response strategies which yield the Nash equilibria, and (ii) the infinite population
best response strategies applied to the finite population system yield an -Nash
equilibria (see Theorem 1).
In this section, first, the hybrid evolution of the mean field is derived. Then the
extended hybrid optimal control problems for the major agent and minor agents
are formed and addressed in the infinite population case. Finally, Theorem 1 is
presented which links the infinite population and finite population LQG Hybrid-
MFG problem solutions.
4.1 Hybrid Evolution of Mean Field
Following the LQG MFG methodology [7], the mean field, x¯, is defined as the L2
limit, when it exists, of the average of minor agents’ states when the population
size goes to infinity
x¯k(t) = lim
Nk→∞
xNk(t) = lim
Nk→∞
1
Nk
Nk∑
i=1
xi(t), q.m.
where k , a, b, for the case considered in this paper. Now, if the control strategy
for each minor agent is considered to have the general feedback form
ui = L
k
1xi + L
k
2x0 +
Nt∑
j 6=i,j=1
Lk4xj + L
k
3, 1 ≤ i ≤ Nk, (11)
then the mean field dynamics is obtained by substituting (11) in the minor
agents’ dynamics (8) (respectively, (5)), and taking the average over population
Ak, k , a, b, and then its L2 limit as Nk →∞.
The empirical distribution of agents sampled independently of the initial
conditions and Wiener processes within populations Aa and Ab at time t0 is
denoted by piN = (piNa , pi
N
a ), where pi
N
a =
Na
N
and piNb =
Nb
N
.
Assumption 1. There exists pi = (pia, pib) such that limN→∞piN
a.s.
= pi.
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With the assignment of discrete states Qj introduced in Section 3.2, the set of
the mean field equations is given by
dx¯Qj = A¯Qj x¯Qjdt+ G¯Qjx
Qj
0 dt+ m¯
Qjdt, j = 0, 1, 2, 3. (12)
ForQ0 = q1
0ab
, x¯Q0 = [x¯Ta , x¯
T
b ]
T consists of the mean field x¯a of the population
Aa, and the mean field x¯b of the population Ab with piQ0 = pi. The matrices in
(12) are then
A¯Q0 =
[
A¯a
A¯b
]
, G¯Q0 =
[
G¯a
G¯b
]
, m¯Q0 =
[
m¯a
m¯b
]
, (13)
where A¯a, A¯b ∈ Rn×2n, G¯a, G¯b ∈ Rn×n, m¯a, m¯b ∈ n × 1. The above matrices
shall be determined from consistency equations discussed in Section 4.4.
In case (i) in Section 3.2 where Q1 = q2
0ab
, the mean field is defined as
x¯
q2
0ab = [x¯Ta , x¯
T
b ]
T , hence pi
q2
0ab = pi, and
A¯
q2
0ab =
[
A¯a
A¯b
]
, G¯
q2
0ab =
[
G¯a
G¯b
]
, m¯
q2
0ab =
[
m¯a
m¯b
]
. (14)
For case (ii) whereQ1 = q1
0a
, x¯
q1
0a = x¯a, and hence pi
q1
0a = (1, 0), and the matrices
in (12) are given as
A¯
q1
0a = A¯a, G¯
q1
0a = G¯a, m¯
q1
0a = m¯a, (15)
where A¯a ∈ Rn×n, G¯a ∈ Rn×n, m¯a ∈ Rn×1.
For case (iii) where Q1 = q1
0b
, x¯
q1
0b = x¯b, and hence pi
q1
0b = (0, 1), and the
matrices in (12) are given by
A¯
q1
0b = A¯b, G¯
q1
0b = G¯b, m¯
q1
0b = m¯b. (16)
For case (I) in Section 3.2 where Q2 = q2
0a
, the mean field is defined as
x¯
q2
0a = x¯a, and hence pi
q2
0a = (1, 0), and the matrices in (12) are given as
A¯
q2
0a = A¯a, G¯
q2
0a = G¯a, m¯
q2
0a = m¯a. (17)
For case (II) where Q2 = q2
0b
, x¯
q2
0b = x¯b, and hence pi
q2
0b = (0, 1), and the
matrices in (12) are given by
A¯
q2
0b = A¯b, G¯
q2
0b = G¯b, m¯
q2
0b = m¯b. (18)
For case (III) where Q2 = q1
0
, x¯
q1
0 = 0, hence pi
q1
0 = (0, 0).
Finally, for Q3, x¯Q3 = 0, and as a result piQ3 = (0, 0).
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4.2 Major Agent: Infinite Populations
4.2.1 Hybrid Dynamics and Cost
The extended hybrid dynamics of the major agent in the infinite population, i.e.
the dynamics for xex,Qj0 is given by
dx
ex,Qj
0 = (A
Qj
0 x
ex,Qj
0 +M
Qj
0 + B
Qj
0 u
Qj
0 )dt+ D
Qj
0 dW
Qj
0 , 0 ≤ j ≤ 3, (19)
where the dynamical matrices are given by
AQj0 =
[
A
Qj
0 pi
Qj ⊗ FQj0
G¯Qj A¯Qj
]
, MQj0 =
[
0n×1
m¯Qj
]
, BQj0 =
[
B
Qj
0
0•×•
]
,
DQj0 =
[
D
Qj
0 0•×•
0•×• 0•×•
]
, W
Qj
0 =
[
w0
0•×•
]
. (20)
In (20), 0•×• denotes a zero matrix of appropriate dimensions, and piQj ⊗ FQj0
denotes the Kronecker product of piQj and FQj0 .
The cost functional for the extended major agent’s hybrid system would be
given by
J0(u0, u−0) = E
[
‖xex,Q30 (T )‖2P¯Q30 +
3∑
j=1
‖xex,Qj0 (t−j )‖2C0,j
+
3∑
j=0
∫ tj+1
tj
(‖xex,Qj0 (s)‖2PQj0 + ‖uQj0 (s)‖2RQj0 )ds
]
, (21)
where t0 = 0, t4 = T . In (21), the first term denotes terminal cost and the third
term denotes running cost where the corresponding weight matrices are defined
as
P¯Q30 = P¯ 20 ,
PQj0 = [In×n,−piQj ⊗HQj0 ]TPQj0 [In×n,−piQj ⊗HQj0 ]. (22)
Moreover, the second term in (21) denotes switching cost where the corresponding
weight matrix C0,j shall be identified for each switching in Section 4.2.2.
Now the dynamical and weight matrices introduced in their general form in
(20) and (22), respectively, are specified for each discrete state Qj, 0 ≤ j ≤ 3.
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Over the interval [t0, t1), and in discrete state Q0, the dynamics of the
continuous state xex,Q00 = [x
T
0 , x¯
T
a , x¯
T
b ]
T is determined by (19) with
AQ00 =
 A10 pi ⊗ F 10[ G¯a
G¯b
] [
A¯a
A¯b
]  , MQ00 =
 0n×1[ m¯a
m¯b
]  ,
BQ00 =
[
B10
02n×m
]
, DQ00 =
[
D10 0n×2r
02n×r 02n×2r
]
, WQ00 =
[
w0
02r×1
]
, (23)
where pi ⊗ F 10 = [piaF 10 , pibF 10 ], and PQ00 in (21) is given by
PQ00 = [In×n,−piaH10 ,−pibH10 ]TP 10 [In×n,−piaH10 ,−pibH10 ]. (24)
We also define
P¯Q00 = [In×n,−piaH10 ,−pibH10 ]T P¯ 10 [In×n,−piaH10 ,−pibH10 ]
=
 P¯Q00,11 P¯Q00,12 P¯Q00,13P¯Q00,21 P¯Q00,22 P¯Q00,23
P¯Q00,31 P¯
Q0
0,32 P¯
Q0
0,33
 , {P¯Q00,ij, i, j = 1, 2, 3} ∈ Rn, (25)
which will be used in section 4.2.2 to specify the switching cost at t1.
Over the interval [t1, t2), in case (i) where Q1 = q2
0ab
holds over the interval
[t1, t2), the dynamics of x
ex,q2
0ab
0 = [x
T
0 , x¯
T
a , x¯
T
b ]
T is governed by (19) with
A
q2
0ab
0 =
 A20 pi ⊗ F 20[ G¯a
G¯b
] [
A¯a
A¯b
]  , Mq20ab0 =
 0n×1[ m¯a
m¯b
]  ,
B
q2
0ab
0 =
[
B20
02n×m
]
, D
q2
0ab
0 =
[
D20 0n×2r
02n×r 02n×2r
]
, W
q2
0ab
0 =
[
w0
02r×1
]
,
(26)
and P
q2
0ab
0 in (21) is given by
P
q2
0ab
0 = [In×n,−piaH20 ,−pibH20 ]TP 20 [In×n,−piaH20 ,−pibH20 ]. (27)
Moreover,
P¯
q2
0ab
0 = [In×n,−piaH20 ,−pibH20 ]T P¯ 20 [In×n,−piaH20 ,−pibH20 ]
=
 P¯
q2
0ab
0,11 P¯
q2
0ab
0,12 P¯
q2
0ab
0,13
P¯
q2
0ab
0,21 P¯
q2
0ab
0,22 P¯
q2
0ab
0,23
P¯
q2
0ab
0,31 P¯
q2
0ab
0,32 P¯
q2
0ab
0,33
 , {P¯q20ab0,ij , i, j = 1, 2, 3} ∈ Rn, (28)
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which will be used in section 4.2.2 to specify the switching cost at t2.
Over the interval [t1, t2), in case (ii) where Q1 = q1
0a
holds, the dynamics for
x
ex,q1
0a
0 = [x
T
0 , x¯
T
a ]
T is determined by (19) with
A
q1
0a
0 =
[
A10 F
1
0
G¯a A¯a
]
, M
q1
0a
0 =
[
0n×1
m¯a
]
, B
q1
0a
0 =
[
B10
0n×m
]
,
D
q1
0a
0 =
[
D10 0n×r
0n×r 0n×r
]
, W
q1
0a
0 =
[
w0
0r×1
]
, (29)
and the cost functional is determined by (21)
with P
q1
0a
0 = [In×n,−H10 ]TP 10 [In×n,−H10 ]. In addition, matrix P¯
q1
0a
0 which shall
be used in Section 4.2.2 to identify the switching cost at t2 is defined as
P¯
q1
0a
0 = [In×n,−H10 ]T P¯ 10 [In×n,−H10 ]
=
[
P¯
q1
0a
0,11 P¯
q1
0a
0,12
P¯
q1
0a
0,21 P¯
q1
0a
0,22
]
, {P¯q10a0,ij, i, j = 1, 2} ∈ Rn. (30)
Over the interval [t1, t2), in case (iii) where Q1 = q1
0b
holds, x
ex,q1
0b =
[xT0 , x¯
T
b ]
T and
A
q1
0b
0 =
[
A10 F
1
0
G¯b A¯b
]
, M
q1
0b
0 =
[
0n×m
m¯b
]
, B
q1
0b
0 =
[
B10
0n×m
]
,
D
q1
0b
0 =
[
D10 0n×r
0n×r 0n×r
]
, W
q1
0b
0 =
[
w0
0r×1
]
, (31)
P
q1
0b
0 = [In×n,−H10 ]TP 10 [In×n,−H10 ], (32)
P¯
q1
0b
0 = [In×n,−H10 ]T P¯ 10 [In×n,−H10 ] =
[
P¯
q1
0b
0,11 P¯
q1
0b
0,12
P¯
q1
0b
0,21 P¯
q1
0b
0,22
]
, (33)
where {P¯q10a0,ij, i, j = 1, 2} ∈ Rn.
Over the interval [t2, t3), in case (I) where Q2 = q2
0a
holds, x
ex,q2
0a = [xT0 , x¯
T
a ]
T
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and
A
q2
0a
0 =
[
A20 F
2
0
G¯a A¯a
]
, M
q2
0a
0 =
[
0n×1
m¯a
]
, B
q2
0a
0 =
[
B20
0n×m
]
,
D
q2
0a
0 =
[
D20 0n×r
0n×r 0n×r
]
, W
q2
0a
0 =
[
w0
0r×1
]
, (34)
P
q2
0a
0 = [In×n,−H20 ]TP 20 [In×n,−H20 ], (35)
P¯
q2
0a
0 = [In×n,−H20 ]T P¯ 20 [In×n,−H20 ] =
[
P¯
q2
0a
0,11 P¯
q2
0a
0,12
P¯
q2
0a
0,21 P¯
q2
0a
0,22
]
, (36)
with {P¯q20a0,ij, i, j = 1, 2} ∈ Rn.
Over the interval [t2, t3), in case (II) whereQ2 = q2
0b
holds, x
ex,q2
0b = [xT0 , x¯
T
b ]
T
and
A
q2
0b
0 =
[
A20 F
2
0
G¯b A¯b
]
, M
q2
0b
0 =
[
0n×1
m¯b
]
, B
q2
0b
0 =
[
B20
0n×m
]
,
D
q2
0b
0 =
[
D20 0n×r
0n×r 0n×r
]
, W
q2
0b
0 =
[
w0
0r×1
]
, (37)
P
q2
0b
0 = [In×n,−H20 ]TP 20 [In×n,−H20 ], (38)
P¯
q2
0b
0 = [In×n,−H20 ]T P¯ 20 [In×n,−H20 ] =
[
P¯
q2
0b
0,11 P¯
q2
0b
0,12
P¯
q2
0b
0,21 P¯
q2
0b
0,22
]
, (39)
where {P¯q10a0,ij, i, j = 1, 2} ∈ Rn.
Over the interval [t2, t3), in case (III) where Q2 = q1
0
holds, x
ex,q1
0 = x0 and
A
q1
0
0 = A
1
0, M
q1
0
0 = 0n×1, B
q1
0
0 = B
1
0 , D
q1
0
0 = D
1
0, W
q1
0
0 = w0, P
q1
0
0 = P
1
0 .
Finally, over the interval [t3, T ], in discrete state Q3, xex,Q3 = x0 and
AQ30 = A20, M
Q3
0 = 0n×1, B
Q3
0 = B
2
0 , D
Q3
0 = D
2
0, W
Q3
0 = w0, P
Q3
0 = P
2
0 .
4.2.2 Jump Transition Maps and Switching Costs
The values of the major agent’s continuous state before and after switching at t1
satisfy the following jump map
xex,Q10 (t1) = Ψ0,1x
ex,Q0
0 (t1−). (40)
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For the transition between Q0 and case (i) for Q1 where Q1 = q2
0ab
the map Ψ0,1
is the identity matrix, i.e.
Ψ0,1 = Ψ0,q1
0ab
q2
0ab
= I3n×3n. (41)
This transition is not accompanied by change in the dimension of the major agent’s
extended state. Furthermore, the weight matrix for the corresponding switching
cost is given by
C0,1 = C0,q1
0ab
q2
0ab
= 03n×3n. (42)
For the transition between Q0 and case (ii) where Q1 = q1
0a
Ψ0,1 = Ψ0,q1
0ab
q1
0a
=
[
In×n 0n×n 0n×n
0n×n In×n 0n×n
]
, (43)
C0,1 = C0,q1
0ab
q1
0a
=
 0n×n 0n×n P¯Q00,130n×n 0n×n P¯Q00,23
P¯Q00,31 P¯
Q0
0,32 P¯
Q0
0,33
 , (44)
where {P¯Q00,ij, i, j = 1, 2, 3} are defined in (25).
For the transition between Q0 and case (iii) where Q1 = q1
0b
Ψ0,1 = Ψ0,q1
0ab
q1
0b
=
[
In×n 0n×n 0n×n
0n×n 0n×n In×n
]
, (45)
C0,1 = C0,q1
0ab
q1
0a
=
 0n×n P¯Q00,12 0n×nP¯Q00,21 P¯Q00,22 P¯Q00,23
0n×n P¯Q00,32 0n×n
 , (46)
where {P¯Q00,ij, i, j = 1, 2, 3} are defined in (25).
The values of the major agent’s continuous state before and after the switching
at t2 satisfy the following jump transition map
xex,Q20 (t2) = Ψ0,2x
ex,Q1
0 (t2−), (47)
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where
Ψ0,2 =

Ψ0,q1
0a
q2
0a
= I2n×2n, for transition from Q1 = q1
0a
to Q2 = q2
0a
,
Ψ0,q1
0a
q1
0
=
[
In×n 0n×n
]
, for transition from Q1 = q1
0a
to Q2 = q1
0
,
Ψ0,q2
0ab
q2
0a
=
[
In×n 0n×n 0n×n
0n×n In×n 0n×n
]
, for transition from Q1 = q2
0ab
to Q2 = q2
0a
,
Ψ0,q2
0ab
q2
0b
=
[
In×n 0n×n 0n×n
0n×n 0n×n In×n
]
, for transition from Q1 = q2
0ab
to Q2 = q2
0b
,
Ψ0,q1
0b
q2
0b
= I2n×2n, for transition from Q1 = q1
0b
to Q2 = q2
0b
,
Ψ0,q1
0b
q1
0
=
[
In×n 0n×n
]
, for transition from Q1 = q1
0b
to Q2 = q1
0
.
(48)
Furthermore, the matrix coefficient C0,2 of the switching cost at t2 for each case
is defined as
C0,2 =

C0,q1
0a
q2
0a
= 02n×2n, for transition from Q1 = q1
0a
to Q2 = q2
0a
,
C0,q1
0a
q1
0
=
[
0n×n P¯
q1
0a
0,12
P¯
q1
0a
0,21 P¯
q1
0a
0,22
]
, for transition from Q1 = q1
0a
to Q2 = q1
0
,
C0,q2
0ab
q2
0a
=
 0n×n 0n×n P¯
q2
0ab
0,13
0n×n 0n×n P¯
q2
0ab
0,23
P¯
q2
0ab
0,31 P¯
q2
0ab
0,32 P¯
q2
0ab
0,33
 , for transition from Q1 = q20ab to Q2 = q20a,
C0,q2
0ab
q2
0b
=
 0n×n P¯
q2
0ab
0,12 0n×n
P¯
q2
0ab
0,21 P¯
q2
0ab
0,22 P¯
q2
0ab
0,23
0n×n P¯
q2
0ab
0,32 0n×n
 , for transition from Q1 = q20ab to Q2 = q20b,
C0,q1
0b
q2
0b
= 02n×2n, for transition from Q1 = q1
0b
to Q2 = q2
0b
,
C0,q1
0b
q1
0
=
[
0n×n P¯
q1
0b
0,12
P¯
q1
0b
0,21 P¯
q1
0b
0,22
]
, for transition from Q1 = q1
0b
to Q2 = q1
0
,
(49)
where the corresponding entries in (49) are defined in (28), (30), and (33).
The values of the major agent’s continuous state before and after the switching
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at t3 satisfy the following jump map
xex,Q30 (t3) = Ψ0,3x
ex,Q2
0 (t3−), (50)
where
Ψ0,3 =

Ψ0,q2
0a
q2
0
=
[
In×n 0n×n
]
, for transition from Q2 = q2
0a
to Q3,
Ψ0,q1
0
q2
0
= In×n, for transition from Q2 = q1
0
to Q3,
Ψ0,q2
0b
q2
0
=
[
In×n 0n×n
]
, for transition from Q1 = q2
0b
to Q3.
(51)
Accordingly, the matrix coefficient C0,3 of the switching cost at t3 for each case
is given by
C0,3 =

C0,q2
0a
q2
0
=
[
0n×n P¯
q2
0a
0,12
P¯
q2
0a
0,21 P¯
q2
0a
0,22
]
, for transition from Q2 = q2
0a
to Q3,
C0,q1
0
q2
0
= 0n×n, for transition from Q2 = q1
0
to Q3,
C0,q2
0b
q2
0
=
[
0n×n P¯
q2
0b
0,12
P¯
q2
0b
0,21 P¯
q2
0b
0,22
]
, for transition from Q1 = q2
0b
to Q3,
(52)
where the corresponding matrix entries in (52) are defined in (36) and (39).
Notice that some of the transitions of (40), (70), (50) are between spaces of
the same dimension such as (41) while other transitions may be accompanied by
changes in the dimension of the state space, e.g. (43) is a mapping from R3n
into R2n. These dimension changes are permitted in the stochastic hybrid systems
framework of [17, 18] (see [28] for another motivating example for change of
dimension at switching).
4.2.3 Best Response Hybrid Control Action
To obtain the best response hybrid control action for the major agent in the infinite
population, we utilize Theorem 2 in appendix A developed for single agent LQG
hybrid optimal control problems.
By the definition of the terms DQj0 , they automatically satisfy the condition
(91) (see appendix A), or equivalently condition A1 in [18, Eq. (3)] as
DQj0 = Ψ0,jD
Qj−1
0 , j = 1, 2, 3, (53)
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holds for all the jump transition maps introduced in this section. Therefore, the
optimal controlled switching time for the major agent is Ft-independent. Then
an application of the LQG hybrid optimal control theory [17] yields the infinite
population best response hybrid control action as
u
Qj
0 (t) = −R−10,QjBT0,QjΠ
Qj
0 (t)x
ex,Qj
0 (t), (54)
−Π˙Qj0 = ΠQj0 AQj0 + AT0,QjΠ
Qj
0 − ΠQj0 BQj0 R−10,QjBT0,QjΠ
Qj
0 + P
Qj
0 , (55)
subject to the terminal and boundary conditions
ΠQ30 (T ) = P¯
Q3
0 , (56)
Π
Qj−1
0 (tj) = Ψ
T
0,jΠ
Qj
0 (tj)Ψ0,j + C0,j, (57)
PQj−10 +Π
Qj−1
0 (tj)A
Qj−1
0 +AT0,Qj−1Π
Qj−1
0 (tj)−ΠQj−10 (tj)BQj−10 R−10,Qj−1BT0,Qj−1Π
Qj−1
0 (tj)
= ΨT0,j
(
PQj0 +Π
Qj
0 (tj)A
Qj
0 +AT0,QjΠ
Qj
0 (tj)−ΠQj0 (tj)BQj0 R−10,QjBT0,QjΠ
Qj
0 (tj)
)
Ψ0,j+
∂C0,j
∂t
∣∣∣
t=tj
,
(58)
where tj , j = 1, 2, 3 indicate the times of changes in the system due to the major
agent’s switching of dynamics or cessation of subpopulations of minor agents.
4.3 Minor Agents: Infinite Population
4.3.1 Hybrid Dynamics and Costs
The extended dynamics for a generic minor agent Aki , 1 ≤ i ≤ N , in the
population k , a, b, with the extended state xex,Qji has a general form as in
dx
ex,Qj
i = (A
Qj
k x
ex,Qj
i +M
Qj
k + B
Qj
k u
Qi
i )dt+ D
Qj
k dW
Qj
i , (59)
where
AQjk =
[
Ak
[
Gk pi
Qj ⊗ Fk
]
0•×• A
Qj
0 − BQj0 R−10,QjBT0,QjΠ
Qj
0
]
, MQjk =
[
0n×1,
MQj0
]
,
BQjk =
[
Bk
0•×•
]
, DQjk =
[
Dk 0•×•
0•×• D
Qj
0
]
, W
Qj
i =
[
wi
w
Qj
0
]
. (60)
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Notice that in (59) the major agent’s closed-loop dynamics at discrete state
Qj, 0 ≤ j ≤ 3, given by (19) is used to derive the extended dynamics for minor
agent Aki at discrete state Qj, 0 ≤ j ≤ 3. Similar to the major agent’s case, 0•×•
in (60) denotes a zero matrix of appropriate dimensions.
The cost functional for the extended minor agent Aki ’s hybrid system is given
by
Jki (ui, u−i) = E
[
‖xex,Q∗i (tis)‖2P¯Q∗k +
∗∑
j=1
‖xex,Qji (t−j )‖2Cki,j
+
∗∑
j=0
∫ tj+1
tj
(‖xex,Qji (s)‖2PQjk + ‖uQji (s)‖2RQjk )ds
]
, (61)
where Q∗ denotes the discrete state at which minor agent Aki quits the system at
time tis and ∗ ∈ {1, 2} denotes the index of the associate discrete state. The weight
matrices associated with the terminal cost (first term) and the running cost (third
term) in (61) are, respectively, given by
P¯Q∗k = P¯k,
PQjk = [In×n,−Hk1 ,−piQj ⊗Hk2 ]TPk[In×n,−Hk1 ,−piQj ⊗Hk2 ], (62)
P¯Qjk = [In×n,−Hk1 ,−piQj ⊗Hk2 ]T P¯k[In×n,−Hk1 ,−piQj ⊗Hk2 ], (63)
where P¯Qjk shall be used in Section 4.3.2 to specify the weight matrix Cki,j
associated with the switching cost (second term) in (61) .
4.3.2 Jump Transition Maps and Switching Costs
We first define the new notation MQjk (l : m), k , a, b, 0 ≤ j ≤ 3, which shall be
used to identify the switching cost associated with switching time tj, 1 ≤ j ≤ 3.
Matrix MQjk (l : m) is made by making all the entires of P¯
Qj
k zero except those
associated with its l-th to m-th columns and rows, hence it has the same size as
P¯Qjk , i.e.
M
Qj
k (l : m) =

P¯Qjk (:, l : m)︷ ︸︸ ︷
0 0
0 0

size(P¯
Qj
k
)
}
P¯
Qj
k (l :m, :) (64)
where P¯Qjk (:, l : m) and P¯
Qj
k (l : m, :), respectively, denote l-th to m-th columns
and l-th to m-th rows of P¯Qjk .
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The values of minor agent Aki continuous state before and after the switching
at switching time t1 satisfy the following jump transition map
xex,Q1i (t1) = Ψ
k
i,1x
ex,Q0
i (t1−), (65)
where for k , a
Ψai,1 =

Ψai,q1
0ab
q2
0ab
= I3n×3n, for transition from Q0 = q1
0ab
to Q1 = q2
0ab
,
Ψai,q1
0ab
q1
0a
=
[
In×n 0n×n 0n×n
0n×n In×n 0n×n
]
, for transition from Q0 = q1
0ab
to Q1 = q1
0a
,
Ψai,q1
0ab
q1
0b
=
[
0n×n 0n×n 0n×n
]
, for transition from Q0 = q1
0ab
to Q1 = q1
0b
.
(66)
Moreover, the weight matrixCai,1 associated with the switching cost in (61) at time
t1 is specified as
Cai,1 =

Cai,q1
0ab
q2
0ab
= 03n×3n, for transition from Q0 = q1
0ab
to Q1 = q2
0ab
,
Cai,q1
0ab
q1
0a
= M
q1
0ab
a (3n+ 1 : 3n+ 2), for transition from Q0 = q1
0ab
to Q1 = q1
0a
,
Cai,q1
0ab
q1
0b
= P¯
q1
0ab
a , for transition from Q0 = q1
0ab
to Q1 = q1
0b
.
(67)
For k , b, the jump transition map (65) at t1 is given by
Ψbi,1 =

Ψbi,q1
0ab
q2
0ab
= I3n×3n, for transition from Q0 = q1
0ab
to Q1 = q2
0ab
,
Ψbi,q1
0ab
q1
0a
=
[
0n×n 0n×n 0n×n
]
, for transition from Q0 = q1
0ab
to Q1 = q1
0a
,
Ψbi,q1
0ab
q1
0b
=
[
In×n 0n×n 0n×n
0n×n 0n×n In×n
]
, for transition from Q0 = q1
0ab
to Q1 = q1
0b
,
(68)
and the corresponding switching cost weight matrix is given by
Cbi,1 =

Cbi,q1
0ab
q2
0ab
= I3n×3n, for transition from Q0 = q1
0ab
to Q1 = q2
0ab
,
Cbi,q1
0ab
q1
0a
= P¯
q1
0ab
b , for transition from Q0 = q10ab to Q1 = q10a,
Cbi,q1
0ab
q1
0b
= M
q1
0ab
q1
0b
b (2n+ 1 : 2n+ 2), for transition from Q0 = q10ab to Q1 = q10b.
(69)
The values of the minor agent’s continuous state before and after the switching
at t2 satisfy the following jump map
xex,Q2i (t2) = Ψ
k
i,2x
ex,Q1
i (t2−), (70)
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where Ψki,2, k , a, is given by
Ψai,2 =

Ψai,q1
0a
q2
0a
= I2n×2n, for transition from Q1 = q1
0a
to Q2 = q2
0a
,
Ψai,q1
0a
q1
0
=
[
0n×n 0n×n
]
, for transition from Q1 = q1
0a
to Q2 = q1
0
,
Ψai,q2
0ab
q2
0a
=
[
In×n 0n×n 0n×n
0n×n In×n 0n×n
]
, for transition from Q1 = q2
0ab
to Q2 = q2
0a
,
Ψai,q2
0ab
q2
0b
=
[
0n×n 0n×n 0n×n
]
, for transition from Q1 = q2
0ab
to Q2 = q2
0b
.
(71)
Furthermore, the weight matrix Cai,2 associated with the switching cost at time t2
is specified by
Cai,2 =

Cai,q1
0a
q2
0a
= 02n×2n, for transition from Q1 = q1
0a
to Q2 = q2
0a
,
Cai,q1
0a
q1
0
= P¯
q1
0a
a , for transition from Q1 = q1
0a
to Q2 = q1
0
,
Cai,q2
0ab
q2
0a
= M
q2
0ab
a (3n+ 1 : 3n+ 2), for transition from Q1 = q2
0ab
to Q2 = q2
0a
,
Cai,q2
0ab
q2
0b
= P¯
q2
0ab
a , for transition from Q1 = q2
0ab
to Q2 = q2
0b
.
(72)
In (70), the jump transition map Ψki,2, k , b, is given by
Ψbi,2 =

Ψbi,q1
0b
q2
0b
= I2n×2n, for transition from Q1 = q1
0a
to Q2 = q2
0a
,
Ψbi,q1
0b
q1
0
=
[
0n×n 0n×n
]
, for transition from Q1 = q1
0a
to Q2 = q1
0
,
Ψbi,q2
0ab
q2
0a
=
[
0n×n 0n×n 0n×n
]
, for transition from Q1 = q2
0ab
to Q2 = q2
0a
,
Ψbi,q2
0ab
q2
0b
=
[
In×n 0n×n 0n×n
0n×n In×n 0n×n
]
, for transition from Q1 = q2
0ab
to Q2 = q2
0b
,
(73)
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and the corresponding switching cost weight matrix Cbi,2 is given by
Cbi,2 =

Cbi,q1
0b
q2
0b
= 02n×2n, for transition from Q1 = q1
0a
to Q2 = q2
0a
,
Cbi,q1
0b
q1
0
= P¯
q1
0b
b , for transition from Q1 = q10a to Q2 = q10 ,
Cbi,q2
0ab
q2
0a
= P¯
q2
0ab
b , for transition from Q1 = q20ab to Q2 = q20a,
Cbi,q2
0ab
q2
0b
= M
q2
0ab
b (2n+ 1 : 2n+ 2), for transition from Q1 = q20ab to Q2 = q20b.
(74)
The values of the minor agent’s continuous state before and after the switching
at t3 satisfy the following jump transition map
xex,Q3i (t3) = Ψ
k
i,3x
ex,Q2
i (t3−), (75)
where for k , a
Ψai,3 = Ψ
a
i,q2
0a
q2
0
=
[
0n×n 0n×n 0n×n
]
, (76)
Cai,3 = Cai,q2
0a
q2
0
= P¯
q2
0a
a , (77)
and for k , b
Ψbi,3 = Ψ
b
i,q2
0b
q2
0
=
[
0n×n 0n×n 0n×n
]
, (78)
Cbi,3 = Cbi,q2
0b
q2
0
= P¯
q2
0b
b . (79)
4.3.3 Best Response Hybrid Control Actions
The optimal stopping problem for a minor agent is equivalent to a hybrid optimal
control problem in which the dynamics and costs become zero after stopping.
Moreover, the definitions for DQjk directly result in satisfaction of condition (91)
(see appendix A), or equivalently condition A1 in [18, Eq. (3)], i.e.
DQjk = Ψ
k
i,jD
Qj−1
k , j = 1, 2, 3, k , a, b. (80)
Hence, the optimal stopping time for each minor agent isFt-independent and only
depends on its dynamical parameters which implies that all minor agents of the
same type stop at the same time. Then the application of the results of [17] to the
optimal stopping problem yields the following results.
Given that minor agent Aki stops at discrete state Q∗, ∗ ∈ {1, 2} at time tks ,
and for 0 ≤ j < ∗:
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u
Qj
i (t) = −R−1QjBTk,QjΠ
Qj
k (t)x
ex,Qj
i (t), (81)
with
−Π˙Qjk = ΠQjk AQjk + ATk,QjΠ
Qj
k − ΠQjk BQjk R−1k,QjBTk,QjΠ
Qj
k + P
Qj
k , (82)
subject to the terminal conditions
ΠQ∗k (t
k
s) = P¯
Q∗
k , (83)(
PQ∗k + P¯
Q∗
k A
Q∗
k + A
T
k,Q∗P¯
Q∗
k − P¯Q∗k BQ∗k R−1k,Q∗BTk,Q∗P¯Q∗k
)
t=tks
=
∂Cki,∗
∂t
∣∣∣
t=tks
,
(84)
and the boundary conditions
Π
Qj−1
k (tj) = Ψ
T
i,kΠ
Qj
k (tj)Ψi,k, (85)
PQj−1k +Π
Qj−1
k (tj)A
Qj−1
k +A
T
k,Qj−1Π
Qj−1
k (tj)−ΠQj−1k (tj)BQj−1k R−1k,Qj−1BTk,Qj−1Π
Qj−1
k (tj)
= ΨTi,k
(
PQjk +Π
Qj
k (tj)A
Qj
k +A
T
k,Qj
Π
Qj
k (tj)−ΠQjk (tj)BQjk R−1k,QjBTk,QjΠ
Qj
k (tj)
)
Ψi,k+
∂Cki,j
∂t
∣∣∣
t=tj
.
(86)
4.4 Consistency Conditions
Let us define
Π
Qj
k =
 Π
Qj
k,11 Π
Qj
k,12 Π
Qj
k,13
Π
Qj
k,21 Π
Qj
k,22 Π
Qj
k,23
Π
Qj
k,31 Π
Qj
k,32 Π
Qj
k,33
 , k , a, b,
e
Qj
k =

In if x¯Qj = x¯k,
[In, 0n×n] if x¯Qj 6= x¯k ∧ k = a,
[0n×n, In] if x¯Qj 6= x¯k ∧ k = b,
(87)
where In is an n× n identity matrix.
Then, by consistency requirement, a compact description of the Major-Minor
Mean Field equations determining A¯, G¯, m¯ is given by
−Π˙Qj0 = ΠQj0 AQj0 + (AQj0 )
T
Π
Qj
0 − Π0BQj0 R−10 (BQj0 )
T
Π
Qj
0 + P
Qj
0 ,
−Π˙Qjk = ΠQjk AQjk + (AQjk )
T
Π
Qj
k − ΠQjk BQjk R−1(BQjk )
T
Π
Qj
k + P
Qj
k ,
A¯k = [Ak −BkR−1k BTk ΠQjk,11]eQjk + Fk ⊗ piQj −BkR−1k BTk ΠQjk,13,
G¯k = Gk −BkR−1k BTk ΠQjk,12,
23
m¯k = 0. (88)
The following theorem links the infinite population equilibria to the finite
population case.
Theorem 1 (-Nash Equilibrium for LQG Hybrid-MFG Systems). Assume that
the conditions of [7] for the existence and uniqueness of Nash equilibrium hold,
then the system equations (19), (59) together with the mean field equations
(88) generate a set of control laws which yields the infinite population Nash
equilibrium. When the set of infinite population control laws UNtMF , {u◦i ; 0 ≤
i ≤ Nt}, 1 ≤ Nt < ∞, given by (54), (81) is applied to the finite population
system (1), (5), (8), it results in the following properties:
(i) All agent systems Ai, 0 ≤ i ≤ N , are second order stable.
(ii) UNtMF , 1 ≤ Nt <∞ yields an -Nash equilibrium for all , i.e. for all  > 0,
there exists N() such that for all N ≥ N();
Js,Ni (u
◦
i , u
◦
−i)−  ≤ inf
ui∈UNi,y
Js,Ni (ui, u
◦
−i) ≤ Js,Ni (u◦i , u◦−i).

Proof. Applying the approach of [7] backwards from T along the optimal
realization of the sequence Q0, Q1, Q2, Q3 establishes the existence and
uniqueness of the Nash equilibrium and -Nash equilibrium for the infinite
population system and finite population system, respectively.
4.5 Methodology
The order of the switching and stopping events Q0, Q1, Q2, Q3, if all happen, is
assumed to be fixed. As depicted in Fig. 1 and explained in Section 3.2, there are
three possible realizations for each of the discrete states Q1 and Q2. The optimal
sequence of switching or the discrete trajectory of the system is determined via
dynamic programming backward propagation. For this purpose, the steps below
are followed.
Step 1. (Solving backward for transitions from Q3 to Q2). Equation (55) is
solved for ΠQ30 (t) backward in time, subject to the terminal condition (56). Then
the values for ΠQ30 (t) are substituted in the right hand side of (57) to obtain Π
Q2
0 (t)
for all three realizations of Ψ0,3 and C0,3 given by (51) and (52), respectively.
Next, we substitute ΠQ20 (t) and the corresponding Ψ0,3 and C0,3 in (58). Then
the time instant at which (58) holds determines t3 for the transition from the
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corresponding realization of Q2 to Q3. Moreover, the transitions from Q2 , q2
0b
to Q3 or from Q2 , q2
0a
to Q3 are equivalent to the stopping of subpopulation Ab
or Aa, respectively, at the obtained switching time t3. Hence equation (84) must
also hold at the associated t3 for each of the mentioned cases. Similarly, for the
transition from Q2 , q1
0
to Q3 both (58) and (86) must hold at the same time.
We remark that if (58) does not hold for any of the realizations of Q2 =
{q2
0a
, q1
0
, q2
0b
}, then we conclude thatQ3 is not the final discrete state of the system.
Subsequently, we start from Step 2 solving the dynamic programming backward
in time from t = T .
Step 2. (Solving backward for transitions from Q2 to Q1). Starting from the
obtained realizations of Q2 in Step 1 and the corresponding switching times t3,
we follow a similar approach as in Step1 to determine the realizations of Q1
which may happen and their corresponding switching times t2. More specifically,
equation (55) is solved with the boundary (terminal) condition (57) with j = 3 at
t3. Then, for example, to determine from Q2 , q2
0b
which of (either of or neither
of) the transitions to Q1 , q2
0ab
and Q1 , q1
0b
may happen, equations (58), (84)
and (58), (86) are checked, respectively.
Step 3. (Solving backward for transitions from Q1 to Q0). Similar to previous
steps, starting from the determined cases for Q1 and the determined t1 in Step 2,
it is investigated whether the transition to Q0 may happen or not using equations
(58), (84) and (86).
Step 4. (Specifying the optimal discrete sequence). If Steps 1-3 yield more
than one discrete trajectory for the system, the optimal one is determined by
comparing the value functions along the obtained discrete state sequences with
the value function for the case where no switching or stopping event happens. We
remark that if Step 1-3 result in no realized discrete trajectory, then the system
may remain in the discrete state Q0 over the interval [0, T ].
5 Simulation Results
Consider a system of 100 minor agents with two types Aa and Ab and a single
major agent A0. The system matrices for minor subpopulation Aa with Na = 50
are defined as
Aa ,
[
2e−t e−0.5t
e−0.5t 2e−t
]
, Ba ,
[
1
0.1
]
,
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Figure 2: The control actions for a single realization of the major agent, 10 sample
minor agents of typeAa, and 10 sample minor agents of typeAb in discrete states
Q0, Q1, Q2.
and for minor subpopulation Ab with Nb = 50 are given by
Ab ,
[
5e−1.5tcos(t) 5e−2t
5e−2tsin(t) 5e−1.5t
]
, Bb ,
[
0
0.1
]
,
and for the major agent is given by
A0 ,
[
2e−t e−t
e−0.5t 2e−0.5t
]
, B0 ,
[
0.1
0.1
]
.
The parameters used in the simulation are: tfinal = 18 sec, ∆t = 0.01 sec, σ0 =
0.015, σa = σb = 0.05, H0 = 0.6 × I2×2, Ha1 = Hb1 = 0.2 × I2×2, Ha2 = Hb2 =
0.02 × I2×2, Ga = Gb = 02×2. The control actions and state trajectories for a
single realization in discrete states Q0, Q1, Q2 can be displayed for the entire
population of 101 agents together, but in Figure 2 and Figure 3 only 10 minor
agents are shown for the sake of clarity.
6 Conclusions
A class of hybrid LQG mean field game problems was introduced where there
exists one major agent together with a large number of minor agents within two
subpopulations, each agent with stochastic linear dynamics and quadratic cost.
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Figure 3: The state trajectories for a single realization of the major agent, 10
sample minor agents of typeAa, and 10 sample minor agents of typeAb in discrete
states Q0, Q1, Q2.
The agents are coupled in their dynamics and cost functionals by the average
state of minor agents (i.e. the empirical mean field). In addition, the major
agent is provided with the option to switch to another dynamics, and each minor
agent is provided with the option to quit if it is optimal for them to do so. It
was shown that for this class of problems the stopping and switching times are
realization independent, and only depend on the dynamical parameters of each
agent. Hence, all the minor agents within the same subpopulation stop at the same
time. Therefore, the hybrid feature of the system was formulated via the indexing
by discrete states: (i) the switching of the major agent or (ii) the cessation of
one or both subpopulations of minor agents. Finally, by developing and then
utilizing hybrid LQG mean field game theory, optimal switching and stopping
time strategies for, respectively, the major agent and all minor agents, together
with their best response control actions which yield a unique -Nash equilibrium
were established.
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A F t-Independent State-Invariant Optimal
Switchings and Stopping Strategies
The following exposition is an elaboration of the results of [17] that presents
a set of conditions under which the optimal switching and stopping times are
Ft-independent and state-invariant and therefore, to be almost surely equal for all
agents within a subpopulation.
Let (Ω,F ,Ft, P ) be a probability space such that F0 contains the P -null sets,
Ftf = F for a fixed final time tf , and letFt = σ {w (s) : 0 ≤ s ≤ t} be the natural
filtration associated with the sigma-algebra generated by the Wiener process.
Consider a stochastic hybrid system governed by the family of linear Itoˆ
differential equations of the form
dxQj(t) =
(
AQj (t)xQj (t) +BQj (t)uQj (t)
)
dt+DQj (t) dw(t), t ∈ [tωj , tωj+1) ,
(89)
where Qj ∈ Q, with Q denoting the sequence of the discrete states of the system
and having finite cardinality , xQj (t) ∈ RnQj , uQj (t) ∈ RmQj , AQj (t) ∈
RnQj×nQj , BQj (t) ∈ RnQj×mQj , DQj (t) ∈ RnQj , 0 ≤ i ≤ L, tL+1 := tf .
Switching from a discrete state Qj−1 = q ∈ Q to another discrete state
Qj = q
′ ∈ Q is considered to be a controlled switchings, that is the direct result
of a discrete input σj ∈ Σ at an arbitrary Ft-adapted switching time tωj . Upon
switching, the continuous component of the state is reinitialized according to a
jump map provided as
xQj (tj) = Ψσjx
Qj−1 (tj−) ≡ ΨQj−1Qj xQj−1 (tj−) . (90)
It is further assumed that
DQj = ΨQj−1QjD
Qj−1 , (91)
for all 1 ≤ j ≤ L, which implies equivalent diffusion fields before and after
switching events.
Over a fixed time horizon [t0, tf ] and for a given initial condition(
Q (t0) , x
Q0 (t0)
)
=
(
Q0, x
Q0
0
)
, consider the hybrid optimal control problem
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associated with the cost
J(uQ0 , ..., uQL) =
1
2
E
{∥∥xQL (tf )∥∥2P¯QL (tf ) + L∑
j=1
∥∥xQj−1 (tωj−)∥∥2Cσj (tωj )
+
L∑
i=0
∫ tωi+1
tωi
(∥∥xQi (t)∥∥2
PQi (t)
+
∥∥uQi (t)∥∥2
RQi (t)
)
dt
}
, (92)
where 0 ≤ [P¯QL (t)]T = P¯ qL (t) ∈ RnQL×nQL , 0 ≤ [Cσj (t)]T = Cσj (t) ∈
RnQj−1×nQj−1 , 0 ≤ [PQi (t)]T = PQi (t) ∈ RnQi×nQi , 0 < [RQi (t)]T =
RQi (t) ∈ RmQi×mQi .
Theorem 2 (Switching Policies for LQG Hybrid Systems). Assume that a family
of matrices
{
ΠQj (t) ; j = 0, 1, · · · , L} exists such that
ΠQL (tf ) = P¯
QL , (93)
and ΠQj ≡ ΠQj (t) satisfy the following family of Riccati equations (for simplicity
of notation, the explicit time dependence (t) is dropped whenever it is clear from
the context)
Π˙Qj = ΠQjBQj
[
RQj
]−1 [
BQj
]T
ΠQj − ΠQjAQj − [AQj ]TΠQj − PQj , (94)
where
ΠQj−1 (tj) = Ψ
T
σj
ΠQj (tj) Ψσj + Cσj , (95)
and for every j = L,L − 1, · · · , 1 (i.e. determined from a backward sequence),
there exist tj ∈ [0, tj+1) satisfying the following algebraic matrix relations
(equality, strict positive definiteness, and strict negative definiteness):
H (s) = 0, s = tj (96)
H (s) > 0, s > tj, (97)
H (s) < 0, s < tj, (98)
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where
H (s) := ΨTσjΠ
Qj
(s)
[
BQj [RQj ]−1[BQj ]T−ΨσjBQj−1 [RQj−1 ]−1[BQj− ]TΨTσj
]
Π
Qj
(s)Ψσj
+ ΨTσjΠ
Qj
(s)
[
ΨσjA
Qj−1 − AQjΨσj −ΨσjBQj−1 [RQj−1 ]−1[BQj−1 ]TCσj
]
+
[
[AQj−1 ]TΨσj −ΨTσj [AQj ]T − CσjBQj−1 [RQj−1 ]−1[BQj−1 ]TΨTσj
]
Π
Qj
(s)Ψσj
+ PQj−1 − CσjBQj−1 [RQj−1 ]−1[BQj−1 ]TCσj + CσjAQj−1 + [AQj−1 ]TCσj
−ΨTσjPQjΨσj −
∂C
∂t
∣∣∣∣
t=s
. (99)
Then switching times are Ft-independent (almost surely deterministic)
independent of the initial condition, and optimal control actions are determined
by
uQj ,◦ (t, x) = − [RQj (t)]−1 [BQj (t)]T ΠQj (t)xQj ,◦ (t) . (100)

Proof. We invoke the Stochastic Hybrid Minimum Principle [18] and form the
family of system Hamiltonians as
HQj
(
xQj , uQj , λQj , KQj
)
=
1
2
(∥∥xQj (t)∥∥2
PQj (t)
+
∥∥uQj (t)∥∥2
RQj (t)
)
+
[
λQj
]T (
AQjxQj +BQjuQj
)
+
[
KQj
]T
DQj , (101)
It immediately follows that
argmin
uQ∈Rm
HQj
(
xQj , uQj , λQj , KQj
)
= − [RQj]−1 [BQj]T λQj (102)
and therefore, it remains to be shown that that along a trajectory xQj (t) associated
with the input (113) and switchings at tj’s satisfying (96)–(98), the processes
defined as λQj (t) := ΠQj (t)xQj (t) are adjoint processes of the associated
optimal control problem.
Beginning with the last locationQL, similar arguments as those in the classical
LQG theory (see e.g. [?]) show that
λQL (tf ) = Π
QL (t)xQL (tf ) =
∂
∂x
‖x (tf )‖2P¯QL (tf ) , (103)
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dλQL = −∂H
QL
∂x
(
xQL , uQL , λQL , KQ
)
dt+KQLdw
= −
(
PQxQL +
[
AQL
]T
λQL
)
dt+KQLdw, (104)
with KQL (t) = ΠQL (t)DQL .
As the (backward) induction hypothesis, assume that λQj+1 (t) =
ΠQj+1 (t)xQj+1 (t) is holds. We need to show that λQj (t) = ΠQj (t)xQj (t)
follows. To this end, we note that from [18] (see also [17]) adjoint processes
and Hamiltonians must satisfy
λQj (tj+1) =
[
ΨσQj,Qj+1
]T
λQj+1 (tj+1+) + CσQj,Qj+1 , (105)
H
Qj
(xQj ,uo,Qj ,λQj ,KQj)
− [KQj]T DQj + ∂
∂t
∥∥xQj∥∥2
C
(t)
σQj,Qj+1
∣∣∣∣
tωj+1−
= H
Qj+1
(xQj+1 ,uo,Qj+1 ,λQj+1 ,KQj+1)
− [KQj+1]T DQj+1∣∣∣∣
tωj+1
. (106)
One can easily verify by substitution that (95) and (96) lead to the satisfaction
of (105) and (106) with Ft-independence. Moreover, (97) and (98) ensure that
such a switching instant is uniqune for all values of state and therefore the
associated Riccati equations and switching conditions golbaly represent a unique
optimal strategy.
As an important result of Theorem 2, one can obtain Ft-independence and
state-invariance of optimal stopping times for controlled LQG systems. Consider
a system governed by
dx(t) = (A (t)x (t) +B (t)u (t)) dt+D (t) dw(t), t ∈ [0, tωs ) , (107)
where tωs is an Ft-adapted stopping time, to be determined together with a
continuous input in order to infimize (minimize) the cost
J(u) =
1
2
E
{
‖x (tωs )‖2C(tωs ) +
∫ tωs
t0
‖x (t)‖2P (t) + ‖u (t)‖2R(t) dt
}
, (108)
Define
H (s) := P (s)+C (s)B (s)R (s)−1B (s)T C (s)+C (s)A (s)+A (s)T C (s)− ∂C
∂t
∣∣∣∣
t=s
.
(109)
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Corollary 3 (Stopping Policies for LQG Systems). Consider the (deterministic)
algebraic matrix expression (109). If there exists a finite time ts ∈ [0,∞) for
which
H (s) = 0, s = ts (110)
H (s) > 0, s > ts, (111)
H (s) < 0, s < ts, (112)
then tωs = ts for all ω ∈ Ω, that is the optimal stopping time for the system (107)
with the cost (108) is Ft-independent state-invariant and is equal to ts almost
surely, and the optimal input is determined by
u (t, x) = − [R (t)]−1B (t)T Π (t)x (t) , (113)
where Π (t) is the solution to
Π˙ = ΠBR−1BTΠQj − ΠA− ATΠ− P, (114)
subject to the terminal (stopping condition):
Π (ts) = C (ts) . (115)

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