Object detection in infrared video images is an important and challenging work. Due to low resolution, poor contrast, and low visual quality, target detection in infrared images is inefficient and prone to having higher false positive and lower precision rates. To improve detection efficiency, according to the characteristics of infrared images, we proposed a multi-target detection algorithm based on image enhancement and the LeNet5 deep neural network. In our method, we used the Retinex image enhance algorithm to protrude the edge contour and contrast, highlight the detailed features, and enhance the overall visibility of infrared images. In particular, the LeNet5 convolution neural network and CVC vehicle-assisted driving database were used to train the interesting target in the infrared image to generate the target data model, and the selective search algorithm was used to segment the candidate detect object regions in the image. The separated candidate regions were sent to the trained data model to classify the type and locate the position of objects in the image. The simulation results in CVC infrared image subset datasets show that our algorithm has higher detection speed and accuracy than the traditional HOG-based and LBP-based detection algorithms.
Introduction
In recent years, with the continuous development of information technology, computer vision technology has made great progress. Target detection technology [1] is a hot issue in the field of computer vision, and it is widely used in intelligent video surveillance, robot navigation, industrial testing, biomedical exploration, and many other fields. The target detection technology for video images requires the algorithm to quickly locate the position of an interesting object in a given image frame and has higher requirements in accuracy and real-time.
There are two main types of traditional target detection algorithms: HOG feature based on a gradient histogram [2] and LBP feature based on a local binary histogram [3] . Both of these detection algorithms extract the single-feature of the image manually to obtain a set of high-dimensional feature vectors. These feature vectors are sent into support vector machine (SVM) [4] or cascade classifier AdaBoost [5] to determine the target classification results. Because of the poor contrast, low resolution, and visualization of infrared images, the traditional target detection algorithms are used to detect object in infrared images, which can only extract a single feature of the target and may lead to the inadequate feature description of the target or even missed infrared image features. The object detection accuracy will be greatly reduced. In view of the characteristics of infrared images, we use a deep neural network for its powerful learning ability and generalization function combined with the Retinex image enhancement algorithm. We present a new multi-target detection algorithm for infrared images. Our experimental results show that the detection algorithm based on deep neural network has higher detection accuracy and speed.
Overview of Process
In this paper, firstly, we use the Retinex algorithm [6] to preprocess the infrared image to enhance the infrared image contrast and highlight features such as the edge and contour of the infrared image. Secondly, the deep neural network model LeNet5 [7] and the infrared CVC vehicle driving database [8] are used to train the pedestrian and vehicle targets in the infrared image to get a training detection model.
The selective search algorithm [9] is used to segment the region of the enhanced image and find all possible areas that may contain the target. Finally, the target classification model trained by the deep neural network is used to determine whether the target of segmentation is the interesting target. The overall algorithm flow is shown in Figure 1 . 
The Process of Detection Algorithm

Retinex Image Enhancement
In nature, the color of an object is determined by the reflectivity of the object itself in different wavelength bands [10] , such as red long-wave, green mid-wave, and blue short-wave. The image seen by the camera or the human eye is formed by reflection of incident light through the surface of the object, as shown in Figure 2 . Due to the imaging mechanism of the human eye or the camera, the reflection component of objects of different colors and different brightness are not consistent with each other. The reflection component of the object contains more abundant pixel information before it reaches the human eye or the camera. Therefore, the reflection component of the object can significantly improve the distribution information of the color and brightness so as to achieve the final image enhancement.
The Retinex algorithm imitates the imaging process of the human visual system and can achieve good balance among the three aspects of image dynamic range compression, edge enhancement, and color persistence. Therefore, the algorithm is usually used to improve image quality in many applications. The Retinex algorithm considers the reflectivity of an object to the incident light to be determined by the object itself without being affected by the incident light. In object-based imaging, a given image can be decomposed into the product of the reflected component and the incident light component, as shown in Equation (1), where S is the image of the object, R is the reflected component, and L is the incident light component. Figure 2 . Object imaging process
From Equation (1), we can see that S is a known component. As long as the L component is obtained, the R component can be obtained to achieve the image enhancement. Equation (2) is obtained by deforming Equation (1) and taking the logarithm of both sides.
For the luminance component L, it can be estimated from the original image S by the Gaussian convolution function, as shown by Equation (3).
In Equation (3), * indicates the convolution operation and G indicates the Gaussian convolution function, as shown in Equation (4).
In Equation (4), σ is the Gaussian scale parameter, k is the normalization factor, and G (x, y) satisfies Equation (5).
For multichannel images, the original image is decomposed into single-channel images. Each channel is processed according to the above steps and then combined them into a new image. Using the Retinex image enhancement algorithm, we test the image enhancement operation on the jpg format RGB image with a resolution of 320 × 480. The result is shown in Figure 3. 
LeNet5 Convolution Neural Network
In recent years, convolution neural networks [11] have made a series of breakthrough research results in the fields of image classification, target detection, and image semantic segmentation, and their powerful feature learning and classification capabilities have drawn wide attention. The neural network in supervised learning mode often needs training and learning from the known samples, deeply digs the features of the images, generates the data model, and then analyzes and judges the unknown data. The process of supervising learning is actually a process of repeatedly adjusting the input weights and threshold, finally minimizing the loss function using the gradient descent update algorithm [12] in the process of multiple iterative training. A typical BP feedback neural network [13] training process is shown in Figure 4 . In this paper, we selected vehicle and pedestrian targets of CVC vehicle-aided driving database as train datasets. Combined with the network structure of the convolution neural network LeNet5, the characteristic model of the detection target is trained. The CVC vehicle assisted driving database is a benchmark test datasets for classification and identification of computer vision objects and provides a large number of carefully selected target test image and annotation data. In the CVC vehicle-aided driving database, image collection includes 20 target detection categories, such as humans, animals, and cars. In this paper, a subset of the infrared video images in the CVC vehicle assisted driving database is selected as the training set. In this subset, pedestrians and cars are selected as the detection target. Each class of training set has 10000 pictures, and the test set has 2000 pictures. Some of the training set pictures are shown in Figure 5 . After acquiring the training and testing data, this paper uses the deep convolution neural network LeNet5 model structure to train the training set and test set to generate the object characteristic model. The LeNet5 network structure is shown in Figure 6 . The LeNet5 convolution neural network model is a classic convolution network model that has a total of seven hidden layers, namely two convolution layers, two pooling layers, two fully connected layers, and a classification output layer. The process of the LeNet5 training sample generate feature model is as follows:
Step 1 The convolution kernel of a specific size is used to convolve the input image samples [14] to extract some implicit features of the image. The convolution operation is shown in Equation (6), where S is the original image, K is the convolution kernel, M is half the number of original image columns, and N is half the number of original image lines.
Step 2 After the features of the image are obtained through the convolution operation, features are down-sampled to reduce the dimensionality of the features, thereby reducing the computational complexity. LeNet5 uses the mean-pooing algorithm [15] for down-sampling. In the feature image, a M × N size pool window is taken, and the average of the region is determined to obtain a new feature map. The calculation of the mean pooling is shown in Equation (7), where I is the image after pooling, S is the original image, M is the height of the pooling window, and N is the width of the pooling window.
Step 3 After down-sampling the image features, the full-connection layer in LeNet5 uses a soft-max classifier [16] [17] to classify the features and determines the class of input samples according to the obtained probability size. The algorithm of soft-max is shown in Equation (8), where X is the image feature vector to be obtained, K is the number of categories (K is 2 in this paper), θ is training model parameters, y is the category index, and T represents the coefficient in soft-max regression.
Target Segmentation
In order to find the target precisely in the image, target position location is a common operation. The traditional positioning operation is to use the sliding window method [18] [19] [20] to locate target position by using the sliding window of a specific size. By traversing the target image multiple times from the upper left corner to the lower right corner, the area in the sliding window is sent to the classifier to determine whether the target is target. Due to its redundant windows and large amount of information, the sliding window positioning method spends a lot of time in process, making it inefficient and timeconsuming. In this paper, we use the selective search algorithm [21] [22] to segment the original image and get the possible target area.
In the same image, the level of different objects can be separated into many small areas by the strategy of texture, color, size, and so on. After the image is divided into many small areas, the adjacent small areas are continuously aggregated by the similarity and the size of the area, resulting in multiple independent target areas that are the possible target area. The main process of the algorithm is as follows. The selective search algorithm mainly uses a hierarchical clustering method to segment and get the candidate target areas. A more detailed description about the selective search algorithm is listed in references [23] [24] [25] . The candidate areas obtained using the selective search algorithm are sent to a convolution neural network for classification to determine their type. The result of selective search is shown in Figure 7 . 
Experimental Results and Analysis
In order to verify the detection efficiency of the proposed algorithm, we tested the accuracy and real-time of the algorithm compared with the HOG-based and LBP-based algorithms under the MATLAB experimental environment. Taking into account the complexity of multi-target detection, we selected a multi-target street intersection for testing accuracy. The results are shown in Figure 8 .
In order to test the pedestrian and vehicle false positive and precision rates, we randomly selected 1000 pictures with pedestrians and cars from the CVC car-assisted driving datasets as test data and used our algorithm, HOG-based features, and LBP-based features algorithms separately to detect the pedestrian and vehicle objects. We then compared the false detection rate, the number of missed detection rate, and the number of statistics. Among them, the false detection rate is calculated as: undetected rate = undetected number / 1000, false detection rate = false detection number / 1000, correct rate = 1 -false detection rate -missed detection rate. The results are shown in Table 1 . As can be seen from Figure 8 and Table 1 , not only can our algorithm improve the visibility of the infrared image, but also the overall details of the infrared image are more prominent. The missed inspection rate and the wrong inspection rate are significantly reduced. In the detection performance, we used three algorithms to test 1000 images. The number of images per second detection and the total time spent last time are shown in Figure 9 . As it can be seen from Figure 9 , compared with traditional detection algorithms in detection of real-time, our detect algorithm can reach 24 frames per second, which is four times as fast as the HOG-based algorithm and more than twice as fast as the LBP-based algorithm. It achieves fast detection and meets the needs of real-time detection.
Conclusions
Due to the low resolution, poor contrast, and low overall visual quality of infrared video images, target detection in infrared images is prone to misjudgment, missed inspection, and false detection. In this paper, we proposed a multi-target detection algorithm based on Retinex image enhancement and the LeNet5 deep neural network. Firstly, the edge contour and contrast of the infrared image are enhanced by using the Retinex algorithm, and the detail features of the infrared image are emphasized. Then, the detection target in the infrared image is trained by the LeNet5 convolution neural network and CVC vehicle-aided driving database data set to generate the target data model. Finally, we use the selective search algorithm to segment the candidate regions in the image and locate the target. The simulation results show that the proposed algorithm has higher detection speed and detection efficiency than the traditional HOG-based and LBP-based algorithms.
