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Quantum bits can be isolated to perform useful information-theoretic tasks, even though physical
systems are fundamentally described by very high-dimensional operator algebras. This is because
qubits can be consistently embedded into higher-dimensional Hilbert spaces. A similar embedding
of classical probability distributions into quantum theory enables the emergence of classical physics
via decoherence. Here, we ask which other probabilistic models can similarly be embedded into
finite-dimensional quantum theory. We show that the embeddable models are exactly those that
correspond to the Euclidean special Jordan algebras: quantum theory over the reals, the complex
numbers, or the quaternions, and “spin factors” (qubits with more than three degrees of freedom),
and direct sums thereof. Among those, only classical and standard quantum theory with superse-
lection rules can arise from a physical decoherence map. Our results have significant consequences
for some experimental tests of quantum theory, by clarifying how they could (or could not) falsify
it. Furthermore, they imply that all unrestricted non-classical models must be contextual.
Introduction. What can be embedded into a physical
quantum system? Answering this is crucial for under-
standing the full variety of information processing possi-
ble in quantum physics. Qubits – two level quantum sys-
tems – rarely exist in nature, but are often isolated within
larger quantum systems (e.g., by choosing just two energy
levels of a cold atom’s spectrum). Meanwhile, quantum
error correcting codes embed lower-dimensional systems
into higher-dimensional ones to improve resilience to er-
rors; a similar embedding of classical probability theory
into quantum theory is a prerequisite for the emergence
of classical physics via decoherence processes. What
other logical state spaces could be mapped onto that cold
atom? What other systems can we find quantum encod-
ings for?
In this letter, we completely characterize the prob-
abilistic models that can be embedded into finite-
dimensional quantum theory. It turns out that these
correspond exactly to a family of structures that are
well-known in the foundations of quantum mechanics:
the Euclidean special Jordan algebras [1–8]. These mod-
els arise from the Hilbert spaces over the real, complex
and quaternionic [9] fields, from state spaces that are d-
dimensional “Bloch balls” [10–13], and from their direct
sums (including classical probability theory and quantum
theory with superselection rules [14]).
When we consider the projections onto these embed-
dings, we find that only complex quantum theory with
superselection rules can arise via a physically-realizable
completely positive map, suggesting why we only typi-
cally find quantum and classical behaviours in nature.
Furthermore, we consider the models that can also be
embedded into classical theory. We determine that these
are only those that are classical themselves, and discuss
the implications of this for the study of contextuality in
operational theories [15–17].
Framework: effects and states. Probabilistic mod-
els describe operational theories – theories in which lab-
oratory operations such as preparation and measure-
ment procedures are the primitive elements [15]. This is
mathematically modelled by an ordered vector space [18]
(A,A+, uA), where A is a finite-dimensional vector space,
A+ ⊂ A is the closed and generating cone
1 of positive el-
ements and uA ∈ A+ is the order unit. The elements
a ∈ A+ are the (unnormalized) effects, and they corre-
spond to the possible outcomes that can appear in any
measurement of the operational theory. In particular,
the unit effect uA corresponds to the affirmative answer
to the question “is the system there?”. Thus, an (n-
outcome) measurement is a collection of effects {ai}i=1...n
satisfying
∑n
i=1 ai = uA.
A state is a functional ω that represents the possi-
ble statistics arising from a class of preparation pro-
cedures. That is, a state assigns probabilities to ev-
ery effect a ∈ A+ by (ω, a) := ω(a). As probabilis-
tic mixtures of preparations must yield the correctly-
weighted outcome probability [20], ω is a linear func-
tional, i.e. an element of the dual vector space A∗. Then,
A’s set of possible (unnormalized) states is also a cone,
A∗+ := {ω ∈ A
∗ | (ω, e) ≥ 0∀ e ∈ A+}. A state ω ∈ A
∗
+
is normalized if (ω, uA) = 1, and the convex set of all
normalized states is denoted ΩA. This formalism adopts
the no-restriction hypothesis [21]: all those objects which
give non-negative probabilities on all effects are valid
states, and vice versa.
In this language, an n-level quantum model Qn has the
effect space (B,B+, uB), where B = Hn(C) is the vector
1 A cone K is a non-empty convex subset of a vector space, satisfy-
ing K+K ⊆ K, αK ⊆ K for all α ≥ 0, andK∩(−K) = {0} [18].
It is generating if it spans the full vector space (otherwise we
would restrict our attention to a subspace). For a physical mo-
tivation of topological closure, see Masanes and Mu¨ller [19].
2space of complex self-adjoint (i.e. Hermitian) n × n ma-
trices, B+ = H
+
n (C) is the cone of positive–semidefinite
Hermitian matrices (i.e. non-negative multiples of POVM
elements [22]), and uB = 1n is the n×n identity matrix.
We identify B and B∗ via the Hilbert–Schmidt inner
product 〈x, y〉 := tr(xy), and as a result, B∗+ = B+ =
H+n (C). Quantum states are thus also represented by
positive semidefinite Hermitian density matrices, and ΩB
consists of normalized states such that tr ρ = 1. Mean-
while, an n-level classical model Cn has an effect space
B′ := Rn, with a positive simplex cone B′+ := Sn of
vectors with no negative elements, and the unit effect
uB′ = (1, . . . , 1)
T
. Via the usual ‘dot’ inner product,
the classical state space is also Rn, and the normalized
states are the probability vectors (p1, . . . , pn) with pi ≥ 0
and
∑
i
pi = 1. Finally, quantum models with superse-
lection rules [14] correspond to effect spaces
⊕
i
Hni(C),
which can be thought of as block matrices in some ba-
sis. These contain classical models as special cases, since
Rn ≃
⊕n
i=1H1(C).
Framework: Jordan algebras. A Jordan algebra
(J , •) consists of some set J and a product • that is
commutative (x • y = y • x for all x, y ∈ J ) and satisfies
the Jordan identity ((x • y) • (x • x) = x • (y • (x • x))
for all x, y ∈ J ). For reasons that will become clear,
we shall restrict our discussion to finite-dimensional J .
Such J is Euclidean if there exists an inner product with
the property that 〈x, z • y〉 = 〈z • x, y〉 for all x, y, z ∈
J [23]. The cone of positive elements in a Euclidean
Jordan algebra, J+, is defined as the set of all squares
J+ := {x
2 | x ∈ J }, where x2 := x • x. The Jordan
unit is the unique element uJ ∈ J with the property
that uJ • x = x for all x ∈ J . We can view J as
a probabilistic model, with effect space (J ,J+, uJ ). A
Jordan algebra is special if it is isomorphic to a Jordan
subalgebra of an associative algebra [3].
For example, the set of complex self-adjoint matrices
Hn(C) equipped with the product x • y :=
1
2 (xy + yx)
for x, y ∈ Hn(C) (where xy is standard matrix multi-
plication) is a Euclidean special Jordan algebra, where
the Euclidean inner product is the usual Hilbert–Schmidt
product 〈x, y〉 = tr (xy).
Simulations and embeddings. Suppose we simu-
late the statistical behavior of model A using another
model B – that is, the preparation of any state ωA of A
can be simulated by some corresponding preparation ω′
B
on B (and likewise every measurement with outcome ef-
fect a can be simulated by the corresponding effect b′ of
B). Then, there will be two maps: a map ψ : A∗+ → B
∗
+
that assigns to every state ωA the corresponding state
ω′
B
= ψ(ωA); and a map ϕ : A+ → B+ that assigns
to every effect a the corresponding effect b′ = ϕ(a),
such that these maps preserve all outcome probabilities
[ b′(ω′
B
) = a(ωA) ].
This formulation encodes an assumption of procedural
independence: while there may be different operational
procedures to prepare a state ωA of A, we assume that
all of them will be simulated with the same state ω′
B
of
B. When taken with the convexity of state (and effect)
spaces, this has a particular consequence. Consider, for
example, preparing ρA :=
1
2ω
(1)
A
+ 12ω
(2)
A
by tossing an
ideal coin and preparing either ω
(1)
A
or ω
(2)
A
, depending
on the outcome. This means that we can prepare ρ′
B
in B that reproduces the statistics of ρA by tossing a
coin and preparing either ω′
(1)
B
or ω′
(2)
B
, depending on
the outcome, where ω′
(i)
B
= ψ(ω
(i)
A
). Procedural indepen-
dence then implies that ρ′
B
= ψ(ρA) – that is, ψ must
be a convex-linear map. We can then extend ψ linearly
to the full space A∗, and similar argumentation applies
to the effect map ϕ. We hence define such procedurally
independent simulations that also preserve normalization
as an embedding:
Definition 1 (Embedding). For models A and B
with respective effect spaces (A,A+, uA) and (B,B+, uB)
and respective dual state spaces
(
A∗, A∗+,ΩA
)
and(
B∗, B∗+,ΩB
)
, a pair of linear maps ϕ : A → B and
ψ : A∗ → B∗ is said to embed A into B if:-
(i) ϕ and ψ are positive (ϕ(A+) ⊆ B+ and ψ(A
∗
+) ⊆
B∗+) and ϕ is unital (ϕ(uA) = uB),
(ii) ϕ and ψ preserve outcome probabilities; i.e. for all
e ∈ A+, ω ∈ A
∗
+, (ω, e) = (ψ(ω), ϕ(e)).
This definition has a few immediate consequences.
First, by linearity (ii) will hold also for all e ∈ A and
ω ∈ A∗. Second, (ψ(ω), uB) = (ψ(ω), ϕ(uA)) = (ω, uA),
and hence ψ(ΩA) ⊆ ΩB. Furthermore,
Lemma 1. For an embedding A → B with maps ϕ : A→
B and ψ : A∗ → B∗ (as per definition 1):
(i) ψ∗ϕ = 1A and ψ
∗(B+) ⊆ A+ – i.e. the dual of
ψ is a positive left-inverse of ϕ, and thus dimA ≤
dimB. Likewise, ϕ∗ψ = 1A∗ and ϕ
∗(B∗+) ⊆ A
∗
+.
(ii) The map P := ϕψ∗ : B → B is a positive unital
projection onto the image of effects ϕ(A) (P 2 = P ,
PB+ ⊆ B+, PuB = uB, and P (B) = ϕ(A)). Sim-
ilarly, P ∗ = ψϕ∗ : B∗ → B∗ is a positive projec-
tion onto the image of states ψ(A∗) (P ∗2 = P ∗,
P ∗B∗+ ⊆ B
∗
+, and P
∗(B∗) = ψ(A∗)).
(iii) ϕ(A+) = ϕ(A) ∩B+ = P (B+).
Proof. (i): (ω, e) = (ψ(ω), ϕ(e)) = (ω, ψ∗ϕ(e)) for all
e ∈ A,ω ∈ A∗, and therefore ψ∗ϕ = 1A. The positivity
of ψ∗ follows from that of ψ: Let b ∈ B+, such that
(x, b) ≥ 0 for all x ∈ B∗+. Then, (ψ(a), b) ≥ 0 for all
a ∈ A∗+ and hence (a, ψ
∗(b)) ≥ 0 for all a ∈ A∗+, implying
that ψ∗(b) ∈ A+, and hence ψ
∗ is positive. Similar holds
for the dual. (ii): First, P 2 = ϕψ∗ϕψ∗ = ϕψ∗ = P .
As both ϕ and ψ∗ are positive, so is P . As ψ∗ϕ ≡ 1A,
then Pϕ(a) = ϕψ∗ϕ(a) = ϕ(a) for all a ∈ A. This
shows that ϕ(A) ⊆ imP . Conversely, if b ∈ imP define
a := ψ∗(b), then ϕ(a) = ϕψ∗(b) = Pb = b, i.e. b ∈ ϕ(A).
To show unitality, apply ϕ to both sides of ψ∗ϕ(uA) =
3uA to yield ϕψ
∗ϕ(uA) = ϕ(uA), then use ϕ(uA) = uB
to conclude ϕψ∗uB = uB. Similar reasoning establishes
P ∗ as a positive projector onto ψ(A∗). (iii): ϕ(A+) ⊆
ϕ(A) ∩B+ is trivial, and if b ∈ ϕ(A) ∩B+ = P (B) ∩B+
then b = Pb ∈ P (B+). For the converse inclusions, we
have P (B+) ⊆ B+ due to positivity of P and P (B+) ⊆
P (B) = ϕ(A). To see that ϕ(A) ∩ B+ ⊆ ϕ(A+), let
a ∈ A and ϕ(a) ∈ B+, then for all ω ∈ A
∗
+, we have
(ω, a) = (ψ(ω), ϕ(a)) ≥ 0, hence a ∈ A+.
For the complementary case of embeddings into
infinite-dimensional classical models, similar results are
obtained in the upcoming work of Barnum and Lami [24].
Examples of embedding into quantum theory.
Of particular interest are the embeddings into quantum
models, since these seem to be what nature provides us
with. For example, the quantum-error correcting Shor
code [25] maps a single logical qubit onto nine physical
qubits (ψ : H2(C) →
⊗9
i=1H2(C)) in such a way as to
allow for a random bit flip (σx) and/or phase flip (σz)
on any of the nine physical qubits without affecting the
encoded logical information. Here both ψ and ϕ take the
form X 7→ V XV †, where V is an isometry.
A second example is the inclusion of n-level classi-
cal probability theory within n-level quantum theory.
There is a positive unital linear map ψ : Rn → Hn(C)
– specifically onto the n × n diagonal matrices ψ :
(p1, . . . , pn)
T 7→ ρ :=
∑
i
pi|i〉〈i| for some choice of ba-
sis {|i〉}i=1...n. Since diagonal elements are never nega-
tive for (non-negative multiples of) valid quantum states,
ϕ∗ : ρ 7→ (〈0|ρ|0〉, . . . 〈n|ρ|n〉)
T
is also a positive map.
The models that can be embedded into quantum the-
ory are not limited to classical theory, and quantum the-
ory of a lower dimension. For example, the d-dimensional
spin-factor models Bd, whose normalized states are given
by d-dimensional balls Bd := {(1, ~x) | ‖~x‖2 ≤ 1} ⊆
R ⊕ Rd often arise as foil theories to quantum theory,
generalizing the 3-dimensional real “Bloch ball” repre-
sentation of a qubit into higher dimensions (see e.g., [10–
13]). The effect space of Bd is
(
R⊕ Rd, Bd+, ~ud
)
where
Bd+ := {(n, ~x)
T
∈ R ⊕ Rd | n ≥ 0, ‖~x‖2 ≤ n} and
~ud = (1, 0, . . .0)
T
. However, a spin factor can be em-
bedded into complex quantum theory: specifically, into
Q2d/2 for even d and Q2(d−1)/2 for odd d (see [26–28]).
What about gbits [20], i.e., models A with square
state spaces that arise in quantum information theory as
marginals of hypothetical maximally nonlocal Popescu-
Rohrlich boxes [29]? The Holevo projection [30] achieves
some sort of simulation of those models on classical four-
level models B = C4. Namely, the gbit effects A+
are embedded via some map ϕ, such that the image
ϕ(A+) consists of the effects (x1, x2, x3, x4) ∈ B+ where
x1 + x2 = x3 + x4. Hence, there is a dual map ϕ
∗ that
maps the classical states (elements of the tetrahedron of
four-outcome probability vectors) onto gbit states. Could
there be some corresponding ψ that maps gbit states
to classical states such that all probabilities are repro-
duced? Since the four corner states of the gbit are pair-
wise perfectly distinguishable, this is only possible if the
four deterministic distributions are contained in the im-
age ψ(ΩA). But the image of a two-dimensional square
under any linear map ψ cannot contain three linearly
independent elements, hence ψ must be non-linear. In
other words, the Holevo construction violates procedural
independence: almost every gbit state has infinitely many
classical states that simulate it, and which one is the case
depends on the specific preparation procedure.
Every embedding into quantum theory. Is there
a structural reason that the attempt to embed the gbit
failed, but classical theory and the spin factors suc-
ceeded? To answer this, we first introduce a formal way
of saying that an embedding into quantum theory should
not be “unnecessarily large”:
Definition 2 (Minimal embedding). An embedding of a
model A into n-dimensional quantum theory Qn is min-
imal if there does not exist any m < n such that A can
be embedded into Qm.
When we embed into quantum models, we may always
choose the smallest possible Hilbert space dimension.
Thus, we will henceforth restrict our attention to min-
imal embeddings. This has the following consequence.
Lemma 2. If an embedding of a model A into Qn is
minimal, then there exists some state ω ∈ ΩA such that
the quantum state ψ(ω) has full rank.
Proof. Let ω ∈ A+ such that m := rank(ψ(ω)) is max-
imal, and suppose that m < n. Let S := supp(ψ(ω))
(an m-dimensional subspace of Cn), and suppose there is
some ρ ∈ A+ with supp(ψ(ρ)) 6⊆ S. Since supp(ψ(
1
2ω +
1
2ρ)) ⊇ supp(ψ(ω)) + supp(ψ(ρ)) ) S, this implies
rank(ψ(12ω +
1
2ρ)) > m which is a contradiction. Thus,
supp(ψ(ρ)) ⊆ S for all ρ ∈ A+, and we can restrict the
embedding to S (and thus to Qm) in an obvious way.
We can now prove the main result of this letter: the
probabilistic models that can be embedded in quantum
theory correspond to the Euclidean special Jordan alge-
bras [1–8]. We start with two technical lemmas, the first
proven in similar form in [31, 32]:
Lemma 3. For every minimal embedding of a model
A into finite-dimensional quantum theory Qn, the cor-
responding projector P = ϕψ∗ satisfies
P (x • y) = x • P (y) for all x ∈ ϕ(A), y ∈ B. (1)
Hence, ϕ(A) ≡ P (B) is closed under the Jordan product
•, and (P (B) , •) is a special Euclidean Jordan algebra.
Proof. Due to Lemma 1, dimA <∞. First, we show that
all x ∈ ϕ(A) satisfy P (x2) = x2. From Lemma 2, there
exists some full-rank fixed state ρ = P ∗(ρ), and hence
tr[P (x2)ρ] = tr[x2P ∗(ρ)] = tr(x2ρ), such that tr(∆ρ) = 0
for ∆ := P (x2) − x2. Due to Kadison’s inequality [33],
4P (z2) ≥ P (z)2, hence ∆ ≥ 0. Thus, tr(∆ρ) = 0 is only
possible if ∆ = 0 since ρ is positive definite.
Now let x ∈ ϕ(A), y ∈ B, and t ∈ R be arbitrary, and
set z := tx+ y. We thus have x = P (x) and x2 = P (x2).
Since P is positive and unital (Lemma 1), Kadison’s in-
equality gives 2tP (x•y)+P (y2) ≥ 2tP (x)•P (y)+P (y)2
for all t ∈ R. But if v = v† and w = w† such that
tv + w ≥ 0 for all t ∈ R, then v = 0 (to see this, multi-
ply from left and right by eigenvectors of v). Thus, we
conclude that the terms linear in t must be equal, and so
P (x • y) = P (x) • P (y).
Thus, if x, y ∈ P (B) then x • y = P (x) •P (y) = P (x •
y) ∈ P (B), and hence (P (B) , •) is a Jordan subalgebra
of Hn(C), inheriting the properties of being special and
Euclidean from Hn(C).
Lemma 4. For every minimal embedding of a model A
into finite-dimensional quantum theory, we have
P (B+) = {x
2 | x ∈ P (B)}. (2)
Proof. The right-hand side equals the cone of squares J+
of (P (B) , •) due to Lemma 3. To show J+ ⊆ P (B+),
let y := x2 with x ∈ P (B). Then 0 ≤ y = x •
P (x) = P (x • x) = P (y) (using Lemma 3), and thus
y ∈ P (B+). Meanwhile, using the Hilbert-Schmidt inner
product 〈x, y〉 = tr(xy) to identify B with B∗, the cone
J+ is self-dual [23] (i.e., J+ = J
∗
+) since this inner prod-
uct makes J Euclidean. Let y ∈ P (B+). Then, for all
x ∈ P (B), 〈x2, y〉 = tr(x2y) ≥ 0 since x2 ≥ 0 and y ≥ 0,
and thus y ∈ J ∗+ ≡ J+, and thus P (B+) ⊆ J+. Hence,
P (B+) = J+ = {x
2 | x ∈ P (B)}.
Thus, we state the main theorem of this letter:-
Main Theorem. A model can be embedded into finite-
dimensional quantum theory if and only if it corresponds
to a Euclidean special Jordan algebra.
Proof. For the only if direction, we can choose a mini-
mal embedding ϕ : A → Hn(C). From Lemma 1 (iv)
and Lemma 4, it follows that ϕ(A+) = {x
2 | x ∈ ϕ(A)},
hence A is order-isomorphic to the probabilistic model of
the special Euclidean Jordan algebra (P (B), •). To show
the if direction, we use that such algebras can be exhaus-
tively listed [1]. Appropriate embedding maps exist for
all of these spaces [26–28], and their direct sums.
Bipartite correlations. Barnum et al. [34] show that
any bipartite system that looks locally like quantum the-
ory can only admit non-signalling correlations that are
quantumly realizable. Kleinmann et al. [27] extend this
to systems whose local models can be embedded into
quantum theory as in our definition 1. Our result thus
implies that any non-signalling composite AB of Jordan–
algebraic models A and B (e.g., of quaternionic quantum
theory) can only contain correlations that can be repro-
duced within standard complex quantum theory (even if
AB is not itself embeddable into quantum theory).
Embedding and decoherence. Recall that the
projector P = ϕψ∗ (resp. P ∗ = ψϕ∗) maps the set
of all quantum effects (states) onto an embedding of
the Jordan algebra effect space A (state space A∗), i.e.
P (Hn(C)) = ϕ(A) and P
∗(Hn(C)) = ψ(A
∗). In the spe-
cial case where A is classical (and standardly embedded
as in the second embedding example further above), this
is exactly a decoherence process, where P = P ∗ removes
the off-diagonal elements (in some given basis).
Are there analogous “decoherence” processes for the
(minimal) embeddings of other Jordan–algebraic mod-
els A? If so, these would have to be completely posi-
tive [22, 35, 36] (i.e. physically realizable) unital maps Q
with Q2 = Q (decohering twice is the same as decoher-
ing once), with Q(Hn(C)) = ϕ(A). Since Q
∗(Hn(C)) =
ψ(A∗) and (Q∗)2 = Q∗, the map Q∗ has a full-rank fixed
point, and since Q2 = Q, the set of fixed points of Q
equals Q(Mn(C)) = ϕ(A) + iϕ(A), where Mn(C) de-
notes the complex n× n matrices. But according to [37,
Thm. 6.12] (see also [38]), the fixed-point sets of such
completely positive maps Q are ∗-subalgebras of Mn(C),
and thus isomorphic to standard complex quantum the-
ory with superselection rules (including classical theory).
Thus, the other, more exotic projectors are ruled out:
Corollary 1. The only quantum–embeddable probabilis-
tic models which can result from a physical decoherence
map are the classical state spaces, and standard complex
quantum theory with superselection rules.
Classical embeddings. A second corollary of the
Main Theorem is a straightforward characterization of
all models that can be embedded into classical theory.
Corollary 2. A model can be embedded into finite-
dimensional classical theory if and only if it is classical.
Proof. Suppose that A can be embedded into some Cn
via maps ϕ, ψ. Since Cn can be embedded into Qn via
some ϕ′, ψ′, this gives us an embedding of A into Qn via
ϕ′ ◦ ϕ, ψ′ ◦ ψ. Hence, due to the Main Theorem, A must
correspond to a Euclidean special Jordan algebra. But
Lemma 1(iii) tells us that ϕ(A+) = ϕ(A) ∩ C+, where
C+ is the polyhedral cone [18] of classical effects. Hence
A+ must be a polyhedral cone too, i.e. A+ contains only
a finite number of extremal effects. But the only Jordan-
algebraic effect spaces with finitely many extremal effects
are the classical effect spaces.
Embeddings into classical models are of interest in the
foundations of quantum mechanics since they formalize
a notion of hidden-variable models [39]: given some op-
erational theory (e.g., quantum theory), one may ask
whether all its statistics can consistently be understood
as arising from unknown underlying classical probabil-
ity distributions and response functions. In this case,
our notion of procedural independence is identical to the
well-known condition of non-contextuality [15]: statisti-
cally indistinguishable preparation (resp. measurement)
procedures ought to be represented by identical classical
5distributions (resp. response functions) [16]. Famously,
there are no non-contextual hidden-variable models for
quantum theory, and the above corollary shows that this
conclusion extends to all non-classical probabilistic mod-
els that satisfy the no-restriction hypothesis if the hidden-
variable model is assumed to be discrete. This has re-
cently been proven with alternative methods in [17] and
[24]; here it follows as a simple corollary.
Discussion. Our result has significant implications
for experimental tests of quantum mechanics. Suppose
that we isolate a degree of freedom in the laboratory and
determine its probabilistic model by attempting to imple-
ment as many states and effects as we can, as described
in Mazurek et al. [40]. If we obtain a model whose states
and effect spaces are not full duals of each other (e.g.,
as in stabilizer quantum theory), then this means that
we may simply not have looked hard enough to discover
all possible states and effects. On the other hand, if the
model is unrestricted, but is not a standard quantum
model, we may ask whether we have uncovered genuine
new physics or whether the model could be simply sim-
ulated by standard quantum physics. What our Main
Theorem then tells us is: If an unrestricted model is not
Jordan-algebraic, then a quantum simulation is implau-
sible for the same reason that contextual hidden-variable
models for quantum theory are implausible. Namely, such
a simulation would have to represent statistically identi-
cal preparation (or measurement) procedures by different
quantum states (or effects) which are fine-tuned [41] to
yield the exact same statistics.
Our result therefore underlines the physical signifi-
cance of Euclidean special Jordan models: it character-
izes them as the unique unrestricted models that can be
embedded into standard quantum theory in a way that
respects procedural independence.
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