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Abstract
This work focuses on modeling of time-varying covariance matrices using the state covariance of
linear stochastic systems. Following concepts from optimal mass transport and the Schro¨dinger bridge
problem (SBP), we investigate several covariance paths induced by different regularizations on the
system matrices. Specifically, one of the proposed covariance path generalizes the geodesics based on
the Fisher-Rao metric to the situation with stochastic input. Another type of covariance path is generated
by linear system matrices with rotating eigenspace in the noiseless situation. The main contributions of
this paper include the differential equations for these covariance paths and the closed-form expressions
for scalar-valued covariance. We also compare these covariance paths using several examples.
Index Terms
Optimal control; linear stochastic system; Fisher-Rao metric; optimal mass transport;
I. INTRODUCTION
Consider a linear stochastic system
x˙t = Atxt + σdwt, (1)
where At ∈ Rn×n and wt is a standard n-dimensional Wiener process. The corresponding state
covariance Pt := E(xtx′t) evolves according to
P˙t = AtPt + PtAt + σ
2I, (2)
This work was supported in part under grants R21MH115280 (PI: Ning), R01MH097979 (PI: Rathi), R01MH111917 (PI:
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2where I denotes the identity matrix. Given two positive definite matrices P0, P1 at t = 0, 1,
respectively, we consider covariance paths that connect the two covariance given by the solution
to the following problem
min
Pt,At
{∫ 1
0
f(At)dt | (2) holds, and P0, P1 specified
}
, (3)
where f(At) denotes a quadratic function of At which may depend on Pt. The optimal solutions
to (3) could provide parametric models of covariance paths which are generalizations of shortest
lines or geodesics. These paths could be applied to fit noisy measurements in order to understand
the underlying system dynamics of stochastic processes.
In this paper, we investigate the solution to (3) corresponding to three objective functions,
which have been explored in [1] using linear systems without stochastic input noise. Specifically,
the first type of objective function quantifies the optimal mass transport cost between multivariate
Gaussian distributions [2]–[5] when there is no stochastic noise. In the presence of noise, it has
been recently extensively studied that the optimal solution becomes the covariance path induced
by the Schro¨dinger Bridge Problem (SBP) [6] [7], [8]. The second objective function quantifies
a type of weighted-mass-transport cost, which is also related to the Fisher-Rao metric from
information geometry [9], [10]. The third family of objective function is given by the standard
weighted-least-squares of the system matrices. The main contributions of this paper include the
differential equation formulations of the optimal paths induced by the last two objective functions
and the closed-form expressions in the special case of scalar-valued covariance.
The organization of this paper is as follows. In Section II we revisit covariance paths based
on optimal mass transport and SBP. In Section III, we derive the covariance paths corresponding
to a weighted-mass-transport cost function, which is equivalent to the Fisher-Rao metric in
the noiseless situation. In Section IV, we investigate the covariance paths corresponding to
the weighted-least-square functions, which includes the Fisher-Rao based covariance paths in
a special case. In Section V, we compare these covariance paths using several examples. Section
VI concludes the paper with discussions.
For notations, Sn,Sn+,Sn++ denote the sets of symmetric, positive semidefinite, and positive
definite matrices of size n× n, respectively. Small boldface letters, e.g. x,v, represent column
vectors. Capital letters, e.g. P,A, denote matrices. Regular small letters, e.g. w, h are for scalars
or scalar-valued functions.
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3II. MASS-TRANSPORT BASED COVARIANCE PATHS
Consider ut = Atxt as the control input that steers the state covariance matrices according
to (2). Define
fomtPt (At) = E(‖ut‖22) = tr(AtPtA′t).
Then the minimum work needed to steer the covariance matrix from P0 to P1 is equal to
min
Pt,At
{∫ 1
0
tr(AtPtA
′
t)dt | P˙t = AtPt + PtA′t + σ2I,
P0, P1 specified
}
. (4)
If the noise component vanishes, i.e. σ = 0, then (4) gives the optimal mass transport distance
[2]–[5] between two zero-mean Gaussian distributions with covariance matrices P0 and P1, re-
spectively. It is also related to the Bures distance between density matrices in quantum mechanics
[11]–[13]. In the general situation when σ is non-zero, (4) can be viewed as the Schro¨dinger
Bridge Problem (SBP) [6] between two zero-mean Gaussian probability density functions with
covariance being P0 and P1, respectively. The basic idea of SBP is to find a stochastic system
whose probability law on the diffusion paths is most similar to that of a reference system
measured by relative entropy and satisfies the initial and final marginal probability distributions.
Its relations with stochastic optimal control and mass transport have been extensively studied
recently [7], [8]. The more general situations when the reference model is a linear time-varying
system with degenerate diffusions, i.e. noises that influence a subspace of the random states,
have also recently been studied in [14], [15]. The following proposition presents the solution to
(4).
Proposition 1. Given P0, P1 ∈ Sn++ and a scalar σ. The unique set of solution to (4) is equal to
Aomtt = −Π0(I − Π0t)−1, (5)
P omtt = (I − Π0t)P0(I − Π0t) + σ2(It− Π0t2), (6)
where
Π0 = I − P−
1
2
0
(P 120 P1P 120 + 14σ4I
)1
2
− 1
2
σ2I
P−120 . (7)
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4Proof. The optimization problem (4) is viewed as an optimal control problem with At being
matrix-valued control input. A necessary condition for the optimal solution is that the derivative
of the Hamiltonian
h1(Pt, At,Πt) = tr(AtPtAt + Πt(AtPt + PtA
′
t + σ
2I))
with respect to At vanishes with the optimal control. This gives rise to
AtPt + ΠtPt = 0.
Thus,
At = −Πt. (8)
Next, the optimal Π˙t also needs to annihilate the derivative of h1(·) with respect to Pt which
leads to
Π˙t = −A′tAt − A′tΠt − ΠtAt. (9)
Substituting (8) to (2) and (9) to deduce that
P˙t = −ΠtPt − PtΠt + σ2I, (10)
Π˙t = Π
2
t . (11)
Next, we show that all eigenvalues of the initial Π0 must be smaller than one. For this purpose,
we note that solutions for Pt and Πt from (10) and (11) have the following form
Pt = (I − Π0t)P0(I − Π0t) + σ2(It− Π0t2), (12)
Πt = Π0(I − Π0t)−1. (13)
Assume that Π0 has an eigenvalue λ0 > 1, then At = −Πt becomes unbounded when t increases
to 1/λ0. At the same time, Pt is singular at t = 1/λ0 and becomes non positive semi-definite
when t > 1/λ0. Therefore, all eigenvalues of Π0 are smaller than one.
Next, setting t = 1 in (12) and multiplying both sides by P
1
2
0 to obtain that
P
1
2
0 P1P
1
2
0 =
(
P
1
2
0 (I − Π0)P
1
2
0
)2
+ σ2P
1
2
0 (I − Π0)P
1
2
0 .
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5Therefore P
1
2
0 (I − Π0)P
1
2
0 has the same eigenvectors as P
1
2
0 P1P
1
2
0 . If y is an eigenvalue of
P
1
2
0 P1P
1
2
0 , then the corresponding eigenvalue of P
1
2
0 (I − Π0)P
1
2
0 , denoted by x, satisfies that
x2 + σ2x = y. The two solutions are given by
x± = −1
2
σ2 ± (y + 1
4
σ4)
1
2 .
But x− is negative which contradicts to that I − Π0 is positive definite. Thus x+ is the only
feasible solution. Therefore,
P
1
2
0 (I − Π0)P
1
2
0 =
(
P
1
2
0 P1P
1
2
0 +
1
4
σ4I
)1
2
− 1
2
σ2I,
which gives rise to the optimal solution in (7). Then, the proposition is proved.
We note that if Π0 is singular, then Aomtt is also singular for all t ∈ [0, t], which implies free
diffusion in the subspace spanned by the eigenvectors of Π0 corresponding to zero eigenvalues.
In the noiseless situation when σ = 0, then covariance path in (6) is equal to the geodesic
induced by the Wasserstein-2 metric.
III. INFORMATION-GEOMETRY BASED COVARIANCE PATHS
The Fisher information metric has provided a well-defined distance measure between prob-
ability distributions. For zero-mean multivariate Gaussian distributions, the Fisher information
metric can be expressed as a quadratic form of the covariance matrices, which is referred to as
the Fisher-Rao metric [9], [10]. Specifically, let P be a positive definite covariance matrix and let
∆ be a symmetric matrix denoting a tangent direction at P on the manifold of positive-definite
matrices. Then the Fisher-Rao metric has the following form [10]
gP (∆) = tr(P
−1∆P−1∆).
The geodesic connecting P0, P1 induced by the Fisher-Rao metric is the optimal solution to
min
Pt,P˙t
{∫ 1
0
tr(P−1P˙tP−1P˙t)dt | P0, P1 specified
}
. (14)
The optimal solution has the following well-known expression [16]
Pt = P
1
2
0 (P
−1
2
0 P1P
−1
2
0 )
tP
1
2
0 . (15)
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6In [1], we showed that this geodesic is also the optimal solution to an optimization problem in
the form of (3) in the situation when the noise component σ = 0. Specifically, we denote
f infoPt (At) = E(‖ut‖2P−1t ) = E(u
′
tP
−1
t ut) = tr(P
−1
t AtPtA
′
t).
Then, (15) is also the optimal solution to
min
Pt,At
{∫ 1
0
f infoPt (At)dt | P˙t = AtPt + PtA′t, P0, P1 specified
}
, (16)
with the optimal system matrix given by the constant matrix
A =
1
2
P
1
2
0 log(P
−1
2
0 P1P
−1
2
0 )P
−1
2
0 .
Note that the optimization problem (16) provides an interesting weighted-mass-transport view
of the Fisher-Rao metric.
Following (3), we consider the optimization problem in below:
min
Pt,At
{∫ 1
0
tr(P−1t AtPtA
′
t)dt | P˙t = AtPt + PtA′t + σ2I,
P0, P1 specified
}
. (17)
A. On the optimal paths
Using variational analysis, we obtain the following proposition on the optimal solution to (17).
Proposition 2. Given P0, P1 ∈ Sn++ and a scalar σ. If there exists a path that satisfies the
following differential equation
P˙t = −2PtΠtPt + σ2I, (18)
Π˙t = 2ΠtPtΠt, (19)
with Pt being equal to P0 and P1 at t = 0 and 1, respectively, then Pt is an optimal solution to
(17). The corresponding At is equal to
At = −PtΠt. (20)
DRAFT
7Moreover, the path Pt also satisfies the following differential equation
P¨t − P˙tP−1t P˙t + σ4P−1t = 0. (21)
Proof. Following the same method as in the proof of Proposition (1), we will derive the solution
to the optimal control problem (17) using the following Hamiltonian
h2(Pt, At,Πt) = tr
(
P−1t AtPtA
′
t + Πt(AtPt + PtA
′
t + σ
2I)
)
.
It is necessary that Π˙t annihilates the partial derivative of h2(·) with respect to Pt, which leads
to
Π˙t = −A′tP−1t At + P−1t AtPtA′tP−1t − ΠtAt − A′tΠt. (22)
Moreover, setting the derivative of h2(·) with respect to At to zero to obtain that
At = −PtΠt. (23)
Then, (18) and (19) can be obtained by substituting (23) to (2) and (22), respectively. From (18),
we obtain the following expression
Πt =
1
2
(σ2P−2t − P−1t P˙tP−1t ).
Next, taking the derivative of Πt and setting it equal to (19) we obtain that
Π˙t =
1
2
(
σ2(−P−1t P˙tP−2t − P−2t P˙tP−1t )
+ 2P−1t P˙tP
−1
t P˙tP
−1
t − P−1t P¨tP−1t
)
=
1
2
(σ2P−2t − P−1t P˙tP−1t )Pt(σ2P−2t − P−1t P˙tP−1t ).
Then (21) can be obtained from the above equation after simplifications. Thus, the proof is
complete.
In the noiseless situation when σ = 0, (21) becomes
P¨t − P˙tP−1t P˙t = 0,
which is the geodesic equation induced by the Fisher-Rao metric [16], [17]. In this case, the
DRAFT
8closed-form expression of Pt is given by (15). The closed-form expression of the optimal solution
to (17) is currently unknown to the author except for the scalar-valued cases given in below.
B. The scalar case
Consider a scalar-valued covariance path pt that is expressed by one of the following equations:
pt = p0 + σ
2t, (24)
pt = ae
bt − σ
4
4ab2
e−bt, (25)
pt =
σ2
ω
cos(ωt+ θ), (26)
with 0 < ω < pi,−pi
2
< θ < pi
2
.
It is straightforward to verify that all the above expressions satisfy that
ptp¨t − (p˙t)2 + σ4 = 0,
which is a scalar-version of (21). Clearly, (24) corresponds to a covariance path purely driven
by the input noise. For the covariance path in (26), the constraint 0 < ω < pi is to ensure that
Pt does not have negative values on t ∈ [0, 1]. Moreover, the constraint −pi2 < θ < pi2 guarantees
that p0 is positive. The following proposition shows that (25) and (26) connect covariance that
satisfy different boundary conditions.
Proposition 3. Given three positive scalars p0, p1 and σ. If |p1− p0| > σ2, then exists a unique
solution to (17) which has the form of (25). If |p1−p0| < σ2, then there exists a unique solution
to (17) which has the form of (26).
Proof. Since the paths in (25) and (26) both satisfy the (21). We will prove that if |p0−p1| > σ2,
then these exists a unique pair of parameters a, b such that pt from (25) is equal to p0 and p1
at t = 0, 1, respectively and there exists no path of the form (26) that satisfies the boundary
conditions. If |p1 − p0| < σ2 then there exists a unique path of the form (26) and there exists
no path of the form (25) that satisfies the boundary conditions.
To prove the first statement, we set pt in (25) to p0 and p1 at t = 0, 1, respectively, to obtain
DRAFT
9that
p0 = a− σ
4
4ab2
, (27)
p1 = ae
b − σ
4
4ab2
e−b.
Then, we can derive the following
a =
p1 − p0e−b
eb − e−b .
Next, substituting the above expression into (27) then multiplying both sides by 4(p1− p0e−b)b2
to obtain that
4(p1 − p0e−b)(p1 − p0eb)b2 − σ4(eb − e−b)2 = 0. (28)
The above equation has a trivial solution at b = 0. Moreover, if b is a solution to (28) so is −b.
For a non-zeros b that satisfies (28), the coefficient of the second term of pt is equal to
− σ
4
4ab2
=
p1 − p0eb
e−b − eb .
Therefore, (25) is equivalent to
pt =
p1 − p0e−b
eb − e−b e
bt +
p1 − p0eb
e−b − eb e
−bt.
Thus, switching b to −b does not change the covariance path in (25). Therefore, we only consider
positive solutions to (28). To this end, we denote the left hand side of (28) by φ(b). It is
straightforward to derive that
dφ(b)
db
|b=0 = 0,
d2φ(b)
db2
|b=0 = 8((p1 − p0)2 − σ4).
Moreover,
d3φ(b)
db3
= −4p0p1(eb − e−b)(b2 + 6b+ 6)− 8σ4(e2b − e−2b)
which is negative for all b > 0. Therefore, if (p1 − p0)2 − σ4 > 0, then the function φ(b) is
convex and positive near b = 0. But φ(b) < 0 as b → ∞. Because its second order derivative
d2φ(b)
db2
is monotonically decreasing, we conclude that there exist a unique solution to φ(b) = 0.
DRAFT
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To prove the second statement, we take the derivative of pt given by (26) to obtain
p˙t = −σ2 sin(ωt+ θ).
If p0, p1 are the endpoints of pt, then it is necessary that
|p1 − p0| = |
∫ 1
0
p˙tdt| ≤
∫ 1
0
|p˙t|dt ≤ σ2.
To show that there exist a path of the form (26) for any p0, p1 that satisfies |p1 − p0| < σ2, we
re-parameterize (26) as follows
pt = c cos(ωt) + d sin(ωt),
with (c2 + d2)ω2 = σ4. By setting pt to p0, p1 at t = 0, 1, respectively, we obtain that
p0 = c, (29)
p1 = c cos(ω) + d sin(ω).
Therefore,
d =
p1 − p0 cos(ω)
sin(ω)
. (30)
Next, substituting (29) and (30) to sin2(ω)(c2 + d2) = sin2(ω)σ
4
ω2
to obtain that
σ4
ω2
sin2(ω) + 2p0p1 cos(ω) = p
2
0 + p
2
1. (31)
We denote the left hand size of the above equation by ψ(ω). Then, the following holds
lim
ω→0
ψ(ω) = σ4 + 2p0p1 ≥ (p1 − p0)2 + 2p0p1 = p20 + p21.
Moreover, ψ(pi) = −2p0p1 < 0. Furthermore, it can be shown that
dψ(ω)
dω
=
(
2
σ4
ω3
(ω cos(ω)− sin(ω))− 2p0p1
)
sin(ω) < 0
for all ω ∈ (0, pi). Therefore, there exists a unique solution to (31) for ω ∈ (0, pi), which
completes the proof.
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IV. WEIGHTED-LEAST-SQUARES BASED COVARIANCE PATHS
For scalar-valued covariance, the Fisher-Rao metric gp(p˙) can be viewed as the squared norm
( p˙
p
)2. For matrices, there is in general no unique ways to define matrix divisions. For example,
in the following differential equation
P˙t = AtPt + PtA
′
t, (32)
the matrix At can be viewed as a non-commutative division of 12 P˙ by P . For a given pair of
matrices Pt and P˙t there are infinite At that satisfy (32). But there could be a unique one that
minimizes or maximizes a quadratic function f(At) whose optimal value provides a well-defined
quadratic norm of the non-commutative division of P˙t by Pt. The optimal value of the quadratic
function provides a way to define Riemmanian metrics on the manifold of covariance matrices
in order to quantify the similarity between covariance matrices. This motivates our choice of the
third objective function.
Specifically, for a matrix At ∈ Rn×n, we decompose it as At = At,s + At,a where
At,s :=
1
2
(At + A
′
t),
At,a :=
1
2
(At − A′t),
are the symmetric and asymmetric parts of At, respectively. For a given scalar  > 0, we define
the following weighted squared norm of At
fwls (At) := ‖At,s‖2F + ‖At,a‖2F
=
1 + 
2
tr(AtA
′
t) +
1− 
2
tr(AtAt).
Following (3), we consider the optimization problem in below:
min
Pt,At
{∫ 1
0
1 + 
2
tr(AtA
′
t) +
1− 
2
tr(AtAt)dt |
P˙t = AtPt + PtA
′
t + σ
2I, P0, P1 specified
}
. (33)
Proposition 4. Given P0, P1 ∈ Sn++ and two scalars , σ > 0. If there exists a pair of matrix-
DRAFT
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valued functions Pt,Πt that satisfy
P˙t = −1 + 
2
(
ΠtP
2
t + P
2
t Πt
)
+
1− 

PtΠtPt + σ
2I, (34)
Π˙t =
1 + 
2
(Π2tPt + PtΠ
2
t )−
1− 

ΠtPtΠt, (35)
with Pt being equal to P0, P1 at t = 0, 1, respectively, then Pt is a optimal solution to (33).
Moreover, the optimal At is given by
At = −1
2
(ΠtPt + PtΠt) +
1
2
(PtΠt − ΠtPt). (36)
Proof. Following the same method as in the proof of Proposition (2), we develop the necessary
conditions for a stationary value using the following Hamiltonian
h3(Pt, At,Πt) =tr
(
1 + 
2
tr(AtA
′
t) +
1− 
2
tr(AtAt)
+ Πt(AtPt + PtA
′
t + σ
2I)
)
.
Setting −Π˙t equal to partial derivative of h3(·) with respect to Pt to obtain that
Π˙t = −ΠtAt − A′tΠt. (37)
Moreover, setting the partial derivative of h2(·) with respect to At equal to zero to obtain that
(1 + )At + (1− )A′t + 2ΠtPt = 0. (38)
Thus, the symmetric and asymmetric part of At are equal to
At,s = −1
2
(ΠtPt + PtΠt),
At,a =
1
2
(PtΠt − ΠtPt).
Therefore (36) holds. Then, (34) and (35) can be obtained by substituting (36) into (2) and (37),
respectively.
Moreover, the path defined by (34) and (35) also coincide with the path given by (18) and
(19) for scalar-valued covariance. Therefore, the results from Proposition 3 can also be adapted
to the solution of (33).
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Proposition 5. Given three positive scalars p0, p1 and σ. If |p1− p0| > σ2, then exists a unique
solution to (33) which has the form of (25). If |p1−p0| < σ2, then there exists a unique solution
to (33) which has the form of (26).
Remark. For any given  6= 0 and a pair of initial values Π0, P0, the pair of equations (34)
and (35) provide a smooth path of covariance matrices. In the special case when  = −1, (34)
and (35) is equivalent to the Fisher-Rao based path given by (18) and (19). In the noiseless
situation, the existence and uniqueness of the covariance path that satisfy (34) and (35) has
been shown in [1] for  taking values around −1.
To understand the influence of input noise to the optimal covariance path, we consider a
trajectory defined by (34) to (36) with given initial values P0 and Π0 and the symmetric and
asymmetric parts of the system matrix At are initialized by (36). Then it is straightforward to
verify that the asymmetric part of At given by (36) is constant, which is denoted by A0,a and
is equal to 1
2
(P0Π0 −Π0P0). On the other hand, by taking the derivative of the symmetric part
of At, denoted by At,s, we obtain that
A˙t,s = (1 + )(A0,aAt,s + At,sA
′
0,a)− σ2Πt. (39)
Next, we apply change of variables to define
Aˆt = e
(1+)A′0,at
(
At,s + A
′
0,a
)
e(1+)A0,at.
Similarly, applying a time-varying change of coordinate to define
Pˆt = e
(1+)A′0,atPte
(1+)A0,at,
Πˆt = e
(1+)A′0,atΠte
(1+)A0,at.
Then the derivative of the new variable Aˆt is equal to
˙ˆ
At = −σ2Πˆt. (40)
DRAFT
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Moreover, the derivative of Pˆt is equal to
˙ˆ
Pt =(1 + )A
′
0,atPˆt + (1 + )PˆtA0,a
+ e(1+)A
′
0,at(AtPt + PtA
′
t + σ
2I)e(1+)A0,at
=AˆtPˆt + PˆtAˆ
′
t + σ
2I. (41)
Similarly, the derivative of Πˆt is given by
˙ˆ
Πt = −Aˆ′tΠˆt − ΠˆtAˆt. (42)
Combining (40) and (42), we obtain that the covariance path is determined by the following
second-order differential equation in the roating frame
¨ˆ
At + Aˆ
′
t
˙ˆ
At +
˙ˆ
A′tAˆt = 0, (43)
with the initial values given by
Aˆ0 = A0,s + A
′
0,a = −P0Π0, (44)
˙ˆ
A0 = −σ2Π0. (45)
The special case when σ = 0, the matrix Aˆt is clearly constant based on (40). Therefore,
(41) becomes a linear time-invariant system whose solution is given by the standard expression
Pˆt = e
Aˆ0tP0e
Aˆ′0t. Then, transforming Aˆt and Pˆt to the original coordinate to obtain that
At = e
(1+)A0,atA0e
(1+)A′0,at, (46)
Pt = T,t(A)P0T,t(A)
′, (47)
where T,t(A) = e(1+)A0,ate(A0,s+A
′
0,a)t, A0,s = −12(Π0P0 + P0Π0), A0,a = 12(P0Π0 − Π0P0).
T,t(A) is the state transition matrix which satisfies that T˙,t(A) = AtT,t(A). It is interesting to
note that the system matrix At has a rotating eigenspace. If  is sufficiently close to −1, then
there exists a unique covariance path of the form (45) that connects any given P0, P1 ∈ Sn++ [1].
DRAFT
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V. EXAMPLE
A. Comparing scalar-valued covariance paths
In this example, we compare scalar-valued covariance paths given by the closed-form expres-
sions in (6) and (25) to (26). Figure 1 illustrates several covariance paths with the initial value
being P0 = 6 and σ = 4. These plots clearly illustrate the differences between the paths obtained
from OMT and the Fisher-Rao metric, especially between the paths whose endpoints at t = 1
are far away from P0 + σ2, which is equal to 22 in this example.
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
6
Fig. 1: An illustration of the covariance paths. The dashed red lines denoted by P omtt illustrate the paths given
by (6) based on OMT. The slid blue lines denoted by P infot illustrate the covariance paths given by (25) to (26)
based on the Fisher-Rao metric.
B. Comparing matrix-valued covariance paths
In this example, we illustrate the difference between the above covariance paths using two
fixed endpoints given by
P0 =
1 0
0 0.3
 , P1 =
0.3 0
0 1
 . (48)
Fig. 2a shows the OMT-based paths in (6) using several different values for σ, where the ellipsoids
denote isocontour of the quadratic function x′Ptx = r2 with r = 0.5. Fig. 2b illustrates the
Fisher-Rao-based paths given by the (21). Since P0 and P1 commute, the paths are obtained by
using the closed-form expressions in (25) to (26) to the diagonal entries. Though there are minor
DRAFT
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differences between the two sets of covariance paths, all the Pt’s along the two paths have the
same eigenspace.
Regarding the covariance paths defined by (34) and (35), their closed-form solutions are
currently unknown. For this particular pair of end points, there exists multiple local optimal
paths. Specifically, we consider the solution to (33) when  = 0. In this case, any asymmetric
system matrix A of the form
A =
 0 ± (2k+1)pi2
∓ (2k+1)pi
2
0
 , (49)
is an optimal solution because the corresponding objective value is equal to zero. The corre-
sponding covariance paths are of the form
P±,t =
 0.3 + 0.7 cos2( (2k+1)pi2 t) ±0.7 cos( (2k+1)pi2 t) sin( (2k+1)pi2 t)
±0.7 cos( (2k+1)pi
2
t) sin( (2k+1)pi
2
t) 0.3 + 0.7 sin2( (2k+1)pi
2
t)
+ σ2It.
In order to obtain a numerical solution for the covariance paths given by (34) and (35) with  >
0, we apply the lsqnonlin nonlinear optimization toolbox and the ode45 functions in MATLAB
(The MathWorks, Inc., Natic, MA) to solve for Π0 so that a path Pt starts from P0 will have
the least square error relative to P1 at t = 1. We first set  = 0.001 and choose two different
initial values for Πˆ0 used in the optimization algorithms given by
Πˆ±,0 = ± 1
700
0 pi
pi 0
 ,
so that the corresponding system matrices given by (36) approximately satisfy (49). Next, we
gradually increase  using a step size of 0.001 and use the optimal Π0 from the previous step
as the initial value. The left and right panels of Fig. 3 illustrate two branches of locally optimal
paths corresponding to the two different initial values of Π0 with σ = 0.5 and several different
values for . All the numerical solutions satisfy the endpoints with the Frobenius norm of the
residuals at the order of 10−6 or smaller. Very different from the paths shown in (2), the paths
in Fig. 3 have rotating eigenspace where the rotation direction depends on the initial choice of
Π0. Moreover, as  increase, the paths become similar to those shown in Fig. 2.
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(a) OMT-based paths (b) Fisher-Rao-based paths
Fig. 2: An illustration of the covariance paths obtained using (6) (Left) and (21) (Right), respectively, with the
two endpoints given by P0 and P1 in (48).
(a) (b)
Fig. 3: An illustration of two branches, i.e. (a) and (b), of locally-optimal covariance paths obtained using (34)
and (35) with different initial values for Π.
C. Fitting noisy measurements of functional MRI data
In this example, we apply the proposed covariance paths to fit noisy sample covariance matrices
of a stochastic process based on a resting-state functional MRI (rsfMRI) dataset used in [1]. The
interested reader is referred to [1] for more detailed information on the data. This problem is
formulated as follows. Given K sample covariance matrices, P˜t1 , . . . , P˜tK based on K segments
of a multivariate time series, find a smooth covariance path Pt that minimizes
min
Pt
K∑
k=1
‖Ptk − P˜tk‖2F. (50)
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In this example, we has K = 10 noisy sample covariance from a 7-dimensional process. We apply
three parametric models of covariance path to fit these measurements using the fminsdp function
in MATLAB. The first one is the closed-form expression given by (6) which is parameterized
by P0,Π0 and σ. The optimal solution is denoted by Pˆ omtt . The second model is based on the
differential equation (18) and (19) which is implemented by the ode45 function in MATLAB.
The estimated path is denoted by Pˆ infot . Note again that this model is a special case of (34)
and (35) when  = −1. The more general model in (34) and (35) relies on the estimation an
additional parameter . Since the differential equations are highly nonlinear in term of , we find
that the MATLAB algorithm only provides a local optimal value of  depending on its initial
value. In order to obtain a reliable covariance path to understand the rotation of energy among
the variables, we apply the rotating-system based covariance path in (46) to fit the measurements
by setting  = 20 as used in [1]. The estimated path is denoted by Pˆwlst .
The discrete makers in Fig. 4 illustrate the noisy sample covariance of 6 entries of the
covariance matrices. The blue, green and red plots are the estimated paths given by Pˆ omtt , Pˆ
info
t ,
and Pˆwlst , respectively. The normalized squared errors corresponding to the three paths are equal
to 0.1842, 0.1696 and 0.1506, respectively. The much lower estimation error corresponding to
Pˆwlst is because of its capability in tracking rotations in the covariance.
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Fig. 4: These plots illustrate the noisy sample covariance P˜t and the fitting results of three covariance paths based
on a rsfMRI dataset.
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VI. DISCUSSION AND CONCLUSION
In this paper, we have investigated three types of covariance paths by using different reg-
ularizations on linear stochastic systems. The first covariance path is given by the solution
to the Schro¨dinger bridge problem for multivariate Gaussian and optimal mass transport. The
second type of covariance path is based on a generalization of the Fisher-Rao metric with a
stochastic input term. The third type of covariance paths is obtained using a weighted-least-
square regularizations on the system matrices. It is interesting to remark that the Fisher-Rao
metric can be viewed as a weight-mass-transport cost. The corresponding covariance path is a
special case of the weighted-least-square based solutions. The main contributions of this work
include the differential-equation formulations for the last two types of covariance paths and the
closed-form expressions for the scalar-valued case.
The general theme of this paper is closely related to the work in [12], [18]–[22] which
all focused on investigating smooth paths connecting positive definite matrices. The proposed
approach is based on different regularizations functions of system matrices which distinguishes
this paper from early work. Finally, we remark that a main motivation of this paper is from a
neuroimaging application on analyzing functional brain networks using resting-state functional
MRI data. The proposed covariance paths with rotating eigenspace may provide a useful tool
to understand the oscillations and directed connections among brain networks, which will be
further explored in our future work.
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