Abstract Quasi-Newton methods have played a prominent role, over many years, in the design of effective practical methods for the numerical solution of nonlinear minimization problems and in multi-dimensional zero-finding. There is a wide literature outlining the properties of these methods and illustrating their performance (e.g., Dennis and Schnabel, Numerical Methods for Unconstrained Optimization and Nonlinear Equations, 1996). In addition, most modern optimization libraries house a quasi-Newton collection of codes and they are widely used. The quasi-Newton contribution to practical nonlinear optimization is unchallenged.
Introduction
The multi-dimensional zero-finding problem is solve F (x) = 0, (1.1) where F (x) = (f 1 (x), f 2 (x), . . . , f n (x)) T and each f i (x) maps real n-vectors x into scalars in a continuous and differentiable manner. A quasi-Newton method approximates the true n-by-n Jacobian matrix, J (x) = ( ∂f ∂x j ) n×n , by successive updates. For example if x k is the current approximate solution to (1.1), and the current approximation to the Jacobian matrix J k = J (x k ) is B k , then a quasi-Newton method involves an update function U , B k+1 = U(B k , y k = F k+1 − F k , s k = x k+1 − x k ) where x k+1 is the new iterate, F k = F (x k ), F k+1 = F (x k+1 ). As indicated, U typically depends only on the current Jacobian approximation, the change in the iterate x, and the change in the function F . Hence, no 'extra' information needs to be computed in order to update B k to yield B k+1 . The most successful quasi-Newton update for the nonlinear equations problem, often referred to as the secant update [1, 10] , is the matrix solution to the convex optimization problem, Acceptable practical convergence properties typically require use of a merit function (to ensure and measure progress toward a solution), often f 2 (x) = 1 2 F (x) 2 2 is used; a globalization scheme such as a line search or dogleg/trust region method is used in conjunction with the merit function. Consequently, the core loop of a typical globalized secant method for the multi-dimensional zero-finding problem can be framed as follows.
Algorithm 1 (Secant Quasi-Newton for zero-finding problems)
1. Solve B k d k = −F (x k ) (i.e., determine a quasi-Newton direction).
Use a globalization scheme involving
A robust quasi-Newton implementation will also attend to other (important) details such as:
1. Choice of starting matrix approximation B 0 . 2. Occasional refreshment of the Jacobian approximation B k for some values of k (when progress is deemed too slow).
It is important to note that the gradient of the merit function f 2 , i.e., ∇f 2 (x) = J (x) T F (x), is never computed in this popular approach. Generally, modern optimization methods for continuously differentiable problems expect an accurate gradient determination. However, in this situation the gradient is not computed-it is deemed too expensive (e.g., if the gradient computation involves computing the square Jacobian matrix at the current point then the cost of the gradient computation will be a factor of n times the cost to evaluate F (x)). Why is the merit function gradient not necessary in this case? There are two main reasons:
(a) The nonsingularity of B k ensures that the quasi-Newton direction d k is a descent direction for the merit function f 2 , i.e., ∇f
Property (a) helps yield downhill steps with respect to the merit function, and property (b) allows the gradient ∇f 2 (x) = J (x) T F (x) to be replaced with B T F (x) with respect to first-order convergence results. Why is there no secant method specifically for low residual nonlinear least-squares problems? A nonlinear least squares problem is a nonlinear minimization problem of the form, min 2 2 , where F represents a rectangular mapping,
Each f i (x) maps real n-vectors x into scalars in a continuous and differentiable manner, and m ≥ n. We are particularly interested in the case where m > n since the equality case is discussed above. Generally, approaches to the nonlinear leastsquares problem fall into two camps: those that treat the minimization of f 2 (x) as a general smooth nonlinear minimization problem (and ignore structure) and those that exploit the specific structure of this problem. The most popular approach in the latter camp is to ignore the terms of the Hessian matrix of f 2 that involve multiplication by 'residual' terms (e.g., f i (x)) since they are expected to be small at the solution. Consequently, the linear approximation,
is used in the step determination procedure at point x. For example, a trust region approach to the minimization of f 2 will involve the determination of a trial step d k at point x k :
The question we explore in this paper is the potential use of a secant approximation B k to the Jacobian approximation J k , for the (low residual) nonlinear least-squares problem.
A rectangular secant approximation
Let B k be an m-by-n approximation to the m-by-n Jacobian matrix of the nonlinear vector-valued function F given in (1.4). Clearly problem (1.2) can be stated in the case where m > n and the solution is the update given in (1.3)-now rectangularprovided the step s k is not zero. Therefore in principle a globalized secant method can be designed similar to that used in multi-dimensional zero-finding.
Algorithm 2 (Secant Quasi-Newton Method for nonlinear square problems)
1. Use the linear approximation
The updated matrix B k+1 via (1.3) maintains full column rank with the similar conditions as for the square matrices.
k is the Moore-Penrose inverse [19] , then B k+1 updated by (1.3) maintains full column rank.
Proof Refer to the proof in Appendix.
Note that the framework we have presented here, in analogy to the zero-finding situation, does not involve the gradient of the function f 2 , i.e., ∇f 2 
(x) = J (x) T F (x).
In the zero-finding case this approach succeeds essentially because F (x) → 0, as x → x * , a zero of F . However, in the rectangular case we are forcing ∇f 2 (x) = J (x) T F (x) → 0 without the expectation that F (x) → 0. Therefore it is difficult to see how sufficient progress (step 2) toward a solution can be ensured without the gradient computation.
However, automatic differentiation technology allows for the computation of the gradient, ∇f 2 (x) = J T (x)F (x), in time proportional to the time required to evaluate f 2 (x), i.e., proportional to the time to evaluate F (x)-there is no need to compute the Jacobian itself [13] . Therefore, without significant extra expense the globalization scheme (step 2) can also involve the additional information
To follow is an efficient dogleg/secant method for the (low-residual) nonlinear least-squares problem. We note that the 'nonlinear computations' in each iteration take time O(ω(F (x))) where ω(F (x)) is the time (or work) required to evaluate the argument.
The trust region subproblem to be solved at each iteration to generate a trial step
where k > 0 is the trust region radius, and P k is the 'dogleg' piecewise linear path connecting x k to CP, the Cauchy Point (i.e., the minimizer of the quadratic function in (2.1) along the negative gradient direction −∇f 2 (x k )), and then connecting CP to
The overall dogleg/trust region approach, which guarantees our proposed Algorithm 2 is able to converge to a first-order point from any starting point (e.g., Theorem 6.4.5 and 6.4.6 [6] ), is:
3). Endif
The constants in this approach satisfy:
Local convergence
This section is devoted to analyzing the local convergence property for Algorithm 2 proposed in Sect. 2 for two different initial approximation of Jacobians. The results are similar to those in [3] . 
where J is the Jacobian of F (x) at x * and has full column rank,
, 
since e i+1 2 < e i 2 and condition (1) of the theorem implies that, for x, y ∈ N ,
Now, if we define r by
it follows from (3.2) and Lemma 1 in [7] that 
Inserting (3.5) into (3.4), we have
Taking the 2-norm on the both sides of the above equation for e i+1 , it follows that
From Corollary 8.6.2 of [12] and α = J † 2 , if α E i 2 < 1, we have
where σ min (A) is the smallest nonzero singular value of matrix A. Equation (3.6) can be rewritten as
that is,
Next, the proof proceeds inductively, and we use the subscript kth to denote kth approximation. Assume that for i = 1, 2, . . . , k, e i 2 ≤ θ e i−1 2 , where 0 ≤ θ ≤ 1. Then, from (3.1), we have
So, from (3.7), e k+1 2 ≤ θ e k 2 is true only if
and it follows that from (3.7), that e k+1 2 ≤ θ e k 2 , if
where μ = αL e 0 2 .
It is only possible to satisfy (3.9) if
We would like to obtain the largest bounds for e 0 , thus the maximum value of μ, denoted as μ 1 , is about 0.244, and the corresponding θ , denoted as θ 1 , is about 0.671. Therefore, if e 0 and E 0 satisfy condition (3) of the theorem, and e i+1 2 ≤ θ 1 e i 2 , for i = 1, 2, . . . , k, then e k+1 2 ≤ θ 1 e k 2 , which implies that e k+j 2 ≤ θ j 1 e k 2 , for i = 1, 2, . . . . Also, if E 0 satisfies (3.8) with k = 0, then e 1 2 ≤ θ 1 e 0 2 , which implies that e i 2 ≤ θ i 1 e 0 2 . The above two theorems establish that our proposed method for rectangular problems has the same convergence properties as the Broyden method in [1, 3] .
Numerical experiments
In this section, we will compare the performance of three nonlinear least squares solver approaches.
Method 1 (Secant Quasi-Newton) The secant quasi-Newton method is proposed in Sect. 2. In this method, we use the secant update for the Jacobian matrix and the reverse mode AD to evaluate ∇f 2 (x). In order to reduce the number of iterations, we use the criterion in [14] to occasionally refresh the exact Jacobian matrix. That is we recompute the exact Jacobian matrix by forward AD, rather than the Broyden update, when ∇f 2 (x i+1 ) inf ≥ 0.9 · ∇f 2 (x i ) inf , where · inf is the infinity norm.
In our experiments we do not update the QR-factors under the rank-1 Broyden update; rather, we update the rectangular Jacobian approximation as indicated in (1.3) and then employ the MATLAB backslash, ('\'), command. Updating the factors may be advantageous, with respect to speed, in some environments. However, employment of the MATLAB backslash has the advantage that the orthogonal matrix Q need not be explicitly computed: given the fair frequency in which the Jacobian is refreshed, the speed advantage of the QR-update over the full run of a nonlinear problem is less apparent on our test problems. Conditions for refreshment of the Jacobian matrix are given above.
Method 2 (Powell's dogleg) We choose the Powell's dogleg method [17] developed by Nielsen in their toolbox, 'immoptibox' [16] . Users have to supply their own Jacobian computation method for the dogleg method, thus we use the forward mode AD approach in ADMAT 2.0 [5] as our derivative computation method.
Method 3 (Standard Quasi-Newton) We choose the standard quasi-Newton method 'fminunc' in MATLAB optimization toolbox. Before calling 'fminunc' function, we have to set two flags of input argument 'options'-'Gradobj' to on and 'Largescale' to off (see MATLAB function 'fminunc' documentation for details). The first flag will call the reverse mode AD in ADMAT 2.0 [5] (or user specified differentiation method) to compute gradients. The second flag is set to choose the BFGS quasiNewton method [2, 9, 11, 18] with a mixed quadratic and cubic line search procedure to solve nonlinear least squares problems.
All experiments were taken on a laptop with Intel Duo Core processor T2300 where i = 1, 2, . . . , m and n is the number of entries in x. We assume that there exists an x so that
where the { i } are errors on the data ordinates, assumed to behave like 'white-noise'. Then, for any choice of x, we can compute the residuals,
The least squares fit is to determine a minimizer x * , such that
Here, we use these three methods to solve 50 problems with n varying from 40 to 2000 and m varying from 50 to 2500. The vector x is chosen as a random vector with the corresponding size. The initial guess, x 0 , is a random vector equally distributed on interval [0, 1]. Table 1 displays a part of the performance results of these three solvers. Figure 1 illustrates the execution time of these three solvers in seconds. Table 1 Problem 2 (Variably dimensioned function) In this example, we tested the three approaches on the variably dimensioned function in the Moré-Garbow-Hillstrom collection [15] , which is widely used in testing unconstrained optimization software. Consider solving the nonlinear least squares problem, where y = g(x) : R n → R m , where m = n + 2, is the variably dimensioned function, which is defined as
The initial guess, x 0 is a random vector distributed on interval [0, 1]. As we know, the minimizer of min g(x) 2 is x * = [1, 1, . . . , 1, 1] T and g(x * ) 2 = 0. Similar to Problem 1, we list a part of the performance results in Table 2 and plot the execution times in Fig. 2 . In Table 2 and Fig. 2 , we only record the performance results of the secant Quasi-Newton and Powell's dogleg method since the standard Quasi-Newton method failed in solving this problem.
Problem 3 (Penalty function I) This testing problem is also selected from the Moré-Garbow-Hillstrom collection [15] . Consider solving the nonlinear least squares problem,
where y = g(x) : R n → R m , where m = n + 1, is the penalty function I, which is defined as y = √ 10 −5 · (x − 1);
The initial guess, x 0 is also chosen randomly, whose entries are distributed uniformly on interval [0, 1]. In order to increase the evaluation cost of the objective function, we 'artificially' compute the objective function and its corresponding derivatives ten Table 2 times on each objective function call so that the cost of the objective function evaluation, rather than the cost of linear algebra operations, say linear least square solvers, dominates the whole computational time. Table 3 lists some performance results of three approaches while Fig. 3 plots all the execution time for the penalty function I with n varying for 50 to 1000. The numerical results presented above support the thesis that our proposed secant method (in combination with reverse-mode automatic differentiation), can be an efficient way to solve nonlinear least-squares minimization problems, relative to popular alternatives. Reverse mode automatic differentiation plays a crucial role because this allows for the efficient and accurate determination of the gradient of the nonlinear least-squares objective function without assuming the accurate determinate of the (perhaps expensive) Jacobian matrix.
Concluding remarks
We have presented a new secant method for nonlinear least squares, especially for low-residual problems. This method is computationally feasible because of the application of (reverse-mode) automatic differentiation which enables the efficient calculation of the gradient of the objective function without requiring the calculation of the Jacobian matrix (which can be prohibitively expensive).
We have established strong supporting local convergence results, and a standard globalization technique yields good global behavior. The numerical results indicate this new approach can outperform the best existing methods, and is certainly competitive. Fig. 3 Running times for three approaches to solving the penalty function I problems, corresponding to the data in Table 3 We conclude with one caution. The memory demands of reverse mode AD can be large and if fast memory availability is exceeded then the performance of this approach can degrade in a significant way. However, there are techniques availableand this is an active research area-that can often limit memory requirements [4] thus increasing the range of applicability of reverse-mode AD and hence the proposed nonlinear least-squares techniques in this paper.
