Abstract. Let L be a time-periodic Tonelli Lagrangian on a closed manifold of dimension two. Then the β-function of L is differentiable in at least k directions at any k-irrational homology class. The same result holds when L is an autonomous mechanical Lagrangian with a C 3 potential on a closed manifold of dimension three.
Introduction
This paper addresses the problem of the differentiability of Mather's β-function for time-periodic Lagrangian systems. The setting is the dynamics of time-periodic Lagrangian systems as introduced by Mather in [Mr91] . In the sequel, M is a closed, connected manifold. A Tonelli Lagrangian on M is a C 2 function on T M × T, where T is the unit circle, satisfying the following conditions :
(1) for every (x, t) ∈ M × T, the function v → L(x, v, t) is superlinear (2) for every (x, v, t) ∈ T M × T, the bilinear form ∂ 2 L(x, v, t)/∂v 2 is positive definite (3) the local flow Φ t defined on T M × T by the Euler-Lagrange equation for extremals of the action of curves is complete.
A good example to keep in mind is the sum of a Riemann metric, viewed as a quadratic function on T M , and a time-periodic potential (a function on M × T). See [F] for more background and references. When the Lagrangian does not depend on t ∈ T, it is called autonomous.
Define M inv to be the set of Φ t -invariant, compactly supported, Borel probability measures on T M × T. Mather showed that the function (called action of the Lagrangian on measures)
is well defined and has a minimum. A measure achieving this minimum is called L-minimizing. When M = T, by Mather's Graph Theorem ( [Mr91] ) an invariant measure has a rotation number just like an invariant measure of a circle homeomorphism. For other manifolds Mather proposed in [Mr91] the following generalization. First he observed that if ω is a closed one-form on M and µ ∈ M inv then the integral T M ×T ωdµ is well defined, and only depends on the cohomology class of ω. By duality this defines a homology class [µ] . Since H 1 (T, R) = R the word rational is self-explanatory. For other manifolds we need a bit of terminology. The torsion-free part of H 1 (M, Z) embeds as a lattice Γ in H 1 (M, R). A class h ∈ H 1 (M, R) is called integer if it lies in Γ, and rational if nh ∈ Γ for some non-zero integer n. A subspace of H 1 (M, R) is called integer if it is generated by integer classes.
We say a cohomology class c ∈ H 1 (M, R) is integer if c, h ∈ Z for every h ∈ Γ. A subspace of H 1 (M, R) is called integer if it is generated by integer classes.
A convex function has a tangent cone at every point. We say it has a vertex at x if its tangent cone at x contains no straight line. An enticing question, suggested by Theorem 1.1, is whether or not vertices of β only occur at rational homology classes. In [Mt09] we gave a partial answer to this question. Here we are concerned with points of non-differentiability which are not necessarily vertices.
We need to give a quantitative meaning to the irrationality of a homology class. The quotient H 1 (M, R)/Γ is a torus T b , where b is the first Betti number of M . For h in H 1 (M, R), the image of Zh in T b is a subgroup of T b , hence its closure T (h) is a finite union of tori of equal dimension. This dimension is called the irrationality I Z (h) of h. It is zero if h is rational. We say a class h is completely irrational if its irrationality is maximal, i.e. equals b. Note that the irrationality of h equals that of nh for n ∈ Z, n = 0 since the quotient of T (h) by T (nh) is a group of cardinality n.
We say that β is differentiable in k directions at h if the tangent cone to β at h contains a linear space of dimension k. We are thus led to ask whether β is always differentiable in k directions at a k-irrational homology class. This will henceforth be referred to as the Differentiability Problem. Mather conjectures the answer is yes for C ∞ Lagrangians. The answer to the Differentiability Problem is yes for all C 2 Lagrangians when M = T by Theorem 1.1. In this paper we prove the answer is yes for small degrees of freedom. To keep the statements light we state two different versions of the theorem, one for time-periodic Lagrangians in dimension two, the other for autonomous Lagrangians in dimension three with some extra smoothness on the zero section of T M . This includes the case of autonomous mechanical Lagrangian with a C 3 potential in three degrees of freedom. Recall that an autonomous mechanical Lagrangian is the sum of the kinetic energy associated to a Riemann or Finsler metric, and a function (the potential) on M .
Theorem 1.2. Let
• M be a closed manifold of dimension two • L be a Tonelli Lagrangian on T M × T. Then the β-function of L is differentiable in k directions at any k-irrational homology class.
Those theorems will come as corollaries of our next result, which links the differentiability of the β-function with the topology of the complement of the Aubry set A(L, c). We refer the reader to the next section for a precise definition of the Aubry set.
We call
• supporting subspace to the graph of α, any affine subspace of H 1 (M, R)× R that meets the graph of α but not the open epigraph
• flat of α, the intersection of the graph of α with a supporting subspace. Note that flats of α are convex since α is convex, so we may speak of their relative interiors. Since α is the Fenchel dual of β, dealing with flats of α is equivalent to, and sometimes more convenient than, dealing with the differentiability of β.
Throughout this paper we view T M × T as embedded into T (M × T) by the map (x, v, t) −→ (x, v, t, 1). This allows us to compare the Aubry set, which is a subset of T M × T, with the support of 1-forms on T (M × T). Now if c ∈ H 1 (M, R), we define the following subsets of
is the set of cohomology classes of closed one-forms on M × T which are supported outside A(L, c). We shall abbreviate the notations to E c , V c , F c when there is no ambiguity on the Lagrangian. It can be seen from [Mt03] , [Mt07] , that F c is the maximal flat of α containing c in its relative interior. Moreover, by [Mt03] , Proposition 6 or [Mt09] , Proposition 21, for any c ′ such that (c ′ , α(c ′ )) lies in the relative interior of F c , we have A(L, c) = A(L, c ′ ). The set V c is the underlying vector space to the affine subspace of H 1 (M, R) × R generated by F c .
We proved in [Mt03] that E c ⊂ V c for any autonomous Tonelli Lagrangian on a closed manifold M , and any cohomology class c ∈ H 1 (M, R). The timeperiodic case is treated in [Mt07] . In other words, if you have a closed oneform ω supported away from your Aubry set, you may add a small multiple of ω to your Lagrangian without changing the Aubry set.
The relevance of the inclusion E c ⊂ V c to the Differentiability Problem is that E c is an integer subspace of H 1 (M × T, R) by Lemma A.2. It is proved in [Mt09] (Proposition 20) that if, for every c ∈ H 1 (M, R), V c is an integer subspace of H 1 (M × T, R), then the answer to the Differentiability Problem is yes. Our main result in this direction is
In the autonomous, three-dimensional case we have a similar result, provided we rule out fixed points in the Aubry set, or that we require some extra smoothness for L. Theorem 1.5. Let
• M be a closed manifold of dimension ≤ 3 • L be an autonomous Tonelli Lagrangian on T M
• c be a cohomology class in H 1 (M, R) such that the Aubry set A(L, c) does not contain any fixed point of the Euler-Lagrange flow.
• L be an autonomous Tonelli Lagrangian on T M such that the map x → L(x, 0) is at least C 3 • c be a cohomology class in H 1 (M, R).
The two-dimensional case of Theorem 1.5 is treated in [Mt03] , but the difficulty caused by fixed points is blissfully ignored there. The missing case is now covered by Theorem 1.4, since an autonomous Lagrangian is a particular case of time-periodic Lagrangian.
Actually what we prove is that under some non-degeneracy hypothesis which is too technical to state in this introduction, we have E c = V c . Then we prove our hypothesis holds in small degrees of freedom, by a geometric measure theoretic argument (Ferry's lemma, see [F75] or [FFR09] , Lemma A.1).
Many non-degeneracy hypothesis have already been introduced in Lagrangian dynamics, the first being Mather's assumption that the quotient Aubry set is totally disconnected. These hypothesis are neatly hierarchized in [Be] . All of them deal with the size of the quotient Aubry set. At the top of the hierarchy sits the finiteness of the number of minimizing measures. It is proved in [BC08] that for a generic Lagrangian L, for any cohomology class c, there exists finitely many (L, c)-minimizing measures.
It turns out that the hypothesis we need here deals with the size of the Aubry set itself, not the quotient Aubry set. In other words, we require not only that there be few minimizing measures, but that the supports of the minimizing measures be small, or very regular-for instance, rectifiable.
Next we turn to the study of generic Lagrangian dynamics, specifically Problem III of [Mn96] : is it true that for a generic Lagrangian L, there exists a dense open set U (L) of H 1 (M, R) such that for any c in U (L), there exists a unique (L, c)-minimizing measure µ, and µ is supported on a periodic orbit ?
Since the homology class of minimizing measure supported on a periodic orbit of a time-periodic Lagrangian is rational, a first step is to look at the set of cohomology class which are subderivatives to β at some rational homology class. All we can prove at the moment is
Then the set of cohomology classes c which are subderivatives to β at some rational homology class is dense in H 1 (M, R).
In the autonomous, three-dimensional case we have a similar result, and we need not rule out fixed points in the Aubry set, because the homology class of a minimizing measure supported on a fixed point is zero, which is rational. Theorem 1.8. Let
• M be a closed manifold of dimension three • L be an autonomous Tonelli Lagrangian on T M . Then the set of cohomology classes c which are subderivatives to β at some rational homology class is dense in H 1 (M, R).
The main ingredient that is missing to answer Problem III of [Mn96] for a time-periodic Lagrangian in two degrees of freedom, or for an autonomous Lagrangian in three degrees of freedom, is Proposition 2.1 of [CMP04] (see also Proposition 5 of [Mt97] , or Proposition 5.6 of [BM08] ), which says that for an autonomous Lagrangian on a closed manifold of dimension two, if a minimizing measure µ has a rational homology class, then the support of µ consists of periodic orbits, or fixed points. In [Mt03] an affirmative answer is claimed to Problem III of [Mn96] in the case where dim M = 2, M is orientable, and L is autonomous. The proof is a mere sketch, and it uses implicitly the result of [Mt] as if it were a matter of course. Here we prove a slightly stronger statement : A similar result is proved for time-periodic Lagrangians on a circle in [O09] . The difference with [Mt03] is that we do not require M to be orientable, and we deal with Aubry sets instead of Mather sets. Recall that by Theorem 1 of [Be07] , whenever the Aubry set is a finite union of hyperbolic periodic orbits, there is a subsolution of the Hamilton-Jacobi equation which is as smooth as the Hamiltonian. Thus we have the following
there exists a C k subsolution to the Hamilton-Jacobi equation associated to (L + f, c).
Note we cannot hope to find a C k subsolution for all c, since by a recent result of A. Fathi ([F09] ), a C 2 subsolution for an autonomous Lagrangian on a surface may only exist if the Aubry set is a quasi-periodic torus, or consists of periodic orbits. This paper is organized as follows. In Section 2.1 we review the vocabulary and definitions that are needed for our proofs. In Section 2.2 we prove our main proposition, which says that under an appropriate non-degenaracy hypothesis, E c = V c. In Section 2.3 we prove that our hypothesis holds when the dimension of M is two, or when L is autonomous, the dimension of M is three, and there are no fixed points in the Aubry set. Theorem 1.4 follows, from which we deduce Theorem 1.2 , using [Mt09] (Proposition 20). In paragraph 2.3.2 we prove Theorem 1.5. In paragraph 2.3.3 we prove Theorem 1.6, from which we deduce Theorem 1.3.
Starting from Section 3 we assume, besides our non-degenaracy hypothesis, that the one-dimensional Hausdorff measure of the quotient Aubry set is zero. This also holds when the dimension of M is two, or when L is autonomous, the dimension of M is three, and there are no fixed points in the Aubry set (see [FFR09] ). Actually what we use is the semi-continuity of the Aubry set, which is a consequence of the one-dimensional Hausdorff measure of the quotient Aubry set being zero (see [Be] ).
Under these two hypothesis we prove in Appendix C some technical lemmas about the semi-continuity of the faces of the α-function. In Section 3 we use these lemmas to prove Theorems 1.7 and 1.8. In Section 4 we prove Theorem 1.9.
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2.
2.1. Notation.
2.1.1. Abelian cover. Recall the Abelian cover of M is the cover p : M −→ M whose group is the quotient, Γ, of H 1 (M, Z) by its torsion.
Subsolutions of Hamilton-Jacobi equations.
Recall that the Hamiltonian associated to a Tonelli Lagrangian L is
A subsolution of the critical Hamilton-Jacobi equation associated to L is a
where α is the α-function of L. The existence of a subsolution of the critical Hamilton-Jacobi equation associated to L is guaranteed by [Mt07] , while the autonomous case was done in [FS04] .
2.1.3. Aubry sets. Let u be a subsolution of the critical Hamilton-Jacobi equation associated to L. Since M is compact, there exists a non-empty subset E u of M × T such that
The Aubry set of L is then defined as the intersection, over all subsolutions u of the critical Hamilton-Jacobi equation associated to L, ot the setsẼ u . So it is a subset of T * M × T. It was proved by Fathi ( [F] ) that it is not empty. The Legendre transform associated to L is a
, strictly convex and superlinear. The image of the Aubry set under the Legendre transform associated to L is a subset of T M × T, which we also call Aubry set, and denote A(L). It will always be clear from the context to which Aubry set we refer. The image of the Aubry set under the canonical projection π : T M × T −→ M × T is called projected Aubry set. Again, we shall denote it A(L), and it will always be clear from the context whether we mean the Aubry set in T M × T or M × T.
2.1.4.
The Aubry set as a function of the cohomology class. If ω is a closed 1-form on M , then L − ω is a Tonelli Lagrangian, and its Aubry set only depends on the cohomology class c of ω. We denote it A(L, c).
and h(L−ω) be the Peierls barriers for L and L−ω, respectively (see [F] for the precise definition)
For brevity we denote
The Jacobian map asociated with ω is defined as
It is proved in [Mt09] , Proposition 6, that φ ω satisfies a Hőlder condition of order two along A.
Main proposition.
Proposition 2.1. Let
• M be a compact, connected manifold without boundary
• ω be a smooth closed one-form on M such that [ω] = c • φ be the Jabobian map associated with ω as defined in paragraph 2.1.5. Assume the Hausdorff one-dimensional measure of
Proof. Denote by
• H 1 the Hausdorff one-dimensional measure
• N (ǫ) the number of intervals of length ǫ necessary to cover A, for any ǫ > 0.
Since
By Lemma A.1, there exists ǫ 0 > 0 such that for any homology class h in E ⊥ 0 , for any 0 < ǫ < ǫ 0 , h is represented by a linear combination of at most b 1 (M ) simplices contained in the ǫ-neighborhood A ǫ of A. Take
Pick some i between 1 and k. The continuous curveγ i lies within distance ǫ/3 of A, so by cuttingγ i into pieces of length ≤ ǫ/3 we see that there exists a finite sequence z 1 , . . . z n of points of A, such that
Then by the Hőlder property of φ, |φ(z j+1 ) − φ(z j )| ≤ Cǫ 2 , so by Lemma B.1 it takes at least |φ(
intervals of length Cǫ 2 to cover
2.3. Sufficient conditions for the hypothesis of Proposition 2.1 to be verified.
2.3.1. Assume the dimension of M is two. By Ferry's Lemma ( [F75] , see also [FFR09] , Lemma A.1), since φ is defined on a manifold of dimension two, and is 2-Hőlder along A, the one-dimensional Hausdorff measure of φ(A) is zero. So for all c in the relative interior of F 0 , we have c ∈ E 0 . Since the relative interior of F 0 generates V 0 , this implies V 0 ⊂ E 0 . The converse inclusion is proved in [Mt07] , so E 0 = V 0 . Replacing L with L − ω, where ω is a closed one-form, we see that E c = V c for all c ∈ H 1 (M, R). This proves Theorem 1.4. Now Lemma A.2 says that E c is an integer subspace of H 1 (M, R), so V c is an integer subspace of H 1 (M, R), which, by [Mt09] , Proposition 20, proves Theorem 1.2.
Assume that
• the Aubry set of L contains no fixed points.
By [FFR09] , Proposition 3.2, the intersection of the support of a minimizing measure with the zero section consists of fixed points of the EulerLagrange flow. So the Aubry set does not meet the zero section. Thus we know from Mather's Graph Theorem that the projected Aubry set A := A(L) is a Lipschitz lamination whose leaves are the orbits. In other words, one can cover A with finitely many charts (U i , f i ) such that:
• The horizontal lines {y}×] − 1, 1[ are mapped into pieces of leaf.
Since f i is Lipschitz, Φ i is 2-Hölder on K i . Now K i is a subset of R 2 , so Ferry's Lemma implies that the one-dimensional Hausdorff measure of Φ i (K i ) is zero. Observe that dφ vanishes identically along any orbit contained in A, so φ is constant along the orbits contained in A. Therefore φ(A) is contained in the finite union of Φ i (K i ). So the one-dimensional Hausdorff measure of φ(A) is zero. This proves Theorem 1.5.
Then the proof of Theorem 1.2 of [FFR09] says that the set of fixed points contained in the Aubry set has two-dimensional Hausdorff measure zero. Since φ is 2-Hőlder along the Aubry set, the image under φ of the set of fixed points contained in the Aubry set has one-dimensional Hausdorff measure zero. Since, by [FFR09] , Proposition 3.2, the set of fixed points contained in the Aubry set equals the intersection of the Aubry set with the zero section of T M , the argument of Paragraph 2.3.2 shows that the image under φ of the rest of the Aubry set has one-dimensional Hausdorff measure zero. This proves Theorem 1.6, which, by [Mt09] , Proposition 20, proves Theorem 1.3.
Density of Legendre transforms of rational homology classes
3.1. Preliminaries and notations.
3.1.1. Hypothesis on the quotient Aubry set. See [FFR09] for a definition of the quotient Aubry set. We denote A c the quotient Aubry set associated with the cohomology class c. In this section we consider Lagrangians whose quotient Aubry set has one-dimensional Hausdorff measure zero. By [FFR09] , this holds whenever the dimension of M is two, or the dimension of M is three and there are no fixed points in the Aubry set. Beware that this is not stated explicitely in [FFR09] , one needs to look at the proof of Theorem 1.
1. Actually what we shall use is the semi-continuity of the Aubry set, which, by [Be] , is a consequence of the one-dimensional Hausdorff measure of the quotient Aubry set being zero .
3.1.2. Legendre transforms. Recall that if h is an element of
that is, the set of subderivatives to β at h. Likewise, if if c is an element of
We will abbreviate the notation to L(h) or L(c) when no ambiguity is possible.
3.1.3. Rational affine subspaces. We say an affine subspace of H 1 (M, R) is rational if it is defined by equations of the form c i , h = τ i , i = 1, . . . k, where c i , i = 1, . . . k, are integer cohomology classes, and τ i ∈ Q, i = 1, . . . k. What we need to know about rational affine subspaces is the Lemma 3.1. Let
• H be a rational affine subspace of H 1 (M, R)
• H Q be the set of rational homology classes contained in H.
Then H Q is dense in H. 
are rational by [Mt09] , Lemma 18, and dense in H.
Measures on T M ×T and functions on T (M ×T). Recall that we view
So if µ is a measure on T M × T, we implicitly extend it to a measure on T (M × T) by setting
Therefore, if µ is an invariant measure of L and ω is a closed one-form on
we have
3.2. Main proposition. on M × T, whose cohomology classes are linearly independant in H 1 (M × T, R), and such that
In the first case V contains a rational homology class, so we are done. Assume we are in the second case for
, are the coordinates of h in the basis of H 1 (M, R) dual to the integer basis c i , i = 1, . . . b 1 (M ) of H 1 (M, R). By [Mt09] , Lemma 18, this proves that h is rational, and the proposition.
Let us start the induction with k = 0.
Since α is superlinear, the sequence c n remains within some compact subset of H 1 (M, R), hence we may assume that c n converges to some c. Then by continuity < c, h >= α(c) + β(h) so c ∈ L(h). Since we assumed that L(h) is a point, we have L(h) = {c}. Now recall that h ∈ V , so c ∈ U . Hence ∃n 0 ∈ N, ∀n ≥ n 0 , c n ∈ U . Therefore ∀n ≥ n 0 , h n ∈ V , which proves that V is open in H 1 (M, R). Second case. Assume that for some h in V , dim L(h) ≥ 1. Since h ∈ V , we have L(h) ∩ U = ∅, and since U is open, U must then meet the relative interior of L(h). Take c ∈ U in the relative interior of L(h). Then F c , the largest face of α containing c in its relative interior, is L(h) by [Mt] , Lemma A.4. Thus V c = VectL(h), which yields E c = VectL(h) by our assumption on U . So the dimension of E c is at least one. Moreover E c is an integer subspace of H 1 (M, R) (see Lemma A.2). So we may find an integer one-form ω 1 on M × T, such that [ω 1 ] ∈ E c and the support of ω 1 is disjoint from the Aubry set of c.
Furthermore, by the semi-continuity of the Aubry set, there exists a neighborhood U 1 of c in U , such that
This finishes the first induction step. Assume now we have carried out the induction process until the k-th step for some 1 ≤ k ≤ b 1 (M ) − 2. If we are in the first case of the k-th step, there is nothing left to do, so assume we are in the second case.
Let H k be the rational affine subspace of H 1 (M, R) defined by the equations c i , . = −τ i for i = 1, . . . k + 1. Denote by V k the Legendre transform of U k , that is, the set of homology classes h such that for some c ∈ U k , < c, h >= α(c) + β(h). Then any h ∈ V k is the homology class of a c-minimizing measure µ for some c ∈ U k . The support of µ does not meet suppω i so c i ,
• a sequence h n in H k such that h n converges to h 0 • a sequence c n such that c n ∈ L(h n ) for all n ∈ N Taking a subsequence if we have to, we may assume the sequence c n converges to some c in L(h 0 ). Then by Lemma C.3 there exists N ∈ N such that ∀n ≥ N , c n + c 0 − c ∈ L(h n ). Now c n + c 0 − c converges to c 0 so for n large enough,
Second case. Assume that for some h ∈ V k , dim L(h) > k + 1. Take c in the relative interior of L(h). We have E c = VectL(h) as in the second case of the first step so the dimension of E c is at least k + 2. Since E c is an integer subspace of H 1 (M, R), we may find linearly independant integer one-forms ω 1 , . . . ω k+2 such that
Moreover, by semi-continuity of the Aubry set, there exists a neighborhood U k+1 of c in U k , such that
This finishes the (k + 1)-th induction step, and the proof of the proposition.
3.3. Proof of Theorems 1.7 and 1.8. To prove Theorem 1.7, we just take any open set U of H 1 (M, R) and apply Theorem 1.4 and Proposition 3.2. To prove Theorem 1.8, we first observe that the set S of cohomology classes which have a fixed point in their Aubry set is contained in L(0) where 0 denotes the zero element of H 1 (M, R).
Indeed, if a cohomology class c contains a fixed point in its Aubry set, the Dirac measure δ supported on the fixed point is c-minimizing, and the homology class of δ is zero, so α(c) + β(0) = c, 0 .
If the set S of cohomology classes which have a fixed point in their Aubry set is empty, the argument of the proof of Theorem 1.7 applies. If it is not empty, the same argument proves that subderivatives to β at rational homology classes are dense in the complement of S. On the other hand, since S is contained in L(0), any element of S is a subderivative to β at the rational homology class zero. This proves Theorem 1.8.
Proof of Theorem 1.9
Recall that given a Lagrangian L, for any homology class h, L(L, h) is a flat of α, so it has an Aubry set AL(L, h) (resp. a Mather set ML(L, h)), which is the Aubry set (resp. Mather set) of any cohomology class contained in the relative interior of L(L, h). Beware that ML(L, h) contains the Mather set M(L, h) of h, that is, the union of the supports of all (L, h)-minimizing measures, but the inclusion might be proper.
Lemma 4.1. Let
• M be a closed manifold • L be an autonomous Tonelli Lagrangian on T M • h be a homology class in H 1 (M, R)
• O 0 (h) be the set of f ∈ C ∞ (M ) such that the Aubry set AL(L+f, h) consists of finitely many hyperbolic periodic orbits
consists of (arbitrarily many) periodic orbits.
Replacing L with L + f , we may assume f = 0. Let γ 1 , . . . γ k be the hyperbolic periodic orbits which comprise AL(L, h). By a classical property of hyperbolic periodic orbits, there exists a neighborhood U 1 of the zero function in C ∞ (M ), and neighborhoods V 1 , . . . V k of γ 1 , . . . γ k in T M such that for any f ∈ U 1 , for any energy level E of L + f , the only invariant set of L + f contained in E ∩ V i , if any, is a hyperbolic periodic orbit homotopic to γ i , for i = 1, . . . k. c) is a finite union of periodic orbits, the quotient Aubry set A c is finite. Thus by [Be] , there exists a neighborhood U 2 of the zero function in C ∞ (M ), and a neighborhood U of c in H 1 (M, R), such that for all f in U 2 and c ′ in U , we have
Therefore, ∀c ′ ∈ U , ∀f ∈ U 1 ∩ U 2 , the Aubry set A(L + f, c ′ ) consists of finitely many hyperbolic periodic orbits. Observe that Lemma C.3 applies here, with h n = h ∀n, because AL(L, c) consists of finitely many periodic orbits, so E c = V c , and the quotient Aubry set A c is finite. Thus by Lemma C.3 there exists a neighborhood
) consists of finitely many hyperbolic periodic orbits. This proves that
Replacing L with L + f , we may assume f = 0. Let γ i , i ∈ I be the periodic orbits which comprise M(L, h), and let µ i be the probability measure equidistributed on γ i , for any i ∈ I. Since M is compact, its first Betti number is finite, so by Caratheodory's theorem we may us choose a finite number of γ i , say γ 1 , . . . γ k , such that h is contained in the convex hull of the homology classes of µ 1 , . . . µ k . Call V the union over i = 1, . . . k of the projections to M of γ i .
Take c in the relative interior of L(L, h). Replacing L with L − ω, where ω is a smooth one-form with cohomology c, we may assume c = 0. Now let us take a smooth function g such that g vanishes on V , and ∀x ∈ M, g(x) ≥ d(x, V ) 2 , where the distance is meant with respect to some Riemannian metric on M . Let λ be any positive number. We will show that λg ∈ O 0 (h), which proves that O 0 (h) is dense in O 1 (h). Observe that for i = 1, . . . k, γ i is a minimizing hyperbolic periodic orbit of the EulerLagrange flow of L + λg (see [CI99] ). Thus the zero cohomology class lies in
Adding a constant to L if necessary, we assume α L (0) = 0. Recall that the Aubry set is the union of the Mather set and orbits homoclinic to the Mather set. Therefore, to prove that λg ∈ O 0 (h), it suffices to prove that the Aubry set A (L + λg) does not contain any orbit homoclinic to the union of the γ i .
Assume γ : R −→ M is an extremal of L + λg, homoclinic to the union of the γ i . We have
On the other hand, remembering that α
which, since α L+λg (0) = 0, proves that γ is not contained in the projected Aubry set of L + λg. Therefore the Aubry set of L + λg consists of the union of the γ i , which proves that λg ∈ O 0 (h), and the Lemma.
4.1. Now finally let us prove the theorem. From now on we assume the dimension of M is two. Then, by [CMP04] (see also [Mt97] or [BM08] ), for any 1-irrational homology class h, for any h-minimizing measure µ, the support of µ consists of periodic orbits, or fixed points. Thus the set O 1 (h) of Lemma 4.1 is the whole of C ∞ (M ). Besides, by [Mn96] , for any homology class h, there exists a residual subset O 2 (h) of C ∞ (M ) such that for any f ∈ O 2 (h), there exists a unique (L + f, h)-minimizing measure. Set
Replacing L with L − f if necessary, we may assume f = 0. Then for every h ∈ H 1 (M, Q), there exists a unique (L, h)-minimizing measure µ(h), and µ(h) is supported on hyperbolic periodic orbits γ 1 (h), . . . γ k(h) (h). Let µ i (h) be the probability measure equidistributed on γ i (h), and let h i (h) be the homology class of µ i (h).
Let U be the set of c ∈ H 1 (M, R) such that the Aubry set A(L, c) consists of one hyperbolic periodic orbit homotopic to γ i (h) for some h ∈ H 1 (M, Q) and some i = 1, . . . k(h). Then U is open in H 1 (M, R) by the semi-continuity of the Aubry set and by the hyperbolicity of the minimizing orbit.
Recall from [Mt] that for any homology class h, if h = 0, R h is the largest radial face of β containing h, that is, the largest subset of the half-line {th : t ∈ [0, +∞[} containing h (not necessarily in its relative interior) in restriction to which β is affine. If h = 0 we just set R h := {0}.
Take h ∈ H 1 (M, Q) and c ∈ L(h). We want to prove that c lies in the closure of U , thus proving that U is dense in L (H 1 (M, Q) ). Theorem 1.9 follows, by using Theorem 1.7.
Case 1 : there exists i = 1, . . . p such that
is a hyperbolic fixed point by Lemma 4.1. The second point says that the relative interior of L(0) is contained in U , so the first point says that c ∈ L(h i ) is contained in the closure of U .
Case 2 : h i is not singular for any i = 1, . . . p. Then we use Theorem 1.3 of [Mt] :
where M(R(h i )) denotes the Mather set of R(h i ), that is, the union of the supports of all h ′ -minimizing measures for all h ′ ∈ R(h i ). 
Case 2.2 : for all i = 1, . . . p, R(h i ) is a closed interval of non-empty interior. Then the idea is to use Lemma C.3 of [Mt] to approximate c by cohomology classes which fall under case 2.1.
We focus on i = 1. First observe that there exists only one (L, h 1 )-minimizing measure µ(h 1 ), for otherwise there would be several h-minimizing measures. The (L, h 1 )-minimizing measure must then be supported on γ 1 (h). So h 1 is an extremal point of R(h 1 ), for otherwise there would exist another (L, h 1 )-minimizing measure, obtained by combination of ergodic measures corresponding to the extremal points of R(h 1 ).
Assume R(h 1 ) = [h 1 , λh 1 ] with λ > 1, the case when λ < 1 is identical. We want to prove that there exists a unique (L, λh 1 )-minimizing measure. This would be obvious if λ were rational. In any case the interval R(h 1 ) contains an element rh 1 of H 1 (M, Q). So there exists a unique (L, rh 1 )-minimizing measure µ(rh 1 ), supported on hyperbolic periodic orbits. Note that for any (L, λh 1 )-minimizing measure ν, some convex combination of ν and µ(h 1 ) is an (L, rh 1 )-minimizing measure. Thus there exists a unique (L, λh 1 )-minimizing measure, and it is supported on hyperbolic periodic orbits
Let us take a sequence t n of real numbers such that • t n < 1 for all n, and t n converges to 1 • t n h 1 is non-singular for all n • R(t n h 1 ) = {t n h 1 } for all n.
The second and third points owe to Lemma C.3 of [Mt] . Let us show that the relative interior of L(t n h 1 ) is contained in U for n large enough, which, together with Lemma C.2, proves that c lies in the closure of U . Take neigh-
The last requirement is made possible by the fact that when we shrink U 0 (resp. U 1 ∪. . . U k ), I 1 (resp. I 2 ) shrinks to h 1 (resp. the convex hull of the homology classes of the probabilities equidistributed on (
By semi-continuity of the Aubry set, for n large enough,
On the other hand, since t n h 1 is non-singular, by [Mt] , Theorem 1.3, and the definition of t n , we have
so proving that M(t n h 1 ) consists of one hyperbolic periodic orbit proves our theorem. To this end it suffices to prove that any (L, t n h 1 )-minimizing measure is supported inside U 0 . Indeed, by [Ca95] the support of a minimizing measure is contained in some energy level, and Condition 2 of the definition of U 0 , . . . U k then guarantees that M(t n h 1 ) consists of one hyperbolic periodic orbit. Assume, by contradiction, that
for infinitely many values of n. By extracting a subsequence we assume this holds for all n. Note that any t n h 1 -minimizing measure converges, in the * -topology, to µ 1 (h). So by Condition 3 in the definition of U 0 , . . . U k , M(t n h 1 ) also has a component in U 0 . Therefore, some (L, t n h 1 )-minimizing measure is a convex combination of a measure ν n supported in U 0 , and a measure τ n supported in U 1 ∪ . . . U k . Since ν n is supported in U 0 , its support consists of periodic orbits homotopic to (γ 1 ,γ 1 )(h), so [ν n ] ∈ Rh 1 . On the other hand t n h 1 is a convex combination of [ν n ] and [τ n ], so [τ n ] also lies in Rh 1 .
By Condition 3 in the definition of U 0 , .
, so β has a radial face containing [ν n ] and [τ n ], which contradicts our assumption that R(t n h 1 ) = {t n h 1 } for all n. Therefore, when n is large enough, AL(t n h 1 ) consists of one hyperbolic periodic orbit, so the relative interior of L(t n h 1 ) is contained in U .
Since L is autonomous, for any c, c ′ in L(h 1 ), we have α(c) = α(c ′ ) because, by [Ca95] , the support of any h 1 -minimizing measure is contained in the energy level α(c). So, for any c, c ′ in L(h 1 ), we have c − c ′ , h 1 = 0, whence for any c, c ′ in L(h 1 ), for any non-negative integer n, we have c − c ′ , t n h 1 = 0 = α(c) − α(c ′ ). Therefore the sequence t n h 1 meets the hypothesis of Lemma C.3. Thus by Lemma C.3 there exists a sequence c n in L(t n h 1 ) that converges to c. Since the relative interior of L(t n h 1 ) is dense in L(t n h 1 ), we may assume c n to lie in the relative interior of L(t n h 1 ), which is contained in U . Therefore c lies in the closure of U . Since h is an arbitrary rational homology class, and c is arbitrary in L(h), we have proved that U is dense in L (H 1 (M, Q)). By Theorem 1.7, this proves that U is dense in H 1 (M, R). Theorem 1.9 follows by setting U := U (L, f ). Proof. Observe that
Also, since E ǫ (resp. H ǫ ) is a vector subspace of H 1 (M, R) (resp. H 1 (M, R)), which is finite dimensional since M is compact, there exists ǫ 0 > 0 such that
Since F is compact, any element of E 0 is contained in E ǫ for some ǫ > 0, so
Denote by H ⊥ ǫ the set of cohomology classes c in
• a smooth function ϕ on M such that ϕ(x) = 1 for all x in F ǫ ′ , and ϕ(x) = 0 for all x in M \ F ǫ . Then the integral of ω vanishes on any cycle contained in F ǫ , hence ω is exact inside F ǫ , that is, there exists a C 1 function f :
So the closed one-form ω − d(ϕf ) is cohomologous to ω, and vanishes identically inside F ǫ ′ , so c ∈ E ǫ ′ = E 0 . Therefore H ⊥ ǫ ⊂ E 0 . The converse inclusion is obvious, so
Hence by duality (recall that the dimension of H 1 (M, R) is finite)
that is, any element h of H 1 (M, R) such that c, h = 0, ∀c ∈ E 0 , is represented by a cycle contained in F ǫ for any 0 < ǫ ≤ ǫ 0 .
We still have to prove the statement about the number of simplices. Consider the map J :
The map J is surjective by definition of H ǫ . The simplices contained in F ǫ generate H 1 (F ǫ , R), hence they generate H ǫ . Therefore we may find a basis of H ǫ that consists of simplices contained in F ǫ . The cardinal of this basis is at most b 1 (M ) since H ǫ is a vector subspace of H 1 (M, R). Therefore any element of H ǫ is represented by a linear combination of at most b 1 (M ) simplices contained in F ǫ .
Lemma A.2. Let
• M be a compact manifold without boundary • F be a closed subset of M
• E 0 be the set of cohomology classes of closed one forms on M supported outside F . Then E 0 is an integer subspace of H 1 (M, R).
Proof. Re-using the notation of the previous lemma, we have H ⊥ ǫ = E 0 for any 0 < ǫ ≤ ǫ 0 . Now by the Universal Coefficient Theorem, H ǫ is generated by integer classes, so it is an integer subspace of H 1 (M, R). Therefore H ⊥ ǫ = E 0 is also integer.
Appendix B. Pigeonholing
The next lemma is probably classical; however, the author couldn't find it in the litterature.
Lemma B.1. Take
• real numbers A > ǫ > 0 • a subset E of [0, A] such that 0, A ∈ E and no connected component of the complement of E is more than ǫ in length • a collection I 1 , . . . I N of intervals of length < ǫ such that E is contained in the union of the I j . Then N ≥ A/2ǫ.
Proof. Let
• j(0) ∈ {1, . . . N } be such that 0 ∈ I j(0)
• x 1 ∈ E be such that x 1 ∈ I j(0) and x 1 < 2ǫ. We define by induction on k ∈ N a pair of (possibly finite) sequences 
is the maximal face of the epigraph of α that contains (c, α(c)) in its relative interior.
Proof. First observe that for any cohomology class c ′ ,
Now, for any cohomology class c ′ ,
C.2. Semi-continuity of F c . The meaning of the next lemma is, roughly speaking, that under appropriate non-degenaracy hypothesis, the maximal face of α containing c in its interior is lower semi-continuous as a function of c.
and the quotient Aubry set of (L 0 , c) has Hausdorff one-dimensional measure zero • A c be the Aubry set of (L 0 , c)
• F 1 be a compact, convex subset of the relative interior of F c containing c in its relative interior.
Proof. Replacing L 0 with L 0 − ω, where ω is any closed one-form with cohomology c, we assume that c = 0. Since F 1 is contained in the relative interior of F 0 , for any (c, α(c)) ∈ F 1 , A(L 0 , c) = A(L 0 ) (see [Mt03] , Proposition 6, and [Be02] for the time-periodic case). Besides, by [Mt09] , Lemma 21, if ω is a closed one-form with cohomology class c, the quotient Aubry sets for L 0 and L 0 − ω are the same, in particular the latter has Hausdorff one-dimensional measure zero.
Since E 0 (L) = V 0 (L), there exists a neighborhood U of A 0 in M × T such that for any c such that (c, α(c)) ∈ F 0 , there exists a closed one-form ω on M × T, supported outside of U , such that [ω] = (c, α(c)).
Let us choose, for every c ∈ F 0 , a closed one-form ω(c) on M × T, supported outside of U , such that [ω] = (c, α(c)), in such a way that the map c → ω(c) is linear (hence continuous since b 1 (M ) is finite).
Since the one-dimensional Hausdorff measure of the quotient Aubry set of L is zero, by [Be] , the Aubry set is semi-continuous, as a function of the Lagrangian, at L 0 − ω(c) for every c in the relative interior of Cover the compact set of c such that (c, α(c)) ∈ F 1 by finitely many V (c)'s, say V (c 1 ), . . . V (c n ). Then
is a neighborhood of L 0 in the C 2 compact-open topology. Take any c such that (c, α(c)) ∈ F 1 . Let i be such that c ∈ V (c i ). Then for any L ∈ U, we have L ∈ U(c i ), so L − ω(c) + ω(c i ) lies in U 1 (c i ), so A(L, c) ⊂ U . Recall that E 0 (L) is generated by 1-forms supported outside of U . Thus for all c such that (c, α(c)) ∈ F 1 , for all L ∈ U,
Recall that V c (L) is the underlying vector space to the affine space generated by F c (L), so so for any L ∈ U, for any c such that (c, α(c)) ∈ F 1 , the graph of α L contains an open subset of (c, α L (c)) + E 0 . Since α L is convex, and F 1 is connected, the graph of α L must then contain • c 0 be a cohomology class in the relative interior of L(L, h 0 ) such that E c 0 = V c 0 , and the quotient Aubry set of (L, c 0 ) has Hausdorff one-dimensional measure zero • H 0 := {h ∈ H 1 (M, R) : α(c) − α(c ′ ) = c − c ′ , h ∀c, c ′ ∈ L(L, h 0 )} • h n , n ∈ N be a sequence in H 0 that converges to h 0 • c n be an element of L(L n , h n ) for each n ∈ N, such that the sequence c n converges to some c ∈ L(L, h 0 ) Then c n + c 0 − c lies in L(L n , h n ) for n large enough.
Proof. We shall denote α n and β n the α and β functions of L n , respectively. where we have used the Fenchel inequality for c n + c 0 − c and h n , and the fact that h n ∈ H 0 . Therefore (2) α n (c n ) + α(c 0 ) − α(c) ≤ α n (c n + c 0 − c).
We shall now prove the converse inequality (3) α n (c n ) + α(c 0 ) − α(c) ≥ α n (c n + c 0 − c).
It will follow that α n (c n + c 0 − c) + β n (h n ) = α n (c n ) + α(c 0 ) − α(c) + β n (h n ) = c n , h n + c − c 0 , h n = c n + c 0 − c, h n using the Fenchel equality for c n and h n , and the fact that h n ∈ H 0 . Therefore c n + c 0 − c ∈ L(L n , h n ), which proves the lemma. Now let us prove Equation (3). Since c 0 lies in the relative interior of L(h 0 ), by [Mt] , Lemma A.4, 
