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1Chapter 1
Introduction
In the modern day world we can observe a trend towards miniaturization of
technology. And this is not without reason, as this can lead to for instance more
functionality in the same device and reduce the amount of resources used for
their construction or consumed during operation.
1.1 The future of integrated circuits
A well-known example is integrated circuits, pioneered by Jack Kilby in 1958,
which have been subject to Moore’s scaling law. These predominantly two-
dimensional architectures get more functionality over time by reducing the
transistor dimensions so that more fit on the same chip, a process limited by
the resolution of lithography processes. The industry has recently reached the
10 nm node for lithography, but cannot scale indefinitely due to the limits im-
posed by the size of atoms. To continue the trend of progress, besides changing
the computational approach (such as quantum computing), we will eventually
have to move to the third dimension.
This is in need of new production methods as lithography-based methods
like layer stacking and interference lithography are severely restricted in the
third dimension. Self-assembly of colloidal particles with embedded electron-
ics into regular 3D structures would be a solution (figure 1.1) (Abelmann et al.,
2010). The formation of colloidal crystals has been studied by the likes of Alfons
van Blaaderen (1997; 2013) and Albert Philipse (Philipse et al., 1994; Rossi et al.,
2011), building on fundamental concepts of (molecular or macroscopic) self-
assembly pioneered by George Whitesides (Grünwald et al., 2016; Whitesides
and Grzybowski, 2002). The dynamics of microscopic self-assembly are difficult
to observe due to the small size and short characteristic time constants involved,
and therefore most publications are focused on reaction products. Yet, it is im-
portant to fully understand the particle-particle and particle-fluid interaction to
optimize the assembly process and to minimize crystal defects. Computer simu-
lations are a solution, but these scale unfavourable with the amount of particles
1
12 Chapter 1 – Introduction
A B
C D
5μm
2cm
FIGURE 1.1 – Three-dimensional electronics like memory chips could be
constructed from smart building blocks, “smarticles” (A) (Abelmann et al., 2010),
by forming regular structures via colloidal self-assembly (B) (Norris et al., 2004).
Smart particles have been successfully self-assembled on macroscopic scale,
forming electrically functional networks (C) (Gracias et al., 2000). Self-assembly
dynamics may be simulated on macroscopic scale (D) (Ilievski et al., 2011b).
involved. Analogue simulations in the form of a macroscopic self-assembly re-
actor can act as an alternative, greatly increasing visibility. For a proper analogy
we need an interplay between the disturbing (temperature) and assembling
(electrostatic, magnetic, van der Waals etc.) forces present on microscopic scale.
Such forces could be respectively turbulence and magnetic dipole interaction,
as explored before by Filip Ilievski (2011b).
1.2 The future of microrobotics
A second example of miniaturization is the use of micro-robotics. Among the
many applications of miniature robots are their use to further reduce the in-
vasiveness of surgical procedures. By injecting them in the blood stream they
can carry out targeted drug delivery or more complex procedures from within
the body. With current state-of-art technology it is still very difficult to produce
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A B
C
500 nm
FIGURE 1.2 – Magnetotactic bacteria (MTB) (A) grow magnetic crystals to align
with magnetic fields. When exposed to a sudden field inversion, these bacteria
make U-shaped trajectories (B) (Esquivel and Lins de Barros, 1986). MTB might
be used as directed drug delivery agents for tumours (C) (Taherkhani et al.,
2014).
robots small and functional enough to accomplish these tasks. Nature, however,
supplies us with self-propelled, self-replicating, magnetically steerable robots
that can harvest their energy from the environment: magnetotactic bacteria
(MTB). These bacteria develop chains of magnetic nano-crystals to align with
the earth magnetic field, to convert a random three-dimensional search into
a more efficient one-dimensional search towards their ideal habitat. Sylvain
Martel (2016; 2009) has pioneered the use of MTB as drug delivery agents to
tumours (figure 1.2).
We need to have a good understanding of the exact properties such as the
swimming behaviour of these organisms and their response to magnetic fields
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to make their motion predictable and thereby making them useful robots. Such
studies have been carried out by Darci Esquivel (1986) and Kaspars E¯rglis (2007).
However, due to the fact that these bacteria are difficult to cultivate and visu-
alize, systematic characterisation and statistics of the motion of MTB have not
been obtained. Although sophisticated time-lapse imaging and tracking have
been available since the development of digital camera’s, reliable confinement
of micro-organisms to very shallow planes is not yet common practice, with
accompanying depth-of-field problems. Recent developments by the lab-on-a-
chip community include combining live cells with microfluidics, allowing for
such confinement (<10µm) which improves visibility and enables long-term
tracking of individual micro-organisms.
1.3 Research question
This brings us to the central topic of this thesis. The two examples introduced
deal both with magnetic particle-fluid systems of which we want to model their
properties and dynamics. They represent vastly different domains, dealing with
objects which are microscopic, alive and self-propelled versus macroscopic,
dead and turbulence-driven. However, in both cases we aim to learn from their
properties and dynamics via a method of observation, and try to answer the
following question:
WHAT CAN WE LEARN FROM OBSERVING MAGNETIC OBJECTS IN FLUIDS?
The matured technology of digital camera’s and wide application potential
of image processing techniques allow for careful observation of the exact kin-
etics of individual objects. Comparing the information obtained from object
trajectories allow us to estimate model parameters with statistical significance.
1.4 Organisation of this thesis
This thesis is organised in two parts, both focused on another topic. Chapter
2 introduces a macroscopic, turbulence driven self-assembly reactor and as-
sesses how close the macroscopic environment resembles the microscopic
realm. Chapter 3 describes how the disturbing energy of the reactor can be
tuned and its affect on the behaviour of particles. These chapters only quantize
the behaviour of single and two-particle systems. Chapter 4 extends this to four
particles, and uses a machine learning approach to classify the state of such sys-
tems. Chapter 5 addresses the influence of aspect ratio, geometry and amount
of particles on the structures formed by multi-particle systems. Chapter 6 takes
a step back to the two-dimensional realm. Rather than turbulence we use fric-
tion caused by an orbital shaker to shake the particles, to see whether the source
of disturbing energy is of importance for particle kinetics.
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Chapter 7 is the first chapter about MTB. It deals with estimating the para-
meters of individual MTB by observing their trajectories as a response to changes
in the magnetic field. Chapter 8 introduces a machine which aims to measure
parameters of an entire MTB population over time, based on solely optical dens-
ity measurements.
1
2Chapter 2
Characterization of a macroscopic
self-assembly reactor
Abstract
We have built and characterised a macroscopic self-assembly reactor
which agitates magnetic, centimetre-sized particles by a turbulent water
flow. By scaling up self-assembly processes to centimetre-sized objects
also characteristic time constants scale drastically. This makes the system
a physical simulator of microscopic self-assembly, where the interaction
of inserted particles are easily observable. Trajectory analysis of single par-
ticles reveal their velocity to be Maxwell-Boltzmann distributed and show
that their average squared displacement over time can be modelled by
a confined random walk model, demonstrating a high level of similarity
to Brownian motion. The interaction of two particles has been modelled
and verified experimentally by observing the distance between two parti-
cles over time. The disturbing energy (analogue to temperature) obtained
experimentally is increasing with sphere size, and differs by an order of
magnitude between single- and two sphere systems (approximately 80µJ
versus 6.5µJ respectively).
The work in this chapter is a team effort. My contribution includes
composing the theoretical background, building and programming and
calibrating the dual-camera system and performing the data analysis. I
wrote the software for particle detection, 3D-reconstruction, particle track-
ing and trajectory analysis and performed the statistical analysis. The re-
actor was constructed in Twente by Remco Sanders and Léon Woldering
and was modified by Per Löthman, who also designed the particles and did
the experiments.
2.1 Introduction
Self-assembly is the process in which a disorganised system assembles in a
specific product without external interference. The final properties of the as-
7
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sembly are determined by the properties of the individual parts. Self-assembly
is used extensively by nature; for example, in crystal growth, protein folding,
the assembly of molecules into larger compounds, and the creation of complex
organs such as the human brain.
Self-assembly is a prospective candidate for use in areas where conventional
production and assembly methods are problematic. Although it is not limited to
specific dimensions (Whitesides and Grzybowski, 2002), self-assembly is espe-
cially applicable to small scales (Elwenspoek et al., 2010) as, for example, con-
ventional machining tools for three-dimensional construction are limited to
larger feature sizes, while photo-lithography processes are two-dimensional in
nature. The review of Mastrangeli et al. (2009) gives an excellent summary of self-
assembly on small scales, ranging from nanosized DNA origami (Rothemund,
2006) to magnetically folded milli-scale structures (Iwase and Shimoyama, 2005).
Arguably one of the most promising applications will arise in the semicon-
ductor industry. As a result of the continuous downscaling of fabrication pro-
cesses, non-volatile data storage systems will at some point run into its limit
to store and process bits of information using only a few atoms (Bennewitz
et al., 2002). To achieve higher data densities, it is necessary to move to the
third dimension. The first steps in this direction have been taken by stacking
wafers (Dellutri et al., 2006) or layers (Tanaka et al., 2007). However, the stack-
ing approach is not suitable to achieve truly three-dimensional structures, in
which both the resolution and extent of the features is identical in all direc-
tions (Abelmann et al., 2010). We believe that the most promising production
method is three-dimensional self-assembly.
Not only is three-dimensional self-assembly a prospective candidate for
highly repetitive memory structures, it will also open a path for more complex
electronics, such as processors. For instance, Gracias et al. (2000) have designed
millimetre-sized polyhedra with integrated electronics. By self-assembling these
into crystals, functional electrical circuits have been demonstrated on a centi-
metre-scale. Scaling down the building blocks is a crucial step towards scalabil-
ity of the system as a whole.
It has been demonstrated that microscopic spherical particles can form
regular structures up to centimeter-sized dimensions (Philipse, 1989). By tuning
the particle properties and/or the driving force of self-assembly, one can control
the size and dimensions of the resulting structures (Manoharan et al., 2003;
Rycenga et al., 2008).
Although major progress has been made in three-dimensional microscopic
self-assembly, observing the dynamic behaviour during the assembly process
remains a challenge due to the small size and time constants involved. Sev-
eral approaches have been explored to model and simulate these processes
(Grant et al., 2011; Whitelam and Jack, 2015; Zhang et al., 2005). However, these
approaches rely on exhaustive Monte-Carlo simulations, scaling unfavourably
with the number of particles involved.
Magnetic forces have been used extensively as driving forces in self-assembly
on all scales, together with various sources of agitating energy.
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When exposed to an external magnetic field, it has been demonstrated that
nanoscopic magnetic rods form bundles (Love et al., 2003) or multimers when
driven by ultrasound (Tanaka et al., 2007). Although paramagnetic spheres form
chains, they will form ribbon structures (connected, parallel chains) for chains
exceeding 30 particles (Darras et al., 2016; Messina and Stankovic, 2017) and
flower-like patterns result when magnetic and non-magnetic beads are mixed
with ferrofluids (Erb et al., 2009). In the absence of an external magnetic field,
a theoretical study of off-centred magnetic dipoles in spherical particles (Yener
and Klapp, 2016) shows that lateral displacement of the dipoles results in struc-
tures that are more compact than chains. On millimetre-scales, magnetic forces
and vibrations have been used to quickly and efficiently assemble particles
with correct orientation on a template (Shetye et al., 2008, 2010). Templated
self-assembly has further been studied by agitating particles levitated in a para-
magnetic fluid (Ilievski et al., 2011a; Woldering et al., 2016). Also on centimetre-
scales, magnetic forces have been used to form particles rather than structures,
such as the spontaneously folding elastomeric sheets with embedded electron-
ics; as demonstrated by Boncheva et al. (2005). Lash et al. (2015) showed that
polystyrene beads self-assemble into HCP packed structures by solvent evap-
oration. Larger polystyrene particles (>18µm) required additional disturbing
energy (ultrasonic energy) as a disturbing energy source to self-assemble. Mac-
roscopic self-assembly processes on a centimetre scale are dominated by two-
dimensional structures, where mechanical shaking is the most widely used
source of disturbing energy.
Hacohen et al. (2015) demonstrated DNA-inspired patterned bricks with
embedded magnets, self-assembling into a programmed structure, but report
gravity bias. Stambaugh et al. (2003) reported self-assembled 2D structures of
centimetre-sized spherical particles with internal magnets that were shaken ver-
tically, and observed different resulting structures that were based on particle
concentration and magnet shape. Ilievski et al. (2011b) demonstrated self-as-
sembly of centimetre-sized magnetic cubes into chains in a turbulent flow by
submerging them in a rotating reactor filled with water, this way introducing
eddy flows as a disturbing energy. They also introduced the concept of effective
temperature, describing the motion of particles as if Brownian by nature. Even
though the assembly process is three-dimensional, the resulting structures are
limited to a single dimension and the dynamics involved are not studied.
To build upon this work, we introduce an experimental setup, which is desig-
nated “macroscopic self-assembly reactor”, as a simulator for microscopic self-
assembly. In this reactor, we study the motion and interaction of centimetre-
sized objects. Particles are subject to a downward gravitational force and a drag
force that is created by an upward water flow. We chose the particle density
to balance these forces, causing them to appear weightless. Following Ilievski
et al. (2011b), we use a turbulent water flow as an agitating source, simulating
the Brownian motion on a microscopic scale. We employ permanent magnets,
resulting in attraction forces between the particles.
By increasing particle size from micrometres to centimetres, not only the
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ease of observation but also the characteristic time constants increase decidedly.
This makes the self-assembly process visible using conventional cameras. As
a result of scaling up the system, the environment also changes; laminar flows
become turbulent while inertia effects become dominant. At the same time,
Brownian motion becomes negligible. Therefore, it is crucial to study to what
extent the macroscopic system is a good simulator for microscopic environ-
ments, which is the main topic of this publication.
In this chapter we characterise the motion and dynamics of particles in
a macroscopic self-assembly reactor. By observing the trajectories of a single
particle in the reactor, we quantify the similarity between Brownian motion of
said dynamics. By observing the interaction of two particles in the reactor, we
can characterise the most fundamental building block of the self-assembly pro-
cess, which is the interaction of magnetic spheres in a turbulent environment.
2.2 Theory
Brownian motion is the apparent motion of microscopic particles suspended
in a fluid or gas, resulting from collisions with their surrounding molecules. It
can be characterised by a three-dimensional random walk. The nature of the
environment in terms of flow patterns (laminar, turbulent) is characterised by
the Reynolds number (Landau and Lifshitz, 1987):
Re= ρvL
µ
, (2.1)
where ρ [kg m−3] is the density of the fluid/gas, v [m s−1] the velocity of
the fluid/gas with respect to the object, L [m] a characteristic diameter and
µ [kg m−1 s−1] the dynamic viscosity of the fluid/gas. Low and high numbers
(loosely speaking for Re< 1 and Re> 5000) correspond to respectively laminar
and turbulent flow.
2.2.1 Diffusion
A random walk has an average square displacement that increases linearly as
time increases. We can define a diffusion constant D [m2 s−1] which, in a system
with three degrees of freedom, links average displacement 〈x2〉 [m2] to time t
[s] according to
〈x2〉 = 6Dt . (2.2)
This model holds only if the average distance travelled is much smaller than
the size of the container in which the particles move. In our experiment this is
not the case and, therefore, container geometry needs to be taken into account.
To account for the confined space, we first consider a particle performing a
random walk along a single dimension. The particle displacement with respect
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to its starting location after t seconds is normally distributed with variance
σ2x = 2Dt . Hence, the average squared displacement 〈x2〉 is equal to the variance
of the distribution. The probability of the particle being outside of the confined
space is zero. To account for this effect, we replace the normal distribution by a
truncated normal distribution. If the truncation is symmetrical on both tails of
the normal distribution, xt [m], then the truncated distribution is given by
nt(x,σ, xt)=
{
n(x,σ)
N (xt,σ)−N (−xt,σ) −xt ≤ x ≤ xt
0 otherwise,
(2.3)
where n(x,σ) is the normal distribution and N (x,σ) is the cumulative nor-
mal distribution. The average squared displacement of a confined particle is
the variance of this distribution:
〈x2〉 =σ2
(
1− xtn(xt,σ)
N (xt,σ)− 12
)
. (2.4)
For xt/σÀ 1, the particle does not yet experience the confinement. In this
situation n(xt,σ) ≈ 0 and 〈x2〉 = σ2. For xt/σ ¿ 1 the chance of finding the
particle in the container is uniformly distributed (nt = 1/2xt), and 〈x2〉 saturates
at x2t/3.
When moving to three dimensions, the average squared displacement of the
separate dimensions can be simply summed because they are orthogonal.
The diffusion coefficient can only be determined if there has been a suffi-
cient amount of collisions. In between the collisions, particles have constant
velocity and direction. Due to the stochastic nature of the collision events, the
velocity autocorrelation decays exponentially with time constant (Langevin,
1908; Lemons and Gythiel, 1997)
τv = m
∗
f
, (2.5)
where f [kg s−1] is the drag coefficient and m∗ [kg] is the effective mass.
The situation for t ¿ τv is referred to as the ballistic regime. Here, the aver-
age squared distance travelled 〈x2〉 is quadratic rather than linear in time. The
transition from the (quadratic) ballistic regime to the (linear) diffusion regime
(eq. 2.2) is modelled phenomenologically by:
σ2 = 6D t
2
t +τv
. (2.6)
Note that both the effective mass m∗ and the drag coefficient f depend
on the environment. The effective mass takes into account the fact that when
the particle is accelerated, the surrounding water mass is also accelerated. For
incompressible fluids with either zero viscosity or infinite viscosity (Stokes flow),
the added mass is 50 % of the mass of the water displaced by the sphere (Landau
and Lifshitz, 1987). For turbulent flow, both experiment (Pantaleone and Messer,
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2011) as well as numerical simulations (Chang and Maxey, 1994, 1995) show
that the added mass is also to a good approximation 50 %, irrespective of the
Reynolds number or acceleration. There are reports that the added mass might
be bigger in cases where the sphere is traveling through its own wake (Odar and
Hamilton, 1964), which is rare in our experimental setup. Therefore, we have
suggested a simple estimate of the added mass (Landau and Lifshitz, 1987),
m∗ =m+ 23pir 3ρfluid, (2.7)
for a particle with radius r [m] and mass m [kg] surrounded by a fluid with
density ρfluid [kg m
−3].
2.2.2 Velocity distribution
Li et al. (2010) have experimentally proven that the velocity of particles perform-
ing a Brownian motion is Maxwell-Boltzmann (M-B) distributed. This distribu-
tion of velocity v [m s−1] is determined by its mode vp,
p(v)= 4v
2
p
piv3p
e
−
(
v
vp
)2
. (2.8)
At the mode, the distribution reaches its maximum; thus vp is the most
probable velocity. For completeness, we note that the average squared velocity
is 〈v2〉 = 32 v2p.
2.2.3 Drag coefficient
Brownian motion is primarily studied on the microscopic scale, where the Rey-
nolds number is much smaller than unity. In this case, the drag force is linear
in velocity and the relevant drag coefficient f is equal to the Stokes drag coeffi-
cient. However, on a macroscopic scale, we deal with turbulent flow and a high
Reynolds number, where the drag force Fd [N] is quadratic in velocity (Landau
and Lifshitz, 1987),
Fd = 12ρfluidCd Av2, (2.9)
where Cd is the drag coefficient and A [m
2] is the cross sectional area of the
object in the direction of motion.
In our experiment, the particles are continuously “falling” through the up-
ward water flow. This upward flow is set to the terminal velocity vt of the parti-
cles, so that they levitate in front of the camera. Assuming that the changes in
the velocity of the particle caused by turbulence are much smaller than the ter-
minal velocity, we can obtain an effective drag coefficient by linearising around
the terminal velocity
f = dFd
dv
∣∣∣
v=vt
= ρfluidCd Avt. (2.10)
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FIGURE 2.1 – The interaction between two spheres modelled by magnetic dipoles
at distance x with orientation vector θ = [θ1 φ1 θ2 φ2].
2.2.4 Disturbing energy
On the micro-scale, the diffusion coefficient and velocity distribution of parti-
cles in the fluid can be linked to the temperature. This concept can be extrapol-
ated to macro-scale systems where disorder is achieved by shaking rather than
by temperature. In that case, one speaks about effective temperature (Ilievski
et al., 2011b; Wang and Wolynes, 2011), which is usually significantly higher
than the environmental temperature. Since shaking can be highly directional,
we prefer to characterize the shaking action by energy (kT [J]) rather than tem-
perature to avoid confusion.
Starting from the velocity distribution (eq. 2.8), and considering that 〈v2〉 =
3kT/m for three-dimensional random walks, the most probable velocity is related
to the kinetic energy through:
kT = 12 m∗v2p. (2.11)
The Einstein relation also relates the diffusion constant and viscous drag
coefficient of a particle to the thermal energy kT :
kT = f D. (2.12)
If particles in a self-assembly reactor behave according to Brownian motion,
both relation (2.11) and (2.12) can be used to obtain the disturbing energy and
should give identical results.
In addition to measuring the disturbing energy kT from Brownian motion,
we can also estimate it from the interaction between two attracting magnetic
objects. In this situation, we use the fact that he probability of the system being
in a state is governed by M-B statistics (Feynman et al., 1970). Consider a system
of two spherical magnetic particles in a confined space (Figure 2.1). The chance
that the distance of those particles measured from center-to-center is smaller
than x0 is:
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p(x ≤ x0)= 1
Z
x0∫
d
∫
θ
gr(x)e
− Em(θ,x)kT dθd x (2.13)
Z =
D∫
d
∫
θ
gr(x)e
− Em(θ,x)kT dθd x
θ =[θ1 φ1 θ2 φ2] .
Here gr(x) is the probability density function of a sphere pair with distance
x between their centres, unaffected by magnetic forces, which models the influ-
ence of the geometry of the reactor.
The distance between the cylindrical magnets is at all times at least a factor
four of the magnet height h (h ≤ d/4). At this point, we approximate their mag-
netic field as well as their magnetic moments by point dipoles. This approx-
imation is accurate within 1.3 % for our magnet geometry. In that case, the
magnetic energy of particle 1 with magnetic momentm(θ1,φ1) [A m2] in a field
B(θ2,φ2, x) [T] generated by particle 2 reduces to
Em(θ, x)=−m(θ1,φ1) ·B(θ2,φ2, x). (2.14)
Equation (2.13) can be approximated numerically by a Monte-Carlo ap-
proach in which a large number of random combinations of sphere locations
and orientations are selected, yielding different values for Em. The geometry
factor gr is approximated by repeated random sampling of two point locations
in a confined geometry and then gathering statistics about their distance.
2.3 Materials and methods
2.3.1 Reactor
The experimental setup consists of a transparent cylinder with an inner dia-
meter of 17.3(1) cm containing the particles of interest (Figure 2.2). Gravity is
counteracted by pumping water from the bottom to the top via four 4.0(1) cm
diameter inlet holes using a MAXI.240T pump (PSH pools). The water exiting
the cylinder is collected in an open container connected to the pump inlet.
The water flow entering the pump is monitored using an altometer (IFS 4000,
Krohne Messtechnik GmbH).
Meshes spaced at 17 cm prevent the particles from moving outside the field
of view of cameras placed around the reactor. The dynamics of the particle-fluid
system are determined by the particle density and geometry, as well as water
flow speed and its degree of turbulence.
At flow speeds of approximately 30 cm s−1 and a water temperature of 20 ◦C
the system is characterised by Reynolds numbers of 57 000 and 61 000 for re-
spectively the reactor cylinder and the inlet tubes. This is more than an order of
22.3.1 – Reactor 15
water
pump
valve
flow 
sensor
pump
reactor
cameras
FIGURE 2.2 – Schematic (top) and experimental (bottom) setup of the
macroscopic self-assembly reactor. Water is pumped from the bottom to the top
of the reactor, counteracting gravity and supplying energy to the particles via
turbulent flow. Meshes prevent the particles from moving outside of the field of
view of cameras placed around the reactor.
magnitude larger than 2040, the lowest number which can support turbulence
in a tube (Avila et al., 2011). The turbulence generated by the tubing, the disrupt-
ive nature of the inlet area and the meshes is supported by this environment.
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FIGURE 2.3 – Calculated drag force versus measured terminal velocity for
spheres with equal diameter but varying densities. The effective drag coefficient
is obtained by linearisation around the terminal velocity (eq. 2.10), illustrated by
the blue dashed line for vt=30 cm s−1.
2.3.2 Particles
The particles used in the experiments are 3D-printed polymeric (ABS) spheres
with a diameter of 1.67(1) to 2.02(2) cm and a corresponding density of
1.33(2) to 1.25(4) g cm−3 (larger particles have lower density). The core of the
spheres consist of cylindrical, axially magnetised NdFeB magnets with a length
of 3.80(5) mm and a diameter of 3.80(5) mm (Supermagnete, grade N42, Web-
craft GmbH). The dipole moment (50.8(1) mA m2) was determined by measur-
ing the force between two magnets using a balance.
The drag coefficient of the particles was estimated from their terminal drop
velocity. For this, particles with a range of densities but identical diameter of
1.85 cm were released at the top of a 2 m high cylinder filled with water. Once
an equilibrium between drag- and gravitational force had been established (ap-
proximately 0.5 m after release), the velocity of the particles was measured with
a video camera over a distance of 1.0 m. Figure 2.3 shows the measured relation
between drag force and terminal velocity. From fitting equation 2.9, we obtain
1
2ρfluidCd A = 78(3) g m−1. Assuming the density of water to be 1000 kg m−3, we
obtain Cd=0.58(2). Spheres of this diameter and velocity in water have a Rey-
nolds number of approximately 5500. At this value, Brown and Lawler (2003)
predict Cd=0.39, which is substantially lower. The reason for the discrepancy is
unknown to us. The measured drag coefficient is used in the remainder of this
thesis.
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2.3.3 Reconstruction
Two calibrated, synchronised cameras (Mako G-131, Allied Vision) were placed
around the reactor at an angle of approximately 90° and they recorded data-
sets at 30 fps at a resolution of 640×512. The reactor is surrounded by a square,
water-filled aquarium to prevent refraction due to its cylindrical nature. Back-
light panels were used to enhance contrast. Single spheres were observed for
15 min and two spheres for 30 min. Offline, the location of the spheres was auto-
matically detected using a custom written MATLAB script. A method based on
the direct linear transform algorithm (Hartley and Zisserman, 2004) was used
for 3D reconstruction, giving an average reconstruction error of 0.16 cm. Traject-
ories closer than 1.5 cm to the meshes were discarded to rule out the significant
effect of the altered hydrodynamic interaction at these interfaces. The velocity
vector of the particle is obtained by v=∆x fcam, the product of the particle dis-
placement between two frames and the camera frame rate.
2.4 Results
2.4.1 Single particles
Figure 2.4 shows a set of reconstructed trajectories of a 1.85 cm sphere in the
reactor. Each trajectory starts and ends when respectively exiting and entering
the areas within 1.5 cm of the meshes, and is indicated by a different color.
Figure 2.5 shows the velocity calculated from these trajectories. The histo-
gram is obtained from the absolute velocity (10 600 data points) of a 1.80 cm
sphere. A M-B distribution was fitted to the data by minimising the maximum
distance Emax between the cumulative empirical and cumulative M-B distribu-
tion, yielding fitting parameter vp. A Kolmogorov-Smirnoff (K-S) test was used
to quantify the quality of fit and to obtain a significance level Q to disproof
the null hypothesis that the two distributions are the same (Press et al., 1992).
With a Emax of 0.0073 and a Q of 0.70, we have good reason to assume that the
velocity is M-B-distributed.
Figure 2.6 displays the resulting vp for spheres of various diameters, for
which we find a range from 15.92 to 17.54 cm s−1. The fit to the M-B distribution
has a Q-value above 0.05 for five out of the seven measurements. Even though
the data suggests a slight decrease of velocity with increasing sphere size, the
particle velocity fits very well to a model assuming constant velocity, with an
average of 16.6(2) cm s−1. This analysis was carried out using a chi-square fit-
ting routing, yielding the reduced χ2 error metric (ideally being around 1) and
the corresponding Q-value (the probability that a χ2 equal or greater than the
observed value is caused by chance) (Press et al., 1992). The reduced χ2 of this
fit is close to unity (0.68) with a very high Q-value of 0.67.
Figure 2.7 shows the normalised distribution of the particle at several z-
slices across the reactor. It can be seen that the particle has a preference for the
bottom area, especially near the reactor walls of the positive x-coordinate. We
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FIGURE 2.4 – Top (upper) and side (bottom) view of the reconstructed
trajectories of a single sphere (diameter 1.85 cm) moving through the reactor.
Coordinates less than 1.5 cm close to the top- and bottom meshes are removed to
rule out significant influence of the meshes. In this way, the single trajectory is
cut into many smaller ones, which are each assigned a different color.
believe that this phenomenon is caused by a non-uniform flow pattern of water
that results from the specific valve settings. These observations are analogous
to a multi-temperature environment in a system of micro-particles; as particles
are biased towards a state of minimum energy, they are more likely to be in
areas with lower thermal energy.
The average squared displacement was calculated from the longest traject-
ories; that is, those with a minimum duration of 2.0 s. Figure 2.8 shows the
resulting curve for a sphere with a diameter of 1.90 cm. The curve shows a quad-
ratic regime below 0.3 s, shortly entering an approximately linear regime before
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FIGURE 2.5 – Maxwell-Boltzmann (M-B) distribution fitted to the measured
velocity distribution of a particle with a diameter of 1.80 cm. The
Kolmogorov-Smirnov (K-S) test quantifies a maximum distance between the
theoretical and experimental cumulative distributions of 0.0073 with a Q value
of 0.70 , indicating a high probability that the velocity is indeed M-B distributed.
slowly converging to a horizontal asymptote.
The movement of the sphere is in the quadratic, or ballistic, regime when
the measurement time is shorter than the average time between directional
changes (“collisions”), τv. Using measured values for the drag coefficient and
effective mass in equation 2.5, we obtain values for τv ranging from 134 to
149(10) ms. The saturation measured for longer observations is caused by the
confined geometry of the reactor and will change as the reactor is changed in
shape and size.
The model described by equations 2.4 and 2.6 was fitted to the measure-
ments, yielding values for diffusion coefficient D and average reactor size xt.
We have to take into account that the model has its limitations. First of all
it is based on a symmetrical truncated normal distribution. This would require
the particle to always start in the center of the reactor. In contrast, all of the
measured trajectories start at a random place at the top or bottom of the reactor
due to the method that we used to obtain separate trajectories.
Secondly, the cylindrical geometry of the reactor is not included in the
model. These two issues mainly affect the estimation of the reactor size.
Finally, the ballistic regime was phenomenologically modelled without phys-
ical background. This region, which has a high weight factor during fitting the
model to the data (due to the small error bars in the data), can result in a signi-
ficant fitting error.
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FIGURE 2.6 – Top: Mode of the M-B distribution obtained by fitting to the
measured velocity distribution of particles of various diameters (reduced
χ2 = 0.68, Q = 0.67). Stars indicate the quality of fit (Q-value) of the K-S test
(* < 0.05, **** < 0.0001). Bottom: Diffusion coefficient obtained by fitting the
diffusion model to the average square displacement (reduced χ2 = 5.85,
Q = 4 ·10−6).
Given that only the latter aspect could give errors in the estimation of D , we
consider the obtained values for D to be quite reasonable, with values between
17 and 23 cm2 s−1 (see figure 2.6). The average diffusion coefficient for all of the
measured diameters is 20(1) cm2 s−1. Judging from the graph, there seems to
be no reason to assume that the diffusion coefficient has a strong dependence
on sphere diameter. It should be noted, however, that this assumption leads to
a very high reduced χ2 (5.85) and low quality of fit Q (4 ·10−6). However, due
to the previously mentioned model inaccuracies, we think that we may have
underestimated the errors in the estimation of D .
2.4.2 Two-sphere results
From the two-sphere experiments, the distance x between the particles was
tracked over time. Figure 2.9 shows the cumulative probability of sphere dis-
tance p(x ≤ x0) for spheres of various diameters. Spheres with smaller diame-
ters have a lower magnetic energy in connected state and, therefore, a higher
probability of being connected. In other words, p(x ≤ d) becomes larger for
smaller d . All of our measurements follow a similar profile: they consist of
a curved regime for x ≤ 3cm followed by an approximately linear region for
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FIGURE 2.7 – Normalised probability distribution of a single sphere (diameter
1.85 cm) in the reactor, displayed in slices along the reactor tube. The particle
has a clear preference for the bottom region as well as the edge regions.
Quantified, the particle has a chance of 62 %, 48 % and 26 % to be in, respectively,
the right (positive x-coordinate), back (positive y-coordinate) and top (positive
z-coordinate) halves of the reactor.
x > 3cm. The linear regime indicates that magnetic forces are no longer signi-
ficant for particle interaction. For x > 13cm there is a saturation effect caused
by the reactor geometry. The model of equation 2.13 has been fitted to the
curves by minimising the maximum distance between the curves (based on the
Kolmogorov-Smirnoff method (Press et al., 1992)). Although this is not an exact
fit, it manages to capture the shape with a maximum error of 5 % of the full
range.
2.4.3 Disturbing energy
The experiments provide three methods for the characterisation of the equi-
valent thermal energy of the system. Numerical values for the kinetic energy
were calculated from the measured velocity and added mass according to equa-
tion 2.11. The measured diffusion coefficient and drag coefficient at the set
water flow speed (equation 2.10) were used to calculate the energy using the Ein-
stein relation (equation 2.12). Additionally, two-particle experiments provide
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FIGURE 2.8 – Average squared displacement as a function of time for a sphere
with diameter 1.90 cm, calculated from 65 trajectories. The model fits within the
95 % confidence interval.
numerical values for the equivalent energy as a result of fitting equation 2.13 to
the measured data, as depicted in figure 2.9.
The resulting values for all of the spheres are summarised in figure 2.10.
A first observation is that the results obtained via single sphere experiments
(velocity, diffusion) are in the same order of magnitude, and differ approxim-
ately 20µJ. They span a range from approximately 60 to 120µJ. These values are,
however, more than a factor of ten higher than the results obtained via the two
sphere experiments, which range from approximately 6 to 7µJ. The possible
origin for this discrepancy is discussed in the following section.
In all cases, the energy increases as the sphere size increases, by approxim-
ately 17 %, 41 %, and 46 % for, respectively, two-sphere experiments, diffusion,
and velocity. As we concluded previously, the diffusion coefficient and average
sphere velocity do not depend on the sphere size (figure 2.6). The increase of
energy is caused by an increase in mass and friction coefficient, and both are
dependent on sphere radius.
2.5 Discussion
From the trajectory analysis of single particles, we were able to determine that
their velocity distribution closely follows a M-B distribution. Additionally, we
have seen that the average squared displacement as a function of time follows a
shape that was predicted by a confined random walk model. These conclusions
strongly support the hypothesis that particles in the reactor perform a random
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FIGURE 2.9 – Measured probability (cumulative) of the distance between the
centres of two magnetic spheres (x) for various sphere diameters. A model based
on M-B statistics captures the shapes of the curves with a maximum error of 5 %
of the full range. As the spheres decrease in size, they are more likely to be in a
connected state.
walk.
When increasing the particle size, the observed disturbing energy kT also
increases. However, there is no observable increase in velocity or diffusion coef-
ficient. For the energy calculated via velocity and diffusion, this means that this
increase in energy is caused by an increase in, respectively, effective particle
mass and drag coefficient. The corresponding curves, as shown in figure 2.10,
are very similar due to the fact that the particle mass and drag force are coupled.
With an increase in particle radius, both the mass and surface area are increased.
The increase in energy occurs without physically changing the nature of the dis-
turbing energy; that is, the speed and turbulence of the water flow is unaltered.
This means that the amount of energy that is transferred from the environment
to the particle is dependent on the particle geometry.
An explanation for this effect might be found in the wavelength dependence
of the turbulence. Turbulence is introduced as a large wavelength disturbance
at the bottom of the cylinder, after which it propagates upwards in an energy
cascade that transfers the energy to smaller wavelengths. This process is dissip-
ative (Richardson cascade (Richardson, 1922)). The resulting energy spectrum
drops off at increasing wave numbers (Kolmogorov, 1941). Therefore, we can
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FIGURE 2.10 – Disturbing energy of the turbulent field calculated from the
diffusion coefficient, the velocity distribution and double sphere experiments.
The disturbing energy estimated from the single sphere experiments (diffusion,
velocity) are approximately a factor 10 higher than that estimated from double
sphere experiments. The dashed lines are guides to the eye. There is an increase
in energy with an increase in sphere diameter, which is proportional with the
increase in mass and friction coefficient.
assume that the disturbing energy as experienced by the particles is not, like
in Brownian motion, characterised by a flat spatial frequency spectrum (white
noise) but instead drops off at shorter wavelengths. So, effectively, the band-
width of the energy transfer increases for larger particles.
The assumption of a dissipative energy cascade could also explain why
the energy obtained from two-sphere experiments is lower compared to single
sphere experiments. While all of the spatial frequency components in the turbu-
lent flow drive an object around the system in a random walk, wavelengths in
order of the particle diameter contribute most effectively to separation of con-
nected particles. The disturbing energy dropping with decreasing wavelength
would explain why the disturbing energy estimated from the two particle exper-
iment is smaller than that obtained from the random walk.
It is perhaps in the spatial frequency spectrum where the analogy between
turbulent flow and true Brownian motion breaks down. Therefore, we will need
to characterise the effective energy of the system separately for particles of dif-
ferent size. Special care needs to be taken for large clusters of particles because
they are effectively a large particle and, therefore, subject to a higher energy por-
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tion. At the same time, particle-particle interaction is subject to a lesser amount
of disturbing energy. Consequently, such systems will have a bias towards the
occurrence of smaller particle clusters.
2.6 Outlook
Successful self-assembly is characterised by the ability of the system to end up
in a desired end-state, generally the global energy minimum. This will require
an interplay in assembling and disturbing forces which assist the system by re-
moving itself from local energy minima. The experimental results have proven
that particles in the reactor show a Brownian-like motion and that the disturb-
ing turbulent field is able to separate otherwise connected particles. This gives
confidence that multi-particle systems will be able to explore the energy land-
scape and that the results have significance for similar processes taking place
on the micro-scale.
To demonstrate the possibilities of using this experimental setup for further
studies, we loaded the reactor with six spheres with embedded magnets. Figure
2.11 shows several stills of a video in which the spheres form different structures,
thereby exploring the energy landscape. The highest energy state is found when
all of the spheres are disconnected. The energy of the system decreases with the
number of connections made, so a six sphere chain structure (top right) has a
lower energy than two three-sphere structures (bottom left). One more bond
can be created by forming a six-sphere ring (center right). For structures with
more than four spheres, the ring is the minimum energy state (Messina et al.,
2014). Indeed, three-sphere rings are hardly ever observed. By long term obser-
vation, one could measure the relative occurrence of the different structures
and check if they agree with M-B statistics.
2.7 Conclusions
We have constructed an experimental setup that allows us to study the con-
nection dynamics of centimeter-scale objects by analysing the interaction of
magnetic attraction forces and disturbing turbulent forces. This “macroscopic
self-assembly reactor” serves as a physical simulator of self-assembly processes
on the microscale and nanoscale, allowing easy observation by drastically in-
creasing both the length and time scales.
Trajectory analysis of single spherical particles shows that they perform a
random walk, which analogous to Brownian motion. Spheres with diameters
ranging from 1.7 to 2.0 cm have a range of velocities that are M-B distributed.
The most probable velocity (mode) is independent on sphere size and has a
value of 16.6(2) cm s−1. The average square displacement over time, or the ‘dif-
fusion profile,’ fits to a confined random walk model. The diffusion coefficient
appears to be independent of sphere size, with an average value of 20(1) cm2 s−1.
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FIGURE 2.11 – Multi-particle systems show to explore the energy landscape,
ending up in both local and global energy minima.
Although statistical analysis disproves this statement, we believe that the meas-
urement error has been underestimated.
The particle distribution is non-uniform over the reactor. The particle is, for
instance, three times as often in the bottom half of the reaction compared to the
top half. Although this non-uniform distribution does not affect the Brownian
motion behaviour, it virtually reduces the reactor size.
In two-particles systems, we observe self-assembly dynamics; that is, the
particles occasionally connect and disconnect. The cumulative distribution of
the distance between the centers of the particles fits with a maximum error of
5 % of the full range of the distribution to a model based on M-B statistics.
The disturbing energy (analogue to temperature) of the reactor was estim-
ated from the velocity distribution and diffusion (single particle experiments),
as well as from the dynamic interaction of two-particle systems. The estimates
of the disturbing energy determined from single sphere experiments are in the
same order of magnitude. However, the disturbing energy obtained from two-
sphere experiments is at least one order of magnitude lower (approximately
6.5µJ compared to 80µJ). From this we can conclude that for self-assembly
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studies, the disturbing energy of the system cannot be calibrated from single
sphere experiments alone.
The disturbing energy increases with increasing sphere diameter, from 1.7
to 2.0 cm. For the single sphere experiment, this increase is more prominent
(41 % via diffusion analysis, 46 % via velocity analysis) than for the two-sphere
experiment (17 %). We reason that the energy transfer from the turbulent envir-
onment to the particles is dependent on particle size and geometry.
In addition to the two-sphere experiment, periodic connection and discon-
nection events have also been observed for a six-sphere system, forming ring-
and line-based structures. This demonstrates that the reactor can be success-
fully applied to study self-assembly processes at convenient length and time
scales, and it may be a good simulator for microscopic environments.
2
3Chapter 3
Control of disturbing energy in
self-assembly
Abstract
Turbulence can be used as a source of disturbing energy in macro-
scopic self-assembly. It is a macroscopic equivalence to thermal energy kT
on the microscale. The amount of turbulence can be adjusted by changing
the input flow into the reaction chamber. We measured the effect of an
increase in turbulence on particle diffusion, velocity and disturbing en-
ergy. In our experimental setup, we can vary the disturbing energy by a
factor of eight. Since we use upward flow to avoid sedimentation, there is
a directional dependency in the motion of the particles. A region exists in
which this asymmetry is minimal. This study shows that one can tune the
disturbing energy analogue to a change in temperature at the microscale,
which increases the relevance of macroscale self-assembly studies for the
self-assembly processes of micro- and nano-particles.
The work in this chapter is a team effort. My contribution includes
composing the theoretical background, building and programming and
calibrating the dual-camera system and performing the data analysis. I
wrote the software for particle detection, 3D-reconstruction, particle track-
ing and trajectory analysis and performed the statistical analysis. The re-
actor was constructed in Twente by Remco Sanders and Léon Woldering
and was modified by Per Löthman, who also designed the particles and did
the experiments. Gayoung Kim also carried out several experiments.
3.1 Introduction
In a self-assembly process, order seems to appear from disorder spontaneously.
Particles self-assemble due to their mutual attraction and the disturbing en-
ergy in the environment. In macroscopic self-assembly the mutual attraction
or assembling energy is frequently magnetic (Gross and Dorigo, 2008), and the
disturbing energy turbulent flow (Ilievski et al., 2011b; Murugesan et al., 2015;
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Roland et al., 1992; Zheng et al., 2004). Turbulence is inherent random and
chaotic and resembles the microscopic thermal motion. Thermal operations
such as slow or rapid cooling or heating of liquids, solids or gases can be realized
analogously by rapid regulation of the turbulent flow. Figure 3.1 shows excerpts
of a video recording of macroscopic self-assembly of twelve polymer spheres of
2 cm diameter with embedded permanent magnets in a self-assembly reactor.
The structure formation is clearly dependent on the degree of turbulence; at
maximum turbulence the spheres are disconnected and start to form struc-
tures as turbulence decreases. At low turbulence the minimum energy structure
(ring) is formed. This is a macroscopic representation of microscopic quench-
ing or cooling sequence and demonstrates the paths of self-assembly nicely. In
this paper we describe a method to adjust turbulence and we systematically
characterize the effect of turbulence on velocity distributions and diffusion of
particles in the turbulent flow. To the best of our knowledge, this is the first time
systematic investigations of turbulence as a disturbing energy were made.
3.2 Theory
The analysis of particle trajectories and two particle interaction were introduced
in chapter 2. Here, we also analyse the diffusion coefficient and velocity distri-
bution for the projection of the particle movement on the vertical axis (z), along
the main direction of the flow, and in the horizontal plane perpendicular to
the flow (x, y). The diffusion of a particle in a confined space was described in
chapter 2 for one dimensional movement along a line segment. If the particle
motion along the three projections is uncorrelated, we can apply the same ex-
pression for the average squared displacement,
〈x2〉 =σ2x
(
1− xtn(xt,σx )
N (xt,σx )− 12
)
. (3.1)
where n(x,σx ) is the normal distribution and N (x,σx ) is the cumulative
normal distribution. For x, we can substitute the y or z coordinate. σx is the
standard deviation of the displacement and the variance σ2x can be related to
the diffusion coefficient along a coordinate in one dimension by
σ2x = 2Dx t . (3.2)
In chapter 2, we used the Maxwell-Boltzmann distribution to the describe
the distribution of the vectorial velocity, using a most probable velocity vp. The
distribution of the velocity of the individual components is Gaussian distrib-
uted, described by the standard deviation φ of the velocity distribution:
p(vx )= 1√
2piφ2x
e
− v
2
x
2φ2x , (3.3)
where again x can be substituted with y or z.
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maximum high
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FIGURE 3.1 – The effect of degree of turbulence on the structure-formation of
twelve magnetic polymer spheres that self-assemble in a vertical turbulent water
flow. Decreasing turbulence leads to increased structure formation (lines and
rings of different lengths and shapes). At maximum turbulence only single
spheres appear whereas at minimum turbulence, the lowest energy structure (a
12-sphere-ring) appears. The local magnetic forces of each individual sphere
interacts as the spheres explore the energy landscape in order to find the
lowest-energy configuration.
3.3 Methods
The self-assembly reactor has been introduced in chapter 2. The system has
four inlet ports on the bottom of the cylinder. For this work, the inlet ports were
equipped with valves. This allows us to inject the water flow asymmetrically and
increase the turbulence. The valves are 2-way PVC ball valves (Type S6 DN40-14,
50 mm diameter, Praher Plastics Austria GmbH).
A schematic front- and top-view of the reactor is shown in figure 3.2. The
valves can be opened between 0° (fully closed) and 90° (fully open). Maximum
turbulence can be achieved by opening one valve only (right position, indicated
by 0°). For simplicity, we decided to adjust the remaining three valve identically,
where 90° is defined as fully open, so fully symmetric and minimum asymmetry.
The real self-assembly reactor and three representative valve settings (bot-
tom) are displayed in figure 3.3. The valve settings in the bottom row correspond
to the bottom schematic image in figure 3.2.
332 Chapter 3 – Control of disturbing energy in self-assembly
A
B
C
D
90o 45o 0o
FIGURE 3.2 – Schematic front- and top-view of the self-assembly reactor. Four
water inlets (A,B,C and D), a particle (red) and flow direction are shown in the
front-view. The dotted circles in the middle of the reactor indicate the position of
the nets that are used as placeholders for the particle(s). In the bottom-view,
three valve settings are shown; minimum (left, 90° valve opening), medium (45°
valve-opening) and maximum (right, 0° valve-opening). One of the valves is
kept open for all three settings which, in addition to the turbulent flow from the
three closed valves, provides an asymmetry to the flow field.
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flow sensor
pumpreactor
cameras
valves
90o 45o 0o
FIGURE 3.3 – Front-view of the self-assembly reactor. Four bottom-inlet tubes,
valves, pump, cameras are shown. The inset shows a magnification of the actual
reaction chamber. Below, three pictures of one of the three valves at different
valve-opening, as in figure 3.2, corresponding to increasing degree of turbulence
in the incoming water flow.
3.3.1 Flow calibration
We expect the turbulence in the cylinder to be proportional to the asymmetry
in the inflow. Since we use ball-valves, the flow through the valves has a non-
linear relationship with the valve angle. Therefore we chose to convert valve
angle to flow by measuring the flow through the cylinder as function of the
valve opening, see figure 3.4. In this measurement, three valves are closed and
one valve is opened over an angle θ. We used maximum pump effort.
From this measurement we derive a dimensionless measure for the asym-
metry of the flow:
flow asymmetry= 1− f (θ)
f (90◦)
, (3.4)
where f (θ) is the water flow speed through the valves controlled during the
experiments at opening angle θ. This way, at minimum turbulence, when all
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FIGURE 3.4 – Flow speed through the reactor at maximum pump effort as a
function of the valve angle of one valve, where the other three remain closed.
valves are fully opened, the flow asymmetry is defined as 0 and at maximum
turbulence, when three valves are closed, the flow asymmetry is defined as 1.
3.3.2 Particles
The particles are identical as in chapter 2. They are 18.80(7) mm diameter poly-
mer (ABS) spheres with a 3.80×3.80(5) mm cylindrical NdFeB permanent mag-
net placed in the center of each sphere.
3.3.3 Reconstruction
Two synchronized cameras were used for video recordings as described in chapter
2. Particles were observed in environments with different degrees of turbulence.
For each setting, videos were recorded for 15 min for single sphere experiments
and 30 min for two sphere experiments. Both the 3D trajectories of a single
sphere and the 3D distance between two spheres were reconstructed via cus-
tom written MATLAB scripts.
3.3.4 Measurement precision
To determine the diffusion constant, the trajectory of the particle in the turbu-
lent flow is observed as described in chapter 2. Each trajectory longer than 0.5 s
is fitted to the diffusion model described in chapter 2. These values are aver-
aged for a large number of trajectories to obtain an estimate of the diffusion
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FIGURE 3.5 – The estimated diffusion coefficient (blue dots) and 1σ confidence
interval as a function of the inverse square root of the number of trajectories (N).
coefficient. The precision of the estimate increases with the number of meas-
urements, which is expressed in the standard error (the standard deviation of
the fit divided by the square of the number of fits).
To validate this process, we determined the diffusion coefficient for sets of
data with varying number of trajectories. The result is shown in figure 3.5, where
the blue dots represent the estimate of the diffusion coefficient as function
of the number of trajectories N . As expected, the estimated value converges
(to about 15 cm2 s−1) with increasing number of measurements. The red dots
indicate the 1σ confidence limit on the estimate (we are 68 % confident that
the diffusion coefficient lies between the red dots). By plotting the confidence
interval as a function of N−1/2, figure 3.5 shows that indeed the precision of the
estimate increases with the square root of the number of trajectories.
From this measurement, we conclude that for a 1σ confidence limit of 5 %
of the estimated value, we need at least 570 trajectories. We obtain approxim-
ately 80 trajectories of 0.5 s duration per minute. The total measurement time
per experiment should therefore be at least 7 min. To be on the safe side, the
duration of the experiments in this study was 15 min.
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3.4 Results
We observed the movement of a single sphere and the interaction between two
spheres in the reactor, and first determined the disturbing energy as a function
of the flow asymmetry, applying the methods introduced in chapter 2. We also
investigated the directional dependence in the velocity distribution, which will
be discussed in section 3.4.2.
3.4.1 Relation between flow asymmetry and disturbing energy
We observed the influence of turbulence on the kinetic behaviour of a single
particle in terms of the most probable speed vp and its diffusion coefficient, as
well as the interaction between two particles. From these observations, we can
determine the relation between the flow asymmetry and the disturbing energy
kT .
Influence of flow asymmetry on velocity
Figure 3.6 shows the velocity distribution of a particle in a turbulent flow for
various settings of flow asymmetry. The graphs were obtained by a kernel dens-
ity estimation using a Gaussian kernel with a standard deviation of 1 cm s−1.
With increasing flow asymmetry there is an increase in particle velocity.
The velocity data was fitted to a Maxwell-Boltzmann distribution, as de-
scribed in chapter 2, with only the most probable speed vp as fitting parameter.
In figure 3.7 this most probably speed is shown as a function of flow asymmetry.
This relation is approximately linear. Over the full range of available flow asym-
metry, the velocity varies by a factor of three from approximately 10 to 30 cm s−1.
Influence of flow asymmetry on diffusion coefficient
The diffusion coefficient was estimated by fitting a confined random walk model
to the measured average squared displacement, as in chapter 2. The latter was
obtained by averaging the squared displacement of trajectories with a duration
of 2 s. Figure 3.8 shows the diffusion coefficient as a function of flow asymmetry.
As in the case of velocity, the diffusion increases roughly linear with flow asym-
metry, now by a factor of six from approximately 7 to 44 cm2 s−1.
Influence of flow asymmetry on disturbing energy kT
As described in chapter 2, the velocity distribution as well as the diffusion coef-
ficient of a single sphere can be related to disturbing energy, using the kinetic
energy kT = 1/2m∗v2p and the Einstein relation kT = f D respectively.
A third method for obtaining the disturbing energy can be obtained from
particle interaction. When two particles are inserted in the reactor, they con-
nect and disconnect intermittently. The ratio between the time they are con-
nected and disconnected depends on their magnetic interaction energy and
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FIGURE 3.6 – Velocity distributions of a single particle for different flow
asymmetry settings (legend) in the reactor show a Maxwell-Boltzmann-like
distribution. The distribution was obtained via a kernel density estimation
using a Gaussian kernel with σ= 1 cm s−1. Increased turbulence leads to a
higher average velocity.
the disturbing energy in the system. In chapter 2 a method is described to ex-
tract this disturbing energy from the distribution of observed particle distances.
This method is more precise and fundamentally more correct than the method
based on connection-disconnection duration.
In figure 3.9, all estimates for the disturbing energy are plotted together. The
relationship between kT and flow asymmetry fit well to a linear function in all
three cases. The estimates of the disturbing energy from the single sphere exper-
iments are very similar, certainly considering the measurement error. However,
like in chapter 2, these values are an order of magnitude higher than the values
obtained from the two-sphere experiments. For both single and two sphere ex-
periments the disturbing energy increases with increasing flow asymmetry. The
increase is a approximately a factor two higher for the single sphere experiment
(for the two single sphere experiment the increase (a+b)/b= 6(1), and for the
double sphere, (a+b)/b=3.1(7)).
3.4.2 Directional dependency of disturbing energy
The water flow is directed from the bottom to the top in the reactor in order
to counteract gravity acting on the particles. It is therefore expected that the
vertical (z) component of the particles motion deviates from the horizontal
(x and y) components. Additionally, there might be an asymmetry in the x y-
plane as well, since the flow is injected asymmetrically at high turbulence. These
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FIGURE 3.7 – Left: the most probable speed vp of the
Maxwell-Boltzmann-distributed particle velocity as a function of flow
asymmetry. The relation is approximately linear. The velocity increases by
almost a factor of three, indicating that the turbulence is increased. Right: the
standard deviation of the horizontal (x, y) and vertical (z) components of the
particle velocities as a function of flow asymmetry. The velocity in the vertical
direction is significantly lower than in the horizontal direction for a flow
asymmetry below 0.5.
effects are present both in the velocity distribution as well as in the diffusion
coefficient.
Directional dependence velocity
Figure 3.10 shows the velocity distribution of a particle in a turbulent flow for
various settings of flow asymmetry. The graphs were obtained by a kernel dens-
ity estimation using a Gaussian kernel with a standard deviation of 1 cm s−1.
With increasing flow asymmetry, the velocity distribution becomes wider, such
that the average absolute velocity increases. The velocity in the horizontal di-
mensions are similar, but the vertical velocity is significant lower for low asym-
metry settings. According to to the theory a normal distribution (equation 3.3)
was fitted to the measurements. The standard deviationφ is plotted in figure 3.7.
There is no significant difference in the horizontal direction (x and y compon-
ents), and there seems to be no correlation of the difference with flow asym-
metry. For flow asymmetry below 0.5 the velocity in the z-direction is signific-
antly lower, up to a factor of two.
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FIGURE 3.8 – Left: the diffusion coefficient of the motion of a single particle as a
function of flow asymmetry. The diffusion coefficient increased approximately a
factor six from minimum to maximum turbulence. The relation is roughly
linear. Right: the diffusion coefficient per dimension as a function of flow
asymmetry. Above a symmetry of 0.5, the difference between the components is
fairly large, but reduce significantly for lower turbulence. The estimation of D
underestimates its error bars, which for that purpose have been ignored for the
fit.
Directional dependence diffusion coefficient
Figure 3.8 shows the diffusion coefficients along the three different directions.
Even though the data is scattered, the values for the horizontal dimensions only
differ moderately. The diffusion coefficient in the z-dimension, however, shows
a much stronger dependence on flow asymmetry, diving below the horizontal
components for low flow asymmetry and vice versa.
Directional dependency of disturbing energy kT
As before, the disturbing energy can be derived from the velocity and diffusion
coefficients, but now for the individual x-, y- and z-components (kT =m∗φ2
and kT = f D, respectively). Figure 3.9 (bottom) shows the estimated values of
the disturbing energy. For clarity, two graphs are plotted, one of the estimate
based on kinetic energy (bottom left) and one for the estimate based on the
Einstein relation (bottom right). Of course these graphs show similar trends as
figures 3.7 and 3.8, as the particle mass and friction coefficient do not change
between the measurements; the velocity and diffusion coefficient fully determ-
ine the shape of these curves.
Like with the velocity analysis, there is no significant difference in kinetic
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FIGURE 3.9 – The disturbing energy (kT ) increases approximately linear with
flow asymmetry. Top left: determined from single sphere experiments, using the
diffusion coefficient (Einstein relation f D) and most probable velocity (m∗v2p)
and from the interaction between two spheres. The disturbing energy
determined from the velocity distribution agrees very well with that obtained
from the diffusion coefficient. The values obtained from this single sphere
experiments however are an order of magnitude higher than that of the two
sphere experiment. Top right: Enlarged view of the energy determined via the
interaction between two spheres. Bottom left: The directional dependence of the
disturbing energy derived from the velocity. Bottom right: The directional
dependence of the disturbing energy derived from the diffusion coefficient. Due
to the fact that we underestimate the error on the diffusion coefficient, it is
ignored by the linear fits for the Einstein relation.
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FIGURE 3.10 – The x, y and z components of the velocity of a single particle for
different flow asymmetry settings (legend) in the reactor show a Gaussian-like
distribution. The distribution was obtained via a kernel density estimation
using a Gaussian kernel with σ= 1 cm s−1. Increased turbulence leads to a
higher average velocity. The z component velocity is significantly lower than that
of the other dimensions.
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energy per dimension for higher flow asymmetry. For asymmetry below 0.5,
however, the energy in the vertical component is much lower than that of the
horizontal components with approximately a factor of factor two.
The results from the Einstein relation are significantly different; the energy
scales different for the separate dimensions; the horizontal components are
close but the vertical component has almost a factor of two more energy for
high flow asymmetry settings.
3.5 Discussion
The experiments clearly show that the particle velocity, diffusion coefficient
as well as the disturbing energy increase with turbulence. When three of the
four inlet valves are gradually closed, the inflow becomes more asymmetric and
turbulence increases. This process adds to the turbulence created by the reactor
geometry.
Creating asymmetry in the inlet flow is a practical way to change turbulence
and mimic temperature changes on the micro- and nano-scale. The analogy
between turbulent motion and thermal fluctuation is quite intriguing. There are
however at least two area’s where the analogy between turbulence and thermal
fluctuation does not hold: directionality and spatial frequency power density.
3.5.1 Directionality in turbulent flow
The experiments show that one cannot ignore the directionality of the turbulent
flow field. In analogy with temperature fluctuation, we would have to conclude
that the temperature in the system is directionally dependent.
Judging from the observations on directional dependence, increase in turbu-
lence has a more pronounced influence on the vertical direction. The difference
of velocity, diffusion coefficient and disturbing energy between the x- and y di-
mensions are mild, especially compared to that of the z dimension. The latter
also has a higher range between minimum and maximum value at the flow
asymmetry extrema.
The directionality of disturbing energy is more pronounced when derived
from the Einstein relation compared to the derivation from velocity. This might
have to do with the nature of the velocity; the theory of diffusion assumes a
purely random process. A bias might affect how this velocity contributes to the
observed displacement over time, and this way to the validity of equation 3.2.
A region exist around a flow asymmetry of 0.5 around which the directional
dependence is minimum. We are confident that the directional differences
between variables can be minimized by proper technical reconstruction of the
self-assembly reactor. Altering the number and location of inlet tubes and valves
might be one possible option to create a more homogeneous three-dimensional
flow-field in which multi-particle self-assembly can be realized.
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3.5.2 Richardson cascade
The value of the disturbing energy (kT ) determined via the two-particle experi-
ments is an order of magnitude lower than that obtained form the diffusion or
velocity of a single particle. We speculate that this is because a greater part of
the provided energy contributes rather to the motion of single particles than
to their close interaction. This speculation is based on the existence of a vor-
tex hierarchy in turbulent flow (Richardson cascade (Richardson, 1926)). The
asymmetrical introduction of the turbulent flow causes a macroscopic swirl
with a diameter close to the tank diameter at the bottom of the cylinder. This
swirl moves upward in a screw-like manner. With a strong dominance of iner-
tial forces over viscous forces, the largest eddies are undamped. The turbulence
must first break up into smaller vortices by a process of cascading until viscous
forces are significant and will dissipate the energy.
Due to this Richardson cascade, there is an energy transfer from the larger
vortices to the smaller ones. The energy is not uniformly distributed over the
different length scales, but drops off at shorter lengthscales (Hwang and Irons,
2012). So in contrast to thermal fluctuation, the equipartition theorem does not
hold for the energy spectrum (turbulence “noise” is not white). When we con-
sider velocity or diffusion, we take into account all vortices. For the two particle
experiment, only vortices with length scales in the order of the particle dimen-
sions contribute to their separation. So it is not surprising that the disturbing
energy from that experiment is lower.
In addition, the macroscopic swirl may counteract the dominating z-direc-
tion and strengthen the influence of the x- and y-directions on variables. This
would explain why the x- and y-components are mostly relatively similar.
3.6 Conclusions
We created an asymmetric inlet flow into a macroscopic self-assembly reactor.
Three of four bottom inlet valves were step-wise closed to the same degree,
while the fourth was kept open. This results in a more asymmetric inflow, amp-
lifying the turbulence already created by the reactor geometry. An increase of
the turbulence is an increase in the disturbing energy (analogue to thermal en-
ergy kT ). We quantified the effect of an increase in turbulence on the motion of
spherical centimetre-sized particles in the reactor, characterized by the velocity
distribution, diffusion coefficient and disturbing energy.
We characterized the turbulence by tracking the motion of a single sphere.
We observed that its most probable velocity as well as the diffusion coefficient
obtained from its random walk increases with higher flow asymmetry. From
this we conclude that the turbulence in the system is at its lowest value when
the water is injected symmetrically (i.e. all four valves are fully open).
Using thermodynamic theory, the velocity distribution and observed dif-
fusion coefficient can be translated to an effective disturbing energy. The es-
timates for the disturbing energy from the velocity and diffusion are identical
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within measurement error. In our system, the disturbing energy can be in-
creased from approximately 30 to 200µJ (i.e. by a factor around six) by increas-
ing turbulence.
Next to experiment with a single sphere, the disturbing energy was obtained
from observation of the interaction between two spheres with embedded mag-
nets. This experiment is more relevant for self-assembly studies. With increased
flow asymmetry, the disturbing energy is amplified with approximately a factor
of three, but the absolute values are an order of magnitude lower than for the
single sphere experiment (4 up to 12µJ compared to 30 to 200µJ).
Since the main flow in the reactor is in the vertical direction, one might
expect a directional dependency of the movement of a single sphere. For high
turbulence (flow asymmetry higher than 0.5), the standard deviation of the velo-
city distributions in the separate dimensions are similar. For lower turbulence,
the standard deviation in the vertical (z) direction is significantly lower than the
planar (x y) direction, up to a factor of almost two.
There is a clear directional dependence of the diffusion coefficient. The
difference between the horizontal (x y) dimensions are mild. The vertical di-
mension shows a much stronger dependence of energy on flow asymmetry.
We calculated the directional dependency of the disturbing energy from the
velocity distributions as well as the diffusion coefficients. The energy for the x
and y dimensions are similar. The energy in the z dimension is more distinct.
The derivation from velocity shows similar energy for high flow asymmetry for
all three dimensions, but the vertical component is up to a factor two lower for
low asymmetry. The derivation from diffusion coefficient shows that the vertical
component is much stronger affected by the flow asymmetry.
The thermodynamic conclusions achieved in this investigation have con-
sequences for the study of micro-scale self-assembly. Our results indicate that
macro-scale self-assembly can be used as an analogue system in order to study
micro-scale self-assembly since we can change turbulence and the disturbing
energy in a similar manner as we can change temperature for micro-scale sys-
tems. Processes such as crystallization or quenching are likely to be studied
analogously at the macroscopic scale provided that and ideally directional ho-
mogeneous turbulent flow field can be decreased rapidly in order to achieve
quenching. One can take advantage of the possibility of inhomogeneous design
which may open up novel venues of investigation. An inhomogeneous turbulent
flow field may be interpreted as a temperature gradient. A precisely designed
three-dimensional inhomogeneous turbulent flow field may be used for mac-
roscopic mimicking of several processes in for example microscopic mammal
or bacterial cells, organelles or organs which for the moment resembles solely
a future vision, but simultaneously a most probable achievable target.
4Chapter 4
Dipolar chain and ring formation
Abstract
We have studied the interaction of four macroscopic magnetic par-
ticles in a turbulent water flow and have investigated which structures
are dynamically formed. We have found that the system behaves accord-
ing to thermodynamic laws by evaluating the frequency of specific struc-
tures (lines and rings) forming over time. For this purpose we evaluated
images taken from the system from different angles, and evaluated them
both manually and by a method of deep learning. This resulted in a re-
lative occurrence of ring structures of 51.1 % and 50.4 % for respectively
manual and automated evaluation, versus 36.8 % as predicted by Maxwell-
Boltzmann statistics. This difference might be explained by underestim-
ating the disturbing energy. We are confident that observation of more
complex structures can give insight in how self assembly processes work
on microscopic scale.
The work in this chapter is a team effort. My contribution includes
composing the theoretical background and writing software that people
used to manually analyse the videos. I also developed and implemented
the architecture of the neural network, generated the training data, did the
network training and data analysis. The reactor was constructed in Twente
by Remco Sanders and Léon Woldering and was modified by Per Löthman,
who also did data acquisition and arranged manual analysis of the videos.
Wesley de Neve, Jasper Zuallaert and Mijung Kim from Ghent University
Global Campus have advised about the deep learning architecture.
4.1 Introduction
Chapter 2 introduced a macroscopic self-assembly reactor as an analogue sim-
ulator for microscopic self-assembly processes, and investigated to which ex-
tent single and two-sphere systems obey the laws of thermodynamics. Chapter
3 verified the effect of adjusting the turbulence on the behaviour of the par-
45
446 Chapter 4 – Dipolar chain and ring formation
ticles. However, single and two-particle systems are hardly representative for
self-assembly.
Therefore, we study the interaction of four spherical magnetic particles sus-
pended in a turbulent water flow. Due to the interaction of magnetic assembling
forces and disturbing turbulent forces, the structure is continuously changing
shape. Our aim is to determine whether the resulting shapes and their frequency
of observation correspond to what we expect based on thermodynamic equa-
tions to verify whether our system, also for multi-particle systems, behaves like
if it were on microscopic size.
4.2 Theory
A chain of magnetic spheres can be characterised by the magnetic potential
energy:
Em =−1
2
∑
i 6= j
mi ·B j i (4.1)
Here, mi is the magnetic dipole moment of sphere i and B j i is the magnetic
field generated by sphere j on the location of sphere i . The field generated by
magnetic dipoles can be described by:
B j i = µ0
4pi
(
3r j i (m j · r j i )
r 5
− m j
r 3
)
(4.2)
Where µ0 is the permeability constant, r j i is the distance vector pointing
from sphere j to sphere i and r is its norm. Figure 4.1 shows the magnetic
energy of a chain as a function of the angle between subsequent spheres. There
are energy minima when the chain is a full line (at an angle of 0) and when it
is a full ring (at an angle of pi/2). The system will tend to move to one of these
states, and needs a temporary burst of energy in order to overcome the energy
threshold of approximately 35µJ. Of course the system has more states than the
ones depicted in figure 4.1, but these are not considered in this work.
The occurrence of states of a thermodynamic system can be characterised
by Maxwell-Boltzmann statistics. This theory states that the occurrence of a
state n is dependent on the energy level of this state En and the thermal energy
of the environment kT :
pn ∝ e−
En
kT (4.3)
If we consider only the states occurring at the energy minima, we can define
the relative occurrence. Here we omit all states other than a pure ring and line
and just look at the probability of the structure being a line relative to these two
states only:
prel,line =
pline
pline+pring
= e
− ElinekT
e−
Eline
kT +e−
Ering
kT
(4.4)
44.3 – Methods 47
μ
FIGURE 4.1 – The magnetic energy of a chain of magnetic spheres as a function
of the angle between subsequent spheres. Energy minima exist where the chain is
a straight line (angle is 0) and where it is a ring (angle is pi/2)
4.3 Methods
The experimental setup has been introduced in chapter 2 and has not been
modified for this experiment. Four polymeric spheres (diameter 18.5 mm) with
cylindrical NdFeB cores (diameter 4 mm, height 4 mm, dipole moment 50.8 mA m2)
are suspended in the flow. With these dimensions, energy calculations using the
dipole approximation (equations 4.1 and 4.2) are valid with an error of 1.3 %.
2200 Frame sets were recorded with intervals of 10 s to make sure there is no cor-
relation between subsequent frames. This amount of frames yields a sampling
error (95 % confidence interval) of 2.1 %.
The data was then evaluated and sorted into three different classes; either
‘line’, ‘ring’, or ‘none’, the latter containing every state other than the first two.
Figure 4.2 gives a few examples of observed sphere structures along with their
correct classification. The classification was performed using two methods;
manual evaluation and automated evaluation.
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4.3.1 Manual evaluation
This method involved six people observing all of the frame sets one by one and
classifying them in a subjective way. Each person has a different opinion about
the limits on the classes (how much is the line structure allowed to bend before
it stops being a line?), which corresponds to different classification algorithms.
The results are then combined by a majority voting scheme, which assigns to
each frame set the class which has been chosen most often by the people.
4.3.2 Automated evaluation
This method involved automated image classification using deep learning. This
requires the definition of a neural network architecture and proper training
with a set of training images and corresponding labels. If correctly trained, this
network takes as an input a pre-processed image set and outputs the probabilit-
ies of the image set being of class ‘line’, ‘ring’ and ‘none’. This, however, requires
the existence of a correctly labelled data set which is absent. As a solution we
generated artificial data based on true geometrical shapes; for this purpose we
defined 3D structures consisting of four spheres in a specified geometrical con-
figuration. This structure was rotated and translated within limits correspond-
ing to real-life situations, and then projected to 2D using measured camera
calibration parameters. The resulting images were adjusted to closely resemble
the original data by including a background, applying blurring, particle occlu-
sion and radial gradients on the spheres. Figure 4.4 shows the neural network
used. As an input it takes the set of two corresponding images, passes them
through a Siamese network consisting of six convolutional layers which share
their parameters W . After these layers the resulting data is flattened and goes
through 3 additional fully connected layers, finally outputting a 3-element vec-
tor representing the probabilities of the images being classified as ‘line’, ‘ring’
and ‘none’ respectively. The network was trained on 70 000 artificially generated
images. The training set is balanced; it contains as much examples of each class.
Structures were considered ‘lines’ if the angle between subsequent particles
does not surpass 30°. Structures were considered ‘rings’ if the angle between
subsequent particles is between 85° and 90°. Structures were considered ‘none’
in all other cases, including cases with disattached spheres.
4.4 Results
The reactor has an estimated value for kT of 6.5µJ as determined from the
statistical interaction of two spheres (see chapter 2). The magnetic energy of the
sphere system in line and ring states are respectively 268µJ and 273µJ (equation
4.1). Under these conditions, equation 4.4 predicts that ‘lines’ and ‘rings’ will
appear with a probability of respectively 36.8 % and 63.2 %.
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FIGURE 4.2 – Snapshots taken of the four-sphere structure in various states.
Disconnected (up left) and curved (down left) structures are classified as ‘none’,
ring structures (top right) are classified as ‘ring’, and straight structures (bottom
right) are classified as ‘line’.
4.4.1 Human evaluation
Figure 4.3 shows the relative occurrence of lines and rings. It can be seen that
there is a significant disagreement about what classifies as a ring and line;
among the different people prel,ring ranges from 0.31 to 0.55. Majority voting
yields a conditional probability of 49.0(24) % and 51.0(24) % for ring and line,
respectively. The error bars represents the standard deviation resulting from
randomly removing a single person from the voting process.
4.4.2 Automated evaluation
After having trained the network, it correctly classifies 95.0 % of the training set
images. Table 4.1 shows more detailed the performance of the classification. It
can be seen that rings and lines are correctly classified with a probability of re-
spectively 95.4 % and 99.7 %, and are rarely confused with respect to each other.
The ‘none’ class shows more overlap with the other classes, being misclassified
10 % of the time.
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TABLE 4.1 – Validation of the neural network on artificial data. It shows how
often the network correctly classified an image pair based on its true state.
Horizontal numbers add up to 100 %.
True state Neural network classification
Ring Line None
Ring 95.4 % 0.0 % 4.6 %
Line 0.0 % 99.7 % 0.3 %
None 5.6 % 4.4 % 90.0 %
TABLE 4.2 – Occurrence and relative occurrence of the states ‘line’, ‘ring’ and
‘none’, according to theoretical predictions and manual and automated analysis
of experimental data.
Occurrence Relative occurrence
Manual Automated Theory Manual Automated
Ring 41.2 % 36.8 % 36.8 % 51.1 % 50.4 %
Line 39.3 % 36.2 % 63.2 % 48.9 % 49.6 %
None 19.5 % 27.0 %
4.4.3 Overview
Table 4.2 shows the summarized results, after applying the neural network on
the experimental data. In both the manual and automated analyses structures
are more often identified as lines and rings than as none. Manual selection
more often considers the structure to be a ring or line. If we consider the relat-
ive occurrence of lines and rings, we observe that the manual and automated
analyses yield very similar results. Considering a sampling error of 2.1 % there
is a significant difference between the experimental results and the theoretical
prediction.
4.5 Discussion
The fact that both evaluation methods provide numbers significantly different
to the predicted occurrence is troubling. A possible reason for this phenomenon
is that the effective disturbing energy is different than we assumed. In chapter
2 we found that the difference in disturbing energy obtained via single- and
two-sphere systems is an order of magnitude. We furthermore reasoned that
due to a wavelength-dependent energy spectrum particles and clusters of dif-
ferent size will experience a different amount of disturbing energy. Indeed, as
a four-sphere system is significantly larger than a two-sphere system we can
expect a higher energy level. An infinite amount of disturbing energy is needed
in order to predict a relative occurrence of 50/50 % for lines and rings. Starting
from 27µJ the predicted odds are closer to the observed occurrences (45/55 %).
This value is still well within the range of values of kT found for two-sphere
(approximately 6.5µJ) and single-sphere (approximately 80µJ) systems. We do
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FIGURE 4.3 – The relative occurrence of ring and line structures among
2000 frames, as analysed by several people. There is a significant disagreement
among different people. Majority voting provides a more accurate result.
not rule out the influence of other effects, such as hydrodynamic forces, man-
ufacturing tolerances and errors due to the dipole approximation, especially
considering the small difference between the energy levels.
Apart from the mismatch between theoretical and experimental results the
methods of analysis need to be addressed. First of all, subjective evaluation by
people is prone to bias and is not stable over time. Even though the influence
of these effects is reduced by majority voting, this method can still result in a
bias due to the fact that selection is subjective; there are no strict geometric
definitions of what is a line and ring. Still, human observation is much more
time efficient for the used amount of data than the time consuming process of
generating artificial data and training neural networks.
Strict geometric definitions are present in the case of deep learning. The
training set is large enough to cover most possible states of the system. Still,
there is no 100 % success rate in classifying even the artificial images. One
reason is that in order to cover more possible states, a random factor is involved
in generating the sphere structures. This random factor can result in overlap-
ping classes, resulting in errors. A second factor is that the network might not be
optimal. The architectures are chosen by a method of trial-and-error such that
optimization is hard and we settle for a non-optimal network. A more serious
issue is that the network is trained on artificial data and that we use it to classify
experimental data, which is slightly different in appearance. This expectedly res-
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FIGURE 4.4 – The architecture of the neural network used to analyse the images.
It consists out of six Siamese convolutional layers, which share the same weights
between them, followed by three fully connected layers.
ults in a reduction in classification accuracy. We are unable to verify how well
the system performs on experimental data because there is no ground truth for
the labels. The only available labels are given by human analysis, which are not
guaranteed to be correct.
As a last thing, we have only considered the extreme states of ‘line’ and ‘ring’.
However, these perfect states occur only rarely as most often there is a small
defect in the observed shapes like a slight bend. By accepting only the perfect
shapes, we do not have a large enough set to make statistical significant con-
clusions. Furthermore, distinguishing between the ideal and non-ideal shapes
is a very challenging assignment due to the structure being three-dimensional,
which makes good observation hard. Therefore, many non-ideal shapes have
been accepted as lines and rings, even though they contain different energy
levels than those ideal shapes.
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4.6 Conclusions
In this work we evaluated the structures formed by four interacting magnetic
spheres in a turbulent water flow. The main goal was to evaluate the frequency
of line- and ring-shaped structures, and compare this with the values as pre-
dicted by thermodynamic theory. For this purpose we evaluated 2200 snapshots
of the structures manually as well as by deep learning.
Manual analysis based on 6 subjects gives a relative occurrence of 51.1 %
and 48.9 % for ring- and line structures, respectively. Deep learning predicts
a relative occurrence of 50.4 % and 49.6 %, respectively. This deviates from re-
spective values of 36.8 % and 63.2 % as predicted by Maxwell-Boltzmann stat-
istics, an error more significant than the sampling error of 2.1 %. This indicates
we might have underestimated the equivalent thermal energy of the turbulent
flow.
These results suggest that more careful characterisation of the disturbing
energy is required. We still trust that further studies of systems consisting of
more particles and different geometries will give valuable insights in how self
assembly processes work on microscopic scale, which can be exploited for op-
timization of micro-fabrication processes.
4
5Chapter 5
Three-dimensional cluster growth of
magnetic particles
Abstract
We have studied the structures formed by three-dimensional, macro-
scopic self-assembly and found that the geometry of particles is highly
decisive for the type of structures are being formed. Centimetre-sized par-
ticles of various geometries (ellipsoids, cylinders, cubes) and aspect ra-
tios with embedded magnets were suspended in an upward flow gradi-
ent, forming structures by an interplay between magnetic assembling-
and turbulent disturbing forces. Ellipsoidal particles formed stacked ring-
like and opaque structures, while cylindrical and cubic particles formed
more regular structures with straight angles. For the latter, the aspect ratio
gives us control over the formed structures, being one-, two- and three-
dimensional in nature for respectively low, high and medium aspect ratio.
The study of self-assembly dynamics on macroscopic scale can give valu-
able information about design decisions for microscopic self-assembly,
while offering more simplified particle design and observation techniques.
The work in this chapter is a team effort. My contribution includes
composing the theoretical background, designing and constructing the
particles and performing the experiments. The reactor was constructed in
Twente by Remco Sanders and Léon Woldering and was modified by Per
Löthman, who also designed the cone inset.
5.1 Introduction
The previous chapters dealt with characterisation of the macroscopic self-as-
sembly reactor and assessing to which extent the behaviour of particles obey
the laws of thermodynamics.
The study of macroscopic magnetic self-assembling systems is not new. Sev-
eral groups have investigated the influence of particle- and reactor design, as
well as environmental conditions on the formed structures (figure 5.1).
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Stambaugh et al. (2003) investigated a vertically-shaken mono layer of cen-
timetre-sized magnetic spheres. The observed patterns were highly depend-
ent on the particle density, reactor shape, magnet shape and initial particle
distribution. Miyashita et al. (2009) investigated the influence of geometry on
structure formation of floating magnetic particles while being shaken. They
quantified the aggregation characteristics and showed that rounded particles
assemble faster than squared ones and that the early stages of the aggregation
pattern are crucially influential to the rest of the process. Hacohen et al. (2015)
investigated programmed assembly of macroscopic magnetic bricks by pattern-
ing the sides of tetrahedrons, which assemble after agitation. These works are
primarily two-dimensional in nature, however, and are not representative for
true three-dimensional systems. Ilievski et al. (2011b) investigated buoyancy-
neutral magnetic particles in a three-dimensional turbulence-driven assembly
process, forming one-dimensional structures. They found that statistical mech-
anics predict well how the strength of turbulence and the magnetic attraction
forces influence the obtained chain length.
We expand upon this work by moving to fully three-dimensional shapes and
investigating the influence of geometry of magnetic particles and their amount
on the resulting structures. Patterns with lowest energy will have the highest
probability of occurring. In a buoyancy-neutral system, using the magnetic di-
pole approximation, magnetic potential energy is dominant:
Em =−1/2
∑
i 6= j
mi ·B j i , (5.1)
where mi is the magnetic moment of particle i and B j i is the field generated
by particle j on the location of particle i . The probability that particles are
connected axial (pax, with energy level Eax) or diametrically (pdiam, with energy
level Ediam) are related to their relative energy level:
pax
pdiam
∝ e
Eax−Ediam
kT . (5.2)
The aspect ratio allows for tuning of the connection energy and thereby
particle interaction; wide particles (Eax−Ediam < 0) will be biased towards end-
to-end connections such as chain-like structures, while long particles (Eax −
Ediam > 0) are biased to side-to-side connections such as planar structures. For
Eax−Ediam = 0 both types of connections will be common, able to form regular,
three-dimensional structures.
5.2 Results
5.2.1 Reactor
Figure 5.2 shows a schematic of the system previously introduced and character-
ised in (Hageman et al., 2018). Particles are submerged in a cylindrical reactor
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FIGURE 5.1 – A: Centimetre-sized magnetic particles shaken vertically form
patterns inside a two-dimensional plane (Stambaugh et al., 2003). B:
Centimetre-sized floating magnetic cubes self-assemble in patterns when
shaken (Miyashita et al., 2009). C: Uniquely patterned bricks assemble into a
product through shaking (Hacohen et al., 2015). D: Turbulence driven
three-dimensional self-assembly creates line structures out of centimetre-sized
magnetic cubes (Ilievski et al., 2011b).
tube with a turbulent upward-directed water flow, both for counteracting grav-
ity and a as a source of disturbing energy. A cone-shaped inset creates a flow
gradient meant to center particles in the middle and prevent interaction with
the top- and bottom nets to contain the particles.
5.2.2 Particles
3D printed, centimetre-sized particles have a cylindrical, axially-magnetized
NdFeB core, and is color coded based on polarisation. They are designed such
that Eax−Ediam ∈ {−40,0,40} µJ, in order of increasing aspect ratio (AR), while en-
suring that their minimum connection energy stays −80µJ. Particles are either
ellipsoidal, cylindrical, or cubical, ordered in increasing extent to which the
particle poses geometrical restrictions on how they can connect.
5.2.3 Experiments
Particles in various amounts (8, 12, 16) were inserted into the reactor with ap-
propriate flow speed settings to create neutral buoyancy. The level of turbulence
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in all cases was high enough to overcome the magnetic attraction, allowing ob-
servation of particle interaction while the system explores the energy landscape.
Figure 5.3 shows typical structures formed by 8 particles of various geometries.
A clear dependence of structures based on geometry can be observed. Argu-
ably the most important factor is aspect ratio, followed by geometry (ellipsoids
vs other structures). Ellipsoidal particles form ring-based structures of which
the amount of particles per ring is dependent on the AR. We observe most fre-
quently a 3-, 4- and 8-ring as main building block of the structures. The latter
is a result of solely axial connections, and will increase with the amount of par-
ticles in the reactor, and is mainly limited by the reactor size. The medium AR
ellipsoids are in a very stable configuration and rarely escape from their stacked
4-ring structure.
Ellipsoidal structures are quite distinct from the structures formed by cyl-
indrical and cubical particles, the latter ones being quite similar. These parti-
cles form mainly straight angles between one another and are more rigid than
the ellipsoidal connections. Although high AR particles connect diametrically,
they can also connect diametrically under a 90° angle. This allows them to es-
cape a purely two-dimensional configuration. Medium AR particles connect
both axially and diametrically, forming true regular three-dimensional struc-
tures. Cylindrical particles more easily evolve from two-dimensional to three-
dimensional structures, as there are less geometrical constraints on stable con-
nections. Low AR particles rarely connect different from axially, forming rigid
one-dimensional structures rather than the flexible chains created by ellips-
oidal particles. Reactor dimensions, however, pose a clear restriction on the
length of the structure.
Figure 5.4 shows typical structures formed by 8, 12 and 16 medium AR par-
ticles in the reactor. Elliptical particles form truly different shapes. The stacked
four-ring who dominated the 8-particle experiment is broken up after adding
more particles. Now also stacked three-ring structures and less defined, amorph-
ous structures can be observed. The increased amount of particles this way acts
as a catalyst.
There is no fundamental change in the structures formed by cylindrical
and cubical particles. They are still connected diametrically and axially, but
form more complex structures. This is to be expected due to the increase in the
amount of particles and consequently the amount of states.
5.3 Conclusions
We investigated the influence of the aspect ratio and geometry of magnetic par-
ticles on resulting structures during a three-dimensional self-assembly process.
The geometry of the particles determine the regularity of structures. Ellipses
tend to form stacked ring structures as well less defined, amorphous structures.
In contrast, cylindrical and cubical particles form more rigid structures char-
acterised by straight angles. The aspect ratio (AR) determines the magnetic
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FIGURE 5.2 – The self-assembly reactor pumps water upwards to create neutral
buoyancy for the particles and to introduce a turbulent flow. A cone-shaped
inset creates a flow gradient to keep the particles on specified height and
minimizes their interaction with the meshes on either side of the reactor.
Particles are 3D-printed and contain a cylindrical NdFeB magnet (top left).
potential energy of connected particles. Low AR particles form primarily one-
dimensional structures. Medium AR particles allow both axial and diametrical
connections and therefore support fully three-dimensional structures. High AR
particles prefer diametrical connections, forming two-dimensional structures,
but also allow diametrical connections under an angle of 90°, offering an escape
to the third dimension.
Increasing the amount of particles generally increases the complexity of
structures due to the increased amount of states. It additionally can act as a
catalyst to break up generally stable structures.
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FIGURE 5.3 – The aspect ratio (AR) and particle shape heavily influence the
resulting clusters. Ellipsoidal particles (A*) tend to form flexible (stacked)
ring-based structures while cylindrical (B*) and cubical particles (C*) primarily
connect via straight angles, resulting in more rigid structures. The AR of
ellipsoidal particles determine the most common observed amount of particles
per ring, which is 3, 4 and 8 for respectively high (A1), medium (A2) and low AR
particles (A3). High AR cylinders and cuboids connect primarily diametrically
(B1, C1), but can also connect under a 90° angle, allowing them to escape a fully
two-dimensional configuration. Medium AR cylinders and cuboids connect both
axially and diametrically and can form true three-dimensional structures (B2,
C2). Low AR cylinders and cuboids form primarily one-dimensional structures
(B3, C3).
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FIGURE 5.4 – Systems of 8 (left), 12 (middle) and 16 (right) particles of elliptical
(top), cylindrical (middle) and cubical (bottom) geometry. The resulting
structures are more complex due to the increased amount of particles. The stable
stacked four-ring structure which dominated the 8-ellipsoid experiment is
broken up after adding more particles, acting as a catalyst. Now also stacked
three-ring structures are observed, as well as less defined, amorphous structures.
5
6Chapter 6
Kinetics of 2D contrained
orbitally-shaken particles
Abstract
We present an experimental study of the kinetics of orbitally-shaken
macroscopic particles confined to a two-dimensional bounded domain.
Discounting the forcing action of the external periodic actuation, the parti-
cles show translational velocities and diffusivity consistent with a confined
random walk model. Such experimental system may therefore represent a
suitable macroscopic analogue to investigate aspects of molecular dynam-
ics and self-assembly.
The work in this chapter is a team effort. My contribution includes
composing the theoretical background and performing the experiments. I
wrote the software for particle detection, color-based identification, orient-
ation estimation and tracking and performed the statistical analysis. The
experiment was designed by Dhananjay Ipparthi and Massimo Mastran-
geli, who additionally constructed the setup and the particles and were
involved in every step along the way.
6.1 Introduction
Concepts pertaining to self-assembly can explain a variety of natural phenom-
ena occurring across different scales, from molecular to macroscopic (Klug,
1983; Whitesides and Boncheva, 2002; Whitesides and Grzybowski, 2002). An
inherent difficulty in studying the self-assembly of molecular systems is posed
by the very size of the self-assembling agents, here generically defined as par-
ticles, and by the short duration of their interactions. As an alternative to fast
spectroscopic techniques (Calegari et al., 2014), analog macroscopic models
of self-assembling systems can provide magnified if approximate representa-
tions of the interactions between particles and of their time scales amenable to
easier investigations (Hageman et al., 2015). Analog macroscopic models have
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proven useful to study at least two aspects of self-assembling systems: parti-
cles’ kinetics (Grzybowski et al., 2002) and population/concentration dynamics
(Hosokawa et al., 1994; Miyashita et al., 2011). Time evolution of particle popula-
tions has been theoretically studied using difference equations (Gillespie, 2007;
Hosokawa et al., 1994; Miyashita et al., 2011). The simulated results of these
works show qualitative correspondence with experimental data obtained from
systems of macroscopic particles. Among available options (Kudrolli, 2004; Ku-
mar et al., 2015; Ojha et al., 2004), orbital shaking is a useful agitation method
for macroscopic setups to study the dynamics and interactions of granular mat-
ter (Bhalla et al., 2014; Cademartiri et al., 2012; Grünwald et al., 2016; Hacohen
et al., 2015; Tricard et al., 2013, 2015). The statistics of the motion that orbital
shaking imparts to solid, in-plane bound particles was however not character-
ised to date.
In this chapter we assess the motion of macroscopic, orbitally-shaken par-
ticles confined to a two-dimensional (2D) bounded space, and whether it may
approximate the motion of molecules in a highly diluted 2D solution. The statist-
ics of diffusing particles (Gillespie and Seitaridou, 2012) is described by random
walk and Brownian motion models (Einstein, 1905; Langevin, 1908; Smoluchow-
ski, 1916). In our analogy with the macroscopic realm, we adopt the latter as
guiding frameworks to interpret our experimental data, though the mechanism
underlying our particles’ motion is admittedly different.
6.2 Experimental setup
Our experimental setup was composed of a 2D circular reactor confining 3D-
printed particles, an orbital shaker (orbit diameter dorb = 2.5(1) cm ) imparting
motion to the particles through the reactor, and an overhead camera for op-
tical tracking (figure 6.1). The particles were 7 mm thick, geometrically equal
sectors of a circle with radius of 25 mm and spanning angle of 45°. The particles’
homogeneous colour and shape were chosen to facilitate the tracking of their
positions and angular orientations, respectively. The circular reactor with inner
diameter of 250 mm had rough interior surface, as we found surface roughness
to reduce friction and improve the mobility of the particles. The camera was
made solidal to the non-inertial frame of the shaker through a mechanical arm
to avoid the need for shaker motion subtraction prior to image analysis.
The experiments were carried out under two conditions, whereby the mo-
tion of 1 and 3 particles were respectively tracked. Each experiment was per-
formed by placing the particle(s) into the closed reactor, starting the video frame
capture at 20 fps, and then running the shaker at a frequency f = 5.00(2) Hz.
Each experiment was run for 8 min 20 s to capture 10 000 frames. Image pro-
cessing of each acquired frame involved background subtraction, low-pass fil-
tering and linear discriminant analysis to isolate the colour blobs correspond-
ing to the particles based on their RGB value. Morphological operations were
used to clean the blobs of remaining artefacts. Within the shaker frame, the
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FIGURE 6.1 – Schematic of the experimental setup used in this study. A single
particle and its trajectory, tracked through the overhanging camera solidal with
the circular 2D reactor, are shown in the inset (see figure 6.2b-c for the 3 particles
case).
position x of each particle was assumed to be the centre of mass of the corres-
ponding blob. The orientation θ of each particle was obtained by fitting lines
onto the straight edges of the particles and evaluating the subtended angle in
the shaker frame of reference.
6.3 Results
We analysed three aspects of the particle kinetics: (1) velocity distribution, (2)
translational diffusion and (3) rotational diffusion. Diffusion is the motion of
particles caused by thermal energy (Cooksy, 2014). In the random walk model
of Brownian motion, the translational velocities of particles with k translational
degrees of freedom are χk -distributed (Berg, 1993). The velocities of particles
moving by Brownian motion in three dimensions follow a χ3 distribution, i.e.,
a Maxwell-Boltzmann distribution (Berg, 1993). Since in our case we allow the
particles to move in two dimensions (k = 2), we might expect the 2D transla-
tional velocities and their 1D projections to respectively follow a χ2 distribution,
i.e., a Rayleigh distribution
f (v,σ)= v
σ2
e−v
2/(2σ2) (6.1)
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with velocity v and velocity mode σ, and a χ1 distribution, i.e., a Gaussian, if a
diffusion analogy holds for our system.
In the kinetic analysis, we first consider the constant orbital component of
the particle motion, expressed in the form of repetitive, short-range circular
trajectories superposed to the linear, long-range displacements of the parti-
cles (figure6.1-inset and figure 6.2b). Such orbital motion, due to the global
actuation forced by the shaker, equally and synchronously affects all particles.
Therefore, while causing the motion of the particles, the orbital motion does
not primarily contribute to particle interactions in a sparse particle system.
Particle interactions are mainly due to relative motion differences, as induced
by e.g. mutual collisions and boundary effects. We discounted for the constant
orbital component in the analysis of particle trajectories to focus on relative
particle motion. The external actuation frequency was consequently omitted
from the tracking data by designing a band-stop filter in the frequency domain,
to mask the spectrum of the Fast Fourier Transform of the 1D projections of
particle trajectories (figure 6.2a), and then inverse-transforming the filtered tra-
jectories back to the time-space domain (figure 6.2c). The filter, with center
frequency of 5 Hz and width of 2 Hz (figure 6.2a), only suppressed the actuation
frequency, and did not alter the phase behaviour of the particle motion. After
filtering, the motion of the particles is mainly characterised by low frequencies,
whose normalised amplitude decayed by a factor 100 at 1 Hz.
6.3.1 Velocity distribution
Figure 6.3-left shows a typical unfiltered 2D velocity distribution of a single
orbitally-shaken particle tracked in the reactor, characterised by a mean of
33.42(3) cm s−1 and a standard deviation of 2.9 cm s−1. The mean particle ve-
locity is expectedly close to the maximal orbital speed afforded by the shaker,
i.e., vorb ≈ f pidorb(= 39(2) cm s−1)
The filtered 2D particle velocity distribution appears to be Rayleigh-like, as
shown by the fitting in figure 6.3-right. A fitting routine for the Rayleigh distribu-
tion (Eq. 6.1) was used which minimizes the maximum distance Dmax between
the cumulative distribution (CDF) of the velocity measurements and the cumu-
lative Rayleigh distribution, yielding the fitting parameter σ and its uncertainty
²σ. A Kolmogorov-Smirnoff (K-S) test was used to quantify the goodness of fit
(GOF) and obtain a significance level Q to disproof the null hypothesis that the
two distributions are the same (Press et al., 1992). The results of the fit and the
K-S test are presented in Table 6.1, and the normalised CDF of the experimental
velocities and the fitted Rayleigh function are presented in figure 6.4. Despite
the apparent quality of the fit represented in figure 6.3-right, using a Q-value
of 5% as the limit for rejecting the hypothesis the GOF test suggests that the
velocities are actually not Rayleigh distributed. The large sample size (9600)
makes the analysis very sensitive to subtle deviations from a true Brownian
motion, possibly arising from local variations in roughness and flatness of the
reactor surface, and particularly from the presence of boundaries. Closer ex-
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FIGURE 6.2 – (a) Typical spectrum of the x-coordinate of a particle, normalised
to a maximum amplitude of 1, along with the band-stop filter designed to
exclude the actuation frequency of the orbital shaker. (b) Unfiltered and (c)
filtered trajectories of 3 particles recorded over a period of 5 s.
amination suggests that the observed velocities in the tail of the experimental
distribution (figure 6.3-right) are consistently higher than in the fitted Rayleigh
distribution, as also evident in figure 6.4. figure 6.5 additionally evidences that
higher velocities were observed along the edges of the reactor. This supports
that upon collisions the edges impulsively transmitted kinetic energy to the
components and raised their velocities. Notably, by omitting particle velocities
above 10 cm s−1 from the distribution a significantly improved GOF was ob-
tained, as also presented in Table 6.1.
As mentioned earlier, we might furthermore expect the distributions of
particle velocity projected over orthogonal, one-dimensional axes to be Gaus-
sian (i.e., χ1) distributions; and, for a given particle system, the velocity distri-
bution parameter σ to be similar. The 1D projected velocity distributions for a
single particle in the reactor are shown in figure 6.6, together with the Gaussian
fit obtained using the same fitting procedure earlier described. The results of
the fit and K-S test are presented in Table 6.1. The fitting parameter σ for the
1Dx and 2D velocity distributions are similar, while this is not the case for the
1Dy distribution. The GOF test suggests that the y-velocity is not Gaussian dis-
668 Chapter 6 – Kinetics of 2D contrained orbitally-shaken particles
TABLE 6.1 – Fitting of the velocity distributions. Values for velocity distribution
parameter σ with uncertainty ²σ, and for significance level Q corresponding to
the error measure Dmax obtained from the K-S test are reported when using
either all velocity data (top) or excluding velocity values over 10 cm s−1 to omit
the effect of reactor boundaries (bottom).
Samples Dimensionality σ ²σ Dmax Q
[cm s−1] [cm s−1] [%]
All 2D 2.45 0.02 2.6 3.7E-6
1Dx 2.48 0.03 1.3 8.6E-2
1Dy 2.34 0.04 2.1 3.8E-4
v ≤ 10 cm s−1 2D 2.39 0.02 1.7 6.2E-3
1Dx 2.40 0.03 1.2 1.5E-1
1Dy 2.32 0.04 2.4 3.0E-5
0 20 40
vun-ltered [cm s!1]
0
0.05
0.1
0.15
p(
v)
[s
cm
!
1 ]
0 5 10
v-ltered [cm s!1]
0
0.05
0.1
0.15
0.2
0.25
0.3
Rayleigh
FIGURE 6.3 – Typical 2D velocity distribution for an unfiltered (left) and filtered
(right) trajectory of a single particle tracked in the reactor.
tributed. Omitting the velocities in excess of 10 cm s−1 observed at the edges,
the GOF for x-velocity improves, but it deteriorates for y-velocity. The velocity
distributions and corresponding χk fits for the 3-particle experiment, presen-
ted in Appendix A, show a more pronounced deviation from an ideal Brownian
behavior, possibly reflecting the effect of inter-particle collisions.
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FIGURE 6.4 – Normalised cumulative distribution of the measured and filtered
2D velocity of a single particle (see figure 6.3) and the fitted cumulative Rayleigh
distribution.
FIGURE 6.5 – Scatter plots of (left) unfiltered and (right) filtered particle velocity
versus particle distance from the centre of the reactor.
6.3.2 Translational diffusion
To study the diffusion of a particle in the reactor, we consider its complete tra-
jectory, divide it into equal-length sub-trajectories and compute averages of the
square displacement, defined as the Euclidean distance from the starting point
of the trajectory. For a two-dimensional system, we might expect the following
relation:
〈X 2〉 = 4Dt (6.2)
where 〈X 2〉 is the mean square displacement, D the diffusion coefficient and
t the time (Einstein, 1905; Perrin, 1909; Smoluchowski, 1916). Choosing more
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FIGURE 6.6 – Distribution of the x- (left) and y-components (right) of the single
particle velocity of figure 6.3-right.
trajectories smoothens the data and decreases the standard error in estimating
the true 〈X 2〉, but also decreases the observation time.
From figure 6.7 it can be seen that the trajectories start off with a ballistic
regime, characterised by a quadratic curve for t < 0.5 s, before entering a lin-
ear regime. The curves enter a saturation regime after roughly 4 s. The latter
transition is in accordance with the confined random walk principle (Perrin,
1909; Smoluchowski, 1916). The diffusion coefficient, calculated by determin-
ing the slope of the linear regime using a χ-square fitting method, varies from
approximately 0.5 to 5 cm2 s−1.
6.3.3 Relative translational diffusion
As mentioned, in self-assembling systems the differential motion of the parti-
cles allows their spatial collisions and interactions. To characterise how particles
move with respect to one another in the shaken reactor, we define a measure
of relative diffusion between two particles drel as the change in distance vector
d(i ) with respect to the initial distance d(0):
drel(i )= |d(i )−d(0)| (6.3)
where d(i ) = [x1(i )− x2(i ) y1(i )− y2(i )], xn and yn being the coordinates of
particle n in the shaker frame. We calculate the mean square displacements
from these values. figure 6.7 shows the result of applying these metrics to 3 par-
ticles in the reactor. The curves have a similar shape to the standard diffusion
curves, but have a higher magnitude. The relative diffusion coefficient approx-
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imately varies from 1 to 8 cm2 s−1. Qualitative inspection suggests the relative
diffusion equals roughly the sum of the diffusion of the individual particles, as
it might be expected from a Brownian diffusion model (Gillespie and Seitaridou,
2012), though the relationship was not quantitatively investigated.
6.3.4 Rotational diffusion
We investigated whether the angular orientation of particles follows a random
walk-like behaviour by observing their angular displacement over time. For
this purpose, the values of the angular orientation θ, normally restricted to the
interval−pi topi, were unwrapped to a continuous, unbounded value. The result
of this conversion is shown in figure 6.8.
Similarly to the displacement trajectories, the total angular trajectory was
subdivided into shorter trajectories, from which we calculated the mean abso-
lute and the mean squared angular displacement. The latter might be expected
to follow (Einstein, 1905):
〈θ2〉 = 2Drt (6.4)
where Dr is the rotational diffusion coefficient, and the scalar factor 2 follows
from the single angular degree of freedom available to the particles. The calcu-
lated mean absolute angular displacement, shown in figure 6.7, appears to grow
linearly with time, in contrast to what the Eq. 6.4 predicts. Closer observation
shows that the particles tend to rotate in a single direction with approximately
fixed rate on long-term scale; and they do not often undergo random rotation
direction change, as typical of random walks. This confirms that the angular
rotation of the particles does not follow a simple diffusive model.
6.4 Conclusions
We studied the kinetics of centimetre-sized, orbitally-shaken particles by record-
ing and analysing their 2D-constrained motion in a bounded space. Our results
show that the particles possess Rayleigh-like distributed velocities in addition
to the constant orbital motion components globally forced by the external ac-
tuation. Orthogonal 1D projections of particle velocity follow a Gaussian-like
distribution. The parameter characterising the x-projected velocity distribution
agrees with the corresponding parameter for the Rayleigh distribution within
error bars, but neither of them are close to the parameter for the y-velocity
distribution. The mean square displacement of the particles obeys a confined
random walk model, characterised by the sequence of ballistic, linear and satur-
ating regimes respectively for short, medium and long observation times, which
is expected given the presence of hard boundaries to particle motion. The relat-
ive diffusion coefficient appears approximately equal to the sum of the diffusion
coefficient of the particles. Conversely, the angular particle displacement ap-
pears to follow a super-diffusive model.
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FIGURE 6.7 – Kinetics of 3 particles in the reactor. Top left: Mean square
displacement as a function of time (≤1.5 s). The profile is indicative of the
ballistic regime for t ≤ 0.5 s. Top right: Mean square displacement as a function
of time (≤15 s). Bottom left: Mean square relative displacement as function of
time (≤15 s). Bottom right: Mean absolute angular displacement as a function
of time (≤5 s). In all plots, dashed lines indicate the standard error around the
mean value.
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FIGURE 6.8 – Conversion of bounded to unbounded angles for three particles in
the reactor.
The analogy with diffusional kinetics qualitatively supported by the results
of our analysis is particularly striking when considering that the mechanism
underlying the statistics of our particles’ motion in the reactor is significantly
different from that of e.g. molecules in a solvent. In particular, discounting for
the impact of air molecules, our particles are not impinged by numerous colli-
sions from other, smaller particles, which conversely defines simple Brownian
diffusion (Gillespie and Seitaridou, 2012). We hypothesize that the origin of the
particle motion may be related to frictional properties of the reactor, which
could be altered or tailored by specific patterning. Future work will additionally
investigate the kinetics of denser particle systems, outside of the analogy with a
rarefied molecular system.
6
7Chapter 7
Magnetic response of
Magnetospirillum Gryphiswaldense
Abstract
In this study we modelled and measured the U-turn trajectories of in-
dividual magnetotactic bacteria under application of rotating magnetic
fields, ranging in amplitude from 1 to 12 mT . The model is based on the
balance between rotational drag and magnetic torque. For accurate verific-
ation of this model, bacteria were observed inside 5µm high microfluidic
channels, so that they remained in focus during the entire trajectory. From
analysis of hundreds of trajectories and accurate measurements of bac-
teria and magnetosome chain dimensions, we confirm that the model is
correct within measurement error. The resulting average rate of rotation of
Magnetospirillum Gryphiswaldense is 0.74(3) rad/mTs.
The work in this chapter is a team effort. My contribution includes
composing the theory on drag torque and U-turns, designing and execut-
ing the the U-turn simulations, building and characterising the magnetic
manipulation setup and designing the 3D printed bacteria model. I car-
ried out the microscopy-based U-turn experiments and wrote software to
automatically detect and track bacteria in the resulting videos. I further-
more carried out analysis on the videos to obtain statistical data on the
velocity and length distributions, as well as on the magnetic response of
the bacteria. The theory on field dependence, demagnetization factor and
low field approximation was designed by Leon Abelmann and Marc Pichel.
Marc Pichel also did cultivation of magnetotactic bacteria, analysis of the
growth medium and design of the microfluidic chips. He carried out the
macroscopic drag experiment and did SEM and TEM imaging and corres-
ponding analysis.
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7.1 Introduction
Magnetotactic bacteria (MTB*) possess an internal chain of magnetosome ves-
icles (Komeili et al., 2004) which biomineralise nanometer sized magnetic crys-
tals (Fe3O4 or Fe3S4 (Baumgartner and Faivre, 2011; Lins et al., 2005; Uebe and
Schüler, 2016)), encompassed by a membrane (magnetosome) (Gorby et al.,
1988). This magnetosome chain (MC) acts much like a compass needle. The
magnetic torque acting on the MC aligns the bacteria with the earth magnetic
field (Erglis et al., 2007). This is a form of magnetoception (Kirschvink et al.,
2001), working in conjunction with aero-taxis (Frankel et al., 1997). At high latit-
udes the earth’s magnetic field is not only aligned North-South, but also substan-
tially inclined with respect to the earth’s surface (Maus et al., 2010). The MTB
are therefore aligned vertically, which converts a three-dimensional search for
the optimal (oxygen) conditions into a more efficient one-dimensional search
(Esquivel and Lins de Barros, 1986) (gravitational forces do not play a signific-
ant role at the scale of a bacterium). This gives MTB an evolutionary advantage
over non-magnetic bacteria in environments with stationary chemical gradi-
ents more or less perpendicular to the water surface.
In this paper we address the question of how the MTB of type Magnetospri-
lillum Gryphiswaldense (MSR-1) respond to varying magnitudes of the external
field, in particular a field that is rotating. Even though the response of individual
magneto-tactic bacteria to an external magnetic field has been modelled and
observed (Bahaj and James, 1993; Bahaj et al., 1996; Cebers, 2011; Erglis et al.,
2007; van Kampen, 1995), there has been no thorough observation of the de-
pendence on the field strength. The existing models predict a linear relation
between the angular velocity of the bacterium and the field strength, but this
has not been confirmed experimentally. Nor has there been an analysis of the
spread in response over the population of bacteria. The main reason for the
absence of experimental data is that the depth of focus at the magnification
required prohibits the observation of multiple bacteria in parallel. In this pa-
per, we introduce microfluidic chips with a channel depth of only 5µm, which
ensures that all bacteria in the field of view remain in focus.
The second motivation for studying the response of MTB to external mag-
netic fields, is that they are an ideal model system for self propelled medical mi-
crorobotics (Abbott et al., 2009; Menciassi et al., 2007). Medical micro-robotics
is a novel form of minimally invasive surgery (MIS), in which one tries to reduce
the patient’s surgical trauma while enabling clinicians to reach deep seated loc-
ations within the human body (Abayazid et al., 2013; Felfoul et al., 2016; Nelson
et al., 2004).
The current approach in medical micro-robotics is to insert the miniatur-
ized tools needed for a medical procedure into the patient through a small
insertion or orifice. By reducing the size of these tools a larger range of natural
*Throughout this thesis we will use the acronym MTB to indicate the single bacterium as well
as multiple bacteria
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pathways becomes available. Currently, these tools are mechanically connected
to the outside world. If this connection can be removed, so that the tools be-
come untethered, (autonomous) manoeuvring through the veins and arteries
of the body becomes possible (Dankelman et al., 2011).
If the size and/or application of these untethered systems inside the human
body prohibits the storage of energy for propulsion, the energy has to be har-
vested from the environment. One solution is the use of alternating magnetic
fields (Abbott et al., 2009). This method is simple, but although impressive pro-
gress has been made, it is appallingly inefficient. Only a fraction, 10−12, of the
supplied energy field is actually used by the micro-robot. This is not a problem
for microscopy experiments, but will become a serious issue if the micro-robots
are to be controlled deep inside the human body. The efficiency would increase
dramatically if the micro-robot could harvest its energy from the surrounding
liquid. In human blood, energy is abundant and used by all cells for respiration.
For self-propelled objects, only the direction of motion needs to be con-
trolled by the external magnetic field. There is no need for field gradients to
apply forces, so the field is allowed to be weaker and uniform when solely using
magnetic torque (Nelson et al., 2010). Compared to systems that derive their en-
ergy for propulsion from the magnetic field, the field can be small in magnitude
and only needs to vary slowly. As a result, the energy requirements are low and
overheating problems can be avoided.
Nature provides us with a plenitude of self-propelled micro-organisms that
derive their energy from bio-compatible liquids, as described first by Bellini
(1963). MTB provide a perfect biokleptic model to test concepts and study
the behaviour of self-propelled micro-objects steered by external magnetic
fields (Khalil et al., 2013).
The direction of the motion of an MTB is modified by the application of
a magnetic field at an angle with the easy axis of magnetization of the mag-
netosome. The resulting magnetic torque causes a rotation of the MTB at a
speed that is determined by the balance between the magnetic torque and the
rotational drag torque. Under the application of a uniform rotating field, the
bacteria follow U-turn trajectories (Bahaj and James, 1993; Reufer et al., 2014;
Yang et al., 2012).
The magnetic torque is often modelled by assuming that the magnetic ele-
ment is a permanent magnet with dipole momentm [Am2] on which the mag-
netic field B [T] exerts a torque Γ =m×B [Nm]. This simple model suggest
that the torque increases linearly with the field strength, where it is assumed
that the atomic dipoles are rigidly fixed to the lattice, and hardly rotate at all.
This is usually only the case for very small magnetic fields.
In general one should consider a change in the magnetic energy as a func-
tion of the magnetization direction with respect to the object (magnetic an-
isotropy). This is correctly suggested by Erglis et al. (2007) for magnetotactic
bacteria. An estimation of the magnetic dipole moment can be obtained by
studying the dynamics of MTB (Bahaj et al., 1996).
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Recent studies of the dynamics of MTB in a rotating magnetic field show
that a random walk is still present regardless of the presence of a rotating
field (Cebers, 2011; Smid et al., 2015). The formation and control of aggregates
of MTB in both two- and three-dimensional control systems has been achieved
in vitro (De Lanauze et al., 2014; Martel and Mohammadi, 2010; Martel et al.,
2009) as well as in vivo (Felfoul et al., 2016), showing that MTB can use the
natural hypoxic state surrounding cancerous tissue for targeted drug delivery.
Despite these impressive results, successful control of individual MTB is
much less reported. This is because many experiments suffer from a limited
depth of focus of the microscope system, leading to a loss of tracking. A col-
lateral problem is overheating of the electromagnets in experiments that take
longer than a few minutes. We recently demonstrated the effect of varying field
strengths on the control of magneto-tactic bacteria (Hassan et al., 2016). In the
present paper we provide the theoretical framework and systematically ana-
lyse the influence of the magnetic field on the trajectories of individual MTB.
This knowledge will contribute to more efficient control of individual MTB, and
ultimately self-propelled robotic systems in general.
We present a thorough theoretical analysis of the magnetic and drag torques
on MTB. This model is used to derive values for the proportionality between the
average rate of rotation and the magnetic field during a U-turn trajectory under
a magnetic field reversal. The theory is used to predict U-turn trajectories of
MTB, which are the basis for our experimental procedures.
Lastly, we present statistically significant experimental results which verify
our theoretical approach and employ a realistic range of magnetic field strength
and rotational speed of the applied magnetic field to minimize energy input.
7.2 Theory
7.2.1 The Rate of Rotation
The dependence on the field
The magnetic torque Γ [Nm] is equal to the change in total magnetic energy
U [J] with changing applied field angle. We consider only the demagnetization
and external field energy terms. The demagnetization energy is caused by the
magnetic stray fieldHd [A/m] that arises due to the magnetosome magnetiz-
ationM [A/m]. In principle, one has to integrate the stray field over all space.
Fortunately, this integral is mathematically equivalent to (Hubert and Schäfer,
1998)
Ud = 12µ0
∫
M ·HddV , (7.1)
with µo the vacuum permeability, 4pi10−7. In this formulation, the integral is
conveniently restricted to the volume V of the magnetic material.
The demagnetization energy acts to orient the magnetization so that the
external stray field energy is minimized. We can define a shape anisotropy term
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FIGURE 7.1 – Definition of the field angle ϕ and the magnetization angle θ
between the easy axis K , the magnetization M and the magnetic field H.
K [J/m3] to represent the energy difference between the hard and easy axes of
magnetization, which are perpendicular to each other,
K = (Ud, max−Ud, min)/V. (7.2)
The external field energy is caused by the externally applied fieldH [A/m]
UH =−µ0
∫
M ·HdV , (7.3)
and acts to align M parallel to H . Assuming that the magnetic element of
volume V is uniformly magnetized with saturation magnetization Ms [A/m],
the total energy can then be expressed as
U =K V sin2(θ)−µ0MsHV cos(ϕ−θ). (7.4)
The angles θ andϕ are defined as in figure 7.1. Normalizing the energy, field,
and torque by
u =U/K V (7.5)
h = µ0 H M/2K (7.6)
τ= Γ/K V , (7.7)
respectively, the expression for the energy can be simplified to
u = sin2(θ)−2h cos(ϕ−θ). (7.8)
The equilibrium magnetization direction is reached for ∂u/∂θ= 0. The solu-
tion for this relationship cannot be expressed in an analytically concise form.
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The main results are however that for h < 1/p2, the maximum torque is reached
at the field angle ϕmax = pi/2,
τmax = 2h
√
1−h2 for h ≤ 1/p2 (7.9)
= 1 for h > 1/p2. (7.10)
The angle of magnetization at maximum torque can be approximated by
θmax = h+0.1h2 for h < 1/p2, (7.11)
where the error is smaller than 5×10−3 rad (1.6°) for h < 0.5.
For h > 1, the field angle ϕmax at which the maximum torque is reached is
smaller than pi/2 and approaches pi/4 for h →∞. This behaviour can be very well
approximated by
ϕmax = pi
4
(
1+ 2
3h
)
for h > 1, (7.12)
where the error is smaller than 3×10−3pi (0.5°).
In summary, and returning to variables with units, the maximum torque is
Γmax =K V , which is reached at
H >
p
2K
µ0Ms
(7.13)
at an angleϕ= pi/2, which, to a good approximation, decreases linearly with 1/H
to ϕ= pi/4 at an infinite external field.
Demagnetization factor
The magnetization Ms is a material parameter, so the only variable to be determ-
ined is the magnetosome’s demagnetization factor. As a first approximation, we
can consider the chain of magnetic crystals in the magnetosome as a chain of
n dipoles separated at a distance a, each with a dipole moment m=MsV [Am2],
where V is the volume of each single sphere. We assume that all dipoles are
aligned parallel to the field (ϕ= θ) to obtain an upper limit on the torque. (See
figure 7.1 for the definition of the angles). The magnetic energy for such a dipole
chain has been derived by Jacobs and Bean (1955) which, rewritten in SI units,
is
U =µ0m
2
4pia3
nKn
(
1−3cos2(θ))+
µ0nmHcos(ϕ−θ) (7.14)
Kn =
n∑
j=1
(n− j )
n j 3
. (7.15)
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The maximum torque equals the energy difference between the state where
all moments are parallel to the chain (θ=0) and the state where they are perpen-
dicular to the chain (θ=pi/2), under the condition that the angle between the
moments and the field is zero:
Γmax = 3µ0m
2
4pia3
nKn . (7.16)
For a single dipole n = 1, Kn=0 and there is no energy difference, as expected.
Combined with equations (7.6) and (7.9), and re-introducing units, the field
dependent torque becomes
Γ= Γmax2h
√
1−h2 with (7.17)
h = H
∆N Ms
. (7.18)
The magnetosome does not consist of point dipoles but should be approx-
imated by spheres with radius r , spaced at a distance of a from each other (fig-
ure 7.2). We can modify the Jacob and Bean model by introducing the volume of
a single sphere V and the magnetization Ms of the magnetite crystal (4.8×105 A/m
(Witt et al., 2005)),
Γmax = 1
2
µ0M
2
s nV∆N (7.19)
∆N = 2Kn
( r
a
)3
, (7.20)
as a correction to equation 7.16. This correction is based on the fact that the
field of a uniformly magnetized sphere is identical to a dipole field (Griffiths,
1999) outside the sphere, and the average of the magnetic field over a sphere
not containing currents is identical to the field at the center of that sphere (Hu,
2000, 2008).
For an infinitely long chain of touching spheres, d=0 and n →∞, the differ-
ence in demagnetization factors (∆N ) approaches 0.3 (Figure 7.3). Approximat-
ing the chain by a long cylinder (∆N =0.5) (Erglis et al., 2007; Hanzlik et al., 1996)
therefore overestimates the maximum torque by 40%. Simply taking the total
magnetic moment to calculate the torque, as if ∆N =1, would overestimate it by
a factor of three.
Low field approximation
For low values of the field (h ¿ 1), equation (7.16) can be approximated by
Γ≈ Γmax2h =µ0MsnV H =mB , (7.21)
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FIGURE 7.2 – Chain of magnetic spheres of radius r , spaced at a distance d,
approximated by point dipoles spaced by a distance a = r +d, magnetized along
the longitudinal axis of the chain (top) or perpendicular to its longitudinal axis
(bottom).
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FIGURE 7.3 – Difference in demagnetization factors of a chain of spheres as
function of number of spheres n for varying spacing between the spheres d/r .
where m [Am2] is the total magnetic moment of the magnetosome chain and
assuming the permeability of the medium to be equal to vacuum. This approx-
imation is commonly used in the field of MTB studies. Based on the theory
presented here, it is now possible to estimate up to which field value this is
approximation is valid.
The normalization to the reduced field h is solely dependent on the mag-
netization and demagnetization factors of the chain. Based on the values for
magnetosome morphology (table 7.1), we can estimate the field dependence of
the torque. Figure 7.4 shows the torque as a function of the field for the range of
values tabulated, normalized to the maximum torque. Also shown is the approx-
imation for the case when the magnetization remains aligned with the easy axes.
For Magnetospirillum Gryphiswaldense, the linear range is valid up to fields of
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about 10 mT for 90 % of the population.
Drag torque
Magnetotactic bacteria are very small, and rotate at a few revolutions per second
only. Inertial forces therefore do not play a significant role. The ratio between
the viscous and inertial forces is characterized by the Reynolds number Re,
which for rotation at an angular velocity of ω [rad/s] is
Re = L
2ρω
4η
, (7.22)
where L is the characteristic length (in our case, the length of the bacterium),
ρ the density, and η the dynamic viscosity of the liquid (for water, these are,
respectively, 103 kg/m3, and 1 mPas). Experiments by Dennis et al. (1980) show
that a Stokes flow approximation for the drag torque is accurate up to Re=10.
In experiments with bacteria, the Reynolds number is on the order of 10−3 and
the Stokes flow approximation is certainly allowed. The drag torque is therefore
simply given by
ΓD = fbω, (7.23)
The rotational drag coefficient of the bacterium, fb, needs to be estimated
for the type of MTB studied. In a first approximation, one could consider the
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MTB to be a rod of length L and diameter W . Unfortunately, there is no simple
expression for the rotational drag of a cylinder. Dote and Kivelson (1983) give
a numerical estimate of the rotational drag of a cylinder with spherical caps
(spherocylinder). Fortunately, for typical MSR-1 dimensions, it can be shown
that a prolate spheroid of equal length and diameter has a rotational drag coeffi-
cient that is within 10 % of that value. To a first approximation, one can therefore
assume the rotational drag of an MSR-1 to be given by (Berg, 1993)
fe = piηL
3
3ln
( 2L
W
)− 32 . (7.24)
However, the MSR-1 has a spiral shape, so the actual drag will be higher.
Rather than resorting to complex finite element simulations, we chose to empir-
ically determine the rotational drag torque by macroscopic experiments with
3D printed bacteria models in a highly viscous medium (section 7.3.4.). We in-
troduce a bacteria shape correction factor αbs to the spheroid approximation,
which is independent of the ratio L/W over the range of typical values for MSR-
1 and has a value of about 1.65. The corrected rotational drag coefficient for the
bacteria then becomes
fb =αbs fe. (7.25)
Diameter and duration of the U-turn
At the steady-state rate, the magnetic torque is balanced by the rotational drag
torque, leading to a rate of rotation of
ω= Γ
fb
≈ mB sinφ(t )
fb
. (7.26)
The approximation is for low field values (see figure 7.4), in which case φ is
the angle between the applied field and the long axis of the bacteria (magneto-
some).
The maximum rate of rotation, mB/ fb, is obtained when the field is perpen-
dicular to the long axis of the bacteria. Suppose that we construct a control loop
to realize this condition over the entire period of a U-turn. Then the minimum
diameter and duration of this loop would be
Dmin = 2 fbv
mB
(7.27)
Tmin = pi fb
mB
, (7.28)
where Dmin is the minimum size of a U-turn’s diameter and Tmin is the min-
imum time of a U-turn. On the other hand, if we reverse the field instantan-
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eously, the torque will vary over the trajectory of the U-turn. Compared to the
situation above, the diameter of the U-turn increases by a factor of pi/2:
D = pi fbv
mB
. (7.29)
The diameter of the U-turn increases with the velocity of the bacterium.
To obtain a description that only depends on the dimensions of the bacteria,
we introduce a new parameter v/D [rad/s], which can be interpreted as an
average rate of rotation. The relation between the average rate of rotation and
the magnetic field B is
v
D
= γB , (7.30)
where the proportionality factor γ [rad/Ts] can be linked to the bacterial mag-
netic moment m and drag coefficient fb [Nms],
γ= m
pi fb
. (7.31)
Note, however, that this expression is only valid in the low field approxima-
tion.
The determination of the duration of the U-turn trajectory is complicated
by the fact that the magnetic torque starts and ends at zero (at θ=0 or pi). In
this theoretical situation, the bacteria would never turn at all. Esquivel and
Lins de Barros (1986) solved this problem by assuming a disturbance acting on
the motion of the bacteria. This disturbance could be due to Brownian motion,
as used by Esquivel, or due to flagellar propulsion, as we use in the simulations
in the following section. Assuming an initial disturbing angle of θi, the duration
T [s] of the U-turn becomes
T = 2 fb
mB
ln
2
θi
. (7.32)
7.2.2 U-turn trajectory simulations
To check the validity of the analytical approach, we performed simulations. The
MTB are approximated by rigid magnetic dipoles with constant lateral velocity
v at an orientation of θx (t ) and angular velocity of ω(t ) (see figure 7.5). They
are subject to a magnetic field with magnitude B at an orientation of ϕx (t ),
resulting in a magnetic torque of Γ(t ). In contrast to the analytical model, it is
assumed that flagellar motion causes an additive sinusoidal torque Γf(t ) with
amplitude Af and angular velocity ωf. These should be in balance with the drag
torque: ΓD = fbω(t ). The following set of equations link the physical model to
the coordinates x(t ), y(t ):
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FIGURE 7.5 – Bacterium at angle θx with magnetic field at angle ϕx .
x(t )= x(0)+
t∫
0
v cos(θx (t ))dt (7.33)
y(t )= y(0)+
t∫
0
v sin(θx (t ))dt (7.34)
θx (t )= θx (0)+
t∫
0
ω(t )dt (7.35)
ω(t )= 1
fb
(
Γmag(t )+Γflag(t )
)
(7.36)
= mB
fb
sin(ϕx (t )−θx (t ))+ Af
fb
sin(ωft ) (7.37)
A linear, closed-form solution of the diameter of the trajectory of the U-turn
in the case of an instantaneous field reversal and no flagellar torque is given
by equation 7.29. This solution is not valid, however, in the case of slowly ro-
tating fields. The experimental magnetic field is considered to rotate according
to a constant-acceleration model with a total rotation period of 130 ms (see
section 7.3.4). Simulations were carried out with time steps of 10µs, which is
comfortably fast and precise (decreasing this to 1µs changes the results by ap-
proximately 0.01 %). Figure 7.6 shows several simulated trajectories subject to
fields of various magnitudes, assuming nonzero flagellar torque and realistic
MTB parameters.
Figure 7.7 shows the simulated v/D as a function of the field magnitude. It
can be seen that during an instantaneous field reversal, the solution is nearly
identical to the closed-form solution of equation 7.29. The difference is caused
by the influence of flagellar torque. Introducing a field reversal time Tmag of
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FIGURE 7.6 – Simulated trajectories assuming flagellar torque and a
non-instantaneously rotating field for several values of the magnetic field
magnitude B. The time step of the simulation is 10µs
130 ms into a continuous-acceleration model significantly changes the profile,
yielding a similar result for low fields, increasing at moderate fields, and satur-
ating to a maximum value of 16.6 s−1. Bopt is defined as the field magnitude at
which v/D has the largest difference from the theoretical curve. Figure 7.8 shows,
from simulations, that the optimal reversal time is inversely proportional to the
magnetic field strength. For fields below Bopt, v/D can be considered linear with
a maximum nonlinearity error of 2 %, independently of Tmag.
7.3 Experimental
7.3.1 Magnetotactic bacteria cultivation
A culture of Magnetospirillum Gryphiswaldense was used for the magnetic mo-
ment study. The cultures were inoculated in MSGM medium ATCC 1653 accord-
ing to with an oxygen concentration of 1 to 5 %. The bacteria were cultivated
at 21 ◦C for 2 to 5 days for optimal chain growth (Katzmann et al., 2013). The
sampling was done using a magnetic “racetrack” separation, as described in
(Wolfe et al., 1987).
7.3.2 Dynamic viscosity of growth medium
The kinematic viscosity of the freshly prepared growth medium was determined
with an Ubbelohde viscometer with a capillary diameter of 0.63(1) mm (Si Ana-
lytics 50110). The viscometer was calibrated with deionized water, assuming it
has a kinematic viscosity of 0.98(1) mm2/s at 21.0(5) ◦C. At that temperature, the
growth medium has a kinematic viscosity of 0.994(17) mm2/s. The density of the
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FIGURE 7.7 – Simulated values of v/D for different magnetic field strengths
using either instantaneous field inversion (dashed) or a rotated field (solid)
compared with the theoretical linear model proposed by Erglis et al. (2007).
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FIGURE 7.8 – Simulated optimum reversal time of the magnetic field as a
function of the field strength.
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FIGURE 7.9 – Top: A 5µm deep microfluidic chip with various channel widths of
200, 400, 600, 800 and 1000 µm.
growth medium was 1.009(2) g/cm3, measured by weighing 1 ml of it on a bal-
ance. The dynamic viscosity of the growth medium is therefore 1.004(19) mPas,
which is, within measurement error, identical to water (1.002 mPas).
7.3.3 Microfluidic Chips
Microfluidic chips with a channel depth of 5µm were constructed by litho-
graphy, HF etching in glass and subsequent thermal bonding. The fabrication
process is identical to the one described by Park et al. (2015). Figure 7.9 shows
the resulting structures, consisting of straight channels with inlets on both sides.
By means of these shallow channels, the MTBs are kept within the field of focus
during microscopic observation, so as to prevent out-of-plane focus while track-
ing. The channel width was 200µm or more, so that the area over which U-turns
could be observed was only limited by the field of view of the microscope.
7.3.4 Magnetic Manipulation Setup
A schematic of the full setup, excluding the computer used for the acquisition of
the images, is shown in figure 7.10. A permanent NdFeB magnet (5×5×10 mm,
grade N42) is mounted on a stepper motor (Silverpak 17CE, Lin Engineering)
below the microfluidic chip. The direction of the field can be adjusted with a
precision of 51 200 steps for a full rotation, at a rotation time of 130 ms with
a constant acceleration of 745 rad s−2. The field strength is adjusted using a
labjack, with a positioning accuracy of 0.5 mm.
The data acquisition was done by a Flea3 digital camera (1328×1048 at
100 fps, FL3-U3-13S2M-CS, Point Grey) mounted on a Zeiss Axiotron 2 micro-
scope with a 20× objective.
During the experiments, a group of MTB was observed while periodically
(every two seconds) rotating the magnetic field. This was recorded for field
magnitudes ranging from 1 to 12 mT. Offline image processing techniques were
used to track the bacteria and subtract their velocity and U-turn diameter.
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FIGURE 7.10 – The setup used to measure the MTB U-turns. A reflective
microscope observes the sample in the microfluidic chip. A height-adjustable
motorized permanent magnet generates the magnetic fields.
Knowing the error in our measurements of the magnetic field is funda-
mental to determining the responsiveness of the MTB. Therefore we measured
the magnetic fields at specific heights using a Hall meter (Metrolab THM1176).
The results can be seen in figure 7.11.
The placement of the tip of the Hall meter was at the location of the micro-
fluidic chip, assuming the field strength inside the chip’s chamber equals that
at the tip. It should be noted that the center of the magnet was aligned with
the center of rotation of the motor, therefore the measurements were only done
with a stationary magnet on top of an inactive motor. Errors in the estimation
of the magnetic field strength due to misalignment of the magnetic center from
our measurements therefore cannot be excluded.
The rotation profile of the motorized magnet was investigated by recording
its motion by a digital camera at 120 fps and evaluating its time-dependent
angle by manually drawing tangent lines. Figure 7.12 shows that the profile
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FIGURE 7.11 – Magnetic field strength as a function of distance of the magnet to
the microfluidic chip.
accurately fits a constant-acceleration model with an acceleration of 745 rad s−2,
resulting in a total rotation time of 130 ms.
7.3.5 Macroscopic Drag Setup
Macro-scale drag measurements were performed using a Brookfield DV-III Ul-
tra viscometer. During the experiment, we measured the torque required to
rotate different centimetre sized models of bacteria and simple shapes in sil-
icone oil (Figure 7.13). In order to keep the Reynolds number less than one,
silicone oil of 5000 mPas (Calsil IP 5000 from Caldic, Belgium) was used as a me-
dium to generate enough drag. Furthermore, the parts were rotated at speeds
below 30 rpm. The models were realized by 3D printing.
7.3.6 Image Processing
The analysis of the data was done using in-house detection and tracking scripts
written in MATLAB. The process is illustrated in figure 7.14. In the detection step,
static objects and non-uniform illumination artefacts are removed by subtract-
ing a background image constructed by averaging 30 frames spread along the
video. High-frequency noise is reduced using a Gaussian lowpass filter. A binary
image is then obtained using a thresholding operation, followed by selection
on a minimum and maximum area size. The centres-of-mass of the remaining
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FIGURE 7.12 – The measured angle of the motorized magnet accurately fits a
constant-acceleration model with a total rotation period of 130 ms.
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FIGURE 7.13 – The viscometer setup used to measure the rotational drag of
macroscopic spheroid and helical structures. 3D printed models were mounted
on a shaft and rotated in a high viscosity silicone oil (5 Pas).
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FIGURE 7.14 – The process of bacteria detection, tracking, and subsequent
analysis.
blobs are compared in subsequent frames, and woven to trajectories based on a
nearest-neighbour search within a search radius. A sequence of preprocessing
steps can be seen in figure 7.15.
Subsequently, the post-processing step involves the semi-automated selec-
tion of the MTB trajectories of interest for the purpose of analysis. The U-turn
parameters of interest analysed are the velocity v , the diameter D of the U-turn,
and the time t . A typical result of the post-processing step can be seen in fig-
ure 7.16.
7.4 Results and discussions
The model developed in section 7.2 predicts the trajectories of MTB under a
changing magnetic field: in particular, the average rate of rotation over a U-
turn. To validate the model, the essential model parameters are determined in
section 7.4.1, after which the average rate of rotation is measured and compared
to theory in section 7.4.2.
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20μm
FIGURE 7.15 – Pre-processing filter steps: (a) raw, (b) background subtraction, (c)
low pass filtering, (d) thresholding resulting in a binary image, (e) size selectivity.
20 μm 20 μm
FIGURE 7.16 – Trajectories during image post-processing at a magnetic field
strength of 12.2 mT (left) and 1.5 mT (right). The trajectory analysis highlights
selected U-turns in blue and unanalysed trajectories in red. The black dashed
lines connect two manually selected points of a given U-turn trajectory, from
which the distance in the y-direction, or the U-turn diameter, is determined.
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7.4.1 Estimate of model parameters
The rate of rotation of an MTB under a rotating magnetic field is determined
by the ratio between the rotational drag torque and the magnetic torque. Both
will be discussed in the following, after which the average rate of rotation will
be estimated.
Estimate of rotational drag torque
To determine the rotational drag torque, the outer shape of the MTB was meas-
ured by both optical microscopy and scanning electron microscopy (SEM). The
drag coefficient was estimated from a macro-scale drag viscosity measurement.
Outer dimensions of the bacteria The length L of the bacteria is measured
from the same optical images as used for the trajectory analysis (figures 7.16).
Scanning electron microscopy (SEM) would in principle give higher precision
per bacterium, but due to the lower number of bacteria per image the estimate
of the average length and distribution would have a higher error. Moreover,
using the video footage ensures that the radius of curvature and the length of
the bacteria are measured on the same bacterium.
A typical MTB has a length of 5.0(2)µm. The length distribution is shown in
Figure 7.18. These values agree with values reported in the literature (Bazylinski
and Frankel, 2004; Faivre et al., 2010; Schleifer et al., 1991).
The width W of the bacteria is too small to be determined by optical mi-
croscopy, and needs to be determined from SEM images, see figure 7.17. A typ-
ical bacterium has a width of 240(6) nm. The main issue with SEM images is
whether a biological structure is still intact or perhaps collapsed due to dehy-
dration, which might cause overestimation of the width. The latter might be
as high as pi/2 if the bacterial membrane has completely collapsed. Fortunately,
the drag coefficient scales much more strongly with the length than with the
width (equation 7.24). For a typical bacterium, the overestimation of the width
by using SEM leads at most to an overestimation of the drag by 18 %.
Table 7.1 lists the values of the outer dimensions L and W , including the
measurement error and standard deviation over the measured population.
Rotational Drag From the outer dimensions of the bacteria, the rotational
drag torque can be estimated. The bacterial shape correction factor, equation
7.25, was determined by macro-scale experiments with 3D printed models of
an MTB in a viscosimeter using high viscosity silicone oil (see section 7.3.5).
Figure 7.19 shows the measured torque as a function of the rotational speed for
prolate spheroids and spiral shaped 3D printed bodies of two different lengths.
The relation between the torque and the speed is linear, so we are clearly in
the laminar flow regime. This is in agreement with an estimated Reynolds num-
ber of less than 0.3 for this experiment (equation 7.22). Independently of the
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5 μm
FIGURE 7.17 – Scanning electron microscopy images of Magnetospirillum
Gryphiswaldense. Separated MTB were selected for width measurements.
size, the spiral shaped MTB models have a drag coefficient that is 1.64(5) times
higher (αBS) than that of a spheroid of equal overall length and diameter.
Using the same experimental configuration, we can obtain an estimate of
the effect of the channel walls on the rotational drag by changing the distance
between the 3D printed model and the bottom of the container. Figure 7.20
shows the relative increase in drag when the spiral shape approaches the wall.
This experiment was performed on a 5 cm long, 5 mm diameter spiral at 8 rpm.
To visualise the increase, the reciprocal of the distance normalised to the length
of the bacteria is used on the bottom horizontal axis. The normalised length is
shown on the top axes. Note that when plotted in this way, the slope approaches
unity at larger distances.
For an increase over 5 %, the model has to approach the wall at a distance
smaller than L/3, where L is the length of the bacteria. For very long bacteria
of 10µm, this distance is already reached in the middle of the 5µm high chan-
nel. Since there are two channel walls on either side at the same distance, we
estimate that the additional drag for bacteria swimming in the centre of the
77.4.1 – Estimate of model parameters 97
 0
 5
 10
 15
 20
 25
 30
 35
 40
 0  2  4  6  8  10  12  14
#
length [µm]
FIGURE 7.18 – Number of magnetotactic bacteria (MTB) as a function of the
length of the MTB as measured by optical microscopy.
channel is less than 15 %. If the spiral model approaches the wall, the drag rap-
idly increases. At L/50, the drag increases by 60 %. It is tempting to translate this
effect to real MTB. It should be noted however that the 3D printed models are
rigid and stationary, whereas the MTB are probably more flexible and mobile.
Intuitively, one might expect a lower drag.
From the bacterial dimensions, we can estimate a mean rotational drag
coefficient, fb, of 67(7) zNs. Since the relation between the rotational drag and
the bacterial dimensions is highly nonlinear, a Monte Carlo method was used to
estimate the error and variation of fb. For these calculations, the length of the
bacteria was assumed to be Gaussian distributed with parameters as indicated
in table 7.1.
Due to the nonlinearity, the resulting distribution of fb is asymmetric. So
rather than the standard deviation, the 10 to 90 % cut-off values of the distri-
bution are given in table 7.2. Most of the MTB are estimated to have a drag
coefficient in the range of 30 to 120 zNs.
Estimate of magnetic torque
Figure 7.21 shows typical transmission electron microscopy images (TEM) of
magnetosome chains. From these images, we obtain the magnetosome count n,
radius r , and distance d , which are listed as well in table 7.1. These values agree
with those reported in the literature (Faivre et al., 2010; Pósfai et al., 2007) and
lie within the range of single-domain magnets (Faivre, 2015). We have found
798 Chapter 7 – Magnetic response of MSR-1
 0
 250
 500
 750
 0  10  20  30
5 cm
αBS=1.65(2)
10 cm
αBS=1.64(5)
Sph
ero
id
Sp
ira
l
To
rq
ue
 [µ
N
m
]
Rotation speed [rotations/min]
Spheroid  5 cm
Spiral  5 cm
Spheroid 10 cm
Spiral 10 cm
FIGURE 7.19 – Rotational drag torque versus angular rotation speed of 3D
printed prolate spheroids and MTB models of lengths 5 and 10 cm. The curves
are linear, indicating that the flow around the objects is laminar. Irrespective of
the length, the spiral shaped MTB model has a drag that is 1.64(5) higher than a
prolate spheroid of equal overall length and diameter.
TABLE 7.1 – Characteristics of magnetotactic bacteria. Length L and width W
and amount n, diameter d and spacing a of the crystals in the magnetosomes.
The error indicated on the means is the standard error (standard
deviation/square root of the total number of samples).
L W n d a
[µm] [nm] [nm] [nm]
mean 5.0(2) 240(6) 16(2) 40(2) 56(1)
stddev 1 28 6 9 8
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FIGURE 7.20 – Increase in rotational drag as a function of the distance between
the 3D printed spiral and the bottom of the container. The distance is
normalized to the length of the bacteria (5 cm). The torque is normalized to the
extrapolated value for infinite distance (displayed as “linear fit”).
TABLE 7.2 – From the values of table 7.1, the drag coefficient fr,
demagnetisation factors ∆N , magnetic moment m, maximum magnetic torque
Γmax, and proportionality factor γ are estimated (v/D = γB). The input
parameters are assumed to obey a Gaussian distribution with standard
deviations as in table 7.1. Using a Monte Carlo method, the standard error of the
calculated parameters, and the 10 %–90 % cut-offs in the distribution, are
calculated.
fb ∆N m Γmax γtheory γexp
[zNms] [fAm2] [aNm] [rad/mTs] [rad/mTs]
mean 67(7) 0.10(2) 0.25(05) 7(3) 1.2(3) 0.74(3)
10% 31 0.03 0.07 0.7 0.3
90% 124 0.27 0.57 41 3.6
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no significant relation between the inter-magnetosome distance and the chain
length, see figure 7.22.
From these values the demagnetisation factor ∆N , the magnetic moment
m, and the maximum torque Γmax are calculated using the model from sec-
tion 7.2.1, and tabulated in table 7.2. Again, the standard deviations of the val-
ues and the 10%- and 90 % cut-off values are determined from Monte Carlo
simulations.
Average rate of rotation
From the drag coefficient fr and the maximum torque Γmax, the ratio γ between
the average rate of rotation and the magnetic field strength can be obtained
using equation 7.30. This value is listed as γtheory in table 7.2, and has a conveni-
ent value of approximately 1 rad/mTs. So in the earth’s magnetic field (0.04 mT),
the rate of rotation of an MSR-1 is approximately 0.04 rad/s. A U-turn will take
at least 78 s.
Average Velocity
The MTBs’ velocity was determined from the full set of 174 analyzed bacteria tra-
jectories. This set has a mean velocity of 49.5(7)µm/s with a standard deviation
σ of 8.6µm/s (figure 7.23). Using the value for the average rate of rotation γ of
approximately 1 rad/mTs, this speed leads to a U-turn in the earth’s magnetic
field of about 1 mm (equation 7.30).
Comparing the velocity of Magnetospirillum Gryphiswaldensen in the vi-
cinity of an oxic-anoxic zone (OAZ), 13(1)µm/s to 23(3)µm/s (Lefèvre et al.,
2014) (orientation towards OAZ-dependent), or without, 42(4)µm/s (Popp et al.,
2014), suggests our value of the velocity of the MTB is not restricted by an oxy-
gen gradient. Depending on the choice of binning, one might recognise a dip
in the velocity distribution. Similar dips have been found in previous research,
which were attributed to different swimming modes (Reufer et al., 2014). There
might as well be possible wall-effects on bacteria caused by the restricted space
in the microfluidic chip (Magariyama et al., 2005).
The measured velocity during U-turns as a function of the magnetic field
strength is shown in figure 7.24. The vertical error bars display the standard
error of the velocity within the group. The size of the sample group is depicted
above the vertical error bars. For every sample group containing less than ten
bacteria, the standard deviation of the entire population was used instead. The
error in the magnetic field is due to positioning error, as described in section
7.3.4.
On the scale of the graph, the deviation from the mean velocity is seem-
ingly large, especially below 2 mT. This deviation is however not statistically
significant. The reduced χ2 of the fit to the field-independent model is very
close to unity (0.67), with a high Q-value of 0.77 (the probability that χ2 would
even exceed that value by chance, see (Press et al., 1992), chapter 15. Within the
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FIGURE 7.21 – Transmission electron micrographs of MSR-1, magnetosomes
and chains. The top row shows typical full scale bacteria, where black arrows
indicate the flagella. Compared to the second row, the third row shows shorter
chains with a higher variety in size distribution of magnetic nanoparticles due
to an immaturity of the chain (Uebe and Schüler, 2016). The bottom row shows
irregular chains and overlapping groups of expelled chains due to the formation
of aggregates, making it hard or impossible to distinguish individual chains.
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FIGURE 7.22 – Distance between magnetite particles as a function of the
number of particles in the chain. The mean of the entire sample group is
indicated with a dashed line at 56(1) nm. Vertical error bars represent the
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FIGURE 7.24 – Average MTB velocity as function of the applied magnetic field.
The vertical error bars indicate the standard error calculated from the number of
bacteria indicated above the error bar.
standard errors obtained in this measurement, and for the range of field values
applied, we can conclude that the velocity of the MTB is independent of the
applied magnetic field, as expected.
7.4.2 Trajectories
The diameter D of the U-turn was measured from the trajectories as in fig-
ure 7.16. From these values and the measured velocity v for each individual
bacterium, the average rate of rotation v/D can be calculated. Figure 7.25 shows
this average rate of rotation as a function of the applied magnetic field, B . The
error bars are defined as in figure 7.24.
The data points are fitted to the U-turn trajectory model simulations of
section 7.2.2. The fit is shown as a solid black line, with the proportionality
factor γexp equal to 0.74(03) rad/mTs. The reduced χ2 of the fit is (2.88), and the
Q-value (0.000 86)
Figure 7.25 shows that the observed average rate of rotation in low fields is
higher than the model fit in comparison with the measurement error. We neg-
lected the effect of the (earth’s) magnetic background field. As discussed before,
at this field strength, however, the average rate of rotation is on the order of
40 mrad/s and the corresponding diameter of a U-turn is on the order of 1 mm.
The background field can therefore not be the cause of any deviation at low
field strengths. Tracking during the pre-processing step under low fields leads
to an overlap between the trajectories, which affect the post-processing step.
Due to the manual selection in the post-processing, illustrated in figure 7.16,
7104 Chapter 7 – Magnetic response of MSR-1
 0
 2
 4
 6
 8
 10
 0  2  4  6  8  10  12  14
v
/D
 [s
-
1 ]
Field strength [mT]
16
15
17
1920
16
17
17
12
812
5 Fit
Theory
FIGURE 7.25 – The average rate of rotation, v/D, as a function of the applied
magnetic field, B. Vertical error bars display the standard error calculated for
the number of MTB denoted above the error bars. For remaining sample groups,
containing less than 10 bacteria samples, the standard deviation of the entire
population is used instead. The black solid line is the fit of the model to the
measured data, resulting in γexp =0.74(3) rad/mTs. The solid red line is the
model prediction, using the γtheory derived from the bacteria and magnetosome
dimensions, with the dotted red lines indicating the error on the estimate
(1.2(3) rad/mTs).
the preference for uninterrupted and often shorter trajectories may have led
(for lower fields) to a selection bias to smaller curvatures. The deviation from
the linear fit below 2 mT could therefore be attributed to human bias (“cherry
picking”).
If we neglect trajectories below 2 mT for this reason, the fits improve (drastic-
ally) for both the velocity and average rate of rotation. Fitting datapoints over
the range of 2 to 12 mT (eight degrees of freedom) decreases the reduced χ2 of
the velocity from 0.67 to 0.42. Furthermore, the Q-value of 0.77 is increased to
0.91, a slight increase in likelihood that our datapoints fall within the limits of
the model.
Similarly, the reduced χ2 of the average rate of rotation is lowered from 2.88
to 1.03 and the Q-value from 0.000 86 to 0.41, a drastic change in likelihood
of the fit. We therefore assume that these results validate the model with the
exclusion of outliers below 2 mT.
At high fields, the observed average rate of rotation seems to be on the low
side, although within the error bounds. For the high field range, the diame-
ter of a U-turn is on the order of 5µm and reversal times are on the order of
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100 ms. The resolving power of our setup of 180 nm/pixel and time resolution
of 100 frames/s are sufficient to capture these events, so cannot explain the ap-
parent deviation. It is possible that the weakest bacteria reach the saturation
torque (figure 7.4), although the effect is not expected to be very significant.
7.5 Discussion
Figure 7.25 shows in red the prediction of the model using the proportionality
factor determined from observations of the MTB (the outer dimensions by op-
tical microscopy and SEM, the magnetosome by TEM), γtheory=1.2(3) rad/mTs.
The predicted proportionality factor is clearly higher than measured. This is
either because we overestimated the magnetic moment or underestimated the
rotational drag coefficient. The latter seems more likely. In the the first place, we
neglected the influence of the flagella. A coarse estimate using a rigid cylinder
model for the flagellum shows that a flagellum could indeed cause this type of
increase in drag. Since we lack information on the flexibility of the flagellum, we
cannot quantify the additional drag. Secondly, we ignored the finite height of
the microfluidic channel. As was shown by the macro-scale experiments, the ad-
ditional drag increases rapidly if a bacterium approaches within a few hundred
nanometres of the wall. Since we do not have information about the distance,
again quantification is difficult.
Given the above considerations, we are confident that over the observed
field range, the MTB trajectories are in fair agreement with our model.
7.6 Conclusion
We studied the response of the magnetotactic bacteria Magnetospirillum Gryph-
iswaldense to rotation of an external magnetic field B , ranging in amplitude
from 1 mT up to 12 mT.
Our magnetic model shows that the torque on the MTB is linear in the ap-
plied field up to 10 mT, after which the torque starts to saturate for an increasing
part of the population.
Our theoretical analysis of bacterial trajectories shows that the bacteria per-
form a U-turn under 180° rotation of the external field, but not at a constant
angular velocity. The diameter, D , of the U-turn increases with an increase in
the velocity v of the bacteria. The average rate of rotation, v/D , for an instant-
aneously reversing field is linear within 2 % in the applied field up to 12 mT.
If the applied field is rotated over 180° in a finite time, the average rate of
rotation is higher at low field values than it was for an instantaneous reversal.
Given a field rotation time, an optimum field value exist at which the rate of
rotation is approximately 18 % higher than for instantaneous reversal. This op-
timum field value is inversely proportional to the field rotation time.
The rotational drag coefficient for an MTB was estimated from drag rotation
experiments in a highly viscous fluid, using a macro-scale 3D printed MTB
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model. The spiral shape of the body of an MTB has a 64(5) % higher drag than
a spheroid with equal length and diameter, which has been the default model
in the literature up to now. Furthermore, the added drag from the channel wall
was found to be negligible for an MTB in the center between the walls (less
than 10 %), but to increase rapidly when the MTB approaches to within a few
hundred nanometres of one of the walls.
From microscope observations, we conclude that the MTB velocity during
a U-turn is independent of the applied field. The population of MTB has a
non-Gaussian distributed velocity, with an average of 49.5(7)µm/s and a stand-
ard deviation of 8.6µm/s. As predicted by our model, the average rate of rota-
tion is linear in the external magnetic field within the measured range of 1 to
12 mT. The proportionality factor γ = v/DB equals 0.74(3) rad/mTs. The pre-
dicted theoretical value is 1.2(3) rad/mTs, which is based on measurements of
the parameters needed for the model, such as the size of the bacteria and their
magnetosomes from optical microscopy, SEM, and TEM images. The number of
parameters and their nonlinear relation with the proportionality factor causes
the relatively large error in the estimate.
These findings finally prove that the generally accepted linear model for the
response of MTB to external magnetic fields is correct within the errors caused
by the estimation of the model parameters if the field values are below 12 mT.
At higher values, torque saturation will occur.
This result is of importance to the control engineering community. The
knowledge of the relation between the angular velocity and the field strength (γ)
can be used to design energy efficient control algorithms that prevent the use of
excessive field strengths. Furthermore, a better understanding of the magnetic
behaviour will lead to more accurate predictions of the dynamic response of
MTB for potential applications in micro-surgery, as drug carriers, or for drug
delivery.
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Real-time growth monitoring of
Magnetospirillum Gryphiswaldense
Abstract
We designed and built an optical-density (OD) based machine, and
used it to automatically monitor the growth and magnetosome develop-
ment of Magnetospirillum Gryphiswaldense (MSR-1) with high temporal
resolution. The machine measures the optical density over time while
cycling through magnetic field settings generated by coils placed around
the sample, exploiting the orientation-dependent scattering of MSR-1. We
quantified the bacteria density via OD, the relative and absolute amount of
magnetic MTB via the differential OD signal at orthogonal magnetic field
orientations, and their response to external fields (magneto-fluidic dynam-
ics) via the step response of the OD. Additionally, the angle-dependent
scattering of MSR-1 was measured and parametrised. The device offers
automation of otherwise labour-intensive operations at a measurement
rate of 10 mHz.
The work in this chapter is a team effort. My contribution includes
composing the theoretical background and designing and building the
hardware (3D printing, electronics, software). I performed the measure-
ments and did the data analysis. Marc Pichel and Nuriye Korkmaz per-
formed cultivation of magnetotactic bacteria and prepared the samples.
Jordi Hendrix and Hans Keizer designed, built and programmed version
two of the system.
8.1 Introduction
The growth of magnetotactic bacteria (MTB) has been extensively researched,
and they are known to be difficult to cultivate (Heyen and Schüler, 2003; Liu
et al., 2010). It has been found that the oxygen concentration is extremely im-
portant for both growth and magnetosome development. Several strains have
proven to grow magnetosomes only in low-oxygen (micro-aerobic) conditions.
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At the same time, a too low and too high oxygen level prevents growth of the
organisms (Heyen and Schüler, 2003; Schüler and Baeuerlein, 1998). Growth
and Fe uptake of Magnetospirillium Gryphiswaldense (MSR-1) was found to
be most optimal at a temperature of 28° and a pH of 7 (Katzmann et al., 2013;
Moisescu et al., 2011). Additional medium additives, such as sodium lactate (Liu
et al., 2010), yeast extract and L-cysteine (Yang et al., 2001a) significantly im-
pact the growth of MTB. Other groups have investigated the influence of growth
medium composition on the growth and magnetosome formation. Ferric iron
proved to be optimal for magnetic particle production of Magnetospirillum
magnetotacticum (AMB-1) at a feeding rate of 1.9µg min−1 L−1 and proved to
inhibit growth at rates of 3.2µg min−1 L−1 and over (Yang et al., 2001a). The mag-
netosome development of AMB-1 proves to be clearly dependent on the type of
iron source, and the growth on medium composition (Yang et al., 2001b). The
magnetosome size in magneto-ovoid strain MO-1 was shown to be proportional
to the concentration of ferric quinate in the medium (Lefèvre et al., 2009).
In the literature, bacterium concentration is often measured by optical dens-
ity (Katzmann et al., 2013; Li et al., 2009), dry weight analysis (Geelhoed et al.,
2010; Heyen and Schüler, 2003) and using counting chambers (Yang et al.,
2001a,b). The magnetosome growth is studied by transmission electron mi-
croscopy (TEM) (Ban et al., 2010; Yang et al., 2013), spectrometry (Liu et al.,
2010; Moisescu et al., 2011) or by a light scattering method exploiting the fact
that spirillium-type bacteria have a different optical density under different ori-
entation, yielding parameter Cmag (Faivre et al., 2010; Schüler et al., 1995). The
literature reports several variants of this parameter (Song et al., 2014; Zhao et al.,
2007). It provides a loose estimate on the average amount of magnetosomes per
bacterium, although the method actually combines several measures; the ratio
of magnetic and nonmagnetic bacteria and the magnetosome distribution over
the population.
All reported methods have in common that they require manual sampling
and analysis. Counting chambers and TEM is time intensive and the latter also
requires expensive specialised equipment. All in all these methods are labour-
intensive and yield low temporal resolution.
We attempt to solve these problems by introducing an automated optical
density meter which performs continuous optical density-based measurements
obtaining information about growth in numbers as well as magnetosome de-
velopment. The device measures the optical density as a measure for growth,
Cmag as a measure for the ratio of magnetic over nonmagnetic bacteria, Dmag
as a measure for the absolute amount of magnetic bacteria, and γ as a measure
for the response of MTB to magnetic fields, indirectly a measure for the average
magnetic dipole moment.
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8.2 Theory
With increasing concentration of bacteria, the absorption or optical density
(OD) of the sample will increase. We define the OD as:
OD = log10
(
I0
Is
)
, (8.1)
where I0 is the unobstructed light intensity signal and Is is the signal strength
after absorption. MSR-1 absorb more light when aligned to the light beam (OD∥)
compared to orthogonal positioning (OD⊥). This property allows us to measure
the Cmag, the standard for qualitatively determining the ratio of magnetic and
nonmagnetic bacteria in a sample (Schüler et al., 1995):
Cmag =
OD∥
OD⊥
. (8.2)
This method provides a ratio only, and does not provide a measure for the
absolute amount of magnetic bacteria. For completeness we propose a simple
differential measure which, in contrast, can:
Dmag =OD∥−OD⊥. (8.3)
The transition between the orientation extrema can be modelled with an
angle-dependent absorption factor g (θ):
OD(θ)=OD⊥+ g (θ)
(
OD∥−OD⊥
)
. (8.4)
The response of bacteria to external fields by means of U-turns and rotations
has been modelled and used to determine their properties (Pichel et al., 2018;
Esquivel and Lins de Barros, 1986; Zahn et al., 2017). Alignment of a bacterium
to an external magnetic field with angle θ(t ) can be described by the following
differential equation:
f
∂θ(t )
∂t
+mB sin(θ(t ))= 0, (8.5)
where f [N m s] represents the drag coefficient, m [A m2] the magnetic di-
pole moment of the bacterium, and B [T] the magnetic field strength. Initially
we assume the bacterium to be orthogonal to the magnetic field θ(0)= pi/2. Solv-
ing for θ yields:
θ(t )= 2cot−1
(
e
mB
f t
)
. (8.6)
The angle can be indirectly estimated by the measured optical density as
described by equation 8.4. The settling time of this transition period is charac-
terised by time constant τ = f /mB . As in Pichel et al. (2018), we characterise
the response of MTB to magnetic fields by γ [rad s−1 T−1]:
γ= m
pi f
= 1
piτB
. (8.7)
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So far we have left out rotational Brownian motion as a disturbing influ-
ence on the orientation of bacteria. There is an interplay between temperature-
driven rotational diffusion which prevent full alignment of MTB with the ex-
ternal field. The angular distribution of MTB b(θ) in a static magnetic field
is fully determined by the ratio of magnetic and thermal energy according to
Maxwell-Boltzmann statistics (Bryant et al., 2007):
b(θ)=
∫ 2pi
0 e
mB
kT cosθ sin(θ)dφ∫
e
mB
kT cosθdΩ
= 12 mBkT sin(θ)sinh( mBkT ) e
mB
kT cosθ,r (8.8)
where k [J K−1] is the Boltzmann constant and and T [K] the temperature.
The average angle can be obtained via the integral
∫ pi
0 b(θ)θdθ. As it is hard
to solve analytically a numerical approach has been taken. Figure 8.1 shows
the angular distribution of MTB as per equation 8.8 for various magnetic field
strengths, assuming a dipole moment of 0.25 fA m2 as reported in our earlier
work (Pichel et al., 2018) and room temperature (300 K). Not surprisingly, the
bacteria distribution becomes more narrow and more concentrated as the field
amplitude increases. Additionally, perfect alignment of MTB with the field is
very rare, as for very small angles there is no magnetic torque and Brownian
motion is dominant. In the right figure we see the average angle as a function
of the energy ratio. In absence of a field the MTB have random orientation
(θavg = 90°). For very strong fields, the average angle will saturate to a nonzero
asymptote due to saturation of the magnetic torque appearing between 10 to
100 mT (Pichel et al., 2018). The earth magnetic field, approximately 50µT, is
just strong enough to direct only half of all bacteria within 70° of the field. How-
ever, the perturbations of rotational diffusion will integrate over time, resulting
in an average orientation in the direction of the field.
8.3 Materials and methods
Figure 8.2 gives an overview of the OD meter. A green LED (Cree LC503FPG1-
30P-A3, dominant wavelength at 527 nm) transmits light through the sample in
a sealed cuvette. Photo diodes measure the intensity of the light source both
before and after passing the sample. A window of 1×5 mm blocks out light that
would reach the photo diode indirectly. Two sets of Helmholtz coils are placed
around the sample to generate a magnetic field at any angle with respect to the
light beam. The measured current of the photo diode is converted to a voltage
and amplified (LT1880 opamp), after which it is digitized at 20 Hz with 16-bit
precision, yielding a resolution of 31µV (ADS1115 analog-to-digital converter).
Both coil actuation and data acquisition was timed using Arduino hardware.
The electronic noise was characterised by measuring the response of an
empty cuvette for 13 min. After correcting the measured signal by the intensity
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FIGURE 8.1 – Left: The angular distribution of Magnetotactic Bacteria (MTB) in
a static magnetic field due to angular Brownian diffusion, assuming a reported
value for the magnetic dipole moment (0.25 fA m2) (Pichel et al., 2018) and room
temperature (300 K). Right: the average angle of MTB as a function of the ratio of
magnetic and thermal energy, along with values corresponding to the left graph.
of the light source (using the signal from the reference diode), the noise is char-
acterised by a standard deviation of 30(1)µV, yielding a signal-to-noise ratio of
85 dB.
The magnetic fields generated by the coils were measured by a Metrolab
THM1176 three-axis hall magnetometer and corrected carefully for misalign-
ment with respect to the orientation of the coils.
8.3.1 Angle dependency of OD
The angle-dependent scatter factor was determined by measuring the OD while
increasing the angle of the magnetic field with steps of approximately 2°. The
magnetic field was at all times over 1.5 mT. As the OD of the sample is con-
tinuously fluctuating due to activity and sedimentation within the cuvette, 37
sweeps were carried out. The resulting curves were normalised to a range of 0
to 1 and averaged.
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FIGURE 8.2 – The OD meter transmits a light beam through a sealed sample of
MTB. The concentration of bacteria and their alignment determines the extent
to which the light is absorbed or scattered. Two sets of coils around the sample
generate a magnetic field of desired strength and angle. Photo diodes measure
the light intensity both before (PDref) and after the sample (PDsig).
8.3.2 Cultivation
Liquid cultures of Magnetospirillum Gryphiswaldense, strain MSR-1, were grown
unagitated at room temperature (21 Celcius in closed 2 mL (Eppendorf) centri-
fugation tubes for 4 to 10 days. Modified spirillum growth medium (ATCC 1653)
with an oxygen concentration of 1 to 3 % was prepared with an adjusted pH
of 6.8. The cultures had an average optical density at the end of cultivation of
0.3 (at 550 nm) in the presence of a magnetic field (5 mT) oriented parallel to
the light beam. Sampling for experiments was done using chemically sterilized
cuvettes (VWR). After being filled with MSR-1 in liquid solution to leave no
head space, the cuvettes were sealed with four layers of UV sterilized parafilm
to allow minor air (oxygen) transfer through the membrane.
8.3.3 Growth experiment
Several prepared samples were grown in the OD meter for a period of five days.
The magnetic field was set to loop through cycles of 100 s using the following
settings:
• Setting 1: 20 s a vertical field of 1.0 mT
• Setting 2: 20 s a horizontal field of 2.9 mT
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• Setting 3: 60 s a vertical field of 100µT
The transition from 1 to 2 uses relative strong fields, guaranteeing reliable es-
timations of Cmag. The transition from 2 to 3 guarantees a relative large time
constant, helpful for accurately estimating τ. These settings allow the OD meter
to measure the sample parameters with 10 mHz.
Figure 8.3 shows the measured response of a sample of magnetotactic bac-
teria to a cycle. It visualizes a short settling time of the OD when a strong mag-
netic field is used (around 25 s). The longer settling time in case of the second
transition (around 45 s) is characterised by τ. The transition at 5 s demonstrates
the effect of the magnetic field strength on the angular distribution of MTB as
visualized in figure 8.1.
The parameters OD∥ and OD⊥ are estimated from the last 9 s of settings 1
and 2, after the signal has settled. The time constant is estimated from fitting
the model of equations 8.4 and 8.6 using the sum of squared errors criterion.
It uses a fitting window of 45 s. Before fitting, data is lowpass filtered using a
rectangular filter in the frequency domain with a cutoff frequency of 9 mHz,
in order to minimize influence of low-frequency fluctuations in the sample.
Finally, γ is determined using equation 8.7.
8.4 Results
8.4.1 Angle dependency of OD
Figure 8.4 shows the angle-dependent scatter factor g (θ). It is highest when
bacteria are aligned with the light beam and lowest when orthogonal. Paramet-
rising requires a function that is periodic and is symmetric around 0 and 90
degrees. Based on visual inspection, we choose zero derivatives at 0 and 90 de-
grees. Phenomenologically this can be modelled by a cosine function using only
the even terms (the value in brackets represents the 95 % confidence interval):
g (θ)= ∑2n=0 an cos(2nθ) (8.9)
a= [0.559(2) 0.495(3) −0.057(3)]
8.4.2 Growth curve
Figure 8.5 shows the measured parameters of a sample of MTB over time; the
OD, Dmag, Dmag and γ. The growth is characterised by a lag phase (L), expo-
nential phase (E), stationary phase (S), magnetic growth phase (M) and an un-
defined phase (X). The magnetic growth phase is defined independently of OD,
and overlaps with other phases (in this case the stationary phase). The sample
initially is characterised by a low OD in the lag phase, but by a relative high
Cmag. Although the fraction of magnetic bacteria is high, the absolute num-
ber is low, characterised by a low Dmag. As the sample enters the exponential
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FIGURE 8.3 – A cycle of the magnetic field in horizontal and vertical direction
(top) and the resulting measured response of MTB (bottom). The magnetic field
settings direct the MTB from orthogonal orientation with respect to the light
beam to parallel orientation and back again. Cmag and Dmag, proportional to
the ratio of magnetic bacteria and their absolute numbers, are calculated from
the absorption in parallel (OD∥) and orthogonal (OD⊥) orientations. The time
constant τ quantifies the alignment speed of the MTB to the field transition.
growth phase, the Cmag plummets while Dmag is unaffected. This indicates that
the amount of bacteria increases (as reflected in the OD) but the amount of
magnetic bacteria does not. Subsequently in the stationary phase, the OD, Cmag
and Dmag remain relative stable. Only after approximately two days, in the mag-
netic growth phase, the amount of magnetic bacteria increases, reflected in
both the Cmag and Dmag, while the OD is not significantly affected. After ap-
proximately 3.3 days the amount of magnetic bacteria decreases, while the OD
keeps increasing. This phenomenon could be caused by a contamination, or by
migration of bacteria within the cuvette.
The measured γ starts off relative low, and starts increasing once in the mag-
netic growth phase. Surprisingly, it continues to increase when the amount of
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light beam
FIGURE 8.4 – The optical density of MTB is dependent on orientation; it is
highest when bacteria are aligned with the light beam and lowest when they are
aligned orthogonal. The angle-dependent scatter factor g (θ) shows a nonlinear
dependence on orientation (see equation 8.9). Error bars represent the standard
error.
magnetic bacteria declines. The average form factor of bacteria and medium
viscosity is unlikely to change over time. Therefore, the continuing growth can
be explained by an increased average magnetic dipole moment, or a higher
average amount of iron oxide crystals per bacterium. It is not possible to de-
termine γ accurately before the start of the magnetic growth phase because the
amplitude of the alternating OD signal is too low, as depicted in figure 8.3.
The growth profile of MTB is very sensitive to repeated experiments un-
der slightly different conditions. Additional growth curves can be observed in
Appendix B.
8.5 Discussion
8.5.1 Repeatability and representability
The observed results provide a clear insight in the growth pattern of MTB with
unparalleled temporal resolution. It is unknown, however, to which extent the
measured parameters are representative for the entire population residing in
the cuvette. Because of the selective size of the photo diode the observation area
is restricted to a small window. Only the response of bacteria in that window
is measured. An uneven, time-dependent distribution of MTB in the cuvette
will result in a non-representative measurement. Additionally, it is possible an
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oxygen gradient forms in the sample, contributing to a band formation that may
enter and leave the observation area and enhances the uneven distribution of
MTB. Indeed, the OD is fluctuating over time after the stationary phase has
been reached (figure 8.5).
8.5.2 Response of MTB to magnetic fields
Estimation of γ is based on a model of a single bacterium. The measured OD,
however, is a bulk parameter; it is generated by bacteria that are responding
with various degrees of speed to a changing magnetic field direction. The single-
bacterium model is fitted to a signal consisting from both slow and fast align-
ing bacteria, which introduces an error. A second error results from the fact
that not all bacteria are perfectly aligned with the magnetic field, but fluctuate
around a mean orientation. This effect becomes stronger for bacteria with a
low magnetic dipole moment, or for magnetic fields with low amplitude. This
phenomenon explains why there is a change in OD from setting 3 to 1; in both
cases the fields are directed vertically, but are an order of magnitude apart in
field strength.
An additional error in estimating γ results from samples with a significant
amount of fluctuation in the measured OD characterised by medium frequen-
cies. These fluctuations are random and cannot be modelled, but do have a
significant impact on the goodness of fit.
The values for γ range from 0.44 to 1.41 rad mT−1. This agrees with results we
obtained in previous work, where we investigated individual bacteria (Pichel
et al., 2018). We reported values of 0.74(3) rad mT−1 (determined via bacteria
trajectories in microscope observations) and of 1.2(3) rad mT−1 (determined via
TEM microscopy of magnetosomes and macroscopic drag models).
8.6 Conclusions
We have constructed an optical density-based (OD) meter which can automat-
ically and continuously measure properties of magnetotactic bacteria (MTB).
These properties include the optical density (OD), a measure for the relative
amount of magnetic over non-magnetic bacteria (Cmag), a measure for the ab-
solute amount of magnetic bacteria (Dmag) and a parameter quantifying the
alignment speed of bacteria to external magnetic fields (γ).
The angle-dependent optical density of MTB was measured and paramet-
rised. This relation proves to be a non-symmetrical S-curve; the OD is highest
when bacteria are aligned with the light beam and lowest when positioned or-
thogonally.
We obtained growth curves of MTB with high temporal resolution (10 mHz)
over a period of 5 days. We clearly distinguished separate growth phases (lag,
exponential growth, stationary, and magnetic growth). Initially the sample con-
tained a significant amount of magnetic bacteria, characterised by a relative
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high Cmag and low Dmag in the lag phase. The exponential growth phase saw
an increase of non-magnetic bacteria only, which reflected in a drop in Cmag
and a stable Dmag. The magnetic growth phase started parallel to the stationary
phase, reflected by an increase in both Cmag and Dmag.
The γ has shown to slowly increase over the span of time, starting at the
begin of the magnetic growth phase. As both the viscosity of the medium and
the average shape factor of bacteria do not significantly change over time, this
increase is proportional to the increase of the average magnetic dipole moment
of MTB.
Measurements of growth curves of several samples have shown significant
differences between the measured parameters. This demonstrates the need
and importance of automated, real-time measurements of these parameters;
for the purpose of optimally cultivating bacteria with desired properties, or for
measuring the impact of environmental changes on growth each new sample
needs to be carefully monitored. This machine requires no manual operations
like sampling the culture for OD- and Cmag measurements. Additionally it does
not require time-consuming, expensive and specialised machinery such as TEM
imaging for determining the magnetosome development.
The methods used by the OD meter are not without flaw; the results repres-
ent but a sub-population of the sample which might not be representative for
the whole. Additionally, model inaccuracies and sample fluctuations occasion-
ally result in non-reliable estimates of γ, as well as for samples characterised
by low Cmag. Yet, the method offers unparalleled temporal resolution and auto-
mated monitoring of MTB. We are convinced it will be an extremely helpful tool
in culturing MTB, and possibly for other fields, such as monitoring magnetic
particles in fluids.
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FIGURE 8.5 – The bacteria colony parameters measured over a span of five days;
the optical density (OD), the Cmag (quantifying the ratio of magnetic to
nonmagnetic bacteria), the Dmag (quantifying the amount of magnetic bacteria),
and the γ (quantifying how strong the bacteria respond to magnetic fields). The
following phases can be identified: lag phase (L), exponential phase (E),
stationary phase (S), magnetic growth phase (M) and an undefined phase (X).
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Conclusion
This thesis was focused on answering the following research question:
WHAT CAN WE LEARN FROM OBSERVING MAGNETIC OBJECTS IN FLUIDS?
Two cases were studied; magnetotactic bacteria (MTB) and macroscopic
self-assembly. These magnetic objects are seemingly extremely different; they
act on different scales (micrometers versus centimetres), involve alive versus
dead systems, and move and interact self-propelled versus passive. However,
there are many concepts that are shared among them.
First of all, both projects deal with particles in fluids and thereby are both
subject to drag force. The scale difference causes the drag profile to be different
in nature, as the environments are characterised by laminar and turbulent flow.
Yet the particles on macroscopic scale are modelled as if on a microscopic scale,
using concepts as Brownian motion, diffusion and the Einstein relation. These
concepts fit surprisingly well.
Both objects have an internal permanent magnet which, for modelling pur-
poses, can be well approximated by magnetic dipoles. MTB have a relative weak
dipole moment, are controlled via relative strong external fields and have no sig-
nificant mutual interaction. In contrast, self-assembly particles have a relative
strong dipole moment, are only mildly influenced by the earth magnetic field
and are designed for particle-particle interaction. The magnetosome chains of
MTB are composed of iron oxide nano-crystals and allow no significant struc-
tural deformation, but can change their magnetization direction when sub-
ject to a sufficiently strong external magnetic field. In comparison, the chains
formed by spherical self-assembly particles are very flexible, such that they ro-
tate while leaving their magnetization untouched.
Macroscopic analogues have shown to be helpful in providing information
on their microscopic counterpart. Scaled-up objects provided a more accurate
rotational drag coefficient for MTB and provided initial insights on the influence
of geometry on colloidal magnetic crystal growth.
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Brownian motion is a dominant phenomenon on microscopic scale, and
governs the motion on many particles. Although negligible in comparison to
the self-propellant force of MTB, they still contribute significantly to the rota-
tional diffusion. The magnetosome development of MTB is just high enough
to counteract the rotational diffusion by magnetic torque. In self-assembly, we
manually tune the disturbing force to be significant, but not dominant over the
magnetic forces between the particles. Both systems work on a balance between
an (equivalent) thermal energy and an aligning or collecting magnetic potential
energy.
In both systems the theory of thermodynamics is important such that statist-
ical mechanics can be well used to describe their states (orientation of bacteria,
velocity and spacing of particles). Observation of the motion of the bacteria and
macroscopic particles have helped us to complete such models by estimating
parameter of either the particles themselves (dipole moment), the environment
(equivalent thermal energy) or the interaction between the two (drag- and dif-
fusion coefficient).
A majority of the results in this thesis were obtained by analysing video
footage. Data was collected using conventional equipment (camera’s, micro-
scopes, computers) and image processing techniques. There is no technical
reason these experiments could not have been carried out a decade ago; the
novelty of this research results from modelling the motion of magnetic objects
in fluids, for which detection, tracking and classification have been used as tools.
Most of the code needed for these operations, as well as for further (statistical)
analysis has been written by myself.
9.1 Macroscopic self-assembly
The first part of this thesis was focused on macroscopic self-assembly as an
analogue simulation for microscopic self-assembly by investigating the motion
and interaction of turbulence-driven magnetic particles.
Macroscopic Brownian motion
From trajectory analysis of single centimetre-sized spherical particles suspen-
ded in a turbulent water flow, we have observed that their velocity is Maxwell-
Boltzmann distributed and that they show an average squared displacement
in agreement with a confined random walk. The diffusion coefficient and ve-
locity is independent on particle size. A non-uniform particle distribution in
the reactor reflects that different thermal conditions exist throughout the re-
actor. The interaction between two particles can be qualitatively modelled by
Maxwell-Boltzmann statistics. Despite this the equivalent thermal energy de-
termined from two-particle experiments is an order of magnitude lower than
the disturbing energy determined from velocity (kinetic energy) and diffusion
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(Einstein relation). This means that the disturbing energy cannot be calibrated
from single sphere experiments alone. These observations show a surprising
similarity between the motion of macroscopic, turbulence-driven particles and
Brownian motion.
Disturbing energy
By increasing the asymmetry of inflow of water into the reactor, the degree of
turbulence can be increased, resulting in an increase in velocity, diffusion coef-
ficient and disturbing energy. The equivalent thermal energy can be increased
by a factor of six and three, determined from respectively single and two-sphere
systems. Decomposing the quantities into orthogonal spatial dimensions shows
that the velocity, diffusion and disturbing energy are similar for the horizontal
dimensions. The vertical component shows a stronger and more eccentric de-
pendence on flow asymmetry.
Self-assembly and machine learning
Self-assembly dynamics were studied by evaluating the structure formed by a
four-sphere system over time and classifying it as“ring”, “line” or “other.” Ana-
lysis showed that the frequency of the structure as predicted by Maxwell-Boltz-
mann statistics, 63.2 % and 36.8 % for respectively ring and line, was signific-
antly different than the almost 50/50 % found by manual classification. A ma-
chine learning approach, based on a neural network trained on artificial data,
came to the same conclusion. This means that a more careful study is needed
towards the scaling of disturbing energy with increasingly large structures.
Cluster growth
Geometry and aspect ratio of particles are extremely important for the struc-
tures formed in magnetic self-assembly. Ellipsoidal particles form flexible, (stack-
ed) ring-based structures. Cylindrical and cubical particles form, in contrast,
primarily straight angles between particles. For cylindrical and cubical parti-
cles the aspect ratio is an important parameter to control a preference towards
axial (short particles) or diametrical (long particles) connections, or to neither
of them (medium particles). Aspect ratio thus is an important steric factor that
influences the entropic component of the free energy. This results into respect-
ively one-dimensional, two-dimensional (planar) and three-dimensional struc-
tures. For ellipsoidal particles this primarily has an influence on the amount
of particles per ring formed. Increasing the amount of particles leads to more
complex structures at the cost of a lowered structural stability.
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Orbital shaker
Turbulence is not the sole source of disturbing energy which make particles un-
dergo a random walk. Two-dimensional orbitally shaken particles are subject to
a friction which adds a stochastic displacement on top of their periodic circular
motion. The velocity of this added component is nearly Rayleigh distributed,
and shows Gaussian components in separate spatial dimensions. Like in the
turbulence-driven reactor, the mean squared displacement is characterised by
a confined random walk model. The diffusion of particles with respect to each
other has a similar shape and appears to be approximately the sum of their sep-
arate mean squared displacement. Their angular displacement, however, does
not obey the laws of diffusion.
9.2 Magnetotactic bacteria
The second part of this thesis was focused on observing both individual (micro-
scopic) and entire colonies (macroscopic) of Magnetospirillum Gryphiswaldense,
and obtaining as much of their properties from these observations such as mag-
netic dipole moment and rotational drag.
U-turn
Magnetotactic bacteria naturally align with external magnetic fields, and un-
dergo a U-turn as a result of inverting the field. Their response can be mod-
elled by simple equations, and their trajectories are very similar as to prediction
based on their physiology (dimensions, geometry and magnetosomes). From
studying individual bacteria it has been found that their average rate of rotation
scales linear with field strength (0.74(4) rad mT−1 s−1), but that their velocity is
independent. Furthermore, it was found that their rotational drag is in reality
64(5) % higher than a spheroid model generally used as an approximation.
Optical density meter
The properties of entire colonies of MTB were studied during growth with high
temporal resolution via optical density observations only. These include meas-
ures for their growth, the ratio of magnetic over non-magnetic bacteria, the
absolute amount of bacteria and their response to magnetic fields. Under the
studied conditions the magnetic growth was decoupled from the growth in
numbers and started over a day later. These results demonstrate that a non-
invasive method based on optical density measurements alone can quantify
the most important parameters of colonies of MTB in real time.
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FIGURE A.1 – Velocity distributions for each particle in the 3-particle experiment
in the orbital shaker. First column: unfiltered 2D velocity distributions; second
column: filtered 2D velocity distributions and Rayleigh fitting; third and fourth
column: x- and y-component 1D velocity distributions and Gaussian fittings.
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FIGURE B.1 – Measured growth parameters of a culture of Magnetospirillum
Gryphiswaldense in the optical density meter. We can identify lag (L),
exponential growth (E) and stationary (S) phases. We observe two distinct
growth phases (E); these might be actual growth phases, but the second rising
slope might also be caused by migration of bacteria within the cuvette. The
magnetic growth (M) is independent. There is a lot of noise in the estimation of
γ.
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FIGURE B.2 – Measured growth parameters of a culture of Magnetospirillum
Gryphiswaldense in the optical density meter. We can identify lag (L),
exponential growth (E) and stationary (S) phases, and an undefined phase (X) in
which we are not sure what happens. The latter might be caused by cell death or
migration of MTB within the cuvette. The magnetic growth (M) is independent.
There is a lot of noise in the estimation of γ.
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FIGURE B.3 – Measured growth parameters of a culture of Magnetospirillum
Gryphiswaldense in the optical density meter. We can identify lag (L),
exponential growth (E) and stationary (S) phases. We observe two distinct
growth phases (E); these might be actual growth phases, but the second rising
slope might also be caused by migration of bacteria within the cuvette. The
magnetic growth (M) is independent. There is a lot of noise in the estimation of
γ.
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Abstract
Observation of the motion of particles in fluids give valuable information about
the particles, the environment and the interaction between them. Two distinct
particle-fluid systems were studied in this framework.
The first system considers centimetre-sized magnetic particles suspended
in an upward water flow to create neutral buoyancy as well as a source of turbu-
lence. This macroscopic reactor acts as an analogue simulator for microscopic
self-assembly processes. From observation of the trajectories of single and two-
particle systems we found that in terms of velocity, diffusion and particle in-
teraction the laws of thermodynamics describe the macroscopic system with
surprising accuracy. We have shown that we can control the amount of disturb-
ing energy by changing the asymmetry of the water inflow, but that this method
affects the particle behaviour differently in separate spatial dimensions. We
found that the method used to generate disturbing energy is not that critical;
also when the particles are mechanically shaken on a table in 2D, rather than in
a turbulent flow in 3D, the velocity and diffusion still obey the laws of thermo-
dynamics.
The macroscopic reactor was used to study self-assembly of 3D-printed ob-
jects with embedded magnets. A system of four spheres was analysed by both
humans and neural networks. Although yielding very similar results, they sig-
nificantly deviate from theoretical predictions, likely due to underestimation
of the disturbing energy. When using objects with anisotropic shape, we found
that the geometry and aspect ratio highly define the nature of resulting struc-
tures. The particle shape for instance controls the dimensionality (1D, 2D, 3D)
and flexibility (straight versus flexible angles) of the resulting assemblies.
The second system involves the study of the motion of magnetotactic bac-
teria (MTB) under influence of varying magnetic fields. From microscopy ob-
servations of the trajectories of individual MTB we found that their response to
magnetic fields accurately follows a simple model based on the ratio between
magnetic and drag torque. We characterised the properties of MTB and interac-
tion with the environment. An optical density based method was developed to
monitor the properties of entire colonies of MTB with high temporal resolution.
We were able to monitor four distinct parameters corresponding to growth and
magnetic growth of MTB and found that these types of growth are decoupled.
Although magnetic objects studied in this thesis are seemingly very distinct,
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with various sizes and shapes, their analysis has strong similarity. The most
important aspects for fluid-particle interaction are the interplay between mag-
netic torque and the drag force as well as the interplay between magnetic po-
tential energy and (equivalent) thermal energy. The parameters underpinning
the models based on these concepts can be determined through observation of
the motion of the particles.
Samenvatting
Van de beweging van magnetische deeltjes in vloeistoffen kunnen we veel leren
over de deeltjes zelf, de omgeving en hun interactie. In deze thesis zijn twee
systemen bestudeerd.
Het eerste systeem probeert meer inzicht te geven over hoe microscopische
deeltjes interactie met elkaar ondervinden. Onder bepaalde omstandigheden
vormen deze deeltjes spontaan structuren, een proces dat we zelf-assemblage
noemen. Zulke processen zijn onder normale omstandigheden moeilijk direct
te observeren door de kleine afmetingen en de zeer korte tijdschaal waarop de
bewegingen plaatsvinden. Aan de andere kant zouden we deze processen kun-
nen simuleren met computers, maar deze berekeningen zijn zeer tijdsintensief
en schalen ongunstig met het aantal deeltjes. Als alternatief hebben we een
reactor gebouwd die de zelf-assemblage processen (analoog) op centimeter-
schaal simuleert om alles beter zichtbaar te maken. Deze drie-dimensionale
macroscopische reactor balanceert magnetische deeltjes in een opwaartse, tur-
bulente waterstroom die zowel hun zwaartekracht neutraliseert als een bron
is van verstorende energie. De verstoring is analoog voor de willekeurige be-
weging die deeltjes op kleine schaal ondervinden als gevolg van temperatuur.
Door met camera’s de beweging van de deeltjes te volgen hebben we geconclu-
deerd dat ze opmerkelijke overeenkomsten hebben met het theoretische gedrag
van microscopische deeltjes. De hoeveelheid verstorende energie kan geregeld
worden door de asymmetrie van de toevoer van de waterstroom te variëren. Dit
heeft een verschillende invloed op de horizontale en verticale componenten
van de beweging van de deeltjes. De manier waarop we energie toevoeren blijkt
niet zo belangrijk; ook wanneer deeltjes op een twee-dimensionaal vlak worden
geschud is de overeenkomst met thermodynamica opvallend.
Zelf-assemblage processen waren onderzocht door de interactie van grotere
aantallen 3D geprinte deeltjes met een magnetische kern te bestuderen. Van
vier balletjes was onderzocht hoe vaak deze een lijn- en ring-vorm aannamen.
Zowel handmatige als geautomatiseerd (neurale netwerken) analyse tonen aan
dat de frequentie overeenkomt met wat de statistische mechanica voorspelt.
De lengteverhouding en geometrie van de deeltjes hebben een overweldigende
invloed op de resulterende structuren. Deze bepalen zowel de dimensionaliteit
(1D, 2D, 3D) als de karakteristieke verbindingen (flexibele versus rechte hoeken)
tussen de deeltjes.
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Als tweede systeem zijn magnetotactische bacteriën (MTB) bestudeerd. Deze
zwemmende bacteriën hebben een interne ketting van magnetische deeltjes
waardoor hun zwemrichting, net zoals een kompasnaald, met behulp van mag-
netische velden kan worden beïnvloed. In de natuur gebruiken ze dit om zich
te oriënteren in de richting van het aardmagnetisch veld. Op deze manier ver-
anderen ze een willekeurige drie-dimensionale zoektocht naar hun ideale habi-
tat naar een efficiëntere één-dimensionale zoektocht. Door velden significant
sterker dan het aardmagnetisch veld te genereren kunnen we deze bacteriën
gebruiken als micro-robots, mogelijkerwijs voor toepassing als het lokaal afleve-
ren van medicijnen in het menselijke lichaam. We hebben het effect bestudeerd
van magnetische velden op MTB door hun beweging onder de microscoop te
bestuderen. Uit zwemtrajecten is bepaald dat de invloed van velden op MTB
nauwkeurig beschreven wordt volgens een simpel model waarin de verhouding
tussen het magnetisch koppel en rotationele wrijving centraal staat. Naast de
karakterisatie van individuele MTB is de groei van complete kolonies bepaald
door de transparantie van het de cultuur over tijd te meten. Op deze manier
kunnen vier parameters gemeten worden die corresponderen met groei van
MTB en de ontwikkeling van hun magnetisch moment. We hebben bepaald dat
deze groeitypen onafhankelijk zijn.
Alhoewel deze projecten op het eerste gezicht compleet verschillend zijn,
hebben ze belangrijke overeenkomsten. In beiden speelt de interactie van het
magnetisch koppel en de rotationele wrijving een grote rol, evenals de verhou-
ding tussen magnetische potentiële- en thermische energie. Door het observe-
ren van de bewegingen van de deeltjes kunnen belangrijke parameters van de
deeltjes en de omgeving worden bepaald.
Zusammenfassung
Beobachtung der Bewegung von Partikeln in Flüssigkeiten bringt wertvolle In-
formationen über die Partikel, die Umgebung als auch die Interaktion von bei-
dem. Zwei verschiedene Partikel-Flüssigkeitssysteme wurden in dieser Studie
näher untersucht.
Das erste System setzte sich zusammen aus zentimeter-großen magneti-
schen Partikeln, ausgebracht in einem aufwärtsgerichteten Wasserstrom, wel-
cher einen neutralen statischen Auftrieb erzeugte als auch den Ursprung von
Turbulenzen darstellt. Dieser makroskopische Reaktor wurde betrieben als ana-
loge Simulation für mikroskopische Selbstassemblierungsprozesse. Durch das
Beobachten der Trajektorien von Ein- sowie Zwei-Partikelsystemen wurde fest-
gestellt, dass die Gesetze der Thermodynamik überraschend genau das Sy-
stem charakterisieren, vor allem in Bezug auf Geschwindigkeit, Diffusion und
Partikel-Interaktion. Wir konnten zeigen, dass wir die Stärke der Störenergie
kontrollieren können durch Änderung der Asymmetrie des Wassereinlasses,
aber auch das diese Methode die Partikel unterschiedlich beeinflusst, je Lage im
dreidimensionalen Raum. Es konnte nachgewiesen werden, dass die Methode
zur Erzeugung der Störenergie kein kritischer Einflussfaktor ist, da auch beim
mechanischen Schütteln von Partikeln auf einem Tisch in 2D, im Gegensatz
zu einer turbulenten Flussrate in 3D, Geschwindigkeit und Diffusion weiterhin
den Gesetzen der Thermodynamik unterliegen.
Der makroskopische Reaktor wurde zur Untersuchung von Selbstassemblie-
rungsprozessen von 3D-gedruckten Objekten mit eingeschlossenen Magneten
verwendet. Ein System aus vier Kugeln wurde sowohl durch Probanden als auch
durch Neurale Computernetzwerk analysiert. Trotz der sehr ähnlichen Ergeb-
nisse konnte ein signifikanter Unterschied zu den theoretischen Vorhersagen
festgestellt werden, welcher höchstwahrscheinlich in der Unterschätzung der
Störenergie begründet war. Bei der Benutzung von Objekten mit anisotropen
Formen konnten wir zeigen, dass die Geometrie sowie das Seitenverhältnis star-
ken Einfluss nehmen auf die entstehenden Strukturen. Die Form der Partikel
hat beispielsweise entscheidenden Einfluss auf die Dimensionalität (1D, 2D,
3D) und Flexibilität (Grade vs. Flexible Winkel) der entstehenden Verbindun-
gen.
Das zweite System umfasste die Analyse der Bewegung von magnetotakti-
schen Bakterien (MTB) unter Einfluss von wechselnden Magnetfeldern. Durch
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mikroskopische Beobachtung der Bewegungsbahnen von einzelnen MTB konn-
ten wir nachweisen, dass deren Bewegungsantwort auf magnetische Felder ex-
akt einem einfachen Modell folgen, basierend auf dem Verhältnis zwischen ma-
gnetischem Drehmoment und Dreh-Strömungswiderstandes. Hierzu wurden
die Eigenschaften der MTB und deren Interaktion mit der Umgebung charak-
terisiert. Eine Methode, basierend auf optischer Dichte-Messung, wurde ent-
wickelt um Eigenschaften von ganzen Kolonien von MTBs mit hoher zeitlicher
Auflösung zu untersuchen. Es war uns möglich vier verschiedene Parameter
bezüglich Wachstum und Wachstum der magnetischen Partikel zu überwachen
um festzustellen, dass diese Typen des Wachstums sich als entkoppelt darstel-
len.
Obwohl die in dieser Doktorarbeit verwendeten magnetischen Objekte stark
unterschiedlich in Bezug auf Größe und Form waren zeigte deren Auswertung
hohe Ähnlichkeiten. Der wichtigste Aspekt der Partikel-Flüssigkeitsinteraktion
stellt das Zusammenspiel von magnetischem Drehmoment und des Dreh-Strö-
mungswiderstandes dar, als auch das Zusammenspiel der potenziellen magne-
tischen Energie und der (äquivalenten) thermalen Energie. Diese Parameter
der Modelle konnten durch Beobachtung der Bewegung der Partikel untermau-
ern werden, auf welchen die Konzepte des magnetischen Moments und des
Strömungswiderstandes basieren.
초록
유체내입자의움직임을관찰하는것은입자와환경은물론그들간의상호작
용에대한중요한정보를제공한다. 본논문에서는두가지의상이한입자-유체
시스템을연구하였다.
첫번째, 상방향유체흐름으로기인한난류에의해부유되는센티미터크
기의자성입자에관한연구이다. 미세입자의자기조립/조합과정을분석하기
위한장치로서거대입자반응기가사용되었다. 단일및이중입자시스템의궤
적을관찰한결과,속도,확산,입자의상호작용의세가지측면에서거대입자
반응기의정확도는열역학법칙과놀라울정도로정확하게일치한다는점이입
증되었다.본연구에서는유입되는물의비대칭성을변화시킴으로써방해하는
에너지의양을제어할수있었고,이방법은별도의공간차원에서입자행동에
다르게영향을미친다는것을보여주었다. 또한,본연구를통해방해하는에너
지를생성하는데사용되는방법은그렇게중요하지않다는점이발견되었으며,
난기류상의 3D입자이든지테이블위에서기계적으로흔들리는 2D입자이든
지도속도와확산은여전히열역학의법칙을따른다는점이발견되었다.
거대입자반응기는자석이내장되어 3D로인쇄된객체의자기조립을연구
하는데에도사용되었다. 4개의구모양으로만들어진모델을이용하여인간과
컴퓨터의신경회로망을분석을하였다. 위두수치는비슷한산출결과를보였
으나,이론적예측값에는빗겨나가는경향을보였으며,이것은불안한에너지로
부터기인한것으로추론된다. 그예로써,입자모양은조립된결과물의공간의
크기 (1D, 2D, 3D)및유연성 (직선,유연각도)을결정한다.
두 번째는 다양한 자기장의 영향을 받는 자성 미생물 (magnetotactic bac-
teria, MTB)의운동에관한연구이다.개별자성미생물들의궤적을현미경으로
관찰한결과,각세균의자기장반응이자기및회전항력사이의비율에기초한
기본모델을정확하게따르는것으로나타났으며,자성미생물의특징및환경
과의 상호 작용을 규정할 수 있었다. 고 해상도 관찰을 통해 자성 미생물의 전
체적인특성을모니터링하기위하여광학밀도측정방법이사용되었으며,이를
통해주자성세균의성장과자성성장에해당하는네가지매개변수를모니터링
할수있었고이러한두유형의성장은각각분리되어있음을발견하였다.
본논문에서연구된자성물체는다양한크기와모양으로인해겉으로는매
우 상이해 보이지만, 분석 결과 유사성이 매우 높은 것으로 입증되었다. 유체-
입자 상호 작용의 경우 자기포텐셜 에너지와 열 에너지 사이의 상호 작용뿐만
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아니라 자기토오크와 드래그 포스 사이의 상호 작용이 가장 중요하며, 이러한
개념에기반을둔모델을뒷받침하는매개변수는입자운동의관찰을통해규
정될수있다.
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