Abstract. The γ-Cambrian semilattices C γ defined by Reading and Speyer are a family of meet-semilattices associated with a Coxeter group W and a Coxeter element γ ∈ W, and they are lattices if and only if W is finite. In the case where W is the symmetric group S n and γ is the long cycle (1 2 . . . n) the corresponding γ-Cambrian lattice is isomorphic to the well-known Tamari lattice T n . Recently, Kallipoliti and the author have investigated C γ from a topological viewpoint, and showed that many properties of the Tamari lattices can be generalized nicely. In the present article this investigation is continued on a structural level using the observation of Reading and Speyer that C γ is semidistributive. First we prove that every closed interval of C γ is a bounded-homomorphic image of a free lattice (in fact it is a so-called HH-lattice). Subsequently we prove that each closed interval of C γ is trim, we determine its breadth, and we characterize the closed intervals that are dismantlable.
Introduction
In [20, 21] defined for a finite Coxeter group W and a Coxeter element γ ∈ W a quotient lattice of the weak order lattice of W, the so-called γ-Cambrian lattice of W, and realized this lattice as a poset of so-called γ-sortable elements under weak order. This construction was motivated by the observation that the Tamari lattice T n , introduced in [24] , can be realized as a quotient lattice of the weak order lattice on the symmetric group, see [3, Theorem 9.6] . Indeed T n is a particular instance of a γ-Cambrian lattice, namely where W = S n is the symmetric group and γ = (1 2 . . . n) is a long cycle. In [22] Reading and Speyer generalized this construction to every (possibly infinite) Coxeter group, which yields the so-called γ-Cambrian semilattice denoted by C γ .
In [14] it was shown that many topological properties of the Tamari lattice can be generalized to closed intervals of the Cambrian semilattices. The aim of the present article is to show that many structural properties of the Tamari lattice can be generalized in the same fashion. The starting point for this investigation is the observation in [22, Section 8] that every γ-Cambrian semilattice is semidistributive, which was long known for the Tamari lattice. Using the semidistributivity of C γ as a basic ingredient, we prove the following theorem. [u, v] γ is an HH-lattice, (ii) [u, v] γ is a bounded-homomorphic image of a free lattice, (iii) [u, v] γ is trim, and (iv) [u, v] γ is dismantlable if and only if [u, v] γ is planar.
The terminology used in Theorem 1.1 will be explained in the beginning of the section where the corresponding property is proven. For special instances of C γ some of these properties have been considered before, and proper credit will be given in the following paragraphs. In this article we investigate the most general case, and the proofs given here are uniform for all Coxeter groups and all Coxeter elements. In fact, some of these results are shown to hold for all semidistributive lattices, and the result for the Cambrian lattices follows then as a corollary.
We conclude the article by investigating the breadth of the closed intervals in W and C γ , respectively. Recall that the breadth of a lattice L, denoted by b(L), is the least number k such that every element of L can be expressed as a join of at most k elements. Moreover, for w ∈ W, we denote by inv(w) the set of inversions of w, and by cov(w) the set of cover reflections of w. See Sections 2.2 and 4 for the exact definitions. In [26] Urquhart proved that T n is a so-called split lattice, which implies with [18, Theorem 5.1] that it is a bounded-homomorphic image of a free lattice (bounded for short), and it follows then from [8, Theorem 2.20 ] that T n is semidistributive. The fact that T n is bounded was reproven by Geyer in [10, Theorem 7] using techniques from Formal Concept Analysis [9] . In [5] the notion of HH-lattices was introduced and it was shown that every HH-lattice is bounded, see [5, Corollary 1] . In particular, it was shown that the weak order on a finite Coxeter group is an HH-lattice and hence bounded, see [5, Theorem 6] . Since bounded lattices form a pseudovariety (i.e. that sublattices and homomorphic images of bounded lattices are bounded again), see [8, Corollary 2.17] , this result implies that the γ-Cambrian lattices of finite Coxeter groups are bounded. In [4] it was shown explicitly that T n is an HH-lattice, and we generalize this result to all closed intervals of C γ for an arbitrary Coxeter group W and an arbitrary Coxeter element γ ∈ W in Section 5. In particular, our result implies that every closed interval of C γ is bounded. Further (different) proofs of the boundedness of the Cambrian lattices can be found in [23] for type A and in [19] for types A and B.
The trimness of the γ-Cambrian semilattices was first considered in [25] , where it was shown that C γ is trim when associated to a finite Coxeter group of type A or B. Later, in [13] , it was shown that C γ is trim when associated with a finite crystallographic Coxeter group. We extend this result in Section 6 to the infinite case.
To the best of our knowledge, the dismantlability of C γ has not been considered before. In particular, we generalize a result by Kelly and Rival stating that a distributive lattice is dismantlable if and only if it is planar, see [15, Corollary 3.6] . We show in Section 7 that the same is true for semidistributive lattices, see Theorem 7.1. Moreover, in Section 7.1 we determine the breadth of closed intervals of C γ , and we thus prove proving Theorem 1.2.
Sections 2 and 3 contain the basic definitions as well as some useful results on the weak order and the γ-Cambrian semilattices.
Preliminaries
In this section we give the definitions needed in the remainder of this article. For further reading on lattices and free lattices, we refer to [11] and [8] , respectively. For more information on Coxeter groups, we refer to [2] and [12] .
2.1. Lattices, Free Lattices and Bounded Homomorphisms. Let L = (L, ≤) be a poset, and let x, y ∈ L. We say that y covers x if x < y and there exists no z ∈ L with x < z < y, and we usually denote it by
If there exists a unique element max{z ∈ L | z ≤ x and z ≤ y}, then we call this element the meet of x and y, and we denote it by x ∧ y. Dually if there exists a unique element min{z ∈ L | x ≤ z and y ≤ z}, then we call this element the join of x and y, and we denote it by x ∨ y. If the meet x ∧ y exists for every two elements x, y ∈ L, then we call L a meet-semilattice, and dually if the join x ∨ y exists for every two elements x, y ∈ L, then we call L a join-semilattice. If L is both a meet-and a join-semilattice, then we call L a lattice.
With the two operations join and meet, we can view a lattice as an algebraic structure (L, ∧, ∨,0,1), where0 and1 denote the least and the greatest element of L, and where ∧ and ∨ are binary operations that are idempotent, associative, commutative, and satisfy the absorption rules, namely
for all x, y ∈ L. Now it is straightforward to verify that x ≤ y if and only if x = x ∧ y (if and only if y = x ∨ y), see for instance [11, Theorem 1] . Viewing lattices as algebraic structures has certain advantages. First of all it allows for a natural notion of a lattice homomorphism.
is a lattice, and X ⊆ F, then we say that F is the free lattice over X if X generates F (i.e. that every element of F can be expressed as a sequence of meets and joins of elements in X) and for every lattice L, a map from X into L extends uniquely to a lattice homomorphism from F into L. In this case, we write F (X) instead of F . In other words F (X) is the free object on X in the category of all lattices.
If f : K → L is a surjective lattice homomorphism, then we say that f is bounded if for every x ∈ L the preimage f −1 (x) has a least and a greatest element in K. 
The poset W = (W, ≤ S ) forms a graded meet-semilattice with rank function ℓ S (w). If W is finite, then there exists a unique longest element w o ∈ W, and W is thus a lattice. In general W is finitary, meaning that every principal order ideal of W is finite. For our purposes it will be convenient to have the following equivalent characterization of the weak order. Let T = {w −1 sw | s ∈ S, w ∈ W}. For w ∈ W define the (left) inversion set of w by inv(w) = {t ∈ T | ℓ S (tw) < ℓ S (w)}. Proposition 3.1.3 in [2] states that for all u, v ∈ W, we have u ≤ S v if and only if inv(u) ⊆ inv(v), and Corollary 1.4.5 in [2] states that for all w ∈ W, we have ℓ S (w) = |inv(w)|. This theorem implies that C γ equipped with the weak order constitutes a subsemilattice of W, the so-called γ-Cambrian semilattice of W, usually denoted by C γ = (C γ , ≤ γ ), where ≤ γ is the restriction of ≤ S to C γ . In order to distinguish properly which partial order we currently investigate, we use the index "S" on lattice-theoretic notions in order to refer to the weak order, and we use the index "γ" on lattice-theoretic notions in order to refer to the Cambrian order.
Auxiliary Results
In this section we recall useful results on Cambrian semilattices that we need in the remainder of this article. Let W be a Coxeter group with canonical generating set S = {s 1 , s 2 , . . . , s n }. If W is finite, then W is not only a lattice, it is actually a self-dual lattice, see [ If s ∈ S is initial in γ, then we can define a map
To ensure that this map is well-defined, we set π γ ↓ (ε) = ε for all Coxeter elements γ in all Coxeter groups W. We have the following properties of π γ ↓ .
Theorem 3.4 ([22, Theorem 6.1]). The map π γ
↓ is an order-preserving map from W to C γ .
Theorem 3.5 ([22, Theorem 7.3]). Let A be a collection of γ-sortable elements of W. If A is nonempty, then
γ π γ ↓ (A) = π γ ↓
S A , and if A has an upper bound, then
We conclude this section with the following result. 
Semidistributivity
Finally L is called semidistributive if it is both meet-and joinsemidistributive. The following simple characterization of semidistributive lattices in terms of forbidden sublattices first appeared in [6] . Figure 2 .
Theorem 4.1 ([6]). A lattice with no infinite chains is semidistributive if and only if it contains no sublattice isomorphic to the lattices (or their duals) shown in
In this case, we will usually write Z x instead of
Figure 2. Essentially the forbidden sublattices of a semidistributive lattice.
Z. Moreover, it follows immediately that Z x is an antichain consisting of joinirreducible elements. The importance of canonical join representations in the context of this paper is stated in the next lemma.
Lemma 4.2 ([8, Lemma 2.22]). If every element of a lattice L has a canonical join representation, then L is join-semidistributive.
For w ∈ W, an element t ∈ T is called cover reflection of w if there exists some s ∈ S with tw = ws and ℓ S (ws) < ℓ S (w). We denote the set of cover reflections of w by cov(w), and in particular we have cov(w) ⊆ inv(w). Reading and Speyer proved the following results. 
Since C γ is a sublattice of W, we conclude x ∨ S y = x ∨ S z. It follows from the join-semidistributivity of W and Theorem 3.5 that
Thus the interval [ε, w] γ is join-semidistributive. Analogously, it follows from Proposition 3.1 that [ε, w] γ is meet-semidistributive.
HH-Lattices
The next definitions follow [5, Section 3] . We say that x, y, z ∈ L form a hat in L if x = z, and x, z ⋖ y, and we denote it by Λ(x, y, z). Dually we say that x, y, z ∈ L form an anti-hat in L if x = z, and y ⋖ x, z, and we usually denote it by V(x, y, z). Figure 3 . The Tamari lattice T 3 is a 2-facet. The associated hat is Λ(w, y, z 2 ), and the associated anti-hat is V(w, x, z 1 ). The edges of T 3 are labeled by an 2-facet labeling, and the identity map is a 2-facet rank function. Figure 3 for an illustration.
An edge-labeling λ of L is called a 2-facet labeling if it satisfies the following property:
for every 2-facet [x, y] of L with associated hat Λ(y 1 , y, y 2 ) and anti-hat
Given a 2-facet labeling λ : E (L) → P, we say that a map r : P → N is called a 2-facet rank function of L with respect to λ if it satisfies the following property:
for every 2-facet [x, y] of L with associated hat Λ(y 1 , y, y 2 ) and anti-hat V(x 1 , x, x 2 ), let c and c ′ denote the two maximal chains of [x, y] , and let
. , r(t s/2+2 ) < r(t s/2 ), r(t s/2+1 ) if s is even, and likewise for λ(c ′ ). (RF)
The labeling given in Figure 3 is in fact a 2-facet labeling of T 3 , and the identity map is a 2-facet rank function of T 3 with respect to this labeling. 
Proof. Since V(u 1 , u, u 2 ) is an anti-hat it follows by definition that u ⋖ S u 1 , u 2 , which implies that there are two simple reflections s 1 , s 2 ∈ S with u 1 = us 1 and 
is a diamond, and the result follows. Hence let W have rank n, and let ℓ S (w) = k. Suppose that the claim is true for all parabolic subgroups of W of rank < n, and for all γ ′ -sortable elements w ′ ∈ W for some Coxeter element γ ′ ∈ W with ℓ S (w ′ ) < k. Without loss of generality we can assume u = ε since otherwise u 1 , u 2 ∈ S, and the result follows immediately. We distinguish two cases: Figure 2(c) , contradicting the semidistributivity of C γ . Without loss of generality let s 1 ≤ γ u 1 and s 1 ≤ γ u 2 . Lemma 3.6 implies u 1 = s 1 ∨ γ u, and 
Proof. Let u = v 1 ∧ γ v 2 , and we proceed by induction on rank and length. If W has rank 2, or ℓ S (w) = 2, then the result is trivially true, see the first lines of the proof of Proposition 5.3. Hence let W have rank n and let ℓ S (w) = k. Suppose that the claim is true for all parabolic subgroups of W of rank < n, and for all γ ′ -sortable elements w ′ ∈ W for some Coxeter element γ ′ ∈ W with ℓ S (w ′ ) < k. We distinguish two cases: Figure 2 (ii) Let s 1 ≤ γ w. Proposition 2.2 implies that [ε, w] γ ∼ = ε, w s 1 s 1 γ , and the result follows by induction on rank.
In particular we have the following corollary.
Corollary 5.5. If [u, v] γ is a 2-facet of C γ , then [u, v] γ is isomorphic to the lattice depicted in Figure 4 for suitable k.
Proof. This follows directly from the proof of Propositions 5.3 or 5.4, respectively.
If k = 2 in Figure 4 , then we call the depicted lattice the diamond. If k > 2, then we refer to the chain ε ⋖ γ s 2 ⋖ γ (s 1 s 2 ) k as the short chain, and we refer to the other chain as the long chain.
A 2-Facet
Labeling and a 2-Facet Rank Function. In [5] , the following edgelabeling of W was considered:
where t is the unique cover reflection of v having tv = u. The following result was proven in [5] for finite Coxeter groups, but the proof can be generalized straightforwardly to the infinite case.
Proposition 5.6 ([5, Corollary 3 and Theorem 5]). The labeling r from (4) is a 2-facet labeling of W. Moreover, the length function ℓ S is a 2-facet rank function of W with respect to r.
For the proof of Theorem 1.1(ii), we use a similar labeling. But first, we need some preparation. 
Thus we have w u,v = w, and we are done.
The element w u,v from the previous lemma is the unique maximal element in the fiber of u under π γ ↓ . By definition, there exists some t u,v ∈ inv(v), and some s ∈ S with w u,v = vs = t u,v v, and thus t u,v ∈ cov(v). Define an edge-labeling of C γ as follows: 
Proof. Let w u,v ∈ W be the lower cover of v in W from Lemma 5.7, and let
Let s 1 ≤ γ u, and write Proof. Let u, v ∈ C γ with u ≤ γ v such that [u, v] γ is a 2-facet. By definition there exists a hat Λ(v 1 , v, v 2 ) and an anti-hat V(u 1 , u, u 2 ) with v = u 1 ∨ γ u 2 and u = v 1 ∧ γ v 2 . In view of Corollary 5.5 we can assume that u 2 = v 2 . We have to show that ℓ S satisfies the conditions in (RF), and we notice that nothing has to be checked for the short chain u ⋖ γ u 2 ⋖ γ v.
We proceed by induction on rank and length, and if W has rank 2 or ℓ S (v) = 2, then there is nothing to show. Hence let W have rank n and let ℓ S (w) = k. Suppose that the claim is true for all parabolic subgroups of W of rank < n, and for all 2-facets 
, and likewise for the other relations. (ii) Let s 1 ≤ γ u and s 1 ≤ γ v. Without loss of generality we can assume that s 1 ≤ γ u 1 and s 1 ≤ γ u 2 . Lemma 3.6 implies that u 1 = s 1 ∨ γ u and u ′ = s 1 ∨ γ u 2 , and in particular that u 2 ⋖ γ u ′ . Then, however, it follows that u 1 and u ′ are both Figure 8 . The lattice from [5, Figure 8 ], which is bounded but not an HH-lattice. upper bounds of s 1 and u, and since [u, v] γ is a lattice it follows that 
(ii).
Proof of Theorem 1.1(ii). Corollary 1 in [5] implies that every HH-lattice is a boundedhomomorphic image of a free lattice, and Theorem 1.1(i) implies that every closed interval of C γ is an HH-lattice. Figure 8 shows the lattice from [5, Figure 8 ], which is bounded but not an HHlattice. Thus the class of HH-lattices is strictly smaller than the class of bounded lattices.
Trimness
Let L = (L, ≤) be a lattice. Recall that x ∈ L is called join-irreducible if for every set X ⊆ L with x = X we have x ∈ X. In other words x cannot be expressed as the join of some elements of L strictly below x. Join-irreducible elements can be easily spotted in the Hasse diagram of L since they are precisely the elements with a unique lower cover. Let J (L) denote the set of join-irreducible elements of L. Dually an element x ∈ L is called meet-irreducible if it cannot be expressed as the meet of some elements of L strictly above x. The meet-irreducible elements of L are precisely the elements with exactly one upper cover, and we denote the set of all meet-irreducible elements of L by M(L). Let L be a lattice of length n. According to [17] 
If L has length n, it is called left-modular if there exists a maximal chain0
such that x i is left-modular for all i ∈ {0, 1, . . . , n}. Following [25] , we say that L is trim if it is both extremal and left-modular. In order to reduce the amount of work, we recall some more results. Let γ = s 1 s 2 · · · s n , let w ∈ C γ such that ℓ S (w) = k, and let w = r 1 r 2 · · · r k be the γ-sorting word of w. It follows for instance from [14, Remark 3.12] that the length of the interval [ε, w] γ is k and the chain (7) c :
Proof. Let y ⋖ γ z ≤ γ w, and fix some i ∈ {1, 2, . . . , k}. In view of Theorem 6.2 it suffices to show that
Again we proceed by induction on rank and length. If W has rank 2 or if ℓ S (w) = 2, then the result is trivially true. Hence let W have rank n and let ℓ S (w) = k. Suppose that the claim is true for all parabolic subgroups of W of rank < n, and for all γ ′ -sortable elements w ′ ∈ W for some Coxeter element γ ′ ∈ W with ℓ S (w ′ ) < k. We distinguish two cases: (8) is satisfied by induction hypothesis.
If 
which contradicts the semidistributivity of [ε, w] γ . Hence (8) is satisfied.
(
, and the result follows by induction on rank.
Proof. We proceed once more by induction on rank and length. If W has rank 2 or if ℓ S (w) ≤ 2, then the result is trivially true. Hence let W have rank n, let ℓ S (w) = k, and suppose that the claim is true for all parabolic subgroups of W of rank < n, and for all γ ′ -sortable elements w ′ ∈ W for some Coxeter element γ ′ ∈ W with ℓ S (w ′ ) < k. We distinguish two cases: We conclude this section with the proof of Theorem 1.1(iii).
Proof of Theorem 1.1(iii) . First, let w ∈ C γ with ℓ S (w) = k. Proposition 6.4 implies that [ε, w] γ is left-modular, and since Proposition 4.5 implies that [ε, w] Figure 9 . The Tamari lattice T 3 can be dismantled by successively removing a doubly irreducible element.
semidistributive, it follows from Lemma 6.1 and Proposition 6.5 that
The first part of this proof shows that [ε, v] γ is trim, and Theorem 6.3 implies the same for [u, v] 
is a sublattice of L and |L i | = i for every i ∈ {1, 2, . . . , n}. Figure 9 indicates that T 3 is dismantlable. Recall that a poset is called planar if its Hasse diagram can be drawn in the plane without any of its edges crossing. The main result of this section is the following.
Theorem 7.1. A finite semidistributive lattice is dismantlable if and only if it is planar.
Remark 7.2. We can make the definition of planarity of posets strictly formal in the following way: let H be a graph, and let E(H) be an embedding of H in the plane. We can associate a poset to E(H) by saying that u → E(H) v if and only if v is drawn above u with respect to a suitable coordinate system. The reflexive and transitive closure of → E(H) forms a poset, which we will denote by P E(H) .
Clearly, E(H) is the Hasse diagram of P E(H)
. Now, let P be a poset and let H P be the Hasse diagram of P. Then, we say that P is planar if and only if there exists a planar embedding E(H P ) of H P such that P ∼ = P E(H P ) .
Consider for instance the so-called 4-crown shown in Figure 10 (a). Its Hasse diagram is certainly a planar graph, since it can be embedded planarly for instance as shown in Figure 10(b) . However, the poset corresponding to this embedding is not isomorphic to the original 4-crown. Figure 10(c) shows, however, that the 4-crown is in fact a planar poset.
The "if"-part of Theorem 7.1 follows from the following well-known theorem. For the "only if"-part of Theorem 7.1, we need to work a bit harder. Let us recall a very helpful characterization of dismantlable lattices, given by Kelly and Rival. Recall that for k ≥ 3 a k-crown is a poset consisting of 2k elements x 1 , x 2 , . . . , x k , y 1 , y 2 , . . . , y k where x i , x i+1 ⋖ y i for i ∈ {1, 2, . . . , k} (we set x k+1 = x 1 ) are the only non-trivial order relations. Figure 10 (a) shows a 4-crown.
Theorem 7.4 ([15, Theorem 3.1]). A finite lattice is dismantlable if and only if it contains no crowns.
With this characterization, we can actually prove a large part of Theorem 7.1. Proof. Suppose that [u, v] is an interval of L which has exactly three atoms, say a 1 , a 2 , a 3 , and let z i = a i ∨ a i+1 for i ∈ {1, 2, 3} where we set a 4 = a 1 . Suppose that two of the z i 's are equal. It follows immediately that all z i 's are equal, and we write z = z 1 = z 2 = z 3 . Then, however, the set {u, a 1 , a 2 , a 3 , z} forms a sublattice of L isomorphic to L 1 in Figure 2(a) , contradicting the semidistributivity of L. Hence all the z i 's are distinct. This implies, however, that the set {a 1 , a 2 , a 3 , z 1 , z 2 , z 3 } forms a 3-crown, and Theorem 7.4 implies that [u, v] is not dismantlable. If [u, v] has more than three atoms, then every three-element subset of the atoms will induce a 3-crown analogously to the previous reasoning.
The dual statement follows analogously.
For the remaining cases, we need another lemma. 
(a) A non-planar poset which is not a lattice. (ii) Let u < u ′ and v ′ = v. Let us assume that there is no situation as described in (i). Then, since [u, v] is not planar, there must be a chain from y 0 to x s properly containing some element z (i.e. x 0 < z < y t ) as well as some chain from u to z. Now, we can quickly check that the set {u ′ , x 0 , y 0 , z, x s , y t , v ′ } forms a sublattice of L isomorphic to L 2 in Figure 2 Proof. If W has rank 2, then W is a dihedral group, and the Cambrian lattice of W is depicted in Figure 4 . This lattice is clearly planar and thus dismantlable. If W has rank ≥ 3, then C γ has three or more atoms, namely the simple generators of W, and Lemma 7.5 implies that C γ cannot be dismantlable.
Remark 7.8. We notice immediately that a statement analogously to Theorem 1.1(iv) and Corollary 7.7 holds for the weak order as well.
Remark 7.9. In [15, Corollary 3.6] it was shown that finite distributive lattices are dismantlable if and only if they are planar. Hence our Theorem 7.1 is a generalization of this result. that |Z w | = |cov(w)|, and Proposition 7.11 implies that every j ∈ Z w with j ≤ γ u contributes to Z ′ w . It follows from the reasoning in [22, Section 8] that j ∈ Z w is the unique join-irreducible element below w having cov(j) = t for some t ∈ cov(w). Thus if j ≤ γ u, then t ∈ cov(w) ∩ inv(u), and if j ≤ γ u, then t ∈ inv(v) \ cov(w), which implies the claim.
