Abstract. We obtain the classical W -algebras associated to nilpotent orbits in a simple Lie algebra from the generalized bihamiltonian reduction. We prove that the bihamiltonian reduction leads naturally to the Dirac and the generalized Drinfeld-Sokolov reductions. This implies that the reduced structures depend only on the nilpotent orbit but not on the choice of a good grading or an isotropic subspace. We also clarify the relation with the finite W -algebras. 
Introduction
A bihamiltonian manifold is a manifold endowed with two compatible Poisson structures. The bihamiltonian reduction was introduced in [4] to obtain a bihamiltonian submanifolds from a given one. This reduction relays on the Marsden-Ratiu reduction theorem [23] . In [13] we introduced the generalized bihamiltonian reduction by imposing some extra conditions. We used it to construct a bihamiltonian structure associated to nilpotent orbits in simple Lie algebras. We also introduced a generalization of Drinfeld-Sokolov reduction for nilpotent orbits. We proved that the generalized bihamiltonian reduction is equivalent to the generalized Drinfeld-Sokolov reduction in the sense that both of them satisfy the same hypothesis of Marsden-Ratiu reduction theorem. This result generalize and simplify the work of [5] , where they obtained the comparison between the standard bihamiltonian and Drinfeld-Sokolov reductions, i.e; the case of regular nilpotent orbits in simple Lie algebras. We then end with two methods of calculating the reduced bihamiltonian reduction, the Drinfeld-Sokolov method initiated in [14] and the Poisson tensor procedure introduced in [5] .
In [1] , the authors focused on one of the Poisson structure and gave another generalization of Drinfeld-Sokolov reduction for a given nilpotent orbits. They call it canonical DrinfeldSokolov reduction. The quantization of the reduced Poisson bracket, and then the Poisson bracket itself, is known as classical W -algebras. It has an essential role in the theory of conformal field theory [12] . It is argued in [1] that the canonical Drinfeld-Sokolov reduction is equivalent to Dirac reduction. Using this fact, they obtained the identities which defines the classical Walgebras by using the geometry of a certain affine subspace associated to a given nilpotent element known as Slodowy slice. In the case of the nilpotent element is the regular nilpotent element, the canonical Drinfeld-Sokolov reduction is the same as our generalized Drinfeld-Sokolov reduction. Furthermore, we obtained the identities of classical W -algebras by using the Poisson tensor procedure [13] . This paper is devoted to prove that the Drinfeld-Sokolov method, the Poisson tensor procedure and the Dirac formula leads to the same identities of the classical W -algebras. It generalizes and completes the work of [7] (see also [12] ) which treat the case of regular nilpotent orbits in Lie algebras of type A n (here we get the Gelfand-Dickey Poisson brackets on the space of scalar Lax operators).
In this work we perform the generalized bihamiltonian reduction for nilpotent elements under more general situation than in [13] by introducing the concept of good grading and isotropic subspaces. Then we will prove that the result is independent of these choices. This generalization may lead to more than one Poisson bracket which are compatible with classical W -algebras.
We now formulate the result of this work in more details. Let f be a nilpotent element in a simple Lie algebra g over C. We fix a good grading Γ of f g = ⊕ i∈Z g i , f ∈ g −2 Then, using Jacobson-Morozov theorem, we choose a semisimple element h and a nilpotent element e such that A = {e, h, f } is an sl 2 -triple compatible with A. We fix an isotropic subspace l ⊂ g −1 with respect to the symplectic form on g −1 defined by using the Killing form and f . In this way we include the work [13] , where l = 0 and the canonical Drinfeld-Sokolov reduction [1] , where l is maximal isotropic subspace. Then we define the bihamiltonian structure P 1 and P 2 on the loop space L(g) of g. The Poisson structure P 2 is the standard Lie-Poisson structure. The Poisson structure P 1 is given by a 2-coboundary defined by fixing an element a ∈ g satisfying
where l ′ is the coisotropic subspace of l. For example, we can take a to be homogenous with the minimum grading. Recall that the affine subspace Q := e + ker ad f is transversal subspace to the orbit of f under the adjoint action and it is known as Slodowy slice.
We perform the generalized Drinfeld-Sokolov reduction, following the work of [14] and [1] , to obtain a bihamiltonian structure on the affine loop subspace Q := e + L(ker ad f ) from P 1 and P 2 . In this reduction the space Q will be transversal to an action of the adjoint group of the loop subalgebra L(m) on a suitable affine subspace S of the loop algebra L(g). Here m is the subalgebra
and if b denote the the orthogonal complement to n under the Killing form then
The space of functionals with densities in the ring of invariant differential polynomials R of this action is closed under P 1 and P 2 . This defines a bihamiltonian structure P Q 1 and P Q 2 on Q since the coordinates of Q can be interpreted as generators of the ring R. We call the second reduced Poisson structure on Q the classical W -algebras.
With the same strata, we perform the generalized bihamiltonian reduction. In this reduction the subspace S will be a level surface of a certain set Ξ of Casimirs of P 1 which are closed under P 2 . The affine subspace Q will be transversal to the foliations of integrable distribution P 2 (d Ξ) ∩ T S on S. Then using Marsden-Ratiu reduction theorem, we obtain a local bihamiltonian structure on Q from P 1 and P 2 . Then following the work [5] and [13] we prove that Theorem 1.1. The generalized Drinfeld-Sokolov reduction is the same as the generalized bihamiltonian reduction.
Next, we examine the Poisson tensor procedure to calculate the reduced Poisson pencil
We found that this procedure does not depend on the structure of the subspace l. The good grading Γ is just a tool to write and solve recursive equations. More precisely, we get the following Theorem 1.2. The reduced bihamiltonian structure given by P Q 1 and P Q 2 is independent of the choice of a good grading and an isotropic subspace.
In particular, this answer the quotient posted in [18] concerning the role of the theory of good grading in the theory of classical W -algebra.
Let us emphasize that the sufficient condition (1.1), which depends on the isotropic subspace l, leads to different choices for the first Poisson bracket. Any of these choices can be used, through the the theory of bihamiltonian geometry, to justify the reduction of P 2 and the existence of the classical W -algebras P Q 2 . But the first Poisson bracket can have a significant role in obtaining an integrable hierarchy associated to classical W -algebras [14] , [9] , [3] , [4] . For example, this hierarchy is very easy to obtain if the element a + e is regular semisimple. We consider as an example the fractional KdV. In this case the Poisson bracket P 1 used to obtain the FKdV integrable hierarchy satisfy the sufficient condition (1.1) by fixing the Dynkin grading and a maximal isotropic subspace l. For the study of fractional KdV from standard bihamiltonian geometry point of view see [6] .
We observe that under certain condition the Poisson tensor procedure leads to the Dirac formula. This condition is fulfilled in our case. Hence, as a corollary we have Theorem 1.3. The generalized Drinfeld-Sokolov reduction is the same as Dirac reduction of P 2 and P 1 on Q.
Let us mention some of the consequences of this work on the finite dimension geometry. Recall that under certain truncation (see e.g. [17] ), the leading term of a local Poisson bracket on L(M ) defines a finite dimension Poisson bracket on M . In our situation, the leading term of the bihamiltonian structure on L(g) define a bihamiltonian structure P 1 and P 2 on g. Note that P 2 is just the standard Lie-Poisson structure on g. From Dirac formulas for local Poisson brackets we know that the leading term of P Q 1 and P Q 2 are the Dirac reduction of the bihamiltonian structure P 1 and P 2 on Slodowy slice Q. The second Poisson structure on Q is known as the transversal Poisson structure (TPS) to adjoint orbit of e [10] . Since it is always calculated by using Dirac formula, there are many papers devoted to prove that the TPS is polynomial in the coordinates [10] . The fact that we can calculate the bihamiltonian structure on Q by using the Poisson tensor procedure or Drinfeld-Sokolov method gives another proof for the polynomiality of the TPS.
In representation theory the quantization of the TPS is known as finite W -algebras [26] , [21] . The definition of this quantization depends on the properties of the subalgebra m. One of the main results in the theory of finite W -algebras is that, this quantization is independent of the choice of the good grading Γ and the isotropic subspace l [2] , [27] . To arrive to classical Walgebra, and hence to TPS, we use instead the properties of the subalgebra n. We prove using Poisson geometry that the classical W -algebra is independent of the choice of good grading and isotropic subspace. Note that n = m if l is maximal isotropic subspace and in this case one can use BRST cohomology to define the quantization of classical W -algebra and TBS [21] , [1] . We hope this work will expose for better understanding the relation between the classical and finite W -algebras.
Poisson Geometry and reductions
2.1. Local Poisson brackets and Dirac reduction. In this section we fix notations and we review the Dirac reduction for local Poisson brackets on loop spaces.
A Poisson manifold M is a manifold endowed with a Poisson bracket {., .}, i.e a bilinear skewsymmetric on the space of smooth functions satisfying the Leibnitz rule and the Jacobi identity.
Let (u 1 , ..., u n ) be local coordinates on M . Let L(M ) denote the loop space of M , i.e the space of smooth maps from the circle to M . A local Poisson bracket on L(M ) is a Poisson bracket on the space of local functional on L(M ) which can be written in the form
(see e.g. [17] ). Here, the summation is finite and ǫ is just a parameter and
where
of degree s when we assign ∂ j x u i (x) degree j and δ(x − y) is the Dirac delta function defined by
In particular, the first terms can be written as follows
Here F ij 0 (u), F ij (u) and Γ ij k (u) are smooth functions on the finite dimensional space M . It follows from the definition that the matrix F ij (u) defines a Poisson structure on M .
We will formulate the Dirac reduction of a local Poisson bracket on L(M ) to a loop space L(N ) of a suitable submanifold N ⊂ M . We will follow the spirit of [20] . Let N be a submanifold of M of dimension m. Assume N is defined by the equations u α = 0 for α = m + 1, ..., n. We introduce three types of indices; capital letters I, J, K, ... = 1, .., n, small letters i, j, k, ... = 1, ...., m which label the coordinates on the submanifold N and Greek letters α, β, δ, ... = m + 1, ..., n. We write the Poisson bracket on L(M ) in the form
where F IJ (u) is the matrix differential operator
Proposition 2.1. Assume the minor matrix F αβ (u) restricted to L(N ) has an inverse S αβ (u) which is a matrix differential operator of finite order, i.e. ,
Then the Dirac reduction to L(N ) by using the operator S αβ is well defined and gives a local Poisson structure. The reduced Poisson structure is given by
Proof. Let F be a Hamiltonian functional on L(M ). Then the Hamiltonian flows have the equations
Here δF δu J is the variational derivative of the functional F with respect to u J (x). The Dirac equations on L(N ) will have the form
where C β (y) can be found from the equation
. We apply the inverse operator S αβ to this equation to get
Hence the Dirac equations on L(N ) take the required form
The following proposition proves the existence of the inverse operator S βα in some special case.
Proposition 2.2. [13]
Assume the matrix F αβ is nondegenerate on N . Then there is a well defined Dirac reduction on L(N ). If we write the leading terms of the reduced Poisson bracket on L(N ) in the form
and the other terms could be found by solving certain recursive equations.
We note that the formula of F ij coincide with Dirac reduction of the finite dimensional Poisson bracket F IJ (u) to N .
Bihamiltonian and Dirac reductions.
We formulate the theory of generalized bihamiltonian reduction using the finite dimensional Poisson geometry. Later it will be applied to local bihamiltonian structures on loop algebras without major changes.
Let M be a Poisson manifold with a Poisson bracket {., .}. The corresponding Poisson tensor P is a linear skewsymmetric map P : T * M → T M , defined by {F, G} = dF |P dG for any smooth functions F and G on M . We will always denote the Poisson bracket and its tensor by the same sample P . A Casimir function F of P is a function satisfying
This work will depend on the the following two Poisson reduction theorems [23] . (
(2) the foliation induced by E on S is regular, so that N = S/E is a manifold and π : S → N is a submersion.
Then N is a Poisson manifold with bracket {., .} N given by
Theorem 2.4. (Marsden-Weinstein reduction) Let M be a Poisson manifold with Poisson tensor P , let G be a Lie group and g its Lie algebra; suppose that G acts on M by Hamiltonian action Ψ, with momentum map J : M → g * , i.e. for every ξ ∈ g the fundamental vector field X ξ is a Hamiltonian vector field with Hamiltonian H ξ (m) = (J(m), ξ). Suppose that the momentum map J is Ad * -equivariant, i.e.
Let µ ∈ g be a regular value of J, so that S = J −1 (µ) is a submanifold of M , and let D be the tangent distribution to the orbits of Ψ. Then the triple (M, S, D) is Poisson reduced using the Marsden-Ratiu reduction theorem 2.3. The quotient manifold turns out to be N = J −1 (µ)/G µ , where G µ is the isotropy group of µ.
A bihamiltonian manifold M is a manifold endowed with two Poisson tensors P 1 and P 2 such that the Poisson pencil P λ := P 2 + λP 1 is a Poisson tensor for any constant λ. The Jacobi identity for P λ gives the relation
for any smooth functions F, G and H on M . We note from this equation that the set of all Casimirs functions of P 1 are closed with respect to P 2 .
Let us review the theory of generalized bihamiltonian reduction [13] . Assume M is a bihamiltonian manifold with Poisson structures P 1 and P 2 . We assume there is a set
of independent Casimirs of P 1 closed with respect to P 2 . For the standard bihamiltonian reduction [4] we take Ξ to be a complete set of independent Casimirs of P 1 . Let us fix a level set S of Ξ and denote i s : S → M the canonical immersion. We consider the integrable distribution D on M generated by the Hamiltonian vector fields (2.22)
Let E denote the distribution induced on S by D. We assume the foliation of E on S is regular, so that N = S/E is a smooth manifold and π : S → N is a submersion. Then we get the following proposition from the Marsden-Ratiu reduction theorem:
Proposition 2.5. The space N = S/E has a natural bihamiltonian structure P N 1 , P N 2 from P 1 , P 2 . The Poisson pencil P N λ is given by the formula (2.23)
{f, g} N λ • π = {F, G} λ • i s for any pair of functions F and G which extend the functions f and g of N into M , respectively, and are constant on D.
We can use the general procedure obtained in the work of [4] (see also [7] ) to construct the reduced bihamiltonian structure.
2.2.1.
Poisson tensor procedure and Dirac reduction. We assume, following the idea of [5] , that there is a submanifold Q ⊂ S transversal to E, i.e (2.24)
Therefore the map Ψ : Q → N sending a point to the foliation of E containing that point is an isomorphism. Hence, Q can be viewed as coordinates of N and the map Ψ −1 • π will be an inverse of the inclusion map i Q : Q → S. Furthermore the reduced Poisson pencil on Q through this isomorphism is defined, for any functions f, g on Q, by (2.25) {f, g} Q λ = {F, G} λ • i where i : Q ֒→ M is the canonical immersion and F, G are functions on M extending f, g and constant along D.
The next lemma gives a procedure to calculate the reduced Poisson tensor P Q λ on Q. We will refer to it through the paper by Poisson tensor procedure. For a full proof see [13] . Lemma 2.6. Let q ∈ Q and w ∈ T * q Q. Then there exists v ∈ T * q M such that:
Then the Poisson tensor P Q λ (w) is given by (2.26) P Q λ w = P λ v for any extension v satisfying conditions (1) and (2).
We prove that there is a special case where the bihamiltonian reduction is the same as Dirac reduction [24] , [20] .
Proposition 2.7. In the notations of lemma 2.6. A lift v of a covector w is unique if and only if the reduced Poisson structure P Q λ of P λ can be calculated by Dirac formula. Hence, P Q λ is the same as Dirac reduction of P λ to Q.
Proof. We need just to derive the tensor procedure under the given assumption. Let us choose a local coordinates q i on M such that Q is defined by the equations q α = 0 for α = m + 1, ..., n. We introduce three types of indices to simplify the formulas below; capital letters I, J, K, ... = 1, .., n, small letters i, j, k, ... = 1, ...., m which label the coordinates on the submanifold Q and Greek letters α, β, δ, ... = m + 1, ..., n. In these coordinates a covector w ∈ T * Q will have the form (2.27) w = a i dq i and an extension of this covector to v ∈ T * M satisfy lemma 2.6 and this means
where a α is unknown. The values of a α is found from the constrain (2.29)
Which leads to (2.30) − P λ αi a i = P λ αβ a β .
The matrix P λ αβ is invertible since the lift v is unique. Denote by (P λ ) αβ its inverse. Then
Now, we substitute in the formula of P λ (v) (2.29)
From lemma 2.6 we have P Q λ (w) = P λ (v), but then we get the formula of Dirac reduction of P λ on Q, i.e (2.33)
It is obvious that if one use the Dirac reduction directly for the Poisson pencil P λ , it will be hard to prove that P Q λ is linearly on λ. The bihamiltonian reduction guarantee P Q λ in linear in λ and hence we have a bihamiltonian structure on Q.
3. Bihamiltonian structure and nilpotent elements 3.1. Nilpotent elements in Lie algebras. In this section we review some facts about the theory of nilpotent elements in simple Lie algebras and we fix the notations and terminologies we use through the paper. A good reference is the book [8] .
We fix a simple Lie algebra g over C and a nilpotent element f ∈ g. A good grading for f is a grading Γ on g,
where f ∈ g −2 and
is injective for j ≥ 1 and surjective for j ≤ 1. All good gradings for nilpotent elements are classified in [18] . We fix a good grading for f . We choose, by using Jacobson-Morozov theorem, a semisimple element h and a nilpotent element e ∈ g such that {e, h, f } form an sl 2 -triple, i.e
We can assume (see [18] ) that the sl 2 -triple are compatible with the grading Γ in the sense that h ∈ g 0 and e ∈ g 2 . Let Γ ′ denote the grading on g defined by means of the derivation ad h. It is easy to prove using the representation theory of sl 2 algebras that Γ ′ is a good grading for f . This grading is called the Dynkin grading associated with f . We can map this grading canonically to a weighted Dynkin diagram of g [8] . By a nilpotent orbit we mean the conjugacy class of a nilpotent element under the action of the adjoint group. It is well known that two nilpotent elements are conjugate if and only if they have the same weighted Dynkin diagram [8] . This implies that all the construction we obtain in this work depends only on the nilpotent orbit of f .
We let .|. denote the Killing form on g. Then there is a natural symplectic bilinear form on g −1 defined by (3.4) (., .) :
Let us fix an isotropic subspace l ⊂ g −1 under this symplectic form and denote m the subalgebra
We introduce the corresponding coisotropic subspace
and the subalgebra
We denote by b the orthogonal complement of n under .|. and g f denote the subspace ker ad f .
Lemma 3.1.
Proof. We observe that the properties of a good grading satisfied by f has its counterparts on e and ker ad f ⊂ b. We note that [m, e] ⊂ b since
It follows from representation theory of sl 2 -triples that
Finally we compute the dimension
The affine subspace (3.9) Q := e + g f is known in the literature as Slodowy slice. It is a transversal subspace to the orbit space of e at the point e. This is a consequence of the fact that
The Slodowy slice is associated to the theory of finite W -algebras initiated by Kostant [22] and developed in [26] and [21] . To define finite W -algebras, let χ ∈ g * be given by
We consider the one dimensional character C χ on m given by the restriction of χ. Let U (g) and U (m) be the universal enveloping algebras of g and m, respectively. We define the associative algebra Q χ := U (g) ⊗ U (m) C χ . The finite W -algebra is a noncommutative algebra defined in [26] as (3.11)
In [21] they prove W χ is a quantization of a finite dimension Poisson structure on Slodowy slice. This Poisson structure is known as a transversal Poisson structure [10] . We will prove that this Poisson structure is the leading term, in the sense of the truncation (2.1), of the local Poisson structure which is known as classical W -algebra. We will define the classical W -algebra below.
One of the main results of the theory of finite W -algebras is that, the algebra W χ is independent of the choice of the good grading Γ and the isotropic subspace l [2], [27] . We observe that in [21] they use the following lemma to introduce the finite W -algebra.
Lemma 3.2. [21]
Let N denote the adjoint group of n and let b ′ be the orthogonal complement of m. Then the adjoint action map
is an isomorphism.
While for the generalized Drinfeld-Sokolov reduction we use its counterpart Lemma 3.3. Let M denote the adjoint group of m. Then the adjoint action map
is an isomorphism
We will define the bihamiltonian structure on the loop algebra L(g). The restriction of all the following construction to g will be obvious.
We begin by extending the invariant bilinear form .|. on g to L(g) by introducing the following nondegenerate bilinear form (3.14)
(u|v) =
Let us identify L(g) with L(g) * by means of this bilinear form. Then we define the gradient δF(q) of a functional F on L(g) to be the unique element in L(g) such that
Let us fix an element a ∈ g centralizing the Lie algebra n, i.e (3.16) n ⊂ g a := ker ad a.
For example, we can take a to be homogenous element of the minimal degree with respect to Γ. We consider the bihamiltonian structure on L(g) defined by the Poisson tensors
It is a well known fact that these define a bihamiltonian structure on L(g) [24] . The Poisson bracket P 2 can be interpreted as LiePoisson structures on the untwisted affine Kac-Moody algebra associated to g and then restricted to the affine subspace L(g). The Poisson bracket P 1 is a 2-coboundary defined by the element a.
Generalized Drinfeld-Sokolov reduction.
For the convenience of the reader we review the generalized Drinfeld-Sokolov reduction in the minimal just to understand the connection with bihamiltonian reduction. A good way to introduce this reduction is by using Marsden-Weinstein reduction theorem. We recall that this theorem is a special case of the Marsden-Ratiu reduction theorem.
We consider the gauge transformation of the adjoint group of L(g) given by
where s(x), q(x) ∈ L(g). Following Drinfeld-Sokolov [14] , we consider the restriction of this action to the adjoint group N of L(n).
Proposition 3.4. The action of N on L(g) with Poisson tensor P λ is Hamiltonian for all λ. It admits a momentum map J to be the projection
where n + is the image of n under the Killing map. Moreover, J is Ad * -equivariant.
We take e as regular value of J. Then
since b is the orthogonal complement to n. In the following proposition we find the isotropy group M ⊂ N of e.
Proposition 3.5. The isotropy group M ⊂ N of e is the adjoint group of L(m).
Proof. From the grading properties, it is easy to prove that if
it is easy to see that the condition for s(x) with Hence, from Marsden-Weinstein reduction theorem, the manifold S/M is well defined and has a Poisson structure P ′ λ from P λ . We emphasize that at this point we do not know if P ′ λ gives a bihamiltonian structure, i.e., if it is linear in λ. The idea of Drinfeld and Sokolov was to use the ring R of invariant differential polynomials of the action of M on S to define the space S/M and to evaluate the reduced Poisson bracket P ′ λ . As we will see below (the comment after proposition 3.7), this method implies immediately that P ′ λ is a bihamiltonian structure.
3.3. The generalized bihamiltonian reduction. We perform the bihamiltonian reduction by considering the set Ξ of Casimirs of P 1 whose gradient belongs to L(n). For example, for any element b ∈ n we have F b (q(x)) := (b|q(x)) belongs to Ξ. Since n is a Lie subalgebra, it is easy to verify that Ξ is closed under P 2 . We take as a level surface the affine subspace
The distribution D will be given by P 2 (L(n)). Its intersection with T S will be given by
The following proposition gives a nice Lie algebra theoretic meaning to the distribution E on S. It helps to define the space N = S/E. Proposition 3.6. The distribution E on S is given by
Therefore, the foliation of E on S is the orbits of the adjoint group M of L(m) acting on S by
This condition is satisfied if v ∈ L(⊕ i≤−2 g i ). Let us assume that v ∈ L(l ′ ). In this case, the condition above will be reduced to
But then the definition of the coisotropic subspace l ′ implies v ∈ l. Hence,
In the next lemma we will prove that the action (3.23) is free. Then it is easy to see that its infinitesimal generator is just E.
We have proved that the space N is well defined and it is the orbit spaces of the action (3.23). Hence it has a bihamiltonian structure P Q 1 and P Q 2 from P 1 and P 2 , respectively. The second Poisson structure P Q 2 is known as classical W -algebra. Following the work of [14] , we avoid the calculation of the reduced bihamiltonian structure on N by using the algebra of invariant differential polynomials R under the action (3.23) . This leads directly to the generalized Drinfeld-Sokolov reduction. This proves theorem 1.1.
A sufficient way to find generators for the algebra R is by using the geometry of Slodowy slice. More precisely let us introduce the affine loop subspace Q of S
Lemma 3.7. The manifold Q is transversal to E on S. Moreover, it is a cross section for the action (3.23), i.e for any element s(x) + e ∈ S there is a unique element m(x) ∈ L(m) such that
belongs to Q. Then the entries of q(x) are generators of the ring R of differential polynomials on S invariant under the action (3.23).
Proof. We must prove that for any
We write this equation using the gradation (3.1) of g. We obtain
Then for i = 0 we have
which can be solved uniquely since
Inductively, in this way for i < 0, we obtain a recursive relation to determine v andṡ uniquely. The second part of the proposition can be proved similarly by writing the action using the good grading.
The proposition implies that the set R of functionals on Q with densities belongs to R are closed with respect to both brackets P 1 and P 2 . It also gives a way of calculating the reduced bihamiltonian structure as follows. We write the coordinates of Q as differential polynomials in the coordinates of S by means of equation (3.27) and then apply the Leibnitz rule. If s i (x) denote the coordinates on S. Then for u, v ∈ R, the Leibnitz rule have the following form
where here {s i (x), s j (y)} λ denote the restriction of the Poisson bracket on S.
3.4. Fractional KdV. Consider g = sl 3 with its standard representation. We denote by e i,j the fundamental matrix defined by (e i,j ) s,t = δ i,s δ j,t . Take the minimal nilpotent element f = e 3,1 . We associate to it the sl 2 -triple A = {e, h, f }, where e = e 1,3 and h = e 1,1 − e 3,3 . There are three good gradings compatible with A (see [18] ). The following matrices summarize the degrees of the elements e i,j assigned by these gradings. The grading Γ 1 is the Dynkin grading.
(3.33)
Let us give a list of possible choices for the first Poisson structure on L(g) which can be reduced to Q = e + g f by using the generalized bihamiltonian reduction. Recall that in the definition of P 1 (3.17) we need an element a to satisfy (3.16). Hence we can always set a = e 3,1 since it is of the minimal grading in all good gradings of F. We can also take a = e 3,2 (resp. a = e 2,1 ) since it is homogenous of minimal degree in the grading Γ 2 (resp. Γ 3 ). We can set a = e 2,1 + e 3,2 (resp. a = e 2,1 − e 3,2 ) when we take the grading Γ 1 and fix an isotropic subspace l = C(e 2,1 + e 3,2 ) (resp. l = C(e 2,1 + e 3,2 )). It is obvious, we can take for a any linear combination of the above.
We observe that under any choice of a good grading or isotropic subspace, the transversal subspace Q = e + L(g f ) will always be in the form
It is more convenient here to use lower indices. We evaluate the reduction of the Poisson bracket P 2 under different choices of good grading and isotropic subspaces l. This means different choices for the space S and generators for the ring of invariant polynomials. We found the resulting Poisson bracket P Q 2 is always the same and it is given by the brackets
This Poisson structure P Q 2 is known in the literature as fractional KdV algebra. Assume we define the first Poisson bracket by using a = e 2,1 + e 3,2 . Then to evaluate the reduced Poisson bracket P Q 1 , we must take the subspace S to consist of the elements
Then the ring of invariant polynomial will have the following generators
Using the Leibnitz rule we calculate the Poisson bracket P Q 1 which takes the form
One uses this Poisson structure to associate to P Q 2 an integrable hierarchy using the theory of Kac-Moody algebra [3] .
Suppose we take a = e 2,1 instead; then the corresponding Poisson bracket P Q 1 can be evaluated if and only if we use the Leibnitz rule under the following generators. The space S must consists of the elements
Then the generators of the ring of invariant polynomials will be
3.5. The Poisson tensor procedure. Recall that we obtain the bihamiltonian structure on Q by fixing a good grading associated to the sl 2 -triples {e, h, f } and isotropic subspace l. In this section we apply the Poisson tensor procedure introduced in lemma 2.6 to obtain the reduced bihamiltonian structure on Q. This procedure will allow us to conclude that the reduced bihamiltonian structure on Q is independent of the choice of good grading and the isotropic subspace l. Therefore, it depends only on the sl 2 -triples. Moreover, this procedure is more efficient in practice than using (3.32).
Let us fix a basis ξ 1 , ..., ξ n for g with ξ 1 , ..., ξ m a basis for g f . Let ξ 1 , ..., ξ n ∈ g be a dual basis satisfying ξ i |ξ j = δ j i . Proposition 3.8. Let z ∈ Q and w ∈ T * z Q. Then there is a unique lift v ∈ T * z L(g) of w satisfying (3.37)
The reduced Poisson tensor in this case is given by
Hence, v will have the form
with v i = w i for i = 1, ....m. Note that ξ i , i = 1, . . . , m are a basis for ker ad e. We write z = e + q. The constraint
Using the properties of good grading we find the values of v i is a linear differential polynomial in w i with coefficients being differential polynomials in the coordinates of Q. For example, assume j > −2, then the map ad e : g j → g j+2 is surjective and using the fact that
one can find the component of v in g j . If j < 0 then the map ad e : g j → g j+2 is injective and we have g j ≃ ker ad f | g j ⊕ [g j , e]. After finding the covector v, the Poisson pencil P Q λ is given by (3.43)
We note that the construction of the Poisson pencil P Q λ in proposition 3.8 depends only on the sl 2 -triples {e, h, f }. We use the properties of the good grading to write the recursive equations which come from (3.42). We also did not use the isotropic space l. These simple observations lead to the following crucial result Theorem 3.9. The reduced bihamiltonian structure given by P Q 1 and P Q 2 is independent of the choice of a good grading and an isotropic subspace.
We also conclude that the subspace S and the ring R of invariant polynomials is just another method to calculate the reduced bihamiltonian structure. We call it Drinfeld-Sokolov methods.
3.6. Dirac reduction. Let us extend the coordinates on Q to all L(g) by setting
We fix the following notations for the structure constants and the bilinear form on g
We consider the following matrix differential operator
Then the Poisson brackets of the pencil P λ will have the form
The space Q can be defined by q i = 0 for i = m + 1, ..., n. Then from propositions 2.7 and 3.8 we have the following Proposition 3.10. The Dirac reduction for the pencil P λ on Q is well defined. The reduced Poisson structure is equal to P We write a point in the space L(g) in the form q(x) = q e (x)e + 1 2 q h (x)h + q f (x)f . The Poisson pencil tensor with a = f at the transversal subspace Q := e + q f (x)f will have the matrix form
Here, we order the coordinates as q f (x), q h (x), q e (x) . The minor matrix operator F αβ λ , α, β := 2, 3 has the following inverse 
.
We use the Dirac formula to obtain the reduced Poisson pencil x + 2(q f + λ)∂ x + q f , which is just the KdV bihamiltonian structure.
3.7. Transversal Poisson structure. The leading term of the bihamiltonian structure P 1 and P 2 define a bihamiltonian structure P 1 and P 2 on g. The action of the adjoint group of n on g is also Hamiltonian with respect P λ := P 2 + λ P 1 and admits a momentum map in the same way as in proposition 3.4. Hence, the reduced bihamiltonian structure on Slodowy slice Q = e + g f will be the leading term of the reduced local bihamiltonian structure P Q λ on the affine loop space Q. This also can be proved by looking at the Dirac formulas. The second Poisson structure defined on Q is known as the transversal Poisson structure (TPS) to adjoint orbit of e [10] . It is always calculated by using Dirac reduction. There are many papers devoted to prove the TPS is polynomial in the coordinates [10] . The fact that we can calculate the bihamiltonian structure on Q by using the Poisson tensor procedure gives another proof for the polynomiality of the TPS.
3.8. Conclusions and Remarks. In this paper we gave a procedure to obtain a Poisson structure compatible with the classical W -algebra associated with a given sl 2 -triple A = {e, h, f } ⊂ g. This Poisson structure is a reduction of a Poisson structure defined on L(g) by means of an element a ∈ g satisfying the following sufficient condition. There exist a good grading Γ for A and an isotropic subspace l such that (3.52) n := l ′ ⊕ i≤−2 g i ⊂ ker ad a where l ′ is the coisotropic subspace of l. Examples show that this may be a necessary condition as well. Classifying such elements a may help in studying integrable hierarchies associated to the classical W -algebras. In particular, if a is such that a + e is regular semisimple then one can obtain an integrable hierarchy by analyzing the spectrum of the matrix differential operator (Zakarov-Shabat scheme)
This includes the generalized Drinfeld-Sokolov hierarchy developed in [14] , [9] , [3] and [11] . We mention here, in the case of the subregular sl 2 -triples {e, h, f } in the Lie algebra of type C 3 that there exist an element a ∈ g such that e + a is regular semisimple. But unfortunately, The sufficient condition are not satisfied. The bihamiltonian structure defined by using this element a cannot be reduced to bihamiltonian structure on the Slodowy slice by the methods introduced in this paper. It is well known that, under certain assumptions, from a local bihamiltonian structure on L(M ), where M is a smooth manifold, one can construct a Frobenius structure on M [17] . Our main motivation in studying local bihamiltonian structures related to classical W -algebras is the theory of algebraic Frobenius manifolds [13] . The classification of Frobenius manifolds is the first step to classify local bihamiltonian structures using the concept of central invariants [16] . In the case of the regular nilpotent element in a simply laced Lie algebra the bihamiltonian structure [14] gives a polynomial Frobenius manifolds and the central invariants means that the associated integrable hierarchy satisfies certain properties motivated by the theory of Gromov-Witten invariants.
In a subsequent publication we will consider further examples of Frobenius manifolds and integrable hierarchies on bihamiltonian manifolds produced by applying the reduction methods introduced in this paper.
