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用して低次元化することにより効率的なマッチングが可能となる．また，マッチングに際して DTW (dynamic time
warping) を用いることにより，文字の伸縮変形に対応することもできる．
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Abstract In creating digital archives of historical documents, it is important to develop eﬀective text retrieval
systems for handwritten old characters. This paper describes a new method for text retrieval which requires neither
text format transcription nor character segmentation. Instead of segmenting text image into individual characters,
the proposed method divides the text image into sequence of small slit style images. By solving matching problem
of these sequences, the image region which is corresponding to query image region is retrieved. Applying eigenspace
method to the slit images makes it possible to solve the matching problem eﬃciently. Moreover, using dynamic time
warping (DTW) further improves the results.
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グ”(word spotting)と名づけられている．Rath and Manmatha
は，ワードスポッティングに適した 4つの特徴量を提案し [3]，


























































































M 枚の画像があり，各画像は N 画素をもつものとする．各
画像に対し，その画素値を並べてN 次元列ベクトルとして表現

























これにより，低次元（ここでは d次元）の画像の表現 yi が
得られたので対応付けの問題を解くことが容易となる．
実際には，一般にM  N であるため AAT の N 次元固有
値問題を直接解くことはせず，代わりに AT A のM 次元固有
値問題に帰着させてから解くという方法が採られる．すなわち，
AAT の固有ベクトル行列を V，AT Aの固有ベクトル行列を U
とすると AU = V D が成り立つ（D は AAT の固有値の平方































スリット番号）とし，クエリ画像は t0 <= t <= t0 + τ の
範囲に含まれているものとする．このとき，クエリ画像列
A = {y(t)|t0 <= t <= t0 + τ}と，t′0 を起点とする同じ長さの画




|y(t0 + t)− y(t′0 + t)| (5)
で定め，小さいD(A,B)を与えるB をクエリ画像と類似度の




|y(t0 + t)− y(t′0 + t)| =
X
i
|yi(t0 + t)− yi(t′0 + t)| (6)
（yi はベクトル y の第 i成分を表すものとする）を採用するこ
ととした．
B の始点 t′0 を変化させながらD(A,B)を計算し，最も類似
度の高い画像を第 1位検出画像，以下第 2位検出画像，第 3位
検出画像，· · · として出力することとする．これにより，文書
画像から，クエリとする部分と類似度の高い部分を検出する方
法が得られた．
2. 5 Dynamic Time Warping
前節までで文字画像列から類似画像を検出する方法が得られ
たが，ここではさらにそれを拡張し，文字列の縦方向の伸縮変










時系列信号A = {y(t)|α1 <= t <= αn}とB = {y(t)|β1 <= t <=








ここで (i1, j1), . . . , (ik, jk)は対応付けの経路を表し，
図 4 文字列画像に対する DTW の適用イメージ
(i1, j1) = (α1, β1) (8)












(1/α) · iθ <= jθ <= α · iθ, (9)
を満たすものという制約を課した．ここで αは伸縮比を表す．





3. 1 評 価 手 法
最適なパラメータを適切に検討するためには，システムの性
能に関する定量的な指標が必要である．ここではその指標とし





















































































図 8 解像度とスリット数に対する 1 位認識率の等高線図，およびそ









3. 5 考 察
以上から，1文字あたりの解像度を 60～80程度，スリット数





























4. 実 験 結 果
4. 1 実 験 1
前章で得られたパラメタを実際に用いて，改めて王羲之「蘭
亭序」の認識率を調べる実験を行った．固有空間は 10次元，解
像度は 1文字あたり 80（解像度 200の原画像を 40％に縮小），
スリット数は 1文字あたり 10 （すなわちスリット幅 8ピクセ
ル），ガウス関数の σ = 4.0と設定し，任意の連続する約 2文





この実験で得られた 1 位認識率は 78.10%，3 位認識率は
84.43%であるが，ここで認識が正しく行われなかった場合につ
いて詳細に調べると，多くの場合，前処理段階において印影の
表 2 DTW を適用した認識率
計算条件 1 位認識率 (%) 3 位認識率 (%)
DTW なし 75.59 84.18
DTW あり 78.10 84.43
表 3 背景をクリアにしたサンプルデータに対する認識率
計算条件 1 位認識率 (%) 3 位認識率 (%)
クエリ長 2–DTW なし 88.70 95.33
クエリ長 2–DTW あり 92.44 96.69
クエリ長 4–DTW なし 93.41 97.50











識率は 1位 98.38%，3位 99.70%となり，さらに高い精度を示
す（表 3下段）．
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