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LP Harmonic Analysis and Radon Transforms 
on the Heisenberg Group 
ROBERT S. STRIC‘HARTZ* 
In this paper, harmonic analysis in the Heisenberg group Heis, = C” x K! with 
group law (2, r) (:'. I') = (z t z'. / I I' J Im z :‘) is taken to mean the joint spec- 
tral theory of the operators Y (Heisenberg Laplacian) and T=i)/(:/. The spectral 
decomposition of f t L’ is given explicitly as f = z:, z, j,; f * qi i,, di, where 
I:= 11, X =O. I. 2. and 
d” 
‘p”.i z(-. ‘) = (2n),, / , 07 +2/i)” ’ 
where L; ~’ denotes the Laguerre polynomtal. I he etgenvalues are iYt * T,,~, : 
(G.,i(H + 2k)) f * cp, A, and ~ Y’/ * ‘pi, i,, = i/ * q~,,~ This decomposition ix 
essentially well known, but has not previously been described in this light. It is 
also the decomposttton mto trreductbles of the representatton of the Hetsenberg 
motion group (semi-direct product of Hcis,, and ci(~r)) on L’(Hcis,). The main 
result is a summability in L” of the decomposition for f’t L”. 1 < /, < I. 
f-limrm., CA x2 rA SC; / * ~p,,~, cli. For 11 = I only a weaker substitute 1s 
available, and for p: z the decomposition is false. There is also a Plancherel 
formula for LIZ I.‘. 
A number of explicit examples of the decomposition are computed, including part 
of the Schriidinger propagator e IrY. The Heisenberg Radon transform is defined 
by 
Rf(;, I)=/, f((:, /) (l~~.O))rln~. 
This operator was studied by Geller and Stem. It 1s shown to be bounded from L” 
to Ly if and only if p : (2rz + 2),‘(2n + I ) and q = 2n + 2. Some generalizations of 
these results to the free step two nilpotent Lie groups are given, but the results are 
not as complete. ( 1991 Academic Preai. Inc 
* Research supported in part by the National Science Foundation Grant DMS4902216. 
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1. THE CAST OF CHARACTERS 
Let Heis,, denote the (2n + 1 )-dimensional Heisenberg group, which is 
@‘I x Iw endowed with the group law 
(z, t) (z’, t’) = (r + I’, t + 1’ - 4 lm I. 5’). (1.1) 
The vector fields 
(1.2) 
form a basis for the Lie algebra of left-invariant vector fields on Heis,,, and 
Y= i (XZ+ Y;, (1.3) 
,=I 
is the Heisenberg Laplacian. 
There are many works devoted to the theory of harmonic analysis on the 
Heisenberg group (see the references), but few bother to define what 
precisely should be meant by harmonic analysis in this context. In fact 
one might argue that this is really a silly question-is not the answer 
obviously that it is the decomposition of functions on Heis,, according to 
the irreducible representations of Heis,,? But the point is that this decom- 
position is no more nor less than the Fourier transform in the t variable 
alone, and so this theory is essentially trivial. This is true despite the fact 
that the representation theory of Heis,, is quite interesting. Also we should 
point out that despite its triviality, this form of harmonic analysis is quite 
useful: many problems about functions and operators on Heis, respond 
very well to the technique of taking the Fourier transform in the I variable. 
In this paper we propose a different definition of harmonic analysis on 
Heis,,, namely, that it is the ,joint spectral theor)! qf the taco operators - 9 
and iT. We do not presume to assert that this is the only possible defini- 
tion, but we will demonstrate that it leads to an interesting theory. This 
definition is implicit in many previous works, and in fact the L’ theory has 
already been thoroughly worked out. Since -9 and iT are essentially 
self-adjoint strongly commuting operators, there is a well-defined joint 
spectrum. This spectrum is the closed subset of the plane we will call the 
Heisenherg,fan, consisting of the union of rays 
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(i., 5) : T=c/. 
nf2k 
i. > 0 
for E= +l, k=O, I, 2, . . . and the limit ray 
R,=j(i.,T):T=0,~.3Oi. (1.5) 
See Fig. 1. (This picture also appears in Faraut [FH] in a slightly more 
restricted setting.) Here of course 1. refers to the spectrum of -5! and r 
to the spectrum of iT. The associated spectral resolution operators are 
convolution operators with kernels that can be described explicitly. To 
every point on the Heisenberg fan not on the limit ray we associate the 
function cp ,. k, / on Heis,, given by 
(Pj,.k,t(=, t)= (27C)“+’ j”” 
(n + 2/~)~+’ 
(1.6) 
(here Lip ’ denotes the Laguerre polynomial) which is a joint eigenfuntion, 
The operator 
9 
RO,-, R ,,-, R2,-, . Roe R2,, Rl,l RO,l 
(1.7) 
(1.8) 
FIG. 1. The Heisenberg fan 
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is the generalized projection operator associated to the point (i., G./(n + 2/i)) 
on the Heisenberg fan, and the operator 
is the usual spectral projection operator associated to the interval 
/. , < ,J G >.Z on the ray R,, ,:. The operator ( 1.9) is bounded on L’, and we 
recover ,f‘ in the L’ norm by summing over k and E and letting i, + 0. 
i, -+ ‘X These results are not essentially new (they are certainly implicit in 
[cl I), but they do not seem to have been stated in exactly this form 
before, so we will indicate briefly a proof in Section 2. 
Any function of -Y and iT is expressible in terms of these projection 
operators: if /z(/~, T) is a bounded measurable function then 
h( -Y’, iT) ,f’= ,f’ * H. (1.10) 
where 
H(z, t)= c r’ cp;.i.,(-. 1 I t 
k., “0 
(1.11) 
There is no difficulty interpreting (1.11 ) as a tempered distribution, and 
(1.10) is a bounded operator on L’. Of course we can also try to use these 
formulas when /Z is unbounded, but then we need to further study the exact 
sense in which they are valid. Notice that the operators /P( - 2, iT) are 
convolution operators with kernels which are radial functions of Z. (These 
propcrtics could easily be deduced from group invariance properties of the 
operators -Y and iT.) We will also show that essentially all convolution 
operators with radial kernels (we will always mean “radial with respect to 
:“) are of the form /I( -.Y’, iT). Th.is is analogous to the fact that functions 
of the Laplacian on R” are exactly the radial convolution operators. 
Among the functions of -50 and iT we single out for special study the 
functions of the single operator iY’T ‘. It is clear from (1.7) that this 
operator has a discrete spectrum consisting of the values c(n + 2/c) for 
f: = +l, k = 0, 1, . In fact we will show that the spectral projection 
operator associated to the point c:(n + 2k) is essentially a convolution 
j- ,f’ * P,, , , where 
P,, t(z, t) = 2+ lli ” ‘( - 1 )k 
‘(n+k)! (/~)‘-4ict) 
c k!(/r~7+4i~t)“+‘+‘! ! 
(1.12) 
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Note that P,,, is homogeneous of degree -2n - 2 with respect to the 
Heisenberg dilations 
6,(:, t) = (rz, r2t) (1.13) 
and so the convolution operator is a CalderonZygmund singular integral 
operator on Heis,,. Thus the functions of i2’T ’ are Calderon-Zygmund 
operators with radial kernels. Of course the functions of iliyT-’ are just the 
functions of -P and iT that are constant on the rays of the Heisenberg 
fan, or equivalently, the operators which commute with the Heisenberg 
dilations. Another closely related set of operators are the operators 
(9 + icxT)- ’ studied in Folland and Stein [FoS]. These differ only by the 
trivial factor - iT ’ from the resolvant (PPT ’ - rl) ’ of iYT ‘, so the 
explicit formulas for (9’ + iaT) ’ in [FoS] could also be used via the 
resolvant calculus to obtain expressions for functions of iYT ‘. 
So far we have emphasized the spectral theory perspective, but there is 
also a group representation interpretation of our definition of harmonic 
analysis. For this we need a larger group HM,, which we call the Heisen- 
berg motion group. The terminology is justified by the fact that this is the 
group of isometries for the natural Heisenberg geometry which has P as 
its Laplacian (see Koranyi [KZ] for this particular case, or [Strl ] for the 
general theory). Quite simply, this group is the semi-direct product of Heis,, 
and the unitary group U(n), both acting on Heis,,. If (2, t) E Heis,, and 
U E U(n) then (U, :, t) E HM,, acts on Heis,, by 
71(ci, -3 f)(=,, r,)=(U:,, f,)“(Z, t) 
=(C’r,+_,t,+1-IImU;,.-) (1.14) 
and the group composition law is 
(U’, r’, l’)‘) (U. z, t) = (U’U, (I’: + ;‘, t + t’ - i Im U’z ‘5’). (1.15) 
Since HM,, commutes with -9 and iT, it acts on the joint eigenfunctions 
of -3 and iT. Thus to each point on the Heisenberg fan there is an 
associated representation of HM,,. We will show that these representations 
are irreducible. In fact, when restricted to Heis,, these representations are 
primary, consisting of a finite sum of copies of the Stone-Von Neumann 
representation associated to the parameters n/(n + 2k) and c (the number 
of copies is equal to the number of multi-indices r = (r,, . . . . x,~) with (c(( = k, 
so when n = 1 the multiplicity is one). So our spectral theory is in fact 
equivalent to the decomposition of L’( Heis,,) into irreducible representa- 
tions of HM,, under the induced action of HM,, on L*(Heis,,). 
The reason we have not emphasized the group representation description 
is that it does not generalize well. For example, in place of W we might 
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want to consider a more general operator -f? which is an elliptic polyno- 
mial in the vector fields x, and Y,. It can be shown [Fo2 or Ta]) that a 
change of variable on C” can reduce p to the canonical form 
where p, are positive constants. It is easy to modify our formulas to obtain 
the joint spectral theory of the operators -2 and ir, but here is no 
analogue of the unitary group if the u,‘s are distinct. 
Along with the spectral decomposition 
.f’=C c 1’ .I’* c~,..k., d)- A , 0 (1.16) 
there is a “Plancherel formula” 
li.r‘III=2~ 1 c ( n+2k) l7 j J.f’*c~;.,~.,.(~,O)(~dzdi.. (1.17) 
k i. 0 cn 
Our main purpose, however, is to develop an Lp theory. We would like a 
summability method that makes (1.16) valid in the Lp sense for all ,f~ L”. 
(Already in the Euclidean case we know we cannot simply take partial 
sums because of Fefferman’s counterexample to the disc multiplier conjec- 
ture [Fe].) It turns out that we can do this if we use Abel summability in 
k (multiply by rk for 0 < r < 1 and let r + 1 ), and we restrict to 1 < p < IX, 
because the operators that arise are Calderon-Zygmund operators. We 
also develop a “softer” form of summability that works for f‘~ L’, but 
convergence is only in the distribution sense. 
The L’ theory is developed in Section 2, and the Lp theory in Section 3. 
In Section 4 we study the Heisenberg Radon transform, which is defined by 
&f’(:, t) = / f((z, f) (M’, 0)) dw. (1.18) 
” 2.” 
This operator was studied in Geller and Stein [GSl, GS2], and their 
papers contain in essence an inversion formula. We study the Lp mapping 
properties of R. It turns out that R is bounded from L” to Ly for only one 
value of (p, q), namely p = (2n + 2)/(2n + 1) and y = 2n + 2. This result is 
also in [RSIII]. We get somewhat more information by considering mixed 
L” norms. 
In Section 5 we work out some explicit examples of multiplier trans- 
formations for the expansion (1.16). In the first example we compute the 
multiplier associated to convolution with the kernel (B Jz)’ i: ir) ’ for /j’ > 0 
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and 0 < Re r < n + 1. It might appear that such operators could serve as 
“Riesz potentials,” but our computation shows that they do not behave at 
all like ( - 9)” ” ‘. In the second example we compute the multiplier 
associated with convolution with the kernel 11) /r 1~1 “/r(( 1 - [j),iZ) for 
0 < Re p < 1, 0 < Re a < 2n, and the limiting case 1-1 ‘s(t) corresponding 
to [j = 1. This is interesting because such operators arise when we try to 
invert the j-plane transform generalizing the Radon transform R (which 
corresponds to .j = 2n). We find in fact that inversion is impossible for ,i = II. 
but in all other cases we can find an inverse, although not as explicitly as 
for R. In the third example we study the Schrodinger propagator CJ “‘/‘, 
and we attempt to find the associated convolution kernel. We are only able 
to compute a piece of it, namely the restriction to the open strip ItI <IIS. 
However, this is already quite interesting because it shows a singularity at 
(0, ns), whereas the Euclidean analogue e ” ’ does not have singularities. 
In Section 6 we consider harmonic analysis on the free step two nilpotent 
Lie groups. We are able to obtain analogues of (1.16) but we are not able 
to carry the computations far enough to develop the Lp theory. In 
Section 7 we study the Radon transform for these groups, when the number 
of generators is even. We give an inversion formula and prove the one 
L” --f Ly mapping property. 
This paper is in some sense a sequel to Section 6 of [Str2], where we 
developed the spectral theory of 9 alone, with much less satisfactory con- 
clusions. A more immediate motivation was [Str3], where the harmonic 
analysis on Heis,, was applied to a specific problem involving L ’ functions. 
In regard to the spectral theory of 9’ alone, there is a fair amount of infor- 
mation available from the abstract Littlewood PaleyyStein theory [St2]. 
More specific results have been obtained by Mauceri [M2, M3]. Miiller 
[Mul, Mu2], and Thangavelu [Th]. 
There is an important open question relating to this work: what is the 
Lp spectrum of the pair ( -Y, iT)? The L” spectrum of -9 is of course 
defined as the set of complex numbers i for which il+ Y is not invertible 
on L” (for 1 <p < xl this spectrum is the positive real axis, by the results 
of Thangavelu [Th]). The Lp spectrum of the pair ( -Y’, iT) may be 
defined as the complement of the set of (,iL, T) E @’ for which there exist L” 
bounded operators A and B with A(,“I + 9) + B(zZ - iT) = I. A reasonable 
conjecture is that this spectrum is equal to the L’ spectrum as long as 
1 <p< a. 
Another interesting open problem is to develop a Paley Wiener theory 
relating analytic continuation properties of the spectral projections 
.f * vD;.l; Lwith the support of ,fI On a more speculative note, we mention 
that it would be interesting to obtain explicit spectral projections for 
analogous operators on nilpotent Lie groups of step three and higher, but 
this would seem to require a theory of special functions associated to 
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the anharmonic oscillator, or more generally operators of the form 
cl’/&’ - p(x)’ for a general polynomial P(X). 
The author thanks Palle Jorgensen, Allan Greenleaf, and Michael Christ 
who provided some interesting insights concerning this work. We will use 
without specific reference some properties about special functions which 
can be found in [L], and some Fourier transform formulas which can be 
found in [G-Sh]. 
2. L* HARMONIC ANALYSIS 
We begin by recalling the abstract theory that will help illuminate what 
we are doing in this case. Let G be a Lie group, and let L, denote the left 
regular representation on L’(G) with respect to left-invariant Haar 
measure, 
L,f‘k’) = .f’k ‘$8). (2.1 1 
If n denotes any unitary representation (usually irreducible) of G on a 
Hilbert space -Y, and if u, c denote non-zero vectors in X. then 
f(g) = (d‘kr)% 2:) (2.2) 
is called an entryfunction of 7~. It is bounded and continuous. Normally the 
entry functions are not in L’, but the left regular representation (2.1) 
continues to make sense for bounded continuous functions, and we have 
L,(n(g’)u, c> = (71(g’)ll, TC(R)Z’) (2.3) 
so that for any fixed u E Z, the map r + (n(g)z4, c ) from :X to functions 
on G is an intertwining operator for the representation rc on .X and L 
extended to bounded continuous functions on G. The Plancherel formula 
for G tells how to represent the general L” function on G as an integral of 
entry functions as 7-r varies over the irreducible unitary representations 
of G. 
Now if X is an element of the Lie algebra of G, then we define n,(X) by 
rr,(X)u=~ n(exp tX)u IrYO. (2.4) 
Usually X*(X) is an unbounded operator whose domain is the set of 
vectors u E # for which the derivative in (2.4) exists in the usual sense. We 
extend rr, to the universal enveloping algebra of left-invariant differential 
operators on G in the obvious way. Now if A is such an operator in the 
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center of the universal enveloping algebra, then n,(A) must be a multiple 
of the identity for rc irreducible, say n,(A) = al, and then Af = uf for ,f‘ any 
entry function of the form (2.2). However, if A is not in the center, then a 
simple computation shows 
A(dg)u, tl) = (dg) n,(A)u, r>. (2.5) 
The message is clear: to get entr~*,functions that we eiger$inctions of’ A, we 
must take t’ectors u E ,A which are eigenuectors of’x.+(A). 
More generally, if we have a commuting family A,, . . . . A,\ of left- 
invariant differential operators on G. we can attempt to use the Plancherel 
formula on G to obtain the joint spectral theory of A,, . . . . A,v by choosing 
the vectors UE Y according to the joint spectral theory of the operators 
x*(A1), . . . . K*(A,~) on Y. There are general results about essential self- 
adjointness in Segal [Se] and Jorgensen [Jl 1, and Nelson [Ne] gives a 
method for establishing strong commutativity (commutativity of the 
associated spectral projections). Nevertheless, there does not appear to be 
a general theorem guaranteeing the existence of a joint spectral theory, and 
even if such a theory exists, there is no guarantee that the joint spectrum 
of x*(A,), . . . . x.+(AN) is discrete. The fact that it is discrete in our case 
makes the situation especially simple. 
Now we turn to the special case where G is Heis,,, and the two operators 
are T and 9’. Note that T is in the center of the universal enveloping 
algebra but 9 is not. For any unitary representation TC, 7~*(iT) is essentially 
self-adjoint by [Se] and n,( -9) is essentially self-adjoint by [Jl], and 
the strong commutativity follows by [Ne] and the general theory of von 
Neumann algebra [J2] (P. Jorgensen, personal communication). However, 
the explicit construction of the joint spectrum that follows does not require 
the abstract existence proof. The important irreducible representations of G 
are the Stone-von Neumann representations zVj,, where E = + 1 and i, > 0, 
defined on the same Hilbert space L’(W) by 
7c,.,,(z, t)u([)=e zrJ”C~‘\ “jr I “u(t+j?y). (2.6) 
Let E,:;(u, v)(z, t) denote the entry function associated to this representa- 
tion and the vectors U, c in L2(R”), so 
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Note that 
iTE,.; = t:iE,,,~, (2.8 f 
so that iT acts as the scalar ~3. on all the entry functions of Al,.,. Conversely, 
as u and t: vary over an orthonormal basis of L’(W), the entry functions 
Erl(tr, c) span the space of all functions ,f(z. t) =P ~“,“A(=) for MEL’. 
Thus the Plancherel formula for Heis,, is really just the spectral theory of 
T, or the Euclidean Plancherel formula in the t variable alone. 
Now a computation shows 
(71,;)* (U)= -4 -d + lm. (2.9) 
a multiple of the harmonic oscillator. Since the harmonic oscillator has a 
discrete spectrum, we pick the orthonormal basis in L2(W) to be the 
Hermite functions h,(t) (the index set is now the set of multi-indices 
c1= (cc,, . . . . cc,,), and h,(c)= (2’“‘a! &)~ I”* e-iti2 ’ ny=, H,(l,), where 
Hk(3) = (- 1)” e”‘(d/&)k e ” is the kth Hermite polynomial). Then the 
entry functions satisfy 
-IYE,;.(h,, h,,) = -E.(n + 2 Ial) E,;(h,, /Z/j). (2.10) 
Thus we have joint eigenfunctions of T and L?‘. 
Now the PlancherelLFourier inversion formula on Heis,, expresses ,f’~ L’ 
in terms of the functions 
(2.11 ) 
where 
If {u,} is any orthonormal basis of L’(W) then 
traCe(.f(ni, ,.I ni.t(R)) 
) > &Au,, uk) 
(2.12) 
(2.13) 
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(the brackets ( , ) refer to the inner product either on L’(RY) or L’(G) 
according to the appropriate context). Thus the functions (2.11) are linear 
combinations of entry functions. A well-known computation [Fo2, p. 381 
shows that 
trace(,P(rr;,,:) n;,,(;, t)) = (27~)” 1. ” J ’ ,f‘(=, I-s) c’ Ii.” cls (2.14) 
I 
and so the one-dimensional Fourier inversion formula leads to the Heis,, 
Fourier inversion formula 
,f‘(z, t) = (27c) ‘I ICJ’ trace(,j‘(rr, ) 7-cj,,(z, t)) 1”” di.. j 0 
Substituting (2.13) for the Hermite function basis we can write this as 
.f’= (27-r) (2.16) 
We group together the terms with 1 x1 = k and make the change of variable 
i + I./(n + 2k) to rewrite this as 
,f’= i 1 J“ (2n) ” ’ (n+2k) ‘I ’ 
I. = 0 i 0 
Here we see clearly that ,f is written as an integral over the Heisenberg fan 
of joint eigenfunctions E,, ,,! +2kI (h,, h,,), and so this is the joint spectral 
resolution of the operators .Y and T. To get it into the form described in 
the introduction we need to evaluate the inner sums and integrals. From 
the form (2.2) of the entry functions we easily evaluate the sum on fl, 
namely, 
Next the integral (2.7) defining E,, ,,,+2k~(hz, II,) can be evaluated (see 
[Fo2, pp. 64651 for a proof and a discussion of the history of this obser- 
vation) in terms of Laguerre polynomials, namely, 
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Finally we can take the sum over r with 1x1 =k, for by properties of the 
Laguerre polynomials we have 
(2.20) 
Substituting (2.18))(2.20) into (2.17) we obtain 
(2.21 ) 
where cp j,, x, i. is given by 
~,..r.,(-,t)=(2n),~+, 
i”” 
(n + 2,)“’ ’ 
(2.22) 
Next we compute the spectral projection operator associated with 
the ray R,,,: of the Heisenberg fan. This is just the operator 
,f + J’; .f’ * cp;, x. ,, 4.. On the formal level this is convolution with the kernel 
J: v;..&. c dj., b u as we shall see this is a CalderanZygmund kernel, so t 
interchanging the integral with respect to E. and the convolution is a 
delicate matter. The basic computation is a simple consequence of the 
generating function identity 
i rq,,?(.y)= (1 -r) 1 ’ L’~ 7-1 I’ rl, lrl < 1. (2.23) 
k = 0 
We have then 
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from which we deduce that 
x (n+k)! 
i 
(III’-4qict)” 
k! ((z12+4iEf)“+‘+k 1 
x[l +(&)(;;;Zy;)]. (2.25) 
It is clear by inspection that (2.24) and (2.25) are functions which are 
homogeneous of degree -2n - 2 with respect to the Heisenberg dilations. 
Because they are not odd functions, we need to verify that they satisfy the 
cancellation property in order to show they are CalderonZygmund 
kernels. This property can be written 
(K(z, l)+K(=,-I))&=O, (2.26) 
which is easily seen to be equivalent to the more conventional form in [KS 
or KV]. But this property follows by the calculus of residues: passing to 
polar coordinates, changing variables, and combining the two integrals, we 
find 
e s C” 0
= 
I (11’ - 4ic)” 
r (M’+4iE)‘z+‘+k 
(1 + (A)(Z)) M”? ’ dbl.. 
Since the integrand has only a single pole in the half-space E Im w < 0, we 
choose a contour in the other half-space and obtain zero. 
If K(z, t) is homogeneous of degree -2n - 2 and satisfies the cancellation 
property (2.26) (and some minimal regularity, which our kernels clearly 
possess), then the usual way to associate a convolution operator to such a 
kernel is via a principle value integral such as 
lim ‘* * .f((r, tb (z’, I’) ‘) Hz’, r’) dz’dr’. (2.27) 
\-01 J ! I/‘\ 1 \ I )I 
Again we differ from the usual practice of cutting away a compact 
neighborhood of the oirigin, but it is easy to see that this only results in 
an operator that differs from (2.27) by a multiple of the identity. But in our 
case the operators are obtained more naturally by a different limiting 
argument, and we will have to do some work to relate them to principle 
value integrals of the form (2.27). 
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The limiting argument we have in mind involves inserting a summability 
factor in (2.25) namely, 
(2.28) 
for s > 0. The derivation of (2.28) is almost identical to (2.25). The kernel 
(2.28) is no longer homogeneous, but it is locally integrable, so we know 
for a suitable class of functions f: Then we let s -+ 0 +. 
LEMMA 2.1. Let P,, i, denote the .spectrul projection operrrtor associated to 
the ruy R,, 1. qf the Heisenherg .fan. Then 
Pk.!,f’= hm ,f * 
\ + v- 
(2.30) 
,fbr f’~ L’, the limit e.uisting in L’ norm, rtjith ii- qj,, k,,exp( -si./(n + 2k)) di. 
given h?s (2.28). We also have 
Pk.#;,f =(- l) 
‘I+’ (n+k)!2”-’ 
n! .f +p.v..f * i 
J,,’ cp,..x.t dI 
> 
(2.31) 
,for ,f E L’, with the P.V. convolution given /II). (2.27), com:ergencc in L’ 
norm, and j[F 47,~. k. /, dA given by, (2.25). 
Proqf: It is clear that (2.28) is the sum of an L’ function and an L” 
function (split it at a neighborhood of the origin), so the convolution of 
(2.28) with an L2 function is well defined and (2.29) holds for ,f E L2. Then 
(2.30) follows by spectral theory. 
To pass from (2.30) to (2.31) we need to determine the multiple of the 
identity that appears on the right side of (2.31 ). Restrict ,f to be a test 
function and compare the two distributions 
f’+ lim f * 
,-1”’ cPr.k,$. exP (-A) d)“> (0) 
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The difference must be a distribution supported at the origin, because 
(2.28) converges to (2.25) as s -+ 0 + uniformly on compact sets disjoint 
from the origin. Homogeneity shows the difference must be a multiple of 
the delta function, and then by group invariance we deduce (2.31) except 
for the constant, first for test functions and then for L’ functions. 
To compute the constant in (2.31) we need to compute both sides for a 
single function ,J The function we choose is the indicator function of the 
strip - 1 < t < 1 (of course, this function is not in L*, but a simple limiting 
argument will take care of this technicality). For this function ,f’ we have 
P.V. ,f * (SC cp,,, k, ,: &3.)(O) = 0 because of the cancellation condition (2.26). 
Thus we need to compute 
lim ,f’ * 
5 -0’ 
cp,. A. ,.(-, t) exp 
i > 
-& d,l (1: dt. (2.32) 
To do this we do the z-integration first: 
exp( - ieAt/(n + 2k)) - 
= (27cy+’ (n+2k) “6” c I 
; lz12’4Lim I( j. 12) ‘12) dz 
(-l)“(rz+k)!2”+’ 
n!(r7 + 2k)7c 
where we have used the generating functions identity to evaluate 
(2.33) 
=(47r)“(l +r) ‘I; 
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hence 
Then we substitute (2.33) in (2.32) to obtain 
,im (-l)“(n+k)!2” ’ p’ 
5 - 0 n!(n + 2k)n 
jm, jcl’ exp(-s) exp(-$g) diddt 
J-I)“(n+k)!2” ’ *im ’ df 
n! 7-r 5 *(I’ i‘ , .s+ict 
(-l)“+’ (n + k)! 2” I 
zz 
n! Q.E.D. 
1 
2 rhPk,, .f = 
h = 0 
(2.34) 
Proof: The proof is almost identical, except for the computation of the 
constant term in (2.34). which is obtained by summing r’ times the 
constant terms in (2.31 ) (or it can be computed from (2.24) directly). 
Q.E.D. 
We will make use of these computations in an essential way when we dis- 
cuss the Lp theory in the next section. Now we turn to the group represen- 
tation side of the picture. Associated to the point (j”(n + 2k). ci) on the 
Heisenberg fan we have a representation of the Heisenberg motion group 
HM,, on a Hilbert space of eigenfunctions with orthonormal basis 
E,,(h,, h,?), where 1~1 =k and fl is arbitrary. Denote this Hilbert space 
by Su,.;.,. In fact it is easy to show that elements of this Hilbert space 
are characterized by the eigenfunction equations - Yf= i( tz + 2h-)f’ and 
iTf‘=cluf, and the condition ,I‘(:, 0)~ L’(@“), and the norm is proportional 
to (s ) ,f(=. O)l’ (I=)’ ‘. We obtain a unitary representation p,,, ,.. k of HM,, on 
4;., by 
p,,.x(C’, z, t).f(=‘, f)) =.f(7r(U, =, r)(r’, f))* 
where the action n( U, Z, 1) is defined by (1.14). If we restrict the representa- 
tion to Heis,, G HM,,. the resulting representation is primary, consisting of 
Nh copies of rr,,. , where A’, is equal to the number of multi-indices s( with 
Jcl = k. 
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THEOREM 2.3. The representation p,;, 1 oj HM,, is irreducible, und these 
representations are puirblpise inequiculent. 
Proqf. We need to understand the restriction of p,,;. k to U(n) E HM,,. 
For the standard maximal torus of diagonal matrices in U(n), the basic 
elements E,;.(h,, 11,~) are weight vectors with weight c(c(-/I) (see [Strz]). 
Among these we single out the ones corresponding to fl =O. These are 
exactly the weights for an irreducible representation of U(n). When I: = + I 
this is the representation with highest weight (k, 0, . . . . 0), the symmetric ten- 
sor product of k copies of the standard representation of U(n) on C”. When 
e = -1 it is the complex conjugate representation. Since these weights 
occur with multiplicity one in I&, k and they cannot come from any other 
representation of U(n) (when t: = +l, (k, 0, . . . . 0) is the highest weight in 
e,,,), any non-zero invariant subspace of .%“j,, i must contain the whole 
representation, hence E,,(h,, h,) for all (a( = k. Thus the multiplicity of 71, j 
in the subspace must be NA, hence the subspace is all of .&,, proving 
irreducibility. The inequivalence is obvious by considering the restriction to 
Heis,, if the C.‘s are distinct, or by considering the restriction to U(n) if the 
k’s are distinct. Q.E.D. 
Aside from its intrinsic interest, this result is the key to identifying the 
radial convolution operators and the functions of -3’ and iT. 
THEOREM 2.4. Let A he a bounded operator on L’(Heis,,). The,following 
ure equivalent: 
(i) A commute.s with the action of HM,,; 
(ii) A = m( - 9, iT) given hi, the spectrcd theorem, m, u bounded 
measurable ,function on the Heisenherg fun; 
(iii) Aj’= Ck Cr lip m(jJ(n + 2k), 4) f‘* cp,, k, / di, lcith m us in (ii); 
(iv) there exists u tempered distribution K( 1~1, t) radial in z with 
A,f =,f * K. 
Remark. Of course we do not assert that any radical tempered distribu- 
tion K can be used in (iv). The condition that A be bounded on L’ puts 
some restrictions on K which are not of any obvious form. Indeed, Geller 
and Stein [GSI] give an example (see Section 4) of K which corresponds 
to a bounded operator on L’(Heis,,) but not to a bounded Euclidean 
convolution operator on L*( 53”’ + ‘). On the other hand, in (ii) and (iii) any 
bounded measurable function yields an L* bounded operator. 
The theorem also implies that convolution operators of the form (iv) 
commute -a result that can be verified directly with some effort. 
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Proqf: The equivalence of (ii) and (iii) follows from spectral theory and 
our computation of the spectral projection operators. The equivalence of 
(i) and (iv) is standard functional analysis. It is obvious that (ii) or (iii) 
implies (i), but the converse requires Theorem 2.3. Indeed, an operator 
which commutes with the action of HM,, must be diagonalized by the 
decomposition of L’( Heis,,) into irreducible equivalent representations of 
HM,,, and this is exactly what (iii) says in view of the previous theorem. 
Q.E.D. 
The relationship between K((:(, t) in (iv) and nz in (ii) or (iii) is given 
by 
K(l-I, f’=T 1 I()’ m(;l(n+2k),FL) 
/ 
at least formally, and the convergence can be guaranteed under suitable 
assumptions on nz. We can also easily invert (2.35) using the orthogonality 
properties of the Laguerre polynomials. The result is 
m(J.(n + 2k), FIJ.) = 
k!(n - I )! 
(n + k - 1 )! j.f 
K(l:l, 1) 
x (,Wil(, / I:12 4L” I 
L (2.36) 
Furthermore, it is clear from (iii) that the multiplier m corresponding to 
the convolution of two such kernels is the product of the multipliers for the 
two kernels. 
COROLLARY 2.5. Let A he a bounded operator on L’( Heis,,). The ,follo~~~- 
ing are equivalent: 
(i) A commutes with the action qf HM,, and Heisenherg dilations; 
(ii) A = m(iYT I), for m a hounded,function of’ 2 (n + 2k); 
(iii) A = x3, x:h m(e(n + 2k)) P,. , , \t,here P,.,, is given in Lemma 2.1; 
(iv) there exists a temperated distribution K(Iz\, t) radiul in z und 
homogeneous qf degree - 2n - 2 (as a distribution) with Af‘=.f * K. 
We omit the proof, which is a straightforward consequence of the 
theorem and the behavior of the spectral projection operators under dila- 
tion. What we would like to assert in place of (iv) is that A is a radial 
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CalderonZygmund operator, but this is not strictly true. If K is a 
Calderon-Zygmund kernel with minimal regularity, and K is radial in :, 
then 
A,f’= cf’+ P.V. f‘* K (2.37 ) 
is bounded on L’ and of the form (iv), hence of the form (iii) for bounded 
m. On the other hand, Lemma 2.1 shows that each Pk, i is of the form 
(2.37) and it is easy to formulate growth conditions on m to ensure that 
(iii) implies A has the form (2.37). What would be desirable would be to 
relate the conditions on tn and on the Calderon -Zygmund kernel K so as 
to have an equivalence between (iii) and (2.37). For a general “calculus” of 
Calderon-Zygmund operators on Heis,, see [ BGV]. 
Next we derive a “Plancherel formula” for 1) .I’ 11: in terms of the spectral 
projections ,f * (P,,,~,<. This is slightly different from the usual group 
theoretic Plancherel formula in that it is not an immediate consequence of 
(2.21). The group theoretic Plancherel formula is obtained simply from 
(2.17) by taking the inner product of both sides with ,f‘: 
Since we know 
.f*Cpj.,k,*,=(271) ‘I ’ (t7+2k) ‘I ‘i” 
XC 1 <.f; Et;>. (,,+2k)(hx, It/i)) El;. (,,+~k)(‘lx, ‘,,I (2.39) 
/i Ixl=k 
the problem we face is how to pass from C,I (,J E,;,,,,, + 2kJhX, A,])) 
E: ,.n.:cn+2kj(L ho) to C,{ I (.A E,,. ,,) + 2k ,(h, hB) > I *, or in other words, to put 
an inner product on the span of the entry functions E,,,,,,+2kj(hzr h,]) with 
c1 fixed that will recover the Hilbert space structure that makes (h,{} an 
orthonormal basis. This is not an abstract representation theoretic 
problem, but one that deals with the specific structure of the entry func- 
tions for these representations. 
Fortunately, this problem has an easy solution in our case. A glance at 
(2.7) shows that IE,:j. ,Il+2k,(k, h,)(=, t)l is independent of t and rapidly 
decreasing in z, and so i .f(;, 0) g(z, 0) dz defines an inner product on the 
linear combinations of entry functions that is group invariant (to see the 
group invariance we need to observe from (2.7) that all these functions are 
HEISENBERG GROUP HARMONI(‘ ANALYSIS 369 
of the form e ““‘,f’(z)). By the irreducibility of the representations I-‘,,,, i, of 
HAY,,, we know 
i‘ Et; ,,,+x,(hx. ll)(=> 0) E,, ,,, + zr,(h, 1 I’)(:, 0) (I2 = tr(k, t:E.) < II, I’> 6,. 1 
(2.40) 
for 1~1 = lx’] = k for some constants a(k, ci). Thus to obtain our Plancherel 
formula we need to compute the constants a(k, ci.), use this inner product 
in conjunction with (2.39) and compare with (2.38). 
Proof To compute the constant tr(k, CA) we choose c( = x’ and 
u=c=ll, so (u, r)= 1 and by (2.19) we have 
The integral breaks up into a product of integrals over @, which we 
evaluate directly in polar coordinates using the orthogonality formula for 
Laguerre polynomials 
i 
* 
P ‘L;(s)’ c/s = 1 
-0 
to obtain 
hence 
a(k, d.) = ( 2rr(nA: 2k’)“. (2.42 ) 
- Yf,. h. / = j:f,. k. ! * ily;,,, =A ,,yzk.f. 1. k. / (2.44) 
Then the spectral representation (2.2 1 ) tells us how to write an arbitrary 
,f‘~ L” as 
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Now applying (2.40) and (2.42) to (2.39) we find 
.I l.f’*cp,.h.,.(-.0)12(I-- 
=(27c) -‘I -? (n+2k) ” ‘i” c c I(,/; E,, ,,,+7~,(h7,h,,))~’ (2.43) 
/I 121-h 
which shows that (2.41) is equivalent to (2.38) Q.E.D. 
There is also a converse to this theorem. Let us write .J;.h,, for an 
arbitrary joint eigenfunction with eigenvalues 
.f,.. h. I (k 
namely, j;. k, (, = .I‘ * qr, i, i,, and the Plancherel formula tell us 
(2.45) 
The converse problem is to start with an arbitrary family f;,l,, satisfying 
(2.44) such that the right side of (2.46) is finite. We want to conclude that 
(2.45) defines an L* function .f with ,/;. I,, /. = ,f‘ * cp,., A, I. First we do one L. 
k, 4: at a time. 
LEMMA 2.7. Let ,f,,x,, sutisfjs (2.44) untl suppme i 1 1,. L, / (z. O)i ’ dz < x 
Then [here exist constants c(c(, 8) sarisfving Cp C,7,=k (c(c(, /I)[’ -C x such 
that 
(2.47) 
J If;.x.I:(~10)12d~=a(k,ei~) C C Ic(a,~)12. (2.48) /f 1x1 = k 
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Proof: We expand f’(r, t) in a multiple Fourier series in ; by writing 
- =r,r”“, so ,f(r, t)=~,,iFP)l,f;,l(z. f). where -/ 
,f;,,(z, t) = F,,,(r,, ,.., r,,, t) &““l”l + .. +n’,,ilJ. (2.49) 
This decomposition commutes with 9 and T so it suffices to prove the 
result for ,f‘ of the form (2.49). But ,f;,?(r, t) = exp( -ic:i/(n + 2k)t),f’(z, 0) by 
the second half of (2.44), and then the first half becomes 
But this is a Hermite eigenfunction equation, and all L’ solutions are 
Hermite functions of order k + F Irnl (here Jml = m, + + m,, need not be 
positive, but we require k + c l~nl 3 0). This is a finite dimensional space, 
and Lemma 6.1 in [Str2] gives an explicit description of this space and 
shows that the solutions compatible with (2.49) are spanned by the functions 
E,,. C,,+2k,(hzr Iz,!)(z, 0) with /c(/ = k and EIPZ = cc-p. This gives (2.47) with 
the finite sum restricted by the condition em = u -1, and we obtain (2.48) 
from (2.40). The proof is completed by summing over no. Q.E.D. 
THEOREM 2.8. Let ,f;, k, ,, he un urhitrq~ measuruhl~~ ,fbmi[l, of’eigerlfimc- 
tions sutisfj~ing (2.44) and such that the right side of‘ (2.46) is ,finite. Then 
(2.45) &fines an L’ fiuu.tion such thut ,f,. A,, =.f’ * cp,, A. ( 
Proof: If the right side of (2.46) is finite then for almost every 1. the 
hypotheses of the lemma are satisfied so 
and 
(2.52) 
2 /{ 
By restricting to one k and rrz as in the proof of the lemma we can reduce 
to a finite sum. From (2.51) and (2.52) it is routine to conclude that 
.I ,: .f,. k. ,. 4. 
is in L’ and (1: ,f;,k, 1, &.) * cp,,, k., =,f;, k.r, and then summing on k and m 
we obtain the desired result. Q.E.D. 
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3. Lp HARMONIC ANALYSIS 
To what extent does the harmonic analysis of the last section apply to 
functions in Lp? Since our answer will depend on the Calderon-Zygmund 
theory, we restrict attention at first to 1 <p < z. To begin with we look at 
the spectral projection operators R,.,: associated to rays R,, /, or more 
generally to intervals on rays. As we have seen in Lemma 2.1 these are 
Calderon-Zygmund operators, so they are bounded on L”. Now we need 
an estimate for their norms as operators on L”. 
First, a trivial remark: If we have an estimate for the operator P,, , 
associated with the full ray R,, , , this automatically gives a similar estimate 
for an interval on the ray, ii: f’ * cp,, A, / tli.. The reason for this is that we can 
obtain this operator as a composition of P,,, with the spectral projection 
associated to the multiplier nr(i, T) = x(~j(17 + 2k) < r < ch/(n + 2k). This is 
a function of iT alone, hence just a Fourier multiplier in the r-variable 
alone, and by the one-dimensional Calderon-Zygmund theory it is 
bounded on L” with norm (depending on p, 1 < p < x8) independent of N 
and h. Thus the operator norm of jt ,f‘* cp,. k,, di is bounded by a multiple 
(depending only on p) of the operator norm of P,, (. In the same vein, we 
may consider P, +, - P,, , = Qk, since by taking a Hilbert transform in 
the 1 variable we obtain PA., i , + P,, , , and hence the individual P,, , for 
E = It 1. The advantage of Qk over P,, / is that it has an odd kernel, and so 
is suited for the “method of rotations.” The key to our analysis is a theorem 
due to M. Christ [Cl 1: 
hMMA 3.1. Let K(z, t) hP un odd Junction homogeneous of’ dqree 
- 2n - 2 on Heis,,. Then the operator norm qf‘ P.V. ,f * K on L” is hounded 
by c’p JLg, IR(z, 1 )I d:, 1 < p < CI_. 
Proyf: Although this result is an immediate consequence of the results 
of [Cl], there is a more elementary proof, also due to M. Christ (personal 
communication), which we give for the sake of completeness. The idea is 
to reduce to the Euclidean convolution estimate that P.V. l” , ,f(.u- s, 
J-s’)(ds/s) is bounded on L”(R’). 1 <p< 5x (see [SW]). Now a simple 
change of variable shows that 
P.V. .f * K(z, 1) 
so the result will follow if we can show that the L” operator bound of 
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is independent of H’. Clearly we can rotate )I‘ to be of the form (p, 0, . . . . 0). 
~1 real, and then the issue is the operator bound of 
on L”(R’), or equivalently, the operator bound of 
P.V. i’ 
L I 
./(.r--ry, t-.s‘+Lpy) T? 
2 ,.Y 
on L”(iw’) for all values of p and J. Now we invoke the two-parameter 
family of dilations s(n,, i.2) ,f(,u, t) =.f(i,, s, E,, t) which act as multiples of 
isometries on L”(R’), and by conjugation transform our operator to either 
P.V. 1’ ,f’(.Y - .F. t - sZ) $ if J,=O 
y I 
or 
P.V. I’-’ ,f(.v-s, t-.s’+s) (‘s if J#O, 
J , S 
without changing the L” operator bound, and the second form is trans- 
formed into the first by the change of variable r’ = t + x. Q.E.D. 
“,,,,(l +k)‘“ll I’ I :I+; 
fix ruerj~ c>o, 1 <p< x. 
(3.1) 
ProqJ According to Lemma 2.1, Qk is of the form P.V. .f’* K, where K 
is given by the imaginary part of (2.25). Now it is easy to estimate 
J JK(z, I )I dz because (( 1:)’ - 4i&r)/( /:I2 + 4sr)) is of absolute value one, so 
in fact it is only the constant (n + k)!/k! that contributes any growth in k. 
Thus the estimate from Christ’s theorem is L.,,( 1 + k)“, However, for p = 2 
we know the operator norm is one, so we obtain the estimate (3.1) by 
interpolating between the estimate for p = 2 and for p close to 1 or +xz. 
Q.E.D. 
Presumably we could improve (3.1 ) by eliminating the E. This would, of 
course, follow if we had an estimate for the weak ( 1.1) operator norm in 
Christ’s theorem; however, it is well known that the method of rotations 
fails to give weak ( I, I ) estimates. 
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The fact that the operator norm estimate (3.1) is unbounded as k -+ r, 
seems to be a bad omen for summing the series C P,, /. Nevertheless, if we 
use Abel summability we will be successful. 
THEOREM 3.3. For any jl’.wi p, 1 < p < Y-, the operutor norm of 
zhL= (, r”Qk is un#&w~l~~ houndeci,for 0 < r < I (or more genrrall~~ for cornple.u 
r upprouching r = I in u non-tangential cone). 
Proof: By Corollary 2.2, we know that C; ,) r”Q, is of the form P.V. 
,f‘* K with K given by 
2” I, ti ‘n!(l -r)((lzl’(l +r)+4it(l -r)) ” ’ 
-(izI’(l+r)-4it(l-r)) ” ‘). (3.2) 
Asimplechangeofvariableshows(l-r)~//;/’(l+r)f4i(l-r)l ‘I ‘ri:= 
c,!( 1 + r) ‘I for 0 < r < I, so the result follows by Lemma 3.1. For r complex 
we write 1 -r = .I&“, and make the change of variable I + .r’~‘z to obtain 
(l-r) [ )jz/‘(l+r)f4i(l-r)) ” ‘r/z 
As long as H remains in the interval IH( < n/2-):, the last integral remains 
bounded as s + 0. Q.E.D. 
COROLLARY 3.4. For unj* ,f’ E L”, I < p < x, 
(3.3) 
(3.4) 
the limit existing in L1’ norm. Similurl>~ 1t’t~ huce 
.liT ” f’ ’ r”(P,, , , + P,, ,)/‘= f 
k _ 0 
and 
lim (t’* ‘P,.~.+~ + I‘* ‘P,.~. ,I (/j-=.6 (3.5) 
I- 1 
In particular, f 1;) .f * q,. h. ,, rli = 0 f or ull k, i:, und s, then ,f’- 0. 
Proof: To prove (3.3) for all of Lp it suffices to prove it for a dense 
subspace, since by the theorem and preceding remarks we know the 
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operators 1 r’(P,, +, + P,, ,) are uniformly bounded. Of course we 
know the result for p = 2 by spectral theory, and, since all our operators 
commute with 50 and T, if D is any polynomial in Y and T then 
lim ,--, DZi;:=orh(f’k.+ + P,, ),f’= Df’ in L’ norm if flf 6 L*. Thus by the 
L’ Sobolev space theory on Heis,, we obtain uniform convergence of (3.3 ) 
if ,f is in an appropriate Sobolev space and certainly if ,f’E .Y which is dense 
in L”. Then by interpolating the L’ and L’ convergence we obtain (3.3 ) 
in L” norm for 2 <p < Z. 
Next we observe that the equivalence of (3.3) and (3.4) for any 17, 
1 < p < X, is a simple consequence of Lemma 3.2, since the operator norm 
of the tail of the series 
rhv%.+, +p,. ,I . 
h=(I ,j 2 
is bounded by a multiple of 
for SI = 2n j l/p- Ii21 + E, and it is easy to see that this goes to zero as 
I’ -+ 1 (write r= e ‘, compare with the integral [,:2 C’ “.Y’ rlv, and for Y 
an integer evaluate the integral). 
For 1 <p < 2 we will establish (3.4) by a duality argument. For our 
dense subspace of Lp we choose the functions whose Fourier transforms are 
supported on a finite number of rays, i.e., functions for which 
.f’= i tph., I + p,. 1j.f 
for some N. It is not obvious that this subspace is dense in L”, but it is 
clear that (3.4) holds on this subspace. To prove the density of the sub- 
space we need to show that for any g E L”, (g, ,f ) = 0 for all ,f’ in the sub- 
space implies g = 0. Now we know that the operators P,, i, are projections 
on L*, hence on all Lp (because Pi,, = P,,,, extends from the dense sub- 
space L’n L”, since P, , is bounded on L”). Therefore, for any ,f‘E Lp we 
know P,,, .f is in the ‘subspace; hence (Pk. /, g, ,f) = (g, P,,, .f‘> = 0 by 
hypothesis. Thus 
l 
‘I f - r”(P,,+, + P,, ,)g, f 
j 
=o 
h -0 
and we may use (3.4) for L”‘, since 2 < p’ < C/J to take the limit as r + 1 
and obtain (g, ,f) = 0. Since this is true for all ,f‘~ Lp it follows that R = 0 
as desired. 
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Finally, to prove (3.5) we need only use a minor variant of the above 
argument. Again it is clear by spectral theory that (3.5) holds for p = 2. The 
only new element in the proof is to verify the uniform boundedness in L” 
of the operators 
but these are obtained from the uniformly bounded operators 
by composing with another uniformly bounded family, the Fourier multi- 
pliers in the t variable alone corresponding to the characteristic functions 
of the intervals (~1 d l/( 1 -r). Q.E.D. 
Remark. It might seem plausible that the same approach would yield 
similar results for Cesaro or Bochner-Riesz type summability methods, but 
our efforts in this direction have all been negative. To see what is going on 
we look first at the partial sums C:=, Q,. It is easy to see from the 
telescoping form of (2.25) that these are convolution operators with kernels 
equal to 
2” 271 II (n+k)! ([I[.‘-44ict)’ I( _ 1 )” 
k! (/z12+4ict)“+‘+k 
and, so by the proof of Lemma 3.2, the partial sums of Qk have the same 
operator norm growth as the individual terms, namely (3.1). This is better 
than expected, but of course not good enough for uniform boundedness. 
However, the real disappointment comes on the next step when we take the 
first Cesaro means, for there is no improvement over (3.1 )-we omit the 
rather lengthy computation since the result is inconclusive. It seems 
unlikely that higher Cesaro sums will do any better. 
Corollary 3.4 gives an explicit recipe for reconstituting an Lp function 
from its pieces ,f * cp j,, k, j , but it shows clearly that the same recipe will not 
work in L’ or Lx. For these spaces we look to a “softer” summability 
method. Let II/ E 9’( Iw’) vanish in a neighborhood of the origin, and define 
pk($).f.=j’ (.f*(Ph.,.+l~(j”)+.f*(Ph.;. i$(-E.))dJ- (3.6) 
II 
HEISENBERG GROUP HARMONIC ANALYSIS 377 
This is our “soft” version of the spectral projection operators P,.,. or the 
operators involved in (3.5). Now it is easy to justify interchanging the 
integral and the convolution to write 
with 
Px(‘b).f’=.f’* /Ii. (3.7) 
a function in Y(Heis,,). Thus we can use (3.7) to define PA($),/ for ,f’ any 
tempered distribution. Note that the vanishing of $ near zero is important. 
because without it we could not conclude that h, E 9. We will see later that 
even to have h, be a finite measure, so that (3.7) makes sense for f‘~ L’ or 
L’, we need at least to assume that $ vanishes to intinite order at the 
origin. But this hypothesis has negative consequences. Note that it implies 
C’ A,(:, t,nr=o for all ;. I 
Thus if ,f’~ L’ is a function of 2 alone then Pl($),f’= 0 for all ICI, so there 
can be no uniqueness of the Fourier transform (3.7) in L’ and, of course, 
no way to recover .f from its pieces P,($),fi Of course, this should have 
been expected, because we have in some sense completely ignored the 
representations of Heis,, associated to the limit ray. We will return to this 
later. 
There are consequences for L’ as well, even though there are no L’ func- 
tions of z alone. For if ,f’~ L’ and g E L * with g a function of 2 alone, then 
( Pk($),f, g) = 0. Thus we cannot recover f as a weak limit (in the sense 
of L’ -L” duality) of any linear combination of pieces Pi(ll/),f; hence of 
course we cannot recover ,f’ as an L’ limit. This applies to any ,f’~ L’ and 
any soft summability method (and without the softness assumption 
$(O) = 0 the individual pieces (3.7) are not in general in L’ ). We will have 
to settle for obtaining .f as a distribution limit. 
To do this we mimic the Abel summability used above. For fixed $ we 
let $/i( 1.) = $( (n + 2k)i.) and consider 
C rkPk(*, ).f for O<r<l. 
!, -0 
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It is not hard to see that this operator may be obtained from 
z: r“(PA.+, + Pk. 1 ) by composing with the operator $(iT), but we will not 
use this observation. A direct computation from (3.X) using the generating 
function identity (2.23) shows that 
(3.9) 
where 
(2n) ‘I ’ -’ 
HI/.,(;. I)= (1-r)” ” , ( l;.l”$(;.)e i/r 
xe,,(/!y (‘z’,!& (3.10) 
and H,, I is still in 9’. If we simultaneously let r + 1 and let $ -+ I in any 
reasonable way, we will show that ,f‘ * H,,,, ~ converges to ,f’ as a tempered 
distribution. 
Proqf: We first take the Fourier transform in the t variable alone and 
obtain 
and then use the well-known formula for the Fourier transform of a 
Gaussian to obtain (3.11). Q.E.D. 
We can understand the necessity of having $ vanish at the origin from 
(3.11). If $ is just assumed to be bounded, then clearly I?+,.(<, 0) = 0 for 
all i #O, and the same for any r-derivatives. On the other hand, 
Fiji. ,-(0, T) = c$(\T~ ), and so if A, I is to be continuous at the origin (which 
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is certainly the case if H,,, is a finite measure) we must have $ vanish to 
infinite order at the origin. A similar computation shows that 
I&((. t)=(-I)‘; n “$(,r,)exp (-$1 L;’ ’ (F,, 
so the same reasoning applies to the individual terms P,($,)J: 
Now the computation of the Euclidean Fourier transform of H,,,, does 
not immediately give us information about ,f’* H,,, because this is the 
Heisenberg convolution. However, as r -+ 1 and $ + 1 we see from (3.1 I ) 
that I&, , 4 1 = 8, and of course ,f‘* (5 = 6 for the Heisenberg convolution. 
What we need is a relationship between the Euclidean Fourier transform 
and the Heisenberg convolution. 
LEMMA 3.6. Suppose /‘ und g are in L’( Heis,,). Then 
In pnrticulur, ~f’also ,f~ L’, then (,f * g) ^E L’ und 
IIWW -iI6 tl.i‘il, l/,~ll,. 
(3.13) 
(3.14) 
Proof: We obtain (3.13) directly from the definitions 
and the changes of variable z -+;+~l’ and t+t+.s-iIrnz.M’, since 
Imz.l?=Re z (ill,). Then (3.14) is an obvious consequence of (3.13) if we 
do the i-integration first. Q.E.D. 
THEOREM 3.7. Let $ “I be anv filmi!,) _ qffimctions in .Y( R ’ ) wnishing in 
u neighborhood of’ the origin lrhich is un$brmlJ- hounded und ,for u.hich 
lirnr~ , t/“‘(s) = 1 ,fbr all .s # 0. Then lim,- , ,f‘* H $,,,, r =,f’ in the sense of 
tempered distributions .jbr ull ,f’~ L’. In purticulur, if‘ f’~ L’ und P,($) f‘= 0 
f;?r all k und $, then ,f’= 0. 
ProqL Let g E Y. We need to show (j * H, ,,,,, r, g) --t (,f; g). To do 
this we observe that (.f’* H,,,,,., g) = (H,,,, ,,,, f:* g), where T(z, f)= 
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/‘(-2,-t). Since gE,‘y it is in L’, hence by Lemma 3.6, (,f * g) -E L’. Thus 
by the Plancherel formula and the Dominated Convergence Theorem. 
lim (.f’* H,,,, r. g 
7-l 
) = lim (27r)‘” (fi ,,,, .,. (,r’* g) “) 
I .I 
In place of the full infinite series (3.9) we could chop off the tail at a 
point k = N, such that N, + ~1 as I’ + 1 and obtain the same result, as 
long as we take N,. large enough that x;t, 1.’ jlh,\l, 4 0 (this is always 
possible because the infinite series Ci r’hn converges in L’ norm to H,,, 
and by using (3.6) we could obtain an estimate on the size of N,). Now if 
Px($),f= 0 for all $ and k then the chopped off sum is zero so ,f is the 
distribution limit of zeroes; hence ,f = 0 as an L’ function. Q.E.D. 
We can also characterize the extent of the non-uniqueness of the Fourrer 
transform for tempered distributions: if P,($).J’=O for all $ and k then ,f’ 
must be a polynomial in t (for .f E L ’ this means ,f’ is a function of 2 alone). 
This result was essentially proved in [Str3], but for the sake of complete- 
ness we sketch an alternative proof here. The condition that j’be a polyno- 
mial in t is equivalent to .pr ,f being supported on (r = 0}, where 5$ 
denotes the Fourier transform in the t variable alone. Now PA($) f’= 0 for 
all II, and k easily implies ,f‘* H,, = 0 for all J/ and I’, and taking the 
Fourier transform in 1 and using (3.12), this becomes 
Now (1 -r)-“exp(-(It/ \~l’/4)((1 +r)i(l -Y))) is a multiple of an 
approximate identity in ,Y as Y --) 1 -, and the “twist” exp( - (iz/2) Im z Z) 
is near 1 for ~1’ near zero. Thus in the limit as Y --+ 1 we obtain 
$(ls\)p7jj=,~)=0, which shows that ,ef(:,r) has support on (~=0;. 
Next we consider a Hausdorff-Young inequality for the pointwise 
spectral operators .f‘ * ‘pj., x, ,:. From the Plancherel formula (Theorem 2.6) 
we have 
We need an L’ - L’ estimate to interpolate with this. 
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LEMMA 3.8. For ,J’E L’ HY huw 
sup 2 “(n + 2k)’ I.f‘* cp;.. h. ,,(-, [)I 6 (' II ./‘ll I (3.16) 
:. 1. /
Proqf: It suffices to show 
sup J(P,.,&(Z, r)l 6 CJ.I’(I? + 2h-) ‘. (3.17) 
i 
But in view of j2.22) we have 
. II 
sup I(D;.L.,(,-, [)I = 
A 
i (2n)“’ ’ 
(n+2k)“” y ‘% ‘(x). 
Now it is easy to see that c “‘Li ‘(Y) attains it supremum at the origin 
(for example, the identity 
proves it for n= I, and then 
L,;i ‘(.u) = i: 
, = 0 ! 
n-2+k-j 
I1 - 2 1 
L~‘(.Y-) for II > 1 
> 
But L; ‘(0) = (‘z;IA , ’ ) which establishes (3. I7 ). Q.E.D. 
THEOREM 3.9. For ,f’~ L”, 1 <p < 2. IW huw 
sup 1 (n+2k)“3 I’)(/’ ‘q’ j 
I i 
If* cp;;A~,(z. t)[“‘d~r.““’ 31/J “dE. 
\h. / 0 
(:‘” 1 
‘P 
(3.18) 
Proof Interpolate between (3.15) and (3.16). Q.E.D. 
Next we consider the spectral projection operators associated with the 
limit ray R, of the Heisenberg fan. The limit ray has measure zero for the 
L’ harmonic analysis, so we did not have to deal with it at all. From 
the point of view of representation theory, the limit ray corresponds to the 
one-dimensional representations of Heis,, which are trivial on the center. 
The lack of uniqueness for L’ harmonic analysis clearly is related to the 
failure to take into account these representations, but as we shall see it is 
only in the context of L’ harmonic analysis that we can make sense of the 
limit ray spectral projections. Since the pointwise operators ,I’ * cp,. A, ,: are 
382 ROBERT S. STRICHARTZ 
defined everywhere for ,f’~ L’, we can attempt to take the limit as k + cr_, 
keeping ,! fixed. It turns out that the normalizations are wrong. and this 
limit is just zero, but with the correct weighting factors we will see the 
expected convolution kernel 
$0,. ,(-, t)= (:I’ ‘IJ,, ,(v/zl:I). (3.19) 
Why do we expect (3.19)? The point (j”, 0) on the limit ray corresponds to 
the family of one-dimensional representations (r, 1) -+ efRsZ ‘, where i’ lies 
on the sphere l[l = j. in C”, and (3.19) is just the Euclidean spherical func- 
tion associated to this family of representations of C” = a81fl. We will not be 
concerned with the “correct” normalization of (3.19) because we will not 
use it in any integral formula. Note that (3.19) is bounded so ,f’ * q,, , is 
a well-defined L’ function if ,I’E L’, but is essentially undefined if ,f’~ L ’ 
In particular, (f’,f’E L’ then 
;.c,r+ Ii 2 
i.“t”, Cf.* cP,.h.,:=4(271),, , , I’* ‘p;. I (3.21 ) 
pointb~~ise. 
Proc!f: As we observed in the proof of Lemma 3.6, 
which proves the uniform boundedness, and this allows us to use the 
dominated convergence theorem to pass from (3.20) to (3.21). For (3.20) 
we use the asymptotic formula 
(3.22) 
as k -+ “CI, which is uniform for .Y in a bounded interval 0 d .Y < a. 
Substituting x = i. I;( “/2(n + 2k) in (3.22) we obtain (3.20). Q.E.D. 
Finally, we discuss briefly how the results of this section and the last can 
be modified if in place of 9 we consider a general second-order elliptic 
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polynomial in (X,, Y,). A s is shown in IF023 or [Ta], we can always 
make a symplectic change of variable in the z’s (so the group product is 
preserved) to reduce to the canonical form 
p7,= f p,(.xf+ Yf) (3.23) 
where 11, > 0. Therefore we will consider only the case of finding the joint 
spectral theory of 2 and T. 
Now the main observation is that the entry functions E,.,(h,, I?,)) are still 
joint eigenfunctions, only the eigenvalue changes, namely 
PE,,(h&)= -2 i c(,(I +2x,) E,;(k,,h,,). 
! > 
(3.24) 
,=I 
Therefore (2.16) is the spectral decomposition. Technically speaking, we 
should lump together the terms for which x p,( 1 + x,) are equal, but with 
a view toward obtaining a uniform treatment for all choices of the p, we 
will not do this (for almost every choice there will be no lumping at all). 
Thus we will write 
f= (27c) ” ’ 2 C [’ ,~*E,,(/~,,/I,)/““c/~ 
f 7 “0 
(3.25 1 
as the analogue of (2.21). There is no motion group for 9, so there is no 
analogue of Theorem 2.4. The Plancherel formula is essentially the same as 
before, except for a change of variable. 
The Abel summability factor that is natural to this setting is 
).x; [ iJr(l + 2)) = +,‘l,/c 7 
because this is just r.‘@’ I’. Clearly the factor VI”’ is harmless, so we need 
to study the operators 
12n) ” ’ c 1 rl’ x 1’. ,f * E,;(h,, h,) 2” d?“. 
/ 2 “0 
By a computation similar to (2.24) we find 
(3.26) 
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and from this it is a simple matter to obtain the analogue of Theorem 3.3, 
because the change of variable z, + (( 1 - r”‘)/( I + +‘I))“~ r, shows that the 
integral of (3.27) for fixed t = + 1 is uniformly bounded in r. We also find 
a polynomial in x growth bound for the Lp operator norm of the individual 
terms 
(271) ” 1 i ’ ,f* ~,,(h,, h,) 2’~ di. 
“0 
similar to Lemma 3.2, so the analogue of Corollary 3.4 holds. 
For the softer summability method we would take 
(27c) ” * E,,(h,, 17,) l/l(i) i” d/i (3.28) 
in place of (3.9). Then we have to deal with the kernels 
in place of (3.10), and the analogue of Theorem 3.7 holds. 
4. THE RADOK TRANSFORM 
The Heisenherg Radon trm.$orm is defined by 
(4.1) 
where dw is Lebesgue measure on @‘I = R*“. In other words, it is convolu- 
tion with Lebesgue measure on UZ” regarded as a distribution on Heis,,. It 
is an operator which commutes with the action of the Heisenberg motion 
group amd satisfies the homogeneity condition 
6, R = r’“R6, (4.2) 
and it is possible to assign a quasi-geometric significance to the hyperplane 
((IV, f - 4 Im : . I?) : M‘ E C ) through the point (2, t). This operator was first 
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studied by Geller and Stein [GSl; GS23, not so much for its own sake, but 
as an auxiliary tool for studying other operators. 
If we regard Heis,, as Iw”’ ’ ’ then there is a close connection between 
R and the usual Radon transform (see [He21 ). The hyperplane 
{ (u., t ~ i Im z I?) : M’ E C)” )- can be also written as 
so it is transversal to the last variable, and as (z, t) varies over Heis,, we 
obtain all hyperplanes transversal to the last variable. The usual Euclidean 
Radon transform on [W2”+’ assigns to a function its integral over all hyper- 
plants, with rcspcct to the natural measure. Our Radon transform differs 
in two essential ways: the measure we use on the hyperplanes is the natural 
/ measure divided by the factor V~ 1 + 1~/‘/4, and we allow only hyperplanes 
transversal to the last variable, an open dense submanifold of the 
Grassmannian of all hyperplanes. In addition, we will be using a measure 
on our set of hypcrplancs which is diffcrcnt from the restriction of the 
natural measure on the Grassmannian. Therefore our results about R can- 
not simply be obtained from analogous results about the Euclidean Radon 
transform. On the other hand, the above discussion shows that by a minor 
change in parametrization we could have given an entirely Euclidean 
description of R as a “transversal” Radon transform. This indicates that the 
study of R can be carried out without significant reference to the Heisen- 
berg group and its harmonic analysis. 
Let ~“iZ I’ denote the Fourier transform with respect to the last varaible 
alone, and .f/‘=,f denote the full Fourier transform on aB”” ‘, Then a 
simple computation shows 
from which it follows that 
hence 
(4.4) 
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These facts are observed in [GSI]. Note that (4.4) yields the inversion 
formula 
R ’ = (4x) 2” (4.5) 
Of course, R commutes with i?/dt at least formally, but we have to be a 
little careful in applying (4.5) about the order of the derivatives. If we start 
with ,f E L2, then ef can be defined by a limitng processing in such a way 
that (i?/8t)” Rf E L’. Then we can repeat the process to get back to a multi- 
ple of ,f: However, even if the function ,f is very well behaved, &j’ may not 
be sufficiently decreasing at infinity in order for RfSf to be defined. Thus 
(47~)~” (c3/dt)2n R is not an acceptable formula for R ‘. 
The invertibility of R is not unconditional, but depends on some control 
on the size of ,f: For example, if ,f(z, f) = F(Z) is independent of t and if 
FE L’(@“) with j F(z) cl; = 0 then it is clear from (4.1) that Rf = 0. On the 
other hand, if ,f E Lp for 1 <p < X, then (4.3) shows that ef’= 0 implies 
.f = 0 (we will discuss the definition of ~~ for ,f E L” later, and in fact it 
is (r7/i3t)k Ztf for large enough k that is well defined), since ,f cannot be 
supported on the hyperplane r = 0. 
Now (4.4) implies the boundedness of the operator (?/~?t)” R on L’, an 
operator that is more singular than R. but it says nothing about the 
boundedness of R on any L” spaces. We therefore pose the question, for 
which values of p and 4 do we have an estimate 
II Rf’ll ‘, 6 (’ II .f’ II,’ 
for all f E .Y? The following result is also in [RSIII]. 
(4.6) 
THEOREM 4.1. The estirnute (4.6) holds !‘f‘ and on!,~ if p = 
(2n + 2)/(2n + 1) and y = 2n + 2. 
ProoJ To show that the estimate (4.6) holds we use an analytic families 
interpolation argument. We let 
where c( is a complex parameter in the strip 0 6 Re r <n + 1. It is well 
known that T, = R. It is obvious that on the line Re 3 = 0 the operator T, 
is bounded from L’ to L I, while on the line Re z = n + 1 a simple 
computation shows 
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and a modification of (4.4) shows that T, is bounded from L2 to L’. The 
various r-factors are innocuous, so the Stein interpolation theorem yields 
the boundedness of R from L” to Ly for exactly p = (2n -t 2)/(2n + 1). 
y = 2n + 2. 
For the converse, we consider a two-parameter dilation group 
S(i., , ju2).f’(:, t) =,f(2,z. i., t). Generalizing (4.2) we find 
and an easy computation shows 
II&j”, , i.2),f’l~p=lb;2”p~2 lp ~~,f’l~,. 
Therefore by substituting 6(1,/i,, , &),f for ,f’ in (4.6) we obtain 
IlRf‘ll, d CE., 
2niI,,+ I,<,- 1,,y y-(?ll+l)p ,,,f,,,, 
If this is to hold for all positive values of i1 and & then the exponents 
on the right side must vanish, and the resulting algebra reduces to 
p = (2n + 2)/( 2n + I), q = 2n + 2. Q.E.D. 
We can get more norm estimates for R by considering mixed Lp spaces, 
doing the t-integral first. Let Lp. Y(Heis,,) denote the space of functions for 
which 
1 4 
is finite. Then the estimate 
II w II L1. ’ G II .f‘ /I I (4.7 
is an immediate consequence of the definition. Interpolating between (4.6 
and (4.7) we obtain 
COROLLARY 4.2. Let 1 d p < (2n + 2)/(2n + 1 ). Then Ij4f’ /I Ly p G c /I ,f I](~ 
lihere q = pj(2n + 1 - 2np). 
A more interesting estimate arises if we interpolate between (4.4) and 
(4.7) to obtain information about (2/Ft)’ R for I <k < n. 
THEOREM 4.3. Suppose 1 d k < n. Then I/ ( i./?t)k ICf I/ ,.p.p < c‘ I/ ,f )/ Lr ,fbr 
p = kl(2n -k). 
Proqf: Again we will use the analytic family of operators T, of 
Theorem 4.1, because Tk + , = c(~?/?t)‘R (strictly speaking this is only true 
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for k even, but for k odd we can achieve the same result by replacing js( ’ 
by .s+‘). For Re r = n + 1 we use the same L’ estimate as before. When 
r = 1 we use (4.7). In order to use the Stein interpolation theorem we need 
the estimate for Re x = I, and the operators T, + ,(i differ from R by a 
singular integral operator in the t variable alone. Of course such operators 
do not preserve L’, so we cannot expect estimates like (4.7) for 7’, + ,(T. 
Instead we need to use H’. but only in the t-variable (because the one- 
dimensional singular integral operator does not preserve the (2~7 + I )- 
dimensional H’ space). Thus let H ‘. ’ denote the space of functions f’(:, t) 
such that the norm j li,f‘(~. )ijl,l rlr is finite. Then 
il T, +,n.f’lll.l ’ G40) II I’ll,,l.I~ (4.8 1 
where c(a) has polynomial growth. Now the complex-method intermediate 
spaces between H’ and L’ are the L” spaces. This result is proved in 
Fefferman and Stein [FeS], and the proof is easily modified to show that 
the complex-method interpolation spaces between H ‘. ’ and L’ are the L” 
spaces. Thus we can interpolate between (4.8) on the line Re x = 1 and the 
L* estimate on the line Re cx = n + 1 to complete the proof. QED. 
5. EXAMPLES OF HARMONIC ANALYSIS 
In this section we will compute explicitly several examples of the expan- 
sion (2.21) working in both directions: from function to expansion and 
from expansion to function. In all our examples the functions will be radial 
in 2, so we are in the simple case where (2.21) becomes 
so that 
(5.2) 
and (2.35) and (2.36) express the relationships between K and m. We will 
deal with examples which have not been previously dealt with in the 
literature. This is not to say that our examples could not be analyzed using 
other methods. 
EXAMPLE 1. K(jzj, t) = (B j;l* k it) ‘. Here /j is a positive parameter, 
and we assume 0 < Re CI < n + 1 so that K is the sum of Lp functions for 
values of p in 1 < p < ~8. This function is homogeneous of degree - 22 with 
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respect to the Heisenberg dilations, so we know a priori that 
m(i(n + 2k), ei.) is homogeneous of degree -n - 1 + x in i. The goal of our 
computation is to understand how it depends on h-. 
In computing (2.36) it is easiest to do the f integration first because 
is a well-known formula in one-dimensional Fourier analysis. Therefore t?z 
vanishes on the rays where E = i 1. Continuing the computation for c = _+ 1 
we find 
m(2(n + 2k). cl.) 
2”+‘7ck! (n- I)! .? ,, , *’ 
= T(sc)(n+k- l)! * 
(~ /:I> (Z/ii I 21LK h ‘(lrl’) ciz. (5.4) 
“0 
To evaluate the integral in (5.4) we pass to polar coordinates and use the 
generating function identity (2.23) to obtain 
(5.5) 
Now we observe that a curious thing happens when p= $: all the 
integrals vanish except when k = 0. Thus m is supported on the single ray 
R (,. +, where 
For any other value of B we deduce from (5.5) that 
hence 
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for a = +l. The important thing to observe about (5.7) is that 
- 1 < (48 - 1)/(4/I + 1) < 1 so that we have exponential decay in li as 
li -+ CC. This is quite different from the behavior of the Euclidean Fourier 
transform of the same function. Thus while Euclidean convolution with this 
function serves as a kind of parabolic potential, Heisenberg convolution 
with this function does not in any way resemble the potential operators 
(-9,” “- ’ for which 0z(j,(n + 2k), ~1.) = (i(n + 2k))” ” ‘. 
An elegant consequence of (5.7) is the convolution identity 
where r,=x,+sc,-n-l, B,=(B,82+1/16)/(8,+B,) and c(c(,,rz, fl,.fi?) 
=2n”+l T(r, + s(? - II - 1 )/f(cc,) r(ccz)(/j, + /?‘,)‘I. Indeed it is clear that 
multiplying (5.7) for two different values of x and fl yields a function of the 
same form, and a little algebra yields (5.8). 
EXAMPLE 2. K(lzI,t)=lrl “j$q/1‘((1-8)/2). We assumeO<Re/j<l 
and 0 < Re c( < 2n, but we are especially interested in the limit as /I + 1 
when we get K( 1~1, t) = I;( ’ s(t). 
Now if K(lzl, t) =.f( I:/) g(r) then from (2.36) we see 
m(i.(n + 2k), c/J = 
k! (n - 1 I! i(Fj.) 
(n + k - l)! 
In our case g(sJ)= 2’ ” Jk li( ” ‘/r( [j/2) and, in particular, j(C) = 1 
when j = 1. Also we have 
(5.10) 
Again we note that there is one exceptional case, when r = n; for then 
(,-r)~~“,‘(,+r)?.‘~“=(,-r2) fl2= n/2 + WI - 1 
,,z(, ( nz ) ?” 
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consists of even powers alone, so rn(i.(n + 2k), C) = 0 if k is odd. We also 
find 
m( A( n + 2k), ci) = 
2”rc”k! f(n/2 + k/2) 2’ p v/k j.,j , ,, 2 
(n+k- l)! T(k/2+ l)T(p/2) 
(5.11) 
if k is even, or when fi = 1, 
m(i.(n + 2k), ~3.) = 
2”Tc”k! f(n/2 + k/2) j ,, z 
(n+k- I)! r(k/2+ 1) I 
(5.1 I’) 
For z # n we write 
(l-1.) ‘2(1+r)‘Z-‘r=C~(r,k)r~ (5.12) 
and then 
m(E.(n + 2k), FE.) = 
2 ‘I’- T’ZJn - r/2) k! 2’ li J% 
(n+k- l)! I-(/I/2) 
il(r~, k) j.' 2 rz+/i- 1 
(5.13) 
which simplifies to 
m(A(n + 2k), EA.) = 
2’” W’r( n - a/2) k! 
(n+k- I)! 
p(cI, k) 1112 If (5.13’) 
when /? = 1. An explicit formula for ,D(Y, k) can be obtained by writing 
(1 -r) ” (1 +r)X’2-n = (l-r”) X’2 (1 t-r)” -‘I if 0 < Rer 6 n and 
(1 -r) y2 (1 +y)‘Zm”=(l -r7)2’7m” (1 --r)” ’ ifn<Rcx,<2n. Then 
Now it is clear from (5.14) that 
P(% k) = 
O(k” ” ‘), O<Recc<n 
x2-I O(k 1. n < Re a < 2n 
and similar estimates hold from below for c( # n. In other words, up to an 
invertible operator on L’, the convolution with /tl m/j Iz-/ ~“/r(( 1 - /3)/2) 
behaves like (-L?Pz,‘(iT)z~“+p~ 1 ifO<cc<nand (-9))” “(iT)/’ ’ if 
11 < SI < 2n. 
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Another special case of interest is r=O, for then ,n(O,k)= 
( - 1)” (‘I ~ : + “). In particular, 
m(i(n + 2k), EL) = (- 1 )’ 2%c”j~ ” (5.13”) 
if x =O, /I = 1, and convolution with this kernel 6(r) is just the Radon 
transform studied in the previous section. (This example is already worked 
out in [GSl]). 
There is a connection between the convolution operators with kernel 
6(t) /z( -’ and some generalizations of the Radon transform. Let .j be an 
integer satisfying 0 < .j < 2n, and let 71 denote any real ,j-dimensional sub- 
space of C” regarded as IX”‘. Then the ,j-plunr transform R, is defined by 
RJ(n, :, I) = ” 
i ,, LR .I‘((-. f) 01’, 0)) du3, 
(5.15) 
where hv is Lebesgue measure on rc. Then an easy homogeneity argument 
shows 
c R, .f’(n. -, t)d-c==c,f’*((I/ “‘d(t)), (5.16) 
where drr denotes the natural measure on the Grassmannian of 
j-dimensional subspaces. Our computation shows in principle how to 
invert R., for ,j # n, up to an invertible operator on L’, namely by applying 
(-9)” when O<j<n or (-9’)” “‘(3) ” to s R,(n, z, t) dn when 
II <,j < 2n. On the other hand R,, is not invertible because it in fact 
annihilates all functions whose Fourier transform is supported on the odd 
rays Rk,B, k odd. (For a different approach to questions of invertibility of 
generalized Radon transforms see [GU] and the references there.) 
A similar analysis applies to a variant of R, when .j is even in which we 
consider only complex (,j/2)-dimensional subspaces 71 of C”. 
M. Christ has informed the author that he obtained similar results about 
/;/ ’ 6(r) using Geller’s harmonic analysis [G 11. These results have not 
been published. 
EXAMPLE 3. Here we wish to compute the convolution kernel for the 
operator P -“Y , s real. This operator solves the Schrodinger equation 
7 
; u(;, 2, .c) = -is~uu(:, I, s) (5.17) 
for U(Z, t, 0) =.f(z, t). In principle we could attempt to solve (5.17) by 
analytic continuation from the solution of the heat equation (see [Ta] for 
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an explicit formula, for example). But this analytic continuation is delicate, 
so we approach the problem directly. We should obtain the kernel from 
(2.35) with NZ(>(~ + 2k), EJ~) = e”‘(” tZXt, but this presents convergence 
problems. Instead we first use (2.35) with m(i.(n + 2k), r:j.) = ?&““I + “’ 
with 0 < r < 1 and then take the limit as r--f 1 If we denote the kernel K, 
with r fixed, 0 < r < 1, then 
to obtain 
(5.18) 
Before letting r -+ 1 we transform (5.18) by a contour integral into a form 
that reveals more information. Let us assume s > 0, and /fl < ns. We 
consider a quarter circle contour in the complex i.-plane as indicated. 
The integrand is analytic inside the contour (the one pole lies on the 
negative imaginary axis), so the integral around the contour is zero. As 
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R --+ co the contribution to the integral from the circular arc goes to zero 
(we omit the rather lengthy estimates that show this). Thus we have 
K,((zl,t)=i”+‘2(2z) ‘l ’ *’ 
! 
/I” cash ,i.t 
0 
for ItI < ns, and the integral is absolutely convergent. There is now no 
difficulty in letting r -+ 1 to obtain 
K((zl, r)=(4x) ‘I ’ i”+’ [’ exp 
! 
ii. jzJ2 coth 3-s 
- 
L 0 4 
2” cash it 
’ (sinh j.s)” ‘ii. 
(5.20) 
in (tl < ns. Of course, K( (~1, t) is a distribution on Heis,,, so the meaning of 
(5.20) is that this distribution equals the given function on the open set 
ItI < ns. 
Even though we have succeeded in computing only a portion of K, this 
computation yields some interesting data. First we observe that K(0, t) 
becomes unbounded as t --t +ns, so that K has a singularity at (0, fns). 
This is in contrast to the Euclidean case where the kernel of e I’.’ is 
smooth and bounded. In particular, there are no global L’ - L’ estimates 
for e m’.‘T. But there are local estimates, because K is clearly bounded and 
C” in It) <ns-6. 
Suppose ,f E L’ and has compact support (it is not enough to have .f sup- 
ported in a strip It/ < a because of the form of the Heisenberg convolution). 
Then for (z, t) varying over any compact set C’S Heis,,, for s sufficiently 
large we will have r i’Y:f‘ equal to a C’ function on C. and 
SUPclf LrY:f’/ = O(.r ‘I) as s--f x. 
6. HARMONIC ANALYSIS ON Fz,,,> 
We describe briefly how some of the results on harmonic analysis on 
Heis, can be generalized to the free nilpotent Lie group of step two. For 
simplicity we deal with F?,,, ‘, the free nilpotent Lie group of step two on 
2n generators. The case of an odd number of generators can be treated 
similarly, but we leave it to the interested reader. In principle, it should be 
HEISENBERC; GROUP HARMONIC ANALYSIS 395 
possible to handle any nilpotent Lie group of step two by the same techni- 
ques, but we will not attempt to do that here. 
In this section .Y will denote a variable in R2” and J’ will denote a 
variable in the space A2(R2”) of 2n x 2n skew-symmetric real matrices. We 
write .Y A s’ for the skew-symmetric matrix (X A .Y’),~ = X,X; - .Y~ x,‘. We 
let .Y X’ denote the usual inner product on IF!“’ and J’ ~3’ = ix,, k yir J,;~ for 
the inner product on A2(R2”), the factor 4 being present to compensate for 
the redundancy involved in using both ~3,~ and yk, as distinct coordinates, 
although .I’,~. = --v~,. We define Fz,,. 2 to be the space R2” x .42(R”“) 
equipped with the product 
(.I-, y) ( (.u’, J’) = (.Y + s’, J’ + J” - $.Y A x’). (6.1 1 
It is easily verified that F2,?, 2 forms a Lie group, and a basis for the left 
invariant vector fields is given by 
‘Y, =e+; -z -Yh & j = I, . . . . 2n 
h-l 
(6.2) 
Y,&. 
‘7?.,k 
1<;</k<2n 
(it should be understood that x::,i l s,(?/i?~,,) is really an abbreviation for 
which is expressed in terms of the variables J‘,~ with j < k). It is clear that 
Y,, span the center of the Lie algebra and [A’,, A’,] = Yx,, so we indeed 
have a free nilpotent Lie algebra of step two. We let 
(6.3) 
and define harmonic analysis on Fz,,, z to be the joint spectral theory of the 
operators Y,k and 9. 
Now the representations of Fr,,,* that are relevant are parametrized by 
v E A2(RZn). We recall that the canonical form for ,4*(R”‘) lets us write 
II 
ye= 1 i.,u,Ah I’ 
, -2 I 
(6.4) 
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where i, > 0 and a,, . . . . II,,, h,, . . . . h,, is an orthonormal basis of R*“. The 
Hilbert space for all these representations is L’(R”) and we define 
(6.5) 
where r, , . . . . e,, denotes the standard basis of W. It is obvious that 7~~ is
unitary, and a simple computation shows it is a representation. The resem- 
blance to the representations z,,. of Heis,, can be used to prove 
irreducibility (when all A, > 0). The entry functions for TC,, are given by 
Xl’ ! t-i -f ,$iy(x.h,)q Lit (6.6) ,=I 
and satisfy 
iy,,q4 C)=q,h&(U, 1.1. (6.7) 
In order to obtain eigenfunctions of Y we choose the same Hermite basis 
h, for L’(W) we did before, and we find 
-YE,l(hx, h/j) = i: jL,(l + 2x4 q/7,, Izp). 
,=I / 
Similar to the derivation of (2.14) and (2.15) we find 
(6.8) 
and so the Fourier inversion formula for Fz,,,r is 
f(x, y)= (2n) ‘z(‘z+“2 trace(f(n,) 7r,,(.~ y)) /det q)’ ’ dq (6.10) 
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(note that ny=, j., = [det vi”‘). We can rewrite this as 
(6.11 ) 
where 
Furthermore, by the same computation that leads to (2.19) we have 
(6.13) 
Although we have achieved an explicit spectral decomposition that bears 
a strong superficial resemblance to that for the Heisenberg group, we have 
a decidedly more complicated situation. If we want to compute the spectral 
projection operator associated to a fixed cz for a11 ye, 1 ,f’ * q,,, z &. we come 
up against the obstacle that 1 cp,!.. & is not an absolutely convergent 
integral (217 3 4). It seems likely that these operators are more singular than 
the usual CalderonZygmund operators. and the L” summability of (6.1 I ) 
appears to be a difficult problem. 
On the other hand, the Plancherel formula analogous to Theorem 2.6 is 
easy to find. As before, the argument hinges on observing 
by the irreducibility of zq and then computing the constant CI(X, q) by 
choosing U= z! = h,. The integral then breaks into a product of )I 
two-dimensional integrals. each of which is just 2n!i,, as in the proof of 
Theorem 2.6. Thus 
~(a, q)= (27~)” /det q/ ” 
and the Plancherel formula is just 
(6.14) 
There is also a motion group in this context. If !J E O(211) is any 
orthogonal matrix then the action (.u, .r) --f (p.r, p.rp ‘) is an 
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automorphism of Fz,,, z (because px A px’ = p( s A x’) /I ’ ). Let MF,,,, z 
denote the semi-direct product of 0(2rz) and F,,,. z determined by this 
action. It is easy to see that the representation n,, is sent to II,, l,,(, under 
this action, and the action commutes with I/‘. Now for a generic q, the 
orbit p “1~ as p varies over O(n) is just the set of skew-symmetric matrices 
of the form (6.4) with fixed j., , . . . . A,, and arbitrary LI,. . . . . II,,, h,, . . . . h,, (we 
can of course run this orthonormal basis together to form a matrix in 
0(2n)). Therefore the decomposition of L2(F,,,, J into an integral of 
irreducible representations of MF ?,!, 1 is essentially accomplished by writing 
(6.11) in “polar” coordinates (here irreducibility and inequivalence is 
understood to hold almost everywhere). Let d(u, h) denote the Haar 
measure on U(n) (also the natural measure on the set of orthonormal 
bases). Then the “polar coordinate” integration formula is 
(see [Hel, p. 3821, the constant c depending on the normalization of Haar 
measure). We write A. = (I,, . . . . A,,) and let S denote the simplicial cone 
0 < i, < A, < < A,, in Iw”, and define 
@,.T=(. i ” O(ZE.,il, A h,,.AJ) (6.16) 
for A E S. Then ,f * @;,, 2 are the pointwise projection operators associated 
with (pairwise inequivalent) irreducible representations of MF,,,, ?, and 
~‘=cC J ,f’* O,.,. ,” (if-j.f)‘di, . ..(~A.). (6.17) 
x s 
is the decomposition into irreducibles. 
In order to do any explicit calculations using the harmonic analysis on 
F 211. 2 it would be very useful to have a more explicit expression for @,, r. 
7. THE RADON TRANSFORM ON F2,?,? 
We define a Radon Transform on Fz,$. 2 by 
= x’, y - $ .Y A .Y’) d-x’. (7.1 1 
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A simple computation shows that R is self-adjoint. Our first goal is to find 
an inversion formula. Let us write .3 for the ordinary Fourier transform in 
the x variables, .9? for the Fourier transform in the ,J’ variables, and 9 for 
the full Fourier transform in all variables. We observe that 
(x A x’) . ty = --.Y’ . ‘I.’ (7.2) 
for q a skew-symmetric matrix. A direct calculation then shows that 
Now we use the fact that almost every q is invertible. (Of course, this is 
only true because we assumed the number of generators is even.) Define an 
operator J by 
Jf(x, .I’) = f( - 2.r ‘x, ,I,) (7.4) 
for .)’ invertible. Then from (7.3) we have 
Rx,+-;‘J ‘9 (7.5) 
so that, at least formally, 
R ‘=.Y ‘Jr4. (7.6) 
To obtain a better inversion formula we recall the definition of the 
Pfaflian, 
where the sum is over all permutations on 2n letters, and the fact that Pf(jl) 
is a square root of det(y), 
det( .r) = Pf( .r )‘, .r skew-symmetric. (7.8) 
Let Pf(d/+) denote the obvious differential operator. Then 
Pf $ f’(x, y) = i”,Fz ’ 
i:> 
Pf( 1‘ ) C% .f‘( 9, .r’ ). (7.9) 1 
THEOREM 7.1. The operator (47~) ” Pf(ij/?!tl) R is a unitar?, operator on 
L’(F,,,. I) and 
(7.10) 
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Proof: To begin with take .f‘~.y, so that Rf is smooth and so 
Pf(d/?y) Rf is a well-defined function. Combining (7.5) and (7.9) we have 
pf 2 Rf’=i”.9, I 
i ) ?y, 
Pf( J) J ‘.F. 
Since 9? ’ and F are known to be multiples of unitary operators, and 
it follows that Pf(?/?y) R is a multiple of a unitary operator, and it is easy 
to verify the correct constant. 
Now (7.10) is equivalent to 
(7.11) 
for all f‘~ L”, but it suffices to show this for ,f’ in a dense subspace, say 
,f’~ ,Y’, because we know Pf(d/i?y) R is a bounded operator. But (7.11) is 
equivalent to 
(7.12) 
for all g E .Y. But 
=(471) “’ (RPf($) Rfl Pf(;),) 
the first equality being an integration by parts which is valid because g E ,Y, 
and the second is the self-adjointness of R (here both Pf(c?/c?)l) Rf’ and 
Pf(zl/ay) g are in L’). But for go .Y it is easy to verify R Pf(?/i;>,) g = 
Pf(d/ijy) Rg so (7.12) follows by the unitarity of (47~) ” Pf(?/?J%) R. Q.E.D. 
Again we must be careful in commuting R and Pf(r^‘/?>,) in (7.10), since 
even for .f E Y, Rff may not be well defined. However, we can write 
R ’ = ( - 1 )” (47~) “‘R det(ZldJ,). (7.13) 
HEISENBERG GROUP HARMONIC ANALYSlS 401 
Of course, both (7.10) and (7.13) must be interpreted via a limiting process 
if we want to apply them to ,f’~ L’. 
Incidentally, the identity (7.3) remains valid on Fz,,+ ,, 2 and shows that 
R is not invertible in this case. Indeed we will have Rf-O if 
F;f( - fl/.v, q) = 0 for all q and .Y. But the set (( - fq.~, q)} is a closed set of 
measure zero in F,,, + , 7, and so it is easy to find a non-trivial function 
,f’~ .‘Y for which .e:/’ vanishes there. In fact, when 2tz + I = 3. any function 
of the form 
Next WC consider the Lp mapping propertics of R. 
THEOREM 7.2. R is a hounded oprrrrtor ,fkom L1' to L" if’ und on!,. if’ 
p = 2n/(tr + l/2) and y = 2n/(tl- I j2). 
Proof1 The necessity of the conditions on p and q follows as in the 
proof of Theorem 4.1 by considering the two-parameter family of dilations 
6( t, , t,) ,f’(x, J) =,f’(t, X, t2 .v). To prove the boundedness of R we consider 
the analytic family of operators 
where 
The choice of ;‘, is determined by 
(7.14) 
(7.15) 
(7.16) 
Assuming the lemma, we complete the proof of the theorem. We see from 
(7.16) that R= T,, 1 ?. Now when Re CC = 0 it is obvious that T, is bounded 
from L’ to L * (there is a singularity at E = 0 owing to the 7% factor, but 
this is easily taken care of by multiplying by r”). TO see what happens 
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when Re 3 = n we first do a variant of the calculation that led to (7.3) 
(using (7.16)) to obtain 
F2T, f’(x, q) = (det q)” “+ ’ ’ .F;f‘( -$,x, q). (7.17) 
Since the Fourier transforms preserve L’ we can estimate 
jj T, .f Jj 5 = c j-1 (det q)’ Re ’ 2”+’ J+ti-~~~.~.sj12~~.~~~~, 
Z( 
if lFf’(.u, q)I’dx= (’ I# w. 
if Re CI = n. This gives us the L2 ---f L2 estimate, and interpolation gives the 
Lp + Ly boundedness of R. Q.E.D. 
Proof‘ of Lemma 7.3. This result is analogous to results due to Stein 
[St1 ] and Gelbart [Gt] for complex and real n x n matrices. First we 
argue that the family of distribution 
can be analytically continued for all complex a. Note that h, is 
homogeneous of degree -2ncr, and it satisfies 
for A any invertible 2n x 2n matrix. It is easy to see that these conditions 
characterize h, up to a scalar factor. Therefore, we must have 
for some constant cl. To compute the constant we take the inner product 
of both sides of (7.18) with the test function e V +?. Since 
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so the proof will be complete if we can show 
((det .r) ‘, c 
for some constant c,, independent of CC But the “polar coordinates” formula 
shows 
I 
=(f! "' >i / a 0 
“i,’ (A, . ..i..,)- 12exp -(if+ .,. +I.:)/2 
I = c,, s 3 :,' (x, ' I,,) ' ' ' CJ " . .CI ', n (x, - xh )' & (7.20) 0 /<A 
Now if we expand out n,,, (s, - xk)’ and do the one-dimensional integra- 
tion we see that (7.20) is a sum of terms of the form r( -2 + $+ h,) 
f-( - cx + 4 + h3) . I-( -X + 4 + h,,), where h, , . . . . h,, are non-negative 
integers with 1 h, = rz(n - 1). A complicated induction argument yields 
(7.19). Q.E.D. 
Finally, we describe the action of R with respect to the harmonic 
analysis on F,,,, z developed in Section 6. We observe that R commutes with 
the action of the motion group FM2,,, z and therefore must act as a multi- 
plier transformation for the decomposition (6.17) 
&f= C J m(j,, sr),f’* @,., 1 n (2: - 25) dE, 
1 .5 /Sk 
if ,f‘ is given by (6.17). Note that this implies 
(7.21) 
Rf‘=C J- m(8rl), u).f’ * (Pq. 2Q (7.22) 
1 .I! 
if f’ is given by (6.11) for the same multiplier nz (by j.(q) we mean of course 
the values i., , . . . . i-,, in the canonical form (6.4)). 
To compute the multiplier we observe that (7.22) means 
Rvr,. x = Marl), ‘%I (P,,. 2 (7.23) 
and it is relatively easy to compute both sides at the origin, so 
m(2, r) = E,(h,, /2,)(x, 0) du, (7.24) 
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since E&h,, A,)(O, 0) = I. To compute (7.24) we introduce complex coor- 
dinates into R”’ by setting 2, = I. II, + i.u h,. and then 
SO 
by (5.10) (with N = 0, n = 1). Thus 
Itf=(471)"x (-1)‘“’ [ (detq) ‘Z,f’*q,I,z~Iq (7.25) 
2 I ,? 
if f’ has the form (6.11). This could be used to give another proof of 
Theorem 7.1. 
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