We study a scalar field theory with a non-standard kinetic term minimally coupled to gravity. We establish the existence of compact boson stars, that is, static solutions with compact support of the full system with selfgravitation taken into account. Concretely, there exist two types of solutions, namely compact balls on the one hand, and compact shells on the other hand. The compact balls have a naked singularity at the center. The inner boundary of the compact shells is singular, as well, but it is, at the same time, a Killing horizon. These singular, compact shells therefore resemble black holes.
Introduction
This paper investigates self-gravitating compact solutions of a non-linear scalar field theory with a non-canonical kinetic term. Recently it has been established that relativistic non-linear field theories may have static (solitonic) solutions with compact support, such that the fields take their vacuum values identically outside a compact region. Solitons of this type are called "compactons". At the moment, there are two known classes of field theories which may have compacton solutions. One possibility is that the (scalar) field of the theory has a potential with a non-continuous first derivative at (some of) its minima, a so-called V-shaped potential [1] - [10] . The other possibility consists in a non-standard kinetic term (higher than second powers of the first derivatives) in the Lagrangian [11] , [12] , a so-called K field theory. It may be interesting to mention at this point that K field theories have found some applications already in cosmology as a candidate for dark energy, where theories of this type are known as "K essence", or "generalized dynamics", see, e.g., [13] - [18] . They have been also applied to topological defect formation, see, e.g., [19] , [20] .
In both cases of V-shaped potentials and of K theories, respectively, the exponential approach to the vacuum typical for conventional solitons is replaced by a power-like approach. Further, the vacuum value is reached at a finite distance (the "compacton boundary"), and the second derivative of the field is non-continuous at the compacton boundary. In some cases, the compacton solutions are, therefore, weak solutions (i.e., they do not solve the field equations at the boundary) which, in these cases, is not problematic, because the space of weak solutions is the adequate solution space for the corresponding variational problem. When gravitation is included, the stronger continuity requirements for a space-time manifold might render such a behaviour problematic, so let us emphasize already at this point that this does not happen for the self-gravitating compact solutions considered in this paper, i.e., all solutions are strong solutions of the Einstein equations.
Like in the case of conventional solitons, for compactons it is also much simpler to find solutions in theories in 1+1 dimensions. We remark that for some non-relativistic theories (generalizations of the KdV equations) compactons were already found in [21] , [22] . The most direct generalization of topological compactons to higher dimensions faces the same problems like in the case of conventional solitons, and also one possible solution is the same, namely the introduction of additional gauge fields, like in the case of vortices and monopoles [23] . Other possibilities to find higher-dimensional compactons consist in choosing more complicated topologies for the target space [24] or in allowing for a ically integrating the ODE for spherically symmetric compact balls. In Section 3, we couple the model of the previous section to gravity via the usual, minimal coupling. We derive the Einstein equations for spherically symmetric configurations and discuss in detail their properties. We then present some explicit compact boson star solutions by numerically integrating the ODEs for the spherically symmetric configurations, and, finally, we investigate the singularities which form in these solutions. We find, in fact, two types of solutions which have two different types of singularities. The first type has naked, point-like singularities and is, thus, consistent with the "no scalar hair" conjecture. The second type has a surface-like singularity that is, at the same time, a singular boundary of space-time, and the locus of a (Killing) horizon. This second type of solution, therefore, exhibits some similarity with a black hole. Section 4 contains a discussion of these results as well as some speculations about possible astrophysical or cosmological applications of compact boson stars of the type studied in this paper.
The non-gravitational case
We want to study the simplest possible scalar field theory in 3+1 dimensions with a quartic kinetic term and a standard potential which gives rise to the formation of non-topological compact solitons (i.e. compactons). Therefore we choose the Lagrangian
where
We remark that, in the case at hand, the Derrick scaling stability criterion does not exclude the existence of static solutions, thanks to the non-standard, quartic kinetic term. The absolute value symbol in the kinetic term is necessary to ensure boundedness from below of the energy. For static configurations this absolute value symbol is immaterial in the case without gravity, because the metric functions are given functions with a fixed sign. For the case with gravitation included this is not guaranteed a priori because the metric functions have to be determined from the Einstein equations and could, in principle, change sign (as happens, e.g., in the case of the Schwarzschild solution). We will find, however, that such a sign change is not possible in our model. 
Now we assume spherical symmetry φ = φ(r) then the Euler-Lagrange equation takes the form 1 r 2 r 2 φ ′3 ′ − 2λφ = 0.
It is convenient to introduce the new variable s = r 1/3 instead of r. In the variable s equation (4) takes the form
The advantage of the new variable s is that solutions have a power series expansion about zero in the variable s, but not in r. We remark that this will no longer hold in the case with gravitation included. There solutions will have a regular power series expansion about r = 0 in the variable r. For brevity, in the sequel we shall call the variable s "radius", as well, and distinguish the two variables only by their respective letters. 
Expansion at the boundary
As always in the case of compactons, we now assume that there exists a certain radius s = S where the field takes its vacuum value, and its first derivative vanishes. Further, the second derivative is nonzero from below (for s < S), whereas it is zero for s > S (such that φ takes its vacuum value zero for s > S). Indeed, expanding φ(s) around s = S,
and assuming that φ(s = S) = φ ′ (s = S) = 0 we get a cubic equation for f 2 with the three solutions
If we further assume, without loss of generality, that φ takes the positive value f 2 = +(3/2) √ 3λS 4 for s < S and the vacuum value f 2 = 0 for s ≥ S then the higher coefficients f j are uniquely determined by linear equations and we find the expansion
We remark that also in the r variable the function φ(r) approaches its vacuum value quadratically at r = R ≡ S 3 , because the conditions φ(S) = φ ′ (S) = 0 are invariant under a variable change. Indeed, we find
Expansion at the center
Plugging a Taylor series expansion around s = 0 into eq. (5) we find that the first two coefficients φ(s = 0) ≡ φ 0 and φ ′ (s = 0) ≡ α remain undetermined, whereas the higher ones are determined uniquely by linear equations. Due to the strong suppression factor s 8 at the r.h.s. of eq. (5) we find that the coefficients of s 2 to s 9 are, in fact, zero. Concretely we find φ(s) = φ 0 + αs + 3φ 0 5α 2 λs 10 + 27 55α
The three next higher order terms O(s 19 )−O(s 21 ) include only terms proportional to λ 2 .
Compact ball solutions
We shall find solutions explicitly by numerical integration. But before performing these calculations we want to discuss some generic features of eq. (5) which allow to establish both the existence and several properties of these compact ball solutions. A first indication for the existence of solutions can be found by counting the number of boundary conditions and free parameters in the numerical integration. There are two possibilities for the numerical integration, namely a shooting from the center, or a shooting from the boundary. If we shoot from the center, there are altogether three free parameters, namely φ(0) ≡ φ 0 , φ ′ (0) ≡ α, and the compacton radius S. On the other hand, there are two boundary conditions that have to be obeyed for a compacton, namely φ(S) = φ ′ (S) = 0. Therefore, we expect the existence of a one-parameter family of compact balls which may be parametrized, e.g., by the compacton radius S. If we shoot from the compacton boundary, the only free parameter is the compacton radius S. On the other hand, there are no boundary conditions at s = 0, because both φ(0) and φ ′ (0) are undetermined by the expansion at s = 0. So again we expect a one-parameter family of solutions.
Further conclusions may be drawn by a closer inspection of eq. (5). Firstly, we observe that eq. (5) is invariant under the reflection φ → −φ. Therefore we may choose φ 0 ≡ φ(0) > 0 without loss of generality. Secondly, it follows immediately from eq. (5) that away from the center (i.e. for s > 0) it holds that if φ > 0 then φ ′′ > 0. As a consequence, if φ 0 > 0 and α ≡ φ ′ (0) > 0 then the scalar field φ will grow indefinitely and may never reach its vacuum value φ = 0. We conclude that a compact ball requires α < 0. Now for generic α < 0 the following may happen. If for a fixed value of φ 0 the slope is too weak (i.e. if |α| is too small) then φ(s) will reach a point s 0 where φ ′ (s 0 ) = 0 before it reaches φ = 0. At this point s 0 the second derivative φ ′′ (and, consequently, all higher derivatives) becomes singular and the integration breaks down. On the other hand, if |α| is too big, then φ will cross the line φ = 0 instead of touching it, and then develop towards more and more negative values of φ indefinitely. It follows that there exists an intermediate value of α such that φ touches the line φ = 0 instead of crossing it. This is the compact ball solution, and the point s = S where the touching occurs is the compacton radius.
The explicit numerical integration confirms the behaviour described above to a high precision. In the numerical integration we mainly used shooting from the compacton boundary because of the lower number of free parameters, which makes the scan for compacton solutions less time consuming. A typical solution of the numerical integration is shown in Figs. 1, 2 . Here, in Fig. 2 we plot the solution of Fig. 1 , but using r as the independent variable. The non-analytical behaviour in r (the spike at r = 0) can be clearly seen.
Finally, let us remark that, as always in the case of compactons, we may obtain multi compacton configurations by distributing several non-overlapping com-pactons with different centers in flat space.
Energy functional
We found that there exist compact ball solutions for arbitrary values of the field at the center φ 0 (or, equivalently, for arbitrary values S of the compacton radius), and it is easy to see that these different values of φ 0 correspond to different values of the total energy. Therefore, compact balls do not correspond to genuine critical points of the energy functional, and one may wonder why solutions do exist at all. There are two possible ways to understand this puzzle. Starting from the reduced energy functional for radially symmetric fields, the answer is that variations of the energy functional may receive contributions from the boundary, and it is precisely these variations of the boundary which give nonzero contributions to the energy functional for a compact ball solution. The second, equivalent answer is that the compact balls solve an inhomogeneous equation with a delta function source term. This we want to demonstrate explicitly in the sequel. In a first step, we write down the energy functional and then use the principle of symmetric criticality to rewrite this energy functional as a functional for radially symmetric field configurations (the principle of symmetric criticality just states that this reduction of the energy functional to radially symmetric configurations provides the correct radially symmetric field equations if the field equations are compatible at all with this symmetry reduction -i.e., with the ansatz φ = φ(r)). We get
For the variation of the functional we find
where we performed a partial integration and used the fact that φ is a compact ball solution which takes its vacuum value for r ≥ R. Using the small r behaviour φ(r) ∼ φ 0 + αr 
Therefore, the variation of the energy functional for compact balls is zero only under variations which do not change the value of φ at the center, δφ(0) = 0. A second, equivalent interpretation is like follows. We may require invariance of the energy functional under general variations, but then, using δφ(0) = drδ(r)δφ(r), we find the inhomogeneous equation with a delta function source term,
Here the strength of the source term is related to the value of φ at the origin, φ 0 , so different φ 0 (and, therefore, different energies) just correspond to different equations, i.e., different strengths of the source term. The coefficient of the source term depends directly on α ≡ φ ′ (0), but for finite energy solutions (that is, compact balls), there exists a definite relation between α and φ 0 , so the source term determines φ 0 uniquely. 
The model with gravity
We now consider the scalar field model of the previous section coupled minimally to gravity. The action reads
where, as before,
Further, R is the curvature scalar, and g is the determinant of the metric tensor. We now assume a spherically symmetric space time, then the line element ds 2 may be chosen in the form
where for consistency we have to assume that φ = φ(r) depends on the radial coordinate r only. The Euler-Lagrange equation for φ(r) takes the form
The Einstein equations may be obtained from the Einstein tensor, which has the independent components
(G 33 is not independent but obeys G 33 = sin 2 θG 22 ), and the energy-momentum tensor
with the independent components
The Einstein equations read
Here several comments are appropriate. Firstly, there seem to be four equations (the field equation (17) and the three Einstein equations) for three real functions φ, A and B. As always in the case of one real scalar field, these equations are, however, not independent. The field equation may, in fact, be derived from the three Einstein equations. Further, in the case at hand, the field equation (17) may be derived from the three Einstein equations in a purely algebraic fashion (i.e., without performing additional derivatives). This follows easily from the fact that both the field equation (17) and the third Einstein equation (27) are of second order. Therefore, the field equation and the third Einstein equation are completely equivalent, at least in non-vacuum regions where φ ′ = 0 (in regions where φ ′ = 0 the field equation is more restrictive, because its derivation from the Einstein equations requires a division by φ ′ ). We remark that the above feature is not always true (in some cases the Einstein equations are more restrictive and have to be used, because the derivation of the field equations involves further derivatives).
Secondly, the function A appears in all equations only in the combination (A ′ /A) and derivatives thereof (this is also true for Eq. (27), where it is not completely obvious). Therefore, one may eliminate the function A with the help of Eq. (26) from all the remaining equations. One may choose a set of two independent equations in φ and B from these remaining equations, solve them for φ and B, and determine the corresponding A from Eq. (26) in a second step. It is obvious from Eq. (26) that A is determined up to a multiplicative constant. The choice of this constant just corresponds to a constant rescaling of the time coordinate. This constant will be fixed by the condition that asymptotically (that is, for r bigger than the compacton radius R ), the metric is equal to the Schwarzschild metric, i.e.,
(we will find that the compacton radius is always bigger than the Schwarzschild radius, R > R s , and that a horizon never forms). Concretely, for the two independent equations for B and φ we choose Eq. (25) for B and the field equation Eq. (17) for φ, where we eliminate both (A ′ /A) and B ′ from the latter equation with the help of Eqs. (26) and (25) . It will be useful for our discussion to display the resulting system of two equations again. We get
for B and
for φ (here sign(B) ≡ (|B|/B) is the sign function). We remark for later use that if we forget about the sign function, then the equations for negative B may be recovered from the equations for positive B by the combined coupling constant transformations
Qualitative behaviour of B
Before starting the numerical investigation and the expansions at the compacton boundary and at the center, we want to draw some conclusions on the behaviour of the function B. Concretely, we want to show that for a nonsingular scalar field φ, B(r) cannot approach zero from the inside, that is, from smaller values of r. This implies that when B(r) takes the value zero at some radius r = r 0 , then B(r) is not defined for r < r 0 . Differently stated, if we start the integration at some value r > r 0 where B(r) > 0 (this we assume because we want to connect to the Schwarzschild solution), and we then integrate downwards (i.e. towards smaller values of r), then the integration breaks down at r = r 0 . We shall find in the sequel that at this value a singularity forms, that is, some curvature invariants become infinite at r = r 0 . Here we have to distinguish two cases, namely r 0 = 0 or r 0 > 0. In the case r 0 = 0 the singularity is just a point at the origin of our coordinate system, whereas for r 0 > 0 the locus of the singularity is a two-sphere S 2 , so space has a singular boundary with S 2 topology. We shall call solutions of the first type "compact balls" in the sequel, whereas the second type (with the singular inner boundary of S 2 shape) are called "singular shells". We discuss this behaviour here because it is precisely what is found in the numerical integration (that is, if we start at some compacton boundary r = R and then integrate towards smaller r, B will always hit the line B = 0, either at r = 0 or at some nonzero r = r 0 ).
It remains to demonstrate that B cannot be continued to the region r < r 0 . If B > 0 for r > r 0 and approaches zero at r = r 0 , then necessarily (B ′ /B) > 0 for r > r 0 but sufficiently close to r 0 . A continuation to r < r 0 may either cross zero, in which case B < 0 and B ′ > 0 for r < r 0 but sufficiently close to r 0 . Or the continuation may return to the region B > 0 for r < r 0 , in which case B > 0 and B ′ < 0 for r < r 0 but sufficiently close to r 0 . In both cases the ratio between B ′ and B is negative, (B ′ /B) < 0 for r < r 0 but sufficiently close to r 0 . The inequality (B ′ /B) < 0 is, however, incompatible with Eq. (29) for r < r 0 and sufficiently close to r 0 . In fact, the r.h.s. of Eq. (29) is manifestly positive for r close to r 0 . The first term (1/r)(1 − B) ∼ (1/r) is positive and not small. The second term, κ 2 r(φ ′4 /4|B|), is positive, and its magnitude depends on φ. The third term, κ 2 λrBφ 2 , may change sign if we assume that B does. It is, however, small near r 0 , because it is proportional to B itself. The conclusion is that the ratio (B ′ /B) is always positive near r = r 0 and, therefore, B cannot be continued to values r < r 0 .
In a next step, we want to prove that a Schwarzschild type horizon of B is impossible for compacton solutions, too. We remind the reader that the Schwarzschild solution for B is
For a Schwarzschild type horizon coordinate singularity we, therefore, expand
We now insert this expansion into Eq. (30) where we assume at the moment that r > R s , that is, ǫ > 0 and, therefore, B > 0. Eq. (30) then becomes
and we immediately find that f 0 = 0 because otherwise the coefficient of ǫ −2 in Eq. (34) cannot be set to zero. For f 1 we find a cubic equation with the three solutions
For f 1 = 0 it follows easily that all the higher f i are zero, as well, so that φ ≡ 0 takes its vacuum value everywhere, and we are back to the Schwarzschild solution B = B S for the metric function B. For non-zero f 1 we may choose the positive root f 1 = R s √ λ without loss of generality. This choice corresponds to a formal solution, but the resulting scalar field φ grows without bound for increasing ǫ, as follows easily from Eq. (34). Indeed, φ can avoid unbound growth only if φ ′ = 0 somewhere in the region ǫ > 0, but φ ′ = 0 implies 2λB 2 φ = 0 which is impossible (φ is nonzero at its maximum by assumption, whereas B cannot approach zero in the direction of growing r, as we know from the last paragraph). Specifically, the formal solution for nonzero f 1 can, therefore, never join a compacton with its compacton boundary somewhere in the region r > R s . Reversing the argument, we conclude that a horizon of the Schwarzschild type can never form for a compact ball solution.
We still want to know what happens near a Schwarzschild type horizon for r < R s , i.e., ǫ < 0. There B < 0, and we remind the fact that solutions for B < 0 may be inferred from solutions for B > 0 by the coupling constant transformation (31), specifically λ → −λ. We therefore find for the linear coefficient f 1 = (0, ±iR s λ), and obviously only the trivial vacuum solution f 1 = 0 ⇒ φ = 0 is real and, therefore, physically acceptable. We conclude that the only possible field configuration inside a horizon is the vacuum configuration φ ≡ 0. We might still ask what happens if we try to put a compacton strictly inside the horizon, that is, at a compacton radius R < R s . We will find that the result is the same, i.e., the nontrivial expansion coefficients for φ become imaginary, and only the trivial vacuum configuration φ ≡ 0 is possible inside the horizon.
We conclude that for compact boson star solutions the function B can never be negative, B ≥ 0.
Behaviour at the boundary
Now we assume the existence of a compact boson star boundary, that is, a radius r = R where φ(R) = φ ′ (R) = 0, whereas the second derivative is zero from above but nonzero from below. Assuming that B is nonnegative (because we want to smoothly join it to the Schwarzschild solution for r > R), and plugging the power series expansions around r = R
into (29) and (30) gives
As expected, we find three roots for f 2 , so the vacuum solution f 2 = 0 for r > R may be smoothly joined to one of the two nontrivial roots of f 2 at r = R. In the sequel we choose the positive root f 2 = (1/2) λ/3b 0 without loss of generality. We remark that for negative B the nonzero roots of the coefficient f 2 become imaginary, as already announced in the previous section.
Inserting, further, the power series expansions above and the one for A,
into Eq. (26) for A we get
For the expansion coefficients of B and A we, therefore, find that also for nonzero f k , the leading behaviour of A(r) and B(r) close to r = R is like for the vacuum (i.e., Schwarzschild) solution. The first contribution of a nonzero f 2 appears in a 6 and in b 5 . An easy way to see this is to study the power series expansion of the product AB for r < R,
where the positive nontrivial root of f 2 was inserted. For r > R, A and B should form the Schwarzschild metric, which fixes the constant a 0 to the value a 0 = b
0 . On the other hand, b 0 is a free parameter which is related to the Schwarzschild radius R s or to the asymptotic Schwarzschild mass m s = (R s /2) of the asymptotic Schwarzschild metric, as well as to the compacton radius, via
We find that the expansion at the compacton boundary leaves us with two free parameters, namely b 0 and the compacton radius R. Equivalently, we may choose the Schwarzschild mass m s ≡ R s /2 and the compacton radius as free parameters. Before studying the expansion from the inside, let us discuss briefly what to expect for an integration which starts at the compacton boundary and proceeds towards smaller r. It holds that at r = R, B(R) > 1 and φ(R) = φ ′ (R) = 0, therefore B ′ (R) is negative and B will at first increase towards smaller values of r, see Eq. (29) . For even smaller values of r, the additional, positive terms at the r.h.s. of Eq. (29) start to contribute, so B ′ may become positive or negative, depending on the relative strength of the different terms at the r.h.s. of Eq. (29) . It turns out numerically that for a certain radius B ′ always becomes positive such that B starts to shrink towards smaller values of r. Once B has shrunk sufficiently such that B < 1, then the r.h.s. of Eq. (29) is necessarily positive, such that B has no other choice than shrinking further. Numerically, this is exactly what happens, for all possible values of the two free parameters. Therefore, for sufficiently small r, there are the following three possibilities for the behaviour of B. It may shrink to a nonzero value at r = 0, i.e., B(r = 0) > 0. We will see that there exists only one isolated solution for B(0) > 0 (i.e., without free integration constants), and this solution cannot be connected to a compacton boundary. Or B may go to zero at r = 0, B(r = 0) = 0. We will see that two different kinds of solutions of this type may be connected to a compacton boundary. They will form the solutions of the compact ball type. The third possibility is that B becomes zero already for a nonzero r = r 0 , i.e., B(r = r 0 > 0) = 0. These are the singular shells.
Expansion at the center
In this section we assume that a solution exists locally near r = 0. We insert the power series expansions for φ and B
into (29) and (30) . In a first step we want to assume thatb 0 > 0. Cancellation of the coefficient of r −1 in Eq. (29) then requiresb 0 = 1, whereas cancellation of the coefficients of r −1 and r 0 in Eq. (30) requiref 0 = 0 andf 1 = 0. All higher expansion coefficients are uniquely determined (up to an overall sign of φ), that is, the solution is an isolated one without free integration constants. Explicitly, we find (we choose the plus sign for φ)
This solution behaves like at a compacton boundary already at the center r = 0 (i.e. φ(0) = 0, φ ′ (0) = 0), and the question is whether it can be connected to a compacton boundary at some nonzero r = R. It follows easily from Eq. (30) that this is impossible. Indeed, if φ takes its vacuum value φ = 0 at two different radii, then it must pass through a local maximum at some r = r 0 between the two radii (where φ(r 0 ) > 0 and φ ′ (r 0 ) = 0). But the existence of this maximum is incompatible with Eq. (30) .
Therefore, we now assumeb 0 = 0 and find Here,f 0 ,f 1 andb 1 are free parameters (integration constants). We remark that for compact ball solutions (that is, for the correct matching to a compacton boundary) bothf 0 andf 1 have to be nonzero. On the other hand, there will exist solutions withb 1 = 0. In this case the leading terms of the expansion read
The power series expansion for A has to be treated independently forb 1 = 0 and b 1 = 0, because the leading behaviour for small r is completely different, being A(r) ∼ r −1 forb 1 = 0, and A ∼ r 2 forb 1 = 0, as may be inferred easily from Eq. 
The leading coefficientsā −1 orā 2 , respectively, are free parameters in the power series expansion. They appear as linear factors also in all higher coefficients, in accordance with our observation that A is determined up to a multiplicative constant. They cannot be determined from the local analysis at r = 0, but must instead be determined from the condition that A approaches a Schwarzschild metric at the compacton boundary.
Selfgravitating compact ball solutions
Before explicitly performing the numerical integration, we again want to determine the number of free parameters and boundary conditions, both for a shooting from the boundary and for a shooting from the center. Here we only consider the parameters and boundary conditions for φ and B, because these two can be determined from the system of two equations (29) and (30) . A may then be determined from Eq. (26) in a second step, and we know already that the multiplicative constant which is the free parameter of A must be determined by a matching to the Schwarzschild metric at the compacton boundary. At the compacton boundary there are two free parameters, namely the compacton radius R and the Schwarzschild (or asymptotic, ADM) mass m s . Concerning the conditions that have to be imposed at the center r = 0, we have to distinguish the caseb 1 = 0 from the caseb 1 = 0. In the caseb 1 = 0, there are no conditions imposed at r = 0, because the first two coefficientsf 0 andf 1 of φ are unrestricted, and the fact thatb 0 = 0 does not count as a boundary condition, because it is true for all generic solutions that exist locally near r = 0 (we remind the reader that the solution withb 0 = 1 is an isolated solution with no free parameters). We, therefore, expect a two-parameter family of solutions. Specifically, for a fixed Schwarzschild mass we expect to find a one-parameter family of compact ball solutions with different radii. We shall call this type of solutions withb 1 > 0 "large compactons" in the sequel.
In the caseb 1 = 0, this condition provides exactly one boundary condition at r = 0. In this case we, therefore, expect a one-parameter family of solutions. Specifically, for a fixed Schwarzschild mass m s we expect only one compact ball with a fixed radius. We shall refer to this type of solutions as "small compactons".
An analysis of the shooting from the center leads to the same results. For the caseb 1 = 0 (large compactons), there are four free parameters, namelyb 1 itself, f 0 ,f 1 , and the compacton radius R. Further, there are two boundary conditions at the compacton boundary r = R, namely the conditions φ(R) = 0 and φ ′ (R) = 0. Therefore, we expect a two-parameter family of compact ball solutions. In the caseb 1 = 0 (small compactons), we are left with three free parametersf 0 ,f 1 and R and the same boundary conditions at r = R, therefore we expect a oneparameter family of solutions.
The explicit numerical integration completely confirms the above results. Concretely, we prefer to shoot from the boundary because of the smaller number of free parameters. There, the free parameters are the Schwarzschild mass m s = R s /2 (where R s is the Schwarzschild radius), and the compacton radius R. In the numerical integration we choose a fixed m s and then perform the integration for different values of R. We already know from the discussion of the previous sections that a solution cannot exist for R ≤ R s . For R > R s , we find the following behaviour. If R is too small, then in the integration from r = R towards the center B reaches zero already at a nonzero radius r = r 0 , i.e., B(r 0 ) = 0. These singular shell solutions shall be discussed in the next subsection. Increasing R further, it reaches a minimum value R = R sc (where sc stands for "small compacton") such that B approaches zero at r = 0. For this minimum value of R, B approaches zero quadratically, B ∼ r 2 , i.e., it corresponds to the caseb 1 = 0, the small compacton. Two examples (for m s = 0.1 and m s = 1.5, respectively), are shown in Figures  3-8 .
Further, we show, in Figures 9-11 the dependence of R and the values of φ and φ ′ at the origin r = 0 as a function of the Schwarzschild mass m s (which we use as the only free parameter in the case of small compactons). We remark that for sufficiently large Schwarzschild mass m s , the relation between the compacton radius R sc and the Schwarzschild mass m s plotted in Fig. 9 may be well approximated by the linear interpolation formula
and R sc is always above the Schwarzschild radius R s = 2m s , i.e., R sc > R s (this inequality remains true also for small values of m s where the above linear interpolation cannot be used). For values of R which are larger than R sc for a given m s (the radius of the small compacton), B approaches zero linearly. This corresponds to the caseb 1 > 0, i.e., to the large compacton. There exist solutions of this type with arbitrarily Schwarzschild mass m s = 1.5) for sufficiently large radius. There exist, in fact, some subtleties related to the large compacton solutions, which we want to discuss now. First of all, smaller values ofb 1 do not correspond to smaller values of the compacton radius (specifically, the radius of the small compacton is not reached by the limitb 1 → 0 of the large compacton radius). Quite on the contrary, small b 1 corresponds to large compacton radius, as can be seen easily in Figure 13 . This demonstrates again that the small compacton caseb 1 = 0 cannot be seen as the limiting case limb 1 → 0 of the large compacton case.
A second subtlety can be seen once we reverse the role of m s and R in the case of the large compactons. That is to say, we choose now a fixed R and then vary The condition that B(r = 0) = 0 just requires that m(r) should not go to zero too fast in the limit r → 0 (m(r = 0) = 0 is a sufficient condition), whereas the condition B ′ (r = 0) =b 1 > 0 leads to
This relation will explain the unexpected relation betweenb 1 and the radius R of the large compacton. In addition, this relation demonstrates, once again, that the small compacton case cannot be obtained as the limit of the large compacton case (the function m(r) is, in fact, not useful for the small compacton, because it does not have a power series expansion at r = 0 for the small compacton case). Inserting m(r) into Eq. (29) for B we get
with the formal solution
and, therefore, for the Schwarzschild mass
We observe that the integrand in the definition ofm(r) is non-singular and positive definite, thereforem(R) is a monotonously increasing function of R and obeysm(R = 0) = 0. Now we treat R and m 0 (that is, R andb 1 ) as our two free parameters for the large compacton solutions. The only restrictions on these parameters are R > 0 and m 0 < 0 (that is,b 1 > 0). Obviously, for any choice of R > 0 there always exists a choice for m 0 < 0 such that the Schwarzschild mass is negative, m s < 0. One may, of course, exclude such choices as unphysical. We just want to remark that from the point of view of the large compacton solutions there is nothing special about negative m s , i.e., solutions with negative m s may be reached from positive m s by a completely smooth variation of the parameters which characterize these solutions.
Singular shells
Now we want to discuss the case of singular shells, that is, of solutions which connect a singular inner boundary at r = r 0 with a compacton boundary at r = R. Here, the singular boundary is defined by B(r 0 ) = 0, and it holds that r 0 < R. In a first step, we insert the power series expansions about r = r 0
into (29) and (30), where we assume B(r = r 0 ) = 0. We get
Here,f 0 andf 1 are free parameters (integration constants), whereasb 1 is already determined by the equations. Inserting the corresponding power series expansion for A into Eq. (26), we find that the first nonzero coefficient is the cubic one in this case. Explicitly, we get
Next, let us count free parameters and conditions in this case. For a shooting from the outer compacton boundary, we have three free parameters, namely m s , R and r 0 . On the other hand, we have one condition, namely B(r 0 ) = 0. So we expect a two-parameter family of solutions. If we shoot from the inner boundary, we have the four free parametersf 0 ,f 1 , R and r 0 , and the two conditions φ(R) = φ ′ (R) = 0. Again, we expect a two-parameter family of solutions. Specifically, for a fixed asymptotic mass m s we expect a one-parameter family of solutions which may be parametrized, e.g., by the compacton radius R. This is in complete accordance with the discussion of the previous section where we found already that for fixed R s ≡ 2m s there should exist singular shell solutions for R s < R < R sc (here R sc is the radius of the small compacton). It turns out that the inner singular radius of the singular shell is always smaller than the Schwarzschild radius, so we have, in fact, r 0 < R s < R for all singular shells. We show two cases in Figures 18 -25 , where we choose R s ≡ 2m s = 1 in both cases. The corresponding small compacton radius is R sc = 4.885, and we choose R = 4 in Figs. 17 -21 , and R = 2 in Figs. 22 -25 . For a value of R near R sc (the first case R = 4), the metric functions deviate form the Schwarzschild behaviour rather soon, and the transition from r = R to r = r 0 is rather mild. For a R near R s , on the other hand, the metric functions B and A behave almost exactly like the Schwarzschild solution for most values of r. This is clearly seen in the plot of the product AB in Figure 25 . Specifically, B almost reaches the Schwarzschild horizon divergence (in the concrete example for R = 2, it has a maximum value of B max > 500), before steeply descending to zero, see Fig. 23 .
We shall find in the next section that the condition that B(r 0 ) = 0 at the inner shell boundary r = r 0 indeed implies that some curvature invariants become singular there, justifying the name "singular shell". In fact, space-time itself ends at the singular boundary, i.e., cannot be continued beyond the singularity (remember that we found in Section 3.1 that there is no continuation of B(r) to values r < r 0 if B(r 0 ) = 0). We will also find, in the next section, that the singularity is, at the same time, the locus of a Killing horizon, and no signals can propagate from the singular surface to an outside observer, i.e., the singularity is invisible. In this sense, these singular shells have some similarity with ordinary black holes.
Singularities of curvature invariants and radial geodesics
We found two types of solutions in the last sections, namely compact balls and singular shells. Within the compact balls, solutions are further discriminated by the approach of B and A to the center r = 0. The first case of large compactons is the caseb 1 > 0, where B approaches the center linearly, B ∼b 1 r, and A ∼ a −1 r −1 . The second case of small compactons is defined byb 1 = 0 and, as a consequence, B ∼b 2 r 2 and A ∼ā 2 r 2 (hereb 2 is, in fact, not a free parameter, but this issue is irrelevant for the present discussion). tensor are singular at r = 0. Singularities show their presence in a most physically relevant way in invariants which may be derived from the Riemann and Ricci tensors. A further simplification occurs for invariants derivable form the Ricci tensor alone, because then the Einstein equations may be used. Concretely we find for the Ricci scalar
so the Ricci scalar is, in fact, regular at the origin or the singular boundary, because the scalar field φ is. The Ricci tensor squared may be expressed like
where we used
Here, the first term is singular at r = 0, because φ ′ is regular and non-zero there whereas B goes to zero like r (large compacton), r 2 (small compacton), or (r − r 0 ) (singular shell), respectively. Therefore, the Ricci tensor squared is already singular. More complicated invariants like, e.g., the Kretschmann invariant, are singular, as well.
One possible question to be asked in connection with these singularities is whether they really belong to the space time manifold, that is, whether a freely falling particle may reach them in finite proper time. We will find in all three cases that this is the case, i.e. there exist geodesics which hit the singularities in finite proper time. For this purpose we have to study the geodesic equation
Here Γ µ αβ is the Christoffel connection and τ is the proper time. We shall restrict to radial geodesics, which is sufficient for our purpose. In this case the geodesic equations reduce toẗ + Γ 
where the nonzero components of the Christoffel connection are
We are interested in the geodesic motion near the singularity, therefore it is enough for our purposes to restrict to the leading behaviour of A and B. In the large compacton case , this leading behaviour is A ∼ (ā −1 /r) and B ∼b 1 r and we get the geodesic equationsẗ
where γ ≡ (ā −1 /b 1 ). The equation for t has the solution
and the equation for r becomesr
where c 3 ≡ (γc 
This last equation has an easy interpretation in terms of an equivalent mechanical system. It is just the e.o.m. of a nonrelativistic particle in one dimension in the repulsive external potential U(f ) ∼ −f 2 3 . The center f = 0 of the potential may be reached despite its repulsive nature because of the positive power (2/3) in the distance law. However, not all radial geodesics hit the center r = 0, because in the equivalent mechanical problem the particle needs a sufficient initial velocity.
The small compacton case may be analysed in an equivalent manner. The leading behaviour is A ∼ā 2 r 2 and B ∼b 2 r 2 and we get the geodesic equations
where γ ≡ (ā 2 /b 2 ). The equation for t has the solution
This is the e.o.m. of a nonrelativistic one-dimensional particle in an attractive 1/f potential. The particle will hit the center f = 0 unless it has a sufficiently large (outward directed) initial escape velocity. Finally, for the singular shell it is useful to introduce the variable u = r − r 0 . Then the leading behaviour is A ∼ā 3 u 3 and B ∼b 1 u and we get the geodesic equationsẗ
where γ ≡ (ā 3 /b 1 ). The equation for t has the solution
and the equation for u becomes
where c 3 ≡ (3γc 
This is the e.o.m. of a nonrelativistic one-dimensional particle in an attractive 1/f 2 potential. The particle will hit the center f = 0 unless it has a sufficiently large (outward directed) initial escape velocity.
We conclude that in all cases there exist radial geodesics which hit the singularities at r = 0 or r = r 0 , respectively, therefore these singularities belong to the corresponding space time manifolds.
The singular shells, however, differ from the compact balls in one essential aspect, in that their singular inner boundary is, at the same time, the locus of a Killing horizon and, therefore, invisible for an outside observer. In a first step, let us consider the equation for a light-like radial geodesic. We find
and with B/A ∼ (c/(r − r 0 )) 2 near r = r 0 we find the solution
where t 0 is an integration constant. Obviously, r = r 0 requires t = −∞, so a light ray cannot escape from the singular surface. A slightly more rigorous and less coordinate dependent derivation uses the concept of a Killing horizon. Let us assume the existence of a Killing vector ξ and consider the set of points (hypersurface) H 0 where ξ is null, i.e., N ≡ (ξ, ξ) = 0. A Killing horizon H is a connected component H ∈ H 0 which is, at the same time, a null hyper-surface, i.e., M ≡ (dN, dN) = 0. So let us demonstrate that the inner boundary of the singular shell is indeed a Killing horizon. For the Killing vector we choose the generator of time translations ξ = (∂/∂t) ≡ ∂ t , as is obvious for a static spacetime. For N we find
As near r = r 0 A behaves like A ∼ā 3 (r − r 0 ) 3 , it holds that N(r 0 ) = 0. For M we get with
With the leading behaviour of A near r 0 like above and B ∼b 1 (r − r 0 ), we easily conclude that indeed M(r 0 ) = 0, so the singular boundary is a Killing horizon. We remind the reader that for static space-times every event horizon is a Killing horizon, which makes our result all the more interesting. The singular shell solutions we found are, in fact, quite similar to ordinary black holes in this respect.
Discussion
It has been the main purpose of the present article to investigate in detail the properties of compact boson stars (compact balls or shells minimally coupled to gravity) for a theory with a non-standard kinetic term in three plus one dimensions. We chose the simplest possible theory for this purpose, with a purely quartic kinetic term and the simple quadratic potential, because we wanted to pursue the analytical investigation as far as possible in order to understand also more generic and qualitative features, in addition to explicit numerical calculations. This theory has a one-parameter family of compact ball solutions already in the case without gravity. The compact balls in the theory without gravity turn out to be solutions of the weak type, which solve the field equations everywhere except at the origin. We remark that this fact is not a problem in the case at hand, because the set of weak solutions is the appropriate solution set for variational problems of this type, in any case. Alternatively, the compact ball solutions may be extended to solutions in the whole space by introducing a delta function source term at the origin. It turned out that these solutions may have arbitrary size and energy. In the case with gravity, we found two different types of solutions, both of which are of the strong type, i.e., they solve the field equations everywhere. For compact balls, we found that the scalar field itself is behaving well at the origin (it has a power series expansion there). The metric coefficients do have a power series expansion at the origin, as well, (with the exception of a r −1 leading term in one specific case), but nevertheless give rise to a singularity at r = 0. Specifically, some higher invariants of the Riemann tensor, like the Ricci tensor squared, or the Kretschmann invariant, become singular at this point. This singularity is not shielded by any horizon, so it is a naked singularity. In spite of the naked singularity at the center, asymptotically these solutions behave like Schwarzschild solutions, so they have finite Schwarzschild mass (or asymptotic, ADM mass) m s . In one class of solutions (the large compactons), this ADM mass may take on negative values, in spite of the positive definite energy density. The theorems excluding this type of behaviour are evaded by the presence of naked singularities in the case at hand.
In addition, we found another type of solutions in the theory with gravity, namely the singular shells where a singularity already forms at a finite, nonzero value of the radial coordinate. This singularity is a surface in space with finite area, as may be checked easily by inspecting the corresponding metric (the angular part of the metric is not multiplied by any suppressing factor at the position r = r 0 of the singularity). Further, this singularity is a genuine singular boundary of space-time, because space-time cannot be continued beyond this boundary. At the same time, this singular boundary is a Killing horizon. In addition, the singular shells asymptotically for large radius are Schwarzschild, so they resemble ordinary Schwarzschild black holes in many respects. Certainly they are black (i.e., no radiation may escape from the horizon), although the curvature near the horizon is different from the Schwarzschild black hole case. It is probably more a question of parlance whether these objects should be called genuine black holes -thereby providing a counter-example to the scalar no hair conjecture -or interpreted as different object which, nevertheless, share many properties with ordinary black holes. In any case, the existence of these singular shell solutions is interesting. On the other hand, ordinary Schwarzschild black hole solutions (where the curvature near the horizon behaves like in the Schwarzschild case) do not exist in our model, except for the trivial case where the metric is exactly Schwarzschild everywhere and the scalar field takes its vacuum value in all space-time.
At this point, an obvious question to ask is whether theories of the type presented here may be of some relevance in astrophysical or cosmological contexts. The theory presented here is the simplest possible case of the class of theories having a non-standard kinetic term and allowing for compact boson stars. Therefore, an attempt for direct applications would most likely be premature, and we shall focus, instead, on more generic issues. Specifically, we want to comment on some features of these theories which might make them interesting for astrophysical considerations. A first feature we already mentioned is the fact that non-overlapping multi compact ball configurations do not interact at all in the case without gravity, so the self-gravitating ones only interact via the universal gravitational interaction. A further feature of compact solitons in K field theories in general is the fact that linear fluctuations are possible only inside the compact solitons, whereas they are completely suppressed in the vacuum. This fact is easy to understand. Unlike for the standard kinetic term, in the case of a non-standard K theory the wave operator acting on the fluctuation field δφ is multiplied by some power of X ≡ ∂ µ φ∂ µ φ, where X has to be evaluated at the background field (i.e., the compacton). But X is identically zero outside the compacton (that is, in the region where the background field takes its vacuum value), which is the reason for the complete suppression of linear fluctuations in that region. This implies that a compacton in K field theories cannot emit particle type radiation, which makes it a rather stable object. These two facts -that compact boson stars only interact gravitationally, and that particle-like excitations in vacuum do not exist -might make compact boson stars of the type discussed in this paper interesting candidates for dark matter. The second fact may, further, give rise to the following speculations.
Let us assume for a moment that a universe with a scalar K field theory was a reasonably good effective description in a certain (early) stage of the evolution of the universe. Then linear fluctuations of the K field which may act as seeds for matter formation were naturally present in the compacton regions, but absent in the vacuum regions. The late time remnants of the former would be regions of the universe with a higher matter concentration, whereas the latter might have evolved into voids (low matter density regions).
Before more convincing conclusions can be drawn with respect to possible applications of compact boson stars, one key issue to understand is which features of the theory presented in this article are generic and which are just artifacts of the specific model. One important feature in this respect obviously is the presence of naked singularities in the compact ball type solutions of the model studied in this paper. Such naked singularities of the point-like type are already present in finite mass solutions (boson stars) for standard self-gravitating scalar fields [29] - [32] . Further, it is known that the gravitational collapse of a standard scalar field may terminate in a naked singularity [39] , [40] . Nevertheless, the presence of naked singularities is frequently viewed as an unwanted or even unphysical feature and, in any case, the generic or non-generic nature of naked singularities in compact balls is an interesting question. We cannot give a completely mathematically rigorous answer to this question, but shall try to partially answer it relying on our experience and some recent results in the literature. On the one hand, for a static, radially symmetric scalar field, it seems to be a typical feature that non-singular metric functions A, B at the origin r = 0 require that the scalar field takes its vacuum value there. Further, these local solutions typically are isolated solutions (i.e., without free integration constants) which makes it difficult to connect them to finite mass (i.e., Schwarzschild) asymptotic solutions. In our specific model, we could exclude this possibility, whereas in more general theories it might still be possible to connect a regular center with an asymptotic Schwarzschild solution provided that i) the scalar field has more than one vacuum and ii) the scalar field Lagrangian contains sufficiently many coupling constants which may be varied in order to connect the two local solutions near zero and near infinity.
There exists, however, a class of slightly different but related theories where the appearance of compact balls with a regular center seems to be a more generic feature, namely the class of self-gravitating compact Q balls. A Q ball is a complex scalar field ψ restricted to the ansatz ψ = exp(iωt)φ( x), such that the resulting static equations for the real function φ are quite similar to the static field equations of a real scalar field, both with and without gravitation. Q balls (without gravitation) were introduced by S. Coleman in [41] and have been widely inves-tigated since then. Systems of self-gravitating Q balls are frequently subsumed under the general notion of boson stars. For more details we refer to the review articles [36] - [38] . Compact Q balls (without gravity) for a complex scalar theory with a standard kinetic term but with a V-shaped potential have recently been found in [6] and in [7] (the second paper included also an electromagnetic interaction of the complex scalar, and allows both for ball-shaped and shell-shaped solutions). The gravitational counterpart of the model studied in [7] was investigated in [28] , mainly using numerical methods, and the existence of non-singular solutions (both of the ball type and of the shell type) was established. Therefore, the existence of regular self-gravitating compact solutions seems to be a more generic feature for Q balls, analogously to the case of standard (non-compact) Q balls.
In any case, we think that the further study of the interaction between compact objects (like compact solitons, Q balls, etc.) and gravitation is an interesting endeavour which may lead to new insights and unexpected phenomena, as well as some applications to astrophysics and cosmology. One future line of investigation will certainly be the study of Q balls. Another promising direction is the analysis of the symmetries and conservation laws of the corresponding theories, e.g., along the lines of [42] - [45] , which may lead to a better understanding of more general solutions as well as their stability. These issues are under current investigation.
