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How a person interprets music and what prompts a person to feel certain emotions
are two very subjective things. This dissertation presents a method where a system
can learn and track a user’s listening habits with the purpose of recommending songs
that fit the user’s specific way of interpreting music and emotions. First a literature
review is presented which shows an overview of the current state of recommender
systems, as well as describing classifiers; then the process of collecting user data is
discussed; then the process of training and testing personalized classifiers is described;
finally a system combining the personalized classifiers with clustered data into a
hierarchy of recommender systems is presented.
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CHAPTER 1: INTRODUCTION AND MOTIVATION
With the average size of a person’s digital music collection expanding into the
hundreds and thousands, there is a need for creative and efficient ways to search for
and index songs. This problem shows up in several sub-areas of music information
retrieval such as genre classification, automatic artist identification, and instrument
detection. Here we focus on indexing music by emotion, as in how the song makes
the listener feel. This way the user could select songs that make him/her happy,
sad, excited, depressed, or angry depending on what mood the listener is in (or
wishes to be in). However the way a song makes someone feel, or the emotions he
associates with the music, varies from person to person for a variety of reasons ranging
from personality and taste to upbringing and the music the listener was exposed to
growing up. This means that any sort of effective emotion indexing system must
be personal and/or adaptive to the user. This is so far a mostly unexplored area
of Music Information Retrieval (MIR) research, as many researchers that attempt
to personalize their music emotion recognition systems (see [64]) do so from the
perspective of finding how likely the song is to be tagged with certain emotions rather
than finding a way to create a system that can be personalized.
There are two possible approaches for creating a personalized system; one which
groups users into clusters, and classifies songs differently for each cluster, and one
which learns a user’s particular tagging habits and creates a classifier unique to that
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user. The clustering approach is much quicker and is personalized to the user almost
immediately once he is put into the correct group, but there is a higher possibility
of songs being classified incorrectly (according to the user). The unique classifier
approach, on the other hand, would be more accurate but it would take more time
for the user’s own unique classifier to be created. This dissertation compares and
contrasts the two approaches, and proposes a system that could combine the two.
CHAPTER 2: STATE OF THE ART
2.1 Music Emotion Detection and Indexing
The usual approach to creating a music emotion detection/indexing system is to
start with a database of music, have one or more users annotate the music with
emotions, extract audio features, and use those features to train classifiers to detect
emotion. There is a large amount of variety in this process, namely in the construction
of the audio dataset, the system of emotion annotation, the features extracted (and
the method for extracting features), and the classifiers used. These variations are
described in further detail below (with the exception of the classifier algorithms,
which will be discussed in further detail in Section 2.3).
2.1.1 Datasets
When discussing the type of audio used in the initial training dataset for music
emotion indexing systems, this could be referring to either the type of audio data
(MIDI files, MP3s, or WAV files) or the predominant type of music in the audio
(classical, popular, etc.). When referring to the type of audio data, MIDI has been
used in some cases, principally by Grekow in [22] and [21], as well as Muyuan et
al. in [51]). MIDI does offer several advantages as a data type that stem from its
digital nature. Much of the information in the music regarding pitch and tempo are
coded in the file information. This means less feature extraction is required, and
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more effort can be put into fine-tuning the algorithm being tested. MIDI files can
also be manipulated more easily than real audio, which can alter perceived emotion
if needed as shown in [27] and [28]. However, while MIDI is easy to work with and
manipulate, it is not the kind of audio most often listened to. MP3 and WAV audio
are more common, and since they are both based in real audio recordings any viable
music emotion indexing system has to be able to work with real audio and adapt to
the unique challenges presented with that particular music format. That is why in
most modern systems the initial dataset is based in real audio, [13], [48], and [18] to
name only a few.
When referring to the predominant type of music used in the dataset there is
some more flexibility. There are systems that choose to compose their datasets from
film soundtracks. One of the most significant examples of this method is in [15].
The reasoning from the authors was that since film scores are simultaneously the
least known (meaning the perceived emotion would be more likely to be based on
the actual music rather than some memory or association from the user) and the
most emotionally stimulating pieces of music (since film music is usually composed to
evoke specific emotions depending on the context of the film at that point) a dataset
composed of this music would be the best for emotion annotation. The dataset
composed in this paper has since been utilized in several other systems such as [?].




There are two distinct modeling methods commonly employed in music emotion
indexing systems: dimensional, which views possible emotions on a multi-dimensional
plane, and categorical which views possible emotions as a selection of one or more
words (this is also described as discrete modeling). The authors in [15] did a study
on the validity of dimensional and categorical methods for music emotion recognition
and found that both models produced comparable results in terms of consistency
(although the dimensional model was less consistent when dealing with pieces where
the emotion was ambiguous).
Among the systems that use dimensional emotion modeling, the most common
approach tends to be based on Thayer’s 2-dimensional plane of valence (how positive
or negative the emotion is) and arousal (the intensity of the emotion, excitement or
anger having higher arousal than depression or peacefulness). This plane was later
extended to Russell’s circumplex model of affect, where words were added to the
dimensional plane and placed in opposing places [56]. Dimensional emotion modeling
is tempting to use in Music Emotion Retrieval (MER) studies, since it allows songs
to be annotated in a more consistent way. The logic is that words that describe
emotions are open to interpretation depending on the user, whereas with dimensional
modeling all the user has to ask him or herself is how positive/negative the song is
and how high/low is the song’s energy. From a visual standpoint, all a user has to do
is select a point on the dimensional plane (or a trajectory of points, such as in [64])
that represents the mood that fits the song (or in the case of retrieval, the mood of
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the song that they would like to listen to).
The basic assumption behind discrete modeling is that all human emotion falls
under a set of basic emotions (or emotion categories) regardless of a person’s tem-
perament or background. This theory was put forward principally by Paul Ekman in
[17] and [16] based on the existence of universal facial expressions (on a basic level,
everyone reacts the same to similar stimuli). Throughout the course of music and
emotion research the basic emotion theory has been expanded and adapted to fit
with how people usually describe music. However no consistency has been achieved
among MER researchers with regards to which emotions (or how many emotions) to
use. In their review of current MER systems, Yang and Chen in [63] found categori-
cal systems using anywhere from three to thirteen emotion labels. The authors also
observe that there is a great deal of issue with granularity (how specific the emotion
categories should be without resulting in a number of labels high enough that the
user is overwhelmed) and ambiguity (different emotion words can be interpreted dif-
ferently as individual emotions, as well as in relation to other terms). However, as
mentioned earlier, despite these criticisms the discrete method of modeling emotions
performed almost as well as dimensional models, and even worked better for songs
with ambiguous emotions [15]. The discrete model also allows the user to think about
the emotion of a song in ways they are used to. A user would not likely be thinking
about the emotion of a song in terms of valence or arousal, but whether the song
makes them happy, sad, excited, etc.
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2.1.3 Feature Extraction
Feature extraction is an essential part of any MIR work and emotion detection
in particular. The feature extraction process allows the various complex auditory
properties of the music such as rhythm, key, and timbre to be translated into data,
something a computer system can understand. The features used in this research
will be discussed in greater detail in Section 3.1.2. However there has been exten-
sive work done on the calculation and extraction of musical features and how they
can relate to music emotion recognition. In particular, a study was done by Laurier,
Lartillot, Eerola, and Toiviainen in [37] to find the relationship between particular
musical features and a song’s associated emotion. Using a dataset of 110 songs cat-
egorized into one of five basic emotion categories (fear, anger, happiness, sadness,
tenderness), the authors found several correlations between audio features and these
emotion categories. Features associated with perceived dissonance were highly cor-
related with fear and anger while features that detected a song’s mode turned out
to be a very good predictor of whether the song was perceived to have a positive or
negative emotion (songs in a major mode tended to be happy or tender, while songs
in a minor mode tended to be sad or fearful). Additionally features that calculate
perceived speed and loudness could easily predict the level of arousal perceived in a
song [37]. These results are not unexpected in and of themselves, of course songs that
are loud, fast, consonant, and in a major mode would be viewed as ”happy” while
songs that are soft, slow, dissonant, and in a minor mode would be viewed as sad or
fearful. What these results do show is the importance of feature extraction in music
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emotion retrieval and indexing, as well as the fact that the things humans listen to
when determining a song’s emotion can be extracted from raw audio and calculated.
Other researchers have made similar observations about the relationship between
audio features and emotion in music. The authors in [44] divided all of their extracted
features into groups based not only on what aspects of the audio the features per-
tained to (timbral features and rhythmic features) but also how the features related
to the emotion(intensity features) [44]. An additional study described in [20] found
similar results to [37] using four emotion categories (happy, sad, angry, tender) while
also suggesting changes that could be made to music in a synthesized performance
to evoke specific emotions. For example, to make a song happier the authors sug-
gested speeding it up to a moderately fast tempo, raise or lower the sound level to a
moderately loud level, and make the articulation more staccato (sharper).
2.2 Recommendation Systems
Recommender systems typically conform to two common approaches: collaborative
filtering and content-based filtering. Collaborative filtering looks at various properties
of the user and give recommendations based on what similar users (or users with
similar preferences) liked. Conversely, content-based filtering gives recommendations
based on which other items are similar to an item that the user liked. In other
words, while collaborative filtering analyzes the user content-based filtering analyzes
the items being recommended. Music recommendation systems more specifically tend
to fall under one of these two categories, but several hybrid systems exist as well as
emotion based systems.
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Both approaches have their advantages and disadvantages. Collaborative filter-
ing systems are considered very practical and easy to implement on large datasets.
However collaborative systems are prone to a cold start problem, where new items
that have not been rated by other users or detected cannot be properly analyzed in
the context of the filtering system leading to inaccurate recommendations (see [65]).
Content-based systems on the other hand do not have the cold start issue; since the
recommender analyzes the content of the item independent of other users, a new
item does not have to be previously rated in order to be accurately recommended (or
not). However it does take time for the user to build up enough of a profile before a
content-based system can accurately give recommendations [42].
2.2.1 Content Based Systems
The authors in [3] approached this problem in what could best be called a content-
based way, in that their focus was on individual users (or simulated users, as was
the case for this paper). However, they viewed it as a sequence problem with user-
specified constraints, where the user would ask for a specified number of songs. This
however was a very early study that, in contrast to other studies, did not actually
involve users. A later system utilized C4.5 decision trees combined with artificial
neural networks to create a content-based filtering system. Based on music the user
had listened to and rated, the authors built individual artificial neural networks (or
C4.5 decision trees, for another part of the study) for each user [41].
The authors in [4] created a personalized content-based user recommender system
with a visualization element in the form of a ”musical avatar”. The authors deter-
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mined user preference based on a set of example songs provided by the user which
demonstrated their tastes. They then extracted low level features and assigned a set
of semantic descriptors describing the song’s genre, mood, instruments, rhythm, and
tempo using support vector machines for each descriptor class. Finally the authors
tested various measures for determining songs to recommend based on the user pref-
erences [4]. This method of eliciting user preference based on content offers some
advantages in that all the user has to do is provide examples of songs they like.
However the authors note that the system can be enhanced by relying on listening
statistics to determine user preference (thus taking some of the work away from the
user, and allowing the system to adapt to the user) [4].
2.2.2 Collaborative Filtering Systems
With much of music listening now taking place online MIR researchers have begun
to take advantage of the internet, and social networking in particular, to build collab-
orative filtering music recommender systems. Paul Lamere in [33] puts forward the
idea of social tags, where tags attached to music by individuals are combined into a
pool of tags created collaboratively. Last.fm uses collaboratively built tags principally
in its online music system. However Lamere notes that consistency is a problem with
social tags since there is no standard set of vocabulary to use (although many sites
that utilize tagging attempt to suggest commonly used tags to users).
In 2000 an early collaborative filtering system was created based on data gathered
from a web-crawler. The authors experimented with combining web data collected
from music sites and blogs expressing opinions on music with the logs from a server
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which contained a large amount of music available to download. This allowed the
authors to create a set of simulated users. The amount of improvement gained by
combining these data sources depended on the algorithm used to classify the music;
while kNN did not show any significant improvement, the weighted majority algorithm
was greatly improved [11]. Later the authors in [60] attempted to overcome the
impersonal nature of social tags by incorporating semantic analysis of the tags into
the song analysis. The authors determined that three entities existed in social tagging
systems: users, tags, and items and modelled these entities using 3-order tensors. The
higher-order singular value decomposition technique was then applied [60]. On the
other hand the creators of MusiDB in [59] used collaborative filtering to perform two
levels of prediction: whether a user would like a given album and what new album
to recommend to a user. They then used a weighted kNN algorithm to predict user
reactions and recommend music.
2.2.3 Hybrid Systems
Hybrid systems attempt to overcome the flaws of content-based and collaborative
filtering systems by combining approaches. The way in which these two approaches
are combined depend on the flaws the authors wish to fix. The authors in [43] for
example wished to solve both the cold start issue inherent in collaborative systems
and the lack of serendipity in content-based systems. The algorithm they developed
computes the prediction of a song based on content based, collaborative, and emotion-
based systems and weights the results of all three based on the user’s preferences. The
authors in [9] took a similar approach with MIDI files by implementing collaborative,
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content-based, and general popularity measures into one music recommender system.
The authors first classified music into music groups (based on similarity derived by
feature extraction) and users into user groups based on their listening histories. How-
ever unlike the authors in [43] the authors in [9] do not combine the three methods in
order to give one set of recommendations. Rather the user is given the option to view
recommendations returned by each of the three recommendation methods. The au-
thors additionally state that the main purpose of the collaborative filtering algorithm
in their system is to overcome the lack of serendipity that would have happened with
content-based filtering alone. This also allowed the authors to perform experiments
and compare each method. The authors found that generally their content-based
method had higher precision, achieving between 35-39% based on classification by
a single feature and 51-62% based on classification with multiple features. However
the authors concluded that for the sake of providing surprising recommendations (in
addition to recommendations of immediate interest to the user) all recommendation
methods should be utilized [9].
The authors in [65] also sought to solve both the cold-start problem found in
collaborative systems and the lack of serendipity in content based systems with their
hybrid approach. They achieved this by modifying the three-way aspect model (a
type of Bayesian network) to work with audio (rather than documents, which was
the algorithm’s original purpose) in order to calculate unobservable user preferences.
They combined this with statistical estimations of user relations and item ratings in
order to integrate the collaborative aspect. This method was found to outperform
conventional content-based and collaborative filtering methods while still being able
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to recommend some pieces with no ratings comparably with content-based filtering
[65].
It should be observed that in both [65] and [9] the authors took the perspective
of using collaborative filtering to introduce serendipity and novel recommendations
rather than to improve overall recommendation accuracy. It can even be argued for
[65] in particular that the authors focused far more on the content-based aspect of
their system (which in and of itself is an excellent way to elicit latent user pref-
erences in music). This shared perspective could be due in part to the fact that
computationally, for audio in particular, item-based similarity is much more complex
than user similarity. It may also show a bias toward content-based filtering in music
recommendation in general.
2.3 Classifiers
There are five classifiers that will be trained and tested in this work. These classi-
fiers were selected due to their common use and significance in Knowledge Discovery
in Databases (KDD) and MIR:
• Decision Tree
• Support Vector Machines (SVM)
• Neural Net
• Random Forest
• Instance Based K-Nearest Neighbors Classifier (IBk)
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The following sections describe these classification algorithms and their significance
to MIR.
2.3.1 Decision Tree
For this classifier, we used the J48 classifier in Weka. This is an implementation
of the C4.5 decision tree classifier, first outlined in [54]. C4.5 creates a decision
tree based on splitting data on the most informative attributes (found by calculating
information gain and splitting on the attribute with the highest gain). The resulting
tree is then used to classify new instances by assigning them to the correct nodes in
the tree (based on the value of the attributes used to split the tree).
C4.5, and its J48 implementation, has been used in several cases for musical in-
strument classification as well as genre classification. Castan, Ortega, and Lleida
trained a C4.5 classifier on a selection of audio features and then used that classifier
to classify audio frames based on whether they contained only speech or voices, only
instruments, or a mix of both. Their results seemed very promising with an almost
100% success rate. However this probably had to do in part with the simplicity of
the classification problem the authors chose, see [8].
This does not discount the usefulness of the C4.5 classifier for music classifica-
tion. In fact in [66] in a comparison of the J48 implementation of C4.5 to Bayesian
network, logistic regression, and locally weighted learning classification models for
musical instrument classification, J48 was almost universally the most accurate clas-
sifier (regardless of the features used to train the classifier). The classification of
musical instrument families (specifically string or woodwind) using J48 ranged in ac-
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curacy from 90-92%, and the classification of actual instruments ranged from 60-75%
for woodwinds and 60-67% for strings. This knowledge was used in continuing re-
search in [31], [40], and [39] to develop classification techniques based on hierarchy
and the results of signal separation techniques.
2.3.2 Support Vector Machines
Support Vector Machine (SVM) classification is one of the more common algorithms
used in MIR. It is based on the construction of hyperplanes around the data points
such that the space between the planes and the data points is maximized.
SVM is the principal classifier used in a variety of tasks, such as [38] for mood
classification, [45] for artist identification (compared with k-nearest neighbors and
Gaussian Mixture Models), and [53] for mood tracking. It has also been evaluated
beside other classifiers in [58] for genre identification. These evaluations have shown
the SVM classifier to be remarkably accurate, particularly in predicting mood. How-
ever in [24] SVM performed very poorly in comparison to Gaussian mixture model
and support vector regression. This could have something to do with using a cate-
gorical approach to emotion annotation as opposed to a dimensional approach. Since
annotations in a dimensional annotation space can be viewed as real numerical results
a regression approach is more appropriate. SVM on the other hand seems to work
very well with categorical emotion annotation.
2.3.3 Random Forest
The Random Forest algorithm was first proposed by Breiman in [5] and is based on
creating a set of trees for prediction using different samples of the training dataset.
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Once trained, new instances are classified based on the results of all the tree classifiers
for that new object.
This algorithm was used principally in [32] for instrument classification in noisy
audio. Sounds were created with one primary instrument and artificial noise of varying
levels added in incrementally. The authors found that the percentage error was overall
much lower than previous work done with SVM classifiers on the same sounds up until
the noise level in the audio reached 50%.
2.3.4 IBk
IBk is an implementation of the k-nearest neighbors (kNN) algorithm, which was
first proposed in [1]. In this algorithm, instances are classified based on the class
values of the k closest data points.
kNN had been evaluated previously in [46] and [58] for genre classification. [46]
achieved a 90%-98% classification accuracy by combining kNN and Neural Network
classifiers and applying them to MIDI files using a 2-level genre hierarchical system.
The authors of [58] on the other hand only achieved a 61% accuracy at the highest
using real audio and k of 3.
The kNN algorithm was also used in [30] for instrument classification in polyphonic
music. Rather than simply return the majority class, the kNN algorithm ranked
instrument possibilities based on the class labeling of the nearest k frames. Then the
top 2-6 instrument candidates were returned as the instruments present in the test
audio with the expectation that the instruments returned would be all the instruments
present at varying levels in the audio. With a high k (5) and no percussion instruments
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Figure 1: A general example of hierarchical classifiers
considered in the audio, the recognition rate was 87%.
2.4 Hierarchical Classifiers
The classifiers employed in this system are built around a hierarchical structure.
At each level for each node of a tree there is an associated classifier (or in the case
of this system a set of associated classifiers). A very general example of this idea is
shown in Figure 1.
This idea has been employed in several places within the MIR community as well as
the field of data mining at large. Freitas and de Carvalho in [19] outlined the general
types and methods of hierarchical classification, as well as methods of evaluating
them (with a focus on bioinformatics). In particular, the authors define a few key
approaches to the hierarchical classification problem:
• Focusing the classification algorithm on only one level of the hierarchy (predict-
ing only at the highest level, or the lowest leaf level, of the hierarchy).
• Applying the same classification algorithm at every level of the hierarchy inde-
pendently
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• The big bang approach, where one classifier is trained based on the entire hier-
archy, where predictions are given for each level of the hierarchy at once
• The top down approach, where classifiers are trained at each level, resulting
in at least one classifier per level (but can be several). This is closest to the
approach taken in building classifiers for this recommendation system (details
will be explained futher on)
Many of the classification problems within MIR can be interpreted in a hierarch-
cial fashion simply because of the way music is already interpreted and disucssed.
Instruments are already grouped hierarchically (the wind section, containing flute,
clarinet, oboe, and saxophone, the brass section containing trumpet, horn, trombone,
etc); genres can be viewed as broad genres containing smaller more specific genres.
Additionally, as discussed in Section 2.1.2, emotions are very often viewed in a hierar-
chical fashion, whether the emotions are modeled discretely or dimensionally. These
existing hierarchies have been utilized in [52] for upper level emotion classification,
[21] for upper and lower level emotion classification, [57] for genre, and in [2] for
extracting emotion from spoken words to varying degrees of success.
In [57] the authors implemented a hierarchical classification system for predicting
genre. The authors proposed two approaches, based on combining common hier-
archical classification approaches; combining a top down approach to training the
classifiers with feature representation selection at each level and one classification
algorithm; and combining the previous method with classifier selection at each node.
The latter approach, with classifier and feature selection combined, resulted in the
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highest improvement over the standard top down representation with single classifi-
cation algorithms (69% at the top level, 78% at the middle level, and 73% at the leaf
level).
The authors in [52] and [21] based their emotion hierarchies on the 2-dimensional
model (also used as the emotion model for the recommender system presented in
this dissertation, see Figure 7), where the quadrants are viewed as the upper level
of the hierarchy and individual emotions were viewed as leaves. The authors in [52]
focused more on tracking mood throughout the song and implementing a multi-label
classification system. The authors therefore took the approach of classifying only on
the upper level. The authors in [21] on the other hand applied classification to both
levels of the hierarchy. They used two variations on the kNN algorithm and applied
them in a similar top down fashion, with classifiers trained for each emotion on each
level. The result was classifier accuracy ranging from 82-90% on the upper level,
and 40-92% on the lower level. This result likely could have been improved with the
testing of other classification algorithms on either level, but it is still encouraging for
hierarchical classification.
The authors in [2] conversely used an emotion hierarchy based on a discrete emo-
tion model based on the universal emotion described in [16] (with the exception of
”boredom”, which the authors used in place of ”surprise”). These emotions were
grouped by broad similarity (the authors tested two forms of grouping, the principal
difference between the two groupings being the placement of ”disgust”), and classified
using either multilayer perceptron (MLP) or hidden Markov models(HMM). Overall,
their best results came from using a 3-group hierarchy (two emotion groups, with
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”disgust” placed as its own group), with a classification rate of 71%.
CHAPTER 3: PERSONALIZED CLASSIFIERS
3.1 Data Collection and Construction
3.1.1 User Data
We have created a questionnaire so that individuals can go through multiple times
and annotate different sets of music based on their moods on a given day. This has
given us almost 400 samples.
3.1.1.1 Questionnaire Structure
The Questionnaire is split into 5 sections
• Demographic Information (where the user is from, age, gender, ethnicity)
• General Interests (favorite books, movies, hobbies)
• Musical Tastes (what music the user generally likes, what he listens to in various
moods)
• Mood Information (a list of questions based on the Profile of Mood States)
• Music Annotation (where the user annotates a selection of musical pieces based
on mood)
The demographic information section is meant to compose a general picture of the
user. The questions included ask for ethnicity (based on the NSF definitions), age,
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what level of education the user has achieved, what field they work or study in, where
the user was born, and where the user currently lives. Also included is whether the
user has ever lived in a country other than where he/she was born or where he/she
currently lives for more than three years. This question is included because living in
another country for that long would expose the user to music from that country (see
Figure 2 for a visual of this section).
The general interests section gathers information on the user’s interests outside of
music. It asks for the user’s favorite genre of books, movies, and what kind of hobbies
he/she enjoys. It also asks whether the user enjoyed math in school, whether he/she
has a pet or would want one, whether he/she believes in an afterlife, and how he/she
would handle an aged parent. These questions are all meant to build a more general
picture of the user (see Figure 3).
The musical tastes section is meant to get a better picture of how the user relates
to music. It asks how many years of formal musical training the user has had, as well
as his/her level of proficiency in reading or playing music if any. It also asks what
genre of music the user listens to when he/she is happy, sad, angry, and calm (see
Figure 4).
The mood information section is a shortened version of the Profile of Mood States
[47]. The Profile of Mood States asks users to rate how strongly he/she has been
feeling a set of emotions over a period of time from the following list of possible
responses:




• Quite a bit
• Extremely




















This is the section that is filled out every time the user returns to annotate music,
since their mood would affect how they annotate music on a given day. These answers
are later converted into a mood vector for each session, which describes the user’s
mood state at the time of the session (see Figure 5).
Finally, the music annotation section is where users go to annotate a selection of
songs. 40 songs are selected randomly from a set of 100 songs. The user is then asked
to check the checkbox for the emotion he/she feels in the music, along with a rating
from 1-3 signifying how strongly the user feels that emotion (1 being very little, 3
being very strongly). The user has a choice of 16 possible emotion annotations, based
on a 2-D hierarchical emotional plane (see Figure 6).
When the user goes through the questionnaire any time after the first time, he only
has to fill out the mood profile and the annotations again. Each of these separate
sections (along with the rest of the corresponding information) is treated as a separate
user, so each individual session has classifiers trained for each emotion, resulting in
16 emotion classifiers for each user session to be clustered.
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Figure 2: The demographic information page of the questionnaire
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Figure 3: The general interests page of the questionnaire
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Figure 4: The musical taste/background information page of the questionnaire
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Figure 5: Part of the mood state information page of the questionnaire. This section
is filled out every time the user reenters the questionnaire (the user starts on this
page once he/she has filled out the rest of the questionnaire once)
3.1.1.2 Emotion Model
This model was first presented in [22], and implements a hierarchy on the 2-
dimensional emotion model, while also implementing discrete elements. The 12 pos-
sible emotions are derived from various areas of the 2-dimensional arousal-valence
plane (based on Thayer’s 2 dimensional model of arousal and valence [61]). However
there are also generalizations for each area of the plane (energetic-positive, energetic-
negative, calm-positive, and calm-negative) that the users can select as well. This
compensates for songs that might be more ambiguous to the user; if a user gener-
ally knows that a song is high-energy and positive feeling but the words excited,
happy, or pleased do not adequately describe it, they can select the generalization of
energetic-positive.
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Figure 6: The music emotion annotation section, also filled out every time the user
goes through the questionnaire. The user clicks on a speaker to hear a music clip,
then checks an emotion and supplies a rating 1 to 3
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Figure 7: A diagram of the emotional model to be used for classifier clustering
3.1.2 Music Data
There are currently several feature extraction packages in common use in MIR
research, such as MARSYAS [62], Psysound [7], and MIRToolbox [36]. These systems
read audio files and extract various different features, depending on the perspective
adopted. Psysound, for example, focuses more on psychoacoustic features [7] whereas
MARSYAS and MIRToolbox focus more on broader MIR tasks [62] [36]. Because
of this, MARSYAS and MIRToolbox are more commonly used in music emotion
indexing tasks in particular such as in [53] and [58]. For this research, MIRToolbox
is the package used.
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Music data was collected from 100 audio clips split into 12-15 sequential 0.8 second
segments (with a 0.2 second overlap between each segment) in order to allow for
changes in features and labelling as the music progresses. These clips originated
from several film and video game sound tracks in order to achieve a similar effect to
the dataset composed in [15] (namely a set composed of songs that are less known
and more emotionally evocative). The MIRToolbox [36] collection was then used
to extract musical features. MIRToolbox is a set of functions developed for use in
MATLAB which uses, among others, MATLAB’s Signal Processing toolbox. It reads
.wav files at a sample rate of 44100 Hz. The following features were extracted using
this toolbox.
3.1.2.1 Rhythmic Features
Rhythmic features refer to the set of audio features that describe a song’s rhythm
and tempo, or how fast the song is.
Fluctuation Summary: The fluctuation summary is the calculation of rhythmic
periodicity over the audio signal. First the estimated power spectrogram is calcu-
lated on frames of 23ms with a Bark-band decomposition (with an estimation of the
masking effects), which results in a set of bands (i.e. amplitudes representing the
energy distribution). The spectrogram is then modified by calculating a fast-Fourier
transform (FFT) along each resulting band. The spectrogram is then added together
across the bands, and the following features are obtained:
• Fluctuation Peak: Returns the peak of the audio signal’s fluctuation summary.
• Fluctuation Centroid: Returns the centroid of the audio signal’s fluctuation
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Figure 8: The onset curve extracted (via [36])
summary.
Tempo Estimation:
• Frame-based Tempo Estimation: An onset detection curve is calculated (Fig
8), which shows the rhythmic pulses in the song in the form of amplitude peaks
for each frame. Tempo is determined by detecting peaks and when they occur.
• Autocorrelation: Detects tempo by computing an autocorrelation function of
the onset detection curve. Given a signal x, and a lag of j, the autocorrelation





Attack Properties: From the onset detection curve (shown in Figure 8), the following
features can be extracted:
• Attack Time: The temporal duration of an onset from the beginning of an
onset curve to the highest peak, referring to how quickly a beat occurred and
indicating the rhythmic style of the piece.
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• Attack Slope: The slope of an onset occurrence, based on the ratio between the






Timbral features describe a piece’s sound quality, or the sonic texture of a piece of
audio. The timbre of a song can change based on instrument composition as well as
play style.
Spectral Features: The audio signal can be decomposed into an audio spectrum






The following features are calculated on the audio spectrum of a signal:
• Spectral Centroid: Returns the geometric center of the audio spectrum. This





• Spectral Spread: The standard deviation of the audio spectrum, found by cal-








• Coefficient of Spectral Skewness: Refers to how symmetrical the spectrum is.
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• Kurtosis: Describes the variance in peaks in the audio spectrum. This found
by calculating the fourth standardized moment on the audio spectrum (with
a subtraction of 3 applied in order to standardize the Kurtosis such that the




• Spectral Flux: Determines the distance between the spectra of each frame,






(|Xi(k)| − |Xi−1(k)|)2 (9)
• Spectral Flatness: Indicates how smooth or spiky the spectrum is according
to the ratio between the geometric mean and arithmetic mean, calculated as
follows on the spectrum k of each frame i, given N as the total number of
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• Irregularity: The degree of variation in the spectral peaks. This is calculated
based on the approach proposed in [29] where ak is the amplitude at partial k






Mel-Frequency Cepstral Coefficients (MFCC) features: MFCC refers to a set of co-
efficients that describe the timbral shape of the sound using the Mel scale, which
replicates how the human ear processes sound. They are calculated here by position-
ing the audio frequency bands logarithmically based on the Mel scale and calculating
a Discrete Cosine Transform on them. Based on this calculation, we can retrieve:
• Delta-MFCC and Delta-Delta-MFCC: MFCC with temporal differentiations
of the 1st order(at the 1st Mel-Frequency Cepstral Coefficient, called Delta-
MFCC) and 2nd order(at the 2nd Mel-Frequency Cepstral Coefficient, called
Delta-delta-MFCC).
Other Waveform features: The following features are found based on simple calcula-
tions on the audio signal
• Zero Crossings: Zero crossings refers to the number of times a waveform signal
changes sign (crosses the x-axis). This is a commonly used feature used to
indicate noisiness. The zero crossings are computed for each frame of the songs.
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• Brightness: Returns the ratio of the amount of energy above a given frequency
(in this case 1500 Hz) to the total amount of energy in the audio at each frame.
3.1.2.3 Tonal Features
Tonal features describe the tonal aspects of a song such as key, dissonance, and
pitch.
Pitch: One of the more basic features extracted is the pitches present in the audio
(in Hz). The audio is first decomposed into frames of .464ms with a hop length of
10ms. The pitches are then found by calculating the autocorrelation function on the
audio waveform. This is the same function used to detect tempo, except applied on
the audio waveform rather than the onset detection curve.
Chromagram: The pitch chromagram is also known as a Harmonic Class Profile
and shows the distribution of energy across pitches. This can show a dominant pitch
or set of pitches in the given audio, which can be used to determine key and tonality.
The spectrogram is first calculated from the audio, and then the calculated energy
is redistributed according to pitch rather than frequency. This redistribution can be
done by converting the spectrum frequency in Hz to its corresponding pitch. For
example, A4 is 440 Hz while C4 (”middle C” in musical terms) is 261.63 Hz. An
example of a pitch chromagram can be seen in Figure 9.
Using this chromagram, the following features can be calculated:
• Pitch Chromagram Peak: The highest peak of the unwrapped pitch chroma-
gram, in other words the pitch with the highest energy distribution. This can
indicate dominant pitch
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Figure 9: An example of a pitch chromagram, (via [36])
• Pitch Chromagram Centroid: The center of the pitch chromagram. This is
found by calculating the first central moment, similar to finding the spectral
centroid.
Key Strength Curve: In order to estimate key and mode, a key strength curve is first
calculated based on a cross-correlation between the chromagram and possible tonality
candidates (the possible keys and modes the piece could be in). Once this curve is
calculated, the following features are found:
• Key Clarity: The key strength associated with the best key, namely the one with
the highest strength. This is found by picking the peaks of the key strength
curve (as calculated above) and finding the associated magnitude
• Mode: Estimates whether a piece is major or minor, based on a calculated value
between -1 and 1. A positive value indicates a major key, while a negative value
indicates a more minor key. This is found as follows:
max(keyStrength)−min(keyStrength) (12)
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The max(keyStrength) value represents the best major key candidate, while
the min(keyStrength) value represents the best minor key candidate
• HCDF: The harmonic change detection function finds how often and how much
the harmony changes in a song (the flux of the tonal centroid) based on the
method proposed in [26]. This is calculated as follows (via [26]): First the tonal
centroid vector ζ is found based on the chromagram on frame n, given d as one
of the given dimensions (between 1 and 5), Φ as a transformation matrix based















The user would annotate 40 music pieces (M1,M2,M3, . . . ,M40) in a single session.
The user’s answers to the questions from the demographic, general interests, and
music questionnaire sections (described in Section 3.1.1 and shown in Figures 2, 3
and 4) are used as the identifier of a decision table. We assume that q1, q11, q12,
q13, q2, q21, q22, q23, g3, q31, q32, q33, q4, q41, q42, and q43 are the mood
questions corresponding to the words listed in the wheel in Figure 7 [q11=excited,
q12=happy, q13=pleased, q1 is the generalization of q11,q12,q13, etc.]. This decision
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table is then extended using the values of music features described in Section 3.1.2
(F1, F2, ..., Fk where k is the total number of features, in the case of this work 340
features were calculated) found for each segment of each song. Recall that each of
these songs are split into 12-15 overlapping segments of 0.8 seconds (with a 0.2 second
overlap), so each song Mi has features (F1, F2, ..., Fk) calculated for each segment
(Mi1,Mi2, ...,Min) where n is equal to the total number of segments in that song.
In addition, each table has one of the possible emotion annotations as a decision
attribute, the values of which are based on the ratings the user gave for that emotion
and that song. An example of an extended decision table, with annotations and
features, for a user is pictured in Table 1.
For each user session there are 16 decision tables, one for each possible decision
attribute (where each of the 16 emotion annotation columns is a possible decision
attribute while the rest are removed). Each user can have up to 8 sessions resulting
in 8 sets of annotations. The questionnaire answers, 8 groups of annotations, and 16
decision tables represent the total data for each user. This data is used to create the
personalized classifiers for each user.
3.2 Developing Personalized Classifiers
Before cluster driven classification could be done, personalized classifiers had to be
trained and tested using the classification algorithms listed previously (J48, SVM,
Random Forest, IBk). The user annotation data was first converted so that each an-
notation for each song was represented as a vector of 16 numbers with each number
representing the emotion labeling. The numbers ranged from 0 to 3, with 0 represent-
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Table 1: A generalized version of the extended decision table
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ing an emotion that was not selected by the user and the remaining numbers being
the strength the user entered with the annotation. These vectors for all the users
were then linked with the feature data extracted from the corresponding music clips.
From this resulting table all the annotations and music data linked with individual
user IDs were used to train and test personalized classifiers for each emotion (depend-
ing on whether the user used a given emotion during the course of annotating). This
resulted in each user having at most 16 personalized classifiers. The classifiers were
all evaluated via Weka [23] using 10-fold cross validation. Analysis of these results in-
dicates which classifier algorithm is most effective for personalized classification and,
therefore, the most effective cluster-driven classifier.
3.2.1 Results
All four classifiers achieved a relatively high average accuracy, all above 80%. SVM
achieved the lowest accuracy, 82.35%, while J48 trees achieved the highest accuracy,
86.62%. However, SVM as well as Random Forest achieved the highest average F-
score (a combined measure of precision and recall). IBk on the other hand had the
lowest F-score of 0.92. SVM was expected to have a higher accuracy since it works
so well with music data, but our previous success with J48 means the high accuracies
and F-scores are not surprising.
Looking at the average Kappa statistic reveals further insights into the effectiveness
of each classifier. The Kappa statistic measures the agreement between a true class
and the prediction, and the closer to 1 the statistic is the more agreement (1 represents
complete agreement). None of the classifiers reaches higher than 0.15, although again
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Table 2: Table of classifier accuracies and F-scores for Personalized Classifiers
Classifier Average Accuracy Average F-Score Average Kappa
SVM 82.35% 0.90 0.137658
IBk 85.7% 0.87 0.153468
J48 86.62% 0.89 0.076869
Random Forest 84.25% 0.90 0.133027
Table 3: Comparison of classifier accuracies and F-scores between personalized and
non-personalized classifiers
Classifier Average Accuracy Average F-Score Average Kappa
Personalized J48 86.62% 0.89 0.076869
Non-personalized J48 87.29% 0.82 0.00015
IBk has the highest average Kappa (J48, again, the lowest). This all suggests that
while J48 is overall very accurate it is more inconsistent in terms of this particular
set of data, while SVM is moderately accurate and consistent, although none of the
classifiers have any sort of high agreement. See Table 2
3.2.2 Comparison with Non-Personalized Classifiers
As a point of comparison, non-personalized classifiers were trained based on this
dataset as well. Since it proved to be the most accurate classifier, J48 was chosen as
the algorithm to use to build the non-personalized classifiers for comparison. Again 16
emotion classifiers were built, this time using all the user annotations to train and test
rather than individual user annotations. The results compared to the personalized
J48 classifiers are shown in Table 3.
The average accuracy does not change too much between personalized and non-
personalized classifiers, however this was mainly due to the fact that several of the
emotions were not used to the same extent as others when tagging, and in that case
all the classifier did was predict ’0’ (for emotions that were not selected). This was
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the case for the classifiers built on generalized emotions in particular, since those
emotions would only have a rating in a very specific circumstance (i.e. the user
selected a generalized emotion instead of any of the specific emotions). Future work
would likely involve automatically assigning a corresponding value to generalized
emotions. In the meantime while this raised the accuracy for those classifiers, it is
not nearly as indicative as to the quality of the classifier as the F-Score and Kappa,
which showed a great deal of improvement in the personalized classifier. The average
F-score for the non-personalized classifiers is 0.07 less than the average F-score for
personalized classifiers, and the average Kappa for the non-personalized classifiers
is far less than the personalized classifiers. These both signify a significant loss in
classifier consistency once the classifiers are no longer personalized.
CHAPTER 4: CLUSTER DRIVEN CLASSIFIERS
4.1 Cluster Algorithms and Distance Measures
Variations on agglomerative clustering were used as possible clustering methods.
Agglomerative clustering begins with the dataset as individual instances (objects),
then determines the distance either between two individual instances or between an
instance and a cluster and merges the two objects with the closest distance into a
cluster. The result is one large cluster with smaller sub-clusters within built based
on the distances between objects.
To determine the best clustering for cluster-driven classifiers several inter-instance
distance metrics (distances between individual data points) and inter-cluster distance
metrics (distance between two clusters, or clusters and individual points) were com-
bined to create clusters. Below is an explanation of each distance measure and how
it is calculated
4.1.1 Inter-Instance Distance Measures
The distance between two items x and y, where x and y are two points in a dataset
with n attributes (so x = [x1, ..., xn] and y = [y1, ..., yn]).
• Manhattan Distance: One of the simpler ways to calculate distance, found by
subtracting the values of xi and yi, calculating the absolute value of the result,
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|xi − yi| (15)
• Euclidean Distance: This is the square root of the sum of the squared distance




(xi − yi)2 (16)
• Maximum Distance: This is the maximum distance between the values of com-
ponents xi and yi (based on their absolute values)
MaxDistxy = max(|xi − yi|) (17)
• Canberra Distance: Used most often for data scattered around the origin, Can-
berra distance calculates distance by finding the sum of the fraction distances







• Pearson Distance: Based on the squared Pearson correlation coefficient, which
is found as follows (given C(x, y) as the covariance between x and y and V (x)






The distance is then found using the following equation:
PearsonDistxy = 1− PCCxy (20)
• Spearman’s Distance: Spearman’s distance is also correlation based, using
Spearman’s rank correlation coefficient instead of the Pearson coefficient. The
distance, di is first calculated by taking the difference between x and y at index
i. The Spearman rank correlation (SCxy) is then calculated as shown below







The distance is then found
SpearmanDistxy = 1− SCxy (22)
4.1.2 Cluster Formation
Given a distance matrix compiled using the distance measures listed in 4.1.1, clus-
ters are formed using the Lance-Williams dissimilarity update formula to determine
which clusters to merge at given points in the algorithm. This formula determines
distance based on the following formula (where A is a cluster that holds instances x
and y, and z is an unassigned instance in the dataset) [34]:
dAz = αAxdist(x, z) + αAydist(y, z) + βdist(xy) + γ|dist(x, z)− dist(y, z)| (23)
The values of α, β and γ determine how and when clusters are merged together,
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in that clusters with the smallest resulting d are merged as the clustering algorithm
makes its way up the hierarchy. In their survey of hierarchical clustering algorithms,
the authors in [49] list the corresponding parameter values for each of the methods
listed below:
• Ward Minimum Variance: The purpose of Ward linkage is to form compact and
spherical clusters by linking clusters based on finding the smallest minimum
variance between clusters according to a given variance equation, although this
method is sensitive to outliers.
• Single Linkage: Single linkage, also known as nearest neighbor clustering, is
found by taking the minimum distance between any two objects in each cluster
(or, in the case of a single object c and a cluster, the minimum distance between
that object and any object in the cluster).
• Complete Linkage: Unlike single linkage complete linkage, or furthest neighbor
clustering, takes the maximum distance between any two objects in the different
clusters.
• Average Linkage: In this case, the distance between clusters is the average
distance between all objects in both clusters.
• McQuitty: The distance here is also found by calculating the average distance
between all objects in both clusters, except that the sizes of each cluster are
added as weights. So for clusters A and B and instance c:
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• Median: For this linkage, the median point of each cluster is found and the
distance is determined to be the distance between each cluster’s median point.
• Centroid: After finding the centroid of each cluster, the centroid being the
average point in the space of a cluster or the ”center”, the distance between
two clusters is the distance between their centroids.
4.2 Building Cluster-Driven Classifiers
4.2.1 Data Preprocessing
Before clustering could occur, the data from the first part of the questionnaire had
to be preprocessed. First the numerical data (age, the amount of music training, and
all of the mood scores) had to be standardized using the following measurement:
Given the mean absolute deviation sf calculated below
sf = (|x1f −mf |+ |x2f −mf |+ . . .+ |xnf −mf |)/n (24)
Where for each row in the raw questionnaire dataset (out of n rows), x is the value
at a given row of attribute f and m is the average of attribute f ’s values.
This value is then used to calculate the standardized measurement zif for each
value i of the attribute.
zif = [xif −mf ]/sf (25)
Afterwards, the remaining text-based data was converted to a set of numbers based
on the data recorded for the user. Similar to the way the emotion annotations were
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converted, each recorded attribute was converted to a vector of numbers representing
what possible answer had (or had not) been recorded for each user. 0 represented
possible answers that had not been recorded for the user, whereas 0.5 represented
the answers that had been recorded for the user. 0.5 was selected as the numerical
representation for selected answers for the sake of finding distance between two text
attributes in a binary way, with the result of 1 being the distance between two users
who selected different answers, and 0 between two users who had selected identical
answers.
4.2.2 Tree-cutting methods
Once the hierarchcial clustering is completed using the possible combinations of
inter-instance and inter-cluster distance measures, the next step would be to ”cut” the
resulting dendrogram at a given level, resulting in a set of k clusters. Previous work
on hierarchical clustering of music data tended to focus on instrument classification,
such as in [31]. However the authors in that case had the benefit of having a k to
use in cutting the resulting dendrogram (namely the number of instruments to be
classified). Since we did not have a specific number of clusters we were looking for
we needed a method to cut the resulting dendrogram that was organic to the data
and the resulting clusters. For this purpose we used the Dynamic Tree Cut package
in R, first introduced in [35] to work with bioinformatics data. This package provides
methods that detect the clusters in each level of a dendrogram based on the shape of
the resulting clusters at the base level of the dendrogram (which is often the result
of an agglomerative clustering algorithm). This results in clusters that are organic
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to the data, rather than relying on a specific height cutoff or a specific number of
resulting clusters. There are two variants to the method in this packge, both of which
were tested in conjuction with the clustering distances described in Sections 4.1.1 and
4.1.2:
• Dynamic Tree: The dynamic tree variant of the dynamic tree cut algorithm
analyzes the dendrogram resulting from hierarchical clustering to find clusters.
The clusters from an initial cut of the dendrogram (usually a small number of
large clusters) are analyzed for patterns in the height changes. This allows the
algorithm to learn the structure of the tree, and split based on that structure.
Clusters are then split based on the subclusters contained within. The algorithm
stops once the number of clusters is stabilized.
• Dynamic Hybrid: The dynamic hybrid variant works from the bottom of the
dendrogram upwards, clustering inidividual items based on certain base con-
ditions (minimum size, distance from cluster, etc.) and iteratively joining
branches.
4.2.3 Building Classifiers
Similar to the previous Section, classifiers were built for each emotion. However
rather than create classifiers for each individual, classifiers were created for all the
individuals in each cluster. Due to the hierarchical nature of agglomerative clustering,
classifiers were also created for each node going up the dendrogram. This was achieved
through the following process:
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Merge Step: The result of the dynamic tree cut algorithms mentioned in Section
4.1.2 is a set of clusters dynamically created based on the clustering algormithm’s
resulting dendrogram. While this was something we wanted to utilize, it fails to
preserve the hierarchical nature of the dendrogram. What is necessary for this system
is not just a set of cluster assignments for each object, but cluster assignments for
each object at each level of the resulting tree. Therefore, we first take the clusters
resulting from the original dynamic tree cutting algorithm and create a new distance
matrix based on the distance between the clusters individual centroids. The distance
between the centroids is the same as the distance metric used to originally cluster the
individual instances of the original data (as well as the cluster linkage), preserving the
overall structure of the original dendrogram. Then starting from the bottom of the
tree we travel up by iterating through the possible heights where subtrees are drawn
and remerge the clusters in the subtree at each level based on this distance matrix.
This results in a dendrogram that clusters the original individual clusters into larger
clusters at each level.
Creating Classifiers based on Remerged Data: At each merge, the data is split based
on the clusters and classifiers are trained and tested. Although the IBk algorithm has
been proven to work the best with this data we train classifiers based on each of the
four algorithms (SVM, J48, Random Forest, IBk). This allows for the possibility of
employing a cascade classification strategy similar to [31].
At each level, the system selects the appropriate classifier to predict the next level
down. In the case of [31], this meant the next instrument group. For this system
this process is somewhat modified. Since the progressive levels of this tree are based
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on the range of users covered (more general user information above to more specific
user information below), and are therefore more dynamic in granularity, the resulting
clustering structures have to be evaluated as a whole in addition to the classification
algorithms for each level.
For all the clusters, the best average F-Score found for each classifier is saved in
order to evaluate the clustering structure. This process of evaluation is explained in
Section 4.2.5.
4.2.4 Elimination based on Cluster Validity Measures
Before evaluating the cluster driven classifiers, the clustered structures were first
evaluated based on connectivity, silhouette width, and Dunn index. This was done
for a couple of reasons: first of all, creating 64 classifiers (16 emotions * 4 classifier
types) for every merge (the number of which range from 4 to over 200) for 61 total
combinations of clustering measures, metrics, and cutting algorithms would not have
been computationally feasible; second of all, if any of the clustering combinations
resulted in poorly clustered data in the first place, it is very unlikely that the cluster
driven classifier would have been effective and would likely even result in misclassi-
fication once new users were added. The measures used for initial evaluation of the
clusterings are outlined below (implemented in the R package clValid [6], with the
exception of silhouette width).
4.2.4.1 Connectivity
As outlined in [25] (using the implementation described in [6]), connectivity tests
the extent to which instances are in the same clusters as their closest neighbors in
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the rest of the dataset. Given a dataset with M instances and N attributes, for a
given instance i in a cluster nni(k) is the kth nearest neighbor to i. If i and nni(k) are
in the same cluster then xi,nni(k) is equal to zero, otherwise xi,nni(k) is equal to 1/k.
Finally, given L as the number of nearest neighbors to calculate, the connectivity for








Silhouette width was first proposed in [55] initially as a graphical validation mea-
sure. It has been adapted as a measure of clustering confidence with a range between
-1 and 1 (with higher values indicating a well clustered instance).
Given ai as the average dissimilarity (i.e. distance) between instance i and all other
objects in its cluster, and bi as the next nearest neighbor to instance i, the silhouette





The average of these values is then taken for all instances in the dataset.
4.2.4.3 Dunn Index
The Dunn index was defined in [14] as the ratio between the minimum distance
between instances in different clusters and the maximum distance between instances
in the same cluster. Given the set of clusters C where ck, cl, cm ∈ C and instances i
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and j as members of clusters ck and cl respectively the Dunn index is found as follows





4.2.4.4 Result of Validity Measures
The highest values for these measures are considered more ideal, with the exception
of connectivity which should be close to or at zero. With these requirements in mind,
clusterings were eliminated as follows: first clusterings with a connectivity greater
than zero were removed from consideration. From here, the interesting thing to
observe is that there were no single inter-instance measures, inter-cluster measures,
or branch cutting methods that resulted in an ideal Silhouette width or Dunn index.
In fact, clusterings with the highest Dunn index had the lowest Silhouette width, and
vice versa. Since it was not yet known which of these measures was more important
for clustering this data in particular, in the interest of selecting measures with the
best overall internal validity the clustering with the highest Dunn index was selected,
as well as the clustering with highest Silhouette width. More general observations are
below:
• Inter instance measures: Taking the average of each of these measures, the
measures with the largest average connectivity were Canberra, Pearson, and
Spearman. Spearman unfortunately also had the highest average Dunn index,
and in general the clustering combinations with the highest connectivity also
had the highest Silhouette and Dunn indexes, implying an opposition between
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Table 4: Clusterings selected for classifier evaluation and corresponding silhouette
and Dunn index (note: Connectivity has been omitted, since the connectivity for all
selected clusterings is 0)
Inter Instance Inter Cluster Branch cutting Silhouette Dunn
Canberra Single Tree 0.2801 0.7092
Maximum Average Hybrid 0.7962 0.2313
cluster connectivity and Silhouette and Dunn. See Figure 10 for overall com-
parison
• Inter cluster measures: Ward had the lowest average connectivity, although the
average connectivity of each of the inter cluster measures were low overall, with
a much smaller range than the average connectivity of each of the inter instance
measures. Ward also had a lower silhouette (by very little), and a very low
Dunn index, again showing the opposition between connectivity and the other
internal validity measures. Overall though, with the exception of a very high
average connectivity for clusterings using the single cluster distance measure,
the validity measures by inter cluster distance are overall very even. See Figure
11.
• Branch cutting measures: Clusterings with branches cut using the tree method
had the lowest connectivity measure, while again also having the lowest Dunn
index and silhouette. See Figure 12
Based on the criteria above, the clusterings selected for classifier testing and eval-
uation are listed in Table 4.
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Figure 10: Average Cluster validity measure results, calculated by inter instance
distance measures
4.2.5 Clustering Algorithm Evaluation
Once the classifiers were created, the next step is to use the classifiers to evalu-
ate which combination of inter-instance measures and inter-cluster linking metrics
resulted in clusters with the best potential classifiers. This was decided by looking at
the F-Scores for the classifiers made at each merge in relation to the number of merges
and the number of instances in each cluster. The following equation, which has been











Where m is the total number of levels in the dendrogram, ci is the number of
clusters at level mi, and k is the number of instances either in the given cluster cij
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Figure 11: Average Cluster validity measure results, calculated by inter cluster dis-
tance measures
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Figure 12: Average Cluster validity measures results, calculated by branch cutting
method
(in the case of kij) or all the instances in the dataset (in the case of kall). Fi in
this case refers to the best F-Score of all the possible classifiers at merge mi. So if
for example at the given merge mi the IBk algorithm yielded the highest F-Score,
then Fi would refer to the F-Score of the IBk classifier. This allows us to find the
best structure while normalizing the score based on the number of clusters and the
number of instances.
4.2.6 Results
As shown in Table 4, the two cluster structures selected for evaluation were (in or-
der of Inter cluster method-Inter instance method-Branch cutting method) the Single-
Canberra-tree structure and the Average-Maximum-Hybrid structure. An interesting
observation made as evaluation was going on was that the Single-Canberra-Tree struc-
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ture only had one level (aside from the individual user level). The Average-Maximum-
Hybrid structure, conversely, had 10. This would explain the larger Silhouette width
for Single-Canberra-Tree, as the clusters in that structure would be very large.
Regarding the classifiers (the results of which are listed in Table 5), the best F-
Scores seemed to come mostly from either Random Forest or SVM classifiers for each
level, which mostly confirms the results in Section 3.2.1 about the consistency of these
two classifier algorithms in regards to this dataset (recall that these algorithms both
resulted in the highest F-Scores for fully personalized classification as well). It is
interesting to observe for both structures that the F-Scores for both algorithms were
generally higher than the F-scores for the fully personalized classifiers (recall that the
average F-Scores for the personalized SVM and Random Forest classifiers were 0.90
for both algorithms), particularly in Average-Maximum-Hybrid levels 8-11 where the
F-Scores start to get closer to 1. It is possible that having the input of other, closely
related users increases the consistency of the classifiers and counteracts any improper
tagging that may have occurred when gathering data in the first place. The F-Scores
do dip somewhat at level 12 of the Average-Maximum-Hybrid structure (as well as
Single-Canberra-Tree’s only highest level), suggesting a point of diminishing returns
once the individual clusters become larger and the individual users within become
more diverse.
The resulting CCS for each clustering structure evaluated is shown in Table 6.
From this data, and from a cluster validity standpoint, it is clear that the Average-
Maximum-Hybrid clustering structure is the best fit for this data. Considering that
higher F-Scores were able to be achieved when creating classifiers for each level, this
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Table 5: The best F-Scores, and the algorithm used, for each level of the clustering
structures
Cluster Structure and Level F-Score Algorithm
Average-Maximum-Hybrid Level 1 0.9475493 Random Forest
Average-Maximum-Hybrid Level 2 0.9532502 Random Forest
Average-Maximum-Hybrid Level 3 0.9427221 Random Forest
Average-Maximum-Hybrid Level 4 0.9419194 SVM
Average-Maximum-Hybrid Level 5 0.9351064 Random Forest
Average-Maximum-Hybrid Level 6 0.9363794 Random Forest
Average-Maximum-Hybrid Level 7 0.9341183 SVM
Average-Maximum-Hybrid Level 8 0.9744212 SVM
Average-Maximum-Hybrid Level 9 0.9744212 SVM
Average-Maximum-Hybrid Level 10 0.9781771 SVM
Average-Maximum-Hybrid Level 11 0.9783481 SVM
Average-Maximum-Hybrid Level 12 0.9314592 Random Forest
Single-Canberra-Tree Level 1 0.9348288 SVM




is not unexpected. The Single-Canberra-Tree structure, conversely, was never able to
achieve such a high F-Score (although its SVM classifiers were still able to achieve a
higher F-Score on average than their fully personalized counterparts). As such, the
Average-Maximum-Hybrid structure is the structure that will ultimately be used for
the hierarchical recommendation system.
CHAPTER 5: HIERARCHY OF RECOMMENDER SYSTEMS
In the previous chapters we have found an optimized combination of classifier
algorithms and clustering metrics for our music data. We can now build a hierarchy
of individualized recommender systems based on this optimal set of algorithms, where
the leaf nodes are individual users and each subtree is a grouping of those users. Each
node of the hierarchy has its own set of 16 emotion classifiers, one for each possible
emotion, based on the annotation data from all the users in each node. The lower
the node on the tree the more specialized each of the cluster driven classifiers are,
down to the leaves (which are individual users). This allows us to insert new users
at the correct level and apply the classifiers associated with that cluster to music for
the user. See Figure 13 for a visual representation of this structure.
5.1 Data Storage
Each user has two sets of data: a vector resulting from the questions the user
answered in the first part of the questionnaire which is used to cluster the users in
the first place (which will hereafter be referred to as D), the set of mood vectors
built for each session based on the profile of mood states questions M , and a set of
classifiers built on decision tables associated with each mood vector. See Figure 14.
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Figure 13: A visual of the proposed classifier hierarchy
Figure 14: A visualization of the data stored for a user a, where D is the set of
answers the user submitted for the first part of the questionnaire, Ma1-Man is the
set of mood vectors for that user, and C is the set of classifiers for each mood vector
(Ma1, in the case of the above figure)
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5.1.1 Mood Vector Creation
As explained in Section 3.1.1, for each session the user is asked to select an answer
describing how much he/she has been feeling a selection of emotions. Once this is
finished, his/her answers are then converted to a numerical mood vector as follows:
each answer is given a score based on the response, with 0 representing ”Not at all”,
1 representing ”A little”, 2 representing ”moderately”, 3 representing ”Quite a bit”,
and 4 representing ”Extremely”. From here, sets of mood scores corresponding to
different emotions are added together into a set of scores:
TA = Tense+ Shaky + Uneasy (30)
Where TA stands for Tension/Anxiety
DD = Sad+ Unworthy +Discouraged (31)
Where DD stands for Depression/Dejection
AH = Angry +Grouchy + Annoyed (32)
Where AH stands for Anger/Hostility
V A = Lively + Active+ Energetic (33)
Where V A stands for Vigor/Activity
FI = WornOut+ Fatigued+ Exhausted (34)
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Where FI stands for Fatigue/Inertia
CB = (Confused+Muddled)− Efficient (35)
Where CB stands for Confusion/Bewilderment
These scores are recorded, along with a total score calculated as follows:
Total = (TA+DD + AH + FI + CB)− V A (36)
The mood vector is then defined for user u and session s as
m[u, s] = (TA[u,s], DD[u,s], AH[u,s], F I[u,s], CB[u,s], V I[u,s], T otal[u,s]) (37)
This vector is then linked to a set of decision tables for each emotion annotated
by the user. For example, assume that we have three users (u1, u2, u3) with eight
sessions. Each user builds 8 sets, each one containing 16 associated decision tables.
• Vector m[u1,1] representing answers from user u1 in session 1 to the question-
naire.
• Vector m[u2,1] representing answers from user u2 in session 1 to the question-
naire.
• Vector m[u3,1] representing answers from user u3 in session 1 to the question-
naire.
• Vector m[u1,2] representing answers from user u1 in session 2 to the question-
naire.
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• Vector m[u2,2] representing answers from user u2 in session 2 to the question-
naire.
• Vector m[u3,2] representing answers from user u3 in session 2 to the question-
naire.
Therefore for user u1, Mu1 is the set of mood vectors m[u1, n] where n is the
number of sessions:
Mu1 = {m[u1, n] : 1 ≤ n ≤ 8} (38)
Each of the vectors m[ui,j], (i=1,2,3 ; j=1,2,..,8), is associated with a class contain-
ing 16 decision tables for each of the 16 possible moods. Assuming that vector m[ui,j]
is associated with a class G[i,j] containing 16 decision tables, we get the following
set of representative pairs {(m[ui, j], G[i, j]) : i = 1, 2, 3&j = 1, 2, 3, ..., 8}. These
decision tables are used to train 16 classifiers for each emotion.
5.2 User Generalization
For every cluster at each level, we first create the smallest generalized description
of all the users in that cluster. This way new users are assigned based on whether
they fit in a given generalization. This does mean it is possible for a new user to be
so unlike any other user that he/she is assigned to a node of the tree structure which
is no longer close to its leaves.
Assume, for example, a cluster C with two users a and b. Cluster DC is created as
the smallest generalization of vectors Da and Db such that both of them are included
in DC . In other words, for each coordinate i in Da and Db:
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DCi = {k : min(Dai, Dbi) ≤ k ≤ max(Dai, Dbi)} (39)
These larger clusters also have a set of mood vectors and decision tables. For
instance, let us assume that cluster C contains m[a1,8], m[a2, 5], m[b1, 2]; C’s mood
vector representation is defined as the smallest generalization of m[a1,8], m[a2, 5],
m[b1, 2] and it can be interpreted as a gate to a new set of 16 decision tables associated
with them representing our sixteen different moods and constructed from semantically
similar tables in G[a1,8], G[a2,5], and G[b1,2]. To be more precise, we take the union
of 3 decision tables (one from each G[a1,8], G[a2,5], and G[b1,2]) with the same mood
as their decision attribute, then build a classifier for this new unified decision table.
This step has to be repeated for all 16 moods. See Figure 15.
5.3 New User Placement
When a new user, x, fills out the first part of the questionnaire his/her represen-
tative vector Dx is created. Then it is checked to see if this vector is equal to one of
the representative vectors representing leaves of the tree structure. If this is not the
case, then the representative sets of vectors belonging to the parents of these leaves
are checked to see if one of them contains Dx. This is accomplished by comparing
the individual values of each column i, Dxi, to each column range DCi. If every Dxi
fits in the range of each DCi, then the user is assigned to that cluster. If Dx does
not fit within any node on a given level, then it is compared to the parent of the
cluster that Dx most closely matches (based on the number of column ranges in DC
that Dx does fit in). For example, if on the bottom level Dx cannot be assigned
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Figure 15: A visualization of the data stored for each cluster
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to any cluster, but all i in Dxi fit in the ranges for DCi except for one, this would
make it the closest matched cluster, and then Dx would be compared to the parent
of DC . This would occur for the first cluster found with the most matching values,
future work would need to be done to determine an intelligent way to determine which
cluster to compare next in the case of a tie. The goal is to assign the user to the
cluster on the lowest level they can fit in because the classifiers built for the clusters
on the lowest levels are more specialized, since they are built on data from a more
homogenous group of users (and therefore a more unified group of annotations more
than likely). These classifiers will therefore be more accurate to the new user, solving
the ”cold-start” issue inherent in collaborative recommender systems.
5.4 Evaluation
There are several methods for evaluating hierarchical classifiers for performance (a
summary of method types can be found in [12]). However, since these hierarchical
classifiers are meant to be personalized, it makes the most sense to test the classifier
against the individual user’s reaction. In other words, the user’s opinion is the best
test of accuracy in this situation. Therefore in order to evaluate this system and how
well it addresses the ”cold-start” problem, a dataset consisting of new users and new
songs was used to test the classifiers. The users were assigned to a cluster using the
process described in 5.3. The classifier for the user’s assigned cluster was applied
and predictions were made for each emotion. These predictions were compared to
the user’s original annotations to test the classifier’s accuracy, precision, and recall.
These measures were then averaged for each user, and these averages are used to judge
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Table 7: Accuracies, F-Scores, and Kappa Statistics for the fully personalized and
hierarchical cluster driven classifiers
Classifier Average Accuracy Average F-Score Average Kappa
Personalized SVM 82.35% 0.90 0.137658
Personalized IBk 85.7% 0.87 0.153468
Personalized J48 86.62% 0.89 0.076869
Personalized Random Forest 84.25% 0.90 0.133027
Hierarchical Classifier 88.5% 0.34 0.519426874
how well the assigned classifiers perform with new users. The higher the accuracy,
precision, and recall measures of the system, the better the system addresses the
”cold-start” problem.
The test set consisted of 56 unique users, each of whom completed an equivalent
of one session (meaning in this case there was only one mood vector per user). As
in previous tests, a classifier was created for each user and each emotion, resulting
in 480 total classifiers. These users annotated a separate set of 16 songs, ranging in
both tonality (major/minor) and genre (classical, rock, jazz, country).
5.4.1 Overall Results
Table 7 shows a comparison between the fully personalized classifiers developed in
chapter 3 and the hierarchical clusters assigned to completely new users as described
in the preceding Section. Overall, these results are very promising. Not only did it
achieve a higher accuracy than any of the classifiers built on datasets of user anno-
tations alone, but the Kappa statistic is much higher than any of those classifiers
were able to achieve, suggesting a higher agreement between the true classes and the
predictions. This means the classifiers assigned to a first time user of this system
would already be much more accurate than classifiers developed by users who had
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annotated a set of songs. The one concerning thing about these results is the low-
ered F-score for these classifiers. This would imply that these classifiers may have
lower precision and/or recall than the fully personalized classifiers. Whether this is
something that can be improved through continued use of the system, perhaps by
retraining the classifier in the case of inaccurate predictions, or by simply recording
additional user annotations is currently unknown. However, the high accuracy and
kappa statistics alone suggest that the developed classifiers are very effective in a
”cold start” situation.
5.4.2 Individual User Test Case
To determine how accurate these observations are at the individual level, below is
the analysis of a new user using this system for the first time. This user has filled
out the same questionnaire questions, however they only have one mood vector which
(along with their other questionnaire answers) is used to assign this user to a cluster.
This user also annotated a different set of songs, which had the same feature data
extracted from them as the initial training set.
Once this user is assigned to a cluster, he/she is given the set of emotion classifiers
made for the cluster in that part of the tree. The user’s new annotations were then
used to evaluate the classifiers’ effectiveness. The resulting statistics are shown in
Table 8.
The accuracy and F-Scores are able to stay relatively high for each classifier, al-
though it is not consistent. This could be explained by the user not annotating songs
with certain emotions, which would make the accuracies very difficult to judge in this
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Table 8: Statistics for the classifiers built for a new user
Emotion Accuracy Avg. Precision Avg. Recall Avg. F-Score
Pleased 87.5 0.875 0.875 0.87
Happy 50 0.493 0.500 0.493
Excited 70.8333 0.675 0.708 0.691
Sad 100 1.000 1.000 1.000
Bored 91.6667 0.917 0.917 0.917
Depressed 95.8333 0.918 0.958 0.938
Nervous 79.1667 0.756 0.792 0.773
Annoyed 91.6667 0.917 0.917 0.917
Angry 100 1.000 1.000 1.000
Calm 83.3333 0.761 0.833 0.795
Relaxed 75 0.714 0.750 0.729
Peaceful 62.5 0.594 0.625 0.609
Energetic-Positive 87.5 0.911 0.875 0.892
Energetic-Negative 87.5 0.875 0.875 0.875
Calm-Positive 54.1667 0.574 0.542 0.557
Calm-Negative 87.5 0.915 0.875 0.894
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case. This could indicate also that certain emotions are easier to classify for songs than
others. Observe that the lower accuracies (aside from Happy) are for emotion clas-
sifiers from the calm-positive quadrant of the arousal-valence plane (Calm, Relaxed,
Peaceful), and the least accurate quadrant classifier (Energetic-Positive, Energetic-
Negative, Calm-Positive, Calm-Negative) is the Calm-Positive classifier. This could
imply that emotions with a high valence and low arousal are particularly difficult to
detect in music, although this would require further investigation (and likely a value
automatically assigned to generalized emotions based on the selection of a specific
emotion).
5.4.3 Comparison of All Classifiers
What follows is a comparison between the hierarhcical classifiers, the personalized
classifiers described in chapter 3, and the cluster driven classifiers built in chapter 4.
A full table of the average accuracies, f-scores, and kappa statistics can be seen in
Table 9. Graphical representations can be seen in Figures 16 and 17.
The most accurate classifiers were the cluster based classifiers toward the top of
the hierarchy, although the accuracy drops sharply at level 12 (likely due to the size
and diversity of the data at that level). It seems there is an ideal cluster size to use
as classification data for users; clusters that are too large result in data that is too
diverse to build accurate classifiers, clusters that are too small will yield classifiers
that are only accurate for a limited set of music for a similarly limited set of users. It
is likely, therefore, that the hierarchical clusters manage to assign users to their ideal
point in the cluster, where the data used to train the cluster is similar enough to the
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Table 9: Accuracies, F-Scores, and Kappa Statistics for the fully personalized and
hierarchical cluster driven classifiers
Classifier Mean Accuracy Mean F-Score Mean Kappa
Personalized SVM 82.35 0.90 0.137658
Personalized IBk 85.7 0.87 0.153468
Personalized J48 86.62 0.89 0.076869
Personalized Random Forest 84.25 0.90 0.133027
Average-Maximum-Hybrid Level 1 86.82 0.95 0.097877
Average-Maximum-Hybrid Level 2 88.82 0.95 0.12894
Average-Maximum-Hybrid Level 3 86.90 0.94 0.10496
Average-Maximum-Hybrid Level 4 87.71 0.94 0.070993
Average-Maximum-Hybrid Level 5 85.86 0.94 0.003190
Average-Maximum-Hybrid Level 6 86.17 0.94 0.002089
Average-Maximum-Hybrid Level 7 86.03 0.93 0.008013
Average-Maximum-Hybrid Level 8 91.49 0.97 -0.000803
Average-Maximum-Hybrid Level 9 91.50 0.97 -0.000803
Average-Maximum-Hybrid Level 10 92.16 0.98 -0.001110
Average-Maximum-Hybrid Level 11 93.18 0.98 0.000955
Average-Maximum-Hybrid Level 12 81.91 0.93 -0.007563
Hierarchical Classifier 88.5 0.34 0.519426874
user to be relevant, but diverse enough to cover emotion and musical types that the
user has not encountered.
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Figure 16: The average accuracies for the personalized, cluster based, and hierarchical
classifiers
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Figure 17: The F-Scores and Kappa statistics for the personalized, cluster based, and
hierarchical classifiers
CHAPTER 6: CONCLUSION AND FUTURE WORK
6.1 Future Work
In examining the results a couple general observations can be drawn about the
overall effectiveness of the system, and there are clearly some areas that can be
improved. First of all, one of the unforeseen consequences of using a straightforward
hierarchical scheme and later reconstituting it is that some of the clusters are of a
very uneven size. While at the upper levels this is not as much of a concern, at the
lower levels larger clusters mean a less personalized cluster. Additionally, users could
be assigned to clusters they do not entirely match with despite fitting in the range
of the generalized vector (since the vector would be too generalized). Clearly a little
more control over the cluster formation is necessary, whether in size or otherwise.
User assignment could also be based more on distance from the cluster centroid or
calculating the distance (in the way that was done during cluster formation) and
allowing for a set distance tolerance rather than using the generalized vector. It
would stand to reason in this case that the tolerance would have to be higher in the
upper levels of the tree.
In regards to testing, in this case the focus was on hierarchical classifier effectiveness
in terms of the ”cold start” problem. In this case that meant each user had only one
session and, therefore, one mood vector. While sufficient for testing the ”cold start”
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issue for new users, future evaluation would involve starting a new user in the system
and having them use it continually, building new mood vectors and in turn testing
how the system reacts and learns the user’s musical and emotional preferences.
6.1.1 System Improvements
6.1.2 Flexible Query-Answering System
Future work with this system will also involve a flexible query answering system,
which will be built to handle user queries for music of different moods. The user will
be able to ask for songs which fit a set of emotions. However, there are songs where
the query may not fit, so the query needs to be able to be changed or extended in
order to find songs. For example, a user can ask for a song that makes them feel happy
and calm. In which case, the classifiers for ”Happy” and ”Calm” at the node the user
is assigned to are used to find which songs are happy and calm. However, if there is
no song that can be classified as both happy and calm, then the query is extended
using the emotion generalizations. ”Happy” can be extended to ”Energetic-Positive”
while ”Calm” can be extended to ”Calm-Positive”.
6.1.3 Overview of Query Relaxation Strategies
There are several approaches to flexible query answering and handling failing
queries. The typical approach is to relax the query constraints when a result is
not returned. What is returned instead is a result (or set of results) that are close to
what the user asked for, if not exactly what their query specified. A simple example
would be querying a table of customer information by a specific age and having the
query changed to a range of ages if there are no customers of that specific age in the
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table (if a user is querying a database for customers that are 26 years old and there
are none, the query may be changed to search for customers between the ages of 25
and 30).
Queries cannot be relaxed arbitrarily however. While a result that fits an exact
query may not be able to be returned, the goal of a flexible query answering system
is still to return a result that is as close as possible given the constraints on the table
and the data present. In order to return the closest results, the system must consider
the database structure and the existing relationships between attributes that can be
found from the current data. Muslea and Park proposed an algorithm in [50] known
as LOQR, which modifies a query based on decision rules found in the database.
Based on a randomly selected subset of data, rules describing the implicit relationship
between the data attributes related to the query were found. The query was then
modified based on the rule which was found to be closest to the user’s original query.
This ensures that the new query submitted to the system returns the closest result
that fulfils the user’s original query based on the data itself.
Assume the case of music data annotated with n emotions e1, e2, ..., en with k
music features F1, F2, ..., Fk. Given a failing query Q = e1 ∧ e5 this algorithm would
be implemented by first finding rules that would satisfy the emotions listed in the
query based on the extracted musical features. These rules would consist of two parts;
the first part is a set of conditions expressing the values (or range of values) of a set
of r features; the second part is the condition of a given query attribute based on the
condition of the first part, such as emotion == e1. So the overall format of the rules
would be:
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F1 = [val1, val2]∧F2 = [val3, val4]∧ ...∧Fr = [valx, valy] =⇒ emotion = ex (40)
This could be read as ”If Feature 1 is between value1 and value 2, and Feature 2
is between value3 and value4, and (...), and Feature r is between value x and value
y, then the emotion is ex. This set of rules would then be parsed to find which rules
are closest to the original query (in this example, it would be the rules that satisfied
the emotion conditions listed in the query, so for query Q the most useful rules would
be the rules that implied e1 or e5). Finally, the original query would be changed.
Based on the most useful rule determined by the algorithm, the resulting emotion
condition would be replaced by the feature conditions in the first part of the rule.
So given the original query Q and assuming the most useful rule is determined to be
F1 = [value1, value2] ∧ F6 = [value3, value4] =⇒ e5, the new query would be:
Qnew = e1 ∧ (F1 = [value1, value2] ∧ F6 = [value3, value4]) (41)
While the LOQR algorithm adds new attributes to the query based on decision
rules, there are also systems where the constraints of the query are simply general-
ized rather than altered. In a system where the data is organized in a hierarchical
system, the hierarchical relationship between attributes can be utilized to relax a
failing query as well. Chu and Chen referred to this kind of hierarchy as a type
abstraction hierarchy [10], where higher levels of the hierarchy are viewed as abstrac-
tions of their lower level children and where queries submitted to this hierarchy can
80
be relaxed by replacing one part of a failing query with its higher level abstraction.
So if given a system where a[1,1] and a[1,2] are subclasses of a[1], then a query looking
for a[1,1] or a[1,2] can be generalized by replacing either term with a[1].
6.1.4 Application to Music Recommender
As previously noted, the emotion modeling system used here is also hierarchical
in nature, where an emotion e11 can be written as Emotion[e11, e1]. This means it
can be applied as an abstraction hierarchy for query relaxation. For example, take
the class Emotion[Excited-Positive] and the subclasses Emotion[Pleased, Excited-
Positive], Emotion[Happy, Excited-Positive], and Emotion[Excited, Excited-Positive].
A query Q for song S that is Pleased and Peaceful can be presented as
Emotion[Pleased, Excited−Positive]∧Emotion[Peaceful, Calm−Positive] (42)
If that query fails, it can be relaxed to the emotion’s given abstraction, in this case
Emotion[Excited-Positive] and Emotion[Calm-Positive] respectively. So the original
query can be changed to
Emotion[Excited− Positive] ∧ Emotion[Peaceful, Calm− Positive] (43)
or
Emotion[Pleased, Excited− Positive] ∧ Emotion[Calm− Positive] (44)
6.2 Conclusion
This dissertation presents a hierarchical recommendation system that is both col-
laborative and content-based. It presents an accurate set of music recommendations
81
for a new user based on his/her mood from the outset, solving the cold-start problem
inherent in more collaborative systems. This is based on the optimal combination
of cluster-driven classifiers, instance distances, and cluster linkages. The system has
been evaluated to see how well it combats the cold-start problem, and has been proven
to be very effective at this task. Classifiers assigned to new users are about as consis-
tent, and more accurate, than classifiers built from individual user data (and about as
accurate as the best cluster-based classifiers). This system can be incorporated into
personal music players to recommend music based on mood, used for music therapy,
and eventually even incorporate classifier retraining to make the classifiers even more
personalized to the user. Finally, this system will also serve as a significant contribu-
tion to the field of music information retrieval and music recommender systems since
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