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A B S T R A C T
Naturally fractured reservoirs (NFR) contain a significant amount of remaining
petroleum reserves and are now considered for Enhanced Oil Recovery (EOR)
schemes that involve three-phase flow such as water-alternating-gas (WAG) in-
jection. Accurate numerical simulation of flow in NFR is essential for sound
reservoir management decisions to maximise oil recovery and minimise the cost
of field development. In this thesis, two important issues related to flow simula-
tion in NFR are investigated. First, a step-wise upscaling approach is developed
to evaluate the accuracy of dual porosity models in estimating matrix-fracture
transfer during WAG injection. It was found that the classical dual porosity mod-
els generally overestimate recovery from matrix blocks. Hence, a double block
model was developed and extended to a multi-rate dual porosity (MRDP). The
multi-rate double block model showed significant improvements in matching de-
tailed fine grid simulations of three-phase matrix-fracture transfer. Second, the
accuracy of upscaling discrete fracture networks (DFN) is assessed and its im-
pact on history matching was investigated on a real fractured reservoir. A new
method to upscale the shape factors needed for MRDP models from DFN is pre-
sented. This method is a notable step towards more accurate but still efficient
reservoir simulation in NFR.
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I N T R O D U C T I O N
Fractures are ubiquitous in almost all rock formation outcrops (Fig. 1.1). The ma-
jority of subsurface reservoirs are therefore assumed to contain fractures to some
degree. It is often said that “all reservoirs should be considered fractured until proven
otherwise” (e.g. Narr et al., 2006; Nelson, 2001). The term Naturally Fractured
Reservoirs (NFR) is often used to denote reservoirs where fractures have a signif-
icant impact on fluid flow. Fractures can alter the porosity and/or permeability
of the reservoir (Nelson, 2001), resulting in a more complex fluid flow compared
to unfractured reservoirs. Numerical simulation of flow processes in NFR is of
prime interest for a number of reasons including ground water management,
CO2 storage, nuclear waste management, hydrothermal energy exploitation, and
the recovery of hydrocarbon resources. The latter is the primary focus of this the-
sis.
Figure 1.1: A carbonate fractured formation outcrop. The horizontal lines represent
bed boundaries. The fractures are sub-vertical. Detailed fracture geometries
were identified using the LiDAR technology (LIght Detection And Ranging).
Taken from Agar et al. (2010).
Today, the world consumes nearly 90 million barrels of oil per day (IEA, 2014).
If this is kept constant, conventional oil reserves will become progressively scarce
and are set to be finished in 50 years time, unless the reserves increase. The cur-
rent booked reserves are estimated at 1.669 trillion barrels worldwide (BP, 2012).
There are two ways to increase reserves: discovering new fields and increasing
ultimate recovery from existing reservoirs. The former is becoming increasingly
1
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difficult and involves exploring environmentally sensitive areas such as the arc-
tic and deepwater reservoirs. Hence, the deployment of enhanced oil recovery
(EOR) and improved oil recovery (IOR) techniques is inevitable to increase the
world‘s reserves. It is also conjectured that oil prices stay high because of the lim-
ited oil supply (Muggeridge et al., 2014), rendering many EOR/IOR techniques
viable.
Schlumberger (2007) estimates that carbonate reservoirs contain more than
60% and 40% of the remaining oil and gas, respectively. Carbonate reservoirs are
typically naturally fractured. Recovery in these reservoirs is generally lower than
sandstone reservoirs (Montaron, 2008). Early reservoir engineering and geology
studies (e.g. Bulnes and Fitting, 1945; Imbt and Ellison, 1947; Pirson, 1953) anal-
ysed the possible reasons and suggested that the two sedimentary rock types
should be studied separately.
The role of secondary porosity and diagenesis in carbonate reservoirs is more
significant and hence leads to porosity-permeability relationships that are very
different to sandstone reservoirs (Lucia, 1995, Chandra et al., In press). Further-
more, the multi-phase flow functions, such as wettability, relative permeability
and capillary pressure, are also different. Carbonates tend to be more oil-wet
than sandstone reservoirs (e.g. Chilingar and Yen, 1983; Lichaa et al., 1993; Ben-
nion et al., 2002; Hollis et al., 2010) (Fig. 1.2). Recovery as a result of water injec-
tion, the widely used method for secondary recovery, strongly depends on the
wettability state of the reservoir rock. The more oil-wet the rock is, the less the
matrix recovery will be. As more and more water flows in the fractures, this will
lead to early water breakthrough (e.g. O‘Neill , 1988; van Dijkum and Walker,
1991).
Figure 1.2: Pie charts showing wettability preferences obtained from over 60 sandstone
and carbonate formations in Canada. Data taken from Bennion et al. (2002).
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Gas oil gravity drainage (GOGD) provides an important drive mechanism in
such cases because it can increase recovery factors irrespective of the reservoir
wettability (e.g. Hagoort, 1980). Fractures extend the exposure of the injected
gas with oil in reservoir rock, which renders GOGD more effective compared
to unfractured reservoirs. Hence gas injection has been applied in many NFR
(e.g. O‘Neill, 1988; van Dijkum and Walker, 1991; Jakobsson and Christian, 1994;
Saidi, 1996). However, as the gas mobility is very high compared to water and oil,
so is the risk of by-passed oil and gravity override, which can lead to very early
gas breakthrough (e.g. Panda et al., 2009). In addition, the lack of availability of
gas may limit the implementation of a recovery scheme that solely relies on gas
injection.
Water-alternating-gas (WAG) injection, both at miscible and immiscible con-
ditions, combines the merits of the two injection fluids described above on
macroscopic and microscopic scales while stabilizing the injection front, delay-
ing breakthroughs, and therefore leading to increased oil recovery compared to
continuous water or gas injection. This has been demonstrated in micromodel
experiments that mimic multi-phase flow in conventional (Sohrabi et al., 2004)
and fractured porous media (Er et al., 2010; Dehghan et al., 2012). In almost
all reported cases, WAG application on the field-scale was observed to improve
recovery (Christensen et al., 2001, Awan et al., 2008, Brodie et al., 2012).
WAG injection and tertiary gas injection are widely applied as EOR techniques
(Christensen et al., 2001). In the North Sea, WAG injection has been regarded as
the most successful EOR method (Awan et al., 2008, Muggeridge et al., 2014).
In the United States, the above two methods constitute more than 80% of all
EOR applications in carbonate reservoirs (Manrique et al., 2007). WAG injection
has already been piloted in the Middle East (Arayni et al., 2013, Rawahi et al.,
2012, Kalam et al., 2011), the preliminary results are very promising (Al Shamsi
et al., 2012). WAG injection is also considered for the vast untapped carbonate
reservoirs offshore Brazil (Pizarro and Branco, 2012).
WAG injection is known to improve micro- and macro-scale oil recovery (Chris-
tensen et al., 2001). However, the recovery mechanisms are still not fully under-
stood due to the complexity of three-phase flow. A recent overview of multi-
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scale evaluation of WAG recovery mechanisms has been presented by Skauge
and Sorbie (2014). Pore-scale observations are used to understand why residual
oil saturation during WAG is usually less than continuous water or gas injection
(Fig. 1.3). Pore-network models have been developed to decipher the complex-
ity of three-phase flow as experimental evaluations are extremely difficult and
costly (van Dijke et al., 2004, Al-Dhahli et al., 2013). Three-phase flow functions,
i.e. relative permeability and capillary pressure, couple the pore- and lab-scale
to the reservoir-scale flow simulations. These flow functions have a significant
impact on matrix-fracture transfer and are fundamental for accurate reservoir
simulations.
Figure 1.3: Comparison of residual oil saturation, Sor, due to WAG injection (Som), con-
tinuous gas injection (Sorg) and continuous water injection (Sorw). Data from
Skauge and Sorbie (2014)
1.1 contemporary modelling of fractured reservoirs
In this section, a brief introduction into the modelling approaches of NFR is
presented. These approaches will be reviewed in greater detail in Chapter 2
of the thesis. A note is given here on the critical impact of three-phase flow
functions in numerical simulation of NFR. The role of three-phase flow functions
will also be discussed in detail later in the thesis.
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1.1.1 The dual porosity model
Fractured reservoirs can be viewed as a combination of two entities: fractures
that have a significant impact on the reservoir flow capacity, but which holds
a small fraction of the reservoir storage capacity; and matrix blocks that hold
the majority of the reservoir storage capacity, but have a little influence on the
flow capacity. A model that combines the two entities is called a dual porosity
(DP) model (Barenblatt et al., 1960, Warren and Root, 1963). Although this model
was introduced half a century ago, it is still the industry standard to model flow
in fractured reservoirs. The interaction between fractures and matrix blocks is
modelled through sink/source terms known as transfer functions (Kazemi et al.,
1976, Thomas et al., 1983)(Fig.1.4a).
1.1.2 Discrete fracture models
The advances made in computational software and hardware in the past three
decades facilitated seemingly realistic models to be built where fractures are
explicitly honoured as discrete objects. These models are classified into two main
groups: Discrete fracture network (DFN) models (e.g. Long et al., 1982; Robinson,
1984; Dershowitz et al., 1998; Sabathier et al., 1998; Dershowitz et al., 2000) and
discrete fracture and matrix (DFM) models (e.g. Kim and Deo, 2000; Juanes et
al., 2002; Bogdanov et al., 2003; Karimi-Fard et al., 2004; Hoteit and Fairoozabadi,
2006; Matthai et al., 2007; Geiger et al., 2009).
In DFN models, the matrix blocks are not represented in the numerical model
(Fig. 1.4b). Hence, like the dual porosity model, these models require transfer
functions to simulate flow in fractured porous media. The transfer functions are
not required when DFN models are applied to simulate flow and transport in
fractured metamorphic or igneous rocks where rock porosity is infinitely small
(e.g. Niemi et al., 2000). The DFN approach has been used as a platform for static
modelling of fractured reservoirs (Dershowitz et al., 2000, Sabathier et al., 1998),
where fracture networks are generated to match observation data (e.g. image
logs, outcrop data, dynamic well tests and production logging), and to upscale
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fracture properties to continuum scale properties. These properties are fracture
porosity, fracture permeability and matrix shape factors. Before the introduction
of DFN upscaling, it was common to use these properties as history matching
parameters without a direct link to geological observations. DFN modelling tools
are readily available in standard petroleum reservoir modelling software.
(a) (b) (c)
Figure 1.4: Types of fracture models. (a) A dual porosity (DP) model where fractures
and matrix blocks are modelled separately and linked with a transfer func-
tion. (b) A discrete fracture network (DFN) model where only fractures are
considered in the numerical model. (c) A discrete fracture and matrix model
(DFM) showing pressure distribution in both fractures and matrix blocks.
DFM models explicitly account for fracture and matrix block flow (Fig. 1.4c).
Hence, they require additional gridding and computational cost, but overcome
assumptions generally applied to model flow in the matrix blocks. The DFM
approach can hence serve as a numerical laboratory, where hypotheses related
to fracture properties are tested and conceptual models are evaluated. DFM sim-
ulations have been used to upscale single and multi-phase flow in fractured
reservoirs (Karimi-Fard et al., 2006, Gong et al., 2008, Matthäi and Nick, 2009,
Ahmed Elfeel et al., 2010, Ahmed Elfeel and Geiger, 2012).
1.1.3 Three-phase flow
In NFR, capillary pressure and relative permeability functions have a major im-
pact on fluid exchange between matrix blocks and fractures. Fluid transfer be-
tween fractures and matrix blocks is dominated by capillary and gravity forces.
Since most oil is contained inside the matrix, capillary and gravity forces can be
more important in NFR compared to unfractured reservoirs. For example, capil-
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lary forces may either enhance or reduce recovery from matrix blocks depending
on wettability (e.g. Gilman and Kazemi, 1988; Gang and Kelkar, 2008).
Three-phase flow modelling is challenging as saturation functions are difficult
to measure in the lab. Commonly, three-phase relative permeability is estimated
using empirical models such as Stone I and II (Stone 1970, 1973) and the sat-
uration weighted interpolation method (Baker, 1988). Improvements have been
made to increase the accuracy of these empirical models for WAG injection ap-
plications (Larsen and Skauge, 1998, Skauge et al., 1999, Blunt, 2000, Shahverdi
and Sohrabi, 2013). WAG injection numerical simulation results are highly de-
pendent on the choice of the empirical model. It has been shown that uncertainty
in recovery can be as large as 20% absolute, only due to the use of different em-
pirical models (Shahverdi and Sohrabi, 2013). This significant uncertainty neces-
sitates the verification of the flow functions before employing them in reservoir
simulation.
Pore-network modelling (PNM), sometimes referred to as digital rock physics,
has been developed recently to estimate three-phase flow functions (e.g. Mani
and Mohanti, 1998; van Dijke et al., 2004; Piri and Blunt, 2005; Al-Dhahli et
al., 2013). The flow functions predicted by PNM are in close matches to the
experimentally derived flow functions for water-wet rocks (e.g. Oak, 1990); or
micro-model experiments for different wettability configurations (e.g. van Dijke
et al., 2004). PNM, hence, offer an alternative to empirical models (Fig. 1.5) and
its results can be used as input in commercial reservoir simulators (see Chapter
3).
1.2 challenges and limitations in modelling flow in nfr
1.2.1 Characterisation and geological uncertainty
The effect of fractures on flow can range anything from complete hindrance, as
in mineral-filled fractures, to the other extreme where fractures constitute ma-
jor flow conduits. This is exacerbated by the tremendous difficulty encountered
when characterising fracture properties at reservoir conditions. Uncertainty quan-
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Figure 1.5: Three-phase pore-network modelling as an alternative to empirical models.
From Al-Dhahli (2013)
tification is therefore highly recommended to accompany any attempt to model
flow in NFR (e.g. Mäkel, 2007). This necessitates building equi-probable real-
izations of static and dynamic fracture models to explore the possible range in
simulation results due to the geologic uncertainty.
DFM models become unfavourable in stochastic frameworks where multi-
ple models are generated, upscaled and run because of the computational cost
needed. In some cases, the generation of the unstructured grid is very challeng-
ing and may not be achieved without simplifying assumptions (e.g. Mallison et
al., 2010), or increasing the number of nodes to high numbers in order to resolve
the complex fracture geometries.
DFN models link the dual porosity parameters to geological parameters. The
computational cost of DFN, by definition, is smaller than DFM models. There-
fore, the DFN approach provides a reasonable compromise between efficiency
and accuracy. The fact that they are readily available in industry standard reser-
voir modelling software means that implementing new DFN-based upscaling
methodology or improvement will be relatively fast and straightforward. The
DFN models are well suited for stochastic frameworks for uncertainty quantifi-
cation and for matching observations. DFN upscaling can follow one of two
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methods: analytical and flow-based upscaling. The DFN upscaling is very effi-
cient when analytical methods are used (Oda, 1985).
1.2.2 Upscaling related challenges
Continuum modelling of flow in porous media assumes the existence of a repre-
sentative elementary volume (REV), above which the media properties are uni-
form within the simulation cell size. However, real fracture distributions show a
scaling behaviour in fracture length and connectivity (e.g. Odling, 1997; Bonnet
et al., 2001; Berkowitz, 2002; Neuman and Di Federico, 2003)(Fig. 1.6). Therefore,
the upscaling of fracture networks might depend on the simulation cell size. As
will be discussed in detail in Chapter 2, the analytic DFN upscaling method of
Oda (1985) is known to overestimate the fracture connectivity (Dershowitz et al.,
2000, Cottereau et al., 2010, Ahmed Elfeel and Geiger, 2012). On the other hand,
flow-based upscaling depends on boundary conditions (Dershowitz et al., 2000).
The upscaling dependency necessitates a quantitative measure to assess the DFN
upscaling errors in a given situation, but so far only qualitative approaches have
been developed.
Figure 1.6: Scaling of fracture distributions in the Hornelen Basin in Norway. The rela-
tive location of the small scale fracture map (right) is indicated by the red
square in the large scale fracture map (left). From Odling (1997).
Karimi-Fard et al. (2006), Gong et al. (2008) presented a DFM-based upscaling
method. Both DFN and DFM flow-based upscaling can feed into dual porosity
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models to simulate flow in fractured reservoirs. These DFN/DFM flow-based
methods could be accurate, but might not be applicable to full field scales and
uncertainty quantification workflows because flow-based methods are computa-
tionally expensive.
1.2.3 Challenges related to three-phase flow functions
One last, but important, challenge related to three-phase flow modelling remains.
The empirical models usually employed, e.g. Stone I, II (Stone 1970, 1973) and the
saturation weighted interpolation method (Baker, 1988), were mainly developed
based on available published data, the majority were for water-wet rock. Since
carbonate reservoirs are less water-wet than sandstone reservoirs, an evaluation
of the performance of empirical models becomes necessary. This is particularly
true when the oil saturation is small, as this is exactly the region of interest
when applying the EOR methods (Blunt, 2000, Spiteri and Juanes, 2006). More-
over, under some conditions, WAG may lead to water and gas displacing each
other, while leaving the oil phase located in the matrix in place. Simple extrapo-
lation of two-phase flow functions might fail to capture such fluid displacement
processes.
1.3 objectives and structure of the thesis
The aim of the thesis is to improve the reliability of upscaling and reservoir
simulation of fractured reservoirs. This is achieved by the quantification and
possibly removal of upscaling and model concept errors so that the focus is
only on evaluating the geological uncertainty. Accuracy and efficiency are the
two main areas to improve the state-of-the-art modelling capabilities. First, the
accuracy of existing methods is evaluated by quantitative analysis of simulation
models (e.g. comparing a reference fine grid model with an equivalent classical
dual porosity model). The primary focus is on implementing new improvements
in the upscaling methods and numerical models to enhance the accuracy of the
prediction.
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Second, efficiency is taken into consideration by focusing on the combination
of DFN-based upscaling and classical dual porosity models. This combination
is less computationally demanding compared to full DFM models and DFM-
based upscaling methods. Furthermore, new improvements in DFN-upscaling
and classical dual porosity models can be implemented easily in conventional
reservoir simulators and modelling packages.
The thesis aims to specifically achieve the following:
• Investigate PNM application to predict matrix-fracture transfer during WAG
injection. This enables the evaluation of the accuracy of the empirical mod-
els. PNM is also used to explore the effect of various pore structures and
wettability to analyse their influence on relative permeability and capillary
pressure curves and the subsequent impact on matrix-fracture transfer.
• Improve the classical dual porosity model to simulate three-phase matrix-
fracture transfer more accurately. This improvement should facilitate the
application of dual porosity models in reservoirs with multi-scale hetero-
geneity.
• Improve DFN-based upscaling methods to estimate fracture permeability
and matrix shape factors. Develop a new workflow to assess DFN upscal-
ing accuracy and quantify the impact of upscaling errors on history match-
ing.
The thesis is divided into two parts: The first concerns three-phase matrix-
fracture transfer and the effect of multi-scale heterogeneity, including different
heterogeneities at the pore-scale. It encompasses the first and second objectives
of the thesis. The second part is focused on the evaluation of DFN based upscal-
ing and the development of improvements in upscaling methods. In total, the
thesis has 9 chapters.
Chapter 1 is the current chapter. It shows the importance of fractured reser-
voirs and three-phase flow modelling. A brief overview is given on the stat-of-
the-art fractured reservoirs modelling tools followed a discussion of limitations
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and challenges. This paves the way to introduce the objective of the thesis and
explain its structure.
Chapter 2 reviews the methods to model fractured reservoirs in detail. A crit-
ical review is provided on the different approaches proposed in the industry to
model flow in fractured reservoirs. A special emphasis is given to the develop-
ment of the classical dual porosity model. DFN and DFM modelling approaches
are also discussed and highlights are provided on the limitations of each ap-
proach.
part i : matrix-fracture transfer under three-phase flow
Chapter 3 discusses the effects of wettability and pore-scale heterogeneity
on three-phase matrix-fracture transfer. A novel pore-network modelling tool is
used to estimate three-phase relative permeability and capillary pressure. These
are then used in fine grid single porosity simulations to quantify the impact on
matrix-fracture transfer during three-phase flow. A comparison is made between
the pore-network derived results and the empirical models.
Chapter 4 discusses the effects of heterogeneity at the scale of a simulation cell
on three-phase matrix-fracture transfer. The fine grid single porosity model used
in Chapter 3 is used here again to quantify the impact of sub-cell heterogeneities,
common to fractured carbonate reservoirs, on matrix-fracture transfer. These het-
erogeneities include permeability, wettability distribution and matrix block sizes.
The results are then compared with equivalent dual porosity models.
In Chapter 5, an improved dual porosity model is developed to improve the
accuracy of matrix-fracture transfer during WAG injection. The transfer term is
derived and compared with to a commercial reservoir simulator‘s calculations.
The configuration of the new parameters is discussed followed by extension of
the model to simulate matrix-fracture transfer when matrix blocks are of differ-
ent sizes.
part ii : dfn upscaling assessment and improvement
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Chapter 6 highlights the uncertainty that arises due to DFN permeability
upscaling. A workflow to assess the upscaling accuracy is shown.
Chapter 7 assesses the impact of DFN upscaling on history matching. Data
from the Tensleep Formation in the Teapot Dome Field is gathered to history
match the field production data in a geologically consistent manner. The model
building is described followed by discussion of the history matching results.
Chapter 8 revisits the DFN permeability upscaling workflow in relation to the
reservoir engineering data normally available. An improved upscaling methodol-
ogy for matrix shape factors is shown that feeds into the multi-rate dual porosity
models. The utility of the improved upscaling method is demonstrated using a
realistic 2D fracture outcrop model.
Chapter 9: A summary of the key outcomes of the thesis and concluding re-
marks are given. This is followed by an outlook on how this research can develop
in the future.
2
R E S E RV O I R S I M U L AT I O N O F F L O W I N F R A C T U R E D
R E S E RV O I R S
2.1 background
During the early twentieth century, as more and more petroleum reservoirs were
discovered and developed, geoscientists and reservoir engineers started to notice
a disparity in reservoir response to developments in carbonate and sandstone
reservoirs. They started developing hypotheses to explain why carbonate reser-
voirs usually yield lower recovery than sandstone reservoirs. Since carbonate
reservoirs are typically naturally fractured, fracture related issues were some-
times discussed under carbonate versus sandstone comparisons. Having recog-
nized the differences in terms of porosity-permeability relationship, relative per-
meability and capillary pressure curves, Bulnes and Fitting Jr (1945) suggest that
carbonate and sandstone reservoirs should be studied separately.
Imbt and Ellison Jr (1947) attributed the disparity in reservoir quality to the
secondary porosity created by dissolution. However, the first ‘dual porosity‘ hy-
pothesis was put forward by Pirson (1953). He envisaged two parallel porosity-
permeability relationships: One that constitutes 90% of reservoir pore volume,
but posses a permeability in the order of 1 mD or less, and another that occu-
pies the remaining 10% of the pore volume but has permeability in the order of
100 mD or more.
In unfractured reservoirs with a single porosity-permeability relationship, the
single phase flow is governed by the continuity equation (e.g. Bear, 1972):
∂
∂x
(ρv) =
∂
∂t
(ρφ). (2.1)
For simplicity, a one dimensional flow problem is considered here. ρ is the
fluid density, v is flow velocity and φ is the porosity. ρ = ρSC/B where ρSC is the
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fluid density at standard conditions and B is the fluid formation volume factor
(the ratio between a unit volume in the reservoir to the volume at the standard
conditions). Since ρSC is constant, ρ is replaced by 1/B in both sides of Eq. 2.1.
Also, v can be substituted using Darcy‘s law. As a result, the continuity equation
takes the following form
∂
∂x
(
k
µB
∂Φ
∂x
)
=
∂
∂t
(
φ
B
)
. (2.2)
k is the rock absolute permeability, µ is the fluid viscosity and Φ is the flow
potential. For completeness, a source/sink term, q ′, is added to account for in-
jection/production wells in a simulation cell
∂
∂x
(
k
µB
∂Φ
∂x
)
− q ′ =
∂
∂t
(
φ
B
)
. (2.3)
Each term in Eq. 2.3 has a unit of (1/t) and therefore q ′ is the injection/pro-
duction rate normalized by the bulk volume of the control volume, Vb. If Eq. 2.3
is discretised and multiplied by Vb, one obtains
∆x
(
k
µB
A
∆Φ
∆x
)
− q =
Vb
∆t
δ
(
φ
B
)
. (2.4)
Here, ∆t is the time increment, δ represents the change with respect to ∆t and
∆x represents the change with respect to x. It is often more convenient to use
transmissibility of the simulation cells when descritising Eq. 2.4. The transmissi-
bility is defined as T = kA/(µB∆x). Also, when the potential Φ is split into its
pressure and gravity components, Φ = p− γD, the equation becomes
∆x (T(∆p− γD)) − q =
Vb
∆t
δ
(
φ
B
)
. (2.5)
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2.2 development of the dual porosity model
Inspired by the work of Pirson (1953), Barenblatt et al. (1960) developed the first
model for a dual porosity system. The model assumes that at any spatial location,
there exist two pressure values: one represents the fracture and the other repre-
sents the matrix blocks. The exchange between the two domains, fractures and
matrix, is characterized by a geometrical factor that relates to the fracture den-
sity and hence the size of the matrix blocks. The denser the fracture spacing, the
smaller the matrix blocks are. Hence, the matrix-fracture interface area increases,
and therefore the exchange rate increases as well. Later, Warren and Root (1963)
established an analytical solution for the dual porosity model. The purpose was
to identify and quantify the additional parameters needed to describe the flow
behaviour during well testing. Hence, this was developed for single phase flow.
(a) Actual reservoir contain-
ing fractures and vugs
(b) Model reservoir with ide-
alised fracture geometry
Figure 2.1: Idealization of a heterogeneous fractured porous medium. Redrawn from
Warren and Root (1963)
Barenblatt et al. (1960) and Warren and Root (1963) set the following assump-
tions to derive the dual porosity equations:
1. Flow between the matrix and fractures is governed by a pseudo steady-
state relationship, i.e. flow changes constantly with the potential difference
between the fractures and the matrix.
2. The matrix blocks are homogeneous, isotropic and are in a systematic array
of identical rectangular parallelepipeds (Fig. 2.1).
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3. Fractures can be considered equivalent to porous media
They coupled the equations for matrix and fracture flow by additional source/sink
terms in the fracture flow equation:
∆x(T(∆p− γD)f) − qf + λ(pm − pf) =
Vbf
∆t
δ
(
φ
B
)
f
. (2.6)
∆x(T(∆p− γD)m) − qm − λ(pm − pf) =
Vbm
∆t
δ
(
φ
B
)
m
. (2.7)
The subscripts f and m denote fracture and matrix blocks, respectively. λ is
a transmissibility term equivalent to T but for matrix-fracture exchange and is
given by:
λ =
(
k
µB
Vb
)
m
σ, (2.8)
where σ is the shape factor which describes the surface area per unit volume.
It has a unit of 1/L2. Eqs. 2.6 – 2.7 account for fracture-fracture flow, matrix-
matrix flow and matrix-fracture exchange through λ(pm − pf). This model is
the original model proposed by Barenblatt et al. (1960). It is referred to as the
dual porosity – dual permeability model (DP–DK). Such formulation was later
implemented by Hill and Thomas (1985) for reservoir simulation in fractured
media. However, in Warren and Root‘s (1963) model and in reservoirs with low
matrix permeability matrix-matrix flow is negligible and the first two terms in
LHS of Eq. 2.7 are ignored. This is called the dual porosity (DP) model and is the
main focus in this thesis. It should be noted that the DP model lacks the direct
matrix-matrix connections and hence there is no capillary continuity. When the
matrix permeability is high, matrix-matrix connections become important and
DP–DK models should be considered.
The driving forces for single-phase model matrix-fracture flow are pressure
difference and fluid expansion. However, most reservoir engineering problems,
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and indeed the focus of this thesis, involve multi-phase flow. This gives rise to
other driving forces: capillary and gravity forces that will influence the physics
of matrix-fracture exchange and hence the transfer term (Fig. 2.2).
(a) Oil expansion (b) Capillary imbibition
(c) Gravity drainage (d) Diffusion
Figure 2.2: Different recovery mechanism associated with a matrix block and surround-
ing fractures exchange under multi-phase flow. Modified after Lu et al.
(2008).
One approach to study and model multi-phase was pioneered by Mattax
and Kyte (1962). Spontaneous imbibition experiments in laboratory are used
to model matrix-fracture exchange. It is common to use dimensionless analysis
to derive scaling groups that enable reservoir scale predictions based on the lab-
oratory results. Various scaling groups have been developed (e.g. Kazemi and
Gilman, 1993; Zhang et al., 1996) for different rock types and fluids involved.
The scaling can be used to estimate sink/source terms that define the trans-
fer functions, such as in de Swaan (1978) and Di Donato et al. (2003). Recently,
Schmid and Geiger (2012, 2013) found a universal scaling group based on the an-
alytical solution for spontaneous imbibition. Hence, matrix-fracture transfer can
be computed for any fluid or rock properties. This makes the scaling approach
very promising when predicting recoveries in reservoirs with arbitrary rock and
fluid properties. A dual porosity model incorporating this analytical solution
has already been implemented (Maier et al., 2013, Maier and Geiger, 2013). In
this thesis, the aim is to improve conventional reservoir simulation methods in
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NFR which is dominated by the classical dual porosity model. Therefore, scaling
of experimental results is not discussed further.
The first multi-phase extension of the classical dual porosity model was pre-
sented by Kazemi et al. (1976). The model is three-dimensional and considers a
two-phase (oil and water) system. It accounts for relative fluid mobilities, gravity
forces (only in the fracture domain) and imbibition in matrix blocks. In Kazemi‘s
model, the dual porosity equations are updated as follows:
∆x(Tα(∆pα − γαD)) − qαf + λα(pαm − pαf) =
Vbf
∆t
δ
(
φSα
Bα
)
f
, (2.9)
and
−λα(pαm − pαf) =
Vbm
∆t
δ
(
φSα
Bα
)
m
. (2.10)
The subscript α denotes oil or water phases. Tα is updated from the single
phase form by multiplying by krα
Tα =
kkrαA
µB∆x
. (2.11)
The phase pressures are linked through the capillary pressure term
pc = po − pw. (2.12)
If Eq. 2.12 is substituted in 2.10 for the water phase, the following is obtained
−λw(pom − pof + (pcf − pcm)) =
Vbm
∆t
δ
(
φSw
Bw
)
m
. (2.13)
The transfer term in Eq. 2.13 models matrix-fracture transfer due to sponta-
neous imbibition, a main recovery mechanism in water-wet reservoirs. As noted
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above, Kazemi‘s model does not account for gravity forces inside matrix-fracture
transfer. Kazemi et al. (1976) saw their model capturing fractured reservoirs het-
erogeneity since, in principle, each grid block has a unique shape factor based
on fracture distribution in the reservoirs.
Thomas et al. (1983) presented a three-phase dual porosity model that ac-
counts for capillary, gravity and viscous forces for fracture-fracture flow. The
equations were essentially similar to Equations 2.9 and 2.10, in addition to the
gas phase equations. Thomas et al. (1983) also provided provisions as to how
gravity forces can be accounted for in the matrix-fracture exchange terms. Tak-
ing the equation for the water phase for comparison with Eq. 2.13, the gravity
term is added as follows
−λw(pom − pof + (pcf − pcm) +C∆pgravity) =
Vbm
∆t
δ
(
φSw
Bw
)
m
, (2.14)
where C is a constant that depends on the distance over which ∆pgravity acts
and the characteristic length of the matrix blocks. Gilman and Kazemi (1983)
used the simulation cell thickness, D, and fluid pressure gradients, γ, to account
for the gravity forces in the matrix-fracture transfer function
−λw(pom− pof+ (pcf− pcm) + (γwfDf−γwmDm)) =
Vbm
∆t
δ
(
φSw
Bw
)
m
. (2.15)
However, it was not clear why they defined separate constants for matrix block
thicknesses of the fractures and matrix blocks. Also, their gravity term is con-
stant. Ideally, the gravity potential may increase or decrease, depending on the
type of fluid in the fractures and matrix blocks. Sonier et al. (1988) introduced
a ‘dynamic‘ matrix-fracture gravity drainage term. Based on the assumption of
fluid segregation, they used fluid saturations to derive the gravity potential as
follows
−λw(pom − pof + (pcf − pcm) + γw(hwm − hwf)) =
Vbm
∆t
δ
(
φSw
Bw
)
m
, (2.16)
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where,
hw =
(
Sw − Swc
1− Swc − Sor
)
Lz. (2.17)
In Eq. 2.17, Swc is the connate water saturation, Sor is the residual oil saturation
and Lz is the vertical fracture spacing. Gilman and Kazemi (1988), Quandalle and
Sabathier (1989) presented improvements in viscous flow calculations for matrix-
fracture transfer. The improved model uses weighting functions to simulate a
gradient of pressure, where fracture pressure is higher than the matrix pressure
at one face and lower at the opposite face. Gilman and Kazemi (1988) revisited
the gravity drainage process and recommended the use of multiple sub-domains,
discussed later, or through dual porosity-dual permeability model that accounts
for matrix flow in the vertical direction only. Quandalle and Sabathier (1989)
separated vertical and horizontal flow to derive an improved shape factor. van
Heel and Boerrigter (2006), Ramirez et al. (2009), Al-Kobaisi et al. (2009) used
different shape factors for imbibition and gravity drainage. The transfer term,
therefore, has the following form:
−λw(pom− pof+ (pcf− pcm) +
σz
σ
γw(hwm−hwf)) =
Vbm
∆t
δ
(
φSw
Bw
)
m
, (2.18)
where σz is the gravity drainage shape factor, while σ is for viscous/imbibi-
tion shape factor. Lu et al. (2008) evaluated the four recovery mechanisms as
in Fig. 2.2 and combined them to present the General Transfer Function. In a
comparative study, AbuShaikha and Gosselin (2008) found that General Trans-
fer Function and that of Quandalle and Sabathier (1989) performed better than
the earlier transfer functions (Kazemi et al., 1976, Gilman and Kazemi, 1983,
Sonier et al., 1988). In general, accounting for gravity forces in the DP model is
considered to be simple and can lead to modelling errors, especially when Gas
Oil Gravity Drainage (GOGD) is the main driving mechanism (e.g. Matthäi and
Bazrafkan, 2013). Hence, more attention should be given to examine the gravity
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terms in Eq. 2.18 and that they are capable of capturing the recovery mechanism
in GOGD applications.
2.3 limitations of the dp model and workaround solutions
Dual Porosity (DP) models are widely used to model flow in fractured reservoirs.
The strength of this model stems from the parsimony of the conceptual model,
its efficiency and the ease with which it can be implemented in reservoir simu-
lators. However, the three assumptions made in order to develop the DP model
limit its applicability. (1) The pseudo steady-state assumption of the classical
dual porosity model remains the centre of discussions and has been steering re-
search efforts to seek workaround solutions, or possibly an alternative approach
to model flow in fractured reservoirs (Saidi, 1983, Pruess and Narasimhan, 1985,
Sarma and Aziz, 2006, Rangel-German and Kovscek, 2006, Karimi-Fard et al.,
2006, Hui et al., 2013). (2) Another important limitation is the assumption of
uniformity of matrix block sizes and geometries within the scale simulation grid
block. Many fractured formation outcrops show that matrix block sizes are not
uniform in that scale (e.g. Odling, 1997; Geiger et al., 2013). (3) The third as-
sumption is related to the representation of fractures as an equivalent porous
medium.
2.3.1 The pseudo steady-state assumption
The matrix blocks have a single pressure and fluid saturation values. This implies
that fluids are distributed equally inside the matrix blocks. In single phase flow
modelling, immediate pressure dispersion inside the matrix blocks and pseudo
steady-state assumption could be a valid estimate, particularly, when the matrix
permeability is high. Multi-phase flow however is complicated as relative perme-
ability and capillary pressure values are affected by the saturation distribution
in the matrix blocks. Therefore, a pseudo steady-state relationship as that of Eq.
2.18 may fail to accurately describe the flow behaviour. Many of the published
work on DP models cited here used experimental data or fine-grid single poros-
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ity simulations to provide reference solutions in order to verify the dual porosity
models. When a match cannot be obtained, i.e. due to pseudo steady-state as-
sumptions, a number of techniques were followed to change the DP parameters
so that it fits the reference solution. These techniques are (1) varying the shape
factor, (2) the use of pseudo capillary pressure or relative permeability curves, (3)
the use of time dependent shape factors, and (4) increased discretisation inside
the matrix blocks.
2.3.1.1 Varying a constant shape factor
As noted before, the shape factor quantifies the matrix block geometry or frac-
ture spacing. If the matrix-fracture transmissibility, λ, is equated to the fracture-
fracture / matrix-matrix transmissibility, T (see Eqs. 2.4 and 2.8), the following
is obtained
σ =
1
Vb
A
∆x
. (2.19)
A similar term is used by Kazemi et al. (1992). Here, ∆x represents the total
distance the fluid front can reach during imbibition or gravity drainage. This is
useful as it shows the geometrical elements affecting the shape factor. Assuming
that the matrix blocks are uniform sugar cubes as in Fig. 2.1, it can be proved
that for imbibition
σ = 4
(
1
L2x
+
1
L2y
+
1
L2z
)
. (2.20)
Here, L represent the matrix block sizes (or fracture spacing) in the three prin-
cipal dimensions. If Lx = Ly = Lz, then σL2 is constant and is equal to 12 (Kazemi
et al., 1976). This characteristic constant has been estimated differently in differ-
ent studies, e.g. Warren and Root (1963) used 60, Coats (1989), 24, Chang (1993),
Lim and Aziz (1995), 29.6. Ueda et al. (1989) proposed to use a multiplier to
Kazemi‘s et al. shape factor to match experimental data. Thomas et al. (1983)
adjusted the shape factor constant to 25 to match fine grid simulation results.
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The lack of consensus on the shape factor in published technical reports has
contributed somehow to the use, or probably ‘abuse‘, of the shape factor as a
‘legitimate‘ history matching parameter. This has been exacerbated by the lack of
information about fracture distributions in the subsurface that led to the often
made assumption that σ is the same for all cells (e.g. keywords like SIGMA and
DIFRAC in ECLIPSE and CMG software, respectively). However, real fractured
formation outcrops show that fracture intensity can vary spatially (see Fig. 1.6).
Clearly, this is an area that could be improved to increase the reliability of dual
porosity models. In this thesis, the approach is to honour the physical concept
of the shape factor by relating it solely to fracture spacing.
Another problem with commonly used simulation parameters like SIGMA
and DIFRAC, is the implicit assumption that the fracture domain is continu-
ous throughout the reservoir. This assumption is not always true. In some frac-
tured formation outcrops, there are regions where fractures do not persist. Such
regions are better represented using the conventional single porosity model.
Adaptive dual porosity models (e.g. von Pattay and Ganzer, 2001; Ganzer, 2002)
combine the single and dual porosity models. These combinations are available
in commercial reservoir simulators (e.g. DPNUM in ECLIPSE). Honouring the
multi-scale nature of fracture connectivity, Bourbiaux et al. (2002) presented a
workflow to use single porosity, dual porosity (DP) or dual porosity-dual per-
meability (DP-DK) depending on the fracture lengths and matrix properties.
However, this does not treat modelling errors arising as a result of the pseudo
steady-state assumption.
2.3.1.2 The use of pseudo flow functions
In addition to the shape factor, the transfer term in Eq. 2.18 contains relative
permeability and capillary pressure terms. Hence, another workaround solution
to improve the accuracy of dual porosity models is to change the capillary pres-
sure and relative permeability values to fit experimental or fine grid simulations
of matrix-fracture transfer. Dean and Lo (1988) followed an iterative process to
estimate the capillary pressure curves by history matching fine grid single poros-
ity models. Rossen and Shen (1989) presented a pseudoisation method for gas
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oil gravity drainage and water oil imbibition. This method requires performing
fine grid simulation of a single matrix block only once. The objective is to derive
the matrix block saturation gradient with time (dS/dt). The derivative is used to
calculate a pseudo capillary pressure curve that takes gravity and capillary dis-
placement into account. Hence, this method is more efficient than that of Dean
and Lo (1988) as it only requires the fine grid simulation once.
Gurpinar and Kossack (2000) tested many options to match single porosity
fine grid simulations and recommended the use of pseudo capillary pressure
curves. Pseudoisation of capillary pressure curves was also recommended by
other authors (e.g. Sabathier et al., 1998, Abu Shaikha and Gosselin, 2008) to
correct for simulation errors during gas oil gravity drainage. The error is caused
because the capillary pressure in a simulation cell is evaluated at the cell centre
(Fig. 2.3). However, the actual matrix blocks height could be larger as shown in
the fine grid representation. The error increases with the thickness of simula-
tion grid blocks and it is dependent on the shape of the gas oil capillary pres-
sure. This correction is already implemented in commercial reservoir simulators
(AbuShaikha and Gosselin, 2008).
Figure 2.3: Capillary pressure pseudoisation to correct for simulation errors during gas
oil gravity drainage. Comparison of a single matrix block fine grid results
(left) and a dual porosity model (right) at the end of gas oil gravity drainage.
The dual porosity model error is represented by the difference of the red
hatched area in the fine grid results (left) and the red area in the dual porosity
model (right). From Abu Shaikha and Gosselin (2008)
There are three limitations for the application of pseudoisation. The first is the
cost of calculating the pseudo curves. Given the wide range of heterogeneity in
fractured reservoirs, calculating pseudo curves for all the rock properties could
mount to a formidable computational cost. The second limitation is that the use
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of pseudo curves makes the reservoir simulation process specific, e.g. one can
model either water oil imbibition or gas oil gravity drainage. If the recovery
process changes, new pseudo curves have to be obtained. Finally, capillary pres-
sure and relative permeability are related to pore-scale structure and heterogene-
ity; and are very expensive to obtain. By using pseudo flow functions, we may
eliminate the physical basis of multi-phase matrix-fracture transfer. As with the
shape factors, one may use pseudo curves as history matching parameters (e.g.
Gurpinar and Kossack, 2000) instead of focusing on the geologic understanding
and the physics of the displacement process.
2.3.1.3 The use of time-dependent shape factors
The pseudo steady-state describes the fluid saturation evolution in a linear fash-
ion (e.g. the term λ(pm − pf) in Eqs. 2.6 and 2.7). To overcome this assumption,
the shape factor σ, embedded in λ, is made a function of time to capture tran-
sient effects. Penuela et al. (2002) derived a time-dependent shape factor which
matched a 1D imbibition single porosity simulation results. In addition to a di-
mensionless time variable, the shape factor was a function of relative permeabil-
ity parameters. Sarma and Aziz (2006) partitioned the matrix-fracture transfer
into two terms. The first models fluid expansion and uses a constant shape fac-
tor. The second term captures recovery due to imbibition and is time-dependent.
The summation of the two terms gave a more accurate recovery curve when
compared to a reference solution. Rangel-German and Kovscek (2006) followed
a similar approach but derived a time-dependent shape factor by dimensional
analysis of experimental data.
Derivation of time-dependent shape factors usually involves solving an analyt-
ical equation which could be complex for immediate implementation in current
reservoir simulators. Due to this difficulty, the validation of these shape factors
is done with relatively simple models (1D simulation models) or simple experi-
ments. In all three cases cited above, gravity forces were not considered, although
the possibility of including them in the future was not ruled out.
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Another transient shape factor has been suggested by Sabathier et al. (1998) to
capture the physics of the water oil imbibition process. The shape factor is made
saturation dependent, such that:
σ(Sα) =
1
Vb
A
X(Sα)
, (2.21)
where X(Sα) is evaluated based on geometrical considerations and the recov-
ery process. Sabathier et al. (1998) used the saturation-dependent shape factor
and found it performing better than the constant shape factor in matching a sin-
gle block fine grid reference solution. However, contrary to these results, Bour-
biaux et al. (1999) reported a case where the classical shape factor gave a closer
match to fine grid simulations than this saturation dependent shape factor.
2.3.1.4 Increased discretisation inside matrix blocks
A natural solution to the model errors in the classical dual porosity approach,
arising from the pseudo steady-state assumption, is to increase the discretisa-
tion inside matrix blocks. Saidi (1983) presented a fully implicit three-phase 2D
cylindrical model to simulate flow in matrix blocks in fractured reservoirs. He
explicitly gridded the matrix blocks and criticised the use of transfer functions.
His model was able to history match 22 years of production from the Haft Kel
field in Iran.
The justification for Saidi‘s approach comes from the fact that the majority
of hydrocarbons in place (over 90%) are in the matrix blocks and that it is es-
sential to capture the displacement processes accurately. He described transfer
functions as “lumped parameters” that could introduce errors. In his simulations,
full fluid segregation was assumed in the fractures. The fluid contacts were set
as boundary conditions to solve for flow in the matrix blocks. The dual porosity
model was not used in Saidi‘s work. His work can be considered as a full matrix
discretisation method (Fig. 2.4b).
Other matrix sub-domain methods were based on the dual porosity model
and were aimed at extending the dual porosity concept. Pruess and Narasimhan
(1985) presented a multiple interacting continua (MINC) model, where matrix
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blocks are sub-gridded into rings based on proximity to fractures (Fig. 2.4c). This
extension is used to simulate imbibition and heat flow in fractured porous media
numerically. The MINC model can be applied to more representative fracture
geometries, i.e. not necessarily only the idealised sugar cubed model. Shape
factors are not used. Instead, cross-sectional areas of the sub-domain rings, their
volumes and nodal distances between them are used to calculate the flux across
the sub-domains. Wu and Pruess (1988) showed that the classical dual porosity
model may result in large errors, particularly, when the matrix permeability is
low or when the matrix block sizes are large. This is because the transient effects
take longer times in these two cases. Generally, they showed that recovery is
overestimated when the matrix domain is not divided into sub-domains and a
constant shape factor is used.
The reason for the overestimation can be explained by considering a one di-
mensional capillary diffusion process
φ
∂S
∂t
=
∂
∂x
(
D
∂S
∂x
)
, (2.22)
where D is the capillary diffusion factor. If the matrix block size is large, the
classical dual porosity model underestimates the imbibition rate, whereas in fine
grid simulations (or the MINC approach) steep saturation gradient develops
close to the matrix-fracture interface as a result of the imbibition rate. Subse-
quently, the increased water saturation diminishes the imbibition rate and the
hence the actual recovery is less than estimated by the classical dual porosity
model. Results that confirm this analysis will be presented in Chapter 4.
Two other sub-domain methods were presented by Gilman (1986). The first is
similar to the MINC model but it uses shape factors to calculate fluxes across the
sub-domains. This could be suitable for heat flow, water oil imbibition, fluid ex-
pansion and pressure difference driven matrix-fracture exchange. The geometry,
however, is not suitable for gas oil gravity drainage. The reason is that the direc-
tion of gas oil gravity drainage is always vertical, while the MINC is developed
for radial flow processes. Therefore, the second sub-domain method of Gilman
(1986) was dividing the matrix blocks vertically to a number of stacked layers
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(a) Classical dual porosity model.
Barenblatt et al. (1960), Warren
and Root (1963)
(b) Full matrix discretisation.
Saidi (1983)
(c) MINC model. Pruess and
Narasimhan (1985), Gilman
(1986)
(d) Stacked layers model. Gilman
(1986)
(e) Hybrid model. Beckner et al.
(1991)
Figure 2.4: Types of matrix sub-domain methods. The hatched outer boundary repre-
sents the fractures.
(Fig. 2.4d). The fluxes between the sub-domains were also calculated using shape
factors. However, the characterization methodology of the shape factors for the
different domains was not discussed by Gilman (1986), nor was its relationship
to the fracture spacing.
So far, the sub-domain methods facilitated either water oil imbibition or grav-
ity drainage processes. Beckner et al. (1991) therefore presented a discretisation
method suitable for both imbibition and gravity driven displacements (Fig. 2.4e).
They reported errors as high as 30% in calculated recovery when the classical
dual porosity models are used. Similar to the previous methods, no provisions
were given on how the sub-domain transmissibilities relate to fracture spacing.
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The increased accuracy as a result of the sub-domain methods is at the expense
of increased computational cost. One extreme is to use the classical dual poros-
ity model without matrix discretisation, which is not accurate in all cases. The
other extreme is to fully discretise all matrix blocks in the reservoir, which might
be intractable and unnecessary. The computational cost added can be manage-
able using today‘s computers. Another challenge is the characterisation of shape
factors for the sub-domains depending on fracture spacing.
2.3.2 The assumption of uniform matrix block sizes and properties
The second assumption of the classical dual porosity model considered here is
that all matrix block geometry and properties are uniform within each simula-
tion cell. State variables such as pressure and saturation are also assumed to be
uniform. However, a look at any fractured formation outcrop would suggest oth-
erwise. Matrix blocks within a scale of a reservoir simulation cell (on the order of
100 m horizontally and 10 m vertically), come in all shapes and sizes (Fig. 2.5a).
Hence, a more geologically appealing and realistic conceptual model is one that
honours the variety of matrix blocks‘ geometries and properties (Fig. 2.5c).
(a) (b) (c)
Figure 2.5: Heterogeneity of matrix block sizes in outcrops and two dual porosity con-
ceptual models. (a) An image of a fractured carbonate outcrop showing ma-
trix blocks of various sizes at a scale below the size of a single reservoir
simulation grid block (Image courtesy of H. Boro, see Geiger et al., 2013). (b)
A classical dual porosity conceptual model where matrix block sizes are uni-
form as well as the matrix properties (e.g. φm and km) (c) A multi-rate dual
porosity conceptual model. (b) and (c) are taken from Maier et al. (2013).
To overcome the uniformity of matrix block sizes and properties assumption
in dual porosity models, Pirker et al. (2007) and Pirker and Heinemann (2008)
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used recovery curves derived from fine grid simulations. The recovery curves
replace the constant shape factor transfer functions in classical dual porosity.
Recovery curves for matrix blocks of different sizes can be combined to account
for multiple matrix block sizes or different matrix properties (e.g. permeability).
However, this method can be limited by the numerical cost added by carrying
out the fine grid simulations. Further, the recovery curves are valid for a specific
recovery process i.e. water imbibition, only.
Haggerty and Gorelick (1995) pioneered a multi-rate mass transfer (MRMT)
model. The model is developed for single-phase flow. The main concept behind
the model is that a distribution of transfer rates exists between the mobile do-
main (fractures) and the immobile domain (matrix blocks). Hence, allows cap-
turing heterogeneous matrix blocks within each simulation cell. The model is
considered as a generalization of the dual porosity concept and was used to
interpret tracer tests in a fractured dolomite formation (Haggerty et al., 2001).
It was found that the MRMT is consistent with available data and capable of
matching the observed recovery curves, while the classical single rate model
was orders of magnitude off.
Di Donato et al. (2007) applied the multi-rate concept for two-phase flow.
They used up to three different transfer rates in a dual porosity model using
a streamline based simulator. They studied flow in a Chinese naturally fractured
reservoir. The multi-rate models predicted low recoveries as the imbibition takes
longer for a given fracture spacing. In a single-rate dual porosity models, the
fracture spacing is normally taken as the average. This assumption could lead to
erroneous recovery estimation.
Geiger et al. (2013) extended the MRMT model to two-phase flow in fractured
porous media. They applied the model on a realistic fracture model featuring a
range of matrix block sizes. Geiger et al. (2013) also generalized the application
of MRMT to account for saturation gradients that develop in matrix blocks under
multi-phase flow. The model gave decent matches with the reference solution.
Thus, the multi-rate dual porosity has a great potential for applications in the fu-
ture as it does not only overcome the REV limitation, but also the pseudo steady
state assumption. The number of applications of the model has been growing
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recently. The multi-rate dual porosity model (MRDP) was implemented with
spontaneous imbibition for two-phase simulations in reservoirs with multi-scale
heterogeneity (Maier et al., 2013). In the comparison cases, the MRDP models
gave higher and lower recoveries compared to a single rate dual porosity model.
Therefore, the MRDP offers greater flexibility in matching production data from
NFR. The MRDP model has been extended to include gas oil gravity drainage
(Maier and Geiger, 2013).
2.3.3 Fractures as an effective porous medium
In dual porosity models, fractures are considered equivalent to porous media. In
continuum modelling of flow in porous media, the simulation cell sizes must be
above the scale of a representative elementary volume (REV) of the rock prop-
erties (e.g. Hubbert, 1956; Bear, 1972; Caers, 2005). For real porous media, this
condition can be met easily because the REV scale is small and comparable
to that of pore-scale. However, fractures in outcrops appear in different scales,
larger and smaller than reservoir simulation cells (Fig. 1.6). As noted before, the
multi-scale approach of Bourbiaux et al. (2002) treats different fracture length
scales differently. For example, if the fractures are disconnected and their length
smaller than simulation cell size, they only enhance permeability of the matrix.
If the fractures are equal or larger in scale than the simulation cell, they can con-
tribute the fracture permeability in a dual porosity model. The simulation cell
size is, however, usually limited by external factors (e.g. heterogeity in the rock
matrix properties, or the available CPU time) such that the REV of the fracture
geometries may never exist.
2.4 discrete fracture networks
The general lack of a REV (e.g. Berkowitz, 2002) for continuum models to simu-
late flow in fractured porous media has prompted research to seek alternatives to
the dual porosity model and avoid the assumptions in modelling matrix-fracture
transfer. The single porosity approach with structured orthogonal grids cannot
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resolve the complex fracture geometries seen in the outcrops and present in the
subsurface. Hence, discrete fracture models with unstructured grid commonly
using the finite element and/or finite volume discretisation are sought after as
alternatives to the dual porosity model.
There are two main classes of discrete fracture models. The first is the discrete
fracture networks (DFN) approach, where only fractures are considered in the
flow calculations. The second is the discrete fracture and matrix (DFM) approach,
where fractures and matrix blocks are considered in the flow calculations. In the
remainder of this chapter, more detail is provided on how these models are built,
their flow equations and their upscaling to single and dual porosity models.
2.4.1 DFN generation
Combinations of fractures of various orientations, lengths and apertures produce
a complex fracture network through which fluid flow can occur. DFN models
aim to characterize such networks and evaluate their connectivity, permeability
and matrix block sizes for a number of engineering problems. Due to the lim-
ited information available on each single fracture, DFN are usually generated
as multiple fracture sets. Each set is characterized by unique geometrical prop-
erties, such as orientation, fracture intensity, apertures, length and height. The
generated fracture sets must satisfy the input statistical distributions that are
commonly available from image log, outcrop data, geomechanical models and
seismic data.
An example for a DFN generation process can be described as follows (e.g.
Long et al., 1982): The location of each fracture is found by assuming that the
centres of the fractures are distributed according to an intensity map. The frac-
tures orientation is assigned next based on a statistical model. A commonly used
fracture orientation model is Fisher‘s model (Dershowitz, 1984) which contains
a dispersion parameter to model the observed variability of fracture orientations
within each fracture set. Fractures length, height or radius is assigned afterwards,
usually using power-law or log-normal distributions. Finally, aperture values are
assigned, satisfying a log-normal distribution or other type of distributions. They
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can also be correlated with fracture length (e.g. Olson et al., 2001). DFN models
are usually generated stochastically, although it is possible to honour determin-
istic fracture geometries (Golder Associates Inc., 2010).
2.4.2 DFN as a modelling platform
Geometrical and analytical methods are used in the DFN approach to evalu-
ate fracture intensity, connectivity, matrix block sizes and equivalent porous
medium permeability (Dershowitz, 1984, Oda, 1985, Dershowitz et al., 1998).
Percolation theory can be used to evaluate the connectivity of fracture networks
(e.g. Berkowitz, 2002). These evaluations are computationally cheap and hence
very valuable tools to estimate fracture connectivity. Permeability upscaling can
follow analytical or flow-based methods. Oda (1985) presented a method to com-
pute equivalent fracture permeability analytically. This method is widely used
in DFN upscaling due to its efficiency (Dershowitz et al., 2000, Cottereau et al.,
2010, Ahmed Elfeel and Geiger, 2012). This is discussed in detail below.
Other geometrical analyses available in the DFN approach, such as cluster
analysis and the number of intersected fractures by a well path facilitate match-
ing generated DFNs with available image-log and outcrop data. Fracture connec-
tivity can be observed qualitatively from production data in fractured reservoirs
(e.g. high well productivity index with permeability exceeding the rock matrix
permeability by orders of magnitude). The cluster analysis is a geometrical tool
that helps evaluating the connectivity of a DFN. For example, if production data
supports a hypothesis that the fractures are well connected, the cluster analysis
can be used to evaluate fracture connectivity for a given DFN without running
flow simulations. The number of intersected fractures in an observation point
(e.g. a well) is another useful geometrical tool to condition generated DFN.
As a result of the efficient and useful features available in the DFN approach,
it is now commonly used as a modelling platform to build models for fractured
reservoirs (e.g. Dershowitz et al., 2000; Sabathier et al., 1998; von Pattay; Ganzer,
2001; Ganzer, 2002)(Fig. 2.6). The static modelling consists of generating a DFN
that is conditioned by the observation data available including well test and
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seismic data (Casciano et al., 2004, Delorme et al., 2013, Sayers and den Boer,
2012). This is followed by DFN-based upscaling process to calculate parameters
for single and dual porosity model. The fracture modelling workflow comes on
top of the usual matrix properties characterisation workflow.
Figure 2.6: Workflow to build fractured reservoir models incorporating DFN generation
and upscaling. Input data comprise image logs, outcrop analogues, geome-
chanical models and seismic interpretation. In the data analysis, fracture ori-
entations, length and intensity maps are analyzed based on the input data to
define statistical models. Then the DFN is generated honouring the statisti-
cal models. DFN upscaling computes the fracture porosity, permeability and
matrix shape factors. Finally, DP or DP-DK reservoir simulation is performed
based on DFN upscaling results.
2.4.3 DFN upscaling
As noted before, in addition to the modelling capabilities available, the DFN ap-
proach can be used to upscale the fracture properties to grid properties suitable
for numerical simulation models. Three properties are evaluated in this upscal-
ing process: fracture porosity, fracture permeability and matrix shape factors.
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2.4.3.1 Fracture porosity
The fracture porosity is calculated using the fracture geometrical properties as
in the following relationship (Dershowitz et al., 2000)
φf = P32 × e. (2.23)
P32 is a measure of fracture intensity expressed as total fracture area per unit
volume. e is the aperture of the fractures.
2.4.3.2 Oda permeability upscaling method
Oda (1985) used Darcy‘s velocity to calculate the equivalent fracture permeabil-
ity
vi = −
kij
µ
∇Φ, (2.24)
where vi is the Darcy velocity of the ith dimension, kij is the permeability
tensor, µ is the fluid viscosity and Φ is the flow potential. The equivalent porous
media velocity is given by
vi =
1
V
∫
V
vi.dV . (2.25)
Oda then introduced a probability density function (PDF), E, that is a func-
tion of fracture orientation, fracture size and aperture. It satisfies the following
integral
∫∞
0
∫∞
0
∫
Γ
E(n,A, e).dΓ .dA.de = 1. (2.26)
Fracture orientations are represented by unit normal vectors n inside an angle
Γ corresponding to the surface of a unit sphere. A and e represent fracture sur-
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face area and aperture, respectively. In the above expression, the limits of infinity
must be replaced by the maximum sizes of A and e. To calculate the number of
fractures N located inside the control volume, the PDF is multiplied by the total
number of fractures Nf:
N = Nf × E(n,A, e).dΓ .dA.de. (2.27)
Now the total void volume Vt can be calculated using fracture geometries
Vt = A× e×N. (2.28)
If the expression for N in Eq. 2.28 is substituted from Eq. 2.27, one obtains
Vt = A× e×Nf × E(n,A, e).dΓ .dA.de (2.29)
The Darcy velocity inside fractures can be calculated using the law of parallel
plate (Snow, 1969)
vi =
e2
12µ
∇Φ. (2.30)
The fracture velocity in Eq. 2.30 and the fracture void volume in Eq. 2.29 are
substituted into Eq. 2.25 to obtain
vi =
Nf
V
1
12µ
∇Φ
∫∞
0
∫∞
0
∫
Γ
A× e3 × E(n,A, e).dΓ .dA.de, (2.31)
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and introduce Fij, a second rank tensor relating only to the fracture geometry,
defined as
Fij =
Nf
V
∫∞
0
∫∞
0
∫
Γ
A× e3 × E(n,A, e).dΓ .dA.de. (2.32)
Oda introduced the Kronecker delta, δij, to normalize fracture orientation rel-
ative to the control volume (e.g. a simulation cell). By substituting vi back in Eq.
2.24 the upscaled DFN permeability is given by
kij =
1
12
(Fkkδij − Fij), (2.33)
where Fkk defines the principal directions of permeability. A limitation of Eq.
2.33 is that fractures of any length will contribute to the permeability value even
if fractures do not percolate in a cell (e.g. the green fractures in Fig. 2.7). This is
because the disconnected fractures will still contribute to the value of E and sub-
sequently to the permeability value. To overcome this limitation, Oda introduced
two factors that, if properly characterized, can increase the reliability of Oda‘s
method. Oda considered situations where fractures are not connected and intro-
duced the multiplier M, which has the range: 0 6M 6 1/12. To account for the
fact that this equation produces non-zero permeabilities even when Fij becomes
negligibly small (as in the case of disconnected fractures), another parameter, C,
was introduced so that
kij =

M(Fkkδij − Fij) −MC(Fkkδij − Fij) C > C0
0 C 6 C0
, (2.34)
where C0 is a threshold value below which the fractures are not connected.
Oda‘s method application is commonly based on Eq. 2.33. An improved Oda‘s
method exists which is based on equation Eq. 2.34. This method performs checks
on the connectivity, evaluating C0, of the fractures in a cell and if the fractures
2.4 discrete fracture networks 39
are not percolating, the upscaled permeability is overridden by a value of zero
(Golder Associates Inc., 2010). The latter is referred to as the Improved Oda‘s
method in this thesis.
However, the improved Oda‘s method evaluation of fracture connectivity is
not accurate. For example, if the fractures are percolating in a cell, there still
might be fractures that do not contribute to fluid flow (Fig. 2.7b). These are con-
sidered in the probability function E (Eq. 2.26) in the improved Oda‘s method.
Hence, flow-based upscaling is used to evaluate DFN models and provide refer-
ence solutions (Long et al., 1982, Robinson, 1984, Dershowitz, 1984).
(a) kOda = kGold = ka (b) kOda = kGold = kb;kb > ka
(c) kOda = kc ≈ kb;kGold = 0
Figure 2.7: An example of a 2D discrete fracture networks and qualitative comparison of
the Oda‘s method with and without the improvement in three DFN models.
The improved Oda‘s method is denoted as kGold. (a) A DFN model where
all fractures are connected. (b) A DFN model where some fractures are con-
nected. (c) A DFN model where no fracture is connected. The colours denote
fractures that contribute to fluid flow (red) and the isolated fractures (green).
2.4.3.3 Flow-based upscaling methods
In flow-based upscaling, boundary conditions for the region of interest (Fig. 2.7)
can be assigned as no-flow boundaries or a pressure gradient is specified across
the region. This boundary conditions enable the calculation of the pressure distri-
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bution in the fractures. The pressures are computed at the fracture intersections,
which represent the nodes. The nodes are connected by fractures of a given
length and aperture. Under incompressible flow at each node, j, mass balance
implies that
I∑
i=1
vij = 0, (2.35)
where vij is the flow velocity from the node i to j and I is the total number
of nodes connected to j. For fracture flow, assuming the parallel plate rule (Eq.
2.30) is applicable, the flow velocity is related to the pressure difference by the
following equation
vij =
e2ij
12µLij
(pi − pj). (2.36)
Here, eij is the effective aperture of the link between i and j , Lij is its length,
and p is the node pressure. If the total number of nodes is N , Eq. 2.36 is eval-
uated N times. This forms a matrix of N×N, the solution of which provides
pressure values at each node and the total flow velocity, vt, across the domain.
Removing the nodes for the fractures that do not contribute to the total flow (Fig.
2.7) is common to increase the efficiency of the computation (Dershowitz, 1984,
Robinson, 1984). The equivalent porous media permeability is then evaluated
using Darcy‘s law as
keq =
vtµL
∆p
, (2.37)
where ∆p is the pressure difference across the sides of the simulation cell,
and L is the distance between the sides. Although three-dimensional modelling
of flow in porous media requires the use of three-dimensional elements. Two-
dimensional elements can be used in DFN models to represent the fractures be-
cause the fractures are essentially two-dimensional surfaces in a three-dimensional
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reservoir model. Generating two-dimensional grids for the DFN is easier than
three-dimensional grids needed for the DFM, and can be automated for arbitrary
DFN geometries. This is a great advantage of the DFN approach, as it facilitates
the use of DFN generation and DFN-related analysis in stochastic frameworks.
However, flow-based upscaling is still computationally intensive. Table 2.1 shows
the CPU time for flow-based upscaling and upscaling using Oda‘s method for a
DFN with 2000 fractures. The total number of cells on which flow-based upscal-
ing was successful is limited to a few thousand.
Table 2.1: Comparison of DFN upscaling CPU time for a HP workstation with an 2.67
GHz Intel Xeon processor and 8 GB RAM. The model contains 2000 fractures.
CPU Time
Number of cells Analytical Flow-based
50 < 1 395
200 1 262
1250 2 775
5000 3 2730
20000 8 12240
125000 20 NA
500000 67 NA
2000000 247 NA
Flow-based upscaling is also sensitive to the type of boundary conditions used
during the flow calculations. It is well known that, depending on the heterogene-
ity of the geological model, boundary conditions impact on the resulting equiv-
alent permeability (Renard and deMarsily, 1997, Durlofsky, 1991). Four types of
boundary conditions are commonly used. These are: No flow boundaries, linear
(uniform) boundary conditions, constant pressure, and periodic boundary con-
ditions (Fig. 2.8). Depending on the upper and lower sides‘ boundary conditions,
these four boundary conditions can be grouped into two: Closed side boundary
(no flow) and open side boundary (all other conditions).
2.4.3.4 Shape factor upscaling
Finally, the matrix block size is evaluated using a number of methods (Der-
showitz et al., 1998) including the mutli-directional spacing (MDS) method and
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(a) (b) (c) (d)
Figure 2.8: Types of boundary conditions commonly used in flow-based DFN perme-
ability upscaling. (a) No side flow boundary (b) Linear pressure (c) Constant
pressure (d) Periodic boundaries. Upscaling results in this particular fracture
geometry and for no flow boundary condition (a) gives k = 0 as no flux is
coming from the sides, this is contrary to other types of boundary conditions.
an image processing methodology that was introduced by Sarda et al. (1997).
The MDS is widely used because it is efficient. It is a geometrical method where
fracture intersections with imaginary lines are calculated in all principal direc-
tions (Dershowitz et al., 2000). The imaginary lines are placed uniformly across
the cell principal directions (Fig. 2.9). The spacing between the fractures is statis-
tically analysed to evaluate the matrix block dimensions. The shape factor can
then be calculated based on Eq. 2.20 for example.
Another method is based on an image processing approach. In analogy to the
water-oil capillary imbibition mechanism, 2D horizontal matrix block dimen-
sions can be estimated by establishing a relationship between invaded area and
distance from the fracture (Sarda et al., 1997, Sabathier et al., 1998, Sarda et
al., 2002)(Fig. 2.10a). Pixels corresponding to fractures are initialized with zero
values. Then, for all matrix pixels, the distance is calculated to the nearest zero
pixel. The invaded area is equal to the cumulative distance normalized by matrix
area (Fig. 2.10b). Another normalized equivalent invasion area Aeq (Fig. 2.10a)
is calculated based on an idealized block geometry
Aeq(x) =

1− 1LxLy (Lx − 2x)(Ly − 2x) = 2(
1
Lx
+ 1Lx )x−
4
LxLy
x2 x < min(Lx2 ,
Ly
2 )
1 x > min(Lx2 ,
Ly
2 )
.
(2.38)
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Figure 2.9: Calculation of fracture spacing using the Multi-Dimensional Spacing (MDS)
method. A DFN model for which fracture spacing is calculated is shown
(left). Imaginary lines based on the orientation of the grid block cell are gen-
erated (dashed lines) and fracture intersection points are recorded (small
circles) (centre). The spacing between the intersection points is analysed sta-
tistically to determine fracture spacing in X and Y dimensions (right). Note
that the method is equally applicable in three-dimensional fracture model.
The method is applied here on a two-dimensional fracture model for illustra-
tion purposes.
For values of Aeq less than unity, the equivalent invaded area can be rewritten
in the following format
Aeq = ax+ bx
2, (2.39)
where
a = 2(
1
Lx
+
1
Ly
) (2.40)
and
b = −
4
LxLy
. (2.41)
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(a) (b) (c)
Figure 2.10: An image processing technique to evaluate the matrix shape factor in DFN
models. (a) The image processing technique to collect pixel data. (b) Evalu-
ation of A(x) using the pixel data. (c) Using an ideal block geometry with
fracture spacing Lx in the x-direction and Ly in the y-direction to calculate
Aeq(x). The values of Lx and Ly that best represent the DFN model are
calculated by equating the two areas A(x) and Aeq(x).
Aeq(a,b, x) is then equated to A(x) evaluated by an image processing tech-
nique (Fig. 2.10b). Hence, one obtains the following the quadratic equation
ax+ bx2 −A(x) = 0. (2.42)
The values for a and b are obtained by solving Eq. 2.42. Subsequently, Lx and
Ly are found by solving Eqs. 2.40 and 2.41 simultaneously.
2.4.4 Limitations of the DFN approach
The stochastic generation of fracture networks in the reservoir typically does not
follow geomechanical constrains. Hence, there is a need to condition the DFN
generation to honour the known geomechanical controls. For example, it has
been observed that DFN generation might place multiple fractures in the same
location or within a minimally small space (Fig. 2.11).
The analytical DFN upscaling methods overestimate equivalent fracture per-
meability while flow-based upscaling can be intractable for full field models.
The DFN upscaling methods are sensitive to simulation cell sizes (e.g. due to
fracture scaling as in Fig. 1.6) and boundary conditions used (Dershowitz et al.,
2000). Qualitative measures have been presented to select a suitable cell size
(Dershowitz et al., 2000), while others tried to incorporated scale dependency in
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Figure 2.11: Example of a stochastic DFN model showing multiple fractures at approxi-
mately the same spatial location
the effective permeability calculations (Garcia et al., 2007). However, no quanti-
tative measure to assess the accuracy of DFN upscaling has been proposed and
the possible propagation of uncertainty due to upscaling errors has not been
studied.
In many reservoirs, matrix permeability is large and can connect what was
otherwise disconnected fractures. Bogdanov et al. (2003) found that matrix per-
meability can affect the percolation of fluid flow in fractured porous media by
connecting isolated fractures. In such reservoirs, DFN models do not capture
the full flow unless transfer functions are used to estimate flow in the matrix.
DFM models explicitly account for matrix flow and hence are free of transfer
functions.
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2.5 discrete fracture and matrix models
2.5.1 DFM models generation
All DFN generation methods are essentially applicable here, because discrete
fracture and matrix (DFM) models are inclusive of the DFN geometry and prop-
erties. To resolve the complex fracture geometries, DFM/DFN models use spa-
tially adaptive unstructured grid, typically with finite element and/or finite
volume methods (e.g. Kim and Deo, 2000; Juanes et al., 2002; Bogdanov et al.,
2003; Karimi-Fard et al., 2004; Hoteit and Fairoozabadi, 2006; Matthai et al., 2007;
Geiger et al., 2009). Fractures are generally represented as lower-dimensional ele-
ments (e.g. as 1D lines in 2D models or 2D surfaces in 3D models). However, ele-
ments that represent the rock matrix are equi-dimensional (e.g. 2D elements such
as triangles and quadrilaterals in 2D models (Fig. 2.12); 3D elements, such as
tetrahedrons, prisms and hexahedrons, in 3D models). Three-dimensional mesh
generation is a significant challenge and disadvantage of the DFM approach
because matrix blocks are discretised too.
(a) (b)
Figure 2.12: A 2D example (map view) of a discrete fracture and matrix (DFM) model.
(a) The finite element mesh with spatial adaptation to resolve the complex
geometry of the fractures. (b) The pressure distribution as a result of well
testing. The fluid pressure is in Pascals.
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2.5.2 Applications of DFM models
DFM models can be geologically more realistic because fewer assumptions are
necessary to model flow in fractured porous media, including matrix-fracture
transfer. Therefore, DFM models are very useful in studying flow behaviour in
fractured porous media (Matthäi et al., 2007, Agar et al., 2010, Geiger et al., 2013,
Matthäi and Bazrafkan, 2013), investigating pressure transient responses in frac-
tured media and interpreting them (Matthäi et al., 1998, Corbett et al., 2010,
Biryukov and Kuchuk, 2012, Ahmed Elfeel et al., 2014) and providing reference
solutions for upscaling and quantitative comparisons with other modelling ap-
proaches (Bourbiaux et al., 1999, Matthäi and Nick, 2009, Geiger et al., 2013).
The technological advances in computer software and hardware have enabled
field scale simulations using the DFM approach (Hui et al., 2008, Mallison et
al., 2010, Hui et al., 2013). To facilitate the workflow to field-scale DFM simu-
lations, a number of advanced solutions were introduced. These include an effi-
cient mesh generation method, accurate upscaling to dual porosity models and a
next-generation reservoir simulator. Hui et al. (2013) used the DFM approach to
simulate EOR methods including three-phase flow in fully compositional model
(Fig. 2.13). The DFM simulations were compared against the dual porosity model
using DFM-based upscaling methods and a classical dual porosity model. The
average errors for a new DFM-based upscaling method and the classical dual
porosity dual permeability models are 14% and 65%, respectively. The reported
running times for the upscaled two models were comparable.
2.5.3 DFM-based upscaling
Karimi-Fard et al. (2006), Gong et al. (2008), Tatomir et al. (2011) presented a
DFM-based upscaling method. This approach is based on the MINC model of
Pruess and Narasimhan (1985) and is referred to as the Multiple Sub-Region
(MSR) method. The upscaling is performed in two steps. The first step aims
at upscaling matrix-fracture transfer using single-phase DFM upscaling within
each simulation grid block (Fig. 2.14). Results are used to partition the matrix
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Figure 2.13: Visualization of DFM simulation results in a reservoir comprising 4500 dis-
crete fractures. The results show matrix pressure distribution (left) and wa-
ter saturation inside the fractures (right) after 30 years of water injection.
From Hui et al.(2013).
into a number of sub-domains to increase the accuracy of calculation, as dis-
cussed for the MINC model before. This is done by using pressure distributions
from fine grid single phase simulations (Fig. 2.14). The shape of the sub-regions
hence depends on the fracture geometry and matrix permeability (Karimi-Fard
et al., 2006).
(a) Fracture distri-
bution
(b) Pressure
contours
(c) Reduced con-
tours
(d) Sub-regions
Figure 2.14: Matrix-fracture transfer upscaling using DFM models. A single-phase sim-
ulation is performed in each cell until a pseudosteady state is reached. The
pressure contours then are used to define the sub-regions. The different
colours denote different sub-regions. From Karimi-Fard et al. (2006).
The second step concerns the fracture-fracture and matrix-matrix flow be-
tween the simulation cells. Flow between two adjacent simulation cells is cal-
culated (Fig. 2.15). Again a single-phase flow is carried out to evaluate the trans-
missibility between the two cells. This implicates that each cell will have as many
transmissibility evaluations as the number of cells it is connected to. Typically,
transmissibility is calculated based on the permeability of the cells. Hence, DFM-
2.5 discrete fracture and matrix models 49
based upscaling is computationally more demanding than DFN-based upscaling,
but also more accurate.
Figure 2.15: Block to block transmissibility calculation in the Multiple Sub-Region (MSR)
method. Fixed pressure boundary conditions are applied in the transmissi-
bility direction, all other boundaries are no flow. From Karimi-Fard et al.
(2006).
2.5.4 Limitations of the DFM approach
The mesh generation is very challenging for 3D models and often requires ad-
ditional correction and quality checking. Hence, this may hinder any stochastic
approach, where a large number of models are generated to quantify the geolog-
ical and other uncertainties. In addition, assumptions such as all fractures are
sub-vertical, are also necessary to simplify the fracture geometry (Mallison et al.,
2010).
After the mesh has been generated successfully, the computational cost to run
the DFM models or the DFM-based upscaling can be high. Parallelisation can
help (e.g. Geiger et al, 2009) but only for a sector scale . High CPU times still
prevent any automated reservoir simulation workflow and uncertainty quantifi-
cation with DFM models. It is noted that full field application of the DFM ap-
proach (e.g. Fig. 2.13) consider large scale fractures that are not fully connected
in part of the reservoir grid. However, it is the fractures with lengths that are
usually less than the simulation grid block size that defines the dual porosity
behaviour.
Commonly, the large scale fractures are few but associated with smaller to
medium fractures that affect fluid flow. Simulation of flow through the large
scale features is of prime importance and is best achieved through deterministic
modelling. These large features are easily identifiable from seismic data with
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little uncertainty. However, DFM simulation of all small to medium fractures is
neither tractable nor required. A more generic approach therefore is to combine
DFM simulations and dual porosity modelling (e.g. Maier et al., 2013; Maier and
Geiger, 2013) to capture the multi-scale nature of flow in fractured reservoirs.
2.6 summary and conclusion
In this chapter, the early development of the classical dual porosity model is re-
viewed together with its extension to multi-phase flow. The solutions offered to
overcome three major limitations are examined: the pseudo steady-state assump-
tion, the uniformity of matrix block sizes and geometries, and the treatment of
fractures as an equivalent porous medium. The DFN method and its upscaling
applications were reviewed, and similarly, the DFM method and its applications.
The solutions offered to improve the classical dual porosity model are (1) vary-
ing a constant shape factor, (2) the use of pseudo capillary pressure curves, (3)
transient shape factors or (4) increased matrix discretisation. The latter could
be considered within the multi-rate dual porosity approach. The first two entail
changing a physical parameter heuristically to match laboratory experiments or
fine grid simulation results. Transient shape factors are difficult to implement in
reservoir simulators, while more matrix discretisation require additional charac-
terisation constants to control the flow between the matrix sub-domains.
The multi-rate dual porosity model overcomes the uniform matrix block size
and geometry limitation. This also incurs the need for additional storage capaci-
ties during numerical simulation. Recent advances in computer hardware easily
absorb the additional storage needed for matrix discretisation and multi-rate
dual porosity models. It is also important to develop characterization and up-
scaling methods to drive shape factors for the sub-domains of the matrix blocks,
and provide the needed input to inform multi-rate dual porosity model.
Discrete fracture (DFN and DFM) models introduce additional realism and ac-
curacy to the modelling, upscaling and simulation of fractured reservoirs. DFN
models are already used for static modelling of fractured reservoirs, thanks to
the geometrical analysis capabilities and analytical and flow-based upscaling
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methods. More investigations are needed to study the impact of different DFN-
based upscaling methods, cell sizes and boundary conditions on history match-
ing and development of fractured reservoirs. DFM simulations provide insights
to understand the nature of multi-phase flow in fractured media. The application
of DFM for full field simulation is still limited because it poses significant tech-
nical challenges and limitations, especially with respect to gridding and CPU
time.
Capillary and gravity forces dominate multi-phase matrix-fracture transfer.
This makes relative permeability and capillary pressure curves key factors in
determining recovery in fractured reservoirs. The next chapter will discuss how
these parameters are affected by pore-scale heterogeneity and evaluate their sub-
sequent impact on matrix-fracture transfer.
Part I
M AT R I X - F R A C T U R E T R A N S F E R U N D E R
T H R E E - P H A S E F L O W
In this part, a step-wise upscaling approach is developed to evalu-
ate the accuracy of classical dual porosity models for estimation of
three-phase flow in NFR. First, the pore-scale heterogeneity is ex-
amined and a pore-network model is used to estimate three-phase
flow functions. These functions are used in detailed fine grid simula-
tions to analyse matrix-fracture transfer as a result of WAG injection.
Based on the upscaling results, a new extension of the multiple in-
teracting continua (MINC) model, called the double block model is
developed and extended to a multi-rate dual porosity (MRDP) model.
The combination of MINC and MRDP results in a significantly better
agreement with detailed fine grid simulation results compared to the
classical dual porosity model.
3
E F F E C T O F P O R E - S C A L E H E T E R O G E N E I T Y O N
M AT R I X - F R A C T U R E T R A N S F E R
3.1 introduction
Carbonates form the majority of NFR. Carbonate reservoirs can be extremely
heterogeneous; because carbonate sediments are susceptible to diagenetic mod-
ifications, which result in multi-scale heterogeneities (Fig. 3.1)(e.g., Choquette
and Pray, 1970; Lucia, 1983, 1995; Kerans et al., 1994; Jennings and Ward, 2000).
They are also chemically more active than sandstone reservoirs, which leads to
wettability alteration and a wide range of wettabilties, from weakly water-wet to
strongly oil-wet (e.g., Chilingar and Yen, 1983; Lichaa et al., 1993; Esfahani and
Haghighi, 2004) . The presence of fractures and vugs at various length scales
affects the connectivity and/or storage capacities of a carbonate reservoir and
increases the complexity of heterogeneity even further. Such variable and multi-
scale heterogeneities render modelling carbonate reservoirs, and hence their eval-
uation and management, very difficult. Furthermore, many carbonate reservoirs
have been producing for decades and are increasingly entering mature produc-
tion phases where Enhanced Oil Recovery (EOR) techniques including WAG
injection are required to sustain oil and gas production (Burchette, 2012).
WAG flooding establishes three-phase flow regions in the reservoir. This neces-
sitates using three-phase relative permeability and capillary pressure functions,
hereafter termed “flow functions ”, in order to model the displacement processes
at the continuum scale. Commonly, these functions are obtained by empirical in-
terpolation of two-phase functions such as the Stone models (Stone, 1970, 1973)
and saturation weighted interpolation method (Baker, 1988), see Blunt (2000) for
an overview of empirical three-phase flow functions. They are usually employed
for reservoir simulation because three-phase flow functions are very difficult to
measure in the laboratory (Shahverdi and Sohrabi, 2013).
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(a) (b)
(c) (d)
Figure 3.1: Heterogeneity between the millimeter and micrometer scales in Arab For-
mation carbonates, Saudi Arabia. Figure taken from Cantrell and Hagerty
(1999)
In empirical models, the oil relative permeability for three phase flow is in-
terpolated from two two-phase displacement experiments: the oil relative per-
meability from a water-oil experiment krowf(Sw) and from gas-oil experiment
krogf(Sg). Hence, the empirical models relates the three-phase kro to Sw and Sg.
Pore-network modelling offers the possibility to compute physically consistent
three-phase flow functions. The resulting three-phase flow functions can readily
be used in commercial reservoir simulators. This is achieved by establishing
two-dimensional tables where kro = f(Sw,Sg) (see Appendix A) from the pore-
network modelling results. Hence, this enables us to compare the results against
empirical models (Al-Dhahli et al., 2013a, Al-Dhahli et al., 2013b).
Recently, Jiang et al. (2013a, 2013b) presented a methodology to create multi-
scale pore-networks efficiently. Such pore-systems are typical for carbonate rocks,
for example comprising micro- and macro-porosity such as those shown in Fig.
3.1. This enables a more quantitative investigation of the effect of pore scale het-
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erogeneities on flow functions. Furthermore, it is now possible to study the flow
functions for different rock types. Rock typing is a very important component
in carbonate reservoirs characterisation. The aim is to link the geologic concepts
(e.g. diagenesis) to the obtained petrophysical measurements (e.g. porosity and
permeability) and to study their subsequent impact on fluid flow.
Previous carbonate rock type characterization workflows have demonstrated
the importance of including pore-size distributions and emphasised the need
to distinguish between interparticle (micro-pores) and vuggy porosity (macro-
pores) (e.g., Lucia, 1995; Gomes et al., 2008; Hollis et al., 2010; Al-Ameri and
Shebl, 2011). Some studies highlighted the impact of diagenetic modification on
petrophysical properties, including the impact of wettability change on capillary
pressure function (Gomes et al., 2008), while others stressed the importance of in-
corporating the geologic evolution of pore geometries in the rock typing process
(Hollis et al., 2010).
The matrix-fracture transfer terms shown in Chapter 2 contain flow function
variables. Hence, the changes in flow functions can directly affect flow between
fracture and matrix blocks. In this chapter, the effect that the wettability and
pore-scale heterogeneity have on the matrix-fracture transfer is quantified. A
state-of-the-art pore-network modelling tool is employed to estimate the flow
functions for different wettability and pore structures. The resulted flow func-
tions are then used in fine grid simulations matrix-fracture transfer in a scale of
a simulation cell (Fig. 3.2). Although the majority of applied WAG injection cases
are miscible, only immiscible WAG injection is considered in this thesis. The aim
is to increase accuracy of reservoir simulation of the simple case (immiscible)
first before approaching cases with additional complexities (near miscible and
miscible three-phase flow).
3.2 pore-network modelling
A novel pore-network model is used to compute the three-phase flow functions
(Al-Dhahli et al., 2013a, 2013b). The model encompasses a number of features
that enables us to capture a wide range of pore-scale physics. Firstly, the model
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Figure 3.2: Step-wise upscaling procedure of matrix-fracture transfer during three-phase
flow in carbonate reservoirs. Left: Pore-scale modelling is used to generate
three-phase flow functions. Centre: three phase gas relative permeability (Z-
axis) as a function of two saturations (X- and Y-axes). The data points repre-
sent the pore-network calculation results. The fitted surface is used to gener-
ate a two-dimensional table as input for reservoir simulation. Right: fine grid
simulation of matrix-fracture exchange during WAG injection.
uses realistic pore-network geometries from complex 3D digital rocks as inputs.
This is based on the work of Jiang et al. (2013a, 2013b). Secondly, the model
comprises an improved pore shape characterization, which allows representa-
tion of complex pore throats and hence the computation of hydraulic conduc-
tivities through them more accurately (Ryazanov et al., 2009). Thirdly, a novel
thermodynamic criterion for oil layer formation and collapse (van Dijke and
Sorbie, 2006) has been incorporated that allows for more accurate calculation
of flow functions at low oil saturation. The model also accounts for multiple
displacement processes during three-phase flow, which has been observed in
micro-model experiments and is a key process that generates low oil saturations
(Sohrabi et al., 2004). Furthermore, the model has been benchmarked against
published three-phase relative permeability data for water-wet sandstone and
oil-wet micromodel experiments (Al-Dhahli et al., 2013a, 2013b).
To investigate the impact of heterogeneity at the pore-scale, two fundamen-
tally different pore systems are considered. The first network comprises pores
between grains and/or crystals, i.e. interparticle porosity (Lucia, 1983). This is
common to sandstone and grainstones. Permeability of such pore system is
largely determined by the grain/crystal sizes. However, the grain/crystal size
has little effect on porosity. The second network represents vuggy porosity. Ex-
amples of vugs can include intrafossil pore space, moldic pore space and intra-
granular micro porosity (Lucia, 1995). Such a pore-system comprises different
3.2 pore-network modelling 57
characteristics compared to interparticle pore-system; the presence of separate
vugs tends to change porosity but can have little effect on permeability. The pur-
pose of this section is to study how the presence of separate vugs and variations
in wettability affect the three-phase flow functions. To investigate pore-scale het-
erogeneity, we consider three different pore-networks, two of them representing
interparticle porosity and one vuggy porosity.
3.2.1 Description of pore-networks
The three pore-networks are shown in Fig. 3.3. The first network with interparti-
cle porosity is the homogeneous Berea sandstone; the second is a heterogeneous
carbonate rock. These are labelled Berea sandstone and Carbonate 1, respectively.
The first network has been extracted using a process-based reconstruction of the
Berea sandstone (Øren and Bakke, 2003). The Berea sandstone is used here as
a proxy for grainstone carbonate rock. The second pore-network was extracted
from a micro-CT rock image of a real carbonate rock at 2.86 µm resolution (Jiang
et al., 2013a). The third pore-network, Carbonate 2, represents vuggy porosity
in which micro and macro pore systems are joined together based on micro-CT
scans of rock images at 2.86 and 14.29 µm resolution, respectively (Jiang et al.,
2013a). The micro-scale network is the statistical equivalent of the heterogeneous
Carbonate 1 pore system described above. Therefore Carbonate 1 and 2 could be
considered as a carbonate pore system that has undergone different stages of
diagenesis, i.e. where vuggy porosity was created at later stages. Carbonate 2 is
comparable to Berea sandstone in terms of porosity whereas it is comparable to
Carbonate 1 in terms of permeability (Table 3.1).
Table 3.1: Properties of pore-networks for a homogeneous sandstone, heterogeneous car-
bonate, and multi-scale carbonate rock, respectively
Properties Berea sandstone Carbonate 1 Carbonate 2
Number of nodes 12349 11518 36334
Number of bonds 26146 17929 54588
Coordination number 4.19 3.08 2.99
Porosity, % 18.30 13.67 17.88
Permeability, mD 2673 135.56 143.40
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(a) Berea sandstone (b) Carbonate 1 (c) Carbonate 2
Figure 3.3: The extracted pore-networks for three rock types. Pink regions denote iso-
lated pores
The effect of wettability is investigated by considering two wettability cases for
each network, a strongly water-wet case and a strongly oil-wet case. For water-
wet cases, the oil-water contact angles are between 0 and 60 degrees. For oil-
wet cases, oil-water contact angle are changed after the drainage process; these
contact angles are between 120 and 140 degrees. Note that the interfacial tension
values considered here are as follows: oil-water, 48; gas-oil, 19 and gas-water,
67 mN/m. The three-phase wetting order is water-oil-gas for the water-wet case
and oil-gas-water for the oil-wet case.
To generate three-phase flow functions for the different pore-networks, it is
assumed that all pore-networks are initially water-wet and saturated with wa-
ter. Oil is then injected to simulate oil-water drainage until the irreducible water
saturation is reached. At this point, the contact angles are changed to simulate
wettability alteration (“ageing”) for the oil-wet cases. This is followed by repeated
water injection up to predefined water saturations. Each water injection is fol-
lowed by a gas injection, which results in a series of three-phase saturations
paths that map the regions where three fluid phases can coexists and provides
the corresponding relative permeabilities and capillary pressures. Hence, the
effect of hysteresis due to a decrease in water and oil saturation during gas injec-
tion is automatically accounted for in the three-phase flow functions. However,
hysteresis during subsequent water injections is not represented in the fluid in-
jection sequence presented above.
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(a) Water-wet Berea sandstone (b) Oil-wet Berea sandstone
(c) Water-wet Carbonate 1 (d) Oil-wet Carbonate 1
(e) Water-wet Carbonate 2 (f) Oil-wet Carbonate 2
Figure 3.4: Three-phase oil relative permeability and the saturation paths for the three
rock types predicted by pore-network modelling. The figure enables the com-
parison of regions where three fluid phases coexist and the corresponding oil
relative permeability (kro) as predicted from pore-network modelling (kro
values between 0 (blue) and 1 (red)). Results also include gas and water rel-
ative permeabilities and three-phase capillary pressure functions (not shown
in this figure). Each line represents a single saturation path after water in-
jection up to predefined water saturations, followed by gas injection. The
irreducible water saturation areas are shaded by light blue, the residual oil
saturation areas are shaded by light red.
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3.2.2 Effect of pore system heterogeneity
The petrophysical properties of Carbonates 1 and 2 (Table 3.1) are in agreement
with the observations that separate vugs tend to increase porosity while perme-
ability remains unchanged (Lucia 1995). It should be noted that both, Carbonate
1 and 2, reach low connate water saturation (Fig. 3.4). Again, this is consistent
with field observations. Clerke et al. (2013) reported connate water saturation as
small as 5% for vuggy carbonates from the Middle East. A direct comparison
of the connate water saturation between the Carbonates 1 and 2 samples and
the Berea sandstone is not straightforward due to the existence of clay and cap-
illary bound water in the sandstone. Drainage oil-water capillary pressure (Fig.
3.5a) shows significant steps in the capillary pressure for Carbonate 2 due to the
vuggy porosity. This is also true, but to a lesser degree, for Carbonate 1 where
this behaviour is caused by the heterogeneity of the pore sizes. Step-changes
in capillary pressure are typical for carbonates with separate vugs (Lucia 1995).
As expected, the Berea sandstone capillary pressure curve is smooth due to the
relatively homogeneous pore-size distribution.
The residual oil saturation (Sor) after water injection is highest in Carbonate
2 and lowest in the Berea sandstone. This holds for both, oil-wet and water-wet
cases. The high Sor is due to the trapping of the oil phase in large separate vugs
in Carbonate 2 and the bypassing of oil in the larger pores of Carbonate 1. The
saturation paths for Berea sandstone are mostly parallel following a constant
water saturation line in the ternary diagram. This indicates that mostly only oil
phase is displaced during gas injection. However, for Carbonate 2 and particu-
larly for the oil-wet case, the saturation paths indicate that both water and oil
are displaced simultaneously during gas injection. Hysteresis effects are larger
in Carbonate 2 with vuggy porosity (compare drainage and imbibition curves
in Figs. 3.5b–3.5d. In this case, the oil relative permeability curves have multiple
saturation plateaus, which correspond to the sequential filling of the vugs. It is
to be expected that the combination of the above factors will impact the shape of
the three-phase flow functions and therefore influence the continuum-scale flow
behaviours significantly.
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(a) Normalized oil-water capillary pressure curves during oil-water drainage
for all three pore-networks.
(b) (c)
(d)
Figure 3.5: Comparison of capillary pressure and two-phase relative permeability pre-
dicted by the pore-network model for the three rock types. The results in (a)
can be considered analoguos to Mercury Injection Capillary Pressure (MICP)
laboratory measurement. (b), (c) and (d) show the computed two-phase oil-
water relative permeability during drainage (Dr) and imbibition (Imb) for
Berea sandstone, Carbonate 1 and Carbonate 2, respectively.
3.2.3 Effect of wettability alteration (“ageing”)
Fig. 3.4 further demonstrates how variation in wettability impacts the shape, ex-
tension and location of three-phase saturation region. Note that the there are
two residual oil saturations. One represents the remaining oil after the water
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injection, denoted as Sorw. The other represents Sor after gas injection, denoted
as Sorg. The controlling parameter on the shape of the region where the three-
phases coexist is Sorw. Water-wet Carbonates 1 and 2 have very high Sorw because
of the water snaps off the oil phase. The snap-off occurs because water can move
through the wetting films and as a bulk in piston-like displacements (e.g. Mo-
hanty et al., 1987). This leads to the entrapment of the oil phase in the large
pores, particularly when micro-pores are present. In oil-wet cases, the displace-
ment is controlled more by piston-like displacements resulting in a lower Sorw
compared to the water-wet case.
During gas-oil displacement in the water-wet networks, Sorg values are very
low because oil moves as a bulk phase and / or through intermediate layers (van
Dijke et al., 2007; Al-Dhahli et al., 2013b). In the oil-wet cases, these intermediate
layers still exist but they seem to be limited. The results are counter-intuitive and
show that Sorw and Sorg values are comparable.
3.3 matrix-fracture transfer
A fine grid model was constructed for a grid-block scale of 50× 50× 50 ft with 27
(3× 3× 3) matrix blocks. The dimensions of a single matrix block are 12× 12× 12
ft. The model, hereafter termed the “intermediate-scale model”, resembles the clas-
sical dual porosity model of Warren and Root (1963) (Fig. 3.6). The intermediate-
scale model enables us to upscale results from the pore-scale, in the form of flow
functions, to continuum scale where fractures and matrix blocks are present in
the form of transfer functions. This will further enable direct comparison against
the dual porosity model (see Chapter 4). Numerical dispersion effects were in-
vestigated and selected simulations were performed on three times finer model
but only negligible differences were observed.
To simulate three-phase flow, the fractures are initially filled with water. The
initial distribution is the same in all models. For subsequent cycles the initial
phase saturations of all three phases in the matrix are taken from the previous
cycle results. However, the fracture saturation is changed instantly between gas
and water phases. Matrix blocks were assigned the three-phase flow functions
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(a) (b)
Figure 3.6: Fine grid model used to simulate matrix-fracture multiphase transfer. Left: a
three-dimensional view. Right: a cross-sectional view of the model showing
the distribution of the phases (green = oil, blue = water) in fractures (shown
in dark blue as they are filled with water) and matrix after a water injection
cycle in an oil-wet matrix (right).
discussed in the previous section. The fractures were represented as high per-
meability features (1000 mD) in which linear relative permeability curves were
used. Capillary pressure in the fractures is assumed to be negligible. Further
rock and fluid properties are summarized in Table 3.2. The commercial reservoir
simulator ECLIPSE (Schlumberger, 2012) was used.
Table 3.2: Rock and fluid properties of the intermediate-scale model
Matrix porosity 0.2 (Fraction)
Matrix permeability 1 mD
Matrix rock compressibility 0.36× 10−10 Pa−1
Fracture permeability 1000 mD
Viscosity, oil 52.3× 10−5 Pa.s
Viscosity, water 52.3× 10−5 Pa.s
Viscosity, gas 17.0E− 6 Pa.s
Formation volume factor, oil 1.00 m3/sm3
Formation volume factor, water 1.00 m3/sm3
Formation volume factor, gas 3.65× 10−3 m3/sm3
Density, oil 801 Kg/m3
Density, water 1000 Kg/m3
Density, gas 0.673 Kg/m3
Previous work has already investigated how the choice of hysteresis models
impacts the predicted oil recovery during WAG in unfractured reservoirs (Spi-
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teri and Juanes, 2006). Additionally, the difference between empirical models
and pore-network results for predicting recovery from a clastic reservoir during
gas flooding after a prolonged waterflood was studied recently (Al-Dhahli et al.,
2013a, 2013b). Here, similar objectives are sought but in the context of matrix-
fracture transfer. This is of interest because, as noted in Chapters 1 and 2, flow
functions control the matrix-fracture transfer and are hence more influential on
the numerical simulation results than in unfractured reservoirs. Firstly, a com-
parison with empirical models is performed and results are analysed based on
recovery from matrix blocks. Secondly, we evaluate the effects of pore-network
heterogeneity on the intermediate-scale. The WAG cycles length in all simula-
tions is two to three years to allow water and/or gas fronts to advance deep into
the matrix blocks.
3.3.1 Comparisons with empirical models
In this comparison, only Berea sandstone network is considered. This rock is
used because of the availability of three-phase experimental data and also be-
cause the flow functions of this rock are well reported in the literature (e.g. Oak
et al., 1990; Blunt, 2000; Spiteri and Juanes, 2006; Spiteri et al., 2008). Four two-
phase displacements simulations were carried out to compute flow functions
that provide the input for empirical three-phase models. These two-phase sim-
ulations are: drainage and imbibition during water-oil flow as well as drainage
and imbibition during gas-oil flow. The resulting flow functions match the ex-
perimental results of Oak et al. (1990) well, as discussed in Al-Dhahli et al.
(2013a). It should be emphasized that the two-phase flow functions are special
cases of three-phase flow functions, i.e. when only two phases coexist, two- and
three-phase flow functions are identical (see Appendix A). In total, we consider
three different empirical models: Stone I and II (Stone 1970, 1973) and the sat-
uration weighted interpolation (SWI) method of Baker (1988). Hysteresis was
implemented by using Carlson‘s model (Carlson, 1981) for the two-phase flow
functions. Carlson‘s model is based on Land‘s trapping relationship (Land, 1968)
and is simpler than other hysteresis models (e.g. Killough, 1976).
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The resulting oil recovery from the matrix during WAG is shown in Fig.
3.7. Empirical models without hysteresis yield lower recoveries than the pore-
network derived flow functions. When hysteresis is incorporated in the empiri-
cal models, the predicted recovery during the second WAG cycle (gas injection)
is comparable to the results that employ pore-network derived flow functions.
However, the oil recovery continues to increase in subsequent WAG cycles. Ulti-
mately, this causes up to 10% difference in recovery depending on which empir-
ical three-phase flow model is chosen.
When hysteresis is not accounted for, we do not honour trapping of the wa-
ter and gas phases during gas and water injection, respectively. This leads to
inaccurate results as water and gas displace each other, leaving behind signifi-
cant volumes of oil in the matrix. It is noted that the flow functions that have
been computed from the pore-network model account for the hysteresis effect
of a generic flow path; in this case, when gas saturations increase after water in-
jection. Recovery predictions that employ pore-network derived flow functions
show hardly any increase during the third and later WAG cycles. This is because
the saturation paths used to estimate flow functions do not account for hystere-
sis and phase trapping during higher-order WAG cycles when the gas satura-
tion decreases. Simulating hysteresis during higher-order WAG cycles with pore-
network models could be achieved, in principle, by computing two-dimensional
relative permeability tables for different saturation paths increasing and decreas-
ing gas saturations and interpolating between the tables, but this remains subject
to further research.
When hysteresis is accounted for in any of the empirical three-phase flow mod-
els using Carlson‘s hysteresis model, the observed recovery depends strongly on
the choice of empirical model; up to 10% absolute difference in recovery have
been observed during higher-order WAG cycles. This highlights the choice of
three-phase relative permeability models is a key uncertainty in predicting oil
recovery from fractured reservoirs during WAG.
The reason for the high uncertainty in oil recovery when considering hys-
teresis effects can be explained as follows: Hysteresis allows for water and gas
phases trapping. This trapping can reduce the oil saturation to low values. A
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Figure 3.7: Comparison of oil recovery from water-wet matrix blocks in the intermedi-
ate scale model predicted using three-phase flow functions from different
empirical models, with and without hysteresis, and the pore-network model.
Vertical grey lines show the boundaries between individual WAG cycles with
2 years length each. (G = gas, W = water).
comparison between the three empirical models and pore-network results is
given in Fig. 3.8 at high and low oil saturations. Clearly, there are significant
differences of oil relative permeability values estimated by empirical models
when the oil saturation is low. This is the saturation region of interest during
WAG injection.
(a) kro = 0.5 (b) kro = 0.0
Figure 3.8: Oil iso-perms (lines of constant relative permeability) for water-wet Berea
sandstone computed using pore-network modelling and using three empiri-
cal models. The black solid line represents the initial water saturation.
As noted above, flow functions that were estimated from the pore-network
model only account for hysteresis during increasing gas saturations, not decreas-
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ing ones which are encountered when water is reinjected. Since the recovery pre-
dictions using empirical three-phase models also vary greatly during later WAG
cycles, only the first two WAG cycles are considered in the following analyses.
3.3.2 Effects of pore-scale heterogeneity on the intermediate-scale
Away from producing or injecting wells, capillary and gravity forces control
recovery from matrix blocks in NFR. In such regions of the reservoir, accurate
capillary pressure and relative permeability functions are keys to representing
recovery mechanisms adequately. The flow functions computed by pore-network
modelling are applied in the intermediate scale model. We do this by simulating
water injection for three-years followed by gas injection for the same period and
compare water-wet with oil-wet cases (Fig. 3.9)
Generally, the recovery profiles in Fig. 3.9 show that spontaneous imbibition
is only effective in water-wet reservoirs as illustrated by the high oil recovery
factors during the water injection cycle. In the oil-wet cases, the recovery was
very low. As noted before in Chapter 1, the majority of carbonate reservoirs
are mixed to oil-wet (Chilingar and Yen, 1983; Lichaa etal., 1993; Esfahani and
Haghighi, 2004). Hence improved recoveries are commonly obtained by gas in-
jection due to gravity forces that dominate and enhance oil production from the
rock matrix. This explains why more than 80% of EOR applications in carbonate
reservoirs in the US involve WAG injection or gas injection.
During water injection in the water-wet cases, capillary and gravity forces
simultaneously displace oil from the matrix blocks, and the higher the capillary
forces the higher the recovery. Flow functions computed for Carbonate 1 and
Carbonate 2 pore-networks have higher capillary pressure values due to the
presence of micro-pores. However, Carbonate 1 and 2 have higher Sor, which
also affects the overall recovery. The latter seems to have a stronger effect and
hence the flow functions for the Berea sandstone network result in higher overall
recovery during water injection. During the gas injection cycle, the incremental
recovery behaves similarly and the residual oil to gas, Sorg is comparable for the
three pore-networks (Fig. 3.4).
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(a) Water-wet
(b) Oil-wet
Figure 3.9: Comparison of recovery profiles of two WAG cycles for the three pore-
networks: Berea sandstone, Carbonate 1 and Carbonate 2.
For the oil-wet cases, capillary forces act against recovery and recovery is only
due to gravity forces being higher than capillary forces. Contrary to the water-
wet cases, the flow functions for Carbonate 1 therefore yield recoveries that are
higher than those from Carbonate 2. The highest recoveries are observed for the
Berea sandstone network because of its lower value of Sorg (Fig. 3.4).
3.4 concluding remarks
In this Chapter, pore-scale heterogeneity and wettability has been investigated
and their effects on matrix-fracture transfer has been shown. The simulation
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results highlight that pore-scale heterogeneity has a direct impact on matrix-
fracture transfer in fractured reservoirs. The knowledge of the wettability state
is essential for the design of effective recovery methods in NFR. Residual oil
saturation, capillary pressure and relative permeability should hence lie at the
heart of matrix-fracture transfer calculations. An important step towards more
reliable three-phase flow simulation in NFR is to verify the three-phase flow
functions. Results in this chapter show that empirical models, which are widely
used for three-phase flow, are generally sufficient to predict oil relative perme-
ability when the oil saturation is high.
However, residual oil saturation is associated with a high uncertainty when
the oil saturation is low (Fig. 3.8b). A similar observation was made by Zhou
et al. (2013). The oil iso-line corresponding to a relative permeability of zero in
Figure 3.8b is of paramount importance in this context because it defines the
residual oil saturation. Skauge et al. (1999) suggested that Stone 1 model can
be modified to match observed residual oil saturation. This technique can be
used to calibrate the empirical models so that they reproduce the experimental
or pore-network modelling observations when the oil saturation is low.
The next chapter builds on the methodology adopted in this chapter to investi-
gate heterogeneity at the intermediate-scale level, and compare the intermediate-
scale simulation results with equivalent dual porosity models.
4
E F F E C T O F I N T E R M E D I AT E S C A L E H E T E R O G E N E I T Y
4.1 introduction
In the intermediate-scale model in Chapter 3, it was assumed that matrix blocks
are homogeneous media of single porosity, permeability and a uniform wettabil-
ity distribution. The fractures spacing, hence matrix block sizes, are also uniform.
The design of the intermediate-scale model facilitates direct comparisons with
the dual porosity sugar cube model. However, in reality, fractured carbonate
reservoirs show heterogeneity in porosity, permeability and wettability distribu-
tion at the intermediate-scale. For example, Lichaa et al. (1993) measured the
petrophysical and wettability indices of cores from a Middle Eastern carbonate
reservoir (Fig. 4.1). Their results show that for matrix permeabilities varying
over several orders of magnitude, the wettability indices cover the full range
from strongly water- to strongly oil-wet. Most notably, these cores were taken
from a total length of less than 20 m, i.e. a length that is typically at or below the
intermediate-scale.
Figure 4.1: Permeability, porosity and wettability indices from a 20 m section in a real
carbonate reservoir. Data from Lichaa et al (1993).
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Fracture spacing is seldom uniform in fracture formation outcrops. For ex-
ample, in the real fracture distribution shown in Fig. 1.6 and 2.5a, matrix block
sizes are anything but uniform. However, matrix porosity, permeability, wetta-
bility and block sizes are considered as uniform in the classical dual porosity
model (Chapter 2). The purpose of this chapter is to investigate the effect of
heterogeneity at the intermediate-scale, then evaluate the classical dual porosity
model reliability in modelling these heterogeneities. The latter is performed by a
comparative study of fine grid explicit simulations using the intermediate-scale
model and an equivalent dual porosity model. An attempt is made to source
the range of heterogeneous parameters from real reservoir properties. Hence,
data from a carbonate rock outcrop is used for the comparative study. The three-
phase flow functions used in the simulation cases were described in the previous
chapter.
4.2 effect of matrix permeability heterogeneity
Three cases are considered in this section to quantify the impact of permeability
heterogeneity on matrix-fracture transfer in the intermediate scale model. These
are: (1) a case with a uniform permeability distribution, (2) a case with hetero-
geneous and randomly distributed permeability and (3) a matrix with hetero-
geneous permeability which increases upwards. The two heterogeneous matrix
permeability cases have similar permeability distributions (Fig. 4.2). The homo-
geneous permeability is equal to the arithmetic average of the matrix perme-
ability in the two heterogeneous cases. All other properties, including porosity,
remain the same in the three cases. The selection of permeability ranges and
order were inspired by data from an outcrop of the San Andreas Formation. The
data are shown in a later section.
Fig. 4.3 shows the resulting recovery profiles for the WAG simulations using
the three different matrix permeabilities. The speed of oil recovery during water
and gas cycles is slower for heterogeneous matrix permeability. The permeability
arrangement, randomly distributed versus an upwards increasing permeability,
also impacts the recovery factor during water imbibition. The random perme-
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(a)
(b)
Figure 4.2: X-Z cross-sectional view of the three cases considered to study the effect
of permeability heterogeneity. (a) Matrix permeability for the homogeneous,
randomly heterogeneous and ordered heterogeneous porous cases, (from left
to right). (b) Histogram showing the distribution of the two heterogeneous
matrix permeability distributions.
ability distribution produces more oil towards the end of the first WAG injection
cycle. However, both heterogeneous permeability models have approximately
the same cumulative oil recovery at the end of the gas injection (second WAG
injection cycle). Both models also lead to lower final oil recoveries compared to
the homogeneous matrix permeability. This observation is notable because all
three cases have the same average permeability.
Although the heterogeneous cases have regions with higher permeability com-
pared to those in the homogeneous case, their recovery is more sensitive to the
low permeability regions. Fluid displacement by spontaneous imbibition and
gravity drainage occurs at slower rates in the low-permeability regions of the
heterogeneous matrix. Hence the speed of recovery is faster in the homogeneous
case compared to both heterogeneous cases. As noted above, the randomly dis-
tributed permeability yields higher recovery factors compared to the ordered
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matrix permeability at the end of the first WAG cycle. This is due to the high
correlation length of low permeability regions in the ordered permeability model
whereas in the random permeability distribution, the low permeability regions
have very short correlation lengths and are surrounded by higher permeability
regions. During water imbibition, the displacement becomes increasingly slower
in the ordered heterogeneous case. The vertical permeability arrangement in the
ordered permeability model (highest permeability at the top) facilitated a faster
recovery compared to the other two cases early during the second cycle (gas
injection). Hence, the incremental recovery was higher in the ordered hetero-
geneous model and therefore the cumulative recovery after two WAG cycles is
similar for the two heterogeneous models.
Figure 4.3: Comparison of recovery profiles in three different permeability distributions.
4.3 water-wet vs . oil-wet uniform wettability
In this section, a simple comparison is performed to quantify the effect of wetta-
bility on recovery from the intermediate-scale model. All simulation parameters
are maintained the same except that flow functions were different for the water-
and oil-wet cases. Fig. 4.4 shows the resulting recovery profiles for the oil-wet
case. It is well known that the wettability of the rock matrix impacts the recovery
of oil from matrix blocks, particularly during capillary-driven imbibition (e.g.
Behbahani and Blunt, 2005; Fernø et al., 2011; Schmid and Geiger, 2013) and
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our simulations show the same: only 14% of the oil phase is recovered in the
oil-wet case compared to 42% in the water-wet case during the first WAG cycle,
i.e. during imbibition of water (Fig. 4.4).
Figure 4.4: Comparison of oil recovery from water-wet and oil-wet matrix blocks in the
intermediate scale model predicted using three-phase flow functions of the
Berea sandstone.
In general, for capillary-dominated recovery, an increase in oil wetness de-
creases the rate of recovery from the matrix and the recovery factor (Behbahani
and Blunt, 2005, Haugen et al., 2008). This is because water-oil capillary pressure
values are negative in oil-wet pores and hence capillary forces prevent water
from entering the matrix blocks. Subsequently, the water phase can only enter
the matrix to displace the oil phase when the gravity potential is higher than
capillary forces.
Fig. 4.4 also shows that gas injection is more effective in the oil-wet case com-
pared to the water-wet case. The incremental recovery during the second WAG
cycle was 39% in the oil-wet matrix compared to 13% in the water-wet matrix.
The reason is twofold: Firstly, the initial oil saturation is higher when the matrix
is oil-wet as a result of poor recovery after the water injection cycle. Secondly,
because the recovery is gravity dominated when the matrix is oil-wet, water accu-
mulates at the bottom of matrix blocks (Fig. 4.5) while gas displaces oil starting
from the top. In contrast, gas interacts with the previously injected water in the
water-wet case because water imbibed from all directions during the first water
injection cycle (Fig. 4.5).
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Figure 4.5: X-Z cross-sectional view of the distribution of water saturation (Sw) after
the water injection cycle, i.e. the first WAG cycle, in a water-wet (left) and
an oil-wet (right) rock matrix. Subsequent gas injected has to displace the
previously injected water before it displaces the oil in the water-wet case.
4.4 effect of non-uniform wettability
As mentioned above, field evidence exists that demonstrates that the matrix
wettability can also be heterogeneous in nature 4.1. It is hence likely that non-
uniform wettability exists at a scale less than the size of the intermediate scale
model, i.e. the scale that is comparable to a single reservoir simulation cell size.
To study the impact of non-uniform wettability on matrix-fracture exchange,
three-phase flow simulations for three cases were considered: (1) A water-wet
rock matrix, (2) a rock matrix where wettability is randomly distributed with
cells being either oil- or water-wet, and (3) a rock matrix where the wettability
is ordered and the upper part of the matrix block is oil-wet while the lower is
water-wet (Fig. 4.6). In all three scenarios, the ordered heterogeneous permeabil-
ity distribution (Case 3 in Fig. 4.2) was used. Hence, in the ordered wettability
scenario, the high permeability porous media is oil-wet while the low perme-
ability is water-wet. Data for the water-wet and oil-wet cases are taken from
pore-network simulation of the Berea sandstone as described in Chapter 3. As
with the previous sensitivity, all other simulation parameters are kept constant.
Fig. 4.7 shows the oil recovery results during two WAG injection cycles for the
two non-uniform wettability cases and a uniformly water-wet case. After the first
water injection cycle, the water-wet case has the highest recovery followed by the
ordered then the random wettability cases. During the gas injection cycle, the in-
cremental recoveries for the ordered and random wettability cases were similar:
17.5% and 17.6% respectively. The incremental recovery for the water-wet case
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Figure 4.6: X-Z cross-sectional view of the models with three different wettability distri-
butions: uniform, random and ordered wettability distributions in the matrix
(left to right). These cases are used to investigate the effect of non-uniform
wettability on recovery from matrix blocks.
Figure 4.7: The effect of non-uniform wettability on oil recovery from matrix blocks.
is 8.9%. The final recovery of ordered wettability case (50.5%) is close to that of
the water-wet case (52.3%). It should be noted that, overall, the distribution of
wettability has a much greater impact on recovery compared to the distribution
of permeability (Fig. 4.3).
As noted before, oil-water capillary pressures are positive in the strongly
water-wet case and negative in the strongly oil-wet case. Therefore capillary
forces support recovery during water injection through spontaneous imbibition
in the water-wet cases and work against recovery in the oil-wet cases. During the
water injection cycle, the water-wet rock matrix yields the highest recovery due
to the rapid spontaneous imbibition. Furthermore, the capillary pressure curve
remains positive; hence the ultimate recovery is determined by the residual oil
saturation and not the oil saturation when the capillary pressure becomes nega-
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tive, i.e. when spontaneous imbibition stops. This oil saturation value increases
with increasing oil wetness (Behabahani and Blunt, 2005; Schmid and Geiger,
2013)
The ordered wettability model was set up such that the high-permeability
region is oil-wet. Water hence does not spontaneously imbibe into the high-
permeability region during water injection due to negative capillary pressures
but the high permeability facilitates gas oil gravity drainage during gas injection
in the second WAG cycle. The low permeability region is water-wet and there-
fore oil can be produced from this region when water is injected during the first
WAG cycle. The combination of capillary forces in the low permeability regions
and gravity forces in the high permeability regions leads to higher recoveries in
the ordered wettability case compared to the random wettability case. In the ran-
dom wettability case, the low permeability regions can be oil-wet and vice-versa,
the high permeability region can be water-wet (see Figures 4.2 and 4.6).
4.5 effect of geometrical heterogeneities
Four different matrix block geometries and shapes were investigated here to
study the impact of geometrical heterogeneity on matrix-fracture transfer. These
are shown in Fig. 4.8. In all simulations we assume that the rock is uniformly
water-wet and the rock matrix permeability is also uniform.
The simulation results are shown in Fig. 4.9. During the water injection cycle,
the sugar cube model gave the highest matrix recovery (39.5%), followed by the
non-uniform matrix blocks model (36.0%), then the match sticks model (34.0%),
and the single block model (20.2%). During the gas injection cycle, the incre-
mental recovery was highest in the single block model (16.0%), followed by the
non-uniform matrix blocks model (13.3%), the sugar cube model (12.8%) and the
match sticks model (9.7%).
Also shown on Fig. 4.9b is the correlation between matrix-fracture interface
areas and recovery factor after water injection for the four models. There is a
proportional relationship between the recovery factor and the surface area. Dur-
ing the gas injection cycle, gravity forces prevail because of the density difference.
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(a) (b) (c) (d)
Figure 4.8: Side views of an idealized matrix-fracture arrangement in models with dif-
ferent matrix block sizes, showing the saturation distribution after a water
injection (top) and subsequent gas injection (bottom). Matrix block geome-
tries are (a) a sugar cube distribution, (b) non-uniform matrix block sizes,
(c) match sticks, and (d) single block matrix shapes. Colours indicate fluid
phases (green = oil, blue = water, red = gas).
However, the incremental recoveries due to gas injection are influenced by the
oil saturation after water injection. Fig. 4.9c shows the results for a continuous
gas injection without prior water flooding for comparison. Again, the sugar cube
model recovery is the highest (42.4%), followed by non-uniform matrix blocks
(40.5%). The match sticks and single block models have similar recovery factors,
(28.3% and 29.0%, respectively). This time, the recovery factors do not correlate
well with the total matrix-fracture surface areas. Rather, there is an inversely pro-
portional relationship between recovery factor and the average vertical fracture
spacing shown in Fig. 4.9d.
4.6 a case study
It is intractable to apply the fine grid model with explicit fracture and matrix
discretisation on full field simulations due to CPU time limitations. Therefore,
dual porosity models are usually employed to simulate NFR. As shown in the
previous sections, the intermediate-scale heterogeneities can impact recovery be-
haviour significantly. A key question then is: how accurate is the classical dual
porosity model when these heterogeneities exist? To answer this question, a com-
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(a) (b)
(c) (d)
Figure 4.9: Sensitivity of matrix-fracture transfer to heterogeneity in matrix block geome-
tries. (a) Comparison of oil recovery profiles for models with variable matrix
block sizes and shapes (see Fig. 4.8). The numbers show the matrix-fracture
interface area for each model. (b) The correlation between recovery after the
water injection cycle and matrix-fracture interface areas. (c) Comparison of
oil recovery due to continuous gas injection from the same models as in (a).
The numbers give the average matrix block vertical height for each model.
(d) ). The correlation between recovery after continuous gas injection and
average matrix block vertical height
parison of fine grid detailed models and equivalent dual porosity models is pre-
sented here. The data come from a heterogeneous carbonate formation outcrop
which is well described in the literature. A simple fracture network is superim-
posed on the outcrop model to simulate matrix-fracture transfer. All simulations
are 2D since the outcrop analogue was also mapped in 2D.
4.6.1 Description of the outcrop
The outcrop is part of San Andreas Formation that crops out along the Algerita
Escarpment in New Mexico (Senger et al., 1991, Kerans et al., 1994, Jennings and
Ward, 2000). It consists of nine cycles of a carbonate ramp deposit. Kerans et al.
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(1994) described six rock types for these nine cycles, including their petrophysi-
cal properties and poro-perm relationships (Fig. 4.10b). The spatial distribution
of these facies was provided in cross-sectional maps. Senger et al. (1991) and
Jenning et al. (2000) reported variograms, which we used for petrophysical prop-
erties modelling. The available outcrop description allows for building indepen-
dent geological and reservoir simulation models (e.g. Kazemi et al., 2012). Table
4.1 lists the facies and the corresponding petrophysical properties. A highly ide-
alised fracture network (Fig. 4.11) is considered here comprising matrix blocks
with average size of 100×10 m. As in the intermediate-scale model simulations,
a water injection cycle is simulated followed by a gas injection cycle. The frac-
ture properties, and fluid properties are the same as in intermediate-scale model
(Table. 3.2).
Table 4.1: Petrophysical properties of the Lawyer canyon window simulated using Se-
quential Gaussian Simulation. The facies also includes a tight mudstone type
that has very low porosity and permeability. Petrophysical properties are from
(Lucia et al., 1992, Kerans et al., 1994). Note that we use the Berea sandstone
network as a proxy to compute three-phase flow functions for the relatively
uniform Grainstone facies. The flow functions are described in Chapter 3. The
assumed fracture geometry is shown in Fig. 4.11
Facies Reported
porosity
(frac-
tion)
Simulated
porosity
(frac-
tion)
Reported
perme-
ability
aver-
age(mD)
Simulated
perme-
ability
average
(mD)
Representative
flow func-
tions
Highly Moldic 0.23 0.23 2.5 2.4 Carbonate 2
Moldic 0.16 0.16 2.2 2.3 Carbonate 2
Grainstone 0.12 0.13 17 18 Berea sst.
Grain dominated
packstone
0.14 0.14 2.5 2.6 Carbonate 1
Mud dominated
packstone
0.11 0.10 0.4 0.4 Carbonate 1
4.6.2 Detailed fine grid simulation
Fig. 4.10 shows the degree of lateral and vertical heterogeneity of a typical car-
bonate reservoir. The poro-perm relationship shows permeability values vary
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(a) Lateral variation of reservoir facies as described by Kerans et al. (1994)
(b) Simulated permeability against porosity
Figure 4.10: Facies distribution and property heterogeneity in the Lawyer Canyon win-
dow outcrop of the San Andres Formation.
around four orders of magnitude at the same porosity value. Two WAG injec-
tion cylces are simulated using a fine grid model. This will be referred to as the
single porosity model in the following analyses. It noted that the rock type and
permeability heterogeneities affect water imbibition and gas gravity drainage
performances (Fig. 4.11). For example, thin layers of tight mudstone prohibit the
advance of water and/or gas into the matrix. Gas injection recovers oil faster
in matrix blocks with high permeability rock type, mainly where the grainstone
rock type is located (compare Fig. 4.10 and 4.11). Also, water imbibition is not
uniform in the rock matrix, even in matrix blocks that consist of only one rock
type because petrophysical properties can vary within a rock type.
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Figure 4.11: Distribution of phase saturation after two WAG flooding cycles starting in
the Lawyer Canyon window outcrop. Water injection continued for 90 days,
followed by gas injection for 90 days. Colours denote the different phases
(green=oil, blue=water, red=gas). Note that the idealized fractures can be
easily identified as they are gas-filled. The fracture permeability is 1000 mD
and they have fixed fluid saturation (100% water during water injection and
100% gas during gas injection)
4.6.3 Equivalent dual porosity representation
In a conventional workflow, the small-scale heterogeneities observed in the out-
crop model are difficult to capture even though they impact recovery. This is
particularly true with respect to the limitation of the conventional dual porosity
models: they only permit one rock type to be present in each matrix block in
a simulation grid block and further assume that this matrix block has uniform
permeability and porosity. Such property is usually upscaled using the “most of”
methodology in which the simulation grid-block inherits the flow functions of
the dominant rock type irrespective of other rock types that may be present. Per-
meability is averaged, using flow-based upscaling methods, over a simulation
grid-block.
To quantify the effect of these heterogeneities and how upscaling them affects
recovery, we considered three matrix blocks for comparison with dual porosity
models (Fig. 4.12). The dual porosity model porosity and permeability values
were upscaled from the matrix block properties using weighted arithmetic av-
eraging and geometric averaging, respectively. The initial water saturation was
upscaled using pore-volume weighted arithmetic averaging. The flow functions
were taken for the dominant rock type using the “most of” method. The shape
factor was calculated from the geometry of the matrix block using Eq. 2.19. The
bulk volume and matrix-fracture exchange areas are estimated from the geome-
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try of the matrix blocks. The results clearly show dual porosity models overesti-
mating recovery in all three matrix blocks (Fig. 4.12).
Figure 4.12: Comparison of recovery profiles in three sub-regions of the outcrop model
and their dual porosity models. The matrix blocks are shown on each chart
with various rock types (colour coded as per Fig. 4.10). For dual porosity
models, only the dominant rock type is taken as representative.
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4.7 discussion
4.7.1 Fluid interactions
The fine grid simulations gave insights on matrix-fracture transfer under three-
phase flow. For the parameters considered in this study, the recovery was most
sensitive to the wettability of the matrix. It is well known that wettability controls
recovery during water injection cycles. We also found that the three-phase fluid
interaction depends on wettability.
Fig. 4.13 schematically shows how the fluids interact and displace each other
when water and gas enter the matrix block at water-wet and oil-wet conditions.
In the water-wet case and during the water injection cycle, we observe that oil
recovery follows two distinct behaviours. The first occurs over very short time-
scales (few days) and is characterized by fast recovery as water imbibes into
the matrix. The second occurs over longer time-scales: slow recovery after water
injection establishes a ring-like region that surrounds the oil in the matrix centre
(e.g. Fig. 4.5). This region has low oil saturation and therefore low oil mobility.
These two distinct behaviours can be observed in recovery profiles in Figs. 4.3,
4.4, 4.7 and 4.9a. During the gas injection, a three-phase interface region develops
at the top of the matrix block as soon as gas injection starts. This is indicated by
the purple colour in Fig. 4.13.
Figure 4.13: An idealised sketch showing the fluid interactions during WAG injection in
a rock matrix with different wettability states.
In the oil-wet case, each phase accumulates at a different location (top for gas,
bottom for water) due to gravity forces. Hence a three-phase interface region
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develops only when the two injected fluids meet inside the matrix blocks. Before
they meet, two-phase relative permeability data may give reasonable estimates
of recovery. Hysteresis effects are envisaged to have minimal effect on the pre-
dicted oil recovery in the oil-wet case. This is because only when the injected
fluids meet, a three-phase interface region will form and hysteresis will become
important.
A second observation is that gas injection in the water-wet matrix is not imme-
diately effective. This is shown in Figs. 4.3, 4.4, 4.7 and 4.9a. Here, the incremen-
tal oil recovery during the early stages of the gas injection cycle is insignificant
for the water-wet cases. This can be explained as follows: After the water injec-
tion cycle in a water-wet matrix, imbibed water surrounds the high saturation
oil in the block centres (Fig. 4.5). During the early stages of gas injection in the
second WAG cycle, gas first displaces water before it reaches regions with high
oil saturation in the centre of the matrix. This also implies that when gas is in-
jected after a water flood, it is to be expected that gas displaces water that was
injected in the previous WAG cycle. Similarly, when water is injected after the
gas injection, some of the water first displaces gas when it imbibes into the ma-
trix blocks. This further implies that if WAG injection cycles are short compared
to the size of the matrix block, water and gas are likely to displace each other
instead of recovering additional oil. This might be one of the reasons why gas
injection in some reservoirs did not contribute to oil recovery (e.g. Jackobsson
and Christian, 1994).
4.7.2 Upscaling to dual porosity models
The classical dual porosity model employs transfer functions to model the matrix-
fracture interactions. Hence, the move from explicit models to dual porosity
models resembles fundamentally an upscaling process. The fluid interaction ob-
servation discussed above highlight the important factors that must be captured
in this upscaling process. The fluid configurations shown in Fig. 4.13 cannot be
represented in a classical dual porosity model without sub-domain discretisa-
tion because the fluid saturations have no spatial arrangement inside the matrix
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cell. It is therefore expected that a transfer function with a single matrix cell will
fail to reproduce the fine grid simulations.
An equivalent dual porosity model to the water-wet intermediate scale model
was created. All geometrical parameters in the dual porosity model are known
from the intermediate-scale model and listed in Table. 4.2. In the dual poros-
ity model, the transfer function of Quandalle and Sabathier (1989) is used be-
cause it models the interplay of gravity and capillary forces during two-phase
flow more accurately compared to other transfer functions (Abushaikha and
Gosselin, 2008). In Fig. 4.14a, the saturation profiles computed using the dual
porosity model are compared to the single porosity model at three different
times (10, 200 and 730 days). As discussed previously in Chapter 2, the dual
porosity model overestimates recovery (Fig. 4.14b)because it fails to honour the
saturation gradient in the matrix blocks (Eq. 2.22).
Table 4.2: Geometrical parameters used in the dual porosity model
Imbibition shape factor 0.0469 ft−2
Gravity drainage shape factor 0.0195 ft−2
Vertical matrix block height 16 ft
4.7.3 Effect of sub-cell heterogeneity
The reason for miscalculation of recovery by the dual porosity models is at-
tributed to the pseudo steady-state assumption. Another source for miscalcula-
tion is the simplification of heterogeneous matrix blocks by assuming uniform
matrix properties.
The fracture geometry with non-uniform matrix block sizes (Fig. 4.8b) pro-
vides an example of sub-cell heterogeneity. It contains one large matrix block of
the size 32×32×32 ft and 19 smaller matrix blocks of the size 16×16×16 ft. A
volumetric average for the fracture spacing yields 20.74 ft compared to 16.0 ft in
the intermediate-scale model. The imbibition and gravity drainage shape factors
for the equivalent dual porosity model will be based on the average fracture
spacing. Fig. 4.15 shows that the miscalculation of recovery can be even poorer
when matrix block geometry is not uniform.
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(a) Evolution of saturation profiles inside a single matrix block in the
fine grid and an equivalent dual porosity models during water
injection. The matrix block is surrounded by fractures where the
water saturation is 100% and constant.
(b) Comparison of oil recovery in the intermediate scale model between the single
porosity and the equivalent dual porosity models.
Figure 4.14: Comparison of simulation results of the single porosity and the dual poros-
ity representation of the intermediate-scale model.
Different transfer rates (e.g. due to differently shaped matrix blocks or per-
meability variations) in a single reservoir simulation grid block can be modelled
through multi-rate dual porosity (MRDP) models. MRDP models comprise a dis-
tribution of transfer rates within each reservoir simulation grid block to account
for the fact that a single reservoir simulation grid block is likely to contain differ-
ent matrix blocks with different shapes, permeabilities, and wettabilities. Each
of the matrix blocks has its own transfer rate. The MRDP model hence requires
less averaging of the matrix properties (Di Donato et al., 2007; Maier et al., 2013;
Maier and Geiger, 2013).
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(a) Three-dimensional view of a model
with variable matrix block sizes
(b) Comparison of oil recovery using fine grid single porosity and dual porosity models
of the geometry shown in (a)
Figure 4.15: Comparison of simulation results of the single porosity and the dual poros-
ity models with matrix blocks of different sizes.
4.8 summary and conclusion
Capillary and gravity dominated fluid exchange between matrix blocks and frac-
tures were examined during three-phase flow using detailed single porosity and
equivalent dual porosity models. Three-phase relative permeability and capil-
lary pressure data were derived from a state-of-the-art pore-network. The high-
resolution fine grid simulation model enabled us to investigate the first-order
parameters that control three-phase matrix-fracture transfer processes.
A sensitivity study showed that matrix heterogeneities in terms of wettabil-
ity, block geometry and permeability affect matrix-fracture transfer rates signif-
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icantly and that the different transfer rates arising from these heterogeneities
cannot be averaged using classical dual porosity models. This was confirmed
by a comparative study of single and dual porosity models in a real carbonate
rock outcrop. The reasons for the miscalculation of recovery by the dual poros-
ity models are (1) failure to honour the non-uniform saturation profiles noticed
in the fine grid single porosity simulations; and (2) sub-cell heterogeneity of ma-
trix properties and block geometries. To increase dual porosity models reliability,
these two factors must be considered.
Multiple interacting continua (MINC) models and other sub-domain discreti-
sation methods can be used to resolve the matrix saturation movement inside
matrix blocks. However, it is not clear how the imbibition and gravity drainage
shape factors can be calculated for each sub-domain. The sub-cell heterogeneity
can be solved by using the multi-rate dual porosity model (MRDP) approach.
The question here becomes, how can we combine the MINC and the multi-rate
dual porosity models to capture both the non-uniform in water saturation and
non-uniform property distribution?
The next chapter contains a suggested development in the classical dual poros-
ity model to improve its reliability. It builds on the discussion and results of this
chapter and aims to address the two assumptions in the classical dual porosity
model that are responsible for the miscalculation of recovery.
5
A N I M P R O V E D D U A L P O R O S I T Y M O D E L
5.1 introduction
In all comparison cases presented in Chapter 4, the classical dual porosity model
failed to match the detailed single porosity simulation of matrix-fracture trans-
fer under three-phase flow. The assumptions of uniform state variables, e.g. fluid
saturations; and matrix properties and block geometries were pointed out to be
the two factors contributing to the mismatch. Two extensions of the dual poros-
ity model exist that can overcome these assumptions. The first is the multiple
interacting continua (MINC) model, one of the matrix sub-domain methods (e.g.
Pruess and Narasimhan, 1985; Gilman, 1986; Beckner et al., 1991). This treats the
first assumption as saturation fronts inside the matrix blocks can be resolved.
The second extension is the multi-rate dual porosity (MRDP) model, which al-
low us to represent sub-cell heterogeneity (e.g. Haggerty and Gorelick, 1995;
Haggerty et al., 2001; Geiger et al., 2013; Maier et al., 2013; Maier and Geiger,
2013).
Matrix-fracture transfer under three-phase flow involves capillary imbibition
and gravity drainage recovery processes. The MINC sub-domains geometry is
not suitable for the latter and therefore cannot be used directly without modi-
fications. The sub-domain method of Bekner et al. (1991) can be used for imbi-
bition and gravity drainage but it introduces a higher number of sub-domains
(see Fig. 2.4). In this chapter, the simplest MINC geometry is used to calculate
matrix-fracture transfer in the intermediate scale model. This is referred to as
the double-block model. Modelling of imbibition and gravity drainage is sepa-
rated by using different shape factors for each process. The double-block model
is extended to represent sub-cell heterogeneities using the MRDP concept. These
improvements are applied on two cases presented in Chapter 4 and compared
against the detailed single porosity simulation results.
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5.2 the double-block model
The double-block model is essentially the simplest MINC model with two con-
centric matrix blocks (Fig. 5.1). The matrix block is partitioned to resolve fluid
saturation fronts. In the original MINC model, the flow between M2 and M1,
and M1 and F is governed by the geometry of the sub-domain such as cross-
sectional area and nodal distances between the centres of the blocks. In this
work, these geometrical factors will be appended as part of the shape factor cal-
culations. However, before discussing the multi-phase transfer function in the
double-block model, a single block transfer term is derived and its results are
compared to commercial reservoir simulation results. This is done to make sure
the derived transfer term is at least capable of matching the classical dual poros-
ity transfer as implemented in the commercial reservoir simulators.
Figure 5.1: A schematic figure of the double-block model. fractures (F) communicate
directly with the outer matrix (M1) and indirectly with the inner matrix (M2).
Oil recovery from M2 is controlled by the oil mobility in M1.
5.2.1 A transfer term for immiscible three-phase flow in a single matrix block
As in the intermediate-scale model, the fractures are assumed to be constantly
filled with water or gas. The capillary pressure in the fractures are also assumed
to be negligible. Hence, the following expression applies:
pwf = pof = pgf = pf. (5.1)
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Eq. 2.18 can now be rewritten for the three phases in the following form
−λw(pwm − pf +Gwg +Gwo) =
Vb
∆t
δ(φbwSw), (5.2)
−λo(pom − pf +Gog +Gow) =
Vb
∆t
δ(φboSo), (5.3)
and
−λg(pgm − pf +Ggo +Ggw) =
Vb
∆t
δ(φbgSg). (5.4)
Here, bα is the shrinkage factor that is defined as bα = 1/Bα. Therefore, the
mobilities are updated as follows
λα = σkrα
(
kVbbα
µα
)
. (5.5)
The multi-phase gravity terms are defined as
Gαβ =
σz
σ
(ρα − ρβ)
gLz
2
(hαm − hαf), (5.6)
where the subscripts α and β denote two different phases and hα is a di-
mensionless variable that depends on the saturation of α as in the following
relationship
hα =
Sα −min(Sα)
1−min(Sα) − Sorα
. (5.7)
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Eqs. 5.2–5.4 are three equations to solve for six unknowns: pwm, pom, pgm, Swm,
Som, and Sgm. The closing equations are:
Swm + Sgm + Som = 1, (5.8)
pwm = pom − pcwm (5.9)
and
pgm = pom + pcgm. (5.10)
The following operators are introduced to solve the flow equations in a cou-
pled manner:
ζo =
bw
bo
(5.11)
and
ζg =
bw
bg
. (5.12)
Summing up Eq. 5.3 × Eq. 5.11 and Eq. 5.4 × Eq. 5.12 gives the following
− λw(pom − pf − pcwm +Gwg +Gwo)
− ζoλo(pom − pf +Gog +Gow)
− ζgλg(pom − pf + pcgm +Ggo +Ggw)
=
Vb
∆t
bwφδ(Swm + Som + Sgm) (5.13)
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The RHS of the above equation collapses because (Swm+ Som+ Sgm) is always
constant (Eq. 5.8). A potential difference, pdiff is introduced such that
pdiff = pom − pf. (5.14)
Solving for pdiff in Eq. 5.13, one gets the following
pdiff =
λw(−pcwm +Gwg +Gwo) − ζoλo(Gog +Gow) − ζgλg(pcgm +Ggo +Ggw)
−(λw + ζoλo + ζgλg)
.
(5.15)
Finally, Swm and Sgm are calculated by substituting the value of pdiff in Eq. 5.2
and 5.4, respectively.
Sn+1wm = S
n
wm −
∆tλw
φbwVb
(pdiff − pcwm +Gwg +Gwo), (5.16)
and
Sn+1gm = S
n
gm −
∆tλg
φbgVb
(pdiff + pcgm +Ggw +Ggo). (5.17)
The saturation is solved for explicitly in Eqs. 5.16 and 5.17. Hence the timestep
∆t sizes could affect the accuracy of the results. For the chosen ∆t values, a com-
parison is shown in Fig. 5.2 of the transfer term developed here, using implicit
pressure explicit saturation (IMPES) solution, against a fully implicit commercial
reservoir simulator. The reasonable match confirms that the numerical solution
is acceptable and that the term gives similar results to those from commercial
reservoir simultors.
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Figure 5.2: Comparison of matrix-fracture transfer calculation in ECLIPSE and the dou-
ble block transfer term. The shape factors used in the transfer term are listed
in Table. 4.2
5.2.2 Matrix-fracture transfer in the double-block model
The single block transfer term developed above can be applied twice to calculate
the transfer betweenM2 andM1, andM1 and F. Hence, the number of unknown
variables doubles. The solution for each matrix block follows the same order as in
the above subsection. However, the transfer function for M2 is controlled by the
conditions in M1. For example, the gravity terms for M2 will take the following
form:
Gαβ =
σzM2
σM2
(ρα − ρβ)
gLz
2
(hαM1 − hαM2). (5.18)
The shape factors σM1, σzM1, σM2 and σzM2 are determined based on the aver-
age fracture spacing in the three principal directions: Lx , Ly and Lz in addition
to the outer block thickness ∆/2 as shown in Fig. 5.3.
The surface area over which spontaneous imbibition occurs at the outer ma-
trix block is the sum of the areas of the matrix block sides,2LxLy+ 2LxLz+ 2LyLz
. The potential distance of the imbibition front is the same as the outer block
thickness ∆/2 and the volume is given by (LxLyLz) − ((Lx −∆)(Ly −∆)(Lz −∆)).
The imbibition and gravity drainage shape factors are calculated using the rela-
tionship in Eq. 2.19. Due to the large area and a relatively short front movement
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Figure 5.3: The geometrical arrangement in the double block model. All matrix sub-
domains have the same pressure and saturation values at a given time during
matrix-fracture transfer.
distance, the shape factor for M1 is relatively large compared to that of M2 (see
below) and is given by:
σM1 =
2LxLy + 2LxLz + 2LyLz
∆
2 [(LxLyLz) − ((Lx −∆)(Ly −∆)(Lz −∆))]
. (5.19)
Similarly, the area and volume are computed geometrically for the inner ma-
trix block, M2. The imbibition front can advance from the matrix faces to the
centre of M2. This can be approximated by 3
√
(Lx −∆)(Ly −∆)(Lz −∆)/2 The
imbibition shape factor for M2, hence, is calculated as
σM1 =
2(Lx −∆)(Ly −∆) + 2(Lx −∆)(Lz −∆) + 2(Ly −∆)(Lz −∆)
3
√
(Lx−∆)(Ly−∆)(Lz−∆)
2 [(Lx −∆)(Ly −∆)(Lz −∆)]
. (5.20)
Unlike the spontaneous imbibition, gravity drainage displacement is unidirec-
tional. This is straightforward for M2. The acting cross-sectional area for such a
displacement for M2 is approximated by (Lx −∆)(Ly −∆) + 2(Lx −∆)(Lz −∆) +
2(Ly −∆)(Lz −∆). This is equivalent to the area of the top matrix blocks in addi-
tion to the sides. The potential distance of the gravity drainage front is equal to
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M2‘s vertical height, Lz −∆. Consequently, the gravity drainage shape factor for
M2 is
σzM2 =
(Lx −∆)(Ly −∆) + 2(Lx −∆)(Lz −∆) + 2(Ly −∆)(Lz −∆)
(Lz −∆)[(Lx −∆)(Ly −∆)(Lz −∆)]
(5.21)
The gravity drainage cross-sectional area forM1 is computed through weighted
averaging as follows
AzM1 =
∆
Lz
(LxLy) +
Lz −∆
Lz
(LxLy − (Lx −∆)(Ly −∆))
+ 2
[
∆
Lx
(LyLz) +
Lx −∆
Lx
(LyLz − (Ly −∆)(Lz −∆))
]
+ 2
[
∆
Ly
(LxLz) +
Ly −∆
Ly
(LxLz − (Lx −∆)(Lz −∆))
]
. (5.22)
Similarly, the front vertical displacement distance is calculated using weighted
averaging:
dzM1 =
∆√
LxLy
(Lz) +
√
LxLy −∆√
LxLy
(∆). (5.23)
Hence, the gravity drainage shape factor for M1 is given by
σzM1 =
AzM1
dzM1[(LxLyLz) − ((Lx −∆)(Ly −∆)(Lz −∆))]
. (5.24)
The vertical height for M1 is hM1 = Lz, while for M2 it is hM2 = Lz −∆. The
bulk volume of the matrix sub-domains is calculated based on the volume of a
simulation cell as follows:
VbM1 =
Vm
LxLyLz
(LxLyLz − (Lx −∆)(Ly −∆)(Lz −∆)), (5.25)
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and
VbM2 =
Vm
LxLyLz
(Lx −∆)(Ly −∆)(Lz −∆). (5.26)
where Vm is the total matrix volume in the simulation cell. Note that if ∆ = 0,
then VbM1 = 0; while if ∆ = L then VbM2 = 0. In both cases, the double block
model behaves as the classical dual porosity model.
5.2.3 Application on the intermediate-scale model
The double-block shape factors calculated for the intermediate-scale model are
summarised in Table 5.1. Fig. 5.4 compares the observed recovery from fine grid
simulations of the intermediate-scale model, the recovery estimate of a classical
dual porosity model and the double-block model. In the double block model, the
outer matrix block enables fast imbibition into the matrix (Compare the shape
factors of the two blocks in Table 5.1). Hence, early time recovery can be matched.
The outer matrix block also controls the exchange with the inner matrix block.
For example, imbibition into the inner matrix occurs only after the water satura-
tion in the outer matrix is sufficiently large. The two effects combined lead to a
markedly improved match of the fine grid simulation.
Table 5.1: The double-block geometrical parameters for the intermediate-scale model
Fracture spacing, Lx 16.0 ft
Fracture spacing, Ly 16.0 ft
Fracture spacing, Lz 16.0 ft
Outer block width, ∆/2 2.5 ft
Outer block imbibition shape factor σM1 0.7513 ft−2
Inner block imbibition shape factor σM2 0.0658 ft−2
Outer block gravity drainage shape factor σzM1 0.1600 ft−2
Inner block gravity drainage shape factor σzM2 0.0330 ft−2
In Fig. 5.4, there is a slight mismatch between the fine-grid simulations and the
double-block early during the gas injection cycle. As will be discussed below, this
is a grid effect caused by the geometry of the outer matrix block. Nevertheless,
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Figure 5.4: Comparison of oil recovery in the intermediate scale model using single
porosity, an equivalent dual porosity model and the double block model.
All cases use pore-network derived three-phase flow functions.
the results are closer to the fine grid simulation than the classical dual porosity
model. The double-block model does not require pseudoisation of flow functions
or transient shape factors.
The original MINC model is best suited for capillary dominated multi-phase
flow because of the geometry of the sub-domains. The mass flux between the sub-
domains is calculated using their volumes, interface areas and nodal distances.
These geometrical parameters are computed once for a given matrix block size;
changes in matrix block sizes, e.g. as part of reservoir history matching, can be
implemented by changing matrix permeability (Wu and Pruess, 1988).
The double-block model builds on the MINC model, but accounts for both im-
bibition and gravity drainage processes. It allows using two-dimensional tables
for flow functions to incorporate pore-network modelling derived three-phase
flow functions. Note that the double-block model uses shape factors to calculate
transfer rates from the two sub-domains. Using a shape factor to quantify the ex-
change between the inner and outer matrix block has two advantages: First, we
can account for gravity drainage and imbibition by using different shape factor
for each process. Secondly, the shape factor can be adjusted for different matrix
block sizes without changing the matrix permeability.
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The matrix-fracture transfer could also be estimated utilising recent extensions
of the MINC model. (Karimi-Fard et al., 2006, Gong et al., 2008, Tatomir et al.,
2011) have demonstrated that the shape of each MINC sub-region can be es-
timated accurately for more complex fracture geometries than those discussed
in our work. The sub-region shapes can be computed using local unstructured-
grid simulations that explicitly account for both, fractures and matrix, for each
reservoir simulation grid block. This MINC extension also leads to very accu-
rate full-field predictions but comes at the extra cost of the computing the shape
of the sub-regions locally for each reservoir simulation grid block before the
reservoir simulation commences. In contrast, our proposed double block model
requires less computational effort and uses the same input parameters as the
standard dual porosity model, i.e. fracture spacing, in addition to one geomet-
rical factor. Hence, can be implemented straightforwardly into commercial and
research grade reservoir simulators (e.g. Lie et al., 2012) as part of standard reser-
voir characterisation workflows that employ Discrete Fracture Network models
to compute the effective properties of the fracture network (Dershowitz et al.,
2000). Finally, the double block model can be extended straightforwardly to ac-
count for matrix heterogeneities using a multi-rate dual porosity formulation, as
will be discussed below.
5.3 the multi-rate double-block model
5.3.1 The multi-rate concept
The classical dual porosity estimation of matrix-fracture transfer was inaccurate
for the real carbonate outcrop window (Fig. 4.12) or the intermediate-scale model
with non-uniform matrix block distributions (Fig. 4.15b). One of the reasons for
this inaccuracy is the assumption that all matrix blocks have uniform proper-
ties, geometries and sizes. The multi-rate dual porosity concept allows using a
distribution of transfer rates depending on matrix block properties and geome-
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tries. For example, based on Eq. 2.16, the transfer rate for a two-phase oil-water
problem in a single matrix block can be rewritten as:
τw = σVbkm
krw
µw
[
(pwf − pwm) −
σz
σ
(γw − γo)(hwf − hwm)
]
, (5.27)
where τ is the transfer rate. Multi-rate dual porosity models (MRDP) accom-
modate a distribution of matrix block rates due to heterogeneity. The hetero-
geneity can be due to geometrical heterogeneity or porosity and permeability
heterogeneity. If the permeability of the matrix blocks is assumed to be constant,
a multi-rate transfer rate due to geometrical heterogeneity can be written as
follows:
τw =
N∑
i=1
σiVbikm
krw
µw
[
(pwf − pwmi) −
σzi
σi
(γw − γo)(hwf − hwmi)
]
, (5.28)
where N is the number of rates. The characterisation factors needed for each
rate are σ, σz and Vb. Hence, the double block model can be extended to a multi-
rate double block model by adding extra terms as in Eq. 5.28.
5.3.2 Application on the intermediate-scale model
Fig. 5.5 compares results from the fine grid simulation with a classical single
block, a double block, and a multi-rate double block dual porosity model. The
classical single block dual porosity model fails to match both, early and late
time recovery. The double block model predicts low recovery compared to the
fine grid during the gas injection cycle but still yields a much improved match
compared to the classical single block dual porosity model. The best result is
obtained with the multi-rate double block dual porosity model. However, this
model did not completely match fine grid simulation results during gravity
drainage because of the outer matrix blocks geometry as discussed previously.
Nevertheless, the multi-rate double block model is capable to match recovery
significantly more accurately compared to the other dual porosity models.
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Figure 5.5: Comparison of oil recovery using fine grid simulation, single block and the
double block model.
The reason for this poorer match by the single-rate double block model is the
averaging of fracture spacing. The size and geometry of the matrix block controls
the speed of recovery and hence the variably sized blocks will have different
phase saturations. Consequently, their individual flow function parameters are
affecting mobilities and fluid interaction regions in each matrix block, which
leads to a more complex and ultimately higher recovery. A single average of
geometrical factors is not able to capture these effects.
5.4 summary and conclusions
In this chapter, we presented two extensions to existing dual porosity models to
better approximate matrix-fracture transfer during three-phase flow. To facilitate
the extensions, a transfer term was derived and solved using the IMPES method.
The transfer term closely matched predictions made by a fully implicit commer-
cial reservoir simulator. The two extensions are (1) the double-block model that
allows capturing transient effects due to fluid saturation gradients inside ma-
trix blocks. (2) Multi-rate double-block model which enables multiple transfer
rates within a single simulation cell. The two extensions were applied on the
intermediate-scale model and their results were matching the fine grid single
porosity simulation.
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The extensions were based on the classical dual porosity transfer approach
and can be implemented in reservoir simulators straightforwardly. Hence, these
two extensions serve the objectives of this thesis on both accuracy and efficiency.
This chapter concludes the first part of the thesis, in which the emphasis was on
matrix-fracture transfer under three-phase flow through a step-wise upscaling
approach (Fig. 5.6). The pore-scale heterogeneities and multi-phase effects are
included in the detailed single porosity simulation of matrix-fracture transfer.
The dual porosity models were extended to estimate the transfer more accu-
rately. The aim was to represent the effect of heterogeneity at each level using
appropriate upscaling methods so that reservoir-scale simulations are more ac-
curate.
Figure 5.6: A step-wise upscaling procedure of recovery processes in naturally fractured
reservoirs. Colours represent different phases (red = gas, green = oil, blue =
water).
The question that arises then is whether we can actually characterize a multi-
rate dual porosity medium from the data that are typically collected for a frac-
tured reservoir. Clustering analysis and spatial organization of wellbore inter-
secting fractures can be used in approximating matrix block size distribution.
Outcrop analogues provide information on fracture spacing and matrix block
sizes. This information can be used in combination with discrete fracture net-
work (DFN) modelling to obtain different likelihoods of block sizes and shape
factor. Classical geomodelling of the rock matrix already provides information
on permeability and wettability distributions in the rock matrix. In the second
part of the thesis, we focus on DFN upscaling accuracy and develop new upscal-
ing methods that provide input parameters for the extensions presented in this
part.
Part II
D F N U P S C A L I N G A N D I M P R O V E M E N T
In this part, the discrete fracture network (DFN) upscaling methods
are assessed using a number of case studies. A workflow for quantifi-
cation of DFN upscaling errors is presented. This workflow revealed
the dependency of the DFN upscaling results on selections related to
the DFN upscaling method, the boundary conditions used and the
simulation cell size. The effect of DFN upscaling on history matching
results is examined for a real fractured reservoir. The results showed
that the effect of the DFN upscaling should be considered as an uncer-
tainty in NFR models. Finally, a new shape factor upscaling method
is presented. The method allows us to characterise MRDP models
from DFN geometries.
6
A S S E S S M E N T O F D F N U P S C A L I N G E R R O R S
6.1 introduction
The discrete fracture network (DFN) approach is an efficient and accurate way to
model fractures in fractured reservoirs. DFNs can capture the connectivity and
scale-dependent heterogeneity of fractured reservoirs (Dershowitz et al., 2000).
DFN upscaling is a process where the fracture networks are converted to cell
properties suitable for single- or dual porosity models. The objective is to retain
the DFN dynamic behaviour in the continuum models.
The individual cells sizes in continuum models must be equivalent to or above
the scale of a representative elementary volume (REV) of a porous medium (Hub-
bert, 1956, Bear, 1972, Caers, 2005). For fractured media, this condition is true
only when fractures are dense and well connected (Long et al., 1982, Berkowitz,
2002). For example, Müller et al. (2010) found a REV of 10 meters in a fractured
geothermal reservoir. While this scale is relatively massive compared to a REV
of a porous medium, it is less than the size of a typical simulation cell. Jackson
et al. (2000) and Botros et al. (2008) also showed that continuum models can reli-
ably represent fracture connectivity without scaling issues. However, their DFN
models were very connected and hence this may not apply to all DFNs.
In fact, it is widely accepted that fracture lengths and properties show a scaling
behaviour such that a REV may not exist. Scale dependency of fracture equiva-
lent permeability is experienced not only in upscaling of fractured media prop-
erties (e.g. Long et al., 1982; Dershowitz et al., 2000) but also in laboratory and
field observations (Margolin et al., 1998, Berkowitz, 2002, Neuman and Di Fed-
erico, 2003, Neuman, 2005, Katsuaki and Yuichi, 2006, Bonnet et al., 2001, Odling,
1997). In fractured porous media, the simulation cell size is often designed based
on the measurement scale of porous media properties such as porosity and abso-
lute permeability. The simulation cell size is more often limited by the available
CPU time. This poses a limitation generally on the use of the continuum mod-
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elling approach for simulation of flow in fractured formations. DFN upscaling
results are hence expected to depend on the size of the simulation cell.
DFN upscaling follows analytical or flow-based methods. It was shown that
Oda‘s method (Oda, 1985) overestimate equivalent fracture permeability while
the flow-based method is computationally expensive and is intractable to apply
on full field simulations (Chapter 2). Furthermore, the flow-based upscaling re-
sults are subject to the boundary conditions used during the upscaling. Hence,
the DFN upscaling method and boundary conditions are additional factors that
influence the DFN upscaling results.
The quality of the an upscaled matrix properties model in unfractured reser-
voirs is normally assessed to ensure that the coarse model captures effective
flow properties of the detailed fine model. As such, the ultimate comparison is
achieved when the two models are subjected to flow simulation under the same
boundary conditions. Such a comparison may not be possible due to computa-
tional limitations associated with simulating flow in the fine model (normally
contains a few million cells). Streamline simulation, however, can be used for
qualitative comparisons due to its efficiency in assessing the quality of upscal-
ing results (Fig. 6.1). Here, the reciprocal of the time of flight (TOF), a property
of the streamlines, provided a qualitative measure of how good the coarse model
captures the slowness/fastness of fluid flow in the fine model (Samier et al., 2002,
King et al., 2006). However, in scale-dependent problems such as upscaling of
fractured reservoirs, it is not known which coarse scale is the most accurate
because the fine model is a discrete fracture network. For example, the compara-
tive assessment of upscaling may not be helpful unless the streamline properties
exist on the DFN itself.
In this chapter, the DFN upscaling errors are explored and the impact of the
upscaling error is quantified in two case studies. More quantitative analysis of
the DFN upscaling is attempted and suggested DFN upscaling assessment work-
flow is provided. The three factors affecting DFN upscaling that are considered
here are (1) the simulation cell size, (2) the upscaling method and (3) the bound-
ary conditions used for flow-based DFN upscaling. As noted above, DFN up-
scaling errors depend on the fracture connectivity and the existence of a REV.
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Figure 6.1: The reciprocal of the time of flight (TOF), a character of streamlines, plotted
against the normalized number of streamlines. This plot represents the close-
ness of one model to the other. The two models represent one DFN upscaled
to different two different simulation cell sizes.
The relationship between connectivity and upscaling errors is examined first in
a case study using fracture data from the Teapot Dome Field in Wyoming. Then,
a quantitative assessment workflow is presented and applied on a sector-scale
DFN model representing a real fractured reservoir from the San Andreas forma-
tion in California.
6.2 dfn connectivity and upscaling errors
To investigate the relationship between DFN connectivity and upscaling errors, a
realistic dataset from four wells drilled in the Teapot Dome structure, Wyoming.
The data are publically available from the Rocky Mountain Oilfield Testing Cen-
ter (RMOTC) an affiliate of the U.S. Department of Energy. Previous works
(Smith, 2008, Schwartz, 2006) provided detailed description and image log in-
terpretations of the Tensleep Formation. Fig. 6.2 shows the fracture orientation
data obtained from the four wells. Fracture orientation and dip angle based on
this dataset has informed the DFN, which was generated in a sector model.
DFN connectivity increases with fracture length and intensity. The objective
of this section is to study the effect of fracture connectivity on DFN upscaling er-
rors. Hence, the fracture length (FL) and intensity (P32) were varied significantly
and the impact on DFN upscaling is investigated. The DFN upscaling was per-
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formed for the same DFNs with two different simulation cell sizes. The DFN
upscaling methods used here are Oda‘s method and a flow-based method with
open boundary conditions. As noted before, flow-based upscaling methods are
intensive computationally. Hence, the size of the model was reduced to a sec-
tor model to manage all the DFN upscaling required for the comparison. More
description of the Tensleep Formation in the Teapot Dome Field is available in
Chapter 7 where the full field model is used to study the effects of DFN upscal-
ing on the history matching results.
Figure 6.2: Stereonet diagram representing fracture dip angle and dip azimuth from four
wells at Teapot Dome, Wyoming.
Fracture lengths considered in this study were chosen to cover a wide range of
short to long fractures such that they impact fracture connectivity. The fracture
lengths are based on outcrop measurements (Olson et al., 2001) are: 50, 100 and
450m. Similarly, intensity of fractures considered were chosen to reflect different
fracture connectivities from poor to well connected fractures. Fracture intensities
represented by (P32) were 0.01, 0.04 and 0.2m2/m3. DFN upscaling and reservoir
simulations were run for two simulation cell sizes: small cells of 30×30 m and
large cells of 120×120 m.
6.2.1 Static comparison of DFN upscaling results
Here, we discuss the similarity and differences of the upscaled effective per-
meability for the different FL and P32 values, different upscaling methods and
different simulation cell sizes. The similarity increases if the upscaled permeabil-
ity values for Oda‘s method and the flow-based method lie close to the diagonal
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line (which represents the equation: y = x). The first set of plots (Fig. 6.3) rep-
resents the large simulation cell size of 120×120 m. The similarity between the
two methods enhances as the intensity P32 and fracture length FL increase. Both
P32 and FL increase DFN connectivity leading to equal upscaling results even
though different upscaling methods are used. The impact of P32 on fracture con-
nectivity is more apparent than that of FL: Even for the largest FL value of 450
m (i.e. when the fractures are well connected), the upscaling results from Oda‘s
and flow-based methods are different for low P32 values of 0.01 and 0.04m2/m3.
On the other hand, upscaling results of Oda‘s and flow based methods are more
similar for the largest P32, even when FL is only 100 m.
Figure 6.3: Cross-plots comparing flow-based DFN upscaling method results and Oda‘s
method for different fracture lengths and fracture intensities. The simulation
cell size is 120×120 m. When P32 is high and FL is short, the number of
fracture objects becomes too large for DFN upscaling.
The second set of plots (Fig. 6.4) represents the small grid-block size of 30×30
m. The similarity between the two methods increases as with increasing P32
and FL. There is generally better agreement compared to (Fig. 6.3) where the
simulation cell size was four times larger. The reason is that Oda‘s method tends
to overestimate fracture connectivity. The larger the simulation cell, the larger
the overestimation.
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Figure 6.4: Cross-plots comparing flow-based DFN upscaling method results and Oda‘s
method for different fracture lengths and fracture intensities. The simulation
cell size is 30×30 m.
6.2.2 Dynamic comparison of DFN upscaling results
To quantify the effect of DFN upscaling error on the prediction of oil production
at the sector scale, we used two DFN models and simulated oil production in
the sector model. The two DFN models are:
(a) High intensity and medium fracture length (P32 = 0.2m2/m3, FL = 100m)
(b) High intensity and long fractures (P32 = 0.2m2/m3, FL = 450m)
Note that these DFN models show high similarities between Oda‘s and the
flow-based method as shown in Fig. 6.3 and 6.4. The DFN models were the
highest fracture intensity such that Oda‘s method is likely to be applicable. For
each DFN model [e.g. (a) and (b)], four upscaling scenarios are investigated
1. Oda‘s method, simulation cell size of 30× 30m
2. Flow-based method (open boundary conditions), simulation cell size of
30× 30m
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3. Oda‘s method, simulation cell size of 120× 120m
4. Flow-based method (open boundary conditions), simulation cell size of
120× 120m
The sector-scale model is shown in Fig. 6.5. Flow simulation is performed in a
single-porosity model. The fracture permeability was taken as the result of DFN
upscaling for the above four cases. All other model properties are kept constant
during the flow simulation and are summarised in Table 6.1.
Table 6.1: Description of parameters used in the sector model from the Teapot Dome
Field
Type of simulation model Single porosity
Rock properties
Porosity 0.2
Permeability Upscaled from DFN
Fluid properties (oil)
Density 56lb/ft3
Average formation volume factor 1.2RB/STB
Average viscosity 1.4cp
Initial and boundary conditions
Initial pressure and datum depth 3000psia at 590ft
Oil water contact depth 500ft
Types of boundary conditions around
well sector
flux
Well Production control
Well bottom-hole pressure 14.7psia “open flow”
Figure 6.5: Initial fluid distribution in the Teapot Dome model (blue = water, green = oil).
Sector Model around the production well is shown. Sector model diameter
is 620 m
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Fig. 6.6a shows the well production rate against time for Model (a). Although
the upscaled permeabilities for Oda‘s and flow-based methods are very similar
(Fig. 6.3 and 6.4), there is a significant variation in the simulated flow rates.
Well flow rates for models computed with Oda‘s method are significantly higher
than flow rates computed for models that use flow-based upscaling. This holds
when we compare results of the same simulation cell sizes. Fig. 6.6b shows the
well production rates against time for Model (b). In all cases we observe less
sensitivity to changes in upscaling method and changes in size of the grid-block
compared to Model (a). This can be explained by the increased connectivity of
the DFN in Model (b).
The ranges of simulated cumulative oil recovery for Model (a) vary from 6.8%
to 19.1% during the time of production. For model (b) the range is between 13.4%
and 14.7%. Clearly, the choice of DFN upscaling method and grid-block size has
a strong impact on oil recovery estimates and therefore should be done with
utmost care because it can easily mask the uncertainty in the underlying geolog-
ical model. The degree of the impact, however, depends on the connectivity of
the DFN. Fig. 6.6b shows that flow-based and Oda‘s methods gave more simi-
lar production profiles because of the high connectivity of the DFN, especially
with the smaller simulation cell size. In such a case, Oda‘s method is superior
to flow-based methods because of its efficiency. However, it appears to be diffi-
cult to assess a priori which upscaling method is more accurate or, indeed, if all
upscaling methods and simulation cell sizes yield similar results.
6.3 quantitative evaluation of dfn upscaling errors
The previous case study clearly shows the need for selecting an adequate up-
scaling method and simulation cell size before performing reservoir simulation
runs, otherwise it will be difficult to distinguish how the results are affected
by geological uncertainty and how by DFN upscaling errors. Calibrating the dy-
namic model against field data (production data, transient well testing data) may
hence be challenging because the simulation results is likely affected by both, ge-
ological uncertainty and DFN upscaling errors. A first step towards deciphering
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(a) Well Production Rate for Model (a) with fracture length
100 m.
(b) Well Production Rate for Model (b) with fracture
length 450 m.
Figure 6.6: Simulation results of the sector scale model
these effects is to quantify the DFN upscaling errors separately prior to full field
simulations. Here, a method is presented to quantify the DFN upscaling errors
for a sector scale model.
The method is explained in Fig. 6.7. There are two upscaling steps involved:
The first is the upscaling of DFN which marks the change from the scale-dependent
DFN model to a simulation cell of fixed size. The second upscaling step occurs
at the scale of the sector model and computes the average permeability of the
entire sector model. This is performed using flow-based upscaling from the sim-
ulation cell size at which the DFN upscaling was performed to the sector scale.
The second step is necessary in this quantitative evaluation workflow to allow
comparison of DFN upscaling with different simulation cell sizes, different up-
scaling methods and different boundary conditions. The sector scale average
permeability is also equivalent to the well test permeability. Well testing repre-
sents an important element to understand the behaviour of naturally fractured
reservoirs and considered one of strong indicators that fractures exist or do not
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exist (e.g. Narr et al., 2006). This links the quantitative evaluation workflow to
the actual scale of measurement at which a reference permeability observation
may exist. In the reminder of this section, the quantitative evaluation workflow
is applied on a realization of the FRACS2000 model, a sector scale model of a
fractured onshore reservoir in California (Matthäi et al., 2007).
Figure 6.7: A workflow for assessment of DFN upscaling results. Generated DFN mod-
els are upscaled to various dynamic models with different grid-block cell
sizes using different DFN upscaling methods. The various models are then
compared to each other by upscaling to a final target grid block size of the
full sector scale.
6.3.1 Application of the assessment workflow on FRACS2000
The FRACS2000 model has been used in previous upscaling studies (Matthai et
al., 2007, Matthai and Nick, 2009). FRACS2000 is a representation of the San An-
dreas Formation in an onshore field in California. It comprises a DFN generated
based on borehole images and core data. The field exhibits early water break-
through, a typical production challenge in fractured reservoirs. FRACS2000 is a
layer confined DFN comprising two conjugate fracture sets which have similar
size distributions (Table. 6.2). The various input parameters used to generate the
DFN are given in Fig. 6.8 and Table 6.2. In contrast to models built based on the
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Teapot Dome discussed above, the fractures of the FRACS2000 model are just
above the percolation threshold and hence less well connected. This may cause
additional upscaling challenges to those discussed above. As in the previous ex-
ample, the Teapot Dome, all simulations are also run in single-porosity model
to avoid additional complications that may occur in a dual-porosity model.
(a) (b)
(c) (d)
(e)
Figure 6.8: Input parameters used to generate the FRACS2000 model. (a) Fracture pole
orientation represented by a Schmid diagram (b) Spatial analysis using the
box counting technique (carried out with FRACMAN); The absolute exponent
value is less than 1.0. (c) Fracture size log normal distribution. (d) Fracture
aperture is linked to fracture sizes through the relationship shown in the plot.
Consequently, fracture aperture must follow a log-normal distribution. (e)
Top view of the layer confined FRACS2000 model with fractures represented
by hexagonal surfaces. Dimensions are 1000× 1000× 200m.
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Table 6.2: Fracture statistics of FRACS2000
Fracture set 1
Number of fractures 1, 000
Fracture area/volume (m2/m3) 0.0155085
Fracture volume/model volume (fraction) 2.329× 10−5
Mean fracture orientation (trend) 285
Mean equivalent radius (m) 28.3
Mean fracture area (m2) 3202
Fracture set 2
Number of fractures 1, 000
Fracture area/volume (m2/m3) 0.015156
Fracture volume/model volume (fraction) 2.19143× 10−5
Mean fracture orientation (trend) 182
Mean equivalent radius (m) 28.3
Mean fracture area (m2) 3031
6.3.2 Effects of upscaling method and boundary conditions
The DFN upscaling was evaluated for the following simulation cell sizes: 50×50,
100×100, 200×200, 500×500 and 1000×1000. The latter is the full sector scale.
The upscaling methods tested are: Oda‘s method, a flow-based method with
open boundary conditions and a flow-based method with closed boundary con-
ditions. The second upscaling step to calculate the average sector-scale perme-
ability is performed using the flow-based upscaling. The results are shown in Fig.
6.9. They show that Oda‘s method gives the highest permeability. Except for the
flow-based method with closed boundary conditions, the average permeability
at the sector scale is dependent on the simulation cell on which the DFN up-
scaling was evaluated (increasing permeability with cell size). The reason why
closed boundary conditions might underestimate overall fracture connectivity
was discussed in Chapter 2, Figure 2.8. Overall, the DFN upscaling results vary
over approximately three orders of magnitude. This is a significant effect that
explains the effect of DFN upscaling on production flow rates estimation in the
Teapot Dome Field (Fig. 6.6).
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Figure 6.9: Assessment of DFN upscaling results in FRACS2000. Sector-scale permeabil-
ity in the x-direction is shown to be sensitive to the DFN upscaling method,
the boundary condition used and the simulation cell size
To generalise the findings in this work, two equiprobable realisations having
the same statistics as FRACS2000 (Fig. 6.8, Table. 6.2) were generated. These
are denoted REAL1 and REAL2 in Fig. 6.10. The results show that the scale
dependency trend exists for the realisations as for FRACS2000. The figure also
draws attention the level of uncertainty associating DFN generation.
Figure 6.10: Assessment of DFN upscaling results in equi-probable realisation of
FRACS2000
6.3.3 Comparison with DFM upscaling
It was noted before that DFM models are sometimes used to investigate well
testing in fractured porous media. Since DFM models are perceived more accu-
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rate than other model types, they may provide a reference solution to use in the
workflow to quantify DFN upscaling errors and to improve the reliability of the
DFN upscaling process. As we require steady-state single porosity simulation at
the sector scale to compute the effective permeability, the CPU time of the DFM
flow-based upscaling in this case can be comparable to that of Oda‘s method.
In the DFM model considered here, fractures are modelled as two-dimensional
ellipses, approximating the hexagonal fracture shapes in the original FRACS2000.
The upscaling is performed using open boundary conditions and is done for the
sector-scale. The results are listed in Table 6.3. If the results are compared with
DFN upscaling results in Fig. 6.9, they show that DFN flow-based upscaling with
open boundary conditions for a cell size of 70×70 m gives the closest match to
the DFM upscaling results. Furthermore, the DFM model can be used to study
the sensitivity of the ensemble sector-scale permeability and anisotropy to the
permeability of the matrix. The results displayed in Table. 3 show a significant
change; especially with vertical-horizontal permeability anisotropy although ma-
trix porosity and permeability are uniform.
Table 6.3: DFM-based sector-scale permeability of FRACS2000
Matrix properties DFM upscaling results
φ[−] k[mD] kx[mD] ky[mD] kz[mD] ky/kx[−] kz/kx[−]
1× 10−5 1× 10−3 238 57 904 0.23 3.8
0.20 100 1167 222 1428 0.19 1.2
6.4 summary and conclusions
In this chapter, the DFN upscaling errors were investigated and its impact on
reservoir simulation results was evaluated. Generally, DFN upscaling errors were
small for well connected fracture networks. In some cases, the DFN upscaling
errors can vary over three orders of magnitude depending on the fracture geome-
try and properties and therefore poses a significant uncertainty that easily masks
the geological uncertainty. The results also confirm that Oda‘s method overesti-
mate equivalent fracture permeability. This overestimation increases with the
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simulation cell size. Flow-based upscaling is less sensitive to changes in simula-
tion cell sizes, but it is highly dependent on the boundary conditions.
A quantitative evaluation workflow for DFN upscaling was presented. This
workflow satisfies two objectives: (1) it allows studying the sensitivity to simu-
lation cell sizes, DFN upscaling method and the types of boundary conditions
on the average sector-scale permeability. By quantifying the upscaling error, we
assign ranges to any simulation results obtained. Hence, the workflow allows
for uncertainty evaluation due to DFN upscaling errors. (2) In the presence of
well test data, the average permeability at the sector scale can be linked to the
well test permeability because the well test measurement scale and the reference
sector scale are comparable. Therefore, the quantitative evaluation workflow can
be used with a reference solution to help in deciding which simulation cell size,
upscaling method or boundary conditions are suitable for the area around the
well. DFM simulations can be used as reference solutions, especially in reservoirs
where matrix permeability can be high (Fig. 6.11).
Figure 6.11: DFM-assisted DFN upscaling workflow to minimize upscaling error for frac-
tured reservoirs due to the choice of upscaling method and/or simulation
cell size.
In the next chapter, the impact of DFN upscaling errors on the results of his-
tory matching real production data is examined for the fractured Tensleep For-
mation in the Teapot Dome Field.
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7.1 introduction
History matching is recognized as an important step in validation of a reservoir
model, and the quality of a history match affects the validity of its future fore-
cast. Since high impact business decisions are usually based on such forecasts,
reservoir engineers face two challenges to manage the associated risk. These
challenges are: the non-uniqueness of a history-matched model and numerical
and/or conceptual modelling errors. The first challenge necessitates the need for
a computer assisted history matching that efficiently explores the uncertain pa-
rameters space. The second challenge necessitates the need for integrated studies
to minimize modelling errors.
Modelling errors include numerical solution errors such as convergence er-
rors and truncation errors (both in space and time). Perhaps more important are
the mathematical model errors arising from sub-grid scale phenomena, which
have been ignored or modelled improperly at the field scale (Christie et al., 2006,
Christie et al., 2005). These are likely to be more pronounced in fractured reser-
voirs, because the dual porosity model has the simplifying assumptions such as
the pseudo steady-state and uniform matrix blocks geometries, sizes and prop-
erties (Chapter 2). Both are assumptions that can lead to significant errors in re-
covery prediction (Chapter 4). Another error source is matrix upscaling, which
can already lead to significant errors in unfractured reservoirs (Sablok and Aziz,
2008). Even more concerning are DFN upscaling errors, which can account for
more than 12% absolute change in oil recovery and mask geological uncertainty
(Chapter 6). One risk of history matching is that the history matching algorithms
find a model that yield a good history match but only because the errors dis-
cussed above cancel each other. This can be exacerbated by measurement errors,
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leading to flawed history matched models with limited value to forecast produc-
tion (Christie et al., 2005).
In NFR reservoir simulation practice, assisted history matching is often de-
tached from the DFN upscaling process. This is because it is easier to implement
assisted history matching using the end-product of the DFN upscaling, i.e. the
effective fracture properties. While this can accelerate the assisted history match-
ing workflow, it can lead to increased modelling errors as fracture properties can
easily become inconsistent with the original DFN input parameters (e.g. fracture
intensity, length, height, and hydraulic aperture) and hence the geological under-
standing of the NFR. Another problem in this approach is that the DFN upscal-
ing error may lead to a geological prior with the wrong flow properties, which
masks the real dynamic behaviour, causing the history matching algorithms to
converge to a geologically inconsistent solution.
Previous research on history matching NFR showed the importance of linking
the history matching process with the original fracture model properties rather
than effective fracture properties. For example, Cui and Kelkar (2005) preserved
the consistency between fracture permeability and matrix shape factors i.e. the
DFN upscaling outputs by history matching on fracture intensity. Suzuki et al.,
(2007) approached history matching of NFR by varying elastic stress simulation
parameters rather than effective fracture permeabilities to preserve geological
and geomechanical consistencies.
In this chapter, the aim is to resolve the history matching challenges described
above in an integrated framework for a fractured reservoir. This is achieved
through (1) establishing a link between DFN modelling and history matching
to preserve geological consistency and (2) reducing modelling errors that oc-
cur as a result of DFN upscaling. The chapter starts by an introduction of the
Bayesian framework in a computer-assisted history matching workflow to up-
date reservoir models with DFN upscaling results. This is followed by a case
study of history matching in a real fractured reservoir. The reservoir model is
described in terms of matrix and fracture domains. A comparison is carried out
for three DFN upscaling cases for the same DFN. A history match is attempted
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for each upscaling case. A comparison of the history matched models is given in
the end followed by concluding remarks.
7.2 history matching of nfr under the bayesian framework
Perturbing uncertain reservoir parameters to obtain an automatic history match
has been attempted since the 1960s, see Dougherty (1972) or Oliver and Chen
(2011) for reviews. In parallel, the notion to constrain parameter range over
which values are perturbed, such that they are geologically realistic, exists since
then. Gavalas et al., (1976) discussed that additional geological information should
be utilized as prior knowledge in a Bayesian framework to achieve geologically
consistent history matched models. Recently, in multipoint geostatistics, prior
geological knowledge is preserved through training images to arrive at models
that not only match the production data, but also the geological architecture of
the reservoir (Caers, 2003, Rojas et al., 2012). Similarly, DFN modelling gener-
ates fracture models honouring geological data and hence can provide a mean
to constrain history matching of reservoir models if properly upscaled.
The Bayesian framework is well used in various uncertainty quantification
algorithms (e.g. (Zhang et al., 2005, Christie et al., 2006). It provides an efficient
tool to update the probability of a model given some new information, e.g. a
mismatch of a given parameter samples.
p(m|O) =
p(m)p(O|m)
p(O)
, (7.1)
where p(m|O) represents the posterior probability that is updated once we
have obtained more information. The model prior probability, p(m), is repre-
sented by individual parameter distributions and the correlation between the
distributions. This approach allows us to constrain the model to DFN upscaled
properties. p(O|m) is the likelihood of the observation given the model is correct.
It is linked to the misfit value between calculated and observed data. The least
square method is normally used to evaluate the misfit.
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An actual DFN property can impact more than one DFN upscaled property.
For example, fracture intensity affects fracture permeability and the matrix block
size. The second model of the 6th SPE Comparative Solution project (Firoozabadi
and Thomas, 1990) can be used to illustrate how poorly defined prior probabil-
ities can produce history matched models that are geologically inconsistent. A
water injection case is considered in a simple cross-sectional dual porosity model
(Fig. 7.1) (Model 2 in the original SPE 6th paper). The model comprises three lay-
ers, corresponding to three reservoir zones of different fracture properties.
Figure 7.1: A simple cross-sectional model from the 6th SPE Comparative Solution
project, described in (Firoozabadi and Thomas, 1990). Each layer represents
a fracture zone with different fracture properties. Matrix shape factors are
calculated using Kazemi‘s formula (Kazemi et al., 1976) for identical fracture
spacing.
Table 7.1: Fracture properties considered uncertain with corresponding min-max range.
The properties are varied to automatically history match SPE 6th Model 2 (Fig.
7.1)
Parameter Range Truth case
Fracture permeability (mD), Layer 1 5− 200 10
Fracture permeability (mD), Layer 2 5− 200 90
Fracture permeability (mD), Layer 3 5− 200 20
Matrix block size (ft), Layer 1 1− 50 25
Matrix block size (ft), Layer 2 1− 50 5
Matrix block size (ft), Layer 3 1− 50 10
The uncertain parameters and their min-max ranges that can be altered in the
history matching process are shown in Table. 7.1. 500 cases are run to automat-
ically history match the observed data using the Particle Swarm Optimization
algorithm (Mohamed et al., 2010, Hajizadeh et al., 2011). Results from the history
matching show that sampled parameter values cover a wide range of the initial
parameter space (Fig. 7.2). Some clustering can be observed where parameter
7.2 history matching of nfr under the bayesian framework 124
combinations give minimal misfit values. The history match quality is reason-
able (Fig. 7.3). However, parameter match is poor, particularly for layer 2 and
layer 3 parameters. This is not only due to history matching errors as discussed
in Tavassoli et al. (2004), but also due to the fact that prior information on the
correlation between the parameters is missing, resulting in non-realistic parame-
ter combinations. As can be seen Fig. 7.3, in the future forecast the oil production
was overestimated.
Figure 7.2: Parameter match for SPE 6th Model 2. 500 parameter values were sampled
by an automatic history matching algorithm. The coloured circles represent
the various layers. The coloured diamonds represent the truth case for the
three layers of the second model in 6th SPE Comparative Solution project.
Geological information on cross-correlation between the fracture properties
can be available from outcrop data, or image logs. DFN models are normally
generated based on these observation data. Hence, in principle DFN upscaling
will produce geologically consistent properties to use for reservoir simulation.
This is superior to an approach where fracture properties are changed heuristi-
cally to history match the production data. If more information is available from
a representative DFN model of the SPE 6th model, the fracture properties can
be cross-correlated as shown in Fig. 7.4a and the prior probability can be up-
dated accordingly. The result is an improved parameter match (Fig. 7.4b) and an
improved history match (Fig. 7.5).
The results for this idealized example show that a wide range of parameter
combinations, which all yield a reasonable history match, are possible but they
do lead to different forecasts. It is hence important to avoid the non-realistic
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(a) (b)
Figure 7.3: History matching results of the SPE 6th Model 2. Results are shown for the
best five automatically history matched cases. The dashed vertical line sepa-
rates between history matching and forecasting
combinations of sampled parameter values by manipulating the original DFN
properties, e.g. fracture intensity, and calculate fracture block properties, e.g.
permeability and matrix shape factors, rather than modifying the upscaled prop-
erties of the DFN directly. However, there may be distinct trends which allow
us to link fracture properties with fracture block properties such that when an
effective parameter is changed, one can ensure that the geological model is not
violated. In other words, history matching can only change parameters such that
geological trends/correlations are honoured and if parameter combinations are
found outside this trend/correlation they are automatically rejected.
7.3 a history matching case study
The Tensleep Formation in the Teapot Dome Field provides an excellent example
to study NFRs. Most of the field dataset is now in the public domain and is
facilitated by the Rocky Mountain Oilfield Testing Center (RMOTC). The field
is located in Wyoming (Fig. 7.6), U.S.A. It is an elongated North-South trending
anticline located in the Southwest edge of the Powder River Basin (Cooper et al.,
2006, Chiaramonte et al., 2008, Schwartz, 2006, Smith, 2008). Fracture data are
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(a) (b)
Figure 7.4: Parameter match of the SPE 6th Model 2 after adding a geological prior. (a)
A correlation between matrix block size, L, and fracture permeability, k, is
constructed. ε is a dispersion parameter added for more flexibility in the
correlation. This is assumed to have come from outcrop data or a representa-
tive DFN model. (b) 500 parameter values sampled by an automatic history
matching algorithm incorporating the new correlation.
reasonably abundant ranging from outcrop and seismic data to borehole images.
The production data show very steep water-breakthrough profiles, which is one
characteristic for NFR comprising a well-connected fracture network. The field
is supported by a strong artesian aquifer and despite the fact that oil production
started in 1959, the formation pressure is maintained and has not declined. This
is another indication of the connectivity of fractures in the Tensleep Formation.
The Tensleep Formation is one of several producing intervals in the Teapot
Dome Field. It consists of Aeolian sandstone interbedded with tight, and rela-
tively thin, dolomite layers. The average total thickness of the formation is 200
feet. The main members of the Tensleep formation are (from top to bottom): A
Sandstone, B Dolomite, B Sandstone, C Dolomite and C Sandstone layers. The
Tensleep Formation contains oil in Section 10 of the Field (Fig. 7.6) and hence is
the focus of this work. Seismic interpretation provided the structural framework
of the field which has been confirmed by well-tops from 18 wells. 15 well logs
were used to correlate the sandstone and dolomite units across the area of in-
terest, and were interpreted to evaluate the matrix rock properties: porosity and
initial water saturation. Five petrophysical rock types were identified in cored
intervals using the concept of hydraulic units (Amaefule et al., 1993). Core data
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(a) (b)
Figure 7.5: History matching results of the SPE 6th Model 2 after adding a geological
prior. Results are shown for the best five automatically history matched cases.
The dashed vertical line separates between history matching and forecasting
also provided plug measurements of the matrix permeability (Fig. 7.7a). Neural
networks were trained in the core intervals and used to predict rock facies from
well logs in uncored intervals. Fluid properties and relative permeability data
are taken from (Garcia, 2005).
A fine grid (static) model was constructed with cell size of 50×50×1 ft. Follow-
ing analysis of well log data (Fig. 7.7b), the static model was populated with rock
facies and porosity properties using the Sequential Indicator Simulation and Se-
quential Gaussian Simulation methods, respectively. Log-derived J-functions al-
lowed reasonably accurate prediction of initial water saturation distribution (Fig.
7.7c). This increased the confidence in facies property predicted by the neural
networks. The static model was then upscaled to a dynamic model with average
cell size of 100×100×5 ft. Streamline simulations were used for qualitative com-
parisons between static and dynamic models. The streamline shapes were very
similar in the static and dynamic models.
Cooper et al. (2006) mapped fractures exposed in outcrops at the southern
edges of the Teapot Dome. They found three fracture sets: parallel, perpendicu-
lar and oblique to the fold hinge. Schwartz (2006) analyzed image log interpre-
tations and provided valuable subsurface information about the strike, dip and
aperture of the open fractures of the Tensleep. The dominant fractures are per-
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Figure 7.6: Location of the Teapot Dome field, formerly known as Naval Petroleum
Reserve-3 (NPR-3). Map was modified from the Rocky Mountain Oilfield
Testing Center.
pendicular to the hinge strike, which has a local NE trend in the study area (Fig.
7.8a). Two fracture drivers were considered in our model: proximity to faults
and curvature of the fold surface. Cooper et al. (2006) noticed an increase in frac-
ture intensity close to faults. Two faults are present in this model (Fig. 7.8b), a
major NE striking fault and a minor NW striking fault. Fold controlled fracture
intensity increases with curvature of layers.
Fracture length is not possible to be inferred from image logs. Hence, Schwartz
estimated fracture lengths from aperture-length relationships. He reported frac-
ture lengths in the range from 1.5 to 90 ft [0.47 to 27.42 m]. Cooper et al. (2006)
however, reported much longer fractures of more than 330 ft [100 m]. In the
present model, there are multiple layers with various thicknesses. Hence, a fixed
aspect ratio derived from outcrop data is used here to model fracture length as
a function of bed thickness (Smith 2008).
One of the uncertainties during DFN modelling is to convert the fracture count
data from wells to fracture intensity property that can be used in 3D modelling.
Fracture intensity and orientation are directly related to the DFN connectivity
(Fig. 7.9). Hence this is a major uncertainty in DFN modelling. The following
DFN drivers and parameters were considered when predicting fracture intensity:
The damaged zone width, various combinations of fault and fold influences and
intensity multipliers of the producing layers A, B and C sandstones along with
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(a) (b)
(c) (d)
Figure 7.7: Characterisation of matrix properties of the Tensleep Formation, the Teapot
Dome Field. (a) Permeability prediction from core data. Five petrophysical
groups were identified. (b) Example of well log data analysis to generate hor-
izontal (upper) and vertical (lower) variograms. (c) Comparison of calculated
water saturation with well log interpretations of an uncored interval in well
56-TPX-10. (d) water saturation property populated in the static model.
the dolomite layers. All multipliers are derived from well fracture counts, i.e.
corresponding to one dimensional fracture intensity (P10).
As discussed in Chapter 6, three factors affect the DFN upscaling outcome.
These are: (1) the simulation cell size, (2) the DFN upscaling method and (3)
the boundary conditions used in the upscaling. A sector-scale model of 100×100
m was sampled from the DFN of the Tensleep Formation for the purpose of
DFN upscaling errors quantification. The quantification workflow presented in
Chapter 6 was used to investigate the effect of the three factors above. Results are
shown in Fig. 7.10. The values cover a wide range, spanning over three orders
of magnitude. Clearly, this is a first order uncertainty which will influence fluid
flow and recovery prediction. The variability of the permeability value reflects
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(a) (b)
Figure 7.8: Characterisation of fracture properties of the Tensleep Formation, the Teapot
Dome Field. (a) Rose diagram showing the strike of fractures in sandstone
layers based on image logs from well 67-1-TPX-10. (b) Combination of fault
and fold related fracture intensity. The map also shows the location of the oil
production wells targeting the Tensleep Formation.
the amount of modelling errors that can be introduced through DFN upscaling
approach. To evaluate the effect of DFN upscaling errors on history matching of
NFR, we consider three DFN upscaling cases:
1. Oda‘s method with a cell size of 100× 100ft(33× 33m)
2. Improved Oda‘s method with a cell size of 100× 100ft(33× 33m)
3. Improved Oda‘s method with a cell size of 200× 200ft(33× 66m)
Flow-based upscaling methods were intractable for the full field model. Hence,
only analytical upscaling methods were tested. In all three cases, the vertical cell
dimension was kept constant. The evaluation of different upscaling methods
(cases 1 and 2) is straight forward, however to evaluate two cases with different
cell sizes (cases 2 and 3) the results of higher resolution is downscaled to the
smaller resolution to neuteralise numerical dispersion effects when comparing
the history matching results (Fig. 7.11).
The field was divided into four regions based on the fracture intensity driver
values (Fig. 7.12). Each region was assigned different multipliers for the prop-
erties shown in Table. 7.2. Hence, prior knowledge contains the hydraulic be-
haviour as determined by the DFN itself and the DFN upscaling process. In
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(a) (b)
Figure 7.9: Fracture properties estimated based on a DFN of the Tensleep Formation,
the Teapot Dome Field. (a) Matrix block size versus fracture permeability
and fracture intensity. (b) Fracture permeability tensor (Y=perpendicular to
main fracture strike, X=parallel to main fracture strike)
Figure 7.10: Equivalent fracture permeability in a sector of the Tensleep Formation as a
function of simulation cell sizes, boundary conditions and the DFN upscal-
ing method.
total, 16 parameters were considered uncertain. History matching is based on
liquid production.
To compare the history matching results from the three DFN upscaling cases
discussed above, the oil and water production rates for well with different his-
tory matching quality (Fig. 7.13 and 7.14). Wells that show good agreement for
the oil production rate and simulated production rates do this for all DFN up-
scaling methods and cell sizes. Likewise, wells that show poor agreement for
observed and simulated production do this regardless of the DFN upscaling
and cell size (Fig. 7.13). The observed and calculated water production rates are
in excellent agreement for all the wells (Fig. 7.14).
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Figure 7.11: A workflow to compare DFN upscaling for various cell sizes
Figure 7.12: Prameterisation of fracture properties using areas of similar fracture inten-
sity
Although there are slight differences in simulated oil production data for the
three different DFN upscaling approaches (Fig. 7.13), the quality of the history
match is comparable in the three DFN upscaling cases. The well with the worst
history matching results, Well 44-1-TpX-10 shown in the last raw of Fig. 7.13,
was close to the fault and lacked well logging data. It is suspected that with
some additional work it is possible to obtain better matches for those wells that
display poor agreement between simulated and observed oil production rates.
This first round of history matching results may lead to refine the history match-
ing parameters and ranges to improve the history matching quality. Hence, it
is likely that in the end the three DFN upscaling cases will have very similar
history matching qualities.
However, the resulting history matched fracture permeability fields vary tremen-
dously depending on which of the three DFN upscaling methods was chosen
(Fig. 7.15). This implies that although the DFN upscaling error can be “corrected”
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Table 7.2: History matching parameters and their respective multiplier ranges used to
history match the Tensleep Formation, the Teapot Dome Field
Property Multiplier
Fracture permeability X 0.01− 100
Fracture permeability Y 0.01− 100
Fracture permeability Z 0.01− 100
Matrix block size 0.001− 100
during the history matching process and models with a reasonable quality for
the history match can be obtained. However, these models vary fundamentally
and it is doubtful which of the final models is closest to the truth. Hence it is
doubtful which model should be taken forward to forecast future production,
if any at all. This dramatically exemplifies how crucial proper DFN upscaling
is. Not only can wrong upscaling mask any geological uncertainty (Chapter 6),
it can also lead to history matched models with vastly different properties, all
giving reasonably adequate history matches but likely being of little use for
making reliable production forecast. Hence the common reservoir engineering
notion that “a fractured reservoir model is adequate if a good history match can
be achieved” should be followed with great caution.
7.4 discussion
As noted in the introductory chapters, DFN models integrate fracture related
data from outcrop analogues, image logs, seismic interpretation and dynamic
well testing. Hence, DFN modelling increases the accuracy of NFR simulation
results by relating the fracture properties to the geological description of the frac-
tures. An idealised history matching workflow is shown in Fig. 7.16, where the
history matching parameters are not the fracture permeabilities used in reservoir
simulation. Rather, the history matching parameters are geological parameters
such as fracture orientation, apertures, intensity, etc. In this “big loop” history
matching is it assumed that static model upscaling and DFN upscaling can be
performed with high degree of accuracy. It is also assumed that modelling errors
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Figure 7.13: Comparison of history matching results: Well Oil Production Rate (WOPR),
for the three different cases: Oda‘s method 100×100 ft, Improved Oda‘s
method 100×100 ft and Improved Oda‘s method 200×200 ft (left to right)
are minimal. Such an idealised history matching workflow is exhaustive but its
implementation is not realistic due to modelling and resources limitations.
On the other hand, given the high uncertainty that normally associates NFR,
the DFN upscaling errors, and CPU time limitation; reservoir engineers may
decide to apply history matching by simply perturbing the fracture properties
in the dynamic model until the results fit the observed production data, repre-
sented by the dotted arrow in Fig. 7.16. This “short loop” history matching is
computationally cheap but the prediction ability of the models is questionable.
The challenge therefore is how to combine the advantages of both the big loop
and the short loop approaches by focusing on geological realism, reduced up-
scaling errors and efficiency of the history matching workflow.
One approach that guarantees improved geological realism is by incorporating
the geological modelling tool as part of the history matching process. For exam-
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Figure 7.14: Comparison of history matching results: Well water Production Rate
(WWPR), for the three different cases: Oda‘s method 100×100 ft, Improved
Oda‘s method 100×100 ft and Improved Oda‘s method 200×200 ft (left to
right)
ple, the incorporation of training images to update the model prior knowledge
during history matching (Caers, 2003; Rojas et al, 2012) produces geologically
consistent history matched models, similarly for fractured reservoirs, the work
of Cui and Kelkar (2005) and Suzuki et al., (2007). The synthetic history match-
ing case based on the SPE 6th comparative solution project showed that investing
in geological consistency by introducing cross-correlations between the history
matching parameters improved the quality of the history match.
DFN upscaling is usually performed once using the available method and to
the simulation cell size that best suits the CPU capacity. The Tensleep Formation
history matching results show that different DFN upscaling cases gave different
permeability fields, even though the history matching quality was comparable.
This exemplifies the need for more work to accurately quantify the upscaling
errors of DFN and their impact on history matching and production forecasting
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in NFR. The least that is possible to do is to study the sensitivity of the history
matching results to the DFN upscaling method. This can be done simply by
repeating the history matching workflow starting from fracture properties eval-
uated using different DFN upscaling methods and simulation cell sizes. Subse-
quently, even if it is not possible to quantify the upscaling errors accurately, this
exercise gives a sense for the uncertainty arising as a result of the DFN upscaling
errors.
7.5 summary and conclusion
In this chapter, the effect of DFN upscaling on history matching of a real frac-
tured reservoir was tested. The evaluation of the DFN upscaling effect is per-
formed by history matching three models which contained different fracture
properties. The difference of fracture properties was due to the DFN upscaling
method used only. It was shown that the history matching quality for the three
models was comparable. However, the permeability distribution in the three
models was different which means that the forecast of these models will be dif-
ferent as well. The results call for paying more attention to the DFN upscaling
step and show the importance of quantifying the upscaling errors.
Due to the high uncertainty accompanying DFN modelling and upscaling,
history matching is often mistakenly thought of as a way to correct for the lack
of knowledge and upscaling errors. The results in this chapter show the non-
uniqueness of the history matching results. To increase the confidence in the
history matching workflow; the history matched models must be consistent with
the geological concepts.
As the DFN upscaling results are dependent on the simulation cell size, the up-
scaling method and boundary conditions used, the next chapter presents a work-
flow to facilitate selecting these three factors for fracture permeability upscal-
ing based the available reservoir engineering data. It also contains an improved
shape factor upscaling methodology that feeds in the multi-rate dual porosity
models and therefore enables capturing sub-cell geometrical heterogeneities.
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Figure 7.15: Comparison of fracture permeability distribution in the three history
matched models. permeability distributions (in X, Y and Z direction from
left to right) for the best three history matched cases for the three cases:
Oda‘s method 100×100ft (top), Improved Oda‘s method 100×100 ft (mid)
and Improved Oda‘s method 200×200 ft (bottom).
Figure 7.16: An idealised reservoir simulation and history matching workflow for NFR.
8
I M P R O V E D D F N U P S C A L I N G
8.1 introduction
In Chapter 6, the impact of DFN upscaling has been assessed for a number
of case studies. The case studies showed that the effect of DFN upscaling on
simulated recovery prediction may result in 12% absolute change in recovery.
This difference is only due to the choices made when the DFN was upscaled. A
workflow to quantify the DFN upscaling errors was presented. It was showen
in Chapter 7 that the upscaling error cannot be corrected by history matching
the field production data because of the non-uniqueness of the history matched
models.
The reason for DFN upscaling errors is twofold. First, analytical DFN upscal-
ing involves simplifying assumptions. Second, the DFN upscaling assumes a
representative elementary volume (REV) such that fractures can be considered
as an equivalent porous medium. Many formations follow scaling patterns and
hence an REV is not present (Odling, 1997, Bonnet et al., 2001, Berkowitz, 2002,
Neuman and Di Federico, 2003, Neuman, 2005).
It was discussed in Part I of this thesis that matrix block sizes are heteroge-
neous and seldom uniform at the scale of a typical simulation cell (Fig. 8.1).
Therefore, only results from a multi-rate dual porosity (MRDP) model were able
to match fine grid simulations of matrix-fracture transfer in a model that had
non-uniform matrix block sizes 5.5. The characterisation of the MRDP model
was possible because fracture geometry in the intermediate-scale model was
ideal and the shape factors could be calculated easily. However, in reality, frac-
tures are much more complex and shape factors cannot be calculated straight-
forwardly.
The aim of this chapter is to address two questions. (1) How should DFN
upscaling be approached when there is no REV and the flow-based methods are
intractable? (2) How would a MRDP model be characterised for realistic fracture
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geometries? To answer the first question, a workflow is presented to facilitate the
selection of the DFN upscaling method, boundary conditions and the simulation
cell size based on the available reservoir engineering data. The workflow builds
on the DFN upscaling assessment methodology presented in Chapter 6. As for
the second question, an improved shape factor upscaling method is presented
that allows us to characterise fracture spacings and shape factors for MRDP
models based on DFN geometries. The utility of the new upscaling method is
demonstrated based on the fracture distribution shown in Fig. 8.1.
Figure 8.1: Top-view of fractures mapped from an outcrop of the Hornelen Basin in
Norway. Note the variability of matrix block sizes at scales less than the size
of a typical simulation cell.
8.2 improved dfn permeability upscaling
As noted before, the factors that affect DFN upscaling results are (1) simulation
cell size, (2) DFN upscaling method and (3) boundary conditions. Additionally,
the options to select these factors are very limited. For example, the simulation
cell size is usually limited by the CPU time. Flow-based DFN upscaling meth-
ods are intractable for full field DFN upscaling. Hence, analytical methods are
widely used because of their efficiency. Sensitivity of the upscaling results to
these factors is the first step towards improving the DFN permeability upscal-
ing.
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When fractures are well connected (e.g. Jackson et al., 2000; Botros et al., 2008;
Müller et al., 2010), the DFN upscaling is not sensetive to the simulation cell size
as long as it is higher than the REV. In the case study presented in Chapter 6, the
DFN with higher connectivity was less sensitive to changes in the simulation cell
size (compare Fig. 6.6a to 6.6b. Thus, it appreas that the sensitivity of the DFN
upscaling results to the simulation cell size is mainly related to the absence or
presence of the REV. Long et al. (1982) studied the factors that affect the fracture
connectivity, and hence contribute to the presence of the REV. These factors can
be summarised as follows:
1. Fracture density: Increased fracture density leads to increased connectivity.
2. Hydraulic aperture: When all the fractures contribute to fluid flow, the
overall connectivity increases. However, aperture distribution often follow
a log-normal distribution and some fractures have very high aperture val-
ues while others have low values. This increases the anisotropy of the per-
meability field and lead to reduced likelihood that fractures can be treated
as a porous medium.
3. Fracture orientation: If the fracture orientation is variable, there is less
anisotropy in the fracture network. Conversely, if the fractures are oriented
in one direction, the fluid flow is concentrated in that direction and the
anisotropy is high. Hence, the wide distribution of fracture orientation con-
tribute to the existence of a REV.
4. Sample size: The sample size is analogous to the simulation cell size. It is
the size at which the fracture conductivity is examined. It was found that
the larger that size is, the more likely it is to represent fracture connectivity.
In other words, it is more likely to capture a REV if the sample size is large.
The DFN upscaling results should at least match the connectivity observations
from the well data. These observations usually come from well data including
production/injection flow rates and bottom hole pressures. If the reservoir con-
tains a number of wells, each well will drain and influence a region depending
on its production/injection rate, the matrix properties and fracture properties. In
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fields with multiple production/injection wells, the pressure perturbation distri-
bution is such that it is numerically equivalent to closed boundaries between the
wells (e.g. Lee, 1982). The boundaries between the drainage areas may be open
to flow. The flow could be natural such as from an aquifer or gas cap. In the case
of an injector-produce pair, the boundaries are also open. When the boundaries
are not natural, they are referred to as imaginary. The closed boundaries could
also be natural, such as in the case of a sealing fault or a stratigraphic barrier,
or imaginary boundaries in the cases of producer-producer or injector-injector
pairs. This is illustrated in Fig. 8.2 by using streamlines that define the flow
paths.
Figure 8.2: An example of establishing sector regions in a field with multiple injection
and production wells. The colours of streamlines represent the source injec-
tion well.
The sector scale defined above is the most reasonable scale at which the DFN
upscaling should be evaluated because of the following. First, the well drainage
region represents the actual flow scale. Pressure perturbation as a result of pro-
duction/injection starts at the well and is minimal at the boundaries of the sector.
Furthermore, the sector scale is the most likely scale at which the REV condi-
tion will be met. Recall that lab and field measurement of equivalent fracture
permeability showed scale dependency (Margolin et al., 1998, Berkowitz, 2002,
Neuman and Di Federico, 2003, Katsuaki and Yuichi, 2006). This is attributed to
increase fracture connectivity with sample size discussed by Long et al. (1982)
and Berkowitz (2002). Hence, even if a REV may not exist, at least the DFN
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upscaling results would match the measured fracture connectivity at the actual
flow scale.
Second, DFN upscaling at the sector scale is less computationally demanding.
During DFN upscaling, the DFN is clipped on a cell by cell basis to calculate
the effective permeability. Where possible, the flow based upscaling method is
preferred at this scale as the analytical upscaling error increases with cell sizes
(Fig. 6.9 and 7.10). In fact, single phase DFM simulations are also viable at this
scale (Chapter 6).
Third, it is easier to assign the boundary conditions at the sector scale. Infor-
mation if sector boundaries are closed or open is readily available from a number
of reservoir engineering data. For example, seismic interpretation and well test-
ing delineates the structural boundaries which are normally closed boundaries
or partially sealing (e.g. faults). Well logs and RFT/MDT measurement identify
the WOC which is an open boundary. To define constant rate or pressure values
on the open boundaries, material balance calculations can quantify the amount
of water encroachment from an aquifer.
The calculated sector scale average permeability can be compared to the sensi-
tivity plots as shown in Figs.6.9 and 7.10. The purpose is to identify the combina-
tion of upscaling method, boundary conditions and simulation cell sizes that are
best matching the sector scale average permeability. If the simulation simulation
cell sizes that match the sector scale average permeability are larger than those
required to capture rock matrix heterogeneity, the fracture properties could be
mapped across different simulation grids through the conventional upscaling
methods. This workflow is summarised in Fig. 8.3.
8.3 improved shape factor upscaling
Next, a new method is proposed to characterise dual dual porosity models with
multiple fracture spacing to inform the MRDP model calculations of fluid trans-
fer between the fractures and the porous media. As discussed in Chapter 5, the
additional parameters needed are σ, σz and Vb for each matrix block size con-
sidered in the MRDP model. The shape factors can be calcualted using Eq. 2.19.
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Figure 8.3: Summary of the workflow to improve permeability upscaling for DFNs. The
first two steps concern the generation of DFN models and conditioning them
to match static and dynamic observations. The third step compares the sector
scale average permeability obtained in the second step with that of different
DFN upscaling sensitivities. The final step is only necessary if the simulation
cell size of the fracture domain does not match the size necessary to represent
heterogeneity in rock properties.
Hence, the shape factors are linked to the fracture spacing using the following
relationships (e.g. Eqs. 5.19–5.24):
σ =
2LxLy + 2LxLz + 2LyLz
3
√
LxLyLz
2 (LxLyLz)
, (8.1)
and
σ =
LxLy + 2LxLz + 2LyLz
Lz(LxLyLz)
. (8.2)
As noted in the discussion of the multi-directional spacing (MDS) shape factor
upscaling method in (Fig. 2.9), the method already evaluates the distribution
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of Lx, Ly and Lz. The method uses a statistical central tendency measure (e.g.
arithmetic average, mode, etc) to find a representative fracture spacing value for
each dimension. The approach suggested here is to quantify the distributions,
for example by calculating the standard deviation, and represent the fracture
spacing by more than one value. Subsequently, the matrix is represented by a
number of components. Each component represent matrix blocks of a different
size. For each matrix block size, we can obtain the shape factors σ and σz using
Eqs. 8.1 and 8.2, respectively. The last geometrical parameter needed is the bulk
volume for each matrix block size. The following methodology is proposed to
calculate this parameter.
Figure 8.4: Variables used to calculate the fractional bulk volume for each transfer term
in a multi-rate double porosity model. dx represents the spacing between
intersection points (shown as circles) of fractures with the imaginary lines
(dotted lines). dy represents the frequency of the imaginary lines. DX and
DY represent the simulation cell dimensions in the two directions X and Y,
respectively.
The bulk volume can be calculated as follows:
Vb =
J∑
j=1
I∑
i=1
dxij
DY
dy
DZ− Vf. (8.3)
In Eq. 8.3, J is the total number of imaginary lines (Fig. 8.4), I is total number
of fracture spacings along each imaginary line and Vf is the fracture porosity.
Vf is calculated as part of the DFN upscaling (Eq. 2.23). DX,DY and DZ are the
dimensions of the simulation cell. dy represent the spacing between imaginary
lines. Along each imaginary line in a given direction, the sum of the individual
fracture spacing values (dx) is equal to the grid block size in the same direction
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(DX). Eq. 8.3 suggests that the bulk volume is proportional to the total sum of
all fracture spacing in one dimension. This implies that we can calculate the
fraction of bulk volume occupied by matrix blocks that are higher, or lower, than
a specific value. This cut-off value might come from geological observation in
outcrop analogues or from image logs. The volume for each component of the
transfer function is calculated by summing up all the fracture spacings that are
higher, or lower, than the cut-off. We then divide the sum by the total sum of
all fracture spacing values. This enables us to calculate a cumulative probability
of the fractional bulk volume as a function of fracture spacing as shown in Fig.
8.6b
8.4 application of the improved shape factor upscaling method
The fracture outcrop map shown in Fig. 8.1 is used as an example to demonstrate
the application of the improved shape factor upscaling method presented above.
The map is digitised using a CAD software, and then a deterministic DFN was
constructed based on the CAD model (Fig. 8.5). The geometry was also meshed
with a very small cell size (0.02×0.02 m) to explicitly simulate matrix-fracture
exchange under two-phase water and oil flow with a commercial reservoir sim-
ulator. Tho total number of cells is 810,000. The purpose is to compare MRDP
model matrix-fracture transfer employing the shape factors and bulk volumes
calculated with the improved method discussed above against fine grid simula-
tion results.
For simplicity, a dual porosity model with two rates only is considered here.
This means two groups of matrix blocks are defined based on the fracture spac-
ing distributions: The first group consisting of small matrix blocks and the sec-
ond group of large matrix blocks. The MDS method is employed to analyse the
fracture spacing distribution (Fig. 8.6a). It is clear that the small matrix blocks
have higher frequency than the large blocks. This observation is used as a crite-
rion to distinguish between the small and large matrix blocks regions. Despite
this high frequency, small matrix blocks only make up 40% of the bulk volume
(Fig. 8.6b). The estimated geometrical parameters based on the improved shape
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Figure 8.5: A deterministic discrete fracture network (DFN) representing the fracture
geometry mapped by Odling (1997).
factor upscaling method are shown in Table 8.1 including the average shape
factors for a classical single rate dual porosity model.
(a) Distribution of fracture spacing in X di-
rection
(b) Fractional bulk volume as a function of
fracture spacing in the X direction
Figure 8.6: Results of applying the improved shape factor upscaling method on a DFN
model. The vertical dotted lines separate matrix blocks into two groups based
on their sizes.
The properties of the matrix are the same as in the intermediate-scale model
used in Chapters 3 and 4. These properties are detailed in Table 3.2. However,
since this is a two-phase flow problem, only one-dimensional tables were used
for relative permeability and capillary pressure (Fig. 8.7). In the fine grid model,
capillary and gravity dominated matrix-fracture transfer is simulated for a pe-
riod of two years while fractures were constantly filled with water (Fig. 8.8).
The calculation of matrix-fracture transfer functions for the classical and MRDP
models was carried out using the transfer term developed in Chapter 5. Figure
8.9 shows the comparison of the fine grid solution, the dual porosity, and the
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Table 8.1: Parameters used in double porosity models to compare with fine grid solution
Model Lx[m] Ly[m] σ[m−2] σz[m−2] Vb[−]
Two-rate Small blocks 0.576 0.492 2.65 0.703 0.40
Large blocks 6.707 2.439 0.051 0.104 0.60
Single-rate (weighted average) 4.254 1.660 0.117 0.156 1.00
(a) (b)
Figure 8.7: Relative permeability and capillary pressure data used in the fine grid model
of the fracture map from Odling (1997).
MRDP calculations. A single-rate double porosity model based on the small size
blocks only matches the early recovery during the first hour, while the single
rate model based on the large size blocks only matches the late recovery after
500 days. A third s single-rate dual porosity model was tested based on the vol-
ume weighted average of fracture spacing in the two dimensions. This model
yielded results that were closer to the reference solution than the previous mod-
els, but the results miss both the early and late time recovery. The two-rate dou-
ble porosity model reasonably matches the fine grid solution in early and late
time recovery. The good match could be explained as follows: The small matrix
blocks drain fast. The MRDP hence matches the early time rate. The large matrix
blocks drain slower, enabling the MRDP to match the late time rate.
8.5 summary and concluding remarks
The aim of this chapter was to improve the accuracy of DFN upscaling and
its integration with reservoir simulation. First, a workflow has been suggested
for DFN permeability upscaling based on the analysis of the case studies pre-
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(a) (b)
Figure 8.8: The saturation distribution in the fine grid model after 18 days and 730 days.
The colours denote the phases: blue is water, green is oil.
sented in Chapters 6 and 7. Second, an improved shape factor upscaling method
has been presented. The method was applied to a realistic fracture geometry.
The shape factor upscaling is based on the MDS method and was extended to
characterise matrix blocks of different sizes to feed into multi-rate dual porosity
models.
The improved permeability upscaling workflow for DFNs address two main
reasons affecting the accuracy of the upscaling. These are the assumptions in
the analytical DFN upscaling methods and the absence of a representative el-
ementary volume (REV). Since the DFN upscaling results was sensitive to the
selection of DFN upscaling method, boundary conditions and simulation cell
size, the workflow attempts to base the decision on available reservoir engineer-
ing data. The DFN upscaling is evaluated at the sector scale, which is the actual
flow scale. It is more likely that a REV exist at the sector scale. Furthermore,
flow-based upscaling are applicable at the sector scale and boundary conditions
are easy to assign at the sector scale.
The improved shape factor upscaling is a significant step towards more accu-
rate dual porosity models. It allows us to capture the multi-rate characteristics
related to matrix blocks of multiple sizes automatically from DFN models. It is
based on the MDS upscaling which already evaluates the fracture spacing distri-
bution (see Chapter 2). But this valuable information is typically disregarded by
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Figure 8.9: Comparisons of fine grid simulations with classical and multi-rate dual
porosity models.
averaging the fracture spacing to calculate a single shape factor needed for the
classical dual porosity model. The improved method considers the variability in
fracture spacing and enables the calculation of multiple shape factors and the
fractional bulk volumes needed for multi-rate dual porosity models. The MDS
method is already implemented and is the standard in DFN modelling. Hence,
the extension to the improved method suggested here can be implemented in
current DFN software straightforwardly.
9
S U M M A RY, C O N C L U S I O N A N D F U T U R E W O R K
9.1 summary and conclusion
Fractured carbonate reservoirs are important as they host a significant amount
of the remaining petroleum reserves. To increase the ultimate recovery in these
reservoirs, they are considered for enhanced oil recovery (EOR) methods, and
here in particular water-alternating-gas (WAG) injection. However, fractured car-
bonate reservoirs are typically very heterogeneous across multiple scales which
render their characterisation, upscaling and numerical simulation difficult. The
dual porosity model, which is typically used for numerical simulation, contains
a number of assumptions that are rarely applicable to natural fractures observed
in outcrop analogues and subsurface reservoirs. The combination of geological
heterogeneity and the underlying simplified assumptions of the dual porosity
model affect the accuracy of reservoir simulation for fractured reservoirs. The
objective of this work was to quantify and remove where possible upscaling and
model errors so that reservoir engineers and geologists focus on quantifying the
geological uncertainty of fractured reservoirs.
This thesis covered two main areas. The first concerned matrix-fracture trans-
fer that is dominated by capillary and gravity forces. Hence, the multi-phase
flow functions, relative permeability and capillary pressure curves, play a fun-
damental role. The second area concerned permeability upscaling in fracture
networks. WAG injection establishes regions where the three phases coexist. To
evaluate matrix-fracture transfer under three-phase flow, a multi-scale modelling
workflow was adopted. The purpose was twofold. First, the workflow enables
us to study the effect of heterogeneity at multiple levels on matrix-fracture trans-
fer under three-phase flow. The second purpose is to improve the accuracy of
commonly used upscaling methods.
The multi-scale modelling workflow started at the pore-scale. Three rock types
were compared to investigate the effect of pore-level heterogeneity on three-
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phase flow functions and the subsequent effect on matrix-fracture transfer at the
scale of a typical reservoir simulation cell. A three-phase pore-network model
was utilised to estimate the three-phase flow functions. These were then com-
pared to three empirical models widely used for three-phase flow. Empirical
models provided reasonable estimate for oil relative permeability when the oil
saturation was high. When the oil saturation was low however, the empirical
models estimation was in a disagreement with the pore-network model results.
Hence the choice of the empirical model resulted in a 10% absolute change in oil
recovery. The next step in the multi-scale modelling approach was to study the
effect of heterogeneity at the intermediate scale on matrix-fracture transfer and
the upscaling to dual porosity models (Chapter 4). It was found that wettability,
matrix block sizes, and permeability heterogeneity affected the matrix-fracture
transfer significantly. These heterogeneities must be taken into account for accu-
rate fluid flow simulations. The upscaling to dual porosity models was examined
using data from a real carbonate outcrop. It was found that dual porosity models
generally overestimate recovery from matrix blocks due to two reasons, i.e. (1)
the pseudo steady-state assumption of the classical dual porosity model and (2)
the failure to resolve the intermediate scale heterogeneity.
An extended multiple interacting continua (MINC) model was therefore de-
veloped in Chapter 5 to improve the accuracy of three-phase flow using dual
porosity models. This model is called the double block model. It was extended
further to a multi-rate dual porosity (MRDP) model to account for the interme-
diate scale heterogeneities. The double block model was compared with detailed
fine grid simulations and showed significantly more accurate results relative to
the classical dual porosity model. This concluded the first part of the thesis. The
focus of the second part of the thesis was on the upscaling of flow in fractures
to an equivalent permeability. DFN upscaling is commonly used to evaluate the
permeability values normally used for single or dual porosity models of NFR.
DFN upscaling was examined in two case studies to assess the accuracy of the
results. The equivalent fracture permeability varied over three orders of magni-
tude. In a sector scale dynamic simulation, the DFN upscaling affected recovery
by 12% absolute. A first step towards improved reservoir simulation results is to
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study the sensitivity of DFN upscaling results to the upscaling method, bound-
ary conditions and simulation cell sizes. Hence, a quantitative assessment work-
flow was presented and applied on a DFN model representing a real geological
formation. The second step towards increased accuracy is to compare the DFN
upscaling results against the DFM-based upscaling results.
The effect of DFN upscaling on history matching was examined for a real
fractured reservoirs. The aim was to answer if history matching can correct for
DFN upscaling errors. Three DFN upscaling scenarios were history matched sep-
arately. The quality of the history match in all these scenarios was comparable.
However, the fracture permeability distributions in the three history-matched
models were very different. It was recommended to study the sensitivity of the
history matching results to different DFN upscaling choices before proceeding
to predict future reservoir performance.
Finally, a workflow for improved fracture permeability upscaling was intro-
duced. The workflow aims to base the DFN upscaling choices on the available
reservoir engineering data. A new shape factor upscaling method was presented
to characterise shape factors for multi-rate dual porosity models. The application
of the improved shape factor upscaling method is demonstrated for a model
with fracture geometries mapped from an outcrop. This improved method is
a notable step towards more accurate but still efficient reservoir simulation of
fractured reservoirs.
9.2 future work
The work to advance our numerical simulation of fractured reservoirs is far
from complete and there are many areas for improvements. Based on the work
presented in this thesis, the followings are recommendations for future work:
1. The improvements presented in Chapter 5 and Chapter 8 were applied on
simple models such as the intermediate-scale model to test their accuracy.
It is recommended to implement these improvements into research and
open source reservoir simulators (e.g. Lie et al., 2012) for testing before the
implementation into the commercial reservoir simulators and modelling
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packages. Since the presented improvements are extensions of currently
available methods, it is conjectured that their implementation is straight-
forward.
2. The Teapot Dome Field dataset gathered as part of this work was not fully
utilised. This public domain data offer a great opportunity to test frac-
ture simulation methods and compare the results with realistic produc-
tion data. The field has been recommended for CO2 injection as EOR and
CO2 sequestration purposes. The field is also considered for geothermal
energy exploitation. These are important applications where the fractures
are key to the successful design of a project. Also the DFN generated for
the Tensleep Formation was not constrained by the available seismic data.
A study of the effect of incorporation of seismic data on the quality of
history matching is therefore recommended.
3. This work only considers simulation of immiscible WAG injection. How-
ever, nearly 80% of WAG injection cases were miscible (Christensen et al.,
2001). Simulation of miscible WAG injection is more complex and requires
a separate study to include the miscibility effects from the pore-scale, all
the way to the reservoir scale.
4. The double block presented in this work was developed for a system where
capillary forces are important. In gravity dominated matrix-fracture trans-
fer the subdomain method of Gilman (1986) is more suitable. It is recom-
mended to extend the double block model to a vertical stack geometry. The
shape factors can be derived following the same methodology presented
in this work
Part III
A P P E N D I X
A
T W O - D I M E N S I O N A L TA B L E S F O R F L O W F U N C T I O N S
The common approach to model three-phase flow is to apply empirical mod-
els on two-phase flow functions. These are normally obtained through Special
Core Analysis (SCAL) experiments. Three-phase flow functions can also be ob-
tained by experiments or pore-network modelling. In three-phase flow func-
tions, relative permeability and capillary pressure are tabulated as functions of
two saturations (enough for three-phases as we have the closing relationship
S3 = 1.0− S1 − S2). For example oil relative permeability, kro, can be treated as
a function of water and gas saturations, Sw and Sg, as shown in Fig. A.1.
Figure A.1: A two-dimensional table showing Oil relative permeability values as a func-
tion of two saturations (All in percentage). The red dots represent the pore-
network model results. For input to numerical simulators, a surface is fitted
and smoothed and represented as two-dimensional table (Fig. A.2)
Figure A.2: A sample two-dimensional (2D) table to present oil relative permeability
values (the blue box) as a function of two saturations: water, Sw, and gas, Sg
(the red rectangles).
Two-phase flow functions represent one row in the 2D tables. For example,
the three-phase oil relative permeability table shown in Figure A2 includes the
two-phase oil-water displacement flow functions (at Sg = 0).
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