Introduction
The motion of objects and observers through the environment often results in patterns of occlusions and disocclusions when nearer objects block those that are farther away. Sometimes, only parts of objects are occluded as when an animal is seen through foliage. Even in such extreme cases, when only a few object fragments are visible at any given time, the visual system can nevertheless accurately recover the entire shape (Palmer et al., 2006) . Other times, an object may completely disappear from view before reappearing. For example, a person might walk behind a column and reemerge on the other side. Objects that are dynamically occluded in this manner are experienced as continuing to exist or persist behind the occluder even though they are no longer visible. When the object becomes visible again, the experience is of precisely that -that it is the same object that was seen a moment ago prior to its occlusion. Despite the ubiquity of dynamic occlusion in everyday perception, little is known about what it actually means for an object to persist -that is, what and how information about the object is maintained and represented while it is invisible. In this paper, we use functional magnetic resonance imaging (fMRI) to examine what information about an object is represented when it is occluded from view.
One hypothesis is that although an object's identity is maintained during occlusion, its features are not. Continuity between objects that disappear behind an occluder and those that re-emerge can be seen even when some of the object's features change. For example, a red circle that disappears behind an occluder and a green square that reappears on the other side may be perceived as the same, continuously moving object. This phenomenon has been called the "tunnel effect" (Burke, 1952; Flombaum and Scholl, 2006; Flombaum et al., 2008; Michotte et al., 1964) . Object identity in the tunnel effect is more strongly determined by spatiotemporal continuity than by the surface features of the object, suggesting that object identity may not be strongly tied to its surface features (Bahrami, 2003; Feldman and Tremoulet, 2006; Flombaum and Scholl, 2006; Flombaum et al., 2008; Gao and Scholl, 2010; Howard and Holcombe, 2008; Kahneman et al., 1992; Oksama and Hyönä, 2008; Papenmeier et al., 2013; Pylyshyn, 2001 Pylyshyn, , 2004 Saiki, 2003; Scholl and Pylyshyn, 1999) . Likewise, during multiple object tracking, observers can identify moving targets that they had been tracking amongst several distractors, but they cannot recall which target had which previously assigned name (Pylyshyn, 1989) .
The tunnel effect also shares some similarity with long-range apparent motion, in which motion can be seen between two successively flashing objects that do not match in surface features (Exner, 1875; Kolers, 1964; Kolers and Pomerantz, 1971; Korte, 1915; Navon, 1976; Prazdny, 1986; Wertheimer, 1912) . Early theories of long-range apparent motion suggested that a nonspecific, "blob-like" representation is formed along the path of apparent motion and that it is this simple token that is then matched across successive instances based on spatiotemporal proximity (Attneave, 1974; Ullman, 1980; Marr, 1982) . Motion tokens have also been invoked to explain interactions along the apparent motion path (Yantis and Nakama, 1998) as well as the perception of apparent motion between bounded regions Rubin, 2003, 2005) . Such abstract representations may also underlie the persistence of objects during dynamic occlusion without a specific representation of its features.
An abstract, motion-path-like representation is consistent with findings from several studies that examined the neural areas involved in the representation of completely occluded objects which found activation in higher-level visual areas like the intraparietal sulcus (IPS), MT, and LOC (Assad and Munsell, 1995; Baker et al., 2001; Hulme and Zeki, 2007; Makin et al., 2009; Olson et al., 2003; Shuwairi et al., 2007) . For example, Olson et al. (2003) measured fMRI activity while subjects watched a ball pass behind an occluder. The ball either became gradually occluded or disappeared all at once when it came into contact with the occluder and then either gradually or instantly reappeared on the opposite side and continued along its motion path. Stronger activation was observed in the IPS and MT during occlusion for gradually occluded objects than for either disappearing of static objects, suggesting that object motion was represented in those areas during occlusion. Instantaneous disappearance was thought to disrupt the formation of an occluded motion signal. Hulme and Zeki (2007) conducted a similar experiment in which houses and faces were either gradually occluded by a nearer surface or instantaneously disappeared. Greater activation was found for faces in FFA and houses in the LOC during occlusion than when they instantly vanished. Because stimuli were visible prior to occlusion and vanishing, the difference in activation was attributed to the continued representation of the object or "the awareness of the object's presence" during occlusion. Neither study speaks to whether any object features beyond their category and motion path are represented.
However, several recent studies suggest that some low-level object properties may be represented during occlusion. Flombaum et al. (2008) found that an object's spatial extent was maintained during occlusion using a dot probe task during multiple object tracking. Similarity and dissimilarity between object features can also determine their degree of binding to objects, suggesting that features are actively being represented (Caplovitz et al., 2011; Hein and Moore, 2012) . Feature-based grouping can also occur during multiple object tracking and is sometimes used automatically by the visual system to either facilitate or impair tracking performance (Erlikhman et al., 2013; Keane et al., 2011) . Although no studies to our knowledge have examined whether low-level object features may be represented during dynamic occlusion, studies of apparent motion in which there is also an invisible object in an unstimulated region of space have repeatedly identified a role of early visual cortex in the representation of objects or their properties along the apparent motion path (Chong et al., 2015; Goebel et al., 1998; Kaneoke et al., 1997; Larsen et al., 2006; Maus et al., 2010; Muckli et al., 2005; Seghier et al., 2000; Sterzer et al., 2006; Wibral et al., 2008) . Activation of early visual cortex has likewise been observed for objects that are not physically present during visual imagery (Albers et al., 2013; Klein et al., 2000; Slotnick et al., 2005) . Dynamically occluded objects may therefore be represented with high fidelity throughout the visual representational hierarchy, including in early visual areas.
Studies examining dynamic occlusion either did not look at early cortical areas or compared activity to an unoccluded condition and unsurprisingly found greater activation to unoccluded objects in early visual areas than to occluded ones (Shuwairi et al., 2007) . Furthermore, even in higher-level visual areas that are activated during dynamic occlusion, the nature of the representation is unknown: whether activity in those areas reflects merely the awareness that something is occluded, or its category, or information about the object's motion path (including its position and velocity), or more specific shape or form information.
In order to examine the cortical signatures of dynamically occluded objects, we presented subjects with different objects (circles and stars) that moved through and were occluded in distinct quadrants of the visual field. This design allowed us to isolate functional MRI activity corresponding to regions where the object was visible and moving and those where the object was occluded and completely invisible. Similar to Olson et al. (2003) , objects either instantly disappeared upon reaching the occlusion quadrant or became gradually occluded (i.e., passed behind the occluder). We hypothesized that if there is activity in early visual areas (V1-V3) during dynamic occlusion, and if that activity includes a representation of the object's features, then object identity should be decodable in those areas. Otherwise, if the representations are less precise and more "blob-like", there may be activity in early cortical areas that corresponds to the object's motion or presence, but the corresponding pattern of activity would not contain the form information necessary for distinguishing between different kinds of objects. However, there may be object identity preserved in higher visual areas such as LOC (Hulme and Zeki, 2007) . As a preview of the results, activation corresponding to dynamic occlusion was found in early visual cortex (V1-V3), for gradually occluded, but not for instantly disappearing objects. However, using several measures, object identity could only be decoded in later visual areas and not in early ones. We interpret the activity in early visual areas during dynamic occlusion as indicative of information representing object position, its motion path, or the path of attention. In contrast, the role of higher visual areas is to maintain a representation of the object's identity including some form information. We speculate that the precise spatiotemporal information represented in early visual cortex allows higher-level object specific information to be rapidly updated once the object re-emerges from occlusion without necessitating a de novo object representation. This may account for why spatiotemporal continuity can be perceived between objects that change features while occluded as in long-range apparent motion.
Materials and methods

Participants
Ten observers (two female, eight male; 28-45 years of age) participated in the experiment. All observers were right-handed, reported normal or corrected-to-normal vision, and reported no history of neurological disorders. Observers provided written consent. Observers participated in four scanning sessions: one for a highresolution anatomical image, one for retinotopic mapping, and two for the two experimental conditions, disappearance and occlusion (see below). Some data were collected from an additional four observers, but were not included either due to attrition (not finishing all of the scanning sessions) or due to data collection errors during scanning. Participants were compensated $50 per hour for their participation.
The main experiments
We first present the general logic and motivation of the experiment and analyses and then present the experimental details.
Dynamic occlusion was created by having an object -a circle or a star -travel from the upper-right to the lower-left quadrant of a display, disappearing or becoming occluded in the lower-right quadrant (motion condition). The resulting percept was of continuous motion through the lower-right quadrant even though the object was not visible anywhere in that area. Large objects were used instead of Gabor patches or line segments because we wanted to minimize any cortical activation that may have arisen due to lateral horizontal connections in early visual cortex (Seriès et al., 2003;  for review see Fregnac et al. (2009) ). Division of the display area into quadrants allowed us to selectively examine activity in retinotopic cortical areas that corresponded to regions of the display through which the object was moving and visible (upper-right and lower-left), areas that corresponded to the non-stimulated, occlusion quadrant that contained the occluded object (lower-right), and a non-stimulated control quadrant (upper-left) through which the object never moved (see Fig. 1 ).
We first examined whether there was any activation in early visual areas during dynamic occlusion (see Univariate Analysis below). In order to address the more difficult question of representation, an object localizer (flashing condition) was used to select voxels along the motion path in the occlusion quadrant and in the unstimulated control quadrant that were activated by stationary circles and stars that were flashed in those quadrants in a separate block. Multi-voxel pattern analysis (MVPA) was then used to attempt to decode object identity from patterns of activation during dynamic occlusion (i.e., crossclassification with the motion condition). A classifier was trained on patterns of activity created by the flashing, static objects and was used to decode object identity during occlusion. Static instead of moving objects were used to create the localizer so that the selected voxels would correspond exclusively to contour, position, and shape information, and not the object's motion. Because the classifier was trained on this activity, discrimination between circles and squares moving through the quadrant could not be attributed to differences in their motion paths or other aspects of their motion.
Stimuli and experimental design
The display consisted of a gray background divided into four, unmarked quadrants. There were two stimulus presentation conditions -moving and flashing -that occurred in different quadrants. Two shapes were used: a circle and star. The circle had a diameter of 4.34°o f visual angle and the star had a maximum width and height of 6.46°. The surface area of the circle was matched to that of the star. In the motion condition, a black object appeared in the upper-right quadrant and moved clockwise along a circular path about the center of the screen at a rate of 90°/s until it reached the horizontal meridian separating the upper-right and lower-right quadrants. In the disappearance condition, the object disappeared instantaneously upon reaching the meridian, and then reappeared at the vertical meridian between the lower-right and lower-left quadrants after a delay of 200 ms and continued along its clockwise path. Once the object reached the horizontal meridian separating the lower-left and upperleft quadrants, the object reversed direction, and retraced its path, disappearing in the lower-right quadrant and reappearing in the upperright. As a result, the object was visible only in the upper-right and lower-left ("motion") quadrants and was never visible in lower-right ("occlusion") or the upper-left ("control") quadrants. This movement was repeated continuously for the duration of the entire block. Over the course of a single block, objects passed through the occlusion quadrant eight times.
In the occlusion condition, the display was exactly the same except that instead of disappearing, the object continued to move into the lower-right quadrant, becoming gradually occluded. There were no features to indicate the presence of the occluding surface. However, objects passed through the occlusion quadrant several times during the course of a single block and that quadrant was always the occluded one. In the flashing condition, two objects were presented, one each in the center of the upper-left and lower-right quadrants. The object alternated between black and white at a rate of 10 Hz. A stimulus block contained either the star or the circle in both quadrants. The disappearance, occlusion, and flashing condition are depicted in Fig. 1 and can be seen in Movie 1.
Supplementary material related to this article can be found online at http://dx.doi.org/10.1016/j.neuroimage.2016.09.024.
A run consisted of interleaved stimulus (16 s) and blank blocks (12 s). All four types of stimulus blocks -two shape conditions (circle and star) and two presentation conditions (flashing and motion) -appeared twice per run. A balanced Latin square design was used to determine stimulus block order across eight total runs per experiment. Blank blocks were included at the start and end of each run and between each stimulus block so that each stimulus block was preceded and followed by a blank block. During a blank block, only the fixation point was shown on a gray background. In total, a run consisted of nine blank blocks and eight stimulus blocks. Disappearance and occlusion conditions were run in separate scanning sessions.
During each run, subjects performed a change-detection fixation task to ensure that they maintained focus during the experiment. On each frame, there was a 5% chance that a fixation dot changed color from red to green for 300 ms. Subjects had 500 ms to press a button on a button box to indicate that they detected the color change. There was an enforced minimum delay of 5 s between each color change. Color changes occurred during both stimulus and blank blocks. At the end of each run, subjects were shown their average task performance for that run.
MRI apparatus and scanning procedures
Retinotopic data were acquired at the University of California, Davis Imaging Research Center on a 3T Skyra MRI System (Siemens Healthcare, Erlangen, Germany) using a 64 channel phased-array head coil. Functional images were obtained using T2* fast field echo, echo planar functional images (EPIs) sensitive to BOLD contrast (TR=2.5 s, TE=25 ms, 32 axial slices, 3.0 mm 2 , matrix size=80×80, 3 mm thickness, interleaved slice acquisition, 0.5 mm gap, FOV=240×240, flip angle=71°). High-resolution structural scans were collected to support reconstruction of the cortical hemisphere surfaces using FreeSurfer from T1 (MPRAGE, TR=2230 ms, TE=4.02 ms, FA=7°, 640×640 The dark gray lines dividing the display into quadrants are for illustrative purposes only, and were not visible during the experiments. On the left, the flashing localizer -shapes alternated between white and black in the upper-left and lower-right quadrants. On the right, the two motion conditions. Objects travelled along a circular path from the upper-right to the lower-left quadrant and back several times. In the disappearance condition, when the object reached the lower-right quadrant, it instantly disappeared, indicated by the outline shape in the figure. In the occlusion condition, the shape became gradually occluded as it entered the lower-right quadrant and was gradually revealed as it exited that quadrant. We refer to the lower-right quadrant as the dynamic occlusion or occluded quadrant and the upper-left quadrant as the unstimulated control quadrant. matrix, res=0.375×0.375×0.8 mm) and T2 (TR=3 s, TE=304 ms, FA=7°, 640×640 matrix, res=0.375×0.375×0.8 mm) images.
Experiment data were acquired at the Neuroimaging Facility of Renown Health Hospital in Reno, NV on a 3T Philips Ingenia scanner (software version 4.1.1) using a 32-channel digital SENSE head coil (Philips Medical Systems, Best, Netherlands). Functional images were obtained using T2* fast field echo, echo planar functional images (EPIs) sensitive to BOLD contrast (TR=2 s, TE=25 ms, 32 axial slices, 3.0 mm 2 , matrix size=80×80, 3 mm thickness, interleaved slice acquisition, 0.5 mm gap, FOV=240×240, FA=71°).
For both retinotopy and experimental data collection, the stimulus computer was a 2.53 GHz MacBook Pro with an NVIDIA GeForce 330 M graphics processor (512MB of DDR3 VRAM). Stimuli were generated and presented using the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) for MATLAB (Mathworks Inc., Natick, MA). Retinotopic stimuli were presented on a 24 in. Cambridge Research System (Kent, UK) LCD BOLDscreen display (60 Hz refresh rate) outside of the scanner bore and viewed with a tangent mirror attached to the head coil, which permitted a maximum of visual area of 19.3°×12.1°. Experiment stimuli were presented using a 32 in. SensaVue (85 Hz refresh rate) visual display system (Invivo, Inc., Gainesville, FL) outside of the scanner bore and viewed with a tangent mirror attached to the head coil, which permitted a maximum of visual area of 31.5°×18.9°In all experiments, stimulus presentation was time locked to functional MRI (fMRI) acquisition via a trigger from the scanner at the start of image acquisition.
Data preprocessing
Functional fMRI data were analyzed using AFNI (http://afni.nimh. nih.gov/afni/; Cox, 1996) , SUMA (http://afni.nimh.nih.gov/afni/ suma, Saad et al., 2004) , FreeSurfer (http://surfer.nmr.mgh.harvard. edu; Dale et al., 1999; Fischl et al., 1999) , MATLAB, and SPSS Statistics 22 (IBM, Armonk, NY). Functional scans were slice-time corrected to the first slice of every volume and motion corrected within and between runs. The anatomical volume used for surface reconstruction was aligned with the motion-corrected functional volumes and the resulting transformation matrix was used to provide alignment of surface-based topographic ROIs with the experiment datasets.
Retinotopic mapping
The retinotopy methods were the same as those used in Erlikhman et al. (In Press) . We reprint them here verbatim.
A color and luminance varying flickering checkerboard stimulus was used to perform standard retinotopic mapping (Swisher et al., 2007; Arcaro et al., 2009; Killebrew et al., 2015) . Participants performed 8 runs of polar angle mapping and 2 runs of eccentricity mapping. For both polar angle and eccentricity mapping, participants were instructed to maintain fixation on a central spot while covertly attending to a rotating wedge (45°width, 0.5°-13.5°or 8°-13.5°e ccentricity, 40 s cycle, alternating clockwise and counterclockwise rotation across runs) or expanding/contracting ring (1.7°width, traversing 0°-13.5°eccentricity, 40 s cycle plus 10 s blank between cycles, alternating expanding and contracting direction across runs) stimulus and to report via a button press the onset of a uniform gray patch in the stimulus that served as that target. Targets appeared, on average, every 4.5 s. Polar angle and eccentricity representations were extracted from separate runs using standard phase encoding techniques (Bandettini et al., 1993; Sereno et al., 1995; Engel et al., 1997) . For each participant, we defined a series of topographic ROIs on each cortical hemisphere surface using AFNI/SUMA. Borders between adjacent topographic areas of the intraparietal sulcus were defined by reversals in polar angle representations at the vertical or horizontal meridians as described in Wang et al. (2015) using standard definitions (Sereno et al. 1995; DeYoe et al., 1996; Engel et al., 1997; Press et al., 2001; Wade et al., 2002; Brewer et al., 2005; Larsson and Heeger, 2006; Kastner et al., 2007; Konen and Kastner, 2008; Amano et al., 2009; Arcaro et al., 2009 ; for review, see Silver and Kastner (2009), Wandell and Winawer, 2011) . In total, we defined 23 topographic regions: ventral and dorsal V1-V3, hV4, VO1-2, PHC1-2, V3A, V3B, LO1-2, TO1-2, and IPS0-5.
Functional ROIs
In addition to the topographic regions, four functional ROIs were defined: fusiform face area (FFA), parahippocampal place area (PPA), lateral occipital complex (LOC), and human analog of the medial temporal region (hMT+). A standard object category localizer was used to define FFA, PPA, and LOC (Malach et al., 1995; Grill-Spector et al., 1998) . Subjects were shown grayscale pictures of objects from four categories (faces, houses, generic objects, and scrambled generic objects) in 15 s blocks containing 20 stimuli each (350 ms duration, 400 ms inter-stimulus interval). Each category contained 40 unique images from which the images used in each block were selected. In a session, there were 4 runs with 3 blocks of each stimulus category per run. The stimuli subtended approximately 12°vertically and horizontally. While maintaining central fixation, subjects performed a oneback, responding when a stimulus was repeated twice in a row. The FFA was defined as the region that showed greater activation (p < 0.01) to faces than any of the other categories (Kanwisher et al., 1997; Haxby et al., 1999) , the PPA as the region that showed greater activation to houses rather than faces within the collateral sulcus (Epstein et al., 1999) , and the LOC as the region that showed greater activation to intact compared to scrambled objects.
A standard motion localizer was used to define hMT+. Subjects were shown either static or moving, limited-lifetime white dots with a diameter of 0.15°on a black background. The dots were drawn within an area 15°centered on the middle of the screen. When moving, dots moved either outward or inward at a rate of 8°/s. There were 1000 dots in total. When a dot left the drawing area, it was recreated in a new, random position somewhere within the allowed area. Subjects fixated on a central, static white dot and performed a color change detection task. The fixation dot dimmed from white to red for 90 ms once every 2-5 s and subjects had to press a key whenever they noticed the change. hMT+ was defined as the region that showed greater activation to moving as compared to static displays. Functional localizers were not available for one subject and this subject was excluded from these analyses. The ROIs are shown for one representative subject in Fig. 2. 
General linear model, selection of voxels, and definition of regions of interest
For each voxel, functional images were normalized to percent signal change by dividing the voxel-wise time series by its mean intensity in each run. The response during each of the four conditions (circles flashing, circles moving, stars flashing, stars moving) was quantified in the framework of the general linear model (Friston et al., 1995) . Square-wave regressors for each of the four unique conditions were generated and convolved with a model hemodynamic response function (BLOCK model in AFNI's 3dDeconvolve function) accounting for the shape and temporal delay of the hemodynamic response. Nuisance regressors were included to account for variance due to baseline drifts across runs, linear and quadratic drifts within each run, and the sixparameter rigid-body head motion estimates. The resultant beta weights derived for each of the conditions of interest represent the observed percent signal change in response to the corresponding stimulus. For the subsequent multivariate pattern analyses, the general linear model was applied separately for each run. In order to localize voxels of interest in the un-stimulated quadrants of the motion conditions, a single general linear model using the combined data of all eight runs was applied.
By taking advantage of the small receptive fields and topographically segregated quadrant representations of V1, V2 and V3, we were able to define our primary voxels of interest as those in the left hemisphere V1d, V2d and V3d corresponding to occlusion quadrant and those in the right hemisphere V1v, V2v and V3v corresponding to the control quadrant for which the flashing stimuli (both stars and circles combined) elicited positive beta weights at a t-statistic threshold of 1.96. These localizers were created separately for each of the two experimental sessions (disappearance or gradual occlusion).
Additional voxels of interest were defined in higher-order topographically organized areas hV4, VO1-2, PHC1-2, LO1-2, TO1-2, V3A, V3B, IPS0-5 and in the functionally-defined areas FFA, PPA, LOC, and hMT+. The voxels selected were those in the left hemisphere (right hemifield) for which the flashing stimuli (both stars and circles combined) elicited a greater activation than the motion stimuli.
Data analysis
Univariate timecourse analyses during dynamic occlusion
A separate general linear model was applied using the combined data of all eight runs in which the finite impulse response was derived for each condition starting from 4 s prior to and extending 28 s following the start of each block (TENT model in AFNI's 3dDeconvolve function). For each voxel, an activity timecourse was derived for all four conditions (flashing and moving stars and circles). The timecourses for each voxel within a given region of interest were then averaged together. This resulted in a single waveform for each condition and ROI. The voxels selected were those that exceeded a threshold level of activation in the flashing condition (see above). For example, within the left hemisphere V1d, the timecourses for each voxel localized in the flashing conditions were averaged together to create a single waveform for the dynamic occlusion conditions. Timecourses were also derived from voxels in the right hemisphere V1v corresponding to the control quadrant. Thus for each topographically or functionally defined ROI there were matched timecourse waveforms corresponding to the quadrant in which the object was dynamically occluded and the control quadrant which never contained a moving or occluded object. A difference wave was then computed between these two timecourses: the waveforms for the motion conditions in the control regions of unstimulated space (i.e. right hemisphere V1v) were subtracted from the waveforms for the motion conditions corresponding to the dynamically occluded quadrant (i.e. left hemisphere V1d). The resulting waveform is the difference in activation between two unstimulated quadrants.
Multivariate pattern analysis
The univariate analysis described above was designed to detect whether there was greater activity during dynamic occlusion compared to control regions of unstimulated space. In order to examine the nature of what information may be represented during dynamic occlusion, we performed a series of multivariate pattern analyses using the run-wise beta weights for each condition. Three linear SVM classifiers (Cortes and Vapnik, 1995) were used to discriminate the circle and star objects during flashing and motion conditions within each ROI. The first classifier was trained and tested on flashing objects using leave-one-out cross-validation. The classifier was trained on seven of the eight runs and tested on the remaining run. This was repeated for each run and the final classifier performance was the average across all cross-validation folds. This classifier was used to establish whether there was sufficient shape information in V1-V3 to perform subsequent classifications of occluded objects. The remaining two classifiers were also trained on patterns of activation during flashing, but were tested on the patterns of activation during motion in the occlusion quadrant for both disappearing and occluded objects. This cross-classification was necessary to isolate the representation of form or identity information during occlusion and to distinguish it from motion signals that could have discriminated between the two objects. No cross-validation was performed for these classifiers because the training and testing datasets were non-overlapping.
A bootstrap permutation test was performed to evaluate statistical significance independently for each ROI for all classifiers. For each subject, a dataset-wide (Etzel and Braver, 2013; Etzel, 2015) permutation was applied 10,000 times by randomizing the data labels within each run, keeping the same number of circle and star labels per run as in the original dataset. These scores were then averaged across subjects, yielding 10,000 group-average scores based on permuted data. The observed average accuracy on the original dataset was then ranked relative to this distribution of permuted scores in order to compute a p value, p perm .
In addition to the SVM analysis, we also performed a correlationbased multivariate pattern analysis. If any shape information was maintained during dynamic occlusion when no object was physically present, that pattern of activity ought to have a greater correlation with the same object when it was visible in the same part of the display (i.e. during the flashing condition) as opposed to the other object. For example, the pattern of activity in the voxels that were selective for a flashing star would be more similar to the activation when a star was moving behind an occluder in that same quadrant than when a circle was moving through the same area (even though both displays were identical in the sense that nothing was presented in that quadrant). We refer to this measure of shape information as Δr (see Peelen et al. (2009) In the dynamic occlusion quadrant, if shape information was preserved, we expected the measure to be positive (i.e., greater correlation during motion and flashing for the same shape than between shapes). If no information was preserved, the measure would be zero. The measure was computed separately for the two objects. Unlike the MVPA analysis which used the flashing information for training and the motion information for testing, the correlation analysis combines both sets of data for its measure and may therefore be more sensitive to shape information.
For all analyses, multiple comparison testing was documented by computing the false discovery rate (FDR) separately for each analysis using Storey's procedure (Storey 2002; Storey and Tibshirani, 2003) . A default value of λ=0.5 was used to estimate π 0 (Krzywinski and Altman, 2014) . Whenever π 0 was 0 (e.g. because all tests were significant), a more conservative setting of π 0 =1 was used, which corresponds to the original Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001 ).
Results
Behavioral results
All subjects were able to detect the fixation point change with a high degree of accuracy across all experimental runs in both experiments. The range of accuracies was 93.54-100% (mean: 98.65%) for disappearing and 95.98-100% (mean: 99.24%) for occluded objects. There were no significant differences in task performance across the four stimulus types and blank intervals for either disappearing (F 4,32 =0.853, p > 0.50, η . Group-average difference in activation between voxels corresponding to the quadrant containing the apparent motion path (lower-right -dorsal, left hemisphere) and the quadrant in which there was no motion (upper-left -ventral, right hemisphere) for disappearing (left) and occluded (right) objects (averaged across circles and stars). Voxels were selected topographically (V1, V2, and V3) and using the flashing localizer, so that the difference reflects activity during motion in voxels that were active during flashing. Error bars are 95% confidence intervals. The horizontal black bars indicate time points which were significantly different from 0 (one-tailed, signed rank test, corrected for multiple-comparisons).
that subjects maintained fixation and paid close attention to events at the central fixation point throughout the experiment. Fig. 3 shows the difference in activation between the critical quadrants of interest: the lower-right, dynamic occlusion quadrant and the upper-left, control quadrant, which corresponded to left dorsal and right ventral V1-V3 respectively. For disappearing stimuli, there was no difference in activity during the motion conditions. However, for gradually occluded objects, in all three early visual ROIs, there was greater activation during motion in the dynamic occlusion quadrant than in the control quadrant.
Timecourse analyses
To verify that the activation observed during dynamic occlusion was due to the passing of an object behind an occluder, two control analyses were performed and are described in greater detail in the Supplementary Materials. First, response to flashing objects was compared between ROIs that corresponded to the two quadrants in which objects flashed (lower-right, dynamic occlusion and upper-left, control quadrant). This control analysis tested whether the observed effects in the occluded quadrant were due to an asymmetry in responsiveness in ventral and dorsal ROIs. There were no differences in activation in any of the three ROIs between the dynamic occlusion and control quadrants (Fig. S1 ) when the objects were flashing in those quadrants. For the second control, the analysis was repeated in restricted, manually defined ROIs that covered only the central regions of V1-V3 excluding any voxels located near the horizontal meridian (Fig. S2 ). When objects gradually disappeared behind the occluder, portions of the objects were visible for longer near the boundary of the occluded quadrant than when objects instantly disappeared when they reached the boundary. Furthermore, as the objects became occluded, they could have been perceptually completed behind the occluder, stimulating voxels within the dynamic occlusion quadrant (Ban et al., 2013; Halko et al., 2008; Shipley and Kellman, 2003; Singh and Fulvio, 2007) . It was therefore important to exclude any voxels in that quadrant that may have been activated when the object was still visible. A qualitatively similar pattern of results for the occlusion condition was found when looking only at voxels in the center of each ROI, which were less likely to be activated by the presence of an object near the meridian separating the upper and lower visual fields (Fig.  S3) .
In summary, we found activation in early visual cortex corresponding to a dynamically occluded object similar to what has recently been found with apparent motion (Chong et al., 2015; Larsen et al., 2006; Muckli et al., 2005; Sterzer et al., 2006) . However, when the object instantly disappeared instead of becoming gradually occluded, there was no evidence of corresponding activation in the occluded quadrant.
Multivariate pattern analysis (MVPA)
The MVPA analyses were designed to identify potential shape or identity information represented during occlusion. Classifiers were trained to discriminate objects (circles vs. stars) during both flashing and dynamic occlusion. Because the flashing condition appeared in both experimental sessions (disappearance and dynamic occlusion), the reported results are the average classification performance across both sessions. There was no significant difference in shape classification performance for flashing objects across sessions (all ps > 0.47, two-sided Wilcoxon rank sum test). When using the flashing data to train for cross-classification with data from the motion condition, only the flashing data from the corresponding session were used (i.e., flashing data from the disappearance session were used to classify object shape when objects disappeared and flashing data from the occlusion session were used to classify object shape when objects were dynamically occluded).
Classifier performance for dorsal regions of left hemisphere V1-V3 corresponding to occlusion quadrant are shown in Fig. 4 . Circle and star patterns of activation could readily be discriminated in V1-V3 when the objects were physically present during flashing (all p perm < 0.05; black bars). However, classification performance was not significantly different from chance (all p perm > 0.16) in any ROI for either disappearing (gray bars) or occluded objects (white bars). Although there was enough discriminatory power in V1-V3 to decode object identity when the objects were physically present (a classifier trained and tested on (withheld) flashing shapes), there was not enough information to do so when they were dynamically occluded (crossclassification: trained on flashing, tested on occluded), even though there was corresponding activation for gradually occluded objects (Fig. 3) .
As a sanity check, a classifier was also trained and tested on motion data, i.e. when the shapes were fully visible in the motion quadrants (upper-right and lower-left). If shapes could not be discriminated while visible, it would have been unlikely that they could be when invisible in the occlusion quadrant. Object shapes were discriminable above chance (all p perm < 0.005) in all ROIs for both the upper-right and lower-left quadrants in both sessions (disappearance and occlusion). The lack of discriminability when cross-classifying was therefore not likely to be due lack of discriminatory power for moving shapes.
The cross-classification used data from the flashing condition for training and data from the motion conditions for testing, essentially only using half of the available data. The correlation analysis measuring shape information may be a more powerful analysis because it uses all available data. The results of the correlation analysis for V1-V3 are shown in Fig. 5 . A one-sample bootstrap hypothesis test found no evidence shape information in the occluded quadrant in any ROI. Δr was statistically significantly different from zero for stars in V2 (p < 0.035, 95% CI=[−0.237, −0.045]); however, this measure was negative, indicating that the pattern of activation of moving stars was more similar to flashing circles than to flashing stars. It is not clear why there was this negative correlation, but it does not reflect shape information, which would require a positive correlation. Taken together, the MVPA and correlation analyses suggest that although there is increased activity in early visual cortex during dynamic occlusion, there is no evidence that this activity reflects the representation of shape or identity information about the objects. 
Representation of object identity in higher visual areas
The same analyses were carried out for all ROIs beyond V1-V3. However, neurons in these higher-order areas have large receptive fields that can span entire hemifields (Amano et al., 2009; Grill-Spector and Malach 2004; Larsson and Heeger 2006; Malach et al. 1995; Swisher et al. 2007; Wandell et al., 2007) and may therefore respond to stimuli in other quadrants than the occlusion quadrant of interest during the motion condition because objects were visible in the upperright and lower-left quadrants before disappearing or becoming gradually occluded in the lower-right quadrant. In order to mitigate these effects, voxels were selected by using a flashing > motion contrast. This limited the number of voxels that could have been driven by the presence of physically moving object in the other quadrants.
The results of the MVPA cross-classification (trained on flashing, tested on motion) are shown in Fig. 6 =0.0003) , and hMT+ (p perm =0.0157) when the objects were occluded (FDR=0.018). As a control, the same analysis was applied to ROIs from the right hemisphere which also included moving stimuli (lower-left quadrant) and had flashing stimuli in the control quadrant. If shape classification in the left hemisphere was driven by voxels with large receptive fields that were responding to visible, moving objects in the upper-right quadrant, then similar classification performance may be expected for voxels in the upper-left control quadrant with large receptive fields that span into the lower-left quadrant in which moving objects were also visible. However, shapes could only be discriminated from activity in the right hemisphere in VO2, LO2, V3a and LOC for disappearing objects (FDR=0.2) and in PHC2, LO1, TO1, and IPS3 for gradually occluded objects (FDR=0.1) and in no other ROIs in which they were discriminable for the left hemisphere (Fig. S5 ). This suggests that classification performance in these higher-level ROIs were not primarily driven by activation of voxels that were responding to the moving shapes when they were visible and instead that these areas are encoding shape identity information during dynamic occlusion. The timecourse and correlation analyses were also performed for these ROIs and are described in the supplementary materials.
Discussion
We examined cortical activity throughout visual cortex during the perception of dynamic occlusion in order to determine whether neural representations of occluded objects maintained form information or were more token-like. Our primary result is that the univariate activation timecourses within unstimulated regions of V1-V3 revealed a corresponding signal for gradually occluded, but not for disappearing shapes. However, subsequent multivariate analyses found no evidence that this activity reflected shape identity information. Instead, we found evidence for shape identity information in several higher-order, topographically organized visual areas, as well as in functionally defined areas hMT+, LOC, PPA and FFA. It may come as a surprise that no univariate effect was observed for the instantaneously disappearing conditions. The block design of the experiment lead the stimuli to be on the screen for a long time, their motion-path was repeatedly shown, several subjects reported experiencing apparent motion across the target quadrant, and the use of a block design afforded every opportunity to fill in an interpolated motion path in a top-down way. This stands in contrast to several other studies of representations along the apparent motion path that have found increased activity in early visual cortex (Goebel et al., 1998; Larsen et al., 2006; Maus et al., 2010; Muckli et al., 2005; Seghier et al., 2000; Sterzer et al., 2006; Wibral et al., 2008) . However, a similar lack of activation was also observed in a recent study of representations along the apparent motion path (Chong et al., 2015) . The use of circle and star stimuli was intended to minimize the contribution of orientation-specific horizontal processing within and between early visual areas including V1 (Field et al., 1993; Fregnac et al., 2009; Gilbert et al., 1996; Seriès et al., 2002; Seriès et al., 2003) . It may be the case that past findings of increased activity along the path of apparent motion arose from such local horizontal interactions and not from long-range feedback from higher order areas. Indeed, several of these past finding used oriented stimuli that are likely to activate these horizontal mechanisms (Chong et al., 2015; Muckli et al., 2005; Schwarzkopf et al., 2011; Sterzer et al., 2006) . This is not to say that feedback does not play a role in either apparent motion or dynamic occlusion. Several studies have demonstrated that feedback from hMT +, for example, is critical for the perception of motion in apparent motion (Liu et al., 2004; Matsuyoshi et al., 2007; Sterzer et al., 2006; Vetter et al., 2015; Wibral et al., 2008) . Similar feedback may be responsible for the activation we observed during dynamic occlusion in V1-V3. However, the phenomenological experience of apparent motion in our disappearance condition is subtle, and some participants reported not experiencing apparent motion at all. Thus the lack of a univariate signal for disappearing stimuli may simply be because, in general, any apparent motion signal that was present was either too weak or too inconsistent to detect.
A univariate signal was observed for dynamically occluded stimuli in early visual areas (V1-V3). However, subsequent multivariate analyses revealed that this signal did not carry information about the dynamically occluded object's shape identity. This null result again highlights a key difference with observations from experiments using apparent motion. A recent finding concluded that during apparent motion, orientation information is encoded along the motion path in V1 (Chong et al., 2015) . In their study, apparent motion was induced between two orientated gratings. The orientation of the interpolated grating could either be parallel or orthogonal to the apparent motion path depending on a cue. The cue induced differentiable responses in V1 across several orientation channels. However, the tuning of the channels was broad, varying by ± 45°and the tuning curves for the apparent motion path region of interest did not match the interpolated orientations for their two conditions. The tuning curve for the vertical condition (90°) peaked at 112.5°and the horizontal condition (180°) peaked at 135°; a relative offset from each other of 22.5°despite a targeted difference of 90°. It is therefore unclear the extent to which the observed patterns of activity reflected filled-in orientation. Furthermore, this study, like several others that have examined activations along the path of apparent motion, employed oriented Gabor-like stimuli.
Why was there activity in early visual cortex during dynamic occlusion if that activity did not carry distinguishing orientation or shape information? Extensive feedback projections from higher to lower visual areas may pass a diverse variety of information (see Kravitz et al. (2013) for a review). For example, feedback signals are sent from motion area hMT+/V5 to V1 (Ahmed et al., 2008; Alink et al., 2010; Muckli et al., 2005; Sterzer et al., 2006; Vetter et al., 2015; Wibral et al., 2008) , and attention (Fang et al., 2008; Lee et al., 2002; Müller and Kleinschmidt, 2003) and context (Lamme, 1995; Murray et al., 2006b; Zipser et al., 1996) can modulate activity in early visual areas. Recurrent connections and feedback from LOC to early visual cortex may be involved in the perception of form and illusory contours (Lamme and Roelfsema, 2000; Murray et al., 2004; Murray et al., 2006a; Scholte et al., 2008; Shpaneret al., 2013; Williams et al., 2008) . The observed activity in early visual cortex may therefore reflect a representation of the object's motion path, the path of attention through that quadrant, or else information about a "salient region" -some thing that is moving through the occluded quadrant without specific shape identity information. Such representations may partially arise due to feedback from higher visual areas.
Taken together, our results suggest that object representations during dynamic occlusion may be more "Pylyshyn-esque" than "Kosslyn-esque". Pylyshyn had previously argued for an object-file (FINST) or token-like representations of objects (Pylyshyn, 1989) . When an object completely disappears, we are able to track and follow it, we represent its motion path and trajectory, updating its position, but we cease to accurately represent specific details about its shape. Instead, we maintain a more abstract representation of the object's identity, perhaps in higher-level visual areas, so that we may expect a similar-looking shape to later reemerge, but are not continuously storing precise information about its edges or orientation within early stages of visual processing. Similarly, in the case of long-range apparent motion, as long as spatiotemporal continuity is maintained, motion can readily be perceived between two successive presentations of objects that differ in shape, orientation, or color (Kolers and Pomerantz, 1971) . Under this theory, the activation observed in early visual cortex may correspond to the motion path of the object or a "blob-like" representation of it during occlusion. Circles could not be discriminated from stars in those areas because the information about those shapes was not maintained at that representational level. This view stands in contrast to a Kosslyn-esque representational scheme which might be said to describe a rich representation for occluded and invisible objects. Early visual cortex has been found to be activated during visual imagery and it has been argued that visualization reactivates, via feedback, areas of cortex that would be active while actually viewing an object (Albers et al., 2013; Klein et al., 2000; Slotnick et al., 2005) . Our findings support the notion of feedback from higher-level to lower-level cortical areas, but not at the proposed level of detailed representation. However, these representational regimes are not mutually exclusive. It is possible that some shape features are still maintained while an object is invisible and are represented in early visual cortex. The present design may have simply been too weak to detect such representations or else the nature of occlusions in this particular experiment (entire large and moving objects disappearing all at once in a large area) did not lend itself to the support of such representations.
In summary, we found cortical activity corresponding to a dynamically occluded object in early visual cortex. While this activity does not encode object identity, it may represent some property other than form, such as velocity, position (Akselrod et al., 2014) , or global orientation (Hidaka et al., 2011) . It is also possible that the activity reflects non-object related information such as information about the motion path itself (Schwarzkopf et al., 2011; Sterzer et al., 2006) , or attention along the path (Culham et al., 1998) . This suggests that during occlusion there may exist only a token-or FINST-like (Pylyshyn, 1989) representation of an object in early visual cortex. This representation would allow for tracking and correspondence across appearances, but would not retain specific form information. In contrast, shape identity information, if represented during occlusion is represented within higher-order visual areas. This lack of detailed information in early visual cortex may facilitate the perception of motion between perceptually distinct objects as in long-range apparent motion.
