In this paper we study the multivariate ANOVA decomposition of 1-periodic functions on the torus. We use integral projections that leads to the classical ANOVA decomposition. Relationships between the Fourier coefficients of the function and its ANOVA terms lead to special frequency index sets and give an understanding of the decomposition working in the frequency domain. We study the inheritance of smoothness in the periodic setting for Sobolev type spaces and the weighted Wiener algebra. Moreover, we analyse the truncated ANOVA decomposition and propose an approximation method for functions of a low-dimensional structure that is able to determine an importance ranking of the dimensions and dimension interactions.
Introduction
The approximation of high-dimensional functions is an important and current topic with great interest in many applications. We consider a setting of periodic functions f : T d → C, d ∈ N, over the torus T where certain data about the function is known. Here, we distinguish between a black-box setting, i.e., f can be evaluated at points x ∈ T d at a certain cost, and a scattered data setting, i.e., sampling points X ⊆ T d and function values (f (x)) x∈X are given. Besides the natural question of wanting to find an approximation for f , we want to consider the question of interpretability, i.e., analyzing the importance of the dimensions and dimension interactions of the function. In applications this can be referred to as an attribute ranking.
The main tool to achieve our goals is the analysis of variance (ANOVA) decomposition [4, 32, 27, 17] which is an important model in the analysis of dimension interactions of multivariate, high-dimensional functions. It has proved useful in understanding the reason behind the success of certain quadrature methods for high-dimensional integration [28, 2, 14] and also infinite-dimensional integration [1, 16, 24] . The ANOVA decomposition decomposes a d-variate function in 2 d ANOVA terms where each term belongs to a subset of D := {1, 2, . . . , d}. The single term depends only on the variables in the corresponding subset and the number of these variables is the order of the ANOVA term. In this paper we study the classical ANOVA decomposition for periodic functions and how it acts on the frequency domain. The decomposition is referred to as classical since it is based on an integral projection operator. In this setting we find relationships between ANOVA terms and the support of the frequencies as subsets of Z d . Moreover, we prove formulas for the representation of ANOVA terms and projections.
Classical approximation methods can not be applied for high-dimensional functions in general since the data needed increases exponentially because of the curse of dimensionality. Yet, the observation has been made that in practical applications with multivariate, high-dimensional functions, often only the ANOVA terms of a low order are enough to describe a function, see e.g. [4] . This leads to the notion of a superposition dimension d s ∈ D that limits the order of the ANOVA terms involved. Using this as a sparsity assumption to circumvent the curse of dimensionality, we consider functions where the ANOVA decomposition is mostly supported on terms of a low-order, i.e., the norm of the remaining decomposition weighed by a norm f is small. This leads to a truncation of the decomposition through a superposition dimension. We consider a fixed superposition dimension d s and how the previously described error can be related to the decay of Fourier coefficients and specifically the smoothness of f .
We present an approximation method that uses sensitivity analysis, cf. [34, 35, 27] , on the truncated ANOVA decomposition to further reduce the number of involved terms. The goal is to simplify the approximation model even more which yields benefits regarding the amount of data. We determine approximations of the Fourier coefficients of the function (or learn them) by solving least-squares problems. This is done through exploiting the special structure of the system matrix by identifying submatrices with the corresponding ANOVA terms.
The paper is organized as follows. In Section 2 we introduce the classical ANOVA decomposition and study its behavior for periodic functions with regard to the Fourier system. We prove new formulas for the Fourier coefficients of projections in lemma 2.1 and ANOVA terms in lemma 2.5. Moreover, we prove that functions in Sobolev type spaces and the weighted Wiener algebra inherit their smoothness to the ANOVA terms, see theorem 2.10 and theorem 2.11. In Section 3 we consider the truncated ANOVA decomposition and prove formulas for their Fourier coefficients, see Lemma 3.1 and corollary 3.2. We also give direct formulas for the truncated decomposition using the projections in Lemma 3.4 and Corollary 3.5. Furthermore, we relate Sobolev type spaces and the weighted Wiener algebra to the previously introduced functions of approximately low-dimensional structure and compute the errors in theorem 3.6 and theorem 3.7. Specifically, we consider a class of product and order-dependent weights, see [25, 10, 23, 11] , of functions with isotropic and dominating-mixed smoothness, cf. [13, 20, 3] , to obtain specififc error bounds, see corollary 3.8 and corollary 3.10. In Section 4 we present an approximation method for functions that are of an approximately low-dimensional structure. We analyze the parts of the errors of the method in Theorem 4.2 and Theorem 4.3.
Prerequisites and Notation
We consider 1-periodic functions f : T d → C with spatial dimension d ∈ N, which are square-integrable, i.e., elements of L 2 (T d ). Those functions have a unique representation with regard to the Fourier system {e 2πikx } k∈Z d as Fourier series
the Fourier coefficients of f . Given a finite index set I ⊆ Z d , we call the trigonometric polynomial
the Fourier partial sum of f with respect to the index set I.
In this paper we make use of indexing with sets. First, for a given spatial dimension d we denote with D = {1, 2, . . . , d} the set of coordinate indices and subsets as bold small letters, e.g., u ⊆ D. The complement of those subsets are always with respect to D, i.e., u c = D \ u. For a vector x ∈ C d we define x u = (x i ) i∈u ∈ C |u| . There remains a small ambiguity regarding the order of the components of x u which can be clarified if one chooses a consistent ordering, e.g., ascending order which would be the natural choice.
Furthermore, we use the p-norm which is defined as
Note that the case 1 ≤ p < ∞ can be expanded to 0 < p < 1, but then · p would only be a quasi-norm. In the case p = 0, · p is not a norm at all.
The classical ANOVA decomposition of 1-periodic functions
In this section we introduce the ANOVA decomposition, see e.g. [4, 27, 17] , and derive new results for the periodic setting specifically with regard to the decomposition acting on the frequency domain.
We start by defining the projection operator
that integrates over the variables x u c . For |u| > 0 this operator maps a function from L 2 (T d ) to L 2 (T |u| ) by the Cauchy-Schwarz inequality and the image P u f depends only on the variables x u ∈ T |u| . In the case of u = ∅, the projection gives us the integral over f . We define the index set
which can be identified with Z |u| using the mapping k → k u . Note that we use the convention Z |∅| = {0}. We now prove a relationship between the Fourier coefficients of P u f and f .
Proof. We consolidate the two integrals and derive
Using lemma 2.1, we are able to write P u f as both, a d-dimensional Fourier series
u c k (f ) e 2πik·x and a |u|-dimensional Fourier series P u f (x u ) = ∈Z |u| c (P u f ) e 2πi ·xu Now, we recursively define the ANOVA term for u ⊆ D
There exists a direct formula for the ANOVA terms f u defined in (2.3) . A proof of this formula based on properties of projection operators was given in [26] while we give a proof using combinatorial arguments.
Proof. We prove an equivalent form obtained through multiplication with (−1) a and an index shift
Splitting the sum and applying the Binomial theorem yields
Proof. We prove this statement through structural induction over the cardinality of u. For |u| = 0, i.e., u = ∅, we have
Now, let (2.4) be true for v ⊆ D, |v| = 0, 1, . . . , m − 1, m ∈ {1, 2, . . . , d}, and take a subset u ⊆ D with |u| = m. We use the notation
and start from the recursive expression in (2.3) to obtain
We exchange the two sums and sum over the order of the ANOVA terms v u w u
Applying lemma 2.2 yields the formula.
We proceed to present a relationship between the Fourier coefficients of f u and f . Furthermore, we prove f u ∈ L 2 (T |u| ). Therefore, we define the index set
Proof. Let u, v ⊆ D, u = v, and w.l.o.g. |u| ≥ |v|. We assume there exists ak ∈ F 
Proof. We begin by employing the direct formula (2.4) to obtain
We go on to prove c 0 (f u ) = δ u,∅ · c 0 (f ). In this case, k v = 0 and δ k u\v ,0 = 1 for every v ⊆ u. By the Binomial Theorem, we have
For the second case, we consider an and with a set v ⊆ u such that
For the case were the entries of are all nonzero, only the addend where v = u is nonzero,
With lemma 2.5 we have two equivalent series representations for the ANOVA term
with c (f u ) as in lemma 2.5. The ANOVA terms have the following important property, cf. [12, 26] .
Then the ANOVA terms f u and f v are orthogonal, i.e.,
Proof. We employ lemma 2.4 and lemma 2.5 to deduce
Having defined the ANOVA terms, we now go on to the ANOVA decomposition, cf. [4, 27, 26] .
the ANOVA terms f u as in (2.3) and the set of coordinate indices D = {1, 2, . . . , d}. Then f can be uniquely decomposed as
which we call analysis of variance (ANOVA) decomposition.
Proof. We use that Z d is the disjoint union of the sets F
Since the union is disjoint, the decomposition is unique.
Remark 2.8. The ANOVA decomposition (2.5) depends strongly on the projection operator P u f , see (2.1). The integral operator considered in this paper leads to the so called classical ANOVA decomposition. Another important variant is the anchored decomposition where one chooses an anchor point c ∈ T d and the projection operator is then defined as
This decomposition can for example be used in methods for the integration of high-dimensional functions such as the multivariate decomposition method, see e.g. [24, 8] . However, the error analysis is again based on the classical ANOVA decomposition, see e.g. [9] .
In Figure 2 .1 we have visualized the different frequency index sets F 
Variance and Sensitivity
In order to get a notion of the importance of single terms compared to the entire function, we define the variance of a function
for real-valued f . In this case, we have the equivalent formulation
which yields a sensible definition for complex-valued functions f . For the ANOVA terms f u with ∅ = u ⊆ D we have c 0 (f u ) = 0 and therefore
Then we obtain for the variance
Proof. We show that the right-hand side equals the left-hand side by employing lemma 2.4 and lemma 2.5
The global sensitivity indices
for ∅ = u ⊆ D provide a comparable score to rank the importance of ANOVA terms against each other, cf. [34, 35, 27] . Clearly, we have ∅ =u⊆D (u, f ) = 1 by lemma 2.9. We now introduce the notion of effective dimensions as proposed in [4] . Given a fixed α ∈ (0, 1], the superposition dimension, one notion of effective dimension, is defined as the smallest integer d s ∈ D such that
The truncation dimension is another notion and defined as the smallest integer d t ∈ D such that ∅ =u⊆{1,2,...,dt}
In this paper, we focus on the superposition dimension d s as effective dimension. Instead of determining d s corresponding to an α ∈ (0, 1], we consider choosing d s in which case we have
Finally, we investigate how the smoothness of f translates to projections P u f and ANOVA terms f u . For a different setting this has been discussed in [27, 15, 16] and therein called inheritance of smoothness. In our setting, we express smoothness through special subspaces of L 2 (T d ) and how f being an element of those spaces translates to the projections P u f and ANOVA terms f u . In particular, we look at Sobolev type spaces, cf. [22] , 
Proof. We show that the norm P u f H wu (T |u| ) is finite by using lemma 2.1
Analogously, we employ lemma 2.5 to prove f u ∈ H wu (T |u| ) 
Proof. We use lemma 2.1 to show that
We utilize lemma 2.5 to prove
The inheritance of smoothness has special significance with regard to the numerical realization of the method presented in Section 4. It ensures that the ANOVA terms f u are at least as smooth as the function f in consideration which is relevant for the quality of the approximation produced by the methods employed in [30] .
Truncated ANOVA decomposition
The number of ANOVA terms of a function is equal to the cardinality of P(D) = 2 d and therefore grows exponentially in the dimension. This reflects the curse of dimensionality in a certain way and poses a problem for the approximation of a function. In this section we consider truncating the ANOVA decomposition, i.e., removing certain terms f u , and therefore creating a certain form of sparsity. We define a subset of ANOVA terms as a subset of the power set of D, i.e., U ⊆ P(D), such that the inclusion condition
holds, cf. [17, Chapter 3.2] . This is necessary due to the recursive definition of the ANOVA terms, see (2.3) .
For any subset of ANOVA terms U we then define the truncated ANOVA decomposition as
Taking the superposition dimension d s into account, see (2.7), we define U ds := {u ⊆ D : |u| ≤ d s } and T ds := T U ds . We subsequently prove properties of both T U in general and T ds in particular.
u 0 . We employ lemma 2.5 and obtain Proof. Since U ds is a subset of ANOVA terms, T ds f ∈ L 2 (T d ) follows directly from lemma 3.1.
The following lemma shows that the number of terms in U ds is polynomial in d for a fixed d s and therefore allows us to circumvent the curse of dimensionality in terms of the number of sets. Estimating the sum by the Taylor series for e ds yields the statement.
In the following we show direct formulas for the truncated ANOVA decomposition based on the projections similarly as for the ANOVA terms, see eq. (2.4). Proof. We apply equation (2.4) and obtain immediately The truncated ANOVA decomposition plays a major role in our approximation approach presented in Section 4. Therefore we are interested in functions that can be approximated well by a truncated ANOVA decomposition. Specifically, we are looking to characterize functions such that the truncation operation by T U f for different sets U retains most of the function, i.e., we have a relative error
with ε > 0, and H 1 , H 2 certain subspaces of L 2 (T d ). In relation to the method, we are specifically interested in the truncation by U = U ds for a superposition dimension d s . Is is especially interesting to characterize these functions by properties like the smoothness.
To this end, we start by proving general bounds for Sobolev type spaces H w (T d ) and the weighted Wiener algebra A w (T d ) to later relate this to weight functions w defined by specific kinds of smoothness.
Proof. We employ Parseval's identity and lemma 3.1 to derive
Proof. We estimate the L ∞ -norm by the sum of the absolute values of the Fourier coeffi-cients and then use lemma 3.1
Employing the Cauchy-Schwarz inequality in (3.3) instead of extracting the minimum yields
The condition {1/w(k)} k∈Z d ∈ 2 assures that the sum which appears in the bound is finite.
In the following, we relate the truncation of f by the operator T ds with the smoothness of f . To this end, we introduce the general weight class with supp k = {i ∈ D : k i = 0} and parameters β ≥ 0, and α > −β. The parameters α, β, and the weight γ u , u ⊆ D, regulate the decay of the Fourier coefficients. Specifically, the parameter α is regulating the isotropic smoothness and β the dominating mixed smoothness, cf. [5] . Moreover, γ controls the influence of the different dimensions. We choose a POD (or product and order-dependent) structure for γ u such that
5)
where Γ ∈ (0, 1] ds is nonincreasing and γ = (
The POD structure is motivated by the application of quasi-Monte Carlo methods for PDEs with random coefficients, cf. [25, 10, 23, 11] . Similar weights for isotropic and dominating mixed smoothness have been considered in [13, 20, 3] . Moreover, the Sobolev type spaces may also be referred to as weighted Korobov spaces, cf. [33] for product weights and [6] for general weights.
We now use the previously obtained bounds for general weight functions w and derive results for the weights w α,β from (3.4) . We focus on the subsets of ANOVA terms U ds defined by a superposition dimension d s ∈ D.
Corollary 3.8. Let f ∈ A w α,β (T d ) with weight function from (3.4) with POD structure (3.5), β ≥ 0, α > −β, Γ ∈ (0, 1] ds , and γ ∈ (0, 1] d . Then
where γ * is the non-increasing rearrangement of γ.
Proof. We use theorem 3.7 and calculate the bound for the weight function w α,β,γ by computing the minimum
Since Γ is non-increasing by definition, Γ −1 ds+1 has to be equal to the smallest value. The frequencies in F (d) u have exactly |u| nonzero entries, therefore we get
The remaining product becomes minimal for the product of the d s + 1 smallest entries in γ which yields the statement. Proof. We rewrite the sum as follows u⊆D |u|=n
Then every single sum can be estimated by γ 2 2 , i.e.,
Corollary 3.10. Let f ∈ H w α,β (T d ) with weight function from (3.4) with POD structure (3.5), β ≥ 0, α > −β, Γ ∈ (0, 1] ds , and γ ∈ (0, 1] d . Then
where γ * = (γ * s ) d s=1 is the non-increasing rearrangement of γ. For functions with isotropic smoothness α = 0 and dominating mixed smoothness β > 1/2 we have
where ζ is the Riemann zeta function. Exponential decay for Γ s , i.e., Γ s = c s , 0 < c ≤ 1, such that the condition
holds, yields the bound
Proof. The bound from statement (3.7) is a consequence of theorem 3.6 and can be calculated analogously to the proof of corollary 3.8. For the second statement, we calculate the constant in the bound from Theorem 3.7. We use Lemma 2.4 and the product structure of the weights w α,β (k) to obtain k∈ u⊆D |u|>ds
We find an explicit form by replacing the sums with the Riemann zeta function s∈u γ 2 s k∈Z\{0}
Applying lemma 3.9 then gives us the upper bound
If we choose an exponential decay for Γ n , i.e., Γ n := c n , 0 < c ≤ 1, the explicit upper bound becomes
where q := 2c 2 (ζ(2β) − 1) γ 2 2 with 0 < q < 1 because of the condition (3.8). The bound in Corollary 3.8 and (3.7) in Corollary 3.10 are independent of the spatial dimension d of the function f . This allows us to circumvent the curse of dimensionality here and use the ANOVA terms in U ds for a superposition dimension d s ∈ D. The bound (3.9) can also be considered for d → ∞. The dependence on the dimension d is contained within the norm γ 2 2 . Choosing a square-summable sequence {γ } ∈N results in an upper bound for γ 2 for any d → ∞. In this case the bound can be made completely independent of d by the condition (3.8). The bounds for (3.7) and (3.6) are independent of the spatial dimension d as well. 
Approximation Method
In this section, we consider the approximation of high-dimensional, continuous functions f : T d → C that consist of low-dimensional structures, i.e., we have a superposition dimension d s ∈ D such that the error
is small for spaces H 1 , H 2 ⊆ L 2 (T d ), see (3.2) . It has been observed that functions in some practical applications belong to such a class, see e.g. [4] . We have also considered these errors in different spaces in Section 3 that depend on the decay of the Fourier coefficients of f where the smoothness of f has a strong influence as shown in fig. 3 .1. The given data about f consists of a finite number of sampling nodes X ⊆ T d and function values y = (f (x)) x∈X . Here, we further distinguish between black-box approximation that allows the methods to decide the sampling set X and scattered data approximation where X is predetermined and cannot be adjusted by the method. We propose an approach that detects the important interactions between the dimensions, i.e., the important ANOVA terms f u , and uses this information for obtaining the approximation. Simultaneously, the method allows us to interpret the result. In many applications interpretability of results is of great interest, e.g., in how adjusting features effects the result and the relationship between features. The basis of our method is the truncated ANOVA decomposition T ds f for a superposition dimension d s ∈ D. We choose d s and work with the assumption that f ≈ T ds . We achieve the benefit that the number of ANOVA terms here is polynomial in d, see Lemma 3.3, instead of exponential when dealing with the full decomposition. In the following we work with projected index sets therefore we define the projection
for a finite set I u ⊆ (Z \ {0}) |u| , u ∈ U . Moreover, for a general subset of ANOVA terms U ⊆ P(D) with finite sets I u ⊆ (Z \ {0}) |u| for every u ∈ U , we define the index set
We cut the series expansion of the ANOVA terms in U ds to an index set of the structure I(U ds ) with finite order-dependent search sets I 0 = {0}, I j ⊆ (Z \ {0}) j , j = 1, 2, . . . , d s such that I u := I |u| in (4.1). The sets are chosen order-dependent because from our apriori knowledge of the function we cannot make more assumptions on the importance of the ANOVA terms. A sensitivity analysis in a second step will be used to distinguish importance of the terms. This leads to the approximation by the partial sum
(4.2)
We use the known data about f , X and y, and determine approximations for the Fourier coefficients by solving the minimization problem
with Fourier matrix F ds = (e 2πik·x ) x∈X,k∈I(U ds ) . This problem has a unique solution if and only if the matrix F ds has full rank. In the black-box case we can choose the nodes accordingly and in the scattered data case we assume that the node set X is distributed and the frequencies in I(U ds ) are chosen such that this is fulfilled. The goal is to further reduce the number of ANOVA terms in a second step which is why it is sufficient to choose only a small number of frequencies. We only need to be able to understand the general structure (important ANOVA terms) of the function and therefore do not necessarily aim for a good approximation quality in this step.
Remark 4.1. The Fourier matrices F = (e 2πik·x ) x∈X,k∈I(U ) for U ⊆ P(D) have a structure corresponding to the ANOVA terms if one introduces an order u 1 , u 2 , . . . , u n with n = |U | on them. It can then be written as
Considering the multiplication of F * with a vector a ∈ R |X| where we denote the resulting vector withf and its component vectors asf j , respectively, we havef j = F * j a, j = 1, 2, . . . , n. Therefore, any multiplication of F and F * with a vector requires n multiplications with low-dimensional submatrices.
The solution of (4.3) can be obtained in different ways depending on the setting, i.e., black-box or scattered data. In the black-box case, one needs to find a spatial discretization for the index set I(U ds ), e.g., it is possible to use rank-1 lattices [18, 20, 19, 29] . For scattered data we use an iterative least-squares solver that requires a method to multiply the matrices F ds and F * ds with vectors. Depending on the choice for I 0 , I 1 , . . . , I ds we can exmploy a variety of methods, e.g., the non-equispaced fast Fourier transform (NFFT) [21] for full grids and the non-equispaced hyperbolic cross fast Fourier transform (NHCFFT) [7] for hyperbolic crosses. Since we can exploit the structure of the system matrix F ds as described in Remark 4.1, a multiplication of F ds or F * ds with a vector can be realized by polynomially many multiplications with up to d s -dimensional submatrices. We denote the solution vector for (4.3) asf sol = (f k ) k∈I(U ds ) , where it holds thatf k ≈ c k (f ). This leads to the approximate partial sum
We now perform a sensitivity analysis to determine the importance of the ANOVA terms f u , |u| ≤ d s . To this end, we assume that the global sensitivity indices of our initial approximation S X I(U ds ) f , (u 1 , S X I(U ds ) f ), and the global sensitivity indices of the function f , (u 1 , S X I(U ds ) f ), behave similarly, i.e.,
Whether or not this assumption is justified may depend on many factors like the distribution of the nodes X and the structure and size of I(U ds ) in relation the function f . We then use a threshold parameter ε > 0 to form an active set of ANOVA terms
We discard the terms that are not elements of U X,y ), see (4.1), with corresponding sets for every term I u ⊆ (Z \ {0}) |u| . Using the results from the sensitivity analysis, it is now possible to choose the frequency sets not order-dependent in order to use more frequencies on terms with a higher global sensitivity index compared to a term with the same order and a lower index. We consider the Fourier partial sum
As in the first step, we use our data X and y to try and determine approximations to the Fourier coefficients by solving a least-squares problem
with matrix F U (ε) X,y = (e 2πik·x ) x∈X,k∈I(U (ε) X,y ) . Since we assumed that the matrix F ds in problem (4.3) has full rank, it follows that F U (ε) X,y has full rank and therefore the problem (4.7) has a unique solution. We use an iterative method to obtain approximate Fourier coefficientsf sol = (f k ) k∈I(U (ε) X,y ) and the approximate Fourier partial sum
The approximation error can be broken down into different parts. Let H be a subspace of Clearly, we have σ 2 (f ) ≤ f 2 L 2 . Parseval's equality and the norm estimate from 2 by 1 imply that
(4.12)
Taking the square root in (4.11), applying (4.12), and dividing by f A w yields the estimate. for every u ∈ U ds \ U and the function is of a low-dimensional structure with
Proof. We split the ANOVA truncation error as in (4.10) and prove an upper bound for the second part. We estimate the L ∞ norm of f by the absolute values of its Fourier coefficients and apply (4.13) to obtain
Estimating the sum k∈Z d |c k (f )| by f A w leads to the desired estimate.
Note that in order to prove a bound for the error in L ∞ , we have a condition on an 1 equivalent of the global sensitivity indices (u, f ).
Summary
In this paper we considered the classical ANOVA decomposition for periodic functions. We studied different index sets P u for the projections P u f and ANOVA terms f u , respectively, and proved their properties as well as formulas for the Fourier coefficients. For functions in Sobolev type spaces H w (T d ) and the weighted Wiener algebra A w (T d ) we showed that a function inherits its smoothness to both the projections and ANOVA terms.
Moreover, we proved related the smoothness of a function characterized by the decay of its Fourier coefficients to the class of functions of approximately low-dimensional structure and considered relative errors for L ∞ and L 2 weighed by the corresponding Sobolev and Wiener algebra norms. For the superposition-cutoff T d f with product and order-dependent weights w α,β , we found explicit upper bounds.
We introduced an approximation method for high-dimensional functions that consists of an approximately low-dimensional structure, see (3.2) , in Section 4. The method can be employed in black-box and scattered data approximation. In the former scenario one needs a special discretization for the index sets of type I(U ), e.g., rank-1 lattice, and in the latter an algorithm to realize an efficient multiplication with the Fourier matrices. We proved results for the ANOVA truncation error, see (4.10), in L 2 and L ∞ for functions in a Wiener algebra A w (T d ).
In [30] we consider specific spatial discretizations using single and multiple rank-1 lattices in a black-box approximation scenario. We concretize the error bounds from Section 4. Similarly, we look at scattered data approximation where the sampling nodes X are drawn uniformly. In this case we also look at the concrete error bounds.
It is possible to consider a similar analysis of the ANOVA decomposition in weighted Lebesgue spaces with orthogonal polynomials as bases, e.g., the Chebyshev system. This would also allow a generalization of the approximation method to a non-periodic setting, cf. [31] .
