We present the ground-based detection of the secondary eclipse of the transiting exoplanet WASP-19b. The observations were made in the Sloan z'-band using the ULTRACAM triple-beam CCD camera mounted on the NTT. The measurement shows a 0.088±0.019% eclipse depth, matching previous predictions based on H-and K-band measurements. We discuss in detail our approach to the removal of errors arising due to systematics in the data set, in addition to fitting a model transit to our data. This fit returns an eclipse centre, T 0 , of 2455578.7676 HJD, consistent with a circular orbit. Our measurement of the secondary eclipse depth is also compared to model atmospheres of WASP-19b, and is found to be consistent with previous measurements at longer wavelengths for the model atmospheres we investigated.
Introduction
Transiting exoplanetary systems provide an excellent opportunity to measure the physical properties of exoplanets, and can allow for the atmospheric composition and structure to be investigated. The primary transit (where the planet occults the star), combined with radial velocity measurements mean key planetary parameters, such as the radius and mass, speed CCD camera ULTRACAM (see Dhillon et al. 2007 for a description) on the European Southern Observatory (ESO) 3.5m New Technology Telescope (NTT) based at La Silla, Chile. The frame-transfer capability of ULTRACAM means that there is negligible deadtime (∼25ms) between exposures, maximising the efficiency of observations. This high-efficiency mode allows for the chip to be read out while the next data frame is being exposed, meaning the CCD can obtain thousands of images per night, in addition to exposing in three bands at once.
In order to maximise the precision during the observations, we opted to defocus the telescope (see e.g. Southworth et al. 2009 for an in-depth description of the rationale and techniques). This was further assisted thanks to ULTRACAM's design allowing for approximately 600 twilight flat-field-frames to be taken per night, giving an excellent characterisation of the pixel-to-pixel variations of the CCD. A number of steps were also taken to ensure the observations were as free from systematics as possible whilst at the telescope. A previous observing run using ULTRACAM on the NTT had discovered variable vignetting over the edge of the chip as a result of the positioning of the guide probe. In order to ensure this did not happen during our exposures, the guide probe position was carefully selected such that vignetting was avoided throughout the observations, and positioned out of the beam when obtaining flat fields.
While acquiring flat-field exposures, the telescope was spiralled so that any stars present did not remain on the same pixel over consecutive images. Sky flats were also taken near the zenith where the sky brightness as a function of altitude varies the least, minimising gradients across the chip. Over the course of the data collection, utmost care was taken for the target to remain on the same position on the chip. We carefully picked the guide star to avoid vignetting by the guide probe, continuously monitored both the x-and y-position of the target on the ULTRACAM CCD in real time, and manually corrected any drift when necessary. Doing this allowed for the drift of the target to be less than one pixel throughout the majority of the night (the mean motion of the target over all the frames was calculated to be 0.47 pixels or 0.16"). The telescope was defocussed so that the objects' point spread function (PSF) had a full-width at half-maximum (FWHM) of 4-5". Since the WASP-19 field has a number of objects at a relatively small separation from the target, 4-5" defocus was found to be the maximum possible before blending with background objects might have become an issue. Observation conditions over the night were very good, with seeing remaining at ∼1" over the course of the exposures. In addition to this, we also used the simultaneously-recorded g'-band to monitor the surface activity of the star, again, in real time. Doing this also allowed us to analyse the z'-band light curve for systematics (since the secondary eclipse signal of the planet is too faint to see in the g'-band), and since the spot/photosphere contrast is higher in the g'-band compared to the z'-band, any features on timescales longer than the secondary eclipse could also be monitored with a high degree of precision.
Calibration
4524 data frames were obtained per filter over the course of the night, each with an exposure time of ∼5.7s. We obtained approximately 120 minutes of pre-ingress data, and 90 minutes of post-egress data, meaning the out-of-eclipse portion of the lightcurve would be well-characterised (the predicted secondary eclipse duration for WASP-19b is 92.4 minutes as a comparison). Once the data had been obtained, photometry was performed first by de-biasing and applying flat-fields in the usual way. The ULTRACAM pipeline 1 was used to create apertures around the target and six bright comparison objects in the field of view (see figure 1 ). The apertures were set to a fixed radius, and the source position was tracked using a moffat fit on each frame. We also ran the entire data extraction using a Gaussian fit in order to ensure that different tracking methods did not affect how the sources were tracked over the course of observations, and there was no difference in the resulting lightcurves. The object aperture was set to a radius of 18 pixels. The inner sky aperture, used for sampling the background level, was set to a radius of 26 pixels and the outer sky aperture was set to a radius of 100 (we note here that a number of different aperture sizes were trialled, and as long as a reasonable sky background was sampled, this did not affect the target or comparison lightcurves). Since a number of background objects were in this aperture, these were masked out in order to remove them from the sky background estimation. Differential photometry was then performed on the target by dividing by the average flux of the six reference stars in the field. For the g'-band, only 5 comparisons were used since one of the reference stars became too heavily blended with 2 background objects. The u'-band had only 2 visible comparison objects, as the majority of the stars were too faint to be detected at this shorter wavelength. We do not present any of the u'-band data due to the lack of suitable comparison objects and hence, the noise present in the lightcurve.
Data Analysis
Given the challenges of obtaining a ∼1 mmag secondary eclipse detection, the majority of our data analysis has been concentrated on characterising and removing systematics that arise as a result of our ground-based observations as well as identifying any correlations which appear to be present. This section focuses on our method of identifying and removing systematic errors using a 'weighting' method in the comparison lightcurve, along with the process of decorrelation to ensure the target lightcurve is as free from systematics as possible. We also describe the fitting of a model transit to the data to infer the secondary eclipse depth and error.
Systematics
Fig. 2.-Normalised lightcurves (using a 2nd-order polynomial fit) of the target (1) and the six comparisons (2-7) corresponding to the objects shown in figure 1 after dividing through by the total comparison lightcurve. The model transit (black line) is our initial Mandel-Agol fit (see section 4.3). The 3 boxed sections in comparisons 3 and 4 indicates regions where systematic 'spikes' flagged by our analysis (see text) were high. We note here that these data points have not been rejected outright, but are merely indications of regions in which our systematic analysis flagged a number of systematic errors. At these times, these comparisons are rejected and the remaining weighting factors are adjusted to remove this effect from the total lightcurve.
Since our observations were made from the ground, systematics may be appreciable compared to the signal from any potential secondary eclipse detections. As is normal when carrying out differential photometry, we obtained the final WASP-19 lightcurve, L(t), at time t using the following formula:
where T (t) is the raw flux from the target, C n (t) is the flux from comparison star 'n', and a n (t) is the weighting factor of comparison 'n'. When carrying out differential photometry, the weighting factor is normally set to 1. In our analysis, however, we allow for the weighting factor to be switched to 0 depending on whether we identify a systematic in the raw lightcurve of the comparison object. The other weighting factors for the remaining comparisons are then adjusted together to take into account the missing flux due to the rejected comparison contribution. In our analysis, if the contribution from the comparison showed a sustained run of points which lay more than 1σ from a local mean, we rejected these points as due to a systematic -essentially if the a n (t) value in equation (1) was abnormally high or low for a number of consecutive data points. We defined a systematic region as any run of 6 or more consecutive points, all of which lay >1σ above or below the mean contribution for that comparison. Statistically, the chances of this happening are <0.001%. Once this analysis had been carried out for all comparisons, the points which had been rejected due to systematics were flagged in the total comparison lightcurve, and the weighting factors of the remaining comparisons adjusted such that this systematic was removed. Extreme care was taken to only adjust for points which showed systematic errors so as not to falsely idealise the comparison lightcurve. Figure 2 shows the lightcurves of WASP-19 (1), along with each of the comparisons (2-7), corresponding to the numbered annuli in figure 1. The boxed sections indicate regions which contained a high concentration of points which were flagged as systematics in our analysis. The majority of points rejected appear to be in comparison objects 3 and 4. As can be seen from figure 1, these objects have a large number of background objects, some of which are of appreciable brightness, and appear near the edge of the right-hand side of the CCD. This may go some way as to explaining why these objects show an increase in systematics at these times, as some background stars may have leaked into the sky annulus over these observations. In addition to this, some level of vignetting may remain, these two objects being the most susceptible to being affected due to their close proximity to the upper edge of the CCD and their close proximity to each other. The rejected points can then be removed, the contributions of the remaining comparisons increased, and the lightcurve of the target improved. Upon comparison of the pre-and postcorrection lightcurves of WASP-19, little difference is noticeable in a significant number of data points once we remove any points flagged as a systematic. Even when reducing the number of consecutive 1-σ outliers to 5 or even 4, the difference is minimal. This indicates that the WASP-19 lightcurve is robust against the systematics that we have identified arising in the comparison lightcurves. This is probably due to the fact that we have enough good comparison objects in the field to remove any significant systematic errors before our analysis.
Correlations
The presence of a correlation or anti-correlation between the flux from the target and another parameter (such as position of the star on the chip, airmass, sky background etc.) may indicate that any features present in the lightcurve (e.g. a systematic mimicking a secondary eclipse) could be related to this correlation. During our data analysis, all parameters which we were able to quantify were thoroughly tested for the presence of correlations, and if there was evidence of this, a decorrelation could be applied to check if the secondary eclipse feature remained. We thoroughly tested the following for correlations against the flux from the target; x-position, y-position, mean position (i.e. simultaneous x-and y-position on the CCD), sky background, airmass (altitude), azimuth and seeing (the FWHM of the target's PSF), in addition to investigating the relationship between the wavelength bands themselves (i.e. a direct comparison between the z'-band and g'-band). The resulting plots (see appendix) indicate that the strongest correlation was between the z'-band and sky background, where there appears to be almost a 2-component trend, where the lower sky counts appear to correlate with higher z'-band fluxes. This is shown in figure 3 , in which the points where the planet is predicted to be in secondary eclipse are highlighted. All of the other parameters which we tested for showed either no significant correlations or showed low-level correlation which disappeared after the sky correction. This analysis was also applied to each of the comparison objects in turn, in order to check for the same correlations.
Plotting the lightcurve of the sky as a function of time reveals a number of features present in the sky background over the course of observations. Figure 4 shows a number of features pre-ingress (i.e. before 0.21MJD) and post egress -when we entered dawn twilight. It can also be seen that there are no major features present in the sky background during the predicted secondary eclipse (∼0.23-0.3MJD), other than a general slope. This indicates that the sky background was well-behaved and free of any major features which may impact the target lightcurve during secondary eclipse. We note here that all correlations and tests for systematics have been cut off before 0.35MJD due to the sharp increase in sky background (due to the sunrise) after this time. It is also important to state that the object transited across the meridian just after egress (0.3MJD).
In order to adjust for the sky background, we first modelled the correlation using a polynomial fit. We then found the average value of the z'-band flux, and used this in our polynomial formula to give an adjustment factor for each data point. We then simply divided our target lightcurve by this adjustment factor in order to remove the correlation with sky. In addition to the polynomial fit, a number of other methods were also used to model the correlation (e.g. spline fit, linear fit). However, an important factor was to be able to smoothly vary from one component into the other, something which was fairly difficult to Fig. 3. -Sky vs. target z'-band, along with the 3rd-order polynomial we used to fit the trend. Points where the planet is predicted to be in secondary eclipse have been highlighted in black (asterisks). The horizontal bar indicates the range in sky background counts over which 90% of the secondary eclipse points lie. satisfactorily achieve using a spline fit. We opted to use a 3rd-order polynomial fit based on this, combined with the fact that the polynomial did remove the effects of sky brightness to an excellent degree. We tested higher-order polynomials (4th and 5th term), but the fit provided by these resulted in an over-correction, due to the spread of the points in figure 4. With higher order fits, we also found that the points in the lightcurve where the planet is in egress were affected, as these points lay where the sky brightness correlation changed rapidly. This meant we were extremely cautious both when applying our correlation correction to the target lightcurve as well as fitting the model to the secondary eclipse. We also tested how changing the polynomial at the lower sky brightness affected the target lightcurve. We discovered that altering the polynomial below 140 counts altered the post-egress data points, noting that the secondary eclipse feature was not affected by altering the order of the polynomial. This can be seen in figure 3 , where the points which correspond to the secondary eclipse (black points) are all located in the main concentration of data points (i.e. 140-170 counts sky background). The result of this correction is shown in figure 5, below. 
Transit fitting
In order to fit the lightcurve, a simple model transit was generated using the technique outlined by Mandel & Agol (2002) of an opaque disc occulting a second disc. For this, we assumed zero limb darkening for the exoplanet. Once the systematic and decorrelation analysis had been carried out, the best fit to this secondary eclipse using the MarkovChain-Monte-Carlo (MCMC) technique was found, the approach of which is described by Collier-Cameron et al. (2007) . Initially, we made the assumption that the planet is in a circular orbit around the star, and in addition the secondary eclipse times for the night we observed were fixed and accurate (in the second step of our fitting process, we allowed the transit duration, and the eclipse centre time -T 0 -to vary). In order to obtain the correct depth and associated error, we used the Transit Analysis Package (TAP) 2 to model our single transit. This is a GUI written for IDL which allows for MCMC analysis to be performed with a number of user-defined system parameters (mass ratio, period, eclipse centre, eccentricity and inclination of the system). Since we were assuming the feature present in the lightcurve was the actual secondary eclipse, the system parameters were fixed based on the values given by Hellier et al. (2011) . Our priority in this analysis was solely to obtain the eclipse depth and errors (termed 'white noise' in the TAP interface), which meant fixing the system parameters was justified (in the same manner as Gibson et al. 2010) . The TAP returned an eclipse depth and associated error of 0.1±0.02% (1.0±0.2 mmag). We then double-checked the results from the TAP using the secondary eclipse fitting routines of Gibson et al. (2010) . Since these have had a legacy of successful secondary eclipse fitting (for the same planetary system), these routines were the preferred choice to fit the eclipse depth, transit times and error. Upon employing the Gibson routines, the system parameters used were, again, from Hellier et al. (2011) , and fixed in the MCMC run. After running the routines of Gibson et al. (2010) several times whilst fixing the transit duration, the eclipse depth was found to be 0.081±0.018% (0.81±0.18 mmag), in close agreement with the result from the TAP. In the case where we allowed the transit duration to vary, however, we returned an eclipse depth of 0.088±0.019% (0.88±0.19 mmag). This was due to a shorter transit time allowing for fewer points to lie above the model, resulting in a better fit of the model to the data. When we isolate the secondary eclipse by opting to fit the transit between 0.22 and 0.32MJD from the same initial model, we return the same eclipse depth with a slightly reduced error -0.088±0.015%. This is due to the fact that we are analysing fewer points which lie predominantly above the normalisation level just before and after the secondary eclipse feature. Out of the two eclipse depths we return, we have opted to draw our conclusions from the analysis where we allowed the transit duration to vary, since our single night's data cannot put constraints on the transit duration and T 0 value with too high a level of confidence. We have also opted to draw our conclusions from the total lightcurve duration fit, as this gives a better indication of the errors present in the out-of-eclipse baseline. Table 1 shows the parameters which resulted from the MCMC analysis, and the final secondary eclipse is shown in figure 5. 
Results
The target lightcurve is shown in figure 5 . As can be seen from the uncorrected lightcurve (central data points), at time 0.1 to 0.14MJD, there appears to be a feature of a similar depth Fig. 5 .-Target lightcurve pre-and post-decorrelation, normalised using a second order polynomial. The uncorrected z'-band is shown in black (central), the z'-band data after decorrelation and systematic analysis is shown in red (lower), and the green (top) points show the g'-band data with no feature at the time of secondary eclipse (as expected). The solid black line is our best-fit model of the secondary eclipse to the data. and duration as the secondary eclipse. However, once we apply our decorrelation to this, this feature disappears, and more importantly, the feature at 0.23 to 0.3MJD (the approximate predicted ingress and egress times for the secondary eclipse) does not change. In addition to this, our analysis of the systematics on each of the comparison objects shows little variation once we apply our technique of 'weighted comparison contribution', indicating that whatever systematics remain are a feature of the target. During our decorrelation, the majority of features in the out-of-eclipse portion of the lightcurve were removed. After detrending, the secondary eclipse still remains at the same epoch, and appears to remain at a constant depth throughout the decorrelation and systematic removal process. As can be seen from figure 5, a number of the features present pre-ingress appear to be reduced once our sky correlation correction is applied. However, the secondary eclipse feature from ∼0.23-0.30MJD remains and is robust against both the systematic analysis and sky decorrelation; an indication that the feature which occurs at the predicted secondary eclipse ingress and egress times is a feature inherent to the target for this data, and not due to systematics of the comparison objects or correlations with the sky background. The systematic analysis and decorrelation method was also applied to the g'-band, and the resulting lightcurve is also shown in figure  5 (top data points). As with the z'-band, the strongest correlation for the g'-band was with sky brightness (see appendix). We used the same method to remove this trend for both bands. The sky background correlation was much more apparent in the g'-band, and once this was removed, the remaining correlations with position, altitude etc. were significantly reduced, indicating the amount of influence the sky background has on the data set. As can be seen from figure 5, the feature which appears at the correct ingress time for the secondary eclipse in the z'-band does not appear in the g'-band, indicating the feature is unique to the z'-band. This is further evidence of the detection of the secondary eclipse, as the eclipse should be too faint to detect in the g'-band, consistent with our results. When we apply a fit to the g'-band data using the same system parameters as with the z'-band lightcurve, the routines return an eclipse depth of 0.001±0.028%, negligible in comparison to the z'-band. From table 1, the T 0 parameter is returned to be 2455578.7676 HJD from our analysis when we allow the transit duration to vary. In comparison to the transit ephemerides provided by Hebb et al. (2010) , the predicted time of mid-eclipse, assuming a circular orbit is given to be 255578.76962 HJD. The shorter transit duration we obtain could be explained by the decrease in flux post-egress, possibly due to the observations transiting the meridian just after egress. This T 0 value corresponds to a phase of 0.490±0.0047, consistent with the results of Gibson et al. (2010) indicating that WASP-19b is in a circular orbit. We note here that while our formal statistical error from our MCMC fit is 0.0047, due to the noise present in the lightcurve as well as any systematics which remain unaccounted for, this error is likely to be higher. Since this is based on a single night's data, follow-up observations will undoubtedly further constrain the time of mid-eclipse, even observations made post-ingress will be helpful in constraining this parameter in addition to the eclipse times. When we take into account the error on the T 0 value, our transit duration agrees to the predicted value to ∼1.5σ, a result which again can be improved upon with additional observations. The near-infrared provides an important window for constraining the atmospheric pressuretemperature profile at depth. Atmospheric models generally indicate that the main opacity source is due to water vapour which is particularly prominent in the mid-infrared. However, in the near-infrared it has been proposed (e.g. Fortney et al. 2008 , Burrows et al. 2008 ) that an opacity window appears which allows the atmosphere to be probed more deeply to gas lying at higher pressure. For exoplanets with temperature inversions in their atmospheres, the near-infrared emission should appear weak compared to redder observations since such planets will feature a relatively cooler atmosphere at depth compared to the hotter upper atmosphere. For planets with no temperature inversion, the gas at depth is also hot, resulting in a much reduced contrast in emission properties as one scans across multiple wave- lengths. Thus, z'-band observations may provide constraints on the pressure-temperature gradient in the atmosphere, as well as an insight into the opacity mechanisms in operation (e.g. Croll et al. 2008 ). An eclipse depth of 0.088±0.018% allows us to begin to put some constraints on the atmospheric models of the planet when combining our detection with previous secondary eclipse observations of WASP-19b (Anderson et al. 2010 , Gibson et al. 2010 . Figure 6 shows a modified diagram from Budaj (2011) which overplots the previously obtained H-and K-band measurements onto various atmospheric models of WASP-19b. We have also included our estimated z'-band eclipse depth in this diagram. Our secondary eclipse observation lies somewhat above the simple black-body approximation, the closest model being the A B =0.0 (Bond albedo -a measure of how much energy is reflected and how much is turned into heat), non-black body model, in agreement with the previous H-and K-band measurements. Our data probes a distinctly different regime as far as the planetary atmospheric characteristics are concerned (note the logarithmic scale on the y-axis).
Summary
We present a detection of the secondary eclipse of the extrasolar planet WASP-19b in the Sloan z' band using the ULTRACAM CCD camera on the NTT telescope. After fitting the transit parameters, we determine a decrease in flux due to the planet passing behind the star to be 0.088±0.018%. Analysis of the dominant systematic effects in our data give us confidence that the feature which occurs at the predicted eclipse times is a real feature of the target. However, given the limitations of ground-based observations, especially at optical wavelengths, further observations at similar wavelengths will be of great benefit in further constraining the precise eclipse depth and T 0 for WASP-19b. In addition to this, the nearinfrared remains a region over which we have yet to fully explore in regard to atmospheric characterisation, and observations such as these will allow for the atmosphere at depth to be probed for hot-Jupiters.
We have demonstrated in this paper that meaningful results for ground-based secondary eclipse detections can be achieved provided that sufficient care and attention is given to ruling out systematic variations and correlations between the flux from the target, and other observable/physical parameters. -g'-band vs sky. The correlation here follows the same 2-component trend as the z ′ -band vs. sky background, but since the sky background is brighter relative to the target in the g'-band, this is unsurprising. Again, as with the z'-band data, a number of aperture sizes were trialled in order to assure no flux from the target was leaking into the sky aperture. figure 9 ) is removed, these correlations are significantly reduced, indicating sky background is the dominant source of correlations for the data set.
