Abstract-Due to its simplicity and less tedious parameter tuning over other multi-agent-based optimization algorithms, Sine Cosine Algorithm (SCA) has gotten lots of attention from numerous researchers for resolving optimization problem. However, the existing SCA tends to have low optimization precision and local minima trapping effect due to the constraint in its exploration and exploitation mechanism. To overcome this drawback, an extensive version of SCA named Improved Sine Cosine Algorithm (iSCA) has been proposed in this work. The main concept is to introduce a nonlinear control strategy to the existing SCA's exploration and exploitation process in order to synthesize the algorithm's strength. The efficiency of this suggested algorithm is assessed using 23 classical well-known benchmark functions and the results are then verified by a comparative study with several other algorithms namely Ant Lion Optimizer (ALO), Multi-verse Optimization (MVO), Spiral Dynamic Optimization Algorithm (SDA) and Sine Cosine Algorithm (SCA). Experimental results show that the iSCA is very competitive compared to the stateof-the-art meta-heuristic algorithms.
I. INTRODUCTION
Global optimization issues are continuously inevitable. As the intricacy of problems have actually been raising over the last couple of years, the requirement for brand-new optimization technique have come to be apparent than ever before. Of late, meta-heuristic optimization technique has become very popular day by day due to its simplicity, flexibility and the ability to avoid stagnation in local solution [1] . For example, some of the meta-heuristic optimization techniques such as Genetic Algorithm (GA) [2] , Gravitational Search Algorithm (GSA) [3] and Particle Swarm Optimization (PSO) [4] are fairly recognized not only among the computer science researchers but also attracts other researchers from many diverse fields such as engineering, management and medical sciences [5] .
In theory, optimization describes a series of actions in discovering the feasible ideal solutions for a particular problem from all the potential values for maximizing/minimizing its outcome. Generally, metaheuristic optimization can be distinguished into two main classes, i.e. 1) single-agent-based and 2) multi-agent-based. In the former class, the search process starts with randomization of single solution then it will improve over the sequence of iterations. Meanwhile in the latter class, the objective searching process will start with a set of random initial solutions and this solution is enhanced over the sequence of iterations. The class of multi-agent-based can be grouped in three key categories depends on the inspiration of an algorithm i.e. evolution-based, physics-based, and swarmbased methods. One of the interesting branches of the multiagent-based optimization is physics-based algorithms, which the concept was first introduced in 1996 [6] . Most of the algorithms in this domain typically simulate and replicate the physical rules in nature. The mechanism is almost similar to the evolutionary algorithms, but the search agents communicate and navigate throughout search space according to physical rules. Physics-based algorithms include many algorithms such Gravitational Local Search Algorithm (GLSA) [7] , Black Hole (BH) [8] , Big Bang Big Crunch (BBBC) [9] , Curved Space Optimization (CSO) [10] , Ray Optimization (RO) [11] and many others. This movement implemented for example using gravitational force, ray casting, electromagnetic force and weights.
Recently, there is an additional physics-based algorithm which is established by Mirjalili et al. in 2016 called Sine Cosine Algorithm (SCA) [12] . In this algorithm, the solutions were called for to update their positions relative to the most effective solution found thus far, as the destination point through sine-cosine mathematical functions. Conceptually, the SCA algorithm is simple to be implemented and has less parameter setting. So far, SCA has been successfully applied for solving feature selection problem [13] , image binarization [14] , shell and tube evaporator design problem [15] , speed reducer problem [16] and many other engineering difficulties. However, the existing SCA has the disadvantage of low optimization precision and premature convergence problem.
Therefore, a new version of SCA named Improved Sine Cosine Algorithm (iSCA) is proposed in this study to better balance the exploration and exploitation ability of the original SCA algorithm. Nonlinear functions with diverse slopes are employed to tune the parameters of classical SCA algorithm for varying exploration and exploitation combinations over the sequence of iterations. The rest of this paper is arranged as follows. The basic of conventional SCA algorithm is briefly explained in Section 2. The proposed extensive version of SCA (i.e. iSCA) algorithm is presented in Section 3. Meanwhile, the evaluation of the proposed optimization technique together with several other existing meta-heuristics algorithms using 23 classical benchmark functions are discussed in detail in Section 4. Finally, the conclusion is given in Section 5.
II. OVERVIEW OF SINE COSINE ALGORITHM (SCA)
SCA is multi-agent-based optimization algorithm which its update roles are established based on the mathematical trigonometric sine and cosine functions. Generally speaking, it is very simple from the mathematical and algorithmic viewpoints. Similar to other meta-heuristic optimization techniques, SCA starts the search process by creating set of solutions/search agents which are positioned randomly in the search space. Next off, these solutions are assessed via using the objective function. After that the algorithm keeps the better solution acquired thus far, signifies it as the location point and the solutions are updated to produce new solutions in accordance with the sine and cosine functions (see Eq. (1) and Eq. (2)). This optimization procedure will be recurring continuously until it finally halt when maximum number of iterations is achieved.
where t i X is the position of the current solution and t i P is position of the destination point in i-th dimension at t-th iterations, respectively. These two aforementioned equations are then could be composed and used as follows:
where r1, r2, r3, r4 are random variables which act as SCA's key parameters and || indicates the absolute value. The parameter r2 describes exactly how much the motion of solution approaching or leaving the destination should be and r3 carries a random weight for the destination in order to stochastically emphasize; (when r3 >1) and deemphasize; (when r3 <1) the effect of destination in specifying the distance. Parameter r4 is used to randomly switch between sine and cosine functions in Eq. (3), it is ranging between [0,1].
As the above equations show that the parameter r1 is responsible for determine the area of the next solution, this area may be either to go around space between and (i.e. exploration phase) or inside them (i.e. exploitation phase). In order to balance the exploration and exploitation capabilities, the range of sine/cosine in Eqs. (1)- (3) is updated adaptively according to the following equation:
where t is the current iterations, T is the maximum number of iterations and a is a constant which will decrease the range of sine/cosine functions linearly from a to 0 (typically a = 2) over the sequence of iterations. Basically, when the ranges of sine and cosine functions remain in the range [1, 2] and [-2, -1], the SCA will be in the global space exploration mode. Otherwise, the SCA will exploit the local search space when the ranges are in the interval of [-1, 1].
III. IMPROVED SINE COSINE ALGORITHM (ISCA)
The newly proposed version of SCA called Improved Sine Cosine Algorithm (iSCA) is discussed more specifics in this section. Briefly, the work in this research direction is focused on improving the performance of the original SCA algorithm via enhancing its updating mechanism in Eq. (4).
In its current version of the SCA algorithm, half of the iterations are dedicated to exploration phase (r1 ≥1) and also the further fifty percent are used for exploitation phase (r1 ˂1). Theoretically, exploration as well as exploitation are two contradictory cornerstones where promoting one outcomes will certainly be deteriorating the various other in returns. Mere exploration of the search area prevents an algorithm from discovering a precise estimation of the global optimum. In contrast, mere exploitation results in local optima stagnancy and once again, low quality of the approximated optimum. Appropriate selection of the control parameter can offer a much healthier balance between local exploitation and global exploration. There are various potentials to enhance the exploration and exploitation processes. Among it is by examining the mechanism of its control parameter r1. In the existing SCA algorithm, the value of r1 in Eq. (4) decreases linearly from 2 to 0. Considering that the search process of the SCA algorithm is nonlinear and also a little bit complicated, the linear control approach towards parameter r1 cannot really reveal the real search process. Based on the consideration stated above, a nonlinear decreasing control strategy which based on exponential function is then adopted in the updated mechanism of classical SCA algorithm; rather than being a linearly decreasing. This newly proposed updating mechanism is described by Eq. (5) as follows:
where t is the current iterations, T indicates the total number of iterations. Meanwhile, both α and β are the nonlinear modulation index of the proposed iSCA algorithm (i.e. constants with positive real number). By introducing this nonlinear decreasing function into the existing SCA's mechanism, the number of iterations used for exploration and exploitation can be more properly tuned. Generally, at the commencement phase of the SCA algorithm, the population has a greater diversity. A greater population diversity means that the capability to explore the global space is stronger yet the objective of this phase is to speed up convergence. Therefore, the value of control parameter 1 r in the proposed iSCA algorithm is set to a smaller value in which less than 2. On contrary at the local exploitation stage, the population should take cautious stance in order to improve the searching precision and avoiding easily local trapped phenomenon. The proposed nonlinear updating parameter 1 r variations with iterations for different values of α and β are shown in Fig. 1 and Fig. 2 , respectively. Finally, the steps of the iSCA are elucidated in Algorithm 1, where Xi is thei-th element of vector X and Pi is the i-th element of vector P. 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The proposed method is an interesting alternative to the classical version of SCA for global optimization. In order to investigate the effectiveness of iSCA in practice, a set of 23 different benchmark or test functions has been used in this experiment. Basically, these benchmark functions are categorized into three groups: unimodal benchmark function, multimodal benchmark function and fixed-dimension multimodal benchmark function. The unimodal functions (F1-F7) are suitable to be used for benchmarking the exploitation ability or the precision of the algorithm since they only have one global solution. Meanwhile, (F8-F13) are multimodal functions that are very useful to analyse the algorithm's exploration ability along with its capability to avoid poor local optima stagnancy as these multimodal functions have many local optima regions [17] . The function name, dimension, search range (i.e. the boundary of functions search space) and theoretical optimal value, Fmin are shown in Tables I-III. For verifying the results, the proposed iSCA algorithm (with its tuning parameters a =2, α =0.03 and β =0.2) is compared to Sine Cosine Algorithm (SCA) [12] , Ant Lion Optimizer (ALO) [18] , Multi-verse Optimization (MVO) [19] and Spiral Dynamic Optimization Algorithm (SDA) [20] . All these optimization algorithms were run 30 times on each benchmark functions using a total of 30 search agents and 1000 iterations. The experimental results (statistical average) are then reported in Tables IV-VI. The results of the implemented optimization algorithms will be interpreted objectively and subjectively as to judge the algorithms effectiveness in discovering feasible ideal solutions. As can be seen in unimodal test function (see Table IV ), the iSCA algorithm manage to provide the best results in five out of seven readings. The iSCA also gives very competitive results compared to MVO and SDA on functions F3 and F6 respectively. These results shows that the proposed iSCA algorithm has a great strength in searching precision of unimodal problems. For the meantime, from the experimental results of the multimodal functions in Table V it is clearly seen that the iSCA algorithm highly outperforms other algorithm on F9, F10 and F12. Next, even though SCA provides the slightly better reading in function F8, but the value is nearly the same as those produced by iSCA algorithm. The same trend can also be seen in function F13 where iSCA manages to produce slightly better results than ALO. For that reason, it can be claimed here that the iSCA algorithm not only has a high exploration capability but it also strongly prove that this proposed algorithm also able to get away from local optima stagnation problem. The rest of the results which belong to the fixed-dimension multimodal benchmark function can be observed in functions F14-F23 (see Table VI ). The resultant readings are consistent with various other test features, wherein the suggested iSCA algorithm displays very competitive results as contrasted to other optimization methods. In addition to the analysis which has been discussed above, this study has further evaluated the minimization improvement performance in percentage for all 23 benchmark functions tested and the results are displayed in Table VII . It could be clearly observed that the proposed iSCA optimization technique outperforms the classical version of SCA in the majority of the tested benchmark functions. Except for the benchmark functions F8, F14 and F20 where the SCA algorithm has a slightly better readings and another three functions (i.e. F8, F14, and F20) in which both algorithms having the same performance results, other functions have shown that iSCA algorithms is able to yield much superior scores with ≈100% improvement against its competitor especially for functions F1, F2, F10, F12 and F13. Thus, it is possible to conclude that the iSCA proved efficiency and adeptness in finding the global optimal values of optimization problems. 
V. CONCLUSION
As an innovative meta-heuristic optimization, the Sine Cosine Algorithm (SCA) has actually so much been effectively applied in numerous of areas. Here in this research, a new enhanced version of SCA algorithm (denoted as iSCA) is introduced for dealing with continual big scales optimization problems. The main idea is to properly balance the convergence speed and convergence precision by adopting the nonlinear decreasing control strategy into the existing SCA's updating mechanism. 23 typical benchmark functions are used to verify the performance of the proposed iSCA algorithm compared to standard SCA, ALO, MVO and SDA. The investigational results show that the suggested algorithm iSCA could deliver extremely competitive end results compared to the various other existing advanced algorithms in the majority of function minimization cases. These preliminary findings show that the proposed algorithm has an ability to become an effective tool for solving real world optimization problems.
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