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ABSTRACT 
Let X and Y be m X n matrices whose elements are in K, a real or complex field. 
We obtain necessary and sufficient conditions for the existence of a matrix A 
belonging to the convex hull of a certain subgroup of the general linear group GL ,,( K ) 
such that X = YA, which unite and generalize several known results concerning 
majorization. 
1. INTRODUCTION 
For any two real n-vectors x=(x,,x2 ,..., x,) and y=(yl,y, ,..., y,), let 
x* = (XT, x;, . . .) x:) and Y*=(Y:, y;,.... y,*) be the real n vectors obtained 
from x and y by rearranging their respective components in nonincreasing 
order. We write x < y if the inequalities 
i x;=G ; y;, l<k<n, U-1) 
j=l j=l 
5 xi= t yj 0.2) 
j=l j=l 
hold. An n-square matrix is called doubly stochastic if its components are all 
nonnegative and each row sum and each column sum is 1, and doubly 
substochastic if its components are all nonnegative and each row sum and 
each column sum is at most 1. The following result is due to Hardy, 
Littlewood, and Pblya [4, Theorem 461. 
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THEOREM A. Let x and y be real n-vectors. Then there exists an ndoubly 
stochastic matrix D such that x = yD if and only if x -: y. 
For a matrix A and a vector u), ]A] and 1 w 1 stand for the matrix and the 
vector whose components are the moduli of the corresponding components of 
A and w; they are called the moduli of A and w, respectively. An n-square 
matrix is called absolutely doubly substochastic if its modulus is doubly 
substochastic. If the relation (1.1) is satisfied, we write x < w y. The following 
result is due to Thompson [7]. 
THEOREM B. Let z and w be complex n-vectors. Then there exists a 
complex absolutely doubly substochastic n-matrix W such that z = WW if 
and only if IzI < wlwI. 
On the other hand, Fan [3] obtained a characterization of the relation 4 w 
concerning symmetric gauge functions. 
THEOREM C. Let x and y be nonnegative n-vectors. Then x + w y if and 
only if $(x) 6 G(y) for every symmetric gauge function $I. 
In Section 2 we obtain a theorem which unites the results above and 
moreover extends them to the multivariate and complex cases. In Sections 3 
and 4 we put down explicitly the extensions to doubly stochastic matrices and 
absolutely doubly substochastic matrices, respectively. 
2. MULTIVARIATE MAJORIZATION AND INVARIANT FUNCTIONS 
The symbol K stands for the complex field C or the real field R through 
this paper. We denote by M,,(K) the linear space with the scalar field K of 
all m x n matrices whose components are elements of K. A real inner product 
(m, *) on M,,(K) is defined by 
(X,Y) = Re 2 2 xijjjij, X,Y E Mmn(K)> 
i=l j=l 
where xi j and yi j are the (i, j)th components of X and Y respectively, gij is the 
conjugate of yi j, and Re stands for the real part. The linear space M,,(K) is 
equipped with the componentwise convergence topology. A real valued 
function 4 on M,,,,(K) is called convex if 
+((1- A)X + AY) < (I - A)$(X)+Q(Y) 
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for X E [0, l] and X, Y E M,,(K). A convex function (p on M,,(K) is called 
sublinear if it satisfies the following conditions: 
(i) @(XX)= A+(X) for A >, 0 and X E M,,(K); 
(ii) Cp(X +Y)< +(X)++(Y) for X,Y EM,,(K). 
A sublinear function + on M,,(K) is called a norm if it satisfies the following 
conditions: 
(i) G(X) > 0 for X * 0; 
(ii) @(AX)= IX]+(X) for A E K and X E M,,(K). 
We write M,,(K) instead of M,,(K). We denote by GL,(K) the set of all 
nonsingular elements of M,(K); it forms a group with the matrix product and 
the matrix inverse. For a matrix A of M,,(K), A* denotes the conjugate 
transpose of A. A subgroup & of GL,( K) is called a *-subgroup if A is closed 
under the conjugate transpose. A subset %?I of M,,(K) is called symmetric if 
XB E ‘33 for A E K with ]h] = 1 and B E 93. Let @be a subgroup of M,,(K). A 
real valued function $I on M,,(K) is called &nvariant if +(XA) = @J(X) for 
A E & and X E M,,(K). 
We need a lemma to prove a main theorem. The proof is routine and 
omitted. 
LEMMA 2.1. The set of all m X n matrices whose components are ele- 
ments of K with rank min(m, n) is dense in M,,,,,(K). 
THEOREM 2.1. Let X and Y be elements of M,,( K), and @ be a compact 
subgroup of GL,( K). Then the following statements are equivalent: 
(i) there exists an element A, of the convex hull of @ such that X = YA,; 
(if) max{(U, XA) : A E @} < max{(U, YA) : A E &?} for every U in 
M,,(K); 
(iii) $(X) < $(Y) for every @invariant sublinear function + on M,,(K); 
(iv) I/J(X) < J/(Y) for every @invariant convex function J, on M,,( K ). 
If, in addition, m < n, @ is a symmetric *-subgroup, and the convex hull 
of @ contains 0 as its interior point, then the words “sublinear finction” in 
statement (iii) can be replaced by the word “rwrm.” 
REMAN 2.1. The maxima in statement (ii) are actually attained, since 4? 
is compact. 
Proof. (i) implies (iv): Let (&?) stand for the convex hull of &. Since A, 
belongs to ( @ ), there exist nonnegative numbers X r , h 2, . . . , X p and elements 
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A,, Ag,..., A, of 8 such that A, = Cr=‘=,X,A,. Hence, for any &nvariant 
convex function #, we have 
< i X,#(YAi) = #(Y). 
i=l 
(iv) implies (iii): Obvious. 
(iii) implies (ii): It is sufficient to prove that the function 
+(x) = max((U, XA) : A E @> 
is an @invariant sublinear function for every U in M,,(K). It is easily seen 
that QI is sublinear. Since @ is a subgroup of GLJK), for each element B of @, 
we have 
+(XZ3) = max(( U, X(Z3A)) : A E @} 
= max{(U, XC) : C E a} 
= (P(X). 
(ii) implies (i): Suppose that X * YA for every A in (a). Since (@) is 
compact, the set ‘33 = (YA : A E (@)} is compact convex and X e ‘43. By the 
separation theorem, there exists an element U, of M,,(K) such that 
(U,, X) > max{(U,,YA): A E (@.>I 
> max{(Ua,YA): A E &?}. 
Since the unit n-matrix I, belongs to 8, we have 
max{(U,, XA) : A E @} > max{(U,,YA): A E a}. 
This inequality contradicts statement (ii). 
We proceed to prove the last statement of Theorem 2.1. We need only to 
show that (iii) implies (ii). First we prove that the function 
~(2) = max{(U, ZA): A E @> 
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is a norm for every U in M,,(K) with rank m. Let 2 * 0. Since @ is compact, 
the extreme points of (@) are all contained in @. Since the function 
A ++ (U, ZA) is real linear, we have 
Since 6? is closed under the conjugate transpose, (@) is so, and hence we have 
+(Z) = max{(UA*, Z): A E (@)) 
= max{(UA, Z) : A E (@)}. 
Since the rank of U is m, there exists B in M,(K) such that Z = UB. Since 0 is 
an interior point of (Q ), there exists a positive number X such that XB 
belongs to (CE). Therefore we have 
@(Z) > 00% Z) 
= qz, Z) > 0. 
Let p be an element of K. Since 6? is symmetric, we have 
lO4Z) = m={(U, z(l14A)) : A E @> 
= max{( U,(pZ)A) : A E @} 
= 4wo 
We have shown that the function $I is a norm. Suppose that (ii) does not hold. 
Then there exists U, in M,,(K) such that 
max{(U,, XA): A E &} > max{(U,,YA): A E @}. 
By Lemma 2.1, there exists V, with rank m which is sufficiently close to U,. 
Since the function U ++ max((U, XA) : A E @} is sublinear and every convex 
function on M,,,(K) is continuous (cf. [l, p. 81]), we have 
max{(V,, XA) : A E 6?} > max{(V,,YA): A E @}. 
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As shown above, the function 
+(Z) = max{(V,, ZA): A E @} 
is a norm, which contradicts statement (iii). 
3. DOUBLY STOCHASTIC MATRICES AND MAJORIZATION 
An n-square matrix is called a permutation matrix if it has elements 0 or 1 
and exactly one 1 in each row and in each column. We denote by 9” the set of 
all permutation n-matrices. The $?,-invariance of a function on M,,(R) 
coincides with the symmetry in the sense of Marshall and Olkin [S, p. 4351. 
We denote by ‘%n the set of all doubly stochastic n-matrices. Then g,, is the 
convex hull of ??,, from Birkhoff’s theorem [2]. The set ‘9” is clearly a compact 
subgroup of GL,( K). Therefore the following theorem follows from Theorem 
2.1. 
THEOREM 3.1. Let X and Y be elements of M,,,,,(K). Then the following 
statements are equivalent: 
(i) there exists an element D of 9,, such that X = YD; 
(ii) max((U, XP) : P E $?“} Q max{(U, YP) : P E qn} fm every U in 
M,,(K); 
(W +(x)Gwfi=veYq&- invariant sublineur function cp on M,,,,( K ); 
(iv) J/(X) G HY) for every %- invariant convex function # on M,,(K). 
REMARK 3.1. From Theorem 3.1 we note that the converse of [S, 
Theorem 15.C.3] holds. 
Setting m = 1 and K = C, the following corollary is obtained. 
COROLLARY 3.1. Let x and y be elements of C”. Then the following 
statemmts are equivalent: 
(i) there exists an element D of 9,, such that x = yD; 
(ii) max,Re~~_‘,,uif,i Q max,ReCy_,,u,& for every u in C”, where ?T 
ranges over all permutations of (1,2,. . . , n}; 
(iii) (p(x) 6 C+(Y) for every 9,,-invariant sublinear function + 012 C”; 
(iv) J/(x) < q(y) for every GPn-invariant convex function t/.~ on C”. 
Setting m = 1 and K = R, then the following corollary is obtained. 
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COROLLARY 3.2 (Hardy, Littlewood and Polya). Let x and y be elements 
of R”. Then the following statements are equivalent: 
(i) there exists an element D of ‘3” such that x = yD; 
(ii) x+y; 
(iii) Hz) Q NY) for every 9 ,,-invariant sublinear function + on R”; 
(iv) q(x) < J/(y) for every 9n-invariant convex fin&ion J/ on R”. 
Proof. From Theorem 3.1 we need only to show that x + y if and only if 
n n 
max C uixri d max C uiylri 
V i=l n i=l 
for every u in R”, where 7~ ranges all over the permutations of (1,2,. . . ,n}. 
This assertion is just [5, Proposition 4.B.81. n 
4. ABSOLUTELY DOUBLY SUBSTOCHASTIC MATRICES AND 
MAJORIZATION 
A matrix in M,(K) is called a generalized permutation matrix if its 
modulus is a permutation matrix. We denote by g,,(K) the set of all gener- 
alized permutation matrices in M,(K). The gn( R)-invariance of a function on 
R” coincides with the symmetry in the sense of von Neumann [6]. We denote 
by ‘?I.&( K) the set of all absolutely doubly substochastic matrices in M,(K). It 
is proved by Thompson [7] that w”(K) is a convex hull of !$(K). It is easily 
seen that gn( K) is a compact symmetric *-subgroup of GL,( K), and ‘?l&( K) 
contains 0 as an interior point. Therefore the following theorem follows from 
Theorem 2.1. 
THEOREM 4.1. Let X and Y be elements of M,,(K) and m < n. Then the 
following statements are equivalent: 
(i) there exids an element W in ‘l_&,(K) such that X = YW; 
(ii) max((U, XC) : G E 8,(K)) d max{(u,YG): G E C&(K)} for evey U 
in %JK); 
(iii) @(X)~~$(Y)forevery~JK)-invuriantnorm+onM,,(K); 
(iv) 4(X) < G(Y) for every !3,,( K )-invariant convex function I/ on M,,(K). 
Setting m = 1, we have the following corollary. The equivalence of (i) and 
(ii) is Theorem B, and the equivalence of (ii) and (iii) is a generalization of 
Theorem C. 
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COROLLARY 4.1. Let x and y be elements of K”. Then the following 
statements are equivalent: 
(i) there exists an element W of%,,(K) such that x = yW; 
(ii) I4 < ,Iyl; 
(iii) $(x) < $( y ) for evey $( K >invariant norm C$ on K”; 
(iv) JI( x) < J/(y) for every C$,( K )-invariant convex function I/J on K”. 
Proof. From [5, Proposition 4.B.81, Ix I -C w I y I if and only if 
max 5 uilX,il Q max 2 UilYril 
r i=l II i=l 
for every nonnegative element u in R”, where r ranges over all the permuta- 
tions of {1,2,. . . , n}. It is easily seen that the last inequalities hold if and only if 
max{(u,xG):GE$(K)} < max{(u, yG): G E g,,,(K)} 
for every u in K”. Hence Corollary 4.1 follows from Theorem 4.1. n 
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