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present in the mean-field model. To handle high dimensionality, our proof uses a particlewise
coupling that is contractive in a complementary particlewise metric.
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1. Introduction
Markov Chain Monte Carlo (MCMC) methods are used to sample from a target probability distri-
bution of the form µ(dx) ∝ exp(−U(x))dx. The simplest methods (e.g., Gibbs and random walk
Metropolis) display random walk behavior which slow their convergence to equilibrium. This slow
convergence motivates the Hamiltonian Monte Carlo (HMC) method, first established in [24], which
offers the potential to converge faster, particularly in high dimension [56, 34, 6, 21, 25].
The convergence properties of HMC has received increasing interest. Ergodicity was proven in
[61, 18, 62]. By drift/minorization conditions, geometric ergodicity was demonstrated in [15, 48,
26]. In [13, 50, 20], the convergence behavior is analyzed for a strongly convex potential U and
explicit bounds on convergence rates are obtained using a synchronous coupling approach. In [13],
contraction bounds were obtained for more general potentials U by developing a coupling tailored to
HMC. However, these convergence bounds deteriorate in high dimension for mean-field models (see,
in particular, (12) for the precise form of these contraction bounds for high-dimensional mean-field
models). Therefore, a new approach is needed to obtain convergence bounds that are dimension-free,
i.e., independent of the number of particles in the mean-field model.
Mean-field models play an important role in understanding statistical properties of high-dimensio-
nal systems. This connection was introduced by Kac in [41] as propagation of chaos and has been
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investigated amongst others in [53, 63, 54], for very recent related work on second-order mean-field
Langevin dynamics see [35, 36]. A key component in Kacs program was to establish bounds on
relaxation times of many-body dynamical systems that are dimension-free, see Section 1.4 of [55]
for a fuller discussion.
The behavior of HMC in high-dimensional mean-field models is also relevant, at least concep-
tually, to molecular dynamics (MD), see [4] and [32], or [45] for a mathematical perspective. MD
involves the time integration of high-dimensional Hamiltonian dynamics often coupled to a heat or
pressure bath [4, 32]. The corresponding process typically admits a stationary distribution. Time
discretization introduces an error in the numerically sampled stationary distribution. In general,
this discretization error is an extensive (i.e., dimension-dependent) quantity and deteriorates with
system size [14]. Moreover, MD simulations are often run long enough such that accuracy with
respect to a particular trajectory is completely lost. Nonetheless, the effectiveness of MD has been
empirically demonstrated, and MD is commonly used for computational drug and composite ma-
terial design. How can we account for this “unreasonable effectiveness” of MD? This paper can be
viewed as a step towards answering this challenging question.
In this paper, we consider high-dimensional mean-field models, where the potential U : Rdn → R
is a function of the form
U(x) =
n∑
i=1
(
V (xi) +

n
n∑
j=1
i6=j
W (xi − xj)
)
.
Here, V : Rd → R and W : Rd → R are twice differentiable functions,  is a real constant and
x = (x1, ..., xn) where xi ∈ Rd represents the position of the i-th particle. Usually, d is a small fixed
number that represents the dimension per particle, whereas the number n of particles is large. We
call the unary potential V the confinement potential per particle and the pairwise potential W the
interaction potential.
In its simplest form, every step of HMC uses the Hamiltonian dynamics (qt(x, v), pt(x, v)) of
the mean-field particle system with unit masses defined as the solution to the ordinary differential
equations
d
dt
qit = p
i
t
d
dt
pit = −∇iU(qt) = −∇V (qit)−

n
n∑
j=1
j 6=i
(
∇W (qit − qjt )−∇W (qjt − qit)
)
,
(1)
for i = 1, ..., n with initial value (q0, p0) = (x, v). The transition step of the Markov chain in Rdn
corresponding to HMC is given by
X(x) = qT (x, ξ),
where the initial velocity ξ ∼ N (0, Idn) is sampled independently per HMC step, and the integration
time T > 0 is a fixed constant, determining the duration of the Hamiltonian dynamics per HMC
step. The corresponding Markov chain is known as exact HMC because it uses the exact Hamiltonian
dynamics and therefore, leaves invariant the target measure µ, cf. [16].
Generally, the choice of the duration T has a large impact on the performance per HMC step. If
T is too small, we obtain a highly correlated chain indicative of random walk behavior. Whereas, if
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T is chosen too large, due to perodicities and near-perodicities, qT (x, v) can realize U-turns even as
the computational cost of the algorithm increases. This issue was observed by Mackenzie in [49], and
motivated duration randomization [56, 18, 15] and the No-U-Turn sampler [39]. In our contraction
bounds, this issue leads to conditions that limit the duration T of the Hamiltonian dynamics.
Since the Hamiltonian dynamics cannot be simulated exactly in general, a numerical version of
these dynamics comes into play to approximate the exact dynamics, and normally, the velocity
Verlet algorithm is used, cf. [47, 16]. The numerical version contains an additional parameter,
the discretization step h > 0 satisfying T ∈ hZ. Note that in the numerical version of HMC
without adjusting the algorithm by an additional acceptance-rejection step (see e.g. [56, 16]), the
corresponding Markov chain does not exactly preserve the target measure. This chain is called
unadjusted HMC. In this article we focus on unadjusted HMC because both from the viewpoint of
theory and practice adjusted HMC is unsatisfactory in high dimension. Indeed, theoretical results
indicate that adjusted HMC does not satisfy a global contraction result (see Remark 5), and even
in the product case (when  = 0), a dimension-dependent time step size (h ∝ n−1/4) is needed to
ensure that the acceptance rate in adjusted HMC is bounded away from zero as n ↑ ∞, cf. [6, 37].
We stress that both adjusted and unadjusted HMC are implementable on a computer, whereas
exact HMC is not.
The main result of this paper gives dimension-free convergence bounds for unadjusted HMC
applied to mean-field models. Our proof is motivated by the coupling approach in [13], but with
a new ‘particlewise’ coupling and a complementary particlewise metric. We now state a simplified
version of our main result, which holds in the special case of exact HMC where h = 0.
We assume that ∇V and ∇W are Lipschitz continuous with Lipschitz constants L and L˜, re-
spectively. Further, we assume that V is K-strongly convex outside a Euclidean ball of radius R,
but possibly non-convex inside this ball. Let pi(x, dy) be the transition kernel of exact HMC, and
let Wl1 denote the Wasserstein distance on Rdn based on an l1-metric l1(x) = 1n
∑n
i=1 |xi|. Then
for any two probability measures η and ν on Rdn, we show that
Wl1(ηpim, νpim) ≤Me−cmWl1(η, ν). (2)
Here, M = exp
(
5
2
(
1 + 4RT
√
L+K
K
))
and the contraction rate c is of the form
c =
1
78
(K − 3L˜)T 2 exp
(
− 10R
T
√
L+K
K
)
.
This bound holds provided the duration T and the interaction parameter  are sufficiently small,
i.e.,
5
3
LT 2 ≤ min
(1
4
,
3K
10L
,
3K
256 · 5 · 26LR2(L+K)
)
, and
||L˜ < min
(K
6
,
1
2
( K
36 · 149
)2(
T + 8R
√
L+K
K
)2
exp
(
− 40R
T
√
L+K
K
))
.
Note that both the contraction rate c and the conditions above are dimension-free. To obtain this
result, we first show contraction for a modified Wasserstein distance that is based on a specially
designed particlewise metric ρ on Rdn, i.e. , Wρ(ηpim, νpim) ≤ e−cmWρ(η, ν), and by using that ρ is
equivalent to l1, we obtain (2). From this result we deduce a dimension-free bound for the number
m of steps required to approximate the target measure µ up to a given error ˜, i.e.,Wl1(ηpim, µ) ≤ ˜.
N. Bou-Rabee, K. Schuh/Unadjusted HMC for mean-field models 4
For unadjusted HMC, we show the same contraction result provided the discretization step
h is chosen small enough and deduce that there exists a unique invariant measure µh of unad-
justed HMC. Since unadjusted HMC does not exactly preserve the target measure µ, we prove that
Wρ(µ, µh) = O(h2) provided enough regularity for U is assumed, i.e., V and W are three times dif-
ferentiable and have bounded third derivatives. If less regularity is assumed, i.e., V and W are only
twice differentiable, an O(h) bound is obtained. Both bounds are dimension-free. Invariant measure
accuracy of numerical approximations for related second-order measure preserving dynamics has
been extensively investigated in the literature [60, 51, 64, 52, 10, 14, 44, 1, 2], but it seems somewhat
new to obtain dimension-free bounds.
Other work on HMC in high dimension
The study of the behavior of HMC as dimensionality increases is carried out in other settings,
too. For example, in Bayesian inference problems with a large number of observations where the
posterior itself is not necessarily high-dimensional. In this setting, sampling the posterior directly
using HMC is computationally intractable, which motivates stochastic gradient HMC [19], the
zig-zag process [9] and the bouncy particle sampler [23]. In [65], an ADMM-type splitting of the
posterior in conjunction with a split Gibbs sampler are proposed, and a dimension-free convergence
rate for the split Gibbs sampler is obtained.
Considering the truncation of infinite dimensional probability distributions having a density with
respect to a Gaussian reference measure leads to another class of high-dimensional target measures,
which arises for instance in path integral MD, cf. [42, 11, 58], and statistical inverse problems,
cf. [22]. Dimension-free convergence bounds are obtained for the Metropolis adjusted Langevin
Algorithm [27] and for preconditioned Crank Nicholson (pCN) [38]. Moreover, preconditioned HMC
was introduced in [7]. The convergence of pHMC was analyzed under strong convexity using a
synchronous coupling [57], and by using a two-scale coupling, dimension-free convergence bounds
are obtained for semi-discrete pHMC applied to potential energies that are not necessarily globally
strongly convex [12].
Another standard approach to analyze convergence properties in high dimension is optimal scal-
ing of MCMC, see [33, 59, 8, 25]. This theory of optimal scaling provides a general way to tune the
time step size in HMC [37, 6].
While our object of study is the simplest version of HMC applied to mean-field models, there are
other variants of HMC available including one that uses a general reversible approximation of the
Hamiltonian dynamics [31], HMC with partial randomization of momentum [40, 3], preconditioned
HMC using a position dependent mass matrix [34], and adjusted HMC with delayed rejection [17].
Outline
The rest of the paper is organized as follows. In Section 2, we state the considered framework before
presenting our main results in Section 3. In Section 4, estimates used to prove the main results are
stated. Finally, Section 5, Section 6 and Section 7 contain the proofs.
2. Preliminaries
We first give the definition of unadjusted HMC applied to mean-field models and state assumptions
for the mean-field model before constructing the particlewise coupling used to obtain the contraction
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result in the next section.
2.1. Hamiltonian Monte Carlo Method
Consider a function U ∈ C2(Rdn) of the form
U(x) =
n∑
i=1
(
V (xi) +

n
n∑
j=1
j 6=i
W (xi − xj)
)
(3)
such that
∫
exp(−U(x))dx <∞ holds. Assuming all particles have unit masses, the corresponding
Hamiltonian is defined by H(x, v) = U(x) + 12 |v|2 for x, v ∈ Rdn. The HMC method is an MCMC
method for sampling from a ‘target’ probability distribution
µ(dx) = Z−1 exp(−U(x))dx, (4)
on Rdn with normalizing constant Z =
∫
exp(−U(x))dx. In particular, the HMC method generates
a Markov chain on Rdn.
Since (1) is not exactly solvable, a discretized version is considered. Here, we consider the velocity
Verlet integrator with discretization step h > 0, cf. [16]. The numerical solution produced by the
velocity Verlet integrator is interpolated by the flow (qt(x, v), pt(x, v)) of the ODE
d
dt
qit = p
i
btch −
h
2
∇iU(qbtch),
d
dt
pit = −
1
2
(∇iU(qbtch) +∇iU(qdteh)) (5)
with initial condition (q0, p0) = (x, v) where
btch = max{s ∈ hZ : s ≤ t}, dteh = min{s ∈ hZ : s ≥ t}.
The transition step of unadjusted HMC is given by x 7→ Xh(x) where Xh(x) = qT (x, ξ) and
T/h ∈ Z if h > 0. The transition kernel of the Markov chain on Rdn induced by the unadjusted
HMC algorithm is denoted by pih(x,B) = P [Xh(x) ∈ B].
If h > 0 is fixed, we write the abbreviation btc and dte instead of btch and dteh and omit the
h dependence in Xh(x). Note for h = 0, we have btc = t = dte and we obtain exact HMC with
transition step X(x) := X0(x) and transition kernel pi(x,B) := pi0(x,B). As the Hamiltonian is not
preserved by the numerical flow with h > 0, unadjusted HMC does not preserve the target measure
µ. Therefore, after we study convergence of unadjusted HMC, we then bound the error between
exact and unadjusted HMC in Section 3.
2.2. Mean-field particle model
Let U : Rdn → R be a potential function of the form (3) where V : Rd → R and W : Rd → R
are twice differentiable functions. Without loss of generality we assume that  is a non-negative
constant. Otherwise we change the sign of the interaction potential W . The following conditions
are imposed on the functions V and W for proving the contraction results for exact HMC.
Assumption 1. V has a global minimum at 0, V (0) = 0 and V (x) ≥ 0 for all x ∈ Rd.
Assumption 2. V has bounded second derivatives, i.e., L := sup ‖∇2V ‖ <∞.
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Assumption 3. V is strongly convex outside a Euclidean ball with radius R ∈ [0,∞): There exists
K ∈ (0,∞) such that for all x, y ∈ Rd with |x− y| ≥ R,
(x− y) · (∇V (x)−∇V (y)) ≥ K|x− y|2.
Assumption 4. W has bounded second derivatives, i.e., L˜ := sup ‖∇2W‖ <∞.
We note that Assumption 1 is stated for simplicity, since Assumption 3 implies that V has a local
minimum and so Assumption 1 can always be obtained by adjusting the coordinate system appro-
priately and adding a constant to V . Since V is a unary confinement potential per particle and W is
a pairwise interaction potential, note that the strong convexity constant K, the Lipschitz constants
L, L˜ and the radius R are dimension-free. By Assumption 1-Assumption 2 and Assumption 4,
|∇V (x)| = |∇V (x)−∇V (0)| ≤ L|x|, and (6)
|∇W (x− y)−∇W (y − x)| ≤ 2L˜|x− y| ≤ 2L˜(|x|+ |y|) (7)
for all x, y ∈ Rd. From (6) and Assumption 3, it follows that K is smaller than L,
K/L ≤ 1. (8)
Further, we deduce from Assumption 2 and Assumption 3 that for all x, y ∈ Rd,
(x− y) · (∇V (x)−∇V (y)) ≥ K|x− y|2 − Cˆ (9)
with Cˆ := R2(L+K) and so V is asymptotically strongly convex.
Remark 1. We note that the target measure µ(dx) ∝ exp(−U(x))dx is normalizable provided L˜ <
K/6 which is assumed in all results below. This holds, since by Assumption 4 and Assumption 3,
for all x, y ∈ Rd, we have respectively,
±W (x− y) ≤ |W (0)|+ (L˜/2)|x− y|2 + |∇W (0)||x− y|
≤ (3/2)L˜(|x|2 + |y|2) + |W (0)|+ (|∇W (0)|2/L˜) and, (10)
V (x) ≥ (K/2) max(|x|2 −R2, 0), (11)
and hence∫
Rdn
exp(−U(x))dx =
∫
Rdn
exp
(
−
∑
i
V (xi)− 
n
∑
i,j:i 6=j
W (xi − xj)
)
dx
≤
n∏
i=1
(∫
Rd
exp
(
− 1
2
(K − 6L˜)|xi|2
)
dxi exp
(K
2
R2 + |W (0)|+ |∇W (0)|
2
L˜
))
<∞.
For proving discretization error bounds, we suppose additionally for the confinement potential
V and for the interaction potential W :
Assumption 5. V is three times differentiable and has bounded third derivatives, i.e., M :=
sup ‖∇3V ‖ <∞.
Assumption 6. W is three times differentiable and has bounded third derivatives, i.e., M˜ =
sup ‖∇3W‖ <∞.
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This additional regularity gives a better order in the error bounds between exact HMC and
unadjusted HMC, see Theorem 7.
Possible interaction potentials meeting Assumption 4 and Assumption 6 are the Morse potential
[66] and the harmonic (or linear) bonding potential [5, Section 7.4.1.1], which are both used to
model interactions between particles in molecular dynamics.
Remark 2. Let us note that by (7) and (9) it holds for the potential U that
(x− y) · (∇U(x)−∇U(y)) =
n∑
i=1
(
(xi − yi) · (∇V (xi)− V (yi))
+

n
∑
j 6=i
(xi − yi) · (∇W (xi − xj)−∇W (yi − yj)−∇W (xj − xi) +∇W (yj − yi))
)
≥ K|x− y|2 − n(K + L)R2 − 2L˜
n
∑
i
∑
j 6=i
|xi − yi − (xj − yj)||xi − yi|
≥ (K − 4L˜)|x− y|2 − n(K + L)R2.
Hence, the potential U is strongly convex if R = 0 and K − 4L˜ > 0 holds. Moreover, a similar
calculation shows that ∇U is globally Lipschitz continuous with an effective Lipschitz constant of
L+4L˜. In this case, [13, Theorem 2.1] and [50, Theorem 1] have already shown contraction for exact
HMC with the dimension-free rate c = (1/2)(K − 4L˜)T 2 if (L + 4L˜)T 2 ≤ (K − 4L˜)/(L + 4L˜)
holds. Whereas, if R > 0, then the potential U is only asymptotically strongly convex provided
K − 4L˜ > 0, i.e.,
(x− y) · (∇U(x)−∇U(y)) ≥ ((K − 4L˜)/2)|x− y|
for all |x−y| ≥ Rn = R
√
2n(L+K)/(K − 4L˜). Thus, by [13, Theorem 2.3] we obtain the following
contraction rate for exact HMC
cn = (1/10) min(1, (1/4)(K − 4L˜)T 2(1 + (Rn/T ))e−Rn/(2T ))e−2Rn/T (12)
provided (L + 4L˜)T 2 ≤ min(1/4, (K − 4L˜)/(L + 4L˜), 1/(26(L + 4L˜)R2n)) holds. The condition
on T is dependent on the number n of particles and the rate cn decreases exponentially fast in the
number n of particles. This dimension dependence motivates the particlewise coupling stated next.
2.3. Construction of coupling
We establish a coupling between the transition probabilities pih(x, ·) and pih(y, ·) for two states
x, y ∈ Rdn. The key idea for the coupling is to locally couple the velocity randomizations, i.e.,
for the i-th particles in each component of the coupling separately and independently of the other
particles. This particlewise construction enables us to show a dimension-free contraction rate. The
idea for the construction for the i-th particles in each component of the coupling is adapted from
[13], see also [30]. The coupling transition step for unadjusted HMC is given by
X(x, y) = qT (x, ξ) and Y(x, y) = qT (y, η) (13)
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with qT defined in (5) and where ξ and η are the corresponding velocity refreshments for the position
x and y given in the following way: Let ξ ∈ Rdn be a normally distributed random variable. Let
Ui ∼ Unif[0, 1] be independent uniformly distributed random variables that are independent of ξ.
If |xi− yi| > R˜, where R˜ is a positive constant specified later, we apply a synchronous coupling for
the i-th particle by setting ηi = ξi. If |xi− yi| < R˜, let γ > 0 be a constant, which is specified later.
The i-th velocity refreshment of y is given by
ηi :=
{
ξi + γzi if Ui ≤ ϕ0,1(e
i·ξi+γ|zi|)
ϕ0,1(ei·ξi) ,
ξi − 2(ei · ξi)ei otherwise,
(14)
where ϕ0,1 denotes the density of the standard normal distribution, z
i = xi− yi, and ei = zi/|zi| if
|zi| 6= 0. If |zi| = 0, ei is some arbitrary unit vector. If we consider the free dynamics, i.e., U ≡ 0,
then the first case in (14) leads to a contraction of the positions in the i-th component provided
the duration T is sufficiently small, i.e., |Xi(x, y)−Yi(x, y)| = |xi − yi||1− Tγ|.
We note that each of the components ηi are normally distributed random variables by [13, Section
2.3] and that the components ηi are independent by the independent particlewise construction. This
implies η ∼ N (0, Idn), which is sufficient to verify that the constructed transition step given by
(13) is a coupling of the transition probabilities pih(x, ·) and pih(y, ·).
This local coupling construction can be adapted to other situations like Bayesian hierarchical
models where the different particles could represent the model and the hyper-parameters.
3. Main results
We first present a numerical illustration of some properties of the particlewise coupling before
stating the theoretical contraction results for unadjusted HMC.
3.1. Numerical simulations
We simulate the coupling for mean-field potentials with non-strongly convex confinement potential
to illustrate the coupling and to support our theoretical results stated in the next subsection.
We consider two mean-field models with two different confinement potentials. The first potential
is the negative logarithm of a Gaussian mixture distribution. Here, we take a mixture of 20 two-
dimensional Gaussian distributions whose means are independent uniformly distributed random
variables on the rectangle [0, 10] × [0, 10] and whose covariance matrices are the identity matrix,
cf. [46, 43, 13]. The second confinement potential is the negative logarithm of a banana-shaped
distribution for the confinement potential. In particular, V : R2 → R is given by the Rosenbrock
function V (x) = (1− x1)2 + 10(x2 − (x1)2)2, cf. [13].
For the interaction between particle i and j, we take the function W (xi − xj) = (1/2)|xi − xj |2
and  = 0.01 in Figure 1 and Figure 2. In Figure 3, we vary  and W , as indicated in the legend.
The plots in Figure 1 show realizations of the coupling with T = 1, γ = 1 and n = 10. The
evolution of a selected particle of the coupling is drawn on a contour plot of the confinement
potential. To visualize the order of the projected points they are connected by linear interpolation.
The evolution of the distance function 1n
∑n
i=1 |Xik − Yik| is given in the inset. Here, Xik and
Yik are the positions of the i-th particles of the two realizations of the coupling after k HMC
steps of duration T = 1. The simulation terminates when the distance is smaller than ˜ = 10−5.
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Fig 1. Coupling of HMC applied to mean-field models with n = 10 particles. Confinement potential is the
potential of a Gaussian mixture distribution in the left plot and of a banana-shaped distribution in the
right plot. Projection to one particle of the Markov chain is plotted on the contour graph of the potentials
and connected by a linear interpolation; inset shows the mean distance between the two components of the
coupling on a log-scale.
Fig 2. Evolution of the mean distance 1
n
∑n
i=1 |Xik − Yik| between the two components of the coupling for
HMC after k steps with n ∈ {1, 10, 100} particles.
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Fig 3. Evolution of the mean distance 1
n
∑n
i=1 |Xik − Yik| between the two components of the coupling for
HMC after k steps with n = 10 particles for various interaction parameters . This figure suggests that the
particlewise coupling does not converge if the interacction is too large.
Figure 2 shows the sample average of the mean distance 1n
∑n
i=1 |Xik −Yik| for different numbers
n ∈ {1, 10, 100} of particles. For n ∈ {1, 10} we sampled the mean distance a hundred times and
for n = 100 thirty times, since the statistical error is smaller for n large. We observe that the mean
distance decreases exponentially fast after a short time, which reflicts a factor M appearing in the
bounds in Corollary 6 given below, and the rate is dimension-free. In Figure 3, the impact of the
size of the interaction parameter  is illustrated. We observe that for small attractive and repulsive
interaction the mean coupling distance appears to converge to zero, whereas for larger interaction,
particularly for large repulsive interaction (corresponding to W (|xi − yi|) = −(1/2)|xi − yi|2) this
convergence is not observed.
3.2. Dimension-free contraction rate for unadjusted HMC
To prove contraction for unadjusted HMC, we introduce a modified distance function. Define
R˜ := 8R
√
(L+K)/K, (15)
γ := min(T−1, R˜−1/4), (16)
R1 := (5/4)(R˜+ 2T ). (17)
Note that the constants are dimension-free. Let f : R+ → R+ be given by
f(r) :=
∫ r
0
exp(−min(R1, s)/T )ds. (18)
This function is concave and strictly increasing with f(0) = 0 and f ′(0) = 1. We define a metric
ρ : Rdn × Rdn → [0,∞) by
ρ(x, y) :=
1
n
n∑
i=1
f(|xi − yi|). (19)
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This definition is motivated by [28] where it was introduced to obtain optimal contraction rates for
weakly interacting diffusions. This metric is equivalent to the l1-metric, l1(x, y) =
1
n
∑
i |xi − yi|.
Further, we define
κ := K − 3L˜. (20)
The following theorem gives a contraction result for unadjusted HMC with respect to the metric
ρ.
Theorem 3 (Contractivity for General Confinement Potential). Suppose that Assumption 1- As-
sumption 4 hold. Let R˜, γ, R1 and f be given as in (15), (16), (17) and (18). Let T ∈ (0,∞) and
h1 ∈ [0,∞) satisfy
5
3
L(T + h1)
2 ≤ min
(1
4
,
3K
10L
,
3
256 · 5LR˜2
)
, (21)
h1 ≤ KT
525L+ 235K
. (22)
Let  ∈ [0,∞) satisfy
L˜ < min
(K
6
,
1
2
(K(R˜+ T )
36 · 149
)2
exp
(
− 5 R˜
T
))
. (23)
Then for all x, y ∈ Rdn and for any h ∈ [0, h1] with T/h ∈ Z if h > 0,
E
[
ρ(X(x, y),Y(x, y))
]
≤ (1− c)ρ(x, y)
with contraction rate
c =
1
78
κT 2 exp
(
− 5R˜
4T
)
. (24)
A proof is given in Section 6.
Remark 4. The parameter c, which lower bounds the contraction rate for unadjusted HMC, is
dimension-free, which is an improvement compared to the contraction rate given in (12) obtained
by applying [13, Theorem 2.3]. However, it might depend implicitly on the number of degrees of
freedom per particle d through the parameter R˜.
Further, note that the contraction result holds only if the interaction parameter  is sufficiently
small. For larger , contraction with a dimension-free contraction rate is not guaranteed, as illus-
trated in Figure 3. In addition, the condition on  ensures normalizability of the target measure
µ(dx), see Remark 1.
Remark 5. For adjusted HMC one can show local contraction by precisely bounding the effect of
the accept-reject step. The case is considered for a general potential in [13]. In the mean-field model
for a large number n of particles, an analogous local contraction result for adjusted HMC is only
obtained for a restrictive choice of h. In particular, using the estimate for the rejection probability
of [13, Theorem 3.8] the discretization step h has to be chosen such that h−1 = O(n2).
N. Bou-Rabee, K. Schuh/Unadjusted HMC for mean-field models 12
3.3. Dimension-free bounds for distance to the target measure
We deduce from Theorem 3 global contractivity of the transition kernel pih(x, dy) with respect to
the Kantorovich distance based on ρ
Wρ(ν, η) = inf
ω∈Γ(ν,η)
∫
ρ(x, y)ω(dx, dy)
on probability measures ν, η on Rdn, where Γ(ν, η) denotes the set of all couplings of ν and η.
Since the metric ρ is equivalent to the l1-distance on Rdn, contractivity with respect to Wρ yields
a quantitative bound on the l1-Wasserstein distance on Rdn,
Wl1(νpihm, µh) := inf
ω∈Γ(νpihm,µh)
∫
1
n
n∑
i=1
|xi − yi|ω(dx, dy)
between the law after m HMC steps with initial distribution ν and invariant measure µh.
Corollary 6. Suppose that Assumption 1-Assumption 4 hold. Let T ∈ (0,∞) and h1 ∈ [0,∞)
satisfy (21) and (22). Let  ∈ [0,∞) satisfy (23). Then, for any m ∈ N, for any probability measure
ν, η on Rdn, and for any h ∈ [0, h1] with T/h ∈ Z if h > 0,
Wρ(νpihm, ηpihm) ≤ e−cmWρ(ν, η), (25)
Wl1(νpihm, ηpihm) ≤Me−cmWl1(ν, η) (26)
with c given by (24) and M = exp( 54 (2 + R˜/T )). Further, there exists a unique invariant probability
measure µh on Rdn for the transition kernel pih of unadjusted HMC and
Wl1(νpihm, µh) ≤Me−cmWl1(ν, µh).
Thus, for any constant ˜ ∈ (0,∞) the l1-Wasserstein distance ∆(m) = Wl1(νpihm, µh) w.r.t. µh
after m steps of the chain with initial distribution ν satisfies ∆(m) ≤ ˜ provided
m ≥ 1
c
(5
2
+
5R˜
4T
+ log
(∆(0)
˜
))
. (27)
A proof is given in Section 7.
To give quantitative results of the accuracy of unadjusted HMC with respect to the target
measure µ, we bound the strong accuracy of velocity Verlet. The exact dynamics started in (x, ξ)
with h = 0 is denoted by (qs(x, ξ), ps(x, ξ)) and the position of the dynamics started in (x, ξ) with
h > 0 is denoted by (q˜s(x, ξ), p˜s(x, ξ)).
Theorem 7 (Strong accuracy of velocity Verlet). Suppose that Assumption 1, Assumption 2 and
Assumption 4 hold. Let T ∈ (0,∞) satisfy (L + 4L˜)T 2 ≤ (1/4). For x ∈ Rdn, for any h > 0 with
T/h ∈ Z and k ∈ N with kh ≤ T , it holds
Eξ∼N (0,Idn)
[ 1
n
∑
i
|qikh(x, ξ)− q˜ikh(x, ξ)|
]
≤ hC2
(
d1/2 +
1
n
∑
i
|xi|
)
(28)
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with C2 depending on L, L˜,  and T . If additionally Assumption 5 and Assumption 6 are supposed,
then for x ∈ Rdn, for any h > 0 with T/h ∈ Z and k ∈ N with kh ≤ T ,
Eξ∼N (0,Idn)
[ 1
n
∑
i
|qikh(x, ξ)− q˜ikh(x, ξ)|
]
≤ h2C˜2
(
d+
1
n
∑
i
|xi|+ 1
n
∑
i
|xi|2
)
(29)
with C˜2 depending on L, L˜, , M , M˜ and T .
By applying a triangle inequality trick mentioned in [52, Remark 6.3] and by using the contraction
result of Theorem 3 we obtain a bound on the difference between the invariant measure µh and the
target measure µ. In particular, it holds
Wρ(µ, µh) =Wρ(µpi, µhpih) ≤ Wρ(µpi, µpih) +Wρ(µpih, µhpih)
≤ Wρ(µpi, µpih) + (1− c)Wρ(µ, µh).
Hence,
Wρ(µ, µh) ≤ c−1Wρ(µpi, µpih) ≤ c−1Ex∼µ, ξ∼N (0,Idn)
[ 1
n
∑
i
|qikh(x, ξ)− q˜ikh(x, ξ)|
]
.
Inserting (28), respectively (29), yields the following result.
Corollary 8. Suppose that Assumption 1-Assumption 4 hold. Let T and h1 satisfy (21). Let 
satisfy (23). Let C2 and C˜2 be as in Theorem 7. Then for h ∈ (0, h1] with T/h ∈ Z,
Wρ(µ, µh) ≤ hc−1C2
(
d1/2 +
∫
1
n
∑
i
|xi|µ(dx)
)
.
If additionally Assumption 5 and Assumption 6 are assumed, then for h ∈ (0, h1] with T/h ∈ Z,
Wρ(µ, µh) ≤ h2c−1C˜2
(
d+
∫
1
n
∑
i
|xi|µ(dx) +
∫
1
n
∑
i
|xi|2d(x)
)
.
For unadjusted HMC, Corollary 6 gives exponential convergence to the invariant measure µh. In
the next theorem, we give a bound on the number of steps to reach the target measure µ up to a
given error.
Theorem 9. Suppose that Assumption 1-Assumption 4 hold. Let T, h1 ∈ (0,∞) satisfy (22)
and (21). Let  ∈ [0,∞) satisfy (23). Let ν be a probability measure on Rdn, and let ∆(m) =
Wl1(νpihm, µ) denote the l1- Wasserstein distance to the target probability measure µ after m steps
with initial distribution ν. For some ˜ ∈ (0,∞), let m ∈ N be such that
m ≥ 1
c
(5
2
+
5R
4T
+ log
(2Wl1(µh, ν)
˜
)+)
(30)
with c given by (24). Then, there exists h2 such that for h ∈ (0,min(h1, h2)] with T/h ∈ Z,
∆(m) ≤ ˜ (31)
where for fixed K, L, L˜, , R and T , h−12 is of order O(˜−1(d1/2 +
∫
1
n
∑
i |xi|µ(dx))). If additionally
Assumption 5 and Assumption 6 are assumed, then there exists h˜2 such that for h ∈ (0,min(h1, h˜2)]
with T/h ∈ Z, (31) holds, where for fixed K, L, L˜, M , M˜ , , R and T , h˜−12 is of order O(˜−1/2(d1/2+√∫
1
n
∑
i |xi|µ(dx) +
√∫
1
n
∑
i |xi|2µ(dx))).
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A proof is given in Section 7.
Remark 10. From Theorem 9, note that the number of evaluations of the gradient ∇U(x) in each
step of duration T is of order O(1) for fixed K, L, L˜, , T , R, d and h. If we assume that the
computation of the gradient in one step is of order O(n), then the overall complexity of unadjusted
HMC is of order O(n).
4. Estimates for the dynamics (5)
4.1. Deviation from free dynamics
Here we apply the Lipschitz conditions in Assumption 2 and Assumption 4 to obtain bounds on
how far the dynamics in (5) deviates from the free dynamics, U ≡ 0. To obtain these bounds, we
assume that
(L+ 4L˜)(t2 + th) ≤ 1. (32)
This condition essentially states that the duration of the Hamiltonian dynamics in (5) is small
with respect to the fastest characteristic time-scale of the mean-field particle system represented by√
sup ‖HessU‖ ≤
√
L+ 4L˜ (see Remark 2). This bound follows from Assumption 2 and Assump-
tion 4. Further, we assume in the following that h ∈ [0,∞) such that t/h ∈ Z if h > 0. The i-th
component of the solution to (5) is denoted by (xis, v
i
s).
Lemma 11. Let x, v ∈ Rdn. Let t, h ∈ [0,∞) with t/h ∈ Z if h > 0, satisfy (32). Then for
i ∈ {1, ..., n},
max
s≤t
|xis| ≤ (1 + (L+ 2L˜)(t2 + th)) max(|xi|, |xi + tvi|) +
2L˜(t2 + th)
n
max
s≤t
∑
j 6=i
|xjs|, (33)
max
s≤t
|vis| ≤ |vi|+ (L+ 2L˜)t(1 + (L+ 2L˜)(t2 + th)) max(|xi|, |xi + tvi|)) (34)
+
2L˜t
n
(1 + (L+ 2L˜)(t2 + th)) max
s≤t
∑
j 6=i
|xjs|.
Moreover,
max
s≤t
∑
i
|xis| ≤ (1 + (L+ 4L˜)(t2 + th))
∑
i
max(|xi|, |xi + tvi|), (35)
max
s≤t
∑
i
|vis| ≤ (L+ 4L˜)t(1 + (L+ 4L˜)(t2 + th))
∑
i
max(|xi|, |xi + tvi|) +
∑
i
|vi|. (36)
A proof of Lemma 11 is provided in Section 5.
Let two processes (xs, vs), (ys, us) with initial values (x, v) and (y, u) be driven by the Hamil-
tonian dynamics in (5). We set (zs, ws) := (xs − ys, vs − us). Since (xs, vs) and (ys, us) depend
on (x, v) and (y, u), respectively, (zs, ws) depends on (x, v, y, u). By (5), the dynamics of the i-th
component of (zs, ws) is given by
d
dt
zit = w
i
btc − (h/2)(∇iU(xbtc)−∇iU(ybtc))
d
dt
wit = (1/2)(−∇iU(xbtc)−∇iU(xdte) +∇iU(ybtc) +∇iU(ydte)).
(37)
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Next, we bound the distance between the process (zis, w
i
s) and the process given by the free dynamics,
where U ≡ 0. As the particlewise coupling in Section 2.3 is designed with respect to the free
dynamics, this bound plays an important role in proving the contraction results of Section 3. It
explains why the particlewise coupling works when the distance between i-th particles is small, i.e.,
when |xi − yi| < R˜, and when the duration T and the time step h are small, i.e., when (32) is
assumed.
Lemma 12. Let x, y, v, u ∈ Rdn. Let t, h ∈ [0,∞) with t/h ∈ Z if h > 0, satisfy (32). Then for all
i ∈ {1, ..., n},
max
s≤t
|zis − zi − swi| ≤ (L+ 2L˜)(t2 + th) max(|zi + twi|, |zi|) +
2L˜(t2 + th)
n
max
s≤t
∑
j 6=i
|zjs |, (38)
max
s≤t
|zis| ≤ (1 + (L+ 2L˜)(t2 + th)) max(|zi + twi|, |zi|) +
2L˜(t2 + th)
n
max
s≤t
∑
j 6=i
|zjs |, (39)
max
s≤t
|wis − wi| ≤ (L+ 2L˜)t(1 + (L+ 2L˜)(t2 + th)) max(|zi + twi|, |zi|)) (40)
+
2L˜t
n
(1 + (L+ 2L˜)(t2 + th)) max
s≤t
∑
j 6=i
|zjs |,
max
s≤t
|wis| ≤ |wi|+ (L+ 2L˜)t(1 + (L+ 2L˜)(t2 + th)) max(|zi + twi|, |zi|)) (41)
+
2L˜t
n
(1 + (L+ 2L˜)(t2 + th)) max
s≤t
∑
j 6=i
|zjs |.
Moreover,
max
s≤t
∑
i
|zis| ≤ (1 + (L+ 4L˜)(t2 + th))
∑
i
max(|zi + twi|, |zi|), (42)
max
s≤t
∑
i
|wis| ≤ (L+ 4L˜)t(1 + (L+ 4L˜)(t2 + th))
∑
i
max(|zi + twi|, |zi|) +
∑
i
|wi|. (43)
A proof of Lemma 12 is provided in Section 5.
4.2. Bounds in region of strong convexity
Next, we obtain a bound for the difference between the positions of the i-th particles provided that
|xi − yi| > R˜ and vi = ui. We assume that
(L+ 4L˜)(t2 + th) ≤ min
( κ
L+ 4L˜
,
1
4
)
, (44)
where κ is given in (20). Further, we assume that
h ≤ Kt
525L+ 235K
. (45)
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Lemma 13. Suppose that Assumption 1-Assumption 4 hold. Let  ∈ [0,∞) be such that L˜ < K/6
holds. Let R˜ be given in (15). Let t, h ∈ [0,∞) with t/h ∈ Z if h > 0, satisfy (44) and (45). Then,
for all x, y, v, u ∈ Rdn and i ∈ {1, ..., n} such that |xi − yi| > R˜ and vi = ui,
|xit − yit|2 ≤
(
1− 1
4
κt2
)
|xi − yi|2 + 2L˜t
2
n2
(
max
s≤t
∑
j 6=i
|xjs − yjs|
)2
. (46)
A proof of Lemma 13 is given in Section 5.
5. Proof of results from Section 4
Before stating the proofs of Section 4, note that by (6) and (7) for all x, y ∈ Rdn,
|∇iU(x)| ≤ L|xi|+ 2L˜
n
∑
j 6=i
|xi − xj | ≤ (L+ 2L˜)|xi|+ 2L˜
n
∑
j 6=i
|xj | and (47)
|∇iU(x)−∇iU(y)| ≤ (L+ 2L˜)|xi − yi|+ 2L˜
n
∑
j 6=i
|xj − yj |. (48)
Further by (9) and (7), it holds for all x, y ∈ Rdn,
−(xi − yi) · (∇iU(x)−∇iU(y)) ≤ −(K − 2L˜)|xi − yi|2 + 2L˜|xi − yi| 1
n
∑
j 6=i
|xj − yj |+ Cˆ
≤ −κ|xi − yi|2 + L˜
( 1
n
∑
j 6=i
|xj − yj |
)2
+ Cˆ. (49)
It follows from the definition (15) of R˜ and the condition L˜ < K/6, which is assumed in Lemma 13,
that for all x, y ∈ Rd with |x− y| ≥ R˜,
Cˆ = R2(L+K) <
1
64
K|x− y|2 ≤ 1
32
κ|x− y|2. (50)
Proof of Lemma 11. Fix x, v ∈ Rdn. Let s ≤ t. We have from (5)
xis − xi − svi =
∫ s
0
∫ brc
0
(
− 1
2
∇iU(xbuc)− 1
2
∇iU(xdue)
)
du dr −
∫ s
0
h
2
∇iU(xbrc)dr.
We apply (47) to obtain
|xis − xi − svi| ≤
(L+ 2L˜)(t2 + th)
2
max
r≤t
(|xir − xi − rvi|+ |xi + rvi|) +
2L˜(t2 + th)
2n
max
r≤t
∑
j 6=i
|xjr|.
Invoking condition (32), we get
max
s≤t
|xis − xi − svi| ≤ (L+ 2L˜)(t2 + th) max
s≤t
|xi + svi|+ 2L˜(t
2 + th)
n
max
s≤t
∑
j 6=i
|xjs|
= (L+ 2L˜)(t2 + th) max(|xi|, |xi + tvi|) + 2L˜(t
2 + th)
n
max
s≤t
∑
j 6=i
|xjs|.
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By applying the triangle inequality, (33) is obtained. From (5) and (47), we have
|vis − vi| ≤
∫ s
0
max
u≤t
|∇iU(xu)|dr ≤ (L+ 2L˜)tmax
u≤t
|xiu|+
2L˜t
n
max
u≤t
∑
j 6=i
|xju|. (51)
We insert (33) in (51) to obtain
|vis − vi| ≤ (L+ 2L˜)t(1 + (L+ 2L˜)(t2 + th)) max(|xi|, |xi + tvi|)
+
2L˜t
n
(1 + (L+ 2L˜)(t2 + th)) max
u≤t
∑
j 6=i
|xju|.
By applying the triangle inequality, (34) is obtained. Equation (35) and (36) follow by considering
the sum over all particles, i.e., by (5) we have∑
i
|xis − xi − svi| ≤
∫ s
0
∫ r
0
1
2
∑
i
|∇iU(xbuc) +∇iU(xdue)|dudr + h
2
∫ s
0
∑
i
|∇iU(xbrc)|dr
≤ (L+ 4L˜)(t
2 + th)
2
max
r≤t
(∑
i
|xir|
)
and hence analogous to the estimate obtained for the i-th particle,
max
s≤t
∑
i
|xis − xi − svi| ≤ (L+ 4L˜)(t2 + th) max
r≤t
∑
i
|xi + rvi|
≤ (L+ 4L˜)(t2 + th)
∑
i
max(|xi|, |xi + tvi|).
By applying the triangle inequality, (35) is obtained. By (5) and (35),∑
i
|vis − vi| ≤ (L+ 4L˜)tmax
r≤t
(∑
i
|xir|
)
≤ (L+ 4L˜)t(1 + (L+ 4L˜)(t2 + th))
∑
i
max(|xi|, |xi + tvi|),
and (36) is obtained by the triangle inequality.
Proof of Lemma 12. By (48) and (37),
|zis − zi − swi|
≤
∫ s
0
∫ r
0
max
v≤t
| − ∇iU(xv) +∇iU(yv)|du dr + h
2
∫ s
0
max
v≤t
| − ∇iU(xv) +∇iU(yv)|dr
≤ (L+ 2L˜)(t
2 + th)
2
max
r≤t
|zir|+
2L˜(t2 + th)
2n
max
r≤t
∑
j 6=i
|zjr |.
Hence, we obtain similar to the previous proof
max
s≤t
|zis − zi − swi| ≤ (L+ 2L˜)(t2 + th) max(|zi|, |zi + twi|) +
2L˜(t2 + th)
n
max
s≤t
∑
j 6=i
|zjs |,
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which gives (38). Then (39) is obtained by applying triangle inequality. Next, we consider
|wis − wi| ≤
1
2
∫ s
0
(| − ∇iU(xbrc) +∇iU(ybrc)|+ | − ∇iU(xdre) +∇iU(ydre)|)dr
≤ (L+ 2L˜)tmax
r≤t
|zir|+
2L˜t
n
max
r≤t
∑
j 6=i
|zjr |,
where we again used (48) and (37). Hence, we obtain by (39),
max
s≤t
|wis − wi| ≤ (L+ 2L˜)t(1 + (L+ 2L˜)(t2 + th)) max(|zi|, |zi + twi|)
+
2L˜t
n
(1 + (L+ 2L˜)(t2 + th)) max
s≤t
∑
j 6=i
|zjs |,
which gives (40) and (41). Estimates (42) and (43) hold similarly by considering the sum over all
particles instead of considering only the i-th particle.
Proof of Lemma 13. As before, write (zs, ws) = (xs− ys, vs− us) whose dynamics is given by (37).
Then, z0 = x− y and wi0 = 0 since the velocities of the i-th component are synchronized.
Define ai(t) = |zit|2 and bi(t) = 2zit ·wit. We set up an initial value problem of the two deterministic
processes ai(t) and bi(t) and solve it to obtain the required bound for ai(t). By (37), we have
d
dt
ai(t) = bi(t) + 2zit · (wibtc − wit)− hzit · (∇iU(xbtc)−∇iU(ybtc)) = bi(t) + δi(t)
d
dt
bi(t) = −zit · (∇iU(xbtc)−∇iU(ybtc) +∇iU(xdte)−∇iU(ydte))
+ 2wit · wibtc − hwit · (∇iU(xbtc)−∇iU(ybtc))
= −zibtc · (∇iU(xbtc)−∇iU(ybtc))− zidte · (∇iU(xdte)−∇iU(ydte))
+ 2|wit|2 − 2κ|zit|2 + κ(|zibtc|2 + |zidte|2) + εi(t)
where εi(t) = εi1(t) + ε
i
2(t) + ε
i
3(t) + ε
i
4(t) and
δi(t) = zit · (2(wibtc − wit)− h(∇iU(xbtc)−∇iU(ybtc)))
εi1(t) = −(zit − zbtc) · (∇iU(xibtc)−∇iU(yibtc))
εi2(t) = −(zit − zdte) · (∇iU(xidte)−∇iU(yidte))
εi3(t) = w
i
t · (2(wibtc − wit)− h(∇iU(xbtc)−∇iU(ybtc)))
εi4(t) = κ(2|zit|2 − |zibtc|2 − |zidte|2).
By (49) the derivative of bi(t) is bounded by
d
dt
bi(t) ≤ −2κ|zit|2 +
L˜
n2
(∑
j 6=i
|zjbtc|
)2
+
L˜
n2
(∑
j 6=i
|zjdte|
)2
+ 2|wit|2 + εi(t) + 2Cˆ.
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The previous estimate leads to an initial value problem of the form
d
dt
ai(t) = bi(t) + δi(t), ai(0) = |zi0|2,
d
dt
bi(t) = −2κai(t) + βi(t) + εi(t), bi(0) = 0,
where
βi(t) ≤ L˜
n2
(∑
j 6=i
|zjbtc|
)2
+
L˜
n2
(∑
j 6=i
|zjdte|
)2
+ 2|wit|2 + 2Cˆ. (52)
Note that when h = 0, εi(t) = δi(t) = 0. By variation of parameters, ai(t) can be written as
ai(t) = cos(
√
2κ t)|zi0|2 +
∫ t
0
cos(
√
2κ(t− r))δi(r)dr
+
∫ t
0
1√
2κ
sin(
√
2κ(t− r))(βi(r) + εi(r))dr.
(53)
Taylors integral formula, i.e., cos(
√
2κ t) = 1−κt2 + (1/6) ∫ t
0
(t− s)3 cos(√2κ s)(2κ)2ds ≤ 1−κt2 +
κ2t4/6, and the fact that by (44) and (8) κ2t4 ≤ (L+ 2L˜)2t4 ≤ κt2 yield
cos(
√
2κt) ≤ 1− (5/6)κt2. (54)
Further, we get by (44) and (8)
κt2 ≤ (L+ 2L˜)t2 ≤ 1 ≤ pi2/2, and so t ≤ (pi/
√
2κ). (55)
Therefore, sin(
√
2κ(t− r)) ≥ 0 for all r ∈ [0, t]. Further,
1√
2κ
sin(
√
2κ(t− r)) ≤ (t− r). (56)
Inserting (54) and (56) in (53) yields
ai(t) ≤ (1− (5/6)κt2)|zi0|2 +
∫ t
0
|δi(r)|dr +
∫ t
0
(t− r)(|βi(r)|+ |εi(r)|)dr. (57)
For βi(t), we note that by (52), (41) with wi = 0 and (44),
|βi(t)| ≤ 2
(
(L+ 2L˜)t
5
4
|zi0|+
2L˜t
n
5
4
max
s≤t
∑
j 6=i
|zjs |
)2
+
2L˜
n2
(
max
s≤t
∑
j 6=i
|zjs |
)2
+ 2Cˆ
≤ 25
4
(L+ 2L˜)2t2|zi0|2 +
(
25
2L˜2t2
n2
+
2L˜
n2
)(
max
s≤t
∑
j 6=i
|zjs |
)2
+ 2Cˆ. (58)
Note that by (8), (44) and since by assumption L˜ < K/6,
L˜(t2 + th) ≤ (1/10)(K + 4L˜)(t2 + th) ≤ (1/10)(L+ 4L˜)(t2 + th) ≤ 40−1. (59)
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Hence, by (58) we obtain for the integral containing βi(t) in (57)∫ t
0
(t− r)|βi(r)|dr
≤
∫ t
0
(t− r)
(25
4
r2(L+ 2L˜)2|zi0|2 +
(
25
r22L˜2
n2
+
2L˜
n2
)(
max
s≤t
∑
j 6=i
|zjs |
)2
+ 2Cˆ
)
dr
≤ 25
48
t4(L+ 2L˜)2|zi0|2 +
( 25
12 · 40 + 1
)L˜t2
n2
(
max
s≤t
∑
j 6=i
|zjs |
)2
+ Cˆt2, (60)
where the last step follows by (59).
Next, we bound δi(t) and εi(t). To bound δi(t) and εi3(t), we note that by (37) and (48)
|wibtc − wit| ≤
∣∣∣ ∫ t
btc
d
ds
wisds
∣∣∣ ≤ h
2
|∇iU(xbtc) +∇iU(xdte)− (∇iU(ybtc) +∇iU(ydte))|
≤ h
(
(L+ 2L˜)zi,∗t +
2L˜
n
max
s≤t
∑
j 6=i
|zjs |
)
where zi,∗t = maxs≤t |zis|. Hence, by (48), (39) with wi = 0 and (44)
|2(wibtc − wit)− h(∇iU(xbtc)−∇iU(ybtc))| ≤ 3h
(
(L+ 2L˜)zi,∗t +
2L˜
n
max
s≤t
∑
j 6=i
|zjs |
)
≤ 3h
(5
4
(L+ 2L˜)|zi0|+
5
2
L˜
n
max
s≤t
∑
j 6=i
|zjs |
)
. (61)
Hence by (61), (41) with wi = 0 and (59),
max
s≤t
|δi(s)| ≤ 3h
(5
4
|zi0|+
2L˜(t2 + th)
n
max
s≤t
∑
j 6=i
|zjs |
)
·
(5
4
(L+ 2L˜)|zi0|+
5
2
L˜
n
max
s≤t
∑
j 6=i
|zjs |
)
≤ 3h
(25
16
(L+ 2L˜)|zi0|2 +
15
4
L˜|zi0|
1
n
max
s≤t
∑
j 6=i
|zjs |+
L˜
8n
max
s≤t
(∑
j 6=i
|zjs |
)2)
(62)
≤ h
(75L
16
+ 15L˜
)
|zi0|2 + h
6L˜
n2
max
s≤t
(∑
j 6=i
|zjs |
)2
, (63)
Note that Young’s product inequality is used in (62) to bound the cross term. Similarly, by (61),
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(39) with wi = 0, (41) with wi = 0 and (59),
max
s≤t
|εi3(s)|
t
2
≤ 3h t
2
(5
4
(L+ 2L˜)t|zi0|+
5
4
2L˜t
n
max
s≤t
∑
j 6=i
|zjs |
)(5
4
(L+ 2L˜)|zi0|+
5
2
L˜
n
max
s≤t
∑
j 6=i
|zjs |
)
≤ 3ht
2
2
(25
16
(L+ 2L˜)2|zi0|2 +
25
4
(L+ 2L˜)|zi0|
L˜
n
max
s≤t
∑
j 6=i
|zjs | (64)
+
25
4
(L˜
n
max
s≤t
∑
j 6=i
|zjs |
)2)
≤ h75(L+ 2L˜)
64
|zi0|2 + h
15
32
L˜
n2
max
s≤t
(∑
j 6=i
|zjs |
)2
, (65)
Note that Young’s product inequality is used to bound the cross term in (64).
To bound εi1(t), ε
i
2(t) and ε
i
4(t), we note that by (37) and (48)
|zibtc − zit| =
∣∣∣ ∫ t
btc
d
ds
zisds
∣∣∣ ≤ h|wibtc − h2 (∇iU(xbtc)−∇iU(ybtc))|
≤ hwi,∗t +
h2
2
(L+ 2L˜)zi,∗t +
h2L˜
n
max
s≤t
∑
j 6=i
|zjs | (66)
where wi,∗t = maxs≤t |wis|. Similarly,
|zidte − zit| ≤ hwi,∗t +
h2
2
(L+ 2L˜)zi,∗t +
h2L˜
n
max
s≤t
∑
j 6=i
|zjs |. (67)
Hence, by (66), (67), (39) with wi = 0, (41) with wi = 0, and (48),
max
s≤t
(|εi1(s) + εi2(s)|)
t
2
≤ th
(
(L+ 2L˜)zi,∗t +
2L˜
n
max
s≤t
∑
j 6=i
|zjs |
)
·
(
wi,∗t +
h
2
(L+ 2L˜)zi,∗t +
hL˜
n
max
s≤t
∑
j 6=i
|zjs |
)
≤ th
(5
4
(L+ 2L˜)|zi0|+
5L˜
2n
max
s≤t
∑
j 6=i
|zjs |
)(
(L+ 2L˜)
(
t+
h
2
)5
4
|z0|+ 2L˜
n
5
4
(
t+
h
2
)
max
s≤t
∑
j 6=i
|zjs |
)
≤ ht
(
t+
h
2
)(
(L+ 2L˜)2
25
16
|zi0|2 +
25
4
(L+ 2L˜)L˜|zi0|max
s≤t
1
n
∑
j 6=i
|zjs |+
25
4
(L˜)2
n2
max
s≤t
(∑
j 6=i
|zjs |
)2)
≤ ht
(
t+
h
2
)(25
8
(L+ 2L˜)2|zi0|2 +
25(L˜)2
2n2
max
s≤t
(∑
j 6=i
|zjs |
)2)
≤ h25
32
(L+ 2L˜)|zi0|2 + h
5L˜
16n2
max
s≤t
(∑
j 6=i
|zjs |
)2
. (68)
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Note that Young’s product inequality is used to bound the cross term in the third step and (44)
and (59) are used in the last step. For εi4(t), we obtain by (66) and (67),
max
s≤t
|εi4(s)|
t
2
≤ t
2
κmax
s≤t
|(zis + zibsc) · (zis − zibtc) + (zis + zidse) · (zis − zidse)|
≤ 2thκzi,∗t
(
wi,∗t +
h
2
(L+ 2L˜)zi,∗t +
hL˜
n
max
s≤t
∑
j 6=i
|zjs |
)
≤ 2th
(5
4
(L+ 2L˜)|zi0|+
5L˜
2n
max
s≤t
∑
j 6=i
|zjs |
)
(69)
·
(
(L+ 2L˜)
(
t+
h
2
)5
4
|zi0|+
2L˜
n
5
4
(
t+
h
2
)
max
s≤t
∑
j 6=i
|zjs |
)
≤ 2ht
(
t+
h
2
)(
(L+ 2L˜)2
25
16
|zi0|2 +
25
4
(L+ 2L˜)L˜|zi0|max
s≤t
1
n
∑
j 6=i
|zjs |
+
25
4
(L˜)2
n2
max
s≤t
(∑
j 6=i
|zjs |
)2)
≤ 2ht
(
t+
h
2
)(25
8
(L+ 2L˜)2|zi0|2 +
25(L˜)2
2n2
max
s≤t
(∑
j 6=i
|zjs |
)2)
≤ h25
16
(L+ 2L˜)|zi0|2 + h
5L˜
8n2
max
s≤t
(∑
j 6=i
|zjs |
)2
(70)
where (69) follows by (39) with wi = 0 and (41) with wi = 0 and since by (8) κ ≤ (L+ 2L˜). Note
that Young’s product inequality is used to bound the cross term in the third step.
Therefore, by (63), (65), (68) and (70)∫ t
0
(
(t− r)|εi(r)|+ |δi(r)|
)
dr
≤ t
2
2
(max
s≤t
(|εi1(s) + εi2(s)|) + max
s≤t
|εi3(s)|+ max
s≤t
|εi4(s)|) + tmax
s≤t
|δi(s)|
≤ ht
(25
32
(L+ 2L˜) +
75
64
(L+ 2L˜) +
25
16
(L+ 2L˜) +
75
16
L+ 15L˜
)
|zi0|2
+ ht
( 5
16
+
15
32
+
5
8
+ 6
)L˜
n2
max
s≤t
(∑
j 6=i
|zjs |
)2
= ht
(525
64
L+
235
64
K
)
|zi0|2 + ht
237
32
L˜
n2
max
s≤t
(∑
j 6=i
|zjs |
)2
(71)
where we used L˜ < K/6 in (71). We note that by (45), (8) and since by assumption L˜ < K/6,
h
(525
64
L+
235
64
K
)
≤ Kt
64
≤ κt
32
(72)
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and
h
237
32
≤ 237
32
Kt
525L+ 235K
≤ 1
2
t (73)
Therefore, by (71), (72) and (73)∫ t
0
(
(t− r)|εi(r)|+ |δi(r)|
)
dr ≤ t2
( κ
32
|z0|2 + L˜
2n2
max
s≤t
(∑
j 6=i
|zjs |
)2)
. (74)
Inserting (60) and (74) in (57) and applying (44) yields,
ai(t) ≤
(
1− 5
6
κt2
)
|zi0|2 +
25
48
κt2|zi0|2 +
( 5
96
+ 1
)L˜t2
n2
(
max
s≤t
∑
j 6=i
|zjs |
)2
+ Cˆt2
+ t2
( κ
32
|zi0|2 +
L˜
2n2
(
max
s≤t
∑
j 6=i
|zjs |
)2)
.
By (50), we obtain for x, y ∈ Rdn with |xi − yi| > R˜,
|zit|2 ≤
(
1−
(5
6
− 25
48
− 2
32
)
κt2
)
|zi0|2 +
(
1 +
5
96
+
1
2
)L˜t2
n2
(
max
s≤t
∑
j 6=i
|zjs |
)2
≤
(
1− 1
4
κt2
)
|zi0|2 + 2
L˜t2
n2
(
max
s≤t
∑
j 6=i
|zjs |
)2
,
as required.
6. Proof of main contraction result
For the proof of Theorem 3, we write Ri and ri for ri(x, y) = |xi − yi| and Ri(x, y) = |Xi(x, y) −
Yi(x, y)| for fixed x, y ∈ Rdn. Further, we write ris = |qis(x, ξ) − qis(y, η)| for the distance between
the two positions at time s satisfying (5) where ξ, η are the velocities coupled using the construction
given in Section 2.3. Further, we denote z = x− y and w = ξ − η.
Proof of Theorem 3. Note that (21) and (23) imply
κ ≥ (1/2)K and L+ 4L˜ ≤ L+ (2K/3) ≤ (5/3)L. (75)
Hence, we obtain by (21)
(L+ 4L˜)(T + h1)
2 ≤ min
(1
4
,
κ
L+ 4L˜
,
1
256(L+ 4L˜)R˜2
)
. (76)
Moreover, the following inequalities are satisfied,
γT ≤ 1, (77)
(L+ 4L˜)(T + h) ≤ γ/4, (78)
γR˜ ≤ 1/4, (79)
exp(T−1(R1 − R˜)) ≥ 12. (80)
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Inequalities (77) and (79) follow by (16), (78) follows by (16) and (76), and the inequality (80)
follows by (17).
We first prove a bound on E[f(Ri)− f(ri)] for each particle i similarly to the strategy to bound
E[f(R) − f(r)] in [13, Proof of Theorem 2.4]. We split the calculation of this expectation in two
cases depending on the applied coupling.
Case 1: ri = |xi−yi| > R˜. In this case, the initial velocities of the i-th particles are synchronized,
i.e., wi = 0. By concavity of the function f , by Lemma 13 and since
√
1− a ≤ 1− a/2 for a ∈ [0, 1), (81)
we obtain
E[f(Ri)− f(ri)] ≤ f ′(ri)E[Ri − ri]
≤ f ′(ri)
(
− 1
8
κT 2
)
ri + f ′(ri)
√
2L˜
T
n
E
[
max
s≤T
∑
j 6=i
rjs
]
. (82)
Case 2: ri = |xi − yi| ≤ R˜. In this case, since the distance between the i-th particles is smaller
than R˜, the initial velocities of the i-th particles satisfy wi = −γzi with maximal possible probability
and otherwise a reflection is applied. These disjoint possibilities motivate splitting the expectation
E[f(Ri)− f(ri)] as follows
E[f(Ri)− f(ri)] = E[f(Ri)− f(ri), {wi = −γzi}]
+ E[f(R1 ∧Ri)− f(ri), {wi 6= −γzi}]
+ E[f(Ri)− f(R1 ∧Ri), {wi 6= −γzi}] = I + II + III.
First, we bound the probability P[wi 6= −γzi], which equals the total variation distance between
a standard normal distribution with zero mean and a normal distribution with mean γzi and unit
variance, cf. Lemma 4.4 of [12]. Note using the coupling characterization of the TV distance, this
representation shows that the coupling ξi − ηi = −γzi holds with maximal probability. By (79),
P[wi 6= −γzi] =
∫ γ|zi|/2
−γ|zi|/2
1√
2pi
(
exp
(
− 1
2
x2
)
− exp
(
− 1
2
(
x− γ|zi|
)2))+
dx
≤ 2√
2pi
∫ γ|zi|/2
0
exp
(
− 1
2
x2
)
dx ≤ 2√
2pi
γ|zi|
2
<
1
10
. (83)
Next, we bound I, II and III. For I, we note that on the set {wi = −γzi}, by (38) and (78)
Ri ≤ (1− γT )|zi|+ (L+ 2L˜)(T 2 + Th)|zi|+ 2L˜
n
(T 2 + Th) max
s≤T
∑
j 6=i
|zjs |
≤ |zi|
(
1− γT + γT
4
)
+
2L˜
n
(T 2 + Th) max
s≤T
∑
j 6=i
rjs
=
(
1− 3γT
4
)
ri +
2L˜
n
(T 2 + Th) max
s≤T
∑
j 6=i
rjs.
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Hence by concavity of f and by (83),
I ≤ −f ′(ri)3
4
γTriP[wi = −γzi] + f ′(ri)E
[2L˜
n
(T 2 + Th) max
s≤T
∑
j 6=i
rjs
]
≤ −f ′(ri)27
40
γTri + f ′(ri)
2L˜
n
(T 2 + Th)E
[
max
s≤T
∑
j 6=i
rjs
]
. (84)
To bound II, note that by (18) for r, s ≤ R1,
f(s)− f(r) =
∫ s
r
e−t/T dt = T (e−r/T − e−s/T ) ≤ Te−r/T = Tf ′(r).
Therefore, by (83)
II ≤ Tf ′(ri)P[wi 6= −γzi] ≤ Tf ′(ri) γr
i
√
2pi
<
2
5
γTrif ′(ri). (85)
where we used the bound 1/
√
2pi < 2/5. For III, we get by concavity of f
III ≤ f ′(R1)E[(Ri −R1)+, {wi 6= −γzi}]. (86)
If wi 6= −γzi, then wi = 2(ei · ξi)ei with ei = zi/|zi| and hence |zi + Twi| = |ri + 2Tei · ξi|. This
computation and (39) yield
Ri ≤ (1 + (L+ L˜)(T 2 + Th)) max(|ri + 2Tei · ξi|, ri) + 2L˜(T
2 + Th)
n
max
s≤T
∑
j 6=i
rjs.
Hence by (76) and since (5/4)ri −R1 ≤ (5/4)R˜−R1 ≤ 0,
E[(Ri −R1)+, {wi 6= −ziγ}]
≤ E
[(5
4
max(|ri + 2Tei · ξi|, ri) + 2L˜(T
2 + Th)
n
max
s≤T
∑
j 6=i
rjs −R1
)+
, {wi 6= −γzi}
]
≤ E
[(5
4
|ri + 2Tei · ξi| −R1
)+
, {wi 6= −γzi}
]
+ E
[2L˜(T 2 + Th)
n
max
s≤T
∑
j 6=i
rjs
]
. (87)
For the first term, where only the i-th particle is involved, we follow the calculations in the proof
N. Bou-Rabee, K. Schuh/Unadjusted HMC for mean-field models 26
of [13, Theorem 2.4],
E
[(5
4
|ri + 2Tei · ξi| −R1
)+
, {wi 6= −γzi}
]
=
∫ ∞
−∞
(5
4
|ri + 2Tu| −R1
)+ 1√
2pi
(
exp
(
− u
2
2
)
− exp
(
− (u + γr
i)2
2
))+
du
=
∫ ∞
− γri2
(5
4
|ri + 2Tu| −R1
)+ 1√
2pi
(
exp
(
− u
2
2
)
− exp
(
− (u + γr
i)2
2
))
du
=
∫ γzi
2
− γri2
(5
4
|ri + 2Tu| −R1
)+ 1√
2pi
exp
(
− u
2
2
)
du
+
∫ ∞
γri
2
((5
4
|ri + 2Tu| −R1
)+
−
(5
4
|ri + 2(u− γri)T | −R1
)+) 1√
2pi
exp
(
− u
2
2
)
du
≤
∫ ∞
γri
2
(5
4
2γriT
) 1√
2pi
exp
(
− u
2
2
)
du ≤ 5
4
γTri. (88)
Hence by (80), (86), (87) and (88),
III ≤ f ′(R1)
(5
4
γTri + E
[2L˜(T 2 + Th)
n
max
s≤T
∑
j 6=i
rjs
])
≤ f ′(ri)
( 5
48
γTri +
L˜(T 2 + Th)
6n
E
[
max
s≤T
∑
j 6=i
rjs
])
. (89)
We combine the bounds on I, II and III in (84), (85) and (89) respectively, to obtain for ri ≤ R˜,
E[f(Ri)− f(ri)] ≤ −f ′(ri)27
40
γTri + f ′(ri)
2
5
γTri + f ′(ri)
5
48
γTri
+ f ′(ri)
(2L˜(T 2 + Th)
n
+
L˜(T 2 + Th)
6n
)
E
[
max
s≤T
∑
j 6=i
rjs
]
≤ −f ′(ri) 41
240
γTri + f ′(ri)
13L˜(T 2 + Th)
6n
E
[
max
s≤T
∑
j 6=i
rjs
]
. (90)
Next, we combine (82) and (90) and sum over i to obtain
E
[∑
i
(f(Ri)− f(ri))
]
≤ −min
( 41
240
γT,
1
8
κT 2
)∑
i
rif ′(ri)
+ max
(13L˜(T 2 + Th)
6
,
√
2L˜T
) 1
n
∑
i
f ′(ri)E
[
max
s≤T
∑
j 6=i
rjs
]
.
(91)
To bound the expectation in the last term of (91) we note that when wj 6= −γzj , then wj =
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2(ej · ξj)ej with ej = zj/|zj |, and hence by (79),
E
[
|wj |1{rj<R˜}∩{wj 6=−γzj}
]
= 1{rj≤R˜}
∫ ∞
− γrj2
2|x|√
2pi
(
exp
(
− x
2
2
)
− exp
(
− (x + γr
j)2
2
))
dx
= 1{rj≤R˜}
(∫ ∞
− γrj2
1√
2pi
2|x| exp
(
− x
2
2
)
dx−
∫ ∞
γrj
2
1√
2pi
2|x− γrj | exp
(
− x
2
2
)
dx
)
≤ 1{rj≤R˜}
(∫ γrj2
− γrj2
1√
2pi
2|x| exp
(
− x
2
2
)
dx +
∫ ∞
γrj
2
1√
2pi
2γrj exp
(
− x
2
2
)
dx
)
≤ 1{rj≤R˜}
(
(γrj)2 + γrj
)
≤ 1{rj≤R˜}
(1
4
γrj + γrj
)
≤ 5
4
γrj . (92)
Then we obtain by (42), by (76), and since for wj = −γzj , |zj + Twj | ≤ |zj |,
E
[
max
s≤T
∑
j 6=i
rjs
]
≤ 5
4
E
[∑
j
max(|zj + Twj |, |zj |)
]
≤ 5
4
E
[∑
j
|zj |+
∑
j
T |wj |1{rj<R˜}∩{wj 6=−γzj}
]
=
5
4
∑
j
|zj |+ 5
4
T
∑
j
E
[
|wj |1{rj<R˜}∩{wj 6=−γzj}
]
≤ 45
16
∑
j
rj , (93)
where last step holds by (92) and (77). Hence inserting (93) in (91),
E
[∑
i
(f(Ri)− f(ri))
]
≤ −min
( 41
240
γT,
1
8
κT 2
)∑
i
f ′(ri)ri
+
∑
i
f ′(ri) max
(13L˜(T 2 + Th)
6
,
√
2L˜T
) 1
n
45
16
∑
j
rj .
(94)
Since by (78) κT 2 ≤ Tγ/4, the minimum in (94) is attained at 18κT 2. Since (8), (76) and (23) imply
(59) with t = T , it holds (13/6)L˜(T 2 + Th) ≤ 13/(6√40)
√
L˜(T 2 + Th). Hence, the maximum in
(94) is attained at
√
2L˜T . The minimum of r
if ′(ri)
f(ri) is attained at R1 defined in (17),
inf
ri
rif ′(ri)
f(ri)
=
R1 exp(−R1/T )
T (1− exp(−R1/T )) ≥
5
4
( R˜
T
+ 2
)
= exp
(
− 5R˜
4T
)
exp
(
− 5
2
)
(95)
and it holds by (17) that
∑
i
f ′(ri)
1
n
rj ≤ f(r
j)
f ′(rj)
≤ exp
(R1
T
)
f(rj) = exp
(5R˜
4T
)
exp
(5
2
)
f(rj) (96)
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where we used that f(rj) ≥ rjf ′(rj) and exp(−R1/T ) ≤ f ′(ri) ≤ 1. Hence,
E
[∑
i
(f(Ri)− f(ri))
]
≤ −1
8
κT 2
5
4
( R˜
T
+ 2
)
exp
(
− 5R˜
4T
)
exp
(
− 5
2
)∑
i
f(ri)
+
√
2L˜T
45
16
exp
(5
2
)
exp
(5R˜
4T
)∑
i
f(ri)
≤ − 1
78
κT 2 exp
(
− 5R˜
4T
)∑
i
f(ri),
where the last step holds by (23).
7. Proofs of results from Section 3.3
Proof of Corollary 6. This proof works analogously to the proof of [13, Corollary 2.6] and uses
essentially [13, Lemma 6.1]. By Theorem 3, the contractivity condition
E[ρ(X(x, y),Y(x, y))] ≤ e−cρ(x, y) (97)
is satisfied for the coupling (X(x, y),Y(x, y)). Let ν, η be probability measures on Rdn and let ω be
an arbitrary coupling of ν and η. By [13, Lemma 6.1], there exists a Markov chain (Xm,Ym)m≥0 on
a probability space (Ω˜, A˜, P˜ ) such that (X0,Y0) ∼ ω, (Xm), (Ym) are Markov chains each having
transition kernel pih and initial distributions ν and η, respectively, and Mm = e
cmρ(Xm,Ym) is a
non-negative supermartingale. Then, for all m ∈ N,
Wρ(νpihm, ηpihm) ≤ E[ρ(Xm,Ym)] ≤ e−cmE[ρ(X0,Y0)] = e−cm
∫
ρdω.
Since ω is chosen arbitrary, we take the infimum over all couplings ω ∈ Γ(ν, η) and obtain (25). The
bound (26) follows by ∑
i
|xi − yi| ≤ eR1/T
∑
i
ρi(x, y) ≤ eR1/T
∑
i
|xi − yi|, (98)
which holds by (18) and by rf ′(r) ≤ f(r). The existence of a unique probability measure µh on
Rdn holds by (26) and by Banach-fixed point theorem, c.f. [29, Theorem 3.9]. Since µhpihm = µh
for all m, ∆(m) ≤ eR1/T e−cm∆(0). Hence, for a given ˜ > 0, ∆(m) ≤ ˜ holds for (27) by (17).
Proof of Theorem 7. This proof uses essentially standard numerical analysis techniques and a pri-
ori estimates given in Lemma 11. Fix x, ξ ∈ Rdn. Denote by (xs, vs) = (qs(x, ξ), ps(x, ξ)) the
Hamiltonian dynamics driven by (1). Set xik := q
i
kh(x, ξ), x˜
i
k := q˜
i
kh(x, ξ), v
i
k := p
i
kh(x, ξ) and
v˜ik := p˜
i
kh(x, ξ). By (1) and (5), it holds
|xik+1 − x˜ik+1| ≤ |xik − x˜ik|+ h|vik − v˜ik|+
∣∣∣ ∫ (k+1)h
kh
∫ u
kh
∇iU(xr)−∇iU(x˜k)drdu
∣∣∣,
|vik+1 − v˜ik+1| ≤ |vik − v˜ik|+
∣∣∣ ∫ (k+1)h
kh
(1
2
∇iU(x˜k)−∇iU(xu) + 1
2
∇iU(x˜k+1)
)
du
∣∣∣.
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By (48) and (5),∑
i
∣∣∣∇iU(xr)−∇iU(x˜k)∣∣∣ ≤∑
i
∣∣∣∇iU(xr)−∇iU(xk)∣∣∣+∑
i
∣∣∣∇iU(xk)−∇iU(x˜k)∣∣∣
≤
∑
i
∣∣∣ ∫ r
kh
vs · ∇∇iU(xs)ds
∣∣∣+ (L+ 4L˜)∑
i
|xik − x˜ik|
≤
∑
i
∣∣∣ ∫ r
kh
(L+ 4L˜)visds
∣∣∣+ (L+ 4L˜)∑
i
|xik − x˜ik|
≤
∑
i
(L+ 4L˜)
(
h
(21
16
|vi0|+
5
4
(L+ 4L˜)T |xi0|
)
+ |xik − x˜ik|
)
,
where (36) and (L+ 4L˜)T 2 ≤ (1/4) is used in the last step. Analogously,∑
i
(
−∇iU(xu) + 1
2
∇iU(x˜k) + 1
2
∇iU(x˜k+1)
)
≤
∑
i
(L+ 4L˜)
(
h
(21
16
|vi0|+
5
4
(L+ 4L˜)T |xi0|
)
+
1
2
|xik − x˜ik|+
1
2
|xik+1 − x˜ik+1|
)
. (99)
Then for any initial position x ∈ Rdn,
E
[ 1
n
∑
i
|xik+1 − x˜ik+1|
]
≤
(
1 +
h2(L+ 4L˜)
2
)
E
[ 1
n
∑
i
|xik − x˜ik|
]
+ hE
[ 1
n
∑
i
|vik − v˜ik|
]
+
h3
2
M1,
and
E
[ 1
n
∑
i
|vik+1 − v˜ik+1|
]
≤ E
[ 1
n
∑
i
|vik − v˜ik|
]
+ h2M1
+
(L+ 4L˜)h
2
(
E
[ 1
n
∑
i
|xik+1 − x˜ik+1|
]
+ E
[ 1
n
∑
i
|xik − x˜ik|
]) (100)
with M1 := Eξ∼N (0,Idn)[
1
n
∑
i(L+ 4L˜)(
21
16 |ξi|+ 54 (L+ 4L˜)T |xi|)]. Set ak := E[ 1n
∑
i |xik − x˜ik|] and
bk := E[ 1n
∑
i |vik − v˜ik|]. The goal is to bound ak from above using twice the discrete Gronwall
lemma. Note that this sequence (ak, bk) with a0 = b0 = 0 satisfies
ak+1 ≤ (1 + (L+ 4L˜)h2/2)a˜k + hbk + (h3M1/2)
bk+1 ≤ bk + h2M1 + ((L+ 4L˜)h/2)(ak+1 + ak).
We deduce for bk+1
bk+1 ≤ (L+ 4L˜)h
k∑
l=1
al +
(L+ 4L˜)h
2
ak+1 + (k + 1)h
2M1.
Inserting this estimate in ak+1 yields
ak+1 ≤ (1 + (L+ 4L˜)h2)ak + (kh3M1 + h3M1/2) + (L+ 4L˜)h2
k−1∑
l=1
al. (101)
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Hence for the non-decreasing sequence ck =
∑k
l=1 al, with c0 = 0 and c−1 = 0
ck ≤ (1 + (L+ 4L˜)h2)ck−1 + (L+ 4L˜)h2
k∑
l=1
cl−2 +
k∑
l=1
(l − 1/2)h3M1
≤ (1 + (L+ 4L˜)kh2)ck−1 + h3k2M1.
Hence by applying the discrete Gronwall lemma, for k ≤ (T/h)
ck ≤ 1
(L+ 4L˜)
((1 + (L+ 4L˜)kh2)k − 1)hkM1 ≤ exp((L+ 4L˜)T
2)− 1
L+ 4L˜
TM1.
Inserting this estimate in (101) and applying (L+ 4L˜)T 2 ≤ 1/4 yields,
ak+1 ≤ (1 + (L+ 4L˜)h2)ak + (kh3M1 + h3M1/2) + (L+ 4L˜)h2 exp(1/4)− 1
L+ 4L˜
TM1.
Applying the discrete Gronwall lemma to ak yields
ak ≤ 1
(L+ 4L˜)h
(
(1 + (L+ 4L˜)h2)k − 1
)(
(k + (1/2))h3 + h2(exp(1/4)− 1)T
)
M1
≤ hexp((L+ 4L˜)T
2/k)− 1
L+ 4L˜
(exp(1/4) + (h/2))TM1
≤ hexp(1/(4k))− 1
L+ 4L˜
(exp(1/4) + (h/2))TM1. (102)
Hence, there exists a constant C2 depending on L, L˜,  and T such that for all k ∈ N with kh ≤ T
and for any initial value x ∈ Rdn
E
[ 1
n
∑
i
|xik − x˜ik|
]
≤ h · C2
(
d1/2 +
1
n
∑
i
|xi|
)
and so (28) holds. Note that the term d1/2 comes from E[ 1n
∑ |ξi|] since ξi ∼ N (0, Id).
If we assume additionally Assumption 5 and Assumption 6, then we can instead of (99) bound
using (47) and the trapezoidal rule,∣∣∣ ∫ (k+1)h
kh
∑
i
(
−∇iU(xu) + 1
2
∇iU(x˜k) + 1
2
∇iU(x˜k+1)
)
du
∣∣∣
≤
∣∣∣ ∫ (k+1)h
kh
∑
i
(
−∇iU(xu) + 1
2
∇iU(xk) + 1
2
∇iU(xk+1)
)
du
∣∣∣
+
h
2
∑
i
(L+ 4L˜)(|xk − x˜k|+ |xk+1 − x˜k+1|)
≤ h
2
∑
i
(L+ 4L˜)(|xik − x˜ik|+ |xik+1 − x˜ik+1|) +
h3
12
∑
i
sup
u∈[kh,(k+1)h]
∣∣∣ d2
du2
∇iU(xu)
∣∣∣. (103)
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The last term is bounded using (5), (47), Assumption 5 and Assumption 6 by
∑
i
sup
u∈[kh,(k+1)h]
∣∣∣ d2
du2
∇iU(xu)
∣∣∣ ≤∑
i
(M + 8M˜) max
s≤T
|vis|2 +
∑
i
(L+ 4L˜)2 max
s≤T
|xis|.
Since we can bound
∑
i maxs≤T |vis|2 and
∑
i maxs≤T |xis| by Lemma 11 and Young’s product in-
equality in terms of
∑
i |ξi|,
∑
i |ξi|2,
∑
i |xi| and
∑
i |xi|2, we can bound the last term in (103)
after taking expectation over ξ ∼ N (0, Idn) by a constant h3M2 where M2 is a constant depending
on L, L˜, M , M˜ , , d, 1n
∑
i |xi| and 1n
∑
i |xi|2. More precisely, the dependence of M2 is linear on
d, 1n
∑
i |xi| and 1n
∑
i |xi|2. Replacing h2M1 in (100) by h3M2 leads to the fact that ak in (102)
is bounded from above by ak+1 ≤ h2(exp(1/(4k)) − 1)/(L + 4L˜)((exp(1/4) − 1 + h/2)M1 + M2).
Hence, there exists a constant C˜2 depending on L, L˜, , M , M˜ and T such that for all k ∈ N with
kh ≤ T and for any initial value x ∈ Rdn (29) holds, which concludes the proof.
Proof of Theorem 9. Let ν be an arbitrary probability measure on Rdn. Recall that by Corollary 6,
it holdsWl1(µhpihm, νpihm) ≤ exp((5/4)(2+(R˜/T ))) exp(−cm)Wl1(µh, ν). By (98) and Corollary 6,
∆(m) :=Wl1(µ, νpihm) ≤ Wl1(µ, µh) +Wl1(µh, νpihm) ≤ I + II where
I = exp
(5
4
(
2 +
R˜
T
))
Wρ(µ, µh)
II = exp
(5
4
(
2 +
R˜
T
)
− cm
)
Wl1(µh, ν).
For m chosen as in (30), II ≤ ˜/2. To obtain I ≤ ˜/2, we use the results of Corollary 8. Then
there exists h2 such that for h ≤ min(h1, h2), I ≤ ˜/2 holds. In particular, we choose h−12 =
2C2(d
1/2 +
∫
1
n
∑
i |xi|µ(dx))/(c˜). Hence, for fixed L, L˜, , K, R, T , h−12 is of order O(˜−1(d1/2 +∫
1
n
∑
i |xi|µ(dx))). If additionally Assumption 5 and Assumption 6 are assumed, then for h ≤
min(h1, h˜2) where h˜
−1
2 =
√
2C˜2(d+
∫
1
n
∑
i |xi|µ(dx) +
∫
1
n
∑
i |xi|2µ(dx))/(c˜), I ≤ ˜/2 holds.
Note that h˜−12 is for fixed L, L˜, M , M˜ , , K, R, T of order O(˜−1/2(d1/2 +
√∫
1
n
∑
i |xi|µ(dx) +√∫
1
n
∑
i |xi|2µ(dx))).
Let us finally remark that 1n
∑ |xi|µ(dx) = ∫ |x1|µ(dx) and ∫ 1n∑i |xi|2µ(dx) are finite. This
holds, since by (10) and (11) exp(−U(x)) can be bounded from above by a density function of a
Gaussian product measure which has finite first and second moments.
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