This paper investigates the dynamic impacts of cotton marketing reforms on farm output in rural Zambia. Following liberalization and the elimination of the Zambian cotton marketing board, the sector developed an outgrower scheme whereby cotton firms provided credit, access to inputs and output markets, and technical assistance to the farmers. There are two distinctive phases of the reforms: a failure of the outgrower contracts, due to farmers' debt renegation, firm hold up, and lack of coordination among firms and farms, and a subsequent period of success of the scheme, due to enhanced contract enforcement, reputation and commitment. We find interesting dynamics in the sector. During the phase of failure, farmers were pushed back into subsistence and cotton yields per hectare declined. With the improvement of the outgrower scheme, farmers devoted larger shares of land to cash crops, and farm output significantly increased.
Introduction
In Africa, commodity markets were traditionally controlled by marketing boards, parastatal organizations that connected domestic farmers with product and input markets. These institutions have a colonial origin from British and French presence in the continent. In many countries, particularly in Sub-Saharan Africa, the public marketing boards were eliminated during the agricultural liberalization of the 1990s. The Zambian cotton sector is a good example of this type of reform. Until 1994, a public marketing agency, Lintco (Lint Company of Zambia), controlled the sector by selling inputs, buying cotton, giving credit, and facilitating access to technology, equipment and know-how. Lintco enjoyed monopsony power in purchases of farm output and monopoly power in sales of inputs. In 1994, the sector was liberalized and Lintco was privatized. Sluggish initial entry gave rise to a phase of regional private monopolies. During this phase, the firms developed an outgrower scheme, vertical arrangements between firms and farmers whereby cotton ginners (i.e., the firms) provided inputs on loans that were repaid at harvest time. In 1999, as additional entry and competition ensued, the outgrower scheme began to fail. Farmers would take loans from one firm while selling to another: credit prices increased, cotton production became less profitable, farmer default increased and, as a result, the scheme collapsed. The situation improved around 2001: further entry led to more competition, the outgrower scheme was highly perfected and contracts between farms and firms were honored.
In this paper, we investigate the dynamic effects of these marketing reforms on cotton yields at the farm level in rural Zambia. The improved outgrower scheme is in fact a mechanism to enforce farm contracts and to create input, output and credit markets for the farmers. Given the available data and the changes in market structure in cotton, we are in a unique position to generate evidence on the role of contract enforcement, market creation, and market structure (competition) on farm output and market choices. The features that characterize contract farming in Zambian cotton-where the farmer can renege debt and sell to other firms and the firms can hold up the farmers via lower ex-post prices-fit into the theoretical model of Kranton and Swamy (2005) . Empirically, our work relates to the studies on contracts, credit, and reputation by Banerjee and Duflo (2000) and McMillan and Woodruff (1999) .
We use farm surveys, the Post Harvest Surveys (PHS) of the Zambian Central Statistical Office. These surveys are repeated cross-sections of farmers with information on land allocation, yields, input use, and household characteristics. Our identification strategy relies on the comparison of cotton yields across different phases of the reforms, relative to aggregate agricultural trends, conditional on observed covariates and unobserved farm effects. This strategy controls for observed heterogeneity in covariates (in land, assets, farm and demographic characteristics), for aggregate effects in agriculture, and for unobserved heterogeneity like overall land quality and overall cropping ability. We claim, however, that such a strategy cannot correct for selection bias and unobserved cotton-idiosyncratic effects and thus cannot avoid biases caused by the compositional effects associated with entry and exit into cotton farming. For instance, failure to account for exit of low productivity farmers during the collapse of the outgrower scheme may lead to an upward bias in the estimates of the impacts of the reform; in contrast, entry of low productivity farmers during the success phase may lead to downward biases in those impacts.
1 These compositional effects have been emphasized in the industrial productivity literature by Olley and Pakes (1996) and Pavcnik (2002) , among others. In this paper, we account for these compositional effects with the adoption, and adaptation, of techniques from the IO literature in a development framework.
Our argument is that since more productive cotton farmers are also more likely to allocate a larger fraction of their land to cotton production, we can use cotton shares, purged of observed covariates, as a proxy for the unobserved cotton effects that drive entry and exit.
(A conceptually similar approach has been explored by Rosenzweig and Schultz (1987) and Pitt, Rosenzweig, and Hassan (1990) , in the fertility and health literature). Unlike the correction of Olley and Pakes (1996) , which only works in panel data, our method can be applied to repeated cross-sections of farm-level data-an important contribution of our work.
The available data from the Post Harvest Survey span the 1997-2002 period. In consequence, we are unable to assess the impacts of the elimination of the cotton marketing and Duflo, 2000; Greif, 1993) . Further, our findings have implications for household income and poverty, critical issues in rural Zambia-where poverty rates exceed 80 percent of the population. 4 Since yields per hectare more than doubled after the success of the outgrower contracts, sizeable drops in poverty should be expected.
The remainder of the paper is organized as follows. In Section 2, we review the main reforms in cotton markets and the main expected impacts on yields. In section 3, we introduce the Post Harvest data and we describe our empirical model of crop choices and farm output. In Section 4, we discuss the results and assess the impacts of the marketing reforms on average farm yields. Section 5 concludes.
The Zambian Cotton Reforms
Zambia is a landlocked country located in Southern Central Africa. With a population of 10.7 million and a per capita GDP of only 302 US dollars, Zambia is one of the poorest countries in the world. In 1998, for instance, the national poverty rate was 69.6 percent, with rural poverty at 82.1 percent and urban poverty at 53.4 percent. Nationwide, only around 4 percent of the income of rural households comes from the sales of non-food crops.
Given the characteristics of the soil, cotton can only be grown in three Zambian provinces, the Eastern, Central, and Southern provinces. Where it is grown, cotton is a major source of income. Using data from the Living Conditions Monitoring Survey of 1998, we find that the share of cotton in income was 8.4 percent in the Central province, 9.5 percent in the Eastern province, and 2.8 percent in the Southern province. This makes cotton an important sector in rural Zambia.
The process of reform began in 1991, when the Movement for Multi-Party Democracy (MMD) was elected. Faced with a profound recession, the new government implemented economy-wide reforms such as macroeconomic stabilization, exchange rate liberalization, trade and industrial reforms, and maize subsidies deregulation. More importantly for our purposes, privatization of agricultural marketing in cotton was also pursued.
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4 Poverty is widespread and deep in Zambia. See Balat and Porto (2006) . 5 For more details on cotton reforms in Zambia, see Food Security Research Project (2000) , and Cotton
Traditionally, the Zambian cotton sector was heavily regulated. From 1977 to 1994, cotton marketing was controlled by the Lint Company of Zambia (Lintco), a parastatal organization. Lintco set the sale prices of certified cotton seeds, pesticides, and sprayers, as well as the purchase price of cotton lint. Lintco had monopsony power in cotton purchases and monopoly power in inputs sales and credit loans to farmers.
In 1994, comprehensive cotton reforms began to take place. Most interventions were eliminated when Lintco was sold to Lonrho Cotton. Initially, a domestic monopsony developed early after liberalization. Soon, however, expanded market opportunities induced entry of private ginners such as Swarp Textiles and Clark Cotton. Because these three major firms segmented the market geographically, the initial phase of liberalization did not succeed in introducing competition, giving rise, instead, to geographical monopsonies rather than national oligopsonies.
At that moment, Lonrho and Clark Cotton developed an outgrower scheme with Zambian farmers. In these outgrower programs, firms provided seeds and inputs on loans, together with extension services to improve productivity. The value of the loan was deducted from the sales of cotton seeds to the ginners at picking time. Supposedly, the pass-through of international prices to the farmer was enhanced. Initially, repayment rates were high (around roughly 86 percent) and cotton production significantly increased. We called this the outgrower introductory phase.
By 1999, the expansion of cotton farming attracted new entrants, such as Amaka Holdings and Continental Textiles. Instead of the localized monopsonies, entrants and incumbents started competing in many districts. As competition among ginners ensued, an excess demand for cotton seeds developed. However, failures in the contracting scheme prevented farmers from the realization of the full benefits of this competition. Those firms that were not using outgrower schemes had incentives to offer higher net cotton prices to farmers who had already signed contracts with other firms as outgrowers. This caused repayment problems and increased the rate of loan defaults. The relationship between ginners and farmers started to deteriorate even further: firms raised loan prices and farmers end up receiving a lower net News (2002) .
price for their cotton production. The sector collapsed. We called this the outgrower scheme failure phase. Limited, Zambia-China Mulungushi Textiles, and Mukuba Textiles, worked to improve the scheme. For instance, firms adopted labels identifying them on the cotton bags given to farmers to store production after harvest. At the same time, the firms committed to not purchasing cotton bags with labels of any of the other firms. Farmers and firms understood the importance of honoring contracts and the benefits of maintaining a good reputation.
The outgrower programs were perfected and there are now two systems utilized by different firms: the Farmer Group System and the Farmer Distributor System. In the latter, firms provide inputs and designate one individual or farmer as their distributor. The distributor prepares individual contracts with the farmers, is in charge of assessing reasons for loan defaults (being able, in principle, of condoning default in special cases), and renegotiates contracts in incoming seasons. In the Farmer Group System, small scale producers deal with the ginneries directly, purchasing inputs on loan and repaying at the time of harvest. Both systems seem to work well and the sector boosted. We call this the outgrower scheme success phase.
The main objective of this paper is to explore whether these changes in market structure and in the outgrower contract scheme have had significant impacts on cotton yields at the farm level. It will be useful for our empirical approach to briefly discuss some of the main determinants of farm yields.
There are several direct determinants of productivity or yields per hectare. The quantity and quality of variable inputs, like labor, effort, or seeds, are key factors behind increased agricultural outputs. The human capital of the farmer (measured by his age, gender, and education) and his inherent farming abilities determine yields as well. Technology, like crop know-how or use of improved tools (tractors or sprayers) can lead to a more efficient use of resources and to higher yields per hectare. Similarly, lack of credit and collateral (determined by land size, assets, wealth, savings, off-farm income, and remittances) may hinder access to more efficient resources like better seeds, sprayers or animals (oxen) and may prevent the optimal input combination. Another determinant of yields is local infrastructure and public goods. Finally, agricultural extension services and technical advice on crop husbandry, land use, and general agricultural assistance can allow farmers to achieve higher productivity. A similar role can be attached to social capital and learning externalities.
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There are a number of additional determinants that will affect farm yields by affecting the size of the plot allocated to cotton. A family farm, for instance, may obtain higher yields per unit of land if the scarce labor resources are utilized more efficiently in smaller plots. Major determinants of the size of land allocated to cotton can be found in the literature on crop choice. One factor is the trade-off between profitability and risk, as in a standard portfolio allocation choice (Rosenzweig and Binswanger, 1993) . Thus, relative product prices (cotton, maize) and input prices (seeds, fertilizers, pesticides) affect the choice of crops. Different attitudes towards risks (the degree of risk aversion as proxied by household wealth, household size, and household composition) can also help explain the selection (Binswanger and Sillers, 1983; Dercon, 1996) . In the presence of credit constraints, the ability to borrow and the availability of collateral can be determinants of the choice of crops (Eswaran and Kotwal, 1986; Dercon, 1996) . Land allocation is also affected by missing food markets: when food security is an issue, as in rural Zambia, missing, isolated, or thin food markets may increase food risks and price uncertainty, making subsistence in food production optimal (de Janvry, Fafchamps, and Sadoulet, 1991; Fafchamps, 1992; Jayne, 1994) . Finally, the switch from subsistence to cotton can be interpreted as technology adoption in agriculture (Foster and Rosenzweig, 1995; Conley and Udry, 2004) ; human capital, social capital, learning by doing, and learning externalities are major determinant of technology adoption.
Many of these factors will be affected by the marketing reforms. Input and output prices, access to credit and credit prices, the provision of key inputs, the introduction of new technology, the provision of know-how and crop advice, are some of the channels through which the marketing reforms (via market creation and contract enforcement) will affect yields at the farm level. In what follows, we explore this empirically.
Data and Estimation Strategy
In this section, we describe the data and we develop the empirical model to estimate the dynamic impacts of the different phases of the cotton marketing reforms on cotton yields.
The Post Harvest Survey
We use farm surveys called the Post Harvest Survey (PHS). These data are collected by the Zambian Central Statistical Office (CSO). The surveys are not panel data but rather a set of repeated cross-sections. We have annual data available for the period 1997-2002.
The survey is representative at the national level, but in this paper we only use the data pertaining to cotton producing regions: the Central, Eastern, Southern and Lusaka provinces. CSO gathers information on land tenure, land usage (allocation), output in physical units, and household characteristics such as demographic composition, age of head, and housing infrastructure. There are also limited data on farm assets and inputs. Table 1 provides an overview of the relevant sample sizes, by year and by province. In a given survey, around 600-700 households were interviewed in the Central province, 1,200, in the Eastern province, 800 in the Southern province, and 200 in Lusaka. Table 2 , which reports the fraction of farmers engaged in cotton production, confirms that the major cotton producing areas are indeed the Eastern province (where, for example, 39 percent of farmers produced cotton in 2002), the Central province (20 percent), and the Southern province (12.6 percent). There were some, but not many, cotton producers in Lusaka and, in the remaining provinces, the percentage of households involved in cotton was virtually zero. Table 2 also reveals some of the interesting dynamic patterns that we explore below.
During 1997 and 1998, the introductory phase, cotton participation was relatively stable in all provinces (although a declining pattern may be discernible). The failure phase Similar conclusions emerge from the inspection of the degree of participation. In Table   3 , we report data on the fraction of land allocated to cotton. We confirm the prevalence of (the success phase).
In Table 4 , we turn to a description of the evolution of cotton yields per hectare, the focus of our investigation. The figures are in logarithms, so that changes from one year to the other can be interpreted as growth rates. At the national level, cotton yields increased from 1997 to 1998, and then declined during the failure phase of 1999-2000. In fact, yields dropped by 32 percent from 1998 to 2000 (although average yields in 2000 were comparable to average yields in 1997). During the success phase, average yields significantly recovered. There were interesting differences in regional dynamics that are worth exploring. In the Eastern and Southern provinces, for instance, changes in average yields tracked those observed at the national level. However, in the Central province, cotton output increased steadily from 1997 to 2000 and then declined in the success phase of 2001 and 2002. We will explore some of these regional differences below.
The Empirical Model
To estimate the impacts of the reforms on cotton yields, we let y c ht denote the volume of cotton production per hectare (in kilograms) produced by household h in period t. The log of output per hectare is given by
where x c ht is a vector of observed controls, F 1 and F 2 capture the different phases of the marketing reforms, I t are year effects, and η ht , φ ht and ht are different farm effects that comprise the error term.
In (1), x c ht is a vector of household determinants of cotton yields that control for some of the factors discussed at the end of section 2. They include the age and gender of the household head (proxies for human capital), household size and household demographics (proxies for food security, total labor, risk), general farm and household characteristics (male composition, aggregate fertilizer use), assets, the size of the land allocated to cotton, farm size, and district dummies. We also include the international price of cotton prices relative to the district maize price, but not the prices of inputs and outputs faced by farmers (due to lack of data).
We measure the impacts of the marketing reforms with two variables, F The variables F 1 and F 2 are aggregate indicators of the different phases of the reform and therefore include several mechanisms through which these marketing reforms affect yields: input prices, output prices, access to credit, access to improved inputs (sprayers, seeds, equipment), induced input use (effort), technology and know-how, and overall efficiency in input combination. A brief discussion of each of these mechanisms follows.
The cotton ginneries (the firms) act as intermediaries between international markets and the farmers. The rate of pass-through from international prices to farm-gate prices depends critically on the market structure and the degree of competition. When regional monopsonies prevailed, farmers fetched lower output prices and faced higher input and credit prices than when competition among ginneries prevailed. Better input and output prices affect yields because of improved incentives for farmers to supply more labor, exert more effort into cotton farming, and use more and better inputs like fertilizers, pesticides, and seeds (conversely for lower output prices and higher input prices). In the success phase, in consequence, farmers would take better care of the cotton crop; conversely, during the failure phase, they may neglect the crop. In our model, we let F 1 and F 2 capture these price and input use mechanisms. Notice that we include international prices of cotton in the vector x as controls for price shocks that are exogenous to the changes in domestic market structure.
The reforms and the outgrower contract provided access to improved inputs, like higher-yield cotton seeds and more effective pesticides and fertilizers. These are technological advances that firms transferred to farmers, leading to increases in farm output. In addition, the reforms provided credit and inputs on loan, which allowed farmers to better combine factors of production. During the collapse of the outgrower scheme, credit became more expensive to farmers, which hindered efficiency and productivity. When the scheme improved, credit became cheaper, causing yields to increase through an efficiency effect.
Finally, the success of the outgrower scheme involved an improvement in the provision of extension services. On the one hand, marketing information helped eliminate some uncertainty about the crop. On the other, better extension services, providing advice on crop husbandry and know-how, improved efficiency and helped farmers increase yields.
In cotton model (1), α 1 and α 2 capture a mixture of all these effects-price, credit, input use, information, and efficiency. Due to the nature of our data, we can assess the overall significance of all these factors, but we are unable to separately identify the relative importance of each of the components.
We now turn to a discussion of our identification strategy. Since we measure the different phases of the reforms with combinations of year dummies, identification of α 1 and α 2 requires that we control for the year effects I t . These effects capture aggregate agricultural effects and other shocks that are common to all farmers in a given period t that may confound the impacts of the reforms.
Further, identification of α 1 and α 2 also requires a comprehensive discussion of the unobserved heterogeneity in the model. This includes regional effects, like market access, local infrastructure, and local knowledge, that can be easily controlled for with district dummies. More importantly, the unobserved heterogeneity includes three different idiosyncratic farm level unobservables: a farm effect, η, a cotton-specific effect, φ, and a random shock . The farm effect η captures all idiosyncratic factors affecting general agricultural productivity in farm h that are observed by the farmer when making input and land allocation decisions but not by the econometrician (and thus are not included in x).
For instance, land quality, know-how, and other factors that affect yields in all crops are components of η. The cotton-specific effect φ is a combination of unobserved factors that affect yields in cotton, including ability and expertise in cotton husbandry and suitability of the land for cotton farming. Finally, since the random shock is unobserved by the farmer, it does not affect the farmers' decisions; unlike η and φ, can be left unaccounted for.
There are two problems with the household effects η and φ. First, some of the variables in x as well as the reform variables F 1 and F 2 , which include factors like effort, input use (quality of seeds), or technical advice, may be correlated with η and φ. For example, farmers with more farming ability may focus more on the details of cotton production and exert better effort or apply more and better fertilizer to the cotton crop; or, they could seek higher quality, more regular technical assistance. Second, entry and exit into cotton farming depend on φ since farmers' decisions on land allocation may be based on factors like land quality or farmer ability. This entry/exit component can affect the estimates of the reform dummies by altering the composition of farmers that produce cotton in each time period (see below).
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To account for this unobserved heterogeneity, we need additional modeling. Our empirical approach embeds two strategies: on the one hand, we propose to model trends in maize yields to control for overall agricultural effects, I t , and for overall farm effects, η; on the other hand, we propose to model the share of land devoted to cotton to control for cotton-specific effects, φ.
Trends in Maize Yields
Our first strategy is to difference out the effects of time-varying aggregate effects in agriculture, I t , and idiosyncratic farm effects, η ht , using a model of maize yields. To implement it, we assume that yields per hectare in maize, y m ht , are given by (2) ln y
Here, maize yields depends on covariates x m ht (which include regional effects), the agricultural year effects, I t , and the farm effects η ht .
9 Subtracting (2) from (1), we get
In (3), the observed household covariates x ht included in the estimation are based on the determinants of yields discussed in previous sections (household demographics, human capital, determinants of household collateral, determinants of food needs, etc.). They also include the relative price of cotton to maize at the district level and regional dummies, which are not cancelled out in the differencing because we allow the regional effects to affect cotton and maize yields differently. For example, to the extent that the district dummies capture local market access effects, we allow marketing conditions to affect cotton (a cash crop activity) and maize (a mostly subsistence crop) differently.
The maize-differencing strategy requires that all cotton producers be maize producers as well. In the case of Zambia, we claim that this strategy works because maize is the major staple crop and is thus produced by all (cotton) farmers. 10 In fact, maize production is fundamentally linked to the food security needs of the family: farmers produce maize and only when the food needs are secured do they consider growing cotton. Table 5 , which reports the percentage of households that grow maize, provides evidence supporting this. We show that in the cotton provinces, maize is grown by virtually all households. Participation in maize production is always above 90 percent in the relevant regions, and, in the Eastern and Lusaka provinces, the percentage of maize producers is nearly 100 percent. Table 6 reports evidence that further supports our differencing strategy. We report the percentage of farmers that grow maize, conditional on being cotton growers. These shares are nearly 100 percent in the three main cotton-growing provinces.
There are two additional identification assumptions that we can check. First, our approach assumes that the agricultural effects, I t , affect cotton and maize yields proportionately (due to the logarithmic specification). In other words, the agricultural effects are assumed to have the same effect on the growth of cotton and maize output per hectare so that we can use the trend in maize yields to predict the counterfactual cotton yields in the absence of the reforms.
11 In order to generate evidence to support this assumption, notice that our strategy implies that we could use growth rates in other crops to difference out the agricultural effects because, under the maintained hypothesis, the trends in maize should be similar to the trends in other crops. We propose two additional tests of this identifying assumption. On the one hand, we expect similar trends in cotton and maize in Zambia before the marketing reforms in cotton.
On the other hand, we can check these overall trends in neighbor countries like Malawi, Zimbabwe and Mozambique-that are likely to be similar to the cotton regions in Zambia.
Figure 2 displays these trends. We report data taken from FAOStat for the period 1985-1995 so as to present some historical data before the agricultural liberalization that took place in Africa in mid-1990s. It can be seen that in Zambia, Malawi and Zimbabwe, the growth rate of cotton and maize yields are quite similar. In Mozambique, trends diverge more but are still close.
The other identifying assumption of our model is that the cotton reforms did not affect maize yields. Theoretically, agricultural reforms of the type studied here could affect output in all crops through resource allocation (i.e., labor, effort, fertilizers, pesticides), wealth effects, and capital accumulation. In addition, there may be indirect channels, through, for example, access to credit. (If the reforms affect farms by providing cotton inputs on loan, household resources to purchase seeds or fertilizers in maize may be released). To the extent that the empirical model includes these variables in the observed covariates x, these effects will be accounted for. Some of our controls in (3), like the indicators of farm characteristics-labor availability, agricultural tools, land allocation-perform this role.
The available controls in x, however, cannot account for all the possible spillover covariates. For instance, for some of the controls, such as labor or pesticides, we only have household level data (as opposed to crop level data). Further, some input use, like effort or seed quality, is missing or mismeasured in the data. It is thus plausible for α 1 and α 2 to capture a mixture of impacts on cotton and maize yields. There is a simple way to rule this out: if the reforms did not affect maize yields, then the trends in yields in reform provinces should be similar to trends in non-reform provinces. These trends are plotted in Figure 3 . The solid line corresponds to the trend in maize productivity in reform provinces and the broken line, to the trend in non-reform provinces. It can be seen that these trends are indeed comparable across the whole period (except for 2002). Even if it is not possible to entirely rule out the spillover effects from the cotton reforms to maize farming, Figure 3 strongly suggests that these effects will be fairly small in our analysis and that estimates of α 1 and α 2 truly identify the impacts on cotton yields.
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Finally, our strategy requires that the only shock to cotton captured by F 1 and F 2 be the marketing reform. One possible confounding cotton-specific shock would be changes in international prices; these prices are, however, already controlled for in our regressions. In the available reviews of agriculture in Zambia during this period, there is no evidence of other relevant shocks to cotton, except for the marketing reforms that we are investigating.
Entry and Exit in Cotton Farming
In most applications, our correction for unobserved heterogeneity would be enough for identification. In the present case, however, we claim that there may be additional cotton-specific unobserved factors at the farm level, such as suitability of the land for cotton production and know-how in cotton husbandry, that affect cotton yields and that can bias the estimates of α 1 and α 2 . The reason is that this unobserved heterogeneity leads to different entry-exit decisions regarding cotton production, which alters the composition of the group of farmers that produce cotton in each of the reform phases. The estimates of the changes in average yields at the aggregate level comprise both the changes in productivity at the farm level and the changes in the composition of the farmers that produce cotton in each time period. In consequence, the consistent estimation of the changes in yields at the farm level requires that we control for entry and exit. In what follows, we elaborate on this problem and we suggest a correction based on techniques from the industrial organization literature.
If there are fixed costs in cotton production, then cotton will only be profitable if land productivity is high enough. This means that there will be a cut-off (which depends on prices, market conditions, infrastructure) such that farmers with productivity above this cut-off will enter the market and farmers below the cut-off will not enter (or exit, if they were in the market already). When the reforms increase the profitability of cotton, for instance, lower productivity farmers may enter the market. Failure to control for this may lead to inconsistently lower estimates of average yields at the farm level, thus leading to a downward bias in the estimates of the (positive) impacts of the reforms. In contrast, in periods of induced exit, farmers with lower unobserved productivity will be more likely to abandon cotton production. In consequence, measures of average cotton yields that do not control for these dynamic effects may be artificially high, thus leading to downward biases in the estimates of the (negative) impacts of the reforms. Figure 4 clarifies these dynamics. The graph shows relative cotton productivity y as a function of unobserved cotton-specific effects φ-for simplicity of exposition we assume that the exogenous part of x is the same for all farmers and that the only difference across farmers is given by φ. Yields, or land productivity, are increasing in φ since better land quality or higher cotton skills lead to higher output (for a given usage of other inputs). The line denoted y 0 represents the cotton yields function before the reform. The horizontal line at y denotes the cut-off, which, for simplicity, does not vary with the reforms. It follows that we can determine a cut-off for the unobservables, denoted φ. The average yield before the reform is, say, E(y 0 ), the average of y conditional on φ > φ.
Consider the effects of the failure of the outgrower scheme. If yields are negatively affected, the yields curve shifts down to y 1 . Assuming a fixed output cut-off y, the cut-off for the unobservables increases to φ . 13 This induces the "exit" of those farmers with relatively low levels of φ, between φ and φ. Average yield, conditional on participation, drops to E(y 1 ). However, the decline in individual yields is larger. The right quantity is the average productivity, computed along the curve y 1 , and integrating over values of φ above the cutoff before the reform, φ. This is given by E(y r ). The empirical model in equation (3) estimates a change in average yields given by E(y 0 ) − E(y 1 ) which is a downward biased estimate of the true effects at the farm level, given by E(y 0 ) − E(y r ). To correct these estimates, we need to account for the role of unobserved cotton effects.
14 Entry-exit effects have been extensively considered in industrial productivity analysis with panel data of firms (Olley and Pakes, 1996; Pavcnik, 2002) . In this paper, we incorporate this literature in a development economic framework by developing a method to deal with entry and exit in the estimation of agricultural production functions and crop choices.
Furthermore, whereas the industrial organization literature relies on longitudinal surveys, our method can be used in repeated cross-sections. This is a fundamental contribution of our strategy.
Our solution to this problem is to construct proxies for the unobserved cotton-specific effects φ. Our method exploits the idea that since households with high φ are more productive in cotton, they are also more likely to devote a larger share of their land to cotton production.
This means that we could use land cotton shares as a proxy for the unobservable φ ht in (3).
13 Allowing for y to change after the reforms leaves our intuition unchanged. 14 Notice that omitting φ not only leads to inconsistencies because of the entry-exit effects, but also may induce correlation between some variables in the vector x and the error term in the model. For example, the choice of inputs, such as labor or pesticide use, will depend on φ (so that higher levels of unobserved productivity may be positively correlated with input use) The model in (3) takes care of these biases.
In practice, consistent estimation requires that we purge these shares of the part explained by observed determinants of cotton choice. Conceptually similar ideas have been adopted by Rosenzweig and Schultz (1987) , on fertility, and Pitt, Rosenzweig, and Hassan (1990) Estimation of (4) is straightforward, except for the fact that the share of land devoted to cotton is censored at zero (so that OLS may be inconsistent). A simple solution is to implement a Tobit model, or, more generally, a semi-parametric procedure like the CLAD (censored least absolute deviation) model
Notice that, in (4) and (5), the error term φ is assumed to be the same unobserved φ in equation (3). 15 Provided the right specification for the model is used, consistency follows because the regressors z are exogenous to φ. In z, we include all the regressors in the vector x of the cotton yield model (3), but we exclude pesticide and fertilizer use (basal, top-dressing).
The exclusion restriction can be justified on the grounds that pesticides and fertilizers are variable inputs. Notice, however, that the purpose of this assumption is to avoid achieving identification only from functional forms (non-linearities) in the Tobit and CLAD models, but that it is not a critical piece of our model. Consistency requires that fertility, family composition, or farm size, the elements in z, do not depend on cotton-specific unobservables such as ability or land quality. Notice that since we use data on all households to estimate (4) and (5), this model does not suffer from a selection problem like the one we are attempting to control for in the yields equation (3). 15 We elaborate more on this below.
In principle, the allocation of land to cotton depends on the reforms and the regression model should thus include F 1 and F 2 on the right hand side of (4) and (5). But cotton shares will also depend on aggregate agricultural effects as well as international prices. This means that a specification of (4) or (5) that resembles (1)-i.e., that includes z, F 1 , F 2 , I t -is not identified. In addition, since the maize share equation contains essentially the same information as the cotton share equation, the differencing strategy used in the yields model will not work in the shares model. In practice, therefore, we estimate a different regression function for cotton shares in each of the six years from 1997 to 2002 (notice that γ t is indexed by t). This means that we will not be able to identify the effects of the reforms on land allocation, but we will be able to control effectively for φ in the yields model.
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Our strategy is to use the residuals from (4) or (5) as proxies for φ. Plugging in the estimates of φ in (3), the cotton yields model becomes
This model accounts for entry and exit into cotton farming. Notice that our strategy will work if the selection into cotton is affected by the same unobservables that affect cotton yields, that is if the residuals from the cotton shares model are a good proxy for φ. Problems will arise if there are additional unobservable factors that affect the selection into cotton or if these residuals measure φ with error. We extend our results to account for this case in section 4.1.
Results
Our benchmark results are reported in Table 7 . Columns (1) and (2) report estimates of equation (1), that is, a simple model of yields per hectare that does not control for unobservables such as I t , η ht and φ ht . In these regressions, we use data from the three main cotton provinces, the Central, the Eastern, and the Southern provinces. 16 We also consider the possibility of estimating different selection models in different years and in different provinces. This would control for idiosyncratic provincial effects in cotton adoption. We report results in the next section.
We begin by briefly discussing the main results regarding the observed covariates in x.
We find that small farms are more productive; there is also evidence in favor or decreasing returns to scale in cotton since there is a negative association between the size of land allocated to cotton and cotton yields. The negative association between farm size and household agricultural productivity has long been established in the literature (Feder, 1985; Benjamin, 1994) . In addition, households with male heads are more productive in cotton, as are larger households. Assets (such as ploughs or livestock) are positively associated with yields. The effects of inputs such as basal and top-dressing fertilizers are not as strong as expected.
17 Note that our controls for inputs (labor, fertilizers) are imperfect and should thus be interpreted as controls for farm characteristics. In fact, as we argue below, part of the impacts of the reforms come through improvements in the use of quantity and quality of inputs like seeds or effort. International prices have a positive impact on yields, too.
The dynamics of cotton yields are closely linked to the dynamics in market structure:
compared to the introductory phase, yields are lower in the failure phase and higher in the success phase. In this simple model of cotton yields, the estimated magnitudes are large:
in the failure phase, yields per hectare declined by 11.3 percent (column 2) and, during the success phase, they increased by 14.1 percent.
Columns (3) and (4) report results from equation (3), controlling for agricultural effects I t and unobserved heterogeneity η ht . The estimated impacts of the marketing reforms are significantly larger. During the failure phase, for instance, yields declined by 40.4 percent (column 4) instead of by 11.3 percent (column 2). There are two reasons for this large difference. First, there is a positive aggregate trend in agricultural yields (net of the effects of covariates) from the introductory to the failure phase. Second, some of the components of F 1 , such as effort, prices or technical advice, are correlated with ability or land quality (η). In consequence, high-ability farmers or farmers with better land may be able to sustain high yields even in the collapse of the outgrower scheme. If so, part of the effects of farming ability or land quality that are captured by η are being attributed to F 1 so that failure to account for this leads to downward biases in the impacts of the reforms.
The increase in yields during the success phase was of around 18.1 percent (column 4) as opposed to 14.1 percent (column 2). This suggests a declining trend in yields from the introductory to the success phase (that outweighs any effects of η). Notice that our estimates suggest that, when comparing the failure and success phases, cotton yields per hectare in fact increased by a whopping 58.5 percent.
These are sizeable impacts that strongly suggest how important the marketing reforms can be. The magnitudes are large because of two main reasons. First, our measures of the phases of the reforms (the dummies F 1 and F 2 ) comprise a number of channels: net prices (input prices and product prices), credit prices (interest rates on loans), input use like seeds, fertilizers, pesticides (both in quantity, quality), technical advice, equipment use (sprayers, tractors), and efficiency in input combination. Second, the reforms implied drastic changes in market conditions in a situation of very low pre-reform yields (cotton yields in Zambia are only a fraction of yields typically found in the U.S. and other cotton producing countries). This indicates that farmers were producing well within the production possibility frontier. Notice that it is fairly common to find large returns to capital (excluding risk) as well as productivity gains or losses from economic policies in developing countries. In Ghana, These results illustrate the relevance of the creation of input and product market as well as credit markets and, fundamentally, of the outgrower scheme as a contract enforcement mechanism in developing countries (Greif, 1993) . Our findings also support the importance of reputation both among firms and between farmers and firms, and coordination and commitment among firms (by adhering to the bag label system, for instance), as in Banerjee and Duflo (2000) and McMillan and Woodruff (1999) . In addition, the poverty implications can be staggering. If yields more than double after the success phase, the dynamics of the marketing reforms can easily lead to significant reductions in poverty rates.
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We turn now to the compositional effects induced by entry and exit into cotton farming.
In Table 8 , we report the results with the entry and exit correction.
19 Column (1) reproduces the estimates from column (4) of Table 7 , which does not include controls for φ. Columns (2) and (5) use a Tobit model to estimate the selection equation, columns (3) and (6) use a linear model, and columns (4) and (7) use a CLAD model. Model 1 and Model 2 in Table 8 differ in the list of covariates: both models share the same regressors, but Model 1 measures assets (harrows and ploughs) in monetary units and Model 2 measures them in physical units. To account for the fact that the model includes an estimated regressor, φ, we estimate the standard errors with a bootstrap procedure with 100 repetitions.
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We confirm that yields declined during the failure phase (i.e., α 1 is negative and significant), and increased during the success phase (i.e., α 2 is positive and significant).
The results are robust to the selection model used to build the proxy for φ, i.e., the linear model, the Tobit model or the CLAD model. The decline in cotton yields during the failure phase ranged from 42.9 to 44.8 percent and the increase during the success phase, from 17.8 to 18.4 percent.
The composition effects associated with entry and exit and the unobservables in φ can damage the estimated impacts of the reforms on average yields at the farm level, particularly during the failure phase. In column (1), we reproduce the decline in average yields of 40.4 percent from the introductory phase to the failure phase reported before (see Table 7 ). When exit is accounted for, the decline in yields is, instead, of around 43-45 percent. This means that although the average aggregate output per hectare in the economy declined by 40.4 percent, the average output of a typical cotton farm declined instead by 43-45 percent. In other words, yields are, on average, 3 to 5 percent higher than what they would be had the most unproductive farmers (in terms of φ) not exited the market.
During the success phase, in contrast, the control for φ does not seem to affect the estimates of α 2 . In all our specifications in columns (2) to (7) of Table 8 , the estimates of α 2 are similar to those from the model that does not correct for φ (column 1 and Table 7 ).
These results imply that the composition effects associated with exit are more important the the composition effect associated with entry. One possible explanation is that entry is more costly than exit. When unobservables φ are such that cotton becomes unprofitable, farmers may exit at no significant cost. Instead, when cotton becomes profitable, there might still be impediments to entry.
Further Specification Issues in Selection
So far, we have assumed that φ enters additively in the land cotton shares equations ( (4) or (5)) and that the same combination of unobservable factors affects cotton yields (equation (3)) and the cotton share decision. However, there are reasons to believe that the residuals from the cotton share model are a non-linear function of the unobservables φ, or that there are unobserved factors in addition to φ that also affect the cotton share decision.
To address the first issue, we can write
where ρ ht = f t (φ ht ). The cotton yield model is
. This model can be estimated using a partially linear model (Robinson, 1988) . The dependent variable ln y, all of the covariates in x and the reform dummies F 1 and F 2 are regressed on ρ non-parametrically with a Fan kernel weighted locally linear regression. After recovering residuals for all these variables using these non-parametric estimates, a linear OLS regression between the residuals is run. This procedure recovers the linear part of the model, β, α 1 , and α 2 .
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The results of the partially linear model are reported in Table 9 . In all our specifications, we find that the non-parametric correction does not affect the estimates of the impacts of the reforms. The failure phase led to a decline in yields of 50 percent, whereas the success phase led to an increase in yields of around 19 percent.
Regarding the additional unobservables in the choice of cotton share, let us assume that the cotton land share model is given by
This equation includes u ht , together with φ ht , in the error term to capture potential additional unobservables that affect the selection into cotton but not the level of yields. For our purposes, the implication of this model is that the proxy of unobserved productivity φ is now estimated with error (Altonji, 1986; Pitt, Rosenzweig and Hassan, 1990) .
In principle, the problems with measurement error can be corrected with instruments for φ ht + u ht . Since we do not have suitable instruments, we follow the strategy used in Monte Carlo analysis, which consists of estimating the model under different assumptions about the variance of the measurement error-that is, the variance of u.
22 If the estimates of the model are relatively insensitive to σ 2 u , we can conclude that measurement error is not particularly damaging.
Our results are reported in Table 10 . We report the estimates of α 1 , α 2 and b 0 from equation (3) under several different assumptions about σ 2 u , from 1 to 300 (cotton shares are measured in percentages, from 0 to 100). We confirm that the coefficients of the phases of the reform, and the unobserved productivity remain relatively unaffected by the potential measurement error. We believe that this is evidence that the problem can be safely discarded and that our results are not sensitive to it. 22 With knowledge of the variance of u, measurement error can be easily corrected.
Robustness
Our robustness analysis follows along three lines: sensitivity to the definition of the reforms, sensitivity to the inclusion of Lusaka growers in the sample, and differences in regional analysis. Table 11 reports estimates for different definitions of the reforms. The dynamics generated by the elimination of the marketing board are generally complex, and it may be difficult, or arbitrary, to assign specific years to the different phases of the reforms.
To examine the robustness of our results, we re-estimate the model using two additional definitions of the reforms. We estimate two different models in Table 11 . Columns (1) to (3) use a Tobit procedure and Model 1 of Table 8 (measuring assets in monetary units) for the estimation of a c ht ; columns (4) to (6) also use a Tobit model, but adopt Model 2 (assets in physical units) of Table 8 . Our qualitative conclusions remain unaffected. The collapse of the outgrower scheme led to a decline in yields in 2000 (of around 54 percent in both specifications). Also, the success phase led to an increase in yields of 18 percent. More detailed patterns can be discerned when we use year dummies to measure the different phases of the reforms.
Compared to 1997, we find that cotton yields first increased in 1998 and declined in 1999, back to 1997 levels. We still find a large decline in yields in 2000, of around 41 percent.
During the success phase, yields followed an increasing trend: output per hectare was 15.2 percent higher in 2001 than in 1997, and 43.3 percent higher in 2002.
In Table 12, we reproduce Table 11 but we include Lusaka in the estimation. There are fewer cotton growers in Lusaka, but enough to allow us to check if results are sensitive to the inclusion of those farmers in our model. Table 8 , column 2). Similarly, the coefficients of R 1 and R 2 (column 2) are −0.538 and 0.187 (similar to −0.541 and 0.178 in Table 11 , column 2). Finally, the pattern of year phases are also similar to those estimated before (column 3): there was an increase in cotton yields in 1998, a decline in 1999 and a sharper decline in 2000, and finally significant increases in 2001 and 2002.
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We have shown evidence indicating that cotton yields followed different patterns in different regions of the country. In Table 13 , we report estimates of the model that account for these differences. Concretely, we estimate a separate model for each of the three main cotton producing provinces. The first three columns of the table reproduce the benchmark results at the national level. There are significant differences across provinces. For instance, when the original definition of the phases of the reforms is used (F 1 and F 2 ) we find that, in the Central and in the Eastern provinces, the failure phase brought about a decline in cotton output and the success phase, an increase. However, no discernable changes in cotton yields are observed in the Southern province. These regional differences in the impacts of the reforms could be due to differences in the outgrower schemes offered by different firms.
However, the Post Harvest Survey does not include information pertaining to the details of the outgrower contract of the farmers (the firm that participates in the contract, prices, interest rates, etc.) and hence we are unable to further explore these differences in this work.
Conclusions
This paper has investigated the dynamic impacts of marketing reforms in cotton on farm yields in rural Zambia. These reforms originate in the elimination of the Zambia Cotton marketing board in 1994. Typically, privatization episodes not only have short-run effects but also medium to long-run effects through reallocation of incumbent firms, entry and exit of firms, market creation and destruction (for inputs, outputs and credit), and contract enforcement mechanisms (the outgrower scheme). While the available data do not span the privatization period per se, we are able to explore the follow-up market dynamics of these agricultural liberalization policies. To this purpose, we identify three phases of the Zambian cotton marketing reforms. Starting with a baseline period in 1997-1998, there was a failure phase, characterized by the collapse of the outgrower scheme, in 1999 and 2000, and subsequent success phase, characterized by the improvement in the outgrower scheme, in 2001-2002. We have estimated the dynamic impacts of these reforms by building a model of cotton yields and crop choices. We have compared average cotton yields across different phases of the reforms, conditional on the aggregate trend in agricultural, observed covariates at the farm level, and unobserved farm effects like land quality and cropping ability. To correct for compositional effects associated with entry and exit into cotton farming and with cotton-specific unobserved heterogeneity, we have introduced a model of selection into cotton that provides proxies for unobserved cotton productivity. Adapting techniques from the industrial organization literature, these proxies are given by land cotton shares (i.e., the shares of total land allocated to cotton) purged of the effects of observed covariates.
Our model thus provides an overall consistent estimator of the impacts of the reform in the presence of confounding observed and unobserved effects and in the presence of compositional effects in cotton farming.
We have found interesting dynamic effects of the marketing reforms. Compared to the introductory phase of 1997-1998, the failure of the outgrower scheme caused farmers to move back to subsistence and led to reductions in cotton yields of around 50 percent. The improvement of the outgrower scheme in 2001-2002 reverted these trends: farmers allocated more land to cotton, and yields per hectare increased by 20 percent.
At least three lessons can be derived from our analysis. First, it emphasizes the importance of exploring the medium-run impacts, on top of the more standard short-run costs and benefits, of the privatization of marketing boards in Africa. Second, the results generate valuable evidence on how this type of marketing reforms affects yields at the farm level via input and output prices, credit, input use, technical advice, information and technology, and efficiency. Third, these reforms can foment the development of complex institutions and our work highlights the role of market creation and contract enforcement in the process of economic development and poverty reduction in rural areas in developing countries. Table A .1 reports a set of results of the selection equation. These estimates are obtained from a Tobit model. Qualitatively similar results are estimated with OLS or the CLAD models. We find that household assets are positively linked to land cotton shares. Total land and whether the household raise livestock can work as collateral perhaps allowing the household to obtain cheaper credit and to purchase inputs or to afford any initial investment. In addition, household assets may allow farms to adopt riskier (but also more profitable) agricultural activities.
Appendix 1: Cotton Selection Models
The size of the family also affects cotton allocation positively. One explanation is that bigger households can take care of own-consumption needs (food security) and have additional resources needed to embark in cash agriculture. A related finding in Table A .1 is that household with higher proportion of males tend to allocated higher shares of land to cotton. This is consistent with the notion that the availability of labor supply matters in the choice of crops.
Finally, there is some evidence that male-headed households tend to grown more cotton than female-headed families. Columns (1) and (2) correspond to a simple model of cotton yields-equation (1) in the text-without controls for aggregate agricultural trends, It, or overall unobserved farm heterogeneity, η ht . Columns (3) and (4) correspond to equation (3) and control for I and η. Robust standard errors within parenthesis. Statistical significance: *, 10%; **, 5%; ***, 1%. 0.14 0.13 0.14 0.13
Note: F 1 and F 2 measure the different phases of the dynamics of the cotton marketing reforms. Table 8 . Bootstrapped standard errors in parenthesis. Statistical significance: *, 10%; **, 5%; ***, 1%. Definition 3: each year from 1998 to 2002 is allowed to have different impacts on cotton yields. φ is the measure of unobserved cotton specific effects proxied by the residuals from the cotton shares model. In these results, the cotton shares model is estimated with a Tobit procedure. Models 1 and 2 correspond to two different first stage models of cotton shares. Model 1 includes (in the first stage) total land tenure, family size, age, age squared, farm type, a dummy for male-headed farms, the proportion of males in the family, a dummy for livestock rasing households, and assets (harrows, ploughs) in monetary units. Model 2 replaces assets (harrows and ploughs) in monetary units for assets in physical units. Bootstrapped standard errors within parenthesis. Statistical significance: *, 10%; **, 5%; ***, 1%. each year from 1998 to 2002 is allowed to have different impacts on cotton yields. φ is the measure of unobserved cotton specific effects proxied by the residuals from the cotton shares model. In these results, the cotton shares model is estimated with a Tobit procedure. Models 1 and 2 correspond to two different first stage models of cotton shares. Model 1 includes (in the first stage) total land tenure, family size, age, age squared, farm type, a dummy for male-headed farms, the proportion of males in the family, a dummy for livestock rasing households, and assets (harrows, ploughs) in monetary units. Model 2 replaces assets (harrows and ploughs) in monetary units for assets in physical units. Bootstrapped standard errors within parenthesis. Statistical significance: *, 10%; **, 5%; ***, 1%. 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 5 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 year cotton in Zimbabwe maize in Zimbabwe   7   8   9   10 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 year cotton in Mozambique maize in Mozambique Note: Authors' calculations based on FAO database (FAOSTAT). The graphs depict the overall trends in cotton and maize in Zambia, Malawi, Mozambique, and Zimbabwe. The variables represent the log of output so that differences from one year to another is the growth rate. 
