I. The Fundamental Identification Problem
Models of learning and experience have a long history in studies of manufacturing productivity. 2 Because of their perceived successes in technological forecasting, they have recently been introduced in policy models of energy and global warming economics to make the process of technological change endogenous. This approach has serious dangers. The present note has three points. First, it shows that there is a fundamental statistical identification problem in trying to separate learning from exogenous technological change and that the estimated learning coefficient will generally be biased upwards. Second, we present two empirical tests that illustrate the potential bias in practice and show that learning parameters are not robust to alternative specifications.
Finally, we show that an overestimate of the learning coefficient will generally underestimate the total marginal cost of output; because of this underestimate, optimization models tend to tilt toward technologies that are incorrectly specified as having high learning coefficients.
The basic idea is that productivity improves or costs decline as workers or firms gain experience with a production process. While there can be little doubt that productivity benefits from experience, the exact mechanism is poorly understood. In particularly, it is unclear whether the learning is embodied in individual workers and firms, whether there are interindustry or international spillovers, and whether the improvements lead to durable technological changes, and even whether the learning effects can be distinguished from other technological changes.
In this section, we focus on the problem of identifying differences in productivity due to learning from exogenous changes. We begin by showing why it is impossible without further identifying assumptions to distinguish learning from exogenous technological change, and why the learning coefficient is generally biased upwards. To simplify for this exposition, we assume that all processes are exponential. Output ( ) (5) and (6) we can calculate the slope of the behavioral learning curve, β. This is equal to p/g, or: from the tangle of coefficients in (7). 3 To obtain the true learning parameter, we would need to have reliable estimates of the rate of exogenous technological change, the demand elasticity, and the rate of autonomous growth of demand.
Furthermore, the empirical experience parameter will be unbiased (β = b)
only when exogenous technological change is zero (h = 0). It will be biased if h ≠ 0. The size of the bias is determined by the sign of (1 -εb). For demand elasticities that are relatively low (less than 4), we would expect that εb > 1, in which case the bias is upwards.
A numerical example will illustrate the result. The general conclusion is that because of the interaction of demand, output growth, exogenous technological change, and learning, behavioral learning curves will generally have an upward biased in estimated learning coefficients.
The only general case in which the coefficient is unbiased is when exogenous (non-learning) technological change is zero.
II. Some Empirical Tests
We can take actual data on output and productivity to show the difficulty in measuring learning from historical data. For a first example, we take U.S. data on multifactor productivity in the non-farm business sector for the period 1948- As a second example, we estimate learning parameters for 34 major industry groups. 4 For this purpose, we use data on industry output from the U.S.
national income and product accounts. We select only those industries where the output and prices are "well measured." 5
The basic approach is to assume that output is produced by a constant returns to scale production function either with or without learning, as above.
Average hourly earnings (AHE) are assumed to represent a reasonable proxy for the cost of production with unchanging technology. 6 Prices are proportional to average instantaneous costs, and learning is assumed to be excluded from pricing, or if included to be a multiplicative factor. 7 Under these assumptions, the rate of change in the ratio of the AHE to the product price (call this the real price decline) will equal the rate of cost decline given by equation (2). We can then examine the relationship between the real price decline and factors such as learning as represented by cumulative output or time.
The data on output and inputs have been prepared by the BEA and These examples show that the estimates of the learning coefficients are not robust to specifications. Moreover, the estimates are often well outside the theoretically acceptable range. 8
III. The perils of learning in optimization models
Learning has become a favorite tool for modeling technological change in many models of the energy sector and of global warming. It is convenient because learning-by-doing is one of the few "theories" of technological change that is easily included in models because of its simple specification. 9 It is a 8 As a technical note, readers might wonder about whether it is appropriate to use such aggregated data to estimate learning equations. One advantage of the industry data is that we have very carefully prepared indexes of output and price, so the measures are close to the ideal. The appendix to this study shows the conditions under which elemental processes can be aggregated to determine an aggregate learning function. The results indicate that there are three sources of potential bias. The first bias would arise if the growth rate in individual industries deviated from exponential growth; the second bias relates to the correlation between the learning coefficient and output growth; and the third bias comes from potential biases in productivity measurement.
9 Examples of studies that use learning in energy and global warming models are T. Barker, H. Pan, J. Köhler, R. Warren, and S. Winne, "Decarbonizing the Global Economy dangerous modeling technique, however, because the estimated learning rates are biased upwards and because these approaches therefore seriously underestimate the marginal cost of output. We showed the first point above and address the second in this section.
The danger in using learning to model exogenous technological change arises when the models select technologies on the basis of their cost characteristics. Learning models have total marginal costs that are lower than current marginal costs because an additional unit of output lowers all future costs as producers move down the learning curve. We can see this point by starting with a total cost function, which is defined as the present value of all current and future production ( ) Taking the derivative of (9) with respect to current output yields total marginal cost:
Equation (10) has two terms. The first term is just the marginal cost (equal to the average cost) of output for the current (instantaneous) period. The second term is the learning impact. It shows the impact on cost through the effect of current output on future cumulative output. As long as b > 0, this learning impact is negative. The size of the negative term depends upon the learning parameter, the discount rate, and the exogenous growth term.
There is no obvious analytical expression that can be derived from equation (10). However, we can calculate the expression numerically for different parameters. Table 1 shows the calculation of the true total marginal cost as calculated by equation (10) for different parameters using a 200-year horizon. We have normalized the equation so that the instantaneous marginal cost is unity, and this is clearly the total marginal cost when there is no learning.
The table shows how the total marginal cost declines sharply as the assumed learning rate increases. The decline increases in the learning coefficient and the growth rate and decreases in the discount rate, although the growth rate does not affect the bias in a major way. For example, assume a conventional learning coefficient is 0.2 and a discount rate of 5 percent per year. If the true process is exogenous technological change, then this would bias downward the total marginal cost by between 39 and 51 percent for the two assumed growth rates. With low discount rates, the bias is even larger.
This bias becomes particularly important in energy and global warming models which are designed to choose among different emerging technologies and where the technology is assumed to have an important learning component.
For example, the model solve for future paths of solar and wind technologies based on current cost and different learning coefficients. Based on high learning rates, the model might suggest that technology A is a good bet for research and development. But this recommendation would be incorrect if the learning coefficient is based on a biased estimate of learning.
The point to emphasize here is that, in analyses that pick technologies on the basis of total discounted cost of production (as is entirely appropriate), then an upward bias in the learning rate will have a major impact on the apparent benefit of technologies with learning. The estimated costs can easily be underestimated by a factor of two. This danger is reinforced because, as shown in the first section, of the tendency to estimate learning rates in bivariate relationships, which will generally lead to strong upward biases in the learning coefficient. For this analysis, we simplify by assuming that each process has a constant growth rate.
This implies that output growth equals the growth in cumulative output, so , , i t i t y q = .
Calculate an aggregate learning curve by weighting the individual productivity growths in (A.3) by the shares of nominal output:
relates to the relation between input growth and the shares of inputs and nominal output.
As long as these three biases are small, the aggregate learning coefficient will be the weighted average of the individual processes where the weights are those of nominal output.
