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Abstract. We prove a vector-valued almost sure invariance principle for some
classes of time dependent non-uniformly distance expanding dynamical sys-
tems. The models we have in mind are certain sequential versions of the
smooth non-uniformly distance expanding maps considered in [2] and [24], as
well as certain types of sequences of covering maps. Our results rely on the
theory of complex projective metrics which was developed in [23], together
with the spectral methods of Goue¨zel [12]. A big advantage in applying the
theory of complex cones here is that it also yields additional probabilistic limit
theorems for random dynamical systems, as described at the last section of
this paper.
1. Introduction
Probabilistic limit theorems for deterministic dynamical systems is a well studied
topic. One important generalization of such results (see, for insatance [18] and
[19]) is to random dynamical systems in which the system evolves according to
iterates of random transformations of the form Tθn−1ω ◦ · · · ◦ Tθω ◦ Tω, ω ∈ Ω,
where (Ω,F , P, θ) is some ergodic invertible measure preserving system, which can
be viewed as a “driving process”. The central limit theorem (CLT) for partial
sums generated by random dynamical systems has been studied by many authors.
Recently, finer results such as the local central limit theorem (LCLT) and the Berry-
Essee´n theorem (optimal convergence rate in the CLT) have been obtained for
several classes of random uniformly distance expanding and hyperbolic dynamical
systems (see [7], [8] and Ch.7 of [13]). These results rely on certain types of analysis
of complex transfer operators, and they did not cover, for instance random non-
uniformly distance expanding maps.
A related, but more general, setup is the case when the underlying sequence
of random variables has the form Xn = T
n
0 x0, where x0 is some random variable
and T n0 = Tn−1 ◦ Tn−2 ◦ · · · ◦ T0 for some given sequence of maps T0, T1, T2, ....
Results in this direction where obtained, for instance, in [1], [3], [20] and [22] and
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references therein. The setup of random dynamics is a special case of this setup,
where Tj = Tθjω are stationary random maps. In [6] and [17] the authors proved
an almost sure real-valued invariance principle (ASIP) for random and sequential
dynamical systems, which means that the underlying partial Birkhoff sums can be
approximated by a sum of independent Gaussian random variables with an error
term which is smaller than the square root of the variance of the partial sum (such
an estimates yields the law of iterated logarithm). Both papers invoked a recent
result on ASIP for “reverse” martingales due to C. Cuny and F. Merleve`de [4],
and assumed that the underlying transfer operators preserve the same probability
measure, which essentially means the exponent of the underlying potential function
is the inverse of the Jackobian. We stress that these results were obtained for real-
valued observables, for which the results in [4] apply.
In this paper we will prove an ASIP with for parital sums of the form Sn(x) =∑n−1
j=0 uj ◦ T j0 (x), where uj is seqeunce of vector-valued Ho¨lder continuous or dif-
ferentiable functions and x is distributed accodring to a special measure µ0, and,
for instance, each Tj is a non-uniformly distance expanding map satisfying the
conditions in [2] and [24]. Our results hold true when the covariance matrix of
Sj,n =
∑n−1
k=0 uj+k ◦ T kj grows linearly fast in n uniformly in j, a condition which
we verify in the case when all the maps Tj and the functions uj lie in some neigh-
borhood of appropriate map T and a function u (see also Remark 2.9). Even when
all the maps Tj coincide with the same map T from [2] our results are new, and in
this case they yield an ASAP for the sums Sn(x) when x is distributed according
to one of the equilibrium states constructed in [2] (e.g. the unique measure with
maximal entropy). We want to stress that even in the deterministic setup of [2],
it is unclear in which circumstances one can choose the underlying potential to be
the inverse of the Jacobian of T .
In [9] an ASIP for random hyperbolic and uniformly distance expanding maps
has been derived using a certain modification of the spectral method of Goue¨zel
[12] for non-stationary sequences, and the vector-valued obtained in this manuscript
relies on this modification, as well. This method requires that appropriate complex
perturbations of the the underlying sequence of complex transfer operators to have
certain “spectral” properties, which in the setup of this paper are obtained using
the theory of complex projective metrics developed in [23] (which was applied in
Ch. 5 of [13] with uniformly distance expanding maps).
Once the appropriate projective contraction properties of the underlying (real)
transfer operator are established, in the case of real-valued observables uj and
when the Tj ’s are uniformly Ho¨lder continuous it seems plausible that the results
for reverse martingales in [4] can yield the ASIP (by using the scheme in [6]),
but in this paper we consider vector-valued observables, and we do not assume
Ho¨lder continuity of the underlying maps. Moreover, using complex projective
metrics (associated with complex cones), a Berry-Essee´n theorem, and moderate
and (local) large deviations principles for random non-uniformly distance expanding
dynamical systems follow, which is another advantage in using cones. For certain
classes of weakly-expanding random maps (e.g. Manneville-Pomeau maps) we will
also obtain a local central limit theorem, see Remark 6.3. In fact, for such maps
we are able to obtain the ASIP under weaker assumptions (see Remark 2.9).
This paper is organized as follows. In Section 2 we describe our setup and
state our main results. Section 3 contains the additional tool required for the
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ASIP: we obtain there a sequential Ruelle-Perron-Frobenius (RPF) theorem for
an appropriate sequence of parametrized complex transfer operators (by applying
contraction properties of complex cones). We will also apply these results in order
to control the covariance of the underlying partial sums, which will yield a uniform
control over the norm of these complex operators, an ingredient which is crucial
for applying the aforementioned modification of Goue¨zel’s ASIP. In Section 5 the
proof of the main result is finalized. Finally, in Section 6 we will obtain additional
limit theorems for of real-valued observables in the case of random non-uniformly
distance expanding dynamical systems.
2. Preliminaries and main results
We will consider in this paper two types of models of sequences of non-uniformly
distance expanding maps.
2.1. Locally smooth non-uniformly distance expanding maps. In this sec-
tion we will start from the setup in [2] and [24]. In some sense, the model considered
here is less general than the one considered in Section 2.2, but it is more explicit
and therefore we present it first.
Let M be a finite dimensional compact and connected Riemnnian manifold with
distance ρ. Let T : M → M be a local homeomorphism and assume that there
exists a continuous function x → L(x) such that, for every x ∈ M there is a
neighborhood Ux of x that Tx : Ux → T (Ux) is invertible and
ρ(T−1x (y), T
−1
x (z)) ≤ L(x)d(y, z), ∀y, z ∈ T (Ux).
In particular every point has the same finite number of preimages deg(T ) which
coincides with the degree of T . Our additional assumption is that there exist
constants σ > 1 and L ≥ 1, and an open region A ⊂M such that
(H1) L(x) ≤ L for every x ∈ A and L(x) < σ−1 for all x /∈ A;
(H2) There exists a finite covering U of M by open domains of injectivity for T
such that A can be covered by q < deg(T );
Next, let φ : M → R be a C1-function. Our further restrictions on the function
φ, and the constants appearing in (H1) and (H2) are summarized in the following
2.1. Assumption. There exists a constant ε > 0 so that
supφ− inf φ ≤ ε
and
(2.1) s := eε · qL+ (deg(T )− q)σ
−1
deg(T )
< 1.
Next, let Tj : M → M be a sequence of maps satisfying (H1) and (H2) and
φj :M → R be a sequence of scalar C1-functions. Let d ≥ 1 and uj : M → Rd be a
sequence of vector-valued C1 functions. For each j and n ≥ 0, consider the partial
sums
Sj,n =
n−1∑
k=0
uj+k ◦ Tj+n−1 ◦ · · · ◦ Tj+1 ◦ Tj
and set Sn = S0,n. Our main result in the above setup is the following
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2.2. Theorem. Suppose that (H1), (H2) and Assumption 2.1 are satisfied. Let
µj = h
(0)
j dν
(0)
j be the probability measures from Theorem 3.1 and assume that there
exists a constant c > 0 so that for any sufficiently large n and any v ∈ Rd we have
(2.2) inf
j
CovµjSj,nv · v ≥ cn|v|2.
Then there exists ε > 0 so that if (Tj, φj), j ∈ Z belong to a C1-ball of radius ε
around (T, φ) then, for any δ > 0 there is a coupling between (uj ◦T j0 )j, considered
as a sequence of random variables on (M,µ0), and a sequence of centered Gaussian
random vectors Z1, Z2, ... so that∣∣∣Sn −
∫
Sn(y)dµ0(y)−
n∑
j=1
Zj
∣∣∣ = o(n 14+δ), almost-surely.
Moreover, with Sn = Sn −
∫
Sn(y)dµ0(y), there exists a constant C > 0 so that for
any unit vector v ∈ Rd,
(2.3)
∥∥∥Sn · v∥∥∥
L2
− Cn 14+δ ≤
∥∥∥ n∑
j=1
Zj · v
∥∥∥
L2
≤
∥∥∥Sn · v∥∥∥
L2
+ Cn
1
4
+δ.
In Section 4.2 we will show that (2.2) holds true if ε is small enough and the
functions uj lie in some C
1-neighborhood of a function u which is not a couboundary
with respect to T . We want also to stress that when considering the initial measure
µ0, the correlation between the summands uj+k ◦ Tj+n−1 ◦ · · · ◦ Tj+1 ◦ Tj converge
exponentially fast to 0. Moreover, when Tj = T and φj = φ then µ0 is the unique
equilibrium state corresponding to T and φ constructed in [2]. When φ = 0 then
we just get the unique measure with maximal entropy. Furthermore, similarly to
[21], it is possible to show that the measures νj from Theorem 3.1 are conformal in
the sense that for any measurable set such that Tj |A is injective we have
(2.4) νj+1(Tj(A)) = e
Πj(0)
∫
A
e−φj(x)dνj(x)
where Πj(0) is the logarithm of λj(0) from Theorem 3.1. This coincides with the
definition of conformal measures in [2] in the case of a single map T and a potential
φ. It is also important to note that, in the random dynamical system case considered
in Section 6, the measure µ0 = µω is the disintegration of a probably measure on
the skew-product space, which is invariant and ergodic with respect to the skew
product map (namely, it is the so called, random Gibbs measure, see Section 6).
2.1.1. Examples. In this section we will give several examples for maps T and Tj
(most of them are discussed in [2] and [24]).
2.3. Example. Consider an interval map g : [0, 1) → [0, 1) of the form g(x) =
mx mod1. Take a small open subinterval of each monotonicity interval of g, and
perturb g on this interval in such a way that the resulting new inverse branch
will have derivatives smaller than 1 at some points. Denote by T : T → T the
resulting map. There are many ways to construct such maps T , and we can consider
a sequence Tj of such perturbations of g. The ASAP holds true if all of these
perturbations are sufficiently close to g, say, and the functions φj have sufficiently
small oscillation.
The following example comes from [2].
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2.4. Example. Let g : Td → Td be a linear expanding map. Fix some covering U by
domains of injectivity for g and some U0 ∈ U containing a fixed (or periodic) point p.
Then deform g on a small neighborhood P1 of p inside U0 by a pitchfork bifurcation
in such a way that p becomes a saddle for the perturbed local diffeomorphism T . In
particular, such perturbation can be done in the Cr-topology, for every r > 0. By
construction, T coincides with g in the complement of P1, where uniform expansion
holds. Observe that we may take the deformation in such a way that T is never too
contracting in P1, which guarantees that conditions (H1) and (H2) hold, and that T
is still topologically exact. Assumption 2.1 is clearly satisfied by any C1-potential
with a sufficiently small oscillation.
2.5. Example (Manneville-Pomeau map). For each β ∈ (0, 1), let fβ : [0, 1]→ [0, 1]
be the C1+β-local diffeomorphism given by
fβ(x) =
{
x(1 + 2βxβ) if 0 ≤ x ≤ 12
2x− 1 if 12 < x ≤ 1
Then our assumptions hold true if T = fβ for some β and φ is a C
1-function with
sufficiently small oscillation. We refer to Example 2.11 which includes the case
when each Tj is a Manneville-Pomeau map and φj = −tj log J(fj) for a sufficiently
small tj (in the setup there φj does not have to be a C
1-function).
We also want to mention the unimodel map T (x) = − 18x(x−1)(x+ 18 ) considered
in Example 2.5 in [24]. For instance, in these circumstances, we can consider the
simple case when Tj = T and φj = 0 for each j, but uj may depend on j. This
shows that a vector-valued ASIP holds true when µ0 = µ is the unique measure of
maximal entropy corresponding to t. When (Tj, φj) are only close to (T, 0) then µ0
is a certain perturbation of µ, and we still get the ASIP with this initial measure.
2.2. Non-uniformly “expanding” covering maps. Let (Xj , ρj), j ∈ Z be a two
sided sequence of bounded metric spaces, noramlized in size so that diam(Xj) ≤ 1,
and let Tj : Xj → Xj+1 be a sequence of maps satisfying the following
2.6.Assumption. There exist two sided sequences (Lj), (σj), (qj) and (dj) so that
Lj ≤ L for some L ≥ 1 and for each j we have σj > 1, Lj ≥ 1, qj , dj ∈ N, qj < dj
and for any x, x′ ∈ Xj+1 we can write
T−1j {x} = {x1, ..., xdj} and T−1j {x′} = {x′1, ..., x′dj}
where for any i = 1, 2, ..., qj,
ρj(xi, x
′
i) ≤ Ljρj+1(x, x′)
while for any i = qj + 1, ..., dj ,
ρj(xi, x
′
i) ≤ σ−1j ρj+1(x, x′).
An immediate example is the case when all the maps Tj satisfy Assumptions
(H1) and (H2) uniformly in j (see the proof of Theorem 5.1 in [2] applied with each
Tj separately), but there are different examples (see Section 2.2.1).
Next, let α ∈ (0, 1] and let φj be a sequence of bounded real-valued Ho¨lder func-
tions on Xj with exponent α. Denote by Hj the space of such functions equipped
with the norm
‖g‖ = ‖g‖∞ + v(g)
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where ‖g‖∞ = sup |g| and v(g) is the smallest number so that |g(x) − g(y)| ≤
v(g)
(
ρj(x, y)
)α
for any x and y in Xj . In the case when α = 1 and each Xj is a Rie-
mannian manifold we will also consider the norms ‖g‖ = ‖g‖C1 = sup |g|+sup‖Dg‖
on the space of C1-functions, namely v(g) above is replaced by the supremum norm
of the deferential of g (so in this case v(g) could either be the Lipschitz constant
or sup ‖Dg‖). Our additional requirements from the function φj are summarized
in the following
2.7. Assumption. We have supj ‖φj‖ <∞,
supφj − inf φj ≤ εj and sup
j
sup
x
∑
y∈T−1
j
{x}
eφj(y) <∞,
where εj is a sequence of positive constants satisfying
(2.5) s := sup
j
eεj · qjL
α
j + (dj − qj)σ−αj
dj
< 1.
The inequality (2.1) is a quantitative estimate on the amount of contraction is
allowed, given the amount of expansion Tj has, and the oscillation of φj .
Next, let d ∈ N and uj : Xj → Rd be a sequence of vector-valued functions so
that uj ∈ Hj for each j and the sequence of norms ‖uj‖ is bounded in j. For each
n and j set
Sj,nu =
n−1∑
i=0
ui+j ◦ T ij ,
where T nj = Tj+n−1◦Tn−2◦· · ·◦Tj. Let µj = h(0)j dν(0)j be the sequence of equivariant
Gibbs measures (i.e. (Tj)∗µj = µj+1) constructed in Theorem 3.1 (so that (3.4)
and (3.5) hold true). We note the measures ν
(0)
j satisfy all the properties discussed
after Theorem 2.2 in the circumstances on this section, as well. Our main result
here is the following almost sure invariance principle:
2.8. Theorem. Suppose that Assumptions 2.6 and 2.1 hold true. Assume also that
there exists a constant c > 0 so that for any sufficiently large n and any v ∈ Rd we
have
(2.6) inf
j
Covµj (Sj,n)v · v ≥ cn|v|2.
Then for any δ > 0, there exists a coupling between (uj ◦ T j0 ), considered as a
sequence of random variables on the probability space (X0, µ0), and a sequence of
centered Gaussian random vectors Z1, Z2, ... so that∣∣∣Sn − µ0(Sn)− n∑
j=1
Zj
∣∣∣ = o(n 14+δ), almost surely.
Moreover, with Sn = Sn − µ0(Sn), there exists a constant C > 0 so that for any
unit vector v ∈ Rd,
(2.7)
∥∥∥Sn · v∥∥∥
L2
− Cn 14+δ ≤
∥∥∥ n∑
j=1
Zj · v
∥∥∥
L2
≤
∥∥∥Sn · v∥∥∥
L2
+ Cn
1
4
+δ.
A vector-valued ASIP 7
In Section 4.2 we will show that (2.6) holds true when Tj , φj and uj are suf-
ficiently small perturbations of a single map T , a function φ and a vector-valued
function u, respectively.
2.9. Remark. We want to stress that in both Theorems 2.2 and 2.8 the condition
about the uniform growth rate of the covariances is, in principle, not needed in order
to apply the spectral methods in [12] (see Theorem 5.1). In our circumstances, the
simpler condition
(2.8) Covµ0(S0,n)v · v ≥ cn|v|2
is enough, if we assume that
(2.9) sup
j,n
sup
|t|≤r0
‖Lj,nit ‖ ≤ C
for some r0 and C, where Lj,nit are the transfer operators Lj,nit defined at the begin-
ning of Section 3. Condition (2.8) holds true in the random dynamical system case
considered in Section 6, but with a vector-valued random function uω(x) = u(ω, x)
which does not admit an L2(µ) coboundary representation with respect to the skew
product map at some direction v ∈ Rd \ {0} (all the notations are given in Section
6, see also the proof of Prposition 2 in [9]). The reason we need (2.2) and (2.6)
is that they guarantee (2.8). In fact, we show that such uniform lower bounds on
the covariances yield exponentially fast decay as n→∞ of the norms in (2.9), see
Proposition 4.1. For uniformly distance expanding maps a uniform bound on ‖Lj,nit ‖
follows from the, so called, Lasota-Yorke inequality. This is not true in general for
non-uniformly distance expanding maps, but when Lj = 1 in Assumption 2.6 then
a weak Lasota-Yorke inequality holds true which is still enough in order to derive
(2.9). In particular, when considering Manneville-Pomeau maps (as in Examples
2.5 and 2.11) our results hold true under (2.8), without assuming (2.2) and (2.6).
Of course, many additional examples of interval and multidimensional maps can be
given.
We also note that for the one dimensional results stated in Section 6 we only
need that the variance of Sn grows linearly fast (i.e. that (2.8) holds true), which is
satisfied when the function u = u(ω, x) does not admit a coboundary representation
with respect to the skew product map.
2.2.1. Examples.
2.10. Example. For each j let gj : T
d → Td be a linear expanding map. Then
Assumptions 2.6 and 2.7 hold true when each Tj is a map constructed as in Example
2.4 and φj has a sufficiently small oscillation (in contrast to Example 2.4 we do not
require that the Tj’s lie in some neighborhood of a given map). In order to verify
(2.6) we will need at the end some condition of this form, but the results in Section
6 do not require such assumptions.
2.11. Example. Suppose that Tj = fβj for some βj ∈ (0, 1), where fβ is the
Manneville-Pomeau map from Example 2.5. It is clear that Assumption 2.6 holds
true. Moreover, Assumption 2.7 holds true, for instance, when φj = −tj log J(Tj)
for sufficiently small tj . By Proposition 5.3 in [2], the transfer operators
Lβg(x) = g(y(β, x)) + g(
1
2
(x+ 1))
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are continuous function of β when considered as functions from (0, 1) to the space of
linear operators acting on the space (H, ‖ · ‖C1), equipped with the operator norm.
This shows that the conditions guaranteeing (2.6) hold true when all the βj ’s are
sufficiently close to a specific β (see Proposition 4.2). We remark that for random
Manneville-Pomeau maps (considered in Section 6) the lower bound (2.8) holds true
when u(ω, x) is not a coboundary at any direction, and so in these circumstances
we get the ASIP for random compositions of the form fβ(θn−1ω) ◦ · · · ◦ fβ(θω) ◦ fβ(ω)
where β(ω) is a random variables taking values at (0, 1) and θ is some ergodic
measure preserving system.
Example 2.11 is a specific case of the following
2.12.Example. Assume that each Tj is an interval map which is uniformly expand-
ing only on some of its monotonicity intervals. Assumption 2.7 in these circum-
stances restricts the amount of contraction (in terms of the amount of expansion), in
a uniform manner. A concrete example can be constructed as follows. Let mj ≥ 2
be a sequence of integers. For any j define Tj(x) = mjx for 0 ≤ x < 1mj . On
the interval [ 1
mj
, 1) we just assume that Tj is one to one and onto [0, 1) and that
derivative of fj from the right of
1
mj
is smaller than 1 but larger that L−1j for some
Lj ≥ 1. Then we have σj = mj , dj = 2 and qj = 1. Now we can take a potential
φj with a sufficiently small oscillation. It is clear that it is possible to construct
examples with dj and qj depending on j. Higher dimensional analogous can be
considered as well.
2.13.Example (An abstract topological example). Let Xj be a normalized compact
metric space (i.e. with diameter 1), and assume that there exist sequences ηj ∈
(0, 1) and γj > 0 so that TjBj(z, ηj) = Xj+1 and ρj+1(Tj(z1), Tj(z2)) ≥ γj(z1, z2)
for any j and z, z1, z2 ∈ Xj satisfying ρj(z1, z2) < ηj . Assumption 2.6 is satisfied if
we assume that γj is bounded from below, and it takes values larger than 1 on some
ball of radius ηj and values smaller than 1 on another ball of the same radius. We
note that, in fact, this example is more general that the other examples presented
above.
3. A sequential RPF theorem via cones contractions
In the setup of Section 2.1 for each j we set Xj = M . In both setups considered
in Section 2, for each j ∈ Z and z ∈ C, consider the transfer operators L(j)z which
maps functions on Xj to functions on Xj+1 by the formula
(3.1) L(j)z g(x) =
∑
y∈T−1
j
{x}
eφj(y)+zuj(y)g(y).
We also set L(j)0 = L(j). For each j, n and z write
Lj,nz = L(j+n−1)z ◦ · · · ◦ L(j+1)z ◦ L(j)z .
It is clear that L(j)z Hj ⊂ Hj+1. We will denote by (L(j)z )∗ the appropriate dual
operator. Henceforth we will refer to supj ‖uj‖ and the constants in Assumptions
(H1), (H2) 2.6, 2.1 and 2.7 as the “initial parameters”.
3.1. Theorem. Let the sequence of maps Tj satisfy the conditions from either
Section 2.1 or Section 2.2, where in the circumstances of Theorem 2.2 we also
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assume that ε appearing there is sufficiently small. Then there exists a neighborhood
U of 0, which depends only on the initial parameters, so that for any z ∈ U there
exist families {λj(z) : j ∈ Z}, {h(z)j : j ∈ Z} and {ν(z)j : j ∈ Z} consisting of
a nonzero complex number λj(z), a complex function h
(z)
j ∈ Hj and a complex
continuous linear functional ν
(z)
j ∈ H∗j such that:
(i) For any j ∈ Z,
(3.2) L(j)z h(z)j = λj(z)h(z)j+1, (L(j)z )∗ν(z)j+1 = λj(z)ν(z)j and ν(z)j (h(z)j ) = ν(z)j (1) = 1
where 1 is the function which takes the constant value 1. When z = t ∈ R then
λj(t) > a and the function hj(t) takes values at some interval [c, d], where a > 0
and 0 < c < d < ∞ depend only on the initial parameters. Moreover, ν(t)j is
a probability measure which assigns positive mass to open subsets of Xj and the
equality νj+1(t)
(L(j)t g) = λj(t)ν(t)j (g) holds true for any bounded Borel function
g : Xj → C.
(ii) The maps
λj(·) : U → C, h(·)j : U → Hj and ν(·)j : U → H∗j
are analytic and there exists a constant C > 0, which depends only on the initial
parameters such that
(3.3) max
(
sup
z∈U
|λj(z)|, sup
z∈U
‖h(z)j ‖, sup
z∈U
‖ν(z)j ‖
) ≤ C,
where ‖ν‖ is the operator norm of a linear functional ν : Hj → C. Moreover,
there exist a constant c > 0, which depends only on the initial parameters, so that
|λj(z)| ≥ c and minx∈Xj |h(z)j (x)| ≥ c for any integer j and z ∈ U .
(iii) There exist constants A > 0 and δ ∈ (0, 1), which depend only on the initial
parameters, so that for any j ∈ Z, g ∈ Hj and n ≥ 1,
(3.4)
∥∥∥ Lj,nz g
λj,n(z)
− ν(z)j (g)h(z)j+n
∥∥∥ ≤ A‖g‖δn
where λj,n(z) = λj(z) · λj+1(z) · · ·λj+n−1(z). Moreover, the probability measures
µj , j ∈ Z given by dµj = h(0)j dν(0)j satisfy that (Tj)∗µj = µj+1 and that for any
n ≥ 1 and f ∈ Hj+n,
(3.5)
∣∣µj(g · f ◦ T nj )− µj(g)µj+n(f)∣∣ ≤ A‖g‖µj+n(|f |)δn.
We want to stress that in the circumstances of Theorem 2.8 we get Theorem 3.1
without the additional assumption that Tj , φj and uj lie in some neighborhood of
T, φ and u, respectively. Such a condition is needed only in order to verify (2.6),
see Remark 2.9. We also want to mention here that the measures νj are conformal
in the sense of (2.4).
The proof of Theorem 3.1 relies on the theory of real and complex cones. We will
give a reminder of the appropriate results concerning this theory in the body of the
proof of Theorem 3.2 below, and the readers are referred to Appendix A of [13] for
a summary of the main definitions and results concerning contraction properties of
real and complex cones.
Theorem 3.1 follows from the following
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3.2. Theorem. There exist r, d0 > 0 and a sequences Cj of complex cones so that:
(i) The cones Cj and their duals C∗j := {ν ∈ H∗j : ν(c) 6= 0 ∀ν ∈ Cj \ {0}} have
bounded aperture: there exists a constant A > 0 and complex continuous linear
functionals aj ∈ H∗j and bj ∈ (H∗j )∗ so that for any g ∈ Cj and λ ∈ C∗j we have
‖g‖ ≤ A|aj(g)| and ‖λ‖ ≤ C|bj(λ)|.
(ii) The cones Cj are linearly convex, namely for any g 6∈ Cj there exists µ ∈ C∗j
such that µ(g) = 0.
(iii) The cones Cj are reproducing: there exist constants k0 ∈ N and r0 > 0 so
that for any j and g ∈ Hj there are g1, ..., gk0 ∈ Cj so that g = g1 + ...+ gk0 and
‖g1‖+ ...+ ‖gk0‖ ≤ r0‖g‖.
(iv) For any j ∈ Z, and z ∈ C so that |z| < r we have
LjzCj ⊂ Cj+1
and the Hilbert diameter of the image with respect to the complex projective metric
corresponding to the cone Cj+1 does not exceed d0.
Relying on this theorem, Theorem 3.1 follows exactly as in Chapters 4 and 5 [13].
Indeed, the main assumption in Chapter 4 is the existence of families of cones satis-
fying all the properties described in Theorem 3.2. Using these properties existence
of RPF triplets λj(z), h
(z)
j and ν
(z)
j follows from general contraction properties of
complex projective metrics. The analyticity of λj(z), h
(z)
j and ν
(z)
j in z is guaran-
teed after the complex cone method is applied successfully since these triplets can
be expressed as certain uniform limits of explicit expressions involving the transfer
operators L(j)z , which are analytic in z.
Proof of Theorem 3.2. Let δ > 0 be so that (1+δ)s < 1, where s is defined in (2.1),
and let κ > 0 be so that supj v(φj) < κδ. Consider the real cone
Cj,R = {g ∈ Hj : g > 0 and v(g) ≤ κ inf g}
and let Cj be its canonical complexification which (see Appendix A in [13]) is given
by
(3.6) Cj = {g ∈ Hj : ℜ
(
µ(g)ν(g)
) ≥ 0 ∀µ, ν ∈ C∗j,R}
where C∗j,R = {µ ∈ H∗j : µ(c) ≥ 0 ∀ c ∈ Cj,R}.
We begin with showing that the complex cones Cj and their duals have bounded
aperture. First, for any point a ∈ Xj and g ∈ Cj,R we have
‖g‖ = sup g + v(g) ≤ inf g + 2v(g) ≤ (1 + 2κ) inf g ≤ (1 + 2κ)g(a)
where we used that g(x) − g(y) ≤ (diam(Xj))αv(g) ≤ v(g) for any real-valued
function on Xj . We conclude from Lemma 5.2 in [23] that for any g ∈ Cj we have
‖g‖ ≤ 2
√
2(1 + 2κ)g(a)
and therefore we can take aj(g) = g(a) for an arbitrary point a ∈ Xj . Next, in
order to show that the cone Cj has bounded aperture we will apply Lemma A.2.7
from [13] which states that
‖ν‖ ≤Mν(1), ∀ ν ∈ C∗j
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if the complex cone Cj contains the ball of radius 1/M around the constant function
1. The first step in showing that such a ball exists is the following representation
of the cone:
Cj,R = Cj,R,κ = {g ∈ Hj : sx,y,t,κ(g) ≥ 0, ∀ (x, y, t) ∈ ∆j}
where ∆j is the set of triplets (x, y, t) ∈ Xj ×Xj ×Xj so that x 6= y and
sx,y,t,κ(g) = κg(t)− g(x)− g(y)
ραj (x, y)
.
Then (see Appendix A in [13]), we can write
(3.7) Cj = {x ∈ Hj : ℜ
(
µ(x)ν(x)
) ≥ 0 ∀µ, ν ∈ ∆j}
since ∆j generates the dual cone C∗j,R. Note that by Lemma 4.1 in [11], a canonical
complexification CC of a real cone CR is linearly convex if there exists a continuous
linear functional which is strictly positive on C′
R
= CR \ {0}.
Using (3.7), it is enough to find ε > 0 which does not depend on j so that for
any g of the form g = 1+ h with ‖h‖ < ε, and any (xi, yi, ti) ∈ ∆j for i = 1, 2,
ℜ(s1(g) · s2(g)) ≥ 0
where with si = sxi,yi,ti,κ. This is indeed enough since then we can take M = 1/ε.
Existence of such ε is clear since si(g) = κ − si(h) and |si(h)| ≤ (κ + 1)‖h‖. The
cone Cj is linearly convex since the real cone Cj,R has bounded aperture (so (ii)
holds true).
Now we will prove (iii). If g ∈ Hj is real-valued then g + cg ∈ Cj,R ⊂ Cj where
cg = max(sup |g|, ν(g)/κ). It follows that g = (g+ cg)− cg is a sum of two members
of Cj so that
‖g + cg‖+ ‖ − cg‖ ≤ 3(1 + κ−1)‖g‖.
The proof of (iii) is completing by decomposing complex-valued functions g in Hj
as g = g1 + ig2 where g1, g2 ∈ Hj are real-valued.
In order to prove (iv), we will first show that for any j,
(3.8) L(j)Cj,R ⊂ Cj+1,R,ζκ
where ζ = (1 + δ)s < 1, where δ was specified at the beginning of the proof of
Theorem 3.2. In the setup of Section 2.1, this was established for the transfer
operator generated by T and φ in the proof of Theorem 5.1 in [2]. According
to Proposition 5.3 in [2] these transfer operators are continuous with respect to
C1-perturbations of T and φ, and therefore (3.8) holds true if Tj and φj lie in a
sufficiently small C1-neighborhood of T and φ, respectively. In the setup of Section
2.2 we do not require that the Tj’s and the uj ’s lie in such a neighborhood, and
instead the proof of (3.8) proceeds similarly to the proof of Theorem 5.1 in [2]. Fix
some j and denote by (xi) and (yi) the inverse images of two points x and y under
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Tj, respectively. We have
|L(j)g(x)− L(j)g(y)|
inf L(j)0 g
≤ |L
(j)g(x)− L(j)g(y)|
djeinf φj inf g
≤ d−1j
dj∑
i=1
eφj(xi)−inf φj |g(xi)− g(yi)|(inf g)−1
+d−1j
dj∑
i=1
|(g(yi)/ inf g)e− inf φj |eφj(xi) − eφj(xi)| := I1 + I2,
where L(j) = L(j)0 . Since ρj(xi, yi) ≤ Ljρj(x, y) for any 1 ≤ i ≤ qj and ρj(xi, yi) ≤
σ−1j ρj(x, y) for all other preimages,
I1 ≤ ραj+1(x, y)eεjd−1j (Lαj qj + (dj − qj)σ−αj ) = ραj+1(x, y)sκ
where s is defined in (2.1), and we used that |g(xi) − g(yi)| ≤ v(g)ραj (xi, yi) ≤
κ inf g · ραj (xi, yi).
In order to bound I2, we first observe that sup g ≤ inf g + v(g) ≤ (1 + κ) inf g
and that
|eφj(xi) − eφj(yi)| ≤ emax(φj(xi),φj(yi))|φj(xi)− φj(yi)| ≤ einf φj+εjv(φj)ραj (xi, yi).
Using these estimates we obtain that
I2 ≤ ραj+1(1 + κ)s · sup
j
v(φj).
We conclude that
v(L(j)g) ≤ s(κ+ sup
j
v(φj)) inf L(j)0 ≤ sκ(1 + δ) inf L(j)0 = ζ inf L(j)0 .
and therefore
(3.9) L(j)Cj,R,κ ⊂ Cj,R,ζκ ⊂ Cj,R,κ.
By Proposition 5.2 in [2] (see the proof of Proposition 4.3 from there), there exists
d0 which depends only on κ and ζ so that the real projective diameter of Cj,R,ζκ as
a subset of Cj,R,κ does not exceed d0.
We will next prove that for any j, κ, (x, y, t) ∈ ∆j , g ∈ Cj,R and a complex z so
that |z| ≤ 1 we have
(3.10)
∣∣sx,y,t,κ(L(j)z )g − L(j)0 g)∣∣ ≤ c|z|sx,y,t,κ(L(j)0 g)
where c is some constant which does not depend on j. After this is established we
can apply Theorem A.2.4 from Appendix A in [13] and obtain item (iv).
We begin with the following simple result/observation: let A and A′ be complex
numbers, B and B′ be real numbers, and let ε1 > 0 and ζ ∈ (0, 1) so that
• B > B′
• |A−B| ≤ ε1B
• |A′ −B′| ≤ ε1B
• |B′/B| ≤ ζ.
Then ∣∣∣∣A−A′B −B′ − 1
∣∣∣∣ ≤ 2ε1(1− ζ)−1.
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The proof of this results is elementary, just write∣∣∣∣A−A′B −B′ − 1
∣∣∣∣ ≤
∣∣∣∣ A−BB −B′
∣∣∣∣+
∣∣∣∣A′ −B′B −B′
∣∣∣∣ ≤ 2Bε1B −B′ = 2ε11−B′/B .
Fix some nonzero g ∈ Cj,R and (x, y, t) ∈ ∆j+1. We want to apply the above
results with A = κL(j)z g(t),
B = κL(j)0 g(t), A′ =
L(j)z g(x)− L(j)z g(y)
ραj (x, y)
and B′ =
L(j)0 g(x)− L(j)0 g(y)
ραj (x, y)
.
We begin with noting that B > B′ since the function L(j)0 g is a nonzero member of
the cone Cj,R,ζκ. Notice that when |z| ≤ 1 we have
|A−B| = κ|L(j)z g(t)− L(j)0 g(t)| = κ|L(j)0 (g(ezuj − 1))(t)|
≤ κ‖ezuj − 1‖∞L(j)0 g(t) ≤ |z|e‖uj‖∞‖uj‖∞B ≤ C|z|B
for some constant C > 0, where we used that sup ‖uj‖∞ <∞. Next, we have
|B′/B| ≤ ζ inf L(j)0 g/B ≤ ζ < 1
where we used that L(j)0 g is a nonzero member of the cone Cj,R,ζκ. Finally, we
estimate the difference |A′ −B′|. For each a, b ∈ Xj we define
∆a,b(z) = e
φj(a)(ezuj(a) − 1)g(a)− eφj(b)(ezuj(b) − 1)g(b).
Denote again by xi and yi the preimages of x and y under Tj , respectively, where
1 ≤ i ≤ dj . Then
ραj (x, y)(A
′ −B′) =
dj∑
i=1
∆xi,yi(z).
We first have
|∆a,b(z)| = |∆a,b(z)−∆a,b(0)| ≤ |z| sup
|q|≤|z|
|∆′a,b(q)|
where ∆′a,b(·) is the gradient of ∆a,b(·). Next, since
|eφj(a) − eφj(b)| ≤ (eφj(a) + eφj(b))v(φj)ραj (a, b)
using that the sequence (Lj) appearing in Assumption 2.6 is bounded, we obtain
that for any q such that |q| ≤ 1 and any 1 ≤ i ≤ dj ,
|∆′xi,yi(q)| ≤ CLj(eφj(xi) + eφj(yi))‖g‖ραj (x, y)
where C > 0 is some constant. We conclude that there exists a constant C > 0 so
that for any j ∈ Z and z ∈ Cd with |z| ≤ 1,
|A′ −B′| ≤ C|z|‖g‖∞(L(j)0 1(x) + L(j)0 1(y)) ≤ C1|z| inf g
where we used that supj ‖L(j)0 1‖∞ <∞. Since ‖φj‖ is bounded in j there exists a
constant C2 > 0 so that inf g ≤ C2L(j)0 g(t) = C2B for any j. This completes the
proof of (3.10). Applying Theorem A.2.4 in Appendix A of [13] we complete the
proof of (iv). 
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4. Uniform control over the norms of Lj,nit and the covariance of Sj,n
4.1. Exponential decay of the norms. We consider here the normalized oper-
ators L˜(j)z given by L˜(j)z (g) = L(j)z (ghj)/hj+1λj where λj = λj(0) and hj = h(0)j .
Our proof of the ASIP will require the following
4.1. Proposition. Suppose that (2.6) holds true. Then there exist constants
r0, c, C > 0 so that for any t ∈ Rd with |t| ≤ r0 and any j and n ≥ 0 we have
(4.1) ‖L˜j,nit ‖ ≤ Ce−c|t|
2n.
Proof. Without the loss of generality, we assume here that λj(0) = 1 and h
(0)
j ≡ 1,
where 1 is the function taking the constant value 1 (we will use this notation
regardless of the space this function is defined on). Otherwise we can just replace
L(j)z with L˜(j)z (it is easy to find appropriate RPF triplets for L˜(j)z using the ones
corresponding to L(j)z , see for instance the arguments at the beginning of Section 4
in [15]). We will also assume without the loss of generality that
µj(Sj,n) =
n−1∑
k=0
µj+k(uj+k) = 0
since otherwise we can replace uk with uk − µk(uk) for any k.
In these circumstances, it is clear that there exists r > 0 so that on {z ∈ Cd :
|z| < r} we can define functions Πk(z) which are uniformly bounded in z and k so
that Πk(0) = 0 and λk(z) = e
Πk(z). Observe next that for each j and n we have
(4.2) EezSj,n = µj+n(Lj,nz 1)
where Sj,n =
∑j+n−1
k=j uj ◦ T nj (x) and x is distributed according to µj . Using (4.2)
and (3.4) we derive that when r is sufficiently small then
∣∣ lnEezSj,n − n−1∑
k=0
Πj+k(z)
∣∣ ≤ c2
where c2 is some constant which does not depend on j, n and z. Since the expression
inside the absolute value is analytic, we conclude by taking the second derivatives
at z = 0 and using the Cauchy integral formula that
(4.3) |Cov(Sj,n)−Hessian(Πj,n)|z=0| ≤ c
where Πj,n(·) =
∑n−1
k=0 Πj+k(·) and c is some constant. On the other hand, it is
also clear from (3.4) that when t ∈ Rd has a sufficiently small length then for any
j and n we have
‖Lj,nit ‖ ≤ Ceℜ(Πj,n(it)).
Next, using the relations in (3.2), it follows that the gradient of Πk at z = 0 equals
µk(uk) which we have assumed is 0. Using now (4.3) and the second order Taylor
expansion of Πj,n around 0, we conclude that there exist constants r0 > 0 and c > 0
so that for any t ∈ Rd with |t| < r0 we have∣∣∣∣Πj,n(it) + 12Hessian(Πj,n)t · t
∣∣∣∣ ≤ c|t|3n.
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Using (4.3) we get that∣∣∣∣Πj,n(it) + 12Cov(Sj,n)t · t
∣∣∣∣ ≤ c|t|3n+ c2|t|2.
By (2.6) we have infj Cov(Sj,n)t · t ≥ Cn|t|2 for some C > 0 and all sufficiently
large n. Therefore, taking r0 sufficiently to be small we deduce that if |t| < r0 then
for any j and sufficiently large n we have
ℜ(Πj,n(it)) ≤ −c|t|2n
where c > 0 is some constant. We conclude that for such t’s we have
(4.4) ‖L˜j,nit ‖ = ‖Lj,nit ‖ ≤ Ce−c|t|
2n.

4.2. Strong stability and uniform growth rate of the covariance matrix.
Let T , φ and u be so that all of our conditions hold true with the “sequence”
Tj = T , φj = φ and uj = u. Let µ be the Gibbs measure corresponding to T and
φ which is obtained in Theorem 3.1. In the setup of [2] µ is the unique equilibrium
state corresponding to T and φ. We assume here without loss of generality that∫
udµ = 0. Using the exponential decay of correlations (3.5), it follows that the
asymptotic covariance matrix
S2 = lim
n→∞
1
n
Covµ(
n−1∑
k=0
u ◦ T k)
exists and that it is positive definite if and only if there exists a non-zero v ∈ Rd so
that the function v ·u admits an L2(µ) co-boundary representation v ·u = r ◦T − r.
For each z ∈ Cd denote by Lz the transfer operator generated by T and the potential
eφ+zu.
We have the following strong stability type result for the covariance of Sj,n:
4.2. Proposition. For any sufficiently small r0 > 0 and δ0 > 0 there exists ε > 0
with the following property: if
(4.5) sup
j
sup
|z|≤r0
‖L(j)z − Lz‖ ≤ ε
then
sup
j
∥∥∥∥∥Covµj (Sj,n)− Covµ(
n−1∑
k=0
u ◦ T k)
∥∥∥∥∥ ≤ δ0n.
In particular, when S2 is positive definite then there exists a constant c > 0 so that
for any sufficiently large n and any v ∈ Rd we have
inf
j
Covµj (Sj,n)v · v ≥ cn|v|2.
When Xj = M are all the same Riemannian manifold, the maps Tj satisfy the
conditions from [2] and they lie in C1-ball of a single map satisfying these conditions,
and the functions φj and uj lie in some C
1-ball around φ and u, respectively, then
(4.5) holds true with some ε which converges to 0 when the radius of the latter
C1-ball converge to 0 (see Proposition 5.3 in [2]). Of course, in these circumstances
we consider the norm ‖g‖ = sup |g|+ sup |Dg|.
Another example are intervals maps with finite number of monotonicity intervals
which do not depend on j, where on each one of them each Tj and T are either
16 Y. Hafouta
expanding or contracting. If each Tj is obtained from T by perturbing each inverse
branch of T in some Ho¨lder norm, and φj and uj are small perturbations of φ and
u in this norm, then (4.5) will hold true in the appropriate Ho¨lder norm. Similar
examples can be given for maps whose inverse branches are defined on certain
rectangular regions in Rs for s > 1. We also refer the readers to Section 2.2.1, in
which condition (4.5) is discussed in some of the examples given there.
Proof of Proposition 4.2. First, we claim that the arguments in the proof of The-
orem 2.8 in [15] carry on exactly in the same way for vector valued functions uj
(in [15] we considered scalar functions uj). Indeed, these arguments only relied on
the explicit limiting expressions of λj(z), h
(z)
j and ν
(z)
j together with the analyticity
of z → L(j)z , two ingredients that we also have for vector valued functions uj . It
follows that the RPF triplets are strongly stable in the following sense. If Tj, φj
and uj and T1,j , φ1,j and u1,j are two triplets of sequences which satisfy the As-
sumptions from Section 2 with the same sequences Lj , σj , εj etc. then there exists
a neighborhood U0 ⊂ Cd of 0 so that for any δ > 0 there is an ε > 0 with the
following property: if
sup
j
sup
z∈U0
‖L(j)z − L(j)1,z‖ ≤ ε
where L(j)1,z are the transfer operators corresponding to the map T1,j and the po-
tential φ1,j + zu1,j, then
sup
j
sup
z∈U0
max
(|λj(z)− λ1,j(z)|, ‖h(z)j − h(z)1,j‖, ‖ν(z)j − ν(z)1,j ‖) < δ.
Here λ1,j(z), h
(z)
1,j and ν
(z)
1,j are the triplets obtained in Theorem 3.1 for the transfer
operators L(j)1,z . In particular, it follows that
sup
j
sup
z∈U0
|Πj(z)−Π1,j(z)| ≤ cδ
where c > 0 is some constant and Π1,j(z) is the pressure function corresponding to
λ1,j(z). Applying this with Tj = T , φj = φ and uj = u and using (4.3) we complete
the proof of the proposition. 
5. An almost sure vector-valued invariance principle
Let A1, A2, ... be a sequence of R
d-valued random vectors defined on some proba-
bility space(Ω,F , P ). We recall the main assumption from [12], which was denoted
there by (H). There exists ε0 > 0 and C, c > 0 such that for any n,m > 0,
b1 < b2 < ... < bn+m+k, k > 0 and t1, ..., tn+m ∈ Rd with |tj | ≤ ε0, we have∣∣∣E(ei∑nj=1 tj(∑bj+1−1ℓ=bj Aℓ)+i∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Aℓ))
−E(ei∑nj=1 tj(∑bj+1−1ℓ=bj Aℓ)) · E(ei∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Aℓ))∣∣∣
≤ C(1 + max |bj+1 − bj |)C(n+m)e−ck.
Our main results rely on the following modification of Theorem 1.3 in [12] which
was proved in [9], Theorem 7:
A vector-valued ASIP 17
5.1. Theorem. Suppose that A1, A2, ... is a sequence of centered random d dimen-
sional vectors satisfying Assumption (H) which is bounded in Lp for some p > 4.
Assume, in addition, that there exist constants a > 0 and b ∈ N so that for any
n ≥ b and v ∈ Rd
(5.1) Cov(
n∑
j=1
Aj)v · v ≥ an.
Then for any ε > 0, there exists a coupling of (Aj)j with a sequence of independent
centered Gaussian random vectors (Bj)j so that almost-surely as n→∞,
∣∣∣ n∑
j=1
(Aj −Bj)
∣∣∣ = o(nap+ε)
where ap =
p
4(p−1) =
1
4 +
1
4(p−1) . Moreover, there exists a constant C > 0 so that
for any unit vector v ∈ Rd,
(5.2)
∥∥∥ n∑
j=1
Aj · v
∥∥∥
L2
− Cnap+ε ≤
∥∥∥ n∑
j=1
Bj · v
∥∥∥
L2
≤
∥∥∥ n∑
j=1
Aj · v
∥∥∥
L2
+ Cnap+ε.
We will show that the conditions of Theorem 5.1 hold true. Condition (5.1) is
guaranteed in the circumstances of both Theorem 2.2 and Theorem 2.8, and so
we only need to show that condition (H) is satisfied. Consider again the transfer
operators L˜(j)it given by
L˜(j)it g = L(j)it (gh(0)j )/λj(0)h(0)j+1.
Then L˜01 = 1, where 1 is the function which takes the constant value 1. We will
also write L˜j,nit = L(j+n−1)it ◦ · · · ◦ · · · L(j+1)it ◦ L(j)it . Then by (4.1), there exists r0
and positive c and C so that for any j, n and t ∈ Rd with |t| ≤ r0 we have
(5.3) sup
j,n
‖L˜j,nit ‖ ≤ Ce−c|t|
2n.
In particular, there exists a constant A > 0 so that
(5.4) sup
|t|≤r0
sup
j,n
‖L˜j,nit ‖ ≤ A.
Moreover, by (3.4), we have
(5.5) ‖L˜j,n0 (g)− µj(h)‖ ≤ C2‖g‖δn
where C2 is some constant and δ ∈ (0, 1). We recall that, for any j, n and t we
have
µj(e
it
∑n−1
k=0
uj+k◦Tkj ) = µj+n(L˜j,nit 1).
We will also denote byMj the one dimensional projection given byMj(g) = µj(g)1.
Next, we assume without the loss of generality that µj(uj) = 0 for any j. We will
show next that condition (H) holds true with Al = ul ◦ T l0 and ε0 = r0. Indeed, for
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any choice of ti ∈ Rd so that |ti| ≤ r0, a finite sequence (bi) and k > 0 we have
µ0(e
i
∑n
j=1
tj(
∑bj+1−1
ℓ=bj
Aℓ)+i
∑n+m
j=n+1
tj(
∑bj+1+k−1
ℓ=bj+k
Aℓ)
)
= µb1
(( n+m∏
j=n+1
L˜bj+1−bj ,bjitj
) ◦ L˜bn+1,k0 ◦ (
n∏
j=1
L˜bj ,bj+1−bjitj
)
1
)
= µb1
(( n+m∏
j=n+1
L˜bj+1−bj ,bjitj
) ◦ (L˜bn+1,k0 −Mbn+1+k) ◦ (
n∏
j=1
L˜bj ,bj+1−bjitj
)
1
)
+µb1
(( n+m∏
j=n+1
L˜bj+1−bj ,bjitj
) ◦Mbn+1+k ◦ ( n∏
j=1
L˜bj ,bj+1−bjitj
)
1
)
:= I1 + I2.
Applying (5.4) and (5.5) we derive that with some constant C > 0 we have |I1| ≤
Cn+mδk. Moreover, since Mj = µj ⊗ 1 and L˜(j)0 1 = 1 we have
I2 = µ0(e
i
∑n+m
j=n+1
tj(
∑bj+1+k−1
ℓ=bj+k
Aℓ)) · µ0(ei
∑
n
j=1
tj(
∑bj+1−1
ℓ=bj
Aℓ))
which completes the proof that condition (H) holds true with the sequence Al.
6. Random dynamical systems: additional results
Let (Ω,F , P, θ) be an ergodic and invertible measure preserving system. Let Xω
be a random compact subset of some compact metric space X (see Chapter 5 of
[13]). We will consider here the case when Tj = Tθjω where Tω : Xω → Xθω is
a random map so that the skew product T (ω, x) = (θω, Tωx) is measurable with
respect to the restriction of the product σ-algebra F×B on the skew product space
E = {(ω, x) : ω ∈ Ω, x ∈ Xω}, where B is the Borel σ-algebra on X . Let φ(ω, x)
and u(ω, x) be two measurable functions so that φω(·) = φ(ω, ·) and uω(·) belongs
to Hj = Hθjω and the norms ‖φω‖ and ‖uω‖ are bounded. In this case, for any ω
the map Tω satisfies Assumption 2.6 with constants dω , Lω, qω and σω (instead of
dj , Lj, qj and σj), and for the sake of simplicity we assume here that the first three
random variables are bounded and that σω − 1 is bounded from below.
When considering the maps Tj = Tθjω and the functions φj = φθjω and uj = uθjω
the RPF triplets have the form λj(z) = λθjω(z), h
(z)
j = h
(z)
θjω
and ν
(z)
j = ν
(z)
θjω
, and
they are measurable in ω. Set
Sωnu =
n−1∑
j=0
uθjω ◦ Tθj−1ω ◦ · · · ◦ Tθω ◦ Tω
and dµω = h
(0)
ω dν
(0)
ω . Then the measure µ :=
∫
µωdP (ω) is T -invariant, and
it is possible to show that it is ergodic (see for instance the arguments in [21]).
We consider here only real-valued functions uω, though our method should yield
results for vector-valued functions, as well. We also assume here that
∫
uωdµω = 0
for P -a.a. ω, which is not really a restriction since we can alwyas repalce uω with
uω−
∫
uωdµω . By Theorem 2.3 in [19], there exists a number σ
2 ≥ 0 so that P -a.s.
we have
σ2 = lim
n→∞
1
n
Varµω (S
ω
nu).
Moreover, σ2 is positive if and only if u = u(ω, x) does not admit a coboundary
representation u = r ◦ T − r, where r ∈ L2(µ). We note that Theorem 2.3 in [19]
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also yields that Sωnu(x)/
√
n converges in distribution towards a centered normal
random variable with variance σ2.
Our first result here is the following Berry-Esseen type theorem, which provides
optimal convergence rate in the self-normalized version of the central limit theorem
proved in [19]:
6.1. Theorem. Suppose that σ2 > 0. Then there exists a random variable cω such
that for any n ∈ N,
sup
t
∣∣µω{x : Sωnu(x) ≤ tσω,n)− Φ(t)∣∣ ≤ cωn− 12
where Φ is the standard normal distribution function.
The proof of Theorem 6.1 proceeds similarly to Chapter 7 in [13], using the
arguments in the proof of Proposition 4.1 with j = 0.
Now we will discuss moderate and local large deviation type results. First, since
µω(e
zSωnu) = µω(Lω,nz (hω)/hθnωλω,n)
where λω,n =
∏n−1
j=0 λθjω(0), using (3.4) we have that
lim
n→∞
1
n
µω(e
zSωnu) = Π(z) :=
∫
lnλω(z)dP (ω)−
∫
lnλω(0)dP (ω)
where Πω(z) = lnλω(z) − lnλω(0). Using that Πω(z) in analytic in z, a standard
application of the Ga¨rnder-Ellis theorem (see [5]) yields the following
6.2. Theorem. Suppose that all the above conditions hold true and that σ2 > 0.
(i) Then the following (optimal) moderate deviations principle holds true: for
any strictly increasing sequence (bn)
∞
n=1 of real numbers so that limn→∞
bn
n
= 0
and limn→∞ bn√n =∞ and a Borel set Γ ⊂ R we have
− inf
x∈Γ0
I(x) ≤ lim inf
n→∞
1
a2n
µω{x :Wωn (x) ∈ Γ} and(6.1)
lim sup
n→∞
1
a2n
µω{x :Wωn (x) ∈ Γ} ≤ − inf
x∈Γ¯
I(x)
where Wωn =
Snωu−µω(Sωnu)
bn
, I(x) = −x22 , Γo is the interior of Γ and Γ¯ is its closer.
(ii) Let L(t) be the Legendre transform of Π(t). Then, (6.1) holds true for any
Borel set Γ ⊂ [Π′(−δ),Π′(δ)] with Wωn = S0,nu−µ0(S0,nu)n and I(t) = L(t) (this is a
local large deviations principle).
Observe that Π′(−δ) < Π′(δ) when σ2 > 0 since then the function t → Π(t) is
strictly convex in some real neighbourhood of the origin.
6.3. Remark. In Chapter 7 of [13] a local central limit theorem was derived for
random uniformly distance expanding maps. When consider random non-uniformly
expanding maps, the proof in [13] proceeds in the same way under the assumption
that for any compact set J ⊂ R there is a constant C = C(J) > 0 so that P -a.s.
for any n ≥ 1 we have
sup
t∈J
‖Lθn−1it ◦ · · · ◦ Lθωit ◦ Lωit‖ ≤ C
where Lωz is the transfer operator generated by the map Tω and the potential
φω + zuω. A mentioned in Remark 2.9, for uniformly distance expanding maps
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such estimates follow from an appropriate Lasota-Yorke type inequality, but they
also follow when Lω = 1 (using a weak Lasota-Yorke type inequality), and so we
get the local central limit theorem, for instance, for random Manneville-Pomeau
maps.
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