A comparison of macular pigment optical density ͑MPOD͒ spatial profiles determined by an optical and a psychophysical technique is presented. We measured the right eyes of 19 healthy individuals, using fundus reflectometry at 0, 1, 2, 4, 6, and 8 deg eccentricity; and heterochromatic flicker photometry ͑HFP͒ at 0, 0.5, 1, 2, 3, 4, 5, 6, and 7 deg, and a reference point at 8 deg eccentricity. We found a strong correlation between the two techniques. However, the absolute estimates obtained by fundus reflectometry data were higher than by HFP. These differences could partly be explained by the fact that at 8 deg eccentricity the MPOD is not zero, as assumed in HFP. Furthermore, when performing HFP for eccentricities of Ͻ1 deg, we had to assume that subjects set flicker thresholds at 0.4 deg horizontal translation when using a 1-deg stimulus. MPOD profiles are very similar for both techniques if, on average, 0.05 DU is added to the HFP data at all eccentricities. An additional correction factor, dependent on the steepness of the MPOD spatial distribution, is required for 0 deg.
Introduction
Macular pigment ͑MP͒ has been a topic of interest in ophthalmologic research for many years. Currently, MP is studied mainly because of the proposed link between low levels of macular pigment optical density ͑MPOD͒ and an increased risk of developing age-related macular disease.
1,2 MP is composed of the hydroxyl-carotenoids lutein ͑L͒ and zeaxanthin ͑Z͒.
3 Location and spatial distribution of the MP have been vigorously studied in the past using both in vitro and in vivo methods. The MPOD has its peak at or near the fovea and decreases rapidly with increasing eccentricity. [4] [5] [6] [7] [8] [9] Studies show that the MP is mainly located along the fibers of Henle, 5 but also in the photoreceptor outer segments. 10 In the central 15 deg of the retina, the fibers of Henle are radially oriented due to the displacement between the photoreceptors and the ganglion cells to which they project. The length of Henle fibers is between 400 and 600 m. 11 This must in some way influence the amount of MP that can be deposited and its spatial distribution across the retina. Corresponding to the maximum cone density at the fovea, 12 the fibers of Henle are most numerous, centrally, and it is presumably for this reason that the MP reaches its peak density at the fovea. It might be expected that there is a straightforward relationship between foveal architecture and spatial distribution of MP, but thus far, the literature has been inconclusive on this issue. [13] [14] [15] The most widely used method to determine MPOD is heterochromatic flicker photometry ͑HFP͒. A small ͑in most studies about 1-deg size͒ visual stimulus emits alternating light of two different wavelengths, blue light ͑ ϳ 465 nm͒, which is absorbed by the MP, and green light ͑ ϳ 530 nm͒, which is not absorbed by the MP. Because of the prereceptor location of the MP in the retina, incident light first passes through, and is attenuated by, the MP ͑which has a peak absorption of ϳ 460 nm͒ before reaching the photoreceptors. 5, 8, 16 Given that MP has its peak concentration foveally or just parafoveally and decreases rapidly with eccentricity, flicker-based techniques typically use a central ͑foveal peak MPOD͒ and peripheral measurement point. The peripheral measurement is used as a reference point for the central measurement and is assumed to be zero. In most HFP devices, subjects are instructed to fixate the stimulus and indicate when flicker is minimized. The current device, however, is designed for subjects to respond when flicker is first observed. 9 In any case, a higher intensity of the blue test light is needed when performing the central measurement because of the presence of the blue-light-attenuating MP. MPOD is then determined as the log ratio between the central and peripheral measurements. One of the difficulties in studying MP and its spatial distribution is the fact that two of the most popular techniques for its measurement, HFP and retinal reflectometry, appear to show systematic differences, and it is toward this issue that this paper is addressed.
Delori et al. commented on the differences between his reflectance and psychophysical measurements at length and attempted to account for the disparity between a scanning laser ophthalmoscope and flicker-based MPOD data by making a correction for the area sampled. 17 The issue is also considered in some detail in Berendschot and van Norren. 18 They point out that a straightforward comparison between reflectometry-and flicker-based techniques is complicated by the peakedness of the distribution of MP and the fact that the flicker techniques rely on a zero reference point at around 6-8 deg. However, recent studies using a reflection technique show that MP seems to have a definitive, albeit small, value at 6-8 deg. 6, 19, 20 Some of the early papers on the measurement of MPOD in humans proposed that, when flicker photometric methods are used, observers detect the flicker at the edge of the target when setting flicker thresholds. 21 This idea was tested in detail by Hammond et al. 4 They used a small ͑12-ft͒ target and compared MPOD obtained at 0.5 deg peripherally with that obtained with a 1-deg target presented centrally. On the basis that observers use the edge of the 1-deg target, effectively at 0.5 deg, the high correlation between the two measurements supported the so-called edge hypothesis. They confirmed the idea that using a 1-deg flickering target underestimates the true central value by an amount depending on half the height of the spatial profile.
This issue was also addressed by van der Veen et al. from a different perspective; they compared central MP measurements using retinal reflectometry and flicker photometry. 9 As has been described previously, there were systematic differences between the two measurements, with the reflectometry method giving higher values than the flicker photometric technique. However, if the measurement was corrected by a factor that assumes an exponential falloff of ϫ1.62 at 0.5 deg, as recommended in Hammond et al., there were only negligible differences between the two methods. 4 The experiments described here were designed to extend this observation by comparing retinal reflectometry and flicker photometric methods for a range of different eccentricities. The main objective was to compare MP profiles obtained with the two devices in order to account for the numerical differences between them. A second objective of practical importance, as discussed below, was to establish whether observers utilize the edge of the flickering target irrespective of eccentricity when setting flicker thresholds.
Methods

Subjects
Spatial MPOD profiles were compared in the right eyes of 19 healthy individuals ͑13 women, 6 men͒ aged 26Ϯ 8 years, without any ocular pathology, diabetes, or hypertension. All subjects were of Northern European origin, except for one who was of Southern European ancestry. All subjects had a best-corrected visual acuity of 0.8 or better, with refraction between −4 and +4 diopters. Study participants were recruited from the University of Maastricht, University Eye Clinic Maastricht, the Netherlands, and University of Manchester, UK. Written informed consent was obtained for all participants. Research adhered to the tenets of the Declaration of Helsinki. All subjects underwent MPOD determination by spectral fundus reflectance and HFP consecutively, on one day.
Spectral Fundus Reflectance
Spatial profiles were obtained by analyzing the spectral fundus reflectance with the MP reflectometer ͑MPR͒ 22 Essentials of this setup are summarized as follows. The image of the filament of a 30-W halogen lamp is relayed to the pupil plane of the eye. The intensity of the light entering the eye is 1.04ϫ 10 7 Troland. A spot with a 1-deg diameter centred on the fovea is illuminated, and the light that reflects from this spot is measured. An image of the retinal spot is focused on an optical fiber that has a mask on its tip to define a diameter spot of 1 deg at the retinal plane. The fiber is the receiving part of a spectrometer with a range of 400-800 nm and an optical resolution of 5.8 nm ͓full width at half maximum ͑FWHM͔͒. To keep instrument's stray light to a minimum, the detection channel does not overlap with the illumination system. A chin rest and temple pads were used to help maintain head position. Measurements were performed without pupil dilatation. MPOD was determined by a full spectral analysis of the reflected light. In brief, the incoming light is assumed to reflect at the inner limiting membrane, at the infoldings/ disks in cone/rod outer segments and at the sclera. Using known spectral characteristics of the different absorbers within the eye ͑lens, MP, melanin, blood͒, the densities of the pigments and percent reflectance at the interfaces are optimized to fit the measured data at all wavelengths. 20, 23 Note that this method used does not compare macula and periphery and gives an absolute estimate of MP. For a detailed discussion of this analysis see Berendschot et al. 24 and Berendschot and van Norren. 25 To determine MPOD values at different eccentricities, we modified the MPR by adding five fixation points at 1, 2, 4, 6, and 8 deg temporally to the central measurement field of 1 deg. A single measurement on the MPR takes 1 s. We used the mean of five measurements.
A major advantage of this technique is that it can be used to separate the contributions of L and Z to the overall macular pigment as has been described in van der Kraats et al. 20 In the present paper, we have calculated the "true" shape of the MP profile by taking account of the ͑very different͒ spatial profiles of the L and Z. 26 This is achieved by averaging true shapes of the L and Z distribution over the measuring field and fitting the outcomes with the MPR data. The true shape of the MP profile is then just the sum of L and Z spatial distributions.
HFP
HFP was used to asses MPOD psychophysically using an MPS 9000 ͑called M|POD in Europe and QuantifEye in the USA͒. This device employs a technique for obtaining the minimum flicker photometry and has been described by Van der Veen et al. 9 Effectively, the minimum flicker point for a series of blue-green ratios is obtained as the temporal frequency is ramped as described below. Thus, a flickerdetection criteria is used in which observers press a button when they detect flicker. This is in contrast with, as is conventional, adjusting luminance ratio until flicker is minimized. 9 The test consists of two stages. First, the observer's overall sensitivity to flicker is determined. The flickering rate is gradually reduced ͑at 5 Hz/ s͒ from above flicker threshold until the observer detects flicker. This is repeated five times, and the mean luminance contrast of the five settings is noted. The luminance contrast of the two lights ͑green and blue͒ is normalized for that particular subject so that they are in the middle of their sensitivity range. Subsequently, the actual measurement begins, where the subjects starts by fixating the central stimulus, composed of alternating flicker of blue ͑ ϳ 465 nm͒ and green ͑ ϳ 530 nm͒ LEDs with bandwidth ϳ25 nm. It should be noted that the spectral output of the LEDs does not match exactly the action spectrum of the MP. There is a small correction for this in the software that drives the device. The correction is fully discussed in van der Veen et al. 9 The flicker frequency is again ramped down from above the critical flicker fusion frequency. In this main part of the test, a series of different luminance ratios of the two lights is tested. Each luminance ratio is presented in turn. The subject presses a button when flicker appears for the particular blue-green ratio. As the sequence proceeds, a distinctive V-shaped curve is generated in a graph of green-blue luminance ratio versus temporal frequency. During this sequence, the trained operator can immediately determine if the measurements have been performed correctly by monitoring the shape of the curve. The minimum of the curve represents the isoluminant point for the two lights. The same sequence is then repeated for eccentric fixation ͑8 deg͒ so that a second V-shaped curve is obtained. The difference between the minima of the two curves is used to determine the MPOD. For a detailed description of this technique, see van der Veen et al. 9 To measure MPOD at different eccentricities, the device was modified with eccentric fixation targets at 0.5, 1, 2, 4, 5, 6, 7, and 8 deg along the horizontal meridian. A sequence of settings, each generating a V-shaped curve, was obtained when the observers viewed each fixation point in turn. Values for MPOD could then be calculated by referencing to the green-blue ratio at 8 deg, assumed to be zero in the usual way. Correct fixation was ensured because the operator was able to monitor the development of the V-shape function during the procedure. A noisy, or inconsistent, V-shape is an indication that fixation is unsteady, and the operator can pause the trial to emphasis the importance of correct fixation to the subject.
Statistics
The SPSS statistical software package ͑Version 15.0.1.1͒ was used for data analysis. Pearson correlation tests were used to quantify the agreement between different methods of determining MPOD. The relationship seen here between data from the flicker methods and the MPR is very similar to that described in van der Veen et al. 9 Figures 2͑a͒ and 2͑b͒ show mean raw data from the reflectometry-and flicker-based methods plotted in terms of eccentricity. In Fig.  2͑a͒ , we show mean MPR data ͑open squares͒ with the MPS 9000 as a dotted line. For clarity, Fig. 2͑b͒ shows mean MPS 9000 data ͑open circles͒ with the MPR as a dotted line. There are quite systematic differences between the two data sets in terms of eccentricity. First, as seen in Fig. 1 , MPR central values are always greater than MPS 9000 values. However, as can be seen in Figs. 2͑a͒ and 2͑b͒ , the data sets tend to converge as eccentricity increases. An important note is that the mean value for the MPR at 8 deg is 0.04. However, the MPS 9000 uses this point as a reference and therefore assumes it to be zero. Hence, increasing all MPS 9000 values by 0.04 would make the data sets considerably more compatible. The issue of the divergence between the two data sets from 2 to 0 deg remains, however. To address this we have analyzed the spatial profile of the MP in more detail by taking in to account the distributions of the L and Z. Figure 3 shows mean L and Z optical density as a function of eccentricity obtained from the MPR and their sum ͑i.e., the MPOD͒. The spatial profiles have their peak at the foveal center and decrease with eccentricity. Because of this peakedness, the size of the retinal field probed has a major effect on MPOD outcomes. The MPR samples over a 1-deg field, which implies that, in particular, at small eccentricities the measured data will differ from the actual data. To determine these actual data, we assumed that an exponential decreasing Fig. 3 are the modeled L and Z profiles, which are parametrized by these mean values. As expected for low eccentricities, the new calculated MPOD profile ͑solid line, which is just the sum of the L and Z profiles͒ has higher values than those measured, in particular, for the steeper Z-profile-dominated region of the distribution. Note also that lutein optical density has a finite, nonzero value at 8 deg eccentricity ͑mean 0.044Ϯ 0.034, range 0.001-0.119͒. Figure 4 shows MPOD as a function of eccentricity for the MPS 9000 and the MPR. The MPS 9000 data have been corrected in the following ways. As a first step, we added for each subject the modeled optical density at 8 deg, as determined by the MPR analysis, to the MPS data points at all eccentricities as described above. In Fig. 4 , this shows as a vertical shift upward. Now, for all eccentricities of Ͼ1 deg, there was very good agreement between the MPOD values obtained from the MPR and the values derived from the MPS. In order to account for the remaining differences between the two techniques at 0 and 0.5 deg, as a second step we calculated for each subject the eccentricity at which the modeled distribution, calculated from the L and Z profiles would yield the same result as given by the MPS 9000. This is rather straightforward because the modeled distribution is parametrized by the sum of two exponentially decreasing function with eccentricity. In line with the hypothesized edge effect, we found that on average, observers set flicker thresholds at 0.4 deg when the target was presented at 0 deg, and at 0.9 deg when the target was presented at 0.5 deg. In Fig. 4 , this induced an additional horizontal shift for the two lowest eccentricities.
Results and Model Analysis
Discussion
This study showed a strong correlation between the HFP and the fundus reflectance technique for measuring MPOD spatial profiles. For central measuring only ͑i.e. at 0 deg͒, we found a correlation of r = 0.72 ͑p Ͻ 0.001͒, similar as in a previous studies using the same two devices ͑r = 0.78, p Ͻ 0.0001͒. 9 However, correlation analyses only reveal the strength of the relation between techniques but does not necessarily reveal agreement in an absolute sense. As can be seen in Figs. 2͑a͒ and 2͑b͒, fundus reflectance data show slightly higher values than HFP data. This is especially noticeable in the central measurements, which tend to lie under the line indicating perfect correlation. The difference between the two methods compared here could be a direct consequence of the previously described edge effect. As suggested by other studies, HFP methods do not necessarily generate accurate central MPOD estimates and tend to underestimate the central values. 9, 17 This applies particularly for central measurements in subjects with a steep central peakedness of MPOD, perhaps with disproportionally more Z. When they use the edge of the stimulus to determine flicker, and therefore determine flicker more eccentrically, their MPOD value will differ more from the central peak MPOD than in individuals who have a more gradual decay of MPOD. 4, 17, 21, 27 This means that when subjects fixate a 1 deg HFP stimulus, and use the edge of the stimulus to determine flicker, the measurement is based on an eccentricity of 0.5 deg rather than, as in the reflectometry, taking an average over the 1-deg sampling area. Therefore, assuming a peak MPOD at 0 deg, HFP measures lower than true values.
The analysis described in Section 3 is intended to model this effect and to quantify the strength of the relationship between the two techniques. The advantage of the MPR is that it enables the determination of both the L and Z profiles separately. This allowed us to model the actual L and Z profiles that constitutes the profile measured by the MPR, which averages over a 1-deg field. It does so by assuming an exponential decreasing function with eccentricity for both L and Z, averaging these modeled profiles over the 1-deg measuring field and fitting the outcomes with the MPR data, as described in detail above. Thus, we determined the modeled MPOD profile ͑i.e., the sum of the L and Z profiles͒. It is this distribution that should be used to model the edge effect. First, it must be noted that at 8 deg eccentricity, the MPOD still has a finite, nonzero value. This contradicts the assumption, made in all HFP-based methods, that at this eccentricity MP is absent. Therefore, initially the each individuals modeled value at 8 deg, as determined with the MPR, was added to their HFP values at all eccentricities. For all eccentricities larger than 1 deg this resulted in a good agreement between HFP estimates and MPR data, clearly noticeable from Fig. 4 . This implies that for these eccentricities there is no need to introduce an edge effect because the observers sample over the entire area of the target when it is viewed eccentrically. This is what might be expected. Sensitivity, particularly to the high spatial frequency components of the edge of the stimulus, declines rapidly with eccentricity. Observers then rely of the entire stimulus, effectively its low spatial frequency components, to detect the target and its flicker.
After this "dc" correction, HFP measurements obtained at 0 and 0.5 deg eccentricity, still differed from each other. In order to also obtain an agreement in absolute sense at eccentricities of Ͻ1 deg, on average we had to shift the 0-deg point to 0.4 deg, and the 0.5-deg data point to 0.9 deg. In particular, the individual Z profiles vary considerably, z = 1.25Ϯ 0.45, as also observed by others. 6, [28] [29] [30] [31] This makes it impossible to have a single correction factor to calculate the peak MPOD from its value at 0.4 deg eccentricity, because subjects with a peaked distribution will have much lower optical densities at 0.4 deg than subjects with a broad distribution.
A solution for this could be found in using extremely small stimuli, as performed by Hammond et al., who used a 12-ft stimulus at 0.5 deg eccentricity. 4 This stimulus and its location correspond to that of someone using the edge of a 1-deg stimulus. High correlation ͑r = 0.92͒ between the data obtained by Hammond et al. with a 12-ft target at 0.5 deg and a 1-deg test target, centrally fixated, again provide proof that subjects indeed use the edge of a stimulus to determine flicker. 4 In conclusion, we present a solution for comparison between fundus reflectometry-and flicker-based methods that holds promise for future comparison of data obtained between the two and could be used to correct for a probable underestimation of MP values obtained by HFP if the spatial profile is known. As a rule of thumb, when measuring MPOD profiles with HFP methods, adding 0.05 DU to all eccentricities will give very good agreement with reflectance. The value at 0 deg should be adjusted by a further factor that will depend on the steepness of the individual MPOD spatial distributions.
