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Abstract
We propose two families of maximally selected phi-divergence tests for studying change point
locations when the unknown probability vectors of a sequence of multinomial random variables, with
possibly di¤erent sizes, are piecewise constant. In addition, these test-statistics are valid to estimate
the location of the change-point. Two variants of the rst family are considered by following two
versions of the Darling-Erdösformula. Under the no changes null hypothesis, we derive their limit
distributions, extreme value and Gaussian-type respectively. We pay special attention to checking
the accuracy of these limit distributions in case of nite sample sizes. In such a framework, a Monte
Carlo analysis shows the possibility of improving the behaviour of the test-statistics based on the
likelihood ratio and chi-square tests introduced in Horváth and Serbinowska (1995). The data of the
classical Lindisfarne Scribes problem are used in order to apply the proposed test-statistics.
Keywords: Multinomial sampling, Change-point, Phi-divergence test-statistics.
1 Introduction
LetX1 = (X11; :::; X1m)
T ,...,XK = (XK1; :::; XKm)
T be a sequence of independent multinomial random
variables with parameters (n1;p1); ::::; (nK ;pK), where Xi1+ :::+Xim = ni are known integer values and
pi = (pi1; :::; pim)
T , with pij > 0, pi1 + ::: + pim = 1, are unknown probability vectors (i 2 f1; :::;Kg).
We are interested in testing
H0(K) : p1 = ::: = pK = p; (1)
against the change-point alternative:
HA(K) : there is an unknown  2 f1; :::;K   1g such that
p1 = ::: = p 6= p+1 = ::: = pK : (2)
The parametric problem of change points at unknown positions has been studied by many authors, see for
instance, Hinkley and Hinkley (1970), Horváth (1989), Wolfe and Chen (1990), Horváth and Serbinowska
(1995), Csörgo and Horváth (1997, Section 1.7.2), Chen and Gupta (2000, chapter 7), Hawkins (2001),
and references therein.
Corresponding author, E-mail: nirian.martin@uc3m.es.
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The idea developed in the cited paper of Horváth and Serbinowska (1995) is to test one change-point
temporarily located at k:
H(k)0 (K) : p(k)=q(k) versus H(k)A (K) : p(k) 6= q(k); (3)
where k 2 f1; :::;K   1g is xed and p(k) is the common distribution for the rst k populations, i.e.,
p(k) = p1 = ::: = pk and q
(k) is the common distribution for the remain populations, i.e., q(k) =
pk+1 = ::: = pK . If we denote by T
(K)
k the provisional test statistic considered for testing (3), it is
clear that T (K) = maxk2f1;:::;K 1g T
(K)
k will be the denite test statistic for testing the one change-point
problem, H0(K) given in (1) against HA(K) given in (2). Once a change-point is identied, we can
follow applying these test-statistics sequentially using the binary segmentation procedure proposed by
Vostrikova (1981). This approach consists in splitting the sequenced data in subsequences separated by
the identied change-points and using the test-statistics individually on these subsequences in order to
test inside the hypothesis of equal probability vector.
The main purpose of this paper is to introduce a new families of test statistics for (1) against (2).
Such families of test statistics contains as a particular case those that were were introduced and studied,
for this problem, in Horváth and Serbinowska (1995).
In Section 2 we present a new family of test statistics for testing H0(K) given in (1) against HA(K)
given in (2) based on phi-divergence measures. The main result is developed in Section 3 and nally in
Sections 4 and 5 we present a simulation study and a numerical example respectively in order to clarify
the results presented in this paper.
2 Phi-divergence test statistics and change-point for multino-
mial data
In order to present the family of phi-divergence test statistics for the change point in multinomial data it
is necessary to introduce some notation. The maximum likelihood estimator of probability vector p(K)k ,
where k 2 f1; :::;Kg, based on X1 = (X11; :::; X1;m)T ,..., Xk = (Xk1; :::; Xkm)T , will be denoted bybpk = (bpk1; :::; bpkm)T , where bpkj = Ykj
Nk
; j = 1; :::;m; k = 1; :::K;
being
Ykj  X1j + :::+Xkj and Nk  n1 + :::+ nk:
On the other hand, the maximum likelihood estimator (MLE) of probability vector q(k), where k 2
f1; :::;K   1g, based on Xk+1 = (Xk+1;1; :::; Xk+1;m)T ,..., XK = (XK1; :::; XKm)T , is given by bqk(K) =
(bqk1(K); :::; bqkm(K))T , where
bqkj(K) = Zkj(K)
Mk(K)
; j = 1; :::;m; k = 1; :::K   1;
being
Zkj(K)  Xk+1;j + :::+XKj = YKj   Ykj and Mk(K)  nk+1 + :::+ nK = NK  Nk:
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Note that bpk and bqk(K) are the MLEs of pi i 2 f1; :::; kg and pi i 2 fk + 1; :::;Kg respectively under
H(k)A (K), and bpK is the MLE of pi i 2 f1; :::;Kg, under H(k)0 (K). Hence, the likelihood ratio of (3) is
k(K) =
KY
i=1
bpXi1K1 ::::::bpXimKm
kY
i=1
bpXi1k1 ::::::bpXimkm KY
i=k+1
bqXi1k1 (K)::::::bqXimkm (K)
:
We reject H(k)0 (K) given in (3), i.e. we accept that there is a change point, if the likelihood ratio
test-statistic, T (K)k;0   2 log k(K), is large enough.
Since k is not known, the test-statistic of interest based on the likelihood test-statistic is
Z
(K)
0  max
k2f1;:::;K 1g
T
(K)
k;0 = max
k2f1;:::;K 1g
( 2 log k(K)) :
We reject H0(K) given in (1), if Z
(K)
0 is large enough. Hence, under HA(K) we must consider b(K) =
arg maxk2f1;:::;K 1g T
(K)
k;0 as estimator of the location where the change occurs.
We can observe that the expression of Tk;0 can be written by
T
(K)
k;0 =  2
 
KP
i=1
mP
j=1
Xij log bpKj   kP
i=1
mP
j=1
Xij log bpkj   KP
i=k+1
mP
j=1
Xij log bqkj(K)!
= 2
 
 
mP
j=1
(Ykj + Zkj) log bpKj + mP
j=1
Ykj log bpkj + mP
j=1
Zkj log bqkj(K)!
= 2
 
mP
j=1
Ykj log
bpkjbpKj + mPj=1Zkj log bqkj(K)bpKj
!
= 2
 
Nk
mP
j=1
bpkj log bpkjbpKj +Mk mPj=1bqkj log bqkj(K)bpKj
!
:
If we consider 2m-dimensional probability vectors
bpH(k)A (K) 

Nk
NK
bpTk ; MkNK bqTk (K)
T
and bpH(k)0 (K) 

Nk
NK
bpTK ; MkNK bpTK
T
;
we can rewrite
T
(K)
k;0 = 2NK
(
mP
j=1
Nk
NK
bpKj bpkjbpKj

+
mP
j=1
Mk
NK
bpKjbqkj(K)bpKj
)
= 2NKDKullback
bpH(k)A (K);bpH(k)0 (K) ; (4)
where  (x) = x log x   x + 1, i.e., test statistic T (K)k;0 can be expressed in terms of the Kullback-Leibler
divergence between the probability vectors bpH(k)A (K) and bpH(k)0 (K), multiplied by 2NK . Let  : [0;1)  !
R be a generic convex function such that at x = 1,  (1) = 0 at x = 0, 0 (0=0) = 0 and 0 (p=0) =
limu!1  (u) =u (for more details about -divergence measures see Pardo (2006)). In this paper we shall
consider, for testing H0(K) given in (1) against HA(K) given in (2), two family of test statistics:
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 Z(K)  maxk2f1;:::;K 1g T (K)k; , where
T
(K)
k; =
2NK
00(1)
D
bpH(k)A (K);bpH(k)0 (K)  2NK00(1)
 
mP
j=1
Nk
NK
bpKj bpkjbpKj

+
mP
j=1
Mk
NK
bpKjbqkj(K)bpKj
!
:
(5)
In addition, following the multivariate DarlingErdös formula, we shall consider two normalized
variants of this family of test-statistics:
G(K) = (log(K   1))
q
Z
(K)
   m 1(log(K   1)); (6)
G0(K) = (logNK)
q
Z
(K)
   m 1(logNK); (7)
where (x)  (2 log x)1=2, 0 < x < 1, d(x) = 2 log x + d2 log x   log  (d=2), 0 < x < 1, and
 (y) =
R1
0
ty 1e tdt, 1  y <1, is the gamma function.
 W(K)  maxk2f1;:::;K 1g eT (K)k; , where
eT (K)k; = NkMk(K)N2K T (K)k; : (8)
For each possible function  a di¤erent kind of -divergence based test-statistic for (3), T (K)k; , is
obtained. It is interesting to take into account that the so called Cressie-Read power-divergence test-
statistics are a special subfamily depending on parameter  2 R where (x) = (x+1   x   (x  
1))=((1 +)), for (+ 1) 6= 0 and (x) = lim! (x), for (+ 1) = 0 (see Read and Cressie (1988)
for more details). That is, the family of Cressie-Read power-divergence test-statistics for (3) is given by
T
(K)
k;
=
8>>>>>>>>>>>><>>>>>>>>>>>>:
2
(+ 1)
0@ Nk
NK
+1 mX
j=1
Y +1Kj
Y kj
+

Mk(K)
NK
+1 mX
j=1
Y +1Kj
Zkj(K)
 NK
1A ; (+ 1) 6= 0;
2
0@ mX
j=1
Ykj log

NKYkj
NkYKj

+
mX
j=1
Zkj(K) log

NKZkj(K)
Mk(K)YKj
1A ;  = 0;
2
0@ Nk
NK
mX
j=1
YKj log

NkYKj
NKYkj

+
Mk(K)
NK
mX
j=1
YKj log

NKYKj
NKZkj(K)
1A ;  =  1:
(9)
In particular, with  = 0, the likelihood ratio test-statistic T (K)k;0 = T
(K)
k;0 =  2 log k(K) and with  = 1,
the chi-square test-statistic
T
(K)
k;1
=

Nk
NK
2 mX
j=1
Y 2Kj
Ykj
+

Mk(K)
NK
2 mX
j=1
Y 2Kj
Zkj(K)
 NK ; (10)
are obtained. Note that G0(K) andW(K), with  2 f0; 1g, were analyzed in Horváth and Serbinowska
(1995), and thus we have covered them inside a broad family of test-statistics. All the members of the
normalized family of test-statistics G(K), for any  2 R, are totally new.
Note that for the same  function the estimator of the location of the change point under HA(K),b(K) = arg maxk2f1;:::;K 1g T (K)k; , is the same either for G(K) or G0(K), but it does not necessarily
coincide with the location of the change point for W(K), e(K) = arg maxk2f1;:::;K 1g eT (K)k; .
The following section is devoted to nd the asymptotic distribution of G(K), G0(K) and W(K).
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3 Main results
In this section we are going to provide the asymptotic distributions of the test-statistics we have just
proposed. Their proofs follow a di¤erent line in comparison with Horvárth and Serbinowska (1995), where
some of these results were proven.
Lemma 1 If we assume that for each K there exists an unknown constant (K)k , such that 
(K)
k =
limNk!1
Nk
NK
, then the asymptotic distribution of T (K)k; is the same, that is as Nk !1
T
(K)
k; = T
(K)
k;0 + oP (1):
Proof. It is a particular case of Theorem 2.1 in Pardo et al. (1999) with  = 2.
The following Lemma shows that the chi-square test-statistic T (K)k;1 have di¤erent expression, and in
particular coincides with expression (1.3) given in Horváth and Sebinowska.
Lemma 2 The chi-square test-statistic given in (10) have these alternative expressions
T
(K)
k;1
= Nk
mP
j=1
1bpKj (bpkj   bpKj) +Mk mPj=1 1bpKj (bqkj(K)  bpKj) (11)
T
(K)
k;1
=
mP
j=1

Ykj   YKj NkNK
2
YKj
MkNk
N2K
(12)
Proof. Formula (11) is a direct application of function (x) = 12 (x   1)2 in (5). From formula (11) we
shall derive (12): T (K)k;1 = Ak +Bk, with
Ak = Nk
mP
j=1
1bpKj (bpkj   bpKj) = Nk mPj=1 NKN2kN2K 1YKj (YkjNK   YKjNk)2
= Nk
mP
j=1
NK
N2kN
2
K
N2K
1
YKj

Ykj   YKj Nk
NK
2
=
mP
j=1
1
Nk
NK
YKj

Ykj   YKj Nk
NK
2
;
Bk = Mk
mP
j=1
1bpK;j (bqk;j(K)  bpK;j)2 = Mk mPj=1NKYKj

YKj   Ykj
Mk
  YKj
NK
2
= Mk
mP
j=1
NK
YKj

YKj

1
Mk
  1
NK

  Ykj
Mk
2
= Mk
mP
j=1
NK
YKj

YKj
Nk
MkNK
  Ykj
Mk
2
=
mP
j=1
1
Mk
NK
YKj

Ykj   YKj Nk
NK
2
:
Therefore, because T (K)k;1 =
mP
j=1

1
Nk
+ 1Mk

NK
YKj

Ykj   YKj NkNK
2
, and 1Nk +
1
Mk
= NKNkMk , we can see that
(11) and (12) are equal.
Let G be the Extreme Value distribution with parameters  = log 2,  = 1, i.e.
Pr(G  x) = expf e (x )=g; (13)
and if we consider W (m 1)0 (t) = f(W0;1(t); :::;W0;m 1(t))gt2[0;1], i = 1; :::;m   1 being an (m   1)-
dimensional vector of independent Brownian bridges we dene
W  sup
t2[0;1]
W (m 1)0 (t)2 ; (14)
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where kk is the Euclidean norm, i.e.
W (m 1)0 (t)2 = Pm 1i=1 W 20;i(t).
In the following three lemmas we are going to focuss directly on the test statistics based on likelihood
ratio test. In some cases we are going to deal also with the chi-square test-statistics, indirectly, because
it is much easier to work with it.
Lemma 3 If H0(K), given in (1), holds then we have
1. For ni = 1, i = 1; :::;K,
(logK)
q
Z
(K)
0   m 1(logK) L !
K!1
G;
2. For ni = n, i = 1; :::;K,
(log(nK))
q
Z
(K)
0   m 1(log(nK)) L !
K!1
G;
3. For general values of ni, i = 1; :::;K,
(log(NK))
q
Z
(K)
0   m 1(log(NK)) L !
K!1
G;
when there is a monotone, continuous function g such that g(0) = 0 and
lim
K!1
max
k2f1;:::;Kg
 NkNK   g

k
K
 = 0 and lim
x!0+
log (log x)
log (log g(x))
= 1: (15)
Proof. Part 1 is a direct aplication of Theorem 2.1 in Gombay and Horváth. Note that the dimension
of unknown parameters is m  1. For part 2 we shall apply Theorem 2.1,
(log(K))
q
Z
(K)
0   m 1(log(K)) L !
K!1
G
but also an additional remark is needed: in virtue of Slatskys Theorem (log(K)) and m 1(log(K))
can be replaced for (h(K)) and m 1(h(K)) such that
lim
K!1
(log(K))
(h(K))
= 1 and lim
K!1
m 1(log(K))
m 1(h(K))
= 1: (16)
The rst condition is veried because h(K) = NK = N1g( 1K ) and limK!1
(log(K))
(h(K)) = limx!0+
log(log x)
log(log g(x)) =
1 (second one is very similar). With respect to part 3 (log(K)) and m 1(log(K)) can be replaced by
(log(NK)) and m 1(log(NK)) for the same reason as in part 2. Now, we would like to approximate Z
(K)
0
by maxt2[0;1] 1t(1 t)
W (m 1)0 (t)2, withW (m 1)0 (t) being an (m  1)-dimensional vector of independent
Brownian bridges. From Lemma 1 we can approximate
q
Z
(K)
0 by
q
Z
(K)
(1)
=
q
maxk2f1;:::;K 1g T
(K)
k;(1)
where for T (K)k;(1) use (12),
T
(K)
k;(1)
=
mX
j=1

Ykj   NkNK YKj
2
YKj
NkMk
N2K
= (	
(K)
k )
T	
(K)
k ;
	
(K)
k =
0@Ykj   NkNK YKjq
YKj
NkMk
N2K
1A
j=1;:::;m
L !
K!1
N (0m; Im   p 
1
2
K (p
  12
K )
T ), under H0(K).
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Let G be a orthogonal matrix such that Im   p 
1
2
K (p
  12
K )
T = GTG. Taking into account that the
eigenvalues of G are 1 with multiplicity m   1 and 0 with multiplicity 1, we can split this matrix as
G = (eGjeg), where eG = (g1; :::; gm 1) is a m (m 1) matrix composed by the orthonormal eigenvectors
associated to eigenvalue 1. It is not di¢ cult to see that
eGT	(K)k L !NK!1 N (0m 1; Im 1), under H0(K).
Now the s-th component of eGT	(K)k , gTs 	(K)k , s = 1; :::;m  1, is given by
mX
h=1
gshYks   gsh NkNK YKhq
YKh
NkMk
N2K
=
mX
h=1
gshYkhp
YKh
  Nk
NK
mX
h=1
gshYKhp
YKhq
NkMk
N2K
=
1s
NkMk
N2K
 
1p
NK
mX
h=1
gsh
Ykh  NkpKhp
YKh=NK
  Nk
NK
1p
NK
mX
h=1
gsh
YKh  NKpKhp
YKh=NK
!
;
where
Pm
h=1
gsh(Ykh NkpKh)p
YKh
L !
NK!1
N (0; (K)k ), with (K)k  limNk!1 NkNK and gTs = (gs1; :::; gsm). Note
that
1p
NK
Ykh  NkpKhp
YKh=NK
=
r
Nk
NK
1p
Nk
Ykh  NkpKhp
YKh=NK
L !
Nk!1
Ws(
(K)
k ), under H0(K),
where fWs(t)gt0 is a standard Brownian motion process associated to the the s-th dimension (s =
1; :::;m  1), and
1p
NK
mX
h=1
gsh
Ykh  NkpKhp
YKh=NK
=
r
Nk
NK
1p
Nk
mX
h=1
gsh
Ykh  NkpKhp
YKh=NK
L !
Nk!1
Ws(
(K)
k ), under H0(K),
are mutually independent for each dimension. SinceWs(
(K)
k ) (K)k Ws(1), s = 1; :::;m 1 is a Brownian
bridge, we denote it by W0;s(
(K)
k ) and we obtain
1q
NkMk
N2K
 
mX
h=1
gsh
Ykhp
YKh
  Nk
NK
mX
h=1
gsh
YKhp
YKh
!
L !
NK!1
W0;s(
(K)
k )q

(K)
k (1  (K)k )
, under H0(K).
From the almost sure continuity of the Brownian bridge, this means that with general values of ni,
i = 1; :::;K, test statistic
max
k2f1;:::;K 1g
T
(K)
k;(1)
= max
k2f1;:::;K 1g
eGT	(K)k T eGT	(K)k
= max
t2
n
Nk
NK
oK 1
k=1
1
t(1  t)
m 1X
s=1
 
mX
h=1
gsh
Ykhp
YKh
  Nk
NK
mX
h=1
gsh
YKhp
YKh
!2
= max
t2
n
Nk
NK
oK 1
k=1
1
t(1  t)
W (m 1)0 (t)2
= max
t2f kK gK 1k=1
1
g(t)(1  g(t))
W (m 1)0 (g(t))2
must have the same asymptotic distribuction as test statistic
max
k2f1;:::;K 1g
T
(K)
k;(1)
= max
t2f kK gK 1k=1
1
t(1  t)
W (m 1)0 (g(t))2 ; (17)
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with general values of ni, i = 1; :::;K. Taking into account that (17) is the basic structure for obtaining
the asymptotic distribution of maxk2f1;:::;K 1g T
(K)
k;(1)
(see Gombay and Horváth (1996), or Yao and Davis
(1986) for m = 2), the desired result is obtained.
For the following result, when the values of ni, i = 1; :::;K are not equal, it is assumed that there is
a monotone, continuous function g such that g(0) = 0 and limK!1maxk2f1;:::;Kg
 NkNK   g   kK  = 0.
Lemma 4 If H0(K), given in (1), holds then we have
(log(K   1))
q
Z
(K)
0   m 1(log(K   1)) L !
K!1
G:
Proof. It is an immediate consequence of the previous Lemma if we consider the remark made in the
previous proof regarding functions  and m 1, if we take h(K) = K   1.
Lemma 5 f H0(K), given in (1), holds and there is a monotone, continuous function g such that g(0) = 0
and limK!1maxk2f1;:::;Kg
 NkNK   g   kK  = 0, then we have
W0(K) = max
k2f1;:::;K 1g
NkMk(K)
N2K
T
(K)
k;0
L !
K!1
W:
Proof. See Theorem 1.2 in Horváth and Serbinowska (1995).
Theorem 6 If H0(K), given in (1), holds and there is a monotone, continuous function g such that
g(0) = 0 and limK!1maxk2f1;:::;Kg
 NkNK   g   kK  = 0 and (15), then we have
G(K)
L !
K!1
G and G0(K) L !
K!1
G;
W(K)
L !
K!1
W:
Proof. The result is obtained as consequence of applying Lemma 1 to the previous three lemmas.
4 Monte Carlo study
In this section a study is performed to compare the approximation of the limit distribution to the null
distribution of nine test-statistics inside the the families of test-statistics proposed in Section 3,
G(K) = (log(K   1))

max
k2f1;:::;K 1g
T
(K)
k;
 1
2
  m 1(log(K   1));
G0(K) = (logNK)

max
k2f1;:::;K 1g
T
(K)
k;
 1
2
  m 1(logNK);
W(K) = max
k2f1;:::;K 1g
NkMk(K)
N2K
T
(K)
k;
;
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( and d functions were dened in page 4) with  2 f0; 1; 2g, i.e.
T
(K)
k;0
= 2
0@ mX
j=1
Ykj log

NKYkj
NkYKj

+
mX
j=1
Zkj(K) log

NKZkj(K)
Mk(K)YKj
1A ;
T
(K)
k;1
=

Nk
NK
2 mX
j=1
Y 2Kj
Ykj
+

Mk(K)
NK
2 mX
j=1
Y 2Kj
Zkj(K)
 NK ;
T
(K)
k;2
=
1
3
0@ Nk
NK
3 mX
j=1
Y 3Kj
Y 2kj
+

Mk(K)
NK
3 mX
j=1
Y 3Kj
Z2kj(K)
 NK
1A :
Their asymptotic distribution, dealt in Section 4, is the same for di¤erent values of  2 f0; 1; 2g. The
approximated distribution function of G(K) and G
0

(K) can be considered to be (13) for K large
enough, and the approximated distribution function of W(K) can be found in (3.21) of Kiefer (1959),
as well as its tabulation (see tables 1 and 2 in Kiefer (1959)).
For the simulation study we have taken sequences of length K 2 f64; 300; 500g, and it is considered a
sequence of multinomial distribution. Dimension m = 3 is considered for the gures and m 2 f2; 3g for
results summarized in the tables. Since this papers results are valid for di¤erent values of ni, i = 1; :::;K,
we have chosen n1 = : : : = n[K=2] = 28 and n[K=2]+1 = : : : = nK = 48 ([] is the integer part function).
All the results are based on 5000 replications of the experiment that were designed by the authors in
FORTRAN. In Figure 1 it is shown that the behaviour of G(K) tends to approximate the asymptotic
distribution, G, much better than G0(K) (this gure is for  = 2, K = 300, but it happens the same for
 2 f0; 1g and K 2 f64; 500g). Looking at Figure 2 we can see that the approximation of G(K) to the
limit distribution seems to be at least so good asW(K). In Figure 3 the empirical distribution functions
based on the likelihood ratio test-statistic ( = 0), chi-square test-statistic ( = 1) and T (K)k; with  = 2,
are shown. For other values of ni, K,  that are omitted it was concluded that G(K), with  = 2, has
the best approximation to the limit distribution. For W(K) the di¤erence between the distribution
functions with di¤erent values of  is very small, this is why we have omitted its corresponding gure. In
gures 4 and 5, how the limit distribution is reached as K is increased is shown for  = 2. The behaviour
for test statistics G(K) seems to be at least as good as for W(K). Exclusively with m = 3, these
good performance is also repeated in the results shown in tables for empirical quantiles and type I error
with  = 0:05 nominal size when the cuto¤ is coming from the asymptotic distribution. But with m = 2
it seems that the approximation to the limit distribution is a slightly better forW(K) than for G(K).
Comparing the values of , for both dimension sizes it can be seen that the quantiles and type I error of
G(K) are specially good approximated with  = 2, and there is also a small improvement for W(K).
The approximation of G0(K) and G(K) with  = 0 is quite bad, this fact coincides with the results
shown in Horváth in Serbinowska (1995) where it was concludes that W(K) was much better than
G0(K) with  = 0. As consequence of this simulation study we recommend for sequences of binomial
distributions (m = 2) to use W(K) based on either the likelihood ratio test-statistic, chi-square or
T
(K)
k;
with  = 2 and G(K) for sequences of trinomial distributions (m = 3) to use W(K) based on
T
(K)
k;
with  = 2.
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Figure 1: Empirical distribution function of G(K), G
0

(K), and limit distribution function (G).
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Figure 2: Empirical distribution function of W(K) and limit distribution function (W).
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Figure 3: Empirical distribution function of G(K) for  2 f0; 1; 2g, and limit distribution function (G).
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Figure 4: Empirical distribution function of G(K) for sequence legths K 2 f64; 300; 500g, and limit
distribution function (G).
Change Point for Multinomial Data using Phi-divergence Test Statistics 12
0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 4.2 4.4 4.6
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
x
F(x) l=2W(K)
W
K=500
K=300
K=64
Figure 5: Empirical distribution function of W(K) for sequence legths K 2 f64; 300; 500g, and limit
distribution function (W).
Table 1: Empirical quantiles and sizes for G(K), G
0

(K) and W(K) with  = 0.
K = 64 K = 300 K = 500 1
1   x1  b x1  b x1  b x1 
0:90 2.214 0.0330 2.320 0.0382 2.362 0.0442 2.943
G0(K) 0:95 2.689 0.0096 2.754 0.0136 2.848 0.0140 3.663
0:99 3.618 0.0002 3.832 0.0002 3.957 0 5.293
0:90 1.302 0.0664 1.386 0.0786 1.420 0.0860 1.498
m = 2 W0(K) 0:95 1.619 0.0318 1.710 0.0372 1.740 0.0400 1.844
0:99 2.595 0.0094 2.484 0.0072 2.531 0.0074 2.649
0:90 1.707 0.0208 1.939 0.0260 2.011 0.0288 2.943
G00(K) 0:95 2.277 0.0076 2.431 0.0094 2.555 0.0118 3.663
0:99 3.394 0.0002 3.653 0.0002 3.796 0 5.293
0:90 2.240 0.0278 2.307 0.0312 2.343 0.0408 2.943
G0(K) 0:95 2.615 0.0074 2.701 0.0078 2.813 0.0114 3.663
0:99 3.464 0 3.546 0 3.705 0.0002 5.293
0:90 1.900 0.0652 2.008 0.0840 2.010 0.0838 2.114
m = 3 W0(K) 0:95 2.267 0.0292 2.419 0.0424 2.400 0.0410 2.508
0:99 3.109 0.0056 3.151 0.0060 3.312 0.0090 3.396
0:90 1.705 0.0154 1.913 0.0192 1.981 0.0270 2.943
G00(K) 0:95 2.156 0.0038 2.359 0.0042 2.508 0.0078 3.663
0:99 3.177 0 3.317 0 3.506 0.0002 5.293
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Table 2: Empirical quantiles and sizes for G(K), G
0

(K) and W(K) with  = 1.
K = 64 K = 300 K = 500 1
1   x1  b x1  b x1  b x1 
0:90 2.312 0.0416 2.425 0.0436 2.462 0.0506 2.943
G1(K) 0:95 2.825 0.0146 2.865 0.0182 2.952 0.0174 3.663
0:99 3.949 0.0008 3.968 0.0008 4.144 0.0010 5.293
0:90 1.305 0.0666 1.388 0.0788 1.420 0.0860 1.498
m = 2 W1(K) 0:95 1.628 0.0328 1.714 0.0372 1.741 0.0400 1.844
0:99 2.609 0.0094 2.485 0.0074 2.532 0.0074 2.649
0:90 1.825 0.0274 2.058 0.0318 2.123 0.0350 2.943
G01(K) 0:95 2.441 0.0116 2.558 0.0130 2.671 0.0146 3.663
0:99 3.793 0.0001 3.806 0.0008 4.005 0.0010 5.293
0:90 2.490 0.0582 2.523 0.0596 2.617 0.0676 2.943
G1(K) 0:95 3.081 0.0208 3.059 0.0188 3.176 0.0254 3.663
0:99 4.142 0.0044 4.179 0.0046 4.257 0.0052 5.293
0:90 1.920 0.0688 2.010 0.0844 2.012 0.0840 2.114
m = 3 W1(K) 0:95 2.281 0.0306 2.418 0.0426 2.404 0.0412 2.508
0:99 3.113 0.0060 3.159 0.0062 3.311 0.0088 3.396
0:90 2.006 0.0382 2.158 0.0390 2.280 0.0486 2.943
G01(K) 0:95 2.716 0.0152 2.766 0.0148 2.914 0.0196 3.663
0:99 3.992 0.0048 4.034 0.0046 4.123 0.0052 5.293
Table 3: Empirical quantiles and sizes for G(K), G
0

(K) and W(K) with  = 2.
K = 64 K = 300 K = 500 1
1   x1  b x1  b x1  b x1 
0:90 2.393 0.0542 2.482 0.0572 2.531 0.0632 2.943
G2(K) 0:95 3.018 0.0188 3.040 0.0214 3.0708 0.0210 3.663
0:99 4.214 0.0022 4.422 0.0026 4.539 0.0030 5.293
0:90 1.308 0.0678 1.390 0.0788 1.420 0.0860 1.498
m = 2 W2(K) 0:95 1.632 0.0332 1.714 0.0376 1.741 0.0400 1.844
0:99 2.619 0.0096 2.486 0.0076 2.534 0.0074 2.649
0:90 1.922 0.0342 2.123 0.0362 2.201 0.0398 2.943
G02(K) 0:95 2.673 0.0160 2.756 0.0182 2.805 0.0188 3.663
0:99 4.110 0.0022 4.322 0.0026 4.448 0.0030 5.293
0:90 2.758 0.0828 2.711 0.0746 2.809 0.0844 2.943
G2(K) 0:95 3.390 0.0406 3.383 0.0392 3.670 0.0506 3.663
0:99 5.440 0.0122 5.365 0.0114 5.490 0.0144 5.293
0:90 1.935 0.0732 2.011 0.0852 2.017 0.0838 2.114
m = 3 W2(K) 0:95 2.303 0.0316 2.422 0.0428 2.404 0.0412 2.508
0:99 3.134 0.0066 3.162 0.0062 3.312 0.0088 3.396
0:90 2.328 0.0550 2.370 0.0578 2.503 0.0688 2.943
G02(K) 0:95 3.088 0.0366 3.132 0.0356 3.467 0.0422 3.663
0:99 5.552 0.0132 5.377 0.0114 5.504 0.0144 5.293
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5 Numerical example: classical Lindisfarne Scribes problem
The Lindisfarne Scribes problem, in the framework of the model that is followed in this paper, considers
that the Lindisfarne Gospels are divided into K = 64 consecutive sections (see Ross (1950) for more
details). It is supposed that each section could have been written by one scribe and the same scribe is
associated only with consecutive sections. We consider a triple problem:
P.1) It is counted ni as the total of observed frequencies that the third singular appears in each section
i = 1; :::; 64.
P.2) It is counted ni as the total of observed frequencies that the second plural appears in each section
i = 1; :::; 64.
P.3) It is counted ni as the total of observed frequencies that the third singular or second plural
appears in each section i = 1; :::; 64. These values are obtained as the sum of the frequencies of problems
P.1 and P.2 section by section.
In all of them, random variable (Xi1; Xi2) represents how many times endings  s and   appear
(m = 2). The observations are summarized in Table 4. Our aim is to identify how many scribes took
part in writing Lindisfarne Golspels. It is assumed that the custom of using both endings for each scribe
is di¤erent and for this reason our interest is to nd the consecutive changes in the probability structure
of both endings.
Since the proposed test-statistics are valid for single change-point detection, now we are going to
describe the algorithm based on the binary segmentation procedure we have mentioned in Section 1. In
order to make a sequence of hypothesis testing, it is convenient to use  = 0:01 if we want to get a not very
large upper bound for the global signicance level according the the Bonferronis inequality. Suppose that
T 2 fG(K); G0(K);W(K)g is the test-statistic we are dealing with and x1  the quantile of order
1    associated with its asymptotic distribution. Symbol Tk refers to T ()k; if T 2 fG(); G0()g,
and refers to NkMk()
N2K
T
()
k;
if T 2 fW()g. Symbol  is denoting that depending on the step of the
algorithm we are not necessary maximizing on K terms. The algorithm is as follows:
1. Set ` = 1, K(` 1) = K.
2. For k = 1; :::;K(` 1)   1, obtain Tk and then T :
(a) If T  x1  then set ` = `+ 1 and K(` 1) = arg maxk2f1;:::;K(` 1) 1g Tk is considered to be a
change-point. REPEAT step 2.
(b) If T < x1  then it is considered that there are no change point in [1;K(` 1)]. GO step 3.
3. Are there consecutive change points K 0 > 1 and K 00 > K 0 without making hypothesis testing in
segment [K 0 + 1;K 00]?
 If yes, then take the segment with smallest K 0 and for k = K 0 + 1; :::;K 00   1 obtain Tk and
then T (maximized on Tk, k = K 0 + 1; :::;K 00   1):
 If T  x1  then set ` = `+ 1 and K(` 1) = arg maxk2fK0+1;:::;K00 1g Tk is considered to
be a change-point. REPEAT step 3.
 If T < x1  then it is considered that there are no change point in [K 0+1;K 00]. REPEAT
step 3.
 If no, STOP. There are `  1 change points located at K(1); :::;K(` 1).
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Focussed on problem P.1 and choosing  = 2, in Figure 6 (a) Tk, k = 1; :::;K   1 are shown for
T = G(K) in circles and for T = W(K) in crosses. Since the maximum value is reached at 18
for both and G2(K) = 24:405  x0:99 = 5:293 and W2(K) = 54:127  x0:99 = 2:649 approve that
K(1) = 18, in Figure 6 (b) Tk, k = 1; :::;K(1)   1 and Tk, k = K(1) + 1; :::;K   1 are shown. At this
time test-statistics accept the hypothesis of no change point. Table 5 contains the summary for problem
P.1 and also for P.2 and P.3 with T 2 fG(K); G0(K);W(K)g and  = 2. Hence, in the Lindisfarne
Scribes problem we can conclude:
 For problem P.1:
According to G2() and G02(), two scribes are identied associated to segments [1; 18],
[19; 64].
According to W2(), two scribes are identied associated to segments [1; 18], [19; 64].
 For problem P.2:
According to G2() and G02(), two scribes are identied associated to segments [1; 18],
[19; 64].
According to W2(), four scribes are identied associated to segments [1; 15], [16; 18], [19; 35],
[36; 64].
 For problem P.3:
According to G2() and G02(), ve scribes are identied associated to segments [1; 18],
[19; 24], [25; 31], [32; 45], [46; 64].
According to W2(), six scribes are identied associated to segments [1; 10], [11; 18], [19; 24],
[25; 31], [32; 45], [46; 64].
All the methods coincide in locating a change point at 18. In overall terms we can say that the
Lindisfarne Golpels could have been written by at least two scribes and at most by six scribes. This
conclusions tends to be more conservatives compared with the results obtained for the same problem in
Horváth and Servinowska (1995). Looking at Figure 6 and comparing it with Figures 2 and 3 in Horváth
and Serbinowska, it seems that such a conservative behaviour is related with the trend of having small
values of T (K)k;0 with  = 2 than with  = 0. This idea could be also related with the small improvement
in the approximations of the quantiles and type I error that was found in the Monte Carlo study.
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Table 4: Lindisfarne Scribes problems data
id. of part  s of 3rd singular   of 3rd singular  s of 2nd plural   of 2nd plural
1 12 9 0 0
2 26 10 3 0
3 31 13 0 0
4 17 4 4 0
5 7 2 7 3
6 28 24 13 1
7 34 11 15 2
8 10 1 20 3
9 29 8 10 0
10 30 9 5 3
11 16 2 10 1
12 17 0 15 1
13 24 7 6 1
14 14 2 3 2
15 5 1 14 1
16 17 3 16 0
17 17 4 19 0
18 16 4 12 1
19 4 6 6 9
20 1 3 1 0
21 3 9 5 6
22 8 14 4 2
23 5 13 0 2
24 0 24 3 1
25 3 2 11 4
26 7 6 6 4
27 15 19 6 1
28 7 8 12 5
29 15 7 14 3
30 4 4 12 8
31 9 4 7 1
32 5 19 0 0
33 2 27 1 0
34 1 14 0 0
35 1 13 5 4
36 1 3 0 1
37 1 11 9 14
38 2 24 3 1
39 1 7 1 5
40 6 31 4 15
41 2 36 3 10
42 7 32 7 16
43 4 27 4 10
44 7 38 3 7
45 5 27 4 6
46 6 8 7 6
47 2 15 4 15
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48 2 14 6 9
49 1 2 1 5
50 8 12 3 3
51 6 25 2 5
52 2 15 1 11
53 15 32 4 4
54 10 19 7 1
55 10 30 2 3
56 8 25 7 7
57 6 27 9 2
58 9 32 3 1
59 16 9 5 3
60 26 21 14 4
61 19 39 11 16
62 1 3 3 6
63 2 3 1 3
64 2 3 4 7
Table 5: Summary of the binary segmentation algorithm for problems P.1, P.2, P.3.
segments G2() ( 5:293?, K(`)) W2() ( 2:649?, K(`)) G02() ( 5:293?, K(`))
[1; 64] 24:405 (YES, K(1) = 18) 54:127 (YES, K(1) = 18) 28:020 (YES, K(1) = 18)
P.1 [1; 18] 2:423 (NO) 1:876 (NO) 1:865 (NO)
[19; 64] 3:619 (NO) 1:607 (NO) 3:427 (NO)
[1; 64] 21:227 (YES, K(1) = 18) 40:466 (YES, K(1) = 18) 23:677 (YES, K(1) = 18)
[1; 18] 4:3604(NO) 3:135 (YES, K(2) =15) 4:437 (NO)
[19; 64] 3:877 (NO) 2:966 (YES, K(3) =35) 3:779 (NO)
P.2 [1; 15]   0:053 (NO)  
[16; 18]    0:025 (NO)  
[19; 35]   0:697 (NO)  
[36; 64]   2:418 (NO)  
[1; 64] 29:922 (YES, K(1) = 18) 77:763 (YES, K(1) = 18) 34:902 (YES, K(1) = 18)
[1; 18] 3:619 (NO) 3:009 (YES, K(2) = 10) 3:420 (NO)
[1; 10]   0:936 (NO)  
[11; 18]   0:412 (NO)  
[19; 64] 6:227 (YES, K(2) = 31) 4:616 (YES, K(3) = 31) 6:587 (YES, K(2) = 31)
P.3 [19; 31] 4:772 (YES, K(3) = 24) 4:651 (YES, K(4) = 24) 5:076 (YES, K(3) = 24)
[32; 64] 6:085 (YES, K(4) = 45) 6:415 (YES, K(5) = 45) 6:496 (YES, K(4) = 45)
[19; 24] 3:084 (NO) 1:707 (NO) 2:818 (NO)
[25; 31] 1:004 (NO) 0:371 (NO)  0:777 (NO)
[32; 45] 0:109 (NO) 0:124 (NO)  1:438 (NO)
[46; 64] 2:858 (NO) 2:021 (NO) 2:406 (NO)
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(crosses) in two segments.
Figure 6: Lindisfarne Scribes problem: Statistics ( = 2) to be maximized for the 3rd singular data (P.1).
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