We consider the 3D hyperviscous Navier-Stokes equations. We investigate how big has to be the hyperviscous correction term in order to represent the law of the solution process by means of Girsanov transform. This requires to work with the Navier-Stokes equations in the vorticity form and the easier reference equation is a transport vorticity equation. The main result holds by assuming that the dissipative term −∆ ξ of the Navier-Stokes equations is substituted by (−∆) 1+c ξ with c > MSC2010: 76M35, 60H15, 35Q30.
Introduction
The stochastic Navier-Stokes equations, governing the motion of a homogeneous and incompressible viscous fluid, are
where the unknown are the velocity v and the pressure p; the data are the viscosity ν > 0, the deterministic forcing term f and the random one n.
Working in a bounded three dimensional spatial domain with suitable boundary conditions, it is known that for initial velocity of finite energy and suitable forcing terms there exists a weak solution to (1) defined for any positive time, but uniqueness is an open problem. On the other side, more regular initial velocities provide existence (and uniqueness) of a solution, which is only local in time. For these results we refer to [17] for the deterministic equations and to [9] for the stochastic ones.
However, suitable modifications of the first equation in (1) provide better results. In this paper we are interested in the hyperviscous model
and its version written in terms of the vorticity ξ
When c = 0 we recover the Navier-Stokes equations, but for positive values of c (the so called hyperviscous case) the first equation in (3) is easier to study because the operator (−∆) 1+c has a more regularizing effect than the Laplacian itself. For integer values of c ≥ 1, the well-posedness of the hyperviscous Navier-Stokes equations has been proved both in the stochastic (see [16] ) and deterministic case (see [13] ). These results have been improved allowing c to be non integer; it has been proved that for c ≥ 1 4 there exists a unique global solution for the hyperviscous Navier-Stokes equations (see [6] for the stochastic case and [15] for the deterministic one). Now, let us fix the case when f = 0 and n is a Gaussian random field, white in time and coloured in space.
Our purpose is to investigate the equivalence between the law of the process ξ and the law of an auxiliary simpler process. At present such question in the 2D and 3D setting can be investigated only for the hyperviscous modification of the model. The classical idea is to compare the law of the velocity process v solving the stochastic hyperviscous Navier-Stokes system (2) (with f = 0) with the law of the process z solving the stochastic hyperviscous Stokes system    ∂ z ∂t
This idea has been used several times in the mathematical and physical literature: heuristically with c = 0 (see [10] ) and rigorously with c > 3 2 (see [12] , [5] ).
Since c > 3 2 is quite a big requirement, one would like to reduce the threshold for the correction exponent c. In the present paper we exploit the link between the vorticity system
and the following system
They are different only in the 3D setting; indeed, in the 2D setting the vorticity is a vector orthogonal to the plane where the fluid moves and therefore the term ( ξ · ∇) v vanishes. This points out that system (6) has the same structure as the 2D vorticity system, but here we study it in the 3D case. One can prove very strong existence, uniqueness and regularity results for η compared to those for v in the full 3D equations (1). Indeed, η and v fulfil nonlinear equations with quadratic terms (only one in both equations) of very different form: one sees that ( v · ∇) η (with η = ∇ × v) behaves better than ( v · ∇) v and this makes the difference in the analysis of systems (6) and (1). Our aim is to prove global well-posedness of system (6) (for any c ≥ 0) and of system (5) (for c ≥ 1 4 ); then we link their laws by means of Girsanov transform following [12] , [5] , [7] . The details will be given in Section 7. Our main theorem states the equivalence of laws of the solution processes ξ and η under the assumption c ≥ . This value is still high compared to the threshold c ≥ 1 4 for global well posedness, but it is a significant advance compared to c > 3 2 of the equivalence of the laws of v and z proved in [12] , [5] .
Finally, we present this paper. In the next section we define the functional spaces and the noise term. Section 3 presents various technical results. Then we start to analyze the main equations: the linear problem in Section 4, the auxiliary problem (6) in Section 5 and the full vorticity problem (5) in Section 6. The main result on the equivalence of the laws is in Section 7.
Mathematical setting
We denote a 3D vector as k = (k (1) , k (2) , k (3) ); we define
0 , there exist two unit vectors b k,1 and b k,2 , orthogonal to each other and belonging to the plane orthogonal to k; we choose these vectors in such a way that (
) is a right-handed orthonormal frame and
We work on the 3D torus, that is we deal with functions defined on R
As usual, in the periodic case we assume that the mean value of the vectors we are dealing with is zero. This gives a simplification in the mathematical treatment, but it does not prevent to consider non zero mean value vectors. Actually, if we can analyse the problem for zero mean vectors then the problem without this assumption can be dealt with in a similar way (see [18] ).
The velocity vector v is divergence free by assumption and the vorticity vector ξ is divergence free by construction. We can write any zero mean, periodic, divergence free vector u in Fourier series as
where u k,1 , u k,2 ∈ C, with the condition u k,j = −u − k,j in order to have a real vector. When needed, we use the notation v and ξ to make precise that we deal with the velocity or vorticity vector. For instance, we have ξ = ∇ × v, but we can also express the velocity in terms of the vorticity, solving
More explicitly
We now define the functional spaces. Let L 2 denote the subspace of [L 2 (D)] 3 consisting of zero mean, periodic, divergence free vectors:
This is a Hilbert space with scalar product
The space L 2 is a closed subspace of [L 2 (D)] 3 ; we decide to put the subindex in L 2 in order to distinguish them.
Moreover, for any integer n we define the projection operator Π n as a linear bounded operator in L 2 such that
and we set H n = Π n L 2 .
For p > 2 we define the Banach spaces
These are Banach spaces with norms inherited from [L p (D)] 3 . For any a ∈ R we define the fractional powers of the Laplace operator; formally, if
Thus, for b ∈ R we define the Hilbert spaces
The duality between H b and H −b is again denoted by ·, · . For b > 0 and p > 2, we define the generalized Sobolev spaces H b p For any t > 0 and b > 0, the linear operator e −t(−∆) b , formally defined as
is a contraction operator in L p for any p ≥ 2.
Finally, for b > 0 and 2 < p < ∞ we define the Banach space
with norm
Next, we define the random forcing term. We consider a noise d n of the form d (−∆) −b w, where w is a cylindrical Wiener process in L 2 (see, e.g., [4] ). We can represent it as follows. Suppose we are given a Brownian stochastic basis, i.e. a probability space (Ω, F , P) and a filtration (F t ) t≥0 ; we denote by E the mathematical expectation with respect to P. Let {β k,1 , β k,2 } k∈Z 3 + be a double sequence of complex valued independent Brownian motions on Ω, F , (F t ) t≥0 , P ; namely, the sequence {ℜβ k,j , ℑβ k,j } k∈Z 3 + ;j=1,2 consists of real valued processes that are independent, adapted to (F t ) t≥0 , continuous for t ≥ 0 and null at t = 0, with increments on time interval [s, t] that are
is a cylindrical Wiener process in L 2 . Its paths do not live in the space C(R + ; L 2 ); they are less regular in space. Indeed
which is finite if and only if a < − 3 2 . Within this setting, we write system (5) for the vorticity as
We have put ν = 1 for simplicity. We give the following definition of solution: this is a weak (or distributional) solution from the point of view of PDE's and a strong solution from the point of view of stochastic equations.
and an L 2 -cylindrical Wiener process w, we say that a process ξ is a basic solution to system (9) on the finite time
and it satisfies the first equation of (9) in the following sense:
P-a.s.
Remark 1.
To prove the well posedness of system (9), we shall exploit the pathwise technique used the first time in [1] and later on in a more useful way in [8] . We shall transform the stochastic equation of Itô type (9) into a random equation which behaves like a deterministic equation when studied for P-a.e. ω ∈ Ω, that is we find estimates for the paths of the solution process.
The solution process will enjoy more properties as a stochastic process; as in the 2D setting, we shall prove pathwise uniqueness and continuous dependence on the initial data in L 2 . Thus our solution will be a strong solution from the point of view of stochastic differential equations (see e.g. [11] ), and a Feller and Markov process in L 2 . For these details, see [9] and references therein.
Remark 2. We remark that all the terms in (10) are meaningful; we show the basic estimates for each term
and similarly
Here and in the following, we denote by C a generic constant, which may vary from line to line. However a subscript denotes that the constant depends on the specified parameters.
Estimates of the nonlinearities
This is a technical section, where we present the estimates to be used in proving the well posedness of system (9) and (6) .
For the hyperviscous term we use the Stroock-Varopoulos inequality; we write it as a particular case of Theorem 2.1 in [14] . This involves scalar functions.
This lemma is trivial for p = 2, since the two sides coincide. The interesting result is for p > 2.
For the other terms in the vorticity equation we have the following four lemmas.
for all g and u giving meaning to the l.h.s.
Proof. By integration by parts
We conclude by using that u is divergence free.
Now we present a series of estimates, whose proofs are based on Sobolev embeddings theorems and Hölder inequalities (see e.g. [2] ).
With some abuse, we denote by L p and H b p the Lebesgues and generalized Sobolev spaces for scalar functions, defined before for vector functions. This simplifies notations.
Lemma 5. Let c ≥ 0 and p ∈ [2, ∞) be given. Then there exist q = q p,c ∈ (1, ∞) and C = C p,c > 0 such that
for any ǫ > 0.
Proof. We are going to prove that
By using that H 1+c ⊂ H 1 , we get (14) from (16) and (15) from (17) by means of Young inequality.
Therefore we are left to prove (16).
•p = 2: The result is trivial
and p ∈ [2, ∞) be given. Then there exists C = C p,c > 0 such that
−1 Lp
Then we apply Young inequality twice to get the desired result.
For p = 2 the result is trivial
For p > 2, we distinguish between the values assumed by c.
and
for any j, k = 1, 2, 3 and ǫ > 0.
Proof. Again the proof is easier for p = 2. We consider any p > 2 in the following, the case p = 2 being treated similarly. and
Lp
Applying Young inequality twice we conclude the proof.
The linear equation
When we neglect the non linearites in system (9) for the vorticity, we get
Here the second equation keeps track of the fact that the vorticity vector is divergence free. So ζ is the usual Ornstein-Uhlenbeck process, well studied in the literature. Here we assume ζ(0) = 0. Therefore the mild solution of (18) is
or equivalently
(see e.g. [4] ). We have
Proof. The proof is basically the same as that in [3] proving that ζ has P-a.e. path in C(R + ; H a ). Working on the torus, we can improve that result getting ζ ∈ C(R + ; H a 2m ). The factorization method uses that for 0 < α < 1
with
Now we prove that under assumption (19) there exists α ∈ (0, 1 2 ) such that
for any m ∈ N.
For fixed x and t, [(−∆) a/2 Y α ](t, x) is a Gaussian random variable given by the sum of independent Gaussian random variables
Therefore the variance of (−∆) a/2 Y α (t, x) is the sum of the variance of each addend:
where the constant C α is finite for any α < 
Since (−∆)
a/2 Y α (t, x) is a centered Gaussian random variable, for any integer m we have
Integrating with respect to the variables t ∈ [0, T ] and x ∈ D we get 
If (19) holds then there exists α > 0 small enough to get (22) and thus for such an α we have proved (21). Now, given (21), with a trivial modification of the proof of Lemma 2.7 in [3] , from (20) we get
and the continuity result.
In the following we shall require ζ to have paths in C([0, T ]; H 1 q ) for suitable q, that is we shall assume (19) with a = 1:
The vorticity transport equation
As explained before, we consider the vorticity transport system
obtained from system (9) by neglecting the term ( ξ ·∇) v in the first equation. We call it the vorticity transport system, since its first equation is a reduced form of the vorticity equation in (9): in (23) vorticity is only transported, not stretched. Let us point out two features for the equation of η. First, the nonlinearity ( v · ∇) η has a peculiar form similar to that appearing in the regularized form of Leray-α models for fluids, that is the first entry of the bilinear term B( v, η) := ( v · ∇) η is not the unknown η itself but indeed v, which has one order more of regularity with respect to η (recall that if η ∈ H b p then v ∈ H b+1 p ). In addition, in (23) there is no pressure term, like in the Burgers equations. This simplifies the study of L p space regularity for p > 2, which is crucial for our result.
As far as the technique is concerned, we point out that in order to get existence and uniqueness results, we could look for mean estimates. For instance, thanks to (13) , with the usual techniques (see e.g. [1] , [9] ) we can get . But later on in Section 7 we will be faced to estimating
and the smaller is b the easier is this task. For this reason we look for pathiwise estimates, which are weaker than the mean value ones; but this technique allows b ≤ . For this aim, we set β = η − ζ and exploit that the noise is independent of the unknowns; then
System (24) is studied pathwise. We have the following result Proposition 9. We are given p ≥ 2. Assume that
Then, for any β(0) ∈ L p there exists a solution to (24) such that i) if p = 2, then
Proof. We proceed pathwise. The technique to prove existence is to consider first the finite dimensional problem, obtained applying the projection operator Π n to (24). The goal is to find suitable a priori estimates, uniformly in n. Thus, when any finite dimensional (Galerkin) problem has a solution we passe to the limit as n → ∞ to get an existence result for (24). This technique, based on finite dimensional approximation, is well known (see e.g. [17, 18] ). Therefore we look for a priori estimates for the full system (24); they hold for any Galerkin approximation as well, but we skip the details for the limit as n → ∞. We have
Each component of β satisfies
Now we multiply the l.h.s. by |β
, integrate on D and sum over j. Using (13), we get
According to Proposition 8 the process ζ has P-a.e. path in C(R + ; H 1 q ) for any finite q. Then the a priori estimates give
Given the regularity of β we have that the r.h.s. belongs to L 2 (0,
) and the two latter terms belong to L 2 (0, T ; H −1 ). Let us see this:
Similarly we deal with ( v · ∇) ζ.
. These are the basic results to implement the Galerkin approximation. As far as the continuity is concerned, the fact that β ∈ L 2 (0, T ;
Remark 10. From the previous proof, we have that β ∈ C([0, T ];
. This implies (see Ch III Lemma 1.4 in [17] ) that β is weakly continuous with values in L p , that is
This remark applies to the next results for the other unknowns too.
Now we come back to the unknown η = β + ζ. The definition of basic solution is the same as that for ξ given at the end of Section 2, with the obvious modification of the equation by neglecting ( ξ · ∇) v.
Theorem 11. We are given p ≥ 2. Assume that
Then, for any η(0) ∈ L p there exists a unique process η which is a basic solution to (23) such that
Moreover there is continuous dependence on the initial data: given two initial data η(0), η ⋆ (0) ∈ L 2 we have
Proof. The existence comes from the existence results on β, ζ. Moreover
(see e.g. [2] ). Merging toghether the regularity of these processes we get our result for η.
As far as uniqueness is concerned, let us take two basic solutions η 1 and η 2 with η 1 (0) = η 2 (0) ∈ L 2 ; at least we have
We define y = η 1 − η 2 ; then the system fulfilled by y can be written as
We estimate the following term, as usual:
Then taking the scalar product of the the first equation for y with y, integrating on the spatial domain and using (13), we get
Recall that y(0) = 0 and
This gives the continuous dependence on the initial data and the uniqueness.
The vorticity equation
If the initial velocity is more regular, say v(0) ∈ H 1 (i.e. ξ(0) ∈ L 2 ), one can prove a local existence and uniquenss result for c = 0; global existence holds only for c ≥ 1 4 (see [6] ). In this paper we improve the results for c ≥ 1 4 considering initial data ξ(0) ∈ L p for any finite p ≥ 2.
We need a preliminary result for the velocity, fulfilling (2) with f = 0 and the noise obtained from a Wiener process w vel such that ∇× w vel = (−∆)
Therefore (2) becomes
Then for any v(0) ∈ L 2 there exists a process v with P-a.e. path in
Proof. We know the result for c = 0 (see [9] ); the case c > 0 does not provide any difficulty. But we show the shortest way to get it, by means of mean value estimates. Only here we use mean value estimates instead of the pathwise ones. We write the basic energy estimate obtained from Itô formula for
; the details can be found in [9] . We have
The series in the r.h.s. converges if and only if 2(2b + 1) > 3, i.e. b > 1 4 . These estimates improves the regularity: v ∈ L 2 (0, T ; H 1+c ), P-a.s.
Now we consider ξ. Let δ := ξ − ζ; bearing in mind the equations for ξ and ζ we have that this new unknown satisfies
Now the quantities v and δ are linked through δ = − ζ + ∇ × v. Our aim is to find a global existence result for δ in order to obtain the same result for ξ. This requires c ≥ 1 4 . As in the previous section we look for pathwise results.
Proposition 13. We are given p ≥ 2. Assume that
Then, for any δ(0) ∈ L p there exists a solution to (29) such that i) if p = 2, then
From Proposition 12, we know that v ∈ L 2 (0, T ; H 1+c ); moreover by assumption ζ ∈ L ∞ (0, T ; H Now we have the result for ξ = δ + ζ.
Theorem 14.
We are given p ≥ 2. Assume that
Then, for any ξ(0) ∈ L p there exists a unique process ξ which is a basic solution to (9) such that
Moreover there is continuous dependence on the initial data: given two initial data ξ(0), ξ ⋆ (0) ∈ L 2 we have
Proof. We merge the results of Proposition 13 for β with those of Proposition 8 for ζ to get existence of ξ and its regularity. This is the same as in Theorem 11.
As far as uniqueness is concerned, we proceed as in the proof of Theorem 11. The additional term does not give any problem; we estimate it as follows. Set y = ξ 1 − ξ 2 ; in the equation fulfilled by y(t)
We have Finally, L ξ is unique.
From this we get our main result. , and of . We have only to check estimates (33) -(34) with b = . From
we get
We have H and c ≥ 3 4 to get that
Bearing in mind (36), we get that conditions (33)-(34) holds true. Thus all the assumptions of Theorem 15 are fulfilled and we get the result.
Finally, we point out that this result shows the equivalence of the laws L ξ and L η when ξ(0) = η(0) ∈ L 4 at least. We want to compare it with the previous result obtained in [5] . There, we proved the equivalence of the laws L v and L z when the initial velocities are more regular, that is v(0) = z(0) ∈ H m for any integer m ≥ 2. To say that v(0) ∈ H m means that ξ(0) ∈ H m−1 . Therefore the equivalence result of [5] holds under more restrictive assumption on both the hyperviscous term (c > 3 2 ) and the initial data ( ξ(0) ∈ H 1 at least).
