ABSTRACT In recent years, the methods of no-reference stereoscopic image quality assessment (NR-SIQA) have been well investigated, but there still remain challenges due to the inaccurate extraction of binocular perception information. In this paper, we propose an NR-SIQA method based on visual attention and perception. We combine saliency and just noticeable difference (JND) to model visual attention and perception, respectively, and weight the global and local features extracted from the left and right views. Meanwhile, in order to obtain the accurate binocular perception information, the global structural features reflecting spatial correlation are extracted from the cyclopean map that is synthesized by the left and right views. Then, a regression model is learned based on a support vector machine regression (SVR) to evaluate the quality of stereoscopic images. The experiments on popular SIQA datasets demonstrate that the proposed NR-SIQA method has better and more reliable performance than the state-of-the-art methods.
However, these binocular perception-based methods did not take the perceptual variation on different kinds of regions into consideration. In our method, we consider both visual attention and visual perception for NR-SIQA.
SIQA has a certain relationship with visual attention and perception. The visual attention is the selection mechanism of visual saliency regions. Visual saliency processes the important part and ignores the unimportant part of the visual information selectively [18] , [19] . For quality assessment, the distortions presented in the salient regions draw more attention from the human viewers. In other words, the perceptual quality of the salient regions tends to represent the perceptual quality of the whole image [20] . Liu et al. [21] developed a 3D saliency model based on the absolute disparity map, which was used to weight the left and right views. The saliency model could assign appropriate weights to more perceptually important area. Yang et al. [22] proposed a novel saliency model in SIQA method for the cyclopean map called ''cyclopean saliency'', where the binocular combination characteristics with the cyclopean saliency are all considered. In this model, the saliency areas of the left and right views were first obtained and then synthesized to obtain the cyclopean map. The features of the saliency areas were used to obtain more effective binocular perception information. Since saliency map could indicate the relative importance of pixels in the spatial domain for left and right views, Wang et al. [23] proposed a quaternion representation based saliency model in stereopair, which comprises the image content, the inter-view disparity, and the difference map. In the model, the saliency maps were employed to pool the error maps produced by reference images and distortion images of the left and right views.
The just-noticeable-difference (JND) is defined as the largest perceptible distortion [24] . In other words, if the given distortion is below the JND threshold, it can not be perceived visually. JND can reflect the characteristics of visual perception. It is widely used in image/video encoding [25] and visual quality assessment [26] [27] [28] . And some JND-based methods are also used in SIQA. Shao et al. [26] proposed a JND-based SIQA method, in which JND model is used to calculate the visual sensitivity of binocular fusion and suppression regions. Fezza et al. [27] used the binocular JND to modulate the quality score of each region. And the method adjusted the 3D quality referring to the JND model without any cue about the distortion type and distribution. Fan et al. [28] proposed to assess quality by combining the quality of the JND-based cyclopean map with the quality of disparity map. The JND model was used to modulate the quality of the cyclopean map according to the visual importance of each pixel.
Visual saliency specifies the selected regions of interest and its degree of interest, while JND represents the visual perception threshold within the regions of interest. In this paper, saliency and JND model are combined as the weight factors for feature fusion of left and right views. To our best knowledge, there is no such work in the literatures where the combination of these two models are used for the quality assessment of the stereoscopic images. Additionally, the binocular perception of the visual cortex has a direct impact on the NR-SIQA. In this paper, we not only perform feature fusion on the basis of the monocular view, but also synthesize a cyclopean map based on the left and right views. Since the cyclopean map can well embody the visual scene perceived by the HVS, we extract the global structural features of the cyclopean map based on spatial correlation, which is another main feature for quality assessment. Finally, a regression model is learned based on a support vector machine regression (SVR) to evaluate the quality of stereoscopic images. The framework of the proposed method is shown in FIGURE 1. The main contributions are as follows: 1) Both visual attention and perception are considered.
The saliency model and JND model are used for weighting the features in different views and regions. 2) Both global and local features are considered. The global structural features and local entropy features are extracted from the left and right views respectively. Since the cyclopean map, which is synthesized from left and right views, can represent the perception fusion of 3D scene, the global structural features are also extracted from the cyclopean map. 3) A regression model is learned to build the relationship between these extracted features and their subjective ratings (e.g., mean opinion score (MOS) or different mean opinion score (DMOS)) via support vector machine regression (SVR) as SVR is popular method used in previous works. Based on a large number of experiments, our method outperforms other state-ofthe-art methods on four stereoscopic datasets.
The rest of the paper is structured as follows. In section II, the details of the proposed method is introduced. Section III provides the experimental process and performance of our proposed method. General conclusions and future works are given in section IV.
II. THE PROPOSED NR-SIQA METHOD
In this paper, we propose a NR-SIQA method based on the combination of visual attention and perception. Specifically, in this method, both multi-scale global and local features are considered, and the saliency model and JND model are used to weight these features. In order to obtain more accurate binocular perception information, the left and right views are synthesized to obtain binocular cyclopean map, and the global structural features are extracted from the binocular cyclopean map.
A. FEATURE FUSION BASED ON SALIENCY MODEL AND JND MODEL
Both monocular and binocular features are extracted from the left and right views. We extract the statistical features from the spatial domain and the structural features from the gradient domain in a global perspective. In order to obtain VOLUME 7, 2019 FIGURE 1. The framework of the proposed method for NR-SIQA.
more effective features, we extract the entropy information of the left and right views locally based on partitioning. Since the stereo image perceived by the HVS is fused, we use the saliency model and JND model to weight and fuse the features extracted from the left and right views to obtain more reliable quality assessment features.
1) GLOBAL FEATURE EXTRACTION a: NATURAL SCENE STATISTICS
The regularity of NSS has been well established in the study of human vision, where the regularity has been demonstrated in both spatial domain [29] and wavelet domain [30] . We use the method in [31] to extract the statistical features of natural scenes as the global features of stereopairs. For a given image, the normalization process is
where i is the pixel coordinates of the image. C is a constant which prevents the instability in case of denominator tending to zero. The transformed luminance I M (i) denotes the mean subtracted contrast normalized (MSCN) coefficients, whose statistical properties is changed by distortions. The quantization of these changes is helpful to predict the type of distortion that affects the perceptual quality of image. Moreover, it has been observed that the histogram of MSCN coefficients of a natural image exhibits a Gaussian like appearance [29] .
In this paper, we use general gaussian distribution (GGD) and asymmetric GGD to extract parameter features to define quality prediction features. The GGD with zero mean is given
where
f (n; α, σ 2 ) is the normalized number of coefficients, and n is the MSCN coefficient. α and σ 2 reflect the image naturalness, and control the shape and variance of the distribution, respectively. β can be calculated via Eq. (3). (·) is a gamma function. In this paper, the GGD model is deployed for MSCN distributions of the left and right views, and the parameters α and σ 2 extracted from two scales are regarded as the global quality-sensitive features f g1 .
b: STRUCTURE FEATURES IN GRADIENT DOMAIN
Image structure information is important to NR-SIQA. In this paper, local binary pattern on the gradient map (GLBP) is used as the structural feature. GLBP describes the relationship between pixels in the image neighborhood, and the microstructure pattern of this image can effectively capture the complex degradation caused by various distortions. Different GLBP patterns represent different local gradient patterns. The image distortions may transfer GLBP mode from one type to another, which will change the GLBP mode with their own characteristics [32] . In our study, gradient-weighted histogram of local binary pattern is calculated on the gradient map (GWH-GLBP) of stereopair. The GWH-GLBP is calculated by
N denotes the number of image pixels, z ∈ [0, Z ] is the possible GLBP patterns, and ω i is the weight assigned to the GLBP code. We use the gradient magnitude as the GLBP weight of each pixel in this paper. A locally rotation invariant uniform GLBP operator is defined as
with
and
where P is the number of neighbors and R is the radius of the neighborhood. u is the uniform measure, and superscript riu2 denotes the rotation invariant ''uniform'' patterns with u ≤ 2. g c and g i are the gradient magnitudes at the center location and its neighbor, respectively. The thresholding function s (·) can be calculated with Eq. (8). The structural features extracted from three scales in gradient domain is taken as another global feature of quality prediction f g2 .
2) LOCAL FEATURE EXTRACTION
Image distortion usually affects the local entropy of the image. Since the influence caused by different types and degrees of distortion can be reflected by spatial entropy and spectral entropy [33] , we choose the spatial entropy and spectral entropy to represent the local features of the stereopair. The spatial entropy is the probability distribution function of the local pixel value, which reflects the statistical characteristics of the pixel level. The spectral entropy is the probability distribution function of the local DCT coefficient value, which reflects the statistical characteristics of the DCT domain. We divide the stereopair into 8 × 8 blocks, and the spatial entropy and spectral entropy of each block can be expressed as follows
where j is the pixel value in a block and p(j) is the probability density correspondingly.
where c(x, y) are the normalized DCT coefficients in a block.
Then, the mean and skewness of spatial entropy and spectral entropy are calculated in three scales as local features
3) SALIENCY-JND FEATURE FUSION MODEL
We have selected the existing models to weight the fusion of the features of the left and right views, which are briefly introduced as follows:
In this paper, we adopt the relatively simple method proposed in [34] for the visual attention detection. FIGURE 2 (b) and (e) show the saliency maps obtained by [34] . The calculation of the saliency map S for a given image is described as
where I (i) is the given image. 
is an operator to compute the amplitude information of A(t). ℘ is an operator to calculate the phase information of P(t). L(t) is the log spectrum of the given image. h n (t) is a local average filter to approximate the shape of A(t). R(t) is the spectral residual of the image. g(i)
is a Gaussian filter.
b: JND MODEL
We use the JND model proposed in [35] . In the regular pattern, the interaction is relatively simple and the masking effect is limited. While in the irregular pattern, the interaction is complex and the masking effect is strong. FIGURE 2 (c) and (f ) show the JND maps obtained by [35] . The direction presented in each pixel is taken as the basic element of the pattern, and the complexity of the pattern is calculated as the diversity of the direction of the local area. Finally, based on the model complexity and brightness contrast, the JND estimation model is obtained as
where L A (I (i)) is the luminance adaptation. M S (I (i)) is the total spatial masking effect, which is defined as the maximum of contrast masking and pattern masking. C 1 is the gain reduction parameter determined by the overlapping between L A (I (i)) and M S (I (i)), and we set C 1 = 0.3 (the same as in [35] ).
We use the saliency model and JND model for feature fusion to simulate the binocular rivalry. More specifically, we take full advantage of the saliency model and JND model to weight for each view's features. Since the features are extracted from multiple scales, the feature fusion is on multiple scales. And the saliency and JND maps are calculated 
Besides, in the local feature extraction, we also have JND weighted for each block. We choose the maximum value of JND on each block to normalize the JND values of this block. Finally, the normalized JND block is multiplied by the features extracted on each block to obtain the weighted local features. We use f w to denote the weighted features, it can be defined as
B. BINOCULAR CYCLOPEAN MAP SYNTHESIS AND FEATURE EXTRACTION
The difference between stereoscopic images and ordinary 2D images lies in binocular fusion. And the cyclopean map can represent the perception fusion of 3D scene. Besides, the spatial activity not only helps to determine whether there is binocular competition between the left and right views, but also it can be used to further assess the relative extent of the two-view binocular competition. Therefore, we use the binocular spatial activity model proposed in [36] to synthesize a cyclopean map
where S(i) is a neighborhood centered at pixel point i. d i is the disparity and C 2 = 0.01 is a small positive number to guarantee stability. The obtained cyclopean map is shown in FIGURE 3 .
Cognitive neuroscience studies have shown that the arrangement of excitatory and inhibitory cortical cells produces orientation selectivity in the local receptor region, where the primary visual cortex extracts visual information for scene understanding [37] , [38] . HVS is highly adaptable to the extracted scene-aware structural information. Accordingly, orientation selectivity based structure description is widely used in image quality assessment [39] , [40] , which can effectively extract the visual information of the image and reflect the image degradation caused by different types of distortions. To extract more spatial structure features from cyclopean map, we adopt the structure descriptor based on gradient magnitude and orientation selectivity proposed in [41] to simulate the arrangement of excitatory/suppressor cells in the local receptive field. And we introduce a pattern based on direction selection to represent the spatial correlation of the structure. Finally, a structural histogram based on orientation selectivity is established as the quality-sensitive features to represent the content information of the cyclopean map.
For a given cyclopean map, the local structure intensity of each pixel can be demanded as its luminance change, and it is calculated as
where G h (i) and G v (i) are the gradient magnitudes alone the horizontal and vertical directions. Then the response pattern P(i) of a pixel is described as the arrangement of interactions between the central pixel i and its local neighbors R(i) (R(i) = {i 1 , i 2 , ..., i n }).
I (i|i N ) is the interaction type between two pixels. The parameter T judges the interaction type, and in this work we set T = 6. Finally, the quality sensitive feature f c of the cyclopean map can be mapped into a structure based histogram
where P z f represents the z th fundamental pattern form that pixel i belongs to.
Combined with the weighted features f w , the overall quality sensitive feature f is obtained as
(26)
C. SVR-BASED REGRESSION MODEL
In order to utilize the obtained quality sensitive features for NR-SIQA, in our experiment, SVR is adopted for learning in multiple datasets [42] [43] [44] [45] [46] [47] . And it has been widely applied to image quality assessment. Based on the radial basis function (RBF) kernel, we implement SVR regression using a library for support vector machines (LIBSVM) package. By feeding the consolidated features into the trained SVR model with the subjective ratings (e.g., mean opinion score (MOS) or differential mean opinion score (DMOS)), the process of NR-SIQA is realized.
III. EXPERIMENTAL EVALUATION A. SIQA DATABASE
In this section, to evaluate the performance of the proposed NR-SIQA metric, four datasets are used in our implement. The LIVE 3D IQA Phase I (LIVE-I 3D) Dataset [34] contains 20 reference stereopairs and 365 symmetric distorted images. It consists of five distortion types, including JPEG, JPEG2000 (JP2K), WN, Gaussian blur (GBlur), and fast fading (FF). DMOS values are provided as subjective quality scores on the distorted ones.
The LIVE 3D IQA Phase II (LIVE-II 3D) Dataset [9] is more complex with both symmetric and asymmetric distorted images. It contains 8 reference stereopairs and 360 distorted ones. Among them, 120 pairs are symmetric distortions and 240 pairs are asymmetric distortions. The distortion types are the same as the LIVE 3D IQA Phase I. The DMOS is also provided for distorted ones.
The Waterloo-IVC 3D IQA Phase I (WIVC-I 3D) Dataset [48] consists of 6 reference stereopairs and 330 symmetrically and asymmetrically distorted images. The types of distortions are JPEG, WN and GBlur. MOS values are presented for subjective quality scores.
The Waterloo-IVC 3D IQA Phase II (WIVC-II 3D) Dataset [48] consists of 10 reference stereopairs and 460 symmetrically and asymmetrically distorted images. The types of distortions are the same as the WIVC-I 3D dataset. Note that it is the first dataset that contains mixed distortion types in asymmetrically distorted images. MOS values are also provided for distorted ones.
B. PERFORMANCE INDICATORS
In our implement, after the nonlinear regression with SVR, we compute Pearson linear correlation coefficients (PLCC) and Spearman rank-order correlation coefficients (SROCC) between subjective scores and predicted scores. PLCC and SROCC can evaluate prediction performance monotonicity and consistency respectively. In general, to get a good metric, the value between the subjective scores and predicted scores should be close to 1 for PLCC and SROCC. To reduce the nonlinearity in the regression prediction, a five-parameter logistic regression function is applied before the calculation of PLCC, which is defined as
s(p) is the fitted quality score, p is the objectively predicted score, and β i (i = 1, 2, 3, 4, 5) denotes the parameter to be fitted.
In the training-testing procedure, we adopt five-fold crossvalidation, and 80% of the dataset is for training and 20% is for testing. It is repeated 1000 times to eliminate the bias for training sets selection, and we take the mean value for the final result. In the performance test, the performance evaluation is carried out under five different distortions respectively, as JP2K, JPEG, WN, GBlur and FF in TABLE 1-7. And it is also carried out under the combination of all the distortions mentioned above, which is denoted as ALL in TABLE 1-7. We take the ALL performance as the main reference performance index, because in practice, there are cases where multiple distortions coexist. 
C. EXPERIMENTS ON LIVE-I 3D DATASET 1) COMPARISON OF FUSION WAYS ON LIVE-I 3D DATASET
We compare the performance of the proposed method with four different fusion ways on LIVE-I 3D dataset. These four fusion ways are using saliency model to weight the left and right views (M 1 ), using JND model to weight the left and right views (M 2 ), combining the saliency model with JND model to weight the left and right views (M 3 ), and adding JND weighting to the local blocks based on M 3 (M 4 
2) COMPARISON BETWEEN DIFFERENT SALIENCY MODELS ON NR-SIQA
We select the spectral residual method from the computational model and the GBVS [49] method from the eye fixation model to obtain saliency map, and adopt the two models in the proposed method respectively for the performance comparison. TABLE 2 shows the comparison between the two saliency models on LIVE-I 3D dataset. By analyzing TABLE 2, we can see that the spectral residual model shows higher performance in our proposed method. Therefore, we use the spectral residual model in the following experiments.
3) EFFECT OF JND MODEL ON NR-SIQA
In our method, both saliency model and JND model are used. Therefore, in order to verify the effect of the JND model, we compare the performance of the methods with and without JND model on LIVE-I 3D dataset. The comparison results are listed in TABLE 3. We can conclude that the combination of saliency model and JND model can evaluate the quality of the stereopairs better. 
4) EFFECT OF CYCLOPEAN MAP ON NR-SIQA
In order to verify the impact of the cyclopean map on the quality evaluation, we compare the performance of the methods with and without cyclopean map on LIVE-I 3D dataset. The comparison results are shown in TABLE 4. It can be seen from the table that the features of the cyclopean map are helpful to improve the performance of the proposed NR-SIQA method.
5) COMPARISON BETWEEN DIFFERENT FEATURES ON NR-SIQA
Since many features are used in our method, in order to verify the validity of the selected features, we compare the performance of the proposed method with different features in TABLE 5. These different features are
+ f l , f g2 + f l , and f g + f l . Among them, f g1 denotes the natural statistical features, f g2 is the gradient features, f g1 and f g2 are combined as global features f g , and f l denotes the local entropy features. The experimental results are shown in TABLE 5. It can be seen from TABLE 5 that when both global features are used and combined with local features for feature extraction, the accuracy of quality prediction is the highest, which further verifies the reliability of our method.
D. COMPARISON WITH OTHER NR-SIQA METHODS ON LIVE AND WIVC 3D DATASETS 1) PERFORMANCE ON LIVE 3D DATASETS
The performance of the proposed method on LIVE 3D datasets is evaluated by comparing with other state-of-the-art NR-SIQA methods including Yang et al. [15] , Yue et al. [43] , Xu et al. [44] , Ding et al. [45] , and Zhou et al. [50] . The comparisons on LIVE-I 3D and LIVE-II 3D dataset are presented in TABLE 6 and TABLE 7 , respectively. It can be observed that on almost all of the distortions, the proposed method is superior to most of the compared NR-SIQA methods, except Ding et al. [45] , which is a deep-learning-based NR-SIQA method. As we all know, PLCC and SROCC represent the consistency between the predicted and actual quality. In Table 6 and 7, the performance of the proposed method on the combination of multiple distortions is better than that of Ding et al. [45] . It means that the quality assessment obtained by the proposed method is more consistent with the ground-truth in this case. In addition, Yang et al. [15] and Yue et al. [43] perform the feature fusion by superimposing the monocular and binocular features, and Xu et al. [44] and Ding et al. [45] perform feature fusion by using saliency model. They do not consider the combination of saliency model and JND model, while we consider the combination of these two models, which can reflect the effect of visual attention and perception on quality assessment. Hence it is reasonable that the proposed method shows the best performance on the combination of multiple distortions, which is denoted as ALL in TABLE 6 and TABLE 7 .
To further demonstrate the effectiveness of the proposed method, scatter diagrams of subjective scores (DMOS) and objective scores (predicted scores) on LIVE-I 3D and LIVE-II 3D datasets are given in FIGURE 4. In FIGURE 4 (a) and (b), each circle represents an image, and the distortion type is a circle marked with different colors. Besides, we fit the LIVE-II 3D dataset according to asymmetric and symmetric distortions, as shown in FIGURE 4 (c). We can observe that the circles closely gathered around the fitted curve, which means that the objective scores are consistent with the subjective scores showing consistency of the proposed method with human perception evaluation. Meanwhile, we calculate the root mean square error (RMSE) to evaluate the prediction error. In our method, the ALL performance of RMSE of the LIVE-I 3D dataset is 4.9306. In the LIVE-II 3D dataset, the ALL performance of RMSE is 3.4469, where the RMSE value of asymmetric distortion is 3.5929 and symmetric distortion is 4.2390.
2) PERFORMANCE ON WIVC 3D DATASETS
We also test the proposed method on WIVC 3D datasets and compare the proposed method with other methods including BLIINDS-II [51] , Yue et al. [43] , NR-DIIVINE [46] , Chen et al. [9] , and DECOSINE [47] . And the performance comparison is shown in TABLE 8. We can conclude that the proposed method not only performs well on WIVC-I 3D dataset compared with other NR-SIQA metrics, but also it is superior to all other methods on WIVC-II 3D dataset. It indicates that the proposed method can also deal with the mixed distortion types in asymmetrically distorted images.
3) CROSS-DATASET VALIDATION
In order to verify the generalization capability of the proposed method, cross-dataset tests are carried out on LIVE 3D and VOLUME 7, 2019 FIGURE 4. Scatter diagrams of subjective and objective scores on LIVE 3D datasets. WIVC 3D datasets, and the results are shown in TABLE 9. LIVE-I 3D and LIVE-II 3D dataset provide DMOS values for subjective quality scores, while WIVC-I 3D and WIVC-II 3D provide MOS values. Therefore, cross-dataset experiments between LIVE 3D and WIVC 3D datasets are not appropriate because DMOS and MOS values are generated by different processes. Based on this, we conducted four experiments: i) the methods are trained on LIVE-I 3D dataset and tested on LIVE-II 3D dataset (LIVE-I/LIVE-II), ii) LIVE-II/LIVE-I, iii) WIVC-I/WIVC-II and iv) WIVC-II/WIVC-I. The prediction performance is degraded because there are image and distortion types in the test set that are not in the training set. Compared with the LIVE-I 3D dataset, LIVE-II 3D dataset contains asymmetric distortion images. And the difference between WIVC-I 3D and WIVC-II 3D datasets are that the asymmetric distortion image of WIVC-II 3D contains mixed distortion, that is, multiple distortions in one image. In addition, the reference images in four 3D datasets are different. Though the performance is degraded due to the differences in dataset and distortions between the training and testing sets, it still can reach a comparable level that of the BLINDS-II method in [51] when it is trained and tested in the same dataset.
IV. CONCLUSION
In this paper, we propose a NR-SIQA method based on the saliency model and JND model. Our method considers not only visual attention and visual perception, but also the combination of monocular features and binocular features.
From our method, we can conclude that the combination of saliency model and JND model is better than only one of them. When feature extraction is performed, global features need to be combined with local features to improve the accuracy of the assessment. Finally, cyclopean map can well embody the visual scene perceived by the HVS. Experiments are conducted on four SIQA datasets and the results verify better and more reliable performance in comparison with other NR-SIQA methods.
Although the proposed method shows better performance, there are still problems need further consideration. The next step is to study the depth information related to the stereopair and design a more effective evaluation method for NR-SIQA. In addition, the proposed method is time consuming and needs to be further optimized. 
