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ABSTRACT 
Finite-dimensional theorems of Perron-Frobenius type are proved. For AEC”” 
and a nonnegative integer k, we let w,(A) be the cone generated by Ak, Ak+l,. . . in 
Cnn, We show that A satisfies the Perron-Schaefer condition if and only if the closure 
%,(A) of q(A) is a pointed cone. This theorem is closely related to several known 
results. If k > q,(A), the index of the eigenvalue 0 k spec A, we prove that A has a 
positive eigenvalue if and only if wk(A) is a pointed nonzero cone or, equivalently 
@,(A) is not a real subspace of c”“. Our proofs are elementary and based on a 
method of Birkhoffs. We discuss the relation of this method to Pringsheim’s theorem. 
1. INTRODUCTION 
Parts of Perron-Frobenius theory may be viewed thus: What is the 
relation between the algebraic and the geometric properties of a matrix 
A E IR”“? Here an algebraic property is one which can be determined from 
the Jordan form of A and which may be stated for all AEC”“. By a 
geometric property we mean some association between A and a geometric 
object, in this case a cone. Our aim in this paper is to give elementary and 
direct proofs of some general finite-dimensional theorems of this type. The 
term ebmentay is taken to mean that we base ourselves on simple and 
familiar properties of complex numbers, and we avoid advanced parts of 
complex analysis. We deal directly with the class of operators involved, 
rather than first proving results under some form of irreducibility condition. 
Further, the theorems presented are general in the sense that they yield as 
corollaries (or are equivalent to) theorems concerning matrices which leave 
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invariant an arbitrary proper cone in R”. Thus we do not make use of certain 
simplifications which arise when an absolute value is available for the matrix. 
Cur principal results may be found in Sets. 5 and 6. The results of Sec. 5 
are variations on a familiar but important theme, though perhaps they have 
not been stated in our form. The theorems in Sec. 6 are probably new. 
We begin by stating a standard theorem of Perron-Frobenius type. For 
details and references see [3, Chapter 11. Further definitions will be given in 
Sets. 2 and 3 below. 
THEOREM 1.1 [3, Theorem 3.2, p. 61. Let K be a proper cone in R”. Let 
A E R”“, and suppose that AK CK. Then: 
(a) The spectral radius p =p(A) is an eigenvalue of A. 
(b) Zf A is an eigenvalue of A and IhJ=p, then the index of X as an 
eigenvalue of A does not exceed the index of p. 
Conclusion (a) is a generalization of the classical Perron-Frobenius theo- 
rem for nonnegative matrices. (For references to Perron and Frobenius see 
[3].) The inequality in (b) is found in H. H. Schaefer [15; 16; 17, p. 263; 18, 
p. 81. We shall call (a) and (b) the Perron-Schaefer condition. Actually, (b) 
implies (a), see our definition of the term index.’ Observe that the hypothe- 
ses of the theorem are geometric in the sense indicated, but the conclusions 
in (a) and (b) are algebraic. The proof given in [3] is an adaptation of a proof 
of (a) due to Birkhoff [4]. 
There is a striking converse due to Vandergraft [20], see also Elsner [6], 
THEOREM 1.2 [20; 3, Theorem 3.5, p. 81. Let AER”” be such that 
conditions (a) and (b) of The orern 1.1 hold. Then there exists a proper cone K 
in R” for which AK c K. 
Together Theorems 1.1 and 1.2 characterize conditions (a) and (b) of 
Theorem (1.1) by a geometric property. In [20] the construction of the cone 
K and the proof of its invariance are elementary, but rather involved. It is 
therefore desirable to characterize (a) and (b) by a geometric property 
directly associated with the matrix A. Thus we are led to introduce a cone 
intrinsic to A, which however lies in n2 dimensional space C”“. (We 
concentrate on complex space.) In fact, we consider a sequence wk(A) of 
cones for k=O,l,... and their closures Wk(A): 
DEFINITION 1.3. Let A EC ““, and let k be a nonnegative integer. Then 
the intrinsic cone wk(A) of A consists of all nonnegative linear combinations 
of Ak, Ak+‘,... in @““. 
‘This is one of several remarks made to us by H. Wielandt. 
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We now state part of what may be called an intrinsic Perron-Frobenius 
theorem, (cf. Theorem 5.2): 
THEOREM 1.4. Let AEC”“, and let k be a nonnegative integer. Then 
conditions (a) and (b) of 2% eorem 1.1 hold if and only if Wk( A) is pointed. 
Consideration of the cone W,(A) is not new. In [15], Schaefer considered 
an operator on a Banach space and imposed a norm condition on the cone 
w,,(A) which, in finite dimensions, is equivalent to the pointedness of Z,,(A). 
Thus one direction of Theorem 1.4 is essentially due to Schaefer [15]. Cur 
result is closely related to the theorems previously stated, as will be ex- 
plained. Another well-known result is the following: 
THEOREM 1.5 [3, Theorem 3.2, p. 61. Let A E IF’“, and let K be a proper 
cone in US”. If AK c K, then there is at least one eigenvector in K belonging to 
the eigenvalue p of A. 
Our approach naturally yields a stronger version of this result. Under the 
assumptions of Theorem 1.5 it is possible to obtain an algebraic lower bound 
for the number of linearly independent eigenvectors for p which he in K. 
This bound is the exponent of the eigenvalue p of A, as defined in Sec. 3. 
Though the result (Corollary 5.3) is an immediate consequence of Karlin [13, 
Theorem 51, or of a remark made by Krein-Rutman in the course of the proof 
of [14, Theorem 6.11, the bound may be stated here explicitly for the first 
time. A form of Karlin’s [13] result is the last part of our Theorem 5.2. 
In the final Sec. 6 we consider geometric conditions under which 
A E Cnn has a positive or nonnegative eigenvalue. The following is a combi- 
nation of theorems obtained in this section. 
THEOREM 1.6. Let A EQ=~“. Let k be a nonnegative integer such that 
k > v,, the index of the eigenvalue 0 in spec A. Then the follutoing are 
equivalent: 
(a) wk(A) is a pointed nonzero cone, 
(b) t&(A) is not a real subspace of C”“, 
(c) A has a positive eigenvalue. 
Condition (b) above is equivalent to the existence of a complex linear 
functional on Cnn whose real part is nonnegative, but not identically zero, on 
&(A); cf. Lemma 2.2. Thus (b) is a natural weakening of the condition that 
&(A) is pointed, since this last condition is known to be equivalent to the 
existence of a proper cone of functionals whose real part is nonnegative on 
&(A). A characterization of matrices that have a nonnegative eigenvalue 
will also appear in Elsner [7]. 
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In Sec. 4 we use an observation first employed by Birkhoff [4] in the 
context of Perron-Frobenius theory to give an elementary proof of an 
analytic Lemma 4.3. The method of proof of this lemma, and thus Birkhoffs 
technique, is the principal tool in the proofs found in Sets. 5 and 6. It is 
interesting to observe (cf. Sec. 4) that in spite of its elementary nature, our 
analytic lemma is related to a special case of Pringsheim’s theorem; cf. 
Titchmarsh [19, p. 2141. The latter theorem has been used extensively to 
study nonnegative matrices and operators (e.g. Schaefer [15; 17, p. 2611, 
Friedland [S]). Its use can be traced back as far as Jentzsch’s [12] paper on 
integral equations with a positive kernel. 
Preliminaries may be found in Sets. 2 and 3. 
2. GEOMETRIC PRELIMINARIES 
A cone K is a nonempty subset of V= R” or V= @” such that K + K c K 
and aK cK if (Y > 0. The case V= R” may be found in [3, pp. l-31, [ll, pp. 
353-3561. Further definitions are given for the case V= C”. For details see 
Ben-Israel [l] or Berman [2, pp. l- lo]. Let K be a cone. Then K is pointed if 
XEK and XE -K imply that x=0. The cone K is solid in C” if realspan K= 
6-z” =!2”, or equivalently, K-K= C”, or int K#0 [2, p. 81. (We use the 
Euclidean topology on C.) A cone is proper if it is pointed, solid, and closed. 
The dual space of C” consisting of all (complex) linear functionals on C” 
will be denoted by (C”)*. The dual cone of K is defined by 
It is well known that K DD = K if and only if K is closed; cf. [l, Theorem 1.51. 
If K is a pointed, closed cone in C”, we write x < y (with respect to K) if 
y - x E K. Let K be a closed cone in C”. Then K is pointed if and only if K D 
is solid [2, p. 81. Further, KD is solid if and only if there exist $i, . . . , G2, in 
KD which form a real basis for (C”)* m:Rzs or, equivalently, if and only if for 
each XEC” there is a $EKD such that Re+(x)#O. Let K be a pointed 
closed cone in C”, and assume that 0 < x, <z, (with respect to K), m = 
O,l,... . If lim,,,z,=O then also lim,,,x,=O. This result is easily 
derived from [ll, p. 3551. In our first lemma we state this result in a slightly 
different form and prove it together with a converse. 
LEMMA 2.1. Let K be a cone in C”, and let K be its closure. Then K is 
painted if and only if for all sequences x,EK, ~,,,EK, m=O,l,..., it 
follows that lim,,,( x, + y,,,) = 0 implies that lim,,,, x, = 0. 
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Proof. Suppose that K is pointed. We then have 
O<x,(r,+y,, m=O,l,..., 
where the inequalities are with respect to Z?. Since Z?is pointed, ED is solid 
in (Cs)* and hence there exists a real basis &. . . . , I+& for (C’)* such that 
+*ciZ?n, i=l ,..., 2s. Since 0<Re1/~~(x,)<Re+~(x,+Y,), m=O,l,..., i= 
1 ,...,2s, it follows that limm+mx, = 0. Conversely, suppose that ZT is not 
pointed. Then there exists z E Z? such that .a# 0 and also - z E E For suitable 
x,9 YTn ~K,rn=O,l,..., wehavez=lim,,,x,and -z=lim y . Obvi- m--t* m 
ously limm+Jrm + ym)=O. H 
The next lemma is required in Sec. 6. 
LEMMA 2.2. Let K be a closed cone in C”. If K not a real subs-pace of 
C”, then there is a complex linear functional ‘p on Cl” such that 
(a) Rep(x)>OforaZZxEK, 
(b) Rev(x)>0 for some xEK; 
and conversely. 
Proof. Every functional cp E KD satisfies Re q(x) > 0. Since KDD = K, we 
have 
K={xECS:Recp(x)>O,allg,EKD}. (2.1) 
Suppose that (a) and (b) d o not hold. Then Re q$ X) = 0 for all ‘p E KD and 
x E K. By (2.1) we obtain that cuK C K for all LY E Iw. Thus K is a real subspace 
of C”. 
Conversely, suppose that K is a real subspace of C”. Then, for each x E K, 
we have - x E K. Hence, if (a) holds for QJ, then Re q(x) > 0 and Re ‘p( - X) > 0. 
Thus Rev(x)=0 for all xEK. W 
A cone K in C” is called simplicial if it consists of all nonnegative linear 
combinations of a set of vectors in C” which is linearly independent over R. 
It is easy to prove that a simplicial cone is pointed and closed. Indeed, it is 
well known that a cone which consists of all nonnegative linear combinations 
of any finite set of vectors is closed (e.g. [ll, p. 3261). 
3. ALGEBRAIC PRELIMINARIES 
Let A EC”“, and let specA be the spectrum of A. Let XEC. The in&z 
Ye (called degree in [3, Chapter 11; also called ascent) of X is defined by 
vx(A)=min{v:rank(A-hZ)‘+‘=rank(A-AZ)’} (34 
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Thusv,,(A)>OifandonlyifAEspecA. TheexponentpFLx(A) ofAisdefined 
bY 
~Lh(A)=rank(A-~Z)‘-‘-rank(A-~Z)‘, where Y=P,,(A). (3.2) 
For X Espec A, vh(A) is the size of the largest Jordan block belonging to 
A in the Jordan form of A, while p,,(A) is the number of such blocks of size 
vx(A). Also, vx is the degree of t-X in the minimum polynomial of A. We 
use t as an indeterminate, and we write vx for vh( A), etc., when no confusion 
should arise. 
Our next definition and lemma are standard in matrix theory (e.g. 
Gantmacher [lo, Vol. I, p. 141). Th e y are stated here for ease of reference. 
DEFINITION 3.1. Let A E Cm”. For h E C let Ef) = EF)( A) be the projec- 
tion on Ker(A-XI)‘” along Im(A-XZ)‘A. We 
bY 
EF) =E~)(A)=(A-~Z)(‘)E(O) A ’ 
define the components of A 
r=O,l )... . 
We observe that Ep)=O if T>v,,. In particular, Ef)=O, r=O,l,..., if 
A @ spec A. In our next lemma, and throughout the paper, it will be conveni- 
ent to write sums in the form Cx~cX~_o&Ek), where & EC, when it is 
clear that all but a finite number of terms vanish. 
LEMMA 3.2. Let AE@““, and let Ep)=Ep)(A), r=O,l,..., AEC, be 
the components of A. Then: 
(a) For any poZynomi4zZ p(t)E@[t], 
P&v p(X)E,“)+TE~l)+... + 
(b) The set of matrices 
{Et): A~specA, r=O,...,vX-1) 
is linearly independent. 
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(c) Let F=E, (yA-1). Then AF=AF, and rankF=ph, where px is the 
exponent of h in spec A. 
These results are simply proved using the Jordan form of A. A special 
case of (a) that will be needed frequently is 
A’” = x 5 (y)PEr). (3.3) 
XEC r=O 
The spectral radius of A will be denoted by p = p( A). 
4. ANALYTIC LEMMAS 
Let R + , E + be the sets of nonnegative numbers and nonnegative in- 
tegers respectively. Let k E h + and let A EC”“. By o( mk) we denote the set 
of sequences p,(A), where p,(t) E @[t], m = 0, 1, . . . , for which 
~7n,*m -kp,(A)=O. We write p,(A)E&,(A)+o(mk) for %(A)-&,(A) 
l o(rn~). (This notation will also be used for scalar sequences.) 
A key ingredient in the proof of the main result in Sec. 5 is the following 
lemma on the growth of matrix polynomials. 
LEMMA 4.1. Let u(t)E@[t], and define 
p,(t)=t”u(t), m=O,l,... . 
Let A E Cnn, and suppose that p(A)= 1. Let 
(4.1) 
(4.2) 
(4.3) 
Then 
p,(A)E 2 m”~‘~~~‘~‘u(h)E~~‘~+o(m”~‘), (4.4) 
AEA 
and 
p,,,(A)~o(m’-’ ) ifandonlyif u(X)=0 forall XEA. (4.5) 
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Proof. Observe that Y > 0 and A # 0. For large m, 
p(‘)(t)= (,,“-!,)! t”qt)+‘(m_;yl)! t-+‘u’(t)+ ** * m +t”d’)(t). 
If ]h] < 1, it follows that for all fixed r=O, 1 2 
1 X ) = 1, then pi)(X) EmT-b( A) + o( rn’-lj. ‘kl 
we have p(‘)(h) Eo(1). If 
now dedu:e (4.4) from 
Lemma 3.2(a). 
If u(h) = 0 for all SEA, evidently p,,,(A) EO( m”-‘) by (4.4). Conversely, 
suppose that u(h,)#O for some A, E A. Since the Ef-‘), X EA, are linearly 
independent, there exists a linear functional 4 on C”” such that $( EfO- ‘1) = 1, 
but G(Ef-‘))=O for AER, AZX,. Hence 
and so q(p,(A)) Bo(m”-’ ). Hence also p,J A) @o( mu-‘). H 
In Sec. 5 we shall apply Lemma 4.1 with the particular choice for u(t) 
given in the next lemma with an appropriate set A’. Lemma 4.2 was first 
applied in a related context by Birkhoff [4]; cf. [3, p. 81. Its proof is so easy 
that it is not found in our references. 
LEMMA 4.2. Let A’ be a finite non-empty set of complex numbers such 
that each A E A’ is off the positive real axis. Then there exists a polyrwmiul 
v(t)ER+[t]withv(O)=lsuch thutu(X)=OforallAEA’. 
We shall call a polynomial u(t) which satisfies the conditions of Lemma 
4.2 an annihilating polynomial for A’. If A’=0, we shah suppose that 
u(t) = 1. 
The rest of this section is devoted to an analytic lemma needed in Sec. 6. 
In that section a key ingredient is the growth of Re cp(p,,,( A)), where ‘p is a 
linear functional on @*” and p,(t) is a polynomial of form (4.1). Thus we 
obtain sums of type E.lhl_1j3hhm, where p,, EC. Hence we cannot employ 
the linear independence nf the coefticients as in the proof of (4.5). The 
corresponding tool is a lemma for which a simple proof is given in [9]: Zf 
~7WC2,X,=#*~m exists, then /3* = 0 for all h, A# 1. In the lemma which 
now follows we do not assume that XI hI _ 1 PAX”’ is real. 
LEMMA 4.3. Let F(m), m= 0, 1, . . . , be a sequence in C. Suppose that 
F(m) > 0 for all sufficiently large m, (4.6) 
F(m)E 2 PJm+o(l), (4.7) 
IAl= 
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where & E @ fw A E 62, and all but a finite number of & are 0. Then 
F(m)Eo(l) ifandonlyif /3*=0 fmaZZ 1X1=1. (4.8) 
Further, if F(m) @o(l), then 
PI >o, 
l=inf{a: F(m)/a” Eo(l)}, 
l=hmsupF(m)““. 
(44 
(4.10) 
(4.11) 
Proof. Let 
A={A: ]A]=1andj3h#O}. 
If h=0, then obviously F(m) ho and there is no more to prove. If 
A= {l}, then F(m)E& +o(l) and pr >0 by (4.6). Thus (4.8)-(4.11) follow 
immediately. So suppose that A’ = A\ { l} # 0. 
By the result from [9] noted before the statement of the lemma, 
2 XEAf/3hXm does not tend to a limit. In particular 
and so (4.8) follows. 
To prove (4.9) let 
u(t)=l+a,t+-*- +a,ts 
be an annihilating polynomial for A’. Since ai > 0, i = 1,. . . , s, we have for 
sufficiently large m 
O<F(m)<F(m)+a,F(m+l)+-** +cx,F(m+s) 
E x ~,A”u(h)+o(l)=P,u(l)+o(l). 
AEA 
Since o(l) >0, we have by (4.8) that & >0, which yields (4.9). To prove 
(4.10) and (4.11) we first note that F(m), m= 0, 1, . . . , is bounded above. 
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Since F(m) @o(l), there is a y such that 0 < y <F(m) for infinitely many m. 
From these remarks, (4.10) and (4.11) follow. n 
Our lemma is related to a theorem on analytic functions usually called 
Pringsheim’s theorem (Tit&marsh [19, p. 2141: Let f(z) =~~_,,umzm have 
radius of convergence (I. Zf a, > 0, m=O, 1,. . . , then u is a singularity of f(z). 
If F(m), m=O,l,..., satisfies the hypotheses of Lemma 4.3 and f(z) = 
Z~,,F(m)z”, then 
Thus we have given a very elementary proof of a rather special case of 
Pringsheim’s theorem (when ‘p(m) E 0) with some extra information added. It 
is possible to choose q(m) Eo(1) so that (I= 1 is a singularity of Z~,a~(m)z”, 
e.g. cp(m)=l/m, m=l,2 ,... . In that case direct use of Pringsheim’s theo- 
rem does not supply information on the singularities of X.lhl_-l&(l -hz) -‘. 
It may be noted that S. Friedland [8] has recently proved some highly 
interesting theorems related to Pringsheim’s by means of less elementary 
methods. 
5. CHARACTERIZATION OF THE PERRON-SCHAEFER 
CONDITION 
Let AEC”“, and let kEZ+. We recall that t+(A) was defined in 
Definition 1.3, and we observe that 
and that BEtZk(A) if and only if there exists a sequence pm(t)EtkR+[t], 
m=O,l,..., such that B = lim ,,,p,(A). We first discuss the case of niIpo- 
tent A. 
Lrs~~~5.1. LetA=@“” benilpotent. LetkEZ,. Then 
(a) mk(A) is pointed, 
(b) &(A) = Wk( A). 
Proof. If Ak = 0, the result is obvious. Suppose that Ak #O. Then k < 
vO(A)sv. In this case A’=Eg)(A), r=l,..., v-l, in Lemma 3.2. Thus 
A’, . . . , A’-’ are linearly independent, and A” = 0. Hence K is the simplicial 
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cone which consists of all nonnegative linear combinations of Ak, . . . , A’- ‘. 
The lemma follows by the remarks at the end of Sec. 2. n 
An alternative formulation of Birkhoffs Lemma 4.2 motivates the results 
of this section and the next: Let OL E @. Then u+,(a) = W,,( a). If (Y E Iw + , then 
wa( a) is (0) or iw + , and so wa( A) is pointed. If a @ !R + , then w&o) is R or 
C, and so u+,(a) is a real subspace of @. More generally we have: 
THEOREM 5.2. Let AE@“” and let kE h + . The following are equiva- 
lent: 
(i) Wk(A) is a pointed cone, 
(ii) (a) P=P(A)Espec A, 
(b) VA(A) < v,(A) if IA I =P. 
Further, if (i) or (ii) holds and Ak #O, then we have 
(iii) Let F=E$-‘)(A). Then FEE,(A), AF=pF, and rankF=yp, the 
exponent of p in spec A. 
Proof. 
I. Assume that A is nilpotent. Then, by Lemma 5.1, Wk(A) is pointed. 
SincespecA={O},(ii)istrivial.IfAk#O,thenk<v,,andF=A’O-‘EWk(A). 
The other conclusions in (iii) are part of Lemma 3.2. 
II. Assume that A is not nilpotent. Without loss of generality we may 
normalize A so that p(A) = 1. 
(1) We first prove that (i) implies (ii) and (iii). So let Wk( A) be a pointed 
cone in Cnn. We define Y and A as in (4.2) and (4.3) respectively, and we 
observe that v> 0 and A#@. Also condition (ii) is equivalent to 1 EA. 
Suppose that 14 A. By Lemma 4.2 there exists an annihilating poly- 
nomial v(t) for A. Let 
p&)=t”v(t), m=O,l ,***, 
as in (4.1). Then by (4.5), since v(h)=0 for XEA, p,(A)Eo(m”-‘). On the 
other hand, if we put p,(t) = t m in (4.1), we have again by (4.5) that 
A”‘66o(m”-‘). 
Since v(t)ER+[t] and v(O)=l, we obtain 
O<A” <pm(A), m>k, 
the inequalities being with respect to Gk( A). But rn-“+$+,J A) Eo( 1). Hence 
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by Lemma 2.1 (see remark preceding it), also m-“+lAm Eo(1). Thus A”’ E 
o(m”-‘). This is a contradiction. It follows that 1 EA, and this proves (ii). 
To prove (iii), let u(t) be an annihilating polynomial for A\{ l}. We may 
rewrite (4.4) as 
since u(A)=0 for hEA\( But ~,(A)E~,(A), m=k,k+l,..., and we 
deduce that F= Ep-i) E W,J A). The other conclusions of (iii) are a repetition 
of Lemma 3.2(c). 
(2) We now prove that (ii) implies (i). Let B, Et+(A), C,,, Et+(A), 
n&=0,1,... be sequences such that B, + C, E o( 1). We may suppose that 
B,=q,(A),B,,,+C,=$~(A),m=O,l,..., where9,(t),&,(t)EtkiR+[t]. By 
Lemma 3.2(a) and (b) it follows that $$)(h)~o(l) for A~spec A, r= 
0 3 * * a, Q -1. In particular &)(l)Eo(l) for r=O,...,v-1. Suppose ]h]=1, 
andlet O<r<v-1. Since 
0<19~)(X)(<q~‘(l)<~~‘(l), m=O,l,..., 
it follows that 9:)(X E o( 1). Now let 1 A ( < 1 and r > 0. Let 
s=min{].z--A]:]z]=l}. 
Then E > 0. By Cauchy’s inequality [5, p. 1251 and since I q,,,( X)1 < 9,,,(l) < 
&(l) if I X I < 1, we have 
(92)(A)] <r!&-‘&(l). r=O,l,... . 
Hence, for (A ) < 1, we obtain 92)(h) Eo(1). Thus, by Lemma 3.2, 9J A) E 
o(l). By Lemma 2.1 we now deduce that t!&(A) is pointed. n 
We remark that we can avoid the use of Cauchy’s inequality in the proof 
of the implication from (ii) to (i). Instead, we could use elementary estimates 
on the convergence and boundedness of the coefficients of p,,,(t), m = 0, 1, . . . . 
Theorem 5.2 could also be proved by applying Lemma 4.3, but no significant 
shortening would result. 
We now discuss the interrelations between Theorem 1.4, which is part of 
the theorem just proved, and Theorems 1.1 and 1.2. We confine ourselves to 
the case k=O. We shall call the implication (i)+(ii) of Theorem 5.2 the 
direct part of Theorem 1.4 and the reverse implication the converse part. 
Let K be a proper (pointed, solid, closed) cone in C”“, and put n(K) = 
{AEC”“: AK cK}. It is well known that n(K) is a proper cone in Cnn [ll, 
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p. 3791, and for A ~a( K) clearly Wa( A) Cm(K). Hence W,,(A) is pointed. 
This observation shows that Theorem 1.1 is a consequence of the direct part 
of Theorem 1.4. The same observation shows that Vandergraft’s Theorem 1.2 
implies the converse part of Theorem 1.4. 
Next, we may consider A as an operator on the space spanned by w,(A) 
in Cnn. It is easily proved that the spectrum and the indices v,, are not 
affected thereby. Thus Theorem 1.1 immediately proves the direct part of 
Theorem 1.4. We have not found a simple argument deriving Theorem 1.2 
from the statement of the converse part. 
The stronger form of Theorem 1.5 is given in the next cor0Ihu-y. We 
recall that the exponent pLp was defined in (3.2). 
COROLLARY 5.3. Let K be a proper cone in C”, and let AKGK. Then K 
contains at least p,(A) linearly idependent eigenvectors which belong to the 
spectral radius p of A, where pLp is the exponent of p in C+MX A. 
Proof. There exists a basis xi,. . ., x, for C” with xi EK, i=l,. . . , n. As 
shown in the remarks following Theorem 5.2, the cone w,(A) is pointed. 
Hence F = E(“p - ‘)(A) 
Since rank i= p 
satisfies Theorem 5.2(m). But then Fx, E K, i = 1,. . . , n. 
p, we may choose pp linearly independent vectors from 
FX I,..., Fx,. n 
As already remarked in the introduction, condition (i) of Theorem 5.2 
may be reformulated. Suppose Wk( A) is pointed. Then Wk( A)D is a solid cone 
in (C”“)*, and conversely. Hence in Theorem 5.2 we may replace (i) by 
(i’) there exists a set \k of linear functionals such that realspan+ = (Cnn)* 
and for each +~\k we have Re$(A”)>O, m=k, k+l,... . 
A special case is obtained by considering AE BB”” and defining #ii by 
$JA)=aji, i,j=l,..., n. If \k={+$: i,i=l,..., n}, then (i’) is equivalent to 
the elementwise nonnegativity of A, which, of course, is the situation 
considered by Perron and Frobenius. In the next section we shall weaken (i’) 
in a natural manner. 
6. CHARACTERIZATIONS OF MATRICES WITH A POSITIVE 
EIGENVALUE 
THEOREM~.~. LetAE@““,andletkEZ+, k>v,(A). Thenthefolluw- 
ing are equivalent: 
(a) The cone Wk(A) is not a real subspace of Cnn. 
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(b) There exist.~ a linear functional cp on C”” for which 
Re QJ( A”‘) > 0 for all sufficiently lurge m, 
Recp(A”‘o)#O fmsmne m, > v,. 
(c) A has a positive eigenvalue. 
Proof. (a)*(b): I mmediate by Lemma 2.2 and the definition of &(A). 
(b)+(c): For m > v,,, we have by (3.3) that 
cp(Am)= 2 5 (~)c$‘~~, 
AEC\(O) r=O 
where at) =q(Er)) for X EC. Hence 
Req(A”)= x g (y)fia)P’, 
hEC\{O) r=O 
(6.1) 
where PC) = i ( a$,‘) +i&“‘). Suppose that (b) holds. Then it follows that 
/3f)#O for some XE@\{O} and some T, r > 0. Without loss of generality we 
may suppose that 
Let 
Then v>O and A#0. Let 
F(m)=( vml)-lReq(A”). 
Then 
(6.2) 
(6.3) 
F(m)E x pf-Q”+o(1). 
IhI- 
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The assumptions of Lemma 4.3 hold and hence, since A#0, PI >O. But 
since 1 E Iw, we have (or (v-1) =p$y-l) #O* Thus E I’-‘)#0 and so 1EspecA. 
(c)*(a): Without loss of generality we suppose that 1 Espec A. We 
choose a functional 4 for which II/( Ep)) = 1 and I+!J( Ef)) =0 otherwise, for 
hEspecA, ~=O,...,Q- 1. Then Re #(EJA))) = Iw +. Let V be a real sub- 
space of Cnn. Then for every functional +E(C”“)* either Re G(V) =0 or 
Re G(V) = R, and (a) follows. n 
We have so far used only the first part of Lemma 4.3. We now use the 
second part to characterize the positive eigenvalue of A determined in 
Theorem 6.1(c). 
COROLLARY 6.2. Let cp be a linear functional cm C”“. Let A EC”“. Zf 
Recp(A’“) >O f or all sujj%iently large m, and Req(A”‘o)#O for some m,, 
where m, > vO, then A has a positive eigenvalue 
properties :
and 
Re cp(A”) 
-m u 
v,>max r+l: 1 Re cp(A”) urn Eo(m’) . 1 
u with the following 
(6.5) 
(6.6) 
Proof. We use the notation of the proof that (b) implies (c) in Theorem 
(6.1). Provided that A is suitably normalized, F(m) given by (6.3) satisfies the 
conditions of Lemma 4.3 and u = 1 E spec A. By Lemma 4.3, the conditions 
(6.4) and (6.5) hold. By the definition (6.2), we have vD > v. If r > v, then 
Re cp(A”) Eo(m’). On the other hand, by Lemma 4.1 and (6.1), 
w=( vmJ -‘Recp(A”)= x &A” @o(l), 
hEC 
since & > 0. H 
It is well known that a linear functional cp on C”” can be represented as 
q(X) = trace(Z3X) for XE@““, where BE C”” is a fixed matrix. An easy 
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consequence of Theorem 6.1 and Corollary 6.2 is the following interesting 
result: Let A EC”,, and suppose that Re (trace( A”‘) > 0 for all large m. Then 
p(A) ~spec A. This theorem may be found in an implicit form in Wielandt 
[21, p. 261 and is stated explicitly by Friedland [8] [under the assumption 
trace(A”) > 01. Applications of the special case of Corollary 6.2 where 
q(A) = a,i, for given i, i, 1 < i, j < n, may be found in [9]. 
We cannot replace (6.4) by u= lim [Re ‘p( A”)] ‘irn, as may be seen by 
considering 
and q(A) =all. 
THEOREM 6.3. Let A EC”“. The following are equivalent: 
(a) ii&(A) is not a real subspace of C”“, 
(II) There exists a linear functional cp on Cnn for which 
Re cp( A”‘) 2 0 fm all sufficiently large m, 
Req(Amo)#O forwme m,>O. 
(c) A has a nonnegative eigendue. 
Proof. (a)+) follows from Lemma 2.2. 
(b)*(c): Suppose (c)’ is false. In particular, OBspec A. Then Re cp(A”) is 
again given by (6.1), and by the second condition in (b), j3p) #O for some 
XE@ and FEZ,. Hence it follows as in the proof of Theorem 6.1 that 
1 E spec A, if A is suitably normalized. This is a contradiction. 
(c)*(a): Let a~spec A, where u >O. If p(t) EW +[t], then p(a) > 0. 
Hence every matrix in w,(A) has a nonnegative eigenvalue, and since the 
spectrum varies continuously with the entries of a matrix, the same result is 
true for every matrix in Wa( A). Thus -ZB@(A). Since ZGiQA), the 
conclusion follows. H 
In Theorem 6.1 we cannot omit the hypothesis k > v,,. The matrix A = 0 
provides a counterexample if k = 0. Nor does Theorem 6.3 hold for Wk( A) for 
arbitrary k. If A = 0 and k > 1, we obtain a counterexample. It is possible to 
state Theorem 6.3 for 0 < k < vO. But such a formulation trivializes part of the 
theorem, for 0 < ~a implies that 0 E spec A. 
We now consider the cone wJA). 
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THEOREM 6.4. Let A ~42”” be non-nilpotent. Let kE Z +. Then the 
folhuing are equivalent: 
(a) q(A) i.s pointed, 
(b) A has a positive eigenvalue. 
Proof. (a)+(b): Suppose A has no positive eigenvalue. Let v(t) be an 
annihilating polynomial for spec A\(O) which is nonempty, and let p(t) = 
t%(t)‘, where y=max{yh: xEspecA\{O}} and Z>min{k, ~a}. Then p(‘)(A) 
=OforAEspecA\{O}, r=O,..., v - 1. Hence p(A) =0 by Lemma 3.2(a). But 
p(A)-A’ Et+(A) and O#A’EW~(A). Thus q(A) is not pointed. 
(b)+(a): Suppose A has a positive eigenvalue u. Let I?, CEU+(A), where 
BZO. Thus B=p(A), C=q(A) for some p(t), q(t)EtkR +[t], and p(t)#O. 
Then p(u)=q(u)#O and p(a)-tq(u) is an eigenvalue of B+C. Hence 
B+ C#O. It follows that Wk(A) is pointed. n 
By combining Theorems 6.1 and 6.4 we obtain Theorem 1.6 stated in the 
introduction. It may be noted that for general cones in Q)“, in Theorem 1.6 
condition (b) does not imply condition (a). The implication from (a) to (b) 
holds for general nonzero cones. In view of this, our next result is an 
immediate corollary to both Theorem 6.3 and Theorem 6.4. 
COROJ.URY 6.5. Let A E Cnn. Zf w,(A) is a pointed cone, then A bus a 
nonnegative eigenvalue. H 
However, the converse of this corollary is false, as may be seen by 
considering 
Finally, we remark that it is possible to derive the results of this section 
directly from Pringsheim’s theorem in place of Lemma 4.3. A particularly 
simple proof of this type can be constructed for Theorem 6.3. To conform 
with our statement of Pringsheim’s theorem we prove a slightly weaker 
result. 
THEOREM 6.6. Let AEC"", and let ‘p be a linear functional on C"". Zf 
Req(A”‘) >O, m=O,l ,..., (6.7) 
Recp(A”O)>O forsome m,>O, (6.8) 
then A has a nonnegative eigenvalue. 
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Alternute Proof. We may assume that 0 @ spec A, for otherwise there is 
(‘) no more to prove. Let & ,_ AE@, FEZ+ be defined as in (6.1). Then 
/?p) #O only if A E spec A or X Espec A and 0 < T < n. By (6.8), /3p) #O for 
some AEC and O<r<n. Let 
Then a>O. 
We now consider the power series 
5 Recp(A”)z”. (6.9) 
r=O 
It follows from (6.5) that the power series converges to the rational function 
provided that 1 z ( < (I. Since the poles of f (z ) are precisely those A- ’ E @ for 
which /3r) #O for some T E Z +, the radius of convergence of the power 
series (6.9) is u (e.g. [19, p. 2141). Hence by (6.7) and Pringsheim’s theorem, CT 
is a pole of f(z), and so by the remarks at the beginning of this proof, 
uEspec A. n 
We record with thanks helpful remarks by G. P. Barker, W. Wasmu, and 
H. Wielundt. We acknowledge with particular thanks many conversations 
with S. Friedlund which have led to significant improvements in this paper. 
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