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Abstract
The aim of this work is to establish a linear instability criterium of stationary solutions for
the Korteweg-de Vries model on a star graph with a structure represented by a finite collections
of semi-infinite edges. By considering a boundary condition of δ-type interaction at the graph-
vertex, we show that the continuous tail and bump profiles are linearly unstable in a balanced
star graph. The use of the analytic perturbation theory of operators and the extension theory
of symmetric operators is a piece fundamental in our stability analysis.
The arguments presented in this investigation has prospects for the study of the instability
of stationary waves solutions of other nonlinear evolution equations on star graphs.
Mathematics Subject Classification (2000). Primary 35Q51, 35Q53, 35J61; Secondary 47E05.
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1 Introduction
A quantum graph is a metric graph, i.e., a network-shaped structure of vertices connected by edges,
with a linear Hamiltonian operator (such as a Schrödinger-like operator or the Airy-like operator)
suitably defined on functions that are supported on the edges. It arises as a simplified models in for
wave propagation, for instance, in a quasi one-dimensional (e.g. meso- or nanoscale) system that
looks like a thin neighborhood of a graph. Quantum graph have been used to describe a variety
of physical problems and applications, such as in chemistry and engineering (see [9, 11, 15, 36, 38]
for details and references). Recently, they have attracted much attention in the context of soliton
transport in networks and branched structures (see [51,52]) since wave dynamics in networks can be
modeled by nonlinear evolution equations suitably defined on the edges. Soliton and other nonlinear
waves in branched systems appear in different system of condensed matter, Josephson junction
networks, polymers, optics, neuroscience, DNA, blood pressure waves in large arteries or in shallow
water equation to describe a fluid network (see [3,8,9,14–16,24,36,38,41,43] and references therein).
To address these issues, in general the problem is difficult to tackle because both the equation of
motion and the geometry are complex. A first direction is to look at what happens in a simpler
geometry, such as a Y-junction framework, and to examine the linear equation associated to the
nonlinear model. But, in many cases however the nonlinearity can not be neglected, by instance, in
fluid system to describe a fluid network.
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Thus, in the last years the study of nonlinear dispersive models on metric graph has attracted a
lot of attention of mathematician and physicists. In particular, the prototype of framework (graph-
geometry) for description of these phenomena have been a star graph G, namely, a metric graph with
N half-lines of the form (0,+∞) connecting at a common vertex ν = 0, together with a nonlinear
equation suitably defined on the edges such as the nonlinear Schrödinger equation (see Adami et
al. [1,2], Angulo et al. [6,7]), or the BBM equation (see Bona et al. [12] and Mugnolo et al. [40]). We
note that with the introduction of the nonlinearity in the dispersive model, the network provides
a nice field where one can looking for interesting soliton propagations and nonlinear dynamics in
general. However, there are few exact analytic study of soliton propagation through networks by the
nonlinear flow induced by the equation. Results on the stability or instability mechanism of these
profiles are still unclear. One of the objectives of this work is to shed light on these themes. A central
point that makes this analysis a delicate problem is the presence of a vertex where the underlying
one-dimensional star graph should bifurcate (or multi-bifurcate in a general metric graph). We
note that not branching angles but the topology of bifurcation is essential. Indeed, a soliton-profile
coming into the vertex along one of the bonds shows a complicated motion around the vertex such
as reflection and emergence of the radiation there, moreover, in particular one cannot see easily
how energy travels across the network. Therefore, the study of the dynamic for non-linear evolution
models becomes a challenge and it will depend heavily on the conditions on the vertex (or vertices)
to have a fruitful description of the system .
In this work, we consider the well-known Korteweg-de Vries (KdV) equation in context of a
metric graph G, it which will have a structure represented by finite collections of semi-infinite edges
parametrized by (−∞, 0) or (0,+∞). In this case, G is sometimes also called a star-shaped metric
graph (see Figure 1).
We recall that the KdV equation on all the line
∂tu+ ∂
3
xu+ ∂xu+ u∂xu = 0, u = u(x, t), x ∈ R,
it was first derived by Korteweg and de-Vries [33] in 1895 as a model for long waves propagating on
a shallow water surface. Recently, the KdV equation have been appearing in other context. More
precisely, this equation has been used as a model to study blood pressure waves in large arteries.
In this way, for example, Chuiko and Dvornik in [20] proposed a new computer model for systolic
pulse waves within the cardiovascular system based on the KdV equation. Also, Crépeau and Sorine
in [22] showed that some particular solutions of the KdV equation, more exactly, the 2 and 3-soliton
well-known solutions, seem to be good candidates to match the observed pressure pulse waves.
(−∞, 0) (0,+∞)
(−∞, 0)
(−∞
, 0)
(0,
+∞
)
(0,+∞)
Figure 1: A star-shaped metric graph with 6 edges
In the mathematical context, the Cauchy problem for the KdV posed on all the line, torus,
on the half-lines and on a finite interval have been well studied in the last years, we refer as an
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example [13,21,23,28–30,32,34] and references therein. We also notice the recent result of Cavalcante
and Muñoz [18] about that solitons posed initially far away from the origin are strongly stable for
the IBVP associated to the KdV equation posed on the right half-line, assuming homogeneous
boundary conditions.
Studies for the linearized Korteweg-de Vries equation on star-shaped metric graphs have started
appearing recently. In [50] was studied existence and uniqueness of solutions for the linearized
KdV equation on metric star graphs by using potential theory, where the solutions were obtained
in the class of Schwartz and in Sobolev classes with high order. Very recently, Mugnolo, Noja
and Seifert [39] obtained a characterization of all boundary conditions under which the Airy-type
evolution equation
∂tue(x, t) = αe∂
3
xue(x, t) + βe∂xue(x, t), x 6= 0, t ∈ R, e ∈ E, (1.1)
generates either a semigroup or a group on a metric star graph G with a structure represented by
the set E ≡ E− ∪ E+ where E+ and E− are finite or countable collections of semi-infinite edges e
parametrized by (−∞, 0) or (0,+∞), respectively. The half-lines are connected at a unique vertex
ν = 0. Here (αe)e∈E and (βe)e∈E are two sequences of real numbers.
As far as we know, the study of the nonlinear Korteweg-de Vries equation in star graphs is
relatively underdeveloped. We notice the recent result of Cavalcante in [17] about the local well-
posedness for the Cauchy problem associated to Korteweg-de Vries equation on a metric star graph
with three semi-infinite edges given by one negative half-line and two positives half-lines attached to
a common vertex ν = 0 (the Y-junction framework). Recent results of stabilization and boundary
controllability for KdV equation on bounded star-shaped graphs was obtained by Ammari and
Crepeau [5] and Cerpa, Crepeau and Moreno [19].
The focus of our study here will be the following vectorial KdV model
∂tue(x, t) = αe∂
3
xue(x, t) + βe∂xue(x, t) + 2ue(x, t)∂xue(x, t), e ∈ E = E− ∪E+, (1.2)
on a star graph G. We are interested for the first time (as far as we know) in the dynamics generated
by the flow of the KdV model (1.2) around solutions of stationary type
(ue(x, t))e∈E = (φe(x))e∈E
where for e ∈ E− the profile φe : (−∞, 0)→ R satisfy φe(−∞) = 0, and for e ∈ E+ φe : (0,∞)→ R
satisfy φe(+∞) = 0. The existence of profiles of stationary type, namely, solutions of the following
nonlinear elliptic equation
αe
d2
dx2
φe(x) + βeφe(x) + φ
2
e(x) = 0, e ∈ E, (1.3)
are well know and the profile depend of the soliton associated to the KdV on the full line,
φe(x) = c(αe, βe)sech
2(d(αe, βe)x+ pe), e ∈ E. (1.4)
For instance, for αe > 0 and 0 > βe, for each e ∈ E, we can obtain different family of profiles
satisfying the conditions φe(±∞) = 0, e ∈ E± (see section 3 below). The specific value of the shift
pe will depend which other (or others) condition(s) imposed on the profile φe is determined on the
vertex of the graph ν = 0.
The main interest of our study here with regard to the nonlinear model (1.2) is to establish a
linear instability criterium for stationary profiles on a star graph G.
A starting point for the one previously described, it is to determine when the Airy type operator
A0 : (ue)e∈E →
(
αe
d3
dx3
ue + βe
d
dx
ue
)
e∈E
(1.5)
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being seen as an unbounded operator on a certain Hilbert space, it will have extensions Aext on
L2(G) such that the dynamics induced by the linear evolution problem{
zt = Aextz,
z(0) = u0 ∈ D(Aext), (1.6)
it is given by a C0-group, z(t) = etAextu0. In this point the theory in [39] and [48] give us that prop-
erties of the induced dynamics can be obtained by studying boundary operators in the corresponding
boundary space induced by the vertex of the graph. Here we are interested when the extension Aext
is a skew-self-adjoint operator. So, from Stone’s Theorem we obtain that the dynamics in (1.6) is
given by a unitary group. Two delicate issues emerge at this point of the analysis and which are nec-
essary in our study. The first one is how to determine all the possible skew-self-adjoint extensions of
the Airy operator A0, and the second one to find some kind of formula for the unitary groups asso-
ciated to these extensions. With regard to the first issue, a characterization of all skew-self-adjoint
extensions of A0 was obtained recently by Mugnolo, Noja and Seifert in [39] via Krein spaces (see
also Schubert, Seifert, Voigt and Waurick in [48]). In Section 2.1 we give a brief description of this
theory. In particular, we construct in Proposition 2.3 below a family of skew-self-adjoint extensions
(AZ , D(AZ)) of δ-type interaction for A0 in the case of a star graph with two half-lines. Thus, we
determine which stationary solutions (φe)e∈E with φe defined in (1.4) belong to the domain D(AZ).
In this form, we found that the only possible profiles can be of the type either tail or bump (see
Figures 2 and 3 below). In section 6, we extend the construction of skew-self-adjoint extensions
of δ-type interaction for A0 on a general star graph G with |E+| = |E−| = n = 2 (balanced star
graphs).
With regard to specific formulas for the unitary groups associated to the possible skew-self-
adjoint extensions of the Airy operator A0, it is an open problem in general. Now from the extension
theory (see Proposition 2.1) we know that there must be 9|E+|2 family of unitary groups for the
case of a star graph G with |E+| = |E−| = n = 2, each one having its own representation. In
Proposition 7.8 (Appendix) via Green functions, we establish by first time a formula for the unitary
group associated to the one-parameter family of skew-self-adjoint extensions of δ-type in (6.2) for
A0 on a balanced star graph G (|E+| = |E−|).
Now, in Theorem 4.4 (section 4) we establish our linear instability criterium for stationary
solutions for the Korteweg-de Vries model (1.2) on a star graph not necessarily balanced. This
instability criterium can be seen as an extension of Lopes’s result in [37] (see also Grillakis, Shatah
and Strauss [26, 27] and Pego and Weinstein [45]). Theorem 4.4 will be applied to the family of
stationary profiles of tail and bump type that appear with vertex conditions of δ-type, and we obtain
that they are linearly unstable when |E+| = |E−| = n = 1 (see Figures 2-3-4-5 and Theorems 5.1
and 6.1). In the case n = 1, linear instability analysis is based in the analytic perturbations theory
of operators, while the case of n = 2, analytic perturbation and the extension theory of symmetric
operators of Krein and von Neumann are required. We have divided our stability study into two
cases (n = 1 and n = 2 separately) to make it clear how the geometry of the graph induces an
addition of new tools in the analysis.
The existence and stability of other families of stationary profiles for the KdV model (1.2)
defined on a different graph-geometry (non-balanced graphs) is being the goal of a work in progress.
As well as, a stability study for the generalized KdV model
∂tue = αe∂
3
xue + βe∂xue + pu
p−1
e ∂xue, e ∈ E, (1.7)
and p ∈ N, p = 2.
The paper is organized as follows. In the Preliminaries (Section 2) we give some brief description
of the existence of unitary groups for Airy operators via extension theory and examples in the case
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of boundary conditions of δ-type at the vertex ν = 0 for two half-lines. The existence of stationary
solutions of tail and bump type is given in Section 3. Our linear instability criterium on a general
star graph is established in Section 4. Section 5 and 6 are dedicated to establish our main results
of linear instability of tail and bump profile for the KdV model (1.2). In Appendix we briefly
discuss some tools of the extension theory of Krein and von Neumann used in our study of linear
instability. Also, we give a unitary group representation associated to the one-parameter family of
skew-self-adjoint extensions (AZ , D(AZ)) defined in (2.9) and (HZ , D(HZ)) defined in (6.2).
Notation. Let −∞ ≤ a < b ≤ ∞. We denote by L2(a, b) the Hilbert space equipped with the
inner product (u, v) =
b∫
a
u(x)v(x)dx. By Hn(Ω) we denote the classical Sobolev spaces on Ω ⊂ R
with the usual norm. We denote by G the star graph parametrized by E = E− ∪ E+, where E−
and E+ are sets of half-lines of the form (−∞, 0) and (0,+∞), respectively, attached to a common
vertex ν = 0. On the graph we define the classical spaces
Lp(G) =
⊕
e∈E−
Lp(−∞, 0)⊕
⊕
e∈E+
Lp(0,+∞), p > 1,
and
Hn(G) =
⊕
e∈E−
Hn(−∞, 0)⊕
⊕
e∈E+
Hn(0,+∞),
with the natural norms. Also, for u = (ue)e∈E, v = (ve)e∈E ∈ L2(G), the inner product is defined
by
〈u, v〉 =
∑
e∈E−
∫ 0
−∞
uevedx+
∑
e∈E+
∫ ∞
0
uevedx.
We also denote sometimes (ue)e∈E, as (ue)e∈E = (u1,−, ..., um,−, u1,+, ..., un,+). Depending on the
context we will use the following notations for different objects. By || · || we denote the norm in
L2(Ω) (Ω = (−∞, 0) or (0,+∞))) or in L2(G). By || · ||p we denote the norm in Lp(Ω) or in Lp(G).
By depending of the context we identify u = (u−, u+) ∈ L2(G) as a element in Πmi=1L2(−∞, 0) ×
Πni=1L
2(0,+∞), with m = |E−| and n = |E+| or as (m+ n)× 1-matrix column.
Let A be a closed densely defined symmetric operator in the Hilbert space H. The domain of A
is denoted by D(A). The deficiency indices of A are denoted by n±(A) := dimKer(A∗ ∓ iI), with
A∗ denoting the adjoint operator of A. The number of negative eigenvalues counting multiplicities
(or Morse index) of A is denoted by n(A).
2 Preliminaries
By convenience of the reader, we give some brief description about the characterization of all skew-
self-adjoint extensions of the Airy operators associated to (1.1). Our strategy will follow the theory
recently established by Mugnolo, Noja and Seifert in [39].
2.1 Airy operators and the existence of unitary groups
In this subsection, we will define properly for sequences of real numbers (αe)e∈E and (βe)e∈E, the
following Airy operator
A0 : (ue)e∈E 7→
(
αe
d3
dx3
ue + βe
d
dx
ue
)
e∈E
(2.1)
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as an unbounded operator on a certain Hilbert space, in such a way that the possible extensions
Aext induce that the solution of the linear equation
zt = Aextz, (2.2)
it is given by a C0-unitary group, in other words, by the Stone’s theorem we need that A0 has
skew-self-adjoint extensions Aext, on L2(G). Since the Airy operator A0 is of odd order, changing
the sign of each constant αe it is equivalent to exchange the positive and negative half-lines and so
we can choose αe > 0 for every e ∈ E without loss of generality. The following proposition from
Mugnolo, Noja and Seifert [39] give us an answer about the problem associated to (2.2).
Proposition 2.1. Let G be a star graph determined by E ≡ E− ∪ E+ and let (αe)e∈E, (βe)e∈E be
two sequences of real numbers with αe > 0 for all e ∈ E. Consider the operator A0 defined in (2.1)
with
D(A0) ≡
⊕
e∈E−
C∞c (−∞, 0)⊕
⊕
e∈E+
C∞c (0,+∞).
Then, iA0 is a densely defined symmetric operator on the Hilbert space
L2(G) =
⊕
e∈E−
L2(−∞, 0)⊕
⊕
e∈E+
L2(0,+∞),
with deficiency indices (n+(iA0), n−(iA0)) = (2|E−|+ |E+|, |E−|+ 2|E+|). Therefore, A0 has skew-
self-adjoint extension on L2(G) if and only if |E−| = |E+|.
For |E−| = |E+|, i.e. the number of incoming half-lines is the same of outgoing half-lines, the
graph G is called balanced.
Some comments about the former proposition deserve to be made which will be very useful in
our study.
Remark 2.2. From Proposition 2.1 and from the classical Krein-von Neumann extension theory for
symmetric operators (see Chapter 4 in Naimark [42] and Theorem X.2 in Reed and Simon [46])
the operator (A0, D(A0)), on the case of balanced star graphs, admits a 9|E+|2-parameter family
of skew-self-adjoint extension generating each one a unitary dynamics on L2(G) associated to the
linear evolution equation (2.2). Moreover, every skew-self-adjoint extension (A,D(A)) is obtained
as a restriction of (−A∗0, D(A∗0)) with −A∗0 = A0 and
D(A∗0) ≡
⊕
e∈E−
H3(−∞, 0)⊕
⊕
e∈E+
H3(0,+∞). (2.3)
Moreover, we can see the action of A0 as being a matrix-diagonal operator
A0 = diag
((
αe
d3
dx3
ue + βe
d
dx
ue
)
δij
)
, 1 5 i, j 5 |E+|+ |E−|.
We empathize that, the complete characterization of all skew-self-adjoint extensions of (A0, D(A0))
is a bit complex and one strategy for finding these was obtained very recently by Mugnolo, Noja
and Seifert in [39] via Krein spaces (see also Schubert, Seifert, Voigt and Waurick in [48]). The
central idea of the process is given in Theorem 3.7 and Theorem 3.8 in [39] where skew-self-adjoint
extensions are parametrized through relations between boundary values. Here, we will use this
approach and for convenience of the reader we briefly explain this one for a balanced star graph G.
For abbreviating our notations, for u = (ue)e∈E ∈ D(A∗0) in (2.3) we denote
u(0−) ≡ (ue(0−))e∈E− , and u(0+) ≡ (ue(0+))e∈E+
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and we consider the space of boundary values in C3n, with n = |E±|,
(u(0−), u′(0−), u′′(0−)), and (u(0+), u′(0+), u′′(0+)),
spanning respectively subspaces G− and G+ in C3n. Next, the boundary form of the operator A0
is easily seen for u, v ∈ D(A∗0) to be (where we are identifying a vector with its transpose)
〈A∗0u, v〉+〈u,A∗0v〉
=
B−
 u(0−)u′(0−)
u′′(0−)
 ,
 v(0−)v′(0−)
v′(0−)

G−
−
B+
 u(0+)u′(0+)
u′′(0+)
 ,
 v(0+)v′(0+)
v′(0+)

G+
(2.4)
where for I = In×n representing the identity matrix of order n× n, we have
B− =
 −Iβ− 0 −Iα−0 Iα− 0
−Iα− 0 0
 , B+ =
 −Iβ+ 0 −Iα+0 Iα+ 0
−Iα+ 0 0
 (2.5)
and α± = (αe)e∈E± , β± = (βe)e∈E± . Thus, by considering the (indefinite) inner product 〈·|·〉± :
G± ×G± → C by
〈x|y〉± ≡ (B±x, y)G± , x, y ∈ G±
we obtain that (G±, 〈·|·〉±) are Krein spaces and 〈·|·〉± is non-degenerate (for x ∈ G± with 〈x|x〉± = 0
follows x = 0). Thus, from Theorem 3.8 in [39] we have that for a linear operator L : G− → G+,
the operator (AL, D(AL)) defined by{
ALu = −A∗0u = A0u,
D(AL) =
{
u ∈ D(A∗0) : L(u(0−), u′(0−), u′′(0−)) = (u(0+), u′(0+), u′′(0+))
} (2.6)
it is a skew-self-adjoint extension of (A0, D(A0)) if and only if L is (G−,G+)-unitary, namely,
〈Lx|Ly〉+ = (B+Lx,Ly)G+ = 〈x|y〉− = (B−x, y)G− , (2.7)
in other words, L∗B+L = B−. Indeed, for u, v ∈ D(AL) we get from (2.4)
〈−ALu, v〉+ 〈u,−ALv〉 = 〈A∗0u, v〉+ 〈u,A∗0v〉
= 〈u(0−)|v(0−)〉− − 〈u(0+)|v(+)〉+ = 〈u(0−)|v(0−)〉− − 〈Lu(0−)|Lv(−)〉+.
Then, (AL)∗ = −AL if and only L is (G−,G+)-unitary.
Next, we consider the following family of skew-self-adjoint extension of (A0, D(A0)) in the case
of two half-lines with a singular δ-type interaction at the origin. Since |E−| = |E+| = 1 follows
that (A0, D(A0)) admit a nine-parameter family of skew-self-adjoint extensions. Moreover, for
u = (u−, u+) ∈ H3(−∞, 0)⊕H3(0,+∞) we have that the subspaces G− and G+ are given by the
triplets (u−(0−), u′−(0−), u′′−(0−)) ⊂ C3 and (u+(0+), u′+(0+), u′′+(0+)) ⊂ C3. Thus we have the
following result.
Proposition 2.3. For Z ∈ R \ {0} we define the linear operator LZ : G− → G+ by
LZ =
 1 0 0Z 1 0
Z2
2 Z 1
 . (2.8)
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Then we obtain a family (AZ , D(AZ)) of skew-self-adjoint extensions of (A0, D(A0)) parametrized
by Z and which are defined by
AZu = A0u,
D(AZ) = {u = (u−, u+) ∈ H3(−∞, 0)⊕H3(0,+∞) : u−(0−) = u+(0+),
u′+(0+)− u′−(0−) = Zu−(0−), Z
2
2 u−(0−) + Zu′−(0−) = u′′+(0+)− u′′−(0−)}.
(2.9)
Moreover, for αe = (α−, α+) ∈ R+×R+ and βe = (β−, β+) ∈ R×R we need to have α− = α+ and
β− = β+. We obtain that each element in D(AZ) can be seen as an element in H1(R).
Proof. From the extension theory framework established above, we see from (2.7) that L∗B+L = B−
if and only if α− = α+ and β− = β+. Then the operator AZu ≡ A0u, Z ∈ R \ {0}, defined for
u = (u−, u+) such that
LZ(u−(0−), u′−(0−), u′′−(0−)) = (u+(0+), u′+(0+), u′′+(0+))
will represent a skew-self-adjoint extension family of (A0, D(A0)). This finishes the proof.
3 Stationary solutions in the case of two half-lines
In this section, we show the existence of stationary solutions for the KdV model (1.2) on a star
graph G represented by E = (−∞, 0)∪ (0,∞) attaching at a common vertex ν = 0. As we will see,
the possibility of different profiles (modulo sign, etc.) is very varied. The choice of which profile
may be viable for a possible study of its stability properties by the KdV flow depends on which
domain of a skew-self-adjoint extension of A0 this profile may come to belong.
Thus, we consider the following stationary profile for the KdV model (1.2),
(ue(x, t))e∈E = (φe(x))e∈E = (φ−(x), φ+(x)) ∈ H3(−∞, 0)⊕H3(0,+∞) (3.1)
for t ∈ R. Then, by substituting this profile in (1.2) and integrating once we obtain the following
nonlinear system of elliptic equations
α+φ
′′
+(x) + β+φ+(x) + φ
2
+(x) = 0, x > 0
α−φ′′−(x) + β−φ−(x) + φ2−(x) = 0, x < 0.
(3.2)
Next, it is well know that the equation aψ′′(x) + bψ(x) + ψ2(x) = 0 for all x ∈ R has nontrivial
solutions for ψ(±∞) = 0 in the cases either a > 0 and b < 0 or a < 0 and b > 0. The first case
represents the classical positive-soliton for the KdV model (1.2)
ψ(x) = −3b
2
sech2
(1
2
√
− b
a
x+ p
)
, x ∈ R, p ∈ R. (3.3)
The second case produces a depression soliton (−ψ modulo translation). Next, we establish some
specific profiles for φ± (the first one will be the focus of our stability study here):
1) for α± > 0 and 0 > β± or α± < 0 and 0 < β±:
φ±(x) = −3
2
β±sech2
(1
2
√
−β±
α±
x+ p±
)
, (3.4)
the shift parameters p± depend on boundary conditions for φ± in the vertex-graph ν = 0.
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2) For α+ < 0, 0 < β+, and, α− > 0, 0 > β−: we obtain a combination of positive and negative
non-continuous soliton profiles φ+(x) = −
3
2β+sech
2
(
1
2
√
− β+α+ x+ p+
)
, x > 0,
φ−(x) = −32β−sech2
(
1
2
√
− β−α− x+ p−
)
, x < 0.
(3.5)
Now, it which of the different profiles given above or other ones may be plausible to be studied
by the dynamic of the KdV equation (1.2) on a specific graph will depend heavily on the boundary
conditions at the vertex ν = 0. The following subsection give us an example of this situation, and
also we show the rich variety of stationary profiles that may emerge from the KdV model on metric
star graphs.
3.1 Existence of stationary solutions for a δ-type interaction on two half-lines
Our first example of solutions for (1.2) will belong to the family of skew-self-adjoint extension of A0
via the operator LZ in (2.8). Thus, from Proposition 2.3 we obtain that for φ = (φ−, φ+) in D(AZ),
we need to have α+ = α− > 0, β+ = β− < 0, and so the profiles φ± satisfy the same equation in
(3.2) and from (3.4) for − β+α+ > Z
2
4 we obtain
φ+(x) = −3β+
2
sech2
(√−β+
2
√
α+
x− tanh−1
( Z√α+
2
√−β+
))
, x > 0 (3.6)
and φ−(x) ≡ φ+(−x) for x < 0. Since φ−(0−) = φ+(0+) (continuity in zero), we note the condition
φ′′+(0+)− φ′′−(0−) =
Z2
2
φ−(0−) + Zφ′−(0−) (3.7)
in (2.9) is satisfied immediately. Figures 2-3 below show the profiles of φ± for Z 6= 0. For Z < 0,
the so-called tail profile on the all line, and for Z > 0, the so-called bump profile on the all line.
Moreover, it is not difficult to show that the only stationary solutions (modulo sign) in D(AZ) from
the KdV model (1.2) are exactly the tail and bump profiles defined by formula (3.6).
Figure 2: (φ−, φ+) for Z < 0 Figure 3: (φ−, φ+) for Z > 0
4 Linear instability criterium for KdV on a start graph
In this section, we establish a novel linear instability criterium of stationary solutions for the KdV
model (1.2) on a start graph G with |E+| = n and |E−| = m. Thus, we will consider a extension
(Aext, D(Aext)) of the Airy operator A0 in (1.5) on L2(G) such that the dynamic induced by the
linear evolution problem (1.6) is given by a C0-group (see [39]).
Suppose for (φe)e∈E ∈ D(Aext) we have that (u˜e(x, t))e∈E = (φe(x))e∈E is a nontrivial solution
of (1.2), thus we obtain the following set of |E−|+ |E+| equations
αe
d3
dx3
φe + βe
d
dx
φe + 2φeφ
′
e = 0, e ∈ E = E− ∪E+. (4.1)
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Then, since φe(±∞) = 0 we obtain for e ∈ E that each component satisfies the elliptic equation
αe
d2
dx2
φe + βeφe + φ
2
e = 0. (4.2)
Next, we suppose for e ∈ E, that ue satisfies formally equality in (1.2) and we define
ve(x, t) ≡ ue(x, t)− φe(x). (4.3)
Then, for (ve)e∈E ∈ D(Aext) we have for each e ∈ E the equation
∂tve = αe∂
3
xve + βe∂xve + 2∂x(veφe) + ∂x(v
2
e). (4.4)
Thus, we have that the system (abusing the notation)
∂tve(x, t) = αe∂
3
xve(x, t) + βe∂xve(x, t) + 2∂x(ve(x, t)φe(x)), (4.5)
represents the linearized equation for (1.2) around φe. Our objective in the following will be to give
sufficient conditions for obtaining that the trivial solution ve ≡ 0, e ∈ E, it is unstable by the linear
flow of (4.5). More exactly, we are interested in finding a growing mode solution of (4.5) with the
form ve(x, t) = eλtψe and Re(λ) > 0. In other words, we need to solve the formal system for e ∈ E,
λψe = −∂xLeψe, Le = −αe d
2
dx2
− βe − 2φe, (4.6)
with ψ = (ψe)e∈E ∈ D(∂xLe).
Next, we write our eigenvalue problem in (4.6) in an Hamiltonian matrix form. Indeed, for
ψ = (ψ−, ψ+) with ψ− = (ψe)e∈E− and ψ+ = (ψe)e∈E+ , we write (4.6) as
λ
(
ψ−
ψ+
)
=
( −∂xL− 0
0 −∂xL+
)(
ψ−
ψ+
)
≡ NE
(
ψ−
ψ+
)
(4.7)
with
L− = diag
(
− α1,−
d2
dx2
− β1− − 2φ1,− , ...,−αm,−
d2
dx2
− βm,− − 2φm,−
)
, (4.8)
where (αe)e∈E− ≡ (α1,−, ..., αm,−), (βe)e∈E− ≡ (β1,−, ..., βm,−), and (φe)e∈E− ≡ (φ1,−, ..., φm,−).
L+ being defined similarly for (αe)e∈E+ , (βe)e∈E+ and (φe)e∈E+ . Thus, we have that N and E are
(m+ n)× (m+ n)-diagonal matrix defined by
N =
( −∂xIm 0
0 −∂xIn
)
, E =
( L− 0
0 L+
)
, (4.9)
where Ik denotes the identity matrix of order k.
If we denote by σ(NE) = σp(NE) ∪ σess(NE) the spectrum of NE (namely, λ ∈ σp(NE) if λ
is isolated and there is a ψ 6= 0 satisfying NEψ = λψ), the later discussion suggests the utility of
the following definition:
Definition 4.1. The stationary vector solution (φe)e∈E ∈ D(Aext) is said to be spectrally stable
for model (1.2) if the spectrum of NE, σ(NE), satisfies σ(NE) ⊂ iR. Otherwise, the stationary
solution (φe)e∈E is said to be spectrally unstable.
It is standard to show that σ(NE) is symmetric with respect to both the real and imaginary
axes and σess(NE) ⊂ iR by supposing N skew-symmetric and E self-adjoint (see, for instance, [27,
Lemma 5.6 and Theorem 5.8]). These cases on N and E will be considered in our theory. Hence it
is equivalent to say that (φe)e∈E ∈ D(Aext) is spectrally stable if σp(NE) ⊂ iR, and it is spectrally
unstable if σp(NE) contains point λ with Re(λ) > 0.
It is widely known that the spectral instability of a specific traveling wave solution of an evolution
type model is a key prerequisite to show their nonlinear instability property (see [27, 37, 49] and
references therein). In a future work, we will study whether our spectral instability results imply
nonlinear instability of stationary solutions by the KdV flow.
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4.1 Linear instability criterium
Let G be a star graph G with a structure represented by the set E ≡ E− ∪ E+ where E− and
E+ are finite or countable collections of semi-infinite edges e parametrized by (−∞, 0) or (0,+∞),
respectively. The half-lines are connected at a unique vertex ν = 0.
From (4.7), our eigenvalue problem to solve is reduced to,
NEψ = λψ, Re(λ) > 0, ψ ∈ D(E). (4.10)
Next, we establish our theoretical framework and assumptions for obtaining a nontrivial solution to
problem in (4.10):
S1) Let (Aext, D(Aext)) be a extension of (A0, D(A0)) such that the solution of the linearized KdV
model (1.6) is given by a C0-group.
S2) Suppose 0 6= φ = (φe)e∈E ∈ D(Aext) such that (u˜e(x, t))e∈E = (φe(x))e∈E is a stationary
solution for the KdV model (1.2).
S3) Let E be defined on a domain D(E) ⊂ L2(G) on which E is self-adjoint and such that
D(Aext) ⊂ D(E).
S4) Since for every u ∈ D(Aext) we have Eu ∈ D(N), we suppose 〈NEu, φ〉 = 0 for every
u ∈ D(Aext).
S5) Suppose E : D(E)→ L2(G) is invertible with Morse index n(E) such that:
a) for n(E) = 1, σ(E) = {λ0} ∪ J0 with J0 ⊂ [r0,+∞), for r0 > 0, and λ0 < 0,
b) for n(E) = 2, σ(E) = {λ1, λ2} ∪ J with J ⊂ [r,+∞), for r > 0, and λ1, λ2 < 0.
Moreover, for Φ1,Φ2,∈ D(E)−{0} with EΦi = λiΦi (i = 1, 2) we have 〈Nφ,Φ1〉 6= 0 or
〈Nφ,Φ2〉 6= 0.
S6) For ψ ∈ D(E) with Eψ = φ, we have 〈ψ, φ〉 6= 0.
S7) Suppose the operator N : D(N) ∩D(E)→ L2(G) is a skew-symmetric operator and we have
that N on D(N) is one-to-one.
We note immediately from (4.7) (see Remark 2.2) that the following matrix-operator relation
NEψ = Aextψ + diag((2∂x(φeψ))δij), 1 5 i, j 5 |E−|+ |E+|,
implies via assumption S1), φ, φ′ ∈ L∞(G) and from semigroup theory (see [44]) that the linear
Hamiltonian equation
d
dt
v(t) = NEv(t) (4.11)
generates a C0-group {S(t)}t∈R on L2(G).
Some of the former assumptions deserve specific comments which will be very useful in the
development of our linear instability theory.
Remark 4.2.
1) In contrast to the classical stability theories for solitary waves solutions on all line, in the case of
a star graph we have in general that Nφ /∈ D(E) (see Lemma 5.2 below). But from (4.2) we will
have always that (see (4.8))
L+φ′+(x) = 0, for x > 0, L−φ′−(x) = 0 for x < 0,
where we are writing (φe)e∈E = (φ−, φ+), with φ− = (φe)e∈E− and φ+ = (φe)e∈E+ .
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2) From Proposition 2.3 (the case of two half-lines) and φ± being either the tail or the bump profiles
in (3.4), we have for φ = (φ−, φ+) that assumption S4), 〈NEu, φ〉 = 0 for every u ∈ D(AZ), it is
true. Indeed, for u = (u−, u+) ∈ D(AZ) defined in (2.9) follows from integration by parts (without
loss of generality we consider α− = α+ = 1 and β− = β+ = −1 in (4.1))∫ 0
−∞ ∂x(∂
2
xu−)φ−dx+
∫ +∞
0 ∂x(∂
2
xu+)φ+dx
= − ∫ 0−∞ u−φ′′′−dx− ∫∞0 u+φ′′′+dx
+[u′′−(0−)− u′′+(0+)]φ+(0+) + u′+(0+)φ′+(0+)− u′−(0−)φ′−(0−)
= − ∫ 0−∞ u−φ′′′−dx− ∫∞0 u+φ′′′+dx+ [−Z22 u−(0−)− Zu′−(0−)]φ+(0+)
+Zu′−(0−)φ+(0+) + Zu−(0−)φ′+(0+)
= − ∫ 0−∞ u−φ′′′−dx− ∫∞0 u+φ′′′+dx+ u−(0−)[Zφ′+(0+)− Z22 φ+(0+)]
= − ∫ 0−∞ u−φ′′′−dx− ∫∞0 u+φ′′′+dx,
(4.12)
where in the las equality we use the “even-property” of (φ−, φ+), namely, φ′+(0+) =
Z
2 φ+(0+).
Next, since u−(0−) = u+(0+) and φ−(0−) = φ+(0+) we obtain∫ 0
−∞ ∂x(u− − 2φ−u−)φ−dx+
∫ +∞
0 ∂x(u+ − 2φ+u+)φ+dx
= − ∫ 0−∞ u−(1− 2φ−)φ′−dx− ∫ +∞0 u+(1− 2φ+)φ′+dx. (4.13)
Thus from (4.2), (4.12) and (4.13) we obtain for u ∈ D(AL)
〈NEu, φ〉 = 〈−∂xL−u−, φ−〉+ 〈−∂xL+u+, φ+〉
=
∫ 0
−∞ u−(−φ′′′− + φ′− − 2φ−φ′−)dx+
∫ +∞
0 u+(−φ′′′+ + φ′+ − 2φ+φ′+)dx = 0.
(4.14)
3) From Proposition 2.3 we see that our assumption S3) in the case of a δ-interaction for two half-line
is not empty. Indeed, for E = diag(L−,L+), with φ± being either the tail or the bump profiles in
(3.4) and with
D(E) = {u = (u−, u+) ∈ H2(−∞, 0)⊕H2(0,+∞) : u−(0−) = u+(0+),
and u′+(0+)− u′−(0−) = Zu−(0−)},
we have the self-adjoint property of E and D(AZ) ⊂ D(E). Moreover, assumption S7) is immedi-
ately satisfied in this case by continuity.
Next, we give the preliminaries for establishing our instability criterium described in Theorem 4.4
below. The main idea in the following is to reduce our eigenvalue problem (4.10) to the orthogonal
subspace [φ]⊥ by assumption S4). Thus we consider the orthogonal projection Q : L2(G)→ L2(G)
Q(u) = u− 〈u, φ〉 φ‖φ‖2 (4.15)
associated to the nontrivial stationary solution φ, and we consider
X2 = Q(L
2(G)) = {f ∈ L2(G) : f⊥φ} = [φ]⊥.
We also define the closed skew-adjoint operator N0 : D(N0) ⊂ X2 → X2, D(N0) ≡ D(N) ∩X2, for
f ∈ D(N0) by
N0f ≡ QNf = Nf − 〈Nf, φ〉 φ‖φ‖2 (4.16)
and the reduced self-adjoint operator for E, F : D(F )→ X2, D(F ) = D(E) ∩X2 by
Ff ≡ QEf = Ef − 〈Ef, φ〉 φ‖φ‖2 . (4.17)
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Now, for f ∈ D(NE) ∩ X2 = D(Aext) ∩ X2 (Ef ∈ D(N)), from assumptions S4) and S6) we get
the relation
N0Ff = NEf − 〈Ef, φ〉 Nφ‖φ‖2 − 〈NEf − 〈Ef, φ〉 Nφ‖φ‖2 , φ〉 φ‖φ‖2
= NEf − 〈Ef, φ〉 Nφ‖φ‖2 .
(4.18)
Proposition 4.3. N0F : D(N0F ) ⊂ X2 → X2, D(N0F ) = D(Aext) ∩X2 ⊂ D(E) ∩X2, it is the
infinitesimal generator of a strongly continuous C0-group of operators S0(t) in the space X2.
Proof. We divide the proof in two steps:
a) Define C = QNQEQ : D(C) ⊂ L2(G)→ L2(G), D(C) = D(Aext). Then, for f ∈ D(Aext)
Cf = NEf − 〈f, φ〉NEφ‖φ‖2 − 〈Ef, φ〉 Nφ‖φ‖2 + 〈f, φ〉 〈Eφ,φ〉‖φ‖2 Nφ‖φ‖2
= NEf −Bf (4.19)
where B : L2(G)→ L2(G) defined by
Bf = 〈f, φ〉NEφ‖φ‖2 + 〈f,Eφ〉
Nφ
‖φ‖2 − 〈f, φ〉
〈Eφ, φ〉
‖φ‖2
Nφ
‖φ‖2 ,
it is a bounded operator. Here was used that E is a self-adjoint operator on D(E) ⊇ D(Aext).
Thus, from the theory of semigroups (see [44]) C generates a strongly continuous C0-group of
operators S1(t) on L2(G). Since C commutes with Q, S1(t) also commutes with Q.
b) Define S0(t) : X2 → X2 by S0(t) = QS1(t). Then S0 is a strongly continuous C0-group of
linear operators on X2 and it is not difficult to see that its infinitesimal generator is N0F .
This finishes the proposition.
Next, we have the following basic assumption for our linear instability criterium in the case
n(E) = 2 in Assumption S5).
(H) There is a real number η, satisfying η > 0, such that F : D(F )→ X2, D(F ) = D(E) ∩X2, it
is invertible and with Morse index equal to one. Moreover, all the remainder of the spectrum
is contained in [η,+∞).
Theorem 4.4. Suppose the assumptions S1)−S7) hold with n(E) = 2 in Assumption S5), and the
basic assumption (H). Then the operator NE has a real positive and a real negative eigenvalue.
The proof of Theorem 4.4 is based in ideas from Lopes ( [37]) and from the following Krasnoelskii
result on closed convex cone (see [35], Chapter 2, section 2.2.6).
Theorem 4.5. Let K be a closed convex cone of a Hilbert space (X, ‖ · ‖) such that there are a
continuous linear functional Φ and a constant a > 0 such that Φ(u) = a‖u‖ for any u ∈ K. If
T : X → X is a bounded linear operator that leaves K invariant, then T has an eigenvector in K
associated to a nonnegative eigenvalue.
Proof. (Proof of Theorem 4.4) Our first step is to show that the operator N0E : D(N0E) ⊂
X2 → X2 has a real positive and a real negative eigenvalue. Indeed, from assumption (H) we
consider ψ0 ∈ D(F ) = D(E) ∩X2, ‖ψ0‖ = 1 and λ0 < 0 such that Fψ0 = λ0ψ0. We define,
K = {z ∈ D(F ) : 〈Fz, z〉 5 0, and 〈z, ψ0〉 = 0}
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then K is a nonempty closed convex cone in L2(G). Moreover, this cone is invariant under the group
{S0(t)}. Indeed, we will use a density argument based in the existence of a core for Aext. Thus,
from semi-group theory follows that the space
D(A∞ext) =
⋂
n∈N
D(Anext)
with D(Anext) = {f ∈ D(An−1ext ) : An−1ext f ∈ D(Aext)}, result to be dense in L2(G) and it is a
{S0(t)}t∈R-invariant subspace of D(Aext). Thus, D(A∞ext) is a core for Aext. Therefore is enough to
consider the case f ∈ K ∩D(A∞ext) and so we obtain that the reduced Hamiltonian equation{
z˙ = N0Fz
z(0) = f
(4.20)
has solution z(t) = S0(t)f ∈ D(A∞ext) and therefore from the self-adjoint property of F and the
skew-symmetric property of N0 we obtain
d
dt
〈Fz(t), z(t)〉 = 〈FN0Fz(t), z(t)〉+ 〈Fz(t), N0Fz(t)〉 = 0,
then for all t, 〈Fz(t), z(t)〉 = 〈Ff, f〉 5 0. Next, we suppose 〈f, ψ0〉 > 0 and that there is t0
such that 〈S0(t0)f, ψ0〉 < 0. Then by continuity of the flow t → S0(t)f there is τ ∈ (0, t0) with
〈S0(τ)f, ψ0〉 = 0. Now, from assumption (H) we have from the spectral theorem for self-adjoint
operators the orthogonal decomposition for fτ = S0(τ)f,
fτ =
m∑
i=1
aihi + g, g⊥hi, for all i,
where Fhi = λihi, ‖hi‖ = 1, λi ∈ σd(F ) with λi = η, and 〈Fg, g〉 = θ‖g‖2, θ > 0. Therefore,
0 = 〈Ffτ , fτ 〉 =
m∑
i=1
a2iλi + θ‖g‖2 = η
m∑
i=1
a2i + θ‖g‖2 = 0.
Thus, it follows g = 0 and ai = 0 for i. Therefore, S0(τ)f = 0 and since S0(t) is a group we obtain
f = 0 and so 〈f, ψ0〉 = 0 which is a contradiction. Now we suppose 〈f, ψ0〉 = 0, then the former
analysis shows f = 0 and so S0(t)f ≡ 0 for all t. It shows the invariance of K by S0(t). Then, for
µ large we obtain from semigroup’s theory the integral representation of the resolvent
Tz = (µI −N0F )−1(z) =
∫ ∞
0
e−µtS0(t)zdt (4.21)
and it also leaves K invariant. Next, for Φ : L2(G)→ R defined by Φ(z) = 〈z, ψ0〉 we will see that
there is a > 0 such that Φ(z) = a‖z‖ for any z ∈ K. Indeed, suppose for ‖g‖ = 1, 〈g, ψ0〉 = γ > 0
and 〈Fg, g〉 5 0. Since Ker(Φ) is a hyperplane we obtain g = z + γψ0 with 〈z, ψ0〉 = 0. So,
−λγ2 = 〈Fz, z〉. Now, from the orthogonal decomposition z = ∑mi=1〈z, hi〉hi+g, g⊥hi, for all i,
follows for η, θ > 0, 〈Fz, z〉 = min{η, θ}(1− γ2). Then,
〈g, ψ0〉 = γ =
√
min{η, θ}
−λ+min{η, θ} ≡ a.
Therefore, by the analysis above and Theorem 4.5 there are an α = 0 and a nonzero element ω0 ∈ K
such that (µI−N0F )−1(ω0) = αω0. It is immediate that α > 0 and so N0Fω0 = ζω0 with ζ = µα−1α .
Next we see that ζ 6= 0. Suppose that ζ = 0, then from (4.18) and the injectivity of N we obtain
Eω0 = 〈Eω0, φ〉 φ‖φ‖2 .
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From assumption S5), let ψ ∈ D(E) with Eψ = φ, then since E is invertible follows
ω0 =
〈Eω0, φ〉
‖φ‖2 ψ and 0 = 〈ω0, φ〉 =
〈Eω0, φ〉
‖φ‖2 〈ψ, φ〉.
Since 〈ψ, φ〉 6= 0 follows 〈Eω0, φ〉 = 0. Hence Eω0 = 0 and so ω0 = 0, which is a contradiction.
Then, N0F has a nonzero real eigenvalue ζ.
Now, we have σ(N0F ) = σ((N0F )∗) = −σ(FN0) = −σ(FN0FF−1) = −σ(N0F ) and so −ζ
also belongs to σ(N0F ). Thus from Theorem 5.8 of [27], the essential spectrum of N0F lies on the
imaginary axis and then −ζ is an eigenvalue of N0F and this proves the claim.
Thus, for ω0 ∈ D(N0F ), ω0 6= 0, and ζ > 0 we have,
NEω0 = 〈Eω0, φ〉 Nφ‖φ‖2 + ζω0. (4.22)
Next we consider two cases:
a) Suppose 〈Eω0, φ〉 = 0, then NEω0 = ζω0 and the proof of the criterium finishes.
b) Suppose r ≡ 1‖φ‖2 〈Eω0, φ〉 6= 0. From Assumption S5), we consider
u = ω0 + aΦ1 + bΦ2, EΦi = λiΦi, 1 5 i 5 2,
with ‖Φi‖ = 1, Φ1⊥Φ2. We will find a, b ∈ R, not both zero, such that NEu = ζu and u 6= 0.
Thus, we obtain initially the relation
rNφ+ aλ1NΦ1 + bλ2NΦ2 = aζΦ1 + bζΦ2. (4.23)
Therefore, from the skew-symmetric property of N we obtain the system{
aζ + bλ2〈NΦ1,Φ2〉 = r〈Nφ,Φ1〉
aλ1〈NΦ1,Φ2〉 − ζb = −r〈Nφ,Φ2〉. (4.24)
Thus, since the determinant of the coefficients is different of zero (ζ2 + λ1λ2〈NΦ1,Φ2〉2 6= 0),
r 6= 0 and from Assumption S5), we obtain a nontrivial solution for (4.24).
Next we see u 6= 0. Indeed, suppose u = 0. Then, from relation ω0 = −aΦ1 − bΦ2 and by
substituting in (4.22) we obtain
aλ1r〈Nφ,Φ1〉+ bλ2r〈Nφ,Φ2〉 = 0. (4.25)
Then, by using system (4.24) in (4.25) we arrive to the relation ζ(a2λ1 + b2λ2) = 0, it which
is a contradiction. It is proves Theorem 4.4.
Next, we consider the case n(E) = 1 in Assumption S5).
Theorem 4.6. Suppose the assumptions S1), S2), S3), S5), S7) hold with n(E) = 1. Then the oper-
ator NE has a real positive and a real negative eigenvalue.
Proof. In this case we do not need to reduce the eigenvalue problem (4.10) to the orthogonal
subspace [φ]⊥. Indeed, from assumption S1) we have that NE is the infinitesimal generator of a
C0-group {S(t)}t∈R. For ψ0 ∈ D(E), ‖ψ0‖ = 1 and λ0 < 0 such that Eψ0 = λ0ψ0, we consider the
following nonempty closed convex cone
K0 = {z ∈ D(E) : 〈Ez, z〉 5 0, and 〈z, ψ0〉 = 0}.
Similarly as in the proof of Theorem 4.4, K0 is invariant by the group S(t). Thus, for T =
(µI − NE)−1, µ large, T leaves K0 invariant. Then, by using Theorem 4.5 with this T and
Φ(z) = 〈z, ψ0〉, we can see that NE has a real positive and a real negative eigenvalue. This
finishes the proof.
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4.2 One application of Theorem 4.4
The following framework will be used in the study of linear instability of bump and tail profiles
on star graph. Suppose that assumptions S1) − S7) above hold with n(E) = 2 and for ψ such
that Eψ = φ we have 〈ψ, φ〉 < 0. Then assumption (H) is true. Indeed, from assumption S6) we
obtain that F is invertible. Next, there are a, b ∈ R (not both zeros) with 〈aΦ1 + bΦ2, φ〉 = 0 and
〈F (aΦ1 + bΦ2), aΦ1 + bΦ2〉 < 0. Then via min-max principle we have n(F ) = 1. Next, suppose that
n(F ) = 2 and consider z1, z2 ∈ X2, z1⊥z2, µ1, µ2 < 0, and Fzi = µizi. Then we get
〈Fzi, zi〉 = 〈Ezi, zi〉 = µi‖zi‖2 < 0, and 〈Ez1, z2〉 = 0.
Moreover, since ψ /∈ X2 = [φ]⊥ follows that set {ψ, z1, z2} ⊂ E is linearly independent and we have
the relations
〈Ezi, ψ〉 = 〈zi, φ〉 = 0, and, 〈Eψ,ψ〉 = 〈φ, ψ〉 < 0.
Therefore 〈E(αψ + βz1 + θz2), αψ + βz1 + θz2〉 < 0 and so n(E) = 3, it which is not true. Then
n(F ) = 1 and all other eigenvalues (and the remain of the spectrum) are contained in [η,+∞).
Thus, from Theorem 4.4 follows that NE has a real positive and a real negative eigenvalue.
5 Linear instability of tail and bump solutions for the KdV on two
half-lines
The focus of this section is to apply the linear instability criterium in Theorems 4.4 and 4.6 to the
KdV on a star graph with two half-lines and a δ-interaction-type at the vertex ν = 0. Our main
result is the following,
Theorem 5.1. For Z 6= 0, α− = α+ > 0, β− = β+ < 0, − β+α+ > Z
2
4 , let φZ ≡ (φ−, φ+) ∈ D(AZ)
defined for φ+(x) by the formula (3.6) with x > 0 and φ−(x) = φ+(−x) for x < 0. We consider the
following family of stationary solutions for the Korteweg-de Vries model (1.2) on the star graph G
with E = (−∞, 0) ∪ (0,+∞),
U(x, t) = (φ−(x), φ+(x)), t ∈ R.
Then, this family of tail (Z < 0) and bump (Z > 0) profiles are linearly unstable.
The proof of Theorem 5.1 will be divided in several steps and we consider the cases α− = α+ = 1,
β− = β+ = −1 and 1 > Z24 , without loss of generality. From Proposition 2.3, assumption S1) is
filled by (AZ , D(AZ)) defined in (2.9). The linear eigenvalue problem to be solve (4.10) for λ > 0,
it is determined by the matrices N,E in (4.9) with the Schrödinger operators on half-lines
L± = − d
2
dx2
+ 1− 2φ±.
The domain for E = EZ is given in H2(G) = H2(−∞, 0)⊕H2(0,+∞) for Z ∈ R by
D(EZ) = {(u−, u+) ∈ H2(G) : u−(0−) = u+(0+), u′+(0+)− u′−(0−) = Zu−(0−)}, (5.1)
and so (EZ , D(EZ)) represents a self-adjoint family of point interactions on all the line by identifying
D(EZ) as H2(R−{0})∩H1(R). Moreover, it is immediate that D(AZ) ⊂ D(EZ) (assumption S3)).
From Remark 4.2-item 2) we have assumption S4). Assumption S7) follows by continuity.
The following lemma implies that EZ is invertible (assumption S5)).
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Lemma 5.2. For every Z 6= 0 we have Ker(EZ) = {0}. Moreover, since σess(EZ) = [1,+∞) we
obtain EZ : D(EZ)→ L2(G) is invertible.
Proof. Let u = (u−, u+) ∈ D(EZ), EZu = 0. Since L±φ′± = 0, we need to have u−(x) = aφ′−(x),
x < 0, and u+(x) = bφ′+(x), x > 0 (see [10]). Next, from the continuity property at zero for u,
φ′+(0+) = −φ′−(0−), and φ′′+(0+) = φ′′−(0−) we have that
a = −b, and − 2aφ′′+(0+) = Zu+(0+) = Zu−(0−) = Zaφ′−(0−) = −
Z
2
aφ+(0+). (5.2)
Suppose a 6= 0. Then, from (5.2) we have φ′′+(0+) = Z
2
4 φ+(0+) and so from (3.2) we arrive to
1− φ+(0+) = Z
2
4
=⇒ Z2 = 4,
it which does not happen (1 > Z
2
4 ). Then, a = b = 0 and u ≡ 0.
Next, by Weyl’s theorem (see Theorem XIII.14 of [46]), the essential spectrum of EZ coincides
with [1,+∞). Then EZ is an invertible operator. This finishes the proof.
Lemma 5.3. For Z > 0 we have n(EZ) = 2 and for Z < 0 that n(EZ) = 1.
Proof. Our strategy is to use analytic perturbation theory (see [6, 7]). For this purpose we define
the self-adjoint operator on L2(R)
L0 = − d
2
dx2
+ 1− 2φ0, D(L0) = H2(R) (5.3)
where φ0 denotes the classical one soliton solution for the KdV equation on the full line,
φ0(x) =
3
2
sech2
(1
2
x
)
, x ∈ R. (5.4)
From classical Sturm-Liouville theory Ker(L0) = [φ′0], n(L0) = 1, σess(L0) = [1,+∞) (see [10]).
Now, we consider the domain
D(E0) = {(u−, u+) ∈ H2(G) : u−(0−) = u+(0+), u′−(0−) = u′+(0+)}. (5.5)
on which the following “limit” operator E0 (associated with EZ) is self-adjoint
E0 =
(
− d2
dx2
+ 1− 2φ0,− 0
0 − d2
dx2
+ 1− 2φ0,+
)
, (5.6)
with φ0,− = φ0|(−∞,0) and φ0,+ = φ0|(0,+∞). Thus, by considering the following unitary operator
U : D(E0)→ H2(R) defined for u = (u−, u+) ∈ E0 by U(u) = u˜ ∈ H2(R) where
u˜ =

u−(x), x < 0
u+(x), x > 0
u+(0+), x = 0,
(5.7)
we obtain σ(E0) = σ(L0) and λ ∈ σdisc(E0) if and only if λ ∈ σdisc(L0) with the same multiplicity.
Moreover, σess(E0) = [1,+∞). Therefore, Ker(E0) = [Φ′0], Φ0 = (φ0,−, φ0,+), and n(E0) = 1.
Next, by using a similar strategy as in [6,7] for studying the stability of standing wave solutions
for nonlinear Schrödinger models on star graphs, we have the following:
i) φZ = (φ−, φ+)→ Φ0, as Z → 0, in H1(G).
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ii) The family {EZ}Z∈R represents a real-analytic family of self-adjoint operators of type (B) in
the sense of Kato (see [31]).
iii) Since EZ converges to E0 as Z → 0 in the generalized sense, we obtain from Theorem IV-
3.16 from Kato [31] and from Kato-Rellich Theorem ( [46], Theorem XII.8) the existence of
two analytic functions Ω,Π defined in a neighborhood of zero with Ω : (−Z0, Z0) → R and
Π : (−Z0, Z0) → L2(G) such that Ω(0) = 0 and Π(0) = Φ′0. For all Z ∈ (−Z0, Z0), Ω(Z) is
the simple isolated second eigenvalue of EZ , and Π(Z) is the associated eigenvector for Ω(Z).
Moreover, Z0 can be chosen small enough to ensure that for Z ∈ (−Z0, Z0) the spectrum of
EZ in L2(G) is positive, except at most the first two eigenvalues.
iv) From a ODE’s analysis we have that if λ is an simple eigenvalue for EZ then the eigenfunction
associated is either even or odd. Therefore, since Π(Z)→ Φ′0, as Z → 0, and NΦ0 is odd, we
can see that Π(Z) ∈ H2(R) is a odd function. Thus we obtain the relation
〈NφZ ,Π(Z)〉 6= 0, Z ≈ 0. (5.8)
Indeed, since limZ→0〈NφZ ,Π(Z)〉 = ‖NΦ0‖2 > 0, we have for Z small property (5.8). Thus,
an continuation argument shows (5.8) for all Z ∈ (−∞,∞).
v) From Taylor’s theorem we see that there exists 0 < Z1 < Z0 such that Ω(Z) > 0 for any
Z ∈ (−Z1, 0), and Ω(Z) < 0 for any Z ∈ (0, Z1). Thus, in the space L2(G) for Z small, we
have n(EZ) = 1 as Z < 0, and n(EZ) = 2 as Z > 0.
vi) Recall that Ker(EZ) = {0} for Z 6= 0. Thus, we define Z∞ by
Z∞ = sup{Z˜ > 0 : EZ has exactly two negative eigenvalues for all Z ∈ (0, Z˜)}.
Item v) above implies that Z∞ is well defined and Z∞ ∈ (0,∞]. We claim that Z∞ = ∞.
Suppose that Z∞ <∞. Let M = n(EZ∞) and Γ be a closed curve (for example, a circle or a
rectangle) such that 0 ∈ Γ ⊂ ρ(EZ∞), and all the negative eigenvalues of EZ∞ belong to the
inner domain of Γ. The existence of such Γ can be deduced from the lower semi-boundedness
of the quadratic form associated to EZ∞ .
Next, from item ii) above follows that there is  > 0 such that for Z ∈ [Z∞ − , Z∞ + ]
we have Γ ⊂ ρ(EZ) and for ξ ∈ Γ, Z → (EZ − ξId)−1 is analytic (see [47]). Therefore, the
existence of an analytic family of Riesz-projections Z → P (Z) given by
P (Z) = − 1
2pii
∮
Γ
(EZ − ξId)−1dξ
implies that dim(range(P (Z))) = dim(range(P (Z∞))) = M for all Z ∈ [Z∞ − , Z∞ + ].
Next, by definition of Z∞, EZ∞− has two negative eigenvalues, and M = 2, hence EZ has
two negative eigenvalues for Z ∈ (0, Z∞ + ], which contradicts with the definition of Z∞.
Therefore, Z∞ =∞.
Analogously we can prove that n(EZ) = 1 in the case Z < 0. This finishes the proof.
The following lemma shows assumption S6) in the case n(E) = 2. Indeed, by returning to the
variable β+ defining the profiles φ± in (3.6) with α+ = 1, we have that these profiles represent a
differentiable family of stationary solutions a one-parameter ω = −β+ > 0 and we can denote it
dependence as φZ,ω = (φ−,ω, φ+,ω). From (3.2) we obtain after derivation in ω that(
− d
2
dx2
+ ω − 2φ±,ω
)( d
dω
φ±,ω
)
= −φ±,ω. (5.9)
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Next, by denoting ψω = (− ddωφ−,ω,− ddωφ+,ω) is not difficult to see that ψ ≡ ψω|ω=1 ∈ D(EZ) and
so the expression EZψ = φZ makes sense. Thus, with the notation above, we obtain the following
result.
Lemma 5.4. Let Z 6= 0. The smooth curve of profiles ω ∈ (Z24 ,+∞) → φZ,ω with formula (3.6)
satisfies for ψ ≡ − ddωφZ,ω|ω=1 the relations: ψ ∈ D(EZ),
EZψ = φZ , and, 〈ψ, φZ〉 < 0. (5.10)
Proof. From Proposition 3.19 in [7] (item (ii), p = 2) we have for every Z ∈ R, the relation
d
dω
[ ∫ 0
−∞
φ2−,ω(x)dx+
∫ +∞
0
φ2+,ω(x)dx
]
> 0.
Therefore 〈ψ, φZ〉 < 0. This finishes the proof.
Proof of Theorem 5.1. Let Z > 0. From Lemmas 5.2, 5.3 and 5.4, subsection 4.2 and (5.8),
follows from Theorem 4.4 that the profiles of type bump for the KdV are linear unstable.
Let Z < 0. From Lemmas 5.2 and 5.3, Theorem 4.6 implies the linear instability of the tail
profile for the KdV model. This finishes the proof.
6 Linear instability of the tail and bump solutions for a balanced
general star graph G
The focus of this section will be consider the KdV model (1.2) on a balanced metric star graph G
with a structure E ≡ E− ∪ E+ where |E+| = |E−| = n, n = 2, and with a δ-interaction at the
vertex. Thus by following the notation in [39] and Section 2 above, for I = In×n being the identity
matrix of order n× n we consider the matrix L ≡ L3n×3n : G− → G+ of order 3n× 3n, for Z ∈ R
as
L ≡
 I 0 0ZI I 0
Z2
2 I ZI I
 . (6.1)
Thus, from (2.5) and with α± = (αe)e∈E± , β± = (βe)e∈E± , we obtain LtB+L = B− if and only if
α+ = α− and β+ = β−. Then, in this case (and only in this one) we obtain that L is (G−,G+)-
unitary. Therefore, the operators (HZ , D(HZ)) defined by{
HZu = −A∗0u = A0u
D(HZ) =
{
u ∈ D(A∗0) : L(u(0−), u′(0−), u′′(0−)) = (u(0+), u′(0+), u′′(0+))
} (6.2)
are a skew-self-adjoint family of extension for (A0, D(A0)), where for u = (ue)e∈E ∈ D(HZ) we
have used the abbreviations
u(0−) = (ue(0−))e∈E− , u′(0−) = (u′e(0−))e∈E− , u′′(0−) = (u′′e(0−))e∈E− ,
(similarly for the terms u(0+), u′(0+) and u′′(0±)). Thus, we obtain the following system of
conditions
u(0−) = u(0+), u′(0+)− u′(0−) = Zu(0−), (δ − interaction type)
Z2
2
u(0−) + Zu′(0−) = u′′(0+)− u′′(0−).
(6.3)
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Now, we build a family of continuous (at zero) stationary profiles for the KdV model on the
balanced graph G. By abusing of the notation, it consider the constants sequences (αe)e∈E = (α+),
(βe)e∈E = (β+), with α+ > 0 and β+ < 0. Thus we obtain a system of n-KdV models equals
defined on all the line. Then, for Z > 0 and − β+α+ > Z
2
4 we consider the half-soliton profile φ+
defined in (3.6) and φ−(x) ≡ φ+(−x) for x < 0. We define the constants sequences of functions
u− = (φ−)e∈E− , u+ = (φ+)e∈E+ , and so UZ ≡ UZ,α+,β+ = (u−, u+) represents a family of stationary
bump profiles for the KdV model in (1.2) (see Figure 4) and satisfying the boundary conditions
(6.3). The case Z < 0, UZ represents the corresponding family of stationary tail profiles (see Figure
Figure 4: Bump profiles in a balanced star graphs with four edges
5).
With the notations above, the main result of this section is the following.
Theorem 6.1. Let Z 6= 0. For α+ > 0 and 0 > β+, − β+α+ > Z
2
4 , we consider the profiles φ± in
(3.6). Define UZ = (φe)e∈E ∈ D(HZ) with φe = φ− for e ∈ E− and φe = φ+ for e ∈ E+. Then,
ΦZ(x, t) = UZ(x)
defines a family of linearly unstable stationary solutions for the Korteweg-de Vries model (1.2).
For the general case of the sequences (αe)e∈E and (βe)e∈E, in Remark 6.9 below we establish the
necessary conditions for obtaining the linear instability of the corresponding bump and tail profiles.
The linear instability of the continuous (at zero) tail and bump profiles UZ , Z 6= 0, it will be a
consequence of Theorems 4.4-4.6 with a framework determined by the space D(HZ) ∩ C where
C = {(ue)e∈E ∈ L2(G) : u1,−(0−) = ... = un,−(0−) = u1,+(0+) = ... = un,+(0+)}, (6.4)
represents the set of elements of L2(G) continuous at the graph-vertex ν = 0. Thus, by following the
notation in Section 5 ((αe)e∈E = (1)e∈E, (βe)e∈E = (−1)e∈E, without loss of generality) we start
our analysis by considering the 2n×2n-matrix derivate operator N in (4.9) and the 2n×2n-matrix
Schrödinger operator
EZ =
( LZ,− 0
0 LZ,+
)
. (6.5)
with
LZ,± = diag
(
− d
2
dx2
+ 1− 2φ±, ...,− d
2
dx2
+ 1− 2φ±
)
, (6.6)
being n× n-diagonal matrices.
From the proof of Lemma 6.4 below, EZ is a family of self-adjoint operators with domainD(EZ) =
DZ,δ ∩ C ⊂ H2(G) with
u ∈ DZ,δ ⇔ u(0−) = u(0+),
∑
e∈E+
u′e(0+)−
∑
e∈E−
u′e(0−) = Znu1,+(0+). (6.7)
20
Figure 5: Tail profiles in a balanced star graphs with four edges.
It is immediate from (6.3) that D(HZ) ∩ C ⊂ D(EZ) and so assumption S3) holds. From
Remark 4.2-item 2) we obtain again assumption S4). Assumption S7) is immediate by the continuity
property at zero of each element in D(EZ). Moreover, from Proposition 7.10 (Appendix) we have
that subspace D(HZ) ∩ C is invariant by the unitary group {W (t)}t∈R generated by HZ .
The proof of the following result follows the same strategy as in Lemma 5.2.
Lemma 6.2. Let Z 6= 0 and the operator EZ : D(EZ) → L2(G) defined in (6.20) with D(EZ) =
DZ,δ ∩ C. Then, EZ is invertible with σess(EZ) = [1,+∞).
Proposition 6.3. Let EZ : D(EZ) → L2(G) defined in (6.20) with D(EZ) = DZ,δ ∩ C. Define the
following closed subspace on L2(G),
L2n(G) = {u = (ue)e∈E : ue = f, for all e ∈ E−, ue = g, for all e ∈ E+}
Then, n(EZ |L2n(G)) = 2, for Z > 0, and n(EZ |L2n(G)) = 1, for Z < 0.
The proof of Proposition 6.3 will based in the analytic perturbation theory and the extension
theory of symmetric operators. We note that in the case Z < 0 (tail case) can be given an argument
based exclusively in the extension theory of symmetric operators and to be obtained that n(EZ) = 1
on L2(G).
The proof of Proposition 6.3 will be divide in several lemmas.
Lemma 6.4. Define the self-adjoint matrix Schrödinger operator in L2(G) with Kirchhoff’s type
condition at ν = 0
E0 =
( L0,− 0
0 L0,+
)
(6.8)
where
L0,± = diag
(
− d
2
dx2
+ 1− 2φ0, ...,− d
2
dx2
+ 1− 2φ0
)
, (6.9)
being n× n-diagonal matrices, φ0 the soliton profile defined in (5.4), and
D(E0) = {u ∈ H2(G) ∩ C : u(0−) = u(0+),
∑
e∈E+
u′e(0+)−
∑
e∈E−
u′e(0−) = 0}. (6.10)
1) In the space L2n(G) we have Ker(E0) = [Φ′0], where Φ′0 = (φ′0)e∈E.
2) The operator (E0, D(E0)) has one simple negative eigenvalue in L2(G). Moreover, we have also
n(E0|L2n(G)) = 1.
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3) The rest of the spectrum of E0 is positive and bounded away from zero.
Proof. The proof of item 1) follows from a similar analysis as in Lemma 5.2. Indeed, let v =
(ve)e∈E ∈ Ker(E0) ∩ L2n(G), then
−v′′e + ve − 2φ0ve = 0, e ∈ E. (6.11)
Then, ve = ceφ′0 for e ∈ E and so ve(0−) = ve(0+) = 0. Now, since v ∈ L2n(G), we obtain for
e ∈ E− that ve = c0φ′0 with c0 = ce, and for e ∈ E+ that ve = c1φ′0 with c1 = ce. Then from (6.10)
we obtain nc1φ′′0(0) = nc0φ′′0(0). Therefore, v = c0Φ′0.
For item 2), we will used extension theory for symmetric operators. Indeed, we consider the
2n× 2n-diagonal matrix operator
F0 = diag
(
− d
2
dx2
, ...,− d
2
dx2
)
. (6.12)
with domain
D(F0) = {u ∈ H2(G) : u(0−) = u(0+) = 0,
∑
e∈E+
u′e(0+)−
∑
e∈E−
u′e(0−) = 0}. (6.13)
Then (F0, D(F0)) represents a closed symmetric operator densely defined on L2(G) (we note that⊕
e∈E−
C∞c (−∞, 0) ⊕
⊕
e∈E+
C∞c (0,+∞) ⊂ D(F0)). Moreover, the adjoint operator (F∗0 , D(F∗0 )) is
given by (see Proposition 7.4 in Appendix below)
F∗0 = F0, D(F∗0 ) = {u ∈ H2(G) : u ∈ C}. (6.14)
Next, from (6.14), the deficiency indices for (F0, D(F0)) are n±(F0) = 1. Then, from the Krein-von
Neumann extension theory for symmetric operators (see [4], Theorem A.1) and from Proposition
7.4 (Appendix) we obtain that all self-adjoint extension of (F0, D(F0)), denoted by (LZ , D(LZ)),
can be parametrized by Z ∈ R as LZ = F0 and u ∈ D(LZ) if and only if u ∈ C and u satisfying
(6.7). Next, we define the following bounded operator on L2(G)
B0 =
(
M0,+ 0
0 M0,−
)
, M0,± = diag
(
1− 2φ0, ..., 1− 2φ0
)
with M0,± being n× n-diagonal matrices. Then, from [42]-Chapter IV-Theorem 6 follows that the
symmetric operators F0 and F˜0 = F0 + B0 with D(F˜0) = D(F0) have the same deficiency indices,
n±(F˜0) = n±(F0) = 1. Thus (E0, D(E0)) belongs to the family of the self-adjoint extensions of F˜0.
Next we see that the symmetric operator F˜0 with domain D(F˜0) = D(F0) in (6.13), it is non-
negative. Indeed, it is easy to verify that for u = (ue)e∈E ∈ H2(G) the following identity holds
−u′′e + ue − 2φ0ue = −
1
φ′0
d
dx
[
(φ′0)
2 d
dx
(
ue
φ′0
)]
, (6.15)
for x < 0 if e ∈ E−, x > 0 if e ∈ E+. Using the above equality and integrating by parts, we get for
u = (ue)e∈E ∈ D(F˜0)
〈F˜0u, u〉 =
∑
e∈E−
0∫
−∞
(φ′0)
2
∣∣∣∣ ddx
(
ue
φ′0
)∣∣∣∣2 dx+ ∑
e∈E+
+∞∫
0
(φ′0)
2
∣∣∣∣ ddx
(
ue
φ′0
)∣∣∣∣2 dx
−
∑
e∈E−
[
ue
φ′0
[
(φ′0)
2 d
dx
(
ue
φ′0
)]]0−
−∞
−
∑
e∈E+
[
ue
φ′0
[
(φ′0)
2 d
dx
(
ue
φ′0
)]]+∞
0+
.
(6.16)
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The integral terms in (6.16) are non-negative and equal zero if and only if u ≡ 0. Due to the
conditions u(0−) = u(0+) = 0 and φ′′0(0±) 6= 0, non-integral term vanishes, and we get F˜0 = 0.
Due to Proposition 7.3 (Appendix), we have that the self-adjoint extension E0 of F˜0 satisfies
n(E0) 5 1. Taking into account the notation Φ0 = (φ0)e∈E for the solitary wave profile we have
E0Φ0 = Ψ, with Ψ = (−φ20)e∈E and so 〈E0Φ0,Φ0〉 = −n
0∫
−∞
φ30,−(x)dx − n
+∞∫
0
φ30,+(x)dx < 0, then
from minimax principle we arrive at n(E0) = 1. Moreover, since Φ0 = (φ0)e∈E ∈ L2n(G) we get
n(E0|L2n(G)) = 1.
Item 3) is an immediate consequence of Weyl’s theorem (see Reed&Simon [46]). This finishes
the proof.
Remark 6.5. We observe that, when we deal with deficiency indices, the operator E0 is assumed to
act on complex-valued functions which however does not affect the analysis of negative spectrum of
E0 acting on real-valued functions.
Combining Lemma 6.4 and the framework of the perturbation theory as in Lemma 5.3 (see [6])
we obtain the following Lemma. We note initially that for u− = (φ−)e∈E− , u+ = (φ+)e∈E+ , it is
not difficult to see the convergence UZ = (u−, u+)→ Φ0 = (φ0)e∈E, as Z → 0, in H1(G) ∩ L2n(G).
Lemma 6.6. There exist Z0 > 0 and two analytic functions Θ : (−Z0, Z0)→ R and Υ : (−Z0, Z0)→
L2n(G) such that
(i) Θ(0) = 0 and Υ(0) = Φ′0, where Φ′0 = (φ′0)e∈E.
(ii) For all Z ∈ (−Z0, Z0), Θ(Z) is the simple isolated second eigenvalue of EZ in L2n(G), and
Υ(Z) is the associated eigenvector for Θ(Z).
(iii) Z0 can be chosen small enough to ensure that for Z ∈ (−Z0, Z0) the spectrum of EZ in L2n(G)
is positive, except at most the first two eigenvalues.
(iv) Since limZ→0〈NUZ ,Π(Z)〉 = ‖NΦ0‖2 > 0 we obtain that
〈NUZ ,Π(Z)〉 6= 0, (6.17)
at least for Z small. Thus, an continuation argument shows (6.17) for all Z.
By using the Taylor’s theorem and by following a similar argument as in Proposition 3.9 in [6]
we establish how the perturbed second eigenvalue moves depending on the sign of Z.
Proposition 6.7. There exists 0 < Z1 < Z0 such that Θ(Z) > 0 for any Z ∈ (−Z1, 0), and
Θ(Z) < 0 for any Z ∈ (0, Z1). Thus, in the space L2n(G) for Z small, we have n(EZ) = 1 as Z < 0,
and n(EZ) = 2 as Z > 0.
Proof of Proposition 6.3. From Proposition 6.7 we have for Z small that n(EZ) = 1 as Z < 0,
and n(EZ) = 2 as Z > 0. Thus for counting the Morse index of EZ for any Z we use a classical
continuation argument based on the Riesz-projection as in step vi)-proof of Lemma 5.3- and Lemma
6.2. This finishes the proof.
The following lemma shows assumption S6). Similarly to the case of two half-lines, for α+ = 1
and ω = −β+, we have the differentiable family of stationary solutions a one-parameter UZ,ω =
(u−,ω, u+,ω), with u−,ω = (φ−,ω) and u+,ω = (φ+,ω). Thus, for ϕω = (− ddωu−,ω,− ddωu+,ω) we have
ϕ ≡ ϕω|ω=1 ∈ D(EZ) and EZϕ = UZ . Thus with the former notation, we obtain the following result.
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Lemma 6.8. Let Z 6= 0. The smooth curve of profiles ω ∈ (Z24 ,+∞) → UZ,ω = (φ−,ω, φ+,ω) ∈
D(EZ) ∩ L2n(G) satisfies for ϕ ≡ − ddωUZ,ω|ω=1 the relations
EZϕ = UZ , and, 〈ϕ,UZ〉 < 0. (6.18)
Proof of Theorem 6.1. Let Z > 0. From Lemmas 6.2-6.8, Proposition 6.3, relation (6.17), sub-
section 4.2 and Theorem 4.4 we obtain the linear instability property of the bump’s profiles UZ for
the KdV model (1.2). Let Z < 0, then from Lemmas 6.2-6.8 and Proposition 6.3 we obtain via
Theorem 4.6 the linear instability of the tail’s profiles UZ . This finishes the proof.
Remark 6.9. The extension of Theorem 6.1 for the general case of the sequences (αe)e∈E = (α−, α+)
and (βe)e∈E = (β−, β+), with α− = α+, β− = β+, can be obtained via the following steps:
1) Let n = 2. For α+ = (α1,+, ..., αn,+) and β+ = (β1,+, ...βn,+) we consider the associated
either bumps or tails profiles UZ,α+,β+ = (u−, u+), where for φ+,αi,βi defined by (3.6) and
φ−,αi,βi(x) = φ+,αi,βi(−x) for x < 0, we have
u− = (φ−,αi,βi)15i5n, u+ = (φ+,αi,βi)15i5n. (6.19)
In other words, we have n-profiles of either bump or tail type as in Figures 2 and 3 on the
balanced graph G. We note that a priori they do not need to be continuous at the graph-
vertex. Thus, we obtain that UZ,α+,β+ = (u−, u+) ∈ D(HZ) ∩ C ⊂ D(EZ,α+,β+) = C ∩DZ,α+,δ
if and only if
β1,+ +
Z2
4
α1,+ = β2,+ +
Z2
4
α2,+ = ... = βn,+ +
Z2
4
αn,+, and
n∑
i=1
αi,+ = n.
Here, the 2n× 2n-matrix self-adjoint Schrödinger operator
EZ,α+,β+ =
( LZ,− 0
0 LZ,+
)
(6.20)
are defined by the n× n-diagonal matrices,
LZ,± = diag
(
− α1,+ d
2
dx2
− β1,+ − 2φ±,α1,β1 , ...,−αn,+
d2
dx2
− βn,+ − 2φ±,αn,βn
)
, (6.21)
and DZ,α+,δ ⊂ H2(G) is defined by
u ∈ DZ,α+,δ ⇔ u(0−) = u(0+),
n∑
i=1
αi,+u
′
i,+(0+)−
n∑
i=1
αi,+u
′
i,−(0−) = Znu1,+(0+). (6.22)
2) EZ,α+,β+ : D(EZ,α+,β+)→ L2(G) is invertible: In fact, let u = (u1,−, · · ·, un,−, u1,+, · · ·, un,+) ∈
D(EZ,α+,β+) and EZ,α+,β+u = 0. Then, ui,± = ai,±φ′±,i, i = 1, ..., n, and φ±,i ≡ φ±,αi,βi . Then,
since φ′+,i(0+) = −φ′−,i(0−) and u ∈ C we obtain
ai,+ = −ai,−, a1,+ = ... = an,+, a1,− = ... = an,−, i = 1, ..., n.
Next, since u ∈ DZ,α+,δ and UZ,α+,β+ ∈ C we obtain from (3.2) the relation
na1,+
Z2
2
φ+,1(0+) = 2a1,+
n∑
i=1
αiφ
′′
+,i(0+) = 2a1,+φ+,1(0+)
n∑
i=1
[−βi,+ − φ+,1(0+)].
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Suppose a1,+ 6= 0. Then, we have the following chain of equality
n
Z2
4
= −
n∑
i=1
[βi,+ − 3
2
(βi,+ +
Z2
4
αi,+)] =
1
2
n∑
i=1
[βi,+ +
Z2
4
αi,+] + n
Z2
4
. (6.23)
Therefore, β1,+ + Z
2
4 α1,+ = 0 and so we obtain a contradiction because of −β1,+ > Z
2
4 α1,+.
Hence, a1,+ = 0 and therefore u ≡ 0.
3) The relations n(EZ,α+,β+) = 2 for Z > 0 and n(EZ,α+,β+) = 1 for Z < 0 follow via a per-
turbation analysis as in Proposition 6.7. Moreover, from (6.19) and (3.6) we obtain for
ψ = ( ddβiu−,
d
dβi
u+) that EZ,α+,β+ψ = UZ,α+,β+ and 〈ψ,UZ,α+,β+〉 < 0.
Therefore, from items 1)-2)-3) above and from Theorems 4.4-4.6 we obtain the linear instability
property of the solitons profiles UZ,α+,β+ for every Z 6= 0.
7 Appendix
Next, for convenience of the reader and because of non-standard results used in the body of the
manuscript we formulate the following results of the extension theory (see [42]). The first one reads
as follows.
Theorem 7.1. (von-Neumann decomposition) Let A be a closed, symmetric operator, then
D(A∗) = D(A)⊕N−i ⊕N+i. (7.1)
with N±i = Ker(A∗ ∓ iI). Therefore, for u ∈ D(A∗) and u = x+ y + z ∈ D(A)⊕N−i ⊕N+i,
A∗u = Ax+ (−i)y + iz. (7.2)
Remark 7.2. The direct sum in (7.1) is not necessarily orthogonal.
Our second one result of the extension theory of symmetric operators give us a strategy for
estimating the Morse-index of the self-adjoint extensions.
Proposition 7.3. Let A be a densely defined lower semi-bounded symmetric operator (that is,
A ≥ mI) with finite deficiency indices n±(A) = k < ∞ in the Hilbert space H, and let A˜ be a
self-adjoint extension of A. Then the spectrum of A˜ in (−∞,m) is discrete and consists of at most
k eigenvalues counting multiplicities.
The following result was used in the proof of Lemma 6.4.
Proposition 7.4. It consider the closed symmetric operator densely defined on L2(G), (F0, D(F0)),
by (6.12)-(6.13). Then, the deficiency indices are n±(F0) = 1. Therefore, we have that all the self-
adjoint extensions of (F0, D(F0)) can be parametrized by Z ∈ R, namely, (LZ , D(LZ)), with the
action LZ ≡ F0 and u ∈ D(LZ) if and only if u ∈ C ∩DZ,δ (see (6.4)-(6.7)).
Proof. We show initially that the adjoint operator (F∗0 , D(F∗0 )) of (F0, D(F0)) is given by
F∗0 = F0, D(F∗0 ) = {u ∈ H2(G) : u ∈ C}. (7.3)
Indeed, formally for u, v ∈ H2(G) we have
〈F0v, u〉 = −
∑
e∈E−
v′e(0)ue(0) +
∑
e∈E−
ve(0)u
′
e(0) +
∑
e∈E+
v′e(0)ue(0)−
∑
e∈E+
ve(0)u
′
e(0)
+ 〈v,F0u〉.
(7.4)
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Denote by D∗0 = {u ∈ H2(G) : u ∈ C}. Then we will show D∗0 = D(F∗0 ). Indeed, we see initially
D∗0 ⊂ D(F∗0 ). So, for u ∈ D∗0 and v ∈ D(F0) follow from (7.4)
〈F0v, u〉 = u1,+(0+)[−
∑
e∈E−
v′e(0) +
∑
e∈E+
v′e(0)] + 〈v,F0u〉 = 〈v,F0u〉 (7.5)
then u ∈ D(F∗0 ) and F∗0u = F0u.
Let us show the inverse inclusion D∗0 ⊇ D(F∗0 ). Take u ∈ D(F∗0 ), then for any v ∈ D(F0) we
have from (7.4)
〈F0v, u〉 = −
∑
e∈E−
v′e(0)ue(0) +
∑
e∈E+
v′e(0)ue(0) + 〈v,F0u〉 = 〈v,F∗0u〉 = 〈v,F0u〉. (7.6)
Thus, we arrive for any v ∈ D(F0) at the equality∑
e∈E+
v′e(0)ue(0)−
∑
e∈E−
v′e(0)ue(0) = 0 (7.7)
Next, it consider v = (v1,−, v2,−, ..., vn,−, ...0, 0, ...0) ∈ D(F0) with v′3,−(0−) = · · · = v′n,−(0−) = 0
and v′1,−(0−) 6= 0. Then from (7.7) we obtain v′1,−(0−)[u1,−(0−)−u2,−(0−)] = 0 and so u1,−(0−) =
u2,−(0−). Repeating similar arguments for v being now v′4,−(0−) = · · · = v′n,−(0−) = 0 and
v′3,−(0−) 6= 0 we get u1,−(0−) = u2,−(0−) = u3,−(0−) and so on. Finally taking v such that
v′n,−(0−) = 0, we arrive at u1,−(0−) = u2,−(0−) = u3,−(0−) = · · · = un−1,−(0−), and consequently
u1,−(0−) = u2,−(0−) = u3,−(0−) = · · · = un,−(0−). Similarly, we see u1,+(0+) = u2,+(0+) =
u3,+(0+) = · · · = un,+(0+). Lastly, we see that u1,−(0−) = u1,+(0−). Thus, let v ∈ D(F0) such
that v′2,−(0−) = · · · = v′n,−(0−) = v′2,+(0+) = · · · = v′n,+(0+) = 0 and v′1,+(0+) 6= 0. Then from
(7.7) and from the relation v′1,+(0+)[u1,+(0+)− u1,−(0−)] = 0 follow that u ∈ D∗0. Therefore, (7.3)
holds.
From (7.3) we obtain that the deficiency indices for (F0, D(F0)) is n±(F0) = 1. Indeed,
Ker(F∗0 ± iI) = [Ψ±] with Ψ± = (Ψe,±)e∈E defined by
Ψe,± =

(
i
k± e
∓ik±x, ..., ik± e
∓ik±x
)
, x < 0, e ∈ E−(
i
k± e
±ik±x, ..., ik± e
±ik±x
)
, x > 0, e ∈ E+
(7.8)
k2± = ∓i, Im(k−) < 0 and Im(k+) > 0.
Next, let us show that the domain of any self-adjoint extension F̂ of the operator F0 in (6.12) and
domain (6.13) (and acting on complex-valued functions) is given by DZ,δ in (6.7). Indeed, we recall
that D(F̂) is a restriction of D(F∗0 ), so D(F̂) ⊂ C, moreover, due to von-Neumann decomposition
above and [4, Theorem A.1] follow
D(F̂) =
{
u ∈ H2(G) : u = u0 + cΨ− + ceiθΨ+ : u0 ∈ F0, c ∈ C, θ ∈ [0, 2pi)
}
,
Thus, it is easily seen that for u ∈ D(F̂), we have∑
e∈E+
u′e(0+)−
∑
e∈E−
u′e(0−) = 2cn(1− eiθ), u1,+(0+) = −c(ei
pi
4 − ei(θ−pi4 )). (7.9)
From the last equalities it follows that∑
e∈E+
u′e(0+)−
∑
e∈E−
u′e(0−) = Znu1,+(0+), where Z =
−2(1− eiθ)
ei
pi
4 − ei(θ−pi4 ) ∈ R ∪ {±∞}. (7.10)
This finishes the proof.
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The idea of the following results is to establish initially a representation formula for the unitary
group associated to the linear evolution equation{
ut = AZu, t ∈ R
u(0) = u0 ∈ D(AZ), (7.11)
where (AZ , D(AZ)) is determined in Proposition 2.3 (the case of two half-lines). After that we
establish the corresponding formula in the case of the operators (HZ , D(HZ)) determined in (6.2)
(the case of a balanced star graph). Thus, without loss of generality we assume α− = α+ = β− =
β+ = 1. Since AZ is a skew-self-adjoint operator, by Stone’s theorem, the solution u(t) = W (t)u0
is given by a unitary group {W (t)}t∈R on L2(G) with associated infinitesimal generator AZ . Thus,
for denoting W (t) = W−(t) ⊕W+(t) and w = (p, q) ∈ L2(G) = L2(−∞,+0) ⊕ L2(0,+∞) we can
see the action of W (t) on w as
W (t)w ≡ (W−(t)p,W+(t)q).
The purpose of the following results is to establish explicit formulas for every W±.
Lemma 7.5. Let q ∈ L2(0,+∞) and Reλ > 0. The non-homogeneous linear problem
Nv(x) = q(x), 0 5 x < +∞
v(0) = a0, v(x), v
′(x)→ 0 as x→ +∞.
(7.12)
with Nv(x) ≡ λv(x) + v′(x) + v′′′(x), it has the representation
v+(x) = a0e
γ1x +
∫ ∞
0
G+(x, ζ, λ)q(ζ)dζ, x = 0 (7.13)
where G+ = G+(x, ζ, λ) is the associated Green’s function for (7.12) and Reγ1 < 0.
Proof. Consideration is first directed to find the Green’s functionG+ associated to the non-homogeneous
linear problem (7.12), namely, with a0 = 0 and q ≡ 0. Indeed, let γ1, γ2, γ3 being the three roots of
the characteristic equation
λ+ γ + γ3 = 0, for Reλ > 0, (7.14)
ordered so that
Reγ1 < 0, Reγ2 > 0, Reγ3 > 0. (7.15)
As we know G+ is given as the unique solution of the problem
Ng(x, ζ) = δ(x− ζ), 0 < x, ζ < +∞,
for 0 < x < ζ we have g(0) = 0, and g(+∞) = g′(+∞) = 0,
g, dgdx are continuous at x = ζ;
d2g
dx2
∣∣∣
x=ζ+
− d2g
dx2
∣∣∣
x=ζ−
= 1.
(7.16)
Thus, since the equation Nv(x) = 0, for x > 0, has the following fundamental set of solutions
{eγ1x, eγ2x, eγ3x} we obtain that the conditions g(+∞) = g′(+∞) = 0 imply
g(x, ζ) = d(ζ)eγ1x, for ζ < x < +∞. (7.17)
Next, the condition g(0, ζ) = 0 implies
g(x, ζ) = a(ζ)(eγ2x − eγ3x) + b(ζ)(eγ1x − eγ2x), for 0 < x < ζ. (7.18)
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Then, from the conditions of continuity and jump for g we obtain after an application of Kramer’s
rule that
a(ζ) = −1∆(λ) (γ2 − γ1)e−γ3ζ , b(ζ) = −1∆(λ)
[
(γ2 − γ1)e−γ3ζ + (γ1 − γ3)e−γ2ζ
]
,
and, d(ζ) = −1∆(λ)
[
(γ2 − γ1)e−γ3ζ + (γ1 − γ3)e−γ2ζ + (γ3 − γ2)e−γ1ζ
]
,
(7.19)
where
∆(λ) = (γ1 − γ2)(γ1 − γ3)(γ2 − γ3).
Therefore, G+ is given explicitly by
G+(x, s, λ) =
1
∆(λ)
[
(γ3 − γ1)eγ1x−γ2ζ + (γ1 − γ2)eγ1x−γ3ζ
+Y (x, ζ)(γ2 − γ3)eγ1(x−ζ)
(1− Y (x, ζ))
(
(γ1 − γ3)eγ2(x−ζ) + (γ2 − γ1)eγ3(x−ζ)
)] (7.20)
and
Y (x, ζ) =

1 if 0 5 ζ 5 x,
0 otherwise.
(7.21)
Then, the solution for (7.12) is given immediately by the superposition principle as the formula in
(7.13).
Next, we find the part W− of W in (7.12).
Lemma 7.6. Let p ∈ L2(−∞, 0) and Reλ > 0. The non-homogeneous linear problem
Nv(x) = p(x), −∞ < x < 0
v(0−) = a1, v′(0−) = a2, v(x)→ 0 as x→ −∞.
(7.22)
with Nv(x) ≡ λv(x) + v′(x) + v′′′(x), it has the representation
v−(x) = α1eγ2x + α2eγ3x +
∫ 0
−∞
G−(x, ζ, λ)p(ζ)dζ, x 5 0 (7.23)
where G− = G−(x, ζ, λ) is the associated Green’s function for (7.22) and Reγ2 > 0, Reγ3 > 0. The
constants αi are chosen such that v−(0−) = a1 and v′−(0−) = a2
Proof. We start by finding the Green’s function G− associated to the non-homogeneous linear
problem (7.12), namely, with a1 = a2 = 0 and p ≡ 0. Indeed, let γ1, γ2, γ3 being the three roots
of the characteristic equation (7.14) such that Reγ1 < 0, Reγ2 > 0, Reγ3 > 0. As we know G− is
given as the unique solution of the problem
Ng(x, ζ) = δ(x− ζ), −∞ < x, ζ < 0,
for ζ < x < 0 we have g(0−) = g′(0−) = 0, and g(−∞) = 0,
g, dgdx are continuous at x = ζ;
d2g
dx2
∣∣∣
x=ζ+
− d2g
dx2
∣∣∣
x=ζ−
= 1.
(7.24)
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Thus, since the equation Nv(x) = 0, for x < 0, has the following fundamental set of solutions
{eγ1x, eγ2x, exγ3x} we obtain that condition g(+∞) = 0 implies
g(x, ζ) = r(ζ)eγ2x + s(ζ)eγ3x, for −∞ < x < ζ < 0. (7.25)
Next, the condition g(0−, ζ) = g′(0−, ζ) = 0 implies
g(x, ζ) = t(ζ)
(
(γ3 − γ2)eγ1x − (γ3 − γ1)eγ2x + (γ2 − γ1)eγ3x
)
, for ζ < x < 0. (7.26)
Then, from the conditions of continuity and jump for g we obtain
r(ζ) = 1∆(λ)
[
(γ3 − γ1)e−γ2ζ + (γ1 − γ3)e−γ1ζ
]
, t(ζ) = 1∆(λ)e
−γ1ζ ,
and, s(ζ) = 1∆(λ)
[
(γ1 − γ2)e−γ3ζ + (γ2 − γ1)e−γ1ζ
]
,
(7.27)
where ∆(λ) = (γ1 − γ2)(γ1 − γ3)(γ2 − γ3). Therefore, G− is given by
G−(x, s, λ) = 1∆(λ)
[
(γ1 − γ3)eγ2x−γ1ζ + (γ2 − γ1)eγ3x−γ1ζ
+Y−(x, ζ)(γ3 − γ2)eγ1(x−ζ)
(1− Y−(x, ζ))
(
(γ3 − γ1)eγ2(x−ζ) + (γ1 − γ2)eγ3(x−ζ)
)] (7.28)
and
Y−(x, ζ) =

1 if ζ 5 x 5 0,
0 otherwise.
(7.29)
Then, the solution for (7.22) is given via the superposition principle by the formula in (7.23).
Next, we determine the resolvent operator for the skew-self-adjoint operator (AZ , D(AZ)) in
(2.9).
Proposition 7.7. Let λ ∈ C such that Reλ > 0, α− = α+ = β− = β+ = 1 and Z ∈ R. Then the
resolvent operator for AZ , R(λ;AZ) = (λI − AZ)−1 : L2(G) → D(AZ) has the representation for
ω = (p, q) ∈ L2(−∞, 0)⊕ L2(0,+∞) as
R(λ;AZ)ω = (R−(λ;AZ)p,R+(λ;AZ)q) = (v−, v+)
with v± defined by (7.13) and (7.23), respectively. The constants a0, α1, α2 in (7.13)-(7.23) are
uniquely determined by the condition (v−, v+) ∈ D(AZ).
Proof. Let ω = (p, q) ∈ L2(−∞, 0) ⊕ L2(0,+∞) and v = (v−, v+) = R(λ;AZ)ω. Then we obtain
that v−, v+ satisfy the system
λv−(x) + v′−(x) + v′′′−(x) = p(x), −∞ < x < 0
λv+(x) + v
′
+(x) + v
′′′
+(x) = q(x), 0 < x < +∞
v−(0−) = v+(0+), v′+(0+)− v′−(0−) = Zv−(0−)
v′′+(0+)− v′′−(0−) = Z
2
2 v−(0−) + Zv−(0−),
(7.30)
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and therefore v+, v− are defined by the formulas in (7.13) and (7.23), respectively. The constants
a0, α1, α2 in (7.13)-(7.23) are the unique solution for the system
A
 a0α1
α2
 =

0
− ddx
∫∞
0 G+(x, ζ, λ)q(ζ)dζ
∣∣∣
x=0+
− d2
dx2
∫ 0
−∞G−(x, ζ, λ)p(ζ)dζ
∣∣∣
x=0−
− d2
dx2
∫∞
0 G+(x, ζ, λ)q(ζ)dζ
∣∣∣
x=0+
 (7.31)
with
A =
 1 −1 −1γ1 −(γ2 + Z) −(γ3 + Z)
γ21 −(γ22 + Z
2
2 + Zγ2) −(γ23 + Z
2
2 + Zγ3)
 . (7.32)
We note that det(A) = (γ3 − γ2)
[
Z2
2 + Z(γ2 + γ3 − γ1) + (γ1 − γ2)(γ1 − γ3)
]
6= 0 for all Z ∈ R,
because of the Girard’s relations
γ1 + γ2 + γ3 = 0, γ1γ2 + γ1γ2 + γ2γ3 = 1, γ1γ2γ3 = −λ, (7.33)
imply that the second-degree polynomial equation Z
2
2 + Z(γ2 + γ3 − γ1) + (γ1 − γ2)(γ1 − γ3) = 0
does not have real roots. This finishes the proof.
Proposition 7.8. The unitary group {W (t)}t∈R associated to equation (7.11) can be written for
ω = (p, q) ∈ L2(−∞, 0)⊕ L2(0,+∞) as W (t)w ≡ (W−(t)p,W+(t)q), with
W−(t)p(x) = 12pii
∫ r+i∞
r−i∞ e
λtR−(λ;AZ)p(x)dλ, x 5 0,
W+(t)q(x) =
1
2pii
∫ r+i∞
r−i∞ e
λtR+(λ;AZ)q(x)dλ, x = 0,
(7.34)
with
R−(λ;AZ)p(x) = α1eγ2x + α2eγ3x +
∫ 0
−∞G−(x, ζ, λ)p(ζ)dζ, x 5 0,
R+(λ;AZ)q(x) = α3e
γ1x +
∫ +∞
0 G+(x, ζ, λ)q(ζ)dζ, x = 0,
(7.35)
where G±(x, ζ, λ) are the associated Green’s functions for (7.12) and (7.22), respectively, and
α1, α2, α3 ∈ R are uniquely determined by the condition (R−(λ;AZ)p,R+(λ;AZ)q) ∈ D(AZ).
Proof. Using the Laplace transform and Proposition 7.7, it follows from semi-group theory that for
ω = (p, q) ∈ L2(−∞, 0)⊕ L2(0,+∞)
W (t)w(x) = 12pii
∫ r+i∞
r−i∞ e
λtR(λ;AZ)w(x)dλ
= 12pii
( ∫ r+i∞
r−i∞ e
λtR−(λ;AZ)p(x)dλ,
∫ r+i∞
r−i∞ e
λtR+(λ;AZ)q(x)dλ
)
.
(7.36)
This finishes the proof.
Remark 7.9. We note by using Girard’s relations that the three roots of the equation λ−γ+γ3 = 0
for Re λ > 0 also can be ordered as in (7.15). Thus Proposition 7.8 is also valid on the case
α− = α+ = 1 and β− = β+ = −1.
The next basic result about the invariance of the subspace D(HZ) ∩ C (defined in Section 6,
(6.2)-(6.4)) by the unitary group generated by HZ was used in the proof of the instability Theorem
6.1 in the case of a balanced star graph. We note that in the case of two half-lines, this invariance
property for the domain D(AZ) in (2.9) is obvious, but for general star graphs is not immediate.
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Proposition 7.10. Consider the skew-self-adjoint operator (HZ , D(HZ)) in (6.2) on a star graph
G with a structure E ≡ E− ∪ E+ where |E+| = |E−| = n, n = 2. Let {W (t)}t∈R be the unitary
group associated to HZ . Then, for C defined by
C = {(ue)e∈E ∈ L2(G) : u1,−(0−) = ... = un,−(0−) = u1,+(0+) = ... = un,+(0+)}, (7.37)
we have that D(HZ) ∩ C is invariant by the group W (t).
Proof. From Proposition 7.8, for (ue)e∈E = (u1,−, ..., un,−, u1,+, ..., un,+) ∈ L2(G) we define
Wj,−(t)uj,−(x) = 12pii
∫ r+i∞
r−i∞ e
λtR−(λ;HZ)uj,−(x)dλ, x 5 0, 1 5 j 5 n,
Wj,+(t)uj,+(x) =
1
2pii
∫ r+i∞
r−i∞ e
λtR+(λ;HZ)uj,+((x)dλ, x = 0, 1 5 j 5 n,
(7.38)
with R±(λ;HZ)-components given by (7.35). Thus, we can write
W (t) =
n⊕
j=1
Wj,− ⊕
n⊕
j=1
Wj,+.
Now, for u = (ue)e∈E ∈ D(HZ) is obvious by definition of Wj,± that W (t)u ∈ D(HZ) (see Propo-
sition 7.7). Moreover, for all j,
Wj,−(t)uj,−(0−) = Wj,+(t)uj,+(0+), for all j ∈ {1, 2, · · ·, n}.
Thus, for u = (ue)e∈E ∈ D(HZ) ∩ C follows immediate from (7.38) that W (t)u ∈ C. This finishes
the proof.
Remark 7.11. From Remark 7.9 follows immediately that Proposition 7.10 is also true for (αe)e∈E =
(1)e∈E and (βe)e∈E = (−1)e∈E.
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