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1. Introduction
Recent developments in string theory have shown that the N = 2 critical string provides a
consistent quantum theory of self-dual gravity in four dimensions 1, 2, and furthermore the
infinite spectrum of particles which appears in other string theories turns out to be a finite
spectrum for N = 2 critical strings. The interest in N = 2 superstring theory is also motivated
by the conjecture of Atiyah and Ward 3, that all the bosonic integrable systems in lower
dimensions can be generated by self-dual Yang-Mills theory in four dimensional space-time
with signature (2, 2). This leads to the suggestion that the N = 2 critical string should give us
insight in integrable systems. Furthermore, the N = 2 superstring seems to be closely related
to the theory of two dimensional black holes4. A treatment of canonical quantum supergravity
in three dimensions and the special roˆle of the N = 2 superstring can be found, for instance,
in ref. 5.
It is not only the importance of N = 2 critical superstring theory that makes N = 2
superconformal theories particularly interesting; there are also applications in two dimen-
sional critical phenomena. Starting with the paper of Belavin, Polyakov and Zamolodchikov6,
many statistical models at their critical points have been identified as conformally invariant
theories7−9. Furthermore, Friedan, Qiu and Shenker were able to identify the tricritical Ising
modela as a N = 1 superconformal model11. This raised the interesting question if N = 2
superconformal theories could be found to describe some statistical models at their critical
points, and indeed it was shown in ref. 12 that under certain circumstances O(2) Gaussian
models are N = 2 superconformally invariant.
The physically important representations of the N = 2 superconformal algebra are the
irreducible highest weight representations. In order to understand their structure, it is helpful
to find explicit expressions for the singular vectors appearing in the Verma modules. Further-
more, since these singular vectors decouple from the theory, they imply differential equations
for the correlation functions. For the Virasoro algebra explicit formulae for some singular vec-
tors were first given by Benoit and Saint-Aubin13 and later for all singular vectors by Bauer
et al. 14, 15 and by Kent16. There are basically three different methods known: the “fusion
method” used by Bauer et al.14, 15, the “analytic continuation method” developed by Malikov,
Feigin and Fuchs for Kac-Moody algebras17 and extended by Kent to the Virasoro algebra16
and the method of Ganchev and Petkova which uses the Knizhnik-Zamolodchikov equation to
transform a Kac-Moody singular vector into a Virasoro one18. The fusion method has been
used for various other chiral algebras as well: for the N = 1 Neveu-Schwarz algebra by Benoit
and Saint-Aubin19 and Huang et al. 20, for the N = 1 Ramond algebra by Watts21, for the
W3 algebra by Bowcock and Watts
22, for the affine algebra A
(1)
1 by Bauer and Sochen
23 and
for the WBC2 algebra by Bajnok
24. Recently the analytic continuation method was used by
Bajnok25 to find WA2 singular vectors.
We shall show in this paper that the fusion method can be used successfully in the N = 2
case. In section 2 we will introduce the notation and derive the N = 2 descent equations,
arising from the operator product expansion of N = 2 superconformal fields. In the first part
aExperimentally realised in a 4He monolayer absorbed on Kr-plated graphite10.
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of section 3 we use heuristic arguments to derive a set of recursion formulae which allow us to
compute singular vectors at high levels using known singular vectors at lower levels. A rigorous
proof for these recursion formulae is given in the second part of section 3. In the fourth section
we use the recursion formulae to find explicit expressions for all charged singular vectors and
for a class of uncharged singular vectors which are the analogues of the Benoit and Saint-Aubin
singular vectors in the Virasoro case. Finally we investigate the dependence of the recursion
on the position of the fusion point.
2. N = 2 Superconformal Theories
2.1. Notation
The algebra of chiral superconformal transformations in N = 2 superconformal space 26 is
generated by the super stress-energy tensor T (Z1), where Z1 denotes a superpoint (z1, θ1,1, θ1,2).
Superconformal invariance of the theory determines the operator product expansion (OPE) or
short distance expansion of T (Z) with itself:
T (Z1) T (Z2) = − c
12Z212
+
(
−θ12,1θ12,2
Z212
+
1
2
θ12,2D2,1 − θ12,1D2,2
Z12
− θ12,1θ12,2
Z12
∂z2
)
T (Z2),
(2.1)
where we have used θ12,i = θ1,i− θ2,i and Z12 = z1− z2− θ1,iθ2,i as superintegrals of unity and
Di,j =
∂
∂θi,j
+ θi,j
∂
∂z
as superderivatives. If we do not need to label the superpoint, we shall
just write θi and Di.
Expanding T (Z) in its modes allows us to find the symmetry algebra generatorsb:
T (Z1) = −θ12,1θ12,2
∑
m∈Z
Z−m−212 Lm(Z2)−
1
2
∑
r∈Z+ 1
2
Z
−r− 3
2
12 θ12,2G
1
r(Z2)
+
1
2
∑
r∈Z+ 1
2
Z
−r− 3
2
12 θ12,1G
2
r(Z2)−
1
2
i
∑
m∈Z
TmZ
−m−1
12 (Z2) (2.2)
Lm(Z2) =
∮
dZ1
2pii
Zm+112 T (Z1)
Gir(Z2) = 2
∮
dZ1
2pii
θ12,iZ
r+ 1
2
12 T (Z1) (2.3)
Tm(Z2) = −2i
∮
dZ1
2pii
θ12,1θ12,2Z
m
12T (Z1).
If we use complex co-ordinates for the odd generators
θ± =
1√
2
(θ1 ± iθ2) (2.4)
bWe put Z2 = 0 to obtain the field-state correspondence at the origin and we use Lm for Lm(0) etc.
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G± =
1√
2
(G1 ± iG2) (2.5)
D± =
1√
2
(D1 ± iD2) = ∂
∂θ∓
+ θ±
∂
∂z
, (2.6)
we find for the symmetry algebra A a decomposition in two odd fields, the Virasoro algebra
and a U(1) Kac-Moody algebra with the commutation relations:
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m) δm+n,0
[Lm, G
±
r ] = (
1
2
m− r)G±m+r
[Lm, Tn] = −nTm+n
[Tm, Tn] =
1
3
cmδm+n,0 (2.7)
[Tm, G
±
r ] = ±G±m+r
{G+r , G−s } = 2Lr+s + (r − s)Tr+s +
c
3
(r2 − 1
4
)δr+s,0
{G+r , G+s } = {G−r , G−s } = 0, m, n ∈ Z; r, s ∈ Z+
1
2
.
The primary fields Φ(Z) in the theory are those transforming homogeneously under supercon-
formal transformations. This leads to a short distance expansion of T (Z) and Φ(Z) of the
form:
T (Z1)Φ(Z2) = −hθ12,1θ12,2
Z212
Φ(Z2) +
1
2
θ12,2D2,1 − θ12,1D2,2
Z12
Φ(Z2)
−θ12,1θ12,2
Z12
∂z2Φ(Z2)−
q
2Z12
iΦ(Z2). (2.8)
We call h the conformal weight of Φ and q its conformal charge, corresponding to the scaling
dimensions of L0 and T0 transformations respectively. Using contour integral methods we
obtain the infinitesimal transformations for all generators:
[Lm,Φ(Z)] =
{
h(m+ 1)zm +
1
2
(m+ 1)zm(θ+D− + θ−D+) + zm+1∂z
+
q
2
θ+θ−zm−1m(m+ 1)
}
Φ(Z)
[G±r ,Φ(Z)] =
{
2h(r +
1
2
)θ±zr−
1
2 − zr+ 12D± ± θ+θ−(r + 1
2
)zr−
1
2D±
+2θ±zr+
1
2 ∂z ± qθ±zr−
1
2 (r +
1
2
)
}
Φ(Z)
[Tm,Φ(Z)] =
{
2hθ+θ−mzm−1 + zm(θ−D+ − θ+D−) + 2θ+θ−zm∂z
+qzm
}
Φ(Z). (2.9)
We should note at this stage that the N = 2 superconformal algebra we consider is known
as the N = 2 Neveu-Schwarz or antiperiodic algebra. In ref. 27 it has been shown that it
is isomorphic to the N = 2 Ramond or periodic algebra which makes a separate discussion
Matthias Do¨rrzapf: Singular Vectors of the N = 2 Superconformal Algebra 4
redundant. The N = 2 twisted algebra does not fit in this framework since the corresponding
fields are not N = 2 superconformal in our sense, however a discussion of its singular vectors
was given by Semikhatov28. A definition of N = 2 superconformal theories can be found for
instance in refs. 29, 30.
A can be decomposed in the usual way: A = A− ⊕ H ⊕ A+, where H = span{L0, T0} is
the Cartan subalgebra, andc A± = span{L±n, T±n, G+±r, G−±r : n ∈ N, r ∈ N0 + 12}. A highest
weight vector |h, q〉 is a simultaneous eigenvector of H with L0 and T0 eigenvalues h and
q respectively, and A+ |h, q〉 = 0. It is easy to see that a primary field Φh,q generates a
highest weight vector |h, q〉 on the vacuum: |h, q〉 = Φh,q(0) |0〉. If U(A) denotes the universal
enveloping algebra of A then the Verma module Vh,q is defined as Vh,q = U(A)⊗H⊕A+ |h, q〉.
This is the representation of A with the basis{
L−iI . . . L−i1G
+
−j+
J+
. . . G+
−j+
1
G−
−j−
J−
. . . G−
−j−
1
T−kK . . . T−k1 |h, q〉 ;
iI ≥ . . . ≥ i1 ≥ 1, j+J+ > . . . > j+1 ≥
1
2
, j−
J−
> . . . > j−1 ≥
1
2
, kK ≥ . . . ≥ k1 ≥ 1
}
.
Vectors in a Verma module which are not multiples of the highest weight vector but satisfy the
highest weight vector conditions are called singular vectors, i.e. Ψ
h˜,q˜
∈ Vh,q is called singular
if L0Ψh˜,q˜ = h˜Ψh˜,q˜, T0Ψh˜,q˜ = q˜Ψh˜,q˜ and A+Ψh˜,q˜ = 0.
2.2. Commutation of fields and algebra elements
In this subsection we shall define a representation of the N = 2 algebra which allows us to
interchange fields and algebra elements:
Φh,q(Z)X = σ(X)Φh,q(Z) , X ∈ A.
Using the equations (2.9) we find:
σ(Lm) = Lm − h(m+ 1)zm − zm+1∂z − 1
2
(m+ 1)zm(θ+D− + θ−D+)
−q
2
m(m+ 1)θ+θ−zm−1
σ(G±r ) = G
±
r − 2h(r +
1
2
)θ±zr−
1
2 ∓ (r + 1
2
)θ+θ−zr−
1
2D± (2.10)
+zr+
1
2D± − 2θ±zr+ 12 ∂z ∓ q(r + 1
2
)zr−
1
2 θ±
σ(Tm) = Tm − 2hmθ+θ−zm−1 − zm(θ−D+ − θ+D−)− 2θ+θ−zm∂z − qzm.
Trivially, this defines a representation on primary fields. However, it can be shown by
direct computation that it defines a representation in general.
It is convenient to choose a basis lm, g
i
r and tm for the algebra A such that σ does not
involve any derivatives on the basis. In the manner of Friedan et al. 11 we find that σ terms
cWe write N for {1, 2, 3, . . .} and N0 for {0, 1, 2, . . .}.
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involving derivatives arise from singular contributions to the OPE. The only singular terms
we should allow are of the form
θ12,1θ12,2
Z12
. A possible choice is:
lm(Z3) =
∮
C
dZ1
2pii
Zm12Z13T (Z1)
gir(Z3) = 2
∮
C
dZ1
2pii
Z
r− 1
2
12 Z13T (Z1) (2.11)
tm(Z3) = −2i
∮
C
dZ1
2pii
Zm−112 Z13T (Z1),
where C is a super contour about the super points Z2 and Z3, and we shall set Z3 = 0.
For m ∈ N and r ∈ N0 + 12 we shall used:
lm = Lm − zLm−1 + 12(θ−G+m− 1
2
+ θ+G−
m− 1
2
) σ(lm) = lm − hzm
g±r = G
±
r − zG±r−1 ∓ θ±Tr− 1
2
σ(g±r ) = g
±
r − 2hθ±zr−
1
2
tm = Tm − zTm−1 σ(tm) = tm − 2hθ+θ−zm−1,
(2.12)
whilst for −m ∈ N and −r ∈ N0 + 12 we use:
lm = −Lm + 1zLm+1 + 12z (θ−G+m+ 1
2
+ θ+G−
m+ 1
2
) σ(lm) = lm − hzm
g±r = −G±r + 1zG±r+1 ∓ 1zθ±Tr+ 1
2
σ(g±r ) = g
±
r − 2hθ±zr−
1
2
tm = −Tm + 1zTm+1 σ(tm) = tm − 2hθ+θ−zm−1,
(2.13)
and finally we have to add L0 and T0 to obtain a basis.
2.3. N = 2 descent equations
Given an OPE of two primary fields we can derive necessary conditions for the action of the
algebra on the expansion coefficients in the spirit of Belavin, Polyakov and Zamolodchikov6
who derived the so called descent equations for the Virasoro case. We start from the most
general expression for the OPE multiplied by the vacuum |0〉
Φh1,q1(Z) Φh2,q2(0) |0〉 =
∑
j∈J
C
j
12z
hj−h1−h2 |ψj(Z)〉
+θ+
∑
j∈J
C
j−
12 z
hj−h1−h2−
1
2
∣∣∣ψ−j (Z)〉
+θ−
∑
j∈J
C
j+
12 z
hj−h1−h2−
1
2
∣∣∣ψ+j (Z)〉
+θ+θ−
∑
j∈J
C
j
12z
hj−h1−h2−1
∣∣∣ψj(Z)〉 , (2.14)
dIt is worth remarking that the G’s and θ’s anticommute.
Matthias Do¨rrzapf: Singular Vectors of the N = 2 Superconformal Algebra 6
where j runs through all the conformal families.
The conformal families |ψj(Z)〉,
∣∣∣ψ−j (Z)〉, ∣∣∣ψ+j (Z)〉 and ∣∣∣ψj(Z)〉 can be written as power
series in z
|ψj(Z)〉 =
∑
n∈N0
zn |hj + n, qj〉+ θ+
∑
r∈N0+
1
2
zr−
1
2 |hj + r, qj − 1〉 (2.15)
+θ−
∑
r∈N0+
1
2
zr−
1
2 |hj + r, qj + 1〉+ θ+θ−
∑
n∈N0
zn−1|hj + n, qj〉,
where |hj , qj〉 denotes the highest weight vector and |hj + n, qj(±1)〉 its descendants; similarly
for
∣∣∣ψ−j (Z)〉, ∣∣∣ψ+j (Z)〉 and ∣∣∣ψj(Z)〉.
We apply the basis elements of A to equation (2.14), use the commutation relations (2.9)
and take in account that Φh2,q2(0) |0〉 is a highest weight state. After performing the differenti-
ations and comparing the coefficients we find necessary conditions for the expansion coefficients
in (2.15). We notice that the coefficients Cj−12 , C
j+
12 and C
j
12 have to vanish necessarily, whilst
the Cj12 can be non trivial if qj = q1 + q2. In this case we find the descent equations to be:
Lm |hj + n+m, qj〉 = (mh1 + hj − h2 + n) |hj + n, qj〉
Lm |hj + r +m, qj ± 1〉 = (h1m+ hj − h2 + m2 + r) |hj + r, qj ± 1〉
Lm |hj + n+m, qj〉 = (h1m+ hj − h2 +m+ n)|hj + n, qj〉
+ q12 m(m+ 1) |hj + n, qj〉
G+s |hj + r + s, qj〉 = − |hj + r, qj + 1〉
G+s |hj + n+ s, qj − 1〉 = −(2h1s+ hj − h2 + n+ q1(s+ 12)) |hj + n, qj〉
−|hj + n, qj〉
G+s |hj + n+ s, qj + 1〉 = 0
G+s |hj + r + s, qj〉 = (2h1s+ hj − h2 + r + s+ q1(s+ 12)) |hj + r, qj + 1〉
G−s |hj + r + s, qj〉 = − |hj + r, qj − 1〉
G−s |hj + n+ s, qj − 1〉 = 0
G−s |hj + n+ s, qj + 1〉 = −(2h1s+ hj − h2 + n− q1(s+ 12) |hj + n, qj〉
+|hj + n, qj〉
G−s |hj + r + s, qj〉 = −(2h1s+ hj − h2 + r + s− q1(s+ 12)) |hj + r, qj − 1〉
Tm |hj + n+m, qj〉 = q1 |hj + n, qj〉
Tm |hj + r +m, qj ± 1〉 = (±1 + q1) |hj + r, qj ± 1〉
Tm |hj + n+m, qj〉 = 2h1m |hj + n, qj〉+ q1|hj + n, qj〉
L0 |hj + n, qj〉 = (hj + n) |hj + n, qj〉
L0 |hj + r, qj ± 1〉 = (hj + r) |hj + r, qj ± 1〉
L0 |hj + n, qj〉 = (hj + n)|hj + n, qj〉
T0 |hj + n, qj〉 = qj |hj + n, qj〉
T0 |hj + r, qj ± 1〉 = (qj ± 1) |hj + r, qj ± 1〉
T0 |hj + n, qj〉 = qj|hj + n, qj〉 ,
(2.16)
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where we have put qj = q1 + q2 and m ∈ N, n ∈ N0, r, s ∈ N0 + 12 .
In theory, we only have to solve this system of infinitely many equations for infinitely many
unknowns to find out which conformal families contribute to the right hand side of equation
(2.14) and this would determine the OPE completely. However, this seems impractical and we
have to rely on other methods to determine the fusion rules29−31.
2.4. The N = 2 determinant formula
The determinant formula for the N = 2 superconformal (antiperiodic) algebra was first given
by Boucher, Friedan and Kent32. If we use the parametrisation:
c = 3− 3t
hr,s =
r2 − 1
8
t− rs
4
+
s2 − 1
8t
− 4q
2 − 1
8t
(2.17)
hk = kq +
1
2
t(k2 − 1
4
),
where r is chosen to be ∈ Z, s ∈ 2Z and k ∈ Z + 12 , then the determinant formula can be
written as
det(Mn,m(c, h, q)) ∝
∏
1≤rs≤2n
r∈N , s∈2N
(h− hr,s)p(n−
rs
2
,m)
∏
k∈Z+ 1
2
(h− hk)p˜(n−|k|,m−sgn(k),k), (2.18)
where p(n − rs2 ,m) and p˜(n − |k|,m − sgn(k), k) are the corresponding partition functions.
This makes it apparent that for every t and q, every positive integer r and every positive even
s the Verma module Vc(t),hr,s(t,q),q has an uncharged singular vector at level rs2 . Similarly the
Verma module Vc(t),hk(t,q),q has a singular vector at level |k| with charge sgn(k). By direct
computation we can find for example the singular vector of the Verma module Vc(t),h1,2(t,q),q:
Ψ1,2 =
(
tL−1 +
t
q − 1G
+
− 1
2
G−
− 1
2
+ (q + 1)T−1
)
|h1,2, q〉 . (2.19)
We will use this singular vector in section 4 to compute singular vectors at higher levels
recursively.
3. Recursion formulae for singular vectors
3.1. Recursion formulae
The following arguments should be understood on a heuristic level only, in order to derive
the recursion formulae. In the next section we will prove these recursion formulae rigorously
without using any of the heuristic arguments.
Let us consider a three point function of primary fields
〈hj , qj |Φh1,q1(Z)Φh2,q2(0) |0〉 , (3.1)
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where |hj , qj〉 is a highest weight vector generated by a primary field Φhj ,qj . (3.1) will only
be non trivial if and only if the descent equations (2.16) allow a non trivial contribution of
the highest weight state |hj , qj〉 to the right hand side of the OPE (2.14). In this case we say
we have an allowed (even) fusion of Φh1,q1 and Φh2,q2 to Φhj ,qj . The information which three
point functions are non trivial is therefore summarised in so called fusion rules. For the N = 2
case a discussion of theme can be found in refs. 31, 29, 30. Let us furthermore assume (3.1) is
non trivial which means we pick an allowed fusion and suppose we know a singular vector in
the Verma module with highest weight state Φh2,q2(0) |0〉, Ψ say, at level N :
Ψ = NΦh2,q2(0) |0〉 , (3.2)
where N is a linear combination of algebra generators ∈ A−.
Since the singular vectors decouple, the function 〈hj , qj|Φh1,q1(Z)NΦh2,q2(0) |0〉 has to
vanish identicallyf . We use at this stage the representation σ defined in section 2.2. in order
to commute N and Φh1,q1(Z):
0 = 〈hj , qj|Φh1,q1(Z)NΦh2,q2(0) |0〉 = 〈hj , qj |σ(N )Φh1,q1(Z)Φh2,q2(0) |0〉 . (3.3)
We write N in the basis (2.13) before applying σ to it. This avoids any derivativesg in σ(N ).
Let Πj be the projection operator onto the conformal family generated by the primary field
Φhj ,qj . Then define the following OPEs:
F(Z) = Πj(Φh1,q1(Z)Φh2,q2(0) |0〉) =
∑
n≥0
zhj−h1−h2+nfn + θ
+
∑
r∈N0+
1
2
zhj−h1−h2+r−
1
2 f−r
+θ−
∑
r∈N0+
1
2
zhj−h1−h2+r−
1
2 f+r + θ
+θ−
∑
n≥0
zhj−h1−h2+n−1fn (3.4)
J (Z) = σ(N )F(Z) =
∑
n≥0
zhj−h1−h2+n−Njn + θ
+
∑
r∈N0+
1
2
zhj−h1−h2+r−
1
2
−Nj−r
+θ−
∑
r∈N0+
1
2
zhj−h1−h2+r−
1
2
−N j+r + θ
+θ−
∑
n≥0
zhj−h1−h2+n−1−Njn (3.5)
Since we are considering an allowed fusion, F(Z) is non trivial. However, according to (3.3)
we expect J (Z) to decouple. This means that it lies completely in the submodule which we
have to quotient out of the Verma module Vhj ,qj in order to get the corresponding irreducible
representation. The expansion coefficients of J (Z) must lie in the submodule generated by
a singular vector. Hence, at the level where we expect the first singular vector in Vhj ,qj the
coefficients of J (Z) have to vanish or give us an expression for the singular vector. In the
eAs far as we know, the descent equations decouple for even and odd contributions and we can
consider “even” and “odd” fusion separately. We will not need to use odd fusion and we write fusion
for even fusion below.
fRecall that Ψ is one representative of the zero vector in the irreducible representation with highest
weight state |h2, q2〉 .
gHowever, we have to deal with the superderivatives now on an algebraic level in form of the descent
equations.
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following we derive recursion formulae for the coefficients of F(Z) in order to set consistently
the coefficients of J (Z) equal to 0. We will see that in certain cases this recursion procedure
breaks down at the level where we expect the first singular vector in Vhj ,qj and the information
achieved from the recursion for F(Z) will allow us to compute the coefficients of J (Z) for this
level and hence the singular vector.
We write σ(N ) again in the standard basis:
σ(N ) =
N∑
k=0
z−N+kSk
+
N−1∑
i=0
N∑
k=0
z−N+k−i−1(p1,ik L1 + p
2,i
k G
+
1
2
G−1
2
+ p3
−,i
k− 1
2
G+1
2
+ p4
+,i
k− 1
2
G−1
2
)Li1
+θ+
N− 1
2∑
j= 1
2
z−N+j−
1
2S−j
+θ+
N−1∑
i=0
N+ 1
2∑
j= 1
2
z−N+j−i−
3
2 (p−,1
−,i
j L1 + p
−,2−,i
j G
+
1
2
G−1
2
+ p−,3
−−,i
j− 1
2
G+1
2
+ p−,4,i
j− 1
2
G−1
2
)Li1
+θ−
N− 1
2∑
j= 1
2
z−N+j−
1
2S+j
+θ−
N−1∑
i=0
N+ 1
2∑
j= 1
2
z−N+j−i−
3
2 (p+,1
+,i
j L1 + p
+,2+,i
j G
+
1
2
G−1
2
+ p+,3,i
j− 1
2
G+1
2
+ p+,4
++,i
j− 1
2
G−1
2
)Li1
+θ+θ−
N∑
k=0
z−N+k−1Sk
+θ+θ−
N−1∑
i=0
N∑
k=0
z−N+k−i−2(p1,ik L1 + p
2,i
k G
+
1
2
G−1
2
+ p3
−,i
k− 1
2
G+1
2
+ p4
+,i
k− 1
2
G−1
2
)Li1,
(3.6)
where the coefficientsh Sk, S
−
j , S
+
j , Sk and pk, p
−
j , p
+
j , pk only contain algebra elements in
A−⊕H. This allows us to write the coefficients jn, j+r , j−r and jn of J (Z) in terms of fn, f+r , f−r
and fn using equations (3.4,3.5,3.6).
jn =
n∑
m=0
Smfn−m +
N−1∑
i=0
n∑
m=0
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1fn−m+i+1
jn =
n∑
m=0
Smfn−m +
N−1∑
i=0
n∑
m=0
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1fn−m+i+1
+
n∑
m=0
Smfn−m +
N−1∑
i=0
n∑
m=0
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1fn−m+i+1
hThe index coincides with the level of the coefficient.
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−
n− 1
2∑
j= 1
2
S−j f
+
n−j −
N−1∑
i=0
n+ 1
2∑
j= 1
2
(p−,1
−,i
j L1 + p
−,2−,i
j G
+
1
2
G−1
2
+ p−,3
−−,i
j− 1
2
G+1
2
+ p−,4,i
j− 1
2
G−1
2
)Li1f
+
n−j+i+1
+
n− 1
2∑
j= 1
2
S+j f
−
n−j +
N−1∑
i=0
n+ 1
2∑
j= 1
2
(p+,1
+,i
j L1 + p
+,2+,i
j G
+
1
2
G−1
2
+ p+,3,i
j− 1
2
G+1
2
+ p+,4
++,i
j− 1
2
G−1
2
)Li1f
−
n−j+i+1
j−r =
r− 1
2∑
m=0
Smf
−
r−m +
N−1∑
i=0
r+ 1
2∑
m=0
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1f
−
r−m+i+1
+
r∑
j= 1
2
S−j fr−j +
N−1∑
i=0
r∑
j= 1
2
(p−,1
−,i
j L1 + p
−,2−,i
j G
+
1
2
G−1
2
+ p−,3
−−,i
j− 1
2
G+1
2
+ p−,4,i
j− 1
2
G−1
2
)Li1fr−j+i+1
j+r =
r− 1
2∑
m=0
Smf
+
r−m +
N−1∑
i=0
r+ 1
2∑
m=0
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1f
+
r−m+i+1
+
r∑
j= 1
2
S+j fr−j +
N−1∑
i=0
r∑
j= 1
2
(p+,1
+,i
j L1 + p
+,2+,i
j G
+
1
2
G−1
2
+ p+,3,i
j− 1
2
G+1
2
+ p+,4
++,i
j− 1
2
G−1
2
)Li1fr−j+i+1
(3.7)
We can use the descent equations (2.16) to evaluate the action of L1, G
+
1
2
and G−1
2
on fn, f
+
r , f
−
r
and fn:
i
Li+11 fm =
i∏
j=0
(h1 + L0 − h2 + j)fm−i−1
Li+11 f
±
r =
i∏
j=0
(h1 + L0 − h2 + j + 1
2
)f±r−i−1
Li+11 fm =
i∏
j=0
(h1 + L0 − h2 + j + 1)fm−i−1
+q1
i∑
l=0
i∏
j1=l+1
(h1 + L0 − h2 + j1 + 1)
l−1∏
j2=0
(h1 + L0 − h2 + j2)fm−i−1
G+1
2
Li1fm = −
i−1∏
j=0
(h1 + L0 − h2 + j + 1
2
)f+
m−i− 1
2
G+1
2
Li1f
+
r = 0
G+1
2
Li1f
−
r = −
i−1∏
j=0
(h1 + L0 − h2 + j + 1)
(
(h1 + L0 − h2 + q1)fr−i− 1
2
+ f r−i− 1
2
)
iWe define the empty product
∏n
i=m . . . for m > n to be 1, and the empty sum
∑n
i=m . . . for m > n
to vanish.
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G+1
2
Li1fm =
(i−1∏
j=0
(h1 + L0 − h2 + j + 3
2
)(h1 + L0 − h2 + 1
2
+ q1)
−q1
i−1∑
l=0
i−1∏
j1=l+1
(h1 + L0 − h2 + j1 + 3
2
)
l−1∏
j2=0
(h1 + L0 − h2 + j2 + 1
2
)
)
f+
m−i− 1
2
G−1
2
Li1fm = −
i−1∏
j=0
(h1 + L0 − h2 + j + 1
2
)f−
m−i− 1
2
G−1
2
Li1f
+
r = −
i−1∏
j=0
(h1 + L0 − h2 + j + 1)
(
(h1 + L0 − h2 − q1)fr−i− 1
2
− f r−i− 1
2
)
G−1
2
Li1f
−
r = 0
G−1
2
Li1fm = −
(i−1∏
j=0
(h1 + L0 − h2 + j + 3
2
)(h1 + L0 − h2 + 1
2
− q1)
+q1
i−1∑
l=0
i−1∏
j1=l+1
(h1 + L0 − h2 + j1 + 3
2
)
l−1∏
j2=0
(h1 + L0 − h2 + j2 + 1
2
)
)
f−
m−i− 1
2
G+1
2
G−1
2
Li1fm =
i−1∏
j=0
(h1 + L0 − h2 + j + 1)
(
(h1 + L0 − h2 + q1)fm−i−1 + fm−i−1
)
G+1
2
G−1
2
Li1f
+
r = 2
i−1∏
j=0
(h1 + L0 − h2 + j + 3
2
)(h1 + L0 − h2 + 1
2
)f+r−i−1
G+1
2
G−1
2
Li1f
−
r = 0
G+1
2
G−1
2
Li1fm =
(i−1∏
j=0
(h1 + L0 − h2 + j + 2)(h1 + L0 − h2 + 1− q1)
+q1
i−1∑
l=0
i−1∏
j1=l+1
(h1 + L0 − h2 + j1 + 2)
l−1∏
j2=0
(h1 + L0 − h2 + j2 + 1)
)
(
(h1 + L0 − h2 + q1)fm−i−1 + fm−i−1
)
. (3.8)
As mentioned above we set jn, j
+
r , j
−
r and jn equal to 0, and solve the equations (3.7) for
fn, f
+
r , f
−
r and fn, leading to a set of recursion formulae for them. The recursion procedure
splits up in “even” (3.9) and “odd” (3.10) steps which we have to perform alternately.(
fn
fn
)
= −S−1hj+n,qj
(
Y 1n
Y 2n
)
(3.9)
f+r = −
1
s+hj+r,qj+1
Y +r f
−
r = −
1
s−hj+r,qj−1
Y −r (3.10)
The matrix S and the coefficients s+, s− depend on L0 and hence on the level n of fn, f±n and
fn. If necessary we shall assign a subscript denoting the level. S has to be inverted for each
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even step; if this fails at a certain level m, we can not define the corresponding jm and jm to
be 0. Similarly we have to divide by s+ and s− for each odd step which leads to non trivial
j±r if the division fails:
s11 = S0 +
N−1∑
i=0
{
p
1,i
0
i∏
j=0
(h1 + L0 − h2 + j) + p2,i0
i−1∏
j=0
(h1 + L0 − h2 + j + 1)
(h1 + L0 − h2 + q1)
}
s12 =
N−1∑
i=0
p
2,i
0
i−1∏
j=0
(h1 + L0 − h2 + j + 1)
s21 = S0 +
N−1∑
i=0
{
q1p
1,i
0
i∑
l=0
i∏
j1=l+1
(h1 + L0 − h2 + j1 + 1)
l−1∏
j2=0
(h1 + L0 − h2 + j2)
+p2,i0
(i−1∏
j=0
(h1 + L0 − h2 + j + 2)(h1 + L0 − h2 + 1− q1) + q1
i−1∑
l=0
i−1∏
j1=l+1
(h1 + L0 − h2 + j1 + 2)
l−1∏
j2=0
(h1 + L0 − h2 + j2 + 1)
)
(h1 + L0 − h2 + q1)
+p1,i0
i∏
j=0
(h1 + L0 − h2 + j) + p2,i0
i−1∏
j=0
(h1 + L0 − h2 + j + 1)(h1 + L0 − h2 + q1)
+
i−1∏
j=0
(h1 + L0 − h2 + j + 1)(p−,4,i0 (h1 + L0 − h2 − q1)− p+,3,i0 (h1 + L0 − h2 + q1))
}
s22 = S0 +
N−1∑
i=0
{
p
1,i
0
i∏
j=0
(h1 + L0 − h2 + j + 1) + p2,i0
(i−1∏
j=0
(h1 + L0 − h2 + j + 2)
(h1 + L0 − h2 + 1− q1) + q1
i−1∑
l=0
i−1∏
j1=l+1
(h1 + L0 − h2 + j1 + 2)
l−1∏
j2=0
(h1 + L0 − h2 + j2 + 1)
)
+ p2,i0
i−1∏
j=0
(h1 + L0 − h2 + j + 1)
−
i−1∏
j=0
(h1 + L0 − h2 + j + 1)(p−,4,i0 + p+,3,i0 )
}
(3.11)
S =
(
s11 s12
s21 s22
)
(3.12)
s+ = S0 +
N−1∑
i=0
{
p
1,i
0
i∏
j=0
(h1 + L0 − h2 + j + 1
2
) + 2p2,i0
i−1∏
j=0
(h1 + L0 − h2 + j + 3
2
)
(h1 + L0 − h2 + 1
2
)− p+,3,i0
i−1∏
j=0
(h1 + L0 − h2 + j + 1
2
)
}
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s− = S0 +
N−1∑
i=0
{
p
1,i
0
i∏
j=0
(h1 + L0 − h2 + j + 1
2
)− p−,4,i0
i−1∏
j=0
(h1 + L0 − h2 + j + 1
2
)
}
.
(3.13)
The expressions for Y 1n and Y
2
n depend on fm, f
±
s and fm (m, s < n) , similarly for Y
±
r , so
that (3.9,3.10) really defines a recursion. For convenience we give the following expressions for
Y 1n , Y
2
n and Y
±
r in which we still have to insert equations (3.8):
Y 1n =
n∑
m=1
Smfn−m +
N−1∑
i=0
n∑
m=1
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1fn−m+i+1
Y 2n =
n∑
m=1
Smfn−m +
N−1∑
i=0
n∑
m=1
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1fn−m+i+1
+
n∑
m=1
Smfn−m +
N−1∑
i=0
n∑
m=1
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1fn−m+i+1
−
n− 1
2∑
j= 1
2
S−j f
+
n−j −
N−1∑
i=0
n− 1
2∑
j= 1
2
(p−,1
−,i
j L1 + p
−,2−,i
j G
+
1
2
G−1
2
)Li1f
+
n−j+i+1
−
N−1∑
i=0
n+ 1
2∑
j= 3
2
(p−,3
−−,i
j− 1
2
G+1
2
+ p−,4,i
j− 1
2
G−1
2
)Li1f
+
n−j+i+1
+
n− 1
2∑
j= 1
2
S+j f
−
n−j +
N−1∑
i=0
n− 1
2∑
j= 1
2
(p+,1
+,i
j L1 + p
+,2+,i
j G
+
1
2
G−1
2
)Li1f
−
n−j+i+1
+
N−1∑
i=0
n+ 1
2∑
j= 3
2
(p+,3,i
j− 1
2
G+1
2
+ p+,4
++,i
j− 1
2
G−1
2
)Li1f
−
n−j+i+1 (3.14)
Y −r =
r− 1
2∑
m=1
Smf
−
r−m +
N−1∑
i=0
r+ 1
2∑
m=1
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1f
−
r−m+i+1
+
r∑
j= 1
2
S−j fr−j +
N−1∑
i=0
r∑
j= 1
2
(p−,1
−,i
j L1 + p
−,2−,i
j G
+
1
2
G−1
2
)Li1fr−j+i+1
+
N−1∑
i=0
r∑
j= 3
2
(p−,3
−−,i
j− 1
2
G+1
2
+ p−,4,i
j− 1
2
G−1
2
)Li1fr−j+i+1
Y +r =
r− 1
2∑
m=1
Smf
+
r−m +
N−1∑
i=0
r+ 1
2∑
m=1
(p1,im L1 + p
2,i
mG
+
1
2
G−1
2
+ p3
−,i
m− 1
2
G+1
2
+ p4
+,i
m− 1
2
G−1
2
)Li1f
+
r−m+i+1
+
r∑
j= 1
2
S+j fr−j +
N−1∑
i=0
r∑
j= 1
2
(p+,1
+,i
j L1 + p
+,2+,i
j G
+
1
2
G−1
2
)Li1fr−j+i+1
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+
N−1∑
i=0
r∑
j= 3
2
(p+,3,i
j− 1
2
G+1
2
+ p+,4
++,i
j− 1
2
G−1
2
)Li1fr−j+i+1 (3.15)
The initial conditions for the recursion can be found easily by considering that we have no
singular vectors at level 0. Hence, in order to decouple the singular vector N we necessarily
need j0 and j0 to vanish. The only terms contributing to them are f0 and f0, which are both
multiples of the highest weight vector: f0 = cf |hj , qj〉, f0 = cf |hj , qj〉. Using equations (3.7)
we find: (
0
0
)
= Shj ,qj
(
cf
c
f
)
, (3.16)
where the matrix Shj ,qj is taken at level 0: L0 = hj and T0 = qj. According to (3.16), (cf , cf )T
has to be an eigenvector of Shj ,qj with respect to the eigenvalue 0. This determines restrictions
on the allowed fusions to be the ones where Shj ,qj has an eigenvalue 0.
If the recursion breaks down at a certain level r because s+hj+r,qj+1 or s
−
hj+r,qj−1
happens
to be 0 then we can use (3.7) to compute j+r or j
−
r respectively which will be singular. If at
a certain level m, Shj+m,qj happens to be singular, we get a singular vector by using (3.7) to
compute the combination of jm and jm which corresponds to the eigenvalue 0 and hence does
not involve the unknown terms fm and fm. This completes the recursion procedure. In the
following section we will outline an induction proof for it.
Although the recursion formulae look rather complicated, in the actual calculation they
turn out to simplify rather drastically.
3.2. Proof of the recursion procedure
We shall now forget about the heuristic arguments used in the section above and summarise
the recursion procedure: we use as initial conditions f0 and f0 according to equation (3.16);
we perform odd and even recursion steps for fn, fn, f
±
r alternately according to equations (3.9,
3.10) until the procedure breaks down at level m because Shj+m,qj , s+hj+m,qj+1 or s−hj+m,qj−1
is not invertible any more. The coefficients fn, fn, f
±
r (n, r < m) obtained in this way satisfy
the descent equations (2.16), the jn, jn, j
±
r (n, r < m) vanish and respectively j
±
m or the jm, jm
combination corresponding to the Shj+m,qj eigenvalue 0 at level m is a singular vector or
vanishes completely.
We shall prove this by induction on the level n. For n = 0 we have chosen j0 = j0 equals
0 by construction of f0 and f0 which are multiples of the highest weight vector |hj , qj〉 and
hence satisfy the descent equations (2.16). As induction hypothesis we shall assume now:
det(Shj ,qj) = 0
det(Shj+k,qj) 6= 0 , 0 < k < n (3.17)
s±hj+r,qj±1 6= 0 , 0 < r < n
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and the descent equations are satisfied by fk, f
±
r and fk for 0 ≤ k < n , 0 < r < n.
Assume n is integralj . We show that either det(Shj+n,qj) 6= 0 which will imply the descent
equations for fn and fn, or det(Shj+n,qj) = 0 which will imply the construction of a singular
vector at level n.
As a first step we want to translate G±1
2
and L1 back to superderivative language. If we
use the notation
γ1 = 2h1z + zθ
+ ∂
∂θ+
+ zθ−
∂
∂θ−
+ z2∂z + q1θ
+θ−
γ± = 2h1θ
± − z ∂
∂θ∓
+ θ±z∂z ± θ+θ− ∂
∂θ∓
± q1θ±, (3.18)
we find:
Li+11 Φh1,q1(Z) |h2, q2〉 = γi+11 Φh1,q1(Z) |h2, q2〉
G±1
2
Li1Φh1,q1(Z) |h2, q2〉 = γi1γ±Φh1,q1(Z) |h2, q2〉 (3.19)
G+1
2
G−1
2
Li1Φh1,q1(Z) |h2, q2〉 = γi1γ−γ+Φh1,q1(Z) |h2, q2〉 .
The left ideal which annihilates the highest weight state |h2, q2〉 is equally well spanned by
{(lm+h2zδm,1), (tm+q2zδm,1), g±r , G±1
2
, (L0−h2), (T0−q2);m ∈ N, r ∈ N+ 12}, using (2.12). Since
N |h2, q2〉 is singular, the above left ideal annihilates this vector. Hence, and by considering
the commutation relations we get:
G+1
2
N = NG+1
2
+N 1,+(L0 − h2) +N 2,+(T0 − q2)
G−1
2
N = NG−1
2
+N 1,−(L0 − h2) +N 2,−(T0 − q2) (3.20)
(t1 + q2z)N = N (t1 + q2z) +N ′−G+1
2
+N ′+G−1
2
+N ′1(L0 − h2) +N ′2(T0 − q2).
It is easy to see that σ(L0 − h2)F(Z) = σ(T0 − q2)F(Z) = 0. We apply the representation σ
(2.10) to (3.20). For simplicity we shall only be interested in the contributions involving no
θ± terms, however, the following considerations can equally well be done for them. We take
the expressions (2.10,3.6) for σ(G+1
2
)σ(N )F(Z) and use equations (3.18) to replace algebra
generators by superderivatives. By considering the commutation relations we interchange
σ(G+1
2
) and σ(N ) and obtain a form according to (3.20):k
σ(G+1
2
)σ(N )F(Z) =
{
(G+1
2
+ z
∂
∂θ−
)(
1
zN
S0 +
N−1∑
i=0
1
zN+i+1
(p1,i0 L1 + p
2,i
0 G
+
1
2
G−1
2
)Li1 + . . .)
+O(θ±) +O(θ+θ−)
}
F(Z)
=
{
(
1
zN
S0;L0+ 12 ,T0−1
+
N−1∑
i=0
1
zN+i+1
(p1,i
0;L0+
1
2
,T0−1
γi+11
jSimilar arguments can be used if n is half integral.
kS0;L0+ 12 ,T0−1
denotes S0 in which we have replaced L0 by L0 +
1
2 and T0 by T0 − 1 etc.
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+p2,i
0;L0+
1
2
,T0−1
γi1γ−γ+) + . . .)(G
+
1
2
+ z
∂
∂θ−
)
+O(θ±) +O(θ+θ−)
}
F(Z). (3.21)
Hence, using the induction hypothesis G+1
2
fk + f
+
k− 1
2
= 0 for k < n:
σ(G+1
2
)J (Z) =
{ 1
zN
S0;L0+ 12 ,T0−1
+
N−1∑
i=0
1
zN+i+1
(p1,i
0;L0+
1
2
,T0−1
γi+11
+p2,i
0;L0+
1
2
,T0−1
γi1γ−γ+) + . . .
}(∑
k≥n
zhj−h1−h2+k(G+1
2
fk + f
+
k− 1
2
)
)
+O(θ±) +O(θ+θ−).
(3.22)
The action of γi+11 and γ± on
∑
k≥n z
hj−h1−h2+k(G+1
2
fk + f
+
k− 1
2
) reproduces the coefficients of
p
1,i
0 and p
2,i
0 in equations (3.11). Comparing coefficients and doing the same for the θ
± and
θ+θ− components, we find:
 G+12 jn
G+1
2
jn

 = Shj+n,qj

 G+12 fn + f+n− 12
G+1
2
fn − (h1 + L0 − h2 + 12 + q1)f+n− 1
2

 (3.23)
Suppose detS at level n is non trivial, we have jn and jn equal to 0 due to the definition of
fn and fn. Hence, G
+
1
2
fn = −f+n− 1
2
and G+1
2
fn = (h1 + L0 − h2 + 12 + q1)f+n− 1
2
. However, if
detShj+n,qj at level n does vanish, we multiply (3.23) by the inverse basis transformation T ,
which transforms Shj+n,qj in its Jordan normal form:
T −1

 G+12 jn
G+1
2
jn

 =
(
0 0
∗ ∗
)
T −1

 G+12 fn + f+n− 12
G+1
2
fn − (h1 + L0 − h2 + 12 + q1)f+n− 1
2

 (3.24)
Hence, we find for the first component of T −1
(
jn
jn
)
, Ψ say, that G+1
2
Ψ = 0.
Similar considerations for G−1
2
and t1 + q2z lead to descent equations for G
−
1
2
and T1, or to
G+1
2
Ψ = 0 and T1Ψ = 0 depending whether Shj+n,qj is invertible or not. Since G+1
2
, G−1
2
and T1
generate A+ this is already sufficient.
The above considerations turn out to be even easier if n is taken to be positive, half integral,
and they lead to the same result depending whether s+hj+n,qj+1 or s
−
hj+n,qj−1
is invertible or
not. Whichever fails to be invertible leads to a singular vector j+n or j
−
n respectively, exactly
in the same way as for Ψ. This completes the proofl.
lThis does not exclude that the recursively computed vector is identical to 0. However, the non
triviality can usually be seen by looking at the coefficients of the vector explicitly.
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4. Explicit formulae for selected singular vectors
4.1. Positive charged singular vectors
We start off using the singular vector (2.19) of the representation generated by the field Φh1,2,q′
and investigate possible fusions with fields Φhk,q to give fields Φhk˜,q˜. Factorising the recursion
determinant (3.12) at level 0, we find as allowed fusions:
Φh−k,−1−q ⊗ Φh1,2,1+2q → Φhk,q (4.1)
Φh−k,1−q ⊗ Φh1,2,−1+2q → Φhk,q (4.2)
Using either of these two fusions and looking at the recursion formulae shows very easily that
if we take the fusion (4.1) the procedure breaks down for positive k, whilst for fusion (4.2) it
breaks down for negative k. This allows us to give explicit expressions for all charged singular
vectors, which will be done in this and the following section.
We first consider the fusion (4.1), and put k positive, half integral. The recursion formulae
given in section 3.1. shows that the only combinations of generators which do appear are
L+−1 =
1
2
t
q + 1
L−1 +
1
4
t
q(q + 1)
G+
− 1
2
G−
− 1
2
+ T−1 ,
as well as G+
− 1
2
and G−
− 1
2
.
Since the recursion formulae involve in this case only terms which differ in level at most
by one, we can express the recursion procedure as a product of four by four matrices. We only
have to make sure to choose the right initial conditions and finally to project out the singular
vector correctly from the four-component vector (fk− 1
2
, fk− 1
2
, f−k−1, f
+
k−1)
T .
The “even” recursion step is given by
E+(n) =


e+1,1L+−1 e+1,2L+−1 e+1,3G+− 1
2
e+1,4G
−
− 1
2
e+2,1L+−1 e+2,2L+−1 e+2,3G+− 1
2
e+2,4G
−
− 1
2
0 0 1 0
0 0 0 1

 ,


fn
fn
f−
n− 1
2
f+
n− 1
2

 = E+(n)


fn−1
fn−1
f−
n− 1
2
f+
n− 1
2

 ,
(4.3)
where the matrix entries are
e+1,1 =
t(2q + 1)(2(k − n) + 1) + 4q(q + 1)
2nt(t(2k − n) + 2(q + 1))
e+1,2 = −
1
n(t(2k − n) + 2(q + 1))
e+1,3 =
t(2(k − n) + 1)
4nq(t(2k − n) + 2(q + 1))
e+1,4 = −
t(2(k − n) + 1) + 4(q + 1)
4n(q + 1)(t(2k − n) + 2(q + 1))
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e+2,1 = −
4qt(q + 1)(4k2t+ 4n − t+ 4kq) + 4t2(k − n)2 + 16q(q + 1)2(kt+ q)− t2
4nt2(t(2k − n) + 2(q + 1))
e+2,2 =
t(2q + 1)(2(k − n)− 1) + 4q(q + 1)
2nt(t(2k − n) + 2(q + 1))
e+2,3 = −
t(2q + 1)(4k2 − 1) + 4q(q + 1)(2(k + n) + 1)− 4nt(2k − n)
8nq(t(2k − n) + 2(q + 1))
e+2,4 =
4nt2(2k − n) +t2(2q + 1)(4k2 − 1) +8t(q + 1)(q(3k − n) + k + n) +4(4q − t)(q + 1)2
8nt(q + 1)(t(2k − n) + 2(q + 1)) .
The “odd” recursion step can be found to be
T +(r) =


1 0 0 0
0 1 0 0
2q(q+1)−t(k−r)
2(q+1)(t(k−r)+2q)G
−
− 1
2
t
2(q+1)(t(k−r)+2q)G
−
− 1
2
− 2q
t(k−r)+2qL+−1 0
−2q(q+1)−t(k−r)2qt(k−r) G+− 1
2
1
2q(k−r)G
+
− 1
2
0 −2(q+1)
t(k−r)L+−1


(4.4)


fr− 1
2
f r− 1
2
f−r
f+r

 = T +(r)


fr− 1
2
f r− 1
2
f−r−1
f+r−1

 .
Finally, we find as initial conditions

f0
f0
f−
− 1
2
f+
− 1
2

 = ψ+0 =


−2t |hk, q〉
(4q(q + 1) + (2q + 1)(2k − 1)t) |hk, q〉
0
0

 , (4.5)
where |hk, q〉 denotes the highest weight vector, and we take
Ψk =
(
1
2
G+
− 1
2
,−1
4
t
q(q + 1)
G+
− 1
2
, 0,L+−1
)
︸ ︷︷ ︸
=W+


fk− 1
2
fk− 1
2
f−k−1
f+k−1

 . (4.6)
Altogether, we can write the +1 charged singular vector at level k in the Verma module
Vhk,q with k in N0 + 12 in the form
Ψk = W+E+(k − 1
2
)T +(k − 1)E+(k − 3
2
)T +(k − 2) . . . E+(1)T +(1
2
)ψ+0 . (4.7)
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4.2. Negative charged singular vectors
Using the fusion (4.2) allows us to compute the singular vectors of the Verma modules Vhk,q
for k negative, half integral. Similarly to the previous section we find
L−−1 =
t
2q
L−1 +
1
4
t
q(q − 1)G
+
− 1
2
G−
− 1
2
+ T−1 ,
E−(n) =


e−1,1L−−1 e−1,2L−−1 e−1,3G+− 1
2
e−1,4G
−
− 1
2
e−2,1L−−1 e−2,2L−−1 e−2,3G+− 1
2
e−2,4G
−
− 1
2
0 0 1 0
0 0 0 1

 ,


fn
fn
f−
n− 1
2
f+
n− 1
2

 = E−(n)


fn−1
fn−1
f−
n− 1
2
f+
n− 1
2

 ,
(4.8)
e−1,1 =
t(2q − 1)(2(k + n)− 1) + 4q(q − 1)
2nt(t(2k + n) + 2(q − 1))
e−1,2 =
1
n(t(2k + n) + 2(q − 1))
e−1,3 =
t(2(k + n)− 1) + 4(q − 1)
4n(q − 1)(t(2k + n) + 2(q − 1))
e−1,4 = −
t(2(k + n)− 1)
4nq(t(2k + n) + 2(q − 1))
e−2,1 =
4qt(q − 1)(4k2t+ 4n− t+ 4kq) + 4t2(k + n)2 + 16q(q − 1)2(kt+ q)− t2
4nt2(t(2k + n) + 2(q − 1))
e−2,2 =
t(2q − 1)(2(k + n) + 1) + 4q(q − 1)
2nt(t(2k + n) + 2(q − 1))
e−2,3 =
4nt2(2k + n) +t2(2q − 1)(4k2 − 1) +8t(q − 1)(q(3k + n)− k + n) +4(4q + t)(q − 1)2
8nt(q − 1)(t(2k + n) + 2(q − 1))
e−2,4 = −
(t(2q − 1)(4k2 − 1) + 4q(q − 1)(2(k − n)− 1)− 4nt(2k + n)
8nq(t(2k + n) + 2(q − 1)) ,
T −(r) =


1 0 0 0
0 1 0 0
−2q(q−1)+t(k+r)2qt(k+r) G−− 1
2
− 12q(k+r)G−− 1
2
2(q−1)
t(k+r)L−−1 0
2q(q−1)+t(k+r)
2(q−1)(t(k+r)+2q)G
+
− 1
2
− t2(q−1)(t(k+r)+2q)G+− 1
2
0 2q
t(k+r)+2qL−−1


(4.9)


f0
f0
f−
− 1
2
f+
− 1
2

 = ψ−0 =


2t |hk, q〉
(4q(q − 1) + (2q − 1)(2k + 1)t) |hk, q〉
0
0

 , (4.10)
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Ψk =
(
−1
2
G−
− 1
2
,−1
4
t
q(q − 1)G
−
− 1
2
,L−−1, 0
)
︸ ︷︷ ︸
=W−


fk− 1
2
fk− 1
2
f−k−1
f+k−1

 . (4.11)
And finally, we can write down the −1 charged singular vector in the Verma module Vhk,q
(−k ∈ N0 + 12) at level |k|:
Ψk = W−E−(|k| − 1
2
)T −(|k| − 1)E−(|k| − 3
2
)T −(|k| − 2) . . . E−(1)T −(1
2
)ψ−0 . (4.12)
4.3. Uncharged (r, 2) singular vectors
In this section we use the recursion in order to produce uncharged singular vectors Ψr,s.
Factorising the recursion determinant at level 0 gives the allowed fusions
Φhr,s,q−q˜ ⊗ Φh1,2,q˜ → Φhr,s−2,q +Φhr,s+2,q. (4.13)
Factorising the recursion matrix at the level where we are looking for the singular vector tells
us that the recursion will break down for the cases we consider if and only if s = 0. However,
this is not at all surprising since we expect to find another freedom in solving the descent
equations if the Verma module corresponding to Φhr,s,q−q˜ is reducible. In such a case we
would have to use information about the singular vector of Vhr,s,q−q˜ as well, as suggested by
Bauer et al. 15 for the Virasoro case. Putting s = 0 allows us to compute the singular vectors
Ψr,2 in exactly the same manner as in the two previous sections via the fusion
m
Φhr,0,q ⊗ Φh1,2,0 → Φhr,2,q + . . . . (4.14)
We obtain for Ψr,2, r ∈ N:
L−1 = tL−1 − tG+− 1
2
G−
− 1
2
+ T−1 , ψ0 =


−t |hr,2, q〉
q |hr,2, q〉
0
0

 , (4.15)
mWe still have the freedom to choose q˜ conveniently; we suggest q˜ = 0.
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E(n) =

− q
nt2(n−r)L−1 1nt(n−r)L−1 − t(2n−r−1)−2q2nt(n−r) G+− 1
2
− t(2n−r−1)+2q2nt(n−r) G−− 1
2
nt2(n−r)+q2
nt3(n−r) L−1 − qnt2(n−r)L−1
(
qt(2n−r−1)−2q2
2nt2(n−r) − 1
)
G+
− 1
2
(
qt(2n−r−1)+2q2
2nt2(n−r) + 1
)
G−
− 1
2
0 0 1 0
0 0 0 1


(4.16)
T (s) =


1 0 0 0
0 1 0 0
−t(r−2s)
2(q−1)+t(r−2s)G
−
− 1
2
2t
2(q−1)+t(r−2s)G
−
− 1
2
2
2(q−1)+t(r−2s)L−1 0
t(r−2s)
2(q+1)−t(r−2s)G
+
− 1
2
2t
2(q+1)−t(r−2s)G
+
− 1
2
0 22(q+1)−t(r−2s)L−1


(4.17)
W(n) =
(
−q
t
L−1,L−1,−( t
2
(n − 1)− q)G+
− 1
2
,−( t
2
(n− 1) + q)G−
− 1
2
)
(4.18)
Ψr,2 = W(r)T (r − 1
2
)E(r − 1)T (r − 3
2
)E(r − 2) . . . E(1)T (1
2
)ψ0. (4.19)
4.4. General uncharged singular vectors
Based on associativity arguments for the fusions found in the previous sections we conjecture
that the fusion
Φh0,s+2,q−q˜ ⊗ Φhr+1,2,q˜ → Φhr,s,q + . . . (4.20)
will give us an expression for the uncharged singular vector Ψr,s, where we have to use the
knowledge of the singular vector Ψr,2 obtained in section 4.3.. Another possible fusion we
could take is
Φhr,0,q−q˜ ⊗ Φh1,s,q˜ → Φhr,s,q + . . . , (4.21)
where Ψ1,s can be found using the fusion Φh0,s+2,q ⊗ Φh2,2,0 → Φh1,s,q + . . . . However, Ψ2,2 is
at level two, which makes the recursion procedure much more complicated.
5. Changing the fusion point
The fusion we were using in the last sections corresponds to the three point function taken at
the super point Z = (z, θ+, θ−) and the origin:
〈0|Φhj ,qj(0)Φh1,q1(Z)Φh2,q2(0) |0〉 . (5.1)
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This choice was made for simplicity, however we could have chosen a three point function
which is based on three different points:
〈0|Φhj,qj(Zf )Φh1,q1(Z1)Φh2,q2(Z2) |0〉 . (5.2)
In fact choosing the mid point of Z1 and Z2 as fusion point Zf was a crucial step in the
Virasoro case to calculate the precise formulae of Benoit and Saint-Aubin13. The same trick
also works for the affine algebra23 A
(1)
1 . Although the singular vectors are independent of the
chosen fusion point, the recursion matrices depend on it. In this section we investigate this
dependence and calculate it explicitly for the vectors Ψr,2 choosing the mid point as fusion
point.
5.1. Operator product expansion
Exactly as before we need to find the action of the algebra generators on the coefficients of
the operator product expansion, the so called descent equations. For simplicity, we will only
choose fusion points Zf on the line connecting the two super points Z1 and Z2. This simplifies
the operator product expansion so that it only depends on the super co-ordinates Z12 and θ
±
12:
Φh1,q1(Z1) Φh2,q2(Z2) |0〉 =
∑
j∈J
C
j
12Z
hj−h1−h2
12
∣∣∣ψj(Z12, θ±12, Zf )〉 ,
∣∣∣ψj(Z12, θ±12, Zf )〉 = ∑
n∈N0
Zn12 |hj + n, qj〉+ θ+12
∑
r∈N0+
1
2
Z
r− 1
2
12 |hj + r, qj − 1〉 (5.3)
+θ−12
∑
r∈N0+
1
2
Z
r− 1
2
12 |hj + r, qj + 1〉+ θ+12θ−12
∑
n∈N0
Zn−112 |hj + n, qj〉.
It is worth remarking that the vectors |hj + n, qj〉 , |hj + r, qj ± 1〉 and |hj + n, qj〉 still depend
on the fusion point. Choosing a different fusion point is the result of conjugating the fields by
the generators L−1 and G
±
− 1
2
:
Φ(Z) = ezL−1e
−θ+G−
−1/2e
−θ−G+
−1/2Φ(0)e
θ−G+
−1/2e
θ+G−
−1/2e−zL−1 (5.4)
The conjugated commutation relations
[Lm(Z0),Φ(Z2)] =
{
h(m+ 1)Zm20 +
1
2
(m+ 1)Zm20(θ
+
20D
−
2 + θ
−
20D
+
2 ) + Z
m+1
20 ∂z2
+
q
2
θ+20θ
−
20Z
m−1
20 m(m+ 1)
}
Φ(Z2)
[G±r (Z0),Φ(Z2)] =
{
2h(r +
1
2
)θ±20Z
r− 1
2
20 − Z
r+ 1
2
20 D
±
2 ± θ+20θ−20(r +
1
2
)Z
r− 1
2
20 D
±
2
+2θ±20Z
r+ 1
2
20 ∂z2 ± qθ±20Z
r− 1
2
20 (r +
1
2
)
}
Φ(Z2) (5.5)
[Tm(Z0),Φ(Z2)] =
{
2hθ+20θ
−
20mZ
m−1
20 + Z
m
20(θ
−
20D
+
2 − θ+20D−2 ) + 2θ+20θ−20Zm20∂z2
+qZm20
}
Φ(Z2),
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lead us to the conjugated version of the representation σ:
σ(Lm(Z0))Φ(Z2) =
{
Lm(Z0)− h(m+ 1)Zm20 − Zm+120 ∂z2 −
1
2
(m+ 1)Zm20(θ
+
20D
−
2 + θ
−
20D
+
2 )
−q
2
m(m+ 1)θ+20θ
−
20Z
m−1
20
}
Φ(Z2)
σ(G±r (Z0))Φ(Z2) =
{
G±r (Z0)− 2h(r +
1
2
)θ±20Z
r− 1
2
20 ∓ (r +
1
2
)θ+20θ
−
20Z
r− 1
2
20 D
±
2 (5.6)
+Z
r+ 1
2
20 D
±
2 − 2θ±20Z
r+ 1
2
20 ∂z2 ∓ q(r +
1
2
)Z
r− 1
2
20 θ
±
20
}
Φ(Z2)
σ(Tm(Z0))Φ(Z2) =
{
Tm(Z0)− 2hmθ+20θ−20Zm−120 − Zm20(θ−20D+2 − θ+20D−2 )
−2θ+20θ−20Zm20∂z2 − qZm20
}
Φ(Z2) .
We classify the fusion point by a parameter η which reflects its position on the super line
connecting Z1 = (z1, θ
+
1 , θ
−
1 ) and Z2 = (z2, θ
+
2 , θ
−
2 ):
Zf = (zf , θ
+
f , θ
−
f ) = (z2 + η(z1 − z2), θ+2 + η(θ+1 − θ+2 ), θ−2 + η(θ−1 − θ−2 )) . (5.7)
A simple calculation shows how to relate the super co-ordinates:
Z1f = (1− η)Z12 θ±1f = (1− η)θ±12
Z2f = −ηZ12 θ±2f = −ηθ±12 . (5.8)
Taking η = 0 corresponds to choosing the point Z2 as fusion point which is exactly what we
did in the previous sections, η = 12 and η = 1 correspond to the mid point and Z1 respectively.
For the mid point the coefficients |hj + n, qj〉 , |hj + r, qj ± 1〉 and |hj + n, qj〉 only pick up sign
factors according to their level by interchanging (h1, q1) and (h2, q2), since Z1f = −Z2f and
θ±1f = −θ±2f . This is why the mid point is distinguished.
5.2. Descent equations
The main difference to the descent equations derived above is that by acting with the generators
on the OPE we obtain contributions not only from Φ1 but also from Φ2:
A(Zf )Φ1(Z1)Φ2(Z2) = [A(Zf ),Φ1(Z1)]Φ2(Z2) + Φ1(Z1)[A(Zf ),Φ2(Z2)] , (5.9)
where A stands for an algebra generator. For η = 0 it is easy to see that the second part
contributes to L0 and T0 only. The descent equations for η ∈ C are:
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Lm |hj + n, qj〉 =
{
(m+ 1)(h1(1− η)m + h2(−η)m) + ((1− η)m+1 − (−η)m+1)
(hj − h1 − h2 + n−m)
}
|hj + n−m, qj〉
+(1− η)η((1 − η)m − (−η)m)L−1 |hj + n−m− 1, qj〉
Lm |hj + r, qj ± 1〉 =
{
(m+ 1)(h1(1− η)m + h2(−η)m) + ((1− η)m+1 − (−η)m+1)
(hj − h1 − h2 + r − m2 )
}
|hj + n−m, qj ± 1〉
−(1− eta)ηm+12 ((1− η)m − (−η)m)G±− 1
2
∣∣∣hj + n−m− 12 , qj〉
+(1− η)η((1 − η)m − (−η)m)L−1 |hj + n−m− 1, qj ± 1〉
Lm |hj + n, qj〉 =
{
(m+ 1)(h1(1− η)m + h2(−η)m) + ((1− η)m+1 − (−η)m+1)
(hj − h1 − h2 + n)
}
|hj + n−m, qj〉
+m(m+1)2 (q1(1− η)m+1 + q2(−η)m+1) |hj + n−m, qj〉
−m+12 (1− η)η((1 − η)m − (−η)m)G+− 1
2
∣∣∣hj + n−m− 12 , qj − 1〉
+m+12 (1− η)η((1 − η)m − (−η)m)G−− 1
2
∣∣∣hj + n−m− 12 , qj + 1〉
(1− η)η((1 − η)m − (−η)m)L−1|hj + n−m− 1, qj〉
G+s |hj + n, qj〉 = ((−η)s+
1
2 − (1− η)s+ 12 ) |hj + n− s, qj + 1〉
+(1− η)η((1 − η)s− 12 − (−η)s− 12 )G+
− 1
2
∣∣∣hj + n− s− 12 , qj〉
G+s |hj + r, qj − 1〉 = −
{
2(s + 12)(h1(1− η)s+
1
2 + h2(−η)s+ 12 + (s+ 12)
(q1(1− η)s+ 12 + q2(−η)s+ 12 ) + (1− 2η)((1 − η)s+ 12 − (−η)s+ 12 )
(hj − h1 − h2 + r − s)
}
|hj + r − s, qj〉
−((1− η)s+ 12 − (−η)s+ 12 )|hj + r − s, qj〉
−(1− η)η((1 − η)s+ 12 − (−η)s+ 12 )L−1 |hj + r − s− 1, qj〉
+(1− η)η((1 − η)s− 12 − (−η)s− 12 )G+
− 1
2
∣∣∣hj + r − s− 12 , qj − 1〉
G+s |hj + r, qj + 1〉 = (1− η)η((1 − η)s−
1
2 − (−η)s− 12 )G+
− 1
2
∣∣∣hj + r − s− 12 , qj + 1〉
G+s |hj + n, qj〉 =
{
2(s + 12(h1(1− η)s+
1
2 + h2(−η)s+ 12 ) + (s+ 12 )
(q1(1− η)s+ 12 + q2(−η)s+ 12 ) + (1− 2η)((1 − η)s+ 12 − (−η)s+ 12 )
(hj − h1 − h2 + n− s− 12) + (s+ 12 )((1− η)s+
3
2 − (−η)s+ 32 )
}
|hj + n− s, qj + 1〉
+(1− η)η((1 − η)s+ 12 − (−η)s+ 12 )L−1 |hj + n− s− 1, qj + 1〉
−(s+ 12)(1− η)η((1 − η)s+
1
2 − (−η)s+ 12 )G+
− 1
2∣∣∣hj + n− s− 12 , qj〉
+(1− η)η((1 − η)s− 12 − (−η)s− 12 )G+
− 1
2
∣∣∣hj + n− s− 12 , qj〉
(5.10)
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G−s |hj + n, qj〉 = ((−η)s+
1
2 − (1− η)s+ 12 ) |hj + n− s, qj − 1〉
+(1− η)η((1 − η)s− 12 − (−η)s− 12 )G−
− 1
2
∣∣∣hj + n− s− 12 , qj〉
G−s |hj + r, qj + 1〉 = −
{
2(s+ 12)(h1(1− η)s+
1
2 + h2(−η)s+ 12 − (s + 12 )
(q1(1− η)s+ 12 + q2(−η)s+ 12 ) + (1− 2η)((1 − η)s+ 12 − (−η)s+ 12 )
(hj − h1 − h2 + r − s)
}
|hj + r − s, qj〉
+((1− η)s+ 12 − (−η)s+ 12 )|hj + r − s, qj〉
−(1− η)η((1 − η)s+ 12 − (−η)s+ 12 )L−1 |hj + r − s− 1, qj〉
+(1− η)η((1 − η)s− 12 − (−η)s− 12 )G−
− 1
2
∣∣∣hj + r − s− 12 , qj + 1〉
G−s |hj + r, qj − 1〉 = (1− η)η((1 − η)s−
1
2 − (−η)s− 12 )G−
− 1
2
∣∣∣hj + r − s− 12 , qj − 1〉
G−s |hj + n, qj〉 =
{
−2(s+ 12(h1(1 − η)s+
1
2 + h2(−η)s+ 12 ) + (s + 12 )
(q1(1− η)s+ 12 + q2(−η)s+ 12 )− (1− 2η)((1 − η)s+ 12 − (−η)s+ 12 )
(hj − h1 − h2 + n− s− 12)− (s+ 12)((1 − η)s+
3
2 − (−η)s+ 32 )
}
|hj + n− s, qj − 1〉
−(1− η)η((1 − η)s+ 12 − (−η)s+ 12 )L−1 |hj + n− s− 1, qj − 1〉
+(s+ 12 )(1− η)η((1 − η)s+
1
2 − (−η)s+ 12 )G−
− 1
2∣∣∣hj + n− s− 12 , qj〉
+(1− η)η((1 − η)s− 12 − (−η)s− 12 )G−
− 1
2
∣∣∣hj + n− s− 12 , qj〉
Tm |hj + n, qj〉 = (q1(1− η)m + q2(−η)m) |hj + n−m, qj〉
Tm |hj + r, qj ± 1〉 =
{
q1(1− η)m + q2(−η)m ± ((1− η)m+1 − (−η)m+1))
}
|hj + r −m, qj ± 1〉
∓(1− η)η((1 − ηm − (−η)m)G±
− 1
2
∣∣∣hj + r −m− 12 , qj ± 1〉
Tm |hj + n, qj〉 =
{
2m(h1(1− η)m+1 + h2(−η)m+1)− 2(1− η)η
((1− η)m − (−η)m)(hj − h1 − h2 + n−m)
}
|hj + n−m, qj〉
+(q1(1− η)m + q2(−η)m)|hj + n−m, qj〉
−(1− η)η((1 − η)m − (−η)m)G+
− 1
2
∣∣∣hj + n−m− 12 , qj − 1〉
−(1− η)η((1 − η)m − (−η)m)G−
− 1
2
∣∣∣hj + n−m− 12 , qj + 1〉 ,
where we have again put qj = q1 + q2, m ∈ N, n ∈ N0, r, s ∈ N0 + 12 and all the generators are
taken at the fusion point.
5.3. Expansion of the generators
We are now able to describe the algorithm for this more general three point function. We start
off taking an allowed fusion which means we take a non trivial three point function
〈0|Φhj ,qj(Zf )Φh1,q1(Z1)Φh2,q2(Z2) |0〉 . (5.11)
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We insert as before a known operator mapping Φh2,q2 |0〉 on a singular vector:
Ψ = N (Z2)Φh2q2(Z2) |0〉 . (5.12)
Clearly all the generators in N have to be taken at the point Z2. We use the generalised
representation (5.6) to obtain again:
0 = 〈0|Φhj ,qj(Zf )Φh1,q1(Z1)N (Z2)Φh2,q2(Z2) |0〉
= 〈0|Φhj ,qj(Zf )σ(N (Z2))Φh1,q1(Z1)Φh2,q2(Z2) |0〉 . (5.13)
We are facing now the problem that we want to act with the generators in σ(N (Z2)) on
the OPE of Φh1,q1(Z1)Φh2,q2(Z2). For this purpose it is necessary to write the generators in
σ(N (Z2)) which are taken at the point Z2 in terms of generators which are taken at the fusion
point Zf .
Using the N = 2 Taylor expansion
f(Z1) =
∞∑
n=0
1
n!
Zn12∂
n
z2
{
1 + θ+12D
−
2 + θ
−
12D
+
2 + θ
+
12θ
−
12D
+
2 D
−
2
−θ+12θ−12
∂
∂z2
}
f(Z2), (5.14)
we can expand the equations (2.3) about the fusion point which leads to:
Lm(Z2) =
∞∑
n=0
(ηZ12)
n
{( m+ 1
n
)
Lm−n(Zf )− ηm+ 1
2
θ+12
(
m
n
)
G−
m−n− 1
2
(Zf )
−ηm+ 1
2
θ−12
(
m
n
)
G+
m−n− 1
2
(Zf )
+η2
m(m+ 1)
2
(
m− 1
n
)
θ+12θ
−
12Tm−n−1(Zf )
}
G±r (Zf ) =
∞∑
n=0
(ηZ12)
n
{( r + 12
n
)
G±r−n(Zf ) + 2ηθ
±
12
(
r + 12
n
)
Lr−n− 1
2
(Zf )
±ηθ±12(r +
1
2
)
(
r − 12
n
)
Tr−n− 1
2
(Zf ) (5.15)
∓η2θ+12θ−12(r +
1
2
)G±r−n−1(Zf )
}
Tm(Z2) =
∞∑
n=0
(ηZ12)
n
{( m
n
)
Tm−n(Zf ) + η
(
m
n
)
θ+12Gm−n− 1
2
(Zf )
−η
(
m
n
)
θ−12G
+
m−n− 1
2
(Zf ) + 2η
2
(
m
n
)
θ+12θ
−
12Lm−n−1(Zf ) .
}
We replace the generators in σ(N (Z2)) by the generators taken at the fusion point Zf
according to (5.15) and then we follow the recursion procedure exactly as in the previous
sections. The only difference is that wherever we find z or θ± in the expansions F ,J and S
we have to replace them by Z12 or θ
±
12 respectively. The proof follows by conjugation from the
case where η = 0.
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5.4. Example
As mentioned earlier, we expect that the coefficients in F show certain symmetries under
(h1, q1) and (h2, q2) exchange if we choose η =
1
2 . For this case we again would like to give the
result for the uncharged singular vectors Ψr,2.
It turns out that the determinant of the recursion matrix S (3.12) does not depend on the
parameter η. This reflects the fact that the fusion rules are independent of the chosen fusion
point. We again take the singular vector Ψ1,2 (2.19) and use the fusion (4.14) to perform
the recursion algorithm. In the Virasoro case we would have to deal at level one only with
operators L−1(Z2). Those expanded according to (5.15) stay the same. We see that the
generators G±
− 1
2
(Z2) lead to a finite expansion whilst T−1(Z2) involves an infinite series of
L−n(Zf ) and G
±
−r(Zf ) generators. We will not be able to write the vectors Ψr,2 in a closed
expression other than a product of matrices, as it was possible in the Virasoro case. However
the expressions appear more suitable to apply the “analytic continuation method” to obtain
product expressions for all singular vectors.
To write the result in a compact way, we introduce the four component vectors:
F+n =


fn
fn
f−
n+ 1
2
f+
n+ 1
2

 F−n =


fn
fn
f−
n− 1
2
f+
n− 1
2

 F−0 =


−t |hr,2, q〉
q |hr,2, q〉
0
0

 . (5.16)
We define the matrices:
E1(n) =
1
4(n− r)nt


e111 (n) e
12
1 (n) e
13
1 (n) e
14
1 (n)
e211 (n) e
22
1 (n) e
23
1 (n) e
24
1 (n)
0 0 4(n− r)nt 0
0 0 0 4(n − r)nt

 (5.17)
e111 (n) = −((r + 1)t+ q + 2− 2nt)L−1 − 4
q
t
T−1 + qG
+
− 1
2
G−
− 1
2
e121 (n) = 4T−1 − tG+− 1
2
G−
− 1
2
+ tL−1
e131 (n) = ((r + 1)t+ 2(q + 1)− 2nt)G+− 1
2
e141 (n) = ((r + 1)t− 2(q − 1)− 2nt)G−− 1
2
e211 (n) = (−(tr + 2q)n+ (r + 1)q + (q + 2)
q
t
+ n2t)L−1 + (n(n− r) + q
2
t2
)
(4T−1 − tG+− 1
2
G−
− 1
2
)
e221 (n) = −4
q
t
T−1 + qG
+
− 1
2
G−
− 1
2
− qL−1
e231 (n) = (2(tr + q)n− (r + 1)q − 2(q + 1)
q
t
− 2n2t)G+
− 1
2
e241 (n) = (−2(tr − q)n− (r + 1)q + 2(q − 1)
q
t
+ 2n2t)G−
− 1
2
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E2(n) =
1
2(n−r)nt


L−2 − t8L2−1 + qtT−2 −T−2 −G+− 3
2
+ t4L−1G
+
− 1
2
−G−
− 3
2
+ t4L−1G
−
− 1
2
− q
t
L−2 +
q
8L
2
−1 − n(n−r)t
2+q2
t2
T−2
q
t
T−2
q
t
G+
− 3
2
− q4L−1G+− 1
2
q
t
G−
− 3
2
− q4L−1G−− 1
2
0 0 0 0
0 0 0 0


(5.18)
Ek(n) =
(−1)k
2k−1(n − r)nt


L−k +
q
t
T−k −T−k −G+−k+ 1
2
−G−
−k+ 1
2
− q
t
L−k − n(n−r)t
2+q2
t2
T−k
q
t
T−k
q
t
G+
−k+ 1
2
q
t
G−
−k+ 1
2
0 0 0 0
0 0 0 0

 , k ≥ 3
(5.19)
T1(s) =


1 0 0 0
0 1 0 0
−
(2st−tr−2)G−
− 1
2
2(2ts−tr−2q+2) −
tG−
− 1
2
2ts−tr−2q+2 −
4T−1−tG
+
− 1
2
G−
− 1
2
2(2ts−tr−2q+2) 0
−
(2st−tr−2)G+
− 1
2
2(2ts−tr+2q+2)
tG+
− 1
2
2ts−tr+2q+2 0
4T−1−tG
+
− 1
2
G−
− 1
2
+2tL−1
2(2ts−tr+2q+2)


(5.20)
T2(s) =


0 0 0 0
0 0 0 0
tL−1G
−
− 1
2
−4G−
− 3
2
4(2ts−tr−2q+2) 0
T−2
2ts−tr−2q+2 0
tL−1G
+
− 1
2
−4G+
− 3
2
4(2ts−tr+2q+2) 0 0 − T−22ts−tr+2q+2

 (5.21)
Tk(s) = (−1
2
)k−2


0 0 0 0
0 0 0 0
−
G−
−k+1
2
2ts−tr−2q+2 0
T−k
2ts−tr−2q+2 0
−
G+
−k+1
2
2ts−tr+2q+2 0 0 − T−k2st−rt+2q+2

 , k ≥ 3
(5.22)
W1(r) =


− t2((1− r)t+ q + 2)L−1 − 2qT−1 + t2qG+− 1
2
G−
− 1
2
2tT−1 − t22 G+− 1
2
G−
− 1
2
+ t
2
2 L−1
t
2 ((1− r)t+ 2(q + 1))G+− 1
2
t
2 ((1− r)t− 2(q − 1))G−− 1
2

 (5.23)
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W2(r) =


− t28 L2−1 + tL−2 + qT−2
−tT−2
−tG+
− 3
2
+ t
2
4 L−1G
+
− 1
2
−tG−
− 3
2
+ t
2
4 L−1G
−
− 1
2

 (5.24)
Wk(r) = (−1
2
)k−2


tL−k + qT−k
−tT−k
−tG+
−k+ 1
2
−tG−
−k+ 1
2

 , k ≥ 3 . (5.25)
These matrices enable us to write F±n as:
F−n = E1(n)F
+
n−1 + E2(n− 1)F+n−2 + . . .+ En(n)F+0 (5.26)
F+n−1 = T1(n−
1
2
)F−n−1 + T2(n−
1
2
)F−n−2 + . . .+ Tn(n−
1
2
)F−0 . (5.27)
Hence:
Ψr,2 = W
T
1 (r)F
+
r−1 +W
T
2 (r)F
+
r−2 + . . .+W
T
r (r)F
+
0 . (5.28)
If we introduce the matrices
E(n) =


E1(n) E2(n) . . . En(n)
O E1(n− 1) . . . En−1(n− 1)
... . . . . . .
...
O O . . . E1(1)

 (5.29)
T (n) =


T1(n− 12) T2(n− 12) . . . Tn(n− 12)
O T1(n− 32) . . . Tn−1(n− 32)
... . . . . . .
...
O O . . . T1(
1
2)

 (5.30)
W (r) =
(
W T1 (r) W
T
2 (r) . . . W
T
r (r)
)
, (5.31)
then we are able to write the recursion as a product of these matrices:

F−n
F−n−1
...
F−1

 = E(n)


F+n−1
F+n−2
...
F+0

 ,


F+n−1
F+n−2
...
F+0

 = T (n)


F−n−1
F−n−2
...
F−0

 (5.32)
Ψr,2 = W
(r)


F+r−1
F+r−2
...
F+0

 . (5.33)
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Finally, we can write the singular vector in the formn:
Ψr,2 = W
(r)T (r)
{
1 + P (r)E(r)T (r) + (P (r)E(r)T (r))2 + . . .+ (P (r)E(r)T (r))r−1
}


0
0
...
0
F−0


= W (r)T (r) (1− P (r)E(r)T (r))−1


0
0
...
0
F−0

 , (5.34)
where P (r) is the r by r matrix
P (r) =


O 1l O . . . O
O O 1l . . . O
...
...
O O O . . . 1l
O O O . . . O

 . (5.35)
6. Conclusions
We have shown that the “fusion method” to derive singular vectors can be applied successfully
for the N = 2 (untwisted) algebra. We have given explicit expressions for all the charged
singular vectors Ψk and for some of the uncharged singular vectors Ψr,2, and have conjectured
the fusion which can be taken to find every uncharged singular vector Ψr,s. However the con-
struction is getting rather complicated. Alternatively, one can use the “analytic continuation
method” in the spirit of ref. 16 to find product formulae for Ψr,s in terms of Ψn,2 expressions.
We were not able to start from a charged singular vector and use a similar procedure. The
“fermionic” character of a charged singular vector is responsible for the fact that the equations
(3.7) lose terms which are necessary to obtain the recursion formulae.
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