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ABSTRACT OF THESIS 
This thesis is a theoretical study of the effect of migration 
between colonies, each of which is developing according to a 
simple stochastic birth-death-immigration process. 
In Chapters 2 to 7 I investigate the probability structure 
of the two-colony process. The Kolmogorov forward differential 
equation for the population size probabilities is developed and 
from it expressions are derived for the first- and second-order 
moments. Exact solutions to this forward equation are obtained 
for three special cases and a recursive solution is developed in a 
fourth. 	Three approximate solutions are developed; (i) by 
modifying the birth mechanism, (ii) by fitting a bivariate negative 
binomial distribution, and (iii) by placing an upper bound on the 
total population size. 	Iterative solutions are then derived by 
the use of two different techniques. 	In the first a power series 
solution is obtained in terms of a common migration rate. In the 
second sequences of functions are generated which converge to the 
required solution. The investigation of the two-colony process 
concludes with a simulation study and an analysis of the probability 
of extinction. 
In Chapter 8 I introduce a 'stepping-stone' model in which 
the population is composed of an infinite number of colonies which 
may be considered to be situated at the integer points of a single 
co-ordinate axis. Migration is allowed between nearest-neighbours 
only. Although the Kolmogorov forward differential equation cannot 
-iv- 
be solved directly, approximate solutions are developed in an 
analogous manner to those derived for the two-colony process. 
First- and second-order moments are obtained and an exact stochastic 
solution is developed for one special case. 
If the population has a positive rate of growth and is 
initially concentrated into a relatively small geographic region, 
we may expect it to diffuse into the surrounding areas and 
eventually to take over the entire territory. This expanding 
population may be envisaged as generating a travelling wave and in 
Chapter 9 I investigate the velocity of propagation and the form of 
the wave profile. 
In Chapter 10 I examine non-nearest-neighbour migration models 
and develop expressions for the mean size of each colony at time t 
for several appropriate migration distributions. To conclude the 
thesis I present a spatial model in two-dimensions and relate it to 




I should like to record my gratitude to Mr P.R. Fisk for his 
guidance, encouragement and helpful criticisms throughout this 
period of research. 
My thanks are also due to Dr D. Mollison for helpful 
discussions relating to the spatial spread of epidemics; and to 
Mrs C.M. Best and Mrs J. Stuart for typing the thesis so 
efficiently. 
-vi- 
TABLE OF CONTENTS 
Chapter 
DECLARATION 
ABSTRACT OF THESIS 
ACKNOWLEGEMENTS 
NOTATION 
LIST OF FIGURES 





INTRODUCTION TO THESIS 
	
1.1 	A Survey of Basic Birth-Death-Migration Models 
1.2 	Numbering System 
1.3 	Published Results 
'1%qO-COLONY BIRTH-DEATH-MIGRATION-IMMIGRATION MODELS 
2.1 	Examples of Related Processes 	 13 
2.2 	The Kolmogorov Forward Equation 	 16 
2.2.i 	Introduction 	 16 
2.2.ii A simulation example of two colonies 	20 
with asymptotic equilibrium 	<0) 
2.2.iii A simulation example of two colonies 	22 
with asymptotic linear growth (w1=O) 
2.2.iv A simulation example of two colonies 	26 
with asymptotic exponential growth 
> 0) 
-vii- 
Chapter Title Page 
2.3 	Mean Population Sizes 28 
2.3.i General solutions 28 
2.3.ii Asymptotic moment formulae 31 
2.3.iii Asymptotic proportions of mean 33 
population sizes 
2.3.iv Critical migration 36 
2.4 	Second-Order Moments of Population Size 40 
2.4.i General solutions 40 
2.4.ii Asymptotic formulae when 	w1>0 44 
2.4.iii Equilibrium formulae when 	w < 0 44 1 
2.4.iv One-way migration 45 
2.5 	An Alternative Method of Solution for Second- 47 
Order Moments 
2.5.i General solutions 47 
2.5.ii Equilibrium formulae when 	w1<O 50 
2.5.iii Asymptotic formulae when 	w1>0 51 
2.5.iv Formulae for the homogeneous model 53 
3. 	EXACT SOLUTIONS TO THE KOLMOGOROV FORWARD EQUATIONS 
TWO-COLONY MODELS 
3.1 Introduction 	 55 
3.2 	Model 1 	1 A 2 0) 	 57 
3.2.i 	Lagrange's linear equation 	 57 
3.2.ii Probability generating function 	 58 
3.2.iii Equilibrium distribution 	 62 
Chapter Title Page 
3.2.iv Analogous processes 63 
3.2.v One-way Migration 66 
3.3 	Model 2 (X1 =v2=O) 68 
3.3.i Probability generating function 68 
3.3.ii Special case 	(A1=v2=O, A2=i2) 74 
3.3.iii Solution in closed form 75 
3.3.iv Equilibrium distribution 76 
3.4 	Model 3 (A2=v2=O) 77 
3.4.i Probability generating function 77 
3.4.ii Equilibrium distribution 84 
3.4.iii Marginal distributions 87 
3.5 	Recursive Solutions to the Kolmogorov Forward 88 
Equation 
3.5.i Recursive solutions 88 
3.5.ii An application with 	m=l 97 
4. 	APPROXIMATE SOLUTIONS TO THE KOLMOGOROV FORWARD 
EQUATIONS : TWO-COLONY MODELS 
4.1 Introduction 	 101 
4.2 	Approximate Solutions based on a Modified 	102 
Birth Mechanism 
4.2.i 	Probability generating function 	 102 
4.2.ii Equilibrium approximations 	 106 
4.2.iii The homogeneous model 	 106 
4.2.iv Moments 	 109 
Chapter Title Page 
4.3 The Negative Binomial Approximation 116 
4.4 Approximations based on Bounded Population 121 
Size 
4.4.i 	The equilibrium approximation 121 
4.4.ii 	The general approximation 124 
4.4.iij 	Illustration of the general 127 
approximation with 	N =1 
5. 	OTHER MODES OF APPROXIMATING THE SOLUTIONS TO THE 
KOLM000ROV FORWARD EQUATIONS : TWO-COLONY MODELS 
5.1 Introduction 129 
5.2 Migration Models with Slightly Connected 129 
Colonies 
5.2.i 	Solutions to the Kolmogorov backward 129 
equations 
5.2.ii 	Probability of extinction 134 
5.2.iii 	Marginal distributions for the 135 
homogeneous model 
5.2.iv 	Admissible migration rates 139 
5.3 Sequences of Integral Equations 141 
6. 	EXTINCTION PROBABILITIES : TWO-COLONY MODELS 
6.1 Introduction 	 146 
6.2 	Probability of Ultimate Extinction 	 147 
6.3 	Approximate Solutions to the Probabilities of 	149 
Extinction 
_x_ 
Chapter 	 Title 	 Page 
A SIMULATION STUDY OF THE TWO-COLONY MODEL 
7.1 Introduction 	 155 
7.2 	Program Description 	 156 
7.3 	A Comparison of Two Approximations to 	 161 
Equilibrium Probabilities 
STEPPING-STONE MODELS FOR MULTIPLE COLONIES 
8.1 Introduction 171 
8.2 An Approximate Solution to the Kolmogorov 176 
Forward Equation for a Model with no 
Immigration 
8.2.i 	A general approximation to the 176 
probability generating function 
8.2.ii 	Approximate probabilities for a 182 
simple initial population 
8.2.iii 	Asymptotic moments for a simple 184 
initial population 
8.3 The Effect of Immigration when 	A = 0 185 
8.3.i 	Probability generating function 185 
8.3.ii 	An alternative form of solution 188 
8.3.iii 	Moments 190 
8.3.iv 	Equilibrium distribution 192 
8.4 The Effect of Immigration when 	X>O ; 	First- 193 
and Second-Order Moments 
8.5 The Negative Binomial Approximation 199 
Chapter 	 Title 
	 Page 
9. 	VELOCITY OF PROPAGATION FOR STEPPING-STONE MODELS 
9.1 Introduction 	 202 
9.2 	First-Order Moments with General Linear 	 204 
Migration 
9.3 	Velocities of Propagation for Nearest- 	 205 
Neighbour Migration 
9.3.i 	Approximations to the velocities for 	205 
large t 
9.3.ii One-way migration 	 211 
9.3.iii Epidemiological examples of 
	 213 
velocities 
9.4 	Velocities for Nearest-Neighbour Migration 	213 
based on Tail Aggregates 
9.5 	The Effect of Migration Rate on Velocity 	 216 
9.6 	The Wave Shape of First-Order Moments for 	 220 
Nearest-Neighbour Migration 
9.6.i 	First-order moments near the 	 220 
wavefront 
9.6.ii The modal first-order moments 	 222 
9.6.iii Points of steepest slope in the wave 	224 
for one-way migration 
9.6.iv The time maxima of first-order moments 225 
9.7 	Birth-Death-Migration Models in Continuous 	226 
State Space 
9.7.i 	Velocity of propagation in two- 	 226 
dimensional space 
Chapter 	 Title 	 Page 
9.7.ii Velocity of propagation in one- 	 231 
dimensional space 
9.7.iii Comparison of velocities for one- 	233 
dimensional continuous and nearest-
neighbour stepping-stone models 
9.8 	Stochastic Simulation of a One-Way Nearest- 	235 
Neighbour Stepping-Stone Model 
NON-NEAREST-NEIGHBOUR MIGRATION 
10.1 Introduction 	 242 
10.2 First-Order Moments for Geometric Migration 	243 
Rates 
10.3 More Extreme Migration Rates 	 244 
10.3.i Generating function for first-order 	244 
moments 
10.3.ii First-order moments (r= 1) 	 249 
THE SPATIAL DISTRIBUTION OF TRIBOLIUM CONPUSUM 
11.1 Introduction 	 251 
11.2 Description of a Study of Tribolium Confusum 	252 
11.3 Previous Work on the Data 	 253 
11.4 A One-Dimensional Stepping-Stone Model with 	259 
Nearest-Neighbour Migration 
11.4.i First-order moments 	 259 
11.4.ii The characteristic equation 	 263 
Chapter 	 Title 	 Page 
11.5 A Two-Dimensional Stepping-Stone Model with 	266 
Nearest-Neighbour Migration 
APPENDIX A 	Covariance Expression for the Two-Colony 	 277 
Process 
APPENDIX B 	Simulation Program for a One-Way Migration 	279 
Stepping-Stone Model 
APPENDIX C 	Data on the Spatial Distribution of Tribolium 	283 
Confusum 
BIBLIOGRAPHY 	 284 
NOTATION 
Symbol 	Usual Meaning 
X.(t) 	 number of individuals in colony i at time t> 0 
a. 	 initial number of individuals in colony i at 
time t=O 
A. 	 birth rate 
1 
1'. 	 death rate 
V. 	 micration rate 
1 - 
immigration rate 
1 	 1 	1 	1 
a. A. +p. +'. 
l' 2 
p.. (t) 	 probability that X1(t)=i and X2(t)j : two- 
colony model 
G(Z;t) 	 probability generating function of the {x.(t)} 
K(O;t) 	 cumulant generating function of the {x.(t)} 
z.1, 0. 1 	
dummy variables 
g.(z;t) 	 probability generating function of the fX.(t)}: 
and a.=l, a.=O (ij) 
gjt 
 (z) 	sequences of probability generating functions 
and h 	(z) 	which converge to g. (z;t) as n - 
m.(t) 	 mean number of individuals in colony i at time 
t>o 
(t) 	 m1(t)/(m1(t)+m2(t)) 
-xv- 
Symbol 	Usual Meaning 
(t) expansion of 	m.(t) 	up to and including terms 
oforder 	v 
QJ) (vt) m.(t)/m 	(t) 
V ..(t) second-order moments of population size 
ij  
P(t) correlation coefficient 
P(t) 	= V12(t)/{V11(t)V22(t)}½ 
IT.. equilibrium probabilities : ii..= lim p. .(t) 
1] 13 	13 
p  probability of extinction : p,(t) 	= g.(O;t) 
q. probability of ultimate extinction 
q. 	= lim p. (t) 
1 
t4_1 
p(x;t) probability that 	X. (t) =x. 
stepping-stone model 
A - p - 2v : stepping-stone model 
(.... O,l,O,...) 	denotes the infinite- 
dimensional vector with 1 in the 	kth 	place 
and zeros elsewhere 
h } migration distribution 
r 
f(r;t)dr mean number of individuals in the element 	dr 	at 
time 	t 
C , c_ 	 asymptotic velocities nearest-neighbour 
migration 
v, v 	 asymptotic velocities : diffusion approximation 
* 	 Laplace transformation (for example, 
co -st 
m(s) = f e 	m.(t)dt 
1 	 0 	1 
a 	b 	means that a(t)/b(t) -- 1 as t-- 
-xvi- 
Symbol Usual Meaning 
Kronecker delta function 
Diac delta function 
x(x-1) 	(x-n+l) 
Stirling numbers of the first kind 
Gamma function 
modified Bessel function of the first kind 
complete elliptic integral of the first kind 
E(r) complete elliptic integral of the second kind 
Gauss hypergeometric series 
LIST OF FIGURES 
Number 	 Title 	 Page 
1.1 Kendall's multi-phase process represented as a 3 
population which is spatially distributed amongst 
k 	colonies. 
2.1 Two-colony birth-death-migration-immigration process. 16 
2.2a A simulation example of two colonies with asymptotic 23 
equilibrium 	X,=  X 
2 
 =1.8 	111 = 112 	2.0 ; 
v2=0.5 ; a1=6 	, a2 14. 
2.2b A simulation example of two colonies with asymptotic 24 
linear growth : Al 2.O , X2 	3.0 	 , 
V, 	2.0 ,v 2 =1.5 ; 	 a1=O , a2=3. 
2.2c A simulation example of two colonies with asymptotic 25 
exponential growth : A,= X2 1.5 	ji1 p2 0 
a1=a2=l. 
2.3 The critical migration curve as a function of 37 
and 
3.1 Two-colony process with zero birth rate. 59 
3.2 Chiang's illness-death process with 2 illness states 65 
and 	r 	death states. 
3.3 Two-colony process with 	A1=\2=0 . 69 
3.4 Two-colony process with 	A2='2=o . 78 
3.5 Two-colony process with 	A1 A2 A ; 91 
p1 	p2 	v2 	a1 	a2 	0 ; 
Nunther Title Page 
6.1 Probabilities of extinction ; spatially homogeneous 150 
model 	: X1 =X2 	1.5 	1 p2 1 ; 	u1 	v2 	1 
7.1 Values of 	r 6 	 ()/u 	for 	v =O, 0.1 = pi,6-i 
170 
1 n 
and 5 	: A1 =X2 	1.0 	111 	112 = 1.2 	; a1=ct2=0.3 
8.1 Bailey's stepping-stone model for multiple colonies. 172 
8.2 A simulation example of Bailey's migration process : 174 
Av=l 	; p=O ; 	t=0, 	3, 	6, 	9, 	12. 
9.1 The wavefront velocities 	c 	and 	c 	determined from 209 
+ 
the equation 	x(c) = 
9.2 The wavefront velocites 	c 	and 	c_ 	determined from 212 
the equation 	x(c) = v1+p-A : one-way migration. 
9.3 Velocity as a function of migration rate: 218 
0<v<9 
9.4 The shape of the function 	m.(t) 	for fixed 	t 	and 220 
varying 	i 
9.5 A simulated wavefront showing the sizes of the 240 
leading colonies immediately after the advance of the 
population wave : Al 	11v20 , v1=5 
11.1 One-dimensional stepping-stone model with different 260 
rates on the boundary. 
11.2 Two-dimensional stepping-stone model with different 267 
rates on the boundary. 
LIST OF TABLES 
Number 	 Title 
5.1 	Values of the function QJ)  t) 
7.1 	Values of the simulated probabilities p(aD), 
.(°') and p.() 
7.2 	A comparison between the simulated and the 
theoretical first- and second-order moments. 
7.3 	A comparison of the simulated, negative binomial 
and Poisson approximations to the equilibrium 
probabilities p..() : v0 ; Xl.O ;1.2 
a=0.3 
7.4 	A comparison of the simulated and negative binomial 
approximations to the equilibrium probabilities 
p..(-) : 	O.l ; Al.O ; ij.1.2 ; ct=0.3 
13 
7.5 	A comparison of the simulated and negative binomial 
approximations to the equilibrium probabilities 
P..(-) 	V = 5 ; A1.0 ; 11=1.2 ; c*=0.3 
13 n 
7.6 	Values of u = E p. 	(ce) for v=O, 0.1 and 5 
n 	1,n-1 
1=0 
negative binomial approximation. 
7.7 	A comparison of the simulated marginal probabilities 
p (co) : 'u=O and 5 
9.1 	A simulated wavefront showing the sizes of the 6 
leading colonies immediately after the advance of the 











Number 	 Title 	 Page 
ll.la Transformed female Tribolium data. 	 271 
1l.lb Values of the function 	 271 
=cosh[(9-2i)]cosh[(9-2j)6}/cosh2 (6) : 00.17 13 
11.2a Transformed male Tribolium data. 	 272 
11.2b Values of the function 	 272 
Z.. =cosh[(9-2i)0]cosh[(9--2j)0]/cosh2(0) 	: 0=0.22 
-1- 
CHAPTER 1 
INTDUCI'ION TO THESIS 
to 
1.1 	A Survey of Basic Birth-Death-Migration Models 
The birth and death process was introduced by Feller (1939) to 
provide a mathematical description of the growth of a population 
which develops under the influence of the following simple laws of 
reproduction and mortality. 
The events that might occur to an individual in the small 
time interval (t,t+6t) are independent of the events occurring to 
other individuals and of the events that occurred to this 
individual in the past. 
The risks of mortality and reproduction are assumed to be the 
same for each member of the population. 
An individual known to be alive at time t has probability 
Mt +o(6t) of giving birth (splitting into two) and prcbabillty 
p6t+o(5t) of dying in the small time interval (t,t+t) 
The parameters A and p are independent of the time t 
Let the population size at time t be denoted by X(t) , with 
p(t) = Pr[X(t) = n I x(0) = i] 	(n=O,1 .... ) 
Then under assumptions (i)-(iv) Feller showed that the probabilities 
p(t) , which completely determine the structure of the process, 
satisfy the set of differential-difference equations 
dp(t)/dt=(n+l) lip 1(t) +(n-l) Xp 1(t) _fl(A+P)Pn(t) 	(n=l,2,...) 
dp0(t)/dt=pp1(t) 
-2- 
Although Feller (1939) proved that the mean and variance of X(t) 




Var(X(t)) = 	et(et - 1) 
respectively, a solution to his equations (1.1) was first given by 
C. Palm in an unpublished letter to N. Arley. Palm's formulae can be 
written as 
PO 
 (t)= a(t) 
(1.2) 
p n 
 (t) = (la(t))(lb(t))(b(t)) 	(n=1,2,...) 
where 
- A 
An account of Palm's work is given by Arley and Borchsenius (1945). 
The population whose growth is described by equations (1.1) is 
rather far removed from reality, and a great deal of attention has 
been paid to processes for which assumptions (i)-(iv) have been 
relaxed or altered in some way. In particular, Kendall (1948a) gives 
the complete solution of the equations governing the generalized 
birth-death process in which the birth and death rates X(t) and 
i(t) may be any specified functions of the time t ; the most 
interesting example is perhaps that in which X(t) and p(t) are 
periodic functions of t . A thorough study of 'general' birth and 
death processes has been carried out by Karlin and M.Gregor (1957a, 
195Th) 
Kendall (1948b) goes on to relax the Markov property (iii). 
This implies, for example, that in the absence of mortality an 
individual born at time t will itself undergo subdivision at a time 




Kendall remarks that this is very different from the distributions of 
generation time often observed in practice, and he suggests a modified 
process in which s is distributed as a X - variate, where k is 
an integer greater than unity. When a new individual is born, it 
passes through a series of phases, k in number, and only after it 
has attained the 
kth 
 phase can it undergo subdivision. The lifetime 
in each phase is assumed to have the exponential distribution 
-k AT 
kAe 	(T>0) 
different lifetimes being independent. This multi-phase birth process 
possesses the Markov property, provided that its development is 
described by the vector variate X(t) =(X 1 (t) ,... ,Xk(t)) where X.(t) 
(l<i<k) denotes the number of individuals in the i 
th 
 phase at time 
t . Kendall's analysis is performed for the purely reproductive 
process (J.1=0). 
Kendall's multi-phase process, illustrated in figure 1.1, can be 
envisaged as representing a population which is spatially distributed 
amongst k sites or colonies. Individuals in colony i (l<i<k) 
may migrate to colony i+l , whilst in the event of an individual in 
Figure 1.1 
Kendall's multi-phase process represented as a population which is 
spatially distributed amongst k colonies 
kA J 	I kA 	kA 	JkA I 
l 	 2 I4""3Ik_l 	
k 
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colony k giving birth, both it and its offspring instantaneously 
migrate to colony 1. This thesis is devoted to the mathematical 
analysis of the effect of migration between colonies, each of which 
is developing according to a simple birth-death-immigration process. 
Consider a model based on the following assumptions. 
The habitat is divided into a nurrber of colonies. Within a 
colony the species can be regarded as a single population, spatial 
separation being ignored. Between neighbouring colonies, migration 
is common, having an effect on the population size in a colony of the 
same order of magnitude as reproduction, immigration and death. 
Thus the model can represent either a continuous habitat, divided 
arbitrarily into colonies for mathematical description, or a 
discontinuous habitat in which the discontinuities are not serious 
barriers to movement. 
The effect of migration is immediate. That is, the time 
taken to migrate is small compared with the life cycle. 
Migration is 'conservative'; that is, there are no losses 
during migration, so that an individual leaving one colony arrives 
at another. 
[Emigration out of the system may be considered as being equivalent 
to 'death', and shall therefore not be explicitly considered in this 
thesis.] 
We shall regard this model as being a special type of Fiarkov 
population process, these processes having frequently been used to 
represent situations involving numbers of individuals in different 
categories or colonies. In such processes the state at any time t 
is represented by the vector X(t) =(X 1 (t) ,.. . ,X(t)), where 
X.(t) denotes the number of individuals in the i 
th 
 colony at time t , 
-5- 
and the random evolution of X(t) is that of a continuous-time 
Markov chain. The jumps of the chain may be of three types, 
corresponding to the arrival of a new individual, the departure of an 
existing one, or the transfer of an individual from one colony to 
another. Kingman (1969) presents a systematic account of the 
methods available to analyse these processes, with particular 
reference to the calculation of stationary distributions (when they 
exist) . The methods described yield solutions for quite a large 
class of interesting processes. 




where e • is the vector with all coirponents zero except for 1 in the 
th place, and he remarks that in many exaxiles of Markov population 
processes the arrival, departure and transfer rates depend only on 
the numbers in the colonies affected by the transition. The process 
is described as simple if it is possible to write 
c*.(n) = ci.(n) 	; 	= 	; 	y.. (n) =Y ij  (nin) 
The transition rates of the models developed in this thesis have 
the simpler form given by 
(1.3) 	c.(n.) =Xn.+c. 	; .(n.) =p.n. 	; y. .(n.,n.) =). • n • 
	
)_ 1 11 1 1 1 11 13 1 3 	1J1 
The parameters A.., ce., 11. and V... correspond to birth, immigration, 
death and migration, respectively. 
Although the transition rates (1.3) are extremely simple in form, 
the mathematical analysis surrounding them is complex. To make these 
rates reflect more realistic situations would almost certainly 
lead to mathematical intractability. For example, the growth of any 
population in a restricted environment must inevitably be limited  by 
a shortage of resources, and a stochastic analysis of the corresponding 
single-colony logistic model alone involves an order of difficulty 
many times greater than that of the simple birth-death process. 
Also implicitly assumed is that the transition rates (1.3) are 
independent of age. However, it is known (Deevy 947)) that for many 
species of birds the death rate is nearly independent of age once they 
have become adult, and the sanve is probably true of many species of 
fish. A further objection is that we are restricting our model to a 
single-species, single-sex population, although if the species is 
bisexual we may consider only the females and postulate that there is 
never a shortage of males. For a discussion of these and many other 
factors affecting population growth we refer the interested reader to 
Pielou (1969), May (1973) and Maynard Smith (1974). Arnason (1971) 
devotes the first half of his thesis to an investigation of the 
suitability of Narkov processes for describing the migration of 
animal populations. The second part details an investigation of hew 
the parameters of the models can be estimated. 
In Chapters 2 to 7 I investigate the probabilities 
P ij  (t) = Pr[X1
(t)=i, X2(t)=j I X1(0)=a1, X2(0)=a2] 	(i,j=O,l,...) 
corresponding to the transition rates (1.3) for the two-colony process. 
Here a1 and a2 denote the initial population sizes of the two 
colonies. The Kolmogorov forward differential equation for the 
probability generating function (p.g.f.) 
G(z1,z2;t) = E 	E P 
ij  (t)ZZ 
i=O :1=0 
-7- 
is developed in chapter 2, and from it I derive the means, variances 
and covariances. Although this differential equation has in general 
been found impossible to solve directly, in the sense that at the 
present time we are unable to write down an explicit expression for 
its solution, exact solutions may be obtained for certain special 
cases in which some of the parameters are placed equal to zero. In 
Chapter 3 I obtain exact solutions for three such cases, and develop 
a recursive solution for the probabilities p..(t) in a fourth. 
The complexity of the solution in one of these special cases 
underlines the extreme difficulty of deriving an exact solution in 
general, and in chapter 4 we turn our attention to the derivation of 
approximate stochastic solutions. First I approximate the process 
itself by modifying the birth mechanism, thereby developing an exact 
solution for this new process which closely relates to the Poisson 
distribution. Whilst the first-order moments of the original and 
modified processes coincide, the second-order moments do not. This 
defect is partly remedied by the fitting of a bivariate negative-
binomial distribution. The chapter concludes with a discussion on 
approximations which are derived by placing an upper bound on the 
total population size. 
The analysis of the function G(z1,z2;t) in Chapter 5 involves 
the use of two different iterative techniques on the corresponding 
backward equations. In the first I assume that the migration rates 
v12 and v21 are equal, and I obtain a power series solution in 
terms of this common migration rate. In the second I show how to 
generate sequences of functions, defined recursively by means of 
integral equations, that converge to the required solution. 
: 
If either immigration rate (x 
i 
 (i= 1,2) is non-zero, both 
colonies may be empty with non-zero probability at any particular 
time but extinction is impossible. However, if a,  
= 2 = 0 , ultimate 
extinction becomes a definite possibility, and Chapter 6 is devoted to 
an analysis of the extinction probability p 
00 
 (t) 
In chapter 7 simulation techniques are used to compute 
equilibrium probabilities p.. () and to obtain realizations of the 
process for suitable choices of parameter values. A particular 
simulation study is undertaken in order to illustrate the effect of 
the magnitude of the migration parameters v 
12 
 and v 
21 
 on the 
goodness-of-fit of the two approximate distributions developed in 
Chapter 4. 
So far I have discussed the effect of migration between two 
separate geographic regions on population size, and although many of 
the results in Chapters 2 to 7 could (in theory) be generalized to 
cover migration between n separate regions (n=2,3,...) , little 
gain in understanding of the process would result from the exercise. 
However, if individuals may migrate between neighbouring colonies 
only, the situation becomes far more promising. In Chapter 8 I 
introduce the 'stepping-stone model' to examine the one-dimensional 
process, in which the population is composed of an infinite number of 
colonies which may be considered to be situated at the integer points 
(— <i<o) of a single co-ordinate axis. In this model the 
vector X(t) = (X1(t),X2(t)) is replaced by the infinite- 
dimensional vector X(t) = ( .... X..(t),...), where X.(t) denotes 
the number of individuals in colony i at time t , and an individual 
in colony i may migrate to colony j only if j =i-1 or i+l 
(see section 8.1 for a complete description of the process). 
The 'stepping-stone model' was originally proposed by Kimura 
(1953) to investigate the effect of the breeding structure of a 
population on genetic differentiation within the population. A 
textbook account of this associated genetic problem is to be found 
in section 9.9 of Crow and Kimura (1970) and further references are 
given in section 8.1 of this thesis. 
As well as possessing strong connections with problems in 
genetics, this one-dimensional birth-death-migration model is also 
directly relevant to the spread of epidemics. For suppose that every 
colony consists solely of N susceptibles, and then let an infected 
individual enter colony 0 at time t=0 (say) with X.(t) (—a<i<co) 
now denoting the number of infectives in colony i at time t>0 
I shall refrain from giving an account of the general theory of 
epidemics here, but instead refer the interested reader to Bailey 
(1957) and the excellent survey paper of Dietz (1967) . Suppose that 
in the small time interval (t,t+6t) an infective in colony i may 
infect a particular susceptible in the same colony with probability 
aSt+o(ót); or may be removed either by death or isolation with 
probability 	t+o(5t); or may migrate either to colony i+l or to 
colony i-1 with probability y6t+o(5t) . Suppose further that 
susceptibles may not migrate. Then in the opening stages of the 
epidemic the vector process X(t) may be approximated by the above 
birth-death-migration process with parameter values 
A.1. 	 :1_ 
oN ; jt. = 	
i i,i+l 	,i-1 
v 	y, Vii  
=0 (otherwise). 
The analysis of the linear model with parameters A. =A 
11i i,i+l =p ; v 	= Vi, i-1 =v and v. . =0 (otherwise) is given in 
Chapter 8. The Kolm3gorov forward differential equation for the p.g.f. 
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corresponding to X(t) cannot be solved directly, and approximate 
stochastic solutions are developed in an analogous manner to those 
derived in Chapter 4 for the two-colony process. An exact stochastic 
solution is obtained for the special case in which births are 
excluded (A =0) and immigration is introducted from outside the 
system into colony 0. The first-order and second-order moments are 
derived for a more general version of this model in which A >0 
If the population has a positive rate of growth and is 
initially concentrated into a relatively small geographic region, we 
may expect it to diffuse into the surrounding areas and eventually 
to take over the entire territory. This expanding population may be 
envisaged as generating a travelling wave, and in Chapter 9 I 
investigate the velocity of propagation and the form of the wave 
profile corresponding to the stepping-stone model developed in 
Chapter 8. The velocities generated by this model are then compared 
with those obtained from a continuous state space approximation in 
which an individual is not constrained to lie at the integer points 
j (—co<j<o) but may instead occupy any point 	(-co<x<o) on the 
real line. All these results are obtained by using deterministic 
arguments, and in order to assess the relevance of these deterministic 
results to their stochastic counterparts I conclude the chapter with 
a small simulation study. 
Mathematical interest in the spatial propagation of population 
waves was aroused by two investigations in the 1930's into the 
advance of an advantageous gene along a linear habitat, such as a 
shore line. The theory subsequently developed includes the evolution 
of neutron populations, the spread of consuzrer demand, flan 
propagation, and the spread of epidemics (see section 9.1 for 
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references and a discussion of these and related processes) . Whilst 
such processes may be regarded as being analogous to the nearest-
neighbour migration models so far considered in this thesis, other 
phenomena such as the spread of stem rust and foot and mouth disease 
may not. These latter diseases may be transmitted by windborne 
spores, and so infection may travel a large distance from one site to 
another without infecting the areas in-between. In Chapter 10 I 
examine non-nearest-neighbour migration models and develop expressions 
for the mean sizes of each colony at time t for several appropriate 
migration distributions {v... 	-CO <j <} . Unfortunately, these 
results appear to be too complex to allow wavefront velocities to be 
determined from them. 
In Chapters 2 to 10 I develop theoretical results for population 
models in which there is migration either between two colonies or between 
an infinite number of colonies situated at the integer points of a 
single co-ordinate axis. To conclude the thesis I present a spatial 
model in two-dimensions, and relate it to data on the spatial 
distribution of flour beetles in a closed container. 
1.2 	Numbering System 
Figures and tables are numbered successively within a chapter, 
so that figure 3.4 (say) refers to the fourth figure in Chapter 3. 
Equations are numbered successively within a section; for 
example, equation (4.3) in Chapter 2 refers to equation number 3 in 
section 4 of that Chapter. However, if the same equation were being 
referenced in Chapter 6 (say) , it would carry the full label (2.4.3). 
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1.3 	Published Results 
With the permission of his supervisor, the author has published 
parts of this thesis in the following papers. 
(1972) : 	§2.3.iii; 9.7.i; 9.7.ii, 
(1973a): §2.5.i*;  2.5.iv 
4.2.i*; 4.2.iii;  4.2.iv* 
5.2.i; 	5.2. iii; 	5.3 A,  
(1973b) 	§2.3.i 
3.2.ii; 3.2.iii; 3.3.i; 3.3.iv; 3.4.i 
4.4.i, 
(1974) : 	§8.l; 	8.2.i; 	8.2. iii; 	8.3; 	8.4. 
*published in a more simplified form. 
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CHAPTER 2 
TWO-COLONY BIRTH-DEATH-MIGRATION-IMMIGRATION MODELS 
2.1 Examples of Related Processes 
Two or more interconnected birth and death processes arise 
so often in practical situations that it is worthwhile illustrating 
the types of situation to which they relate. 	One such biological 
process that has recently attracted considerable attention in the 
literature is that of phage-reproduction. 
Viruses are small particles of RNA (ribonucleic acid) or DNA 
(deoxy-ribonucleic acid) wrapped in a protein coat, which can be 
crystallized into a variety of regular, often polyhedral, shapes. 
They are much smaller than bacteria, and are capable of passage 
through filters designed to arrest these. Among the numerous 
viruses, bacteriophages (called phages for short) have been the 
subject of much concentrated study; the isolated DNA strand, used 
by phages as their genetic information carrier, makes them eminently 
suitable in investigations on the molecular basis of life. 
When a phage infects a bacterium, its protein coating is left 
on the boundary, while a DNA strand enters the bacterium. After a 
brief period, the boundary of the bacterium alters so that no further 
phage can attach to it. 	The DNA strand (vegetative phage) 
multiplies within the bacterium by division, until a pool of about 
40 to 80 phages has been reached; the period during which this 
occurs is referred to as the eclipse. 	After the eclipse phase 
(approximately 7 to 10 minutes), some vegetative phage mature, 
-14- 
i.e. receive a protein coating, and are no longer able to reproduce. 
This act of maturing may be considered as being equivalent to 
migration. 	When the infected bacterium bursts, about 200 to 300 
mature phage are released, together with about 40 to 80 vegetative 
phage. 	The mature phage are able to attack other bacteria, whilst 
the vegetative phage cannot. 
Models for phage reproduction within a bacterium have been 
discussed by many authors, and all are effectively birth-death type 
processes. 	For a detailed account of the subject the interested 
reader is recommended to study the excellent review paper by Gani 
(1965). 	Such birth-death type processes are directly relevant to 
the theory of genetics, with migration being interpreted as mutation. 
For example, the phage process may be used to represent the growth of 
a bacterial colony in which normal (a) and mutant (A) bacteria 
correspond to vegetative and mature phage, respectively. 	Once a 
bacterium mutates, it and its offspring remain of the mutant type and 
do not mutate back to the normal type. Armitage (1952) presents a 
review of early work describing the changes in a population of 
bacteria which are subject to birth and mutation. 
Gani and Yeo (1965) chacterize this phage/genetic process by the 
following set of probabilities. They assume that in any small time 
interval (t,t+St) there are probabilities 
A1(t)St + 0(5t) 	of (a) splitting into (a,a) 	[birth], 
A2(t)5t + o(5t) : 	of (A) splitting into (A,A) 	[birth], 




 (t)6t v1(t)5 + o(St) : 	of (a) dying, 
v2(t)t + o(6t) : 	of (A) dying. 
During eclipse we have v1(t) = v2(t) = 0 (their notation 
unfortunately switches the now established usage of p and v to 
represent death and migration, respectively). 	The authors discuss 
the probability density function (p.d.f.) of the number of survivors 
and deaths up to time t , and obtain an expression for the 
distribution of the time until the bacterium bursts. 
In section 1.1 we noted that the opening stages of an epidemic 
which develops over the integer points i (—co<j<o) may be 
approximated by an appropriate birth-death-migration model. The 
corresponding two-colony epidemic process may be treated in exactly 
the same way. Here we assume that the probability of the number of 
infectives X.(t) in colony i (i=1,2) increasing by 1 in the 
small time interval (t,t+t) , because a susceptible in colony i 
becomes infected, is approximately equal to 
a. X, (t)N.5t + o(3t) 
11 	J 
where N. is the initial number of susceptibles in that colony at 
time t=0 . 	Griffiths (1972) employs a variation of this approach 
to examine the effect of the introduction of disease into a 
previously uninfected area. 	In this case the susceptible 
populations of both hosts and vectors could be considered as 
approximately constant. 	If we now call infected hosts type 1 
individuals and infected vectors type 2 individuals then the 
approximation reduces the process to a bivariate birth-death 
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process in which the birth rate of type 1 individuals is proportional 
to the total number of type 2 individuals and vice-versa. The 
death rate for each type is proportional to the total number of 
individuals of that type. 	He examines the behaviour of the process 
conditional upon extinction and analyses the distribution of 
cumulative population size. 
2.2 	The Kolmogorov Forward Equation 
2.2.1 Introduction 
Consider a population divided into two colonies, and denote the 




(0) = a 
1 	
(i=l,2) 
Next suppose that each colony i is subject to a simple stochastic 
birth-death-immigration-migration process with birth, death and 
immigration rates X., p. and a. respectively, and with migration 
rate v. to the other colony j . 	This situation is represented 
in figure 2.1. The immigration components a1 and a2 prevent the 
Figure 2.1 
Two-colony birth-death-migration-immigration process 
	
I 	 I 
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Colony 1 	2 Colony 2 
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population from becoming extinct and, under certain conditions, 
allow a limiting equilibrium distribution of population size to 
develop. 	Thus for i = 1,2 and 5t > 0 
Pr[an i-individual multiplies to two in (t,t+t)I =X.t+o(t); 
Pr[an i-individual dies in (t,t+t)] =.5t+o(cSt); 
Pr[an i-individual transfers to colony j in (t,t+6t)] =v.5t+o(5t); 
Pr[an i-individual undergoes no transitions in (t,t+5t)] 
1 1 1 
PrEan i-individual undergoes more than one transition in (t,t+ôt)] 
= o(5t), 
Pr[an individual enters colony i from an outside system in (t,t+zt)1 
= a. 6t + o(5t). 
1 
Furthermore, it is assumed that all the events that might occur to 
an individual in the small time interval (t,t+t) are independent 
of the events which occur to other individuals and of the events 
that occurred to this individual in the past. 	With these. 
assumptions the vector process 	x1(t),X2(t)} is a Markov process. 






and v. (i=1,2) are non- 
1 
negative and constant. 
For i,j = 0,1,2,..., let the probabilities 




G(z11z 2 ;t) = .E 	E p (t)z z 	( ziI <1 ; 11,2) . 	 — 
i 
ij 	1 2 
=o 3=0 
be their probability generating function. 	Consideration of all 
possible events in the small time interval (t,t+5t) yields the 
differential equations 
+A2(i-l) 	_1(t) +u1(i+l)P +1
(t) 
ib 
+p2(+l)p.. 1(t) +v1(i+l) 1, _1(t) 
(2.1) 
+v2(j+l)p i 
	(t) +c p 	(t) +a p 	(t) 
	
-1,j-4-1 	1 i-1,j 	2 i,j-1 
-P ij (t)[i(A1+ 1+v1) +j(X2+p2+ 2) +a1 +ct2] 
where we define 
p1. 
J 
 (t) E 0 	for i<0 or j<0 
The Kolmogorov forward differential equation for G(z11z2;t) 
obtained by multiplying both sides of equations (2.1) by zz and 
summing the resultant expression over i,j = 0,1,2,..., is then 
given by 
= [ (Xz3t 	11
-p1) (z1-l) + 
(2.2) 
+ [ (X2z-p) (z2-l) + 21z  2 Dz 	[a1(z1cL2(z2-l)]G 
with 
a1 a2  
(2.3) 	 G(z1,z2 	1  ;0) = z z2  
Bartlett ((1966), p.77-80) considers a similar process in 
which there are two types of particle (corresponding to individuals 
above), photons and electrons. 	These give rise respectively to 
pairs of electrons and photon-electron pairs. 	He derives the 
stochastic solution when the death rates are neglected and obtains 
differential equations for the first- and second-order factorial 
moments. 
Although equation (2.2) has in general been found impossible 
to solve directly, certain results have been obtained for the 
special case when there is no immigration so that a1 = a2 = 0 
Pun (1968) solves it for the case A1  = V = 0 , and obtains the 
solution to the corresponding Kolmogorov backward equations when 
A2  = V = 0 . 	Both Pun (1968) and Renshaw (1970, 1973a) develop 
sequences of functions, defined recursively by means of integral 
equations, that converge to the p.g.f.'s of these backward equations. 
Approximate solutions may also be developed when immigration is 
present (a1 + a2 > 0) , as may exact solutions in several special 
cases when certain of the parameters equal zero. 	These approaches 
are discussed in Chapters 3 and 4. 	In a very recent paper 
Alksland (1975) considers the analogous n-colony process. 	He 
derives a solution in terms of a sequence of functions which 
converges to the required probability generating function, and he 
obtains exact solutions to the forward differential equation in two 
special cases. 
Although the joint p.g.f. of {x1(t), X2(t)} may not be found 
explicitly, the first- and second-order moments may be derived 
without too much difficulty and their derivation is described later 
on in this chapter. 	Still further knowledge about the behaviour 
of the process may be gained by simulation, and this technique is 
described in Chapter 7. 	I shall now briefly present some simulated 
realizations in order that the reader may gain an intuitive feel for 
the process before embarking on the mathematical analysis. 
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The way in which a simple one-colony birth-death-immigration 
process, with parameters A, p, a , respectively, develops is 
dependent on the sign of the 'net growth rate' A-p . 	For if 
m(t) denotes the mean number of individuals present in the colony 
at time t , the deterministic equation for m(t) is given by 
dm(t)/dt = (A-p)m(t) + a 
and this integrates to give 
(2.4) 	m(t) = m(0)et + 	
Ct 
 He 	- 1) 
A-i-I 
Thus if 
X<p 	m(t) - ct/(p-A) 	 as t -CO - 
A=p 	m(t) = m(0) + at 
A> 	log(m(t)) 	(A-p)t 	as t - 
A similar situation exists for the bivariate process 	X1(t), X2(t)} 
only the criterion A-p is now replaced by 
(2.5) 	 W, = ½[ 	12 + {( l2)2 + 4 1v2}] 
where.





(i=1,2) (this is proved in section 2.3). 	We 
shall therefore consider three separate simulations corresponding to 
w1<O, Wl= C and w1>0 
2.2.ii A simulation example of two colonies with asymptotic 
equilibrium (w1<0) 
Figure 2.2a shows a realization of the process when wl  = -0.2 
The parameters chosen are as follows. 
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A. i-i. 	u. a. a. 1 1 1 1 1 
Colony 1 	1.8 2.0 	1.0 2.0 6 
Colony 2 	1.8 2.0 	0.5 2.0 14 
Here the birth, death and immigration parameters are the same for 
both colonies, but the rate of migration from colony 1 to colony 2 
is double that from colony 2 to colony 1. 	The state of the process 
is recorded every 0.1 time units over the time interval O<t<lO 
It should be noted that the actual behaviour of the process is far 
more 'spiky' than is suggested by the figure. 	For 955 events 
occurred in the period 0<t<10 , giving an average of 9.55 events for 
each plot. 
The two horizontal lines represent m1 (c) and m2 (co) , the mean 
sizes of the two colonies in equilibrium. 	There is clearly 
considerable variation about these lines with migration causing some 
degree of correlation between X1(t) and X2(t) . 	In fact it 
follows from results (3.24) and (4.21) - (4.23) of this chapter that 
in equilibrium the first- and second-order moments for each colony 
are as follows. 
	
Colony 1 	 Colony 2 
Mean 	 7.0588 	 12.9411 
Variance 	 32.3982 	 96.7940 
Standard Deviation 	 5.6920 	 9.8384 
Covariance 	 35.4031 
The linear correlation coefficient between X1 (x) and X2() is 
0.6322. 
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A cross-spectral analysis between X1(t) and X2(t) might well 
produce some interesting results, but we shall not pursue the time-
series approach here. 
2.2.iii A simulation example of two colonies with asymptotic 
linear growth (w1=0) 
If W takes any negative value the process fluctuates around 
the mean equilibrium values m 1 (co) and m2 (c) , whilst if w 	takes 
any positive value the process exhibits exponential growth. 	However, 
if W is zero the mean population sizes m1(t) and m2(t) 
ultimately have the linear form (see exnression (3.25)) 
m. (t) = c. + d.t 	(i=1,2) 
1 	1 	1 




. , and the process will fluctuate 
with ever increasing amplitude around this 'linear trend'. 
To illustrate this situation figure 2.2b shows a realization 











Colony 1 	2.0 	3.0 	2.0 	1.0 	0 
Colony 2 	3.0 	2.5 	1.5 	0.0 	3 
It follows from result (3.25) that for reasonably large t 
m1(t) t/4 
m2(t) - t/2 
The state of the process is again recorded every 0.1 time 
units. Thus as the rate of occurrence of events is a linear 
combination of the two population sizes the number of events 
2/1 
A simulation example of two colonies with asymptotic equilibrium 
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occurring in each successive time period of length 0.1 increases with 
t . 	For example, exactly 90 events occurred in each of the 
intervals 0<t<2.03 and 10.60<t<10.70 . 	In the former 
0<X1 (t)<7 	and 	1<X
2 
 (t)<9 
whilst in the latter 
21<X1(t)<31 and 61<X2(t)<78 
2.2.iv A simulation example of two colonies with asymptotic 
exponential growth (w1>0) 
Figure 2.2c shows three realizations of the process when 
w1 1.5 , the parameter values used being as follows. 
A. 	p. 	v. 	a• 	a 
1 1 1 1 1 
Colony 1 	1.5 	0 	0.3 	0 	1 
Colony 2 	1.5 	0 	0.6 	0 	1 
Thus the population develops as a pure birth process divided into two 
colonies, with the rate of migration from colony 2 to colony 1 double 
that from colony 1 to colony 2. Altogether 6 simulations were run 
and realizations I.. II. and III. (i=1,2) illustrated in figure 
2.2c had the largest, third largest, and smallest total txpulation 
size at time t=6 . 	The subscripts i=l and i=2 correspond to 
colonies 1 and 2 respectively in each case. 	Each successive event 
is shown for values of t less than t1 where 1.0<t'<2.0 (the 
value of t' depends on the particular realization being considered), 
whilst the state of the process is recorded every 0.1 time units for 
subsequent values. Note that in figure 2.2c the ordinate represents 
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the logarithm of population size, log X.(t) (i=1,2) , and the state 
corresponding to X.(t)=O is represented by a line just below the 
abscissa. 
It follows from the theory of branching processes that the 
vector random variable 
-w t 
(2.6) 	 (Y1(t), Y2(t)) = e 
1 
 (X1(t), X2(t)) 
converges almost surely to the vector random variable 
('j1, Y2) = lim (Y1(t), Y2(t)) 
t- 
as t- 	(see, for example, Mode (1971)). 	Thus for large t 
(2.7) 	log X.(t) 	w1t + log Y. 	(i=l,2) 
This suggests an asymptotically linear growth for log X.(t) which 
can be considered as starting at the 'random time' 
t0  = -(l/w1)log Y. - 
The variable t0  may be described as the 'stochastic lag' (Waugh 
(1972) discusses the corresponding univariate case). 	It is apparent 
from figure 2.2c that the stochastic lag for a particular 
realization depends on the development when t is small. The longer 
the time taken to reach a predetermined level, given by X.(t)=4 
(say), the larger the corresponding value of t0  
For the particular case considered here we have the parameter 
values w1 = A = 1.5 . 	It follows from (2.7) that provided t is 
sufficiently large the gradients of the 12 simulated curves, 
log X.(t) , should be centred around the value 1.5. 	A visual 
inspection of the three simulations I., II. and III. suggests 
that the curves may be considered linear for t>5 . 	In fact the 
12 values of 
½[x. 
1 
(7) - X. 
1 
(5)1 	(i=1,2; 6 simulations) 
have a range of (1.48, 1.56) and a mean value of 1.52. 	This is in 
close agreement with the expected value 1.5, if we remember that 
(2.7) is an asymptotic result and here t lies in the range 0 to 7. 
2.3 	Mean Population Sizes 
2.3.i General solutions 
Let m.(t) (i=1,2) denote the mean number of individuals in 
colony i at time t>O . Then on differentiating both sides of 
equation (2.2) with respect to z. and placing z1 = z2 = 1 we 
get the first-order linear differential equations 
(3.1) 	dm. (t)/dt= (X.-j.i.-v.)m. (t) +v.m• (t) +ct. 	(ij1,2; ji) 
1 	 1 1 1 1 	3 	1 
where 
(3.2) 	 m 
1  (0) = a. 	(i=1,2) 1 
These are clearly identical with the deterministic equations, as 




= A. 1-ii.1-v. 
1 	
(i=l,2) 
and denote the Laplace transform of a function f(t) by 
J 	 * 	co-st 
(3.3) 	L[f(t)J E f (s) = fe 	f(t)dt 	,(s)>O 
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Then on applying the transformation (3.3) to equations (3.1) we have 
	




(s) - 2m2(s) = a1 + a1  
* 	* 	 -1 (3.5) 	 (s-2)m2(s) - v1m1(s) = a2 + as 
for s(s) large enough to ensure the existence of m1(s) and 
m2(s) . 	Solving these two simultaneous equations for xn1(s) and 
m2(s) we get 
(3.6) m1(s) =[a1s+ (a1-a12+v2a2) +s 1(a2v2-a12)]/(5-w)(s-w2) 
(3.7) m2(s) [a2s + 	2211a1) +s 1(a1v-a21)1/(s-w) (sw2) 
where w and w are the roots of the equation 
(3.8) 	 W2 - w 1+ 2) + 	12 v1v2) = 0 
namely 
(3.9) 	Wi rw = ½[ l2 ± {(l_2)2 + 4 1v2}½] 
Expressions (3.6) and (3.7) are inverted by first expanding their 
right hand sides into partial fractions and then applying the result 




 j4W this procedure yields 
-1 w1t 
	
-1 m1(t) = (w1-w2) {e 	[a1w1+a1-a12+v2a2+w1 (a2v2-a12)] 
(3.11) 	
-e w t 
2 [a1 u) 2+a-a12+a2+w2 -1 (a22-a12)]} 





-1 m2(t) = 	1 w2) 	e 	[a2w1+c 2-a21+v1a1+w1 (a1v1-a21)} 
wt 
-1 (3.12) 	 -e 2 [a2w2+a2-a+va+uj (a
1 1)] } 
+(w12) 1  ( 1v1-a21) 
If Wl=W we see from (3.9) that 	
1=2= 	
(say) and v1v2=C 
Let us therefore assume that v2=O . 	Expressions (3.6) and (3.7) 
now invert to give 
(3.13) 	 m1(t) = a 
1  e 
	+ (a1/) (e"- l) 
and 
(3.14) 	m2(t) = a2et + (a2/) (t_1) + v1a1te t  
+ 
If v2=0 and E > 2 (say), it follows from (3.9) that 	and 
w22  
Expressions (3.11)-(3.14) were verifed by back-substitution 
into equations (3.1). 
Note that if immigration is not present, so that 
expressions (3.11) and (3.12) reduce to 
(3.15) m1(t) = (w1-w2)1e1[a1(ul-2)+v2a2] - e 2 [a1(w22)+v2a21 } 
(3.16) m2(t) = (w1-w2) -1 e
w t 
1 [a2(w1- 1)+v1a1] -e w 2 t[a2(2-1)--1a1]} 
Expressions (3.15) and (3.16) have also been derived by the use of 
standard matrix techniques as described, for example, in Bartlett 
(1966). 	(See Renshaw (1970, 1972)). 
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If the transition rates are time-dependent the form of 
equations (3.1) remains unchanged but the nature of their general 
solution will not be simple. 	However, if migration may occur in 
only one direction, for example if v2(t)E0 , equations (3.1) become 
(3.17) 	d.m1(t)/dt = E 1(t)m1(t) + c1(t) 
(3.18) 	dm2(t)/dt = 2(t)m2(t) + \1(t)m1(t) + c12(t) 
and these integrate directly to give 
(3.19) 	m1(t) = expUt1(s)ds}[a +ftcz (s)exn{-f5 (x)dx}ds] 
1 0 	01 
(3.20) 	M
2 
 (t)= exp{ft2(s)ds}[a2+ft[v(s)m(s)+cj2(s)1 
x exp{-f5 2 (x)dx}ds] 
In particular, if we place e,(t)O (i=1,2) 
(3.21) 	 m
1 
 (t)= a1exp{ft 1(s)ds} 
(3.22) m2(t) =a2exp{ft2(s)ds}+a ft (s)exp{f 1(x)dx+ft (x)dx)ds lol s2 
Expressions similar to (3.21) and (3.22) are contained in Gani and 
Yeo (1965) and Pun (1968). 
2.3.ii Asymptotic moment formulae 
As w1 > w it is the sign of w that determines whether 
m1(t) and m2(t) increase asymptotically to infinity, or remain 
bounded, as t- . 	Thus on letting t-*c in expressions (3.11) and 
(3.12) we see that for w 1 
	
W 	and i,j=1,2; ij 
1 
(1) w >0: m.(t) - (w -w ) 1e 
1 
 {aw +a -a •+.a+ 	(.v-a..)J 1 	1 	 1 2 	i l i ij jj 1 jj ij 
(3.23) 
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w <0: 	M. (t) -* (a.v.-a..)/(w 1  u 2) 1 	1 	 3  1J 
	
(3.24) 	 = (a-a 
jj ij 
1 +(u1w2) 
w =0: 	 v-a 	.) urn 
1 1 	1 1 1J 3 	ii 1  l2l2 
Now the limit in this last expression is 
- (l+w2t) /w 
and so 
(3.25) 	 m 
We may obtain similar results if w1=u2 . For it follows from 
(3.13) and (3.14) that 
if 	>0: then m1(t) 	(a1+a1/)et 





if €<0: then m1(t)- a1' 
(3.27) 	 m2(t)-* (v1a1 a2)/ 2  
and so both means tend to finite non-zero limits; 
and if C=O: then taking the limit as -*() in (3.13) and 
(3.14) we get 
m (t) = a + a t 
(3.28) 	 1 	1 	1 
m2(t) = a2 + (a2+v1a1)t + ½v1a1t2  
This last result is as would be expected. For if we assume 
that v2-0 (as we did before in section (2.3.1)), the condition 
-33- 
E=O implies that the growth rates A1-ji1-v1 and A2-p2 are both 
zero. 	Thus (3.28) is equivalent to writing 
m1(t) = initial number + mean number of immigrants in time t 
m2(t) = initial number + mean number of immigrants in time t 
+ Emigration rate (v1)1 x ftm (s)ds  
2.3.iii Asymptotic proportions of mean population sizes 
If we examine the relative proportions of m1(t) and m2(t) by 
defining 
(3.29) 	 (t) = m1(t)/(m1(t)+m2(t)) 
we see from (3.23), (3.24) and (3.25) that for 	(t) will in 
general approach two different finite non-zero limits as t- 




12 2 2l 	
1<0,w1w2) 
Note that this result is independent of the initial colony sizes 
(a1,a2) . 	For with probability one all of the a1+a2 original 
members and their descendents will eventually die, and the population 
will then consist entirely of immigrants and their progeny. 
However, if w1 u 2 the situation changes. 	For as we have 
shown previously, the condition w1 w2 implies that v 20  and 
E=x 1 p1 "1 
	11 
. 	If C>0 both colonies have the same exponential 
'growth rate', but migration from colony 1 to colony 2 creates an 
ever-increasing imbalance in their relative sizes. 	In fact, 
expressions (3.26), (3.27) and (3.28) yield 
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1/v 1t 	 ( > 0) 
(3.31) 	 p(t)- 	2/ 1t 	 ( = 0) 
12 	 < 0) 
When E<O ij(t) has the same limit as given in (3.30). 
The function 	(t) also tends to a finite non-zero limit when 
there is no immigration (ct1=a2=O) . 	For denote 
= C1V1 	; 	 = C2V2  
Then it follows from (3.15) and (3.16) that ij(t) may be written in 
the form 
Y1 W = 
which gives 
(3.32) 
wt 	 wt 
(a1+a2c1)e 	- c1(a2+a1c2)e 2 
wt 	 wt 
(a1+a2c1) (1-c2)e 1 + (a2+a1c2) (1-c1)e 2 
(t) = (1-c2) 1 + 0(e 12 ) 








(provided v1v2>0 whenever l-2- 
	
Hence we may choose positive 
integers a1 and a2 to 'almost' satisfy 
(3.33) 	 a2+a1c2 = 0 
-35- 
whence 
= (1-c2) 1 	for all t>O 
and in this sense we may call an initial distribution (a11a2) 
which satisfies (3.33) stationary. 
These results are better illustrated by a consideration of the 
special case A1 X2 A, 111=11 2=p and a1 c 2 0 . 	Expressions (3.15) 
and (3.16) give 
)t 
(A-)t()-l() + (a
1v1-a2v2)e 12  } m1(t) =e 
(3.34) 
m2(t) =e_t(v1+v2)- 1  {v1(a1+a2) + (a22-a1u1)e 	 I. 
Hence 
(A-1j)t 
m1(t) +m2(t) = (a1-I-a2)e 
as would be expected, and 
"'2 	
(a1v1-a2v2)e + 
(3.35) 	 (t) = V1+V2 (a1+a2) 12 
which yields 
Thus the proportion i (t) converges to the proportion of the 
migration rates to each of the colonies. 	We see from (3.34) that 
for the stationary distribution (a11a2) which satisfies 
a1v1 = a2v2  
we have 
(X-1j)t 
(1+v1/v2)m1(t) = (l-fv2/v1)m2(t) = (a1+a2)e 
-36- 
As an illustration of result (3.35) consider the simulation 
results for w1 >0 described in section 2.2.iv. 	Here the 
parameter values are given by A.=1.5; i=c=0; ai=l (1=1,2) with 
	
and v2=0.6 . 	At time t=7 the six simulated values of 
the random variable 
X1(t)/(X1(t)+x2(t)) 
have a range of (0.6643, 0.6804), and this small interval contains 
the value 
= 0.6664 
computed from expression (3.35). 
2.3.iv Critical migration 
If immigration does not occur (a1=c 2=0) , the total mean 
population size m1(t)+m2(t) will increase to infinity or decrease 
to zero, as t tends to infinity, according as w1>0 or w l<0 
respectively. 
Let us assume that both v 
1 
 >0 and \)2>0 , so that migration 
may occur in either direction. 	On rewriting (3.9) as 
(3.36) 	W 
1 F W = ½[ 	
12 {( 12)2+4(v1v2_ 1€2)}½1 
we see that w1 0 if and only if 
(3.37) 	 12)0 and E 12 v1v2  
Hence, under the assumption that v 1v2>0 , expressions (3.37) imply 
that E 
1 
 <0 and 2° 
	











'2  then the population decreases, 
(3.38) 	if E 12v1v2 
l'2<° 
then the population remains 
constant, 
and the population increases in any other situation. 
These results are illustrated in figure 2.3. 
Figure 2.3 
The critical migration curve as a function of C 
l 
 and 
(For explanation see text) 
population increases : w > 0 
It follows from this figure that if 	and E 2<0 (say), 
then no matter how large 	becomes the total mean population 
size will still tend to infinity as t-*° . 	For the increase in 
colony 1 due to A1 will more than compensate for losses due to 
P 	and v 1 	 1 
, and so m (t) will tend to infinity regardless of the 
1  
magnitude of 
If A1-p]<O and 	 , an increase or decrease in the 
total population size will depend purely on the values of the 
migration parameters v. . 	If the v. are such that the total 
mean population size tends to a finite non-zero constant we shall say 
that we have a state of critical migration. 	Now we have seen from 
(3.37) that w 1 
 =0 if and only if 
(3.39) 	
12 
= V1\)2 	; 	l<0 ' 
Thus on denoting 
d.
1 




(d 1 1 
-v ) (d 2 2 
	1 2 
-v ) = v v 	; 	d. i
-v<O 	(i1,2) i 
whence 
d 
1  d 
 2 = \)1d2 + v2d1  
Suppose d1<O and d2>O . 	Then, if v11v2>0 
d1-v1 = v2(d1/d2) < 0 
and 	 d2-v2 = v1(d2/d1) < 0 
Thus a state of critical migration will exist if and only if 
(3.40) 	d 
1  d 
 2 = v 
1  d 2 
 + v2d1 	; 	d.<O, d.>O 	(ij) 
If d1<0 and d2>0 , then condition (3.40) determines the 
critical migration values as the set {v11v2} which satisfies 
(3.41) 	 V, = d1 - v2(d1/d2) 	; 	v2>d2 
-39- 
We see from expression (3.41) that if d 1 <0 and d2>O a 
necessary condition for critical migration to occur is 
Let us now examine what happens if V2=d2 , so that & 2 0 . 	It 
follows from (3.9) that 
	
= 	+ ( +4V1v2)½] 
and so provided v1v2=O , we have w2<w1 0 for any E 1 <0 . 	This 
is easily explained by considering the following two situations. 
A1 < 
\)l0 
Colony 1 	 Colony 2 
Colony 2 has zero growth rate and migrants from colony 2 
to colony 1 decay at rate p1 - 
v2 0 : 	1 
<11  11 	1 
Colony 1 	 Colony 2 
Colony 1 eventually becomes empty; when this occurs 
colony 2 has a zero rate of growth. 
So far we have considered 	. 	If w1 w2 0 , it follows 
from (3.36) that l2=° and v1v2=O . 	Take V2 0 . 	Adding 
expressions (3.28) we get 
m1(t) + m2(t) = (a1+a2) + (a1 21a1)t + ½V1a1t2 
	
11 
and so for critical migration to occur we must have ct1cz2=O 
-40-- 
together with either 
: both colonies are completely separated from each 
other, and each behaves as a simple birth-death process with Xp1  
and 	or 
(ii) a1=O : colony 1 is permanently empty, and so colony 2 
behaves as a simple birth-death process with X2 p2  
2.4 	Second-Order Moments of Population Size 
2.4.i General solutions 
The second-order moments may be examined in a manner similar 
to that used for the first. 	Let us put z.=exp(O.) (i=1,2) and 
write the cumulant generating function (c.g.f.) as 
K(01,e2) = logG(z1,z2;t) 
Equation (2.2) then becomes 
= 	1  [ 1(e 1)+(e 1 	2  1)+v(e 11)] at X 	 + 
(4.1) 	+ 	2 (e
2 )+p2(e 2-1)+v2 (e1 2l)} 	+ 2 (e2-1) 
where 
(4.2) 	 K(01,02;O) = a 
1  0 
 1 + a202  
Let V.. 
11 	 1 
(t) (i=1,2) denote the variance of X. (t) , and let 
V. (t) (ij) denote the covariance of X. (t) and X. (t) . 	Then 
13 	 1 	 3 
on differentiating both sides of equation (4.1) twice with respect 
to 0 and 02  and placing 01020  we obtain the three first-
order linear differential equations 
-41- 
(4.3) 	dV11(t)/dt = (X1+ji1+v1)m1(t) + v2m2(t) + 2(A1-111-v1)V11(t) 
+ 2v2V12(t) + 
(4.4) 	dV12(t)/dt = 	1m1(t) - v2m2(t) + v1V11(t) + 
+ 
(4.5) 	dV22(t)/dt = (A2+p2+v2)m2(t) + v1m1(t) + 2(X2-112-' 2)V22(t) 
+ 2v1V12(t) + a2  
where V12(t) 	V2 (t) for all t>O 
Similar equations have previously been derived for the process 
with no immigration (a1=a2=O) and the following solution has been 
suggested. 	Define the diagonal matrices 
M(t) =diag{m.(t)} ; H(t) =diag.m.(t)+.m.(t)} ; D=diag{X.} 
(i,j1,2: ij) with 
L = 	11 




Equations (4.3) - (4.5) may now be written in matrix form and 
integrated to yield the expression 
t (t-s)L' 	(t-s)L (4.6) 	 V(t) = f e 	F(s) e 	ds 0 
for the variance-covariance matrix V(t) where 
F = H + M(D-L) + (D-L')M 
(See Renshaw (1970,1972)). 	Note that in this vector-matrix context 
a dash (') denotes a transpose. 	We shall return to this approach 
in section 2.5. 
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It is worthwhile noting that our migration model is a special 
case of a multitype branching process and certain results may be 
obtained by reference to the general theory. 	For example, Harris 
((1963), chapter 2, equation (4.3)) gives the expression 
corresponding to (4.6) for the multitype Galton-Watson process, and 
Mode ((1971), p.300-307) discusses the covariance function of the 
general multitype branching process in continuous time. An 
investigation of limiting properties and age-dependence using the 
theory developed by Mode (1971) might prove fruitful (see Crump 
(1970)) 
Applying the Laplace transformation (3.3) to equations (4.3) - 
(4.5) we have 
* 	 * 	* 	* 	 * 	-1 
(4.7) sV1 (s) = (X1-i-p1+v1)m1(s) +' 2m2(s) +2 1V11(s) +2v2V12(s) +ct1s 
(4.8) sV12(s) =-v1m1(s) v2m2(s) + 1V11(s) +v2V22(s) + ( 1+ 2)V12(s) 
(4.9) sV22(s) = (X2+p2+' 2)m2(s) +v1m1(s) +2 2V22(s) +2v1V12(s) +a2s 
for 	(s) large enough to ensure the existence of m.(s) and 
V..(s) (i,j=1,2) . 	On writing equations (3.4) and (3.5) in the form 




sm2(s) - a2 = 2m2(s) + v1m1(s) + a2  
and combining (4.10) with (4.7) and (4.9) we get 
* 	 * 	 * 
V11(s) (s-2 1) = 2' 2V12(s) + [s+2(p1+v1)]m1 (s) - a1  
(4.11) 
v;2(s) (s-2 2) = 2\1V12(s) + [s+2(ji2+v2)]m(s) - a2 
-43- 
We now substitute for V11(s) and V22(s) from (4.11) into (4.8) 
to obtain 
(4.12) 	 +E 2 	(s-2 1) (s-2 2)-4 1v2] 
	
= v1[ 2A1m 	-a1] (s_22) + v2[2A2m(s)-a2] (s-2 1) 
But 
S2 - 2( 1+ 2)s + 4(E12  v1'2) = (s-2w1) (s-2w2) 
whilst 
El 2 = 
and so (4.12) becomes 
(4.13) V12(s) = V 1[2X1m1(s) 1] (s-2 2)/(s-2w1) (s-w1-w2) (s-2w2) 
+ v212X2m(s)-a21 (s-2 1)/(s-2w1)(s-w1-w2) (s-2w2) 
This expression is easily inverted, as frcm (3.6) and (3.7) 
m1(s) =Ea1s2 + (a1-a12+v2a2)s + 	 (s-w2) 
(4.14) * 
m2(s) =[a2s2 + (a2-a21 1a1)5+ (cz1v1-a21)]/s(s-w1)(s-w2) 
and on substituting for m1(s) and m2(s) from (4.14) into 
expression (4.13), expanding into partial fractions and then using 
the inverse transformation 
-1 ., at 
(s-a) 	E J, [e 
we get for 
2w1t 	(w1+w2)t 	2 2t 	w1t 	w2t 
(4.15) V12(t) =r1e 	+ r2e 	+r3e 	+r4e 	+r5e 	+ r6  
where r (i=l,.. .,6) are constants listed in Appendix A. 
To evaluate V11(t) and V22(t) we write equations (4.3) - 
(4.5) in the integral form 
-44- 
	
V11 (t)=1 e 	[ (X111)m1(s) 2m2(s)+2u2V12()+ct1]ds 
2 2(t-s) 
(t) =f e 	[ (A2+j12+'v2)m2(s)+v1m1(s)+2\1V12(s)+c 21ds 22 	0 
and replace m1(t), m2(t) and V12(t) by expressions (3.11), 
(3.12) and (4.15) respectively. 
2.4.ii Asymptotic formulae when w>O 
If w>O it follows from (4.15) that for sufficiently large t 
2w t 
(4.17) 	 v12(t) - r 1 
 e 1 
where r1 is defined in Appendix A. 	Expressions (4.16) then 
yield for large t 
2wt 	 2w  
(4.18) V11(t) [v2r1/(w1-1)]e 1 V22(t) [ 1r1/(w1- 2)}e 
Thus when t is large the linear correlation coefficient 
P(t) = V12 (t)/{V 11 (t)V22 (t) 
(4.19) - 
i.e. using (3.8) 
(4.20) 	 p(t) 	1 	(w1 > 0; w1 w2) 
2.4.iii Equilibrium formulae when w,<0 
If w1<0 an equilibrium situation develops in which m.(t) 
and V.. (t) approach finite non-zero limits as t- . 	In 
particular 
(3.24) 	m(co)= 	.v.ai . 12 \y2) 	(i,j1,2; ij) 
and, as the dV..(t)/dt-O as t-' , equations (4.3)-(4.5) solve to 
-45- 
to give for 
(4.21) 	V12() 
(4.22) V11 (°) = - (v2/ )V12 () + ( 1 A])Ha 2v2 a121 12 v1'2) 
(4.23) V22(') =—(v1/ 2)V12 (c) + 2- 
X 2 Ha ivl a2l  UE 212 v1Y2)  
The linear correlation coefficient p(-) does not appear to have a 
simple form, unlike the previous case (w1>O) in which p()=1 
Note that (4.21) agrees exactly with the expression for r6 given in 
Appendix A. 
2.4.iv One-way migration 
If migration is allowed to take place in only one direction, so 
that v 2=0  (say), equations (4.3)-(4.5) may each be integrated in 
turn to yield 
2 (t-s) t 1 
V11(t) = f e 	[(A1+p1+v1)m1(s) +a Ids 
0 
(4.24) 	
t 	(t-s) V12(t) = f ovl e 
[V11(s) - m1(s)]ds 
t 	
2 (t-s) 
V22(t) = f e 2 I (X2+p2)m2(s) +v1m1(s) +2' 1V12(s) +c 2}ds 
0 
Now the condition \)20  implies 
w10,w2 = ½[ ( 12)±k1- 2 I] 




then w1=w2 and the solutions to the integrals (4.24) 
are not too lengthy. 	In particular if there is no immigration 
(a1=ct2=O) 
V11(t) = (a1a1/ 	
t 	t
)e (e -1) 
(4.25) V12(t) = (v1a1/ 	
t 	t
)e (l-e ) + (v1a1o1/2)e 9 l+e t(t_1)] 
V22(t) = (v1a1+o2a2) let(e 
Et-  l)  + (a1v1o2/2)ee t_(l+t)] 
+ 2(va1/3)e t[ e t(l_ t)_l] +a1[et(½2t2_t+l)_l] } 
where a.=X.+i.+v. (i=1,2) . 	Expressions (4.25) were verified by 
back-substitution into equations (4.3)-(4.5). 
The asymptotic behaviour of expressions (4.25) clearly depends 
on whether >O, E=O or E<O . 	Considering the three cases 
separately we have the following results. 




which gives the asymptotic linear correlation coefficient 
P (t) - 1 
E=O : equations (4.24) now integrate to give 
v11(t) = a 
1  a 1 
 t 
V12(t) = 	1 
a 
 1 
 t + ½v1a1olt2  
V22 (t)= (1)1a1+02a2)t +a
1  V1 
 (½G2 - V1 )t2  +a1\a1t3/3 
which gives the asymptotic linear correlation coefficient 
p(t) - \/(3)/2 
-47- 
(iii) <O 	 V11(t) _(a1a1/)et 
V12(t) 	(2X11a1/2)e Et 
V22(t) 	-(v1a1o2/)te Et 
which gives the asymptotic linear correlation coefficient 
p(t) - 
2.5 	An Alternative Method of Solution for Second-Order Moments 
2.5.i General solutions 
We have previously seen that as an alternative to solving 
equations (4.3)-(4.5) by the use of Laplace transforms, we may 
express the variance-covariance matrix in the integral matrix form 
(4.6). 	However, this expression still has to be integrated, and it 
is preferable to work instead with the equivalent representation for 
the variance-covariance vector 
V(t) = (V11 (t), V12 (t), V22 (t)) 
We may write equations (4.3)-(4.5) in the vector-matrix form 




2u2 	0 	 (A1+p1+V1)m(t)+um2(t)+a 




f(t) = 	-v1m1(t)-v2m2(t) 
(5.2) 0 	2v1 	22 
with F.=X.-p.-v. (i=1,2) , and then solve equation (5.1) by using the 
following lemma (Theorem 1.4 in Bellman (1953), p.14). 
LEMMA : If R is a constant matrix, the solution of the equation 
dV(t)/dt = RV(t) + f(t) 	, 	V(0) = c 
is given by 
(5.3) 	 V(t) = y(t) + ftY(t_s)f(s)ds  
where y(t) is the solution of the equation 
(5.4) 	 dy(t)/dt = Ry(t) 	, 	y(0) = C 
and Y(t) is the solution of the equation 
(5.5) 	 dY(t)/dt = RY(t) 	, 	Y(0) = I 
the identity matrix. 
As c = V(0) = 0 , it follows from (5.4) that 
(5.6) 	 y(t) 	0 	(t>O) 
Let us now examine equation (5.5). 	The eigen-values of the matrix 
R are given by 
C1 = 2w1 	c2 =W + 	C3 = 2w2  
where w1 and w are defined in (3.9), and the C . are clearly 
distinct provided that w1 w2 . By reference to standard results 
in matrix theory we see that for w1 w2 equation (5.5) integrates to 
3.1  t 
(5.7) 	 Y(t) =Z A• e  
1=1 
1 
(Bartlett (1966), p.27). 	The matrices A. are given by 




 and r are the column and row eigen-vectors of R 
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respectively, normalized so that 
(5.9) 	 r' q. = 1 	(i=1,2,3) 
-1 -1 
But the eigen-vectors c' R are 
= (2v2/( 2- 1+D), 1, 2'1/( 1- 2+D))t 
= (2v2/( 2- 1), 1, 2 1/( 1_ 2))t 
= (2v2/(E2- E
l-D), 1, 2v1/( 1- 2-D))' 
= ( 1/( 2- 1+1), 1, 
= 1" 2l' 
= 	1/ 21 t, 1, 
where 
D = f(E - )2 + 4v 
1 	2 12 1 
12 
Hence on applying the normalization (5.9), we see that expression 
(5.8) yields 
2v1v2( 2- 1+jD) 2 	2v2(2-1+jD)1 2v{(jD)2_(1_2)2}1 
A. = v1( 2- 1+jD) 1 	 1 	V2( 1- 2+jD) 1  
2v (jD)2_( 1_ 2)21 1 2v1( 1- 2+jD) 1 2v1v2( 1- 2+jD) 2  
(5.10) 
where j=2-i and 
= 3 
= 2v1\D2 	2 = (€_)2D 2  
On combining (5.3), (5.6) and (5.7), we see that 
3 	. (t-s) 
1 
(5.11) 	 V(t) = A.f 0  
te 1 	f(s)ds - - 
i=l 
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We now write the vector f(s) given in expression (5.2) in the form 
w2s 
(5.12) 	 f(s) = le 	+ me 	+ n 
where 1, m and n are constant column vectors, and integrate 
expression (5.11), so obtaining the solution 
3 	 w 
1 t 
	. 
1 	 -1 
t w 
2  t 
	.t 
1 	 1 




±n(-ç.) (1-e )] - 1 
for 
2.5.ii Equilibrium formulae when w1<O 
If 	W 
1 
 <0 an equilibrium situation develops in which m.(t) and 
V.. (t) approach finite non-zero limits as t-* . 	In particular, it 
follows from expression (5.13) that 
3 
(5.14) 	lim V(t) = -[E (1/.)A.]n = -Bn 	(say), 
t-'° 	 1=1 
where we denote the matrix B E (B 
1J  
, •) (i,j=1,2,3) . 	But on 
comparing expressions (3.24), (5.2) and (5.12) we see that the vector 
n may be written in the form 
2 	
i- 




1 2'2 + 
22 	 1w2) 1  
2 	2 X2) (ct21-a1v1) 




(5.16) 	(B11,B121B13) = 
	
2"1 (B211B22,B23) + (1/2) (11010) 
(B31,B321B33) t 	211B22,B23) + (l/217 2) (01011) 
Substituting for n and (B..) from (5.15) and (5.16) respectively 
into (5.14) we obtain the solution 
V12(°°) 	ivi  P, V221 Al2) 	22ivi2 A21 h i2) (E12-v3y7)2 
V11 (co) =-(v2/ 1)V12 (co) + ( 1X11 22ai,2)1ic2v2Y2) 
-v v V22 	= - 1/ 2)V12 (c) ± 	 1121 
" 	( 
2 1 '2 1 2 
(5.17) 
for w2 w1<0 . 	This agrees exactly with the previous solution 
(4.2l)-(4.23). 
2.5.iii Asymptotic formulae when w1>0 
If 	w1>0 and w 1 >W it follows from (5.13) that the variance- 
covariance vector 
2w t 
(5.18) 	V(t) - e 1 A 1 [ (w1) 11 + (2w1-w2) 1  + (2(j1) 1n] 
Using the notation of Appendix A, denote 
d1 = c1-a12+v2a7 ; d = a2v2 c12  
f1 = a2-a21+v1a1 	= 
Thus we may write expressions (3.11) and (3.12) in the form 
M. 	
- 
(t) = (w -w ) 	e
wt 	 1w2t 	
-1 
(a w +d +d w ) e 	(a +d +d w 1 1 	2 11 1 21 	1 w 2 1 22 
(5.19) 	 w t 	
-1 
11i2 (t) = (w1- 2 	 2 1 1 2 
W e 	(a w +f +f W 1 )-e 	(a2w2+f1+f2w21)}+f2(w1w2)1 
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and a comparison of (5.2), (5.12) and (5.19) gives 
= { (2X1- 11- 11v1) (a1w1+d1+d2w1
1 
 
+(v2,- 212X2- 2) (a2w1+f1+f2w11)}(w1- 2) 1  
(2X1-- 11-v1,v1) (a 1  w2 1 2  +d+dw21) 
-1 	-1 +('v2,-v2,2X2- 2) (a2w212w2 rw )}( 2) 
	
= 	 + (a110,a2) 
The matrix A is defined by expression (5.10) with i=1 , and so 
expression (5.18) yields 
2w t 
V12 (t) 	e 1 
	
12 (4a1w+2d1w1+d2) 
(5.20) 	 + A2v2 
ll 




= { 1[ 1(w12) 2(w11)-2 1v2] (4a1w+2d1w1+d2) 
+V2[\)1 (W12) 2(w11)2\)1V2] (4a2 +2f112)}/2w(2w12) (w12)2  
(5.21) + 
Successive use of the relations 
= l2v1Y2 and w1+w2 = 12 
reduces Q to the form 
(5.22) 	Q = -[v1a1(w1- 2) + v2a2(w1- 1)]/(w1-w2)2  
and the amalgamation of expressions (5.20) and (5.22) agrees exactly 
with the previous asymptotic solution 
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(4.17) 	 V12(t) 	r 1 
 e 2w t 
 
where r1 is defined in Appendix A. 
To determine V11(t) and V22(t) we observe that the rows of 
the matrix A1 in expression (5.18) are related by 
row 1=[\ 
2  /(w  1 
-E 1 )] x row 2 
row 3 = [v1/(w1- 2)] x row 2 
Hence when t is large 
2wt 	 2ct 
(5.23) V11(t) [v2r1/(w1- 1 	 w )ie 
1 
V22  (t) -[v1r1/(1-2)}e 1 
which are the same as expressions (4.18). 
2.5.iv Formulae for the homogeneous model 
The expressions for the first- and second-order moments simplify 
considerably for the 'homogeneous' model, in which the parameters are 
independent of spatial position. 	Let A.X, 	v.v (i=1,2) 
and for algebraic convenience exclude the immigration cozoonent so 
that al=a 
2 
 =0. 	Then from (3.11) and (3.12) we have 
(5.24) m (t) = ½(a.+a.)e 	)t + ½(a._a.)e 	-2v)t (i=1,2;j/i) 
1 	1 J 1 J 
whilst from (5.13) we have 
-1 2(X-p)t 
V(t) = (1/4) (a1+a2)(A+1i) (X-ji) 	(e 	
-e (A-1j)t 
(5.25) 




+ (1/4) (a1+a2) (A+p+4v) (A-p-4v) 	(e 	
-e (A-i)t  
where the vectors e. are defined by 	= (1,0,0), 	= (0,1,0) 
and 	= (0,0,1) . 	We see from (5.25) that for v>0 the 
-54- 
asymptotic linear correlation coefficient is given by p(t) - 1 for 
whilst if Xji p(t) - 4vA/(p2+4vp-A2) , even though 
V11(t) , V 
12 
 (t) and V22(t) all approach zero as t- 
- 	 -55- 
CHAPTER 3 
EXACT SOLUTIONS TO THE KOLNOGOROV FORWARD 
EQUATIONS : TWO-COLONY MODELS 
3.1 Introduction 
Bartlett (1949) considers the migration of individuals among 
N colonies in which birth and immigration are absent, and shows 
that the colony sizes are distributed as a convolution of 
multinomial distributions. Although this process is conservative 
(individuals merely move independently of each other from one 
colony to another), he notes that non-conservatism due to either 
death or emigration may be covered by the introduction of a further 
state from which there is no return. 	He also remarks that 
immigration can be covered in a similar way by the existence of a 
large reservoir of individuals capable of passing into the 'proper' 
colonies of the system. 	However, he goes on to describe a simpler 
and more general method of dealing with the problem of immigration. 
Raman and Chiang (1973) generalize this situation by allowing time-
dependent transition rates, but they restrict the matrix of 
migration rates to be of upper triangular form. They derive a 
'solution' in the sense that they write down a system of Riccati 
equations which give rise to the required probabilities when the 
system is solved sequentially. Not surprisingly they do not 
attempt to go further than this. 
One application of this process that has produced extensive 
explicit solutions is the illness-death model treated by Chiang 
(1968). 	This model has s states of illness and r states of 
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death (these states correspond to colonies above). 	An illness 
state may be defined to include the absence of illness (health), a 
single specific disease or stage of disease, or any combination of 
diseases. 	A death state is defined by the cause of death, whether 
single or multiple. 
Ruben (1962) allows immigration and obtains the joint factorial 
moment generating function of the number of individuals in each of 
the colonies. 	Wiggins (1960) excludes death and introduces a 
'feeding function' f(t) which measures the total number of 
individuals introduced into the system up to time t . 	He 
describes procedures for estimating the migration rates and 
modifies them to account for the fact that in certain situations 
the experimenter observes concentrations of individuals in a 
compartment (colony) rather than total numbers. 	Often, in practice, 
individual compartments are inaccessible for observation and instead 
time series data are available on the passage of material to the 
system exterior only. Techniques for estimating the migration and 
death parameters in these circumstances are described in Matis and 
Hartley (1971). 
When births are allowed, this process becomes far more 
difficult to analyse. 	Pun (1968) solves the stochastic equations 
in two special cases and determines a sequence of stochastic 
processes whose generating functions converge to the required 
probability generating function. 	In Chapter Two I derived the 
Kolmogorov forward differential equation for the p.gf. G(z1,z2;t) 
and used it to determine the first- and second-order moments of the 
process. The equation cannot be solved directly and the analysis 
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of G(z1,z2;t) in Chapter Five involves the use of two different 
iterative techniques on the corresponding backward equations. 
First I obtain a power series solution in terms of the common 
migration rate v . Then I show how to generate sequences of 
functions, defined recursively by means of integral equations, that 
converge to the required p.g.f. 
Exact expressions for G(z1,z2;t) may be obtained for certain 
special cases in which some of the parameters are equated to zero. 
In this chapter I obtain exact solutions for three such cases, and 
develop a recursive solution for the probabilities p.. (t) in a 
fourth. 
3.2 	Model 1 (A1 = A2 = 
3.2.i Lagrange's linear equation 






1-ii) (z1-l)+ 1(z2-z1)}--- 
(2.2.2) 
+[ (A2z-p2) (z2-1)+v2(z1-z21(z12(z2-l)JG 
we shall treat it as a Lagrange equation. The method of solution 
of this type of differential equation is described in detail in 
Piaggio (1962, Chapter 12), and so I shall present only a brief 
outline of the technique used and refer the reader to Piaggio's text 
for the full discussion of the analytical implications. 
In its simplest form the Lagrange equation may be written as 
(2.1) 	 P — +Q 	-R 
where P,Q,R are functions of x,y,z . 	The simultaneous equations 
(22) 	
P 	Q 	R 
are called the auxiliary equations and represent a family of curves 
such that the tangent at any point has direction-cosines in the 
ratio P:Q:R . 	Let 
u = const. and v = const. 
be any two independent solutions of these simultaneous equations. 
Then 
f(u,v) = 0 
is an integral of (2.1) if f is any arbitrary function. 	This is 
called the General Integral of Lagrange's Linear Equation. 	The 
form of the function f can be determined provided that the initial 
conditions are known. 	Sufficient conditions for the validity of 
the above reasoning are that all the first-order partial derivatives 
(such asDu/9x , etc.,) are continuous, and that P,Q,R do not all 
vanish simultaneously. The linear equation with n independent 
variables (n=2,3,...) is solved in an analogous manner. 	The 
Kolmogorov equation (2.2.2) considered in this chapter, for example, 
has three independent variables. 
3.2.ii Probability generating function 
The auxiliary equations corresponding to the forward 
differential equation (2.2.2) are as follows 
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dt 	
-dz1 	 -dz2  
T[ (A1z 	
-
1-i1) (z1-l)+v1(z2-z1)} -F  (x 	(z2-1)+v2(z1-z2)] 
(2.3) 	 dG 
G[c1(z1-l)+a2(z2-1)] 
Although these equations are intractable as they stand, they may be 
rendered soluble when suitable parameters are equated to zero. As 
our first example we shall exclude birth from the process by putting 
A1 X2 0 (this model is illustrated in figure 3.1). 	All three 
equations are now linear in z1 and z2 , and hence may be 
integrated in a straightforward manner. 
Figure 3.1 










Denote a.1  = i 1  . --v. 1 (i=1,2) , and write 
y. = l-z. 	(i=1,2) 




(2.4) 	 dt = 
'1 	
122 (v1+a2b) 
d (y1-by2 ) 
= (a 1+v2b)[y -y2 (v+02b)/(o+vb)] 
In order to make the numerator the differential of the denominator 
consider the equation 
b = ( 1+cy2b)/( 1+v2b) 
i.e. 	 v2b2 + (CF 1-a2)b - vi  = 0 
This has roots 
(2.5) 	b1,b2 = (l/2v2)[ °2 a  1 ) ± {(01_a2)2+4v1v2}½] 
Hence if b=b1 or b=b2 , equation (2.4) integrates directly to 
give 
rt 
y1  - b1y2 = 31e 1 
(2.6) 	 r 
2 
 t 
y1 - b 2 y 2 = 132e 
where 
(2.7) 	 r1,r2  = ½[ (a1+a2 ) ± 	2+4v V 
and B11B2 are constants of integration. Note that if b1=b2 
then r1=r2 and expressions (2.6) are equivalent. 
Returning to the auxiliary equations (2.3) we have 
(2.8) 	 dG/G=-(ct1y1+ct2y2)dt 
Solving equations (2.6) for 
y1 






2  t 
(2.9) 
rt rt 
= 	(b-b1) 1 (B1e 	- B 
2 
 e 2 
and on substituting for y1 and y2 from (2.9) into (2.8) and 
integrating the resulting expression we have 
	






- r2 cz b +a )B e 1122 U 
When b1 b2 the two solutions (2.6) are different and may be 
combined with (2.10) to give the general solution 
rt 
(2.11) 	G(z11z2;t) = f(B1,B2 	1 2  )exp (b-b) 1[r 1( b +)Ee 
1 
1 12 z 1  
- r21(a1b1+a2)82e 2 ] 
where f is an arbitrary function. 
Expression (2.11) is the general integral of Lagrange's 
linear equation, and to derive the required integral we find that 
solution (2.11) which satisfies the initial condition 
a1 a2  
(2.12) 	 G(z11z2;0) = z1 z2  
At t=0 expressions (2.9) become 
z1 = 1 - (b2-b1) 1(b2B1-b1B2) 
z2 = 1 - (b2-b1)1(B1-B2) 
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and so 
a 	 a 
£ (B1, B2) = [1- (b2-b1) 
-1 
 (b2B1-b1B2)I l[ 	(b -b1(B1-32)] 2 
- 
	
x 	exp{-(b1-b2) [r - 1 (a1b2 2)B1 - r2 -1 (a1b1+ct2)B2}} 
We now replace the constants B1 and B2 by expressions (2.6), 
namely 
-r 1 t 	
-r t B1 = (y1-b1y2)e 	; B2 = (y1-b2y2)e 2 
and obtain the following solution (b1 b2) for G(z1,z2;t) 
G(z1,z2;t) = [1-(b2-b1){(l-z1) (b2e 1 b1e 2 ) 
(2.13) 	 - (l-z
2
)b1b2(e 1 -e 2 )}1 1  
x [1- (b2-b1) 	(l-z1) (e 1 -e 2 )- (1-z2) (b1e 1b 2 
 e 2 ) 	2 
x exp{ (b2-b1) [r 1(a1b2+a2){(l-z1)-b1(l-z2) }(e 1 l) 
- r21 (a1b1+a2){(1-z1)-b2 (1-Z
2 
 ),(e21)1 } 
Expression (2.13) was verified by back-substitution into 
equation (2.2.2). 	Note that G(1,1;t) E 1 (t> 0) as required. 
3.2.iii Equilibrium distribution 
The equilibrium distribution is easily derived by letting 
t-°' in (2.13). 	For, writing (2.7) in the form 
r11r2 = 	l°2 ± 
	l°2 2_4[ (p1+v1) (p2+v2)- 1v21 } 
12 
1 
we see that r1 > 0 and r2 > 0 (except for the trivial case 
i1=p2=O) . 	Substituting for b1 and b2 from (2.5) into (2.13) 
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and letting t- 	we get the equilibrium p.g.f. 
(2.14) 	G(z1,z2;) = exp{- (a1a2-v1  IV 2) 
l[ 
 (l-z1) (a2v 2+a1a2) 
+ (l-z2) (aiv12ai)] } 
Expression (2.14) was verified by back-substitution into 
equation (2.2.2). 
It follows from (2.14) that in equilibrium the colony sizes 
are distributed as a bivariate Poisson variable with parameters 
(2.15) 1a21v2) 1(a2v2102) and (a1c2-v1v2) 1(a11+a2o1) 
respectively. 	Now from Cox and Miller (1965, p.168) we see that 
for the single-colony simple immigration-death process with 
immigration and death parameters a and .i respectively, the 
equilibrium p.g.f. of population size is given by 
(2.16) 	 G(z;) = exp{(a/p)(z-l)} 
A comparison of (2.14) and (2.16) then shows that in equilibrium 
the colonies behave as if they were isolated from each other, the 
ratios of their immigration rates to death rates being as 
(ct2v2+a1a2) to (a1a2-v1v2) and (a]y1+a201) to (a1a21v2) for 
colonies 1 and 2 respectively. 
32.iv Analogous processes 
Bartlett considers a similar situation in which birth, death 
and immigration are suppressed but individuals may migrate 
independently between N colonies instead of just 2. 	He derives 
the equivalent solution to (2.13) in the vector-matrix form 
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N 
(2.17) 	 G(z;t) = [ri'z + E c n'ze 
S fl 1 
	
- 	—1-- s=2 s—s— 
(Bartlett (1949), expression (39)). 	Here 	(s=l,...,N) are the 
eigen-values of the transition matrix 
[
_V\) 	V 	V 
ls 12 13 
v 2l 	lV2s 	V23 
T's 
are the corresponding column eigen-vectors, z' = (z1,. . . I ZN)  
G(z;0) = 	, and the c 	are defined by z = Ec T1 , z . 	When 
- 	1 S 1 5SS 
N=2 expression (2.17) may be considerably simplified. 	For on 
placing cL1 cx2=0, 111=1i20 , a=n and a2=0 in expression (2.13) 
we get 
) 	 ) }] G(z1,z2;t) = [1 - (v1+v2)1{(1-z1)( 2 +j  1 e- t + 'v 	
-t 
1 (1-z 2 Hl-e- 
(2.18) 
Note that in this particular case we obtain the Ehrenfest model of 
diffusion (Cox and Miller (1965), p.130-132) by observing the sizes 
of the two colonies after each migration. 
If we wish to follow the progress of one particular individual 
that is situated in colony 1 (say) at time t=0 , we put 
al=l and a2=O in expression (2.13). 	This yields the 
probabilities 
-rt -rt 
p10 (t) = (b2-b1)1(b2e 1  -b1e 
-rt -rt 





pOO (t) = 1 + (b1-b2) 
l[ 
 e1(b2-b1b2) + 
e r2t(_bl+blb2)}  
Chiang (1968) suppresses immigration but his model, which is 
illustrated in figure 3.2, has r different states of death 
Rd (d=l,.. .,r) and 2 different states of illness Si (i=1,2) with 
prEan individual in the illness state S. at time t 'migrates' to 
the death state Rd in (t,t+501 =11idt+o(St) (i=1,2;d=1,...,r). 
Figure 3.2 
Chiang's illness-death process with 2 illness states 
and r death states 
	
Illness State S1 	Illness State S2  
1J1dJ• 	 ..1,2d 
Death State Rd 	.  
Suppose that the population at time t=O consists of a single 
individual in state S1 , and let p10(t), p01(t) and p 
00 
 (t) 
denote the probabilities that this individual is in either state 
S1, S2 or Rd , respectively, at time t>O . 	He derived the 
solution 
2(p -1-a) 	p 
i 
 t 
p10(t) = E (P -P e 
j i=l i  
2 	V1 	p t  
(2.20) 	p01 	 e(t) = E 
1=1 
2 	 pt 
1 	
(e 1-l)[(p+a)p +vi I p(t) = 
1 P. (PP) 	 i 2 ld 12d = lii 
(Chiang (1968), Chapter 4, expressions (2.25) and (2.30)) by 
assuming that the required probabilities are linear mixtures of 
exponentials. 	Here ji, d=l,. ..,r and p.=-r. . 	A little 
algebra shows that expressions (2.19) and (2.20) are equivalent 
when d=l . Chiang also derived the expected time of duration in 
illness and death and he studied the number of transitions made in 
a given time interval. 
3.2.v One-way migration 
From expression (2.11) onwards the theory is developed under 
the assumption that b1 b2 . 	However, it follows from (2.5) that 
this condition is equivalent to the assumption that 
l02 and v1v2 =O 




i.e. 	 Iii+V112 
The first two of equations (2.3) integrate to give 
(z2-l)e 	= const. 
-p t 
(z1-1) + v1t(z2-l)]e 2 = const. 
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whilst the remaining analysis carries through in the same manner as 
before. 	We find that for b1=b2 the solution for G(z1,z2;t) is 
given by the expression 
-pt 	 -pta -Uta 
	
G(z1,z2;t) = [1-(l-z1)e 
2 





(2.21) 	x exp{p8 
 a1 
 (1-e 2  Hz 1)} 
-p 
2  t 
	 -pt 
X 	expp21[ (cc 2+u1p) (l-e 	- a1v1te 2 (z 2-1)} 
Expression (2.21) was verified by back-substitution into 
equation (2.2.2). 	Note that G(1,1;t) E 1 for all t>O as 
required. 
Raman and Chiang (1973) subsequently generalized this 
situation by allowing time-dependent transition rates, with 
migration occurring between a finite number of colonies denoted by 
i=1,.. .,N . 	They consider one-way migration in the sense that a 
migration may take place from colony i to colony j only if 
i<j (i,j=l,...,N) . 	The authors also discuss an application of 
their results to a problem arising in a study of the epidemiology 
of leprosy. 
The equilibrium p.g.f. 
G(z1,z2;co)=expC(a1/(p1+\1)) (z1-l)}exp{(l/p2)[a2+a1v1/(p1+u1)J (z2-1)} 
(2.22) 
may be obtained either by letting t- 	in (2.21) or by putting 
l02 	and v 20  in (2.14). 
If we compare expressions (2.16) and (2.22) we see that in 
equilibrium colony 1 develops as though it were an isolated colony 
with an effective death rate (p1+v1) , as would be expected, whilst 
colony 2 develops as though it were an isolated colony with an 
effective immigration rate a2+a1v1/(p1+ 1) . 	This latter result 
may be interpreted as follows. 	Immigrants to colony 1 either die 
at rate p or migrate to colony 2 at rate vi , and so the 
proportion migrating is equal to 	 . 	Individuals 
therefore enter colony 2 via colony 1 at rate a1v1/(p1+v1) 
giving a total rate of immigration to colony 2 of 
3.3 	Model 2 	
l =
V = 
3.3.i Probability Qeneratina function 
If A1 > 0 and A2 > 0 the first two of the auxiliary 
equations (2.3) are each quadratic in z1 and z2 , and in general 
this renders the forward differential equation (2.2.2) difficult to 
solve. 	Exceptions include, for example, models with 1 v2= , in 
which case the colonies are unconnected, and 
which is discussed in section 3.5. 
As my second model I shall assume that X2 > 0 together with 
the added restriction that X1= 2=0 . Colony 1 now develops as a 
simple immigration-death process with parameters a and (u1+v1) 
respectively. Colony 2 develops as an immigration-birth-death 
process in which the immigration component consists of direct 
immigration at rate a2 together with indirect entry via colony 1. 
This situation is illustrated in figure 3.3. 
Figure 3.3 




Colony 1 	 Colony 2 
a1  
Under the above restrictions the first two of the auxiliary 
equations (2.3) become 
(3.1) 	 dz1/dt = -p1(1-z1) - v1(z2-z1) 
(3.2) 	 dz2/dt = -(X2z2-p2) (z2-1) 
Equation (3.2) integrates directly to give 
(3.3) 	 1 (z2-l)/()L2z2-p2)le 2 2 
	= A 
where A is a constant of integration, and this expression may be 
rewritten as 
(X2-p2)t 
(3.4) 	 (z2-l) = A(A2-p2)/[e 	- AX2] 
Substituting for (z2-1) from (3.4) into (3.1) we get 
	
-dz1/dt = (p1+v1)(1-z1) + v1A(X2-p2)[e 2 2 
	
- AX 2] 
whence 
(p 1 1 
+v )t 	
-(p 1 1 
+v )t (X2-p2)t 
(3.5) 	I (1-z1)e 	 =v1A(X2-p2)e 	[e 	-AX 21' 
-70- 
For convenience write 
q = p2 X2 and r = 
	
= a1  




(3.6) 	 (1-Z )e= B - 	 qs 
where B is a constant of integration. 
In view of results (3.4) and (3.6), the third auxiliary 
equation in (2.3) may be written as 
t 
(_r)s -  
rt 	rt   
(log G) =-a1Be + 1e 	
1 vAqe  
dt  1 qt 
which integrates to give 
(3.7) 	G = 	 ) 	exp{_(a1/r)Bert 
t rsv1qAeTdTds 
	
I 	qT 	} 1-X2Ae 









where f is an arbitrary function. 
For algebraic simplicity let us assume that both colonies are 
initially empty. Then at t=0 
G(z11z2;0) = 1 
-71- 
and so (3.8) becomes 
1qAe (c --r)T dTds 
1 = f(A,B) (1-AX2) 	exp{-(a1/r)B+a1f o e 
 rs 










I  +cfe  10 	 qr 1-X2Ae 
Before we replace the constants A and B in expression 
(3.9) let us define the indefinite integral 
P(z 
(3.10) 	 J(t) 
= 1t 	2 
1-X2P(z2)e - qs 
where 
(3.11) 	 P(z2) = (z2-1)/(X2z2-1i2) 
[Note that for typographical reasons I sometimes refrain from 
quoting functions in full. 	For example, J(t) in expression 
(3.10) is a function of both z 	and t ]. 
Then expression (3.3) is equivalent to 
(3.12) 	 P(z2)e 	= A 
and on substituting for A from (3.12) we see that expression (3.6) 
is equivalent to 
(3.13) 	 Q(z1,z2)e
-rt 







(3.14) 	Q(z11z2) = (l-z1) + ert  f 	
(q-r)s 
1- e Pe 
qs -at 
- 
On putting T=t-s we may write 
(r-q)T 
oPe 	dT Q(z1,z2) = (l-z1) -  
ix 
which, when we use (3.10), gives 
(3.15) 	 Q(z1,z2) = (l-z1) - \1qJ(0) 
Finally, let us consider the integral in expression (3.9). 	Denote 
I(t) 	f e I 	
(q-r)T 	
=e 	f e I 	
(q-r)T t rs s Ae 	dTds -qt t rs s Pe 	dTds 
=  
0 	 l-X2Ae 
qT a 
If we put u=t-T and v=t-s then this integral simplifies to give 
(3.16) 	 1(t) = _ftJ(v)e 	dv 
and integrating (3.16) by parts yields 
(3.17) 1(t) = (1/r) (ertj(t)_J(0)) + (1/rqX2) [log(l-A2P) 
- log(l-A2Pe
-qt  
Denote the indefinite integral 
(3.18) 	 J1(t) E J(t) - .3(0) 
Then on substituting for A and B in (3.9) from expressions 




-qtl exp{ (a1v1q/r) e rt 
(3.19) G(z11z2;t) =[1_X2Pe 
J 
x exp{ (a1/r) (z1-l) (1-e
-rt 
 ) } 
Expression (3.19) was verified by back-substitution into 
equation (2.2.2). 	Note that G(l,l;t) E 1 for all t>O as 
required. 	Pun (1968) obtains the equivalent expression to (3.19) 
for the case in which immigration is excluded but all the remaining 
rates are time-dependent. 
The p.g.f. G(z11z2;t) clearly factorizes into the product 
G(z11z2;t) = G1(z1;t)G2(z2;t) 
where G1(z1;t) and G2(z2;t) are independent of z2 and z1  
respectively. 	In particular, 
	
G1(z1;t) = exp{(a1/( 1+v1)) (z1-l) (1-e 	
1 
and this is the pg.f. of a single colony undergoing a simple 
immigration-death process with parameters a and (p1+v1) 
respectively (Cox and Miller (1965), p.168). 	Now the first part of 
G2(z2;t) is 
a /A 
G 1 (z2;t) = (1_ p)/(1_ p0 t)] 2 2 
Hence on using (3.11) we have 









A2e_ Oj  2_ X2)t 1 
- 	( 2-A2)t 
-74- 
which is the p.g.f. of a simple immigration-birth-death process 
with parameters a 
2 
 X 2 and 11 
2 
 respectively (Bharucha-Reid (1960), 
p.174 - note the mistake in his result (4.34) in which a pair of 
brackets are omitted). 	But it follows from (3.19) that 
(3.20) 	G(z11z2;t) 	G1(z1;t)G(z2;t)G 2 (z2;t) 
where 





If migration is not present (\l=0) 
G 2 (z2;  t) E 1 	(t>0) 
Hence the effect of introducing migration at rate v from colony 





;t)GU (z2;  t) 
by the generating function (3.21), and to increase the 'death' rate 
in colony 1 from p to 
3.3.ii Special case (Al2-0, X22) 
When A 2=11 	the solution (3.19) may be replaced by a simpler 
expression. For writing 
[—X2
a
K=+  A2rj 













(3.23) 	lim[qJ1(t)] = o l+A2s(1-z2) 	
J2(t) 	(say) 
q-)O 
Comparing (3.19), (3.22) and (3.23) we obtain the solution 
-rt 
(3.24) 	G(z1,z2;t) = [1+X2t(1-z2)]exp(a1/r)(z1-1)(1-e 	)} 
x expf (czy1/r) e -rt (t) } 
Expression (3.24) was verified by back-substitution into the 
differential equation (2.2.2). 
3.,3.iii Solution in closed form 
If r=nq for some integer n , the integral J1(t) in the 
solution (3.19) may be replaced by an expression in closed form. 
We may take nO , for n=O implies r=i1+v1=O whence 
and the problem is trivial. 
Substituting for 
= 
in (3.18) with r=nq we have 
= 	 x(l-x) 1dx , 
and this expression integrates to give 
rx2 	J -c 







-i -1 iqt_1)]} 	
(q=p2-X2>O) 
	
qt 	(AP) i (e 
E(z21t) 
 I i=l 2 - 	 1 1 -1 —iqt exp{c E (A2P) i (e 	-l)} 	(q=i2-X2 <O) i=-n 
Here 
n -rt 
C = 	1v1 A2 (A2P) e 
and we define the first summation to be identically zero if n 
takes the value one. 
3.3.iv Equilibrium distribution 
If qp2 X2 >0 , the dummy variable z2 (1z21  <1) can always 
be chosen to satisfy 
0<X2P(z2) < - 
For such a suitable z2 we may therefore bound the integral (3.18) 
by 
(r-q)s 	 -1 
O<J 	(t) <f t Pe 	ds = P(r-q) (e (r-q)t -1) 1 0 
Thus 
O<ertJ1 -1 -qt -rt (t) <P(r-q) 	(e 	-e 
Now r=p1+v1>O , unless p1=v1=O when the process is trivial. 
Hence if q=p2-X2>O we have 
ertj1(t) O as t -*co 
and on letting t-co in (3.19) we obtain the equilibrium solution 




A2 112 j 
x expf[ cz1/ (p1+ 1)] (z1-l) } 
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We have previously seen that the p.g.f. G(z1,z2;t) given by 
(3.19) may be partitioned into two separate p.g.f.'s G1(z1;t) 
and G2(z2;t) . 	These functions may be thought of as reDresenting 
two independent processes. 	However, although G1(z1;t) corresponds 
to the p.g.f. of a simple population process the p.g.f. G2(z2;t) 
does not. 	In equilibrium this disparity no longer holds. 	For it 
follows from (3.26) that G1(z1;co) corresponds to a simple 
immigration-death process with parameters a1 and 	, whilst 
G2(z2;co) corresponds to a simple immigration-birth-death process 
with parameters a2+a1V1/(.x1+v1) I x 	and p , respectively. 
3.4 	Model 3 	= v2 = 0) 
3.4.i Probability generating function 
In the previous section we made the assumption that migration 
could only take place from colony 1 to colony 2, and we also placed 
We shall now retain the assumption of one-way migration, 
but this time we place A2=O instead of A1=0 . Thus colony 1 
develops as a simple immigration-birth-death process with death 
rate (111+v1) , and colony 2 develops as an immigration-death 
process having a time-dependent immigration structure. This model 
is illustrated in figure 3.4, and we shall see that it is 
considerably more difficult to analyse than the previous two 
processes. 
Under the above restrictions the first two of the auxiliary 
equations (2.3) become 
: 
Figure 3.4 
Two-colony process with 
l l 
	 p2 
Colony 1 	 Colony 2 
1a2 
(4.1) 	 dz1/dt = -(X1z1--p1) z1-) - 
(4.2) 	 dz2/dt = -p2(l-z2) 
Equation (4.2) integrates directly to give 
(4.3) 	 (1-z2)e 	= A 
where A is a constant of integration, and substitution of (z2-1) 
from (4.3) into (4.1) yields the Riccati differential equation 
12t 
(4.4) 	dz1/dt = -(A1z1-ii1)(z1-l) - v1(l-z1) + v1Ae 
Write 
y. = l-z. (i=1,2) and E, 
= A
1 p1  
Equation (4.4) then becomes 
' 
(4.5) 	 dy1/dt = A1y 2 - 	y1 - v1Ae 
and a further substitution 





	 dx/dt = A1x2 - [ (/4A1) + V1Ae 2 ] 
Now this equation may be written in the form 
(4.8) 
dx 
= 	 XL - 
'(t) 	h' (t) 
dt h(t) 
say, where the functions 	(t) and h(t) satisfy the relations 
(4.9) 	 '(t)/h(t) = A1  
and 
lit 
(4.10) 	 h' (t)/(t) = (/4X1) + v1Ae 2 
Here a dash (') denotes differentiation with respect to t . 	Once 
(4.9) and (4.10) are solved for 	(t) and h(t) , equation (4.8) 
yields the solution 




ft 	;(ss] -1 
where D is a constant of integration (Kamke (1959), p.298, 
equation (1.33)). 	This result is easily verified by 
differentiating both sides of (4.11) with respect to t , and 
showing that the right hand side agrees with (4.7). 
Eliminating h(t) from equations (4.9) and (4.10) we have 
pt 
" (t) = (t)[ (/4) + 1A1Ae 2 
and, with the change of variable 




this may be written as 
(4.13) 	 r
2d2th 	dd + -- - 
I dr 	p[r2+( 1/p2)2
] = 0 




l  111 2 (r) 
where I 	(r) is the modified Bessel function of the first kind 
(Abramowitz and Stegun (1965), result (9.6.1)). 	Replacing r by 
(4.12) we get 
½ 
(4.14) 	 (t) = 
	
1,2[ (2/p2) (A1v1A) e 	] 
and the substitution of (4.14) into (4.9) gives 
(4.15) 	h(t) = 
	iE (2/p2) (X1  v 1 
½ p2t/2 
A)e 
The substitution of 	(t) and h(t) from (4.14) and (4.15) 
into (4.11) gives x(t) , whence use of (4.6), namely 
y1 (t) = x 	+ 1/2X1) 
yields 
(4.16) y1(t) - (1/2A1) - '(0/011(t)) +2(t){D_X1ft2(s)ds}l 
where 	(t) is given by (4.14). 
On substituting for z1 1-y1 and z2 from (4.16) and (4.3) 





 (z1-  l) + a2 (z2-1) 
and integrating, we have 
a/A 
G(z11z2;t) =const.[(t)] 1 1 exp{- (a A/W )e 2 - (a11/2A1)t 
(4.17) 
_ a1ft 2(s){D - AfS 2( )d} 1 ds}. 
Thus the general solution for G(z1,z2;t) may be written in 
the form 
a/A 	 pt 
(4.18) G(z1,z2;t) =f(A,D)[(t)] 1 1 exp-(a2A/2)e 2 - (a11/2X1)t 
aft2(s){D - X1f 	2(T)dT} 
1 
 ds} 
where f is an arbitrary function. 
For algebraic simplicity let us assume that both colonies are 
initially empty. Then at time t=O 
G(z11z2;O) = 1 
and so (4.18) becomes 
a /A 
lf(A,D)[(0)] 1 1 exp-(a2A/p2) - a1!°2(s)A1f 2(T)th} 1ds} 
whence 
ii t 
G(z1,z2;t) [ (t)/(0)] 	exp{-(a2A/u2) (e 
2 
 -1) - (a11/2A1)t 
(4.19) 	
- a ft 2(){D - A1f 2(T)dT} 1ds} 10 
We now have to replace the constants A and D in expression 
(4.19) by the appropriate functions of z1, z2 and t . 	From 
(4.3) we have for A 
(4.3) 	 A = (1-z2)e 
and so the function 
½ p2s/2 
4(s) =I Y11 (2/jj (X1v1A) e 
-82- 
which is given by (4.14), is replaced by 
½ p (s-t)/2 
	
(4.20) 	i(s,t;z2) = i[ (22) (X1v1(1-z2)) e 2 
and (t) by 
(4.21) 	
El 2 
E .(z2) 	 (say). 
If we denote 
q = (2/112)(X11(1_z2))½ 
and 
P2 (s-t)/2 





ds 	 ]} 
= ½p2q(s,t) dq(s,t) 




= {I 	(q)} ds 
E n(z2) 	 (say). 
It now follows from (4.16) and (4.20)-(4.22) that 
(4.23) 	D 	Xft2(T,t;z)dT + H(z1,z2) 	N(z1,z2) 	(say) 
where 
(4.24) H(z11z2) 	2(z2)[ (l-z1) - ( 1/2A1) + (n(z2)/X1i(z2))] 1  
Note that the function N(z11z2) is independent of t . 	For on 
putting s=t-t we get 
-p 
0 
(4.25) 	1 t-2 (t,t;z )dT = - f i
-2 	[qe 2 s/2 I as 
2 
and this integral is clearly independent of t 
Thus the integral in expression (4.19), namely 
R(z11z2;t) E ft 2(s){D - xfS_2 d}_ld 
may be written in the form 
p (s-t)/2 1t1 2 	2 
[qe 	]{H (z11z2) (4 .6) R(z11z2;t) = 




Denote the indefinite integral L(t) by 
-p s/2 
(4.27) 	
L(t) = 1t1-2 	
[qe 2 	Ids 
1/11 2 
Then (4.26) becomes 
- 1t12 	




	 1llz 2  +X1[L(t-s)-L(0)]}'ds 




11z2) + X1[L(y)-L(0)]} 1dy 
This expression integrates to give 
(4.28) R(z11z2;t) = X111og{[H(z1,z2) + A1(L(t)-L(0))J/H(z11z2)} 
Define the definite integral L1(t) by 
(4.29) 	 L1(t) E L(t) - L(0) 




= 	(Ot;z2) 	H(z1,z2)+X1L1(t) J 
(4.30) 
-p t 
x exp{-(a 2 /p 2) (1-z2) (l-e 2 
	
- (a11/2X1)t} 
Expression (4.30) was verified by back-substitution into 
equation (2.2.2), and we shall later show that G(l,l;t) E 1 for 
all t>O as required. 
Placing t=0 in (4.30) we obtain G(z1,z2;0) =1 , so ensuring  
that the initial conditions are satisfied, whilst placing 
we get the standard p.g.f. for the simple immigration-death 
process (Cox and Miller (1965), p.168). 	In this latter case, 
colony 1 remains permanently empty. 	Pun (1968) obtains an 
expression equivalent to that of (4.30) for the case in which 
immigration is excluded 	 . He assumes the initial 
condition X1(0)=l, X2 (0)=0 , whilst we take X1(0) =x2(0) =0 
and so his result cannot be derived from (4.30). 
3.4.ii Equilibrium distribution 
The rate of departure of an individual from colony 1, either 
through death or migration to colony 2, is equal to p1+v 
Thus if X1<p1+v1 , i.e. 	l<0 , we may expect a limiting 
equilibrium population size distribution to develop as t->' • Now 
both ii(t,t;z2) and H(z1,z2) in expression (4.30) are independent 
of t , and so let us first evaluate 
X 
1 
 Y E lim{(0,t;z2) [H(z1,z2) + A1L1(t)1}1 
1 e 2t 
tx 
which, on using (4.20) and (4.29), we may show becomes 
A Ia 	 t/2 	-p2t/2 




(qe 	)ds} 1 0 1/112 
In order to evaluate this limit we use the following 
asymptotic result. When x is small and p is fixed 
(4.32) 	 1(x) = (½x)P/r(p+l)}[l+O(x2)] 
(Abramowitz and Stegun (1965), result (9.6.10)). 	Here r(p+l) 
denotes the Gamma function. 
Result (4.32) is only valid when p5 -11-2,..., and so we have 
to consider the following two cases. 
(i) 	If 	-1,-2, ... , expression (4.31) gives 
1 	El 
 t/2 -u t/2 






u 0 El/P2 	
)dsj 
which, on using (4.29), we may show to be 




r (1+ 1/p2)[H(z1,z2) + 

























	 J•t12(qe2 = urn e 	(qe 	 .) [n(z1,z) 	1 
t4<° 	
o p  
which, on putting 
- 2s/2 
x(s) = qe 
we may show to be 
-1 (4.35) = urn (½q)(p)
-1 
 e 	[H(z11z2 	1  )-2(X/p2 x(0) 
	p
)f 
x(t) x I-) 
 (x)dx] 
t--o,  
But from (4.32) 
X(t) x i (x)dx 	I 	x
-1 -2 	x(t) -1 (½x) 2P[ ()1 + 0(x2)1 2dx =  X(0) 	p x(0) 
= 
X(0) 
(4.36) 	 - _22P(pi)2(1/2p)q 2Pe 1  
where p=1,2,.., and C i<0 . 	Placing (4.36) in (4.35) we get 
= 
whence it follows from (421) and (4.30) that 
(4.37) G(z1,z2;°) =exp{(cz2/p2) (z2-l)} 
a1/X 
x[ (p2/X1)I(q)H(z1,z2)(½q)/(p-1)!1 
Results (4q34) and (4.37) were shown to satisfy the differential 
equation (2.2.2) by back-substitution. 
ona 
3.4.iii Marginal distributions 
As migrants may travel only from colony 1 to colony 2, we 
expect that the marginal distribution of colony 1 is that of a 
simple immigration-birth-death process with parameters ct1. A1  
and 	respectively, 	However, immigration to colony 2 is 
composed of a simple immigration process with rate cz2 and a more 
complicated component due to the migration of individuals to colony 
2 from colony 1. Thus we may reasonably expect the marginal 
distribution of colony 2 to be relatively complex compared with that 
of colony 1. 	This is precisely what happens. For we see that if 
we place z1 l in (4.30) we obtain virtually no simplification. 
In fact the only alteration to G(z11z2;t) is the replacement of 
H(z1,z2) by H(l,z2) , where from (4.24) 
H(l,z2) = [n(z2) - 
The marginal equilibrium p.g.f. G(l,z2;co) , obtained by placing 
z1 1 in (4.34) and (4.37), is similarly affected. 	On the other 
hand, if we put z2=l in expression (4.30) we obtain 
(4.38) G(z1,l;t) =l 1[A1e 	- (ii1+v1) - A1z1(e 
1  l)] 
which is the p.g.f. of a simple immigration-birth-death process 
with parameters a 
1 
 X and 	respectively (see Bartlett 
(1966), p.81)° 	The proof of result (4.38) is omitted from this 
thesis as it involves a lengthy piece of algebra. 
We have previously shown that expression (4.30) for the p.g.f. 
G(z1,z2;t) satisfies the differential equation (2.2.2) and the 
initial condition 
G(z1,z2;O) E 1 
If we place z1=l in (438) we see that G(z1,z2;t) satisfies 
the further requirement that G(1,1;t) El for all t>O 
3•5 	Recursive Solutions to the Kolmogorov Forward Equation 
3.5.i Recursive solutions 
In the literature, probabilities which arise in stochastic 
models are nearly always determined by the solution of a 
differential equation for a relevant generating function. Although 
the derivation of a solution for such an equation can be 
mathematically satisfying, the solution obtained will often be too 
complex to allow the extraction of the probabilities themselves. 
Expression (4.30) of the previous section provides an example. 
Severo (1967) partly overcame this difficulty by developing a 
method for dealing with the original system of ordinary 
differential-difference equations for the probabilities. 	He 
presents an iterative solution to the vector-matrix differential 
equation 
(5.1) 	 dx(t)/dt = Bx(t) 
where B is a special type of triangular matrix. Thus we have 
the solution to any model whose original set of equations, which 
describe the probabilities, can be written in the form (5.1). 
Note that this method is iterative in the sense that at each stage 
of the procedure one uses some of the results of the previous steps 
in order to obtain entries in the solution matrix. 
Severo gives as examples the solutions to the simple and the 
general stochastic epidemic. 	Let Prs(t)  denote the probability 
that at time t>O there are r susceptibles and s infectives 
given that r+s=N at time t=O . Then on making the 
transformation 
Prs(t)  = xK(t) 
where 
r+s=N 	and k=N-r+l 	(simple epidemic) 
(5.2) 
O<r+s<N and k=(N+l)(N+2) - (N+l)r-s+(r-l)r 
(general epidemic) 
we find that the resulting system of ordinary differential 
equations for Cxk(t)}  is of the required form (5.1). 
Severo (1969a) generalizes this approach with a recursion 
theorem that leads to the solution for any finite system of 
differential-difference equations with constant triangular 
coefficient matrix. He illustrates this method of solution by 
discussing its applications to families of bounded multi-dimensional 
pure birth and pure death processes, stochastic cross-infection 
among several otherwise isolated groups, and to generalizations of 
the general stochastic epidemic. This latter problem was later 
treated more extensively by Severo (1969b) in an analysis of 
Downton's (1968) carrier-borne model,. 	This last model may be 
interpreted as a generalization of the general stochastic epidemic 
allowing for the removal of both susceptibles and infectives. 
Billard (1973) considers the general stochastic epidemic and 
notes that in none of the previous methods, including Severo's, is 
the actual nature of the solution apparent. She uses an 
appropriate partition of the coefficient matrix to develop 
solutions which indicate their form very clearly. Here the total 
population size N is bounded, but she remarks that because the 
special nature of the solution is now revealed, asymptotic 
solutions for large values of N could be found. 
In each of the three cases so far examined in this chapter, 
births are permitted to occur in at most one of the colonies. 
When both A1>0 and A2>O the auxiliary equations (2.3) yield 
two simultaneous Riccati differential equations in terms of z1, z2  
and t , and the probability generating function approach clearly 
becomes far too complex to be worth pursuing. 	It seems natural to 
ask whether the Severo approach may be used instead. 
One difficulty is that Severo and Billard work with finite 
systems of differential equations whilst the system (2.2.1) is 
infinite. In principle this difficulty may be overcome by 
constraining the total population size to be at most N0 (say), 
where O< N < • To achieve this we put 
Pr[a birth or immigration occurs in (t,t+5t) X1(t)+X2(t)=N0] = o 
The problem then reduces to a search for a suitable transformation 
from p..(t) to x(t) similar to (5.2). 	However, as 
0<X1(t)+X2(t)<N0 for all t>O this approach would yield an 
approximate and not an exact solution. We shall therefore delay an 
examination of this approach until the next chapter. 
Returning to the unrestricted situation let us parallel 
Severo's technique by writing the differential equations (2.2.1) in 
triangular form. This may be achieved by disregarding death and 
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imposing one-way migration. For if we denote the vector 
p(t) = (Pio(t)tPoi(t)10Pno(t)Pn i,i(t)lO•lPo (t)?P +io(t) ......)' 
(5.3) 
and put 
we may write the differential-difference equations (2.2.1) in the 
vector-matrix form 
(5.4) 	 dp(t)/dt = Bp (t) 
where B is a lower-triangular matrix independent of t . The 
probabilities p.. (t) may now be determined in the order written 
in the vector (5.3). 	Note that as \)2=O , colony 1 develops as a 
simple immigration-birth-death process with parameters 	 and 
respectively. 
For algebraic convenience let us place X1=X2=X a1 a2 0 and 
v1=v (this particular model is illustrated in figure 35). 
Equations (2.2.1) then become 
Figure 3.5 
Two-colony process with A1=X
2 	p1 p22a12=0, 
V i'v 
A 	 A 
Colony 1 	 > 	Colony 2 
(5.5) dPno(t)/dt= (n_l)Xp 10(t) -n(A+v)P 0(t) 
(5.6) dp n j (t)/dt= (n- l)Ap n-1,j 	 n,j-1 
(t) + (j-1)Ap 	
n+l 
(t) + (n+l)vp 	) ,j 
-[n(X+v)+jAlp .(t) 	 (j> o) nJ 
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Suppose that we have the initial conditions 
1 	i1,j0 
(5.7) 	 p. . (0) = 
0 : otherwise 
Then by using either a single induction argument or a generating 
function approach, we may integrate equation (5.5) and so derive 
the probabilities 
(5.8) p no (t) = [A/(A+)}n 	
e -(X+v)t[l-e _(X)t]n_l 	
(n>l) 
Successive use of equation (5.6) with 1=1,2,..., will now 
generate the sequences 	p 1(t)}, {p 2(t)},... . 
The algebraic complexity of this section will probably 
convince the reader that this approach, though yielding the correct 
solution, does not really provide an acceptable way of generating 
the probabilities p.. (t) . 	Nevertheless, the technique itself 
is of interest and it is primarily for this reason that we include 
the following analysis in the thesis. Moreover, the situation in 
which A1 X2 X, v=v and all other transition rates are equal to 
zero is the simplest spatial model possible for which both birth 
rates are non-zero. The computational difficulty we shall 
experience for this particular model will illustrate the immense 
severity of the general problem. Note that the auxiliary equations 
(2.3) yield 
G=A 
(5.9) 	 z2 = (1-Be At)l 
(5.10) 	 dz1/dt = -Az + (A+v)z1 - vz 
where A and B are constants of integration. 	Substituting for 
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z2 from (5.9) into (5.10) we get an equation of Riccati form 
similar to (4.4), and the solution of (5.10) is even more complex 
than that of (4.4). 
Assume that the probabilities p. (t) are known for all 
n=0,1,2,..., and j=0,1,...,m-1 . 	Then equation (5.6) gives a 
set of first-order linear differential equations for the unknown 
Prim (t) (n> 0) in terms of known Pnj(t)  (0<j<m, n> 0) 
Denoting the vector 
= (..... )' 
we see that equations (5.6) may be expressed in the vector-matrix 
form 
(5.11) 	 dp (t)/dt = B p (t) -m 	rn-rn 
where B is a lower-triangular matrix with diagonal elements in 
the following order. 
-(X-R) , -x 
-2(X-i-v) , -(X+v)-X 	, -2X 
(5.12) 
-r(A+v) , -(r-l)(X+)-A , -(r-2)()L+v)-2A , ... , _dr_E min  (r,m)]X 
where d =0 if r<m and d =(r-m)(X-i-) if r>m . 	Here r r 	- 
takes the values 1,2,3,..., and the elements of (5.12) are read 
from left to right row by row. 	The representation (5.11), (5.12) 
is obtained if we ignore all equations (5.6) which contain 
dp.(t)/dt with j>m on their left hand side. 
The general solution to equations of the lower-triangular form 
(5.11) (Severo (1969a), theorem 1) may not be used here as B 	is 
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an infinite matrix. 	However, as B is of lower-triangular form, 
with diagonal elements given by (5.12), it follows that for some 
constants c 
nm 






(5.13) 	p nm 
 (t) = Z e 	 nm c (r,i)e 
r=0 i=0 
where 
C (010) = 0 nm 
(n,m=0,1,2 .... ) 
Substituting (5.13) into equations (5.6) with j=m , comparing 
coefficients of exp-tfrX+i(A+v)]} on both sides of the resulting 
expressions, and denoting 
c 
hk 
 (r,i) 	0 
	
(h<0 or k<0) 





 (r,i)[ (m-r)A-i-(n-i) (A+v)] = (n-1)Xc 
n-1,m 
 (r,i) 
+ 	(m-1))c n,m-1 (r,i) + (n+1)vc n+l,m-1 
 (r,i) 	(0<i<n+m-r) - 
-(m-r)c 
rim 
 (r,n+m-r) = (n+1)c 
n+l,m-1 




(5.16) 	(n-i)(A+v)c rim 	 n-1,m (m,i) = (n-l)Xc 
	(m,i) 	(0<i<n) ; - 
the equation for r-m, i=n is automatically satisfied. Thus our 
problem reduces to a search for coefficients c(r,i) which 
satisfy equations (5.14)-(5.16). 
Solving equations (5.16) recursively in n , and denoting 
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a=X/(X+v) , we obtain 
(i-
(5.17) 	 c (rn,i) = n-1 Ia n-i c. (m,i) 	(O<i<n) nm 	 1/ 	urn 




 (rn,O) as yet undefined. 
The coefficients c 
nm 
 (r,i) in the representation (5.13) are 
defined only for i=0,1,...,n+m-r 	Let us denote 
c 
nJ .(r,i) = 0 
	 (i>n+j-r) 
Then (5.15) is equivalent to (5.14) when i=n+m-r . 	Writing 
equations (5.14) in terms of the generating function 
(in) 	CO 	 n (5.19) 	 H ri (z) = E c nm (r,i)z n=o 
we get 
dH 	 (in) 	,dH (in) 
	
(In-i) 	dH 
(X+v)z— +[ (m-r)A-i(A+u)]H =Az - + (m-1)XH dz dz dz 
and on putting q=(m-r)a-i we may integrate this differential 





(rn-i) [ (rn-l)aH 	(y) ri 17- az] ri 
(5.20) 	 dH (rn-1) 
+ 	(1-a) ri dy 	
Idy 
As a=X/(X+v) , q will in general be non-integer. 	In this 
general case the constant of integration in (5.20):must be zero 
otherwise (5.20) would contain .the additional term 
and this expands to give non-integer powers of z unless 
const. = 0 
Remembering that the c.(r,i) are assumed known for j <in 
nj 
we see that expressions (5.19) and (5.20) determine 
nm 
whilst (5.18) shows that 
c nm (m,0) =0 	(n>0) 
and (5.17) expresses 
c nm (m,i) 	 (0 	n) 
in terms of the c iffi  (m,i) . 	It therefore remains to evaluate 
c im (m,i) for i>0 - 
Placing t=0 in the representation (5.13), substituting for 
c 
nm  (m,i) from (5.17) and (5.18), and assuming the initial 
conditions 
1 : i1, j0 
(5.21) 	 p. 13 (0) = 
otherwise 
we obtain the following set of equations for m>0 
m-1 m-r 
(5.22) 	0 =E 	Z c(r,i) + c(m,0) 	 (n0) 
r=0 i=0 Om 
ifll n+m-r 
(5.23) 	0 = E 	E c (r,i) + E (n_i rim 	 i-i) 
	
urn (m,i) 	(n>0) . 
	
r=0 i=O 	 u=l 
Expressions (5.20) and (522) determine c 
Om  (m,0) , whilst to 
evaluate the c 
im  (m,i) (i>0) we multiply both sides of (5.23) by 
and sum over n=1,2,..,, to obtain 
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m-1 fl+rfl-r 	 n 
00 fl 	
00
n 	(n.i) ni 
0 = E z E c (r,i) + E z a 	c. (m,i) 
nm 	 1- 	 im 
n=1 r=O i=0 n=l i=i 
(5.24) 




- 	 im 	1S1  (z) = E c (m,i) -azj  
i=1 
Writing 
y = z/(1-az) 
we get 
CO 




But we have already determined S1(z) as an infinite polynomial in 
z • 	Thus the c 
im  (m,i) (i>O) may be obtained by expanding 
S1[y/(l+ay)] as an infinite polynomial in y and comparing 
coefficients of y'  on both sides of (5.25). 	The c nm 
 (m,i) 
(0<i<n) may now be obtained from (5.17). 
Thus given the values of the c.(r,i) for j <m , the above 
nj 
technique yields the c 
nm 
 (r,i) (j--m) . 	Hence the solution to 
equations (5.5) and (5.6) may be obtained recursively as m takes 
the successive values m=1,2,3..... 
3.5.ii An application with m1 
As we have already shown that 
(5.8) 	pnO (t) = [A/(A+v)] n-i e
-(A4- )t1 l-e-(A+)t n-1 
I 	(n>l) 
let us illustrate the above technique by finding the probabilities 
{p 1(t)} (n>0) 	To simplify the notation denote 
a 
ni 	ni 	 ni 	ni 
= c (0,1) and b = c (i,i) 
so that (5.13) becomes 
n+1 -i(X-fv)t 	-Xt 	 t (5.26) 	p 1(t) = E a .e 	+ e 	E b e  
	
i=0 ni 1=0 ni 
Expressions (5.17) and (5.18) give 
(5.27) 	 b. = (?)a'b.. 	 (0<i<n) 
ni 	i-1 	11 
with 
(5.28) 	 b nO = 0 
	 (n>0) 
To evaluate the a 	we first write (5.8) in the form 
ni 








in-i\ n-i 	i i 	 n) c 	= (  nO i-ij
) 
	 - - 
c 00 (0,i) = 0 









which, on using (5.20), yields 
-u-i 	r _az-ii 





n0 	 L 1JL1- J 
(5.29) r 21r 	ii+l ia ii z 
] 
L 1J Li_azJ 
Note that from (5.26) a.=0 for n<i-i , so a comparison of 
coefficients of z on both sides of (5.29) gives 
MM 
a. 	. = ia 	(-1) 
i-i a.,. = -i(-a) 	[a(i+1)-2] 11 
a . = 1(1-a) (_a)hl[ (a_l)lnhl n-i+1 
	'n-i' n-i 
ni 	








ij 	I 	(n>i) 




 =O 	(n=0) 
But from (5.30) 
(5.31) 	 a01 = -1 
and so as a0 by definition, we have 
(5.32) 	 b=1 
Expression (5.24) yields 
n+i 
CO n 
S(z)= 	z 1 	 ni 
i n=l =0 
CO 	 CO 	 fl = a.z -a 	. ni 	01 i=0 n=i-1 
Using (5.29) and (5.31) we get 
CO (1) S (z) = EH . (z) +1 1 	. Oi 
i=0 
Using (5.29) with y=z/(1-az) we get 
co 
i-i 
s1[y/(i+ay)] = 1 + (1-a)[ (a_1)'F2y+a2(a+1)'y2]  E i(-ay) 
1=0 
whence on applying (5.25) we have 
(5.33) 	b .y1  = -1 + (a-l)[ (a-i) 1I2y+a2(a+l)'y2]  E i(-ay)' 1  
1=1 	 1=0 
Comparing coefficients of y1  on both sides of (5.33) we obtain 
	
(5.34) 	 b ii 
.. = 2a (a+l) 1(i+a) (-a)'2 	 (i>1) 
We now substitute for the a . and b . from (5.27), (5.28), 
ni 	ni 





(5.35) 	 POI (t)= e 	(1-e
-vt 
 ) 	 (n0) 
and 
(5.36) Pni(t) =anls(l_s)n2_as[s(n+1)_2] + 2(a-1)(ns-1) 
- a(a-l) (a+l) 1(n-l) 	 (n>l) 
+ 2e At
(1) 
 l[ (ns-l)-a(l-s)] } 
Expressions (5.35) and (5.36) satisfy the initial conditions 
(n=0,1,2,...) , and they were verified by back-substitution 
nl 
into the differential equations (5.5) and (5.6). 
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CHAPTER 4 
APPROXIMATE SOLUTIONS TO THE KOLMOGOROV FORWARD 
EQUATI5: TWO-COLcNY MODELS 
4.1 	Introduction 
We have so far derived the first- and second-order moments of the 
process and have obtained exact solutions for the p.g.f. G(z1,z2;t) 
in several special cases. However, whilst the solutions for model 1 
(X1=A2=0) and model 2 (Xi  =v2=0) are manageable, the solution 
for model 3 (A2=v2=0) is clearly not; expression (3.4.30) is 
far too complicated to be of real use. Thus, even if the general 
solution were available in closed form (which it is not), it would 
certainly be of an extremely intricate nature. Further attempts 
to obtain exact expressions for the p.g.f. would seem to be of little 
avail. 
In this Chapter we shall turn our attention to the derivation of 
approximate solutions to the Kolmogorov forward equations. First I 
approximate the process itself by modifying the birth mechanism, 
thereby developing an exact solution for this new process which 
closely relates to the Poisson distribution. Whilst the first-order 
moments of the original and modified processes coincide, the second-
order moments do not. I shall partly remedy this defect by deriving 
a bivariate negative-binomial approximation. Lastly I discuss 
approximations derived by placing an upper bound on the total 
population size. 
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4.2 	Approximate Solutions based on a Modified Birth Mechanism 
4.2.i Probability generating function 
Although equation (2.2.2) has so far not yielded an exact 
solution in closed form, we may obtain an approximate solution by 
slightly modifying the birth mechanism. Let us take the probability 
of a birth in colony i in the small time interval (t,t-h5t) to be 
A. 1 m. 1 (t)t+o(6t), where m 1  
.(t) denotes the mean number of individuals 
in colony i (1=1,2) at time t . Then equations (2.2.1) become 
modified to 




(t)p 	(t) +c1P1_1, (t) 
(i+l)p 	•(t) 1-p2 	
i







(t) +v (j+l)p ;i. l,J+l . 	(t) 
- 	1 (t)[X1m1(t) + A2m2(t) 	2 +i(p1+v1) +j(p2+v2)] 
where the p.(t) now represent the probabilities for the approxima-
tion. Note that births have effectively been replaced by time-
dependent immigration. On multiplying both sides of (2.1) by 
zz 	and summing over the range O<i,j<o ,we see that the 
equation corresponding to (2.2.2) for the p.g.f. 
ii G(z1,z2;t) = E 	E p. 
1=0 j=0 
is given by 
DG= 
= —[p1(1--z1)+v1(z2-z1)] +----[1i2(1-z2)-h,2(z1-z2)J 
(2.2) 
+ G[ (A1m1(t)+a1) (z 1-1)+ (),2m2(t)-fci2) (z2 1)1 
We shall retain the initial condition (2.2.3) , namely 
a a 
(2.3) 	 G(z1,z2;0) rrz 1  z 2 2 
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Solving (2.2) in the usual manner we first write down the 
auxiliary equations 
-dz1 	= 	-dz2  
(2.4) 	
dt = 
1 	p1(l-z1)± 1(z2-z1) p2(1-z2)+ 2(z1-z2) 
dG 
= G[ (A1m1(t)+c1) (z1-l) + (A2m2(t)+a2) (z2 1)1 
and then note that the first three expressions in (2.4) are identical 
with those of the auxiliary equations (3. 2.3) with li A2 0  - 
Thus, proceeding exactly as in section 3.2.ii, we see that 
	
r1t 	 r2t 
(2.5) 	y1-b1y2 = B 
1  e 
	; 	y1-b2y2 = B 2 
 e 
where 
(2.6) 	b11b2 = (l/2v2) 	21 ± {(a1_a2)2+41v2}½] 
(2.7) 	r1,r2 = ½[ l°2 ± {(1_02)2+4V1V2}½ 
B 	and B 	are constants of integration, o =p.+. and y. =l-z. 
1 2 1 1 1 	1 	1 
(i=l,2) . Note that if b1 =b2 then r1 =r2 and expressions 
(2.5) are equivalent. 
The last of the auxiliary equations (2.4) is given by 
(2.8) 	dG/dt = -GE (A1m1(t)+a1)y1 + (A2m2(t)-I-a2)y21 
To solve this differential equation we first write expressions (2.3.11) 
and (2. 3.12) in the form 
w1t 	w2t 
(2.9) 	 m. 1 (t) E h 1  .e 	+ k 1  .e 	+ 
2.. 	(i=l,2) 




y1= (b2-b1) 1(B1b2e 1 - B 2 b  1 
 e 






= (b2-b1) (B1e - B 2 e 	) 
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We now substitute for m i (tj and y. (i=l,2) from (2.9) and (2.10) 
into (2.8), and then Integrate the resulting expression, thereby 
obtaining 
(b1-b2)log(G) +const. =B1{(k1h1b2+)2h2)(w1+r1) -1e 
-1 (w2+r1)t 
+ ( 1k1b2+ 2k2) (w21) e 
-1 r1t 
+ [(A121+a1)b2+ (A2912+ct2)]r1 e 	} 
-1 	(w1  +'2)t 
e 
-1 (22)t 
+ 	1k1b12k2) (()2+r2) e 
r2t 
+ 	 + (A29,2+ct2)1r2 e 	} 
When b1 b2 the two solutions (2.5) are different and may be 
combined with (2.11) to give the general solution 
(2.11a) 	G(z11z2;t) =f(B1,32)exp{(b1-b2) 1H(t)} 
where f is an arbitrary function and H(t) is given by the right 
hand side of (2.11), namely 
(b1-b2)log(G) +const. = H(t) 
Expression (2.114 is the general integral of the Lagrange linear 
equation (2.2), and to derive the required integral we find that 
solution (2.11a) which satisfies the initial condition (2.3). At 
time t=0 expressions (2.10) become 
=1 - (b2-b1)- 
1 
  (B1b2-B2b1) 










x exp{-(b1-b2) 	H(0) } 
We now replace the constants B1 and B2 by expressions (2.5), namely 
-r1t 	 -r t 
B1 = (y1-b1y2)e 	; B2- (y1-b2y2)e 2 
and obtain the following solution (b1 b2) for G(z1,z2;t) 
-rt -rt 
G(z11z2;t) =[l-(b 2
-b  1 ) 1{(l-z1) (b
2e 	-b1e 2 







-r1t -r2t a2  
-(l-z2)(b1e 	-b2e 	)}] 
wt -rt 
1 2  x exp{(b-b) l[ (w1+r1) (A1h1b2 2  +Ah2){(l-z1)-b1 	2  (1-Z )}(e
1 
 -e 1 
1 w 2  t -r1t 
+ (w2+r1) (A1k1b2+A2k2){(1-z1)-b1(l-z)}(e 	-e 	) 
-r t 
+ r[(A1i1+u1)b2+(A2i2+a2)]{(l-z1)-b1(l-z2)}(l-e 1 
(2.12) 	 1 	
w 
1 
 t -r2t 





(A1k1b1+ 2k2){(1-z1)-b2(1-z2)}(e -e 
- r21[ (A11+ 1)b1+(A2i2+a2)]{(l-z1)-b2(l-z2)}(l-e 2 )1} 
Note that G(l,l;t) El (t>0) as required. This solution has 
a relatively straightforward structure and moments of the process may 
be derived from it if both sides of (2.12) are differentiated with 
respect to the z. the appropriate number of times. Moreover the 
probability p.. (t) may be evaluated as the coefficient of 
zz 	. In particular we see that if both colonies are initially 
empty, so that a1 =a 2 = 0 , the. p.g.f. G(z11z2;t) factorizas 
G(z11z2;t) = G1(z1;t)G2(z2;t) 
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where G1(z1;t) and G2(z2;t) are the p.g.f's of two independent 
Poisson processes. 
4.2.ii Equilibrium approximations 
For the modified process to possess an equilibrium solution it is 
clearly necessary and sufficient for the 'immigration' rates 
c1.+A;i.mi 	 1.(t) , and hence the means m.(t) , to be bounded above. This 
implies that w <0 , and hence automatically w2 < 0 , whence it 
follows from (2.3.24), that for 	=A.-p.--. 	(i1,2), 
= 	 = ii 
(2.13) 
M2(-) = 	 £2 
Moreover it follows from (2.7) that both r1 >0 and r2>0 . Thus if 
then as t- 	in (2.12) we obtain 
G(z1,z2;) =exp{ (b1-b2) 1{r11[ (A1111)b2+(A22+ 2)][ (1-z1)-b1(l-z2)] 
- r21f (A11+c 1)b1+(A2L2+c 2)1[ (l-z1)-b2(l-z2)]}} , 
and this simplifies to give 
(2.14) 	 G(z11z2;o) = ep{ 1(z1-1)+L2(z2-1)} 
where £ 	and £2  are defined by (2.13). Thus in equilibrium the 
modified process behaves as two independent Poisson processes, the 
joint probabilities being given by 
Li £ 




ij 	.  
4.2.iii The homogeneous model 
We shall now use (2.12) to derive the probabilities p..(t) for 
the spatially homogeneous model as they are easier to interpret 
than those for the general model. As we have already obtained the 
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general equilibrium solution (2.14), we shall suppress immigration 
(l20) for the remaining part of this section in order to make 
our results more manageable. 
Placing ).=X, p=j, 	c.=O (i=1,2) in (2.6) and (2.7) we 
obtain 
b11 	; 	b2=-1 
(2.16) 
r1=p+2u 	; 	r=p 
whilst from (2.3.9) and (2.9) we get 
(2.17) 
h1=h2=½(a1+a2) ; k1=-k2=½(a1-a2) 
If we substitute from (2.16) and (2.17) into (2.12) we then get the 
solution 
(2.18) 	G(z1,z2;t)=[g1(z1,z2;t)} 1[g2(z1,z2;t) 2  
where for 	i,j=1,2; ji 
(2.19) g(z1,z2;t) =[1+12(z.+z.-2)e t+½(z_z)e (2t] 
x exp{½(eAt_l)[ (z.+z_2)e pt (zz.)e ( 2\ t J} 
This result was verified by back-substitution into the differential 
equation (2.2). 
Thus, without loss of generality, we need only consider the 
initial conditions a1=l, a2=0. Writing 
-pt 	-2ut 	 -pt 	-2vt 	 At q=e (1+e ) ; r=½e (l-e 	) ; s Ce -1) 
we have 
(2.20) 	91(z11z2;t) = [(1-e Pt)  +qz1+rz21exp{s(qz1+rz2-e)} 
and extracting the coefficient of zz 	in g1(z1,z2;t) we get 
(2.21) 	.(t) =q1rJs3l(ij)l[s(l_e_ 
Pt  )+i+j]exp{_set} 




. (t) - (½e 	t)1+J(i*)
-1 	(X-11)t e{-e 	} 
This is a bivariate Poisson distribution with common Darameters 
½exp{(A-p)t} . Thus, for fixed t>0 , P ij 
 (t) has its maximum 
value when i and j are both approximately equal to the integer 
part of ½exp{(X-p)t} . Note that as 	the migration rate 
has an exponentially small effect on the probabilities p. (t) 13 
We may evaluate the marginal probabilities p. (t) and p (t) 
in the same way. For putting z2=1 and z1=l respectively in 
(2.20) we get 
1 
91(z111;t) =[(l-e- 
lit  +r)+qz1jexp{s(qz1+r-e-lIt)} 
-Pt 
91(1,z2;t) =[(l-e-  -fq)+rz2]exp{s(rz2+q-e- 
lit 
 )} 
and extracting the coefficient of z 	in g1(z1,1;t) and z 	in 
we have 
i i-1 lit 
(t) =q s 	(i!)lEs(1_e 
lit  +r)+ilexp{s(r-e 	)} 
(2.22) 
p.(t) =rj Sj-1 (j!)l[s(l_e -Pt  +q)+j]exp{s(q_e- lit ) } 
Still assuming that ct1=a2=o together with the initial 
conditions al=l and a2=0 , let us define p 00  (t) and pOO 
 (t) to 
be the probabilities, associated with equation (2.2.2) and equation 
(2.2) respectively, that both colonies are empty at time t0 
As A1_X2 and p1=p2 the probability of extinction p(t) is 
clearly identical with that of a single isolated colony. Thus 
(2.23) 	p(t) = (p-pe-(X-p)t ) (A-pe-(A-p)t 
(Cox and Miller (1965), p. 166), whilst from (2.21) we have 
-log- 
(2.24) 	 POO(t) = (l_e_Pt)exp{_e_Pt(eAt_l)} 
The simple two-colony birth-death-migration process and the 
modified process have one major difference between them. Birth 
rates in the former are proportional to the sizes of the two 
colonies and so once both colonies are empty the population becc.es  
extinct. However, birth rates in the latter are proportional to the 
two means m.(t) (i=1,2) and are therefore independent of the actual 
colony sizes. In this sense birth is equivalent to time-dependent 
immigration. Extinction is clearly impossible, as 
Pr[a birth in the time interval (t,x)] >0 
for all t >0 
For A >p , m1(t) and m2(t) increase exponentially for 
t>t0 (some t0>0), and so p 
00 
 (t) will quickly tend to zero. 
For A <p , iii1(t) and m2(t) decrease exponentially for t>t 
(some t1 >0) , and so we expect that p 
00 
 (t) will quickly tend to 
one. If A=p, m.(t)'½ and the process reduces to a simple 
immigration-death process for which an equilibrium distribution should 
develop. Thus, although the probability of ultimate extinction is 
zero, we expect p 
00 
 (t)- p for some 0 <p <1 . In fact, from (2.23) 
and (2.24) we have 
	
= 0 	, 	p00(o) 	PA 	(A >p) 
-1 
= e 	, 	p 00 
(a) = 1 	(A =ii) 
p(u) = 1 	, 	pOO 
(co) = 1 	(A <p) 
4.2.iv Moments 
To obtain moments of the modified process either we may 
differentiate the p.g.f. (2.12) with respect to z1 and z2 the 
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required number of times and then place z1=z2=1 , or we may work 
with the original differential equation (2.2). Now the coefficients 
of z and z 	in expression (2.12) do not possess a simple form, 
and even the demonstration that 




i 	 1 1 	/ z1=z21 
when al=a2=0 involves a great amount of tedious algebra (not shown 
here). Moreover, the work associated with the derivation of moments 
of general order, when a1 a2 0 , would be considerably greater. Let 
us, therefore, return to equation (2.2). 
As it is usually easier to work with the cumulant generating 
function (c.g.f.) rather than to work with the probability generating 
function, let us replace the dummy variables z1 and z2 in equation 
(2.2) by e 
1 
 and e 	respectively. The equation for the c.g.f. 
K(0111 02;t) = log[ G(z1,z2;t)1 




 K _Ol 	
02_Ol -1)] +-K 
	(e2-1)+v2(e 1021)1 e[ p1(e -l)+v1(e 	 --[ 2  
(2.25) 	 0 
+[(X1m1(t)+a1)(e 1_i) + (A2m2(t)+a2)(e 2-1)J 
To obtain the first-order moments we differentiate (2.25) with 
respect to 0. (i=1,2) and place 01=02=0 . This procedure yields 
the two differential equations 
(2.26) 	dm, (t)/dt=Am.(t)-(p+v.)rn(t)+v.rn(t)+ct. 	(11,2; 	ji) 
11 	1 1 1 	JJ 	1 
where m. (t) and m  (t) denote the means of the ordinary and 




(t) =m.(t) 	(i=1,2; t>O) 
and so the approximation leaves the means unaltered. This result is 
easily shown by letting 
M. (t) =m. (t) -m. (t) 	(i=1,2) 
1 	1 	1 
For subtracting (2.3.1) from (2.26) we obtain 
/dt = - 
	(t) +2 M 2 (t) 
(2.27) 
(t) /dt =-(p 2 +V  2 )M  2 -(i.i2+v2)M2 (t) 
+V 1 M (t) 
with 
M1(0) = M2(0) =0 
Writing equations (2.27) in the vector-matrix form 
dN(t)/dt =AN(t) 
and integrating, where M(t) =(M1(t),M2(t)) and A is a constant 
matrix, we have 
M(t) =M(0)expAt} = 0 
the null vector. 
This equivalence does not hold for the second-order moments, 
however. For differentiating (2.25) a second time with respect to 
01 and 02 and placing 0102=0  we get, for 
dV11(t)/dt = (A1+1d1+v.)m1(t)+V2m2(t)-2(111+\)1)V11(t)+2V2V12(t) 
(2.28) dV12(t)/dt =-v1m1(t)-v2m2(t)+\?1V11(t)-(111+p2+v1+U2)V12(t) 
(t) 
dV22 (t) /dt = 222 m2  (t)+V 1 m  1 
(t)-2(11 
 22  v22 
(t)+2v 
1  V 12  (t) 
where the V.. (t) represent the variances and covariance of the 
modified process. Note that the only difference between equations 
(2.28) and (2.4.3) -(2.4.5) is that the coefficients of the V ij  ..(t) 
have X1 A2-0 . Applying the Laplace transformation (2.3.3) to 
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equations (2.28) we have 
(2.29) 	sV1(s) = 
(2.30) sV 2(s) =- 1m(s) - 
(s) 2 22 
(2.31) 	sV 2(s) = 
for 6(s) large enough to ensure the existence of mt(s) and V(s) 
(i,j=1,2). Writing equations (2.3.4) and (2.3.5), with cxL =CL  2O 
in the form 
sm (s)-ai =(xi.-l.i-.vi)mt(s) +v2m(s) 
(2.32) 
sm(s) -a2= (A2-i2--v2)m(s) +vimt(S) 
and combining (2.32) with (2.29) and (2.31), we get 
V(s)[ 	(11 	= 2v2V 2(s) + [s+2(p1+v1)J mi(s) -a1  
(2.33) 	 - 
V 2(S)[s+2(i2+ 2)] =2v1V 2(s) + [s+2(1.12+v2)Jm(s)-a2 
Substituting for V 1(s) and V22* (s)from (2.33) into (2.30) and 
writing 
+ V 	(i=1,2) 
we obtain 
(2.34) 	 V12(s) [s+ (01+a2)] [(s+2cy1) (s+2cy2 	1  )-4v 2] 
= -v1a1(s+2a2) -,2a2(s+2y1) 
But the equation 
s2+2s( 1+cy2) +4(a1cj2-v1v2) =0 
has roots 
(2.35) 	 s1,s2=-(a1+a2) ± ((a1_o2)2+4v12}½ 
Thus (2.34) may be written as 
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V 2(s) =[-v1a1(s+2a2) -v2a2(s+2a1)]/(s+cy1+o2)(s-s1)(s-s2) 
This expression is easily inverted with the inverse transformation 
-1 , at 
(s-a) 	[e 
after expansion into partial fractions. If s 1 A s , this procedure 
gives the solution 
-(a1+a2)t 
V12(t) ={2e 	 °2°l (v1a1-v2a2) 
St 




 [v1a1(s2+2(y2) +v2a2(s2+2o1)]}/ (a12)2+4v12] 
Provided 	it follows from (2.35) that 
s1>-(a1+cy2) >s2  
whilst 
(2.37) 	S, l°2 +{(c1+o2)2 _4(p1p2+v1p2+V21)}½<  o 
Hence, when t is large 
(2.38) V12(t) 	 +2cy 	(a1-c2)2 +4v1v2] 
and so the covariance 
V12(t) O as t-*co 
To evaluate the variances V11(t) and V22(t) we write the 
differential equations (2.28) in the integral form 
2a (s-t) 




(2.40) V22(t) = 
	
e 	 )m 
2 
	+v1m1(s) +2v1V12(s)]ds 
and replace m1(t) , m2(t) and v12(t) by expressions (2.3.15) 
(2.3.16) and (2.36), respectively. The asymptotic behaviour of 
11 (t)and V22(t) is clearly determined by the dominant exponents 
in the integrands of expressions (2.39) and (2.40). Now from (2.3.9) 
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ll2 	 +4v1v2}] 
and so 
= ½[1 + 	l_2)2 + 4V12}½1_2)J >0 
-½ 
= ½[l + 	l2 + 41Y2 	 > 0 
Hence the minimum value of w for fixed a and 02  is at 
A1 A2=0. This is to be expected as the minimum value of 
corresponds to the minimum rate of growth of the mean population 
sizes. Thus 
11 	l°2 +{(al_02)2 +4 1v2} ] - s1  
= -½ s1 	 (from (2.35)) 
(2.41) 	 > 0 	 (from (2.37)) 
The dominant exponents in the integrands of expressions (2.39) and 
(2.40) are therefore 
exp{s(2a1+w1)} and exps(2c2+w1)} 
respectively. Substituting for m1(t) and m2(t) from (2.9), with 
into (2.39) we obtain 
V11(t) _-e_201t ft e (201±w1) s 
[ (A1+p1-i-v1)h1 + v2h2] ds 
with a similar expression holding for V22(t) . These expressions 
integrate directly to give for s1 s2  
()t 
V11(t) e 	[(A1+p1+v1)h1 +v2h2]/[ 1+ 2( 1+v1)l 
(2.42) 
V 22 (t) 'e 	[(A2+p2+v2)h2  + \)1h1] /1W + 2(p2+v2)] 
Combining expressions (2.36) and (2.42) we see that the linear 
correlation coefficient 
12 
P(t) = 12 (t) /{V11 (t) 	(t) 
is of order 	 (s1-w1)t 
p(t) =0(e 	) 
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It therefore follows from (2.41) that as t -*c 
P (t) -0 
irrespective of whether the total mean population size is asymptotically 
bounded or unbounded. Also, substituting for m1 (t) and in2 (t) from 
(2.9) with Z =k 2=0 into (2.42) we have 
v11(t) /m1(t) -[ 	1+11 	+V 2  (h2/h1)1 /[ w1 + 2(]J1-f-V1)] 
V22(t)/m2(t) 	
222 +\)1(h1/h2)]/[ uj1+2 (lj2+v2)1 
and so the ratio of the variance to the mean population size in each 
colony is asymptotically constant. 
Although the modification to the birth process leaves the means 
unaltered, it clearly has a considerable effect on the second-order 
moments. For it follows from (2.4.17) and (2.4.18) that if w 
l 
 >0 
the variances and covariance of the unmodified process are all of 
equal order, namely 
2 1t 
V..(t) =0(e 




S1  t 
V12(t) =0(e 	) 
Thus the order of the variances of the modified process is the square-
root of that of the unmodified process. Moreover, not only is the 
covariance 	V12(t) now of smaller order than the variances, but 
V12(t) +0 as t-- 
irrespective of the sign of 
For the spatially homogeneous model with the parameter values 
A=A,11 
i 
=P and v .=v (i=1,2), the second-order moments simplify to 
give 
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(A_1)t(h+ke_2Vt) 	_2Pt(h+2k -2t 	-4vt v11(t) e +he 
-21it 	-4vt 
(2.43) 	v12(t) =-½he 	(l-e 
(Xp)t -2vt -2pt -2t -4vt V22(t) =e 	(h-ke 	) -½e 	(h-2ke 	+he 
where h=½(a1+a2) and k=½(a1-a2) . These expressions clearly 
differ considerably from the variances and covariance, V.. (t) , 
defined by expression (2.5.25). Note that the underlying condition 
2 is equivalent to v >0 , and when this holds the correlation 
coefficient p(t) is given by 
P(t) -1 	 if A=p=0 
	
p(t) _½e)t 	otherwise 
The first of these results is intuitively reasonable. For if 
A=ji=0 the colonies develop as a simple bivariate immigration-
migration process, and so the total population size is monotonic 
increasing and unbounded. Thus as t becomes large the 
Pr [a particular event is a migration] - 1 
whence a decrease in one colony necessarily results in an increase in 
the other. If v=0 it follows from the second of equations (2.28) 
that V12(t) 0 , as would be expected. 
Expression (2.36) and all subsequent results depend on the 
assumption that s1 s2 . If s1=s2 , it follows from (2.35) that 
both 	 and v 1v2=0 . Migration may therefore occur in 
one direction only, so that v2=O (say), and equations (2.28) may 
each be integrated in turn. The analysis parallels that given in 
section 2.4.iv for the unmodified process. 
4.3 	The Negative Binomial Approximation 
In the previous section we modified the birth mechanism and 
this led to a distribution which was related to the bivariate Poisson 
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distribution. Although the means of the original and modified 
processes are identical their second-order moments are different. 
The question then arises whether a different form of approximating 
probability generating function can be found which leaves both the 
first- and second-order moments intact. Bartlett (1949) suggests 
fitting a negative binomial distribution for the one-dimensional 
multiplicative process, and we shall now determine whether or not 
this type of distribution yields a reasonable approximation to our 
two-colony model. 
Consider the p.g.f. 




(3.1) 	 G(z11z2;t) = 	
( i-2  
with associated probabilities 
-d 	-d 	. b . (i-d1-l\ (j-d2-l\
1J
(3.2) 	. .(t) =(1-b1) 1(l-b2) 2 b 
_d1_l) -d2-l) 
where 
(3.3) 	 O<b.<i 	and 	d. <0 	(1=1,2) 1 	 1 
are time-dependent parameters. Expression (3.1) represents the 
product of the p.g.f's of two independent negative binomial 
processes, and so cannot be an exact solution as the colony sizes are 
interdependent. However, under certain circumstances it may well 
yield a good approximation to the solution of the Kolmogorov forward 
equation (2.2.2) 
Let us try to choose the parameters b. and d. (1=1,2) so 
that the first- and second-order moments derived from (3.1) are the 
same as the m1 
	 13 . (t) and V.. (t) . Differentiating (3.1) with respect 
to z and z2 and placing z1=z2=1 in the usual manner we get the 
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relations 
(3.4) 	 m1(t) =-b1d1/(l-b1) 




 (t) -  m1 
 (t)-  Fm(t) =bd1(d1-l)/(l-b1)2  
(3.7) 	v12(t) +m1(t)m2(t) =b1b2d1d2/ (1-b1) (1-b2) 
(3.8) 	V22(t) -m2(t) +m(t) =bd2(d2-l)/(l-b2)2  
On substituting for m1(t) and m2(t) from (3.4) and (3.5) we have 
(3.9) 	 V12(t) o 
as would be expected, together with 
V11(t) -m1(t) +m(t) =m(t) (d1-l)/d1  
22 (t)m2  (t)+m(t) =m(t) (d2-l)/d2 	2
2  
which invert to give 
dl =m(t)/(m1(t)-V11(t)) 
(3.10) 
Equations (3.4) and (3.5) may now be solved for b1 and b2 , 
yielding 
b1 = 1 - in1 (t) 	(t) 
(3.11) 
b2 r1-m2(t)/V22(t) 
Combining (3.10) and (3.11) with (3.1) we get 
2 	 m2/( -v 
(3.12) 	G(z11z2;t) = II {m [v +(m -v )z ]} i ii i ii i 
1=1 
where we have omitted the variable t for typographical convenience. 
The representation (3.1) for the approximating p.g.f. contains 
only 4 parameters and yet we are using 5 moment equations to estimate 
them. This imposes a constraint on the moments, namely that the 
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covariance between the two colonies is zero. This will be approximately 
true when the migration rates are small in comparison with the birth 
and death rates so that the colonies are 'slightly connected' (see 
section 5.2). 
If there exist specific values of b. and d. (i=1,2), determined 
from (3.10) and (3.11), which do not satisfy conditions (3.3), then 
expression (3.1) will not have the required negative binomial form. 
An investigation into the existence of such values would clearly be 
useful. However, we have previously shown in Chapter 2 that if the 
dominant eigen-value w1 is positive then 
w1t 	 2 1t 
m 1  .(t) =0(e 	) >0 ; 	V. .(t) =0(e 	) >0 	(i=1,2; t>0) 11 
Thus, as t - co 
d.-m(t)/V..(t) 
1 	1 	11 
asymptotically approaches a negative constant, whilst b. converges to 
1 from below. Hence, conditions (3.3) are certainly satisfied if 
>0 provided that t is reasonably large. If w.. is negative then 
an equilibrium distribution exists and it follows, from (3.10) and 
(3.11), that in the equilibrium situation we require m.(co) <V..(co) 
(i=1,2). This seems intuitively reasonable, especially in the light 
of several simulation runs (for an example, see section 2.2.ii) 
The equilibrium p.g.f. of a simple birth-death-immigration process, 
with parameters A, p and c respectively, is given by the expression 
(3.13) 	 [(p-Az)/(-X)] 
(see, for example, Bartlett (1966), p. 82). Thus as t -co expression 
(3.12) represents the product of the p.g.f's of any two independent 
simple birth-death-immigration processes whose parameters A, p and a 
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satisfy the relations 
= a/(ii-X) 	and V..(co) = ctp/(u-A)2 	(i=1,2) 1 	 11 
Moreover, if migration is suppressed expression (3.12) becomes 
the exact solution as t- . 	For placing \)1=V2=0 in expressions 
(2.3.24) and (2.4.2l)-(2.4.23) we get for w1 <0 
m.(co) =-ci../(A. 1-p. 
1  )
	(i=1,2) 1 	1  
V.. () = 	1 
p/ (A 1-p 
1  )
2 	(i=l,2) 11 	1  
V12(c) = 0 
and on letting t- 	in (3.12) we have 
rp1-x1z1] 
_l/xl 	
['12 -X2z21 a2/2 
(3.14) 	G(z11z2) = 
	11 	 22 j 
In order to fit the covariance term V12(t) we require an 
approximate representation for G(z11z2;t) which contains more 
parameters than (3.1), for example 
d 	 d 
r 
G(z1,z 	








This expression does not yield a readily solvable set of equations 
for the unknown constants b.
1, c 1  . 	1 and d. (i=1,2) , and further 
study of more suitable representations would be desirable. 
The negative binomial approximation possesses two distinct 
advantages over the modified process discussed in section 4.2. 	In 
the first place the probabilities (3.2) have a very simple algebraic 
structure, whilst the probabilities derived from the coefficients of 
zz 	in expression (2.12) are relatively complex. 	Secondly, the 
two variances associated with the approximation (3.12) are exact, 
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whilst those of the modified process are not even of the right order 
of magnitude if wl > 0 . However, the modified process does at 
least have a physical interpretation, and this must surely count in 
its favour. I shall make a more detailed comparison between the two 
approximations in section 7.3. 
4.4 	Approximations based on Bounded Population Size 
For any c>O and O<T<co , we may choose a positive integer 
N(c,T) such that, for tE[O,T] , 
(4.1) 	 E 	p.(t) <E 
i+j>N 
Thus approximations to the probabilities P 
ij 
 (t) may, in principle, 
be obtained to any desired degree of accuracy by introducing a 
sufficiently large upper bound N on the total population size, and 
solving the resulting finite set of difference-differential equations. 
4.4.i The equilibrium approximation 
Assume an equilibrium situation exists with the associated 
limiting probabilities 
	
lr.. = urn p..(t) 	(O<i,j <°) 
13 	
t-.a 





1 -I-p  1 -f-v1)+j(A2+p2+v2)+ 1+a2] 	A1 	it (--. 	2oJUTt,_1 
(4.2) 	+ i+l,j-1 
+ v2(J+l)rr_i,+1  +czl . l  Tr 	+ it ,j 	i 2 ,j-1 
which are valid for O<i,j <co 
If we now introduce a maximum population size N , by suppressing 
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birth and immigration whenever i+j=N , equations (4.2) will still 
hold provided that O<i+j <N . However, if i±j=N we have to 
replace them by the set 
1T1 Ei( 1+v1)+i( 2+v2)] = A1(i_l)Tr11 	+ A2(i-l) Ir11 _1  
(4.3) 	 + v1(i+l)ir 1 . 1+v2(j+l)ir. 1 . 1 	(i+jN) 
+a71. Ir 1 i-1,j 	2 i,j-1 
Terms involving A. and a. (i=1,2) are omitted from the left 
hand side of expression (4.3) as the total population size i+j is 
not permitted to increase from N to N+l . Similarly, terms 
involving p3 and p2 are omitted from the right hand side as it 
is not possible for i+j to decrease from N+l to N - 
Equations (4.2) and (4.3), together with the normalising 
condition 
N N-i 
(4.4) 	 Z 	E.. =1 	, 
i=O j=O 
describe a finite irreducible Markov chain and hence possess a 
unique solution. Numerical approximations to the original unbounded 
system of equations, represented by equations (4.2) with O<i,j <a 
may therefore be obtained by writing equations (4.2)-(4.4) in 
vector-matrix form and then using standard numerical procedures. 
However, in Chapter 7 we show how to determine the rr.. by using 
simulation techniques, and this method would appear to be by far the 
better way to obtain particular numerical solutions. 
Suppose that the death rates p. are large compared with the 
birth and immigration rates A. and a. - Reasonable approximations 
to the ii.j  may then be obtained when the upper bound N is 
sufficiently small for the solution of equations (4.2)-(4.4) to 
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be algebraically feasible. In particular, suppose that a spatially 
homogeneous population is divided into two colonies, so that for 
i=1,2 we have 	p.=p, 	and a i  =a . Now the equilibrium 
p.g.f.of a simple birth-death--immigration process, with parameters 
A, p and 2a respectively, is given by 
(4.5) 	 G(z) = C 
1-P 
where p=A/p (see expression (3.13)). Thus, the equilibrium 
probabilities 
7r n = Pr[ total combined population is of size n] (n=O,1,2. ..) 
are given by 
2a/A fl 
J) _l (4.6) 	Tr n (2) (2+X) ... (2(n-1) A) = (1-VIA 	n 
In these circumstances migration clearly has no effect on the 
total population size so that 
n 
(4.7) 	 = I 7T  
i=0 
whilst from symmetry 
(4.8) 	 11.. = it.. 
13 	31 
Result (4.7) was verified by placing j=n-i in expressions (4.2) and 
(4.3), summing both sides over i=O,...,n, and then using an 
induction argument to derive (4.6) in the form 
= it0(pn!) 1(2a) ... (2+(n-l)A) 	(n,...,N) 
On using (4.7) and (4.8) we may easily solve equations (4.2) and 
(4.3) to give, for example, 
N>2 : 
N=2 	 Tr 20 Tr 02(a/2p2)[aA(p+v)/(p+2')]it 
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(4.9) 	7r 11 (a/p2)[a+Av/(p+2v)}71 00 
N=3 	Tr 2002 = (c/2p2)[ (x+) (A+2a) (1,+2'u) + (X+2c) (ji+v) (3i+4v) 
- ct.i(3p+4v)]ir 00 /1 (3p+4) (A+.i+2v+a)-p(2X+)] 
71 1 _27120+ (/p2) (2c+A)7r00  
We may either let 71 00 retain its true value (4.6), naely 
(4.10) 	 71 _(l),/)2a/A 
or replace it by the value determined from condition (4.4) . For 
example, if N=2 the equation 
2 2-n 
E 
n=O i=O 1,fl-1 
yields 
(4.11) 	 Tr00=p2/[p2+2c1+a(A+2a)] 
Note that (4.10) expands to give 
-1 	-1 	-2 	-3 
00 iT=l+2cp +cz(A+2c)p +0(ii 
which agrees with (4.11) to order 0(.i 
4.4.ii The general approximation 
This procedure of approximate solutions for bounded total 
population size may be generalized to cover the probabilities 
p.. (t) . For let the generating function of the colony sizes at time 
t>0 , conditional on the total population being of size n , be 
1  (4.12) 	 g (z; t) = x p 	. . (t)z 	(n=0,l,2 .... ) 
i=0 
and denote (y.=A.+1J.+v. (i=1,2) . Then from equations (2.2.1) we 






(n_1) 1+ 2z 1 +z(X2z-X1) 
(4.13) 
	




+ (p2- 1z) 
1 Bz 






n+1 	 1 (Z; t) = 	
z) n+1 n+l 
(t) 
(t) + (p2-p1z) n+1 f 
g(y;t) 
(4.14) 	+ (no1+(1+c2-n1y)g (Y;  t) + [v1y2 + (a2-a1)y-v2] 
3g 1(y;t) 
- [(n_1)x1+a1+ 2Y]g 1(y;t) +y(X1- 2y) 	y
dy 
where the c(t) are the 'constants' of integration. 
The problem now revolves around the determination of the unknown 
set 	{c(t) } . In fact the probabilities Pon+i(t)  may be 




(p2 1y) 	2 Q(t)d 
we see that 
Q(;t) =yn+ 1  (-nv ipOn 
 (t) +v 1 npon (t)) + poly. (de gre e n in y 
=poly. (degree n in y 





n+l [c 	(t 
f 
g1(z;t) = 	





 ) (p7-i1z)n+ 1 +poly.(degree n in z ) 
and comparing (4.12) with (4.14) we have 
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(4.16) 	
P0 n+l 	n+l 
(t) = c 	(t) (-i.i) 
n+ 1 
We now place an upper bound N on the maximum total population 
size, where N satisfies condition (4.1). For O<n<N the 
difference-differential equations (2.2.1), and hence expressions 
(4.14), remain unchanged. For n=N they become modified to 
dpN_j,i(t)/dt EXl(N_i_1)+al]pN__l,i(t) + [X2(i_l)+a2]PN_ , _l(t) 
(4.17) 
+vl(N_i+l)pN+ll(t) +\2(i+l)PNl. 	(t) 
- [(Ni) (ij1+v1) +i(p2+v2)Jp 	(t) N-i, 1 
and on multiplying both sides by z1  and summing over the range 
i=O,. .. ,N we see that equations (4.17) may be written in the form 
a(z;t) 	3(z;t) 
+ [(i2-p1)z+2(z-l)+,1z(z-1)] 	
a 	+ 	at 
(4.18) 
= [. (N-l)+c1+a2z] 	(z; t) -z (X1-A2z) 
az 
Denote {g 	(z;t)} for n=0,1,...,N as the sequence of 
generating functions generated recursively from equations (4.14) 
conditional on the total population size being bounded above by N 
Then {g(N) (z;t)} is a sequence of polynomials of degree n in 
z , linear in the unknown functions c (t) and their derivatives. 
n 
The c(t) (0<n<N) may be determined, at least in principle, if 
we substitute for (N)  (z;t)gN 	and 	(z;t) in equation (4.18) 
and then equate like coefficients of z1  (O<i<N) to zero. 
Finally we use the normalizing condition 
(N) 
g (1;t) l (t>0) 
XI-O 
Note that in the above analysis we write g 1(z;t) 0 together 
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with g0(z;t) =p00(t) Ec0(t) (t>0) . The unrestricted solution 
(N=o,) is formally given by the limit 
g(z;t) 	lim g(N)(z;t) 
4.4.iii Illustration of the general approximation with N=1 
For the purpose of illustration we shall place an upper bound of 
N=l on the total population size and assurre that both colonies are 
initially empty. Thus the only possible states are 00, 01 and 10. 
Substituting for 
	
(4.19) 	 p00 (t) Ec0(t) 
in expression (4.14) with n=0 we get 
(4.20) g1(z;t) = (i2-p1z)c1(t) +p11[c(t)+(a1+a2)c0(t)] 
(here a dash (') denotes differentiation with respect to t ). Placing 
(4.19) and (4.20) in equation (4.18) with N=l and equating coefficients 
of z1  (i=0,1,2) we obtain the two differential equations 
(4.21) (v1i2+jj1p2+ij1v2)c1(t) +p1c(t) +[ (v1/p1)(c1+cz2)-i-a2Jc0(t) 
+ (v11 1 	(t) =0 
(4.22) ( 11. 2+1.i1
1
2+1j12)c1(t) + 2c(t) +[ (l+v1/.i1)(a1+ct2)  -all  c0(t) 
+ (1/1)[ (p1+v1)+(a1+a2)]c'(t) + (141) 11 c(t) =0 
When u12= 	(say) equations (4.21) and (4.22) have identical terms 
in c1(t) and cj (t) and hence are easily integrated by standard 
methods to give the following solution: 
- (p+cx1+c2) t 
p00  (t) Ec0(t) =1 - 
	(l-e 
(4.23) 	p01 (t) = -PC 1(t) 
p10 (t) =c1 (t) + (i/p)[c(t)+(a1+a2)c(t)} 
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where 
-(ii+v1+v2 ) t 
C1(t) = (p+a12) 1(p+v1+v2) _l[ 	 Ce 	 -1) 
- (p+a1+a2) t - (p+v1-f\ 2 ) t 
+ 	1~a2 ) 1 a2 ) Ce 	 -e 	 1212 
Expressions (4.23) were verified by back-substitution into the 
difference-differential equations (2.2.1) and (4.17) for the 
p 
fl -i,1 
Except in simple cases, like the previous example, the above 
technique of bounding the population size will not produce solutions 
for the probabilities p.. (t) ; for the determination of the unknown 
functions {c(t) } will in general be totally impracticable if not 
impossible. However, we have already seen in the introduction to 
section 3.5 that provided the matrix of transition rates has the 
appropriate finite triangular structure Severo's technique will 
provide the solution. Thus, provided the matrix of transition rates 
can be transformed into the required form, approximate solutions for 
the p..(t) can be developed if we first place an upper bound on 
the total population size and then apply Severo's approach. 
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CHAPTER 5 
HER MODES OF APPROXIMATING THE SOLUTIONS TO THE KOLMOGOROV 
FORWARD EQUATIONS : TWO-COLONY MODELS 
5.1 Introduction 
The Kolmogorov forward and backward differential equations for 
the probabilities p.. (t) are intractable in the sense that we are 
13 
unable to write down an explicit expression for their general 
solution. 	However, we may obtain solutions of a recursive nature 
and in this chapter I consider two such approaches. First I shall 
express the solutions to the backward equations as power series 
expansions of the common migration rate v (this result is 
dependent on 	 . 	Here the coefficients of 	(n=0,1,2,...) 
are defined recursively by means of two integral equations. 
Secondly I shall give a brief description of the derivation of 
recursive sequences of functions which converge to the required 
solution. 
5.2 	Migration Models with Slightly Connected Colonies 
5.2.i Solutions to the Kolmogorov backward eauations 
So far we have been working with the Kolmogorov forward 
differential equation (2.2.2). 	By considering the first event 
which occurs in the period (O,t) , Pun (1968) obtains the 
corresponding backward equations 
(2.1) dg.(t)/dt=X.g?(t)-(X.+ii.+v.)g.(t)+v.g.(t)+u. (i1,2;ji) 
11 	1 1 1 1 	13 	1 
for the special case in which immigration is suppressed (a1c2=O) 
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Here the functions g.(z1)'z2;t) (i=1,2) denote the probability 
generating functions of the probabilities p.. (t) , subject to the 
initial conditions X. (0)=l, X. J (0)=0 (ji) 
1  
Suppose that the migration rates v. are equal. Then on 
putting ,=V 2=v we may write equations (2.1) in the form 
dg1(t)/dt=A1g(t) - (A1+p1)g1(t) +p1+v[g2(t)-g1(t)] 
(2.2) 
dg2(t)/dt= X2 g2 - (X2+p2)g2(t) +p2+'v[g1(t)-g2(t)] 
If v=O it follows that equations (2.2) represent two 
independent birth-death processes and hence have known solutions. 
The introduction of a migration rate 'v which is small in 
comparison with the A. and .i. should cause only a slight 
perturbation of these known p.g.f's. 	We shall therefore express 
91 
 (t)and g2(t) as power series in v , for when v is small 
it should be necessary to derive the first few terms only. 
An example of such 'slightly connected' colonies is represented 
by two populations which exist in two neighbouring valleys separated 
only by a high mountain ridge. Migration from one valley to the 
other is possible but rare. 
Denote 
CO 	 i 
(2.3) 	g1(t) = a (t)v 	and 	g2(t) = E b (t)v 
irO 	 1=0 
where a. 
1 
(t) and b 
1  
. (t) are functions of z
1 
 , z 2 and t but are 
independent of the parameter v . Replacing g1(t) and g2(t) in 
equations (2.2) by their power series expansions (2.3), and equating 
like coefficients of v (r=0,l,2,...) on both sides of the 
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resulting expressions we obtain the following set of differential-
difference equations 
(2.4) da0/dt=X1a- (X1+p1)a0+p1  
n- 1 
(2.5) da n 	n 	0 1-  
/dt=a [2a A (A 1 1 
	1 	r n-r 	n-i 
+i )] +X E a a +b -a n-i 	
(n>O) 
r=l 
where E 	a a 	0 for n=1 . 	Because of the obvious 
r=l r n-r 
similarity between a 
n 	 n 
(t) and b (t) most results are stated for 
a (t) alone. 	At t=0 we have g. 
1 1 2 	1 
(z ,z ;0)=z. (i=1,2) , and so 
fl  
the initial conditions are given by 




(0) = b. (0) 	(i > 0) 
We see from (2.4) that a0(t) and b0(t) denote the p.g.f's 
of two unconnected simple birth-death processes (v=O) . 	Hence it 
immediately follows that 
Ill  (l l (1
1-X1z1)expi- (X1-p1)t} 
(2.7) 	a0  (t) = 
(Cox and Miller (1965), p.165). 
Now the solution of the standard differential eauation 
dx(t)/dt + P(t)x(t) = Q(t) 	x(0) = 0 
is given by 
X(t) = ftQ(s)exp _ftP(u)du}ds  
(see, for example, Ince (1956)). 	Hence on denoting 
P(u) = -[2A1a0(u)-(A1+T11)] 
n-i 
Q(s) = A 
1 	r 	n-r 	n-i 	n-i 
E a (s)a (s) + b Cs) - a 	(s) 
r=l 
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we see that equation (2.5) integrates to give 
(2.8) a (t) = ft[b 	(s)-a 	(s)+X E a (s)a 	(s)] 
fl 	 o n-i n-i 1 r=1 r 
	n-r 
	
xexpft[ 2X1a0(u)-(X 	)]&jds 
for n=1,2,..., with a comparable expression for b(t) . 	The 
solution of the differential equations (2.2) is, therefore, given by 
the power series expansions (2.3) where the coefficients a(t) and 
b(t) are evaluated recursively from (2.7) and (2.8). 
In particular, if we put n=1 we obtain the first term of the 
'perturbation' from the single isolated colony situation, namely 
(2.9) 	a1  (t)= f
tfb0(s)_a0 	U (s)]exp t[2A1a0(u)_(A1+111)]du}ds  
In order to evaluate this integral let us first denote 
(2.10) 	c. =p.-X. 	, 	d. =X. (l-z.) 	, 	h. =ii.-X.z. 	, 	r =p./X. 
1 1 1 1 1 1 1 1 11 ii 1 
where i=1,2 , and define the integral 
-1 
(2.11) 	 R(x,y;a,t) = f 
t xs 	ys 
e (l-ae ) ds 
0 
We begin by evaluating the function 
(2.12) 	 I(s,t) = ft[2X1a0(u)_(A1fj11)]du 
which is common to all of the integrals (2.8). 	Substituting for 
a0(u) from (2.7) into (2.12) and integrating we get 
c (t-s) 	Cs 	 Ct 





(2.14) 	= eC1t(d _hl 	l 	 l 	l l  eC1t  )_ 2[_rdc 1(e_ C1t_l)_(r+l)dht  l 
Ct 
21 1 +h1 
 
c1 (e 	-1)] 
Similarly 
c1t 	Ct 	c1s 	Cs ftb(s)exp{I (s,t) }d S = e 	(d1-h1e 1 )2[f e 	(d1-h1e 1 )2ds 
0 
(2.15) 	+ d2(r2_l)fte l (d1_h1e 1 )2(d2_h2e 2 ) lds] 
J(t) + 12(t) 	 (say) 
Integrating expression (2.15) and denoting 
11(t) 	J(t) - 30(t) 
we obtain the solution 
(2.16) 	91(z11z2;t) = a0(t) + v[11(t)+12(t)] + 0(v2) 
where a0(t) is given by (2.7), 
(2.17) 	11(t) = e1(lz1) (d1_h1el)2[d1(e1_l)+h1c1t] 
and 
(2.18) 12(t) = eClt(r2_l) (d1-h1e1)2[dR(-c1,c2;h2/d21t) 
2  + hR(C11c2;h2/d21t) - 2(d1h1/c2)log{e(d2-h2)/(d2-h2e2)}} 
The dummy variables z1 and z are suitably chosen to ensure the 
existence of expressions (2.17) and (2.18). 
Note that if we put z1=z2=l in (2.17) and (2.15) we get 
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11(t) E0 and 12WE 0 for t>0 and so, to order V 
(2.19) 	 91(1,1;t) = 1 
as required. 
The integral (2.11) is related to the Incomplete Beta 
function and so in general can not be evaluated in closed form. 
However, for the particular case p1-A1=p2-A2=c (say) 
(2.20) 12(t) = ect(r2_l) (cd2)  l(d1_h1e0t) 2Ect(dh22d1d2h1) 
+d d2(l_e Ct)  - h2d2h1_d1h2)2log (d2_h2ect)/(d2_h2)}i 
and so (2.16) may be evaluated exactly for given values of the 
parameters. 
The above results on 'slightly connected processes' have 
previously been derived for the special case of the spatially 
homogeneous model in which X1 X2 X and 111=11 
2 
 =p as well as 
V1  V2  V . 	The first-order solution corresponding to (2.16) was 
determined, in which 12(t) has an even simpler form than that 
given in expression (2.20), and bounds were developed for the 
corresponding second-order terms a2(t) and b2(t) . 	(See 
Renshaw (1970,,1973a)). 
5.2.ii Probability of extinction 
The individual probabilities p.. (t) may be retrieved from 
expression (2.16) for the p.g.f. g1(z1,z2;t) by evaluating the 
coefficients of zz . 	In particular, the probability of 
extinction p 
00 
 (t) is obtained by placing z=0, d.=X. and 
hi=p . (1=1,2) in (2.16). 	This procedure gives 
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(2.21) 	p(t) = a0 	\) 
	
(t) + 	[11(t)+12(t)] + 0(v2) 
where we now have 
a0(t) = u1(l_e l )/(A1_u1e 1 ) 
together with 
11(t) = eCit (X1_p1e1)2[ 	(e1-l)+p1c1t] 
and 
12(t) =ec1t(r2_l)(xl_plec1t)_2[AR(_cl,c2;u2/A2,t)  +pR(c11c2;p2/A21t) 
- 2(X 1 ill  /C 2 
 ) log{e 2 (A2-p2)/ (X2-p2e 2 ) }} - 
5.2.iii Marginal distributions for the homogeneous model 
Let us consider the effect of the small migration rate v> 0 
on the marginal distributions of the spatially homogeneous model for 
which A1 X2 A and p1=11 2=V . 	On placing z2=1 we see that 
expressions (2.10) become 
= X(l-z1) , 	h = u-Az1  , 	c1  = p-A 
d2  = 0 , 	h = 1i-A , 	c2  = p-)' 
whilst from (2.15) 
12(t) 	0 	(t>0) 
Expression (2.16) then yields the marginal p.g.f. 
(2.22) g1(z1pl;t)=a0(t)+v(l_z1)[A(l_z1)(l_e_t) 
+ (p_Xzi)(p_A)te t]/[A(l_zi)_(u_Az1)e t]2+o(v2) 
Similarly, to evaluate the marginal p.g.f. g1(1,z2;t) we 
place z1 l in (2.10), whence 
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dl  = 0 , 	h1  = p-A , 	c1  = p-A 
d2  = A(1-z2) , 	h = p-Az2  , 	c2  = p-A 
Clearly from (2.7) and (2.17) 
a0(t) E 1 and 11(t) H 0 	(t>0) 
Expressions (2.16) and (2.20) then yield 
(2.23) g1(l,z2;t) =1_vet(1_z2)  (pAz2) 1log[{A(lz) 
_(p_Az2)e t}/ (j)J +0(v2) 
Let us recall that associated with the p.g.f. g1(z11z2;t) are 
the initial conditions 
	
X1(0) = 1 	; 	X2(0) = 0 
Thus if colony 1 becomes empty in the unconnected case (':=O) the 
population automatically becomes extinct. However, if v>0 this 
is not necessarily so. 	For provided colony 2 is not empty, an 
individual may migrate from it to colony 1 and so restart the 
population there. Denote the probability that colony 1 is empty at 
time t>0 by 
p0  (t) = Pr[ X1(t)=O v=01 
o. (t) = Pr[ X1(t)=0  v>01 
Then putting z1=0 in expression (2.22) we obtain the standard 
result 
(2.24) 	 p0 (t) = (p-p (p-X)t e 	)/(A-pe 
(p-;k)t 
(Cox and Miller (1965), p.166) together with 
(2.25) p (t) = p0  (t) + yE A+e 	) t {p (p-A) t-A}] / (X-lie 	t)2 + 0(v2) 
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It follows that to order V 
Ct) > p0  (t) 	(t > 0) 
Moreover, if jj> A we have to order v 
PO.(-) = pO. (cc) = 1 
whilst if p < A 
PO. 
 
po.(cc) = (11+V) /X + 0(v2) 
an increase of approximately v/A 
Similarly, denoting the probability that colony 2is empty at 
time t>0 by 
p 0(t) = Pr[ X2(t)=O 	v=01 
p 0  (t) = Pr[X2(t)=0 I v>o] 
and placing z2=0 in expression (2.23), we have 
p 0(t) E 1 	(t>0) 
as would be expected, together with 
(2.26) p 0  (t) = 1 - (v/p )e tlog[ (A_pet 	+ 0(v2) 
Results (2.25) and (2.26) were also obtained by first placing 
z1=0, z2 1 and z1=l, z2=0 , respectively, in equation (2.5) with 
n=l , and then integrating the resulting expressions. 
Although for certain values of the parameters A,, 11 and v 
it will be sufficient to consider the first two terms alone in the 
expansion of g1(z1,z2;t) (namely a0(t) and a1(t)) for other 
values it will be necessary to derive higher-order terms using the 
relation (2.8). 	As an illustration we see from (2.22) and (2.23) 
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that whilst both a1(z111;t) and a1(l,z2;t) remain bounded when 
if p<A then the function 1a1(1,z2;t)I goes to infinity 
exponentially fast as t tends to infinity. 	Thus in this 
situation second- and higher-order terms cannot be neglected unless 
v is extremely small. 
That some breakdown like this should occur is not unreasonable. 
For although a change in the migration rate from v=O to 
O<<<X,p clearly results in only a minor perturbation of the 
population size of colony 1, the effect on colony 2 is considerable. 
Remembering that the initial conditions are X1(0)=l and X2(0)0 
we have 
(2.27) 	 X2(t) E 0 
for all t>O if v=0. 	If v>0 , but A<p , the whole population 
becomes extinct with probability one, and so 
pr[x2(n)=o] = 1 
However, when v> 0 and X> p , the mean size of colony 1 increases 
exponentially and the probability of a migration from colony 1 to 
colony 2 will eventually become appreciable no matter how small v 
is. 	Once a migration occurs the mean size of colony 2 will then 
also increase exponentially, in direct contrast to (2.27). 
Note that if 1z1! <1 , expressions (2.17) and (2.20) yield 
11(t) + 12(t) -- 0 
as t-*co , regardless of whether p>A or p<X . 	Thus a1(z11z2;t) 
remains bounded provided that 1z11 <1 
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5.2.iv Admissible migration rates 
The above results raise the question, "Over what values of v 
and t is the first-order approximation (2.16) reasonable?". 	An 
answer to this question may be found from an examination of the 
first-order moments of the slightly connected process, and these 
may be obtained in the usual way by differentiating the function 
g.(z1,z2;t) given by expression (2.16) with respect to z1 and 
and then placing z1=z2=l . 	In particular, let us consider 
the spatially homogeneous model with X1=X2=A and 
Here it is clearly sufficient to differentiate g1(z1,z2;t) . 	If 
we denote the resulting mean population sizes of colonies 1 and 2 
by rn1(t) and rn2(t) , this procedure gives 
(X-P)t + 0(v2) rn1(t) = (l-vt)e 
(2.28) 
rn2(t) = vte (A-)t + O(VL) 
Placing al=l , a2=O and 	 in (2.3.34) we obtain the 
corresponding exact expressions for the mean population sizes, 
namely 
(t) ½e (l+e 
(A-11)t 	-2vt 
m1 =  
(2.29) (X-)t 	-2vt 
m2(t) = ½e 	(l-e 	) 
These expand in powers of v to give 
(2.30) 	
m1(t) = e (X_P)t(l vt) + 0(v2) 
(X_u)t(vt) + 0(v2) m2(t) = e 
A comparison of (2.28) and (2.30) shows that rn.(t)m.(t) (i1,2) 
to order v . The general result that 
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d j 	 j+1 
m 
i 
 (t) (t  =dz 	E a(t)Vr]/Z1 + O(v) 
1 r=O 	 =z2=l 
for all j=0,1,2,... follows directly from (2.3). 
Let us base our answer to this question on the ratio defined 
by the function 
(2.31) 	 (ut) = m.(t)/m 	(t) 	(i=1,2) 
where m(t) represents the expansion of m. (t) up to and 
including terms of order v . The proximity of the QU NO to 
1 indicates the success of the first-order approximation (2.16). 
Any improvement in the approximation by the inclusion of second-
order terms may be determined from a comparison of Q2) ())t) and 
(ut) for i=1,2 . 	It follows from (2.28) and (2.29) that for 
the spatially homogeneous model 






t) = (l-e 	)/(2vt) 
and 





(Vt) = ½(1-e 	)/[vt-(vt)2] 
Q(2) 	 -2vt 
The values of these expressions are given in table 5.1 for various 
values of Vt 
Suppose we use the particular criterion 
0.95<Q 	(Vt) <1.05 	(i=l,2) 
to determine those values of vt for which the exoansion 
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Table 5.1 
Values of the function QJ) (Vt) 
(for explanation see text) 
Vt Q 	(vt) Q 	(ut) Q 	(Vt)  Q2) (ut) 
o 1 1 1 1 
0.01 1.000 0.990 1.000 1.000 
0.05 1.003 0.952 1.000 1.002 
0.10 1.010 0.907 0.999 1.007 
0.15 1.024 0.864 0.998 1.017 
0.20 1.044 0.824 0.994 1.030 
0.25 1.071 0.787 0.989 1.049 
0.50 1.368 0.632 0.912 1.264 
0.75 2.446 0.518 0.753 2.072 
1.00 00 0.432 0.567 CO 
is a good approximation to g1(z1,z2;t) . 	We have 
(0.21) =1.049 and QU(0Q5)  =0.952 whence 0<vt<0.05 
Q 2 (0.41)=0.950 and Q 2 (0.25)=l.049 whence 0<vt<0.25 
These numerical results support our predictions of the previous 
sub-section that changes in vt affect colony 2 more than colony 1. 
They also show that for this particular model inclusion of the 
second-order term a2(t) results in a five-fold increase in the 
'admissible range' of vt 
5.3 Sequences of Integral Equations 
In the previous section we developed a power series solution 
to the backward equations (2.1) in the form 
(2.3) 	91 (t) = E a (t)v 
n 	
; 	g2  (t) = 	b (t) nv 
n=0 	 n=0 
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where the functions a 
n 	 n 
(t) and b (t) are generated recursively 
from expression (2.8). 	Attempts to find other such solutions, for 
example an expansion in powers of t , have not proved successful. 
However, solutions of a different kind have been obtained by the use 
of convergent sequences of integral equations (see Pun (1968) and 
Renshaw (1970, 1973a)). 	We shall conclude this chapter with a 
brief description of their work. 
Let the vector X(t)=(X1(t),X2(t)) represent the sizes of the 
two colonies at time t>0 , and write a.
1
=X. i11 
1  +v. (i=1,2) . 
	Then, 
	
- 	 1 
using the terminology of Feller (1966), denote 
Q(x,w) = Pr[of a transition from X(0)=x to X(t)=w in at most n 
jumps] 
and write the p.g.f. 
w w 
(n) 	M 	00(n) 	1 	2 
git 
(z)= E EQ (e 
i 
 ,w) z 
- 
1 z2  
w1 0 w2=0 	
— -
where the vectors are defined as e1(1,0), fQ=°'-' wr(w1,w2) and 
z=(z1,z2) . 	The sequence of p..g.f's {g. (z)) , defined by the 
recurrence relation 
(n+l) = z.e 
	+ I e 	
(fl))2 	 (n) 
(3.1) 	g 	 i [A (g 
	+ i Ili 
 + v g 	Ids t 1 0 is 	ijS 
(i,j1,2; ji) with 





is monotonic increasing in ri and converges to the solution of the 
backward equations (2.1) (Renshaw (1970, 1973a)). 
The same integral equation (3.1) was also obtained by the use 
of a technique similar to that used by Pun (1968). This time the 
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corresponding sequence of p.g.f's {f(z)} converges 
monotonically downwards to the required solution, and condition 
(3.2) is replaced by 
(3.3) 	
f (0) = 
it 
The technique is to subdivide each colony i into a countably 
infinite number of sub-colonies (states) S. 	(i1,2; n=0,1,2,...) in 
and to consider the first event that happens to an initial 
individual in state S. . 	This individual may either 
in 
die with rate ji. 
migrate to state Sj,n_l (ji) with rate v . where it 
undergoes a similar birth-death-migration process with 
rates A., p. and v. respectively, 
or 	(iii) give birth in such a way that as soon as the event of a 
birth takes place both the individual and its progeny 
instantly migrate to state S 1 where they then both 
undergo a similar birth-death-migration process with 
rates A., p. and v. 
Although Puri follows a slightly different approach, he 
considers essentially the sane subdivision into the set of sub- 
colonies S. . 	However, instead of both the individual and its in 
progeny instantly migrating from state S in 
 to S , _1 in the 
event of a birth, this time the individual instantly migrates to 
S , _1 and its progeny remains in state Sin • 	Equations (3.1) 
now become modified to 
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(3.4) h 	= z.exp{a.t+A.fthds}+ ft(p.+v.hfl))exp{_a.(t_s) 
it 1 	1 1 o is 	o 1 1 JS 	1 
+ A.fthdT}ds  
where {h 	(z) } denotes the required sequence of p.g.f's 
corresponding to Pun's approach. 	He proves that the sequence of 
p.g.f's {h} defined by equation (3.4) together with the boundary 
it 
condition 
(3.5) h °  = 1 it 
is monotonic decreasing in n and converges to the solution of the 
backward equations (2.1). 
For any fixed value of n the total number of different 
realizations possible for both of the first two approaches is 
strictly bounded above. 	However, in Pun's situation this is not 
SO. 	For if an individual gives birth, its progeny remains in the 
same sub-colony and this could (with probability zero) be repeated 
indefinitely. We might, therefore, intuitively expect that h 
it 
approaches g.(t) as n tends to infinity at a faster rate than 
either f (n)  or g (n)  
it 	it 
The functions f 
(n)  (z) and g (n)(z) monotonically decrease 
and increase respectively as n successively takes the values 
n=0,1,2,... 	Thus if z1 z2 0 we might expect the function 
(3.6) 	 1A 	
(2.) + 
	
(it 2)] it 
to converge reasonably quickly to the extinction probability 
For example, if n=l expression (3.6) gives 
(3.7) 	 g.(O;t) 	½[l+(. /CT .)l (l-e1) 
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We shall show in the next chapter that expression (3.7) is a very 
poor approximation and, although better approximations may be 
obtained by taking n=2,3,4,..., a sufficiently accurate result 
would doubtless be too cumbersome to be worthwhile deriving. A 




and h. (z) . 	The recursive approach considered in this section 
should not be thought of as a means of deriving approximations but 
rather as a way to develop an exact mathematical solution to the 




EXTINCTION PROBABILITIES : TWO-COLONY MODELS 
6.1 Introduction 
If either immigration rate ci. (i=1,2) is non-zero, both 
colonies may be empty with non-zero probability at any particular 
time but extinction is impossible. 	If ci1=a2=O ultimate 
extinction becomes a possibility, and questions to be answered 
include "When, if ever, is ultimate extinction a certainty?" and 
"Can an expression be obtained for the probability of extinction by 
time t?". 
Suppress immigration, so that ci1=ci2=O , and let p.(t) (i=1,2) 
denote the probability of extinction by time t subject to the 
initial conditions 
(1.1) 	 X.(0) = 1 , X.(0) = 0 	(i1,2; ji) 
Then placing z1=z2=O in the Kolmogorov backward differential 
equations (5.2.1) we obtain the equations 
(1.2) 	
dp1(t)/dt = A1p(t) - (X1+p1+v1)p1(t) + 'v1p2(t) + p1  
dp2(t)/dt = X2p(t) - (X2+p2+v2)p2(t) + v2p1(t) + p2 
Alternatively, we may derive equations (1.2) directly from 
first principles. 	For with the initial conditions (1.1), the first 








1 1 +v. (i=1,2) . 
	Moreover, this event is either a 
;i  
birth, death or migration with probabilities A./a., p./a. and 
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v.10. , respectively. 	Thus on letting s range over all values in 
(O,t) , we have for i,j=1,2; ji 
p.(t) = f t e j[xp2t_s) + vP(t_s) +P Ids  
Placing T=t-s we may write this as 
p.(t)e1 = fti[ X.P(T)+v.P. (r 	T )+1d 
and this expression differentiates to give the equations 
e 1[o.p.(t)+dp.(t)/dt] = e'[ A.p(t)+v.p. 	+11 
which, on division of both sides by exp(o.t) , agree with equations 
(1.2) exactly. 
6.2 Probability of Ultimate Extinction 
The two simultaneous Riccati differential equations (1.2) do 
not permit a direct solution, to the best of my knowledge. Even 
if v1=0 (say), so that p1(t) may be determined, the resulting 
equation for p2(t) still has a very complicated form. 	However, 
the probability of ultimate extinction, denoted by 
(2.1) 	 q.1 
 = urn p.(t) 	 (i=l,2) 
may be found exactly. 	For on letting t-* in equations (1.2), we 
have 
o = A1q - o1q1 + \)1q2 + 11 
(2.2) 
0 = 	- a2q2 + v2q1 + 11 
2 2 
and the required probabilities are given by the smallest solution 
which lies in the unit square 0 < q1,q2 < 1 
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We may solve equations (2.2) by first noting that q1=q2=l is 
one solution, and then eliminating q2 (say) so that 
(q1-l) (cubic in q1) = 0 
This cubic expression may be factored, and the required root 
subsequently chosen. 
Ultimate extinction is certain if and only if q1=q2=l is the 
smallest admissible solution. 	Pun (1968) considers the geometry 
of the two parabolas (2.2) and shows that for q1=q2=l to be the 
only admissible solution of equations (2.2) it is necessary and 
sufficient that 
(2.3) 	 < 0 (i=1,2) 	and 	
l2 - )
1U2  
where 	=X.-p.-'v. . 	In two very recent papers Alksland (1975) and 
Helland (1975) allow migration between N colonies, instead of just 
two, and they develop the analogous condition to (2.3). 
Pun's condition (2.3) coincides exactly with my previous 
result when I discussed 'critical migration' in section 2.3.iv. 
For I showed (result (2.3.38)) that if condition (2.3) holds, the 
total mean population size m(t) either decreases asymptotically to 
zero or remains constant. 	If condition (2.3) does not hold, m(t) 
increases without bound. 	If m(t) remains bounded for all t > 0 
we expect stochastic variation to make extinction certain (q1=q2=l) 
whilst if m(t)-ø' as t- 	we expect the actual population size to 
grow indefinitely large with positive probability, in which case 
extinction is uncertain (0 < q11q2 < 1) 
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6.3 Approximate Solutions to the Probabilities of Extinction 
As equations (1.2) do not possess a simple explicit solution 
I shall now derive and compare several approximate solutions for 
the extinction probabilities p.(t) . 	It follows from the results 
proved in Chapter 5 that 
git (0) < p 	
it 
(t) < f 	(0) 	(i1,2; n,1,2,...) —— i ——
On taking n=l we have 
(3.1) 	 (P/)(l_e 1 ) <(t) < (1-e 1 ) 
so let us first consider the approximation 
(3.2) 	 p. (t) 	(1) (t) = q.(l-e') 
Clearly p. (1) (0)=0 and p. (1) (c)=q 	as required. 
If birth and death rates are spatially homogeneous, so that 
A1 A2 A and V1=11 2=p , spatial separation may be ignored whence 
-(A-p)t 	-(A-p)t 
	
p1 (t) = p2(t) = (p-lie 	)/(X-pe 




so that for X> 11 expression (3.2) becomes 
(1) 
 
(3.5) 	 p. 	(t) = (11/X) (1-e 	
1 	
(1=1,2) 
That migration does not affect the extinction probabilities 
p.(t) in these circumstances is easily proved analytically. 	The 
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p1(t)p2(t)] = [p1(t)-p2(t)]fA[p1(t)+p2(t)] - (X+p+v1+v2)) 
which integrates to give 
p1(t)-p2(t) = const.exp{ftlA(p1(s)-+-p2(s)) - (X+11+v1+j2)]ds} 
But at t=O 
= p2 (o) = 0 
Hence const. = 0 and so 
(3.6) 	 Pi  (t)p
2(t) 
for all t>O . 	Substituting (3.6) in (1.2) we obtain the 
differential equation 
dp1(t)/dt = )p (t) - (X+p)p1(t) + .i 
and this integrates to give (3.3). 
In order to gauge the effectiveness of the approximation (3.5), 
expressions (3.1), (3.3) and (3.5) are plotted in figure 6.1 for 
the parameter values X=1.5, p=1 and v1  =V2 1 . Curves (a) and 
(d) correspond to the upper and lower bounds of the inequality 
(3.1), curve (b) to the approximation (3.5) and curve (c) to the 
true solution (3.3). 	The weighted sum (b) clearly has far too 
steep a gradient when t is small. 	In fact 
	
max[p1W (t) - p1(t)} 	0.24 
t>0 
which is unacceptably large. However, in view of the nature of 
the construction of the sequences {f, (z)} and 	(z)} in 
section 5.3, it would seem very unlikely that the first iteration, 
which generates f. (z) and g 	(z) , could yield good bounds 
for g,(t) . 	Hence, it is not surprising that 
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(1) 	- 	(1) 
p. (t) = q f 	(0,0) 
i it 
is a particularly poor approximation to p.(t) 
An improvement on this approximation might be expected if we 
work with Pun's sequence {h. (z)} , which is generated by 
expressions (5.3.4) and (5.3.5). 	For we have already seen at the 
end of section 5.3 that intuitively we expect the sequence {hit 
to converge to g. (t) at a faster rate than either {f} or 
it 







= 1 - (1-z 
1 
As {h} is monotonic decreasing in n , if we put z1=z2=0 in 
(3.7) we get 
- (p 
1  
. +v ) t 
1 
OP(t) <l-e 
which suggests the approximation 
(p.+v. )t 
(3.8) 	p. (t) 	2) (t) = q.(l-e 	
1 1 	
(i=1,2) 
1 	 1 
Expression (3.8) corresponds to curve (e) in figure 6.1 and 
represents an improvement over the previous approximation (b). 	In 
fact 
max[ p 2 (t) - p1(t)1 	0.14 
t>0 
Both p. (t) and p 	(t) are clearly unsatisfactory 
approximations, and yet if f, g. 	and h it are generated for 
values of n> 1 the resulting approximations for p(t) are too 
cumbersome. 
A preferable approach is to look elsewhere for simple 
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monotonically increasing functions x.(t) which satisfy x.(0)0 
and x. (°')=q.
1 
 , and to ensure that at least the first derivatives 
1  




x. (t) (i=l,2) 
1 	- t+(q/u.) 
is a ratio of two linear expressions in t which satisfy x.(0)=0 
x.(co)=q. and x'(0)=p'(0) . 	Expression (3.9) corresponds to curve 
(f) in figure 6.1, and we see that even this simple linear quotient 
form is an improvement over (b) and (e). 	However, only a little 
extra complication results in an approximation which becomes exact 
when X1 X2 and 111=11 . 	For consider the function 
b.t 	b.t 
(3.10) 	 y.(t) = q.(l-e 1 )/(l_ce 
1 	
(i=1,2) 
where, without loss of generality, we assume that b, < 0 
Clearly y.(0)=O and y.(co)=q as required. 	We shall choose the 
constants b. and c. so that the first two derivatives of p. 
1 
(t) 1 	1  
and y.(t) match at t=0 
Differentiating (3.10) and placing t=O we get 
y' (0) = -q b./(l-c. 
(3.11) 	
) 
I 	 1 
y" (0) = -q
i  b2
(l+c )/(1-c )2 
i  
whilst from (1.2) we may obtain 
P,  (0) = 
(3.12) 
P" (0) = —ii. (A.+p.+.) + v.ji 
1 	1 1 1 1 	ij 
Placing y(0)=p!(0) and y'?(0)=p(0) , and then solving the 




1 	1 1 1 	1 J 1 	1 1 
c. =-1+ (q./p?)[.(X.+i.+v.)-v.p.1 1 	 1 ] 1 1 1 1 1J 
If 	YX 2=X and 	 expression (3.10) reduces to (3.3). 
In these circumstances the approximation y.(t) and the true value 
Pi 
 (t) are identical. 	If the parameter values A., ii., v. (i=1,2) 
are known but A1 	A2 and 	 , equations (1.2) are probably 
best analysed by using numerical methods. 
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CHAPTER 7 
A SIMULATION STUDY OF THE TWO-COLONY MODEL 
7.1 Introduction 
Although explicit analytic solutions for the probabilities 
Pij (t) cannot be derived in general, simulation techniques may be 
used either to observe realizations of the process or, if they 
exist, to compute the equilibrium probabilities p.. () . 	Suppose 
th 
that the j 	event (birth, death, migration or immigration) 
occurs at time t. , and let the sizes of the two colonies 
J 
immediately after the occurrence of this event be X1 (t.) and 
X (t.) . 	Then the time s.=t 	
j 
-t. to the next event has an 
2 j 	 j j+1  
exponential distribution with parameter 
2 
(1.1) 	 q(t.) = E [a. + (X+.+v.)x.(t.)] 
1=1 
and we shall show that values of the random variable s. are 
J 
easily obtained by the use of a suitable pseudo-random number 
generator. Moreover, 
Pr[X1(t. 1)=X1(t.)+l , X2(t. 1)=X2(t)] = 
PAX 1(t. 1)=X1(t.) , X2(t. 1)=X2(t)+l] = [a2+X2x2(t.)]/q(t.) 
= 
Pr[X1(t. 1)=x1(t.) , X2(t. 1)=x2(t.)-1} = 
X2(t. 1)=X2(tj+1] = 
Pr[X1(t. 1)=X1(t.)+1 , x2(t. 1)=x2(t.)-1] = v2X2(t.)/q(t.) 
(1.2) 
and events corresponding to these probabilities are again easily 
generated on a computer. Thus both the type of. successive events 
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and their time of occurrence may be computed, which enables us to 
simulate the development of the two colonies. 
The simulation study was carried out on the IBM 370/158 
computer at the Edinburgh Regional Computing Centre; the language 
used was Fortran IV. The pseudo-random numbers were generated 
successively by the following power-residue method, where YFL 
denotes the required pseudo-random number in the range [0,1], and 
RAND is an integer. 
RAND = psfl)*65539 
(1.3) 	 YFL = RAND 
YFL = YFL*.2328307E_9 + .5 
The generator was started by putting RAND equal to an odd number 
between 50,000 and 500,000, and the first 100 numbers generated 
were discarded in order to let the routine settle down. 
7.2 Program Description 
Time to next event Let R0,R1,... be a sequence of pseudo-
random numbers generated by the routine (1.3). Then as the time 
th 	 th s 	 j . between the 	and j+l 	event has an exponential 
distribution with parameter q(t.) , we may generate the S. from 
(2.1) 	 s. = -(log Ri/q(t.) 	(i=0,1,2,...) 
where t0=0 . 	Thus, for a particular sequence {R.} , events occur 
at times 
SoP So+Sl So+Sl+s2  , - 
Type of event : Let L01L1,... be a sequence of pseudo-random 
numbers, uniformly distributed on [0,11 , generated by the routine 
(1.3). 	Then as the different types of events have the associated 
z1 = Xn+c 
= z1+A2n2+cL2  
z3 = z2+-!1n1  
z4 = z3+1!2n2  
25  = Z4+V1fl1  
if T<z 






if z <T<z 
2 j-  3 
if z<T.<z 3 	4  
if z <T.<z 
4 J_ 5 
otherwise 
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probabilities (1.2), the successive changes in population sizes may 
be simulated as follows. 




.) and write n1 1 j =X (t.	
2 2 j 
), n =X (t.) . 	Put 
, n1 -*n1+1 
, 	n2-)n2+l nl-'-nl  
-±n2-1 n2 
n1 --n1-1 , 	n2-)n2+l 
n2 n2-1 
On commencing with X.(0)=a. (i=1,2) and letting j take the 
successive values j=0,1,2,..., this procedure simulates the 
successive states of the process. 
C. Output : Routines A and B may now be used to obtain 
realizations of the process, examples of which are portrayed in 
figures 2.2a, 2.2b and 2.2c. 	In these diagrams the state of the 
process is plotted every 0.1 time units (except for the opening 
stages in 2.2c). 	However, as is mentioned in section 2.2, many 
events may occur in each time period of length 0.1 and for these 
examples the actual behaviour of the process is far more 'spiky' 
than is suggested by the figures. As an example, the realization 
corresponding to figure 2.2a commences as follows. 
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Event Time 	(t.) X 	(t.) X 	Ct.) 
j 1  2 j 
0 0 6 14 
1 0.0117 7 13 
2 0.0310 7 14 
3 0.0345 7 15 
4 0.0435 6 15 
5 0.0448 6 16 
6 0.0560 7 16 
7 0.0617 7 15 
Type of event 
migration 2 - 1 
increase 	in 2 
increase in 2 
death 	in 1 
increase in 2 
increase in 1 
death 	in 2 
An artificial realization of a simple one-colony birth-death 
process is contained in Kendall (1950). 
D. Equilibrium probabilities : If w < 0 an equilibrium 
distribution exists and the above procedure is easily extended to 
generate values for the equilibrium probabilities p.. 	Let a 
particular realization (say the nth) last for T 	time units and 
let T' be the total length of time for this realization in which 
1J 
colony 1 is of size i and colony 2 is of size j . 	Then for this 
particular realization the equilibrium probabilities may be 
'estimated' by 
(2.2) 	 q 	(ce) = T)/T(n) 	(i,j=0,1,.. .,L) 
The size of the probability matrix to be stored in the 
computer has to be declared at the start of the program. Hence a 
finite upper bound L is chosen, yielding a (L+l)x(L+l) matrix, 
which is large enough to ensure that states corresponding to either 
i or j greater than L are extremely unlikely to be reached in 
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the duration of a realization. All the simulations described in 
this chapter were performed with L=49. Any non-zero values of 
, which had i or j > 50 , that did occur were aggregated 
in the form 
= 	E 
1J 
i or j > 50 
and the value of X (n)  /T 
(n)
was printed on the output to check 
that L had been chosen sufficiently large. 
Suppose that we replicate the simulation N times (n=l,.. . ,N) 
by choosing different starting values for the initial random 
number. 	The probabilities (2.2) may then be combined to yield 
the 'estimator' 
N 
(n) (2.3) 	 p. . (co) = (1/N) E q 	(co) 
iJ 	 ii n=l 
and the variance of the N values of q 	(co) (n=l, .. . ,N) yields 
ij 
a measure of the accuracy of the result. 
In order to illustrate this technique let us consider the 
following example. A total of 12 different realizations were 
computed for the process with the following parameter values. 
A.i. 	'v. 	a. 	a. 
1 1 1 1 
Colony 1 	2.0 	3.5 	0.3 	1.0 	5 
Colony 2 	1.5 	2.3 	5.0 	2.4 	1 
Each migration consists of 60,000 events. The probabilities 
(n=l,...,12) , together with their first- and second-order ij 
moments, were obtained for each realization. 	The simulated 
probabilities p..(co) were then derived from (2.3) with N=12 
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Their values to 4 decimal places are shown in table 7.1 for 
i=0,...,7 and j=0,...,6 
Table 7.1 
Values of the simulated probabilities pij 
	p. (°') and p1. 
(ox) 
(For model see text) 
0 1 2 3 4 5 6 p(cCx) 
0 0.1976 0.0667 0.0174 0.0041 0.0009 0.0002 0.0001 0.2870 
1 0.1529 0.0593 0.0173 0.0046 0.0012 0.0003 0.0001 0.2357 
2 0.1054 0.0443 0.0138 0.0040 0.0010 0.0003 0.0001 0.1689 
3 0.0683 0.0311 0.0103 0.0031 0.0008 0.0002 0.0001 0.1140 
4 0.0429 0.0206 0.0072 0.0022 0.0007 0.0002 0.0001 0.0738 
5 0.0265 0.0134 0.0048 0.0016 0.0005 0.0001 0.0000 0.0470 
6 0.0160 0.0085 0.0033 0.0010 0.0003 0.0001 0.0000 0.0292 
7 0.0095 0.0053 0.0020 0.0007 0.0002 0.0001 0.0000 0.0178 
(co) 0.6325 0.2574 0.0796 0.0225 0.0060 0.0016 0.0004 
The simulated marginal probabilities p. (°) andp. () denote 
the values 
	
L 	 L 
(CO) = E .(co) 	and 	(oo) =E P. i. 	
(cx) 
j=0 ij i=0 ii 
This program was also used to check the validity of expressions 
(2.3.24) and (2.4.21)-(2.4.23) for the first- and second-order 
moments m.(ox) and V..(ox) (i,j=1,2) . 	The process was simulated 
for several different sets of parameter values; for each set the 
12 replications were used to compute the simulated mean and standard 
deviation for each of the 5 moments. 	In every case the simulated 
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values were within one standard deviation of the theoretical 
values calculated from (2.3.24) and (2.4.21)-(2.4.23). 
As an illustration, let us consider the example described 
above. The first two columns in table 7.2 give the simulated and 
theoretical moments, the third column their difference and the 
fourth column gives the standard deviation computed from the 12 
replicates. The number of time units elapsed during each of the 
12 realizations of 60,000 events has a mean value of 3071.29 and a 
standard deviation of 54.67. 
Table 7.2 
A comparison between the simulated and the theoretical first- and 
second-order moments 
(For model see text) 
Simulated Theoretical Difference S. Deviation 
1.9995 1.9911 0.0084 0.0548 
m2() 0.5194 0.5168 0.0026 0.0097 
V11 (co) 4.7299 4.7718 -0.0419 0.1941 
V12(°') 0.2018 0.2047 -0.0029 0.0151 
V22(°') 0.6664 0.6610 0.0054 0.0174 
7.3 A Comparison of Two Approximations to Equilibrium 
Probabilities 
In Chapter 4 I developed the modified process and the binomial 
approximation, and showed that in general there are fairly strong 
reasons for favouring the latter as the better approximation to the 
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true equilibrium distribution of population size. 	Moreover, if 
the negative binomial probabilities are exact, and so it 
is reasonable to expect them to be relatively close to the true 
probabilities for sufficiently small values of v and 
To illustrate the effect of the magnitude of v and 
'2 
 on 
the goodness-of-fit of these two approximate distributions, the 
process was simulated (as described in the previous section) for 
various values of v and v . For simplicity we restrict our 
attention to the spatially homogeneous model and consider only the 
equilibrium situation. The birth, death and immigration parameters 
are given the fixed values 
X=l.O 	; 	ii=l.2 	; 	a=0.3 
respectively, and the migration rates take the values 
v=O , 0.1 and 5.0 
on successive simulations. 
In equilibrium the modified process behaves as two independent 
Poisson processes, the joint probabilities being given by 
(4.2.15) p..(-) =[ml()] '[m2(] (i!j) 1exp-[m1()+m2()] } 
whilst the probabilities associated with the negative binomial 
approximation are given by (4.3.2). 	Both of these expressions are 
easy to compute numerically. 	It follows from expression (2.3.24) 
that 
M 1() = m2(0z) = c/(p-X) 	 (p>A) 
This expression does not contain the parameter v , and so the set 
of probabilities (4.2.15) is completely unaffected by changes in 
the migration rate. 
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Table 7.3 shows the probabilities p..(') (i,j=0,...,7) 
corresponding to \)=Q 	In each vertical grouping of three the 
top, middle and bottom numbers refer to the simulated, negative 
binomial and Poisson probabilities respectively. 	In this situation 
the negative binomial probabilities are exact (see result (4.3.14)) 
and so a comparison between the simulated and negative binomial 
probabilities provides some measure of the accuracy of the simulation 
results. 	When i=j=0 the absolute error is 0.0039 (this is 1.14% 
too low), and over the remaining values (i,j>0, i+j0) the largest 
absolute error is 0.0011 (this is 1.29% too low) which occurs when 
i=l, j=O . To compensate for these two low values most of the 
other probabilities are slightly inflated. 
Tables 7.4 and 7.5 show the probabilities p..(°') (i,j=0,...,7) 
corresponding to =O.1 and v=5 , respectively. 	In each vertical 
grouping of two the top number is the average simulated probability, 
given by ½(p..(') + p.(c)) , and the bottom number is the 
corresponding negative binomial approximation. Only the upper 
triangles are shown as the probability matrices are symmetrical. 
The Poisson probabilities are the same as those given in table 7.3. 
A visual inspection of tables 7.3-7.5 shows that the Poisson 
approximation is hopeles1y inadequate in this situation. 	However, 
it should not be forgotten that, unlike its negative binomial 
counterpart, it does at least have a physical interpretation. The 
failure of the Poisson probabilities as satisfactory approximations 
is mainly due to the overshadowing effect of the deterministic 
births, which are equivalent to an extra immigration component. 
This causes a considerable reduction in the spread of the 
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Table 7.3 
A comparison of the simulated, negative binomial and Poisson 
approximations to the equilibrium probabilities p. (°) 
; p=1.2 ; 
0 	1 	2 	3 	4 	5 	6 	7 	i 
	
0.3374 0.0851 0.0464 0.0291 0.0203 0.0149 0.0111 0.0082 	j 
0.3413 0.0853 0.0462 0.0295 0.0203 0.0146 0.0107 0.0080 0 
0.0498 0.0747 0.0560 0.0280 0.0105 0.0032 0.0008 0.0002 
0.0842 0.0219 0.0121 0.0076 0.0052 0.0037 0.0027 0.0020 
0.0853 0.0213 0.0116 0.0074 0.0051 0.0036 0.0027 0.0020 
0.0747 0.1120 0.0840 0.0420 0.0158 0.0047 0.0012 0.0003 
0.0463 0.0120 0.0069 0.0046 0.0030 0.0021 0.0015 0.0011 
0.0462 0.0116 0.0063 0.0040 0.0028 0.0020 0.0015 0.0011 	2 
0.0560 0.0840 0.0630 0.0315 0.0118 0.0035 0.0009 0.0002 
0.0299 0.0077 0.0042 0.0028 0.0019 0.0013 0.0009 0.0007 
0.0295 0.0074 0.0040 0.0026 0.0018 0.0013 0.0009 0.0007 	3 
0.0280 0.0420 0.0315 0.0158 0.0059 0.0018 0.0004 0.0001 
0.0205 0.0052 0.0028 0.0018 0.0012 0.0009 0.0007 0.0005 
0.0203 0.0051 0.0028 0.0018 0.0012 0.0009 0.0006 0.0005 	4 
0.0105 0.0158 0.0118 0.0059 0.0022 0.0007 0.0002 0.0000 
iii: 0.0037 0.0021 • cii 0.0009 0.0007 0.0005 • •;';' 
0.0036  • •.!• • 	• •:.:.. • •:.:.. • •..1. 0.0003 	5  
••' 0.0047 0.0035 • •SSI. 0.0007 0.0002 • 	• •!.!.! 
0.0107 0.0027 0.0015 0.0010  • 	• 	0.0004 • •;ç• 
0.0107 'US 	••. 	0.0015 0.0009 • 'xi. • •x.i. • •:.:? 0.0003  s,.: 0.0012 • 	• 	• 	• 	• •!.. 0.0000  
911 0.0021  • 	0.0008 0.0005 0.0004 0.0003 0.0002  •.I:. 0.0020 • •'! 0.0007 • •:.:. 0.0003 • •.f 0.0002 	7  •.•) 0.0003 • 	0.0001 • .!.!.. • ..!.. • •'.!,. 0.0000  
In each cell : top number 	- simulated 
middle number - negative binomial 
bottom number - Poisson 
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Table 7.4 
A comparison of the simulated and negative binomial approximations 
to the equilibrium probabilities p..() : 	0.l 
A =1.0 ; p=l.2 ; ci = 0.3 
0 	1 	2 	3 	4 	5 	6 	7 	i 
	
0.3408 0.0849 0.0428 0.0249 0.0157 0.0101 0.0065 0.0045 	j 
0.2875 0.0908 0.0502 0.0317 0.0213 0.0148 0.0105 0.0076 0 
0.0282 0.0163 0.0107 0.0073 0.0052 0.0037 0.0025 
0.0287 0.0158 0.0100 0.0067 0.0047 0.0033 0.0024 
0.0099 0.0067 0.0046 0.0034 0.0024 0.0018 
0.0088 0.0055 0.0037 0.0026 0.0018 0.0013 	2 
0.0044 0.0032 0.0023 0.0017 0.0013 
0.0035 0.0023 0.0016 0.0012 0.0008 3 
0.0023 0.0017 0.0013 0.0010 
0.0016 0.0011 0.0008 0.0006 	4 
0.0013 0.0010 0.0007 
0.0008 0.0005 0.0004 	•i 
0.0007 0.0006 
0.0004 0.0003 1 
[IASIIIIY 	A 
In each cell : top number 	- simulated 
bottom number - negative binomial 
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Table 7.5 
A comparison of the simulated and negative binomial approximations 
to the equilibrium probabilities p 
:ij  
. . ( cc) 	rr5 
A=1.0 ; ii=1.2 ; a0.3 
0 	1 	2 	3 	4 	5 	6 	7 	i 
	
0.3403 0.0858 0.0304 0.0116 0.0046 0.0018 0.0008 0.0003 	j 
0.2252 0.0952 0.0543 0.0337 0.0217 0.0143 0.0096 0.0065 0 
0.0538 0.0292 0.0156 0.0078 0.0038 0.0018 0.0009 
0.0402 0.0230 0.0142 0.0092 0.0060 0.0040 0.0027 
0.0220 0.0140 0.0083 0.0047 0.0026 0.0013 
0.0131 0.0081 0.0052 0.0035 0.0023 0.0016 	2 
0.0107 0.0074 0.0047 0.0029 0.0017 
0.0050 0.0032 0.0021 0.0014 0.0010 3 
F-0056 0.0041 0.0028 0.0019 
#-0021 0.0014 0.0009 0.0006 4 
#.0033 0.0025 0.0018 





In each cell : top number 	- simulated 
bottom number - negative binomial 
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distribution, as can be seen from the tables. 
As this particular model is spatially homogeneous (X1=A2=l.0, 
=.t =1.2 and a=a= 0.3) , the distribution of the total 
1 2 	 l2 
population size is given by a simple birth-death-immigration process. 
Thus the summations 
n 
U = E p. 	(t) 	 (n=0,1,2,...) 
i=0 
are invariant under changes of v and 	Note that this 
necessarily implies that p 
00 
 (t) and p01(t) = p10(t) are also 
invariant. 	The negative binomial values at t= 	of u01...,u7  
are given in table 7.6 for the three cases 'v = 0, 0.1 and 5, 
and they clearly change quite considerably as v increases. When 
= 0.1 and 5 the value of u0  is too low whilst the values of 
Table 7.6 
n 
Values of u = E p. 	(o) for v = 0, 0.1 and 5 n 	i,n-1 
1=0 
negative binomial approximation 
n v=0 v=0.l v=5 
0 0.3413 0.2875 0.2252 
1 0.1706 0.1876 0.1904 
2 0.1137 0.1291 0.1488 
3 0.0822 0.0950 0.1134 
4 0.0617 0.0714 0.0849 
5 0.0474 0.0540 0.0632 
6 0.0368 0.0413 0.0466 
7 0.0290 0.0316 0.0344 
are too high. It appears that for this set of 
t1L: 
parameters the negative binomial approximation will be accurate 
only when v is considerably less than 0.1. 	The invariance 
property of p 
00 
(c) and p01 (m) could be used as a guide to the 
choice of the range of v over which the approximation is 
sufficiently good. 
Having discussed changes between the u , we shall now compare 
the simulated and negative binomial distributions within the u by 
considering the probabilities 
(n) 
r. 
1 	= p1. ,fl-1 (c)/u fl 	
(i0,...,n; n>0) - 
The values of r.(1)  are shown in figure 7.1 for n=6 , and it is 
clear that an increase in v has a completely different effect on 
the two distributions. The negative binomial graph remains 
U-shaped but becomes slightly flatter, whilst the simulated graph 
undergoes a complete inversion. 
The effect of an increase in migration rate on the simulated 
marginal probabilities p. (cx) and p . (°') is also quite marked. 
As v and v are allowed to increase the correlation coefficient 
also increases and this will tend to reduce 
the spread of the individual population sizes. 	For if X1 (cc) (say) 
wanders too far above its mean value m1 (co) , the migration parameter 
will act as though it were an added death rate; whilst if 
X1 (co) approaches too close to zero, the other migration parameter 
will act as though it were an added immigration rate. This is 
illustrated in table 7.7 which shows the first 18 marginal 
probabilities p. (co) , corresponding to v=0 and v =5 , for the 
simulation example described above (Xi  =A2=1.0, p1 =P2=1.2 and 
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Here the marginal probabilities for v=5 are 
greater than those for v=O if and only if l<i<7 
9 Table 7.7 
A comparison of the simulated marginal probabilities p. (o ) 
\)=O and \)=5 
i v=O v=5 I v=O v =5 i v=O v=5 
o 0.5807 0.4758 6 0.0186 0.0201 12 0.0037 0.0022 
1 0.1464 0.1994 7 0.0137 0.0138 13 0.0029 0.0016 
2 0.0808 0.1139 8 0.0103 0.0095 14 0.0023 0.0011 
3 0.0516 0.0707 9 0.0079 0.0065 15 0.0019 0.0008 
4 0.0353 0.0452 10 0.0062 0.0046 16 0.0015 0.0006 
5 0.0254 0.0299 11 0.0048 0.0032 17 0.0012 0.0004 
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A - Simulated/Negative Binomial 	v = 0 
B - Simulated 1 	 v=O.l 
B2 - Negative Binomial 	 Figure 7.1 
C 1 - Simulated 
v=5 
C2 - Negative Binomial 
Values of r 6  
1 	= p i,6-i 	n 
()/u 	for v = 0, 0.1 and 5 
A1 X 2 LO 	 a1  a2 0.3 
(For explanation see text). 
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CHAPTER 8 
STEPPING-STONE MODELS FOR MULTIPLE COLONIES 
8.1 Introduction 
The results so far derived in this thesis have been based on a 
two-colony population model. 	In the remaining four chapters we 
shall consider the effect of migration over more general scatial 
territories. 
In order to investigate the effect of migration between 
separate geographic regions on population size, Bailey (1968) 
considered the so-called 'stepping-stone' model of population 
structure. 	The model is as follows. 	The population is composed 
of an infinite number of colonies situated at the integer points of 
a single co-ordinate axis represented by --< i< . The number 
of individuals in colony i at time t is denoted by X.(t) with 
(1.1) X. (0) = a. 
1 	1 
Each colony is considered to be subject to a simple stochastic 
birth-death-migration process with common birth and death rates X 
and i respectively, and with common migration rates v to each 
of the two nearest neighbours i-1 and i+l - This particular 
process is illustrated in figure 8.1. 
Let the vectors x = ( .... xi, ... ) 	and z = (...,z.,...) 
represent two infinite-dimensional vectors with x and z in 
the 1th positions C- < i < 	. 	Define 	
1 	 1 




(t)=x., — <i<c 	X 	
1 1 
(0)=a.,, -c'<i<°'] -  
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Figure 8.1 
Bailey's stepping-stone model for multiple colonies 
hIx' 	
I_ 9 Ix:u 1_ 3  
i+l 
(-CO< j <) 
and let G(z;t) be the corresponding probability generating 
function with 0 < 	< 1 . 	Following the 'random-variable 
technique' described by Bailey ((1964), sections 7.4, 10.1), 
Bailey (1968) constructs the Kolmogorov forward differential 
equation for G(z;t) which is given by 
(l.2)-= 	[X(z-z.) + p(l-z.) + v(z 	-z.) + v(z. 	-z.)]------ 
1 1 	1 	i+l 1 	i-1 1 9Z. 1 
Although this equation may not be solved explicitly, he uses it to 
obtain the first-order moments of the process and the generating 
function of the second-order moments. He shows that the mean 




m. (t) = e 	 Z aI. .(2vt) 	(_00  1 	 J1-J 
Here 
i CO 
(1.4) 	 I. 1 (x) = (x) 	E 
k=0 
(Abramowitz and Stegun (1965), result (9.6.10)) denotes the 
modified Bessel function of the first kind. In this chapter we 
shall first obtain an approximate solution for G(z;t) and then 
examine the process when immigration is introduced into a single 
colony from outside the system. 	Bailey extends result (1.3) to 
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cover populations distributed over the nodes of a square or a 
cubic lattice. 	In these circumstances an individual is allowed 
to migrate to one of the four or six nearest neighbours, 
ial 
respectively. 
Figure 8.2 shows a simulated realization of such a one-
dimensional nearest-neighbour process, which starts at time t=0 
with one individual sited in colony 0. The parameters take the 
values X=v=l and 1.1=0 , and the figure shows the values of 
log (l+X(t)) (-17 <i <17) at times t=Q (dotted line), 3, 6, 
9 and 12. When t is small migration of the one or two 
individuals present may cause the 'centre' of the distribution to 
move slightly (to colony -1 in the example given), but as t 
increases further the 'centre' appears to become fixed with the 
shape of the distribution developing a 'bullet-nosed' profile. 
Details of how the simulation is performed are given in section 9.8 
for the one-way migration model, and the program is easily 
augmented to cover the present model in which migration may occur 
in either direction. 
Stepping-stone models have recently been used by several 
authors in various fields of research. 	Adke (1969) generalizes 
Bailey's model by allowing the birth and death rates to be time-
dependent. He obtains the first- and second-order moments and 
derives an iterative solution for the generating function of the 
colony sizes. 	Bailey (1968) mentions the desirability of 
obtaining the joint distribution of the number of individuals in 
each colony, and Adke (1969) indicates how this may be achieved by 
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Figure 8.2 









using the moment generating functional together with Theorem 5.1 
in Harris (1963). 	Adke and Moyal (1963) consider an analogous 
situation to Bailey's process by replacing migration over the 
integers with a diffusion process on a line. 	They develop an 
iterative procedure for evaluating the generating function of the 
colony sizes (this parallels Adke (1969)), and discuss asymptotic 
properties conditional on the population being of size n . This 
model is generalized by Adke (1964a) to include time-dependent 
birth and death rates. 
If the stepping-stone model is 'truncated', so that there are 
only a finite number of colonies, 'edge-effects' will clearly 
occur at the boundaries. 	Renshaw (1970, 1972) determines the 
first-order moments in these circumstances and Usher and Williamson 
(1970) analyse a similar model in discrete time. 	They consider 
the population to be split into migrants and nonmigrants, each 
group having different birth and death rates. Adke (1964b) 
replaces diffusion over the whole real line by diffusion on a 
finite interval with reflecting barriers. 
Davis (1965, 1967a, 1967b) discusses the general 'branching-
diffusion' process in which the population multiplies according to 
the Bellman-Harris age-dependent branching process and diffuses 
through a region which has no absorbing barriers. Davis (1970) 
applies these results to Bailey's model; when there is only a 
single ancestor Bailey's model is a special case of this 'branching- 
diffusion' process. 	Crump (1970) studies a general age-dependent 
branching process in which the population is distributed in N 
colonies with migration between them, and he obtains asymptotic 
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expressions for the first- and second-order moments in several 
special cases. 
The stepping-stone model has also been used in genetics. 
Kimura (1953) proposed it in order to investigate the effect of the 
breeding structure of a population on genetic differentiation 
within the population. 	It is assumed that the population consists 
of infinitely many colonies situated at the grid points of an 
n-dimensional lattice. 	Migration occurs between nearest 
neighbours in each generation, and each colony also receives 
immigrants from the mixture of the whole population in which the 
gene frequency under consideration is assumed constant in time. 
Kimura called the former type of migration the short range 
migration and the latter type the long range migration. The 
biological implications are discussed in Kimura and Weiss (1964), 
whilst Weiss and Kimura (1965) obtain results for the genetic 
correlation and variance between colonies for general cases of the 
model, assuming that the short range migration is symmetrical in 
each fixed direction. Maruyama (1969) extends the theory to cases 
in which the short range migration rates are not fixed in each 
direction and this is further extended in Maruyama (1970) who 
analyses stepping-stone models of finite length. 
8.2 	An Approximate Solution to the Kolmogorov Forward Equation 
for a Model with no Immigration 
8.2.i A general approximation to the probability generating 
function 
Although equation (1.2) has so far evaded a solution in closed 
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form, we may obtain a good approximation by slightly modifying 
the birth mechanism. This procedure is equivalent to that used 
for the two-colony model in section 4.2. 	We shall take the 
probability of a birth in colony k in the small time interval 
(t,t+6t) to be Amk(t)tSt.Io(t)  instead of XxkSt+o(St) . 	That 
is , we replace the random variable x  by its mean value mk(t) 
Let the infinite-dimensional vector x = (...IxkI ... ) denote 
the number of individuals in each colony. Then consideration of 
all possible events in the small time interval (t,t+St) yields 






(2.1) 	 + v(x 	+1)p(x+e 	-e ;t) + v(x 	+l)p(x+e 	-e, ;t) k+l 	-k+l -k 	k
- 
--,z 1 	- ---k-1 -  
- [Xm(t) + (P+2v)xk]p(;t)} 
where 	= ( .... 0,i 3O,...) denotes the infinite-dimensional 
vector with 1 in the kth  place and zeros elsewhere. We obtain 
the Kolmogorov forward differential equation corresponding to (1.2) 
for the modified p.g.f. 
OD 
x. 




by multiplying both sides of equation (2.1) by 	fl Z. 	and 
summing the resulting expression over x = 0,1,2,...; —°'< j < 
This procedure gives 
3G 	 W 
at Z Xmk(t)(zkl)G 
k=-° 
(2.2) 	+ 	[j (1-Z) + v(z 	-z ) + v(z 	-z 





(2.3) 	 G(z;O) = IT z 
- 	 j=_cX J  
In order to solve (2.2) we first write down the auxiliary 
equations 
___________ 	- dG 
k 	k-i 
dt - (2.4) 	T - p(l-z )+v(z 	-z k 	k+l )+v(z 	-zk  ) - EAmk(t)  (zk_i)G 
(_oo <k <co) , and then make the transformation 
r 	= l_Zk 	
(..co < k < 
so that the first set of eauations in (2.4) becomes 
(2.5) 	dr k 	k /dt=pr +v(r k k-i 
-r 	) +\(r k k+l -r 	) 
Define the generating function 
k (2.6) 	 H(r;y) = E rky 
k=-co 
where r = (...lrkl...) is an infinite-dimensional vector with r  
in the kth  position, and assume the existence of expression (2.6) 
over some appropriately chosen complex domain of y . Multiplying 
equations (2.5) by y and summing over the range - < k< 	we get 
the differential equation 
(2.7) 	 H(r;y)/t = H(r;y)[ (+2)-\(y+y 1)] 
which integrates to 
(2.8) 	H(r;y) = const.exp{t[ (ji+2v) - v(y+y 1)1 } 
As equation (2.7) has been integrated with respect to t , let 
us write the constant of integration in the general form 
CO 	 k 
Aky 
k=-co  
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where A.(-<k<) are constants. 	Using the general expansion 
for modified Bessel functions of the first kind given by 
(2.9) 	 exptx(y+y 1)} = OEO i.(2x)y 	 (Y-/O) 
I 
(Abramowitz and Stegun (1965), result (9.6.33)), we see that 
expression (2.8) may now be written in the form 
(p+2v)t 00k CO 
(2.10) 	H(r;y) = e 	E Aky  E I.(-2vt)y1  
	
k=-°° 	j=x 
Extracting the coefficient of yk from (2.10) we obtain 
(p+2v)t 





k 	 k-u 
(2.11) 	 z E A •i (-2vt) .  




and substitute for H(r;y) from (2.6), we have 
CO 	k-(p+2v)t 	 j CO = (2.12) 	E Ay 	e 	E I (2vt)y E r y 
I 	 1- 
k Extracting the coefficient of y from (2.12) we get 
-(-i-2v)t 
Ak = e 	E r 	I (2vt) 
1= 	
j - k-j 
 
and so 
-lit 	-(p+2)t (2.13) 	 A  = e - e 	E zk. JI.J  (2vt) 
It now remains to evaluate the remaining equation in (2.4), 
namely 
(2.14) 	 d(log G)/dt = XEmk(t) (zk_l)  
On substituting for mk(t)  and z 	from (1.3) and (2.11), 
respectively, we see that (2.14) becomes 
Xt 







OD 	 Co 
E I 
k-j 	k-i 
(2vt) I 	(-2vt) = E I j-k 	k-i 
(2vt) I 	(-2vt) 
k=-co 	 k=- co 
Co 	 q 
 coeff. of 
,Ji  in E I (2t)y1 E I 
q=-co 
q 
which, from (2.9), is the same as 
coeff. of yJi  in exp{vt(y+y)}exp-vt(y+yh} 
fl : ji 
ji 
Hence the differential equation (2.15) becomes 
At 
d(log G)/dt = -Xe 	Ea.A. 
and this integrates to give 
At 
(2.16) 	 G = const.exp{-e 	Ea.A.} 
Thus the general solution to equation (2.2) is given by 
At 
(2.17) 	G(z;t) = f( .... A., ... )exp{-e 	E akAk} 
k=-co 
 f is an arbitrary function. 
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Expression (2.17) is the general integral of the Lagrange 
linear equation (2.2), and to derive the required integral we find 
that solution (2.17) which satisfies the initial condition (2.3). 
Now 
Ii 	j=o 
(2.18) 	 I.(0) = 	 11 
:i 	
10:i0 
and so when t=0 expression (2.11) gives 
Hence we require 
ak 
(l-A (2.19) 	 f(. . . ,A.,...) = 	11 	,) 
k=-oo 
 now replace the constants A. (- < i < on) in the general solution 
(2.17) by expressions (2.13), namely 
(2.20) 	 A. = -0 
1 
 (2ut) 	 (_o<i<co) 
1  
where 
(p+2)t 	 -pt 
(2.21) 	Q. (2Vt) = e 	E z. I. (2vt) - e 
1 	 1 
j=_00 
-3 J 
This procedure yields the solution 
a 
00 
(2.22) 	 G(z;t) = IT [g.(z;t)] 
where 
(2.23) 	g.(z;t) = [1+Qi(2vt)1exp{(eXt_1)Qj(2ut)} 
is the probability generating function conditional on an initial 
population with a single member only in colony i . Without any 
loss of generality it is sufficient to consider g0(z;t) . 	The 
solution (2.22)-(2.23) was verified by back-substitution into the 
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partial differential equation (2.2). 
It follows from (2.18) and (2.21) that when t=O 
Q 
1  
.(0) = z 
1  
. - 1 
whence (2.23) becomes 
g.(z;O) = z• 
1 — 	1 
(_x < j < CO ) 
as required. 	Moreover, putting y=i and x=t in (2.9) we get 
CO 	 2vt 
(2.24) 	 E I.(2vt) = e 
J 
Thus when z=1 the function Q.(2\t) is identically zero and so 
g.
1 
 (l;t) E 1 , and it follows from (2.21) that when 
Fz 1 '_H 
< 1 
—  
0 > Q.(2vt) > -2e
-pt 
 
whence Igi(z;t)I < 1 (_co<j<) 
8.2.ii Approximate probabilities for a simple initial ncDulation 
Let the initial population at time t=0 simply consist of a 
single individual in colony 0. We may evaluate the probabilities 
p (x; t) by expanding g0  (z; t) in terms of the dummy variables z. 
and writing down the coefficient of 	II Z. 	This procedure 
j=_co J 
gives 
-pt 	At -1 	-pt At 




(e -1) e 	 IT (x !) 	i (2 
At 	n -n(ii+2v)t 	 -1f k\)tfl k k 
where the population vector is defined as x = (...Ixk...) and 
CO 
n= Z X. 
j=-00 3  
denotes the total population size at time t . 	In particular, the 
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'extinction' probability p(O;t) is given by 
(2.26) 	 p(O;t) = (l-e
-pt 
 )exp{-e-i-it  (e At -l)} 
which is identical with the 'extinction' probability (4.2.24) for 
the spatially homogeneous two-colony model. This is to be 
expected, because the total population size does not depend on how 
the population is partitioned into colonies. Note that the 
comments following expression (4.2.24) are equally applicable here. 
Now for fixed i and large t 
½ 
(2.27) 	I. (2vt) = (4Trvt) 	e 
2t  {l - (4 i2_1) 
+ OCt )} 
1 	 l6vt 
(Abramowitz and Stegun (1965), result (9.7.1)), and on using (2.27) 
we see that expression (2.25) simplifies to give 
(2.28) p(x;t) 	(4vt)expn(-)t - et} II 
k=-co  
We may derive the marginal p.g.f. g
o
(z;t) , for the number 
of individuals incolony k at time t , by placing 
z=l (_co<j <; jk) in (2.23) and then using result (2.24). 
This procedure gives 
(2.29) g 0(z;t) [l+e (2t(zk_l)Ik(2vt)]exp{(eAt_l)e +2t  
X (zkl)Ik(2\)t)} 
Xk 
Extracting the coefficient of z 	in (2.29) we obtain the 
corresponding marginal probabilities 
(xkit) =[l-e- (u+2v)tI(2V) +xk(e At .1)1] 
(2.30) 	 x At -(p+2v)t 
	
	At -(p+2v)t 	k 
k (2vt)}[ C xexp- (e -l)e 	I e -]e 	Ik(2vt)] 	(x(!) 
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8.2.iii Asymptotic moments for a simple initial population 
Moments of this process may be obtained by differentiation of 
G(z;t) with respect to the z. the appropriate number of times, 
and evaluation of the result at z=l . Evaluating the first-order 
moment m. 
1 
(t) , we have 
(X-p-2)t 




which agrees exactly with Bailey's expression (1.3) for m.(t) 
Thus the approximation leaves the means unaltered. 
Let us now determine the variances and covariances V. . (t) 
13 
(-'<i,j<) for the simplified case when the initial population 
consists of a single individual at colony 0. 	Differentiating 
90(z;t) twice with respect to the dummy variables z  and placing 
z=l we obtain 
-2 (p+2v) t 
V. . (t) = -e 	I. (2vt) I. (2t) 	 (ij) 1J 	 1 	J 
(2.32) 
(X--2v)t 	 -2(+2v)t 2(2vt) 
V . . (t) = e 	I (2vt) -e 	I 11 	 i i 
On using result (2.27) we have 
-2pt 	- 
(2.33) V.. (t) = o(e 	) ; V.. (t) = m (t) + o(e 	) 	(ij) 13 	 11 
Thus as t-*o the covariances between the colonies approach zero, 
and within each colony the ratio m.(t) to V 
ii  
..(t) approaches 
unity. This zero covariance is to be expected because of the 
dominating effect of the deterministic births. 	Bailey (1968) 
obtains an involved form for the generating function of the 
variances and covariances for the original unmodified process, and 
he shows that this form greatly simplifies when X=0 to give 
expression (2.32). 	Note that in the general case (X0) we 
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expect the variance of the modified process to be less than that of 
the ordinary process because the births are deterministic. 
Expressions (2.32) were verified by back-substitution into 
their own system of differential equations. We obtained this 
system by differentiating the differential equation (2.2) twice with 
respect to the z and then placing z=l 
When t is large we may simplify the first- and second-order 
moments by replacing the modified Bessel function by its asymptotic 
value. 	The substitution of (2.27) into (2.31) and (2.32) yields 
for 	a
0 
 =1, a 
1  .=0 (iLO) and - < i,j < co 
(A-)t 	- 	(4i2-l) 	2) } m.(t) = e 	(47rvt) [i i 	 - l6vt + 0(t  
with 
V. 	(t) = -e- 
	(4ITvt) _l{1 - 2(i2+j2)-1 + 0 2 	 (ij) 
ij 8vt 
and 
(X_1)t(4t)_½{l 	(4i2-1) 	- .. (t) = e 
11 	 - 
l6vt + 0(t ')} 
- e- 	(47rvt) 11 - (421) + 0(t 2) } 8vt 
8.3 	The Effect of Immigration when X=0 
8.3.i Probability generating function 
We shall now revert to the original unmodified process of 
section 8.1, and consider the effect of introducing immigration at 
rate a into colony 0 from outside the system. The equation for 
the probability generating function G(z;t) corresponding to (1.2) 




which has the associated auxiliary equations (_co < k< co) 
(3.2) 	
dt = 	 _dzk 	 = 	dG 
1 (Xz - p) (zk_l)+\.(zk+l_zk)+\(zkl_zk) ci(z0-1)G 
In order to avoid the usual difficulty of the non-linearity 
in z  , let us consider the special case of k=O . 	The first set 
of equations in (3.2) are now identical. with the first set in (2.4). 
Hence expressions (2.11) and (2.13) hold for this model also; in 
particular 
(p+2v)t 
(3.3) 	 z 
0- 
 1 -1 = -e 	E A.L(-2vt) 
. 	11 
If we use (3.3) the last equation in (3.2) may now be written as 
d(log G)/dt = _ae02t AjIi _2vt 
which integrates to give 
co (3.4) 	 G = const.exp{-cEA.P.(t)} 
where 
(3.5) 	 P. (t) = fte +2\))TI (2vT )dT  
Thus the general solution to equation (3.1) is given by 
CO 
(3.6) 	G(z;t) = f( .... A,...)expf-cz E A.P.(t)} 
- 	 1 
where f is an arbitrary function. 
Expression (3.6) is the general integral of the Lagrange 
linear equation (3.1), and to derive the required integral we find 
that solution (3.6) which satisfies the initial condition 
a 
k (3.7) 	 G(z;0) = TI z 
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Now we have previously shown that when t=0 
zk lAk 
and so we require 
ak 
Air 	= TI (i_Ak) 
k=-°' 
We now replace the constants A. (--< i< ) in the general solution 
(3.6) by expressions (2.20), namely 
A. = -0. 
1 
(2t) 	 (_co<i<CO) 
1  
This procedure yields the solution 
a 
k 
(3.8) 	G(z;t) = expCct E Q.(2vt)P.(t)} TI [l+Qk(2vt)] 
k=-° 





 (2vt) = e- 
lit 
 (z-l) 	 (-°<i<°') 
Hence the p.g.f. of the total population size is given by 
(3.9) 	G(z;t) = [l+e Pt(z_l)] 	1exp(/)(z-l)(l-e t)} 
and expression (3.9) is the well-known result for the simple 
immigration-death process (Cox and Miller (1965),p.168). 
Suppose that immigration is not present (cz=O) and the initial 
population at time t=0 is given by 
a0=l, a.=0 (i0) 
Then on noting that the function Q.(2vt) is defined by expression 
(2.21), we see from either (2.23) with A=0 , or alternatively 
(3.8), that. 
-(p+2v)t (3.10) 	G(z;t) = 1 + e 	E z.I.(2vt) - e 
- 	 jrr_coJJ 
The original individual is unable to multiply as births are 
suppressed, and at any particular time t > 0 it must be either 
situated in one of the colonies or be dead. 	It follows from (3.10) 
that the probabilities of these events are 
Pr[ dead by time ti = 1 - e Ut 
Pr[alive and in colony ± at time t} = e (2tIi(2vt) 
8.3.ii An alternative form of solution 
Although (3.8) is the solution to equation (3.1), it is 
possible to simplify it by replacing the term 
03 
	
R(z;t) E 	P.(t)Q(2\t) 
with an alternative expression. 	Substituting for Q.(2vt) from 
(2.21) we have 
(3.11) 	R(z;t) = 	E P 
1  
.(t)[e 	+2v)t 	z 
1-3  
. .I J  (2vt) - e
t] -  
whilst from (3.5) and (2.9) 
I 	t (i'+2v)s 	I P. (t)y = f e 	I. (-2vs)y ds 
1 	 0 1 
= ftexps[ (+2v)-v(y+y1)]}ds 
(3.12) 	 = [ (11+2)-v(y+y)][exp{t[ (11+2)-v(y+y 1)]}-1] 
Placing y=l in (3.12) we get 
00 	 -1 ut (3.13) 	 E P. (t) = ii 	Ce -1) 
1 
and so (3.11) becomes 
-(j+2v)t 	 -1 	-lit




(t)I 	(2vt) - i (1-e 
(3.14) 
h=-° i=_00  
But 
-(p+2')t 





is the coefficient of y in 
2 t e 	E P (t)y'  F I.(2vt)y - 	i 	 J 3=-CO 
 is, if we use (2.9) and (3.12), in 
	
-1 -1 	 -1 
(3.15) 	[ (p+2v)-v(y+y )] [i - expf-t[ (p+2)-v(y+y )]}] 
LEMMA : The identity 
-1 )]-1 
(3.16) 	[1-0 (z+z 	=- (1_402) 	!n! n E 	z 	(0< 0 <½) 
n=-oo 
 where 
(3.17) 	 a,V = [i T (1_402)]/(20) 
respectively, and 	<lz<' - 
Proof of lemma The result follows if we write 
1 	______ _______ 0/Z ] 
[1-0(z+z )1-1  = 
	1 	
[i + 1-z/' + 1-/z 
and expand the right hand side in powers of z - 
Thus defining 0=v/(+2v) , and noting that 0<0 <½ for p >0, 
we see that (3.15) may be written as 
- e_(2tIi(2vt)yl] 
Hence the coefficient of y
h  in expression (3.15) is given by 
(3.18) 	(p+2v)1(1_402)½{j 	- e_(2tCf 	h_iI(2t)} 
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Comparing (3.8), (3.14) and (3.18) we obtain the alternative solution 
G(z;t) = exp _(a/p)(l_e t)}exp{( O/)(1_4O2)½ 
h 	-(u+2)t 	h-i 	
a1 
(3.19) x E [ h 	— e 	 I. (2vt)] } i [ i+o. (2t)] i i h=-° i=— 
Expression (3.19) was verified by back-substitution into 
equation (3.1). 	Note that 
a 
CO i 
G(z;0) = II z. 
i=-u 
G(i;t)E1 and IG(z;t)l <1 for Izj <1 (—< j<co) as required. 
If all the colonies are initally empty, so that a.=O 
(-<i<), G(z;t) may clearly be factored in the form 
G(z;t) = exp{-(a/) (l_e t)}llexpO/v) (l-4e2) ½Z.f.(t)} 
(3.20) 
where 
(3.21) 	f.(t) = 	- e+2t ! 	n (2t) 
1  
n=-oo 
 probabilities p(x;t) may then be written as 
—lit 	co 	-1 	 -½ 	n 
	
p(x;t) =exp{-(ct/p) (l-e )} IT, (x) [ (aO/v) (1_482) f(t)] x 
(3.22) 	 n=_co 
where the vector x=( .... x ,...) for x =0,1,2,... (_co<n<co) — 	n 	 n 
8.3.iii Moments 
We may evaluate moments of the process by differentiating the 
p.g.f. (3.19) with respect to the dummy variables z the 
appropriate number of times and placing z=1 . 	In particular, the 
means m.(t) are given by 






a I 	(2vt) 
1  n= —co 
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whilst the variances and covariances V. (t) are given by 
13 
i 	-2(p+2)t (3.24) V •(t) = m (t) - e 	 E a I 	(2vt)I 	.(2vt) 
n= 
1] 	i 	j nfl- n- J 
Here 
(1 : j=i 
(3.25) 
J 	1° : ji 
denotes the Kronecker delta function. These results were verified 
by reference to their own system of differential equations. 	This 
system is given in the following section by equations (4.1) and 
(4.18) with A=0 
Now expression (3.23) may be written in the form 




+e 	 ]1 	(2t) 
fl 	 n-i 
Thus, if the initial population is geometrically distributed 
amongst the colonies with 
(3.27) 	 a• = ((%6/v)(1_4O2) 2 H 
1 
we have 
m.(t) 	a 	 (-°<i<) 
1 1 
for all t > 0 and in this sense we may call an initial population 
distribution {a.} which satisfies (3.27) 'stationary'. 	Note that 
for large t , application of the asymptotic result (2.27) to 
(3.26) yields 
-½ (3.28) m (t) - 	(aBly) (l_402)-½ + e- t (4iryt) [ 	a - a/ui 1 	 . 3 







unless of course Ea.=a/ii when the approach to the limits is even 
faster. 
8.3.iv Eauilibrium distribution 
If the death rate i is positive we clearly expect an 
equilibrium situation to develop as t tends to infinity, because 
births are suppressed. 	Now we see from (2.24) that for any 
constants c 
1 	 1 
such that !c .I < 1 (-<i<) 
00 
2vt 
(3.29) 	 c. I. (2vt) 	< 	E I. (2t) = e 
i=_oz 
because I.(2vt) is real and non-negative when i is an integer 
and t > 0 	Hence if we let t- 	in (3.19) it follows that for 
> 0 the p.g.f. G(z;t) has a limiting value given by 
00 	Inj 
(3.30) 	G(z;) = e a exp{a(U2+4pv)½E z } 
An equilibrium situation therefore exists with associated 
probabilities 
p(x;O) 	




 equilibrium p.g.f. (3.30) may be written as the product 
(3.32) 	G(z;) = e 	U 11 e(2+4v)½!1!} 
and so in equilibrium each colony behaves as though it were 
independent of all other colonies, the size of colony i being 
distributed as a Poisson variable with parameter 
1 
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Note that from (3.17) we have 0 < 	< 1 and so both the means and 
the variances decrease geometrically away from the origin at rate -
8.4 The Effect of Immigration when A • 0 ; First- and Second- 
Order Moments 
As the nonlinearity of equation (3.1) when A > 0 makes it 
extremely difficult to solve, we obtained previously the p.g.f 
G(z;t) when X=O and from it we derived the first- and second-
order moments. We shall now obtain expressions for moments of 
the first- and second-order which are valid for all A > 0 
Let m.(t) denote the mean number of individuals in colony 
I at time t . 	Then differentiating (3.1) with respect to z. 
and placing z=1 we obtain 
	
dm. 	 i
(t)/dt = (A-i-2v)m.(t) + vm 	
i (t) + vm 
	(t) + 





m. (0) = a. 
1 
and 6 	is the Kronecker delta function (3.25). 	Put =A--2v 
and denote the Laplace transform (2.3.3) of a function g(t) by 
(4.3) 	t[gt] E g*(s) = I e-St g(t)dt 	, 	(s) > 0 
0 
Applying the transformation (4.3) to equations (4.1) we get 
the set of simultaneous equations 
sm(s) - a. = m(s) + \)m 	(s) + Vm 	(s) + ash?  
1 	 1 	1 	 i-i 	 i+l 	 1 
(4.4) 
for 9..(s) large enough to ensure the existence of the mt(s) 
Introduce the generating function 
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00 i 
W(z;t) = E m.(t)z 
j -co 
with Laplace transform 
00 i 
W*(z;s) = E m(s)z 
1 
Then multiplying both sides of (4.4) by z   and summing over the 
range - <i < 	we obtain 
sW*(z;s) - W(z;Q) = (\z++vz 1)W*(z;s) + S 
which, on rearrangement, yields 
(4.5) 	W*(z;s) = _[N(z;O)+as 1][ vz+(_s)+Vz l] 
Now the equation 
vz2+-sz+v = 0 
has roots 
(4.6) 	 z11z2 = [ (s-c) ± f(s )2_4v2}
12]/(2v) 
and so 
(4.7) 	W*(z;s) = -z[W(z;O)s 11[(z-z1)(zz2)1 1  
If we split (4.7) into partial fractions we obtain 




Thus if s and z are such that 1z21 < Izi < 1z1! , then expansion 
of (4.8) in powers of z yields 
CO 
(4.9) 	W*(z;s) = [w(z;o)s][ (s)2_42]½EzIJ!z3 
Inversion of this function proceeds as follows. From 
Abramowitz and Stegun (1965), result (29.3.59), 
L[ (2v)11.(2vt)] = [s_(s2_42)½]1(s2_4v2) 
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and sousing Abramowitz and Stegun (1965), result (29.2.12), we 
have 
Li e€t(2v)hI.(2vt)] = [(s-)-( (s_)2_4v2}½] 11 ( S_)242]½ 
(4.10) 
= z(2v)1[ (s_) 2_4v2]½ 
Also 
(4.11) 	 £111 = 
Hence, if we use the convolution theorem (Abramowitz and Stegun 
(1965), result (29.2.8)), which states that for general functions 
f1(t) and f2(t) 
(4.12) 	£[ftf (t--r) 
	
f2(T')dT] = 	f1  (t) 
a combination of (4.10) and (4.11) will give 
(4.13) 	L[fteTIi2vT)dT] = z2IJh[S(s_)2_4v2}½] 1 
So a comparison of (4.9), (4.10) and (4.13) yields 
Et CO 	 n co 	 -i 	t t CO-i W(z;t) = e 	E a z 	E I.(2vt)z + ci! e 	X z'I.(2v1)dT 
(4.14) 	 n=_00 n =-C.  j 	
0 J 
Comparing coefficients of z on both sides of (4.14) we obtain 
the solution 
t 	 t (X_i_2v)T m. (t) = e 	 E a I 	(2Ut) + ci! e 	I (2\,T)dT 1 	 ni-n 	 0 1 
(4.15) 
Expression (4.15) was verified by back-substitution into 
equation (4.1). 	It clearly splits into two components. 	The 
first is identical with Bailey's result (1.3) for the model 
without immigration. The second is the contribution to the 
means from immigration. It may be shown that when X=0 
expression (4.15) is identical with (3.23). 
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The variances and covariances V., (t) (--< i,j <) may be 
derived by the use of a similar technique. As it is simpler to 
work with the cumulant generating function than with the 
probability generating function G(z;t) , let us replace the dummy 
variables z 	in (3.1) by exp(Ok) (-<k<c) and write 
K(0;t) = log G(z;t) 
where the infinite-dimensional vector 0= ••'°k'•• 
	
has 
in the k 
th 
 position. 	Equation (3.1) may now be written as 
3K 	 CO 	
6 
- =[X(ek_l)+p(e k 1) 	0k+1 0k 	0k-1 0k 
	
+v (e  -1)+v(e 	-1) 
k=-°' 	 e 	 0k 
(4.16) 	
+ aCe 0_i) 
Using (1.1), we see that 
co (4.17) 	 K(O;O) = Ea0. 
To derive the equations for the variances and covariances we 
first differentiate both sides of (4.16) with respect to 0. and 
0. and then place 0 = 0 . Care must be taken because each 
exp(Ok) occurs in three successive terms of the summation. 	Using 
this procedure we get the equations (-= < i,j <cx) 
dv. .(t)/dt = 2(X-p-2v)V. . (t) + V[ V. 	i (t)+V . 	i 
(t) +V 	. (t) 
1] 	 1J 	 i,j-1 	,j+i —1,] 




i - [m.(t)+m 	(t)] i+i 1J i 	+i 3 
(4.18) 
- v[m i 	i-i (t)+m 	 i (t)1 1 
+ [ (X++2)m 	i-1 (t)+m 
	(t) 
j  
+vm i (t)1 +l 	i 
where the m.(t) are defined by expression (4.15) and 
represents the Kronecker delta function (3.25). 
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As all the variances and covariances are initially zero, on 
taking the Laplace transform of both sides of (4.18) we obtain 
	
sV.(s) = 2V.(s) + v(V 	(s)+V 	(s)+V' 	(s)+V 	(s)) 
13 	ij 	i,j-1 	i,j+l 	i-1,j 	i+l,j 
-100 	 i+l i-1 
j 
(4.19) 	+ as 	- v(m(s)+m 	(s))S. 	- 	(m'(s)+m 	(s)). 
lJ 1 	1+1 1 	i-1 
+ [ (X++2v)m(s)+'m' 	(s)+m 	(S)1 6 
i 
 1 	i-i 1+1 j 
where =X-p-2v . 	Introduce the generating function 
ii 




with Laplace transform 
1  K*(x,y;s) 	 E V.(s)x y 
i=- jrr_cX 
Then multiplication of both sides of (4.19) by x1y and summation 
of the result over the range -< i,j < 	gives 
sK*(x,y;s) = [2+(x+x 1+y+y)]K*(x,y;s) + as 1  
- v(x+x1+y+y1)W*(xy;s) + [ (X++2)+V(xy)+V(xy) 1]W*(xy;s) 
which, on rearrangement, yields 	 - 
K*(x,y;s) = [ (s-2)-v (x+x 1+y+y1)1 l[ (X++2,)) 
(4.20) 	 -v (x+x 1-i-y+y 1-xy-x 1y
1 
 ) I W (xy; s) 
-1 	-1 






max{O, 2+u(x+x 1+y+y 1)1 
Bailey (1968) considers the system of differential equations 
for the variances and covariances when immigration is suppressed, 
and he obtains a complicated expression for the generating function 
M 	CO 
V(x,y;t) = 	E E v..(t)x
i 
 y i  
i=_a j_co 
Note that when a=0 expressions (4.18) and (4.20) are identical 
with Bailey's expressions (26)-(28) and (30), respectively. 	He 
does not, however, obtain the general term V.Jt) from the 
13 
generating function, but states that this appears to be a matter 
of some complexity involving the evaluation of a complex integral 
for the relevant term in the two-dimensional Laurent expansion of 
V(x,y;t) . 	We shall now obtain the variances and covariances 
v..(t) by inverting (4.20) in a different manner to that of Bailey. 
13 
The expression 





in (4.20) inverts immediately to yield 
L(x,y;t) = exp{[2+v(x+x')+v(y+y 1)]t} 
which from (2.9) gives 
	
2t co 	CO 	 j 
(4.21) 	L(x,y;t) = e 	E E I,(2t)I(2vt)x 
i=_o j=--
1  
Hence, on inverting (4.20) by means of the convolution theorem 
(4.12), we have 
-1 
K(x,y;t) =ftL(x,y;t_T){[ (X++2)-v(x+x-1 
	-1 	-1 
+y+y -xy-x y )]W(xy;T) 
0 
and extraction of the appropriate coefficients of xy i on both 
sides of this expression yields the solution (_ < j,j<m) 
V. .(t) = f
t 2tt-s 
e 	E [ (A-i-i+2v)i. 	(2v(t-s))I. 	(2v(t-s)) 
13 	0 r=_CO 
 (2v(t-s))I. 	(2u(t-s)) - 'VI 	(2v(t-s))I. 	(2v(t-s)) i j-r +1-r 	j-r 
- vi. 	(2v(t-s))I j 
	 j 
(2'(t-s)) - vI. 	(2v(t-s))I 	(2v(t-s)) 
-1-r 	 i-r +l-r 
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+i i
-1-r 	 j-1-r 





Es 00 	 S€T (4.22) 	x {e 	E a I 	(2'vs) + ctf e I (2vT)dT}ds 
flr-n 	 0 	r 
t 2(t-s) 
+ a! e 	I. (2v(t-s))I.(2v(t-s))ds 
0 1 	 J 
To verify expression (4.22) we first note that V..(0) = 0 
(....co<,j<) as required. 	Now 
1 : i=O 
1. (0) = 	 11 1 	
O:iO 
whilst from Abramowitz and Stegun (1965), result (9.6.26), 
-p-- . (2vt) = u[i 	 i 
(2'vt) + I 	(2vt) 
i 
] 
dt 1 	 -i 	 +l 
Differentiation of (4.22) with respect to t and use of the above 
results retrieves the original differential equations (4.18). 
8.5 The Negative Binomial Approximation 
The comparison between the negative binomial approximation and 
the modified process was investigated at some length for the two- 
colony model in sections 4.3 and 7.3. 	On almost all accounts the 
former seemed to be the better approximation to the true 
distribution. We shall now derive an equivalent negative binomial 
approximation for the stepping-stone model, but we shall not include 
any analytic comparison between this distribution and the 
corresponding expression developed in section 8.2. 	Suffice it to 
say that the results for the two-colony comparison may well apply 
here. 
Consider the p.g.f. 
dk (t) 
rl_Ck()Zk  
(5.1) 	 G(z;t) = IT 
k=- [ lck(t) 
where ck(t) and  dk(t)  are unknown functions of time. 	On 
writing the infinite-dimensional vector 0= ••'°k'••• , where 
zkexp(Ok) (-<k<co) , we see that the c.g.f. 
K(0;t) = log G(z;t) 
is given by the expression 
0 
k 
(5.2) 	K(U;t) = 	E dElo(l_ce ) - 1og(l_c)] 
k=- 
Differentiation of (5.2) with respect to the 0k gives 
0 	0 
= 30 k _dkcke k
11 	k)  
B2K = -d k k 
	k 
c /(1-c e k)2 
k 
and 	 B2K 
BO Be = 
	 (kj) 
kj 
whence placing OkO  (--< k< 	in these differential coefficients 
we obtain 
(5.3) 	 mk(t)  = _dkck/(l_ck)  
together with 
(5.4) vkk(t) = _d,Kck/(1_ck)2 	vkh(t) E 0 	(_<k,h<a; hk) 
Here we have equated the approximate means and variances derived 
from the p.g.f. (5.1) to the true means and variances, these being 
given in greatest generality by expressions (4.15) and (4.22), 
respectively, 	Solving for c  	




	 ck(t) = 1 - xnk(t)/'Vkk(t)  
dk(t)  = _rn,(t)/(Vkk(t) _Mk  (t)) 
It follows from (4.3.13) that if an equilibrium situation 
exists, expression (5.1) represents the product of the p.g.f.'s 
of an infinite number of independent simple birth-death-immigration 
processes. The birth, death and immigration parameters of the 
kth process (-co<k<) , denoted by X, p 	and 	' 
respectively, satisfy the relations 
= ck()  = _dk() 
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CHAPTER 9 
VELOCITY OF PROPAGATION FOR STEPPING-STONE MODELS 
9.1 	Introduction 
Fisher (1936) and Kolmogorov, Petrovsky and Piscounov (1937) 
(henceforth abbreviated to KPP) independently attempted to determine 
the velocity of the wave of advance of an advantageous gene. For 
this purpose a population is assumed to be distributed in a linear 
habitat, such as a shore line. If at any point on the line a 
mutation occurs which confers a selective advantage, we may expect 
the mutants to diffuse into the surrounding population and eventually 
to take over the entire territory. The differential equation 
describing the velocity at which the advantageous gene spreads is a 
combination of a heat equation and a nonlinear term, and the authors 
mentioned above prove that this equation cannot admit velocities below 
a certain minimum c . Moreover, they show that all velocities in 
the range [c,©°) are possible. The Russian authors go on to prove 
that if the region occupied by an initial population of mutants is 
bounded, then two 'waves' travelling in opposite directions from that 
region will occur. Asymptotically the waves will have an invariant 
profile and a velocity equal to c 
Although no simple closed form solution to the original 
differential equation has yet been obtained, Montroll (1967) adds a 
further term to the equation which enables such a solution to be 
derived. There is controversy about the relevance of his solution 
to the original equation, but the paper certainly gives a 
considerable qualitative insight into the problem. The ideas of 
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Fisher and KPP are developed further by Canosa (1973) . He proves 
that the propagation velocity of the waves is linearly proportional 
to their thickness and he derives an analytic solution for the 
travelling wave profiles. Canosa makes the interesting point that 
Fisher and KPP's equation is equivalent to a model used to describe 
the evolution of the neutron population in a nuclear reactor. The 
neutrons develop by the sane physical processes as the mutants, 
that is, by diffusion and nonlinear local multiplication. Other 
interesting models for which similar results might reasonably be 
expected to hold include those developed by Marris (1970) for the 
spread of consumer demand and Zeldovitch (1951) for flame 
propagation. 
Recent work in this field has centred around the spatial spread 
of epidemics. Kendall (1965) employs the techniques of Fisher and 
KPP to examine travelling epidemic waves; his results are achieved 
by an approximation of the spatial dependence with the introduction 
of a diffusion term in the equation of propagation. Mollison (1972a) 
shows that, when the spatial distribution of contacts is more spread 
than that described by the negative exponential distribution, no 
finite bound can be set on the velocity of propagation. Mollison 
(1972b) further suggests that the diffusion-term approximations may 
be reasonable if and only if the spatial distribution of contacts is 
less spread than that described by the negative exponential 
distribution. 
In this Chapter I develop the velocity of propagation and 
the wave profile for a migrating population which spreads according 
to the stepping-stone model of Chapter 8. Unlike the authors above, 
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I shall not use a diffusion approximation to obtain the desired 
results (sections9.2-9.6). Indeed, the use of such an approximation 
gives rise to a totally different expression for the velocity 
(section 9.7). 
9.2 	First-Order Moments with General Linear Migration 
So far we have allowed migration to occur between nearest 
neighbours only. We shall now consider the more general migration 
distribution given by 
(2.1) Pr[an individual in colony j migrates to colony i+j 
in (t,t+St)] 




h= 1 ; 	h0  = 0 
Thus the total migration rate out of a colony is equal to v . For 
this model the Kolnrgorov forward differential equation for the 
p.g.f. G(z;t) is given by 
2G 	Co 	 2 	 3G (2.3) 	= {A(z.-z.) +p(l-z.) + v 	h (z 	-z )} 
at j=-. 	 j—co 	 I 
We may now obtain the system of difference-differential equations 
for m(t), the mean number of individuals in colony i at time t , 
by differentiating both sides of equation (2.3) with respct to 
the dummy variables z. and then placing z.l (—co <i <-). This 
procedure yields 
00 (2.4) 	drn. 1 (t)/dt= (A-p-v)m.(t) + v E	m..(t)h. 	
(--co  
Note that we have suppressed immigration. On applying the Laplace 
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transformation (2.3.3) to both sides of equation (2.4) we have 
(2.5) 	sm(s) - a1  
. = ( A-ij-v)m(s) +v 	m 	.(s)h. 
1   
J=—o 
where 
m. (0) = a. 
1 	1 
denotes the initial number of individuals in colony i at time t=0 
Define the generating functions 
1 
	 CO M*(s,z) = 
	
rn(s)z and H(z) = 	E h.z1  
where IzI <1 . Then multiplication of both sides of (2.5) by z 
and summation of the result over the range —co <i<co yields 
wi 
	
M*(S ,Z ) [s-A+p+v-H(z)] = 
	
az 
and this expression inverts to give 
m 1  .(t) z =e 
	exp{vt E h.z}[ Z a]z] 
j 	3 i=-CO 	 =_., 	 k=-co 
In particular, if the initial population at time t=0 consists of a 
single individual in colony 0, so that a0 1.  
=1 and a.=0 (i0) , we 
have 
CO 	
i 	(X—P—V)t{t 	h z .} (2.6) 	
1 
m.(t)z =e 
9.3 	Velocities of Propagation for Nearest-Neighbour Migration 
9.3.i Approximations to the velocities for large t 
If an individual has to pass through all the intervening 
colonies i±l,...,jl in order to travel from colony i to 
colony j , we may regard migration as being between nearest 
neighbours only. Let us therefore consider the migration distribution 
h1 = va/v ; 	h 1  = va/v 	; 	h. = 0 otherwise 
Then as (2.2) implies 
v=v1+v2  
expression (2.6) may be written as 
(3.1) 	
1 
m. (t)z1  
00 
Expanding the right hand side of (3.1) in powers of z and comparing 
coefficients of z on both sides of the resulting expression we 
get 
2k 





( 1 	 (—oo<j<OD) 
k=O (i+k) 









. (t) =e I. (2tv'( \)1V2)) 	(-00<i <oo) 
where I. 
1 (x) denotes the modified Bessel function of the first kind. 
Note that if individuals may migrate one step to the right only, so 
that v 2=O , expression (3.2) simplifies to 
1)t 
(3.4) 	 m 1(t) =e 	( 1t)3 /(i) 	 (i-O,1,2,...) 
If 	V 
1 
=V so that there is no 'migration gradient', expression (3.2) 
reduces to Bailey's result (8.1.3) for the situation in which a0=1 
and a.=O (i/O) 
As t increases, the population will continue to spread over 
an ever-increasing number of colonies if the net growth rate A-p 
is positive. The process may, therefore, be envisaged as a 
population wave spreading over the integer axis. Let us define the 
position i of the wavefront at time t by means of the condition 
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that 
(3.5) 	 m.(t) = K 
where K is some assigned constant. 
Let us assume that subject to this definition the wavefront 
possesses an asymptotic velocity c , so that 
(3.6) 	 i*ct 




(3.7) 	m (t) =e ct 	 (v1/v2) 	I t(2t/(v1v2)) 
But it follows from result (9.7.7) of Abramowitz and Stegun (1965) 
that for large x 




(3.9) 	 n = (l+y2)½ +logy/[l+(l+y2)½]} 





(3.9a) 	n = (1+4v1v2/c2)12 + 
Putting 
M (t) = K 
and taking logs on both sides of (3.10) we get 
(3.11) 	const.'-½1og(t) +t[cn+ ()L-1.i---v1--v 2) +½clog('u1/v2)] 
Thus for large t 
(3.12) 	V1+v2+p-X= (c2+4v1v2) 12  _ clog{ [c+(c2+4v1v2)½J/(21)} 
The required asymptotic velocity c is therefore a root of equation 
(3.12) 
Equation (3.12) was also derived by substituting for i=ct in 
expression (3.2) and putting 
	
(3.13) 	 Yk(t) =const. 
where Yk(t)  denotes the term of maximum order in t in the 
summation. This method does not involve using the asymptotic 
result (3.8), but relies instead on the rather dubious assumption 
that conditions (3.5) and (3.13) are equivalent. 
Suppose A> jj so that the total mean population size is 
increasing. Then the LHS of expression (3.12) is equal to 
In order to examine the RHS put 
(3.14) 	x(c) = (c2+4v1v2)½ _clog{[c+(c2+412) /(21) 
As 	c -) -+c 
x(c) --c- clog (c/v1) -* 00 - 
whilst as c - - 
x(c) c 
= c - clog{ (-c/2'v1) [-1+1+2v12/c2 
-*c -clog v2+ clog (-c) 
Moreover, 
½ (3.15) 	 x(0) =2(v1v2) 
Differentiating (3.14) to find the turning points we get 
dx/dc = -1og1(1/2 1) [c+(c2i-4v1v2) ½]} 
d2x/dc2 = - (c2+4v1v2) ½ 
Thus dx/dc =0 when 
c+ (c2+4v1v2)½=2v1 
i.e. when 
c=v1 -v2  
and this value corresponds to a maximum as 
d2x/dc2 =-1/(v1+v2) <0 at 
But 
x(\1-v2) = (v1+v2) - (\1-v2) log{ (1/2v1)[ (v1 v2) + (v1+v2)J} 
= l2 
>LHS of expression (3.12). 
Hence we have the situation as shown in figure 9.1. Equation (3.14) 
clearly has two real roots c_ and c+  which correspond to the 
Figure 9.1 
The wavefront velocities c and c determined from 
the equation x(c) =v1+v2+p-X 
(For explanation see text) 
c 
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velocities of the left and right wavefronts respectively. Two 
distinct wavefronts exist because the population spreads along a 
line, and these wavefronts need not necessarily move in opposite 
directions. 
Suppose we have a drift to the right, so that v >V . Then 
using (3.15) , we see from figure 9.1 that c=0 when 




(3.16) 	 X-p= (v1 \2) 
Furthermore, if v1>v2 the left hand boundary moves asymptotically 







respectively. If 'l<2  expression (3.16) still holds, but the 
above inequalities, which now refer to the right hand boundary, are 
reversed. 
A possible objection to the above approach is that on 
substituting from (3.12) into (3.10) we have 
(3.17) 	 mt(t) (2ct)½(1+4v12/c2)¼ 
which appears to contradict condition (3.5). However, (3.5) is far 
more stringent than is really necessary. In fact, provided we 
employ a condition of the form 
(3.18) 	 m. (t) = 
1* 
Kt a 
for some constants K> 0 and (I we obtain the same velocities c 
and c_ . For if we use (3.18) in place of (3.5), equation (3.11) 
becomes 
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(/t) log (t)--(l/2t) log (t) + [c+(A-- 1-v2)+clog(v1/v2)] 
i.e. 	 cfl+(X-p--V1-\)2) +c1og(v1/\2) =0 
which leads to equation (3.12) as before. 
9.3.ii 	One-way migration 
If v2=O , so that migration may occur only to the right, the 
above argument becomes far simpler. For the generating function (3.1) 
yields 
(X-p--V1)t 
(3.4) 	m.(t)=e 	 (V it) '/(jJ) 	(i=0,1,2,...), 
which has a Poisson form as opposed to the Bessel form of (3.3). 
Put 
m.(t) = const. 
take logs of both sides and apply Stirling's formula 
(3.19) 	 i(2)½e li+½ 
This procedure yields 
( 1 X) t'ilog(\1t/i) + i - ½log(i) 
Letting i=ct and considering i and t large as above we have 
(3.20) 	 v1+1.!-A= clog (v1/c) +c 
The required velocity c is therefore a root of equation (3.20) 
Exactly the same result is obtained if we place v 
2=0 in the more 
general expression (3.12). 
We may now apply a parallel argument to that following 
expression (3.12) . Denote 
(3.21) 	 x(c) = clog(V1/c) +c 
and suppose A > p 50 that the total mean population size is 
increasing. Then the LES of expression (3.20) is equal to 
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v1+ji-A < vi 
Now as v2=0 , all colonies sited in positions i <0 are permanently 
empty, and so c must lie in the range [O,cx) . Clearly 
X(0) =x(v1e) =0 
with 
x(c)-±--a as c+ 
and on differentiating (3.21) with respect to c we see that x(c) 
reaches its maximum value V when c=v1 . Hence we have the 
situation as shown in figure 9.2. 
Figure 9.2 
The wavefront velocities c and c_ determined from the 
equation x(c) =v1+.i-A 	one-way migration 
(For explanation see text). 
C 
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(1) If v1+p-X>0 , equation (3.20) clearly has two real roots c 
and c , corresponding to the velocities of the left and right 
wavefronts respectively, where 
(3.22) 
(ii) If 	 then c=0 and c=\)1e , whilst if 
equation (3.20) has a unique real root c+ >v e  . In both of these 
cases m.(t) -- 	as t-'- 	for all i=0,l,2,..., and so only the 
right wavefront exists. 
9.3.iii Eidemioloaical examples of velocities 
In order that the reader may gain some idea of the range of 
velocities observed in practice, we present the following three 
epidemiological examples. 
In Glasgow during the early part of the present century annual 
or biennial outbreaks of measles crossed the city at a rate of about 
1 km./month. This rate of advance was so slow that in some winters 
not all of the city was affected, and this usually led to a more 
severe outbreak the following year (Halliday (1929), Bailey (1957)). 
In 1348 and 1349 the Black Death travelled northwards across 
Western Europe at around 50-100 kms./month (Ziegler (1969)). Stem 
rust, which is caused by a fungus with light airborne spares, has 
been known to travel from Texas to Canada at an average rate of over 
500 kms./month in favourable spring weather (takman and Harrar (1957)). 
9.4 	Velocities for Nearest-Neighbour Migration based on Tail 
Aggregates 
Expression (3.12) has been determined under the definition that 
the required velocity c at time t is the relevant root of the 
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equation uat.  o
(4.1) 	 m Ct  (t) = const. 
An alternative definition of velocity is given by c=i*/t , where 
i 	is given by 
00 
(4.2) 	 E m.(t) = const. 
j=i* J 
Here the whole tail of the population spread is taken into account 
instead of the mean number of individuals at a single colony alone. 
The question arises as to whether the velocities derived from 
conditions (4.1) and (4.2) are the same. 
Summing expressions (3.2) we have 
00 	 00 tv'(vy2) 
2k 
v)t 	 ________ n+i 	__ __ __ 
CO 
 (4.3) 	Z m .(t)=e (1t) 	 _  
n=0 	 n=0 	k=0 (n+i+k) 
Each term on the right hand side is non-negative, and on placing z=1 
in (3.1) and noting that m.(t) >0 for all —o<i<co and t>0 we 
see that 
00 	 OD 
(X-p)t m (t)< n+i 	 3- n=0 	j=-a 
Thus the summation signs in expression (4.3) may be interchanged,whence 
CO 	 (t 
(4.4) 	m .(t) =e t(v1t)1 	
2k 	(v1t)(i+k) 
fl+1 






(4.5) 	 =1+ 
n=l (i+k+1) .. . (i+k+n) 
and replace i by c + t . Then 
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n 
CO 	 vi  
Qk = 1 + E n=l [c+ (k+1) /t] ... [c+ (k+n) /t] 
Thus under the assumption that c> V, , we have that 
CO 
( 1/c n=O) = (1-1/c) -1 
for all t>O and k=0,1,2,... 	Substituting this inequality into 
(4.4) we get 
CO 
(4.6) 	m.(t) <m.(t) <m.(t)(l-v1/c) 1 	(c> 1) 	, 
so conditions (4.1) and (4.2) are equivalent. A corresponding result 
may be derived for the left-hand wavefront. 
It follows from figure 9.2 that if v2=O , so that migration 
occurs to the right only, c+>vl provided, of course, that A>p 
However, if V 
2  >0 we see from figure 9.1 that c+  may take any 
value in the range ( 12,c.). Thus for certain parameter values 
we have Vi/c+ >1 and the argument above breaks down. 
Indeed, Qk(t) -- 	as t--c for all k=0,1,2,... . For (4.5) 
gives 
/ co (V t 
( n=O \ 
which on putting i=c+t 
00 	
n 
Assume v >c and choose N(t) such that for fixed k 
c+ (k+N)/t<Vi<c++ (k+N+1)/t 
Then 
Nf 




However, all is not yet lost. For if we could prove that 
Qk =o(td) 	(k=o,l,2,...) 
for some constant d , an argument similar to that following (3.18) 
would show that conditions (4.1) and (4.2) are equivalent. 
Unfortunately, by writing (4.5) in the form 
') t i+k-1 
k (i+k)(v1t) 	 -. E (\1t) '1/n] 
n=0 
and noting that if v 1  t > i+k-1 then 
max 	[(v1t)/n] = ( \1t)kl/(i+k_l) 
0<n <i+k-1 
we may show that for every integer k>0 there exists a Tk>O  such 
that 
(4.8) 	 Qk>ebt 	(t>Tk) 
for some constant b >0 . However, T  -c as k -)--  and so result 
(4.8) does not lead to a proof that conditions (4.1) and (4.2) yield 
different velocities but merely shows that this present combinatorial 
approach is no longer worth pursuing. 
In the following section we shall prove that in the vicinity of 
the wavefront the m.(t) decrease at least geometrically as i 
increases and t remains fixed. Thus it seems intuitively reasonable 
that the two conditions (4.1) and (4.2) should yield identical 
velocities. Mollison has proved this (at present unpublished) by 
using an analytic as opposed to a combinatorial approach. 
9.5 	The Effect of Migration Rate on Velocity 
Although it is not possible to obtain an explicit solution to 
equation (3.12) in closed form, numerical solutions are easily 
derived by the use of, for example, Newton's rule. This states that 
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if a is an approximation to a root of f(z)=0 , then in general a 
better approximation is a+Sr , where 
(5.1) 
For simplicity let us restrict our attention to one-way 
migration (v1=v; V2=0). Then the velocity of the right-hand 
wavefront is given by the largest positive root of equation (3.20), 
namely 
(5.2) 	 f(c) = clog(v/c) + c + 
where 	=X-p-v . Differentiating (5.2) we get 
f'(c) = log (V/c) 
and so 
f(c)/f'(c) =c+ (c+) /log (v/c) 
Thus if {c} is a sequence of approximations generated by (5.1) 




= (c-i-) /log (c/v) 




The above technique was used to generate values of c for 
the parameter values 
A-p=l 	and v = 0.01(0.01)0.10 ; 0.1(0.1)9.0 , 
and the curves corresponding to the two ranges of ' are plotted in 
figure 9.3. From a starting value of c0=2v, at most 8 and often as 
few as 4 iterations were required to achieve an accuracy of within 






begins to move away from zero, and then as v becomes larger it 
quickly flattens out. Now as V increases, the probability that a 
given event is a migration tends to 1, and so for large values of 
the effect of the fixed growth rate X-p should be negligible. An 
inspection of figure 9.2 leads us to the conjecture that c+/'u±l  as 
This conjecture is easily proved. For write 
(5.4) 	 c/=a0+a1vd+a2v2d+... 
where d and a. (i=0,l,2,...) are unknown constants, and place 
(5.4) into(5.2), namely 
(5.5) 	-(c/v) log (c/v) + (dv) + (X-P)/v-l=Q 
Expanding log(c/v) in powers of v and writing down the constant 
term we obtain 
(5.6) 	 -a0  log (a0) +a0-l=0 
which has a solution a0=l . But (5.6) corresponds exactly to 
expression (3.20) if a0=d/v and X=p , whence it follows from 
figure 9.2 that a0=1 is the unique solution. 
The remaining terms in the expansion of (5.5) reduce to 
2 2d 	-1 	2d V + (X-i.i)v +o(v ) =0 
Thus we may take 
d= -½ 	and a1={2(A_1)}½ 
which gives 
(5.7) 	 d/v=l+V{2(X_)}½+o(v) 
The function c/v clearly approaches the asymptotic value 1 
extremely slowly. For example, with ?-ji=l 
c=l2.321 and 13.564 when v=8 and 9 , 
respectively, which gives a gradient of 1.243 between the two points 
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(see figure 9.3). Even when v is as large as 200, expression 
(5.7) yields c/v—l.lO. 
9.6 	The Wave Shape of First-Order Moments for Nearest-Neighbour 
Migration 
9.6.i First-order moments near the wavefront 
Consider a smooth curve drawn through the points m.(t) where 
t>O is assumed fixed and - <j<a . This curve, which is 
illustrated in figure 9.4, may be thoughtof as representing a 
travelling wave. Features of interest include the structure of the 
wave at the wavefronts themselves and the position and velocity of the 
mode and points of steepest slope. 
In order to investigate the structure of the wavefront we shall 
consider the function m 
c t+k(t)/m t 	
. This is the ratio of 
Figure 9.4 
The shape of the function m.(t) for fixed t and varying 
(For explanation see text) 
1 
- 	 - I I + 	 •1- 
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the mean number of individuals in two colonies, situated near the 
wavefront, which are a distance k apart. For typographical 
convenience let us write c for c . Putting i=ct+k in (3.3) 
we have 
in ct+k (t) =et(v1/2) ½(ct+k) I ct+k E(ct+k){2(vlv2)(c+k/t)}] 
which from result (3.8) may be approximated for large t by 
(6.1) 	in ct+k (t) e1t l " 2 	e 
½(ct+k) (ct+k)' [27r(ct+k)] 
[1 + 4v 1v2 (c+k/t) _2
]  -¼ 
where 
(6.2) 	= [1+4v1v2(c+k/t) 21½_ log{[(c+k/t)  +[(c+k/t)2+4V12]½] 
½ +2(v1v2) } 
Dividing expression (6.1) by (3.10) we get 
(6.3) 	M 
ct+k 	/ t(t) -(v1/v2) ½k e 
 (ct+k) '-ct  
where r is given by (3.9a) and r' by (6.2). After a little 
algebra the exponential term reduces to the asymptotic value 
½ 	 ½ {[c+(c2  +4v1v2) ]/2(12) -k  
whence 
½k (6.4) 	 in 
ct+k 	ct 
(t) /M (t) -{2v1/[c+(c2+4 1v2) ]} 
Now we see from figure 9.1 that c>v1v2 . Hence as 
c++(cF4vlv2)½ is an increasing function of c+ 
C++ (c+4v1v2)½> (v1-v2) + 1+v2) 2 l 
Therefore, in the vicinity of the wavefront, the m.(t) asymptotically 
decrease geometrically at rate 
2 1/ [c++(c+412) 
12 
as I increases. 
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9.6.ii The modal first-order moments 
To determine the value of i which maximises the function 
m.(t) , where t is considered fixed, we may either treat the 
integer i as a continuous variable and differentiate m.(t) with 
respect to it, or we may find that value of ± for which 
m. 1(t) <m.(t) >m. 1(t) 
(care must be taken to ensure that this discrete search yields a 
global and not a local maximum). Both of these approaches produce 






to be the 
kth 
 term of the summation on the right hand side of 
expression (3.2). Then on using Stirling's formula (3.19) we have 
(6.5) log[Y(t)] - i+ 2k+2klog[t/(v1v2)] - (i+k+½) log (i+k) 
- (k+½) log (k) 
For the purpose of differentiation consider the integer k to be 
replaced by a continuous variable. Then differentiation of both 
sides of (6.5) with respect to k yields (for k large) 
- [log [Y(t)]] -2log[tI(u1v2)] - log [k(i+k)] 






[A comparable result is obtained if we seek the value of k which 






)) 	(t/(12)) 2(k+l) 
< 	 > 
(i+k-l) (k-i) ! 	(i-i-k) k,! 	(i+k-i-l) (k-i-i) 
Equation (6.6) has roots 
k11k2=½[-i± (i2+41v2t2)½ 
But k>0 , and so for fixed t>O the maximum value of Yk(t) 
denoted by Y max (t) , occurs when 
(6.7) 	 k=k1=½[_i+(i2+4V1v2t2)½] 
Let us therefore write expression (3.2) in the form 
(6.8) 	 m.(t) =e 	_tvlty 
max  (t) [l+o(l)] 
Define the mode to be at position i at time t>0 if 
(6.9) 	 m.½ (t) =m,(t) 
where i is now taken to be continuous. [Alternatively, consider 
the inequalities rn. 1 (t) <m.(t) > rn. i-1 (t)] . Then substituting from 
(6.8) into (6.9) we get 
(1t)i½(t/(v1v2))l (v1t)'(tJ(v12))1[l+o(l)1 
r(i+k1-i-½) k1 	 r (i-I-k14-3/2) k1  
i.e. 
(6.10) 	 i+k1+½ = v1t[l+o(l)J 
Here we denote the gamma-function by 
f 
cx x-1 -t
(6.11) 	 r(x) =t 	e dt 
o  
On combining (6.7) and (6.10) we deduce that for large t 
(i2/t2 + 4 12) -'(2v1 - ut)2  
and this gives 
(6.12) 	 ut = v1-v 
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Thus the asymptotic velocity of the mode is simply the difference 
between the two migration rates v1 and v . This certainly 
seems intuitively reasonable. 
In order to obtain result (6.12) we have replaced the true 
value of m.(t) at time t>O by its term of maximum magnitude 
which is given by (6.8) . A partial justification for this approach 
is provided by the comment immediately after expression (3.12); 
namely, that the same velocities c and c_ are obtained if the 
condition m. 1 (t) = constant is replaced by Y max (t) =constant. 
9.6.iii Points of steepest slope in the wave for one-way migration 
It follows from figure 9.4 that the wave possesses two points 
of steepest slope. We shall derive the velocities of these two 
points under the assumption of one-way migration ( 2-O). The gain 
in information by considering 2 >0 would be far outweighed by an 
excessive increase in the amount of algebra. 
For fixed t>O the modulus of the gradient, 	m1(t)_m(t) I 
is a maximum when 
m. 1 (t) -m.(t) 	m.(t) -m. 1(t) 
(This condition for determining the 'points of inflexion' is the 
discrete equivalent of equating the second-order derivative of a 
continuous function to zero). Thus on substituting for m.(t) from 
(3.4) we get 








Hence the points of steepest slope are at a + t and at , where 
	
(6.13) 	a+v1 + (V1/t)½ 	and 	avi_( v1/t)½ 
correspond to their velocities. 
9.6.iv The time maxima of first-order moments 
On retaining the assumption that v2=0 we may deduce from 
(3.4) that if X-11- 1 >0 each m.(t) (1=0,1,2,...) increases 
without bound as t -*o' . However, if A-i-v1 <0 each m.(t) 
reaches a maximum value m. 1 at some time t=t. >0 . For on 1 
differentiating expression (3.4) we get 
1)t 	i-i dm.(t)/dt = e 	'1t 	[()L-i-'v1)t+i]/(iJ) 




This turning point t. corresponds to the maximum value of m.(t), 
namely 
(6.15) 	 m. 
1 
=e1(i)l[V1i/(p+v1_A)]1 
If we apply Stirling's formula (3.19), expression (6.15) simplifies 
In 
(6.16) 	 m. 	(2i)½ 
1 
[v1/(p+v1_A)]i 
Now 1.i+v1-A>0 , and so as i tends to infinity the maxima m. 
either increase or decrease 'almost geometrically' at rate 
according as 	 or X<jj , respectively. If X=p we have 
- 
M . 	'(27r1) 1 
From (6.14) 




Thus the maxima m. may be regarded as generating a wave emanating 
from the origin which has an asymptotic velocity equal to (u+v1-),) 
9.7 	Birth-Death-Migration Models in Continuous State Space 
9.7.i Velocity of propagation in two-dimensional space 
Consider a simple continuous state space birth-death-migration 
process in two dimensions such that an individual in position v has 
birth rate A(v) , death rate p(v) and migration rate v(u-v) from 
v to U 	Note that we are assuming that the migration distribution 
is spatially homogeneous, that is v (u-v) depends solely on the 
vector difference u-v and not on the absolute values of U and V 
themselves. Let pt(v)  denote the probability of extinction of the 
process by time t given that the initial population at time t=O 
consists of a single individual at v . Then consideration of all 
possible transitions in the first infinitesimal time interval 
(0,3t) yields 
(7.1) 	dpt(v)/dt=X(v)p (v) _p(v) [x(v)+i(v)+fv(u-v)du] + 11 (v) 
(v-u) Pt  (u) 
If A and j.j are independent of the position vector v we may 
assume that the probability of extinction pt(v)  is independent of 
v for all v , and so equation (7.1) reduces to 
dpt(v)/dt=Ap(v) - (x+p 	+i.i 
which is the well-known equation for the probability of ultimate 
extinction of a simple one-colony birth and death process. Thus 
(7.2) 	Pt 
 (v) 	p 	= (ji-p (A-P) e 	
) (p-Xe (A-P)t  -1 
(Cox and Miller (1965) , p.166). 
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Denote the average number of individuals at time t in the 
element of area dr by f(r;t)dr . Then, considering all possible 
changes in the infinitesimal time interval (t,t+5t) , we have 
(7.3) 	f (r; t+ 6t) = £ (r; t) + f (r; t) [x (r) -p (r) -vi 5t+ 6t $ v(r-s) f(s) ds 
where 
(7.4) 	 v fv(u)du 
denotes the overall rate of migration. All integrals are taken over 
the whole space 	2 • Letting ót -+o in (7.3) we obtain the equation 
(7.5) 	3f(r;t)/t= [X(r)-p(r)-vjf(r;t) +fv(r-s)f(s;t)ds 
Denote the Fourier transforms of f (r; t) and v (r) by 
f*(e;t) =fl 
CO 	e i(0 x+0 1 	2 y) 
 f(x,y;t)dxdy 
and 
i(0 x+0 y) 
V* (0) =:e 	
1 2 	
v(x,y)dxdy 
where 0= (01102). Then taking the Fourier transformation of both 
sides of equation (7.5) and integrating we obtain, for A(r)=A 
and p(r)=i 
(7.6) 	f*(0;t) = cpnst.exp{(X_p_v)t}expv*(0)t} 
If we assume that at t=O the initial population consists of a 
single individual at r=O , we have 
f(x,y;O) = 6(x)6(y) 
and so 
(7.7) 	 f* (0;0) =1 
Here 6(x) denotes the Dirac delta function which has the property 
that 
(7.8) 	 6(x) =0 	(xLQ) 	; 	f6(x)dx=1 
-00 
Combining (7.6) and (7.7) we get 
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(79) 	 f*(O;t) =exp{(A_p_v)t}exp{v*(Q)t} 
Suppose that the migration distribution j(r) is bivariate 
normal with 
(7.10) 	 v(r) = (v/2'ia2)exp{-½(x2+y2)/cy2} 
Then for 	= (O1O2) 
V* (a) =vexp{-½a2(O+)} 
and for small a2 expression (7.9) becomes 
f*(o;t) =exp{(),-1j-v)t}exp{vt[l-½o2(e+e)+o(o2)J} 
Hence 
f* (O t) exp{ (A-11) t}exp{-½t 2 (e+e) } 
which inverts to give 
(7.11) f(x,y;t) (2vto2) 1exp{(X_p)t}exp{_½(x2+y2)/(to2)} 
It is worth noting that if (7.10) holds then expression 
(7.9) may be written in the form 
f*( ;t) =et ! 	exp[-½a2j(O+@)] 
which inverts to give 
(7.12) f(x,y;t) e __ t[(x)(y) + 	(2ja2) 	expf 	+ 
Now while f(r;t) is an average density which includes the 
zero contribution from cases where total extinction has occurred, 
the average density f'(r;t) conditional on no extinction is given 
by 
(7.13) 	 f'=f/[l-p(t)] 
Let us define the advance of the population wave by the condition 
that the integral of f' beyond a circle with centre 0 and 
radius R is to be an assigned constant. Then a comparison of 
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(7.2), (7.11) and (7.13) shows that for X>p 
V (x,y ;t) 	[A/(A-p)] (2tc2) 1e{ '(X-p)t}expt-½(x2+y2)/(vto2) } 
which, with z2=x2+y2 , gives 
f 	2zf'dz A [(X_) vt2] let f Co e_Z2/2 t02zdz  
= 	[X/(A_p)]ete -R2/2vt02 
Hence we require 
-R2/(2vta2) + (A-11)t = const. 
Put 
R = Vt 
Then for large R and t we require 
-v2/(2v 2) + (X-p) = 0 
and so the ultimate velocity of propagation of the wave is given by 
(7.14) 	 vO[2v(X_)]½ 
Skellam (1951) examined the rate of spread of muskrats which 
were introduced into central Europe in 1905. On five occasions in 
the succeeding 23 years the area occupied by the expanding 
population was mapped, so enabling contours to be drawn to show the 
population's extent at five different times. Although the contours 
are not circular, there is no evidence of drift, and it seems 
reasonable to treat the area within each contour as an estimate of 
(t) . Now as the muskrats spread into areas not occupied by 
potential competitors, it is reasonable to postulate that the muskrat 
population was increasing exponentially in numbers, whence it 
follows from (7.14) that the square root of the area within each 
contour should be linearly related to time. Skellam found that this 
relationship did, in fact, exist; in a plot of (area)½  versus 
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time the five points lie very close to a straight line passing through 
the origin. 
Bartlett (1960) derives a result similar to (7.14) for the 
spread of an epidemic wave. Here the transition probability rate of 
infection of a susceptible in the infinitesimal element of area ds 
by an infective in dr is assumed to be a function X(s-r) of the 
vector displacement s-r . In particular he assumes that 
A(x,y) = (A/2ircy2)exp -½(x2+y2)/a2} 
where a is small, so that only local infection occurs. He neglects 
the movement of susceptibles and replaces them by an average 'density' 
of ri susceptibles per unit area. Under these conditions Bartlett 
shows that the ultimate velocity of propagation of the epidemic wave 
is given by 
	
(7.15) 	 c[2nX(nX-p)] 	(nA>p) 
where p denotes the death rate of the infectives. Thus, on 
comparing (7.14) and (7.15), we see that as far as the velocities 
of the two waves are concerned the epidemic process may be considered 
as being equivalent to a birth-death-migration process with 
migration rate nX , birth rate nA and death rate 
If X<1 , then no such limiting velocity v exists. For 
-1 	 -(X 2+ 2/'2 	2 
f'(x,y;t) 	(2rvto2) (p/(-A))e 	Y 
ii 




Hence we require 
R2/2 tcy2 = const. 
which, with R=vt , gives 
(7.16) 	 v=0(t½) 
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Note that 47rR2/t =constant , and so the area occupied by the 
population has a constant rate of growth. 
9.7.ii Velocity of propagation in one-dimensional space 
We may consider the analagous process in one-dimensional space 
in a similar manner. Suppose that the migration distribution has 
a normal form with variance a2 and drift m . Then 
(7.17) 	 V(x) = v(2 Tr a2) 	p{-(x-m) 2/2 2} 
with Fourier transform 
(7.18) 	 \)*(0) =vexp{imo-½a202} 
Substituting for v *(o) from (7.18) into (7.9) we obtain 
(7.19) 	f*(O;t) =e Ptexp{vte(im0 ½ 0)} 
and for small m and a2 expression (7.19) becomes 
f*(O;t) e texp{vt[l+imO_½a2O2]} 
which inverts to give 
(7.20) f(x;t) (2vta2)½etexp{_(x_mvt)2/(2ta2)} 
The density is therefore a maximum at x=mvt when it has value 
(2irta2) 
Note that expression (7.19) may be written in the form 
f*(O;t) eh1t 	exp{j(im6-½cy202)} 
j=0  
which inverts to give 
(7.21) f(x;t) =et[(x) +j1 
	
(2j a2) 	xp{ 	a m) fl 
Expressions (7.12) and (7.21) are both mixtures of normal 
distributions with a Poisson mixing distribution. 
Let us define the advance of the population wave by means of 
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the condition that the density 
(7.22) 	 f'(R;t) = constant. 






Then on combining expressions (7.2), (7.13), (7.20) and (7.22) we see 
that for A>,i 
const. =tetexp{_(R_mVt)2/(2VtO2)} 
which, if we take logs of both sides, becomes 
const.=-log(t) + (A-p)t - (R-mvt)2/(2vto2) 
Put 
R = Vt 
Then for large R and t 
0 ()L-p) - (v-mv)2/(2v 2) 
and so the ultimate velocities of the left and right wavefronts, 
denoted by v_ and v respectively, are given by 
	
(7.23) 	 v,v=mv± 
It follows that the distance between the two wavefronts 




v 2[2v(y2()L_p)J , 
and if m >0 the left wavefront will move left or right according 
as my is less than or greater than [2vc2(A_p)J½ 
For A <p a similar argument shows that 
(7.24) 	v=mv+0(t½) and v=my-fQ(t) 
Thus after a suitable length of time, and conditional on no 
extinction before or at that time, the distance between the two 
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wavefronts remains constant. 
9.7.iii Comparison of velocities for one-dimensional continuous 
and nearest-neighbour stepping-stone models 
In deriving the velocities c+  and c_ for the stepping-stone 
model we assume that a migrating individual may make only discrete 
jumps of size +1 and -1. 	However, in evaluating the velocities v 
and v we allow jumps of any size x (_co <x <) where the random 
variable x has the normal form (7.17). 	We may ask whether the 
velocities c, c_ and v, v_ are at all comparable, and if so for 
what values of the parameters X, III 	and 
Suppose we have nearest-neighbour migration at rates V and 
to the right and left respectively. 	Then in any infinitesimal 
time period (t,t+5t) 
Pr [an individual moves one step to the right I  it migrates] 
= v1/(v1+v 2) 
(7.25) 
Pr[an individual moves one step to the left I it migrates] 
= v2/(v1+\2) 
whilst we see from (7.17) that the corresponding normal distribution 
is given by 
(7.26) 	 (2Tra2) exp{_(x_m)2/2a2} 
Let us equate m5t and o5t to the mean and variance of the 
distance travelled by an individual, which migrates according to the 
distribution (7.25), in the infinitesimal time interval (t,t+cSt) 
On writing 	 we see that this procedure yields 
mSt = (v1/\)5t(l) + 
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= (v1/v)5t(l)2 + (v2/v)5t(-1)2 - (m6t)2  
which, as St -* 0 , gives 
m = 	12),'v and a2 = i 
Substituting these vathes into (7.23) we obtain the normal 
approximation to the velocities c+  and c_ , namely 
(7.27) 	 c 
normal = (v 1 2 
-v ) ± [2v(X-p)] - 
Now we have previously shown that the ultimate velocities c+ 
and c_ of the two wavefronts are the roots of the equation 
(3.12) 	 = (c2+4v1v2)½ - clog{[c+(c2+4v1v2)½]/(2v1)} 
On putting 
(7.28) 	A - 	= cv and 	= 1 - [c+(c2+4v1v2)]/(2v1) 
we may write (3.12) as 
(7.29) 	 v(l-) = (c2+4v1v2)½ - clog(l-) 
(note that 1-6> 0) . 	Inverting the expression for 5 in (7.28) 
we get 
(7.30) 	 c = v1(1-6) - v2(1) 
whence 
(7.31) 	 (c2+4v1v2)½ = v1(16) + v2(1) 
Combining (7.29)-(7.31) we have 
(7.32) 	v(1-c) (1-6) = [v1(1-cS)2+v2] - [v1(l-cS)2-v2] log (1-6) 
If we consider c and cS to be 'small' and disregard terms of 
greater power than c and 62 , expression (7.32) reduces to 
(7.33) 	 6= ±(20 11 
when log(1-6) is expanded in powers of cS . 	Now from (7.30) 
c = V (1-6) - v2  (1-6)- 1 
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v2(1+5) 	(small 
v1 v2 vó 
But (7.28) and (7.33) combine to give 
cS = ±[2(X-i)/v] 
½ 
Hence 
(7.34) 	 C 	'i 	2± [2(X-p)] 
½ 
which agrees with (7.27). 
Thus provided £ and 5 are sufficiently small the velocities 
derived from the stepping-stone model and the continuous state space 
model are in close agreement. However, it follows from (7.28) and 
(7.33) that small 6 and 6 implies 
Hence, unless the net growth rate of the process is small in 
comparison with the sum of the migration rates, 'similar' migration 
patterns give rise to different velocities in the discrete and 
continuous cases. That some such difference exists is not 
surprising, for the distributions (7.25) and (7.26) possess completely 
different characteristics. 
9.8 	Stochastic Simulation of a One-Way Nearest-Neighbour Stepping- 
Although the stepping-stone model described in Chapter 8 is a 
stochastic process, the associated velocities and waveforms 
developed in this present chapter have been obtained by considering 
only the pattern of change in expected colony sizes. In order to 
assess the relevance of these deterministic results to their 
stochastic counterparts, a small simulation study was made of the 
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one-way migration model without death. Here p and V were both 
placed equal to zero. 
Except in one respect, the computer program written to simulate 
this model is directly analagous to the one described in Chapter 7, 
and so I shall not dwell too long on the computational aspects of it 
here. The complete program is reproduced in Appendix B; the 
notation used in it is self-explanatory. The differencebetween the 
two programs is that whereas before we had to keep a tally of the 
numbers in two colonies, this time there are an infinite number of 
colonies to be considered. 
We define an array N(l),...,N(lOCxD), where N(I) denotes the 
population size of colony (1-25) at a particular instant, and we 
use the initial conditions 
N(25) =1 	; 	N(I) =0 	(I25) 
Let R11, R2 and R denote different pseudo-random numbers 
generated by (7.1.3). 
(i) . Time to next event : lines 28-33 
This random variable is exponentially distributed with parameter 
QE (A-i-v1)(N(25)+...+N(POS)). Here P08>25 denotes the position 
of the right-hand wavefront, so that N(POS) >0 and N(J)=0 for 
POS<J<l030. Thus 
time to next event = - [log (R
1)]/Q 
(ii). Type of event lines 34-53 
The type of event is determined in an analagous manner to that 
described in section 7.2 for the two-colony model. An event occurs 
in colony I if 
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24+1 	 25+1 
E N(I+K) <R2[N(25)+...+N(POS)] < E N(I+K) 
K=25 	 K=25 
and the type of event is 
a birth if 0<R3 < A/(A+v) 
a migration one step to the right if A/(X+v) <R3 <l 
(iii) . Output 	lines 54-63 
The sizes of the 25 leading colonies N(POS-24),...,N(POS) are 
printed each time the wavefront advances by one unit. A typical 
example (X=l, 'v1=l) of output is given in Table 9.1, though for 
reasons of space only the leading 6 colonies are shown. The first 
column (P) denotes the site of the wavefront, and the second column 
(T) denotes the time at which this site was first occupied. 
The simulated population wave develops in a series of 
instantaneous jumps, and so any definition of a stochastic velocity 
or population waveform must involve some type of local 'smoothing' 
operation. The result of such a smoothing would itself be stochastic, 
but it should have (in some sense) a stationary distribution in the 
limit as T tends to infinity. A full-scale simulation of velocity 
and waveform distributions would be an interesting exercise (see 
Bailey (1967) and Mollison (1972a) for descriptions of simulated 
spatial stochastic epidemics), and work in the general area of simulated 
spatial stochastic processes certainly needs further development. 
We may make some progress even with the simple set of results 
given in Table 9.1. For I have already shown (result (6.4)) that in 
the vicinity of the wavefront the asymptotic mean population size 
decreases geometrically at rate 
(8.1) 	 2v1/[c+(c+4v1v2)½] 
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Table 9.1 
A simulated wavefront showing the sizes of the 6 leading colonies 
immediately after the advance of the population wave: Xv1 1, P=V 2=0 
P T 
0 0.0 1 
1 1.16 1 	1 
2 1.77 0 2 1 
3 1.98 0 3 1 	1 
4 2.74 0 4 4 3 1 
5 3.33 0 0 6 9 1 	1 
6 4.24 0 1 18 14 9 1 
7 4.79 0 18 24 26 10 	1 
8 4.86 20 25 29 13 0 1 
9 5.04 33 34 14 1 1 	1 
10 5.35 46 30 7 4 2 1 
11 5.74 54 24 9 4 3 	1 
12 5.95 35 13 7 5 0 1 
13 6.02 11 9 5 0 0 	1 
14 7.18 87 43 15 16 6 1 
15 7.34 55 24 20 8 1 	1 
16 7.72 60 27 17 7 1 1 
17 7.75 29 15 8 2 0 	1 
18 8.98 178 82 39 18 9 1 
19 9.01 86 44 17 10 0 	1 
20 9.50 124 54 23 6 2 1 
21 9.62 62 39 8 4 1 	1 
22 9.89 59 30 9 2 3 1 
23 10.22 58 23 8 2 4 	1 
24 10.54 51 16 8 8 3 1 
25 11.13 79 29 24 14 4 	1 
P - Position of wavefront 
T - Time of wavefront advance 
N 
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Now it follows from Figure 9.2 that when X= 	 and v,=l the 
velocity c 	is equal to e , whence (8.1) becomes e 1. Thus the 
expected values which correspond to P=co in Table 9.1 are 
5 	4 	3 	2 
e , e , e , e , e, 1 
i.e., to one decimal place, 
(8.2) 	148.4, 54.6, 20.1, 7.4, 2.7, 1 
The corresponding averages of the last 10 values (P=16,...,25) in 
each column are 
(8.3) 	 78.6, 35.9, 16.1, 7.3, 2.7, 1 
The comparison between the theoretical values (8.2) and the 
simulated values (8.3) is encouraging, especially in view of the fact 
that the expected numbers (8.2) are asymptotic values. Note that 
when 
(1) P=16 the mode is only 9 units from the wavefront 
(ii) P=25 the mode is only 12 units from the wavefront, 
and so it is hardly reasonable to say that a colony which is 5 units 
from the wavefront is 'in the vicinity of the wavefront'. It is not 
unnatural that the first 3 numbers in (8.3) are lower than the 
corresponding values in (8.2), as result (8.1) will not apply to 
colonies this far from the 'wavefront'. The simulation clearly needs 
to be greatly extended before any 'statistical comparison' can be 
made, but unfortunately the computing time rises exponentially fast 
with P . This is clearly a situation that calls for ingenuity in 
simulation. 
The results in Table 9.1 also support equation (3.20) which 
yields the (deterministic) velocity of propagation. A formal 
regression analysis of P against T over the range P=14,...,25 
-240- 
A simulated wavefront showing the sizes 
of the leading colonies immediately after 
the advance of the population wave: 
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yields a gradient of 
2.7028 
which compares very favourably with the value predicted from (3.20), 
namely 
e=2.7183 	(to 4 dec. places). 
When 	is substantially larger than the value 1 considered 
above, migrations will predominate over births and the wavefront 
will be dominated by what is essentially a superposition of 
independent simple random walks. Thus there may exist several 
'outliers' in front of the substantial mass of the wavefront. Figure 
9.5 shows a realization of the build-up of a wavefront corresponding 
to the parameter values X=l, p=v2 0 and v1=5 over the first 70 
advances of the wave. The profile becomes extremely steep when P=60, 
and by P=70 one individual has already advanced 4 clear units ahead 




10.1 Introduction 31 
The theory developed in Chapter 8 is based on the assumption 
that an individual leaving colony i must immediately enter either 
colony i-1 or colony i+l . We shall now drop this assumption 
and consider instead the general migration distribution given by 
(9.2.1), namely 
Pr[an individual in colony j migrates to colony i+j in (t,t+St)] 
= vht + o(St) 	 (_co<i,j<co) 
where 
00 
(9.2.2) 	 E h = 1 	; 	h 0 = 0 1  
i=-00 
 it follows (section 9.2) that 
(9.2.6) 	E m.(t)z1 = etexp{vt E hz} 
i=-00 1 	 j=-00  
J 
In this chapter expression (9.2.6) will be developed in two 
special cases. 	In the first {h.} is given by a geometric 
distribution, and in the second it assumes a more general form which 
is related to the spatial epidemic process studied by Mollison 
(1972a). Note that if the h.} may be reasonably approximated 
by a normal distribution with a small mean and variance then the 
diffusion result (9.7.20) applies. 
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10.2 First-Order Moments for Geometric Migration Rates 
Suppose 




where O< a <1 , so that individuals may migrate only to the right 
and the probability of migration from colony i to colony i+r 




as required, whilst for JazJ <1 
00 	r 	co r-lr (2.1) 	 E h 
r cz z = (1-a) E a 	z = z(1-a)/(l-z) 
r=l 
On substituting (2.1) into (9.2.6) we obtain 
03 	 n(A-n-v) t 	 _l}  Z m 
n 




(2.2) = ett 1 + E [v(l_a)tz]r 	(r+s_l)s/,] 
\sJ r=1 	 s=O 
The m(t) (n=0,1,2,...) may be derived as the coefficients of 
in (2.2), namely 
(A- .i- \)) t 
(2.3) m (t) = e 
and 
(A-1i--v) t n 	
In-r






The velocity of propagation corresponding to the mean values 
(2.3) and (2.4) has yet to be determined. 
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10.3 	More Extreme Migration Rates 
10.3.i Generating function for first-order moments 
Mollison (1972a) simulated the spatial propagation of infection 
for simple epidemic models. 	In these models the rate of infection 
of susceptibles at a point s at time t is proportional to the 
product of the number of susceptibles at s with an average value 
of the numbers of infectious individuals at all points, weighted 
according to their distances from s . 	Thus the total influence 
of all the infectives is taken to be 
f 	Y(s-r)dV(r) 
space 
where Y(x) denotes the number of infectives at the point x and 
V(r) is a weighting function. 
He simulates the development of the wavefront for this spatial 
process for various forms of the weighting function V(x) . When 
V(x) is exponentially bounded, so that 
(3.1) 	1 	e 
kx 
 dV(x) < 	for some constant k > 0 
space 
the wavefront is observed to advance at a steady rate. When 
condition (3.1) is not satisfied and V(x) is of 'just infinite 
variance' (fx2CdV(x) converges for arbitrarily small c > 0 but 
diverges for c < 0) the wavefront progresses in wilder and wilder 
leaps forward. 	Mollison's (1972a) paper contains several 
interesting diagrams which show the development of such simulated 
wavefronts. 
A particularly interesting case is an intermediate one, when 
V(x) is of finite variance but is not exponentially bounded. Here 
the simulated wavefronts develop in a mixture of steady progress and 
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great leaps forward and this behaviour could not be forecast by 
local approximation equations. Mollison remarks that if one could 
show that the distributions of light windborne objects (such as 
certain kinds of germs and plant seeds) are of this type, new light 
might be thrown on a number of problems which involve geographical 
spread. For example, it might explain why outbreaks of epidemics 
or mutant species sometimes appear to have several origins. For 
further references see Chamberlain (1970); Davies, Lewis and 
Randall (1968), and Norris and Harper (1970). 	Tinline (1970) 
considers the related problem of the 1967-1968 outbreak of foot and 
mouth disease. 
In order to simulate the propagation of a spatial epidemic 
which has a weighting function that does not satisfy condition 
(3.1), Mollison (1972a) let V(x) be of the form 
(3.2) 	 k[ll(IxJ+u)] 1 	 (-<x<) 
for r equal to 3 and 4. Here k   is the appropriate normalizing 
constant. Although no analytic results are available for his 
epidemic process, we may develop a representation for the mean 
values m(t) (n=0,l,2,...) for the corresponding migration process 
with one-way migration. 
Let us write the analogue to (3.2) in the form 
r 	-1 











S(z)E 	hz =k 
r 	 n r 	n(n+l) ... (n+r) 




= (3.4) 	 k E 
r 	- nF(r+2+n) n=0 
where F(x) denotes the Gamma function. 	But the Gauss 





(11<1) (3.5) 	2F1,b,c, 	r(a)r(b) nF(c+n) 
n=0 
(Abramowitz and Stegun (1965), result (15.1.1)),and a comparison of 
expressions (3.4) and (3.5) yields 
(3.6) 	 S (z) = [zk /(r+l)] 2 1 F (1,1;r+2;z) r 	r  
To determine the normalizing constant k  , we place z=l in 
expression (3.5) and use the results that when z=1 
S (1) = 1 
r 
and 
r (c) F (c-a-b) 
= 	 (cO,-1,-2,... ; 	(c-a-b) >0) F (c-a) F (c-b) 
(3.7) 
(Abramowitz and Stegun (1965), result (15.1.20)). 	This yields 
(3.8) 	 k = r.r! 
r 
whence (3.6) becomes 
(3.9) 	S (z) E 	h z = [zr/(r+1)] 2 1 F (1,1;r+2;z) r 	 n  n=-00 
 (3.9) into (9.2.6) we obtain the solution 
CO 	 n 
(3.10) 	m(t) z = e 	-\)t{[ vtrz/(r+1)] 2F1(1,1;r+2;z) } 
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The exponent of the exponential in expression (3.10) is a 
power series in z , and so expressions for the m(t) will be 
difficult to derive. However, an alternative representation may 
be obtained for this enerating function which appears to have a 
more promising form. 
On splitting h into partial fractions we may write 
n 
CO 	 Z 
S (z)=r.r! E r 	 n(n+l) ... (n+r) 
n=l 
= r.r 	
+ (-l)[ i (r-i) !] -1 + 
	+ 
n=1 	
n 	 n+i 	 n+r 
r S  
=r.r E 	. 
	
[-log(l-z) - 
i=0 z i (r-i) ! 	 s=l 
[we denote 	E (zS/s)  E 0 when i=01 
s=1 
	
-lr 	 r 1 -lr 	is-i 
(3.11) 	= -r(l-z ) log(l-z) - r E 	E s (.)(_l) z 
i=l s=1 	1 
Combining (3.11) and (9.2.6) we obtain the solution 
(3.12) 
co 
 m (t) 	
= (X-p-)t 	_rvt(1_zl)r 
z e 	(l-z) 
n=0 n 	 rj -1 r 	is-i 
x expl-r't E 	s 1 (-1) z 	} 
1=1 s-1 
Ideally we would like to obtain the m(t) from the 
coefficients of the z1 in the expansion of either expressions 
(3.10) or (3.12), and from these mean values develop a family of 
velocities corresponding to r = 1,2,3,... . 	Moments of the 
distribution (3.3) for h.} are finite up to order r-1 whilst 
all moments of higher order are infinite, and it would be 
interesting to compare the velocities for different values of r 
If the same qualitative results hold for our spatial migration 
N 
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process as for Mollison's epidemic process, the velocities of 
greatest interest should correspond to r=2 and r=3 . A 
simulation study of the velocity of propagation of the wavefront 
has not yet been performed, and so at the present time we may only 
make the following conjectures. 
When r=2 the mean is finite and the variance is 'just 
CO 
	 2-c 
infinite' (Ei(1) (i+2) converges for arbitrarily 
small c > 0 and diverges for c < 0) - the wavefront 
will progress by greater and greater leaps forward as 
individuals in the vicinity of the wavefront migrate 
by larger and larger jumps because of the infinite 
variance of Ch2} 
When r=3 the mean and variance are both finite - the 
wavefront will advance in a mixture of steady progress 
and leaps forward, but the finite variance will ensure 
that the leaps will be sufficiently small for the 
population to 'catch up on itself'. 
In the above discussion it must not be forgotten that 
observed or simulated wavefronts refer to a stochastic development, 
whilst theoretical velocities, which are calculated from mean 
values, refer to a deterministic development. For small values of 
r the theoretical and observed velocities will therefore almost 
certainly have little in common because of the 'leaping behaviour' 
described above, unfortunately the only value of r for which we 
have isolated the m(t) from their generating function is r=l , 
and as well as this being the smallest value of r allowed both the 
N 
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mean and the variance of {h1} are infinite 	However, the 
derivation of the m (t) for r=1 is presented below as it 
	
n 	 - 
demonstrates the type of solution we might expect for higher values 
of r 
10.3.ii First-order moments (r=l) 
Placing r=l in expression (3.12) we have 
CO 
(3.13) 	 m Ct) 	= 	_11) t(l_Z)t(zh z e 
n=O n 
Now 
fl 	 k 
(x) E x(x-1)...(x-n+1) = E s(n,k)x 
k=O 
where the s(n,k) are Stirling Numbers of the First Kind (Riordan 




(1-z) 	= 1 + E 	n 
(-z) 	(tz 1) (vtz l_ l) ... (vtz 1-n+1) 
n=1 
n 
___ 	 -1k 




r co (_vt)k (3.14) 	coeff. of 	= (1)k=O (r+k) s(r+k,k) 
r  
But 
-vt 	°° z k 
(3.15) 	(1-z) 	= 1 + E 	(vt) (vt+1) ... ('t+k-1) 
k=1 
and on combining (3.14) and (3.15) we see that 
-1 n Q n 	-t(l-Z







(X-p)t r 	n-r 
(3.16) m (t) = e 	E,(-1) 	(-vt) 	(n=0,1,2 
r=0 	
,...) 
n 	 (n-r). n-r 
where the {Q r } are defined by expression (3.14). 
-251- 
CHAPTER 11 
THE SPATIAL DISTRIBUTION OF TRIBOLIUM CONFUSUM 
11.1 Introduction 
In previous chapters we have developed theoretical results 
for population models in which there is migration either between 
two colonies or between an infinite number of colonies situated at 
the integer points of a single co-ordinate axis. 	To conclude this 
thesis we shall present a spatial model in two-dimensions, and 
relate it to data on the spatial distribution of flour beetles 
(Tribolium) in a closed container. 
The genus Tribolium consists of 26 different species. 	Two 
of these species, Tribolium Confusum and Tribolium Castaneum, spend 
their entire life-span in finely milled flour, and are ideally 
suited for experiments on population growth and competition. The 
flour is both their habitat and food supply. Counts of such 
beetle populations may be made very accurately, as the infested 
flour can be sieved to recover beetles at all stages of their 
development. Moreover, the flour acquires the temperature and 
moisture characteristics of its external climate, and hence the 
'microclimate' within the flour may be accurately controlled. 
Although the Tribolium experiment which is described below may 
appear rather artificial, it is more 'natural' than might seem at 
first glance. 	Andres (1931) reports the existence of Tribolium 
Confusum in a Pharaonic Tomb (about 2500 B.C.), and so the species 
has had at least 4,500 years in which to adapt genetically to its 
flour environment. 
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The use of flour beetles as 'experimental insects' does 
unfortunately have certain disadvantages. The length of a 
generation from egg to egg at 29°C is roughly a month, and so an 
experiment can take several years. 	Moreover, it is essentially 
impossible to observe the beetles' behaviour in the flour. Adult 
beetles cannot be quickly sexed, nor assessed as to age, and so it 
has been impossible to construct accurate age-and-sex distributions 
for various sorts of populations. However, although Tribolium is 
far from ideal, it does appear to have as great a combination of 
attributes favourable for ecological population study as any species 
so far used in laboratory analysis of such problems. 
11.2 Description of a Study ofTriboliumConfusum 
Neyman, Park and Scott (1956) describe an experiment which 
they performed to provide information about the spatial distribution 
of living and dead adult beetles of both sexes after the beetles 
have been allowed to travel for a considerable time. 
A container was filled with fresh flour occupying the volume 
of a cube lOxlOxlO inches. On the surface of the flour a total of 
2257 adult Tribolium Confusum beetles was placed in a 1 to 1 sex 
ratio (the authors do not state whether the beetles were put in one 
spot or spread evenly over the surface). The container was kept 
in a dark incubator at an approximately constant temperature of 
29°C and an approximately constant humidity of 70%. Also, in order 
to equalize the possible gradients of temperature within the 
incubator, the container was periodically rotated. 	After 4 months, 
at which time the population totalled 73,009 individuals excluding 
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eggs, the contents of the container were divided into 1000 cubes 
ixixi inch and the contents of each cube were lifted separately 
and examined. 
The data in Appendix C represent the second layer from the 
top of the experimental cube and show the distribution of adult 
males and females within the 100 constituent small cubes. The 
general character of this distribution in other layers is very 
similar. However, the average density of beetles shows a marked 
decrease from the top of the container downwards. [As the authors 
do not define density the number of male and female beetles in each 
of the 100 cubes is only known to within a multiplicative constant] 
The distributions for males and females are somewhat different 
in that the density for the females falls steadily towards the 
centre of the square from a relatively low maximum at the corners, 
while the density for the males falls more sharply from a high 
maximum at the corners and is substantially constant in the central 
portion. However, the general feature of a gradual increase in 
density towards the edges and along the edges towards the corners is 
the same for both sexes. 
11.3 Previous Work on the Data 
A number of random walk models have been tried in an effort to 
obtain a limiting distribution which possesses the same 
characteristics as the empirical distribution described above. 
Some of these models have met with more success than others, and it 
is of interest to mention some of the results. 
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Broadbent and Kendall (1953) had some success in describing 
the two-dimensional motion of Trichostrongylus Retortaeformis by 
simple Brownian motion. 	Sherman investigated the consequences 
of such a model in tho'present context, and showed that a random 
walk over a square lattice with inelastic boundaries could produce 
a concentration of beetles at the boundaries and in the corners, 
but could not account for the gradual increase in density towards 
the edges. 	Sherman (1956) investigated the one-dimensional 
random walk and showed that distributions more like the one 
observed could be obtained by the use of a suitable boundary 
condition. This was that after striking the boundary, the beetle 
remains there a randomly distributed time, and is then placed 
instantaneously a finite distance within the region of motion. He 
did not, however, claim this boundary condition to be a reasonable 
explanation of the experimental results. 
Cox and Smith (1957) assume that the motion of the beetle is 
described by a more complicated random walk whose steps are not 
infinitesimal, and may be correlated in direction and length (see, 
for example, the type of walk investigated by Daniels (1952)). 
On meeting the boundary the beetle remains there for a time-
interval which has a certain frequency distribution, and it then 
pursues a path that is the reflexion in the boundary of the path 
that would have been followed in the absence of the boundary. The 
authors remark that this model leads to a limiting distribution 
which is uniform within the square boundary and is a line 
concentration on the boundary. Moreover, this result applies also 
-255- 
for motion within a circular boundary, and is probably true for a 
very wide class of boundaries. Cox and Smith then go on to obtain 
a distribution of beetles of the type observed, by the use of a 
more realistic boundary condition. 
Their basic assumptions are that motion is two-dimensional 
and that within the flour a beetle follows a straight path. When 
a beetle meets the boundary it may Ci) with probability p , return 
along its original path; or, (ii) with probability 1-p , move a 
distance s (possibly zero) along the boundary before choosing, 
independently of its previous direction, a new direction of motion. 
The distance s and the angle 0 that the new direction of motion 
makes to the normal to the boundary at the point of departure are 
assumed to have distribution functions H(s) and G(0) 
respectively. For simplicity they assume that the beetle moves 
with constant speed, although they remark that this assumption may 
be greatly generalized without affecting the final results. 
Assume that motion takes place within a circle of unit radius 
and let s denote the expected value of s . Then Cox and Smith 
(1957) show that if w(r) denotes the density of beetles per unit 
area as a function of r , and 
GI(0) = a + bismol + csin20 	(a,b,c are constants), 
then 
w(r) = aK(r) + ½blog[ (l+r)/(l-r)] + c(K(r)-E(r)) 
Tr[ 2a + b + (2c/3) + s(l-p)] 
where 
K(r) 
= J•/2(1r2sin20)_½d0 	; 	E 	= f 7r/2(12i2O)dO 
0 
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are complete elliptic integrals of the first and second kinds, 
respectively. 	In addition to this continuous distribution over 
the interior of the unit circle, there is a line density of 
probability on the circumference of amount per unit length 
s(l -p) / (21r) 
2a + b + (2c/3) + s(l-p) 
The general conclusions that they draw from these results are 
as follows. 
(1) b=c=O : 0 uniform - The beetles select paths which are 
randomly oriented, and the resulting density is 
nearly constant for r < ½ and increases steadily 
to infinity as r tends to one. 
a=c=O 	G'(0) a Isino! - There is a fairly strong tendency 
to select paths nearly tangential to the boundary, 
and the resulting distribution of beetles is 
naturally much more strongly concentrated at the 
larger values of r , rising from a zero density 
at the centre. 
a=b=O : G'(0) m Jsin2oJ - This is a much stronger version 
of (ii). 
The required distribution of beetles is taken to be a weighted 
combination of (i)-(iii). 
One of my colleagues, Mr M.F. Franklin, has shown that it 
is relatively easy to simulate such paths on a computer and to 
output the cumulative paths on an oscilloscope (this technique 
involves the use of a PDP-15 machine). Polaroid photographs of 
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the build-up of these paths provide a permanent record. 
Cox and Smith tried to extend their results to the case of the 
square boundary, but unfortunately they were unable to solve the 
integral equation which determines the distribution of starting 
points along the edges. However, they were able to obtain an 
approximate empirical solution. 
Now whilst it is extremely unlikely that a beetle will follow 
a straight path within the flour, the Brownian motion models may be 
criticized on the grounds that they imply that the path of a beetle 
is highly irregular; as though the beetles were constantly 
forgetting their direction. Moreover, such models imply that the 
beetles travel with infinite velocity 	An alternative scheme may 
be considered whereby the velocity is a stochastic process with 
independent increments, but this approach also has to be abandoned. 
For the model implies a correlation between a beetle's position at 
any given time and its corresponding velocity, and this is something 
which is unacceptable intuitively and is contradicted by 
observations based on X-ray photographs (see Neyman et al., p.75). 
To balance these two extremes, of complete irregularity and 
straight line paths, we shall develop a stepping-stone model which 
produces a distribution of the required shape. 	In this model the 
beetles migrate over a set of lattice points, and may change their 
direction of motion at each point. For example, the Tribolium 
data is in the form of 100 squares each of side 1 inch, so the 
beetles are considered as migrating over a square lattice of size 
lOxlO. 
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The equations for this model were in effect developed by 
Usher and Williamson (1970), although their interpretation of the 
parameters in the equations is different from mine. They consider 
a one-dimensional discrete time model, with colonies situated at 
the integer points i=0,. . .,n . 	At each time point a proportion 
of the beetles migrate to a nearest-neighbour and the remainder 
stay where they are; the birth and death rates of the 'movers' 
and 'stayers' are X2,P 2  and X, Ili , respectively. 
Put R1 1+A1-p1, R2=l+A 2-p2 and let the migration rate 
between any two neighbouring colonies be v , where 
0<X11X2 	; 	0<p1,p2 <l 	; 	0\)½ 
Then m1(t) , the mean number of beetles in colony i at time t 
is given by the set of equations 
m0(t+l) = (1-'v)R1m(t) + 




n 	 i n 	2 n-1 
(t+l) = (l-v)R m (t) + yR m 	(t) 
(3.1) 
Usher and Williamson write equations (3.1) in the equivalent 
vector-matrix form 
rn(t-I-l) = t4rn(t) 
and note that if the population eventually reaches a steady state, 
i.e. there is no proportional change in the elements of m(t) 
then 
(3.2) 	 Mm(-) = Am(-) 
where A is the largest eigenvalue of M (A corresponds to the 
overall rate of growth). 	They rewrite equations (3.1) as 
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(3.3) 	
ml = [A-R1(l-v)]/vR2}m0  
m. 1 = {[ A-R 1 (1-2)]/vR  2 
}m 
 i-i - m i-2 	
(i=2, ... ,n) 
and show numerically that (3.3) yields a distribution of the 
required shape. They extend this model to two and three dimensions 
and apply it to the Tribolium data, obtaining the conclusion that 
'beetles which move around are less successful breeders than those 
that stay put'. Although the model fits the female data quite 
well, the fit for the males is unfortunately not so good, as the 
theoretical density of males is too great towards the centre and is 
insufficient towards the corners. 
11.4 	A One-Dimensional Stepping-Stone Model with Nearest- 
Neighbour Migration 
11.4.i First-order moments 
The model of Usher and Williamson (1970) assumes that beetles 
which move in a given time period have different birth and death 
rates to those which are stationary. We now propose an alternative 
model, namely that the birth and death rates within the region of 
motion are different from those on the boundary. Both models 
yield the same set of equations, although the interpretation of 
them is different, and so the following analysis also applies to 
the 'mover-stayer' situation. 
Let the birth and death rates of colony i (i=1,...,n-l) be 
X and i,  and those of colonies 0 and n be A' and p' 
Denote the migration rate between nearest-neighbours by v 
with m.(t) (i=0,...,n ; t=0,1,2,...) representing the number of 
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beetles in colony ± at the discrete time point t (this situation 
is illustrated in figure 11.1). 	Then if we assume that their 
Figure 11.1 
One-dimensional stepping-stone model with different rates on the 
boundary 
A', i' 	p' 
proportional values settle down to steady values for large enough 
t (say t> some T > 0), i.e. 
(4.1) 	m(t+l) = wm.(t) 	 (i=O,...,n ; t > T) 1 	 1 
where w is the overall rate of growth, we have the following set 
of equations: 




1  . W = 
(1+A-p-2'u)m. 	
i-1 
Ct) +vm 	Ct) +vm i+l W(i=l,....,n-l) 1  
M n 	n (t+l) =wm (t) = (1+X'-p 	n '-v)m (t) +vm n-i W  
(4.2) 
Here 
O<X,A' 	; 	O< V'111 <1 	; 	O<V< 
with 
; p+2v<l , 
and, unlike the 'mover-stayer' model, a beetle is not allowed 
simultaneously to migrate and to give birth. 
Let us assume that t >T . Then as we are interested in the 
relative and not the absolute values of the m. (t) we shall now 
1 
-261- 
disregard time, so that the parameter t will not explicitly 
feature in the following results. 




equations (4.2) become 
(4.4) 	 r' m0  = m1  
(4.5) 	 2rm. = m. 	+ m  1 	)-1 i+l 
(4.6) 	 r'm = m n n-i 
[Note that equations (3.3) and (4.4)-(4.6) are identical if 
r = [A-R1(1-2v)]/(2vR2) 
and 	 r' = [A-R1(l-v)]/('R2) 
Put 
(4.7) 	 r = cosh  
The difference equation (4.5) has the associated auxiliary equation 
Z2 - 2zcoshO + 1 = 0 
which has roots e0, e 0 . 	Thus (4.5) has the general solution 
(4.8) 	 m. = Ae i8 + Be -iO 
1 







(4.9) 	 A+B=Ae +Be 
From (4.9) we get 
B = Ae0 
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and so from (4.8) we have 
(4.10) 	 m. = k.cosh[½(n-2i)O} 	(i=0,...,n) 
where k is a suitably chosen normalizing constant. 
Expression (4.10) is very closely related to the equation of 
the common catenary, 
y = c.cosh(x/c) 
which is the curve describing the manner in which a uniform chain or 
a 'perfectively flexible' string hangs when freely suspended from 
two fixed points. This relationship enables U to be estimated 
'by eye' 	For if observed values of {m} are plotted on 
graph paper, which is then supported vertically, a uniform piece of 
string may be held next to the paper and moved into a position 
judged to give the 'best fit'. 	The parameter 0 in (4.10) may 
then be computed from knowledge of the length of the string between 
any two given points (see, for example, Ramsey (1960), p.238). 
Whilst the parameter 0 may be estimated numerically from 
(4.10) by least squares techniques, an extremely simple estimator 
of 0 may be obtained by observing the 'drop' between the two 'end' 
observations m 
0 n 	 n/2 
, m and estimating the 'central' value m 	(an 
interpolation approximation is necessary if n is odd). Without 
loss of generality we may define 
m =m =1. 
0 n 
At i=0 or i=n expression (4.10) gives 
1 = k.cosh(½n0) 
whence 
cosh{'(n-2i)0] 	 (iO) (4.11) 	 m. = 
	cosh(½n0) 
-263- 
If we put i=½n (not necessarily integer) we have 
= [cosh(½nO)} 
which yields the estimator 
(4.12) 	 0 = (2/n)cosh 1(m 2) 
The parameter 0 may also be determined analytically in 
terms of the solution of a certain equation. For it follows from 
(4.3) and (4.7) that 
(4.13) 	 2vcosh0 = w  
whilst a combination of (4.10) with either (4.4) or (4.6) gives 
(4.14) 	 r'cosh(½n0) = cosh[½(n-2)0] 
Eliminating w between (4.3) and (4.13) we get 
= 2cosh0 +  
whence (4.14) becomes, after a little simplification, 
(4.15) 	cosh[ ½(n+2)0] = El - (l/v) (XX'+i')] cosh (½n0) 
If the parameter values X, X', .i, p' and v are known, equation 
(4.15) may be solved numerically for 0 
11.4.ii The characteristic ecuation 
For any given set of parameter values the maximal eigenvalue 
w may be computed from (4.13) and (4.15). 	However, to determine 
the remaining eigenvalues it is necessary to revert to the original 
equations (4.2). 	The eigenvalue of second largest magnitude is of 
particular importance as it determines the rate of convergence to 
the 'steady-state' solution. 
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If we write 
s = (1+A-p-2v)/(2v) 	; 	s'  
equations (4.2) become 
m0(t+1) = vs'm(t) + vm1(t) 
(4.16) m. (t+i) = 2sm. (t) +m i-i 
	i+1 (t) + Vm 
	(t) 
1 	 1  
m 
fl 
(t+i) = \)s'm n (t) + \)m n-i (t) 
Hence the matrix of transition rates is given by 
vs' U 0 
V 2vs v 




and the characteristic equation 
IQ - q'I = 0 
may be written as 
(s'-q/v) 	1 	0 
1 	(2s-q/U) 	1 
(4.17) 
	
0 	1 	(2s-q/v) 
(s'-q/U) 
To solve this determinantal equation we need two results. 




(4.18) 	D E 0 1 a In 
a 
= sinh[ (m+l) P]/sjnh(fl 
where a=2cosh(ip) . 	 We obtain this expression by expanding the 
top row of D and solving the resulting difference equation. 
Secondly, the (n+1)x(n+l) determinant E+l may be written as 
(4.19) E E 
n+l 
blO 
1 a 1 
01 a =b2D -2bD +D 
n-1 	n-2 	n-3 
a 1 
lb 
Here we expand the top and bottom rows of E+l 
A comparison of (4.17), (4.18) and (4.19) with 
b = (s'-q/) 	; 	a = 2cosh(p) = (2s-q/) 
yields the equation 
(4.20) {(s'-q/v)2sinh(nip) - 2(s'-q/)sinh[ (n-l)] + sinhi (n-2)pJ} 
~ sinh(i) = 0 
The eigenvalues {q.} (i=0,.. .,n) are given by the roots of 
equation (4.20). 	In particular, it is easily verified that if 
q=w equation (4.20) maybe reduced to (4.14). 
This argument may be extended a little. For if we assume 
that sinh(b)0 then we may reduce equation (4.20) to 
(s'-2s)2(e (2n+2) 	2ij 	2s) 	
(2n+3)i 	(2n+4)i -e ) + 2(s - 	 (e -e + (e 	-1) = 0 
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which is a polynomial of order 2(n+2) in e4 . There will be 
2(n+2) roots which are conjugate in pairs. 	One of these pairs 
will correspond to 4=0 which may be neglected because it 
conflicts with our requirement that sinh(4)O . There remain 
2(n+l) conjugate roots of which we need those given by 4>0 
Let 	.=exp(4.) (i=O,...,n) be these roots. 	Then as 
2cosh(4) = 2s - q/v 
we have 
2cosh[log(r.)] =2s - q/\) 
and so 
(4.21) 	 q. = 2u{s - coshElog(n.)]} 	(i0,...,n) 
11.5 A Two-Dimensional Stepping-Stone Model with Nearest- 
Neighbour Migration 
Consider a square lattice defined by the set of points (i,j) 
where i,j = 0,...,n . 	Let the birth and death rates of colonies 
in the interior be A and p 
on the sides be A' and p' 
in the corners be A" and p" 
Denote the migration rate between nearest-neighbours by v , and let 
m..(t) (i,j0,...,n ; t=0,1,2,...) represent the number of beetles 
in colony (i,j) at the discrete time point t . 	This situation 
is illustrated in figure 11.2. 
Put 
H. .(t) =m i 
	 i
(t) +m(t) +m 	
i 
(t) +m 	(t) 	(0< i,j <n) 
13 	+l,j 	-1,j 	i,j+l 	,j-1 - 	- 
-267- 
and define m..(t)O if (i,j) is not a lattice point (i.e. if 
13 
either i,j <0 or 	i,j >n) 
Figure 11.2 






A'fl_l I  - - 
Then if we assume that the proportional values of the m..(t) 13 
settle down to steady values for large enough t (say t> some 
T1 >0), i.e. 
(5.1) in .(t+1) = wm. .(t) 	(i,j = 0,...,n ; t>T1) 
13 	 13 
where w is the overall rate of growth, we see from figure 11.2 
that we have the following set of equations for i,j = 0,...,n 
(l+X-.i-4v)m. (t)+vH. (t) : INTERIOR 
1] 	13 
(neither i nor j =0 or n) 
iJ 
(l+X'-p'-3v)m .(t)+vH. (t) 	SIDES 
(5.2) m, (t+l) =wm. . (t) = 	 13 
(i=O,n or j=O,n but not both) 
(l+X"-p"-2v)m. 
1J 
 (t)+VH. . (t) : CORNERS 
(i=O,n and j=O,n). 
Here 




If we write 
(5.3) 	 a=w - l 
equations (5.2) reduce to 







 (t) = 	K' 	v 1(a-X'+p') + 3 : SIDES 
K" 	(a-X"+p") + 2 : CORNERS 
Let us assume that t >T 1 T . Then as we are interested in the 
relative and not the absolute values of the m (t) we shall now 
3.] 
disregard time (as we did for the one-dimensional model in the 
previous section). 
In view of the nature of the solution (4.10) for the one-
dimensional model, let us consider the trial solution 
(5.5) 	 m• = c. cosh[ (n-2i)O}cosh[ (n-2j) 01 	(i,j0,...,n) 
where c is a suitably chosen normalizing constant. 	If we 
substitute (5.5) into the 'interior' equation (5.4) we obtain 
a 
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K. cosh [(n-2i) 01 cosh [(n-2j) 01 
= cosh l(n-2j)0] {cosh [(n-2i-2)0] + cosh[(n-2i+2)0]} 
+ cosh[(n-2i)0]cosh[(n-2j-2)0] + cosh[(n-2j+2)0]} 
= 4cosh(20)cosh[(n-2i)Olcosh[(n-2j)01 
Hence for (5.5) to be a solution we require that 
(5.6) 	 K E (w-1-A+11+4v)/v = 4cosh(20) 
Expression (5.6) relates 0 to the overall growth rate u 
To evaluate 0 let us use the 'corner' equation (5.2), which 
for reasons of symmetry may be written as 
(5.7) 	 wm= (l+A"-i"-2v)m 	+ 2m 
00 	 00 01 
If we put the trial solution (5.5) into (5.7) we have 
(5.8) 	(w-1-A"-i-p"+2v)cosh2(nO) = 2vcosh(nO)cosh[(n-2)0] 
and substitution of w from (5.6) into this expression yields the 
equation 
(5.9) 	[(A-p)-t"-11")-2v-i-4vcosh(20)] = 2vcosh[(n-2)0]/cosh(nO) 
For a given set of parameter values A, A", .i, i" and v 
equation (5.9) determines the value of 0 and hence the growth 
rate w . 	However, we have yet to consider the 'side' equation 
(5.2), which for reasons of symmetry may be written as 
(5.10) 	win. 0 
	 1 
= (1+X'-p'-3v)m.0 
	i + v(m 	
+ in. 	+ in. 
1-1,0	1+1,0 	1,1 
Substituting the trial solution (5.5) into (5.10) we have 
(5.11) 	(w-1-A'+i'+3v) = '2cosh(20) + cosh[(n-2)0]/cosh(nO)} 
and so once the parameters A, A", p,  p" and v are specified 
we are completely restricted in our choice of A'-1i' . 	Note 
that equation (5.11) does not contain any terms which involve the 
\ 
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location parameters i and j , and so XI -  ji' is invariant over 
all side colonies (i=0,n or j=O,n but not both) as required. 
The solution (5.5) possesses the full symmetry properties of 
the square, and in order to compare it with the Tribolium data in 
Appendix C I have arranged for the latter to possess these same 
symmetry properties by computing the averages 
n 	 + 	+ (0<i<4) = (1/4) (m 	 9-i,9-i 	- - 
n. = (1/8) 	
+ 	
+ m9_ ,1  + m9_j,9_ 	
(0 <i <j <4) 
+ 	
+ m9 	+ m9_1, + m9_ ,9_1) 
for both the female and the male populations. Here 
th 	 th 
m.. (i,j0,.. .,9) denotes the entry in the i row and the j 
column of the lOxlO data matrix in Appendix C (the upper figure in 
each cell is proportional to the density of females, the lower 
figure is proportional to the density of males). 	Tables ll.la  
and 11.2a show the results of applying the transformation 
n../n44 	 (0<i,j<4) 
to the female and male data, respectively. Whilst the density of 
the females falls steadily towards the centre of the square from a 
relatively low maximum at the corners, the density of the males 
falls more sharply from a high maximum at the corners. Moreover, 
the male density has a local maximum at the centre, which the 
distribution (5.5) cannot possibly emulate. 	[Note that a similar 
table in Cox and Smith (1957) on p.328, given to an accuracy of one 
decimal place, contains several errors] 
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Table ll.la  
Transformed female Tribolium data 
(for transformation see text) 
0 	1 	2 3 4 i 
:i 
5.64 	4.37 	4.13 3.71 4.01 0 
2.89 	2.50 2.15 2.02 1 
1.64 1.34 1.27 2 
1.57 1.10 3 
1.00 4 
Values of the function Z.. = cosh[(9-2i)O]cosh[(9-2j)O]/cosh2(6) 1J 
= 0.17 
0 	1 	2 3 4 i. 
J 
5.68 	4.22 	3.25 2.66 2.38 0 
3.13 	2.41 1.98 1.77 1 
1.86 1.52 1.36 2 




Transformed male Tribolium data 
(for transformation see text) 
0 	1 	2 3 4 1 
3 
13.31 	8.15 	6.15 5.39 6.26 0 
3.15 	1.77 1.43 1.64 1 
0.92 0.97 0.88 2 
0.57 0.80 3 
1.00 4 
Table 11. 2b 
Values of the function 9W... = cosh[(9-2i)O]cosh[(9--2j)6]/cosh2() 
13 
0 = 0.22 
0 	1 	2 3 4 i • 
12.98 	8.58 	5.87 4.31 3.60 0 
5.67 	3.88 2.85 2.38 1 
2.65 1.95 1.63 2 
1.43 1.20 3 
1.00 4 
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To illustrate the differences in shape between the solution 
(5.5) and the Tribolium data, I have computed the function 
Z.. 	cosh[(9-2i)6]cosh[(9-2j)0]/cosh2(0) 	(0<i<j <4) - - - 
and presented the values for the females and males in Tables 11.lb 
and 11.2b, respectively. 	Clearly 244 l , and I have estimated 
the parameter 0 by solving the equations 
zw = 5.64 (females) 	; 	2, 	= 13.31 (males) 
This is easily done to an accuracy of two decimal places by an 
inspection of cosh tables, which gives 
0 = 0.17 (females) 	; 	0 = 0.22 (males) 
Higher accuracy demands numerical techniques, but their use here is 
unnecessary. 
Bearing in mind the simplicity of our model, the female fit 
is qualitatively quite good, even though the expected distribution 
is too shallow along the sides. The male data has a very 
pronounced local maximum at the centre, which cannot be explained 
by our model, and the fit is generally poor. Far better agreement 
between the observed and expected values for the female distribution 
may well be obtained if 
the migration rate from side colonies to their nearest 
interior neighbours is less than the migration rate in 
the reverse direction (i.e. beetles have a straightforward 
preference for side colonies), 
the migration rate between side colonies is greater than 
that between interior colonies (on the flour-surface of 
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a well-populated vial, for example, the mass of beetles 
is in a highly agitated motion; see Neyman et al. p.50). 
These suggestions have yet to be investigated. 
Within certain limits, fecundity is affected by the incidence 
of mating (Park (1933)). 	Thus fecundity will change as the total 
population size increases, in contrast to the fixed values taken 
by the parameters inour model. Moreover, it is clear from the 
comments of Neyman et al. that even after four months the 
distribution of beetles in the cube is far from being stationary, 
and this is contrary to the requirements of solution (5.5). 
A further criticism is that we are fitting a two-dimensional 
model to a three-dimensional distribution. 	For beetles in interior 
cells may in fact migrate to one of six nearest-neighbours, and 
equations (5.2) should really be written as 
01 




(t)+vL 	(t) 	: SIDES 
m 
ijk 
 (t+l) = wm ijk 
	
ijk 
(t) = l(1+AhIhl4m • (t)+vL 






(t)+vL 	(t) : CORNERS 
Here m..k(t)  (i,j,k = 0,...,n ; t=0,1,2,...) represents the number 13 
of beetles in colony (i,j,k) at the discrete time points t 
The parameters A', p' ; A", p" ; A", p" now denote the birth and 
death rates corresponding to side, edge and corner colonies, 
respectively, and the function 
L ijk 	i-1,j,k 





(t) +m 	(t) 
+m. • 	(t) +m 	(t) 	(O<i,j,k<n) 
i,j,k-1 	i ,j,k+l 
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where we define m..k(t) EQ if (i,j,k) is not a lattice point 
(i.e. if either i,j,k<0 or i,j,k>n) 
In view of the nature of solutions (4.10) and (5.5) for the 
one- and two-dimensional models, respectively, let us consider the 




where d is a suitably chosen normalizing constant. Substituting 
(5.13) into the 'interior' equation (5.12) and simplifying the 
right hand side we get 
(w-1-A-i-p+6v) cosh [(n-2i) e] cosh [(n-2j) 01 cosh [(n-2k) 01 
= 6vcosh(20)cosh[(n-2i)0]cosh[(n-2j)0]cosh[(n-2k)0] 
Hence for (5.13) to be a solution we require that 
(5.14) 	 (w-1-X+ii+6v) = 6vcosh(20) 
If we substitute for m ijk from (5.13) into the side, edge 
and corner equations (5.12) we obtain 
(5.15) 	(w-1-A 1+p'+5v) = vf4cosh(20) + cosh[(n-2)01/cosh(nO)} 
(5.16) 	(w-1-X 11 +J 11+4\)) = 2v{cosh(20) + cosh[(n-2)01/cosh(n8)} 
(5.17) 	(w-1-A"+p"+3v) = 3vcosh[(n-2)0]/cosh(nO) 
respectively. These three equations are independent of the 
location parameters i,j and k as required. 	Expressions (5.14)- 
(5.17) all express w as a function of 0 , and so once v and 
two of the four parameter differences (X-), (A'-i'), (A"-ii") and 
are known the values of the remaining two parameter 
differences are completely specified. 
Now within any one layer of the Tribolium k remains 
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constant. 	In particular, when k=l (corresponding to layer II) 
(5.18) m• ]j1 = [d.cosh(70)]cosh[(9-21)e]cosh[(9-2j)o] 	(O<i,j <9) - - 
and if we write 
C = d.cosh(70) 
expression (5.18) corresponds exactly with the two-dimensional 
solution (5.5). 	Thus the data for layer II may be analyzed as 
though it were obtained from a two-dimensional experiment. 
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COVARIANCE EXPRESSION FOR THE TWO-COLONY PROCESS 
Denote 
= 1 
- a lF12+ v2a2 d = a2v2 - 
= a 	- a 2E1 + v1a1 	; f2  = cy 	- a 2E1 
Then the coefficients r.(i=1,.. .,6) in the expression 
2w1t 	(w1+w2)t 	2w2t 	w t 	w 
2 
 t 
V12(t) = r1e 	+r2e 	+r3e 	+r4e 1  +r5e 	-Fr6  
(2.4.15) 
are given by 
= [X1v1(4a1w+2d1w1+d2) (w1- 2) 
+ X2V2 (4a2+2f1w1 2 (w1- 1)] /w (w1w2) 2  (2w1-w2) 
- 	[v1a1 12 + v2a2 (w1-)]/(w 1-W 
 2 ) 2 
= 2(1_2)[ (a1(1+2)2+d1(1+2)+d2) 
- (a2( 1+ 2)2+f1( 1+ 2)+f2)]/w1w2(w1+w2) (w1-w2)2  
+ 	
(v1a1-v2a2)/(w1-w2)2 
= [A1v1(4a1w2d1u2+d2) 22 
+A \) (4aw 2fw+f) 	 w)2(2w 2 2 	2 2 	1 2 2 2 1 	2 1 2 	2-W 1 
- 	[v1a1 22 +v2a2 (w2-1)]/(w 1-W 
 2 ) 2 
= 2[A1v1(a1w+d1w1+d2) (1_22) 
+ X2'v 2  (a2w+f1w1+f2) (w1-2 1)] 	1 W2) (w1-2 2) 
r5 = 2 [X1v., (a1w+d1u 2+d2) (w2-2 2) 
+ A
2v2  (a2w f1w2+12) (2_21)] 	 (w221) 
\ 
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r6 = [X1v1d22 + X2u2f21]/ww(w1+w2 ) 
where 
(2.3.9) 	Wi'2 = ½1+ 2)  ± 
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APPENDIX B 
SIMULATION PROGRAM FOR A ONE-WAY MIGRATION STEPPING-STONE MODEL 
The program listed below is written in Fortran IV and refers 
to the stochastic simulation of the one-way migration model without 
death which is described in section 9.8. 
Notation 
B 	- birth rate (X) 
M 	- migration rate (v) 
N(I) 	- population size of colony 1-25 (I = 1,...,1000) 
POP 	- total population size 
POS 	- position of the wavefront 
TIME - time 
RAND - random integer 
YFL 	- uniformly distributed random number on [ 0,11 
MAXCNT - total number of events 
Program 
01 	 INTEGER COUNT,FthND,POP,POS,TAL,P 
02 	REAL M 
03 	 DIMENSION N(1000),MM(25) 
C 	READ IN PARAMETERS 
04 	READ (5,100) MAXCNT,RAND,B,M 
05 	100 FORMAT (2I6,2F5.1) 
C 	PRINT PARAMETERS 
06 	WRITE (6,150) B 
07 150 FORMAT (14H1BIRTH RATE = ,F9.1) 
08 WRITE 	(6,151) 	M 
09 151 FORMAT (18HOMIGRATION RATE = ,F5.1) 
10 WRITE (6,152) RAND 
11 152 FORMAT (17HORANDOM NUMBER = ,112////) 
C INITIAL GENERATOR RUN 
12 DC 200 K=1,100 
13 200 RAND = RAND*65539 
C SET PARAMETERS 
14 COUNT =O 
15 TIME 	0.0 
16 TAL=O 
17 DO 210 K1=1,1000 
18 210 N(K1) = 0 
19 N(25) 	= 1 
20 DO 220 K2=1,25 
21 220 MM(K2) 	= N(K2) 
22 POS=25 
23 WRITE (6,310) TAL,TIME,MM 
24 310 FORMAT 	(I4,F8.2,25I4) 
25 POP =1 
26 RATIO = B/(B+M) 
C SIMULATE 
27 DO 400 COUNT=1 ,MAXCNT 
28 RATE = POP*(B+M) 
29 RAND = RAND*65539 
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30 YFL = RAND 
31 YFL = YFL*.2328307E_9+.5 
32 REXP = -(ALOG(YFL))/RATE 
33 TIME = TIME+REXP  
C TYPE OF EVENT 
34 RAND = RAND*65539 
35 YFL =RAND 
36 YFL = YFL*.2328307E_9+.5 
37 TEST = YFL*POP 
38 1=25 
39 x = N(25) 
40 460 IF(TEST.LE.X) GO TO 500 
41 1=1+1 
42 X = X+N(I) 
43 GOTO46O 
44 500 RAND = RAND*65539 
45 YFL = RAND 
46 YFL = YFL*.2328307E_9+.5 
47 IF(YFL.LE.RATIO) GO TO 600 
48 N(I) 	= N(I)-1 
49 N(I+1) 	= N(I+1)+1 
50 GOTO61O 
51 600 N(I) 	= N(I)+1 
52 POP = POP+1 
53 GO TO 400 
54 610 IF(I.LT.POS) GO TO 400 
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55 	 POS = p0S+1 
56 	 TAL = TAL+1 
57 	 LL=1 
58 	 p = POS-24 
59 	 DO 660 L=P,POS 
60 	 MM(LL) = N(L) 
61 	660 LL = LL+1 
62 	 WRITE (6,700) TAL,TIME,MM 
63 	700 	FORMAT (14,F8.2,2514) 
64 400 CONTINUE 
65 	 STOP 
66 	 END 
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APPENDIX C 
DATA ON THE SPATIAL DISTRIBUTION OF TRIBOLIUM CONFUSUM 
The following data refer to the experiment of Neyman, Park and 
Scott (1956) and show the distribution of adult males and females 
within the 100 constituent small cubes in the second layer from the 
top of the experimental cube. Details of this .experiment are 
given in section 11.2. 
upper figure in each cell - density of females 
lower figure in each cell - density of males 
18.8 22.7 16.1 12.4 12.8 13.8 11.0 14.4 11.8 16.7 
28.7 24.2 14.2 12.0 11.1 15.3 14.1 18.1 20.2 23.0 
10.1 11.2 9.6 7.9 7.3 7.3 5.1 4.3 6.9 11.9 
14.8 6.9 3.8 3.1 5.3 3.5 3.2 4.9 8.0 16.0 
7.9 6.5 5.7 4.4 3.5 3.6 4.4 5.9 8.4 10.4 
13.3 4.6 2.0 1.7 1.0 1.9 1.9 1.9 3.5 9.8 
9.9 6.9 5.4 5.8 3.2 2.9 3.1 5.2 7.0 8.7 
9.5 4.5 1.5 0.7 1.3 1.3 0.2 1.0 1.7 7.7 
10.9 6.6 3.0 2.6 4.0 4.2 3.9 3.5 5.8 17.8 
12.5 4.6 4.6 2.2 2.0 2.5 3.9 1.6 2.2 12.2 
6.0 7.8 7.2 2.4 1.0 3.5 4.0 4.0 6.2 16.5 
8.0 4.5 2.4 1.8 1.3 3.3 1.8 2.4 3.5 19.4 
10.5 6.5 1.2 5.7 4.7 4.2 5.4 3.7 9.7 14.2 
10.6 3.5 5.1 2.0 0.4 1.9 2.3 0.9 3.0 12.2 
14.9 10.8 4.9 3.9 4.0 3.5 5.8 4.3 7.3 13.3 
15.8 5.9 2.8 2.7 0.8 1.4 2.8 1.7 3.8 11.8 
18.3 10.4 8.5 5.3 5.6 4.8 6.4 8.3 8.2 12.1 
26.6 8.9 3.4 4.6 2.7 3.5 2.5 2.4 4.9 18.6 
19.1 12.6 15.8 14.7 12.8 11.4 12.9 12.3 11.5 17.1 
35.2 14.1 17.0 17.2 21.8 13.9 14.9 12.2 14.1 34.5 
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