Boundary action of automaton groups without singular points and Wang
  tilings by D'Angeli, D. et al.
ar
X
iv
:1
60
4.
07
73
6v
1 
 [m
ath
.G
R]
  2
6 A
pr
 20
16
BOUNDARY ACTION OF AUTOMATON GROUPS
WITHOUT SINGULAR POINTS AND WANG TILINGS
DANIELE D’ANGELI, THIBAULT GODIN, INES KLIMANN, MATTHIEU PICANTIN,
AND EMANUELE RODARO
Abstract. We study automaton groups without singular points, that is, points
in the boundary for which the map that associates to each point its stabilizer,
is not continuous. This is motivated by the problem of finding examples of infi-
nite bireversible automaton groups with all trivial stabilizers in the boundary,
raised by Grigorchuk and Savchuk. We show that, in general, the set of sin-
gular points has measure zero. Then we focus our attention on several classes
of automata. We characterize those contracting automata generating groups
without singular points, and apply this characterization to the Basilica group.
We prove that potential examples of reversible automata generating infinite
groups without singular points are necessarily bireversible. Then we provide
some necessary conditions for such examples to exist, and study some dynami-
cal properties of their Schreier graphs in the boundary. Finally we relate some
of those automata with aperiodic tilings of the discrete plane via Wang tilings.
This has a series of consequences from the algorithmic and dynamical points
of view, and is related to a problem of Gromov regarding the searching for
examples of CAT(0) complexes whose fundamental groups are not hyperbolic
and contain no subgroup isomorphic to Z2.
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2 D. D’ANGELI, TH. GODIN, I. KLIMANN, M. PICANTIN, AND E. RODARO
1. Introduction
The motivation comes from the study of the dynamical system (G, ∂T, µ) given
by the measure µ preserving action of a group G on the boundary ∂T of a rooted
tree T . By considering one orbit of this action (i.e. a Schreier graph), one may ask
if it is possible to recover the information about the original dynamics in terms of
the information contained in a typical orbit. This problem may be rephrased as
follows: what conditions have to be imposed on the dynamical system (G, ∂T, µ)
in order to guarantee that, for a typical point ξ ∈ ∂T , this dynamical system is
isomorphic to the system (G, Stab〈M〉(ξ), ν), for some measure ν concentrated on
the closure Stab〈M〉(ξ)? (Problem 8.2 in [15]). This problem has been studied by
Y. Vorobets in the special case of the Grigorchuk group [36]. He showed that for
this group it is possible to reconstruct the action of the general dynamical system
on the boundary starting from the study of one orbit. His method uses the study
of the map St that associates to any point in the boundary of the tree its stabilizer
subgroup in the automaton group.
Motivated by these ideas, we examine the dynamical and algorithmic implica-
tions of the continuity of the map St in the context of automaton groups, and how
some combinatorial properties of the generating automaton reflect into the conti-
nuity of this map. In particular, we focus our attention on several classes of Mealy
automata: the contracting case (see [25]), the reversible case, the bireversible case,
and finally the case of automata with a sink-state which is accessible from every
state (henceforth denoted by Sa). We first show that, in general, the measure of the
set of the points in which St is not continuous (henceforth called singular points)
is zero. In the bireversible case singular points are exactly points with non-trivial
stabilizers. This reproves the well known fact that bireversible automata give rise
to essentially free actions on the boundary [32, Corollary 2.10]. Driven by these
facts and the question raised by Grigorchuk and Savchuk in [16] regarding the ex-
istence of singular points for the action of a bireversible automaton generating an
infinite group, we generalize the previous open problem into the study of examples
of automaton groups without singular points. In the case of contracting groups we
provide a characterization for such automata in terms of languages recognized by
Bu¨chi automata that we call stable automata. In the examples that we present, we
show that the situations may be very different. For instance, in contrast with the
Hanoi Towers group case, we show that the Basilica group has no singular points.
In both the class of reversible invertible automata and the class Sa, by using the
notion of helix graph, we reduce this problem to the existence of certain pairs of
words, called commuting pairs, that is, two words, one on the stateset the other
one on the alphabet, that commute with respect to the induced actions. Using this
fact we prove a series of results. For instance, it turns out that the existence of
singular points is always guaranteed for the reversible invertible automata that are
not bireversible. This shows that, in the class of reversible invertible automata, the
core of the problem of finding examples of group automata without singular points is
reduced to the class of bireversible automata. We present some necessary conditions
for such examples to exist. For instance, the generated group is necessarily fully
positive, that is, it is defined by relators that do not contain negative occurrences of
the generators. Furthermore, we prove that if a bireversible automaton generates
an infinite non-torsion group, then having all stabilizers in the boundary that are
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torsion groups (like in the situation of not having singular elements) is equivalent
to have in the dual automaton all Schreier graphs in the boundary which are either
finite, or acyclic multigraphs (just considering the edges without their inverse).
The study of commuting pairs also leads to a connection with periodic tessella-
tions of the discrete plane using Wang tilings, and it is also related to the so-called
Gromov’s problem (the reader is referred to the paper [21] for more details). This
connection has been pointed out to us by I. Bondarenko [5]. Using the helix graph
one can easily show that any automaton group has a commuting pair, whence the
associated tileset has always a periodic tiling. However this commuting pair may
involve a trivial word. For instance in the class Sa there is always a trivial commut-
ing pair involving the sink-state. This fact leads to the notions of non-elementary
commuting pair and reduced tileset of an automaton group. Using a result by [23]
we first show that the problem of finding non-elementary commuting pairs is unde-
cidable. Further, the notion of non-elementary commuting pair is strictly related
to the existence of periodic singular points in the boundary. From this connection,
we start a study of the relationship between non-periodic tessellations of the dis-
crete plane, and algebraic and dynamical properties of the associated automaton
group. Indeed, we first provide conditions for the associated reduced tileset to tile
the discrete plane. Then, we pinpoint the algebraic and dynamical properties that
an automaton group from Sa has to possess so that the associated reduced tileset
generates just aperiodic tilings. Finally, we characterize the existence of aperiodic
tilings a` la Kari-Papasoglu with some properties of the group generated by an
automaton and its set of singular points.
2. Preliminaries
2.1. Mealy automata. We first start with some vocabulary on words, then intro-
duce our main tool — Mealy automata.
Let Q be a finite set, as usual, Qn, Q≤n, Q<n, Q≥n, Q∗, and Qω denote respectively
the set of words of length n, of length less than or equal to n, of length less than
n, of length greater than or equal to n, of finite length, and the set of right-infinite
words on Q .
For two words u, v ∈ Q∗ with u = vv′ (u = v′v) for some v′ ∈ Q∗, we say that v is
a prefix (suffix ), denoted by v ≤p u (respectively, v ≤s u).
If ξ = x1x2 · · · ∈ Qω, then ξ[n] = xn is the n-th letter of ξ, and ξ[: n] = x1 · · ·xn its
initial prefix of length n. Similarly, for m ≤ n we denote by ξ[m : n] = xm · · ·xn
the factor of ξ of length n−m+ 1 between the m-th and the n-th letter of ξ, and
by ξ[m :] = xmxm+1 · · · its tail. Two infinite sequences ξ, η ∈ Qω are said to be
cofinal (written ξ ∝ η) if there exists an integer k such that ξ[k :] = η[k :].
By Q˜ = Q ∪ Q−1 we denote the involutive set where Q−1 is the set of formal
inverses of Q. The operator −1 : Q → Q−1 sending q 7→ q−1 is extended to an
involution on the free monoid Q˜∗ through
1−1 = 1, (q−1)−1 = q, (uv)−1 = v−1u−1 (q ∈ Q; u, v ∈ Q˜∗).
Let ∼ be the congruence on Q˜∗ generated by the relation set {(qq−1, 1) | q ∈ Q˜}.
The quotient FQ = Q˜
∗/ ∼ is the free group on Q, and let σ : Q˜∗ → FQ be the
canonical homomorphism. The set of all reduced words on Q˜∗ may be compactly
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written as
RQ = Q˜
∗ r
⋃
q∈Q˜
Q˜∗qq−1Q˜∗.
For each u ∈ Q˜∗, we denote by u ∈ RQ the (unique) reduced word ∼-equivalent
to u. With a slight abuse in the notation we often identify the elements of FQ
with their reduced representatives, i.e. σ(u) = u; this clearly extends to subsets
σ(L) = L for L ⊆ Q˜∗.
A Mealy automaton is a tuple M = (Q,Σ, ·, ◦) where Q and Σ are finite set
respectively called the stateset and the alphabet, and · , ◦ are functions from Q×Σ
to, respectively, Q and Σ called the transition and the production function. This
automaton can be seen as a complete, deterministic, letter-to-letter transducer with
same input and output alphabet or, following [10], as a labelled digraph.
The graphical representation is standard (see Fig. 2 for instance) and one displays
transitions as follows:
q
a|b
−−→ p ∈ M ⇐⇒ q·a = p, q◦a = b .
It can be seen that the statesetQ and the alphabet Σ play a symmetric role, hence
we can define a new Mealy automaton: the dual of the automaton M = (Q,Σ, ·, ◦)
is the automaton dM = (Σ, Q, ◦, ·) where we have the transition a
q|p
−−→b whenever
q
a|b
−−→p is a transition in M (see Fig. 2).
For each automaton transition q
a|q◦a
−−→ q·a, we associate the cross-transition de-
picted in the following way:
a
q q·a,
q◦a
see also Fig. 1.
If the functions (Σ→ Σ : a 7→ q◦a)q∈Q are permutations the automaton is said
to be invertible. On the other hand, when the functions (Q→ Q : q 7→ q·a)a∈Σ are
permutations the automaton is called reversible. Note that when an automaton is
reversible its dual is reversible and the other way around. Mealy automata that
are both invertible and reversible are called reversible invertible automata, or RI-
automata for short. Other classes of automata will be described in Section 3.
A Mealy automaton M = (Q,Σ, ·, ◦) defines inductively an action Q
◦
y Σ∗ of Q
on Σ∗ by
q◦(a1 · · ·an) = (q◦a1) ((q·a1)◦(a2 · · · an)) ,
that can also be depicted by a cross-diagram by gluing cross-transitions (see Glasner
and Mozes [13], or [1]) representing the action of a word of states on a word of letters
(or vice-versa):
a1 a2 · · ·an
q q·a1 (q·a1)·(a2 · · · an)
q◦a1 (q·a1)◦(a2 · · · an)
.
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In a dual way, this Mealy automaton defines also an action Q∗
·
x Σ. Both
actions naturally extend to words, respectively in Q∗ and Σ∗ with the convention
hg◦a = h◦(g◦a) and g·ab = (g·a)·b .
In addition to these descriptions of a Mealy automaton, we are going to use
another visualization, the helix graphs (introduced in [1]). The helix graph Hn,k of
a Mealy automaton M = (Q,Σ, ·, ◦) is the directed graph with nodes Qn×Σk and
arcs (u, v) −→
(
u·v, u◦v
)
for all (u, v) ∈ Qn × Σk (see Fig. 1).
x y1|0
0|1
1|1
0|0
0
x y
1
1
x x
0
0
y x
0
1
y y
1
x, 0
y, 0
x, 1
y, 1
Figure 1. The Mealy automaton L generating the lamplighter
group, the set of its cross-transitions, and its helix graph H1,1(L).
2.2. Automaton groups. From the algebraic point of view, the action Q∗
◦
y Σ∗
gives rise to a semigroup 〈M 〉+ generated by the endomorphisms q ∈ Q of the
regular rooted tree identified with Σ∗ defined by q : u 7→ q◦u for u ∈ Σ∗.
Groups generated by invertible automata play an important role in group theory
(for more details we refer the reader to [25]). In this framework all the maps q :
u 7→ q◦u, q ∈ Q, are automorphisms of the regular rooted tree Σ∗, and the group
generated by these automorphisms is denoted by 〈M 〉 (with identity 1). Note that
the actions Q∗
◦
y Σ∗ and Q∗
·
x Σ∗ extend naturally to the actions 〈M 〉
◦
y Σ∗
and 〈M 〉
·
x Σ∗, respectively.
There is a natural way to factorize these actions using the wreath product [25, 3].
Let M = (Q,Σ, ·, ◦) be an invertible Mealy automaton. The inverse of the auto-
morphism q is denoted by q−1 ∈ Q−1 = {q−1 : q ∈ Q}. There is an explicit way to
express the actions of the inverses by considering the inverse automaton M−1 hav-
ing Q−1 as stateset, and a transition q−1
b|a
−−→p−1 whenever q
a|b
−−→p is a transition
in M (see Fig. 2).
x y
L
1|0
0|1
1|1
0|0
x−1 y−1
L−1
0|1
1|0
1|1
0|0
0 1
dL
y|x
x|y
y|y
x|x
Figure 2. The lamplighter automaton L, its inverse automa-
ton L−1, and its dual automaton dL.
The action of the group 〈M 〉 on Σ∗, in case M is invertible (or of the semi-
group 〈M 〉+ in a more general case), may be naturally extended on the bound-
ary Σω of the tree.
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This action gives rise to the so-called orbital graph. In general, given a finitely
generated semigroup S, with set of generators Q, that acts on the left of a set X
according to S
◦
y X , if π : Q∗ → S denotes the canonical map, then the orbital
graph Γ(S,Q,X) is defined as the Q-digraph with set of vertices X , and there is
an edge x
a
−−→y whenever π(a) ◦ x = y. When we want to pinpoint the connected
component containing the element y ∈ X we use the shorter notation Γ(S,Q,X, y)
instead of (Γ(S,Q,X), y). Note that in the realm of groups, this notion corresponds
to the notion of Schreier graph. In particular for an invertible Mealy automa-
ton M = (Q,Σ, ·, ◦) and a word v ∈ Σ∗ ⊔ Σω, if
Stab〈M〉(v) = {g ∈ 〈M 〉 : g◦v = v}
is the stabilizer of v, the Schreier graph Sch(Stab〈M〉(v), Q˜) corresponds to the
connected component pinpointed by v of the orbital graph:
Sch(Stab〈M〉(v), Q˜) ≃ Γ(〈M 〉, Q˜,Σ
∗ ⊔Σω, v) .
This simply corresponds to consider the orbit of v as the vertex set and the edges
given by the action of the generators of the group (in our context the state of the
generating automaton).
Henceforth, when the automaton group is clear from the context we will use the
more compact notation Sch(v) when we deal with Sch(Stab〈M〉(v), Q˜).
3. The considered classes
Throughout the paper we focus mainly on four classes of automata: contracting
automata, reversible automata, bireversible automata, and automata with a sink.
3.1. Contracting automata. The notion of contracting automata has been in-
troduced by V. Nekrashevych in [25]. For a Mealy automaton M = (Q,Σ, ·, ◦),
the group 〈M 〉 is said to be contracting if there exists a finite set ℵ ⊂ 〈M 〉 such
that, for any g ∈ 〈M 〉 there exists an integer n = n(g) such that g·v ∈ ℵ, for
any v ∈ Σ≥n. The set ℵ is called a nucleus of 〈M 〉. Graphically it means that,
from any element of the group, a long enough path leads to the nucleus. This
enables the construction of a finite automaton Mℵ with stateset ℵ, alphabet Σ,
and transitions g
a|g◦a
−−−−→g·a. By extension, an automaton generating a contracting
group is said to be contracting itself. Examples of such automata are depicted on
Fig. 3 and 4.
Note that if the contracting automaton M has a sink-state, this state necessarily
belongs to ℵ.
The importance of the notion of contracting automata refers to the beautiful and
surprising connection with complex dynamics established by V. Nekrashevych [25].
With every contracting group one may associate a topological space called limit
space, that is encoded by the set of left-infinite words on Σ modulo the equiva-
lence relation given by the action of the nucleus, i.e., two left infinite sequences
ξ = · · · ξnξn−1 · · · ξ1 and η = · · · ηnηn−1 · · · η1 are equivalent if for any n ≥ 1 there
exists gn ∈ ℵ satisfying gn◦ξnξn−1 · · · ξ1 = ηnηn−1 · · · η1. It turns out that the
iterated monodromy group IMG(f) of a post-singularly finite rational function is
contracting and its limit space is homeomorphic to the Julia set of f . This discov-
ery puts in strict relation the dynamics of the map f and the algebraic properties
of IMG(f). As an example, this powerful correspondence has allowed L. Bartholdi
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and V. Nekrashevych to solve a classical problem in complex dynamics, the so-called
Hubbard Twisted Rabbit Problem by using algebraic methods [2].
a
b
1
a b
c
1
1|1
0|1
0|0
1|0
1|1, 0|0
1|22|1
0|2
2|0
0|1
1|0
2|2
0|0
0|0, 1|1, 2|2
1|1
Figure 3. The contracting automata generating the Basilica
group (on the left) and the Hanoi Towers groupH(3) (on the right).
3.2. (Bi)reversible automata. The classes of reversible and bireversible Mealy
automata are also interesting. We recall that a Mealy automaton is reversible
whenever each input letter induces a permutation of the stateset, i.e. simultane-
ous transitions q
a|b
−−→p and q′
a|c
−−→p are forbidden. In the context of groups, we
are especially interested in reversible invertible automata (called henceforward RI-
automata).
Moreover such a reversible automaton is bireversible if in addition each output let-
ter induces a permutation of the stateset, i.e. simultaneous transitions q
a|b
−−→p and
q′
c|b
−−→p are also forbidden. In this case it is necessarily invertible.
An interesting feature of an RI-automaton is that the dual of such an automaton
is still reversible and invertible.
The following lemma, which will be useful later, may be easily deduced from [32]
or [10, Theorem 2].
Lemma 3.1. Let M be an RI-automaton with 〈M 〉 ≃ FQ/N . Then, the following
facts hold:
(i) if g ∈ Q∗ is such that g·a ∈ N for some a ∈ Σ∗, then g ∈ N ;
(ii) let g, g′, g′′ ∈ Q∗ with g·a = g′ for some a ∈ Σ∗, then there is a h ∈ Q∗
satisfying (hg)·a = g′′g′.
Furthermore, if M is bireversible then Q can be replaced by Q˜ in (i).
Proof. Let us prove point (i). First note that any state reachable from a state in N
also belongs to N . Indeed let g′ ∈ N and a′, b′ ∈ Σ∗, we have:
a′ b′
g′ g′·a′
a′ b′
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So for any word b′ ∈ Σ∗, g′◦a′b′ = a′b′, hence (g′·a′)◦b′ = b′, i.e., g′·a′ ∈ N .
Let g′ = g·a ∈ N . By the reversibility of the automaton there is an a′ ∈ Σ∗ such
that g′·a′ = g and we can conclude that g belongs to N .
Property (ii) follows by observing that by reversibility there is an h ∈ Q∗ such
that h·(g◦a) = g′′ holds (remember that the words in Q∗ are written from right to
left). In terms of cross-diagramms we obtain:
a
g g′ = g·a
g◦a
h g′′ = h·(g◦a)
.
The last statement follows by applying (i) to M ⊔M−1 that is reversible by the
bireversibility of M . 
The structure of the groups generated by reversible or bireversible automata is
far from being understood. For instance, for a long time the only known examples
of groups generated by bireversible automata were finite, free, or free products of
finite groups [34, 35, 25]. Recently examples of bireversible automata generating
non-finitely presented groups have been exhibited in [7] and in [22, 29]. In this
regard, we now provide an embedding result of any group generated by a bireversible
automaton whose dual does not generate a free group, into the outer automorphism
group of a free group of infinite rank. This fact may give some extra insight on the
kind of groups that are generated considering bireversibility.
Proposition 3.2. Let M be a bireversible automaton such that 〈M 〉 is infinite
and 〈dM 〉 is not free. Then, there is a monomorphism
φ : 〈M 〉 →֒ Out(F∞).
Proof. Let M = (Q,Σ, ·, ◦). By [8, Theorem 4], if we consider the enriched automa-
ton M− obtained from M by adding the edge p
a−1|b−1
−−→ q for any edge q
a|b
−−→p of M ,
then 〈M−〉 ≃ 〈M 〉. By [10, Theorem 2] we may express the group 〈dM 〉 as the
quotient FΣ/N where N is the maximal subset invariant under the action Q
◦
y Σ˜∗.
We may regard N as a normal subgroup of the free group FΣ, in particular note
that [FΣ : N ] < ∞ if and only if 〈dM 〉 is finite, and so 〈M 〉 is also finite [25, 30].
Therefore, [FΣ : N ] =∞, whence N ≃ F∞, since N is free by Nielsen’s theorem.
Let us first prove that there is an embedding 〈M 〉 →֒ Aut(N). By the stability
of N under the action Q
◦
y Σ˜∗ and the invertibility of M−, we have that for any
g ∈ 〈M 〉 the map ψg : n 7→ g◦n for n ∈ N is a bijection of N that is also a homo-
morphism since w·n = w holds for any w ∈ Q˜∗ and n ∈ N . Hence, ψg ∈ Aut(N).
Furthermore, the map φ : 〈M 〉 → Aut(N) that sends g to ψg is a homomorphism
since equality ψg′g = ψg′◦ψg holds. This map is also injective. Indeed, assume that
ψg1 = ψg2 for some g1, g2 ∈ 〈M 〉. Since N is normal, then for any u ∈ Σ
∗ there is
a reduced element n ∈ N such that u is a prefix of n (take a suitable conjugate of
a reduced non-trivial element of N). Hence, ψg1 = ψg2 implies that g1◦u = g2◦u
for any u ∈ Σ∗, hence g1 = g2. Hence we get the claim φ : 〈M 〉 →֒ Aut(N). We
now show that each automorphism ψg is not inner. Indeed, assume contrary to our
claim, that ψg(n) = unu
−1, n ∈ N , for some reduced non-empty element u ∈ N .
BOUNDARY ACTION OF AUTOM. GROUPS W/O SINGULAR POINTS & WANG TILINGS 9
Then, for any n ∈ N there is an integer ℓ(n) such that gℓ(n)◦n = n, whence we
have
n = ψgℓ(n)(n) = ψ
ℓ(n)
g (n) = u
ℓ(n)nu−ℓ(n)
from which we get nuℓ(n) = uℓ(n)n. We consider the subgroup generated by n
and uℓ(n). By Nielsen’s theorem this subgroup is free, and so both n and uℓ(n)
belongs to the same cyclic subgroup 〈h〉 for some h ∈ N . In particular, there is
a non-empty prefix h′ ∈ Σ˜∗ common to both u and n. However, since n ∈ N
is arbitrary and N is normal by the same argument above each u ∈ Σ˜∗ appears
as a prefix of some non-trivial reduced element n′ ∈ N , a contradiction. Hence,
φ : 〈M 〉 →֒ Out(N) ≃ Out(F∞). 
Unfortunately, the condition of having a free group of infinite rank appears to be
mandatory in Proposition 3.2. Indeed, the next proposition shows that the embed-
ding of an automaton group generated by a bireversible automaton into the group
of length preserving automorphisms of the free group Fm for some 1 < m < ∞,
characterizes finite groups. In what follows we call an element ψ ∈ Aut(Fm) length
preserving if given any w ∈ Fm one has |w| = |ψ(w)|. We denote by Autℓp(Fm) the
subgroup of Aut(Fm) formed by the length preserving automorphisms.
Proposition 3.3. Let M be a bireversible automaton. There is a monomorphism
φ : 〈M 〉 →֒ Autℓp(Fm)
if and only if 〈M 〉 is finite.
Proof. Let M = (Q,Σ, ·, ◦). Suppose 〈M 〉 finite and letN be the maximal invariant
subset for the action Q
◦
y Σ˜∗ (as in Proposition 3.2), then [FΣ : N ] < ∞ and so
N ≃ Fm for some m. We proceed as in the proof of the previous proposition to
show that φ : 〈M 〉 → Autℓp(Fm) is a monomorphism. Conversely, let consider
an embedding φ : 〈M 〉 →֒ Autℓp(Fm) for some m, and let R = {x1, . . . , xm} be
minimal set of generators of Fm. For any g ∈ 〈M 〉, let ψg be the corresponding
automorphism in Autℓp(Fm). Since R is finite and the automorphisms preserve the
length, the set
Ω =
⋃
g∈〈M〉,i=1,...,m
ψg(xi)
is clearly finite. Further, there is a natural homomorphism of 〈M 〉 into Sym(Ω).
Let us prove that it is actually a monomorphism. Indeed, let g 6= g′ in 〈M 〉. Then
ψg 6= ψg′ holds in Autℓp(Fm). Since R is a generating set, then ψg(xik ) 6= ψg′(xik )
for some xik ∈ R. We deduce 〈M 〉 →֒ Sym(Ω), and so 〈M 〉 is finite. 
For similar results that link automaton groups defined by bireversible Mealy
automata and the group of automorphisms of a free group, the reader is referred
to [24].
3.3. Automata with sink. In the complement of the class of the RI-automata
there is another interesting class that, in some sense, represents the opposite case:
the class Sa of all the invertible Mealy automata with a sink-state e which is ac-
cessible from every state (the index “a” standing for accessible). We recall that a
sink-state of a Mealy automaton is a special state e such that e·a = e and e◦a = a
for any a ∈ A. Note that in this setting the sink-state is unique.
The reason we require that the sink-state is accessible from every state will be clear
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in Section 6.
This class is rather broad and it contains many known classes of Mealy automata
like automata with polynomial state activity [31]. Furthermore, in [10, Proposition
6] it is shown that this class is essentially formed by those automata for which every
element g in the generated group has a g-regular element in the boundary (for the
notion of g-regular element see for instance [26]).
Moreover, this class is also included into the broader class of synchronizing au-
tomata for which some results on automaton groups can be found in [9]. The
connection with synchronizing automata will also be crucial in Section 6 in char-
acterizing automata whose associated set of reduced tiles do not tile the plane.
In [8] the problem of finding free groups generated by automata in Sa is tack-
led. Indeed,until recently, all known free automaton groups were generated by
bireversible automata. This led to the question whether or not it is possible to
generate a free group by means of automata with a sink-state. In [8] a series of
examples of automata from Sa generating free groups is exhibited. However, in this
case the resulting free groups do not act transitively on the corresponding tree, so
this leaves open the question of finding a free group generated by an automaton
from Sa acting transitively on the rooted tree. This problem is also connected with
the interesting combinatorial notion of fragile word introduced in [8].
4. Topological properties of the action on the boundary
In this section we describe some topological properties of the action of an au-
tomaton group on the boundary of a rooted tree. In particular, we consider the
problem of continuity of the map that associates with any point in the boundary
the corresponding Schreier graph. We prove that the set of those points where
this function is not continuous has zero measure. Moreover, we provide a char-
acterization of contracting automata whose action on the boundary is continuous
everywhere. In the reversible case, we prove that examples of automata generating
groups with all continuous points in the boundary are necessarily bireversible, and
in this case, this condition may be rephrased in terms of triviality of the stabilizers
in the boundary.
4.1. Action on the boundary. Let M = (Q,Σ, ·, ◦) be an invertible automaton
and Sub(〈M 〉) denote the space of all subgroups of 〈M 〉 and let Sch(〈M 〉, Q˜) denote
the space of marked Schreier graphs of 〈M 〉 (i.e. Schreier graphs in which we have
chosen a special vertex, the marked vertex) contained in the space of all marked
labeled graphs and put ∂T = Σω. Both spaces may be endowed with a natural
topology (also induced by an opportune metric). We endow the space Sub(〈M 〉)
with the Tikhonov topology of the space {0, 1}〈M〉 in such a way that any sub-
group H may be identified with its characteristic function. Given a finite subset F
of 〈M 〉 the F−neighborhood of a subgroup H contains all subgroups K such that
H ∩ F = K ∩ F . Roughly speaking we say that two subgroups H and K of 〈M 〉
are close if they share many elements. On the other hand, two marked Schreier
graphs Sch(ξ) and Sch(η) are close when the subgraphs given by the balls of large
radius around ξ and η are isomorphic, and two points ξ and η in ∂T are close if
they share a long common prefix. Notice that in our notation, Sch(ξ) corresponds
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to the graph Γ(〈M 〉, Q˜,Σ∗ ⊔ Σω, ξ).
Vorobets studied the map
F : ∂T −→ Sch(〈M 〉, S)
ξ 7−→ Sch(Stab〈M〉(ξ), Q˜)
in the case where M is the Grigorchuk automaton [36]. His results may be sum-
marized as follows: the closure F (∂T ) of the image of the boundary of the binary
tree into the space of marked labeled Schreier graphs consists of a countable set
of points (the one-ended boundary graphs) and another component containing all
two-ended Schreier graphs. The Grigorchuk group acts on the compact component
given by F (∂T ) without these isolated points by shifting the marked vertex of the
graph and such action is minimal (every orbit is dense) and uniquely ergodic (there
is a unique Borel probability measure on this set that is invariant under the action
of the group).
4.2. Singular points. Let M = (Q,Σ, ·, ◦) invertible. We define the map
St: Σω −→ Sub(〈M 〉)
ξ 7−→ Stab〈M〉(ξ).
The neighborhood stabilizer Stab0〈M〉(ξ) of ξ is the set of all g ∈ 〈M 〉 that fix the
point ξ together with its neighborhood (that may depend on g). One may check
that Stab0〈M〉(ξ) is a normal subgroup of Stab〈M〉(ξ).
A point ξ ∈ Σω is called singular if the map St is not continuous at ξ. The set of
singular points is denoted by κ.
The following lemma clarifies the connection between the continuity of the map St
and the dynamics in the boundary.
Lemma 4.1. [36, Lemma 5.4] St is continuous at the point ξ if and only if the
stabilizer of ξ under the action coincides with its neighborhood stabilizer, i.e.:
ξ ∈ κ⇐⇒ Stab0〈M〉(ξ) 6= Stab〈M〉(ξ) .
The following lemma characterizes continuous points in terms of restrictions.
Lemma 4.2. Let M be an invertible automaton and let ξ be an element in Σω.
The following are equivalent.
(i) ξ is not singular;
(ii) St is continuous at ξ;
(iii) For any g ∈ Stab〈M〉(ξ) there exists n such that g·ξ[: n] = 1;
Proof. (i)⇔(ii), (iii)⇒(ii), follow from definition.
(ii)⇒(iii). Let us prove ¬(iii)⇒¬(ii). Suppose that there exists g ∈ Stab〈M〉(ξ) such
that g·ξ[: n] 6= 1 for all n ≥ 0. Then we can find, for any n, a letter xn ∈ Σ such
that (g·ξ[: n])◦xn = x′n 6= xn. Hence if we put ζn = ξ[: n]xnξ[n+ 2 :] ∈ Σ
ω we get
g◦ζn = g◦ξ[: n]xnξ[n+ 2 :] = ξ[: n]x
′
nξ
′ 6= ξ. Hence, since we can construct a ζn in
any neigbourhood of ξ, Stab0〈M〉(v
ω) 6= Stab〈M〉(v
ω), and St is not continuous. 
Moreover we can characterize continuous points by looking only to periodic
points
Lemma 4.3. Let M be an invertible automaton. The following are equivalent.
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(i) There is no singular point in Σω;
(ii) There is no singular periodic point in Σω.
Proof. (i) ⇒ (ii) is obvious, let us prove the converse, by contraposition. Assume
that St is not continuous at some ξ ∈ Σω and let g ∈ Stab〈M〉(ξ)r Stab
0
〈M〉(ξ). If
there exists k such that g·ξ[: k] = 1 then g stabilizes some neighborhood U of ξ and
is contained in Stab0〈M〉(ξ). Hence, for any n ≥ 1, g·ξ[: n] is a non-trivial element in
〈M 〉. The set { g·ξ[: k], k ∈ N } is finite, this implies that there exist m and n such
that n > m > 0 and g′ := g·ξ[: m] = g·ξ[: n] 6= 1. Therefore g′·ξ[m+1 : n] = g′ and
g′◦ξ[m + 1 : n] = ξ[m + 1 : n]. Put v = ξ[m + 1 : n]: g′ ∈ Stab〈M〉(v
ω). In order
to prove that g′ 6∈ Stab0〈M〉(ξ) we notice that, since g
′ is not trivial, there exists
w ∈ Σ∗ such that g′◦w = w′ 6= w. Consider the sequence wk := v
kwvω for k ≥ 0.
Clearly, for any neighborhood U of vω there exists n such that wn ∈ U . But
g′◦wn = g
′◦vn(g′·vn)◦(wvω) = vnw′v′ 6= wn
for some v′ ∈ Σω. Therefore g′ ∈ Stab〈M〉(v
ω) 6= Stab0〈M〉(v
ω). 
In the following theorem we prove that the measure of the set κ of singular
points is zero. For the sake of completeness we recall that a subset of a topological
space X is nowhere dense if its closure has an empty interior. A subset is meager
in X if it is a union of countably many nowhere dense subsets. A Baire space,
as Σω with the usual topology, cannot be given by the countable union of disjoint
nowhere dense sets. In general the notion of nowhere dense and meager set do not
coincide with the notion of zero-measure. In [36] it is proven that κ is meager.
Given u ∈ Q˜∗, denote by Fix(u) the set consisting in the vertices ξ ∈ Σω fixed by
the action of u. If w ∈ Σk is an element stabilized by u we write w ∈ Fixk(u). By
using the ideas developed in [20] we are able to give the following characterization.
Theorem 4.4. For any invertible automaton, the set κ of singular points has
measure zero.
Proof. The proof is heavily based on the ideas contained in Proposition 4.1 and
Theorem 4.2 of [20]. For u ∈ Q˜∗, k ≥ 1, consider the following sets:
χ(u) = {ξ ∈ Σω : ξ ∈ Fix(u) and π(u·ξ[: j]) 6= 1 ∀j ≥ 0} ,
χk(u) =
{
w ∈ Σk : w ∈ Fixk(u) and π(u·ξ[: j]) 6= 1 0 ≤ j ≤ k
}
.
By Lemma 4.2, the set of singular points is
κ =
⋃
u∈Q˜∗
χ(u).
Let us prove µ(χ(u)) = 0, for any u ∈ Q˜∗. Since
χ(u) =
⋂
k≥1
(χk(u)Σ
ω) ,
we get:
µ(χ(u)) = lim
k→∞
µ(χk(u)Σ
ω) = lim
k→∞
|χk(u)|
|Σ|k
.
We now show that this limit is 0. Indeed, as proved below, there is an integer p
such that
(Ek) |χpk(u)| ≤ (|Σ|
p − 1)k, for all k ≥ 1 .
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Let Hi = {v ∈ Q˜i : π(v) 6= 1}. Since H|u| is finite, there is an integer p such that
no element of H|u| induces the identity on Σ
p: take it for Equation (Ek).
Use an induction on k ≥ 1. For k = 1: χp(u) ⊆ Σp and Fixp(u) 6= Σp by the
choice of p. Suppose that |χp(k−1)(u)| ≤ (|Σ|
p − 1)k−1. Since u·h ∈ H|u| for
any h ∈ χp(k−1)(u), there is a v ∈ Σ
p that is not fixed by u·h, whence
|χp·k(u)| ≤ |χp(k−1)(u)|(|Σ|
p − 1) ≤ (|Σ|p − 1)k .

4.3. The contracting case. The property of being contracting allows us to char-
acterize the set κ of singular points in terms of a language recognized by an au-
tomaton.
Let M = (Q,Σ, ·, ◦) be a Mealy automaton. We define its stable automaton as
the automaton B(M ) on infinite words where for a ∈ Σ we have:
q
a
−−→p ∈ B(M ) ⇐⇒ q
a|a
−−→p ∈ M .
Given a Bu¨chi acceptance condition (i.e. a set of states that has to be visited
infinity often), such an automaton recognizes a language of right-infinite words (see
for instance [33]). See Figs. 4 and 5.
Theorem 4.5. Let M be a invertible automaton admitting a finite nucleus automa-
ton N . Then the set κ of singular points is included in the set of word cofinal with
a word in the language recognized by the Bu¨chi automaton B(N ) with every state
but the sink-state accepting. Conversely any word recognized by B(N ) is singular.
In particular if the language B(N ) is empty then κ = ∅.
Proof. Let e be the sink-state of the nucleus and suppose that there exists ξ ∈ Σω
such that St is not continuous on ξ. From Lemma 4.2 it follows that there exists
g ∈ Stab〈M〉(ξ) such that g·ξ[: k] 6= e for every k > 0. Since 〈M 〉 is contracting
there exists gn ∈ N such that gn = g·ξ[: n] ∈ N . Notice that gn+k := g·ξ[: n+ k] =
gn·ξ[n + 1 : n + k] ∈ N r {e} and gn+k◦ξ[n + k] = ξ[n + k]. Since B(N ) has the
same set of states as N and admits a transition exactly when g◦i = i holds, there
is an infinite path
gn
ξ[n]
−−→gn+1
ξ[n + 1]
−−→ · · · gn+k
ξ[n + k]
−−→ · · ·
that avoids e. Furthermore since the stateset is finite there is a state that is infin-
itely visited, hence the run is accepted by B(N ). To prove that ξ is cofinal to a
word recognized by B(N ) notice that since ξ[n :] is recognized and N is finite, there
exists an integer m such that g·ξ[: m] = gm+1 belongs to a strongly connected com-
ponent C of N . Hence, by reading transition in C backward, we can extend ξ[m :] on
the left to obtain a word ξ′ = ξ′[1] · · · ξ′[m− 1]ξ[m :] and a sequence g′, g′1, . . . , g
′
m
of elements of C such that there exist g′·ξ′[: k] = g′k+1 for k ≤ m, g
′·ξ′[: m] = gm+1
and g′◦ξ′[: k] = ξ. Then B(N ) recognizes ξ′, and the points ξ′ and ξ are cofinal.
On the other hand if a run g1
i1−−→g2 · · · gk
ik−−→gk+1 · · · is accepted by B(N ) then
it is infinite and it does not visit e (since it is a sink, i.e. an absorbing state).
Hence g1 stabilizes ξ = i1i2 · · · and satisfies π(g1) 6= 1. So by Lemma 4.2, St is not
continuous. 
Notice that if ξ ∈ Σω is singular, so is each element of its orbit. Indeed if g◦ξ = ξ
with g 6= 1 then we have hgh−1◦(h◦ξ) = h◦ξ with hgh−1 6= 1 for all h ∈ 〈M 〉. So
the previous characterization is exact when the set of words cofinal to a word in
the language B(N ) coincide with the orbit of words in the language B(N ).
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In particular this occurs for self-replicating automata. A Mealy automaton is called
self-replicating (also called fractal) whenever for any word u ∈ Σ∗ and any g ∈ 〈M 〉,
there exists h ∈ Stab〈M〉(u) satisfying h·u = g.
Proposition 4.6. Let M be a contracting, self-replicating Mealy automaton. Then
κ is the set of words cofinal to a word in the language recognized by B(N ).
Proof. The first inclusion comes directly from Theorem 4.5. For the other one, let
ξ be recognized by B(M ) and uξ[n :] be cofinal to ξ. Since ξ[n :] is recognized
by B(N ) it is singular. So there exists g ∈ 〈M 〉 satisfying g◦ξ[n :] = ξ[n :]
with g·ξ[n : n + k] 6= 1 for all k ≥ 0. Now, since M is self-replicating there
exists h ∈ 〈M 〉 satisfying the following cross diagram:
u ξ[n :]
h h·u = g
u ξ[n :]
Hence uξ is singular. 
Note that, despite of these strong requirements, the class of contracting and self-
replicating automata is wide. It contains in particular the Grigorchuk automaton,
the Hanoi Tower automaton or the basilica automaton.
One can notice that all states in a connected component have same type (accepting
or rejecting). In that case the automaton is said to be weak Bu¨chi [27]. It follows
that the language of B(N ) is closed and regular. It is also (infinite) suffix closed.
Moreover we get informations about the topology of the border F (∂T ).
Proposition 4.7. Let M be a Mealy automaton and a be a letter in its alphabet.
If there exists a state q such that q◦a = a and q·a = q, and p·a 6= p for p 6= q ∈ Q,
then F (aω) = Sch(aω) is an isolated point in the closure of F (∂T ).
Proof. Recall that two rooted graphs are close if they have balls of large radius
around the roots that are isomorphic. Let us prove Stab〈M〉(a
ω) 6= Stab0〈M〉(a
ω).
The Schreier graph associated with aω contains a loop rooted at aω and labeled
by q. Any other element in ∂T that is not cofinal to aω, contains at some position a
letter other than a, so that it is not fixed by q. This implies that F (aω) is isolated,
since no other graph contains a loop labeled by q.
The same argument works for the vertices of the orbit of aω, that are the only ones
having at finite distance a vertex with a loop labeled by q. 
Note that this is still true when one consider words on Σk instead of single letters.
We now apply the previous characterizations to two examples of contracting,
self-replicating automata, namely the Basilica automaton et the Hanoi Towers au-
tomaton.
The Basilica group, introduced in [18], is generated by the automorphisms a and
b having the following self-similar form:
a = (b,1), b = (a,1)(01),
where (01) denotes the nontrivial permutation of the symmetric group on {0, 1, 2}
and, with a slightly abuse of notation, 1 denotes the sink-state (see Fig. 3). In
Fig. 4 the nucleus automaton associated with this group is presented.
Since the stable automaton accepts no infinite word we obtain:
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b
a
ba−1 ab−1
a−1
b−1
1
0|10|0 0|01|0
0|1
1|1
1|0
1|1
0|1
1|0 0|1
1|1, 0|0
1|0
b
a
ba−1 ab−1
a−1
b−1
10 01
1
1, 0
Figure 4. The nucleus automaton (on the left) and the stable
automaton (on the right), associated with the Basilica automaton.
Corollary 4.8. For the Basilica group, the set κ of singular points is empty.
We now consider the case of the Hanoi Towers group H(3) (see Fig. 3) introduced
in [17]. This group is generated by the automorphisms of the ternary rooted tree
having the following self-similar form:
a = (1,1, a)(01) b = (1, b,1)(02), and c = (c,1,1)(12),
where (01), (02), and (12) are elements of the symmetric group on {0, 1, 2}. Observe
that a, b, c are involutions.
Corollary 4.9. For the Hanoi Towers group H(3), the set κ of singular points is a
countable set consisting of the (disjoint union of the) orbits of the three points 0ω,
1ω, and 2ω. Moreover F (iω) = Sch(iω) is an isolated point in the closure of F (∂T )
for i ∈ {0, 1, 2}.
a b
c
1
2
0
0, 1, 2
1
Figure 5. The stable automaton B(H(3)) for the Hanoi Towers
automaton.
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Since Sch (iω) is isolated in F (∂T ) for i ∈ {0, 1, 2}, one can ask about the be-
haviour of the sequence of Schreier graphs of finite words converging to iω. It turns
out that this sequence is converging, but the limit is not a Schreier graph for the
Hanoi Towers group.
Let
(
ηin
)
n∈N
, i = 0, 1, 2 be a sequence of elements of Σ∗, such that |ηin| = n, con-
verging to iω. Recall that Sch(iω) contains only one loop rooted at iω.
Let Υi, i = 0, 1, 2 be the graph obtained from Sch(i
ω) as follows:
(1) Take two copies of Sch(iω) and let gi ∈ {a, b, c} be the label of the loop
at iω.
(2) Erase the loop at iω in each copy of Sch(iω).
(3) Join the two copies by an edge labeled gi and connecting the vertices i
ω of
each copy and choose one of these iω as marked vertex.
2k0α
02k−10α
12k−10α
2k1α
02k−11α
12k−11α
2ω
02ω
12ω
a
b
c
a
c
b
b
c
a
c
b
a
b
c
a
c
b
Figure 6. Part of the (finite) Schreier graphs in the Hanoi Towers
group H(3) of 2k0α (above) and of the (infinite) Schreier graph of
2ω (below). See proof of Theorem 4.10.
Theorem 4.10. F (ηin) converges to Υi for i ∈ {0, 1, 2} as n→∞.
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Proof. Let
(
zin
)
n∈N
be a sequence of natural numbers such that zin is the position of
the first letter in ηin different from i. It comes from the structure of finite Schreier
graphs of H(3) (see Fig. 6) that the balls of radius zin − 1 in Υi rooted at i
ω, and in
Sch(ηin) rooted at η
i
n are isomorphic. Since z
i
n goes to infinity as n does, we have
the assertion. 
It can be shown that the infinite Schreier graphs of the Hanoi Tower group are
all one ended, see [6]. Hence, since Υi is clearly two ended it follows that it is
not an infinite Schreier graph of H(3). More precisely there is no ξ ∈ ∂T = Σω
such that the orbital Schreier graph Sch(ξ) is isomorphic to Υi, even if the graph
is considered non marked.
b
c1c0
d1d0
a
1
0|1 1|0
1|1 1|1
0|0
1|1
0|0
0|00|0
1|1
0|0
1|1
Figure 7. A twisted version of the Grigorchuk automaton.
Note that Grigorchuk automaton can be twisted in order to obtain a contracting
automaton generating a fractal group with non countable κ, see Fig 7. However one
can ask if there exist minimal automata where two singular points have isomorphic
Shreier graphs, see Problem 2.
4.4. The bireversible case. In this section, we focus on the bireversible case.
We start with the following alternative result which shows that, in the class of
bireversible automata, the problem of finding examples with all continuous points
in the boundary is equivalent to look for automata with all trivial stabilizers in the
boundary.
Proposition 4.11. Let M be a bireversible automaton. For any ξ ∈ Σω, we have:
ξ ∈ κ ⇔ Stab〈M〉(ξ) 6= {1}.
Proof. Let g ∈ Stab〈M〉(ξ). We have only two possibilities: either there exists n ≥ 1
such that g·ξ[: n] = 1, or for every n ≥ 1 one has g·ξ[: n] 6= 1. In the first case,
since M is bireversible we may apply Lemma 3.1, which implies g = 1. On the
other hand, suppose g·ξ[: n] = gn ∈ 〈M 〉 r {1}. We have already remarked
that St : ∂T −→ Sub(〈M 〉) is not continuous at ξ if Stab0〈M〉(ξ) 6= Stab〈M〉(ξ).
Since gn 6= 1, for every n there exists wn ∈ Σ∗ such that gn◦wn 6= wn. Let
η(n) := ξ[: n]wnξ[n + |wn| + 1 :] ∈ Σ
ω. Notice that η(n) → ξ, so that for every
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neighborhood U of ξ there exists k = kU ≥ 1 such that η(k) ∈ U . By hypothesis
g ∈ Stab〈M〉(ξ) and g·η
(k)[: k] = g·ξ[: k] = gk. The sequence η(n) converges to ξ
since they have the same prefix of length n, so given U we find k such that η(k) ∈ U .
We have
g◦η(k) = g◦ξ[: k] ((g·η[: k])◦wkξ[n+ |wn|+ 1 :])
= ξ[: k](gk◦wk) ((gk·wk)◦ξ[n+ |wn|+ 1 :])
6= η(k).
This implies that Stab0〈M〉(x) 6= Stab〈M〉(x), which means x ∈ κ. 
We recall that the action of 〈M 〉 on Σω is essentially free if
µ({x ∈ Σω : Stab〈M〉(x) 6= {1}}) = 0,
where µ is the uniform measure on Σω (see [15]). One may prove that groups
generated by bireversible automata give rise to essentially free actions on Σω [32].
Equivalently, this fact may be deduced by Proposition 4.11 and Lemma 4.2.
The next proposition characterizes in terms of Schreier graphs those automaton
groups having all trivial stabilizers in the boundary, which by the previous propo-
sition are those with κ = ∅.
Proposition 4.12. Let M be a bireversible automaton. The set κ of singular
points is empty if and only if any two words in a same orbit cannot be cofinal.
Proof. First, suppose that there exist ξ ∈ Σω and 1 6= g ∈ 〈M 〉 such that η :=
g◦ξ ∝ ξ. Let us prove that there is an element of Σω whose stabilizer is not trivial.
Since η ∝ ξ, then there exists N > 0 such that ξ[N :] = η[N :]. Since M is
bireversible, from Lemma 3.1 gk := g·ξ[: k − 1] 6= 1 for any k. Since g◦ξ = η, one
gets
gk◦ξ[k :] = (g·ξ[: k − 1])◦ξ[k :] = η[k :].
In particular, for k = N we get
gN◦ξ[N :] = gN◦η[N :] = η[N :] = ξ[N :].
This implies that ξ′ := ξ[N :] is stabilized by gN 6= 1 and so it is a boundary point
with a non-trivial stabilizer, so it is a singular point.
On the other hand, let 〈M 〉 admit a boundary point ξ with a non-trivial stabi-
lizer. Then, there exists 1 6= g ∈ 〈M 〉 such that g·ξ = g. Since g 6= 1 and M is
bireversible, there exist v ∈ Σ∗ and f ∈ Q∗, such that f◦v 6= v and f ·v = g. Hence
vξ and f◦(vξ) are two distinct cofinal words. 
5. Commuting pairs and dynamics on the boundary
Theorem 4.4 from Section 4 states that the set κ of all singular points has
measure zero. In this section we are interested in seeking for examples of automata
with κ = ∅. Note that by Proposition 4.11, in the bireversible case this property
is equivalent to have all trivial stabilizers in the boundary [16]. On the other hand,
no example of such dynamics is known in this class (which seems to be the most
difficult case), unless the generated group is finite. In this section we focus our
attention on the class of reversible invertible automata.
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5.1. Commuting pairs. Given an automaton M = (Q,Σ, ·, ◦), we say that v ∈
Σ∗, u ∈ Q∗ commute whenever
u·v = u and u◦v = v ;
in this case we say that (u, v) is a commuting pair. The previous definition considers
words v ∈ Σ∗, u ∈ Q∗. However, we may consider commuting pairs in M ⊔M−1 =
(Q˜,Σ, ·, ◦). The importance of commuting pairs stems in the connection with the
stabilizers of periodic points on the boundary. For example a classical way to prove
that an automaton is not contracting has an interpretation in terms of commuting
pairs: if there exists a commuting pair (u, v) such that u has infinite order then the
automaton cannot be contracting [11].
We put
Stab+〈M〉(ξ) := Stab〈M〉+(ξ) = π(Q
∗) ∩ Stab〈M〉(ξ)
as the set of “positive” stabilizers. We have the following proposition that clarifies
the connection between commuting pairs and stabilizers.
Proposition 5.1. Let M be an invertible automaton. If v ∈ Σ∗, u ∈ Q˜∗ (u ∈ Q∗)
commute, then π(u) ∈ Stab〈M〉(v
ω) (respectively, Stab+〈M〉(v
ω)).
Conversely, for any v ∈ Σ∗, π(u) ∈ Q˜∗ (π(u) ∈ Q∗) such that π(u) ∈ Stab〈M〉(v
ω)
(respectively, u ∈ Stab+〈M〉(v
ω)) then there are integers n, j ≥ 1 such that u·vj , vn
commute. Moreover if M is an RI-automaton then one can take j = 0, i.e. u, vn
commute.
Proof. The first statement follows from u◦vi = vi, u·vi = u, for all i ≥ 1, i.e.
π(u) ∈ Stab〈M〉(v
ω) (π(u) ∈ Stab+〈M〉(v
ω) in case u ∈ Q∗). On the other hand, since
the stateset is finite there exists k such that, ∀j ≥ k, u·vj is in the strongly connected
component of u·vk. Then by strong connectivity there exist n and j ≥ k such that
(u·vj)·vn = u·vj . Moreover (u·vj)◦vn = vn, hence (u·vj , vn) is a commuting pair.
In particular if M is in addition reversible then every connected component is in
fact strongly connected, hence one can choose j = 0. 
The helix graph of M ⊔ M−1 is denoted by H˜k,n. The following proposition
gives a way to build all pairs of commuting pairs by looking at the “labels” of the
cycles of the helix graphs.
Lemma 5.2. Let M be an invertible automaton. Let
(u0, v0)−−→(u1, v1)−−→· · ·−−→(um, vm)−−→(u0, v0)
be a cycle in the helix graph Hk,n (H˜k,n). Let u = um · · ·u0 and v = v0 · · · vm, then
u, v commute.
Conversely, for any commuting pair v ∈ Σ∗, u ∈ Q∗ (u ∈ Q˜∗) there is a helix graph
Hk,n (H˜k,n) such that (u, v)−−→(u, v).
Furthermore, for any u0 ∈ Q
k (u0 ∈ Q˜
k), v0 ∈ Σ
n there is a path
(u0, v0)−−→(u1, v1)−−→· · ·−−→(uℓ, vℓ)−−→· · ·−−→(uℓ, vℓ)
in the helix graph Hk,n (H˜k,n), for some ℓ ≥ 0.
Proof. From the definition of the helix graph we get:
(um · · ·u0)◦(v0 · · · vm) = v0 · · · vm, (um · · ·u0)·(v0 · · · vm) = um · · ·u0
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that is, u, v commute. On the other hand, if u·v = u and u◦v = v, then the
path (u, v)−−→(u, v) is a cycle in Hk,n for k = |u|, n = |v|. The last state-
ment is a consequence of the determinism of an automaton and the fact that any
pair (u, v) has out-degree one, i.e., for (u, v) there is exactly one pair (u′, v′) such
that (u, v)−−→(u′, v′) is an edge in the helix graph. 
5.2. The reversible-invertible case. In this section we prove that those exam-
ples of RI-automata having all continuous points (for the map St) in the boundary
(if any) are located in the class of bireversible automata. In other words an RI-
automaton where the set of singular points is empty is necessarily bireversible. We
also show a series of equivalences and connections with the property of having all
trivial stabilizers in the boundary.
Examples of RI-automata with the aforementioned property are strictly related
to a particular class of groups. Given a group G presented by 〈X |R〉, we say that
G is fully positive whenever R ⊆ X∗, and for any x ∈ X there is a word u ∈ R such
that x is a prefix of u. Note that the last property is equivalent to the fact that
each x−1 ∈ X−1 may be expressed as a positive element ux ∈ X∗. These groups
have the following alternative (apparently stronger) definition.
Proposition 5.3. Let G be a group presented by 〈X |R〉, and let π : X˜∗ → G be
the natural map. The following are equivalent.
(i) G is fully positive;
(ii) For any u ∈ X∗ there is v ∈ X∗ such that π(uv) = 1 in G;
(iii) For any u ∈ X∗ there is v ∈ X∗ such that π(vu) = 1 in G.
Proof. (ii)⇒(i). Follows by substituting every negative occurrence of a generator
in a relator by a positive word.
(i)⇒(ii). Let us prove the statement by induction on the length |u|. The case |u| = 1
follows from the fact that G is fully positive. Therefore, suppose that the statement
holds for |u| < n and let us prove it for |u| = n. Consider any u = au′ ∈ Xn
with |u′| = n − 1, for some u′ ∈ X∗ and a ∈ X . By the induction hypothesis
there is v′ ∈ X∗ such that π(u′v′) = 1. By the definition there is a defining
relation ah ∈ R starting with a ∈ X . Take v = uv′h ∈ X∗, then it is easy to check
that π(uv′h) = π(v) = 1 holds. Equivalence (ii)⇔(iii) follows by conjugation. 
Note that all torsion groups are fully positive. The following lemma is a direct
consequence of Proposition 15 in [10].
Lemma 5.4. Let M = (Q,Σ, ·, ◦) be an invertible automaton. Then, for any
ξ ∈ Σω and π(u) ∈ Stab+〈M〉(ξ) (π(u) ∈ Stab〈M〉(ξ)) there exist i > j ≥ 1 such that
π(u·ξ[: j]) ∈ Stab+〈M〉(ξ[j : i]
ω) (respectively, π(u·ξ[: j]) ∈ Stab〈M〉(ξ[j : i]
ω)).
Proof. Let π(u) ∈ Stab+〈M〉(ξ), then we have u◦ξ[: n] = ξ[: n] for all n ≥ 1.
Furthermore, by the finiteness of Q|u|, and since {u·ξ[: k]}k>0 is infinite, there are
two indices i > j ≥ 1 such that u·ξ[: i] = u·ξ[: j]. From which it follows that
(u·ξ[: j])◦(ξ[j : i]ω) = ξ[j : i]ω
i.e., π(u·ξ[: j]) ∈ Stab+〈M〉(ξ[j : i]
ω). The general case π(u) ∈ Stab〈M〉(ξ) is treated
analogously considering M ⊔M−1 instead of M . 
BOUNDARY ACTION OF AUTOM. GROUPS W/O SINGULAR POINTS & WANG TILINGS21
From which we derive the two following consequences.
We have the following theorem.
Theorem 5.5. Let M = (Q,Σ, ·, ◦) be an RI-automaton such that, for all ξ ∈ Σω,
Stab+〈M〉(ξ) contains only torsion elements. Then 〈M 〉 is fully positive.
Proof. In particular, Stab+〈M〉(v
ω) contains only torsion elements for all v ∈ Σ∗.
Take any arbitrary u0 ∈ Q∗, we show that there is a relation having u0 as a suffix,
whence the statement follows by Proposition 5.3. By Lemma 5.2 there is path
(u0, v0) −→ · · · −→ (uℓ, vℓ) −→ (uℓ+1, vℓ+1) −→ · · · −→ (uℓ+k, vℓ+k) = (uℓ, vℓ)
in the helix graph H|u0|,n for some v0 ∈ Σ
n, ℓ ≥ 0. Since we have a loop around
the vertex (uℓ, vℓ), by Lemma 5.2 u = uℓ+1 · · ·uℓ+k and v = vℓ+1 · · · vℓ+k are a
commuting pair. Proposition 5.1 implies π(u) ∈ Stab+〈M〉(v
ω), thus π(um) = 1
for some m ≥ 1. Hence uℓ is the suffix of some relation. Since u0 and uℓ belong
to the same connected component, by using Lemma 3.1, we get a relation ending
with u0. 
Note that, in particular, if Stab+〈M〉(ξ) = {1} for all ξ ∈ Σ
ω, then 〈M 〉 is fully
positive.
Here are two very similar results on stabilizers. One when stabilizers are trivial,
the other when they contain only torsion elements.
Proposition 5.6. Let M = (Q,Σ, ·, ◦) be an RI-automaton. The following are
equivalent.
(i) Stab+〈M〉(ξ) = {1} for all ξ ∈ Σ
ω;
(ii) Stab+〈M〉(v
ω) = {1} for all v ∈ Σ∗;
(iii) Stab〈M〉(v
ω) = {1} for all v ∈ Σ∗;
(iv) Stab〈M〉(ξ) = {1} for all ξ ∈ Σ
ω.
Proof. (i)⇔(ii). The implication is trivial. Let us look at the reciprocal implication:
let π(u) ∈ Stab+〈M〉(ξ). By Lemma 5.4, there are integers i > j ≥ 1 such that π(u·ξ[:
j]) ∈ Stab+〈M〉(ξ[j : i]
ω), which is trivial by hypothesis. Hence π(u·ξ[: j]) = 1, and
so, by reversibility and Lemma 3.1, π(u) = 1.
(ii)⇔(iii). The converse (iii)⇒(ii) is trivial. Conversely, if (ii) holds, then by
Theorem 5.5 we have that 〈M 〉 is fully positive. Therefore, for any u ∈ Q˜ we can
construct a word u+ ∈ Q∗ such that π(u+) = π(u). The result follows.
(iii)⇔(iv) follows from [10, Proposition 15]. 
Proposition 5.7. Let M = (Q,Σ, ·, ◦) be an RI-automaton. The following are
equivalent.
(i) Stab+〈M〉(ξ) is formed by torsion elements, for all ξ ∈ Σ
ω;
(ii) Stab+〈M〉(v
ω) is formed by torsion elements for all v ∈ Σ∗;
(iii) Stab〈M〉(v
ω) is a torsion group for all v ∈ Σ∗;
Furthermore, if M is bireversible, following is also equivalent:
(iv) Stab〈M〉(ξ) is a torsion group for all ξ ∈ Σ
ω.
Proof. (i)⇔(ii). The implication is trivial. Let us look at the reciprocal implication:
let π(u) ∈ Stab+〈M〉(ξ). By Lemma 5.4, there are integers i > j ≥ 1 such that
π(u·ξ[: j]) ∈ Stab+〈M〉(ξ[j : i]
ω), which contains only torsion elements by hypothesis.
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Hence, there is an integer ℓ ≥ 1 such that π
(
(u·ξ[: j])ℓ
)
= 1. Further, since
π(u) ∈ Stab+〈M〉(ξ) the following equality:
(u·ξ[: j])ℓ = uℓ·ξ[: j]
holds for any j ≥ 1. Thus, by Lemma 3.1, we deduce π(u) = 1 and we get
π(uℓ) = π
(
(u·ξ[: j])ℓ
)
= 1, i.e., π(u) is torsion.
(ii)⇔(iii). The proof is similar as the one in Proposition 5.6.
In the bireversible case, the implication (iv)⇒(iii) is trivial, while the converse is
proven similarly to Proposition 5.6. Take π(u) ∈ Stab〈M〉(ξ). By Lemma 5.4,
there are integers i > j ≥ 1 such that π(u·ξ[: j]) ∈ Stab〈M〉(ξ[j : i]
ω). Since
the group Stab〈M〉(ξ[j : i]
ω) is torsion, then there is an integer ℓ ≥ 1 such that
π
(
(u·ξ[: j])ℓ
)
= 1. Hence, by the bireversibility and Lemma 3.1, we get π(uℓ) =
π(uℓ·ξ[: j]) = π
(
(u·ξ[: j])ℓ
)
= 1. 
In particular, note that the previous propositions imply the existence of a non-
trivial “positive” stabilizer whenever the action on the boundary for anRI-automaton
has at least one non-trivial stabilizer. Let M = (Q,Σ, ·, ◦) be an invertible automa-
ton, and let 〈M 〉 = FQ/N . The set of “positive relations” of 〈M 〉 is
P(M ) = Q+ ∩ ψ−1(N)
where ψ : Q˜∗ → FQ is the canonical homomorphism. Note that P(M ) = ∅ implies
that 〈M 〉+ is torsion-free and therefore infinite.
Lemma 5.8. If P(M ) = ∅, then Stab+〈M〉(v
ω) 6= {1} for some v ∈ Σ∗.
Proof. Let
(u0, v0) −→ · · · −→ (uℓ, vℓ) −→ (u0, v0)
be a cycle in the helix graph H1,1. Then by Lemma 5.2 (u0 . . . uℓ, v0 . . . vℓ) is a
commuting pair. Hence π(u0 . . . uℓ) ∈ Stab
+
〈M〉((v0 . . . vℓ)
ω), and since P(M ) = ∅,
we conclude Stab+〈M〉((v0 · · · vℓ)
ω) 6= {1}. 
The next theorem shows that either 〈M 〉 or 〈dM 〉 may have all trivial stabilizers
in the boundary. We first recall the following proposition.
Proposition 5.9. [8, Corollary 5] Let M = (Q,Σ, ·, ◦) be an RI-automaton with 〈M 〉
infinite. Then the index
[
〈M 〉 : Stab〈M〉(y
ω)
]
is infinite for all y ∈ Σ∗, if and only
if P(dM ) = ∅.
The following simple proposition is technical:
Proposition 5.10. Let M = (Q,Σ, ·, ◦) be an RI-automaton with 〈M 〉 infinite.
If Stab+〈M〉(y
ω) = {1} for all y ∈ Σ∗, we have P(dM ) = ∅.
Proof. Suppose Stab+〈M〉(y
ω) = {1} for all y ∈ Σ∗. Let us prove[
〈M 〉 : Stab〈M〉(y
ω)
]
=∞
for all y ∈ Σ∗. Indeed, if
[
〈M 〉 : Stab〈M〉(y
ω)
]
< ∞ for some y ∈ Σ∗, then the
following property holds:
(1) ∃k ≤
[
〈M 〉 : Stab〈M〉(y
ω)
]
such that ∀g ∈ Stab+〈M〉(y
ω) : gk = 1 .
In particular, by Proposition 5.3 we get that 〈M 〉 is fully positive. We claim that
every element of 〈M 〉 is torsion. Indeed, since 〈M 〉 is fully positive we have that
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for any q ∈ Q there is a uq ∈ Q∗ such that π(q−1) = π(uq). Now take any w ∈ Q˜∗,
by substituting each negative occurrence q−1 ∈ Q−1 appearing in w with uq, we
obtain a “positive” word ŵ ∈ Q∗ such that π(ŵ) = π(w). Thus, by (1) we have:
π(w)k = π(ŵ)k = π(ŵk) = 1,
that is, 〈M 〉 is torsion. Being a residually finite group with uniformly bounded
torsion, we deduce from [37, 38] that 〈M 〉 is finite, a contradiction. Hence, we
obtain
[
〈M 〉 : Stab〈M〉(y
ω)
]
= ∞ for all y ∈ Σ∗, and so, by Proposition 5.9,
P(dM ) = ∅. In particular, by Corollary 5.8, P(dM ) = ∅ implies Stab+D(z
ω) 6= {1}
for some z ∈ Q∗, hence the last statement holds. 
The latter admits a partial converse in the case where there exists an aperiodic
element in 〈M 〉:
Proposition 5.11. Let M be a RI Mealy automaton. If 〈M 〉 is not torsion and
P(dM ) 6= ∅ then
∃y ∈ Σ∗, Stab+〈M〉(y) 6= {1}
Proof. Let u ∈ Q˜∗ such that π(u) is aperiodic. Since P(dM ) is not empty there
exists y such that σ(y) = 1. Then in the helix graph H˜(M )|u|,|v|, there is a path
(u, y) −→ (u, y1) −→ · · · −→ (u, yk) −→ (u, yk+1) −→ · · · −→ (u, yℓ) −→ (u, yk) .
Hence ul−k and yk · · · yl commutes. Then π(ul−k) ∈ Stab〈M〉((yk · · · yl)
ω) and
π(ul−k) 6= 1. We conclude using Prop. 5.6. 
Theorem 5.12. Let M = (Q,Σ, ·, ◦) be an RI-automaton with 〈M 〉 infinite. We
have either Stab+〈M〉(y
ω) 6= {1} for some y ∈ Σ∗, or Stab+
〈dM〉
(zω) 6= {1} for
some z ∈ Q∗.
Now, we focus on the possible consequences of being bireversible or not. We first
recall the following proposition.
Proposition 5.13. [8, 14] Let M be an RI-automaton. If M does not contain a
bireversible connected component, then P(M ) = ∅.
From which we have the following proposition.
Proposition 5.14. Let M = (Q,Σ, ·, ◦) be a non bireversible RI-automaton. Then
Stab+〈M〉(v
ω) 6= {1} for some v ∈ Σ∗. Furthermore, the set κ of singular points is
not empty.
Proof. The first statement follows by applying Proposition 5.13 and Corollary 5.8 to
a non bireversible component of M . Let us prove the last claim of the proposition.
We show that St is actually not continuous at vω. Indeed, let π(u) ∈ Stab+〈M〉(v
ω)
with π(u) 6= 1, for some u ∈ Q∗. If St were continuous at vω then, by Lemma 4.3,
π(u·vj) = 1 for some j ≥ 1. Thus, by Lemma 3.1, we get π(u) = 1, a contradiction.

As an immediate consequence of the previous proposition we obtain the following
result.
Corollary 5.15. If there exists an RI-automaton M generating a group without
singular points, then necessarily M is bireversible.
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Let us have a look at the case of bireversible automata without singular points.
Proposition 5.16. Let M = (Q,Σ, ·, ◦) be a bireversible automaton with 〈M 〉
infinite and no singular points. Then for any u ∈ Q∗ the following are equivalent:
(i) the Schreier graph centered at uω is finite;
(ii) there is an integer ℓ > 0 such that π(uℓ) = 1;
(iii) Stab+
〈dM〉
(uω) 6= {1}.
Proof. Recall that, for bireversible automata M , having no singular points is equiv-
alent to Stab+〈M〉(v
ω) = {1} for all v ∈ Σ∗, by Propositions 5.7 and 4.11.
(i)⇔(ii) follows from [8, Theorem 6].
(iii)⇒(ii): Let v ∈ Σ∗ such that σ(v) ∈ Stab+
〈dM〉
(vω), where σ : Σ˜∗ → 〈dM 〉 is
the natural map. By Proposition 5.1 there is an integer ℓ > 0 such that v and uℓ
commute, hence π(uℓ) ∈ Stab+〈M〉(v
ω) = {1}, i.e., π(uℓ) = 1.
(i)⇒(iii): If the Schreier graph centered at uω is finite, then, for any v ∈ Σ∗ we get
σ(vk) ∈ Stab〈dM〉(u
ω) for k = [〈dM 〉 : Stab〈dM〉(u
ω)]. Furthermore, σ(vk) 6= 1
since, by Proposition 5.10, P(dM ) = ∅, whence Stab+
〈dM〉
(uω) 6= {1}. 
The equivalence (ii)⇐⇒(iii) of Prop. 5.16 links being torsion and having non-
trivial stabilizers. We name it for future references in this paper:
(TS) ∀u ∈ Σ∗ we have Stab+〈M〉(u
ω) 6= {1} ⇐⇒ σ(uℓ) = 1 , for some ℓ ≥ 1 .
We recall that an acyclic multidigraph is a multidigraph without cycles. We have
the following geometrical description in terms of some algebraic conditions.
Proposition 5.17. Let M be an RI-automaton. If P(M ) = ∅ and (TS) then the
orbital graphs Γ(〈M 〉, Q,Σω, vω) of periodic points vω for v ∈ Σ∗, are either finite
or acyclic multidigraphs.
Proof. Suppose that both P(M ) = ∅ and Condition (TS) hold. Let u ∈ Σ∗. By [8,
Lemma 2] it follows that every vertex of Γ(〈M 〉, Q,Σω, uω) is a periodic point hω
for some h ∈ Σ∗. Assume that there exists h ∈ Σ∗ such that Stab+〈M〉(h
ω) 6= {1},
then by condition (TS) and [8, Theorem 6], Γ(〈M 〉, Q,Σω , hω) is finite and so
is Γ(〈M 〉, Q,Σω, uω).
Otherwise, Stab+〈M〉(p) = {1} for each vertex p of Γ(〈M 〉, Q,Σ
ω, uω). Thus, by
condition P(M ) = ∅, we deduce that, for any vertex p of Γ(〈M 〉, Q,Σω, uω) there is
no cycle p
v
−−→p for any v ∈ Q∗, i.e., Γ(〈M 〉, Q,Σω, uω) is an acyclic multidigraph.

Note that the converse of the previous proposition holds if one assumes the
existence of an infinite orbital graph rooted at some periodic point. Gathering
Theorem 5.12 and the equivalence (TS), we obtain the following corollary, and so
by Proposition 5.17 a description of the Schreier graphs of the dual in the case 〈M 〉
has no singular points.
Corollary 5.18. Let M be a bireversible automaton with 〈dM 〉 infinite and no
singular points in the dual: ∀ξ ∈ Qω, Stab〈dM〉(ξ) = {1}. Then (TS) holds.
We can now obtain a lower bound on the growth of the Schreier graphs pointed
at periodic points.
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Proposition 5.19. Let M be a bireversible automaton with 〈M 〉 infinite and no
singular points. Then for any u ∈ Q∗ with π(u) aperiodic, we have
∀m ≥ 1,
[
〈dM 〉 : Stab〈dM〉(u
m)
]
> log|Σ|(m).
Proof. Fix some u ∈ Q∗ with π(u) aperiodic. We claim that for any v ∈ Σ∗,
if σ(v) ∈ Stab+
〈dM〉
(um) r {1}, then m < |Σ||v|. For 0 ≤ i < m, we have
σ(ui◦v) ∈ Stab+
〈dM〉
(u). By the reversibility of M , there is an integer k ≤ |Σ||v|
such that uk◦v = v. If m ≥ |Σ||v|, then k ≤ m and σ(v) ∈ Stab+
〈dM〉
(uω),
contradicting Corollary 5.18. Therefore, m < |Σ||v|. In particular, taking any
a ∈ Σ, we get that there is an integer j ≤ [〈dM 〉 : Stab〈dM〉(u
m)] such that
σ(aj) ∈ Stab〈dM〉(u
m), from which we obtain[
〈dM 〉 : Stab〈dM〉(u
m)
]
≥ j > log|Σ|(m)
and this concludes the proof. 
We obtain the following geometrical characterization.
Theorem 5.20. Let M be a bireversible automaton with 〈M 〉 infinite, with at least
one aperiodic element. The following are equivalent.
(i) Stab〈M〉(ξ) is a torsion group, for all ξ ∈ Σ
ω;
(ii) P(dM ) = ∅ and (TS) hold.
(iii) the orbital graphs Γ(〈dM 〉,Σ, Qω, vω) of periodic points are either finite or
acyclic multidigraphs.
Proof. (i)⇒(ii): From (i), the subgroup Stab〈M〉(y
ω) is torsion for any y ∈ Σ∗. Let
us prove P(dM ) = ∅. Assume
[
〈M 〉 : Stab〈M〉(y
ω)
]
<∞ for some y ∈ Σ∗. Then,
the subgroup
N =
⋂
g∈〈M〉
g Stab〈M〉(y
ω)g−1
is a finite index torsion normal subgroup of 〈M 〉. Thus, since 〈M 〉/N is finite, the
group 〈M 〉 is torsion, a contradiction. We deduce
[
〈M 〉 : Stab〈M〉(y
ω)
]
= ∞ for
all y ∈ Σ∗, whence by Proposition 5.9, P(dM ) = ∅. Now, to prove (TS) we es-
sentially repeat the proof of the equivalence (iii)⇔(ii) of Proposition 5.16; the only
point where the torsion hypothesis is used, is in the implication (iii)⇒(ii), while
the other parts may be repeat “verbatim”.
(ii)⇒(i): By Proposition 5.7 it is enough to prove that Stab+〈M〉(y
ω), y ∈ Σ∗, are
formed by torsion elements. Thus, let π(u) ∈ Stab+〈M〉(y
ω) for some u ∈ Q∗, y ∈ Σ∗.
By Proposition 5.1, u, yn is a commuting pair for some integer n ≥ 1, and by the
same proposition σ(yn) ∈ Stab〈dM〉(u
ω). Therefore, since P(dM ) = ∅, we find
Stab+
〈dM〉
(uω) 6= {1}, whence π(uℓ) = 1, by Proposition 5.16, i.e. π(u) is torsion.
(ii)⇒(iii): Direct by Proposition 5.17.
(iii)⇒(ii): Orbital graphs Γ(〈dM 〉,Σ, Qω, vω), v ∈ Q∗ cannot be all finite. Indeed,
if v ∈ Q∗, the connected components of its powers have sizes bounded by the size of
Γ(〈dM 〉,Σ, Qω, vω). Thus, by [22, Proposition 7] π(v) is of finite order. And there-
fore, 〈M 〉 is torsion, which contradicts the fact that 〈M 〉 has an aperiodic element.
Hence there is an infinite (acyclic by hypothesis) orbital graph Γ(〈dM 〉,Σ, Qω, hω),
for some h ∈ Q∗. Now, if P(dM ) 6= ∅, there is a non-trivial cycle hω−−→hω in
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the previous acyclic multidigraph, which is impossible.
Finally, let us show (TS): in fact, when the orbital graph is finite, then both sides
of the equivalence are true, otherwise neither of the sides holds.
Let u ∈ Q∗. If Γ(〈dM 〉,Σ, Qω, uω) is finite, then clearly Stab+
〈dM〉
(uω) 6= {1}
holds and, by the previous argument, π(u) is of finite order. On the other hand,
if Γ(〈dM 〉,Σ, Qω, uω) is infinite, then π(u) is aperiodic according to [22, Propo-
sition 7]. Further, by hypothesis, the infinite orbital graph Γ(〈dM 〉,Σ, Qω, uω) is
acyclic, whence Stab+
〈dM〉
(uω) = {1}, and this concludes the proof. 
In this section we have constructed tools to find singular points, especially in
the case of bireversible automata. It is still unknown whether there exists examples
of infinite groups generated by RI automata without singular point. In particu-
lar we connected singular points with helix graphs and we proved that search can
be narrow down to fully positive groups (Theorem 5.5). We also discuss the con-
nection between the existence of non-trivial stabilizer of a group generated by a
RI-automaton and the stabilizers of its dual (Theorem 5.12). This analysis shows
that the possible existence of a RI automaton generating a group with all trivial
stabilizers can be restricted to the class of bireversible. However evidences sug-
gest that if G, generated by a RI automaton is infinite then it admits at least a
non-trivial boundary. stabilizers.
6. Dynamics and Wang tilings
There is an interesting connection between commuting pairs and Wang tilings
observed by I. Bondarenko [5]. Given a Mealy automaton, one may associate a
set of Wang tiles reflecting the action of the automaton on the stateset and the
alphabet. The existence of periodic tilings corresponds to the notion of commuting
words that generate elements of the stabilizers of infinite periodic words. Note
that this problem – called the domino problem – is undecidable in general [4, 21].
In this section we prove that the domino problem is decidable for some family of
tilesets linked to Mealy automata. On the other hand, we show that the problem
of determining whether or not an automaton has commuting words on a restricted
stateset is undecidable.
6.1. Wang tiles vs cross-diagrams. We recall that a Wang tile is a unit square
tile with a color on each edge. Formally, it is a quadruple t = (tw, ts, te, tn) ∈ C4
where C is a finite set of colors (see Fig. 8 for a typical depiction of a Wang tile).
A tileset is a finite set T of Wang tiles, and for each t ∈ T and d ∈ {n, s, e, w}, we
tn
ts
tetw
Figure 8. A Wang tile.
put td for the color of the edge in the d-side. Given a tileset T , a tiling of the discrete
plane is a map f : Z2 → T that associates to each point in the discrete plane a
tile from T such that adjacent tiles share the same color on their common edge,
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i.e., for any (x, y) ∈ Z2, f(x, y)e = f(x+ 1, y)w and f(x, y)n = f(x, y + 1)s. For a
rectangle [x, x′]× [y, y′] ⊆ Z2, and d ∈ {n, s, e, w} we denote by f ([x, x′]× [y, y′])d
the word in C∗ labelling the d-side of the square. For instance for d = w we have:
f ([x, x′]× [y, y′])w = f(x, y)wf(x, y + 1)w · · · f(x, y
′)w.
This notion extends naturally for rectangles of the form [x,∞]× [y,∞] ⊆ Z2.
A tiling f is periodic if there exists a periodicity vector v ∈ Z2 such that f(t +
v) = f(t) for t ∈ Z2. A tiling is bi-periodic if there are two linearly independent
vectors v1, v2 for which f is periodic. It is a well known fact belonging to the
folklore that a tileset admits a periodic tiling if and only if it admits a bi-periodic
tiling if and only if it admits vertical and horizontal periods. In case f : Z2 → T is
a periodic tiling with a vertical period py and a horizontal period px, a fundamental
domain of f is given by the square [0, px − 1] × [0, py − 1]. Following [23] we say
that the tileset T is cd-deterministic with (c, d) ∈ {(e, n), (e, s), (w, n), (w, s)} if
each tile t ∈ T is uniquely determined by its pair (tc, td) of colors. Whenever T
is cd-deterministic for each (c, d) ∈ {(e, n), (e, s), (w, n), (w, s)}, we say that T is
4-way deterministic.
There is a natural way to associate to a Mealy automaton M = (Q,Σ, ·, ◦) a
tileset T (M ): for each transition q
a|b
−−→p we associate the Wang tile (q, a, p, b)
with colors on C = Q ⊔ Σ, see Figure 9. This point of view is just a reformulation
of the cross-diagram defined previously (and is completely different from the one
in [12]). The following lemma links properties of the automaton M with properties
of the associated Wang tileset T (M ).
v′
v
u′u ∈ T ⇔
v
u u′
v′
∈ M ⇔ u
v|v′
−−→u′ ∈ M
Figure 9. Tileset T (M ) associated with an automaton M .
Lemma 6.1. [5] The tileset associated to a Mealy automaton is necessarily ws-
deterministic. Furthermore, for a Mealy automaton M we have the following.
• T (M ) is es-deterministic if and only if M is reversible;
• T (M ) is wn-deterministic if and only if M is invertible;
• T (M ) is 4-way deterministic if and only if M is bireversible.
There is a clear correspondence between tilings and cross diagrams, as illustrated
in Figure 10. This easily extends to infinite words.
The following proposition links periodicity of a tiling and existence of a com-
muting pair for a Mealy automaton.
Proposition 6.2. Let M = (Q,Σ, ·, ◦) be an automaton. The following are equiv-
alent.
(i) T (M ) admits a periodic tiling;
(ii) M admits a commuting pair: v ∈ Σ+, u ∈ Q+ with u◦v = v, u·v = u.
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v′ℓ
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u1 · · ·uk·v1 · · · vℓ = v
′
1 · · · v
′
ℓ
u1 · · ·uk◦v1 · · · vℓ = u
′
1 · · ·u
′
k
Figure 10. Correspondence between partial tilings, cross-
diagrams and actions of the automaton.
Proof. If T (M ) admits a periodic tiling, then there is a bi-periodic tiling f : Z2 →
T (M ) with horizontal and vertical periods px, py, respectively. Therefore, the
fundamental domain [0, px−1]× [0, py−1] pinpoints a rectangle in the tiling f with
colors given by the string
f ([0, px − 1]× [0, py − 1])n = f ([0, px − 1]× [0, py − 1])s = v ∈ Σ
∗
in both the south and north edge and
f ([0, px − 1]× [0, py − 1])w = f ([0, px − 1]× [0, py − 1])e = u ∈ Q
∗
in both the west and east edge. Hence, by Figure 10: u◦v = v, u·v = u. On the
other hand, if there is a commuting pair u ∈ Q∗, v ∈ Σ∗ such that u◦v = v, u·v = u
then by Figure 10 there is a partial tiling f : [0, |v| − 1]× [0, |u| − 1]→ T (M ) with
f ([0, |u| − 1]× [0, |v| − 1])n = f ([0, |u| − 1]× [0, |v| − 1])s = u,
f ([0, |u| − 1]× [0, |v| − 1])w = f ([0, |u| − 1]× [0, |v| − 1])e = v.
This tiling extends naturally to a bi-periodic tiling f : Z2 → T (M ) of the whole
discrete plane. 
As a consequence we obtain a decidability result for the domino problem with
particular sets of tilesets.
Starting from the tileset T we construct a letter-to-letter transducer M (T ) =
(Q,Σ·, ◦) in a natural way as follows: Let Q = ∪t∈T {tw, te}, Σ = ∪t∈T {ts, tn}, and
transitions given by tw
ts|tn
−−→te ∈ M (T ) whenever (tw, ts, te, tn) ∈ T . Note that in
general M (T ) is not a Mealy automaton – we will deal with these cases in the next
section. However when it is indeed a Mealy automaton the following holds:
Corollary 6.3. Let T be a Wang tileset. If M (T ) = (Q,Σ, ·, ◦) is a Mealy au-
tomaton then T tiles the plane periodically, in an effective way.
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Proof. It is decidable if M (T ) is a Mealy automaton in time O(|Q||Σ|). Now
construct the helix graph H1,1 (once again in time O(|Q||Σ|)). Since the stateset
and the alphabet are finite, and each pair (u, v) ∈ H1,1 has exactly one successor,
there exists a cycle
(u0, v0)−−→(u1, v1)−−→· · ·−−→(um, vm)−−→(u0, v0)
in H1,1. Hence by Lemma 5.2 there is a commuting pair (u, v) ∈ Q+ × Σ+, so by
Proposition 6.2, T tiles periodically the plane. 
6.2. Commuting pairs on a restricted stateset. With Corollary 6.3, we have
seen that each tileset T (M ) associated with a Mealy automaton M = (Q,Σ, ·, ◦)
admits a periodic tiling. However (u, v) could commute because the word u acts
like the identity, i.e. π(u) = 1; so this commuting pair will not help us to find
singular points, and we may want to avoid it.
In this spirit we now consider commuting pair on a restricted stateset, that is com-
muting pair in Q′∗ × Σ∗, with Q′  Q.
We now consider an automaton M = (Q,Σ, ·, ◦) and a subset Q′  Q. We
consider the restricted tileset T (M , Q′) formed by the tiles of T (M ) whose colors
are in the set Q′∪Σ. Note that T (M , Q′) is the tileset associated with the (partial)
automaton obtained from M by erasing all the transitions to or from states in Qr
Q′. In particular when the automaton has a sink-state1 e, we define non-elementary
commuting pairs, that are commuting pairs restricted to the stateset Qr {e}, and
the non-elementary tileset T (M , Qr {e}) will be denoted by T (M ). We have the
following proposition.
Proposition 6.4. Let M be a Mealy automaton with a sink-state. Then M admits
a non-elementary commuting pair if and only if T (M ) has a periodic tiling.
Proof. The proof is similar to the one presented in Proposition 6.2. Indeed if e were
to appear in the cross diagramm, then since it a sink it will stay present every step
after, preventing the tiling to by periodic: ∀u ∈ Q∗eQ∗, ∀v ∈ Σ∗, u·v ∈ Q∗eQ∗.

This raises the problem of finding restricted commuting pairs, since we can no
longer apply Corollary 6.3. We obtain the following decision problem:
RESTRICTED COMMUTING PAIRS:
• Input: M = (Q,Σ, ·, ◦), Q′  Q.
• Output: Does M have commuting pairs restricted to the stateset Q′?
It turns out that this problem is undecidable. To prove this we are going to
reduce a known undecidable problem to it, namely the existence of a periodic tiling
for a 4-way deterministic tileset (see [23]).
For the reduction from the periodic 4-way deterministic problem to our problem
we show that, given a 4-way deterministic tileset, a periodic tiling can be deter-
mined from a non-trivial commuting pair of some Mealy automaton.
1One can recognize trivial states in linear time (note that we can also find trivial components
through minimization, with cost O( |Σ||Q| log |Q| ), see [3]). In the following we assume that the
automaton has at most one sink-state, which we denote e.
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Figure 11. Construction of an invertible Mealy automaton from
a 4-way deterministic tileset.
Let T be a 4-way deterministic tileset. We build M (T ) as in Corollary 6.3.
This transducer is not in general complete, however, we may add an extra sink-state
e and extra transitions to this sink-state in order to make the automaton complete
and invertible. We call MS(T ) the invertible automaton associated with T . Since
the extra transitions go to the sink-state it is clear that T = T (MS(T )).
We are now in position to prove the following result.
Theorem 6.5. The problem RESTRICTED COMMUTING PAIRS is undecidable.
Proof. We prove that a particular instance of RESTRICTED COMMUTING PAIRS is unde-
cidable:
NON-ELEMENTARY COMMUTING PAIRS:
• Input: M a Mealy automaton with a sink-state.
• Output: Does M have non-elementary commuting pairs?
By [23] checking whether a 4-way deterministic tileset admits a periodic tiling is
undecidable. By Proposition 6.4 checking whether T admits a periodic tiling is
equivalent to check whether MS(T ) has a non-elementary commuting pair, hence
NON-ELEMENTARY COMMUTING PAIRS is undecidable, and so is RESTRICTED COMMUTING PAIRS.

Note that in this context we deal with inverses of Q, and it is not difficult to
check that reduced words u ∈ Q˜∗ may generate non-elementary commuting pair.
Hence, in this context a non-elementary pair of commuting words is a pair of words
u ∈ Q˜r {e}
∗
, v ∈ Σ∗ such that u is reduced and u, v commute.
Proposition 6.6. With the above notation. Let M ∈ Sa. The following are
equivalent.
(i) vω is a singular point, v ∈ Σ∗;
(ii) there is a non-elementary commuting pair u ∈ Q˜ r {e}
∗
, v ∈ Σ∗ with
π(u) 6= 1.
Proof. (i)⇒(ii) If vω ∈ κ then the map St is not continuous at vω if and only if
Stab〈M〉(v
ω) 6= Stab0〈M〉(v
ω). This implies that there exists u ∈ Q˜r {e}
∗
satisfy-
ing π(u) ∈ Stab〈M〉(v
ω)rStab0〈M〉(v
ω). Note that π(u·vk) 6= 1 for any k ≥ 0 (from
Lemma 4.2). Since |u| is finite, there exist n > m > 0 such that u·vm = u·vn. Then
um := u·vm and vn−m form a non-elementary commuting pair with um ∈ Q˜r {e}
∗
.
(ii)⇒(i) Let u ∈ Q˜r {e}
∗
, v ∈ Σ∗ be a non-elementary commuting pair. Since
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π(u) 6= 1, there is a word w ∈ Σ∗ such that u◦w 6= w. Consider the sequence
wn := v
nwvω and proceed as in the proof of Lemma 4.3 to show that π(u) ∈
Stab〈M〉(v
ω)r Stab0〈M〉(v
ω). 
Remark 6.7. Note that Proposition 4.11 implies that Proposition 6.6 holds also
for bireversible automata.
As we have already noted, the tileset T (M ) associated with a Mealy automa-
ton M always admits a periodic tiling, however, in case we consider automata
from Sa, it is interesting, and useful for the sequel, to understand when the non-
elementary tileset of T (M ) tiles the discrete plane. We need first the following
lemma regarding inverse X-digraphs, that are digraph Γ with edges labelled by
element of X , such that if p
a
−−→q is an edge of Γ, so is q
a−1
−−→p (involutive), for
any vertex v ∈ Γ and any label x ∈ X˜, there is exactly one edge starting from v
and labelled with x. In inverse digraph the natural quasimetric d is symmetric and
so it is a distance.
Note that an inverse X-digraph has in- and out-degree |X˜ |.
Lemma 6.8. Let Γ be an infinite connected inverse X-digraph, |X | < ∞, and let
v be a vertex of Γ. Then there is a right-infinite word θ ∈ X˜ω such that
lim
i→∞
d(v, vi) =∞ ,
where vi is defined by v
θ[:i]
−−→vi.
Proof. Since Γ is an inverse digraph it is symmetric. Consider Γ the non-directed
graph obtained by gluing edges p
a
−−→q and q
a−1
−−→p in Γ. Note that the distances in
Γ and in Γ are the same and we will denote both of them by d(., .). Since Γ has finite
degree, is infinite and connected, we can apply Ko¨nig’s lemma that claims that Γ
contains an infinitely long simple path (that is, a path with no repeated vertices).
Let ν = v1 · · · vi · · · denote such a path and θ the associated infinite word. Since Γ
is connected there exists a path from any vertex v to v1: let k = d(v, v1). Since the
graph Γ has bounded degree, the ball Bk(v) of radius k centred in v is finite and
since ν is simple there is an index ik for which vj /∈ Bk(v) for j ≥ ik. The same
holds for arbitrary large k, which concludes the proof. 
Consider the map λ from the set of edges of Sch(ξ) to the integers, that associate
to each edge f = η
q
−−→η′ the integer
λ(f) =
{
min{n : q·η[: n] = e} if ∃m : q·η[: m] = e
∞ otherwise.
Let d(η, η′) denote the usual metric on Sch(ξ). Since Sch(ξ) is a regular digraph
with finite out-degree Q˜ for each integer n we consider the set of edges that admit
at least one vertex inside the ball of radius n centered at ξ:
B→ξ (n) = {η
q
−−→η′ : d(ξ, η) ≤ n ∨ d(ξ, η′) ≤ n} .
Note that B→ξ (n) is clearly finite and we may define
ψξ(n) = max
{
λ(f) : f ∈ B→ξ (n) ∧ λ(f) <∞
}
.
We remark that
{
λ(f) : f ∈ B→ξ (n) ∧ λ(f) <∞
}
is non-empty in view of the exis-
tence of the trivial edges of type η
e
−−→η. Thus, ψξ is a monotonically increasing
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function. We have thus two cases: either limn→∞ ψξ(n) =∞, or limn→∞ ψξ(n) = ℓ
for some ℓ ≥ 1. The following proposition provides sufficient conditions on the
dynamics of the boundary for the non-elementary tileset to tile the discrete plane.
Proposition 6.9. Let M = (Q,Σ, ·, ◦) ∈ Sa. If there is a point ξ ∈ Σω whose
Schreier graph Sch(ξ) is infinite and such that limn→∞ ψξ(n) = ℓ for some inte-
ger ℓ ≥ 1, then T (M ) tiles the discrete plane. Conversely, if T (M ) admits just
aperiodic tilings, then there is an infinite Schreier graph Sch(ξ) for some ξ ∈ Σω.
Proof. It belongs to the folklore that a tileset tiles the whole discrete plane if and
only if it tiles the first quadrant of the discrete plane (see for instance [28]). Let us
prove that there is a tiling f : [1,∞]× [1,∞]→ T (M ) of the first quadrant. First
there is a tiling h : [1,∞]× [1,∞]→ T (M ) of the first quadrant such that, putting
η = h ([1,∞]× [1,∞])s and σ = h ([1,∞]× [1,∞])w, we have:
(1) σ is not cofinal with eω, and
(2) if σ[j] 6= e, for some j ≥ 1, then σ[j]·(σ[: j − 1]◦η[: i]) 6= e for all i ≥ 1.
ξ
σ
η
θ
ℓ
words eω or e free
e
Figure 12. Construction of a non-elementary tilling when
limn→∞ ψξ(n) = ℓ.
Intuitively, the last property means that if the west edge of the leftmost tile of
a band is not colored by e, then also none of the west and east edges of all in this
band are colored by e. Indeed, since e is a sink, if the west edge of the leftmost
tile of a band is colored by e, then clearly all the west and east edges of the all
the tiles in this band are colored by e as well, see Fig. 12. Let us first find a tiling
fulfilling Condition 2: If there exists an element q ∈ Q of infinite order, take qω
as σ and some word of infinite orbit under the action of q as η. Otherwise, since
Sch(ξ) is infinite we may find, by Lemma 6.8, a right-infinite path starting at ξ and
labelled by some right-infinite word θ ∈ Q˜ω such that limi→∞ d(ξ, θ[: i]◦ξ) = ∞.
Since every element of Q has finite order we may remplace each negative occurence
of a letter by the suitable power of this letter, hence without loss of generality we
can suppose θ ∈ Qω. By Figure 10 consider the tiling h : [1,∞]× [1,∞] → T (M )
associated with ξ, θ, i.e., such that
ξ = h ([1,∞]× [1,∞])s , θ = h ([1,∞]× [1,∞])w .
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Since limn→∞ ψξ(n) = ℓ, then for any vertex ξ
′ of Sch(ξ) and q ∈ Q the following
property:
(2) if q·ξ′[: i] 6= e for all 1 ≤ i ≤ ℓ, then q·ξ′[: i] 6= e for all i ≥ ℓ
holds. Since e is a sink-state, Equation (2) can be written equivalently:
(2) if q·ξ′[: ℓ] 6= e, then q·ξ′[: i] 6= e for all i ≥ ℓ .
Let us restrict the tiling h to the quadrant [ℓ,∞]× [1,∞]. Take
η = h([ℓ,∞]× [1,∞])s = ξ[ℓ :] ,
σ = h([ℓ,∞]× [1,∞])w = θ·ξ[: ℓ− 1] .
Property 2 is obtained from Equation (2).
Let us prove now Property 1. Two elements ξ′, ξ′′ ∈ Σω are m-cofinal if ξ′[m :] =
ξ′′[m :]. Note that for fixed ξ′ ∈ Σω and m ≥ 1, the number of vertices ξ′′ that
are m-cofinal with ξ′ is finite. Suppose that σ is cofinal with eω: σ = σ[: k]eω for
some k ≥ 1. Hence the sequence (σ[: i]◦η)i is ultimately constant. But σ[: i]◦η is
the suffix of θ[: i]◦ξ, whence the set {θ[: k+ j]◦ξ : j ≥ 1} formed ℓ-cofinal vertices is
finite. Which contradicts limi→∞ d(ξ, θ[: i]◦ξ) =∞, and σ cannot be cofinite with
eω. Whence we have obtained a tiling of the first quadrant with σ and η as west
and south borders respectively, and such that, for all i, either σ[i]·η = eω or σ[i]·η
contains no e. We now obtain a tiling in T (M ) by deleting those line eω.
Let us prove the converse in our proposition. Let
ξ = f ([1,∞]× [1,∞])s , θ = f ([1,∞]× [1,∞])w
where f : Z × Z → T (M ) is an aperiodic tiling. Since f is aperiodic, we get
θ[: i]◦ξ 6= θ[: j]◦ξ for i 6= j (since periodicity in one direction is equivalent to
periodicity in both directions). Therefore, {θ[: i]◦ξ : i ≥ 0} is infinite and Sch(ξ)
as well.

We recall that an automaton M = (Q,Σ, ·) is synchronizing whenever there
is a word w ∈ Σ∗ such that q·w = p·w for any q, p ∈ Q. A Mealy automa-
ton M = (Q,Σ, ·, ◦) is synchronizing whenever (Q,Σ, ·) is synchronizing. The set
of synchronizing words is denoted by Syn(M ). Note that an automaton in Sa
is always synchronizing. For further details on synchronizing automata and some
connections with automaton groups see [9]. The next proposition characterizes au-
tomata in Sa whose set of reduced tiles does not tile the discrete plane in terms of
a stability property regarding synchronization.
Consider the prefix-closed language
NSynQ(v) = {u ∈ Q
<|v|−1 | ∀j ≤ |u|, u[: j]◦v /∈ Syn(M )} .
and the property Maximal non Synchronizing : there exists an integer m such
that, for all v ∈ Σm, any u maximum in NSynQ(v) for the prefix relation satisfies
uq◦v ∈ Syn(M ), for all q ∈ Q.
Proposition 6.10. Let M = (Q,Σ, ·, ◦) ∈ Sa. Then T (M ) does not tile the
discrete plane if and only if property Maximal non Synchronizing holds for M .
34 D. D’ANGELI, TH. GODIN, I. KLIMANN, M. PICANTIN, AND E. RODARO
Proof. Suppose that T (M ) does not tile the discrete plane. Hence there exists an
integer m such that T (M ) cannot tile a square of size m.
Let v ∈ Σm and u ∈ NSynQ(v). First suppose |u| < m − 2: if for some q ∈ Q
we have uq◦v /∈ Syn(M ) then uq ∈ NSynQ(v), hence u cannot be maximal. Now
suppose |u| = m − 2: if uq◦v /∈ Syn(M ), for some q ∈ Q, then there is a q′ ∈ Q
such that q′·(uq◦v)[: j] 6= e for all j ≤ m. Hence, by Figure 10 there is a tiling of
the square of size m associated with the two words v, uqq′, a contradiction.
Conversely, if T (M ) tiles a square f : [1,m]× [1,m]→ T (M ), then if we put
h = f ([1,m]× [1,m])s , v = f ([1,m]× [1,m])w
we get that v[: j]◦h /∈ Syn(M ) for all j ≤ m − 1. In particular, u = v[: m − 2] is
maximal in NSynQ(v). However, (uv[m − 1])◦h = v[: m − 1]◦h /∈ Syn(M ), hence
the condition of the statement is not satisfied. 
6.3. Aperiodic tilings and singular points. In Subsection 5.2 we have seen that
RI-automata, with empty set of singular points are necessarily bireversible with all
trivial stabilizers in the boundary (see Corollary 5.15 and Proposition 4.11). Fur-
thermore, Corollary 5.8 implies that if a bireversible automaton M has no positive
relations, then it must have a non-trivial stabilizer in the boundary. In particular,
for the class of bireversible automata it is not possible to have simultaneously no
positive relations and no singular points.
This fact no longer holds in the class Sa: there exist automata in Sa without
positive relations and with no singular points. However, we need some precaution
in defining the set of “positive relations” for an automaton M ∈ Sa. Indeed, for
such an automaton, the set P(M ) is always non-empty since the sink-state e acts
like the identity.
In order to characterize tilings without non-trivial commuting pairs, we need to
define a special set of relations that are in some sense non elementary. Such relations
intuitively correspond to words with the property that some of their restrictions do
not become the trivial word. For w ∈ Q∗, |w|e denotes the number of occurrences
of the letter e in w. The set E(M ) of the non-elementary relations is defined by:
E(M ) = {u ∈ (Qr {e})∗ : π(u) = 1, ∃v ∈ Σ∗, |u·vn|e < |u|, ∀n ≥ 1} .
By a compactness argument note that the complement of the non-elementary re-
lations, the set of elementary relations, may be described as the set of words u ∈
(Q r {e})∗ with π(u) = 1, such that there exists some n ≥ 1 for which u·v = e|v|
for every v ∈ Σ≥n. Geometrically, automata in the class Sa with no singular points
and whose eventual relations are elementary relations, possess helix graphs with a
particular shape, as proved in Proposition 6.11. We say that the helix graphHk,n of
an automaton M ∈ Sa is singular whenever each connected component of Hk,n has
a unique cycle which is necessarily of the form (ek, v)−−→(ek, v) for some v ∈ Σn.
Proposition 6.11. Let M ∈ Sa. The following are equivalent:
(i) for any ξ ∈ Σω, g ∈ Stab+〈M〉(ξ), there is n ≥ 1 with g·ξ[:n] = 1 and E(M ) =
∅;
(ii) for any v ∈ Σ∗, g ∈ Stab+〈M〉(v
ω), there is n ≥ 1 with g·vn = 1 and E(M ) =
∅;
(iii) for any k, n ≥ 1, the helix graph Hk,n is singular;
(iv) there is no non-elementary pair of commuting words.
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Proof. (i)⇒(ii). Trivial.
(ii)⇒(iii). Suppose that Hk,n is not singular for some k, n ≥ 1. Therefore, by
Lemma 5.2 there is a commuting pair u ∈ Q∗ r {e}∗, v ∈ Σ∗. As e acts like the
identity, by erasing the (potential) occurrences of e in u, we obtain a word u′ ∈
(Qr{e})∗ such that u′, v commutes. Hence Lemma 5.2 implies π(u′) ∈ Stab+G(v
ω).
If π(u′) = 1, then, since u′, v commutes, u′ ∈ E(M ) 6= ∅. Otherwise, we have
π(u′)·vn = π(u′) 6= 1 for all n ≥ 1.
(iii)⇒(iv). If there is a non-elementary commuting pair u ∈ (Q r {e})∗, v ∈ Σ∗,
then by Lemma 5.2 the helix graph H|u|,|v| contains the loop (u, v)−−→(u, v), i.e.,
H|u|,|v| is not singular.
(iv)⇒(i). If E(M ) 6= ∅, then for any u ∈ E(M ), by definition, there exists v ∈ Σ∗
satisfying
|u·vn|e < |u|, ∀n ≥ 1.
By a compactness argument, there exists some m ≥ 1 with |u·vm|e = |u·vm+k|e for
every k ≥ 0. Moreover, there exist indices i > j ≥ m satisfying u·vj = u·vi. As e
acts like the identity, by erasing the (potential) occurrences of e in u, we obtain a
word u′ ∈ (Qr{e})∗ such that u′, vi−j is a non-elementary pair of commuting words.
Thus, we may assume E(M ) = ∅. Now suppose g ∈ Stab+〈M〉(ξ) for some ξ ∈ Σ
ω
with g·ξ[: n] 6= 1 for all n ≥ 1. Hence, there are some word u ∈ (Qr{e})∗ such that
π(u) = g and some indices i > j ≥ 1 such that if we put u′ = u·ξ[: j] ∈ (Qr {e})∗,
then u′, ξ[j + 1 : i] is a non-elementary commuting pair. 
Note that the previous proposition provides necessary conditions on M ∈ Sa for
tilings of T (M ) of the discrete plane to be aperiodic. As a result of Theorem 6.5
we immediately obtain the following undecidability result of checking the previous
“continuity” condition.
Theorem 6.12. Given an automaton M ∈ Sa, it is undecidable whether for
any ξ ∈ Σω, g ∈ Stab+G(ξ), there exists n ≥ 1 with g·ξ[: n] = 1 and E(M ) = ∅.
Moreover, by Proposition 6.11, taking the aperiodic 4-way deterministic tileset T
described in [21] and the associated automaton M ∈ Sa with T = T (M ) we get
that M actually satisfies the “continuity” conditions described in Proposition 6.11.
The same paper raised the problem to determining the existence of an aperiodic
reflection-closed tileset. A tileset T with colored oriented edges is closed under
reflection if for each tile in T the reflection of this tile along a horizontal or vertical
line also belongs to T . Kari and Papasoglu considered the following tiling rule: a
tiling of the plane, using tiles from a tileset T which is closed under reflection, is
said to be valid if two adjacent tiles meet along an edge with the same color and
orientation and two tiles that are the reflection of each other are never adjacent.
In the following, such a tiling will be called of Kari-Papasoglu type.
If we consider only the horizontal (vertical) symmetry we say that T is h-
reflection-closed (respectively, v-reflection-closed) tileset. Note that if T is h-
reflection-closed, then it is ws-deterministic (es-deterministic) if and only if it is wn-
deterministic (respectively, en-deterministic). Similarly, if T is v-reflection-closed,
then it is ws-deterministic (wn-deterministic) if and only if it is es-deterministic (re-
spectively, en-deterministic). Hence, if T is reflection-closed and xy-deterministic
for some (x, y) ∈ {(e, n), (e, s), (w, n), (w, s)}, then T is necessarily 4-way deter-
ministic. In [21] the authors raised the problem of finding a 4-way deterministic
tileset which is valid, aperiodic and reflection-closed. Such a tileset would give an
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example of a CAT(0) complex whose fundamental group is not hyperbolic and does
not contain a subgroup isomorphic to Z2, see [19, 21].
In this setting we can prove a statement analogous to Proposition 6.11. We
will prove that the search for aperiodic h-reflection-closed tilesets that are ws- and
wn-deterministic is related to the search for automata in the class Sa whose set κ
of singular points is empty and which are elementary-free, in the following sense.
First we need an analogous to Proposition 6.10 for h-reflexion-closed tilings (resp.
4-way deterministic tilings). Let us define the prefix-reduced relation: we say that
u ∈ Q˜ is smaller than u′ ∈ Q˜ for the prefix-reduced relation if u ≤p u′ holds and both
u and u′ are reduced. We define a property that will serve for the characterization of
Kari-Papasoglu type tilings: an automaton M = (Q,Σ, ·, ◦) ∈ Sa satisfies property
h-Maximal non Synchronizing (resp. 4-way Maximal non Synchronizing ) if
there exists an integer m such that, for all v ∈ Σm (resp. reduced v ∈ Σ˜m), any
reduced u ∈ Q˜∗ maximum in NSyn
Q˜
(v) for the prefix-reduced relation satisfies
uq◦v ∈ Syn(M ) for all q ∈ Q˜.
Proposition 6.13. Let M = (Q,Σ, ·, ◦) ∈ Sa. Then T admits an h-reflexion-
closed tiling (4-way deterministic tiling) if and only if property h-Maximal non Syn-
chronizing (resp. 4-way Maximal non Synchronizing ) does not hold.
Proof. Similar to the proof of Proposition 6.10, but avoiding patterns xx−1 that
are not allowed in the Kari-Papasoglu type tilings. 
A group generated by an automaton in the class Sa is said to be elementary-free
if the only relations that it contains are words whose restrictions become eventually
all trivial, i.e. the set of its relations may be described as the set of words u ∈
˜(Qr {e})
∗
with π(u) = 1, such that there exists an n ≥ 1 for which u·v = ekv for
every v ∈ Σ≥n and some integer kv such that |kv| ≤ |v|.
In this context, we say that a helix graph H˜k,n of an automaton M ∈ Sa is
strongly-singular whenever any cycle (u, v)−−→(u′, v′)−−→· · ·−−→(u, v) implies
either u ∈ {˜e}
∗
or π(u) = 1. We have the following proposition analogous to Propo-
sition 6.11.
Proposition 6.14. Let M ∈ Sa. The following are equivalent:
(i) 〈M 〉 is elementary-free and the set κ of singular points is empty;
(ii) 〈M 〉 is elementary-free and for any v ∈ Σ∗, g ∈ Stab〈M〉(v
ω), there is
n ≥ 1 with g·vω[: n] = 1;
(iii) for any k, n ≥ 1, the helix graph H˜k,n is strongly-singular;
(iv) there is no non-elementary pair u ∈ ˜(Qr {e})
∗
, v ∈ Σ∗ of commuting
words.
Proof. (i)Equivalence ⇔(ii) follows from Lemma 4.2. Equivalence (ii)⇔(iii) may
be proven in an analogous way as in Proposition 6.11. Equivalence (i)⇔(iv) is a
consequence of Proposition 6.6. 
Note that 〈M 〉 also acts naturally on Σ˜∗, in what follows we consider this ac-
tion. Following [8], we say that a point ξ ∈ Σω is essentially non-trivial when
lim |ξ[: n]| →n→∞ +∞. Moreover we say that a helix graph is essentially-singular
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helix whenever, if (u, v)−−→(u′, v′)−−→· · ·−−→(u, v) is a cycle, then vω is es-
sentially non-trivial and either u ∈ {˜e}
∗
, or π(u) = 1. We have the following
proposition analogous to Proposition 6.11:
Proposition 6.15. Let M ∈ Sa. The following are equivalent:
(i) 〈M 〉 is elementary-free and the set of essentially non-trivial singular points
is empty;
(ii) 〈M 〉 is elementary-free and for any v ∈ Σ˜∗ such that vω is essentially
non-trivial, g ∈ Stab〈M〉(v
ω), there is n ≥ 1 with g·vω[: n] = 1;
(iii) for any k, n ≥ 1, the helix graph H˜k,n is essentially singular;
(iv) there is no non-elementary pair u ∈ ˜(Qr {e})
∗
, v ∈ Σ˜∗ of commuting
words.
Proof. Similar to the proof of Prop. 6.14. 
Putting together all the previous results we may characterize aperiodic h-reflection-
closed tilesets (resp. h-reflection-closed tilesets).
Theorem 6.16. With the above notation. The following are equivalent:
(i) there is a ws- and wn-deterministic tileset T which is h-reflection-closed
(resp. a 4-way deterministic which is h- and v-reflection-closed) that tiles
the discrete plane with aperiodic tilings of Kari-Papasoglu type;
(ii) there is an automaton M ∈ Sa such that 〈M 〉 is elementary-free, the set
of singular points (resp. essentially non-trivial singular points) is empty,
and, in the automaton B obtained from M ⊔ M−1 identifying the two
sinks e and e−1, property h-Maximal non Synchronizing (resp. 4-way
Maximal non Synchronizing ) does not hold.
Proof. If T is h-reflection-closed, we may fix a direction and divide the colors of
the vertical edges of T into two distinct and disjoint sets Q ⊔ Q−1, while we put
for Σ the set of colors of the horizontal edges of the tiles in T . Note that, for
each tile (q, a, p, b), q, p ∈ Q˜, a, b ∈ Σ, the corresponding horizontally reflected tile
is (q−1, a, p−1, b). The partition Q⊔Q−1 induces a partition T + ⊔ T − on T in the
obvious way. Consider an associated automaton M ∈ Sa such that T (M ) = T +
(as in Section 5). Note that T (M ⊔M−1) = T .
Conversely, to any automaton M ∈ Sa, the tileset T (M ⊔ M−1) is ws- and
wn-deterministic, and it is h-reflection-closed. By an argument very similar to the
proof of Propositions 6.2 and 6.4, it is not difficult to see that, in the previous cor-
respondence, M has a non-elementary pair u ∈ ˜(Qr {e})
∗
, v ∈ Σ∗ of commuting
words where u is non-trivial and reduced if and only if the corresponding tile-
set T (M ⊔M−1) admits a periodic tiling (in the sense of Kari-Papasoglu). Hence,
the equivalence in the statement follows from Proposition 6.13 for the existence of
a tiling of Kari-Papasoglu type and Proposition 6.14 for its aperiodicity. The proof
for the 4-way case is similar and uses Proposition 6.15. 
The last theorem gives a characterization of specific Wang tilings in the language
of Mealy automata. This is another motivation to further explore this connection.
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7. Some open problems
Problem 1. Let M ∈ Sa be an automaton generating a free group. Is it always
the case that there is a point in the boundary whose Schreier graph is infinite?
Problem 2. Given that M is minimized, can two singular points have isomorphic
infinite Schreier Graphs?
Problem 3. Given a Mealy automaton M , is it decidable whether P(M ) = ∅?
Problem 4. Are there interesting classes of automata where the non-elementary
commuting pair is decidable?
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