We present a local Fourier analysis of multigrid methods for the two-dimensional curl-curl formulation of Maxwell's equations. Both the hybrid smoother proposed by Hiptmair and the overlapping block smoother proposed by Arnold, Falk and Winther are considered. The key to our approach is the identification of twodimensional eigenspaces of the discrete curl-curl problem by decoupling the Fourier modes for edges with different orientations. Our analysis allows to quantify the smoothing properties of the considered smoothers and the convergence behavior of the considered multigrid methods. Additionally, we identify the Helmholtz splitting in Fourier space. This allows to recover several well known properties in Fourier space, such as the commutation properties of the classical Nédélec prolongator and the equivalence of the curl-curl operator and the vector Laplacian for divergence-free vectors. We show how the approach used in this paper can be generalized to twoand three-dimensional problems in H(curl) and H(div) and to other types of regular meshes.
LOCAL FOURIER ANALYSIS OF MULTIGRID FOR THE CURL-CURL EQUATION
TIM BOONEN * , JAN VAN LENT , AND STEFAN VANDEWALLE 1. Introduction. The convergence of iterative methods for linear systems that arise from the discretization of a partial differential equation (PDE) can often be studied in a model problem setting by means of Fourier modes. In a local Fourier analysis (LFA) or local mode analysis, an infinite, regular grid is considered and boundary conditions are not taken into account. This type of analysis was introduced in [5] . It has been applied successfully to iterative solvers for several types of PDEs, such as the diffusion equation, the convection-diffusion equation, the Helmholtz equation, the biharmonic equation, the Stokes equations, the Oseen equations and elasticity. For comprehensive surveys, we refer the reader to [13, 15, 14] . In this paper, we develop a LFA for some multigrid methods for the curl-curl equation This equation arises in magnetostatic problems and in time-domain and frequencydomain approaches for solving time-dependent electromagnetic problems, such as the eddy current problem and electromagnetic wave scattering. We restrict ourselves to the finite element discretization of the two-dimensional curl-curl equation with constant complex material parameters α and β. Appropriate scaling allows to consider only the case α = 1. For the discretization, standard first order edge elements on a regular quadrilateral grid and conforming in H(curl) will be used. This leads to a linear system of the following form, with the degrees of freedom related to the edges of the grid:
2)
The stiffness matrix K cc has a large kernel, which is essentially equal to the range of the discrete gradient operator G. The splitting of the vector space E of the degrees of freedom, induced by G, is the discrete analogue of the Helmholtz splitting of H(curl) (see [9, 4] ). This splitting reads, with C the discrete curl operator:
Typically, the smoothing properties of classical multigrid smoothers, as described in for instance [13, 12] , are very poor in ran(G) when applied to (1.2). More involved smoothers are needed here, such as the so-called hybrid smoother proposed in [7] or the overlapping block smoother proposed in [1] . Also, in order for multigrid to be effective, the prolongators P e for the degrees of freedom related to the edges should satisfy a commutation constraint of the following form:
Here, P n denotes a prolongator for degrees of freedom related to the nodes and G f and G c denote the gradient operators on the corresponding fine and coarse level of the hierarchy. This essentially guarantees that the structure of E, represented by (1.3) , is transferred in an appropriate way to the coarse levels of the grid hierarchy. We refer to [7] for further details. Despite the development of several algebraic multigrid algorithms based on the algorithms of [7] and [1] (for instance [3, 2, 8, 10] ), a Fourier analysis of these algorithms is not available yet. In fact, the nature of the degrees of freedom for discretizations of (1.1), which are related to edges instead of nodes, makes a straightforward application of classical Fourier analysis techniques impossible. The only existing related result is, to the knowledge of the authors, the derivation of the eigenvalues and eigenvectors of some curl-related operators in [6] . This paper is organized as follows. Section 2 introduces the definitions and notations used throughout this paper. In section 3, the classical Fourier modes are generalized for edge-based discretizations. In section 4, the Helmholtz splitting is identified in the Fourier domain. In section 5, the LFA of the curl-curl and mass operators is developed. In section 6, several classical multigrid smoothers, the hybrid smoother of [7] and the overlapping block smoother of [1] are analyzed and their smoothing properties are quantified. Aliasing phenomena are analyzed in section 7.1. In sections 7.2 and 7.3, the restriction and prolongation are studied. Finally, the results of the previous sections are combined in section 8 into a LFA of the 2-level multigrid cycle. Section 9 explains the numerical tests used to verify the analytical results presented in this paper. In section 10, it is indicated how the approach used in this paper can be generalized to other problems. We end with a conclusion in section 11.
Definitions and notations.
We consider an infinite, two-dimensional regular quadrilateral grid G h with grid size h (see Figure 2 .1):
The degrees of freedom of a typical discretization of the curl-curl equation are associated with the oriented edges of the grid. The orientation of the edges is chosen as indicated in Figure 2 .1. The horizontal and vertical orientation will be referred to by the subscripts · 1 and · 2 respectively. With respect to the grid G h , a node x = (k 1 , k 2 )h will be referred to as (k 1 , k 2 ). Edges and faces will be referred to using their center points. For instance, (
2 ) refers to the edge connecting the nodes (r 1 , r 2 ) and (s 1 , s 2 ). Further on, we will also need a displaced index set I(∆ 1 , ∆ 2 ). With ∆ 1 , ∆ 2 ∈ R, this set is defined as
This allows to define the sets of the indices of all nodes, horizontal and vertical edges and faces of G h as N := I(0, 0), E 1 := I( respectively. The set of the indices of all edges is defined as E := E 1 ∪ E 2 . The vector spaces of the degrees of freedom related to the nodes, edges and faces of G h will be denoted N , E and F. Note that these vectors spaces have infinite dimension, since the number of nodes, edges and faces in G h is infinite. We define the following evaluation operator in a point k = (k 1 , k 2 ):
The vector of the evaluations of a function f in the nodes represented by the index set S will be denoted f (x) S . This allows to represent vectors belonging to N and E by means of functions as f (x) N and f (x) E . Such vectors will often be referred to as grid functions, as they consist of a value at each point of a certain grid, specified by the subscript. The operator · k will also be used as a selection operator, when applied to a vector. For example, (f (
We consider discrete edge-based operators L e on G h characterized by difference stencils with constant coefficients. An important difference with stencils for node-based operators is that the orientation of the edges has to be taken into account. This implies that two difference stencils are needed to represent a 2D edge-based operator on a quadrilateral grid, one for the horizontal and one for the vertical edges. With
2 ), the application of a discrete edge operator L e to a vector w(x) E is defined as:
The coefficients of the horizontal and vertical stencil are denoted s [1] t and s [2] t respectively. The stencils corresponding to (2.3) will be represented as follows, for instance for the vertical stencil:
The nodes of the edge to which the result of the stencil operator is assigned, are indicated by filled circles, and all other nodes by open circles. The two stencils corresponding to (1.2) read
for the horizontal stencils, and
for the vertical stencils. To simplify the notation, the analysis will be done for K cc + h 2 βM x = h 2 b with the factor h 2 integrated into the material parameter as
3. Fourier modes. Contrary to the case of node-based operators, the vectors of the evaluations of
in the centers of the edges are not the eigenvectors of discrete edge operators L e of the form (2.3). In fact, the application of L e to ϕ(θ, x) E amounts to a different scaling for the horizontal and vertical components:
This decoupling is a direct consequence of the fact that the stencils for the horizontal and vertical edges are different. Consequently, ϕ(θ, x) E cannot be used in the LFA. Instead, we define F e (θ) to be the two-dimensional space of all edge-based grid functions φ(θ) E of the form
with
Note that this amounts to a decoupling of the horizontal and vertical components, equivalent to:
Further, we shall write (3.3) more compactly as
Φ(θ) will play the same role in the LFA of edge-based problems as the vector ϕ(θ, x) N in the LFA of node-based problems. This role is based on the following properties. Theorem 3.1 (Invariant subspace). For all θ ∈ R 2 , F e (θ) is invariant for a discrete edge operator L e of the form (2.3).
Proof. The application of L e to φ(θ)
A similar result holds for the vertical edges. So, the combined result
belongs to F e (θ) as well. The 2 × 2 matrix in (3.8) is the representation of the edge operator L e in F e (θ). It will be denoted L e (θ). Theorem 3.2 (Frequency aliasing). All spaces F e (θ 1 + 2πa, θ 2 + 2πb) with a, b ∈ Z, are identical, for any θ 1 , θ 2 ∈ R.
Proof. It is easy to check that the basis (3.6) of F e (θ 1 + 2πa, θ 2 + 2πb) and F e (θ 1 , θ 2 ) are related as
Theorem 3.2 shows that it is sufficient to consider any frequency interval of length 2π for θ 1 and θ 2 . In this paper, the two-dimensional frequency interval Θ := [−π/2, 3π/2) 2 will be studied. Note that Θ is different from the frequency interval [−π, π) 2 which is usually considered in a LFA (see for instance [13] ). This choice will lead to a considerable simplification of the LFA for edge-based problems. The low and high frequency interval will be denoted
We define the harmonics of a low frequency θ = (θ 1 , θ 2 ) ∈ Θ low as:
For the LFA of the smoother of [1] , the prolongation, the restriction and the multigrid cycle, an 8-color variant of (3.5)
will be needed. Here, E 8 i , with 1 ≤ i ≤ 8, denotes the set of the indices of all edges with color i. The coloring scheme is indicated in Figure 2 .1. The following Lemma will be used to write a grid function of the form (3.10) as a linear combination of vectors of the form (3.6). This Lemma extends Remark 4.4.2 in [13] .
Lemma 3.3. Let ∆ = (∆ 1 , ∆ 2 ) ∈ R 2 be a fixed displacement and consider a grid function satisfying
, α 00 ∈ C if k 1 and k 2 even α 10 ϕ(θ, x) k1+∆1,k2+∆2 , α 10 ∈ C if k 1 odd and k 2 even α 01 ϕ(θ, x) k1+∆1,k2+∆2 , α 01 ∈ C if k 1 even and k 2 odd α 11 ϕ(θ, x) k1+∆1,k2+∆2 , α 11 ∈ C if k 1 and k 2 odd.
Then, this grid function can be written as a linear combination of the grid functions ϕ(θ, x) N +∆ for the harmonic frequencies of θ given in (3.9):
Proof. The grid functions ϕ(θ, x) N +∆ for the harmonic frequencies of θ are related as:
with γ (a,b) = e iπ(a∆1+b∆2) . It suffices to note that (3.12) and (3.11) give rise to the following linear system:
Let Γ ∆1,∆2 (θ) denote the system matrix of (3.13). Its regularity follows immediately from the fact that |γ (a,b) | = 1 and from the factorization
Note that the classical definition (e.g. 4.4.2. in [13] ) for the harmonics of a frequency
would require a separate treatment of the negative and positive frequencies. Lemma 3.3 can be applied separately to the horizontal and vertical components of (3.10). A grid function satisfying (3.10) can be transformed into a linear combination of vectors of the form (3.3)
Formula (3.15) shows that ψ(θ) E belongs to
The combined transformation matrix will be denoted T 8 (θ) ∈ C 8×8 , with 0 4 denoting the zero matrix of size 4 × 4:
4. The Helmholtz splitting in Fourier space. It is well known (cfr. [7, 9] ) that the Helmholtz splitting (1.3) plays a fundamental role in the analysis of solvers for the curl-curl equation. For the two-dimensional rectangular grid studied in this paper (see Figure 2 .1), the discrete gradient and curl operators G and C are defined as (see [4] ):
1 if e rs = e ij , e jk , e kl or e li −1 if e rs = e ji , e kj , e lk or e il 0 else
Here, e ij denotes the oriented edge with start node n i and end node n j , and f ijkl the oriented face with boundary formed by the edge sequence e ij → e jk → e kl → e li . The following Theorem shows that the spaces F e (θ) can also be split as in (1.3). Theorem 4.1 (Fourier-Helmholtz splitting). For all θ ∈ Θ, F e (θ) can be split as
with φ g (θ) E ∈ ran(G) and φ s (θ) E ∈ ran(C T ). Proof. If θ = (0, 0), the vectors ϕ(θ, x) N and ϕ(θ, x) F of the evaluations of ϕ(θ, x) in the grid nodes N and the center nodes F of the faces can be used to construct vectors in F e (θ) belonging to ran(G) and ran(C T ) respectively. The subscripts · g and · s will be used to refer to the gradient and solenoidal vector respectively.
Since φ g (θ) E and φ s (θ) E are of the form (3.3) for all θ ∈ Θ, they belong to F e (θ). By construction, they belong to ran(G) and ran(C T ) respectively. Since they are different from the 0-vector for all θ = (0, 0) and ran(G) ⊥ ran(C T ), they are linearly independent. This allows to conclude that the columns of
constitute a basis for F e (θ) for all θ = (0, 0). The above procedure cannot be used for θ = (0, 0), since it would yield φ g = φ s ≡ 0 E . In this case, the grid functions ψ(x) N and ψ(x) F , with ψ(h(k 1 , k 2 )) := 2i(k 1 + k 2 ) can be used instead, which yield:
The conclusion that Φ(0) is a basis for F e (0) follows.
A subscript · H will be used to refer to the Fourier-Helmholtz basis (4.4). This basis is related to the decoupled basis Φ(θ) from (3.6) as
A representation of a grid function in F e (θ) with respect to the basis Φ H (θ) can be transformed into a representation with respect to the basis Φ(θ) as follows:
The LFA presented in this paper will be based on the basis (3.6). For the analysis of the hybrid smoother and for interpretation purposes, however, a transformation to the basis (4.4) will be advantageous.
In the rest of this paper, the frequency argument θ will be left out whenever its value is clear from the context. The following abbreviations will be used:
5. Fourier domain representation of the operator.
5.1. Stiffness part. Application of (3.8) to the stencils defining K cc yields: Orientation-based and node-based updating orders for lexicographic Gauss-Seidel iterations. Each orientation-based iteration consists of 2 subiterations, one for the horizontal and one for the vertical edges. In the node-based iteration, a vertical edge is updated immediately after the horizontal edge with the same start node.
Using (4.7), (5.1) can be transformed into:
The nonzero structure of K cc,H (θ) allows to identify φ g (θ) E and φ s (θ) E as the eigenvectors of the discrete curl-curl operator. The zero eigenvalue for φ g (θ) E corresponds to the fact that ran(G) is the kernel of the discrete curl-curl operator (see [9] ). The eigenvalue of φ s (θ) E can be interpreted as the Fourier domain counterpart of the equivalence of the vector Laplace operator and the curl-curl operator in the divergence-free part of the Helmholtz splitting. In continuous space, this equivalence follows from the vector identity:
Note, for this purpose, that the eigenvalue for φ s (θ) E is identical to the Fourier domain representation of the finite difference discretization K dg of the div-grad operator on a two-dimensional rectangular grid (see for instance [13] ):
Mass part.
Application of Theorem 3.1 for the mass part β h M yields:
Formula (5.4) shows that the columns of Φ(θ) for all θ are the eigenvectors of M .
6. Fourier domain representation of the smoother.
6.1. Classical smoothers. It can be shown that classical smoothers correspond in the Fourier domain to an iteration based on a matrix splitting of the Fourier domain representation of the operator
(6.1)
9
A Jacobi iteration with damping factor d cc applied to a linear system of the form Kx = b can be written as
For K = K cc + β h M , this corresponds to, in the Fourier domain,
.
For lexicographic Gauss-Seidel iterations, the splitting of K(θ) depends on the updating order. We consider two examples. In the orientation-based edge ordering of Figure  6 .1, the horizontal edges are updated first. This yields, after some straightforward but technical computations, a matrix splitting with
Here, ϕ k1,k2 is used as a shorthand for ϕ(θ, x) k , with k = (k 1 , k 2 ). In the node-based edge ordering of Figure 6 .1, edges with the same start node are updated consecutively. This yields a matrix splitting with:
. Formula (6.1) shows that the properties of smoothers of this type can be studied for each frequency θ separately by means of the spectral radius of S(θ) ρ(S(θ)) := max{|λ| : λ ∈ σ(S(θ))}.
3)
The left picture of Figure 6 .2 shows ρ(S(θ)) as a function of θ for node-based GaussSeidel iterations applied to (1.2). Since in a multigrid context, it is the task of a smoother to reduce the high frequency error components, the smoothing properties of this smoother are very poor. This is due to the non-ellipticity of the curl-curl equation in the gradient part ran(G) of the Helmholtz splitting (1.3). We refer the reader to [7] for a further analysis of this phenomenon. Remark. With respect to the Fourier-Helmholtz basis (4.4), the Fourier domain representation of damped Jacobi iterations with β = 0 and damping factor d cc reads
(6.4)
This illustrates the well known fact that undamped Jacobi (d cc = 1) diverges for the curl-curl equation. The damped iteration will converge for any d cc ≥ 2. This also reveals that in divergence-free space, this smoother behaves in the same way as damped Jacobi iterations for the finite difference discretization of the Laplace equation div(grad(V )) = ρ with damping factor d dg = d cc /2. Indeed, in the Fourier domain, the error equation for the latter satisfies (see [13] ) ) ) as a function of θ with β h = 0.01 for node-based Gauss-Seidel iterations (left) and for the hybrid smoother consisting of 1 iteration of node-based Gauss-Seidel type in E followed by 1 iteration of lexicographic Gauss-Seidel type in N (right). Contrary to the hybrid smoother, Gauss-Seidel iterations don't achieve satisfactory smoothing of the high frequency errors.
6.2. Hybrid smoother. The poor smoothing properties of classical smoothers can be improved by an additional smoothing step on an auxiliary nodal diffusion system K n x n = b n (see [7] ). Formally, one iteration of this so-called hybrid smoother is equivalent to a 2-level multigrid cycle using the gradient matrix G as the prolongation matrix. This cycle is composed of the following 5 steps:
1. pre presmoothing steps in
. smoothing in N on K n x n = b n with zero initial guess 4. prolongation to E: x ← x + Gx n 5. post postsmoothing steps in E on Kx = b Since the Helmholtz splitting (1.3) is explicitly taken into account in the hybrid smoother via the discrete gradient matrix G, the Fourier-Helmholtz basis (4.4) will be particularly helpful in the LFA. First, the nodal part of the hybrid smoother, consisting of steps 2, 3 and 4, is studied separately. We start with the left multiplication by G T in step 2. The application of G T to a grid function of the form (3.3) yields, with k = (k 1 , k 2 ) ∈ N :
Using (4.7), the relation (6.6) can be transformed into:
Formula (6.7) is the Fourier domain counterpart of the transpose of the topological identity CG ≡ 0, as it shows that the restriction of vectors belonging to ran(C T ) by G T is 0. Now, the restriction of the edge residual y = G T (b − Kx) in step 2 can be represented in the Fourier domain. With K H (θ), K cc,H (θ) and M H (θ) the Fourier symbols of K, K cc and M with respect to the Helmholtz-Fourier basis (4.4), we obtain:
For θ = (0, 0), the prolongation by G of ϕ(θ) N α, with α ∈ C, in step 4 yields a scaled gradient basis function by (4.2). For θ = (0, 0), we refer to the remark at the end of this section. In the Fourier domain and using (4.4), step 4 reads:
The auxiliary nodal matrix K n for step 3 is usually built as the Galerkin product G T KG. This corresponds to the stencil for the finite element discretization using bilinear finite elements of the Poisson equation on the same grid, scaled by β h : 11) and to the following Fourier domain representation:
Now, the combined effect of steps 2, 3 and 4 can be studied. Suppose the smoother applied to the auxiliary system K n x n = b n is a linear operator S n with eigenvectors ϕ(θ) N and corresponding eigenvalues S n (θ). This is the case if classical smoothers, such as Jacobi or lexicographic Gauss-Seidel iterations, are used (see [13] ). Let x * n denote the exact solution of the auxiliary system, i.e. x *
and let x [1] n and e
n be an approximate solution and the corresponding error after the smoothing step 3. Since this smoothing starts from a zero initial guess x n is identical to x * n . Now, x [1] n can be reconstructed from e [1] 
n = S n x * n , which gives
Prolongation of x [1] n yields, with e = x * − x denoting the error of (1.2):
In frequency space, this becomes:
Formula (6.13) shows that the nodal part of the hybrid smoother leaves the solenoidal errors untouched (lower right entry). If no solenoidal errors are present, the gradient errors are reduced in the same way as the error of the auxiliary system (upper left entry). The upper right entry represents the aliasing contribution of solenoidal errors. With S h1 and S h5 denoting the Fourier domain representation with respect to the Fourier-Helmholtz basis (4.4) of the smoothers in steps 1 and 5, the frequency response of the hybrid smoother reads:
(6.14)
Formula (6.14) shows that, similarly as for classical smoothers, the properties of the hybrid smoother can be studied for each frequency separately. In Figure 6 .2, the smoothing properties of a classical smoother and of its hybrid extension are compared. The figures show that the hybrid smoother achieves a satisfactory smoothing of the high frequency error components, contrary to its classical counterpart.
Remark. The construction of K n as the Galerkin product G T KG is optimal in the following sense. Let x * satisfy Kx * = b. If the error e = x * − x = K −1 b − x belongs to ran(G), i.e., e = Gp, then the exact solution of the auxiliary system K n x n = G T (b − Kx) is equal to p. This follows from
Hence, if the auxiliary system is solved exactly, the error of the original system will be totally eliminated.
Remark. Different configurations of the hybrid smoother are possible. They depend on the number of pre-and post-smoothing steps for the edge smoother in steps 1 and 5 and on the configuration of the nodal smoother in step 3. For classical smoothers of Jacobi or Gauss-Seidel type, the configuration of the nodal smoother can be summarized as: nodal smoother = 1. ν pre iterations in presmoothing mode 2. ν post iterations in postsmoothing mode.
Both smoothing modes for the edge and nodal smoother differ only in the order in which the unknowns are updated: the updating order in postsmoothing mode is the reverse of the updating order in presmoothing mode. Popular configurations for the hybrid smoother are the so-called half and full hybrid smoother (see for instance [11] ). The full hybrid smoother has pre = post = ν pre = ν post = 1. The half hybrid smoother has pre = ν pre = 1 and post = ν post = 0 in presmoothing mode, and pre = ν pre = 0 and post = ν post = 1 in postsmoothing mode.
Remark. The above derivation does not hold for θ = (0, 0), since K n ((0, 0)) = 0 and G((0, 0)) = [0 0] T , which would give rise to a zero-by-zero division. This singularity of K n is a consequence of the absence of boundary conditions, which is generic for a local Fourier analysis (cfr. [13] , p.109). The appropriate introduction of boundary conditions in the auxiliary nodal system can be studied in a global Fourier analysis. For the results presented in this paper, the nodal part of the hybrid smoother is not executed for θ = (0, 0). This is motivated by the observation that the nodal part of the hybrid smoother only affects errors in ran(G), which belong to the kernel of the system matrix K for θ = (0, 0).
Overlapping block smoother.
In [1] , it is proved that good smoothing properties can be achieved by using a certain overlapping block smoother. One iteration of the so-called AFW-smoother proposed in [1] consists of a sequence of local solves, one corresponding to each node, in which all edges connected to that node are updated simultaneously. Using MATLAB-notation for extracting submatrices and with e n denoting the set of the edges containing node n, this algorithm consists of a sequence of local block solves for all nodes n:
x(e n ) = x(e n ) + K(e n , e n ) −1 (b(e n ) − K(e n , :)x) .
The AFW-smoother can be analyzed in F 8 (θ) using the 8-color parameterization (3.10). The Fourier domain representation in F 8 (θ) of the system matrix can be built directly by using the 8-color variant of formula (3.8) or by applying the similarity transformation (3.18) to the block diagonal matrix representing the operator for the harmonic frequencies of θ:
This setting allows to analyze the AFW-smoother, if it consists of the following four steps, which can be executed in any order: 1. updating simulatenously all edges 3 − 4 − 6 − 8 2. updating simulatenously all edges 1 − 2 − 5 − 7 3. updating simulatenously all edges 1 − 2 − 6 − 8 4. updating simulatenously all edges 3 − 4 − 5 − 7. The update order is illustrated in Figure 6 T , this local block solve reads, using MATLAB notation,
Herec denotes the set of colors that are not updated. The Fourier domain iteration matrix S c for this step reads, with I 4 denoting the unit matrix of dimension 4:
This allows the global Fourier domain iteration matrix of the AFW-smoother with respect to the parameterization (3.15) to be constructed as: To study the smoothing properties, the high frequencies need to be isolated from the low frequencies. This is not possible here, since in general, S AF W (θ) is dense. However, an ideal coarse grid operator C
can be used to supress the low frequency components (cfr. [13] ). The spectral radius of CS AF W (θ) is a measure for the smoothing properties of the AFW-smoother in F 8 (θ) (see Figure 6 .4).
7. Fourier domain representation of the intergrid transfer operators.
7.1. Coarse grid. We consider the coarse grid with mesh sizeh = 2h
In the rest of this paper, a superscript. will be used to refer to the coarse grid. Similarly as (3.1), we definẽ
To distinguish the evaluation operators (2.2) with respect to the fine and coarse grid, the grid size will be indicated in superscript as
The fine and coarse evaluation operators and the grid functions (3.1) and (7.2) are related as follows, with r ∈ R 2 :
Due to the displacement ∆ = (∆ 1 , ∆ 2 ) of the evaluation points, the aliasing of the fine Fourier modes on the coarse grid is more complicated then in LFA for node-based problems, and reads, with θ ∈ Θ low , k = (k 1 , k 2 ) ∈ N and a, b ∈ {0, 1}:
7.2. Restriction. We consider the classical Nédélec restriction [7] , which reads for the horizontal and vertical edges in stencil notation:
Since the horizontal and vertical components are decoupled with respect to the restriction operator (7.6), the decoupled parameterization (3.3) of F e (θ) is a natural choice for the analysis of the restriction. Using (7.4) and (7.5), the restriction of the horizontal components reads:
Similarly, we get for the restriction of the vertical components:
Formulae (7.7) and (7.8) can be combined into the form (3.3):
The space spanned by (7.11) is the coarse equivalent of F e (θ), and will be denoted F e (θ). Formula (7.9) shows that the spaces F e (θ (a,b) ) for the harmonic frequencies of θ (0,0) ∈ Θ low are mapped to the same spaceF e (2θ (0,0) ) by the restriction operator. Using the coarse equivalent of (4.5)
12) (7.9) and (7.10) can be transformed into: 
Remark. The nonzero structure of R H (θ) shows that the restriction of a fine solenoidal vector is a coarse solenoidal vector. This property corresponds to the transpose of the edge-face commutation property, which reads, with P f , P e , C f and C c denoting respectively the face and edge prolongators and the fine and coarse discrete curl operators:
7.3. Prolongation. We consider the classical Nédélec prolongation indicated by Figure (7.6) . The horizontal and vertical prolongation can be studied separately using the decoupled basis (7.11) . This yields for the horizontal case:
Similarly, we have for the vertical prolongation:
Using (3.16) and Lemma 3.3, (7.15) can be written in the form (3.15), with:
Note that the trigonometric functions figuring in (7.17) are evaluated for θ = θ (0,0) . Using the trigonometric identities 1 + cos(2α) = 2 cos 2 (α), cos(α + π 2 ) = − sin(α) and cos(α + π) = − cos(α), (7.17) can be recast into a general formula:
The formulae (7.18) and (7.19) can be combined into the format of (3.3):
Using (7.12), (7.20 ) and (7.21) can be transformed into: 
Remark. The nonzero structure of P H (θ (a,b) ) shows that the prolongation of a coarse gradient vector is a fine gradient vector. This corresponds to the node-edge commutation property (1.4) .
Remark. Similarly as for standard nodal prolongation and restriction, the 4-frequency representation of the restriction operator (7.10) is equal the scaled transpose of the 4-frequency representation of the prolongation operator (7.21):
Taking into account thats 2 i,a =s 2 i for a ∈ {0, 1}, the formulae (7.22) and (7.14) are related as: striction and prolongation operators and the coarse system matrix are defined as:
Now, the asymptotic convergence factor can be calculated as Remark. For θ = (0, 0) and β = 0, the above derivation does not hold, because K c (θ) is singular. This is a consequence of the absence of boundary conditions, which is generic for a local Fourier analysis (cfr. [13] , p.109). To avoid this complication, β = 0 has been replaced by β = 10 −6 to generate the Figures 8.1 and 8.2.
9. Remarks about the numerical tests. All numerical and analytical results and all figures in this paper have been obtained for the discretization of the twodimensional curl-curl equation (1.1) on a square with periodic boundary conditions. A local Fourier analysis yields exact results for this problem setting (see [13] ). In the numerical tests, the Gauss-Seidel smoothers of section 6.1 are not implemented as a sequence of local solves for each edge e Here, new(e) are the indices of the edges whose updated values are to be used in the update formula for the edge e instead of their old values. Note that the resulting smoothing procedure is implicit (cfr. Remark 4.6.4. in [13] ), since it is not possible any more to transform thisK into a triangular matrix by means of a permutation. All asymptotic convergence factors calculated by means of the LFA in this paper were checked numerically by applying 2-level multigrid iterations for a zero righthand side and a random initial guess. This procedure benefits from the non-normalized floating point representation, which allows to reduce the norm of the residual much more then Table 9 .1 Convergence history of 2-level V(1,1) multigrid iterations using the full hybrid smoother for the finite element discretization of the two-dimensional curl-curl equation (1.1) with β = 0.1 on a quadrilateral grid with 24 × 24 nodes. The boundary conditions are periodic. The righthand side is zero and the initial guess is random. The analytical convergence factor ρ anal is calculated using LFA, the numerical convergence factor is calculated as ρ with a random righthand side. For all results presented in this paper, it was possible to reduce the relative difference between the analytical and numerical values for the convergence factors to 0.1% by increasing the number of iterations. Table 9 .1 shows an excerpt of the convergence history of a 2-level V(1,1) multigrid iteration using the full hybrid smoother.
10. Generalization. The separate treatment of edges with different orientations, as introduced in section 3, can be applied to any translation-invariant set of stencils on a translation-invariant grid. More precisely, it can be applied when it is possible to represent the grid by means of a single node-edge pattern (see Figure 10 .1) and the operator by a stencil depending only on the orientation of the edge. In this case, Theorems 3.1 and 3.2 can be generalized. For instance, the regular two-dimensional triangular mesh of Figure 10 .1 contains 3 different types of edges. Correspondingly, 3 stencils will be needed to represent a discrete edge operator L e and each frequency will be related to a three-dimensional eigenspace of L e . Similarly as (3.6), the decoupled basis for this space corresponds to the columns of:
In a similar way, this approach can be generalized for face-based problems in H(div) represented by translation-invariant stencils on a translation-invariant grid.
11. Conclusion. We presented a local Fourier analysis for multigrid for the finite element discretization of the two-dimensional curl-curl equation on a quadrilateral grid. Our approach is based on the decoupling in the Fourier domain of edges with different orientation. In this way, each frequency is related to a two-dimensional space. This procedure allows to study the smoothing properties of multigrid smoothers and the asymptotic convergence behavior of the multigrid cycle. We identified in the Fourier domain several properties which are important in the context of the curl-curl equation, such as the Helmholtz splitting, topological identities and the node-edge and edge-face commutation properties. We showed how our approach can be extended to some other types of translation-invariant meshes and to translation-invariant problems in H(curl) and H(div).
