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Abstract
We investigate uplink user scheduling for millimeter wave (mmWave) hybrid analog/digital beam-
forming systems with low-resolution analog-to-digital converters (ADCs). Deriving new scheduling
criteria for the mmWave systems, we show that the channel structure in the beamspace, in addition
to the channel magnitude and orthogonality, plays a key role in maximizing the achievable rates of
scheduled users due to quantization error. The criteria show that to maximize the achievable rate for a
given channel gain, the channels of the scheduled users need to have (1) as many propagation paths
as possible with unique angle-of-arrivals (AoAs) and (2) even power distribution in the beamspace.
Leveraging the derived criteria, we propose an efficient scheduling algorithm for mmWave zero-forcing
receivers with low-resolution ADCs. We further propose a chordal distance-based scheduling algorithm
that exploits only the AoA knowledge and analyze the performance by deriving ergodic rates in closed
form. Based on the derived rates, we show that the beamspace channel leakage resulting from phase
offsets between AoAs and quantized angles of analog combiners can lead to sum rate gain by reducing
quantization error compared to the channel without leakage. Simulation results validate the sum rate
performance of the proposed algorithms and derived ergodic rate expressions.
Index Terms
Millimeter wave, low-resolution ADCs, hybrid MIMO system, user scheduling, channel structure.
I. INTRODUCTION
Millimeter wave wireless communication has emerged as a promising technology for next
generation cellular systems [1]. The advantages of remarkably wide bandwidth in mmWave
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2frequencies ranging from 30 − 300 GHz can be exploited to meet ever increasing capacity
requirements of wireless communication network. To compensate for the large path loss of
mmWave channels, large antenna arrays are likely to be deployed into tranceivers with very
small antenna spacing owing to the small wavelength. Due to a large signal bandwidth, high-
resolution ADCs coupled with large antenna arrays demand significant power consumption in the
receiver, and the power consumption of ADCs scales exponentially in the number of quantization
bits. Therefore, employing low-resolution ADCs has been proposed as a natural solution, and
extensive research has been conducted in such systems for mmWave communications [5], [6].
In this regard, as an extension of our work [7], we also investigate low-resolution ADC systems
by focusing on user scheduling.
A. Prior Work
As an effort to realize low-resolution ADC systems, essential wireless communication tech-
niques such as channel estimation and detection have been developed in low-resolution ADC sys-
tems [8]–[10], [12]–[14]. For the 1-bit ADC system which is the extreme case of low-resolution
ADCs, compressive sensing [8], maximum-likelihood [9], and Bussgang decomposition-based
techniques [10] were employed for channel estimation. Compressive sensing-based channel
estimators were also developed for the systems with low-resolution ADCs [12], and achieved
comparable estimation accuracy to that of infinite-bit ADC systems at low and medium signal-
to-noise ratio (SNR). Achieving higher detection accuracy than a minimum mean squared error
(MMSE) estimator, message passing de-quantization-based detectors were proposed in 1-bit ADC
[13] and low-resolution ADC systems [14].
In recent years, low-resolution ADC systems with hybrid analog/digital beamforming have
been investigated to take advantage of both the reduced number of ADC bits and radio frequency
(RF) chains [15]–[18]. It was shown in [15] that the hybrid beamforming systems with low-
resolution ADCs achieve comparable rate to that of infinite-bit ADC systems, providing better
energy-rate trade-off compared to conventional hybrid multiple-input multiple-output (MIMO)
systems and low-resolution ADC systems. To further increase spectral and energy efficiency of
mmWave receivers, deploying adaptive-resolution ADCs in hybrid MIMO systems was proposed
with ADC bit-allocation algorithms [16], [17]. Channel estimation techniques were also inves-
tigated for hybrid MIMO systems with low-resolution ADCs [18]. Understanding the superior
3spectral and energy efficiency of the architecture, we focus on the hybrid MIMO receiver with
low-resolution ADCs to solve a user scheduling problem in mmWave communications.
Although user scheduling in multiuser MIMO systems has been extensively studied for more
than a decade, it has not been investigated for low-resolution ADC systems. One representative
method of user scheduling is the semi-orthogonal user selection (SUS) method [19]. This
method selects users in a greedy manner such that the channel vectors of the selected users
are nearly orthogonal and have large magnitudes based on the full channel state information
(CSI) knowledge of all users at the basestation (BS). Another representative approach is the
random beamforming (RBF) method [20] that selects the user who has the maximum signal-to-
interference-noise ratio (SINR) for each beam when a set of orthogonal beams are determined a
priori at the BS before scheduling. Similarly, to capture the orthogonality between channels of
scheduled users, user scheduling algorithms that adopt chordal distance as a selection measure
were proposed in [21], [22].
Unlike the user scheduling methods that have been studied under the Rayleigh fading channel
model by assuming rich scattering [19], [20], [24], different approaches have investigated user
scheduling under the channels with poor scattering such as mmWave channels [26]–[28]. In
[26], user scheduling algorithms were proposed for mmWave communications by leveraging
the knowledge of channel gain and angle of departure. In addition, the achievable sum rate was
quantified for the BS which employs an iterative matrix decomposition based hybrid beamforming
scheme proposed in [29]. The RBF method was analyzed in both the uniform random single path
[27] and multi-path channel models [28]. By exploiting the sparse nature of mmWave channels,
beam aggregation-based scheduling and fairness-aware scheduling algorithms were developed
in [28]. Although the user scheduling algorithms were proposed for mmWave communications,
they still focused on user scheduling without quantization error. Consequently, user scheduling
in mmWave systems with low-resolution ADCs remains questionable.
B. Contributions
In this paper, we investigate uplink user scheduling for mmWave hybrid MIMO zero-forcing
receivers with low-resolution ADCs. Noting that non-negligible quantization error can be a
primary bottleneck for attaining scheduling gain in the low-resolution ADC system, we provide
following contributions:
4• We derive user scheduling criteria to maximize the scheduling gain by finding the best tradeoff
between channel gains and corresponding quantization noise. Adopting the virtual channel
model [30], the criteria can be interpreted as follows: for a given channel gain, (i) unique
AoAs of each scheduled user and (ii) equal power spread across the beamspace complex gains
within each user maximize sum rate. Accordingly, the derived scheduling criteria reveal that
the channel structure in the beamspace, in addition to the channel magnitude and orthogonality,
plays a key role in maximizing sum rate under coarse quantization.
• Leveraging the derived criteria, we propose an efficient scheduling algorithm for hybrid low-
resolution ADC systems. The proposed algorithm combines semi-orthogonal user filtering [19]
and non-overlap filtering of dominant beams [28] to enforce orthogonality among scheduled
users and to reduce quantization error. Using an approximated SINR as a scheduling measure,
the algorithm captures the trade-off between channel gain and corresponding quantization error,
and reduces computational complexity by avoiding matrix inversion.
• Considering the difficulty of acquiring instantaneous full CSI, we further propose a chordal
distance-based scheduling algorithm which only requires AoAs of mmWave channels, known
as slowly-varying channel characteristics [31]. Unlike the previously developed chordal distance-
based algorithms [21], [22] that use full CSI and adopt a simple greedy structure which requires
prohibitively high complexity, our proposed algorithm exploits only the AoA information of
mmWave channels and reduces the complexity by filtering a user candidate set.
• To analyze the performance of the chordal distance-based algorithm, we derive closed-form
sum rates for two channel scenarios: (1) AoAs exactly align with quantized angles of analog
combiners and (2) arbitrary AoAs produce phase offsets from the quantized angles, which
results in channel leakage. For the first scenario, we derive an ergodic rate as the sum of
the ergodic rate with no quantization and the rate loss due to quantization. Accordingly, the
derived rate provides the expected ergodic rate loss due to quantization in closed form. For the
second scenario, an approximated lower bound of the ergodic rate is derived in closed form.
We observe that the two channel scenarios result in different sum rates as a consequence of
coarse quantization, and the channel leakage provides sum rate gain by reducing quantization
error, which challenges the conventional negative understanding towards channel leakage.
Simulation results demonstrate the superior ergodic sum rate performance of the proposed
algorithms and validate the analysis and intuition obtained in this paper.
Notation: A is a matrix and a is a column vector. AH and Aᵀ denote conjugate transpose
5Fig. 1. A receiver architecture with large antenna arrays and analog combiners WRF, followed by low-resolution ADCs.
and transpose. [A]i,: and ai indicate the ith row and column vector of A. We denote ai,j as
the {i, j}th element of A and ai as the ith element of a. CN (µ, σ2) is a complex Gaussian
distribution with mean µ and variance σ2. E[·] and Var[·] represent expectation and variance
operator, respectively. The cross-correlation matrix is denoted as Rxy = E[xyH ]. The diagonal
matrix diag(A) has {ai,i} at its ith diagonal entry, and diag(a) or diag(aᵀ) has {ai} at its ith
diagonal entry. IN denotes an N ×N identity matrix and ‖A‖ represents L2 norm. | · | indicates
an absolute value for a complex value or denotes cardinality of a set. tr(·) is a trace operator.
II. SYSTEM MODEL
A. Signal and Channel Models
We consider a single-cell multiuser MIMO network for uplink communications. A BS employs
a uniform linear array (ULA) of M receive antennas. Analog combiners are applied at the BS,
followed by N ≤ M chains as shown in Fig. 1. We assume that K single-antenna users are
distributed in the cell and the BS schedules S ≤ N users to serve among the K users in the cell.
The ADCs are considered to be low-resolution ADCs to reduce the receiver power consumption.
Focusing on mmWave communications, the channel hk for user k is assumed to be a sum
of the contributions of limited scatterers that contribute Lk propagation paths to the channel hk
[32]. Therefore, the discrete-time narrowband channel of user k can be modeled as [30]
hγ,k =
√
1
γk
hk =
√
M
γkLk
Lk∑
`=1
gk,`a(φk,`) (1)
6where γk denotes the pathloss of user k, gk,` is the complex gain of the `th propagation path
of user k, and a(φk,`) is the array steering vector of the BS receive antennas corresponding
to the azimuth AoA of the `th path of the kth user φk,` ∈ [−pi/2, pi/2]. We consider that
gk,` is an independent and identically distributed (IID) complex Gaussian random variable as
gk,`
i.i.d∼ CN (0, 1). The array steering vector a(θ) for the ULA antennas of the BS is given as
a(θ) =
1√
M
[
1, e−jpiϑ, e−j2piϑ, . . . , e−j(M−1)piϑ
]ᵀ
(2)
where ϑ = 2d
λ
sin(θ) is the spatial angle that is related to the physical AoA θ, d denotes the
distance between antenna elements, and λ represents the signal wave length. Throughout this
paper, we use θ and φ to denote the physical angles of analog combiners and physical AoAs
of a user channel, respectively. We also use ϑ and ϕ to indicate the spatial angles for θ and φ,
respectively. We assume that ϑ is a constant value in the range of [−1, 1] and ϕ is a uniform
random variable ϕ ∼ Unif[−1, 1].
For simplicity, we consider a homogeneous long-term received SNR network1 where a con-
ventional uplink power control compensates for the pathloss and shadowing effect to achieve
the same long-term received SNR target for all users in the cell [33], [34]. Let x = Ps be the
transmitted user signals where P = diag{√ρ γ1, . . . ,√ρ γS} is the transmit power matrix and s
is the S×1 transmitted symbol vector from S users. Let Hγ = HB represent the M×S channel
matrix where Hγ = [hγ,1, . . . ,hγ,S] is the channel matrix, H = [h1, . . . ,hS] is the channel matrix
after the uplink power control, and B = diag{√1/γ1, . . . ,√1/γS} is the pathloss matrix. Then,
the received baseband analog signal r ∈ CM is given as
r = Hγx+ n = HBPs+ n =
√
ρHs+ n (3)
where we assume s ∼ CN (0, IS), and n indicates the additive white Gaussian noise (AWGN)
vector n ∼ CN (0, IM). Thus, we can regard ρ as the SNR.
The received analog signals in (3) are combined via an M ×N analog combiner WRF. The
combiner WRF is implemented using analog phase shifters, and its elements are constrained to
have the equal norm of 1/
√
M . After analog combining, (3) becomes
y = WHRFr =
√
ρWHRFHs+W
H
RFn. (4)
1We remark that the proposed scheduling criteria and the proposed algorithms in this paper can also be applicable to a
heterogeneous long-term received SNR network.
7Assuming uniformly-spaced spatial angles, the matrix of array steering vectors A =
[
a(θ1), . . . ,
a(θM)
]
becomes a unitary discrete Fourier transform (DFT) matrix. Noting that the antenna
space and beamspace are related through a spatial Fourier transform, we adopt a sub-matrix of
the DFT matrix as the analog combiner WRF = A˜ [16], [35] to project the received signals
onto the beamspace, where A˜ consists of N columns of A. Through the projection, the BS can
exploit the sparsity of the mmWave channels to capture channel gains with the reduced number
of RF chains [36]. Using WRF = A˜, we rewrite (4) as
y =
√
ρA˜HHs+ A˜Hn =
√
ρHbs+ v. (5)
We denote Hb = A˜HH, which is the projection of the channel matrix onto the beamspace. Since
A is a unitary matrix, the projected noise vector v = A˜Hn is distributed as CN (0, IN).
B. Quantization Model
In this subsection, we introduce an additive quantization noise model [37] which approximates
quantization process in a linear form for analytical tractability. Such linear approximation of
quantization provides reasonable accuracy in low and medium SNR ranges [5]. After processed
through the RF chains, each complex sample yi in (5) is quantized at the ith pair of ADCs, and
each ADC quantizes either a real or imaginary component of yi. The quantized signal yq is [37]
yq = Q
(
Re{y})+ jQ(Im{y}) = α√ρHbs+ αv + q (6)
where Q(·) is the element-wise quantizer function. The quantization gain α is defined as α =
1 − β, β = E[|y − yq|2]/E[|y|2] is a normalized mean squared quantization error, and q is the
additive quantization noise vector.
For a scalar MMSE quantizer of a Gaussian random variable, β can be approximated as
β ≈ pi
√
3
2
2−2b for b > 5 [38] where b denotes the number of quantization bits for each real and
imaginary part of y. The values of β for b ≤ 5 are shown in Table 1 in [16]. Although the
quantization error is neither Gaussian nor is its covariance matrix diagonal in an exact nonlinear
quantization model, we provide approximations based on [5], [37], [39] as follows: considering
a lower bound of achievable rate, we assume q ∼ CN (0,Rqq(Hb)) [39]. Since q is uncorrelated
with y [37], the covariance matrix of q with Hb is given as [37], [39]
Rqq(Hb) = α(1− α) diag(ρHbHHb + IN). (7)
In the following section, we investigate a user scheduling problem based on the considered
system model.
8III. USER SCHEDULING
In this section, we focus on zero-forcing (ZF) combining Wzf = Hb(HHb Hb)
−1 at the BS and
investigate user scheduling to derive scheduling criteria and propose an algorithm by exploiting
the obtained criteria. To this end, we first consider the case where the effective CSI Hb is known
at the BS and then extend the problem to the case where only the partial CSI is available. For low-
resolution ADC systems, state-of-the-art channel estimation techniques have been developed and
have shown remarkable estimation accuracy with few-bit ADCs [11], [12] or even with one-bit
ADCs [8]–[10]. With the ZF combiner Wzf , the quantized signal in (6) is given as
yzfq = W
H
zfyq = α
√
ρWHzfHbs+ αW
H
zfv +W
H
zfq.
Nulling out the inter-user interference, the achievable rate of user k is derived as
rk(Hb) = log2
(
1 +
α2ρ
wHzf,kRqq(Hb)wzf,k + α
2‖wzf,k‖2
)
(8)
Using the achievable rate with quantization error (8), we formulate a user scheduling problem:
P1 : R(Hb(S?)) = maxS⊂{1,...,K}:|S|≤S
∑
k∈S
rk(Hb(S)) (9)
where S represents the set of scheduled users, Hb(S) is the beamspace channel matrix of the
users in S , and R(Hb(S)) is the sum rate of the scheduled users in S. Unlike the user scheduling
without quantization, which considers the channel orthogonality and the large channel gains, the
user scheduling with the coarse quantization needs to consider an additional condition.
Remark 1. To maximize the achievable rate (8), the aggregated beamspace channel gain at
each RF chain ‖[Hb]i,:‖2 needs to be minimized to reduce the quantization noise variance Rqq
in addition to forcing the channel orthogonality (hb,k ⊥ hb,k′ , k 6= k′) and maximizing the
beamspace channel gain ‖hb,k‖2, which reduces ‖wzf,k‖2.
A. Analysis of Scheduling Criteria
We derive the scheduling criteria for channels in the beamspace based on the finding in Remark
1 to propose an efficient scheduling algorithm that solves P1 in (9). To focus on key scheduling
ingredients besides the channel magnitude, we consider the case where the magnitude of each user
channel is given in the analysis, i.e., ‖hb,k‖ = √γk, ∀k with γk > 0. Given ‖hb,k‖ = √γk, ∀k,
9we reformulate P1 to the problem of finding the optimal channel matrix that maximizes the
uplink sum rate to characterize the channel matrix that fully extracts scheduling gains.
P2 : R(H?b) = max
Hb∈CN×S
S∑
k=1
rk(Hb), s.t. ‖hb,k‖ = √γk ∀k. (10)
To provide geometrical interpretation for the channel matrix analysis, we further adopt the
virtual channel representation [30], where each beamspace channel hb,k contains (N−Lk) zeros
and Lk complex gains of the Lk channel paths. We first consider the single user scheduling
(S = 1) and derive the channel characteristics required to maximize the achievable rate for P2.
Then, we utilize the result to derive the scheduling criteria for the multiuser scheduling case.
Lemma 1. For a single user scheduling (S = 1), scheduling a user who has the following
channel characteristics maximizes the uplink achievable rate in P2:
(i) the largest number of channel propagation paths and
(ii) equal power spread across the beamspace complex gains.
Proof. The ZF combiner for a single user becomes wzf = hb/‖hb‖2. Then, (8) is given as
R(hb) = log2
1 + αρ
(1− α) hHb‖hb‖2diag
(
ρhbhHb + IN
)
hb
‖hb‖2 +
α
‖hb‖2

= log2
(
1 +
αρ‖hb‖4
ρ(1− α)∑i∈L |hb,i|4 + ‖hb‖2
)
, (11)
where L is the set of indices of non-zero complex gains in hb with |L| = L. With the constraint
of ‖hb‖ = √γ, the problem of maximizing R(hb) in (11) reduces to
min
hb
∑
i∈L
|hb,i|4 s.t. ‖hb‖2 = γ. (12)
We use Karush-Kuhn-Tucker conditions to solve the reduced problem in (12). Let xi = |hb,i|2
for i = 1, 2, . . . , N . The Lagrangian of the problem with a Lagrangian multiplier µ is given as
L(x, µ) = ‖x‖2 + µ
(∑
i∈L
xi − γ
)
.
By taking a derivative of L(x, µ) with respect to xi for i ∈ L and setting it to zero, we obtain
xi = −µ/2. Putting it to
∑
i∈L xi = γ, we have µ = −2γ/L. Finally, the solution becomes
xi = γ/L, i ∈ L. (13)
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Under the virtual channel representation, xi indicates the power of the beamspace complex gains
and L is the number of propagation paths. Accordingly, the physical meaning of (13) is that
the achievable rate for the single user case with the given channel power ‖hb‖2 = γ can be
maximized when the channel power γ is evenly spread to the L beamspace complex gains.
By applying the solution |h?b,i|2 = γ/L in (13) for i ∈ L, the achievable rate in (11) becomes
R(h?b) = log2
(
1 +
αρ
ρ(1− α)/L+ 1/γ
)
. (14)
The quantization noise variance term in (14) decreases as L increases. Therefore, the achievable
rate R(h?b) can be further maximized if the scheduled user channel h?b has the largest number
of propagation paths with equal power distribution across the beamspace complex gains. 
Unlike the conventional understanding that scheduling a user with the largest channel gain
achieves the maximum achievable rate for the single user communication in the noise limited
environment, Lemma 1 shows that the achievable rate is related not only to the channel magnitude
‖hb‖ but also to the channel structure in the beamspace when received signals are coarsely
quantized. We further show that if the number of propagation paths L is limited, the maximum
rate for the single user case converges to a finite value as the channel magnitude increases.
Corollary 1. With the finite number of channel propagation paths L, the maximum achievable
rate with single user scheduling converges to
R(h?b)→ log2 (1 + αL/(1− α)) , as ‖hb‖ → ∞. (15)
Proof. The maximum achievable rate of the single user scheduling with the given L and ‖hb‖2 =
γ is derived in (14). Then, (14) converges to (15) as increasing the channel gain (γ →∞). 
Corollary 1 shows that the quantization error (α < 1) limits the achievable rate to remain
finite because the quantization noise variance also increases with the increase of the channel
magnitude. This implies that the conventional scaling law log logK [20] cannot be met in the
low-resolution ADCs regime. Accordingly, as the SNR increases, mitigation of the quantization
error becomes a more critical problem that needs to be considered in user scheduling.
Now, we investigate the multiuser scheduling for the case where
∑S
k=1 LS(k) ≤ N . Here, S(k)
is the kth scheduled user. This condition is relevant to mmWave channels where the number of
channel paths Lk is presumably very small [42]. We solve the problem P2 to characterize the
channel properties that maximize the scheduling gain. Theorem 1 shows the structural scheduling
criteria of channels to maximize the sum rate in P2 for the considered case.
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Theorem 1. For the case where
∑S
k=1 LS(k) ≤ N , scheduling a set of users S that satisfies the
following channel characteristics maximizes the uplink sum rate in P2.
(i) Unique AoAs at the receiver for the channel propagation paths of each scheduled user:
LS(k) ∩ LS(k′) = ∅ if k 6= k′, (16)
where LS(k) represents the set of indices of non-zero complex gains in hb,S(k).
(ii) Equal power spread across the beamspace complex gains within each user channel:
|hb,i,S(k)| =
√
γS(k)/LS(k) for i ∈ LS(k). (17)
Proof. We take a two-stage maximization approach and show the sufficient conditions for maxi-
mizing the sum rate in P2 with the constraint of ∑Sk=1 LS(k) ≤ N . Using the diagonal structure
of Rqq as shown in (7), we rewrite (8) in a simpler form as
rk(Hb) = log2
1 + αρ
ρ(1− α)wHzf,kdiag
(
HbHHb
)
wzf,k + ‖wzf,k‖2
 . (18)
In the first stage, we focus on minimizing ‖wzf,k‖2 in (18). When user channels are orthogonal,
hb,k⊥hb,k′ for k 6= k′, we have wzf,k = hb,k/‖hb,k‖2. Since wzf,k with minimum norm is known
as wzf,k = hb,k/‖hb,k‖2, ‖wzf,k‖2 can be minimized with the orthogonality condition.
In the second stage, we minimize the achievable rate of (18) by imposing the orthogonality
condition from the first stage as follows:
rk(Hb|hb,k⊥hb,k′) (a)= log2
(
1 +
αρ‖hb,k‖4
ρ(1− α)hHb,kdiag
(
HbHHb
)
hb,k + ‖hb,k‖2
)
(19)
= log2
1 + αργ2k
ρ(1− α)∑
i∈Lk
|hb,i,k|2
(
|hb,i,k|2 +
∑
u6=k
|hb,i,u|2
)
+ γk

(b)
≤ log2
(
1 +
αργ2k
ρ(1− α)∑i∈Lk |hb,i,k|4 + γk
)
(20)
(c)
≤ log2
(
1 +
αρ
ρ(1− α)/Lk + 1/γk
)
. (21)
The equality (a) is from wzf,k = hb,k/‖hb,k‖2. The equality in (b) holds if and only if |hb,i,u| = 0,
∀u 6= k and i ∈ Lk. This implies that each user needs to have channel paths with unique AoAs to
maximize the achievable rate. Note that (20) is equivalent to the achievable rate of the single user
12
scheduling in (11) due to the channel orthogonality and unique AoA conditions. Consequently,
applying Lemma 1, we have the inequality (c) which comes from the fact that (20) is maximized
when |hb,i,k| =
√
γk/Lk for i ∈ Lk, i.e., channel power is spread evenly across the beamspace
complex gains within each user channel. The upper bound in (21) is equivalent to the maximum
achievable rate for the single user case in (14). Therefore, (21) is also the maximum achievable
rate of each user for the problem P2, which also maximizes the sum rate in P2.
Throughout the proof, we have shown that the derived conditions: the orthogonality, the unique
AoA, and the equal power spread conditions are sufficient to maximize the sum rate in P2 for
the case of
∑S
k=1 LS(k) ≤ N . Since, the unique AoA condition implies the orthogonality, only
the unique AoA and equal power spread conditions are required to be satisfied by the beamspace
channel matrix Hb for maximizing the uplink sum rate. This completes the proof. 
Distinguished from conventional channels, there are channel orthogonality cases related to
mmWave massive MIMO communications: (a) asymptotic orthogonality of array steering vectors
across different angles [52], (b) orthogonality of beamspace channel sub-vectors having common
AoAs, and (c) orthogonality of array steering vectors in (2) with angle offsets of multiples
of 2/M [28]. Note that the first condition in (16) particularly emphasizes the third case (c)
which forces the beamspace channel orthogonality and further minimizes the aggregated channel
gain at each RF chain by avoiding overlap between channel gains in the same AoA, which
reduces the quantization noise variance as discussed in Remark 1. The second condition in (17)
also minimizes the aggregated channel gain by evenly spreading the channel power across the
beamspace gains, and thus, reduces the quantization error. Consequently, Theorem 1 emphasizes
the importance of the channel structure in maximizing the sum rate under coarse quantization,
while conventional user scheduling approaches ignore such criteria. Therefore, we propose a
quantization-aware scheduling algorithm based on the criteria in Theorem 1. Although the
scheduling criteria in Theorem 1 is derived under the condition of
∑S
k=1 LS(k) ≤ N , we show that
the proposed algorithm which exploits the criteria still achieves higher performance compared
to conventional algorithms for
∑S
k=1 LS(k) > N in Section V.
B. Proposed Algorithm
In this subsection, we propose a user scheduling algorithm with low complexity by using
the criteria in Theorem 1. Adopting a greedy manner, the proposed algorithms make it possible
13
Algorithm 1: Channel Structure-based Scheduling (CSS)
1 Initialization: K1 = {1, . . . , K}, S = φ, and i = 1.
2 for k = 1:K do
3 BS stores Nb ≥ Lk indices of dominant spatial angles of hb,k in Bk .
4 Iteration: while i ≤ S and Ki 6= ∅ do
5 for k ∈ Ki do
6 BS computes approximated SINR of user k, SINRk
(
Hb(S ∪ {k})
)
in (25).
7 BS schedules user who has the largest SINR as
S(i) = argmax
k∈Ki
SINRk
(
Hb(S ∪ {k})
)
(22)
and updates scheduled user set S = S ∪ {S(i)}.
8 Then, BS computes orthogonal component fS(i) for filtering as in (23).
9 Using fS(i) and BS(i), BS filters candidate set Ki as in (24) and sets i = i+ 1;
10 return Scheduled user set S;
to schedule users without examining all combinations of users. At each iteration, the proposed
algorithm schedules a user and reduces the size of a user candidate set K through filtering.
To extract user diversity, the algorithm filter the user set K by enforcing semi-orthogonality
between scheduled user channels, not perfect orthogonality. In addition to the scheduling criteria
in Theorem 1, we also apply the orthogonality condition in (19) for the filtering to provide
higher precision in the semi-orthogonality.
Algorithm 1 describes the proposed scheduling method, called channel structure-based schedul-
ing (CSS). After each user selection, the proposed algorithm filters the user candidate set K by
leveraging the orthogonality condition in (19) as in [19] by utilizing (23)
fS(i) = hb,S(i) −
i−1∑
j=1
fHS(j)hb,S(i)
‖fS(j)‖2 fS(j) =
(
I−
i−1∑
j=1
fS(j)fHS(j)
‖fS(j)‖2
)
hb,S(i) (23)
where fS(i) is the component of hb,S(i) that is orthogonal to subspace span{fS(1), . . . , fS(i−1)}.
Unlike the algorithm in [19] which computes the orthogonal component fk for the entire users in
the candidate set, the proposed CSS algorithm calculates fS(i) only for the currently scheduled
user S(i). The algorithm also enforces additional spatial orthogonality in the beamspace to the
filtered set as in [28] by modifying the unique AoA condition in (16). Since there can exist phase
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offsets that lead to more than Lk dominant channel gains in hb,k due to the quantized angles
of the analog combiner, the algorithm stores Nb ≥ Lk indices of dominant spatial angles in Bk
and filters the user set K by removing users whose angle indices in Bk show more than NOL
overlaps with those of the scheduled user in BS(i). The semi-orthogonality filtering becomes
Ki+1 =
{
k ∈ Ki \ {S(i)} |
|fHS(i)hb,k|
‖fS(i)‖‖hb,k‖ < , |BS(i) ∩ Bk| ≤ NOL
}
. (24)
These filtering operations not only reduce the size of the user set K, but also offer semi-
orthogonality between the scheduled users in S and the candidate users in K. As a result, the
filtering leads the ZF combiner to be approximated as wzf,k ≈ hb,k/‖hb,k‖2 for a user k ∈ K,
and we can approximate the SINR of user k ∈ K with previously scheduled users in S as
SINRk
(
Hb(S ∪ {k})
) ≈ αρ‖hb,k‖4
(1− α)hHb,kD
(
Hb(S ∪ {k})
)
hb,k
(25)
where D
(
Hb(S∪{k})
)
= diag
(
ρHb(S∪{k})Hb(S∪{k})H+ 11−αIN
)
. For a scheduling measure,
the proposed algorithm adopts the approximated SINR (25) to incorporate the scheduling criteria
in Theorem 1 with the channel magnitude and orthogonality2. At each iteration, the algorithm
schedules the user who has the largest SINR among the users in K as shown in (22). Using the
approximated SINR (25) for the selection measure greatly reduces the computational complexity
by avoiding the matrix inversion for computing the ZF combiner Wzf .
To provide a reference in sum rate performance, we also propose a high-complexity and high-
performance greedy algorithm which schedules the user who achieves the highest sum rate at
each iteration as shown in Algorithm 2. At each iteration, the greedy algorithm computes sum
rate in (8), i.e., the algorithm computes the exact SINR for scheduled users in SG and a candidate
user k, ∀k ∈ KG,i. Thus, the algorithm carries the huge burden of computing a matrix inversion
|KG,i| times at each selection. At the ith stage, the greedy algorithm computes the achievable
rate in (8) |KG,i|×i times and compares the derived |KG,i| sum rates, whereas the CSS algorithm
only computes the approximated SINR in (25) |Ki| times and compares |Ki| SINRs. Moreover,
unlike the greedy algorithm, the CSS algorithm reduces the size of the user set Ki by filtering
in (24) at each iteration. This leads to |Ki|  |KG,i|, and the gap |KG,i|− |Ki| will increase with
iteration; the CSS algorithm becomes more efficient with larger K and /or S.
2By treating the approximate SINR as the true SINR and following the technique used in [19] and [28], the proposed method
can be incorporated with the proportional fairness (PF) policy [43] for fairness-aware scheduling in a heterogeneous system.
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Algorithm 2: Greedy Max-Sum Rate Scheduling
1 Initialization: KG,1 = {1, . . . , K}, SG = ∅, and i = 1.
2 Iteration: while i ≤ SG do
3 for k ∈ KG,i do
4 Compute sum rate using rj in (8) for scheduled users and each user k ∈ KG,i as
Rk =
∑
j∈SG∪{k}
rj
(
Hb(SG ∪ {k})
)
(26)
5 BS schedules user who maximizes sum rate as SG(i) = argmaxk∈KG,iRk and
6 updates KG,i+1 = KG,i \ {SG(i)}, SG = SG ∪ {SG(i)}, and i = i+ 1;
7 return Scheduled user set SG;
Remark 2. The proposed algorithm can be applied to an orthogonal frequency division multi-
plexing (OFDM) system for a wideband channel case. Since we consider the system with a given
analog combiner, the proposed algorithm can be performed independently for each subcarrier
index i. However, the structure of the quantization noise q[i] in the wideband OFDM system
becomes different from that of the narrowband system so that the spatial filtering in the proposed
user scheduling algorithm may not be desirable. Nonetheless, the approximated SINR can still
be applicable with the semi-orthogonality filtering by computing the quantization noise variance
for each subcarrier i of the OFDM system Rqq[i]. Thus, the BS can perform the proposed
algorithms to schedule users to be served on each subcarrier by relaxing the spatial filtering.
We note that the proposed method schedules users with minimum overlap among quantized
AoAs of user channels to satisfy the derived scheduling criterion (i) in Theorem 1. Accordingly,
by using the proposed scheduling method, the beamforming-based Doppler effect reduction
techniques such as a per-beam synchronization approach in [?] can be performed at the BS
since the BS can see each beam with a single dedicated user signal with large channel gains
and possibly with other user signals with negligible channel gains. Therefore, the proposed
scheduling method can provide potential benefit in reducing Doppler effect when jointly used
with Doppler effect mitigation techniques at the BS.
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C. Beam Training-Based Channel Acquisition
Assuming time-division duplex communications, we briefly provide an example of extension
our algorithm to a practical system where the BS uses beam training and receives channel quality
indicators (CQIs) from users. A procedure of beam training and CQI feedback can be as follows:
1) The BS constructs a set of Ns ≥ N beam vectors {a(ϑ¯1), . . . , a(ϑ¯Ns)} with the angles within
the angles of the analog combiner A˜, i.e., there exists i such that ϑ¯n ∈ [ϑi−1/M, ϑi+1/M ],
∀n, where ϑi is the spatial angle of the ith analog beamformer. Then, the BS transmits each
beam of the set in time to all users in the cell during a training phase.
2) Each user k can estimate the channel gain corresponding to each beam and have the estimate
of hHk A˜ = h
H
b,k at the end of the beam training. From the sparsity of the mmWave channel,
few elements of hb,k have non-negligible beam gains and we can implement an efficient
feedback method that exploits the sparsity of the effective channel hb,k as described in [44].
For instance, each user can feed back the beam indices of the non-negligible beam gains
and their corresponding channel coefficients in a quantized form to the BS.
3) After the feedback from all users is over, the BS can create an estimate of Hb with the
feedback information by simply padding zeros in the unreported beam indices. Then, the
BS can directly apply the proposed scheduling algorithm by using the estimated channel.
The estimation error with the CQI feedback is expected to degrade both the proposed algorithm
and conventional scheduling algorithms since full CSI is required for all approaches. We leave
the analysis of the imperfect CSI case for a future work as it is beyond the scope of our work.
IV. USER SCHEDULING WITH PARTIAL CHANNEL INFORMATION
In this section, we propose a user scheduling algorithm when only partial CSI is known at the
BS since it can be challenging to obtain reliable instantaneous CSI estimates for entire users as
the number of antennas or users becomes large. A reasonable alternative is to use slowly-varying
channel characteristics, in particular, AoAs of mmWave channels [31]; AoAs persist over longer
than the coherence time of mmWave channels, and mmWave channels have a limited number of
AoAs. In this regard, by using the AoA knowledge, the proposed algorithm can greatly reduce
the burden of estimating instantaneous full CSI at each channel coherence time. After scheduling,
we assume that the BS acquires the effective CSI of the scheduled users for decoding.
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A. Proposed Algorithm
According to (1), the channel hk lies in the subspace spanned by its array response vectors,
i.e., hk ∈ span{a(φk,1), . . . , a(φk,Lk)}. To measure the separation between the subspaces, we
adopt chordal distance which measures the angle between the subspaces. In the initialization
phase, the algorithm removes users whose AoAs are not in the range of angles of RF chains
(reduced range of angles)3 from the initial candidate user set Kcd,1. In the scheduling phase, a
first user is scheduled by randomly selecting a user among the set of users with the most AoAs
in the reduced range of angles. To schedule a next user, the algorithm updates the candidate
user set Kcd,i by filtering users whose chordal distance is shorter than the threshold dth to
impose semi-orthogonality among scheduled users. Due to the filtering, the remaining users in
Kcd,i+1 are guaranteed to have a certain level of orthogonality with the scheduled users S(j)
for j = 1, 2, . . . , i− 1. Then, the algorithm schedules the user with the longest chordal distance
among the remaining users with the most AoAs in the reduced range of angles.
To this end, we generate the matrix of array response vectors for each user by exploiting the
AoA knowledge as Ak = [a(φk,Vk(1)), . . . , a(φk,Vk(Vk))] where Vk is the set of AoAs indices
within the reduced range of angles for user k and Vk = |Vk|. Let Ak = span{Ak} is the
subspace for user k. The chordal distance between the two subspaces (Ak, Ak′) is defined as
dcd(k, k
′) =
√∑Lmin
`=1 sin
2 θ` where Lmin = min{Lk, Lk′} and θ` ≤ pi/2 is the principal angle
between Ak and Ak′ . Let Qk be the unitary matrix whose columns are orthonormal basis vectors
of Ak. According to [45], we rewrite dcd(k, k′) as dcd (k, k′) =
√
Lmin − tr (QHk Qk′QHk′Qk).
The proposed chordal distance-based user scheduling method is described in Algorithm 3.
Let h˜k =
√
M
Lk
∑
i∈Vk gk,ia(φk,i). Then, the algorithm provides an opportunity to schedule
users with nearly h˜k ⊥ h˜k′ while the effective channel that the BS sees is the beamspace
channel hb,k = WHRFhk. Since the AoAs φk,i, i ∈ Vk are in the range of angles of RF chains,
h˜k can be regarded to be in the subspace of WRF, i.e., almost h˜k ∈ span{WRF}4. Accordingly,
using WHRFWRF = IN which comes from the definition i.e., a sub-matrix of the DFT matrix
WRF = A˜, we can rewrite h˜k as
h˜k ≈WRF(WHRFWRF)−1WHRFh˜k = WRFWHRFh˜k (30)
3The range of angles of RF chains indicates the set of angles corresponding to
⋃
i{ϑ : |ϑ− ϑi| < 1M }, i.e., the AoAs in the
reduced range of angles are ϕk,` ∈
⋃
i{ϑ : |ϑ− ϑi| < 1M }.
4If the AoAs of h˜k exactly align with the quantized angles of the analog combiner, h˜k perfectly lies in the subspace of WRF.
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Algorithm 3: Chordal Distance-based User Scheduling
1 Initialization: Kcd,1 = {1, . . . , K}, Scd = φ, and i = 1
2 for k = 1:K do
3 Let Vk be set of AoA indices in range of angles of steering vectors for user k.
4 If Vk = ∅, do Kcd,1 = Kcd,1 \ {k}, otherwise, set Ak = [a(φk,Vk(1)), . . . , a(φk,Vk(Vk))].
5 Generate unitary matrix Qk = column basis of Ak.
6 Iteration: while i ≤ Scd and Kcd,i 6= ∅ do
7 if i = 1 then
8 Randomly schedule first user Scd(1) ∈ Kcd,1 among users with largest |Vk|.
9 Update candidate user set Kcd,2 = Kcd,1 \ Scd(1) and Scd = Scd ∪ {Scd(1)}.
10 else
11 for k ∈ Kcd,i do
12 Let Lmin = min{LScd(i−1), Lk}, and compute chordal distance as
dcd (Scd(i− 1), k) =
√
Lmin − tr
(
QHScd(i−1)QkQ
H
k QScd(i−1)
)
. (27)
13 Filter candidate user set based on chordal distance computed in (27)
Kcd,i+1 =
{
k ∈ Kcd,i
∣∣ dcd (Scd(i− 1), k)/√Lmin > dth}. (28)
14 Let U be set of users with largest |Vk|, ∀k ∈ Kcd,i+1. Schedule user in U as
Scd(i) = argmax
k∈U
dcd (Scd(i− 1), k) . (29)
15 Then, update Kcd,i+1 = Kcd,i+1 \ {Scd(i)} and Scd = Scd ∪ {Scd(i)}.
16 Set i = i+ 1;
17 return Scheduled user set Scd;
In addition, we have hb,k = WHRFhk ≈ WHRFh˜k as the impact of a(φk,j), ∀j /∈ Vk on the
beam domain channel hb,k is relatively small compared to that of a(φk,i), ∀i ∈ Vk after analog
combining. In this regard, as the algorithm gives h˜k ⊥ h˜k′ , we can nearly have hb,k ⊥ hb,k′ by
 = h˜Hk h˜k′
(a)≈ h˜Hk WRFWHRFWRFWHRFh˜k′ = h˜Hk WRFWHRFh˜k′
(b)≈ hHb,khb,k′
where (a) is from (30) and (b) is from hb,k ≈WHRFh˜k. Thus, the proposed algorithm guarantees
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a certain level of orthogonality between the beamspace channels of the scheduled users.
As discussed in Section III-C, the beam indices for non-negligible channel gains can be
obtained by using CQI feedback, i.e., AoAs can be estimated for each user. When the capacity
of amount of feedback is limited and small, such beam index-only feedback which requires only
few integer numbers can be applied to faciliate the proposed chordal distance-based algorithm.
B. Ergodic Rate Analysis
We now analyze the performance of the chordal distance-based algorithm in ergodic rate. We
focus on the case where each channel has a single propagation path, which corresponds to the
sparse nature of mmWave channels [27], and the number of RF chains are equal to the number
of antennas N = M in the analysis.
Remark 3. When there is a single path for each user channel, the filtering in (28) reduces to
Kcd,i+1 =
{
k ∈ Kcd,i
∣∣ |aH(φS(i−1))a(φk)| < th} where th  1, and the scheduling problem
in (29) becomes Scd(i) = argmink∈Kcd,i+1 |aH(φS(i−1))a(φk)|.
Based on Remark 3, we derive closed-form expressions of the ergodic sum rate for two
different cases: (1) AoAs of channels exactly align with the quantized angles of the analog
combiner, and (2) channels have arbitrary AoAs regardless of the quantized angles of the analog
combiner. For the first case, there is no channel leakage in the beamspace and thus, it is often
considered as a more favorable channel condition since it improves communication performance
such as channel estimation accuracy [18] and achievable rate [36], [47].
Proposition 1. When AoAs of channels exactly align with the quantized angles of the analog
combiner with a single propagation path, the ergodic sum rate for |Scd| = S scheduled users
with the proposed chordal distance-based scheduling algorithm is derived as
R¯1 = S
ln 2
(
e
1
ρM Γ
(
0,
1
ρM
)
− e 1ρ(1−α)M Γ
(
0,
1
ρ(1− α)M
))
(31)
where Γ(a, z) is an incomplete gamma function defined as Γ(a, z) =
∫∞
z
ta−1e−t dt.
Proof. See Appendix A. 
Corollary 2. The derived ergodic rate (31) can be expressed as the sum of the ergodic rate
without quantization error R¯inf and the ergodic rate loss due to quantization error R¯loss(α)
R¯1 = R¯inf + R¯loss(α) (32)
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where R¯inf = Sln 2e
1
ρM Γ(0, 1
ρM
) and R¯loss(α) = − Sln 2e
1
ρ(1−α)M Γ(0, 1
ρ(1−α)M ).
Proof. We can remove the quantization error term in (36) by having α = 1. Then, we have
E
[
log2
(
1 + ρ‖hb,k‖2
)]
=
1
ln 2
e
1
ρM Γ
(
0,
1
ρM
)
(33)
as 1
M
‖hb,k‖2 = |gk|2 ∼ Exp(1), and the ergodic sum rate becomes R¯inf = Sln 2e
1
ρM Γ(0, 1
ρM
). 
Note that as the number of quantization bits decreases to zero, R¯loss(α) increases to R¯inf ,
which leads R¯1 → 0. On the other hand, as the number of quantization bits increases to infinity,
R¯loss(α) decreases to zero, which leads R¯1 → R¯inf . This complies with intuition.
Now, we focus on the second case where channels have arbitrary AoAs, which leads to the
channel leakage effect in the beam domain due to phase offsets. The derived ergodic rate for
the second case is shown in Proposition 2.
Proposition 2. When channels have a single path and arbitrary AoAs regardless of the quantized
angles of the analog combiner, a lower bound of the ergodic sum rate for |Scd| = S scheduled
users with the proposed chordal distance-based scheduling algorithm is approximated as
R¯lb2 =
S
ln 2
(
e
1+ρ(1−α)(S−1)M2F2(M)
ραM+ρ(1−α)M2F1(M) Γ
(
0,
1 + ρ(1− α)(S − 1)M2F2(M)
ραM + ρ(1− α)M2F1(M)
)
− e
1+ρ(1−α)(S−1)M2F2(M)
ρ(1−α)M2F1(M) Γ
(
0,
1 + ρ(1− α)(S − 1)M2F2(M)
ρ(1− α)M2F1(M)
))
(34)
where F1(M) =
∫ 1
0
F 4(δ,M) dδ, F2(M) =
(∫ 1
0
F 2(δ,M) dδ
)2
, and F (δ,M) is the Fejér kernel.
Proof. See Appendix B. 
Remark 4. The derived ergodic rate expressions in (31) and (34) both converge to R¯inf as the
number of quantization bits increases:
R¯1, R¯lb2 →
S
ln 2
e
1
ρM Γ
(
0,
1
ρM
)
, as α→ 1.
As the quantization precision increases, the lower bound in (40) becomes an exact expression,
and (34) becomes an approximation of the ergodic rate itself rather than its lower bound.
Accordingly, it can be inferred from Remark 4 that the two channel scenarios lead to different
ergodic rates as a consequence of quantization. In this regard, although a single path channel is
considered, Propositions 1 and 2 still convey meaningful information as they not only provide
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closed-form ergodic rates but also specify the channel leakage effect in terms of ergodic rate
for low-resolution ADCs. In addition, the single-path channel model is relevant to the case of
unmanned aerial vehicle systems [48], which is of interest in upcoming 5G wireless communi-
cation systems. In Section V, based on the intuition from Propositions 1 and 2, we show that the
channel leakage, indeed, positively affects the ergodic rate in the low-resolution ADC regime,
and thus, makes the difference in the ergodic rates of the two channel scenarios.
V. SIMULATION RESULTS
In this section, we numerically evaluate the proposed algorithms, validate the derived ergodic
rates, and confirm intuitions in this paper. In simulations, the number of channel paths Lk is
distributed as Lk ∼ max{Poission(λL), 1} [42] where λL represents the near average number of
channel paths. We consider M = 128 BS antennas and K = 200 candidate users, and the BS
schedules S = 12 users to serve at each transmission [49], [50]. Without imposing the constraint
of ‖hb,k‖ = √γk, the following cases are evaluated through simulation: (1) CSS algorithm, (2)
greedy algorithm, (3) chordal distance-based algorithm, (4) mmWave beam aggregation-based
scheduling (mBAS) algorithm [28], and (5) SUS algorithm [19]. To provide a reference for
a performance lower bound, a random scheduling case is also included. For the CSS and the
mBAS algorithms, the BS stores Nb = Lk indices of dominant elements in the effective channel
hb,k. Parameters such as th, NOL, and dth are optimally chosen unless mentioned otherwise.
A. Performance Validation
We first focus on performance validation of the proposed algorithms in sum rate. In Fig. 2, we
consider N = 40 RF chains which is about 30% of the number of antennas M = 128 and b = 3
quantization bits. Fig. 2(a) shows the uplink sum rate with respect to the SNR ρ for λL = 3.
We note that the proposed CSS algorithm achieves the higher sum rate compared to the SUS
and mBAS algorithms. In addition, the CSS algorithm attains the sum rate that is comparable
to that of the proposed greedy algorithm which achieves the sub-optimal rate by requiring much
higher complexity. The sum rate gap between the CSS and the prior algorithms—the SUS and
mBAS algorithms—increases as ρ increases because the quantization noise becomes dominant
compared to the AWGN in the high SNR regime.
Fig. 2(b) plots simulation results with λL = 8 average channel paths for
∑S
k=1 LS(k) > N
where the condition in Theorem 1 does not hold. The proposed CSS algorithm achieves a
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(a) λL = 3 (b) λL = 8
Fig. 2. Uplink sum rate simulation results for M = 128 BS antennas, N = 40 RF chain, K = 200 candidate users, S = 12
scheduled users, and b = 3 quantization bits with (a) λL = 3 and (b) λL = 8 average channel paths,.
higher sum rate than conventional scheduling methods, which shows that although the derived
scheduling criteria may not be optimal in a practical system, they can still be effective for
mmWave user scheduling as they capture a relationship between the sparse property of mmWave
channels and quantization error. In Fig. 2(a) and (b), the chordal distance-based algorithm which
only exploits the AoA knowledge improves the sum rate compared to random scheduling, closing
the gap between the SUS and mBAS algorithms. Therefore, the simulation results validate the
sum rate performance of the proposed algorithms.
In Fig. 3(a), the sum rate results with respect to the number of RF chains N are presented
for ρ = 6 dB. The CCS algorithm shows its sum rate that tightly aligns with that of the greedy
algorithm, achieving the higher rate than the SUS and mBAS. In addition, the chordal distance-
based algorithm shows a large improvement compared to the random scheduling for the low
to medium N . As N increases, the effective channels hb,k are more likely to be orthogonal to
each other for the fixed number of scheduled users, which enhances the performance of random
scheduling. In this regard, the sum rates of the SUS and mBAS algorithms show the marginal
sum rate increase compared to the random scheduling as N increases, whereas the CSS algorithm
still provides the noticeable improvement by mitigating quantization error.
Fig. 3(b) shows the uplink sum rate with respect to the number of quantization bits b. The
CSS algorithm also attains the sum rate of the greedy algorithm with lower complexity and
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(a) (b)
Fig. 3. Uplink sum rate for M = 128 antennas, K = 200 candidate users, S = 12 scheduled users, λL = 3 average channel
paths, and ρ = 6 dB SNR with respect to the number of (a) RF chains N with b = 3 and (b) quantization bits b with N = 128.
outperforms the SUS and mBAS algorithms. Note that the sum rate of the SUS and mBAS
algorithms converges to that of the CSS and greedy algorithms as the number of quantization
bits b increases; i.e., quantization error becomes negligible. This convergence corresponds to the
fact that the derived criteria is effective under coarse quantization. Thus, in the low-resolution
ADC regime, the CSS algorithm provides the noticeable sum rate improvement compared to the
other algorithms that ignore quantization error.
B. Analysis Validation
In this subsection, we validate the performance analysis and intuitions obtained from the
analyses. In Fig. 4, we consider N = 128 and Lk = 1, ∀k. As shown in Fig. 4(a), the derived
ergodic rate (31) in Proposition 1 exactly matches the ergodic rate from the simulation. In
addition, the lower bound approximation of ergodic rate (34) in Proposition 2 shows a small
gap from the ergodic rate of the simulation, validating its analytical accuracy. In this regard, the
derived ergodic rates can provide a performance guideline for the hybrid MIMO systems with
the proposed chordal distance-based algorithm. From Fig. 4(a), we note that the two different
channel scenarios—exact AoA alignment and arbitrary AoAs—show difference in sum rate for
the same system configuration, as discussed in Remark 4. In the following simulation results,
we numerically examine this phenomenon based on intuitions obtained in this paper.
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(a) (b)
Fig. 4. (a) The analytical and simulation results for the uplink sum rate of the system with chordal distance-based scheduling,
and (b) simulation results for the uplink sum rate of the system with chordal distance-based scheduling for M = 128 BS
antennas, N = 128 RF chains, K = 200 candidate users, S = 12 scheduled users, and Lk = 1 channel path ∀k,
We evaluate the sum rate of the chordal distance-based scheduling algorithm with respect to
the number of quantization bits b to find the behavior of the sum rate gap between the two channel
scenarios: exact AoA alignment and arbitrary AoAs. In Fig. 4(b), it is shown that the uplink
sum rates converges to R¯inf = Sln 2e
1
ρM Γ
(
0, 1
ρM
)
as b increases. As discussed in Remark 4, such
convergence of the sum rates implies that the two channel scenarios lead to different effects
on quantization error. We can also note that the convergence rates are different for different ρ.
When the SNR is low, the quantization noise is less dominant compared to the AWGN, which
results in faster convergence in terms of the number of b, and vice versa. Therefore, we can
conclude that coarse quantization causes the different sum rates from the channel scenarios.
In Fig. 5, we simulate the sum rates for the two channel scenarios with N = 40, λL = 3, and
b = 3. We note that the sum rate for the arbitrary AoA channel is higher than that for the exact
AoA alignment channel in the medium and high SNR regime in which the quantization noise
is dominant over the AWGN. The quantization noise variance at the ith ADC is computed as
E[|yi − yq,i|2] = pi
√
3
2
σ2i 2
−2b [5], where σ2i = E[|yi|2] = pu‖[Hb]i,:‖2 + 1. Therefore, without the
phase offset, most σ2i would be large whereas most σ
2
i would be moderate with the phase offsets
as the phase offsets spread the channel path gain at certain angles over the entire angles of RF
chains. Consequently, the phase offset reduces the overall quantization noise variance and this
leads to the performance gain. This corresponds to the results in Theorem 1-(ii), i.e., it is more
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Fig. 5. Uplink sum rate simulation results for M = 128 BS antennas, N = 40 RF chains, K = 200 candidate users, S = 12
scheduled users, λL = 3 average channel paths, and b = 3 quantization bits.
beneficial to have more spread beamspace gains than to have concentrated beamspace gains.
VI. CONCLUSION
This paper investigated user scheduling for mmWave hybrid beamforming systems with low-
resolution ADCs. We proposed new user scheduling criteria that are effective under coarse
quantization. Leveraging the criteria, we developed the user scheduling algorithm which achieves
the sub-optimal sum rate with low complexity, outperforming the conventional scheduling algo-
rithms. We further proposed the chordal distance-based scheduling algorithm which only exploits
the AoA knowledge of channels. The chordal distance-based scheduling algorithm improved
the sum rate compared to the random scheduling case, closing the gap between the full CSI-
based conventional scheduling methods as the SNR increases. We also provided the performance
analysis for the algorithm in ergodice rate, and the derived rates are the functions of system
parameters including quantization bits. We obtained an intuition from the derived rates that
channel leakage due to the phase offsets between the arbitrary AoAs and quantized angles
of analog combiners offers the sum rate gain by reducing the quantization error compared to
the channel without leakage. This intuition challenges the conventional negative understanding
towards channel leakage and is validated through simulation. Therefore, for mmWave com-
munications, this paper provides not only new user scheduling algorithms for low-resolution
ADC systems, but also new scheduling criteria and intuition for mmWave channels under coarse
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quantization. For potential future work, investigating user scheduling for sub-array based hybrid
systems with low-resolution ADCs is desirable to consider more practical receiver architectures.
APPENDIX A
PROOF OF PROPOSITION 1
Let the ZF combiner Wzf = Hb(Scd)(Hb(Scd)HHb(Scd))−1. Using the achievable rate (8),
the ergodic rate of user k ∈ Scd is defined as
r¯k = E
[
rk
(
Hb(Scd)
)]
= E
[
log2
(
1 +
α2ρ
wHzf,kRqq(Hb(Scd))wzf,k + α2‖wzf,k‖2
)]
. (35)
Based on Remark 3, the algorithm schedules a user j ∈ Kcd who provides the smallest value of
|aH(φk)a(φj)|. Under the assumption of the exact AoA alignment, |aH(φk)a(φj)| is equivalent
to zero when Lk ∩ Lj = ∅ for k 6= j, i.e., user channels are spatially orthogonal to each other.
For the exact AoA alignment scenario with L = 1, there is only one non-zero element in hb,k.
Accordingly, any scheduled users have to satisfy Lk ∩ Lj = ∅ to avoid rank deficiency of a
channel matrix, which can be guaranteed by setting |aH(φk)a(φk′)| < th  1 in the filtering.
Hence, the ZF combiner for user k ∈ Scd becomes wzf,k = hb,k/‖hb,k‖2, and (35) is solved as
r¯k = E
log2
(
1 +
αρ‖hb,k‖4
ρ(1− α)hHb,kdiag
(
Hb(Scd)Hb(Scd)H
)
hb,k + ‖hb,k‖2
) (36)
(a)
= E
[
log2
(
1 +
αρ
(1− α)ρ+ 1/(M |gk|2)
)]
(b)
=
1
ln 2
(
e
1
ρM Γ
(
0,
1
ρM
)
− e 1ρ(1−α)M Γ
(
0,
1
ρ(1− α)M
))
(37)
where gk is the complex gain of the propagation path of user k. Here, (a) is from L = 1 with
Lk ∩ Lk′ = ∅ for k, k′ ∈ Scd, and (b) comes from the fact that |gk|2 is an exponential random
variable with the rate parameter λ = 1, |gk|2 ∼ Exp(1). Due to the randomness of gk, the ergodic
rate of each user is equal, which leads to (31). This completes the proof. 
APPENDIX B
PROOF OF PROPOSITION 2
To find a lower bound of the ergodic sum rate achieved by the proposed algorithm, we consider
the random scheduling method and find its ergodic sum rate for the lower bound. Since we focus
on a large antenna array system at the BS, the array response vectors of the scheduled users are
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almost orthogonal with large M [52], and thus we adopt wzf,k ≈ AHhk‖hk‖2 . Then, the ergodic rate
of the scheduled user k can be approximated as
r¯k = E
[
log2
(
1 +
α2ρ
wHzf,kRqq
(
Hb(Scd)
)
wzf,k + α2‖wzf,k‖2
)]
(a)≈ E
[
log2
(
1 +
αρ‖hk‖4
(1− α)(AHhk)Hdiag
(
ρAHH(Scd)HH(Scd)A
)
AHhk + ‖hk‖2
)]
, (38)
where (a) comes from wzf,k ≈ AHhk‖hk‖2 . Without loss of generality, let Scd = {1, 2, . . . , S}. The
channel matrix of scheduled users can be represented as H(Scd) =
√
MAuG where Au =
[a(ϕ1), . . . , a(ϕS)] and G = diag(g1, . . . , gS), and (38) becomes
E
[
log2
(
1 +
M2αρ|gk|4
M2ρ(1− α)|gk|2aH(ϕk)Adiag
(
AHAuGGHAHu A
)
AHa(ϕk) +M |gk|2
)]
= E
[
log2
(
1 +
Mαρ|gk|2
Mρ(1− α)∑M,Sm,s=1 |gs|2|aH(ϑm)a(ϕk)|2|aH(ϑm)a(ϕs)|2 + 1
)]
= Egk
[
E
[
log2
(
1 +
Mαρ|gk|2
Mρ(1− α)∑m,s |gs|2|aH(ϑm)a(ϕk)|2|aH(ϑm)a(ϕs)|2 + 1
)∣∣∣∣gk
]]
.
(39)
To compute the inner expectation in (39), we can use Lemma 1 in [53] as gk is considered to be a
constant given the condition, which makes the signal power and the interference-plus-noise power
independent to each other. Let Ψk = Mρ(1 − α)
∑M,S
m,s=1 |gs|2|aH(ϑm)a(ϕk)|2|aH(ϑm)a(ϕs)|2,
then the inner expectation in (39) becomes
E
[
log2
(
1 +
Mαρ|gk|2
Ψk + 1
)∣∣∣∣gk] (a)= 1ln 2
∫ ∞
0
e−z
z
(
1− e−zMαρ|gk|2
)
E
[
e−zΨk
∣∣∣gk] dz
(b)
≥ 1
ln 2
∫ ∞
0
e−z
z
(
1− e−zMαρ|gk|2
)
e−zE[Ψk|gk]dz (40)
where (a) follows from Lemma 1 in [53] and (b) comes from Jensen’s inequality. To compute
the expectation in (40), we rewrite it as
E
[
Ψk|gk
]
= Mρ(1− α)
(
E
[
M∑
m=1
|gk|2
∣∣aH(ϑm)a(ϕk)∣∣4∣∣∣∣gk
]
+
E
[
M∑
m=1
S∑
s 6=k
|gs|2
∣∣aH(ϑm)a(ϕk)∣∣2∣∣aH(ϑm)a(ϕs)∣∣2]). (41)
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The first expectation term in (41) can be computed as
E
[
M∑
m=1
|gk|2
∣∣aH(ϑm)a(ϕk)∣∣4∣∣∣∣gk
]
= |gk|2
M∑
m=1
E
[
|aH(ϑm)a(ϕk)
∣∣4] (a)= |gk|2M ∫ 1
0
F 4 (δ;M) dδ
(42)
where (a) comes from the fact that δm,k := ϑm − ϕk can be regarded as δm,k i.i.d.∼ Unif
[−1, 1]
due to the symmetry of the Fejér kernel of order M , F (ϑ;M) [54]. Then, with E[|gs|2] = 1, the
second expectation term can be expressed as
E
[
M∑
m=1
S∑
s 6=k
|aH(ϑm)a(ϕk)|2|aH(ϑm)a(ϕs)|2
]
=
M∑
m=1
S∑
s 6=k
E
[
|aH(ϑm)a(ϕk)|2
]
E
[
|aH(ϑm)a(ϕs)|2
]
=
M∑
m=1
S∑
s 6=k
E
[
F 2 (δm,k;M)
]
E
[
F 2 (δm,s;M)
]
= (S − 1)M
(∫ 1
0
F 2 (δ;M) dδ
)2
. (43)
Let c1 = Mαρ, c2 = M2ρ(1−α)
∫ 1
0
F 4 (δ;M) dδ, and c3 = M2ρ(1−α)(S−1)
(∫ 1
0
F 2 (δ;M) dδ
)2
.
From (39), (40),(42), and (43), the ergodic rate r¯k is approximately lower bounded by
r¯k ≈ Egk
[
E
[
log2
(
1 +
c1|gk|2
Ψk + 1
)∣∣∣∣gk]] ≥ 1ln 2Egk
[∫ ∞
0
e−z
z
(
1− e−zc1|gk|2
)
e−zE[Ψk|gk]dz
]
=
1
ln 2
∫ ∞
0
e−(1+c3)z
z
(
Egk
[
e−c2z|gk|
2
]
− Egk
[
e−(c1+c2)z|gk|
2
])
dz
(a)
=
1
ln 2
∫ ∞
0
e−(1+c3)z
z
(
1
1 + c2z
− 1
1 + (c1 + c2)z
)
dz
=
1
ln 2
(
e
1+c3
c1+c2 Γ
(
0,
1 + c3
c1 + c2
)
− e
1+c3
c2 Γ
(
0,
1 + c3
c2
))
(44)
where (a) comes from the Laplace transform of the exponential distribution |gk|2 ∼ exp(1). With-
out the fading information of channels, the ergodic rate for each user after the user scheduling
is equivalent to each other, which results in (34). This completes the proof. 
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