1. Introduction. Consider a Riemann surface S. (All Riemann surfaces are surfaces without boundary and are assumed to be separable but not necessarily connected.) Consider also a set 21 of analytic (that is, holomorphic) functions on 5 which are not simultaneously constant on any component of 5. From the functions in 21 it is possible to construct a wider class of functions analytic on 5 by the operations of addition, multiplication, and scalar multiplication. Further functions analytic on 5 are obtained by taking those functions which are uniform limits on each compact subset of 5 of functions already obtained. Thus from 21 we pass to the set 21-the holomorphic completion of 21.
In the sequel we only study holomorphically complete sets 21 of analytic functions on a Riemann surface 5. This means by definition that 1£2I, that the functions in 21 are not all constant on any component of S, that 21 is an algebra over the complex field with the natural algebraic operations, and that each function on 5 which can be uniformly approximated on each compact subset of 5 by functions in 21 is in 21. The set 21 will be topologized by the topology of uniform convergence on compact subsets of 5.
For such a holomorphically complete 21 there are certain natural questions: Given a sequence of points in 5 having no cluster point, does there exist a function in 21 having prescribed values at the given points? Or: When is it possible to approximate a function given on a compact subset of 5 uniformly by functions in 21? and so forth. It is well known (see for example [l] ) that the space X should be holomorphically convex (or at least weakly holomorphically convex) relative to the given algebra 21 of analytic functions if such questions are to have satisfactory answers. Definition 1. A Riemann surface S is holomorphically convex (respectively weakly holomorphically convex) relative to a holomorphically complete set 21 of analytic functions on S if for each compact subset K of 5 the set (respectively each component of the set) K= {p inS: \f(p) | g sup{ \f(q) \ : q G K} for all/in 21} is compact.
One of the purposes of this paper is to show that if 21 is a holomorphically complete algebra of analytic functions on a Riemann surface 5 then 5 can be canonically extended to a Riemann surface S' and the functions in 21 can be extended to S' to give an algebra 21' of analytic functions on S' with re- [March spect to which S' is weakly holomorphically convex. Thus the condition of weak holomorphic convexity is always realized on a suitable extension of the given surface S'. It might be thought that an analogous theorem would hold for a holomorphically complete algebra 31 of analytic functions on a higherdimensional complex analytic manifold S, but an example of Wermer [9] can easily be adapted to show that this is not the case. The following definition gives a precise meaning to the term extension just employed. Definition 2. Let the pair (S, 21) consist of a Riemann surface S and a holomorphically complete algebra of analytic functions on S. An extension of (5, SI) consists of a second such pair (S', 21'), of an analytic map <r from S to S', and of a one-one map r of 21 onto 21' such that (*) (r(f))(o-(p)) = f(p) lor all / in 21 and p in S.
Clearly <r need not be one-one since it is possible for <r to identify points of S which are identified by all functions in 21.
One of our main results is then the following. (iii) The set T={(p,q):peS',qeS',p^ q,f(p) = f(q) for all fin 21'} is a countable subset of S'XS' which has no cluster point in S'XS'. (iv) For each compact subset K of S' the set K is the union of a compact set L and all points p in S' for which there exists q in L with (p, q) £ T.
Added in proof. From the argument used in proving Theorem 3 below it follows that the set L of (iv) can in fact be taken to be the union of K and all those components of S' -K which are relatively compact subsets of S', so that in particular bdry L C.K.
It follows from (iv) and the countability of T that S' is weakly holomorphically convex relative to 21'.
Property (ii) of Theorem 2 contains the key to the construction of the extension (S', 21'). The surface S' is constructed abstractly by considering the set of continuous homomorphisms of 21 into the complex numbers and imposing the structure of a Riemann surface on this set. If a certain countable set of homomorphisms are counted more than once this can be done and gives the Riemann surface S'. The mapping a from 5 to S' is then easily found, as is the mapping t from 21 onto a certain set 21' of analytic functions on S'. The pair (S1', 21') and the maps <r and r are then shown to be an extension of (S, 21) having the properties of Theorem 2. Since a continuous homomorphism <b of 21 into the complex numbers has the property that there exists a compact subset K oí S with \<b(f)\ á sup { |/(f) | :p EX} for all / in 21, to get all continuous homomorphisms cb it is sufficient to consider compact subsets K of S' and homomorphisms <fi satisfying the inequality.
Thus we come to a well-known problem in Banach algebras-the investigation of the set of continuous homomorphisms (called the spectrum) of an algebra of continuous complex-valued functions defined on a compact Hausdorff space K. Here continuous means continuous in the uniform norm for functions on K. The bulk of this paper is concerned with aspects of this problem, and the results obtained in this investigation are applied in the proof of Theorem 2. The particular type of Banach algebra which arises will be called a uniform algebra. Definition 3. A uniform algebra is a Banach algebra with unit whose norm and spectral norm coincide.
If 21 is a uniform algebra with spectrum Y and Silov boundary X, it is clear that 21 can be considered as a closed subalgebra of either C(X) or C( Y), where C(r), for a compact Hausdorff space Y, is the uniformly-normed algebra of all continuous complex-valued functions on V. Conversely it is clear that if T is a compact Hausdorff space then every closed subalgebra of C(r) which contains the function 1 is a uniform algebra.
Most of this paper is a systematic investigation of conditions which imply that certain open subsets of the spectrum of a uniform algebra can be given the structure of a Riemann surface on which the functions of the algebra all are analytic functions. The following is the principal result of this investigation. Theorem 1. Let "ñbea uniform algebra with Silov boundary X and spectrum Y. Let 21 contain a function g which has the following properties :
(a) The interior of g(X) is void.
(b) Each point of g(X) is the vertex of some nondegenerate triangle whose interior lies in -g(X).
(c) For each z in g(X) there are only a finite number of points p in X with g(p)=z.
(d) // wy and w2 are points in -g(X) there exists a Jordan arc y joining Wy and w2 and intersecting g(X) in a finite number of points zy, • ■ ■ , z\. Each point Zi has the property that there exists a smooth open Jordan arc JoQg(X) which contains z¡, which is an open subset of g(X), and which is the homeomorphic image under the mapping g of the subset {p: pÇzX, g(p)G.Jo} of X.
Then there is a Riemann surface S and a continuous map \of S onto Y-X such that f o X is analytic on S for all fin 21, suchthat each point in Y-X except for those in a countable set is the image of exactly one point in S, and such that when -g(X) has a finite number of components j each point in Y-X is the image of at most j-1 points in S.
In condition (d) a "smooth" arc is one with a continuously turning tangent. To introduce another piece of notation, g~ will denote the function (or relation) inverse to a function g, the designation g~x being reserved for the function 1/g.
The investigations of this paper have their origin in ideas of Wermer [7 ; 8] . In particular special cases of Theorems 1 and 2 follow from Wermer's work. The present paper carries the theory further in certain directions than did Wermer's work and develops some of the material more systematically. In particular a definitive theorem (Theorem 2 above) about algebras of functions on Riemann surfaces is obtained. H. Royden has also extended Wermer's work, by methods different from those used here. (ii) There exists g in G with (gh)(pi)¿¿0, Iz^iz^n. and the quantities (gh)(p), fk+i(p), ■ • • , fm(P) do not vanish. This contradiction shows that our assumption was false, thereby proving the lemma.
We are now justified in speaking of the poles pi, • ■ ■ , pn of a function h rational over 21. If p is in the spectrum of 21 and ¿ is a non-negative integer such that p occurs ¿ times in the sequence pi, ■ • • , p" we say that p is a pole of multiplicity ¿ of h. Lemma 2. Let h be a rational function over the uniform algebra 21 and let the point p with multiplicity n > 0 be the only pole of h. Then there exists g in 21 such that gh is rational over 21 and the point p with multiplicity n -1 is the only pole ofgh.
Proof. Choose gu ■ ■ ■ , gn in 21 with a = gi ■ • • |JiG2l, g,(p) =0, a(p) 9*0.
Let g = gi. It is clear that g satisfies the required conditions. Lemma 3. Let hi be a rational function over the uniform algebra 21 such that the point p with multiplicity « «^ 0 is the only pole of hi. Let the function h2 in C(X), where X is the Silov boundary of 21, have the property that g&2G2l/or each g in G, where G is the set of all g = gi ■ ■ • gn with g,G2I and gi(p) = 0. Then there exist elements fi and f2 in 21 with h2-fihi-\-f2.
Proof. We proceed by induction on «. The theorem is clearly true if w = 0, for then both hi and h2 are in 21. Assume now that the lemma is true for all integers up to and including « -1. By hypothesis, there exists g in G with ghi = a£n and a(p)?*0, say a(p) = 1. If we letß=l-a, then /3G2I, ß(p) =0, and l=ghi-\-ß. Multiplying this equality by h2, we have h2 = ghih2 + ßh2 = (gh2)hi + ßh2 = Shi + ßh2, where 5G2I. By the previous lemma, there exists y in 21 with y(p) = 0 such that 7Â1 is rational over 21 and has the point p with multiplicity «-1 as its only pole. By the hypothesis of the induction, we therefore have 
Thus hi has a pole of order ki at pi, as was to be proved. 
as was required. This equation can be written h(q) = (fh) (q) \f(q) ]-1, which shows that h is independent of the choice of g. Since h is clearly continuous, it remains only to prove the last statement of the lemma. To this end, choose g as above with (gh)(pi)?é0, lgîg«. Since g(q)h(q) = (gh)(q), we have g(q)t^O for all q sufficiently near pi. The equations h(q) = (gh)(q) [g(q)]_1 and g(pi) =0 then show that | h(q) \ -* °° as q-*pi, as was to be proved.
To simplify notation we shall write simply h(p) for h(p) in the situation of Lemma 5. By a rational function h over a uniform algebra 21 with a simple pole at p we shall mean a rational function h over 21 which has {p} as its complete set of poles. 
It is clear that ||r>,|| ^2||ä||, where \\h\\ will now be defined. Definition 6. Let h be a rational function over the uniform algebra 2Í.
We define
where X is the ¡Silov boundary of 2Í, and [A] = (2||a||)_1. Definition 8. Under the hypothesis of Definition 7, the value of the sum of the power series at the point z in Dh will be denoted by P(f, A, z). Definition 9. If A is a rational function over a uniform algebra 21 with a simple pole p, ii z is any point in Dh, and if x is any point in the Silov boundary X of 21, then we define the quantity u(h, z) in C(X) by the equation with/" as above. Since /"£2l for all values of «, we see that tr(z) £21, as was to be proved.
Lemma 8. Under the hypothesis of Definitions 7 and 8 the mapping
is a homomorphism of 21 into the complex numbers, for each z in Dh, and therefore is a point in the spectrum of 21. The mapping X*: z-->Xa(z) is a continuous mapping of Dk into the spectrum of 21.
Proof. It is only necessary to prove that this map is multiplicative, the other properties of a homomorphism being obvious. Fix z in Dh and write u = u(h, z). Since \z\ <(2||ä||)-\ we have ||zä|| <l/2, so that
Thus ||zíí||<1. It follows that l+zu has an inverse in C(X). Therefore h = u(l+zu)~l. Now if m were in 21 we should have (l+zw)_1£2I, since ||zm|| <1, and therefore A£2I. Since h has a pole, it is not in 21, and therefore u is not in 21.
Consider functions/ and g in 21. By Lemma 7, we see that the functions g(f-P(f,h,z))u and P(f, h, z)(g -P(g, h, z))u are in 21. It follows that their sum \fg -P(f, h, z)P(g, h, z)]u is in 21. Since also (fg -P(fg, h, z))u is in 21, we see that
is in 21. Since u itself is not in 21, this implies P(fg, h, z) -P(f, h, z)P(g, h, z) = 0. Thus Xa(z) is a homomorphism of 21 into the complex numbers and there-fore is a point in the spectrum of 21 (see [5, p. 68] ). The fact that Xa is continuous follows from the fact that for each / in 21 the composite map / o X» = P(f, A, •) is continuous. Definition 10. Let A be a rational function with a simple pole p over a uniform algebra 21. For each z in Dh the quantity X»(z) is the point in the spectrum Y of 21 defined by /(X»(*)) = Pif, A ,z) for all/ in 21. Eh will denote the subset of Y of all X*(z) for z in Dh. The mapping z->X,,(z) of Dh onto Ek will be denoted by X«,.
Lemma 9. Let h be a rational function with a simple pole p over the uniform algebra 21. Then for each z in Dh, u(h, z) is a rational function over 21 with a simple pole at \h(z). For all z and t in Dh with t9*0 and t9*z respectively we have
For any q in the spectrum Y of 21 with q9*\h(z) and q9*p we have
Proof. Let/ be any element in 21 such that f(p) 9*0 and fi(p)9*0, where
Then P(f, h, z) has the expansion o0+Oiz+ • ■ • with Oi=fi(p) 9*0. Thus the set 5 of points z in Dh with P(f, A, z) =a0 is isolated. Since Pif, A, z) =/(XÄ(z)) and o0=/(f), it follows that \h(z)9*p lor all z in Dh-S. Now the function cr defined by cr(z) = \f-P(f, A, z)]u(h, z) has been seen in Lemma 7 to be an analytic map from Dh to 21, and therefore it has an expansion 00 <r(z) = ¿Z anZK n-0 converging on Dh, with a"G2I. For each x in the spectrum Y of 21, let
Thus if we define w(z) =o(z, XÄ(z)) it follows that 00 w(z) ■ ¿2 ctni\hiz))zn.
Since a"G2l, we see that a" oXi, = P(an, A, •) is analytic on Dh and has absolute values there which do not exceed ||or"||. It follows that w is an analytic function on Dk. Since cr(0) = (f-f(p))h=fi, we have
so that the set T of all z in Dh with w(z) =0 is isolated.
(1 -zh)uf = hf.
so that uf = h(f + zuf).
For t in Dh and t^O, this implies by Lemma 5 that (uf)(Xh(t)) = h(\h(t))\f(\k(t)) + z(uf)(\h(t))].
Since h(kh(t)) =¿_1 this gives
if ¿5^0 and i^z. By continuity, (*) is valid whenever / and z are in Dh and Now let / be any element in 21 with /(X4(z)) =0, f(p) =f(\h(0))^0. Let /" = «"/. Assume that/"£2I for all « and that/"(XA(z)) =0 for all «. It follows by induction from the formula (*) that fn(\h(t)) = (t -z)~"fÇKh(t)), for all ty^z. Thus/(Xft(-)) =/oXft is an analytic function on Dh which is not identically zero such that the function (• -z)~"/(Xa(-)) is analytic for each «. This contradiction shows that our assumption was false. Thus there exists a positive integer « such that/"_i£2I and/"_i(Xft(z))=0 and either/"£2I or/"£2I and/"(Xft(z)) ^0. We must have/"£2I, since/"_i£2l and/"_i(Xft(z)) =0. Thus /»(Xft(z)) = (m/"_i)(Xa(z))t'í0. This is just what was needed to show that u is rational over 21 with a simple pole at Xa(z). By the formula (*), we have
Now if p is any point in Y with q^\h(z) and q^p, choose / in 21 with /(<Z) = 1. /(^a(z)) =0. By the above, we have uf=h(f+zuf).
Evaluating at q, we have
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as was to be proved.
Lemma 10. Let h be a rational function over the uniform algebra 21 with a simple pole p. The mapping Xa is a homeomorphism of Dh onto Eh and Eh is an open set in the spectrum Y of 21.
Proof. The mapping Xa is one-to-one because we have seen that A(Xa(z)) = z~x for all z in Dh. We shall show that \h(U) is open in Y for all open subsets U oí Dh. Since Xa is continuous and one-one, it will follow that Xa is a homeomorphism. By taking U = Dh, it will follow that Eh is open. that as a meromorphic function on A, A has a pole at p of order at least «. Thus, as a meromorphic function on A, the order of the pole of A at p is exactly w. It follows that the poles of A and their orders are the same whether A is considered to be a meromorphic function on A or as a function rational over 21. We have incidentally constructed a function, g above, with a zero of order 1 at any point p in A. The fact that A is open in Y follows from Lemma 10.
We now prove the representation (*) for an arbitrary A in 2Io. To this end, notice that it is sufficient to consider the case in which A has only one pole, since by Lemma 4 an arbitrary A can be written as a linear combination of such A. We assume therefore that A has the single pole p of multiplicity k, and that Ai is any function in 2to with a simple pole at p. The representation (*) which we wish to obtain now reduces to If we let g be the function 2Z*-i ay(Ai)J in C(X), it follows from Lemma 3 that there exist/i and/2 in 21 with g=fih+f2. For all/ it is clear that (Ai)' is in 2Io with a pole of order/ at p, and that (hi)'(q) = (hy(q))' for all q in F-{p\. If /Sin 21 has a simple zero at/> and a=j8* we see thataAÍ£2lfor/^A, (ah{)(p) =0
for j'<A, (othy)k(p) t^O. Since ak^0, it follows that ag£2t and (ag)(p) ¿¿0. For all q near £ we have (ah)(q) =a(q)h(q) and
Since the function * y
A -2 aihu y=i
where A and Ai are considered as meromorphic functions on A, is regular at p, it follows that ah-ag has a zero of order at least k at p. Since
it follows that (ag)(I -fy) = ag -/iag = otg -fyoth + fy(ah -ag) = f2a + fy(ah -ag) has a zero of order at least k at p. But (ag)(p)?e0 so that 1 -f\ therefore has a zero of order at least k at p. Therefore (1 -fi)h is in 21 and has a zero of order at least k -1 at p. Therefore (1 -fi)h\ is in 21 and has a zero of order at least k -2 at 21. Continuing this argument we see finally that (1-fy)h\ is in 21. Since by Lemma 3 A has the form A = -Yi(Ai)* + 72
with Yi and y2 in 21, it follows that (1 -/i)A£2l. Therefore
where/£2I. But this is just (**).
It remains to show that 2lo is an algebra. Let / and g be in 2Io. Let the points py, ■ ■ ■ , pn in A include the poles of / and g, and let A<, 1 ¿ii%n, be in 2to and have a simple pole at pi. Thus both/and g have representations of the form (*). It follows that/+g has a representation of the form (*). It therefore suffices to prove that the element A of C(X) defined by (*) is in 2to, for arbitrary constants a,y and an arbitrary / in 21. We may assume that 0^,7^0 for each ». For each i, choose a,-in 21 with a simple zero at pi and with a,(£y) 7a 0 for i9*j. Set ßi=(ai)k* and ß = ßi ■ ■ • ßn. Thus /3,(A,)>G2I for já¿,-. Now (ß(hi)')(pi) is 0 iij<ki and not zero if j = kt. Also iß(hm)>)(pi) = 0 ii j^km and my*i. It follows that ßh is in 21 and (ßh)(pi)9*0 for all ¿. Thus A is rational over 21 with poles pi, • • • , pn having respective multiplicities ¿i, • • • , ¿". It follows that 2Io is closed under addition.
To see that 2lo is closed under multiplication, it is sufficient to consider elements/and g in 2Io each of which has at most one pole, since by Lemma 4 any element in 2lo is a linear combination of such elements, and since we have already seen 2lo to be closed under addition. First let/ have a pole of multiplicity « at the point p, and let g have a pole of multiplicity m at the same point p, where «j>0, «>0. We show that in this case fg has a pole of multiplicity «+w at p. It is clear that h-gi • • • gn+m/gG2lo whenever g,(p) =0 for 1 úiún-\-m, since we can write
It is also clear that we can choose the gt to give h(p)9*0, since we can choose them to give
This shows that/gG2l. We now consider the case for/G2l, g has a pole of multiplicity m>0 at the point q. By the decomposition (**), it is sufficient to consider functions g oí the form (A)', where A has a simple pole at q. If r is the order of the zero of /at q, it is clear from successive multiplications by A that A'/ is in 21 for i^r and has a zero of order r -i at q. If j^r, this shows that fg G 21. If j>r, we see that a = hrf is in 21 and does not vanish at q, and that/g=aAi_r.
From this it is clear that/g is in 2lo with a pole of order j -r at q. There remains the case in which/ has a pole of order «>0 at p and g has a pole of order m>0 at q, with p7*q. Let Ai with h\(q)9*0 have a simple pole at p and A2 with h2(p)9*0 have a simple pole at q. By the representation (**), it is sufficient to assume that either f=(hî)' for j>0 or /G2I, and g=(h2)k for ¿>0 or g G 21. Since we have already settled the cases/G 21 or gG2i, we assume/= (Ai)' and g = (A2)*.
It is then clear that
Also, if we choose each /,• to have a simple zero at p and not to vanish at q, and each gf to have a simple zero at q and not to vanish at p, we see that a(p) 9*0, a(q)9*0. Thus/g is in 2I0. This completes the proof that 2Io is an algebra. Now consider Ai and A2 in 2io and p in Y which is a pole of neither Ai nor A2. If g in 21 vanishes to sufficiently large order at the poles of Ai and A2 then gAiG2l, gA2G2I, and gAiA2G2I. Choose such a g with g(p)9*0. We then have Proof. Let p be any point in U and choose A in 2Io with a simple pole at p. Thus A-1 is analytic at p, so that d(h~l), considered at p, is in the space of differentials at p (see Chevalley [2] for this notion). We define the form dco^, to have the value d>(h)d(h~l) at p. To see that this does not depend on the choice of A, consider a second function g in 2lo with a simple pole at p. By Lemma 11, there exists a constant X such that g-XA£2l. Therefore cb(g) = \4>(h). Viewing g and A as meromorphie functions on A we see that g-XA is regular at p. Since g~l and A-1 are regular at p and vanish there we see that r'h-Kg -XA) = A-i -Àg-1 has a zero of order at least 2 at p. Therefore we have ¿(A-1) =Xá(g_1) at p. We therefore have
at p, so that du>$ is uniquely defined.
To see that ¿co¿ is an analytic differential, notice that the function u(h, z) of Definition 9 has a simple pole at Xa(z) for each z in Dh. If we consider A, which is defined on Y-\p\, to be an element of C(Y-U) then the mapping Thus we see that the differential áw¿ is given on £° by
and is therefore an analytic differential. C(X) which annihilates 21, it follows that /g_1£2I. To complete the proof that g_1 is rational over 2Í, choose g,-£2l, 1 úiún, such that g¿ has a simple zero at pi and gi^O^O for »Vj. Write /= (gi)hl ■ ■ ■ (gn)k". By the above we have /g_1£2I. Since (/g_1)g=/ and g have zeros of the same order at pi, • • • , Pn, it follows that (fg~l)(pi)^0 for lgjg«.
This completes the proof that g_1 is rational over 21.
3. Conditions for analyticity of the spectrum. In this section we derive conditions which imply that certain points in the spectrum of a uniform algebra belong to the analytic part of the spectrum. Somewhat more exact conditions could be given, by refining the techniques employed here, but the added generality which would be obtained does not seem to justify the attendant complication of the proofs. Assume for the moment that pi is the only point in E at which g vanishes. Then this last inequality when combined with Rouche's theorem tells us that each value of z with |z| <^4(32||/||3)-1 is assumed by g exactly once on
the set E. If we set Fi= {<?:<? G £, \g(q)\ < ¿(3211/il*)-1}, the set Fi has the required properties. It only remains to see that pi is the only point in E at which g vanishes, i.e., that none of the points pi, 2^i^n, is in E. If such a pi were in E, we would have h(p,) =f(pi)ifg~l)(pi) = 0, contradicting the fact that A does not vanish on Eh. This completes the proof of Lemma 15. Definition 12. Let 21 be a uniform algebra with Silov boundary X and with spectrum Y whose analytic part is A. Let g be a function in 21. A point z in -g(X) will be called g-regular of multiplicity « if g_({z}) consists of n =A(z) if z£ V and A0(z) =0 otherwise. Thus A0 is continuous on L and analytic at those points where it does not vanish. By a theorem of Radó (see [3] ), A0 is analytic on L. Since A0 vanishes on Li\N, the point to is isolated in Lf~\N and therefore isolated in N. This completes the proof.
Lemma 17. If 21 is a uniform algebra with spectrum Y and Silov boundary X and if g is a function in 21, then any component U of -g(X) which contains a g-regular point z0 of multiplicity « is g-regular of multiplicity n. If z is any point in U then there are at most « points p in Y with g(p) =z, each of which is one-dimensional. If there are exactly n such p then they all lie in A and are simple zeros of g-z.
Proof. Let/ be any function in 21 with ||/|| _: 1/2 which has distinct values at the points p in A with g(p) =z0. Let Uo consist of all points in U which are g-regular of multiplicity «. For each z in t/0 let pi, • • • , p* be the points in A where g takes the value z, and define the function A on Uo by a(z) = n (/(¿)-/(/.))2. If z<E V and fG-D», it follows that g-t has exactly one simple zero in each of the sets F\, which we denote by p}, • ■ ■ , p". If we can show that g-t vanishes at no other point of Y, it will follow that ¿G Uo-To see this, let H be the set of all t in Dz such that g(p)=t for some p in Y-F\-■ ■ • -F?. Clearly H is a closed subset of D, and z(£H. To see that H is open in D, or that 7_?2 -H is closed in D,, let t in 2?, be in the closure of D, -H, so that there exists u in Dz -H arbitrarily near to t. By Lemma 14, ~l is in 2Io, so Since A was any element in 21, it follows that p is one of the points p\. Thus t£.Dz-H. Since H is both open and closed, and since z£/T, we see that H is void. Therefore DzQUo. Since A(z)t^0 and the p\ depend continuously on t for t in Dt, we see that A(t) ^ 0 for all t sufficiently near z. Thus V is an open subset of U. Now A is an analytic function on V, because for l^ig« the mapping t-^>p\ is an analytic function from D, to A. We see by the above formula for K¡ that every boundary point of V is either a point of g(X) or a point at which A converges to 0. Let B be the boundary of V. It follows from Lemma 16 that N = B-g(X) is an isolated set. Therefore U-V is an isolated subset of U. Therefore U is a g-regular component of -g (X) Since hi is any element of 21, p is one of the points />*, as was to be proved. It remains to show that (g-z)"1 is rational over 21 with poles pl, ■ ■ • , pn whenever p1, • ■ ■ , pn are distinct points in Y with g(pi)=z(E.U, l^i£n.
Since we have just seen that the function Ao is in 21 for all choices of the A,-, this will follow from the following lemma. Lemma 19. Let %be a uniform algebra with Silov boundary X and spectrum Y. Let g be a function in 21 and U be a g-regular component of -g(X) of multiplicity n. Let the point z0 in g(X) be the vertex of a nondegenerate triangle whose interior lies in U. Let there exist only a finite number of points q in X with g(q) =zo-Then there exist at most n points po in Y-X with g(po)=z<¡, and each of these points is a one-dimensional point of Y-X.
Proof. It is no loss of generality to assume that zo = 0 and that the segment (0, l] of the real axis lies interior to the triangle in question. There therefore exists a constant P>0 such that dist(z, g(X)) ^ Kx for 0<xaL
Let po be any point in Y-X such that g(po) =zo = 0. The idea of the proof will be to perturb g to a function go such that go(po) will lie in a go-regular component of -go(-X"), thereby showing that po is one-dimensional. The perturbing function A will be any function in 21 such that h(po) = 1 and h(q) =0 whenever g£X and g(<z)=0. Such a function A exists because the number of such points q is finite.
Since A vanishes on the set g- (0) It follows that g(p)GU, so that p is a one-dimensional point, and some neighborhood of p with p deleted lies in A. It also follows that there are only a finite number of such p, since an accumulation point of (go)~(x) would be a point in (go)~(x) which could not be one-dimensional. Thus (go)~(x) is finite and consists of points each of which has a deleted neighborhood lying in A. It follows that y is a go-regular point of -goiX) for all y sufficiently near to x. Choose such a y with M<y^x, and let V be the component of -goiX) which contains y. By Lemma 17, F is go-regular. We shall show that the interval [M, x] belongs to V. It will follow that po is one-dimensional, since goipo) =g(po)+Mh(po) = 0+M = MGF and V is go-regular. 
so that go(p) 9*z in this case also. Thus we have shown that every po in Y-X with g(po)=0 is a onedimensional point of Y which has a deleted neighborhood consisting of points in A. Thus for each neighborhood N of po we see that g(N) is a neighborhood of 0. It follows that there are at most n such points p0, since otherwise all points / in the complex plane which are sufficiently near to 0 would be the images under g of more than « points in Y, and we know that this is not the case for / in U. This completes the proof of Lemma 19.
It remains to give conditions which make a component of -g(X) gregular. In doing this we essentially follow Wermer [l] , although the details are different. The idea is to start from the unbounded component of -g(X), which is obviously g-regular, and to proceed step by step, showing that a component of -g(X) which is close enough to a g-regular component is itself g-regular. The crucial lemma is the following, which is derived following Wermer.
Lemma 20. Let 21 £>e a uniform algebra with Silov boundary X and spectrum Y. Let g be a function in 21 and U and V components of -g(X), such that there exists zin V with (g -z)~lG21 for some z in V (so that V is g-regular of multiplicity 0). Let there exist an open Jordan arc Ji which is an open subset of g(X) such that J=g~(Ji)(~\X is mapped homeomorphically by g onto Ji and such that U and V are the components of -g(X) which border on Ji. Then U is gregular of multiplicity 0 or 1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. By replacing the function g in 21 by the function (g-z)~l in 21 we reduce to the case in which V is the unbounded component of -g(X). After replacing the arc Ji by a slightly smaller arc-if necessary--we can find a simple closed curve T in the complex plane with interior $> such that g(J)
= J\ÇT and g(X) CTWÍ». Let d> be a conformai map of $ onto {w: \w\ <l}, so that <t> can be extended to a homeomorphism of TKJ& onto D = {w: | w\ Ú l}.
By a theorem of Mergelyan [6] we see that <p is a uniform limit on TU<£ of polynomials, so that go = # o g is in 21.
Let Zo be any point in U. Write w0 = <p(zo) and U0 = <p(U). Let ip be the inverse mapping to <j>, so that g=ip o go. Now if go -Wo vanishes at a unique point po in Y then clearly g -Zo vanishes at the unique point po in Y. If pa lies in A and g0 -w0 vanishes to multiplicity 1 at po then, since g=^ o g0, the function g -Zo also vanishes to multiplicity 1 at po. It follows that to show z0 is g-regular of multiplicity 1 it is sufficient to show that Wo is go-regular of multiplicity 1. The same statement holds of multiplicity 0. Thus to show that zo is g-regular of multiplicity 0 or 1 (and thereby prove the lemma) it is sufficient to show that w0 is go-regular of multiplicity 0 or 1. There are two cases to consider, depending on whether (go -Wo)-1 is in 21. If it is then w0 is goregular of multiplicity 0. VJg(X). It follows that there are unique components U0 and F0 of -g(X0) with UoZ)Ti\U and FoDTHF. Since V is g-regular for 21 of multiplicity «, and since TCg(Wx) for each i, we see that g'iTi^V)QWi, so that TÍWC. KJ(Ti\Jo). For each z in TC\Jo let X(z) be the point in X with gÇK(z)) =z, so that X is a homeomorphism of TC\Jo onto a subset of /. For each z in T(~\ V let X(z) be that point in H with gÇX(z)) =z. There exists one such point X(z) because otherwise g-z would vanish on Y only at the points p\, • • • , pn-i in A, at which points g -z has simple zeros, contradicting the fact that Fis g-regular of multiplicity «. On the other hand there is at most one such point X(z) in H, again because F is g-regular of multiplicity w. Thus X(z) is uniquely defined on T(~\V. From Lemma 17 it follows that X(z)GA for all z in TCW.
Clearly X is an analytic homeomorphism of T(~\ V onto an open subset of A. Thus we have defined a map X from T to F. Since X is continuous on each of the sets TC\U, TC\V and TC\Jo, to show that X is continuous on T it is only necessary to show that X is continuous at points of Tf~\J0. If this were not so there would exist z in Tf~\J0 and a sequence {z,} in T converging to z with X(z.) converging to a point q9*\(z) in is analytic on T. Thus/oX has no strong maximum interior to Tso that/ has no strong maximum on the set X(T). Thus X(J0) C J is an open subset of X such that every / in 21 assumes its maximum on X-X(Jo). This contradicts the fact that X is the Silov boundary of 21. This contradiction shows that Uo can not be a g-regular component of -g(A0) of multiplicity 1 for the algebra 33. This was the last remaining case so that the proof of Lemma 21 is complete.
Proofs of Theorems 1 and 2.
Proof of Theorem 1. Let Ube any component of -g(X) and let w2 be any point of U. Let Wi be any point of the unbounded component of -g(X). Let 7 be a Jordan arc which joins Wi to w2 and fulfills conditions (d) of the statement of Theorem 1. If -giX) has a finite numberj of components then clearly 7 can be chosen to intersect g(X) in at most j-1 points. Thus y -g(X) consists of a finite number of components 71, • • • , 7*, which we order according to the direction along 7 from Wi to w2. If -g(X) has a finite number j of components then k ^¡j. Now each 7,-belongs to some component £/,• of -g(X). Clearly íüíG Ui and w2G Uk, so that Ui is the unbounded component of -g(X) and Uk= U. We thereby see by applying Lemma 21 ¿ -1 times that i/= Uk is a g-regular component of -g(X) of multiplicity at most ¿-1. By Lemma 19, each p in F -X for which g(p) is the vertex of some nondegenerate triangle whose interior lies in U is a one-dimensional point of Y-X, and at most ¿ -1 such points lie over a given point in g(Y). Thus Y-X is the union of A and the set T of one-dimensional points of Y-X which are not in A. Clearly T has no cluster point in Y-X and so is an isolated set. To each p in T choose a deleted neighborhood U oí p in A such that U is a finitelysheeted covering space by the map g of g([/)= {z: 0<|z -g(p)\ <r}. Thus U is a finite Riemann surface over g(U). Therefore U can be completed to a finite Riemann surface V over giU)*U{ g(p)}. Let pi, • • • ,pm be those points in V which cover g(p). Consider the set 5 consisting of A and the points pi, • • • , pm for all p in P. This set can be given as follows the structure of a Riemann surface. At each pin A, S has the structure of A, and at each of the points pi, S has the structure of V. Clearly 5 is a Riemann surface which satisfies the conditions of Theorem 1. Proof of Theorem 2. Since S is separable it has only a countable number of components. Since the functions in 2Í are constant on no component of S, by a standard construction there exists g in 2t which is constant on no component (1) Ui-iUKiQUi and 77< is compact. This contradicts the fact that Fi and F2 are disjoint, proving that ai = a2. Thus we may define a map <r of 5 into S' by defining <r(p) =a(p) for each p in S, where a is an analytic map of some neighborhood V oí p into S' which satisfies (**). Since a is unique the map <r is well-defined. Clearly a is an analytic map from 5 into S' such that/' o cr-f for all/ in 21, or (rif))i<rip)) = fip) for all p in 5 and/ in 21. This is just (*) of Definition 2. Thus to show that (21', S') and the mappings cr, r define an extension of (21, S) it only remains to prove that 21' is holomorphically complete. Clearly 21' is an algebra. Since g is not constant on any component of A,-, 1 ^i< =°, g o X< is not constant on any component of 5'.
Thus it remains to show that 21' is closed in the topology of uniform convergence on compact subsets of S'. Consider therefore a sequence {// } of elements in 21' converging uniformly on compact subsets of S' to a function F on S'. The sequence {/<} then converges uniformly on compact subsets of S to F o a. Thus /= F o <rG2I. It follows that F-f vanishes on a(S). Once condition (1) of Theorem 2 is verified it will follow from this that F-f, which is a uniform limit on compact subsets of S' of elements in 21', vanishes on all of S'. Thus F=f will be in 21', as was to be proved.
It only remains to verify conditions (1) , (3), and (4) Thus CTi(pn)=cTj(qn), or />"' =qá. This contradicts the fact that (pñ, <2n')GT and thereby establishes the truth of (3) 
