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CHARACTERISTIC CYCLES AND DECOMPOSITION NUMBERS
KARI VILONEN AND GEORDIE WILLIAMSON
1. INTRODUCTION
In the articles [9] and [11] Kazhdan and Lusztig made conjectures that amount
to the irreducibility of characteristic varieties of intersection cohomology sheaves
of Schubert varieties in type An. In [6] Kashiwara and Saito provide a counterex-
ample to this conjecture for n = 7. Previously Kasiwara and Tanisaki [8, 15] gave
examples of reducible characteristic varieties in other types. On the other hand, in
the context modular representation theory, Braden discovered examples of non-
trivial decomposition numbers for perverse sheaves (with coefficients in a finite
field) on flag varieties. One of these examples occurs in type A7. The second au-
thor [16] pointed out recently that similar considerations give a counterexample to
the Kleshchev-Ram conjecture [10].
The purpose of this paper is to observe that this is no accident. Given a sheaf
with integer coefficients extension of scalars yields a sheaf with rational coeffi-
cients and modular reduction yields a sheaf with coefficients in any finite field. It
is an easy observation that all the sheaves in question have the same characteristic
variety. Hence, if a sheaf becomes reducible modulo a prime p then its character-
istic variety is reducible. Similarly, if a sheaf has irreducible characteristic variety
then it remains irreducible modulo all primes.
In section 2 we state the main result. The proof is given in section 3. We include
a rather lengthy discussion of characteristic cycles and their basic properties from
various points of view which we hope will help clarify the notion. The most nat-
ural context for characteristic cycles is the setting of real (analytic) manifolds and
real constructible sheaves which we discuss briefly in section 3.5. In section 4 we
discuss some examples.
In 2010 on the Isle of Skye the second author gave a talk about the first exam-
ples (in types B2 and A7) of decomposition numbers of intersection cohomology
complexes of Schubert varieties. Michael Finkelberg remarked that these exam-
ples coincided with examples due to Tanisaki and Kashiwara-Saito of reducible
characteristic varieties, and asked if there was a relation. We would like to thank
him for his observation and question. We would also like to thank Tom Braden for
useful correspondence and verifying that a certain Schubert variety in type A7 has
reducible characteristic variety, which led us to believe beyond reasonable doubt
that there was something going on!
K. Vilonen was supported by NSF and by DARPA via AFOSR grant FA9550-08-1-0315.
Both authors were supported by the EPSRC and would like to thank the MPI, Bonn for a productive
research environemnt.
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2. STATEMENT OF THE THEOREM
Let X denote a smooth complex algebraic variety equipped with a Whitney
stratification
X =
⊔
λ∈Λ
Xλ
by locally closed connected smooth subvarieties. To each stratum Xλ ⊂ X and
local system L of free Z-modules on Xλ one may associate two objects:
i) IC(Xλ, EL): the intersection cohomology DX -module, which is a regular
holonomic DX -module extendingEL, a vector bundle with flat connection
on Xλ whose monodromy is given by L⊗Z C.
ii) IC(Xλ,L): the extension by zero to X of the intersection cohomlogy com-
plex extending the local system L onXλ. This is an object in PΛ(X,Z), the
abelian category ofΛ-constructible perverse sheaves onX with coefficients
in Z.
Associated to the above two objects are two basic problems:
i) On IC(Xλ, EL) one may choose a good filtration F . The associated graded
is then a sheaf of modules over grDX = OT∗X with support contained in
the union of the conormal bundles to the strata. Taking multiplicities along
each conormal bundle gives rise to the characteristic cycle
CC(IC(Xλ, EL)) =
∑
µ
mLλµ[T
∗
Xµ
X].
A basic problem in the theory of D-modules is the calculation of the mul-
tiplicitiesmLλµ.
ii) Fix a prime number p and consider IC(Xλ,L)
L
⊗Z Fp the reductionmodulo
p of IC(Xλ,L). It is a perverse sheaf with Fp-coefficients on X which in
general will not be simple. Given any local system M of Fp-vector spaces
on Xµ the second basic problem asks for the decomposition number:
dpλ,L,µ,M = [IC(Xλ,L)
L
⊗Z Fp : IC(Xµ,M)].
This question is related to interesting questions in representation theory.
For example, in both the geometric Satake equivalence [12] and the modu-
lar Springer correspondence [4] the above (topological) problem is equiva-
lent to the (algebraic) problem of determining the decomposition numbers
of standard modules.
Let rkM denote the rank of the local systemM. Then:
Theorem 2.1. rkM · dpλ,L,µ,M ≤ m
L
λµ.
Recall that the characteristic variety of IC(Xλ, EL) is defined as the support of
CC(IC(Xλ), EL). The above theorem has the following consequence:
Corollary 2.2. Suppose that the characteristic variety of IC(Xλ, EL) is irreducible. Then
IC(Xλ,L)
L
⊗Z Fp ∼= IC(Xλ,L
L
⊗Z Fp) for all primes p. Hence IC(Xλ,L)
L
⊗Z Fp is
simple if L
L
⊗Z Fp is.
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3. CHARACTERISTIC CYCLES AND THE PROOF
3.1. The Euler characteristic: Let k denote either Z,C or Fp and let D
b
c(pt, k) de-
note the bounded derived category of constructible sheaves of k-modules on a
point, also known as the full subcategory of the bounded derived category of
k-modules consisting of complexes with finitely generated cohomology. Let Kk
denote the Grothendieck group ofDbc(pt, k). We have a canonical isomorphism
χ : Kk
∼
→ Z
fixed by declaring χ([k]) = 1, where [k] denote the class of the free module of rank
1 (placed in degree zero). Of course χ is just the Euler characteristic if k is a field,
and is the alternating sum of the ranks if k = Z.
Consider the functors of extension of scalars:
Dbc(pt,Fp)
(−)
L
⊗ZFp
←− Dbc(pt,Z)
(−)⊗ZC
−→ Dbc(pt,C).
These functors are exact (in the triangulated sense) and hence induce maps on the
corresponding Grothendieck groups:
KFp
f
←− KZ
c
−→ KC
These functors preserve the class of free module of rank 1. Hence:
Lemma 3.1. f and c are isomorphisms commuting with χ.
3.2. The characteristic cycle of a constructible sheaf: Recall that X =
⊔
Xλ is
a smooth Whitney stratified complex algebraic variety. We let T ∗X denote the
cotangent bundle of X , pi : T ∗X → X the canonical projection and T ∗λX := T
∗
Xλ
X
the conormal bundle to Xλ ⊂ X . A covector ξ ∈ T
∗
λX is called non-degenerate if
ξ /∈ T ∗µX for all µ 6= λ.
As above let k ∈ {Z,C,Fp} and denote byD
b
Λ(X ; k) the Λ-constructible derived
category: this is the full subcategory of the bounded derived category of sheaves of
k-modules consisting of complexes whose cohomology sheaves are constructible
with respect to the stratification Λ.
Now fix a constructible complex F ∈ DbΛ(X ; k). To F we wish to associate its
characteristic cycle, which is a Z-linear combination of the cycles [T ∗λX] for all
λ ∈ Λ. To this end fix a stratumXλ, a point x ∈ Xλ and a non-degenerate covector
ξ ∈ T ∗λX such that pi(ξ) = x. Then there exists a neighbourhood U of x and a
holomorphic function φ : U → C such that
i) φ(x) = 0 and dφx = ξ,
ii) The image of dφ intersects
⋃
T ∗µX only at ξ, and this intersection is trans-
verse.
Now set
Aξ(F) := RΓ{Reφ≥0}(F)x ∈ D
b
Λ({x}; k)
where {Reφ ≥ 0} := {x ∈ X | Reφ(x) ≥ 0}. The complex Aξ(F) is independent
of the choice of φ and its Euler characteristic
mλ(F) := χ(Aξ(F))
depends only λ. One then defines the characteristic cycle as
CC(F) :=
∑
λ∈Λ
mλ(F)[T ∗λX ] ∈
⊕
λ∈Λ
Z[T ∗λX ].
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For a more concrete description of Aξ(F), see for example [13, §2].
3.3. Basic properties of the characteristic cycle:
i) The characteristic cycle factors through the Grothendieck group ofDbΛ(X ; k):
given a distinguished triangle
F
′ → F → F′′
[1]
−→
then CC(F) = CC(F′) + CC(F′′). (This is immediate from the definition).
ii) Given F ∈ DbΛ(X, k) and Xλ open in the support of F then for any non-
degenerate ξ ∈ T ∗λX we have
Aξ(F) ∼= Fx[−dλ]
where dλ denotes the complex dimension of Xλ. (This may be checked
directly from the definition.) In particular, if L denotes a local system of
free k-modules onXλ and IC(Xλ;L) denotes the intersection cohomology
extension thenmλ(IC(Xλ;L)) = rkL, the rank of L.
iii) LetPΛ(X ; k) ⊂ D
b
Λ(X ; k) denote the abelian subcategory of perverse sheaves
(see [1]). Then F ∈ DbΛ(X ; k) is perverse if and only if for all λ ∈ Λ and
non-degenerate ξ ∈ T ∗λX the complex Aξ(F) is concentrated in degree 0,
see [7, Theorem 10.3.12]. Indeed, one can argue as in [3, Theorem 6.4] to
show that Aξ(F) is concentrated in degree 0 if F is perverse. The other
direction follows from the fact that if Aξ(F) = 0 for all non-degenerate
ξ ∈ T ∗λX then F = 0. In particular, for F ∈ PΛ(X ; k) we have
CC(F) ∈
⊕
λ
Z≥0[T ∗λX].
iv) The characteristic cycle operation commutes with the Riemann-Hilbert cor-
respondence. Let DX -ModΛ denote the abelian category of regular holo-
nomic DX -modules whose characteristic variety is contained in
⋃
T ∗λX .
Recall that the Riemman-Hilbert correspondence gives an equivalence of
abelian categories
RH : DX -ModΛ
∼
→ PΛ(X ;C).
Given any DX -moduleM one can define its characteristic cycle using the
theory of good filtrations. We have
CC(M) = CC(RH(M)).
This is a theorem due to Kashiwara [5, §8.2]. See the final pages of [14] for
a short proof of this fact. The basic idea is that using results of Ginzburg [2]
and [13] both sides can be seen to agree ifM is the D-module direct image
of a vector bundle with flat connection on a locally closed subvariety, and
such direct images generate the Grothendieck group of all holonomic D-
modules.
v) The characteristic cycle commutes with extension of scalars: If k ∈ {C,Fp}
and F ∈ DbΛ(X ;Z) then
CC(F) = CC(F ⊗LZ k).
This is immediate from Lemma 3.1 and the fact that the functors Aξ(−)
and (−)⊗L
Z
k commute up to natural isomorphism.
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3.4. Proof of the theorem: Fix λ ∈ Λ and a local system L of free Z-modules
on Xλ. Let IC(Xλ,L) denote the intersection cohomology complex of Xλ with
coefficients in L. We have
IC(Xλ,L)⊗Z C ∼= IC(Xλ,L⊗Z C)
Fix a prime p. In the Grothendieck group of PΛ(X,Fp) we can write
[IC(Xλ,L)⊗
L
Z Fp] =
∑
dpλ,L,µ,M[IC(Xµ;M)]
where the sum runs over all pairs µ,M where µ ∈ Λ and M is a irreducible local
system of Fp-vector spaces on Xµ. Applying CC and using i), ii) and iii) above we
are led to the inequalities
mµ(IC(Xλ,L)⊗
L
Z Fp) ≥ rkM · d
p
λ,L,µ,M.
By iv) and v) we get (with notation as in §2)
CC(IC(Xλ, EL)) = CC(IC(Xλ;L⊗Z C) =
CC(IC(Xλ,L)⊗ C)) = CC(IC(Xλ;L)⊗
L
Z Fp).
Hence
mLλµ = mµ(IC(Xλ,L)⊗
L
Z Fp)
which completes the proof.

3.5. Remarks on the real analytic case. Let X to be a real analytic manifold and
consider Dbc(X ; k) the bounded derived category of sub-analytically constructible
sheaves. In this case the characteristic cycle has been defined by Kashiwara [5, §3].
It coincides with the previous definition in the complex case.
In the real case we get an isomorphism
CC : K(X ; k)
∼
→ LX
where K(X ; k) denotes the Grothendieck group of Dbc(X ; k) and LX denotes the
group of R+-invariant, sub-analytic Lagrangian cycles on T ∗X with integral co-
efficients. (One way of seeing this is to use the fact that any stratification can be
refined to a triangulation, where monodromy no longer plays a role.)
Remark 1. Using Kashiwara’s definition it is not immediately obvious that one
obtains a cycle. However, for standard sheaves on simplices this follows by the
limit construction given in [13]. As these objects generate K(X ; k) it follows that
one obtains a cycle in general.
Consider the functors of extension of scalars:
Dbc(X,Fp)
(−)
L
⊗ZFp
←− Dbc(X,Z)
(−)⊗ZC
−→ Dbc(X,C).
They induce maps on the corresponding Grothendieck groups
K(X ;Fp)
f
← K(X ;Z)
c
→ K(X ;C)
which commute withCC. We summarize this discussion by an analogue of Lemma
3.1:
6 KARI VILONENAND GEORDIEWILLIAMSON
Lemma 3.2. f and c are isomorphisms commuting with CC and hence all the groups
K(X ;Fp),K(X ;Z), K(X ;C), and LX are canonically isomorphic.
(One can see directly that f and c are isomorphisms by again refining to a tri-
angulation.)
Finally, let us note that an alternative definition of the characteristic cycle has
been given by Kashiwara and Schapira [6, §9.4] under the assumption that k is a
field of characteristic zero. It has the disadvantage that it does not work well with
finite characteristic coefficients.
4. EXAMPLES
4.1. The flag variety of type B2: Let G be a simple complex algebraic group of
typeB2, B ⊂ G a Borel subgroup andX = G/B its flag variety. LetW be the Weyl
group of G with simple reflections s and t, corresponding to the short and long
simple roots respectively. Consider the Bruhat decompositon
X =
⊕
w∈W
BwB/B =
⊔
w∈W
Xw.
Then the Schubert varietiesXw are smooth unless w = sts. In this case
CC(IC(Xsts)) = [T ∗stsX] + [T
∗
sX].
This is the first example of a reducible characteristic variety of a Schubert variety,
and is due to Kashiwara and Tanisaki [8].
The singularity of Xsts along Xs is smoothly equivalent to a Kleinian surface
singularity of type A1. Hence one has (see [4, §2.5.3])
dpsts,s =
{
1 if p = 2,
0 otherwise.
4.2. Flag varieties of type A: Let G = SLn(C), B ⊂ G a Borel subgroup and
W = Sn be the Weyl group. As in the previous example we consider the Bruhat
decomposition
X =
⊕
w∈W
BwB/B =
⊔
w∈W
Xw.
Using the computer calculations in [17, Section 5.1] one can show there are no
decomposition numbers if n < 8. If n = 8 then one can use [17, Section 5.2]
to conclude that all decomposition numbers are zero except for 38 possible ex-
ceptions. Building of work of Braden [17, Appendix A] the second author has
performed computer calculations to verify that IC(Xw;Z) ⊗
L
Z
F2 is not simple in
these remaining 38 cases. Our main theorem now implies that all of these Schubert
varieties have reducible characteristic variety.
One of these 38 Schubert varieties (the Schubert variety corresponding to the
permutation 62845173) has a singularity smoothly equivalent to a singularity in
a quiver variety of type A5. This singularity was used by Kashiwara and Saito
[6, Theorem 7.2.1] to provide a counterexample to a conjecture of Kazhdan and
Lusztig on the irreducibility of characteristic varieties in type A quiver varieties
and Schubert varieties. The second author [16] has recently noticed that this ex-
ample also gives a counterexample to the Kleshchev-Ram conjecture [10].
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