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98 Conjecture de Globevnik-Stout et the´ore`me de
Morera pour une chaˆıne holomorphe
Tien-Cuong Dinh∗
Re´sume´. Soient D ⊂⊂ Cn une varie´te´ complexe de dimension p ≥ 2 a` bord C2
dans Cn, f une fonction C1 sur bD et V une famille suffisamment grande et
ge´ne´rique de (n−p+1)-plans complexes. Supposons que pour ν ∈ V , aucune
composante connexe de bD ∩ Cn−p+1ν n’est presque re´elle analytique et que
f se prolonge holomorphiquement dans D ∩Cn−p+1ν . Alors f se prolonge en
une fonction holomorphe dans D. Dans un cas particulier, ce re´sultat donne
une re´ponse partielle a` une conjecture de Globevnik-Stout. En ge´ne´ralisant
le the´ore`me de Harvey-Lawson, nous de´montrons un the´ore`me du type de
Morera pour le proble`me du bord dans Cn qui re´pond a` un proble`me de
Dolbeault-Henkin.
Abstract. Let D ⊂⊂ Cn be a complex manifold of dimension p ≥ 2 with C2
boundary in Cn. Let f be a C1 function on bD and V a generic and large
enough family of complex (n − p + 1)-planes. Let suppose that for ν ∈ V ,
no connected component of bD ∩Cn−p+1ν is ”almost” real analytic and that
f extends holomorphically in D ∩Cn−p+1ν . Then f extend as a holomorphic
function in D. In a special case, this result gives a partial answer to a con-
jecture of Globevnik-Stout. By generalizing the theorem of Harvey-Lawson,
we prove a Morera type theorem for the boundary problem in Cn which
answer to a problem asked by Dolbeault and Henkin.
1 Introduction
Soit Γ une hypersurface re´elle d’une varie´te´ complexe X de dimension n. Une
fonction f localement inte´grable sur Γ est appele´e fonction CR si pour toute
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(n, n− 2)-forme ψ de classe C∞ a` support compact dans U , on a
∫
Γ f∂ψ = 0,
ou` Γ posse`de l’orientation induite par celle de X . Si f ∈ C1, cette condition
est e´quivalente a` condition
Lf(z) = 0 pour tout vecteur tangent holomorphe
complexe L ∈ C⊗R Tan C(Γ, z) (1)
pour tout z ∈ Γ, ou` Tan C(Γ, z) est le sous-espace tangent complexe maxi-
male de l’espace tangent de Γ en z.
D’apre`s le the´ore`me de Bochner, toute fonction continue, CR sur le bord
lisse d’un domaine simplement connexe D de Cn avec n ≥ 2 se prolonge con-
tinuˆment en une fonction holomorphe de D. En ge´ne´ralisation ce the´ore`me,
Harvey et Lawson ont de´montre´ que toute varie´te´ compacte Γ de classe C1 a`
singularite´ ne´gligeable, de dimension 2p− 1, oriente´e et maximalement com-
plexe (c.-a`-d. le plan tangent de Γ en tout point contient un Cp−1) dans Cn
borde une varie´te´ complexe D (ou une p-chaˆıne holomorphe si Γ n’est pas
irre´ductible) pour tout p ≥ 2. Si Γ est de classe Ck avec k ≥ 1, D est Ck
en tout point du bord sauf sur un compact de volume (2p− 1)-dimensionnel
nul [8, 9]. On en de´duit que toute fonction f CR, de classe C1 sur bD se
prolonge en une fonction holomorphe, borne´e dans D \ SingD. En effet, le
graphe de f est maximalement complexe, elle borde le graphe d’une fonction
holomorphe sur D \ SingD.
Dans cet article, nous allons e´tudier le proble`me d’extension holomorphe de
fonctions sans hypothe`se “f est CR” et e´galement le proble`me du bord sans
hypothe`se “Γ est maximalement complexe”.
Soient D un domaine borne´ a` bord C2 dans Cn et f une fonction continue
sur bD. D’apre`s Agranovski-Semenov, Valski, Rudin, Stout, si f se prolonge
holomorphiquement dans D ∩ Cν pour H
4(n−1)-presque toute droite com-
plexe Cν , alors elle se prolonge holomorphiquement dans D [1, 12, 14]. Plus
ge´ne´ralement, Globevnik et Stout ont de´montre´ que si sur bD∩Cν , la fonction
f ve´rifie la condition de moment faible, qui s’appelle condition de Morera (c.-
a`-d.
∫
bD∩Cnu fdz1 = 0) pour H
4(n−1)-presque tout ν, alors elle est CR et elle
se prolonge holomorphiquement dans D si bD est connexe [7]. Ce the´ore`me
reste valable si on conside`re uniquement les droites dont la direction appar-
tient a` un ouvert non vide de G(1, n). Dans la de´monstration, Globevnik et
Stout ont conside´re´ les fonctions dont les lignes de niveaux sont les hyper-
plans complexes paralle`les. L’espace engendre´ par telles fonctions est dense
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dans C∞. Cette proprie´te´ re´duit le proble`me a` une ve´rification de l’e´galite´∫
Γ f∂ψ = 0 pour ψ = Adz1 ∧ . . .∧ dzn ∧ dz1 ∧ . . .∧ d̂zi ∧ . . .∧ d̂zj ∧ . . .∧ dzn,
ou` A est une fonction dont les lignes de niveaux sont des hyperplans com-
plexes paralle`les. Finalement, cette e´galite´ est un corollaire du the´ore`me de
Fubini et de la condition de Morera. Globevnik et Stout ont conjecture´ que
si D est convexe, Ω ⊂⊂ D est un sous-domaine convexe et si f se prolonge
holomorphiquement dans D ∩ Cν pour toute droite tangente a` bΩ, alors f
se prolonge holomorphiquement dans D. Notre premier re´sultat donne une
re´ponse partielle a` cette conjecture.
Soient Y un compact (n−p+1)-line´airement convexe de CPn (c.-a`.-d. CPn\Y
est la re´union d’une famille continue de (n− p+ 1)-plans projectifs), D une
varie´te´ a` bord C2 dans Cn \Y , borne´e dans Cn, f une fonction C1 de´finie sur
bD et V ⊂ G(n− p+2, n+ 1) une famille de (n− p+1)-plans complexes de
Cn \Y qui coupent bD transversalement. Supposons que pour tout ν ∈ V , f
se prolonge holomorphiquement dans D ∩ Cn−p+1ν et qu’aucune composante
connexe de bD∩Cn−p+1ν n’est presque re´elle analytique (c.-a`-d. Cν ∩ bD n’est
pas re´elle analytique dehors d’un compact de longueur H1 nulle). Nous al-
lons de´montrer que si V est suffisament grande et ge´ne´rique (par exemple une
varie´te´ de codimension re´elle 1 telle que
⋃
V C
n−p+1
ν recouvre bD) alors f se
prolonge holomorphiquement dans D\SingD. Ce the´ore`me n’est plus valable
si l’on supprime la condition “aucune composante connexe de bD ∩ Cn−p+1ν
n’est presque re´elle analytique”. Nos contre-exemples sont donne´s au cas ou`
bD est Levi plat et Y n’est pas un compact de Cn. L’ide´e de la de´monstration
(par exemple pour n = p = 2, D convexe et V une hypersurface re´elle de
G(2, 3)) est la suivante. On conside`re ν = (ζ, η) ∈ V un point ge´ne´rique,
Cν = {z2 = ζ+ηz1} et H le plan tangent de V en ν. Supposons, par exemple,
que H⊗RC est engendre´ par ∂/∂ζ+∂/∂ζ , ∂/∂η et ∂/∂η. Par hypothe`se, les
de´rive´es de R(fPdz1) =
∫
bD∩Cν
fPdz1 par les vecteurs pre´ce´dents sont nulles
en ν pour tout polynoˆme P en z. D’autre part,
∂R(fPdz1)
∂η
=
∂R(fz1Pdz1)
∂ζ
∂R(fPdz1)
∂ζ
=
∫
bD∩Cν
∂f
∂z2
∂z2
∂ζ
Pdz1
∂R(fPdz1)
∂η
=
∫
bD∩Cν
∂f
∂z2
∂z2
∂ζ
z1Pdz1
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Ces e´galite´s sont induites par le lemme de Darboux [10] dans le cas ou` bD
est, au voisinage de bD ∩ Cν , feuille´te´ par les droites complexes. Pour le
cas ge´ne´ral, nous approximerons bD par ses droites complexes tangentes en
bD ∩ Cν . Nous de´duisons des e´galite´s pre´ce´dentes, applique´es pour P ou
pour P := z1P , que
∂f
∂z1
∂z2
∂ζ
z1 et
∂f
∂z1
∂z2
∂ζ
z1 ve´rifient la condition des moments.
Par conse´quent, elles se prolongent holomorphiquement dans D ∩ Cν . Si
bD∩Cν n’est pas presque re´elle analytique, la fonction z1 ne se prolonge pas
me´romorphiquement dans D∩Cν . Les deux fonctions pre´ce´dentes sont donc
nulles. D’ou` f ve´rifie (1) sur bD ∩ Cν .
Un ferme´ K d’une varie´te´ X est appele´ k-ge´ome´triquement rectifiable s’il est
localement (Hk, k)-rectifiable et s’il admet un k-plan tangent re´el ge´ome´trique
en tout point sauf sur un ensemble de mesure de Hausdorff k-dimensionnelle
Hk nulle. Cette notion permet de ge´ne´raliser le the´ore`me de Harvey-Lawson
pour tout courant rectifiable, ferme´, maximalement complexe et a` support
compact ge´ome´triquement (2p− 1)-rectifiable dans Cn [2].
Soit Γ un courant rectifiable, ferme´, de dimension 2p− 1 et a` support com-
pact ge´ome´triquement (2p − 1)-rectifiable tel que le courant d’intersection
Γ ∩Cn−p+1ν ve´rifie la condition de Morera ((Γ ∩C
n−p+1
ν , zidzj) = 0 pour tous
i, j) pour tout ν ∈ G(n− p+2, n+1) ge´ne´rique. Alors Γ borde une p-chaˆıne
holomorphe au sens des courants. Ce the´ore`me donne la re´ponse positive a` un
proble`me de Dolbeault-Henkin [5, proble`me II] et ge´ne´ralise les re´sultats de
d’Agranovski-Semenov, Rudin, Valski, Stout, Globevnik [14, 7]. Il ge´ne´ralise
e´galement le the´ore`me de Harvey-Lawson. En effet, graˆce a` la formule de
Cauchy, on peut montrer que si Γ est maximalement complexe, Γ ∩ Cn−p+1ν
ve´rifie la condition des moments pour un sous-espace Cn−p+1ν ge´ne´rique de C
n.
La solution locale du proble`me du bord au voisinage d’un point de convexite´
(Lewy) permet de recoller les solutions du proble`me du bord sur les tranches
Cn−p+1ν en une p-chaˆıne holomorphe. Dans la de´monstration du the´ore`me de
Morera, nous utilisons l’ide´e de Globevnik-Stout sur la densite´ d’un certain
sous-espace de fonctions C∞ de Cn.
Nous de´montrons e´galement un the´ore`me analogue a` la conjecture de
Globevnik-Stout pour le proble`me du bord dans Cn.
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2 Proble`me d’extension holomorphe
Soient D un domaine de Jordan a` bord rectifiable de C et f une fonction
continue sur bD. Alors f se prolonge continuˆment en une fonction holomor-
phe dans D si et seulement si f ve´rifie la condition des moments, c.-a`-d.∫
bD fϕ = 0 pour toute (1, 0)-forme polynomiale ϕ sur C. Plus ge´ne´ralement,
soient D une surface de Riemann polynomialement convexe de Cn a` bord
ge´ome´triquement 1-rectifiable et f ∈ C0(bD) ve´rifiant la condition des mo-
ments dans Cn, c.-a`-d. (d[D], fϕ) = 0 pour toute (1, 0)-forme polynomiale ϕ
dans Cn, ou` [D] est le courant de bidimension (1, 1) de´fini par l’inte´gration
sur D. Alors f se prolonge en une fonction holomorphe dans D au sens faible
des courants. Ceci est un corollaire d’un re´sultat de [3] sur l’extension des
mesures orthogonales en (1, 0)-forme holomorphe (applique´ aux mesures fϕ
supporte´es par bD). Ce re´sultat de [3] ge´ne´ralise des re´sultats de Wermer et
de Henkin, qui sont valables au cas d’une courbe re´elle analytique [15] ou C2
par morceaux [10].
De´finition 1 ([10]) Une fonction (ou une (1, 0)-forme) me´romorphe f sur D
est appele´e holomorphe si le courant d’inte´gration f ∧ [D] est ∂ ferme´ dans
Cn \ bD. Si D est lisse, cette de´finition donne les fonctions et les formes
holomorphes habituelles.
Soit γ ⊂ Cn une courbe re´elle, ferme´e, de classe C2 bordant une surface
de Riemann S ′ (e´ventuellement singulie`re et re´ductible). Alors l’enveloppe
polynomiale γ̂ de γ est la re´union de γ avec une surface de Riemann S
contenant la surface pre´ce´dente [13]. On note Sj avec j ∈ J les surfaces
de Riemann irre´ductibles de S. On appelle γj la courbe ferme´e minimale
de γ telle que γ̂j ⊃ Sj. D’apre`s le the´ore`me d’unicite´, la surface S est lisse
jusqu’au bord sauf sur un ensemble de´nombrable de singularite´ de S et sur
un compact de mesure H1 nulle (e´ventuellement vide) de γ. Toute mesure
orthogonale µ = hdzm se prolonge en une (1, 0)-forme holomorphe ϕdzm dans
S au sens faible des courants. De plus, si γj 6⊂ bSj′ pour tout j
′ 6= j, alors
pour H1-presque tout point x ∈ γj la fonction ϕ(z) tend vers h(x) quand z
tend vers x le long des arcs non tangentiels a` γj [3]. Si h est une fonction
continue, il existe un compact K ⊂ γj de longueur ze´ro (H
1(K) = 0) tel
que le prolongement de h soit continu en tout point de γj \K. On note Kj
l’anneau des fonctions h continues sur γj telles que h|γj\Kh se prolonge en
une fonction me´romorphe sur Sj, continue en tout point de γj \Kh pour un
certain compact Kh ⊂ γj de longueur 0. En particulier, dans un voisinage de
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γj \Kh l’extension de h n’a pas de poˆle. La courbe γ est appele´e ge´ne´rique
si pour tout j ∈ J les fonctions zm sont Kj-alge´briquements inde´pendantes
sur γj, c.-a`-d. pour tout polynoˆme P de Kj [x1, x2, . . . , xn], on a P (z)|γj 6≡ 0.
En particulier, si γ est ge´ne´rique, elle n’est incluse dans aucune hypersurface
alge´brique de Cn et l’application naturelle de l’anneau des polynoˆmes P dans
Kj est injective.
On note G(q + 1, n + 1) la grassmannienne qui parame`tre l’ensemble des q-
plans projectifs de CPn. On a dimG(q+1, n+1) = (q+1)(n−q). L’ensemble
G∗(q+1, n+1) des q-plans affines de Cn sera conside´re´ comme un ouvert de
Zariski de G(q+1, n+1). Soit Y ⊂ CPn un compact q-line´airement convexe.
On pose G∗Y (q+1, n+1) = {ν ∈ G
∗(q+1, n+1) : Cqν ∩Y = ∅}. Soit D une
varie´te´ complexe a` bord C2 de dimension p ≥ 2 dans Cn \Y , borne´e dans Cn,
c.-a`-d. D est un sous-ensemble analytique de dimension pure p de Cn\bD∪Y .
Alors bD admet une orientation induite par celle de D ainsi que bD ∩ Cqν si
cette intersection est transversale. On note GD(q+1, n+1) le sous-ensemble
de G∗Y (q+1, n+1) des q-plans qui coupent bD transversalement. D’apre`s le
the´ore`me de Sard, cet ensemble est un ouvert dense de G∗Y (q + 1, n + 1) et
son comple´mentaire est de volume 0.
The´ore`me 1 Soient Y un compact (n−p+1)-line´airement convexe de CPn,
D une varie´te´ de dimension p ≥ 2 de Cn \ Y , borne´ dans Cn, a` bord C2 et
f une fonction C1 de´finie sur bD. Soit V ⊂ GD(n − p + 2, n + 1) tel que
bD ∩
⋃
ν∈V1 Cν soit dense dans bD, ou` V1 est l’ensemble de ν ∈ V ve´rifiant
1. Le coˆne tangent de V en ν contient 2(p − 1)(n − p + 2) − 1 vecteurs
re´els inde´pendants.
2. Aucune composante connexe de Cn−p+1ν ∩ bD n’est presque re´elle ana-
lytique.
Supposons que f se prolonge continuˆment en une fonction holomorphe dans
D∩Cn−p+1ν pour tout ν ∈ V . Alors f se prolonge continuˆment en une fonction
holomorphe dans D \ SingD, localement borne´e dans D \ Y .
Remarque Dans le cas ge´ne´ral (Y n’est pas un compact de Cn) la condition
2 n’est pas supprimable (voir les exemples 1 et 2).
Soient ν0 un point de G
∗(n − p + 2, n + 1), U un voisinage de Cn−p+1ν0 , B ⊂
U une sous-varie´te´ re´elle, oriente´e, maximalement complexe de dimension
6
2p − 1, borne´e dans Cn, a` bord C2, f une fonction C1 sur B et ϕ une 1-
forme de´finie sur B. Supposons que Cn−p+1ν coupe B transversalement. On
appelle (en ge´ne´ralisation la transformation d’Abel-Radon de´finie dans [10])
la transformation d’Abel-Radon de [B] ∧ fϕ l’inte´grale
∫
B∩Cn−p+1ν
fϕ. Cette
inte´grale de´finit une fonction au voisinage de ν0, continue si f est continue
et de classe C1 si f l’est.
Proposition 1 Supposons que γ = Cn−p+1ν0 ∩ B borde une surface de Rie-
mann S ′. Supposons que pour toute (1, 0)-forme polynomiale ϕ de Cn, la
de´rive´e de la transformation d’Abel-Radon R(fϕ) par rapport a` ν s’annulle en
ν0 sur un u-plan re´el ge´ne´rique H ⊂ Tan (G
∗(n−p+2, n+1), ν0) inde´pendant
de ϕ avec u ≥ (p − 1)(n − p + 2) + 1. L’une des conditions suivantes sera
satisfaite
1. Lf(z) = 0 pour tout z ∈ γ et pour tout vecteur tangent complexe
holomorphe L ∈ C⊗R Tan C(B, z).
2. Il existe une courbe γj avec j ∈ J telle que les conjuge´es des coordonne´es
de Cn−p+1ν0 sont Kj-alge´briquement de´pendantes.
Remarque Les courbes γj et les anneauxKj sont de´finis au dessus. La notion
de u-plan ge´ne´rique sera de´finie plus tard. Si u = 2(p− 1)(n− p+ 2)− 1 ou
2(p− 1)(n− p+2), tout u-plan est ge´ne´rique dans ce sens (voir le lemme 2).
Preuve. Dans un ouvert C(p−1)(n−p+2) de Zariski de G(n − p + 2, n + 1), on
peut identifier ν a` une matrice (ζ, η) de taille (p− 1)× (n− p+ 2), ou`
ζ =

ζn−p+2
ζn−p+3
...
ζn
 et η =

η1n−p+2 η
2
n−p+2 · · · η
n−p+1
n−p+2
η1n−p+3 η
2
n−p+3 · · · η
n−p+1
n−p+3
...
...
. . .
...
η1n η
2
n · · · η
n−p+1
n

et le (n − p + 1)-plan complexe Cn−p+1ν est de´fini par les (p − 1) e´quations
suivantes
zm = ζm + η
1
mz1 + η
2
mz2 + · · ·+ η
n−p+1
m zn−p+1
pour m = n− p + 2, . . . , n (2)
Conside´rons le cas ou` B est une re´union de (p− 1)-plans complexes, c.-a`-d.
B =
⋃
a∈ΥC
p−1
a , ou` Υ est une courbe re´elle, oriente´e, ferme´e (e´ventuellement
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re´ductible) de G∗(p, n + 1). Sans perdre en ge´ne´ralite´, on suppose que pour
tout a ∈ Υ, z′′ := (zn−p+2, zn−p+3, . . . , zn) est un syste`me des coordonne´es de
Cp−1a et z
′ := (z1, z2, . . . , zn−p+1) est un syste`me des coordonne´es de C
n−p+1
ν0
.
Dans ce cas, on peut e´crire la fonction f sous la forme d’une fonction g(a, z′′)
a` variables a et z′′. Pour tout a ∈ Υ et tout ν pre`s de ν0, on note Z :=
(Z1, Z2, . . . , Zn) les coordonne´es de point d’intersection de C
p−1
a et de C
n−p+1
ν ,
qui de´pendent de a et de ν.
Les e´quations (2) impliquent
∂Zm
∂ηkq
= Zk
∂Zm
∂ζq
(3)
pour tous k = 1, 2, . . . , n−p+1, q = n−p+2, . . . , n etm = 1, . . . , n. En effet,
par exemple pour q = n, k = 1, si on fixe a, ζs pour tout s = n−p+2, . . . , n−1
et ηrs pour tout (r, s) 6= (1, n), alors tout Zi s’e´crit en fonction affine de Zn. Il
suffit donc de prouver l’e´galite´ pre´ce´dente pourm = n. On e´crit Z1 = αZn+β
et η2nZ2 + · · ·+ η
n−p+1
n Zn−p+1 = ωZn + θ. On a
Zn = ζn + η
1
n(αZn + β) + ωZn + θ.
D’ou`
Zn =
ζn + η
1
nβ + θ
1− η1α− ω
et Z1 =
αζn + αθ + β − βω
1− η1α− ω
∂Zn
∂η1n
=
αζn + αθ + β − βω
(1− η1α− ω)2
= Z1
∂Zn
∂ζn
.
Les e´galite´s (3) se trouvent e´galement dans [10, lemme de Darboux]. Elles
nous donnent aussi
∂Zm
∂ηkq
= Zk
∂Zm
∂ζq
(4)
Dans les formules suivantes, les zk peuvent eˆtre confondus avec leurs transfor-
mations d’Abel-Radon Zk. D’apre`s (3), (4), nous avons pour tout polynoˆme
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P en z′ et pour tout s, k = 1, 2, . . . , n− p+ 1
∂R(gPdzs)
∂ηkm
=
n∑
q=n−p+2
{∫
Υ
∂g
∂zq
∂Zq
∂ηkm
PdZs +
∫
Υ
g
∂P
∂zq
∂Zq
∂ηkm
dZs
}
+
+
∫
Υ
gPd
∂Zs
∂ηkm
=
n∑
q=n−p+2
{∫
Υ
∂g
∂zq
∂Zq
∂ζm
PZkdZs +
∫
Υ
g
∂P
∂zq
∂Zq
∂ζm
ZkdZs
}
+
+
∫
Υ
gPdZk
∂Zs
∂ζm
=
n∑
q=n−p+2
{∫
Υ
∂g
∂zq
∂Zq
∂ζm
PZkdZs +
∫
Υ
g
∂P
∂zq
∂Zq
∂ζm
ZkdZs
}
+
+
∫
Υ
gPZkd
∂Zs
∂ζm
+
∫
Υ
gP
∂Zs
∂ζm
dZk
=
n∑
q=n−p+2
{∫
Υ
∂g
∂zq
∂Zq
∂ζm
PZkdZs +
∫
Υ
g
∂P
∂zq
∂Zq
∂ζm
ZkdZs
}
+
+
∫
Υ
gPZkd
∂Zs
∂ζm
+
∫
Υ
gP
∂Zk
∂ζm
dZs −
−
∫
Υ
gP
∂Zk
∂ζm
dZs +
∫
Υ
gP
∂Zs
∂ζm
dZk
=
∂R(gPzkdzs)
∂ζm
−
∫
Υ
gP
∂Zk
∂ζm
dZs +
∫
Υ
gP
∂Zs
∂ζm
dZk
=
∂R(gPzkdzs)
∂ζm
+
∫
Υ
gP
{
−
∂Zk
∂ζm
dZs +
∂Zs
∂ζm
dZk
}
(5)
et
∂R(gPdzs)
∂ζm
=
∫
Υ
n∑
q=n−p+2
∂g
∂zq
∂Zq
∂ζm
PdZs (6)
∂R(gPdzs)
∂ηkm
=
∫
Υ
n∑
q=n−p+2
∂g
∂zq
∂Zq
∂ζm
PZkdZs (7)
En utilisant le changement des coordonne´es (z′, z′′) 7−→ (z′ − z′′ − ν0(1, z
′)),
on se rame`ne au cas ou` ν0 = 0.
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Soient Lλ les vecteurs C-inde´pentdants de C⊗RH pour λ = 1, 2, . . . u. Alors
il existe des matrices complexes
bλ =

bn−p+2,λ
...
bn,λ
 cλ =

c1n−p+2,λ c
2
n−p+2,λ · · · c
n−p+1
n−p+2,λ
...
...
. . .
...
c1n,λ c
2
n,λ · · · c
n−p+1
n,λ

dλ =

dn−p+2,λ
...
dn,λ
 eλ =

e1n−p+2,λ e
2
n−p+2,λ · · · e
n−p+1
n−p+2,λ
...
...
. . .
...
e1n,λ e
2
n,λ · · · e
n−p+1
n,λ

telles que
Lλ =
n∑
m=n−p+2
bm,λ
∂
∂ζm
+
n−p+1∑
k=1
n∑
m=n−p+2
ckm,λ
∂
∂ηkm
+
+
n∑
m=n−p+2
dm,λ
∂
∂ζm
+
n−p+1∑
k=1
n∑
m=n−p+2
ekm,λ
∂
∂ηkm
. (8)
Posons
Qm,λ = bm,λ +
n−p+1∑
k=1
ckm,λzk
Km,λ = dm,λ +
n−p+1∑
k=1
ekm,λzk.
Nous avons donc
LλR(gPdzs) =
n∑
m=n−p+2
∂R(gPQm,λdzs)
∂ζm
+
+
n∑
m=n−p+2
n−p+1∑
k=1
k 6=s
ckm,λ
∫
Υ
gP
{
−
∂Zk
∂ζm
dZs +
∂Zs
∂ζm
dZk
}
+
+
n∑
m=n−p+2
∫
Υ
n∑
q=n−p+2
∂g
∂zq
∂Zq
∂ζm
PKm,λdZs (9)
Supposons que la condition 1 de la proposition 1 n’est pas satisfaisante. On
appelle J ′ ⊂ J l’ensemble de tout j′ ∈ J tel que la condition 1 est valable
pour z ∈ γj′. Soit j ∈ J tel que γj n’est pas incluse dans bSj′′ pour tout
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j′′ 6∈ J ′ ∪ {j}. Supposons que γj ne ve´rifie pas la condition 2.
Posons
Q = (Qn−p+2,λ, . . . , Qn,λ)
u′
λ=1
Q′ = (Qn−p+2,λ, . . . , Qn,λ)
p−1
λ=1
Q′′ = (Qn−p+2,λ, . . . , Qn,λ)
u′
λ=p
K = (Kn−p+2,λ, . . . , Kn,λ)
u′
λ=1
K ′ = (Kn−p+2,λ, . . . , Kn,λ)
p−1
λ=1
K ′′ = (Kn−p+2,λ, . . . , Kn,λ)
u′
λ=p
ou` u′ = u− (p− 1)(n− p) ≥ 2p− 1.
On prend s = 1. On choisit les Lλ tels que c
k
m,λ = 0 pour tout k 6= 1 et tout
λ = 1, . . . , u′. En plus, on peut choisir les Lλ tels que rangQ
′ = p−1 (c.-a`-d.
son de´terminant est un polynoˆme non nul).
On pose
T = (− detQ′.Q′′ ×Q′
−1
, detQ′.Iu′−p+1)
ou` Iu′−p+1 est la matrice d’identite´ d’ordre u
′ − p + 1. Alors T est de taille
(u′ − p+ 1)× u′ a` coefficients dans P. On a T ×Q = 0.
De´finition 2 H est un u-plan ge´ne´rique s’il existe un syste`me des coor-
donne´es z′, un choix des vecteurs Lλ et une matrice N forme´e par p lignes de
T ×K tels que le de´terminant de la matrice (N,W ) est non nul pour toute
p× 1-matrice non nulle W a` coefficients dans P.
Lemme 1 1. L’ensemble des u-plans ge´ne´riques passant par 0 est un ouvert
de Zariski, non vide de la grassmannienne re´elle GR(u,R
2(p−1)(n−p+2)), qui
parame`tre les u-plans passant par 0.
2. Si H est ge´ne´rique le de´terminant de (N,W ) est non nul pour toute p×1-
matrice non nulle W a` coefficients dans Kj.
Preuve. 1. Soit H un u-plan non ge´ne´rique. Les coefficients de la matrice
T ×K sont des polynoˆmes de de´gre´s 1 de z′ a` coefficients dans P. Soit N
une matrice forme´e par p-lignes de T ×K.
Posons N (i) la sous-matrice de N obtenue par suppression de la i-ie`me ligne.
Le de´terminant de N (m) s’e´crit sous la forme
detN (i) =
∑
m=(m1,... ,mn−p+1)∈N
n−p+1
m1+...+mn−p+1≤p−1
σm,i.z
m1
1 . . . z
mn−p+1
n−p+1
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ou` σm,i ∈ P.
Alors la matrice Σ forme´e par les σm,i est de rang ≤ p− 1. Ceci implique le
de´terminant de tout p× p-sous-matrice de cette matrice Σ est un polynoˆme
nul. Le u-plan H est non ge´ne´rique si cette condition est ve´rifie´e pour
toute N . Par conse´quent, l’ensemble des u-plans ge´ne´riques est un ouvert de
Zariski.
Cet ouvert est non vide car, par exemple, si H contient le plan engendre´ par
les vecteurs
1. L1 =
∂
∂ζn−p+2
2. Lp =
∂
∂ζn−p+2
3. Lm−n+p−1 =
∂
∂ζm
+
∂
∂ζm
pour m = n− p+ 3, . . . , n
4. Lm−n+2p−1 =
∂
∂ηm
+
∂
∂ηm
+
∂
∂ηm+1
−
∂
∂ηm+1
pour m = n−p+2, . . . , n−1
5. L2p−1 =
∂
∂ηn
+
∂
∂ηn
Pour ces vecteurs on obtient
N =

1 0 0 . . . 0 0
z1 −z1 − z1 0 . . . 0 0
0 z1 − z1 −z1 − z1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . −z1 − z1 0
0 0 0 . . . z1 − z1 −z1 − z1
0 0 0 . . . 0 z1 − z1

Soit W =t (W1, . . .Wp) une p × 1-matrice a` coefficients dans P. Supposons
que det(N,W ) = 0. Alors
(−1)pW1z1(z1 − z1)
p−2 +
p∑
i=2
(−1)p−i+1Wi(z1 − z1)
p−i(−z1 − z1)
i−2 = 0.
Comme Wi ∈ P, ils sont tous nuls.
2. Comme dans 1.,W est de´termine´e comme un vecteur propre d’une certaine
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matrice a` coefficients dans P. D’autre part, P s’injecte dans l’anneau inte`gre
Kj. Donc cette matrice n’a pas de vecteur propre non nul a` coefficients dans
P si et seulement si elle n’a pas de vecteur propre non nul a` coefficients dans
Kj. D’ou` 2.

Supposons que H est ge´ne´rique. Supposons que la matrice N forme´e par les
p premie`res lignes de T ×K ve´rifie la de´finition 2. Remplac¸ant P par PTi,λ
dans (9) et prenant la somme en λ = 1, . . . , 2p− 1, nous obtenons
n∑
m=n−p+2
∫
Υ
n∑
q=n−p+2
∂g
∂zq
∂Zq
∂ζm
P (T ×K)i,mdz1 = 0 (10)
car les de´rive´es LλR(gPdz1) = 0 par hypothe`se. Ceci montre que
Wi :=
n∑
m=n−p+2
 n∑
q=n−p+2
∂g
∂zq
∂Zq
∂ζm
 (T ×K)i,m (11)
appartient a` Kj pour tout i = 1, . . . , u
′ car son produit avec dz1 est une
mesure orthogonale. Comme z′′ est un syste`me des coordonne´es de Cp−1a
pour tout a ∈ Υ, le de´terminant de la matrice(
∂Zq
∂ζm
)n
q,m=n−p+2
est non nul. Par conse´quent, W 6= 0 car, d’apre`s la de´finition 2, rangN =
p−1. D’autre part, le de´terminant de (N,W ) est un polynoˆme non nul en z′
a` coefficient dans Kj. Par le the´ore`me d’unicite´, on sait que toute fonction
de Kj s’annullant sur un sous-ensemble de longueur positive de γj est nulle.
Par conse´quent, det(N,W ) est de de´gre´ ≥ 1. Ce polynoˆme doit s’annuller
sur γj pour que (11) admette une solution non nulle pour z ∈ γj. C’est une
contradiction.
Pour le cas ou` B n’est pas une re´union de (p − 1)-plans, on conside`re B′
la re´union de (p − 1)-plans complexes tangentes a` B en z ∈ γ. Les calculs
pre´ce´dents sont encore valides car ils ne concernent que des de´rive´es d’ordre
1, de plus, B et B′ se co¨ıncident en γ a` l’ordre 1.

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De´finition 3 Un sous-ensemble V ⊂ GD(n− p+2, n+1) est appele´ (D, u)-
gros si la re´union
⋃
ν∈V ′ C
n−p+1
ν ∩ bD est dense dans bD, ou` V
′ est l’ensemble
des e´le´ments ν ∈ V tels que le coˆne tangent de V en ν contienne au moins u
vecteurs re´ellement inde´pendants.
Cet ensemble V est appele´ (D, u)-ge´ne´rique si il est (D, u)-gros avec u ≥
(p − 1)(n − p + 2) + 1 et
⋃
ν∈V ′′ C
n−p+1
ν ∩ bD est dense dans bD, ou` V ′′ est
l’ensemble des e´le´ments ν ∈ V ′ ve´rifiant les conditions suivantes:
1. Le plan re´el engendre´ par les vecteurs tangents a` V en ν est ge´ne´rique.
2. bD ∩ Cn−p+1ν est ge´ne´rique dans C
n−p+1
ν .
The´ore`me 2 Soient Y un compact (n−p+1)-line´airement convexe de CPn
et D une varie´te´ complexe (e´ventuellement re´ductible et singulie`re) de dimen-
sion p ≥ 2, a` bord C2 dans Cn \ Y et borne´e dans Cn. Soient f une fonction
C1 sur bD et V un ensemble (D, u)-ge´ne´rique de GD(n − p + 2, n + 1) avec
u ≥ (p− 1)(n− p+ 2) + 1. Supposons que pour tout ν ∈ V , la fonction f se
prolonge continuˆment en une fonction holomorphe de D∩Cn−p+1ν . Alors f est
CR. Par conse´quent, f se prolonge continuˆment en une fonction holomorphe
dans D \ SingD, localement borne´e dans D \ Y .
Remarque Si dans la de´finition des ensembles (D, u)-ge´ne´riques on supprime
la condition 1, le the´ore`me 2 n’est plus valable (voir l’exemple 3). Si u = 2v
et V une varie´te´ complexe de dimension v de G(n − p + 2, n + 1), alors il
suffit que v ≥ p a` la condition que cet ensemble V soit ge´ne´rique dans un
sens analogue que celui de la de´finition 3.
Preuve. D’apre`s la proposition 1, la fonction f ve´rifie la condition (1) sur
un ensemble dense de bD. Par continuite´, (1) est satisfaisante partout sur
bD. La fonction f est donc CR. D’apre`s le the´ore`me de Dolbeault-Henkin
ge´ne´ralise´ [4, the´re`me 1] applique´ pour le graphe de f , la proprie´te´ “1-
extension” de f pour une grande famille de (n − p + 1)-plans implique que
le graphe de f borde une varie´te´ complexe qui contient les graphes des pro-
longements de f sur les tranches Cn−p+1ν . Cette varie´te´ est le graphe d’un
prolongement de f sur D \SingD en fonction holomorphe localement borne´e
dans D \ Y .

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Lemme 2 Tout hyperplan re´el H de C(p−1)(n−p+2) passant par 0 (c.-a`-d.
pour u = 2(p− 1)(n− p+ 2)− 1) est ge´ne´rique.
Preuve. On remarque que H coupe tout sous-espace de C(p−1)(n−p+2) en un
sous-espace de codimension re´el ≤ 1. Par conse´quent, pour un syste`me des
coordonne´es ge´ne´rique, on peut choisir les vecteurs Lλ inde´pendants ve´rifiant
1. Pour tout λ ≤ 4p− 5, pour tout k 6= 1, pour tout m, ckm,λ = e
k
m,λ = 0.
2. Pour tout λ ≤ p− 2, pour tout m, c1m,λ = 0.
3. Pour tout λ ≤ 2p− 3, pour tout m et tout k, dλ = e
1
m,λ = 0.
4. Pour tout p−1 ≤ λ ≤ 2p−3, pour toutm 6= λ+n−2p, bm,λ = c
1
m,λ = 0.
5. Pour tout p− 1 ≤ λ ≤ 2p− 3, c1λ+n−2p,λ = 1.
6. Pour 2p − 2 ≤ λ ≤ 4p − 6, pour tout m, k, bm,λ = c
1
m,λ = 0, dm,λ =
bm,λ−2p+3 et e
k
m,λ = e
k
m,λ−2p+3.
7. Pour tout m, c1m,4p−5 = e
1
m,4p−5 = 0.
8. Le de´terminant de Q′ est un polynoˆme non nul F de de´gre´ ≤ 1 en z1.
9. bm,4p−5 = dm,4p−5 6= 0 pour tout m.
Les (4p− 6) premiers vecteurs forment une base de l’espace C⊗R H
′, ou` H ′
est le sous-espace complexe maximal de H ∩ {ηkm = 0 pour tout k 6= 1}.
Les 2p − 3 premie`res lignes de T × K et de K ′′ sont e´gales, dont les p − 2
premie`res lignes sont nulles. La dernie`re ligne de T ×K est F fois celle de
K ′′. Supposons que H n’est pas ge´ne´rique, alors il n’existe pas de matrice
N ve´rifie la de´finition 2 pour toute combinaison line´aire a` coefficients dans
C des vecteurs Lλ pour λ = 2p − 2, . . . , 4p − 5. On sait que les lignes
nume´ros λ = 2p − 2, . . . , 3p − 4 et λ = 4p − 5 de K forment une base de
Cp−1. En remplac¸ant Lλ pour λ = 2p− 2, . . . , 4p− 6 par leurs combinaisons
convenables, on peut trouver la matrice N forme´e par la dernie`re ligne de
T ×K (note´e FN1) et par les lignes de la forme
N1 + (0, . . . , 0, k + z1, 0, . . . , 0)
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pour k = 1, . . . , p− 1 et k + z1 est a` la k-ie`me position. Comme la matrice
N ne ve´rifie pas la de´finition 2, la matrice N ′ forme´e par
N1 = (dn−p+2,4p−5, . . . , dn,4p−5)
et par les autres lignes de N , ne ve´rifie pas la de´finition 2 non plus. Par
conse´quent, la matrice N ′′ forme´e par N1 et les lignes de la forme
(0, . . . , 0, k + z1, 0, . . . , 0)
ne ve´rifie pas la de´finition 2. Posons A = Πp−1k=1(k + z1). Alors il existe W
non nulle a` coefficients dans P telle que
W1A±W2dn−p+2,4p−5
A
1 + z1
± . . .±Wpdn,4p−5
A
p− 1 + z1
= 0
Ceci implique W = 0. C’est une contradiction.

Corollaire 1 Le compact Y , la varie´te´D et la fonction f sont de´finis comme
dans le the´ore`me 2. Soit V ⊂ GD(n− p+ 2, n+ 1) tel que bD ∩
⋃
V1 C
n−p+1
ν
soit dense dans bD, ou` V1 ⊂ V est l’ensemble de ν ve´rifiant les conditions
suivantes:
1. Le coˆne tangent de V en ν contient 2(p − 1)(n − p + 2) − 1 vecteurs
inde´pendants.
2. L’intersection Cn−p+1ν ∩ bD est une courbe ge´ne´rique dans C
n−p+1
ν .
Supposons que pour tout ν ∈ V , f se prolonge continuˆment en une fonc-
tion holomorphe dans Cn−p+1ν ∩D. Alors f se prolonge continuˆment en une
fonction holomorphe dans D \ SingD, localement borne´e dans D \ Y .
Lemme 3 Soient γ une courbe re´elle, ferme´e, irre´ductible bordant un do-
maine Ω ⊂ C et l un ouvert de γ. Supposons qu’il existe un voisinage U de
l et deux fonctions holomorphes non identiquement nulles a, b dans U ∩ Ω,
continue jusqu’a` tout point de l et ve´rifiant az + b = 0 sur l. Alors l est
presque re´elle analytique. Si l = γ est re´elle analytique et U ⊃ Ω, alors γ est
re´elle alge´brique (voir l’exemple 1).
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Preuve. Soit K ⊂ l l’ensemble des ze´ros de a sur l. D’apre`s le the´ore`me
d’unicite´ H1(K) = 0. Soient x ∈ l \ K, G un domaine de Jordan a` bord
lisse de C dont le bord contient le segment re´el [−1, 1] ⊂ R ⊂ C et Ψ une
application bijective de G dans Ω, holomorphe dans G telle que Ψ([−1, 1]) ⊂ l
et Ψ(0) = x. Comme z = −b/a on a |z|2 = −bz/a. Par conse´quent, la
fonction |Ψ|2 s’e´tend me´romorphiquement dans G (holomorphe sur les points
pre`s de 0). D’apre`s le principe de re´flexion, cette fonction s’e´tend en une
fonction holomorphe au voisinage de 0. Donc l est analytique au voisinage
de x.
Si l = γ re´elle analytique, on prend G le demi-plan complexe supe´rieur et Ψ
l’application bijective de G ⊂ CP1 dans Ω, holomorphe dans G. Alors |Ψ|2 se
prolonge holomorphiquement au voisinage de bG et e´gale a` −a/b H1-presque
partout sur bG. Par conse´quent, cette fonction se prolonge continuˆment
en fonction me´romorphe dans G. D’apre`s le principe de re´flexion, elle se
prolonge en une fonction me´romorphe dans CP1, c.-a`-d. en une fonction
rationnelle. On a |Ψ|2 = P/Q, ou` P,Q sont des polynoˆmes a` coefficients
re´els. On peut supposer que 0 6∈ Ω. Alors il existe une fonction Φ de´finie
sur bG a` valeur dans {|z| = 1} telle que sur bG on ait Ψ2 = ΦP/Q. La
fonction Φ s’e´tend me´romorphiquement dans G. Par principe de re´flexion,
elle s’e´tend me´romorphiquement dans CP1. Ce prologement est donc une
fonction rationnelle. Par conse´quent, bΩ est re´elle alge´brique.

Preuve du the´ore`me 1. Utilisant les Lλ dans le lemme 2 pour un ν ∈ V1
fixe´, supposons que la condition 1 de la proposition 1 n’est pas satisfaisante.
Alors la condition 2 de cette proposition montre que pour un syste`me des
coordonne´es ge´ne´rique, il existe un polynoˆme en z1 a` coefficients dans Kj
s’annullant sur γj. D’apre`s le lemme 3, la projection Π(γj) est presque re´elle
analytique, ou` Π(z) = z1. Ceci est valable pour un syste`me des coordonne´es
ge´ne´rique. Par conse´quent, toute coordonne´e de γj est presque re´elle analy-
tique. Donc γj est presque re´elle analytique. C’est une contradiction. Alors
f ve´rifie (1) pour tout z ∈ bD ∩ Cn−p+1ν et pour tout ν ∈ V1. Par conti-
nuite´, (1) est vraie partout sur bD. La fonction f est donc CR. D’apre`s le
the´ore`me de Dolbeault-Henkin ge´ne´ralise´ [4], f s’e´tend holomorphiquement
dans D \ SingD en fonction localement borne´e dans D \ Y .

The´ore`me 3 SoientD un domaine de Cn, borne´, a` bord C2 et f une fonction
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C1 sur bD. Supposons que∫
bD∩Cν
f(z1, ζ2 + η2z1 . . . , ζn + ηnz1)z
k
1dz1 = 0 (12)
pour H4n−4-presque toute ν = (ζ, η) ∈ C2n−2 et pour k ∈ N fixe´. Alors f est
CR et si bD est connexe, f se prolonge holomorphiquement dans D.
Remarque La condition (12) a e´te´ introduite par Kytmanov et Myslivets
dans [11], ou` ils ont ge´ne´ralise´ des re´sultats de Globevnik et de Stout.
Preuve. Il suffit de conside´rer n = 2. On appelle T (resp. T ′) l’ensemble de
ν ∈ C2 tel que Cν appartienne au plan tangent de bD en certain point (resp.
l’intersection Cν ∩ bD n’est pas C
2 par morceaux). Alors l’ensemble T (resp.
T ′) est de mesure H3 (resp. H2) localement finie. D’apre`s (5), on a
∂R(fzk−11 dz1)
∂η2
=
∂R(fzk1dz1)
∂ζ2
= 0
par hypothe`se. Donc sur la droite {ζ2 = c} la fonction R(fz
k−1
1 dz1) est
continue en dehors de T ′ et antiholomorphe en dehors de T , ou` c ∈ C une
constante. Cette fonction est nulle pour η2 assez grand. Elle est donc nulle
pour H2-presque tout c. D’apre`s une re´currence en k, on conclure que f
ve´rifie la condition de Morera. De meˆme manie`re, en conside´rant les droites
{η2 = c}, nous pouvons de´montrer que f ve´rifie la condition des moments.
D’apre`s le the´ore`me de Stout, f est CR et si bD est connexe, la fonction f
se prolonge holomorphiquement sur D [14].

Exemple 1 Soient n = p = 2 et G∗Y (2, 3) un voisinage de (0, 0). Soient
P un polynoˆme d’une variable complexe de de´gre´ k a` coefficients re´els avec
P (0) = 0, P ′(0) 6= 0 et 0 < r < 1 tels que la restriction de P sur {|t| < r}
soit injective. Posons D = C2 \ Y ∩ {z1 ∈ P ({|t| = r})} et f(z) = z
k
1z2 une
fonction de´finie sur bD. Alors pour tout ν = (ζ, η) ∈ G∗Y (2, 3) la droite Cν
est de´finie par l’e´quation {z2 = ζ + ηz1}. Sur bD ∩ Cν on a f(z) = z
k
1z2 =
[P (t)]k(ζ+ηP (t)) = ζ[P (t)]k+η[P (t)]kP (t) = ζ[P (t)]k+η[P (t)]kP (r2/t) pour
z1 = P (t). Cette fonction en t s’e´tend holomorphiquement dans {|t| < r}.
Par conse´quent, f s’e´tend holomorphiquement dans D∩Cν car dans {|t| < r}
l’application P est injective. Mais la fonction f n’est pas CR.
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Exemple 2 Pour p = n = 2; ν0 = (0, 0) et B ∩ Cν0 = {z1 = Ψ(e
iθ), z2 = 0}
ou` Ψ une fonction Ck de´finie sur le disque unite´ ferme´ U avec
Ψ(t) = t + ǫ(t− 1)2k+1e
t+1
t−1 .
(pour ǫ re´el assez petit et k ≥ 1, cette application Ψ est injective sur U). Sur
B ∩ Cν0, on a pour t = e
iθ
z1 = t+ ǫ(t− 1)
2k+1e
t+1
t−1 =
1
t
+ ǫ
(1− t)2k+1
t2k+1
e
1+t
1−t
d’ou`
z1 =
1
Ψ−1(z1)
− ǫ2
(1−Ψ−1(z1))
4k+2
(Ψ−1(z1))2k+1
1
z1 −Ψ−1(z1)
.
La restriction de z1 sur la courbe B ∩Cν0 s’e´tend me´romorphiquement dans
le domaine de C, borne´ par cette courbe. Cette courbe est localement ana-
lytique sauf au point z1 = 1.
Nous pouvons maintenant construire un exemple comme celui pre´ce´dent.
Soient p = n = 2, G∗Y (2, 3) un voisinage de (0, 0), D = C
2 \ Y ∩Ψ(U)×C et
f(z) = (Ψ−1(z1))
2k+1(z1 −Ψ
−1(z1))z2
une fonction de´finie sur bD. Pour ν = (ζ, η) ∈ G∗Y (2, 3), on a sur bD ∩ Cν
f(z) = (Ψ−1(z1))
2k+1(z1 −Ψ
−1(z1))(ζ + ηz1).
Cette fonction s’e´tend holomorphiquement sur D ∩ Cν . Mais la fonction f
n’est pas CR.
Exemple 3 Soient n = p ≥ 3, D un domaine borne´ dans Cn, convexe, a`
bord C2 et f(z) = zn. Soient V = {η
1
n = 0} ⊂ G(2, n + 1) une sous-varie´te´
complexe de dimension 2n−3. Alors V est (D, 4n−6)-gros. On peut choisir
D tel que V ve´rifie la deuxie`me condition de la de´finition des ensembles
(D, 4n − 6)-ge´ne´riques (de´finition 3). Pour tout ν ∈ V , la fonction f est
constante sur bD ∩ Cν ⊂ {zn = ζn}. Elle s’e´tend donc holomorphiquement
dans bD ∩ Cν . Mais cette fonction f n’est pas CR.
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3 Proble`me du bord
Soit Γ un courant rectifiable de dimension 2p − 1 d’une varie´te´ complexe
X = Cn, CPn, Cn \ Y ou CPn \ Y . Le courant Γ est appele´ maximalement
complexe si pour toute (s, 2p− 1− s)-forme ψ de classe C∞, a` support com-
pact dans X et pour tout s 6= p, p− 1, on a (Γ, ψ) = 0.
Une p-chaˆıne holomorphe de X \ SuppΓ est une combinaison line´aire locale-
ment finie a` coefficients entiers de sous-varie´te´s complexes de dimension pure
p de X \ SuppΓ. Si une p-chaˆıne holomorphe T est de mesure H2p, compte´e
avec la valeur absolue des coefficients, localement finie dans X , elle de´finit
dans X un courant d’inte´gration de bidimension (p, p) et de masse localement
finie.
Si X = Cn, pour H(n−p+2)(p−1)-presque tout ν ∈ G(n−p+2, n+1) le courant
d’intersection Γ ∩ Pn−p+1ν existe et il est rectifiable [6].
The´ore`me 4 Soient Y un compact de Cn, (n− p+1)-line´airement convexe
dans CPn, Γ un courant ferme´, de dimension 2p − 1, a` support (SuppΓ)
ge´ome´triquement (2p − 1)-rectifiable dans Cn \ Y et borne´ dans Cn, avec
p ≥ 2. Supposons que pour H(n−p+2)(p−1)-presque tout ν ∈ GY (n−p+2, n+1),
Γ ∩ Cn−p+1ν existe et ve´rifie la condition de Morera ((Γ ∩ C
n−p+1
ν , zidzj) = 0
pour tous i, j). Alors il existe une p-chaˆıne holomorphe T de Cn\SuppΓ∪Y ,
de masse localement finie dans Cn\Y telle que d[T ] = Γ au sens des courants
dans Cn \ Y .
Remarque Ce the´ore`me ge´ne´ralise le the´ore`me de Harvey-Lawson [9] et il
donne la re´ponse a` un proble`me de Dolbeault-Henkin [5].
Si Y = ∅, il suffit de conside´rer une famille de (n − p + 1)-plans dont les
directions appartiennent a` un ouvert de G(n − p + 1, n) (voir la preuve du
lemme 4). Ce the´ore`me n’est plus valable si l’on remplace Cn par CPn.
Exemple 4 (Henkin) Soit Γ ⊂ C3 ⊂ CP3 de´finie par
Γ = {y2 = y3 = 0, x
2
1 + y
2
1 + x
2
2 + x
2
3 = 1}
ou` z1 = x1 + iy1, z2 = x2 + iy2, z3 = x3 + iy3 sont les coordonne´es de C
3.
Conside´rons l’hyperplan
Ha,b,c = {z1 = az2 + bz3 + c}
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ou` a = a1 + ia2, b = b1 + ib2 et c = c1 + ic2. Posons Γa,b,c = Γ ∩ Ha,b,c.
Alors Γa,b,c est une courbe re´elle ferme´e de la surface de Riemann alge´brique
Sa,b,c ⊂ Ha,b,c qui est de´finie par
Sa,b,c = {(a1z2 + b1z3 + c1)
2 + (a2z2 + b2z3 + c2)
2 + z22 + z
2
3 = 1} ∩Ha,b,c.
Comme Sa,b,c est de genre 0, la courbe Γ∩Ha,b,c borde une surface de Riemann
dans CP3. La varie´te´ Γ ne peut pas eˆtre le bord d’une varie´te´ complexe car
elle n’est pas maximalement complexe.
Preuve. D’apre`s le the´ore`me de Dolbeault-Henkin ge´ne´ralise´ [4, the´ore`me
3], il suffit de montrer que Γ est maximalement complexe. Dans cette
de´monstration on conside`re Y = ∅, pour le cas ge´ne´ral, il suffit d’e´tudier
le proble`me au voisinage d’un (n − p + 1)-plan fixe´; en choisissant un bon
syste`me des coordonne´es, la meˆme de´monstration pour Y = ∅ s’adaptera.
Par la me´thode des projections, il suffit de conside´rer le cas p = n− 1. Soit
Π une projection de Cn dans Cn−1 telle que sa restriction en Supp Γ soit in-
jective sauf au dessus d’un sous-ensemble K de mesure H2n−3 nulle de Cn−1
et que la projection de SuppΓ soit ge´ome´triquement (2p− 1)-rectifiable. En
plus, Π−1(x) coupe Tan (SuppΓ, z) transversalement pour tout Π(z) = x ∈
Π(SuppΓ) \ K. Ceci est valable une H2n−2-presque toute projection Π [2].
Sans perdre en ge´ne´ralite´, on suppose que Π(z) = (z1, . . . , zn−1) et et pour
H2n−4-presque toute projection Φ de Cn−1 dans Cn−2 et pour H2n−4-presque
tout ν ∈ Cn−2 le courant Γ ∩C2ν existe et ve´rifie la condition du the´ore`me 1,
ou` C2ν = (Φ ◦ Π)
−1(θ). Le support Supp Γ est de´fini H2n−3-presque partout
comme le graphe d’une fonction f au dessus de Π(Supp Γ). Le lemme suivant
est prouve´ graˆce a` l’utilisation d’une ide´e de Globevnik-Stout [7]:
Lemme 4 Soit Π∗Γ
0,1 la composante de bidegre´ (0, 1) du courant Π∗Γ. Alors
le courant fΠ∗Γ
0,1 est ∂-ferme´.
Preuve. D’apre`s [7], l’espace de fonctions C∞ de Cn−1 a` valeurs complexes en-
gendre´es par des fonctions, dont les lignes de niveau sont des hyperplans com-
plexes paralle`les, est dense dans l’espace des fonction C∞. (Plus ge´ne´ralement,
ce sous-espace est de´ja` dense si on conside`re seulement les hyperplans par-
alle`les dont les directions sont parame´tre´es par un ouvert non vide de G(n−
2, n− 1)).
Sans perdre en ge´ne´ralite´, il suffit de prouver que (Π∗Γ, f∂α) = 0 pour toute
(n−1, n−3)-forme α = A(ζz˜)χ pour un certain ζ ge´ne´rique non nul de Cn−1,
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ou` z˜ = (z1, . . . , zn−1), ζz˜ = ζ1z1 + . . . ζn−1zn−1, χ = dz1 ∧ . . .∧ dzn−1 ∧ dz1 ∧
. . . ∧ dzn−3, ζz˜ = ζ1z1 + · · ·+ ζn−1zn−1 et A est une fonction C
∞.
On utilise un nouveau syste`me de coordonne´es (w1, . . . , wn−1) avec w1 = ζz.
Alors il existe des constantes ak,j ∈ C telles que χ =
∑
1≤j<k≤p aj,kχj,k, ou`
χj,k = dw1 ∧ . . . ∧ dwn−1 ∧ dw1 ∧ . . . ∧ d̂wj ∧ . . . ∧ d̂wk ∧ . . . ∧ dwn−1.
On a
∂Aχj,k = 0
si j ≥ 2 et
(Π∗Γ, f∂Aχ1,k) = (Π∗Γ, f
∂A
∂w1
dw1 ∧ χ1,k)
= ±
∫
a∈Cn−2
∂A(a1)
∂a1
(Π∗Γ ∩Ψ
−1
k (a), fdwk)da1 ∧ . . . ∧ dan−2
= 0
car
(Π∗Γ ∩Ψ
−1
k (a), fdwk) = (Γ ∩Ψ
−1
k (a), zndwk) = 0
par hypothe`se, ou` Ψk(w) := (w1, . . . , ŵk, . . . , wn−1) et ν ∈ G(3, n) est de´fini
par C2ν = Ψ
−1
k (a) ⊂ C
n−1.
Ces e´galite´s donnent le lemme.

D’apre`s Harvey, si Γ est une varie´te´ C1, le lemme pre´ce´dent implique que
le courant Γ est maximalement complexe [8]. Cette proposition est encore
valable dans notre cas: le plan tangent de Supp Γ est maximalement complexe
en H2n−2-presque tout point de Supp Γ \ Π−1(K) ou` la multiplicite´ de Γ est
non nul. En appliquant le lemme pre´ce´dent pour les projections diffe´rentes,
on conclure que Γ est maximalement complexe. D’apre`s le the´ore`me de
Harvey-Lawson ge´ne´ralise´ [2], Γ est donc le bord d’une p-chaˆıne holomorphe
de masse finie au sens des courants.

The´ore`me 5 Soient Y un compact (n−p+1)-line´airement convexe de CPn,
Γ une varie´te´ C2 de dimension 2p− 1, oriente´e de Cn \Y et borne´e dans Cn.
Soit V une varie´te´ re´elle de dimension 2(p−1)(n−p+2)−1 immerge´e dans
GY (n− p+ 2, n+ 1). Supposons que
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1. Pour tout ν ∈ V , Γ ∩ Cn−p+1ν est transversale et borde une 1-chaˆıne
holomorphe, de masse finie au sens des courants.
2. Γ ∩
⋃
ν∈V1 C
n−p+1
ν est dense dans B, ou` V1 est l’ensemble de ν ∈ V tel
que aucun ouvert non vide de Γ ∩ Cn−p+1ν n’est re´elle analytique.
Alors Γ est le bord d’une p-chaˆıne holomorphe de masse localement finie au
sens des courants dans Cn \ Y .
Preuve. D’apre`s le the´ore`me de Dolbeault-Henkin ge´ne´ralise´ [4], il suffit de
montrer que Γ est maximalement complexe. On fixe ν0 ∈ V1, il suffit de
prouver que Γ est maximalement complexe en tout point de Γ∩Cn−p+1ν0 . Par
la me´thode de projection, on rame`ne le proble`me vers le cas ou` n = p + 1.
Soit Π une projection ge´ne´rique de Cn dans Cn−1 ve´rifiant Π(C2ν0) ≃ C.
Posons Λ = Π(C2ν0). Alors au voisinage de Λ, Π(Γ) est C
2 par morceaux et
Γ est de´finie comme le graphe d’une fonction borne´e f au dessus de Π(Γ)
(sauf sur les singularite´s). La proposition 1 s’applique encore dans ce cas, f
ve´rifie donc (1) en tout point re´gulier de Π(Γ) ∩ Λ. Par conse´quent, Γ est
maximalement complexe en tout point de Γ ∩ C2ν0.

References
[1] M.L. Agranovski, A.M. Semenov, Boundary analogues of Hartog’s the-
orem, Sibirian. Math. J., 32 (1991), 168-170.
[2] T.C. Dinh, Enveloppe polynomiale d’un compact de longueur finie et
chanes holomorphes a` bord rectifiable, a` paratre dans Acta Mathemat-
ica, 180:1 (1998).
[3] T.C. Dinh, Orthogonal measures on the boundary of a Riemann surface
and polynomial hull of compacts of finite length, Pre´publication de Paris
6, 115 (1997), a` paraˆıtre dans Journal of Functional Analysis.
[4] T.C. Dinh, Proble`me du bord dans l’espace projectif complexe,
Pre´publication de Paris 6, 128 (1997).
[5] P. Dolbeault et G. Henkin, Chanes holomorphes de bord donne´ dans
CP
n, Bull. Soc. Math. de France, 125 (1997), 383-445.
23
[6] F. Federer, Geometric Measure Theory, Grundlenhren der Math. Wiss,
285, Springer, Berlin-Heidelberg-NewYork, (1988).
[7] J. Globevnik, E.L. Stout, Boundary Morera theorems for holomorphic
functions of several complex variables, Duke Math.J, 64(1991), 571-615.
[8] R. Harvey, Holomorphic chains and their boundaries, Proc. Symp. Pure
Math., 30, vol. 1 (1977), 309-382.
[9] R. Harvey and B. Lawson, On boundaries of complex analytic varieties
I, Ann. of Math., 102 (1975), 233–290.
[10] G. Henkin, The Abel-Radon transform and several complex variables,
Ann. of Math. Stud., 7 (1995), 223-275.
[11] A.M. Kytmanov, S.G. Myslivets, On a certain boundary analogue of the
Morera theorem, Sibirian Math. J., 36 (1995), n 6, 1171-1174.
[12] W. Rudin, Function Theory in the Unit Ball of CN , Springer, New York,
1980.
[13] G. Stolzenberg, Uniform approximation on smooth curves, Acta Math.,
115 (1966), 185–198.
[14] E.L. Stout, The boundary values of holomorphic functions of several
complex variables, Duke Math.J., 44(1977), 105-108.
[15] J. Wermer, The hull of a curve in Cn, Ann. of Math., 68 (1958), 550–
561.
24
