Abstract. In this article, we will use the harmonic mean curvature flow to prove a new class of Alexandrov-Fenchel type inequalities for strictly convex hypersurfaces in hyperbolic space in terms of total curvature, which is the integral of Gaussian curvature on the hypersurface. We will also use the harmonic mean curvature flow to prove a new class of geometric inequalities for horospherically convex hypersurfaces in hyperbolic space. Using these new Alexandrov-Fenchel type inequalities and the inverse mean curvature flow, we obtain an Alexandrov-Fenchel inequality for strictly convex hypersurfaces in hyperbolic space, which was previously proved for horospherically convex hypersurfaces by Wang and Xia [44] . Finally, we use the mean curvature flow to prove a new Heintze-Karcher type inequality for hypersurfaces with positive Ricci curvature in hyperbolic space.
Introduction
The Alexandrov-Fenchel type inequalities for hypersurfaces in space forms have been extensively investigated by many authors. Using the inverse curvature flow and the optimal Sobolev inequality of Beckner [9] , Wei, Xiong and the third author [32] proved a geometric inequality for two-convex (i.e., p 1 > 0 and p 2 > 0) and starshaped hypersurfaces in hyperbolic space, where p k is the (normalized) k-th mean curvature.
Theorem A ( [32] ). If Σ is a 2-convex and starshaped hypersurface in H n , then where ω n−1 is the area of the unit sphere S n−1 ⊂ R n and |Σ| is the area of the hypersurface Σ, respectively. Equality holds in (1.1) if and only if Σ is a geodesic sphere.
It is observed by Ge, Wang and Wu [17] that (1.1) can be rewritten as and the integrand p 2 − 1 is a constant multiple of the first Gauss-Bonnet curvature L 1 . Here L k is the k-th Gauss-Bonnet curvature for hypersurfaces in space form M n (ε) with constant curvature ε ∈ {−1, 0, 1}, which can be expressed as along inverse curvature flows, together with some generalized Sobolev inequalities for L k (see [23, Theorem 1A] ), they proved optimal Sobolev inequalities for horospherical convex hypersurfaces in H n (i.e., hypersurfaces with all principal curvatures κ i ≥ 1, which will also be called h-convex) hypersurfaces). Recently, the second and the third authors [28] generalized their results to the hypersurfaces with nonnegative sectional curvature (i.e., κ i κ j ≥ 1 for all distinct i, j) in hyperbolic space.
Theorem B ( [17] , [28] ). Let 0 < 2k < n−1. If Σ is a hypersurface with nonnegative sectional curvature in H n , then It should be noticed that if 2k = n − 1, (1.2) is an equality by the Gauss-BonnetChern theorem [13, 14] . The nonnegativity of sectional curvature of the hypersurface plays an essential role in establishing the monotonicity of Q(t) and the lower bound of lim t→∞ Q(t). Based on Theorem B, we have the following AlexandrovFenchel inequalities for curvature integrals Σ p 2k and quermassintegrals W 2k+1 (Ω) in terms of the area of the hypersurface, where 0 < 2k ≤ n − 1.
Theorem C ( [17] , [28] ). Let 0 < 2k ≤ n − 1.
(i) If Σ is a hypersurface with nonnegative sectional curvature in H n , then By using the convergence result of the inverse mean curvature flow in S n due to Makowski and Scheuer [34] , Wei and Xiong [46] proved that strictly convex hypersurfaces in S n (i.e., those with all principal curvatures κ i > 0) also satisfy optimal Sobolev inequalities:
Theorem D ( [46] ). Let 0 < 2k < n − 1. If Σ is a strictly convex hypersurface in S n , then Let (Σ, g) be a strictly convex hypersurface in S n . Then the dual hypersurface (Σ,g) to Σ via the Gauss map is also a strictly convex hypersurface in S n (see Section 2.3 for details). The k-th Gauss-Bonnet curvature L k on (Σ,g) is
and dµg = p n−1 (κ)dµ g . Applying Theorem D to (Σ,g), we obtain It is natural to ask whether or not an inequality similar to (1.6) also holds for hypersurfaces in H n . There also exists a one-to-one correspondence from closed, strictly convex hypersurfaces in H n to closed, strictly convex, spacelike hypersurfaces in S n 1 , where S n 1 is the n-dimensional de Sitter space of index 1, see [18, Chapter 10] . However, Theorem B can not apply to the dual hypersurfaces in de Sitter space. Motivated by this observation, in this article we will first prove the following Alexandrov-Fenchel inequalities for curvature integrals Σ p n−1−2k and quermassintegrals W n−1−(2k+1) (Ω) in terms of the total curvature Σ p n−1 of the hypersurface, where 0 < 2k ≤ n − 1. Theorem 1.1. (i) Let 0 < 2k ≤ n − 1. If Σ is a strictly convex hypersurface in H n , then
Equality holds in (1.7) if and only if Σ is a geodesic sphere in H n . (ii) Let 1 < 2k + 1 ≤ n − 1. If Ω is a smooth bounded domain in H n with strictly convex boundary Σ, then
Equality holds in (1.8) if and only if Σ is a geodesic sphere in H n .
We should mention that (1.7) and (1.8) are equivalent, see Remark 4.3. As a corollary, we solve the following Alexandrov-Fenchel inequalities for the quermassintegrals, which solves an isoperimetric type problem posed by Gao-Hug-Schneider [16] .
If Ω is a smooth bounded domain in H n with strictly convex boundary, then
Equality holds in (1.9) if and only if Ω is a geodesic ball. Here f j : [0, ∞) → R + is a monotone function defined by f j (r) = W j (B r ), j = 0, 1, · · · , n, the j-th quermassintegral for the geodesic ball of radius r, and f −1 j is the inverse function of f j . In other words, the minimum of W n−1−(2k+1) among the domains with strictly convex boundary in H n and fixed W n−2 is achieved by geodesic balls.
Inspired by the inequality (1.6) for strictly convex hypersurfaces in S n , we can also prove a new family of Alexandrov-Fenchel type inequalities for h-convex hypersurfaces in H n , which can be compared with Theorem B.
Equality holds in (1.10) if and only if Σ is a geodesic sphere in H n .
When k = 1, (1.10) coincides with (1.7), i.e.,
When k = 2, the inequalities (1.7) and (1.10) are
From these, we get
Hence (1.10) is a refinement of (1.7) under the stronger condition of h-convexity.
With the help of (1.7), we will use the inverse mean curvature flow to prove the following Alexandrov-Fenchel inequality for strictly convex hypersurfaces in hyperbolic space, which was proved by Wang and Xia [44] under the stronger condition that Σ is h-convex. Theorem 1.4. If Σ is a strictly convex hypersurface in H n , then
Equality holds in (1.11) if and only if Σ is a geodesic sphere in H n .
Remark 1.5. Theorem 1.4 gives an affirmative answer to the case (2k + 1 = n − 1) in the conjecture proposed in [28, Conjecture 16] .
By the one-to-one correspondence between strictly convex hypersurface (Σ, g) in H n and strictly convex, spacelike hypersurface (Σ,g) in S n 1 , Theorem 1.1(i) and Theorem 1.3 can be reformulated as the geometric inequalities for hypersurfaces in de Sitter space S n 1 .
whereκ is the principal curvature of (Σ,g) in S n 1 and dµg is the volume form, respectively. Equality holds in (1.12) if and only ifΣ is a geodesic sphere in S
Equality holds in (1.13) if and only ifΣ is a geodesic sphere in S n 1 .
The paper is organized as follows: In Section 2, we collect basic concepts and facts about integral geometry, the total curvature and the Gauss-Bonnet curvature L k , Gauss map and dual hypersurfaces in sphere and hyperbolic space.
In Section 3, we recall the smooth convergence result (Proposition 3.1) of the harmonic mean curvature flow (HMCF) for strictly convex hypersurfaces in hyperbolic space, which has been investigated by Xu [47] , see also Yu [48] . We show that the inner radius and outer radius of the evolving hypersurface Σ t is comparable as it shrinks to a point. The main difficulty here is we only assume the initial hypersurface is strictly convex, so we do not have the remarkable property that its inner radius and outer radius are comparable for h-convex hypersurface. To overcome this obstacle, we project the domain Ω t to the unit ball B 1 (0) in Euclidean space R n via the Beltrami-Klein ball model of the hyperbolic space. We use the pinching estimate for hypersurfaces Σ t in H n and the contracting property of the HMCF to show that the pinching estimate also holds for the hypersurfacesΣ t in B 1 (0). An argument of the first author [1] shows that the inner radius and outer radius ofΣ t is comparable as t → T * , where T * is the maximal existence time of the HMCF. The bounded distortion then implies that the inner radius and outer radius of Σ t is comparable as t → T * . This idea was previously used for the curvature contraction flows by Gerhardt [20] in the sphere, and later by Yu [48] in hyperbolic space. With this remarkable property, we obtain the limits of quermassintegrals and curvature integrals as t → T * . We also use the tensor maximum principle (proved by the first author [5] ) to show that the h-convexity is preserved along the HMCF.
In Section 4, we give the proof of Theorem 1.1. To show (1.7), we first consider the functional:
(1.14)
One of the crucial points is to establish the monotonicity of the functional P k (t) along the HMCF. To achieve this, we need to use an induction argument, which is inspired by the proof of Alexandrov-Fenchel inequalities for strictly convex hypersurfaces in Euclidean space, see Section 7. By the limits of curvature integrals as t → T * , we have lim t→T * P k (t) = 0, which completes the proof of (1.7). With the help of (1.7) and the limits of quermassintegrals as t → T * , we get (1.8). In Section 5, we give the proof of Theorem 1.3. We consider the functional
By a crucial observation due to Ge-Wang-Wu [17] , we show that Q k (t) is monotone decreasing along the HMCF if the initial hypersurface is h-convex. By the limits of curvature integrals as t → T * , we finish the proof of (1.10) by showing that lim t→T * Q k (t) = 0. If the equality holds in (1.10), we have Q k (t) ≡ 0 for all t ∈ [0, T * ). For t > 0, the flow hypersurface Σ t of the HMCF is strictly h-convex, we show that Σ t is totally umbilical and hence it is a geodesic sphere. Finally, the initial hypersurface is smoothly approximated by a family of geodesic spheres, and it must be a geodesic sphere in H n . The similar idea has been used by the second and third authors in [28] .
In Section 6, we use the new Alexandrov-Fenchel inequality in Theorem 1.1 and inverse mean curvature flow (IMCF) to prove Theorem 1.4. We consider the functional
With the help of the inequality (1.7), we show Q(t) is monotone increasing along the IMCF. By the convergence result of Gerhardt [19] , we finish the proof by showing that lim t→∞ Q(t) = 0.
In Section 7, we prove the Alexandrov-Fenchel inequalities for strictly convex hypersurfaces in Euclidean space, which has its own interests. In Section 8, we use the mean curvature flow to prove a new Heintze-Karcher type inequality for hypersurfaces with positive Ricci curvature in hyperbolic space.
Our choice of the HMCF is a curvature contraction flow, which is quite different from the usual choice of inverse curvature flows (the expanding flows) [11, 17, 28, 31, 32, 33] or the quermassintegral preserving flows [7, 8, 44] , etc. We highlight that the curvature contraction flows for hypersurfaces in hyperbolic space may only require the convexity conditions weaker than h-convexity on the initial hypersurface. Moreover, the analysis of limiting hypersurfaces is simple, and does not require the application of optimal Sobolev inequalities as in inverse curvature flows [11, 17, 28, 32, 33] 
Preliminaries and Notations
2.1. Curvature integrals and Quermassintegrals. We recall some basic concepts and formulas in integral geometry. We refer to Santaló's book [37] , see also Schneider [39] or Solanes [41, 42] . The space form (M n (ε), g) is an n-dimensional simply connected Riemannian manifold of constant curvature ε ∈ {−1, 0, 1}. Let Ω be a compact domain with smooth boundary Σ = ∂Ω in M n (ε). Then (Σ, g) is a closed hypersurface in M n (ε), where g is the induced metric on Σ. Let ∇ be the connection on (M n (ε), g) and ν the unit outward normal on Σ, respectively. The second fundamental form h of Σ is defined by
for any tangent vector fields X, Y on Σ. For an orthonormal basis {e 1 , · · · , e n−1 } of Σ, the second fundamental form is h = (h ij ) and the Weingarten tensor is W = (h Let σ k be the k-th elementary symmetric function σ k : R n−1 → R defined by
We also take σ 0 = 1 by convention. The Garding cone is defined as
be the (normalized) k-th elementary symmetric function. We have the well-known Newton-MacLaurin inequalities (see e.g. [21, Lemma 5] ).
Moreover, the above equalities hold if and only if λ = α(1, · · · , 1) for some α > 0.
The normalized k-th order mean curvature of Σ is defined by
and the curvature integrals are defined by
In particular, V 0 (Ω) = Σ p n−1 is called the total curvature.
For a convex domain Ω ⊂ M
n (ε), the quermassintegrals are defined by
where L r is the space of r-dimensional totally geodesic subspaces L r in M n (ε), and dL r is the natural measure on L r which is invariant under the isometry group of M n (ε). The function χ is defined to be 1 if L r ∩ Ω = ∅ and to be 0 otherwise. Furthermore, we set W 0 (Ω) = Vol(Ω) and W n (Ω) = ωn−1 n . It is clear from (2.3) and the definition of volume of the domain, the quermassintegrals W r , r = 0, · · · , n − 1, are increasing under set inclusion, i.e.,
The curvature integrals and quermassintegrals in M n (ε) are related by the following recursive formulas (see [42, Proposition 7] ):
From the recursive formulas (2.5), we can express W r as a linear combination of curvature integrals (see e.g. [37] or [42, Corollary 8] , see also [44] ):
(i) For 1 ≤ r ≤ n and r being odd,
(ii) For 1 ≤ r ≤ n and r being even,
Here the notation k!! means the product of all odd (even) integers up to odd (even) k. In the particular case r = n, it is just the Gauss-Bonnet-Chern theorem [13, 14] for strictly convex hypersurfaces in M n (ε), see [42] .
, is defined by
where R ij kl is the Riemannian curvature tensor in the local coordinates with respect to g, and the generalized Kronecker delta is defined by
For a hypersurface Σ in M n (ε), the Gauss equation is
A direct calculation then gives the relation between L k and p k :
For simplicity, we denotẽ
2.3. Gauss maps and Dual hypersurfaces. The Hadamard theorem (see do Carmo and Warner [15] , see also Chapters 9 and 10 in Gerhardt's book [18] ) states that for a closed, strictly convex, connected orientable immersed hypersurface Σ in M n (ε), it is necessarily embedded, Σ is diffeomorphic to S n−1 and Σ bounds a convex body Ω in M n (ε). In [18, Chapter 9], Gerhardt considered a one-to-one correspondence between closed, strictly convex hypersurfaces in the sphere via the Gauss map. More precisely, if Σ is a closed, connected, strictly convex hypersurface given by an immersion
then the Hadamard theorem states that Σ is embedded, diffeomorphic to S n−1 , contained in an open hemisphere and is the boundary of a convex body Ω in S n . If we consider Σ as a codimension 2 submanifold in R n+1 such that
is the unit outward normal vector v ∈ T x (S n ) and the map
is called the Gauss map of Σ. By [18, Theorem 9.2.5], the Gauss mapx is the embedding of a closed, strictly convex hypersurfaceΣ in S n . We callΣ the dual hypersurface of Σ. ViewingΣ as a codimension 2 submanifold in R n+1 , its Gauss formula isx
where x is the embedding of Σ which also represents the outward normal vector of Σ. The induced metrics g (resp.g), the second fundamental forms h (resp.h) and the principal curvatures κ i (resp.κ i ) of Σ (resp.Σ) are closely related:
In the similar spirit, Gerhardt [18, Chapter 10 ] also established a one-to-one correspondence from the closed, strictly convex hypersurfaces in hyperbolic space H n to the closed, strictly convex, spacelike hypersurfaces in de Sitter space S n 1 .
More precisely, if R n,1 is the (n + 1)-dimensional Minkowski spacetime, that is the vector space R n+1 endowed with the Minkowski spacetime metric ·, ·, by
, where x 0 is the time coordinate. The hyperbolic space is
and de Sitter space is
If Σ is a closed, connected, strictly convex hypersurface in H n given by an immersion
then the Hadamard theorem states that Σ is embedded, diffeomorphic to S n−1 , contained in an open hemisphere and is the boundary of a convex body Ω in H n . If we consider Σ as a codimension 2 submanifold in R n,1 such that
) is the unit outward normal vector v ∈ T x (H n ) and the Gauss mapx :
, is an embedding of a closed, strictly convex, spacelike hypersurfaceΣ in S n 1 , which is the dual hypersurface of Σ (see [18, Theorem 10.4.4] ). ViewingΣ as a codimension 2 submanifold in R n,1 , its Gauss formula is
where x is the embedding of Σ which also represents the unit outward normal vector ofΣ ⊂ S n 1 , and the second fundamental formh ij is defined with respect to the future directed normal vector, where the time orientation of S n 1 is inherited from R n,1 . The induced metrics g (resp.g), the second fundamental forms h (resp. h) and the principal curvatures κ i (resp.κ i ) of Σ (resp.Σ) are also closely related:
3. Harmonic mean curvature flow in hyperbolic space Let X 0 : M n−1 → H n be a smooth embedding such that Σ = X 0 (M ) is a closed smooth hypersurface in H n . We consider a smooth family of immersions
where Σ t = X(M, t) is a family of hypersurfaces in H n , ν is the unit outward normal to Σ t . This flow (3.1) is called the harmonic mean curvature flow (briefly, HMCF). In contrast to the inverse curvature flows [11, 17, 28, 31, 32, 33] or the quermassintegral preserving flows [7, 8, 44] , etc., the harmonic mean curvature flow is a curvature contraction flow. Curvature contraction flows have been widely used in proving various geometric inequalities. In [3] , the first author investigated the affine curvature flow and proved the affine isoperimetric inequality in Euclidean space. Topping [43] used the curve shortening flow to prove an isoperimetric-type inequality on surfaces. Schulze [40] applied the H k -flow to prove the isoperimetric inequality for domains with smooth boundary in R n+1 , where n ≤ 7. He also gave a new proof for the Euclidean isoperimetric inequality on complete, simply connected 3-dimensional manifolds with nonpositive sectional curvature, which was previously proved by Kleiner [29] .
Our method also provides a new approach to proving geometric inequalities in hyperbolic space. Under the assumption that the initial hypersurface is strictly convex and satisfies the condition κ i H > n − 1 for each i, Huisken [27] proved that the mean curvature flow converges in finite time to a round point. The first author [2] proved the smooth convergence results for the flow of h-convex hypersurfaces in hyperbolic space, with speed given by functions with argument κ i − 1, in particular the (shifted) harmonic mean curvature flow. Later, Xu (see [47, Theorem 3] ) proved the smooth convergence of the HMCF (3.1) for strictly convex hypersurfaces in complete, simply connected n-dimensional manifolds with nonpositive sectional curvature. Chen and the first author [6] proved the smooth convergence of mean curvature flow for hypersurfaces with positive Ricci curvature in hyperbolic space. Recently, Yu [48] proved the smooth convergence for a general class of curvature contraction flows in hyperbolic space.
The volume preserving mean curvature flow in hyperbolic space was first studied by Cabezas-Rivas and Miquel [12] . Later, Makowski [35] proved smooth convergence of curvature contraction flow in hyperbolic space with a global term chosen to preserve the curvature integrals of the evolving hypersurfaces, provided the initial hypersurface is strictly h-convex. Later, Wang-Xia [44] proved the smooth convergence of a similar flow of h-convex hypersurfaces in hyperbolic space, which preserves the quermassintegrals of the evolving domains. Recently, Wei and the first author [8] proved the smooth convergence of more general quermassintegral preserving curvature flows in H n . More recently, Chen, Wei and the first author [7] proved the smooth convergence of a volume preserving flow for hypersurfaces with positive sectional curvature in H n . Proposition 3.1. If Σ is a strictly convex hypersurface in H n , then there exists a unique smooth solution of the HMCF (3.1) on a maximal time interval [0, T * ), and the hypersurfaces Σ t converge uniformly to a round point p 0 ∈ H n as t → T * , in the sense that the rescaled flow converges smoothly to a round sphere. Moreover, the flow hypersurface Σ t is strictly convex for t ∈ [0, T * ).
A major ingredient in the proof of the smooth convergence of the HMCF (3.1) is the pinching estimate on the principal curvatures of the evolving hypersurfaces Σ t , which was obtained by Xu [47, Theorem 21] ). Lemma 3.2. If the initial hypersurface Σ is strictly convex, then along the HMCF (3.1) the evolving hypersurface Σ t satisfies the pinching estimate
where κ 1 ≤ · · · ≤ κ n−1 and C depends only on the initial hypersurface Σ.
3.2.
Comparability of inner radius and outer radius. In order to estimate the limiting behavior of various functionals as t → T * , the crucial part is to show that the inner radius and outer radius are comparable as t → T * . Recall that the inner radius ρ − and outer radius ρ + of a bounded domain Ω t with boundary Σ t in H n is defined by [12, 35, 44, 8] . Recently, Chen, Wei and the first author [7] considered volume preserving flows of hypersurfaces with positive sectional curvature in hyperbolic space. To obtain this property without h-convexity, they used an Alexandrov reflection argument to bound the diameter of the domain Ω t enclosed by the evolving hypersurface Σ t . Then they projected the domain Ω t to the unit ball in Euclidean space R n via the Beltrami-Klein ball model of the hyperbolic space. The upper bound on the diameter of Ω t implies that this map has bounded distortion. This together with the preservation of the volume of Ω t gives a uniform lower bound on the inner radius of Ω t .
Here we also project the domain Ω t to the unit ball B 1 (0) in Euclidean space R n via the Beltrami-Klein ball model of the hyperbolic space. We use the contracting property of the HMCF and show that the inner radius and outer radius are comparable as t → T * . As the hypersurface Σ t shrinks to a point as t → T * , the inner radius and outer radius both approach zero as t → T * . By the monotonicity of W r (Ω t ) under set inclusion, we obtain the limits lim t→T * W r (Ω t ) for 0 ≤ r ≤ n. By the recursive formulas (2.5), we also achieve the limits lim t→T * Σt p j for 0 ≤ j ≤ n − 1. These limits will be used in calculating the limits of P k (t) and Q k (t).
For a fixed point x 0 ∈ H n , the hyperbolic metric in the geodesic polar coordinates about x 0 can be expressed as
where σ ij is the standard metric of S n−1 . The geodesic spheres about x 0 are totally umbilical. The induced metric, second fundamental form, and the principal curvatures of the geodesic sphere S ρ = {x 0 = ρ} are given by
When the initial hypersurface is a geodesic sphere S ρ0 , the evolving hypersurfaces are all geodesic spheres with the same center and their radii Θ = Θ(t) satisfying the equation
More precisely, it can be rewritten as
where T * = ln cosh ρ 0 .
The following lemma follows from the same argument as in [20, Lemma 6 .1], see also [48, Lemma 6.2] . Lemma 3.3. Let Σ t be a solution of (3.1) on a maximal time interval [0, T * ), and represent Σ t for a fixed t ∈ [0, T * ) as a graph in polar coordinates about x 0 ∈ Ω t :
Now we project the domain Ω t in hyperbolic space H n to the unit ball in Euclidean space R n as in [8] . An embedding X :
be the induced metrics and second fundamental forms of X(M ) ⊂ H n and Y (M ) ⊂ R n , respectively, and N ∈ R n be the unit normal vector of Y (M ). We have
Since each Σ t = X(M, t) is strictly convex in H n , the equation (3.6) implies that Y t = Y (M, t) is strictly convex in R n as well.
Lemma 3.4. Let {Y t } t∈[0,T * ) be the corresponding image of Σ t in B 1 (0) ⊂ R n . Then there exists a positive constant C < 1 depending only on the initial hypersurface Σ, such that
Proof. We first prove that the diameter of Ω t is bounded as the proof in [6, Proposition 1]. Let d be the hyperbolic distance from any fixed point in H n . Then d is smooth where it is nonzero, and the evolution of d is
At a point where the spatial maximum of d is attained, we have
so that ν points in the radial direction, and
Since ν is radial, we have , 0) ). Thus, the diameter of Ω t is bounded. LetΩ t ⊂ B 1 (0) be the corresponding image of Ω t . ThenΩ t is a convex domain in B 1 (0). Then the diameter bound of Ω t implies the diameter bound of Ω t . In particular, there exists a positive constant C < 1 such that
By Lemma 3.4 and (3.7), the induced metric g X ij and g Y ij are comparable. More precisely, there exists a constant δ ∈ (0, 1) depending only on the initial hypersurface Σ such that
By (3.6), together with Lemma 3.2, we have pinching estimate on the principal curvatures of
whereκ 1 ≤ · · · ≤κ n−1 are the principal curvatures of Y t and C depends only on the initial hypersurface Σ. Now we choose x 0 = (1, 0) ∈ Ω t to be the center of the inner ball of Ω t ⊂ H n and let x 0 be the center of the geodesic polar coordinates of H n . Then the center of the Euclidean inner ball ofΩ t ⊂ B 1 (0) is 0. Letρ − (t) andρ + (t) be the inner radius and outer radius ofΩ t in B 1 (0), respectively. In [2] , the first author proved the comparability of the inner radius and outer radius for strictly convex hypersurfaces in Euclidean space, provided that the pinching estimate (3.10) holds. With the help of this property, we show the comparability of the inner radius and outer radius of Σ t as t → T * .
Lemma 3.5. There exist positive constants C and η, depending only on the initial hypersurface Σ, such that 
HenceΩ t is contained in the Euclidean ball B 2cρ−(t) (0). The Euclidean metric over B 1 (0) in the geodesic polar coordinates can be expressed as
where r is the Euclidean distance in B 1 (0). As Y t is strictly convex in B 1 (0), it can be expressed as a graphũ over S n−1 :
By (3.5), the geodesic sphere S ρ = {x 0 = ρ} in hyperbolic space H n corresponds to the geodesic sphereS r = {|Y | = r} in B 1 (0), and hence r = tanh ρ. By taking Θ(t, T * ) := tanh Θ(t, T * ) = 1 − e −2(T * −t) , it follows from (3.4) that
Thus, we have
Observe thatΘ(t, T * ) → 0 as t → T * , we can pick a sufficiently small constant η > 0 such that
where the latter inequality follows from (3.9). Finally, we obtain
which completes the proof.
By the comparability of the inner radius and outer radius of Σ t as t → T * , we can estimate the quermassintegrals and curvature integrals of the evolving hypersurfaces of the HMCF (3.1) as t → T * .
Lemma 3.6. Let Σ be a strictly convex hypersurface in H n . Let Σ t , t ∈ [0, T * ) be the solution of the HMCF (3.1) with the initial hypersurface Σ, and Ω t the domain enclosed by Σ t . Then we have
Proof. Let Σ t be the evolving hypersurface for t ∈ [0, T * ) and Ω t the domain enclosed by Σ t , respectively. By Proposition 3.1, we have ρ − (t) → 0 as t → T * . By (3.11) in Lemma 3.5, we know that ρ + (t) → 0 as t → T * . By the monotonicity of W r under set inclusion, we have
Since p j (B ρ ) = coth j ρ, it follows from (2.6) and (2.7) that if 1 ≤ r ≤ n − 1 and r is odd,
while if 1 ≤ r ≤ n − 1 and r is even,
If r = n, it follows from the Gauss-Bonnet-Chern theorem that W n (B ρ ) = ωn−1 n . By the explicit expression for W r (B ρ ), we have
By (3.15), we obtain (3.13). Then (3.14) follows from (2.5) and (3.13).
3.3.
Preserving of h-convexity. We will use the tensor maximum principle to prove that h-convexity is preserved along the HMCF. The tensor maximum principle was first proved by Hamilton [24] and was generalized by the first author [5] .
Theorem 3.7 ([5]
). Let S ij be a smooth time-varying symmetric tensor field on a closed manifold M , satisfying
where a kl and u k are smooth, ∇ is a (possibly time-dependent) smooth symmetric connection, and a kl is positive definite everywhere. Suppose that 
Proof. By [8, Lemma 2.4], the Weigarten tensor h
j i of Σ t evolves by ∂ ∂t h j i =Ψ kl ∇ k ∇ l h j i +Ψ kl,pq ∇ i h kl ∇ j h pq + (Ψ kl (h 2 ) kl +Ψ kl g kl )h j i − (Ψ kl h kl − Ψ)(h 2 ) j i − (Ψ kl h kl + Ψ)δ j i .
Then (3.18) follows fromΨ
kl h kl = Ψ, since Ψ is homogenous of degree 1.
Without resorting to the constant rank theorem as before (see [48] ), here we follow the spirit of the recent work of Wei and the first author [8] to prove that h-convexity is preserved along the HMCF (3.1).
Lemma 3.9. Let Σ t , t ∈ [0, T ) be a solution of the HMCF (3.1) in H n . If the initial hypersurface Σ is h-convex, then the evolving hypersurface Σ t is strictly h-convex for t ∈ (0, T ).
Proof. We show that h-convexity is preserved along the HMCF, and that strict h-convexity holds for t > 0. Define S ij := h j i − δ j i . Then h-convexity is equivalent to S ij ≥ 0. By (3.18), the tensor S ij evolves by
To apply the tensor maximum principle, we need to show that (3.17) holds provided that S ij ≥ 0 and S ij v j = 0. Let (x 0 , t 0 ) be the point where S ij has a null vector v. By continuity, we can assume that h j i has all eigenvalues distinct and in increasing order at (x 0 , t 0 ), that is κ n−1 > κ n−2 > · · · > κ 1 . The null eigenvector condition S ij v j = 0 implies that v = e 1 and S 11 = κ 1 − 1 = 0 at (x 0 , t 0 ). The terms in (3.19) which contains S ij satisfies the null vector condition. Denote ψ(κ) = pn−1(κ) pn−2(κ) , then a direct calculation giveṡ
For the last term in (3.19) we havė
Thus, it remains to show that
Note that S 11 = 0 and ∇ k S 11 = 0 at (x 0 , t 0 ), the supremum over Λ can be explicitly computed as follows.
Thus the supremum is obtained by taking Λ
Spp . The required inequality for Q 1 becomes
By the Codazzi equation we have ∇ 1 S 1p = ∇ 1 h 1p = ∇ p h 11 = 0 at (x 0 , t 0 ), we have
Here we have used the fact ∇ k h 11 = 0 and the following identity
Thus, the tensor maximum principle (Theorem 3.7) implies that the h-convexity is preserved along the HMCF. Finally, we show that Σ t is strictly h-convex for t > 0. If this is not true, then there exists some interior point (x 0 , t 0 ) such that the smallest principal curvature is 1. By the strong maximum principle, there exists a parallel vector field v such that S ij v i v j = 0 on Σ t0 . Then the smallest principal curvature is 1 on Σ t0 everywhere. This contradicts with the fact that on any closed hypersurface in H n , there exists at least one point where all the principal curvatures are strictly larger than one. This completes the proof of Theorem 3.1.
Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. One can check using [36] that along the HMCF (3.1), we have
We first prove the Alexandrov-Fenchel inequality (1.7) for curvature integrals in Theorem 1.1.
Equality holds in (4.2) if and only if Σ is a geodesic sphere in H n .
Proof. We first prove (4.2) for k = 1, i.e.,
The variation formula (4.1) and the Newton-MacLaurin inequality (2.1) give 
We define the functional
It follows from (4.4) and (4.5) that
,
Therefore, we have d dt P 1 (t) ≥ 0. Together with Lemma 3.6, we get P 1 (0) ≤ lim t→T * P 1 (t) = 0, i.e.,
The inequality (4.3) then follows from (4.7) and (4.8).
We prove (4.2) for k ≥ 2 by induction. We assume that (4.2) holds for k − 1, i.e.,
then we show that (4.2) also holds for k. The variation formula (4.1) and NewtonMacLaurin inequality (2.1) give
(4.10)
For simplicity, we take
It follows from (4.9) and (4.10) that
By Lemma 3.6 and the monotonicity of P k (t), we have
This, together with (4.7), shows that the inequality (4.2) holds for k.
If the equality holds in (4.2), then the equality in the Newton-MacLaurin inequality (2.1) implies that Σ is totally umbilical and hence it is a geodesic sphere in H n .
Now we prove the Alexandrov-Fenchel inequality (1.7) for quermassintegrals in Theorem 1.1. 
Equality holds in (4.12) if and only if Σ is a geodesic sphere in H n .
Proof. The variational formula for quermassintegrals (see [44] ) along the HMCF (3.1) is
Together with the Newton-MacLaurin inequality (2.1) and Theorem 4.1, we get
By Lemma 3.6, we have
This, together with (4.14), gives (4.12) . If the equality holds in (4.12), then the equality in the Newton-MacLaurin inequality (2.1) implies that Σ is totally umbilical and hence it is a geodesic sphere in H n .
Remark 4.3. We should notice that Theorem 4.1 is equivalent to Theorem 4.2 in the following sense. From the proof of Theorem 4.2, it is easy to see that (4.12) can be deduced from (4.2) in Theorem 4.1. On the other hand, it follows from (2.5) that
By (4.12) in Theorem 4.2, we have
which gives (4.2) in Theorem 4.1.
Proof of Theorem 1.3
In the section, we take ε = −1 in (2.10):
It is obvious that if κ ∈ {λ ∈ R n−1 | λ i ≥ 1}, then
The following lemma follows from [17, Remark 4.4] .
Equality holds in (5.3) if and only if one of the following two cases holds:
(ii) if k ≥ 2, there exist at most k − 1 elements with κ i > 1, while the remaining elements equal to 1.
Proof. The proof follows from the crucial observations due to Ge-Wang-Wu [17] :
where the summation takes over all (2k +1)-elements permutation of {1, · · · , n−1}. Together with (5.2), we obtain the desired conclusion.
As a direct corollary, we have the following inequalities, which will be used in establishing the monotonicity of Q k (t) along the HMCF.
Equality holds in (5.5) if and only if one of the following two cases holds:
(i) κ i = κ j , ∀i, j;
Proof. It is obvious that
Thus we havẽ
and the conclusion follows directly from Lemma 5.1.
Now we prove the monotonicity of the functional
along the HMCF (3.1).
Lemma 5.3. Let Σ be a h-convex hypersurface in H n . Along the HMCF (3.1), the quantity Q k (t) is monotone decreasing. Moreover, d dt Q(t) = 0 at some time t if and only if the equality holds in (5.5) everywhere on Σ t .
Proof. By the variation formula (4.1) along the HMCF (3.1), we have
Together with the identities
As the initial hypersurface Σ is h-convex, it follows from Lemma 3.9 that Σ t is strictly h-convex for t ∈ (0, T * ). Together with (5.5) we deduce that
The inequalities (4.4) and (5.7) imply that Proof of Theorem 1.3. Let Σ t be the evolving hypersurface for t ∈ [0, T ) along the HMCF (3.1), and denote by Ω t the domain enclosed by Σ t . It follows from Lemma 3.6 that
By Lemma 5.3, Q k (t) is monotone decreasing along the HMCF (3.1). We obtain
Together with (4.7), we deduce that
If the equality holds in (5.8), then Q k (t) ≡ ω 2k n−1 n−1 for all t ∈ [0, T * ). By Lemma 5.3, the equality holds in (5.5) everywhere on Σ t , t ∈ [0, T * ). By Lemma 3.9, the evolving hypersurface Σ t is strictly h-convex for t ∈ (0, T * ), which excludes the case (ii) in Corollary 5.2. Thus, we conclude that Σ t is totally umbilical and hence a geodesic sphere in H n for t ∈ (0, T * ). As t → 0, the initial hypersurface Σ is smoothly approximated by a family of geodesic spheres, and thus it is also a geodesic sphere in H n . It is easy to see that if Σ is a geodesic sphere of radius ρ, then p k = coth k ρ and
and
Thus, the equality holds in (5.8) on a geodesic sphere. This completes the proof of Theorem 1.3.
6. Proof of Theorem 1.4
In this section, we will use the inverse mean curvature flow and Theorem 1.1 to give the proof of Theorem 1.4. Let X 0 : M n−1 → H n be a smooth embedding such that Σ = X 0 (M ) is a closed smooth hypersurface in H n . We consider the smooth family of immersions X : M × [0, T ) → H n evolving along the inverse mean curvature flow (IMCF):
where H(x, t) is the mean curvature and ν(x, t) is the unit outward normal vector of the hypersurface Σ t = X(M, t), respectively. Along the IMCF (6.1), we have the following evolution equations on the Weingarten tensor W = (h j i ) of Σ t (see e.g. [28] ):
By the variational formula [36] , one can check that along the IMCF (6.1) we have
In a recent work [28] , the second and third authors showed that the nonnegativity of the sectional curvature of the evolving hypersurfaces is preserved along the IMCF (6.1). The proof relies on a crucial property that the strict convexity of the evolving hypersurface is also preserved along the IMCF. This property can also be deduced directly from the pinching estimate, see [45, Lemma 3.2] . Lemma 6.1. Let Σ t , t ∈ [0, T ) be a solution of the IMCF (6.1) in H n . If the initial hypersurface Σ is strictly convex, then the evolving hypersurface Σ t is strictly convex for t ∈ (0, T ).
By using the result of Gerhardt [19] and Lemma 6.1, we have the following proposition.
Proposition 6.2. If the initial hypersurface Σ is strictly convex, then the solution of the IMCF (6.1) exists for all t > 0 and preserves the strict convexity. Moreover, the hypersurfaces Σ t become more and more umbilical in the following sense: (6.4) i.e., the principal curvatures are uniformly bounded and converge exponentially fast to 1. Now we give the proof of Theorem 1.4.
Proof of Theorem 1.4. By the variation formula (6.3) along the IMCF (6.1) and the Newton-MacLaurin inequality (2.1), we have
By Lemma 6.1, the evolving hypersurface Σ t is strictly convex. By (1.7) in Theorem 1.1, we have
It follows from (6.5) and (6.6) that
A direct calculation gives
Along the IMCF (6.1), we have y(t) > 0 for all t ∈ [0, ∞). For any bounded convex domain Ω t in H n , W n (Ω t ) = ωn−1 n . Together with (2.6), we get
We consider the following functional As p n−1 is homogeneous of degree n − 1, we get =O(e − t n−1 ), which gives lim t→∞ Q(t) = 0. Together with the monotonicity of Q(t), we obtain Q(0) ≤ Q(t) ≤ lim t→∞ Q(t) = 0, which is equivalent to (1.11) . If the equality holds in (1.11), then the equality in the Newton-MacLaurin inequality implies that Σ is totally umbilical and hence it is a geodesic sphere in H n .
Alexandrov-Fenchel inequalities in Euclidean space via curvature contraction flow
In this section, we use curvature contraction flows to prove Alexandrov-Fenchel inequalities for convex hypersurfaces in Euclidean space. Let Σ n−1 be a strictly convex hypersurface in R n . Let X 0 : M n−1 → R n is the embedding of the hypersurface Σ in R n , we consider a family of smooth immersions X :
ν(x, t), 1 ≤ k ≤ n − 1, X(0, ·) =X 0 (·).
(7.1)
The smooth convergence of these curvature contraction flows (7.1) in Euclidean space have been proved by the first author [1] .
Proposition 7.1. If Σ is a strictly convex hypersurface in R n , then there exists a unique smooth solution to the flow (7.1) on a maximal time interval [0, T * ), and the hypersurfaces Σ t converge uniformly to a round point p 0 ∈ R n as t → T * , in the sense that the rescaled flow converges smoothly to a round sphere. Moreover, the flow hypersurface Σ t is strictly convex for each t ∈ [0, T * ).
The variation formula of Σ p m along (7.1) is
For a convex domain Ω in R n with smooth boundary ∂Ω = Σ, the quermassintegrals and the curvature integrals are related by Σ p j = nW j+1 (Ω), j = 0, 1, · · · , n − 1. It follows from the Gauss-Bonnet-Chern theorem that the total curvature is a constant, i.e., Σ p n−1 = ω n−1 . (7.4) where κ is the curvature of γ and V is the volume of Ω. Let L be the length of γ, then the isoperimetric inequality gives
Therefore, for a strictly convex curve γ in H 2 , we have the following inequality:
In this section, we will use the mean curvature flow to prove the following HeintzeKarcher type inequality for hypersurfaces with positive Ricci curvature in hyperbolic space H n .
Theorem 8.1. Let Σ be a closed hypersurface with positive Ricci curvature in H n , and Ω the domain enclosed by Σ. Then where ν is the outward unit normal and H is the mean curvature of the flow hypersurface Σ t = X(M, t), respectively. This flow is called the mean curvature flow (briefly, MCF). In the landmark work [26] , Huisken proved that for a compact convex hypersurface in R n , it smoothly evolves along the MCF until it shrinks to a round point. For hypersurfaces in non-Euclidean background spaces, the understanding of behavior is less complete, see [4, 27] . When the ambient space is the hyperbolic space H n , Huisken [27] proved the smooth convergence of the MCF under the condition κ i H ≥ n−1 for all i, which is weaker than horospherical convexity (i.e., all principal curvatures κ i ≥ 1). Recently, Chen and the first author [6, Theorem 1] proved the smooth convergence of the MCF in hyperbolic space under the condition of positive Ricci curvature (i.e., κ i (H − κ i ) > n − 2 for all i). . The hypersurfaces Σ t = X t (M ) have positive Ricci curvature for each t ∈ (0, T * ), and smoothly converge to a round point as t → T * .
We first collect the following evolution equations along the MCF (8.1), see [26] .
