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Abstract
Lung surfactant is essential to respiratory function. Surfactant dysfunction in
adult respiratory distress syndrome (ARDS) is associated with an increase in the
minimum surface tension achieved on compression which can result in alveolar collapse
and decreased lung compliance. Knowledge of the interfacial characteristics of lung
surfactant and its constituents is essential to an understanding of the biophysics of
surfactant dvsftunction.
A three-regime computational model was used to characterize interfacial transport
of surfactant, and then the results of this model were compared to experimental
measurement of surface tension in a pulsating bubble surfactometer. In the first regime,
surface concentrations were below , the concentration associated with the minimum
equilibrium surface tension /, the model used Langmuir kinetics to determine transport.
Mass flux to and from the interface in this regime was characterized by two parameters,
the adsorption coefficient k, and the desorption coefficient k2. In the second regime, for
surface concentrations that exceeded r but were below F,,,, (associated with a surface
tension Ymn), a zero interfacial mass flux was assumed. Finally, a maximum surfactant
concentration F,,, was assumed above which the interfacial surfactant concentration
could not increase. In this regime, further compression of the interface lead to a
"squeezing-out" of the surfactant from the interface. Along with these kinetic parameters
(kl, k2, Yn,, and 7'), an isotherm relating surfactant interfacial concentration to surface
tension completed the model description.
Native calf lung surfactant (NCLS) is composed of phospholipid (PL),
hydrophobic apoprotein (HA), surfactant apoprotein A (SPA) and neutral lipid (NL)
fractions. Experimental measurements of the dynamic behavior of step-wise
reconstitution of NCLS were taken in a pulsating bubble surfactometer to characterize the
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effect of each constituent, In addition, dipalmitoylphosphatidylcholine (DPPC), the
major phospholipid component of surfactant was also examined. The computational
model was used to characterize the biophysical contribution of each of the surfactant
constituents.
The results showed that DPPC had a kl and k2 at least two orders of magnitude
lower than CLS. Similarly, PL had decreased sorption coefficients as compared to CLS,
but Ym, for PL was increased to 20 dyn/cm, while all other fractions exhibited minimum
surface tension at 1 dyn/cm. In PL+HA, the k,, k2 and Ymi, were restored to the CLS
values, but m2 was approximately half that seen for CLS. The 7'A performance, and
therefore the model parameters, of PL+HA+SPA and reconstituted surfactant were the
same as for CLS.
A revised form of the model employing a diffusive rather than a thoroughly mixed
bulk was then developed to capture transient behavior seen in similar oscillation
experiments using Curosurfsurfactant. The Langmuir equation was modified to employ
the concentration at the subsurface instead of that of the bulk. Model matches to the data
illustrated the importance of diffusional behavior, especially the considerable amount of
surfactant that could amass in a subphase immediately adjacent to the interface.
We noticed in both the original and the revised model with diffusion that a
pseudo-squeeze-out plateau could be formed in the hysteresis loops near y when the
desorption rate was more rapid than the cycling frequency. This result explained what
was previously believed to be aberrant data, and lead to the fascinating finding that as k,
is increased (with a concomitant increase in k2) the surfactant can become dysfunctional;
it is possible to have adsorption coefficients that are too large.
Analysis of functional and deficient surfactant samples using these models should
prove useful in characterizing various modes of surfactant dysfunction.
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Chapter 1
Background and Motivation
Introduction
Lung surfactant, a lipid mixture present in the liquid layer that coats all the
pulmonary branches, is essential to respiration. By migrating to the air-liquid interface to
minimize free energy, lung surfactant forms films that reduce the surface tension across
the air-water interface allowing for increased lung stability and lung compliance. Lung
surfactant increases stability by reducing the pressure across the alveolar air bubble
interface and minimizing the tendency for smaller bubbles of higher pressure to empty
into larger ones of lower pressure, a process that causes alveolar collapse. Lung
compliance is increased by decreasing the pressure required to overcome the contractile
surface tension forces and inflate the lungs during tidal breathing.
Surfactant dysfunction plays a role in adult respiratory distress syndrome
(ARDS), a complex disorder characterized by alveolar collapse and decreased lung
compliance, often resulting from acute lung injury associated with surfactant dysfunction
(Lewis and Jobe, 1993). It has been postulated that surfactant dysfunction in ARDS can
be attributed to deficiency in one or more critical constituents, and extracted ARDS
surfactant samples have shown a decreased level of phospholipids and apoproteins
(Gregory et al., 1991). However, surfactant replacement therapy, which serves as an
effective tool for infant RDS, has failed to reduce mortality in ARDS patients (Anzueto
et al., 1994). To understand the biophysical mechanisms of surfactant dysfunction that
contribute to ARDS, it is necessary to characterize the interfacial properties of surfactant
(Notter, 1988).
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Surfactant Biochemistry
Lung surfactant is composed of phospholipids, apoproteins and other lipids.
Ninety percent of lung surfactant is phospholipid (PL), which alone can lower surface
tension but can not serve as a physiologically viable surfactant (Possmayer, 1990). The
major component of phospholipid is dipalmitoylphosphotidylcholine (DPPC). DPPC
can achieve near-zero surface tension during compression but respreads poorly during
film expansion. (Hildebran et al., 1979) Surfactant apoprotein A (SPA) comprises an
additional five percent of surfactant (Khan et al., 1985). Apoproteins B and C, the
hydrophobic apoproteins (HA), account for 2-3 percent (Khan et al., 1985). Studies have
shown that addition of apoproteins, as a class, to PL drastically increases the adsorption
kinetics of PL. (Possmayer, 1990; Notter, 1988) The remainder is neutral lipid,
primarily cholesterol.
It is unclear which fraction of surfactant contributes to the disease processes of
ARDS. Extracting fresh calf lung surfactant by lavage and isolating the constituent
fractions by centrifuge, surfactant can be assayed in several stages of reconstitution to
identify what each fraction contributes to the performance of whole surfactant.
Identification of performance characteristics contributed by each surfactant fraction may
help identify the deficient fraction in ARDS pathology.
Surfactant Performance in an Oscillating Bubble
An experimental indication of how a surfactant might perform physiologically is
the variation of surface tension in a small bubble at changing interfacial area (y vs. A).
When plotted against interfacial area, surface tension forms hysteresis loops. Figure 1.1
shows a typical yA loop. These loops are not single-valued in surface tension for a given
surface area, suggesting that process history plays a role in determination of surface
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tension. The surface tension changes with changing interfacial area due to the change in
concentration of surfactant in the interface and also possibly due to film rupture may
occur during bubble expansion.
Interfacial surfactant concentration, F, is the mass of surfactant in the interface per
unit of interfacial area. As the bubble is decreased in size, neglecting for a moment
transport of surfactant to and from the interface, the same amount of surfactant mass in
the interface will have a larger concentration and therefore a lower surface tension; the
opposite occurs for an increase in bubble size. Processes of adsorption and desorption of
surfactant to and from the interface are also continuously occurring to minimize the free
energy and tend the system towards equilibrium. The processes lead to changes in
surface tension such as are manifested in Figure 1.1.
80
70
60
50
', 40 ...
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A (mm2)
Figure 1.1 Typical surfacetension vs. interfacial area hysteresis loop. The solid line
represents film compression; the dotted line, film expansion. The loop is not single-
valued indicating process history plays a role. This data was taken on a pulsating bubble
surfactometer using calf lung surfactant at a bulk concentration of I mg/ml and a cycling
frequency of 100 cycles/min.
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The surface tension versus interfacial area data were collected using the Pulsating
Bubble Surfactometer (PBS) manufactured by Electronetics, Amherst, NY. The PBS
(Figure 1.2) gives surface tension data for a spherical film formed around a bubble
oscillating in a surfactant mixture. There are other methods for monitoring the variation of
surface tension with interfacial area, including the Langmuir Trough and the Wilhelmy
Balance (Chang and Franses, 1995). However, these methods use a planar film that
allows surfactant to crawl up the sides of the trough that can create erroneous
measurements. The trough methods are also limited to low oscillation frequencies.
A captive bubble system (CBS) (Schirch et.al., 1989) was used by Schurch et al.
for the experiments discussed in Chapter 5. By using no external tubes (unlike the PBS),
the CBS eliminates all chance of surfactant leakage. Surface tension is determined in the
CBS using an optical analysis of the bubble.
Pulsating Bubble Surfactometer
Figure 1.2 is a schematic of the Pulsating Bubble Surfactometer. As seen in the
schematic, a spherical bubble is formed at the end of a 0.4 mm diameter capillary that
connects the sample chamber containing the surfactant mixture with the atmosphere.
The tube is monitored optically to ensure no surfactant leakage. A small piston at the far
end of the sample chamber from the bubble cycles to effect a change in the volume of the
chamber and therefore of the bubble. Because the bubble is assumed spherical, the radius
can be calculated. The initial bubble volume is measured by calibrated optics. Typical
experimental runs used a bubble diameter on the order of 1 mm. A pressure transducer
measures the changing transfilm pressure during oscillation. Using Laplace's law,
AP=2 fR, the surface tension for a given radius (or interfacial area) can be calculated.
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Three conditions can be set by the user of the PBS for each run: cycling
frequency, bulk concentration of the solution and volume excursion during cycling.
Variation of each condition has a separate and distinct effect on the phenomena observed
in the hysteresis rA loops formed during dynamic experiments.
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Figure 1.2 Schematic of Pulsating Bubble Surfactometer.
In addition to dynamic experiments, constant-area experiments can also be
performed. These experiments give the equilibrium surface tension for a given bulk
concentration as the processes of adsorption and desorption of surfactant will continue
until free energy is minimized.
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Surfactant Fractionation Experiments and Modeling
The experimentation and modeling presented in this thesis was divided into two
sections. In the first section, Chapters 2 and 3, experimental static and dynamic surface
tension data were described using the PBS from six surfactant samples: whole calf lung
surfactant (CLS); DPPC; pure phospholipids, including DPPC (PL); phospholipids with
the addition of hydrophobic apoproteins (PL+HA); phospholipids with the addition of
all apoproteins, A, B and C (PL+HA+SPA); and the completely reconstituted surfactant,
restoring the neutral lipid (PL+HA+SPA+NL). Results using these samples were
compared to those of CLS and to computer matches using a previously developed model
(Otis et al., 1994). The goal of the computational modeling of the data was to
characterize the contribution of each fraction to surfactant performance. All PBS
experiments mentioned in this thesis were graciously performed by Dr. Edward Ingenito
and Lena Mark of the Brigham and Women's Hospital.
Other investigators (Chang and Franses, 1993; Horn and Davis, 1975) have
produced models of interfacial lung surfactant dynamics, but these models fall short by
failingto reproduce several key aspects of surface tension versus surface area behavior,
including hysteresis and the minimum surface plateau seen in oscillations done in higher
bulk concentrations. The Otis model captured these aspects of behavior and differed
from the other models by allowing the interfacial surfactant concentration to exceed its
maximum equilibrium value during film compression, thus allowing for phase changes at
interfacial concentrations above the maximum equilibrium value.
Modification of Computational Model to Include Diffusion
In the second section, Chapters 4, 5, and 6, the Otis model was expanded to
include diffusional mass transfer processes. With this modification, transient behavior of
19
surfactant, both in the interface and within the bulk, was modeled. The diffusional model
allowed an explanation for dynamic data previously believe to be aberrant. This special
type of behavior is discussed in Chapter 6.
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Chapter 2
Computational Model of Surfactant Transport
Introduction
As explained in Chapter 1, a previous model has been developed (Otis et al.,
1994) to predict surface tension vs. interfacial area (A) loops for a given a set of
parameters. This model employs three regimes to describe surfactant transfer in an
oscillating bubble. The domains of the regimes are defined by the value of the interfacial
concentration, F, the mass of surfactant per unit interfacial area. r can also be thought of
as the number of occupied binding sites per unit area of surfactant molecules. The
coverage of the interface with surfactant is directly related to the surface tension of the
film; a larger Fcorresponds to a smaller y.
In the first regime, is less than /", the maximum number of interfacial binding
sites that can be occupied at equilibrium. As Flimits to T', yapproaches y, the minimum
equilibrium surface tension. In the second regime, dynamic compression of the film
causes r to exceed r, though the interfacial surfactant concentration remains less than
F,,,, the most dense packing of the surfactant monolayer possible. Finally, r=rm, in
the third regime. Fma, is achievable only during dynamic compression and corresponds to
yin, the minimum surface tension dynamically obtainable.
Figure 2.1 is a typical rA loop simulation from the Otis model. The loop shows
variation of surface tension with changinginterfacial area. Starting at point A (maximum
interfacial area), the bubble is compressed and then expanded, following the clockwise
arrows. The arrows normal to the loop indicate a mass flux into or out of the interface.
The loop represents a process at steady state, so the net influx of mass over one cycle
balances the flux out of the interface.
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The locations of the three regimes mentioned above on a y-A loop can be seen in
Figure 2.1. Regime I corresponds to surface tensions on the curve from F to C clockwise,
surface tensions greater than . Regime II is in two parts of the loop, segment CD and
segment EF, between and Ym,. During regime III, y plateaus at yi,, on segment DE.
2 2.25 2.5 2.75
A (mm 2)
3 3.25 3.5 3.75
Figure 2.1 Schematic of typical run of Otis model. Arrows on the curve indicate
clockwise direction of cycling. Arrows perpendicular to the curve indicate direction of
mass flux, inward arrows show mass being gained by the interface; outward, mass being
lost into the bulk. Following clockwise, from F to C is regime I governed by Langmuir
kinetics. In this regime there is always a region of adsorption and one of desorption.
The greater the bulk concentration, the smaller the desorption region is. Regime II, the
insoluble regime, is from C to D and E to F. Regime III, squeeze-out, is from D to E.
Regime I
Within regime I, transport of surfactant into and out of the interface is modeled
usingLangmuirkinetics:
dM =A[kCb(rF -F)- k2F].dt (2.1)
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Mass flux is dependent on the adsorption coefficient, kl, the desorption coefficient, k2,
and the bulk concentration, Cb. Langmuir kinetics assumes that adsorption is
proportional to the number of available sites on the interface (-) while desorption is
proportional to the number of sites occupied (I). In Figure 2.1, the Langmuir occurs
between point F and point C. Both points F and C are at y= . In the region above 9
but below the equilibrium surface tension, eq, (points B and G) the desorption rate is
larger than that of adsorption. At surface tensions greater than Yeq, mass is being adsorbed
onto the interface.
It is assumed in this model that all mechanisms of transport are adsorption-
limited; diffusional processes are assumed to take place on a time scale much shorter than
those for sorption (Otis et al., 1994). The bulk is modeled as semi-infinite, well-mixed,
and absent of any concentration gradients. Therefore, the bulk remains at its initial
concentration value for all time.
At equilibrium, there is no net interfacial mass flux, therefore the Langmuir
equation reduces to
C,F._M= bC . (2.2)
k +1
Note that as the bulk concentration becomes large, F approaches the maximum, T*.
Therefore, T* is the maximum equilibrium interfacial concentration, and has a value of
approximately 3x10-7 g/cm2 (Schfirch, 1995) for lung surfactant. Also note that, for a
given bulk concentration, the equilibrium interfacial concentration, Fe/r', is a function of
only the ratio of k,/k2.
The value for T* is not needed for computation in the Otis model. Only the value
of F/f is needed, because the equations of transport can be written in terms of non-
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dimensionalized interfacial concentrations. Equation (2.3) is the Langmirequation (2.1)
written in terms of a non-dimensionalized interfacial concentration.
F(d A[kC(1 r- J-k rT (2.3)
Regime II
Regime II occurs when 1.0<F/I <Fm,,/ (from C to D and from E to F on Figure
2.1). Within this regime, compression of the interface has packed the surfactant
molecules so tightly that they can be modeled as an insoluble monolayer (Otis et al.,
1994). No mass transport between the interface and the bulk occurs in this regime,
dM
-=0, (2.4)dt
therefore the interfacial concentration varies inversely as the interfacial area:
F rFor 1.0 < m,:* F* r
"A=Minsoluble (2.5)
Mi,,oluble is the mass present in the interface at the onset and throughout each phase of
regime I.
Due to the mass ejected from the interface in regime III (as explained below),
Mi,noluble is larger during compression than during expansion. As a result, the dydA slope
during regime II compression (CD of Figure 2.1) will always be less than that during
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expansion (EF). The precise relationship between F and y-inking equation (2.5) with
the dyIdA slope-is the isotherm and is covered below.
A related finding, illustrated in Figure 2.3 and seen in all dynamic data, is that
d/dA on expansion is independent of cycling frequency. We conclude that viscous
effects play no role in film dynamics (Otis et al., 1994).
Regime III
Regime III takes place at the end of the compression cycle-between the
compression and expansion phases of regime I -at F/r=Fm/1. At this interfacial
concentration, surfactant molecules are packed as tightly as possible and further
compression leads to "squeeze-out" of surfactant into the bulk (Otis et al., 1994) so that
the interfacial surfactant concentration remains constant at F=F,. As a result of the
unchanging interfacial concentration, squeeze-out creates a minimum surface tension
plateau at Ymi,. The squeeze-out plateau, DE of Figure 2.1, is the primary mechanism for
transporting mass from the interface and balancing adsorption in most steady-state cyclic
situations.
dM dA] (2.6)
dt dt
The process we define as squeeze-out could also be one of film buckling (Schtirch,
1995), where the compression causes some of the film to fold away from the interface,
but the result is the same as surfactant leaves the interface and is re-introduced into the
bulk.
An expression for Fma,,x/ is found by inserting y= Yin into the isotherm equation
(2.11), which is described in the following section:
25
Y 1. (2.7)
Isotherm
The relationship between normalized interfacial concentration, F/*, and surface
tension, y, is the isotherm. The isotherm is assumed to be a function of only interfacial
concentration, defined in two linear aspects with slopes ml and m 2, that reflects change of
interfacial behavior of the bubble as a function of surfactant coverage of the interface.
The isotherm for calf lung surfactant (CLS) is shown in Figure 2.2.
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Figure 2.2 Typical equilibrium isotherm for CLS relating non-dimensionalized
interfacial concentration to surface tension. Circles are from experimental equilibrium
data for CLS at different bulk concentrations.
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For regime I (F/r*<.O), ml the slope (assumed linear) between the surface
tensions corresponding to F/I'=O and F/T-*1.0, the interfacial concentration of pure
water and the maximum equilibrium interfacial concentration, respectively. The surface
tension of water, o, was measured at 70 dynes/cm, and 9 for CLS can be found in Table
2.1, a collection of equilibrium surface tension data. ml is found to be
d = o - ' = 48 dynes/cm (2.8)
r
Thus, surface tension in regime I expressed as
F F
r =r o - . < 1.0 (2.9)
We assumed the linear form of the isotherm because it was a simple and reasonable
approximation of experimental equilibrium surface tension data at different bulk
concentrations (eq vs. Feq/).
The isotherm was confirmed by using experimental equilibrium surface tension
data. From constant-area experiments on the PBS, the experimental equilibrium surface
tension was found for different bulk concentrations (Table 2.1). With the equilibrium
surface tension and an assumed isotherm, we could determine at each bulk concentration
the ratio of sorption coefficients, k,/k2 that would be consistent with the isotherm. To do
so, we combined (2.2) with (2.9) at equilibrium and found an expression for yq in terms
of k,/k2 at a given bulk concentration. We could then solve for the k,/k2 that would be
consistent with the assumed isotherm. This result was compared to the value of k,/k2
determined from the low concentration dynamic data (see Chapter 3) to confirm the
isotherm. In confinuming the isotherm, equilibrium data at 0.01 mg/ml was given the most
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importance. Data at this concentration is a better assessment of the isotherm than data at
higher bulk concentrations because Yeq at high bulk concentration is in the limiting region
near r and therefore a poorer measure of the linear isotherm assumption over the entire
range of surface tension. The following paragraph shows a sample calculation used to
confirm the isotherm.
In Figure 2.2, the mean equilibrium surface tension at 0.01 mg/ml (48.7 dyn/cm,
Table 2.1) corresponds to Feqr=0.45. From (2.2) we can calculate that k/k2=0.8x10 5
ml/g would be the value consistent with the isotherm. By doing this for the range of 0.01
mg/ml Yeq in Table 2.1, we can determine the range of k/k 2 that would be consistent with
this isotherm. These results are presented in 1 able 2.2.
The linear assumption for the isotherm within regime II (1.O<rF/"r<Fma/r) is
based upon an average of the experimental )&A data during the insoluble compression
phase of high frequency dynamic trials (Otis et al., 1994). Under the conditions of high
frequency and high concentration, the assumption of an insoluble monolayer is most
valid, because the mass in the interface has the least time for desorption. The assumption
of insolubility is important because the inverse relationship between F and A of (2.5) is
used to convert from the dd4dA slope of the experimental data to the dydF slope needed
in the isotherm. The resulting expression for m2 is
(n A= (2.10)
A Yin
where A* and A,,mi are the interfacial areas corresponding to at the onset of regime II
compression, and Ymin, at the end of regime II compression, respectively. These interfacial
areas are occur at C and D, respectively, in Figure 2.1.
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Equilibrium Data
Surfactant ' eq(dyncm) Y. (dynlcm) 'ye (dyn/cm)
Mixture (dyn/cm) C=1.0 mg/ml C=0.1 mg/ml C=0.01 mg/ml
CLS 22.02 22.02 + 0.2 22.7 + 0.7 48.7 ± 3.7
DPPC 25.6 27.0 ± 0.5 30.5 ± 0.9 42.7 ± 2.4
PL 22.54 22.54 + 0.4 30.8 + 1.6 39.6 ± 1.9
PL+HA 22.34 22.34 + 0.3 22.0 + 0.3 38.4 ± 4.2
PL+HA+SPA 22.33 22.33 + 0.6 22.3 + 0.2 37.6 ± 3.9
PL+HA+SPA+N IL 21.43 21.43 + 0.6 21.7 + 0.4 35.3 ± 1.5
(Reconstituted) I
For all samples except DPPC, y is an average of C=1.0 mg/ml data.
y for DPPC was calculated using C=5.0 mg/ml.
Table 2.1 Constant-area equilibrium data for the six surfactant fractions tested.
at three bulk concentrations. Equilibrium data is used to verify the isotherm.
Calculations at Equilibrium
Surfactant Ye q (r/r ) kI/k2 (X10-)
Mixture (dyn/cm) e q (mug)
CLS 48.7 ± 3.7 0.37-0.52 0.6-1.1
DPPC 42.7 ± 2.4 0.56-0.67 1.3-2.0
PL 39.6 ± 1.9 0.59-0.67 1.5-2.1
PL+HA 38.4 ± 4.2 0.57-0.75 1.3-2.9
PL+HA+SPA 37.6 + 3.9 0.59-0.76 1.5-3.1
PL+HA+SPA+NL
(Reconstituted) 35.3 ± 1.5 0.69-0.75 2.2-3.1
Data is
Table 2.2 Ranges of r/t and k,/k2 calculated at equilibrium for C=0.01 mg/ml data in
Table 2.1. The ranges are used to support determinations of k,/k2 from dynamic data.
Calculations use (2.8) and (2.9) to determine what FrIr would correlate to yq for the
assumed linear isotherm. Then, corresponding k/k 2 is determined from (2.2).
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The isotherm relationship between interfacial concentration and surface tension
for regime IIis
_ > > 1.0. (2.11)7 =7'-m2 ]-*
With (2.9), (2.11) completes the isotherm for all interfacial concentrations. Note that for
F/II=1.0 both equations produce the same surface tension, , so surface tension is a
continuous function in the domain O<<F,,,m. m2 values for each fraction are found in
Chapter 3.
Frumkin Isotherm of Chang and Franses
Other investigators (Chang and Franses, 1994) use the Frumkin isotherm
y = yo + nRTm ln(1 - r) (2.12)
where Tm is equivalent to r in our model, Tis absolute temperature, R is the universal gas
constant and n is a coefficient specific to each surfactant. Note that due to the natural
logarithm term, the isotherm allows only interfacial concentrations less than Em, though
interfacial concentrations exceeding Fm have been reported in dynamic experiments
(Tchoreloff et al., 1991). Furthermore, the surface tension drops precipitously and can
become negative at Fnear m,. The isotherm we use is an improvement on both of these
shortcomings.
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Model Parameters
At a given cycling frequency, bulk concentration and volume excursion, the ?`A
loop predicted by the computational model is specified by five independent parameters:
adsorption coefficient, k (cm3/(gemin)), the desorption coefficient, k2 (min'), the
minimum surface tension observed in dynamic trials, y, (dynes/cm), the minimum
equilibrium surface tension, 9 (dynes/cm), and the isotherm slope m2 (dynes/cm). For
our second parameter, we actually used k/k 2 instead of k2 for reasons explained later.
Isotherm slope ml is not an independent parameter; it is determined by y in equation
(2.8).
Effect of Parameters in Model Simulations
Figure 2.3 demonstrates the rich variety of phenomena observed in theoretical ?,A
loops with variation of cycling frequency and bulk concentration. A higher bulk
concentration provides more surfactant for adsorption onto the interface, so its
corresponding predicted surface tension at a given frequency is lower. In general,
variation with frequency is opposite this trend; the more rapid the frequency, the higher
the predicted surface tension is because there is less time in each cycle for surfactant to
adsorb to the interface. For very low cycling rates, however, the ?A loop limits to a
straight line at Ye,. In these cases, the desorption rate is faster than the cycling rate, and
therefore surfactant is desorbed from the interface so quickly that, upon compression, the
interfacial surface concentration, P, necessary to reach the insoluble regime is never
obtained.
Figure 2.4 (I) shows the limiting scenario near eq for Cb=l.0 mg/ml and a cycling
rate of 1 cycle/min. At this bulk concentration, Fe/=0.992 [using equation (2.2)], thus
Yq. Under these conditions we must make an allowance for our physically unrealistic
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Figure 2.3 Model predictions for a typical set of parameters for three different bulk
concentrations and cycling frequencyconditions. Each plot contains data at one bulk
concentration for three frequencies 1 cycle/min (solid line), 20 cycles/min (dashed line),
and 100 cycles/min (dotted line). Model parameters are k,=6.0x105 ml/(gomin),
k,/k2=102 min', m2=140 dynes/cm, ,=22 dynes/cm, and ym,n1 dyn/cm.
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assumption that the sorption parameters drop to zero precisely at F= , the threshold of
the insoluble regime; both sorption coefficients are zero in the insoluble regime. This
assumption causes the prediction of behavior that is not observed experimentally at high
bulk concentration.
To circumvent this artifact, a criterion was placed in the model. If /r>F,/*
and F/T>0.98, an arbitrarily close value to 1.0, and dA/dt<O (the model is in
compression), then F/r is set to 1.0, thus initiating the insoluble regime. Figure 2.4 (II)
shows an implementation of this correction. Chapter 6 deals extensively with related
issues, and in general the behavior that occurs when k2 is on the order of or less than the
cycling frequency.
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Figure 2.4 Comparison of model y-A loop at C=I.0 mg/ml, o=l cycle/min, and
k2=1.0 min-' without (I) and with (II) a criterion to "push" model into squeeze-out
regime when it becomes stuck very close to Fr/T=l.0 (= ).
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Effect of k,
Two dimensionless parameters characterize the behavior of the Otis model: kC/w
and klC/k2 (Otis et al., 1994). The first dimensionless parameter is a ratio of the
adsorption rate to the oscillation rate, while the second is a comparison of the adsorption
rate to the desorption rate. Note that this second parameter also appears in equation
(2.2) and determines the equilibrium interfacial concentration. Figure 2.5 shows the
steady-state output of the model at three bulk concentrations when k, is varied and k,/k2
is held constant. In these simulations, as the bulk concentration decreases, the variation
of kl has a progressively smaller effect on the loops. At low bulk concentration, kC/w
has a relatively low value, so k, is less important in the calculations. The model behavior
at low concentration is largely determined by kC/k 2.
At high bulk concentration, both parameters become large. Adsorption dominates
at high concentration and causes the model to reach the squeeze-out threshold. kC/wo
dictates at what point during the cycle squeeze-out will be reached. Thus, at a given
cycling frequency, model output at high bulk concentration varies significantly with k,
and relatively independent of k/k 2, as seen in Figure 2.5. A higher value of k, causes less
compression to be required to achieve squeeze-out.
For runs at Cbulk=O. mg/ml, k, remains the primary, but not exclusive,
determinant of model function. Again, higher values of k, lead to lower surface tensions
and less compression required to achieve squeeze-out.
Effect of kl/k2
Figure 2.6 demonstrates the changes in steady-state model function as the relative
value of k, and k2 is varied around the pre-determined estimate of k/kr-105 ml/g. As
discussed above, kJ/k2 largely determines model behavior at low bulk concentration. For
this reason, the independent parameter k2 was replaced by k/k 2. Furthermore, k/k 2 is
useful in isotherm and equilibrium calculations [see equation (2.2)]. However, only under
conditions where the desorption coefficient k2 is on the order of the effective adsorption,
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Figure 2.5 Effect of the variation of the parameter k, at three different bulk concentrations.
In each plot: k,=6.0x 10 ml/(g.min) (solid), kl=0.6x10 ml/(g.min) (dashed),
k,=0.06x10 5m/(gemin) (dotted). All simulations done at 20 cycles/minute oscillation
frequency. Other model parameters are k/k 2=1.2x1 05 ml/g, m2=140 dynes/cm, j=22
dynes/cm, and ywm,=l dyn/cm.
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Figure 2.6 Effect of the variation of the parameter kl/k2 at three different bulk
concentrations. In each plot: k,/k2=2.4x105 mug (solid), k,/k2=1.2xl05 mug (dashed),
k,/k 2=0.6x105 mug (dotted). All simulations done at 20 cycles/minute oscillation
frequency. Other model parameters are k=6.0x 105 ml/(g.min), m=140 dynes/cm, j=22
dynes/cm, and y,,l dyn/cm.
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Figure 2.7 Effect of the variation of the parameter m2 at three different bulk concentrations.
In each plot: m2=140 dynes/cm (solid), m 2=70 dynes/cm (dashed), m 2=35 dynes/cm
(dotted). All simulations done at 20 cycles/minute oscillation frequency. Other model
parameters are k,=6.0x105 ml/(gmin), k/k2=1.2x105 ml/g, j=22 dynes/cm, and ym,=l
dyn/cm.
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Figure 2.8 Increase of ym to 20 dynes/cm and variation of the parameter k, at three
different concentrations. In each plot: k=6.0x105 ml/(g.min) (solid), k,=0.6x105
ml(g.min) (dashed), k,=0.06x105 ml/(g-min) (dotted). All simulations done at 20
cycles/minute oscillation frequency. Other model parameters are k,/k2 =l.2x105 ml/g,
m2
=140 dynes/cm, and j=22 dynes/cm.
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kC-low bulk concentration-does the precise value of k,/k2 have a tangible influence on
model output. At Cbluk=O.O1 mg/ml, the model is very sensitive to the value of kl/k2.
Using klk2=1.2x105 ml/g as a baseline (for reasons explained in Chapter 3), it is seen in
Figure 2.6 that a two-fold increase or decrease in the relative magnitude of adsorption to
desorption causes a substantial change in the simulated surface tensions, becoming lower
or higher, respectively. The minimum surface tensions achieved vary by at least 15
dynes/cm. When kl/k2=2.4x105 ml/g, adsorption is strong enough, even at low bulk
concentration, to reach an interfacial concentration of /, which initiates the insoluble and
then squeeze-out regimes, even at low concentration.
The small notches seen at approximately 22 dynes/cm in the A loops of Figure
2.5 through Figure 2.8 are an artifact from the procedure installed to avoid the y.A loop
limitingto a line near ' (mentioned previously in this chapter). The notch is formed
when the model increases the interfacial concentration to ', dropping the surface tension
to 9. The surface tension plateaus briefly at y and then the curve bends downward again
as the model enters regime II. The procedure has little effect on most runs (only the
appearance of the notch), but the modification is needed at high bulk concentration so it is
included in all runs for consistency.
Effect of m2
The isotherm slope m2 dictates the dyddA slope in the insoluble regime of the
dynamic loops. Figure 2.7 shows the results from the model using three different values
of m2. At low bulk concentration, the model never achieves a sufficiently large r to reach
the insoluble regime, so the value of m2 is not relevant. At higher bulk concentrations, m2
has a large effect on the amount of compression required to reach Ym,, and induce squeeze-
out. At Cbulk=l.O mg/ml, with m2=140 dynes/cm, only 15% film compression is required,
while with m=35 dynes/cm, the model predicts 40% compression is needed. Both kl and
m2 affect the predicted onset of the squeeze-out regime (Figure 2.5 and Figure 2.7). m2
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has little effect on the maximum surface tension predicted, though some slight differences
occur as a result of the amount of mass left in the interface at the end of squeeze-out. At
higher m2 more mass is squeezed-out from the interface and a higher maximum surface
tension results. Increasing m2 also increases hysteresis at relevant bulk concentrations
(1.0 and 0.1 mg/ml).
Effect of y,
For some surfactants, the minimum observable surface tension during dynamic
cycling is greater than "near-zero." For example, surfactant TA was not observed to have
a surface tension less than 10 dynes/cm (Otis et al., 1994), while in our studies the
phospholipid fraction is not seen to have a surface tension below 20 dynes/cm (see
Chapter 3). In our model, the Ymin parameter is set to match the observed minimum
surface tension. Figure 2.8 demonstrates the effect of variation of k, for the usual set of
parameters with Ymn=20 dynes/cm. At this higher minimum surface tension so near to y,
m2 has little effect. Because there is virtually no insoluble regime, predicted bubble
compression required to induce squeeze-out is less and is also determined exclusively by
k,.
Effect of /
The fifth independent parameter, y, varies so little between different surfactants
studies (Table 2.1) that model simulations employing different values of y within the
observed range are nearly identical. It is important to note though that y is important to
the r-yrelationship as it is the transition point between isotherm slopes ml and m2.
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Matching of Model Parameters to Surfactant Fractionation Data
Three of the five parameters for the Otis model, m2, Ym,, and 9, were determined
from the experimental static and dynamic data without the use of the computer model. A
range and average value for the isotherm slope, m2, was taken from the compression phase
of high frequency dynamic data, using (2.10). Ymi, was the minimum surface tension
observed in the dynamic data; for most samples y,in, was taken as 1 dyne/cm to represent
near-zero surface tension, therefore no range was needed in these cases. Constant-area
equilibrium data at high bulk concentration provided the range of 9 (Table 2.1). A
methodology was needed to garner the values of the remaining parameters, k, and k,/k2.
These two parameters were obtained by matching the yLA loop predicted by the Otis
model to the experimental loop under the same conditions of bulk concentration and
cycling frequency.
Quantitative Method
Quantitative schemes were developed to determine the sorption coefficients, k,
and k/k 2, from the dynamic data. Due to a shortcoming of the Otis computational
model, the inability to produce surface tensions as large as those experimentally observed
(Otis et al., 1994)-an effect we believe to be caused by a complicated and yet unmodeled
process of film rupture-exact matches for an entire ?'A loop were not possible. Instead,
efforts were concentrated on reproducing the hysteresis shape and making quantitative
matches with key points on y-A loop chosen such that the majority of the behavior would
be described.
At high bulk concentration, where k, dominates behavior as compared to k/k 2 as
previously described, the point at which the y.A loop first enters the squeeze-out regime
(point D in Figure 2.1) determines much of the behavior of the loop. Matching the
amount of compression needed to enter the minimum surface tension plateau dictates how
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much of the cycle is to be spent in each of the three regimes of the model. The slope m2
also affects the output loops at high concentrations, but the range of m2 is already known
from the experimental data.
At low concentrations, where k/k 2 largely determines the majority of model
behavior, the minimum surface tension achieved was used to match the model to the data.
The minimum surface tension at low bulk concentration is usually larger than Ymi,, which
is always seen at high bulk concentration. Except in the the cases of very large k: (and
k2), at low bulk concentration, k,/k2 is the sole determinant of the model prediction, and
therefore can be determined independently of kl.
Parameter uncertainty ranges were determined by finding the range in which the
model prediction matched the experimentally measured quantity within 10%. For
example, if an experimental run entered regime III at a surface area of 2.5 mm2 the those
parameters that yielded results between 2.75 mm2 and 2.25 mm2 set the uncertainty
range. The uncertainty range for a parameter was selected as the intersection of the
uncertainties for all frequencies and bulk concentrations examined. If the intersection set
was null, then the union was employed (since this indicated considerable experimental
uncertainty remained).
For each parameter, we found a range of acceptable values. The intersecting
ranges of the five variables formed a parameter space. The CbUlk=O. mg/ml data, the
middle bulk concentration, was used to trim the parameter space and find a "best fit" by
visually comparing the experimental and theoretical loops. This data is difficult to match
by any quantitative means, because it represents the threshold of two distinct
concentration regimes, and therefore provides a large variety of behavioral phenomena.
However, the richness of these phenomena make this data well-suited to be matched
qualitatively by observing similarities between experimental and predicted ),A loop
shapes.
Though the loop shape and overall behavior of the experimental data were
generally consistent among different trials under the same conditions, the data lacked the
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precision to work well with a quantitative data-matching scheme. At high concentration,
the squeeze-out intercept point sometimes varied by more than 100 /o-the range for our
matching criterion-and at low concentration, the variation of the minimum surface
tension could be even greater. This presented a special problem for matching k/k 2
because its sensitivity. A five-percent change in k/k 2 can translate to a ten-percent
variation in the surface tension at minimum area. Figure 2.6 illustrates that a two-fold
increase in k/k 2 can alter the surface tension at minimum area by over 50%. By
comparison, when kl is reduced by two orders of magnitude the predicted squeeze-out
intercept point is changed less than 50% (Figure 2.5).
The parameter ranges produced using this scheme (presented in Chapter 3) were
an attempt to place a quantitative parameterization upon data whose precision did not
warrant it. The strength of the Otis model is that it reproduces the shapes and hysteresis
seen in experimental data, and is excellent at offering order-of-magnitude estimates of the
parameter values. It was unclear, however, if the parameter ranges determined for
different surfactant fractions were necessarily statistically distinct. Thus, a new method
of analyzing the dynamic data was derived.
Qualitative Method
In the new, qualitative scheme, emphasis was placed on identifying what changes
in model predictions result from variation of each parameter (Figures 2.5-2.8). From the
quantitative scheme we had a good idea of what order of magnitude each of the parameters
should be, so that served as a starting point for our variations. Native calf lung surfactant
(CLS) was chosen as a baseline case for surfactant performance since it is a
physiologically viable surfactant. The dynamic data of the remaining fractions were
compared to CLS and the required parameter changes from the baseline case to simulate
each fraction were identified.
Behavior differences seen in the experimental specimens of Chapter 3 were
characterized to be of four types and each was attributed the change of a certain
43
parameter or parameters. Variation in compression needed to achieve squeeze-out for
high bulk concentration experiments was correlated with a change in kl (Figure 2.5). A
difference in minimum surface tension at low concentration was accounted for by a change
in k,/k2 (Figure 2.6). Variation of y-A slope leading into squeeze-out plateau at high bulk
concentration was attributed to a change in m2 (Figure 2.7). Finally, a change in the
minimum surface tension observed during all dynamic cycles was connected to a variation
of min(Figure 2.8).
The qualitative scheme eliminated problems of data precision and quantitative
parameterization because it concentrated on loop shape and overall dynamic behavior.
Results of and comparisons between the two schemes are covered in Chapter 3.
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Chapter 3
Application of the Computational Model
Introduction
The computational model discussed in Chapter 2 generates predictions for surface
tension versus interfacial area (A) loops for an oscillating bubble at steady state in a
surfactant mixture at different cycling frequencies and bulk concentrations. Comparison
of these curves to those produced experimentally allows for a determination of the model
parameters that, in some sense, best characterize a particular surfactant.
Experimental static and dynamic surface tension data were collected for six
surfactant mixtures: whole calf lung surfactant (CLS); DPPC; pure phospholipids,
including DPPC (PL); phospholipids with the addition of hydrophobic apoproteins
(PL+HA); phospholipids with the addition of all apoproteins, A, B and C
(PL+HA+SPA); and the completely reconstituted fraction, restoring the neutral lipid
(PL+HA+SPA+NL). The six surfactant mixtures tested showed a range of 1-A loop
phenomena.
Surfactant Fractions
CLS
The experimental curves generated for native calf lung surfactant (CLS), the
baseline to which other samples were compared, are shown in Figure 3.1. The nine )A
loops display experiments done at three oscillation frequencies (1, 20, and 100
cycles/min), each at three different bulk concentrations of surfactant (1.0, 0.1, and 0.01
mg/ml). For all three frequencies at 1 mg/ml bulk concentration, CLS needed only 15-20%
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film compression to plateau at a minimum surface tension of less than one dyne/cm. The
maximum surface tension increased from 30 dynes/cm at lowest frequency to about 40
dynes/cm at 1 GO cycles/min. At all frequencies, substantial hysteresis was seen.
At Cbulk=. 1 mg/ml, CLS yA loops reached a minimum surface tension of less
than 5 dynes/cm-slightly higher than that at 1 mg/m -and required about 50% to do so.
The maximum surface tension at the frequencies of 20 and 100 cycles/min were much
higher than for the 1 mg/ml data, reaching more than 60 dynes/cm. The 1 cycle/min data
for the 0.1 mg/ml bulk concentration experiment had the same maximum surface tension as
the 1 cycle/min run at 1 mg/ml, but-like all the runs at smaller bulk concentrations the
loop displayed less hysteresis, even showing a tendency toward a horizontal loop.
As the bulk concentration was reduced another order of magnitude to 0.01 mg/ml,
full compression of the bubble (60%) was unable to generate minimum surface tensions
lower than 20 dynes/cm. The maximum surface tension at this concentration was 60
dynes/cm at all frequencies.
DPPC
Beginning with the major phospholipid component of lung surfactant, DPPC,
samples of a piece-wise reconstitution of surfactant were tested and their loops were
compared with those of CLS. Figure 3.2 shows the nine ILA loops for DPPC. Marked
difference from CLS data is seen at all concentrations, with maximum surface tension at
least 50 dynes/cm. DPPC also required much greater film compression, more than 50%,
to achieve its minimum surface tension, though DPPC was able to generate a surface
tension less than one dyne/cm at 1.0 and 0.1 mg/ml bulk concentration. Compared to
those of CLS, hysteresis is reduced in DPPC samples at 1.0 and 0.1 mg/ml. The
differences between the A loops of CLS and DPPC are indicativelof the differences in
interfacial properties that allows CLS to be a viable surfactant, while DPPC does not
adequately function in a physiological setting (Notter, 1988).
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PL
The data for purified phospholipids (PL), of which DPPC is the primary
constituent, are presented in Figure 3.3. Unlike DPPC or CLS, PL was unable to generate
a minimum surface tension of less than 20 dynes/cm. The maximum surface tension was
similar to that of DPPC, but the hysteresis was greater at all conditions examined. Little
variation of the PL loops was seen across frequency or concentration.
PL+HA
Much of the dynamic behavior of CLS was restored by the addition of
hydrophobic apoproteins B and C to the PL fraction (PL+HA), as demonstrated in Figure
3.4. Film stability was increased from PL, allowing PL+HA to realize minimum surface
tension less than one dyne/cm at high bulk concentration, though a film compression of
over 30% was required. At bulk concentrations of 0.1 and 0.01 mg/ml, the behavior of
PL+HA was similar to that of CLS at all frequencies, with the exception of PL+HA
reaching the minimum surface tension of one dyne/cm at 0.1 mg/ml.
PL+HA+SPA
Nearly full restoration of the dynamic function of CLS was seen following the
addition of surfactant apoprotein A (SPA) to the PL+HA mixture. The same minimum
and maximum surface tension and hysteresis characteristics were all similar to those of
CLS. Slightly more film compression than for CLS, 25%, was required to reach minimum
surface tension. Dynamic y-A loops for PL+HA+SPA are presented in Figure 3.5.
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Figure 3.1 Surface tension vs. interfacial area loops for calf lung surfactant (CLS)
measured during dynamic oscillation using pulsating bubble surfactometry. Each plot
contains data at one bulk concentration for three cycling frequencies, I cycle/min (solid
line), 20 cycles/min (dashed line), 100 cycles/min (dotted line).
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Figure 3.2 Surface tension vs. interfacial area loops for DPPC measured during dynamic
oscillation using pulsating bubble surfactometry. Each plot contains data at one bulk
concentration for three cycling frequencies, I cycle/min (solid line), 20 cycles/min
(dashed line), 100 cycles/min (dotted line).
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Figure 3.3 Surface tension vs. interfacial area loops for PL measured during dynamic
oscillation using pulsating bubble surfactometry. Each plot contains data at one bulk
concentration for three cycling frequencies, 1 cycle/min (solid line), 20 cycles/min
(dashed line), 100 cycles/min (dotted line).
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Figure 3.4 Surface tension vs. interfacial area loops for PL+HA measured during dynamic
oscillation using pulsating bubble surfactometry. Each plot contains data at one bulk
concentration for three cycling frequencies, 1 cycle/min (solid line), 20 cycles/min
(dashed line), 100 cycles/min (dotted line).
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Figure 3.5 Surface tension vs. interfacial area loops for PL+HA+SPA measured during
dynamic oscillation using pulsating bubble surfactometry. Each plot contains data at one
bulk concentration for three cycling frequencies, I cycle/min (solid line), 20 cycles/min
(dashed line), 100 cycles/min (dotted line).
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Figure 3.6 Surface tension vs. interfacial area loops for PL+HA+SPA+NL (reconstituted)
measured during dynamic oscillation using pulsating bubble surfactometry. Each plot
contains data at one bulk concentration for three cycling frequencies, 1 cycle/min (solid
line), 20 cycles/min (dashed line), 100 cycles/min (dotted line).
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PL+HA+SPA+NL (Reconstituted)
The addition of neutral lipids to PL+HA+SPA to complete the reconstitution of
lung surfactant (PL+HA+SPA+NL) generally contributed little further effect on the
steady-state dynamic performance. At a bulk concentration of 0.1 mg/ml, low frequency
runs exhibited the same tendency toward horizontal loops not seen except in CLS. Figure
3.6 contains the yA loops for the reconstituted fraction.
Data Matching
Chapter 2 outlined two methods for determining the five parameters to match the
dynamic data for each of the six fractions. The quantitative method used key data points
in the A loops to obtain parameters, while the qualitative method focused on what
changes (from a baseline case) in a particular parameter (or parameters) would be required
to reproduce the type of behavior seen in each fraction.
Quantitative Method
In the quantitative method, k for a surfactant fraction was determined from
matching the onset point of squeeze-out in the 1 mg/ml dynamic data, while k,/k2 was
determined from the minimum surface tension of the 0.01 mg/ml bulk concentration data.
The isotherm slope, m2, was obtained from the slope of the compression leg of
experimental yA plots at high bulk concentration. Constant-area equilibrium data at high
bulk concentration provided y, and Ymi, was the lowest surface tension observed during
all dynamic trials. The parameter ranges calculated using the methods of Chapter 2 are
displayed in Table 3.1.
The k ranges were similar for CLS, PL+HA, PL+HA+SPA and reconstituted
surfactant. The fractions composed of phospholipids, DPPC and PL, had a much lower
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k,. The addition of the remaining phospholipids to DPPC improved the adsorption
somewhat, but the addition of the hydrophobic apoproteins B and C had a much larger
effect. This leads to the conclusion that hydrophobic apoproteins B and C are necessary
for surfactant function.
The value of k/k 2 was near 105 ml/g for all fractions, despite the wide variation in
k, among the samples. This was consistent with the isotherm (Table 2.1). Because the
k,/k2 ratio was roughly equal for all fractions we can conclude from their reduced value of
k, and k2 that DPPC and PL have a much higher resistance to transport than do the other
fractions.
The data for m2 indicate that, among the six surfactant samples studied, CLS has
the most rapid rate of change of surface tension within the insoluble regime. In our model,
a higher m2 means that the insoluble monolayer (1>ir) requires less compression to reach
the minimum surface tension, at which point, upon further compression, the film buckles
or molecules are squeezed-out of the interface. PL+HA+SPA and fully reconstituted
surfactant also exhibited a steep m2, though less than that of CLS. The addition of SPA
increased the rate of change of surface tension within regime II two-fold over PL+HA.
Surprisingly, DPPC, without containing any surfactant apoprotein A, had an m2 similar
to that of CLS.
The small difference between y and Ymi, for PL makes a determination of m2 for
this fraction impossible. At best, PL has a very small insoluble regime, but the lack of
evidence supporting the presence of a regimeII makes us omit discussion of m2 for the
phospholipid fraction and not include a value in Table 3.1. Because a value of m2 is
required for the model, the best estimate of the measured value of PL was used, m2z65
dynes/cm. However, no conclusions were drawn about m2 for PL from this value.
As seen in Table 2.1, y for almost all surfactant fractions was around 22
dynes/cm. DPPC demonstrated a higher equilibrium surface tension at high bulk
concentrations of about 26 dynes/cm (Table 2.1). Though the k,/k2 for DPPC was
approximately the same as the rest of the samples, the higher surface tensions at
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equilibrium are an indication that DPPC has more resistance to transport than the other
surfactants studied. This notion is supported by DPPC having both the smallest k, and
k2 among the surfactant fractions.
Of the surfactant fractions studied, only PL was unable to attain a near-zero
minimum surface tension in dynamic trials. For PL, y,,m 20 dyn/cm, while ym,,-l dyn/cm
for the other surfactant fractions. Because the squeeze-out plateau for PL occurred at this
higher surface tension, its loops showed a hysteresis behavior at high bulk concentrations
different than that of the other fractions.
Using the 0.1 mg/ml bulk concentration data, the parameter ranges were trimmed
and the "best fit" parameters of Table 3.2 were assigned. The best fit parameters were
chosen as those parameters within the ranges (Table 3.1) that best matched the general
shape of all the y-A loops for a surfactant. The similarity of the best fit parameters for
CLS and PL+HA+SPA+NL indicate that the reconstitution was successful.
In Chapter 2, several problems were mentioned regardingthe quantitative scheme.
Given the lack of precision in value of the squeeze-out intercept point (the point at which
the yA loop first enters regime III) in all the experimental data, it is difficult to assert that
there is a real difference between the adsorption behavior of CLS and those of PL+HA,
PL+HA+SPA and reconstituted surfactant. Furthermore, the k, values of DPPC and PL
are especially hard to estimate with any precision, because they have squeeze-out
intercept points near the minimum area on the -A plot. When the squeeze-out intercept
point is near the minimum interfacial area, an order-of-magnitude decrease in k, only
causes the predicted squeeze-out intercept point to be reduced slightly. Thus, a very
large range of k, is required to cover the range of 10% of the experimental squeeze-out
intercept. This behavior is illustrated in the Cblk=O. 1 mg/ml plot of Figure 2.5, where the
dashed and dotted lines correspond to k of 0.6x105 and 0.06x105 ml/(gomin),
respectively. Note that both the dashed and dotted curves have squeeze-out intercept
points within 10% of 1.4 mm2, demonstrating that if 1.4 mm2 were the squeeze-out
intercept point, k, would have at least a one order-of-magnitude range.
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Parameter Ranges
t Assumed value for small surface tension.
Table 3.1 Parameter ranges as determined by quantitative methodology explained in
Chapter 2.
Best Fit Parameters
Surfactant k, (x105 ) k/k 2 (xldO) m2 Y* min
Mixture (mIg.min) (mg) (dyn/cm) (dynlcm) (dyn/cm)
CLS 6.0 1.2 140 22 It
DPPC 0.004 1.2 140 25 It
PL 0.02 1.2 65 22 20
PL+HA 3.5 1.3 50 22 It
PL+HA+SPA 4.0 1.4 110 22 It
PL-+HAb+SPA+NL 5.0 1.4 125 22 It(Reconstituted)
t Assumed value for small surface tension.
Assumed value used for model prediction.
Table 3.2 Best fit parameters as determined by quantitative methodology explained in
Chapter 2. Changes in k, and m2 account for the majority of behavior differencesamong
the samples.
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Surfactant k (x105 ) k1/k2 (x105 ) m2 y* Yn
Mixture (n(mlg.min) (mg) (dyn/cm) (dyn/cm) (dynlcm)
CLS 6-8 1.0-1.2 108-165 21.3-22.6 It
DPPC 0.0003-0.004 0.9-1.2 90-140 20.0-26.0 It
PL 0.008-0.02 1.1-1.3 -- 21.9-24.1 19-20
PL+HA 3-5 1.3-1.4 42-50 21.5-23.2 It
PL+HA+SPA 4-7 1.4-1.6 84-116 21.4-23.5 It
PL+HA+SPA+NL 4-6 1.3-1.5 84-125 20.0-23.1 It
(Reconstituted) I.~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .
Qualitative Method
To address the concerns mentioned above about the quantitative method for data
matching, a new scheme was implemented. The new method identified a baseline set of
parameters for CLS and then identified what parameter variations produced loops
consistent with the behavioral difference between CLS and the surfactant fraction. The
best fit CLS parameters from Table 3.2 served as the baseline.
The baseline parameters for CLS are:
kl=6.0xl 05 ml/(g-min)
k/k2=1 .2x105 ml/g
y=22 dyn/cm
y,,in= dyn/cm
m2=140 dyn/cm
The behavior of DPPC (Figure 3.2) can be simulated by using this baseline set of
parameters with a two order of magnitude reduction in k (Figure 2.5 for 20 cycles/min).
The smaller adsorption coefficient accounts for the overall higher surface tensions seen,
but the parameters are still such that DPPC is able to achieve the near-zero minimum
surface tension required for respiration.
To match the performance of the PL fraction (Figure 3.3), the A loops are
compared to Figure 2.8, where min=20 dyn/cm for a range of k,. The dotted lines of
kl=0.06x10 5 ml/(g.min) best represent the behavior of CLS, especially at high bulk
concentration. Thus, a one-hundred-fold decrease in kl, similar to that used to model
DPPC, and an increase of Ymi, to the minimum observed surface tension of 20 dynes/cm is
the change from the baseline case that we conclude best models the phospholipid fraction
behavior. With a two order of magnitude decrease in k,, little hysteresis is predicted at
middle and low bulk concentrations. However, this variation of k, and ym,,n is still the best
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to reproduce PL behavior, because the hysteresis that occurs experimentally in lower bulk
concentrations is not a result of squeeze-out. It is believed to be from film rupture during
bubble expansion. As mentioned previously, this model is unable to reproduce effects of
film rupture.
As noted earlier, the addition of hydrophobic apoproteins B and C to
phospholipids restore the majority of the function of surfactant. The primary difference
between the 7A loops for PL+HA (Figure 3.4) and for CLS (Figure 3.1) is the slope on
compression leading into the minimum surface tension plateau. By reducing m2 between
one and two fold (Figure 2.7), the general shape of the loop can be preserved while also
matching the amount of film compression seen experimentally in the samples needed to
reach minimum surface tension. Supporting the claim that the only change between CLS
and PL+HA occurs in regime II is the low concentration data, which is very similar
between the two samples.
The differences between performance of calf lung surfactant and the PL+HA+SPA
(Figure 3.5) fraction is slight, and thus no variation in parameters is needed. The primary
difference between the fractions occurs at 0.1 mg/ml, where CLS fails to reach Ymi,,. To
reproduce the behavior of PL+HA+SPA, a small increase in k,/k2 or a small decrease of k,
(in order to decrease k2) is needed. The variations are small because the difference in
behavior is related to being at 0.1 mg/ml bulk concentration, on the cusp of two behavior
regimes-the transition between the dynamics at high bulk concentration and at low bulk
concentration. At 0.1 mg/ml, CLS desorbs faster than the bubble compresses at low
oscillation frequencies, while PL+HA+SPA does not. The variations in parameters
needed to account for the behavioral differences at 0.1 mg/ml change little the overall
behavior predicted by the model.
The reconstituted fraction (Figure 3.6) also has only slight differences from CLS,
though in this case, the middle concentration data is similar to that of CLS because it does
not reach mi,, at low frequency. Therefore, even the small variations needed to account
59
for the difference between PL+HA+SPA and CLS are not needed in the comparison of
reconstituted surfactant and CLS.
Comparison of Methods
For most fractions, the parameters found by the quantitative method were
consistent with those determined qualitatively. The few discrepancies were in situations
where the precision of the quantitative model was not justified by the precision of the
data. The qualitative method was able to describe necessary parameter deviations from a
baseline case on an order-of-magnitude basis for sorption coefficients.
To reproduce the c-A loops of DPPC qualitatively, k, was decreased only two
orders of magnitude from the baseline case. Quantitatively, the k, for DPPC was 1500-
25000 times smaller than k for CLS. However, the quantitative parameters did not
predict the general behavior of DPPC. This discrepancy stems from the difficulty of
distinguishing the proper k value when the squeeze-out intercept is near the minimum
interfacial area. Since the hysteresis behavior is real and an important indicator of DPPC
dynamic function, the qualitatively chosen value of k=l 03 ml/(g-min) is more appropriate
for modeling purposes.
Experiments at Tidal Breathing Volumes
All of the above experiments have been performed at A/A,=59%, a range
designed into the PBS. While this area excursion was much larger than that seen under
normal tidal breathing, it was because it showed a wider range of phenomena in the ?'A
loops. Using a different PBS configuration, dynamic experiments for CLS and PL+HA
were run at 20 cycles/min and 1.0 mg/ml bulk concentration and AA/Am,,20%, an area
excursion approximating tidal breathing.
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The results of the PBS experiments at tidal breathing volumes are shown in Figure
3.7 (I). Note that at smaller area excursion, the PL+HA sample does not achieve Ym,,.
This is consistent with the previous observation of a relatively large amount of
compression (as compared to CLS) needed to reach squeeze-out (Figure 3.4).
Figure 3.7 (II) shows the extension of the model to match data AA4/A=20%. In the
model predictions, the best fit parameters for CLS were used, and PL+HA was simulated
with m2=70 dynes/cm (half that of CLS), in keeping with the results from the previous
data matching. The model predictions give a good match (except for the lack of hysteresis
seen in the PL+HA samples), and reproduce the amount of compression needed for CLS
to induce squeeze-out and the failure of PL+HA to reach Ym,,, never dropping to a surface
tension below 8 dynes/cm.
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Figure 3.7 Comparison of experimental data (I) and model predictions (II) at o=20
cycles/min, C=l.0 mg/ml and tidal breathing area excursion, A/A,.=20%.
Experimental data is from CLS (solid line) and PL+HA (dotted line). Model predictions
use baseline case best fit parameters for CLS (solid line) and m2 reduced by two-fold
(dotted line).
This modeling added confirmation that SPA is a physiologically significant
component of lung surfactant as it is required to achieve near-zero surface tensions at tidal
breathing volumes. It is believed that the hysteresis not predicted by the model for
PL+HA is a result of film rupture.
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Summary
The experimental data and the analytical model have been used with the goal to (1)
describe the interfacial dynamics of native calf lung surfactant and its constituents, and (2)
characterize the functional role of each surfactant component. Parameter changes required
to account for differences in function between CLS and a constituent fraction give some
insight into the interfacial properties of the fraction, establish the importance of each
component and indicate the physiological viability of the fraction alone as a lung
surfactant.
The findings for DPPC support the already well-known conclusion (Notter, 1988)
that DPPC has an adsorption coefficient too low to act as a physiological surfactant by
itself. In the lungs, film compression during tidal breathing is approximately 20%
(Ingenito et al., 1998), therefore DPPC would never be able to achieve the low surface
tension required for respiration. However, DPPC is an essential ingredient in functional
surfactant.
Phospholipids alone are totally non-functional as a physiological surfactant. The
minimum surface tension is far too high to prevent alveolar collapse and the adsorption
coefficient would require too much compression to reach its minimum surface tension.
Hydrophobic apoproteins B and C are essential to the performance of surfactant,
as they reduce the resistance to adsorption (increase k,) to the level seen in native lung
surfactant. HA also imparted stability to the film so that the minimum surface tension
was able to reach the near-zero values of native surfactant. However, m2 was
considerably less in PL+HA than in CLS and it was seen that in physiological tidal
breathing volumes, PL+HA would function poorly, at best, as a surfactant.
Addition of surfactant apoprotein A restores full function to the surfactant,
increasing the m2 slope to that of CLS. PL+HA+SPA is dynamically similar to CLS at all
oscillation frequencies and bulk concentrations. No tangible improvement is made by the
addition of the neutral lipid to completely reconstitute the surfactant.
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Chapter 4
Computational Model of Surfactant Transport with Diffusion
Introduction
One of the shortcomings of the Otis model is the inability to predict the range of
transient behavior that occurs between initiation of pulsating behavior in the PBS and the
final steady-state behavior. Surface tension versus surface area (A) loops using
Curosurf surfactant, a derivative of porcine lung surfactant, show behavior that cannot be
predicted using the Otis model (SchUirch et al., 1994). These data, at least at non-steady-
state conditions, suggest that the assumption of a well-mixed bulk is not correct, and that
there are gradients in surfactant bulk concentration. Specifically, there is evidence of a
subsurface layer immediately adjacent to the interface that is richer in surfactant than
regions further into the bulk. This behavior is consistent with diffusion-affected
transport processes.
The inability of the Otis model to predict the transient variations of the yfA loop
is a direct result of the assumed constant value of the subsurface bulk concentration,
which remains at its original value, CblIk. If transport is limited by diffusion, time is
required for the subsurface concentration to return to its equilibrium value after mass is
ejected from or adsorbed to the interface. Therefore, the concentration immediately
adjacent to the interface is different than the bulk concentration used in Langmuir equation
(2.1), the equation determining interfacial mass flux in regime . Addition of diffusion to
the model would allow the subsurface concentration to reflect the richness or depletion
that occurs transiently and would give a more accurate prediction of the mass flux at the
interface.
The need for diffusion in the computational model is supported by a calculation
and comparison of the timescales for diffusion and adsorption. This is required for both
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transient and steady-state dynamics. Using the diffusion coefficient of individual
surfactant molecules, D= 106 cm2/sec (Johannsen et al., 1991), the timescale for diffusion
can be calculated and compared to that of adsorption. Note that while the diffusion
coefficients for individual molecules was found to be 10-6 cm2/sec, the same study found
the diffusion coefficient of DPPC micelles (conglomerations of molecules) to be 10-8
cm2/sec.
During transient dynamics the diffusive timescale, tD(lCblk) 2/D, estimates the
time that it would take a freshly formed bubble to come to equilibrium as surfactant
diffused to the static interface. For a smaller CbUlk, the distance into the bulk that the
diffusive boundary layer (lCbouk) is required to penetrate becomes larger. Consequently,
the transient diffusive timescale is larger.
The adsorptive timescale, tA=(klCbUlk)-1, measures the inverse rate of adsorption
at the interface. Using k=6.0x10 5 ml/(g.min) (from Chapter 3), Cbtlk=l mg/ml, the
maximumbulk concentration used in our experiments, and an assumed value =3x10-7
g/cm2 , the value for DPPC (Johannsen et al., 1991), we find that tDt=O.09 sec and tA=O.
sec. Thus, using the molecular diffusion coefficient for DPPC, the transient diffusive
timescale is at least as long as the adsorptive timescale. At smaller bulk concentrations,
the transient behavior is definitely diffusion-controlled, since tDrCbIk -2, while tA-Cb,,k- l.
For steady-state dynamics, the adsorptive timescale remains the same,
tA=(kCbulk)-. However, the diffusive timescale is now relative to the boundary layer
thickness, (D/o)12, where o is the cycling frequency.. The diffusive timescale is
tD,/D=-/Dl/o. Table 4.1 shows a comparison of steady-state adsorptive vs. diffusive
timescales over the range of bulk concentrations and cycling frequencies used in our
study. At higher bulk concentration (Cblk=l.0 mg/ml), the dynamics are diffusion-
controlled. This is also true at low cycling frequency () = 1 cyc/min). However, in the
combination of high cycling frequency (co=100 cyc/min) and low bulk concentration
(Cb,,k=O.Ol mg/ml), the dynamics are adsorption controlled.
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Adsorptive vs. Diffusive Timescales
tA=(klCbu k) ' C bulk.0mgm] Cbulk--O. g/m Cbulk-0. 0 mg/ml
tDss= l O
tA =0.002 min tA=0.02 min tA=0.2 min(0=l cycle/min tDs=1 min tD=l min tD =l min
tA=0.002 min t =0.02 min tA=0.2 min
to=10 cycle/min t=0.1 min t =0.1 min t -0.1 min
10 cycle/m tA=0.002 min tA=0.02 min tA=0.2 min
=100 cycle/rin tD=o* m t' =.o m 0 mi
Table 4.1 Comparison of the steady-state diffusive and adsorptive timescales across the
range of cycling frequencies and bulk concentrations used in our pulsating bubble
experiments and simulations. Bold face indicates diffusion-controlled kinetics, while
plain face indicates adsorption control.
Computational Model with Diffusion
Clearly, based on our calculations for both transient and steady-state conditions,
diffusion needed to be added to our computational model. In our first attempts to model
this behavior, we assumed a thin film around the bubble where the boundary layer
thickness was much thinner than the bubble radius (=ri/Cbulk<<R). Under this
assumption, the problem of diffusive surfactant transport within the bulk could be
reduced to the planar one-dimensional diffusional equation
ac a2c
=D
at ax 2
where x is the distance from the moving interface into the bulk.
(4.1)
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We used an integral formulation of equation (4.1) and its boundary conditions,
(4.4)-(4.6),
bs oDA(r) F a_) d' T d(
(Ward and Tordai, 1946). In equation (4.2), C3 is the concentration of the subsurface, Cb
is the initial bulk concentration, D is the diffusion coefficient, M is the mass in the
interface, A(r) is the interfacial area and t and Tare time.
This formulation had several drawbacks. First, there was an integrable singularity
at =t that had to be dealt with numerically. More seriously, the integral in (4.2) required
recomputation of the entire time history of the process at each time step, which became
computationally expensive for large t. Most importantly, equation (4.2) could predict
negative interfacial concentration during periods of adsorption to the interface. This arose
from the accumulation of small error in the integral formulation (4.2). A negative
interfacial concentration-even very small-is computationally unstable due to boundary
condition (4.7). To correct for this, the interfacial concentration was set to zero within
the program whenever the computed subsurface concentration was negative. However,
this created problems in terms of conservation of surfactant.
To avoid the aforementioned problems, a spacial discretization of (4.1) was used.
In this method, the interfacial mass flux was calculated from the concentration gradient
within the bulk. Computation of this method was much faster and without singularities.
However, the problem of surfactant conservation remained, because of the planar
geometry assumption. Equation (4.1) was replaced with equation (4.3) (Chang and
Franses, 1994), which is a transformation of the spherical one-dimensional convection-
diffusion equation with respect to a moving boundary (the oscillating bubble).
Equations (4.3)-(4.7) specify the transport in our computational model with
diffusion added. Equation (4.3) governs mass transport within the bulk, where x is the
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distance into the bulk from the bubble radius R(t) and R(t) is the time rate of change of
the radius. The initial condition (4.4) specifies the bulk to be of uniform concentration
throughout, Cbulk, at t=0. The bulk is modeled as infinite and equation (4.5) specifies that
the value of the concentration at infinity does not change. Equation (4.6) is the mass
conservation equation at the interface and equates the interfacial mass flux to the diffusive
flux at the surface. Equations (4.7) characterizes the mass flux of the interface for each of
the three interfacial concentration regimes. A modification of the Langmuir equation in
regime I (F<T) is employed to calculate adsorption based on the concentration at the
subsurface (Cs) rather than the bulk concentration (Cb), as used in Chapter 2.
aC(x,t) [R(t) ) CR( a(x,t) D 1 a _ __ ac(xt)
at x + R(t) ax [x + R(t)]2 ax ( ax
(4.3)
C(x,) = Cbulk (4.4)
C(oo,t) = CbUlk (4.5)
d[A(t)F(t)] = A(t)D (t) (4.6)dt ax (4.6)dt ) ax
dIA(t)=(t)J - A[kC (r - r) - k2r] r < r
d[A(t)F(t)] 0 re <F < rF..r
dt
d[A(t)F(t)] dA 
dt dt
(4.7)
67
In the model with diffiusion, equation (4.6) does not allow us to write the
equations of transport in terms of a non-dimensionalized surface concentration T/T, as
we did in the Otis model. The previously mentioned value of *=3x10-7 g/cm2 was used
in all calculations.
Numerical Methods
The partial differential equations describing transport require solutions in both
space and time. For both the planar and spherical models, the equations were discretized
using the control volume approach and the fully implicit Euler scheme in time (Patankar,
1980). The bulk was spatially discretized into nodes, with each node being the center of
its control volume. In the implicit scheme, the "future" values of all nodes, the values of
the nodes at the next time step, are determined simultaneously, using a system of linear
equations. The implicit scheme equates the difference between the future and present
values of a given node to the fluxes across the control volume boundary driven by
gradients between future values of adjacent nodes and the future value of the given node.
Calculation of temporal derivatives implicitly is inherently stable. The notation used in
all subsequent equations identifies the time step in the superscript and the spacial step in
the subscript, pac
.
Discretization of Space and Time
Two spacial variables are defined in this model:
Xi = (i - )A (4.8)
Xin+l = R" +1+ xi . (4.9)
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The distance from the interface of the bubble to the i h spacial node is x, where Ax is the
increment size between nodes (4.10). The first node, representing the subsurface, is a
distance Ax/2 from the interface, with each subsequent node Ax further. The subsurface
node--the first node of the bulk-is chosen to be Ax/2 from the interface instead of on
the interface so that a second-order finite difference discretization of (4.6) can be
written-equation (4.21)-such that the interfacial mass flux occurs at the midpoint
between the first and the zeroth nodes. The zeroth node is a bookkeeping node located
Ax/2 inside the interface, and drops out of the final calculation. The placement of the
interface at the midpoint of the nodes allows a more accurate calculation of the interfacial
mass flux.
X'n+ is the distance from the center of the bubble to the ith spacial node during the
n+ It timestep. This distance depends on the bubble radius and is therefore a function of
time. X,"' is needed, in addition to xi, in order to calculate surface areas.
The spacial increment
x = (4.10)
2
is one-half of the characteristic diffusion length, so that the mesh will automatically be
fine enough to resolve diffusional processes. The time increment, At, is set to be
1/(NscCo), where w is the cycling frequency and Nscis the number of time steps per cycle.
For all of our modeling, we could used Ns,=1000, the smallest number that would
produce accurate results in the model verifications explained later in this chapter.
The depth of the bulk, Lo is modeled as five times the larger of the adsorptive or
diffusive characteristic length scale for the process. The number of spacial nodes, NSN, is
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chosen such that Ns L/Ax. The diffusive and adsorptive lengths, respectively,
normalized by Ax, are:
_ t 2
Ax Ax = )NscNc
= F =Nsc r'
Ax Ax Cbt~ fD /co Cb.tk
diffusion-limited
adsorption-limited.
In (4.11), t is the total time of simulation and Nc is the number of cycles of simulation
(t=NscNcAt).
The number of spacial nodes used in the simulation is expressed by:
NSN=5* 2c *MAX N Cbk (4.13)
where the fimction MAX selects the larger of the two arguments. The conditions under
which the 1D is larger than IA will be the same as those in which the process is diffusion-
limited as shown in Table 4. 1.
Volume of the Oscillating Bubble
The bubble volume is prescribed in functional and discretized form by
V(t) = Van + V--sin(2rot- -)
Vn = V,,, + vdsin(2ionAt - )
(4.15)
(4.15a)
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(4.11)
(4.12)
where Vcy¢ce is the difference between the maximum and minimum volumes which are set
for a particular experiment. Van is the average of the maximum and minimum bubble
volume and o is the cycling frequency. In (4.15a), n denotes the number of the timestep.
The equations describing volume have a phase shift of -/2 radians so that simulation
begins at minimum area, matching experimental conditions of the PBS. To model
experiments by Schiirch using the CBS (see next chapter), the phase is 7/2 radians, so that
simulation begins at maximum expansion. Vr is the volume of the bubble at the nth
timestep. The interfacial area, A", and the bubble radius, R", are calculated from the
volume using the geometrical formulae for a sphere.
All of the PBS experiments were conducted at Vmean=3.3xlO4 cm3 and
Vcyce=3.8x10 4 cm3. The experiments of SchUirch were done on the captive bubble
surfactometer that required a much larger bubble. For these experiments, V,,,,=0. 6 3 cm3
and Vcyce=1.05 cm3 .
Cross-sectional Areas of the Spacial Discretization
The surface area between two adjacent nodes is the area across which flux between
these nodes passes:
~n+, = 42r(Xin+ _ )2
A.n+l = An+l = 42r(Xn+ )2 (4.16)
An+1 = 4(xn+l + )2
· *,i+1 i 2
The notation A' represents the surface area of a spherical shell located at the midpoint
between nodes i andj at the n+ I"t timestep. The area at the ith node is denoted only by
An+ . A represents the interfacial area of the bubble. In some equations, the subscript
is dropped when referring to the interfacial area.
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Discretization of the Diffusion Equation
Equation (4.3) is discretized using the second-order control volume approach and
implicit Euler scheme in time with a first-order upwind differencing scheme in space
(Patankar, 1980):
_~"+I A [ n t"" QA+l ]iCi+l _J[+l =l[ +l +Qn+']Cn +Qn+l Cn
-i'-'ACi-I + [Qi' + + - '+1 = :/ -"i- Li _ !i+1 +1 i+1
(4.17)
where QAC is the mass flux between the adjacent nodes. Equation (4.17) is written in
terms of present nodal values and changes in the values of those nodes in going to the next
time step (Cn+'+ = C'n + AC) so that it is consistent with the discretization of the
Langmuir equation (4.23), which is written in terms of AC and AM, the surfactant mass in
the interface (M= A) [see (4.24)].
The upwind differencing scheme (Patankar, 1980) is used to compute the
convective term as the direction of fluid flow changes with oscillation. The upwind
scheme assumes that the majority of the information in the convective term comes with
the fluid, from where the fluid has already been. On expansion, dR/dt >0, so the vre10
[see (4.20)], implying that fluid would be flowing in the direction from node i+ I to node i.
The upwind scheme gives an accurate and numerically stable means of calculating the
convective term.
The Q terms of (4.17) are defined as:
n+1 ' q ' MIA pO)']
=+1 =AA,+,[ + MAX(-V Ax eop at0)(4.18)
Qn+l= A= + [a + MAX(Vrlbo, I 0) A]
Q is comprised of the surface area between the nodes (4.16), the dimensionless diffusion
coefficient (4.19), and a convective term, depending on the fluid velocity relative to the
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moving coordinate system and the direction of the flow (4.20). The subscript of the Q
denotes the face of the control volume across which the flux is taking place. Q+l
represents the flux between the ith and the i+ t' node. Note the symmetry of equation
(4.17), and that Q+ appears multiplied by both C, and Ci+,, as expected. The function
MAX (described above) is used to implement the upwind scheme.
The dimensionless numerical diffusion coefficient
a = (4.19)
occurs in the discretization of the diffusional transport equation (4.3). Because the
spacial increment is set by (4.10), a always has a constant value of 4.
The relative velocities in (4.18), between the fluid and the moving coordinate
system are defined as
Vreiop 47F(Rn+l )2 dR
Vreo =An+1 dt
(4.20)
47(Rn+l )2 dR
Vrelbot =An+l -
Ai dt
and represent the difference between the velocity of the fluid caused by movement of the
bubble interface and the velocity of the coordinate system of the spacial variable x, which
moves rigidly with the bubble interface. Velbo, is the relative velocity at the midpoint
between nodes i-i and i, the "bottom" of the control volume around node i, while Vreltop
defines the same quantity between nodes i+ 1 and i, the "top." Notice that the relative
velocity at the interface (between the first and zeroth nodes) is zero, as the reference
frame is fixed at that point. Far from the interface, the cross-sectional area between the
nodes across which the flux passes is much, much larger than the interfacial area, so by
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continuity the fluid velocity approaches zero, making the relative velocity of the fluid far
from the bubble with respect to the coordinate system equal to -dR/dt.
Discretization of Boundary Conditions
Using M=A, the discretized form of boundary condition (4.6) is
AM = A Axa(C ' - Co )(4.21)
Equation (4.21) is an implicit second-order central-difference approximation about the
interface. As discussed above, the interface is the midpoint of first and zeroth nodes.
Each node is a distance Ax/2 from the interface, thus the derivative about the interface is
(C,-Co)/Ax.
Equation (4.21) is written such that if solved for AM/Ax (on the left-hand side),
the right-hand side is equal to the flux term between the zeroth and first nodes of equation
(4.17) for i=1, because the relative velocity at the interface is zero. Substitution of (4.21)
into (4.17) (C`+'=Cr+AC) produces
l n-++[4 + Q2+]AC, -Q2 'AC2 = 2(-qn) (4.22)
which states that the concentration flux through the "bottom" of control volume around
the first node is equal to the interfacial mass flux.
The discretization of the Langmuirequation-the equation for regime I (F<ff) in
(4.7)-is
= A 4.23)
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Each variable is written in terms of its value in the future (n+ Ist) timestep. However,
(4.23) can not be solved in an implicit scheme because it contains a non-linear product of
subsurface concentration ( Cn+ ) and interfacial surfactant mass (M"+l= + 'A,, +l ), and
therefore must be linearized.
To linearize equation (4.23), the future-time value of a variable was written as the
present time value plus the change in that variable going to the next timestep and the
second order term (ACAM) was neglected:
C;n+lMn+ = qMn + ACM + AMCq + ACAM. (4.24)
Equation (4.24) with the discretizations for the equations governingmass flux in regimes
II and III, make the discretization of (4.7):
[+ kC + k2 ]AM-[kl(rFAn+l-Mn)]AC = -" *A M+l-M )-k 2Mn r<r
AM=0 * < < Fm .(4.25)
AM = A+lma- Anr F = ra J
Solution of the Matrix Determining Transport
The discretized equations governing diffusion and boundary conditions are
assembled into a tri-diagonal matrix that is solved using a scheme from Numerical Recipes
in FORTRAN (Press et al., 1992), using the scheme "tridag." Equation (4.25) is the first
row of the matrix, followed by (4.22) and m-l equations-where m is the number of
spacial node--of the form (4.17). The last row of the matrix is ACm=O, which
incorporates the boundary condition (4.5).
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, + kC, + k2 -I(rA n +' -Mn) o0 0 
lr All +i+ Qn+l Q n +l 0 0
o -Q 1 P.+I Qn+l+ + An 1+ Q +1 -Q+1 0 
0 -Qmt+'+l ~A+ l 0++ l+Q 1 -Qm+l
o 0 0 0 0 1
kqC7(rAn+' -Mn)-k 2Mn
Q2 (C -C q)
Qn+lqc _ [Qn+l +Qn;l]c; + qnlc'
Qm2C.- L2 + Q _Im ']C + Qm 'C
0
(4.26a)
[1 0 0.--][AM]=[0 ] (4.26b)
[1 0 O .][M] = [A" - Afl+l -A ] (4.26c)
The vector of unknowns is [AM, ACI, AC2, ..., ACm] and is added to the vector of
current-time values to produce the future-time vector of mass and bulk concentrations, at
which point all matrix values are recalculated and the loop begins again. The matrix is
shown in equation (4.26a) for transport within regimeI. For regimes II and III, the first
row of (4.26a) must be changed to (4.26b) and (4.26c), respectively.
Adjustment of k1 and k2 near r
A set of conditions in the Otis model in which the ?A loop limits to a straight line
at 7= Yeq was discussed in Chapter 2. At high bulk concentration, Yeq-Y, the point of
transition of the sorption parameters from k, k2 to zero at the threshold between regimes
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AM
ac,
AC2
AC,
ACm
I and II. In Chapter 2, we used a method where--if the proper criteria were met-the
interfacial concentration would be set to T, thus initiating regime II (Figure 2.4). This
avoided an unphysical "trapping" of the interfacial concentration just below /. In
developing the diffusional model, we decided that a gradual linear ramp in the sorption
parameters near r would be more physically reasonable.
At 0.96/" <FTr*, the values of k, and k2 are linearly adjusted between their
original values at F=0.96/r and 0 at F=r. We define a coefficient for the sorption
parameters
p(r) =1 F 0.96F 
p(r) = 25(1- r) 0.96 <r r (4.27)
that takes into account the adjustment. Then kl and k2 can be expressed as
k = (rF)K, }(4.28)
where K and K2 are the values of the adsorption and desorption parameters specified for
the simulation. Figure 4.1 shows the variation of P with interfacial concentration.
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Figure 4.1 Variation of the adjustment coefficient for the sorption parameters, 3(rF), with
F/f1. Near F/fT=l.0, the sorption parameters are linearly adjusted from their original
values to zero.
Otis Model Results Using Ramp for k, and k2
Figure 4.2 shows the results of the Otis model using the baseline set of parameters
from Chapter 3 and the linear ramp for adjusting k and k2. The most significant
difference comes at 0.1 mg/ml bulk concentration and an oscillation frequency of 1
cycle/min. Here, the ?.A loop displays a "pseudo-squeeze-out" type of behavior (see
Chapter 6) that it did not using the earlier method. In the method of Chapter 2, the
interfacial concentration never reached the criterion of 0.98f, so it was not kicked into
the insoluble regime. However, in the linear adjustment method, where the sorption
parameters begin decreasing at 0.96r, there was not sufficient desorption to prevent the
loop from entering regime II.
Looking at the data of Figure 3.1, it can be argued that the predictions of Figure
4.2 are more accurate than those discussed earlier. At 0.1 mg/ml and 1 cyc/min the CLS
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Figure 4.2 Otis model predictions using the baseline parameters for CLS and the ramp
for adjusting k, and k2 near 1. Each plot contains data at one bulk concentration for three
frequencies I cycle/min (solid line), 20 cycles/min (dashed line), and 100 cycles/min
(dotted line). Model parameters are k,=6.0x105 ml/(gmin), k/k 2=1.2 x105 min', m2=140
dynes/cm, =22 dynes/cm, and yminl dyn/cm.
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data is not a horizontal loop, instead it shows behavior at surfaces tensions below 9
(though it does not reach Ymi), thus is more similar to the data of Figure 4.2.
Another difference between the two methods is the small notch at Y is no longer
seen. The notch is an artifact created by the step increase of interfacial concentration.
Courant and Grid Peclet Number Calculations
The dimensionless numerical velocity for this model, Co=vel(At/Ax), is the
Courant number, which indicates across how many nodes fluid travels during a time step.
While the implicit time algorithm ensures stability, the Courant number is important
because accuracy of the calculation is increased for Co<l. The Courant number indicates
the rate of fluid movement and it is a times the grid Peclet number (4.29), Pegrid=
Vrel(Ax/D). The grid Peclet number indicates the relative importance of numerical
convection to numerical diffusion.
Co = IJ lmaX Ax = a(Pe)gr (4.29)
Both the Courant number and the grid Peclet number should be less than one. A
Courant number greater than one indicates that the fluid moves across more than one
spacial node during one timestep. While this will not cause an instability in an implicit
time scheme, a value much greater than one can skew accuracy. For a large grid Peclet
number (much larger than one) the effects of different numerical diffusion coefficients
become indistinguishable. Since az4 for our simulations, Co<l ensures Pegid<l.
Near the interface, where the majority of the fluid dynamics occurs, VreflO, so
Co=O. Far from the bulk, however, ve -dR/dt. Since the maximum time rate of change of
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the radius is approximately 0.1 cm2/s, and sinceAt/Ax has a range of 1-104 sec/cm, in some
simulations, there is some distance from the interface in the bulk where, at some point in
the cycle, the Courant number transitions to values greater than one.
To find this distance from the interface, lCo, we must determine the maximum
relative velocity. To do so, we must find the maximum time rate of change of the bubble
radius. Implicitly differentiating with time the formula for sphere volume, we get:
dV dR
-=4R 2 (4.30)dt dt
Taking the time derivative of the volume prescribed in (4.15), we find:
dV=V fos(2 
-- = VC}Cir)cos2 -(2 ) (4.31)
dt 2
From (4.31), dV/dt is greatest at the midpoint of the cycle (Vmean), where RRmean,.
Combining (4.30) and (4.31), we find the maximum time rate of change of the bubble
radius,
(dR) VJ 4R2 (4.32)
ma m4Rean
Finally, using (4.20), we derive the relationship for the maximum relative velocity
(absolute value) as a function of x, the distance from the bubble interface:
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pIIC an I 1dR 4
jVrelm(~X~) = Rmean + X dt max(4.33)
To determine the maximum distance, Ic,, where the Co<1, we insert (4.33) into
(4.29) and solve forx=lco.
1Co < & + -,-1 1Rn n (4.34)
4Rtl _ mncycl ea
In equation (4.34), ID is the diffusional length scale for one cycle, (D/io)/2. Note that
(4.34) can fail to give a physically reasonable answer when the radicand is undefined or
negative. In this case, the Courant condition (and hence the grid Peclet condition) is
satisfied at all points within the bulk. To obtain the maximum Peclet length, lpe, set a =1
in equation (4.34).
It is convenient to normalize the critical Courant or Peclet length by the diffusive
length scale for one cycle, ICoD. The minimum Ic/lD (for a given set of simulations)
occurred at the lowest diffusion coefficient and highest frequency used. For the "worst
case" simulations of PBS experiments, lco=5. 31D, while lpe=21.71D. For modeling of the
SchUrch experiments (described in the following chapter), lco=-3.31D, and lPe1 2 .41 D.
The square of IcoID indicates the number of cycles required for the diffusive
boundary layer to reach lco [see (4.11)]. Even in simulations where the diffusive
boundary layer penetrates beyond ICo, unless the penetration is very deep, it is unlikely
to affect results. The Courant length is a conservative estimate. The Courant (and Peclet)
length was calculated using the maximum relative velocity, not the relative velocity at a
given time. Also, since the vast majority of surfactant dynamics occurs near the interface,
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slight inaccuracies at outlying nodes have a small effect. In extreme cases, however, Nsc
may need to be raised above its usual value of 1000 steps/cycle, as that will increase Ico.
From the above considerations, we concluded that our calculations were
unaffected by Courant and grid Peclet number considerations.
Model Verification
Our numerical model was verified by several tests. First we matched analytical
solutions for unsteady conduction (diffusion) into a semi-infinite solid (Mills, 1995).
Two scenarios were verified: step increase of concentration at the free surface and surface
concentration flux. An initial timestep of 10-2 seconds provided results that deviated less
than 1% from the analytical solutions. In each case, the time-steps for the numerical
solution were subdivided to 104 seconds and showed approximately .1.% deviation from
the analytical solution.
The convective aspects of our model were confirmed by comparing our results to
those of Chang et al. (1994). Using their isotherm, equation (2.12), and parameters
matches to constant area diffusion and pulsating area runs of Chang and Franses produced
good agreement. Figure 4.3 contains the data of Chang and Franses; Figure 4.4 shows our
reproduction of their results. Details of the isotherm and its shortcomings are explained in
Chapter 2.
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Figure 4.3 Data (solid) and model predictions (dotted) from Chang and Franses, 1994.
Experiments show y-t variation for 0.3 mM Octanol cycling at 20 (A) and 80 (B)
cycles/min.
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Figure 4.4 Matches to Figure 13b (left) and Figure 14b (right) of Chang and Franses
(1994).
Matching the data of Chang and Franses was not a complete verification of our
model. Their runs had characteristic adsorption lengths that were small compared to the
bubble radius, so a spherical model was not required. As a final check, a conservation of
mass routine was installed in the program to verify that all the mass leaving or entering
the bulk was accounted for in the interface. At each time step, the mass in the interface at
the onset of cycling was subtracted from the interfacial mass at the given time. This
difference was added to the integration of the bulk concentration (using the original CbuIk
as a zero point). The sum of the mass change of the interface and of the bulk was
84
E 70
E
c 65
5o
c
- 60I
u 55
u C
70
65
-
v
60
55
* , ' 
S 55 * S 5 5 *
S 5 5555555555 5
* 55 55 '* r I I
55 5 5I
5 *5 55 5, 55 5* 555 5 555 ~ *,5 , 5
55 55 5 5 5
55 55 55 55 5II~~~~~~~~~~5 55 5
r 1, i 
...
I i l l l l l( Ill) I
I it I I i
t
I i !· i~ I I i i ,
· i i I i 
· t I
I
ii I
I i
i
I
i
I
I
I
i i I I I I
6 7
r . . .- .
compared to the originalmass of the interface. A relative error of 0.1% (gain or loss of
mass in the system) was allowed. For each run, the conservation calculation was made to
ensure that a sufficiently small space and time discretization was used.
Data Matching
The addition of diffusion to the computational model introduces two more
parameters that must be matched, T and D. r is assumed to be 3x10'7 g/cm2 , a value
from the literature. If transient data are available, a knowledge of D can be gained by
studying the cycle-to-cycle behavior of surfactant in an oscillating bubble. If only steady-
state dynamic data are available, information about D must be extracted from these by
separating the effects of D and k, in the data. Chapter 5 contains methods for matching
D.
After obtaining D, the remaining five parameters are matched for steady-state data
using the method outlined in Chapter 2. The parameters based on or supported by
equilibrium data, j and k,/k2, should not be affected by the presence of diffusion. The
same is true for the overall minimum surface tension, mi,,. The isotherm slope m2 can be
measured for each cycle of the transient data.
As argued in Chapter 5, the sorption parameters, k, and k2, must be greater for the
diffusional model since the they no longer reflect the diffusive resistance to transport.
Because the Otis model assumed an infinite diffusion coefficient, the sorption parameters
determined using the Otis model would have to incorporate any effects of diffusion, and
therefore be smaller than the sorption parameters (since D is not actually infinite) when
diffusion is accounted for separately.
A phenomenon we call "pseudo-squeeze-out" can also be useful for placing
limitations on the parameter ranges. Pseudo-squeeze-out is discussed in detail in Chapter
6.
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Summary
Though matching the experimental data is made more difficult by the addition of
the diffusion coefficient D to the parameter space (I/ is assumed known), the diffusional
model can simulate a wider variety of phenomena and can glean information from more
types of data. Transient data are especially informative. The first few cycles of a
dynamic experiment indicate how quickly the transport processes are occurring and give
information about not only the interface but also the subsurface concentration.
The diffusional model has some disadvantages compared with the Otis model.
Beyond the aforementioned additional parameter, the diffusional model is much more
computationally expensive than the Otis model. Runs at high frequency and low bulk
concentration can require a large number of spacial nodes and can be especially expensive.
However, Chapters 5 and 6 demonstrate the benefits of the diffusional model that cannot
be provided by the Otis model which justify the extra computational time.
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Chapter 5
Application of Computational Model with Diffusion
Introduction
In Chapter 4, the development of an analytical model of surfactant transport that
includes diffusional processes in the bulk was discussed. This model has several
advantages over the Otis model. The diffusional model is able to simulate transient rA
curves that undergo a wide variation from initial cycling to steady-state by allowing the
concentration at the subsurface to change from its original bulk value, Cbulk.
The modification of the model was motivated by a series of transient data
(Schiirch et al., 1994) that were not reproducible using the Otis model. In this chapter,
these motivating data are matched using the enhanced model with diffusion. Also
matched are steady-state data for calf lung surfactant, in order to acquire a new
parameterization using the diffusional model.
The Otis model exhibits some transient characteristics, but primarily at low bulk
concentrations where adsorption is slower and more cycles are required to reach steady-
state. At high bulk concentration, studies such as those of SchUrch (Figure 5.3) show
considerable transient behavior, taking 20 cycles or more to reach steady-state. The Otis
model rarely takes more than three cycles to reach a steady state, because once squeeze-
out is reached, the Otis A loop is fixed. At the end of squeeze-out, the state is always
the same ( A Ami,) and since there is no variation of the bulk concentration, therefore
there is no transient variation in the AA loop.
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Modeling of Schiirch Data
SchUirch et al. did studies similar to those discussed in Chapter 3 of adsorption of
surfactant to the interface of both static and dynamically cycling bubbles. Importantly,
the reported data included transient data from the beginningof bubble formation (static)
and from the first cycle (dynamic cycling). The data was collected in a captive bubble
surfactometer (CBS) (Schiirch et al., 1989). In contrast to the PBS, the CBS has no
external tubes penetrating the bubble surface, therefore no ieakageof surfactant can take
place. Leakage of surfactant up the tube has been a common concern in the use of the
PBS, and if present, would skew results (Putz et al., 1994).
The bubble size in the CBS is oscillated by changingthe external pressure and the
surface tension is calculated by an analysis of the bubble shape. A difference between the
Schiirch experiments and the ones performed in our PBS study is that in the SchUirch
experiments, the bubble is formed at maximum bubble volume and then compressed
during cycling, while in our studies the bubble is formed at minimum volume and then
expanded. The importance of the starting condition is discussed below.
The data of SchUrch (1994) provided three types of experiments that we
simulated using our diffusional model: surface tension versus time in constant-area
adsorption of surfactant to a fresh bubble (Figure 5.1), surface tension versus interfacial
area during dynamic cycling of a bubble (Figure 5.3), and surface tension versus time in
constant-area surfactant adsorption onto an interface at maximum expansion after the
bubble has been cycled a given number of times (Figure 5.6). These experiments were
done with Curosurf surfactant (porcine lipid extract) at a bulk concentration of 1 mg/ml
and, where applicable, at a cycling frequency of 20-30 cycles/min.
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Constant-Area Adsorption Experiment and Simulation
Figure 5.1 shows the immediate drop in surface tension in a freshly formed
bubble. The surface tension falls almost instantaneously from Ywatr70 dyn/cm, and in
less than one second, the surface tension has reached equilibrium at yeq-25 dyn/cm.
The aspect of the data of Figure 5.1 that we wished to match was the time from
onset to equilibrium -about one-half second. The data could not be modeled with a
diffusion coefficient of 5x10-8 cm2/sec or lower, because, regardless of the adsorption
coefficient, the predicted equilibration time was always too long. This finding was
supported by a comparison of diffusive and adsorptive time scales:
t= Cblk (5.1)D
1
tA = (5.2)
k Cbulk
where =3x10 7 g/cm2 and Cbulk=10-3 g/cm3. The foundations of the timescales are
discussed in Chapter 4. Using the above values, tD=10-7/D sec and tAz10 3l/k sec. At
diffusion coefficients less than 5x10-8 cm2/sec, tD>2 seconds, twice as large as the
adsorption time observed in Figure 5.1.
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Figure 5.1 Surface tension versus time during constant-area adsorption of surfactant to a
freshly formed bubble interface (Schlrch et al., 1994).
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Figure 5.2 Model prediction for Figure 5.1. D=106 cm2/sec and k,=6x105 ml/(g.min).
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To match the constant-area adsorption curve of Figure 5.1, we assumed some
parameter values for Curosurf. r was taken to be 3x10-7 g/cm2, the value for DPPC, and,
since [from (2.2)] IeT0.99, y was assumed to be equal to Yeq, about 25 dynes/cm. eq
was read directly off Figure 5.1. Neither m2 nor Ymi,, were relevant to this simulation since
dynamic compression is required to achieve regimes II and III, and k,/k2 had negligible
effect at high bulk concentration. D and k, were found according to the equilibration time
that they predicted in the model.
With only one piece of data, we could only place ranges on the two parameters, k,
and D. Computer simulations supported the analysis above and showed that D>5x 10-8
cm2/s, with kl> 1.0xl 05 ml/(g-min). Good agreement with the Schiirch data was obtained
with the diffusion coefficient for individual DPPC molecules, D=10' 6 cm2/sec, and the
adsorption coefficient determined for calf lung surfactant (assumed to be similar to
Curosurf), kl=6x10 5 ml/(g-min). These results are shown in Figure 5.2.
Oscillating Bubble Experiment
Schiirch also performed experiments using an oscillating bubble, similar to our
work with the PBS. The data from Schirch in Figure 5.3 suggest that diffusional
processes do play a role in surfactant transport, because there is a substantial variation
from cycle to cycle in the r'A curve, extendingout to 20 cycles or further. The bubble
achieves the squeeze-out plateau at 20% compression during the first cycle, 55%
compression during the second cycle and 80% (full film compression) compression
during the 20th cycle. Our primary interest--and what can not be predicted using the Otis
model-is the change of behavior between loops B and C of Figure 5.3. Schtirch reports
that "no noticeable change" in the shape of the ),A loop is observed as testing is extended
from 20 to 50 cycles.
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We believe that the difference among the three curves is the rate of adsorption
during the cycle. This idea is supported by the similarity of the three loops of Figure 5.3
to the 1.0 mg/ml plot of Figure 2.5, in which k, is varied over two orders of magnitude.
However, we have assumed that the adsorption coefficient is constant for a surfactant, so
a change in adsorption rate must be the result of a change in subsurface concentration [see
Langmuir equation (2.1)].
The idea of a changing subsurface concentration led to the possibility, noted by
Schtirch, that during the first compression phase, a large amount of surfactant has
squeezed out from the interface and there has been the spontaneous formation of a
subphase of high surfactant. After 20 cycles, the subphase has equilibrated with the bulk
and the process has reached at steady-state. We used our diffusional model here to
investigate the possibility.
SURFACTANT FILMS: COMPRESSION AND COLLAPSE
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Figure 5.3 Experimental data from Schtlrch, et. al., 1994. Sequential dynamic surface
tension-surface area relationships of 1 mg/ml Curosurf(porcine lipid extract) at I mg/ml
and 20-30 cycles/min. Loops are shown for cycle , after adsorption to 24-25 mN/m,
(A), cycle 2 (B), and cycle 20 (C). Open circles denote compression; filled circles,
expansion.
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Scaling Analysis for the Oscillating Bubble Experiment
A scaling analysis is used to characterize the data in Figure 5.3. In making this
arguments, it is assumed that the dynamics are diffusion-limited. In the compression
phase of the first cycle, almost the entire mass of the interface is squeezed-out into the
bulk. As shown in relationship (5.3), the subsurface concentration (immediately adjacent
to the interface) would be approximately the amount of surfactant mass squeezed out
(TA4A) divided by the volume in the bulk which it occupies. That volume is the
interfacial area, A, times the diffusional length scale, ID=(D/o)1a. Thus
I A ] - F*AA i9! (53)
AlD A '
We assume here that the bulk concentration is negligible compared to the subsurface
concentration. Allowing that AA-A, we find
conC ·Fe). (5.4)
There must be a balance between the adsorption (filled circles) of Figure 5.3 (A)
and the squeeze-out (open circles) of Figure 5.3 (B)- the first complete cycle--because
the interfacial mass is the same (F,,,Ami, ) before adsorption and after squeeze-out (point
E in Figure 2.1). Using equation (4.7), the approximate total mass change of the interface
during regime I over the first complete cycle is
M A k A k2rAM~ AaniC~cle I~ Ama~k'2 F' (5.5)
At 2 2
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We neglect the desorption term as the majority of mass transfer out of the interface is
caused by squeeze-out. The time of the cycle, At, equals 1/o, thus the change in mass
during adsorption of the first full cycle can be approximated by
Aki c'le 'r
AM A1C' F (5.6)
20
As mentioned above, to balance the mass adsorbed, an equal amount of mass must
be squeezed-out from the interface. As in relationship (5.3), the amount of mass
squeezed out is AM=A4r, which can be equated with (5.6). We know from Figure 5.3
(B) that during squeeze-out AA/A=12 (point D to point E in Figure 2.1), therefore we
find:
kCyccw" ' -. C (5.7)
Inserting (5.7) into (5.4) yields
w(hh"2 ) (5.8)
which is a relationship between the adsorption and diffusion coefficients for the first
complete cycle of Schiirch data. Note that klocD 2n.
Using the diffusional model, we found, as a function of diffusion coefficient, the
adsorption coefficient that would result in 55% compression of the film to achieve
squeeze-out during the second squeeze-out regime [Figure 5.3 (B)]. Consistent with the
scaling analysis, equation (5.8), we found that kl oc D: 2 for D_10 9 cm2/sec. At largerD
the loop (B) of Figure 5.3 could be reproduced, but the scaling analysis did not hold,
because the bulk concentration was not negligible in comparison to the subsurface
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concentration. As the diffusion coefficient increased, less mass accumulated at the
subsurface and the surfactant spread more evenly throughout the bulk.
Figure 5.4 contains a log-log plot of k, vs. D that matched the data. As expected
from the scaling argument, the slope of the line is 1/2. Note that as D becomes larger, the
scaling argument no longer holds, because the necessary adsorption coefficient does not
increase as quickly as the diffusion coefficient as the bulk becomes well-mixed.
-11 -10
log 10(D)
-9 -8 -7
[D]=cm 2/sec
Figure 5.4 Log-log plot of k, and D (circles) needed to match the squeeze-out area of
Figure 5.3 (B). The data-fitting line is the prediction from (5.8) and supports the
argument that at lower diffusion coefficients, k/oaD".
A second scaling analysis can be done based on the results of Figure 5.1 (C),
equating the adsorption of the 20t h cycle to the small amount of squeeze-out seen.
According to Schirch, the loop is assumed to be exhibiting steady-state behavior, so we
assume Cs=Cb. The total regime Imass transfer over the 20th cycle is:
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The squeeze-out mass transfer is also assumed to be of the form AM=AAr, though in
this case we estimate AA/A to be between 1% and 10% it is difficult to resolve from
Figure 5.3 (C).
The same analysis as previously shown applied to the steady-state loop yields:
0.02w_<kCb<0.2co. (5.10)
Using ow=25 cycles/min and Cb=10-3 mg/ml, we find that 500<k,<5000 cm 3/(g.min).
Given small uncertainties in some of our assumptions, we extend the range for k to
102<k1<10 4 cm3 /(g.min). Substituting this range of k, into relationship (5.8), we find that
10-'lD1D<10-9 cm2/s We now have ranges for k, and D that we can use to match the
Schiirch data of Figure 5.3.
Oscillating Bubble Simulation
Computational simulations were done with the diffusional model in order to
ascertain the parameters which would create predicted dynamic loop behavior matching
that of Figure 5.3. The parameters ,T', and k1/k2 were determined in the same manner as
for the constant-area simulations above. Both m2 and y,, were measured from Figure 5.3
(A); m2=100 dynes/cm, ym,-l dyne/cm. As in the constant-area simulation, D and k,
were left to be matched using the computational model.
To match D and k, we concentrated on reproducing the transient change in
compression required to achieve squeeze-out, using the results of the scaling analysis to
search in the appropriate range of parameters. Working with the limitations placed on kl
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and D from (5.8) and Figure 5.4, we attempted to refine the range of these two parameters
by using the data from the 20th cycle, believed to be steady-state data. To match loop (C)
of Figure 5.3, diffusion coefficients largerthat 10-9 cm2/sec were unacceptable. As the
process was not diffusion-limited using a diffusion coefficient this large, there was little
transient behavior after the second cycle. Diffusion coefficients smaller than 10 ' 9 cm2/sec
were able to reproduce transient behavior that reached a steady-state at about 20 cycles.
Unfortunately, regardless of how small the diffusion coefficient was, the model was
unable to predict the very small squeeze-out area seen at 20 cycles. Therefore, using only
Figure 5.3, we were unable to place additional limitations on k and D beyond
confirmation that the process was in fact diffusion-limited.
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Figure 5.5 Match of Schfirch y-A data from Figure 5.3 using model with diffusion.
Modeling done at 20 cycles/min and Ck=l.0O mg/ml. Parameters: k=0.07x105
ml/(gmin): k/k 2=l.OxlO ml/g, m2=100 dyn/cm, yi,-l dyn/cm, =25 dyn/cm, and
D=109 cm /sec.
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Figure 5.5 shows the model predictions for kl=0.07x105 and D=-109 cm2/sec, the
largest value of each consistent with the scaling analysis. The overall match is good,
showing the transient changes from loop to loop, but in the cycle 20 run, the squeeze-out
area is larger than the corresponding area on Figure 5.3. It is somewhat expected that the
squeeze-out area for this set of parameters would be too large, since these parameters (k
and D) are the ones determined from the most generous estimate of the squeeze-out area
(AA/A=10%). From the scaling analysis, it is apparent that the cycle 20 squeeze-out area
predicted by the diffusional model decreases as the diffusion coefficient decreases.
However, even at the adsorption and diffusion coefficients approximated for the
AA/A=1% estimate (kl=0.07x105 ml/(gmin)and D=10"ll cm2/sec), the diffusional model
does not predict the very small squeeze-out area seen in the data for Figure 5.3 (C). Both
pairs of parameters match other aspects of Figure 5.3 equally well.
Though we captured the transient behavior of the Schiirch data, we were unable to
match both Figure 5.3 (B) and Figure 5.3 (C) precisely using the same set of parameters.
We were also unatle to determine the "best-fit" parameters for the data of Figure 5.3,
though we were able to establish a range for the parameters by using a scaling analysis and
confirming it with our model.
Constant-area Adsorption after Bubble Oscillation:
Experiment and Simulation
Figure 5.6 shows experimental data for the constant-area adsorption of surfactant
after a given number of cycles, stopping the cycling at maximum bubble radius. Note that
the surfactant adsorbs more slowly when the bubble has been cycled more times.
Importantly, the adsorption times are also much longer than for the freshly formed bubble
of Figure 5.1.
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Figure 5.6 Constant-area adsorption of 1 mg/ml Curosurf at maximum bubble area after
consecutive dynamic cycles (20-30 cycles/min) with total film compression of 80%, the
same conditions as in Figure 5.3. Cycling was stopped after: I cycle (open circle), 20
cycles (open triangles), and 50 cycles (filled triangles).
To simulate the data of Figure 5.6, we ran the oscillating bubble simulation for 1,
20 and 50 cycles and used the resulting bulk concentration profile at the end of cycling
(for each respective run) as the initial bulk concentration profile for a constant-area
adsorption simulation, similar to that of Figure 5.2. Just as we were unable to precisely
determine k, and D for Curosurf using only Figure 5.3, likewise we were unable to
determine explicitly k/ and D using Figure 5.6. We were, however, able to find a trend in
the k, and D that matched the data of Figure 5.6 after 1 and 20 cycles. The data after 50
cycles was given less weight, as explained below.
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Figure 5.7 The linear trend of the k, and D that produce the best match to Figure 5.6.
The trend of matching k, and D is displayed in Figure 5.7. At a given D, above
the line defining the trend, the corresponding adsorption coefficient causes the bubble to
reach equilibrium too rapidly; below the line, too slowly. Notice that its slope is
opposite that of Figure 5.4, which shows the k, and D that match the bubble oscillation
experiment. From the intersection of these two plots, we can find unique values,
k,=0.07x105 ml/(gomin) and D=1 0 -9 cm2/sec that allow simulation of both the bubble
oscillation dynamics and the constant-area adsorption after cycling.
Figure 5.8 is the model prediction of Figure 5.6 using these parameters. With
kl=0.07x105 ml/(g.min) andD=10 9 cm2/sec, the adsorption times in Figure 5.8 for the 1
and 20 cycle runs are very close to the experimental data, though the model predicts faster
adsorption for the 50 cycle data.
We have reason to question the data after 50 cycles, because another data set
within the same SchUrch paper (1994) shows a similar experiment done with Curosurf in
the presence of calcium. In that figure, the decays in yafter the 20 cycle and 50 cycle run
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are nearly identicalin agreement with the model prediction of Figure 5.8-while y after
the 1 cycle run decays considerably more quickly than both.
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Figure 5.8 Predicted constant-area re-adsorption at maximum area after I (solid), 20
(dashed), and 50 (dotted) cycles, under the same conditions as Figure 5.5. In particular,
D=10 '9 cm 2/sec and k,=0.07x 10 ml/(g-min).
We believe that the time for adsorption back to equilibrium is based upon how far
the surfactant of the subphase has diffused into the bulk. That diffusion length would
scale as l(Dn/co) m , where n is the number of cycles and w is the cycling frequency. The
diffusion length goes as the square-root of the number of cycles, so the diffusion length
after 50 cycles is approximately 7 times that after 1 cycle, but only about 1.5 times that
after 20 cycles. Therefore, 20 and 50 cycle runs should be more similar than the 20 and 1
cycle runs, as is illustrated in Figure 5.8.
The curious finding that emerges from the modeling of adsorption data before and
after cycling is that a freshly-formed bubble adsorbs to eq in less than 1 second while it
takes 50 seconds to recover surfactant lost in one cycle. The difference between the two
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data is possibly explained by changes in the diffusion and adsorption coefficients. During
the first cycle, a change in the surfactant-possibly the formation of large micellar
structures-causes the surfactant to diffuse more slowly and adsorb less readily to the
interface. It is also possible that the squeeze-out process causes a thin layer of DPPC to
be formed, because the k, we have found is similar to that of DPPC found in Chapter 2.
In fact, this DPPC enrichment of the interface, reported by other researchers (Notter,
1984), could possibly lead to the large micellar formation. We are unable, however, to
draw any more definite conclusions about this behavior without more experimental data.
Further Predictions Using the Diffusional Model
Using the diffusional model, with the parameters we had determined, we were able
to gain further insights into the surfactant dynamics in the bulk. Figure 5.9 shows the
variation of the subsurface concentration with time for the conditions of the simulation of
Figure 5.5. After reaching the equilibrium interfacial concentration, the bubble begins
compression from its maximum area and immediately enters the insoluble regime leading
to squeeze-out, where much of the surfactant that has accumulated in the interface in
coming to static equilibrium is ejected from the interface into the subphase. However, due
to the low diffusion coefficient, the mass is transported slowly into the bulk. Thus, a rich
subphase is created. At the end of the first squeeze-out plateau, the model predicts that
the subsurface concentration is 30 times that of the bulk.
To operate at steady state, the subsurface concentration must oscillate around an
average that is approximately the bulk concentration. Otherwise, mass would constantly
be diffusing away from the subsurface, and therefore the process would not be at steady
state. One can argue from the predictions of Figure 5.9 that the Schtirch experiment may
have only reached a quasi-steady state and that the small changes between cycles had
given the appearance of steady-state behavior. The subsurface concentration is oscillating
about a value much larger than the bulk concentration; in fact, at no point in the cycle is
the subsurface concentration less than that of the bulk. The small cycle-to-cycle decrease
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of subsurface concentration indicates that the process will eventually come to a steady
state, but will require far more than 50 cycles (the maximum number run by Schiirch) to
do so.
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Figure 5.9 Variation of the ratio of the subsurface concentration to the bulk concentration
during the dynamic simulation described in Figure 5.5.
Figure 5.10 shows the profile of normalized bulk concentration versus distance
from the interface after 1, 20 and 50 cycles have been completed and the bubble is at
maximum expansion. These are the predicted bulk concentration profiles immediately
before the constant-area adsorption of Figure 5.8. Note the huge spike in the
concentration near the interface after the first cycle where much material has been ejected
from the interface and has formed a subphase that was unable to equilibrate with the bulk
due to the low diffusion constant. As more cycles were completed, the subphase relaxed
into the bulk. The peak, however, remains almost a constant distance from the interface
because a large mass of surfactant enters and exits the interface during each cycle. The
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penetration depth of each of the three profiles is consistent with the spherical diffusional
boundary layer approximation, &=(6Dn/o) 2. Note how similar the bulk concentration
profiles for the 20-cycle simulation and the 50-cycle simulation are. The similarity
between the 20-cycle and 50-cycle concentration profiles caused us to further question
the 50-cycle data of Figure 5.6.
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Figure 5.10 Concentration profile aftercycling in simulation described in Figure 5.5.
Profiles are normalized by Cwk and are shown for: after cycle (solid), after 20 cycles
(dashed), and after 50 cycles (dotted).
Conclusions from Schfirch Experiments
The major finding from our analysis of the Schirch data is that the adsorption and
diffusion coefficients of Curosurf are each lowered considerably as a result of being
squeezed from the interface. The resulting kl=0.07x105 cm3 /(g-min) is two orders of
magnitude smaller than the kc found for CLS in Chapter 3, however it is of the same
magnitude as DPPC, which may be indicative of the selective separation and enrichment
of DPPC in the film and subphase. This DPPC enrichment may lead to micellar
formation, thus very low k, and D.
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The simulations also support the finding that in cycling experiments begun at
maximum bubble expansion and immediately compressed to squeeze-out, there is the
spontaneous formation of a subphase several times more concentrated than the bulk.
With a rich subphase, slow equilibration of the subphase with the bulk may cause the
appearance of steady-state behavior, when, in fact, the behavior is only quasi-steady and
would change over long time scales.
Scaling Analysis of Effective k, in Otis Model
After using the diffusional model to analyze the Schiirch data from the CBS, we
returned to the calf lung surfactant data from the PBS to identify the changes in
parameters brought about by employing diffusion in the model. Specifically, we wished
to identify the new sorption parameters that resulted from separating the effects of
diffusion.
The sorption coefficients in the Otis model are effective sorption coefficients that
take into account the diffusive resistance in the bulk. Employing the following argument,
we conclude that the diffusional model sorption parameters must be larger than (or equal
to, in the case of infinite diffusion) those of the Otis model to produce the same effective
transport.
Using equation (4.6), where mass flux at the interface is proportional to the
concentration gradient at the boundary, and M= TA we find that
dM~(Cb Ac (5.11)
at -lA ' AD -CiD
which states that interfacial mass flux must be proportional to the difference between the
bulk concentration and the subsurface concentration over the diffusional length scale,
ID=(D/w)m'. Rewritten, the relationship becomes
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1 dM
Cs cb -A D- dt' (5.12)
Relationship (5.12) shows how the subsurface concentration is offset from the
bulk concentration. Note that at very high D, the bulk and subsurface concentrations are
equivalent. When the process is diffusion-limited, Cs is offset from Cb by an amount
proportional to the mass flux. For example, during squeeze-out a large amount of mass is
ejected to the bulk (dM/dit is negative) and Cs becomes considerably larger than Cb.
The expression (5.12) for the subsurface concentration can then be substituted
into the modified Langmuir equation, (4.3), to yield:
dM I dml(Fr* rM) 
dt A dtI -~~~~~~~~~~~~~~~~~
(5.13)
Solving for dM/dt gives
dM
dt (r. -)- (5.14)
IDw
which is of the form of the original Langmuir equation (2.1). Therefore, the effective
sorption coefficients are related to the "true" sorption coefficients by the following:
(k~ff =1+ I(r-r)
I+ 
ADS
(k2),=
1 k(P*- F)
M+
106
(5.15)
1 1 1
(I )e ^lc (5.16)
(kl)ef is the adsorption coefficient determined by Otis (Otis et al., 1994) and used in
Chapters 2 and 3 of this thesis; KrDo)I 2/(r'*-).
Examining some limiting cases of (5.16) illustrates the behavior of the effective
adsorption coefficient relative to the "true" adsorption coefficient. At a high diffusion
coefficient (or low k1), the diffusive resistance (1/i ) is much less than the adsorptive
resistance (I1/k), so (k) - k. Under these conditions, the process is adsorption-
limited so the effective and true k are equivalent. At low D (or high k,), where the
process is diffusion-limited, 1/xK>l/kl so (kj)eff4. The effective adsorptive resistance
equals the diffusive resistance. These limits are illustrated in Figure 5.1 1, a plot of (k)eff
vs. k.
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Figure 5.11 Plot of (kd), vs. k,. When process is adsorption-limited (low k,), (ki), k.
When diffusion-limited (high k,), (k,),-* cK. (k,) has a maximum value above which it
can not go.
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Determination of the Diffusion Coefficient for CLS
Since we have already determined (kd)e for CLS using the Otis model, we can find
an upper limit on the diffusive resistance-and therefore a lower limit on the diffusion
coefficient-by assuming that k->oo. With the most rapid cycling frequency, o=10 0
cyc/min, the assumed interfacial concentration, =3x10 - 7 g/cm2, and a conservative
estimated value of -FT=O.1 I at this frequency and 1 mg/ml, we can calculate the
minimum diffusion coefficient to be 5x10-8 cm2/s. This is a lower bound for D, as it has
been calculated at the extreme cycling frequency and with the lowest possible estimate for
T'-Fat that frequency
D=- 10 6 cm2/s is the diffusion coefficient for free molecules of DPPC, and thus
must be an upper limit of the diffusion coefficient. Using these two arguments, we have
bracketed the diffusion coefficient in about a one order of magnitude range: 5xl 0 8 D 0 6
cm2/s. Notice that the lower bound of the diffusion coefficient for CLS is significantly
greater than that found for Curosurf (10 9cm2/s) and micellar DPPC (10-8 cm2/s).
Modeling of CLS at Steady State
To model the CLS data at steady state (Figure 3.1), four parameters remained
unchanged from the baseline case of Chapter 3. k/k1=l.2x105 ml/g was originally found
using dynamic data from the adsorption-limited scenarios (low bulk concentration, high
oscillation frequency) and was supported by the equilibrium data that was not affected
by diffusion. j=22 dyn/cm was also determined from the equilibrium data, and therefore
unaffected by the diffusional model. m2=140 dyn/cm and ym,l dyn/cm were read
directly from the steady-state dynamic loops.
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Using the range of 5x1048<D10 6, as described in the previous section, and
assuming the value of , we were left with matching only k. The method for matching
k, was similar to that used in Chapter 3, but in this case, we knew a lower limit on k, had
to be approximately 6x105 ml/(g.min), the effective adsorption coefficient for CLS
determined using the Otis model. We chose as an upper limit a value an order of
magnitude largerthan the lower limit, kl=60x105 ml/(g-min),and studied behavior in this
range.
Figure 5.12 and Figure 5.13 show the 2A loops for the four extremes of the kiD
parameter space we have chosen. Figure 5.12 shows the diffusion coefficient range
(5x10-8<_D 10 6 cm2/s) at k=6x1 05 ml/(g.min),and Figure 5.13 displays the range of
diffusion coefficients for an order-of-magnitude increase of the adsorption coefficient,
kl=60x105 ml/(gomin). Figure 5.12, Figure 5.13 and the Otis results of Figure 4.2 were
compared to the CLS data of Figure 3.1. Note that the Otis model is essentially the
diffusional model with D=oo. We now compare the results for these different parameter
ranges with the experimental data at the three bulk concentrations (Figure 3.1).
Cbul= 1 . 0 mg/ml
As shown in Figure 5.13, kl=60x105 ml/(g.min) gives predictions that do not
match the experimental data for either diffusion coefficient investigated. At 1 cyc/min,
too much compression is required to achieve squeeze-out at k=60x10 5 ml/(g-min),
because the more rapid adsorption also brings a more rapid desorption that keeps the ,A
loop from entering regime II. At o=r20 and 100 cyc/min, the squeeze-out intercept point
is acceptable, but the maximum surface tension and general loop shape are predicted much
better using ki=6x105 ml/(g.min) (Figure 5.12).
Using ki=6x 10 ml/(g.min),the 1 mg/mlloops of Figure 4.2 (Otis model, D--o)
and of Figure 5.12 with D=106 cm2/s match those of Figure 3.1 well. The predictions
using D=Sx10' s cm2/s, however, do not do quite as well. At the lower diffusion
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Figure 5.12 Diffusionalmodel predictions at three bulk concentrations of y-A loops for
CLS at steady state. In the simulations, k=6x105 ml/(g.min) at D=104 cm2/s (left)and
D=SxlO cm2/s (right). Each plot contains predictions at I cycle/min (solid) and 20
cycles/min dashed). The remaining parameters are: k/k 2=1.2x10 ml/g, m2=140
dynes/cm, y=22 dynes/cm, y=l dyne/cm and =3x10'7 g/cm2.
110
Cblk=O.l mg/ml
/.- 
I rI,
- C =0.01 mg/mlbulk
.
r 
. . . . .
I I Ilm/m
- bk-0.1MgM
40
30
20
10
0
1.5 2 2.5 3
A (mm2)
80
70
60
E
10
*0
50
40
30
20
10
u
E
-
80
70
60
50
40
30
20
10
O
1.5 2 2.5 3
A (mm2)
1.5 2 2.5
A (m 2)
3
80
70
60
50
40
30
20
10
0
C 0 g
- Cbulk=l. mg/ml
_ f ...---- -- '-- - -----
/ , '/
1.5 2 2.5 3
A (mm 2)
1.5 2 2.5 3
A (m 2)
1.5 2 2.5
A (mm2)
3
Figure 5.13 Diffusional model predictions at three bulk concentrations of -A loops for
CLS at steady state. In the simulations, k/=60x 10 ml/(g.min) at D=-10 cm 2/s (left) and
D=5x 1 0' 8 cm2/s (right). Each plot contains predictions at 1 cycle/min (solid) and 20
cycles/min (dashed). The remaining parameters are: k/k 2=1.2xlO ml/g, m2=140
dynes/cm, y=22 dynes/cm, ym,,=l dyne/cm and T'=3x10 ' g/cm2.
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coefficient, the y-A loop has its highest surface tension values at maximum area, not in the
middle of the cycle as in the CLS data. This difference between the data and the model at
a low diffusion coefficient is most likely due to the predicted depletion of the subsurface
in the model as surfactant can not diffuse quickly enough to keep it at CbuIk.
Cbuk=0.l mg/ml
Data at this bulk concentration displays unique and telling behavior, because
Cbuk=O. mg/ml data is on the threshold between the diffusion-limited high bulk
concentration data and the adsorption-limited low concentration data. In support of the
high bulk concentration findings, the 0.1 mg/ml predictions in Figure 5.13 indicate that
kl=60x1 05 ml/(g.min)is also too large to match the CLS data of Figure 3.1. Again, the
higher adsorption coefficient leads to a concomitant increase in desorption and a failure to
reach regimes II and III at low oscillation frequency.
Between the D=10-6 cm2/s and the D=5x10-8 cm2/s predictions of Figure 5.12, the
rA loop predictions at the higher diffusion coefficient match the 0.1 mg/ml data of Figure
3.1 better. Though neither set of loops is a perfect prediction of the data, those at D=10-6
cm2/s capture the hysteresis at high oscillation frequency of the data more accurately than
do the loops at D=5x10-8 cm2/s. The 1 cyc/min loops at either diffusion coefficient are a
good match to the CLS data. Both sets of diffusional model loops show better matches to
the data than do the loops of the Otis model in Figure 4.2. In the Otis predictions, there
is too much hysteresis at 20 cyc/min and not enough at 1 cyc/min to match the
experimental A loops. This indicates that an infinitely large diffusion coefficient is not
the best approach to modeling the data.
C,,k=O.Ol mg/ml
As expected from the discussion in Chapter 2, k has little influence at 0.01 mg/ml.
However, it is seen that as D is decreased, the match for w=1 cyc/min is improved. At
this frequency, the Otis model (Figure 4.2) produces nearly a horizontal loop, a weak
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match of the data. With a lower diffusion coefficient (Figure 5.12 and Figure 5.13), the
shape of the 1 cyc/min A loop is closer to that seen in CLS.
Conclusions from Matches at Three Bulk Concentrations
It is seen that, overall, the best match came at a diffusion coefficient near 10-6
cm 2/s and an adsorption coefficient near kl=6x105 ml/(g-min). We did not have any
transient data for CLS with which we could make comparisons, so making a more accurate
determination was not possible.
Illustration of Predicted Transient Dynamics
Though we did not have transient CLS experiments to analyze in the manner used
for the Schtirch data, we believe it is useful to present predictions of the diffusional model
for various situations. Figure 5.14 shows the predicted transient r'A and subsurface
behavior from the onset of cycling for the CLS baseline parameters [ kl=6x 0 5 ml/(g-min)]
at Cbulk=l .0 mg/ml and wo20 cycles/min for a range of diffusion coefficients, D=1 0-6- 10 9
cm2/s. The diffusion coefficient range was chosen by considering the D for CLS (10-6
cm2/s) and for Curosurf (10-9 cm2/s) with data also shown for their geometric mean,
D=3x10-8 cm2/s.
In the plots of C~,b,,~ vs. time, the spikes correspond to the minimum area of
the bubble, where the film has completed compression and the subsurface is rich with
surfactant squeezed out from the interface. The troughs correspond to the Langmuir
regime as mass is being adsorbed back into the interface. The small bumps occur between
the peak and the trough are formed during the insoluble regime when there is no mass flux
from the interface but the subsurface has time to equilibrate with the bulk. The most
pronounced peaks and troughs in the subsurface concentration are produced by the
lowest diffusion coefficient, because it provides the greatest resistance (largest time
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Figure 5.14 The first twenty cycles of predicted y-A loops for three diffusion coefficients
begun at yq (left), with corresponding variation of the subsurface concentration (right).
The subsurface concentration is normalized by the bulk concentration, which is 1.0
mg/ml in all plots. The cycling frequencyis 20 cycles/min. The remaining parameters
are of the baseline case from Chapter 3: k,=6.0x105 ml/(g.min), k/k 2=l.2x105 ml/g,
m2=140 dyn/cm, j=22 dyn/cm, y,,=l dyn/cm and Tf=3x10' g/cm2.
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constant) for equilibration with the bulk. Note that the time mean of Csubsf4ace at steady
state is approximately equal to Cb,lk in all cases.
The highest diffusion coefficient of Figure 5.14 (D=10 6 cm2/s) shows almost no
transient variation in the A loops. Figure 5.14 also shows that the subsurface
concentration has very little transient variation during each particular cycle and
throughout all 20 cycles. At D=10 6 cm2/s and 1 mg/ml, the subsurface concentration is
essentially the bulk concentration, so the results of the diffusional model and the Otis
model are similar. At lower bulk concentrations, there is a larger difference between the
outputs of the Otis and diffusional models.
Pronounced differences between first two rA loops occur at D=3x10-8 cm2/s.
During the first cycle, the lower diffusion coefficient delays surfactant transport to the
interface, and thus, there is a higher surface tension on the first loop. During subsequent
loops, accumulation of mass in the subphase allows surfactant to be accessible to the
interface, resulting in lower surface tensions. After the first squeeze-out, when the
subphase is formed, the A loops converge very quickly. The quick convergence to
steady-state after two loops (at D=-3x10-8 cm2/s) is also seen in the plot of the transient
subsurface concentration of Figure 5.14.
At D=10-9 cm2/s, the accumulation of surfactant mass in the subphase is much
slower than for D=3x10 8 cm2/s. During the first expansion, high surface tensions are
reached. The diffusion coefficient is slow enough that there is a distinct change among
each of the first five cycles, with cycle-to-cycle variations occurring up to cycle 20. The
maximum value of the subsurface concentration profile increases sharply over the first
five cycles but has almost leveled off by cycle 20, indicating that the cycle 20 behavior is
near steady-state. Note the very low values of the subsurface concentration that occur
during adsorption. The subsurface becomes nearly depleted and this limits how quickly
the interface can adsorb mass, resulting in higher surface tensions.
Recall that D= 10' 9 cm2/s is the diffusion coefficient we used to model the Schilrch
oscillating bubble experiments. A comparison of the predicted transient subsurface
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concentration plots of Figure 5.9 and Figure 5.14 (at D=10-9 cm2 /s) indicates the
importance of the different starting conditions in the PBS and the CBS. Were the Schirch
experiments begun at maximum film compression and then expanded, the surface would
initially be depleted and the tremendously concentrated surfactant subphase would not
form.
Summary
With the addition of diffusion processes to the computational model, we were able
to predict accurately a much wider range of phenomena than when using the Otis model.
The most important phenomenon that the model was able to simulate was the transient
behavior of dynamic y.A loops as they converged toward a steady state. The model was
also able to give information about the surfactant concentration gradients within the bulk,
particularly at the subsurface.
In this chapter, the model was used to simulate data for high bulk concentration
experiments that began both at maximum bubble compression and expansion. As
discussed, this change in the initial state of the bubble was an important determinant in
the dynamics of the system. Bubbles that immediately underwent compression and
squeeze-out exhibited a much different behavior than those that were initially expanded to
undergo sorption in the Langmuirregime. The bubbles for which cycling was started at
maximum expansion required more compression to reach squeeze-out on each subsequent
cycle. Those begun at maximum compression required less compression during each
subsequent cycle to reach the minimum surface tension plateau. In both cases, the model
accurately predicted the tendency of the dynamic loops and gave insight into the
dynamics of the subsurface.
The data presented by Schrch provided not only much of the motivation of the
diffusional model, but the basis for a very interesting conclusion: the dynamic
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characteristics of Curosurf are changed once the surfactant is compressed from the
interface a first time. There was a substantial decrease in the diffusion coefficient after
initial compression, and our simulations also showed a diminution in the adsorption and
desorption coefficients as a result of the first-cycle squeeze-out. A possible explanation
for this phenomenon is the formation of micelles, large, oriented clusters of surfactant
molecules. These large structures would be more resistant to diffusion and adsorption
than individual molecules.
In parameterizing the steady-state data of calf lung surfactant, we were able to
determine bounds on the diffusion coefficient by considering limiting cases. The upper
bound, D=10- cm2/s, was the diffusion coefficient for molecular DPPC. The lower
bound was the limiting case for an infinite adsorption coefficient, D=5x10-8 cm2 /s. Using
diffusional model matches to the experimental data, we determined the diffusion
coefficient to be close to that of individual DPPC molecules, D=10-6 cm2/s. This
suggested that-unlike the Curosurf used in the Schtirch experiments-no micellar
formation took place (or much smaller micelles formed) during the CLS experiments.
Similarly, we were able to determine bounds on the value of the adsorption
coefficient, by using our scaling argument and some model output. Our scaling analysis
showed that k, for the diffusional model had to be at least as large as the Otis adsorption
coefficient, kl>6x105 ml/(g.min). To place an upper bound on k we demonstrated that
kl=60xl 05 ml/(g-min) was far too large to characterize the experimental data.
No transient CLS data was yet available for matching, however we demonstrated
the effect the diffusion coefficient had on transient ?A loops and their corresponding
predicted subsurface concentration values. We showed that at D=-I 0 cm2/s, there were
virtually no transient effects caused by diffusive resistance to transport. However, at
D=10' 9 cm2/s, diffusive resistance slowed transport of surfactant sufficiently to cause
elevated surface tensions -resulting complete depletion of the subphase-and
considerable variation in the ?A loop from one cycle to the next.
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Chapter 6
Pseudo-Squeeze-Out Behavior near P
Introduction
We here introduce a new term "pseudo-squeeze-out" to refer to a situation where
the surface tension versus interfacial area loop reaches a minimum surface tension plateau
at a value greater than Ymin. By our definition, discussed in Chapter 2, true squeeze-out
(or film collapse) can only occur at Ymin Figure 6.1 shows an example of pseudo-squeeze-
out behavior in reconstituted surfactant (PL+HA+SPA+NL) at 0.1 mg/ml. At 1
cycle/min, reconstituted surfactant plateaus slightly below 20 dynes/cm, even though the
same surfactant attains a surface tension of zero dynes/min during more rapid (20
cycles/min) oscillation. In our experience, pseudo-squeeze-out plateaus of this sort
usually occur near y.
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Figure 6.1 Reconstituted surfactant (PL+HA+SPA+NL) at 0.1 mg/ml and cycle/min
(solid) and 20 cycles/min (dot-dashed). Pseudo-squeeze-out behavior is seen in y-A loop
at I cycle/min.
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Originally, the loops displaying pseudo-squeeze-out were believed to be aberrant
data. The usual trend among loops at different cycling frequencies is that the loops at
lower cycling frequency display evidence of greater adsorption by requiring less
compression to reach Ymm. This trend arises from the slower cycling frequency allowing
more time for adsorption during bubble compression. Thus, the bubble takes less time
(and therefore undergoes less compression) to reach the interfacial concentration of T
needed to initiate the insoluble regime and then squeeze-out. Pseudo-squeeze-out,
however, is counter-intuitive and is more likely to occur at low frequency.
Numerical Pseudo-Squeeze-Out
Numerical pseudo-squeeze-out (as opposed to physical) is defined as pseudo-
squeeze-out predicted by a computational model. A specific case of numerical pseudo-
squeeze-out behavior was briefly discussed in Chapter 2 and Chapter 4. In those
chapters, the focus was on the limiting 7.A behavior that takes place when the model is
prevented from entering regime II due to the physically unrealistic assumption that k, and
k2 drop to zero at /. This case of pseudo-squeeze-out occurred invariably at high bulk
concentration where Feq--* where the entire 7A loop was trapped in the region near y.
We have never observed this behavior in experimental data and therefore we installed a
mechanism to correct for our assumption.
To address this assumption in the diffusional model, equations (4.27) and (4.28)
were added to the model to linearly adjust the values of the sorption parameters near .
It was assumed that this adjustment eliminated the effects of the transition of the
sorption parameters at the threshold between regimeI and regime II. Equations in this
chapter assume that k1 and k2 are both functions of F and go to zero gradually as r-r.
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This specific case of numerical pseudo-squeeze-out gave us insight into the kinetic
processes of other numerical pseudo-squeeze-out scenarios that predicted experimental
behavior that we believed to be authentic phenomena (Figure 6.1). Experimental
pseudo-squeeze-out behavior was seen primarily at middle and low bulk concentrations
and in situations where the 7-A loop normally has some degree of hysteresis. The
following section is devoted to the derivation of a criterion to determine under what
conditions pseudo-squeeze-out will occur.
Criterion for Pseudo-Squeeze-Out
Pseudo-squeeze-out is a result of the bubble being unable to reach sufficient
interfacial surfactant concentration to enter the insoluble regime. If Imr during
compression, regime IIwill be initiated and the model will not exhibit pseudo-squeeze-out
behavior.. As the interfacial area is decreased, the compression of the bubble naturally
drives up the interfacial concentration, however, from the Langmuirequation (4.3), it can
be seen that as F--r, desorption becomes greater than adsorption and causes dM/dt<O.
Writing M=A, we find an expression for the time rate of change of interfacial
concentration:
dFIr= c(F -fl-k 2 _--. (6.1)
t o t A dt
Two opposing mechanisms are acting to alter the interfacial concentration: desorption
acts to lower the interfacial concentration by ejecting molecules from the interface, while
the compression of the bubble raises the interfacial concentration by compacting the
interfacial film. To exhibit pseudo-squeeze-out, the rate of change of the interfacial
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concentration must be negative for some F in the compression cycle (where dA/dt<0).
Thus, we have as a criterion for pseudo-Esqueez=out:
I dAl kC,(r -(kk, -AldtJ _1-~~~ > ~(6.2)
Substituting equations (4.27) and (4.28) for the adjustment of the sorption parameters
near ', we find the criterion to reach pseudo-squeeze-out to be
&I >25K(r -F), C,
25K( -Idt[0 > F' > F > 0.96F
K~-~ dA ) F < 0.96FAdt F
(6.3)
where K, and K2 are the sorption parameters. Note that the right-hand-side of each
equation in (6.3) is always positive, so to achieve pseudo-squeeze-out, the term
associated with the desorption rate must be greater than the compression rate term.
Further note that if these criteria are satisfied for any r, pseudo-squeeze-out will occur.
At interfacial concentrations near r, where pseudo-squeeze-out is most likely to
occur, we see that both adsorption and desorption diminish towards zero, while the area
compression term is not affected. Note that the adsorption term decreases as ('-r)
while the adsorption term decays as (r_-T) 2. Despite the right-hand side decaying more
rapidly than the desorption term, as F--r' it becomes more difficult to meet the pseudo-
squeeze-out criterion and we avoid the horizontal loop "trapping" at ry. For a low
cycling rate (low d4/dt), pseudo-squeeze-out can still be achieved near r1, especially for
very high K2. This is the case for the I cyc/min, 1.0 mg/ml plots of Figure 5.13.
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For F<0.96r, the criterion (6.3) is straightforward. The desorption rate much be
largerthan the sum of the compression rate and the adsorption rate. As Cs-*0 (or for
larger) the adsorption rate limits to zero and the criterion becomes a direct comparison
between desorption and compression.
The criterion of (6.3) explains many of the puzzling findings we have observed
experimentally. The occurrence of pseudo-squeeze-out mainly at low cycling frequencies
is consistent with the criterion-/dt varies directly as o. Pseudo-squeeze-out is also
found primarily at lower concentrations, which is explained by the Cs term of the right-
hand side. Low bulk concentrations require a smaller difference between adsorption and
compression to satisfy the criterion.
Using Pseudo-Squeeze-Out to Match Steady-state CLS Data
In Chapter 5, we used pseudo-squeeze-out to help determine the adsorption
coefficient of CLS to be kl=6x105 ml/(g.min). At both diffusion coefficients tested, the 1
and 0.1 mg/ml predictions for k=60x 105 ml/(gmin) (Figure 5.13) caused pseudo-squeeze-
out where it was not observed experimentally. By slowly incrementing the adsorption
coefficient from kl=6x105 ml/(g.min) until pseudo-squeeze-out behavior was predicted,
we were able to get a better idea of the maximum value of kr--round 20x105
ml/(g.min)- that would match our CLS data.
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Figure 6.2 The first five cycles of a bubble simulation at three different k, to demonstrate
the transition from squeeze-out to pseudo-squeeze-out behavior. For each ki, transient y-
A (left) and normalized subsurface concentration (right) plots are shown. The transition
point is near k,--600 ml/(g.min) and k=500 min' The simulations are run at 20
cycles/min, C0.1 mg/ml, and D=10' cm2/sec. The other parameters are: k/k 2=1.2
ml/g, m2=140 dyn/cm, =22 dyn/cm, y.,=l dyn/cm and =3x10-7 g/cm2 .
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Pseudo-Squeeze-Out Scenarios in Computational Modeling
The diffusional model was able to predict pseudo-squeeze-out in situations where
the Otis model was not able to do so. In the diffusional model, especially at low diffusion
coefficients, the subsurface can become depleted of surfactant. As indicated by (6.3), it is
easier to achieve pseudo-squeeze-out when the subsurface concentration is low.
Figure 6.2 demonstrates two interesting phenomena discussed below. The three
adsorption coefficients shown are for the original baseline case from Chapter 3, a k, value
associated with the pseudo-squeeze-out transition point, and a large value of k, such that
k2>>(lA)(dA/dt). The diffusion coefficient is chosen as D=10' 7 cm2/sec to demonstrate
some of the interesting subsurface behavior that can be predicted by the diffusional
model. D= 10 cm2/sec, our finding for CLS, gives results too similar to the Otis model
(see Figure 5.14) to illustrate the difference between the models. At the same time, D=10-
7 cm2/sec is large enough that a good representation of the steady-state behavior is seen
after only five cycles.
The first phenomenon is demonstrated in the three left-hand plots that show that
pseudo-squeeze-out can be brought on by raising the adsorption coefficient (keeping
kl/k2 constant). An important and counter-intuitive result from this study is that an
increase in the adsorption coefficient (with a constant k/k2) can create dysfunction,
because the desorption rate, k2, becomes more rapid than the compression rate of the
interface and pseudo-squeeze-out can occur. Pseudo-squeeze-out causes elevated
minimum surface tensions that do not allow normal breathing function. This result
implies that there is an optimal range for the sorption behavior of a surfactant, a finding
that could affect the design of synthetic surfactants.
Figure 6.2 also shows at k,=600x105 ml/(g.min)the transient "breaking through"
as pseudo-squeeze-out behavior gives way to regime II and regime III dynamics. This
transition is a result of the accumulation of surfactant in the subphase. Once the
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subsurface concentration becomes sufficiently large that the criterion of (6.3) is no longer
met, regime I is entered. It should be noted that while the k,=600x105 ml/(g.min)plot of
Figure 6.2 shows a transition, both kl=6x105 ml/(gomin)and k,=1200x105 ml/(g.min)are
near their steady-state output. The latter has a desorption coefficient high enough (1000
min') to ensure pseudo-squeeze-out behavior even when considerable mass accumulates
near the interface.
The irregularjaggedspikes in the subsurface concentration plot for k,=600x105
ml/(g.min) in Figure 6.2 are a result of entrance into regime II. In the insoluble regime, no
mass transfer to the interface is taking place, but the subsurface is still equilibrating with
the bulk.
Summary
Pseudo-squeeze-out is a mechanism seen in both numerical and experimental data
for an oscillating bubble in a surfactant mixture. It is characterized by a minimum surface
tension plateau at a value larger than y,,m. Usually the minimum surface tension plateau
occurs at surface tension slightly greater than 9, which is the threshold of the insoluble
regime.
A criterion was established to predict what parameter values would cause the rA
loop to exhibit pseudo-squeeze-out. The essence of the criterion is the comparison of the
cycling rate to desorption rate. If the film is compressing more rapidly than surfactant is
desorbing from the interface, then the film will make the phase transition into the
insoluble regime. If desorption dominates, then the film may exhibit a false minimum
surface tension plateau between 9 and yq; that is pseudo-squeeze-out.
The criterion (6.3) also depends on-to a lesser extent-subsurface concentration
and the adsorption coefficient. Figure 6.2 demonstrates that the subsurface can become
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depleted, which can enable pseudo-squeeze-out by decreasing the adsorption rate. The
dependence of the criterion on subsurface concentration also serves as an explanation of
why pseudo-squeeze-out is rarely observed at high bulk concentrations.
In Chapter 5, we used pseudo-squeeze-out to ascertain a k, bound for CLS. At
0.1 mg/ml bulk concentration, there was no pseudo-squeeze-out observed experimentally
The diffusional model predicted pseudo-squeeze-out at kl=60x105 ml/(g-min) and some
values below. We were able to put an upper bound on kl by excluding those values that
caused pseudo-squeeze-out. This gave us a tighter range, 6x1 05<k,<20x105 ml/(g.min),
that also was consistent with our scaling analyses.
The substantial finding from this investigation is that increasing the adsorption
coefficient of a surfactant can lead to dysfunction. The value of k,/k2 for all surfactants
we have studied is relatively constant among the surfactants we investigated, about 105
ml/g. Assuming this value constant, an increase of k, leads to a concomitant increase of
k2, which, at high enough values, causes the surfactant to have a minimum surface tension
near , which is dysfunctional.
In the future, we hope to apply pseudo-squeeze-out modelingto describe various
methods of surfactant dysfunction.
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Chapter 7
Conclusions
Summary and Discussion
In this thesis, we have characterized the dynamic behavior of several surfactants
using two computational models. The first (Otis et al., 1994) was used to assign
parameter values to the steady-state performance of calf lung surfactant (CLS) and its
piece-wise reconstituted fractions. Later, a diffusional model was developed to describe
the transient phenomena observed by Schtirch in experiments employing Curosurf, a
surfactant derived from porcine lipid extract. The diffusional model was then used to find
a set of parameters, including a diffusion coefficient, that could be used to model steady-
state performance of CLS. Finally, a criterion was determined that would allow the
diffusional model to predict pseudo-squeeze-out dynamics, a type of surfactant behavior
previously thought to be aberrant data.
Using the Otis model we found a baseline set of parameters that characterized the
dynamic behavior of CLS. We then identified what parameter changes from the baseline
case were necessary to model the dynamic performance of each of constituent fractions of
CLS. DPPC was modeled by reducing the adsorption coefficient two orders of magnitude
from the baseline case. This finding was consistent with the work of other investigators
who have found that the adsorption qualities of DPPC are too low to serve as a viable
surfactant.
With the addition of the remaining phospholipids to DPPC to form the PL
fraction, the experimental performance of this surfactant became completely
dysfunctional. Curiously, PL was the only fraction with greater than near-zero minimum
surface tension. A minimum surface tension plateau at 20 dyn/cm was seen at 1.0 and 0.1
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mg/ml bulk concentrations. To match this behavior, we used the same reduced k,
employed to model DPPC performance, while increasing Ym,, to 20 dyn/cm.
The addition of hydrophobic apoproteins B and C to form PL+HA restored the
adsorption coefficient to its CLS value, but the data indicated that the baseline isotherm
slope m 2 was half that of CLS. PL+HA also achieved a near-zero minimum surface
tension. However, experiments and modeling (Figure 3.7) demonstrated that, though
PL+HA appeared to be a functional surfactant at large volume excursions, at tidal
breathing volumes PL+HA would be dysfunctional, never achieving a surface tension
below 8 dyn/cm.
In light of these findings at tidal breathing volumes, the importance of SPA in
PL+HA+SPA was magnified. The addition of SPA to PL+HA functionally completed
the reconstitution of CLS as the same parameters were used to model PL+HA+SPA and
CLS. Thus, PL+HA+SPA would appear to function as a physiologically viable
surfactant.
The addition of neutral lipid (NL) to PL+HA+SPA completed the reconstitution
of surfactant. No differences in performance we found between the reconstituted fraction
and CLS (or PL+HA+SPA). We were unable to determine what physiological function
was played by NL.
Though the Otis model gave good matches to the experimental data, the matches
were not perfect. Specifically we lacked the ability to model the large degree of hysteresis
seen in some ),A loops (especially at low bulk concentration) and the maximum surface
tension obtained during bubble expansion. Both of these shortcomings were a result of
the inability to model the very complicated process of film rupture during bubble
expansion.
The Otis model was also unable to predict the transient surface tension behavior
observed by Schtirch et al. of a bubble oscillating in a Curosurf solution. We concluded
that the weakness with the Otis model was due to diffusional processes within the bulk
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not modeled by Otis et al. To remedy this shortcoming, we developed a model
employing diffusional kinetics.
We used the diffusional model to analyze a set of experiments performed by
Schirch. By reproducing the adsorption curve (yvs. time) for a freshly formed bubble in
Curosurf (porcine lipid extract) solution, we determined that the diffusion coefficient for
Curosurf was greater than 5x1 0' 8 cm2/s. A very good match of the experimental data was
found at D=10 6 cm2/s, the diffusion coefficient for molecular DPPC. The matching
adsorption coefficient depended on the choice of diffusion coefficient, but in general k,
was similar to that found for CLS, roughly 6x105 ml/(g.min).
A fascinating finding resulted from analysis other Curosurf experiments. Model
matches to both oscillating bubble experiments and constant-area adsorption experiments
conducted in a bubble that had been oscillated indicated that Curosurf had a diffusion
coefficient of 10'9 cm2/s three orders of magnitude smaller than the diffusion coefficient
for individual DPPC molecules and much smaller than previously found. The adsorption
coefficient, k=0.07x10 5 ml/(g.min),was also greatly reduced from previous Curosurf
determinations. We attributed this discrepancy to a selective squeezing out of DPPC into
the subphase where large micellarstructures of DPPC could form. The DPPC micelles
would be large enough to slow considerably both the adsorption and diffusion rates. This
hypothesis explained why it took 50 seconds for surface tension to equilibrate in a bubble
that had been cycled once, while it took less than one second for equilibration in a freshly
formed bubble.
We used the diffusional model to illustrate some of the Curosurf surfactant
dynamics within the bulk, in particular the spontaneous formation of a rich subphase of
surfactant immediately adjacent to the interface that resulted from the initial squeeze-out
process during oscillation. Because of its low diffusion coefficient, the high concentration
of Curosurf near the interface equilibrated slowly with the bulk. In fact, we concluded
that the cycling behavior after 20 oscillations that Schtirch viewed to be steady state was
in reality a slowly changing quasi-steady state.
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We also used the diffusional model to match the steady-state data for CLS to
identify the true sorption coefficients, separating out the effects of diffusion.
Surprisingly, in the context of our Curosurf findings, we determined that the adsorption
coefficient for CLS at steady-state was roughly that found using the Otis model and that
the diffusion coefficient was approximately 10' 6 cm2/s, the diffusion coefficient of
molecular DPPC.
The difference between parameters for steady-state CLS and Curosurf illustrated
an important difference between the experiments. In the Curosurf experiments, done on
the captive bubble surfactometer (CBS), the bubble was formed at maximum expansion
and then compressed. The initial compression squeezed mass out from the interface
where it created a highly concentrated surfactant subphase and the formation of micelles
was likely. In the CLS experiments, performed on the pulsating bubble surfactometer
(PBS), the bubble was formed at maximum compression and then expanded which
immediately depleted the subphase of surfactant. As the subphase was poor in
surfactant throughout most of the cycle, formation of micelles was difficult and the
surfactant behaved more as if it remained in molecular form.
We defined and characterized "pseudo-squeeze-out," a process in which they-A
loop enters a minimum surface tension plateau at surface tension greater than Ymn.
Pseudo-squeeze-out invariably occurs near y. Previously, experimental data exhibiting
this behavior was thought to be aberrant, but using our model for pseudo-squeeze-out
behavior, we were able to gain insight into this type of dysfunction. We also used
pseudo-squeeze-out to trim the parameter ranges for CLS at steady-state by identifying
the parameters at low frequency runs at the middle bulk concentration that would or
would not cause pseudo-squeeze-out. .
We defined a criterion for pseudo-squeeze out, which states in its essence, that
pseudo-squeeze-out occurs when the desorption rate is more rapid than the cycling rate
and, thus, dr/dt<O as the film is being compressed. We have the unexpected result that
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increasing the adsorption coefficient-while keeping kk 2 constant, an observation
consistent with all of our experimental data-can lead to dysfunction, due to the
concomitant increase of the desorption coefficient.
Future Work
Of most immediate interest is obtaining transient A data for CLS so that we
may have a firmer grasp on the diffusional processes occurring. Transient data would also
help us identify possible selective squeeze-out of DPPC or another constituent of lung
surfactant. It is possible that, during dynamic cycling, a specific molecule is separated
from the mixture. To model this scenario, a bi-component model will have to be
developed.
A long-standing problem with this model is its inability to predict very high
surface tensions seen experimentally. We believe this to be a result of a film rupture
process we have yet to model. In the future, we would like to correct our model by
incorporating the dynamics of surfactant film rupture upon expansion.
We believe that pseudo-squeeze-out will enable us to model a variety of
dysfunctional surfactant scenarios. From the experimental models of dysfunctional
surfactant that we have (but which are not included in this thesis), many of the loops
appear to display some variety of pseudo-squeeze-out behavior.
131
Nomenclature
a Dimensionless diffusion coefficient, Dt/(Acx)2.
P3 Coefficient to adjuct k, and k2 near T'.
A Change in a quantity.
At Numerical time step.
Ax Numerical spacial step.
a Diffusional boundary layer thickness.
E Incremental interfacial concentration.
F Interfacial concentration.
r' Maximum equilibrium interfacial concentration (at 9).
Fm Equivalent to r' used by Chang and Franses.
F,,~ Maximum interfacial concentration (at Y,i,).
y Surface tension.
9 Minimum equilibrium surface tension (at r).
Ymin Minimum surface tension (at Fm,,).
A0 Surface tension of a surfactant-free interface (water).
r Diffusive resistance.
Ir Variable of time used in (4.2).
o Oscillation frequency.
A Interfacialarea.
A Interfacial area at Y.
A,"+, 'Surface area of the spherical shell between adjacent nodes
i andj at future time step n+1.
A,,,, Mean interfacial area during one cycle.
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Minimum interfacial area.
Slope of the scaling relationship k,=BD 2n .
Bulk concentration.
Bulk concentration.
Subsurface concentration.
Courant number.
Diffusion coefficient.
Temporal derivative
Spacialderivative.
Spacial subscript.
Spacial subscript.
Adsorption coefficient.
Effective adsorption coefficient calculated without
including diffusive resistance; k, for the Otis model.
Base adsorption coefficient specified for a run, used
when kl=k(lT).
Desorption coefficient.
Effective adsorption coefficient calculated without
including diffusive resistance; k2 for the Otis model.
Base adsorption coefficient specified for a run, used
when k=k2().
Characteristic adsorptive lengthscale.
Critical Courant number length into the bulk.
Characteristic diffusive lengthscale.
Critical grid Peclet number length into the bulk.
Interfacial mass.
Interfacial mass in regime II.
Designation of the final spacial node.
Isotherm slope for F<I.
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Amin
B
C
Cb, Cb,,k
C, Cb=afa
Co
D
d/dt
d/dx,a/ax
ik
K,
k2
(k2)eff
K2
'A
lco
ID
lP.
M
MiNoluble
m
m2 Isotherm slope for IT_'.
n Temporal superscript.
Nc Number of cycles.
Nsc Number of time steps per cycle.
NsN Number of spacial nodes in the bulk.
Pegid Grid Peclet number.
Pephy s Physical Peclet number.
R Bubble radius.
Rmean Mean bubble radius.
R(t) Time rate of change of bubble radius.
t Time.
tDss Steady-state diffusive timescale.
tAss Steady-state adsorptive timescale.
tot Transient diffusive timescale.
t At Transient adsorptive timescale.
V Bubble volume.
Vn Bubble volume at timestep n.
Vcyce Amplitude of bubble volume oscillation.
V,,an Mean bubble volume during oscillation.
Vrel Relative velocity of fluid to moving spacial grid.
Vrelbol Relative velocity in through the face of a spacial node
closest to the bubble interface.
Vreltop Relative velocity in through the face of a spacial node
farthest from the bubble interface.
Xin+' Distance from the center of the bubble of node i at the
future timestep.
x Spacialvariable.
xi Distance of node i from the bubble interface.
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