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We discuss the role of neoclassical resistivity and local magnetic shear in the triggering of the
sawtooth in tokamaks. When collisional detrapping of electrons is considered the value of the safety
factor on axis, q(0, t), evolves on a new time scale, τ∗ = την∗/(8
√
ǫ), where τη = 4πa
2/[c2η(0)] is the
resistive diffusion time, ν∗ = νe/(ǫ
3/2ωte) the electron collision frequency normalised to the transit
frequency and ǫ = a/R0 the tokamak inverse aspect ratio. Such evolution is characterised by the
formation of a structure of size δ∗ ∼ ν2/3∗ a around the magnetic axis, which can drive rapid evolution
of the magnetic shear and decrease of q(0, t). We investigate two possible trigger mechanisms for a
sawtooth collapse corresponding to crossing the linear threshold for them = 1, n = 1 instability and
non-linear triggering of this mode by a core resonant mode near the magnetic axis. The sawtooth
period in each case is determined by the time for the resistive evolution of the q-profile to reach the
relevant stability threshold; in the latter case it can be strongly affected by ν∗.
I. INTRODUCTION
When the safety factor, q, falls below unity on axis, tokamaks experience a ubiquitous periodic oscillation in the
plasma core in which core parameters exhibit a ”sawtooth-like” waveform, with a relatively slow ramp-up of, for
example, the electron temperature, followed by a rapid collapse. Understanding the characteristics of these sawtooth
oscillations is important for predicting the performance of ITER since they can degrade the core confinement, expel
the alpha particles that heat the burning plasma and couple to other instabilities that can severely limit operation.
The length of the sawtooth period, which is terminated by the sawtooth collapse, plays a major part in determining
the impact of the sawtooth on the tokamak performance. Following a sawtooth collapse the radial profiles of the
various plasma parameters evolve on transport timescales until a rapidly growing instability is triggered, producing
magnetic reconnection on a fast timescale. It is this evolution, on the transport time scale, that determines the
sawtooth period.
The approach explored in this paper is to consider possible criteria for instability and, since these are sensitive
to the q(r)-profile, to use a model for the resistive diffusion of q following a sawtooth crash to monitor when these
instability boundaries are crossed and, therefore, when the next sawtooth crash might be triggered. The time for this
to occur yields the sawtooth period.
The resistive evolution is based on neoclassical resistivity and builds on ideas of Park and Monticello[1] who realised
that the evolution of the q-profile in neoclassical theory leads to a rapid cusp-like drop of q on axis due to the effect of
trapped electrons, with q rapidly falling to q ∼ 0.8 in a sample MHD simulation. A more accurate treatment includes
the collisional correction at small ν∗e = νe/ǫ3/2ωte (here νe is the electron collision frequency, ωte = vthe/R0q the
electron transit frequency and ǫ = a/R0 the inverse aspect ratio). This removes the trapped particle cusp behaviour
very close to the axis so that dq/dr becomes zero there, although the value of q is still rapidly driven well below unity.
This resistive evolution calculation requires an initial configuration given by the post-crash q-profile. At present there
is no generally accepted model for this. On the one hand it is recognised that the original "full-reconnection" model
proposed by Kadomtsev[2] cannot be accurate since direct measurements of q0 indicate that, in most tokamaks, its
value never rises to unity at any stage during the sawtooth cycle. On the other hand it is evident, from both MSE and
Faraday rotation diagnostics, that some reconnection does occur during the turbulent conditions of sawtooth collapse.
Some models of the sawtooth, however, assume that very little reconnection takes place [3]. In the present paper, we
will assume that some reconnection does occur and, crucially, that the localised neoclassical peaking of the current
density in the vicinity of the magnetic axis is destroyed, resulting in smooth behaviour of J(r) and q(r) in the plasma
core. For simplicity, we take a Kadomtsev reconnected state as the post-crash initial condition for the evolution of q
during the sawtooth ramp, but this is not crucial for its evolution near the axis.
With this background we consider two potential instability models. The first is in the spirit of the model proposed
by Porcelli, Boucher and Rosenbluth[4] which, in particular, proposes a condition on the magnetic shear at the q = 1
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2surface for triggering the sawtooth collapse. This condition is loosely connected with diamagnetic stabilisation of the
internal kink mode. Here, we establish the stable window in an operating diagram for the m = n = 1 drift-tearing
mode and the resistive internal kink mode, defined in terms of the plasma beta, β = 8πp/B2, and the instability
drive, represented by a quantity ∆′ which is inversely related to the potential energy, δW , for the internal kink mode.
This diagram results from an earlier study[5] of the stability of these two modes based on a plasma model with semi-
collisional electrons and ions whose Larmor orbit exceeds the semi-collisional layer width where reconnection occurs.
The trajectory of the core plasma state in this diagram as the profiles of q and plasma pressure, p, change during the
sawtooth ramp can be monitored and the triggering of the sawtooth crash identified as the point at which the linear
stability threshold is crossed. This theory also predicts that the crash occurs when the magnetic shear, defined as
rq′/q, at q = 1, reaches a particular value, but is much more precisely defined than in the, somewhat heuristic, model
of Porcelli et al.[4]. The second model for the sawtooth period is based on the conjecture that an instability occurs
on-axis if q0 falls to some critical value, say q0 = 0.75, when an m = 3, n = 4 ideal or tearing mode may be destabilised
for example. Such an unstable mode can couple toroidally to a mode resonant at q = 1, causing a sawtooth crash.
In the first model we monitor the shear at q = 1 to determine the sawtooth period while in the second we follow the
evolution of q on axis. In the latter case we derive scaling laws for the period and discuss the implications for ITER.
The motivation for the present paper is, therefore, two-fold. Firstly we wish to explore, within a qualitative
transport model, the importance of neoclassical evolution of the safety factor, q(r, t), during the quiescent ramp phase
of the sawtooth. As noted above, attention was first drawn to this by Park and Monticello[1] in their global sawtooth
simulation, but although this phenomenon should be present in the sawtooth modelling of Ref.[4] and others, there
has been little discussion of its significance in these studies.
The second purpose of this paper is to replace the heuristic stability boundaries ( i.e. the sawtooth trigger conditions)
employed in Ref.[4] by analytic marginal stability conditions derived in [5]. This has the effect of replacing unknown
coefficients in Ref.[4] by precise values with appropriate functional dependencies on parameters such as ηe, ηi, etc.
We note here that no attempt is made to calculate the tearing stability index, ∆′, or the closely related quantity δW ,
with its important dependence on contributions from energetic ion populations in the plasma core. Such quantities
are taken as given. In a thorough implementation of the present ideas these quantities would need to be evaluated in
a separate calculation and a full 1 12 −D transport code, as in [4], would be required. Of course δW will also evolve
during the long quiescent ramp phase of a sawtooth but, in what follows, we assume that δW may have reached a
quasi steady state and that the resistive evolution of q0, or, of r1q
′(r1), may have a crucial influence in triggering the
next sawtooth collapse. Evidence in support of this picture appeared in the, very effective, triggering of a sawtooth
collapse using ECCD in ASDEX[6, 7].
II. EVOLUTION OF THE q(r, t)-PROFILE DURING THE SAWTOOTH RAMP
A. Resistive evolution model
In this Section, we study the importance of the trapped particle correction to Spitzer resistivity in determining
the duration of the sawtooth ramp. During this period, which follows a collapse event, thermal equilibrium can be
assumed to be rapidly re-established, but the current profile, and the q-profile, evolve resistively towards a remote
(and ideal MHD unstable) steady-state with q0 < 1/2 [8] in which the toroidal current is Jφ = E0/η(r), with E0
constant, and η(r) the resistivity. For the moment we ignore the effect of the Bootstrap current within Ohm’s law.
Neoclassical resistivity is given approximately by [9, 10]
η(r) = ηSp(r)/(1 −
√
r/R0)
2, (1)
where ηSp is the Spitzer resistivity. Assuming the electron temperature profile to be given by Te(r) = T0(1−r2/a2)4/3,
the Spitzer resistivity has the form
ηSp(r) =
η0
(1− r2/a2)2
. (2)
We construct the relevant diffusion equation for the q-profile in the cylindrical tokamak limit retaining one toroidal
effect, namely the neoclassical correction to resistivity. Thus,
∂Bθ
∂t
= −c (∇×E)θ = c
∂
∂r
(ηJz) =
∂
∂r
[
ηc2
4πr
∂
∂r
(rBθ)
]
, (3)
and using the definition of the safety factor,
q(r) =
r
R0
Bz
Bθ
, (4)
3this becomes
∂
∂τ
(
1
q
)
=
1
r
∂
∂r
[
ηˆ
r
∂
∂r
(
r2
q
)]
, (5)
where we have introduced the dimensionless variables defined by τ = t/τη, and r = r/a, with τη = 4πa
2/(η0c
2). The
model for neoclassical resistivity is thus
ηˆ(r) =
1[
(1− r2)(1 −√ǫr1/2)]2 , (6)
where ǫ = a/R0. Clearly, the fractional power in the trapped electron correction to Spitzer resistivity generates
(unphysical) singular behaviour in Eq. (5), for r → 0, i.e. in the vicinity of the magnetic axis. This is removed by
including the transition from a neoclassical resistivity to Spitzer when
νe >
vthe
R0q
(
r
R0
)3/2
. (7)
Incorporating this correction, the expression for the resistivity becomes
ηˆ(r) =
1[
(1− r2)(1 −
√
ǫr2
r3/2+ν∗
)
]2 , (8)
where ν∗ = νe/(ǫ3/2ωte), with ωte = vthe/(R0q). In large tokamaks such as JET or ITER, the dimensionless parameter
ν∗ is extremely small, so that resistive evolution in the vicinity of the magnetic axis, though not singular there, is
likely to be rapid: this will become evident from our numerical solution of Eq. (5). Furthermore, although the scaling
of the resistive diffusion time, τη ∝ a2T 3/2e points to a much slower evolution of q(r, t) in ITER than in JET (possibly
by a factor of ∼ 60), the scaling of the small parameter, ν∗ ∝ Nea/T 2e reduces this factor when considering core
evolution times. For example, by expanding Eq. (5) locally around x = 0, and employing Eq. (8), one obtains the
solution
q0(t) = q0(0) exp (−t/τ∗) , (9)
with
τ∗ = τη
ν∗
8
√
ǫ
∝ R
3
0Ne
T
1/2
e
. (10)
Hence, at early times, the safety factor undergoes an exponential decay on the timescale τ∗. Note that the presence
of the short timescale τ∗ is the consequence of the formation in the q-profile of a boundary layer of width δ∗ ∼ ν2/3∗ a,
which we assume to be destroyed by the crash itself, and thus, not present at t = 0; it develops only afterwards.
Since Eq. (5) is of the heat diffusion type, in order to solve it we need an initial value over the whole domain r ∈ [0, 1],
and two boundary conditions at r = 0 and r = 1. We then choose the Cauchy boundary condition q(1, t) = qin(1),
i.e. the total plasma current is held constant, and the Neumann boundary condition ∂rq
−1(0, t) = 0. The last one
is chosen because we want our system to evolve, at very long times, towards an equilibrium magnetic field which
is regular for r → 0. To clarify this point, let us consider the case of constant resistivity. After setting ∂t ≡ 0 and
integrating Eq. (5) twice, one obtains the equilibrium safety factor
q(0)eq (r) =
r2
C2 + C1r2
, (11)
where C1,2 are two constants of integration. Then, if C2 6= 0 for r → 0, we have qeq(r) → C−12 r2, which implies a
divergent magnetic field, Bθ/B0 ≡ B ∼ C2/r for r → 0 . Hence, we set C2 ≡ 0. Then qeq(r)→ C−11 for r → 0, which
yields B/r ∼ C1 for r → 0. From this it follows that ∂r(B/r) = 0, or equivalently ∂rq−1(0, t) = 0. The result in Eq.
(11) can be easily generalised to the case of non-constant resistivity, giving
qeq(r) = qpc(r = 1)
(ˆ 1
0
̺d̺
ηˆ(̺)
)
1´ r
0
̺d̺
ηˆ(̺)
. (12)
4(a) The numerical solution of Eq. (5) for
t/τ∗ = 120, 200, 300. The analytical solution
qeq(r) is approached from above as time
increases. Here ν∗ = 10−4.
(b) The electric field E = ηˆr−1∂r(r2/q)
calculated from the numerical solution of Eq. (5)
for t/τ∗ = 120, 200, 300. The constant solution is
approached as time increases. Here ν∗ = 10−4.
Figure 1: Long time evolution of Eq. (5) for q-profile and electric field.
0.2 0.4 0.6 0.8 1
ra
0.8
1.2
1.4
1.6
1.8
2
2.2
qHraL
Figure 2: Kadomtsev-like pre-crash qin = q0/[1− r2/a2 + (1/3)r4/a4] and post-crash qpc-profile as given by Eq. (13).
The integrals in Eq. (12) can be performed analytically and then the result can be compared to the long time evolution
given by Eq. (5). Figure 2(a) shows the solution of Eq.5 starting from an arbitrarily chosen initial state with q(r) = 1
everywhere, for t/τ∗ = 120, 200, 300. Also shown is the analytical solution qeq(r) for ν∗ = 10−4 : the analytical
steady-state equilibrium is recovered. It is worth noticing that it is reached on a time which is much shorter than the
resistive diffusion time, τη = 5 × 104τ∗. Another important property of the steady-state solution of Eq. (5) is that
it must give a (radially) constant electric field [see Eq. (3)]. In Fig. 1b we show the electric field E = ηˆr−1∂r(r2/q)
calculated from the solutions in Fig. 1a. As expected, the final state is uniform through the domain of integration.
B. Evolution from a fully-reconnected Kadomtsev-like state
As an initial q(r) state we first choose, for simplicity, the fully reconnected Kadomtsev-like form, qpc(r) given by:
2
qpc
=
1− tanh [(r − rmix)/ς ]
qK
+
1 + tanh [(r − rmix)/ς ]
qin
, (13)
where qK = 1/(1 − 0.27r2) is the Kadomtsev fully-reconnected state which has been calculated numerically for
initial values q0 = 0.75 and qin(r) = q0/[1 − r2 + (1/3)r4] chosen for the ”pre-collapse” state, resulting in rmix =
[1] The tanh functions have only been inserted to provide a slight spread of the initial current sheet of width ς at rmix in the Kadomtsev
model. The choice of the pre-crash is q(r) = q0/[1 − r2 + (1/3)r4]. This is actually the steady-state q if resistivity were Spitzer and
Te ∝ (1 − r2)4/3.
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Figure 3: Solution of Eq. (5) for time t/τ∗ = 0, 2.5 , 37.5 , and 49.75 . Here ν∗ = 10−3.
√
9−√144q0 − 63/2 ≈ 0.757. ς = 5 × 10−3 represents the narrow width of the current sheet at the mixing radius,
rmix. The profiles qin(r) and qpc(r) are shown in Fig.1
In Fig. 3 we show an example of the evolution of the whole q-profile, starting from the Kadomtsev post-crash state.
The formation of the structure on the width δ∗ is evident. It is also clear that a very fast diffusion of the initial
current sheet occurs at the mixing radius rmix. In tokamaks, such a fast neoclassical evolution of the q-profile seems
to occur only when approaching stationary conditions [12, 13]. Here we also note that the final equilibrium of Eq.
(12) is ideal MHD unstable to the m = 1, n = 2 mode (since q0 < 1/2 [8]), so from an operational point of view, it
should never be achieved!
Our results regarding the evolution of q in the axial region are not sensitive to the assumption of a Kadomtsev-
like post crash state; a Taylor relaxation model of Ref. [11] would lead to similar results. The case with q(r) = 1
everywhere as an initial condition, shown in Fig.2, provides another example. The key point is that there is sufficient
reconnection near the axis to interrupt the cusp-like neoclassical evolution of q. If this were absent and the only
changes to q arose as a consequence of sawtooth oscillations in temperature affecting the resistivity profile, the axial
value of q would ultimately saturate at some low value, q0 < 0.5, due to the neoclassical evolution, contrary to
observation. On the other hand, the Kadomtsev model is somewhat special in that the q = 1 surface appears at r = 0
after the crash, whereas in the Taylor relaxation model it is much further out; consequently the evolution of the shear
at q = 1 is rather different in the two cases.
III. LINEAR STABILITY AND AXIAL CRITERION FOR THE SAWTOOTH TRIGGER
A. The role of the drift-tearing and kink modes
In Ref. [5] we developed a unified theory of the drift-tearing mode and internal kink mode relevant to the m =
1, n = 1 mode resonant at q = 1 in large hot tokamaks such as ITER. Specifically, we adopted a plasma model with
semi-collisional electrons for which:
k2‖v
2
the ∼ ωνe (14)
with k‖ ≡ kyx/Ls, the parallel wavenumber, ky the component of the perpendicular wavenumber lying within the
magnetic surface, x the distance from the resonant surface, Ls = R0q/s, the shear length, and ω the mode frequency.
The resulting width of the electron current channel δ is thus given by:
δ =
(ωνe)
1/2Ls
kyvthe
. (15)
We consider the ion Larmor orbit to be large, ρi ≫ δ. The theory is characterised by two other key parameters :
βˆ = 0.5βeL
2
s/L
2
n and r1∆
′ = sˆ21/δW , where L
−1
n = −N−1e ∂rNe is the inverse of the equilibrium electron density
gradient length, and ∆′ is the instability drive [14]. For the m = 1, n = 1 modes, this is related to the potential
energy of the internal kink mode, δW . The key results are that, at low values of βˆ, the drift-tearing mode, with
frequency ω = ω∗e(1 + 0.73ηe), is stabilised by finite ion orbit and diamagnetic effects, provided that [see Eq. (42) of
[5]]:
∆′ < ∆′1, (16)
6where
ρi∆
′
1 =
√
πβˆ
(ωˆ − 1)2(ωˆτ + 1)(ωˆτ + 1− ηi/2)
ωˆ2(1 + τ)2
log(Λ)− πβˆ(ωˆ − 1)I¯ , (17)
with
Λ = e−
pi
4
ρi
δ0 ωˆ1/2
, (18)
ωˆ = 1 + 0.73ηe. (19)
Here ωˆ = ω/ω∗e, ω∗e = 1/2kyvtheρe/Ln, I¯ is an integral defined in Ref. [5] with approximate value ∼ −η1/2e ,
τ = Te/Ti, δ0 =
√
ω∗eνer1Ls/vthe, and r1 is the position at which q = 1. This result is valid at small ∆′ρi ∼ βˆ. At
higher values of ∆′ρi , i.e. as βˆ∆′ρi ∼ 1 the unstable drift-tearing mode couples to a stable Kinetic Alfven Wave
(KAW) until, at a critical value of the parameter βˆ∆′ρi, there is an exchange of stability, with the drift-tearing mode
continuing at the same frequency but now stable, whereas the (previously stable) KAW becomes unstable. With
continuing increase of βˆ∆′ρi the KAW frequency drops towards ω/ω∗e = 1 and its growth rate also decreases, the
mode eventually becoming stable when [see Eq. (49) of [5]]
∆′ > ∆′2, (20)
with
ρi∆
′
2 = 2.42π
ρi
δ0
ηeβˆ√
5.08 + 2
√
2.13− 1.71ηe/(1 + τ)
. (21)
These results pertain to low βˆ, however, it has also been shown that the KAW is stable when βˆ exceeds a critical
value depending on ηe, due to the effect of shielding of the resonant surface by plasma gradients. For the particular
case, ηe = 2.53, this threshold is βˆ = 0.34. Such a result is consistent with that of Drake et al.[15] who found stability
in the limit βˆ ∼ (ωˆ − 1)−1 ≫ 1, for τ ≫ 1
In Ref. [5], the stability limit for the dissipative internal kink mode was also determined. In particular, for δW > 0,
one stability limit is given by,
∆′ < ∆′3, (22)
where
∆′3δ0 = βˆ
π2√
1+τ
4.26 (4.08− 1.71ηe)
1
log
[
βˆ2 ρiδ0
π
(1+τ)3/2
√
4.26
4.08−1.71ηe
]
+ π − 0.5
(23)
[see Eq. (96) of Ref. [5], here we are taking ηi = 0, hence I2 ≈ −0.5], while a general stability boundary for arbitrary
βˆ, which ensured stability when βˆ > βˆ2 ≈
√
δ0/ρi, was also determined.
The combined effects of these stability boundaries is encapsulated in Fig. 4. In particular, when βˆ ≪ 1, we observe
the existence of two stable ranges for the stability index ∆′; namely
∆′ < ∆′1, ∆
′
2 < ∆
′ < ∆′3. (24)
Thus, as Fig. 4 clearly shows, we can identify a new window in βˆ for the instability for the drift-tearing mode that
was absent from previous calculations that exploited arbitrarily large βˆ [15]. It is crucial to understand the relative
magnitude of ∆′2 and ∆
′
3. In particular, for ∆
′
2/∆
′
3 < 1, the low-βˆ window of stability is accessible to the system. If we
definef(ηe) = ∆
′
2/∆
′
3 − 1, we can solve for f(ηe) = 0, finding that the window of stability is present when f(ηe) < 0.
In Fig. 5 we show the plot of f(ηe); we see that there is a critical electron temperature gradient, η
(0)
e , for which
∆′2/∆
′
3 ≶ 1, when ηe ≶ η
(0)
e . (25)
Some values of the new critical electron gradient η
(0)
e are given in Table I. The window of instability only exists for a
narrow range of values of ηe : ηe . 0.4.
7Figure 4: Stability boundary for the drift-tearing mode and kink mode as derived in Ref. [5] in the space of βˆ and
∆′δ0. Here δ0/ρi = 0.01. Solid and dashed lines are the boundaries for the kink and tearing modes, respectively. The
theory requires δ0/ρi < βˆ
2 and βˆ & 1/(∆′ρi). For (δ0/ρ
1/2
i ) < βˆ, the two boundaries cross at δ0∆
′ ∼ 0.5. For
δ0∆
′ . 0.5, we have a stable region [second inequality in Eq. (24)].
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Figure 5: Function f = f(ηe) for βˆ
2ρi/δ0 = 10, and τ = 1
Once all the marginal stability boundaries for these modes have been determined, it remains to understand how
they can be crossed. The shear dependence of the key parameters βˆ and δ, reveals great sensitivity of the various
thresholds to an evolving q(r) profile. In particular, assuming a parabolic density profile Ne = N0(1 − r2/a2) and
Ti = Te, [see Eq. (109) of Ref. [5]], for a given inverse aspect ratio ǫ, we have
βˆ = βˆc =
β0
ǫ2 [aq′(r1)]
2 ≈ 0.5/[aq′(r1)]
2
, (26)
in JET or ITER. Bearing this is mind we find ∆′1 ∝ sˆ41, while ∆′2 and ∆′3 are both proportional to sˆ31. Furthermore,
Eq. (26) shows that the screening threshold, βˆ ≈ βˆc, is also sensitive to sˆ21.
η
(0)
e 0.52 0.50 0.46 0.42
βˆ2ρi/δ0 9 10 15 25
Table I: Critical electron temperature gradient η
(0)
e as a function of βˆ2ρi/δ0, given by the solution of the equation
f(ηe) = 0.
8From this analysis, a new picture of the boundaries of linear marginal stability, and their use for sawtooth modelling,
emerges. This differs from that of Ref. [4]. While the stability criteria associated to ∆′1 and ∆
′
2 do not appear in Ref.
[4], the ∆′3 threshold is equivalent to Eq. (15) of Ref. [4]:
− cρρi/r1 < −δW, and ω∗i < c∗γK . (27)
These were introduced as heuristic conditions for a generally large ∆′, where we note the relationship [16]
∆′r1 =
sˆ21
δW
, (28)
Here cρ is a phenomenological constant, ω∗i the ion diamagnetic frequency, γK the growth rate of the dissipative kink
mode, c∗ another phenomenological constant, and sˆ1 = r1, q′ (r1) is the magnetic shear at the q = 1 surface. The
energy integral δW can include energetic particle contributions, but in their absence, and in the large aspect ratio
tokamak limit, it is given by δW = (r21/R
2
0)δW˜T , with δW˜T the energy calculated by Bussac et al. [8]. However,
whereas the ∆′3 criterion is appropriate when δW > 0, condition (27) may require δW < 0, i.e. an unstable ideal
mode. To relate this model to our results, we rewrite Eq. (23) in the following way
− sˆ31
a
ρi
a
R0
a
r1
√
0.5νe
Ωe
√
1+τ
4.26 (4.08− 1.71ηe)
2π2βe
ρi
r1
< −δW. (29)
From Eq. (29) we obtain two important results. The first is that there is an exact relationship between the critical
shear for instability and the ideal MHD potential energy:
sˆ3crit ≈ δW
R0
a
r21
a2
√
Ωe
0.5νe
2π2
βe√
1+τ
4.26 (4.08− 1.71ηe)
. (30)
Thus the critical shear is not a simple constant, but scales like sˆcrit ∝ δW 1/3. The second is the electron temperature
gradient dependence of such threshold. This aspect was already considered in the literature [17, 18], but not derived
analytically.
B. Axial criterion
One alternative model to trigger a sawtooth might be related to the axial evolution of the safety factor q. In fact,
q0 can undergo a rapid downward evolution during the ramp that precedes the crash. Thus, one might consider what
can limit such evolution of q on axis. It is known that, even before the ideal MHD m = 1, n = 2, instability becomes
possible (when q0 < 1/2), the tearing mode stability index ∆
′
m,n for core resonant modes, such as m = 2, n = 3, or
m = 3, n = 4, can become positive and potentially unstable, see for example Fig 6.9.2 of Ref. [19]. Furthermore,
diamagnetic stabilisation is likely to be extremely weak close to the magnetic axis, and the average curvature is
unfavourable [20]. Hence, it is tempting to look for a correlation between the onset of such modes, and the sawtooth
period.
IV. SAWTOOTH PERIOD
A. Time evolution of shear at the q = 1 rational surface and q0
In Section 3, we stressed the fact that both βˆ and ∆′, which are fundamental to the calculation of the boundary
of marginal stability of the drift-tearing and kink modes, show a shear dependence. Hence, we present in Figs.6 and
7 the time evolution of: q0, the value of q on axis, r1, the position of the q(r1, t) = 1 surface, the shear at the q = 1
surface, sˆ1 = r1q
′(r1), and finally the parameter βˆ = 0.5/[aq′(r1)]2.
Figures 6(b), and 7 indicate that there is a negligible dependence of the evolution of r1(t), sˆ1(t), and βˆ(t) on the
collisionality parameter νe∗ in the range ν∗ < 10−2. From transport modelling simulations, we know that a possible
value of critical shear at which the sawtooth is expected to be triggered is1 sˆ1 = 0.4, [21] However, we remind the
[1] We note that from the literature one cannot refer to a typical value. Many results are obtained by modelling activities and give values
that range from 0.15 for TCV [18] to up to 0.6 [21] .
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Figure 6: The value of q on axis and the position of the q = 1 surface calculated from Eq. (5) for different ν∗.
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Figure 7: The shear at the resonant surface sˆ1 and the parameter βˆ calculated from Eq. (5) for different ν∗.
reader that the critical shear found in this work is not a simple function of plasma and machine parameters, but scales
with the one-third power of the MHD energy δW, and this quantity is inevitably expected to vary during the sawtooth
ramp, complicating our picture. On the other hand, it has been known that a simple condition sˆ1 = const. can fail
to reproduce the observed variations of the sawtooth period in response to localised electron cyclotron heating and
current drive [18]. At present, it remains an open question whether the failure of a condition sˆ1 = sˆcrit ≡ const.[18]
correlates favourably with our prediction sˆcrit ∝ δW 1/3.
B. Neoclassical scaling
It remains to explore the on-axis criterion introduced in Section III B. Since, experimentally, sawtooth crashes are
observed to occur when q0 ≈ 0.75, [22] we solve Eq. (5) for several values of ν∗, ranging from ν∗ = 10−4 to ν∗ = 0.1
and evaluate numerically the time at which q(0, t) = 0.75 . These times are presented in Table II. Figure 8 shows the
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ν∗ τSAW /τη ν∗ τSAW /τη
0.1 7.6× 10−3 0.01 2.3 × 10−3
0.09 7.2× 10−3 0.005 1.7 × 10−3
0.075 6.5× 10−3 0.0025 1.3 × 10−3
0.05 5.3× 10−3 0.001 1.0 × 10−3
0.03 4.0× 10−3 0.0005 0.90 × 10−3
0.025 3.6× 10−3 0.00025 0.84 × 10−3
0.015 2.8× 10−3 0.0001 0.80 × 10−3
Table II: The ratio of τSAW to τη as a function of ν∗e. These values are plotted in Fig. 8.
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Figure 8: Data from Table II. A fit gives τSAW /τη = 7× 10−4 + 0.034ν2/3∗ + 0.004ν∗ − 0.08ν2∗ .
results of Table II graphically. A fit to the data is
τSAW /τη = 7× 10−4 + 0.034ν2/3∗ + 0.004ν∗ − 0.08ν2∗ . (31)
From this it is evident that when 0.001 . ν∗ . 0.1, τSAW /τ∗ ∼ ν−1/3∗ , so that
τSAW ∼ τ∗ν−1/3∗ ∝ R8/30 N2/3e T 1/6e sec, (32)
where we do not distinguish between the lengths R0 and a, since JET and ITER share the same aspect ratio, R0/a = 3.
Equation (32) shows a much weaker dependence of τSAW on Te than for the resistive time scale, τη. For smaller values
of ν∗, τSAW scales as τ∗ν−1∗ ∼ τη, thus the ν∗ dependence in τSAW disappears. This is equivalent to saying that the
fast evolution of q on axis is a transient phenomenon regularising the q-profile. For very small values of ν∗ such that
δ∗/r1 ≪ 1, the effect of ν∗ on the global diffusion of the q-profile is negligible. However numerically it is a much
faster process than resistive diffusion, in agreement with Ref. [1]. From a preliminary analysis, we also find that
the presence of the Bootstrap current terms in Ohm’s law reduces the strength of the electron trapping effect, i.e.
the development of localised axial structures near the axis. In our case, when we consider the ratio τη/τ∗, we see
JET ITER
a = 1m a = 3m
Te = 4 keV Te = 25 keV
τη ∼ 400 sec τη ∼ 24× 103 sec
τ∗ ∼ 0.86 sec τ∗ ∼ 3 sec
ν∗ ∼ 0.01 ν∗ ∼ 6× 10−4
δ∗ ∼ 4.6 cm δ∗ ∼ 1.4 cm
Table III: Resistive time τη, fast diffusive time τ∗, normalised electron collision frequency ν∗, and boundary layer δ∗
for both JET and ITER.
.
that τJETη /τ
JET
∗ ∼ 102, and τITERη /τITER∗ ∼ 104. If we take R0/a = 3, and Ne ∼ 1020m−3 and compare the two
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machines, we obtain the results in Table III. By using the results in Tables II and III, one obtains τJETSAW ≈ 1.69 sec,
and τITERSAW ≈ 25 sec. A sawtooth period of 1.7 sec. is the longest observed in JET, while 40 sec. is the value empirically
allowed to avoid triggering Neoclassical Tearing Modes in ITER [23].
V. DISCUSSION AND CONCLUSIONS
In this work we have discussed the role of the dissipative, m = 1, n = 1, modes, in determining the sawtooth period
in tokamaks, and explored the effect of neoclassical resistivity in the evolution of the plasma during the quiescent
ramp phase of the sawtooth.
In Ref. [5], we calculated the critical value of the stability index ∆′1,1 for crossing a linear stability threshold of the
drift-tearing and dissipative kink modes, with gyrokinetic ions and semicollisional electrons. The stability thresholds
derived in Ref. [5] depend sensitively on the magnitude of certain plasma parameters at the q = 1 surface, such as
the shear sˆ1(t), βˆ(t) = 0.5βeL
2
s/L
2
n, and ηe. We have therefore explored the resistive evolution of sˆ1(t), and βˆ(t). In
addition, in order to address the possibility that the m = 1, n = 1 mode might actually be triggered by a core plasma
instability near the magnetic axis, we have also monitored the evolution of q0(t).
For the parameters defining the linear stability threshold of the m = 1, n = 1 mode, [i.e. r1(t), sˆ1(t), and βˆ(t),] we
found negligible dependence on the collisionality parameter ν∗, but faster evolution [in agreement with Ref. [1]] than
would occur with Spitzer resistivity. On this basis, one would expect a scaling of the sawtooth period from JET to
ITER proportional to T
3/2
e a2.
However, if the rapid downward evolution of q0(t) were to be responsible for triggering a sawtooth collapse, we
find some sensitivity to the magnitude of ν∗, a weaker scaling of the sawtooth period with Te, a new scaling with the
electron density Ne, and a different scaling with the machine size. These features may offer a means to distinguish
the two different scalings using data from several machines. A suggested scaling from JET to ITER, in this scenario,
is τSAW ∝ R8/30 N2/3e T 1/6e . Notice that the weak temperature dependence we found in Eq. (32) mainly arises from
the different dependencies of η and ν∗ on temperature. Such an axial criterion only requires a neoclassical post-crash
evolution of the q−profile [12, 13]. These results can be compared to the sawtooth τSAW ∝ T 3/2R20, period scaling
suggested by Park and Monticello [1], and also to the experimental data analysed by McGuire and Robinson [24]
who found the scaling τSAW ∝ N3/7e T 19/14e if resistive MHD equations govern the process, or τSAW ∝ N3/5e T 23/10e ,
when diamagnetic effects were taken into account; these scalings were obtained with an empirical fit to data using
appropriate dimensionless quantities. The density dependence τSAW ∝ N2/3e in Eq. (32) is similar to that found in
Ref. [24]
While it is desirable to run simulations of the sawtooth cycle that couple stability criteria and transport evolution
of all plasma profiles, in this work we contented ourselves with the analysis of the post-crash, neoclassical q evolution.
In particular, the simplified version of the resistivity we employed was helpful in identifying more directly the different
phases of the safety factor evolution during a sawtooth ramp. Finally, we must stress that, while we calculated the
exact relation between critical shear and the ideal MHD potential energy sˆ3crit ∝ δW , the actual calculation of δW
and the study of the physical effects that can change it are beyond the scope of this work.
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