ABSTRACT Developments in Markov Chain Monte Carlo procedures have made it possible to perform fully Bayesian image segmentation. By this we mean that all the parameters are treated identically, be they the segmentation labels, the class parameters or the Markov Random Field prior parameters. We perform the analysis by sampling from the posterior distribution of all the parameters. Sampling from the MRF parameters has traditionally been considered if not intractable then at least computationally prohibitive. In the statistics literature there are descriptions of experiments showing that the MRF parameters may be sampled by approximating the partition function. These experiments are all, however, on 'toy' problems -for the typical size of image encountered in engineering applications phase transition behaviour of the models becomes a major limiting factor in the estimation of the partition function. Nevertheless, we show that, with some care, fully Bayesian segmentation can be performed on realistic sized images. We also compare the fully Bayesian approach with the approximate pseudolikelihood method.
INTRODUCTION
Image segmentation (and here we are primarily concerned with the segmentation of SPOT images of agricultural regions) is a classic case of an ill-posed problem -the data themselves are not sufficient to unambiguously define a solution.
That prior information as to the desired solution is available (namely that the segmentation should consist of homogeneous regions) naturally suggests using a Bayesian approach, where this information may be easily and naturally incorporated into the a-priori distribution. The use of a Gibbs distribution (or equivalently, a Markov Random Field (MRF)) [3] for this a-priori distribution is something that has now been common for some time.
The main problem with the use of MRFs as regularisers has been in the estimation of the model's parameters. This is due to the analytic intractability of the partition function, and has lead to a number of approximate methods being proposed [l] for this purpose. Recently methods have been proposed which estimate the partition function with sufficient accuracy to enable likelihood inference for the model's parameters to be performed [5] , and also enable the posterior distribution for the model's parameters to be sampled in a Markov chain Monte Carlo scheme, resulting in a 'fully Bayesian' analysis [7] .
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In this paper we discuss some of these statistical ideas from an engineering standpoint. We show that aspects of the models considered make this fully Bayesian approach computationally expensive for the sizes of images encountered in real-world problems. We compare the results of substituting the pseudolikelihood when sampling the MRF parameters, and conclude with some comments about the models.
THEMODELS
We consider the well-known Potts model as the regulariser. The Potts model is defined by where Z ( p ) is the partition function, indicates a sum over all neighbouring pairs of pixels and a(.) is the delta function. This reduces to the number of homogeneous cliques in the realisation, NHC(x). This model has been extensively studied in the statistical physics literature. Of interest here is that (in the infinite size limit) the model exhibits a phase transition at pc = 0.51og(l + 6) where R is the number of classes [4] .
In the finite size case, the phase transition manifests as an abrupt change of behaviour over a small range of values of , B close to /Ic. The Markov chain methods used to simulate realisations of the model also become much more slow to converge close to the phase transition. This is the main cause of the difficulty in applying the fully Bayesian approach to real engineering sized problems -to demonstrate that the method works in principle, an image of size 32 x 32 pixels with 2 classes is sufficient; in a real application we must deal with images of at least 256 x 256 (and often much larger) and many more classes (in this paper we have 5 classes).
Sampling the Potts Model
We use the Swendsen-Wang (S-W) algorithm [9] to simulate realisations of the Potts model. This algorithm explores the state space much more freely than algorithms which update only single sites a t a time (such as the usual implementations of the Gibbs Sampler). where pz, and az, are the mean and variance associated with the class indicated by the label 2 at location i and y is the observed image.
The P o s t e r i o r Distribution
It is by analysis of the posterior distribution that we will draw inferences about the segmentation, the parameters of the class conditional distributions and the a-priori segmentation model's hyperparameters. Thus we are interested in sampling from p(x, { p , u } , P l y ) . Using Bayes Theorem and natural independence assumptions we write this as
a>, Ply) = P ( Y~X , { P~~} ) P ( x I~J ) P ( { P~
~>)P(P)/P(Y)
The first term is given by the class conditional probabilities and the second is the Potts model prior on the segmentation. The third term is the priors on the mean and variance of each class. We use a uniform distribution on the means, and a Jeffrey's prior [8] on the variances. For the prior on fJ we also use a uniform distribution. It could be argued that we should choose a prior which favours larger , B for increased smoothness, but for simplicity this was not done. The term p ( y ) is constant for a given image. Figure 1 shows the evolution of the number of homogeneous cliques in the realisations of the S-W algorithm for a Potts model of size 32 x 32 with 2 classes, after the first 200 iterations were disgarded. Clearly the algorithm converges quickly to the equilibrium distribution, and then explores freely the region of the state space with appreciable probability mass. Contrast Figure 2 , which shows the evolution for the Potts model of size 256 x 256 with 5 classes (note the horizontal scale). There is a narrow band of values where the exploration of the state space is sluggish. Clearly this is a potential cause of extremely inaccurate estimates -for values of , B close to this phase transition many iterations must be disgarded to ensure that the algorithm has converged to the equilibrium distribution, and then an extremely large number of realisations must be used when forming any Monte Carlo estimates, to ensure that the state space is adequately sampled.
The Class Conditional Probabilities

S A M P L I N G THE P A R A M E T E R S
To sample from the posterior we use either the MetropolisHastings (M-H) algorithm or the Gibbs sampler, depending on convenience ~ if simple expressions for the full conditional distributions needed in the Gibbs sampler are available and random variates from these distributions can be easily and efficiently generated, then the Gibbs sampler is used. If not, then the more general Metropolis-Hastings algorithm is the algorithm of choice, requiring only the calculation of the ratio between the probabilities of two different states.
Sampling the s e g m e n t a t i o n labels
The task of sampling the segmentation labels is performed either by using the M-H algorithm, proposing a change to the label at the current pixel, and then using the M-H acceptance criterion to determine the next state at that pixel, or using the Gibbs sampler, by computing explicitly the conditional distribution over the labels at that pixel, and then sampling from that discrete distribution. The local conditional distribution involved is
These distributions describe what we expect to observe at (3) a pixel, knowing that it is in a particular assumption is that the grey scale values associated with a particular class are gaussian distributed, with a mean and variance depending on the class, and that they are conditiona,lly independent given the segmentation. This gives Whilst theoretically the initialisation of the means and variances is not important, practically, for convergence in a reasonable amount of computation it is necessary to initalise the means and variances close to their true values. Treating the data just as a Gaussian mixture, and analysing this mixture to determine the parameters of the components is a difficult problem, and the domain where closely spaced components can be differentiated is restricted. In [2] a method was proposed which uses the contextual information available in an image to broaden the domain of applicability, and it is this method which we use to obtain initial values for the means and variances.
Sampling the model's hyperparameter
Sampling the hyperparameter exactly is intractable. However, it is possible to estimate the partition function to a sufficient degree of accuracy to make it possible to sample values for the hyperparameter. As explained above, this is not trivial for the image sizes we are interested in. Indeed in [6] the authors instead sample from the pseudolikelihood, claiming that they could see no way to make sampling from the posterior for the parameters computationally reasonable. Consider the marginal distributions for the hyperparameter.
Z(P)
We now show how it is possible to estimate Z(p) with Sufficient accuracy, and sufficiently efficiently to enable the posterior distribution of the parameters to be sampled from.
We have that ie, that it is possible to use samples x3 drawn from the distribution p(xl4) to estimate the ratio of the partition functions for two different values of the parameter. If we use a Metropolis-Hastings algorithm to sample p, using a proposal distribution that is uniformly distributed in a small range either side of the current value, then the acceptance probability for the new value, p', is
The ratio Z ( P ' ) / Z ( p ) can be estimated in a similar manner using samples drawn from the distribution defined by the parameter 4. What is important is that the distributions overlap sufficiently that the samples from p(xl4) have appreciable probability under the other two distributions.
From figures 1 and 2 we can see that if we make the proposed change small enough, that this will always be possible. Indeed, there is a range of values of , LJ where large changes can be made, where the variance of the number of homogeneous cliques is large.
In [7] a slightly different approach was taken. Because of the small sizes of the images considered, it was possible to define a small set of value of /3 which, when sampled, would adequately cover the entire range of , B of interest. These samples were then used to construct a mixture distribution which had appreciable probability everywhere. This distribution was then used when sampling /3. From figure 2 it is clear that for an image of appreciable size the number of values of / 3 which would have to be considered becomes prohibitively large. Also, when using the mixture distribution] the vast majority of the samples will have a probability very close to zero under the actual value of p considered. It is for these reasons that, for the sizes of images we are concerned with here, we have advocated the simpler scheme outlined above. This scheme can also be implemented adaptively ~ if we do not have samples from a distribution adequately close to the values of , B under consideration, we can generate these samples on-line (and then store them for re-use).
Sampling the Pseudolikelihood
Because of the difficulties described above when sampling from the distribution for the hyperparameter using Monte Carlo estimates of the partition function, the pseudolikelihood was introduced as a simple approximation [l] . The pseudolikelihood is constructed as the product of the conditional distributions at each pixel, that is which is simple to compute.
In the experiments, we used the M-H algorithm, with a proposal uniformly distributed in a small range either side of the current value. This leads to the acceptance probability for the new value being min(1, ppi (/3new)/ppi (pold)) Figure 5 shows a section from a SPOT image which we wish to segment into five classes. Figure 3 shows the evolution figure  4 shows the evolution of / 3 when sampled using estimates of the ratios of the partition functions. The variation in /3 is much smaller for the 'fully Bayesian' case, and also the pseudolikelihood significantly over estimates the parameter's value (a value of /3 = 1.1 corresponds to a prior which is almost completely uniform). This does not correspond well with the image. The values of fl sampled from the true likelihood are centered around / 3 = 0.603. This is a little above the critical value, and indicates a more reasonable modellisation, in that the number of homogeneous cliques in the segmentation is very close to the number of homogeneous cliques implied by the prior.
RESULTS A N D CONCLUSIONS
The segmentation results in figures 6 and 7 are very similar, however (these are MPM estimates from 800 iterations after disgarding 200 iterations). This is because of the high quality of the data -the image in figure 5 is relatively noise free and the classes are for the most part easily distinguishable. The differences are mainly at the edges of the regions. Because the pseudolikelihood over smoothes the segmentation, it results in homogeneous zones. The 'fully Bayesian' segmentation leaves many isolated pixels at the edges of the zones. This is because, with a value of /3 around 0.6, the Potts model does not penalise isolated pixels sufficiently. This indicates that the Potts model is not an adequate prior, when our prior information is that we have uniform zones and do not wish to have isolated pixels remaining in the segmentation.
