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Les syste`mes modernes d’observation de la Terre four-
nissent des donne´es a` diffe´rentes re´solutions temporelles
et spatiales. Parmi les capteurs optiques, la constella-
tion Sentinel-2 acquiert aujourd’hui des images a` haute
re´solution temporelle (tous les 5 jours) et a` haute
re´solution spatiale (10 m) qui sont utiles pour e´tudier
la dynamique de l’occupation du sol. D’autre part, les
images a` tre`s haute re´solution spatiale (THRS) demeurent
des donne´es essentielles pour identifier les e´le´ments ca-
racte´rise´s par des motifs spatiaux fins. Comprendre com-
ment exploiter efficacement l’ he´te´roge´ne´ite´ des informa-
tions fournies par diffe´rents capteurs, dans un processus
de fusion de donne´es, est un de´fi majeur dans le domaine
de la te´le´de´tection.
En utilisant conjointement les se´ries temporelles a` haute
re´solution et les informations spatiales fines contenues
dans les images THRS, nous proposons un mode`le d’ap-
prentissage profond, appele´ M3Fusion, pour relever ce
de´fi et cartographier ainsi l’occupation du sol.
Les expe´riences, mene´es sur l’Iˆle de la Re´union, montrent
la qualite´ de notre architecture neuronale, compare´e a` une
approche standard d’apprentissage automatique, tant en
termes de performances quantitatives que de rendu spa-
tial.
Mots Clef
Occupation du sol, Fusion de donne´es, Apprentissage Pro-
fond, Se´rie Temporelle d’images satellitaires, Tre`s Haute
Re´solution Spatiale.
Abstract
Modern Earth Observation systems provide remote sensing
data at different temporal and spatial resolutions. As re-
gards optical sensors, nowadays, the Sentinel-2 program
supplies images with high temporal resolution (every 5
days) and high spatial resolution (10m) that can be useful
to monitor land cover dynamics. On the other hand, Very
High Spatial Resolution images (VHSR) are still an essen-
tial data to figure out land cover mapping characterized by
fine spatial patterns. Understand how to effectively leve-
rage together these complementary sources of information
to deal with land cover mapping is still challenging.
With the aim of dealing with land cover mapping through
the fusion of multi-temporal High Spatial Resolution and
Very High Spatial Resolution satellite images, we pro-
pose an End-to-End Deep Learning framework, named
M3Fusion, able to leverage simultaneously the temporal
knowledge contained into time series data as well as the
fine spatial information available in VHSR images.
Experiments carried out on the Reunion Island study area
asses the quality of our proposal considering both quan-
titative and qualitative aspects. Finally, the performances
of our method are also compared to a standard machine
learning approach (Random Forest) used as baseline.
Keywords
Land Cover Mapping, Data Fusion, Deep Learning, Satel-
lite Image Time series, Very High Spatial Resolution.
1 Introduction
Les programmes d’observation de la Terre produisent
chaque jour d’e´normes volumes de donne´es. Ces infor-
mations peuvent eˆtre organise´es en se´ries temporelles
d’images satellitaires (SITS) a` haute re´solution (i.e. Sen-
tinel) qui peuvent eˆtre utiles pour surveiller des territoires
avec une dimension temporelle. En plus de cette infor-
mation a` haute fre´quence temporelle, nous pouvons aussi
obtenir de l’information a` Tre`s Haute Re´solution Spatiale
(THRS), comme par exemple de l’imagerie Spot6/7 ou
Ple´iades, avec une fre´quence temporelle plus limite´e [15]
(par exemple un fois par an).
L’analyse des se´ries temporelles et son couplage/fusion
avec de l’information ponctuelle de type THRS restent un
de´fi tre`s important dans le domaine de la te´le´de´tection [12,
20].
Dans le contexte de la classification de l’occupation du
sol, l’exploitation de se´ries temporelles d’images satel-
lites a` haute re´solution spatiale (HRS), au lieu d’une seule
image de la meˆme re´solution, est essentiel pour la distinc-
tion de certaines classes en fonction de leur profil tempo-
rel [1]. D’un autre coˆte´, l’inte´gration d’une information
spatiale plus fine permet de diffe´rencier certains aspects
en tenant compte du contexte spatial a` une e´chelle plus
ade´quate [20].
Ge´ne´ralement, les approches qui utilisent ces deux types
d’information [10, 14], re´alisent une fusion au niveau des
descripteurs [20]. Ce type de fusion consiste a` extraire
un ensemble de descripteurs inde´pendants pour chaque
source de donne´es (se´rie temporelle, image THRS). En-
suite ces descripteurs sont empile´s ensemble et utilise´s
comme entre´es pour une me´thode classique d’apprentis-
sage automatique supervise´ (i.e., Random Forest).
Re´cemment, la re´volution de l’apprentissage profond [21]
a montre´ que les mode`les de re´seaux neuronaux sont des
outils bien adapte´s pour ge´rer et classifier automatiquement
les donne´es de te´le´de´tection [21]. La caracte´ristique princi-
pale de ce type de mode`le est de pouvoir extraire, dans un
seul processus, des descripteurs optimise´s pour ame´liorer
la classification et le classifieur associe´. Cet avantage est
fondamental dans un processus de fusion des donne´es
comme celui entre des se´ries temporelles a` haute re´solution
spatiale (i.e. Sentinel-2) et des images a` THRS (i.e. Spot6/7
et/ou Ple´iades).
Parmi les me´thodes d’apprentissage profond, nous pou-
vons distinguer deux grandes familles d’approches : les
re´seaux de neurones convolutifs [21] (CNN) et les re´seaux
de neurones re´currents [2] (RNN). Les re´seaux CNN
sont bien adapte´s pour mode´liser l’autocorre´lation spatiale
pre´sente dans une image alors que les re´seaux RNN sont
spe´cialement conc¸us pour pouvoir ge´rer correctement des
de´pendances temporelles longues et complexes [9] issues
d’une se´rie temporelle multidimensionnelle.
Dans cet article, nous proposons de coupler les deux
mode`les (CNN et RNN) pour pouvoir aborder le proble`me
de la fusion entre une se´rie temporelle HRS et une
image THRS sur la meˆme zone d’e´tude afin de pro-
duire une classification de l’occupation du sol. Dans
ce cadre, notre proposition vise a` effectuer une fusion
Multi-E´chelles, Multi-Modalite´s et Multi-Temporelle. La
me´thode que nous proposons, nomme´e M3Fusion (Fu-
sion Multi-E´chelle/Modalite´s/Temporelles), pre´voit une ar-
chitecture de deep learning qui inte`gre a` la fois une compo-
sante CNN (pour ge´rer l’information THRS) et une com-
posante RNN (pour analyser l’information SITS a` HRS)
dans un unique mode`le structure´ d’apprentissage (“de bout
en bout”). Chaque source d’information est inte´gre´e a` tra-
vers son module de´die´ et les descripteurs extraits sont en-
suite concate´ne´s pour effectuer la classification finale. Le
fait de mettre en place un tel processus, qui prend en entre´e
les deux sources de donne´es en meˆme temps, nous garan-
tit une extraction de descripteurs comple´mentaires et opti-
mise´s pour classifier in fine l’occupation du sol.
Pour valider notre approche, nous avons mene´ des
expe´riences a` partir d’un jeu de donne´es sur l’Iˆle de la
Re´union, de´partement franc¸ais d’outre-mer localise´ dans
l’Oce´an Indien (a` l’est de Madagascar), qui sera de´crit
dans la section 2. Le reste de l’article est organise´ comme
suit : la Section 3 pre´sente l’architecture d’apprentissage
profond (M3Fusion) pour le processus de classification
multi-source, le contexte expe´rimental et les re´sultats sont
discute´s dans la section 4 et des conclusions sont tire´es
dans la section 5.
2 Les Donne´es
L’e´tude a e´te´ effectue´e sur l’Iˆle de la Re´union, de´partement
franc¸ais d’outre-mer situe´ dans l’Oce´an Indien. Le jeu
de donne´es utilise´ consiste en une se´rie temporelle de
34 images Sentinel-2 (S2) acquises entre Avril 2016 et
Mai 2017, ainsi qu’une image a` tre`s haute re´solution spa-
tiale (THRS) SPOT6/7 acquise en Avril 2016 et couvrant
l’ensemble de l’ıˆle. Les images S2 utilise´es sont celles
fournies au niveau 2A par le poˆle Surfaces Continentales
THEIA 1, ou` les bandes a` 20 m de re´solution ont e´te´
re´e´chantillonne´es a` 10 m. Un traitement a e´te´ effectue´ pour
combler les pixels masque´s par des nuages via une interpo-
lation line´aire multi-temporelle sur chaque bande (cfr. Tem-
poral Gapfilling, [10]), et six indices radiome´triques ont e´te´
calcule´s pour chaque date (NDVI, NDWI, indice de lumi-
nosite´ - BI, NDVI et NDWI de moyen infrarouge - MNDVI
et MNDWI, et indice de ve´ge´tation Red-Edge - RNDVI
[10, 14]). Un total de 16 variables (10 re´flectances de sur-
face plus 6 indices) sont conside´re´es pour chaque pixel de
chaque image de la se´rie temporelle.
L’image SPOT6/7, constitue´e a` l’origine d’une bande pan-
chromatique a` 1.5 m et 4 bandes multispectrales (bleu,
vert, rouge et proche infrarouge) a` 6 m de re´solution, a
e´te´ fusionne´e pour obtenir une seule image multispectrale
a` 1.5 m de re´solution, puis re´e´chantillonne´e a` 2 m pour
des exigences d’architecture du re´seau d’apprentissage 2.
Sa taille finale est de 33280 × 29565 pixels sur 5 bandes
(4 re´flectances Top of Atmosphere plus le NDVI). Cette
image a e´te´ e´galement utilise´e comme re´fe´rence pour ef-
fectuer le recalage des diffe´rentes images de la se´rie tem-
porelle a` l’aide d’une technique de recherche et de mise en
correspondance de points d’amer et ce, afin d’ame´liorer la
cohe´rence spatiale entre les diffe´rentes sources.
1. Donne´es disponibles via http://theia.cnes.fr, pre´traite´es
en re´flectance de surface via le MACCS-ATCOR Joint Algorithm [5]
de´veloppe´ par le Centre National d’E´tudes Spatiales (CNES).
2. Ceci a e´te´ re´alise´ pour garantir une correspondance directe et sans
chevauchements entre les pixels de se´rie temporelle (10 m) et un bloc de
pixels a` THRS (5 × 5).
La base de donne´es de terrain a e´te´ construite a` par-
tir de diffe´rentes sources : (i) la base de donne´es du re-
gistre parcellaire graphique (RPG) de 2014, (ii) des releve´s
GPS re´alise´s en juin 2017 et (iii) une photo-interpre´tation
pour les espaces naturels et les espaces urbains re´alise´e
sur l’image THRS par un expert connaissant le territoire.
Tous les contours des polygones ont e´te´ repris en utili-
sant comme re´ference l’image THRS. Le jeu de donne´es de
re´fe´rence final comprend un total de 322 748 pixels (2 656
objets) re´partis sur 13 classes, comme indique´ dans le Ta-
bleau 1.
Classe E´tiquette # Objets # Pixels
0 Cultures maraiche`res 380 12090
1 Canne a` sucre 496 84136
2 Vergers 299 15477
3 Plantations forestie`res 67 9783
4 Prairies 257 50596
5 Foreˆt 292 55108
6 Savane arbustive 371 20287
7 Savane herbace´e 78 5978
8 Roches nues 107 18659
9 Zones urbanise´es 125 36178
10 Cultures sous serre 50 1877
11 Surfaces en eau 96 7349
12 Ombres dues aux reliefs 38 5230
TABLE 1 – Characteristics of the Reunion Dataset
3 Contributions
3.1 Description du mode`le M3Fusion
La figure 3 re´sume visuellement l’approche M3Fusion
propose´e dans cet article. Tout d’abord nous de´finissons
quelles sont les donne´es d’entre´es de notre mode`le d’ap-
prentissage profond. Le re´seauM3Fusion prend en entre´e
un jeux de donne´es {(xi, yi)}Mi=1 ou` chaque exemple est
associe´ a` une valeur de classe yi ∈ 1, ..., C. Un exemple
xi est de´fini comme un couple xi = (tsi, patchi) tel que
tsi est la se´rie temporelle (multidimensionnelle) d’un pixel
Sentinel-2 (a` 10m de re´solution) et patchi est un mor-
ceau d’image Spot6/7 (a` 2m de re´solution) centre´e autour
du pixel Sentinel-2 correspondant. Chaque exemple a donc
deux modalite´s de repre´sentation : une modalite´ temporelle
a` haute re´solution spatiale (fournie par la se´rie temporelle
d’images Sentinel-2) et une modalite´ a` tre`s haute re´solution
spatiale (fournie par l’image Spot6/7).
Pour chaque patchi, nous avons fixe´ sa taille a` une feneˆtre
de 25×25 pixels sur l’image Spot6/7 (qui correspond a` des
morceaux d’image Sentinel-2 de taille 5x5) centre´s autour
du pixel Sentinel-2 de´crit par la se´rie temporelle correspon-
dante tsi.
Pour pouvoir fusionner l’information temporelle de la se´rie
d’images Sentinel-2 et celle a` tre`s haute re´solution spa-
tiale contenue dans l’image Spot 6/7, nous avons conc¸u
un re´seau qui, en entre´e, a deux branches comple´mentaires
spe´cialise´es pour chacune des deux modalite´s (spa-
tiale/temporelle). Concernant la se´rie temporelle du pixel
Sentinel-2, nous ge´rons celle-ci a` l’aide d’une architec-
ture de Re´seau de Neurones Re´current (RNN). Plus par-
ticulie`rement, nous avons utilise´ une Gated Recurrent Unit
(GRU) introduite en [4] et qui a de´ja` montre´ son efficacite´
dans le domaine de la te´le´de´tection [17, 16]. Par contre,
l’information spatiale, a` la re´solution de 2m, introduite a`
travers l’imagerie a` THRS est inte´gre´e graˆce a` l’utilisation
d’un Re´seau de Neurones Convolutif [15] qui permet d’ex-
traire les informations utiles par rapport au contexte spatial
du pixel Sentinel-2 a` classer.
Apre`s cette premie`re e´tape, les deux groupes de descrip-
teurs entraıˆne´s a` travers les deux flots d’analyse mene´s en
paralle`le sont utilise´s pour e´tablir la classification finale.
Cette dernie`re est produite a` la re´solution du pixel Sentinel-
2. En suivant la philosophie introduite en [7], l’architecture
propose´e vise en particulier a` apprendre deux lots de des-
cripteurs comple´mentaires (graˆce aux diffe´rentes modalite´s
spatiale et temporelle) qui soient le plus discriminant pos-
sible notamment lorsqu’ils sont utilise´s inde´pendamment.
Pour garantir ce dernier point, la strate´gie pre´voit l’ajout
de deux classifieurs auxiliaires, travaillant chacun sur un
groupe de descripteurs, comme montre´ dans le sche´ma de
la Figure 3. Un troisie`me classifieur, travaillant sur la fu-
sion (par concate´nation) des deux groupes de descripteurs,
fournit en sortie la classification finale. Chacun des classi-
fieurs susmentionne´s est re´alise´ en reliant directement ses
descripteurs aux neurones de sortie a` travers une fonction
SoftMax [21] commune´ment utilise´e par la taˆche de clas-
sification multi-classe dans l’apprentissage profond. L’ap-
prentissage du mode`le M3Fusion est re´alise´ en utilisant
une combinaison line´aire de fonctions de couˆt de chaque
classifieur pour la re´tro-propagation de l’erreur.
3.2 Inte´gration de l’information de la se´rie
temporelles d’images a` Haute Re´solution
Spatiale (STIS)
Re´cemment, des approches de re´seaux des neurones
re´current (RNN) ont montre´ leurs qualite´s dans le do-
maine de la te´le´de´tection pour produire une occupation du
sol a` partir de se´ries temporelles d’images optiques [9]
et reconnaıˆtre l’e´tat du couvert ve´ge´tal a` l’aide de se´ries
d’images satellitaires radar Sentinel-1 [16]. Motive´s par
ces re´cents travaux, nous avons de´cide´ d’introduire un mo-
dule RNN pour pouvoir inte´grer l’information provenant
de la se´rie temporelle Sentinel-2 dans notre processus de
fusion base´ sur un apprentissage profond. Dans notre pro-
position, nous avons choisi le mode`le GRU (Gated Re-
current Unit) introduit dans [4] que nous avons couple´
a` un me´canisme d’attention [3]. Les me´canismes d’at-
tention sont tre`s utilise´s dans le traitement automatique
du signal (langage ou signal 1D) et permettent de com-
biner entre eux les informations extraites, par le mode`le
GRU, aux diffe´rentes estampilles temporelles. L’entre´e
d’une unite´ GRU est une se´quence (xt1 ,..., xtN ) ou` un
e´le´ment ge´ne´rique xti est un vecteur multidimensionnel de
caracte´ristiques et ti renvoie a` la date correspondante de
la se´rie temporelle. Comme sortie du mode`le GRU, nous
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FIGURE 1 – Sche´ma visuel de l’approche M3Fusion.
chaque date : (ht1 ,..., htN ) ou` chaque hti a la meˆme dimen-
sion d. Si on enchaıˆne verticalement l’ensemble des vec-
teurs, nous pouvons les repre´senter sous forme matricielle
H ∈ RN,d. Le me´canisme d’attention nous permet de com-
biner ensemble les diffe´rents vecteurs hti , dans un vecteur
rnnfeat, pour mieux exploiter l’information e´labore´e aux
diffe´rents estampilles temporelles par l’unite´ GRU. Plus
pre´cise´ment, la formulation d’attention que nous avons uti-
lise´e a` partir d’une se´quence de vecteurs des descripteurs
entraıˆne´s (ht1 ,..., htN ) est :
va = tanh(H ·Wa + ba) (1)




λi · hti (3)
La matrice Wa ∈ Rd,d et les vecteurs ba, ua ∈ Rd sont
des parame`tres entraıˆne´s pendant l’apprentissage. Ces pa-
rame`tres permettent de combiner les vecteurs de la ma-
trice H . Le but de cette proce´dure est de de´duire un en-
semble de poids (λt1 ,..., λtN ) qui permettent de ponde´rer
la contribution de chaque estampille temporelle hti dans
une combinaison line´aire. La fonction SoftMax(·) [9] est
utilise´e pour normaliser les poids λ de fac¸on a` ce que leur
somme soit e´gale a` 1. La sortie du module RNN est le vec-
teur rnnfeat, ce vecteur encode l’information relative a` tsi
pour le pixel i.
3.3 Inte´gration de l’information a` Tre`s haute
Re´solution Spatiale (THRS)
L’information a` Tre`s Haute Re´solution est inte´gre´e dans
M3Fusion au travers l’utilisation d’un module CNN. La
litte´rature en vision artificielle propose de nombreuses ar-
chitectures de type convolutif [6, 8]. La plupart de ces
re´seaux sont conc¸us pour traiter des images RGB (trois
canaux) avec une taille supe´rieure a` 200×200. De tels
re´seaux sont compose´s de plusieurs couches (voir des di-
zaines ou des centaines). Dans notre sce´nario, les morceaux
d’image a` analyser ont une taille de 25×25 et contiennent
cinq canaux. Afin de proposer un module CNN adapte´ a`
notre sce´nario et de taille raisonnable vis-a`-vis du nombre





























FIGURE 2 – Structure du Re´seau de Neurones Convolutifs.
Notre re´seau CNN applique un premier filtre 7×7 au mor-
ceau d’image a` cinq canaux pour produire 256 feature
maps. Ensuite un max pooling est utilise´ pour re´duire la
dimension et le nombre de parame`tres. Deux ope´rations
de convolutions successives avec un noyau 3×3 extraient
512 features maps chacune, qui sont ensuite concate´ne´es et
re´duites a` nouveau par un filtre convolutif 1×1 (taille finale
512×7×7). Une ope´ration de Global Average Pooling nous
permet de produire un vecteur de descripteurs de taille 512
pour chaque feature map.
Chaque ope´ration de convolution est associe´e a` un filtre
line´aire, suivi par une transformation non line´aire de type
Rectifier Linear Unit [18] et d’une e´tape de Batch Normali-
zation [11]. Les deux points cle´s de notre proposition sont :
a) le nombre de filtres plus e´leve´ a` la premie`re e´tape et, b) la
concate´nation des features maps a` diffe´rentes re´solutions.
Le premier point est lie´ a` la quantite´ d’information spec-
trale en entre´e (cinq canaux) plus e´leve´e par rapport aux
images RGB. Pour mieux exploiter la grande richesse spec-
trale de ces donne´es, nous avons augmente´ le nombre de
feature maps ge´ne´re´es a` cette e´tape. Le deuxie`me point,
relatif a` la concate´nation des features maps, vise a` exploi-
ter des informations a` diffe´rentes re´solutions pour extraire
l’ensemble de descripteurs produits par le module CNN
en suivant une philosophie similaire a` [8]. La sortie de
ce module est un vecteur de dimensions 512 (cnnfeat)
qui re´sume le contexte spatial (patchi) associe´ au pixel
Sentinel-2 i.
3.4 Fusion des descripteurs au travers d’un
processus  de bout en bout 
Un des avantages des me´thodes d’apprentissage profond,
compare´es aux me´thodes standard de machine learning,
est la possibilite´ de pouvoir relier, dans un seul pipeline,
l’extraction des descripteurs et le classifieur associe´ [21].
Cette caracte´ristique est particulie`rement importante dans
un processus de fusion multi-source, multi-e´chelle et multi-
temporelle.M3Fusion exploite cet atout pour pouvoir ex-
traire des descripteurs comple´mentaires a` partir de deux
sources d’information qui de´crivent, selon des points de
vue diffe´rents, le meˆme pixel. Pour renforcer encore plus
la comple´mentarite´ et, par conse´quent, le pouvoir discri-
minant des descripteurs entraıˆne´s pour chaque flot d’infor-
mation, nous avons adapte´ la technique propose´e dans [7]
a` notre contexte. Dans ce travail, les auteurs ont propose´
d’apprendre deux repre´sentations comple´mentaires (au tra-
vers de deux re´seaux convolutifs) a` partir de la meˆme
image. Le pouvoir discriminant est ame´liore´ graˆce a` deux
classifieurs auxiliaires lie´s a` chaque groupe de descrip-
teurs en plus du classifieur qui utilise l’information fu-
sionne´e avec une ope´ration de somme. Dans notre cas,
nous avons deux sources d’information comple´mentaires
par nature (se´ries temporelles Sentinel-2 et voisinage spa-
tial plus pre´cis du pixel a` 10m) auxquelles deux classi-
fieurs auxiliaires sont rattache´s pour augmenter, de fac¸on
inde´pendante, leur habilite´ a` reconnaıˆtre les classes d’oc-
cupation du sol. Concernant le classifieur de´die´ a` la fu-
sion, nous avons re´alise´ cette e´tape en concate´nant les des-
cripteurs en sortie du module CNN (cnnfeat) et les des-
cripteurs en sortie du module RNN (rnnfeat). Le pro-
cessus d’apprentissage implique l’optimisation des trois
classifieurs en meˆme temps, un premier spe´cifique aux
descripteurs rnnfeat, un second spe´cifique aux descrip-
teurs cnnfeat et le troisie`me spe´cifique aux descripteurs
[rnnfeat, cnnfeat].
La fonction de couˆt associe´e a` notre mode`le est la suivante :
Ltotal = α1 ∗ L1(rnnfeat,W1, b1)+ (1)
α2 ∗ L2(cnnfeat,W2, b2)+ (2)
Lfus([cnnfeat, rnnfeat],W3, b3) (3)
ou`
Li(feat,Wi, bi) = Li(Y, SoftMax(feat ·Wi + bi))
(4)
Y est la vraie valeur de la variable de classe.
L1(rnnfeat,W1, b1) (resp. L2(cnnfeat,W2, b2)) est la
fonction de couˆt du premier (resp. deuxie`me) classifieur
auxiliaire qui prend en entre´e le groupe de descripteurs pro-
duit par un module spe´cifique (CNN ou RNN) et e´galement
les parame`tres permettant d’effectuer la pre´diction (W1, b1
ou W2, b2). Lfus(cnnfeat, rnnfeat,W3, b3) est la fonc-
tion de couˆt spe´cifique au classifieur qui utilise la totalite´
des descripteurs ([cnnfeat, rnnfeat]). Cette dernie`re fonc-
tion de couˆt est parame´tre´e a` traversW3 et b3. Chacune des
fonctions de couˆt est mode´lise´e a` travers l’entropie croise´e
cate´gorielle (categorical cross entropy), choix typique pour
des proble`mes de classification supervise´e multi-classe [9].
Ltotal repre´sente la fonction de couˆt optimise´e au tra-
vers d’un processus  bout en bout  d’apprentissage
du mode`le M3Fusion. Une fois le re´seau entraıˆne´, la
pre´diction est effectue´e en utilisant uniquement le classi-
fieur qui exploite l’ensemble de tous les descripteurs pa-
rame´tre´s avec W3 et b3. Les fonctions de couˆt L1 et L2,
comme souligne´ dans [7], constituent aussi une sorte de
re´gularisation du mode`le qui force, a` l’inte´rieur du re´seau,
les descripteurs extraits par source d’information a` eˆtre dis-
criminants de fac¸on inde´pendante.
4 Expe´rimentations
Dans cette section, nous pre´sentons le protocole
expe´rimental que nous avons utilise´ et discutons les
re´sultats obtenus sur le jeu de donne´es pre´sente´ en
Section 2.
4.1 Protocole Expe´rimental
Nous comparons les performances de l’approche d’ap-
prentissage profond M3Fusion, que nous proposons, par
rapport au classifieur Random Forest (RF) qui est com-
mune´ment utilise´ pour la classification supervise´e dans le
domaine de la te´le´de´tection [14].
Pour le mode`le RF, nous avons fixe´ le nombre d’arbres
ale´atoires ge´ne´re´s a` 200 sans spe´cifier de limite sur leur
profondeur. Pour le Random Forest, nous avons utilise´
l’imple´mentation python fournie par la bibliothe`que Scikit-
learn [19]. Pour pouvoir comparer les deux me´thodes, nous
fournissons en entre´e de la me´thode RF les meˆmes donne´es
que celles fournies a` la me´thode M3Fusion. Chaque
exemple du jeu de donne´es pour ce compe´titeur a une taille
de 3 669 qui correspond a` 25 × 25 × 5 (patchi) plus 34 ×
16 (tsi).
Pour notre mode`le nous avons choisi la valeur d (nombre
d’unite´ cache´e dans l’unite´ re´currente GRU ) a` 1 024. De
fac¸on empirique nous avons fixe´ α1 et α2 a` 0.3. En ce
qui concerne la phase d’apprentissage, nous avons utilise´
la me´thode Adam [13] pour apprendre les parame`tres du
mode`le avec un taux d’apprentissage e´gal a` 2 · 10−4. Le
processus d’entraıˆnement est mene´ sur 400 e´poques. Le
meilleur mode`le par rapport a` la valeur de la fonction de
couˆt est utilise´ en phase de test.
Nous avons imple´mente´ M3Fusion a` l’aide de la bi-
bliothe`que python Tensorflow. La phase d’apprentissage du
mode`le prend environ 15h et, la classification sur le jeu de
donne´es de test dure moins d’une minute environ sur une
station de travail avec un processeur Intel (R) Xeon (R)
CPU E5-2667 v4@3.20Ghz avec 256 Go de RAM et GPU
TITAN X.
Concernant les donne´es, nous avons divise´ le jeu en deux
parties, une pour l’apprentissage et une autre pour la va-
lidation des performances des me´thodes de classification
supervise´e. Nous avons aussi utilise´ 30% des objets pour
l’entraıˆnement (soit 97 110 pixels) et les 70% restants pour
le test (soit 225 638 pixels). Nous avons veille´ a` ce que les
pixels du meˆme objet appartiennent exclusivement a` l’en-
semble d’entraıˆnement ou a` l’ensemble de test [10]. Les
valeurs ont e´te´ normalise´es, par bande spectrale, dans l’in-
tervalle [0, 1].
En raison du de´se´quilibre entre les classes d’occupation
du sol en termes de nombre d’e´chantillons, le F-Measure
est utilise´ en plus de la pre´cision globale (Accuracy) pour
e´valuer les performances de classification [9].
4.2 Re´sultats Quantitatifs
La Figure 3 montre les re´sultats des deux me´thodes de clas-
sification en termes de F-Measure par classe. Nous pou-
vons observer que la me´thode d’apprentissage profond ob-
tient des re´sultats meilleurs ou comparables a` la me´thode
RF sur toutes les classes. Nous constatons que sur la classe
(12) (ou` le RF est le´ge`rement meilleur) les re´sultats sont
similaires. Par contre, pour les autres classes, que nous
pouvons conside´rer comme e´tant plus difficiles a` traiter
car les performances absolues sont moins bonnes, l’aug-
mentation des performances obtenues par la me´thode d’ap-
prentissage profond est conside´rable. Ces classes sont :
(1),(3),(4),(5),(7),(8) et (9).
FIGURE 3 – F-Measure par classe des deux me´thodes de
classification.
Une classe sur laquelle l’ame´lioration est nettement plus
sensible est la classe (10) Cultures sous serre. Pour une
F-Measure de 0.25 fournie par RF, M3Fusion arrive a`
atteindre une F-Measure de 0.58. En effet, l’aspect et la
dynamique des e´le´ments de cette classe sont tre`s proches
de ceux du baˆti, et seule l’augmentation de l’espace de
repre´sentation des donne´es apporte´ par l’approche pro-
fonde permet de de´river des caracte´ristiques plus discrimi-
nantes [9].
En ce qui concerne les re´sultats de la mesure Accuracy,
M3Fusion (resp. RF) a re´alise´ une classification exacte
a` 90.67% (resp. 87.39%). Pour une analyse plus fine, nous
avons reporte´ en Figure 4a (resp. Figure 4b) la carte de cha-
leur associe´e a` la matrice de confusion de la me´thode RF
(resp. de la me´thode M3Fusion). Celle-ci donne un bon
aperc¸u des comportements des deux me´thodes sur le jeu
de donne´es. Tout d’abord nous pouvons observer que la
carte de chaleur du Random Forest est plus bruite´e, en par-
ticulier autour de la diagonale. Ce bruit localise les erreurs
du classifieur dans sa de´cision. Ce comportement est par-
ticulie`rement e´vident sur la classe (10) ou` la majorite´ des
e´le´ments de cette classe est positionne´e dans la classe (9).
Pour la me´thode M3Fusion, nous pouvons observer dans
la carte de chaleur une structure plus claire le long de la
diagonale avec moins de bruits. Notre me´thode a tendance
a` confondre les deux classes (9) et (10), mais ce comporte-
ment est moins prononce´ par rapport a` la me´thode Random
Forest et la plupart des e´le´ments sont mieux classe´s.
(a) (b)
FIGURE 4 – Matrice de Confusion de la me´thode Random
Forest (a) et de la me´thode M3Fusion (b)
Les re´sultats pre´sente´s jusqu’a` pre´sent sont lie´s a` un seul
de´coupage 30%/70% du jeu de donne´es. Il est connu que
selon le de´coupage des donne´es, les performances des
diffe´rentes me´thodes peuvent varier car des exemples plus
simples ou plus difficiles peuvent eˆtre inse´re´s dans l’en-
semble d’entraıˆnement ou dans celui de test. Afin d’avoir
une premie`re compre´hension de la robustesse de notre
me´thode par rapport a` ce phe´nome`ne, nous avons produit
quatre autres de´coupages du jeux de donne´es en respec-
tant toujours le meˆme protocole. Les re´sultats sur les cinq
de´coupages sont reporte´s dans le Tableau 2. Nous pou-
vons constater que les comportements des deux me´thodes,
par rapport aux diffe´rents de´coupages, sont similaires :
les deux me´thodes obtiennent la meilleure performance
sur le de´coupage 2 et les moins bons re´sultats sur le
de´coupage 3. Ce comportement est lie´ au phe´nome`ne que
nous avons e´voque´ plus toˆt. En revanche, nous pouvons
constater que la me´thode M3Fusion obtient toujours les
meilleurs re´sultats sur tous les de´coupages avec un gain
en Accuracy (resp. en F-Measure) qui varie entre 2.28 et
Essai RF M3Fusion Gain
Acc. F-Meas. Acc. F-Meas. Acc. F-Meas.
1 87.39 87.11 90.67 90.67 +3.28 +3.56
2 88.47 88.05 91.52 91.39 +3.05 +3.34
3 85.21 84.62 89.25 89.15 +4.04 +4.53
4 88.33 88.05 90.61 90.7 +2.28 +2.65
5 87.29 86.88 90.09 89.96 +2.8 +3.08
TABLE 2 – Re´sultats de Accuracy et F-Measure des deux
me´thodes de classification sur cinq de´coupage diffe´rents du
jeux de donne´es.
4.04 (resp. 2.65 et 4.53). Nous pouvons souligner deux
autres points remarquables, M3Fusion semble eˆtre plus
stable que la me´thode Random Forest. Nous observons ce
comportement sur le de´coupage nume´ro 3 ou` les perfor-
mances du classifieur propositionnel diminuent de plus de
3 points par a` rapport a` son meilleur re´sultat. Dans le cas
de M3Fusion, la diffe´rence entre le meilleur re´sultat et
le plus mauvais est autour de 2 points. Enfin nous pou-
vons encore remarquer que, pour les re´sultats relatifs a`
la me´thode d’apprentissage profond, l’e´cart entre la va-
leur de Accuracy et la valeur de F-Measure est minimum,
les deux valeurs sont toujours plutoˆt similaires et aligne´es.
Au contraire, pour la me´thode Random Forest nous pou-
vons observer un certain e´cart entre les deux mesures.
La mesure de Accuracy est toujours plus e´leve´e d’envi-
ron un demi-point. En regardant les re´sultats de plus pre`s,
nous avons constate´ que cette me´thode paraıˆt plus sensible
au de´se´quilibre entre les classes et, semble privile´gier les
classes majoritaires dans sa de´cision.
4.3 Re´sultats Qualitatifs
En plus des e´valuations nume´riques pre´sente´es dans
la section pre´ce´dente, nous proposons e´galement une
premie`re e´valuation qualitative de la carte produite par
la me´thode M3Fusion. La carte obtenue par la me´thode
M3Fusion est e´galement reporte´e en Figure 5 pour un
aperc¸u qualitatif. La reconnaissance des classes majori-
taires, a` savoir les surfaces cultive´es en canne a` sucre sur
la coˆte, les diffe´rents gradients d’espaces naturels (prairies,
savanes et foreˆts) ainsi que le tissu urbain, semble bien lo-
calise´e et re´gulie`re, avec une pre´sence de bruit moins im-
portante que sur la carte obtenue par Random Forest (non
reporte´e pour brie`vete´).
Quelques extraits remarquables des deux cartes sont four-
nis pour comparaison en Figure 6 : dans la ligne en haut, un
extrait de tissu urbain est affiche´. La pre´sence de bruit est
particulie`rement marque´e sur la carte RF (au milieu), les
zones situe´es entre les baˆtiments sont souvent interpre´te´es
comme du maraıˆchage. Cette erreur n’apparaıˆt pas sur la
carteM3Fusion(a` droite). Dans la ligne du bas, nous pou-
vons noter que la carte RF est sensible a` la pre´sence de
nuages ou ombres associe´es sur l’image THRS. Ces arte-
facts ne se retrouvent pas avec la me´thode propose´e : ceci
est probablement du a` un biais du RF en faveur de l’infor-
mation provenant de la THRS, situation qui ne se ve´rifie
pas avec l’approche propose´e.
FIGURE 5 – Carte produite avec la me´thode M3Fusion
FIGURE 6 – De´tails des classifications obtenues avec Ran-
dom Forest et M3Fusion : de droite a` gauche, extrait de
l’image SPOT6/7, classification par RF, classification par
M3Fusion.
5 Conclusions
Dans cet article, nous avons propose´ une nouvelle architec-
ture de deep learning pour la fusion de donne´es satellitaire
a` haute re´solution temporelle/spatiale avec des donne´es a`
Tre`s Haute Re´solution Spatiale dans un but de pre´diction
de l’occupation du sol. Les expe´riences conduites sur un
site d’e´tude re´el nous ont permis de valider et d’analy-
ser notre approche par rapport a` une approche d’appren-
tissage automatique fre´quemment utilise´e dans le domaine
de la te´le´de´tection. A l’avenir, nous envisageons d’e´tudier
l’extension de notre architecture pour prendre en compte
d’autres sources de donne´es comple´mentaires.
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