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CHAPTER 1
Introduction
1.1 Diabetic Foot Complications
Diabetes Mellitus (DM) is one of the most common chronic diseases over the
world, and it continues to increase in population and significance. There were
194 million people suffering from DM worldwide in 2004 [1], and this number
is expected to grow to 439 million by 2030 due to longer life-expectancy and
changes in dietary habits [2]. People with diabetes are at risk of developing a
number of disabling and life-threatening health problems, such as lower limb
amputation, blindness and kidney failure [2]. Diabetes management requires
frequent assessment, continuous medical care, and ongoing self-management
education and support to avoid the potential consequences from mismanage-
ment of diabetes [2–7]. All of these cause a great burden for the patients them-
selves and the society. While the prevalence of DM and its complications ex-
pand, the economy regarding the health care sector is facing notable challenges
as well [3]. Taking the year of 2013 as an example, about 382 million people
worldwide have diabetes; among them, 5.1 million died from DM, and above
548 billion US dollars have been spent in treating diabetes and manage the
complications globally [8].
Many patients with DM are affected by vascular and neurological compli-
cations in the lower extremities. These conditions significantly increase the risk
of developing diabetic foot ulceration (DFU), which is one of the major diabetic
foot complications. DFUs result from complex reactions of numerous factors
[3, 4, 9]. The causal pathways to DFU have been illustrated in Fig. 1.1. Ap-
proximately, 15% to 25% of patients with DM eventually develop DFU, with a
yearly incidence of 2% [4, 8, 10].
With the protective layer of the skin broken, DFUs provide an avenue
for bacterial colonisation. If not adequately treated, these ulcers may lead to
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foot infection, and ultimately to total (or partial) lower extremity amputation,
which imposes a heavy burden on both the patient and the society [3,8]. It has
been shown that DFUs are the leading causes for hospitalisation and lower ex-
tremity amputations; above 85% of all lower extremity amputations in patients
with DM resulted from foot ulcerations [17]. Thus, prevention of DFU is one
of the foci of any amputation prevention program [5,6]. Researchers and prac-
titioners are challenged to find efficient and effective solutions to avoid DFU
and the amputation.
Currently, risk assessment and status monitoring of feet of patients with
DM are performed routinely in many countries, following various publications
of clinical guidelines for DFU management [4, 7, 18]. Risk identification, edu-
cation, proper foot care, multidisciplinary treatment, prevision of appropriate
footwear and close monitoring are fundamental of DFU management and can
help to reduce the amputation rates by 49 − 85% [3, 11]. However, Lavery
et al. pointed out that the incidence of onset of DFUs and lower amputation
can be further reduced [5, 6].
1.2 Statement of the Problem
The onset of diabetic foot ulcers may be preventable in case of early identifi-
cation and subsequent treatment of ulceration and its pre-signs, such as callus
formation, redness, fissures, and blisters (Examples of different diabetic foot
complications are illustrated in Fig. 1.2). This early identification strongly de-
pends on frequent risk assessment, preferably on a daily basis especially for
high-risk patients [7]. However, frequent assessment by healthcare profession-
als is costly and not always possible. Due to the complications from DM (e.g.
limited joint mobility and bad eyesight), self-examination by patients them-
selves are difficult and impractical.
Thus, any non-invasive, non-interactive and user-friendly initiative, which
may overcome these limitations and contribute to automated detection of early
warning signs, should be supported and implemented in diabetic feet care [6].
A solution would be to apply an automated monitoring system that is easily
accessible for the patient. Problems are then: a) what should be the principle
of operation of such a device, b) how should this device be operated such that
it is easily accessible for the patient (e.g. the ergonomics of the device), and c)
how should this device put to service within the system of health care (e.g. the
business model, the servicing model, etc.). The current study focusses solely
on the first aspect: the principle of operation.
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1.3 Research Scope and Objectives
In this thesis, our goal is to develop and investigate the technologies for build-
ing an intelligent telemedicine monitoring system that can be deployed at the
patients’ home environment or general practitioner’s place for frequent exam-
ination of the patients’ feet to detect diabetic foot complications (ulceration
and its pre-signs, such as callus formation, redness, fissures, and blisters) in a
timely manner.
To achieve this goal we first invested the feasibility of telemedicine systems
for diabetic foot complications, compared potential technologies and made a
pre-selection based on this literature study. An experimental setup with three
modalities, which are Spectral Imaging, Thermal imaging and Photometric
Stereo Imaging, has been built and is being used for data collection on patient
at high risk for developing DFU and amputation.
Based on the acquired patients’ data, we addressed the following research
questions:
• Can skin spectra be used to detect diabetic foot complications, and to
distinguish different foot complications?
• What are the most informative wavelength bands for the detection of
diabetic foot complications and for distinguishing the different diabetic
foot complications? Is it possible to build a Spectral Imaging system that
employs these informative bands?
• Can the spectral imaging system with the selected bandpass filters de-
signed in our experimental setup detect different diabetic foot complica-
tions? What is the performance?
• Can infrared thermal imaging system in our experimental setup can be
used for the detection of some of the diabetic foot complications?
• What kind of information can photometric stereo imaging provide in
their application? Can photometric stereo imaging be used for the de-
tection of diabetic foot complications?
6 1 Introduction
1.4 Thesis Outlining
The remainder of the thesis is organised as follows:
Chapter 2 gives an overview of current state and art of the technologies
in the telemedicine systems for diabetic foot complications. A pre-selection of
three modalities is made based on the investigation, which are Spectral Imag-
ing, Thermal imaging and Photometric Stereo Imaging. Integrated with the
three modalities, an experimental setup has been developed and has been used
for data collection in hospital on a group of high-risk diabetic patients.
Chapter 3 describes the design of a spectral imaging system with a small
number of selected optical bandpass filters for detecting and discriminating
different diabetic foot complications. The filter selection is done with features
selection technologies on the data acquired from foot spots using a spectrome-
ter.
Chapter 4 employs the designed spectral imaging system to acquire spec-
tral images at discrete wavelengths to detect diabetic foot complications. Su-
pervised machine learning technology was employed for the detection. A clas-
sifier was trained with spectral data from spectral images, with true labels from
annotation from clinical experts.
Chapter 5 compares the temperature difference between corresponding ar-
eas on the left and right foot to detect the risk of inflammation. This was done
with the following steps: thermal foot segmentation with assistance from dig-
ital color images, left and right foot registration with non-rigid B-splines reg-
istration, and high-temperature-difference risk detection by overlapping the
registered left and right foot.
Chapter 6 addresses the possibility to find information on diabetic foot
complications using the three dimensional height map reconstruction and skin
albeldo reconstruction from the photometric stereo images set.
Chapter 7 concludes this thesis by summarising the research results and
providing recommendations for further work.
CHAPTER 2
Potential Modalities and Experimental
Setup Development
2.1 Telemedicine on Diabetes Management
Telemedicine (TM) systems are more and more attention. They are building
up huge expectations in various medical specialities, as they address several
major challenges: a) to improve the accessibility of healthcare, especially for
patients in underserved or remote areas; b) to increase the frequency of assess-
ment; c) to provide a solution to the scarcity of clinical professionals dealing
with epidemic diseases; d) to reduce the cost of healthcare while improving the
quality [19, 20].
The attempts to leverage of TM system on diabetes management date back
to late 1970s for self-monitoring blood glucose. With four decades develop-
ment and investigation, researchers concluded that a proper implemented TM
system is safe and sounding for managing patients with DM [21–23]. TM has
also been of particular interest in monitoring diabetic foot complications. Sev-
eral such applications have been developed, which can be summarised into the
following categories:
Tele-consultation through Cellular Phone or Video Conference [24–27]
With the emergence of Universal Mobile Telephone System (UMTS) and the
rapid development of smartphone, tele-consultation through a cellular phone,
with audio or video communication, gained more attention in the area of
telemedicine system on diabetes management. With such a system, the pa-
tients and healthcare workers (e.g. visiting nurse) are linked with clinical spe-
cialist. The acquired data by the healthcare workers, such as notes, audio and
video are transmitted to a clinical center server for archiving with other elec-
trical medical data. These data will be downloaded and reviewed by clinical
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specialists. As such, a real-time diagnostic feedback is feasible. Studies im-
ply that the treatment of DFU may benefit from such systems, where patients
are allowed to stay at home, thereby decreasing the transportation and wait-
ing time for an in-person consultation. The cooperation between the visiting
healthcare workers and clinical specialist may increase the treatment quality
[26, 27].
Remote assessment by three-dimensional (3D) wound imaging [28, 29]
Bowling et al. [28,29] have developed a digital optical system that creates a 3D
image of the ulcer region to measure the wound length, depth, volume, sur-
face area and surface curvature. The authors concluded from the pilot studies
that the measurement obtained from this system showed promising outcomes
in predicting ulcer healing and providing information to guide the DFU treat-
ment. However, no statistical meaningful conclusion could be drawn with the
small sample size in the initial studies [29].
Remote diagnostic with digital photography [30–33]
Telemedicine devices with digital photography imaging sensors have been de-
signed and used to monitor the diabetic foot in the home environment [30–33].
Four clinical observers (two wound specialist and two surgeons) participated
in the live assessment and the assessment based on the photographic record-
ings. To avoid bias from memory, the photographic assessment was repeated
two weeks and again four weeks post imaging. Studies show that a good
agreement between the live and photographic assessment and between re-
peated photographic assessment could be obtained for diagnosis of different
(pre-)signs of ulceration, such as presence of ulceration and abundant callus
[30, 31]. The authors also indicated a good feasibility of the utilisation of the
photographic imaging device in the patients’ home environment [32]. How-
ever, inflammation and infection, which are vicarious markers of diabetic foot
complications, are difficult to assess using digital photography [32]. This was
further elaborated by combining digital photographs with thermographic mea-
surements to diagnose of diabetic foot infections. Such combination showed
promising results [33].
Wound area measurement with an Optical Scanner [34–36]
Similar studies were conducted by another group of researchers to monitor the
wound area through home-usage of a telemedicine system (TeleDiaFos). This
system employed an optical scanner instead of digital cameras, to assure good
lightening conditions and to avoid extra effort for developing a stand and a
customised foot support for the device. Besides of the scan recordings, other
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medical data (blood glycymia and blood pressure) were also stored and trans-
mitted to the clinical centre service to help the clinical specialists in evaluating
the wound healing process [34–36]. By projection of a curved skin surface (foot
plantar) to a flat scanner screen, there were some limitations that could not be
avoided, such as the effect of the projection angle in the wound measurement.
Although a disinfection procedure was involved for this TM system, it is still
not suitable for all vulnerable diabetic feet with wounds as a contact device.
Even with these limitations, patients found the device easy to use and it gave
them a sense of safeness [36].
These TM systems show great potential in expanding the healthcare geo-
metrically, especially for patients in the rural areas. They all act as bridge to
link the patients remotely to the clinical specialists. However, non of them
are yet capable of automatic detection and diagnosis of diabetic foot complica-
tions, which means they still require significant time and effort from healthcare
professionals. An extra organisation of the healthcare professionals is required.
This limits the application and implementation of these above mentioned TM
systems.
Thus, there is still a distinct need for a non-invasive, non- interactive, more
comprehensive and intelligent TM system, in which several technologies are
integrated in order to detect and to discriminate different diabetic foot com-
plications (such as ulceration, callus, fissure, redness, etc.), and to work more
efficient in prevention, monitoring or treatment of diabetic foot complications.
The goal of the study presented in this thesis is to design and develop the
technologies that may be used to build such an intelligent TM system.
2.2 Potential Modalities
The predecessor of this study, Vincent 50 [30–32], showed that some of the im-
portant pre-signs of ulceration, such as blister and redness, can hardly be di-
agnosed using digital photography only. Besides, complimentary preliminary
research [37, 38] noticed that changes of the appearance of a risk area based on
digital photography does not automatically imply the beginning of an ulcer.
The tentative conclusion from Vincent 50 was that the photographic images do
not carry sufficient information for reliable, automated diagnosis of foot disease
in diabetic patients and that more sophisticated technologies are required. As
successor of Vincent 50, we proposed to use multiple imaging modalities, in-
stead of plain photographic imaging, to automatically detect different diabetic
10 2 Potential Modalities and Experimental Setup Development
Figure 2.1: The absorption spectrum of main chromophores in skin [39]. HbO2 absorp-
tion features a strong maximum around 412 nm, and maxima at 542 nm and 577 nm,
while Hb exhibits peaks at 430 nm and 555 nm. The rectangles in the plot correspond to
the distributions of the filters in two filter sets of our experimental setup. The red rect-
angle in the primary set are the optical filters selected [40]. The two blue supplement
filters in the primary set, and the green ones in the second filter set were selected by vi-
sual inspection of the absorption spectra of HbO2 and Hb, when there is large difference
or equal value between these two spectra.
foot complications.
Besides of the TM system intended for home-use introduced above, there
are also other technologies that have been applied in the area of prediction of
DFU and/or monitoring the wound healing. Examples of these modalities are
(hyper)spectral imaging and thermal imaging. Beyond these two, 3D recon-
struction can also be a possible modality for the desired system, for it gives a
more realistic, geometrical representation of the patents’ foot. A detailed intro-
duction of the possible modalities can be found below.
2.2.1 Spectral Imaging
Spectral imaging is a promising technology for our desired TM system, as it
provides a hybrid modality for optical diagnosis with spectral data of the entire
area under measurement and rendered in image form [41–44].
2.2 Potential Modalities 11
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Figure 2.2: Hyperspectral Imaging generates a three dimensional dataset, which is
called hypercube I(x, y, λi), where x and y are two spatial dimensions and λ presents
the spectral dimension.
Skin Optics - Basis for Spectroscopy as a Diagnostic Tool
The spectral properties of tissue are determined by the interaction of light
with human tissue [45–47]. The light incident onto human skin may be ab-
sorbed by skin chromophores. It may also be scattered by the cells or colla-
gen fibers throughout the skin layers. The main chromophores of human skin
are melanin in the epidermis layer, and oxy-haemoglobin (HbO2) and deoxy-
haemoglobin (Hb) 1 in the dermis layer. Different chromophores have different
absorption spectra, as shown in Fig 2.1. Any small changes in the distribution
of these skin chromophores may result in obvious changes in skin spectral re-
flectance. Besides, tissue structures and contents, such as thickness of the epi-
dermis layer, determine the formation of the scattered diffuse reflection, which
also accounts for changes in spectral reflection [45–47].
Impairments in microcirculation and macrocirculation of the diabetic foot
play an important role in the development of diabetic foot ulcerations and the
subsequent failure to heal [4, 9, 12–15, 48]. Initial studies found that reduced
oxygen supply might be the main reason for the development of the tissue
1Haemoglobin is the molecule in blood responsible for oxygen transportation from lungs to the
rest of the body. It has two forms, which are oxygen bounded, HbO2, and oxygen unbounded, Hb.
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hypoxia and nerve dysfunction [49].
These form the basis for spectroscopy to visualise the oxygen saturation and
tissue structure in the perfusion of blood of diabetic feet, to detect, to predict
or to monitor the development/healing of DFU.
Pilot studies on the skin’s optical properties with spectroscopy (measure-
ment on specific points) from diabetic human or animal samples indicated that
the concentration of Hb can be 8 times higher than that of HbO2 in the diabetic
tissue, which might account for the reduced oxygen supply; and the scattering
is also higher for the diabetic tissue for its inhomogeneity [50–54].
Spectral Imaging On Diabetic Foot
Original developed by Department of Defence (DoD) for military purpose,
combining spectroscopy and photographic imaging, hyperspectral imaging
has been used for decades to map the earth surface to discriminate between
different soil types or different architectures. Recently, (hyper-/multi-)spectral
imaging has emerged as a new modality in medical imaging techniques to pro-
vide a powerful diagnostic tool for non-invasive and non-contact tissue anal-
ysis. Generally, spectral imaging systems consist of wide band illumination
sources and a number of optical filters, which help to record images at a num-
ber of discrete wavelengths. Each pixel of the acquired hypercube corresponds
to the local reflectance spectrum of the target, as shown in Fig. 2.2.
Several studies have been conducted to implement hyperspectral imaging
for monitoring diabetic neuropathy [55], for monitoring and predicting ulcer
healing process [56–58], and for assessing the risk for ulceration formation [59].
Beyond these three options for diabetic foot management, an intelligent moni-
toring system should also be capable of automatic recognition of ulcers and its
pre-signs and to be able to discriminate these complications from the healthy
skin. This may be achieved by statistical analysis to signify the difference be-
tween spectral data from healthy skin and skin with diabetic foot complica-
tions.
However, spectral imaging is currently still at the experimental stage, and
hard to be implemented in a home environment due to its high cost.
2.2.2 Thermal Imaging
Inflammation plays a central role in the occurrence of two of the most devas-
tating diabetic foot complications, which are DFU and Charcot’s Foot, while
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increased plantar foot temperature is one of the main indicators of inflamma-
tion [60–65]. Monitoring the temperature changes in diabetic foot frequently
can be significantly useful in diabetic foot management with the intent to de-
termine the risk of DFU [5, 6, 63–71].
Clinical studies on the home-monitoring of plantar foot temperature with
an infrared thermometer (measurement done on six specific points on each
foot) have shown that frequent temperature assessments and treatment in case
of temperature differences >2.2 ◦C between a foot region and the same region
on the contralateral foot, can prevent diabetic foot complications [5, 6]. It also
has shown clinically that temperature assessment of the plantar foot are not
only usefully for preventing DFU recurring but also may be indicative of sub-
clinical neuropathy and assess the wound healing trajectory [65, 72]. As such,
thermography is a prime modality for an intelligent telemedicine monitoring
system.
The technologies for temperature measurement of the foot plantar in dia-
betic foot management fall in three categories: hand-held dermal infrared (IR)
thermometers [5, 6, 63] (Fig.2.3a), IR camera systems (Fig.2.3b)[67, 68, 70, 71, 73,
74], and liquid crystal thermography (LCT, as shown in Fig. 2.3c) [66, 69].
The shortcoming of the hand-held dermal IR thermometers in the home
environment is that the temperature is measured manually on specific spots on
the foot. This makes it subjective, and it is impossible to obtain the temperature
distribution of the whole foot.
Compared with LCT, IR camera systems have the following advantages:
No extra illumination sources are necessary IR camera systems mea-
sure the radiant heat emission from the target object. This may reduce
the complexity of the system. On the other hand, LCT requests white
light in the visible range, no ultraviolet (UV) or IR light involved, as UV
light may cause the the sensors compounds to degrade and IR light may
result in radiant heating effect on the surface.
Contactless measurements This prevents unwanted pressures and the
transmission of pathological organisms, and hence avoids surface tem-
perature changes due to the measurements [71,72]. As a curved surface,
part of regions on foot plantar, such as the medial arch, can be easily
measured by IR camera systems but hardly by LCT plate. Additionally,
it is capable of measuring the dorsal side of the foot as well.
As such, IR camera systems show greater potential for telemedical applications
and they will be the focus of this study.
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Figure 2.4: Schematic photometric stereo imaging setup with one camera and a number
of illumination source. L is the illumination andN is the surface normal.
2.2.3 3D Surface Reconstruction
3D shape acquisition and reconstruction is a beneficial but challenging prob-
lem in many fields of engineering and life science. The 3D geometry of the
foot surface may be useful for revealing the local 3D surface deformation of
the foot sole skin surface, which then provides information about changes in
the surface textures. Such changes are either caused by geometrical variation
of the surface (e.g. papillary lines, or pre-signs of ulceration such as fissures,
abundant callus) or by radiometrical variations (e.g. necrosis, infection related
redness, or an ulcer). We envision that diabetic foot complications can be de-
tected by the usage of such 3D texture changes.
Numerous 3D scanning technologies exist. They generally fall into three
categories, which are multi-view imaging, photometric stereo imaging (PSI)
and tactile imaging. Multi-view imaging techniques often require elaborate se-
tups [75], and focus more on the global 3D shape reconstruction, and thereby
failing to capture high-frequency structure details [76]. Tactile imaging sys-
tems measure the local pressure on the object surface and they translate the
measured pressure to a 3D surface [77]. The pressure on the foot skin is fun-
damental for tactile imaging, but may cause the transmission of pathological
organisms in our application. PSI, on the other hand, is a modest and non-
contact technology, which achieves the 3D surface reconstruction based on a
set of images taken from one fixed viewpoint under three or more different
illumination conditions [78–82]. The schematic of a PSI system is illustrated
in Fig. 2.4. In PSI, the low spatial frequency components of measured gradi-
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ents are rejected. 3D surfaces are derived based on higher spatial frequency
components, which can capture the local surface details.
As such, PSI shows greater potential for future telemedicine applications
and was chosen for the developing our experimental setup.
2.3 Experimental Setup
An experimental setup has been built that Integrates the three imaging modal-
ities, namely, spectral imaging, infrared thermal imaging and photometric
stereo imaging. It has been used for data collection on patients at high-risk for
amputation and with presence of diabetic foot complications. Measurements
and data collection have been done in the hospital (Ziekenhuisgroep Twente,
Almelo, the Netherlands). The illustration of the experimental setup can be
found in Fig. 2.5.
Spectral Imaging (SI )
For spectral imaging (SI), an imaging system consists of an array of nine cam-
eras, four illumination sources and two optical filter arrays (nine filters each),
has been developed. Eight wide-band Quartz-Tungsten Halogen (QTH) lamps
(400 ∼ 1000 nm) were mounted with equal distance to each other at the board-
ers of a square (Fig. 2.6) at a distance of 465 mm from the target plane, which
provide quasi-diffuse illumination with sufficient intensity at all wavelength.
The two sets of the illustration sources, for PSI and for SI, are placed at delicate
distance to the object and to each other, to make sure that there are no interac-
tion and affects with each other when illumination illuminating the patients’
feet.
To eliminate the image acquisition time and avoid the mechanical vibration,
a camera array structure was employed: 3 × 3 matrix ( Fig. 2.6b) consisting
of 9 monochrome cameras (GigE Flea 3, Point Grey, Ludwigsburg, Germany)
that can perform image acquisition simultaneously. The cameras were all fitted
with Schneider Kreuznach Xenoplan 1.4/17 lenses (Bad Kreuznach, Germany),
at a distance of 1240 mm from the measurement plane. The diaphragm of the
lenses were set to F4.0 and fixed. Each camera covered a field of view 490×370
mm2, with 1600 × 1200 pixels (1 pixel ≈ 0.3mm). The distribution of spectra
coverage of the filters are illustrated in Fig. 2.1, which were chosen based on
the absorption spectra of Hb and HbO2 and the study in Chapter 3.
Infrared Thermal Imaging (TI)
This modality in our experimental setup consists of one IR camera, FLIR SC305
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(Flir Systems GmbH, Frankfurt am Main, Germany).The IR camera has a res-
olution of 320 × 240 pixels and is placed at a distance of 860 mm from the
measurement plane, covering a field of view of 400 × 350 mm2. It provides
a pixel distance on the foot soles of about 1.25 mm. Besides, a set of six ther-
mal reference elements are mounted in the field-of-view of the thermal cam-
era, 4 elements above and 2 below the foot positions. The top surfaces of the
reference elements are sandblasted and coated with flat black paint in order
to provide maximum infrared emissivity. The elements are designed to pro-
vide a homogeneous temperature distribution over their entire top surfaces.
Prior to applying the experimental setup for any clinical tests, the uniformity
of the IR camera response was characterised with the help of this six thermal
references. For calibration, these elements were heated to different, accurately
known, constant temperatures in the expected temperature range for foot soles
(20◦C- 38◦C) and serve as long-term reference of the absolute temperatures.
Through calibration, the maximal difference of temperature readings of the
camera of two isothermal references, one far left and one far right in the image
plane, is ±0.25◦C for 4×4 pixel areas (circa 5×5 mm2).
Photometric Stereo Imaging (PSI )
The PSI modality in this experimental setup conducts the image acquisition
by the corporation of one commercial digital RGB camera, Canon EOS 40D,
and eight power LED light sources [83] as shown in Fig. 2.5 and Fig. 2.6.
The digital camera was placed at a distance of 860 mm from the measurement
plane, which is at the same distance of the IR camera and covering a field of
view 420 × 280mm2 and acquiring images with resolution 3888 × 2592 pixels
(pixel size ≈ 0.1mm). The eight illumination sources were mounted on a circle
(φ ≈ 565 mm) with equally spaced tilt angles. The distance between the target
imaging plane and the illumination plane was 480 mm. As such, the slant
angles for each illumination sources were about the same, ≈ 30◦, satisfying the
requirement for photometric stereo imaging system design [80].
2.4 Measurement Protocol
The measurement and research proposal with the above experimental setup
has been approved by Medical Ethical Committee of Twente (METC Twente).
The patients were recruited for this study from the multidisciplinary diabetic
foot clinic of the Hospital Group Twente, Almelo, the Netherlands. Before
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(a) (b)
Figure 2.7: The positioning of the patient’s feet for image acquisition. (a) the patient’s
feet were covered with a hospital cloth for for hygiene reasons. (b) the foot positioning
inside the experimental setup.
measurement, they were all informed of the nature of the study. A written
permission was given by the recruited patients to participate in this study. An
example of the patient consistent form was given in Fig. A.1.
Before image acquisition, each foot was assessed by a clinical expert for
the presence of diabetic foot complications, such as the presence of the ulcera-
tion, some important clinical pre-signs of ulceration (such as abundant callus,
redness, fissures, blisters or other), or absence of any foot complications, on a
simple live assessment form as shown in Fig. A.2. A foot ulcer was defined
as a full-thickness lesion penetrating through skin dermis layer and into the
subcutis. Abundant callus was defined as a callus formation requiring referral
and treatment within three days. Each region of signs of foot complications
was identified, reported and documented in the live assessment form. Patients
were helped to place their foot on the foot support of the experimental setup.
Measurements started after patients had rested for around 5-10 minutes on
the treatment bench with barefoot. This was done to achieve equilibration of
the foot temperature with the environment temperature. The feet were then
placed on the foot support of the experimental setup. A hospital cloth was
placed over the legs of the patients for hygiene reasons and one piece of black
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cloth was draped over the shield of the setup to block external ambient light
entering the setup and to provide a homogeneous background.
The measurement was performed via a controlled software based on Mat-
lab platform. It followed the sequence of TI, PSI and SI. During the process of
TI, all illumination sources inside the experimental setup were turned off and
turned back on during the acquisition of colour images with the digital camera
for photometric stereo imaging.
During the PSI measurement, the eight illumination sources were turned
on one by one. For each of the illuminators, one image was taken. As such,
for each measurement, an image set of eight images was acquired by the same
digital camera with 8 different illumination sources. The total measurement for
PSI took around 90 seconds, during which the patients were requested to keep
their foot as stable as possible to avoid any movement. The image acquisition
for each set of the filters of SI imaging modalities could be finished within 1
second. For thermal imaging, the image acquisition time per patient was also
within 1 second. Two digital colour images were taken at the beginning and the
end of the measurement, respectively. The difference between the two digital
images were illustrated on the screen to help the operator to check whether
there was any foot movement involved during the image acquisition process.
If so, a repeated measurement of the three modalities would follow.
A 30-minute interval was assured between measurements of different pa-
tients to eliminate heat residue from the illumination or from the body of the
previous patient.

CHAPTER 3
Statistical Analysis of Spectral Data: a
Methodology for Designing an Intelligent
Monitoring System for the Diabetic Foot
3.1 Abstract
Hyperspectral imaging is a promising technique for detection and classifica-
tion of (pre-)signs of ulceration on diabetic foot. However, the number of the
spectral bands should be limited to avoid overfitting, which is critical for pixel
classification with hyperspectral image data. The goal of this chapter was to
design a detector/classifier based on spectral imaging with a small number of
optical bandpass filters. The performance and stability of the design were also
investigated.
The selection of a bandpass filter boils down to a feature selection problem.
A dataset was built, containing reflectance spectra of 227 skin spots from 64
patients, measured with a spectrometer. Each skin spot was annotated man-
ually by clinicians as ‘healthy’ or a specific (pre-)sign of ulceration. Statistical
analysis on the data set showed the number of required filters is between 3 to
7, depending on additional constraints on the filter set. The stability analysis
revealed that shot noise was the most critical factor affecting the classification
performance. It indicated that this impact could be avoided in future spectral
imaging systems with a camera sensor whose saturation level is higher than
106 per sensor element i.e. per pixel, or by post-image processing.
This chapter has been published in a slightly modified version as “C.Liu, J.
J. van Netten, M.E.Klein, J. G. van Baal, S. A. Bus, and F. van der Heijden, Statistical
analysis of spectral data: a methodology for designing an intelligent monitoring system
for the diabetic foot, Journal of Biomedical optics, vol. 18, no. 12, p. 126004, 2013.”
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3.2 Introduction
Diabetes Mellitus (DM) is one of the most common chronic diseases world-
wide and continues to increase in population and significance [1, 2]. Vascular
and neurological disorders in lower extremities are common complications of
DM. Approximately 15% to 25% of patients with DM eventually develop foot
ulcers [3]. If not adequately treated, these ulcers may ultimately lead to lower
extremity amputation[84]. The onset of diabetic foot ulcers is preventable by
early detection and timely treatment of (pre-)signs of ulceration, such as callus
formation, inflammation, and blisters. However, early detection depends on
frequent assessment. This is not always possible, because self-examination is
difficult or impossible due to the various health impairments caused by DM,
and a sufficiently frequent examination by health care professionals would be
too intrusive and too costly. Previous studies have shown the feasibility of such
frequent assessment with help of telemedicine [32]. However, digital photog-
raphy, as applied in those studies, misses the opportunity for automatic detec-
tion, thereby still requiring help from health care professionals. The ultimate
objective of our project is to develop an intelligent telemedicine monitoring
system that can be deployed for frequent examination of the patients’ feet to
timely detect (pre-)signs of ulceration. That is, we want to automatically de-
tect (pre-)signs of ulceration in the diabetic foot, and discriminate these from
healthy skin. No such system is currently available.
Spectral imaging (SI) is a promising modality to achieve this objective. SI
is a hybrid modality for optical diagnosis, which obtains spectral data of the
entire measured area and renders it in image form[43]. Medical hyperspectral
imaging (MHSI) provides a non-contact and non-invasive diagnostic tool that
is able to quantify relevant features such as tissue oxygenation and epidermal
thickness [59]. Impairments in these features play an important role in the de-
velopment of diabetic foot ulcerations and their subsequent failure to heal [48].
Based on these features, studies have been conducted with MHSI to assess the
risk for ulcer formation [59], to monitor diabetic neuropathy [55], and to pre-
dict ulcer healing [57]. Besides these three options, an intelligent monitoring
system should also be capable to automatically recognize ulcers and pre-signs
of ulceration, such as abundant callus formation, inflammation and blisters,
and discriminate these skin spots from healthy skin. This can be achieved with
the help of statistical pattern classification techniques. SI has not yet been used
for automatic recognition of (pre-)signs of ulceration in the diabetic foot with
statistical pattern classification techniques.
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Figure 3.1: The schematic representation of the methodology in this study.
3.2.1 Statement of the Problem
The aim of the current paper is to describe the methodology for designing an
intelligent monitoring system involving SI for the diabetic foot, with spectral
data acquired from spectrometer measurements on skin spots. Such a design
is hampered by the lack of a physical model signifying the difference between
spectral data coming from skin spots that are healthy or (pre-)sign of ulcera-
tion (e.g. ulcers, abundant callus formation, inflammation, blister, etc.). The
alternative is an approach that exploits the statistical properties of a training
set of spectral data, which has been annotated by an expert clinician. This im-
mediately confronts us with the problem arising from the high-dimensionality
of the spectral data acquired by current available MHSI systems. Exploiting
the statistical properties by training a pixel classifier using high-dimensional
MHSI data tends to overfit [85], i.e. to adapt the classifier to accidental, statis-
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tically irrelevant peculiarities in the training set. This problem can be solved
by a firm reduction of the dimensionality, by reducing the number of spectral
bands (filters) employed in the SI system. Another advantage of such a re-
duction is that it will also increase the measurement and cost efficiency of the
future system.
The methodology presented in this article will consist of determining suit-
able subsets of optical filters for the desired SI system by investigating their
performance in discriminating different skin spots. Next, the stability of the
selected filters in a simulated SI system will be analyzed with respect to shot
noise and small changes of the experimental parameters.
3.2.2 Outline of the Chapter
Fig. 3.1 presents an overview of the followed methodology and an outline of
the paper. In section II, the materials for collecting local skin spectral data on
feet of diabetic patients with (pre-)signs of ulceration, the measurement proce-
dure and resulting data set are described. In section III, the statistical analysis
is performed on the acquired data, to search for suitable subsets of commer-
cial interference bandpass filters. With the selected filters, the stability of the
virtual SI system with respect to shot noise and small changes of the experi-
mental parameters is investigated with a Monte Carlo method in section IV.
Finally, the conclusions and future plans are presented in section V.
3.3 Collection of Training Data
3.3.1 Data acquisition
A spectroscopic system has been built to collect reflectance spectral data from
the foot soles of patients with complications caused by diabetes. The experi-
mental setup, as shown in Fig. 3.2, consists of a spectrometer (1), a broad-band
illumination source (2), and a reflection fiber optics probe (3). The reflection
probe (6.5 mm diameter) contains 7 fibers: 6 illumination fibers (Fiber 3a) sur-
rounding 1 reader fiber (Fiber 3b). The probe is mounted in a probe holder
made from black anodized aluminum, which is placed on the target skin area.
It fixes the distance between the probe end and target skin area at 5 mm. In
this way, ambient light is blocked and a reproducible illumination under an an-
gle of 45◦ is achieved. The coaxial arrangement of illumination and recording
fibers minimizes the influence of superficial scattering and specular reflection
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on the spectra. The recorded skin spectra cover the wavelength range from 360
to 1000 nm and contain 1127 channels with a bandwidth ranging from 0.6 to
0.53 nm. The measurement area of the skin is around 60 mm2, which is suffi-
(2) AvaLight-HAL
Tungsten-Halogen Light
Fiber 3a
Fiber 3b
(3) Reflection Fiber Probe
(5) Skin Contact
probe holder
(1) AvaSpec-2048-USB2-
UA-550-Spectrometer
1 reader fiber
6 illumination fibers
(a) (b)
Figure 3.2: Schematic of the experimental setup for local spectral measurements;
cient for small (pre-)signs of ulcerations or a small sample of bigger (pre-)signs
of ulcerations.
Prior to the acquisition of in vivo skin spectra data for each patient, the dark
current, D(λ), of the spectrometer is recorded when the light source is off. In
addition, a spectrum Sref (λ) of a white spectral standard (WS-2, Avantes) is
measured. This standard has a near-constant, high diffuse reflectance over the
entire wavelength range, which is defined as 100%.
The diffuse reflectance spectrum, R(λ), of the measured skin ROI is then
calibrated according to :
R(λ) = S(λ)−D(λ)
Sref (λ)−D(λ) × 100% (3.1)
where S(λ) is the measured raw spectrum for the ROI.
3.3.2 Patients Recruitment and Live Assessments
Patients were recruited from the multidisciplinary diabetic foot clinic of the
Hospital Group Twente, Almelo, the Netherlands. The patients included in this
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study were all diagnosed with diabetes and showed (pre-)signs of ulceration
or had a history of ulceration. The average age of the 64 included patients was
65.7 years (SD = 11.7; range 35-95).
The reflectance spectra were collected from skin regions selected by experi-
enced clinicians classified with the following live assessment scores:
1. ROIs on foot sole without (pre-)signs of ulceration. These were scored as
‘Healthy’;
2. ROIs on foot sole with ulceration. These were scored as ‘Ulcer’;
3. ROIs on foot sole with abundant callus. These were scored as ‘Callus’;
4. ROIs on foot sole with other less frequent pre-signs of ulceration, such as
redness, fissure, blister and necrosis. These were scored as ‘Rest’.
During the measurement, the probe holder was placed on the skin in two di-
rections, which were along the width of the foot and the orthogonal direction.
Each ROI was measured two times in each direction. In some cases, when the
areas of the ROIs were smaller than 60 mm2 or on the edge of the foot, only two
measurements along the first direction were performed. At least one ‘Healthy’
ROI was measured on each foot of a patient. The final spectra of each ROI was
obtained by taking the average of all the four or two measurements.
3.3.3 Summary of the Acquired Dataset
Local reflectance measurements were performed on 227 ROIs from 64 patients,
among which there were 95 ‘Healthy’, 55 ‘Callus’, 38 ‘Ulcers’ and 39 ‘Rest’. The
‘Rest’ category bundled several very diverse skin conditions, each of which oc-
curred only infrequently in this study (e.g. 6 necrosis, 5 redness, 3 blister, etc.).
In addition, the corresponding areas of some of these ROIs were much smaller
than the 60 mm2 measurement area, so that no pure spectra could be sam-
pled from them. As a consequence, the within-class variation of the data in
the ‘Rest’ category was very large. For this reason, the initial statistical analy-
sis, presented in the next section, only focused on the data from the first three
classes, which contained 188 of the measured 227 spectra. Examples of the
measurements are given in Fig. 3.3.
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Figure 3.3: Examples of spectrum from different classes.
3.4 Statistical Analysis for Selection of the Optical
Filters
In this section, the statistical analysis will be performed on the acquired skin
spectra to search for the most informative optical filters for the future spectral
imaging system.
3.4.1 Methodology for Optical Filter Selection
The functional structure of the statistical analysis is shown in Fig. 3.4. The
database, consisting of the measured and manually classified skin spectra, is
fed into a simulator of a large bank of optical filters. The characteristics of these
virtual filters match the specifications of real, commercially available bandpass
filters. The output data of all simulated filters, as well as the original measured
data, is also applied directly to “Classification 1” and “Classification 2” to find
the baseline performances, which can help “Filters Selection” to make deci-
sions over the performance of the selected filters. The “Filters Selection" put all
the outputs of the simulated filters in a pool to find the (sub-) optimal subset
of filters for classifying the measured spectral data. In the subsequent process
step “Classification 3”, different classifiers are applied to find the most appro-
priate one that yields the best performance (i.e. accuracy of classification).
To make a comparison between the various selections of filters and classi-
fiers, a relevant measure of the performance, such as the error rate (probability
of misclassification), is essential. Since overfitting (resulting in a too optimistic
estimate of the error rate) can easily occur if the same data is used both for
training and for testing, k-fold cross validation and/or leave-one-out cross val-
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Figure 3.4: The functional structure of the data analysis that is applied to find the op-
timal subset of optical filters. All the data processing and pattern classification were
performed on the Matlab R2012b platform with an additional toolbox PRtools V5 [heij-
den2004] in 64bits Windows 7.
idation [86] is applied to avoid that.
The design of a classifier, involves two aspects [86]: 1) selection of the type
of classifier, and 2) the training of the parameters of the classifiers. The type
of classifier (linear, quadratic, Parzen, etc.) defines the structure of the deci-
sion function that maps the features to assigned classes. The more complex the
mapping is, the more parameters are needed for mapping, and the more the
classifier is susceptible to overfitting. The complexity of a well designed clas-
sifier is a compromise between its ability to adapt its decision boundary to the
requirements imposed by the statistical properties of the features at hand, and
its ability to withstand overfitting.
There are two common approaches to reduce complexity, which are feature
extraction (FE) and feature selection (FS). The FE approach extracts a set of new
features using a simple function that maps the original N -dimensional feature
space to a lower dimensional space. The features extracted do not necessarily
have clear physical meanings. The FS approach only selects a subset of exist-
ing original features without any mapping. Thus, FS is the approach that is
useful for finding the optimal subset of commercial available optical filters, as
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presented in Section 3.4.4, while FE will be used in Section 3.4.3 as a reference.
3.4.2 Simulation of Optical Filtering
In total, 148 interference bandpass filters were simulated, where the central
wavelength λc and the bandwidth Wd of these filters were provided by real
filters from two manufacturers: Edmund Optics [87] and Comar Optics [88].
The λc’s changed from 400 nm to 1000 nm and the Wd’s varied between 10 nm
and 75 nm. An overview of the parameters of all simulated filters is given in
Fig. 3.5.
In addition to the parameters that are specified by the manufacturers, a
third parameter Wt was assumed to model the steepness of the filter. Wt is
the transition width between zero transmission and maximum transmission,
which was set to Wt=10nm. Fig. 3.6 shows the modelled shape of the transfer
function w(λ), where Wd represents the full width at half maximum and the
transition zone is modelled by half a cosine function.
Figure 3.5: The parameters of the simulated filters. Each point represents a filter.
The MS=188 spot spectra in the data set were denoted by Rm(λ), where m
is the ROI number, m = 1, . . . ,MS . The N=148 filter transfers are denoted by
wn(λ). The filter simulation is accomplished by a numerical approximation of:
znm =
∫
wn(λ)Rm(λ) dλ
m = 1, . . . ,MSn = 1, . . . , N (3.2)
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Figure 3.6: The modelled filter transfer and the definition of parameters.
The filter outputs znm of each measured area are arranged in MS N -
dimensional vectors zm, called feature vectors. The true class for each ROI
is available from the diagnosis by experienced clinicians. This yields a labelled
training set of MS=188 ROIs, K classes (K=3, ‘Healthy’, ‘Ulcer’ and ‘Callus’ ),
and with each spot an associated N -dimensional feature vector (N=148).
3.4.3 The Baseline Performance
In order to find a reference for the effects of filter selection, first the perfor-
mance of classification was assessed with the original measured data and when
all filters were used. Direct application of a linear classifier to the full feature
vectors (N=148) yielded an error rate as high as 70%. Other classifiers yielded
likewise performances. The explanation for this behaviour is overfitting. Ac-
cording to a simple rule of thumb [89], to avoid overfiting in a linear classifier,
the number of samples should be at least about five times the number of fea-
tures (= number of filters). The present case did not fulfil this, and the number
of features should be reduced before applying classification. Linear FE was
applied to accomplish that.
Linear FE is a linear mapping from RN to RD with D < N implemented by
a D ×N matrix W:
ym = Wzm (m = 1, . . . ,MS) (3.3)
Two methods are commonly used: linear Principal Component Analysis (PCA)
and Linear Discriminant Analysis (LDA). The goal of PCA is to find the D-
dimensional linear subspace of zm that preserves as much variance in the data
as possible. Often, D is chosen such that, for instance, 99% of the variance is
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still in the linear subspace. The PCA projection was always scaled by the mean
class standard deviations in this article.
LDA is a feature reduction method that takes class information into ac-
count. If there are K clusters in an N -dimensional space, the linear subspace
that separates the clusters optimally is at most D = K − 1 dimension. Hence,
for a data set withK classes, LDA seeks to determine theK−1 linear subspace
to preserve as much class-discriminatory information as possible: it simultane-
ously tries to maximise the inter-class distance and to minimise the intra-class
distance.
If the original feature space is high-dimensional, and the training set small
(as in our case), LDA must be preceded with PCA to prevent numerical in-
stability [86]. The dimensionality preserved in the preceding PCA should be
optimized by cross validation. In our case, the optimal PCA subspace of the
148D space is a 28D space which is further reduced to a 2D space by LDA. The
features extracted as such are illustrated in the scatter diagram in Fig. 3.7a. In
Fig. 3.7b, the figure also shows the scattering of the two most important PCA
features. These two features hold 98% of the variance.
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Figure 3.7: Scatter diagrams in two different feature spaces. 3.7a shows the feature space
that is obtained by LDA (preceded by PCA). 3.7b shows the space of PCA features solely.
When PCA and/or LDA is applied to the filtered data, as in Eq. 3.3, each
extracted feature is a linear combination of the original filter outputs. There-
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fore, an extracted feature can be regarded as the output of a single virtual filter.
If the elements of W are denoted by Wdn, and the d-th element from ym by
ydm, then Eq. 3.3 can be written as:
ydm =
∫ N∑
n=1
Wdnwn(λ)Rm(λ) dλ (3.4)
This effectively implements an optical filter with transfer function:
wnetd (λ) =
N∑
n=1
Wdnwn(λ) (3.5)
The net optical filter transfers for the two LDA components are illustrated in
Fig. 3.8.
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Figure 3.8: The net optical filter transfers for the two LDA components normalized to
[0, 1]
As shown in Fig. 3.7, the three classes are discriminated well by the two
LDA features, indicating that a simple linear classifier suffices. We verified
that by comparing its performance with the ones of a quadratic classifier, a
Parzen classifier, a K-nearest neighbour classifier and support vector machine
[86]. In all cases, the parameters were optimised using 10-fold cross valida-
tion. Besides, 10-fold cross validation was also used to assess the performance.
Indeed none of them could out-perform the linear classifier, i.e. they all had
similar performance, with a mean error rate of 9%. Taking the time consumed
for training and classification into consideration, the linear and quadratic clas-
sifiers were chosen for the filter selection.
3.4 Statistical Analysis for Selection of the Optical Filters 35
With LDA as the feature extraction and a linear classifier, the error rate of
the full set of filtered data was 9% ± 1% (obtained with 10-fold cross valida-
tion). Exactly the same result was obtained with 28 PCA extracted features
directly classified by the linear classifier, instead of indirectly via LDA. Follow-
ing the same procedure to extract 2 features using LDA (preceded by PCA), the
original measurement data (1127 spectral measurements per ROI) achieved an
error rate that was almost the same. The averaged error rate differed less than
0.5%. We conclude that the simulated filtering did not cause much information
loss/gain, and an error rate of 9%±1% would be used as the baseline, i.e the ref-
erence performance. For illustrative purpose, both of the error rates, from the
original measurements (1127D space) and the data after filtering (148D space),
will be presented in the following sections.
3.4.4 Optical Filter Selection
To select filters with FS techniques, i.e. to find a subset of features correspond-
ing to the full set of filters, two choices have to be made: the search strategy to
select candidate subsets, and the search criterion to evaluate these candidates.
Among the available searching strategies[90, 91], the optimal search meth-
ods are not applicable, because their searching complexity grows combinatori-
ally. The suboptimal strategies build up the subsets either incrementally (for-
ward), or decrementally (backward). When searching for a relative small sub-
set (less than 10 filters), backward selection is not adequate. Among the three
forward strategies, which are sequential forward selection, plus-l-take-away-r
selection and sequential floating forward selection (SFFS), the most versatile
approach, SFFS, was chosen[91].
The search criterion can be either a measure of the statistical distance of the
class differences in the data, or it can be the estimated error rate of a classifier
that is applied to the subset, the so-called wrapper. In this paper, one mea-
sure, the Mahalanobis distance, is studied, and two wrappers: the linear dis-
criminant classifier (LDC) and the quadratic classifier (QDC). Both wrappers
are evaluated with leave-one-out cross validation to avoid overfitting during
searching.
To make a comparison between the various selections of filters and classi-
fiers, a relevant measure of the performance, such as the error rate (probability
of misclassification), is essential.
The main light-absorbing factors are melanin in the epidermis, and oxy-
haemoglobin (HbO2) and deoxy-haemoglobin (Hb) in the dermis. The local
concentration of each of these factors influences the measured skin spectrum
36 3 Statistical Analysis for Optical Filter Selection
in a specific way. In particular, HbO2 absorption features a strong maximum
around 412nm and additional maxima at 542 and 577nm, while Hb exhibits
peaks at 430 and 555nm[39]. Thus, these five wavelengths could provide more
information about physical parameters, e.g. the epidermal thickness, and the
oxygen saturation [92, 93].
The filter selection was carried out in two different ways: 1) all fea-
tures/filters had the same eligibility, and 2) a constrained selection procedure
was done in which center wavelengths, around the five wavelengths listed
above, were evaluated and preselected with LDC. Once a subset of filters has
been found, the subset must be evaluated empirically. This can be done with
any type of classifier. Preliminary research showed that parametric-free classi-
fiers, e.g. Parzen, did not perform better. Hence, we selected LDC and QDC
once again for empirical evaluation. 10-fold cross validation was used to assess
the error rate.
Filter Selection without pre-selection
The evaluation results are shown in Fig. 3.9. The SFFS strategy may return
with a smaller number of features than the number that is requested when
it detects that addition of features does not improve the search criterion. Six
features were returned, when using LDC as searching criterion, while four fea-
tures when using QDC as searching criterion.
When comparing the performances, the observations are:
a) With a set of appropriate chosen filters, the performance of all criteria com-
pares well with the baseline performance.
b) The performance associated with the Mahalanobis search criterion con-
verges slower than the other criteria. Apparently, the Mahalanobis criterion
finds less strong features.
c) The Mahalanobis search criterion, evaluated with QDC, yields the lowest
error rate at 5 filters.
d) The performances of LDC and QDC search criteria peak at 3 and 4 filters,
respectively. Adding more filters does not improve the performance signif-
icantly, or could even worsen the performance.
e) For a smaller number of filters, the QDC classifier generally performs bet-
ter indicating that the classes are better separated by quadratic decision
functions than linear ones.
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Table 3.1: The best subsets of filters (unconstrained search)
search crite-
rion
filter1 filter2 filter3 filter4 filter5
Mahalanobis 570 (10) 570 (40) 589 (10) 415 (10) 400 (40)
LDC 570 (10) 550 (25) 647 (10)
QDC 632.8 (40) 570 (10) 550 (25) 690 (10)
Each filter is defined by the parameter set "λc (Wd)" given in nm
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Figure 3.10: The net optical filter transfers that produces the two LDA components of
the 3-class problem. These transfers, normalised to [0, 1], correspond to three feature
subsets as given in TABLE 3.1.
The found subsets are given in TABLE 3.1. As can be seen in Fig. 3.10,
each subset seeks information in the range of 550nm to 600nm, and the LDA
features are formed by differentiating filter outputs. This results in large impact
on noise sensitivity, to be discussed in Section 3.5. The Mahalanobis distance
seeks additional information in a range around 400nm. The LDC and the QDC
both find information in the range around 650nm useful.
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Filter Selection with pre-selection
In addition to the five predefined filters, this constrained feature selection pro-
cedure selected up to 6 other filters from the rest pool. The results are shown
in FIG.3.11. 10-fold cross validation was used to assess the error rate.
Again, the QDC as evaluation classifier often performed better than the
LDC. The best results were obtained when QDC was used for the selection cri-
terion as well as for empirical evaluation (Fig. 3.11c). With 10 features, the
number of ulcer ROIs (i.e. 38) is somewhat less than 4 times the dimension,
whereas it should be at least 5 times to prevent overfitting, according to the
rule of thumb[89]. Apparently, it paid off to allow quadratic decision bound-
aries (rather than linear), although the additional parameters for the quadratic
boundaries resulted in some performance loss due to overfitting.
The QDC in Fig. 3.11c obtains a minimum with 7 features. The performance
improvement with the additional 3 features is not statistically significant. The
filter parameters (λc and Wd, in nm) that are associated with these features are,
where the first five are the predefined filters:
540 (10) 430 (10) 400 (50) 580 (10)
550 (40) 730 (30) 410 (10)
The ‘Rest’ class
Up to now, ROIs in the ‘Rest’ category were ignored. As said before, the ‘Rest’
consisted of a number of different subclasses that were often formed by tiny
spots closely surrounded by healthy skin, callus, or ulcer. To see how the rest
class behaves, Fig. 3.12 shows a scatter diagram of all spots in the posterior
probability space that is spanned by P (callus|y) and P (ulcer|y). Here, y rep-
resented the 7D feature vector that was tabulated in Section 3.4.4.
The posterior probabilities were calculated under the assumption of class
dependent, Gaussian likelihood functions, the base of the quadratic classifier
[86]. The quadratic decision boundaries in the feature space are mapped to
linear boundaries in the probability space.
When ‘Callus’ and ‘Ulcer’, with or without ‘Rest’, were conflated to one
class ‘Unhealthy’, the estimated performances of the subsets selected are listed
in TABLE 3.2. When ‘Rest’ included, the sensitivities dropped from ∼96% to
∼90% and AUC (Area under Receiver operating characteristic (ROC) curve)
decreased with 0 − 0.2, while the specificities all raised ∼1%. Based on the
table, all subsets selected with different criteria did similar and sufficient good
work in classification. It is still hard to make a choice among these selected
40 3 Statistical Analysis for Optical Filter Selection
6
8
1
0
0
.0
6
0
.0
8
0
.1
0
.1
2
0
.1
4
0
.1
6
0
.1
8
0
.2
0
.2
2
R
e
q
u
e
s
t fe
a
tu
re
 s
iz
e
s
Error rate
b
a
s
e
lin
e
,o
rig
in
a
l
b
a
s
e
lin
e
,
fi
lte
re
d
S
F
F
S
, L
D
C
S
F
F
S
, Q
D
C
(a)M
ahalanobis
D
istance
as
criterion
6
8
1
0
0
.0
6
0
.0
8
0
.1
0
.1
2
0
.1
4
0
.1
6
0
.1
8
0
.2
0
.2
2
R
e
q
u
e
s
t fe
a
tu
re
 s
iz
e
s
Error rate
S
F
F
S
, L
D
C
S
F
F
S
, Q
D
C
(b)LD
C
as
criterion
6
8
1
0
0
.0
6
0
.0
8
0
.1
0
.1
2
0
.1
4
0
.1
6
0
.1
8
0
.2
0
.2
2
R
e
q
u
e
s
t fe
a
tu
re
 s
iz
e
s
Error rate
S
F
F
S
, L
D
C
S
F
F
S
, Q
D
C
(c)Q
D
C
as
criterion
Figure
3.11:C
lassification
accuracy
for
SFFS
w
ith
differentcriteria,LD
C
as
classifier
(solid
lines)and
Q
D
C
as
classifier
(dashed
lines).The
feature
selection
started
from
5
predeterm
ined
filters.
3.4 Statistical Analysis for Selection of the Optical Filters 41
Table 3.2: Performance of the filters selected1
Searching
criterion
Nr. of
filters
No ‘Rest’ Class With ‘Rest’ Class
Sens2 Spec3 AUC4 Sens Spec AUC
Mahalanobis 5 95% 96% 0.98 91% 97% 0.97
LDC 3 95% 92% 0.97 93% 93% 0.97
QDC 4 97% 94% 0.96 91% 95% 0.96
QDC5 7 97% 96% 0.99 89% 98% 0.97
1 results get with 10-fold cross validation
2 Sens=Sensitivity; 3 Spec=Specificity; 5 With pre-selection;
4 AUC=Area under Receiver operating characteristic (ROC) curve;
subsets.
3.4.5 Discussion of the Optical Filters Selection
The 4 subsets of filters that are presented all operate in the wavelength range
around 550 nm. Two selections also operate in the vicinity of 400nm. These
ranges are all in the biomedical window. None of the selections operate above
750nm. There is some resemblance between the filters that are based on the
LDC and the QDC criteria, but apart from that, the different solutions do not
have much intersection. The selection of filters is not very critical as different
subsets perform equally well. In all subsets, the QDC outperforms the LDC.
This suggests that the dispersion of the measurement data is class dependent.
For class independent dispersion, the QDC degenerates into LDC. Since the
dispersion of data is caused by the skin properties, and not by measurement
noise, a class dependent dispersion makes sense.
The rest class is not included in the classifier design as yet. Fig. 3.12 shows
that the ‘Rest’ ROIs are either situated at the three clusters that correspond with
‘Healthy’, ‘Ulcer’, and ‘Callus’, or situated in-between pairs of those clusters.
The explanation is that the areas of ‘Rest’ ROIs are smaller than the measure-
ment area. As a consequence, the measured spectra represent a mixed response
from the ‘Rest’ ROIs and the surrounding areas belonging to one or several
other classes. For instance, all 6 measurements for necrosis points in the ‘Rest’
category were classified as ‘Ulcer’, as shown in FIG.3.12. On the other hand,
3 out of 5 measurements from redness were classified as ‘Healthy’, 1 measure-
ment was classified as ‘Callus’ and the other as ‘Ulcer’. The same ‘mixed area’
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Figure 3.12: The scattering of the data set in the posterior probability space and the
decision boundaries, under assumption of equal prior probabilities and equal cost of
misclassification.
effect occurs in fact also for several ROIs labelled to the other classes. This also
explains the phenomenon that the specificity rose when the ‘Rest’ class was
added, as shown in TABLE 3.2.
For a real spectral camera, the pixel size will be much smaller than 60 mm2,
the spectrometer measurement area, and the problem will not occur. However,
the classifier needs retraining then, because the rest class is not included as yet.
3.5 Stability Analysis
In the previous section, the randomness of the data set mainly stemmed from
the variations in physical properties of the skin. All other factors were ide-
alised, with transfer functions that were assumably exactly known, and with-
out possible shot noise. This section addresses the stability of the design, i.e. its
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ability to withstand small deviations of the transfer functions, and the ability
to withstand noise.
3.5.1 Monte Carlo Analysis
The stability analysis was carried out by means of a Monte Carlo analysis ap-
plied to three different configurations of filter subsets and classifiers:
1. The subset of 4 filters that were selected without any constraints using
SFFS/QDC as search strategy and with QDC as classifier (Fig. 3.9c).
2. The same subset as in 1), but with LDC as classifier.
3. The subset of 7 filters that were selected with SFFS/QDC, but with the
first 5 filters preselected in the biomedical window, and with QDC as
classifier (Fig. 3.11c).
Configuration 1) was chosen since its performance and its parsimony were the
best that could be obtained. Configuration 2) was added to see whether the
quadratic classifier was less stable than a linear classifier. Configuration 3) was
chosen to see whether a large number of filters (a less parsimonious design)
would degrade the stability.
The Monte Carlo stability analysis was done as follows. After random sam-
pling of the parameter of a configuration, the error rate of that configuration
was estimated using 10-fold cross validation. This was repeated 100 times, and
the average over these 100 estimates are shown in Fig. 3.13. The procedure is
repeated for four parameters: the center wavelengths λc, the bandwidths Wd,
the widths Wt of the transition band, and the maximum expected number of
electrons. The latter parameter determines the SNR of the system.
The manufacturers specify tolerance regions for λc’s andWd’s. For different
Wd’s and different coating approaches, the tolerances may be different. For
example, when Wd=50nm, the tolerance is ±15nm if traditional coated, and
±5nm if hard coated. When Wd=10nm the tolerance is ±2nm. When Wd=25 or
30nm the tolerance is ±3nm [87, 88].
Note that the transmission coefficient of the spectral filters, which varies
from 30% to 90% for the types of filters considered here[87, 88], need not be
included in the stability analysis. This is because it can be assumed that the
response of a given imaging system (including light source, image sensor, lens,
and the filters) is calibrated for each filter using e.g. a white reference stan-
dard, and that it remains calibrated during the measurements. However, low
transmission coefficients may influence the signal-to-noise ratio (SNR).
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SNR of the imaging system may be another important aspect that affects
the classification stability. The random count of electrons, which are generated
at the image sensor during the exposure time, defines the image output and
decides the shot noise[94]. The probability of this count obeys Poisson distri-
bution, and according to the property of which, the expectation of the count
equals its variance, E[count]=Var[count]=Φ. Then, the SNR can be expressed
as
SNR = Φ√
Φ
=
√
Φ (3.6)
which grows with the expected number of electrons. So, Φ is another parame-
ter of interest.
Each parameter was submitted to the Monte Carlo analysis by random sam-
pling according to distributions of the parameters that modelled the tolerances:
• The central wavelengths were set to obey Gaussian distribution, with the
nominal value as the mean, and a varying standard deviation σλ during
the experiment.
• The bandwidth was modelled by (1 + a)Wd in which a had a Gaussian
distribution with zero mean, and varying standard deviation σWd during
the experiment.
• The variations of the transition bands were modelled by (1−a)Wt where
the distribution of a was uniform between 0 and Tt. The parameter Tt
was the tolerance of the transition band.
• The shot noise was modelled by the parameter Φ which was the the ex-
pectation of the electron count that corresponds to the maximum output
ymax (i.e. highest spectral reflectance value).
Then all features are transformed to the expected electron count using
the factor K = Φ/ymax. According to Eq. 3.6, Gaussian noise was added
to each feature with a variance that equals Φ. Finally, the features were
back-transformed by a factor 1/K.
Fig. 3.13 shows the results of the Monte Carlo analysis. The estimated errors
all had standard deviations around 1%.
3.5.2 Discussion of Stability Analysis
When comparing the results with respect to the three configurations of filter
subsets and classifiers in Fig. 3.13, no substantial differences in behaviour can
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Figure 3.13: The influence of tolerances of filter parameters and the influence of shot
noise. The performance is given in classification error rate. ‘UNC’ and ‘CON’ present
unconstrained and constrained selection, respectively.
be observed. The linear classifier is not more stable than the quadratic classi-
fier, and using only four filters instead of seven does not contribute much to
stability either.
The shape of the filter transfer function is modelled by the bandwidth Wd
and by the width Wt of the transition band. Fig. 3.13a and 3.13b show that the
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classification performance is not sensitive to changes of these parameters. The
results suggest that such an assumption is not very critical: with extreme val-
ues of Wt the modelled transfer functions vary between a rectangular window
and a very smooth cosine window, but the performances are not affected.
Fig. 3.13c shows that shifts of the center wavelengths of the filters may
reduce the performance. If an increase of error rate of 1% is permitted (about
equal to the uncertainty of the estimated error rate), the standard deviation of
the shifts should not be more than about 4nm. This requirement is equal to the
specification of the low-cost commercial filters, so that it can be fulfilled easily
when designing the spectral imaging system.
The most critical parameter appears to be the maximum expected electron
count, Φ. The explanation is that the differences between the outputs of filters
are important for classifiers to discriminate different classes (as illustrated in
Fig. 3.10). This may drastically reduce the SNR, i.e. even a small amount of
noise has a large impact on the difference. Fig. 3.13d indicates that Φ should
be above 106 to avoid a performance decline due to quantum limitations. In
a hyperspectral camera, such a high density of electrons can be realised by a)
powerful illumination, b) large exposure time, c) large aperture of the optics, d)
large pixel size, e) detective quantum efficiency close to 100%, and f) transmis-
sion of the filters close to 100%. However, the ultimate limitation is defined by
the saturation level of the image sensor. For a high-quality industrial camera
module with 4 megapixel resolution, a typical saturation level is 4 × 104. The
figure shows that at that level the increase of error rate can be as high as 2%;
the subset of 7 filters a little higher than the one with 4 filters. If such a loss of
performance cannot be tolerated, the effective electron count can be increased
by using a sensor with large pixel size, and by summing over neighbouring
pixels or subsequent frames. The price to pay for an increased pixel SNR is
increased system costs, and reduction of spatial and temporal resolution.
3.6 Conclusion
The methodology for designing an intelligent monitoring system for the dia-
betic foot based on statistical pattern classification of spectral data has been
proposed in this paper. To avoid the possible overfitting problem arising from
high-dimensional spectral data and to design a system with a limited num-
ber of optical filters, a feature selection procedure was applied. This design
methodology can also increase the measurement and cost-efficiency of the fu-
ture system. The number of needed filters, in different subsets resulting from
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feature selection, ranged between 3 and 7. The sets were all able to automat-
ically discriminate between (pre-)signs of ulceration and healthy skin spots
with a specificity of 96% and a sensitivity of 97%. A stability analysis based
on the Monte Carlo method revealed that the most critical design factor is the
shot noise. The influence of the noise will be negligible if the saturation level
of the image sensors is above about 106 electrons. If this cannot be achieved,
temporal or spatial averaging in the image should be applied, at the cost of the
resolution.
One of the limitations of this study was the small training data set, in com-
parison to the abundant number of spectral bands. Such a set needs to be
acquired during live assessment of patients using a spectrometer, and is ex-
pensive and therefore small. However, cross-validation during selection and
evaluation helped generalising the analysis of the data set. The rest class could
not be involved in the feature selection process, as this class was a repository of
types of disorders that occur only infrequently. These spots were often so small
that they fell below the resolution of the spot spectrometer. Ir is expected that
in a real SI device with a higher resolution this problem will not occur. Also,
sensitivity and specificity were acceptable with levels around 90% with the rest
class included.
The first future step to be taken is to actually build the spectral imaging
system with the optical filters as determined in this paper as an experimen-
tal setup first. Based on results obtained with such a setup, other relevant
criteria concerning for example the ergonomics of the future system can be de-
termined. These criteria will greatly influence the future system, and need to
be investigated before issues such as hardware and costs can be extensively
discussed.
Building an experimental setup containing the spectral imaging system
with the optical filters described in this article will bring us one step closer
to our ultimate goal: an intelligent telemedicine monitoring system that can
be deployed for frequent examination of the patients feet to timely detect pre-
signs of ulceration. Various options exist for application of such a system in
daily clinical practice. For example, a system can be deployed at the home of
high-risk patients who need close monitoring to prevent hospitalisation. An-
other option may be placement of the system with the general practitioner, to
facilitate weekly or monthly screening of both high- and low-risk patients in an
automated manner. Future clinical studies are needed to investigate the most
cost-effective application of an intelligent telemedicine monitoring system for
the diabetic foot in daily clinical practice.

CHAPTER 4
A Front end for Automatic Detection of
Diabetic Foot Complications using Spectral
Images: a Statistical Approach to Pixel
Based Segmentation
4.1 Abstract
The objective of this Chapter is to develop pixel classifiers as front end for au-
tomatic detection of diabetic foot complications, taking annotations provided
by clinical experts as ground truth. An experimental setup of spectral imaging
system was built with the preselected optical bandpass filters. The procedure
for this filter selection has been described in Chapter 3. Using the acquired
spectral images from 63 patients, a dataset of pixels extracted from annotated
regions were built and implemented for statistical analysis, and classification
model development and validation.
Data from 42 patients were randomly selected as the training set. Perfor-
mance evaluation with the rest 21 patients indicated that the front end achieved
78.8% sensitivity and 87.2% specificity in differentiating skin pixels between
presence and absence of diabetic foot complications. Among the complica-
tions, 88% ‘Callus’ and 64% of ‘Ulceration’ were correctly detected. The output
of these classifiers was sufficient as the input for back-end processing, in which
higher level expert knowledge should be exploited to boost the performance to
satisfactory levels in discriminating between different foot complications.
This chapter will be published in a slightly modified version as “C.Liu, J. J.
van Netten, J. G. van Baal, S. A. Bus, and F. van der Heijden, A Front-end for Au-
tomatic Detection of Diabetic Foot Complications using Spectral Images: a Statistical
Approach to Pixel Based Segmentation, ”
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4.2 Introduction
Diabetic foot complications, including ulceration and its pre-signs (e.g. inflam-
mation, abundant callus and blisters), are major complications in patients with
Diabetes Mellitus (DM). Ulceration provides an avenue for soft tissue infec-
tion, and may cause progressive tissue necrosis. If not adequately treated, the
ulcers may lead to an increased risk of amputation and mortality [7]. Globally,
diabetic foot ulcers result in one lower extremity amputation every 30 seconds,
over 2500 limbs lost due to them per day [95]. Early risk identification, and
subsequent treatment of diabetic foot complications in a timely manner, is de-
manded in amputation prevention and diabetes care. However, early onset
detection strongly depends on frequent assessment. It is impractical and ex-
pensive to have frequent assessment by health care specialists. Examination
by patients themselves has its limitations due to various health impairments
caused by DM, such as limited joint mobility and reduced eyesight. Thus, any
innovation for automatic assessment and detection of diabetic foot complica-
tions, which is noninvasive, non interactive and easy to use, may be beneficial
for diabetic foot care. The ultimate objective of our project is to develop an in-
telligent telemedicine monitoring system for frequent foot assessment in order
to detect diabetic foot complications in due course. Such a telemedicine system
should be deployed at patients’ homes or at health centres, making sure that
patients obtain timely treatment and avoid subsequent amputation.
4.2.1 Related work
Telemedicine system using digital photography
Telemedicine systems based on digital photography have been built and tested
for frequent foot risk assessment [19, 32]. However, some diabetic foot compli-
cations are difficult to assess using digital photography [32]. Furthermore, such
systems are not yet capable of automatic assessment of diabetic foot complica-
tions and inhibits their use as an intelligent telemedicine system. This limits
their application and implementation.
Skin Optics and Spectral Imaging
The skin spectral properties are characterised by absorption and strong light
scattering of incident light [46]. The absorption spectra of the main skin ab-
sorbers, Haemoglobin (HbO2), deoxygen-Haemoglobin (Hb) and melanin, are
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shown in Fig. 4.1. Different skin and sub-surface tissues have distinct or
unique reflectance patterns. Small changes in skin surface and/or the sub-
surface tissue may result in obvious changes in skin spectral reflectance [46].
This motivated researchers to investigate the technologies for the skin spectral
reflectance measurement to detect diabetic foot complications timely.
Spectral imaging (SI), a hybrid modality for optical diagnosis, has gained
increasing attention in the investigation of spectral properties of foot skin from
patients with DM. It measures the spectral data of the entire target area. The
measurements are rendered into image form, providing a non-contact and non-
invasive diagnosis tool to monitor diabetic neuropathy [55], to assess the risk
for ulceration formation [59], and to predict ulcer healing [56, 57]. Most of
the pioneer studies followed the ‘analytical approach’ [96], which seeks to de-
construct the reflectance spectra into biologically and physically meaningful
factors, such as a map of tissue oxygenation. These factors form a basis for
diagnosis.
Filter Selection for Spectral Imaging on Diabetic Foot
Rather than finding out the biophysical causes behind the spectra exhibited by
certain skin status, spectral data was examined to elucidate statistical metrics
that correlate with different skin status in our previous study [40]. This was
achieved with the help of statistical pattern classification techniques.
In this prior study, we exploited the statistical properties of the spectral data
measured with a spectrometer to discriminate different skin spots (healthy or
with diabetic foot complications) in patients with or at high-risk of diabetic foot
complications [40]. Based on the statistical analysis, 7 spectral bands (filters)
were selected for developing an SI system. The set of filters were able to detect
the diabetic foot complications with 97% sensitivity and 96% specificity [40].
This firmly reduces the dimensionality of the SI data, and may increase the
measurement and cost efficiency of the future SI system.
4.2.2 Aim of this Study
An experimental setup with a spectral imaging system was developed for pa-
tients’ data collection, employing the preselected 7 optical bandpass filters. Sta-
tistical analysis on pixels from the acquired spectral images will be conducted,
taking annotation provided by clinical experts as the ground truth. The objec-
tive of this study is to train and evaluate pixel classifiers for automatic detec-
tion of presence of the diabetic foot complications.
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At current stage, with limited number of patients and limited number of
different diabetic foot complications available, this study was orientated as a
study for proof of concept to distinguish between the skin with and without
any diabetic foot complications, while leaving the study for differentiating the
different diabetic foot complications to the future. These trained pixel classi-
fiers in the current study can be used as the front-end processing of an auto-
mated system for detecting diabetic foot complications.
4.2.3 Chapter Outline
In Section 4.3, the SI system built for patient data collection, the measurement
procedure and the patient recruitment are described. In Section 4.4, the image
system geometrical calibration, data spectral calibration for reflectance map,
the image preprocessing, and the statistical analysis are presented. Results and
discussion follow in Section 4.5. Finally, conclusions are drawn in Section 4.6.
Figure 4.1: The absorption spectra for the main skin absorbers, HbO2, Hb and Melanin
[39]. The rectangles in the plot corresponds to the distributions of the filters in two filter
sets of our experimental setup. The red rectangle in the primary set are the optical filters
selected [40]. The two blue supplement filters in the primary set, and the green ones in
the secondary filter set were selected by visual inspection of the absorption spectra of
HbO2 and Hb. Selection of the spectral bands were done when there is large difference
or small difference between these two spectra.
4.3 Materials and Image Acquisition 53
4.3 Materials and Image Acquisition
An experimental setup, consisting of an array of nine cameras, eight illumina-
tion sources and two optical filter arrays (primary set and secondary set, each
of which containing nine filters), has been developed for measurements on pa-
tients as shown in Fig. 4.2. Eight wide-band Quartz-Tungsten Halogen (QTH)
lamps (Orsam GmbH, Munich, Germany, 400 ∼ 1000 nm) were mounted with
equal distance to each other at the boarders of a square (Fig. 4.2a) at a distance
of 465 mm from the target plane, which provided quasi-diffuse illumination
with sufficient intensity at all wavelengths.
To eliminate the image acquisition time and avoid mechanical vibration in-
volved when using filter wheel, we employed a camera array structure, ar-
ranged in a 3× 3 matrix (Fig. 4.2b) consisting of 9 monochrome cameras (GigE
Flea 3, Point Grey, Ludwigsburg, Germany) that can perform image acquisition
almost simultaneously. The cameras were all fitted with Schneider Kreuznach
Xenoplan 1.4/17 lenses (Bad Kreuznach, Germany), at a distance of 1240 mm
from the target plane. The diaphragm of the lenses were set to F4.0 and fixed.
Each camera covered a field of view 490× 370 mm2, with 1600× 1200 pixels (1
pixel ≈ 0.3× 0.3 mm2). A movable filter plate with two sets of filters (Edmund
Optics, York, UK and Comar Optics, Cambridgeshire, UK), arranged as two
3 × 3 array of filters, was mounted in front of the camera plate. The distribu-
tion of the spectral coverage of the filters is illustrated in Fig. 4.1. In addition to
the 7 pre-selected filters, another 11 bandpass filters were also selected and in-
tegrated in the imaging system: 2 supplementary filters in the primary set and
9 filters as secondary set. The additional filters were selected based on visual
inspection of the absorption spectra of the HbO2 and Hb. This was done for
a safe side in case the performance in detection of diabetic foot complications
changed because illumination and detector in the imaging system were dif-
ferent from what was used in the spectrometer system for filter selection [40],
which also gave us a second chance for filter selection for the final system.
Patients were recruited from the multidisciplinary diabetic foot clinic of
Hospital Group Twente, Almelo, the Netherlands. The patients included in
this study were all diagnosed with DM and showed diabetic foot complica-
tions, e.g. callus, blisters, redness, ulceration, or had a history of ulceration.
From late January, 2014 to late May, 63 patients were recruited and measured,
52 males and 11 females. The average age was 65 years (SD = 9.3). Among
them, there were 5 patients with Type I DM and 58 paints with Type II DM.
The measurements started after patients had rested with barefoot for
around 5-10 minutes on the treatment bench. The patients were helped to place
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their foot on the foot supporters of the experimental setup (Fig. 4.2d). A hos-
pital cloth was placed over the legs of the patients for hygiene reason. One
piece of black cloth was draped over the shield of the setup to block external
light entering the setup and to provide a homogeneous background. The im-
age acquisition for each set of the filters was finished within 1 second. The total
measurement time per patient for SI images acquisition with switching sets of
filters is around 10 seconds.
For each patient, a live clinical assessment was performed by a wound
care specialist, indicating all diabetic foot complications on the plantar sur-
face of both feet on a paper form (as Fig. A.2). The assessment scores include
‘Healthy’ (absence of any foot complications), ‘Ulceration’ (the presence of ul-
ceration), ‘Callus’ (an abundant callus formation requiring referral and treat-
ment), ‘Redness’, ‘Blister’, ‘Fissure’ or ’Rest’ (less frequent diabetic foot com-
plications, such as necrosis). This live assessment was used as a reference for
the validation of the pixel classification.
An example of the spectral image cube is given in Fig. 4.3.
80
07
30
65
05
80
55
05
40
43
04
10
40
0
Spectral (nm
)
Spatial
Figure 4.3: The spectral image cube with primary filters set and reflectance spectrum
for three points selected. Indicated from the live assessment done by clinician experts,
the score for the three points should be ‘Ulcer’ (Red Circle), ’ Callus’ (blue square) and
’Healthy’ (black diamond) .
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4.4 Spectral Image Processing and the Design of the
Pixel Classifier
The acquired spectral images were processed following the schematic func-
tional diagram shown in Fig. 4.4. Before the imaging system was put into
use for patients’ data collection, the system had been calibrated with a planar
chessboard target to register all cameras geometrically (Section 4.4.1). After
converting the imaging measurement to spectral reflectance images (Section
4.4.2), the projective transformation parameters derived from the system ge-
ometrical calibration were utilised for aligning all the 18 images per patient.
Each of the calibrated spectral image was normalised within the segmented
foot area (Section 4.4.3) to eliminate the variation in the data set coming from
the diversity among patients.
Based on the live assessment form filled by the wound care specialist be-
fore the imaging started, our clinical researcher carefully annotated every re-
gion of interest (ROI) on the aligned images (Section 4.4.5). These annotations
could help to extract the pixel values within each ROI. Each pixel was then
assigned with a predefined assessment score (class label). From all patients,
the extracted pixel values with their labels were then merged as one dataset.
Besides the spectral data, the vertical distance from each pixel on the plan-
tar surface to the heel was extracted as an extra feature (Section 4.4.4). As such,
each pixel acted as one object with 19 features in the dataset. Using this dataset,
pixel classifiers were trained and evaluated for detection of foot complications
(Section 4.4.6). Following the quantitative evaluation of the performance of
the classifier, a preliminary evaluation in distinguishing different diabetic foot
complications finalised the proposed front-end pixel classifier design (Section
4.4.7) to obtain an insight how the classifiers functioned in differentiating dif-
ferent foot complications.
4.4.1 Spectral Imaging System Geometrical Calibration
For the imaging system calibration, a target with chessboard pattern (each
square with dimension 30× 30 mm2) was imaged with all cameras fitted with
all filters covering foot region in the field of view.
The image registration was conducted with Scale Invariant Feature Trans-
formation (SIFT) [97–99] for local feature detection and initial matching, com-
bined with Random Sample Consensus (RANSAC) algorithm [100, 101] to
eliminate the remaining mismatch points for robust estimation of the trans-
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formation matrix.
SIFT is a popular technology in image stitching, matching, registration and
3D object recognition due to its ability to extract local features on images in-
variant of scale, orientation, illumination, image noise and small changes in
viewpoints [97–100]. To extract these features, SIFT can be generally divided
into 4 stages [99]:
Scale-space extrema detection
The first stage of computation searches over all scales and image locations
to detect candidate keypoints. It is implemented efficiently by using a set
of difference-of-Gaussian images covering a range of scales using a Gaussian
pyramid to identify potential interest points that are invariant to scale and ori-
entation by detecting the local minima and maxima though scale space.
Keypoint localisation
At this stage, the location and scale is determined for each candidate keypoint.
Points with low contrast (sensitive to noise) and points that are localised at
edges are deleted for their low stability.
Orientation assignment
At the third stage, each keypoint is assigned with an orientation based on local
image gradient directions. This allows for the representation of each keypoint
relative to this orientation, achieving invariance to image rotation.
Keypoint descriptor
The last stage of SIFT is to generate an array of SIFT descriptors, using the lo-
cal neighbourhood around each keypoint. The location, scale, and orientation
of each keypoint assigned with the previous steps are transformed are made
identifiable by means of a descriptor vector that has tolerance to local shape
distortion, changes in illumination or viewpoints.
With these descriptor vectors, initial keypoints from the reference image and
keypoints from the target image were matched based on the Euclidean dis-
tance of these descriptor vectors. In our application for calibration of the spec-
tral imaging system, we simply implemented the demo code for detecting and
matching SIFT features provided in [102] on a Matlab 2013b platform. The
nature of SIFT makes it a potential tool for (hyper-/multi-) spectral images
registration. However, the problem of mismatching became more serious, for
the number of incorrect matches increased when two images at two different
wavelengths were matched, for example the matching between images at in-
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frared and Ultra Violet. This arose because imaging at different wavelengths
gave significant differences in the acquired spectral images [103, 104].
To deal with the remaining mismatching pairs of keypoints coming from
the imprecision of SIFT, the RANSAC algorithm was implemented to make a
more robust estimation of the transformation matrix. The RANSAC algorithm
provides a general technique for calculating the model parameters (in our case,
projective transformation parameters) mainly based on random voting princi-
ple in the presence of outliers in a reacted trial-and-error procedure. It can be
summarised as follows:
• Inputs: The keypoints and their descriptors from both the reference and target images
using the SIFT algorithm
• Output: The estimated projective transformation.
• The RANSAC algorithm:
1. Chose the transformation model to be estimated. In our case, the desired model was
a projective transformation, i.e. homography.
2. Randomly select a minimum number of keypoints pairs ( pt from the target image
and pr from the reference image) needed to estimate the transformation matrix A (
A should be a 3× 3 matrix in homogenous coordinates: pr = Apt);
3. Apply the transformation A to the rest of the keypoints and count the inliers.
4. Calculate the symmetric transfer Error based on Euclidean distance (D(x,x′)) for
each pair E = D(pr,Apt)2 + D(pt,A−1pr)2, if E is smaller than a predefined
threshold , these points are inliners.
5. If the number of inliers exceeds the threshold, a fit is found and stop; Otherwise,
repeat the computation steps 2-5.
P01 P02 P03 S01 S02 S03
P04 P05 P06 S04 S05 S06
P07 P08 P09 S07 S08 S09
Figure 4.5: The arrangement of the filter plate and image registration order. ‘P’ repre-
sents the primary filter set and ‘S’ for the secondary filter set.
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P05 P08
Figure 4.6: Example of images of the chessboard patterned reference target and key
points pairs found with the SIFT and RANSAC algorithm. ‘P’ represents primary set of
filters. The indexing of the filters in the array can be found in Fig. 4.5.
In our implementation for estimation of the projective transformation, at
least 4 matched pairs keypoints were needed to specify the homography. The
filter array arrangement can be found as shown in Fig. 4.5. For either the pri-
mary filter set or the secondary filter set, we always take the images taken with
the centre camera as the reference images and try to transform the other images
to match with the centre ones. To eliminate the influence from the mechanical
arrangement and slight changes in camera sensor response with different fil-
ters, we also registered the center image acquired when cameras were fitted
with the secondary filter set (i.e. image taken with ‘S05’ in Fig. 4.5) to the cen-
ter image taken when cameras were fitted with the primary filter set (i.e. image
taken with ‘P05’ in Fig. 4.5). As such, all the images were registered with the
image taken with the centre camera fitted with the filter ‘P05’. One example of
the image registration is illustrated in Fig. 4.6.
4.4.2 Spectral Reflectance Image Calibration
The reconstruction of the spectral reflectance images from measured raw Digi-
tal Numbers (DNs) or the photon count started from studying the camera sen-
sor. Given an object with surface reflectance R(λ, x, y), the measured DNs for
this object, Zj(x, y) from the camera fitted with optical filter j (j = 1, · · · , 18),
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550 40/2 (nm)± 410 10/2 (nm)± 730 30/2 (nm)± 580 10/2 (nm)±
Figure 4.7: The acquired white reference with different cameras and optical filters. The
central wavelengths ± bandwidths/2 have been labeled.
whose Central Wavelength, CW= λj of which the bandwidth is BW= wj , can
be written as [105]:
Zj(x, y) = βjKj
[∫
λ
L(λ, x, y)τj(λ)R(λ, x, y)tj dλ+ dc(x, y)tj
]
(4.1)
where βj is the quantum efficiency and Kj is the constant gain coefficient for
the camera fitted with optical filter j, respectively. L(λ, x, y) represents the
at-sensor light irradiance, which was influenced by the uneven illumination,
the geometrical effects of the lens (diaphragm, vignetting) and the geometrical
mapping of the optical filters. τj(λ) denotes the optical transmission (including
the filter transmission and the lens transmission), dc(x, y) , the dark current and
tj is the integration time.
Replacing the object surface reflectance R(λ, x, y) with the reflectance of
a white target (Rw(λ) ≈ C, C is a constant), the measured white field DNs
Wj(λ, x, y) from the camera fitted with optical filter j can be presented follow-
ing Eq. 4.1. Examples of measured white references can be found in Fig. 4.7.
The measured dark frame, taken when there was no light entering the camera
sensor, can be represented as :
Dj(x, y) = βjKjdc(x, y)tj (4.2)
Assuming the camera sensor model is linear, combining Zj(x, y), Wj(x, y),
andDj(x, y), the reflectance of the object surface under calibration in the image
of interest can be obtained as:
Rj(x, y) = C
Zj(x, y)−Dj(x, y)
Wj(x, y)−Dj(x, y) (4.3)
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where Rj(x, y) is known up to a proportional constant since the reflectance of
the white target, C, was unknown. The geometry of the white reference differs
from the foot plantar surface, so this calibration would not be perfect.
Slight changes in the illumination provided by the QTH lamps can be ex-
pected due to ambient temperature, frequency of switching on/off, and espe-
cially the time delay between switching lamps on and actual image acquisition.
In addition, the camera global gain may change over time. In order to correct
the raw DNs for variations in overall the light intensity, the camera gain, and
the filter transmission, two reference targets (plastic photographic grey card,
18% reflectance in visible range, Fotowand GmbH, Sudwalde, Germany) were
placed around the foot area but inside all cameras’ fields of view. The grey
cards were assumed to provide stable spectral reflectivity. The reflectance was
measured with our spectrometer setup [40], as r(λ). The calibrated reflectance
(RC) can be adjusted as:
RCj (x, y) =
r(λj)
R¯refj
Rj(x, y) with (4.4a)
R¯refj =
C
N
N∑
n=1
Zj(xn, yn)−Dj(xn, yn)
Wj(xn, yn)−Dj(xn, yn) (4.4b)
where (xn, yn) is the coordinates of the pixels of the references and N is the
number of these pixels.
4.4.3 Foot Segmentation and Image Normalisation
The Otsu’s method is a histogram based global automatic thresholding method
and is popular in image segmentation for it is simple and effective [106]. This
also motivated our choice. The method was based on a simple idea that estab-
lishing an optimum threshold to minimise the weighted sum (σ2W ) of within-
class variances of the foreground (in our case, pixels on the surface of plantar
foot) and background. Simultaneously, the between class variance, σ2B , is max-
imised.
The global optimal threshold can be estimated as:
Topt = argmax
T
{
σ2B
σ2W
}
= argmax
T
{
ωf (T )ωb(T )[mf (T )−mb(T )]2
ωf (T )σ2f (T ) + ωb(T )σ2b (T )
}
(4.5)
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where mb and mf represent the mean values of the background and fore-
ground as a function of the thresholding level T , respectively; σb and σf de-
note the within class variance of background and foreground as function of T .
ωf (T ) and ωb(T ) represent the cumulative probabilities of the two clusters.
Not images taken at all spectral bands were suitable for performing the
Otsu’ s thresholding method to obtain the foot segmentation, because skin
has different absorption of light at different wavelengths, filters have different
transmission and cameras have different response, as such different intensities
resulted. Empirically, the image taken with the optical filter, 730nm± 30/2 nm,
was found suitable for the foot segmentation, due to the high contrast between
the foot region and the background in the acquired image. An example of the
foot segmentation was given in Fig. 4.8.
(a) (b)
Figure 4.8: Image of patient foot taken with filters centered at 730nm (a) with the seg-
mentation results (b). The green mask represents the segmented foot area.
To eliminate the within-class variation coming from the diversity among
patients prior to the stage of designing classifiers, an image normalisation was
necessary. For each pixel within the segmented foot region on every calibrated
image per patient, the pixel values were normalised by assuming that the in-
tensities in the foot area followed a normal distribution. The idea is simple to
make the mean and the standard deviation to zero and one, respectively. The
calculation was done according to:
Ij(x, y) =
RCj (x, y)− µj
σj
(4.6)
where µj represents the mean intensity of all the pixels within foot region on
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image RCj , while σj is the standard deviation of the intensities.
4.4.4 Extraction of the Distance Map to Heel
Besides the measured spectral data, the location of specific diabetic foot com-
plications is also important. For example, the skin that is thick on the heel due
to pressure but that is not clinically classified as abundant callus, should be
avoided to be classified as ‘Callus’ with our pixel classifiers. To issue this, we
derive the distance map as an extra feature for each pixel on the foot plantar,
as shown in Fig. 4.9.
To find the ‘heel’ point, the foot contour was rotated around the centroid
point such that the midline stands vertical. The midline of the lower half of the
foot was determined based on two steps: first, the midpoint of each horizontal
segment that intersects the foot contours was taken; next, the least square linear
fit was performed on these midpoints, and returned with the midline. When
the foot contour stander vertically, the lowest point on the contour is defined
as the heel point (hx′ , hy′ ). The vertical distance of the each pixel (x′, y′) on the
plantar surface to the heel can be easily extracted and normalised regarding
the foot length, as:
Df (x′, y′) =
hy′ − y′
Lf
× 100;
[x′, y′]T = T[x, y]T
(4.7)
where T is the transformation matrix for the foot contour rotation and Lf rep-
resents the longitudinal length of foot (along the y′ axis) when the foot contour
was rotated to stand vertically.
4.4.5 Annotation and Dataset Construction
Based on the live assessment form completed before imaging by the wound
care consultant, our clinical researcher annotated the foot regions on the regis-
tered spectral images presented in pseudo RGB color. The three color channels
in the pseudo RGB correspond to images taken with filter centred at 650nm(R),
550nm (G) and 430nm (B), respectively. Examples of the annotations can be
found in Fig. 4.10.
The ROIs were annotated in a way to make sure that the risk of ‘mixing ef-
fect’ was minimised, i.e. mixing different diabetic foot complications as one an-
notation, or mixing absence and presence of foot complications in one selected
region. As the ulcers were usually surrounded by dead tissues and abundant
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(a) (b) (d)(c)
Left Foot Right Foot
Figure 4.9: Distance map extraction for pixels with segmented foot plantar. (a) and
(c) The medlines of the lower halves of the foot regions were used to align the foot
vertically. (b) and (d) The extracted distance map for left and right foot, with a common
colorbar indicates the normalised distance. The star indicates the centroid point of the
foot contour. The blue solid line represents the midline of the foot.
callus, the selected region labeled with ‘Ulceration’ were generally smaller than
the others to avoid such ‘mixing’. Some less frequent diabetic foot complica-
tions, such as ‘Blister’, ‘Fissure’ , ‘Redness’, and ‘Rest’ were difficult to annotate
in images presented with the (pseudo) RGB colors [32] and the area of the foot
skin with such diabetic foot complications were quite small (≈ 2× 2 mm2). As
a result, the annotated regions for these less frequent diabetic foot complica-
tions were as small as 11 pixels. On the other hand, skin with no diabetic foot
complications was easily annotated with certainty. As such, regions annotated
with ‘Healthy’ were much larger than the other regions.
Due to the illumination distribution changes on the field of view, the cast
shadows formation resulting from the curved foot plantar surface, and the skin
folds from the foot poses, the within-class variation of ‘Healthy’ skin in the
acquired images was very large. To issue this problem, we added three sub
categories (classes) to the category (class) without complications, which were
• ‘Healthy Shadow’: skin with no diabetic foot complications but with
presence of cast shadows. The ‘Healthy Shadow’ regions usually were
found at the root of the toes.
• ‘Healthy Border’: skin with no diabetic foot complications located at the
border of foot. Due to the illumination changes, the pixels at the border of
the foot always have lower intensities than the other pixels on the plantar
foot.
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• ‘Healthy Wrinkle’: skin with no diabetic foot complications but with skin
folds.
As such, the total data were clustered into 10 classes, ‘Healthy’ and its three
subclasses mentioned above, ‘Ulceration’, ’ Callus’ , ‘Blister’, ‘Fissure’ , ‘Red-
ness’ and ‘Rest’. Each pixel within the annotated region was treated as one
object in the dataset, with 19 features (the spectral image taken with 18 optical
filters and the extracted distance map to the heel).
Worth to mention that the distance extracted for ‘Healthy’ category were
adjusted to make it follow a uniform distribution within [0, 100]. This was done
because the ‘Healthy’ can locate at any position on distance map of the plantar
foot and we do not want to affect the statistical properties of ‘Healthy’ distance
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(b) Annotation on Patient 02
Figure 4.10: Annotation with assessment on pseudo RGB color images of diabetic foot.
The three color channels in the pseudo RGB color correspond to images taken with fil-
ters centred at 650nm (R), 550nm (G) and 430nm (B), respectively. The assessment in fig-
ures above are presented in a shortened form for illustration purpose: ‘H’ for ‘Healthy’,
‘HS’ for ‘Healthy Shadow’, ‘HB’ for ‘Healthy Border’, ‘HW’ for ‘Healthy Wrinkle’, ‘U’
for ‘Ulceration’ and ‘C’ for ‘Callus’. The arrows show a zoom-in for the region with foot
complications.
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map with the subjective selection.
Dataset Construction and Summary
To summarise, 480 regions of interest (ROIs) were annotated from 63 patients
with 129 ‘Healthy’, 131 ‘Healthy Border’, 69 ‘Healthy Shadow’, 40 ‘Healthy
Wrinkle’, 62 ‘Callus’, 29 ‘Ulceration’, 11 ‘Rest’, 6 ‘Fissure’, 2 ‘Redness’ and 1
‘Blister’.
The data from 63 patients were randomly sampled into 2 groups, training
set (data from 42 patients) and testing set (data from 21 patients). The summary
of the dataset for training and testing can be found in Table 4.1.
4.4.6 The Design of Pixel Classifiers
The design of a classifier involves two aspects [86]: a) selection of the model of
classifier, and b) training the parameters of classifiers via validation.
The optical filters mounted in our experimental setup were chosen through
filter selection with Quadratic Discriminant Classifier (QDC) on spectral data
of skin spots from diabetic foot acquired with a spectrometer in our previous
study [40]. We also concluded that the performance of QDC always outper-
formed Linear Discriminant Classifier (LDC) [40]. To be consistent, QDC was
chosen as the classifier to be trained and evaluated in this study. The more
complex classifiers, such as support vector machine or Parzen, were out of
consideration, taking the size and the complexity of the dataset into account.
Besides, the long time consuming and computation occupancy for the classifier
training and evaluation will also hinder the selection of these complex classi-
fiers for a future real-time telemedicine system.
Front-end Pixel Classifier Performance Evaluation
As a front-end design, we intended to investigate the ability of our pixel
classifiers to distinguish a pixel with or without diabetic foot complications.
So, when checking into the classification results, all the ‘Healthy’ classes are
merged as one ‘No-Complications’ and all the other classes (presence with dif-
ferent foot complications) as one ‘Complications’ class. This formed a binary
classification problem for the evaluation of the classifier performance.
The classification results can be presented in a confusion matrix, which re-
ports the counts of the correct and incorrect detection from every class (Tab.
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4.2) [107]. The counts are referred to as the numbers of true positive, true neg-
ative, false positive and false negative. The confusion matrix allows a more
detailed analysis of the performance of the classification rather than a propor-
tional representation.
Based on the confusion matrix, some useful statistical measures for classi-
fier performance evaluation, can be derived [107]:
• Sensitivity, which is also referred to as true positive rate, represents, in
our case, the ratio of the pixels with ‘Complications’ that are correctly
identified. Sensitivity indicates the ability of the trained classifier of de-
tecting ‘Complications’.
• Specificity represents, in our case, the ratio of the pixels with ‘No-
Complications’ that are correctly identified. This indicates the ability of
the trained classifier of detecting ‘No-Complications’.
• Positive Predictive Value (PPV): the ratio of the pixels that are identified
as ‘Complications’ that are really ‘Complications’.
• Negative Predictive Value (NPV): the ratio of the pixels that are identified
as ‘No-Complications’ that are really ‘No-Complications’.
• Accuracy: the ratio of the pixels that are identified correctly over the en-
tire dataset for testing.
Among the five measures, sensitivity and specificity are intrinsic of the classi-
fiers, which will not be influenced by the class prevalence. On the other hands,
the other three measures, namely PPV, NPV and Accuracy, depend on not only
the intrinsic of the classifiers but also the class prevalence [107]. It can be mis-
leading to apply PPV, NPV or Accuracy in low-disease-prevalence experiment,
as our case. As such, the sensitivity and specificity will be used as the measures
of the performance of the trained classifiers in this study.
Besides, Receiver Operating Characteristic (ROC) Curve is a long used tech-
nique for visualisation and selection of classifiers based on their performance.
The ROC curve displays a trade-off between the true positive rates (sensitivi-
ties, as the y-axis) and the false positive rates (1−specificity, as the x-axis) over
a series of cutoff points of the test values [108]. It is helpful for determining
the optimal cutoff point of the test values for the least misclassification of the
two classes. Since ROC curve is based on the sensitivity and specificity, it is
also independent of the class prevalence. Area under the ROC curve (AUC)
summarises the entire location of the ROC curve, which provides a simple but
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effective way to combine the sensitivity and specificity as a measure of the clas-
sifier performance [109].
Table 4.2: The definition of statistical measures based on the confusion matrix [107]
Estimated Labels
‘No-Complications’ ‘Complications’
True
Lables
‘No-Complications’ True Negative (TN) False Positive (FP)
Specificity =∑
TN∑
TN+
∑
FP
‘Complications’ False Negative (FN) True Positive (TP)
Sensitivity =∑
TP∑
TP+
∑
FN
Negative Predictive =∑
TN∑
TN+
∑
FN
Positive Predictive =∑
TP∑
TP+
∑
FP
Accuracy =∑
TP+
∑
TN∑
TP+
∑
FP+
∑
TN+
∑
FN
Experiments for Pixel Classifier Designing
The achieved dataset were grouped in its feature space according to four
schemes:
• Data Scheme 1: Data acquired with the 7 filters selected in our previous
study plus the distance map (8 features extracted);
• Data Scheme 2: Data acquired with the 9 filters in the primary set plus
the distance map (10 features extracted);
• Data Scheme 3: Data acquired with the 9 filters in the secondary set plus
the distance map (10 features extracted);
• Data Scheme 4: Data acquired with all the 18 filters in both filters sets
plus the distance map (19 features);
The incidence of the ‘Healthy’ and its subclasses are far more frequent than
that of the other classes. 98% of objects in the training set belong to ‘No-
Complications’ and 95% in the testing set. Using the classes frequencies as
the prior probabilities, the classifiers may tune themselves to obtain higher ac-
curacy. This may cause the true negative rate to be high while the true positive
rate to be quite low or even 100% wrongly classified. It means that a very high
specificity but pretty low sensitivity will be returned, i.e. almost all the dia-
betic foot complications will be missed. A set of priors for the 10 classes in the
dataset was necessary for the pixel classifier design.
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The pre-set priors were changed by varying the total probability of the ‘No-
Complications’ category ( ‘Healthy’ with its subclasses), Ph (Ph ∈ [0, 1]), where
the prior of ‘Healthy’ class accounted for 0.4Ph and each of the three subclasses
took 0.2Ph. 10% was divided equally for the four classes with the less frequent
diabetic foot complications, i.e. 2.5% for ‘Fissure’, ’Rest’, ’Redness’ and ’Blis-
ter’, respectively. The priors remained unchange for this four classes in our
experiment. The rest were taken by ‘Ulceration’ and ‘Callus’. The percentage
of these two were set to be equal as 0.5(1 − Ph − 0.1). The values for Ph were
the cutoff points for displaying our ROC curves.
Generally, three stages were involved for the design of the pixel classifiers,
with all the four data schemes, which are:
a) Evaluating QDCs with the training set by 10-fold cross validation to find
the proper priors (Fig. 4.12a). 10-fold cross validation while changing the
pre-set priors were performed with the training set, and ROC curves were
displayed in Fig. 4.12a for all the four data schemes.
b) Use the testing set to evaluate QDCs trained with training set while chang-
ing the pre-set priors. The ROC curves were shown in Fig. 4.13a.
c) Determine an optimal cut-off point of P oh based on the ROC curves accord-
ing to Eq. 4.8 [110], thereby a set of priors for all the classes. With this set of
priors, train a QDC with the training set. The testing set were used for the
evaluation. Confusion matrix of the classification results were displayed in
Tab. 4.4.
P oh = argmin
Ph
d(Ph)
= argmin
Ph
√
[1− sensitivity(Ph)]2 + [1− specificity(Ph)]2
(4.8)
where sensitivity(Ph) and specificity(Ph) are the functions of the test values
of Ph. d(Ph) represents the distance between every cutoff point on the ROC
curves to the left corner of the ROC plot, where has 100% sensitivity and
100% specificity.
4.4.7 Case Studies for Signifying Differences among Diabetic
Foot Complications
The above experiments provide quantitative measures for the evaluation of the
front-end pixel classifier design to differentiate pixels with and without any
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diabetic foot complications. Case studies for distinguishing different diabetic
foot complications as also conducted, including:
• Evaluation of the performance of the trained QDC classifier in diagnostic
foot segmentation per patient in the testing set. Examples of the segmen-
tation results were illustrated in Fig. 4.15.
• Evaluation of the performance of the trained QDC classifier in distin-
guishing different diabetic foot complications with testing set. The clas-
sification results can be found in the confusion matrix (Tab. 4.4). In addi-
tion, taking Ph as the test variable, ROC curves for each of the six diabetic
foot complications versus the ‘No-Complications’ classes were derived,
as shown in Fig. 4.16.
As our final objective of developing the telemedicine system is still to de-
tect different diabetic foot complications, such case studies may help to obtain
an insight how the classifiers functioned in differentiating different foot com-
plications and may give some suggestions for the future development of the
back-end classification using the spectral images.
4.5 Results and Discussion
4.5.1 Spectral Imaging System Geometrical Calibration
For the imaging system geometrical calibration, a simple projective transfor-
mation estimated using SIFT with RANSAC algorithm was applied. The algo-
rithm automatically detected the corners of the chessboards as the keypoints,
which was used as fiducials for image registration. An example of the regis-
tration results with the chessboard pattern is illustrated in Fig. 4.11. By simply
stacking each three of the registered images as the three colour channels in an
RGB image, the quality of the registration could be visually examined. The
fiducial registration error was about one pixel (≈ 0.3mm).
When applying the registration onto images of patients, the misalignment
error, i.e. the target registration error, was larger, especially on the toe regions,
which could be 5-10 pixels (1.5-3 mm). This misalignment was probably caused
by the deviation between the plane of the plantar foot and the plane where the
registration was done. As a curved surface, the patient’s foot soles were not
exactly in the same plane as the one on which the projective transformation
was based on. Since we intended to acquire images without any additional
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Figure 4.11: Example of an RGB image in which the 3 colour channels are formed by 3
registered image from cameras. On the right side, a zoomed version is given.
pressure on the feet, no sidelong support bars were mounted to force the feet in
a standard position and orientation during measurement. This might give the
patient some freedom in positioning their feet in the experimental setup. Such
drift in the feet position and orientation can also cause deviations in planes.
Besides, nonlinear distortion can be another reason of this misalignment.
Currently, as a study for proof of concept, this misalignment was treated to
be tolerable.
4.5.2 The Design of the Pixel Classifiers
To train the parameters of QDC, which was the classifier model of choice, three
stages were conducted with four data schemes of dataset in feature space. The
ROC curves (Fig. 4.12a), AUC (Tab. 4.3), sensitivity and specificity were de-
rived from the classification results as the performance measures a) to compare
the performances of the four schemes of the dataset in feature space; b) to find
the optimal cut-off point with the least misclassification; c) to evaluate the per-
formance of the designed front-end pixel classifier.
As we expected, training QDC with the incidence frequencies of the classes
(without preset priors), the false positive rate (1-specificity), was as low as
1.7% ∼ 2.1%, which meant almost all the healthy pixels were correctly clas-
sified. While the sensitivity was around 50% ∼ 75% (data with different fea-
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ture spaces returned different results), which indicated half of the pixels with
different foot complications were missed.
Choice of the Scheme of Dataset in Feature Space
Because the experimental setup was built with the optical filters preselected
using the skin spectral data measured with a spectrometer, we expected the
performance of the spectral images acquired with the set of 7 preselected fil-
ters (Data Scheme 1) to be better than the other data schemes (Data Schemes
2-4). However, the ROC curves, obtained with 10-fold cross validation with the
training set (Fig. 4.12a), showed that the dataset with all the 19 features (Data
Scheme 4) returned the best performance (AUC=0.98), while Data Scheme 1
gave us the worst (AUC=0.95). We gradually added extra filters from the sec-
ondary set to the filter selection to see how the addition of extra filters build
up the improvement from the original 7 filters up to full monty. Three of addi-
tional sets presented results with improvement. These are:
• Extra set 1 contains the images taken with filters at centre wavelengths
480nm (10nm), 880nm (10nm) and 950nm (25nm).
• Extra set 2 contains the images taken with filters with centre wavelengths
560nm (10nm), 880nm (10nm) and 950nm (25nm).
• Extra set 3 contains the images taken with filters with centre wavelengths
480nm (10nm), 560nm (10nm), 880nm (10nm) and 950nm (25nm).
The resulting ROC curves are shown in Fig. 4.12b. When comparing these
results, the most important observation was: Data Scheme 1 plus extra set 1
(totally 11 features) or extra set 3 (totally 12 features) almost performed as well
as the Data Data Scheme 4, although Data Scheme 1 plus extra set 2 could also
improve the performance. We concluded that the filters in extra set 1 should
contribute the most in the performance improvement.
Looking at the absorption spectrum and the spectral distribution of the op-
tical filters shown in Fig. 4.1, the absorption spectra of Hb and HbO2 present
with a valley at 480 nm, and even lower absorption for the near-infrared (NIR)
region. Such low absorption indicates that less incident light is absorbed by
the skin; and the scattering within the skin tissue dominates the reflected light
back form the skin. We assumed that less information about the microcircula-
tion and macrocirculation might be revealed in the skin reflectance, while im-
pairment in the blood circulations plays an important role in diabetic foot ulcer
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development [4]. That was the reason the we did not include the absorption
valleys in the absorption in the first place for the filter selection.
The improvement of the performance with data acquired within NIR region
in detecting diabetic foot complications could also be observed when compar-
ing the ROC curve for the primary set (Data Scheme 2) and that for the selected
filters (Data Scheme 1): information acquired with the two supplementary fil-
ters at 730 nm and 800 nm also helped to improve the performance slightly. The
possible reason for the improvement coming from NIR may account for the fact
that the irradiance in NIR region has a longer penetration depth (7 ∼ 11 mm)
than the light at visible spectral range (0.2 ∼ 2.5 mm) [46].
Possible explanations for the inconsistence between the performance of the
filters in the current study and that of our previous study on filter study would
be: The illumination sources of our current experimental setup and that for
the spectrometer measurement setup are different, not only in the light source
emission spectrum but also in the illumination distribution on the target sur-
face. In the spectrometer measurement setup, six illumination fibers encircling
one detection fiber were coupled into the reflection probe. The design made
sure that the light incident onto the small target skin spot was homogeneous.
With a 45◦ angle between the probe and the skin surface, the diffuse reflectance
was gathered and the specular reflection was eliminated. On the other hand, in
our experimental setup, the eight illumination sources were mounted to make
sure that each foot may receive light at least from four of the lamps. Although
proper calibration with a white reference target was taken, the geometry of the
white reference target and the plantar foot surface differed from each other,
the compensation with the white reference could not be perfect. Therefore, the
illumination on the foot sole could not be perfectly homogeneous.
For local measurement with the spectrometer, the measurement area of the
skin was around 60 mm2. Within this small area and under homogeneous
illumination, the measurement target could be regarded at the same plane. As
to the global measurement with the SI system in our experimental setup, there
were risks of self cast shadows for the curved surface of the plantar foot. When
the light strikes on the skin, it may be absorbed, transmitted and scattered,
irradiation emitted out from skin may change the transmission direction. It
was possible that the measured reflected irradiation at one point contained the
reflectance of light incident at another position. These effect were neglected
in this study. However, for a curved surface as the plantar foot surface, the
measured reflectance might be an integration of the information from different
skin areas.
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Although the biological mechanism that accounted for the improvement
given by the three filters in Extra set 1 was ambiguous at the current stage, Data
Scheme 4 and Data Scheme 1 plus Extra set 1 were chosen for the designing the
pixel classifiers based on the 10-fold cross validation of the training set.
(a) (b)
Figure 4.12: ROC curves for the 10-fold cross validation with the training set. The stan-
dard deviations (0.003− 0.007) were omitted for illustrative purpose. A zoom-in of the
left corner is illustrated in each figure to show the differences between different Data
Schemes.
Risk For Overfitting of the 10-fold cross validation
The ROC curves presented in Fig. 4.13a illustrated the performance of the
trained classifiers with testing dataset. Comparing with the ROC curves in
Fig. 4.12a, the performance all dropped. Although the differences between
each ROCs were not significant, Data Scheme 4 did not provide the best per-
formance (AUC=0.89) while Data Scheme 3 (data from the secondary set) pre-
sented best performance (AUC=0.90). This raised a suspicion that there might
be some correlations in the dataset, which might cause overfitting in the 10-fold
cross validation. When building our dataset, pixels and their neighbours were
treated equally in the dataset as objects with the silent assumption that the data
in these objects were statistically independent. But unfortunately they may not
be. During the process of cross validation, it is possible that the pixels within
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one ROI fell in different folds, which means the data in the training set of cross
validation may be correlated with the objects in the validation set. As such,
the cross validation had the risk of overfitting. To issue this, an ROI-based
(a) (b)
Figure 4.13: ROC curves for pixel classifier evaluation with the testing set. A zoom-in
of the left corner is illustrated in each figure to show the differences between different
Data Schemes.
5-fold cross validation was performed according to the following procedure:
1) Merge all the 480 annotated ROIs (both the training set and the testing set)
together. As the acquired data set was limited, this could make sure all classes
have objects in both training and validation set. 2) Divide 480 ROIs into 5 folds,
randomly. 4 of the 5 folds (80% of the ROIs) were taken as the training set, the
rest of the ROIs were taken as the testing set. 3) Extract the pixels from the
ROIs to construct the training and validation set for classifier training and val-
idation. In other words, the cross validation was performed based on ROIs,
classifier training and testing were still conducted with pixels as objects. As
such, we could eliminate the correlation between the training set and testing
set. The resulted ROC curves are presented in Fig. 4.14.
Comparing the ROC curves in Fig. 4.14 with those in Fig. 4.12, one major
observation would be the drops in the performance, which might result from
the following possibilities:
• The areas of the ROIs annotated with one of the diabetic foot complica-
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(a) (b)
Figure 4.14: ROC curves for pixel classifier evaluation with 5-fold ROI based cross vali-
dation. The standard deviations (≈ 0.1) were omitted for illustrative purpose. A zoom-
in of the left corner is illustrated in each figure to show the differences between different
Data Schemes.
tions differed a lot. Although the training set for this ROI-based cross
validation had 80% of the ROIs, the number of the objects (pixels) in the
training set had the chance to be equal to that of the testing set, or less.
Lacking of learning examples might cause the performance to drop, es-
pecially for the true positive rates.
• The 10-fold pixel based cross validation was overfitted to some extend
because of the correlation between training set and validation set.
Although the performance dropped, in Fig. 4.14, Data Scheme 4 still gave
the best performance (AUC = 0.88 ± 0.1); Data Scheme 1 with extra set 1 and
extra set 3 kept their ranks (AUC= 0.87 ± 0.1) and performed almost as good
as Data Scheme 4. Thus, the choices of the data schemes, Data Scheme 4 and
Data Scheme 1 plus extra set 1, were not influenced.
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Evaluation of Classifier Performance in Detection of Diabetic Foot Compli-
cations
As the Data Scheme 4 and Data Scheme 1 plus extra set 1 performed almost the
same, the latter data was applied in this section for the classifier performance
evaluation.
Based on the ROC curves for the data of choice (in Fig. 4.12b and Fig.
4.13b ), the optimal cutoff point of Ph (the prior of the grouped classes ‘No-
Complications’) was calculated according to Eq. 4.8 as P oh = 0.3. Fixing
Ph = P oh = 0.3, a QDC classifier was trained with the data in the training
set. The classification results are presented in Tab. 4.4, when evaluating the
trained QDC classifier with the testing set.
To investigate the ability of the trained classifier in identifying pixels with
or without diabetic foot complications, the evaluation was based on the binary
classification problem. The two classes were ’No-complications’ and ‘Com-
plications’. The grouping of the classes and the classification result are also
presented in Tab. 4.4. The sensitivity and specificity of the trained classifier on
testing set was 78.8% and 87.2%.
Examples of the trained classifier on foot diagnostic performance are illus-
trated in Fig. 4.15a (ii) and Fig. 4.15b (ii), which showed that the trained pixel
classifiers did have the ability to detect the diabetic foot complications. There
are three major observations, which are:
• Some pixels within one annotation region might be missed. Although
the classifiers did identify the annotated regions, the sensitivity would
decrease, with a smaller area detected.
• Some pixels from surrounding the annotated ‘Complications’ were clas-
sified as ‘Complications’. This might account for the way that our clinical
expert performed the annotation to avoid ‘mixing’ effect. During anno-
tation, we would like to make sure that what annotated in the region
were purely the pixels from the assessment score. This did not necessar-
ily mean that other pixel surrounding the annotated ROIs were not.
• Some regions without any diabetic foot complications were classified as
‘Complications’. Some of the misclassifications could be excluded by
viewing the segmentation results by a clinical expert. For example, the
detected region with shape of stripes on the right foot of Example pa-
tient 01 in Fig. 4.15a could be excluded. Decision of the exclusion were
made base on the location, shapes, sizes, and personal clinical experi-
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ence. These information should be included in our second layer of the
automated system for a future study.
4.5.3 Case Studies for Signifying Differences among Diabetic
Foot Complications
Although the above evaluations of the classification with the designed QDC
presented acceptable results in discriminating skin the diabetic foot complica-
tions from healthy skin, we would like to have a check into the current perfor-
mance in differentiating different diabetic foot complications to provide some
suggestions for the future study.
Less pleasant ROC curves (‘Callus’ versus ‘No-Complications’ and ‘Ulcer-
ation’ versus ‘No-Complications’) were illustrated in Fig. 4.16, when evaluat-
ing the trained classifier with Data Scheme 1 plus extra data 1 in testing set.
The ability of identifying ‘Callus’ seemed to be higher than that of identifying
‘Ulceration’, while no pixels from less frequent complications were correctly
classified.
Major observations and detailed discussion regarding this two ROC curves
in Fig. 4.16, the confusion matrix in Tab. 4.4, and the segmentation results in
Fig. 4.15(iii) and Fig. 4.15(iv) are listed below:
• In Tab. 4.4, 88% ‘Callus’ and 64% of ‘Ulceration’ can be correctly detected.
• Around 36% of ‘Ulceration’ were miss classified:
– 16% of ‘Ulceration’ were incorrectly classified as ‘Callus’. This can
be explained with the fact that ‘Ulceration’ were often surrounded
by abundant callus. An example of this are presented in Fig. 4.15b.
During annotation for the ‘Callus’ region from such complications,
there might be the risk that skin with blood or other dead tissue were
included. This kind of ‘mixing’ influence could not be avoided.
– It also found that 12% of ‘Ulceration’ were classified as ‘Healthy Bor-
der’ and 6% as ‘Healthy Shadow’. As ‘Healthy Border’ and ‘Healthy
Shadow’ were all located at the regions easily covered by the cast
shadows, which might result in low intensities at these regions in
the acquired images. As an open wound, the light incident on ul-
cers can be easily absorbed (Hb and HbO2 mainly located in blood),
which also resulted lower intensities in the images.
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Figure 4.16: ROC curves for pixel classifier evaluation with Data Scheme 1 plus extra
data 1 in testing set for assessment of the performance in discriminating different dia-
betic foot complications.
• 8% of ‘Callus’ was misclassified as ‘Healthy shadow’:
– This phenomenon was out of our expectation. We can not find a
proper biological or statistical reason for that currently. Callus is
mainly hyperplasia of the stratum corneum, consisting of dead and
desquamating cells [111]. Stratum corneum is clear material and
only slightly colored. Dry and scaly callus presents as ‘white skin’.
When light incidents onto the skin, it can only reach up to 2.5 mm
into the skin in visible range and 7 ∼ 11 mm in the NIR range. Be-
cause of the abundant callus, the epidermis layer is thicker. Most
of the light gets scattered and reflected back before it arrives at the
dermis layer. As there is limited melanin in the epidermis layer of
plantar foot skin, the light is unlikely to be absorbed much [46]. The
attenuation of the incident light mainly results from the consider-
able scattering in the dry and scaly stratum corneum [46, 111]. As a
result, callus mainly returned with high intensity in the images. On
the contrary, ‘Healthy Shadow’ regions always had low intensities.
– One possible explanation would be that the annotated ‘Healthy
Shadow’ mainly located at the roots of the toes, as shown in Fig.
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4.15 (i). It was ineluctable to include pixels from the toes and pixels
under, where were the pressure points for diabetic patients. Thick
skin might be resulted from the walking pressure in the regions se-
lected for the ‘Healthy Shadow’.
• Low PPVs in classification of ‘Callus’ and ‘Ulceration’
– The PPV in classification of ‘Callus’ was 37%. The pressure points
on the plantar or dry skin presented similar image intensities to the
intensities of ‘Callus’ in the acquired spectral images. The feature
‘Distance map’ could not help to distinguish these from the abun-
dant callus, because they are actually located at the regions where
an abundant callus is likely to develop. The criterion to distinguish
thick skin and abundant callus mainly relies on the skin thickness
and the experience of the wound specialist.
– The PPV in classification of ‘Ulceration’ was 9%. As mentioned, pix-
els within ulcerated regions usually have lower intensities. Due to
different foot poses and different skin colors, pixels with lower in-
tensities were easily to be classified as ‘Ulceration’.
– Although the numbers of PPVs were so low as to worry the perfor-
mance of the designed classifier, these numbers were influenced not
only by the intrinsic of the classifier but also the prevalence of the
classes. In our case, the data set was so unbalanced that the num-
ber of ‘No-Complications’ pixels were almost twenty times of that
of the pixels in ‘Complications’ classes. In such case, the PPVs and
the NPVs could be negligible.
• None of the pixels in ‘Redness’, ‘Rest’, ‘Blisters’ or ‘Fissure’ were cor-
rectly identified. These foot complications happened rarely and so we
had limited data in the training set. Taking ‘Rest’ as example, 3 ROIs in
the training set were labeled as ‘Rest’ from 3 patients, while 8 ROIs in the
testing set were labeled as ‘Rest’ also from 3 other patients. ‘Rest’ was an
assessment contains many different less frequent diabetic foot complica-
tions, such as necrosis, crust, scar or some other phenomena that worried
the wound consultant. By nature, there were large intra class variation.
With such limited information to learn the ‘Rest’ class pattern, bad per-
formance for this class was as expected. Besides, the selection of these
foot complications mainly based on the clinicians’ experience. Different
clinicians may have different opinions on the assessment. So far, only one
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clinician was doing the live assessment for each patient. So, such bias in
the assessment can not be avoided.
4.5.4 Limitation of the Study
One limitation of the study was that only one clinician performed in the live
assessment, which was taken as the ground truth for the classifier training and
testing. Because the personal clinical experience may be limited or specific for
each clinical specialist, a bias can be introduced in the live assessment, specially
for the less frequent foot complications. In the future, more clinicians should
be involved for the live assessment to reduce such bias in live assessment. In
the meantime, an investment should be conducted to check the inter-clinician
variation.
It also had the limitation in taking the live assessment by visual inspection
of the foot skin status as the ground truth. Changes in the spectral information
may happen ahead of presence of the diabetic foot complications. Previous
studies [56,57,59] indicated that skin spectral information could be used to pre-
dict the wound development and healing. These study found that the changes
in micro- and macro- circulation might happen days before the wound forma-
tion and healing. These changes were beyond the visual inspection but might
be detected timely using the spectral information. A longitudinal data acquisi-
tion and analysis would be helpful.
4.6 Conclusion
In this contribution, an experimental setup with a 9 camera array fitted with
18 filters were built for spectral images acquisition from plantar foot of dia-
betic patients at high-risk for foot ulceration and amputation. We have demon-
strated the utility of the spectral images taken with the experimental setup
from 63 subjects with 480 regions annotated with different assessment scores.
A methodology combining imaging system calibration, spectral image calibra-
tion and foot segmentation, normalisation was proposed, for the purpose of
utilising the annotated dataset for the front-end pixel classifier training and
evaluation to detect the diabetic foot complications.
With the pixel classifier trained with the available dataset, classification re-
sults of a testing set with 21 patients presented an acceptable performance of
78.8% sensitivity and 87.2% specificity for discriminating whether the pixels
present or absent of diabetic foot complications. This result proves the concept
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that the designed pixel classifier has the ability to detect the diabetic foot com-
plications with the acquired spectral images, which achieved the objective of
the front-end pixel classifier designing.
However, 88% ‘Callus’ and only 64% of ‘Ulceration’ was correctly detected
with the trained pixels classifier. This indicated that the capability of the pixel
classifier in discriminating the different foot complications was low, the risk of
misdetection within ‘Complications’ was high. A back-end processing using
the output of these classifiers will be essential. In the back-end processing,
higher level expert knowledge should be exploited to boost the performance.
Further study with the spectra images will focus on enhancing the perfor-
mance of the front-end classifier and the design of the back-end processing to
improve the detection of different diabetic foot complications. These improve-
ments can be achieved by a) Including more patients for the training and test-
ing, covering more variations within classes. b) Super-resolution to group data
with a Gaussian pyramid to eliminate the possible correlation in the data set.
c) Perform a more delicate imaging system registration by taking the intrinsic
and extrinsic cameras properties into consideration. This may help to Reduce
the misalignment and thereby to improve the performance of the classifiers.
d) The clinician experience, such as the area and shapes of complication re-
gions should be included in the back-end processing to further filter/improve
the diagnostic segmentation. e) Deriving biological causal parameters from the
spectral data measured based on a skin optical model. The biological parame-
ters may also improve the performance, for example by thresholding the thick-
ness of the epidermis layer to distinguish abundant callus and normal thick
skin. f) Combination of the other two modalities in our experimental setup,
namely infrared thermal imaging and photometric stereo imaging.

CHAPTER 5
Automatic Detection of Diabetic Foot
Complications with Infrared
Thermography by Asymmetric Analysis
5.1 Abstract
Early identification of diabetic foot complications and their pre-signs is essen-
tial in preventing their devastating consequences such as foot infection and am-
putation. Frequent, automatic risk assessment by an intelligent telemedicine
system might be feasible and cost-effective. Infrared thermography is a
promising modality for such a system. The temperature differences between
corresponding areas on contralateral feet are clinically significant parameters.
This asymmetric analysis is hindered by (i) foot segmentation errors, especially
when the foot temperature and the ambient temperature are comparable, and
by (ii) different shapes and sizes between contralateral feet due to deformi-
ties or minor amputations. To circumvent the first problem, we used a colour
image and a thermal image acquired synchronously. Foot regions, detected in
the colour image, were rigidly registered to the thermal image. This resulted in
97.8%±1.1% sensitivity, and 98.4%±0.5% specificity over 76 high-risk diabetic
patients with manual annotation as reference. Non-rigid B-splines landmark-
based registration solved the second problem. Corresponding points in the
two feet could be found irrespective of shapes and sizes of the feet. With that,
the temperature difference of left and right feet could be obtained.
The contents of this chapter has been submitted to Journal of Biomedical Op-
tics
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5.2 Introduction
Diabetes Mellitus (DM) is one of the major health care problems worldwide
and continues to increase in population and significance [2]. Foot diseases
are common and costly complications of DM. Approximately 15% to 25% of
patients with DM eventually develop a foot ulcer [3]. This is one of the key
complications of DM: if not adequately treated, the risk of amputations and
mortality is increased [7]. Early identification and subsequent treatment of
diabetic foot complications and its pre-signs, such as ulceration, inflammation,
callus formation and blisters, is fundamental in prevention of these devastating
consequences. Timing is essential for early identification. However, frequent
risk assessment by health care professionals is costly and impractical. Exami-
nation by patients themselves has its limitations because of various health im-
pairments caused by DM. Automatic assessment and detection of diabetic foot
complications in a noninvasive, noninteractive, and easy to use manner may be
a major benefit for foot care. The ultimate objective of our project is to develop
an intelligent telemedicine system that can be deployed at the patients’ homes
or at health centres, for frequent foot assessment in order to detect diabetic foot
complications in a timely manner.
5.2.1 Related Work
Telemedicine using digital photography
Frequent foot screening for risk assessment is possible by means of
telemedicine systems based on digital photography [19, 32]. However, inflam-
mation and infection, which are vicarious markers of diabetic foot complica-
tions, are difficult to assess using digital photography [32]. Furthermore, such
systems are not yet capable of automatic detection of diabetic foot complica-
tions. This limits their application and implementation.
Thermography
Associations have been found between increased plantar foot temperature and
the occurrence of diabetic foot complications [63]. Clinical studies on the home-
monitoring of plantar foot temperature have shown that frequent temperature
assessment and treatment in case of temperature differences >2.2 ◦C, between
a foot region and the same region on the contralateral foot, can prevent diabetic
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foot complications [5, 6]. Thus, thermography is a promising modality for an
intelligent telemedicine monitoring system.
The technologies for temperature measurement of the plantar foot fall in
three categories: hand-held dermal infrared (IR) thermometers [5, 6], IR cam-
era systems [67,68,70,71,73,74], and liquid crystal thermography (LCT) [66,69].
The use of hand-held dermal IR thermometers in the home environment has
been validated by randomised controlled trials for the prevention of recurrent
diabetic foot ulceration [5, 6]. The shortcoming of this technology is that the
temperature is measured manually on specific spots on the foot. This makes
it subjective, and it is impossible to obtain the temperature distribution of the
whole foot. Furthermore, this technology misses the opportunity for automatic
detection of diabetic foot complications. Compared with LCT, IR camera sys-
tems have the advantage of being non-contact, which prevents unwanted pres-
sures and the transmission of pathological organisms [71]. The temperatures
of non-contact foot regions, such as the medial arch, can be easily measured
with IR camera systems. Additionally, it is capable of measuring the dorsal
side of the foot as well. As such, IR camera systems show greater potential for
telemedical applications and they will be the focus of this article.
Asymmetric Analysis
The methodology for attaining temperature differences between correspond-
ing areas on the left and right feet, can be referred to as ‘asymmetric analysis’
[73, 74]. Generally, three steps are involved:
• Foot Segmentation: Extract the left foot and the right foot from the back-
ground.
• Feet Registration: Register the two feet to associate areas of one foot with
corresponding areas of the contralateral foot.
• Detection: Compare the temperature of associated areas: if the difference
between the temperatures of two associated areas is larger than a certain
threshold, one of these two areas is assumed to be at risk.
Kaabouch and her colleagues conducted studies, using thermal images to
detect neuropathic ulceration, combining a genetic automatic thresholding al-
gorithm with ‘asymmetric analysis’ [73] and with ‘line scanning’ [74]. The
authors noticed that the asymmetric analysis tended to find false abnormal
areas when the left and right feet had different sizes and shapes. In these
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cases, non-corresponding areas were compared. The ‘line scanning’ algorithm
was proposed to overcome this limitation. Nevertheless, their methodologies
were only validated with people whose left and right feet had similar sizes
and shapes. The thermal images of the feet could show differences in shapes
and sizes between the left and right feet, but this was caused by the perspec-
tive projection distortion that occurred during imaging when the feet were not
properly aligned.
However, differences in foot shape and size between left and right are not
always the result of projection distortion. Foot deformations and/or minor
amputations frequently cause morphological differences between left and right
feet in patients at high-risk for developing diabetic foot complications [7]. Ad-
ditionally, in case foot temperature is similar to ambient temperature, e.g. the
cold toes shown in Fig. 5.2a, the genetic automatic thresholding techniques
cannot accurately detect the foot boundaries [112]. The methodology proposed
in this article aims to overcome these shortcomings.
In this study, the novel aspects of asymmetric analysis for automatic detec-
tion of diabetic foot complications are as follows:
• Accurate foot segmentations in the thermal images were obtained even
when there was no clear thermal contrast between foot and background.
This was due to the accompanying colour images that guided the seg-
mentation.
• Non-rigid landmark-based registration with B-splines [113–115] between
the left and right feet regions was conducted successfully. This estab-
lished correct associations between corresponding areas in the left and
right feet regardless of the foot poses, positions, shapes, or sizes, and
even with amputated parts.
• The image analysis was applied to a group of high-risk diabetic patients
that showed significant asymmetries between left and right feet, rather
than to subjects with healthy feet.
5.2.2 Outline of the Article
In Section 5.3, the experimental setup for acquiring thermal images and colour
images from patients with DM, the measurement procedure, patient recruit-
ment, and data collection are described. The methodology of conducting asym-
metric analysis to detect foot complications using the assistance of colour im-
ages and non-rigid landmark-based registration with B-splines are introduced
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in Section 5.4. Analysis, results, and discussion follow in Section 5.5. Finally,
the conclusions and future plans are presented in Section 5.6.
5.3 Materials and Measurements
An experimental setup, consisting of an IR camera, FLIR SC305, and a commer-
cial digital RGB camera, Canon EOS 40D, has been built as shown in Fig. 5.1.
The IR camera has a resolution of 320×240 pixels and is placed at a distance of
860mm from the measurement plane, covering a field of view of 400×350 mm2.
It provides a pixel distance on the foot soles of about 1.25mm. The digital cam-
era is placed at the same distance, covers the same field of view, and acquires
images containing 1936× 1288 pixels (pixel distance: 0.2 mm).
Prior to applying the experimental setup for any clinical tests, the unifor-
mity of the IR camera response was characterised with the help of six thermal
references. The reference elements were designed to provide homogeneous
temperature distributions over their visible fronts. For calibration, these ele-
ments were heated to different, accurately known, constant temperatures in
the expected temperature range for foot soles (20◦C- 38◦C). The maximal dif-
ference of temperature readings of the camera of two isothermal references,
one far left and one far right in the image plane, is ±0.25◦C for 4×4 pixel areas
(circa 5×5 mm2).
Patients were recruited from the multidisciplinary diabetic foot clinic of the
Hospital Group Twente, Almelo, the Netherlands. The patients included in this
study were all diagnosed with DM and showed diabetic foot complications,
e.g. callus, blisters, redness, ulceration, or had a history of ulceration. The
average age of the 76 included patients, 64 male and 12 female, was 66 years
(SD = 12). Among them, there were 7 patients with Type I DM and 69 patients
with Type II DM.
All patients were asked to remain in a seated position with bare feet for 5-
10 minutes before the measurements. This was to achieve equilibrium of the
foot temperature. The feet were then placed on the foot support of the exper-
imental setup. A hospital cloth was placed over the legs of the patients for
hygiene reasons and one piece of black cloth was draped over the shield of the
setup to block external light entering the setup and to provide a homogeneous
background. During thermal imaging, all illumination sources inside the ex-
perimental setup were turned off and turned back on during the acquisition
of colour images with the digital camera. A 30-minute interval was assured
between measurements of different patients to eliminate heat residue from the
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(a)
(b)
(c)
860mm
600mm
600mm
Figure 5.1: The experimental setup for foot scanning. (a) the schematic of the experi-
mental setup with 2 cameras installed, which are the thermal camera (upper) and the
RGB camera (lower). (b) The appearance of the experimental set; (c) Positioning of pa-
tients’ feet during measurement.
illumination or from the body of the previous patient.
For each patient, a live assessment form of the plantar surface of both feet
was completed by wound care specialists. This live assessment was used as
a reference for the validation of the automatic detection. Examples of the ac-
quired thermal and RGB images are given in Fig. 5.2.
5.4 Methodology for Automatic Detection of Dia-
betic Foot Complications
5.4.1 Overview of the Proposed Methodology
The proposed methodology for patient specific image analysis to automatically
detect diabetic foot complications is illustrated in Fig. 5.3.
In our experimental setup, the digital RGB camera and the IR camera were
mounted in a way such that they had the same field of view, but at slightly
different view points. Before the actual deployment of the device, the parame-
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(b) Example 2 (c) RGB Image for 5.2a (d) RGB Image for 5.2b
Figure 5.2: Acquired thermal images with their RGB image. Example 1: patient has
cold toes, which have temperatures comparable with the background. Ankles have
temperatures comparable with the feet. The ankles are also visible in the RGB image.
Example 2: one of the ankles is not visible in the RGB image but visible in the thermal
image (left foot).
ters that were needed to register the colour images on the thermal images were
determined. For this registration, a 2D projective transformation (a homogra-
phy) has been used. The 8 parameters of this transform were obtained from 12
control points, which were all located in a single plane in front of the cameras
at a distance that matched the mean distance between cameras and the plane
of the foot soles.
After image acquisition, the next step was the segmentation of the feet in the
colour images. Due to the fact that a foot usually has a lower temperature than
other body parts, and that a foot may have a temperature that is comparable
with the ambient temperature, the segmentation can be difficult to perform
directly in the thermal image. Thus, foot segmentation in the colour images
was preceded to assist the segmentation in the thermal images. Details about
foot segmentation in the colour images can be found in Section 5.4.2.
The projective transformation mapped the foot segments from the RGB im-
age plane to the IR image plane. However, this was only an approximate regis-
tration as the patient’ s foot soles were not exactly in the same plane as the one
on which the projective transform was based. A further registration optimisa-
tion was necessary. Details of the optimisation method can be found in Section
5.4.3.
The performance evaluation of the segmentation in the colour images and
that in the thermal images was achieved through comparison with manually-
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segmented references provided by one of the researchers. The method for man-
ual segmentation with custom-made software has been described elsewhere
[116].
The last step was to conduct asymmetric analysis to detect the tempera-
ture differences of contralateral regions on left and right feet. To facilitate this,
a good registration between left and right feet, irrespective of feet positions,
poses, shapes or sizes, was essential. Non-rigid landmark-based registration
was performed for this purpose. Details of this part can be found in Section
5.4.4.
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Figure 5.3: Schematic flowchart of the proposed methodology for automatic detection
of diabetic foot complications.
5.4.2 Foot Segmentation in Colour Images
The aim of the foot segmentation with acquired colour images is to determine
whether a colour pixel is on a foot or on the background.
Colour Spaces
Segmentation in colour images is not restricted to the RGB colour space. A
wide variety of colour spaces have been proposed and applied for colour im-
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age segmentation for different applications. The performance of an image seg-
mentation procedure is known to depend on the choice of the colour spaces.
RGB is the most common colour space for storing and representing images.
Any other colour space can be obtained by a linear or a non-linear transforma-
tion from RGB. It has been observed that skin colours differ more in intensity
than in chrominance [117]. Thus, it is common practice to ignore the luminance
in skin colour detection. Although many studies have been done in segmenta-
tion with different colour spaces, it is hard to make a conclusion which colour
space is best. Most studies aimed to find the most appropriate colour space
for their specific problem [118]. In this study, we performed segmentation on
the 6 colour spaces that are commonly used in human skin detection: RGB,
normalised RGB (rgb), RGB-ratio, HSV, CIE L?a?b? and YCbCr [117].
Machine Learning for Colour Image Segmentation
Machine learning techniques play an important role in image segmentation.
The goal is to partition the image plane into K disjoint regions. Suppose that
the 3 colour channels of the `-th pixel in the image are represented by a 3D
vector x` ∈ R3, and suppose that the image contains L pixels, so that ` =
1, 2, · · · , L. The segmentation is accomplished by assigning to each pixel x` a
class label k`. The set of possible class labels is k` ∈ {1, · · · ,K}. Each class
corresponds to a region.
The techniques for machine learning can be divided into two groups: super-
vised and unsupervised learning [86]. Supervised learning requires the avail-
ability of a set of samples drawn from the data. These samples should be in-
dependent and representative, and their true class labels should be available.
This training set is used in machine learning to find an assignment of labels to
data with unknown classes.
In unsupervised learning, the class labels in the training set are missing.
The goal of the techniques in this category is to determine the ‘natural groups’
or intrinsic clusters of the unlabeled vectors (image pixels). Each resulting clus-
ter contains vectors that are mutually similar, and are dissimilar to the vectors
of other clusters. Different clustering algorithms may lead to different clusters
[86].
In this study, all patients had a wide variety in skin health status, and ac-
cordingly in colours of the skin. It is difficult to cover all the possible variations
in a training set. In contrast, unsupervised learning techniques are able to tune
themselves according to the information from each individual image. Thus,
instead of supervised learning, unsupervised learning was selected. Two com-
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mon techniques in this category were chosen in this study, K-means clustering
and Expectation-Maximisation (EM) clustering.
K-means clustering is one of the simplest unsupervised learning algo-
rithms, aiming to defineK centroids forK clusters. K is predefined. At the ini-
tialisation step, the K centroids are randomly picked. A binding step follows
to associate each object in the training set to the nearest centroid. When no
point is pending, theK centroids are recalculated. With the newK centroids, a
new binding step is done. This procedure iterates until the K centroids do not
move any more. K-means minimises the sum of the distances over all objects in
X to the nearest centre mk, and the algorithm converges to a (local) minimum
[86].
The EM algorithm is a popular technique in unsupervised learning [86].
A probabilistic model f is used to estimate the joint probability distributions
p(x, k|f) iteratively, where x is a pixel and k the associated class label. We
used the EM algorithm for the case that the model is a mixture of Gaussians.
Each class is represented by a Gaussian density N(x|mk,Ck) with mean mk
and covariance matrix Ck. The prior probabilities of the classes are denoted
by pik. We implemented two versions of the EM algorithm; one with class
independent covariance matrices, i.e. ∀ k : Ck = C0, and one with class
dependent matrices. The first one is referred to as EM-LDC (linear discriminant
classifier); the second one as EM-QDC (quadratic discriminant classifier):
Algorithm: EM for image segmentation
• Inputs: Data set with L pixels (3D vectors) x`. Desired number of clusters K.
• Output:
– A model f consisting of the parameters of the mixture of Gaussians, i.e. for k =
1, · · · ,K : mk,Ck, pik .
– For each pixel ` and each class k, an ownership variable y`,k such that Σk(y`,k) = 1.
The ownership indicates to what degree pixel x` is attributed to cluster k.
• Initialisation:
– Determine K centers mk from the L pixels using the K-means algorithm [86].
– Initialise the ownerships y`,k as the distance of pixel ` to the class centre mk relative
to the sum of distances to all class centres.
• Loop while the model f improves:
– For all k: (re-)estimate the prior probabilities:
pik =
1
L
L∑
`=1
y`,k (5.1)
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– For all k: (re-)estimate the means:
mk =
1
pikL
L∑
`=1
y`,kx` (5.2)
– For all k: (re-)estimate the covariance matrices:
Ck =
1
pikL
L∑
`=1
y`,k(x` − µk)(x` − µk)T (5.3)
– Equalise the covariance matrices (EM-LDC only):
C0 =
∑K
k=1pikCk
Ck := C0
(5.4)
– For all k and all `: re-estimate the ownerships:
y`,k =
pikN(x`,mk,Ck)∑K
m=1 pimN(x`,mm,Cm)
(5.5)
There are two different regions in this application, foreground (foot regions)
and background. Consequently, the number K of clusters should also be set to
2. However, since the background was made up by different parts, it could be
advantageous to increase this number. It was set to 2, 3 and 4, respectively. In
case of more than two clusters, only one of them was identified as foreground
(foot region). Post processing of the segmentation was performed by morpho-
logical operations. Small objects either in the foreground (foot area) or in the
background were removed.
All the image processing and pattern classification were performed on the
Matlab R2012b platform with an additional toolbox PRtoolsV5 [86] in 64bits
Windows 7.
Segmentation Evaluation
To select the number K of desired clusters, and the most suitable algorithm
(K-means, EM-LDC, or EM-QDC), a quantitative measure of the segmentation
performance is necessary. Two measures were included in the evaluation step
for the segmentation:
- Sensitivity and Specificity
Sensitivity and specificity are measures of the performance of a two class
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classification algorithm. Sensitivity, in our case, measures the ratio of the
pixels inside the feet regions that are correctly labeled. Sensitivity repre-
sents the ability of the segmentation method in finding the feet. Speci-
ficity, on the other hand, measures the portion of negatives (the back-
ground, in our case) that are correctly identified.
Sensitivity = | FR ∩ FS || FR | (5.6)
Specificity = | BR ∩BS || BR | (5.7)
where BR and FR represent the background and foreground of the ref-
erence image, while BS and FS donate the background and foreground
according to the algorithm under test. | · | is the set cardinality.
- Mean Distance Error of Wrongly Classified Area (D¯EA)
This reflects the cost of wrong segmentation. For each pixel on the image,
the Euclidean distance was calculated to the nearest foot contours result-
ing in a distance map Dmap as shown in Fig. 5.4. The distance of each
pixel that was wrongly assigned, was summed up and averaged to get
the mean distance error (D¯EA):
D¯EA =
∑
Nwb
Dmap WB +
∑
Nwf
Dmap WF
Nwb + Nwf (5.8)
where WB , represents a binary map containing the foot pixels that are
wrongly assigned to the background i.e. FR ∩BS with Nwb =| FR ∩BS |
and WF represents a binary map containing the background pixels that
are wrongly assigned to the foot, i.e. BR ∩ FS with Nwf =| BR ∩ FS |.
5.4.3 Registration Optimisation
Since we intended to acquire a thermal image without any additional pressure
on the feet, no sidelong support bars were mounted that would force the feet
in a standard position and orientation in the imaging system. As a result, the
surfaces of the foot soles only approximately coincided with the plane that
was used for the projective registration. Deviations from that plane caused
misalignments between colour and thermal images. The main disagreement
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Figure 5.4: Examples of Euclidean distance map of the reference foot contours (Unit:
pixel).
(a) Contour Ill-positioned (b) Line and Polygonal Profile
Figure 5.5: (a) Examples of ill-positioned feet contours, mapping directly from colour
image segmentation. (b) Illustration of the perpendicular line profiles of the foot con-
tour, which defined the polygonal mask in and out of the foot contour. Note the left
panel displays longer profile lines (length=51 pixels) and larger polygonal window for
illustrative purposes.
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was located at the toes area. This is explained by the fact that when the patients’
feet were well positioned onto the foot supporters underneath the heels, these
heels were near the projective plane. Examples of the misalignments can be
found in Fig. 5.5a.
A patient-specific fine registration was needed to correct this possible mis-
alignment. A rigid transformation consisting of translation, rotation and verti-
cal scaling was assumed to suffice. Four parameters are needed to define this
transformation. Horizontal scaling was not needed as the deviations between
foot soles and projective plane were mainly slants in the longitudinal direction
of the foot soles.
To optimise the four parameters, a quantitative criterion was needed. We
selected a criterion based on the observation that the statistics of the temper-
atures in a region inside the foot will differ the most when compared with
statistics of a region entirely outside the foot. We defined pairs of small re-
gions positioned at both sides of the hypothesised foot contour. The differ-
ence between histograms of the temperatures in these opposite regions should
be maximised. By the aggregation of a measure of this difference, calculated
along different points on the hypothesised foot contour, a global optimisation
criterion was found. Although parts of the foot, such as the toes, had low
contrast against the background, the contour points at these regions had low
importance in driving the registration optimisation.
The regions were defined at a set of foot contour points {(xc, yc)|c= 1, · · · }
resulting from the colour segmentation. A polygonal perpendicular was
placed at each contour point as shown in Fig. 5.5b. The polygon was split
into two parts, Rin(xc, yc) and Rout(xc, yc), representing the parts inside and
outside of the foot area. The measure of difference between Rin and Rout at
each point (xc, yc) was defined as the χ2 distance between the histograms hin
and hout in the polygons:
χ2(xc, yc) =
1
2
∑
i
(
hin(i)− hout(i))2
hin(i) + hout(i) (5.9)
Aggregation of all these distances along the contour yields:
D =
∑
c
χ2(xc, yc) (5.10)
Fine registration was done by changing the four transformation parameters
so as to minimise D. The optimisation was implemented with the optimisa-
tion toolbox in Matlab with the sequential quadratic programming algorithm
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searching for the local maximum of D within a bounded region of four param-
eters.
5.4.4 Asymmetric Analysis of Diabetic Foot Complications
left and right feetThe temperature difference of corresponding points on the
left and right feet is an indicator for diabetic foot complications [5,6]. However,
the two feet in the thermal images were hardly at symmetric positions in the
image, and they often showed asymmetric deformations due to DM or due to
amputations. Therefore, the left and right feet needed to be registered with
each other.
The goal of the left and right feet registration was to find the optimal trans-
formation T : (x, y) 7→ (x′, y′), which maps any point (x, y) in the segmented
left foot onto the corresponding point (x′, y′) in the segmented right foot. Due
to local foot deformations (caused by DM), amputations, and projection dis-
tortions, a rigid left to right foot registration did not suffice, and a non-rigid
registration was needed. We employed a landmark-based deformation model
based on B-splines [114,115]. This model consists of an orthogonal nx×ny mesh
that covers the image plane. The shifts of the mesh points form the parameters
Φ of the registration. The shifts of pixels between grid points are obtained by
the B-spline interpolation. To find Φ, a number of corresponding landmarks on
the left and right feet are needed. Due to deformities and amputation, points
at the lower half (near the heel) are more stable than the one near the toes. The
algorithm to obtain these corresponding points is as follows:
Algorithm: Selection of corresponding points in the left and right feet
• Inputs: Contours (xln, yln) and (xrn, yrn) with n= 1, · · · . These are sequences of 2D coordi-
nates in the thermal image denoting the boundaries of the left and right foot regions in the
thermal image. left and right feet
• Selection in left foot and in the right foot: (See Fig. 5.6)
– Determine the centroid (xlc, ylc) of the contour points.
– Determine the midline of the lower half of the foot: a) Determine for each horizontal
line segments that connects the left boundary point to a right boundary point, and
that is below the centroid, the midpoint. b) Determine the least squares linear fit of
these midpoints.
– Rotate the contour around the centroid such that the midline stands vertical.
– Shift the contour vertical such that the lowest point (the heel) is at the x-axis.
– Define horizontal lines on either foot with normalisation with respect to the foot
lengths. The vertical spacing of these lines below the centroid is smaller than above
the centroid.
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– The intersection points of these horizontal lines with the foot contours are the land-
marks (together with the heel points). Detect whether a part is missing on either foot.
If so, delete these points from the list.
To find the best parameters Φ, the sum of squared differences between trans-
formed left landmarks and the corresponding right landmarks was minimized
with a steepest descent algorithm. The gradient vector, which is needed for
this optimisation, was obtained numerically.
After estimation of the parameters of registration, the associated geometric
transformation was applied to the left foot to make the pixels to correspond
with the pixels on the right foot. The likelihood of a foot complication of a spot
was calculated simply by subtraction of temperatures of corresponding pixels.
The threshold we used for complications detection is 2.2◦C [5,6]. This criterion
is the only one that has been clinically validated for determining diabetic foot
complications with temperature measurements.
(a) Right Foot (b) Right Foot (c) Left Foot (d) Left Foot
Figure 5.6: Selection of corresponding landmarks in the left and right foot contours for
left/right foot registration. (a) and (c): The midlines of the lower halves of the foot
regions were used to align the feet vertically. (b) and (d): Horizontal line scanning with
two different step sizes.
To evaluate the registration results, 4 corresponding regions on the left and
the right feet of each patient were manually labelled. These regions were lo-
cated near the border of the foot at top, bottom, medial, and lateral positions.
If any region of either foot had been amputated, no region was selected. Ex-
amples of the annotation can be found in Fig. 5.9. Comparison between the
labeled regions on the right foot and the regions on the registered left foot was
done to obtain a rough measure of the registration quality. This evaluation is
limited by the subjectiveness of the manual labelling.
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5.5 Results and Discussion
5.5.1 Feet Segmentation Results in colour Images
Initially, six colour spaces were considered: RGB, normalised RGB (rgb), RGB-
ratio, HSV, CIE L?a?b? and YCbCr. All have three colour channels. For two of
them, CIE L?a?b? and YCbCr, it might make sense to skip the luminance chan-
nel yielding the a?b? and CbCr spaces. This left us with eight possible spaces.
A space can be processed by the K-means, the EM-LDC, or by EM-QDC. The
considered presets of K were 2, 3, and 4. The values were determined based
on the visual inspection of the number of objects (i.e. feet, black foot side sup-
porting bars, black cloth, aluminium bars and the white hospital cloth) in the
acquired RGB images. Thus, in full, 72 combinations of spaces, algorithms, and
presets could possibly lead to a viable method.
(a) Example 1 (b) Example 2
Figure 5.7: Examples of foot segmentation done with EM-QDC using 3 colour channels
in CIE L?a?b? (blue solid line), and the manual segmentation (red dashed line).
A pre-selection of combinations/methods was made based on the follow-
ing criterions:
• Visual inspection of the segmentation results. If a method clearly showed
inferior results, it was deleted from the list.
• Near resemblance of performance. All methods based on the RGB space
and on the YCbCr space had nearly identical performance. This might
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be explained by the way that YCbCr encodes RGB. Anyway, this resem-
blance motivated us to delete the YCbCr based methods.
• Assessed performance measures. If the sensitivity, averaged over the
population of patients, was less than 95%, the method was deleted from
the list. Likewise, if the specificity was less than 95%, or the mean dis-
tance error D¯EA (averaged over the population) was larger than 10 mm,
the method was also excluded from consideration.
• Instability. If the standard deviation of the sensitivity or specificity, calcu-
lated over the population, was larger than 15%, the method was crossed
out for it was not capable of segmenting the feet with a stable perfor-
mance.
Only 9 methods, from the 72, survived these elimination rules. The quan-
titative assessment of the remaining methods can be found in Table 5.1. The
difference between the performance of these 9 methods are not very statisti-
cally significant except for a?b? with EM-LDC or EM-QDC and K = 3. This
method presented relatively lower mean sensitivities, just above 95%, but the
mean specificities were the highest. This indicates an increased risk for assign-
ing the foot area to the background. CbCr with all the methods and K = 2
obtained relatively higher D¯EA and relatively lower sensitivity. Thus, the seg-
mentations with CbCr for 2 clusters, and those with a?b? for 3 clusters for all
methods were excluded as well.
To conclude, the foot segmentation from the colour images can be achieved
in CIE L?a?b?, either using all the 3 colour channels with EM-QDC for 4 clus-
ters, or EM-LDC for 3 or 4 clusters, or using only the 2 colour components
through K-means, EM-LDC, EM-QDC for 2 clusters. Two examples of the seg-
mentation results are illustrated in Fig. 5.7. The sensitivities and specificities
of these combinations were all around 98% ± 1% and 99% ± 1%, respectively,
and D¯EA = 2±2 mm. In the following sections, results are presented based on
the foot segmentations obtained using all the 3 colour channels in CIE L?a?b?
with EM-LDC for 3 clusters.
5.5.2 Registration Optimisation in the Thermal Images
The parameters of the fine registrations are the shift (xt, yt), the rotation angle
r, and the vertical scale s. Since the pivot of the rotation was near the heel,
the foot contour was not rotated around its centroid point, but around the heel
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(a) Example 1 (b) Example 2
Figure 5.8: Examples of results from optimised registration. The green solid lines rep-
resent the foot contours obtained from manual segmentation done by experienced clin-
icians. The red dashed lines correspond to the foot contours obtained from projective
transformation of the contours from the colour images. The blue dashed lines come
from the optimised registration.
point (the furthest point on the foot contour when the foot was rotated to stand
vertically).
The length of the perpendicular profile line (shown in 5.5b), which is equiv-
alent to the window size, was set to 11 pixels with 5 pixels inside, and 5 pixels
outside the foot region. To bound the search area, the ranges of the parameters
were limited; for shift: xt, yt ∈ [−20, 20] (pixel), for rotation: r ∈ [−3, 3] (de-
gree), and for vertical scaling: s ∈ [0.95, 1.05]. Examples of the optimisation
results can be found in Fig. 5.8.
Compared to manual segmentation in the thermal images, the sensitivity
and specificity of feet segmentation in the thermal images with transformation
parameter optimisation, before fine registration, are 96.0%± 2.0% and 98.1%±
0.7% with D¯EA = 2.7 ± 1.0 mm; and after fine registration: 97.9% ± 1.1% and
98.3%± 0.5% with D¯EA=1.9± 0.6mm.
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5.5.3 Left and Right Foot Registration and Detection of Dia-
betic Foot Complications
For each patient, the right foot was chosen as the static object, and the left foot
was mapped on the right foot. Examples of the registration between left and
right feet and the detected complications are given in Fig. 5.9.
To get a quantitative assessment of the registration results, a comparison
between manually association of some regions on the right and left foot and au-
tomated association (by our right/left registration algorithm) was performed:
the sensitivity and specificity are 85% ± 1% and 98.4% ± 0.4%, respectively,
and D¯EA = 4 ± 1 mm. The error may come partly from the subjectiveness of
the manual association, and partly also from the asymmetric deformations of
the feet (which can locally make the association difficult, or even impossible).
Taking this into account, the registration results are considered to be accurate.
Taking 2.2◦C as cut-off point for risk identification, all 3 Charcot foots and
35 out of 37 diabetic foot ulcers were successfully detected (95%). The 2 missed
ulcers were small (∼ 5 × 5 mm2), one of which was only found after debride-
ment of abundant callus.
5.5.4 Limitations of the Study
A limitation of the proposed asymmetric analysis was that it could only de-
tect diabetic foot complications by comparing the two feet of the patient. This
means that when one foot is amputated, any complication in the other foot can
not be detected. Additionally, in case that both feet have similar complications
in corresponding regions, the complications will also be missed. Besides, in
finding the asymmetry of between left and right feet, registration was always
done from left and right feet. This registration itself may introduce artificial
asymmetry, which has not been investigated in this article.
Another limitation of the study is that we did not have a ‘gold standard’
to evaluate the segmentation and registration of the feet. We used manually-
segmented references that were labeled by one clinical investigator. This may
be subject to some bias since another observer may come to different observa-
tions. However, we expect that this inter-observer variability will not signifi-
cantly affect the found sensitivity and specificity.
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5.6 Conclusion
In this contribution, an experimental setup with an IR camera system and an
RGB camera was built. With the data collected from diabetic patients with foot
complications, or patients who are at high risk of foot complications, a method-
ology was proposed for automated detection of these foot complications with
the acquired thermal images. The method is based on a simple asymmetric
analysis combined with foot segmentation from color images and non-rigid
registration between left and right foot.
Foot segmentation with unsupervised machine learning in different color
spaces was investigated in Section 5.4.2. The foot segmentation in CIE L?a?b?
color space achieved a sensitivity and specificity of 98% ± 1% and 99% ± 1%,
respectively. With registration optimization to map the foot segments onto the
thermal image, the final sensitivity and specificity of the foot segmentation in
the thermal images were 97.9% ± 1.1% and 98.3% ± 0.5%, respectively. The
registration between the left and right foot, based on foot contours, presented
fairly good results regardless of the shapes, sizes, poses or positions of the two
feet. In this chapter, we provide the proof-of-principle that the thermal images
acquired through our experimental setup can detect diabetic foot complica-
tions.
These promising outcomes of thermal image analysis of the foot may prove
to be promising in the early detection of foot complications in patients with DM
and patients who are at high risk for these complications. Future research ob-
jectives are: a) Both the left and right feet may be restored to a general and un-
biased foot contour template to reduce the asymmetry in the foot registration.
b) Thermal image analysis of the ipsilateral foot to detect diabetic foot compli-
cations without the need to image the contralateral foot. c) Combining the ther-
mography technology with other modalities, such as photometric stereo imag-
ing [83] and multispectral imaging [40], in the experimental setup to predict
the development or healing of diabetic foot complications. d) Comparing the
effectiveness and efficiency of predicting diabetic foot complications using dif-
ferent modalities; e) Developing and investigating an intelligent telemedicine
system with the most cost-effective modality or modalities to monitor diabetic
foot status in daily clinical practice.

CHAPTER 6
Photometric Stereo Imaging to Reconstruct
the 3D Surface of the Plantar Foot of
Diabetic Patients: A Feasibility Study on
Detection of Diabetic Foot Complications
6.1 Abstract
Photometric Stereo Imaging is capable of reconstructing and presenting details
of both the skin geometric and radiometric changes, which makes it a potential
modality for an intelligent telemedicine system for frequent screening and risk
assessment of diabetic foot complications. In this chapter, we describe the de-
velopment and investigation of a PSI system with eight illuminators for scan-
ning the foot soles of patients with Diabetes Mellitus. A feasibility study was
conducted to apply the 3D surface reconstruction on plantar foot from diabetic
patients using photometric stereo imaging. The 3D curvature features would
be extracted and be used as image features for foot diagnostic segmentation
to distinguish between the skin with and without any diabetic foot complica-
tions. When the patient feet remain static during measurement, the Root Mean
Square Error of the height map reconstruction, based on our PSI system and
reconstruction method, was 0.5mm. By combing the recovered surface radio-
metric property, and the 3D curvature features extracted from the recovered
surface normal as input features to Expectation-Maximisation clustering for
detecting diabetic foot complications, the sensitivity and specificity over 34 pa-
tients were 81.4% and 82.3% , respectively, comparing with the clinical live as-
sessment. These outputs indicated PSI as potential technique for detecting the
diabetic foot complications for further study. Additional research and invest-
ment is worthwhile, which unfortunately will not be included in this thesis.
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This chapter will be published in a slightly modified version as “C.Liu, J.
J. van Netten, J. G. van Baal, S. A. Bus, and F. van der Heijden, Photometric Stereo
Imaging to Reconstruct the 3D Surface of the Plantar Foot of Diabetic Patients: A
Feasibility Study on Detection of Diabetic Foot Complications”
6.2 Introduction
Diabetes Mellitus (DM) is on the rise in prevalence and significance world-
wide [2]. Diabetic foot ulceration is one of the major complications for pa-
tients with DM. Approximately 15%-25% of diabetic patients will eventually
develop foot ulcers [3]. These ulcers provide an avenue for infection, and may
cause progressive tissue necrosis. If not adequately treated, they may lead to
an increased risk of amputation and mortality [7]. Early risk identification and
subsequent treatment of diabetic foot complications (e.g. ulceration, inflam-
mation, callus formation and blisters), plays a pivotal role in amputation pre-
vention and diabetes care. However, it is impractical and expensive to have
frequent risk assessment by health care specialists. Examination by patients
themselves has its limitations due to various health impairments caused by
DM. Thus, any innovation that is noninvasive, non interactive and easy to use,
for automatic assessment and detection of diabetic foot complications, may be
beneficial for diabetic foot care. The ultimate objective of our project is to de-
velop an intelligent telemedicine monitoring system, that can be deployed at
the patients’ homes or at health centres, for frequent foot assessment in order
to detect diabetic foot complications in due course.
6.2.1 Related work
Telemedicine system using digital photography
Telemedicine systems based on digital photography have been built and tested
for frequent foot risk assessment [19, 32]. However, some pre-signs of diabetic
foot ulceration are difficult to assess using digital photography [32]. Further-
more, such systems are not yet capable of automatic assessment of diabetic foot
complications. This limits their application and implementation.
3D Scanning Technologies
3D shape acquisition and reconstruction is a beneficial but also a challenging
problem in many fields of engineering and life science. It may be useful for
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revealing the local 3D surface deformation of the foot sole skin surface, which
then provides information about changes in the surface texture. Such changes
are either caused by geometrical variation of the surface (e.g. papillary lines,
or pre-signs of ulceration such as fissures, abundant callus) or by radiometrical
variations (e.g. necrosis, infection related redness, or an ulcer).
Numerous 3D scanning technologies exist. They generally fall into three
categories, which are multi-view imaging, photometric stereo imaging (PSI)
and tactile imaging. Multi-view imaging techniques often require elaborate se-
tups [75], and thy focus more on the global 3D shape reconstruction, thereby
failing to capture high-frequency structure details [76]. Tactile imaging sys-
tems measure the local pressure on the object surface and they translate the
measured pressure to a 3D surface [77]. The pressure on the foot skin is fun-
damental for tactile imaging, but may cause the transmission of pathological
organisms in our application. PSI, on the other hand, is a modest and non-
contact technology, which achieves the 3D surface reconstruction based on an
image set taken from one fixed viewpoint under three or more different il-
lumination conditions [78, 79]. In PSI, low spatial frequency components of
measured gradients are rejected and 3D surfaces are derived based on higher
spatial frequency components, which can capture the local surface details. As
such, PSI shows greater potential for future telemedicine applications and it is
the focus of this chapter.
In this chapter, we first describe the development of a PSI system with eight
illuminations for diabetic foot sole scanning. And the feasibility of the PSI
system in detecting diabetic foot complications was investigated in a group
of patients at high risk for diabetic foot ulceration. Currently, the study was
oriented to show the capability of the PSI in distinguishing between skin with
diabetic foot complications and healthy skin.
6.2.2 Outline of this chapter
The fundamental theory of PSI reconstruction was introduced in Section 6.3.
Section 6.4 describes our experimental setup, the measurements and patient
recruitment. Next, the image processing for 3D surface reconstruction and the
detection of diabetic foot complications are described in Section 6.5. Results
and discussion follow in Section 6.6. Finally, conclusions and recommenda-
tions for further work are given in Section 6.7.
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6.3 Photometric Stereo Imaging
The fundamental theory of PSI is based on two assumptions [78,79], which are
(a) all illumination sources are at a large distance and they can be regarded as
point sources at known positions. This provides parallel incident light with
known illumination directions. (b) The object surface is Lambertian, i.e. the
surface remission is an isotropic scattering and it follows a Lambertian re-
flectance model, without shadows or specular reflections.
A given image point (u, v) corresponds in 3D to an unknown depth z =
f(u, v). Here, (u, v) are the pixel coordinates. Its 3D position in world coordi-
nate system can be derived as p = P−1[u, v, 1]T , where P denotes the camera’s
perspective transformation.
Suppose the 3D position p on the object surface has a surface norm n and
a surface albedo ρ. Under the PSI assumption, the pixel brightness in the ac-
quired image (Ii(u, v)) under illumination source li (i = 1 · · ·K, K is the num-
ber of illumination sources) can be described by the Bi-direction Reflectance
Function (BRDF), as follows:
Ii(u, v) = Ai(u, v)ρ(u, v)li(u, v) · n(u, v) (6.1)
where Ai(u, v) is a response factor, including the camera sensor sensitivity and
the illumination strength attenuation.
Defining mi(u, v) ≡ Ii(u, v)/A(u, v), for a PSI system with K illumination
sources, we may stack the K equations to a linear system:
M(u, v) = ρ(u, v)L(u, v)n(u, v) (6.2)
The above linear system of equations can be solved if the illumination
sources L(u, v) is nonsingular. This is equivalent to requiring that the illumi-
nations sources and the objects do not lie in the same plane. The more illumi-
nators involved, the more accurate and robust the recovery result may be. The
surface normal and the surface albedo can be estimated according to the least
square estimation as follows [78, 79]:
ρ(u, v) = |[LT (u, v)L−1(u, v)]LT (u, v)M(u, v)| (6.3a)
n(u, v) = 1
ρ(u, v) [L
T (u, v)L−1(u, v)]LT (u, v)M(u, v) (6.3b)
For RGB images, the estimation by Eq. 6.3 can be done for each color chan-
nel, and the surface normal can be achieved as an average as n(u, v) =
[nr(u, v) + ng(u, v) + nb(u, v)]/3.
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The directional gradients can be obtained by scaling the directional normal
to its surface:[
−∂f(u,v)∂u −∂f(u,v)∂v 1
]
= n(u, v)
nz(u, v)
=
[
−nu(u,v)nz(u,v) −
nv(u,v)
nz(u,v) 1
] (6.4)
6.4 Materials and Measurement
An experimental setup, consisting of one commercial digital RGB camera, the
Canon EOS 40D, and eight power LED light sources [83], has been developed
for measurements on patients as shown in Figure 6.1. The digital camera was
placed at a distance of 860mm from the measurement plane, covering a field of
view 420 × 280 mm2 with resolution 3888 × 2592 pixels (pixel size ≈ 0.1mm).
The eight illumination sources were mounted on a circle (φ ≈ 565 mm) with
equally spaced tilt angles. The distance between the target imaging plane and
the illumination plane was 480 mm. As such, the slant angles for each illu-
mination sources were about the same, ≈ 30◦, satisfying the requirement for
photometric stereo imaging system design [80].
Patients were recruited from the multidisciplinary diabetic foot clinic of the
Hospital Group Twente, Almelo, the Netherlands. The patients included in this
study were all diagnosed with DM and showed diabetic foot complications,
e.g. callus, blisters, redness, ulceration, or had a history of ulceration. The
average age of the 34 included patients, 25 males and 9 females, was 65 years
(SD = 13.8).
Measurements started with placing patients’ feet on the foot support of the
experimental setup (Fig.6.1e). To help to position the patients’ feet and restrict
the movements of the feet during measurement, three sidelong supporting bars
were mounted. The patients were allowed to lean their foot on the bars dur-
ing measurement. The positioning of the patients’ feet was adjust according
to the top surface of the supporting bars to make sure all the patients’ feet al-
most at the same plane. This adjustment was done with a help of the clinical
experimenter by visual check. A hospital cloth was placed over the legs of the
patients for hygiene reasons and one piece of black cloth was draped over the
shield of the setup to block external light entering the setup and to provide a
homogeneous background. During the measurement, the eight illumination
sources (Fig.6.1c) were turned on one by one. For each of the illuminators, one
image was taken. As such, for each measurement, an image set of eight images
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Figure 6.1: The experimental setup with eight illuminations. (a) The schematic of PSI
with eight illuminations (The thermal camera and spectral camera array were removed
from the schematic for illustration purpose); (b) The sketch of the experimental setup for
patient measurements; (c) The illumination plate and the RGB camera; (d) The appear-
ance of the experimental setup; (e) Positioning of patient’s feet during the measurement.
was acquired by the same digital camera with 8 different illumination sources.
The total measurement takes around 90 seconds, during which the patients
were requested to keep their foot as stable as possible to avoid any movement.
For each patient, a live assessment form of the plantar surface of both feet
was completed by a wound care specialist. This live assessment was used as
a reference for the validation of the automatic detection. Examples of the ac-
quired images under different illuminators are given in Fig. 6.2.
6.5 Method
Preceded with system and light calibration (Section 6.5.1), first, patient spe-
cific PSI processing was done, and next to which was diabetic foot complica-
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Figure 6.2: The acquired images set for one patient under eight illuminators. The images
are cropped for illustrative purpose.
tions detection. This was achieved in three steps: image preprocessing (Section
6.5.1), PSI reconstruction (Section 6.5.2) and the detection of foot complications
(Section 6.5.3). All the image processing and pattern classification in this study
was performed on Matlab R2013b, with an additional toolbox PRtools5 [86]
in 64 bits Windows.
6.5.1 Calibration and Image Pre-processing
Before measurements on patients, the imaging system was calibrated using the
camera calibration toolbox [119] to obtain the camera perspective transforma-
tion matrix P.
To calibrate the light distribution over the field of view (FOV), three cali-
bration objects, shown in Fig. 6.3, were built and imaged, with known surface
geometry (known surface normal). The surface of the three calibration objects
were covered with standard Grey Card (18% neutral grey, Fotowand Tech-
nic, Sudwalde, Germany), which created objects with known surface albedo
ρgray = 0.18.
For each pixel in the FOV, by stacking all the image intensities of the three
calibration objects under the same illuminator, a linear equation system based
on Eq. 6.1 can been built as
Igrayi (u, v) = ρgrayAi(u, v)li(u, v)n(u, v) (6.5)
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which can be solved to obtain the illumination distribution li(u, v) and an es-
timation of the response factor Ai(u, v), which are needed for solving Eq. 6.2.
This light calibration needs to be done off-line once for the same setup.
(a) (c)(b)
Figure 6.3: Three calibration objects with different surfaces geometries
Foot segmentation was preceded by PSI reconstruction with unsupervised
machine learning technology for each set of the input images. Details about
this have been addressed in [120]. In this way, the PSI reconstruction would be
focused on the foot area only to avoid the influence of the background.
6.5.2 Surface Reconstruction
Though the Lambertian assumptions can accurately describe the diffuse sur-
face reflection, it may sometimes oversimplify the reflectance of real world ob-
jects, especially when the objects exhibit shiny highlights or when are subject
to self-occluding shadows. Specularity and shadows are usually difficult to
eliminate in PSI reconstruction.
Our method for PSI reconstruction combined the one-specularity-two-
shadow assumption [81] and the simple decision criterion proposed by Resh-
meier et al. [121]. In the pixel-wise PSI reconstruction, the K (K=8) grey-level
image intensities were ranked in descending order. The assumption that at
most one specular reflection and two shadows are present among the multiple
images has been proven to work well with most objects [81]. In view of this,
the highest and the last two lowest image intensities, together with their cor-
responding illumination sources, were always discarded. As such, five of the
measured intensities were taken into account for the reconstruction to rule out
the influence of shadows and specular reflection.
As simple as the criterion is, there might be a risk to lose information in the
highest or the two lowest values that are not associated with specular reflection
or shadows. In our system, we still have five, two more than three, images,
which may provide redundant information as extra equations in Eq. 6.2, to
6.5 Method 121
improve the accuracy and robustness of the recovery presented in Eq. 6.3. All
these aspects make our method easy and robust to implement.
To obtain the height information from the recovered surface normal, the
common method based on Fourier basis was implemented [122]. In this
method, the surface gradients [∂f(u, v)/∂u, ∂f(u, v)/∂v] were projected onto a set
of Fourier basis functions to do the integration in the frequency domain, which
enhanced the integrability and the tolerance to noises.
Currently, it is hard to obtain the ground truth for the foot sole of a pa-
tient. Therefore, for validation two wooden half spheres (φ = 20mm) attached
to the cover of a grey hard board were used. And their 3D surfaces were re-
constructed. This validation targets were also used to capture the influence of
possible movement of the patients.
6.5.3 Detection of Diabetic Foot Complication
Surface curvature can be an important 3D feature for revealing the surface in-
trinsic properties. For each pixel , the Gaussian curvature (K), the mean cur-
vature (H) and the scalar curvature (C) can be calculated as follows [123]:
K = fuufvv − f
2
uv
1 + f2u + f2v
(6.6a)
H = (1 + f
2
u)fvv + (1 + f2v )fuu − 2fufvfuv
(1 + f2u + f2v )3/2
(6.6b)
k1, k2 = H ±
√
H2 −K; C =
√
k21 + k22 (6.6c)
where fu, fv and fuu, fvv , fuv are the first and second order partial derivatives
of the depth f(u, v). An example of the scalar curvature (C) can be found as
Fig. 6.7b.
The recovered surface albedo and the surface curvature were used as input
features for the Expectation-Maximisation (EM) clustering, aiming at the de-
tection of diabetic foot complications. The EM clustering is one of the most
popular techniques in unsupervised machine learning [86]. A probabilistic
model fem is used to estimate the joint probability distributions p(x, kl|fem)
iteratively, where x is a pixel within the segmented foot and kl is the associ-
ated class label (with or without diabetic foot complications, in our case). The
number of the desired classes (clusters) is predefined. Detailed about the EM
clustering algorithm has been addressed in the previous Chapter.
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For this application, a simple model, a mixture of Gaussians with equal
covariance matrices, was chosen and trained with the EM algorithm for each
patient. This model is also referred to as EM with linear discriminated classifier
(LDC). For pixels in the segmented foot area, the derived surface curvature (C)
and the reconstructed surface albedo for the three colour channels ([ρrρg, ρb])
were combined and served as the input features for clustering. As such, for
each pixel, x(u, v) = [C(u, v), ρr(u, v), ρg(u, v), ρb(u, v)], has a four dimensional
feature space. Empirically, the desired number of classes was set to be 3, for
discriminating whether a pixel with or without diabetic foot complications (2-
class problem). One extra class label was added mainly for the pixels that lo-
cated at the board of the foot.
6.6 Results and Discussion
6.6.1 PSI Reconstruction on Real Patient’s Foot
The PSI reconstruction was performed for the pixels on the plantar surface
only utilising the above mentioned method. Reconstruction results, with the
acquired images shown in Fig. 6.2, can be found in Fig. 6.4 and Fig. 6.5.
As stated before, it is hard to obtain the ground truth for the foot sole of
a patient. But we can perceive the surface geometry changes presented in the
surface normal map and the height map. Taking the patient shown in Fig.6.5
as example, the surface height map changes can be observed, at the positions
of the callus (at the bottom of the hallux of the left foot in the image ), the
ulceration regions on the right foot in the image), and the fold of skin on both
feet.
Assume that segmented foot contours were always located on the same
plane as the top surface of the sidelong supporting bars, the reconstructed
heights for the pixels on the segmented foot contours were set to be zero. The
foot sole surface heights were defined as the height differences between the re-
constructed heights for pixels within the segmented foot region and the plane
of the foot contours. Taking the heights of the highest pixel as the reconstructed
foot elevation, the mean recovered foot sole surface elevation of all the 34 pa-
tients was 25± 7 mm.
For a quantitative evaluation, the reconstruction results of the spheres can
be found in Fig. 6.6. By subtracting the height of the reconstructed background,
the root mean square error (RMSE) of reconstructed height map of the entire
surface of the half sphere (shown in Fig. 6.6(a)) is 0.5mm. However, if any
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movement was involved (about 30 pixels (∼ 3 mm)) in acquired image set,
without any registration step for correction of the movement the post PSI re-
construction, the reconstruction RMSE of the height can be as high as 4.6 mm.
(a) (b) (c)
Figure 6.4: The Foot segmentation (a), the recovered surface albedo (b), and the RGB
coded surface normal map (c). The RGB colour for the normal map was generated by
normalising x, y, z comments in the interval of [−1, 1] to the R, G, B colour channel
within interval [0, 1].
(a)
(b)
(c)
Figure 6.5: Reconstructed height map: (a) the top view of the foot sole, where the re-
gions that had abundant callus and ulceration (indicated during live assessment by clin-
ical expert) have been selected, zoomed and viewed in different angle. (b) the height
map viewed from a different angle (c) the height map with textured colour.
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(a) (b)
Figure 6.6: Reconstructed Surface Albedo and height map for the Spheres: (a) Sphere
without movement involved in the image sequence acquisition. Relative height map of
to its background, the highest point in the reconstructed height map 10.7mm. (b) Sphere
with about 30 pixels (∼ 3 mm) movement involved. The movement can be observed in
the recovered surface albedo.
6.6.2 Detection of Diabetic Foot Complications
(a) (b) (c)
Figure 6.7: The region detected with EM clustering based on Surface Albedo and the
depth curvature (a), the surface curvature map (b) and the region detected (Red) based
on only the surface curvature (c).
With the recovered surface albedo and the surface curvature as as input
features to EM algorithm for three clusters (this number was set empirically),
the colour changes played a dormitory role in the clustering procedure. The
colour changes on the heel and/or on the palms of the feet (shown in Fig. 6.7a)
can also be detected, which accounts for small callus due to walking pressure.
This is ‘regular callus’ on human foot but is yet a diabetic foot complication.
When using the surface curvature as input feature, surface geometry
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changes (edges) can be detected by thresholding the scalar curvature empir-
ically. However, the detected edges (shown in Fig. 6.7c) do not only account
for callus and ulceration, but also some from the skin fold. Taking only the
curvature into consideration, simple thresholding was not able to distinguish
the difference.
By comparing the segmentation results with the live assessment form from
clinical experts, among the 34 patients in this preliminary study, there were
8 out of 9 ulcerations, 23 out of 27 callus, 4 out of 7 other foot complications
(redness, necrosis and small defect) correctly detected. 12 regions with no signs
of foot complications were labeled. As such, the sensitivity and specificity for
the detection are 81.4% and 82.3%, respectively.
6.7 Conclusion
In this contribution, a PSI system with 8 illumination sources was build and
investigated for foot sole scanning and diabetic foot complications detection.
When the imaging subject remains static during the image acquisition, the eval-
uated RMSE of height reconstruction from our image system was 0.5mm. This
calibration was done with a half-sphere calibration target. To achieve such re-
construction accuracy, it requests that there is no foot movement during the im-
age acquisition, which may be a burden for diabetic patients. So, in the future,
foot registration should be implemented to eliminate the movement effects.
Currently, foot complications detection with EM clustering has 81.4% and
82.3% as sensitivity and specificity, respectively. However, it lacks the ability to
distinguish the reasons for the colour or geometric changes, whether it comes
from normal skin changes or accounts for diabetic foot complications. A su-
pervised training technique, instead of unsupervised EM clustering, may be
necessary to learn the classifiers the patterns of foot complications to differen-
tiate the diabetic foot complications from the healthy skin more precisely, e.g.
to differentiate normal callus from the abundant callus.
Moreover, the recovered surface albedo and the curvature were utilised as
features for classification directly, both of which contained noise from the PSI
reconstructions. Other image features, such as Gabor features and local binary
patterns, and other 3D surface features, surface flatness for example, should
be extracted and applied, which may make the detection less sensitivity to the
noise.
Furthermore, more information may be provided by combining the 3D sur-
face features, and the surface albedo, with the information achieved with other
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modalities in our experimental setup, e.g. thermal imaging [120], and multi-
spectral imaging [40], to automatically detect diabetic foot complications and
to differentiate among these complications.
CHAPTER 7
Conclusion
7.1 Answers to Research Questions
In this thesis, we have presented studies to detect diabetic foot complications
with acquired images using an experimental setup. This experimental setup
combined three imaging modalities, namely spectral imaging, infrared thermal
imaging, and photometric stereo imaging.
Can skin spectra be used to detect diabetic foot complications, and to distin-
guish different foot complications?
The reflectance skin spectra may reveal the structure and properties of the skin
tissue. In Chapter 3, we employed a spectroscopy system with a spectrometer
to measure the region of interest that were assessed and annotated by clinical
experts. Instead of deriving the underneath supporting physiological cause
of the skin reflectance, machine learning technologies were applied to signify
the differences between different foot complications. With a linear map of all
the spectral information, the classification accuracy with the measured data to
discriminate different diabetic foot complications may reach 90%± 10%.
What are the most informative wavelength bands for the detection of dia-
betic foot complications and for distinguishing the different diabetic foot
complications? Is it possible to build a Spectral Imaging system that em-
ploys these informative bands?
A data set with skin reflectance spectra from 227 skin regions from 64 patients
was built and used for the optical filter selection. With the central wavelengths
and pass-bands of the commercially available optical band-pass filters, the op-
tical filters were simulated and applied to filter the skin spectra (measured with
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the spectrometer). The filters selection results show that the required optical fil-
ters for a spectral imaging system ranges from 3 to 7, depending on additional
constrains. With selected simulated filters sets, it was able to discriminate be-
tween ulcers, callus and healthy skin with a specificity of 96% and a sensitivity
97%. Our stability analysis based on Monte Carlo method reveals that the shot
noise of the designed imaging system would be a curtail factor, which may
influence the classification performance.
Thus, it is feasible to build a spectral imaging system with a limited number
of optical bandpass filters corresponding to the informative wavelength bands.
This may firmly increase the measurement and cost efficiency of the future
system.
Can the spectral imaging system with the selected bandpass filters designed
in our experimental setup detect different diabetic foot complications? What
is the performance?
In Chapter 4, an experimental setup with a 9-camera array fitted with 18 filters
was built for spectral images acquisition from plantar foot of diabetic patients
at high-risk for foot ulceration and amputation. Front-end pixel classifiers for
automatic detection of the diabetic foot complications were trained and evalu-
ated based on the annotation provided by clinical experts. Totally, 63 patients
were measured and 62 ‘Callus’, 29 ‘Ulceration’, 11 ‘Rest’, 6 ‘Fissure’, 2 ‘Red-
ness’, 1 ‘Blister’ regions and 369 ‘Healthy’ regions were annotated. Among
them, data from 42 patients were randomly selected as the training set from a
dataset.
When a set of proper priors were chosen for quadratic discriminate classi-
fiers training, the evaluation with the data from the other 21 patients provided
classification performance of 78.8% sensitivity and 87.2% specificity for dis-
criminate the skin pixels present or absent of diabetic foot complications. This
result proved the concept that the designed front-end pixel classifier had the
ability to detect the diabetic foot complications with acquired spectral images,
which achieved the objective of the front-end pixel classifier designing.
However, 88% ‘Callus’ and only 65% of ‘Ulceration’ could be correctly de-
tected with the trained pixel classifier. This indicated that the capability of the
pixel classifier in discriminating the different foot complications was low; and
the risk of miss detection was high. A back-end processing using the output
of these classifiers is essential for the future study. In the back-end processing,
higher level expert knowledge should be exploited to boost the performance
to acceptable levels.
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Can infrared thermal imaging system in our experimental setup can be used
for the detection of some of the diabetic foot complications?
In Chapter 5, a methodology was proposed for automated detection of dia-
betic foot complications with the acquired thermal images. The method was
based on a simple asymmetric analysis combined with foot segmentation and
landmark-based registration between the left and right foot. By assistance of
the foot segmentation in digital colour images, the sensitivity and specificity of
foot segmentation in the thermal image were 97.9%± 1.1% and 98.3%± 0.5%,
respectively, despite of the low contrast between the foot and the background
in the thermal images. The left and right foot registration presented fairly
good results regardless of the shapes, sizes, poses or positions of the two feet.
Based on this left and right foot registration, the temperature difference of cor-
responding points on the contralateral feet could be easily achieved. As such,
the diabetic foot complications could be identified by thresholding this temper-
ature difference. The study in Chapter 5 provided a proof of concept that the
thermal images acquired through our experimental setup can detect diabetic
foot complications. However, this methodology is limited to patients, from
whom both feet are available in the acquired images.
What kind of information can photometric stereo imaging provide in their
application? Can photometric stereo imaging be used for the detection of
diabetic foot complications?
In Chapter 6, a photometric stereo imaging system with 8 illumination sources
in experimental setup was investigated for the foot sole scanning and diabetic
foot complications detection. With the reconstructed foot depth map and sur-
face albedo as input features, the ‘Healthy’ and suspicious ‘unhealthy’ regions
on plantar foot was detected with Expectation-Maximisation (EM) clustering.
The sensitivity and specificity of this unsupervised detection were 81.4% and
82.3%, respectively. However, it lacks the ability to distinguish the reasons for
the colour or geometric changes. In other words, EM clustering could detect
the skin surface changes but it could not distinguish whether the changes come
from normal skin (e.g. skin fold or foot pressure point) or account for diabetic
foot complications. Therefore, a supervised training step may be necessary to
learn the classifiers the patterns of foot complications.
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7.2 Recommendations for Future Work
7.2.1 Spectral Imaging on Detection of Diabetic Foot Compli-
cations
Pioneer studies has implemented hyperspectral imaging system to monitor di-
abetic neuropathy [55], to assess the risk for ulceration formation [59] and to
predict ulcer healing [56, 57]. Most of the pioneer studies followed the ‘ana-
lytical approach’ [96], which seeks to deconstruct the reflectance spectra into
biologically and physically meaningful factors, such as a map of tissue oxy-
genation. Despite of the valuable performance, the delicated hyperspectral
imaging system is too expensive to be used at home environment.
Although study in Chapter 3 showed promising results in filter selec-
tion and detection different diabetic foot complications with skin reflectance
data following a statistical approach, the 7 filters selected with the approach
mounted in our experimental setup did not continue to provide good perfor-
mance in signifying the difference between different diabetic foot complica-
tions. This may account for different illumination source (different spectral dis-
tribution) and different light distribution on the target surface. Besides, lacking
of learning examples for the classifier training may be another explanation.
Further study with the spectra images should focus on the improvement of
the detection, which might be achieved by:
• Including more patients for the training and testing, covering more vari-
ations within classes. This can also help us to eliminate the possible data
correlation in classifier evaluation.
• Another way of eliminating the possible correlations would be to per-
form data grouping in a Gaussian pyramid.
• Perform a more delicate imaging system registration to taking both the
intrinsic and extrinsic cameras properties into consideration. Reducing
the misalignment could also improve the performance of the classifiers.
• The output of the trained pixel classifiers can be used as the input for a
back-end processing in which hight level expert knowledge, such as the
area and shapes of regions with foot complications, should be exploited
to boost the performance to more satisfactory levels.
• Deriving physiological causal parameters from the measured spectra
data based on a skin optical model. It may also improve the classification
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performance by adding the physiological parameters as input features.
7.2.2 Thermal Imaging on Detection of Diabetic Foot Compli-
cations
The methodology for processing the acquired thermal images was intended to
detect the diabetic foot complication by comparing the corresponding points
on the contralateral feet. In finding the asymmetry of between left and right
feet, registration was always done from left and right feet. This registration
itself may introduce artificial asymmetry, which has not been investigated. In
the future, both feet may be registered to a general and unbiased foot contour
template to reduce such asymmetry.
The only criterion validated with randomised controlled trail (RCT) in tem-
perature monitoring of diabetic foot is: if the temperature difference between
the corresponding points on left and right foot is larger than 2.2◦C, the region
is at risk for inflammation. However, recent studies by our fellow researchers
pointed out that the 2.2◦C criterion was not sufficient for different foot compli-
cations [116, 124]. Besides, this comparison can not be conducted on patients
with partial or entire foot amputated. Additionally, in case both feet have simi-
lar complications in corresponding regions, the complication will be missed as
well.
Thus, the thermal image analysis should be further developed on ipsilateral
foot to detect foot complications without the need to image the contralateral
foot. One possibility for the ipsilateral foot temperature analysis is to com-
pare the temperature with its neighbour pixels to find the hot spot at risk for
inflammation.
7.2.3 Photometric Stereo Imaging on Detection of Diabetic
Foot Complications
Photometric Stereo imaging was included into our experimental setup, intend-
ing to obtain a 3D reconstruction of the foot, provide more realistic presentation
of the foot and detect the diabetic foot complications associated with texture
changes.
However, this imaging modality is really sensitive to the object movement
and illumination condition changes. For diabetic patients, it is hard to restrict
the feet steady in the experimental setup during the image acquisition of the
8 images per patient, which has low light strength to avoid specular reflection
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and long exposure time for imaging. For the study in Chapter 6, around half
of the patients were ruled out due to the foot movement and positioning.
A further study should be conducted to determine whether this modality
is worthwhile for the following development of the telemedicine device.
• Improve the imaging system to unify illuminations and restrict the pa-
tient movement as much as possible.
• A robust algorithm for photometric stereo reconstruction should be de-
veloped, invariant of the object movement and illumination condition
changes;
• Remove this modality from the further development. One alternative
can be to use the 9 camera array geometry to reconstruct the 3D surface
of plantar foot. In this way, the setup can get rid of one camera together
with its eight illumination sources. With what, the system complexity
will be reduced.
7.2.4 Combination and Comparison Among the Three Imag-
ing Modalities
Currently, the information acquired with the three modalities in our experi-
mental setup functioned in detecting diabetic foot complications separately.
Although the results from the current studies indicated that each of them was
promising for further development of the telemedicine system, a combination
of the acquired information from the three may boost the performance and
overcome their individual limitations.
Besides of the information integration, the adding values of each modality
in detection of different diabetic complications should also be investigated and
compared. If the function of one or two of the modalities in the performance
improvement is so small that the modality/modalities can be reduced from the
setup. In this way, the complexity of the future system will be reduced.
To do the combination and/or comparison between the three modalities, a
dedicate imaging system registration is necessary. This registration can make
sure the right pixel information be aligned with each other.
7.2.5 Clinical Live Assessment and Medical Information
Currently, only one clinical expert (either a wound consultant, surgeon or pedi-
atrist) was involved in the live assessment of patient before image acquisition.
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Such assessment was done based on the personal education and experience.
So, it would be quite subjective to the personal judgement with ineluctable
bias. In the future, more clinicians should be involved for the live assessment
to reduce such bias. In the meantime, an investment should be conducted to
check the inter-clinician variation.
Furthermore, the live assessments were simply done on a paper form. Later
in our data processing stage, our clinical researcher had to go back to the paper
forms to annotated the foot for further usage, which was not efficient. In the
future, a live annotation tool should be developed for clinicians to perform a
digital live assessment.
Additionally, a complementary information database network might be
helpful for the automatic diagnosis. Such a database may integrate all kinds
of medical data together with the acquired images, such as the age, gender,
types of diabetic, history of the ulceration, etc.
7.2.6 Longitudinal Analysis
The final objective of the project is to develop a telemedicine system which
may predict the diabetic foot ulcerations. Therefore, a longitudinal study is
desirable to monitor the development of the ulceration and the efficiency of
the treatment. It is worth to mention that such study may require more time
and arrangement of both the clinician and the patients.

APPENDIX A
Live Assessment Form
Before the images acquisition started, any participated patient will be informed
of the nature of the measurement. If they are consistent with the measurement
protocol a patient consistence will be signed both by the patient and the clinical
researcher, as shown in Fig. A.1.
Each foot was assessed by clinical expert for the presence of some foot com-
plications, such as the presence of the ulceration, some import clinical pre-signs
of ulceration (such as abundant callus, redness, fissures, blisters or other) or ab-
sence of any foot complications, on a simple live assessment form, as shown in
Fig. A.2.
136 A Live Assessment Form
Figure A.1: Example of the patient consistence form.
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Figure A.2: Example of the live assessment form filled by clinical specialist.
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Summary
Diabetes Mellitus (DM) is one of the most common chronic diseases globally. Currently
more than 382 million people are diagnosed with DM. The population and significance
of DM are expected to rise even further in the future. People with DM are at risk of de-
veloping a number of disabling and life-threatening health problems, such as diabetic
foot complications, including ulceration and its pre-signs (e.g. abundant callus, inflam-
mation, fissures, blisters). Approximately 25% of patients with DM eventually develop
foot ulcers. If not treated in time, the risk for (partial) lower extremity amputations
or mortality increases. These devastating consequences can be prevented by early de-
tection and timely treatment of the diabetic foot complications. This early identification
strongly depends on frequent risk assessment, preferably on a daily basis, especially for
high-risk patients. However, frequent assessment by healthcare professionals is costly
and not always possible. Self-examination by patients is difficult and impractical, due
to other complications (e.g. limited joint mobility and reduced eyesight).
An intelligent telemedicine system, which is compact, non-invasive, non-contact
and user-friendly, may provide a solution for frequent assessment, which is the ultimate
objective of our project. As the first step to approach this goal, an experimental setup
that combined three promising imaging modalities, namely spectral imaging, infrared
thermal imaging, and photometric stereo imaging, was developed and investigated.
A spectral imaging system consisting of nine cameras in a matrix configuration was
developed, fitted with the preselected optical filters. This pre-selection of the filters was
conducted to obtain the most informative bandpass filters that signified the difference
between different skin conditions. Using the spectral images acquired, front-end pixel
classifiers were developed to detect diabetic foot complications, taking image annota-
tions based on the live assessment as the ground truth. These front-end pixel classi-
fiers can distinguish presence or absence of diabetic foot complications with acceptable
performance. However, they are lack of the capability of differentiating between the
various diabetic foot complications. Future studies are needed on enhancing the per-
formance of current pixel classifiers and designing the back-end classifiers.
With the infrared thermal imaging, the temperature difference between correspond-
ing points on the left and right foot in the thermal images were compared to detect the
risk of inflammation. As the temperature contrast between the feet and background was
low, it was hard to perform the foot segmentation directly from the thermal images. To
issue this, foot segmentations from digital color images were conducted for assistance.
The segmented left and right foot were then registered with each other, which which
helped to compare the temperature of the corresponding points on the contralateral
feet. The outcomes of the thermal image analysis proved to be promising in the early
detection of foot complications in patients with DM and patients who are at high risk
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for these complications. However, this methodology is limited to patients, from whom
both feet are available in the acquired images.
With photometric stereo imaging, a feasibility study was conducted to detect dia-
betic foot complications. The surface curvature (derived from the reconstructed surface
normal) and the reconstructed surface albedo were treated as input features to distin-
guish the skin regions with or without diabetic foot complications. The results indicate
that this imaging technology is promising, although it still has some limitations cur-
rently, such as the movement in patients’ foot during image acquisition. To determine
the potential value of this modality in the future telemedicine system, further improve-
ment is required.
The outcomes of the studies presented in this thesis showed the feasibility of devel-
oping a telemedicine system to detect diabetic foot complications with the three imag-
ing modalities. The studies acted as the precursors for developing such an intelligent
telemedicine system, which proposed potential detection methodologies and provided
the directions for the future study. Following the conclusion and recommendations of
this thesis, we expect an intelligent telemedicine system suitable for measurements at
the patients’ homes or at health centres can be developed in the future.
Samenvatting
Diabetes Mellitus (DM) is wereldwijd een van de meest voorkomende chronische ziek-
ten. Op dit moment zijn meer dan 382 miljoen mensen gediagnosticeerd met DM. Er
wordt verwacht dat de populatie en significantie van DM in de toekomst alleen maar
verder stijgen. Mensen met DM lopen het risico op verschillende beperkende en levens-
bedreigende gezondheidsproblemen. Een voorbeeld hiervan zijn diabetische voet com-
plicaties, zoals ulcera en de voortekenen van ulcera (bijv. overmatig callus, inflammatie,
fissuren, blaren). Ongeveer 25% van de patiënten met DM ontwikkelen gedurende hun
leven een voetulcus. Als deze niet tijdig behandeld worden stijgt het risico op ampu-
tatie van (delen van) de onderste extremiteit en mortaliteit. Deze verwoestende con-
sequenties kunnen voorkomen worden door vroege herkenning en tijdige behandeling
van diabetische voet complicaties. Deze vroege herkenning is in sterke mate afhanke-
lijk van frequente risicobeoordeling, bij voorkeur dagelijks, vooral bij patiënten met een
hoog risico. Echter, frequente beoordeling door gezondheidsprofessionals is kostbaar
en niet altijd mogelijk. Beoordeling door patiënten zelf is moeilijk en niet praktisch,
mede door de andere complicaties die deze patiënten hebben (bijv. beperkte mobiliteit
in de gewrichten en verminderd zicht).
Een intelligent telemedicine systeem, dat compact is, niet invasief, geen contact
maakt met de voet en gebruiksvriendelijk is, kan een oplossing zijn voor frequente beo-
ordeling. Een dergelijk systeem is het uiteindelijke doel van dit project. Als eerste stap
om dit doel te bereiken is een experimentele setup ontwikkeld en onderzocht. Deze
setup bestaat uit een combinatie van drie veel belovende modaliteiten, namelijk “spec-
trale imaging”, “thermische imaging”, en “photometrische stereo imaging”.
Het “spectral imaging” systeem, bestaande uit negen camera’s in een matrix con-
figuratie was ontwikkeld, waarbij met behulp van optische filters de gewenste spectra
werd geselecteerd. Deze selectie werd gebruikt om tot de juiste selectie van optische
filters te bepalen, welke gebruikt worden voor de verschillende huid-aandoeningen.
Gebruik makend van de spectrale beelden, “front-end pixel classifiers” werden on-
twikkeld om de complicaties van diabetische voeten te detecteren, door annotaties te
gebruiken gebaseerd op de live assessment die de “ground-truth” bepaalde. Deze clas-
sifiers kunnen de aan- of afwezigheid van diabetische voet complicaties met accept-
abele performance bepalen. Echter, ze hebben te weinig capaciteit om de verschillen
tussen verschillende diabetische voet complicaties te onderscheiden. Vervolg onder-
zoek is nodig om de prestaties van bestaande pixel classifiers te bepalen en back-end
classifiers te ontwikkelen.
Voor de “thermische imaging” is een infrarood camera gebruikt om het temper-
atuurverschil tussen overeenkomende punten op de plantaire zijde van de linker- en
de rechtervoet te vergelijken, om zo het risico op inflammatie te detecteren. Omdat
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het contrast tussen temperatuur van de voet en de omgeving laag was, was het moeil-
ijk om het onderscheid tussen voet en omgeving te maken op basis van de thermis-
che beelden. Om dit op te lossen werd voet segmentatie gedaan op basis van digitale
kleurenfoto’s. De gesegmenteerde linker- en de rechtervoet werden vervolgens gereg-
istreerd met elkaar, zodat het verschil voor temperatuur tussen overeenkomende pun-
ten op de beide voeten kon worden vergeleken. De uitkomsten van de analyse van de
thermische beelden zijn veelbelovend voor de vroege herkenning van voet complicaties
bij patiënten met DM en patiënten die een risico lopen op deze complicaties. Echter, de
methodologie is beperkt tot patiënten waarbij beide voeten beschikbaar zijn voor anal-
yse.
Met “photometrische stereo imaging” is een haalbaarheidsstudie gedaan om dia-
betische voet complicaties te herkennen. De kromming van de gereconstrueerde op-
pervlakte en het gereconstrueerde oppervlakte albedo werden genomen als input ken-
merken om onderscheid te maken tussen verschillende regio’s op de huid aan de plan-
taire zijde van de voet waar diabetische voet complicaties aanwezig of afwezig waren.
De resultaten wezen erop dat deze technologie mogelijkheden biedt, maar dat er nog
wel beperkingen zijn om het toe te passen om diabetische voet complicaties te herken-
nen. Een voorbeeld hiervan is het bewegen van de voeten van patiënten tijdens de
metingen. Verdere verbeteringen van deze techniek zijn nodig om dit toe te passen in
een toekomstig telemedicine systeem.
De uitkomsten van de studies die in dit proefschrift zijn gepresenteerd lieten de
haalbaarheid zien van de ontwikkeling van een telemedicine systeem gebaseerd op drie
modaliteiten om diabetische voet complicaties te herkennen. De studies zijn een voor-
loper voor de ontwikkeling van een dergelijk intelligent telemedicine systeem. Ver-
schillende mogelijke vormen van methodologie voor detectie worden voorgesteld en
er wordt richting gegeven aan toekomstig onderzoek. De conclusies en aanbevelingen
van dit proefschrift volgend verwachten we dat een intelligent telemedicine systeem
dat metingen kan doen bij patiënten thuis of in gezondheidscentra in de toekomst on-
twikkeld kan worden.
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