Analysis of information from multiple data sources obtained through high resolution instrumental measurements has become a fundamental task in all scientific areas. The development of expert methods able to treat such multi-source data systems, with both large variability and measurement extension, is a key for studying complex scientific phenomena, especially those related to systemic analysis in space and environmental sciences. In this paper, we propose a time series generalization introducing the concept of generalized numerical lattice, which represents a discrete sequence of temporal measures for a given variable. In this novel representation approach each generalized numerical lattice brings post-analytical data information. We define a generalized numerical lattice £ as a set of three coefficients (κ, λ , μ p ), representing the following data properties: dimensionality, size and post-analytical parameters, respectively. From this generalization, any multi-source database can be reduced to a closed set of classified time series in spatio-temporal generalized dimensions. As a case study, we show a preliminary application in space science data, highlighting the possibility of a real time analysis expert system to be developed in a future work.
INTRODUCTION
Scientific research based on high resolution measurement instruments (sometimes combined with high resolution numerical simulations) leads to systemic multiple data sources resulting in heterogeneous scientific data, that we call complex data systems. As a consequence, modern science is confronted with a large variety of high resolution data, advanced mathematical techniques and algorithms for multidimensional data analysis. Thefore, a development of importance to scientific computing in general is the representation of the enormous amount of information as organized and coherent database systems. A special attention should be devoted to complex data system composed of time series generated from complex systems observation. New concepts such as complex systems are related to real systems in physics, chemistry, biology, economics, etc, when they are characterized by collective, time-dependent phenomena emerging from the dynamic interplay of a large number of heterogeneous constituents, observed and analyzed in detail [e.g. 1, 2] . It means that there will be observations of structures and processes in all possible temporal, spatial and spectral scales. Because of this multi-scaling and multidimensional approach, information on nonlinearities, longrange correlations and phase transitions should be present in a post-analytical data representation. For this reason, in this paper, we introduce an innovative generalization which represent a set of time series based on:
(i) its constitutive variables U i (t, s) as function of time (t) and euclidian space (s(x, y, z));
(ii) its time and space discrete extensions; and (iii) second-order measurements coming from the analysis of each U i (t, s).
Hence, in our approach the concept of generalized numerical lattice (GNL) is introduced based on structural and phenomenological information of a discrete sequence of spatio-temporal measures for a given constitutive variable. This paper presents a case study introducing the GNL concept to an integrated data representation for the Brazilian space weather program. In this program there are several data files coming from high resolution observations taken by different satellites and ground instruments. There are data from the solar atmosphere, interplanetary medium, magnetosphere and ionosphere observed in one (1D), two (2D) and three (3D) spatial dimensions with different time and space resolution and different frequencies, all representing distinct physical processes possibly nonlinearly correlated. Thus, the main goal in a space weather program is to follow the Sun-Earth magnetic coupling to understand the solar-terrestrial relationship and predict geoeffective events. Furthermore, it will be clear from the following sections that GNL-based data representation can be useful for data mining, advanced data analysis and information representation systems in many different scientific areas where a robust data description from a complex data system is required.
COMPLEX DATA SYSTEMS
In most scientific areas, there are many ways for collecting data from natural systems in order to extract data structural information and perform different kinds of analysis on them. For this reason, researchers usually have a lot of data sets stored independently, occupying huge hard drive memory space, which increases with the technological advances. In this context, data systems are often composed by spatio-temporal information of 1D, 2D and 3D which can represent many distinct possible measurements taken from the same observed system. Nowadays, for example, a data system from a solar active region is composed of many time series observed in almost all electromagnetic spectra (radio, visible, infrared, UV, x-ray) in 1D and 2D, plus a set of possible correlated data from the interplanetary field, magnetosphere and ionosphere [3] . Also, data from numerical simulation based on magnetohydrodynamic (MHD) models can be addressed [4] . Thus, space weather investigation, for example, is a promising application where more than fifty different kinds of time series data are available involving observations and simulations in all possible spatio-temporal physical dimensions [5] . Generally, space physics data are generated from international space programs administered by NASA [6] , NOAA [7] and ESA [8] .
As illustrated in Figure 1 , the task of modeling the data system in an organized and meaningful representation is achieved by the execution of a sequence of dependent steps. First, real systems observations are performed using several instruments and/or numerical experiments. The resulting measurements can be organized as metadata and data files. Then, data processing is performed which refers to a class of programs that organize and manipulate data, usually large amounts of numeric data. Next, the data are usually visualized and analyzed. A post-analytical data acquisition system is a device designed to measure and log some data parameters. In a nutshell, one can acquire measurements over the observable system in as many variables as desired, then perform a parameterization and analyze the information in order to put them in the numerical lattice representation, as proposed in next section. The final model is obtained by gathering all filesone for each kind of data -in a single Data System Representation (DSR), from which systemic analysis might be performed to identify, for example, space weather features responsible for geostationary satellite anomalies. In this paper we introduce the concept of Generalized Numerical Lattice (GNL) in order to generate a post-analytical data integration which we call here a GNL-based Data System Representation.
GENERALIZED NUMERICAL LATTICES
Numerical lattices are interpreted here as any regular and discrete distribution of numerical quantities structured in a Cartesian space bounded by linear spatial dimensions (see Fig. 2a ). We propose here a new formalism for a mathematical generalization of data systems obtained from multiple measures over a single system, based on the concept of generalized numerical lattices (GNL) which represents any dynamical sequence of measurements of a constitutive variable U i (t, s) (see Fig. 2b ). A GNL is defined as a structural data representation, £, where a given time series is represented by three kinds of coefficients, being the first and second for the data structure (function and extension domains, respectively) and the third kind for post-analytical properties as statistical moments, power spectrum index, morphometrical quantities, etc. Thus £ can be written as
where κ is defined as being the variational degree, which is the amount of state variables from the fundamental domains (time and three-dimensional Euclidian space); λ indicates the extension coefficients, given by the quantity of discrete measures at each usual domain; and μ p is the set of post-analytical properties characterizing the dynamics and/or statistical behavior of the constitutive variable U i (t, s).
The variational degree: κ
The variational degree κ depends on how many of the possible kinds of constitutive variables from the real system are available in the data system. In a GNL all variables that can be measured are considered varying at least in time. As shown in Table 1 , time (t) is always present and is characterized by κ = 1. So we can have, for a 1D discrete sequence of data, one temporal observable U (t), corresponding to κ = 2. If we have space-time information measured in one, two or three dimensions, respectively, the variational degree increases to 3, 4 or 5. For a spatio-temporal series (e.g., a sequence of images composed by λ 1 × λ 2 pixels) we have κ = 4. When the data is a dynamical hypercube composed by λ 1 × λ 2 × λ 3 voxels, the GNL has κ = 5. Note that GNLs composed by extra dimensions and new coupled variables (functionals) correspond to κ ≥ 6.
The usual GNL for experimental data are: £ 2 (a U (t) time series) and £ 4 (a U (t, x, y) spatio-temporal series as sequence of images). The GNL £ 3 (U (t, x)) and £ 5 (U (t, x, y, z) hypercubes) commonly are observable from numerical simulations. Usually, the £ κ,κ≥6 composed by extra dimensions and new coupled variables (functionals) are important, for example, in genomics, geographical information systems (GIS) and experimental cosmology. It is also possible to set the functionals to be spectral variables when the frequency domain is explicitly involved. However, for the sake of simplicity, Section 4 shows examples of usual GNL related to solar-terrestrial magnetic coupling where only £ 2 , £ 4 and £ 5 are considered.
The extension coefficients λ
Extension coefficients λ refer to data set length in each measured variable. So, λ 0 refers to the number of points N that compose the vector U (t); λ 1 is the size of the data in the x Euclidian spatial domain; λ 2 is the size of the next discrete dimension y , and so on. Thus, a £ 2,λ 0 represents a U (t) time series composed by λ 0 points, while a £ 4,λ 0 ,λ 1 ,λ 2 represents a spatio-temporal series composed by λ 0 images of size λ 1 × λ 2 with a intensity measure U (t, x, y) in each correspondent pixel (x, y). As examples, a £ 2,10 4 represents a U (t) time series composed by 10.000 points, while a £ 4,10 2 ,64,64 represents a dynamical sequence of 100 κ Constitutive variables
images of size 64 × 64. A given GNL £ 5,10 2 ,64,64,64 represents a dynamical sequence of 100 hypercubes of size 64 × 64 × 64 with a intensity measure U (t, x, y, z) in each correspondent voxel (x, y, z).
The post-analytical parameters μ p
There are several post-analytical parameters μ p which are relevant for time series characterization [9, 12] . When κ = 2, the autocorrelation of U (t) is the first property to be considered. Thus, μ 1 is the cross-correlation of U (t) with itself, a measure with values in the interval: −1 ≤ μ 1 ≤ 1, which characterizes repeating intensities, such as the presence of a periodic signal which has been buried under noise, or the missing fundamental frequency in U (t) imposed by its harmonic frequencies [9] . When the variability pattern of U (t) is a perfect Gaussian white noise we have μ 1 ≈ 0 (non-correlated with a normal probability distribution). Hence, μ 1 is able to detect non-randomness in data and can be used to identify an appropriate time series model when U (t) has a deterministic component. Consequently, a second kind of useful post-analytical property is the characterization of 1/ f μ 2 noise from the power-spectrum of U (t) [10] . Here, the power-law spectral index μ 2 is used to identify the scales in which the lattice presents stronger correlation. The correlation level can be formulated either in simple frequency form or in cumulative frequency form, usually as a rank-size type relationship, which is preferred in this case, when the focus is on the rarer or larger events that dominate the distribution of U (t) for different temporal scales. There are many other post-analytical properties as Kullback-Leibler divergence [11] , fractal-like dimensions [12] , Kolmogorov-Sinai entropy [12] , Hurst exponent [12] , singularity spectral index [13] , etc, which can be addressed for GNL with κ = 2 (1D time-series case U (t)). Although the quantity of post-analytical measures is an open set μ 1 , . . . , μ j , . . . , μ p , here we are considering μ 1 (the autocorrelation coefficient) and μ 2 (the power-spectrum index) for £(2, λ , μ 1 , μ 2 ). However, when κ = 4, a third property is given by morphometrical and/or image processing measures. Some examples of post-analytical properties for the case κ = 4 are spatial correlation functions [14] , Minkowski functionals [14] and gradient moments from the Gradient Pattern Analysis (GPA) [15, 16, 17] , which characterize 2D physical information of the U (t, x, y) pattern observed in the spatio-temporal domain (see Table 1 ). Without loss of generality, in this paper we use the following final notation for a given GNL: £ κ,λ 0 ,...,λ (μ 1 , μ 2 ), with μ 1 and μ 2 representing, respectively, the autocorrelation coefficient and the power-spectrum index, which can be calculated for U (t), U (t, x, y) and U (t, x, y, z). Such parameters are used here as the simplest examples for μ 1 and μ 2 .
Taking the examples given in Section 2.2, a £ 2,10 4 (0.28, -1.66), hence, represents a U (t) time series composed by 10.000 points, with auto-correlation equals to 0.28 and powerspectrum index equals to -1.66. Such values are revealed to diagnose turbulent-like behavior and, hence, can suggest a process or modeling for the U (t) time series. In this example, (μ 1 , μ 2 ) are post-analytical properties explicitly represented in a given Generalized Numerical Lattice. Examples for the cases when κ = 4 and κ = 5 can be easily perceived.
A Data System Representation
Taking into account a set of generalized numerical lattices representing a collection of experimental measurements of a given observed system, a post-analytical Data System Representation (DSR) consists of a grid containing all the GNLs relative to a particular data system, with the lines arranged by λ 0 (the data temporal extension) and the columns, by κ, both in ascending order, as in the example illustrated in Figure 4 . The post-analytical parameters (μ 1 , μ 2 , . . . , μ p ) are located under each respective GNL.
An important property of this DSR is that the right-hand column and the bottom row are marginal totals. The right-hand column gives the marginal total for GNL with the same κ, and the bottom row gives the marginal total for GNL (the values are organized according to the increasing of λ 0 ) so that the box in the bottom right-hand corner is the grand total L of GNL considered. Note that the DSR compute and show the total amount of GNL representing the data system. When the data system is represented for all values of κ, the right-hand column gives the marginal total of time series U (t) (1st line), U (t, x) (2nd line), U (t, x, y) (3rd line), U (t, x, y, z) (4th line), etc. When there is no data for some κ, the representation takes the next κ automatically. For example, when there is no £ 3 (U (t, x) ), the total of time series £ 4 (U (t, x, y) ) is shown in the right-hand of the second line.
This GNL-based DSR may be helpful in many areas and applications, including Data Mining based on structural properties of time series, multidimensional data modeling, multivariate information systems, specially those obtained in space and environmental physics, genomics, neuroscience besides other spatiotemporal databases in general sciences.
As shown in Figure 4a , general primitive computational framework should be composed of two complementary modules. Firstly, a module for the GNL assembly reads and operates on each data producing the correspondent GNL. Then, the module for the data system representation (DSR) is applied on the set of GNLs. A GNL-based representation using C/C++ tools under development will enable a straightforward computational manipulation of data systems, being designed with an emphasis on easy integration into the DSR framework presented in Figure 3 .
A CASE STUDY IN SPACE PHYSICS
Space science data often need to be systemically analyzed in order to obtain mutual information necessary for space weather forecasting. Usually, the analysis is necessary to understand the physical processes studied by identifying and understanding the interrelationships of different parameters. In other cases it is necessary to use the data to build a model of the solar process which are geoeffective. In this context, solar activity is one of the main sources of space disturbances, which are primarily responsible for space weather phenomena observed in the Interplanetary Medium and in the Earth plasma atmosphere (see Fig. 5a ).
In this section we show an example of using GNL-based DSR for multiple data sources based on the Space Weather Program which has been developed at INPE [18] . Initially, we have performed a preliminary data selection from three data sources:
(i) The Space Physics Interactive Data Resource (SPIDR) [3] ,
(ii) The NASA International Solar-Terrestrial Physics (ISTP) [19] and (iii) The Ondrejov Solar Radio Data Archive [20] .
The metadata we have selected to illustrate this application is shown in Table 3 , all related to the space weather activity observed from June 5-8, 2000. Figure 7a shows three selected snapshots, observed by TRACE satellite from 15:08 UT, representing the evolution of the complex mutual magnetic loop structure from where the SAJ6 solar flare is developed. Figure 7b shows a composite of nine white-light images taken by TRACE of the central spot complex in Active Region 1926 that produced three X-class flares on 6 and 7 June 2000. Figure 7c shows a simulated 3D radiation map of the solar corona where green coloring shows the radio radiation from a CME-driven shock, while jets colored yellow and red reveal the stream structure near the Sun [21] . This simulation is included here only as a possible example of a £ 5 GNL. Table 3 shows the GNL-based DSR for SAJ6. The GNLs are obtained from the data shown in Table 2 . The quantities inside the parenthesis show the post-analytical properties obtained over these data. Note that, when some property is missing, it is indicated in the lattice keeping the correspondent identification μ p . A more complete GNL-based DSR for SAJ6 is under construction, using all avaliable data from SPIDR and ISTP. In our complementary work, using the future expert system for GNLbased DSR, we will also take into consideration data from the space programs administered by the Brazilian National Institute for Space Research (INPE) [18] .
The simplest GNL-based DSR for SAJ6

CONCLUDING REMARKS
Here we propose a new concept for physically meaningful data generalization, that we name generalized numerical lattices (GNL). For a given data system, every time series which can be interpreted as a GNL is organized in a GNL-based Data System Representation. We expect to provide with this new data representation a better way for modeling and understanding complex data systems, avoiding redundant analysis and storing of information, and, moreover, introducing new methods of systemic characterization. The GNL-based DSR algorithm is still in progress, and implementations may be done soon to confirm its scientific applicability. To be effective, it must be simple enough to build the GNL-based DSR structure to the end user, supporting a 2nd order systemic analysis, what, due to the present scientific purpose, was not developed in this paper.
Besides the space physics data representation exemplified in this paper, the GNL-based DSR may also be helpful in many areas and applications, including Data Mining based on phenomenological properties in physics, chemistry and biology. Special attention should be devoted to multidimensional time series data modeling and multivariate analysis in Environmental Physics, GIS, Neuroscience, Genomics and Astrophysics.
