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ABSTRACT
This paper provides a preliminary study for an efficient
learning algorithm by reasoning the error from first principle
physics to generate learning signals in near real time. Motivated
by iterative learning control (ILC), this learning algorithm is
applied to the feedforward control loop of the unmanned aerial
vehicles (UAVs), enabling the learning from errors made by
other UAVs with different dynamics or flying in different sce-
narios. This learning framework improves the data utilization
efficiency and learning reliability via analytically incorporating
the physical model mapping, and enhances the flexibility of
the model-based methodology with equipping it with the self-
learning capability. Numerical studies are performed to validate
the proposed learning algorithm.
1 Introduction
Unmanned aerial vehicles (UAVs) have achieved great
progress and been applied to many areas including traffic
monitoring [1, 2], structural health monitoring [3–6], and search
and rescue [7–9]. UAVs are expected to have autonomy and
maneuverability in these applications. Targeting these properties
along with explosively increased computational power, attention
has been directed to data-driven techniques such as machine
learning and reinforcement learning that enable UAVs to execute
tasks with full autonomy based on prior training. While these
techniques greatly increase the flexibility and responsiveness
∗Address all correspondence to this author.
of UAVs, the training process usually takes time and may not
be able to perform in near real time. This has severely limited
UAV’s application in time-intensive and data-scarcity situations
with an emergency in which extensive prior training is usually
impossible.
An increasing number of techniques have been explored and
developed for UAVs towards greater autonomy, accuracy, and re-
liability. While this area covers rather broad topics including per-
ception, image processing, decision making, learning, planning,
navigation, identification, and control, herein we focus on a brief
review on the techniques that particularly aim to acquire planning
and control strategy for the UAVs to execute certain tasks with
aggressive maneuvers. These techniques, among others, include
reinforcement learning, imitation learning, planning and tracking
control, disturbance observer, and iterative learning control. The
above-mentioned techniques generally fall into two categories:
the data-driven learning and the physical model-based control.
The data-driven learning techniques play critical roles in
presence of large uncertainties. The imitation learning approach
is within the supervised learning methodology, in which the
training data that includes the task and the expert’s actions is
provided to enable the UAV to best mimic the expert’s action
based on a large learning data set (e.g., [10]). The reinforcement
learning techniques, such as value function approach, policy
gradient method, and probabilistic direct policy learning have
also been developed and applied to UAV-related areas (e.g.,
[11, 12]). It generally aims to map the states to control actions
and maximize the value functions based on certain defined
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reward functions. There are also other learning techniques
such as inverse reinforcement learning (e.g., [13]) and deep
reinforcement learning (e.g., [14]). It is worth mentioning that
there exists the model-based reinforcement learning (e.g., [15])
which we still classify as the data-driven instead of the model-
based methodology, as the latter one in this paper particularly
refers to the physical model oriented techniques. These above-
mentioned data-driven learning algorithms can be an alternative
to existing control techniques when the dynamic models are
well known and have shown great flexibility when the dynamic
models are not well established or even not available. Although
the increasing computation power has greatly boosted the data-
driven learning techniques, many of them are still restricted to
small academic applications or highly dependent on extensively
trials (as discussed in [16]). In an emergency, it is challenging
for these data-driven learning algorithms to immediately handle
unexpected situations or carry out certain tasks with limited
training.
The model-based control guarantees the UAV’s tracking
performance in terms of tracking accuracy and robustness to
disturbance. These control techniques mainly fall into two
categories: the feedback and the feedforward control. Among
others, the trajectory generation and tracking algorithms enable
UAVs to accurately and aggressively maneuver in a cluttered and
indoor environment with reduced uncertainties (e.g., [17]). The
disturbance observer for UAVs estimates and compensates large
unknown external disturbances exerted on UAVs and enhances
the robustness of UAV’s attitude control (e.g., [18, 19]). The
feedforward techniques provide additional flexibility to further
enhance the UAV’s tracking performance. These techniques
include adaptive feedforward control (e.g., [20]) and ILC (e.g.,
[21,22]). Particularly, ILC is developed for iterative performance
enhancement in structured and repetitive tasks( [21, 23–25]).
These above-mentioned model-based control techniques play
important roles in maintaining the UAV’s stability and robustness
to modeling uncertainties, some design trade-offs including the
fundamental water-bed effect in feedback systems severely limits
the flexibility of these techniques for fast-changing tracking
scenarios.
Most of the current autonomy solutions for UAVs are de-
rived from the data-driven methodology. Although these tech-
niques have significantly increased the flexibility and capacities
of UAVs, there still exist underlying challenges such as high
dependence on extensive training and high computational cost on
the way towards full autonomy. On the other hand, the control
technique is a model-based methodology that has been well
developed to guarantee the UAV’s stability and tracking accuracy
with yet limited autonomy and flexibility. This paper targets
a new way to establish a rapprochement between data-driven
and physical model oriented methodologies and aims to enable
the UAVs to (1) learn from historical experience of itself or
others with sufficient efficiency, robustness, and self-awareness
of the physical constraints, and (2) fly with high precision and
maneuverability in a cluttered and unstructured environment
with limited prior training. The proposed algorithm is a physical
model oriented learning process that can be performed in near
real time for autonomous systems to achieve greater learning
efficiency and robustness.
Our previous work in [26] introduced a model-based learn-
ing among the UAVs that share the same dynamics, and per-
formed a comparison study with a reinforcement learning algo-
rithm. In this paper, we generalize the learning algorithm by
enabling the learning from UAVs with different dynamics and
flying in different scenarios. The remaining of the paper is orga-
nized as follows. Section II briefly introduces the model-based
learning algorithm. Section III and Section IV generalize the
learning algorithm into heterogeneous scenarios and agents with
numerical verifications. Section V unifies the two extensions in
one framework and provides step-by-step implementation details
as well as corresponding numerical verifications. Section VI
concludes this paper with some future work discussion.
2 Learning Algorithm Overview
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FIGURE 1: Proposed learning in the target UAV’s loop.
The proposed framework consists of two sets of UAVs (the
target UAVs and the training UAVs). For a system G, we use G(g)
to denote system G with system’s variable g, and G{q} to denote
the output of system G with the input signal q. The learning
domain for the target UAV is denoted as Ω={k0, ...,k, ...,k f },
which means the target UAV is learning from multiple training
UAVs that are tagged from k0 to k f . As illustrated in Fig. 1,
the target UAV follows the planned trajectory rd while receiving
the learning signal s that is generated in near real time from
the training UAVs. Meanwhile, the performance criterion h
(i.e., tracking error) is returned to the data set which will be
utilized to optimize the target UAV’s performance and learning
efficiency. The learning algorithm exploits the design strategy
for the learning signal s that is generated from the UAVs in Ω to
enhance the tracking performance of the target UAV.
Denote T and F as the dynamic systems from rd to h and
from s to h, respectively, we have
h = T{rd}+F{s} (1)
We only consider the position control loop of the UAVs and
ignore the attitude control loop whose bandwidth is much higher,
the dynamics, T and F , are reasonably assumed as linear time-
invariant (LTI) systems ( [17, 26]).
The learning signal s will be generated from the flying data
of UAVs in Ω which includes the learning signals sk’s and the
tracking error signals hk’s. Such a learning data file (sk,hk, k∈Ω)
goes through the robust filters (αk) and the learning filters (Lk)
which are designed in the next section. We propose the following
learning algorithm
s = ∑
k∈Ω
(αksk +Lk{hk}) (2)
Then the dynamic relationship from the training UAVs flying
in the same scenarios to the target UAV can be established as
follows
h = F{∑
k∈Ω
(αksk +Lk{hk})}+T{rd}
= ∑
k∈Ω
[αkF{sk}+(FLk){hk}]+T{rd}
(3)
Considering that F{sk}= hk−T{rd}, we have
h = ∑
k∈Ω
[αk(hk−T{rd})+(FLk){hk}]+T{rd}
= ∑
k∈Ω
[(αkI+FLk){hk}−αkT{rd}]+T{rd}
(4)
where αk and Lk are designed such that ||h||< min{||hk||, k∈Ω}.
One way to design the learning filter is to find a Lk such that
αkI+FLk ≈ 0 (5)
which implies
Lk ≈ αkF−1 (6)
The above learning algorithm is only applicable for identical
UAVs flying in the same scearios, motivated by ILC. In the fol-
lowing two sections, we will generalize the learning algorithm to
include respectively transformable heterogeneous scenarios and
agents with numerical verifications. These generalizations en-
able the learning among different UAVs flying in transformable
scenarios.
3 Learning from heterogeneous scenarios
Considering that the flying scenarios of the training and the
target UAVs are usually different, we will generalize the learning
from identical or scaled scenarios to the scenario that from the
heterogeneous ones. The key idea is to establish a transformation
relationship between different flying scenarios and to employ it
analytically into the learning framework. As a study example,
we use the references to represent the flying scenarios. One
such example is illustrated in Fig. 2, in which the target UAV’s
reference can be mapped to kth training UAV’s reference by a
matrix.
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FIGURE 2: References for the training UAV and the target UAV.
3.1 Formulation
For each UAV in the learning domain Ω, we explicitly
introduce scaling matrices for different scenarios, i.e., Λk ∈ R3×3
is the scaling matrix for the reference of the kth UAV in Ω.
Assume that the kth training UAV’s desired trajectory isΛkrd . We
assume that the position control loop of the UAV is decoupled,
that is, T and F are diagonal-matrix systems, and Λk’s are
diagonal matrices.
Correspondingly, the learning algorithm is modified as
s = ∑
k∈Ω
Λ−1k [αkI{sk}+Lk{hk}] (7)
where αk and Lk are respectively a single-input single-output
system and a three-input three-output system that are to be
designed, and I is a three-by-three identity matrix. With this
learning signal in (7), for the target UAV, we have
h = T{rd}+F{s} (8)
With this modification, the learning dynamics from the UAVs in
Ω to the target UAV can be derived as follows
h = T{rd}+ ∑
k∈Ω
Λ−1k [(αkF){sk}+(FLk){hk}] (9)
Considering that for each training UAV, we have
hk = T{Λkrd}+F{sk} (10)
Therefore,
h = T{rd}+ ∑
k∈Ω
Λ−1k [αk(hk−T{Λkrd})+(FLk){hk}]
= T{rd}+ ∑
k∈Ω
Λ−1k (−αkT{Λkrd})
+ ∑
k∈Ω
Λ−1k (FLk){hk}+ ∑
k∈Ω
Λ−1k αk{hk}
= ∑
k∈Ω
Λ−1k (FLk +αkI){hk}
(11)
Stability and learning convergence: The learning signal s
will be injected to the feedforward loop of the UAV tracking
system, as shown in Fig. 1. Therefore, the proposed learning
algorithm will not affect the stability of the UAV tracking
system. Based on dynamic relationship between the performance
criterion h (i.e., tracking error) of the target UAV and the ones
(hk, k ∈Ω) of the training UAVs in Eq. (11), the convergence of
the learning algorithm in Eq. (7) for heterogeneous scenarios can
be obtained as
‖[Λ−10 (α1I+FL1), ...,Λ−1N (αNI+FLN)]‖∞<1/N (12)
The learning filters will be designed such that the above condi-
tion is satisfied [23].
3.2 Numerical Verification
We provide the numerical verification for the learning from
UAVs flying in transformable scenarios. The setting for the
numerical study is listed as follows: one target UAV and one
training UAV fly respectively with the references of rd and r1,
as illustrated in Fig. 2. The target UAV learns from the training
UAV in which the learning activation can be just one sampling
Training UAVTarget UAV
Training UAV
Target UAV 
𝑥 𝑦
𝑧 𝑦
𝑥
𝑧
Side View 1 Side View 2
FIGURE 3: Trajectory tracking performance comparison between the training
and the target UAVs tracking different references.
time in advance (near real time). The learning filter is designed
such that ‖Λ−11 (α1I+FL1)‖ is small. In this case, αk is chosen as
1 and L1 is designed to approximate the inverse of the dynamics
F . The simulation results are provided in Fig. 3. The top figure
illustrates the learning process and the performance enhancement
via the proposed learning algorithm: the target UAV is able
to track the scaled reference with very small overshoot and
oscillations. The target UAV’s tracking performance has been
significantly enhanced.
4 Learning from heterogeneous agents
This section is to further increase the generality and flex-
ibility of the proposed learning algorithm via enabling the
target UAV to learn from different UAVs. To do this, we
explicitly integrate the dynamics mapping among heterogeneous
agents in the learning algorithm to remove the learning signals’
dependence on the UAVs’ dynamics.
4.1 Formulation
In this section, we explicitly involve the UAV’s dynamics
into the learning algorithm. Considering a quad-rotor UAV
flying in a three-dimensional space: the UAV has six degrees
of freedom, including the position r=[x,y,z]T and the attitude
ξ=[φ ,θ ,ψ]T , in which (φ ,θ ,ψ) denote the roll, pitch, and yaw
angles, respectively. Using the differential flatness property and
the transformation method from the desired reference rd to the
attitude ξ detailed in [17], the desired force and yaw angle can
be mapped onto the desired attitude and thrust. Based on this, the
control of a quad-robot consists of the inner attitude control loop
and the outside position control loop. The attitude controller can
track a desired attitude quickly with a very short transient period
because the bandwidth of the attitude control loop is usually
much higher than that of the position control loop. Therefore,
we reasonably ignore the attitude dynamics when designing the
learning controller for the UAV’s position control. This results in
a multi-input multi-output LTI system.
Assume that the open-loop dynamics of the target UAV and
the training UAV k could be represented as transfer function
matrices G and Gk, respectively. We assume that the mapping
from Gk to G could be represented by a transfer function matrix
Mk, i.e., G = MkGk. It is worth noting that, based on the
definition of T and F , we have
T = (1+G)−1, and F =−G(1+G)−1 (13)
Considering that the position controller of the UAV guaran-
tees the transfer function from the reference rd to the output r to
be approximately 1, we have ‖G‖ 1 and
T = (1+G)−1 ≈ G−1 (14)
Tk = (1+Gk)−1 ≈ G−1k = G−1Mk (15)
From Eq. (14), we have Tk ≈ T Mk. Similarly, we have Fk ≈
F . Based on the two approximations, the following learning
algorithm, which transfers the learning capability among hetero-
geneous agents, is developed as follows.
s = ∑
k∈Ω
M−1k [αk{sk}+Lk{hk}] (16)
Plugging it into the target UAV, we have
h = T{rd}+F{s}
= T{rd}+F{∑
k∈Ω
M−1k αk{sk}+M−1k Lk{hk}} (17)
Considering that for each training UAV, we have
hk = Tk{rd}+Fk{sk} (18)
then
h = T{rd}+ ∑
k∈Ω
[M−1k αkF{sk}+M−1k (FLk){hk}]
= T{rd}+ ∑
k∈Ω
[M−1k αk(hk−Tk{rd})+M−1k (FLk){hk}]
≈M−1k (∑
k∈Ω
αkI+FLk){hk}
(19)
-10
-5
0
-10
0
10
100
-10
0
10
100 100
Frequency  (Hz)
M
ag
ni
tu
de
 (d
B)
FIGURE 4: Bode plots of the UAVs’ closed-loop dynamics. The red and blue
ones represent the training and the target UAVs, respectively.
Stability and learning convergence: Similarly, the learning
signal is injected to the feedforward look of the UAV tracking
systems and thus not affect the stability of the UAV tracking
system. Based on the dynamic relationship between h of the
target UAV and the ones (hk, k ∈ Ω) of the training UAVs in
Eq. (19), the convergence of the learning algorithm in Eq. (16)
for heterogeneous UAVs can be obtained as
‖M−10 (α0I+FL0), ...,M−1N (αNI+FLN)‖∞<1/N (20)
The learning filters will be designed such that the above condi-
tion is satisfied.
4.2 Numerical Verification
This section provides a numerical study for the learning
between two UAVs with different dynamics. Fig. 4 provides the
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FIGURE 5: Trajectory tracking performance comparison between the training
and the target UAVs. The dynamics of the two UAVs are different, as shown in
Fig. 4.
bode plots of the dynamics from the reference rd ∈ R3×1 to the
real trajectory r ∈ R3×1 for two different UAVs. For example, the
sub-figure (2,3) stands for the UAV’s dynamics from the rd,z to
ry.
Fig. 5 shows the trajectory tracking performances for both
the training UAV and the target UAV. The training UAV flies one
sampling time in advance, sending tracking error signal to the
learning filters and generating the learning signal for the target
UAV. It shows that although the tracking error of the training
UAV is large while tracking an aggressive desired trajectory with
sharp turns, the tracking error of the target UAV is very small.
The target UAV’s performance has been significantly improved
in near real time via learning from another UAV with different
dynamics.
5 Unification and Verification
In this section, we generalize the learning from UAVs with
different dynamics and different flying scenarios into single
unified algorithm, as detailed in Algorithm 1. The unified
learning algorithm becomes
sk=Λ−1k M
−1
k (αk{sk(t)}+Lk{hk(t)}) (21)
Learning convergence. Similarly, the dynamic relationship
between the tracking error of the target UAV and the ones of the
training UAV can be represented as follows
h≈ ∑
k∈Ω
Λ−1k M
−1
k (∑
k∈Ω
αkI+FLk){hk} (22)
Therefore, the convergence condition for the unified learning
algorithm in Eq. (21) is provided as follows:
‖[· · · Λ−1k M−1k (αk+FkLk) · · ·]‖∞ < 1 (23)
Numerical verification is provided in Fig. 6: the target UAV
is learning from the training UAV with different dynamics flying
in a transformable scenario (as shown in Fig. 4). The learning
process is near real time and the performance of the target UAV is
significantly enhanced in terms of smaller overshoot and tracking
error.
Algorithm 1 Physical Model Oriented Learning Algorithm
Inputs:
1. Dynamic Models F1, F2,..., Fk, F
2. Dynamic Models T1, T2,..., Tk, T
3. Model Scaling Factors M1, M2,..., Mk
4. Reference Scaling factors Λ1, Λ2..., Λk
5. Robust filters α1, α2,..., αN
6. Learning filters L1, L2,..., LN
Initialization: Plan trajectory rd for the training UAV
if t < Ts then
Target UAV is waiting.
else
for k = 1 : N do
while Training UAVk is flying do
while ‖hk(t)‖> δh do
1. Calculate training UAV’s tracking error hk(t)
2. Send hk(t) into Lk: Lk{hk(t)}
3. Scale by Mk: M−1k Lk{hk(t)}
4. Scale by Λk: Λ−1k M
−1
k Lk{hk(t)}
end
while ‖sk(t)‖> δs do
1. Store training UAV’s learning signal sk(t)
2. Send sk(t) into αk: αk{sk(t)}
3. Scale by Mk: M−1k αk{sk(t)}
4. Scale by Λk: Λ−1k M
−1
k αk{sk(t)}
end
Calculate sk=Λ−1k M
−1
k (αk{sk(t)}+Lk{hk(t)})
end
end
Calculate s(t) = ∑Nk=1 sk(t).
Send s(t) into target UAV.
end
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FIGURE 6: Trajectory tracking performance comparison between the training
and the target UAVs. Both the dynamics and the references of the two UAVs are
different.
6 Conclusions and Future Work
This paper has presented a physical model orientated learn-
ing algorithm and applied it to the UAV’s tracking problem in
presence of an aggressive desired trajectory with sharp turns
and rises. This algorithm utilizes the flying data from the
training UAVs flying in transformable scenarios or with different
dynamics and enables the target UAV to learn from other UAVs.
The learning algorithm inherits the advantages of traditional
control techniques in terms of accuracy and robustness as well
as the advantages of self-learning capacity and flexibility. The
proposed algorithm incorporates the physical model into the
learning algorithm and demonstrates great learning efficiency
and reliability. As the future work, we will explore the robustness
of this algorithm by explicitly including unmodeled dynamics
and environmental uncertainties.
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