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This thesis deals with both theoretical aspects of nearfield microscopy as well as
experimental investigations of structures, applicable in plasmonic data transport and
processing. An imaging theory of apertureless scanning nearfield optical microscopy
(aSNOM) is developed directly from Maxwell equations, showing great similarity
to the Tersoff-Hamann approach to scanning tunneling microscopy. The theory is
applied to experimental recorded images and verifies our empirical findings that the
measured quantity in cross-polarized aSNOM is proportional to the z-component of
the unperturbed sample nearfield, as in absence of any probe tip. In our experimental
implementation of an aSNOM, we outline a rational alignment procedure to suppress
background signals to zero level, ensuring optimal signal-to-noise ratio.
The instrument is used to characterize various plasmonic systems. We measure the
nearfield of optical Yagi-Uda antennas, showing its element coupling and directional-
ity. We further outline a general approach for efficient matching of plasmonic struc-
tures to the illumination, placing nearfield couplers in proximity of the structure. As
one example, unidirectional launchers of waveguided plasmons are discussed. The
dependence of sample excitation on the illumination conditions is studied. On ex-
tended samples of amorphously distributed plasmonic scatterers, we find non-local,
long range plasmonic interactions, leading to the formation of hotspots.
For next generation plasmonic elements, we extend the search for new materials
from materials showing a surface plasmon polariton to polaritons in general. As
one example, we show confined nearfield modes in bismuth selenide as well as its
applicability for optoelectronic devices in the same volume.
Keywords Plasmonics, Nearfield Microscopy, crosspolarized aSNOM, Reciprocity
Theorem, Optical Antennas, Yagi-Uda, Phase Engineering, Unidirectional Plas-




Diese Arbeit behandelt sowohl theoretische Aspekte der Nahfeldmikroskopie als
auch experimentelle Untersuchungen plasmonischer Strukturen fu¨r Datenverarbei-
tung und -transport. Eine Abbildungstheorie der aperturlosen optischen Rasternah-
feldmikroskopie (apertureless scanning nearfield optical microscopy, aSNOM) wird
direkt aus den Maxwell Gleichungen entwickelt. Die Beschreibung zeigt große A¨hn-
lichkeit mit dem Ansatz von Tersoff und Hamann zur Rastertunnelmikroskopie.
Durch die Theorie werden unsere empirischen Ergebnisse, dass das experimentell
gemessene Signal eines kreuzpolarisierten aSNOMs proportional zur z-Komponente
des von der Spitzen-Sonde ungesto¨rten Nahfeldes ist, besta¨tigt. Wir beschreiben den
experimentellen Aufbau unseres Nahfeldmikroskops, und wie durch geschickte Jus-
tage der Hintergrund im gemessenen Signal auf exakt null reduziert werden kann.
Hierdurch wird ein optimales Signal-zu-Rausch Verha¨ltnis erreicht.
Mit diesem Instrument werden verschiedene plasmonische Systeme untersucht.
Wir vermessen die optischen Nahfelder von Yagi-Uda Antennen und zeigen die
Direktionalita¨t der Antenne sowie die Art der Kopplung zwischen einzelnen Ele-
menten. Außerdem beschreiben wir einen generellen Ansatz zur Anregung plas-
monischer Strukturen durch Koppler in der Na¨he einer Struktur. Als ein Beispiel
werden Strukturen zur unidirektionalen Erzeugung von Plasmonen in Wellenlei-
tern besprochen. Weiterhin wird die Abha¨ngigkeit der Probenanregung von den
Beleuchtungsbedingungen untersucht. Auf großfla¨chigen Proben mit amorph ver-
teilten Gold-Nanoscheibchen finden wir eine nichtlokale, langreichweitige Wechsel-
wirkung zwischen den Scheibchen, die zur Bildung von hot-spots (Punkten starker
Feldu¨berho¨hung) fu¨hrt.
Um die Anforderungen and die na¨chste Generation plasmonischer Strukturen er-
fu¨llen zu ko¨nnen, werden neuartige Materialien beno¨tigt. Wir erweitern die Suche
nach neuen Materialien von Stoffen, die ein Oberfla¨chen-Plasmon-Polariton zeigen,
zu Oberfla¨chen-Polaritonen. Als ein Beispiel zeigen wir Feldlokalisation auf Sub-
Wellenla¨ngenskala in Bismutselenid. Dieses Material ist optisch stark anisotrop und
erlaubt die direkte Kombination mit optoelektronischen Bauteilen im selben Volu-
men.
Schlagwo¨rter Plasmonik, Nahfeldmikroskopie, kreuzpolarisiertes aperturloses Ras-
ternahfeldmikroskop (aSNOM), Reziprozita¨tstheorem, optische Antennen, Yagi-
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Surface plasmon polaritions are electromagnetic waves bound to metal-dielectric
interfaces.[1] They stem from coupling of a photon to a polariton and achieve sub-
wavelength confinenement of optical fields. Electric fields in plasmonic structures
can be strongly enhanced compared to incident fields, offering applications like ul-
trasensitive detectors, [2] bio-medical diagnostics and therapeutics. [3]
Plasmonics is also an eminent candidate to meet the requirements for taking the
next step in increased communication bandwidths in conventional data processing
by using optical carrier frequencies of several hundred THz.[4, 5, 6, 7] Confinement
of light to subwavelength regions allows for small optical circuit elements and high
integration density.[8] Therefore, plasmonics is being used to put forward optical
device miniaturization.[9, 10, 11, 4, 12, 13, 14]
Different wavevectors of photons and plasmons impose a challenge for efficient
excitation of plasmonic devices. The wavevector difference must somehow be com-
pensated (see Fig. 1.1). In surface plasmon polariton sensing, often a Kretschmann
or Otto configuration is used to excite propagating plasmons on extended surfaces.
Here, the large wavevector of light waves in glass is coupled to plasmonic modes.
Another way is to use a grating, which can deliver the grating wavenumber in addi-
tion to the photon momentum. Also steps, edges and other discontinuities, that are
broad in Fourier space, can provide a suitable wavevector to launch plasmons.
Semi-infinite structures, like one-dimensional waveguides, are used for example
for data transmission. [15] Subwavelength confinement of light allows for much
denser arrays of waveguides than possible with dielectric structures. In recent years,
many functional elements implemented in plasmonic waveguides have been devel-
oped, ranging from amplifiers [16, 17] and beam-splitters [8] to interferometric logic
gate elements. [18] Yet, many of these elements are larger than the light wavelength
and still have potential for miniaturization.
Finite sized structures can act as resonators for plasmons with corresponding
particle resonances. Modes with a dipolar moment can be directly excited by light.
A prominent class of particle plasmon devices are optical antennas. Antennas – in
general – are all matching devices from far-field photonic modes to plasmonic ones.




















Figure 1.1.: Wavevectors of surface plasmon polaritons and free space light are mis-
matched. On extended surfaces, plasmons can only be excited if the
missing momentum is provided. This can be achieved, for example, in
a Kretschmann or Otto configuration, coupling the wavevector of light
in glass to a metal-air interface, or by gratings and point-defects on a
surface.
high field enhancement makes them ideal structures for sensor applications. [19, 22]
Compared to surface plasmon sensors on extended surfaces, they show strong field
enhancement in small regions and allow for ultrasensitive optical probing of small
sample volumes. [19] Another field of application is optical data transmission, where
antennas act as sending or receiving devices and efficiently couple far-field signals to
local devices. Recently, complex antenna concepts, like an optical Yagi-Uda antenna,
have been successfully demonstrated at optical frequencies. [23, 24] For efficient
excitation, structures are optmized in size[25, 26, 12] and shape [27, 28, 29] to the
illumination conditions. For complex structures, in general full-field simulations are
necessary to optimize the device geometry. For one dimensional (thin) wires, also
an analytic description exists. [30] They can be seen as Fabry Perot resonators, [31],
with resonances depending on the wire length. [19]
In plasmonic devices, ohmic losses are a challenging drawback, which limit plas-
monic devices, - compared to dielectric components, - to relatively short distance
applications like on-chip communication[32, 33] or novel quantum plasmonic effects.
[34, 35] For next generation plasmonics, new materials are required.[36] Promising
candidates have been found, e.g., in doped semiconductors, which act as Drude-
metals with tunable plasma frequency [37] and quantum metamaterials [38]. Also
other quasi-particles than the plasmon polariton can achieve bound modes of sub-
wavelength extent. [39]. This was recently shown in the nearfield for the the phonon
polariton. [40] Thus, bound modes are expected for polaritons in general.
Typically, plasmon and other polariton wavelengths are smaller than the light
wavelength. To gain understanding of the function of plasmonic devices, high res-
olution imaging techniques are required. Unfortunately, far field optical imaging
techniques are diffraction limited, offering hardly better resolution than half the
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light wavelength. In recent years, a number of techniques became available that
routinely achieve resolutions of 10 nm at optical energies. [41] Transmission elec-
tron microscopy, cathodoluminescence microscopy, and photo electron emission mi-
croscopy use electrons for excitation or detection. They take advantage of the high
resolution achievable in electron microscopes. However, these techniques can not
offer the possibility to measure an optical phase.
Nearfield optical microscopy is an all-optical technique that also achieves high
resolution. It breaks the optical diffraction limit by placing a probe in proximity of
the sample, accessing near-fields carrying high resolution optical fields. In scanning
nearfield optical microscopy (SNOM), a tapered glass fiber with metal coating is
used as probe. The probe has a subwavelength aperture, collecting light from a
small region on the sample. In apertureless SNOM, a tip with sharp apex is brought
in vicinity of the sample and scatters light into the farfield. Deep subwavelength
spatial resolution is achieved for example in imaging of local dielectric constant [42]
or nearfield distributions of plasmonic samples.[43, 44] Often, a metallic tip is used
as the local probe, which interacts strongly with the sample, resulting in detectable
farfield scattering of high intensity. For dielectric samples, with an appropriate
model for the tip-sample interaction, one can obtain local dielectric constant con-
trast at a sample surface, i.e., maps of the material composition.[45] For plasmonic
structures, however, maps of the local field distribution are at the center of interest.
Unfortunately, such samples may themselves exhibit resonant eigenmodes, leading
to non-trivial mode hybridization effects between the tip and the sample.[46] This
coupling strongly influences the resulting images.[47, 48, 49, 50]
In this thesis, many of the aspects mentioned above are covered. In chapter 2,
we derive an exact description for the measurement process in nearfield microscopy,
starting from the Maxwell equations. The practical implementation of our aperture-
less SNOM, measuring the z-component of electric fields on a sample, is described
in chapter 3. It achieves perfect background subtraction by a rational alignment
procedure employing a cross-polarization scheme. The following chapters discuss
the application of apertureless SNOM for characterization of plasmonic devices. In
chapter 4, we discuss the coupling of individual elements of an optical Yagi-Uda an-
tenna to constructively excite the central element and provide experimental evidence
for its directionality. In the following section 4.3, we use point-like antenna elements
in proximity of a structure to convert far-field excitation to plasmonic modes via
nearfield coupling. By matching excitation strength, phase, and position to the inci-
dent light field, in general a configuration can be found where desired modes on the
target structure are excited, while undesired ones are suppressed. As an example
for this concept, we experimentally show unidirectional plasmon launchers designed
based on this principle. In chapter 5, we discuss the influence of illumination condi-
tions on the sample nearfields. We find that on large-area samples of amorphously
distributed plasmonic resonant discs, a long range intercation occurs, that drasti-
cally changes the local excitation and has direct implications to the understanding of
5
Chapter 1. Introduction
the formation of hot-spots. In chapter 6, we propose layered materials like bismuth
selenide for polaritonic devices. In bismuth selenide, the negative electric permit-
tivity necessary to apply plasmonic concepts is achieved not by the surface plasmon
polariton, but with an exciton polariton. In contrast to most semiconductor mate-
rials, the polaritonic relevant energies are well above the semiconductor bandgap,
opening new possibilities for optoelectronic devices.
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Chapter 2.
Imaging Theory of Apertureless
SNOM
Apertureless SNOM offers imaging with deep subwavelength resolution at optical
energies. Unfortunately, the high-resolution contrast in apertureless SNOM does
not necessarily come with easy, faithful interpretation of recorded images. To beat
the diffraction limit, the evanescent nearfields must be accessed by some kind of
(scanning) probe.[51] The intricate interaction between an unknown sample under
study and the probe is all but fully understood. A detailed model for recorded
signals would also be very beneficial in inverse scattering problems.[52, 53] Here
we concentrate on scanning nearfield optical microscopy. For a handful of special
cases successful models are available, which represent the signal measured in terms
of easily understood quantities. [45, 54, 55, 56] In this chapter, we derive an exact,
closed form expression for the measured signal in nearfield microscopy, starting from
Maxwell equations.
2.1. Motivation
The current situation in SNOM is somewhat reminiscent of scanning tunneling mi-
croscopy (STM) in the early 1980ies. Ab initio theories were available but cum-
bersome to use, and simplified models based on ad hoc assumptions often lead to
paradoxical interpretations. This changed, when Tersoff and Hamann provided their
celebrated interpretation framework,[57, 58] which allowed STM images to be easily
interpreted with certainty and largely without a priori knowledge or further simula-
tions.
In STM the interpretation of recorded signals is based on Bardeen’s formula for
the current across a tunneling barrier.[59] It presumes weak coupling between the
two electrodes referred to as “sample” and “tip”. Weak coupling is appropriate for
electronic states that decay evanescently into the gap between the electrodes. Tersoff
and Hamann proceeded by introducing the simplest conceivable model for a tip,
namely a point-like s-wave emitter.[57, 58] Their elegant analytical expression for
7
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the tunneling current showed it is simply proportional to the wavefunction of the
bare sample at the location of the point-like tip.
Some of the earliest results in SNOM were inspired by the successes of STM,
emulating the evanescent coupling character. Possibly the closest equivalent, al-
beit somewhat exotic, is the observation of photon-tunneling through a gap filled
with liquid metal.[60] Illumination by total internal reflection and pick up by a
nearfield probe that frustrates the evansecent fields shares similar evanescent field
features with the STM.[61, 62] In the late 1990ies also a number of general and ex-
act descriptions of SNOM have been proposed, which arrive at formulae that closely
resemble that of Bardeen.[63] Remarkably, no explicit assumption of weak coupling
between sample and tip is necessary in their derivation. In principle, therefore, these
formulae do also describe the operation of SNOMs – aperture-based or apertureless
– that do not operate in the weak-coupling regime.[64, 42]
The correlation between the general expressions for the electronic tunneling matrix
elements and the optical reciprocity relations[65, 66, 67, 68] roots in the intimate
relations between the Schro¨dinger equation and the Maxwell-Helmholtz equation,[69,
70] which are the respective wave equations for the electron and photon. This
suggests the possibility of picking up the idea of Tersoff and Hamann of a point-like
probe tip for SNOM, as well. We show that it is possible to express recordable
signals as an integral of the probing tip volume. Consequently, for apertureless or
scattering-type SNOM – which are indeed point-like at the wavelength scale – an
analytical, closed-form expression is obtained for the measured signals in SNOM
that is analogous to the Tersoff-Hamann results. We demonstrate the utility of
this framework in discussing how different forms of apertureless SNOM are used to
map local electric field components, and how these are related to the bare sample
nearfields.
Bardeen’s formula Mµν = −(h¯2/2m)
∫
d~S · (ψµ~∇ψν − ψν ~∇ψµ) describes the flow
of charge (or equivalently probability density) across a fictitious plane inserted in
the gap between probe tip and sample. An analogon for SNOM has been derived
earlier by Carminati, Greffet, and co-workers, who used reciprocity theory in their
approach.[65, 66]
Reciprocity describes the relation between two scenarios (1, 2) under reciprocal
illumination. [71] Fig. 2.1 displays a typical application for SNOM: in scenario 1 only
the tip is present and in scenario 2 both tip and sample. The tip can thus be defined
and characterized (in scenario 1) without reference to any sample. This allows
unravelling sample properties from the unknown signal generated by the sample




Figure 2.1.: The two reciprocal scenarios. a) In scenario 1, a source ~I1 at position ~ra
emits radiation, which is scattered by the tip and detected at position ~rb.
b) In the reciprocal scenario 2, an additional sample is present, whose
surface right below the probe tip is at height zs. Source and detector
have exchanged their respective roles. A virtual evaluation plane is
considered at height ze in the gap between tip and sample.
To motivate the application of reciprocity theory, it is convenient to draw attention
to an often unnoted intimate relation between reciprocity and energy conservation.
Indeed, at first sight, the flow of energy across an interface separating a sample from
a nearfield probe tip might seem like an opportune candidate to establish an optical
analog to the probability flow in Bardeen’s case. The flow of energy is represented
by the Poynting field ~S = ~E × ~H, and the associated theorem for optical energy
conservation is well known.[72] Its close relative, the reciprocity theorem, contains
terms of similar shape ( ~E2 × ~H1 − ~E1 × ~H2). It constitutes a relation between the
fields in two scenarios 1 and 2 under different illumination conditions. [73]
To treat energy conservation and reciprocity in the same formalism, we rewrite
the Poynting vector as 2~S = ( ~E2 × ~H1 + ~E1 × ~H2) with both scenarios being iden-
tical. In the following we consider generalized terms ( ~E2 × ~H1 + ζ ~E1 × ~H2). This
puts reciprocity theory on par with energy conservation. The sign factor ζ = ±1
automatically tracks both energy and reciprocity theory, and an explicit choice is
made after it has become evident which theorem is best suited.
9
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2.2. Reciprocity Theory
2.2.1. The Reciprocity Theorem
We start from the Maxwell equations in SI units
~∇ ~D = ρ (2.1a)
~∇× ~E = − ~˙B (2.1b)
~∇ ~B = 0 (2.1c)
~∇× ~H = ~˙D +~j (2.1d)
with the constitutive equations
~D = ǫˆ ~E (2.2a)
~B = µˆ ~H (2.2b)
~j = σˆ ~E (2.2c)
All material properties are described by unit bearing quantities, i.e., they are not
measured relative to the vacuum values ǫ0 and µ0. ǫˆ and µˆ are the electric and
magnetic permittivity, respectively, and σˆ the conductivity. By multiplying ~H ·
with Eq. (2.1b) and ~E · with Eq. (2.1d), one obtains
~H1(~∇× ~E2) = − ~H1 ~˙B2 (2.3a)
ζ ~H2(~∇× ~E1) = −ζ ~H2 ~˙B1 (2.3b)
ζ ~E1(~∇× ~H2) = ζ ~E1( ~˙D2 +~j2) (2.3c)
~E2(~∇× ~H1) = ~E2( ~˙D1 +~j1) (2.3d)
We add up all equations to
−~∇
(
~E2 × ~H1 + ζ ~E1 × ~H2
)
= ~H1 ~˙B2 + ζ ~H2 ~˙B1
+ ~E2 ~˙D1 + ζ ~E1 ~˙D2
+ ~E2~j1 + ζ ~E1~j2 (2.4)
Here the fields ~E, ~D, ~H, ~B,~j are all real-valued functions of space and time. The
indices 1 and 2 refer to the two, different scenarios, as depicted in Fig. 2.1. In both
scenarios, a volume V is considered to enclose the scattering probing tip located
at ~rt. The distribution of material scatterers inside the volume does not change,
but the fields are generally very different. In scenario 1 a source ~I1 at position ~ra
10
2.2. Reciprocity Theory
emits radiation, giving rise to ~E1 at position ~rb. In the reciprocal scenario 2 an
additional sample is present outside the integration volume. Source and detector
have exchanged their places; source ~I2 at position ~rb emits radiation, which leads to
a field ~E2 at position ~ra.
The material operators ǫˆ, µˆ, σˆ we consider as local functions of space, describing
causal responses in time, most easily represented as Kramers-Kronig compatible
functions of frequency. This calls naturally for a complex-valued representation,





By evaluating each term on the left and right hand side of Eq. (2.4) for the
scenarios considered here, the reciprocity theorem can be simplified significantly.
This is discussed in the following, rather technical paragraphs, resulting in Eq. (2.35).
2.2.2. The Left Hand Side
We first consider the left hand side of Eq. (2.4). It is most convenient for near-
monochromatic scenarios [74, 75], such as those excited by narrow-band laser sources,
to represent all time-dependent phenomena in frequency space in a narrow band ∆ω
































~E2(ω)× ~H1(ω′)e−i(ω+ω′)t + ~E2(ω)× ~H1(ω′)e−i(ω′−ω)t (2.9)
Products of fields from both scenarios split up into terms proportional to e−i(ω+ω
′)t,
oscillating with (approximately) twice the fundamental frequency ω0, and slowly
varying terms e−i(ω
′−ω)t, which vary on frequency scales smaller or equal to ∆ω.
As we show below, for the non-magnetic case µˆ = µ0 this term can be further
simplified.
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2.2.3. The ED Terms
For terms of the form ~E ~˙D in Eq. (2.4), we carefully introduce complex valued fields
~E by
























The sum of both terms ~E2 ~˙D1 ± ~E1 ~˙D2 is in complex notation




















Without loss of generality, we split up the permittivity in its symmetric and anti-
symmetric part ǫˆ = ǫˆS + ǫˆAS or its Hermitian and anti-Hermitian part ǫˆ = ǫˆH + ǫˆAH .
This algebraic trick allows us to rewrite the transpose of permittivity as
ǫˆS = (ǫˆS)T (2.13)
ǫˆAS = −(ǫˆAS)T (2.14)
and the transpose conjugate
ǫˆH = (ǫˆH)T (2.15)
ǫˆAH = −(ǫˆAH)T (2.16)
respectively.





























At first sight, this transformation might seem more complicated than the previous
equation. However, in the near-monocromatic limit, we can drop some of the terms,
so that only one of the symmetric and antisymmetric part of the permittivity con-
tributes to the equation. (The same holds for the Hermitian and anti-Hermitian
terms). For scalar media, antisymmetric and anti-Hermitian parts are zero, so that
in this case the equations further simplify.



















































The sums are easily performed ǫˆ(ω′) + ǫˆ(ω) ≈ 2ǫˆ(ω′). Care has to be taken when
subtracting two permittivities at similar frequencies. For the fast oscillating terms,
the difference averages to zero when integrating over frequency space, integrals over
slowly oscillating terms can be rewritten as follows: [75]




















in the near-monochromatic limit 0 < ∆ω ≪ ω0.
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2.2.4. The HB Terms
In close analogy to the previous section, we derive the expressions for the terms of
the form ~H ~˙B in Eq. (2.4):




















2.2.5. The Ej Terms
When considering the terms ~E~j in Eq. (2.4), it is advantageous to split the current
densities into external source and scattering parts, ~j = ~j(sou) + ~j(sca). We express
the scattered current density as ~j(sca) = σˆ ~E and obtain
~E2~j
(sca)
1 + ζ ~E1~j
(sca)





















2.2.6. Collecting All Terms
As Eq. (2.4) holds at all times, slow and fast oscillating parts on both sides of the
equation must be equal independently. Thus, there are four possible equations,







































~E2 × ~H1 + ~E1 × ~H2
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ℜ∂t ~E1ǫˆAS ~E2 (2.25)
Note that a distinction between fast and slowly oscillating terms is only possi-
ble in the near-monochromatic case, considering a finite bandwidth. However, the
separated equations for slow and fast terms also hold for the monochromatic case
independently.
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2.2.7. The Monochromatic, non-Magnetic Case
Here we concentrate on the the exact monochromatic approximation ∆ω → 0. We
subsume the conductivity tensor for all scattering media in the dielectric permeabil-






















− ~E1~jsou2 + ~E2~jsou1
)
− ℜ∂t ~E1ˆ˜ǫAS ~E2 (2.27)
Besides the great similarity between slow energy conservation and the fast reci-
procity theroem, we notice subtle, yet crucial differences. Whereas we do make
no assumptions about the symmetry of the material tensors, the first terms on the
right-hand sides of the energy and reciprocity relation contain, respectively, only the
anti-Hermitian and anti-symmetric parts. If these terms do not vanish by symme-
try, they can pose considerable numerical difficulties in further applications of the
equations.
One may choose one or the other, depending on whether the material tensors are
hermitian or symmetric, respectively. (Note that this concerns only the inside of
the hemispherical volume.) Energy conservation is successfully applied to magneto-
optically active and other materials that break (local) time-reversal symmetry.[76]
Here we use the reciprocity theorem, as it facilitates dissipative media, which break
(optical) energy conservation. These algebraic considerations hint at the underlying
deeper symmetries that exist between energy conservation, time-reversal symmetry,
and reciprocity.[65]
For non-magnetic materials, we transform the left hand side of Eq. (2.27) using
the Maxwell curl equations





































(E2j∆E1,j − E1,j∆E2j) (2.32)
= ℜ 1
iω0µ0
∂i (E2j(∂iE1,j)− E1,j(∂iE2j)) (2.33)
We insert this result in the fast reciprocity relation Eq. (2.27) and integrate over
a volume containing the tip. We assume symmetric dielectric functions ǫˆAS = 0.


















dS ~ˆni (E1j∂iE2j − E2j∂iE1j) =
∫
dV ~E1 ·~j(sou)2 − ~E2 ·~j(sou)1 (2.35)
For point-like current sources, ~j
(sou)






dS ~ˆni (E1j∇iE2j − E2j∇iE1j) = ~E1 · ~I2
∣∣∣
~rb




Formally, this integral is the equivalent of Bardeen’s expression for a matrix ele-
ment of the tunneling current.[59] Bardeen’s formula is an approximation for scalar
(evanescent) wavefunctions solving the Schro¨dinger equation. Eq. (2.36) solves the
Maxwell equations exactly for vectorial fields, provided the materials inside the in-
tegration volume are non-magnetic and have symmetric dielectric tensors.
The great advantage of Eq. (2.36) are the terms on the right-hand-side. The cur-
rents are set parallel to the polarizations of the exciting (~I2) and the detected (~I1)
radiation.[77] The electric signal measured in a given experiment is the term ~E2 · ~I1.
The term ~E1 · ~I2 is an undesired background term that needs careful attention. In
many cases it is actually eliminated, e.g., if ~rb is outside of V , that is, in a transmis-
sion type of experiment. The same term also vanishes if ~E1 ⊥ ~I2, which is the basis
of the so-called cross-polarization scheme.[78]
To apply the reciprocity theorem Eq. (2.36) to SNOM, it is advantageous to
choose a half-space confined by a plane parallel to the xy-plane as integration vol-
ume (Fig. 2.1). On the upper boundary the surface integral vanishes under the
Sommerfeld radiation condition. The remaining integral surface, the evaluation
plane, allows for a successful treatment of the most general case in Fourier space.
In close analogy with experiment, the tip is chosen vertically aligned and the eval-
uation plane in the tip-sample gap. We proceed with computing the fields scattered
by the tip alone ~T := ~E1|ze and the whole tip-sample system ~S := ~E2|ze on the eval-
uation plane. This is conveniently accomplished in angular spectrum representation.
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2.3. Angular Spectrum Representation






d2k‖ ~E(~r) exp(−i~k‖~r‖) (2.37)
Fields are displayed by wavevectors ~k‖ in a plane and by a real space coordinate
out of plane. Here, we use the z-axis as out of plane coordinate. In vacuum, the







Extracting the root of k2z allows both plus and minus sign, which we associate with
components traveling upwards (ξ = +1) and downwards (ξ = −1). The upward and
downward travelling field components Eξi (
~k‖, z0) can be separated in Fourier space







k20 − k2‖ for propagating modes
kz = +i
√
k2‖ − k20 for evanescent modes
Notice that this requires besides the field in the evaluation plane also its normal
derivative. An alternative scheme may be more convenient for certain numerical
implementations. If the derivative of the field in the transformation plane is not
available, but the fields are known in two parallel planes seperated by vaccum, the
projections can also be obtained as
~Eξ(~k‖, z) = ξ
~E(~k‖, z)− ~E(~k‖, z +∆z) exp(−ξikz∆z)
2i sin(kz∆z)
exp(−ξi~k‖~r‖) (2.40)
Once the fields are distinguished into their upwards and downwards traveling com-
ponents, one can propagate them easily from one plane to another:
~Eξ(~k‖, z) = ~E
ξ(~k‖, z0) exp(ξikz(z − z0)) (2.41)
if both planes z and z0 are separated by vacuum. Considering both components trav-
eling upwards and downwards, we write the field in agular spectrum representation
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~k‖, z0) exp(i~k‖~r‖) exp(ξikz(z − z0)) (2.42)
2.4. Evaluation of the Integral
















|~r − ~r ′| (2.43)
Here, ∆ǫˆ is the difference between the scatterer permittivity and the background
medium. The integration volume covers only the finite tip volume, where ∆ǫˆ is
nonzero. We further employ the the angular spectrum representation of the down-











Together with the volume equivalent representation [80] for the tip field, we obtain
from Eq. (2.36) the exact expression for the measurable SNOM signal. We substitute





























· exp(−ik˜z(z − z′)) exp(−i~˜k‖~r‖) exp(i~˜k‖~r ′‖))






In Fourier space we can conveniently perform the spatial derivaties ∂z, which are
expressed as the factor (ξikz + ik˜z) in the above equation. We first evaluate the
integral over d2r‖∫
δV
d2r‖ exp(−i~˜k‖~r‖) exp(i~k‖~r‖) = 4π2δ(~k‖ − ~˜k‖) (2.46)
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This means both wavevectors of the angular spectrum representation of tip field and
the whole system are equal in plane ~k‖ = ~˜k‖. The magnitude of the z-component is
thus also equal kz = k˜z and the factor (ξikz+ ik˜z) vanishes for ξ = −1: Only the up-

















· exp(i~k‖~r ′‖) ·S+i (~k‖, z0) exp(ikz(z′ − z0)) (2.47)
We express ~k as spatial derivative of ~r ′ This allows later the permutation with the
integral over the wavevector d2k‖.

















· exp(i~k‖~r ′‖) ·S+i (~k‖, z′) (2.49)













denoting the back-transformation of the upwards traveling components of ~S in real




























2.5. Point-Like Tip Model
We perform the integral over d2k‖∫
d2k‖ exp(i~k‖~r
′


















The field ~S+ is propagated from a plane z0 above the sample through vacuum to
the evaluation plane ze and further to z. As the whole propagation to the position
of tip scattering is entirely in vacuum, ∇iS+i (~r) = 0 vanishes exactly in source-free
space.










d3r ~T (~r)∆ǫˆ(~r)~S+(~r) (2.55)
where ~S+ is a synthetic field, denoting the upwards traveling components of the
coupled tip-sample field in the evaluation plane, as represented in angular spectrum
representation.
Such integrals over small tip volumes are easily manageable with modern numer-
ical Maxwell solvers. One may consider Eq. (2.55) as a fall-back option for delicate
cases, or if specifically crafted probe tips deviated significantly from the point-like
dipole model, which is considered next.
2.5. Point-Like Tip Model
In the form of Eq. (2.55), reciprocity theory is fully general, applicable to both
aperture-based and apertureless versions of SNOM. We now ask, what algebraic
simplification and intuitive understanding can be gained, if we restrict ourselves
to point-like tips in the apertureless case? Nanoscopic probe tips, in the spirit of
the dipole tip model,[64] are often treated as a point-like dipolar moment ~p(~rt) =
Vt ~T (~rt)∆ǫˆ(~rt). This replacement turns Eq. (2.55) into the central result of this




= ~E1 · ~I2
∣∣∣
~rb
− iω~p(~rt) · ~S+(~rt) (2.56)
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It is the equivalent of the Tersoff-Hamann formula I ∝ Dt(EF ) |ψν(~rt)|2 for the
tunneling current in STM. There, the measured signal is proportional to the square-
modulus of the sample wavefunction |ψν(~rt)|2 at the location of the tip, multiplied
with the density of states Dt of the tip. In close analogy, the detected electric field
is proportional to the field ~S+(~rt) at the tip position, projected by the inner product
on the dipole moment ~p of the tip. One difference between STM and aSNOM is
noteworthy, though: whereas |ψν(~rt)|2 is a property of the bare sample, ~S+ describes
the fully coupled tip-sample system. Therefore, in the following we discuss how the
field ~S+ is related to the unperturbed sample nearfield ~Sunpert in the absence of any
probe tip.
2.6. Evaluation of the System Response
To evaluate the components of the system field ~S at the evaluation plane which
travel upwards, we adopt a Born series treatment of the tip-sample interaction [81].





+ + + + + . . .
}
~S−
+ + + + + . . .
}
~S+
where the evaluation plane is indicated by the dotted horizontal line and sample
and tip interfaces by a solid straight and curved line, respectively. Wiggly arrows








exp(ik0 |~r − ~r ′|)
4π |~r − ~r ′| (2.58)
Dotted arrows are self-depolarizations of the tip or sample,
= Σˆ = 1 + + + + . . . (2.59)
containing all orders of interactions of the sample or tip with itself.
We immediately see that all components traveling upwards are scattered from the
sample to the evaluation plane. The total field incident on the sample, however,
is influenced by the nearfield probe. The direct contribution ~S0 of the source ~I2
may be part of ~S− or ~S+, depending on whether its location ~rb is above or below
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d3~r ′Gˆ0(~r, ~r ′)∆ǫˆ(~r ′) ~Ein(~r ′) (2.60a)
= Γˆ ~Ein (2.60b)




Γˆn = (1− Γ)−1 (2.61)
We introduce the interaction tensors
Θˆss = = ΓˆstΣˆtΓˆtsΣˆs (2.62a)
Θˆtt = = ΓˆtsΣˆsΓˆstΣˆt (2.62b)
which describe one round trip action from the sample to the tip and back onto the
sample itself or vice versa. Algebraically, we can rewrite the upwards traveling part




























depending on whether the view focusses on the tip (2.63b) or the sample (2.63a).
In the Born-series picture, the desired measurable signal is thus generated in three
steps. First the incident radiation excites the tip and sample directly, and first-
order scattering from one of them – say the sample – may be viewed as a coherent
additional excitation of the other: (ΓˆtsΣˆs ~E
in
s +
~Eint ). Second is an infinite series of
interactions, whose terms can be summed up as a geometric sum: (1− Θˆtt)−1. The
third and last term contains (ΓˆesΣˆs), i.e., the final scattering via the sample to the
evaluation plane.
The interaction term Θˆtt is crucial for the validity of the Born series approach.
The expansion can only sensibly be employed, if it converges, i.e., if ‖ Θˆtt ‖< 1 in the
sense of an operator norm. If the tip is considered point-like, Θˆtt can be represented
by a simple matrix, facilitating a direct criterion for when the Born series may be
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terminated after a suitable low order.
At this point, a cautious note regarding direct scattering from the tip to the
detector may be in order. It is one of the major sources of undesired background,
as it carries no information about the sample. Any measurable signal that stems
directly from the tip is due either to ~S0 ∈ ~S+, if the source ~I2 at ~rb is located
below the evaluation plane, or due to the term ( ~E1 · ~I2), if ~rb is above the evaluation
plane, inside the integration volume. Thus, this parasitic background signal cannot
generally be assumed to vanish, unless special care is taken to ensure exactly normal
field vectors, ~E1 ⊥ ~I2,[78] or this signal is suppressed by modulation/demodulation
techniques to a level below the detector noise floor.
We may terminate the Born series after an appropriate order, for example, in the
case of a vanishingly small contribution from the tip, (i.e., αˆt → 0, Γˆst → 0, Σˆt → 1).
In that case, we find as the lowest order contributions to the measurable signal ~S+
the bare sample field and the first and second order terms,
~Sunpert = = ΓˆesΣˆs ~E
in
s (2.64a)
~S(1t) = = ΓˆesΣˆsΓˆstΣˆt ~E
in
t (2.64b)





In virtually all implementations of aSNOM a modulation/demodulation scheme is
employed. By oscillating the tip above the sample, ~rt varies periodically in time
with a frequency Ω. With the evaluation point ~rt moving, the contributions to the
measured signal ~S+(~rt(t)) vary. Importantly, this alters ~E
in
t , Γˆst, and Γˆts and hence
all contributions to ~S+. After demodulating the measured signal at the fundamental
Ω one still measures considerable parasitic background signal due to ~S0 or ~E1 · ~I2.
Only by demodulation at the second or higher overtone of Ω these can – with some







~Sunpert + ~S(1t) + ~S(2s)
)
(2.65)
which confirms the long-established experimental approach.[84]
With the field ~S+ of the tip-sample system known, we apply Eq. (2.56) to ob-
tain the signal in typically employed experimental schemes for aSNOM. These are
commonly classified by polarization configurations of the exciting and scattered ra-
diation at the current sources. By suitably aligned, symmetric optics one can ensure
that the radiation has the same polarization at the center of the tip as at the source.
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As a demonstration, we choose a sample represented by a set of scattering points
in vacuum. Already in this simple model, we can quantitatively compare signal
contributions from different terms of the Born series Eq. (2.63a) and learn which
terms contribute to the signal in the general case. From the analytic relation of each
term to the unperturbed field, measured signals on unknown samples are intuitively
interpretable.
2.6.1. Coupled Dipole Model
The coupled dipole model considers situations, where the radiation at the tip from
both ~I1 and ~I2 is parallel polarized. Both sources are assumed to be located at the
same location ~ra = ~rb inside the integration volume V . With additional assumptions
regarding the reflection of the incident radiation at the sample interface[85, 86, 87,
88] and the actual shape of an elongated tip it is possible to approach a quantitative
description. For situations where the probe tip is located above a flat, featureless
substrate surface, the interaction of the tip with the surface is analytically described
by the quasi-static coupled dipole model, whose most sophisticated version was given
by Cvitkovic et al.[45]. For a point-like tip of polarizability α, the field scattered
by the whole tip-sample system upon illumination with vertically polarized light is
found proportional to














where α is the polarizability of the tip, β and rp the quasi-static and Fresnel reflection
coefficients of the sample surface, respectively, and R is the height of the tip above
the surface. An equivalent expression is found for the case of horizontally polarized
radiation.
We recognize the great similarity to Eq. (2.63b). In Eq. (2.66) the contributions
due to ~S0 and ~E1 · ~I2
∣∣∣
~rb
are not considered, as they are filtered out from the mea-
sured signal by demodulation, as discussed above. Both relations contain the full
Born series of interactions, which allows extracting information about the material
constants of the sample immediately underneath the tip. As no termination of a
Born series is necessary, in this case any probing tip may be used, regardless of the
strength of its influence on the sample, as long as the signal remains measurable.
An advantage of Eq. (2.63b) for future investigations is the possibility to extract
more detailed information regarding the experimental conditions, such as the size
of the lateral area over which the tip sample interaction effectively averages, or
how exactly the signal evolves as the tip moves laterally over a material contrast
boundary or some topography changes, etc. For extended analysis of the influence
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of finite sized tips, Eq. (2.63) can be used in conjunction with the Eq. (2.55) instead
of Eq. (2.56) for point-like tips.
2.6.2. Crosspolarized aSNOM
In the cross-polarized aSNOM configuration, the current source ~I1 in scenario 1 and
the scattered field ~E1(~ra) are both p-polarized. If ~I2 is s-polarized, i.e., ~E1 · ~I2 = 0,




= −iω~p(~rt) · ~S+(~rt) (2.67)
regardless of the location of ~rb. We assume the tip to be isotropic in the xy plane
and mainly polarizable along the z-axis. Choosing a grazing incidence excitation of
the tip, its dipole ~p in scenario 1 is mainly vertically polarized. The measurement
is thus sensitive mainly to the z-component of the field ~S+ of the tip-sample system
in scenario 2. It is not clear at this point, though, what the disturbance due to the
presence of the tip is. To this end we relate ~S+ to the field due to an unperturbed
sample ~Sunpert, in the absence of any probe tip.
We place the evaluation plane infinitesimally below the tip position. Under the
assumption of a strongly anisotropically polarizable tip (αˆt z ≫ αˆt x,y), the contribu-
tion ~S(1t) to the signal becomes negligible, as the field ~Eint incident at the tip induces
hardly any polarization. The Born series is dominated by ~Sunpert and ~S(2s).
The measured signal is thus proprtional to ~S+ ≈ (1 + Θˆtt)~Sunpert(~rt). The inter-
action tensor Θˆtt involves multiple three-dimensional convolutions, its exact nature
is an intricate function of sample and tip geometry and will have to be subject to
further detailed investigations [89]. For weak tips Θˆtt ≪ 1, the measured signal
is proportional to the unperturbed field, convoluted with an lock-in demodulation
effect.
To analyze this effect, we perform numerical simulations for tip and sample con-
sisting of point-like dipoles. For computing optical scattering signals one first con-
siders the source currents in scenario 1 and evaluates the tip dipole moment ~p. In
the second scenario, one considers currents in the place of the detector to excite
scattered response fields at the location of the source. This may at first seem some-
what counter-intuitive. By combining the two scenarios, however, it is possible to
establish a relation that directly represents the experimentally measured signal. The
exact geometry of illumination and detection path is represented by the tensorial
connection between source current ~I1,2 and incident field on tip and sample. In the
simulation, we assume collimation optics for the point Sources ~I1,2 inside the inte-
gration volume. The illumination of the sample in scenario 2 is a plane wave of same
polarization as the sources, making this tensor a multiple of the unit operator. The
angle of illumination is 70◦ from the surface normal.
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Figure 2.2.: Simulation of signal components in cross-polarized aSNOM at λ =
1064 nm for the special case of a point like tip and sample. (a) shows
a sketch of the aSNOM configuration. A set of point-like dipoles repre-
senting spherical gold colloids is scanned by an anisotropic point-like tip,
representing a silicon ellipsoid. Displayed are the z-components of (b)
the unperturbed sample field ~Sunpert in the absence of any probe tip,
compared to (c) the full Born series signal ~S+, (d) the approximated
signal, which is the coherent sum of (e) ~Sunpert, (f) ~S(1t), and (g) ~S(2s),
deconvoluted at the second overtone of the tip oscillation frequency.
Each colloid responds with two lobes of opposite optical phase.
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To motivate further the application of reciprocity theory, we apply the field of
the tip-sample system to the case of a sample consisting of point-like scatterers
in vacuum. The scatterer polarizabilities represent spherical gold colloids of 10 nm
diameter. The refractive index of gold at 1064 nm wavelength is taken from Johnson
and Christy [90]. The tip-sample distance is 25 nm. The polarizability of the tip
is assumed to be the same as a 10 nm diameter sphere of silicon for the in-plane
components. We chose that value according to the data sheet of typical silicon tips
employed in our experimental setup (ATEC-NC, Nano and More). In Figs. 2.2,2.4,
we chose the out-of plane component of the tip polarizability 10 times as large as
the in-plane components. In Fig. 2.5, the magnitude of dipolar moment is equal
between individual tips px a,b = pz c,d.
The (complex valued) measured signal at the second overtone of the tip oscillation







dt ~p(~rt(t)) · ~S+(~rt(t)) · exp(2iΩt) (2.68)
We plot the absolute value of the signal. The field incident on the tip in scenario 1
changes with the oscillating tip position. The dipolar moment ~p changes with time,
and also portions of ~S changing linearly with tip-sample distance contribute to the
signal. This includes far-field scattering of a substrate-air interface. The images in
Fig. 2.2 are a demonstration of the Green function ansatz for discrete sample dipoles
to show the Born series may be terminated after few orders.
Deconvoluting the signal at an overtone of the tip oscillation adds an additional
spatial decay in the measured signal (compare Fig. 2.2b,e). In the limit of infinites-
imally small tip oscillation amplitudes, the signal recorded at the n-th overtone is
proportional to the ∂n/∂zn derivative of the field.[91] The recorded ~S+ image ap-
pears spatially sharpened relative to the unperturbed field image ~Sunpert. This is
particularly prominent if both objects and tips are point-like. Also at the edge of
sample structures one may observe in cross-polarized aSNOM a more abrupt signal
change than is actually present in ~Sunpert. Above extended sample regions, which
vary smoothly on the scale of the tip size and exhibit slowly varying fields, the
spatial contrast enhancement mentioned above is less pronounced.
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These considerations are illustrated in Fig. 2.2. Contrasting Fig. 2.2c and Fig. 2.2d
affirms that the full Born series is well represented by the first order approximation
Eq. (2.65), which in turn is dominated by ~Sunpert and ~S(2s) (Fig. 2.2f). The strongly
z-polarizable tips conveniently used in cross-polarized aSNOM usually make the
contribution ~S(1t) to the full signal much weaker (Fig. 2.2e). This analysis confirms
that images obtained with cross-polarized aSNOM are good linear representations of
the unperturbed bare sample fields. This is in agreement with the empirical finding
that aSNOM in cross polarization produces nearfield optical maps that are very well
reproduced by simulated nearfield images of the bare substrate in the absence of any
probing tip.[92, 31, 30, 93, 24]
2.6.3. Reciprocal Crosspolarized aSNOM
The reciprocal configuration of crosspolarized aSNOM is similar to crosspolarized
aSNOM, but uses p-polarized light to illuminate tip and sample and detects s-
polarized light. As both beams are orthogonally polarized, Eq. (2.67) holds also
for this configuration. For weakly scattering tips, we sort the terms of the coupled
tip-sample system Eq. (2.57) by orders of the tip polarizability. In analogy to the
crosspolarization configuration, we find the relevant terms are identical to the ones
in the cross-polarization scheme, with all Green functions multiplied in inverse order.
We invert the multiplication order exploiting the symmetry of the Green function
Eq. (2.58)
Gˆ0ij(~r, ~r
′) = Gˆ0ji(~r, ~r
′) = Gˆ0ij(~r
′, ~r) (2.69)
to commutate the terms. In reciprocal crosspolarization, we obtain the very same
signal in optical amplitude and phase as in normal crosspolarization configuration
(see Fig. 2.3). The measured signal is thus proportional to the z-component of the
unperturbed field on the sample as if the sample was illuminated with s-polarized
light. This result is also expected in reciprocity theory considering an apertureless
SNOMs in crosspolarization configuration and replacing laser source and detector.
2.6.4. Horizontal component mapping aSNOM
Recently, Hillenbrand et al. introduced another aSNOM configuration to measure
horizontal electric fields.[94] The approach is somewhat similar to the coupled-dipole
scenario, in that both incident and analyzed radiation have the same polarization.
However, in the present case they are s-polarized, which for very weakly s-polarizable
probe tips generates an intricate interplay between the sample and the tip that is
necessarily vectorial in nature.
Experimentally, two variations have been demonstrated. In transmission geom-
etry, ~rb is below the evaluation plane and Eq. (2.56) takes the form of Eq. (2.67),
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Figure 2.3.: Experimental nearfield images of a quadrupolar resonant gold disc in (a)
crosspolarization configuration with incident s-polarized radiation and
detection of the p-polarized scattered light and (b) inverted crosspolar-
ization configuration with an p-polarized incident beam and detection
of s-polarized light. Scale bar is 250 nm.
but includes an upward-propagating direct excitation ~S0 ∈ ~S+. In back-reflection
geometry,[95] ~ra = ~rb are both inside the integration volume, giving the measurable
signal the form the full Eq. (2.56). Here, the direct illumination does not contribute,
since ~S0 ∈ ~S−.
We may again assume the experimentally relevant case of a point-like tip that
is mostly polarizable in the vertical direction, αˆt z ≫ αˆt x,y > 0, but it must not
be completely unpolarizable in the horizontal direction. Otherwise the s-polarized
dipole component ~p(~rt) picked up at the location of the tip would vanish, and no
measurable signal could be recorded.
In Fig. 2.4, simulated nearfield images showing the individual contributions to the
signal are displayed. Except for projecting out the x component, the simulations are
performed with parameters identical to the cross-polarized configuration of Fig. 2.2.
Note that whereas Figs. 2.2c-g are displayed with a common color scale, as are
Figs. 2.4c-g, these colorscales differ between these two cases by about one order of
magnitude. Mainly due to the assumed stronger vertical polarizability of the probe
tip, the recordable signals are stronger in the cross-polarized case.
The comparison of Figs. 2.4c,d shows that, as in the case of cross-polarized
aSNOM, the full Born series is well approximated by the two lowest relevant or-
ders, following Eq. (2.65). Evidently, with the simulation parameters chosen in
Fig. 2.4, the approximated field is dominated by the unperturbed field. For stronger
interacting tips, also the higher order terms ~S(1t) and ~S(2s) will contribute to the
signal significantly.
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Figure 2.4.: Simulation of signal components obtained with horizontal component
mapping aSNOM. (a) shows a sketch of the aSNOM configuration. Ex-
cept for projecting out the s-polarized component, the simulations were
performed with parameters identical to the crosspolarized configuration
of Fig. 2.2. Displayed are the x-components of (b) the unperturbed
sample field ~Sunpert in the absence of any probe tip, and (c) the full
Born series signal ~S+, (d) the approximated signal, which is the co-
herent sum of (e) ~Sunpert, (f) ~S(1t), and (g) ~S(2s), deconvoluted at the
second overtone of the tip oscillation frequency. The response of each
colloid is dominated by a central lobe, except for (f), where this lobe
is symmetry-forbidden. For a single colloid, all terms are symmetric in
amplitude and phase to a vertical axis through the center of the colloid.


























Figure 2.5.: Comparison of the first order contributions to the field ~S+ picked up
by differently polarizable tips in different aSNOM configurations. All
images show a point-like dipole representing a spherical gold colloid of
10 nm diameter, scanned by a point-like tip polarizable exclusively in
x-direction (a,b,e,f) or in z-direction (c,d,g,h) by the same magnitude.
The excitation is always assumed to be s-polarized radiation of 1064 nm
wavelength. (a-d) show cross-polarized aSNOM images, (e-h) show hori-
zontal component mapping aSNOM images. The left row (a,c,e,g) shows
the ~S(1t) contribution, the right row (b,d,f,h) shows ~S(2s).
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2.6. Evaluation of the System Response
Both terms ~S(1t) and ~S(2s) can be of the same order and contribute coherently
to the measured signal (Fig. 2.4e,f) in very different forms. To explore this sit-
uation further, we compare numerical aSNOM images generated with exclusively
z- or x-polarizable tips in Fig. 2.5. For both cross-polarized and horizontal compo-
nent mapping aSNOM z-polarizability exclusively contributes to ~S(2s) (Figs. 2.5d,h).
S-polarized incident light cannot excite the tip, and ~S(1t) vanishes in these cases
(Fig. 2.5c,g). Horizontal polarizability predominantly contributes to the signal term
~S(1t), excited by light incident on the tip (Fig. 2.5a,e). However, the ~S(2s) com-
ponents are not zero in these cases (Fig. 2.5b,f). For probe tips predominantly
polarizable in x-direction, ~S(2s) can be suppressed in favor of ~S(1t).[96]
Note that the aSNOM image presented in Fig. 2.5h only appears to be of dipolar
character. Both lobes are symmetric in amplitude and phase and the central node
line occurs for symmetry reasons. According to Eq. (2.64c) it represents the unper-
turbed field ~Sunpert, convoluted with Θˆtt. In the yz symmetry plane of an excited
x-dipole, however, no coupling to a z-polarizable tip is possible and Θˆtt vanishes. The
signal due to ~S(1t) (Fig. 2.5e) is favorable in this respect. According to Eq. (2.64b),
however, this signal represents not the unperturbed response of the sample to the
field ~Eins directly incident on the sample. Rather it represents a different sample






Perfect Background Suppression in
Apertureless Nearfield Microscopy
In this chapter, we present advances in experimental techniques of apertureless scan-
ning near-field optical microscopy (aSNOM). We outline a rational alignment proce-
dure, which is based upon a phase singularity that occurs when scanning polarizers
around the nominal cross-polarized configuration of s-polarized excitation and p-
polarized detection. We discuss the theoretical origin of this topological feature of
the setup, which is robust against small deviations, such as minor tip misalignment
or shape variations. Setting the polarizers to this singular configuration point elimi-
nates all background signal, allowing for reproducible plasmonic eigenmode mapping
with optimal signal-to-noise ratio.
3.1. The Apertureless Scanning Nearfield Optical
Microscope
Apart from perturbation of the sample by the nearfield probe, as discussed in the
previous chapter, there is a second experimental challenge in apertureless nearfield
microscopy: Both illumination and collection from the tip are diffraction limited,
and large sample regions around the tip apex as well as the tip shaft scatter light
to the detector. aSNOM is often plagued by background signal, which might even
obscure any signal carrying information from the nearfield region. Under favorable
circumstances it is possible to clean up recorded data by numerical postprocessing,
but the resulting nearfield images are usually of inferior quality.[78] In order to
achieve highest signal-to-noise ratios (SNR), a systematic approach is much desired
to eliminate this background already at the time of recording.
In this section, we concentrate on the instrumentation and procedural aspects
that facilitate the optimal alignment of aSNOM. We achieve nearly perfect back-
ground suppression using a topological singularity in the polarization phase space.
Our rational alignment procedure results in routine, direct measurements of nearly
unperturbed plasmonic eigenmodes with excellent quality.
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Figure 3.1.: Scheme of the experimental setup. Focused s-polarized radiation excites
the sample. Backscattered light is modulated by the tip oscillation,
polarization-analyzed in a cross-polarization scheme and interferomet-
rically amplified before it is sent to a detector. The beamsplitters (BS)
form a Mach-Zehnder type of interferometer.
Our setup is based on a commercial atomic force microscope (AFM, M5 Park
Scientific).[78, 30, 97] We use a non-contact mode AFM tip to scatter local nearfields
from a small sample region around the tip position (see Fig. 3.1). After a short
review of standard aSNOM instrumentation techniques we employ, we give a detailed
description of our implementation of a cross polarization scheme. [98, 78]
It is well known that a modulation–demodulation scheme facilitates the discrimi-
nation of nearfield signal against parasitic background signals [42, 83]: to this end,
a lock-in amplifier is locked to the AFM cantilever deflection signal. Filtering the
optical signal at a suitable harmonic of this frequency efficiently extracts the (spa-
tially non-linear) nearfield contributions. Care has to be taken that no mechanical
anharmonicities are present [99, 82].
In addition, we use a confocal arrangement for the optical microscopic detection
path, where radiation is collected only from the diffraction limited image volume of
a spatial filter centered at the tip apex. Single mode optical fibers (Thorlabs 780HP)
provide convenient apertures for both delivering light from the laser source to the
setup as well as from the setup to the detector. The light from the fiber is collimated
into a 6 mm wide beam, which is focused on the tip by an aspheric lens (Geltech,
0.25 NA). The light scattered back is collimated by the same objective and sent onto
36
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a fiber launch system (Thorlabs MBT613/M), which focusses on a fiber connected to
the detector. Piezo positioners in the fiber launch system allow for easy adjustment
of the fiber. The fiber also maximizes visibility of the interferometrically detected
signal discussed below, as it acts as a nearly perfect spatial filter [100, 101, 102].
The radiation finally impinges on a PIN diode (FEMTO, HCA-S).
The combination of filtering techniques introduced above significantly reduces
the total signal intensity. The damage threshold of the tip limits the illumina-
tion intensity to about 0.5 MW/cm2.[98] This limits the light intensity scattered
from the nearfield region onto the detector. Additionally, the detector and am-
plifier bandwidths have to be higher than the AFM cantilever frequency and its
higher harmonics. Signal strengths are often hardly above the noise-level of typical
high-bandwidth, linear detectors. A standard way to overcome this is an optical am-
plification scheme [42]. The weak signal carrying beam I(sig) is interferometrically
mixed with a stronger reference beam I(ref). The detected light has the intensity:





The first term, I(sig), is much weaker than the other terms and becomes negligible.
The static I(ref) does not contain any modulation and is filtered by the lock-in
analyzer. In analogy to the local oscillator model in radio electronics [103], the
remaining cross term denotes (the real part of) the amplified signal. Its intensity is
proportional to the electric field of the backscattered light. Besides amplifying the
signal, the reference beam also introduces additional noise to the detected signal.
For an ideal linear detector, the standard deviation σ is determined by the shot
noise σ =
√
〈n〉 ∝ √I for an average flux of 〈n〉 photons per unit time interval
[104, 105] of all photons on the detector I. The signal is determined soleley by
the term E(sig)E(ref). Therefore, the maximum reachable signal-to-noise ratio (SNR)










in the limit I(sig) ≪ I(ref). Once the signal is amplified above the noise level of the
detector-amplifier system, the SNR cannot be improved any further. Increasing the
reference beam intensity becomes even detrimental to the SNR, namely, when the
detector is driven into its non-linear regime. Thus, any improvement in signal quality
must be achieved by other means – in our case through the careful optimization of
the cross polarization condition.
In our setup, we use a Mach-Zehnder-type interferometric amplification scheme
(see Fig. 3.1). After splitting off the reference beam, the excitation beam is polar-
ized to the s-state by Glan-Taylor prism. A second polarizer selects the p-component
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Figure 3.2.: A homodyne measurement consists of two values taken at different inter-
ferometric path differences. From those values, the complex valued sig-
nal can be reconstructed. A large, constant background (red) overlaying
the signal (green) will result in a limited phase range of the measured
signal (blue). Under these circumstances, signals of equal magnitude
and opposite phase may appear as measured signals of different ampli-
tude and similar phase.
of the superimposed beams behind the combining beam splitter. With motorized
rotation stages for the two Glan-Taylor prisms we can systematically scan the po-
larizations to find the optimal configuration.
Interferometric amplification also allows extracting both the amplitude and rela-
tive phase between signal and reference beam. The intensity measured by the lock-in
analyzer depends on the relative phase of both beams, as shown in equation (3.1).
Over the years, in apertureless nearfield microscopy a number of schemes have been
developed, in close analogy to information encoding techniques in signal processing
electronics [103]: In the homodyne scheme, amplitude and phase are reconstructed
by measuring twice with two different relative phases between both beams [84]. The
relative phase can be shifted for example by changing the optical path length of the
reference beam. The phase-shifting scheme is similar, but employs more than two
different relative phases [106]. Another possibility is to use a (double) heterodyne
scheme, where one (both) of the beams is frequency shifted and thus the phase dif-
ference continuously increases with time [84, 101]. In a pseudo-heterodyne scheme,
a periodic modulation of the relative phase generates sidebands that are analyzed
[107].
In our aSNOM we employ a homodyne scheme. The phase difference between both
measurements is controlled by a home-built piezo-driven (PI Ceramic, P-887.50)
mirror assembly. The phase difference of the reference path between the two mea-
surements S1 and S2 is set to +90
◦. Both measurements are projections of the
complex valued total signal S on two lines with—in our case—an angle difference of
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To be able to address the full range of ψ ∈ [0, 360◦[ and to obtain a proper optical
phase that coincides with numerical calculations [44], it is crucial to attribute a sign
to the two measured amplitudes S1,2. One way is to assign a negative amplitude
whenever the lock-in detector phase (available range −180◦ . . .+180◦) is below zero
and positive otherwise. From the two signs of S1,2 the value of ψ is thus fixed
uniquely.
In the cross-polarization scheme, exciting and detected beams are orthogonally
polarized [31, 92]. Using s-polarized light for illumination, the tip is hardly excited
at all [108]. The sample, however, may exhibit structures with strong plasmonic
resonances excitable by the s-polarized excitation. The tip efficiently picks up the
local vertical field components of these resonances. Tip and sample scatter light into
the farfield with a p-polarized component. We place a second polarizer in front of
the detector, set to p-polarization.
Regarding the interferometric signal amplification the different types of interfer-
ometers demand different implementations. In a Michelson type interferometer the
light is s-polarized in the illumination path. Passing a λ/4-plate in the reference arm
twice, the polarization turns by 90◦. The now p-polarized reference beam is mixed
with the signal from the tip, amplifying the p-polarized component of the scattered
light [109].
We view a Mach-Zehnder interferometer as preferable since it allows an inde-
pendent manipulation of the two partial beams, offering direct, full control of the
polarization states in both paths. We split reference and signal carrying beam.
While the reference beam is unpolarized, a Glan-Taylor polarizer in the sample il-
lumination path is set to s-polarization. The scattered light is interfered with the
reference beam by a second beam splitter, and a second polarizer projects on the
p-component of both beams. The rotation stages of the Glan-Taylor polarizers are
equipped with stepper motors (Controller: Physik Instrumente, PI 511), which allow
for systematic scans of both polarizers to find the optimal configuration.
We use silicon non-contact AFM tips (Nanosensors, AdvancedTEC NC) [97, 47].
To our experience, this kind of probe provides sufficient scattering cross-section with
little or no parasitic coupling. For plasmonic resonant gold structures in the visible
to near infrared region, we do not observe perturbations of the sample compared
to FDTD calculations not including the silicon tip [44]. For more delicate systems,
more weakly interacting tips could be necessary.
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Figure 3.3.: Systematic search for the optimal polarizer angles. Polarizer (horizon-
tal axis) and analyzer (vertical axis) are scanned around the nominal
cross-polarization position 0◦/90◦. The images show (a) optical ampli-
tude in arbitrary units and (b) optical phase.The position of the phase
singularity is marked in both images.
3.2. Alignment and Verification
For alignment of the setup, we first set the sample illuminating beam to s-polarization
with respect to the sample. In this first step the analyzer is not perpendicular to
the polarizer, but about 20◦ out of p-polarization to ensure that both polarizations
pass. We block the reference beam and retract the sample from the tip. After
a coarse alignment of the tip in the focus we align the single mode fiber of the
detector to place the detection focus volume to the position with highest backscat-
tering intensity. The lock-in analyzer deconvolutes the signal at the first harmonic of
the cantilever oscillation frequency. To find the center of the focus, we scan the tip
through the focus at constant height using the three-dimensional piezo scanner of the
AFM head. As the size of the tip apex is much smaller than the (diffraction limited)
focus size, we consider the tip as point scatterer, imaging the focus shape [110]. By
comparing scans at different tip heights (continuously realigning the detector fiber)
we determine the height of minimal focal diameter and maximum intensity.
Having situated the tip at the center of the three-dimensional focal volume, one
usually finds a finite backscattering background in the cross-polarized detection
channel. Without further optimization, this is essentially an unavoidable conse-
quence of a variety of experimental imperfections: AFM tips are not suitably shaped
and aligned, the illumination is not a properly Gaussian beam, etc. The next align-
ment step is therefore to examine whether optimal cross-polarization can be estab-
lished by optimizing the polarizer settings. In our experience, it is usually possible
to find polarizer settings, which show zero backscattering intensity.
The optimal configuration is indicated by the occurrence of a phase singularity
in the backscattered radiation when scanning the polarizers. The theoretical back-
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Figure 3.4.: Simulated nearfields at one end of a gold nanorod, excited by linearly
polarized light of 900 nm wavelength. The apex radius is 30 nm, field of
view is 180 nm x 120 nm. a),b) real and imaginary part of the electric
field for horizontally polarized excitation (s-polarized). c),d) real and
imaginary part of the electric field for vertically polarized excitation
(p-polarized). The simulation is performed using an multiple multipole
(MMP) method. [78, 111]
ground of this singularity is explained below. To locate it experimentally, we use
interferometry to gain phase sensitivity, recording the homodyne amplitude and
phase. The systematic search then involves raster-scanning the two linear polarizers
each by a few degrees around the nominal alignment. Typical two-dimensional data
of a polarization scan is displayed in Fig. 3.3.
The position 0◦/90◦ for polarizer and analyzer marks the position of nominal cross
polarization. The actual minimum in the amplitude scan is at a slightly different
position. An indication for the optimal setting is found in the corresponding phase
image. Encircling the lowest intensity pixel, a phase accumulation of 2π becomes ev-
ident – the classic signature of a topologically non-trivial feature. The implied phase
singularity associated with this minimum is thus a mathematical point in parame-
ter space. Barring the usual experimental caveats, such as accuracy in parameter
setting, measurement noise, or stability, the background signal can be set not only
below the detector noise, but to actual zero level. In our setup, this minimum is
typically found at polarizer positions within ±5◦ off the nominal position.
After aligning the setup we approach the sample from below until it is in proximity
of the tip. Keeping the tip fixed in space, we raster scan the sample with a piezo
stage (Physik Instrumente P-517.3CD). From the AFM feedback loop and optical
signal we obtain images of the topography as well as optical amplitude and phase.
41
Chapter 3. Perfect Background Suppression in Apertureless Nearfield Microscopy
3.3. The Nature of the Phase Singularity
The occurrence of a phase singularity in the polarizer scans described above is a
natural consequence of two orthogonal tip modes being excited. As they are ex-
cited and recorded in the farfield with two orthogonally polarized modes (s- and
p-polarization), it is convenient to employ the Jones formalism to describe the de-
tected signal. Scattering from the tip apex region – when properly centered in a
Gaussian focus – is well approximated by a polarization ellipsoid [108, 83, 45]. It
responds to excitation by s- and p-polarized light with two orthogonal modes (see
also Fig. 3.4).
The symmetry of this idealized system causes radiation emitted by the excited tip
to be again linearly polarized in the same modes as the excitation radiation. Hence,







where αs,p are complex-valued coefficients describing the backscattering strength of
the tip due to the two modes. The linear polarizers used in the excitation and
detection path are described by
P(θ) =
(
cos(θ) cos(θ) cos(θ) sin(θ)
sin(θ) cos(θ) sin(θ) sin(θ)
)
(3.6)
The detected signal after passage through the whole system, with the two polarizers
at angles θin,out, reads
Eout = P(θout) ·T ·P(θin) ·Ein (3.7)
Typical examples for signal strengths simulated with Eq. (3.7) for different polar-
izer angles and polarizabilities are illustrated in Fig. 3.5. Generally, a phase singu-
larity is observed located at the nominal cross-polarization position. The amplitude
images exhibit an elliptical shape, whose orientation and eccentricity depends on
both the relative magnitudes and phases of αs and αp. Only for the degenerate case
of a relative phase difference between the two polarizabilities of zero or 180◦ does
the phase singularity become a line of zero amplitude.
In passing we note the possibility to extract from such scans – with corresponding
analysis, based on Eq. (3.7) – the complex valued ratio αp / αs. That is, the relative
dipolar polarizabilities of an unknown tip can be characterized. In this sense, our
polarizer scans are related to particle tip characterizations employed in previous
studies. [112, 113]
In a real setup, the perfect symmetry stipulated above is not realized. However,
the presence of a phase singularity is a topological property of the system. As such it
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Figure 3.5.: Simulations of cross-polarization scans using equation 3.7. (a) When
both modes of the tip αs,p are degenerate, no singularity in phase is
observed. Arbitrary phase differences other than 0,π lead to the oc-
currence of phase singularities in the cross-polarization position. The
special case of αp = iαs, as displayed in (b), yields a perfectly round
minimum. Different retardations (c) and strengths (d) of both modes
lead to an elongated elliptical minimum.
is quite robust against small, continuous deviations. For example, small rotations or
displacement of the tip in space – being adiabatic evolutions of the system – do not
abruptly destroy the phase singularity. Slight adjustments to the polarizer angles
allow it to be recovered.
Similar arguments hold for adiabatic deformations of the tip. These introduce
small, non-dipolar polarizabilities, whose backscattering is superimposed on the
dipolar response. Still, for not too large deformations, it is possible to find cross po-
larization. By slightly realigning the polarizers the coherent superposition of dipolar
and (small) non-dipolar scattering is such that an exact linearly polarized state is
formed at the analyzer.
It takes more drastic deviations from the presumed perfectly conical tip shape
to develop sufficiently strong non-dipolar polarizabilities that always lead to some
non-linearly polarized backscattered signal, regardless of input polarizer alignment.
In this case, no phase singularity is observed in the polarizer scans, only a finite
minimum amplitude. On the one hand, this forces us to reject some of the com-
mercial AFM tips we employ (less than forty percent). On the other hand, the
systematic cross-polarization scan provides a welcome rational method for screening




Optical Antenna Phase Arrays
At radio frequencies, antennas are used to convert electric currents to electromag-
netic radiation. With increasing bandwidth, that is increasing frequencies, frequen-
cies reach the optical spectrum of electromagnetic waves. The optical carrier frequen-
cies of several hundred THz allow for ultrafast data interconnects. Optical antennas
are couplers from far-field radiation to confined modes [19, 20, 21] and other locally
excitable modes like waveguided signals. Antennas can be seen as impedance match-
ing devices between farfield optical modes to subwavelength modes in their vicinity.
In sending mode, optical antennas can be used, for example, to enhance the emission
of quantum dots [114, 115]. Efficient single photon emitters like quantum dots are
needed in optical quantum computing and quantum cryptography [116]. In reiceiv-
ing mode, they can also be implemented to confine light to subwavelength regions
[117]. Optical antennas behave similar to their radio counterparts [30, 118, 119]. In
the radio regime, antennas behave as perfect conductors. At optical frequencies in
the near-infrared, however, the conductance of typical metals is finite, and antennas
typically suffer from ohmic losses. Not only does this pose challenges for the pro-
duction of high quality plasmonic resonators. It also leads to plasmon wavelengths
smaller than that of light. In this chapter, we discuss these differences between radio
frequency and optical antennas as well as which concepts from radio antennas can
be carried over to optical frequencies. [120, 121, 122]
4.1. Feedgap Antennas
As a first example, we discuss linear feed-gap antennas consisting of two gold wires
seperated by a small gap. Both antennas give rise to a very strong field in the
gap, which has been studied for sensor applications and optical trapping. [123] The
cross-polarized aSNOM technique is used to obtain faithful nearfield information
from these rather complex plasmonic structures. The antennas are patterned by e-
beam lithography and evaporation of gold on a silicon dioxide substrate. Fabrication
and size parameters are systematically varied to tune the resonance frequencies and
identify optimal structures with the desired optical response.
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Figure 4.1.: Near-field images of feed-gap antennas under different illumination con-
ditions at λ = 911 nm. The antennas are made of gold on a silicon
dioxide substrate. a), b): Cross-polarization scheme. In a), the topog-
raphy of the lowest row is marked in white. From the left to the right,
the wire thickness varies. From top to bottom, the gap size changes.
In b), the sample is rotated in the image plane by 90◦. Non-resonant
transversal modes are excited. c), d): Both illumination and detec-




Fig. 4.1a shows the images measured in cross-polarization. With the electric
field of the incident beam in the direction of the wire, the antennas are strongly
excited. In this configuration, lobes of the electric field strength are observed on the
resonant wires. The plasmonic eigenmodes are mostly unperturbed [44]. Background
signal in regions without metallic structures is low. The strong field in the gap is
not observed, though. This field has mainly in-plane components, and the cross-
polarization technique is sensitive to vertical field components (see chapter 2). When
we place the antennas perpendicular to the incident electric field (Fig. 4.1b), we
excite transverse modes of the wire. These do not depend on the wire length, only
on its width. The structures are not resonant for this mode.
Using p-polarization for incident as well as detected light, both tip and sample are
directly excited, couple to each other, and scatter back (see Fig. 4.1c,d). Much of
the contrast observed here stems from variations in the backscattering cross-section
of the coupled tip-sample system, which in turn largely depends on sample material.
By comparing with simulations or a model [124], one can gain information about
the dielectric constant of the sample or even its dielectric tensor [125].
When aligning both illumination and detection path to s-polarization, we obtain
very low signal intensities in the near-infrared (see Fig. 4.1e,f). Evidently the tip
cannot be efficiently excited by the incident beam, nor can it radiate efficiently with
this polarization. In our setup, a strong background overwhelms the signal on the
detector. In the mid-IR, for cases of particularly strong nearfields at a sample, such
a configuration has been shown to allow mapping of in-plane components [124].
4.2. Yagi-Uda Antennas
While strong field enhancement like in feedgap antennas is required for sensitive
detectors, in data transmission different antenna functionality is of interest. Here,
the focus lies on efficient emission from a sending device or excitation of a receiver.
One way to achieve this is using directional antennas: Radiating only in a small solid
angle, the intensity in emission direction increases compared to a dipolar antenna
emitting the same power. Aslo in receiving mode, the excitation of the antenna is
enhanced compared to a dipolar antenna, increasing sensitivity. Directional antennas
are widely used in radio frequency engineering. They offer the possibility to send
signals selectively in a certain directions or to receive incoming signals from a distinct
direction. A prominent example for directional antennas is the antenna concept of
Yagi and Uda [126]. Many antennas found on rooftops for receiving radio and
television signals are based on this concept. In this section, we present Yagi-Uda
antennas at optical frequencies. Recently, functional optical Yagi-Uda antennas were
presented in emission mode [127, 23, 128, 129]. Here, we focus on Yagi-Uda antennas
in receiving mode. With our aSNOM, we directly reveal the optical nearfields and
proof coupling of the individual antenna elements.
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Figure 4.2.: Scheme of a Yagi-Uda antenna. A Yagi-Uda antenna consists of a feed
element, a reflector and several directors. All wire elements couple elec-
tromagnetically to enhance feed excitation upon excitation from the
forward direction.
Iz
Figure 4.3.: Current in a thin wire antenna under plane wave illumination. Am-
plitude (solid line) and phase (dotted) are shown using an analytic
model.[30] The antenna excitation is well approxiamated by a Lorentz
curve (red). Short antennas couple capacitively (0 phase lag), large
antennas inductively (180◦ phase lag) to the incident field.
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Yagi-Uda antennas consist of several wire antennas: directors, the feed element
and the reflector (see Fig. 4.2). The feed element is a resonant dipolar antenna.
For radio antennas, this element is typically electrically connected. The director
elements are smaller than the feed element, capacitively coupled to the incident
radiation. They are arranged in emission direction with respect to the the feed
element. The reflector element is placed opposite of the director. It is longer than the
feed and couples inductively to the incident field (see Fig. 4.3). Director and reflector
position are chosen so that they constructively couple to the feed element, enhancing
its excitation upon illumination from the front. The enhancement strongly depends
on the direction of incident light.
The antenna design of the structures investigated here is based on previous work
[128], optimized by finite integration technique (FIT) simulations.[93] A series of an-
tennas with varying resonance around the laser wavelength of 1064 nm is patterned
using electron beam lithography with PMMA resist, gold evaporation and a lift-off
process. The feed antenna length is centered around the nominal length of 198 nm
with a difference of 10 nm between consecutive antennas. The lengths of director
and reflector elements are scaled, accordingly. Width and height of all antennas are
80 nm and 30 nm, respectively.
In our aSNOM, the Yagi-Uda antennas are characterized in receiving mode: The
structures are illuminated by s-polarized light and the z-component of the nearfield
on the antenna is recorded. In Fig. 4.4, nearfield images of different sized Yagi-Uda
antennas are shown. For antennas smaller than the nominal resonance length, only
the longest element, the reflector, lights up. All other elements are far off-resonant,
barely excitable by the incident radiation. In contrast, on a resonant Yagi-Uda
antenna all elements are excited. The feed element shows strongest excitation. From
the optical phase we conclude that the directors are capacitively coupled to the feed
element with a phase lag of −64◦ compared to the feed element. The reflector
is inductively coupled, with a corresponding phase lag of 64◦. A similar phaseshift
behavior is already expected for single antennas [30] (see also Fig. 4.3). For antennas
longer than the resonant length antennas, the zone of excitation shifts from the feed
element to the directors.
To check the directionality of the antenna, we compare the antenna nearfield un-
der forward and backward illumination (see Fig. 4.5). We observe the feed element
lights up much brighter than the other elements under forward illumination. Upon
backward illumination, this is not the case. The excitation is spread over the whole
antenna. The antennas couple constructively only upon forward illumination, ex-
hibiting antenna directionality in the nearfield response. Despite the differences
between the material response at radio frequencies and in the optical regime, the
concept of Yagi and Uda is still applicable for direcional antennas at optical frequen-
cies. [130]
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Figure 4.4.: Near-field optical images of Yagi-Uda Antennas. The antennas are fab-
ricated of gold on a silicon dioxide substrate. They are illuminated in
forward direction (from the lower side of the images) with λ = 1064 nm
radiation. From left to right, the antenna size is tuned. The upper row
shows the AFM topography of the antennas. The center row shows the
optical amplitude and the lower row the optical phase simultaneously
recorded. With increasing antenna size, the region of strongest excita-
tion shifts from the reflector over the feed element to the directors.
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Figure 4.5.: Comparison of Yagi-Antennas under forward and backward illumina-
tion. Images under forward illumination are the same as in Fig. 4.4.
Upon forward illumination, the field on the Yagi-Uda antennas is con-
centrated on the feed element. For the very same antennas under back-
ward illumination, the field is distributed over the whole antenna area
and no clear field enhancement can be observed. Colorscales of each
image are individually set.
4.3. Unidirectional Plasmon Launchers
Plasmonic structures are usually difficult to excite directly by photonic fields due to
mismatched wavevectors of photons and plasmons (see Fig. 1.1). In the language
of electrical engineering, plasmonic and photonic modes suffer from considerable
impedance mismatch. [131, 114, 132, 31, 133, 121] Efficient matching is achieved by
optimizing the complete structure geometry with a specific figure of merit, employing
full-field simulations.[134, 135, 121, 136] Alternatively, the illumination of a given
structure can be optimized by coherent control methods in time and space.[137,
138, 139, 140] Here we employ an approach that borrows parts from all of the above
concepts. To improve impedance matching, ”‘coupling points”’, that is, point-like
resonant elements, excite the target structure via near-field coupling. The coupling
points act as antennas, converting far-field photonic modes to plasmonic modes.[141,
19] Multiple couplers, which are designed and placed individually, thus allow for
flexible construction rules and the excitation of nearly any desired eigenmodes (see
Fig. 4.6).
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Figure 4.6.: Scheme of the phase engineering principle. (a) Given a phase pattern
of the incident mode, e.g. a plane wave, to excite a desired mode,
examplified by a propagating wave on a bent waveguide (b). The desired
mode couples only weakly to the incident light field. Efficient excitation
of the structure can be utilized by using coupling points (c), that is,
point-like elements that couple strongly to the incident radiation and
can excite the structure by near-field coupling. The coupling points
introduce a certain phase lag compared to the incident radiation. The
optimal coupler positions can be found by subtracting the desired phase
from the incient phase pattern. Couplers are placed where this difference
matches the phase lag of the couplers.
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Phase matching is the primary guiding principle for placing an individual coupling
point. The response phase lag of the coupler ∆φc has to compensate the difference
between the phase φinc of the incident light field and the phase φs of the desired
mode. The optimal coupler position is found where the phases match:
φinc +∆φc = φs (4.1)
For a given excitation wavelength, scaling length and width of a coupler shifts its
resonance in or out of resonance. Both the plasmonic excitation amplitude and
phase of the coupler can be optimized by these two parameters, as illustrated for
thin antennas in Fig. 4.3.
By combining several coupling points, generally a configuration can be found
where all couplers constructively excite the desired mode and suppress undesired
ones. This is achieved by varying the coupling strength via the gap size, chang-
ing the coupler position, or by tuning the intrinsic phase delay of the coupler. A
practical limitation to the total number of couplers is imposed by geometric consid-
eration of the limited surface area. Also, too closely spaced couplers are generally
detrimental as this leads to hybridization of their resonances, affecting the match-
ing rule Eq. (4.1). However, as we will show below, hybridized aggregated subunits
may be employed beneficially as a different kind of component coupling point. For
our experiments we use gold structures patterned by electron beam lithography on
a silicon substrate. The measurements are carried out using an apertureless scan-
ning near-field optical microscope (aSNOM) in cross-polarization mode, measuring
the z-component of the sample nearfield nearly without any perturbation by the
probe.[78, 44, 97, 142] The proof-of-concept structures we fabricated are designed as
efficient couplers of s-polarized light to a plasmonic waveguide. This is one of the ba-
sic functions for passive plasmonic elements. Couplers can be designed to selectively
excite modes traveling from the coupler in the direction of a device. Directional
coupling can be utilized for example in end-fire configuration by illuminating the
end of a waveguide[143] or by using the direction-selective properties of asymmetric
grating coupler configurations.[144] This spatially dispersive behavior also implies
the advantage of such devices to be used as multiplexers. However, efficient grat-
ings are typically several wavelengths long, and for high integration densities much
smaller sizes are desirable. Here we demonstrate that subwavelength footprint cou-
plers/multiplexers can be achieved with the concept of coupling points constructed
from plasmonic antennas.
We consider long, thin gold wires as plasmonic waveguides (see Fig. 4.7). The
waveguides are 3 µm long and of 40 nm width and 30 nm height. The wires them-
selves are only weakly excited by the incident radiation (see Fig. 4.8). In order to
facilitate excitation of waveguided modes by plane wave excitation we place dipolar
wire antennas as couplers next to the waveguide. The coupling elements are reso-
nant dipolar antennas of 165 nm length and same width and height as the waveguide
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coupler 1 coupler 2
Figure 4.7.: Scheme of the unidirectional couplers. Dipolar antennas act as cou-
plers of photonic far-field modes (orange) to a waveguide (yellow). Each
coupler launches plasmons on the waveguide traveling in both forward
(a) and backward direction (b). Interference between the plasmons
launched by both antennas introduces directionality.
(compare to Fig. 4.3). The antennas are separated from the waveguide by a 15 nm
wide gap. Upon successful launching, plasmons travel in the waveguide in both di-
rections away from the coupling points. Similar to an optical grating, placement of
several coupling points can result in directional plasmon launching.[145] The struc-
tures presented here are one of the smallest realizations of a grating coupler. Similar
to the Yagi-Uda feed and director element previously discussed, also in the case of
unidirectional launchers two antennas are placed in phase and position to construc-
tively excite a desired mode in forward direcion. In analogy to the feed-reflector
behavior, interference is destructive in the backward direction.
Three different realizations of a waveguide coupler constructed with this principle
are displayed in Fig. 4.8. The coupler in Fig. 4.8a clearly shows directional plasmon
coupling to the waveguide. Placing coupling points on either side of the waveguide
affords an additional 180◦ phase shift, reducing coupler size in the horizontal direc-
tion. The position of the couplers can be tuned to match plasmons travelling in
the forward or backward direction compared to the incident light (see Fig. 4.8b-c).
The antennas are placed employing the phase coupling principle: For an angle of
incident light of 70◦ from the surface normal and radiation of 1064 nm wavelength
we find the wavevector for retardation of incident light in the surface plane to be
k‖ = 2π/1132 nm. The plasmon wavelength on 40 nm wide and 30 nm high wires
around 410 nm is derived from previous work [31]. Using the phase matching princi-
ple described above, we optimize the coupler positions for destructive coupling in the
forward or backward direction. This maximizes the forward/backward ratio. The
vertical distances between both antennas are 160 nm (Fig. 4.8b), 150 nm (Fig. 4.8c),
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Figure 4.8.: Unidirectional plasmon launchers. The top image of each subfigure is a
SEM micrograph of gold structures on silicon dioxide. The lower image
shows the measured optical nearfields. The structures are illuminated
with 1064 nm radiation 70◦ from the surface normal.
and 320 nm (Fig. 4.8d) for the respective antenna layouts.
The intrinsic phase delay of couplers can also be used to directionally excite plas-
mons on the wire (see Fig. 4.3), offering additional antenna positions. A structure
with couplers consisting of two antennas of different size is shown in Fig. 4.9. Sev-
eral coupled antennas constructively exciting a structure are reminiscent to Yagi-Uda
antennas.[23, 146, 93, 24] For the composite coupler, the antennas on both sides are
shifted by 160 nm with respect to each other, like in Fig. 4.8b. The sizes of the
coupler components are optimized to increase coupling efficiency.
The coupling efficiency is indeed significantly higher than that of single wire cou-
plers. We find that the phase difference between both antennas is 20◦ rather than
90◦ one would expect for uncoupled antennas. Evidently, the antennas interact with
each other and a hybridized mode is excited by the incident radiation. The resulting
hybrid antenna can be seen as a single, composite coupling element, which has a
larger surface area exposed to the wire waveguide, and a correspondingly increased
coupling strength. This structure allows for more efficient coupling, keeping the
coupler footprint size on the order of the scale of single antenna coupling points.
Hybridization between sub-elements opens new opportunities for flexible construc-
tion of composite couplers: For example, Fano resonances can lead to spectrally
very sharp in- and outcoupling of certain frequencies, internal phase optimization of
a coupler can lead to improved directionality, or as in our case, the active surface
area of the coupler is enhanced. In summary, we have shown a general approach
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Figure 4.9.: Unidirectional plasmon launcher with composite couplers, consisting of
two hybridized antennas each. Strong directionality is achieved, while
keeping the coupler footprint almost constant compared to the coupler
shown in Fig. 4.8b. No background subtraction has been applied to the
measurement data.
for elastic plasmon excitation processes. Antennas act as coupling points converting
photonic modes to localized or propagating plasmonic modes. Selective excitation
of a desired plasmonic mode is achieved by tuning position and phase retardation of
the couplers. As a demonstration of the concept we show launchers of unidirectional
waveguided modes. The approach allows for extremely compact assemblies, where
the total area of the coupler assembly is of deep subwavelength footprint. As an
outlook, we draw attention to the recent demonstration of self-assembled growth of
plasmonic logic gates.[18] The concepts presented in this Letter are well suited for
performing improved addressing and read-out tasks with such circuitry. In combi-
nation with active elements, such as high speed modulators, they might also prove




Metamaterials are artificial optical systems of subwavelength structures. They
achieve optical functionalities not known from natural materials, like optical mag-
netism [148], ultrathin polarization manipulators [149, 150], and negative refractive
index [151]. Often, their optical response can be described by effective permeabil-
ities and permittivities, describing the average interaction of a light wave with the
individual structures. Many metametarials consist of periodic plasmonic structures,
fabricated by sequential top-down techniques like electron beam lithography.
This chapter deals with aperiodic structures, consisiting of small, coupled scat-
tering objects. The optical response of plasmonic particles is determined by their
material composition, size [25, 26, 12] and shape [27, 28, 29]. For multiple particles,
also the inter-particle interaction plays a role. For dimers, consisting of two inter-
acting particles, it was shown that excitation can be controlled [152, 153] by varying
orientation [154, 155, 156] and distance [12, 157, 158, 159, 160, 161, 162, 163] be-
tween both particles. In two-dimensional amorphous metamaterials [164, 165], that
is, randomly oriented plasmonic particles on a surface, excitation is also largely de-
termined by interparticle interaction. As was previously published, the spectra of
partially integrated differential cross sections of such materials strongly depend on
illumination and collection angles.[166] For closely spaced plasmonic nanoparticles,
studies of interaction between individual particles are only possible in the nearfield.
5.1. Distance Dependence of Interaction Strength
The samples investigated consist of gold nanodiscs on silicon dioxide substrate. They
are produced using hole-mask colloidal lithography (HCL), allowing for large scale
fabrication at low cost. [167] On the sample we find short-range ordered nanoplas-
monic arrays of nanodiscs. The diameter and height of the discs are 190 nm and
25 nm, respectively. The dipolar resonance of the discs is around 800 nm. Three
samples of different area disc density, that is, different average neighbor distance,
are analyzed.
In our aSNOM, we illuminate a diffraction limited spot on the sample, containing
multiple discs. The local excitation of the discs depends not only on the polarization
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of the incident beam, but also on the interaction with neighboring discs. Similar to
substrates for surface enhanced raman spectroscopy (SERS), the statistical arrange-
ment of discs can lead to the formation of hotspots [168]. The measurements are
performed on an area of 10 µm by 10 µm with a spatial resolution of 20 nm. The
resolution is limited by aquisition time, which is around 6 hours for 500× 500 data
points. While recording, the setup has to be stable at least over a whole image.
In the nearfield images ( see Fig. 5.1 ), a dipolar pattern on each disc is clearly
visible. Most disc dipoles are oriented along the direction of incident electric field.
However, on a closer look we see variations in the dipole angle. A statistical analysis
of disc dipole orientations in the nearfield images [169] shows that for discs with a
nearest neighbor distance of more than 2.5 disc diameters (center to center), the
dipole orientation is more or less equal to the direction of incident radiation. For
more closely packed arrangements of discs, we see deviations in the dipole orienta-
tion. The fluctuation of dipole moment around the incident polarization increases
with disc density (see Fig. 5.2).
5.2. Simulation of the Systems
We perform FDTD simulations of the samples experimentally investigated. All
parameters of the simulation are chosen to be identical with the experimental con-
ditions as good as possible. To perform simulations on exactly the same disc ar-
rangement, we extract the sample topography from the aSNOM measurement AFM
channel. For simulation we assume s-polarized plane wave excitation and calculate
the z-component of the nearfield 24 nm above the sample in absence of any probe tip.
In the simulation, we see a similar trend as in experiment: the fluctuation of dipole
angle increases with particle density. However, we find a quantitative discrepancy
that in simulation the dipole angle fluctuation is much wider than in experiment.
5.3. Illumination Conditions
As both experiment and simulation deliver faithful images of the unperturbed sample
nearfield, we search the origin of the discrepancy in different experimental conditions
than in simulation. The only parameter left is that in simulation, we use plane wave
excitation, whereas in experiment the incident light is focused on a 1.7 µm diameter
spot. The focused illumination results in different excitation conditions of particles
far from the probe tip compared to plane wave illumination, leading to different in-
teraction contributions from these particles. At inter-particle distances as measured
on the sample, particle interaction is dominated by dipole-dipole coupling.[170] The
field incident on each particle by scattering from other particles can be calculated
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Figure 5.1.: Nearfield images on large area arrays of amorphously distributed gold
discs. Three samples of different disc density are investigated. Each
image is 10 times 10 µm. The sample is illuminated with a focal spot
of 1.7 µm diameter and a wavelength of 911 nm.
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Figure 5.2.: Statistical analysis of dipole orientations in amorphously distributed
gold disc samples. The fluctuation of dipole angle increases with de-
creasing nearest neighbor distance of each disc. A quantitative discrep-
ancy shows up between simulation assuming plane wave excitation and
experiment, carried out with focused radiation. [169]




d3r′Gˆ(~r, ~r ′)∆ǫˆ(~r ′) ~Ein(~r ′) (5.1)
The longest reaching term in the (vacuum) Green propagator decays with distance
as 1/r. The number of particles at this distance can be estimated considering a thin
ring of radius r (see Fig. 5.3). The area of a ring of infinitesimal thickness dr is
2πrdr and thus the average number of particles within this ring increases with r.
The larger number of particles at far distances balances out the weaker interaction
with each individual particle: The average contribution of each ring of radius r is
equal, independent of the distance (as long as all particles are equally illuminated
by the incident radiation ~Ein(~r ′)). We may terminate the summation over particle
interactions at a certain distance only when the illumination spot is of finite extent.
To simulate our experiment with a finite illumination spot, one has to consider
that the illumination spot moves over the sample with the tip. The whole system
to be simulated changes for each tip position. Therefore, for each pixel, we would
have perform a full field simulation and evaluate the field at the tip position. This
seems unreachable within our numeric capabilities. In experiment, however, we can




Figure 5.3.: The interaction between two individual dipolar discs decays with dis-
tance as 1/r. However, the number of particles in a certain distance
r ± dr increases linearly with r. The sum of their interaction may not
vanish after a certain distance.
setup by placing an iris in the illumination path, reducing the numerical aperture of
the incident beam. Experiment with different illumination spot sizes from 2 µm to
about 4 µm are shown in Fig. 5.4. With increasing illumination size, the fluctuations
in dipole angles become wider, closer to simulation ( see Fig. 5.5 ). For the case of
plane wave illumination, it eventually converges towards the simulated values.
From the measurements (Fig. 5.4) we conclude that the optical response of this
amorphous metamaterial strongly depends on illumination conditions. Nearfields
on the sample and the formation of hotspots can be manipulated by changing the
numerical aperture of illumination. For SERS applications, this means that a surface
does not have a ”‘hotspot”’ by itself, but the formation of strong fields also depends
on the incident radiation. As coherent interactions from long distance neighbors
have to be considered, numerical predictions of hotspot positions on extended sample
surfaces seem impossible.
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Figure 5.4.: Comparison of nearfield images taken with different illumination spot
sizes. An iris is placed in the illumination beam path, reducing the nu-
merical aperture of the incident focal spot. The laser power is increased
to compensate for the intensity loss on the sample.
Figure 5.5.: Statistical analysis of dipole orientations for different illumination spot
sizes. When increasing the focus spot diameter in experiment towards
the simulation illumination condition, also the standard deviation of
dipole orientations gets closer to the simulated values. [169]
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Plasmons in Tensorial Media
Modern electronics is revolutionizing our lives in areas such as computing, telecom-
munication, or solar energy harvesting. Various performance characteristics are
improving geometrically in time, following Moore’s law. The current challenges to
overcome on this continued track shift the focus of attention more and more on the
interplay of electronic and optical material aspects. Indeed, electronic operating
frequencies well beyond 10− 100 GHz increasingly require a (far-infrared) optical
rather than electronic description.
For instance, the critical bottleneck for faster computing lies currently not with
the transistor-based processing units. Rather it is the data transmission lines that
connect them through limited interface areas, which need to carry signal fields of ever
higher frequencies yet ever smaller cross section. A solution may be found in surface
plasmon polaritonic (SPP) waveguides.[15] In contrast to photonic modes bound
in micron-sized dielectric waveguides, SPPs are confined within tens of nm,[171]
exploiting the negative electric permittivity of metals at optical frequencies. How-
ever, intrinsic ohmic losses restrict operational SPP devices currently to short length
scales of a few mm. Such limitations have resulted in increase efforts to search for
alternative plasmonic materials beyond gold, silver and aluminium.[36] SPPs are one
example of the generic class of polaritonic phenomena, whose common feature is the
coupling of photonic modes with a resonance of the electronic crystal field.[172]
6.1. Introduction
Depending on the application, different materials appear favorable for plasmonic
devices.[8, 173] Promising candidates have been found in doped semiconductors,
which optically behave like metals with tunable plasma frequency.[37] Metal-like
behavior, that is, negative permittivity allowing for subwavelength bound modes,
can also be found in other non-metals, [172] as already demonstrated in nearfield
measurements of phonon polariton modes.[40] In this report, we extend the search
for plamsonic materials to non-metals. In addition to plasmon polaritons, also other
quasi-particles like the phonon polariton or exciton polariton can achieve negative
permittivities at frequencies close to strong and narrow material resonances.[172]
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They offer a plethora of metal-like materials awaiting applications. In polaritronics,
that is the combination of polaritonic modes and electronics, [174, 175, 176] many
concepts from plasmonic circuitry can be generalized to polaritons.
Recently, combinations of plasmonic and electronic devices have been demon-
strated, [177] converting electric currents to plasmons [178, 179] or vice versa.
[180, 181] New possibilities open up when considering also non-metals for plasmon-
ics or polaritronics, that cannot be achieved with metals: The optical response can
be tuned by material doping, phononic and excitonic interactions can be utilized
for strongly dispersive polaritonic modes and optical devices can be directly imple-
mented into electronic circuits.
An example for this class of materials is graphite and its single layer version
graphene. In addition to the plasmon polariton in the infrared [182], an exciton
polariton is predicted at energies around 5 eV, [183], in agreement with recent ab-
sorption measurements.[184] Here, we concentrate on bismuth selenide (Bi2Se3). Bis-
muth selenide is a semiconductor with a bandgap of about 300 meV. Like graphite,
it is a layered material. Five hexagonal atomic layers form a quintuple layer, that
couples to adjacent layers by van-der-Waals forces. In analogy to graphite,[185] we
expect an anisotropic optical response.
6.2. Ellipsometry
Optically, bismuth selenide was investigated earlier by reflectometry methods, [186]
accessing the degenerate permittivity components in the hexagonal planes, and in-
frared ellipsometry. [187] In this report, we measure and reconstruct all components
of the permittivity tensor by means of ellipsometry from near-IR to UV frequen-
cies. We optically characterize a Bi2Se3 single crystal, grown by a vertical Bridgman
method [188] in reflection geometry from the mid-IR to the UV spectrum (0.62 eV
to 4.3 eV). The Bi2Se3 crystal is characterized at room temperature by general-
ized spectroscopy ellipsometry using a rotating analyzer spectroscopic ellipsometer
(Woollam VASE). The measurements are carried out in the spectral range between
5000 to 35000 cm−1 (0.62 to 4.3 eV) with a resolution of 100 cm−1. Measurements
are performed at angles of incidence from 55◦ to 75◦ in steps of 10◦. The opti-
cal properties of Bi2Se3 are modelled by an uniaxial single crystal model, with an
xy-plane isotropy and anisotropy along the z direction, characterized by two equal
components of the permittivity tensor along x and y and an independent function
in the z direction. The obtained permittivity not only fits to all measured ellipso-
metric angles, but also perfectly describes the previously published reflectivity data
at normal incidence. [186]
The reconstruction of the permittivity tensor shows that Bi2Se3 is optically aniso-
tropic (see Fig. 6.2). The permittivity tensor is diagonal - in our convention with the
































Figure 6.1.: Relative energy scales in different materials for polaritronics. It has
been long appreciated that not only free electron Drude-type dispersion,
but also Lorentz-type material resonances give rise to negative electric
permittivity. Optically, such materials allow for bound optical modes
similar to the plasmon polariton. This allows to adapt a multitude of
applications from plasmonics to different types of polaritons.
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quintuple layer planes are degenerate, leading to only two independent components
in the permittivity tensor - the xy and the z-component. Each component shows
an absorption peak in the spectral range observed. The absorption maxima appear
clearly separated at 1.1 eV for the z-component and 1.7 eV for the xy-component,
matching the positions of interband transitions at the Z- and F-point in the Bril-
louin zone, respectively.[189] The Kramers-Kronig relation links the absorption of
these transitions to dispersion in the real part of the permittivity. The strength
of the resonances is large enough so that the real part of the permittivity becomes
negative. As the absorption peaks appear at different energies, both components
are negative in different spectral regions. Bismuth selenide is a rather rare case of a
strongly anisotropic material with crossings of the permittivity component real parts
over the spectrum. It even has positive (dielectric) and negative (metal-like) com-
ponents in its permittivity tensor in certain spectral regions. At energies between
1.1 and 1.7 eV, the xy-component is positive, while the z-component is negative. At
1.7 eV, the real parts of the permittivity tensor components cross at ǫ = −0.3. The
tensor components exchange their respective roles: At higher energies, both x and
y components are negative, while the z-component behaves dielectric.
6.3. Planar Interfaces
Bismuth selenide shows negative dielectric permittivity, so in analogy to plasmonics
one expects bound optical surface modes. Plasmon polaritons are found at inter-
faces of a positive and a negative permittivity material. The hybrid permittivity
of bismuth selenide with positive and negative components leads to the question,
whether polaritonic modes, bound to the surface, can also exist at the interface







where k0 is the vacuum wavenumber and all permittivities are measured relative
to the vacuum dielectric constant. We call this mode a bound mode, if the fields
decay in the direction normal to the surface. The surface mode dispersion between









Figure 6.2.: Electric permittivity retrieved from ellipsometry measurements of
Bi2Se3. The permittivity tensor is diagonal and degenerate in the crys-
tal ab plane. For clarity, the conventional Bi2Se3 unit cell is shown as
inset in (a). Imaginary (a) and real part (b) of the permittivity tensor
show strong anisotropy of Bi2Se3.
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with α =
√
(ǫ1 − ǫ2‖)/ǫ1 and β = −ǫ21/ǫ2‖ .The index ‖ denotes components parallel
to the plasmon wavevector and ⊥ the direction of the surface normal, respectively. A
tensorial permittivity, as offered by Bi2Se3, allows for additional degrees of freedom
for electromagnetic surface modes. The polariton dispersion can be tuned by ma-
terial composition, altering the parallel and perpendicular permittivity component
and thus the ratio of α and β. Also, the polariton propagation constant depends on
the direction on the surface.
For selected directions, calculated polariton dispersions of a bismuth selenide-air
interface Eq. (6.2) are shown in Fig. 6.3. On the [0001] crystal surface facet (green
line), calculations exhibit a weakly bound mode at high energies, degenerate for
all directions in the surface plane. On [1000] facets, the surface mode dispersion
is anisotropic. Between 1.1 eV and 1.7 eV, where the z-permittivity component is
negative, there is a uniaxial mode: In direction of the crystal the b-axis (black line),
no bound mode is found. Parallel to the c-axis (blue line), a bound polaritonic mode
exists.
While surface plasmon polaritons are already used in commercial sensing devices,
extending the sensing concept to all kinds of polaritons allows to use new materi-
als to tune the polariton dispersion Eq. (6.2). Additional degrees of freedom are
gained by structuring the polaritonic material. Particle resonances in colloids can
be designed in size and shape to specifically increase sensitivity in certain spectral
regions. Bismuth selenide particles show similar resonances.
6.4. Particle Polaritons
We choose thin Bi2Se3 nanowires as prototype system for sensor antennas and
data transmission waveguides. The Bi2Se3 nano-rods for aSNOM measurements
are grown by a catalyzed vapour transport mechanism [191, 192] in a horizontal
tube furnace equipped with a quartz tube. Bi2Se3 powder (99.999 %, Alfa Aesar)
is placed in the hot zone of a furnace (500◦C). The substrate, thermally oxidized
silicon covered with 5 nm of bismuth, is placed in the down stream zone 11 cm
from the hot zone. The quartz tube is repeatedly evacuated to a pressure of about
10−3 mbar and flushed with ultrapure argon to remove residual oxygen. An argon
flow of 50 sccm is applied at a pressure of 133 mbar. After 30 minutes of evapora-
tion, the furnace is switched off, followed by natural cool down. The nano-rods are
mechanically transferred on a thermally oxidized silicon (300 nm SiO2/Si) substrate.
From the permittivity and the plasmon dispersion on planar surfaces, an illumi-
nation energy of 1.17 eV (1064 nm) appears favorable, as at that frequency Bi2Se3
has a negative permittivity in z-direction, while losses in this direction are not too
high. We investigate the Bi2Se3 nanowires with our apertureless scanning near-field
optical microscope (see Fig. 6.4). In the measurements, we observe strong field
confinement on the Bi2Se3 nanowires as also seen in metal wires discussed in chap-
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Figure 6.3.: Surface Plasmon dispersion of an Bi2Se3-air interface. Absorption
(dashed lines) and propagation constant (solid lines) of three modes
on different Bi2Se3 crystal facets are shown. For comparison, the vac-
uum wavenumber is shown as dotted line. On the [0001] facet (green),
mode I is degenerate for all directions. On [1000] facets (blue), the sur-
face plasmon dispersion is anisotropic and both modes II and III can be
excited.
ter 4. Metal nanowires are well described as quasi-one-dimensional Fabry Perot
resonators forming standing wave patterns.[30, 193] In contrast, the local nearfield
patterns on bismuth selenide wires appear considerably more complex than in the
metal nanowire case. On the wires, we find points with zero optical intensity and
phase singularities, that is, an optical phase accumulation of 2π when encircling the
minimum.
For numerical simulations, we use our own finite difference time domain (FDTD)
code with an analytical model for dispersion.[194] The anisotropy of the material is
modeled by considering different permittivity values for lateral and vertical direc-
tions with our experimentally acquired permittivity data of bismuth selenide (see
Fig. 6.2). The whole simulation domain is discretized by cubic Yee unit-cells of
5 nm size. For the outer boundaries, a higher order absorbing boundary condition
is utilized.[195] It is noteworthy that this boundary condition is advantageous over
the commonly used perfectly matched layers for large 3D simulations and allows to
efficiently make use of the available memory for accurate numerical modeling of the
main structure.
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Figure 6.4.: aSNOM images of Bi2Se3 nanowires. The wires show complex near-field
patterns with phase singularities. FDTD simulations (on the right)
are in good agreement with measured optical amplitude and phase at
λ = 1064 nm. All scale bars are 1 µm.
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Figure 6.5.: a) Computed dispersion of a channel waveguide composed of a Bi2Se3
wire over a silica substrate. At λ = 1064 nm, two channel modes (i, ii)
with low attenuation constants exist. Real part (solid line) and imag-
inary part (dashed line) of the propagation constants are shown. The
instantanous Ez fields of mode (i) and (ii) displayed below show distinct
mode profiles. The scale bar is 200 nm.
We find that numerical and experimental results are in good agreement. Sim-
ulations nicely reproduce phase singularities observed in experiment. As bismuth
selenide is known as a topological insulator, [189] one might be tempted to associate
such phase singularities with the topological features of Bi2Se3. However, topolog-
ical nontrivial bands are inside the bandgap at much lower energy scales and play
no significant role in the description of polaritons in the near-IR.[196, 197] Rather,
our analysis points to a classical interference effect.
The anisotropic cross section of the bismuth selenide particles gives rise to mul-
tiple waveguide modes. We analyze the mode patterns of Bi2Se3 wire waveguides
on silicon dioxide substrateon with a two-dimensional finite difference frequency do-
main (FDFD) modal analysis.[198] In FDFD, the 3D simulation is mapped into a
2 dimensional domain, discretized by meshes of 5 nm length. The variation of the
field in the third dimension is treated with time-harmonics exp(i(ωt − kzz)). The
waveguide cross-section of 200 x 60 nm is chosen to fit dimensions of typical wires
experimentally observed. At the experimental laser wavelength of 1064 nm, two
prominent channel modes (i and ii) are excitable by plane wave illumination (see
Fig. 6.5).
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The interference of both modes gives rise to the experimentally observed phase
singularities and the complex nearfield patterns observed in experiment. This ver-
ifies that the experimentally observed mode patterns can be classically understood
considering the anisotropic permittivity of Bi2Se3. The dispersion degrees of free-
dom may be utilized to design special waveguide devices like polarization rotators
or selectors.
6.5. Photocurrent on Bismuth Selenide Schottky
Diodes
In semiconductor materials for plasmonics, a DC-conductivity with corresponding
negative permittivity at low frequencies is achieved by doping. The plasmonic rele-
vant spectral regions are below the bandgap. In contrast, Bi2Se3 exhibits a reversal
of the energy scales relevant to electronics and polaritons. It has an energy gap
of 300 meV, which is well below the photon energy where we observed the particle
resonances (1.17 eV). This offers an exciting outlook to use the same material vol-
ume for both efficient capture of radiation and simultaneous conversion into electric
signals. As a preliminary test of the concept, we perform photocurrent imaging in
Bi2Se3 flakes.
The Bi2Se3 flakes are synthesized on a bare Si/SiO2 substrate by a catalyst-free
vapour-solid process similar to the growth mechanism of nanowires described above.
The Bi2Se3 source material is heated up to 590
◦C at 80 mbar with a constant Ar flow
of 150 sccm. The substrates are placed about 12 cm away from the source material
in the down stream zone. We provide the platelets with two contacts patterned by
electron beam lithography followed by evaporation of 4 nm Ti and 50 nm Au and a
lift-off process.
The sample is locally illuminated with a white light supercontinuum source (Fi-
anium), frequency filtered by an acousto-optical tunable filter and focused on the
sample using a 0.8 NA objective (Leica Fluotar 50x) and raster-scanned by a 3
axis piezo stage (Physik Instrumente P-516). We simultaneously record the cur-
rent generated between both electrodes and the sample reflection with a germanium
photodiode in a confocal setup.
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Figure 6.6.: Photocurrent measurements of a Bi2Se3 flake, contacted with gold elec-
trodes. (a) Confocal reflection signal of the sample at 600 nm illumina-
tion wavelength. The Scale bar is 5 µm. Photocurrent maps are shown
upon local illumination with (b) 600 nm and (c) 1064 nm radiation.
Color scales in images (b) and (c) are set individually.
Upon illumination with the same wavelength as used for the nearfield characteri-
zation (1064 nm), a photocurrent is generated at the Bi2Se3/Au interfaces. Typical
photocurrent maps are depicted in Fig. 6.6. In the images we see currents only
when illuminating the semi-transparent gold electrodes and the underlying interface
to the semiconducting bismuth selenide. The currents are of opposite sign when
illuminating the two electrodes. This is a clear indication for diode behavior of each
interface. The metal contacts create Schottky barriers to the bismuth selenide. [199]
A comparison of different illumination wavelengths shows that the shape of the local
photocurrent emitting areas does not depend on the wavelength (see Fig. 6.6).
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6.6. Discussion
Bi2Se3 represents of a whole new class of materials for plasmonics and polaritronics.
Although dissipation losses of optical modes might circumvent a direct application in
electronic devices, Bi2Se3 combines several intriguing properties that are also found
in similar materials like bismuth telluride or layered materials in general.
Firstly, bismuth selenide is a semiconductor. Recently, for this material devices
like field effect transistors with high on/off ratio have been shown. [200] Together
with Bi2Se3 photoreceivers, this forms a direct link from optical excitation to elec-
tronic data processing.
Secondly, there is the polaritonic aspect. An exciton-polariton causes a negative
permittivity at telecom wavelengths in the crystal c-direction. In analogy to the
surface plasmon polarition, this property allows subwavelength confinement of light
and the application of many design concepts from plasmonics. Another exciton at
lower energies forms the basic semiconductor bandgap, usable for electronic devices.
The high energy polariton can be directly detected with a photodiode in the same
volume, which is a drastic simplification compared to today’s standard technology,
using metals for transport and a semiconductor for the photoreceiver. [201] In
solar cells, plasmonic metal particles are used to concentrate electric fields on the
active area. [202, 203, 204, 205] Having both concentration and conversion to electric
power in one material, one can exploit the high enhancements directly on the particle
surface. Polaritons therefore may achieve enhancement of photovoltaic efficiency in
a suitable bandgap material.
The third aspect is the optical anisotropy of bismuth selenide. The rich mode
structure in bismuth selenide offers additional degrees of freedom for engineering
desired plasmonic response. Semiconductors in general can be doped to alter its op-
tical response. On extended interfaces, the implied opportunities for band structure
engineering make a strong case for revisiting many aspect of plasmonic excitations
in anisotropic media. As an additional opportunity, we note that anisotropic plas-
mon propagation can also occur at the interface of scalar metals and anisotropic
dielectrics.[190, 206, 207, 208] Another exciting application for anisotropic media
has been proposed by Ramakrishna et.al. [209] Superlenses of metal-dielectric mul-
tilayers or multiple quantum-well structures [11] also have a metal-dielectric hybrid
permittivity tensor. Although their tunability might be limited, bulk anisotropic





In this thesis, we provided a general and exact framework for the measurable sig-
nals in scanning nearfield optical microscopy.[142] The starting point is a form of
reciprocity theory appropriate for dissipative, non-magnetic, reciprocal tips. As was
already reported earlier by Carminati, Greffet, and coworkers,[68, 67, 65, 66] only
the upward traveling components of the coupled tip-sample system contribute to
any measurable signal. With the goal of an intuitive formulation that allows im-
mediate conclusions about qualitative aspects of SNOM, our variant of the theory
is expressed as an integral over the probing tip’s volume, Eq. (2.55). It can be
conveniently reduced to the point-like tip case, Eq. (2.56). This latter formulation
constitutes an analog to the formula of Tersoff and Hamann for the analysis of scan-
ning tunneling microscopy signals obtained with point-like electrodes.[57, 58] The
theoretical framework is applied to typical SNOM configurations. In the crosspolar-
ized aSNOM configuration, our theory verifies the empiric finding that we measure
z-component of the electric field at the position of the tip, largely without perturbing
the sample modes by the probe.[44, 78] This allows easy and intuitive interpretation
of measurements, as shown for a variety of samples in this thesis.
We describe our experimental implementation of an aperturless nearfield mi-
croscope. Filtering techniques and systematic alignment of an aSNOM in cross-
polarization lead to background-free optical nearfield images. We build upon the
well-established techniques of higher harmonic demodulation for discrimination of
nearfield signal against background scattering and homodyne interferometric ampli-
fication for increased signal strength and access to the complex optical field. The
cross-polarization scheme ensures high-fidelity of nearfield optical microscopy. Ear-
lier [44] we showed that signals measured in cross-polarization reproduce very well
the vertical component of the electric field of the excited bare sample – as simu-
lated in the absence of any probe tip. The alignment procedure routinely achieves
background levels below the detector noise, as we show in various plasmonic device
characterizations in this thesis.
In future instrumentation, one might replace all dispersive lenses in the setup
by focusing mirrors, making the setup achromatic. This allows for spectroscopic
measurements with high resolution in both energy and space. By the use of pulsed
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radiation, nonlinear processes can be analyzed. A pump-probe setup affords time-
resolution to characterize fast nonlinear processes with aSNOM.
With our aSNOM, we experimentally show the evolution of nearfields on optical
Yagi-Uda antennas. Our measurement in optical amplitude and phase allows the re-
construction of the time-harmonic electric fields. In contrast to electron microscopy
techniques, like transmission electron microscopy or cathodoluminescence, capaci-
tively and inductively coupled elements of the antenna can be distinguished, giving
deep insight into the antenna working principle. From nearfield images illuminating
the antennas from the forward and backward direction we conclude the incident field
is concentrated on the antenna feed element only upon forward illumination, giving
a clear indication of antenna directionality. Optical antennas are suggested for on-
chip data connections [210, 24], so high resolution antenna nearfield characterization
– a standard tool in radio frequency technology[211] – will most likely gain more
importance over the coming years.[93, 31, 212, 213]
In more complex plasmonic circuits, where not the antenna itself is the plasmonic
device to be excited, the fields concentrated by antennas must be converted to modes
exciting the actual device. We introduce a general approach for elastic plasmon ex-
citation processes. Antennas act as coupling points converting photonic modes to
localized or propagating plasmonic modes. Selective excitation of a desired plas-
monic mode is achieved by tuning position and phase retardation of the couplers.
As a demonstration of the concept we show launchers of unidirectional waveguided
modes. The approach allows for extremely compact assemblies, where the total area
of the coupler assembly is of deep subwavelength footprint, as small as λ2/10. As
an outlook, we draw attention to the recent demonstration of self-assembled growth
of plasmonic logic gates.[18] The concepts presented are well suited for performing
improved addressing and read-out tasks with such circuitry. In combination with
active elements, such as high speed modulators, they might also prove useful in
amplifier plasmonics.[147]
In addition to optimizing device geometry, also the illumination plays a signifi-
cant role for efficient excitation of plasmonic devices. In samples of amorphously
distributed scatterers, we find a long-range dipole interaction that governs the opti-
cal response of the structure. The ability to vary the local response of a plasmonic
entity is of immediate interest to the field of hot-spot and energy concentration engi-
neering with applications, for example, in enhanced Raman scattering spectroscopy.
Our work also indicates that the very high-field enhancements achieved in SERS
[214, 215] might not have their origin in the very local surrounding, but originate
from coherent interaction of a larger region. [138]
Device performance can also be enhanced by the choice of suitable materials. On
the search for new materials, we found strong optical anisotropy in bismuth selenide.
At telecom wavelengths, bismuth selenide has positive and negative components in
its dielectric tensor, resulting in an optical response being a hybrid of responses
known from typical dielectric and metallic materials. In this spectral region, we
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show confinement of light to subwavelength particle modes. The anisotropic nature
of bismuth selenide leads to a rich mode structure on the particles, offering addi-
tional degrees of freedom in the design of future devices. We experimentally verify
the implementation of photodiodes on bismuth selenide flakes in the same spectral
region, enabling the conversion of polaritonic resonant modes to electronic circuitry
in the same volume. To locally characterize photodiode elements, as a next step
one could record the photocurrent injected by the strongly enhanced tip field under
incident p-polarization. At the same time, the electric fields on the sample can be
recorded in a reciprocal crosspolarization aSNOM configuration.
Bismuth selenide opens up a whole new class of materials to be investigated for
suitability in polaritronics. For example with bismuth telluride or antimonide, being
completely mixable with bismuth selenide, material properties can be continuosly
tuned. Also, the optical behavior at energies close to the bandgap is of interest.
Experiments in this spectral region require either low temperatures or nonlinear
effects like difference frequency generation microscopy with pulsed illumination.
Observing nonlinear optical effects is also necessary in all active optical devices
that use polaritons not only for data transport. One example to gain fundamental
understanding of light-matter interaction is to investigate electron-phonon coupling.
Strong pump pulses heat the plasmonic structures, that then couple to phonons and
start to oscillate. [216] A pump pulse reads out the oscillation state. Time-resolved
nearfield microscopy is also required to characterize future devices for all-optical
signal processing. In complex, subwavelength circuits, it provides high resolution
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