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Abstract
In this article, we introduce Mittag-Leffler Le´vy process and provide two alternative repre-
sentations of this process. First, in terms of Laplace transform of the marginal densities and
next as a subordinated stochastic process. Both these representations are useful in analyzing
the properties of the process. Since integer order moments for this process are not finite, we
obtain fractional order moments. Its density function and corresponding Le´vy measure den-
sity is also obtained. Further, heavy tailed behavior of densities and stochastic self-similarity
of the process is demonstrated. Our results generalize and complement the results available
on Mittag-Leffler distribution in several directions.
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1 Introduction
In recent years there is an increased attention on Mittag-Leffler (ML) function as well as
on ML probability distribution. ML distribution is a natural generalization of exponential
distribution. ML waiting times are used in defining a fractional version of standard Poisson
process that is also called fractional Poisson process (see e.g. Meerschaert et al. 2010; Repin
and Saichev, 2000; Laskin, 2003; Beghin and Orsingher, 2009). Let X be a ML distributed
random variable (rv) with parameters 0 < α ≤ 1 and λ > 0. Then the Laplace transform (LT)
of X is given by (see e.g. Cahoy et al. 2010; Pillai, 1990)
Ee−uX =
λ
λ+ uα
. (1.1)
Pillai (1990) established the infinite divisibility and geometric infinite divisibility for
X, along with other interesting properties. The ML density function can be written in terms
of ML function as fX(x;λ, α) = 1− Eα,λ(−xα), x > 0, where
Eα,λ(z) =
1
2pii
∫
C
tα−λ
tα − zdt, (1.2)
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with contour C starts and ends at −∞ and circles around the singularities and branch points
of the integrand (see e.g. Gorenflo et al. 2014). The infinite series representation of Eα,λ(z)
is given by
Eα,λ(z) =
∞∑
k=0
zk
Γ(αk + λ)
. (1.3)
Note that ML distributions are heavy tailed and in the domain of attraction of sta-
ble laws (see e.g. Feller, 1971), which can be seen as follows. Let X1, X2, . . . , Xn be iid
ML distributed random variables with LT as in (1.1), then LT of the rescaled rv Tn =
λ1/αn−1/α
∑n
i=1Xi is given by
E(e−uTn) = (1 + uα/n)−n → e−uα , as n→∞ (1.4)
which is the LT of a stable distribution.
2 Mittag-Leffler Le´vy Process (MLLP)
As mentioned earlier, ML distribution is infinitely divisible and hence we can define a Le´vy
process corresponding to this distribution. We characterize the MLLP by defining the LT of
its marginal density as follows.
Definition 2.1 (MLLP). A stochastic process Mα,λ(t) is a MLLP if it is a Le´vy process and
its marginal density has the LT given by
Ee−uMα,λ(t) =
(
λ
λ+ uα
)t
. (2.1)
Recently, subordinated stochastic processes have attracted much attention due to their
applications in fractional partial differential equations, stochastic volatility modeling in fi-
nance, and for interesting probabilistic properties. Next, we derive subordinated stochastic
representation of MLLP.
Let Gλ,β(t) be a gamma Le´vy process such that Gλ,β(t) ∼ gamma(λ, βt) with density
fGλ,β(t)(y) =
λβt
Γ(βt)
yβt−1e−λy, y > 0, t > 0.
Further, the LT of Gλ,β(t) is given by
Ee−uGλ,β(t) =
(
λ
λ+ u
)βt
. (2.2)
Let Sα(t) be a stable Le´vy process with stability parameter α ∈ (0, 1). Note that stable
process has strictly increasing sample paths and its tail probability decays polynomially such
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that P(Sα(t) > x) ∼ dx−α, as x→∞ for some constant d > 0. Stable processes are self-similar
such that Sα(ct)
d
= c1/αSα(t), c > 0, and the LT of Sα(t) is given by
Ee−uSα(t) = e−tuα . (2.3)
Definition 2.2 (Alternative representation of MLLP). Let Sα(t) be a stable Le´vy process and
Gλ,β(t) be gamma Le´vy process independent of Sα(t). A three parameter MLLP can be defined
as a subordinated stochastic process by using gamma Le´vy process as a subordinator such that
Mα,λ,β(t) := Sα (Gλ,β(t)) . (2.4)
Note that
Ee−uMα,λ,β(t) = Ee−uSα(Gλ,β(t))
= E
(
Ee−uSα(Gλ,β(t))|Gλ,β(t)
)
= E
(
e−u
αGλ,β(t)
)
(using (2.3))
=
(
λ
λ+ uα
)βt
(using (2.2)),
which is same as in (2.1) for β = 1. For simplicity, throughout the article, we assume β = 1
and denote Mα,λ(t) := Mα,λ,1(t). We have,
Mα,λ(t) := Sα(Gλ,1(t))
d
= Gλ,1(t)
1/αSα(1), (2.5)
using self-similar property of stable processes. Hence ML distribution is a mixture of gamma
and stable distributions. It is well known that given a random variable U , uniformly dis-
tributed on [0, 1], the transformed random variable | lnU |/λ is exponentially distributed with
mean λ. Thus, (2.5) can be used in generating ML random numbers. Let U1, U2 and U3 be
independent and uniformly distributed over [0,1]. Note that for t = 1, Gλ,1(1) ∼ exp(λ). Thus
by using Kanter (1975) result on stable random number generation and (2.5), we have
Mα,λ(1)
d
=
sin(αpiU1)[sin((1− pi)U2)]1/α−1
[sin(piU1)]1/α| lnU2|1/α−1
| lnU3|1/α
λ1/α
. (2.6)
Similar to (1.4), we have convergence in distribution for MLLP process.
Proposition 2.1.
lim
t→∞
λ1/αMα,λ(t)
t1/α
d→ Sα(1).
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Proof. We have
λ1/αMα,λ(t)
t1/α
d
= λ1/α
(
Gλ,1(t)
t
)1/α
Sα(1) (using (2.5))
d→ λ1/α(EGλ,1(1))1/αSα(1) = Sα(1) as t→∞,
where the last convergence follows from the fact that for a subordinator Tt, limt→∞ Tt/t
a.s.→ ET1
(see e.g. Bertion, 1996, p. 92). Further, EGλ,1(1) = 1/λ and the result that if Xn
d→ X and
Yn
d→ c for some constant c, then XnYn d→ cX as n→∞.
3 MLLP density
We next obtain the infinite series representation of density function of MLLP. The main idea
is to invert the LT given in (2.1).
Proposition 3.1. MLLP has marginal densities in following infinite series form
fMα,λ(t)(x) =
∞∑
k=0
(−1)k λ
t+kΓ(t+ k)
Γ(t)Γ(k + 1)
xα(t+k)−1
Γ(α(t+ k))
, x > 0. (3.1)
Proof. We have
f˜Mα,λ(t)(u) = Ee
−uMα,λ(t) =
(
λ
λ+ uα
)t
= λtu−αt
∞∑
k=0
(
1 +
λ
uα
)−t
=
∞∑
k=0
λt+k
(−t
k
)
u−α(t+k)
=
∞∑
k=0
(−1)kλt+k Γ(t+ k)
Γ(t)Γ(k + 1)
u−α(t+k).
Now, by inverting the LT in both sides and using L−1(1/ua) = xa−1/Γ(a), a > 0, where L−1
denotes the inverse LT, we have the desired result.
Using the marginal density function of MLLP, we obtain the Le´vy density correspond-
ing to Le´vy-Khintchine representation of this process.
Proposition 3.2. The Le´vy density in Le´vy-Khintchine representation of the process is given
by
ν(dx) =
α
x
Eα,1(−λxα), x > 0. (3.2)
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Proof. For positive Le´vy process (i.e. subordinator) with probability density f(x, t), Le´vy
measure density ν(dx) is given by (see e.g. Barndorff-Nielsen, 2010)
ν(dx) = lim
t↓0
1
t
f(x, t).
Thus, using (3.1), we obtain
ν(dx) =
∞∑
k=0
(−1)kλk x
αk−1
Γ(αk)
lim
t↓0
Γ(t+ k)
tΓ(t)Γ(k + 1)
=
∞∑
k=0
(−1)kλk x
αk−1
kΓ(αk)
=
α
x
∞∑
k=0
(−1)k (λx
α)k
Γ(αk + 1)
=
α
x
Eα,1(−λxα) (using (1.3)).
Remark 3.1. For α = 1, (3.2) reduces to ν(dx) = x−1e−λx and which is the Le´vy density
corresponding to the gamma Le´vy procees Gλ,1(t) (see e.g. Applebaum, 2009, p. 55).
Remark 3.2. Since, Eα,1(−λxα) → 1 as x → 0, we have ν(dx) ∼ 1/x as x → 0, where
f(x) ∼ g(x) as x → x0 means that limx→x0 f(x)/g(x) = 1. Hence
∫∞
0
ν(x)dx = ∞. Thus
sample paths of MLLP are strictly increasing by an application of Theorem 21.3 of Sato
(1999). Similar to gamma Le´vy process the Le´vy measure for MLLP is concentrated at origin
and hence this process has an infinite arrival rate of jumps, most of which are small.
For asymptotic behavior of density function, we use Tauberian theorem. First, we
recall that a function L(t) is slowly varying at some t0, if for all fixed c > 0, limt→t0
L(ct)
L(t)
= 1.
For the sake of convenience, we state Tauberian theorem here (see e.g. Bertoin, 1996, p. 10).
Theorem 3.1 (Tauberian Theorem). Let L : (0,∞)→ (0,∞) be a slowly varying function at
0 (respectively∞) and let q ≥ 0. Then, for a function U : (0,∞)→ (0,∞), with corresponding
LT U˜ the following are equivalent:
(i) U(t) ∼ tqL(t)/Γ(1 + q), t→ 0 (respectively t→∞).
(ii) U˜(u) ∼ u−q−1L(1/q), q →∞ (respectively q → 0).
Proposition 3.3. The density function of MLLP has following asymptotic behaviors
fMα,λ(t)(x) ∼

λt
Γ(αt)
xαt−1, as x→ 0,
1
Γ(−αt)(λ+ x
α)tx−αt−1, as x→∞.
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Proof. We have
f˜Mα,λ(t)(u) = Ee
uMα,λ(t) =
(
λ
λ+ uα
)t
= λtu−αt
(
1 +
λ
uα
)−t
∼ λtu−αt as u→∞.
Now, by the application of Tauberian theorem, we have fMα,λ(t)(x) ∼ λ
t
Γ(αt)
xαt−1, as x → 0.
Further, we have
f˜Mα,λ(t)(u) =
(
1 +
uα
λ
)−t
=
(
1 +
u−α
λ
)t [(
1 +
u−α
λ
)(
1 +
uα
λ
)]−t
=
(
1 +
u−α
λ
)t [
1 +
1
λ2
+
uα
λ
+
u−α
λ
]−t
=
(
1 +
u−α
λ
)t
λtuαt
[
1 +
(
λ+
1
λ
)
uα + u2α
]−t
∼
(
1 +
u−α
λ
)t
λtuαt as u→ 0
≡ L(1/u)u−(−αt−1)−1
Note that the function L(u) = (λ+ uα)t is slowly varying at 0. Hence again by the application
of Tauberian Theorem, we have fMα,λ(t)(x) ∼ 1Γ(−αt)(λ+ xα)tx−αt−1, as x→∞.
4 MLLP fractional order moments
Using (2.4), we have E(Mα,λ(t)) = E (E(Sα(Gλ,β(t))|Gλ,β(t))) = ∞, since mean is infinite for
α-stable distribution. Thus, we need to find out the fractional moments of the MLLP. Here
we use LT definition of MLLP to obtain the fractional order moments. For a positive random
variable X, the fractional order moments from LT φ(u) can be obtained as follows.∫ ∞
0
d
du
[φ(u)]up−1du =
∫ ∞
0
d
du
[Ee−uX ]up−1ds
= E
[∫ ∞
0
d
du
[e−uX ]up−1du
]
(By Fubini Theorem)
= (−1)E
[
X
∫ ∞
0
e−uXup−1du
]
= (−1)Γ(p)EX1−p.
Thus (1− p)-th order moment, where p is a real number such that p ∈ (0, 1) is given by
E(X1−p) =
(−1)
Γ(p)
∫ ∞
0
d
du
[φ(u)]up−1du. (4.1)
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Corollary 4.1. The fractional order moments of MLLP are given by
E(Mα,λ(t)q) =
t
λqΓ(1− q)B
(
1− q
α
, t+
q
α
)
, 0 < q < α. (4.2)
Proof. By taking p = 1− q in (4.1) and using (2.1), we have
E(Mα,λ(t)q) =
−1
Γ(1− q)
∫ ∞
0
d
du
[
λ
λ+ uα
]t
u−qdu
=
αtλt
Γ(1− q)
∫ ∞
0
uα−q−1
(λ+ uα)t+1
du
=
tλ−
q
α
Γ(1− q)
∫ ∞
0
y−
q
α
(1 + y)t+1
dy (by substituting uα = λy)
=
t
λ
q
αΓ(1− q)
∫ ∞
0
y(1−
q
α
)−1
(1 + y)(1−
q
α
)+(t+ q
α
)
dy
=
t
λ
q
αΓ(1− q)B
(
1− q
α
, t+
q
α
)
.
Remark 4.1. Alternatively representation (2.5) of MLLP can also be used in finding the
fractional order moments. Note that
E (Mα,λ(t))q = E[Gλ,1(t)]q/αE[Sα(1)]q
=
Γ( q
α
+ t)
λ
q
αΓ(t)
Γ(1− q
α
)
Γ(1− q)
=
t
λ
q
αΓ(1− q)B
(
1− q
α
, t+
q
α
)
Remark 4.2. for α = 1 and t = 1 in (4.2), we have EM1,λ(1)q = 1λqΓ(1−q)B(1 − q, 1 + q) =
Γ(1+q)
λq
, which is the q-th order moment of exponential distribution with parameter λ.
5 Stochastic self-similarity
We use the definition of stochastic self-similarity introduced by Kozubowski et al. (2006). For
completeness purpose we recall their definition.
Definition 5.1 (Stochastic self-similarity). Let X(t) be a stochastic process. Let Tc(t), c ∈
(1,∞) be a family of stochastic processes independent of X(t) such that Tc(0) = 0 a.s. with
non-decreasing sample paths and ETc(t) = ct. The process X(t) is stochastically self-similar
with index η > 0 with respect to the family Tc(t) if
{X(Tc(t)), t ≥ 0} d= {cηX(t), t ≥ 0}, c ∈ (1,∞), (5.1)
where
d
= denotes the equivalence of finite dimensional distributions.
7
Let Np(t) be a negative binomial Le´vy process with drift defined as Np(t) := t + NBp(t),
where NBp(t) is a Le´vy process such that
P(NBp(t) = j) =
(
t+ j − 1
j
)
pt(1− p)j, j = 0, 1 · · · , t > 0. (5.2)
We have the following result for the stochastic self-similarity of the MLLP.
Proposition 5.1. MLLP is stochastic self-similar with index 1/α with respect to the process
N1/c(t). That is
{Mα,λ(N1/c(t)), t ≥ 0} d= {c1/αMα,λ(t), t ≥ 0}. (5.3)
Proof. Since Mα,λ(N1/c(t)) and c
1/αMα,λ(t) are both Le´vy processes to prove (5.3), it is suffi-
cient to show the equivalence of marginal distributions at t = 1. Thus, we have
E
(
e−uMα,λ(N1/c(1))
)
= E
(
e−uSα(Gλ,1(N1/c(1)))
)
= E
(
E
(
e−uSα(Gλ,1(N1/c(1)))|Gλ,1(N1/c(1))
))
= E
(
e−u
αGλ,1(N1/c(1))
)
= E
(
E
(
e−u
αGλ,1(N1/c(1))|N1/c(1)
))
= E
(
λ
λ+ uα
)N1/c(1)
= E
(
λ
λ+ uα
)1+NB1/c(1)
=
∞∑
j=0
(
λ
λ+ uα
)1+j
1
c
(
1− 1
c
)j
(using (5.2))
=
λ
λ+ cuα
,
which is equal to E(e−c1/αuMα,λ(1)) and hence the result.
6 Simulation
The sample paths of MLLP can be simulated by subordinating a discretized gamma Le´vy
process with stable process. We first simulate a discretized gamma process on equally spaced
intervals. Then we simulate the increments of MLLP process Yk = Mα,λ(tk) − Mα,λ(tk−1)
which conditionally on the values of Gλ,1(tk) and Gλ,1(tk−1) is a stationary stable process.
Note that
Yk = Mα,λ(tk)−Mα,λ(tk−1) d= Sα(Gλ,1(tk))− Sα(Gλ,1(tk−1))
d
= Sα(Gλ,1(tk)−Gλ,1(tk−1))
d
= Sα(Gλ,1(tk − tk−1)) d= (Gλ,1(tk − tk−1))1/αSα(1).
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Using the above ideas, we have following algorithm to simulate the sample paths of MLLP.
We use Python 3.5.1, matplotlib 1.5.1 and numpy 1.10.4 for sample paths simulation.
(i) Choose a finite interval [0, t]. Suppose our aim is to have n-simulated values at t1 =
t/n, · · · , tn−1 = (n− 1)t/n, and tn = t.
(ii) Generate a vector G of size n of gamma variates such that G = (G1, G2, · · · , Gn), with
Gi ∼ gamma(λ, ti − ti−1).
(iii) Now generate an independent vector of size n of standard α-stable random numbers
S = (S1, S2, · · · , Sn).
(iv) Compute Yk = G
1/α
k Sk, k ≥ 1 and Mi =
∑i
k=1 Yk. Then M1,M2, · · · ,Mn denote n-
simulated values from MLLP.
(a) α = 0.9 and λ = 1.0 (b) α = 0.4 and λ = 1.0
Figure 1: Sample Paths of MLLP
7 Generalization
As the integer order moments of MLLP are not finite, we can generalize MLLP to a tempered
MLLP by taking subordination with respect to a tempered stable subordinator (hereafter
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TSS). TSS are infinitely divisible, have exponentially decaying tail probabilities and have all
moments finite. These properties are obtained on the cost of self-similarity. Let Sα,µ(t) be
the TSS with index α ∈ (0, 1) and tempering parameter µ. TSS are obtained by exponential
tempering in the distribution of stable processes (see e.g. Rosinski, 2007). Further, the LT of
density of TSS (see Meerschaert et al. 2013) is
E(e−uSα,µ(t)) = e−t
(
(u+µ)α−µα
)
. (7.1)
We define, tempered MLLP as follows.
Definition 7.1 (Tempered MLLP). Tempered MLLP is defined by subordinating TSS with
independent gamma process such that
M∗α,λ,µ(t) := Sα,µ(Gλ,1(t)), α ∈ (0, 1), λ > 0, µ > 0, t ≥ 0. (7.2)
By using the standard conditioning argument with (7.1), we obtain
E(e−uM
∗
α,λ,µ(t)) =
(
λ
λ− µα + (µ+ u)α
)t
. (7.3)
Without proof, we state the following result for marginal density and Le´vy density for tem-
pered MLLP. The proof is analogous to Propositions 3.1 and 3.2.
Proposition 7.1. The marginal density function and Le´vy density for tempered MLLP are
given by
fM∗α,λ,µ(t)(x) = λ
te−µx
∞∑
k=0
(µα − λ)k Γ(t+ k)
Γ(k + 1)Γ(t)
xα(t+k)−1
Γ(α(t+ k))
.
Further, the Le´vy density is
ν∗(dx) =
αe−µx
x
Eα,1((µ
α − λ)xα), x > 0.
We have EGλ,1(t) = t/λ and var(Gλ,1(t)) = t/λ2. Further, E(Sα,µ(t)) = αtµ1−α and
var(Sα,µ(t)) =
α(1−α)t
µ2−α . Using the information above and with the help of conditioning ar-
gument, we have E(M∗α,λ,µ(t)) = αtλµ1−α and var(M
∗
α,λ,µ(t)) =
α(1−α)t
λµ2−α +
α2t
λ2µ2−α . Moreover, for
tempered MLLP all order moments are finite and tail probability decays exponentially.
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