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Abstract
We prove the existence of extremal solutions for the third order discontinuous functional nonlinear
problem
−[φ(u′′(t))]′ = f (t, u,u′(t), u′′(t)) for a.e. t ∈ [a, b],
u(a)=A (A ∈R),
L1
(
u,u′, u′(a),u′(b),u′′(a)
)= 0, L2(u,u′(a),u′(b),u′′(b))= 0,
by using a fixed point theorem after having established some existence results for some auxiliary
second order nonlinear problems. We observe that, together with the discontinuities allowed on the
spacial variable u, with adequate modifications of technical type, analogous results can be obtained
when the equation has a second member not necessarily continuous in u′′.
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Third order equations arise in an important number of physical problems, as the de-
flection of a curved beam having a constant or varying cross section, three layer beam,
electromagnetic waves or gravity—driven flows [10]. Different type of techniques have
been used to study such problems: reduce them to first and/or second order equations [3];
use Green’s functions and comparison principles [1,2,15] (for periodic boundary value con-
ditions), [17,19–22] (three point boundary conditions), and [4,6,12,24] (two point ones).
Wang considers in [23] nonlinear boundary conditions and uses the method of lower
and upper solutions. Chen obtain in [9] existence results for problem
u′′′ = f (t, u,u′, u′′), u′(0)= g1
(
u(0)
)
,
u′′(0)= g2
(
u(0)
)
, u′′(1)= g3
(
u(1)
)
.
Cabada and Heikkilä give in [5] existence of solutions in presence of lower and upper
solutions for problem
d
dt
ϕ
(
(µ · u′)′)(t)= f (t, u) for a.e. t ∈ J = [t0, t1],
L1
(
u(t0), u(t1), u
′(t0), u′(t1), u
)= 0, L2(u(t0), u(t1))= 0,
(µ · u′)′(t0)= c2.
In this paper we study the third order functional discontinuous nonlinear problem, that we
denote by (P),
−[φ(u′′(t))]′ = f (t, u,u′(t), u′′(t)) for a.e. t ∈ I, (1.1)
u(a)=A, (1.2)
L1
(
u,u′, u′(a), u′(b), u′′(a)
)= 0, (1.3)
L2
(
u,u′(a), u′(b), u′′(b)
)= 0, (1.4)
where a < b are two real numbers, I = [a, b], A is a given real constant, and functions φ,
f , L1, and L2 satisfy some assumptions that will be introduced in Section 2. We remark
that functions f , L1, and L2 depend functionally of the solution of the equation.
We observe, without proof, that an analogous existence result can be obtained for the
more general class of problems where the equation of problem (P) is replaced by
−[φ(u′′(t))]′ = q(u′′(t))f (t, u,u′(t), u′′(t)) for a.e. t ∈ I,
with the same boundary conditions, but where no continuity condition is assumed on the
function q :R→ R+. In that case we can pass to a new equivalent problem still under
a usual φ-Laplacian formulation but that “hides the discontinuity” in the u′′-argument.
The ideas used to study this situation parallel those that will be presented for studying
problem (P), with addition of some elaborated considerations of technical type that can
be found for instance in [7]. This equation together with boundary conditions (1.2)–(1.4)
will be referred in Section 2 as problem (Pq). Some preliminaries will be referred and
Theorem 2.2 will contain an existence result for (Pq).
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[u,v] = {x ∈C(I), u(t) x(t) v(t), ∀t ∈ I}.
2. Definitions and main result
The following hypotheses will be assumed throughout this paper:
(H1) φ :R→R is an increasing and continuous function.
(H2) f : I × C(I)×R2 →R is such that, for every u ∈ C(I), function fu : I ×R2 → R
defined as fu(t, y, z)= f (t, u, y, z) is a L1-Carathéodory function, that is, fu(t, ·, ·)
is a continuous function for a.e. t ∈ I, fu(·, y, z) is measurable for (y, z) ∈ R2 and
for every M > 0 there is a real-valued function ψM ∈ L1(I) such that∣∣fu(t, y, z)∣∣ψM(t)
for a.e. t ∈ I and for every (y, z) ∈R2 with |y|M, |z|M.
(H3) L1 :C(I)×C(I)×R3 →R is nonincreasing in the first variable and nondecreasing
in the second, fourth, and fifth ones. L2 :C(I) × R3 → R is nondecreasing in the
first and fourth variables and nonincreasing in the second one. Moreover, for every
u ∈ C(I) given, L1(u, vn, xn, yn, zn) → L1(u, v, x, y, z) and L2(u, xn, yn, zn) →
L2(u, x, y, z) whenever {vn}→ v in C(I) and {(xn, yn, zn)}→ (x, y, z) in R3.
Note that we allow functions f , L1, and L2 to have discontinuities on the spacial vari-
able u. Next we introduce the concept of solution of problem (P).
Definition 2.1. A function u ∈ C2(I) is a solution of problem (P) if (φ ◦ u′′) ∈W1,1(I)
and u satisfies conditions (1.1)–(1.4).
We will say that a solution u of problem (P) is maximal in a given set of functions V , if
v  u in I for every v ∈ V which is a solution of (P). We refer to minimal solution in V if
the reversed inequalities hold. We will denote both functions as extremal ones in V .
Next we define lower and upper solutions for problem (P). These definitions use the
concept of derivatives in Dini sense (see [18]) and of functions of bounded variation on I,
that is, functions of the vector space BV(I). The set of functions of bounded variation
on I with nondecreasing (respectively nonincreasing) singular part is denoted by BV+(I)
(respectively, BV−(I)).
Definition 2.2. A function α ∈ C1(I) is said to be a lower solution of problem (P) if it
satisfies the following conditions:
(i) α′ ∈ BV(I), α′′ ∈ L∞(I), and D−α′(t)D+α′(t) for all t ∈]a, b[. Moreover, if t0 ∈
]a, b[ is such that D−α′(t0) = D+α′(t0) then there is ε > 0 such that (φ ◦ D+α′) ∈
BV +([t0, t0 + ε]) and
−[φ(D+α′(t))]′  f (t, α,α′(t),D+α′(t)).
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α′(a),α′(b),D−α′(b)) 0.
Definition 2.3. A function β ∈ C1(I) is said to be an upper solution of problem (P) if it
satisfies the following conditions:
(i) β ′ ∈ BV(I), β ′′ ∈ L∞(I), and D−β ′(t)D+β ′(t) for all t ∈]a, b[. Moreover if t0 ∈
]a, b[ is such that D−β ′(t0) = D+β ′(t0) then there is ε > 0 such that (φ ◦D+β ′) ∈
BV−([t0, t0 + ε]) and
−[φ(D+β ′(t))]′  f (t, β,β ′(t),D+β ′(t)) for a.e. t ∈ [t0, t0 + ε].
(ii) D+β ′(a),D−β ′(b) ∈ R, β(a) A, L1(β,β ′, β ′(a),β ′(b),D+β ′(a)) 0, and L2(β,
β ′(a),β ′(b),D−β ′(b)) 0.
The existence of “well ordered” lower and upper solutions for problem (P) will also be
assumed.
(H4) There exist a lower solution α and an upper solution β of problem (P) such that
α′(t) β ′(t), ∀t ∈ I.
Since α(a)A β(a), if condition (H4) holds, we have that α  β in I .
The following Nagumo condition plays an important role in the arguments. We observe
that it does not depend on the boundary data.
Definition 2.4. The function f : I ×C(I)×R2 →R is said to satisfy a Nagumo condition
relative to a pair α and β, with α,β ∈ C1(I), α(a)  β(a), and α′  β ′ in I, if for each
u ∈ [α,β] there exist functions η ∈ Lp(I), 1  p ∞, and θ : [0,∞[→ R+ continuous
such that, for a.e. t ∈ I,∣∣fu(t, y, z)∣∣ η(t)θ(|z|), ∀y ∈ [α′(t), β ′(t)], ∀z ∈R, (2.1)
and also that
min
{ φ(∞)∫
φ(ξ)
|φ−1(s)|(p−1)/p
θ(|φ−1(s)|) ds,
φ(−ξ)∫
φ(−∞)
|φ−1(s)|(p−1)/p
θ(|φ−1(s)|) ds
}
>µ(p−1)/p‖η‖p (2.2)
with
µ=max
t∈I β
′(t)−min
t∈I α
′(t),
ξ = max{|α
′(a)− β ′(b)|, |α′(b)− β ′(a)|}
b− a ,
and
‖η‖p =
{
supt∈I |η(t)| if p =∞,
[∫ b
a
|η(t)|p dt]1/p if 1 p ∞,
considering (p− 1)/p = 1 for p =∞.
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(H5) The function f satisfies a Nagumo condition relative to the pair of lower and upper
solutions, α and β, introduced in (H4).
Next theorem is the main result of this paper.
Theorem 2.1. Suppose that conditions (H1)–(H5) are satisfied. If function f is nonde-
creasing in the second variable, then problem (P) has extremal solutions in the set
S′[α,β] =
{
x ∈ C1(I), such that x ∈ [α,β] and x ′ ∈ [α′, β ′]}.
Analogous results can be established for a problem containing discontinuities in the
second member with respect to the variable u′′. In fact, consider problem
−[φ(u′′(t))]′ = q(u′′(t))f (t, u,u′(t), u′′(t)) for a.e. t ∈ I = [a, b] (2.3)
together with the boundary conditions (1.2)–(1.4). Here q :R→R+, fu : I ×R2 →R is a
Carathéodory function for every u ∈ C(I) given and functions φ, f , q , L1, and L2 satisfy
(H2), (H3), and also
(H1q ) φ :R→R is an increasing homeomorphism.
(H2q ) q :R→R+ is such that q ∈L∞loc(R) and q ◦ φ−1 is measurable.
We observe that no continuity condition is assumed on the function q ; so, the second
member of the above equation may depend in a discontinuous way on the variable u′′.
However, we can, in a certain sense, “hide” the function q , by reformulating the equation.
Then problem (Pq) can be studied by arguing as in the case of problem (P) with adequate
modifications. We refer next the framework of problem (Pq) and finish this section with
an existence result. For readers interested in details related to analogous discontinuity sit-
uations we refer to [7,16].
Lower and upper solutions for problem (Pq), αq and βq , can be defined as for problem
(P) replacing in Definitions 2.2 and 2.3 the inequalities
−[φ(D+α′(t))]′  f (t, α,α′(t),D+α′(t))
and
−[φ(D+β ′(t))]′  f (t, β,β ′(t),D+β ′(t)),
by
−[φ(D+α′q (t))]′  q(D+α′q(t))f (t, αq,α′q (t),D+α′q(t))
and
−[φ(D+β ′q(t))]′  q(D+β ′q(t))f (t, βq,β ′q(t),D+β ′q(t)),
respectively.
Suppose that
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α′q(t) β ′q(t) for all t ∈ I.
Let Q :R→R be the function given by
Q(x)=
x∫
0
ds
q(φ−1(s))
,
and consider the continuous and increasing function
ϕ¯ :=Q ◦ φ.
We say that function f satisfies a Nagumo condition relative to a pair of functions αq
and βq , with αq,βq ∈ C1(I), αq  βq , if conditions of Definition 2.4 hold with α, β ,
and φ replaced by αq , βq , and ϕ¯, respectively.
Consider the following assumption:
(H5q ) f satisfies the Nagumo condition relative to the lower and upper solutions αq and
βq introduced in (H4q ).
The following result holds.
Theorem 2.2. Suppose that conditions (H1q), (H2), (H2q), (H3), (H4q), and (H5q) are
satisfied. If function f is nondecreasing in the second variable, then problem (Pq) has
extremal solutions in the set
S′[αq ,βq ] =
{
x ∈C1(I), such that x ∈ [αq,βq ] and x ′ ∈ [α′q, β ′q ]
}
.
3. Auxiliary problem
Suppose that conditions (H1)–(H3) hold. Let u ∈ C(I) be an arbitrarily fixed function
and consider the second order problem, denoted by (Pu),
−[φ(v′(t))]′ = f (t, u, v(t), v′(t)) for a.e. t ∈ I, (3.1)
L1
(
u,v, v(a), v(b), v′(a)
)= 0, (3.2)
L2
(
u,v(a), v(b), v′(b)
)= 0. (3.3)
We use the notation fu(t, y, z) := f (t, u, y, z) introduced in Section 2.
To this problem (Pu) we shall apply some arguments analogous to those developed
in [7]. First we define the concept of solution of (Pu).
Definition 3.1. A function v ∈ C1(I) is a solution of (Pu) if (φ ◦ v′) ∈W1,1(I) and v
satisfies conditions (3.1)–(3.3).
Definition 3.2. A function γ : I →R is said to be a lower solution of (Pu) if it satisfies the
following conditions:
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if t0 ∈]a, b[ is such that D−γ (t0)=D+γ (t0) then there is ε > 0 such that (φ ◦D+γ ) ∈
BV+([t0, t0 + ε]) and
−[φ(D+γ (t))]′  f (t, u, γ (t),D+γ (t)) for a.e. t ∈ [t0, t0 + ε].
(ii) D+γ (a) ∈R,D−γ (b) ∈R,L1(u, γ, γ (a), γ (b),D+γ (a)) 0, andL2(u, γ (a), γ (b),
D−γ (b)) 0.
Definition 3.3. A function δ : I →R is said to be an upper solution of (Pu) if it satisfies the
following conditions:
(i) δ ∈ C(I) ∩ BV(I), δ′ ∈ L∞(I), and D−δ(t)D+δ(t) for every t ∈]a, b[ . Moreover
if t0 ∈]a, b[ is such that D−δ(t0)=D+δ(t0) then there is ε > 0 such that (φ ◦D+δ) ∈
BV−([t0, t0 + ε]) and
−[φ(D+δ(t))]′  f (t, u, δ(t),D+δ(t)) for a.e. t ∈ [t0, t0 + ε].
(ii) D+δ(a) ∈ R, D−δ(b) ∈ R, L1(u, δ, δ(a), δ(b),D+δ(a))  0, and L2(u, δ(a), δ(b),
D−δ(b)) 0.
For (Pu) it is assumed that
(H¯4) There exist a lower solution γ and an upper solution δ of problem (Pu) such that
γ (t) δ(t) for all t ∈ I.
Definition 3.4. We say that the Carathéodory function fu satisfies Nagumo condition rel-
ative to a pair of functions γ, δ ∈ C(I), γ (t)  δ(t) in I , if for each u ∈ [γ, δ] there exist
functions η ∈ Lp(I), 1 p ∞, and θ : [0,∞[→R+ continuous such that for a.e. t ∈ I,
conditions (2.1) and (2.2) of Definition 2.4 are satisfied replacing α′ by γ and β ′ by δ.
For problem (Pu), we consider the following assumption:
(H¯5) The function fu satisfies a Nagumo condition relative to the pair of lower and upper
solutions of (Pu), γ and δ, introduced in (H¯4).
Assuming that conditions (H1), (H2), (H3), (H¯4), and (H¯5) hold, fix a real positive
number k such that
k max
{‖γ ′‖∞,‖δ′‖∞}
and
min
{ φ(k)∫
φ(ξ)
|φ−1(s)|(p−1)/p
θ(|φ−1(s)|) ds,
φ(−ξ)∫
φ(−k)
|φ−1(s)|(p−1)/p
θ(|φ−1(s)|) ds
}
>µ(p−1)/p‖η‖p (3.4)
with ξ,µ,η, θ given by Definition 2.4. Then k > ξ.
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ϕ(x)=
{
x − k + φ(k) if x > k,
φ(x) if − k < x < k,
x + k + φ(−k) if x <−k,
(3.5)
with k given by (3.4), and consider problem (P∗u),
−[ϕ(v′(t))]′ = f (t, u, v(t), v′(t)) for a.e. t ∈ I,
L1
(
u,v, v(a), v(b), v′(a)
)= 0,
L2
(
u,v(a), v(b), v′(b)
)= 0.
Problems (Pu) and (P∗u) are equivalent as stated by the following results. We omit the
proofs since they use arguments similar to those of the proof of Lemma 2.3 in [8] and
Corollary 2.2 in [7].
Lemma 3.1. Assume conditions (H1), (H2), (H3), (H¯4), and (H¯5). If v ∈ [γ, δ] is a solution
of (P∗u) then∣∣v′(t)∣∣< k for all t ∈ I,
where k > 0 is given by (3.4).
Lemma 3.2. Suppose that hypotheses (H1), (H2), (H3), (H¯4), and (H¯5) are satisfied. Then
v ∈ [γ, δ] is a solution of (Pu) if and only if v is a solution of (P∗u). Moreover, if v ∈ [γ, δ]
is a solution of (Pu) then |v′(t)|< k for all t ∈ I.
We shall pass to a modified problem. Assume that (H1), (H2), (H3), (H¯4), and (H¯5)
hold.
Let v ∈C1(I) and define, for t ∈ I, the functions
p
(
t, v(t)
) :=max{γ (t),min{v(t), δ(t)}}
and, for z ∈R,
ωk(z) :=max
{−k,min{z, k}}.
Consider the modified problem (PuM )
[
ϕ
(
v′(t)
)]′ = F(t, u, v(t), d
dt
p
(
t, v(t)
))
for a.e. t ∈ I,
L∗1
(
u,v, v(a), v(b), v′(a)
)= v(a),
L∗2
(
u,v(a), v(b), v′(b)
)= v(b),
where
F(t, x, y, z)=−f (t, x,p(t, y),ωk(z)), ∀(t, x, y, z) ∈ I ×R3,
is a L1-Carathéodory function (see [7] and references therein) and for all (u, v, x, y, z) ∈
C(I)×C(I)×R3 we define
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(
a, x +L1(u, v, x, y, z)
)
, (3.6)
L∗2(u, x, y, z)= p
(
b, y −L2(u, x, y, z)
)
. (3.7)
Next lemma contains existence and location results and a priori estimates for the first deriv-
ative of the solutions of (PuM ). We omit the proofs since they parallel those contained in
Section 3 of [7] (see Lemmas 3.2–3.4)
Lemma 3.3. Suppose that hypotheses (H1), (H2), (H3), (H¯4), and (H¯5) are satisfied. Then
(i) Problem (PuM) has at least one solution in C1(I);
(ii) If v ∈ C1(I) is a solution of (PuM) then v ∈ [γ, δ];
(iii) If v is a solution of (PuM) then |v′(t)|< k for all t ∈ I.
Next result shows that every solution of (PuM ) verifies the boundary conditions of (Pu).
The proof is in spirit of Lemma 3.5 in [7].
Lemma 3.4. Suppose that hypotheses (H1), (H2), (H3), (H¯4), and (H¯5) are satisfied. If v
is a solution of (PuM) then v satisfies (3.2) and (3.3).
Proof. Let v be a solution of (PuM ). Then, by Lemma 3.3, v ∈ [γ, δ].
If v(b)− L2(u, v(a), v(b), v′(b)) > δ(b) then, by (3.7), v(b)= δ(b). Therefore, v − δ
attains a maximum at b. In consequence, since D−δ(b) ∈R we have that v′(b)D−δ(b),
then by assumption (H3), we have the contradiction
δ(b) < v(b)−L2
(
u,v(a), v(b), v′(b)
)
 δ(b)−L2
(
u, δ(a), δ(b),D−δ(b)
)
 δ(b).
If v(b)− L2(u, v(a), v(b), v′(b)) < γ (b) then v(b) = γ (b) and we obtain a similar con-
tradiction. So
γ (b) v(b)−L2
(
u,v(a), v(b), v′(b)
)
 δ(b)
and, by (3.7), L2
(
u,v(a), v(b), v′(b)
)= 0.
To verify (3.2) the arguments are analogous. ✷
Now we can conclude an existence and location result for problem (Pu).
Theorem 3.1. Suppose that hypotheses (H1), (H2), (H3), (H¯4), and (H¯5) are satisfied.
Then problem (Pu) has at least one solution v ∈C1(I). Moreover, v ∈ [γ, δ] and |v′(t)|< k
for every t ∈ I, where k > 0 is given by (3.4).
Proof. From previous Lemma 3.3, problem (P∗u) has a solution v ∈ C1(I) such that v ∈
[γ, δ] and |v′(t)|< k. By (3.5), ϕ(v′(t))= φ(v′(t)) and so v is also solution of (Pu). ✷
Next result provides the existence of extremal solutions of (Pu) in [γ, δ].
Theorem 3.2. Suppose that hypotheses (H1), (H2), (H3), (H¯4), and (H¯5) are satisfied.
Then problem (Pu) has extremal solutions in [γ, δ].
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[γ, δ]. Denote
S := {v ∈ [γ, δ]: v is solution of (P∗u)}.
By Lemma 3.1, S is bounded in C1(I). As the inclusion C1(I) ⊂ C(I) is compact, S is
relatively compact in C(I). We shall see that S is compact in C1(I). For v ∈ S write
v′(t)= ϕ−1
(
ϕ
(
v′(a)
)−
t∫
a
fu
(
s, v(s), v′(s)
)
ds
)
.
Since S is bounded in C1(I) and fu satisfies (H2), from the fact that ϕ−1 is uniformly
continuous on compact intervals, it is easy to derive that
∀µ> 0, ∃ε > 0, ∀v ∈ S, ∀t, s ∈ I, |t − s|< ε ⇒ ∣∣v′(t)− v′(s)∣∣<µ,
that is, the set S′ = {v′: v ∈ S} is equicontinuous. Thus by Ascoli–Arzelá’s theorem, S is
relatively compact in C1(I). Moreover, S is closed in C1(I). In fact, if {vn} is a sequence
of elements of S converging to some v in C1(I), it is easy to see, using the integral rep-
resentation of vn and the Lebesgue dominated convergence theorem, that v ∈ S. So, S is
compact in C(I). Therefore, defining, for t ∈ I,
vmin(t) := inf
{
v(t): v ∈ S},
we have that, for each t0 ∈ I, there is a function v∗ ∈ S such that
v∗(t0)= vmin(t0)
and vmin is continuous in I.
Now it will be proved that vmin is a solution of (P∗u), showing that vmin is a limit of
some sequence of elements of S, that is, for every ε > 0, there exists v ∈ S such that
‖v − vmin‖∞  ε.
Fix ε > 0 arbitrarily. As S is an equicontinuous set and vmin is a continuous function,
there exists µ> 0 such that for t, s ∈ I with |t − s|<µ we have∣∣v(t)− v(s)∣∣< ε
2
, ∀v ∈ S ∪ {vmin}. (3.8)
Let {t0, t1, . . . , tn} ⊂ I be such that t0 = a, tn = b, and 0 < ti − ti−1 := r < µ, for i =
1, . . . , n. Denote δ0(t)≡ va(t), where va is a function of S that satisfies va(a)= vmin(a),
and for i ∈ {1, . . . , n} define
δi(t)≡ δi−1(t) if δi−1(ti)= vmin(ti ).
Otherwise, consider vi ∈ S such that
vi(ti)= vmin(ti )
and define
si := inf
{
t ∈ [ti−1, ti ]: vi(s) < δi−1(s), ∀s ∈ [t, ti]
}
,
si+1 := sup
{
t ∈ [ti , b]: vi(s) < δi−1(s), ∀s ∈ [ti , t]
}
,
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δi(t)=
{
δi−1(t) if t ∈ [a, si] ∪ [si+1, b],
vi(t) if t ∈]si, si+1[ .
Since function δn is a C1 function except, at most, at points si , i = 1, . . . , n, where,
by construction, D−δn(si)D+δn(si ), and coincide with a solution in (si , si+1), we have
that the regularity hypotheses and condition (i) in Definition 3.2 hold.
Now, from the definition of δn and (H3), we have
L1
(
u, δn, δn(a), δn(b),D+δn(a)
)= L1(u, δn, va(a), δn(b),D+δn(a))
 L1
(
u,va, va(a), va(b), v
′
a(a)
)= 0
and
L2
(
u, δn(a), δn(b),D
−δn(b)
)= L2(u, δn(a), vn(b),D−δn(b))
 L2
(
u,vn(a), vn(b), v
′
n(b)
)= 0.
Thus, we have that δn is an upper solution of (P∗u). By Theorem 3.1 and Lemma 3.2,
there is a solution wn of (P∗u) such that wn ∈ [γ, δn]. So, by the construction of δn,
vmin(ti)wn(ti) δn(ti)= vmin(ti ), ∀i ∈ {0, . . . , n}.
So, for each t ∈ I, there is i ∈ {1, . . . , n} such that t ∈ [ti−1, ti ] and, by (3.8),∣∣wn(t)− vmin(t)∣∣ ∣∣wn(t)−w(ti)∣∣+ ∣∣wn(ti )− vmin(t)∣∣
= ∣∣wn(t)−wn(ti )∣∣+ ∣∣vmin(ti)− vmin(t)∣∣< ε.
Then ‖wn−vmin‖∞ < ε. As ε is arbitrary, by the compactness of S on C1(I), we conclude
that vmin ∈ S.
Analogous arguments show us that problem (P∗u) has a maximal solution vmax ∈ S. ✷
4. Proof of main result
To obtain extremal solutions of the third order problem (P), the following result will be
useful.
Lemma 4.1 [3, Lemma 2.4]. Given an order interval [α,β] ⊂ C(I) and a mapping
G : [α,β] → [α,β], assume that G is nondecreasing and that the sequence {Gvn} has
a pointwise limit in C(I) whenever {vn} is a monotone sequence in [α,β]. Then G has the
least fixed point u∗ and the greatest fixed point u∗. Moreover,
u∗ =min{u: Gu u} and u∗ =max{u: uGu}.
Proof of Theorem 2.1. By assumption (H4) there exist lower and upper solutions of (P),
α and β, respectively. Let u ∈ [α,β] and consider function fu and problem (Pu), as intro-
duced in Section 3. Define γ (t) := α′(t) and δ(t) := β ′(t). It is clear, from Definitions 2.2,
2.3, 3.2, and 3.3, and condition (H4), that γ and δ are lower and upper solutions of (Pu),
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condition (H¯5) holds. By Theorem 3.2, (Pu) has extremal solutions in [γ, δ]. Denote by v u
the minimal solution and by v¯u the maximal solution of (Pu).
Define the operator G :C(I)→ C(I) given by
Gu(t)=A+
t∫
a
v u(s) ds.
Let us prove that G verifies the assumptions of Lemma 4.1. By Theorem 3.2, v u ∈ [γ, δ] =
[α′, β ′]. So
α(t)= α(a)+
t∫
a
α′(s) ds Gu(t) β(a)+
t∫
a
β ′(s) ds = β(t),
that is,
G
([α,β])⊂ [α,β].
On the other hand, for u1, u2 ∈C(I) we have
Gu1(t)−Gu2(t)=
t∫
a
[
v u1(s)− v u2(s)
]
ds,
which shows that if v u is nondecreasing with respect to u, in the sense that u1  u2 in
I implies v u1  v u2 in I, then G is obviously nondecreasing. We shall prove that v u is
in fact nondecreasing. Take u1, u2 ∈ [α,β] such that u1  u2 in I . So, there are minimal
solutions of problems (Pu1) and (Pu2), v u1 and v u2 , respectively, in [γ, δ] = [α′, β ′].
Remark that v u2 is an upper solution of (Pu1 ). In fact, from the monotonicity prop-
erties imposed in condition (H3), the boundary conditions are trivially verified and, by
monotonicity assumption on f,
−[φ(v ′u2(t))]′ = f (t, u2, v u2(t), v ′u2(t)) f (t, u1, v u2(t), v ′u2(t)).
By Theorem 3.2, there are extremal solutions of (Pu1 ) in [γ, v u2]. As δ  v u2 then
[γ, v u2] ⊂ [γ, δ] and the minimal solution of (Pu1 ) in [γ, v u2] is also the minimal solu-
tion of (Pu1 ) in [γ, δ]. Thus v u1 ∈ [γ, v u2] and so
v u1  v u2 . (4.1)
Therefore G is nondecreasing.
Consider now a monotone sequence {un} ⊆ [α,β]. Then, by (4.1), v un is monotone too,
and by the definition of function G there exists a function h(t) such that
lim
n→∞Gun(t)= h(t), ∀t ∈ I.
As v un ∈ [γ, δ] = [α′, β ′], there is v(t) such that
lim v un(t)= v u(t), ∀t ∈ I.
n→∞
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lim
n→∞Gun(t)= limn→∞
{
A+
t∫
a
v un(s) ds
}
= A+
t∫
a
v u(s) ds
and, by the limit uniqueness, h ∈C(I).
So, by Lemma 4.1, G has extremal fixed points. Let u∗ be the least fixed point of G.
Then
u∗(t)=A+
t∫
a
v u∗(s) ds,
u∗(a)=A, u′∗(t)= v u∗(t), and as v u∗ is a solution of (Pu∗ ), u∗ is a solution of (P).
Now, if u is a solution of problem (P) in S′[α,β], then u ∈ [α,β] and u′ = vu ∈ [α′, β ′],
where vu is a solution of (Pu) such that
u(t)=A+
t∫
a
vu(s) ds.
Since vu  v u, we deduce that u  Gu in I . Thus, from Lemma 4.1 we conclude that
u u∗, that is, u∗ is the minimal solution of problem (P) in [α,β].
To obtain the maximal solution the arguments are similar, defining
Gu(t)=A+
t∫
a
v¯u(s) ds,
with v¯u the maximal solution of (Pu). ✷
Remark 4.1. It is possible that problem (P) admits solutions in [α,β] such that u′ /∈
[α′, β ′]. In that case expression u(t) = A + ∫ ta vu(s) ds, with vu a solution of (Pu), is
still valid. However, since vu /∈ [α′, β ′], we cannot ensure that u lies between u∗ and u∗,
and, as consequence, state that problem (P) has extremal solutions in [α,β].
Now, given p1,p2, q1, q2  0 such that p1 + q1 > 0 and p2 + q2 > 0, and defining
L1
(
u,u′, u′(a), u′(b), u′′(a)
)=−p1u′(a)+ q1u′′(a),
L2
(
u,u′(a), u′(b), u′′(b)
)= p2u′(b)+ q2u′′(b),
we obtain, as a corollary of the previous result, the following one.
Corollary 4.1. Suppose that conditions (H1), (H2), and (H5) hold. If there exist α  β
in I satisfying conditions (i) in Definitions 2.2 and 2.3, respectively, D+α′(a),D−α′(b),
D+β ′(a),D−β ′(b) ∈ R, α(a)  A  β(a), p1α′(a) − q1D+α′(a)  0  p1β ′(a) −
q1D+β ′(a), and p2α′(b)+ q2D−α′(b) 0 p2β ′(b)+ q2D−β ′(b). Then problem
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u(a)=A,
p1u
′(a)− q1u′′(a)= 0= p2u′(b)+ q2u′′(b),
has extremal solutions in S′[α,β].
Instead of problem (P) we consider problem (P¯),
−[φ(u′′(t))]′ = f (t, u,u′(t), u′′(t)) for a.e. t ∈ I,
u(a)=A,
L1
(
u,u′(a), u′(b), u′′(a)
)= 0,
L2
(
u,u′, u′(a), u′(b), u′′(b)
)= 0.
Assuming the hypotheses of Theorem 2.1 with the obvious notations in the definitions of
α and β and replacing (H3) by
(H¯3) L1 :C(I)× R3 → R is nonincreasing in the first variable and nondecreasing in the
third and fourth ones. L2 :C(I)×C(I)×R3 → R is nondecreasing in the first and
fifth variables and nonincreasing in the second and third ones. Moreover, for every
u ∈ C(I) given, L1(u, xn, yn, zn) → L1(u, x, y, z) and L2(u, vn, xn, yn, zn) →
L2(u, v, x, y, z) whenever {vn}→ v in C(I) and {(xn, yn, zn)}→ (x, y, z) in R3,
we can derive existence of extremal solutions in S′[α,β], with α and β a pair of lower and
upper solutions of this problem. The proof follows the same steps that in problem (P).
The fundamental difference is located in the proof of Theorem 3.2 where we must define
the upper solution δ¯n as δ¯0(t) ≡ vn(t), where vn is a function of S that satisfies vn(b)=
vmin(b), and for i ∈ {1, . . . , n} define
δ¯i (t)≡ δ¯i−1(t) if δ¯i−1(tn−i )= vmin(tn−i ).
In other case, let vi ∈ S such that
vi(tn−i )= vmin(tn−i )
and define
s¯i := inf
{
t ∈ [a, tn−i]: vi(s) < δi−1(s), ∀s ∈ [t, tn−i]
}
,
s¯i+1 := sup
{
t ∈ [tn−i , tn−i+1]: vi(s) < δi−1(s), ∀s ∈ [tn−i , t]
}
,
and
δ¯i (t)=
{
δ¯i−1(t) if t ∈ [a, s¯i] ∪ [s¯i+1, b],
vi(t) if t ∈]s¯i , s¯i+1[ .
In this case, it is easy to verify that δ¯n is an upper solution of problem (P¯) such that
δ¯n  vn in I that converges to the minimal solution of (P¯) in [α,β].
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In this section we present an example where the existence result Theorem 2.2 is applied.
With this example we try to illustrate the kind of problems we can study with these tech-
niques. After this we apply the obtained results to the classical fourth order equation that
models the deformations of an elastic beam with fixed end points.
The first example is the following.
Example 5.1. Let J = [0,2π] and p > 1 be given. Define ϕp(x)= |x|p−2x for all x ∈R.
Assume that function q ∈ L∞(R) satisfies condition (H2q), and denote [z] as the integer
part of the real number z. Then for any A> 0 and 0 <M  (π + 1)/3 the following third
order functional problem has positive and nondecreasing solutions:
− d
dt
ϕp(u
′′)(t)= q(u′′(t))([ max
t∈[0,π]
{
u(t)
}]− ϕ2p(2u′(t))) a.e. t ∈ J,
u(0)=A, u′(π)=−
[
− max
t∈[0,π]
{
u(t)
}]/
M, u′′(2π)=−u′(2π).
Proof. Defining
f (t, u, y, z)= q(z)
([
max
t∈[0,π]
{
u(t)
}]− ϕ2p(2y)),
L1(u, v, x, y, z)= v(π)+
[
− max
t∈[0,π]
{
u(t)
}]/
M,
and
L2(u, x, y, z)= y + z,
one can verify that the conditions required in Theorem 2.2 hold for this problem.
Now, α(t)≡ 0 is a lower solution for this problem.
For each B,C > 0, we define βB,C(t)= B+C(t + 1)3/6. Obviously, βB,C satisfies the
regularity conditions and inequalities (ii) imposed in Definition 2.3 for all B  A− C/6
and 0<M  (π + 1)/3. Clearly α  βB,C and α′  β ′B,C in I . Moreover, inequality (i) in
such definition follows for every choice of B > 0 and C > 1 such that
−(p− 1)ϕp(C)(2π + 1)p−2  ‖q‖∞
(
B +C(π + 1)3/6− ϕ2p(C)
)
,
which holds for C large enough. The result follows from Theorem 2.2. ✷
After this example, in which we expose the applicability of our results to abstract and
general problems, we present in the sequel an application of the given results to real phe-
nomena problems.
It is well known, see [14] and references therein, that the deformations of an elastic
beam are described by the fourth order equation
u′′′′(t)+ g(t)u(t)= h(t) for a.e. t ∈ (0,1), (5.1)
with g and h in L1(0,1).
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tions must be satisfied:
u(0)= u′(0)= 0 and u(1)= u′(1)= 0. (5.2)
In the case of g  0 for a.e. t ∈ (0,1), we can consider the more general equation
u′′′′(t)+ f (t, u(t))= 0 for a.e. t ∈ (0,1), (5.3)
with f a Carathéodory function, nondecreasing in the spacial variable that satisfies the
following property:
f (t, x) d1(t)x − e(t), ∀x < 0, and f (t, x) d2(t)x + k(t), ∀x > 0,
for some d1, d2, e, k ∈ L1(0,1) with d1(t), d2(t)  0 and −e(t)  k(t) for a.e. t ∈ [0,1].
Clearly, this last equation covers Eq. (5.1).
It is not difficult to verify that if u ∈ {x ∈ C3([0,1]), x ′′′ ∈ AC([0,1])} is a solution
of problem (5.1)–(5.2) then u′ is a solution of the third order integro-differential equation
with functional boundary value conditions
−y ′′′(t)= f
(
t,
t∫
0
y(s) ds
)
for a.e. t ∈ (0,1),
y(0)= y(1)=
1∫
0
y(s) ds = 0. (5.4)
Now, assuming the existence of b a > 0 such that
a
(
d1(t)
12
− 6
)
−e(t) k(t) b
(
d2(t)
4
− 6
)
for a.e. t ∈ [0,1], (5.5)
defining φ as the identity, f (t, u,u′(t), u′′(t)) ≡ f (t, ∫ t0 u(s) ds), L1(u, x, y, z,p) =
−u(1), L2(u, y, z,p) =
∫ 1
0 u(s) ds, and A= 0, we are in the hypothesis of Theorem 2.1
by defining α(t)= a(t3 − t2) and β(t)= bt3.
In consequence there is y a solution of problem (5.4) lying between α and β and such
that y ′ ∈ [3at2 − 2at,3bt2].
Finally, it is immediate to verify that u(t)= ∫ t0 y(s) ds is a solution of (5.1)–(5.2).
We observe that in [11,13] one can find several results for problems concerning
Eq. (5.3), with nonlinearities f having different types of behaviour, and different sorts
of boundary conditions. The arguments used there rely on the variational structure of the
problem, either directly or using the dual action principle, and solutions are obtained as
critical points of associated functionals. In the above application, by applying Theorem 2.1
to an associated third order integro-differential with functional boundary conditions, we
solve (5.1)–(5.2) obtaining in addition some information about the location of the solution
and the respective derivative.
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