Highly predictive mathematical models are of inestimable value in systems biology. Their application ranges from investigations of basic processes in living organisms up to model based drug design in the field of pharmacology. For the development of reliable models suitable model candidates and related model parameters have to be identified by minimising the difference between the model outcome and available measurement data. Due to the complexity of the analysed processes mathematical models capture only the essential features of interest. This approximate representation, which is usually combined with a vague knowledge of basic processes, leads in many cases to a variety of potential model candidates describing the real process almost equally well. To determine the most plausible model candidate is the objective of model selection or model discrimination methods. If under given operation conditions no sufficient discrimination can be achieved, Optimal Experimental Designs (OED) comes into play. OED searches for operation conditions which facilitate the overall selection process. In this work an online model selection framework is presented. Here, the Unscented Kalman Filter (UKF) provides statistical information which is used to assign probability values to every model candidate. These probability values are immediately updated as soon as new measurement data become available. In addition, during the experimental run the process is steered in a fashion which maximises the differences in these candidates. To overcome limitations caused by parameter uncertainties the most sensitive model parameters are simultaneously estimated in the course of the model selection framework. The combined application of the online framework and the joint estimation of sensitive model parameters provides a very efficient usage of measurement data reducing the overall number of experiments. The method is demonstrated for a well known motif in signalling pathways, the mitogen-activated protein (MAP) kinase.
Introduction
Essential processes in cell biology, e.g., signalling and metabolism, can be described and analysed using deterministic models. For this purpose expert knowledge has to be converted into a suitable model structure M that represents the interaction of model components. Depending on the intended use the resulting models may help to explore unknown mechanisms in living systems or to validate hypotheses about certain processes. Even with a correct model structure, the identification of related model parameters θ ∈ Θ ⊂ R l might be a challenge. The situation changes for the worse if there are uncertainties about the model structure itself leading to competing model candidates. The generation of a whole bank of model candidates which represent competing model hypotheses of the same basic processes and describe measurement data y data (t) similarly well is a quite common situation in systems biology.
Generally, suitable model candidates M i as well as associated model parameters θ(M i ) are determined by minimising the mismatch between simulation results y sim (M i , t) and measurement data y sim (M i , t). Especially in the field of biology one has to accomplish the feat to figure out the most plausible model structure M i in conjunction with a large number of unknown model parameters θ(M i ) from sparse data, i.e., when only a small subset of model components can be measured directly at a limited number of discrete time points t k , ∀k = 1, . . . , K. In the past, various methods have been developed which are intended to support the modeller in identifying the most likely or plausible model candidate. Usually, those methods are based on statistics and/or information theory [1, 2, 3, 4, 5] . In general, these two approaches might be different in their origin and in their quality of results but they share common features as well [1] . For instance, measurement data y data (t k ) are handled in a batch mode fashion, i.e., data are collected until the experiment is finished and the whole set of data samples is subsequently used for the purpose of model validation/selection. Furthermore, parameter uncertainties are usually not explicitly considered in the framework of model selection. These shortcomings might influence the result of the model selection process substantially. In addition there is no guarantee at all that the model candidates can be distinguished properly at given operation conditions by applying one of these methods. Here, Optimal Experimental Design (OED) comes into play [6, 7, 8] . Typically, OED is a sequential process, i.e. starting from a pilot experiment, preliminary models are identified. Based on these models, suitable operation conditions are determined by OED, and a new experiment has to be conducted. This new experiment may still be suboptimal in practice, due to inherent uncertainties, e.g., about initial conditions, environmental conditions, and/or model parameters [9, 10, 11, 12] . Further, optimally designed experiments are nonstandard experiments, i.e., for the lab assistants those experiments are non-routine jobs and prone to error. In conclusion, the loop of planning an optimal experiment based on previous results and conducting a new experiment, has to be repeated several times, until a satisfactory result is achieved. Especially in biology, where a single experiment may easily take several days, this is a very tedious process. To accelerate the model identification process, it is desirable to optimise the operation conditions simultaneously to a running experiment.
In this paper we present an online model selection approach based on Unscented Kalman Filter (UKF), i.e., measurement data y data (t k ) are incorporated immediately as they become available and are utilised in determining an optimal stimulus profile for the next subsequent time frame of the experimental run. The assessment of model candidates, the optimal design, as well as the conducting of experiments are done in a unified framework. As stated previously, a misspecification of initial conditions and/or model parameters might cause misleading results in model selection. Therefore, to ensure robustness of the proposed method against parameter uncertainties the most sensitive model parameters are estimated simultaneously. In conclusion, uncertainties about operation conditions, initial conditions, and model parameters are compensated to a certain extent by the inherent correction step of the Kalman Filter approach. The online model selection framework is discussed for the example of a MAP kinase model from literature [13] .
Background

Preliminaries
In what follows, the considered mathematical models form a system of ordinary differential equations (ODE's) as presented in Eq.(1).
Here, the states x(t) describe the temporal evolution of quantities of interest, e.g., concentrations of enzymes. The output function h(·) given in Eq.(2) pinpoints which states x(t) are directly or indirectly measurable. For the purpose of online model selection, the outputs have to be measurable online during the experimental run. In the field of systems biology this is a difficult task to undertake but an increased number of advanced measurement technologies are at hand for (bio)chemical processes. For instance, in metabolic and signalling processes a number of online measurement protocols have been established in practice [14, 15, 16, 17, 18, 19] . On the other side, there is a need to excite the analysed system in a somehow optimal way by a feasible system stimulus. Therefore, constraints might be included in the optimisation step which limits the optimised stimulus to its physically applicable range.
How to separate the wheat from the chaff
In systems biology the analysed processes are too complex for a very detailed mathematical description and to make things worse elementary steps of these modelled processes are only vaguely known. Consequently, the approximate representation of a real process in combination with a lack of detailed knowledge introduce a certain kind of inaccuracy. In detail, it might be that the sum of squared errors defined by Eq.(3) can be minimized satisfactorily although unrealistic interactions of model components are assumed.
Naturally, this effect becomes more likely if the dimension of the model parameter vector R l is high, the number of data points K is limited, and the data are disturbed by measurement noise. Here, it is assumed that the measurement noise (t k ) is additive (Eq.(4)) and that (t k ) is described by a Gaussian distribution,
Under these circumstances, an essential part in modelling is to figure out the most plausible model M i from a pool of M potential model candidates. In general, a performance index as shown in Eq.(5), which assesses each individual candidate, should take into account two properties.
These are the goodness of fit, i.e., agreement of model output and measurement data (Eq.(3)), as well as the model complexity that is related to the dimension of the parameter domain Θ ⊂ R l [2] .
In statistics the problem of model selection is often reformulated as a test of hypotheses [20, 2, 3, 21] . Assuming two model candidates the simplest model is considered as the so-called null hypothesis H 0 , whereas the second candidate is treated as the alternative hypothesis H 1 . Now, the measurement data y data (t k ) are applied to reject H 0 with a certain probability. There are two possible outcomes of this statistical test, the given data fail to reject H 0 , i.e., the simpler model is selected. Or else the data succeed to reject H 0 , that means the more complicated model, the alternative hypothesis H 1 , is the favourite. Obviously, in its original version only two model candidates can be compared. Furthermore, the outcome of this test is a binary decision, i.e., H 0 fails or it does not fail but there is no hint how clearly it fails or how well it is accepted. A more flexible approach of model selection was derived from information theory. In this case no hypotheses are tested but models are ranked explicitly by a trade-off of the goodness of fit and model complexity as indicated by Eq.(5).
The Akaike Information Criterion (AIC) is the most widely used basic formula of this approach [2, 3] . In the following, the so called "corrected Akaike Information Criterion" (AIC c ) formula given in Eq. (6) is used. In doing so, K is the number of measurement time points, m the number of measured quantities, y data (t k ) ∈ R m , and l the dimension of the parameter vector, θ ∈ R l .
As an individual AIC c value is hard to interpret the AIC c differences ∆ i presented in Eq.(7) are much more informative for model selection. Therefore, all individual AIC 
By using these difference values ∆ i the relative likelihood of a model can be expressed by Akaike weights as given in Eq. (8) .
Furthermore, the Akaike weights W(M i ) are equivalent to probability values Π i of the potential model candidates and sum up to one (Eq. (9)).
Naturally, the most desired outcome of model selection is to assign a single model candidate with a probability value close to one, whereas the remaining candidates are assigned with probability values close to zero. Therefore, a proper spectrum of these probabilities is essential in model selection and would be a suitable measure for the purpose of optimal design as shown in Subsection (2.4). Compared to the hypotheses test this approach can be easily extended to a large number of potential model candidates where all of these candidates are assessed qualitatively, i.e., the selection of the very best model is based on probability values instead of a binary rejection-acceptance decision [3] . Nevertheless, it has to be stressed that the outcome of any model assessment strategy has to be handled with care. Due to measurement imperfections calculated results may be affected by large uncertainties, which prohibit any meaningful inferences as shown in Fig. 7 of Section 3.3.
Optimal Experimental Design
In the previous section different approaches of model selection were introduced. At best, by applying one of these methods the most plausible model candidate is selected for a given set of measurement data. In practice, however, one measurement data set derived from a single experiment might be insufficient to discriminate between rival model candidates properly. Hence, more informative data have to be provided by new experiments. To save time and money these new experiments should be conducted at deliberate operation conditions that were previously determined by a model-based Optimal Experimental Design (OED). Potential operation conditions that can be influenced optimally are initial conditions x(t = 0), the stimulus of the system u(t), and measurement sample time points t k . In what follows, only the stimulus u(t) is optimised. For the purpose of determining suitable operation conditions a cost function J D has to take the differences of the analysed model candidates into account. For instance, a suitable measure of expected model differences is based on the Kullback-Leibler distance (KLD) (Eq.(10)) which is closely linked to AIC [22, 2] . Basically, KLD determines the differences in two probability density functions, i.e., the differences in p(M i ) and p(M j ).
In the context of OED, an stimulus u(t) which is expected to maximise Eq.(10) is defined as an optimal stimulus u opt (t). For all practical purposes, u opt (t) can be determined numerically by evaluating the cost function given in Eq. (11) .
Generally, more than two probability density functions can be compared and incorporated in the optimisation framework by maximising the sum of all combinations of pairwise KullbackLeibler distances. After the model-based optimisation is solved a new experimental run has to be conducted which is steered by u opt (t). The resultant data y data opt (t k ) are used to rerun a hypotheses test or to evaluate Eq. (8) for model selection. These steps of model assessment, determination of informative operation conditions, and conducting new experiments are reiterated until the most plausible model can be selected satisfactorily. Usually, the total number of reiterations is high. One major reason of this undesired feature is imperfection [10, 12] , i.e., the optimally designed experiments are based on imprecise assumptions which are addressed in detail in what follows.
Up to this point uncertainties about estimated model parameters,θ ∼ N (θ, σ 2 θ ), and operation conditions are neglected, although these main sources of uncertainty can strongly influence the outcome of optimal design and model selection. As is well known, measurement noise (t k ) leads to some scatter about identified parametersθ. Consequently, the evaluation of the cost function defined by Eq.(11) at a single point in the parameter space Θ ⊂ R l can be misleading. In the best case, this effect is compensated by the above mentioned reiteration of experimental design and experimental run, i.e., newly generated measurement data y data opt (t k ) are used to refine parameter estimates before any assessment of the model candidates is done. If this cycle is performed several times, the influence of parameter uncertainties is reduced significantly. On the other side, the run of optimally designed experiments comprises inherent uncertainties. The implementation of an experiment at previously determined operation conditions is usually not free of errors, e.g., certain operation conditions are not precisely controllable. Taking into account that most of the treated models are non-linear in their operation conditions, minor deviations of u opt may influence the outcome of an experiment substantially. Further on, optimally designed experiments are non-standard experiments, i.e., for the lab assistants those designed experiments are non-routine jobs and prone to error. In conclusion, an experiment which is optimally designed beforehand may become suboptimal in practice. Consequently, one possible remedy is to make the processes of model selection and OED robust against these uncertainties. Although several methods for this purpose exist they usually fail to treat uncertainties about parameters, as well as about operation conditions. Furthermore, a rerun of experiments is still necessary. An alternative that copes with uncertainties about model parameters and about operation conditions is presented in the next subsection.
Online Optimal Design
As mentioned above, the assessment of model candidates by probability values Π(M i ) is of practical relevance. Utilising statistical information about the model candidates and measurement data these probabilities can be determined directly from Bayes' theorem, immediately after a new measurement data sample y data (t k+1 ) becomes available (Eq. (12)).
The relation of Eq. (12) to Akaike weights defined in Eq. (8) can be found in [2] . Obviously, for the purpose of model selection the probability of a single model candidate should converge to one by incorporating an increased number of data samples iteratively. To steer the process in the desired direction the stimulus of the system u(k) is chosen optimally by evaluating a feasible cost function that takes the current model probabilities into account. A suitable scalar measure of spectrum of the probability values is given by Shannon's Entropy defined by Eq. (13). As desired, the Shannon's Entropy (SE) has a maximum value if all candidates have the same probability and a minimum value if one candidate is assigned by a probability value of one. Consequently, an optimal stimulus u k should increase the difference of Shannon's entropy at the current time point t k and the expected time point t k+1 (Eq. (14)).
The maximum change in entropy D which can be expected from new measurement data is expressed by Eq. (15)- (16) [22] .
Assuming Gaussian probability density functions Kullback's total measure of Information can be expressed by Eq. (17) .
Now, in parallel to the experimental run an optimal stimulus u opt (∆t) at the time-interval ∆t = t k+1 − t k can be calculated by solving the optimisation problem given in Eq. (18) simultaneously. For the sake of simplicity, a piecewise constant input profile is assumed in ongoing optimisations, u opt (∆t) = u const .
arg max
For the purpose of implementation necessary statistics about models M i , as well as about measurement data y data have to be provided. Here, the Kalman Filter is tailor-made and shortly described in the following subsection.
Kalman Filter
At this point, the basics of the Kalman Filter (KF) are presented. For this purpose, only discrete-time systems as indicated by Eq. (19)- (20) are considered.
Further details about KF and its application to non-linear systems can be found in literature [23, 24, 25, 26] . In short, the KF operates in two steps. First it makes some inferences about the process statesx − k+1 and its covariances P − k+1 at some future time point t k+1 shown in Eq. (21)- (22) . This part is known as the prediction step.
Here, Q k is a positive definite, diagonal matrix taking into account model imperfections. In the second step, the correction step, the feedback from measurement data y data k+1 is used to improve these previously done inferences by implementing Eq. (23)- (26) .
where
Here, R k+1 is a positive definite, diagonal matrix taking into account measurement noise. The Kalman Filter can only be implemented successfully if the analysed ODE system (Eq. (19)- (20)) is detectable [24, 25, 26] . For the models in the case study the observability has been verified successfully via a method based on differential algebra [27] .
Overall framework of Online Optimal Design by Kalman Filtering
As stated above, the overall framework of Online Optimal Design can be split into two essential parts, i.e., model discrimination and model assessment. To be more specific, the objective of model discrimination is to provide operation conditions which are expected to facilitate the actual model selection/assessment process. Starting from the current time point t k we are interested in determining a stimulus profile which is likely to increase predicted differences in the analysed model candidates at time point t k+1 by evaluating the cost function given in Eq (18) . In doing so, reliable predictions about simulation results as well as about associated variances are of vital interest. Here, the Unscented Kalman Filter comes into play. In detail, the prediction step of UKF is evaluated for every individual model candidate at the time interval ∆t = t k+1 − t k . This procedure is repeated for different stimulus profiles until the optimiser has found a maximum of Eq. (18) . Thereafter, this optimised input profile is immediately applied to the physical system generating an informative data sample at time point t k+1 . Subsequently, based on this new measurement sample y data k+1 the previous model assessment is recalibrated. In short, the objective of model assessment is to assign every model candidate with a conditional probability value given in Eq. (12) according to the latest measurement data y data (t k+1 ) and a previous assumption about these model probabilities at time point t k . For this purpose one has to quantify the conditional probability density functions p(y data k+1 |M j ); ∀j = 1 . . . M . In [28, 25] it is shown how these probability density functions can be expressed by the process states x k+1 (M j ) of the model candidates at time point t k+1 (Eq. (27)).
Here, η k+1 represents the measurement error and R k+1 the related covariance matrix. As the true states x(t k+1 ) are usually unknown, their estimated counterpartsx(t k+1 ) are used instead, see Eq. (23) for details.
In this case, the measurement residual is defined by r k+1 = y data (t k+1 ) − h(x + k+1 ) and the corresponding residual covariance matrix S k+1 (Eq. (25)). Now the model probability can be determined approximately by Eq. (29) .
The implementation of the overall framework of Online Optimal Design by Kalman Filter is illustrated in Alg.1.
Finally, some general comments about the proposed method of online model selection are given. Obviously, this approach combines advanced algorithms of Kalman Filtering [29] Algorithm 1: Pseudo-code of the online model selection algorithm input : Π(M 1 |y
// Prediction step based on Eq. (21), (22)
10 // Determination (Eq. (16), (17) 
17 // Correction step based on Eq. (23), (24) utilising the latest data sample y data (t k+1 ) Ω with a model selection method which has been successfully applied so far for offline model selection purposes [22] . Here, the essential benefit is the online operation, i.e., the latest measurement data samples are immediately incorporated and the operation conditions are adjusted subsequently in parallel to the experimental run. As a synergy-effect the overall framework of online model selection copes well with serious uncertainties about operation conditions and model parameters. Nevertheless, the presented online model selection approach is affected by shortcomings as well. Firstly, the utilised approach of model assessment might be insufficient. In detail, the applied method is based on model probabilities but to ensure a proper model selection different quantities should be taken into account as well [30, 31] . In this respect, it has to be stressed that any assessment strategy which is based on the differences in simulation results and their associated variances [31, 32, 33] can be applied alternatively. On the other hand, the usage of a Kalman Filter might be delicate in itself. An improper choice of P 0 , Q k , and R k in Eq. (21)- (26) is likely to cause an interruption of the model selection algorithm in total. Here, the applied UKF is known to be quite insensitive in relation to these quantities [34] . If at all necessary, Q k and R k can be adjusted as well in the framework of Kalman Filtering [35, 36, 37] . In practice, the model selection algorithm is most sensitive to the credibility of the prediction step regarding the mean and the variance values of y k+1 (M i ) from time point t k to the predicted time point t k+1 . In detail, a crude approximation of these statistics may lead to a misleading result in model selection. In this context, the UKF has been proved to generate reliable approximations of these statistic values while keeping the computational effort low [26, 38, 29] . Hence, the UKF approach outperforms the standard approach in non-linear filtering, the Extended Kalman Filter (EKF), in the meaning of accuracy. In short, the UKF performs well for many non-linear problems and a vast number of extensions can be found in literature which aim to increase the credibility/robustness of the UKF framework additionally [26, 38, 34] . For instance, the incorporation of constraints [39, 26] which limit the simulations to physical meaningful results, as well as the joint estimation of uncertain model parameters (Sec. 3) improve the overall performance of UKF.
Unscented Transformation
A common but also challenging problem in statistics is the evaluation of random variables by non-linear functions. In detail, we are interested in the behaviour of a function g(·) of a random vector ξ. Usually, the consideration of an entire probability density function p ξ leads to a computational overload. Therefore, focusing on special moments of a probability distribution can reduce the complexity problem while preserving essential information of the random vector ξ. For this purpose, the unscented transformation is suggested in [29] . Here, the so-called sigma points are determined to fit moments of a probability density distribution p ξ . In general, a sigma point SP i (δ i , w i ) consists of a sample that is directly chosen in the random vector space, δ i ∈ R f , and of a related weight w i . Now, an algebraic equations system can be derived to determine a set of sigma points SP that represent certain moments of a random vector ξ. Considering a Gaussian distribution, the random vector ξ is totally characterized by its mean value E[ξ] and its covariance matrix σ 2 ξ . In this case, a set of 2 · f + 1 sigma points is sufficient to describe the random vector, ξ ∈ R f . The generation of sigma points is given below by Eq.(30)-(32).
where σ
is the ith column of the matrix square root and λ = α 2 · (f + κ) − f . The meaning and the influence of α and κ are explained in [29] . Now, every sigma point is evaluated by the non-linear function as shown in Eq. (33) .
The set of transformed points η is used to determine an approximation of the mean and the covariance matrix of the non-linear function (Eq. (34)- (35)).
where the weights w i are given by
The meaning and the influence of β are explained in [29] . In this paper, the unscented transformation is applied to several non-linear mapping problems that are given in the following. a) measurement noise to Akaike weights W(M i )
• ξ is the vector of all available measurement data. If K is the number of measurement time points, ξ has the dimension f = m · K and is given by:
• g(·) stands for the determination of Akaike weights W(M i ), i.e., the complete parameter identification process, as well as the calculation of AIC c (Eq.(6)) are part of the transformation process.
• η is the resulting Akaike weight W(M i ) of model candidate M i , i.e., η = W(M i ). b) state vector x(t k ) to the next time instance x(t k+1 )
• ξ is the vector of all states, i.e., quantities that are described by the ODE system at time point t k , i.e., ξ = x(t k ).
• g(·) stands for the simulation process, i.e., the numerical solution of the underlying ODE system in the time interval ∆t = t k+1 − t k .
• η is the resulting vector of states at time point t k+1 , i.e., η = x(t k+1 ).
• Here, it has be stressed that the unscented transformation is able to treat the measurement noise in a non-linear fashion [34] as well, if necessary. In doing so, this approach performs well even for non-Gaussian and/or non-additive measurement noise.
c) parameter perturbation to simulation result
• ξ is the vector of all imprecisely known model parameters ξ = θ.
• g(·) stands for the simulation process, i.e., the numerical solution of the underlying ODE system.
• η is the resulting vector of the output function at a certain time point, i.e., η(t k ) = h(t k ).
The last application is an essential part in the field of Global Sensitivity Analysis that is described in more detail in the next subsection. In addition, the general applicability of the unscented transformation makes it to an ideal candidate to improve OED in the field of parameter identification [40, 41] .
Global Sensitivity Analysis
Especially for models in systems biology, the influence of different model parameters θ on the model output varies strongly. On the one hand there are parameters θ l ⊂ θ that can be changed by orders of magnitude without notable influence on the dynamic behaviour and on the other hand a slight change of certain parameters θ h ⊂ θ leads to a strong output variation [42, 43] . Evidently, the focus of parameter identification should lie on the latter subset θ h .
To detect the different influence of model parameters θ on y sim (t) related parameter sensitivities have to be determined. If the variation of θ is quite small and their values are almost certainly known, then the sensitivities can be determined by a local method using the sensitivity matrix (SM t k ) as defined by Eq. 39.
Usually, this is not the case and global methods taking parameter uncertainties explicitly into account have to be applied. These requirements are automatically fulfilled by variance based approaches. Treating parameters θ and the output y sim (t) as random variables one is interested in quantifying the amount of variance that each parameter θ i contributes to the variance of the output σ 2 (y sim (t)). The ranking of a parameter θ i is done by the amount of output variance that would vanish if this parameter θ i is assumed to be known. Formally, for every assumed known parameter θ i a conditional variance σ −i 2 (y sim |θ i ) can be determined. The subscript −i indicates that the variance is taken over all parameters other than θ i . As θ i itself is a random variable in reality, the expected value of the conditional variance
where the subscript i illustrates that the expected value is only taken over the parameter θ i . Now, the output variance σ 2 (y sim ) can be separated [44] into the following two additive terms.
The variance of the conditional expectation σ [45] and shall be used in the following for parameter sensitivity analysis.
Usually, the multidimensional integrals, i.e., determining σ 2 (y sim ) or σ 2 (y sim |θ i ), are evaluated by Monte Carlo methods. This is correlated with a high computational effort. To reduce computation cost and to avoid a random exploration of the parameter space R l by using Monte Carlo methods [46] the unscented transformation is used in a similar manner as stated in the previous subsection. Further details are given in [47] .
Case Study
The capability to react on external stimuli by an appropriate response is essential for living cells. Hence, signalling pathways sensing external stimuli, converting them into an intracellular signal that generates a response are of high interest in systems biology. For instance, a malfunction of such a pathway might cause a number of serious diseases. Therefore, a better understanding of underlying processes may lead to novel treatment strategies.
Mathematical modelling and model analysis can play a crucial part in contributing improvements in this field of biology. Consequently, there is a strong need for highly predictive models, i.e, the model must be able to describe the real process quite well even under conditions that were not part of a former parameter identification process. As shown in the previous sections a suitable model structure M i is a prerequisite to fulfil these requirements. The proposed method is demonstrated for a quite common signalling motif, the mitogene activated protein kinase (MAP kinase) [13] . In general, the MAP kinase pathways mediates diverse processes ranging from gene transcription right up to programmed cell death. The cascade consists at least of three enzymes that are activated sequentially allowing a variety of response patterns.
Here, too, the very detail mechanisms of the signalling pathway are unknown. As a consequence several plausible mechanisms can coexist. In the following, three different hypotheses of the MAP cascade are assumed. As indicated by (Fig. 2) these model candidates are different in their topology, i.e., the total number of species, as well as their interactions are not known precisely. In addition to the sequential activation of the three enzymes KKK, KK, and K, two feedbacks are postulated in model candidate M 1 . As shown, the feedback from KKK * to K * includes a forth activation step of an enzyme IP . The model candidate M 2 has a similar topology to M 1 . Here, the feedback from KKK * to K * is simplified, i.e., KKK * and K * are directly linked via a Michaelis-Menten kinetic. Finally, the most simplified representation is given by model candidate M 3 . Here, only the feedback loop KKK * to K * is preserved, whereas the feedback loop KK * to K * is neglected. The related ODE system of each model candidate is presented in the supplements (Tab. A1). Now, the method of online model selection is applied to figure out the most plausible model candidate at three different test case scenarios. In what follows, it is assumed that online measurement data of K * can be provided in principle. With regard to data of the MAP kinase an online protein kinase binding assay was published recently [48] . In addition and without loss of generality, the stimulus is allowed to vary in the range of zero to one, stimulus u(t) ∈ [0, . . . , 1]. In the particular case of MAP kinase, such a stimulus could be physically implemented by ionizing radiation [49, 50] .
Ideal case
In-silico measurement data y data (M j , t k ) are generated by one of the three model candidates M j , ∀j = 1, 2, 3. In fact, this is a very idealized assumption, however, it is helpful to assess the proposed method as the correct result is known in advance. For instance, if model candidate M j provides the data it should be detected as the most plausible one. In the first step, model M 1 is chosen to provide measurement data y data (M 1 , t k ), i.e., the model M 1 acts as a surrogate of a real process. In detail, the data y data (M 1 , t k ) are corrupted by measurement noise (t k ) ∼ N (0, σ 2 . The data cover the activity of the enzyme KK, whereas K * and KKK * are unmeasured. Data sampling is done every 15 minutes, ∆t = t k+1 −t k = 15 min. Now, using a standard optimisation routine (fminsearch from Matlab optimisation toolbox) the differences in the simulation results of y sim (M 2 , t k ) and y sim (M 3 , t k ) to the data y data (M 1 , t k ) are minimized at fixed operation conditions (Tab. A3). The theoretical identifiability of model parameters was checked in advance by a method based on differential algebra [27] . In both cases, estimates of model parametersθ(M 2 ) andθ(M 3 ) can be found that lead to a good agreement of simulation results and data (Fig. 1, Tab. A2) . After the parametrization all model candidates provide a similar input-output behaviour at least at a certain operation condition. At this point, methods of model selection are usually put into operation. In particular, for slightly changed initial conditions (Tab. A3) the online model selection method is applied. To demonstrate the significance of the optimisation step, i.e., maximizing the change in Shannon's entropy, the stimulus is fixed at u = 0.2. Here, the online framework allows only an assessment of the model candidates at given operation conditions (Fig. 3, left column) . Obviously, all three model candidates are able to describe the major trend in the measurement data. Due to the available statistics, model candidate M 3 can be excluded, i.e., it is assigned with a probability value close to zero. On the contrary, the candidates M 1 and M 2 are indistinguishable and in a good agreement to the data. Both candidates are likely to be correct, i.e., M 1 and M 2 possess probability values close to 0.5. Consequently, more effort is needed Table 1 : Online model selection results of different data-generating models to figure out the most plausible model. If we implement now the essential step of entropy maximizing, the following result can be derived (Fig. 3) . The step-wise optimally determined stimulus u opt (∆t) makes all three model candidates distinguishable. After a short time of convergence, model M 1 is preferred as the very best candidate, i.e., M 1 is assigned with a probability value close to one. As the data y data (M 1 , t k ) are provided by model M 1 the online selection method does a good job. Similar results can be derived for different assumptions about the data-generating model (Tab. 1) and (Fig. A1) in the appendix. In all cases, the proposed method of online selection is able to figure out the correct model candidate.
Certainly, one has to comment on the optimised stimulus profiles. For all practical purposes, much simpler profiles would be desirable taking account of limitations of the available lab equipment. In this case, additional stimulus constraints can be easily implemented in the optimisation routine. For instance, the previous model selection task (y data (M 1 )) is repeated assuming a binary stimulus, u opt ∈ [0 0.5]. Caused by the simpler shape of the stimulus profile the discrimination power is reduced (Fig. A2) . More measurement data have to be evaluated until the probability values converge and M 1 is selected correctly as the most plausible one.
Switching model case
Complex systems like living organisms are regulated in a hierarchical manner. There are several regulatory layers that influence each other and usually act at different time scales. By way of example, the stimulus response of a cell is usually determined by the interaction of gene regulation [27, 51] and posttranslational protein modification (PTM) [52] . Strictly speaking, the gene regulation specifies which genes are translated to proteins and which not, whereas PTM defines if synthesized proteins are active or inactive. Frequently, models exist that describe a certain regulatory layer more precisely than other model candidates, whereas different regulatory layers are more appropriately represented by different model candidates. As these regulatory layers are active at different time scales, various model candidates are more suitable at different time intervals. Even such an effect can be detected by the proposed online model selection method. As shown in (Eq. (29)), the determined model probabilities Π(M i , t k ) are functions of time. Consequently, a temporal change in the very best model candidate can be determined. For the purpose of demonstration, an artificial switch in the data-generating process is implemented. At the first time interval, T I 1 = [0 . . . 300] min, the data y data (M 1 , t k ) are provided by model M 1 , whereas at T I 2 = [300 . . . 600] min the in-silico data are y data (M 2 , t k ) generated by model M 2 . In this case, the proposed method is able to detect the switch in the data, see Fig. 4 for details. Again after a short time of convergence model M 1 gets a probability value close to one at T I 1 . After the switch to y data (M 2 , t k ), the candidate M 2 is assigned by a probability value close to one at T I 2 with a delay of a few data sample points. Simulations are done at operation conditions given in Tab. A3. If such a change in model preferences is observed in practice, additional modelling effort is needed. Obviously, none of the considered model candidates is capable to represent the real process consistently over the entire experimental run. Hence, new model candidates have to be derived, e.g., a merging/averaging of the existing candidates may generate more suitable model candidates. Alternatively, new model hypotheses have to be derived all over again [31] .
True-to-life case
In the previous cases it was assumed that the measurement data were generated by one of the model candidates, i.e., the true model is part of the selection process. In practice it would mean that one model candidate describes the physical process perfectly -a quite idealized assumption. A more true-to-life case represents the following scenario. Here, a master model is used to generate in-silico measurement data y data (M M aster , t k ). In doing so, such a model is not part of the set of potential model candidates, it is only used as a surrogate of the actual process. In detail, model M 1 is applied as the master model and the models M 2 and M 3 are left as two different hypotheses about M 1 . Another crucial point in practice is the influence of parameter uncertainties. In principle, a correct model candidate can be excluded from the set of candidates due to a imprecise parametrization. To make the model selection process robust against these parameter uncertainties is a challenging task. The proposed online selection method compensates minor uncertainties of model parameters by the correction step of the Kalman Filter. To tackle also serious uncertainties of important model parameters θ h one has to slightly modify the implementation as described in what follows.
In a first step, the most sensitive parameters θ h have to be determined. Using formulas of Section 2.8 the Sobol' indices of parameters related to M 2 and M 3 are calculated (Fig.  5) for a relative parameter perturbation of 20% at fixed operation conditions (Tab. A3). Obviously, the two parameters k 1 and k 11 are the most sensitive parameters in both model candidates. These two parameters are now added to the states x(t) of the related ODE systems (Tab. A1), i.e., the two most sensitive parameters are estimated explicitly during the Kalman Filtering process. For demonstration purposes, k 1 and k 11 are changed to k c 1 and k c 11 (Tab. A3). Now, an online selection run is conducted without any parameter correction as shown in Fig. 6 . Due to the wrong parametrization model M 2 is not able to follow the major trend in the measurement data, i.e., model M 3 is preferred and gets a probability value close to one. A look to the topologies given in Fig. 2 shows that in this case the feedback from K * to KK * is overlooked. If we allow now the parameter correction, the model candidate M 2 is assigned by a probability value close to one after short time of convergence. The topologies of M 2 and of the "real process" M 1 are in good agreement, i.e., both comprise the two feedback structures. Here, too, the proposed method is able to figure out the most plausible model candidate. Nevertheless, there is no guarantee of a proper result, i.e., if a system cannot be excited sufficiently or the measurement imperfection is too dominant, the online selection process is likely to fail. In general, no method of model selection is free of this shortcoming. For instance, the presented AIC's weights W(M) i are strongly influenced by measurement noise η(t k ). Consequently, W(M) i should be handled as random variables instead of single scalar values. In that case the additional information of the variance of W(M) i is helpful to take the measure of confidence about W(M) i . In Fig. 7 the expected value of W(M) i , as well as its confidence region are illustrated. Here, the stimulus is fixed to 0.6 and the statistics about W(M) i are determined for increasing measurement noise levels σ 2 y . Obviously, the expected value of W(M) i is strongly affected by σ 2 y . Even under the assumption of almost noise-free data the confidence interval is still large prohibiting meaningful inferences.
Conclusion
A particular advantage of the presented framework of online model selection is the immediate incorporation of measurement information as soon as it is generated from the experimental run. Therefore, much more information can be efficiently aggregated from a single experiment. In this way, the overall model selection process copes well with serious but usually non-considered uncertainties:
(i) Designed as an online approach it makes succeeding experiments redundant. At least, the total number of additional experiments can be reduced significantly. Consequently, one major source of uncertainty, i.e., to put optimally designed experiments into practice, is addressed successfully.
(ii) Minor uncertainties, e.g., uncertainties of initial conditions and of less sensitive model parameters, that would have an undesired influence of optimal experimental design are compensated due to the correction step of the Kalman Filter.
(iii) Sensitive model parameters are the principle reason that even an optimally designed experiment is suboptimal in itself due to vaguely known model parameters. The joint determination of an optimal stimulus u(∆t) and the estimation of sensitive model parameters make this approach particularly well suited to biological application. Furthermore, the proposed method is flexible enough to detect fundamental changes in measurement data. Different plausible model candidates at different time intervals can be determined. Table A3 : Operation conditions at different scenarios. Here, I is the n × n identity matrix.
