Given a simple graph G = (V, E) and a set of sources S ⊆ V , denote for each node v ∈ V by L (∞) v the lexicographically ordered list of distance/source pairs (d(s, v), s), where s ∈ S. For integers d, k ∈ N∪{∞}, we consider the source detection,
INTRODUCTION
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To motivate the source detection task, and illustrate its scope of applicability, let us discuss two application domains where this task can be utilized. The first is the construction of shortest-path spanning trees, which is one of the most fundamental problems in algorithmic graph theory. Shortestpath spanning trees, and breadth-first search (BFS) trees in the special case of unweighted graphs, play a key role in a wide variety of applications in graph algorithms, communication networks, distributed and parallel computing, and many other areas of computer science. In many cases one is interested in but one complete shortest path (or BFS) spanning tree. Nevertheless, frequently some other variant is in demand. In particular, for certain applications one is interested in finding all shortest path trees (or BFS trees) of the given graph, one for each source node. In other applications, one is interested in a partial shortest path tree (or BFS tree), e.g., one spanning all nodes at distance up to d from the source. A basic task encompassing all of the above variants of the problem is the multiple source partial BFS trees problem. This problem is characterized by two parameters: a subset S ⊆ V of source nodes, and an integer d. The problem is to construct, for each source node s ∈ S, a partial BFS tree T d s spanning all the nodes at distance at most d from s. Clearly, this problem can be cast as a special case of the source detection task.
A second application domain concerns fault-tolerant centers and facility location problems. Consider a setting where it is necessary to place some service centers, or production facilities, in some of the nodes of the graph at hand. Those centers are planned to provide certain crucial services to some other nodes of the network, acting as clients. A client v ∈ V selects the nearest server, ϕ(v), and gets served by that server. Hence the relevant efficiency measure is the distance d(v, ϕ(v)) from v to its designated server (or sometimes the product of that distance times the demand issued by v). Hence it is important to optimize the spread of servers in the network. The problem of selecting locations for centers or facilities is typically NP-hard, and is not considered here. Rather, we are concerned with the situation after a set S of service centers has already been fixed. Let us further concentrate on a scenario where service centers might occasionally fail, forcing their clients to re-compute their choice of a temporary designated server. In network settings, where such failures occur frequently, it may be important to devise an efficient distributed algorithm for re-computing the assignment of centers to clients. In particular, one solution approach would be to prepare to the eventuality of (up to f ) failures of centers by requiring each client node to learn in advance a list of the f + 1 service centers closest to it, so that in case some of its closest centers fail, it may switch without delay to using the next closest center. (Here we assume that failures make a center incapable of providing service, but the associated network node can still be used for communiation.) This fault-tolerant centers problem maps to (S, ∞, f + 1)-detection. If, in addition, clients refuse using very distant centers, then a threshold d, which is smaller than the diameter D of the network (namely, the maximum distance between network nodes) may be imposed on the maximum allowed service distance, yielding an instance of the (S, d, f + 1)-detection problem.
The complexity of the source detection task clearly depends on the model at hand. Here we focus on the CON-GEST model (cf. [19] ), formally defined in Section 3, which takes bandwidth limitations into account. The source detection task has a straightforward optimal algorithm in a distributed model with no bandwidth limitations, such as the LOCAL model (which is identical to the CONGEST model except that it imposes no restrictions on the size of messages). Our main goal in this paper is to develop a timeefficient distributed algorithm for the (S, d, k)-detection task, and in turn, for the multiple source partial BFS trees problem, in the CONGEST model, where bandwidth is limited. It is noteworthy that as a byproduct of our technique, one may also compute for every node v the next hop on the shortest paths to its sources. This makes our algorithm a powerful tool for computing or approximating the network diameter, routing, and many other related tasks.
Contributions
Our main contribution is the introduction of the basic paradigm of (S, d, k)-detection in networks and an efficient distributed algorithm for solving it in the CONGEST model in time min{d, D} + min{k, |S|} (Section 4). In contrast, solving (S, d, k)-detection using existing techniques results in time complexity Ω(|S|). Hence, we obtain improvements of Θ(n) for extreme cases (where n is the number of nodes in the network). Note that the time complexity of our solution is not asymptotic, and the dependency on d and k is optimal due to a trivial lower bound. (With respect to k this bound requires that only one identifier fits into a message; otherwise the lower bound, as well as the upper bound of the algorithm, decrease by the respective factor in the k-summand.) Even for the special case of (S, ∞, ∞)-detection (or, equivalently, (S, D, n)-detection), the appealing simplicity of our approach therefore results in (1 + o(1))-optimal solutions for several tasks granted that log D ∈ o(log n).
1 While this is a mere constant-factor improvement over the results from [15, 20] , we consider it valuable because it affects the complexity of some fundamental tasks. We further motivate this result by leveraging it for applications in Section 5:
• All-to-all shortest paths and diameter: Each node needs to learn the distance and next routing hop to each other node. From this information one can also compute the diameter in O(D) time. Variations of this problem result from considering different wakeup mechanisms. In all cases, we obtain a deterministic (n + O(D))-round solution.
• 3/2-approximation of the diameter: The task is to compute an estimateD of the diameter in the range [2D/3, D]. Utilizing our solution for (S, d, k)-detection, this can be done by a randomized algorithm within O( √ n log n + D) rounds.
• Approximation of all-to-all shortest paths: Here it is required to construct a mechanism allowing all nodes to determine the next routing hop on a path that is at most by some multiplicative stretch factor longer than a shortest path to the destination. Furthermore, we allow assigning (new) labels to the nodes, replacing their identifiers, as otherwise nodes cannot learn the entire namespace quickly. For any γ ∈ {1, . . . , log n}, it is possible to construct such a mechanism ensuring stretch O(γ) by a randomized preprocessing algorithm requiringÕ(n 1/2+1/γ + D) rounds.
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• Compact Routing: The task is the same as in the previous case, but we now also ask for low memory requirements by the routing tables. We can construct such compact routing tables achieving stretch O(γ 2 ) and using O(n 1/γ log O(1) n) memory by a randomized preprocessing algorithm requiringÕ(n 1/2+1/(2γ) + D) rounds.
• Constructing 2-additive spanners: We seek to select a small subset of the edges so that in the resulting graph, distances do not increase by more than 2. We obtain a randomized construction of running time O( √ n log n + D) that produces 2-additive spanners with O(n 3/2 log n) edges.
For all the listed tasks, previous solutions exist, but are slower than the ones we provide. In addition, in many cases our approach simplifies the resulting algorithms. All randomized constructions succeed with high probability. Before presenting our algorithm for (S, d, k)-detection, we discuss related work in the following section and introduce the system model in Section 3.
RELATED WORK
The all-pairs shortest path (APSP) problem has been studied extensively in the sequential setting, and was also given several solutions in the distributed setting [3, 8, 14, 16, 23] . The algorithm of [16] is fast (O(n) time) but involves using large messages, hence does not apply in the CONGEST model. The algorithm of [3] uses short (O(log n) bits) messages, hence it can be executed in the CONGEST model, but it requires time O(n log n), and moreover, it applies only to the special family of BHC graphs, which are graphs structured as a balanced hierarchy of clusters. Most of the distributed algorithms for the APSP problem aim at minimizing the message complexity, rather than the time. The algorithm of [14] requires time O(n 2 ). In the CONGEST model, a trivial lower bound of Ω(n) applies, which has independently been asymptotically matched by two algorithms [15, 20] . Our solution improves on these works in that we achieve an optimal multiplicative constant with respect to n.
Note that the network diameter can easily be computed exactly by first solving the APSP problem. It was shown in [12] that, in the CONGEST model, computing the exact diameter requires timeΩ(n); this nontrivial lower bound holds even for networks of constant diameter. Hence these results also imply near-optimal algorithms for computing the exact diameter in the CONGEST model. In the LOCAL model, computing the diameter exactly trivially requires exactly D rounds (using large messages). An efficient algorithm for doing this in O(D) rounds (using O(n log n) bit messages) is found in [2] .
Similar to the exact setting, an approximation of the diameter can be obtained by any algorithm that computes an approximation of APSP (see for example [4, 9, 10] ). A sequential algorithm that approximates the diameter in weighted directed graphs inÕ(n 2 + |E| √ n) steps was presented in [1] . This algorithm returns an acyclic path of length at least 2D/3. It has been leveraged for computing a distributed 3/2-approximation in the CONGEST model inÕ( √ nD) randomized rounds [20] . An algorithm that computes a (1 + )-approximation of the diameter in time O(n/D + D) was presented in [15] , and combining these two algorithms yielded a randomized 3/2-approximation within time O(n 3/4 + D). This running time was very recently improved toÕ( √ n + D) by the authors of [15, 20] , relying also on a new result of [22] . The same result follows from our technique, solely relying on the original algorithm from [1] , and with a smaller leading constant factor. These results are tight up to a factor of O(log 2 n), as is shown in [12] : even approximating the diameter by a factor of 3/2 − may sometimes requireΩ( √ n) time, for any constant > 0. (In contrast, a 2-approximation for D is easily computed in time O(D) by constructing one BFS tree and measuring its depth.)
Our results with respect to approximation of all-to-all shortest paths build on recent results for this problem in weighted graphs [18] . Specialized to the unweighted case, our solution to (S, d, k)-detection can replace a subroutine from [18] in order to achieve a stretch of O(γ) within timẽ O(n 1/2+1/γ + D). This notably improves the trade-off between stretch and running time; for the same running time bound, the stretch guarantee is O(γ log γ) for the algorithm from [18] . In contrast to the results discussed above, this non-constant improvement of the running time cannot be achieved by previous algorithms for building multiple BFS trees concurrently. The latter is due to the fact that the algorithm from [18] requires to build partial trees only, i.e., k n in the corresponding instances of (S, d, k)-detection. The same holds for our statement on compact routing, where we also build on [18] ; however, [18] itself does not provide a result regarding compact routing, as we need to exploit that distances are unweighted in order to store routing paths efficiently in a distributed manner. Both the shortest paths and the compact routing problems have been studied extensively (cf. [4, 6, 13, 17, 19, 21, 24] and references). However, most previous work on these problems either focused on efficient performance (stretch, memory) and ignored the time-efficiency of the preprocessing stage, provided time-efficient seqential (centralized) preprocessing algorithms, or gave time-efficient distributed algorithms in the LOCAL model (which allows unbounded message size).
There are essentially three known constructions for additive spanners. Constructions for 2-additive spanners with O(n 3/2 ) edges were presented and expanded in [1, 9, 11, 21, 25 ]. An efficient construction for 6-additive spanners with O(n 4/3 ) edges was later presented in [5] . Recently, a construction for 4-additive spanners with O(n 7/5 ) edges was presented in [7] . In the distributed case, the construction for 2-additive spanners requires to concurrently build O( √ n) complete BFS trees. Hence, it can be implemented in the CONGEST model utilizing the results from [15] iñ O( √ n + D) randomized rounds. Again, employing our routine yields the same result, but with a smaller multiplicative constant in the dominating term of the running time.
MODEL
We follow the CONGEST model as described in [19] . The distributed system is represented by a simple, connected graph G = (V, E) of n = |V | nodes. Each node v ∈ V has a unique identifier of O(log n) bits that we identify with the node, i.e., v denotes both the node and its identifier. Communication is synchronous; in each round, each node v ∈ V can send a (possibly distinct) message comprising O(log n) bits to each of its neighbors Nv = {w ∈ V | {v, w} ∈ E}. Initially, node v ∈ V is aware of Nv only. In the case of randomized algorithms, each node has access to an independent, infinite, and unbiased source of random bits.
We use the following additional notation. A path p of length d is a sequence of nodes (v0, . . . , v d ) satisfying that {vi−1, vi} ∈ E for all i ∈ {1, . . . , d}. For v, w ∈ V , let d(v, w) denote the minimal length of any path from v to w. The diameter of the graph is then D = maxv,w∈V {d(v, w)}, the maximum distance between nodes in the graph.
We consider a setting where a subset S ⊆ V of the nodes in the graph is marked as source nodes. In the distributed context, each node v maintains a variable sv set to sv = v if v ∈ S and sv = ⊥ otherwise. Given a node v ∈ V , the S-proximity-list (or simply
, is the (ascending) lexicographically ordered list of pairs (d(v, s), s), for every s ∈ S. Here, by ascending lexicographical order we 
DETECTING NEARBY SOURCES
In this section, we present an efficient deterministic algorithm for the source detection task. The (S, d, k)-detection problem requires that each node v ∈ V learns the first
, either all sources up to distance d or just the k closest ones, if there are too many).
In absence of restrictions on bandwidth, the straightforward distributed implementation of the classical BellmannFord algorithm matches the requirements of this problem perfectly. Each node v maintains a list Lv of the distance/ source pairs that it knows about. The list is initially empty if sv = ⊥ and contains (0, sv) otherwise. In each round, each node v broadcasts Lv. Upon reception of such a message, for each received pair (ds, s) for which there is no own pair (d s , s) ∈ Lv, it adds (ds+1, s) to Lv. After d rounds, v knows the sources within distance d from itself, and their correct distance; thus it is able to order the source/distance pairs correctly. This approach results in concurrently constructing BFS trees for all sources s ∈ S up to depth d. (Note that the algorithm as presented does not store the parent of each node, but the respective modification is trivial.)
The situation gets more involved if nodes may only send O(log n) bits in each round, as this implies that they can communicate only a constant number of entries out of each list per round. Trivially, one can simply dedicate |S| rounds to the simulation of a single round of the unconstrained algorithm. This results in a running time of O(|S|d) for an algorithm solving (S, d, k)-detection for arbitrary k. More generally, sending only the k ∈ N smallest distance/source pairs (according to the lexicographical order) solves (S, d, k)-detection in kd rounds (cf. [18] ).
Observe, however, that a trivial lower bound of d + k − 1 holds if one can send only one identifier per round. To see this, consider a chain of nodes of length d − 1 and append k sources to one of its endpoints; since the other endpoint needs to receive the k source identifiers sequentially and the first one arrives no earlier than round d, the lower bound follows.
In light of this lower bound, the question arises whether one can solve the task in O(d + k) rounds in the CONGEST model. Clearly, such an improved time bound requires a more sophisticated strategy, as resending the entire list Lv is wasteful if there are no relevant updates. In [15, 20] , n BFS constructions are started in a staggered fashion, essentially ensuring that on each round, at most one update needs to be sent on every edge. In [15] , a second algorithm resolves this issue slightly differently, by giving the updates preference according to the (total) order of source identifiers and requiring that in each iteration only one update is transmitted over each edge, i.e., for nodes v and w ∈ Nv either v sends an update to w or vice versa, not both. It is shown that this ensures that each node will receive accurate distance information for each source with the first update it receives regarding the respective source. Neither of these strategies is sufficient to achieve a complexity bound of O(d + k) for the (S, d, k)-problem for the entire range of parameters, though, as they use the identifiers as the primary means of ordering, rather than the distances.
Consequently, in this paper we use the arguably even simpler mechanism that assigns priorities according to distance: In each round, each node v just sends to all neighbors the smallest pair in Lv that it has not transmitted yet. Note that this entails that a node might possibly send multiple updates regarding the same source, each notifying its neighbors that it learned that the respective source is in fact closer to it than previously announced. The pseudo-code of this approach is given by Algorithm 1.
We first establish correctness of the algorithm, by arguing that eventually the lists Lv do not change any more, and this final state must satisfy that all source/distance pairs reflect actual distances in G. In order to formalize this statement, denote by L 
For each s ∈ S, it can add at most n − 1 pairs (ds, s) to Lv during the course of the algorithm, and for each pair, it will initialize sentv(ds, s) to false and set it to true at most once.
Now consider a round r in which no node modifies the contents of its variables; we just showed that such a round exists. In particular, no node sends a message (as this results in modifying the respective sent variable), implying that the same must hold for the next round (because no node v had an unsent entry in Lv, and contents of variables did not change). Consequently, no node v adds an entry to Lv in round r + 1, implying that no variables are changed in this round either. Repeating this argument inductively, we see that for the minimal round r0 in which no variables change, it holds that the algorithm has reached a steady state in which all local variables, in particular the lists Lv, become invariant.
It remains to show that for all s ∈ S and v ∈ V it holds that (d(v, s), s) ∈ L (r 0 ) v (this is sufficient because (·, s) is deleted from Lv before adding such an entry). We first prove that we have (ds, s) ∈ L (r 0 ) v with ds ≤ d(v, s). To see this, consider a shortest path (v0 = s, v1, . . . , v d(v,s) = v) from s to v. Since s initializes Ls to (0, s) and sent(0, s) to false, it will send (0, s) in the first round. We claim that each node vi, i ∈ {1, . . . , d(v, s)}, will eventually receive a message (di−1, s) with di−1 ≤ i − 1. This follows by induction anchored at i = 1, where the step consists of observing that if vi receives (di−1, s), it must have already sent or will eventually send a message (di, s) with di ≤ di−1 + 1.
To complete the proof, we now show that also ds ≥ d(v, s). At initialization, the contents of all lists satisfy that they represent accurate distance information, i.e., for the pairs (0, s) ∈ Ls, s ∈ S, it holds that 0 = d(s, s). Hence, assume for contradiction that the claim is false and suppose that v is a node that adds (ds, s) with ds < d(v, s) to Lv in a minimal round r ≥ 1. It follows that v received a message (ds − 1, s) from some neighbor w ∈ Nv. Thus, this neighbor added (ds − 1, s) to Lw in an earlier round (or at initialization). However, since d(w, s) ≥ d(v, s)−1, it follows that there is an earlier violation of the claim, contradicting the assumption that r is minimal (or the observation that at initialization the claim holds). Thus indeed ds = d(v, s) for all (ds, s) ∈ L (r 0 ) v , v ∈ V , concluding the proof. Algorithm 1: DBF(S): Distributed Bellmann-Ford at node v ∈ V . Each node initially only needs to know whether it is in S itself. As stated, the algorithm does not terminate. The local termination condition depends on the application and is discussed later on. Since the algorithm accepts that we might "waste" messages by sending updates that contain incorrect distance information, we need to show that there are not too many such wasted messages. As the previous lemma shows that eventually the algorithm determines correct values, this can be rephrased in terms of bounding the number of rounds for which the k smallest entries of Lv might change. To this end, for an entry (ds, s) ∈ L Proof. Clearly, if (i) holds in round r ∈ N, then (ii) also holds in round r because nodes increase ds by 1 upon adding pairs to Lv. Moreover, (i) is trivially satisfied in round 1, as
v (ds, s) ≥ 1 for all v, ds, r, and s. Hence, in order to prove the claim, assume for contradiction that there is a minimal round r > 1 such that (i) is violated, while (ii) holds for all rounds r < r.
Thus, some node v ∈ V sends a message (ds, s) with
v (ds, s) < r in round r. Note that ds = 0, i.e., (ds, s) is not one of the entries of Lv at initialization since these are all sent in the first round. This implies that v has added (ds, s) to Lv in some round 1 ≤ r < r. Because 
However, since (d s , s ) must be lexicographically smaller than (ds, s), we have that
Overall, we arrive at the contradiction that
where the last step once more applies the fact that Together, both lemmas show that the algorithm is a nearoptimal solution to the (S, d, k)-detection problem. We conclude this section with two remarks. First, the proof of Lemma 4.2 can be generalized to show that if up to α ∈ N list entries are sent in each round, then node v will not add pairs with (ds, s) + (r) v (ds, s)/α ≤ r to Lv in round r. Therefore, if α list entries may be sent, then (S, d, k)-detection can be solved within min{d, D} + min{k, |S|}/α rounds. Likewise, we have a trivial lower bound of d + k/α for (S, d, k)-detection in this setting. Our technique is thus, up to the bits encoding the distance information ds for an entry (ds, s), optimal for the entire parameter range. In particular, if log D ∈ o(log n), then it is (1 + o(1))-optimal for arbitrary message size.
Secondly, the algorithm can be generalized to permit that subsets of nodes are identified into a single "source cluster" s ∈ S. This is done simply by passing all nodes v in cluster s the input sv = s. The feasibility of this modification follows from a simple simulation argument given in [18] that also applies in the unweighted case.
APPLICATIONS
In this section, we present applications of our solution to the generic (S, d, k)-detection problem.
Exact All-to-all Shortest Paths and Diameter
In the distributed version of the all-to-all shortest paths problem, we require that each node v learns for each other node w the next routing hop on a shortest path to w. This is equivalent to constructing for each node v a BFS tree rooted at it. The diameter then can be determined as the maximum of the depths of the trees. These tasks can be solved efficiently by means of Algorithm 1.
Corollary 5.1. All-to-all shortest paths routing tables can be constructed in n + O(D) time by a uniform algorithm (i.e., n and D are initially unknown to the nodes).
Proof. With a slight modification of Algorithm 1, constructing BFS trees rooted at the sources comes for free: Instead of adding pairs (ds, s) to the list Lv, node v stores triples (ds, s, p), where the sender p of the message (ds −1, s) causing the triple to be stored becomes the parent of v in the BFS tree rooted at s; p then is the next routing hop from v to s.
To solve the problem, we first construct a single BFS tree rooted at some node r (e.g., the one with smallest identifier), determine its depth (i.e., a 2-approximation of D) and count the number of nodes, and finally distribute these values to all nodes. This can be done by standard techniques in O(D) rounds (even with asynchronous wake-up). Subsequently r initiates a run of (the modified version of) Algorithm 1 (another D rounds) with S = V that is stopped at all nodes after n +D rounds, where D ≤D ≤ 2D is twice the depth of the BFS tree rooted at r. By Theorem 4.4, all nodes will have accurate distance information on all other nodes, i.e., all constructed trees are indeed complete BFS trees. Proof. We construct for each node a BFS trees as in the previous corollary. Note that along with their parent with respect to each root, nodes store the distance to this parent. We collect D = maxv∈V {maxs∈V {d(v, s)}} over the BFS tree rooted at r and distribute it to all nodes. As this takes at most 2D rounds, by the previous corollary the overall running time is n + O(D).
3/2-Approximation of the Diameter A deterministic centralized algorithm computing a 3/2-approximation to the diameter is given in [1] . A randomized distributed implementation of this algorithm in the CON-GEST model that runs inÕ( √ nD) rounds with high probability 3 (w.h.p.) is presented in [20] . This running time was very recently improved toÕ( √ n + D) by the authors of [15, 20] , relying also on a new result of [22] . The same result follows from Algorithm 1 in a simpler way and with a smaller leading constant factor. Proof. For a parameter σ ∈ {1, . . . , n}, the algorithm of [1] operates as follows.
1. For each node v ∈ V , compute the partial BFS tree consisting of the σ nodes closest to v.
2. Select a vertex v0 whose partial BFS tree is deepest.
3. For each node in the partial BFS tree of v0, construct a complete BFS tree.
4. Select a subset W ⊆ V such that each node has a node from W among its σ closest nodes.
5. For each node w ∈ W , construct the complete BFS tree rooted at w.
6. Output 3/2 times the maximal depth of all constructed partial and complete BFS trees.
As explained before, nodes can obtain n and a 2-approximation of D in O(D) rounds. Thus, each node can compute the choice σ = √ n log n . By Theorem 4.4, running Algorithm 1 with S = V for 2σ rounds (with the modification from Corollary 5.1) is sufficient to determine, at each node, the distances to the closest σ nodes; we will see that there is no need to explicitly construct all partial BFS trees. Taking the maximum such distance over all nodes, we can select and publish v0 (using a convergecast over the distinguished BFS tree we already used to determine n and a 2-approximatioñ D of D). Since v0 already knows its closest σ nodes and the next hop on a shortest path to them, informing all σ nodes in its partial subtree of their membership can be performed within another 2σ rounds (the depth of the tree is at most σ and at most σ messages need to be sent over each edge). Completing the third step of the algorithm thus can be done by calling Algorithm 1 with the nodes in the partial BFS tree of v0 as source set S and terminating the instance after σ +D rounds.
For the fourth step, we simply select each node with uniform and independent probability O(log n/σ). As each node could be covered by σ + 1 nodes, by Chernoff's bound all nodes are covered and |W | ∈ Θ(n log n/σ) w.h.p. Consequently, Theorem 4.4 shows that running Algorithm 1 a third time with source set W for O(n log n/σ) +D rounds will, w.h.p., for each w ∈ W correctly construct the complete BFS tree rooted at w. Finally, the last step of the algorithm is done by a convergecast and flooding on the initially constructed distinguished BFS tree.
Overall, we obtain a running time of O(σ + n log n/σ + D) = O( √ n log n + D) w.h.p. Since, w.h.p., our algorithm performs the same steps as a correct execution of the centralized algorithm of [1] , the approximation ratio follows from the analysis of [1] .
Approximation of All-to-All Shortest Paths
In [18] , it is shown how to distributedly construct routing tables for approximate all-to-all shortest path, where the actual routing path may be longer than an optimal one by a multiplicative stretch. The bounds in [18] hold for the weighted case, i.e., there is a non-negative cost incurred by each traversed edge. A central subroutine employed in this work is a solution to (S, d, k)-detection with certain parameters, and the utilized subroutine is the aforementioned trivial translation of the Bellmann-Ford algorithm to the CON-GEST model of running time O(dk). As a result, [18] needs to overcome the obstacle of the multiplicative running time by a fairly involved construction. This comes at a cost: For an overall running time bound ofÕ(n 1/2+1/γ + D), the algorithm incurs a stretch of O(γ log γ) and has the disadvantage that the destination's label must be known in order to find a routing path of bounded stretch;
4 the latter issue can be resolved, however only by suffering a much larger stretch of O(γ 3 ). For the unweighted case, the improved performance of Algorithm 1 permits to construct the required structure, ensuring a stretch of O(γ), inÕ(n 1/2+1/γ + D) rounds.
Corollary 5.4. InÕ(n 1/2+1/γ +D) rounds, one can assign a unique label ψ(v) of size O(log n) to every node v and construct routing tables, so that for each label ψ, w.h.p. the routing tables indicate a routing path to the node w with ψ(w) = ψ that is at most a factor O(γ) longer than the shortest path between v and w. Moreover, the set of labels is {1, . . . , n}.
Proof. The construction in [18] combines a short-range and a long-range scheme. Using Algorithm 1 one can reduce the number of levels in the hierarchical short-range scheme to one as follows. The goal of the short-range construction is to provide a (small) top-level set of skeleton nodes S and, for each pair of nodes v, w ∈ V that are not sufficiently far apart to suffer only a constant stretch when routing via the closest nodes in S, to provide appropriate routing paths.
The set S is a uniformly random subset of V and therefore, if each node knows how to route to the O(n log n/|S|) nodes closest to it, there will be a node from S among these w.h.p. With Algorithm 1 at hand, we can achieve this in O(n log n/|S|) rounds using source set V (as already used in the proof of Corollary 5.3). If node v now cannot route to some node w using this information, it follows that its closest node sv ∈ S is closer than w. Moreover, the closest node sw ∈ S to w satisfies that d(w, sw) ≤ d(w, sv) ≤ 4 The algorithm needs to assign new labels to the nodes, as otherwise it is infeasible to achieve a running time that is sublinear in n on all graphs of D ∈ o(n) [18] . w) ; another application of the triangle inequality shows that d(sv, sw) ≤ 4d(v, w). Therefore, routing via sv and sw incurs a constant stretch.
The remaining ingredients to the routing scheme (relabeling of the nodes and constructing the routing paths from v to sv, sv to sw, and sw to w) can be taken from [18] without modification (where we use the variant that assigns labels 1, . . . , n from Theorem 5.9). In particular, the issues regarding the constructed labels that arise from the use of multiple levels in the short-range scheme are trivially resolved.
Compact Routing Tables
In [18] , a variant of the routing scheme is used to compute distance sketches of size O(n 1/γ log O(1) n), computing labels such that each node v, given the label ψ(w) of another node w, is capable of computing an O(γ 2 ) approximation of the distance d(v, w). Because [18] considers weighted distances, the approach does not yield full-fleged, memoryefficient routing tables. The main obstacle preventing this is that in the weighted case, if a shortest path from v to a node w that is one of its k closest sources within d hops goes via u ∈ Nv, this does not imply that w is among the k closest sources within d hops of u as well: Since edge weights are arbitrary, there could be a lot of sources that are exactly d and d + 1 hops away from u and v, respectively, but are among the sources closest to u in terms of weighted distance. This requires storing routing pointers for each iteration of the used variant of the Bellman-Ford algorithm, resulting in memory requirements ofΘ(dk). This is not true for the unweighted case: If u is the next hop on a shortest path from v to w, and (d(u, w ), w ) < (d(u, w), w) (i.e., w is closer to u than w), then it follows that (d(v, w ), w ) ≤ (d(u, w ) + 1, w ) < (d(u, w) + 1, w) = (d(v, w), w). Thus, if w is among the k sources closest to v and u is the next routing hop according to (the modified version of) Algorithm 1, then w is also among the k sources closest to v. Hence, storing routing pointers for the k first entries of the final lists Lv when calling (the modified version of) Algorithm 1 is sufficient for routing purposes.
Corollary 5.5. For any integer γ ∈ {1, . . . , log n}, iñ O(n 1/2+1/(2γ) + D) rounds it is possible to compute labels of size O(γ log n) for each node and routing tables of size O(n 1/γ log O(1) n) with respect to these labels at each node v that enable routing with stretch O(γ 2 ) w.h.p.
Proof. We follow the strategy of Theorem 5.1 from [18] , augmenting the distance sketches by the required routing information (cf. Corollary 4.20 in [18] ). For routing, one needs to store the next routing hop for each node detected by a call to (the modified) Algorithm 1, which by the above reasoning requires up to O(n 1/γ log O(1) n) memory bits for each of the γ ≤ log n calls, and O(γ log O(1) n) bits in order to permit routing from the nodes that are higher in the hierarchy to the nodes for which they serve as landmarks (see [18] for details; this component remains unchanged).
2-Additive Spanners
A spanner for a given network is a (sparse) spanning subgraph enjoying certain useful properties. Spanner constructions are often based on building (complete or partial) BFS trees in the network. As a concrete example, consider additive spanners. An α-additive spanner H for the graph G is a spanning subgraph with the property that for every two nodes v and w the distance between v and w in H is at most α greater than their distance in G.
The well-known construction for 2-additive spanners [1, 9] is based on two main components. The first involves including in the spanner H all edges incident to nodes of degree at most √ n. This is a local step requiring no communication. The second component requires selecting (say, uniformly at random) a set of nodes M in the graph, of size |M | = O( √ n log n), and constructing a (complete) BFS tree from every source s ∈ M . This part of the distributed construction dominates the total cost. A naive distributed implementation for this construction in the CONGEST model might cost O(D √ n log n) time in an n-node network of diameter D. Using the techniques of [15] , the distributed time complexity of 2-additive spanner construction can be reduced to O( √ n log n + D). The same time bound (with a better leading constant) can be achieved using our efficient procedure for multiple source partial BFS tree construction.
Corollary 5.6. For any graph G, an additive 2-spanner of G can be constructed in the CONGEST model within O( √ n log n + D) rounds w.h.p.
