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NONEXISTENCE OF EXTREMIZERS FOR CERTAIN CONVEX
CURVES
DIOGO OLIVEIRA E SILVA
Abstract. We establish the nonexistence of extremizers for a local Fourier restriction
inequality on a certain class of planar convex curves whose curvature satisfies a natural
assumption. We accomplish this by studying the local behavior of the triple convolution
of the arclength measure on the curve with itself, and show in particular that every
extremizing sequence concentrates at a point on the curve.
1. Introduction
This paper continues the study initiated in [8], where we considered a certain class of
smooth, convex, planar curves Γ ⊂ R2 equipped with arclength measure σ and parametrized
(not necessarily by arclength) by γ. If the curvature κ of Γ is positive everywhere, then
the Tomas-Stein inequality [15] states that there exists a finite constant C <∞ such that
(1) ‖f̂σ‖L6(R2) ≤ C‖f‖L2(σ)
for every f ∈ L2(σ). With the Fourier transform defined as ĝ(ξ) = ∫ e−ix·ξg(x)dx, denote
by
C[Γ] = sup
06=f∈L2(σ)
‖f̂σ‖6‖f‖−1L2(σ)
the optimal constant in the inequality (1). By an extremizing sequence for the inequality
(1) we mean a sequence {fn} of functions in L2(σ) satisfying ‖fn‖2 ≤ 1 and such that
‖f̂nσ‖6 → C[Γ] as n → ∞. An extremizer for the inequality (1) is then a function f 6= 0
in L2(σ) which satisfies ‖f̂σ‖6 = C[Γ]‖f‖2.
Assume that Γ has no points with collinear tangents, and that its curvature κ satisfies1
(2) (κ′′ · κ−3)(p) < 3
2
,
for every point p ∈ Γ at which κ attains a global minimum. In this case, [8] establishes in
particular the existence of extremizers for the corresponding Fourier restriction inequality
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(1). More generally, extremizing sequences of nonnegative functions are shown to always
have a subsequence which converges to an extremizer.
It is natural to ask about the significance of the geometric condition (2). For instance,
if it is not satisfied, does this mean that extremizers fail to exist? While we are unable
to provide a complete answer to this question, in this paper we consider the case in which
condition (2) fails in a rather strong sense, and prove a complementary (negative) result
along these lines. Before we state it precisely, we need a definition:
Definition 1. A sequence of functions {fn} in L2(σ) satisfying ‖fn‖2 → 1 as n → ∞
concentrates at a point p = γ(z) ∈ Γ if for every ǫ, r > 0 there exists N ∈ N such that, for
every n ≥ N , ∫
|w−z|≥r
|fn(γ(w))|2‖γ′(w)‖dw < ǫ.
As pointed out in [7, 2, 4, 11, 12, 8], the possibility that an extremizing sequence might
concentrate is a major obstruction to its precompactness and therefore to the existence
of extremizers. The most involved step in [8] consisted in ruling out concentration of an
extremizing sequence of nonnegative functions at a point on the curve.
Here is our main result:
Theorem 2. Let Γ be a compact arc of a smooth, convex curve in the plane, equipped with
arclength measure σ. Assume that the curvature κ of Γ is a strictly positive function. If
the second derivative of the curvature with respect to arclength satisfies
(3)
d2κ
ds2
(p0) > 3κ(p0)
3
at some p0 ∈ Γ which is a global minimum of the curvature, then there exist an extremizing
sequence which concentrates at p0 and a neighborhood of p0 for which the local analogue of
inequality (1) has no extremizers.
Notation. If x, y are real numbers, we will write x = O(y) or x . y if there exists a
finite constant C such that |x| ≤ C|y|. If we want to make explicit the dependence of the
constant C on some parameter α, we will write x = Oα(y) or x .α y. As is customary
the constant C is allowed to change from line to line. If λ ∈ R and A ⊆ Rd, we denote its
λ-dilation by λ · A := {λx : x ∈ A}. Sharp constants will always appear in bold face.
Acknowledgments. The author would like to thank his dissertation advisor, Michael
Christ, for many helpful discussions.
2. Proof of Theorem 2
As in [8, §8.1], we start by introducing suitable local coordinates. Let p0 ∈ Γ be a
point of minimum curvature. After a suitable translation we lose no generality in assuming
that p0 = (0, 0). Possibly after rotation, a neighborhood of p0 in the arc Γ can then be
NONEXISTENCE OF EXTREMIZERS FOR CERTAIN CONVEX CURVES 3
parametrized in the following way:2
γ : [−r, r] → R2
y 7→ γ(y) =
(
y, g(y) = λ2y
2 + ay4 + ϕ(y)
)
,
where r > 0 and λ := κ(p0) = minΓ κ > 0; the function ϕ is real-valued, smooth, and it
satisfies ϕ(y) = O(|y|5) as |y| → 0; the parameter a is a function of the second derivative
of the curvature with respect to arclength at 0. Indeed, it can be readily checked that
d2κ
ds2
(0) = 24a− 3λ3,
and so hypothesis (3) in Theorem 2 is equivalent to a > 2(λ2 )
3. Incidentally3 note that the
curvature κ of Γ at a point (y, g(y)) ∈ Γ is given by
κ(y) =
g′′(y)
(1 + g′(y)2)3/2
=
λ+ 12ay2 + ϕ′′(y)
(1 + λ2y2 + 8aλy4 + 16a2y6 + 2λyϕ′(y) + 8ay3ϕ′(y) + ϕ′(y)2)3/2
,
and one can easily check that κ attains a minimum at the origin (0, 0) ∈ Γ if and only if
a ≥ (λ2 )3.
The Tomas-Stein inequality states that there exists a finite constant C = Cr,λ,a,ϕ < ∞
such that
(4) ‖f̂σ‖L6(R2) ≤ C‖f‖L2(σ), for every f ∈ L2(σ);
by C = sup06=f∈L2 ‖f̂σ‖6‖f‖−12 we mean the optimal constant as usual. Extremizing se-
quences and extremizers for inequality (4) can be defined in a completely analogous way
as before.
Theorem 2 will follow once we establish the following result:
Theorem 3. Let λ, a > 0 be such that a > 2(λ2 )
3, and consider the curve (Γ, σ) parametrized
by γ as above (in terms of r, λ, a and ϕ). Then there exists r0 > 0 such that for every r < r0,
the triple convolution σ ∗ σ ∗ σ attains a strict global maximum at the origin. As a con-
sequence, if r < r0, every extremizing sequence concentrates at the origin. In particular,
there are no extremizers for inequality (4).
To prove Theorem 3, the strategy will be to analyze the explicit formula for the triple
convolution σ ∗ σ ∗ σ obtained in [8, §7] and use it to show that a suitable modification
thereof is sufficiently regular inside its support.4 We compute its partial derivatives of order
2 at the critical point (0, 0) in order to apply the second derivative test. The last assertions
of the theorem follow via an argument based on ideas of Foschi [6] and Quilodra´n [12].
2 There is no cubic term in the expression for g because by assumption the curvature has a minimum
at γ(0) = (0, 0) = p0. Constant and linear terms were likewise removed via the affine change of variables
just described.
3We shall abuse notation slightly and henceforth denote by (Γ, σ) the r-neighborhood of p0 = (0, 0)
parametrized by γ as indicated, equipped with the corresponding arclength measure.
4For an analogous reasoning in the bilinear setting, see [1] and the references therein, especially [5].
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Proof of Theorem 3. Let ηr ∈ C∞0 (R) be a mollified version of the characteristic function
of the interval [−r, r]: to accomplish this, fix η ∈ C∞0 (R) such that η ≡ 1 on [−1, 1] and
η(ξ) = 0 if |ξ| ≥ 2, and define ηr := η(r−1·). If |ξ| ≤ r, we have that
σ(ξ, τ) = Gr(ξ)δ(τ − g(ξ))dξdτ,
whereGr(y) := (1+g
′(y)2)1/2ηr(y) is a smooth function inside its support {y ∈ R : |y| . r}.
For θ ∈ [0, 2π], consider the quantities
α(θ) = −cos θ√
2
− sin θ√
6
, β(θ) =
cos θ√
2
− sin θ√
6
and γ(θ) = 2
sin θ√
6
,
which satisfy the relations
α(θ) + β(θ) + γ(θ) = 0;(5)
α(θ)2 + β(θ)2 + γ(θ)2 = 1;(6)
α(θ)3 + β(θ)3 + γ(θ)3 = −sin(3θ)/
√
6;(7)
α(θ)4 + β(θ)4 + γ(θ)4 = 1/2.(8)
Let |ξ| ≤ r and 0 ≤ ρ . r. The following functions will appear in the expression (12)
for σ ∗ σ ∗ σ below:
(9) G˜r(ξ; ρ, θ) := Gr
(ξ
3
+ α(θ)ρ
)
Gr
(ξ
3
+ β(θ)ρ
)
Gr
(ξ
3
+ γ(θ)ρ
)
;
(10) ψ(ξ; ρ, θ) :=
λ
2
ρ2 +
2
3
aξ2ρ2 −
(2
3
)3/2
aξ sin(3θ)ρ3 +
a
2
ρ4
+ ϕ
(ξ
3
+ α(θ)ρ
)
+ ϕ
(ξ
3
+ β(θ)ρ
)
+ ϕ
(ξ
3
+ γ(θ)ρ
)
− 3ϕ(ξ/3).
Using Taylor’s formula and relations (5)−(8), we can rewrite the summands of the function
ψ which involve the higher order term ϕ as:
(11) ϕ
(ξ
3
+ α(θ)ρ
)
+ ϕ
(ξ
3
+ β(θ)ρ
)
+ ϕ
(ξ
3
+ γ(θ)ρ
)
− 3ϕ(ξ/3) = ϕ
′′(ξ/3)
2
ρ2
− ϕ
(3)(ξ/3)
6
√
6
sin(3θ)ρ3 +
ϕ
(4)
(ξ/3)
48
ρ4 +Oξ,θ(ρ
5).
The function G˜r is smooth inside its support, which is compact in all three variables. It
will not give us much trouble. On the other hand, the function ψ defines a smooth function
in all its variables, but we will need to somehow invert it. This is a somewhat delicate
procedure, a variant of which already showed up in [8, Appendix 1].
From the proof of [8, Proposition 24], we have that the triple convolution σ(∗3) := σ∗σ∗σ
is given by
(12) σ(∗3)(ξ, τ) =
χ(|ξ| . r)√
3
∫ 2π
0
∫
0≤ρ.r
G˜r(ξ; ρ, θ)δ
(
τ − 3g(ξ/3) − ψ(ξ; ρ, θ)
)
ρdρdθ.
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We introduce a change of variables which is related but not identical to the one described in
the proof of [8, Proposition 24]. Start by noting that, for v ≥ 0, the equation ψ(ξ; ρ, θ) = v2
can be uniquely solved for ρ = ρξ,θ(v) ≥ 0 in a sufficiently small right half-neighborhood
of the origin. Recalling (11), we may write the equation in the equivalent form
v = vξ,θ(ρ) =
= ρ
(λ
2
+
2
3
aξ2+
ϕ′′(ξ/3)
2
−
(
(
2
3
)3/2aξ+
ϕ(3)(ξ/3)
6
√
6
)
sin(3θ)ρ+
(a
2
+
ϕ(4)(ξ/3)
48
)
ρ2+O(ρ3)
)1/2
.
One sees that v defines a C∞ diffeomorphism from [0, r] onto its image, provided r > 0 is
chosen sufficiently small (as a function of λ, a and ϕ). Moreover, r can be chosen to ensure
∂v
∂ρ
(ρ) > 0 if ρ ∈ [0, r].
By the inverse function theorem, ρ = ρξ,θ(v) will then define a smooth function of v on
v([0, r]) ⊂ [0,∞), and ∂vρ(v) > 0 on the same interval. In particular,
(13) ρ′ξ,θ(0) =
1
v′ξ,θ(0)
=
1
(λ/2 + 2/3aξ2 + ϕ′′(ξ/3)/2)1/2
> 0.
Changing variables ρ = ρξ,θ(v) in (12), we have that
(14) σ(∗3)(ξ, τ) =
χ(|ξ| . r)√
3
∫ 2π
0
∫
0≤v≤Cψ1/2
G˜r(ξ; ρξ,θ(v), θ)·
· δ
(
τ − 3g(ξ/3) − v2
) ρξ,θ(v)
∂ρψ(ξ; ρξ,θ(v), θ)
2vdvdθ,
and so
(15)
σ(∗3)(ξ, τ) =
χ(|ξ| . r)√
3
∫ 2π
0
G˜r(ξ; ρξ,θ(
√
τ − 3g(ξ/3)), θ) ρξ,θ(
√
τ − 3g(ξ/3))
∂ρψ(ξ; ρξ,θ(
√
τ − 3g(ξ/3)), θ)dθ.
For θ ∈ [0, 2π], the integrand in (15) is supported in the region
{(ξ, τ) ∈ R2 : 0 ≤ τ − 3g(ξ/3) ≤ C2ψ(ξ; r, θ)},
where the constant C < ∞ is large enough that the restriction v ≤ Cψ(ξ; r, θ)1/2 in the
inner integral of (14) becomes redundant because of support limitations on factors present
in the integrand.
As observed in the course of the proof of [8, Proposition 24], expression (15) defines a
continuous function of the variables ξ, τ . However, it is not a differentiable function of τ
at τ = 0. To remedy this, introduce a new parameter ǫ ≥ 0 defined by the equation
ǫ2 := τ − 3g(ξ/3) = τ − λ
6
ξ2 − a
27
ξ4 − 3ϕ(ξ/3).
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The geometric significance of ǫ is clear: for |ξ| ≤ 3r and τ ≥ 3g(ξ/3), it measures the
(square root of the) vertical distance from the point (ξ, τ) ∈ R2 to the “lower boundary”
of the support of the triple convolution σ(∗3), given by{
(ξ, τ) ∈ R2 : τ = 3g(ξ/3)
}
.
For ǫ ≥ 0, define the function
(16) F (ξ, ǫ) :=
χ(|ξ| . r)√
3
∫ 2π
0
G˜r(ξ; ρξ,θ(ǫ), θ)
ρξ,θ(ǫ)
∂ρψ(ξ; ρξ,θ(ǫ), θ)
dθ.
In view of (15), a sufficient condition for the convolution σ ∗ σ ∗ σ to have a strict local
maximum at (ξ, τ) = (0, 0) is that the function F has a strict local maximum at (ξ, ǫ) =
(0, 0). The advantage of considering (16) instead of (15) lies in its extra regularity, which
is needed to justify the computations that will follow:
Claim 4. There exists r1 > 0 such that expression (16) defines a C
∞ function of both ξ
and ǫ in the rectangle
{(ξ, ǫ) ∈ R2 : |ξ| ≤ r1, 0 ≤ ǫ ≤ r1}.
Proof of Claim 4. All the work has basically been done. Since ρ is a smooth function of ǫ,
the function G˜r is smooth in the variables ξ, ǫ and θ; it is also compactly supported in all
its variables. Noting that ρ(ǫ) = O(ǫ), we compute:
(17)
ρξ,θ(ǫ)
∂ρψ(ξ; ρξ,θ(ǫ), θ)
=
=
1
λ+ 43aξ
2 + ϕ′′(ξ/3) −
(
2
√
2√
3
aξ + ϕ
(3)(ξ/3)
2
√
6
)
sin(3θ)ρξ,θ(ǫ) +
(
2a+ ϕ
(4)(ξ/3)
12
)
ρξ,θ(ǫ)2 +O(ǫ3)
.
If r1 > 0 is chosen sufficiently small, then ρ/∂ρψ(ρ) defines a positive, smooth function of
ξ (trivial) and ǫ which is bounded above uniformly by 1/λ. Indeed, the denominator in
(17) is never zero as long as ξ, ǫ are small enough, and moreover we have that
4
3
aξ2 + 2aρξ,θ(ǫ)
2 ≥ 22
√
2√
3
a|ξ|ρξ,θ(ǫ) ≥ 2
√
2√
3
a|ξ| sin(3θ)ρξ,θ(ǫ).
This shows that, up to cubic terms, the denominator in (17) is equal to λ plus a nonnegative
term, as claimed. 
We now compute the Hessian D2F of the function F at the critical point (ξ, ǫ) = (0, 0).
For this computation, we lose no generality in assuming, as we will, that ϕ ≡ 0. In fact,
when we compute first and second derivatives of F at the origin, all the terms involving
the function ϕ vanish.5 The details are straightforward to verify.
5Recall that ϕ(y) = O(|y|5) as |y| → 0.
NONEXISTENCE OF EXTREMIZERS FOR CERTAIN CONVEX CURVES 7
Consider the case ξ = 0. Then ψ(0; ρ, θ) does not depend on θ and can be explicitly
inverted.6 In fact, ψ(0; ρ, θ) = ψ(ρ) = λ2ρ
2 + a2ρ
4 and ∂ρψ(ρ) = λρ+ 2aρ
3. Since ψ(ρ) = ǫ2
and ρ ≥ 0,
(18) ρ(ǫ) =
√
− λ
2a
+
√
λ2 + 8aǫ2
2a
.
It follows that
(19)
ρ(ǫ)
∂ρψ(ρ(ǫ))
=
1
λ+ 2aρ(ǫ)2
=
1√
λ2 + 8aǫ2
;
as noticed before, this defines a smooth, positive function of ǫ which is bounded above
uniformly by 1/λ. In particular, for ǫ ≤ Cψ(r)1/2, we have from (16) and (19) that
(20) F (0, ǫ) =
1√
3
∫ 2π
0
G˜r(0; ρ(ǫ), θ)
ρ(ǫ)
∂ρψ(ρ(ǫ))
dθ =
1√
3
√
λ2 + 8aǫ2
∫ 2π
0
G˜r(0; ρ(ǫ), θ)dθ.
To the best of our knowledge, the integral in this last expression cannot be explicitly
evaluated. We can, however, Taylor expand it. For |ζ| ≤ r, we have that ηr(ζ) ≡ 1 and
(21) Gr(ζ) = G(ζ) = (1 + g
′(ζ)2)1/2 = (1 + (λζ + 4aζ3)2)1/2 = 1 +
λ2
2
ζ2 +O(ζ4).
By (9), we have that
G˜r(0; ρ(ǫ), θ) = Gr(α(θ)ρ(ǫ)) ·Gr(β(θ)ρ(ǫ)) ·Gr(γ(θ)ρ(ǫ)).
Using the approximation given by (21) on each of these three factors, recalling the relation
(6), and integrating with respect to the angular variable θ, we get that∫ 2π
0
G˜r(0; ρ(ǫ), θ)dθ = 2π
(
1 +
λ2
2
ρ(ǫ)2 +O(ρ(ǫ)4)
)
if ǫ ≤ Cψ(r)1/2 and r > 0 is sufficiently small. Plugging this into (20) and recalling that
ρ(ǫ) = O(ǫ), one gets that
(22) F (0, ǫ) =
2π√
3
· 1√
λ2 + 8aǫ2
(
1 +
λ2
2
ρ(ǫ)2
)
+O(ǫ4) if ǫ ≤ Cψ(r)1/2.
We have an explicit expression for ρ(ǫ) given by (18). Using it, one finally obtains
(23)
∂
∂ǫ
∣∣∣
ǫ=0+
F (0, ǫ) = 0
and
(24)
∂2
∂ǫ2
∣∣∣
ǫ=0+
F (0, ǫ) = 2
2π√
3
(
1− 4a
λ3
)
.
6This algebraic trick simplifies matters greatly and is not available if, say, the function g contains a
quintic term of the form by5.
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Expression (24) defines a negative quantity if and only if a > 2(λ2 )
3. This turns out to
be a necessary and sufficient condition for the function F to have a strict local maximum
at the origin (0, 0), provided r > 0 is sufficiently small. Let us verify this in detail, thus
establishing the first part of Theorem 3.
Let a > 2(λ2 )
3. We start by noting that (23) is valid also when ξ 6= 0 is sufficiently small.
Using expression (16), one can easily check that
(25)
∂
∂ǫ
∣∣∣
ǫ=0+
F (ξ, ǫ) = 0 if |ξ| . r.
Indeed, the derivative in ǫ may fall in one of two factors. There is no contribution from
the function G˜r because equations (5) and (13) imply
∂
∂ǫ
∣∣∣
ǫ=0+
G˜r(ξ; ρξ,θ(ǫ), θ) = ρ
′
ξ,θ(0)(α(θ) + β(θ) + γ(θ))G
′
r(ξ/3)Gr(ξ/3)
2 = 0.
The factor containing the quotient ρ/∂ρψ(ρ) likewise does not contribute: we can use (17),
(13), recall that ρξ,θ(0) = 0, and conclude that
∂
∂ǫ
∣∣∣
ǫ=0+
ρξ,θ(ǫ)
∂ρψ(ρξ,θ(ǫ))
=
4√
3
aξ
(
λ+
4
3
aξ2
)−5/2
· sin 3θ.
The integral of the function sin 3θ over the interval [0, 2π] vanishes, and this concludes the
verification of (25). As a consequence, and since F defines in particular a C2 function of
ξ and ǫ,
(26)
∂2
∂ξ∂ǫ
∣∣∣
(ξ,ǫ)=(0,0+)
F (ξ, ǫ) = 0 =
∂2
∂ǫ∂ξ
∣∣∣
(ξ,ǫ)=(0,0+)
F (ξ, ǫ).
At the lower boundary of the support of σ(∗3) (i.e. when |ξ| . r and ǫ = 0), we have that
(27) F (ξ, 0) =
1√
3
∫ 2π
0
G˜r(ξ; ρξ,θ(0), θ)
ρξ,θ(0)
∂ρψ(ξ; ρξ,θ(0), θ)
dθ
=
2π√
3
(1 + g′(ξ/3)2)3/2
g′′(ξ/3)
=
2π√
3
1
κ(ξ/3)
.
Since a ≥ (λ2 )3, the curvature κ attains a local minimum at 0, and so F (·, 0) attains a
local maximum along the lower boundary of its support. This actually defines a concave
function of ξ in a neighborhood of the origin since
(28)
∂
∂ξ
∣∣∣
ξ=0
F (ξ, 0) = 0
and
(29)
∂2
∂ξ2
∣∣∣
ξ=0
F (ξ, 0) =
2π√
3
d2
dξ2
∣∣∣
ξ=0
1
κ(ξ/3)
=
2π√
3
(λ
3
− 8a
3λ2
)
< 0.
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From (24), (26) and (29) we have that
D2F (0, 0) =
2π√
3
1
λ
(
λ2
3 − 8a3λ 0
0 2λ− 8a
λ2
)
.
Using the second partial derivative test we conclude that, working as we are under the
assumption a > 2(λ2 )
3, the function F attains a strict local maximum at the origin. As
discussed before, it follows that the triple convolution σ ∗ σ ∗ σ also has a strict local
maximum at the origin. Choosing r > 0 to be sufficiently small, one can further ensure
this maximum to be a global one.
This is the crucial ingredient in showing that extremizers for inequality (4) do not exist
for sufficiently small caps [−r, r]. The proof goes along the lines of what was done in [6, 12],
and we recall it here. Let Tf := f̂σ. As in the proof of [8, Proposition 24],
‖Tf‖66 = (2π)2
∫∫
R2
|fσ ∗ fσ ∗ fσ(ξ, τ)|2dξdτ(30)
≤ (2π)2
∫∫
|f |2σ ∗ |f |2σ ∗ |f |2σ(ξ, τ) · σ ∗ σ ∗ σ(ξ, τ)dξdτ
≤ (2π)2 sup
(ξ,τ)∈ supp(σ(∗3))
σ(∗3)(ξ, τ) ·
∫∫
|f |2σ ∗ |f |2σ ∗ |f |2σ(ξ, τ)dξdτ
= (2π)2‖σ(∗3)‖L∞(R2)‖f‖6L2(σ),
where we used Ho¨lder’s inequality twice. If f 6= 0, then all the inequalities become equalities
only if σ(∗3)(ξ, τ) = ‖σ(∗3)‖L∞(R2) for a.e. (ξ, τ) in the support of σ(∗3); see [12, Lemma
3.1].
As before, assume that a > 2(λ2 )
3 and take r0 > 0 sufficiently small to ensure that σ
(∗3)
attains a strict global maximum at the origin (0, 0) if r < r0. Then
(31) ‖σ(∗3)‖L∞(R2) = σ(∗3)(0, 0) =
2π√
3
1
λ
.
This quantity is of geometric significance. Indeed,
(32)
2π√
3
1
λ
=
CF [λ]
6
(2π)2
,
where CF [λ] denotes the optimal constant computed by Foschi [6] for the adjoint Fourier
restriction inequality for the parabola
Pλ =
{
(y, z) ∈ R2 : z = λy
2
2
}
which osculates the curve Γ at the point p0 = (0, 0), equipped with projection measure.
As in [12, Lemma 4.4], the lower bound ‖T‖ ≥ CF [λ] can be easily verified with the
help of an explicit extremizing sequence. For that purpose, consider the scaled Gaussian
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G(y) = e−λy
2/2 and its evolution via the Schro¨dinger flow
G1(x, t) =
∫
R
G(y)e−it
λy2
2 eixydy.
For δ > 0, consider the family of trial functions fδ(y) = δ
−1/2G(δ−1y) ∈ L2(σ). It is shown
in the course of the variational calculation of [8, §8.3] that
lim
δ→0+
‖Tfδ‖L6(R2)‖fδ‖−1L2(σ) = ‖G1‖6‖G‖−12 = CF [λ].
Aiming at a contradiction, let 0 6= f ∈ L2(σ) be an extremizer for inequality (4). In
particular, ‖Tf‖6 = ‖T‖ · ‖f‖L2(σ). Using the lower bound just described, and the upper
bound given by the chain of inequalities (30), we get that
(33) CF [λ]‖f‖L2(σ) ≤ ‖T‖ · ‖f‖L2(σ) = ‖Tf‖6 ≤ (2π)1/3‖σ(∗3)‖1/6L∞(R2)‖f‖L2(σ).
The L∞ norm of the triple convolution σ(∗3) has been computed in (31). Using it together
with (32), we see that all inequalities in (33) are equalities. As mentioned before, this forces
σ(∗3)(ξ, τ) = ‖σ(∗3)‖∞ for a.e. (ξ, τ) in the support of σ(∗3). But this cannot happen since
σ(∗3) has a strict local maximum at the origin. The contradiction shows that extremizers
for inequality (4) cannot exist.
To finish the proof of Theorem 3, let {fn} be an extremizing sequence for inequality (4).
Then {|fn|} is an extremizing sequence of nonnegative functions for the same inequality.
As a consequence of the dichotomy established in [8, Proposition 21] and the conclusion of
[8, Lemma 23], the sequence {|fn|} must concentrate at some point (y, g(y)) ∈ Γ, and so
{fn} concentrates at the same point. From [8, Corollary 25] it follows that y = 0. 
Compare with what we already knew from [8]: (κ′′ ·κ−3)(0) < 32 if and only if a < 32 (λ2 )3.
In this case, C > CF [λ], and so extremizing sequences for inequality (4) cannot concentrate.
Precompactness of extremizing sequences of nonnegative functions is ensured in this case,
and extremizers exist. The natural question is then:
Question 5. Do extremizers exist when the parameter a lies in the interval [32 (
λ
2 )
3, 2(λ2 )
3]?
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