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a b s t r a c t
Multi-dimensional models for predictive simulations of modern engines are an example
of multi-physics and multi-scale mathematical models, since lots of thermofluiddynamic
processes in complex geometrical configurations have to be considered. Typical models
involve different submodels, including turbulence, spray and combustion models, with
different characteristic time scales. The predictive capability of the complete models
depends on the accuracy of the submodels as well as on the reliability of the numerical
solution algorithms. In this work we propose a multi-solver approach for reliable and
efficient solution of the stiff Ordinary Differential Equation (ODE) systems arising from
detailed chemical reaction mechanisms for combustion modeling. Main aim was to obtain
high-performance parallel solution of combustion submodels in the overall procedure for
simulation of engines on distributed heterogeneous computing platforms. To this aim we
interfaced our solver with the CHEMKIN-II package and the KIVA3V-II code and carried out
multi-computer simulations of realistic engines. Numerical experiments devoted to test
reliability of the simulation results and efficiency of the distributed combustion solver are
presented and discussed.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The design of modern engines relies on new technologies devoted to enhance fuel conversion efficiency and reduce
pollutant emissions, in order to match the stringent limits on NOx, COx and soot formation imposed by the Governments.
The impact on computational modeling is the need of accurately describe highly complex, different physical–chemical
phenomena occurring in each engine cycle, and of reliably perform over a wide range of engine operating conditions.
Mathematical models for the description of the overall problem typically involve unsteady Navier–Stokes equations for
turbulent multi-component mixtures of ideal gases, coupled with suitable equations for fuel spray and combustion. The
solution of the overall model usually relies on an operator splitting technique, where the different physical phenomena are
decoupled, and different submodels are separately solved on a 3D computational grid.
In recent years much attention has been addressed to the combustion submodels, by introducing detailed chemical
reaction mechanisms, where the number of the chemical species and the reactions to be considered reach also several
hundreds. The main computational kernel in this framework is the solution of stiff systems of non-linear ODEs for which
implicit methods have to be employed. Therefore, the numerical solution of chemistry has become one of the most
computationally demanding parts in simulations, thus leading to the need of efficient combustion solvers [13–16]. In this
work we propose a new approach for solving the above systems based on a combination of two different implicit solvers:
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VODE [8] and SDIRK4 [12], in order to balance the accuracy and efficiency requirements in realistic simulations. Our approach
is based on the information that some species, such as ketones and OH radical intermediate species with low density and
short characteristic time scales, are crucial in the so-called cold combustion phase, therefore stiff-stability and accuracy of the
BackwardDifferentiation Formulas (BDF) implemented in VODE are themethod of choice. On the other hand, in the so-called
hot combustion phase, ketones can be rapidly damped while other low-density species such as OH radical remains crucial. In
this phase, accuracy remains important but highly oscillating components can be observed, for which L-stability properties
of the Singly Diagonally Implicit Runge–Kutta (SDIRK) method implemented in the SDIRK4 package appears more effective
for having reliable solution and saving computing time. On the other hand, within the context of a time-splitting technique,
where combustion is decoupled by fluid flow, the chemical reactions do not introduce any coupling among grid cells,
therefore combustionmodels show an intrinsic parallelism to be exploited for making possible ever more detailed chemical
models and advanced solution methods, as reported in [1,4,16]. In this work we also focus on the efficient implementation
of the combustion solver in distributed heterogeneous environments, by using MJMS, a Multisite Job Management System
for execution of MPI applications in a Grid environment [9]. The combustion solver is based on the CHEMKIN-II package
for managing detailed chemistry and it is interfaced with the sequential KIVA3V-II code [2] for the simulation of the entire
engine cycle. The paper is organized as follows. In Section 2 we report the mathematical description of the combustion
model. In Section 3 we describe the main features of the ODE solvers we used, both in terms of employed formulas and in
terms of stability properties. In Section 4 we outline the software architecture in which our solver has been integrated
for distributed multisite engine simulations. In Section 5 we discuss simulation results for a commercial automotive
engine, running with three different operating conditions. Some conclusions and plans for future work are included in
Section 6.
2. Combustion model for diesel engines
Diesel engine combustion is characterized by liquid fuel injection in a turbulent environment. Two main phases can be
distinguished in the overall phenomenon. Fuel injection gives raise to chemical reactions that, under suitable temperature
and pressure conditions, lead to fuel ignition. The period from the starting of fuel injection and fuel ignition is named
ignition delay: in this phase chemical reactions occur without giving strong energy contributions, but a high stiffness degree
is the main feature, due to very different reaction rates among the reactant species. Kinetics occurring before ignition is
usually referred to as low-temperature combustion or cold combustion, while hot combustion phase, or high-temperature
combustion, is the chain of reactions subsequent to ignition.
We consider a combustionmodel based on amodification of a detailed kinetic scheme introduced in [11]. It considers N-
dodecane as primary fuel and involves 62 chemical species and 285 reactions. The kinetic schemedescribes theH abstraction
and the oxidation of the primary fuel, with production of alchil-peroxy-radicals, followed by the ketoydroperoxide
branching. In the model the fuel pyrolysis determines the ketones and olefins formation. Moreover, a scheme of soot
formation and oxidation is provided, together with a classical scheme of NOx formation. The reaction system is expressed
by the following system of non-linear ODEs:
ρ˙m = Wm
R∑
r=1
(bmr − amr)ω˙r(ρ1, . . . , ρm, T ), m = 1, . . . ,M, (1)
where R is the number of chemical reactions involved in the system, ρ˙m is the production rate of species m, Wm is its
molecular weight, amr and bmr are integral stoichiometric coefficients for reaction r and ω˙r is the kinetic reaction rate.
Production rate terms can be separated into creation rates and destruction rates [13]:
ρ˙m = C˙m − D˙m, m = 1, . . .M, (2)
where C˙m, D˙m are the creation and the destruction rate of speciesm, respectively. The latter can be expressed as
D˙m = Xm
τm
, m = 1, . . .M, (3)
where Xm, τm are the molar concentration and the characteristic time for destruction rate of speciesm, respectively. Eq. (3)
shows that the eigenvalues of the Jacobian matrix of the right-hand side of system (1) are related to the characteristic times
for destruction rates of species involved in the combustion model. Our detailed reaction model involves a great number of
intermediate species and no equilibrium assumption ismade, therefore high stiffness degrees characterize the ODE systems.
Indeed by a deep analysis of the characteristic times for the destruction rates, as estimated by the CHEMKIN library routines
within a typical engine simulation when VODE solver is used, we can see that they vary in the interval [≈ 0, 1018] during
the cold combustion phase. On the other hand, highly oscillating components, corresponding to complex eigenvalues with
a large imaginary part, can be observed in the ODE systems to be solved during the hot combustion phase.
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3. ODE solvers and multi-solver approach
In this Section we briefly describe main features of the general-purpose ODE solvers we used for combustion model.
In order to motivate our choices, we recall some concepts that play a special role in the framework of the solution of stiff
systems. For a deep insight the matter we send the reader to scientific literature about the topic.
In the following, we refer to a well-posed and stable (no eigenvalue of the Jacobian matrix has a positive real part) initial
value ordinary differential problem expressed in the general form:{
y˙ = f (t, y)
y(t0) = y0 (4)
with t ∈ I ⊆ R, y ∈ RN . The problem (4) is called stiff if at least one eigenvalue of the Jacobian matrix has large absolute
value of real part.
Let S be the region of linear stability and R(z) the associate, complex, linear stability function of an ODE discretization
method.We start recalling that amethod is absolutely stable (A-stable) if S ⊇ {z ∈ C : Re(z) ≤ 0}. It is well known [3,12] that
absolute stability does not guarantee efficient solution of stiff problems; ad hoc properties, such as, stiff and L-stability have
been stated in order to characterizemethods that are appropriate in this framework.We considerR1 = {z ∈ C : Re(z) ≤ −a}
and R2 = {z ∈ C : −a ≤ Re(z) < 0,−c ≤ Im(z) ≤ c} with a, c > 0. If S ⊇ R1 ∪ R2 the method is said stiffly stable. Stiff
stability was introduced by Gear [10] in his analysis of linear multi-step methods. It is a weaker property than absolute
stability, since it requires that the method is stable in a subplane of the complex plane C when dealing with large real part
complex numbers, while it relaxes the required conditions close to the origin. L-stability is instead stronger than A-stability:
if the method is A-stable and limz→∞ R(z) = 0, the method is said L-stable. The latter property is motivated by the fact that
A-stability can not preserve a method from producing values, in successive iterations, that have the samemagnitudo order;
this, obviously, is not desirable in the solution of very stiff problems.
VODE solver is a well-known software designed for both stiff and non-stiff systems. It is widely used together with the
CHEMKIN package for stiff systems arising from chemical reaction modeling. In the stiff case, it uses variable coefficient
stiffly stable Backward Differentiation Formulas (BDF) [12]:
q∑
i=0
αn,iyn−i + hnβny˙n = 0, (5)
of orders q fromone through five,with an automatic, adaptive technique for the selection of step sizes. VODEprovides several
methods for the solution of the systems of algebraic equations; in our simulations we used modified Newton method with
numerically computed Jacobian and we set the VODE option for Jacobian reusing in order to preserve efficiency. In a first
approach, we used VODE for each system of a computational grid representing the engine, with local automatic choice of
the time steps per each system. Typically, a formula of high order (usually five) is used by the solver during the integration
at each time-splitting interval and this order is kept constant until convergence is reachedwithin the fixed value for internal
time steps. Two cases of failures of VODE have been observed in our experiments: in one case, due to repeated reductions
of integration internal time steps, the solver suggests to increase the maximum number of internal iterations in order to get
convergence within accuracy requests; while, in the other case, due to repeated error test failures for one attempted time
step, the solver suggests to continue the integration task by substituting the used formula with the one order formula, that
is the L-stable backward Euler method. Taking into account the above information, we applied VODE by using the following
strategy:
Increasing iterations. Our model includes intermediate species, such as ketones and OH radical, with very low density,
whose accurate solution is needed to well understand the combustion process and reliably identify the starting of
ignition. In order to get accurate solution of the systems, when the maximum number (fixed to 2500) of internal
iterations has been reached before completing the integration task on the splitting interval, a new call to VODE
is done. The last value of the solution is used as starting point and the integration is attempted on the rest of the
current interval within other 2500 internal iterations. In case of failure after the second VODE call, the integration
task on the rest of the current interval is attempted, within no more than 2500 internal iterations, by using the
one-order formula. This choice is related to possible system components with eigenvalues having large imaginary
part.
Changing formula. In the case of repeated error test failures for one attempted time step, we consider the problem due to
highly oscillating components, therefore the integration task on the rest of the current interval is attempted by
using the one-order formula, as also suggested by VODE error messages. Also in this case, the maximum number
for internal iterations is set to 2500.
Numerical results on our test cases related to the use of the above strategy both in terms of reliability and in terms of
efficiency are discussed in Section 5.
Since after ignition highly oscillating components should be rapidly damped in order to well simulate the hot (smooth)
combustion phase (see also [14]), we proposed a multi-solver strategy for the solution of the chemistry systems in engine
200 L. Antonelli et al. / Journal of Computational and Applied Mathematics 226 (2009) 197–204
simulations, whose first results have been presented in [6]. Our idea is based on the use of the stiff solver VODE, as in the
above explained strategy, for the solution of the chemistry systems in the cold combustion phase of engine simulations, and
in the use of the SDIRK4 solver for the solution of all the chemistry systems in the hot combustion phase. The switching
criterion between the two phases is based on a physical evidence, that is the OH radical can be considered a reliable hot
combustion marker, indeed its total mass in the combustion chamber becomes meaningful only after ignition.
SDIRK4 is based on a 5-stages SDIRK method of order four, with variable step size control. An s-stages Runge–Kutta (RK)
method can be expressed in the general form
Yi = yn−1 + hn
s∑
j=1
aijf (tn−1 + cjhn, Yj), i = 1, s
yn = yn−1 + hn
s∑
i=1
bif (tn−1 + cihn, Yi),
(6)
that is, any particular RK method is characterized by a special choice of matrix A = (aij) and vector b = (bi), and
ci = ∑sj=1 aij, i = 1, . . . , s. A RK method is said singly diagonally implicit if A is lower triangular and aii = a ∀i = 1, s.
SDIRK method implemented in SDIRK4 is more attractive than high-order BDF for the solution of highly oscillating stiff
systems since it is L-stable [12]. The main computational kernel in this framework is the solution of s linear systems of
dimension N × N , all having the same coefficient matrix, at each time step; thus, only one Jacobian evaluation and one LU
factorization is required at each time step. In our experiments, we considered the default choice for parameter setting and
the software option for a numerical internally computed full Jacobian. Note that a discussion on the use of SDIRK4 in the
overall engine simulation process and on its poor results in ignition delay prediction is reported in [5].
4. Distributed solution of combustion
In this Section we describe the main features of the software component we developed for distributed solution of
chemical reaction schemes in simulation of diesel engines. Since reaction schemes do not introduce any coupling among
the grid cells representing the combustion chamber, the solution of the ODE systems is a so-called inherently distributed
problem, therefore we can exploit modern features of Grid environments in order to obtain high-performance solution of
reaction schemes in large-scale engine simulations.
Note that physical stiffness is strongly related to local conditions, therefore, when adaptive solvers are considered in a
distributed environment, also including heterogeneous resources, data partitioning and process allocation become critical
issues for computational load balancing and reduction of idle times.
In order to reduce the impact of local stiffness and adaptive solution strategies on a possible computational load
imbalance, our software component supports a data distribution where systems of ODEs related to contiguous cells are
assigned to different processors. To this aim, grid cells are reordered according to a permutation of indices, deduced by a
pseudo-random sequence, and the ODE systems per each grid cell are distributed among the available processes, following
the new order of the grid cells. Furthermore, in order to take into account possible load imbalance due to the use of
heterogeneous resources, the ODE systems are distributed on the basis of CPU performances, as we explain in the following,
so that faster processors get more workload.
Our software iswritten in Fortran 77 and it is based on CHEMKIN-II [13], a software package formanaging largemodels of
chemical reactions in the context of simulation software. It provides a database and a software library for computing model
parameters involved in system (1). The parallel software component for combustion modeling is also interfaced with the
sequential KIVA3V-II code, in order to properly test it within real simulations. The KIVA family of codes has been developed
since ’80 years at Los Alamos National Laboratories and its modifications are being used worldwide for engine applications.
However, the various versions of the code include reduced chemical reaction mechanisms for combustion modeling and
numerical algorithms that are inadequate for coupled solution of detailed mechanisms. For our aim, we substituted the
original KIVA combustion submodel with our combustion software.
The distributed implementation of our combustion solver relies on a job management system, named MJMS (Multisite
JobsManagement System) [9]. This system interactswith the pre-ws services of theGlobus Toolkit 4.0 for job submission and
monitoring and to get information about available Grid resources, with the MPICH-G2 implementation of MPI for process
synchronization and with the Condor-G system for job management. MJMS allows the users to submit execution requests
for multi-site parallel applications which consist of multiple distributed processes running on one or more potentially
heterogeneous computing resources in different locations. The processes are mapped on the available resources according
to requirements and preferences specified by the user in order to meet the application needs. In our context we required
the combustion solver to be executed on different parallel machines that provide a total aggregate peak performance of
at least 30000 M flops. The resources are automatically selected by MJMS that also makes available the information about
the number of processors for each computing resource and the corresponding CPU performances. The application takes
into account the above information and configures itself at run time in order to perform a balanced load distribution.
The data distribution is achieved through the algorithm described as follow. Let p1, . . . , pn be the number of processors,
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Table 1
Multijet 16V engine characteristics
Bore (mm) 82.0
Stroke (mm) 90
Compression ratio 16.5:1
Engine speed 1500 rpm
Displacement (cm3) 475
Valves per cylinder 4
Injection system 2nd gen. common rail
Electro-injector Microsac, 7 holes, φ = 140 mm, 440 mm3/30 s/100 bar
respectively, for the n computing resources c1, . . . , cn selected by the systemand let cpow1, . . . , cpown be the corresponding
CPU performances. The algorithm computes
powmin = min{cpow1, . . . ., cpown}
and k1, . . . , kn such that
ki = cpowipowmin i = 1, . . . , n.
Then it computes the factor
f = 1n∑
i=1
piki
so that each processor of the ci computing resource get the fraction f · ki of the total workload, i.e. each processor, at each
time step, owns the data for solving the ODE systems related to f · ki · ncells computational grid cells, where ncells is the
total number of active grid cells. Note that in the previous algorithm, at the moment, we neglected possible performance
degradations due to network heterogeneity and interprocess communication and synchronization, since our problem is a
so-called compute-intensive problem, i.e. the ratio between computation and communication is largely favorable.
5. Numerical experiments and performance results
In this Section we show results concerning engine simulations performed on a prototype, single cylinder diesel engine,
having characteristics similar to the 16 valves EURO IV Fiat 1.9 JTDMultijet. Main engine parameters are reported in Table 1.
Three different operating conditions have been considered, corresponding to different values of ExhaustGas Recirculation
(EGR), rail pressure, and injection timing, which characterized three different test cases (Case 1–3) for our simulation
software.
Our typical computational grid was a 3D cylindrical sector representing a sector of the engine cylinder and the piston
bowl. It was formed by about 3000 cells, numbered in counter-clockwise fashion on each horizontal layer, from bottom-up.
Note that, the structure of the active computational grid changes within each simulation of the entire engine cycle in order
to follow the piston movement into the cylinder. The limit positions of the piston, that is the lowest point fromwhich it can
leave and thehighest point it can reach, are expressedwith respect to the so-called Crank angle values and they correspond to
−180◦ and 0◦. During the typical interval of the Crank angles ([−20◦, 40◦]) in whichmain combustion phenomena happen,
the total number of active cells is about 1000.
ODE systems have been solved both by means the VODE solver and the multisolver, as explained in Section 3. In the
stopping criteria of the solvers, both relative and absolute error control tolerances were considered; at this purpose, we
defined two vectors, rtol and atol, respectively. In all the experiments here analyzed atol values were fixed in dependence of
the particular chemical species. The reason motivating this choice relies on the very different concentrations characterizing
chemical species involved in detailed reaction models. All the components of rtol were set to 10−3, in order to satisfy the
application accuracy request. At each internal time step of the ODE solvers, the so-called clipping technique was applied,
i.e. negative concentrations were set equal to zero, to guarantee the positivity of the chemical species.
In the following we first discuss numerical results in terms of reliability and efficiency, by comparing sequential
executions of the software component based on VODE versus the software component based on the multisolver, then we
show efficiency results of distributed engine simulations for themost efficient solver. All the times are themean values over
three executions, to reduce the variability in the measurements, and they correspond to the total execution times of the
KIVA3V-II code, when it is interfaced with our combustion solver, for a complete engine cycle.
We carried out our experiments using a small Grid testbed, namely Engine Grid, including the following two Linux
clusters:
• Vega: a Beowulf-class cluster of 16 nodes connected via Fast Ethernet, operated by the Naples Branch of the Institute
for High-Performance Computing and Networking (ICAR-CNR). Each processor is equipped with a 1.5 GHz Pentium IV
processor and a RAM of 512 MB. The GNU 2.9 compiler suite is available on this cluster.
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Fig. 1. Combustion pressure and heat release evolution for the three available test cases.
• Imbeo: a Beowulf-class cluster of 16 nodes connected via Fast Ethernet, operated by the Engine Institute (IM-CNR). Eight
nodes are equipped with a 2.8 GHz Pentium IV processor, while the others have a 3.8 GHz Pentium IV processor. All the
processors have a RAM of 1 GB. The GNU 3.2 compiler suite is available on this cluster.
The Globus Toolkit 4.0 andMPICH-G2 rel. 1.2.5.2 are installed on both clusters as Gridmiddleware;MPICH 1.2.5 based on
the ch_p4 device is the local version of MPI library. The above clusters are automatically selected by MJMS from the Engine
Gridwhen asking for an aggregate computing power of more than 30000 M flops.
5.1. VODE versus multisolver
Sequential simulations of our software have been carried out on one node of the Imbeo cluster. In the following we
compare results obtained by using the software component based on VODE with results obtained by using the multi-solver
approach. In Fig. 1 we show the volume-averaged cylinder pressure and heat-release evolution on the three different test
cases, obtained with the two different solution approaches. We can see that numerical solutions obtained by using VODE
and the multi-solver approach are comparable. On the other hand, numerical simulations well predict ignition delay, while
some differences between experimental and numerical data can be observed in themaximumvalues for the pressure, which
in theworst case (Case 1) are lower than 2%, i.e. they are in the range of themeasurement errors for the experimental setting.
Therefore, we can say that our numerical solvers are able to reliably simulate the entire engine cycle for the three test cases,
representative of very different operating conditions of the engine.
In Fig. 2 we also report the total mass evolution of the OH radical during the process for the three different test cases.
Note that, by a comparison of the combustion pressure evolution and the total mass of the OH radical for all the three cases,
ignition delay is well marked by a total mass greater than 10−5. In our simulations with the multi-solver approach, we used
a threshold of 2.×10−5 for the computed total mass of the OH species to switch from VODE to SDIRK4. This leads to change
the ODE solver at the following Crank angles for the three test cases, respectively: Ca = −0.46, Ca = 8.03, Ca = 9.83.
A deep experimental analysis devoted to the reliable use of the total mass of OH radical as ignition delay marker can be
find in [7].
In Table 2 we show results related to the computational efficiency of the two approaches. In particular we show the
total execution times (in seconds) for the simulation of a complete engine cycle and some parameters related to the ODE
solvers. These are the total number of function evaluations (NFE), the total number of Jacobian evaluations (NJE) and the total
number of LU factorizations (NLU) performed during the simulation. The results are summarized for the two ODE solution
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Fig. 2. OH radical total mass evolution for the three available test cases.
Table 2
Performance of the VODE solver versus the multi-solver approach for the three available test cases
Exec. Time NFE NJE NLU
VODE
Case 1 48739 165892617 2091449 9449589
Case 2 56373 195128472 2932842 11803695
Case 3 56757 218955204 2839449 11214597
Multisolver
Case 1 39002 53632750 1270157 5604574
Case 2 44591 59091574 1471028 6357436
Case 3 37458 53474938 1225802 5394631
strategies on the three available test cases. We can see that for each test case, the best efficiency has been obtained by using
the multi-solver approach. We obtained a reduction of about 20% in the total execution time for the first two cases and of
about 34% for the Case 3, originated by a strong reduction of the total number of function and Jacobian evaluations, as well
as of the LU factorizations, required by the multisolver with respect to VODE.
It is worth noting that by a monitoring of the failures of the VODE solver, when it is also used in the hot combustion
phase, we observed that the backward Euler method has been used on a total of 179 cells for the Case 1, on a total of 183
cells for the Case 2, and on a total of 178 cells for the Case 3, corresponding to about 18% of the active cells. On the other
hand, the Backward Euler has been used in the cold combustion phase a maximum of 15 cells for all the three test cases.
5.2. Performance of distributed simulations
In our engine simulations on the Engine Grid, we ran engine simulations for our three test cases both on each cluster,
using the local version of MPI, and also on the Grid testbed via MPICH-G2. MJMS gathers the information about the CPU
performances provided by its Information System, that is an extension of theGlobus Information System, and the application
configures itself at run time by using those information as cpowi values. The value obtained for the single processor of Vega
is 534 M flops, while a value of about 1474 M flops is obtained for the processors of Imbeo. Therefore, the workload factor
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Table 3
Total execution times (in seconds) of distributed simulations
Case 1 Case 2 Case 3
Vega 8548 12521 8629
Imbeo 5057 6155 5106
Engine grid 4161 5350 4320
Ki is 1 for the processors of cluster c1 and nearly 3 for the processors of cluster c2. This means that adding the 16 processors
of Vega to the 16 processors of Imbeo can be seen as an increase of about 25% of the computational power of Imbeo. The
total execution times obtained for a complete engine cycle on each cluster and also for the distributed simulation, when
the workload factors computed by our algorithm are used, are reported in Table 3. For the sake of brevity, we report here
only the values obtained when the multi-solver approach is used. Note that numerical results obtained with both the ODE
solvers in distributed simulations are comparable with the results of sequential and parallel simulations. We can observe a
performance improvement ranging from13% for theCase2 to 18% for theCase1with respect to the best parallel performance,
that is the performance obtained on16processors of Imbeo. This performance improvement can be considered an interesting
result, taking into account that our Grid platform is based on a non-dedicated (Internet) interconnection network. Finally, it
is worth noting that the time needed by the MJMS system to locate the target resources and to submit the jobs is negligible
with respect to the execution time of our simulations.
6. Conclusions
In this work we present results related to the use of an adaptive multisolver for effective solution of stiff ODE systems
arising in detailed chemical reaction modeling of diesel combustion. This approach has been implemented for using
heterogeneous distributed resources of modern Grid environments, composed of different computers operated in different
sites, for distributed simulation of engine applications. Distribution of workload among the computers is based on a strategy
that takes into account both model features, such as local stiffness and use of adaptive solvers, and platform features,
such as different computational power of processors. Results on small size test cases show that the multi-solver approach
realizes a good tradeoff between reliability of simulations and computational efficiency. Furthermore, interesting speedup
can be obtained by distributed executions of the MPI-based combustion solver. Future work will be devoted to analyze the
performance of our approach on larger problems and larger Grid platforms.
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