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Introduction
As typical for a thesis in mathematical physics the aspiration of this work is twofold.
From the physical point of view it is motivated by the aim to find a global and geometric
formulation of classical gauge theories on arbitrary noncommutative space-times where the non-
commutative structure is given by a star product. In principle, such a formulation is done by an
appropriate adaption of all occurring geometric structures to the noncommutative case. As a first
step towards this ambitious goal, this work presents and investigates a notion of a deformation
quantization of principal fibre bundles and related geometric structures that play a role in physical
applications.
The investigation of the underlying mathematical problem, namely the deformation of right
modules with respect to a given deformed algebra is of independent mathematical interest. From
this point of view the work provides a general algebraic approach to such deformation problems. For
certain geometric examples the existence and the uniqueness up to equivalence of the investigated
structures is shown by an explicit computation of Hochschild cohomologies.
Motivation
Quantum mechanics and general relativity are indisputably two of the most important theories in
physics and build the basis of the present understanding of the fundamental laws of nature. Both
concepts are well-established and impressively confirmed by experiments. However, it still is an
unsolved problem to unify the quantum mechanical description of nature at microscopic scales and
the sophisticated model of space-time geometry and its interaction with matter provided by general
relativity. The attempt to combine the two theories leads to conceptual problems and reveals the
necessity for new models of the space-time. The promising concept of so-called noncommutative
space-times first arose in the different context of quantum electrodynamics where it was supposed
to be a way to handle the occurring UV-divergences. In a letter to Peierls from 1930, Heisenberg
already suggested to introduce uncertainties in the space coordinates and regretted not to be
able to provide a reasonable mathematical framework [67]. In 1947, Snyder was the first who
substantiated the idea and formulated a first notion of a quantized space-time by substituting the
space-time coordinates by hermitian operators [113,114]. However, with the great achievements of
other regularization methods and the concept of renormalization the noncommutative space-times
passed out of mind for some years.
Meanwhile, the mathematical field of noncommutative geometry was established in the works
of Connes [33], Madore [89], Gracia-Bond´ıa et al. [58], and many others. The developed notions
in this new area in particular clarified the mathematical definition of noncommutative spaces and
provided the appropriate mathematical framework for all later investigations. Based on the obser-
vation that many structures in differential geometry are determined by their algebraic properties,
noncommutative geometry extends the correspondences between geometric data and commutative
algebras to the noncommutative case. In particular, any smooth manifold is already determined by
the commutative algebra of smooth functions on it. Taking the algebraic structure as the funda-
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mental one and dropping the notion of a manifold as a set of points, ‘any’ algebra can be interpreted
as the function algebra on a corresponding noncommutative manifold.
That this new concept of noncommutative manifolds is physically meaningful became clear
with the works [39,40] of Doplicher, Fredenhagen and Roberts. Using the uncertainty relations of
quantum mechanics and the Einstein equations of general relativity they pointed out in a gedanken-
experiment that it is not possible to determine the space-time coordinates of a point-like particle
with arbitrary accuracy. Instead, they deduced uncertainty relations for the space-time coordinates
where the Planck length lP = 1.6 × 10
−35m has been perceived as the scale where the new effects
of noncommutativity should occur. Consequently, the notion of a space-time consisting of single
points has no operational physical meaning. In the proposed new framework the space-time coor-
dinates have been replaced by noncommuting operators. In [40] this also led to a first approach
towards quantum field theories on noncommutative space-times.
Starting with a noncommutative algebra describing a noncommutative manifold it is one of
the main purposes of noncommutative geometry to find the algebraically motivated counterparts
of any geometric structure that is defined on an ordinary manifold. In particular, vector bundles
and principal bundles are of special interest since they provide the appropriate framework to study
classical gauge theories. Vector bundles over a noncommutative manifold are simply defined as
finitely generated and projective modules over the considered algebra. This definition based on the
work of Swan [115] is the natural generalization of the fact that vector bundles are determined by
their sections which are such modules with respect to the functions on the base manifold.
The situation for principal fibre bundles is not that easy since the geometric structures have
no obvious algebraic properties determining them. For trivial bundles and matrix Lie groups as
structure groups Dubois-Violette, Kerner and Madore [42] presented first approaches towards new
geometric models of gauge theory. More general but abstract notions of so-called quantum principal
bundles were presented by Brzezin´ski and Majid [22] and further investigated by Hajac [64, 65].
Basically, the structure group there is replaced by a Hopf algebra [91] co-acting on the algebra
which is related to the total space. This definition of quantum principal bundles has later been
realized to be nothing but so-called Hopf-Galois extensions. A related definition where the total
space of the bundle is also replaced by an algebra was given by Durdevic´ in [44–46] who also
studied notions of corresponding gauge theories [47]. Structures in the context of associated vector
bundles were also investigated from this point of view, for instance in [21, 34]. The underlying
geometrical and algebraic background of all these approaches is summarized in the expository
articles [6] and [93]. The influence of noncommutative geometry gave rise to a huge amount of new
approaches in various realms of theoretical physics as it is outlined in the articles [41] of Douglas
and Nekrasov and [116,117] of Szabo.
However, due to the very abstract formulation of these concepts it is often not clear how the
occurring structures and features have to be interpreted and how one can construct physically
relevant models. For the investigation of noncommutative space-times and their impact on corre-
sponding classical gauge field theories in the aspired geometric setting, the methods of deformation
quantization seem to be appropriate. The basic concepts of deformation quantization initially in-
vestigated by Bayen and coworkers in [8] in order to study the quantization of phase spaces and
the relationship between classical and quantum mechanics can be applied in the following way.
In the most general case of the pursued approach the noncommutative space-time is assumed to
be given by an associative deformation of the pointwise product of functions on the considered
classical space-time manifold, for instance by a star product with respect to a Poisson structure. In
general, the new multiplication is just defined for the formal power series of functions with respect
to some formal parameter. In the spirit of Gerstenhaber’s deformation theory [51,52] which is the
basic framework for deformation quantization one should then try to deform all relevant algebraic
structures of a principal fibre bundle that are related to the initially deformed multiplication of
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functions on the base manifold such that the algebraic properties are preserved. Although the
convergence of the formal series is a nontrivial problem this approach, that already gave rise to
the notion of deformation quantization of vector bundles, has some important advantages. Since
the classical objects are mostly just replaced by formal power series their physical interpretation is
clear. If the basic deformed structures are established the found situation may indeed lead to new
perceptions that result in further generalizations. Moreover, the framework of deformation quan-
tization allows an understanding of the classical limit. In the new context the formal parameter
encodes the influence of the noncommutative aspects of space-time and can be interpreted as the
Planck area if the formal series converge. For macroscopic phenomena where this scale is negligibly
small, the parameter can be set to zero and one obtains the ordinary gauge theory. These two
aspects, the reformulation of gauge theories in stages and the existing notion of a classical limit,
are the main reasons for this approach.
Although the notion of a star product is also clear for complicated geometries as typically
occurring in general relativity, most of the attempts to formulate physical theories known so far use
the controversial assumption of a flat Minkowski space equipped with the Weyl-Moyal product or
other star products respecting the relevant commutation relations of the coordinates. Within this
setting the work [112] of Seiberg and Witten on string theory initiated the investigations of Yang-
Mills and other gauge theories on noncommutative flat space-times which arise as low-energy limits
of string theories. Neglecting their geometric background all physically relevant structures can be
traced back to functions on the space-time. In the approaches that make use of this simplification
all ordinary products are replaced by the considered star product. In the works [77–79,90,128,129]
Wess and coworkers pointed out that the Lie algebra defining the gauge fields and the infinitesimal
gauge transformations of such theories has to be extended to its universal enveloping algebra. The
initial considerations in [112] further motivated the so-called Seiberg-Witten maps which express
the noncommutative gauge and matter fields together with their infinitesimal gauge transformations
by formal series of their commutative counterparts in the deformation parameter. For quantum
field theoretic models on a flat space-time the works of Grosse and Wohlgenannt [59,60] contributed
results concerning the renormalizability of quantum field theories on noncommutative spaces. An
overview over this aspect was given by Rivasseau [110]. Based on these results there already exist
concrete formulations of the standard model on noncommutative space-times and proposals how
to measure the occurring parameters that encode the noncommutativity in experiments [2, 3, 105].
Although the mentioned models have been investigated to an enormous extent, there are various
issues that remain unclear and thus require further investigations and improvements. First of all,
the physically adequate notion of a noncommutative space-time is still not well-understood. The
use of star products immediately implies that the space-time carries a Poisson structure and there
do not exist any physical arguments that distinguish a reasonable choice for it or even guarantee
its existence. There is no experimental evidence for a globally defined noncommutative structure,
in particular not for a constant Poisson structure as used so far. In contrast to this it is rather
natural to assume that the noncommutative features of space-time are a local effect. Waldmann
and coworkers have discussed these aspects in [5, 68, 69, 124] and presented an approach to locally
noncommutative space-times.
Second, and this is the issue basically motivating the present work, the transparent and clear
geometric formulation of classical gauge field theories in terms of principal fibre bundles and associ-
ated vector bundles has not been sufficiently clarified and investigated in the context of deformation
quantization. The need for a geometrical generalization is supported by the fact that the physical
effects at the Planck scale which initially gave rise to the consideration of noncommutative space-
times can not be described in the flat Minkowski space and require the full geometric framework of
general relativity. Moreover, many of the simplifications used so far are too strong and not sustain-
able. The naive understanding of fields as functions on the space-time is just a local description of
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the geometric objects like vector-valued differential forms or sections of vector bundles and depends
on the used local charts. This is especially important for nontrivial bundles which should be taken
into account out of the following obvious reasons. The relevant space-times have non-vanishing
curvature and due to possible singularities and black holes they may carry nontrivial topologies
admitting nontrivial principal and vector bundles over them. Moreover, one usually demands that
the fields have a certain behaviour to decrease at infinity in order to obtain a finite amount of
energy. Using a one-point compactification the fields that vanish at infinity can be defined as fields
on a sphere which also allows nontrivial bundles.
From this point of view it becomes clear that the procedures used in the most models, namely to
replace all products of functions by star products has to be improved. The fields are no functions and
thus it is simply not possible to multiply them with a star product. If this is done for the functions
obtained in the local expressions of the fields the new products heavily depend on the choice of the
local charts and have no global meaning. In the geometric formulation fields are multiplied using
fibre metrics which in the noncommutative case have to be adapted properly. Besides establishing
the deformation quantization of vector bundles, Bursztyn and Waldmann provided a notion of
deformed hermitian fibre metrics and discussed some aspects of noncommutative field theories in
this setting [23–25,120–122,125].
This well-understood framework for vector bundles only describes matter fields. Gauge poten-
tials and gauge transformations are not taken into account. In order to do this one has to find the
deformed versions of principal fibre bundles. The appropriate notion of a deformation quantization
of principal fibre bundles was first given in the authors diploma thesis [126]. Using an adapted
Fedosov construction [48,49] it was shown that under the assumption of a symplectic base manifold
the functions on the total space can be deformed into an invariant right module with respect to a
Fedosov star product on the base.
Results of the work
As a continuation of the above developments it is the main concern of this work to investigate the
notion of deformation quantization of principal fibre bundles with arbitrary Poisson manifolds as
basis. From the algebraic point of view the considered definition encodes a deformation problem
of right modules which also can be discussed in a more general geometric framework. Due to
this observation a notion of deformation quantization of surjective submersions is also taken into
account.
It is the main result of this work to show that the functions on the total space of any surjective
submersion can be deformed into a right module with respect to an arbitrary differential star product
on the base manifold. These deformations defined as formal series of bidifferential operators with
the pointwise module structure in the lowest order of the formal parameter, are further shown to
be unique up to equivalence. The same result concerning the existence and the classification of
deformation quantizations is further shown for the special case of principal fibre bundles where the
deformations and their equivalence transformations are additionally required to be invariant under
the action of the structure Lie group of the bundle.
The attempt to construct deformations of algebraic structures and correspondingly defined
equivalence transformations between them order by order in the formal parameter is typically
opposed to obstructions which are encoded in certain Hochschild cohomology groups. For star
products which are associative deformations of the algebra of smooth functions the theorem of
Hochschild, Kostant, and Rosenberg [73] states that the relevant Hochschild cohomology of the
considered algebra is isomorphic to the Gerstenhaber algebra of antisymmetric multivector fields.
Due to this well-known result further discussed in [26,29,99,108] the proof for the existence and the
classification of star products given by Kontsevich [83–85] has to make use of a more sophisticated
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approach. Due to these facts and other typical examples of algebraic structures where the mentioned
obstructions in general are nontrivial, the following facts are rather surprising.
The general investigation of module deformations in this work in particular substantiates the
obstructions against the desired orderwise constructions proving the above stated result concern-
ing the classification and the existence of deformation quantizations of surjective submersions and
principal fibre bundles. In both cases they are given by the first and the second cohomology group
of the Hochschild complex of the algebra of functions on the base manifold with values in the corre-
sponding bimodule of differential operators of the functions on the total space which are required to
be invariant operators in the case of principal fibre bundles. An explicit and nontrivial computation
points out that the first and all higher cohomology groups are trivial.
The computation of the cohomology based on explicit local homotopies not only provides an ele-
gant proof of the above stated main assertion but, in principle, also provides an explicit prescription
how to construct the relevant structures.
The mathematical framework which is necessary to describe and discuss the arising deformation
problems is provided in full generality. The work presents a new definition for the deformation of
right modules with respect to a deformed algebra. This discussion in the sense of Gerstenhaber’s
deformation theory [52] extends the purely algebraic notions in the works of Donald and Flanigan
[38] and Yau [130]. In the course of the considerations it turns out that the notion of deformed
module structures consisting of bidifferential operators is a subtle point. The aspired local formulas
are obtained if the deformed module structure is a formal series of one-cochains of the mentioned
Hochschild complex. The developed tools and techniques to perform the crucial computation of
the cohomology are also formulated in the most general way and may possibly serve for further
investigations of similar problems. With respect to the commutant, this means the algebra of
endomorphisms of the functions on the total space respecting their deformed module structure, the
vanishing first cohomologies yield the following result.
Depending on the geometric choices of a principal connection and an always existing invariant
and torsion-free covariant derivative on the total space of the principal fibre bundle which respects
the vertical bundle and which is related to a torsion-free covariant derivative on the base manifold,
the commutant of a deformation quantization of a principal fibre bundle within the differential
operators is isomorphic to the formal power series of vertical differential operators. In consequence,
this induces an invariant associative deformation of the algebra of vertical differential operators and
an invariant deformation of the classical left module structure of the functions on the total space
with respect to the commutant. For a fixed star product on the base manifold, all deformations in
the resulting bimodule structure are unique up to invariant equivalence. Moreover, the two occurring
algebras turn out to be mutual commutants.
For surjective submersions one obtains an analogous assertion where the structures are not
invariant. It is a basic feature of any principal fibre bundle that a representation of its structure
group on a finite dimensional vector space induces an associated vector bundle. Concerning this
point the above result establishes a connection to the works [25, 120–122, 125] of Bursztyn and
Waldmann. The well-known isomorphism of invariant vector-valued functions on the principal
fibre bundle and the sections of the associated vector bundle lead to the following observation.
Every deformation quantization of a principal fibre bundle induces a deformation quantization
of any associated vector bundle. Moreover, one always obtains a surjective algebra morphism from
the deformed algebra of vertical differential operators to the commutant of the deformed associated
vector bundle.
Motivated by the aspired applications, the work presents a generalization of the above state-
ments. The notions concerning the deformation with respect to the functions on the total space
can also be defined for the sections of arbitrary vector bundles over the total space which, in the
case of principal fibre bundles, are assumed to be equivariant vector bundles. The above results
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then induce the following generalization.
The existence and uniqueness up to equivalence can be proved in the same way for the right
module of sections of any (equivariant) vector bundle over the total space. The assertion in par-
ticular holds for horizontal differential forms on a principal fibre bundle. Depending on the above
geometric choices the invariant module deformation then induces a corresponding deformation of
the module structure of the forms on the base manifold with values in any associated vector bundle.
Although these results can be traced back to the above fundamental notion of deformation
quantization it is convenient in the main text to investigate the sections and regard the functions
as a special case having further properties. Some of the mathematical results of this work, basically
those for the module of functions, have already been published in the article [19] which will appear
in the Journal fu¨r die reine und angewandte Mathematik (Crelle’s Journal).
Applications and outlook
Due to the fact that surjective submersions and principal fibre bundles are basic geometric struc-
tures that are omnipresent in differential geometry, the above results have various applications in
mathematical physics.
• For the aspired geometric formulation of gauge theories on noncommutative space-times the
above results provide a first step towards a better understanding of the algebraic structures
which are crucial for the theory. All the occurring module structures with respect to the
function algebra on the space-time allow an adapted deformation for any given star product.
The matter fields of a field theory, given as the module of sections on an associated vector
bundle can now be deformed in the gauge theoretic setting. The Lie algebra of infinitesimal
gauge transformations which is required to respect the module structure then has to be
extended to the commutant within the differential operators. This is the geometric and
global analogue of the local observations made by Jurcˇo, Schraml, Schupp and Wess in [78].
It turns out in the geometric formulation that the gauge potentials, given by the principal
connections are an affine vector space and have no direct module structure like the matter
fields. This is only the case for the underlying vector space whose module structure can
be deformed. The physical interpretation of these observations is still unclear. The role
of gauge potentials and force fields in the noncommutative setting has to be investigated in
more detail. In the symplectic case the adapted Fedosov construction of the deformed module
structure for the matter fields reveals a functorial dependence of the necessary choice of a
gauge potential, confer [126]. This dependence shows a nice behaviour under local gauge
transformations and gives rise to the conjecture that the Seiberg Witten maps for the gauge
potentials in the global geometric framework could possibly be seen as the map assigning
a deformed module structure to any gauge potential. In order to investigate this in full
generality it would be desirable to find a more explicit construction of the module structures
in the slightly more realistic case of space-times with a Poisson structure. For the formulation
of a complete gauge theory one further has to clarify the notion of deformed fibre metrics as
done for vector bundles in [25]. Then the newly defined actions should be invariant under
the noncommutative analogues of gauge transformations.
• The structure of a principal fibre bundle also occurs in the context of phase space reduction
where the found results provide a deeper understanding of the quantization of the Marsden-
Weinstein reduction [1, Sect. 4.3]. If a Lie group acts on a phase space by a Hamiltonian
group action with an equivariant momentum map it also acts on the surface determined by
the momentum level zero. In the case of a free and proper action this surface is the total space
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of a principal bundle over the quotient space given by the orbits. This base manifold inherits
a Poisson structure of the initial phase space and is called the reduced phase space. In the
framework of deformation quantization one is then usually interested in star products of the
initial phase space inducing star products on the reduced one. This problem has already been
discussed using the BRST formalism [12, 18, 70] or more direct constructions of the reduced
star product, confer [15,16,56]. Another approach is provided by the fact that the functions
on the momentum level surface are a bimodule with respect to the two algebras of functions
on the two phase spaces. The left and right module structures are induced by the pullbacks
of the embedding map of the surface and the bundle projection. If it is possible to deform
the left module structure with respect to a given star product such that the corresponding
commutant is isomorphic to the formal series of functions on the reduced phase space, the
latter automatically inherits a reduced star product. In [13, 14] this approach is presented
together with first results in the symplectic case. For general Poisson manifolds there have
been found sufficient conditions for a successful reduction [28,30,31]. The results of this work
now yield a contribution to this problem from the opposite direction. For every star product
on a reduced phase space it is possible to construct a right module structure for the functions
on momentum level surface. Together with the commutant one even obtains a deformed
bimodule structure which is unique up to equivalence.
• As discussed in the article [19] the results also motivate further investigations with respect
to Morita theory.
Outline of the work
The present work is organized as follows.
• Chapter 1 provides a short introduction to the concepts of deformation quantization and it is
explained in which sense a star product represents and describes the noncommutative aspects
of space-time at the Planck scale. A discussion of the algebraic structures occurring in the
geometric formulation of a classical gauge theory will then lead to the basic definitions.
• A general and detailed investigation of deformations of right module structures with respect
to deformed algebras is the content of Chapter 2. The new algebraic notion is presented after
a detailed discussion of the Hochschild complexes of algebras and modules. The cohomology
groups of these complexes are then identified to encode the obstructions for the orderwise
construction of such deformations and the corresponding equivalence transformations. These
results can moreover be obtained for structures of particular types having further specific
properties that should be respected by corresponding deformations. It is further shown that
trivial cohomology groups not only imply the existence and uniqueness up to equivalence of
deformed module structures but also allow a computation of the corresponding commutants
which give rise to deformed bimodules. For modules which are invariant under group actions
a separate discussion reveals further general results. Using an explicit homotopy it is finally
shown that the obstructions for projective modules always vanish.
• Chapter 3 starts with a summary of the well-known facts concerning the algebraic notion of
multidifferential operators. This is necessary to define the notion of differential algebra and
module structures which then are seen to be examples of particular types.
• In Chapter 4 it is pointed out how the general concepts of presheaves and sheaves encoding
the relations between global and local data, can be used to compute (invariant) differential
Hochschild cohomologies.
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• It is well-known from homological algebra that Hochschild cohomologies are certain values
of derived functors and that this fact can be used to compute the cohomologies by doing
it for certain other complexes. Motivated by this purely algebraic situation it is shown in
Chapter 5 that such a result can also be obtained for a more specific situation. The differential
Hochschild cohomologies of the algebra of smooth functions on a convex subset of Rn with
values in certain bimodules are isomorphic to cohomologies involving the topological versions
of the bar and Koszul resolutions. This result does not follow from abstract arguments. All
the isomorphisms have to be established by explicitly given maps whose construction is a
nontrivial issue.
• The central result of this work is proved in Chapter 6. The Hochschild cohomologies which are
crucial for the deformation quantization of surjective submersions and principal fibre bundles
are computed explicitly and shown to be trivial. Based on the results of the previous chapters
the computation makes use of a locally given homotopy. Besides proving the existence and
the uniqueness up to equivalence the obtained result also presents a way to construct the
considered structures explicitly.
• The investigation of the commutant within the differential operators is the basic concern of
Chapter 7. The obtained results are based on adapted versions of the symbol calculus of
differential operators and the existence of particular covariant derivatives. This is moreover
used to show that there always exist deformations which respect a further algebraic property.
• In Chapter 8 it is shown that each deformation quantization of a principal fibre bundle induces
a deformation quantization of any associated vector bundle.
• The two Appendices A and B provide the necessary basics of differential geometry and homo-
logical algebra which are used in the main text. Appendix C contains a technical but simple
proof which has been omitted in Chapter 5.
Chapter 1
Deformation quantization and
classical gauge theories
As mentioned in the introduction, it is the main motivation of this work to investigate how the
methods of deformation quantization can be used for a geometrically meaningful discussion and
formulation of classical gauge theories on noncommutative space-times. First of all, it has to be
clarified in which sense a manifold equipped with a star product can be interpreted as a noncom-
mutative space-time. This will become clear after a short review of the basic notions and results
of deformation quantization. Based on the obtained interpretation of a star product algebra, the
geometric formulation of classical gauge theories in terms of principal fibre bundles will then be
investigated. For the implementation of the new noncommutative structure into the theory it turns
out that the crucial right module structures have to be adapted. This will finally lead to the
definition of a deformation quantization of principal fibre bundles.
1.1 Deformation quantization and noncommutative space-times
In order to formulate the definition of a star product and all other relevant structures occurring in
the framework of deformation quantization, one needs the concept of formal power series, confer [87,
Chap. IV, §9].
Definition 1.1.1 (Formal power series)
Let X be a module over a ring R and λ a letter. Then the set X[[λ]] of formal power series in the
formal parameter λ with coefficients in X is given by the cartesian product X[[λ]] =
∏∞
r=0Xr with
Xr = X for all r ∈ N0. In this context, all sequences (xr)r∈N0 = (x0, x1, . . . ) in X are denoted as
formal power series x =
∑∞
r=0 λ
rxr.
In the obvious way X[[λ]] is an R-module again. If X,Y,Z are R-modules any operation · :
X × Y −→ Z induces a corresponding one · : X[[λ]] × Y [[λ]] −→ Z[[λ]] by the formal Cauchy
product
x · y =
(
∞∑
r=0
λrxr
)
·
(
∞∑
l=0
λlyl
)
=
∞∑
r=0
λr
r∑
s=0
xs · yr−s. (1.1)
Following this purely algebraic prescription one can extend rings, algebras and other algebraic
structures to the formal power series. Analogously, one defines the application of formal power
series of maps itself and one finds the isomorphism HomR(X,Y )[[λ]] ∼= HomR[[λ]](X[[λ]], Y [[λ]]) for
the R-linear maps between two modules X,Y . For associative and unital algebras A with unit 1 it
9
10 Chapter 1. Deformation quantization and classical gauge theories
is an important fact that every series a =
∑∞
r=0 λ
rar ∈ A[[λ]] starting with an invertible element
a0 is invertible. Writing a = a0 + λb with b ∈ A[[λ]] the element
a−1 = a−10
∞∑
s=0
(λba−10 )
s ∈ A[[λ]] (1.2)
satisfies aa−1 = 1 = a−1a, confer [102, Lemma 2.2.2]. Further details and discussions of formal
power series can for example be found in [103, App. A] and [123, Bem. 4.2.36, Sect. 6.2.1]. Within
this framework the definition of a star product can be formulated as follows, confer [8].
Definition 1.1.2 (Formal star product)
Let M be a smooth manifold and C∞(M) denote the smooth complex-valued functions. Then a
formal star product is an associative C[[λ]]-bilinear product ⋆ for C∞(M)[[λ]] of the form
a ⋆ b =
∞∑
r=0
λrCr(a, b) (1.3)
for all a, b ∈ C∞(M)[[λ]] with C-bilinear maps Cr : C
∞(M)× C∞(M) −→ C∞(M) such that
i.) C0(a, b) = a · b is the pointwise product of functions and
ii.) 1 ⋆ a = a = a ⋆ 1 which means that Cr(1, a) = 0 = Cr(a, 1) for all r ≥ 1.
Two star products ⋆ and ⋆˜ on M are said to be equivalent if there exists a formal series S =
idC∞(M)+
∑∞
r=1 λ
rSr of linear maps Sr : C
∞(M) −→ C∞(M) with
S(a ⋆ b) = Sa ⋆˜ Sb and S(1) = 1. (1.4)
A star product ⋆ is called differential if the Cr are bidifferential operators. Then, the equivalence
transformations S have to consist of differential operators.
The associativity of a star product shows that the manifold M is necessarily a Poisson manifold
with a Poisson bracket {·, ·} defined by
C1(a, b) − C1(b, a) = i{a, b}, (1.5)
where i ∈ C is the imaginary unit.
The existence of star products on symplectic manifolds was independently proved by DeWilde
and Lecomte [37], and Fedosov [48]. A further contribution was given by Omori, Maeda and
Yoshioka [106]. With his famous formality theorem Kontsevich showed that there exist star product
for any Poisson manifold such that (1.5) holds for the given Poisson bracket. Moreover, this
approach clarified the classification of star products with respect to the given notion of equivalence.
Previously, this was done for the symplectic case by Bertelson, Cahen and Gutt [10], Gutt and
Rawnsley [63], as well as by Nest and Tsygan [101]. The topic was further pursued by Deligne [36]
and Neumaier [103,104].
The notion of star products first arose in the context of deformation quantization as estab-
lished by Bayen, Flato, Frønsdal, Lichnerowicz, and Sternheimer [8]. It is a remarkable physical
phenomenon that the fundamental theory of quantum mechanics has a classical limit. Due to
this fact we only have a physical intuition for the observables in classical mechanics, given by the
real-valued functions in the Poisson algebra (C∞(M), {·, ·}) of functions on a Poisson manifold
M . In contrast to this classical situation the observables in quantum mechanics are defined as the
self-adjoint elements in the noncommutative algebra of operators on a Hilbert space. The reason
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for this generally accepted axiomatic point of view can be seen in Heisenbergs uncertainty relations
∆Qi∆P j ≥ ~2δ
ij for position and momentum which are satisfied if the corresponding observables
Qi and P j in quantum mechanics satisfy the commutation relation [Qi, P j ] = i~δij . The resulting
quantization problem, namely to construct the quantum theory for any arbitrarily given classical
system and to establish a relation between the observables is not trivial. In general, there exists no
canonical way of quantization that in particular provides the aspired relation between the Poisson
bracket {·, ·} for the classical observables and the commutator 1i~ [·, ·] for the assigned operators.
Deformation quantization in its original intention is a geometrically motivated approach to this
problem. A star product deforming a Poisson bracket is seen as the noncommutative algebraic
structure of the observables in quantum mechanics expressed in terms of the classical functions.
Due to the fact that
[a, b]⋆ = a ⋆ b− b ⋆ a = iλ{a, b} +O(λ
2) (1.6)
it is clear that the deformation parameter can be interpreted as Plancks constant ~ = 6.6×10−34Js
and that deformation quantization yields a notion of the classical limit. A detailed discussion of all
this and an introduction to the topic can in particular be found in the book [123] of Waldmann.
According to the considerations and results of Doplicher, Fredenhagen, and Roberts in [39,40]
the space time coordinates xµ, µ = 0, . . . , 3, of an event in the usual Minkowski space-timeM = R4
are subjected to the uncertainty relations
∆x0
3∑
i=1
∆xi ≥ l2P and
3∑
j<k=1
∆xj∆xk ≥ l2P . (1.7)
The occurring Planck length lP =
√
γ~
c3
= 1.6×10−35m is determined by the gravitational constant
γ, the Planck constant ~ and the velocity c of light and can be seen as the scale where the predictions
of classical mechanics and general relativity lead to contradictions and where a new and more
fundamental model of space-time is necessary. As shown in the mentioned works the uncertainty
relations can be satisfied in a specific framework where the coordinate functions xµ are replaced by
certain generators qµ of an abstract algebra satisfying commutation relations of the form
[qµ, qν ] = il2PΘ
µν (1.8)
with a constant Poisson tensor Θµν . Again, the problem is to construct the fundamental theory of
quantum space-time out of its well-known and obviously existing classical limit. Completely anal-
ogous to the above quantization problem one has to replace the commutative algebra of functions
on the space-time manifold M by a noncommutative one. With this analogy it is obvious that the
general framework of deformation quantization can also be used to describe the physical effects of
such a noncommutative space-time in terms of the well-known one. The only additional problem
is that there is no physical evidence for a globally defined Poisson structure, confer the discussions
in [5, 69,124].
Nevertheless, in order to investigate the impact of a noncommutative space-time structure on
field theories it is still adequate to work with noncommutative space-times that are given by a
smooth manifold M together with a differential star product. The basic algebraic structure for
further investigations is thus the star product algebra (C∞(M)[[λ]], ⋆).
1.2 The geometric formulation of a classical gauge theory
It has become evident in the last century that classical gauge theories have a simple and clear
geometrical formulation which shall be outlined in the following. Details, concrete applications
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and further discussions of the well-known topic can be found in [11, 35, 97, 98, 100, 111, 126]. It is
assumed that the reader is familiar with the necessary concepts of differential geometry which can
also be found in the above references or in the most books on differential geometry, for instance
[80, 81, 88, 94]. Appendix A contains a summary of the most important facts together with an
explanation of the used notation.
For the description of the kinematics of a classical gauge theory one needs the following crucial
data.
i.) A principal fibre bundle p : P −→M with structure Lie group G and principal right action r.
ii.) A representation π : G −→ Aut(V ) of G on a finite dimensional vector space V from the left.
These fundamental structures have the following interpretation. The base manifold M plays the
role of the space-time. Thus it is equipped with a lorentzian metric h, which in particular is
a non-degenerate symmetric tensor field h ∈ Γ∞(M,S2TM). The total space P is sometimes
referred to as the space of generalized phase factors. Considering the fibres one can say that at
any point p ∈ M there is an additional degree of freedom which is strongly related with the
group G. The name comes from classical electrodynamics where the elements of the relevant group
G = U(1) = {eiΘ | Θ ∈ (0, 2π]} are determined by the phase Θ. The structure group G is the
internal symmetry group of the theory and controls the gauge fields by the representations on the
vector space V and the Lie algebra g of G. The meaning of this will become clear with the following
notions.
In the global geometric context the G-invariant vector-valued functions
f ∈ C∞(P, V )G (1.9)
satisfying f ◦ rg = πg−1 ◦f for all g ∈ G are interpreted as the matter or particle fields of the theory.
The principal connections in the form of their connection one-forms
ω ∈ C ⊆ (Γ∞(P, T ∗P )⊗ g)G, (1.10)
which are g-valued one-forms that are G-invariant with respect to the adjoint representation, r∗gω =
Adg−1 ◦ω, and reproduce the generators of the fundamental vector fields, confer Definition A.3.3,
are seen as the gauge potentials. The induced covariant exterior derivative dω of such a connection
then encodes the description of the changing rate of any field. Using this derivative one obtains
the corresponding curvature forms
Ω = dω ω ∈ (Γ
∞
hor(P,
∧2T ∗P )⊗ g)G, (1.11)
which are horizontal and invariant g-valued two-forms. They are seen as the force fields or field
strength tensors. An immediate consequence of the above definition are the structure equation and
the Bianchi identity,
Ω = dω ω = dω +
1
2
[ω, ω]∧, (1.12)
dω Ω = 0, (1.13)
where [·, ·]∧ is the bracket for g-valued forms defined in (A.27). The covariant exterior derivative
further satisfies
dω f = d f + π
′(ω)f, (1.14)
dω α = dα+ [ω,α]∧ (1.15)
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for all f ∈ C∞(P, V )G and α ∈ (Γ∞(P,
∧•T ∗P ) ⊗ g)G. The gauge group or group of gauge trans-
formations is given by the group of G-invariant G-valued functions
C∞(P,G)G (1.16)
with respect to the action of the Lie group G on itself via conjugation. An element H ∈ C∞(P,G)G
thus satisfies H ◦ rg = Conjg−1 ◦H. The group structure is the naturally induced via (H1H2)(u) =
H1(u)H2(u) for all u ∈ P . Correspondingly, the gauge algebra or (Lie) algebra of infinitesimal
gauge transformations is given by the algebra of G-invariant g-valued functions
C∞(P, g)G (1.17)
with respect to the adjoint action. Thus one has Ξ◦ rg = Adg−1 ◦Ξ for such Ξ ∈ C
∞(P, g)G. Again,
the Lie bracket is the one induced by the Lie bracket on g, [Ξ1,Ξ2](u) = [Ξ1(u),Ξ2(u)].
Remark 1.2.1 (Gauge group and gauge algebra)
i.) There is a group isomorphism
Φ : C∞(P,G)G −→ Gau(P ) = {τ : P −→ P | τ ◦ rg = rg ◦ τ and p ◦ τ = p} (1.18)
between the gauge group and the gauge transformations Gau(P ) of the principal fibre bundle
which is denoted and defined by
ΦH(u) = (Φ(H))(u) = rH(u)u = u.H(u) (1.19)
for all H ∈ C∞(P,G)G and u ∈ P .
ii.) There is a vector space isomorphism
φ : C∞(P, g)G −→ gau(P ) = Γ∞(P, V P )G = {V ∈ Γ∞(P, TP ) | r∗gV = V and Tp ◦ V = 0}
(1.20)
between the gauge algebra and the infinitesimal gauge transformations of the principal fibre
bundle which is given by
φ(Ξ) = ΞP , ΞP (u) =
d
d t
∣∣∣∣
t=0
u. exp(tΞ(u)) (1.21)
for all Ξ ∈ C∞(P, g)G. In addition, the isomorphism is an anti-homomorphism of Lie algebras,
[Ξ1,Ξ2]P = −[(Ξ1)P , (Ξ2)P ]. (1.22)
iii.) The notion infinitesimal comes from the fact that a vector field V ∈ Γ∞(P, TP ) is an in-
finitesimal gauge transformation in gau(P ) if and only if its flow FlVt ∈ Gau(P ) is a gauge
transformation for all possible t ∈ I with some I ⊆ R. Under the above isomorphisms this
relation is encoded in the generalized exponential map exp : C∞(P, g)G −→ C∞(P,G)G from
Appendix A.3.2 since
FlΞPt = Φexp(tΞ) (1.23)
and dd t
∣∣
t=0
exp(tΞ(u)) = Ξ(u) for the one-parameter group exp(tΞ).
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The (local) gauge transformations of the fields are given by the natural action of the gauge
group Gau(P ) via pullback. Then all structures yield transformed ones of the same type. For
H ∈ C∞(P,G)G the tangent map of ΦH ∈ Gau(P ) is given by
TuΦHZu = TurH(u)Zu +
(
TH(u)lH−1(u)TuHZu
)
P
(ΦH(u)) (1.24)
for all Zu ∈ TuP and with the left multiplication lgh = gh in G. Thus one finds the following gauge
transformations
H :
f 7−→ f ′ = Φ∗
H−1
f = π(H)f
ω 7−→ ω′ = Φ∗
H−1
ω = AdH ω + δH
−1
Ω 7−→ Ω′ = Φ∗
H−1
Ω = AdH ω
(1.25)
for all matter fields f ∈ C∞(P, V )G, gauge potentials ω ∈ C and force fields Ω ∈ (Γ∞hor(P,
∧2T ∗P ))G.
The expression δH−1 : TP −→ g is the left logarithmic derivative of H−1 defined by δH−1(Zu) =
TH−1(u)lH(u)TuH
−1Zu. Further, it is (π(H)α)u = π(H(u)) ◦ αu for each vector-valued form α ∈
Γ∞(P,
∧•T ∗P ) ⊗ V with a corresponding representation. The pullback of a connection one-form
ω ∈ C indeed yields ω′ ∈ C with curvature Ω′ = dω′ ω
′. The gauge covariance of the covariant
derivative dω is encoded in the fact that
(dω α)
′ = dω′ α
′. (1.26)
The infinitesimal (local) gauge transformations with respect to a function Ξ ∈ C∞(P, g)G are
obtained by considering the gauge transformation with respect to the one-parameter group Ht =
exp(tΞ) and to take the derivative dd t
∣∣
t=0
. The infinitesimal version of (1.25) then is
Ξ :
f 7−→ δΞf = −LΞP f = π
′(Ξ)f
ω 7−→ δΞω = adΞ ω − dω = [Ξ, ω]− dω
Ω 7−→ δΞΩ = −LΞP Ω = ad(Ξ)Ω.
(1.27)
There, LΞP =
d
d t
∣∣
t=0
(FlΞPt )
∗ denotes the Lie derivative in direction ΞP and π
′ : g −→ End(V )
is the induced Lie algebra representation. For all vector-valued forms one again sets (π′(Ξ)α)u =
π′(Ξ(u))αu. For the horizontal forms α ∈ Γ
∞
hor(P,
∧•T ∗P )⊗ V one additionally has
[δΞ1 , δΞ2 ]α = δ[Ξ1,Ξ2]α. (1.28)
The infinitesimal gauge transformations δΞ only yield elements δΞα of the same type if the corre-
sponding fields give rise to a vector space. This is not true for the gauge potentials. The principal
connections are only an affine space over the invariant and horizontal g-valued one forms. Thus
one has
C ∋ ω −→ δΞω ∈ TωC = (Γ
∞
hor(P, T
∗P )⊗ g)G. (1.29)
In order to reproduce the formulas physicists are familiar with, one makes use of a local gauge
which is nothing but a local section
σ ∈ Γ∞(U,P |U ) (1.30)
of the principal fibre bundle over an open set U ⊆M . Then one defines
φ = σ∗f ∈ C∞(U, V ) (1.31)
A = π′ ◦ σ∗ω ∈ Γ∞(U, T ∗U)⊗ End(V ) (1.32)
F = π′ ◦ σ∗Ω = π′ ◦ (dσ∗ω +
1
2
[σ∗ω, σ∗ω]∧) ∈ Γ
∞(U,
∧2T ∗U)⊗ End(V ) (1.33)
U = π ◦ σ∗H ∈ C∞(U,Aut(V )) (1.34)
U = π′ ◦ σ∗Ξ ∈ C∞(U,End(V )) (1.35)
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for all f ∈ C∞(P, V )G, ω ∈ C, H ∈ C∞(P,G)G, and Ξ ∈ C∞(P, g)G. Then the structure equation
is F = dA + A ∧ A and the Bianchi identity reads dF = F ∧ A − A ∧ F where, for instance,
(A∧A)(X,Y ) = A(X)◦A(Y )−A(Y )◦A(X) for all X,Y ∈ Γ∞(U, TU). The local and infinitesimal
local gauge transformations (1.25) and (1.27) now have the form
U :
φ 7−→ Uφ
A 7−→ UAU−1 + UdU−1
F 7−→ UFU−1
and U :
φ 7−→ Uφ
A 7−→ [U, A]− dU
F 7−→ [U, F ].
(1.36)
Equation (1.14) yields σ∗ dω f = (d+A)σ
∗f = (d+A)φ where (Aφ)p(Xp) = Ap(Xp)(φ(p)). Usually
one chooses a basis {ea}a=1,...,dimG of the Lie algebra g such that [ea, eb] = C
c
abec with the structure
constants Ccab and sets Ta = π
′(ea). Here and in the following we use Einstein’s summation
convention. Then one obviously has ω = ωaea and Ω = Ω
aea with simple differential forms
ωa ∈ Γ∞(P, T ∗P ) and Ωa ∈ Γ∞(P,
∧2T ∗P ) and one defines Aa = σ∗ωa ∈ Γ∞(U, T ∗U). If U ⊆ M
is the domain of a chart x : U −→ x(U) ⊆ Rn the forms have a C∞(U)-module basis generated by
the dxµ for µ = 1, . . . n = dimM . This yields
A = (σ∗ωa)π′(ea) = A
aTa = A
a
µ dx
µTa (1.37)
with Aaµ ∈ C
∞(U). Analogously,
F =
1
2
F aµν dx
µ ∧ dxνTa (1.38)
and (1.12) yields the well-known formula
F aµν = ∂µA
a
ν − ∂νA
a
µ + C
a
bcA
b
µA
c
ν . (1.39)
The fields Aµ = A
a
µTa and Fµν = F
a
µνTa ∈ C
∞(U,End(V )) which have the same transformation
behaviour as A and F then are the gauge and force fields physicists work with. Moreover, with the
definition σ∗ dω f = Dµ(σ
∗f) dxµ and (1.14) one finds the usual covariant derivative
Dµ = ∂µ +A
a
µTa = ∂µ +Aµ (1.40)
for the matter fields φ. Analogously, for g-valued forms α ∈ (Γ∞(P,
∧kT ∗P )⊗ g)G with π′ ◦ σ∗α =
αaµ1...µk dx
µ1 ∧ · · · ∧ dxµkTa one sets π
′ ◦ σ∗(dω α) = D
a
bµα
b
µ1...µk
dxµ ∧ dxµ1 ∧ · · · ∧ dxµkTa and
obtains
Dabµ = ∂µδ
a
b − C
a
bcA
c
µ. (1.41)
With (1.15) the Bianchi identity (1.13) implies the homogeneous field equations∑
zykl{ρµν}
DabρF
b
µν = 0. (1.42)
for all a = 1, . . . ,dimG.
Remark 1.2.2 (Introduction of charges)
In physical applications one has to take care of the dimensions. By convention one thus introduces
the coupling constants which have the interpretation of charges. In electrodynamics one sets Dµ =
∂µ + ieAµ where e is the electric charge.
Remark 1.2.3 (Lagrangians, field equations and interactions)
i.) In order to find the dynamics of such a gauge theory one needs some more geometrical
data. All this can be found in [11] and shall only be outlined briefly. A G-invariant La-
grangian L yields a function L0 : C
∞(P, V )G −→ C∞(M) of the form L0(f) = L(f,d f)
16 Chapter 1. Deformation quantization and classical gauge theories
with L(πgf, πg d f) = L(f,d f) which in physics literature is referred to as invariance under
global gauge transformations. The demand for invariance under local gauge transformations
is satisfied by
L(f, ω) = L(f,dω f) (1.43)
involving the gauge potential ω. The metric h of the space-timeM and a G-invariant metric k
on the Lie algebra g, k(Adg ξ,Adg η) = k(ξ, η), induce a metric hk on the horizontal g-valued
forms on P . This gives rise to the self-action density
S(ω) = −
1
2
hk(dω ω,dω ω) = −
1
2
‖Ω‖2 . (1.44)
Taking a volume density µ with respect to h one can define the action
∫
U
(L+ S)(f, ω)µ over
any open subset U ⊆ M with compact closure. The principle of least action which claims
that f and ω are stationary in the sense that
d
d t
∣∣∣∣
t=0
∫
U
(L+ S)(f + tf ′, ω + tα)µ = 0 (1.45)
for all f ′ ∈ C∞(P, V )G and α ∈ (Γ∞hor(P, T
∗P ) ⊗ g)G, then is equivalent to the Lagrange
equation for the matter field f and the inhomogeneous field equation for the gauge field ω.
ii.) In order to find physically relevant examples of matter fields and corresponding Lagrangians
one needs the theory of spin structures, spinors and Dirac operators, confer [27, 32, 50] for
the mathematical background and [98] for some physical considerations. On the Minkowski
space, the Lagrangian typically is of the form
L0(φ) = 〈∂µφ, ∂
µφ〉 −m2〈φ, φ〉 − V(〈φ, φ〉) (1.46)
where 〈·, ·〉 is some metric on the considered vector space V . The first summand is seen as
kinetic energy, the constant m is interpreted as mass and V is some interaction potential.
The structure group of the considered principal bundle then is an appropriate subgroup G
of the orthogonal group of 〈·, ·〉. For matrix Lie groups with the defining representation the
self-interaction then is given by the trace,
S(A) = −
1
2
tr(FµνF
µν). (1.47)
In the physical interpretation the demand of local gauge invariance and the introduction
of the covariant derivative in (1.43), usually referred to as minimal coupling, determine the
interaction of the gauge potentials with the matter fields.
Remark 1.2.4 (Associated vector bundles)
It is well-known that the representation π : G −→ Aut(V ) of the structure group leads to an
associated vector bundle q : E = P ×G V −→ M , confer Appendix A.4. Then all structures and
operations from above have a corresponding description in terms of the associated vector bundle.
Some of the well-known facts are summarized in Proposition A.4.1. The matter fields can be seen
as sections of this associated bundle due to the isomorphism s : C∞(P, V )G −→ Γ∞(M,E) and the
gauge potentials and force fields give rise to covariant derivatives ∇E on E with curvatures RE.
Further, an element H ∈ C∞(P,G)G of the gauge group induces a vector bundle automorphism
Hˆ ∈ Aut(E), this means a fibrewise linear diffeomorphism Hˆ : E −→ E with q ◦ Hˆ = q, by
Hˆ[u, v] = [u, π(H(u))v] = [ΦH(u), v] for all equivalence classes [u, v] ∈ P ×G V . Analogously,
an element Ξ ∈ C∞(P, g)G of the gauge algebra induces a section Ξˆ ∈ Γ∞(M,End(E)) in the
endomorphism bundle of E by Ξˆ[u, v] = [u, π′(Ξ(u))v]. With the isomorphism s one finds that
Hˆ ◦ s(f) = s(π(H)f).
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1.3 Module structures in classical gauge theories
In order to investigate the impact of a noncommutative space-time structure on the above formu-
lation in the aspired framework of deformation quantization, it is necessary to identify the crucial
algebraic structures of a gauge theory which are in contact with the algebra of functions on the
space-time. Considering a star product algebra (C∞(M)[[λ]], ⋆) as the new noncommutative version
of the space-time, the idea then is to adapt the related structures by an appropriate deformation
in order to maintain the algebraic structures which are assumed to be the fundamental content of
the theory. From the purely algebraic point of view it is clear that the simplest structures related
to an algebra are corresponding modules. Indeed, the above formulation points out that certain
right modules have an important physical interpretation.
The matter fields, given by invariant vector valued functions C∞(P, V )G on the principal fibre
bundle are obviously a module with respect to the functions C∞(M) on the base with the pointwise
multiplication making use of the pullback with the bundle projection. For f ∈ C∞(P, V )G and
a ∈ C∞(M) the new matter field fa is defined by
(fa)(u) = (p∗a · f)(u) = a(p(u))f(u) (1.48)
for all u ∈ P where the multiplication on the right side is the scalar one of the vector space V .
The required G-invariance is clear by the property p ◦ rg = p and the defining property of the
representation π. Due to the commutativity of the pointwise product of functions this is as well
a left as a right module structure but as indicated by the notation it will be considered as a right
module structure.
As explained in Remark 1.2.4 and Proposition A.4.1 the matter fields can also be seen as the
sections Γ∞(M,P×GV ) of an associated vector bundle and the considered isomorphism is a module
isomorphism. The natural right module structure of the sections is the crucial algebraic property
and any such finitely generated and projective module can be seen as the module of sections on
a vector bundle. This well-known statement, confer the more detailed discussion in Section 8.1,
points out the importance of the above right module structure which is obviously induced by the
corresponding G-invariant right module structure of the functions C∞(P ) itself. For f ∈ C∞(P )
and a ∈ C∞(M) one defines fa = f · p∗a ∈ C∞(P ) and finds the property
r∗g(fa) = (r
∗
gf)a. (1.49)
Without regard to the G-invariance this basic module structure of functions also occurs in a
much more general framework and only makes use of the projection p : P −→ M which is a
surjective submersion.
The local gauge transformations Φ ∈ Gau(P ) and the infinitesimal counterparts ΞP ∈ Γ
∞(V P )G
which are applied to matter fields are obviously seen to respect the considered module structure
and thus are elements of the so-called commutant. For the functions f ∈ C∞(P ) one easily finds
that
Φ∗(fa) = (Φ∗f)a (1.50)
and
δΞP (fa) = −LΞP (fa) = (−LΞP f)a = (δΞP f)a (1.51)
for all a ∈ C∞(M).
The set C of gauge potentials ω has no such right module structure. It is an affine vector space
over the horizontal and G-invariant g-valued one-forms α ∈ (Γ∞hor(P, T
∗P )⊗g)G. This vector space
and all higher differential forms of the same type are again modules with respect to C∞(M).
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1.4 Deformation quantization and classical gauge theories
The aim to adapt the crucial C∞(M)-module structure of C∞(P ) to a given star product ⋆ on the
manifold M gives rise to the following definitions which were already given in the publication [19].
Definition 1.4.1 (Deformation quantization of surjective submersions)
Let p : P −→M be a surjective submersion and ⋆ be a differential star product on M .
i.) A deformation quantization of the surjective submersion is a right (C∞(M)[[λ]], ⋆)-module
structure • of C∞(P )[[λ]] meaning that
f • (a ⋆ b) = (f • a) • b (1.52)
for all f ∈ C∞(P )[[λ]] and a, b ∈ C∞(M)[[λ]] such that
f • a = f · p∗a+
∞∑
r=1
λrρr(f, a) (1.53)
with C-bilinear maps ρr : C
∞(P )× C∞(M) −→ C∞(M) which are bidifferential operators.
ii.) Two such deformations • and •˜ are said to be equivalent if and only if there exists a formal
series T = idC∞(P )+
∑∞
r=1 λ
rTr of differential operators Tr ∈ DiffOp(C
∞(P )) such that for
all f ∈ C∞(P )[[λ]] and a ∈ C∞(M)[[λ]]
T (f • a) = T (f) •˜ a. (1.54)
The notion of bidifferential operators used for the definition means that the local expression
of these operators shall always exists and that with respect to local charts they are bidifferential
operators in the common sense of calculus. The global description of such maps is a subtle point
and will be clarified in the course of the further investigations of these structures. Taking the
G-invariance into account the following definition is natural.
Definition 1.4.2 (Deformation quantization of principal fibre bundles)
Let p : P −→ M be a principal fibre bundle with structure group G and principal right action
r : P ×G −→ P , r(u, g) = rgu, and ⋆ a differential star product on M .
i.) A deformation quantization of the principal fibre bundle is a G-invariant deformation quanti-
zation of the surjective submersion p : P −→M with respect to ⋆, this means a right module
structure • as in (1.52) and (1.53) with the additional property
r∗g(f • a) = (r
∗
gf) • a (1.55)
for all f ∈ C∞(P )[[λ]], a ∈ C∞(M)[[λ]], and g ∈ G.
ii.) Two such deformations • and •˜ are said to be equivalent if they are equivalent in the sense
of Definition 1.4.1 with G-invariant operators Tr which means that in addition to (1.55) for
all g ∈ G one has
r∗g ◦ Tr = Tr ◦ r
∗
g. (1.56)
In the diploma thesis [126] the existence of deformation quantizations of principal fibre bundles
was already shown for the special case of a symplectic base manifold M . There the star product
is assumed to be a Fedosov star product [48] depending on a symplectic and torsion-free covariant
derivative ∇M on M and a formal series ΩM =
∑∞
r=1 λ
rΩMr ∈ λΓ
∞(M,
∧2T ∗M)[[λ]] of closed
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two-forms, dΩMr = 0. With an adapted version of the Fedosov construction for bimodules it
is shown that there always exist corresponding deformation quantizations of any principal fibre
bundle over M . The construction and thus the right module structure itself further depend on
the choice of a principal connection one-form ω and an always existing G-invariant, torsion-free
covariant derivative ∇P on P which respects the vertical bundle and is related to ∇M . Although it
was shown that deformation quantizations for different choices of ∇P are equivalent with explicitly
given equivalence transformations [126, Satz 3.1.16] it was not possible to clarify the classification
in this framework. This and the fact that there is no evidence for a symplectic structure on
a space-time gives rise to investigate the above notion of deformation quantization for arbitrary
star products on Poisson manifolds. In the present work we prove the following two fundamental
theorems.
Theorem 1.4.3
Every surjective submersion p : P −→ M with a star product ⋆ on M admits a deformation
quantization which is unique up to equivalence.
Theorem 1.4.4
Every principal fibre bundle p : P −→ M with a star product ⋆ on M admits a deformation
quantization which is unique up to equivalence.
Although the Fedosov construction in [126] only works in the symplectic setting, it has further
properties that might be useful for a physical interpretation. In particular, it yields a functorial
dependence of the module structure • on the connection ω and ∇P . Under a gauge transformation
Φ ∈ Gau(P ) the crucial dependence on ω, denoted by •ω, has the behaviour
Φ∗(f •ω a) = Φ
∗f •Φ∗ω a. (1.57)
Although •ω and •Φ∗ω are equivalent the pullback Φ
∗ is no equivalence transformation.
Equation (1.57) in particular shows, that the local gauge transformations are no longer in the
commutant. If this algebraic property is seen to be fundamental and shall be maintained, the actions
of the gauge transformations have to be replaced by the natural action of the endomorphisms in
the commutants. For the infinitesimal versions one obviously makes the same observation. Since
they are classically given by Lie derivatives, this means by differential operators, it is an interesting
task to compute the commutant of the deformation quantization within all differential operators
of the algebra C∞(P ) which will be done in this work.
The situation for gauge potentials and gauge fields has not been studied so far and is a difficult
problem since it is not clear which structures should be adapted. Moreover, the gauge potentials
already appear as a necessary choice for the Fedosov construction which gives evidence that the
matter and gauge fields already are strongly related in this setting. Nevertheless, it is a first step
of understanding also to investigate the deformation problem of the vector space of horizontal and
G-invariant forms together with their commutants. All this will now be done in a very general way
which yields a further contribution to the final aim of adapting the whole geometry of principal
fibre bundles to a given star product.

Chapter 2
Deformation theory of algebras and
modules
The basic ideas of deformation quantization as introduced in [7,8] have their origin in the early works
[51–55] of Gerstenhaber on algebraic deformation theory. Concretely, they provide the algebraic
setting for the deformation theory of algebras. The main point there is that the obstruction for an
order by order construction of an associative deformation of an algebra structure is encoded in a
certain Hochschild cohomology of the algebra. In the same way the obstruction for a construction of
an equivalence transformation between two associative deformations is given by another Hochschild
cohomology. This fundamental ideas can be reformulated for the deformation theory of other kinds
of algebraic structures. Donald and Flanigan [38] have first considered the deformation theory of
modules. Later this topic has been discussed in [130] by Yau who has also studied various other
structures.
In most cases, however, it is not possible to compute the crucial cohomologies explicitly or they
are not vanishing and thus this approach does not help for the decision whether it is possible to
execute the constructions of the relevant structures or not. However, the deformation theory of
Gerstenhaber is one of the fundamental guidelines of this work. With the further assumption that
the Hochschild cochains are differential operators it will be possible to compute the cohomologies
for the right modules occurring in the framework of surjective submersions and principal fibre
bundles.
This chapter presents the general framework for all this. Besides giving a motivation by the
well-known concepts and definitions there are presented the modifications and adaptions of the
ideas and approaches for the investigation of deformed modules. The first section is dedicated to
the well-known notion of Hochschild complexes. It is introduced together with a short summary
of the naturally occurring operations like the insertions and the cup product. After this very
general statements we concentrate on complexes which are induced by algebras and right modules.
For the first case the algebraic structure of the Hochschild cohomology is well-known and given
by a so-called Gerstenhaber algebra. Leaving the purely algebraic description it is explained in
Section 2.2 what shall be understood by algebra and module structures of particular types. This
new definition specifies in an axiomatic way which further properties of the algebraic structures
can be implemented in the purely algebraic setting. In comparison to [19] the crucial conditions are
formulated in a slightly more general way in the present work. The Sections 2.3 and 2.4 then show
that the obstruction theory for deformations of algebras and modules can be reformulated within
this refined context. Moreover, Section 2.5 shows that the considered Hochschild cohomologies even
play a crucial role for the investigation of the commutant of a deformed right module structure.
With respect to the applications Section 2.6 contains a discussion of algebraic structures which are
invariant under group actions. Finally this chapter is closed with a first simple example given by
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the projective modules. There it is possible to compute the purely algebraic cohomology by an
explicit homotopy. In the following presentation it is assumed that the reader is familiar with the
basic concepts of homological algebra. The crucial definitions can be found in Appendix B or in
the respective literature, for instance [74,75,87].
From now on let K be a field of characteristic 0 like K = Q,R,C. This will be sufficient for
our purposes. However, all considerations of this chapter are still valid for a commutative ring K
with at least 1 6= 0 and 0 6= 2, 12 ∈ K.
2.1 The Hochschild complex
In order to build up an obstruction theory for the deformations of algebras and modules one needs
the notion of Hochschild complexes and Hochschild cohomologies which shall be introduced in
the following. All presented structures of this section are well-known and already appear in the
early works [71, 72] of Hochschild and [51] of Gerstenhaber. In our presentation, the very general
considerations and definitions in the literature are already adapted to the algebraic framework of
our later examples. This is convenient in order to introduce the more specific framework which will
be used later on, and to emphasize the crucial additional aspects.
2.1.1 The Hochschild complex with values in a bimodule
Let A and M be K-vector spaces. For all integers k ∈ Z consider the derived K-vector spaces
HCk(A,M) =

{0} k < 0
M for k = 0
Hom
K
(A× · · · ×A︸ ︷︷ ︸
k times
,M) k ≥ 1,
(2.1)
this means the K-multilinear maps of A with values in M for k ≥ 1. The direct sum HC•(A,M) =⊕
k∈ZHC
k(A,M) yields a Z-graded space and the corresponding degree of homogeneous elements
is often referred to as dimension or tensor degree, since HCk(A,M) for k ≥ 1 can also be seen as
the linear maps Hom
K
(A⊗k,M) of the k-fold tensor product A⊗k of A over K. Besides this, it will
be convenient for further definitions and computations to shift the grading by one which means to
consider
HC[1]•(A,M) =
⊕
k∈Z
HCk+1(A,M) (2.2)
where the degree of homogeneous elements is defined by
deg φ = k ⇔ φ ∈ HCk+1(A,M). (2.3)
So, an element of HCk(A,M) is said to have dimension or tensor degree k but degree k−1. Within
this framework one can now define the following basic operations on HC•(A,M).
Definition 2.1.1 (The insertion maps and the cup product)
Let A,M be K-vector spaces.
i.) For homogeneous elements φ ∈ HCk+1(A,M) and ψ ∈ HCm+1(A,A) with k,m ∈ N0 and for
i = 0, . . . , k = deg φ the insertion φ ◦i ψ ∈ HC
k+m+1(A,M) of ψ in φ after the i-th position
is defined by
(φ ◦i ψ)(a1, . . . , ak+m+1) = φ(a1, . . . , ai, ψ(ai+1, . . . , ai+m+1), ai+m+2, . . . , ak+m+1) (2.4)
for all a1, . . . , ak+m+1 ∈ A.
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ii.) Linear combination of all possible insertions yields a new multiplication
φ ◦ ψ =
deg φ∑
i=0
(−1)i degψφ ◦i ψ (2.5)
iii.) Let M be equipped with the additional structure of an associative K-algebra. Then for all
k,m ∈ N0 the cup product
∪ : HCk(A,M)×HCm(A,M) −→ HCk+m(A,M) (2.6)
is defined by
(φ ∪ ψ)(a1, . . . , ak+m) = φ(a1, . . . , ak)ψ(ak+1, . . . , ak+m) (2.7)
for all φ ∈ HCk(A,M), ψ ∈ HCm(A,M) and a1, . . . , ak+m ∈ A.
All maps allow bilinear extensions defined on all elements in HC•(A,M) and HC•(A,A). For
the insertion one therefore simply defines φ◦iψ = 0 if i > deg φ. If one of the involved tensor degrees
is less than zero, all maps are defined to be zero, too. By (2.6), the cup product is homogeneous
with respect to the tensor degree. Instead, the maps ◦i, ◦ : HC
k+1(A,M) × HCm+1(A,M) −→
HCk+m+1(A,M) are homogeneous with respect to the shifted degree,
deg(φ ◦ ψ) = deg φ+ degψ. (2.8)
Remark 2.1.2 (Associativity of the cup product)
The cup product ∪ is obviously associative. Thus, (HC•(A,M),∪) is a graded, associative algebra
with respect to the tensor degree.
In the case M = A the insertions can be composed. But as stated in the following proposition
this does not lead to an associative multiplication.
Proposition 2.1.3
Let A, M be K-vector spaces and let φ ∈ HC•(A,M), ψ,χ ∈ HC•(A,A) be homogeneous elements.
i.) With respect to their composition the corresponding insertions satisfy
(φ ◦i ψ) ◦j χ =

(φ ◦j χ) ◦i+deg χ ψ j < i
φ ◦i (ψ ◦j−i χ) for i ≤ j ≤ i+ degψ
(φ ◦j−degψ χ) ◦i ψ j > i+ degψ.
(2.9)
ii.) In consequence, the map ◦ satisfies
(φ ◦ ψ) ◦ χ− φ ◦ (ψ ◦ χ) =
deg φ∑
i=1
i−1∑
j=0
(−1)i degψ+j deg χ(φ ◦i ψ) ◦j χ
+
deg φ−1∑
i=0
deg φ+degψ∑
j=i+degψ+1
(−1)i degψ+j deg χ(φ ◦i ψ) ◦j χ
= (−1)deg ψ deg χ((φ ◦ χ) ◦ ψ − φ ◦ (χ ◦ ψ)). (2.10)
A complete and detailed version of the combinatorial proof can be found in [123]. There, the
case M = A is treated, but the considerations are exactly the same in the slightly more general
case of the present situation.
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Proposition 2.1.4
In the case M = A the supercommutator
[φ,ψ] = φ ◦ ψ − (−1)deg φ degψψ ◦ φ (2.11)
is superantisymmetric and satisfies the super Jacobi identity
[φ, [ψ,χ]] = [[φ,ψ], χ] + (−1)deg φ degψ[ψ, [φ, χ]] (2.12)
with respect to the degree deg. Thus, (HC•(A,A),deg, [·, ·]) becomes a super Lie algebra.
Again, a detailed proof can be found in [123].
Remark 2.1.5
As explained in [51], Equation (2.9) shows that {HC[1]•(A,A), ◦i} defines a so-called right pre-
Lie system and that HC[1]•(A,M) is a right module over {HC[1]•(A,A), ◦i}. Then, for M = A,
Equation (2.10) is a general consequence of the fact that (HC[1]•(A,A), ◦) becomes a graded right
pre-Lie ring. Further, this right pre-Lie ring gives rise to the graded Lie ring or super-Lie algebra
(HC[1]•(A,A), [·, ·]) satisfying (2.12). For more details and the explicit definitions of the mentioned
notions, confer [51].
Definition 2.1.6 (Gerstenhaber bracket)
Let A be a K-vector space. The nonassociative product ◦ of HC•(A,A) is called Gerstenhaber
product and the super Lie bracket [·, ·] is called the Gerstenhaber bracket.
The Gerstenhaber bracket yields an important characterization of associative multiplications.
Lemma 2.1.7 (Associative multiplications)
Let A be a K-vector space. Then, a bilinear map µ : A × A −→ A, seen as an element µ ∈
HC2(A,A), is an associative multiplication, if and only if
[µ, µ] = 0. (2.13)
Proof: By definition, deg µ = 1 and thus [µ, µ] = µ ◦ µ+ µ ◦ µ = 2µ ◦ µ. Then,
(µ ◦ µ)(a, b, c) =
1∑
i=0
(−1)i(µ ◦i µ)(a, b, c) = µ(µ(a, b), c) − µ(a, µ(b, c))
and the Lemma is clear since 12 ∈ K. 
After this general considerations we now consider the case where A is an associative K-algebra
and M is an (A,A)-bimodule. Here and in the following A will always be a unital algebra with
unit 1. For convenience’s sake the multiplication in the algebra and the module multiplication
are simply denoted by xy with corresponding elements x, y if the meaning is clear by the context.
Then, consider the K-linear maps
δk : HCk(A,M) −→ HCk+1(A,M) (2.14)
which for k ∈ N are defined by
(δkφ)(a1, . . . , ak+1) = a1φ(a2, . . . , ak+1)
+
k∑
i=1
(−1)iφ(a1, . . . , aiai+1, . . . , ak+1) (2.15)
+(−1)k+1φ(a1, . . . , ak)ak+1.
2.1. The Hochschild complex 25
For k = 0 one has (δ0φ)(a) = aφ− φa for φ ∈M and a ∈ A. The second term of the sum in (2.15)
is given by
∑k
i=1(−1)
iφ(a1, . . . , aiai+1, . . . , ak+1) = −(φ ◦ µ)(a1, . . . , ak+1). It is a straightforward
but lengthy computation using the bimodule properties of M which shows that
δk+1 ◦ δk = 0. (2.16)
By setting the maps δk to be trivial for k < 0 all this yields a K-linear map δ : HC•(A,M) −→
HC•+1(A,M) which increases the degree by one and has square zero, δ2 = 0. Thus, these structures
define a cochain complex, confer Appendix B, which leads to the following definition.
Definition 2.1.8 (The Hochschild complex of an algebra with values in a bimodule)
Let A be an associative K-algebra and M be a K-vector space with an (A,A)-bimodule structure.
Then, the cochain complex (HC•(A,M), δ) is called the Hochschild complex of A with values or co-
efficients in M and the Hochschild differential δ. For all k ∈ N0 the corresponding k-th cohomology
group
HHk(A,M) =
ker δk
im δk−1
(2.17)
is called the k-th Hochschild cohomology group and one sets
HH•(A,M) =
⊕
k∈N0
HHk(A,M). (2.18)
2.1.2 The Hochschild complex of an associative algebra
It is clear from the Definition 2.1.8 that an associative algebra, seen as a bimodule over itself, yields
a Hochschild complex where the associativity is crucial for (2.16).
Definition 2.1.9 (The Hochschild complex of an associative algebra)
Let (A, µ) be an associative algebra. Then (HC•(A,A), δ) is called the Hochschild complex of the
algebra A.
Clearly, the algebra multiplication is then seen as a cochain
µ ∈ HC2(A,A). (2.19)
In this section the well-known additional features of Hochschild complexes of associative algebras
are presented. As already seen in Proposition 2.1.4 and Lemma 2.1.7 the case M = A yields
further structures and different ways to describe the algebra and its Hochschild complex. Moreover,
the Hochschild cohomology HH•(A,A) is one of the most important structures encoding crucial
properties of the associative algebra A. For completeness’ sake all this will be recalled in the
following such that finally one can state the well-known algebraic structure of HH•(A,A).
Lemma 2.1.10 (The Hochschild complex of an algebra)
Let (A, µ) be an associative algebra.
i.) The associativity of the multiplication µ yields that µ ∈ HC2(A,A) is a cocycle, δµ = 0. It is
even a coboundary µ = δι with respect to the identity cochain ι ∈ HC1(A,A), ι(a) = a.
ii.) The Hochschild differential can be expressed by
δφ = (−1)deg φ[µ, φ] = −[φ, µ] (2.20)
with the Gerstenhaber bracket [·, ·].
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iii.) The cup product can be expressed by
φ ∪ ψ = (µ ◦0 φ) ◦k ψ (2.21)
for homogeneous φ ∈ HCk(A,A) and arbitrary ψ ∈ HC•(A,A).
Proof: All assertions are clear by the definitions and are shown in [51]. 
The expression (2.20) for the Hochschild differential δ, the super Jacobi identity (2.12) and
Lemma 2.1.7 yield a different proof for δ2 = 0 since
δ2φ = [[φ, µ], µ] = [φ, [µ, µ]]− [[φ, µ], µ] = −δ2φ.
Further, Equation (2.20) makes it easy to investigate the behaviour of the Hochschild differential
with respect to the Gerstenhaber product ◦, the Gerstenhaber bracket [·, ·] and the cup product ∪.
Proposition 2.1.11 (Compatibilities of the Hochschild differential)
Let (A, µ) be an associative K-algebra. Then, the Hochschild differential δ of the corresponding
Hochschild complex has the following properties.
i.) For φ,ψ ∈ HC•(A,A) with homogeneous ψ it is
δ[φ,ψ] = [φ, δψ] + (−1)deg ψ[δφ, ψ]. (2.22)
ii.) For φ ∈ HCk(A,A) and ψ ∈ HC•(A,A) it is
δ(φ ∪ ψ) = δφ ∪ ψ + (−1)kφ ∪ δψ. (2.23)
iii.) For φ ∈ HCk(A,A) and ψ ∈ HCm(A,A) it is
φ ◦ δψ − δ(φ ◦ ψ) + (−1)m−1δφ ◦ ψ = (−1)m−1(ψ ∪ φ− (−1)kmφ ∪ ψ). (2.24)
Proof: The first part is a direct consequence of Lemma 2.1.10 and (2.12). Explicitly, one computes
δ[φ,ψ] = −[[φ,ψ], µ] = −[φ, [ψ, µ]] − (−1)degψ[[φ, µ], ψ] = [φ, δψ] + (−1)degψ[δφ, ψ]. The proofs of
the other statements are basic computations using the definitions, Proposition 2.1.3 and Lemma
2.1.10. All this can be found in [123]. 
Remark 2.1.12
i.) The second statement (2.23) still holds in the general framework of Hochschild complexes
of algebras A with coefficients in bimodules M which are associative algebras themselves if
the additional multiplication of M is compatible with the module structure, this means if
a(m1m2) = (am1)m2, (m1m2)a = m1(m2a) and (m1a)m2 = m1(am2) for all m1,m2 ∈ M
and a ∈ A.
ii.) Equation (2.22) means that δ is a super derivation of (HC[1]•(A,A), [·, ·]) from the right of
degree one. In the same way, the Leibniz rule (2.23) shows that δ is a super derivation of
(HC•(A,M),∪) from the left.
The Equations (2.22) and (2.23) assure on one hand that the products of cocycles are again
cocycles and on the other hand that the coboundaries build an ideal within the cocycles. Since
Equation (2.24) further shows that for cocycles φ,ψ the right hand side is a coboundary the following
corollary is obvious.
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Corollary 2.1.13
With Proposition 2.1.11 it is clear that the Gerstenhaber bracket [·, ·] and the cup product ∪ can
be well-defined on the Hochschild cohomology groups HH•(A,A) where the bracket yields a super
Lie algebra (HH[1]•(A,A), [·, ·]) and the cup product an associative and super commutative algebra
(HH•(A,A),∪).
The assertions of [51, Thm. 5, Cor. 2] which are the content of the next proposition contributes
the last part for the characterization of the algebraic structure of the Hochschild cohomology.
Proposition 2.1.14
Let A be an associative algebra and ξ ∈ HHk(A,A), η ∈ HHm(A,A), ζ ∈ HH•(A,A). Then, the
Leibniz rule
[η ∪ ζ, ξ] = [η, ξ] ∪ ζ + (−1)(k−1)mη ∪ [ζ, ξ] (2.25)
holds. This means that [·, ξ] is a graded derivation of ∪ of degree deg ξ.
Corollary 2.1.15 (The Gerstenhaber algebra HH•(A,A))
Let A be an associative algebra. Then, the corresponding Hochschild cohomology has the structure
of a so-called right Gerstenhaber algebra (HH•(A,A),∪, [·, ·]), this means of a Z-graded, associative
and super commutative algebra with multiplication ∪ and a super Lie algebra structure [·, ·] with
respect to the shifted grading HH[1]•(A,A) satisfying (2.25). Moreover, if A is unital with unit
1 ∈ A the class [1] ∈ HH0(A,A) is a unit with respect to the cup product.
As stated in the beginning of the chapter the Hochschild cohomology of an algebra describes
crucial properties. The zeroth Hochschild cohomology HH0(A,A) = ker δ0 for instance is nothing
but the center of the algebra since for a, b ∈ A = HC0(A,A) one has (δa)(b) = ba− ab = − ad(a)b.
This further shows that the coboundaries δa ∈ HC1(A,A) = End
K
(A,A) are inner derivations.
For an arbitrary D ∈ HC1(A,A) one finds (δD)(a, b) = aD(b) −D(ab) +D(a)b which shows that
the cocycles in ker δ1 are the derivations of A. Thus the first cohomology is the space of outer
derivations. As it will be explained in Section 2.3 the second and third Hochschild cohomology are
crucial for the deformation theory of the algebra.
2.1.3 The Hochschild complex of a right module
Similar to associative algebras, every module over an associative algebra gives rise to a particular
Hochschild complex. Without loss of generality the situation is investigated for right modules.
So let (A, µ) be an associative K-algebra and E be a vector space over K with a right A-module
structure ρ : E×A −→ E. This can be seen as a K-linear map
ρ : A −→ End
K
(E,E) (2.26)
with values in the K-linear endomorphisms of E and thus as an element ρ ∈ Hom
K
(A,End
K
(E,E)).
Then, of course, one has the identification ρ(e, a) = ρ(a)(e) for all e ∈ E and a ∈ A and the
condition for ρ to be a right module structure with respect to µ reads
ρ(b) ◦ ρ(a) = ρ(µ(a, b)) (2.27)
for all a, b ∈ A. TheK-vector space End
K
(E,E) can be equipped with the canonical (A,A)-bimodule
structure
a ·D · b = ρ(b) ◦D ◦ ρ(a) (2.28)
for a, b ∈ A and D ∈ End
K
(E,E) where ◦ is the usual composition of maps. This gives rise to a
particular Hochschild complex.
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Definition 2.1.16 (The Hochschild complex of a right module)
Let E be a right module over an associative algebra A. Then (HC•(A,End
K
(E,E)), δ) is called the
Hochschild complex of the right module E.
Remark 2.1.17 (The Hochschild complex of a right module)
Since the endomorphisms End
K
(E,E) build an algebra the Hochschild complex HC•(A,End
K
(E,E))
is equipped with a cup product given by
φ ∪ ψ(a1, . . . , ak+m) = φ(a1, . . . , ak) ◦ ψ(ak+1, . . . , ak+m). (2.29)
Since the right module structure ρ can be seen as a cochain
ρ ∈ HC1(A,End
K
(E,E)) (2.30)
the Hochschild differential has the form
(δφ)(a1, . . . , ak+1) = (φ ∪ ρ)(a2, . . . , ak+1, a1)
+
k∑
i=1
(−1)i(φ ◦i−1 µ)(a1, . . . , ak+1) (2.31)
+(−1)k+1(ρ ∪ φ)(ak+1, a1, . . . , ak).
Remark 2.1.18 (Right modules over commutative algebras)
If (A, µ) is a commutative associative algebra equation (2.27) can be written in the form
ρ ◦ µ = ρ ∪ ρ. (2.32)
Moreover, there exists an additional choice of the bimodule structure of End
K
(E,E) since (2.28)
then can be changed into
a ·D · b = ρ(a) ◦D ◦ ρ(b). (2.33)
This yields a slightly different Hochschild differential with the simple form
δφ = ρ ∪ φ− φ ◦ µ+ (−1)k+1φ ∪ ρ. (2.34)
In this chapter the general situation will be discussed. In the later applications, however, it is
convenient to use (2.33) which is possible without any restrictions.
Again the Hochschild cohomology encodes crucial information of the right module structure.
The zeroth Hochschild cohomology HH0(A,End
K
(E,E)) = ker δ0 for instance is simply the set of
module endomorphisms
EndA(E,E) = {D ∈ EndK(E,E)
∣∣ D ◦ ρ(a) = ρ(a) ◦D for all a ∈ A}, (2.35)
which is called the commutant of the given right module structure. The interpretation of the first
and second Hochschild cohomology will arise in the framework of the deformation theory discussed
in Section 2.4.
2.2 Algebras and modules of a particular type
With the purely algebraic framework built up so far one already could formulate the well-known
definitions and results concerning deformations of associative algebras and their generalizations
to right modules. There, of course, the corresponding Hochschild cohomologies play the crucial
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role. However, since the considered algebra multiplication µ and the right module structure ρ
typically have additional properties which are also required for the higher orders of corresponding
deformations one has to introduce a slightly more specific framework containing these aspects. In
order to provide the implementation of the additional properties into the considerations it will be
crucial that these properties can be expressed in an adequate way and satisfy certain compatibility
conditions. With respect to the further applications and since all considerations are based on the
framework of Hochschild complexes it is necessary to regard the given structures as corresponding
cochains µ ∈ HC2(A,A) and ρ ∈ HC1(A,End
K
(E,E)). Then, the particular properties are assumed
to be expressed by particular Hochschild cochains. This reads as
µ ∈ HC2type(A,A) ⊆ HC
2(A,A) (2.36)
and
ρ ∈ HC1type(A,D) ⊆ HC
1(A,End
K
(E,E)) (2.37)
where, in principle, ‘type’ describes the properties concerning the arguments of A and D ⊆
End
K
(E,E) is the subset of maps with the correct behaviour with respect to arguments of E.
This separation is of course not strict. In general, the characterization ‘type’ and D describe the
behaviour of the cochains in a whole.
Remark 2.2.1
i.) It should be noted that in general the properties for the multiplication µ and the right module
structure ρ could be different. Since we have to ensure that these two are compatible in the
sense explained later and with respect to the examples in the following chapters we do not
distinguish the different kinds of ‘type’ in the notation.
ii.) The characterization of the right module structure ρ, for example the demands to be continu-
ous with respect to some topology or to be a differential operator, really depends on whether
it is seen as a map ρ : E × A −→ E or as a map ρ : A −→ End
K
(E,E) as in (2.37), although
these two perspectives are equivalent in the purely algebraic setting. In Remark 6.1.10 this
difference is pointed out for the notion of differential operators. For µr this complication does
not appear with (2.36). Of course there could occur further subtleties if one would use the
universal property of the tensor product and define the cochains as linear maps of the tensor
product instead of multilinear maps. But nevertheless, if the types are fixed in the explained
way one can afterwards always identify the multilinear maps with the corresponding linear
maps of the tensor product if this view is more convenient.
The above mentioned implementation of the additional properties will be practicable if they
are given in the form (2.36) and (2.37) and if these specifications can be extended to the whole
Hochschild complexes yielding subcomplexes which are closed under the existing operations. In
the following, the structures of such particular types will be the ones of interest. The necessary
requirements are summarized in the following two definitions.
Definition 2.2.2 (Associative algebras of particular types)
An associative K-algebra (A, µ) is said to be of a particular type if for all k ∈ N there are vector
subspaces HCktype(A,A) ⊆ HC
k(A,A) of cochains such that with HC0type(A,A) = A the following
assertions hold.
i.) µ ∈ HC2type(A,A).
ii.) HC•type(A,A) is closed under the insertions ◦i after the i-th position and the natural action
of the symmetric group on the arguments in A.
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Regarding the structures defined in Section 2.1 it is clear that the above assumptions assure
that HC•type(A,A) is a subcomplex of HC
•(A,A) with the Hochschild differential δ which only
depends on µ. Further, the related Hochschild cohomology HH•type(A,A) is a Gerstenhaber algebra
with the same multiplication and bracket.
Definition 2.2.3 (Module structures of particular types)
Let (A, µ) be an associative K-algebra of a particular type. An A-module structure ρ on a K-
vector space E is said to be of a particular type which is compatible with HC•type(A,A) if for all
k ∈ N0 there are vector subspaces HC
k
type(A,D) ⊆ HC
k(A,End
K
(E,E)) of cochains with values in
a subalgebra D ⊆ End
K
(E,E) such that the following assertions hold.
i.) ρ ∈ HC1type(A,D).
ii.) idE ∈ HC
0
type(A,D) ⊆ D.
iii.) HC•type(A,D) is closed under the insertions ◦i after the i-th position with respect to the
complex HC•type(A,A), the cup product ∪ in (2.29), and the natural action of the symmetric
group on the arguments in A.
The third condition for the cup product implies that HC0type(A,D) ⊆ D is a subalgebra. With
(2.28) it is obvious that D is an (A,A)-subbimodule of End
K
(E,E) which in general is not true for
HC0type(A,D). The above conditions and (2.31), or (2.34) respectively, assure that HC
•
type(A,D) is
a subcomplex of HC•(A,End
K
(E,E)). The corresponding Hochschild cohomology then is denoted
by HH•type(A,D).
2.3 Deformations of associative algebras
This section is a summary of the basic definitions and results concerning Gerstenhaber’s deformation
theory of associative algebras which later are easily extended in the setting of modules. The slightly
more specific framework used here does not affect the proofs of the statements which can all be
found in the original work [52] of Gerstenhaber. Given a particular type of associative algebras
as in Definition 2.2.2 it is obvious how the notion of deformations has to be reformulated in this
framework. Since all relevant structures, in particular the deformations itself and the equivalence
transformations between them, can be expressed in terms of the Hochschild complex the restriction
to the subcomplex of the given type yields the desired refined notion. The used notation in the
following presentation closely follows [123]. Using the notion of formal power series in a formal
parameter λ as explained in Section 1.1 the crucial definition now is the following.
Definition 2.3.1 (Formal associative deformation)
Let (A, µ0) be an associative K-algebra of a particular type as in Definition 2.2.2.
i.) A formal associative deformation of (A, µ0) is a K[[λ]]-bilinear associative multiplication µ
for A[[λ]] of the form
µ =
∞∑
r=0
λrµr : A[[λ]]×A[[λ]] −→ A[[λ]] (2.38)
with K-bilinear maps µr ∈ HC
2
type(A,A).
ii.) Two such deformations µ and µ˜ are said to be equivalent if there exists a K[[λ]]-linear algebra
isomorphism S = id+
∑∞
r=1 λ
rSr : (A[[λ]], µ) −→ (A[[λ]], µ˜) with Sr ∈ HC
1
type(A,A).
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iii.) Associative deformations and their equivalence up to an order r ∈ N are defined in the
corresponding way.
With the same argumentation as in Lemma 2.1.7 a formal power series µ =
∑∞
r=0 λ
rµr of K-
linear maps µr : A × A −→ A defines an associative multiplication if the correspondingly defined
Gerstenhaber bracket [µ, µ] = 0 vanishes. This condition has to be fulfilled in all orders of λ. In
order r ∈ N0 it reads
r∑
s=0
[µs, µr−s] = 0. (2.39)
In lowest order λ0 this is simply the associativity condition [µ0, µ0] = 0 for the undeformed product.
By Lemma 2.1.10 the Hochschild differential can be expressed in terms of the Gerstenhaber bracket
with µ0. Since [µ0, µr] = [µr, µ0] = −δµr, condition (2.39) can be read as
δµ1 = 0 (2.40)
for the first order and for all higher orders r ≥ 2 one gets
δµr =
1
2
r−1∑
s=1
[µs, µr−s]. (2.41)
The last equation points out a possibility to construct such deformations order by order and leads
to the following well-known result, confer [52, Chap. 1, Prop. 3].
Proposition 2.3.2
Let (A, µ0) be an associative K-algebra of a particular type. Further, let µ
(r) = µ0 + · · · + λ
rµr be
an associative deformation up to order r. Then the condition for µr+1 ∈ HC
2
type(A,A) to define an
associative deformation µ(r+1) = µ(r) + λr+1µr+1 up to order r + 1 is
δµr+1 = Rr (2.42)
with Rr ∈ HC
3
type(A,A) explicitly given by R0 = 0 and
Rr =
1
2
r∑
s=1
[µs, µr+1−s] for r ≥ 1. (2.43)
Moreover, δRr = 0 whence the obstruction in order r + 1 is the class [Rr] ∈ HH
3
type(A,A).
Concerning equivalence one finds the following well-known statement, confer [52, Chap. 1,
Prop. 1].
Proposition 2.3.3
Let (A, µ0) be an associative K-algebra of a particular type.
i.) An associative deformation of µ is always equivalent to a deformation of the form µ˜ = µ0 +∑∞
s=r λ
sµ˜s where the first non-vanishing cochain µ˜r is a cocycle, δµ˜r = 0 but no coboundary.
ii.) If HH2type(A,A) = 0 is trivial, all associative deformations are equivalent.
The two propositions show that the second and the third Hochschild cohomology groups of
an algebra contain crucial information about its deformation theory. HH3type(A,A) encodes the
obstruction for a continuation of a given deformation up to an arbitrary order r to a deformation
up to order r + 1. So, if this cohomology group is trivial there exists a simple way to construct
32 Chapter 2. Deformation theory of algebras and modules
associative deformations order by order. The elements in HH2type(A,A) are exactly the equivalence
classes of deformations up to order one. This is the case since µ =
∑∞
s=0 λ
sµs is an associative
deformation up to order one if and only if δµ1 = 0 and two such deformations µ and µ˜ are equivalent
up to order one if and only if µ1− µ˜1 = δφ is a coboundary. The general classification of associative
deformations, however, is more difficult. But nevertheless, if the second Hochschild cohomology
group vanishes all deformations are equivalent.
2.4 Deformations of right modules
Motivated by Gerstenhaber’s deformation theory of associative algebras and algebras with other
properties, confer [52, Chap. 1], it is now a straightforward generalization which yields the notion
of a deformation theory of modules over algebras in the slightly modified framework. A first
purely algebraic definition for finite dimensional modules was given in the work of Donald and
Flanigan [38]. There and in many other works on the topic, confer [130] and the references therein,
the module is seen as a ring homomorphism as in (2.26) which then is the structure to be deformed.
In the case which is relevant in this work, though, it is not sufficient only to perform this approach
but one has to look for a more general notion where the deformation is a right module with respect
to a given deformation of the underlying algebra. Without loss of generality this new concept is
only considered for right modules. For left modules all results can be derived similarly.
Definition 2.4.1 (Deformation of a right module structure)
Let (A, µ0) be an associative K-algebra and (E, ρ0) be a right A-module, both of particular types
as in the Definitions 2.2.2 and 2.2.3. Further let µ =
∑∞
r=0 λ
rµr : A[[λ]] × A[[λ]] −→ A[[λ]] be a
formal associative deformation of µ0 with µr ∈ HC
2
type(A,A) as in Definition 2.3.1.
i.) A deformation of the right module structure ρ0 with respect to µ of the given type is a K[[λ]]-
bilinear right (A[[λ]], µ)-module structure ρ of E[[λ]] of the form
ρ =
∞∑
r=0
λrρr : E[[λ]]×A[[λ]] −→ E[[λ]] (2.44)
with K[[λ]]-bilinear maps ρr ∈ HC
1
type(A,D).
ii.) Two such deformations ρ and ρ˜ are said to be equivalent if there exists a formal series
T = idE+
∞∑
r=1
λrTr ∈ HC
0
type(A,D)[[λ]] (2.45)
such that T (ρ(e, a)) = ρ˜(Te, a), or equivalently
T ◦ ρ(a) = ρ˜(a) ◦ T, (2.46)
for all a ∈ A[[λ]] and e ∈ E[[λ]].
iii.) The deformations up to an order r ∈ N as well as their equivalences are defined in a corre-
sponding way.
Remark 2.4.2
Note that the condition (2.46) for equivalence can be formulated in terms of the cup product (2.29)
and then reads
T ∪ ρ = ρ˜ ∪ T. (2.47)
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Due to (1.2) it is clear that a formal series T of operators as in (2.45) is invertible with T−1 ∈
HC0type(A,D)[[λ]]. Thus, such a map T and a deformation ρ of the considered type define a new
one via
ρ˜ = T ∪ ρ ∪ T−1. (2.48)
Note that analogue assertions already hold for deformed algebra structures.
A comparison of the Hochschild complex of an associative algebra A with the one obtained in
Section 2.1.3 when regarding the algebra as a right module over itself already yields an indication
which Hochschild cohomologies are crucial for the deformations of right modules. It is evident
that for all k ≥ 1 there is a natural way to identify the cochains in HCk(A,A) with the ones in
HCk−1(A,Hom
K
(A,A)). This means that the transition to the module point of view induces a
simple shift in the grading of the considered Hochschild complexes. Since the obstructions dis-
cussed in Section 2.3 lie in the second and third cohomology one could thus already guess that
the obstruction theory for the deformation of general right modules is closely related to the first
and second Hochschild cohomology HH•type(A,D). That this is really the case is the content of the
following two propositions, confer [19, Lemma 2.1 and 2.2].
Proposition 2.4.3
In the setting of Definition 2.4.1, let ρ(r) = ρ0 + · · · + λ
rρr be a right module structure with
respect to µ up to order r with ρs ∈ HC
1
type(A,D) for all s = 0, . . . , r. Then the condition for
ρr+1 ∈ HC
1
type(A,D) to define a right module structure ρ
(r+1) = ρ(r) + λr+1ρr+1 up to order r + 1
is
δρr+1 = Rr (2.49)
with Rr ∈ HC
2
type(A,D) explicitly given by R0 = ρ0 ◦ µ1 and
Rr(a, b) =
r∑
s=0
ρs(µr+1−s(a, b)) −
r∑
s=1
ρs(b) ◦ ρr+1−s(a) for r ≥ 1. (2.50)
Moreover, δRr = 0 whence the recursive obstruction in order r+1 is the class [Rr] ∈ HH
2
type(A,D).
Proof: The guideline of the proof is of course given by the well-known considerations in the basic
references [38,52,130]. Nevertheless, it is carried out completely in order to show that all the slight
modifications match together in more specific framework.
The main goal in general is of course to find ρr ∈ HC
1
type(A,D) for all r ∈ N such that
ρ =
∑∞
r=0 λ
rρr is a right module structure with respect to µ. The failure of an arbitrary ρ to
be such a right module structure is encoded in the K[[λ]]-bilinear map C : A[[λ]] × A[[λ]] −→
End
K[[λ]](E[[λ]],E[[λ]]) with C(a, b) = ρ(µ(a, b)) − ρ(b) ◦ ρ(a). With EndK[[λ]](E[[λ]],E[[λ]]) =
End
K
(E,E)[[λ]] and the conditions in Definition 2.2.3 it is clear that C =
∑∞
r=0 λ
rCr with ele-
ments Cr ∈ HC
2
type(A,D) given by Cr(a, b) =
∑r
s=0[ρs(µr−s(a, b)) − ρs(b) ◦ ρr−s(a)]. Due to the
associativity of µ the map C satisfies the equation
C(µ(a, b), c) − C(a, µ(b, c))
= ρ(µ(µ(a, b), c)) − ρ(c) ◦ ρ(µ(a, b)) − ρ(µ(a, µ(b, c))) + ρ(µ(b, c)) ◦ ρ(a)
= ρ(µ(b, c)) ◦ ρ(a)− ρ(c) ◦ ρ(b) ◦ ρ(a) + ρ(c) ◦ ρ(b) ◦ ρ(a)− ρ(c) ◦ ρ(µ(a, b)) (2.51)
= C(b, c) ◦ ρ(a)− ρ(c) ◦ C(a, b).
After these preliminary considerations the actual proof is the following. By assumption, there are
given ρ0, . . . , ρr such that C0 = · · · = Cr = 0. For an arbitrary ρr+1 ∈ HC
1
type(A,D) one gets
(δρr+1)(a, b) = a · ρr+1(b)− ρr+1(µ0(a, b)) + ρr+1(a) · b
= ρr+1(b) ◦ ρ0(a)− ρr+1(µ0(a, b)) + ρ0(b) ◦ ρr+1(a)
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and thus the failure of the so defined ρ(r+1) to be a right module structure up to order r + 1 is
given by
Cr+1(a, b) = ρr+1(µ0(a, b)) +
r∑
s=0
ρs(µr+1−s(a, b))
−ρr+1(b) ◦ ρ0(a)− ρ0(b) ◦ ρr+1(a)−
r∑
s=1
ρs(b) ◦ ρr+1−s(a)
= −(δρr+1)(a, b) +Rr(a, b)
with Rr ∈ HC
2
type(A,D) as in (2.50). Clearly, R0 = ρ0 ◦ µ1. Then, condition (2.49) follows
immediately. Since C0 = · · · = Cr = 0 Equation (2.51) yields in order r + 1
0 = Cr+1(b, c) ◦ ρ0(a)− Cr+1(µ0(a, b), c) + Cr+1(a, µ0(b, c)) − ρ0(c) ◦ Cr+1(a, b)
= (δCr+1)(a, b, c)
= (δRr)(a, b, c)
where one makes use of δ2 = 0. So δRr = 0 and the remaining assertions follow. 
In particular, the proposition states that if the obstruction vanishes an order by order construc-
tion can be done which yields a deformation ρ of the desired type. So in this case the existence of
a deformation is given.
Corollary 2.4.4 (Existence of module deformations)
If the second Hochschild cohomology of a right module structure ρ0 of a particular type is trivial,
HH2type(A,D) = {0}, all deformations up to a finite order can be extended to deformations.
In a similar way one gets the following statement concerning the equivalence of two given
deformations.
Proposition 2.4.5
In the setting of Definition 2.4.1, let ρ and ρ˜ be two deformations of ρ0 of a particular type and
let T (r) = id+ · · · + λrTr be an equivalence transformation between them up to order r with Ts ∈
HC0type(A,D) for s = 0, . . . , r. Then the condition for Tr+1 ∈ HC
0
type(A,D) to define an equivalence
transformation T (r+1) = T (r) + λr+1Tr+1 up to order r + 1 is
δTr+1 = Er (2.52)
with Er ∈ HC
1
type(A,D) explicitly given by
Er(a) =
r∑
s=0
(ρ˜r+1−s(a) ◦ Ts − Ts ◦ ρr+1−s(a)). (2.53)
Moreover, δEr = 0 whence the recursive obstruction in order r+1 is the class [Er] ∈ HH
1
type(A,D).
Proof: Again, the proof starts with some well-known preliminary considerations. The failure of
arbitrary Tr ∈ HC
0
type(A,D), r ∈ N, to yield an equivalence transformation T = id+
∑∞
r=1 λ
rTr is
now encoded in the K[[λ]]-linear map C : A[[λ]] −→ End
K[[λ]](E[[λ]],E[[λ]]) with C(a) = T ◦ ρ(a)−
ρ˜(a) ◦ T . Again, C =
∑∞
r=0 λ
rCr with Cr ∈ HC
1
type(A,D) given by Cr(a) =
∑r
s=0[Ts ◦ ρr−s(a) −
ρ˜s(a) ◦ Tr−s]. Due to the right module property of ρ and ρ˜ the map C satisfies the equation
C(µ(a, b)) = T ◦ ρ(µ(a, b)) − ρ˜(µ(a, b)) ◦ T
= T ◦ ρ(b) ◦ ρ(a)− ρ˜(b) ◦ ρ˜(a) ◦ T (2.54)
= C(b) ◦ ρ(a) + ρ˜(b) ◦ C(a).
2.4. Deformations of right modules 35
Now, by assumption there are given T0 = id, . . . , Tr such that C0 = · · · = Cr = 0. Since ρ and ρ˜
coincide in zeroth order the failure of the extension T (r+1) for an arbitrary Tr+1 ∈ HC
0
type(A,D) to
be an equivalence transformation up to order r + 1 reads
Cr+1(a) = Tr+1 ◦ ρ0(a)− ρ0(a) ◦ Tr+1 +
r∑
s=0
(Ts ◦ ρr+1−s(a)− ρ˜r+1−s(a) ◦ Ts)
= (δTr+1)(a)− Er(a)
with Er ∈ HC
1
type(A,D) as in (2.53). Then, condition (2.52) follows immediately. Finally, Equa-
tion (2.54) yields in order r + 1
0 = Cr+1(b) ◦ ρ0(a)−Cr+1(µ0(a, b)) + ρ0(b) ◦ Cr+1(a)
= (δCr+1)(a, b)
= −(δEr)(a, b),
and thus δEr = 0. 
Again, the proposition assures that if the obstruction vanishes the orderwise construction of
equivalence transformations can be carried out.
Corollary 2.4.6 (Equivalence of module deformations)
If the first Hochschild cohomology of a right module structure ρ0 of a particular type is trivial,
HH1type(A,D) = {0}, the module structure is rigid. This means that all deformations of ρ with
respect to the same deformation of the underlying algebra, are equivalent.
Note that even if there occur obstructions in higher orders, this means [Er] 6= 0 in HH
1
type(A,D),
it could still be possible to construct equivalence transformations order by order in a more compli-
cated way than in the presented one. For example it could still be possible to change the already
found T1, . . . , Tr in order to find an adequate Tr+1.
Remark 2.4.7
If the algebra (A, µ0) is commutative, it is obvious that all the results concerning module deforma-
tions do not depend on the choice between the two possible bimodule structures (2.28) and (2.33)
which yield different Hochschild complexes. In both cases the statements are exactly the same and
which complex finally will be chosen is just a matter of convenience.
Before we come to a more concrete example in the subsequent subsection we make the following
interesting general observation.
Proposition 2.4.8 (Rigidity of the unit)
Let (A, µ0) be a unital algebra with unit 1 together with a deformation µ =
∑∞
r=0 λ
rµr such that
µ(a, 1) = a = µ(1, a) for all a ∈ A[[λ]]. Further, let (E, ρ0) be a right A-module with ρ0(1) = idE.
Then, every deformation ρ =
∑∞
r=0 λ
rρr of ρ0 with respect to µ satisfies
ρ(1) = idE[[λ]] . (2.55)
Proof: Due to the assumptions, ρ(1) = idE+
∑∞
r=1 λ
rρr(1) is an invertible map. Then (2.55)
follows from ρ(1) ◦ ρ(1) = ρ(1) which is a consequence of the given right module property. 
Note that the assertion in Proposition 2.4.8 does not depend on a particular type and is thus
valid in general.
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2.5 The commutant of a deformed module structure
The set of module endomorphisms was already introduced in the end of Section 2.1.3 and can be
considered for every module structure. Now we come back to this topic and investigate the relation
between the commutants of a given right module structure and its deformations. Whenever one is
given a right module structure ρ0 : E × A −→ E of a particular type as in Definition 2.4.1 one is
interested in the module endomorphisms which are operators with the correct behaviour as well.
In general, the commutant of interest is the one within the subalgebra D ⊆ End
K
(E,E), explicitly
given by
B0 =
{
A ∈ D
∣∣ A ◦ ρ0(a) = ρ0(a) ◦ A for all a ∈ A} . (2.56)
It is clear that B0 is a subalgebra of D with the usual composition ◦ of maps as multiplication. It
will be referred to as classical or undeformed commutant.
In analogy to this the commutant of a deformation ρ of ρ0 with respect to a deformation µ of
µ0 as in Definition 2.4.1 is defined by
K0 =
{
A ∈ D[[λ]]
∣∣ A ◦ ρ(a) = ρ(a) ◦A for all a ∈ A[[λ]]} . (2.57)
If a formal series A =
∑∞
r=0 λ
rAr ∈ D[[λ]] is an element of K0 the condition in the lowest order of
λ shows that A0 ∈ B0 is an element of the classical commutant. This is of course a motivation to
investigate the relation between the commutant K0 and the formal power series B0[[λ]].
This investigation is possible with homological techniques for the commutants within the sub-
algebra HC0type(A,D) ⊆ D. For the undeformed situation this means to consider the zeroth
Hochschild cohomology
B = HH0type(A,D) = ker δ
0 ⊆ HC0type(A,D) (2.58)
which is again a subalgebra B ⊆ HC0type(A,D) and a subalgebra B ⊆ B0. The new commutant for
the deformed structure is now given by
K =
{
A ∈ HC0type(A,D)[[λ]]
∣∣ A ◦ ρ(a) = ρ(a) ◦ A for all a ∈ A[[λ]]} . (2.59)
Note that one really has
B = B0 and K = K0 (2.60)
if the right module structure is of a particular type with the additional property that
HC0type(A,D) = D. (2.61)
A comparison of (2.59) with the notion of an equivalence transformation between deformed right
module structures as in Definition 2.4.1 shows that the elements in K have the same property
as the self equivalence transformations of ρ but do not necessarily start with the identity in the
lowest order. Considering the proof of Proposition 2.4.5 this yields a guideline how to construct
an element of K from one of B. For the following proposition we will use the fact that it is always
possible to decompose HC0type(A,D) into a direct sum
HC0type(A,D) = B⊕B = ker δ
0 ⊕B (2.62)
of B and a complementary linear subspace B ⊆ HC0type(A,D) since we work over a field K.
Proposition 2.5.1 (The commutant of a deformed right module structure)
Let (E, ρ0)(A,µ0) be a right module structure of a particular type and let ρ be a corresponding defor-
mation of ρ0 with respect to a deformation µ as in Definition 2.4.1. Further, let the first Hochschild
cohomology be trivial,
HH1type(A,D) = {0}. (2.63)
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Then, every choice of a complementary subspace B induces a unique K[[λ]]-linear bijection
ρ′ : B[[λ]] −→ K ⊆ HC0type(A,D)[[λ]] (2.64)
of the form ρ′ = id+
∑∞
r=1 λ
rρ′r with K-linear maps
ρ′r : B −→ B ⊆ HC
0
type(A,D) (2.65)
for r ≥ 1.
Proof: As stated above, an element A ∈ B can be seen as the zeroth order of an element ρ′(A) ∈ K
which shall be constructed recursively order by order in a unique way so that it is the value of A
under a map ρ′ = id+
∑∞
r=1 λ
rρ′r. To this end the results of Proposition 2.4.5 can be extended to the
present situation. Assume to have already found ρ′(r)(A) = A+· · ·+λrρ′r(A) satisfying the requested
condition to be in K up to order r, this means that ρ′(r)(A)◦ρ(a)−ρ(a)◦ρ′(r)(A) = λr+1Cr+1+ · · ·
for all a ∈ A. The condition for extending this to an element ρ′(r+1)(A) = ρ′(r)(A) + λr+1ρ′r+1(A)
satisfying the crucial condition up to order r + 1 is
(δ(ρ′r+1(A)))(a) = Er(a) =
r∑
s=0
(ρr+1−s(a) ◦ ρ
′
s(A)− ρ
′
s(A) ◦ ρr+1−s(a)) (2.66)
with δEr = 0 in analogy to Proposition 2.4.5. Since the first Hochschild cohomology is trivial such
an element ρ′r+1(A) ∈ HC
0
type(A,D) always exists and it is even unique with the further condition
ρ′r+1(A) ∈ B (2.67)
for a choice HC0type(A,D) = ker δ
0 ⊕B. This procedure in fact yields an injective map
ρ′ = id+
∞∑
r=0
λrρ′r : B −→ (B+ λB[[λ]]) ∩K. (2.68)
The maps ρ′r : B −→ B are K-linear which is seen by an easy induction over r using the linearity
of the defining conditions (2.66) and (2.67). The K[[λ]]-linear extension of ρ′ has again values in
K and is not only injective but also surjective which is seen as follows. Let A =
∑∞
r=0 λ
rAr ∈ K.
Then A0 ∈ B and A − ρ
′(A0) =
∑∞
r=1 λ
rBr ∈ K starts in order one with B1 ∈ B. This way,
induction finally yields a preimage A0 + λB1 + · · · of A. 
By definition, the commutant B yields a (B,A)-bimodule structure of E, denoted by
(B,◦)(idB,E, ρ0)(A,µ0). (2.69)
This notation is reasonable, since idB : B −→ EndK(E,E) can be seen as a left module structure in
the same way as ρ0 is a right module structure. The above proposition implies that the bimodule
(2.69) has a corresponding counterpart.
Corollary 2.5.2 (Induced deformations of the classical commutant)
In the situation of Proposition 2.5.1 the choice of a complementary subspace B immediately induces
the following additional structures.
i.) The isomorphism ρ′ yields an associative deformation
µ′ = ◦+
∞∑
r=1
λrµ′r : B[[λ]] ×B[[λ]] −→ B[[λ]] (2.70)
of the classical commutant by
µ′(A,B) = ρ′−1(ρ′(A) ◦ ρ′(B)). (2.71)
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ii.) ρ′ further induces a deformed left (B[[λ]], µ′)-module structure on E[[λ]] of the usual action of
B ⊆ End
K
(E,E) on E, such that E[[λ]] becomes a bimodule with respect to the two deformed
algebras (B[[λ]], µ′) and (A[[λ]], µ).
Proof: The map µ′ defined in (2.71) starts with ◦ since the isomorphism ρ′ and its inverse start
with the identity in the lowest order in λ. The associativity is clear with the one of the composition
◦ of maps. The left module structure in the second part is obvious by (2.71). The bimodule
structure is a direct consequence of the fact that ρ′ only takes values in the commutant. 
The next definition presents a natural notion of deformations of bimodule structures.
Definition 2.5.3 (Deformation of bimodules)
Let (A, µ0) and (B, µ
′
0) be associative K-algebras of particular types. Further, let E be a K-vector
space endowed with a right module structure ρ0 ∈ HC
1
type(A,D) compatible with HC
•
type(A,A)
and a left module structure ρ′0 ∈ HC
1
type′(B,D
′) compatible with HC•type′(B,B) such that E is a
(B,A)-bimodule, denoted by
(B,µ′0)
(ρ′0,E, ρ0)(A,µ0). (2.72)
i.) A deformation of this bimodule (2.72) is a bimodule
(B[[λ]],µ′)(ρ
′,E[[λ]], ρ)(A[[λ]],µ) (2.73)
where the left and right module structures ρ′ and ρ are deformations with respect to corre-
sponding algebra deformations µ′ and µ as in Definition 2.4.1.
ii.) Two such deformations (µ′, ρ′, ρ, µ) and (µ˜′, ρ˜′, ρ˜, µ˜) are said to be equivalent if there exist
formal series
S′ = idB+
∞∑
r=1
λrS′r, T
′ = idE+
∞∑
r=1
λrT ′r (2.74)
with S′r ∈ HC
1
type′(B,B), T
′
r ∈ HC
0
type′(B,D
′) and
S = idA+
∞∑
r=1
λrSr, T = idE+
∞∑
r=1
λrTr (2.75)
with Sr ∈ HC
1
type(A,A), Tr ∈ HC
0
type(A,D) such that
S′ ◦ µ′ = µ˜′ ◦ (S′ ⊗ S′), S ◦ µ = µ˜ ◦ (S ⊗ S) (2.76)
and
T ′ ◦ ρ′(A) = ρ˜′(S′A) ◦ T ′, T ◦ ρ(a) = ρ˜(Sa) ◦ T (2.77)
for all A ∈ B[[λ]] and a ∈ A[[λ]].
In the special situation where
HC0type(A,D) = HC
0
type′(B,D
′) (2.78)
the two deformations are said to be equivalent if the equivalence transformations on E[[λ]]
coincide, this means if
T = T ′. (2.79)
iii.) The deformations up to order r ∈ N as well as their equivalence are defined in a corresponding
way.
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Remark 2.5.4
i.) The equations in (2.76) state nothing but the usual equivalence of deformed algebras where
the algebra multiplications are identified with the corresponding linear maps of the tensor
product as explained in Remark 2.2.1.
ii.) The equivalence of deformed bimodules in general is just the separate equivalence of the left
and the right module structures, now with respect to equivalent algebras and not to fixed
ones as in Definition 2.4.1.
iii.) Note that the necessary condition for (2.78) is that either D ⊆ D′ or D′ ⊆ D.
It is obvious that the bimodule structure in Corollary 2.5.2 is such a deformation of (2.69)
where the types of the algebra (B, ◦) and the corresponding left module structure idB of E are the
purely algebraic ones. This means one considers HC•type′(B,B) = HC
•(B,B) and
HC•type′(B,D
′) = HC•(B,D′) with D′ = HC0type(A,D) ⊆ D (2.80)
whereD′ has the natural (B,B)-bimodule structure given by B1 ·D
′ ·B2 = B1◦D
′◦B2 for B1, B2 ∈ B
and D′ ∈ D′.
The necessary definition (2.80) in particular shows that HC0type′(B,D
′) = HC0type(A,D). Thus
the condition (2.78) for the stronger notion of equivalence is always satisfied. One can show that
the deformations in Corollary 2.5.2 are indeed unique up to equivalence in this sense.
Proposition 2.5.5 (The uniqueness of the induced deformations)
Let (E, ρ0)(A,µ0) be a right module structure of a particular type.
i.) If the first Hochschild cohomology HH1type(A,D) = {0} is trivial and µ is a given deformation
of µ0 different choices of a corresponding deformation ρ of ρ0 and a complementary subspace
B in Proposition 2.5.1 yield equivalent deformations µ′ of the commutant (B, ◦).
ii.) Furthermore, if the first Hochschild cohomology HH1type(A,D) = {0} is trivial, equivalent
deformations of µ0 and corresponding choices as above yield equivalent deformations of the
bimodule structure (2.69) in the sense of Definition 2.5.3.
iii.) If the first two Hochschild cohomologies are trivial, this means if HH1type(A,D) = {0} and
HH2type(A,D) = {0}, there is a map
Deftype(A) −→ Def(HH
0
type(A,D)), (2.81)
where Def type denotes the set of equivalence classes of associative deformations of a particular
type.
Proof: For the first part let ρ and ρ˜ be two deformations of ρ0. Due to the assumption
HH1type(A,D) = {0} and Corollary 2.4.6 these are equivalent in the sense of Definition 2.4.1. So
there exists an equivalence transformation T = idE+
∑∞
r=1 λ
rTr with T ◦ ρ(a) = ρ˜(a) ◦ T for all
a ∈ A[[λ]]. Obviously, the invertible map T gives rise to an isomorphism
ConjT : Kρ −→ Kρ˜, ConjT A = T ◦A ◦ T
−1 for A ∈ Kρ, (2.82)
where Kρ and Kρ˜ denote the corresponding commutants. For each of these deformations we now
consider a choice of a complementary subspace B and get the corresponding maps ρ′ and ρ˜′ as in
Proposition 2.5.1. They are invertible and so it is possible to define the map
S′ = ρ˜′−1 ◦ ConjT ◦ρ
′ = idB+
∞∑
r=1
λrS′r : B[[λ]] −→ B[[λ]] (2.83)
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which obviously is of the stated form with S′r ∈ HC
1(B,B). Then this S′ is an equivalence trans-
formation between the two deformations µ′ and µ˜′ induced by ρ′ and ρ˜′ since by definition
(S′ ◦ µ′)(A,B) = (ρ˜′−1 ◦ConjT ◦ρ
′ ◦ ρ′−1)(ρ′(A) ◦ ρ′(B))
= ρ˜′−1(T ◦ ρ′(A) ◦ T−1 ◦ T ◦ ρ′(B) ◦ T−1)
= ρ˜′−1(ρ˜′(S′A) ◦ ρ˜′(S′B)) (2.84)
= (µ˜′ ◦ (S′ ⊗ S′))(A,B).
The statement of the second part can be easily traced back to the first part. So let S be an
equivalence transformation between the two deformations µ and µ˜ as in Definition 2.5.3, this means
S ◦ µ = µ˜ ◦ (S ⊗ S). For two corresponding deformations ρ and ρ˜ of ρ0 one now defines
ρˆ = ρ ◦ S−1 (2.85)
which is a deformation of ρ0 with respect to µ˜ because of ρˆ(µ˜(a, b)) = (ρ ◦ S
−1)(µ˜(a, b)) =
ρ(µ(S−1a, S−1b)) = ρ(S−1b) ◦ ρ(S−1a) = ρˆ(b) ◦ ρˆ(a) for all a, b ∈ A[[λ]]. Thus ρˆ is equivalent
to ρ˜ via some T as before, this means T ◦ ρˆ(a) = ρ˜(a) ◦ T . Then, the maps S, T and the there-
with constructed map S′ as in (2.83) are the equivalence transformations between (µ′, ρ′, ρ, µ) and
(µ˜′, ρ˜′, ρ˜, µ˜). The computation (2.84) is exactly the same and the new T immediately leads to
T ◦ ρ(a) = T ◦ ρˆ(Sa) = ρ˜(Sa) ◦ T and T ◦ ρ′(A) = T ◦ ρ′(A) ◦ T−1 ◦ T = (ConjT ◦ρ
′)(A) ◦ T =
ρ˜′(S′(A)) ◦ T .
The third part is a direct consequence of the second one. Since in addition the second Hochschild
cohomology is trivial the deformations ρ always exist and all the above structures can be constructed
which finally yields the stated map due to the given uniqueness up to equivalence. 
2.6 Invariant algebra and module structures
In this section we investigate the particular situation where the algebra and module structures of
a particular type are additionally invariant under the action of a group G. Although it is not used
in this work it is remarkable that the discussion of G-invariant deformations of algebra structures,
especially G-invariant star products, is still an area of vivid research. The basic notion was given
in [9]. Moreover, if G is a Lie group it is also interesting to discuss the infinitesimal version of
G-invariance, this means the invariance under the induced representation of the Lie algebra g of
G. For more details and the physical applications of invariant star products, in particular in the
framework of phase space reduction and quantum momentum mappings, the reader is referred to
the references [18,95,96].
For our purpose we concentrate on G-invariant module structures and if necessary the G-
invariant deformation of the underlying algebra is assumed to be given. This general case is
discussed but later we will be in the easier situation where the action on the algebra is trivial. In
the following, it will be pointed out in which cases the G-invariant algebra and module structures
define a new particular type. As it will be seen, the crucial condition for that is the invariance of
the involved vector spaces. Besides this we can make interesting additional observations concerning
the commutant of invariant deformations. This will play an important role in the applications.
First of all we introduce the used notation and recall some well-known definitions. Given an
arbitrary action of a group G on a set V , this means a group homomorphism G −→ Aut(V ) into
the automorphisms of V , we simply write
g ✄ v (2.86)
for the action of a group element g ∈ G on an element v ∈ V . If V is a vector space over some field
K the action is called a representation if all group elements act by K-linear maps. The space of all
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G-invariant elements is denoted by
V G = {v ∈ V | g ✄ v = v for all g ∈ G}. (2.87)
The orbit of an element v ∈ V is defined as the set
G✄ v = {g ✄ v | g ∈ G} (2.88)
Analogously, one defines the sets g ✄W = {g ✄ w | w ∈ W} for linear subspaces W ⊆ V . Such
a W ⊆ V is called invariant if G ✄W = {g ✄ w | g ∈ G,w ∈ W} ⊆ W . Having representations
on K-vector spaces V1, . . . , Vk, k ∈ N, and W one always has a corresponding representation on
the K-vector space Hom
K
(V1 × · · · × Vk,W ) of multilinear maps. Explicitly, this representation is
defined by
(g ✄ φ)(v1, . . . , vk) = g ✄ (φ(g
−1
✄ v1, . . . , g
−1
✄ vk)) (2.89)
for all g ∈ G with inverse g−1, vi ∈ Vi and φ ∈ HomK(V1 × · · · × Vk,W ). In the literature the
G-invariant elements g ✄ φ = φ of this representation are often called G-equivariant maps since
they mediate the actions,
g ✄ φ(v1, . . . , vk) = φ(g ✄ v1, . . . , g ✄ vk). (2.90)
By the above definition the composition of maps is always G-invariant, this means
g ✄ (φ ◦ ψ) = (g ✄ φ) ◦ (g ✄ ψ) (2.91)
for all accordingly given maps φ and ψ between sets with a G-action. The following definition is
obvious.
Definition 2.6.1 (G-invariant algebra and module structures)
An associative K-algebra (A, µ) is said to be G-invariant with respect to a representation of a
group G on the vector space A if the group acts by algebra automorphisms, this means if
g ✄ µ(a, b) = µ(g ✄ a, g ✄ b) for all a, b ∈ A, g ∈ G. (2.92)
If this is the case a right (A, µ)-module structure ρ of a K-vector space E is said to be G-invariant
with respect to a further representation of G on E if
g ✄ ρ(e, a) = ρ(g ✄ e, g ✄ a) for all e ∈ E, a ∈ A, g ∈ G. (2.93)
The Hochschild complexes of algebras A and modules E as defined in the Sections 2.1.2 and
2.1.3 basically consist of maps between those vector spaces. Thus it is clear that representations of
a group G on A and E induce representations on the vector spaces of these complexes. Then, the
above definition contains nothing but the G-invariance g✄µ = µ and g✄ρ = ρ of the corresponding
cochains.
Definition 2.6.2 (Algebra and module structures of a particular G-invariant type)
If µ and ρ as in Definition 2.6.1 are G-invariant structures of a particular type as in Section 2.2 they
are said to be of a corresponding G-invariant type if all vector spaces occurring in the complexes
HC•type(A,A) and HC
•
type(A,D) are G-invariant, this means if
G✄HCktype(A,A) ⊆ HC
k
type(A,A),
G✄HCktype(A,D) ⊆ HC
k
type(A,D), and (2.94)
G✄D ⊆ D.
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Since all operations on the considered complexes are defined by the composition of maps and
the given G-invariant algebra and module structures, they are G-invariant as well. This means that
the insertions ◦i after the i-th position, the cup product ∪ and the Hochschild differential δ have
the properties
g ✄ (φ ◦i ψ) = (g ✄ φ) ◦i (g ✄ ψ), (2.95)
g ✄ (φ ∪ ψ) = (g ✄ φ) ∪ (g ✄ ψ), (2.96)
g ✄ (δφ) = δ(g ✄ φ), (2.97)
for all possible cochains φ,ψ ∈ HC•type(A,A) or HC
•
type(A,D) and g ∈ G. Further it is clear that
D is a G-invariant (A,A)-bimodule, this means
g ✄ (a ·D · b) = (g ✄ a) · (g ✄D) · (g ✄ b) (2.98)
for all g ∈ G, a, b ∈ A, D ∈ D.
These consequences justify Definition 2.6.2 since structures of G-invariant types in fact define
new particular types in the sense of the Definitions 2.2.2 and 2.2.3. One simply has to consider
the complexes HC•type(A,A)
G and HC•type(A,D)
G of G-invariant cochains. For degree zero one
of course has HC0(A,A)G = A. Note, that by the definition (2.89) all G-invariant k-cochains
φ ∈ HCktype(A,D) indeed obey the equation
g ✄ (φ(a1, . . . , ak)(e)) = φ(g ✄ a1, . . . , g ✄ ak)(g ✄ e). (2.99)
Remark 2.6.3 (Representations and cohomology)
For G-invariant types Equation (2.97) implies that the cocycles and coboundaries of the initial
Hochschild complex HC•type(A,D) are invariant vector subspaces. Thus one has a representation
on the cohomologies as well. But note that the cohomology of the G-invariant type in general is
not the same as the G-invariant cohomology of the initial type. In formulas this means that for all
k ≥ 1
Hk(HC•type(A,D)
G) 6= HHktype(A,D)
G. (2.100)
The only exception is given by the zeroth cohomology. There one has
H0(HC•type(A,D)
G) = HH0type(A,D)
G (2.101)
since both sides are given by the elements φ ∈ HC0type(A,D) with g ✄ φ = φ and δφ = 0.
Remark 2.6.4 (Modules with a trivial representation on the algebra)
If the representation of G on the algebra A is trivial, meaning that all group elements act by the
identity map, the Hochschild complex of the G-invariant right module structure ρ is given by
HC•type(A,D)
G = HC•type(A,D
G). (2.102)
With the above statements all results from the Sections 2.3, 2.4 and 2.5 can be applied in
order to investigate deformations of right modules that inherit a given G-invariance. The crucial
cohomology then is of course H•(HCtype(A,D)
G). If the first one is trivial, H1(HCtype(A,D)
G) =
{0}, Proposition 2.5.1 states that with the notation B = HH0type(A,D) any decomposition
HC1type(A,D)
G = BG ⊕BG (2.103)
leads to a bijection ρ′ : BG[[λ]] −→ KG between the commutants within HC0type(A,D)
G[[λ]]. Thus
one has the property
g ✄ ρ′(A)(e) = ρ′(A)(g ✄ e). (2.104)
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In most applications, however, one is rather interested in the commutants within HC0type(A,D)[[λ]],
or even D[[λ]], and wants to find a bijection ρ′ : B[[λ]] −→ K such that the induced deformed
bimodule is G-invariant like the undeformed one in (2.69). This is the case if the complement of B
is an invariant vector space.
Proposition 2.6.5 (The commutant of a G-invariant module structure)
Let ρ be a G-invariant deformation of a right module structure ρ0 of a particular G-invariant
type and let HH1type(A,D) = {0} as in Proposition 2.5.1. If the complementary subspace B is
G-invariant, this means
G✄B ⊆ B, (2.105)
the induced bijection ρ′ : B[[λ]] ∼= K and the deformed algebra structure (B[[λ]], µ′) as in Corol-
lary 2.5.2 are G-invariant. Explicitly, this means that
g ✄ (ρ′(A)(e)) = ρ′(g ✄A)(g ✄ e), (2.106)
g ✄ (µ′(A,B)) = µ′(g ✄A, g ✄B) (2.107)
for all A,B ∈ B[[λ]], e ∈ E[[λ]] and g ∈ G.
Moreover, if additionally the first G-invariant cohomology is trivial,
H1(HCtype(A,D)
G) = {0}, (2.108)
the so derived G-invariant deformations ρ′ and µ′ and the induced G-invariant bimodule are unique
up to G-invariant equivalence in analogy to Proposition 2.5.5.
Proof: First one notes that B = HH0type(A,D) always is an invariant subspace. Then the assump-
tion (2.105) implies the G-invariance of the decomposition HC0type(A,D) = B ⊕ B. The recursive
construction of ρ′ = id+
∑∞
r=1 λ
rρ′r from the proof of Proposition 2.5.1 shows that each ρ
′
r and thus
ρ′ is G-invariant. With the given assumptions the results of this section imply that for all A ∈ B
and r ≥ 0 the elements g✄ ρ′r+1(A) satisfy the same defining Equation (2.66) as ρ
′
r+1(g ✄A). The
G-invariance of the complementary subspace B and the condition (2.67) finally imply that these
elements are equal by uniqueness. Thus one has the stated G-invariance of ρ′. By definition, this
implies (2.106) and (2.107).
The assertion concerning G-invariant equivalence is clear with Proposition 2.5.5 since (2.108)
assures the G-invariance of all maps occurring in the proof, in particular of the relevant equivalence
transformations. 
2.7 Projective modules
As a first example we consider projective right modules. The well-known definition of a projective
module can be found in Appendix B.2. It turns out that they are rigid and that deformations
thereof always exist since the crucial Hochschild cohomologies vanish. In fact it is possible to
compute all cohomologies using an explicit homotopy.
So let A be an associative K-algebra and E be a projective right A-module where the module
multiplication is written as e · a for e ∈ E and a ∈ A. By one of the equivalent characterizations of
projective modules stated in Remark B.2.2 we can choose a dual basis, this means families
{ei}i∈I ⊆ E and {ǫ
i}i∈I ⊆ HomA(E,A) (2.109)
for some index set I where HomA(E,A) denotes the set of all right A-linear homomorphisms. Then,
by definition, all e ∈ E can be written as
e =
∑
i∈I
ei · ǫ
i(e) (2.110)
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where, respectively, only finitely many ǫi(e) are different from zero even if there should be infinitely
many ei and ǫ
i. Now consider the maps
hk : HCk(A,End
K
(E,E)) −→ HCk−1(A,End
K
(E,E)) (2.111)
defined by h0 = 0 and
(hkφ)(a1, . . . , ak−1)e =
∑
i∈I
φ(ǫi(e), a1, . . . , ak−1)ei (2.112)
for k ≥ 1. Using the summation convention for
∑
i∈I and with (2.28) we compute for k ≥ 1
(δk−1hkφ)(a1, . . . , ak)e
= (hkφ)(a2, . . . , ak)(e · a1)
+
k−1∑
s=1
(−1)s(hkφ)(a1, . . . , asas+1, . . . , ak)e+ (−1)
k
(
(hkφ)(a1, . . . , ak−1)e
)
· ak
= φ(ǫi(e · a1), a2, . . . , ak)ei
+
k−1∑
s=1
(−1)sφ(ǫi(e), a1, . . . , asas+1, . . . , ak)ei + (−1)
k
(
φ(ǫi(e), a1, . . . , ak−1)ei
)
· ak
and analogously
(hk+1δkφ)(a1, . . . , ak)e
=
(
(δkφ)(ǫi(e), a1, . . . , ak)
)
ei
= φ(a1, . . . , ak)(ei · ǫ
i(e)) − φ(ǫi(e)a1, a2, . . . , ak)ei
−
k−1∑
s=1
(−1)sφ(ǫi(e), a1, . . . , asas+1, . . . , ak)ei − (−1)
k
(
φ(ǫi(e), a1, . . . , ak−1)ei
)
· ak.
With the properties of the dual basis this yields
(
δk−1hkφ+ hk+1δkφ
)
(a1, . . . , ak)e = φ(a1, . . . , ak)e.
Thus one has
δk−1 ◦ hk + hk+1 ◦ δk = idHCk , (2.113)
which shows that idHCk is homotopic to zero for all k ≥ 1, confer Definition B.1.2. Consequently,
the Hochschild cohomology is trivial. For h1 one further computes
(h1δ0D)e = (δ0D)(ǫi(e))ei
= D(ei · ǫ
i(e))−D(ei) · ǫ
i(e)
= D(e)−D(ei) · ǫ
i(e).
This shows that id−h1 ◦ δ0 is a projection onto the commutant ker δ0 of the right module since ǫi
is right A-linear. Altogether one gets the following statement.
Proposition 2.7.1 (The cohomology of a projective module)
Let E be a projective right module over an associative algebra A. Then
HHk(A,End
K
(E,E)) =
{
EndA(E,E)
{0}
for
k = 0
k ≥ 1.
(2.114)
In addition, the choice of a dual basis yields an explicit homotopy and a projection onto the com-
mutant.
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The assertion of course includes the cases where E is a free module or where E = A is the
associative algebra itself with unit 1. In the last case the maps hk can be simply defined by
hk(φ)(a1, . . . , ak−1)b = φ(b, a1, . . . , ak−1)1 as stated in [19, Remark 2.3].
Remark 2.7.2 (Projective modules of particular types and deformed vector bundles)
i.) In general it is not true that the map hk respects a given particular type of cochains. Nev-
ertheless, the simple algebraic definition gives strong evidence that this is indeed the case in
many typical situations. The type of differential module structures which will be introduced
in the next chapter is such an example, confer Proposition 3.2.13.
ii.) Proposition 2.7.1 shows that projective modules are rigid and that deformations can be con-
structed order by order. As it will be explained in Section 8.1 an important application of this
fact lies in the deformation theory of vector bundles over Poisson manifolds as investigated
in [25,120,121].

Chapter 3
Differential algebra and module
structures
In this chapter we specify what shall be understood by algebra and module structures acting by
differential operators. To this end we use the notion of multidifferential operators between modules
with respect to some associative and commutative algebra. The basic definition and some well-
known facts of these operators are presented in the first section. After these preliminaries the
second section contains a discussion of the general framework which is necessary for the definition
of differential algebra and module structures. As it will be shown these definitions determine
a particular type of algebraic structures as introduced in Section 2.2. It will further be shown
that one is always able to speak of G-invariant differential algebra and module structures with
respect to given representations of a group G. Thus it is possible in the aspired applications to
investigate the deformations of such structures using the general results established in Chapter 2.
Besides presenting the basic framework we already make some general observations concerning the
Hochschild complexes induced by these examples of particular types. Finally, it is shown that
the induced cohomology of projective modules of the differential type always vanishes since the
homotopy from Section 2.7 still holds in the presented differential framework.
3.1 Algebraically defined multidifferential operators
The motivation for a general notion of differential operators naturally arises from the simple and
fundamental definition used within the framework of ordinary analysis. There, a differential oper-
ator D of degree l ∈ N0 on the functions f ∈ C
∞(R) is a map D : f 7−→
∑l
i=0 c
i ∂
if
∂xi
with functions
ci ∈ C∞(R). Considering C∞(R) as a module over itself the algebraic properties of such a map D
are the guideline for the general algebraic definition. The most characteristic property is derived
from the Leibniz rule implying that f 7−→ cD(f) − D(cf) for any c ∈ C∞(R) is a differential
operator of degree l − 1.
In the following summary of the well-known definitions we adapt the notation used in [123,
App. A] where one can find further details. However, the basic definition of differential operators
was first given in the works of Grothendieck, confer [61, Def. 16.8.1]. The necessary structures for
the definition of multidifferential operators used in this work are an associative and commutative
K-algebra C and K-vector spaces E1, . . . ,EN , N ∈ N, and F with a compatible C-module structure.
For these structures one considers the K-multilinear maps D : E1 × · · · × EN −→ F which, as
always, are identified with the K-linear maps Hom
K
(E1⊗· · ·⊗EN ,F) due to the universal property
of the tensor product ⊗ = ⊗
K
. Any of the given C-module structures induces corresponding ones
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on the multilinear maps. One defines them as a left C-module structure
(c ·D)(e1, . . . , eN ) = c(D(e1, . . . , eN )) (3.1)
and right C-module structures
(D ·(i) c)(e1, . . . , eN ) = D(e1, . . . , cei, . . . , eN ) (3.2)
for i = 1, . . . , N which commute with each other and (3.1). Note that in general D ·(i) c 6= D ·(j) c
for i 6= j. Denoting by Lc and L
(i)
c the left multiplication with an element c ∈ C in F and Ei,
respectively, these commuting module structures are given by
c ·D = Lc ◦D and D ·
(i) c = D ◦ L(i)c (3.3)
where in the last case L
(i)
c is the obvious extension to the tensor product E1 ⊗ · · · ⊗ EN . Then it is
possible to define the operations
D 7−→ ad(i)c (D) = c ·D −D ·
(i) c (3.4)
for all c ∈ C and i = 1, . . . , N . Note, that all ad
(i)
c commute. According to the above stated
motivation a multilinear operator D is called a differential operator if it vanishes after applying a
finite number of operations as in (3.4).
For the description of the multiorders of differentiation one makes use of multiindices L =
(l1, . . . , lN ), K = (k1, . . . , kN ) ∈ Z
N . Their addition and subtraction is defined componentwise.
Further one sets L ≤ K if li ≤ ki for all i = 1, . . . , N . For L ≥ 0, the absolute value of L is given
by |L| = l1+ · · ·+ lN . Particular multiindices of absolute value one are given by the canonical basis
vectors ei ∈ Z
N with 1 at the i-th position and 0 at the others. Now a multilinear map D is called
a differential operator of order L = (l1, . . . , lN ) if
ad
(1)
c
(1)
1
◦ · · · ◦ ad
(1)
c
(1)
l1
◦ · · · ◦ ad
(N)
c
(N)
1
◦ · · · ◦ ad
(N)
c
(N)
lN
(D) = 0 (3.5)
for all c
(1)
1 , . . . , c
(N)
lN
∈ C. For later applications it is convenient to reformulate this definition as a
recursive one. This allows to prove all later assertions by induction over the absolute value |L|.
Definition 3.1.1 (Multidifferential operator [123, Def. A.4.1])
Let C be an associative and commutative K-algebra and E1, . . . ,EN and F be K-vector spaces
with a compatible C-module structure. The multidifferential operators DiffOpLC (E1, . . . ,EN ;F) with
arguments in E1, . . . ,EN and values in F of multiorder L = (l1, . . . , lN ) ∈ Z
N are then recusively
defined by
DiffOpLC (E1, . . . ,EN ;F) = {0} if there is some li < 0 (3.6)
and
DiffOpLC (E1, . . . ,EN ;F) =
{
D ∈ Hom
K
(E1 ⊗ · · · ⊗ EN ,F)
∣∣
Lc ◦D −D ◦ L
(i)
c ∈ DiffOp
L−ei
C
(E1, . . . ,EN ;F)
for all c ∈ C, i = 1, . . . , N
} (3.7)
for L ≥ 0.
A direct consequence of Definition 3.1.1 is the following proposition.
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Proposition 3.1.2 (Filtration and module structures [123, Prop. A.4.3])
Let E1, . . . ,EN and F be C-modules as in Definition 3.1.1. Then,
DiffOpLC (E1, . . . ,EN ;F) ⊆ DiffOp
K
C (E1, . . . ,EN ;F), (3.8)
if L ≤ K. This implies that
DiffOp•C(E1, . . . ,EN ;F) =
⋃
L≥0
DiffOpLC (E1, . . . ,EN ;F) ⊆ HomK(E1 ⊗ · · · ⊗ EN ,F) (3.9)
is a filtered subspace. Moreover, DiffOpLC (E1, . . . ,EN ;F) inherits the C-module structures (3.3).
As it is typical for algebraically defined multidifferential operators, the proofs of the assertions
are easy inductions over the absolute value |L|. In [123] one finds all the arguments in great
detail. Note that it is crucial that C is commutative. It is an important feature of multidifferential
operators that they can be composed.
Proposition 3.1.3 (Composition of differential operators [123, Prop. A.4.4])
Let E
(1)
1 , . . . ,E
(1)
N1
, . . . ,E
(M)
1 , . . . E
(M)
NM
as well as F1, . . . ,FM and G be C-modules. Then, for
Di ∈ DiffOp
Ki
C
(E
(i)
1 , . . . ,E
(i)
Ni
;Fi), i = 1, . . . ,M and D ∈ DiffOp
L
C (F1, . . . ,FM ;G) (3.10)
one has
D ◦ (D1 ⊗ · · · ⊗DM ) ∈ DiffOp
(K1+l1,...,KM+lM )
C
(E
(1)
1 , . . . ,E
(M)
NM
;G), (3.11)
where li = (li, . . . , li) ∈ Z
Ni for all i = 1, . . . ,M .
The proof can again be found in [123] and is an induction over r = |K1|+ · · ·+ |KM |+ |L|.
The algebraic definition of multidifferential operators yields invariant subspaces if the relevant
structures are compatible with the representations of a group G. In detail, one finds the following
well-known assertion.
Lemma 3.1.4 (Representations on multidifferential operators)
Let C a G-invariant, associative, and commutative algebra and let E1, . . . ,Ek,F be G-invariant C-
modules with respect corresponding representations of a group G. Then, the differential operators
are invariant subspaces of Hom
K
(E1⊗· · ·⊗EN ,F) with respect to the induced representation (2.89).
For all L ∈ Nk0 one has
G✄DiffOpLC (E1, . . . ,EN ;F) ⊆ DiffOp
L
C (E1, . . . ,EN ;F). (3.12)
Proof: With the given definition of multidifferential operators the proof is an easy induction
over |L| using the compatibility of the structures. In the usual notation the crucial equation is
Lg✄c ◦ (g ✄D)− (g ✄D) ◦ L
(i)
g✄c = g ✄ (Lc ◦D −D ◦ Lc). 
In the applications one sometimes uses the fact that the notion of multidifferential operators is
functorial.
Lemma 3.1.5 (Functoriality of DiffOp)
Let N ∈ N0, γ : C −→ C
′ be an isomorphism of associative and commutative K-algebras and
ǫi : Ei −→ E
′
i, i = 1, . . . , N , ζ : F −→ F
′ be isomorphisms along γ of C- and C′-modules. Then, for
all L ∈ NN0 there is an isomorphism
Ω : DiffOpLC (E1, . . . ,EN ;F) −→ DiffOp
L
C′(E
′
1, . . . ,E
′
N ;F
′) (3.13)
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of C- and C′-modules along γ defined by
(ΩD)(e′1, . . . , e
′
N ) = ζ(D(ǫ
−1
1 (e
′
1), . . . , ǫ
−1
N (e
′
N ))) (3.14)
for all D ∈ DiffOpLC (E1, . . . ,EN ;F) and e
′
i ∈ E
′
i, i = 1, . . . , N .
Thus, DiffOpL, this means the assignment of the space DiffOpLC (E1, . . . ,EN ;F) of differential
operators to a tuple (C,E1, . . . ,EN ,F) consisting of an algebra and modules, can be seen as a functor
between correspondingly defined categories.
The functoriality is of course also given in the setting of given representations of a group G. If
the initial structures and maps are G-invariant the same is true for the isomorphism Ω.
Proof: That Ω takes values in the stated multidifferential operators is a simple induction over
r = |L| making use of the equation Lc′ ◦ (ΩD)− (ΩD) ◦ L
(i)
c′ = Ω(Lγ−1(c′) ◦D −D ◦ L
(i)
γ−1(c′)
). Then
all further assertions are obvious. 
If one considers differential operators DiffOplC(E,E) of a free C-module E it is easy to see that
they can be identified with matrices of differential operators in DiffOplC(C,C).
Lemma 3.1.6 (Differential operators of free modules)
Let C be a commutative, associative K-algebra and E be a finitely generated free left C-module with
a module basis B = {e1, . . . , eN} ⊆ E. Then, for every differential operator D ∈ DiffOp
l
C(E,E) with
l ∈ N0 there exist N
2 uniquely defined differential operators Dij ∈ DiffOp
l
C(C,C), i, j = 1, . . . , N ,
with
D(cjej) = D
i
j(c
j)ei (3.15)
for all cj ∈ C. The map
ΦB : D 7−→ (D
i
j)i,j=1,...,N (3.16)
is an isomorphism
ΦB : DiffOp
l
C(E,E)
∼= MatN×N (DiffOp
l
C(C,C)) (3.17)
of C-bimodules which depends on the choice of the module basis B for E. The module structures
c · D = Lc ◦ D and D · c = D ◦ Lc for the N × N -matrices on the right hand side of (3.17) are
defined componentwise and obviously induced by the multiplication in C.
If C and E are G-invariant structures and if the module basis B = {e1, . . . , eN} consists of
G-invariant elements
g ✄ ei = ei for all i ∈ {1, . . . , N}, (3.18)
the map ΦB is G-invariant with the componentwise representation of G on the matrices.
Proof: For arbitrary j ∈ {1, . . . , r} and c ∈ C one surely has D(cej) = D
i
j(c)ei with uniquely
defined elements Dij(c) ∈ C. The also uniquely defined maps D
i
j : C −→ C are K-linear. Thus
they satisfy (3.15). The assertion Dij ∈ DiffOp
l
C(C,C) can be shown by induction over l. For l = 0
one computes D(cej) = cD(ej) = c(d
i
jei) with d
i
j ∈ C. So D
i
j is a multiplication in C and thus
Dij = L
C
dij
∈ DiffOp0C(C,C). For l > 0 evaluation of (Lc′ ◦ D − D ◦ Lc′)(cej) with c, c
′ ∈ C leads to
LCc′ ◦D
i
j −D
i
j ◦ L
C
c′ = (Lc′ ◦D −D ◦ Lc′)
i
j for all i, j ∈ {1, . . . , N} and the induction easily follows.
The statement concerning G-invariance is clear. 
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3.2 Differential algebra and module structures
In this section we investigate algebra and module structures which can be seen as differential
operators in the sense of the previous section. The main goal is to present the general conditions
which are necessary to define a notion of differential such that the properties of the Definitions 2.2.2
and 2.2.3 are achieved. For associative algebras this definition is rather trivial.
Definition 3.2.1 (Associative algebras of differential type)
An associative algebra (A, µ) is said to be of differential type or simply differential with respect to
a commutative, associative algebra C if A is a (left) C-module and if there exist m,n ∈ N0 such
that the algebra multiplication is a bidifferential operator
µ ∈ DiffOp
(m,n)
C
(A,A;A). (3.19)
Due to the general properties of algebraically defined multidifferential operators this definition
yields a particular type as in Definition 2.2.2.
Corollary 3.2.2 (Associative algebras of differential type)
A differential associative algebra (A, µ) as in Definition 3.2.1 satisfies the conditions of Defini-
tion 2.2.2 with the differential Hochschild cochains HC•diff(A,A) given by the multidifferential op-
erators
HCkdiff(A,A) =
⋃
L∈Nk0
DiffOpLC (A, . . . ,A;A) for k ∈ N (3.20)
and HC0diff(A,A) = A.
Proof: The only nontrivial point is the closedness under the insertions which is a well-known fact
for differential operators, confer Proposition 3.1.3. The closedness under the cup product and all
other operations discussed in Section 2.1.2 is clear since they can be expressed in terms of insertions.

Remark 3.2.3
If A is commutative and the C-module structure is compatible with the algebra multiplication, the
latter is always differential with m = n = 0. This is in particular the case for A = C.
For right module structures ρ : E×A −→ E and the derived Hochschild complexes the situation
is more difficult. There, the differential type has to be defined in a more subtle way in order to
guarantee the properties of Definition 2.2.3, in particular the closedness under the cup product.
Definition 3.2.4 (Right module structures of differential type)
Let (A, µ) be a differential associative algebra with respect to a commutative associative algebra C
as in Definition 3.2.1. A right A-module structure ρ of aK-vector space E is said to be of differential
type or simply differential with respect to HC•diff(A,A) if the following conditions are satisfied.
i.) E has a left module structure l : B × E −→ E with respect to a commutative associative
algebra B, also seen as l : B −→ End
K
(E,E).
ii.) There exists an algebra homomorphism γ : C −→ B.
iii.) The right module structure is a differential operator
ρ ∈ DiffOp
Lρ
C
(A; DiffOp
lρ
B
(E,E)) (3.21)
with Lρ, lρ ∈ N0 and where the spaces D
l = DiffOplB(E,E) for all l ∈ N0 are equipped with
the natural left C-module structure
cD = LcD = l(γ(c)) ◦D for all c ∈ C,D ∈ D
l. (3.22)
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The left multiplication Lc with c ∈ C in (3.22) in fact defines a left C-module structure since
l(γ(c)) ∈ DiffOp0B(E,E) and Lc(Lc′D) = l(γ(c))◦l(γ(c
′))◦D = l(γ(cc′))◦D = Lcc′D. Using this mod-
ule structure to define corresponding multidifferential operators of A with values in DiffOplB(E,E)
leads to the following proposition.
Proposition 3.2.5
A differential right module structure ρ as in Definition 3.2.4 satisfies the conditions of Definition
2.2.3 with the differential Hochschild cochains HC•diff(A,D) defined by
HC0diff(A,D) = D =
⋃
l∈N0
DiffOplB(E;E)︸ ︷︷ ︸
=Dl
(3.23)
and
HCkdiff(A,D) =
⋃
L∈Nk0
⋃
l∈N0
DiffOpLC (A, . . . ,A; DiffOp
l
B(E,E))︸ ︷︷ ︸
=:HCk,L,l
for k ∈ N (3.24)
which are filtered spaces with Dl ⊆ Dl
′
if l ≤ l′ and HCk,L,l ⊆ HCk,L
′,l′ if L ≤ L′ and l ≤ l′. By
setting HC0,L,l = Dl the cup product ∪ as in (2.29) has the property
HCk1,L1,l1 ∪HCk2,L2,l2 ⊆ HCk1+k2,(L1,L2+l1),l1+l2 with l1 = (l1, . . . , l1) ∈ N
k2
0 (3.25)
for all ki ∈ N0, Li ∈ N
ki
0 , li ∈ N0 and i = 1, 2.
Proof: It is sufficient to prove (3.25) which guarantees the closedness under the cup product. The
remaining conditions in Definition 2.2.3 then are obvious or follow from Proposition 3.1.3. The
stated filtration is clear with the filtrations of DiffOp•(E,E) and DiffOp•(A, . . . ,A; DiffOpl(E,E))
for all l ∈ N0.
The left multiplication l(b) ∈ D0 in E with an element b ∈ B obviously induces a left multipli-
cation Lb and a right multiplication Rb in D
l for all l ∈ N0 which are given by LbD = l(b) ◦D and
RbD = D ◦ l(b). Then one first notes that for φ ∈ HC
k,L,l and b ∈ B one has Lb ◦φ ∈ HC
k,L,l which
is seen by an easy induction over |L| because Lc ◦ (Lb ◦ φ)− (Lb ◦ φ) ◦ L
(i)
c = Lb ◦ (Lc ◦ φ− φ ◦ L
(i)
c )
with the notation introduced in the previous section. Analogously one sees that Rb ◦ φ ∈ HC
k,L,l
and by the very definition of differential operators one further gets Lb ◦ φ− Rb ◦ φ ∈ HC
k,L,l−1.
For fixed k1, k2 the proof of the statement (3.25) is an induction over r = |L1|+ |L2|+ l1 + l2.
Let φ1 ∈ HC
k1,L1,l1 and φ2 ∈ HC
k2,L2,l2 . With the definition
(φ1 ∪ φ2)(a1, . . . , ak1+k2) = φ1(a1, . . . , ak1) ◦ φ2(ak1+1, . . . , ak1+k2)
it is always clear that φ1 ◦ φ2 has values in D
l1+l2 since the usual composition of maps satisfies
Dl1 ◦Dl2 ⊆ Dl1+l2 . For r = 0 the C-linearity of φ1∪φ2 is clear by the fact that |L1| = |L2| = l1 = 0.
Under the assumption that the statement holds for r consider elements φs ∈ HC
ks,Ls,ls for s = 1, 2
with |L1|+ |L2|+ l1 + l2 = r + 1. With c ∈ C one then computes for i = 1, . . . , k1
Lc ◦ (φ1 ∪ φ2)− (φ1 ∪ φ2) ◦ L
(i)
c = (Lc ◦ φ1 − φ1 ◦ L
(i)
c ) ∪ φ2.
Since Lc ◦ φ1 − φ1 ◦ L
(i)
c ∈ HC
k1,L1−ei,l1 it follows by assumption that
Lc ◦ (φ1 ∪ φ2)− (φ1 ∪ φ2) ◦ L
(i)
c ∈ HC
k1+k2,(L1,L2+l1)−ei,l1+l2 . (3.26)
Since χ = Lc ◦ φ2 − φ2 ◦ L
(j)
c ∈ HC
k2,L2−ej ,l2 one obtains for i = k1 + j with j = 1, . . . , k2
Lc ◦ (φ1 ∪ φ2)− (φ1 ∪ φ2) ◦ L
(i)
c = (Lc ◦ φ1) ∪ φ2 − φ1 ∪ (φ2 ◦ L
(j)
c )
= (Lγ(c) ◦ φ1 − Rγ(c) ◦ φ1) ◦ φ2 + φ1 ∪ χ. (3.27)
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With Lγ(c) ◦φ1−Rγ(c) ◦φ1 ∈ HC
k1,L1,l1−1 and the filtration, (3.26) is true for all i = 1, . . . , k1+ k2.
By the definition of multidifferential operators this yields φ1 ∪ φ2 ∈ HC
k1+k2,(L1,L2+l1),l1+l2 . 
Remark 3.2.6
i.) In the case A = C, what in particular means that A is commutative, E inherits two different
A-module structures
a ·1 e = l(γ(a))e and (3.28)
a ·2 e = ρ(a)e. (3.29)
For the definition of HCk,L,l it is important to use the left A-module structure of DiffOpl(E,E)
which is induced by (3.28). Otherwise, even in the case ρ ∈ HC1,Lρ,0, the closedness under
the cup product is not valid, confer the crucial point (3.27) in the proof.
If, in addition, E = B is a commutative and associative algebra and if all structures have to
be traced back to the right module structure ρ, the assertions of Proposition 3.2.5 are only
true, if ρ(a) = l(γ(a)) is a left multiplication in E. This is a necessary condition for ρ implying
Lρ = lρ = 0 for the degrees of differentiation. For associative and commutative algebras E
and A the differential setting is thus determined by an algebra homomorphism γ : A −→ E.
ii.) Note that (3.25) becomes false if one neglects the increase l1 in the multiorder of differen-
tiation. Due to this fact which states that the order (L1, L2 + l1) of differentiation of a
corresponding cup product φ1 ∪ φ2 depends on the order l1 of the values of φ1, one sees that
in general the naive definition HCkdiff(A,D) =
⋃
L∈Nk0
DiffOpL(A, . . . ,A;D) would not lead
to a well-defined cup product since particular products φ1 ∪ φ2 possibly would not lead to
differential operators of a certain degree of differentiation. Therefore it is essential to demand
that the maps φ ∈ HC•diff(A,D) have values in the differential operators D
l with some fixed
order l of differentiation which does not depend on the arguments of φ.
Remark 3.2.7 (G-invariant differential algebra and module structures)
Due to Lemma 3.1.4 it is clear that the conditions (2.94) in Definition 2.6.2 are satisfied for G-
invariant and differential algebras A and A-modules E if the additionally introduced structures in
the Definitions 3.2.1 and 3.2.4 are G-invariant. This means that the left C-module structure of A,
the left B-module structure of E and the algebra morphism γ : C −→ B have to be G-invariant with
respect to corresponding representations. In this situations we then can consider the particular type
of G-invariant differential structures.
Corollary 3.2.8
With µ as in (3.19), ρ as in (3.21) and the resulting (A,A)-bimodule structure of D as in (2.28)
the differential δ of the corresponding differential Hochschild complex (HC•diff(A,D), δ) has the re-
strictions
δ : HCk,L,l −→ HCk+1,L˜,l+lρ (3.30)
with L˜ = (l˜1, . . . , l˜k+1) where for k ≥ 2
l˜1 = max{l1 +m,Lρ + l, l1 + lρ}
l˜i = max{li +m, li−1 + n, li + lρ} for i = 2, . . . , k (3.31)
l˜k+1 = max{lk + n, lk, Lρ}.
If for commutative A the structure (2.33) is used, Equation (3.31) has to be replaced by
l˜1 = max{Lρ, l1 +m}
l˜i = max{li−1 + lρ, li +m, li−1 + n} for i = 2, . . . , k (3.32)
l˜k+1 = max{lk + lρ, lk + n,Lρ + l}.
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In both cases every HCk,L,l is a left B-module via b · φ = Lb ◦ φ with Lb as in the proof of Proposi-
tion 3.2.5. For lρ = 0, this means if E is a (B,A)-bimodule, one has
δ(b · φ) = b · (δφ). (3.33)
Proof: For φ ∈ HCk,L,l and a1, . . . , ak+1 ∈ A consider the expression (2.31). Due to (3.25), the
occurring cochains are φ∪ρ ∈ HCk+1,(L,Lρ+l),l+lρ and ρ∪φ ∈ HCk+1,(Lρ,L+lρ),l+lρ . Further, φ◦i−1µ ∈
HCk+1,(l1,...,li−1,li+m,li+n,li+1,...,lk),l by the general property of multidifferential operators and the
precondition concerning µ. This shows (3.30) and a simple counting of orders of differentiation
leads to (3.31). With the bimodule structure (2.33) the considerations are exactly the same using
(2.34). Equation (3.33) is obvious with the definition of δ. 
Remark 3.2.9
The grading in (3.30) for the cases k = 0 and k = 1 can be treated in the same way.
Remark 3.2.10
Note that Dl with l ∈ N0 is an (A,A)-bimodule via (2.28) or (2.33) only if ρ ∈ HC
1,Lρ,0.
As shown, the considered differential structures yield corresponding differential Hochschild com-
plexes. In general this can be defined as follows.
Definition 3.2.11 (Differential Hochschild complex)
Let C be an associative and commutative K-algebra. Further let A be an associative K-algebra
and M be an (A,A)-bimodule as in Definition 2.1.8, both endowed with a left module structure
with respect to C. If the algebraically defined multidifferential operators
HCkdiff(A,M) =
⋃
L∈Nk0
DiffOpLC (A, . . .A;M) ⊆ HC
k(A,M), k ∈ N, (3.34)
and HC0diff(A,M) = M build a subcomplex (HC
k
diff(A,M), δ), this is called the (algebraic) differen-
tial Hochschild complex of A with values in M over C.
In general, (3.34) does not define a subcomplex since the considered subspaces could not be
closed under the Hochschild differential δ. In order to guarantee this one has to demand adequate
properties of the involved algebraic structures.
Lemma 3.2.12
Let A and M as above satisfy the following conditions:
i.) The algebra multiplication in A is a differential operator µ ∈ DiffOp
(m,n)
C
(A,A;A) with m,n ∈
N0.
ii.) The left and right A-module structures of M have the property that for all k ∈ N0, L =
(l1, . . . , lk) ∈ N
k and φ ∈ DiffOpLC (A,M) there exist s, t, uφ, vφ ∈ N0 such that the maps
((a1, . . . , ak+1) 7−→ a1φ(a2, . . . , ak+1)) ∈ DiffOp
L1
C
(A, . . . ,A;M), (3.35)
((a1, . . . , ak+1) 7−→ φ(a1, . . . , ak)ak+1) ∈ DiffOp
L2
C
(A, . . . ,A;M) (3.36)
are differential operators of the multiorders L1 = (uφ, l1 + s, . . . , lk + s) ∈ N
k+1 and
L2 = (l1 + t, . . . , lk + t, vφ) ∈ N
k+1.
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Then (3.34) defines a differential Hochschild complex since for L = (l1, . . . , lk) ∈ N
k
δ : DiffOpLC (A, . . . ,A;M) −→ DiffOp
L˜
C (A, . . . ,A;M), (3.37)
where L˜ = (l˜1, . . . , l˜k+1) ∈ N
k+1
0 with
l˜1 = max{uφ, l1 + t, l1 +m}
l˜i = max{li−1 + s, li + t, li +m, li−1 + n} for i = 2, . . . , k (3.38)
l˜k+1 = max{lk + s, vφ, lk + n}.
The proof is obvious and a direct consequence of the definition of δ and the properties of
differential operators. In the subcomplexes derived from differential algebra and module structures
we have basically shown that Lemma 3.2.12 is satisfied. In the case of algebras we have s = 0 = t
and uφ = 0 = vφ for all φ ∈ HC
•
diff(A,A). Depending on the possibly given choice of the (A,A)-
bimodule structure of D we have for right modules either s = 0, t = lρ and vφ = Lρ, uφ = l for
φ ∈ HCk,L,l in the case (2.28) or s = lρ, t = 0 and uφ = Lρ, vφ = l for φ ∈ HC
k,L,l in the case
(2.33).
As a simple but important example one can again consider the case of projective modules. The
results of Section 2.7 can be reformulated in the setting of differential module structures.
Proposition 3.2.13 (Projective modules of the differential type)
Let A be a commutative, associative algebra and let E be a differential right module as in Defini-
tion 3.2.4 with A = C = B and γ = idA. Further, let E be a projective A-module.
Then, the homotopy map hk from Section 2.7 satisfies
hk : DiffOp(l1,...,lk)(A, . . . ,A; DiffOpl(E,E)) −→ DiffOp(l2,...,lk)(A, . . . ,A; DiffOpl1(E,E)) (3.39)
for all l1, . . . , lk, l ∈ N0 and k ∈ N. This shows that the corresponding cohomology is trivial,
HHkdiff(A,D) =
{
DiffOp0A(E,E)
{0}
for
k = 0
k ≥ 1.
(3.40)
Proof: The proof is a twofold induction. Using the defining Equation (2.112), a simple computa-
tion shows that for all φ ∈ HCkdiff(A,D) and a, a1, . . . , ak−1 ∈ A one has
La ◦ h
kφ(a1, . . . , ak−1)− h
kφ(a1, . . . , ak−1) ◦ La = h
k(La ◦ φ− φ ◦ L
(1)
a )(a1, . . . , ak−1). (3.41)
Due to this equation the first induction over l1 shows that h
kφ takes values in DiffOpl1(E,E) if φ
is a differential operator of multiorder (l1, . . . , lk) for arbitrary l2, . . . , lk ∈ N0. A second induction
over r = l2 + · · ·+ lk making use of the fact that
La ◦ h
kφ− hkφ ◦ L(i)a = h
k(La ◦ φ− φ ◦ L
(i+1)
a ) (3.42)
for all i = 1, . . . , k1 then shows the remaining assertion contained in (3.39). The statement con-
cerning the differential cohomology then follows in the same way as the computation of the purely
algebraic one in Section 2.7. 
The above proposition yields an easy proof for the well-known facts concerning deformed vector
bundles, confer Section 8.1.
We close this section with two easy observations concerning differential Hochschild complexes
which will be very useful for the later computation of the corresponding cohomologies.
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Remark 3.2.14 (Functoriality of differential Hochschild complexes)
It is well-known that Hochschild complexes have a functorial behaviour with respect to their initial
data. With Lemma 3.1.5 it is a simple exercise to see that this is still true in the differential or
G-invariant differential setting. Thus, different choices of structures as A, E and γ : C −→ B in
Definition 3.2.1 and 3.2.4 which are related by structure preserving isomorphisms yield isomorphic
differential Hochschild complexes with exactly the same properties.
The results of Lemma 3.1.6 induce the following simple observation.
Lemma 3.2.15 (Differential Hochschild complexes and free modules)
Let there be given the structures in Definition 3.2.4 for the following specific situation: Let A = C
be commutative and let the right A-module structure of E be given by
ρ(a) = lγ(a), (3.43)
so that ρ ∈ HC1,0,0. Then, for all l ∈ N0 let the space D
l = DiffOplB(E,E) be equipped with the
(A,A)-bimodule structure (2.33), this means a ·D ·a′ = ρ(a)◦D◦ρ(a′) for all a, a′ ∈ A and D ∈ Dl,
so that the left module structure of Dl with respect to C = A is unique. In addition, let E be a free
B-module with module basis B = {e1, . . . , eN}.
Then, the isomorphisms ΦB : DiffOp
l
B(E;E)
∼= MatN×N (DiffOp
l
B(B;B)) as in Lemma 3.1.6 are
isomorphisms of (A,A)-bimodules when using the obvious A-module structure of B induced by γ.
Further, this gives rise to an isomorphism
(HC•diff(A,DiffOpB(E,E)), δ)
∼= (HC•diff(A,MatN×N (DiffOpB(B,B))), δ) (3.44)
∼= (MatN×N (HC
•
diff(A,DiffOpB(B,B))), δ) (3.45)
of complexes where the differential in (3.45) is defined componentwise, δ(φij) := (δφ
i
j). In particular,
one has
DiffOpLA(A, . . . ,A; DiffOp
l
B(E,E))
∼= DiffOpLA(A, . . . ,A;MatN×N (DiffOp
l
B(B,B))). (3.46)
In the G-invariant setting the G-invariant module basis guarantees that the isomorphisms (3.44),
(3.45), and (3.46) are G-invariant.
Proof: That ΦB is an isomorphism of (A,A)-bimodules is obvious with the given module struc-
tures and the fact that ΦB is already an isomorphism of (B,B)-bimodules. The isomorphisms
(3.46) and (3.44) then follow by Lemma 3.1.5 and Remark 3.2.14. The isomorphism (3.45) is an
isomorphism of complexes since the Hochschild differential δ is defined componentwise. 
Note that (3.43) is necessary in order to guarantee that B has a right A-module structure which
is related to the one of E.
Corollary 3.2.16 (The cohomology of free modules)
Due to (3.45) the knowledge of the cohomology HH•diff(A,DiffOpB(E,E)) is equivalent to the know-
ledge of HH•diff(A,DiffOpB(B,B)).
Chapter 4
Sheaf theory and Hochschild
cohomologies
It is a basic concept in differential geometry to investigate global structures locally. The definition
of a smooth manifold itself makes use of local charts and many other fundamental notions are
defined by using local expressions of the involved data as well. In order to compute Hochschild
cohomologies that arise in a global geometric context it is thus natural to ask if the problem can
be solved by investigating the local situation. This approach is of course only possible if the global
objects are related to corresponding local expressions and if the global and local data determine
each other in a sufficient way. These aspired relations are the content of the notions of presheaves
and sheaves over topological spaces. As it will become clear in this chapter this is the adequate
framework to treat the above problem. The basic definitions and general results of sheaf theory
that will be used in the subsequent considerations are introduced in the first section. After that we
concentrate on sheaves over smooth manifolds and present a different point of view of the sheaves
of sheaf homomorphisms and particular subsheaves thereof. This leads to the important result that
all differential operators of a finite order of differentiation between particular sheaves carry a sheaf
structure themselves. With this conclusion and the observations concerning sheaves over different
manifolds made in Section 4.3 it is possible to apply these concepts to the discussion of differential
Hochschild complexes of modules as introduced in Section 3.2. It will be pointed out that in typical
situations these complexes give rise to corresponding presheaves. Although one has to abandon
the desirable properties of a sheaf it is shown that under certain assumptions one is still able to
compute the global cohomologies by computing the local ones. Together with the investigation of
the G-invariant case which enforces a slightly different setting the chapter culminates in the two
important Propositions 4.4.7 and 4.4.12.
4.1 Sheaves and sheaf homomorphisms
The origin of sheaf theory can in principle be seen in the attempt to find an axiomatic description
of the convenient properties of functions on a topological space with respect to the process of
restricting them to open subsets. It is obvious that functions have the property to be determined
by their restrictions and thus they yield a generic example of a structure where the knowledge of the
global information is equivalent to the knowledge of the local one. The notions of presheaves and
sheaves developed from this idea have important applications in many realms of mathematics, for
instance in algebraic geometry, complex analysis and many others. The formulation of the essential
properties can be performed in different equivalent ways. An important reference for the basics of
sheaf theory is the early work of Godement [57]. Slightly different approaches and applications can
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moreover be found in [66, Chap. II, Sect. 1], [119, Chap. 2], and [127, Chap. II]. In the following
presentation we basically follow the latter two references.
Definition 4.1.1 (Presheaves in terms of categories and functors)
Let M be a topological space and M -set be the category of its open, nonempty subsets and
inclusions. Further, let C be an arbitrary category.
i.) A contravariant functor
F : M -set −→ C (4.1)
is called a presheaf F over or on M with values in C.
ii.) A homomorphism between two presheaves F,G : M -set −→ C over M is a natural transfor-
mation between the two functors. Correspondingly, an isomorphism is a natural equivalence.
This precise but abstract definition obviously allows a more concrete formulation which is also
used to introduce a notion of sheaves. Although we mainly work with the following description it
is often very useful to have the more basic definition in mind. With respect to our further purpose
we adjust the notation and restrict ourselves to certain types of categories.
Definition 4.1.2 (Presheaves and sheaves of sets)
Let M be a topological space and let M denote the set of its open, nonempty subsets. Further, let
C be a category with certain sets as objects and certain maps as morphisms.
i.) A presheaf F of objects of C over M is given by assigning to each U ∈ M a set F(U) in the
class of objects of C,
U
F
7−→ F(U), (4.2)
and to each inclusion V ⊆ U of open sets a restriction map or restriction homomorphism
rUV : F(U) −→ F(V ), (4.3)
such that
(a) for all U ∈M the map rUU = idF(U) is the identity morphism of F(U).
(b) for all W ⊆ V ⊆ U ⊆M one has rVW ◦ r
U
V = r
U
W .
ii.) A presheaf F is called a sheaf if for every open covering U =
⋃
i∈I Ui with open U ⊆M the
following further conditions are satisfied.
(c) If s, t ∈ F(U) and rUUi(s) = r
U
Ui
(t) for all i ∈ I, then s = t.
(d) If si ∈ F(Ui) are given for all i ∈ I with the property that r
Ui
Ui∩Uj
(si) = r
Uj
Ui∩Uj
(sj) for all
Ui ∩ Uj 6= ∅, then there exists an s ∈ F(U) such that r
U
Ui
(s) = si for all i ∈ I.
Definition 4.1.3 ((Pre)sheaf homomorphisms)
A (homo)morphism between two (pre)sheaves F,G (in the sense of Definition 4.1.2)
h : F −→ G (4.4)
is a collection h = {hU}U∈M of maps
hU : F(U) −→ G(U) (4.5)
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which is compatible with the restriction maps. This means that the diagram
F(U)
hU
rUV
G(U)
rUV
F(V )
hV
G(V )
commutes for all V ⊆ U ⊆ M . The set of all (pre)sheaf morphisms of F into G is denoted by
Hom(F,G).
If all the maps hU are inclusions F is called a sub(pre)sheaf of G. In the case that all hU are
isomorphisms, h is called a (pre)sheaf isomorphism.
Remark 4.1.4 (Notation, (pre)sheaves with additional structures, restricted sheaves)
i.) Usually, one denotes the value of a restriction map as rUV (s) = s|V .
ii.) In the most cases the considered categories C consist of sets with an algebraic structure and
structure preserving morphisms. Due to Definition 4.1.1 it is automatically clear that the
restriction homomorphisms preserve these structures which therefore is always required in
Definition 4.1.2. Then, the same is demanded for corresponding homomorphisms. This way
one is able to define sheaves of groups, vector spaces and all other kinds of algebraic structures,
as well as the morphisms between them. Further, this notion of a (pre)sheaf morphism can be
extended to a notion of a (pre)sheaf morphism where the (pre)sheaves F and G have different
algebraic structures. Definition 4.1.5 gives an example, confer also Remark 4.1.6.
iii.) It is clear that every (pre)sheaf F over M yields a (pre)sheaf F|U over U for all open subsets
U ∈M by restricting Definition 4.1.2 to open subsets of U .
Definition 4.1.5 ((Pre)sheaves of modules)
Let A be a presheaf of rings and E be a (pre)sheaf of abelian groups over M . Then, E is called a
(pre)sheaf of A-modules if for every U ∈M the group E(U) is an A(U)-module and for V ⊆ U one
has
(a · e)|V = a|V · e|V (4.6)
for all a ∈ A(U) and e ∈ E(U).
Remark 4.1.6
It is clear that the above notion of a sheaf of modules yields a sheaf homomorphism A× E −→ E
of (pre)sheaves of sets. But the converse is not true since the module structure is a nontrivial
condition.
Proposition 4.1.7 (The sheaf of local morphisms)
Let F be a presheaf and G be a sheaf of sets over M as in Definition 4.1.2. Then, the presheaf of
sets
U 7−→ Hom(F,G)(U) = Hom(F|U ,G|U ) for all U ∈M (4.7)
is a sheaf of sets which is called the sheaf of local morphisms of F into G and denoted by Hom(F,G).
Proof: By definition, the elements in Hom(F|U ,G|U ) are collections {hW }W⊆U of maps. The
restriction maps rUV : Hom(F|U ,G|U ) −→ Hom(F|V ,G|V ) for V ⊆ U are defined by
rUV ({hU}W⊆U) = {hW }W⊆V (4.8)
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which obviously satisfy the conditions (a) and (b). Now let U =
⋃
i∈I Ui as in Definition 4.1.2. For
(c) we have to consider collections {hW }W⊆U and {kW }W⊆U with {hW }W⊆Ui = {kW }W⊆Ui for all
i ∈ I. Then, for W ⊆ U and f ∈ F(W ) one has for all Ui with Ui ∩W 6= ∅
hW (f)|W∩Ui = hW∩Ui(f |W∩Ui) = kW∩Ui(f |W∩Ui) = kW (f)|W∩Ui .
Since G is a sheaf and f was arbitrary this yields hW = kW . Thus, {hW }W⊆U = {kW }W⊆U and (c)
is shown. For (d) we have to consider collections {hiW }W⊆Ui ∈ Hom(F|Ui ,G|Ui) for all i ∈ I with
{hiW }W⊆Ui∩Uj = {h
j
W }W⊆Ui∩Uj . Then, for W ⊆ U one can define a map hW : F(W ) −→ G(W ) by
hW (f)|W∩Ui = h
i
W∩Ui(f |W∩Ui) (4.9)
for all f ∈ F(W ) and W ∩ Ui 6= ∅ which is possible since G is a sheaf and h
i
W∩Ui∩Uj
(f |W∩Ui∩Uj) =
hjW∩Ui∩Uj (f |W∩Ui∩Uj ). Altogether, this leads to a collection of maps {hW }W⊆U such that by
definition hW = h
i
W for all W ⊆ Ui and i ∈ I. Further, for Z ⊆W ⊆ U it follows
hW (f)|Z |Z∩Ui = h
i
Z∩Ui(f |Z∩Ui) = hZ(f |Z)|Z∩Ui
for f ∈ F(W ) and i ∈ I. Again, the sheaf property of G leads to hW (f)|Z = hZ(f |Z), so {hW }W⊆U
is a sheaf morphism which restricts to the given local ones. 
Remark 4.1.8 (Subsheaves of Hom(F,G))
If F and G have further algebraic properties that should be preserved by the maps of corresponding
sheaf homomorphisms, this leads to a subsheaf of Hom(F,G), if the morphism defined in (4.9) has
the same properties as the locally given ones.
Example 4.1.9 (Subsheaves of Hom(F,G))
Let F,G be as in Proposition 4.1.7.
i.) If F is a presheaf and G is a sheaf of abelian groups the sheaf homomorphisms consisting of
group homomorphisms build a subsheaf of Hom(F,G), since hW in (4.9) is a group homomor-
phism.
ii.) Let E1, . . . ,Ek, k ∈ N, be (pre)sheaves of abelian groups and let F = E1 × . . . × Ek be the
(pre)sheaf of sets of the Cartesian product. Completely analogously, the sheaf homomor-
phisms consisting of maps which are group morphisms in every entry build a subsheaf of
Hom(F,G) which is denoted by Homab(E1 × . . . × Ek,G).
4.2 The sheaves of local and differential operators
As seen above the notion of sheaves and the homomorphisms between them provides the appropriate
framework to understand the behaviour and the relations between local and global information.
In particular, one is able to study an element f ∈ F(M) by considering the restrictions f |U to
open subsets of a covering of M . In many typical situations, though, one is dealing with sheaves
F and G over M and is given a ‘global’ map hM : F(M) −→ G(M) of a particular type which
one would like to restrict as well and to realize as a sheaf homomorphism. Thus, it is necessary
to find criteria for the possibility of reconstructing all the maps of a particular sheaf morphism
{hU}U⊆M of a particular type from hM . As we will see, this new point of view provides a very
useful characterization of the sheaf of local morphisms allowing a convenient investigation of specific
subsheaves. Basically, the observations and proofs of this section are generalized versions of the
considerations in [123, App. A].
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In the following we always consider a smooth manifold M as a topological space and denote
the sheaf of smooth functions with values in K on it by C∞M which is a sheaf of associative and
commutative algebras.
Lemma 4.2.1 (Open coverings)
Let M be a smooth manifold and V ⊆ M be an open subset. Then there exists an open covering
V =
⋃
i∈I Oi with the property that for all i ∈ I
i.) Oi ⊂ O
cl
i ⊂ V ,
where Ocli denotes the closure of Oi. Additionally, one can achieve that
ii.) there exist open sets Ri ⊂ V with O
cl
i ⊂ Ri ⊂ R
cl
i ⊂ V .
Proof: Using centered charts xp : V ⊃ Vp −→ xp(Vp) ⊂ R
n of V for every point p ∈ V , this
means xp(p) = 0, the proof is obvious since there exist balls around 0 ∈ R
n such that the images
under the homeomorphism x−1p have the required properties. 
Lemma 4.2.2 (Sheaves of left C∞M -modules)
Let E be a sheaf of left C∞M -modules over M and V ⊆ U ⊆M be open subsets.
i.) Every smooth function χ ∈ C∞(U) with supp(χ) ⊆ V defines a map
χ : E(V ) −→ E(U), (4.10)
which for all e ∈ E(V ) is given by
(χe)|V = χ|V · e,
(χe)|U\supp(χ) = 0.
(4.11)
In particular, for e ∈ E(U) we have
χ(e|V ) = χ · e. (4.12)
ii.) Let U =
⋃
i∈I Ui be an open covering, {χi ∈ C
∞(M)}i∈I be a subordinate partition of unity
and {ei ∈ E(Ui)}i∈I be a family of elements. Then there exists a unique element e ∈ E(U)
with
e|W =
∑
i∈I
χi|W 6=0
(χiei)|W (4.13)
for all open subsets W ⊆ U of the open covering
{W ⊆ U open | χi|W = 0 for all except at most finitely many i ∈ I}. (4.14)
This element is denoted by e =
∑
i∈I χiei since this shows the relevant dependencies.
In particular, for e ∈ E(U) this yields
e =
∑
i∈I
χi(e|Ui). (4.15)
Now, let O ⊂ R ⊂ V be open subsets as the ones in the covering of Lemma 4.2.1.
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iii.) There exists a smooth function χ ∈ C∞(U) with
supp(χ) ⊆ V and χ|Ocl = 1. (4.16)
Then, for e ∈ E(V ) one has
(χe)|O = e|O. (4.17)
iv.) There exists a smooth function χ ∈ C∞(U) with
χ|Ocl = 0 and χ|U\R = 1. (4.18)
Then, for e ∈ E(U) with e|V = 0 one has
χ · e = e. (4.19)
Proof: The first assertion holds due to the sheaf properties of E. The last ones are a consequence
of the Urysohn lemma, confer [88, Prop. 2.26] or [123, Cor. A.1.5] and [109, Chap. 7], stating that
two disjoint closed subsets A1, A2 ⊆ M can be separated by a smooth function χ ∈ C
∞(M) with
values in [0, 1] and the property that χ|A1 = 1 and χ|A2 = 0. The right hand side of (4.13) is a
finite sum and thus an element eW ∈ E(W ). Now consider W ∩W
′ 6= ∅. For χi with χi|W 6= 0 but
χi|W ′ = 0 one easily sees that χiei|W ′ = 0 by checking it on W
′ ∩Ui and W
′ ∩ (U \ suppχi). With
this it follows
eW |W∩W ′ =
∑
i∈I
χi|W 6=0
χi|W ′ 6=0
(χiei)|W∩W ′ = eW ′ |W∩W ′.
The sheaf property of E then assures the existence of a unique element e ∈ E(U) with e|W = eW .
Equation (4.15) is obvious. In the third part one considers the disjoint and closed sets Ocl and
U \ V in the topology of the subspace U and verifies that the functions χ ∈ C∞(U) with χ|Ocl = 1
and χ|U\V = 0 have the stated properties. Equation (4.17) is obvious. The existence of a function
with (4.18) follows because Ocl and U \R are closed and disjoint sets. For (4.19) one considers the
open cover of U consisting of V and U \ Rcl to check that the corresponding restrictions of χ · e
and e coincide. 
Definition 4.2.3 (Local map)
Let E1, . . . ,Ek, k ∈ N, and G be presheaves of abelian groups over M and U ∈ M . Then a map
D : E1(U)× . . .×Ek(U) −→ G(U) which is a group morphism in every argument is said to be local
if for all e1 ∈ E1(U), . . . , ek ∈ Ek(U) and V ⊆ U one has that
D(e1, . . . , ek)|V = 0 if ei|V = 0 for one i ∈ {1, . . . , k}. (4.20)
The set of all local maps on U ∈M is denoted by
Loc(E1, . . . ,Ek;G)(U). (4.21)
Remark 4.2.4 (Local map on functions)
The presented notion of local maps is obviously consistent with the well-known one for operators
D : C∞(M) −→ C∞(M) on the functions of a manifold. There, D is local if
supp(Dχ) ⊆ supp(χ) (4.22)
for all χ ∈ C∞(M).
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Corollary 4.2.5
Local maps D as above have the useful property that for elements ei, e
′
i ∈ Ei(U) with ei|V = e
′
i|V
for all i ∈ {1, . . . , k} and V ⊆ U
D(e1, . . . , ek)|V = D(e
′
1, . . . , e
′
k)|V . (4.23)
Lemma 4.2.6 (Presheaf homomorphisms consist of local maps)
Let E1, . . . ,Ek, k ∈ N, and G be presheaves of abelian groups over M . Then, the maps hU ∈
{hU}U⊆M ∈ Homab(E1 × . . .× Ek,G)(M) are local.
Proof: The assertion is clear with hU (e1, . . . , ek)|V = hV (e1|V , . . . , ek|V ) = 0. 
The following proposition shows that local maps and sheaf homomorphisms are really the same
for sheaves of C∞M -modules.
Proposition 4.2.7 (Sheaf homomorphisms and local maps)
Let E1, . . . ,Ek, k ∈ N, be sheaves of C
∞
M -modules and G be a sheaf of abelian groups over M . Then,
every sheaf homomorphism {hU}U⊆M ∈ Homab(E1× . . .×Ek,G)(M) is already uniquely determined
by the map hM : F(M) −→ G(M) and
{hU}U⊆M 7−→ hM (4.24)
yields an isomorphism
Homab(E1 × . . . × Ek,G)(M) ∼= Loc(E1, . . . ,Ek;G)(M) (4.25)
of abelian groups.
Proof: Let {hU}U⊆M and {h
′
U}U⊆M be two sheaf homomorphisms in Homab(E1× . . .×Ek,G)(M)
with hM = h
′
M . For an open subset V ⊆M consider open subsets O ⊆ V as the ones in the covering⋃
i∈I Oi = V in Lemma 4.2.1, this means with O
cl ⊆ V , and corresponding functions χ ∈ C∞(M)
as in the third part of Lemma 4.2.2, this means with supp(χ) ⊆ V and χ|Ocl = 1. Then,
hV (e1, . . . , ek)|O = hO((χe1)|O, . . . , (χek)|O)
= hM (χe1, . . . , χek)|O
= h′V (e1, . . . , ek)|O
for all e1 ∈ E1(V ), . . . , ek ∈ Ek(V ). Since G is a sheaf, the two considered sheaf homomorphisms are
equal. This shows that if a local mapD ∈ Loc(E1, . . . ,Ek;G)(M) determines a sheaf homomorphism
{DU}U⊆M ∈ Homab(E1 × . . . × Ek,G)(M) with DM = D, this is unique. Indeed, this is the case.
For every V ⊆M a map DV can be defined by
DV (e1, . . . , ek)|O = D(χe1, . . . , χek)|O (4.26)
for all elements ei ∈ Ei(V ) and all open subsets O with corresponding functions χ as above. The
map DV : E1(V ) × . . . × Ek(V ) −→ G(V ) is well-defined by (4.26) since G is a sheaf and since the
right hand side does not depend on the choice (O,χ). If (O′, χ′) is another one it follows with
(χei)|O∩O′ = (χ
′ei)|O∩O′ that D(χe1, . . . , χek)|O∩O′ = D(χ
′e1, . . . , χ
′ek)|O∩O′ . In order to show
that the so defined maps DV which are obviously group homomorphisms in every argument, define
a sheaf homomorphism {DV }V⊆M ∈ Hom(F,G), let V ⊆ U ⊆M be fixed open subsets and O ⊆ V
as above. Further, let χ ∈ C∞(M) with supp(χ) ⊆ V and χ|O = 1. Then, the statement follows
from
DU (e1, . . . , ek)|V |O = D(χe1, . . . , χek)|O
= D(χ(e1|V ), . . . , χ(ek|V ))|O
= DV (e1|V , . . . , ek|V )|O.
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Due to the fact that DM = D and the proved uniqueness it is clear that this way every sheaf
homomorphism {hU}U⊆M can be recovered from hM . With the proved results and Lemma 4.2.6
the map (4.24) apparently is an isomorphism. 
Corollary 4.2.8 (The sheaf of local maps)
With the data of Proposition 4.2.7 the assignment
U 7−→ Loc(E1, . . . ,Ek;G)(U) for all U ∈M (4.27)
can be extended to a sheaf of abelian groups over M with unique restriction maps
rUV : Loc(E1, . . . ,Ek;G)(U) −→ Loc(E1, . . . ,Ek;G)(V ) (4.28)
satisfying
D(e1, . . . , ek)|V = (r
U
VD)(e1|V , . . . , ek|V ) (4.29)
for all D ∈ Loc(E1, . . . ,Ek;G)(U), e1 ∈ E1(U), . . . , ek ∈ Ek(U) and V ⊆ U ⊆M .
Proof: The statement is clear using the isomorphism (4.25) and Proposition 4.1.7 in order to
define Loc(E1, · · · ,Ek,G) as an isomorphic sheaf of Hom(E1 × . . .× Ek,G). The induced restriction
maps are directly seen to be the analogues of D 7−→ DV in (4.26). Explicitly, for V ⊆ U ⊆ M
choose a covering of V of open sets O satisfying Ocl ⊆ V and corresponding functions χ ∈ C∞(U)
with supp(χ) ⊆ V and χ|O = 1. Then r
U
V is defined by
(rUVD)(e1, . . . , ek)|O = D(χe1, . . . , χek)|O (4.30)
for all D ∈ Loc(E1, . . . ,Ek;G)(U) and arbitrary elements ei ∈ Ei(V ). 
Remark 4.2.9
The first part in the proof of Proposition 4.2.7 shows that the considered local operators are uniquely
defined by their values on restricted elements.
Corollary 4.2.8 is of course trivial and at first sight it seems redundant to introduce the new
notion of local maps. But as we will see, this slightly different point of view is very helpful in order
to investigate sheaf homomorphisms consisting of maps with further particular properties. This
becomes clear with the following important discussion of multidifferential maps and all later appli-
cations thereof. First of all we need a generalized version of the statement in [123, Lemma A.3.1].
Lemma 4.2.10
Let C be a presheaf of associative and commutative algebras over a field K and F be a sheaf of
C-modules over M . Further let V ⊆M be an open subset, E1, . . . ,Ek, k ∈ N, be left C(V )-modules
and let D ∈ Hom
K
(E1, . . . ,Ek;F(V )) be a K-multilinear map. If there exist an open covering
V =
⋃
i∈I Oi and differential operators Di ∈ DiffOp
L
C(V )(E1, . . . ,Ek;F(V )) of multiorder L ∈ N
k
0
such that
D(e1, . . . , ek)|Oi = Di(e1, . . . , ek)|Oi for all i ∈ I, e1 ∈ E1, . . . , ek ∈ Ek, (4.31)
then D ∈ DiffOpL
C(V )(E1, . . . ,Ek;F(V )).
Proof: The proof is an easy induction over |L| using the formula (D◦L
(l)
c −Lc◦D)(e1, . . . , ek)|Oi =
(Di ◦ L
(l)
c − Lc ◦Di)(e1, . . . , ek)|Oi for all c ∈ C(V ). 
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Proposition 4.2.11 (The sheaves of differential operators)
Let E1, . . . ,Ek, k ∈ N, and F be sheaves of C
∞
M -modules over M . For all open subsets U ⊆M and
L ∈ Nk0 let
DiffOpL(E1, . . . ,Ek;F)(U) = DiffOp
L
C∞(U)(E1(U), . . . ,Ek(U);F(U)) (4.32)
be the sets of algebraically defined multidifferential operators.
i.) For all U ⊆M and L ∈ Nk0
DiffOpL(E1, . . . ,Ek;F)(U) ⊆ Loc(E1, . . . ,Ek;F)(U). (4.33)
ii.) For all V ⊆ U ⊆M and L ∈ Nk0
rUV : DiffOp
L(E1, . . . ,Ek;F)(U) −→ DiffOp
L(E1, . . . ,Ek;F)(V ). (4.34)
iii.) For every L ∈ Nk0 the assignment M ∋ U 7−→ DiffOp
L(E1, . . . ,Ek;F)(U) together with
the restriction maps rUV in (4.34), yield a sheaf of (C
∞
M , C
∞
M )-bimodules, the so-called sheaf
DiffOpL(E1, . . . ,Ek;F) of multidifferential operators from E1 . . . ,Ek to F of multiorder L.
Proof: As usual for algebraically defined multidifferential operators, the assertions are in the most
cases proved by an induction over the absolute value |L| ∈ N0 of the multiindex L.
i.) Let D ∈ DiffOpL(E1, . . . ,Ek;F)(U), V ⊆ U and ei ∈ Ei(U), i = 1, . . . , k, with el|V = 0 for
at least one certain l ∈ {1, . . . , k}. Then we choose a covering of V with open sets O as
in Lemma 4.2.1 and functions χ as in the fourth part of Lemma 4.2.2. With the fact that
χ · el = el we have
D(e1, . . . , el, . . . , ek)|O = D(e1, . . . , χ · el, . . . , ek)|O
= χ|O ·D(e1, . . . , ek)|O +
(
(D ◦ L(l)χ − Lχ ◦D)(e1, . . . , ek)
)
|O.
Due to the sheaf properties of F this leads to D(e1, . . . , ek)|V = 0 by an induction over |L| as
mentioned above, since (D ◦ L
(l)
χ − Lχ ◦D) ∈ DiffOp
L−el(E1, . . . ,Ek;F)(U) and χ|O = 0.
ii.) Let V ⊆ U ⊆M , D ∈ DiffOpL(E1, . . . ,Ek;F)(U), ei ∈ Ei(V ) for i = 1, . . . , k and a ∈ C
∞(V ).
For the functions χ with respect to O ⊂ V as in the definition (4.30) of the restriction map
rUV one has for l ∈ {1, . . . , k}
χ2(a · el) = (χa) · (χel), (4.35)
since (χ2(a · el))|V = χ
2|V · a · el = (χa)|V · (χel)|V = ((χa) · (χel))|V and the restrictions to
U \ suppχ vanish. With the fact that D is local and (χ(a · el))|O = (χ
2(a · el))|O this leads to(
(rUVD) ◦ L
(l)
a − La ◦ (r
U
VD)
)
(e1, . . . , ek)|O
=
(
D(χe1, . . . , χ
2(a · el), . . . , χek)− (χa) ·D(χe1, . . . , χek)
)
|O
= (D(χe1, . . . , (χa) · (χel), . . . , χek)− (χa) ·D(χe1, . . . , χek)) |O (4.36)
=
(
D ◦ L(l)χa − Lχa ◦D
)
(χe1, . . . , χek)|O
= rUV
(
D ◦ L(l)χa − Lχa ◦D
)
(e1, . . . , ek)|O.
After checking the case |L| = 0 the assertion rUVD ∈ DiffOp
L(E1, . . . ,Ek;F)(V ) follows again
by induction. If rUV
(
D ◦ L
(l)
χa − Lχa ◦D
)
∈ DiffOpL−el(E1, . . . ,Ek;F)(V ), Equation (4.36) and
Lemma 4.2.10 show that (rUVD) ◦ L
(l)
a − La ◦ (r
U
VD) ∈ DiffOp
L−el(E1, . . . ,Ek;F)(V ).
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iii.) The sheaf axioms (a)-(c) follow from the fact that Loc(E1, . . . ,Ek;F) is a sheaf and by the
already proved statements. The only nontrivial consequence is the last sheaf axiom (d). Con-
sider an open covering U =
⋃
i∈I Ui as in Definition 4.1.2 and Di ∈ DiffOp
L(E1, . . . ,Ek;F)(Ui)
with Di|Ui∩Uj = Dj |Ui∩Uj . One has to show that the local map D ∈ Loc(E1, . . . ,Ek;F)(U),
defined by
D(e1, . . . , ek)|Ui = Di(e1|Ui , . . . , ek|Ui) (4.37)
according to Equation (4.9), Proposition 4.2.7 and Corollary 4.2.8, is a differential operator
D ∈ DiffOpL(E1, . . . ,Ek;F)(U). Using the formula
(D ◦ L(l)a − La ◦D)(e1, . . . , ek)|Ui = (Di ◦ L
(l)
a|Ui
− La|Ui ◦Di︸ ︷︷ ︸
Hi
)(e1|Ui , . . . , ek|Ui) (4.38)
for a ∈ C∞(U) this is again an easy induction over |L| since one can show that the maps
Hi ∈ DiffOp
L−el(E1, . . . ,Ek;F)(V˜i) satisfy Hi|V˜i∩V˜j = Hj|V˜i∩V˜j . Analogously to (4.37), Equa-
tion (4.38) defines a unique element H = D ◦ L
(l)
a − La ◦ D ∈ DiffOp
L−el(E1, . . . ,Ek;F)(U)
which is a multidifferential operator by the assumption of the induction. Finally, it is easy
to verify that the left and right module structures a · D = La ◦ D and D ·
(i) a = D ◦ L
(i)
a
for i = 1, . . . , N as in (3.3) with a ∈ C∞M (U) and D ∈ DiffOp
L(E1, . . . ,Ek;F)(U) for U ⊆ M
satisfy
(a ·D)|V = a|V ·D|V and (D ·
(i) a)|V = D|V ·
(i) a|V (4.39)
for all open subsets V ⊆ U ⊆M .

Remark 4.2.12
i.) Proposition 4.2.11 shows that the differential operators DiffOpL(E1, . . . ,Ek;F) of a finite order
L ∈ Nk0 of differentiation are a subsheaf of Loc(E1, . . . ,Ek;F). This way it is also clear that
we have a new example of a subsheaf of Hom(E1 × . . .× Ek,F) where all the maps of a sheaf
homomorphism are corresponding differential operators.
ii.) Using the module structures (3.3), the property (4.39) implies that the sheaves of differential
operators are sheaves of C∞M -bimodules.
iii.) Note that in general DiffOp•(E1, . . . ,Ek,F) is only a presheaf since axiom (d) does not have
to be satisfied. As a counterexample consider DiffOp(C∞(R), C∞(R)). Let χ0 ∈ C
∞(R)
be a function with supp(χ0) ⊆ (−1, 1) and define χi ∈ C
∞(R) by χi(x) = χ0(x + 2i) +
χ0(x − 2i) for all i ∈ N. Then let Ui = (−2i − 1, 2i + 1) and consider the differential
operators Di ∈ DiffOp
i(C∞(Ui), C
∞(Ui)) given by Di =
∑i
l=0 χl|Ui
∂l
∂xl
. Then there exists no
D ∈ DiffOp(C∞(R), C∞(R)) with D|Ui = Di since the order of D would be infinite.
In later applications we will make use of the following lemma concerning sheaf endomorphisms
consisting of differential maps.
Lemma 4.2.13
For a sheaf E of left C∞M -modules and l ∈ N0 let D
l = DiffOpl(E;E) be the corresponding sheaf of
differential operators. Then, for all l, k ∈ N0 the usual composition of maps ◦ : D
l(U)×Dk(U) −→
Dl+k(U) for all U ⊆M defines a sheaf homomorphism
◦ : Dl ×Dk −→ Dl+k. (4.40)
This means that for V ⊆ U ⊆M and D ∈ Dl(U),D′ ∈ Dk(U) one has
(D ◦D′)|V = D|V ◦D
′|V . (4.41)
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Proof: Equation (4.41) is a direct consequence of (4.29) and Remark 4.2.9. 
4.3 Sheaves over different manifolds
Now we investigate the situation where the (pre)sheaves do not have the same base manifold as
underlying topological space. For this purpose we introduce two simple definitions whose general
versions can be found in [57, Chap. II] and [66, Chap. II]. If p : P −→M is an open map between
two smooth manifolds we always use the notation U = p(U˜) to denote open subsets U˜ ⊆ P and
the corresponding open images U ⊆M .
Lemma 4.3.1 (Pullback of sheaves)
Let p : P −→ M be an open map between two smooth manifolds, this means p(U˜) ∈ M for all
U˜ ∈ P , and let G be a (pre)sheaf over M . Then the assignment
P ∋ U˜ 7−→ (p∗G)(U˜ ) := G(p(U˜ )) (4.42)
together with the restriction maps
rU˜
V˜
:= r
p(U˜ )
p(V˜ )
: (p∗G)(U˜) −→ (p∗G)(V˜ ) (4.43)
yields a presheaf which we call pullback p∗G of G with p.
The proof of this lemma is obvious.
Remark 4.3.2 (Pullback and inverse image)
i.) Note that, in general, the pullback of a sheaf as defined above is only a presheaf. An open
covering U˜ =
⋃
i∈I U˜i induces an open covering p(U˜) =
⋃
i∈I p(U˜i). Then it is easy to verify
that axiom (c) is still fulfilled. This is not always the case for axiom (d) since p(U˜ ∩ V˜ ) ⊆
p(U˜) ∩ p(V˜ ) can be a proper subset, in which cases it is not possible to trace back property
(d) of p∗G to the property (d) of G.
ii.) If p is continuous instead of open there is a way to define a sheaf p−1G over P out of G which
is called the inverse image of G, confer [57, Chap. II, Sect. 1.12] and [66, Chap. II, Sect. 1].
This definition, though, requires some more technical preliminaries and since we do not need
the sheaf property for our purposes we have only introduced the above notion of the pullback.
Lemma 4.3.3 (Direct image of sheaves)
Let p : P −→M be a continuous map between two smooth manifolds and let G be a (pre)sheaf over
P . Then the assignment
M ∋ U 7−→ (p∗G)(U) := G(p
−1(U)) (4.44)
together with the restriction maps
rUV := r
p−1(U)
p−1(V )
: (p∗G)(U) −→ (p∗G)(V ) (4.45)
yields a (pre)sheaf, the so-called direct image p∗G of G under p.
Proof: Clearly, an open covering U =
⋃
i∈I Ui induces an open covering p
−1(U) =
⋃
i∈I p
−1(Ui).
Then, the proof of (a), (b) and (c) is again obvious. For (d) one needs p−1(U∩V ) = p−1(U)∩p−1(V ).

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Remark 4.3.4
If p is open and continuous it follows that p∗(p
∗G) = G since p(p−1(U)) = U . But since p−1(p(U˜)) ⊇
U˜ one has p∗(p∗G) 6= G in general.
Lemma 4.3.5
Let p : P −→ M be an open and continuous map as above. Further let F be a (pre)sheaf of sets
over M and G be a sheaf of sets over P . Then there is a canonical isomorphism
Hom(F, p∗G) ∼= Hom(p
∗F,G) (4.46)
between the corresponding presheaf homomorphisms of presheaves over M and P .
Proof: For {hU}U∈M ∈ Hom(F, p∗G) we define {hU˜}U˜∈P by hU˜ := r
p−1(p(U˜ ))
U˜
◦ h
p(U˜ ). By assump-
tion and the presheaf property of G this defines an element in Hom(p∗F,G). Conversely, such a
presheaf homomorphism defines an element in Hom(F, p∗G) with the definition hU := hp−1(U). It
is obvious that both constructions are inverse to each other. 
Remark 4.3.6
Since G and p∗G are sheaves one is able to consider the sheaves of local morphisms Hom(p
∗F,G)
over P or Hom(F, p∗G) over M .
Example 4.3.7
With p : P −→M as above there is a presheaf homomorphism h = {hU˜}U˜∈P : p
∗C∞M −→ C
∞
P with
hU˜ := (p|U˜ )
∗ : (p∗C∞M )(U˜ ) = C
∞(p(U˜)) −→ C∞(U˜ ). (4.47)
Since all hU˜ are inclusions and with Lemma 4.3.5, C
∞
M is a subsheaf of p∗C
∞
P .
Remark 4.3.8 (Sheaves over different manifolds)
The assertions of Proposition 4.2.7 and all derived results, now stated for sheaves over P , can be
reformulated and extended to the situation where some F ∈ {E1, . . . ,Ek} are presheaves F = p
∗E
of p∗C∞M -modules over P coming from sheaves E of C
∞
M -modules over M .
In order to find adequate coverings of V˜ ⊆ U˜ ⊆ P with subsets O˜ and functions χ ∈ C∞(U) as
in the crucial Equations (4.26), (4.30) and (4.35) one considers the corresponding open coverings
with subsets O of V = p(V˜ ) ⊆M and functions χ and uses the induced covering of p(V˜ ) with the
subsets
O˜ = p−1(O) ∩ V˜ . (4.48)
Then, p(O˜) = O and the proofs and definitions can be made in a completely analogous way.
Proposition 4.2.11 has an analogous reformulation. In this case of multidifferential operators of
multiorder L ∈ Nk0, k ∈ N, let E1, . . . ,Ek be sheaves of C
∞
M -modules overM and F be a sheaf of C
∞
P -
modules over P . Using the presheaf homomorphism of Example 4.3.7, F inherits a p∗C∞M -module
structure. Then the sheaf
DiffOpLp∗C∞M (p
∗E1, . . . , p
∗Ek;F) (4.49)
of (C∞P , p
∗C∞M )-bimodules over P is well-defined in the obvious way. By use of Lemma 4.3.5 the
given structures also yield a sheaf
DiffOpLC∞M
(E1, . . . ,Ek; p∗F) (4.50)
of (p∗C
∞
P , C
∞
M )-bimodules over M which is the direct image of the afore mentioned sheaf.
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4.4 Sheaves and invariant differential Hochschild complexes
After the previous general considerations we now come to the applications with respect to the
deformation theory of algebras and modules. In the present section we investigate under which
circumstances the concepts of sheaf theory can be used for the task of computing Hochschild
cohomologies in the (G-invariant) differential setting introduced in the Sections 2.6 and 3.2. Besides
discussing and presenting the necessary framework the main goal is to formulate the important
Propositions 4.4.7 and 4.4.12.
The basic setting is the following. Let A be a sheaf of K-algebras and E be a sheaf of K-vector
spaces and right A-modules over a topological space M . This assignment of right modules to all
open subsets U ⊆M then leads to the induced assignment
U 7−→ HC•(A(U),End
K
(E(U),E(U))) (4.51)
of the corresponding Hochschild complexes. According to the basic intention of sheaf theory the
natural question then is if these Hochschild complexes are related with each other and if the know-
ledge of the global cohomology is equivalent to that of the local ones. If this is the case the assertion
clearly reveals a natural approach of computing the global cohomology by considering the possibly
simpler local problem.
Having this aim in mind a first step is to figure out when the assignment (4.51) can be extended
to a presheaf of vector spaces such that the family of Hochschild differentials is a presheaf homo-
morphism. For the (G-invariant) differential Hochschild complexes this will turn out to be the
appropriate guideline to find the necessary general frameworks where all aspired issues are given.
4.4.1 Sheaves and differential Hochschild complexes
First of all we investigate Hochschild complexes HC•diff(A,D) of the differential type as in Corol-
lary 3.2.8. In order to define the vector spaces of this complex we need a set {A,E,C,B, γ} of
purely algebraic structures as occurring in Definition 3.2.4. Now assume that A,E,C, and B are
sheaves of corresponding structures over a topological space P and that γ : C −→ B is a sheaf
homomorphisms consisting of algebra homomorphisms. Due to the results of Section 4.2, especially
Proposition 4.2.11, the induced assignments of differential operators to open subsets are presheaves
if the corresponding presheaves of commutative algebras, in our case C and B, are presheaves of
functions over some smooth manifold.
Remark 4.4.1 (A convenient framework for differential Hochschild complexes)
With respect to the later applications where we have to work with sheaves over different topological
spaces we assume from now on to be given the following structures.
i.) A surjective submersion p : P −→M between smooth manifolds P and M inducing
(a) the sheaf C = C∞M of smooth functions on M which is a sheaf of associative and com-
mutative algebras over M .
(b) the sheaf B = C∞P of smooth functions on P which is a sheaf of associative and commu-
tative algebras over P .
(c) the presheaf morphism γ : p∗C −→ B which is given by the pullback of functions, this
means γU˜ = (p|U˜ )
∗ for all open U˜ ⊆ P , confer Example 4.3.7.
ii.) A sheaf A of K-algebras with multiplication µ and left C-modules over M .
iii.) A sheaf E ofK-vector spaces with a leftB-module structure l and a right p∗A-module structure
ρ over P .
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The structures E and B immediately induce the sheaves Dl = DiffOplB(E,E) of K-vector spaces
and B-modules over P for all l ∈ N0. Since the map p : P −→M is open it is possible to consider
the pullback p∗C. Using the sheaf morphism γ in the sense of (3.22), Dl = DiffOplB(E,E) is a sheaf
of p∗C-modules over P . The pullbacks p∗C and p∗A only are presheaves over P but as stated in
Remark 4.3.8 this still guarantees that one has the sheaves
HCk,L,l = DiffOpLp∗C(p
∗A, . . . , p∗A; DiffOplB(E,E)) (4.52)
of B-modules over P for all L ∈ Nk0 , k ∈ N, and l ∈ N0.
Like U˜ 7−→ D(U˜ ) =
⋃
l∈N0
Dl(U˜), the assignment
U˜ 7−→ HCkdiff(p
∗A,D)(U˜ ) =
⋃
L∈Nk0
⋃
l∈N0
HCk,L,l(U˜ ) (4.53)
of differential operators to open subsets U˜ ⊆ P only induce presheaves of K-vector spaces and
B-modules. The restriction maps with respect to open subsets V˜ ⊆ U˜ ⊆ P satisfy
[φ(a1, . . . , ak)(e)]|V˜ = φ(a1, . . . , ak)|V˜ (e|V˜ ) = φ|V˜ (a1|p(V˜ ), . . . , ak|p(V˜ ))(e|V˜ ) (4.54)
for all φ ∈ HC•(p∗A,D)(U˜ ), a1, . . . , ak ∈ A(p(U˜ )), and e ∈ E(U˜ ).
In the same way one finds the presheaf HC•diff(A,A) of C-modules over M which is derived from
the sheaf A of algebras over M . For this presheaf it is clear that the local cup products, insertions
after the i-th position and Hochschild differentials are well-defined on the differential subcomplexes
only if the family µ = {µU}U⊆M of algebra structures consists of differential structures.
Due to Proposition 3.2.5 the cup products as in (2.29) are always well-defined for (4.53). But
with the defining Equation (2.31) one further sees that in this case the local Hochschild differentials
are well-defined endomorphisms of the differential operators only if both the family µ and the
family ρ = {ρU˜}U˜⊆P of right module structures consist of differential elements. This can of course
be checked globally since the families µ and ρ are sheaf homomorphisms µ : A × A −→ A and
ρ : E× p∗A −→ E.
Lemma 4.4.2 (Sheaves of differential algebras and modules)
Let there be given structures as in Remark 4.4.1 such that the algebra multiplication µM of A(M)
and the right (p∗A)(P ) = A(M)-module structure ρP of E(P ) are of the differential type as in the
Definitions 3.2.1 and 3.2.4.
Then, all algebra structures of the family µ = {µU}U⊆M and all right module structures of the
family ρ = {ρU˜}U˜⊆P are differential with the same degrees of differentiation as the global ones.
Proof: As a consequence of Proposition 4.2.7, Corollary 4.2.8, and Remark 4.3.8 one finds µU =
µM |U and ρU˜ = ρP |U˜ . Then, the presheaf property of the considered differential cochains yields
the statement. 
Remark 4.4.3
The proof in particular includes the following general observation. If the Hochschild complexes of a
particular type induce presheaves of vector spaces and if the global structures are of this type, the
same is true for the local ones. The converse assertion of Lemma 4.4.2 is also true since cochains
of a fixed order of differentiation are sheaves.
The general property (4.29) implying (4.54) now shows that (4.53) really defines presheaves of
Hochschild complexes if µM and ρP are differential. The concrete meaning thereof becomes clear
in the following lemma.
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Lemma 4.4.4 (Presheaf of complexes)
Let there be given structures as in Remark 4.4.1 such that µM and ρP are of the differential type.
Then, the presheaf HC•diff(p
∗A,D) is a presheaf of Hochschild complexes over P which means that
the family {δU˜}U˜⊆P of Hochschild differentials is a presheaf endomorphism. Thus one has
δV˜ ◦ r
U˜
V˜
= rU˜
V˜
◦ δU˜ (4.55)
for all open subsets V˜ ⊆ U˜ ⊆ P , where rU˜
V˜
denotes the restriction map. In particular this induces
the sheaf homomorphisms δ : HCk,L,l −→ HCk,L,l.
Moreover, one has corresponding (pre)sheaf homomorphisms given by the cup product ∪ and
the insertions ◦i after the i-th position with respect to the presheaf p
∗HC•diff(A,A) having analogue
morphisms.
Proof: Using the properties (4.29) and (4.41) of the restriction maps, all assertions can be proved
by restricting the defining equations of all structures since the considered differential cochains are
uniquely defined by the values on restrictions. 
Note the different terminology used in some references, confer [127, Chap. 2]. What here is
called a sheaf of complexes is there referred to as differential sheaf. We avoid the latter since it
would lead to some confusion with the notion of differential operators.
Corollary 4.4.5 (The sheaves of cocycles)
In the situation of Lemma 4.4.4 equation (4.55) immediately implies that the Hochschild cocycles
build subsheaves Zk,L,l ⊆ HCk,L,l.
The fact that the presheaves HCk,L,l really are sheaves of B = C∞P -modules has an important
consequence for the later applications since it is possible to obtain global cochains out of local ones
as explained in the two first parts of Lemma 4.2.2. So, for all open subsets V˜ ⊆ U˜ ⊆ P every
smooth function χ˜ ∈ C∞(U˜) with supp χ˜ ⊆ V˜ induces a map χ˜ : HCk,L,l(V˜ ) −→ HCk,L,l(U˜ ). By
its defining Equation (4.11) and the properties (4.55) and (3.33) of the Hochschild differentials it
is easy to see that
δU˜ ◦ χ˜ = χ˜ ◦ δV˜ if lρ = 0, (4.56)
this means if E is a sheaf of (B, p∗A)-bimodules. Equation (4.56) is clearly verified by checking it
on the subsets V˜ and U˜ \ supp χ˜. In the case of lρ = 0 the cocycles Z
k,L,l are even subsheaves of
C∞P -modules. Further, this condition has an important consequence for the coboundaries.
Lemma 4.4.6 (The sheaves of coboundaries)
Let µM and ρP be differential with lρ = 0. Then, the presheaves of Hochschild coboundaries B
k,L,l ⊆
HCk,L,l are subsheaves of C∞P -modules if there exist L˜ ∈ N
k−1
0 and l˜ ∈ N0 such that
Bk,L,l = δHCk−1,L˜,l˜. (4.57)
Proof: The only nontrivial point to check is axiom (d) in Definition 4.1.2. So let
⋃
i∈I U˜i = U˜ ⊆ P
be an open covering and let φi = δU˜iΘi ∈ B
k,L,l(U˜i) be coboundaries with φi|U˜i∩U˜j = φj |U˜i∩U˜j and
where Θi ∈ HC
k−1,L˜,l˜(U˜i). Since HC
k,L,l is a sheaf there exists a global cochain φ ∈ HCk,L,l(U˜)
with φ|U˜i = φi and it remains to show that φ is a coboundary. Now, choose a subordinate partition
of unity {χ˜}i∈I and consider the global object Θ =
∑
i∈I χ˜iΘi ∈ HC
k−1,L˜,l˜(U˜) as explained in
Lemma 4.2.2. Then the assertion follows from
δU˜Θ = δU˜
∑
i∈I
χ˜iΘi =
∑
i∈I
χ˜i(δU˜iΘi) =
∑
i∈I
χ˜i(φ|U˜i) = φ,
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where the last equation is nothing but (4.15) and
δU˜
∑
i∈I
χ˜iΘi =
∑
i∈I
χ˜i(δU˜iΘi) (4.58)
follows from the defining Equation (4.13) and (4.56). 
Lemma 4.4.6 in particular states that in any case one has the sheaves δHCk,L˜,l˜. The given proof
provides an important tool for the computation of Hochschild cohomologies. If the coboundaries
Bk,L,l are a sheaf two global cocycles are in the same cohomology class if and only if the same is
true for the restrictions to any open subset. This in particular means that the global cohomology
can be determined if the knowledge of the local ones is given. With regard to the applications we
formulate these result in the following proposition.
Proposition 4.4.7 (Global and local differential Hochschild cohomology)
Let there be given structures as in Remark 4.4.1 such that µM and ρP are differential with lρ = 0
which means that E is a (B, p∗A)-bimodule. Further, let φ,ψ ∈ HCk,L,l(P ) be global cocycles,
δPφ = 0 = δPψ, and let
⋃
i∈I U˜i = P be an open covering. Then the following two assertions are
equivalent:
i.) φ and ψ are in the same cohomology class, φ− ψ ∈ Bk,L,l(P ).
ii.) All local cocycles φ|U˜i and ψ|U˜i are equivalent, (φ − ψ)|U˜i ∈ B
k,L,l(U˜i), and there exist L˜ ∈
N
k−1
0 , l˜ ∈ N0 such that (φ− ψ)|U˜i = δU˜iΘi with cochains Θi ∈ HC
k−1,L˜,l˜(U˜i) for all i ∈ I.
In particular, if the second statement is true every subordinate partition of unity {χ˜i}i∈I with
χ˜ ∈ C∞(P ) induces an element
Θ =
∑
i∈I
χ˜iΘi ∈ HC
k−1,L˜,l˜(P ) with φ− ψ = δPΘ. (4.59)
Proof: The proof is obvious and a special case of the proof of Lemma 4.4.6 for the family
{(φ − ψ)|U˜i}i∈I . 
Remark 4.4.8 (Quotients of sheaves)
If (4.57) holds the above equivalence of global and local statements shows that the equivalence
relation defining the cohomology is an equivalence relation on the sheaves Zk,L,l in the sense of [57,
Chap. II, Sect. 1.9] and [66, Chap. II, Sect. 1]. The equivalence classes Zk,L,l/δ(HCk−1,L˜,l˜) with
appropriate orders of differentiation and the full Hochschild cohomology HH•diff(A,D) can always
be equipped with a canonical presheaf structure. But in general, these are no sheaf structures.
Axiom (c) in Definition 4.1.2 still holds but Axiom (d) does not have to be satisfied.
Remark 4.4.9
Note that one has analogous statements for complexes and cohomologies induced by algebra struc-
tures.
4.4.2 Sheaves and G-invariant differential Hochschild complexes
Now we consider (sub)sheaves F of algebraic structures with a compatible action of a Lie group G
over some manifold M . By this we clearly mean that for any open subset U ⊆M the group G acts
on F(U) by structure preserving maps and that this action is compatible with the restriction maps.
Thus one could define the action of G on a sheaf F as a group homomorphism G −→ Aut(F) into
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the structure preserving sheaf automorphisms. Note that without loss of generality one is able to
consider left actions.
The situation for functions on a manifold P shows how typical examples look like and how the
previously discussed situation has to be adapted to the G-invariant case. Usually, the left action on
the functions comes from a right action r : P ×G −→ P on the underlying space P and is given by
pullback. For all subsets U˜ ⊆ P consisting of orbits one has a well-defined action on the functions
f ∈ C∞(U˜ ) by
g ✄ f = f ◦ rg (4.60)
for all g ∈ G where rg(u) = r(u, g) for all u ∈ P . In the aspired case of a principal fibre bundle
p : P −→M with structure group G these invariant subsets are nothing but the preimages p−1(U)
of the projection with U ⊆M . This shows that the direct image
p∗C
∞
P (4.61)
is a sheaf of associative and commutative algebras over the base manifold M with a compatible
action of G. The G-invariant functions are nothing but the pullbacks of functions on the base space
M . This leads to the following important lemma.
Lemma 4.4.10 (Principal fibre bundles and sheaves with G-actions)
Let p : P −→ M be a principal fibre bundle with structure group G. Further let E1, . . . ,Ek,F be
sheaves of C∞P -modules over P such that the sheaves p∗E1, . . . , p∗Ek, p∗F of p∗C
∞
P -modules over M
are equipped with a compatible G-action.
Then, for all L ∈ Nk0 the sheaf
p∗D
L = p∗DiffOp
L(E1, . . . ,Ek;F)
has a compatible G-action given by (2.89) and the G-invariant multidifferential operators build a
subsheaf (p∗DiffOp
L(E1, . . . ,Ek;F))
G.
Proof: One has to show the compatibility of the restriction maps rUV of p∗D
L this means of the
restrictions r
p−1(U)
p−1(V )
of DL with the induced G-action, where V ⊆ U ⊆M are open subsets. To this
end, choose an open cover of V with sets O ⊆ V as in Lemma 4.2.1 and corresponding functions
χ as in the third part of Lemma 4.2.2. Then it is clear that p−1(V ) ⊆ p−1(U) is covered by the
sets p−1(O) ⊆ p−1(V ) and that the functions p∗χ ∈ C∞(p−1(U)) = p∗C
∞
P (U) are G-invariant
and satisfy supp p∗χ ⊆ p−1(suppχ) ⊆ p−1(V ) and (p∗χ)|p−1(O) = 1. For these functions, the
induced maps p∗χ : Ei(p
−1(V )) −→ Ei(p
−1(U)), i = 1, . . . , k, are G-invariant since by assumption
(g✄ ((p∗χ)ei))|p−1(V ) = g✄ ((p
∗χ)|p−1(V ) ·ei) = (g✄p
∗χ)|p−1(V ) · (g✄e) = ((p
∗χ)(g✄e))|p−1(V ), and
since the restriction to p−1(U)\supp p∗χ vanishes. With this property the defining Equation (4.30)
for the restriction maps of DL leads to
(g ✄D|p−1(V ))(e1, . . . , ek)|p−1(O) =
(
g ✄ (D|p−1(V )(g
−1
✄ e1, . . . , g
−1
✄ ek))
)
|p−1(O)
=
(
g ✄ (D((p∗χ)(g−1 ✄ e1), . . . , (p
∗χ)(g−1 ✄ ek)))
)
|p−1(O)
= (g ✄D)|p−1(V )(e1, . . . , ek)|p−1(O)
for all D ∈ DiffOpL(E1, . . . ,Ek;F) from which g✄D|p−1(V ) = (g✄D)|p−1(V ) follows. This compat-
ibility also shows that the invariant differential operators build a subsheaf. The last sheaf axiom is
satisfied since the global element D with D|p−1(V ) = Dp−1(V ) for the locally given and G-invariant
Dp−1(V ) is again G-invariant due to (g ✄D)|p−1(V ) = g ✄Dp−1(V ) = D|p−1(V ). 
With the above results it is obvious how the assumptions of the previous subsection have to be
specified in the G-invariant case.
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Remark 4.4.11 (A framework for G-invariant differential Hochschild complexes)
We now assume to be given the following structures.
i.) A principal fibre bundle p : P −→M with structure group G inducing
(a) the sheaf C = C∞M of smooth functions over M with trivial G-action.
(b) the compatible action of G on the sheaf p∗B = p∗C
∞
P of associative, commutative alge-
bras over M given by the pullback of functions with respect to the principal action.
(c) the sheaf morphism γ : C −→ (p∗B)
G onto the sheaf of G-invariant functions given by
the pullback of functions, this means γU = (p|p−1(U))
∗ for all open subsets U ⊆M .
ii.) A sheaf (A, µ) of K-algebras over M which is a sheaf of K-vector spaces and C-modules with
a compatible G-action.
iii.) A sheaf E ofK-vector spaces with a leftB-module structure l and a right p∗A-module structure
ρ over P such that p∗E is a sheaf of vector spaces and B-modules with a compatible G-action.
Since the G-action shall be taken into account we only work with (pre)sheaves over M this
time, if necessary by considering the direct images with respect to the projection p. With A =
p∗(p
∗A) we can always use Lemma 4.4.10. Thus one gets that HC•diff(A,A) and the direct image
p∗HC
•
diff(p
∗A,D) = HC•diff(A, p∗D) are presheaves of Hochschild complexes and C
∞
M -modules over
M with compatible G-actions. In particular, one has the sheaves of G-invariant multidifferential
operators
DiffOpLC (A, . . . ,A;A)
G (4.62)
and (
p∗HC
k,L,l
)G
= DiffOpLC (A, . . . ,A; p∗DiffOp
l
B(E,E))
G. (4.63)
If the action on A is trivial one gets presheaves HC•diff(A, (p∗D)
G) consisting of sheaves(
p∗HC
k,L,l
)G
= DiffOpLC (A, . . . ,A; (p∗DiffOp
l
B(E,E))
G). (4.64)
Note that the G-invariance of the families µ and ρ is given by assumption. If µM and ρP
are differential one thus has analogue results to those of Lemma 4.4.4 and Corollary 4.4.5 for the
G-invariant cochains and cocycles. The G-invariant coboundaries of the above complexes are given
by the presheaves
(p∗B
k)G = δ
(
HCk−1diff (A, p∗D)
G
)
. (4.65)
The adapted version of Lemma 4.4.6 then states that all δ((p∗HC
k,L˜,l˜)G) ⊆ HCkdiff(A, p∗D) are sub-
sheaves. In the corresponding proof one considers open coverings
⋃
i∈I Ui = M and the structures
assigned to p−1(Ui). Choosing a subordinate partition of unity {χi}i∈I with functions χi ∈ C
∞(M)
the global object Θ =
∑
i∈I(p
−1χi)Θi then is G-invariant if the local Θi are G-invariant since
p−1χi ∈ C
∞(P )G. These considerations finally yield the following refined version of Proposi-
tion 4.4.7.
Proposition 4.4.12 (Global and local G-invariant cohomology)
Let there be given structures as in Remark 4.4.11 such that µM and ρP are differential with lρ = 0.
Further, let φ,ψ ∈ (HCk,L,l(P ))G be global G-invariant cocycles, δPφ = 0 = δPψ, and let
⋃
i∈I Ui =
M be an open covering of the base manifold M . Then, the following two assertions are equivalent:
i.) φ and ψ are in the same G-invariant cohomology class, φ− ψ ∈ (Bk,L,l(P ))G.
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ii.) All local cocycles φ|p−1(Ui) and ψ|p−1(Ui) are equivalent, (φ− ψ)|p−1(Ui) ∈ (B
k,L,l(p−1(Ui)))
G,
and there exist L˜ ∈ Nk−10 , l˜ ∈ N0 such that (φ − ψ)|p−1(Ui) = δp−1(Ui)Θi with cochains
Θi ∈ (HC
k−1,L˜,l˜(p−1(Ui)))
G for all i ∈ I.
In particular, if the second statement is true every subordinate partition of unity {χi}i∈I with
χi ∈ C
∞(M) induces an element
Θ =
∑
i∈I
(p−1χi)Θi ∈ (HC
k−1,L˜,l˜(P ))G with φ− ψ = δPΘ. (4.66)

Chapter 5
Cohomology and projective
resolutions
After the rather simple preparations of the last chapter the aim of the present one is to develop
the crucial techniques of cohomology computation which are motivated by general results of ho-
mological algebra, in particular the theory of projective resolutions of modules A over rings. The
fundamental definitions and basic results from homological algebra can be found in [75, Chap. 6]
and are summarized in Appendix B. The basic idea which is the motivation for all subsequent
considerations of this chapter is the following observation concerning derived functors.
Consider a ring R, an R-module A and an additive functor F from the category R-mod of
R-modules into the category Ab of abelian groups. Without loss of generality we consider a
contravariant functor. Then, the application of the k-th (right) derived functor RkF to A by
definition is a cohomology group Hk(FC) with an arbitrary projective resolution (C, ǫ) of A, confer
Definition B.2.3. The functor is well-defined since this definition does not depend on the choice
of the resolution. This has an immediate consequence for the task of computing the cohomology
H• of a given complex. If it is possible to find a ring R, a functor F and a resolution (C, ǫ) of a
module A as above such that the cohomology groups of interest are isomorphic to the images of A
under the derived functors, Hk ∼= RkF (A) = Hk(F (C)), the freedom in the choice of the resolution
can be used to find a different complex F (C ′), clearly with the same cohomology, but where the
problem is easier to handle.
This simple observation yields the guideline for the whole chapter. The first section describes
the well-known fact that the algebraic Hochschild complexes as in Definition 2.1.8 are of the above
form which is seen with the algebraic bar resolution. This algebraic situation and the general
ideas explained above will then serve as a guideline for the more specific situation where A =
C∞(V ) is an algebra of functions and where the Hochschild complexes are of a particular type,
namely the continuous and differential versions. For them we have to introduce the topological
bar resolution in order to see that the new cohomologies are given in a similar way as the purely
algebraic ones. After these preliminary steps we present the corresponding topological version
of the Koszul resolution and prove that this new resolution really provides a different way to
compute the considered differential Hochschild cohomologies. To this end, the necessary chain
homomorphisms and homotopy maps will be given explicitly in order to ensure that the additional
property of the cochains to be differential is respected. The obtained results are already stated
in the publication [19] and have their origin in [17]. In the present work all this is presented in a
self-contained way containing the explicit and refined proofs.
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5.1 The Hochschild cohomology as an Ext group
The purely algebraic Hochschild cohomology defined in Definition 2.1.8 is a well-known example
of a cohomology, which is coming from a derived functor as explained above. This will now be
explained in some detail in order to point out the subtleties of the later modifications. Basically,
we follow the considerations in [75, Sect. 6.11].
As in Definition 2.1.8, let K be a field of characteristic zero and let (A, µ) be a unital K-algebra
with unit 1. Considering the opposite algebra (Aopp, µopp) where A = Aopp as a vector space
and where the multiplication is given by µopp(a, b) = µ(b, a) for all a, b ∈ A one can consider the
extended algebra
Ae = A⊗Aopp. (5.1)
Here and in the following ⊗ = ⊗
K
is the tensor product of K-vector spaces. Then, every K-vector
space M which is an (A,A)-bimodule can be seen as an Ae-module via (a ⊗ b)m = amb and vice
versa via am = (a ⊗ 1)m and mb = (1 ⊗ b)m. With the usual left and right multiplication the
same is true for the algebra A itself. With the ring structure of Ae one now comes to the following
well-known result, confer [75, Thm. 6.17].
Proposition 5.1.1
Let A be an algebra and M be an (A,A)-bimodule as in Definition 2.1.8. Then, the Hochschild
cohomology is given by a derived functor. In detail, for all k ∈ N0 one has
HHk(A,M) = ExtkAe(A,M) = R
khom(·,M)A = Hk(HomAe(C,M)), (5.2)
where in the last expression (C, ǫ) is an arbitrary projective resolution of A as Ae-module.
Proof: The proof makes use of a particular projective resolution, namely the so-called bar res-
olution, showing that Hk(HomAe(C,M)) is isomorphic to the Hochschild cohomology defined in
Definition 2.1.8. For k ≥ 0 consider the vector spaces
Xk = A⊗A⊗ · · · ⊗A︸ ︷︷ ︸
k times
⊗A, (5.3)
which are (A,A)-bimodules via
a(x0 ⊗ · · · ⊗ xk+1)b = ax0 ⊗ x1 ⊗ . . . xk ⊗ xk+1b. (5.4)
Moreover, there are isomorphisms
X0 = A⊗A ∼= A
e, a⊗ b 7−→ a⊗ b, with a, b ∈ A
X1 = A⊗A⊗A ∼= A
e ⊗A, a⊗ x⊗ b 7−→ (a⊗ b)⊗ x with a, b, x ∈ A and
Xk ∼= A
e ⊗Xk−2, a⊗ x⊗ b 7−→ (a⊗ b)⊗ x with a, b ∈ A, x ∈ Xk−2, k ≥ 1
(5.5)
between Ae-modules. Using (5.5) it is clear that the Xk are A
e-free since they are tensor products
of Ae and K-vector spaces.
The K-linear maps dk : Xk −→ Xk−1, k ≥ 1, which are defined by
dk(x0 ⊗ · · · ⊗ xk+1) =
k∑
i=0
(−1)ix0 ⊗ · · · ⊗ xixi+1 ⊗ · · · ⊗ xk+1, (5.6)
are also Ae-linear and satisfy dk−1◦dk = 0. Together with the A
e-linear augmentation ǫ : X0 −→ A,
given by
ǫ(a⊗ b) = ab, (5.7)
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and satisfying ǫ ◦ d1 = 0, one gets an A
e-free complex (X, ǫ) over A. The K-homomorphisms
h1 : A −→ X0 and hk : Xk −→ Xk+1, given by
hk(x0 ⊗ · · · ⊗ xk+1) = 1⊗ x0 ⊗ · · · ⊗ xk+1, (5.8)
satisfy
ǫ ◦ h−1 = idA, d1 ◦ h0 + h−1 ◦ ǫ = idX0 , and dk+1 ◦ hk + hk−1 ◦ dk = idXk , for k ≥ 1. (5.9)
Thus, (C, ǫ) is indeed a projective, even free resolution of A as an Ae-module. Now, for all k ∈ N0
there is an isomorphism
Ξk : HomAe(Xk,M) −→ HC
k(A,M),
(Ξkψ)(x1, . . . , xk) = ψ(1⊗ x1 ⊗ · · · ⊗ xk ⊗ 1), (5.10)
onto the modules of the Hochschild complex (HC•(A,M), δ) as in Definition 2.1.8. These are chain
homomorphisms
Ξk+1 ◦ d∗k+1 = δ
k ◦ Ξk (5.11)
and so the cohomology groups defined by the derived functor are the Hochschild cohomologies from
Definition 2.1.8. 
Remark 5.1.2
In principle, the Hochschild cohomology can be defined by (5.2) in an even more general algebraic
framework, confer [75, Sect. 6.11].
5.2 Continuous Hochschild cohomologies for C∞(V )
In this section we give a concrete example for Hochschild complexes with continuous cochains and
reformulate Proposition 5.1.1 in the topological setting.
From now on let K be R or C. Then we consider the K-algebra A = C∞(V ) of smooth
functions on an arbitrary open subset V ⊆ Rn. Equipped with the usual Fre´chet topology of
smooth functions, A is a topological K-algebra. Further, let M be a locally convex K-vector space
and a topological (A,A)-bimodule which means that the trilinear map (a,m, b) 7−→ a · m · b is
continuous with respect to the induced product topology. Then, one can consider the Hochschild
complex (HC(A,M), δ) of A with values in M as in Definition 2.1.8 and therein the cochains which
are continuous maps with respect to the induced topology on the k-fold products A× · · · × A for
k ∈ N. By the well-known properties of locally convex spaces, confer [76, 118], and the defining
Equation (2.15), it is clear that this yields a subcomplex
(HC•cont(A,M), δ), (5.12)
the so-called continuous Hochschild complex of A with values in M. The only thing to show is
that the Hochschild differential maps continuous cochains into continuous ones. To do this, one
basically uses the definition and the fact that a linear map f : E −→ F between two locally convex
spaces is continuous, if to every continuous seminorm pF on F there exists a continuous seminorm
pE on E such that for all e ∈ E one has pF (f(e)) ≤ pE(e), [118, Prop. 7.7].
For the algebra A we now investigate the topological versions of the bar complex, confer [33,
Sect. III.2.α] and [17, 108]. In principle, one just considers the completions of the spaces and
continuous continuations of the continuous maps occurring in the proof of Proposition 5.1.1 with
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respect to the given locally convex topologies. The extended algebra A⊗Aopp in (5.1) is replaced
by its topological counterpart
Ae = C∞(V × V ), (5.13)
where the tensor product in (5.1) has been completed with respect to the canonical Fre´chet topology
of smooth functions. Since these are nuclear there are no ambiguities in the definition of the tensor
product and its completion, confer [76, 118]. In the very same way all the other structures of the
topological bar complex are now derived from the purely algebraic ones. So one redefines the spaces
X0 = A
e = C∞(V × V ) and Xk = C
∞(V × V k × V ) (5.14)
for k ∈ N with the Ae-module structure
(aˆχ)(v, q1, . . . , qk, w) = aˆ(v,w)χ(v, q1, . . . , qk, w) (5.15)
for aˆ ∈ Ae, χ ∈ Xk and v,w, q1, . . . , qk ∈ V . This is the adapted version of (5.4). In the same way
the boundary operators dXk : Xk −→ Xk−1 and the augmentation ǫ : X0 −→ A are defined by
(dXk χ)(v, q1, . . . , qk−1, w) = χ(v, v, q1, . . . , qk−1, w)
+
k−1∑
i=1
(−1)iχ(v, q1, . . . , qi, qi, . . . , qk−1, w) + (−1)
kχ(v, q1, . . . , qk−1, w,w) (5.16)
and
(ǫaˆ)(v) = aˆ(v, v). (5.17)
It is obvious that dXk and ǫ are homomorphisms of A
e-modules and an easy computation in analogy
to the algebraic case yields dXk−1 ◦d
X
k = 0 for all k ≥ 2 and ǫ◦d
X
1 = 0. The homotopies h
X
−1 : A −→
X0 and h
X
k : Xk −→ Xk+1 now are given by
(hX−1a)(v,w) = a(w) and (h
X
k χ)(v, q1, . . . , qk+1, w) = χ(q1, . . . , qk+1, w) for k ≥ 0, (5.18)
and again satisfy
ǫ ◦ hX−1 = idA,
hX−1 ◦ ǫ+ d
X
1 ◦ h
X
0 = idX0 and (5.19)
hXk−1 ◦ d
X
k + d
X
k+1 ◦ h
X
k = idXk for all k ≥ 1.
Hence the sequence
0 A X0
ǫ
X1
dX1 . . .
dX2
Xk
dXk . . .
dXk+1
, (5.20)
is exact and the bar complex (X, dX ) defines a resolution ((X, dX ), ǫ) of A. Note that the modules
Xk are topologically free as A
e-modules, confer [33] for a more general version of this.
With these structures we now reformulate Proposition 5.1.1 for the considered specific situation.
Proposition 5.2.1
For K = R or C and V ⊆ Rn let A = C∞(V ) be the Fre´chet algebra of smooth functions on
V . Further, let M be a locally convex K-vector space with a topological (A,A)-bimodule structure.
Then, M has a unique Ae = C∞(V × V )-module structure with
(a⊗ b) ·m = a ·m · b for all a, b ∈ A,m ∈M. (5.21)
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For all k ∈ N there is an isomorphism
Ξk : HomcontAe (Xk,M) −→ HC
k
cont(A,M) (5.22)
between the continuous and Ae-linear maps from the topological bar modules Xk to M and the
continuous Hochschild modules, given by(
Ξkψ
)
(a1, . . . , ak) = ψ(1⊗ a1 ⊗ · · · ⊗ ak ⊗ 1). (5.23)
Further, Ξ is a chain map, this means
Ξk+1 ◦ (dXk+1)
∗ = δk ◦ Ξk for all k ∈ N0, (5.24)
so Ξ is even an isomorphism of complexes and thus the cohomologies are the same,
HH•cont(A,M) = H
•(HomcontAe (X,M)). (5.25)
Proof: By the continuity conditions, the Ae-module structure of M is the unique extension of
(5.21). Further, it is clear that the Ξk defined by (5.23) take values in the continuous Hochschild
cochains. This is seen by using the seminorms which induce the topologies, and the given continuity
properties. The injectivity of Ξk follows from the fact that a continuous and Ae-linear map in
HomcontAe (Xk,M) is already determined by the values on elements of the form 1⊗ a1 ⊗ · · · ⊗ ak ⊗ 1
since the products of those elements with factorising elements a ⊗ b ∈ Ae build a dense subset in
Xk. The surjectivity is given by of the same reason because every map defined by the right hand
side of (5.23) has a unique Ae-linear and continuous continuation on Xk. The boundary operators
dXk are continuous maps. This is easily seen for (5.6) and thus it is true for its continuation d
X
k .
Equation (5.24) is a direct computation using (5.6) and the Ae-module structure for elements a⊗ b
induced by (5.4). Then, the rest of the proposition is clear. 
5.3 Differential Hochschild cohomologies for C∞(V )
The topological setting described above turns out to be the appropriate starting point in order to
specify the aspired characterization of Hochschild complexes and cohomologies in the framework
of resolutions for the differential case. As already seen in Section 3.2 it is rather difficult to define
a general setting of Hochschild complexes with algebraic multidifferential operators as cochains.
However, for smooth functions A = C∞(V ) as above there exists a slightly different but very natural
way to define differential operators. As we will see now this can be used to define corresponding
differential subcomplexes of the ones in (5.22) which are isomorphic again. This and the subsequent
considerations ending up in Theorem 5.7.5 then will provide a strong tool to compute differential
Hochschild cohomologies since the different notions of differential operators coincide in the crucial
examples.
In the following it will be necessary to demand that the moduleM in Proposition 5.2.1 has more
specific properties. So from now on, let M be a locally convex, complete, topological Hausdorff
space which is a topological left A-module with respect to the Fre´chet topology of A = C∞(V ).
This means that the bilinear multiplication
(A×M) ∋ (a,m) 7−→ a ·m ∈M (5.26)
is continuous. Furthermore, we demand that M has a right A-module structure with the property
that there exists an l ∈ N such that the right module multiplication can be expressed in terms of
the left module multiplication by
m · b =
∑
|β|≤l
∂|β|b
∂vβ
·mβ for all b ∈ A,m ∈M (5.27)
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with elements mβ ∈M depending continuously on m. Such a module M which shall be referred to
as (A,A)-bimodule of order l clearly satisfies the conditions of Proposition 5.2.1.
Lemma 5.3.1
Let M be an (A,A)-bimodule of order l. Then M is a topological (A,A)-bimodule and the induced
left Ae-module structure is explicitly given by
aˆ ·m =
∑
|β|≤l
(
∆∗0
∂|β|aˆ
∂wβ
)
·mβ for all aˆ ∈ Ae, (5.28)
where ∆∗k denotes the pullback with the total diagonal map ∆k : V −→ V
k+2 for k ∈ N which is
defined by ∆k(v) = (v, . . . , v) and where the differentiation is the one with respect to the second
argument of aˆ.
Proof: Since A is commutative the right and left module structures combine to a bimodule
structure. Using the common seminorms pK,r for C
∞(V ) defined by
pK,r(a) = max
w∈K
|β|≤r
∂|β|a
∂vβ
(w) (5.29)
for all compact subsets K ⊆ V and r ∈ N0, the fact that l in (5.27) is uniform for M implies
the continuity of the trilinear map (a,m, b) 7−→ a · m · b. Thus M is a topological bimodule as
in Proposition 5.2.1. That the induced right Ae-module has the form (5.28) follows by continuity
from
(a⊗ b) ·m = a ·m · b = a ·
∑
|β|≤l
∂|β|b
∂vβ
·mβ =
∑
|β|≤l
(
∆∗0
∂|β|(a⊗ b)
∂wβ
)
·mβ.

For the rest of this and the following section we use the definition of differential operators which
is natural for the algebra of smooth functions and, at first sight, slightly different to the purely
algebraic definition of Section 3.1.
Definition 5.3.2 (Multidifferential maps of A = C∞(V ))
Let k ∈ N, A = C∞(V ) be as above and let M be a left A-module. An R-multilinear map
φ : A× . . .×A −→M with k arguments is said to be differential of multiorder L = (l1, . . . , lk) ∈ N
k
0,
if it has the form
φ(a1, . . . , ak) =
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂vα1
· · ·
∂|αk|ak
∂vαk
)
· φα1···αk (5.30)
with multiindices α1, . . . , αk ∈ N
n
0 and φ
α1···αk ∈ M. These L-differential maps are denoted by
DiffOpL(A, . . . ,A;M).
Remark 5.3.3
i.) If M is a topological A-module any differential map in the sense of Definition 5.3.2 is contin-
uous.
ii.) As already stated in the beginning, Definition 5.3.2 is consistent with the purely algebraic
definition of multidifferential operators in Section 3.1 for the crucial examples treated in this
work as we will see later in Chapter 6.
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iii.) In this sense, (5.27) means that the right module structure is differential with respect to the
left one, so φm : b 7−→ m · b is a differential operator depending on m of order l.
Using Definition 5.3.2 for a module M as in Lemma 5.3.1 we can consider the Hochschild
cochains in HC•cont(A,M) consisting of multidifferential operators. Due to the additional structures
this yields a subcomplex.
Proposition 5.3.4
Let A and M be as in Proposition 5.2.1 where M has the additional property (5.27) with the fixed
l ∈ N. Then the definition
HCkdiff(A,M) =
⋃
L∈Nk0
DiffOpL(A, . . . ,A;M) for all k ∈ N (5.31)
and HC0diff(A,M) = M yields a subcomplex (HC
•
diff(A,M), δ) of (HC
•
cont(A,M), δ), the so-called
differential Hochschild complex of A with values in M. In particular, the Hochschild differential δ
restricts to maps
δ : DiffOpL(A, . . . ,A;M) −→ DiffOpL˜(A, . . . ,A;M) (5.32)
for all k ∈ N0 and L = (l1, . . . , lk) ∈ N
k
0 where L˜ = (l˜1, . . . , l˜k+1) ∈ N
k+1
0 is given by
l˜1 = l1,
l˜i = max{li−1, li} for i = 2, . . . , k, (5.33)
l˜k+1 = max{lk, l}.
Proof: The continuity properties concerning M and Definition 5.3.2 assure that HCkdiff(A,M) ⊆
HCkcont(A,M) is a subset for all k ∈ N0. Then one only has to show (5.32) and (5.33). For L as in
(5.32) and φ ∈ DiffOpL(A, . . . ,A;M) as in (5.30) one computes with (5.27)
(δφ)(a1, . . . , ak+1)
=
∑
|α1|≤l1,...,|αk|≤lk
a1 ·
(
∂|α1|a2
∂vα1
· · ·
∂|αk|ak+1
∂vαk
)
· φα1...αk
+
k∑
i=1
(−1)i
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂vα1
. . .
∂|αi|(aiai+1)
∂vαi
. . .
∂|αk|ak+1
∂vαk
)
· φα1···αk
+(−1)k+1
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂vα1
· · ·
∂|αk|ak
∂vαk
)
· φα1...αk · ak+1
=
∑
|α1|≤l1,...,|αk|≤lk
(
a1
∂|α1|a2
∂vα1
· · ·
∂|αk|ak+1
∂vαk
)
· φα1···αk
+
k∑
i=1
(−1)i
∑
|α1|≤l1,...,|αk|≤lk
0≤β≤αi
(
αi
β
)(
∂|α1|a1
∂vα1
. . .
∂|β|ai
∂vβ
∂|αi−β|ai+1
∂vαi−β
. . .
∂|αk|ak+1
∂vαk
)
· φα1···αk
+(−1)k+1
∑
|α1|≤l1,...,|αk|≤lk
|β|≤l
(
∂|α1|a1
∂vα1
· · ·
∂|αk|ak
∂vαk
∂|β|ak+1
∂vβ
)
· φα1···αkβ,
where the well-known Leibniz rule was used, confer [4, Chap. VII, Sect. 5, Ex. 21]. Given two
multiindices α, β of length n their binomial coefficient is defined by
(
α
β
)
=
∏n
s=1
αs!
βs!(αs−βs)!
. This
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shows that δφ is again of the form (5.30) and a simple counting of orders of differentiation yields
(5.33). 
Remark 5.3.5
In comparison with the definitions made in Section 3.2 the new definition (5.31) contains a slight
abuse of notation. In the later examples, however, these notions coincide.
By use of the isomorphism Ξ the differential elements in HomAe(Xk,M) of multiorder L =
(l1, . . . , lk) ∈ N
k
0 for all k ∈ N can be defined as
Hom
diff,L
Ae
(Xk,M) = (Ξ
k)−1(DiffOpL(A, . . . ,A;M)). (5.34)
Equation (5.24) shows that HomdiffAe (X•,M) is a subcomplex of Hom
cont
Ae (X•,M). By the very con-
struction, (5.23) restricts to an isomorphism of complexes
Ξ :
(
HomdiffAe (X•,M), (d
X )∗
)
−→ (HC•diff(A,M), δ) . (5.35)
The concrete form of the elements in (5.34) is clarified in the following lemma.
Lemma 5.3.6
An element ψ ∈ Homdiff,L
Ae
(Xk,M) has the form
ψ(χ) =
∑
|α1|≤l1,...,|αk|≤lk
|β|≤l
(
∆∗k
∂|α1|+···+|αk|+|β|χ
∂qα11 · · · ∂q
αk
k ∂w
β
)
· ψα1···αkβ (5.36)
with multiindices α1, . . . , αk, β ∈ N
n
0 and ψ
α1···αkβ ∈M.
Proof: The stated form (5.36) follows again by continuity arguments. Let ψ ∈ Homdiff,L
Ae
(Xk,M)
be such that Ξψ ∈ DiffOpL(A, . . . ,A;M) as in (5.30). Then one computes
ψ(a⊗ a1 ⊗ · · · ⊗ ak ⊗ b)
= ψ((a ⊗ b)(1⊗ a1 ⊗ · · · ⊗ ak ⊗ 1))
= a(Ξψ)(a1, . . . , ak)b
=
∑
|α1|≤l1,...,|αk|≤lk
|β|≤l
a
∂|α1|a1
∂vα1
. . .
∂|αk |ak
∂vαk
∂|β|b
∂vβ
· ψα1···αkβ
=
∑
|α1|≤l1,...,|αk|≤lk
|β|≤l
(
∆∗k
∂|α1|+···+|αk|+|β|(a⊗ a1 ⊗ · · · ⊗ ak ⊗ b)
∂qα11 · · · ∂q
αk
k ∂w
β
)
· ψα1···αkβ
and (5.36) follows. 
5.4 The topological Koszul resolution of C∞(V )
Following the ideas of homological algebra explained in the introduction of this chapter, we now
want to find another resolution of A = C∞(V ) such that the cohomology derived by the functor
HomAe(·,M) is the same as the continuous and, in particular, the differential Hochschild cohomology
defined above. In the following it will be shown that the topological version of the Koszul resolution
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(K, ǫ) of A achieves this aim. It will turn out that the values HomAe(Kk,M) of the functor
HomAe(·,M) will not have to be restricted to homomorphisms of a particular form. This and
the fact that the Koszul resolution is finite once more point out the importance of the presented
approach since the framework of the aspired computation of the cohomologies becomes easier in
two ways. On one hand there only remain finitely many cohomology groups to compute and on
the other hand one does not have to care about the rather technical properties of continuous or
differential cochains. In addition, this last statement in particular shows that the continuous and
the differential cohomologies considered above coincide.
After this very motivating consideration we now recall the topological Koszul complex over
C∞(V ). In order to guarantee that all occurring maps are well-defined we need the further as-
sumption that
V ⊆ Rn is a convex open subset. (5.37)
Then one considers the finitely many (topologically free) Ae-modules
K0 = A
e and Kk = A
e ⊗
R
∧k(Rn)∗ ∼= C∞(V × V,∧k(Rn)∗). (5.38)
There
∧k(Rn)∗ denotes the antisymmetric tensor product of the dual space (Rn)∗ of Rn. The
boundary operators dKk : Kk −→ Kk−1 for k = 1, . . . , n are defined by(
(dKk ω)(v,w)
)
(x1, . . . , xk−1) = (ω(v,w)) (v − w, x1, . . . , xk−1) (5.39)
= (ia(v − w)ω(v,w))(x1 , . . . , xk−1)
for v,w ∈ V and x1, . . . , xk−1 ∈ R
n where ia denotes the usual insertion maps ia(x) :
∧k(Rn)∗ −→∧k−1(Rn)∗ of vectors x ∈ Rn into forms. With a basis {ei}i=1,...,n of Rn and the corresponding
coordinate functions {xj}j=1,...,n defined by x
j(viei) = v
j the boundary operators are simply given
by
dKk =
n∑
j=1
ξj ia(ej) (5.40)
with the functions
ξj = xj ⊗ 1− 1⊗ xj ∈ Ae, (5.41)
this means ξj(v,w) = (vj − wj) for all v,w ∈ V with v = viei and w = w
iei.
Again, the maps dKk are A
e-module homomorphisms with dKk−1 ◦ d
K
k = 0 for all k ≥ 2 since
ia(v −w) ia(v −w) = 0 and ǫ ◦ d
K
1 = 0. Then consider the maps h
K
−1 = h
X
−1 and h
K
k : Kk −→ Kk+1
defined by
(hKk ω)(v,w) =
n∑
j=1
ej ∧
1∫
0
d t tk
∂ω
∂vj
(tv + (1− t)w,w) (5.42)
for k ≥ 0 where ∂ω
∂vj
denotes the element in Kk obtained from ω by taking the partial derivative of
its function part in Ae with respect to the j-th component of the first argument. With the basis
{ei}i=1,...,n of R
n and the corresponding dual basis {ei}i=1,...,n of (R
n)∗ the elements ω ∈ Kk can
be written as
ω =
1
k!
n∑
i1,...,ik=1
ωi1...ike
i1 ∧ . . . ∧ eik (5.43)
with ωi1...ik ∈ A
e. Then, (5.42) reads
(hkKω)(v,w) =
n∑
i1,...,ik,j=1
1∫
0
d t tk
∂ωi1...ik
∂vj
(tv + (1− t)w,w)ej ∧ ei1 ∧ · · · ∧ eik . (5.44)
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Lemma 5.4.1
With the above maps and ǫ : K0 −→ A as in (5.17) the following homotopy identities hold.
ǫ ◦ hK−1 = idA,
hK−1 ◦ ǫ+ d
K
1 ◦ h
K
0 = idK0 and (5.45)
hKk−1 ◦ d
K
k + d
K
k+1 ◦ h
K
k = idKk for all k ≥ 1.
Proof: For the following computation it is convenient to use the abbreviation ω = ωIke
Ik ∈ Kk
instead of (5.43) with the obvious meaning. With the summation convention and ia(v − w) =
(vi −wi) ia(ei) we compute for k ≥ 1
(dKk+1(h
K
k ω))(v,w) =
1∫
0
d t tk
∂ωIk
∂vj
(tv + (1− t)w,w)(vi −wi) ia(ei)(e
j ∧ eIk) (5.46)
and
(hkk−1(d
K
k ω))(v,w) =
1∫
0
d t tk−1
∂
∂vj
(
ωIk(v,w)(v
i − wi)
)
|(tv+(1−t)w,w)e
j ∧ ia(ei)e
Ik
=
1∫
0
d t tk
∂ωIk
∂vj
(tv + (1− t)w,w)(vi − wi)ej ∧ ia(ei)e
Ik (5.47)
+
1∫
0
d t tk−1ωIk(tv + (1− t)w,w)e
i ∧ ia(ei)e
Ik .
Since ei ∧ ia(ei)e
Ik = keIk , the last summand can be written as
1∫
0
d t tk−1ωIk(tv + (1− t)w,w)e
i ∧ ia(ei)e
Ik =
1∫
0
d t
d
d t
(
tkωIk(tv + (1− t)w,w)
)
eIk
−
1∫
0
d t tk
∂ωIk
∂vj
(tv + (1− t)w,w)(vj − wj)eIk .
This and the derivation property of ia(ei) show that the sum of (5.46) and (5.47) is
((dKk+1 ◦ h
K
k + h
K
k−1 ◦ d
K
k )ω)(v,w) = ωIk(v,w)e
Ik = ω(v,w).
This shows the last equation in (5.45). The second follows completely analogously and the first is
the same as for the bar resolution. 
Remark 5.4.2
i.) Note that in (5.42) the convexity of V is crucial to get a well-defined map. There are
of course different ways to define the homotopies in (5.18) and (5.42). In [19], for exam-
ple, the slightly more complicated formulas (hX−1a)(v,w) = a(v), (h
X
k χ)(v, q1, . . . , qk+1, w) =
(−1)k+1χ(v, q1, . . . , qk+1) and (h
k
Kω)(v,w) = −
∑n
j=1 e
j ∧
1∫
0
d t tk ∂ω
∂wj
(v, tw + (1 − t)v) have
been used.
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ii.) The explicit formulas (5.42) and (5.44) of the maps hk show that it is necessary to use the
topological version Ae = C∞(V × V ) of the extended algebra. If ω ∈ Kk as in (5.43) has
factorising coefficient functions ωi1,...,ik ∈ C
∞(V )⊗C∞(V ) this does not have to be the case
for hk(ω). For instance, take ωi1,...,ik(v,w) = v sin(w). The same behaviour will occur for the
explicit chain maps in Section 5.5. This is the main reason why one has to work with the
topological completions.
The Equations (5.45) show that ((K, dK), ǫ) is indeed a topologically free and finite resolution
of A,
0 A K0
ǫ
K1
dK1 . . .
dK2
Kk
dKk . . .
dKk+1
Kn
dKn
0 . (5.48)
In an adapted notion, confer [75, Sect. 6.12] for the original one, this shows that A has finite
homological dimension.
5.5 Explicit chain maps between the bar and Koszul resolution
The general results concerning projective resolutions, in particular Theorem B.2.4, give an indi-
cation that there exist chain maps between the topological bar and Koszul resolution and that
they are always homotopic. For our purpose, however, the pure existence is not enough. Since we
are interested in differential Hochschild cochains which obviously is an additional property besides
being continuous we do not try to reformulate the general theory in the topological setting but
consider explicit chain maps and construct corresponding homotopy maps whose images under the
considered functor will turn out to respect differential cochains as well. The following explicit
formulas and constructions already appear to some extent in [17]. Here we provide a self-contained
presentation including all the relevant proofs.
For all k ≥ 0 we consider the maps Fk : Kk −→ Xk from [33, Sect. III.2α] defined by
(Fkω)(v, q1, . . . , qk, w) = (ω(v,w)) (q1 − v, . . . , qk − v), (5.49)
and the maps Gk : Xk −→ Kk from [17] defined by
(Gkχ)(v,w) =
n∑
i1,...,ik=1
ei1 ∧ . . . ∧ eik
1∫
0
d t1
t1∫
0
d t2 · · ·
tk−1∫
0
d tk
∂kχ
∂qi11 · · · ∂q
ik
k
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w).
(5.50)
In particular, F0 = idAe = G0. Note that Gk is well-defined since we assume V to be convex.
Clearly, these maps are Ae-module homomorphisms and it is a straightforward computation which
shows that Fk and Gk are chain maps, confer Appendix C for the details. This means that for all
k ≥ 0
dXk+1 ◦ Fk+1 = Fk ◦ d
K
k+1 and d
K
k+1 ◦Gk+1 = Gk ◦ d
X
k+1. (5.51)
Thus we have the commutative diagram of Ae-module morphisms
0 A X0
idAe
ǫ
X1
dX1
G1
. . .
dX2
Xk
dXk
Gk
Xk+1
dX
k+1
Gk+1
. . .
dX
k+2
0 A K0ǫ K1dK1
F1
. . .
dK2
Kk
dKk
Fk
Kk+1
dKk+1
Fk+1
. . . .
dKk+2
(5.52)
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In Appendix C it is further shown that
Gk ◦ Fk = idKk for all k ≥ 0, (5.53)
and thus it is clear that
Θk = Fk ◦Gk : Xk −→ Xk (5.54)
for all k ≥ 0 is a projection Θk ◦ Θk = Θk on the bar complex with Θk ◦ d
X
k+1 = d
X
k+1 ◦ Θk+1.
Clearly, Θ0 = idX0 . The explicit form of Θk is
(Θkχ)(v, q1, . . . , qk, w) =
n∑
i1,...,ik=1
∑
σ∈Sk
(−1)σ(q1 − v)
iσ(1) . . . (qk − v)
iσ(k)
1∫
0
d t1
t1∫
0
d t2 · · ·
tk−1∫
0
d tk
∂kχ
∂qi11 · · · q
ik
k
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w),
(5.55)
where Sk denotes the set of all permutations σ of (1, . . . , k) and (−1)
σ is the signum of σ. This is
obvious due to the definitions and (ei1 ∧ · · · ∧ eik)(q1, . . . , qk) =
∑
σ∈Sk
(−1)σqiσ(1) . . . qiσ(k) .
If it is possible to show that the images of the chain maps Fk and Gk under the functor
HomAe(·,M), this means their pullbacks, induce isomorphisms between the corresponding coho-
mologies, the topological Koszul resolution is identified to have the same cohomologies as the
Hochschild complexes of interest. The fact that Gk ◦Fk = id and the contravariance of the functor
already show that the induced maps F ∗k are surjective and the G
∗
k are injective. Thus the maps
on cohomology level are indeed isomorphisms if the chain maps Θk = Fk ◦ Gk are homotopic to
the identity idXK by use of homotopy maps sk : Xk −→ Xk+1. These considerations contain two
crucial points which have to be taken into account.
Remark 5.5.1 (Requirements of the homotopy)
i.) In contrast to the homotopy maps hXk and h
K
k used to show the exactness of the topological
bar and Koszul resolution, the aspired homotopy maps sk : Xk −→ Xk+1 have to be A
e-linear
since the homotopy equation on the bar complex has to be carried over to the complex of
interest by the functor HomAe(·,M).
ii.) In the considered framework of differential Hochschild complexes one has to guarantee that
all involved maps with target HomAe(Xk,M), this means (sk)
∗, (Gk)
∗, and (Θk)
∗, have values
in the subspaces HomdiffAe (Xk,M) of differential cochains. In contrast to the first point this
does not follow from abstract arguments and really makes it necessary to consider the explicit
maps.
Remark 5.5.2
Regarding the resolutions as complexes of K-modules instead of Ae-modules it is very easy to find
an explicit homotopy between Θk and idXk . Application of Θk to the last equation of (5.19) leads
to
Θk ◦ h
X
k−1 ◦ d
X
k + d
X
k+1 ◦Θk+1 ◦ h
X
k = Θk. (5.56)
Subtraction of (5.56) from (5.19) then yields the homotopy
idXk −Θk = tk−1 ◦ d
X
k + d
X
k+1 ◦ tk (5.57)
with the homotopy maps tk = (idXk+1 −Θk+1) ◦ h
X
k which are not A
e-linear.
5.6. Predifferential maps 89
5.6 Predifferential maps
After Remark 5.5.1 has made clear the requirements of the desired homotopy, we now have a
closer look at a sufficiently large class of K-endomorphisms of the topological bar complex X•
which respect the basic demand mentioned in the second point of Remark 5.5.1. Within this
class which contains all examples considered so far, we then present an appropriate procedure
to modify arbitrary maps in order to get Ae-linear ones. This crucial step will then lead to an
explicit construction of the desired homotopy maps. Before defining the mentioned class of maps,
we first introduce and investigate a certain kind of matrices which will play the role of coordinate
transformations of the convex set V ⊆ Rn and its cartesian products. So, consider the set Bsr of
matrices enjoying the following convexity property
Bsr =
{
B ∈ Mat(s+2)×(r+2)(R)
∣∣∣∣ ∀i and v0, . . . vr+1 ∈ V : r+1∑
j=0
Bij = 1 and
r+1∑
j=0
Bijvj ∈ V
}
. (5.58)
Each such matrix B ∈ Bsr, written as B = (Bij) with i = 0, . . . , s+ 1 and j = 0, . . . , r + 1 acts as
a map B : V r+2 −→ V s+2 by
B(v0, . . . , vr+1) =
r+1∑
j=0
B0jvj , . . . ,
r+1∑
j=0
B(s+1)jvj
 , (5.59)
which is the restriction of B ⊗ id
R
n : Rr+2 ⊗Rn −→ Rs+2 ⊗Rn to V r+2. The convexity property
of B obviously ensures that B(v0, . . . , vr+1) is indeed in V
s+2.
Remark 5.6.1 (Properties and examples of Bsr)
i.) Due to the defining properties the matrices Bsr ⊆ Mat(s+2)×(r+2)(R) build a convex subset.
In addition, these matrices are closed under the usual matrix multiplication, this means
Bsr ·Brk ⊆ Bsk.
ii.) Typical nontrivial examples of elements B ∈ Brs are for instance given by all matrices B with
rows of the form (0, . . . , λ, . . . , (1−λ), . . . 0) for λ ∈ [0, 1]. These examples also contain a sort of
permutation matrices which lead to maps of the formB : (v0, . . . , vr+1) 7−→ (vσ(0), . . . , vσ(s+1))
with σ ∈ Sr+1. In particular, it is clear that the units 1 ∈Mat(s+2)×(s+2)(R) are elements in
Bss.
Using this kind of matrices we now define the above mentioned class of maps.
Definition 5.6.2 (Predifferential maps on the topological bar complex)
An endomorphismA : Xs −→ Xr of the topological bar complex as above is said to be predifferential
of multiorder M = (m0, . . . ,ms+1) ∈ N
s+2
0 if it has the form
(Aχ)(v, q1, . . . , qr, w) =
∑
|α0|≤m0,...,|αs+1|≤ms+1
fα0...αs+1(v, q1, . . . , qr, w)
1∫
0
d t1 · · ·
1∫
0
d tk ζ(t1, . . . , tk)
∂|α0|+···+|αs+1|χ
∂vα0∂qα11 · · · ∂q
αs
s ∂wαs+1
(B(t1, . . . , tk)(v, q1, . . . , qr, w))
(5.60)
with fα0,...,αs+1 ∈ Xr, ζ : [0, 1]
k −→ R integrable, and a continuous map B : [0, 1]k −→ Bsr. The
set of all these maps is denoted by S˜k,Mrs . The R-vector space spanned by these elements then is
denoted by Sk,Mrs .
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Remark 5.6.3
i.) Note that S˜k,Mrs is not a vector space itself since the sum of two maps has not to be of the form
(5.60). The vector space Sk,Mrs in fact consists of all finite linear combinations of elements in
S˜
k,M
rs .
ii.) Obviously, Srs =
⋃∞
k=0
⋃
M∈Ns+20
S
k,M
rs ⊆ Hom
R
(Xs,Xr) is a filtered subspace with
Sk,Mrs ⊆ S
k′,M ′
rs for k ≤ k
′ and M ≤M ′. (5.61)
Remark 5.6.4 (Notation)
In the following considerations and proofs it will be convenient to use a shorter notation for the
explicit form (5.60) of an element A ∈ S˜k,Mrs . With x = (x0, . . . , xs+1) = (v, q1, . . . , qs, w), t =
(t1, . . . , tk) and
1∫
0
d t1 · · ·
1∫
0
d tk ζ(t1, . . . , tk) =
∫
dµ(t) one simply writes
(Aχ)(v, q, w) =
∑
|α0|≤m0,...,|αs+1|≤ms+1
fα0...αs+1(x)
∫
dµ(t)
∂|α0|+···+|αs+1|χ
∂xα0 · · · ∂xαs+1
(B(t)(x)). (5.62)
When investigating Ae-linearity, it will be useful to set q = (q1, . . . , qr) and to highlight the relevant
arguments by x = (v, q, w).
Denoting the set of matrix-valued maps used in Definition 5.6.2 by Bksr : {B : [0, 1]
k −→
Bsr | B is continuous}, the matrix multiplication mentioned in Remark 5.6.1 naturally induces a
multiplication Bk1sr ×B
k2
rt −→ B
k1+k2
st for all k1, k2 ∈ N0 and s, r, t ∈ N by
(B1B2)(t1, . . . , tk1+k2) = B1(t1, . . . , tk1)B2(tk1+1, . . . , tk1+k2) for all B1 ∈ B
k1
sr , B2 ∈ B
k2
rt . (5.63)
Using this we find the following important property of the maps Sk,Mrs .
Lemma 5.6.5 (Composition of predifferential maps)
The usual composition ◦ of homomorphisms restricts to a map
◦ : Sk2,Ntr × S
k1,M
rs −→ S
k1+k2,P
ts , (5.64)
with P = (p0, . . . , ps+1) and pi = mi + |N |. In particular, for A1 ∈ S˜
k1,M
rs with the matrix-valued
function B1 ∈ Bsr and A2 ∈ S˜
k2,N
tr with B2 ∈ Brt one has A2 ◦A1 ∈ S˜
k1+k2,P
ts with the matrix-valued
function B = B1B2 ∈ Bst and where P = (p0, . . . , ps+1) is given by
pi = mi +
r+1∑
j=0
T (B1(t))ijnj ≤ mi + |N |. (5.65)
There T : Mat(s+1)×(r+1)(R) −→ Mat(s+1)×(r+1)({0, 1}) is given by
T (B)ij =
{
1
0
if
Bij 6= 0
Bij = 0
. (5.66)
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Proof: The lemma is proved if one verifies the statement for the elements A1 and A2 as mentioned.
With the obvious indexes one simply computes
((A2 ◦A1)χ)(x)
=
∑
|β0|≤n0,...,|βr+1|≤nr+1
f
β0...βr+1
2 (x)
∫
dµ(t2)
∂|β0|+···+|βr+1|(A1χ)
∂yβ0 · · · ∂yβr+1
(B2(t2)(x))
=
∑
|α0|≤m0,...,|αs+1|≤ms+1
|β0|≤n0,...,|βr+1|≤nr+1
f
β0...βr+1
2 (x)
∫
dµ(t2)
∫
dµ(t1)
∂|β0|+···+|βr+1|
∂yβ0 · · · ∂yβr+1
∣∣∣∣
B2(t2)(x)
(
f
α0...αs+1
1 (y)
∂|α0|+···+|αs+1|χ
∂xα0 . . . ∂xαs+1
(B1(t1)(y))
)
=
∑
|γ0|≤p0,...,|γs+1|≤ps+1
fγ0...γs+1(x)
∫
dµ(t1, . . . , tk1+k2)
∂|γ0|+···+|γs+1|χ
∂xγ0 · · · ∂xγs+1
(B1B2(t1, . . . , tk1+k2)(x)),
where a redefinition of the t-variables and the Leibniz rule yield the last form. There, the new
coefficient functions fγ0...γs+1 are given by the product of functions f
β0...βr+1
2 and derivatives of
f
α0...αs+1
1 . A counting of differentiations proves (5.65). Then, the remaining assertions are obvious.

The important and eponymous property of the predifferential maps A ∈ Sk,Mrs is that their image
A∗ under the functor HomAe(·,M) respects the differential cochains.
Proposition 5.6.6 (Predifferential maps of the bar complex)
Let M be an (A,A)-bimodule of order l. Then, every A ∈ Sk,Mrs as in Definition 5.6.2 which is
Ae-linear defines a map
A∗ : Homdiff,L
Ae
(Xr,M) −→ Hom
diff,L˜
Ae
(Xs,M) (5.67)
via pullback respecting the differential cochains with L˜ = (l˜1, . . . l˜s) and
l˜i = mi + |L|+ l. (5.68)
For A ∈ S˜k,Mrs with matrix B ∈ Bsr one has
l˜i = mi +
r∑
j=1
T (B(t))ij lj + T (B(t))i(r+1)l. (5.69)
Proof: By definition, it is sufficient to show that (A∗ψ)(1 ⊗ a1 ⊗ · · · ⊗ as ⊗ 1) = ψ(A(1 ⊗ a1 ⊗
· · · ⊗ as ⊗ 1)) is of the form (5.30). First, one notes that
A(1⊗ a1 ⊗ · · · ⊗ as ⊗ 1)(v, q, w)
=
∑
|α1|≤m0,...,|αs|≤ms
f0α1...αs0(v, q, w)
∫
dµ(t)
∂|α1|+···+|αs|(1 ⊗ a1 ⊗ · · · ⊗ as ⊗ 1)
∂qα11 · · · ∂q
αs
s
(B(t)(v, q, w)).
Application of ψ in the form (5.36) basically means to build the partial derivatives and to consider
the pullback with respect to the diagonal ∆r : V −→ V
r+2 in order to get functions in A. The
derivatives of the functions f0α1...αs0 thus simply yield values of functions in A which in the aspired
form (5.30) contribute to the elements in M. Because of the particular form of the elements
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(1⊗a1⊗· · ·⊗as⊗1) and the fact that B(t)◦∆r = ∆s, the procedure for the terms in the integrals
yield functions of the form
∂|γ1|+...|γs|(1⊗ a1 ⊗ · · · ⊗ as ⊗ 1)
∂qγ11 . . . ∂q
γs
s
◦∆s =
∂|γ1|a1
∂qγ11
. . .
∂|γs|as
∂qγss
,
which do not depend on the integration parameter anymore. Together with the inner derivatives,
given by components of B(t), the integrations can be carried out. The resulting constants again
contribute to the elements in M and one has found the desired form (5.30). A careful counting of
orders of differentiation finally proves the proposition. 
The Ae-linearity of the map A is absolutely necessary in order to guarantee that the considered
functor can be applied to it. Out of that reason we first investigate a general procedure to obtain
Ae-linear maps out of arbitrary ones. For this purpose consider the extended spaces X˜k = C
∞(V ×
V × V k × V × V ) ∼= Xk+2, k ∈ N0, and the maps
p∗k : Xk −→ X˜k with (p
∗
kχ)(v
′, v, q, w,w′) = χ(v′, q, w′) (5.70)
and
i∗k : X˜k −→ Xk with (i
∗
kχ)(v, q, w) = χ(v, v, q, w,w). (5.71)
Obviously, the maps i∗k and p
∗
k are A
e-linear and satisfy i∗k ◦ p
∗
k = idXk . For all v
′, w′ ∈ V and
χ ∈ X˜s there exists an element χv′,w′ ∈ Xs defined by
χv′,w′(v, q, w) = χ(v
′, v, q, w,w′). (5.72)
Then for all maps A : Xs −→ Xr there exists a corresponding map A˜ : X˜s −→ X˜r defined by
(A˜χ)v′,w′ = Aχv′,w′. (5.73)
Using this, one further defines the map A : Xs −→ Xr by
A = i∗r ◦ A˜ ◦ p
∗
s. (5.74)
Then one has the following result.
Lemma 5.6.7
Let A : Xs −→ Xr be R-linear. Then A is A
e-linear. Further, one has A+B = A+B, idX = idX
and λA = λA for λ ∈ R.
Proof: The properties follow directly from the Ae-linearity of A˜ and the fact that A 7−→ A˜ is an
algebra morphism. 
In particular, one additionally notes that A˜ ◦B = A˜ ◦ B˜. This is not true for A ◦B but instead
one has the following obvious results.
Lemma 5.6.8
Let A : Xr −→ Xt and B : Xs −→ Xr be R-linear.
i.) If A ◦ i∗r = i
∗
t ◦ A˜, then A ◦B = A ◦B.
ii.) If p∗r ◦B = B˜ ◦ p
∗
s, then A ◦B = A ◦B.
After this general considerations we now come back to the predifferential maps. From the
general form (5.60) one directly finds a necessary and sufficient condition for the Ae-linearity,
namely that there are no partial derivatives with respect to the first and last argument and that
those are reproduced under the matrix B(t).
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Lemma 5.6.9 (The subspace of Ae-linear maps)
An element A ∈ S˜k,Mrs as in (5.60) with matrix-valued function B ∈ Bksr is A
e-linear if and only if
the two following conditions are satisfied:
i.) The multiindex M has the form M = (0,m1, . . . ,ms, 0).
ii.) B takes values in the matrices with first row (1 0 . . . 0) and last one (0 . . . 0 1). This means
that B(t)(v, q, w) = (v,B(t)0,s+1(v, q, w), w) where B(t)0,s+1 ∈ B(s−2)r denotes the matrix
obtained from B(t) by deleting the first and the last row.
Using this observation one can immediately define a projection onto the subspace of Ae-linear
predifferential maps which turns out to be the restriction of the general prescription A 7−→ A.
Proposition 5.6.10 (Projection onto Ae-linear maps)
Let A ∈ S˜k,Mrs be a predifferential map as in (5.62). Then the derived Ae-linear map is again an
element A ∈ S˜k,Mrs and given by
(Aχ)(v, q, w) =
∑
|α1|≤m1,...,|αs|≤ms
f0α1...αs0(v, q, w)
∫
dµ(t)
∂|α1|+···+|αs|χ
∂qα11 · · · ∂q
αs
s
(v, (B(t)0,s+1)(v, q, w), w).
(5.75)
Further, the map A 7−→ A on all predifferential maps Srs is a projection onto the A
e-linear maps,
this means
A = A. (5.76)
Further, for A1 ∈ Srs and A2 ∈ Str one has
A1 ◦ A2 = A1 ◦ A2. (5.77)
Proof: With A as in (5.62) one gets
(A˜χ)(v′, x, w′) =
∑
|α0|≤m0,...,|αs+1|≤ms+1
fα0...αs+1(x)
∫
dµ(t)
∂|α0|+···+|αs+1|χ
∂xα0 · · · ∂xαs+1
(v′, B(t)(v, q, w), w′). (5.78)
With the definitions of the maps i∗r and p
∗
s this yields (5.75) since
∂|α0|+···+|αs+1|(p∗sχ)
∂vα0∂qα1 · · · ∂qαs∂wαs+1
(v′, B(t)(v, q, w), w′) =
∂|α1|+···+|αs|χ
∂qα1 · · · ∂qαs
(v′, B(t)0,s+1(v, q, w), w
′).
The projection property (5.76) is obvious with the explicit form (5.75).
Further, the explicit forms of A˜ and A show that A satisfies A ◦ i∗s = i
∗
r ◦ A˜ since
∂|α1|+···+|αs|(i∗sχ)
∂qα1 · · · ∂qαs
(v,B(t)0,s+1(v, q, w), w) =
∂|α1|+···+|αs|χ
∂qα1 · · · ∂qαs
(v, v,B(t)0,s+1(v, q, w), w,w).
Then (5.77) follows with the first part of Lemma 5.6.8. 
Lemma 5.6.11
Let A ∈ S˜k,Mrs be as in (5.62) with coefficient functions satisfying fα0...αs+1(v, q, w) = gα0...αs+1(q)
and matrix-valued function B ∈ Bksr satisfying B(t)(v, q, w) = (v,C(t)(q), w) with C ∈ B
k
(s−2)(r−2).
Then, A satisfies p∗r ◦ A = A˜ ◦ p
∗
s and thus B ◦ A = B ◦ A.
Proof: The assertions are verified with analogous arguments to those used in the proof of Propo-
sition 5.6.10. 
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Remark 5.6.12 (Examples)
Note that all previously defined maps are predifferential in the sense of Definition 5.6.2. Indeed,
for all k one has the following.
i.) dXk ∈ S
0,(0,...,0)
k−1,k and d
X
k = d
X
k .
ii.) Θk ∈ S
k,(0,1,...,1,0)
kk and Θ
k = Θk.
iii.) hXk ∈ S
0,(0,...,0)
k+1,k . However, h
X
k is not A
e-linear and hence hXk 6= h
X
k .
5.7 Homotopy and isomorphic differential cohomologies
With the above preparations we can now find the desired homotopy.
Remark 5.7.1 (First attempt)
Having the projection onto the Ae-linear maps, one could conjecture that the projections tk of the
homotopy map t found in Remark 5.5.2 yield the desired Ae-linear maps. This is not the case.
With the properties of the involved functions and (5.77) for dXk+1 application of the projection to
(5.57) yields
idXk −Θk = tk−1 ◦ d
X
k + d
X
k+1 ◦ tk,
which is not the desired equation since tk−1 ◦ dXk 6= tk−1 ◦ d
X
k .
The desired Ae-linear homotopy map can be defined recursively.
Proposition 5.7.2 (The Ae-linear homotopy)
Let the Ae-linear maps sk : Xk −→ Xk+1 for all k ∈ N0 be defined recursively by
sk = h
X
k ◦
(
idXk −Θk − sk−1 ◦ d
X
k
)
and s0 = 0. (5.79)
This yields maps sk ∈ S
k,M(k)
k+1,k with
M(k) = (0,m1(k), . . . ,mk(k), 0) and mi(k) =
(
k − 1
i− 1
)
≤ (k − 1)! for i = 1, . . . , k, (5.80)
which yield a homotopy for idXk and Θk, this means
idXk −Θk = sk−1 ◦ d
X
k + d
X
k+1 ◦ sk for all k ≥ 1. (5.81)
Proof: The assertion (5.80) is a consequence of Lemma 5.6.5 and follows by induction. For the
orders of differentiation one directly has by definition that m0(k) = 0 = mk+1(k) for all k ∈ N.
Further, M(0) = (0, 0) and M(1) = (0, 1, 0) = M(Θ1). Then, it is clear that for k ≥ 2 the
orders are controlled by the term sk−1 ◦ d
X
k since M(Θk) = (0, 1, . . . , 1, 0). In order to apply (5.80)
one can combine the occurring matrices in dXk to an effective one which is given by the entries
Bij = δij + δi,j+1 for i = 0, . . . , k + 1 and j = 0, . . . , k. Then, (5.80) and induction show that for
i = 1, . . . , k one gets mi(k) = mi(k − 1) +mi−1(k − 1) =
(
k−1
i−1
)
. In the last step one treats i = 1
and i = k separately. The other cases follow with
(
k−2
i−1
)
+
(
k−2
i−2
)
=
(
k−1
i−1
)
.
The homotopy (5.81) is shown by induction with use of (5.19). For k = 1 one has
dX2 ◦ s1 = d
X
2 ◦ h
X
1 ◦ (idX1 −Θ1) = (idX1 −h
X
0 ◦ d
X
1 ) ◦ (idX1 −Θ1)
= idX1 −Θ1 − h
X
0 ◦ d
X
1 + h
X
0 ◦Θ0 ◦ d
X
1 = idX1 −Θ1.
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Then, induction yields analogously
dXk+1 ◦ sk = (idXk −h
X
k−1 ◦ d
X
k ) ◦ (idXk −Θk − sk−1 ◦ d
X
k )
= idXk −Θk − sk−1 ◦ d
X
k − h
X
k−1 ◦ (d
X
k − d
X
k ◦Θk − (idXk−1 −Θk−1 − sk−2 ◦ d
X
k−1) ◦ d
X
k )
= idXk −Θk − sk−1 ◦ d
X
k .

With the above structures and results we can now formulate the following important proposition.
Proposition 5.7.3
Let k ∈ N0. The pullbacks
G∗k : HomAe(Kk,M) −→ Hom
diff,L
Ae
(Xk,M) (5.82)
only take values in the differential cochains of multiorder L = (l + 1, . . . , l + 1) ∈ Nk. With the
same multiindex L one has
Θ∗k : Hom
diff
Ae (Xk,M) −→ Hom
diff,L
Ae
(Xk,M). (5.83)
Finally, for all L ∈ Nk+10 one has
s∗k : Hom
diff ,L
Ae
(Xk+1,M) −→ Hom
diff,L˜
Ae
(Xk,M), (5.84)
where L˜ = (l˜1, . . . , l˜k) is given by l˜i = (k − 1)! + |L|.
Proof: The statement for Gk is a straightforward counting of degrees. For X ∈ HomAe(Kk,M)
one simply computes (G∗kX)(1⊗a1⊗· · ·⊗ak⊗1). This gives an expression of the form aˆi1...ikX(e
i1∧
· · · ∧ eik) with elements aˆi1...ik ∈ A
e given by
aˆi1...ik(v,w) =
1∫
0
d t1 . . .
tk−1∫
0
d tk
∂a1
∂vi1
(t1v + (1− t1)w) · · ·
∂ak
∂vik
(tkv + (1− tk)w).
Using (5.28), the product can be written as
∑
|β|≤l
(
∆∗0
∂|β|aˆi1...ik
∂wβ
)
·Xβ(ei1 ∧ · · · ∧ eik) which then
has the form
∑
|αi|≤l+1
(
∂a1
∂vα1
. . . ∂ak
∂vαk
)
· φα1...αk .
For Θk the assertion follows either from the properties of Gk or from Proposition 5.6.6. The
statement concerning sk follows with the same argumentation where one uses the fact that all the
matrices B occurring in sk satisfy Bi,k+1 = 0 for all i = 1, . . . , k. 
This has an immediate consequence.
Theorem 5.7.4 (The differential Hochschild cohomologies)
With the corresponding pullbacks F ∗k and G
∗
k the topological bar and Koszul complexes induce the
commutative diagram
. . .
(dXk )
∗
HomdiffAe (Xk,M)
F ∗k
(dXk+1)
∗
HomdiffAe (Xk+1,M)
F ∗
k+1
(dXk+2)
∗
. . .
. . .
(dKk )
∗
HomAe(Kk,M)
G∗k
(dKk+1)
∗
HomAe(Kk+1,M)
G∗
k+1
dKk+2 . . . .
(5.85)
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Further, one has a homotopy
idHomdiff
Ae (Xk ,M)
−Θ∗k = (d
X
k )
∗ ◦ s∗k−1 + (sk)
∗ ◦ (dXk+1)
∗ for all k ≥ 1. (5.86)
Together with the isomorphism (5.35) this yields the isomorphisms
HH•diff(A,M)
∼= H(HomdiffAe (X•,M))
∼= H(HomAe(K•,M)) (5.87)
for the cohomology of the differential Hochschild complex.
Note that every isomorphism in (5.87) is induced by explicitly given maps on the level of
cochains. With respect to the application of these results in the next chapter we need the following
obvious generalization.
Theorem 5.7.5
Let M• =
⋃∞
l=0M
l be a filtered A-module, this means Ml ⊂ Ml+1 and A ·Ml ⊂ Ml for all l ∈ N,
such that every Ml is an (A,A)-bimodule of order l. Moreover, the topologies have to respect the
filtration which means that for all l ∈ N the topology of Ml is given by the induced one from Ml+1.
Then we have:
i.) The unions(
∞⋃
l=0
HC•diff(A,M
l), δ
)
,
(
∞⋃
l=0
HomdiffAe (X•,M
l), (dX )∗
)
, and
(
∞⋃
l=0
HomAe(K•,M
l), (dK)∗
)
(5.88)
are subcomplexes of HC•(A,M•), HomcontAe (X•,M
•), and HomAe(K•,M
•), respectively.
ii.) The isomorphisms (5.35) for each l induce an isomorphism of complexes
Ξ :
(
∞⋃
l=0
HomdiffAe (X•,M
l), δX
)
−→
(
∞⋃
l=0
HC•diff(A,M
l), δ
)
. (5.89)
iii.) The pullbacks G∗k, F
∗
k , Θ
∗
k, and s
∗
k naturally extend to the complexes (5.88). Thus, we have
induced isomorphisms for the corresponding cohomologies.
Chapter 6
Deformation theory of right modules
on principal fibre bundles
After the general considerations concerning deformation theory of algebras and modules as well as
the detailed discussions on Hochschild cohomologies we now come back to our initial issues. As we
have seen in the introductory Chapter 1 there is a massive physical interest in the question how
the geometry of principal fibre bundles can be reformulated when starting with a star product on
the base manifold. From the algebraic point of view such a new formulation is nothing but the
adaption or the replacement of all algebraic structures related to the algebra of functions on the
base such that the initial algebraic properties are preserved. The natural algebraic joint to the
star product algebra was recognized to be given by all corresponding right modules. Within the
framework of deformation quantization built up so far this question can now be investigated.
As already seen in Section 1.3 the crucial right modules playing an important role in classical
gauge theories are the horizontal differential forms on the considered principal fibre bundles. These
forms are of course nothing but sections of the cotangent bundle and tensor products thereof. With
respect to the aspired generality we thus investigate the right module structures of the sections of
vector bundles over the principal bundle and, even more general, over surjective submersions.
In the first sections of this chapter we substantiate the deformation problem of the mentioned
right modules and show that it can be treated in the (G-invariant) differential setting developed
in the Chapters 2, 3, and 4. It will become evident that this framework really describes the
deformations one is interested in. After the observation of the additional specific properties of
the relevant Hochschild complexes we attack the central problem and compute the corresponding
cohomology groups. With the results and techniques provided in the previous chapters we will see
that it is always possible to reduce the computation to a simpler local problem which is solvable.
In the end it turns out that all relevant cohomologies and thus all the obstructions they encode
vanish. Due to the general results of Chapter 2 this has the immediate consequence that the aspired
deformations, especially the ones playing a role in classical gauge theories, always exist and are
uniquely defined up to equivalence.
6.1 Right modules on surjective submersions and principal fibre
bundles
In order to define the notion of star products on the algebra of functions on a manifold M , this is
necessarily equipped with a Poisson structure as explained in Section 1.1. In the following let there
be given such a Poisson manifold M together with a corresponding star product ⋆ for the formal
power series C∞(M)[[λ]] of functions. In the works [82,83] of Kontsevich it is not only shown that
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a star product always exists but also that it can be chosen to be differential. This shall be the case
in our situation. The property means that the given deformation µ =
∑∞
r=0 λ
rµr of the pointwise
multiplication µ0 consists of bidifferential operators µr ∈ DiffOp
•
C∞(M)(C
∞(M), C∞(M);C∞(M)).
The notion of differential operators is the one introduced in Section 3.1. Thus one is in the general
situation of Definition 3.2.1 with C = A = C∞(M) where µ0 is of the differential type of order (0, 0).
With respect to this algebra structure of the differential type we now investigate the corresponding
right module structures occurring in the framework of surjective submersions and principal fibre
bundles.
6.1.1 Deformation theory on surjective submersions
Let p : P −→ M be a surjective submersion with total space P of dimension n + k and the given
Poisson manifold (M, {·, ·}) of dimension n as basis. Further, let q : E −→ P be a vector bundle
over the total space P with typical fibre W of dimension r.
Then, the space of smooth sections Γ∞(P,E) of the vector bundle q : E −→ P is a right
C∞(M)-module with the pointwise module structure
ρ0(s, a) = p
∗a · s (6.1)
for all s ∈ Γ∞(P,E) and a ∈ C∞(M) where one makes use of the pointwise C∞(P )-module structure
and the pullback p∗ : C∞(M) −→ C∞(P ) which is an algebra morphism. Thus it is obvious
that one is in the situation of Definition 3.2.4 and that ρ0 is of the differential type with orders
Lρ = lρ = 0. In particular, Γ
∞(P,E) is a (C∞(P ), C∞(M))-bimodule. This and the commutativity
of the pointwise multiplication make it possible to equip Dl = DiffOpC∞(P )(Γ
∞(P,E); Γ∞(P,E))
with the (C∞(M), C∞(M))-bimodule structure (2.33), this means
(a ·D · b)(s) = p∗a ·D(p∗b · s) (6.2)
for all a, b ∈ C∞(M), s ∈ Γ∞(P,E), and D ∈ D. As already stated in Section 2.1.3 this convention
does not affect any considerations but is convenient and simplifies many considerations, confer
Lemma 3.2.15.
Using these structures we are of course interested in the deformations ρ =
∑∞
r=0 λ
rρr of (6.1)
of the induced differential type. This means that the ρr are 1-cochains
ρr ∈
⋃
L∈N0
l∈N0
DiffOpLC∞(M)(C
∞(M);DiffOplC∞(P )(Γ
∞(P,E)); Γ∞(P,E)) (6.3)
in the crucial complex
(HC•diff(C
∞(M),D), δ), (6.4)
where δ is induced by (6.2). Due to the observation made in Corollary 3.2.8, the Hochschild
differential respects the left C∞(P )-module structure of all vector spaces HCkdiff(C
∞(M),D), this
means
δ(f · φ) = f · δφ (6.5)
for all f ∈ C∞(P ), φ ∈ HC•diff(C
∞(M),D). Due to the results of Chapter 2, especially of the
Sections 2.4 and 2.5, the first and the second cohomology groups of this differential Hochschild
complex represent the obstruction for an order by order construction of the desired deformations
and the equivalence transformations between them.
The sections Γ∞(P,E) can of course be restricted to open subsets U˜ ⊆ P and it is clear by
considering the restriction p|U˜ that the sections Γ
∞(U˜ , q−1(U˜)) have analogous module structures
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with respect to C∞(U˜) and C∞(p(U˜)). The common restrictions of maps are obviously compatible
with the considered pointwise structures. Thus, the surjective submersion together with the sheaves
E = Γ∞PE and A = C
∞
M (6.6)
of sections of E over P and functions over M are a special example of structures as in Remark 4.4.1
and one is further able to apply the results of Proposition 4.4.7 which will be very important for
the computation of the cohomology.
Remark 6.1.1
Note that for the above geometric situation of a surjective submersion p : P −→ M one could
already consider C∞(P ) as a right C∞(M)-module with
ρ0(f, a) = p
∗a · f (6.7)
for all f ∈ C∞(P ) and a ∈ C∞(M). This is of course a special case of (6.1) for the trivial
vector bundle E = P × C since Γ∞(P,P × C) ∼= C∞(P ). The corresponding complex then is
HC•diff(C
∞(M),D) with D = DiffOp•C∞(P )(C
∞(P ), C∞(P )).
Remark 6.1.2 (The zeroth cohomology)
As seen in Section 2.5, the zeroth Hochschild cohomology is given by the commutant of the right
module structure within the differential operators. In the considered geometrical context it is
clear that the elements of the commutant are nothing but the vertical differential operators D ∈
DiffOpver(Γ
∞(P,E),Γ∞(P,E)) which are defined by the condition
D(p∗a · s) = p∗a ·D(s) (6.8)
for all a ∈ C∞(M) and s ∈ Γ∞(P,E).
6.1.2 Deformation theory on principal fibre bundles
Since every principal fibre bundle p : P −→ M is also a surjective submersion the above con-
siderations still hold in this case. However, being given the additional principal right action
r : G −→ Aut(P ) of the structure group G it is natural to consider so-called equivariant vector
bundles over P . This means that G acts on the total space E of the vector bundle q : E −→ P
by vector bundle automorphisms over the principal right action or the corresponding left action.
First, we consider the case of a right action
R : G −→ Aut(E) (6.9)
with the property that Rg : E −→ E is fibrewise linear and
q ◦ Rg = rg ◦ q (6.10)
for all g ∈ G. Equation (6.10) can be seen as the G-invariance of q.
A right action R on a vector bundle E as above naturally induces a corresponding left action
L : G −→ Aut(E∗) (6.11)
on the dual vector bundle q : E∗ −→ P whose fibres E∗u over u ∈ P are the dual spaces of
the fibres Eu of E. For an element g ∈ G the action is simply given by the transposed maps
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Lg = R
∗
g : E
∗
ug −→ E
∗
u defined by (Lgv
∗)(v) = v∗(Rgv). It is obvious that the so defined maps
Lg : E
∗ −→ E∗ again are fibrewise linear and now satisfy
q ◦ Lg = rg−1 ◦ q. (6.12)
Of course, such a left action induces a right action in the analogous way. In the following it will
not play any role which kind of action on E, left or right, we consider. Together with the principal
right action r both of them induce left representations of G on the space of sections of p : E −→ P .
Explicitly, one has for all s ∈ Γ∞(P,E)
g ✄ s = Rg−1 ◦ s ◦ rg or (6.13)
g ✄ s = Lg ◦ s ◦ rg. (6.14)
It is remarkable that the properties of the principal right action r, this means to be free and
proper, confer [88, Chap. 9] or [43], are always inherited by the action of an equivariant vector
bundle.
Lemma 6.1.3 (Equivariant vector bundles over principal fibre bundles)
If q : E −→ P is an equivariant vector bundle over a principal fibre bundle p : P −→M the action
of the structure Lie group G on E is smooth, free and proper.
Proof: Without loss of generality one can assume to be given a right action R as in (6.9).
Smoothness is clear by definition. That R is free, this means that g ✄ e 6= e for all e ∈ E and
all group elements g ∈ G except the neutral element, is a consequence of the property (6.10)
and the freeness of r. Properness has several equivalent definitions. For our purpose we use the
characterization of [88, Prop. 9.13]. According to the results there, the action R is proper if the
following condition is satisfied. Given a convergent sequence {en} in E and a sequence {gn} in
G such that the sequence {Rgnen} converges, then there exists a convergent subsequence of {gn}.
That this really is the case can be seen very easily. Due to the continuity of the projection q and
the property (6.10), the convergent sequences {en} and {Rgnen} in E induce convergent sequences
{q(en)} and {q(Rgnen) = rgnen} in P . But then, the properness of the right action r yields the
assertion. 
Since Rg and Lg are fibrewise linear these definitions yield representations and the module
structures are all G-invariant. One has g ✄ (fs) = (g ✄ f)(g ✄ s) where the action on f ∈ C∞(P )
is given by pullback, g✄ f = r∗gf . Regarding the right module structure (6.1) as cochain and using
the induced action on maps, this implies
g ✄ ρ0 = ρ0. (6.15)
Of course we are interested in deformations of the same type. Since the action on C∞(M) is trivial
we are in the situation of Remark 2.6.4 and have to compute the cohomology of the complex
(HC•diff(C
∞(M),DG), δ). (6.16)
Of course, all occurring structures are G-invariant. In particular, the zeroth cohomology is given
by the G-invariant vertical differential operators DiffOpver(Γ
∞(P,E); Γ∞(P,E))G.
The properties (6.10) and (6.12) imply that the orbits of R or L are subsets of the preimages
under q of orbits of r. This shows that the right actions are compatible with the restrictions of maps
to U˜ = p−1(U) ⊆ P with open subsets U ⊆ M . Altogether, the sheaves E = Γ∞PE and A = C
∞
M
now satisfy the conditions of Remark 4.4.11 and we can use the results of Proposition 4.4.12.
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Remark 6.1.4 (Submodules of smooth sections)
In some relevant examples we will not be interested in deformations of the right C∞(M)-module
Γ∞(P,E) of all sections but rather in the deformations of a particular submodule
Γˆ∞(P,E) ⊆ Γ∞(P,E) (6.17)
consisting of sections with a further particular property. If this submodule gives rise to a subsheaf
Γˆ∞PE of substructures with all properties of Γ
∞
PE it is evident that all considerations are absolutely
the same. In the following we will thus omit the extra notation.
6.1.3 Notation and specific properties of the relevant complexes
Before we come to the computation of the cohomologies of the complexes (6.4) and (6.16) we
investigate some further properties of their cochains arising in this specific context.
Remark 6.1.5 (Notation)
From now on it will be convenient to use the following abbreviations: For any manifold N and any
C∞(N)-(bi)module M we set
DiffOp•(M) = DiffOp•C∞(N)(M;M) (6.18)
and in particular
DiffOp•(N) = DiffOp•C∞(N)(C
∞(N), C∞(N)). (6.19)
Further, we set
DiffOpL(N,M) = DiffOpLC∞(N)(C
∞(N), . . . , C∞(N)︸ ︷︷ ︸
k-times
;M) (6.20)
for L = (l1, . . . , lk) ∈ N
k
0, k ∈ N, and
HC•(N,M) = HC•(C∞(N),M). (6.21)
For the structures of the previous section the meaning will then always be clear from the context.
The considered cochains are given by differential operators and due to the results of Section 4.4
these operators define presheaves. Thus, the cochains can be restricted to open subsets U˜ ⊆ P
using the natural restriction maps introduced in the Sections 4.2 and 4.3. In the G-invariant setting
these restrictions are only allowed to open subsets p−1(U) with U ⊆ M . In any case, if U = p(U˜)
is the domain of a local chart for M the differential operators have the expected local expressions.
We prove the following general statement for the presheaf of differential operators with values in
differential operators.
Lemma 6.1.6
Let U˜ ⊆ P be an open subset such that for U = p(U˜) there is a local chart (U, x) of M . Further, let
there be given φ ∈ DiffOpL(M,DiffOp•(Γ∞(P,E))) with multiorder L = (l1, . . . , lk) ∈ N
k
0 of differ-
entiation. Then there exist uniquely defined differential operators φα1···αk
U˜
∈ DiffOp•(Γ∞(U˜ , E|U˜ ))
with multiindices αi ∈ N
n
0 , i = 1, . . . , k, such that
φ|U˜ (a1, . . . , ak) =
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂xα1
. . .
∂|αk |ak
∂xαk
)
· φα1...αk
U˜
(6.22)
for all a1, . . . , ak ∈ C
∞(U).
For φ ∈ DiffOpL(M,DiffOp•(Γ∞(P,E))G) and U˜ = p−1(U) the same assertion is true with
G-invariant operators φα1···αk
U˜
∈ DiffOp•(Γ∞(U˜ , E|U˜ ))
G.
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Proof: The proof is a straightforward generalization of the well-known considerations for ordinary
differential operators. The assertion is shown by an induction over |L|. For |L| = 0 one obviously
has φ|U˜ (a1, . . . , ak) = (a1 . . . ak) · φ|U˜ (1, . . . , 1). Due to the results of Chapter 4, in particular the
ones of Section 4.4, the uniqueness of the local expression φ|U˜ is already clear. Thus we can assume
that x(U) ⊆ Rn is convex. Now, for |L| ≥ 0 consider an arbitrary point u0 ∈ U˜ and p(u0) =
p0 ∈ U . Further consider an arbitrary section s ∈ Γ
∞(U˜ , E|U˜ ) and functions a1, . . . , ak ∈ C
∞(U).
The assumed convexity assures that for all points p ∈ U and t ∈ [0, 1] the convex combination
tx(p) + (1 − t)x(p0) is again in the range of the chart x and we can use Hadamard’s trick. For
l = 1, . . . , k one has
al(p) = (al ◦ x
−1)(x(p0)) +
1∫
0
d t
d
d t
(
(al ◦ x
−1)(tx(p) + (1− t)x(p0))
)
= al(p0) +
1∫
0
d t
∂(al ◦ x
−1)
∂xi
(tx(p) + (1− t)x(p0))(x
i(p)− xi(p0))
= al(p0) + b
l
i(p)(x
i(p)− xi(p0)).
Thus one has al = al(p0) + b
l
i · (x
i − xi(p0)). The functions b
l
i ∈ C
∞(U) given by bli(p) =
1∫
0
d t ∂(al◦x
−1)
∂xi
(tx(p) + (1− t)x(p0)) satisfy
∂|α|bli
∂xα
(p0) =
1∫
0
d t
∂|α|+1(ali ◦ x
−1)
∂xα∂xi
(tx(p) + (1− t)x(p0))t
|α||p=p0 =
1
|α|+ 1
∂|α|+1al
∂xα∂xi
(p0) (6.23)
for all multiindices α ∈ Nn0 . Using the linearity properties one then has
((φ|U˜ (a1, . . . , ak))(s))(u0)
= φ|U˜ (a1(p0) + b
1
i · (x
i − xi(p0)), a2, . . . , ak)(s)(u0)
= a1(p0)φ|U˜ (1, a2, . . . , ak)(s)(u0) +
(
φ|U˜ ◦ L
(1)
xi−xi(p0)
− Lxi−xi(p0) ◦ φ|U˜
)
(b1i , a2, . . . ak)(s)(u0),
where the term Lxi−xi(p0) ◦ φ|U˜ could be added since it vanishes in the considered expression due
to the module structure, ((a · D)(s))(u0) = a(p0)D(s)(u0) with D ∈ DiffOp
•(Γ∞(U˜ , E|U˜ )) and
a ∈ C∞(U). After setting
Sil = φ|U˜ ◦ L
(l)
xi−xi(p0)
− Lxi−xi(p0) ◦ φ|U˜ ∈ DiffOp
L−el(C∞(U),DiffOp•(C∞(U˜))),
an iteration yields
((φ|U˜ (a1, . . . , ak))(s))(u0) = a1(p0) . . . ak(p0)φ|U˜ (1, . . . , 1)(s)(u0)
+
k∑
l=1
a1(p0) . . . al−1(p0)S
i
l (1, . . . , 1, b
l
i, al+1, . . . ak)(s)(u0).
Using the induction hypothesis for the Sil and the property (6.23), the form (6.22) follows since s
and u0 were arbitrary. The assertion concerning the G-invariance is obvious. 
Remark 6.1.7
It is easy to see that Lemma 6.1.6 even holds for Hochschild cochains, this means for φ ∈
DiffOpL(M,DiffOpl(Γ∞(P,E))) with a fixed l ∈ N0. Then, the assertion is true with φ
α1···αk
U˜
∈
DiffOpl(Γ∞(U˜ , E|U˜ )). Of course the same is true for G-invariant cochains.
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The local expressions in Lemma 6.1.6 have the interesting consequence that the considered
differential operators φ already have values in the differential operators of some fixed order and
thus are Hochschild cochains. In order to prove this we need the following simple lemma.
Lemma 6.1.8
Let M be a manifold and let D ∈ DiffOpl(M) where l ∈ N0 is the smallest possible order of
differentiation to choose, this means D /∈ DiffOpl−1(M). Further let {Ui}i∈I be an open cover of M .
Then the corresponding restrictions of the operator D are differential operators D|Ui ∈ DiffOp
li(Ui)
with li ≤ l for all i ∈ I and there exists at least one i0 ∈ I with D|Ui0 ∈ DiffOp
l(Ui0) where l is the
smallest possible order.
Proof: The assertion is clear with the sheaf property of differential operators of some fixed order
of differentiation. If there existed an l˜ ∈ N0 with li ≤ l˜ < l for all i ∈ I this would imply that
D ∈ DiffOpl˜(M) which is a contradiction to the choice of l. 
Lemma 6.1.9
For all k ∈ N and L ∈ Nk0 one has
DiffOpL(M,DiffOp•(Γ∞(P,E))) =
⋃
l∈N0
DiffOpL(M,DiffOpl(Γ∞(P,E))). (6.24)
The same is true for operators with values in G-invariant maps.
Proof: The nontrivial inclusion to show is
DiffOpL(M,DiffOp•(Γ∞(P,E))) ⊆
⋃
l∈N0
DiffOpL(M,DiffOpl(Γ∞(P,E))).
Let φ ∈ DiffOpL(M,DiffOp•(Γ∞(P,E))) with L ∈ Nk0 and k ∈ N0. Using the abbreviation
Dl(P ) = DiffOpl(Γ∞(P,E)) one has to show the following assertion:
There exists an l ∈ N0 such that for all a1, . . . , ak ∈ C
∞(M) the smallest possible l˜(a1, . . . , ak) ∈
N0 with φ(a1, . . . , ak) ∈ D
l˜(a1,...,ak)(P ) is bounded by l, this means l˜(a1, . . . , ak) < l.
Now assume that this is not the case. Then there exists a strictly monotonically increasing
sequence {ln}n∈N with ln ∈ N0 such that for all n ∈ N there exist a
(n)
1 , . . . , a
(n)
k ∈ C
∞(M)
with φ(a
(n)
1 , . . . , a
(n)
k ) ∈ D
ln(P ) \ Dln−1(P ). Due to Lemma 6.1.8 there exist charts (Un, xn) of
M with φ(a
(n)
1 , . . . , a
(n)
k )|p−1(Un) ∈ D
ln(p−1(Un)) \ D
ln−1(p−1(Un)). Since DiffOp
•(Γ∞(P,E)) ⊂
Loc(Γ∞(P,E)) is a subpresheaf one has φ(a1, . . . , ak)|p−1(Un) = φ|p−1(Un)(a1|Un , . . . , ak|Un) and
(6.22) then shows that the smallest possible degree of φ(a1, . . . , ak)|p−1(Un) for all a1, . . . , ak can
not be greater than ln. Thus one can assume that the open subsets for different minimal orders
are disjoint, Un ∩ Um = ∅ for n 6= m. Once again with Lemma 6.1.8 we choose for all n ∈ N open
subsets Vn ⊆ Un with V
cl
n ⊆ Un and φ(a
(n)
1 , . . . , a
(n)
k )|p−1(Vn) ∈ D
ln(p−1(Vn)) where ln is minimal.
For all n ∈ N we now choose χn ∈ C
∞(M) with χn|Vn = 1 and supp(χn) ⊆ Un and consider the
well-defined functions bs =
∑∞
n=1 χna
(n)
s ∈ C∞(M) with bs|Vn = a
(n)
s |Vn for all s = 1, . . . , k. We
then get
φ(b1, . . . , bk)|p−1(Vn) = φ|p−1(Vn)(a
(n)
1 |Vn , . . . , a
(n)
k |Vn) = φ(a
(n)
1 , . . . , a
(n)
k )|p−1(Vn) ∈ D
ln(p−1(Vn)),
where ln is the smallest possible order. Thus, the smallest possible order of φ(b1, . . . , bk) is at
least ln. Since ln → ∞ for n → ∞, it is clear that φ(b1, . . . , bk) ∈ Loc(Γ
∞(P,E)) has no well-
defined degree of differentiation, φ(b1, . . . , bk) /∈ DiffOp
•(Γ∞(P,E)). This is a contradiction to the
assumption on φ. The assertion for G-invariant maps is a direct consequence of (6.24) itself. 
This result shows that in the present situation the characterization of the differential type is
easy and one has not to take care of the subtleties occurring in the general situation.
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Remark 6.1.10 (The natural notion of differential right module structures)
The local formulas obtained in the considered situation show that our definitions really discuss
differential right module structures in the natural and desired sense. If U˜ ⊆ P in Lemma 6.1.6
is the domain of a local chart (U˜ , z) on P such that one in addition has a local C∞(U˜)-module
basis {si}i=1,...,r for Γ
∞(U˜ , E|U˜ ) one can further consider the local expression for the operators
DiffOpl(Γ∞(P,E)), confer [123, Thm. A.5.2]. Regardless of a possibly existing G-invariance all
1-cochains ρ ∈ DiffOpL(M,DiffOpl(Γ∞(P,E))) then have the following local form for all a ∈
C∞(p(U˜)) and s = f isi ∈ Γ
∞(U˜ , E|U˜ ) with f
i ∈ C∞(U˜),
ρU˜ (s, a) = ρ|U˜ (a)(s) =
∑
|α|≤L
(
∂|α|a
∂xα
· φα
U˜
)
(s) =
∑
|α|≤L
|β|≤l
(
p∗
∂|α|a
∂xα
)
·
∂|β|f i
∂zβ
· sαβi . (6.25)
There, sαβi ∈ Γ
∞(U˜ , E|U˜ ) are uniquely defined sections. Note the different kinds of multiindices
α ∈ Nn0 and β ∈ N
n+k
0 .
Naively, one would have defined the differential right module structures to be operators in
DiffOp•C∞(M)(Γ
∞(P,E), C∞(M); Γ∞(P,E)). (6.26)
However, this does not lead to the desired local expression (6.25). In the principal bundle case the
map
Dg : (s, a) 7−→ p
∗a · (g ✄ s) (6.27)
which is induced by the right action (6.13) or (6.14) defines such a differential operator Dg ∈
DiffOp
(0,0)
C∞(M)(Γ
∞(P,E), C∞(M); Γ∞(P,E)) for all g ∈ G. But of course such right module struc-
tures containing a nonlocal shift by g should not be called differential. These considerations justify
and affirm the chosen approach to deformation theory of right modules of a particular type as
introduced in Section 2.2.
6.2 The basic steps of the computation of the cohomology
The strategy to compute the differential Hochschild cohomologies of the complexes (6.4) and (6.16)
basically consists of four steps. Although the basic ideas are the same for both complexes we have
to discuss the two cases separately. The differences between surjective submersions and principal
fibre bundles caused by the right action make it necessary to pursue slightly different paths.
6.2.1 The basic steps for surjective submersions
For surjective submersion the four steps are the following.
i.) First, one makes use of the fact that the Hochschild complexes can be restricted to open
subsets of an appropriate covering of P and that one is able to consider the local situation.
ii.) It is a general fact that the sections of a vector bundle become a free module over the algebra
of smooth functions on the base manifold if one considers the local situation with respect to
a vector bundle chart. Using Lemma 3.2.15, we thus can consider the deformation problem
for the right module of functions described in Remark 6.1.1.
iii.) Due to the fact that a surjective submersion allows a specific choice of charts, we can consider
a surjective submersion pr1 : V × G −→ V with a manifold G and an open convex subset
V ⊆ Rn. In this case, it will be possible to compute the Hochschild cohomologies using the
techniques developed in Chapter 5.
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iv.) In the last step we observe that the coboundaries which are used to compute the local coho-
mologies are images of cochains with globally bounded orders of differentiation. Thus, it will
be possible to apply Proposition 4.4.7 and to compute the initial Hochschild cohomology.
The reduction of the problem to the local situation described in the third point makes use of
the particular geometric situation. By the constant rank theorem, confer [20, Satz 5.4], for any
point u ∈ P there exist open subsets U˜ ⊆ P with u ∈ U˜ and U ⊆ M with p = p(u) ∈ U together
with diffeomorphisms x : U −→ V ⊆ Rn and x˜ : U˜ −→ V ×G ⊆ Rn+k, such that p(U˜ ) = U and
x ◦ p ◦ x˜−1 = pr1. Clearly, in this case G ⊆ R
k is an open subset. It is possible to choose the
open subsets in a way that V ⊆ Rn is convex. Furthermore, one can achieve that in the considered
situation the vector bundle q : E −→ P has a local trivialization over U˜ . This means that there
exists a vector bundle chart ψ : E|U˜ −→ U˜ ×W with pr1 ◦ψ = q. Such adapted local charts (U˜ , x˜)
of P and (U, x) of M build adapted atlases and in particular induce corresponding open coverings
of P . These adapted structures which will be used throughout the chapter induce the commutative
diagram
E
q
E|U˜
ι
q
ψ
U˜ ×W
pr1
P
p
U˜
ι
p
x˜
V ×G ⊂ Rn+k
pr1
M U
ι x
V ⊂ Rn,
(6.28)
where ι in every case denotes the embedding map. All spaces in the first row again are vector
bundles over the corresponding spaces in the second row. Considering only the second and third
row every column of the diagram is the diagram of a surjective submersion with a canonical right
module structure for the corresponding algebras of smooth functions as in (6.7).
Using these adapted charts the reduction of the initial deformation problem to the local one is
realized as follows.
Lemma 6.2.1
The restriction maps of sections and functions, the local vector bundle chart ψ and the local charts
x˜ and x give rise to chain maps and chain isomorphisms
HC•diff(M,DiffOp(Γ
∞(P,E)))
HC•diff(U,DiffOp(Γ
∞(U˜ , E|U˜ )))
∼=
Matr×r
(
HC•diff(U,DiffOp(U˜ ))
)
HC•diff(U,DiffOp(U˜))
∼=
HC•diff(V,DiffOp(V ×G)).
(6.29)
Proof: As already mentioned one is in the situation of Section 4.4.1. This in particular means
that HC•diff(M,DiffOp(Γ
∞(P,E))) can be seen as a presheaf of Hochschild complexes over P . Thus
the restriction map is a morphism of complexes.
Choosing a basis {w1, . . . , wr} of the typical fibre W the homeomorphism ψ : E|U˜ −→ U˜ ×W
gives rise to a corresponding C∞(U˜)-module basis {s1, . . . , sr} of Γ
∞(U˜ , E|U˜ ), thus becoming a
finitely generated free module. With (6.1) and (6.2) one thus can apply Lemma 3.2.15 and thus
has justified the isomorphism with the complex of matrices. In Lemma 3.2.15 it is further explained
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that the complex of matrices in fact is a matrix of one single complex. Thus the restriction to one
of those copies is a surjective chain morphism.
Finally, one considers the pullbacks of the inverse chart maps. It is simple to verify that (x˜−1)∗ :
C∞(U˜) −→ C∞(V ×G) is an algebra isomorphism and, in addition, a module isomorphism along
the algebra isomorphism (x−1)∗ : C∞(U) −→ C∞(V ). Then, the last isomorphism of complexes is
a consequence of the functorial behaviour of differential Hochschild complexes as already stated in
Remark 3.2.14. 
6.2.2 The basic steps for principal fibre bundles
Considering equivariant vector bundles over principal fibre bundles we have to modify the steps
used for surjective submersions taking care of the occurring actions of the structure group G.
i.) In the G-invariant case one works with presheaves over the base manifold M . Thus the
Hochschild complex (6.16) can only be restricted to open subsets U ⊆ M of an appropriate
covering of M and one considers the local situation with respect to such subsets U .
ii.) For the second step one has to work with G-invariant local module bases of the sections. Then,
the additional assertion of Lemma 3.2.15 assures that the initial problem for the sections can
be traced back to that of the functions even in the G-invariant setting.
iii.) Since every principal fibre bundle has corresponding local bundle charts one can consider the
trivial bundle pr1 : V ×G −→ V with the structure Lie group G and an open convex subset
V ⊆ Rn. In this case the explicit computation of the cohomology will turn out to respect the
additional G-invariance automatically.
iv.) Finally, it will be possible to apply Proposition 4.4.12 and to compute the initial G-invariant
cohomology.
In detail, the reduction of the problem now makes use of the following geometric situation.
Given an arbitrary principal fibre bundle p : P −→M it is clear by the very definition that for any
p ∈M there exists an open subset U ⊆M with p ∈ U such that the bundle over U is trivial, confer
Definition A.2.1. This means that there exists a principal bundle chart ϕ : P ⊇ p−1(U) −→ U ×G
with the defining properties pr1 ◦ ϕ = p and ϕ ◦ rg = (idU ×rg) ◦ ϕ. The map rg : G −→ G is the
right multiplication with g ∈ G, this means rg(h) = hg. Of course it is possible to achieve that U is
the domain of a chart x : U −→ V ⊆ Rn with the additional properties that U is contractible and
V ⊆ Rn is convex. In the following we will always work with open coverings ofM consisting of such
open subsets U ⊆M . Denoting the unit element of the group by e ∈ G one has that U × {e} and
ϕ−1(U ×{e}) are contractible. Then it is clear that the bundle E is trivial over ϕ−1(U ×{e}) such
that the sections have a module basis {si}i=1,...,r, confer [92, Thm. 3.4.35]. This gives rise to a G-
invariant module basis {si}i=1,...,r of the sections Γ
∞(p−1(U), E|p−1(U)) over p
−1(U) = ϕ−1(U ×G)
by setting
si(ϕ
−1(p, h)) = Rhsi(ϕ
−1(p, e)) or si(ϕ
−1(p, h)) = Lh−1si(ϕ
−1(p, e)). (6.30)
The invariance
g ✄ si = si (6.31)
for all g ∈ G is a simple computation. Altogether, the above structures and properties are summa-
rized in the following commutative diagram.
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E
q
Rg
L
g−1
E|p−1(U)
ι
q
Rg
Lg−1
E
q
E|p−1(U)
ι
q
P
p
rg
p−1(U)
ι
p
ϕ
rg
si
U ×G
pr1
idU ×rg
x×idG
V ×G
pr1
idV ×rg
P
p
p−1(U)
ι
p
ϕ
si
U ×G
pr1
x×idG
V ×G
pr1
M U
ι
U
x
V ⊂ Rn.
(6.32)
All four triangles occurring in the diagram are of course diagrams of principal fibre bundles. With
slightly different structures and morphisms the reduction of the G-invariant Hochschild complex
has more or less the same appearance as before.
Lemma 6.2.2
The restriction maps of sections and functions, the G-invariant module basis, the principal bundle
chart ϕ, and the local chart x give rise to chain maps and chain isomorphisms
HC•diff(M,DiffOp(Γ
∞(P,E))G)
HC•diff(U,DiffOp(Γ
∞(p−1(U), E|p−1(U)))
G)
∼=
Matr×r
(
HC•diff(U,DiffOp(p
−1(U))G)
)
HC•diff(U,DiffOp(p
−1(U))G)
∼=
HC•diff(V,DiffOp(V ×G)
G).
(6.33)
Proof: For the chain morphism given by the restriction map we now use the results of Section 4.4.2.
With the G-invariant module basis and Lemma 3.2.15 one gets the first isomorphism and the second
chain morphism as in Lemma 6.2.1. For the last isomorphism one needs the G-invariant algebra
morphism (ϕ−1 ◦(x−1× idG))
∗ : C∞(p−1(U)) −→ C∞(V ×G) which is a module isomorphism along
(x−1)∗ : C∞(U) −→ C∞(V ) and Remark 3.2.14. 
6.3 The local Hochschild cohomology HH•diff(V,DiffOp(V ×G))
According to the considerations of Section 6.2.1 we now have to compute the Hochschild cohomolo-
gies HH•diff(V,DiffOp(V ×G)) for the trivial surjective submersion pr1 : V ×G −→ V with a convex
subset V ⊆ Rn and a smooth manifold G. It should be emphasized already at the beginning that
in the following we do not use the fact that in the situation of Section 6.2.1 G is a subset of Rk.
Instead, G can be an arbitrary manifold. Thus it will be very easy to see that the situation of
Section 6.2.2 where G is a Lie group and where one has to compute the G-invariant Hochschild
cohomology HH•diff(V,DiffOp(V × G)
G) for the trivial principal fibre bundle pr1 : V × G −→ V ,
can be treated in the very same way. It will be possible to implement the additional G-invariance
without any restrictions.
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We will often take advantage of the fact that an atlas of local charts (Uˆ , y) of G induces an
atlas of adapted local charts
(U˜ = V × Uˆ , x˜ = idV ×y) (6.34)
of V ×G.
The computation of the cohomology shall be performed using the arguments and techniques of
Chapter 5, in particular Section 5.7. In order to do this, one first has to show the consistency of
the two notions of differential cochains. Lemma 6.1.6 already ensures that the local expressions of
cochains have the form as in Definition 5.3.2. In the considered case this is sufficient for the global
situation.
Lemma 6.3.1
Let φ ∈ DiffOpL(V,DiffOpl(V × G)) with L ∈ Nk0, k, l ∈ N0. Then there exist unique φ
α1...αk ∈
DiffOpl(V ×G) such that
φ(a1, . . . , ak) =
∑
|α1|≤l1,...,|αk|≤lk
(
∂|α1|a1
∂xα1
. . .
∂|αk |ak
∂xαk
)
· φα1...αk . (6.35)
for all a1, . . . , ak ∈ C
∞(V ).
Proof: Using the adapted charts (6.34) for the local expressions in (6.22) the stated uniqueness
of the occurring φα1...αk
U˜
∈ DiffOp(U˜) shows that there exist unique φα1...αk ∈ DiffOpl(V ×G) with
φα1...αk |U˜ = φ
α1...αk
U˜
such that (6.35) holds. 
Besides this more or less obvious consistency of definitions one has to prove that DiffOp•(V ×G)
satisfies all requirements of the topological bimodule M in Theorem 5.7.5.
For this purpose we have to consider an appropriate topology of the differential operators
DiffOpl(P ) on a smooth manifold P of dimension d. The Fre´chet topology of the differential
operators of order l ∈ N0 which is induced from the one of smooth functions on P by using the
local expressions will be sufficient for this purpose. Consider all compact subsets K ⊆ P such that
K ⊆ U for a chart (U, z) of P . Then, every differential operator D ∈ DiffOpl(P ) has the local
form D|U =
∑
|α|≤lD
α
U
∂|α|
∂zα
with coefficient functions DαU ∈ C
∞(U) and multiindices α ∈ Nd0. The
common seminorms pK,r with r ∈ N0 inducing the Fre´chet topology of C
∞(P ), confer (5.29), are
then used to define corresponding seminorms p
(l)
U,K,r on the spaces DiffOp(P )
l via
p
(l)
U,K,r(D) = max
|α|≤l
(pK,r(D
α
U )) = max
p∈K
|β|≤r
|α|≤l
∣∣∣∣∣
(
∂|β|
∂zβ
DαU
)
(p)
∣∣∣∣∣ for all D ∈ DiffOpl(P ). (6.36)
It is easy to see that the maps p
(l)
U,K,r really are seminorms. Thus, they induce a locally convex
topology on Dl with the following well-known properties.
Lemma 6.3.2
Let P be a manifold and for each l ∈ N0 let DiffOp
l(P ) be equipped with the topology induced by
the seminorms of (6.36). Then the following statements hold:
i.) The locally convex spaces DiffOpl(P ) are Fre´chet spaces, this means they are Hausdorff,
metrizable and complete.
ii.) The embedding map DiffOp(P )l →֒ DiffOp(P )k for all l ≤ k is a continuous embedding with
closed image. In particular, the topology of DiffOp(P )l is the one induced from DiffOp(P )k.
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iii.) The composition of differential operators is a continuous map DiffOp(P )l × DiffOp(P )l
′
−→
DiffOp(P )l+l
′
for all l, l′ ∈ N0.
iv.) With respect to the natural Fre´chet topology of C∞(P ) the spaces DiffOp(P )l are topological
(C∞(P ), C∞(P ))-bimodules with the left module structure a ·D = La ◦D and the right module
structure D · a = D ◦ La for D ∈ DiffOp(P ) and a ∈ C
∞(P ).
v.) If P is a principal fibre bundle the G-invariant differential operators are closed subspaces
DiffOpl(P )G ⊆ DiffOpl(P ) for all l ∈ N0.
Proof: It is obvious that the locally convex spaces DiffOpl(P ) are topological vector spaces. For
the Hausdorff property one only has to show that for all 0 6= D ∈ DiffOpl(P ) there exist seminorms
with p
(l)
U,K,r(D) 6= 0. This is clear with K = {p} for appropriate p ∈ U ⊆ P and r = 0.
By definition, a manifold is in particular a topological space which is second countable, this
means the topology has a countable basis. Thus one can choose a countable covering {Un}n∈N
of P with chart domains and, in addition, a countable covering of each Un with compact subsets
K ⊆ Un ⊆ P , confer [123, App. A.1]. Since the locally convex topology is already induced by the
corresponding countable set of seminorms {pn}n∈N the topology is metrizable, for instance with the
metric d(D,D′) = maxn
1
2
pn(D−D′)
1+pn(D−D′)
for all D,D′ ∈ DiffOpl(P ). The countable set of seminorms
inducing the topology further implies that the topology is first countable, this means that for all D ∈
DiffOpl(P ) there exists a countable set of neighbourhoods such that any neighbourhood contains one
of those. For example, the open balls of rational radius with respect to the seminorms pn build such
a set. Thus, DiffOpl(P ) is complete if and only if any Cauchy sequence converges. Due to (6.36)
a Cauchy sequence {Dn} of operators induces Cauchy sequences {D
α
U,n} of coefficient functions
with respect to the Fre´chet topology of C∞(U) for the relevant chart (U, z). Then, these sequences
converge to smooth functions DαU ∈ C
∞(U). Considering different charts (U, z) and (U ′, z′) with
U ∩ U ′ 6= ∅ the local coefficient functions are related by DαU,n|U∩U ′ =
∑
|β|≤lD
β
U ′,n|U∩U ′ · f
α
β where
fαβ ∈ C
∞(U ∩U ′) contains the Jacobi matrices of the coordinate change. Since the functions are a
topological algebra this behaviour is the same for the limits DαU and D
α
U ′ . Thus, they determine a
well-defined differential operator D ∈ DiffOpl(P ) given by the local expressions. By construction,
the sequence {Dn} converges to D. Thus, DiffOp
l(P ) is a Fre´chet space.
The next three assertions are easy consequences of (6.36). If D ∈ DiffOp(P )l and l ≤ k
one has p
(k)
U,K,r(D) = p
(l)
U,K,r(D). This and the first point imply the second assertion. The third
and fourth part are a simple consequence of the Leibniz rule. With the obvious notation the
third part follows with p
(l+l′)
U,K,r(D ◦ D
′) ≤ p
(l)
U,K,r(D)p
(l′)
U,K,r+l(D
′) and for the fourth part one has
p
(l)
U,K,r(f ·D) ≤ pK,r(f)p
(l)
U,K,r(D) and p
(l)
U,K,r(D · f) = p
(l)
U,K,r(D)pK,r+l(f).
For the last statement let Dn ∈ DiffOp
l(P )G be a sequence of differential operators converging
to D ∈ DiffOpl(P ) with respect to the considered topology. The fact that for all compact subsets
K ⊆ U of a chart domain U ⊆ P one has pK,r(Dn(f)) ≤ p
(l)
U,K,r(Dn)pK,r+l(f), implies that for
all f ∈ C∞(P ) the sequence Dn(f) converges to D(f) with respect to the usual Fre´chet topology
of C∞(P ). Since we only work with smooth group actions the right action rg : P −→ P is a
diffeomorphism for all g ∈ G. Thus, r∗g : C
∞(P ) −→ C∞(P ) is a continuous map and the equation
r∗g(Dn(f)) = Dn(r
∗
gf) implies r
∗
g(D(f)) = D(r
∗
gf) for all f ∈ C
∞(P ). This shows g ✄D = D which
proves the assertion. 
The next lemma makes use of the canonical global coordinates xi : Rn ⊇ V −→ R, i = 1, . . . , n,
which extend to maps xi ∈ C∞(V ×G).
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Lemma 6.3.3
Every D ∈ DiffOpl(V ×G) with l ∈ N0 is of the form
D =
l∑
r=0
1
r!
Di1...ir
∂r
∂xi1 . . . ∂xir
(6.37)
with uniquely defined vertical operators Di1...ir ∈ DiffOpl-rver(V × G) which are symmetric in the
indices i1, . . . , ir ∈ {1, . . . , n}.
Proof: With the adapted local charts (6.34) the considered D ∈ DiffOpl(V × G) has the local
expression
D|U˜ =
l∑
s=0
s∑
r=0
1
r!(s− r)!
D
i1...irj1...js−r
Uˆ
∂r
∂xi1 . . . ∂xir
∂s−r
∂yj1 . . . ∂yjs−r
=
l∑
r=0
l∑
s=r
1
r!(s− r)!
D
i1...irj1...js−r
Uˆ
∂s−r
∂yj1 . . . ∂yjs−r
∂r
∂xi1 . . . ∂xir
, (6.38)
with unique functions D
i1...irj1...js−r
Uˆ
∈ C∞(V × Uˆ) which are symmetric in each group of indices
i1, . . . , ir ∈ {1, . . . , n} and j1, . . . , js−r ∈ {1, . . . , k}. The behaviour under a change of the charts
(Uˆ , y) of G shows that the locally given vertical differential operators
Di1...ir
Uˆ
:=
l∑
s=r
1
(s− r)!
D
i1...irj1...js−r
Uˆ
∂s−r
∂yj1 . . . ∂yjs−r
∈ DiffOpl-rver(V × Uˆ) (6.39)
uniquely define global ones Di1...ir ∈ DiffOpl-rver(V × G) with D
i1...ir |
V×Uˆ = D
i1...ir
Uˆ
, thus yielding
(6.37). 
The two lemmas above now imply the applicability of Theorem 5.7.5.
Lemma 6.3.4
The filtered space DiffOp•(V ×G) satisfies the conditions of Theorem 5.7.5. Hence one has
HC•diff(V,DiffOp(V ×G))
∼=
∞⋃
l=0
HomdiffAe (X•,DiffOp
l(V ×G)) (6.40)
and
HH•diff(V,DiffOp(V ×G))
∼= H
(
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G))
)
. (6.41)
Proof: Since pr∗1 : C
∞(V ) −→ C∞(V × G) is a continuous map with respect to the corre-
sponding Fre´chet topologies, Lemma 6.3.2 immediately implies for P = V × G that the spaces
DiffOpl(V ×G) are topological (C∞(V ), C∞(V ))-bimodules with the structures corresponding to
(6.2). Lemma 6.3.3 and the Leibniz rule show that the right C∞(V )-module structures satisfy
condition (5.27), so all DiffOpl(V ×G) are (C∞(V ), C∞(V ))-bimodules of order l ∈ N0. Then, the
stated isomorphisms follow. 
So far, the problem of computing the Hochschild cohomology has only been paraphrased
and reformulated for other complexes. But now, it is possible to compute the cohomology of⋃∞
l=0 HomAe(K•,DiffOp
l(V ×G)) explicitly.
It is a crucial point to recognize that the differential operators on C∞(V × G) and thus the
relevant complex
⋃∞
l=0HomAe(K•,DiffOp
l(V ×G)) have a particular grading. With Lemma 6.3.3
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it follows immediately that any differential operator D ∈ DiffOpl(V ×G) can be written as a direct
sum D =
∑l
r=0Dr where the Dr are given by
Dr =
1
r!
Di1...ir
∂r
∂xi1 . . . ∂xir
=
∑
α∈Nn0
|α|=r
Dαr
∂r
∂xα
=
∑
α∈Nn0
|α|=r
Dαr
∂r
∂(x1)α1 . . . (xn)αn
(6.42)
with vertical operators Di1...ir and Dαr ∈ DiffOp
l-r
ver(V × G) satisfying D
α
r (pr
∗
1a · f) = pr
∗
1a ·D
α
r (f)
for all a ∈ C∞(V ) and f ∈ C∞(V ×G). The Dr ∈ DiffOp
l(V ×G) are obviously specified by the
property that the order of differentiation with respect to the horizontal direction V is exactly given
by r. The subset of all such differential operators in DiffOpl(V × G) of the form (6.42) shall be
denoted by DiffOplr(V ×G). Then for all l ∈ N0 one has the decomposition
DiffOpl(V ×G) =
l⊕
r=0
DiffOplr(V ×G), (6.43)
showing that DiffOpl(V ×G) is a graded space. The decomposition (6.43) naturally transfers to
HomAe(K•,DiffOp
l(V ×G)) =
l⊕
r=0
HomAe(K•,DiffOp
l
r(V ×G)) for all l ∈ N. (6.44)
Definition 6.3.5 (The degree of horizontal differentiation)
By linear extension of
degψ = rψ for all ψ ∈ HomAe(K•,DiffOp
l
r(V ×G)) (6.45)
one obtains a map
deg :
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G)) −→
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G)), (6.46)
which, by the obvious reasons, is called the degree of horizontal differentiation.
With HomAe(K0,DiffOp
l
r(V × G))
∼= DiffOplr(V × G) one obviously has a corresponding map
deg : DiffOp•(V ×G) −→ DiffOp•(V ×G) defined by
degDr = rDr for all Dr ∈ DiffOp
l
r(V ×G), (6.47)
such that (degψ)(ω) = deg(ψ(ω)) for all ψ ∈ HomAe(Kk,DiffOp
l(V × G)) and ω ∈ Kk with
l, k ∈ N0.
The (C∞(V ), C∞(V ))-bimodule structure of DiffOp•(V ×G) as in (6.2) induces a corresponding
C∞(V × V )-module structure according to Proposition 5.2.1. For the latter structure we can
formulate the following simple but useful lemma.
Lemma 6.3.6
Let xi : V −→ R be the coordinate functions with respect to the canonical basis {ei}i=1,...,n of R
n
and let ξi = xi ⊗ 1− 1⊗ xi ∈ C∞(V × V ) as in (5.41). Then, for all D ∈ DiffOp•(V ×G) one has
(ξi ·D) ◦
∂
∂xj
− ξi ·
(
D ◦
∂
∂xj
)
= δijD, for all i, j = 1, . . . , n (6.48)
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and
n∑
j=1
((
(−ξj) ·D
)
◦
∂
∂xj
)
= degD. (6.49)
Moreover, one finds that for all r ≤ l ∈ N0 and i = 1, . . . , n the left multiplication lξi with ξ
i is a
map
lξi : DiffOp
l
r(V ×G) −→ DiffOp
l−1
r−1(V ×G). (6.50)
Proof: With the bimodule structure (6.2) it is obvious that xi · (D ◦ ∂
∂xj
) = (xi ·D) ◦ ∂
∂xj
and a
simple computation shows (D ◦ ∂
∂xj
) · xi = (D · xi) ◦ ∂
∂xj
+ δijD. Then, (6.48) follows by (5.21). Due
to the linearity of both sides it is sufficient to show (6.49) for D ∈ DiffOplr(V × G) as in (6.42).
Then, one first computes for all f ∈ C∞(V ×G) n∑
j=1
(D · xj) ◦
∂
∂xj
 (f)
=
∑
|α|=r
Dαr
∂r
∂(x1)α1 . . . ∂(xn)αn
 n∑
j=1
pr∗1x
j ·
∂f
∂xj

=
∑
|α|=r
Dαr
 n∑
j=1
pr∗1x
j ·
∂r
∂(x1)α1 . . . ∂(xn)αn
∂f
∂xj
+
n∑
j=1
αj
∂rf
∂(x1)α1 . . . ∂(xn)αn

=
n∑
j=1
pr∗1x
j ·D
(
∂f
∂xj
)
+ rD(f) =
 n∑
j=1
(xj ·D) ◦
∂
∂xj
+ degD
 (f),
where one has used the Leibniz rule
∂αj
∂(xj)αj
(
pr∗1x
j ·
∂f
∂xj
)
=
αj∑
t=0
(
αj
t
)
∂tpr∗1x
j
∂(xj)t
·
∂αj−t+1f
∂(xj)αj−t+1
= pr∗1x
j ·
∂αj
∂(xj)αj
∂f
∂xj
+αj
∂αjf
∂(xj)αj
. (6.51)
This yields
n∑
j=1
(
(D · xj) ◦
∂
∂xj
− (xj ·D) ◦
∂
∂xj
)
= degD, (6.52)
and (6.49) follows again with (5.21). The property (6.50) is a simple consequence of the Leibniz
rule and (5.21). 
After the above preparing considerations we now define the crucial maps which will lead to a
homotopy equation.
Definition 6.3.7
We define the map
δ−1K :
∞⋃
l=0
HomAe(K•,DiffOp
l(C∞(V ×G))) −→
∞⋃
l=0
HomAe(K•−1,DiffOp
l(C∞(V ×G))) (6.53)
by the linear extension of the maps
(δ−1K )
kψ =
{
1
k+r (δ
∗
K)
kψ for k ≥ 1
0 for k = 0
(6.54)
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for ψ ∈ HomAe(Kk,DiffOp
l
r(C
∞(V ×G))) where the maps
(δ∗K)
k :
∞⋃
l=0
HomAe(Kk,DiffOp
l(C∞(V ×G))) −→
∞⋃
l=0
HomAe(Kk−1,DiffOp
l(C∞(V ×G))) (6.55)
are defined by
((δ∗K)
kψ)(ei1 ∧ · · · ∧ eik−1) = −
n∑
j=1
ψ(ej ∧ ei1 ∧ · · · ∧ eik−1) ◦
∂
∂xj
(6.56)
for all is ∈ {1, . . . , n} with the dual basis {e
i}i=1...,n of the canonical basis {ei}i=1...,n of R
n.
With (5.40) for the case of the canonical basis of Rn the coboundary operators
δkK = (d
K
k+1)
∗ (6.57)
of the considered complex are given by
(δkKψ)(e
i1 ∧ · · · ∧ eik+1) =
n∑
j=1
ξj · ψ
(
ia(ej)(e
i1 ∧ · · · ∧ eik+1)
)
(6.58)
for ψ ∈
⋃∞
l=0HomAe(Kk,DiffOp
l(C∞(V ×G))) and is ∈ {1, . . . , n} with ξ
j as in (5.41).
Remark 6.3.8
Note that by definition for all r ≤ l ∈ N0 and k ≥ 1 one has
δ−1K : HomAe(Kk,DiffOp
l
r(V ×G)) −→ HomAe(Kk−1,DiffOp
l+1
r+1(V ×G)). (6.59)
and, even for k ≥ 0,
δK : HomAe(Kk,DiffOp
l
r(V ×G)) −→ HomAe(Kk+1,DiffOp
l−1
r−1(V ×G)) (6.60)
due to (6.50). It is further remarkable that in contrast to δK the maps δ
∗
K and δ
−1
K are not A
e-linear.
Proposition 6.3.9 (The crucial homotopy)
The K-linear map δ−1K yields an explicit homotopy for the identity map of the considered complex(⋃∞
l=0HomAe(K•,DiffOp
l(C∞(V ×G))), δK
)
. This means that for k ≥ 1
δk−1K ◦ (δ
−1
K )
k + (δ−1K )
k+1 ◦ δkK = id . (6.61)
Consequently, the corresponding cohomologies are trivial, this means
Hk
(
∞⋃
l=0
HomAe(K,DiffOp
l(V ×G))
)
= {0} for k ≥ 1. (6.62)
Proof: With the formulas of Lemma 6.3.6 one computes for k ≥ 1(
(δk−1K ◦ (δ
∗
K)
k + (δ∗K)
k+1 ◦ δkK)ψ
)
(ei1 ∧ · · · ∧ eik)
= −ξi ·
(
ψ(ej ∧ ia(ei)(e
i1 ∧ · · · ∧ eik)) ◦
∂
∂xj
)
−
(
ξi · ψ(ia(ei)(e
j ∧ ei1 ∧ · · · ∧ eik))
)
◦
∂
∂xj
= −ξi ·
(
ψ(ej ∧ ia(ei)(e
i1 ∧ · · · ∧ eik)) ◦
∂
∂xj
)
+
(
(−ξj) · ψ(ei1 ∧ · · · ∧ eik)
)
◦
∂
∂xj
+
(
ξi · ψ(ej ∧ ia(ei)(e
i1 ∧ · · · ∧ eik))
)
◦
∂
∂xj
= degψ(ei1 ∧ · · · ∧ eik) + ψ(ej ∧ ia(ej)(e
i1 ∧ · · · ∧ eik))
= ((deg +k id)ψ)(ei1 ∧ · · · ∧ eik).
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This shows that
δk−1K ◦ (δ
∗
K)
k + (δ∗K)
k+1 ◦ δkK = deg+k id (6.63)
for all k ∈ N. Due to Remark 6.3.8 and the definition of δ−1 this yields (6.61). The last statement
(6.62) is an immediate consequence. 
Proposition 6.3.9 now already states that the local Hochschild cohomologies are trivial. Ac-
cording to the explanations of Proposition 4.4.7 this result extends to the global situation if all
cocycles in a determined Hochschild module are images of cochains with globally bounded orders
of differentiation. In the present case this is true since there exists an explicit homotopy map δ−1
yielding the desired property.
Theorem 6.3.10 (The local Hochschild cohomology HH•diff(V,DiffOp(V ×G)))
Let V ⊂ Rn be an open and convex subset and let G be a manifold. Then one has for all k ∈ N:
i.) The k-th differential Hochschild cohomology with values in DiffOp(V ×G) is trivial
HHkdiff(V,DiffOp(V ×G)) = {0}. (6.64)
ii.) There exists an explicit homotopy
δk−1 ◦ (δ−1)k + (δ−1)k+1 ◦ δk = id, (6.65)
where the maps (δ−1)k : HCkdiff(V,DiffOp(V ×G)) −→ HC
k−1
diff (V,DiffOp(V ×G)) are given by
(δ−1)k = Ξk−1 ◦
(
(Gk−1)
∗ ◦ (δ−1K )
k ◦ (Fk)
∗ + (sk−1)
∗
)
◦ (Ξk)−1. (6.66)
iii.) In particular, for any multiindex L = (l1, . . . , lk) ∈ N
k
0 one has
(δ−1)k : DiffOpL(V,DiffOpl(V ×G)) −→ DiffOpL˜(V,DiffOpl+1(V ×G)), (6.67)
where the new multiindex L˜ = (l˜1, . . . , l˜k−1) ∈ N
k−1
0 is given by
l˜i = max{(k − 2)! + |L|, l + 2} ≤ (k − 2)! + |L|+ l + 2 for all i = 1, . . . , k − 1. (6.68)
Proof: The proof of Equation (6.65) is a simple computation which makes use of (6.61), (5.81)
and the properties of the involved functions. Then, Equation (6.64) is trivial. The third assertion
(6.67) follows with Proposition 5.7.3 and Remark 6.3.8 by counting the orders of differentiation. 
As stated in the beginning of the section all previous considerations can be reformulated in the
G-invariant setting.
Remark 6.3.11 (The G-invariant local cohomology HH•diff(V,DiffOp(V ×G)
G))
If G is a Lie group all statements of this section are still true when replacing DiffOp(V × G) by
DiffOp(V ×G)G. In detail, this is the case because of the following reasons.
i.) The assertions of the Lemmas 6.3.1 and 6.3.3 still hold for the G-invariant operators. This is
a direct consequence of the Equations (6.35) and (6.37) due to the stated uniqueness.
ii.) As seen in the last part of Lemma 6.3.2, DiffOpl(V ×G)G is a closed subspace of DiffOpl(V ×G)
for all l ∈ N0. With pr
∗
1 : C
∞(V ) −→ C∞(V ×G)G this implies that DiffOp•(V ×G)G satisfies
the conditions of Theorem 5.7.5. Thus, Lemma 6.3.4 can be reformulated.
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iii.) The differential operators ∂
∂xj
∈ DiffOp1(V ×G)G for j = 1, . . . , n which occur in the defining
Equation (6.56) for the map δ∗K are G-invariant. Further, the decomposition (6.43) and the
map deg are G-invariant. Thus, the derived map δ−1K satisfies
δ−1K :
∞⋃
l=0
HomAe(K•,DiffOp
l(V ×G)G) −→
∞⋃
l=0
HomAe(K•−1,DiffOp
l(V ×G)G). (6.69)
Moreover, this implies that the maps (δ−1)k in Theorem 6.3.10 have restrictions
(δ−1)k : DiffOpL(V,DiffOpl(V ×G)G) −→ DiffOpL˜(V,DiffOpl+1(V ×G)G). (6.70)
Thus, Theorem 6.3.10 is also true in the G-invariant case and one has
HHkdiff(V,DiffOp(V ×G)
G) = {0} for all k ≥ 1. (6.71)
6.4 Existence and uniqueness of the relevant deformations
In the last step of our computation we use the obtained local results and apply the Propositions 4.4.7
and 4.4.12. This is only possible due to the found explicit homotopy map δ−1 which guarantees
that all coboundaries are images of cochains with uniformly bounded degrees of differentiation.
Altogether, we can reverse the steps of the Lemmas 6.2.1 and 6.2.2 and find the following central
theorems.
Theorem 6.4.1 (Hochschild cohomology for surjective submersions)
Let q : E −→ P be a vector bundle over a surjective submersion p : P −→M . Then,
HHkdiff(M,DiffOp
•(Γ∞(P,E))) =
{
DiffOp•ver(Γ
∞(P,E))
{0}
for
k = 0
k ≥ 1.
(6.72)
More specifically, every φ ∈ DiffOpL(M,DiffOpl(Γ∞(P,E))) with L = (l1, . . . , lk) ∈ N
k
0, k ≥ 1, and
δφ = 0 is of the form
φ = δΘ (6.73)
with Θ ∈ DiffOpL˜(M,DiffOpl+1(Γ∞(P,E))) and L˜ as in (6.68).
Proof: The proof is now an easy consequence of Proposition 4.4.7 and Theorem 6.3.10 using a
partition of unity which is subordinate to the atlas of adapted charts {U˜i}i∈I as used in (6.28). 
Analogously, one gets the following result for principal fibre bundles.
Theorem 6.4.2 (Hochschild cohomology for principal fibre bundles)
Let p : P −→ M be a principal fibre bundle with structure Lie group G and let q : E −→ P be an
equivariant vector bundle. Then one has
HHkdiff(M,DiffOp
•(Γ∞(P,E))G) =
{
DiffOp•ver(Γ
∞(P,E))G
{0}
for
k = 0
k ≥ 1.
(6.74)
More specifically, every φ ∈ DiffOpL(M,DiffOpl(Γ∞(P,E))G) with L = (l1, . . . , lk) ∈ N
k
0, k ≥ 1,
and δφ = 0 is of the form
φ = δΘ (6.75)
with Θ ∈ DiffOpL˜(M,DiffOpl+1(Γ∞(P,E))G) and L˜ as in (6.68).
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Due to these results and those of the Sections 2.4 and 2.5 we can now find the existence
and uniqueness up to equivalence of the aspired deformations of right module structures. Of
course we always consider differential and G-invariant differential deformations in the sense of the
Definitions 2.3.1, 2.4.1, 3.2.1, 3.2.4 and 2.6.2.
Theorem 6.4.3 (Deformations on surjective submersions)
Let q : E −→ P be a vector bundle over a surjective submersion p : P −→ M with a Poisson
manifold M as basis. Further, let ⋆ be a star product on M . Then there always exists a differential
deformation of the right module structure (6.1) of the sections Γ∞(P,E) which is unique up to
equivalence.
Theorem 6.4.4 (Deformations on principal fibre bundles)
Let q : E −→ P be an equivariant vector bundle over a principal fibre bundle p : P −→ M with a
Poisson manifold M as basis. Further, let ⋆ be a star product on M . Then there always exists a
G-invariant differential deformation of the right module structure (6.1) of the sections Γ∞(P,E)
which is unique up to equivalence.
Remark 6.4.5 (Notation)
In analogy to a ⋆ b = µ(a, b) =
∑∞
r=0 λ
rµr(a, b) we simply write
s • a = ρ(s, a) =
∞∑
r=0
λrρr(s, a) (6.76)
for the deformed right module structure. All structures of the new right module structure are
simply denoted by
(Γ∞(P,E)[[λ]], •)(C∞(M)[[λ]],⋆). (6.77)
From the considerations of this chapter, in particular Section 6.2, it becomes clear that the
special case of functions C∞(P ) on the total space P is crucial for all deformations as above. This
is the reason why these deformations are called deformation quantizations of the bundles themselves.
Besides having clarified the occurring notions we have found the proofs for the Theorems 1.4.3 and
1.4.4.
Corollary 6.4.6 (Deformation quantization of surjective submersions)
Every surjective submersion over a Poisson manifold with a given differential star product admits
a deformation quantization which is unique up to equivalence.
Corollary 6.4.7 (Deformation quantization of principal fibre bundles)
Every principal fibre bundle over a Poisson manifold with a given differential star product admits
a deformation quantization which is unique up to equivalence.
Example 6.4.8 (Tangent and cotangent bundles)
For a surjective submersion p : P −→ M one can consider the tangent and cotangent bundles
TP −→ P and T ∗P −→ P as well as arbitrary tensor products thereof. Then the corresponding
tensor fields have a deformed right module structure with respect to a star product ⋆ on M .
If P is a principal fibre bundle one has a right action R of the structure group G on the tangent
bundle TP given by the tangent map
Rg = T rg : TuP −→ TugP (6.78)
and the induced left action Lg = (T rg)
∗ on the cotangent bundle. Then it is obvious that the
induced actions (6.13) and (6.14) on the sections are nothing but the usual pullbacks of vector
fields and differential forms. Thus, the actions are algebra automorphisms with respect to the
tensor product.
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With respect to the applications in classical gauge theories we find the following important
theorem where all results are summarized.
Theorem 6.4.9 (Deformation quantization of horizontal forms)
Let p : P −→M be a principal fibre bundle with structure Lie group G and right action r. Further,
let the base be a Poisson manifold M with a corresponding differential star product ⋆.
Then there exists a right (C∞(M)[[λ]], ⋆)-module structure • of the horizontal forms
Γ∞hor(P,
∧•T ∗P )[[λ]] (6.79)
with the following properties:
i.) The module structure • is a differential deformation of the pointwise module, this means
α • a = p∗a · α+
∞∑
r=1
λrρr(α, a) (6.80)
for α ∈ Γ∞hor(P,
∧•T ∗P )[[λ]] and a ∈ C∞(M)[[λ]] with ρr(α, a) = ρr(a)(α) for differential
operators ρr ∈
⋃
L,l∈N0
DiffOpL(M,DiffOpl(Γ∞hor(P,
∧•T ∗P ))).
ii.) The module structure is G-invariant, this means that for all g ∈ G
r∗g(α • a) = (r
∗
gα) • a (6.81)
iii.) The deformation • is unique up to equivalence.
Proof: One has to show that the horizontal forms Γ∞hor(P,
∧tT ∗P ) for all t ∈ N0 give rise to a
subsheaf of substructures as in Remark 6.1.4. The defining property of such forms α to vanish
if one argument is vertical, this means ia(V )α = 0 if V ∈ Γ
∞(V P ), is not affected by the right
module structure (6.1). The sheaf structure is clear and the pullback r∗g of forms is in fact an action
on the horizontal forms since Tp ◦ T rg = Tp implies that T rg : V P −→ V P . Note that in this
case for a local chart (U, x) of M the tensor products of pullbacks p∗ dxi for i = 1, . . . , n = dimM
build a C∞(p−1(U))-module basis of Γ∞hor(p
−1(U),
∧tT ∗p−1(U)) which is obviously G-invariant.
Application of Theorem 6.4.2 shows that
HHkdiff(M,DiffOp(Γ
∞
hor(P,
∧tT ∗P ))G) = {0} (6.82)
for all k ≥ 1 and the assertion is again a consequence of the general results of Chapter 2. 
Remark 6.4.10
With the given definitions it is obvious that in the present situations Proposition 2.4.8 can be
applied. Thus, for all deformed right module structures with respect to a star product ⋆ the unit
function 1 ∈ C∞(M) acts by the identity. This means that
s • 1 = s and f • 1 = f (6.83)
for all s ∈ Γ∞(P,E)[[λ]] and f ∈ C∞(P )[[λ]] as above.

Chapter 7
The commutants of the deformations
For the further investigations of the deformations discussed in Chapter 6, in particular the com-
putation of the commutants within the differential operators, we will make use of the well-known
symbol calculus for differential operators. The basic idea of symbol calculus comes from the gen-
eral transition from a filtered vector space V =
⋃∞
l=0 Vl to the corresponding graded vector space
W =
⊕∞
l=0Wl by setting V0 =W0 andWl = Vl/Vl−1 for l ∈ N. For the filtered spaces of differential
operators this procedure yields the spaces of the so-called symbols. In many important geometric
examples these symbols are isomorphic to other geometric structures, mostly tensor fields. Then,
many crucial properties of a differential operator in fact can be expressed by according properties
of the corresponding geometric structures. For many concrete problems and investigations this is
a very useful approach.
In the first section of this short chapter we repeat the basic concept for differential operators
DiffOp•(M) on the smooth functions on a manifold M . The presentation and discussion of the
relevant structures, in particular the symmetrized covariant derivative, result in the observation
that every differential operator can be identified with a unique series of symmetric multivector
fields. Basically, these considerations are found in [123, Sect. 5.4.1] or [102, Anhang B]. Further
information on symbol calculus can be found in [107]. For our purposes we formulate the generalized
assertions for the differential operators DiffOp•(M,C∞(P )) of the functions on the base manifold
M and the total space P of a surjective submersion p : P −→M and for the differential operators
DiffOp•(Γ∞(M,E)) of the sections of a vector bundle q : E −→M . Section 7.2 is dedicated to the
investigation of the crucial symmetrized covariant derivatives. It is shown that in the situations of
interest there exist adapted covariant derivatives such that the isomorphisms established by symbol
calculus preserve further information. As a first application of these observations it is shown
in Section 7.3 that there always exist deformation quantizations that respect a simple algebraic
property of the pullback p∗ : C∞(M) −→ C∞(P ). In combination with the results of Section 2.5
the developed symbol calculus finally allows a detailed investigation of the commutants of the
deformed structures which will be performed in Section 7.4.
7.1 Symbol calculus for differential operators
The starting point of the considerations is the already mentioned fact that with respect to a chart
(U, x) of a manifold M any differential operator D ∈ DiffOpl(M) of degree l ∈ N0 on the functions
of M has the local form
D|U =
l∑
r=0
1
r!
Di1...irU
∂r
∂xi1 . . . ∂xir
, (7.1)
119
120 Chapter 7. The commutants of the deformations
with uniquely defined functions Di1...irU ∈ C
∞(U) for r = 0, . . . , l which are symmetric in the indices
i1, . . . , ir. Conversely, if a K-linear map D : C
∞(M) −→ C∞(M) has the local form (7.1) for an
atlas ofM it is a differential operator D ∈ DiffOpl(M). Due to the transformation behaviour under
a change of charts it follows that these functions for r = l define a global symmetric tensor field
σl(D) ∈ Γ
∞(M,SkTM), the so-called principal symbol of D. This is defined by its restrictions
σl(D)|U =
1
l!
Di1...ilU
∂
∂xi1
∨ · · · ∨
∂
∂xil
(7.2)
to the chart domains of a corresponding atlas of M where ∨ is the symmetric tensor product which
for every K-vector space V is defined by v1 ∨ · · · ∨ vl =
∑
τ∈Sl
vτ(1) ⊗ · · · ⊗ vτ(l). Of course, it is
σl(D) = 0 if and only if D ∈ DiffOp
l−1(M).
For the further considerations one has to choose a covariant derivative ∇M = ∇TM on TM ,
this means a K-linear map ∇M : Γ∞(M,TM)×Γ∞(M,TM) −→ Γ∞(M,TM) with the properties
∇aXY = a∇
M
X Y and ∇X(aY ) = a∇
M
X Y + X(a)Y for all a ∈ C
∞(M) and X,Y ∈ Γ∞(M,TM).
Given any symmetric l-form γ ∈ Γ∞(M,SlT ∗M) the symmetrized covariant derivative DMγ ∈
Γ∞(M,Sl+1T ∗M) induced by ∇M is defined by
(DMγ)(X1, . . . ,Xl+1) =
l+1∑
s=1
(∇MXsγ)(X1, . . . ,
s
∧, . . . ,Xl+1), (7.3)
where the dual covariant derivative and its extension to the symmetric tensor product are again
denoted by ∇M . The notation
s
∧ indicates that the argument Xs is omitted. For l = 0, this means
for a ∈ C∞(M), one has DMa = d a. Due to the defining properties of a covariant derivative it is
clear that ∇M is a differential operator ∇M ∈ DiffOp(0,1)(Γ∞(M,TM),Γ∞(M,TM); Γ∞(M,TM)).
Likewise, it is easy to see that the symmetrized covariant derivative is a differential operator
DM ∈ DiffOp
1(Γ∞(M,SlT ∗M); Γ∞(M,Sl+1T ∗M)) for all l ∈ N0 and thus can be restricted to
open subsets U ⊆M . The local expression in a chart (U, x) of M turns out to be
DM |U = dx
i ∨ ∇ ∂
∂xi
. (7.4)
Thus, DM is a derivation of degree one of the symmetric algebra (
⊕∞
l=0 Γ
∞(M,SlT ∗M),∨). Note
that the local expression (7.4) may also serve as a definition for DM .
Defining D
(l)
M =
1
l!D
l
M for l ∈ N0 a simple induction shows that for a ∈ C
∞(M)
(D
(l)
Ma)|U =
1
l!
(
∂la|U
∂xi1 . . . ∂xil
+ Γi1...il(a|U )
)
dxi1 ∨ · · · ∨ dxil , (7.5)
where Γi1...il(a|U ) depends linearly on a|U and its partial derivatives at most up to order l − 1.
Using the derivation property of DM another simple induction yields
D
(l)
M (a · b) =
l∑
r=0
(D
(r)
M a) ∨ (D
(l−r)
M b) (7.6)
for all a, b ∈ C∞(M). Since a tensor field Tl ∈ Γ
∞(M,SlTM) can locally be written as
Tl|U =
1
l!
T i1...il
∂
∂xi1
∨ · · · ∨
∂
∂xil
(7.7)
with unique functions T i1...il ∈ C∞(U) one can thus define a differential operator DTl ∈ DiffOp
l(M)
by
DTla =
1
l!
〈
Tl,D
(l)
Ma
〉
, (7.8)
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where 〈·, ·〉 denotes the natural pairing of symmetric multivector fields with symmetric differential
forms defined by the local expressions, 〈Tl, γ〉|U = Tl|U (dx
i1 , . . . ,dxil)γ|U (
∂
∂xi1
, . . . , ∂
∂xil
). Equa-
tion (7.8) in fact defines a differential operator since one locally has
(DTla)|U =
1
l!
〈
1
l!
T i1...il
∂
∂xi1
∨ · · · ∨
∂
∂xil
,
1
l!
(
∂la|U
∂xi1 . . . ∂xil
+ Γi1...il(a|U )
)
dxi1 ∨ · · · ∨ dxil
〉
=
1
l!
T i1...il
(
∂la|U
∂xi1 . . . ∂xil
+ Γi1...il(a|U )
)
,
confer Lemma 4.2.10. Due to the properties of Γi1...ij (a|U ) one finds that σl(DTl) = Tl. Thus,
for all D ∈ DiffOpl(M) one has D − Dσl(D) ∈ DiffOp
l−1(M) and an induction finally yields the
following well-known proposition.
Proposition 7.1.1 (Symbol calculus for DiffOp(M))
Let ∇M be a covariant derivative on a manifold M . Then, every differential operator D ∈
DiffOpl(M) of order l can be identified with a unique series T0, . . . , Tl of symmetric multivector
fields Tj ∈ Γ
∞(M,SjTM), j = 0, . . . , l, yielding
D =
l∑
j=0
DTj , (7.9)
where T0 = D(1) and Tl = σl(D) are independent of the choice of ∇
M . The corresponding symbol
map σ, defined by
σ(D) = T0 + · · ·+ Tl ∈
l⊕
s=0
Γ∞(M,SsTM) (7.10)
then is a vector space isomorphism
σ : DiffOp•(M) −→ Γ∞(M,S•TM) =
∞⊕
l=0
Γ∞(M,SlTM). (7.11)
If p : P −→M is a surjective submersion one can not only consider the above explained symbol
calculus on the base and on the total space separately but also a combined version. The following
proposition shows that a covariant derivative ∇M on TM and an additional choice of a connection
TP = V P ⊕ HP as in Appendix A give rise to a symbol calculus for the differential operators
DiffOp•(M,C∞(P )) where C∞(P ) is equipped with the obvious C∞(M)-module structure which
is induced by the pullback p∗.
Proposition 7.1.2 (Symbol calculus for DiffOp•(M,C∞(P )))
Let p : P −→ M be a surjective submersion and let ∇M be a covariant derivative on TM . Then,
depending on ∇M and a choice of a connection TP = V P ⊕HP every differential operator D ∈
DiffOpl(M,C∞(P )) of order l ∈ N0 can be identified with a unique series T0, . . . , Tl of horizontal
symmetric multivector fields Tj ∈ Γ
∞(P, SjHP ), j = 0, . . . , l via D =
∑l
j=0DTj where
DTj (a) =
1
j!
〈Tj , p
∗D
(j)
M a〉. (7.12)
Proof: The proof is a straightforward generalization of the considerations above. As a special
case of the results of Lemma 6.1.6 and Remark 6.1.7 one finds that every differential operator
D ∈ DiffOpl(M,C∞(P )) has the local form
D|p−1(U)(a) =
l∑
r=0
Di1...ir
p−1(U)
· p∗
(
∂ra
∂xi1 . . . ∂xir
)
(7.13)
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for all a ∈ C∞(U) where (U, x) is a local chart of M and where Di1...ir
p−1(U)
∈ C∞(p−1(U)). For r = l
these functions define a global horizontal tensor field σl(D) ∈ Γ
∞(P, SlHP ) via
σl(D)|p−1(U) =
1
l!
Di1...il
p−1(U)
(
∂
∂xi1
)h
∨ · · · ∨
(
∂
∂xil
)h
. (7.14)
Locally, the horizontal lifts
{(
∂
∂xi
)h}
i=1,...,n
are a module basis of Γ∞(P,HP ) and the dual basis
is given by {p∗ dxi}i=1,...,n. This and (7.5) imply that every tensor field Tj ∈ Γ
∞(P, SjHP ) gives
rise to a differential operator DTj ∈ DiffOp
j(M,C∞(P )) by the natural pairing (7.12). Then,
σj(DTj ) = Tj leads to D − Dσl(D) ∈ DiffOp
l−1(M,C∞(P )) and a simple induction yields the
assertion. 
Besides the generalization made in Proposition 7.1.2 we will need another one for the differential
operators DiffOp•(Γ∞(M,E)) of the sections of a vector bundle p : E −→M . The adaptions are the
following. One now always considers charts (U, x) ofM such that E|U is trivial and Γ
∞(U,E|U ) has
a local module basis {ei}i=1,...,k ⊆ Γ
∞(E|U ) with its dual counterpart {e
i}i=1,...,k ⊆ Γ
∞(U,E∗|U ).
Then, every differential operator D ∈ DiffOpl(Γ∞(M,E)) has the local form
D|U (s) =
l∑
r=0
1
r!
∂rsi
∂xi1 . . . ∂xir
Di1...irUi (7.15)
for all local sections s = siei ∈ Γ
∞(U,E|U ) with coefficients s
i ∈ C∞(U) and where Di1...irUi ∈
Γ∞(U,E|U ). This induces a principal symbol σl(D) ∈ Γ
∞(M,SlTM ⊗ E∗ ⊗ E) by
σl(D)|U =
1
l!
∂
∂xi1
∨ · · · ∨
∂
∂xil
⊗ ei ⊗Di1...ilUi . (7.16)
Note that E∗ ⊗E is isomorphic to the endomorphism bundle End(E). With ∇M as before and an
additional covariant derivative ∇E : Γ∞(M,TM)× Γ∞(M,E) −→ Γ∞(M,E) on E one gets a new
one on the tensor product TM ⊗ E, again denoted by ∇E. The symmetrized version DE thereof
is defined in analogy to (7.3) and (7.4). But now it is a (Γ∞(M,S•T ∗M),∨)-module derivation of
Γ∞(M,S•T ∗M ⊗ E) satisfying
DE(α ∨ β ⊗ s) = (DMα) ∨ (β ⊗ s) + α ∨ DE(β ⊗ s)
= (DMα) ∨ (β ⊗ s) + α ∨ (DMβ)⊗ s+ α ∨ β ⊗ DEs (7.17)
for all α, β ∈ Γ∞(M,S•T ∗M) and s ∈ Γ∞(M,E). The analogue of (7.5) now reads
(D(l)s)|U =
1
l!
(
∂lsi
∂xi1 . . . ∂xil
+ Γii1...il(s|U )
)
dxi1 ∨ · · · ∨ dxil ⊗ ei. (7.18)
With the local form
Tl|U =
1
l!
T ii1...ilj
∂
∂xi1
∨ · · · ∨
∂
∂xil
⊗ ej ⊗ ei (7.19)
of any tensor field Tl ∈ Γ
∞(M,SlTM ⊗E∗⊗E) and analogous considerations to the previous cases
one finds the following extended version of symbol calculus.
Proposition 7.1.3 (Symbol calculus for DiffOp(Γ∞(M,E)))
Let p : E −→ M be a vector bundle and let ∇M and ∇E be covariant derivatives on M and E,
respectively. Then, every differential operator D ∈ DiffOpl(Γ∞(M,E)) of order l can be identified
with a unique series T0, . . . Tl of tensor fields Tj ∈ Γ
∞(M,SjTM ⊗ E∗ ⊗ E) ∼= Γ∞(M,SjTM ⊗
End(E)), j = 0, . . . , l, such that D =
∑l
j=0DTj , and where Tl = σl(D) is independent of the choices
of ∇M and ∇E. Thus one has a vector space isomorphism
σ : DiffOp•(Γ∞(M,E)) −→ Γ∞(M,S•TM ⊗ End(E)). (7.20)
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7.2 Covariant derivatives on surjective submersions and principal
fibre bundles
As seen above, the choice of covariant derivatives is crucial for the symbol calculus of differential
operators. In the following we prove the existence of covariant derivatives with particular properties
and discuss some resulting consequences which will be used in the later applications. The basic idea
of the following lemma comes from the related assertions in [13, Prop. 4.3] and [126, Satz 2.3.20].
Lemma 7.2.1 (Adapted covariant derivative)
Let p : P −→M be a surjective submersion and TP = V P ⊕HP be a connection. Further, let ∇M
be a torsion-free covariant derivative on TM . Then there always exists a covariant derivative ∇P
on TP with the following properties.
i.) ∇P is torsion-free, this means
∇PZW −∇
P
WZ = [Z,W ] (7.21)
for all Z,W ∈ Γ∞(P, TP ).
ii.) ∇P respects the vertical bundle, this means
∇PZV ∈ Γ
∞(P, V P ) for all V ∈ Γ∞(P, V P ), Z ∈ Γ∞(P, TP ). (7.22)
iii.) ∇P and ∇M satisfy
Tp ◦ ∇PXhY
h =
(
∇MX Y
)
◦ p (7.23)
for all X,Y ∈ Γ∞(M,TM).
If P is a principal fibre bundle with structure group G and TP = V P⊕HP is a principal connection,
this means T rgHuP = HugP for all u ∈ P and g ∈ G, it is possible to achieve the following
additional property.
iv.) ∇P is G-invariant, this means
r∗g∇
P
ZW = ∇
P
r∗gZ
r∗gW (7.24)
for all Z,W ∈ Γ∞(P, TP ) and g ∈ G.
Proof: The vertical bundle V P is integrable, this means [V,W ] ∈ Γ∞(P, V P ) for all V,W ∈
Γ∞(P, V P ). Due to this fact it is possible to choose a torsion-free covariant derivative ∇V P :
Γ∞(P, V P )× Γ∞(P, V P ) −→ Γ∞(P, V P ). This can now be extended to a covariant derivative ∇P
on TP . Due to the Leibniz rule it is possible to define ∇P by the values on vertical and horizontal
vector fields. Of course one defines
∇PVW = ∇
V P
V W (7.25)
for V,W ∈ Γ∞(P, V P ). Using the connection in the form of the corresponding projection P :
TP −→ V P onto the vertical space one further sets
∇PVH = (id−P)[V,H] and ∇
P
HV = P[H,V ] (7.26)
where H ∈ Γ∞(P,HP ) and V ∈ Γ∞(P, V P ). In addition, this definition can be made locally by
using horizontal lifts instead of arbitrary horizontal vectors since there exist local module bases
of Γ∞(P,HP ) consisting of horizontal lifts. The well-known facts concerning related vector fields
yielding (A.17) then show that
∇PVW = ∇
V P
V W, ∇
P
VX
h = 0, and ∇PXhV = [X
h, V ]. (7.27)
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Note that these equations also yield consistent definitions since (aX)h = (p∗a)Xh and V (p∗a) = 0
for all a ∈ C∞(M). For the last case of horizontal lifts we now use ∇M and set
∇P
Xh
Y h = (∇MX Y )
h +
1
2
(
[Xh, Y h]− [X,Y ]h
)
. (7.28)
for all X,Y ∈ Γ∞(M,TM). A simple calculation shows that the so defined ∇P is torsion-free
and it is obvious that ∇P respects the vertical bundle. With (A.17) one finally verifies equation
(7.23). For principal fibre bundles one simply chooses a covariant derivative ∇V P that additionally
is G-invariant. Since r∗gΓ
∞(P, V P ) = Γ∞(P, V P ) and with r∗gX
h = Xh the above defined covari-
ant derivative then is easily verified to be G-invariant. Confer [126, Satz 2.3.20] for an explicit
construction of all this. 
Remark 7.2.2
i.) Since ∇P as in Lemma 7.2.1 is torsion-free and respects the vertical bundle the covariant
derivative of a horizontal lift in vertical direction is vertical, this means
∇PVX
h ∈ Γ∞(P, V P ) for all V ∈ Γ∞(P, V P ),X ∈ Γ∞(M,TM). (7.29)
This is obvious with ∇PVX
h = ∇P
Xh
V + [V,Xh] and (A.17).
ii.) Note that a G-invariant covariant derivative ∇P on TP already defines a covariant derivative
∇M by (7.23). If ∇P is additionally torsion-free the same is true for ∇M .
Lemma 7.2.3
Let ∇M and ∇P be torsion-free covariant derivatives as in Lemma 7.2.1. Then, for all l ∈ N the
corresponding symmetrized covariant derivatives D
(l)
P and D
(l)
M are related by
D
(l)
P ◦ p
∗ = p∗ ◦ D
(l)
M . (7.30)
Proof: One has to show that DP (p
∗γ) = p∗(DMγ) for all forms γ ∈ Γ
∞(M,SlT ∗M). This can be
done by evaluation on arbitrary points u ∈ P and vectors Z1(u), . . . , Zl+1(u) ∈ TuP which of course
can be seen as values of vector fields Z1, . . . , Zl+1 ∈ Γ
∞(P, TP ). Due to the defining equation (7.3)
one has to show the equality of
(DP (p
∗γ))u (Z1(u), . . . , Zl+1(u)) =
l+1∑
s=1
(
Zs(u)
(
(p∗γ)(Z1, . . . ,
s
∧, . . . , Zl+1)
)
(7.31)
−
∑
i 6=s
(p∗γ)(Z1, . . . ,∇
P
ZsZi, . . . ,
s
∧, . . . , Zl+1)(u)
)
and
(p∗(DMγ))u (Z1(u), . . . , Zl+1(u)) = (DMγ)p(u)(TupZ1(u), . . . , TupZl+1(u)). (7.32)
This can be done by a case differentiation since it is clear with the connection TP = V P ⊕HP that
the relevant vectors can be seen as the direct sum Zi(u) = Vi(u)+X
h
i (u) of values of vertical vector
fields Vi ∈ Γ
∞(P, V P ) and horizontal lifts Xhi ∈ Γ
∞(P,HP ) of vector fields Xi ∈ Γ
∞(M,TM).
Since ∇P respects the vertical bundle and with (7.29) it follows that both (7.31) and (7.32) are
zero if at least one vector field is vertical and all others are horizontal lifts. Finally, let all vector
fields be horizontal lifts. Then, both expressions turn out to be
l+1∑
s=1
Xs(γ(X1 . . . , s∧, . . . ,Xl+1))−∑
i 6=s
γ(X1, . . . ,∇
M
XsXi, . . . ,
s
∧, . . . ,Xl+1)
 (p(u)),
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since Xhs (p
∗a) = p∗(Xs(a)) for all a ∈ C
∞(M). 
For a principal fibre bundle the G-invariance of ∇P induces the G-invariance of the correspond-
ing symmetrized covariant derivative.
Lemma 7.2.4
Let p : P −→ M be a principal fibre bundle and let ∇P be a G-invariant covariant derivative on
TP . Then, for all l ∈ N0 the corresponding symmetrized covariant derivative satisfies
D
(l)
P ◦ r
∗
g = r
∗
g ◦ D
(l)
P (7.33)
for all g ∈ G.
Proof: With the compatibility of the pullbacks r∗g and the G-invariance of ∇
P one computes with
(7.3) for all γ ∈ Γ∞(P, SlT ∗P ) and vector fields Z1, . . . , Zl+1 ∈ Γ
∞(P, TP )(
DP (r
∗
gγ)
)
(r∗gZ1, . . . , r
∗
gZl+1)
=
l+1∑
s=1
(r∗gZs)(r∗gγ(r∗gZ1, . . . , s∧, . . . , r∗gZl+1))−∑
i 6=s
r∗gγ(r
∗
gZ1, . . . ,∇
P
r∗gZs
r∗gZi, . . . ,
s
∧, . . . , r∗gZl+1)

= r∗g
l+1∑
s=1
Zs(γ(Z1, . . . , s∧, . . . , Zl+1))−∑
i 6=s
γ(Z1, . . . ,∇
P
ZsZi, . . . ,
s
∧, . . . , Zl+1)

= (r∗g(DP γ))(r
∗
gZ1, . . . , r
∗
gZl+1).
This shows (7.33). 
The above result concerning G-invariance has a useful generalization with respect to the covari-
ant derivatives occurring in Proposition 7.1.3. For this purpose we need the following lemma.
Lemma 7.2.5 (G-invariant covariant derivatives for equivariant vector bundles)
Every equivariant vector bundle q : E −→ P over a principal fibre bundle p : P −→M with structure
group G admits a G-invariant covariant derivative ∇E : Γ∞(P, TP )×Γ∞(P,E) −→ Γ∞(P,E), this
means with
g ✄∇EZs = ∇
E
r∗gZ
(g ✄ s) (7.34)
for all Z ∈ Γ∞(P, TP ), s ∈ Γ∞(P,E), and g ∈ G.
Proof: The assertion is nothing but a special case of [62, Cor. B.38] stating that every equivariant
vector bundle with a proper group action on the base manifold admits an invariant connection. In
our case the principal right action clearly satisfies the required condition. 
Lemma 7.2.6
Let q : E −→ P be an equivariant vector bundle over the principal fibre bundle p : P −→ M as
in Section 6.1.2. Further, let ∇E and ∇P be G-invariant covariant derivatives on E and TP ,
respectively. Then, the induced covariant derivative ∇E on TP ⊗ E is G-invariant with respect to
the representation on the sections α⊗ s ∈ Γ∞(P, S•T ∗P ⊗ E) given by
g ✄ (α⊗ s) = (r∗gα)⊗ (g ✄ s). (7.35)
Moreover, the same is true for the corresponding symmetrized covariant derivative, this means one
has
D
(l)
E (g ✄ s) = g ✄ (D
(l)
E s) (7.36)
for all l ∈ N0, s ∈ Γ
∞(E), and g ∈ G.
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Proof: The proof is an analogous computation to the one in the proof of Lemma 7.2.4 making
use of the involved definitions. In particular, one needs the fact that for γ ∈ Γ∞(P, SlT ∗P ⊗ E)
and Z,Z1, . . . , Zl ∈ Γ
∞(P, TP ) one has
(∇EZγ)(Z1, . . . , Zl) = ∇
E
Z (γ(Z1, . . . , Zl))−
l∑
i=1
γ(Z1, . . . ,∇
P
ZZi, . . . , Zl) (7.37)
and
g ✄ (γ(Z1, . . . , Zl)) = (g ✄ γ)(r
∗
gZ1, . . . , r
∗
gZl). (7.38)

The above results have the following important consequence.
Proposition 7.2.7
Let p : P −→M be a surjective submersion and let ∇M and ∇P be torsion-free covariant derivatives
on TM , and TP respectively, as in Lemma 7.2.1. Further, let ∇E be an arbitrary covariant
derivative on the vector bundle q : E −→ P . Then, the corresponding symbol map
σ : DiffOp•(Γ∞(P,E)) −→ Γ∞(P, S•TP ⊗ End(E)) (7.39)
restricts to a vector space isomorphism
σ : DiffOp•ver(Γ
∞(P,E)) −→ Γ∞(P, S•V P ⊗ End(E)) (7.40)
from the vertical differential operators to the vertical symmetric multivector fields with values in
the endomorphism bundle End(E).
Moreover, if q : E −→ P is an equivariant vector bundle over the principal fibre bundle p :
P −→ M and if the covariant derivatives ∇P and ∇E are G-invariant, the symbol map σ is also
G-invariant. This means that
g ✄ σ(D) = σ(g ✄D) (7.41)
with the naturally induced representations of G on the differential operators D ∈ DiffOp•(Γ∞(P,E))
and the sections Γ∞(P, S•TP ⊗ End(E)).
Proof: In order to prove the isomorphism (7.40) consider D =
∑l
j=0DTj ∈ DiffOp
l(Γ∞(P,E))
with Tj ∈ Γ
∞(P, SjTP ⊗ End(E)). First assume that Tj ∈ Γ
∞(SjV P ⊗ End(E)) are vertical for all
j = 1, . . . , l. By definition this yields for all s ∈ Γ∞(P,E) and a ∈ C∞(M) that j!DTj (p
∗a · s) =
〈Tj ,D
(j)
E (p
∗a ·s)〉 = 〈Tj ,
∑j
r=0 p
∗D
(r)
M p
∗a∨D
(j−r)
E s〉 = p
∗a · 〈Tj,D
(j)
E s〉. This shows that D is vertical.
The other implication is slightly more technical. If D(p∗a · s) = p∗a ·D(s) this implies
0 =
l∑
j=1
1
j!
〈Tj ,
j−1∑
r=0
p∗D
(j−r)
M a ∨ D
(r)
E s〉 =
l∑
j=1
j−1∑
r=0
1
j!
(
j
r
)
〈〈Tj , p
∗D
(j−r)
M a〉,D
(r)
E s〉
=
l−1∑
r=0
1
r!
〈〈
l∑
j=r+1
1
(j − r)!
Tj , p
∗D
(j−r)
M a〉,D
(r)
E s〉
for all s ∈ Γ∞(P,E) and a ∈ C∞(M). Due to the symbol calculus this shows that
0 =
l∑
j=r+1
1
(j − r)!
〈Tj , p
∗D
(j−r)
M a〉 for all r = 0, . . . , l − 1.
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For r = l−1 one gets 〈Tl, p
∗DMa〉 which locally for a chart (U, x) ofM implies that is(p
∗ dxi)Tl = 0.
Then, the successive treatment of the cases r = l − 2 to r = 0 yields that T1, . . . , Tl can not have
any horizontal contribution showing that T0+ · · ·+Tl ∈
⊕l
r=0 Γ
∞(P, SrV P ⊗End(E)). This proves
the isomorphism (7.40).
With the additional assumptions, Lemma 7.2.6, and the properties of the naturally involved
representations of G a simple computation for Tj ∈ Γ
∞(P, SjTP ⊗ End(E)) gives (g ✄DTj )(s) =
g✄ 1
j!〈Tj ,D
(j)
E (g
−1
✄s)〉 = 1
j!〈g✄Tj ,D
(j)
E s〉. There one has used the induced representation ofG on the
sections φ ∈ Γ∞(P,End(E)). If the action on E is a right action Rg one has (g✄φ) = Rg−1 ◦φ◦rg ◦Rg
with the obvious meaning. In any case, the resulting equation
g ✄DTj = Dg✄Tj (7.42)
for all j ∈ N0 is nothing but the stated G-invariance of the symbol map σ. 
7.3 Deformations that preserve the fibration
In Section 6.4 the question concerning existence and uniqueness up to equivalence of differential
and G-invariant deformations has been answered completely. In this section we concentrate on a
further property of deformation quantizations of surjective submersions and principal fibre bundles,
this means the deformed right module structures • of the functions C∞(P )[[λ]] with respect to a
star product algebra (C∞(M)[[λ]], ⋆).
Definition 7.3.1 (Fibration preserving deformation)
Let • be a deformation quantization of a surjective submersion or a principal fibre bundle p : P −→
M . The structure • is said to preserve the fibration if
(p∗a) • b = p∗(a ⋆ b) (7.43)
for all a, b ∈ C∞(M)[[λ]].
Such deformations are relevant to consider since they respect a classically given algebraic prop-
erty. In other words, the property states that the pullback p∗ : C∞(M)[[λ]] −→ C∞(P )[[λ]] in
the deformed situation still is a module morphism along the identity when regarding the algebra
(C∞(M)[[λ]], ⋆) as a module over itself.
In the subsequent considerations we show that there always exist deformations that preserve
the fibration. Before doing this we note that there exists an equivalent characterization of the
property (7.43).
Lemma 7.3.2
A deformation quantization • preserves the fibration if and only if it satisfies the equation
1 • a = p∗a (7.44)
for all a ∈ C∞(M).
Proof: The assertion is obvious due to the given right module property and the property 1⋆a = a
of any star product. 
Given a deformation •, the aim will be to find an appropriate equivalence transformation such
that the transformed deformation preserves the fibration. In order to find such a series of differential
operators we make use of the symbol calculus as explained in the Propositions 7.1.1 and 7.1.2.
128 Chapter 7. The commutants of the deformations
Lemma 7.3.3
Let D ∈ DiffOpL(M,DiffOpl(P )) be a differential operator with L ∈ Nk0, k ∈ N, l ∈ N0. Then,
every function f ∈ C∞(P ) gives rise to a differential operator Df ∈ DiffOp
L(M,C∞(P )) which is
defined by
Df (a1, . . . , ak) = D(a1, . . . , ak)(f) (7.45)
for all a1, . . . , ak ∈ C
∞(M).
Proof: With the present algebraic definition of differential operators the proof is a straightforward
induction over r = |L|. 
With the preceding lemmas it is now possible to show that for every deformation quantization
• one can explicitly construct a particular equivalence transformation which relates the both sides
of Equation (7.44).
Lemma 7.3.4
Let • be a deformation quantization of a surjective submersion p : P −→ M . Then there exists a
formal series T = id+
∑∞
r=1 λ
rTr of differential operators Tr ∈ DiffOp(P ) such that
T (p∗a) = 1 • a (7.46)
for all a ∈ C∞(M).
If • is a deformation quantization of a principal fibre bundle it can be achieved that T is a series
of G-invariant differential operators.
Proof: The deformed module structure • is given by a formal series ρ =
∑∞
r=0 λ
rρr of differential
operators ρr ∈ DiffOp
lr(M,DiffOpmr (P )) with lr,mr ∈ N0. Lemma 7.3.3 then shows that Dr(a) =
ρr(a)(1) defines a differential operator Dr ∈ DiffOp
lr(M,C∞(P )) for all r ∈ N0. After the choice of
a connection HP = V P ⊕HP and a torsion-free covariant derivative ∇M on TM Proposition 7.1.2
shows that
Dr(a) =
lr∑
s=0
1
s!
〈
T rs , p
∗D
(s)
M a
〉
with unique T rs ∈ Γ
∞(P, SsHP ). (7.47)
Using a torsion-free covariant derivative ∇P on TP with the properties of Lemma 7.2.1 we define
Tr ∈ DiffOp
lr(P ) by
Tr(f) =
lr∑
s=0
1
s!
〈
T rs ,D
(s)
P f
〉
. (7.48)
By the definition of a deformation quantization one has D0 = p
∗ ∈ DiffOp0(M,C∞(P )) and with
D
(0)
P = id this implies that T0 = id. Due to property (7.30) one finds Tr(p
∗a) = Dr(a) which shows
that the so constructed series T =
∑∞
r=0 λ
rTr has the required property.
In the principal fibre bundle case the proof is slightly different. The given G-invariance of
the ρr implies that r
∗
g(Dr(a)) = Dr(a). Thus, one has Dr = p
∗ ◦ DMr with differential operators
DMr ∈ DiffOp
lr(M) for which we apply the ordinary symbol calculus with respect to ∇M as
above. Choosing a principal connection and using the canonical extension of the horizontal lift to
multivector fields one gets
Dr(a) = p
∗
lr∑
s=0
1
s!
〈
T rs ,D
(s)
M a
〉
=
lr∑
s=0
1
s!
〈
(T rs )
h ,D
(s)
P a
〉
with unique T rs ∈ Γ
∞(M,SsTM).
(7.49)
Then one defines the Tr ∈ DiffOp
lr(P ) in analogy to (7.48). If the used ∇P is G-invariant the
compatibility of the natural pairing with the pullback r∗g, the G-invariance of the horizontal lifts,
and equation (7.33) show that the Tr are G-invariant. 
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With this preceding lemma we finally come to the aspired result.
Proposition 7.3.5 (Fibration preserving deformations)
Every surjective submersion and every principal fibre bundle admits a deformation quantization
which preserves the fibration.
Proof: Let • be an arbitrary deformation quantization with respect to a given star product ⋆.
Since the map T in Lemma 7.3.4 has all properties of an equivalence transformation, f •˜ a =
T−1 (Tf • a) defines a new deformation quantization •˜. With (7.46) we then get (p∗a) •˜ b =
T−1(1 • (a ⋆ b)) = p∗(a ⋆ b) for all a, b ∈ C∞(M).
The additional G-invariance of the map T for principal fibre bundles guarantees theG-invariance
of •˜ if • has this property. 
Remark 7.3.6
Note that the above proof and Lemma 7.3.4 not only yield the existence of deformations which
preserve the fibration. Moreover, the above considerations in fact provide an explicit procedure
to find such a deformation when starting with an arbitrary one by constructing the corresponding
equivalence transformation.
7.4 The commutants of the deformed right modules
As seen in Chapter 2, the fact that the crucial Hochschild cohomologies are trivial not only implies
that deformations exist and are unique up to equivalence, but also that one has a lot of information
concerning the corresponding commutants. In the subsequent considerations we apply the general
results of Section 2.5 to the particular situation of vector bundles q : E −→ P over surjective
submersions and principal fibre bundles.
First of all we concentrate on surjective submersions p : P −→ M and deformations • as in
Theorem 6.4.3. Due to the vanishing first cohomology group
HH1diff(M,DiffOp(Γ
∞(P,E))) = {0}, (7.50)
the results of Proposition 2.5.1 ensure that every choice of a deformation quantization • and a
decomposition
DiffOp(Γ∞(P,E)) = DiffOpver(Γ
∞(P,E)) ⊕DiffOpver(Γ
∞(P,E)) (7.51)
of all differential operators into the classical commutant and a complementary subspace lead to an
isomorphism
ρ′ : DiffOpver(Γ
∞(P,E))[[λ]] −→ {D ∈ DiffOp(Γ∞(P,E))[[λ]] |D(s • a) = D(s) • a} (7.52)
onto the commutant of the deformed module structure with ρ′ = id+
∑∞
r=1 λ
rρ′r. According to
Corollary 2.5.2 this further induces an associative deformation (DiffOpver(Γ
∞(P,E))[[λ]], µ′) of the
algebra (DiffOpver(Γ
∞(P,E)), ◦) of vertical differential operators with the usual composition of
maps. Using the definitions
A •′ s = ρ′(A)s and A ⋆′ B = µ′(A,B) (7.53)
for all A,B ∈ DiffOpver(Γ
∞(P,E))[[λ]] and s ∈ Γ∞(P,E)[[λ]], the sections C∞(P )[[λ]] inherit a
(⋆′, ⋆)-bimodule structure which is shortly denoted by
(DiffOpver(Γ
∞(P,E))[[λ]],⋆′)(•
′,Γ∞(P,E)[[λ]], •)(C∞(M)[[λ]],⋆). (7.54)
In the special case of functions C∞(P ), this means when considering deformation quantizations
of surjective submersion one gets the following result, see [19, Prop. 4.18]
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Proposition 7.4.1 (Mutual commutants for the module C∞(P ) of functions)
The commutant within the differential operators of DiffOpver(P )[[λ]] acting via •
′ on C∞(P )[[λ]] is
given by C∞(M)[[λ]] acting via •. Thus the two algebras in (7.54) are mutual commutants.
Proof: Let A =
∑∞
r=0 λ
rAr ∈ DiffOp
•(P )[[λ]] satisfy A(D •′ f) = D •′ (Af) for all D ∈
DiffOpver(P )[[λ]] and f ∈ C
∞(P )[[λ]]. It follows that in zeroth order A0 commutes with all un-
deformed left multiplications with functions D ∈ C∞(P ). Since C∞(P ) is a unital algebra this is
only possible if A0 ∈ C
∞(P ). Further we know that A0 commutes with all D ∈ DiffOpver(P ) in
zeroth order, so A0 is constant in fibre directions. This means nothing but A0 = p
∗a0 for some
a0 ∈ C
∞(M). Since A(D •′ f)− (D •′ f)•a0 = D •
′ (Af −f •a0) and since Af−f •a0 has vanishing
zeroth order, a simple induction shows that Af = f • a for a series a =
∑∞
r=0 λ
rar ∈ C
∞(M)[[λ]].

For G-invariant deformations we can apply the results of Section 2.6. In order to achieve a G-
invariant bimodule structure (7.54) it is necessary to find a G-invariant decomposition (7.51). As we
will see now, Proposition 7.2.7 guarantees that this crucial condition can be satisfied. Taking a G-
invariant covariant derivative∇E on the vector bundle q : E −→ P one obtains aG-invariant symbol
map σ as in (7.39). The choice of a principal connection, this means a G-invariant decomposition
TP = V P ⊕HP as in Appendix A, naturally induces a G-invariant decomposition
Γ∞(P, S•TP ⊗ End(E)) = Γ∞(P, S•V P ⊗ End(E))⊕ Γ∞(P, S•V P ⊗ End(E)). (7.55)
The complementary subspace Γ∞(P, S•V P ⊗ End(E)) consists of all tensor fields having a nontrivial
horizontal component. The invariance of the composition is clear with the properties T rgHP = HP
and T rgV P = V P and the given action on the vector fields via pullback with the principal right
action. With the symbol map σ from Proposition 7.2.7 one can define
DiffOpver(Γ
∞(P,E)) = σ−1(Γ∞(P, S•V P ⊗ End(E))). (7.56)
Due to the isomorphism (7.40) and the G-invariance of σ this yields a G-invariant decomposition
(7.51), this means
G✄DiffOpver(Γ
∞(P,E)) ⊆ DiffOpver(Γ
∞(P,E)). (7.57)
Note that the classical commutant DiffOpver(Γ
∞(P,E)) is G-invariant by the compatibility of the
differential type with anyG-action, confer the observations of the Remarks 2.6.3 and 3.2.7. Since the
cohomology groups HH1diff(M,DiffOp(Γ
∞(P,E))) = {0} and HH1diff(M,DiffOp(Γ
∞(P,E))G) = {0}
are trivial one can apply Proposition 2.6.5, confer [19, Thm. 5.8].
Theorem 7.4.2
Let q : E −→ P be an equivariant vector bundle over the principal fibre bundle p : P −→ M and
let • be a G-invariant deformation of the module structure of the sections Γ∞(P,E) with respect to
a star product ⋆ as in Theorem 6.4.4. Then there exists a bimodule structure
(DiffOpver(Γ
∞(P,E))[[λ]],⋆′)(•
′,Γ∞(P,E)[[λ]], •)(C∞(M)[[λ]],⋆) (7.58)
as in (7.54) with the further property that ⋆′ and •′ are G-invariant, this means
g ✄ (A ⋆′ B) = (g ✄A) ⋆′ (g ✄B) (7.59)
and
g ✄ (A •′ s) = (g ✄A) •′ (g ✄ s) (7.60)
for all A,B ∈ DiffOpver(Γ
∞(P,E))[[λ]], s ∈ Γ∞(P,E)[[λ]] and g ∈ G. Moreover, the deformed
bimodule structure (7.58) is unique up to G-invariant equivalence.
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Remark 7.4.3 (Infinitesimal gauge transformations)
Interpreting the deformed module structures in the context of classical gauge theories the consider-
ation of the commutant within the differential operators gives rise to an extension of the algebra of
infinitesimal gauge transformations. For two such V1, V2 ∈ gau(P ) = Γ
∞(P, V P )G ⊆ DiffOp1ver(P )
the deformed action on f ∈ C∞(P )[[λ]] gives
V1 •
′ (V2 •
′ f)− V2 •
′ (V1 •
′ f) = (V1 ⋆
′ V2 − V2 ⋆
′ V1) •
′ f = L[V1,V2] f +O(λ). (7.61)
In general, the higher order contributions are nontrivial. If the former algebraic relation (1.28)
shall still be valid in the deformed situation the Lie algebra of infinitesimal gauge transformations
gau(P ) has to be extended to the deformed algebra (DiffOpver(P )[[λ]], ⋆
′) of vertical differential
operators of which gau(P ) is no longer a Lie subalgebra.

Chapter 8
Deformation quantization of
associated vector bundles
The importance of principal fibre bundles in differential geometry comes not least from the fact
that every vector bundle can be seen as an associated vector bundle with respect to some principal
fibre bundle. In this chapter we investigate how the deformations discussed in Chapter 6 behave
under this process of association and how they induce corresponding deformations on the level of
vector bundles. As a main result, it will turn out that every deformation quantization of a principal
fibre bundle naturally induces a corresponding deformation quantization of any associated vector
bundle in the well-known sense that is recalled and discussed in the first section. This observation
makes use of the isomorphism between the invariant vector-valued functions on the principal fibre
bundle and the sections of the associated bundle. Even more general, we can show that any
invariant deformed module structure of the horizontal forms of the principal fibre bundle induces a
corresponding deformation of the forms on the base manifold with values in the associated bundle.
8.1 Deformation quantization of vector bundles
It is a well-known fact that the sections Γ∞(M,E) of a vector bundle q : E −→M have the structure
of a finitely generated projective module over the smooth functions C∞(M) of the base manifold
M . Moreover, the vector bundle is already determined by the sections, [115], and the theorem of
Serre and Swan [58, Thm. 2.10] states that the category of vector bundles over a manifold M is
equivalent to the category of finitely generated projective modules over C∞(M). This one-to-one
correspondence naturally implies what shall be understood by a deformation quantization of a
vector bundle q : E −→ M with respect to some star product ⋆ on the Poisson manifold M . It is
nothing but a deformed module structure
(Γ∞(M,E)[[λ]], •)(C∞ (M)[[λ]],⋆) (8.1)
in the sense of Definition 2.4.1. The explicit definition and the corresponding well-known results
can be found in [25] and [122]. In our case where ⋆ is a differential star product one of course
demands the same for the deformation •. In the form s • a = s · a+
∑∞
r=1 ρr(s, a), this means that
the ρr are bidifferential operators
ρr ∈ DiffOp
(Lr ,lr)(C∞(M),Γ∞(M,E); Γ∞(M,E)) ∼= DiffOpLr(M,DiffOplr(Γ∞(M,E))) (8.2)
for some Lr, lr ∈ N0 and all r ≥ 1. The stated isomorphism in (8.2) is verified by a simple induction
and shows that in the considered case the meaning of a differential deformation is always clear,
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confer Remark 6.1.10. The classical commutant of the considered right module structure Γ∞(M,E)
is given by the sections of the endomorphism bundle Γ∞(M,End(E)) ∼= DiffOp0(Γ∞(M,E)). Thus,
one has the bimodule structure
(Γ∞(M,End(E)),◦)Γ
∞(M,E)(C∞(M),·). (8.3)
With the results of Section 2.7 and Proposition 3.2.13 we can apply all considerations of Chapter 2
and find a simple proof for the main assertion of the following theorem, see [25], [122, Thm. 1].
Theorem 8.1.1 (Deformation quantization of vector bundles)
Every vector bundle q : E −→M over a Poisson manifold with a star product ⋆ has a corresponding
deformation quantization which is unique up to equivalence. Moreover, there exists a deformed
bimodule structure
(Γ∞(M,End(E))[[λ]],⋆′E)
(•′E ,Γ
∞(M,E)[[λ]], •)(C∞(M)[[λ]],⋆), (8.4)
and for a fixed star product ⋆ the deformed bimodule structures •′E , • and the algebra structure ⋆
′
E
are unique up to equivalence.
In addition, the two deformed algebras (Γ∞(M,End(E))[[λ]], ⋆′E) and (C
∞(M)[[λ]], ⋆) are mu-
tual commutants. In other words, the commutant EndC∞(M)[[λ]](Γ
∞(M,E)[[λ]], •) of the right mod-
ule structure is isomorphic to (Γ∞(M,End(E))[[λ]] as C[[λ]]-module and as algebra via ⋆′E.
Note that only the last assertion does not follow from the general considerations of Chapter 2.
8.2 Deformation quantization of associated vector bundles
Now we investigate the above situation for associated vector bundles E = P ×G V as explained in
Appendix A. The following considerations basically follow [19] but the more conceptual proceeding
shows that some results can be obtained in a slightly simpler way.
In addition to the results of Proposition A.4.1 we make the following simple observation.
Lemma 8.2.1 (The endomorphism bundle of an associated vector bundle)
Let p : P −→M be a principal fibre bundle, π : G −→ Aut(V ) be a representation of the structure
group G on a finite dimensional vector space V and let P ×GV denote the associated vector bundle.
Then the induced representation of G on End(V ) yields a vector bundle isomorphism
P ×G End(V ) ∼= End(P ×G V ) (8.5)
over the identity idM for the endomorphism bundle of the associated bundle, given by
[u,L]([u, v]) = [u,L(v)] (8.6)
for equivalence classes [u,L] ∈ P ×G End(V ) and [u, v] ∈ P ×G V . Thus, one has the isomorphism
(C∞(P )⊗ End(V ))G ∼= Γ∞(M,End(P ×G V )). (8.7)
With the isomorphism (C∞(P )⊗ V )G ∼= Γ∞(M,P ×G V ) the application of a section of the endo-
morphism bundle to a section of the bundle reads
(f ⊗ L)(h⊗ v) = fh⊗ L(v) (8.8)
for all f ⊗ L ∈ (C∞(P )⊗ End(V ))G and h⊗ v ∈ (C∞(P )⊗ V )G.
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Proof: The isomorphism (8.5) is obvious with the given identification (8.6). Then, the remaining
statements follow easily using the corresponding isomorphisms of invariant vector-valued functions
on P and sections on the associated bundle, confer (A.34). 
In the following it will be shown that a deformation quantization of the principal fibre bundle P
as considered in Chapter 6 leads to the bimodule structure (8.4) for any associated vector bundle
P ×G V , confer [19, Lemma 6.1].
Lemma 8.2.2 (Deformed associated bimodules)
The G-invariant bimodule structure
(DiffOpver(P )[[λ]],⋆
′)(•
′, C∞(P )[[λ]], •)(C∞(M)[[λ]],⋆) (8.9)
as in Theorem 7.4.2 yields a bimodule structure
((DiffOpver(P )⊗End(V ))
G[[λ]],⋆′)(•
′, (C∞(P )⊗ V )G[[λ]], •)(C∞(M)[[λ]],⋆). (8.10)
Proof: First of all it is clear that the structures ⋆′, •′, and • naturally induce corresponding
operations with respect to the tensor products (DiffOpver(P )⊗End(V ))[[λ]] and (C
∞(P )⊗V )[[λ]],
yielding a bimodule structure
((DiffOpver(P )⊗End(V ))[[λ]],⋆
′)(•
′, (C∞(P )⊗ V )[[λ]], •)(C∞(M)[[λ]],⋆). (8.11)
For factorising elements A⊗L,B⊗K ∈ DiffOpver(P )⊗End(V ), f⊗v ∈ C
∞(P )⊗V and a ∈ C∞(M)
the definitions are (A⊗ L) ⋆′ (B ⊗K) = (A ⋆′ B)⊗ (L ◦K), (A ⊗ L) •′ (f ⊗ v) = (A •′ f)⊗ L(v),
and (f ⊗ v) • a = (f • a)⊗ v with some abuse of notation. 
Considering only the right module structure, the isomorphism (C∞(P )⊗V )G ∼= Γ∞(M,P×GV )
immediately implies the following theorem, see [19, Thm. 6.2].
Theorem 8.2.3 (Deformation quantization of associated vector bundles)
By (8.10) every deformation quantization • of a principal fibre bundle induces a corresponding
deformation quantization of any associated vector bundle.
In order to find the relation between the left module structures in (8.10) and (8.4) we observe
that every A⊗L ∈ (DiffOpver(P )⊗End(V ))
G can be seen as an element A⊗L ∈ Γ∞(M,End(P×GV ))
by setting
(A⊗ L)(h⊗ v) = A(h)⊗ L(v) (8.12)
for all h⊗ v ∈ (C∞(P )⊗ V )G. With (8.7) it follows that this identification yields a surjective map
(DiffOpver(P )⊗ End(V ))
G −→ Γ∞(M,End(P ×G V )) (8.13)
and that the following diagram commutes,
(DiffOpver(P )⊗ End(V ))
G
(C∞(P )⊗ End(V ))G
∼=
Γ∞(M,End(P ×G V )).
(8.14)
That every element A ⊗ L ∈ (DiffOpver(P ) ⊗ End(V ))
G by (8.12) acts in the same way as an
element f ⊗ L′ ∈ C∞(P ) ⊗ End(V ) by (8.8) is plausible due to the following consideration. The
arguments h ⊗ v ∈ (C∞(P ) ⊗ V )G satisfy h(u.g)v = h(u)πg−1v for all u ∈ P and g ∈ G. Thus,
every vertical differentiation of h is nothing but a linear transformation of v. Explicitly, one has
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d
d t
∣∣
t=0
h(u. exp(−tξ))v = h(u)π′ξv for each ξ ∈ g in the Lie algebra and the induced Lie algebra
representation π′ : g −→ End(V ).
The bimodule (8.10) shows that for every D ∈ (DiffOpver(P ) ⊗ End(V ))
G[[λ]] there exists
a unique element φ(D) ∈ EndC∞(M)[[λ]](Γ
∞(M,P ×G V )[[λ]], •) in the commutant of the right
module structure with D•′ s = φ(D)s for all s ∈ Γ∞(M,P ×GV )[[λ]]. The map φ : (DiffOpver(P )⊗
End(V ))G[[λ]] −→ EndC∞(M)[[λ]](Γ
∞(M,P ×G V )[[λ]], •) is surjective since this is already true for
the restriction to (C∞(P ) ⊗ End(V ))G[[λ]]. This assertion is a slightly stronger version of [19,
Lemma 6.3].
Lemma 8.2.4
The map
φ : (C∞(P )⊗ End(V ))G[[λ]] −→ EndC∞(M)[[λ]](Γ
∞(M,P ×G V )[[λ]], •) (8.15)
is surjective.
Proof: Let K =
∑∞
r=0 λ
rKr ∈ EndC∞(M)[[λ]](Γ
∞(M,P ×GV )[[λ]], •) be an element in the commu-
tant. By definition it is clear that K0 ∈ Γ
∞(M,End(P ×G V )) ⊆ (DiffOpver(P )⊗ End(V ))
G. With
φ(K0) =
∑∞
r=0 λ
rφ(K0)r it follows by the definition of φ that K0 = φ(K0)0. Thus, the element
K − φ(K0) =
∑∞
r=1 λ
rK
(1)
r of the commutant begins in order λ. Due to the C[[λ]]-linearity of φ,
iteration proves the lemma. 
As cited in Theorem 8.1.1 there is an isomorphism ψ : EndC∞(M)[[λ]](Γ
∞(M,P×GV )[[λ]], •) −→
Γ∞(M,End(P ×G V ))[[λ]] such that for each D ∈ (C
∞(P )⊗ End(V ))G[[λ]] one finally has
D •′ s = φ(D)s = ψ(φ(D)) •′E s (8.16)
for all s ∈ Γ∞(M,P ×G V )[[λ]]. The left module properties in (8.4) and (8.10) then imply the
following result for the map γ = ψ ◦ φ, confer [19, Thm. 6.4].
Theorem 8.2.5 (The associated deformed commutant)
Let • denote a deformation quantization of a principal fibre bundle as well as the induced deforma-
tion quantization of an associated vector bundle E = P ×G V . Then, for all structures ⋆
′
E and •
′
E
as in (8.4) there exists a surjective algebra homomorphism
γ : ((DiffOpver(P )⊗ End(V ))
G[[λ]], ⋆′) −→ (Γ∞(M,End(E))[[λ]], ⋆′E ) (8.17)
such that
D •′ s = φ(D) •′E s (8.18)
for all D ∈ (DiffOpver(P )⊗ End(V ))
G[[λ]] and s ∈ Γ∞(M,E)[[λ]].
Remark 8.2.6
A further investigation that can be found in [19] shows that the extension to the vertical differen-
tial operators is necessary. In general, (C∞(P ) ⊗ End(V ))G is not deformed into a subalgebra of
((DiffOpver(P )⊗ End(V ))
G[[λ]], ⋆′).
In analogy to the above discussions for functions one gets the following statement for differential
forms when using the isomorphism (A.31).
Proposition 8.2.7 (Deformation quantization of associated forms)
Every G-invariant deformed right module structure
(Γ∞hor(P,
∧kT ∗P )[[λ]], •)(C∞(M)[[λ]],⋆) (8.19)
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of the horizontal forms of a principal fibre bundle induces a deformation
(Γ∞(M,
∧kT ∗M ⊗ (P ×G V )), •)(C∞(M)[[λ]],⋆) (8.20)
for the differential forms on the base manifold with values in any associated vector bundle.
Proof: The proof is a straightforward generalization of Lemma 8.2.2 where one makes use of the
isomorphism (Γ∞hor(P,
∧kT ∗P )⊗ V )G ∼= Γ∞(M,∧kT ∗M ⊗ (P ×G V )). 

Appendix A
Geometry of principal fibre bundles
This appendix gives a short overview over some concepts of the differential geometry of Lie groups
and principal fibre bundles used in the main text. In order to concentrate on the relevant facts it is
assumed that the reader is already familiar with the fundamental concepts in differential geometry.
The presented notions can be found in the references [43, 80, 94, 123]. With respect to the aspired
physical applications in gauge theories all necessary aspects of differential geometry can also be
found in [11,97,98].
A.1 Lie groups and group actions
In this first section we collect some basic facts on Lie groups and their actions and representations.
All the details omitted in this overview can be found in [43] or in any other book on differential
geometry treating Lie groups. By definition, a Lie group G is a manifold such that the group
multiplication and taking the inverse are smooth maps. The Lie algebra of the group is given by
the tangent space g = TeG at the neutral element e ∈ G equipped with the following Lie bracket.
Let lgh = gh for g, h ∈ G denote the left multiplication. Since for any ξ ∈ g there exists a
unique left-invariant vector field Xξ = l∗gX
ξ with Xξ(e) = ξ, explicitly given by Xξ(g) = Telg(ξ),
the Lie bracket of vector fields gives rise to the definition [ξ, η] = [Xξ ,Xη ](e) ∈ g for ξ, η ∈ g.
Any Xξ has a complete flow Flξt with Fl
ξ
t ◦ lg = lg ◦ Fl
ξ
t . The exponential map exp : g −→ G is
defined by exp(ξ) = Flξ1(e). Then the map R −→ G with t 7−→ exp(tξ) = Fl
tξ
1 (e) = Fl
ξ
t (e) is a
one-parameter group, thus having the important properties exp((t + s)ξ) = exp(tξ) exp(sξ) and
exp(0) = e. Further, one has dd t
∣∣
t=0
exp(tξ) = ξ.
If M is a manifold a left action of G on M is given by a smooth map φ : G ×M −→ M ,
often denoted by φ(g, p) = φg(p) = φ
p(g) with smooth maps φg : M −→ M and φ
p : G −→ M ,
such that φe = idM and φg ◦ φh = φgh. For a right action one clearly has φg ◦ φh = φhg. An
action is called free if φg(p) = p implies that g = e. Further, an action is called proper if the
map G ×M −→ M ×M with (g, p) 7−→ (φg(p), p) is proper, this means if any compact subset
has a compact preimage. It should be noted that properness has many different but equivalent
formulations, confer [88, Chap. 9]. In order to describe the infinitesimal version of an action one
considers the fundamental vector fields ξM ∈ Γ
∞(M,TM) with respect to elements ξ ∈ g which
are defined by
ξM (p) =
d
d t
∣∣∣∣
t=0
φexp(tξ)p = Teφ
pξ (A.1)
for all p ∈ M . The map φ′ : g −→ Γ∞(M,TM) with ξ 7−→ ξM then satisfies [ξM , ηM ] = −[ξ, η]M
for left actions and [ξM , ηM ] = [ξ, η]M for right actions.
139
140 Appendix A. Geometry of principal fibre bundles
A representation of a Lie group G on a finite dimensional vector space V is a left action
π : G× V −→ V such that each πg : V −→ V is a linear map. Obviously, a representation can be
seen as a group homomorphism
π : G −→ Aut(V ) (A.2)
from G to the group of automorphisms Aut(V ) of V with the composition of maps as group
structure. With the identification TvV = V the fundamental vector fields can be seen as linear
maps ξV : V −→ V . Then, the infinitesimal version π
′ : ξ 7−→ ξV of the representation is a Lie
algebra representation, this means a Lie algebra homomorphism
π′ : g −→ End(V ), (A.3)
where the Lie bracket [·, ·]End(V ) for the endomorphisms is the usual commutator. The crucial point
is that π′([ξ, η]) = [ξ, η]V = −[ξV , ηV ]Γ∞(V,TV ) = [ξV , ηV ]End(V ). With End(V ) = TidV Aut(V ) the
induced infinitesimal representation of (A.2) can be seen as tangent map π′ = Teπ.
Important examples for Lie group actions and representations are the following. Any Lie group
G acts on itself from the left by the conjugation
Conj : G×G −→ G, Conjg h = ghg
−1. (A.4)
This induces the adjoint representation Ad of G on its Lie algebra g
Ad : G −→ End(g), Adg = TeConjg, (A.5)
and the adjoint representation ad of the Lie algebra g on itself as infinitesimal version which turns
out to be
ad = Ad′ : g −→ End(g), adξ η = [ξ, η]. (A.6)
The adjoint representation Ad acts by Lie algebra automorphisms which explicitly means that
Adg[ξ, η] = [Adg ξ,Adg η].
A.2 Principal fibre bundles and surjective submersions
The fundamental geometric structure discussed in this work is the one of a principal fibre bundle.
This is nothing but a particular G-bundle, confer [94], for a Lie group G. The explicit definition is
the following.
Definition A.2.1 (Principal fibre bundle)
A principal fibre bundle (p, P,M,G) consists of a smooth mapping p : P −→ M called projection
between two manifolds where P is called total space and M is called base space, together with a
Lie group G referred to as structure group such that the following assertions hold.
i.) For each p ∈M there exists an open neighborhood U ⊆M and a diffeomorphism ϕ : P |U =
p−1(U) −→ U ×G such that the diagram
P |U
ϕ
p
U ×G
pr1
U
(A.7)
commutes where pr1 is the projection onto the first component.
Such a pair (U,ϕ) is referred to as a principal bundle chart.
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ii.) There exists a family {Ui, ϕi}i∈I of principal bundle charts with some index set I such that
{Ui}i∈I is an open cover of M and for any point p ∈M with p ∈ Uij = Ui ∩ Uj 6= ∅ for some
i, j ∈ I and g ∈ G one has
(ϕi ◦ ϕ
−1
j )(p, g) = (p, ϕij(p)g), (A.8)
where the transition function ϕij : Uij −→ G is a smooth map and ϕij(p)g denotes the group
multiplication in G. Such a family {Ui, ϕi}i∈I is referred to as principal bundle atlas.
If the structures are clear one simply refers to the total space P as corresponding principal fibre
bundle.
The definition has the following immediate consequences.
Proposition A.2.2 (Cocycle conditions and right action)
i.) The transition functions of a principal fibre bundle satisfy the so-called cocycle conditions
ϕij(p).ϕjk(p) = ϕik(p) and ϕii(p) = e. (A.9)
ii.) Every principal fibre bundle is equipped with a smooth right action r : P ×G −→ P of G on
the fibres of P which is free and proper. This right action is well-defined by the local definition
in a principal bundle chart (U,ϕ) and reads
r(ϕ−1(p, h), g) = ϕ−1(p, hg) (A.10)
for all p ∈ U and h, g ∈ G. Sometimes, we will use the abbreviated notation r(u, g) = u.g.
The principal right action is the fundamental structure of any principal fibre bundle. With
the following well-known notion of a submersion one can in fact give an alternative definition of a
principal bundle based on the right action.
Definition A.2.3 (Submersion)
A map p : P −→M is said to be a submersion at u ∈ P if the tangent map Tup : TuP −→ Tp(u)M
at the point u is surjective. The map p is called a submersion if it is a submersion at each point
u ∈ P .
Given a free and proper right action r : P × G −→ P of a Lie group on a manifold P the
quotient M = P/G is again a smooth manifold and the corresponding projection p : P −→ M is
a surjective submersion, confer [43, Thm. 1.11.4]. According to [94, Lemma 18.3], P is a principal
fibre bundle with structure Lie group G and right action r. Thus one can identify principal fibre
bundles with free and proper actions on smooth manifolds. Since it is the case for any surjective
submersion any principal bundle admits local sections, this means smooth maps σ : U −→ P with
p ◦ σ = idU for sufficiently small and open subsets U ⊆M .
A.3 Connections
Before we present the notion of a connection on a fibre bundle together with some of its relevant
issues which all can be found in [94, Chap. IV], we clarify the general notion of vector-valued
differential forms. For a vector bundle q : E −→ M the E-valued k-forms, k = 0, . . . ,dimE, are
given by
Γ∞(M,
∧kT ∗M ⊗ E), (A.11)
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where one makes use of the usual tensor product of vector bundles. For a vector space V , the
V -valued k-forms on M are defined by
Γ∞(M,
∧kT ∗M ⊗ (M × V )) = Γ∞(M,∧kT ∗M)⊗ V, (A.12)
where M × V is the trivial vector bundle.
In the most general case a connection on a manifold P is given by a vector-valued one-form
P ∈ Γ∞(P, T ∗P ⊗ TP ) ∼= Γ∞(P,End(TP )) which is a fibre projection P ◦ P = P when seen as a
map P : TP −→ TP . The image imP ⊆ TP is called vertical space and kerP ⊆ TP is referred to
as horizontal space.
A.3.1 Connections on surjective submersions
The tangent bundle of the total space P of a surjective submersion p : P −→ M is canonically
equipped with a subbundle V P , the so-called vertical bundle consisting of all vertical vectors V ∈
TP with TpV = 0. In other words,
V P = ker Tp ⊆ TP (A.13)
is the kernel of the tangent map Tp of the projection p.
In this case, a connection on P is a projection P onto the vertical bundle imP = V P . The
kernel defines the so-called horizontal bundle HP = kerP which is a complementary subbundle
HP to V P such that
TP = V P ⊕HP. (A.14)
It is remarkable that the connection is already determined by the choice of a horizontal bundle
HP . The curvature R of the connection P is the vector-valued two-form R ∈ Γ∞(P,
∧2T ∗P ⊗ V P )
defined by
R(Z,W ) = P[(idTP −P)Z, (idTP −P)W ]. (A.15)
An important structure in the context of connections of surjective submersions is the horizontal
lift of vector fields.
Definition A.3.1 (Horizontal lift)
Let p : P −→ M be a surjective submersion with a connection given by a horizontal bundle HP .
Then the horizontal lift of a vector field X ∈ Γ∞(M,TM) is the uniquely defined horizontal vector
field Xh ∈ Γ∞(P,HP ) which is p-related to X, this means
Tp ◦Xh = X ◦ p. (A.16)
It is helpful for many applications in the main text to summarize some of the obvious properties
of horizontal lifts and vertical vector fields.
Lemma A.3.2 (Horizontal lifts and vertical vector fields)
Let p : P −→ M be a surjective submersion with a connection TP = V P ⊕ HP . Then for
all X,Y ∈ Γ∞(M,TM), V,W ∈ Γ∞(P, V P ), a ∈ C∞(M) and α ∈ Γ∞(M,T ∗M) the following
equations hold.
Tp ◦ [Xh, Y h] = [X,Y ] ◦ p, Tp ◦ [V,Xh] = 0, Tp ◦ [V,W ] = 0 (A.17)
(aX)h = (p∗a)Xh, (A.18)
(p∗α)(Xh) = p∗(α(X)), (p∗α)(V ) = 0, (A.19)
Xh(p∗a) = p∗(X(a)), V (p∗a) = 0. (A.20)
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The first equation of (A.17) yields
[Xh, Y h]− [X,Y ]h = R(Xh, Y h), (A.21)
which shows that the curvature of the connection is the obstruction against the horizontal lift
h : Γ∞(M,TM) −→ Γ∞(P,HP ) being a Lie algebra homomorphism. However, Equation (A.18)
points out that it is always a C∞(M)-module homomorphism.
Let Γ∞hor(P,
∧•T ∗P ) denote the horizontal forms which by definition vanish under the insertion
of any vertical vector. Then, for any connection HP with horizontal projection Γ∞(P, TP ) ∋ Z 7−→
(idTP −P)Z = Z
H ∈ Γ∞(P,HP ) one can define the covariant exterior derivative
dHP : Γ
∞(P,
∧•T ∗P ) −→ Γ∞hor(P,∧•+1T ∗P ) (A.22)
by (dHP α)(Z1, . . . , Zk+1) = (dα)(Z
H
1 , . . . , Z
H
k+1) for all α ∈ Γ
∞(P,
∧kT ∗P ), k = 1, . . . ,dimP , and
Z1, . . . , Zk+1 ∈ Γ
∞(P, TP ).
A.3.2 Principal connections
If p : P −→ M is a principal fibre bundle with structure Lie group G a connection is said to be a
principal connection if it is G-invariant. For the projection P this means T rg ◦P = P ◦ T rg and the
horizontal spaces then have the property T rgHuP = Hu.g for all g ∈ G and u ∈ P . In this case it
easily follows that the horizontal lifts are G-invariant, this means
r∗gX
h = Xh (A.23)
for all g ∈ G.
The exponential map exp : g −→ G has a natural generalization exp : C∞(P, g)G −→
C∞(P,G)G from the G-invariant g-valued functions Ξ ∈ C∞(P, g)G with Ξ ◦ rg = Adg−1 ◦Ξ to
the G-valued functions F ∈ C∞(P,G)G with F ◦ rg = Adg−1 ◦F defined by exp(Ξ)(u) = exp(Ξ(u))
for all u ∈ P . In analogy to the fundamental vector fields ξP ∈ Γ
∞(P, V P ) for the principal
right action which clearly are vertical, one defines vector fields ΞP ∈ Γ
∞(P, V P ) for functions
Ξ ∈ C∞(P, g) by ΞP (u) = (Ξ(u)P )(u) which have the flow Fl
ξP
t = rexp tΞ. The behaviour under the
principal action is given by r∗gΞP = (Adg ◦Ξ ◦ rg)P and r
∗
gξP = (Adg ξ)P .
The fundamental vector fields ξP of the principal right action give rise to a vector bundle
isomorphism P × g ∼= V P by (u, ξ) 7−→ ξP (u) = Ter
uξ showing that the vertical bundle is always
trivial. As a consequence, a principal connection P induces a g-valued one-form ω ∈ Γ∞(P, T ∗P )⊗g
by ω(Z) = (Ter
u)−1PZ with Z ∈ TP . Such a form ω has particular properties and already
determines the connection by HP = kerω and P(Z) = (ω(Z))P for Z ∈ Γ
∞(P, TP ). This gives
rise to the following definition.
Definition A.3.3 (Connection one-form)
A g-valued one-form ω ∈ Γ∞(P, T ∗P ) ⊗ g is called connection one-form if it has the following
properties.
i.) ω reproduces the generators of the fundamental vector fields,
ω(ξP ) = ξ for all ξ ∈ g. (A.24)
ii.) ω : TP −→ g is G-invariant, this means
ω ◦ T rg = Adg−1 ◦ω. (A.25)
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The space of all connection one-forms is denoted by C.
It can be easily verified that the space C of connection one-forms is an affine vector space over
Γ∞hor(P, T
∗P ) ⊗ g. The covariant exterior derivative with respect to ω ∈ C is denoted by dω. If
π : V −→ Aut(V ) is a representation of the structure Lie group G on a finite dimensional vector
space V it yields a map
dω : (Γ
∞(P,
∧kT ∗P )⊗ V )G −→ (Γ∞hor(P,∧k+1T ∗P )⊗ V )G, (A.26)
where (Γ∞(P,
∧kT ∗P )⊗V )G denotes the G-invariant V -valued forms α with respect to the induced
left action r∗g ⊗ πg, this means r
∗
gα = πg−1 ◦ α. Note that the connection one-form ω itself is a
particular invariant g-valued form in the above sense. For g-valued forms one can define a Lie
bracket [·, ·]∧ by bilinear extension of
[α⊗ ξ, β ⊗ η]∧ = α ∧ β ⊗ [ξ, η] (A.27)
for all α, β ∈ Γ∞(P,
∧•T ∗P ) and ξ, η ∈ g where ∧ is the anti-symmetric tensor product of differential
forms.
In analogy to the connection one-form, the curvature R gives rise to a g-valued curvature two-
form Ω ∈ Ω2(P, g)Ghor which is defined by Ω(Z,W ) = −(Ter
u)−1R(Z,W ) and satisfies R(Z,W ) =
−(Ω(Z,W ))P . It turns out that the curvature two-form for a connection one-form ω is given by
the structure equation
Ω = dω ω = dω +
1
2
[ω, ω]∧. (A.28)
The definition of the covariant exterior derivative and d ◦d = 0 immediately imply the Bianchi
identity
dω Ω = dΩ + [ω,Ω]∧ = 0. (A.29)
A.4 Associated vector bundles
Principal fibre bundles have the important property that any representation of the structure group
on a vector space V gives rise to a corresponding vector bundle with typical fibre V . The following
proposition contains some of the most important facts used in this work. The proofs of the well-
known assertions can all be found in [94].
Proposition A.4.1 (Associated vector bundles)
Let p : P −→ M be a principal fibre bundle with right action r and π : G −→ Aut(V ) be a left
representation of the structure group G on a finite dimensional vector space V . Moreover, let
R : (P × V )×G −→ P × V be the right action with R((u, v), g) = (rgu, πg−1v). Then the following
assertions hold.
i.) The quotient P ×GV = (P ×V )/G given by the set of all orbits of R has a unique structure of
a smooth manifold such that the projection P ×V −→ (P ×V )/G is a surjective submersion.
The equivalence class of an element (u, v) is denoted by [u, v].
ii.) The map q : P ×G V −→M which is well-defined by the prescription q([u, v]) = p(u) defines
a vector bundle with typical fibre V which is called the associated vector bundle.
Altogether, one has the following commutative diagram
P × V
pr1
P ×G V
q
P
p
M.
(A.30)
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iii.) With the choice of a principal connection ω there is a vector space isomorphism
s : (Γ∞hor(P,
∧kT ∗P )⊗ V )G −→ Γ∞(M,∧kT ∗M ⊗ (P ×G V )), (A.31)
which is well-defined by the prescription
(s(α))(X1, . . . ,Xk)(p) = [u, αu(X
h
1 (u), . . . ,X
h
k (u))] (A.32)
for α ∈ (Γ∞hor(P,
∧kT ∗P ) ⊗ V )G, X1, . . . ,Xk ∈ Γ∞(M,TM), p ∈ M , and some u ∈ P with
p(u) = p. As a special case this yields the isomorphism
s : (C∞(P )⊗ V )G −→ Γ∞(M,P ×G V ) (A.33)
of C∞(M)-modules between the G-invariant V -valued functions on P and the smooth sections
of the associated bundle. Explicitly, the formulas are
sf (p) = (s(f))(p) = [u, f(u)] (A.34)
and
a · sf = sp∗a·f (A.35)
for f ∈ (C∞(P )⊗ V )G and a ∈ C∞(M).
iv.) With the isomorphism (A.33) for the sections of an associated bundle E = P ×G V any
principal connection ω induces a covariant derivative
∇E : Γ∞(M,TM) × Γ∞(M,E) −→ Γ∞(M,E) (A.36)
by
∇EXsf = sXhf (A.37)
for all X ∈ Γ∞(M,TM) and f ∈ C∞(P, V )G. The curvature R ∈ Γ∞(P,
∧2T ∗P ⊗ V P )G
of the connection induces the curvature RE ∈ Γ∞(M,
∧2T ∗M ⊗ End(E)) of the covariant
derivative and one has
RE(X,Y )sf = s(R(X
h, Y h)f)
= s((ω([Xh, Y h]))P f) (A.38)
=
(
∇EX∇
E
Y −∇
E
Y∇
E
X −∇
E
[X,Y ]
)
sf .

Appendix B
Basic concepts of homological algebra
In the following there are presented some basic notions of homological algebra which are used
in the main text. For further details, in particular for the notion of categories and functors,
confer [75, Chap. 1,3, and 6].
B.1 Complexes, cohomology and homotopy
Definition B.1.1 (Complex)
Let R be a ring. An R-complex (C, d) is given by two Z-indexed sets C = {Ci}i∈Z of R-modules
and d = {di}i∈Z of R-homomorphisms di : Ci −→ Ci−1 such that
di−1 ◦ di = 0 (B.1)
for all i ∈ Z.
If (C, d) and (C ′, d′) are complexes a (chain) homomorphism of C into C ′ is an indexed set
α = {αi}i∈Z of homomorphisms αi : Ci −→ C
′
i such that the diagram
Ci−1
αi−1
Ci
αi
di
C ′i−1 C
′
id′i
(B.2)
commutes for all i ∈ Z. Briefly, this is denoted as
α ◦ d = d′ ◦ α. (B.3)
This definition naturally induces the category R-comp of R-complexes which is an abelian
category, confer [75, Def. 6.1 and 6.2], since the homomorphisms between two complexes have the
structure of an abelian group.
Given a complex (C, d) the elements of the submodules Zi = ker di given by the kernel are
called i-cycles and the elements in the image Bi = im di−1 which is a submodule of Zi because of
(B.1) are called i-boundaries. In addition, d is often called boundary operator.
The resulting R-module Hi = Hi(C) = Zi/Bi is called i-th homology module or i-th homology
group of the complex (C, d). It follows that a map αi : Ci −→ C
′
i of a chain homomorphism α
satisfies αi(Zi) ⊆ Z
′
i and αi(Bi) ⊆ B
′
i so there is an induced map Hi(α) : Hi(C) −→ Hi(C
′).
Altogether one gets additive functors, the so-called i-th homology functors Hi from the category
R-comp of R-chain complexes to the category R-mod of R-modules.
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A complex with Ci = 0 for i < 0 is called positive or chain complex and the elements in a
non-vanishing Ci are referred to as i-chains. If Ci = 0 for i > 0 the complex is called negative or
cochain complex. In this case one denotes C−i as C
i whose elements are i-cochains and d−i as d
i, the
coboundary operators or differentials. Analogously, one defines the i-cocycles and i-coboundaries
as the elements of Zi = ker di and Bi = im di−1, respectively, and finally the i-th cohomology group
H i = Zi/Bi.
Definition B.1.2 (Homotopy)
Let α and β be chain homomorphisms of a complex (C, d) into a complex (C ′, d′). Then α is said to
be homotopic to β if there exists an indexed set s = {si}i∈Z of module morphisms si : Ci −→ C
′
i+1
such that
αi − βi = d
′
i+1 ◦ si + si−1 ◦ di. (B.4)
With some abuse of notation the set of maps s is often referred to as (chain) homotopy map.
It is easy to verify that homotopy, indicated by α ∼ β is an equivalence relation and that there
even exists a multiplication. If α, β : (C, d) −→ (C ′, d′) are homotopic with homotopy map s and
γ, δ : (C ′, d′) −→ (C ′′, d′′) are homotopic via t, then one easily proves the homotopy γ◦α ∼ δ◦β with
homotopy maps ui = γi+1 ◦ si + ti ◦ βi. The relevance of homotopy lies in the fact that homotopic
chain morphisms α ∼ β yield the same maps on the homology groups, this means Hi(α) = Hi(β).
B.2 Projective resolutions and derived functors
Projective resolutions are a crucial structure for the investigation of (co)homologies in the purely
algebraic framework. Before we come to the definition it is necessary to recall the notion of a
projective module, confer [86, Chap. 1, §2A].
Definition B.2.1 (Projective module)
An R-module P is called projective if for every homomorphism f : P −→ N and every epimorphism
p : M −→ N there exists a homomorphism h : P −→ N such that f = p ◦ h.
The defining property can be visualized in the diagram
P
h
f
M p N 0.
(B.5)
Remark B.2.2 (Equivalent definitions)
There exist the following further equivalent characterizations of a projective (right) R-module P ,
see [86, Chap. 1, §2A].
i.) There exists another R-module Q such that the direct sum P ⊕ Q is a free R-module, this
means P ⊕Q ∼= R(I) =
⊕
i∈I Ri with Ri = R for each i in some index set I.
ii.) There exists a dual basis, this means there exist families of elements {ei}i∈I ⊆ P and of
R-linear functionals {ǫi}i∈I ⊆ HomR(P,R) for some index set I such that for any p ∈ P one
has ǫi(p) = 0 for all except finitely many i ∈ I and
p =
∑
i∈I
eiǫ
i(p). (B.6)
Now it is possible to define the important notion of a projective resolution.
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Definition B.2.3 (Complex over and resolution of a module)
Let M be an R-module. A complex over M is a positive complex C = (C, d) together with a
homomorphism ǫ : C0 −→ M , called an augmentation, such that ǫ ◦ d1 = 0. The complex (C, ǫ)
over M is called a resolution of M if the sequence
0 M C0
ǫ
C1
d1 . . . Cn−1 Cn
dn . . . (B.7)
is exact, this means if im dn = ker dn−1 for all n ∈ N, im d1 = ker ǫ and ǫ is surjective. Further, the
complex (C, ǫ) over M is called projective, if every Ci is projective.
Projective resolutions and even free resolutions with free Ci always exist, confer [75, Sect. 6.5].
For a resolution the exactness of (B.7) implies that the homologies Hi(C) = 0 are trivial for i > 0
and that H0(C) = C0/ ker ǫ ∼= M . Concerning the above structures one now has the following
important result.
Theorem B.2.4
Let (C, ǫ) be a projective complex over the module M and let (C ′, ǫ′) be a resolution of the module
M ′. Further let µ : M −→ M ′ be a homomorphism. Then there exists a chain homomorphism α
of the complex C into C ′ such that µ ◦ ǫ = ǫ′ ◦ α0. Moreover, any two such homomorphisms α and
β are homotopic.
The proof consists of a multiple application of the above stated property of projective modules.
The assertion of Theorem B.2.4 belongs to the diagram
0 M
µ
C0
ǫ
α0
. . . Cn−1
αn−1
Cn
dn
αn
. . .
0 M ′ C
′
0
ǫ′ . . . C ′n−1 C
′
n
d′n . . . .
(B.8)
An important application of the above structures is the definition of derived functors of an
additive functor F from the category R-mod to the category Ab of abelian groups. Note that a
functor between categories where the sets of morphisms all are abelian groups, is called additive if
the corresponding map between the morphisms is additive, confer [75, Sect. 3.1].
For an R-module M let
0 M C0
ǫ
C1
d1 . . .d2 (B.9)
be a projective resolution ofM . Application of a covariant additive functor F then yields a sequence
of homomorphisms of abelian groups
0 F (M) F (C0)
F (ǫ)
F (C1)
F (d1) . . .
F (d2)
(B.10)
since F (di) ◦F (di−1) = F (di ◦ di−1) = 0. This sequence is not necessarily exact, so there can occur
nontrivial homology groups Hn(F (C)). Now consider a projective resolution (C
′, ǫ′) of a different
moduleM ′ with a corresponding homomorphism µ : M −→M ′. Due to Theorem B.2.4 there exists
a chain homomorphism α : C −→ C ′ with µ◦ǫ = ǫ′◦α0 and two such homomorphism α, β are always
homotopic. The functor F then yields chain homomorphisms F (α) with F (µ)◦F (ǫ) = F (ǫ′)◦F (α0)
and since it is additive the homotopy α ∼ β translates to F (α) ∼ F (β). In particular, if M = M ′
and µ = id it follows that Hn(F (α)) : Hn(F (C)) −→ Hn(F (C
′)) is an isomorphism.
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Altogether it follows that for the given covariant functor F and every n ∈ N0 one has found
another additive functor LnF , the so called n-th left derived functor from R-mod to Ab, given by
LnF (M) = Hn(F (C)), (B.11)
LnF (µ) = Hn(F (α)) (B.12)
for every R-module M and every morphism µ : M −→ M ′. In particular, one has L0F (M) =
F (C0)/ imF (d1). Due to the above results the right hand sides of (B.11) and (B.12) do not depend
on the resolution of M and the chain homomorphism α over µ. If the functor F is contravariant
its application to (B.9) yields a cochain complex
0 F (M)
F (ǫ)
F (C0)
F (d1)
F (C1)
F (d2) . . . . (B.13)
With the same arguments as above and using the cohomology functors Hn one gets the n-th right
derived functor RnF . There one has in particular R0F (M) = kerF (d1).
The following example of derived functors is essential for the discussion of Hochschild coho-
mologies as explained in Section 5.1. Let R be a ring and N be an R-module. Then consider the
contravariant additive functor
hom(·, N) : R-mod −→ Ab, (B.14)
given by
hom(·, N)(M) = HomR(M,N) (B.15)
for all R-modules M and
hom(·, N)(µ : M −→M ′) =
(
µ∗ :
HomR(M
′, N) −→ HomR(M,N)
ν 7−→ µ∗ν = ν ◦ µ
)
(B.16)
for all homomorphisms µ :M −→M ′. The n-th right derived functor of hom(·, N) is denoted by
ExtnR(·, N) = R
nhom(·, N), (B.17)
and its value for a module M with an arbitrary projective resolution (C, ǫ) is thus given by
ExtnR(M,N) = H
n(HomR(C,N)). (B.18)
If the context is clear, this means for fixed modules M and N , we refer to the latter as the n-th
Ext group. Since hom(·, N) is left exact the exactness of C1 → C0
ǫ
−→ M → 0 implies that of
0→ HomR(M,N)
ǫ∗
−→ HomR(C0, N)→ HomR(C1, N) and it follows that
Ext0(M,N) ∼= HomR(M,N). (B.19)
Appendix C
Explicit chain maps of the bar and
Koszul complex
This appendix provides the missing computations concerning the maps Fk : Kk −→ Xk and
Gk : Xk −→ Kk defined by the Equations (5.49) and (5.50) in Section 5.4. First, it will be shown
that they are indeed chain maps between the bar and Koszul complex. With the definitions (5.16)
and (5.39) for the differentials dXk and d
K
k and the notation as in Section 5.4 one computes for k ≥ 1
(dXk Fkω)(v, q1, . . . , qk−1, w)
= (Fkω)(v, v, q1, . . . , qk−1, w) +
k−1∑
i=1
(−1)i(Fkω)(v, q1, . . . , qi, qi, . . . , qk−1, w)
+(−1)k(Fkω)(v, q1, . . . , qk−1, w,w)
= ω(v,w)(0, q1 − v, . . . , qk−1 − v) +
k−1∑
i=1
(−1)iω(v,w)(q1 − v, . . . , qi − v, qi − v, . . . , qk−1 − v)
+(−1)kω(v,w)(q1 − v, . . . , qk−1 − v,w − v)
= (−1)k(−1)(−1)k−1ω(v,w)(v − w, q1 − v, . . . , qk−1 − v)
= (dKk ω)(v,w)(q1 − v, . . . , qk−1 − v)
= (Fk−1d
K
k ω)(v,w)(v, q1, . . . , qk−1, w).
This shows the desired equation dXk ◦Fk = Fk−1 ◦ d
K
k . For Gk the computation is longer. In a first
step one has
(dKk Gkχ)(v,w)
= ia(v − w)(e
i1 ∧ · · · ∧ eik)
1∫
0
d t1 . . .
tk−1∫
0
d tk
∂kχ
∂qi11 . . . ∂q
ik
k
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w)
=
k∑
j=1
(−1)j+1ei1 ∧ · · ·
ij
∧ · · · ∧ eik(vij − wij )
1∫
0
d t1 . . .
tk−1∫
0
d tk
∂kχ
∂qi11 . . . ∂q
ik
k
(v, q1(t1), . . . , qk(tk), w)
=
k∑
j=1
(−1)j+1ei1 ∧ · · ·
ij
∧ · · · ∧ eik
1∫
0
d t1 . . .
tk−1∫
0
d tk
∂
∂tj
 ∂k−1χ
∂qi11 · · ·
j
∧ . . . ∂qikk
(v, q1(t1), . . . , qk(tk), w)

where
j
∧ means to leave out the j-th term of an expression. Here and in the following we use
the abbreviation qr(ti) = tiv + (1 − ti)w for r, i = 1, . . . , k where the first index r denotes the
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position of the argument. For j = 2, . . . , k − 1 we use the fact that for f ∈ C∞(R2) one has
tj∫
0
d tj+1
∂f
∂tj
(tj , tj+1) =
d
d tj
(
tj∫
0
d tj+1f(tj, tj+1)
)
− f(tj, tj) and that subsequent integration yields
tj−1∫
0
d tj
tj∫
0
d tj+1
∂f
∂tj
(tj, tj+1) =
tj−1∫
0
d tj+1 f(tj−1, tj+1)−
tj−1∫
0
d tj f(tj, tj). (C.1)
For j = 1 the same argument is applied in the form
1∫
0
d t1
t1∫
0
d t2
∂f
∂t1
(t1, t2) =
1∫
0
d t2 f(1, t2)−
1∫
0
d t1 f(t1, t1) (C.2)
noting that q1(1) = v. In the case j = k the integration can be carried out directly. After setting
t0 = 1 the second summands in the above expressions (C.1) and (C.2) have the same structure
whereby we can combine them into one sum.
(dkGkχ)(v,w)
= ei2 ∧ · · · ∧ eik
1∫
0
d t2 . . .
tk−1∫
0
d tk
∂k−1χ
∂qi22 . . . ∂q
ik
k
(v, v, q2(t2), . . . , qk(tk), w)
+
k−1∑
j=2
(−1)j+1ei1 ∧ . . .
ij
∧ . . . ∧ eik
1∫
0
d t1 . . .
tj−2∫
0
d tj−1
tj−1∫
0
d tj+1
tj+1∫
0
d tj+2 . . .
tk−1∫
0
d tk
∂k−1χ
∂qi11 · · ·
j
∧ . . . ∂qikk
(v, q1(t1), . . . , qj−1(tj−1), qj(tj−1), qj+1(tj+1) . . . , qk(tk), w)
−
k−1∑
j=1
(−1)j+1ei1 ∧ . . .
ij
∧ . . . ∧ eik
1∫
0
d t1 . . .
tj−1∫
0
d tj
tj∫
0
d tj+2
tj+2∫
0
d tj+3 . . .
tk−1∫
0
d tk
∂k−1χ
∂qi11 · · ·
j
∧ . . . ∂qikk
(v, q1(t1), . . . , qj(tj), qj+1(tj), qj+2(tj+2) . . . , qk(tk), w)
+ (−1)k+1ei1 ∧ . . . ∧ eik−1
1∫
0
d t1 . . .
tk−2∫
0
d tk−1(
∂k−1χ
∂qi11 . . . ∂q
ik−1
k−1
(v, q1(t1), . . . , qk−1(tk−1), qk(tk−1), w)
−
∂k−1χ
∂qi11 . . . ∂q
ik−1
k−1
(v, q1(t1), . . . , qk−1(tk−1), w,w)
)
.
Now we rename the indices (i1, . . . , ik) and the variables (t1, . . . tk) in the first three terms such that
the expressions ei1 ∧ . . .∧ eik−1 and the integrals
1∫
0
d t1 . . .
tk−2∫
0
d tk−1 are the same for all summands
and do not depend on the summation parameter j. As a consequence, the derivatives as well as the
arguments of χ are changed. After a change j′ = j − 1 of the summation index in the second term
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the penultimate expression can be seen as a summand and raises the upper bound of the resulting
sum. This gives
(dKk Gkχ)(v,w)
=ei1 ∧ . . . ∧ eik−1
1∫
0
d t1 . . .
tk−2∫
0
d tk−1(
∂k−1χ
∂qi12 . . . ∂q
ik−1
k
(v, v, q2(t1), . . . , qk(tk−1), w)
+
k−1∑
j=1
(−1)j
∂k−1χ
∂qi11 . . . ∂q
ij
j ∂q
ij+1
j+2 . . . ∂q
ik−1
k
(v, q1(t1), . . . , qj(tj), qj+1(tj), qj+2(tj+1), . . . , qk(tk−1), w)
+
k−1∑
j=1
(−1)j
∂k−1χ
∂qi11 . . . ∂q
ij−1
j−1 ∂q
ij
j+1 . . . ∂q
ik−1
k
(v, q1(t1), . . . , qj(tj), qj+1(tj), qj+2(tj+1), . . . , qk(tk−1), w)
+(−1)k
∂k−1χ
∂qi11 . . . ∂q
ik−1
k−1
(v, q1(t1), . . . , qk−1(tk−1), w,w)
)
.
= ei1 ∧ . . . ∧ eik−1
1∫
0
d t1 . . .
tk−2∫
0
d tk−1
∂k−1dXk χ
∂qi11 . . . ∂q
ik−1
k−1
(v, q1(t1), . . . , qk−1(tk−1), w)
= (Gk−1d
X
k χ)(v,w).
The penultimate equation becomes clear with the definition (5.16) of the boundary operator dXk of
the bar complex and so we have shown dKk ◦Gk = Gk−1 ◦ d
X
k .
The verification of Gk ◦ Fk = idKk for k ≥ 0 is a simple computation. With (5.49) and (5.43)
one has
(Fkω)(v, q1, . . . , qk, w) =
1
k!
ωj1...jk(v,w)e
j1 ∧ · · · ∧ ejk(q1 − v, . . . , qk − v)
= ωj1...jk(v,w)(q
j1
1 − v
j1) . . . (qjkk − v
jk).
With the same notation as above, this and
1∫
0
d t1 . . .
tk−1∫
0
d tk =
1
k! gives
(GkFkω)(v,w) = e
i1 ∧ · · · ∧ eik
1∫
0
d t1 . . .
tk−1∫
0
d tk
∂k(Fkω)
∂qi11 . . . ∂q
ik
k
(v, q1(t1), . . . , qk(tk), w)
= ei1 ∧ · · · ∧ eik
1∫
0
d t1 . . .
tk−1∫
0
d tk ωi1...ik(v,w)
=
1
k!
ωi1...ik(v,w)e
i1 ∧ · · · ∧ eik = ω(v,w)
which proves the statement.
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