We present a model based on a two-scale asymptotic analysis for resonant arrays of the Helmholtz type, with resonators open at a single extremity (standard resonators) or open at both extremities (double-sided resonators). The effective behaviour of such arrays is that of a homogeneous anisotropic slab replacing the cavity region, associated with transmission, or jump, conditions for the acoustic pressure and for the normal velocity across the region of the necks. The coefficients entering in the effective wave equation are simply related to the fraction of air in the periodic cell of the array. Those entering in the jump conditions are related to near field effects in the vicinity of the necks and they encapsulate the effects of their geometry. The effective problem, which accounts for the coupling of the resonators with the surrounding air, is written in the time domain which allows us to question the equation of energy conservation. This is of practical importance if the numerical implementations of the effective problem in the time domain is sought.
Introduction
Originally studied for their musical properties [1] two-dimensional arrays, they are known to have a collective behaviour which has been used for several applications, including the improvement of edifice sonority [2] or to the opposite the reduction of noises in ventilations systems or in aircraft engines [3] . With the development of metamaterials, they have been promoted to key pieces in devices as perfect absorbers efficient in the low-frequency regime [4, 5] , or devices acting beyond the diffraction limit, as superlenses [6] or sensors [7] designed at the subwavelength scale [8, 9] .
Helmholtz resonators have been largely studied in acoustics using approximate modal methods [10, 11] , yielding a condition of the Robin's type on a plane at the top of the necks, which links the acoustic pressure to the normal velocity. This condition is written in the harmonic regime and it involves a coefficient being frequency dependent and which encapsulates the resonance frequency. Recently, a similar condition has been obtained using a homogenization technique based on multiple-scale expansions [12] . The analysis is performed for resonators with all dimensions being O(h), where h is the array spacing. Although the scaling of the dimensions of the Helmholtz resonator is not discussed in this reference, it has been shown in [13] for resonators of volume O(h 3 ) that a proper scaling of the neck opening (in O(h 2 )) has to be chosen to recover a subwavelength resonance. Owing to this scaling, the effective properties of a set of Helmholtz resonators occupying an extended three-dimensional region have been derived [14, 15] .
In this study, we use a similar asymptotic analysis but we consider that the length of the cavity does not scale with h. In the resulting effective problem, the region of the cavities is replaced by a homogeneous and anisotropic medium while the region of the necks is replaced by jump conditions for the acoustic pressure and normal velocity, see equations (2.2) in the §2 where our results are summarized. Our approach, presented in §3, is based on the two-scale matched asymptotic expansion method, and the analysis is conducted up to the second order in the small parameter h. One advantage of this approach is that it allows us to deal with arrays of standard or two-sided resonators, as shown in figure 1, within the same formalism. Besides, the analysis can be conducted in the time domain, since the effective parameters do not need to encapsulate the resonance as they usually do when local resonances are involved on a single row [12, 16] or in an extended three-dimensional region [17] . Thus, the effective problem can be solved for any acoustic source, as it has been done recently for an array of rigid inclusions [18] . When such resolution in the time domain is sought, the stability of the numerical scheme requires that a positive energy has been identified to avoid unphysical instabilities; this problem is addressed in §4. We report in appendix A the discussion on the validity of our model in a simple case (twodimensional geometry in the harmonic regime). Additional results in the harmonic regime and minor calculations are collected in the electronic supplementary material.
Summary of the main results
In this section, we summarize the main results of the study. The analysis yields an effective wave equation within the region of the cavities and jump conditions across the region of c is an equivalent anisotropic medium in the cavity region, Ω ± is the air and jump conditions apply across the neck region per second. For (a), the rigid boundary condition applies on the bottom of the cavities. (Online version in colour.) the necks (2.2); the complete problems for the two types of arrays, standard or two-sided, simply follow.
(a) The actual and the effective problems (i) The wave equations and the boundary conditions
In the actual problem, the linearized Euler equations have to be solved in the air inside and outside the resonators, with vanishing normal velocity on the boundaries Γ of the rigid parts. The problem reads as
In (2.1), ρ is the mass density and χ = (ρc 2 ) −1 , the isentropic compressibility of the fluid (with c the speed of sound in air). We shall establish that the effective problem reads as
and with the jumps
where x 1 is the axis of the resonator, (x 2 , x 3 ) are the coordinates along the two-dimensional array.
The domains Ω ± refer to the regions filled with air and Ω c to the region replacing the region of the cavities (figure 2). The parameter ϕ c is the surface filling fraction of air in the cavity, and ϕ n is the volume filling fraction of air in the region of the neck; specifically, with V n the volume of air in the region of the neck (of total volume eh 2 ), we have V n = eh 2 ϕ n . Eventually, we defined, in Ω c and Ω ± , new fields w α such that
Note that w α = u α in Ω + , but it is not the case in Ω c where u α = 0 is not linked to ∂ x α p. Let us comment the system (2.2). From the wave equation obtained in Ω c , we see that Ω c is an anisotropic medium where the propagation is allowed along x 1 only, as expected; the waves cannot propagate across the cavity walls, thus u 2 = u 3 = 0. Next ϕ c does not affect the effective sound speed being c, the same as in air (since ∂ 2 p/∂t 2 − c 2 ∂ 2 p/∂x 2 1 = 0 in Ω c , from (2.2)). However, it affects the effective velocity, while ∂ x 1 p represents the velocity inside a cavity in the real problem, ϕ c ∂ x 1 p represents the mean flow rate in Ω c in the effective problem.
Next, the jump [[p] ] and the mean value p are defined by
with p + and p c the values of p in Ω + and Ω c , respectively, at both sides of an enlarged interface occupying the region of the necks (the same for u 1 ). These jumps involve a geometrical parameter eϕ n and the non-dimensional parameters (B, C) deduced from elementary static problems that we shall specify later. Eventually, the effective problem (2.2) holds for neck shapes being axisymmetric about the centreline of the cavities.
(ii) The full effective problems for standard and two-sided resonators Equation (2.2) has to be completed to define the effective problems for standard or two-sided arrays of resonators. For standard arrays, the bottom of the cavities is rigid and the boundary condition in the effective problem is that of a vanishing normal velocity (hereafter termed rigid boundary condition, figure 2a ). This has been shown in [19] for stratified media, see also the electronic supplementary material. For double-sided arrays, the jumps in (2.2) apply at both extremities of the cavity region and obviously different neck shapes at both extremities can be accounted for by using different values of (B, C, eϕ n ) in the jump conditions (this is exemplified in the electronic supplementary material). Eventually, the source and the boundary conditions on Σ have to be defined.
(iii) The equation of energy conservation
In the actual problem, the equation of energy conservation reads as, from (2.1),
the acoustic energy and the Poynting vector, respectively; the above equation holds in any bounded domain Ω (with ∂Ω = Γ ∪ Σ).
In the effective problem, the boundary ∂Ω includes the boundaries of the enlarged interface. We shall establish from (2.2) that the equation of energy conservation reads as
where E is the usual acoustic energy in Ω c ∪ Ω ± and E n is the effective energy supported by the interface. We shall see that B and C are positive which allows us to identify a positive interface energy; as previously said, this is required when numerical implementation of the effective problem is sought in the time domain (see related discussions in [20] [21] [22] [23] this ensures that, in the absence of fluxes through Σ, the total energy E + E n is conserved in time, without possible time variations of E compensated by opposite time variations of E n which would foster numerical (and unphysical) instabilities.
The asymptotic analysis
In this section, we shall establish (2.2). To do so, we conduct a two-scale asymptotic analysis up to the second order in a small parameter ε. This analysis can be termed 'high-order homogenization' in contrast to the classical homogenization which often refers to the dominant, first, order (the problem at the first order is called 'limit problem' in the following). With our choice of scalings, the limit problem is that of an anisotropic medium replacing the region of the cavities and trivial jump conditions across the necks. In order to find non-trivial conditions encapsulating the effect of the necks, the analysis has to be conducted up to the second order.
(a) Choice of the scalings: the limit problem (i) Scaling of the resonator
We consider sources in the time domain imposing a maximum wavelength 1/k much larger than the array spacing h; without loss of generality, we set in the following It is worth noting that our scaling does not fulfil the traditional criterion of subwavelength resonance with respect to the length d of the cavity, but conducting the asymptotic analysis up to the second order allows us to describe the shift in the resonance towards lower resonance frequencies; this will be commented below. Incidentally, it can be noted that practical realizations of metasurfaces involving Helmholtz resonators have in general subwavelength neck and array spacing but not necessarily a subwavelength cavity length, see for instance [5, 24] , where all dimensions h n of the neck are typically such that kh n ∼ 0.05 but the cavity has a length d with kd ∼ 1.
(ii) The limit problem, ε = 0, of a slot resonator Our system (2.2) is not classical because the small parameter h = ε is still present in the effective problem. More often, the asymptotic analysis is performed at the first order providing a homogenized, or limit, problem in which the small parameter h has disappeared. Previous studies conducted such classical homogenization for Helmholtz resonators [12, 15] , by choosing all the dimensions of the resonator with a scaling in h n , n > 0, the Helmholtz resonances were obtained in the limit problem. However, such approaches have one drawback: the limit problem captures the resonances of a closed resonator, thus it captures perfect resonances. This means that the leakage, or radiative damping, of the resonators is missing, resulting in effective parameters diverging at the resonance frequencies (note that this drawback cannot be always avoided, for instance, when the resonators pave the whole space). Incidentally, they cannot be written in the time domain as the effective parameters depend on the frequency, by construction.
We avoid this drawback by using a different scaling (hence a different limit problem) and by conducting the asymptotic analysis up to the second order. Our scaling produces a limit problem in which the necks have disappeared, but not the cavities. Thus, it corresponds to a slot resonator with a quarter wavelength resonance of finite amplitude [h = e = 0 in (2.2)]; obviously at this dominant order, the effect of the necks has disappeared since e = 0 when h = 0, by construction. Conducting the asymptotic analysis up to the order 2 allows us to recover the effect of the necks as a boundary layer correction, and to describe the shift in the resonance frequency from the quarter wavelength resonance towards lower frequencies (a shift which is dictated by h); for a discussion on boundary layer effects, see [25] , ch. 9. Roughly speaking, the price to capture the leakage is to accept a dominant order in which a key ingredient of the Helmholtz resonance (the neck) is missing. It is recovered as a perturbation at the second order. This price is acceptable if the model does not fail for small perturbations (and 'fails', 'small' remain to be defined), but the robustness of the model cannot be anticipated a priori. We collect, in appendix A and in the electronic supplementary material, results in the harmonic regime which suggest that the effective model is (unexpectedly) robust, able to describe a large range of Helmholtz resonators from slot resonators to resonators with small neck openings.
(b) The asymptotic analysis
In this section, we shall work on a problem simplified with respect to that in figure 2. We focus on a region near the top of the resonators at x 1 = 0, and we consider that the air and the cavities occupy the half-spaces x 1 > 0 and x 1 < −e, respectively. Following a classical procedure, e.g. [26] and references herein, we shall assume that the solution can be expanded using three asymptotic expansions, two of them being valid far from the region of the necks, above and below (outer expansions) and one being valid near the necks (inner expansion) (figure 4). We shall also assume that these expansions hold true in an intermediary region where they coincide, providing so-called matching conditions. This allows us to set a hierarchy of outer problems (at the macroscopic scale) which are fed by the inner problems (at the microscopic scale). As previously said, we shall consider the resolution up to the second order in this hierarchy.
(i) The outer and inner expansions
The inner region is a region in the vicinity of the necks where boundary layer effects (the effects of the evanescent field) are significant; to fix the idea, we can set its extent to √ ε (or ε α provided that 0 < α < 1). It is worth noting that in the limit problem, the inner region is reduced to the line x 1 = 0. Then, the two outer regions are defined as the two half-spaces
in the following, we call them R + and R − , respectively (figure 4). Next, in addition to the coordinate x = (x 1 , x 2 , x 3 ) that we term the macroscopic coordinate, we define a microscopic coordinate y ≡ x/ε, y = (y 1 , y 2 , y 3 ).
In each region, we keep the coordinates which are relevant to describe the variations of the field (this will be commented later on). Specifically, we assume that (p, u) can be expanded as
with x = (x 2 , x 3 ) and y = (y 2 , y 3 ). Usually, the terms in the expansions are assumed to be periodic with respect to the coordinates y ∈ Y, with Y = (−1/2, 1/2) 2 . In the outer region R − , the boundaries y 2 = ±1/2 and y 3 = ±1/2 are always within the walls of the cavity; thus, y ∈ Y a where Y a is as the subdomain of Y occupied by the air and the assumption of periodicity is not required (instead, Neumann boundary conditions applies on ∂Y a ). In the inner region, it may happen that the boundaries y 2 = ±1/2 or y 3 = ±1/2 are in the air (for specific ranges of y 1 and depending on the shape of the neck). We term these boundaries 'connected boundaries' and there, periodic conditions apply. The above expansions will be used in (2.1) with the differential operator reading as in the outer region R + ,
and in the inner region,
where V x (V x ) means gradient w.r.t. x(x ) and V y (V y ) means gradient w.r.t. y (y ).
(ii) The boundary conditions and the matching conditions
From a unique problem, we have built three problems and we have to specify the boundary conditions which apply for each one to ensure that they are well posed. For the inner terms, applies on the rigid parts but the conditions at y 1 → ±∞ are unknown a priori. Reversely, the outer terms in R + satisfy the boundary condition far from the necks (once defined) and in R − , they satisfy the rigid boundary condition on the walls of the cavities; however, the boundary conditions when x 1 approaches the inner region are missing. These missing conditions for the inner and outer terms are provided simultaneously by so-called matching conditions which tell us that the inner and the outer expansions have to coincide in intermediate regions, typically when
They are found rewriting the outer expansions with x 1 replaced by εy 1 and re-expanding in ε. Identifying the resulting terms in power of ε, we get at the leading order
,
and at the order ε
and
Such matching conditions have been used for different problems involving boundary layer effects for finite size structures [19, 22] or for thin arrays [20, [26] [27] [28] .
(c) The effective wave equation
The effective wave equation is sought in R − only. In R + , from (2.1) along with (3.1) and (3.2), it simply reads as 6) being the same at each order. In the outer region R − , the expansions (3.1) involve terms p n (x, y , t), the same for u n and we shall now comment their spatial dependence. The coordinate x gives the macroscopic position in the array of the cavities. Once x has fixed the position at the macroscopic scale, say it has fixed a given cavity, y allows for small (microscopic) displacements inside the cavity. Next, the cavities being invariant along x 1 , only y = (y 2 , y 3 ) is needed to describe these displacements.
As previously said, only a subdomain Y a of the unit cell Y is filled with air, and equation (2.1) apply for y ∈ Y a only ( figure 5 ). In the following, we shall establish the equations satisfied by the effective fields
where we defined The difference in the definitions of the averaged pressure and velocity is related to the notion of extensive/intensive quantities, being, respectively, the pressure and the flow rate (rather than the velocity). With (3.8), u n 1 corresponds to the flow rate in a single cavity Y a and the flow rate is the right quantity which has to be conserved.
(i) The effective wave equation in R − at first order From (2.1), along with (3.1) and (3.2), we get at leading order 1/ε that V y p 0 = 0, from which p 0 does not depend on y and
For simplicity, we keep the notation p 0 (x, t) in the following. We have also div y u 0 = 0 that we shall use together with the first equation of (2.1) at the order ε 0 , namely
This allows us to define the problem on p 1 which reads as
where we have used that e 1 · n = 0. The above system has an explicit solution 12) with α = 2, 3 (and repeated indices means summation) and with the convention for the origin such that y α = 0. Using (3.12) in (3.10) shows that u 0 does not depend on y , with
It is sufficient to integrate (3.13) over Y a , with (3.8), to get the first equation of the effective problem
Now, using the second equation in (2.1) at the order ε 0 leaves us with
Eventually, integrating (3.15) over Y a and accounting for u 1 · n = 0 on ∂Y a along with (3.8), we get 
(ii) The homogenized wave equation in R − at second order
The second order starts with the relation
from (3.15) to (3.16) and with u 0 (x, t) = u 0 (x, t)/ϕ c , from (3.8). Next, the first equation in (2.1) at the order ε reads ρ∂ t u 1 = −(V x p 1 + V y p 2 ), and with p 1 known from (3.12), we get
(with α = 2, 3 and repeated indices means summation). The problem can be written for p 2 only, namely
whose solution is explicit and of the form 19) with β = 2, 3. Note thatp 2 does not equal p 2 , and its expression would be obtained at the next order in the analysis, we shall not need it. Using (3.19) in (3.17), we get
At the order 1, the velocity is still along e 1 as expected, but now it depends on y . Once integrated over Y a , with (3.8) and using that y α = 0, we simply get
The last step consists in integrating over Y a the second equation of (2.1) at the order ε, namely χ∂ t p 1 + div y u 2 + div x u 1 = 0, which leaves us with
Equations (3.21) and (3.22) define the problem at the order 2 in the outer region R − .
(iii) Up to second-order homogenized wave equation 
(d) The jump conditions
To the homogenized wave equation (3.23), we have to associate boundary conditions when approaching the necks in R ± (figure 4). We shall see that these boundary conditions provides the usual continuities of the pressure and of the normal velocity at the leading order while, at the second order, they makes discontinuities of these two fields to appear. Let us start by commenting the form of the inner terms in (3.1) that we have written with a dependence in y and x . The coordinate x gives the macroscopic position in the plane containing the necks. Once the value of x has fixed a given neck, y accounts for small displacements around the neck. In particular, y 1 approaching −∞ and +∞ in the inner problem corresponds to x 1 approaching 0 − and 0 + in the outer problem. Thus, the inner problem is defined in a strip Y ∞ infinite along y 1 with y bounded in Y a insides the cavity and bounded in (−1/2, 1/2) 2 in the air (i) The jumps of the pressure and of the velocity at the first order Inserting the inner expansion (3.1) in the first equation of (2.1) tells us that, at the leading order in 1/ε, V y q 0 = 0 from which Considering the limit y m 1 → ∞ and the matching condition (3.4), we get At the leading order, we obtain the usual continuities of the pressure and of the flow rate. In [19] , it has been shown for a slot resonator that these continuity conditions are already satisfactory and going up to the second order improves the range of validity of the effective model. In the present case, we expect that accounting for the boundary layer effects will allow us to move from the slot resonance towards the Helmholtz resonance (see appendix A).
(ii) The jump of the pressure at the second order
To begin with, we shall define the problem satisfied by (q 1 , v 0 ), specifically
and lim
To get the above limits when y 1 → ±∞, we used the time derivative versions of the matching conditions (3.4) on v 0 . Next, for y 1 → −∞, we know from (3.13) that u 0 α = 0, α = 2, 3 and from (3.8) that u 0 1 = ϕ c u 0 1 since u 0 1 does not depend on y . The limit y 1 → +∞ has been obtained from (3.6) with ρ∂ t u 0 = −V x p 0 and using that u 0 1 = u 0 1 , which holds at any order for x 1 > 0. We have written the problem (3.28) in terms of the three independent fields ∂ t u 0 1 and ∂ x α p 0 , α = 2, 3. Thus, by linearity, we can define
where Q 1 and Q α are functions of y only and they satisfy the so-called elementary problems
, lim
and Q α = 0, ∂ n Q α |Γ = 0, lim
and Q 1 , (Q α − y α ) are periodic with respect to y 2 and y 3 in the connected boundaries. The above problems are classical problems of potential flows, as illustrated figure 7. In (3.29), we introduced q 1 (x , t) since q 1 (x , y, t) is defined in (3.28) up to a function independent of y; doing so, we assume implicitly that Q 1 = Q α = 0 (Q 1 and Q α are defined up to a constant and the constant is determined by the condition of zero average). When y 1 → ±∞, the functions Q 1 and Q α have a linear behaviour with respect to y 1 and y α , respectively. 
We have used that Q α , α = 2, 3, is odd with respect to y α (up to constant), and to satisfy Q α = 0, the constant has to be 0. This is not the same for Q 1 which is axisymmetric in the (y 2 , y 3 ) plane which allows the constants to be different at y 1 → ±∞. The jump in p 1 directly follows from the matching conditions on the pressure in (3.5), along with (3.29) and (3.31), leading to
The above limits are obtained owing to (i) ∂ x 1 p 0 (0 − , x , t) = −ρ∂ t u 0 1 (0, x , t)/ϕ c , from (3.13), for the former limit and (ii) ∂ x 1 p 0 (0 + , x , t) = −ρ∂ t u 0 1 (0, x , t), from (3.6), for the latter limit. Eventually, taking the average of p 1 (0 − , x , y , t) over Y a and using that y α = 0 leave us with
where
(iii) The jump of the velocity at the second order
We now have to determine the jump in u 1 1 and this is a little more involved. We start with the relation χ∂ t q 0 + div y v 1 + div x v 0 = 0. We use that q 0 = p 0 (0, x , t) from (3.24), and integrate over Y the time derivative version of this relation, namely
This integral involves three terms that we shall consider now.
-The first integral is trivial and involves only the volume of Y, specifically -
or equivalently, 
41) where we have used in Y + the periodicity of Q 1 , (Q 2 − y 2 ) and Q 3 . Doing the same for
In this last step, we have used that
is even w.r.t. y 3 and Q 1 is even w.r.t. y 2 and y 3 ).
We now collect the terms in the three integrals which are linear in y m 1 . Their sum reads as
where we have separated two contribution intentionally: the first parenthesis vanishes owing to the wave equation (3.16) in Y − (along with u 0 = u 0 1 e 1 from (3.14)), and the second parenthesis vanishes owing to the wave equation (3.6) in Y + . Thus, and as expected, the diverging terms cancel and we finally get
In order to get a jump condition in u 1 1 without time derivative, we define w 0 α (x, t) such as 
(iv) Final jump conditions across an enlarged interface
The final jump conditions will be written for (p e , u e ) defined in (3.7). In addition, we shall consider the jumps across an enlarged interface, namely between x 1 = −e and x 1 = 0 (in their present forms, they are written between x 1 = 0 − and x 1 = 0 + ). It has been already discussed in [20] [21] [22] [23] 27 ] that the resulting problem is equivalent up to O(ε 2 ) to the problem with a zero thickness interface. Besides, the problem involving an enlarged version of the interface is associated to a positive interface energy and this will be discussed in the present case below. Thus, we want the jumps defined as
with e = O(ε) (the jump defined above corresponds to the definition in (2.4) ). We use the Taylor expansions
and 
The energy conservation in the effective problem
In this section, we shall derive the form of the energy E n supported by the interface and show that E n is positive definite. The calculations are performed for an array of standard Helmholtz resonators, and the calculations for an array of double-sided resonator follow straightforwardly.
(a) The energy E n supported by the interface
In the homogenized problem, the equation of the energy conservation is written starting from (2.2). It is easy to see that we get The fluxes through ∂Ω + ∪ ∂Ω c involve the ingoing and outgoing fluxes through Σ as in the actual problem (figure 2), but they involve also a flux Φ through the interface where the jump conditions apply. Specifically, we have
where we use the convention of the x 1 axis normal to the interface and pointing from Ω c to Ω + . In (2.5), we have said that − dx [[pu 1 ]] can be expressed as the time derivative of an energy E n , and we shall see that this is the case and besides, that E n ≥ 0. We start with
It is now sufficient to use the integrations by part dx p∂ x α w α = − dx w α ∂ x α p + b·t·, where b·t· means boundary terms that should be considered at the extremities of the equivalent interface; they are disregarded here. From (2.3), dx p∂ x α w α = ρ dx w α ∂ t w α . Inserting the above result with (4.2) and (4.1) gives the equation of energy conservation (2.5).
(b) Properties of the effective coefficients ensuring E n ≥ 0
From (2.5), the energy E n supported by the interface is positive if the coefficient B and C are positive (the parameter ϕ n e is obviously positive) and this is what we shall prove now.
(i) Bound on C
The parameter C is defined by C = Y − dy ∂Q 2 /∂y 2 = Y − dy ∂Q 3 /∂y 3 and we use the problem on Q 2 in (3.30). It is sufficient to remark that 4) to get that C ≥ 0. In the above integration by parts, the boundary term ∂Y dS(Q 2 − y 2 )∂ n Q 2 vanishes since (i) on the rigid parts of Y, ∂ n Q 2 = 0, (ii) in the connected regions, (Q 2 − y 2 ) and VQ 2 are periodic and (iii) at y 1 → ±∞, ∂ n Q 2 = VQ 2 · e 1 = 0. Also, we have used that and where 8) for any test functionQ with a gradient being square integrable (in fact,Q in H 1 (Y)) and periodic on Y + (see additional remark in the electronic supplementary material). Now, it is easy to see that
To get the above result, we have used that 0
. We now choose a test functionQ depending on y 1 only and of the form
and at this stage, α is a free parameter. The energy
c ), and it is minimum for α = 1/ϕ n , resulting in
It is now sufficient to plug (4.9) and (4.11) in the inequality (4.7) to get
Finally, using equation (3.31), we have for
With our choice ofQ, we do not get a bound which guarantees B 1 > 0. However, once the enlarged version of the interface is considered, with B = B 1 + e/ϕ c in (2.2) (see (3.50)-(3.51)), we have
14)
The above inequality shows that B is positive for any relative opening of the neck 0 < ϕ n ≤ 1.
Concluding remarks
We have proposed a modelling of an array of resonators of the Helmholtz type. In the effective problem, the region of the cavities is replaced by an anisotropic homogeneous medium which is simply related to the sectional area of the cavities and the region of the necks is replaced by jump conditions. These jumps involved effective parameters given by static problems corresponding to simple problems of potential flows. In general, these problems have to be solved numerically but their resolution is not very demanding (for instance, they admit a simple variational formulation). Beside, they can be solved once and for all, in a preprocessing step, since they are time independent. Next, because the problem is written in the time domain, the equation of the energy conservation can be considered, which involves a flux of the Poynting vector associated to the homogenized interface. We have shown that this flux can be rewritten as the time derivative of a positive definite energy; this ensures that the homogenized problem is written in a suitable form for the numerical implementation in the time domain. Remarks on this numerical implementation can be made. The effective problem is significantly simpler than the actual one since the subwavelength structuration has disappeared; whence, the mesh grid is simply conditioned by the typical wavelength imposed by the source. However, this does not mean that the implementation is straightforward, since it requires the jump conditions to be properly accounted for; an example of such implementation has been proposed in [18] . This problem does not arise for simple scattering problems, and the example of an incident plane wave in the harmonic regime is presented in the electronic supplementary material of this paper (an explicit solution of the homogenized problem is available in this case), see also appendix A. 
Appendix A. From a slot to a Helmholtz resonator
In this appendix, we inspect the robustness of the effective problem, namely its ability to describe the shift in the resonance frequency from that of a slot resonator (in the limit problem) to that of a Helmholtz resonator when h increases. To do so, we consider in the harmonic regime a wave e −ikx 1 −iωt at normal incidence on a two-dimensional array with a simple geometry. In this case, we have Ω + = {x 1 > 0} and Ω c = {x 1 ∈ (−d − e, −e)} and Neumann boundary condition applies at x 1 = −d − e; thus, the solution of the effective problem (2.2) is explicit and it reads as which corresponds to the solution for an array of quarter wavelength resonators, or slot resonators, with a lowest resonance for k R d = π/2 [30] . Here, the necks have disappeared since at the dominant order e = 0. It is worth noting that the resonances are quasi-resonances, with finite amplitude A 0 , which means that the leakage has been already captured at the dominant order (and obviously |R 0 | = 1 dictated by energy conservation). As previously said, the effective model at the second order allows us to capture the boundary layer effects in the vicinity of the necks; they already exist for the simple slot resonators (ϕ n = ϕ c in (2.2)) as studied in [19] . Now, when the necks partially close the resonators (ϕ n < ϕ c ), their effects are stronger. To understand how the second-order correction affects the solution of the limit problem, it is sufficient to consider the jump in the pressure in (2. where we recover that the dimensionless small parameter is kh. Now, the Helmholtz resonance corresponds to cot
given by the condition R = −1, e.g. [31] . This corresponds to a shift in the resonance frequency dictated by kh, as expected and by the parameters (B, ϕ c ) . The shift in the resonance frequency captured at the second order is illustrated in figure 8 . We reported the variations of R against kd for h = 0.01, 0.1 and 1 (otherwise, d = 4 is fixed and ϕ c = 1 and ϕ n = 0.005). For still unknown reason, the model is unexpectedly robust (up to h = 1) with a secondorder correction able to account for a significant decrease in the resonance frequency (and it is unexpected since such significant decrease means that the second-order correction becomes of the same order or even greater that the leading order, hence the expansions (3.1) are no longer valid). Accordingly, the field in the model at the order 2 conforms more and more to the traditional description of the Helmholtz resonance: with the decrease in the resonance frequency, the field in the cavity, (A 3), becomes almost uniform with an increasing amplitude. This is illustrated in figure 9 where we reported the profile of |p(x 1 , 0)| in a single cavity, from (A 3). Further comparisons can be found in the electronic supplementary material.
