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THE SPHERICAL CONVEX FLOATING BODY
Florian Besau & Elisabeth M. Werner
Abstract
For a convex body on the Euclidean unit sphere the spherical convex
floating body is introduced. The asymptotic behavior of the volume
difference of a spherical convex body and its spherical floating body is
investigated. This gives rise to a new spherical area measure, the floating
area. Remarkably, this floating area turns out to be a spherical analogue
to the classical affine surface area from affine differential geometry.
Several properties of the floating area are established.
1. Introduction
The floating body appeared first in the work of C. Dupin [15] in 1822. By
the end of the 20th century this basic notion witnessed a surge in interest. In
1990, a seminal new definition was given by C. Schütt and E. Werner [71].
They introduced the convex floating body as the intersection of all halfspaces
whose hyperplanes cut off a set of fixed volume of a convex body (compact
convex set). In contrast to the original definition, the convex floating body is
always convex and coincides with Dupin’s floating body if it exists.
The main reason that the (convex) floating body has attracted considerable
interest in recent decades is that it allows extensions of the classical notion
of affine surface area to general convex bodies in all dimensions. Indeed, as
was shown by K. Leichtweiß [36] and C. Schütt and E. Werner [71], the affine
surface area arises as a limit of the volume difference of the convex body and
its floating body.
Affine surface area was introduced by W. Blaschke [10] in 1923 for smooth
convex bodies in Euclidean space of dimensions 2 and 3 and for smooth convex
bodies. Even though it proved much more difficult to extend affine surface
area to general convex bodies than other notions, like surface area measures or
curvature measures, successively such extensions were achieved. Aside from the
afore mentioned successful approach via the (convex) floating body, E. Lutwak
[44] was able to provide an extension in 1991 by a completely different method
and also proved the long conjectured upper semicontinuity of affine surface
area.
As the name suggests, affine surface area is invariant under volume preserving
affine transformations. Furthermore it is a valuation on the space of convex
bodies and, as mentioned, upper semicontinuous. M. Ludwig and M. Reitzner
[41] proved that these three properties essentially characterize affine surface area.
They showed that a valuation on convex bodies that is upper semicontinuous and
invariant under volume preserving affine transformations is a linear combination
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of affine surface area, volume, and the Euler characteristic. Building on results
of M. Ludwig and M. Reitzner [42], this result was recently considerably
strengthened by C. Haberl and L. Parapatits [29].
Affine surface area is among the most powerful tools in equiaffine differential
geometry (see B. Andrews [5, 6], A. Stancu [75, 76], M. Ivaki [32] and M.
Ivaki and A. Stancu [33]). It appears naturally as the Riemannian volume of
a smooth convex hypersurface with respect to the affine metric (or Berwald-
Blaschke metric), see e.g. the thorough monograph of K. Leichtweiß [37] or the
book by K. Nomizu and T. Sasaki [55]. In particular the upper semicontinuity
proved to be critical in the solution of the affine Plateau problem by N. S.
Trudinger and X.-J. Wang [77].
A variant of the convex floating body provided a geometric interpretation
of Lp-affine surface area, see C. Schütt and E. Werner [73]. Lp-affine surface
area is a generalization of affine surface area in the Lp-Brunn-Minkowski theory
introduced by E. Lutwak [45] (also see D. Hug [31] and M. Meyer and E.
Werner [54]). M. Ludwig and M. Reitzner [42] recently generalized Lp-affine
surface area to Orlicz affine surface area.
One of the fundamental inequalities for affine surface area is the affine
isoperimetric inequality (see W. Blaschke [10], L. A. Santaló [60] and C. M.
Petty [58]) which states that, among all convex bodies with fixed volume,
ellipsoids have the largest affine surface area. This inequality is related to
various other inequalities, see E. Lutwak [43] and E. Lutwak, D. Yang and
G. Zhang [47]. In particular, the affine isoperimetric inequality implies the
Blaschke-Santaló inequality and it proved to be the key ingredient in the
solution of many problems, see e.g. the book by R. J. Gardner [22] and also
[13,21,30,40,46,67,75,78].
Applications of affine surface areas have been manifold. For instance, affine
surface area appears in best and random approximation of convex bodies by
polytopes, see K. Böröczky Jr. [11,12], P. M. Gruber [26–28], M. Ludwig [38],
M. Reitzner [59] and C. Schütt [68,70]. See also C. Schütt and E. Werner
[72] where they show that random approximation is almost as good as best
approximation.
Furthermore, recent contributions indicate astonishing developments which
open up new connections of affine surface area to, e.g., concentration of volume
(e.g. [19,42,48]), and information theory (e.g. [7,14,49–51,57,78,79]).
In this paper we introduce the new notion of spherical convex floating body
of a convex body on the Euclidean unit sphere. While there are important,
intermittent results in the theory of spherical convex bodies, see e.g. [18,61,62],
research has now picked up momentum. In particular the integral geometry of
convex bodies in more general spaces, including the sphere, has seen tremendous
progress over the last decades, see e.g. [1–3,8,25,34,63,66,74], and in recent
years classical spherical convex geometry has made progress at a rapid pace,
see [4,9,17,20,23,24,53,56,64,80].
Our main contributions are to introduce and investigate the spherical convex
floating body and to establish the asymptotic behavior of the volume difference
of a spherical convex body and its floating body. We prove that this volume
difference gives rise to a new spherical area measure, the floating area, which
bears striking similarities to the Euclidean affine surface area. Because of these
similarities we are convinced that the floating area will become a powerful tool
in spherical convex geometry.
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The next section gives the precise statement of our main theorem. In Section
3 we will briefly recall basic notions from Euclidean convex geometry. In
particular, we recall results about the convex floating body and affine surface
area. In Section 4 we will fix the notation for spherical convex geometry and
investigate the boundary structure of a spherical convex body. The spherical
convex floating body is introduced in Section 5. We proof the main theorem
in Section 6. In the final Section 7 we investigate the floating area, or more
generally, the floating measure. We show that the floating area is an upper
semicontinuous valuation and establish a duality formula which involves the
polar body. Moreover, in Subsection 7.1. we derive an isoperimetric inequality
for the floating area.
2. Statement of the Main Theorem
We denote the Euclidean unit sphere in Rn+1 by Sn, n ≥ 2. The natural
spherical distance d is given by d(u, v) = arccos(u · v) for u, v ∈ Sn, where ·
denotes the Euclidean scalar product. A set A ⊆ Sn is called (spherical) convex
if its radial extension
radA =
{
rv ∈ Rn+1 : r ≥ 0 and v ∈ A} (2.1)
is convex in Rn+1.
A closed convex subset of Sn is called a (spherical) convex body. If a convex
body does not contain a pair of antipodal points, we call it proper. The set of
convex bodies (resp. proper convex bodies) is denoted by K(Sn) (resp. Kp(Sn)).
Furthermore, the subset of bodies with non-empty interior is denoted by K0(Sn)
(resp. Kp0(Sn)).
A k-sphere S, 0 ≤ k ≤ n, is the intersection of a (k + 1)-dimensional linear
subspace L of Rn+1 with Sn. For u ∈ Sn we denote by Su the hypersphere that
is given by Su = {v ∈ Sn : u · v = 0}. The closed hemisphere with center in u
is denoted by S+u . We set S−u = S+−u.
The k-dimensional Hausdorff measure is denoted by Hk and voln denotes the
usual volume measure on Sn. Note that voln coincides with the n-dimensional
Hausdorff measure restricted to Sn.
In Euclidean convex geometry the convex floating body is defined by the
intersection of all halfspaces such that the hyperplanes cut off a set of constant
volume. This motivates the following
Definition (Spherical Convex Floating Body). Let K ∈ K0(Sn), K 6= Sn.
For δ > 0 small enough we define the (spherical) convex floating body K[δ] as
the intersection of all closed hemispheres S− such that the hyperspheres cut off
a set of volume less or equal δ, that is,
K[δ] =
⋂{
S− : voln
(
K ∩ S+) ≤ δ}, (2.2)
where S+ is the complementary closed hemisphere to S−, that is, S+ = −S−.
In our main theorem we consider the volume difference of a spherical convex
body K and its floating body. We show that the limit, as δ goes to zero,
converges to the total curvature over the boundary bdK of K when integrating
the spherical Gauss-Kronecker curvature HSnn−1(K, ·) raised to the power 1n+1
(see Section 4 for details on the spherical Gauss-Kronecker curvature).
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Theorem 2.1. If K ∈ Kp0(Sn) is a proper convex body with non-empty
interior, then
lim
δ→0+
voln(K)− voln(K[δ])
δ
2
n+1
= cn
∫
bdK
HS
n
n−1(K,w)
1
n+1 dHn−1(w), (2.3)
where cn = 12
(
n+1
κn−1
) 2
n+1 and κn−1 is the volume of the (n − 1)-dimensional
Euclidean unit ball.
We will prove Theorem 2.1 in Section 6.
The curvature integral appearing on the right-hand side of (2.3) shares
striking similarities with the affine surface area from affine differential geometry,
see (3.2). Since, to our knowledge, there is no property similar to the affine
invariance of Euclidean affine surface area in the spherical setting, we are
reluctant to call this new spherical area measure a spherical affine surface area.
Definition (Floating Area). For a convex body K ∈ K0(Sn) with non-empty
interior the floating area Ω(K) is defined by
Ω(K) =
∫
bdK
HS
n
n−1(K, ·)
1
n+1 dHn−1,
if K is proper or Ω(K) = 0 otherwise.
In Section 7 we investigate properties of the floating area.
3. The Floating Body and Affine Surface Area
In this section we collect well known result from Euclidean convex geometry.
For a general reference on these facts we refer to [65]. We denote by · the scalar
product and by ‖.‖ the Euclidean norm. A convex body K is a compact convex
subset of Rn. It is uniquely determined by its support function hK defined by
hK(x) = max{x · y : y ∈ K}, x ∈ Rn.
The set of convex bodies in Rn is denoted by K(Rn). We denote by K0(Rn)
the set of convex bodies with non-empty interior.
Definition (Convex Floating Body [71]). Let K ∈ K0(Rn). For δ > 0 the
convex floating body K[δ] is defined as the intersection of all closed halfspaces
H− such that the hyperplanes cut off a set of volume less or equal δ, that is,
K[δ] =
⋂{
H− : voln(K ∩H+) ≤ δ
}
.
Basic properties of the convex floating body are collected in the following
Proposition 3.1 ([71]). Let K ∈ K0(Rn) and δ > 0 such that K[δ] exists.
(i) Through every x ∈ bdK[δ] there exists at least one hyperplane H that cuts
off of K a set of volume δ.
(ii) A hyperplane H that cuts off of K a set of volume δ touches K[δ] in exactly
one point, the barycenter of K ∩H.
(iii) K[δ] is strictly convex.
(iv) Let δ0 = max{δ : voln(K[δ]) > 0}. Then K[δ0] is only one point and for
all 0 < δ < δ0, K[δ] exists and has non-empty interior.
(v) For a linear transformation A ∈ GL(Rn) and a vector y ∈ Rn we have
(AK + y)[δ] = AK[| detA| δ] + y.
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We can parametrize the halfspaces in the definition of the convex floating
body over Sn−1 in the following way:
Corollary 3.2. If K∈K0(Rn), then for any v ∈ Sn−1 there exists s(v, δ) ∈ R
such that
δ = voln
(
K ∩H+v,s(v,δ)
)
,
where H+v,s(v,δ) = {x ∈ Rn : x · v ≥ s(v, δ)}. Moreover, we have
K[δ] =
⋂
v∈Sn−1
H−v,s(v,δ). (3.1)
Proof. This follows from Proposition 3.1 (i). q.e.d.
The generalized Gauss-Kronecker curvature of a convex body K ∈ K(Rn) at
a boundary point x is denoted by HRnn−1(K,x) and exists for Hn−1-almost all
boundary points, see e.g. [31, Lemma 2.3].
Definition (Affine Surface Area). Let K ∈ K0(Rn). Then the affine surface
area as(K) of K is defined by
as(K) =
∫
bdK
HR
n
n−1(K,x)
1
n+1 dx. (3.2)
Affine surface area as(K) is finite for all convex bodies K. This can be seen
in the following way: For a convex body K ∈ K0(Rn) and a boundary point
x ∈ bdK we denote by rK(x) the maximal radius of a Euclidean ball that is
contained in K and touches the boundary of K in x, in other words,
rK(x) = sup{r ≥ 0 : ∃y ∈ K such that Bn(y, r) ⊆ K and x ∈ bdBn(y, r)},
where Bn(y, r) denotes the closed Euclidean ball of radius r with center y.
By Blaschke’s Rolling Theorem (see e.g. [65, Corollary 3.2.13]) we know
that rK > 0 for Hn−1-almost all boundary points. In fact C. Schütt and E.
Werner proved in [71] the following:
Theorem 3.3 ([71]). Let K ∈ K0(Rn). Then for all α ∈ [0, 1)∫
bdK
rK(x)−α dx <∞. (3.3)
Since the Gauss-Kronecker curvature at a boundary point x of K is less or
equal to the curvature of any ball contained in K that touches the boundary
in x we have HRnn−1(K,x) ≤ rK(x)−(n−1) for Hn−1-almost all x ∈ bdK. We
conclude
as(K) ≤
∫
bdK
rK(x)−
n−1
n+1 dx <∞.
The limit of the volume difference of a convex body and its floating body
converges to the affine surface area of the body in the following way:
Theorem 3.4 ([71]). Let K ∈ K0(Rn). Then
as(K) = 1
cn
lim
δ→0+
voln(K)− voln(K[δ])
δ
2
n+1
, (3.4)
where cn = 12
(
n+1
κn−1
) 2
n+1 .
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By (3.4) and the covariance of the floating body under affine transformations
that preserve volume we conclude that for all A ∈ SL(Rn) and y ∈ Rn
as(AK + y) = as(K).
We see that, as the name suggests, affine surface area is invariant under volume
preserving affine transformations.
The proof of Theorem 3.4 is built on the following results. We choose to
include them here since we will need them to prove Theorem 2.1. Note that we
denote the convex hull of two points x, y ∈ Rn by conv(x, y).
Theorem 3.5 ([71]). Let K ∈ K0(Rn) and 0 ∈ intK. For x ∈ bdK and
δ > 0 we set {xδ} = bdK[δ] ∩ conv(0, x). Then there exists C > 0 and δ0 > 0
such that for all δ < δ0 we have
‖x− xδ‖
δ
2
n+1
≤ CrK(x)−
n−1
n+1 ,
for Hn−1-almost all x ∈ bdK.
Theorem 3.6 ([71]). Let K ∈ K0(Rn) with 0 ∈ intK. For δ > 0 small
enough we have for Hn−1-almost all x ∈ bdK
lim
δ→0+
1
n
x ·NKx
δ
2
n+1
(
1−
(‖xδ‖
‖x‖
)n)
= cnHR
n
n−1(K,x)
1
n+1 , (3.5)
where {xδ} = bdK[δ]∩conv(0, x) and NKx denotes the outer unit normal vector
at x ∈ bdK.
Note that for the left hand side in (3.5) we have
lim
δ→0+
1
n
x ·NKx
δ
2
n+1
(
1−
(‖xδ‖
‖x‖
)n)
= lim
δ→0+
(
x
‖x‖ ·N
K
x
)‖x− xδ‖
δ
2
n+1
. (3.6)
4. Basic Facts from Spherical Convex Geometry
The convex hull convA of A ⊆ Sn is the intersection of all convex bodies in
Sn that contain A, with the usual convention that the empty intersection is
the whole sphere Sn. The convex hull of two convex bodies K,L ∈ K(Sn) is
denoted by conv(K,L) = conv(K ∪ L) and the segment spanned by two points
u, v ∈ Sn, u 6= −v, is given by conv(u, v) = conv({u}, {v}).
The interior of a set A is denoted by intA. We denote a closed spherical cap
of radius 0 ≤ α ≤ pi2 and center u ∈ Sn by Cu(α) = {v ∈ Sn : d(u, v) ≤ α}.
The polar body K◦ of a convex body K ∈ K(Sn) is defined by
K◦ = {v ∈ Sn : v · w ≤ 0 for all w ∈ K},
and is again a convex body. The following lemma collects well-known facts
about the polar body:
Lemma 4.1. Let K ∈ K(Sn). Then
(i) (K◦)◦ = K.
(ii) We have
K◦ =
⋂
w∈K
S−w =
{
v : K ⊆ S−v
}
.
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In particular,
intK◦ =
⋂
w∈K
int S−w =
{
v : K ⊆ int S−v
}
= Sn\Kpi
2
where Kpi
2
is the set of all points that have distance of at most pi2 to K.
(iii) If K is proper, then intK = ∅ if and only if intK◦ = ∅.
(iv) (K ∩ L)◦ = conv(K◦, L◦).
(v) If K ∈ Kp0(Sn), then intK ∩ int (−K◦) 6= ∅. In particular, we have for
all u ∈ intK ∩ int (−K◦) that u ∈ intK and K ⊆ int S+u .
Let S be a k-sphere for some k ∈ {0, . . . , n} and let K ∈ K(Sn). Then the
spherical projection K|S is defined by
K|S = conv(K,S◦) ∩ S.
Note that, since S is a k-sphere, S◦ is an (n− k − 1)-sphere.
The spherical projection of a point w to a hypersphere Sv, for v 6= ±w, is
given by w|Sv = w−cos(d(v,w))vsin(d(v,w)) . We have w = cos(d(v, w))v+sin(d(v, w))(w|Sv).
4.1. Spherical Support Function and Gnomonic Projection. For the
results stated here see, e.g., [9].
Definition (Spherical Support Function). For a fixed u ∈ Sn and a proper
convex body K ∈ Kp(Sn) such that K ⊆ int S+u , the spherical support function
hu(K, ·) : Su →
(−pi2 , pi2 ) of K is defined by
hu(K, v) = max
{
sgn(v · w)d(u,w|S1u,v) : w ∈ K
}
,
where S1u,v denotes the 1-sphere spanned by u and v.
The intuitive interpretation of the spherical support function is as follows:
If v ∈ Su then the projection K|S1u,v is a spherical segment and the spherical
support function measures the width with respect to u. We have
K|S1u,v = {cos(α)u+ sin(α)v : α ∈ [−hu(K,−v), hu(K, v)]}.
Let u ∈ Sn. For v ∈ Su and δ ∈
(−pi2 , pi2 ), we set z = cos(δ)v − sin(δ)u and
S+u,v,δ = S
+
z = {w ∈ Sn : v · w ≥ tan(δ)(u · w)}. (4.1)
Let K ∈ K(Sn) such that K ⊆ int S+u . For v ∈ Su, the the supporting
hyperspheres of K are parametrized by Su,v,hu(K,v). In particular, we have that
z = cos(hu(K, v))v − sin(hu(K, v))u ∈ bdK◦ and z is an outer unit normal
vector to K for every point w ∈ bdK ∩ Su,v,hu(K,v). We note that v = z|Su
and
−u · z = sin(hu(K, z|Su)). (4.2)
We conclude that K =
⋂
v∈Su S
−
u,v,hu(K,v) =
⋂
z∈bdK◦ S−z .
Definition (Gnomonic Projection). For u ∈ Sn we denote by Rnu the linear
subspace orthogonal to u in Rn+1, i.e., Rnu = {x ∈ Rn+1 : u · x = 0}. The
gnomonic projection gu : int S+u → Rnu is defined by
gu(v) =
v
u · v − u.
The inverse of the gnomonic projection g−1u : Rnu → int S+u is
g−1u (x) =
x+ u
‖x+ u‖ , x ∈ R
n
u.
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The geometric interpretation of the gnomonic projection is as follows: If
A ⊆ S+u then the image of A under the gnomonic projection is given by the
radial extension of A and the intersection with the tangent plane u+ TuSn (for
convenience we project u+ TuSn to Rnu in the end). Thus, if S is a k-sphere for
some k ∈ {0, . . . , n−1}, then gu(S ∩ int S+u ) is an affine k-dimensional subspace
of Rnu. In particular, gu maps convex bodies in int S+u bijectively to K(Rnu). For
the spherical support function of K we have (see, e.g. [9])
tan hu(K, v) = hgu(K)(v), v ∈ Su, (4.3)
where hgu(K) : Rnu → R denotes the Euclidean support function of gu(K) in Rnu.
For K ∈ Kp0(Sn) and u ∈ Sn such that u ∈ intK, the radial function
ρu(K, ·) : Su → [0, pi] is defined by
ρu(K, v) = max{α ∈ [0, pi] : cos(α)u+ sin(α)v ∈ K}. (4.4)
If K ⊆ int S+u , then the Euclidean radial function ρgu(K) : Rnu → R is given by
tan(ρ(K, v)) = ρgu(K)(v), v ∈ Su.
The Euclidean polar body gu(K)∗ = {y ∈ Rnu : x · y ≤ 1 for all x ∈ gu(K)} is
related to K◦ by gu(K)∗ = g−u(K◦). Moreover,
tan(hu(K, v)) = hgu(K)(v) =
1
ρgu(K)∗(v)
= cot(ρ−u(K◦, v)),
or, equivalently,
hu(K, v) + ρ−u(K◦, v) =
pi
2 , v ∈ Su. (4.5)
4.2. Boundary Structure of Spherical Convex Bodies. In this section we
develop the technical framework to transform integrals on Sn and the boundary
of spherical convex bodies via the gnomonic projection or the Gauss map. We
will consider subsets of the sphere as subsets in Rn+1 and use the area formula
on rectifiable sets, where we explicitly calculate the (approximate) tangential
Jacobian. For a reference on the area formula and tangential Jacobian we refer
to F. Maggi [52] or S. G. Krantz and H. R. Parks [35], which will provide
sufficient background for the tools we use (for a more extensive position see,
e.g., H. Federer [16]).
We begin with an outline of what follows: Using the area formula (see
Theorem 11.6 in [52]) we show for the diffeomorphism gu : intS+u → Rnu, that
for measurable ω ⊆ int S+u and measurable f : Rnu → R we have∫
ω
f ◦ gu dHn−1Sn =
∫
gu(ω)
fJ int S
+
u (gu) dHn−1Rnu .
Here J int S+u (gu) denotes the tangential Jacobian of gu on int S+u which is defined
by
J int S
+
u (gu)(v) =
√
det((d(gu)v)∗d(gu)v),
where d(gu)v denotes the tangential derivative (differential) in v and (d(gu)v)∗
denotes the adjoint. In the following proposition we will explicitly calculate
this expression.
Proposition 4.2. Let u ∈ Sn. Then gu is a diffeomorphism between int S+u
and Rnu. For v ∈ int S+u we identify the tangent space Tvint S+u with Rnv and
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Tgu(v)Rnu with Rnu. Then the differential d(gu)v : Tvint S+u → Tgu(v)Rnu is given
by
d(gu)v(Xv) =
1
u · vXv −
u ·Xv
(u · v)2 v, (4.6)
for all Xv ∈ Rnv . The tangential Jacobian of gu is given by
J int S
+
u (gu)(v) =
√
det((d(gu)v)∗d(gu)v) =
1
(u · v)n+1 (4.7)
and the tangential Jacobian of the inverse g−1u in x ∈ Rnu is
JR
n
u (g−1u )(x) =
1
J int S
+
u (gu)(g−1u (x))
= 1
(1 + ‖x‖2)n+12
. (4.8)
Proof. An elementary calculation leads to formula (4.6). Also the inverse
can be explicitly calculated. Thus gu is a diffeomorphism. In order to prove
(4.7), we first note that d(gu)v can be expressed as a matrix on Rn+1 of rank n
by
d(gu)v =
1
u · v
(
Idn+1 − 1
u · v v ⊗ u
)
,
where v ⊗ u denotes the matrix determined by (v ⊗ u)Xv = (u ·Xv)v. Thus,
(d(gu)v)∗d(gu)v =
1
(u · v)2
(
IdRnv +
u− (u · v)v
u · v ⊗
u− (u · v)v
u · v
)
.
Using the well known formula det(Id + z ⊗ z) = 1 + ‖z‖2, we conclude
J int S
+
u (gu)(v) =
1
(u · v)n
√
1 + ‖u− (u · v)v‖
2
(u · v)2 =
1
(u · v)n+1 .
q.e.d.
The analytic properties of the boundary of a spherical convex body K
are similar to the properties of the boundary of a Euclidean convex body.
This is obvious when considering the gnomonic projection around a boundary
point w ∈ bdK, that is, for an arbitrary but fixed ε ∈ (0, pi2 ) we consider
L = gw(K ∩ Cw(ε)). Then L is a Euclidean convex body with gw(w) = 0 and
bdL = bd gw(K ∩Cw(ε)). Since gw is a diffeomorphism on Cw(ε) we conclude
that all regularity results of bdL in 0 from Euclidean convex geometry hold
for w ∈ bdK.
Proposition 4.3. Let K ∈ K(Sn).
(i) The boundary of K is an Hn−1-rectifiable set.
(ii) If K has non-empty interior, then for Hn−1-almost all boundary points
w there exists a unique outer unit normal NKw ∈ Sw, where we identify
the tangent space TwSn with Rnw.
Note that the gnomonic projection is not conformal and therefore d(gu)w(NKw )
is in general not the outer normal vector Ngu(K)gu(w) of bd gu(K). The relation
between the outer normal vector of bdK and bd gu(K) is given by
N
gu(K)
gu(w) = N
K
w |Su. (4.9)
Now let u ∈ Sn and K ∈ Kp0(Sn) such that K ⊆ int S+u . Then there is
β ∈ (0, pi2 ) such that K ⊆ intCu(β). Since gu is differentiable and therefore
Lipschitz on Cu(β) and because bdK is Hn−1-rectifiable, we conclude that
the approximate tangential derivative dbdKgu exists Hn−1-almost everywhere.
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Furthermore, since gu maps tangential hypersphere to w to the affine hyperplane
tangent to gu(w), we have d(gu)w(TwbdK) = Tgu(w)bd gu(K) and conclude
dbdK(gu)w(Xw) = d(gu)w(Xw),
for all Xw ∈ TwbdK. We can write dbdK(gu)w as a matrix on Rn+1 of rank
n− 1 in the form
dbdK(gu)w =
1
u · w
(
Idn+1 − 1
u · ww ⊗ u
)
− d(gu)w(NKw )⊗NKw .
Thus,
(dbdK(gu)w)∗dbdK(gu)w =
1
(u · w)2 (IdTwbdK + z˜ ⊗ z˜),
where z˜ = u−(u·w)w−(u·N
K
w )N
K
w
u·w . Hence, the approximate tangential Jacobian
JbdK(gu)(w) =
√
det
(
(dbdK(gu)w)∗dbdK(gu)w
)
is given by
JbdK(gu)(w) =
√
1− (u ·NKw )2
(u · w)n =
cos(hu(K,NKw |Su))
cos(d(u,w))n , (4.10)
for Hn−1-almost all w ∈ bdK, where the last equation have used (4.2) for
z = NKw |Su. For the inverse g−1u we obtain
Jbd gu(K)(g−1u )(x) =
1
JbdK(gu)(g−1u (x))
=
√
1 +
(
x ·Ngu(K)x
)2
(1 + ‖x‖2)n2 , (4.11)
for Hn−1-almost all x ∈ bd gu(K).
The radial map RK : bdK → Su is defined by RK(w) = w|Su. The Euclidean
radial map RL : bdL → Sn−1 is defined by RL(x) = x‖x‖ . The tangential
Jacobian of RL is given by JbdL(RL)(x) = x·N
L
x
‖x‖n =
hL(NLx )
‖x‖n for Hn−1-almost
all x ∈ bdL.
The radial maps RK and Rgu(K) are related by Rgu(K)(gu(w)) = RK(w).
We conclude for the approximate tangential Jacobian of RK ,
JbdK(RK)(w) = Jbd gu(K)(Rgu(K))(gu(w))JbdK(gu)(w)
= sin(hu(K,N
K
w |Su))
sin(d(u,w))n =
−u ·NKw
sin(d(u,w))n , (4.12)
where we used the fact that hgu(K)
(
N
gu(K)
gu(w)
)
= tan(hu(K,NKw |Su)) (see (4.3),
(4.2) and (4.9)).
A boundary point w ∈ bdK is called regular if it has a unique outer unit
normal NKw at w. The set of regular boundary points of K is denoted by regK.
As in the Euclidean setting, the Gauss map NK : regK → Sn is in general not
Lipschitz, see e.g. [31]. However, as was pointed out in [31], if, for α > 0, one
restricts NK to (bdK)α, defined by
(bdK)α = {w ∈ bdK : ∃v ∈ Sn such that w ∈ Cv(α) ⊆ K},
then NK |(bdK)α is Lipschitz.
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Furthermore, for
(bdK)+ :=
⋃
n∈N
(bdK) 1
n
we have Hn−1(bdK\(bdK)+) = 0, see [31, Lemma 2.2]. It follows that for
Hn−1-almost all boundary points the approximate Jacobian of NK exists and
is therefore given by JbdK(NK)(w) = HSnn−1(K,w), where HS
n
n−1(K,w) denotes
the Gauss-Kronecker curvature. Again this can be seen easily when considering
the gnomonic projection around a boundary point w ∈ bdK, since
JbdK(NK)(w) = Jbd gw(K∩Cw(ε))(Ngw(K∩Cw(ε)))(0)JbdK(gw)(w)
= HR
n
w
n−1(gw(K ∩ Cw(ε)), 0)
and the fact that HR
n
w
n−1(gw(K ∩Cw(ε)), 0) = HS
n
n−1(K,w). The latter is obvious
since d(gw)w = IdRnw .
In particular, for a proper convex body with non-empty interior there exists
u ∈ intK such that K ⊆ int S+u (see Lemma 4.1(v)) and we may express
HS
n
n−1(K, ·) by HR
n
u
n−1(gu(K), ·).
Lemma 4.4. Let K ∈ Kp0(Sn) and u ∈ Sn such that K ⊆ int S+u . Then
HS
n
n−1(K,w) = H
Rnu
n−1(gu(K), gu(w))
(
cos(hu(K,NKw |Su))
cos(d(u,w))
)n+1
(4.13)
for Hn−1-almost all w ∈ bdK.
Proof. Since gu is a geodesic diffeomorphism we conclude thatHS
n
n−1(K,w)=0
if and only if HR
n
u
n−1(gu(K), gu(w)) = 0. Thus, in this case, (4.13) holds. So
assume HSnn−1(K,w) > 0. By (4.9), we have NKw |Su = Ngu(K)gu(w) , which implies
that
RK◦ ◦NKw = Ngu(K) ◦ gu(w),
where Ngu(K) : bd gu(K)→ Su is the Euclidean Gauss map of gu(K). For the
outer unit normal Ngu(K) of a Euclidean convex body L and a regular boundary
point x of L, we have JbdL(NL)(x) = HR
n
u
n−1(L, x) (see [31, Lemma 2.3]). By
this, we conclude
JSu(RK◦)(NKw )HS
n
n−1(K,w) = Jbd gu(K)(Ngu(K))(gu(w))JbdK(gu)(w),
and, by (4.12) and (4.10),
sin(h−u(K◦, NK
◦
NKw
|Su))
sin(d(−u,NKw ))n
HS
n
n−1(K,w)=H
Rnu
n−1(gu(K), gu(w))
cos(hu(K,NKw |Su))
cos(d(u,w))n .
Since HSnn−1(K,w) > 0, we have that NKw is the unique outer unit normal to
w and this also implies that w is the unique outer unit normal to NKw ∈ K◦,
thus, (NK◦ ◦NK)(w) = w. By the duality formula (4.5), we obtain (4.13). We
note that ρ−u(K◦, NKw |Su) = d(−u,NKw ). q.e.d.
The following lemma can be considered as a spherical version of the splitting
of Lebesgue integrals by orthogonal subspaces.
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Lemma 4.5 ([66]). Let S be a k-sphere, 0 ≤ k ≤ n− 1, and let f : Sn → R
be a non-negative measurable function. Then∫
Sn
f(w) dw =
∫
S
∫
conv(S◦,v)
sin(d(S◦, u))kf(u) du dv.
For a Euclidean convex body L ∈ K0(Rn+1) with 0 ∈ intL we can express
the volume of L by integrating the cone volume measure over the boundary of
L, i.e.,
voln(L) =
1
n
∫
bdL
x ·NLx dx =
∫
bdL
x ·NLx
‖x‖n
‖x‖∫
0
rn−1 dr dx.
The following proposition is a spherical version of this for K ∈ Kp0(Sn), where
we fix a reference point u ∈ intK.
Proposition 4.6. Let K ∈ Kp0(Sn) and u ∈ intK such that K ⊆ int S+u .
Then
voln(K) =
∫
bdK
−u ·NKw
sin(d(u,w))n
d(u,w)∫
0
sin(t)n−1 dt dw.
In particular, for K,L ∈ Kp0(Sn) such that u ∈ intL and L ⊆ K ⊆ int S+u ,
voln(K)− voln(L) =
∫
bdK
−u ·NKw
sin(d(u,w))n
d(u,w)∫
d(u,wL)
sin(t)n−1 dt dw,
where we set {wL} = bdL ∩ conv(u,w) for w ∈ bdK.
Proof. Using Lemma 4.5 and the fact that for the hypersphere Su we have
S◦u = {−u, u}, we obtain
voln(K) =
∫
Su
∫
conv(S◦u,v)
sin(d(z,S◦u))n−1IK(z) dH1(z) dHn−1(v). (∗)
Now for any z ∈ conv(S◦u, v) we can write z = cos(t)u + sin(t)v where t is
determined by t = d(S◦u, z) = d(u, z). From definition (4.4) of ρu(K, v), we
conclude
(∗) =
∫
Su
ρu(K,v)∫
0
sin(t)n−1 dt dv =
∫
bdK
JbdK(RK)(w)
ρu(K,RK(w))∫
0
sin(t)n−1 dt dw,
where we used the area formula for the spherical radial map RK : bdK → Su
defined by RK(w) = w|Su. By (4.12) and since, for any w ∈ bdK, we have
ρu(K,RK(w)) = d(u,w), we are done.
The second statement of the proposition follows easily. q.e.d.
5. The Spherical Convex Floating Body
In this section we collect results about the spherical convex floating body
which we will need in Section 6 to prove Theorem 2.1.
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Definition (Spherical Convex Floating Body). Let K ∈ K0(Sn) and δ > 0.
Unless it is empty, the (spherical) convex floating body K[δ] is defined by
K[δ] =
⋂{
S−z : z ∈ Sn such that voln
(
K ∩ S+z
) ≤ δ}. (5.1)
K[δ] is convex because it is an intersection of closed hemispheres and, as we
will show, it exists if δ is small enough. First we show that for a proper convex
body the intersection can be parametrized with respect to a fixed hypersphere.
Lemma 5.1. Let K ∈ Kp0(Sn), δ ∈ (0, voln(K)) and u ∈ intK such that
K ⊆ int S+u . For v ∈ Su there exists a unique s(v, δ) ∈ (−pi2 , pi2 ) determined by
voln
(
K ∩ S+u,v,s(v,δ)
)
= δ,
where S+u,v,s(v,δ) = {w ∈ Sn : v · w ≥ tan(s(v, δ))(u · w)}. Moreover,
K[δ] =
⋂
v∈Su
S−u,v,s(v,δ), (5.2)
and s(v, δ) is continuous in both arguments and strictly decreasing in δ.
Proof. We consider the function f defined by f(v, s) = voln(K ∩ S+u,v,s).
Then f is continuous in both arguments and strictly decreasing in s. By
(4.2), we have, for z = cos(hu(K, v))v− sin(hu(K, v))u, that Sz is a supporting
hypersphere to K. Therefore f(v, hu(K, v)) = 0. Similarly, we have that
f(v,−hu(K,−v)) = voln(K). We therefore conclude that there exists a unique
s(v, δ) ∈ (−hu(K,−v), hu(K, v)) ⊆ (−pi2 , pi2 ) such that f(v, s(v, δ)) = δ. Thus
s(v, δ) is continuous in both arguments and strictly decreasing in δ.
To prove (5.2) we only have to show that
K[δ] ⊇
⋂
v∈Su
S−u,v,s(v,δ). (5.3)
Let z ∈ Sn such that voln(K ∩ S+z ) ≤ δ. For z 6= ±u, we set v = (z|Su). Then
there is a unique s′ ∈ (−pi2 , pi2 ) such that z = cos(s′)v − sin(s′)u. We conclude
f(s′) = voln
(
K ∩ S+u,v,s′
)
= voln
(
K ∩ S+z
) ≤ δ = f(s(v, δ)).
Thus, s′ ≥ s(v, δ), and therefore,
S+u ∩ S−z = S+u ∩ S−u,v,s′ = {w ∈ Sn : u · w ≥ 0 and v · w ≤ tan(s′)(u · w)}
⊇ S+u ∩ S−u,v,s(v,δ).
Since S+u ⊇ K ⊇ K[δ], we obtain
K[δ] = S+u ∩K[δ] =
⋂{
S+u ∩ S−z : voln(K ∩ S+z ) ≤ δ
}
⊇
⋂{
S+u ∩ S−u,v,s(v,δ) : v ∈ Su
}
= S+u ∩
( ⋂
v∈Su
S−u,v,s(v,δ)
)
.
Since S−u,v,s(v,δ) ∩ S−u,−v,s(−v,δ) ⊆ S+u , we conclude (5.3). q.e.d.
The following theorem relates the Euclidean floating body of the gnomonic
projection of a proper spherical convex body to the spherical convex floating
body.
Theorem 5.2. Let K ∈ Kp0(Sn) such that Cu(α) ⊆ intK and K ⊆ Cu(β)
for some u ∈ Sn and α, β ∈ [0, pi2 ). Then, for δ > 0 small enough, we have
gu(K)[ δ
cos(β)n+1
] ⊆ gu(K[δ]) ⊆ gu(K)[ δ
cos(α)n+1
].
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In particular, this shows that K[δ] exists if δ is small enough.
Proof. Set L = gu(K). By (5.2), we have K[δ] =
⋂
v∈Su S
−
u,v,s(v,δ), where
s(v, δ) is determined by δ = voln
(
K ∩ S+u,v,s(v,δ)
)
. The gnomonic projection gu
maps Su,v,s(v,δ) to the hyperplane Hv,tan(s(v,δ)) = {x ∈ Rnu : x ·v = tan(s(v, δ))}.
For δ small enough, we have for v ∈ Su that
∅ = gu
((
K ∩ Su,v,s(v,δ)
) ∩ Cu(α)) = (L ∩H+v,tan(s(v,δ))) ∩B(0, tan(α)).
By (4.8), we conclude
δ = voln
(
K ∩ S+u,v,s(v,δ)
)
=
∫
L∩H+
v,tan(s(v,δ))
dx
(1 + ‖x‖2)n+12
≤ cos(α)n+1 voln
(
L ∩H+v,tan(s(v,δ))
)
.
Now let s˜(v, δ) such that δ = cos(α)n+1 voln
(
L ∩H+
v,˜s(v,δ)
)
. Then obviously
s˜(v, δ) ≥ tan(s(v, δ)) and H−v,tan(s(v,δ)) ⊆ H−v,˜s(v,δ). By (3.1) we deduce
gu
(
K[δ]
)
=
⋂
v∈Su
H−v,tan(s(v,δ)) ⊆
⋂
v∈Su
H−
v,˜s(v,δ)
= L[ δ
cos(α)n+1
].
For the converse, since gu(K) ⊆ gu(Cu(β)) = B(0, tan(β)), we first note
that
δ = voln
(
K ∩ S+u,v,s(v,δ)
)
=
∫
L∩H+
v,tan(s(v,δ))
dx
(1 + ‖x‖2)n+12
≥ cos(β)n+1 voln
(
L ∩H+tan(s(v,δ))
)
.
Now let S˜(v, δ) such that δ = cos(β)n+1 voln
(
L ∩H+
v,S˜(v,δ)
)
. Then we have
S˜(v, δ) ≤ tan(s(v, δ)) and therefore H−v,tan(s(v,δ)) ⊇ H−v,S˜(v,δ). We conclude
gu
(
K[δ]
)
=
⋂
v∈Su
H−v,tan(s(v,δ)) ⊇
⋂
v∈Su
H−
v,S˜(v,δ)
= L[ δ
cos(β)n+1
].
q.e.d.
In the following three lemmas we establish properties of the spherical convex
floating body as δ goes to 0. First we show that the boundary points of the
floating body converge to boundary points of the convex body.
Lemma 5.3. If K ∈ K0(Sn) and δ1 ≤ δ2, then K[δ1] ⊇ K[δ2]. In particular,
we have intK =
⋃
δ>0K[δ].
Furthermore, let K ∈ Kp0(Sn) and u ∈ intK such that K ⊆ int S+u . For
w ∈ bdK, put {wδ} = bdK[δ] ∩ conv(u,w). Then limδ→0 wδ = w.
Proof. The monotonicity of the floating body is obvious from its definition.
First we prove intK =
⋃
δ>0K[δ]. Let δ > 0 small enough such that K[δ]
is non-empty. If w ∈ K[δ], then every hypersphere through w cuts off a set
of K of volume greater or equal to δ. Thus K[δ] ⊆ intK and we conclude⋃
δ>0K[δ] ⊆ intK.
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In order to prove the converse, we assume that there is w ∈ intK such that
w /∈ ⋂δ>0K[δ]. For every v ∈ Sw we have
voln
(
K ∩ S+v
)
> 0. (5.4)
Since w /∈ ⋂δ>0K[δ] we conclude that for every δ > 0 there exists v(δ) ∈ Sw
such that voln
(
K ∩ S+v(δ)
)
< δ. By compactness of Sw and continuity there
exists v0 ∈ Sw such that voln
(
K ∩ S+v0
)
= 0. This is a contradiction to (5.4).
Finally, let K ∈ Kp0(Sn) and u ∈ intK such that K ⊆ int S+u . We have⋃
δ>0
conv(u,wδ) =
⋃
δ>0
K[δ] ∩ conv(u,w) = conv(u,w)\{w}.
We conclude limδ→0 d(wδ, w) = 0. q.e.d.
In the next lemma we show that the outer normals of the spherical convex
floating body converge to the outer normals of the convex body.
Lemma 5.4. Let K ∈ Kp0(Sn), u ∈ intK and w ∈ bdK be a regular
boundary point. For δ > 0 such that K[δ] 6= ∅, we set {wδ} = bdK ∩conv(u,w).
Then
lim
δ→0+
N
K[δ]
wδ = NKw , (5.5)
where NK[δ]wδ is an outer unit normal to K[δ] in wδ such that
δ = voln
(
K ∩ S+
N
K[δ]
wδ
)
.
In particular, for all ε > 0 there exists δ(ε) such that
NKw ·NK[δ]wδ ≥ 1− ε, (5.6)
for all δ ≤ δ(ε) and, if K ⊆ int S+u , then for all δ ≤ δ(ε)
(NKw |Su) · (NK[δ]wδ |Su) ≥ 1− ε. (5.7)
Proof. Suppose (5.5) is not true. Then, by compactness, there exists a
subsequence (δi)i∈N such that limi→∞ δi = 0, limi→∞N
K[δi]
wδi
= v0 and v0 6= NKw .
By the choice of NK[δi]wδi , we have voln
(
K ∩ S+
N
K[δi]
wδi
)
= δi. We conclude that
voln(K ∩ S+v0) = 0. By Lemma 5.3, we have limi→∞ wδi = w, thus v0 is a
normal to bdK in w. This contradicts the assumption that w is a regular
boundary point and therefore has a unique outer unit normal NKw 6= v0.
The other statements, (5.6) and (5.7), follow directly from (5.5). q.e.d.
Let w ∈ bdK be a boundary point such that HSnn−1(K,w) > 0. Then
K ∩ S+
w,NKw ,−∆ is decreasing in ∆ and for ∆ = 0 equals just {w}. Thus for ∆
small enough, K ∩ S+
w,NKw ,−∆ is contained in some arbitrarily small cap around
w. By continuity this will still be true if we allow directions v ∈ Sw close to
NKw . Let wδ be a boundary point of the floating body K[δ] that converges to a
boundary point w ∈ bdK. Then, by Lemma 5.4, the normals to wδ converge
to NKw . Thus, if we consider directions v ∈ Sw close to NKw , then, for δ small
enough, wδ will already be determined by these directions. Hence, if we replace
K by K ′ = K ∩ Cw(ε) for arbitrarily small ε, then for δ small enough, we will
have wK′δ = wKδ . We will prove this rigorously in the following lemma.
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Lemma 5.5. Let K ∈ Kp0(Sn) and w ∈ bdK such that HS
n
n−1(K,w) > 0.
For ε > 0 set K ′ = K ∩ Cw(ε).
(i) There exists ∆ε such that for all ∆ < ∆ε we have
K ′ ∩ S+
w,NKw ,−∆ = K ∩ S
+
w,NKw ,−∆.
(ii) There exists ξε and ηε such that, for all v ∈ Sw with d(v,NKw ) < ξε and
∆ < ηε, we have
K ′ ∩ S+w,v,−∆ = K ∩ S+w,v,−∆.
(iii) Let u ∈ intK ′. There exists δε such that, for all δ < δε, we have
K ′[δ] ∩ conv(u,w) = K[δ] ∩ conv(u,w).
In particular, we have wK′δ = wKδ for all δ < δε.
Proof. (i) Assume this does not hold. Then there exists an ε > 0 such that
for all ∆ > 0, we have
∅ 6= K ∩ S+
w,NKw ,−∆\
(
K ′ ∩ S+
w,NKw ,−∆
)
= (K\Cw(ε)) ∩ S+w,NKw ,−∆ ⊆ (K\intCw(ε)) ∩ S
+
w,NKw ,−∆.
For ∆1 ≤ ∆2, we have (K\intCw(ε))∩S+w,NKw ,−∆1⊆(K\intCw(ε))∩S
+
w,NKw ,−∆2 ,
and, by compactness, we conclude that ∅ 6= (K\intCw(ε))∩S+NKw . Since SNKw is
a supporting hyperplane at w, this implies that there exists v ∈ K ∩ SNKw such
that d(v, w) ≥ ε. Since K is convex, the whole segment conv(v, w) is contained
in K. Considering L = gw(K ∩Cw(ε)), we see that the boundary of L contains
the segment gw(Cw(ε) ∩ conv(w, v)), and we conclude that HR
n
w
n−1(L, 0) = 0.
This implies, by Lemma 4.4, that HSnn−1(K,w) = 0 which is a contradiction.
(ii) We may assume ε < pi3 . By (i), there exists ∆ε/2 such that ∆ε/2 <
ε
2
and
(K\Cw(ε/2)) ∩ S+w,NKw ,−∆ε/2 = ∅. (5.8)
We set ηε =
∆ε/2
2 <
ε
4 and
sin(ξε) =
tan(∆ε/2)− tan(ηε)√
tan(ε)2 − tan(ηε)2
> 0.
We show that, for all v ∈ Sw such that d(v,NKw ) < ξε, we have
(K\Cw(ε)) ∩ S+w,v,−ηε = ∅. (5.9)
This implies K ′ ∩ S+u,v,−∆ = K ∩ S+u,v,−∆ for all ∆ ≤ ηε.
Assume (5.9) is not true. Then there exists z ∈ (K\Cw(ε))∩S+w,v,−ηε . Since
K is convex, the whole segment conv(z, w) is contained in K. Since d(z, w) > ε,
there exists {z′} = bdCw(ε)∩ conv(z, w). We will show that z′ ∈ S+w,NKw ,−∆ε/2 .
This will be a contradiction to (5.8), since by construction z′ ∈ K\Cw(ε/2).
We have to show that
−z′ ·NKw
z′ · w ≤ tan(∆ε/2). (5.10)
Since z′ ∈ bdCw(ε), we have z′ = cos(ε)w + sin(ε)(z′|Sw) and conclude
−z′ ·NKw
z′ · w = tan(ε) sin
(
d(z′|Sw, NKw )−
pi
2
)
,
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and, since z′ ∈ S+w,v,−ηε , we obtain
tan(ηε) ≥ −z
′ · v
z′ · w = tan(ε) sin
(
d(z′|Sw, v)− pi2
)
.
Thus d(z′|Sw, v) ≤ pi2 + arcsin
(
tan(ηε)
tan(ε)
)
and by the triangle inequality we have
d(z′|Sw, NKw ) ≤ d(z′|Sw, v) + d(v,NKw ) ≤
pi
2 + arcsin
(
tan(ηε)
tan(ε)
)
+ ξε.
Finally, we obtain (5.10) from
−z′ ·NKw
z′ · w ≤ tan(ε) sin
(
arcsin
(
tan(ηε)
tan(ε)
)
+ ξε
)
= sin(ξε)
√
tan(ε)2 − tan(ηε)2 + cos(ξε) tan(ηε)
≤ sin(ξε)
√
tan(ε)2 − tan(ηε)2 + tan(ηε) ≤ tan(∆ε/2).
(iii) Since K ′ ⊆ Cw(ε), by (5.2), we can write K ′[δ] =
⋂
v∈Sw S
−
w,v,sK′ (v,δ).
Here sK′(v, δ) is uniquely determined by δ = voln
(
K ′ ∩ S+
w,v,sK′ (v,δ)
)
and is
continuous in both arguments. By (ii), there exists ξε and ηε such that, for all
v ∈ Sw with d(v,NKw ) < ξε, we have
δK
′
(v,−∆) = (voln(K ′ ∩ Sw,v,−∆) = voln(K ∩ Sw,v,−∆) = δK(v,−∆),
for all ∆ < ηε. Hence sK(v, δ) exists for v ∈ Sw such that d(v,NKw ) < ξε and
δ small. Thus, there exist δ1 such that for all δ < δ1 and v ∈ Sw such that
d(v,NK′w ) = d(v,NKw ) < ξε, we have sK
′(v, δ) = sK(v, δ).
Claim: There exists δ2 such that, for all δ < δ2, we have
K[δ] ∩ conv(u,w) =
⋂
{S−
w,v,sK(v,δ) : v ∈ Sw, d(v,NKw ) ≤ ξε} ∩ conv(u,w).
Assume that this is not true. Then, for all δ > 0, we have
conv(u,wKδ ) = K[δ] ∩ conv(u,w)
(
⋂
{S−
w,v,sK(v,δ) : d(v,N
K
w ) ≤ ξε} ∩ conv(u,w).
Thus, for any normal z to K[δ] in wKδ , we have d(z|Sw, NKw ) ≥ ξε > 0 for all
δ > 0. This is a contradiction to Lemma 5.4.
With a similar argument for K ′ we also find a δ3 such that, for all δ < δ3,
K ′[δ] ∩ conv(u,w) =
⋂
{S−
w,v,sK′ (v,δ) : v ∈ Sw, d(v,NK
′
w ) ≤ ξε} ∩ conv(u,w).
Setting δε = min{δ1, δ2, δ3}, we conclude, for all δ < δε,
K ′[δ] ∩ conv(u,w) =
⋂{
S−
w,v,−sK′ (v,δ) : d(v,N
K′
w ) < ξ1
}
∩ conv(u,w)
=
⋂{
S−
w,v,−sK(v,δ) : d(v,N
K
w ) < ξ1
}
∩ conv(u,w)
= K[δ] ∩ conv(u,w).
The second statement of (iii) is obvious since K[δ] ∩ conv(u,w) = conv(u,wKδ )
and K ′[δ] ∩ conv(u,w) = conv(u,wK
′
δ ). q.e.d.
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6. Proof of the Main Result
We are now ready to proof Theorem 2.1. By Lemma 4.1, there exists
u ∈ intK such that K ⊆ int S+u . Using Proposition 4.6, we may write the left
hand side of (2.3) as
voln(K)− voln(K[δ])
δ
2
n+1
=
∫
bdK
δ−
2
n+1
−u ·NKw
sin(d(w, u))n
d(w,u)∫
d(wδ,u)
sin(t)n−1 dt
︸ ︷︷ ︸
f(w,δ)
dw.
(6.1)
The proof of Theorem 2.1 will now be completed in two steps. We will first
show that the integrand f(w, δ) in the integral on the right hand side of (6.1)
is bounded from above uniformly in δ almost everywhere by an integrable
function.
Lemma 6.1. Let K ∈ Kp0(Sn) and u ∈ intK such that K ⊆ int S+u . There
exists δ0 > 0 and an integrable function g : bdK → R such that, for all δ < δ0,
δ−
2
n+1
−u ·NKw
sin(d(w, u))n
d(w,u)∫
d(wδ,u)
sin(t)n−1 dt ≤ g(w) (6.2)
for Hn−1-almost every w ∈ bdK, where {wδ} = bdK[δ] ∩ conv(u,w).
Proof. Since u ∈ intK and K ⊆ int S+u , there is 0 < α < β < pi2 such that
Cu(α) ⊆ intK and K ⊆ Cu(β). Therefore, sin(d(u,w)) ≥ sin(α), −u ·NKw ≤ 1
and conclude
δ−
2
n+1
−u ·NKw
sin(d(w, u))n
d(w,u)∫
d(wδ,u)
sin(t)n−1 dt ≤ 1sin(α)
d(w,wδ)
δ
2
n+1
.
We will show that there exists C > 0 and δ0 such that, for all δ < δ0,
1
sin(α)
d(w,wδ)
δ
2
n+1
≤ Crgu(K)(gu(w))−
n−1
n+1 (6.3)
for Hn−1-almost all w ∈ bdK. Then the right hand side of (6.3) is integrable:
By (4.11), the fact that 1 + (x ·Ngu(K)x )2 ≤ 1 + ‖x‖2 and 1 + ‖x‖2 ≥ 1, we have∫
bdK
rgu(K)(gu(w))
−n−1n+1 dw =
∫
bd gu(K)
rgu(K)(x)
−n−1n+1
√
1 + (x ·Ngu(K)x )2
(1 + ‖x‖2)n2 dx
≤
∫
bd gu(K)
rgu(K)(x)
−n−1n+1 dx,
which is finite by Theorem 3.3.
In order to prove (6.3), we set L = gu(K), x = gu(w). By (4.3), we have
tan(d(u,w)) = ‖gu(w)‖ and tan(d(u,wδ)) = ‖gu(wδ))‖. We derive
d(w,wδ)
δ
2
n+1
= arctan(‖x‖)− arctan(‖gu(wδ)‖)
δ
2
n+1
≤ ‖x− gu(wδ)‖
δ
2
n+1
.
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By Theorem 5.2 and as gu(wδ) is on the line gu(conv(u,w)) = conv(0, x), we
have gu(K[δ]) ⊆ L[δ˜], where δ˜ = δcos(α)n+1 . Setting {xδ˜} = bdL[δ˜] ∩ conv(0, x),
we conclude that ‖gu(wδ)‖ ≥ ‖xδ˜‖. Therefore,
1
sin(α)
d(w,wδ)
δ
2
n+1
≤ 1cos(α)2 sin(α)
‖x− xδ˜‖
δ˜
2
n+1
.
By Theorem 3.5, there exists δ˜0 and C˜ > 0 such that, for all δ˜ < δ˜0,
‖x− xδ˜‖
δ˜
2
n+1
≤ C˜rL(x)−
n−1
n+1 ,
for Hn−1-almost all x ∈ bdL. Thus, for all δ < δ˜0 cos(α)n+1, we have
1
sin(α)
d(w,wδ)
δ
2
n+1
≤ C˜cos(α)2 sin(α)rgu(K)(gu(w))
−n−1n+1
for Hn−1-almost all w ∈ bdK. q.e.d.
Using this lemma and Dominated Convergence Theorem, we can express the
limit as δ tends to zero of the right hand side of (6.1) by the integral over the
point-wise limit of the integrand.
Theorem 6.2. Let K ∈ Kp0(Sn) and u ∈ intK such that K ⊆ int S+u . Then,
for Hn−1-almost all w ∈ bdK, we have
lim
δ→0+
δ−
2
n+1
−u ·NKw
sin(d(u,w))n
d(u,w)∫
d(u,wδ)
sin(t)n−1 dt = cnHS
n
n−1(K,w)
1
n+1 , (6.4)
where {wδ} = bdK[δ] ∩ conv(u,w) and cn = 12
(
n+1
κn−1
) 2
n+1 .
Proof. For t ∈ [d(u,wδ), d(u,w)] we have
sin(d(u,wδ))
sin(d(u,w)) ≤
sin(t)
sin(d(u,w)) ≤ 1.
Furthermore, limδ→0 d(u,wδ) = d(u,w) and d(u,w)− d(u,wδ) = d(w,wδ). We
therefore conclude
lim
δ→0+
−u ·NKw
sin(d(u,w))n
1
δ
2
n+1
d(u,w)∫
d(u,wδ)
sin(t)n−1 = lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
. (6.5)
We first show that, for a regular boundary point w of K with positive
curvature, the right hand side of (6.5) only depends on the local structure of
bdK at w.
Claim: Let ε ∈ (0, pi2 ) and w ∈ bdK such that HSnn−1(K,w) > 0. If we set
K ′ = K ∩ Cw(ε) and let u′ ∈ intK ′ ∩ conv(u,w) be such that K ′ ⊆ int S+u′ ,
then, for δ small enough, we have
−u ·NKw
sin(d(u,w))
d(w,wKδ )
δ
2
n+1
= −u
′ ·NKw
sin(d(u′, w))
d(w,wK′δ )
δ
2
n+1
. (6.6)
Since u′|Sw = u
′−cos(d(w,u′))w
sin(d(w,u′)) , we write u′=cos(d(w, u′))w+sin(d(w, u′))(u′|Sw)
and, similarly, u = cos(d(w, u))w + sin(d(w, u))(u|Sw). Since S◦w = {±w}, we
have u′|Sw = conv(u′, {±w}) ∩ Sw = u|Sw. Therefore,
u ·NKw
sin(d(u,w)) = (u|Sw) ·N
K
w =
u′ ·NKw
sin(d(u′, w)) .
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Using Lemma 5.5 (iii) we conclude (6.6).
Now we can prove (6.4) for regular boundary points with positive curvature.
Claim: Let w ∈ bdK such that HSnn−1(K,w) > 0. Then
lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
= cnHS
n
n−1(K,w)
1
n+1 .
By the previous claim, we may assume that K ⊆ Cw(ε) for arbitrarily small
ε > 0 and u ∈ intK such that K ⊆ int S+u . Set L = gw(K), and ξ = − gw(u)‖gw(u)‖ .
Since limδ→0+ gw(wδ) = 0, we obtain
lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
= lim
δ→0+
(
ξ ·NKw
)arctan(‖gw(wδ)‖)
δ
2
n+1
= lim
δ→0+
(
ξ ·NKw
)‖gw(wδ)‖
δ
2
n+1
.
Using α = 0, β = ε and u = w in Theorem 5.2, we conclude∥∥∥x δ
cos(ε)n+1
∥∥∥ ≥ ‖gw(wδ)‖ ≥ ‖xδ‖
for δ small (note that the origin 0 = gw(w) is a boundary point of L). Since
NKw = NL0 , Theorem 3.6 implies
lim
δ→0+
(
ξ ·NKw
)‖xδ‖
δ
2
n+1
= cnHR
n
w
n−1(L, 0)
1
n+1
and, by Lemma 4.4, we have HR
n
w
n−1(L, 0) = HS
n
n−1(K,w). We conclude
cn
cos(ε)2H
Sn
n−1(K,w)
1
n+1 ≥ lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
≥ cnHSnn−1(K,w)
1
n+1 .
Since ε > 0 can be chosen arbitrarily small the claim follows.
To finish the proof we only need to consider regular boundary points with
vanishing curvature.
Claim: Let K ⊆ Cu(β) for some β ∈
(
0, pi2
)
and u ∈ intK. Then, for
w ∈ bdK such that HSnn−1(K,w) = 0,
lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
= 0.
We consider L = gu(K) and x = gu(w). Then
lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
= lim
δ→0+
(
x
‖x‖ ·N
L
x
)
arctan(‖x‖)− arctan(‖gu(wδ)‖)
δ
2
n+1
≤ lim
δ→0+
(
x
‖x‖ ·N
L
x
)‖x− gu(wδ)‖
δ
2
n+1
.
By Theorem 5.2, we deduce
‖x− gu(wδ)‖ ≤
∥∥∥x− x δ
cos(β)n+1
∥∥∥.
As before, with Theorem 3.6 and Lemma 4.4, we conclude
0 ≤ lim
δ→0+
−u ·NKw
sin(d(u,w))
d(w,wδ)
δ
2
n+1
≤ lim
δ→0+
(
x
‖x‖ ·N
L
x
)∥∥∥x− x δ
cos(β)n+1
∥∥∥
δ
2
n+1
= 0.
q.e.d.
This concludes the proof of Theorem 2.1.
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7. The Floating Area
In this final section we will investigate some of the properties of the floating
area. First we note that we may localize the floating area to a measure on the
Borel σ-algebra B(Sn) on Sn in the following way.
Definition (The Floating Measure). For K ∈ K(Sn) and ω ∈ B(Sn) we
define the floating measure Ω(K,ω) by
Ω(K,ω) =
∫
ω∩bdK
HS
n
n−1(K,w)
1
n+1 dw.
The floating area Ω(K) of K is given by Ω(K) = Ω(K,Sn).
This notion is well defined since, by Theorem 2.1, the floating measure exists
for all proper spherical convex bodies and is finite. For non-proper convex
bodies the floating measure is identically zero. This is shown next.
Theorem 7.1. The floating measure of a spherical polytope or a non-proper
spherical convex body C is trivial, that is, Ω(C, ·) ≡ 0.
Proof. This is obvious since in both cases the Gauss-Kronecker curvature
of C is zero for Hn−1-almost all boundary points. Note that for K = Sn the
floating measure is also trivial since bdSn = ∅. q.e.d.
We first show that the floating measure is a valuation.
Theorem 7.2. Let K,L ∈ K(Sn) such that K ∪ L ∈ K(Sn). Then, for all
ω ∈ B(Sn), we have
Ω(K,ω) + Ω(L, ω) = Ω(K ∪ L, ω) + Ω(K ∩ L, ω).
Proof. This can be proofed similar to the Euclidean case by C. Schütt [69].
We will give a short outline of the argument. We decompose
bd(K ∪ L) = (bdK ∩ bdL) ∪ (bdK ∩ Lc) ∪ (Kc ∩ bdL),
bd(K ∩ L) = (bdK ∩ bdL) ∪ (bdK ∩ intL) ∪ (intL ∩ bdL),
bdK = (bdK ∩ bdL) ∪ (bdK ∩ intL) ∪ (bdK ∩ Lc),
bdL = (bdK ∩ bdL) ∪ (intK ∩ bdL) ∪ (Kc ∩ bdL),
where Kc = Sn\K and Lc = Sn\L. Thus the integrals cancel for all sets but
bdK ∩ bdL. So we are done, once we show that∫
bdK∩bdL
HS
n
n−1(K ∪ L,w)
1
n+1 dw +
∫
bdK∩bdL
HS
n
n−1(K ∩ L,w)
1
n+1 dw
=
∫
bdK∩bdL
HS
n
n−1(K,w)
1
n+1 dw +
∫
bdK∩bdL
HS
n
n−1(L,w)
1
n+1 dw.
This follows from the fact that for Hn−1-almost all w ∈ bdK ∩ bdL we have
HS
n
n−1(K ∪ L,w) = min{HS
n
n−1(K,w), HS
n
n−1(L,w)},
HS
n
n−1(K ∩ L,w) = max{HS
n
n−1(K,w), HS
n
n−1(L,w)}.
This local result follows from the Euclidean case by applying the gnomonic
projection in w. q.e.d.
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Next, we will show that the floating area is upper semicontinuous with
respect to the spherical Hausdorff metric. The spherical Hausdorff distance dH
of two convex bodies K,L is defined by
dH(K,L) = min{λ ≥ 0 : K ⊆ Lλ and L ⊆ Kλ},
where Kλ denotes the set of all points with distance at most λ of K.
It is easy to see, that the floating area Ω(·) cannot be continuous. We may
consider a sequence of spherical polytopes (Pj)j∈N that converges to a spherical
cap Cu(pi4 ). Then Ω(Cu(
pi
4 )) = ωn−12−
n−1
2 > 0, but for all j ∈ N we have
Ω(Pj ,Sn) = 0.
Theorem 7.3. The floating area is upper semicontinuous. Thus, for any
sequence (Kj)j∈N of convex bodies converging to a convex body K in the spherical
Hausdorff distance, we have lim supj→∞Ω(Kj ,Sn) ≤ Ω(K,Sn).
Proof. The proof of this theorem is along the lines of the proof of the upper
semicontinuity of curvature integrals in the Euclidean setting by M. Ludwig
[39]. Again, we will only give an outline. We denote the m-th support measure
of a spherical convex body K by Θm(K, ·). It is a uniquely determined finite
Borel measure on Sn × Sn (see e.g. [66] for precise definitions). Furthermore it
is weakly continuous in the first argument, that is, Kj → K in the Hausdorff
metric implies Θm(Kj , ·) w→ Θm(K, ·).
Them-th curvature measure Cm(K, ·) ofK ∈ K(Sn) is defined, for ω ∈ B(Sn),
by Cm(K,ω) = Θm(K,ω × Sn). Cm(K,ω) is concentrated on bdK. The
Hausdorff measure restricted to bdK is denoted by Hn−1bdK and is a Radon
measure. Thus we may split Cm(K, ·) = Cam(K, ·)+Csm(K, ·) such that Cam(K, ·)
is absolute continuous with respect to Hn−1bdK and Csm(K, ·) is the singular part.
Moreover, for the absolute continuous part we have
Cam(K,ω) =
∫
ω∩bdK
Hn−1−m(K,w) dw,
for all ω ∈ B(Sn), and the singular part is concentrated on a null set, that is,
there exists ω0 ∈ B(Sn) such that Csm(K,ω\ω0) = 0 for all ω ∈ B(Sn).
Since Θm is weakly continuous in the first argument, so is Cm and we
conclude for m = 0,
lim sup
j→∞
∫
ω∩bdKj
HS
n
n−1(Kj , w) dw ≤ lim sup
j→∞
C0(Kj , ω) ≤ C0(K,ω),
for all ω ∈ B(Sn). Using the arguments from [39, Section 4] and adapting the
terminology, upper semicontinuity of the floating area follows. q.e.d.
Using the Gauss map NK· , we find an equivalent expression for the floating
area of K as a curvature integral over the boundary of the polar of K.
Theorem 7.4. Let K ∈ K(Sn). Then
Ω(K) =
∫
bdK◦
HS
n
n−1(K◦, w)
n
n+1 dw.
Proof. The proof is similar to the proof of Theorem 2.8 in [31] by D. Hug.
Even more can be said: Let ω ∈ B(Sn) and denote by σ(K,ω) the set of v ∈ Sn
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such that v is an outer unit normal to some boundary point w ∈ bdK ∩ ω.
Clearly, σ(K,ω) ⊆ bdK◦. It follows that
Ω(K,ω) =
∫
σ(K,ω)
HS
n
n−1(K◦, w)
n
n+1 dw.
Since σ(K,Sn) = bdK◦, this implies the statement. q.e.d.
7.1. Isoperimetric Inequality. By Theorem 7.3, the floating area is upper
semicontinuous on K(Sn). Since K(Sn) with the Hausdorff metric is compact
(see, e.g., [25]), we may immediately conclude the existence of maximizers
C ∈ K(Sn) such that
sup{Ω(K) : K ∈ K(Sn) such that voln(K) = c} ≤ Ω(C)
for a fixed c ∈ [0, ωn2 ] and voln(C) = c.
We believe that the only maximizers of the floating area are geodesic balls:
Conjecture 7.5. Let K ∈ K(Sn). Then
Ω(K) ≤ Ω(CK), (7.1)
where CK is a spherical cap such that voln(CK) = voln(K). Equality holds if
and only if K is spherical cap.
This conjecture is still open, but we are able to prove the following inequality.
Theorem 7.6. Let K ∈ K(Sn). Then
Ω(K) ≤ P (K◦) 1n+1P (K) nn+1 , (7.2)
where P (K) denotes the perimeter of K. Equality holds if and only if K is a
spherical cap.
Proof. Using Hölder’s inequality, we obtain
Ω(K) =
∫
bdK
HS
n
n−1(K,w)
1
n+1 dw ≤
 ∫
bdK
HS
n
n−1(K,w) dw
 1n+1 ∫
bdK
dw
 nn+1 .
Since NK(bdK) ⊆ bdK◦ and JbdK(NK)(w) = HSnn−1(K,w) for Hn−1-almost
all w ∈ bdK, this implies (7.2).
That equality holds precisely for spherical caps follows from the fact, that
equality holds in Hölder’s inequality if and only if HSnn−1(K, .) is constant. q.e.d.
Another inequality for the floating area can be derived using the gnomonic
projection and the affine isoperimetric inequality.
Theorem 7.7. Let K ∈ Kp0(Sn). Then, for u ∈ intK and 0 < α ≤ β < pi2
such that Cu(α) ⊆ K ⊆ Cu(β), we have
Ω(K)
ωn−1
≤
(
cos(α)2 tan(β)n
tan(α)n−1
P (K)
ωn−1
)n−1
n+1
. (7.3)
Equality holds for spherical caps for which α = β.
Proof. Using the gnomonic projection in u, (4.11) and (4.13), we obtain
Ω(K) =
∫
bd gu(K)
HS
n
n−1(K, g−1u (x))
1
n+1 Jbd gu(K)(g−1u )(x) dx
=
∫
bd gu(K)
H
Rnu
n−1(gu(K), x)
1
n+1
1
(1 + ‖x‖2)n−12
dx.
24 F. BESAU & E. M. WERNER
Since tan(α) ≤ ‖x‖ ≤ tan(β) for all x ∈ bd gu(K), we conclude
cos(β)n−1as(gu(K)) ≤ Ω(K) ≤ cos(α)n−1as(gu(K)).
Using the classical affine isoperimetric inequality for convex bodies L ∈ K0(Rn),
as(L)
ωn−1
≤
(
nvoln(L)
ωn−1
)n−1
n+1
,
gives
Ω(K)
ωn−1
≤
(
cos(α)n+1nvoln(gu(K))
ωn−1
)n−1
n+1
.
For the volume of the gnomonic projection we derive the inequality
voln(gu(K))
(4.7)=
∫
K
dv
cos(d(v, u))n+1 =
∫
bdK
−u ·NKw
sin(d(u,w))n
d(u,w)∫
0
tan(t)n−1
cos(t)2 dt
≤
∫
bdK
1
sin(d(u,w))n−1
tan(d(u,w))n
n
dw ≤ P (K)
n
tan(β)n
sin(α)n−1 ,
where we used the fact that −u · NKw = sin(d(u,SNKw )) ≤ sin(d(u,w)). This
concludes the prove of (7.3). It is easy to check that equality holds for spherical
caps of radius α = β. q.e.d.
Inequality (7.3) is weaker than our conjectured inequality (7.1): For any
K ∈ Kp0(Sn) and u ∈ intK such that Cu(α) ⊆ K ⊆ Cu(β) we have
voln(Cu(α)) ≤ voln(K) ≤ voln(Cu(β)).
Thus, for the spherical cap CK = Cu(αK) such that voln(CK) = voln(K), we
have α ≤ αK ≤ β. We therefore conclude for the right hand side of inequality
(7.3) that(
cos(αK) sin(αK)
P (K)
ωn−1
)n−1
n+1
≤
(
cos(α)2 tan(β)n
tan(α)n−1
P (K)
ωn−1
)n−1
n+1
. (7.4)
Our conjectured inequality (7.1) would imply
Ω(K) ≤ Ω(CK) = cos(αK)
n−1
n+1 sin(αK)n
n−1
n+1ωn−1,
which in turn would imply (7.3) by (7.4) and the isoperimetric inequality
P (K) ≥ P (CK) = sin(αK)n−1ωn−1.
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