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Abstract
Numerous Lie supergroups do not admit superunitary representations except the trivial
one, e.g., Heisenberg and orthosymplectic supergroups in mixed signature. To avoid this
situation, we introduce in this paper a broader definition of superunitary representation,
relying on a new definition of Hilbert superspace. The latter is inspired by the notion of
Krein space and was developed initially for noncommutative supergeometry.
For Heisenberg supergroups, this new approach yields a smooth generalization, whatever
the signature, of the unitary representation theory of the classical Heisenberg group. First,
we obtain Schro¨dinger-like representations by quantizing generic coadjoint orbits. They
satisfy the new definition of irreducible superunitary representations and serve as ground
to the main result of this paper: a generalized Stone-von Neumann theorem. Then, we
obtain the superunitary dual and build a group Fourier transformation, satisfying Parseval
theorem. We eventually show that metaplectic representations, which extend Schro¨dinger-
like representations to metaplectic supergroups, also fit into this definition of superunitary
representations.
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1 Introduction
After the appearance of supersymmetry in field theories [1, 2], Lie superalgebras quickly become
a classical topic in algebraic representation theory. They offer a rich playground generalizing
Lie algebras, with important results and many applications.
Superunitary representations are at the core of supersymmetric field theories [3]. They were
first investigated from a purely algebraic perspective, as star-representations [4] or ε-unitary
representations [5] of Lie superalgebras on a graded C-vector space V = V0 ⊕ V1. Contrary to
unitary representations of Lie groups, the preserved structure is not a positive definite hermitian
form (or scalar product), which is not adapted to super-commutation relations [6], but rather a
non-degenerate sesquilinear form (or inner product) 〈−,−〉 : V ×V → V which is superhermitian.
That is 〈x, y〉 = (−1)|x||y|〈y, x〉 if x, y ∈ V0 ∪ V1 are of degree |x|, |y| ∈ {0, 1}.
To develop a full theory of superunitary representations, including analytic aspects, one needs
a topology on the representation space. But none is canonically associated with a superhermitian
inner product. A first way to proceed is to start with a graded Hilbert space and define a
compatible superhermitian inner product afterwards. This yields to the following definition of
Hilbert superspace, which is the most common one [7] among numerous other possibilities [8].
It is coined as standard in this paper.
Definition 1.1 A standard Hilbert superspace is a Z2-graded complex Hilbert space H =
H0 ⊕H1 such that (H0,H1) = {0}, where (−,−) denotes the positive definite hermitian scalar
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product. A superhermitian inner product is then uniquely defined on H by
〈x, y〉 := (x, y) if x, y ∈ H0
〈x, y〉 := i(x, y) if x, y ∈ H1,
〈x, y〉 := 0 if x ∈ H0, y ∈ H1. 
Up to our knowledge, the above definition first appeared in [9] and served as ground for all
the mathematics literature on superunitary representations, see e.g. [9, 10, 11]. An algebraic
version of this definition, where H is a pre-Hilbert space, was considered before in representation
theory [12], following physics conventions.
The odd part of Lie supergroups is intrinsically of infinitesimal nature. This is best encoded
in the description of Lie supergroups as super Harish-Chandra pairs, that is pairs (G0, gR) where
G0 is a Lie group and gR = (gR)0 ⊕ (gR)1 is a Lie superalgebra carrying an adjoint-like action
of G0, with (gR)0 = Lie(G0). As a consequence, representations of Lie supergroups involve in
general unbounded operators. More precisely, a definition of superunitary representations should
come along with a choice of domain for the operators representing (gR)1. In the seminal paper
[10], this domain was chosen as the space of smooth vectors of the underlying G0-representation.
The definition reads as follows.
Definition 1.2 ([10]) Let (G0, gR) be a super Harish-Chandra pair. A standard super-
unitary representation (standard SUR) of (G0, gR) is a triple (H, pi0, pi∗) such that
• H is a standard Hilbert superspace;
• pi0 : G0 → U(H) is a unitary representation of the Lie group G0 on H;
• pi∗ : gR → End(H∞) is a R-Lie superalgebra morphism such that pi∗ = dpi0 on (gR)0 and
∀g ∈ G0, ∀X ∈ (gR)1, pi∗(X)† = −pi∗(X),
pi∗(Adg(X)) = pi0(g)pi∗(X)pi0(g)−1,
where H∞ is the space of smooth vectors of the representation pi0, Ad : G0×gR → gR is the
adjoint-like action ofG0 on gR and
† denotes the adjoint operation w.r.t. the superhermitian
inner product of H. 
Due to the very definition of standard Hilbert superspace, the choice of domain in the above
definition proves to be inessential. As a result, the category of standard SUR’s is well-behaved
under tensor products and restrictions to sub-pairs [10]. In addition, fundamental results, like
Schur Lemma and Mackey induction [10], smoothly extend to standard SUR’s. However, there
is a list of Lie supergroups [13] for which no non-trivial standard SUR exists:
SL(m|n,R) for m > 2 or n > 2; SU(p, q|r, s) for p, q, r, s > 0; OSp(k, `|2m) for k, `,m > 0;
SpO(2m|k, `) for m, k, ` > 0; H2m|k,` for k, ` > 0, . . . (1.1)
We are particularly interested here in the Heisenberg supergroup H2m|k,`. It can be described
as the super Harish-Chandra pair (H2m, (h2m|k,`)R) where H2m is the classical Heisenberg group
of dimension 2m + 1 and (h2m|k,`)R is the R-Lie superalgebra with basis (pi, qi, eα, fβ, Z) and
non-trivial commutation relations
[pi, qj ] = δijZ, [eα, eα′ ] = δαα′Z, [fβ, fβ′ ] = −δββ′Z,
where i, j = 1, . . . ,m, α, α′ = 1, . . . , k and β, β′ = 1, . . . , `. If k` = 0, the standard superunitary
representation theory of H2m|k,` is a smooth extension of the unitary representation theory of
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H2m [11, 14], e.g. the standard superunitary dual of H2m|k,` essentially coincides with the unitary
dual of H2m. On the contrary, if k` 6= 0, the standard superunitary theory of H2m|k,` is empty,
there is no standard SUR except the trivial one [11].
In this paper, we introduce a new definition for Hilbert superspaces, generalizing the one
of standard Hilbert superspaces. They are endowed with an algebraic structure, namely a
superhermitian inner product, and a compatible Hilbert topology.
Before digging into details, we would like to comment on how topology might be induced
from algebra. In the usual non-graded operator algebras setting, topology is fully determined
by algebra, e.g.,
• in Hilbert space, the Hilbert topology is canonically determined by the positive definite
hermitian scalar product ‖x‖ = √(x, x);
• in C*-algebra, the C*-norm is determined by the algebraic notion of spectral radius ρ:
‖a‖ = √ρ(a∗a);
• in von Neumann algebra, the strong (or weak) topology is determined (at least on bounded
subsets) by bicommutant’s properties.
This ideal algebraico-topological framework breaks down in some cases, e.g. for Lorentzian non-
commutative geometry. There, one needs an extra ingredient to build the topology out of the
algebraic structure. This is the case of Krein spaces, defined as pseudo-hermitian inner prod-
uct spaces
(H, 〈−,−〉) endowed with an extra involutive 〈−,−〉-isometric automorphism J of
H such that (H, 〈−, J−〉) is a Hilbert space. The topology associated to the positive definite
scalar product 〈−, J(−)〉 is actually independent of the choice of J and thus canonical [15].
Noncommutative Supergeometry [16, 17, 18] provides a new framework for graded opera-
tor algebras, dealing with Hilbert superspaces (as defined below), C*-superalgebras and von
Neumann superalgebras. Their natural superalgebraic structures induce topology, in a similar
fashion as for Krein spaces. Building on [16], we introduce the following definition of Hilbert
superspace.
Definition 1.3 A Hilbert superspace of parity σ ∈ Z2 is a complex Z2-graded vector space
H = H0 ⊕ H1 endowed with a homogeneous superhermitian inner product 〈−,−〉 of degree σ,
such that there exists a fundamental symmetry J , i.e., an endomorphism J of H of degree σ
satisfying, ∀x, y ∈ H,
• J2(x) = (−1)(σ+1)|x|x and 〈J(x), J(y)〉 = 〈x, y〉,
• (x, y)J := 〈x, J(y)〉 is a positive definite hermitian scalar product on H for which H is
complete. 
Then, Hilbert superspaces admit a canonical Hilbert topology, given by any of the scalar product
(−,−)J . Particular cases of Hilbert superspaces include Krein spaces, for which H1 = 0, and
standard Hilbert superspaces, for which J =
(
1l 0
0 −i1l
)
on H0 ⊕ H1. An important example of
non-standard Hilbert superspace is the superspace of square integrable functions on Rm|n, whose
fundamental symmetry J is a Hodge-like operator (see Example 3.21 below).
Superunitary representations (SUR) of Lie supergroups can be defined on Hilbert su-
perspaces. Several Lie supergroups in the list (1.1) then enjoy SUR’s even if they do not admit
standard SUR’s. In particular, we build in this paper non-trivial SUR’s for the supergroups
SpO(2m|k, `) and H2m|k,` for any integers m, k, `.
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More precisely, a SUR of a super Harish-Chandra pair (G0, gR) is a triple (H, pi0, pi∗), where
H is a Hilbert superspace, pi0 : G0 → B(H) is a continuous representation such that
∀g ∈ G0, v, w ∈ H, 〈pi0(g)v, pi0(g)w〉 = 〈v, w〉,
and pi∗ satisfies the same axioms as in Definition 1.2. This generalization of standard SUR’s
comes along with many difficulties. First, it includes all the Krein-unitary representations of
Lie groups, as defined in [19], which are wild. For instance, it is not known if Schur’s Lemma
holds or not for these representations. Second, the choice of domain for the operators pi∗(X),
with X ∈ g1, is now a crucial part of the definition. For instance, the restriction of a SUR to a
sub-pair (H0, hR) might not exist because an operator pi∗(X), with X ∈ h1, admits no extension
to the space of smooth vectors over H0. We fully solve the first problem and partially solve
the second one by introducing a more restrictive generalization of standard SUR, called strong
SUR. Namely, a strong SUR is a SUR such that the map pi0 is unitarizable and the operators
pi∗(X), with X ∈ g1, admit a domain extension to the space of smooth vectors of D(G0), the
connected Lie subgroup of G0 with Lie algebra [(gR)1, (gR)1].
For Heisenberg supergroups H2m|k,`, with arbitrary integers k, `, strong SUR’s provide the
right framework for a smooth generalization of unitary representation theory of the classical
Heisenberg group H2m and its harmonic analysis applications. In particular, Kirillov Orbit
Method allows us to construct the graded version of the Schro¨dinger representation, which is a
strong SUR for any (k, `), and to prove the Stone-von Neumann theorem in this general setting.
The full description of the superunitary dual follows as well as the group Fourier transformation
on H2m|k,`. Building on [12], we also define a SUR of the metaplectic supergroup, which is defined
as a finite covering of the orthosymplectic supergroup SpO(2m|k, `), extending the classical
metaplectic representation of Sp(2m), and whose representation operators are intertwiners of
the graded Schro¨dinger representation.
Let us now detail the content of this paper.
In section 2, after providing basics on supergeometry, we recall the framework of Lie super-
groups and Harish-Chandra pairs, as well as the equivalence between these two notions. The
Heisenberg supergroup is presented as an example.
In section 3, we prove the basic analytic properties of Hilbert superspaces, introduced in
Definition 1.3. In particular, we classify them in terms of a generalized notion of signature.
Fundamental examples of Hilbert superspaces, given by functional spaces, are presented.
We introduce in section 4 the notions of SUR and strong SUR, for both equivalent settings:
Harish-Chandra super pairs and Lie supergroups. We investigate their basic properties and
illustrate the general theory with many examples.
In section 5, we derive the expression of the Schro¨dinger representation for the Heisenberg
supergroup H2m|k,` in any signature (k, `) by performing Kirillov Orbit Method and we prove
that it is an irreducible strong SUR. We then show its relation with the classical Schro¨dinger
representation of H2m and the spinor representation of Spin(k, `).
Next, we prove in section 6 the main result of this paper: the Stone-von Neumann theorem.
It states that any strong SUR of the Heisenberg supergroup H2m|k,` with character ~ 6= 0
can be decomposed as the tensor product of the Schro¨dinger representation with the trivial
representation on some Hilbert superspace.
Eventually, we give in section 7 the classification of the strong superunitary dual of H2m|k,`
and some applications to harmonic analysis. We construct the Fourier transformation between
functions on H2m|k,` and operators on the Hilbert superspace of the Schro¨dinger representa-
tion and we prove the Parseval-Plancherel identity. Moreover, we build the metaplectic-type
representation naturally appearing in this setting and we show that it is a SUR.
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Notations
Throughout the paper, N = {0, 1, 2, . . .} denotes the set of non-negative integers, N× = {1, 2, . . .}
the set of positive ones and i =
√−1.
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2 Preliminaries
We recall here some basic notions of supergeometry following the concrete approach, as fully
exposed in the book [20] and summed up in the appendix of [21] (see also [22, 23, 24]). This
approach is equivalent to the sheaf-theoretic one [25, 7], but differs in the presentation. It makes
an explicit use of a fixed supercommutative algebra A, which serves as a replacement for the
field R of real numbers. Such an algebra appears in the sheaf-theoretic approach as soon as one
uses the functor of points.
For the rest of the paper, we choose a unital Z2-graded real algebra A = A0 ⊕ A1 which
satisfies the three following properties:
• supercommutativity, i.e., ab = (−1)|a||b|ba for all a, b ∈ A0 ∪ A1 of degree |a|, |b| ∈ {0, 1};
• A/NA ' R, where NA is the set of all nilpotent elements of A;
• for all n ∈ N×, there exist a1, . . . , an ∈ A1 such that a1 · · · an 6= 0.
For instance, we can choose A = ∧V , the Grassmann algebra of a real infinite-dimensional
vector space V . The quotient map B : A → R, with kernel NA, is called the body map. The
unit of A defines a section of B via r 7→ r · 1 so that A = R⊕NA and
∀a ∈ A, a = Ba+N (a),
where Ba := B(a) ∈ R and N (a) ∈ NA. The complexified algebra AC = A ⊗ C = A ⊕ iA is
endowed with the complex conjugation:
∀a ∈ A, ∀λ ∈ C, a⊗ λ = a⊗ λ.
For all a, b ∈ AC, it satisfies: a b = a b = (−1)|a||b| b a.
In the sequel, graded will always stand for Z2-graded, elements of degree 0 and 1 are called
even and odd respectively, and collectively referred as homogeneous elements.
2.1 Superspaces and supermanifolds
A graded A-module is an A-module E with decomposition E = E0 ⊕ E1 and such that
∀α, β ∈ Z2, AαEβ ⊆ Eα+β.
A graded submodule of E is an A-submodule F such that F = (F ∩E0)⊕ (F ∩E1). A A-linear
map f : E → F between two graded A-modules is of degree |f | ∈ Z2 if f(Eα) ⊆ Fα+|f | for all
α ∈ Z2. The space of nilpotent vectors of E is defined by
NE := {x ∈ E | ∃a ∈ A, a 6= 0 & ax = 0}.
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It permits to extend the body map as the quotient map B : E → E/NE =: BE. If the graded
A-module E is free, then BE = BE0 ⊕ BE1 is a graded R-vector space, i.e., BE0 and BE1 are
R-vector spaces.
A graded A-vector space is a free graded A-module E together with a decomposition
E = RE ⊕NE such that A · RE = E. Then we have RE ' BE as graded R-vector spaces and
E ' A⊗ BE as graded A-modules, in particular,
E0 ' (A0 ⊗ BE0)⊕ (A1 ⊗ BE1) and E1 ' (A0 ⊗ BE1)⊕ (A1 ⊗ BE0) . (2.1)
The graded dimension of E, given by dim(E) = dim(BE0)| dim(BE1), is a complete invariant.
Hence, a graded A-vector space of dimension m|n is isomorphic to Am|n = (Am|n)0 ⊕ (Am|n)1,
with (Am|n)0 = (A0)m × (A1)n and (Am|n)1 = (A0)n × (A1)m. The associated graded R-
vector space is RAm|n = Rm ⊕ Rn. Morphisms between graded A-vector spaces E and F are
even A-linear maps φ : E → F which are body-compatible, i.e. φ(RE) ⊆ RF . They are
completely determined from the corresponding R-linear maps between BE ' RE and BF ' RF .
The categories of graded A-vector spaces and of graded R-vector spaces are equivalent via the
inverse isomorphisms B and A⊗−.
The superspace of dimension m|n is the even part of the graded A-vector space Am|n,
Rm|n := (Am|n)0 = (A0)m × (A1)n.
The body map B : Rm|n → Rm defines the so-called DeWitt topology, as the coarsest topology
on Rm|n such that B is continuous.
Each element x ∈ Rm|0 = (A0)m decomposes as x = Bx+N (x) with Bx ∈ Rm and N (x) ∈
(NA∩A0)m. Mimicking Taylor expansions, one can extend any smooth function f ∈ C∞(Rm,C)
into a function f˜ : Rm|0 → A0 ⊗ C defined by
∀x ∈ Rm|0, f˜(x) =
∑
ν∈Nm
N (x)ν
ν!
∂νf(Bx). (2.2)
Here standard index notation is used, i.e., if x = (x1, . . . , xm) ∈ Rm|0 and ν = (ν1, . . . , νm) ∈ Nm,
we have ν! := ν1! · · · νm!, ∂ν := ∂ν11 · · · ∂νmm and N (x)ν := N (x1)ν1 · · · N (xm)νm . Moreover, the
sum is finite since the elements N (x1), . . . ,N (xm) are nilpotent.
The space of smooth functions C∞(Rm|n) is the space of maps f : Rm|n → AC such that
∀(x, ξ) ∈ Rm|n, f(x, ξ) =
∑
α∈(Z2)n
f˜α(x)ξ
α, (2.3)
where each f˜α is obtained from a function fα ∈ C∞(Rm,C) via Equation (2.2). We use again
standard index notation, i.e., if ξ = (ξ1, . . . , ξn) ∈ R0|n and α = (α1, . . . , αn) ∈ (Z2)n, we
have ξα := ξα11 · · · ξαnn . By convention, ξ01 = · · · = ξ0n = 1. The Z2-degree of a function is
determined by the rules |f˜α| = 0 and |ξα| = |α| mod 2, with |α| = α1 + · · · + αn ∈ N. Hence,
the splitting of a function in even and odd parts corresponds to the splitting of the target space
AC = A0 ⊗ C ⊕ A1 ⊗ C. As a result, the space of smooth functions on Rm|n is a Z2-graded
C-algebra such that
C∞(Rm|n) ' C∞(Rm,C)⊗
∧
Rn. (2.4)
The definition of a smooth function on an open subset of Rm|n is a straightforward adaptation.
Note that a smooth function on Rm|n is automatically continuous for the DeWitt topology. The
definition of smooth functions readily extends from AC-valued functions to functions with values
in arbitrary superspaces.
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Remark 2.1 The morphisms between two finite dimensional A-vector spaces E and F are in
bijection with the smooth R-linear maps between the superspaces E0 and F0. 
On the superspace Rm|n, the Berezin integration of a smooth function f ∈ C∞(Rm|n), de-
composed as in Equation (2.3), is defined as the Lebesgue integration on Rm of its top component
in the ξ-variables. Namely, if dξ = dξn · · · dξ1, we have∫
dxdξ f(x, ξ) :=
∫
dx f1n(x), (2.5)
where 1n = (1, . . . , 1) ∈ (Z2)n and, abusing notation, x stands for Bx in the right hand
side. Therefore, the Berezin integral of f is well-defined as soon as the Lebesgue integral of
f1n ∈ C∞(Rm,C) is. Note that Berezin integration over ξ-variables corresponds to a multiple
derivation,
∫
dξn · · · dξ1 := ∂ξn · · · ∂ξ1 in this precise order.
For p ≥ 1, we define the Lebesgue superspace Lp(Rm|n) as the completion of the subspace
{f ∈ C∞(Rm|n) | ∀α ∈ (Z2)n, fα ∈ Lp(Rm)},
with respect to the norm ‖f‖ := ∑α(∫Rm |fα|p) 1p . This is a Z2-graded Banach space. The
identification (2.4) extends as Lp(Rm|n) ' Lp(Rm)⊗∧Rn.
We introduce briefly the notion of supermanifold. First, a proto-supermanifold of dimen-
sion m|n is a topological space M endowed with an atlas of charts valued in open subsets of
Rm|n (for DeWitt topology) with smooth transition functions. The body map on Rm|n allows
to define a canonical projection M → BM on a topological space BM , called the body of M . If
BM is Hausdorff and second-countable, then the induced atlas turns BM into a smooth man-
ifold of dimension m and M is simply called a supermanifold. Of course, a superspace is a
supermanifold. The inclusions Rm ⊆ Rm|0 = A0 ⊗ Rm ⊆ Rm|n translate into canonical smooth
embeddings BM ⊆ Mw.o.d. ⊆ M , where Mw.o.d. is the sub-supermanifold of M obtained from
BM by extension of scalars from R to A0. Here, w.o.d. stands for ”without odd dimensions”.
Note that Mw.o.d. is of dimension m|0 and BMw.o.d. = BM .
2.2 Lie supergroups and super Harish-Chandra pairs
A Lie superalgebra is a graded A-vector space g = g0 ⊕ g1 endowed with a body-compatible
A-bilinear map [·, ·] : g× g→ g which is even, i.e. [gα, gβ] ⊆ gα+β for all α, β ∈ Z2, and satisfies
the two following properties
• skew-symmetry: ∀X,Y ∈ g0 ∪ g1, [X,Y ] = −(−1)|X||Y |[Y,X];
• Jacobi identity: ∀X,Y, Z ∈ g0 ∪ g1, [X, [Y,Z]] = [[X,Y ], Z] + (−1)|X||Y |[Y, [X,Z]].
Note that A-bilinearity means, in particular, that [aX, bY ] = (−1)|X||b|ab[X,Y ] for all homo-
geneous elements X,Y ∈ g and a, b ∈ A. As the bracket [·, ·] is body-compatible, it induces
a bilinear operation on the body space Bg. The later defines a R-Lie superalgebra structure
on Bg. The equivalence of categories between A-vector spaces and R-vector spaces specializes
straightforwardly to the Lie setting with inverse isomorphisms given again by B and A⊗−.
A Lie supergroup is a supermanifold G endowed with a group structure for which the
multiplication is a smooth map. If G is a Lie supergroup then BG turns into a Lie group
and Gw.o.d. into a Lie supergroup. Moreover, there is a canonically associated Lie superalgebra
g = Lie(G), and an exponential map e : U → G, with U ⊆ g0 an open neighborhood of 0. As a
consequence, one can prove that G trivializes over Gw.o.d..
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Proposition 2.2 ([20], Proposition VI.1.7) Let G be a Lie supergroup, Bg the body of its
Lie superalgebra, and g(1) := A1 ⊗ Bg1 ⊆ g0. Then, the following map
Gw.o.d. × g(1) → G, (g,X) 7→ g eX
is a global diffeomorphism satisfying B(g eX) = Bg.
A super Harish-Chandra pair (G0, gR) is the data of a Lie group G0 and a compatible
R-Lie superalgebra gR. Namely, gR is a G0-module, its even part (gR)0 is the Lie algebra of G0
and the differential of the action G0× gR → gR coincides with the adjoint action of (gR)0 on gR.
There is an equivalence of categories between Lie supergroups G and super Harish-Chandra
pairs [24, 21] (see also [26, 7]). In the sequel, we use that a Lie supergroup G induces a super
Harish-Chandra pair (G0, gR) given by G0 := BG, gR := Bg (with g = Lie(G)), and where the
action of G0 on gR is the body of the adjoint action of G on g. For the inverse construction of
a Lie supergroup out of a super Harish-Chandra pair, we refer to Remark A.5 in Appendix.
2.3 Heisenberg supergroups
Let E be a graded A-vector space of dimension m′|n′. A symplectic form on E is an even
body-compatible A-bilinear map ω : E × E → A which is
• skewsymmetric: ∀X,Y ∈ E, ω(X,Y ) = −(−1)|X||Y |ω(Y,X),
• non-degenerate: (∀Y ∈ E, ω(X,Y ) = 0)⇒ X = 0.
As a consequence, m′ = 2m is even, ω induces a symplectic form on BE0 and a quadratic form
of given signature (k, `) on BE1, with k + ` = n′. The triple (2m|k, `) is a complete invariant
of the symplectic space (E,ω). In the following, we will always use the normal form of (E,ω)
described below. Let ε ∈ {−1,+1} and r, s′ ∈ N be such that
εs′ = k − ` & 2r + s′ = k + `, (2.6)
i.e., ε = 1 and (k, `) = (r + s′, r), or, ε = −1 and (k, `) = (r, r + s′). Then, setting W = Am|r
and V = A0|s′ , we have
E ' (W ⊕W ∗)⊕ V & E0 ' Rm|r ⊕ (Rm|r)∗ ⊕ R0|s′ , (2.7)
where W ∗ stands for the dual of W as A-module. Under the above isomorphism, the symplectic
form ω restricts as the canonical symplectic form on W ⊕W ∗ and as a definite quadratic form
on V , namely
∀q1, q2 ∈W, ∀p1, p2 ∈W ∗, ω((q1, p1), (q2, p2)) = q1p2 − q2p1,
∀ξ1, ξ2 ∈ V, ω(ξ1, ξ2) = εξ1ξ2,
(2.8)
where q1p2 and q2p1 are the scalars obtained by the duality pairing between W and W
∗ and
ξ1ξ2 is the scalar obtained by the canonical scalar product of two elements in As′ .
The Heisenberg Lie superalgebra h(E,ω) is defined as the A-module E ⊕AZ, where Z
is an even generator, endowed with the Lie bracket
[X + aZ,X ′ + a′Z] = ω(X,X ′)Z, (2.9)
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for any X,X ′ ∈ E and a, a′ ∈ A. Its center is Z(h(E,ω)) = AZ. The Heisenberg Lie
supergroup H(E0, ω) is obtained by exponentiation of the even part of h(E,ω). Namely,
H(E0, ω) is the supermanifold E0 × R1|0 endowed with the group law(
x, t
)(
x′, t′
)
= (x + x′, t+ t′ + 12ω(x,x
′)), (2.10)
for any x,x′ ∈ E0 and t, t′ ∈ R1|0. Its neutral element is (0, 0) and the inverse is given by
(x, t)−1 = (−x,−t). Its center is Z(H(E,ω)) = R1|0. The Heisenberg Lie superalgebra and
supergroup are uniquely determined (up to isomorphism) by the dimension 2m|n′ of E and
the signature (k, `) of the quadratic form induced by ω on BE1. In the following, we use their
canonical versions
h2m|k,` := h(E,ω) & H2m|k,` := H(E0, ω), (2.11)
where (E,ω) and (E0, ω) are in their normal form, as defined by (2.7) and (2.8).
Let h∗2m|k,` be the dual of the Heisenberg Lie superalgebra. The symplectic form ω induces
a linear isomorphism, [ : h2m|k,` → h∗2m|k,`, given by:
∀X,X ′ ∈ E, ∀a, a′ ∈ A, [(X + aZ)(X ′ + a′Z) = ω(X,X ′) + aa′.
Then, one can compute the adjoint and coadjoint actions of the Heisenberg Lie supergroup:
∀(x, t) ∈ E0 × R1|0, Ad(x,t)(X + aZ) = X + (a+ ω(x, X))Z,
Ad∗(x,t)
[(X + aZ) = [(X − ax + aZ). (2.12)
The coadjoint orbit Oµ = {Ad∗gµ, g ∈ H2m|k,`} passing through µ = [(X + aZ) corresponds to
the affine space a [Z + E0, provided a ∈ R× and X ∈ E0. If a = 0, then the coadjoint orbit Oµ
is a single point.
The super Harish-Chandra pair (G0, gR) corresponding to the Heisenberg Lie supergroup
H2m|k,` is defined as follows. The associated Lie group G0 := BH2m|k,` is the classical Heisenberg
group H2m, i.e., the manifold R2m × R endowed with the group law
∀(x, t), (x′, t′) ∈ R2m × R, (x, t)(x′, t′) = (x+ x′, t+ t′ + 12ω0(x, x′)),
with ω0 the canonical symplectic form on R2m. The R-Lie superalgebra gR := Bh2m|k,` is the
Z2-graded real vector space with components (gR)0 = R2m × RZ and (gR)1 = Rk+`, endowed
with the Lie bracket
∀X,X ′ ∈ R2m ⊕ Rk+`, ∀a, a′ ∈ R, [X + aZ,X ′ + a′Z] = ω(X,X ′)Z, (2.13)
where ω = ω0 ⊕ ω1 and ω1 is the canonical quadratic form of signature (k, `) on Rk+`. The
action of G0 on gR is the adjoint action
Ad(x,t)(X + aZ) = X + (a+ ω(x,X))Z,
with (x, t) ∈ G0, and X+aZ ∈ gR. A graded basis of gR is given by (ci, eα, Z), where (ci)1≤i≤2m
is a basis of R2m with degree 0, (eα)1≤α≤k+` is a basis of Rk+` with degree 1, and RZ is the
center subalgebra (with degree 0). The non-zero commutators read then as
[ci, cj ] = ωijZ, [eα, eβ] = ωαβZ, [ci, eα] = 0, (2.14)
where ωij and ωαβ are the components of ω in the basis. Explicitly, for all i, j = 1, . . . ,m, we
have ωij = δj,m+i − δj,i−m, and for all β = 1, . . . , k + `, we have ωαβ = δαβ if 1 ≤ α ≤ k and
ωαβ = −δαβ if k < α ≤ k + `.
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3 Theory of Hilbert superspaces
Building on [16], we introduce a new definition of Hilbert superspaces, which generalizes the
standard one [9, 7, 10, 11]. Their basic properties are derived by using the theory of Krein
spaces [15].
3.1 Definition of Hilbert superspaces
A Hermitian superspace is a complex Z2-graded vector space H = H0 ⊕H1 endowed with a
superhermitian inner product 〈−,−〉, i.e., a non-degenerate sesquilinear1 map 〈−,−〉 : H×H →
C which satisfies:
∀x, y ∈ H0 ∪H1, 〈x, y〉 = (−1)|x||y|〈y, x〉. (3.1)
If the inner product is a homogeneous map of degree σ(H) ∈ Z2, then H is called a Hermitian
superspace of parity σ(H). If σ(H) = 0 the subspacesH0 andH1 are orthogonal, i.e. 〈H0,H1〉 =
0, and by Equation (3.1) we get 〈x, x〉 ∈ i|x|R if x ∈ H is homogeneous. If σ(H) = 1, the
subspaces H0 and H1 are isotropic, i.e. 〈H0,H0〉 = 〈H1,H1〉 = 0, and by Equation (3.1) we get
〈x, x〉 ∈ R for all x ∈ H. Via the formula
∀x, y ∈ H, (x, y)J := 〈x, J(y)〉,
a linear isomorphism J ofH gives rise to a non-degenerate sesquilinear map (−,−)J : H×H → C.
Definition 3.1 Consider a Hermitian superspace (H, 〈−,−〉) of given parity.
• A fundamental decomposition is an orthogonal decomposition
H = H[1] ⊕H[i] ⊕H[−1] ⊕H[−i]
such that: ∀k ∈ {0, . . . , 3}, ∀x ∈ H[ik] \ 0, 〈x, x〉 ∈ ikR∗+.
• A fundamental symmetry is an endomorphism J of H such that J4 = 1l, 〈J(x), J(y)〉 =
〈x, y〉 for all x, y ∈ H, and (−,−)J defines a scalar product on H (i.e. (−,−)J is a positive
definite hermitian map). 
A fundamental decomposition allows one to define a fundamental symmetry by setting
J := P[1] − iP[i] − P[−1] + iP[−i],
where P[ik] is the orthogonal projector on the subspace H[ik], with k = 0, . . . , 3. Conversely, a
fundamental symmetry J defines a fundamental decomposition given by H[ik] = Ker(J − i−k1l).
Note that (−,−)J provides a scalar product on H[ik] equal to i−k〈−,−〉.
Definition 3.2 A Hermitian superspace (H, 〈−,−〉) of given parity is said to be a Hilbert
superspace if one of the two equivalent conditions hold:
• there exists a fundamental decomposition such that each component H[ik] is intrinsically
complete, i.e. complete for the topology defined by i−k〈−,−〉;
• there exists a fundamental symmetry J such that (H, (−,−)J) is a Hilbert space. 
1By convention, sesquilinear means left-antilinear and right-linear.
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The above definition of Hilbert superspace is slightly more general that the one provided in
[16], where a fundamental symmetry J is fixed as part of the structure. This freedom in the
choice of J will be important in the following sections.
A standard Hilbert superspace is a Hilbert superspace H of parity 0 which admits the
canonical fundamental decomposition H[1] = H0, H[i] = H1 and H[−1] = H[−i] = 0. It admits
a unique fundamental symmetry given by J(x) = (−i)|x|x on homogeneous elements x ∈ H.
Moreover, both (H0, 〈−,−〉) and (H1, i〈−,−〉) are Hilbert spaces. The notion of standard Hilbert
superspace coincides with the usual definition of Hilbert superspace, as given in [9, 7, 10, 11].
In other words, the Definition 3.2 of Hilbert superspace is a generalization of the definition
introduced in the above references.
The classical notion underlying Definition 3.2 is the concept of Krein space [15]. In our
terms, a Krein space is a purely even Hilbert superspace H of parity 0, i.e., H = H0. We have
the following obvious proposition.
Proposition 3.3 Let H = H0 ⊕H1 be a complex Z2-graded vector space.
• (H, 〈−,−〉) is a Hilbert superspace of parity 0 if and only if (H0, 〈−,−〉) and (H1, i〈−,−〉)
are Krein spaces. For any fundamental decomposition of H, we have H0 = H[1] ⊕ H[−1]
and H1 = H[i] ⊕ H[−i]. Fundamental symmetries of H, H0 and H1 are related by the
equality J = J0 ⊕ (−iJ1), in obvious notations.
• (H, 〈−,−〉) is a Hilbert superspace of parity 1 if and only if (H, 〈−,−〉) is a Krein space
admitting H0 and H1 as isotropic subspaces. For any fundamental decomposition of H,
we have H[i] = H[−i] = 0.
3.2 Properties of Hilbert superspaces
A number of important results on Hilbert superspaces can be obtained as direct consequence
of the theory of Krein spaces, by using that a Hilbert superspace is a Krein space or the direct
sum of two Krein spaces (see Proposition 3.3). When this is the case, we do not provide a proof
and simply refer to the corresponding result for Krein spaces.
We start with topological properties.
Theorem 3.4 ([15], Theorem V.1.1) Let H be a Hilbert superspace. The scalar products
(−,−)J , with J a fundamental symmetry of H, all define the same topology.
As a consequence, while a Hilbert superspace H has no canonical scalar product, it admits a
canonical Hilbert topology. In particular, all fundamental decompositions of H have intrinsically
complete components and all fundamental symmetries J yield unitarily equivalent Hilbert spaces
(H, (−,−)J).
The following lemma states that the superhermitian inner product of a Hilbert superspace
is globally continuous for its Hilbert topology.
Lemma 3.5 Let H be a Hermitian superspace of given parity. For any fundamental symmetry
J , we have
∀x, y ∈ H, |〈x, y〉| ≤ ‖x‖J‖y‖J ,
where ‖x‖J :=
√
(x, x)J .
Proof Let x ∈ H. Using the fundamental decomposition of H associated to J , we have
x =
∑3
k=0 xk where xk ∈ H[ik]. This yields
|〈x, y〉| = |
∑
k
〈xk, yk〉| ≤
∑
k
|〈xk, yk〉|.
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Since |〈xk, yk〉| = |i−k〈xk, yk〉| = |(xk, yk)J |, we can apply the Cauchy-Schwartz inequality for
(−,−)J to obtain:
|〈x, y〉| ≤
∑
k
‖xk‖J‖yk‖J .
Using the inequality (‖xk‖J‖yl‖J − ‖xl‖J‖yk‖J)2 ≥ 0, with k, l = 0, . . . , 3, we deduce that
|〈x, y〉| ≤
(∑
k,l
‖xk‖2J‖yl‖2J
) 1
2
= ‖x‖J‖y‖J . 
We pursue with the study of linear operators. Let (H(1), 〈−,−〉1) and (H(2), 〈−,−〉2) be
two Hilbert superspaces. A bounded operator between H(1) and H(2) is a linear operator
T : H(1) → H(2) which is continuous w.r.t. their Hilbert topologies. The degree of operators
defines a Z2-grading on the space of bounded operators B(H(1),H(2)) and on the algebra B(H) :=
B(H,H).
Proposition 3.6 ([16]) Let T ∈ B(H(1),H(2)) be of degree |T | ∈ Z2. There exists a unique
operator T † ∈ B(H(2),H(1)) such that:
∀x ∈ H(2), ∀y ∈ H(1), 〈T †(x), y〉1 = (−1)|T ||x|〈x, T (y)〉2.
The operator T † is called the superadjoint operator of T .
Definition 3.7 ([16]) A superunitary operator between H(1) and H(2) is a homogeneous
operator Φ ∈ B(H(1),H(2)) of degree 0 satisfying:
Φ†Φ = ΦΦ† = 1l. 
The set of superunitary operators is denoted by U(H(1),H(2)). In particular, U(H) :=
U(H,H) is a group. Any superunitary operator Φ ∈ U(H(1),H(2)) is in particular a linear
bjection of degree 0 and an isometry, that is
〈Φ(x),Φ(y)〉2 = 〈x, y〉1, (3.2)
for all x, y ∈ H(1). The converse also holds.
Proposition 3.8 Let Φ : H(1) → H(2) be a linear bijection of degree 0. The operator Φ is
superunitary if and only if this is an isometry.
Proof Let Φ : H(1) → H(2) be a linear bijection of degree 0. First, assume that 〈Φ(x),Φ(y)〉2 =
〈x, y〉1 for all x, y ∈ H(1). If J1 is a fundamental symmetry of H(1), then Φ ◦ J1 ◦ Φ−1 is a
fundamental symmetry of H(2). This implies that Φ and Φ−1 are continuous. Then, one easily
proves that Φ ∈ U(H(1),H(2)). The converse implication is straightforward. 
On a Hilbert superspace H, the parity operator P ∈ B(H) is defined by
∀x0 ∈ H0, ∀x1 ∈ H1, P(x0 + x1) = x0 − x1. (3.3)
This operator is of degree 0, involutive and satisfies P† = (−1)σP if H is of parity σ.
Proposition 3.9 Let J be a fundamental symmetry of H. Then, J is an operator of degree
σ, unitary w.r.t. the scalar product (−,−)J and satisfies J2 = P(σ+1), J† = JP. Moreover, J is
superunitary if σ = 0 and J provides a linear isomorphism between H0 and H1 if σ = 1.
13
Proof All stated properties are obvious, we only prove that J2 = P(σ+1). Consider the funda-
mental decomposition associated to J , so that H[ik] is the eigenspace of J with eigenvalue i−k.
Then, J2 is equal to 1l on H[1] ⊕H[−1] and to −1l on H[i] ⊕H[−i]. The result follows then from
Proposition 3.3. 
Two Hilbert superspaces H(1) and H(2) are superunitarily equivalent, i.e. isomorphic, if
there exists an operator Φ ∈ U(H(1),H(2)). Our next goal is to provide a complete invariant for
isomorphism classes of Hilbert superspaces. Recall that, up to unitary equivalence, a Hilbert
space is uniquely determined by its dimension, defined as the cardinal of a Hilbertian basis.
Proposition 3.10 Let H be a Hilbert superspace. The dimensions (as Hilbert spaces) of the
components of a fundamental decomposition H = H[1] ⊕H[i] ⊕H[−1] ⊕H[−i] do not depend on
the choice of this decomposition.
The proof follows easily from 3.2. We define the signature ofH as sgn(H) = ( dim(H[1]), dim(H[i]), dim(H[−1]),dim(H[−i])).
Theorem 3.11 ([15], Theorem V.1.4) Two Hilbert superspaces are superunitarily equiva-
lent if and only if their parities and their signature coincide.
According to Proposition 3.3 and the theory of Krein spaces, there exist Hilbert superspaces
of parity 0 and of arbitrary signature. For instance, there exists four inequivalent classes of
Hilbert superspaces of total dimension 1, characterized by the value 〈e, e〉 ∈ {1, i,−1,−i} for a
normalized generator e. As proved below, there does not exist Hilbert superspaces of parity 1
with arbitrary signature. Indeed, they are uniquely determined (up to isomorphism) by their
total dimensions.
Proposition 3.12 The signature of a Hilbert superspace H of parity 1 is given by sgn(H) =(
d, 0, d, 0
)
, where d = dim(H[1]) = dim(H[−1]). Moreover, the parity operator P gives an iso-
morphism between H[1] and H[−1].
Proof Consider a fundamental symmetry J and the corresponding fundamental decomposition,
given by the eigenspaces of J . According to Proposition 3.3, we have dim(H[i]) = dim(H[−i]) = 0.
By Proposition 3.9, we know that J2 = 1l and JH0 = H1. We deduce that H[1] = Ker(1l− J) =
Im(1l + J) = (1l + J)H0, and similarly H[−1] = (1 − J)H0. Therefore, P gives an isomorphism
between H[1] and H[−1]. 
Finally, we provide ways of constructing new Hilbert superspaces out of old ones. Given
a Hilbert superspace (H, 〈−,−〉), a Hilbert sub-superspace F is a closed subspace of H which
is graded, i.e. F = F ∩ H0 ⊕ F ∩ H1, and such that (F , 〈−,−〉|F×F ) is a Hilbert superspace.
It is characterized below using the orthogonal of F w.r.t. the inner product 〈−,−〉, defined by
F⊥ := {x ∈ H | ∀y ∈ H, 〈x, y〉 = 0}.
Theorem 3.13 ([15], Theorem V.3.4) A graded subspace F ≤ H is a Hilbert sub-superspace
if and only if F ⊕ F⊥ = H.
Corollary 3.14 Let H be a Hilbert superspace and P ∈ B(H) be an orthogonal projector, i.e.
P 2 = P = P †. Then Im(P ) is a Hilbert sub-superspace of H.
If F is a Hilbert sub-superspace of H, the natural embedding is a bounded isometry. All
bounded isometries arise in this way.
14
Proposition 3.15 Let Φ : H(1) → H(2) be a bounded isometry. The operator Φ satisfies
ImΦ⊕ (ImΦ)⊥ = H(2). Both ImΦ and (ImΦ)⊥ are Hilbert sub-superspaces of H(2) and ImΦ is
superunitarily equivalent to H(1).
Proof Assume Φ : H(1) → H(2) is a bounded isometry. By a direct adaptation of [15, Theorem
VI.3.8], the operator Φ satisfies ImΦ + (ImΦ)⊥ = H(2). If u ∈ ImΦ ∩ (ImΦ)⊥, then we have
u = Φ(x) and, for all y ∈ H(1), 0 = 〈u,Φ(y)〉2 = 〈Φ(x),Φ(y)〉2 = 〈x, y〉1. Hence, x = 0, u = 0
and we deduce that ImΦ⊕ (ImΦ)⊥ = H. Thanks to Theorem 3.13, this implies that both ImΦ
and (ImΦ)⊥ are Hilbert sub-superspaces of H(2). Since Φ is an isometry, this is a linear bijection
from H(1) to ImΦ. By Poposition 3.8, both are superunitarily equivalent. 
The direct sum of two Hilbert superspaces is easily obtained.
Proposition 3.16 ([16]) Let (H(1), 〈−,−〉1) and (H(2), 〈−,−〉2) be two Hilbert superspaces of
same parity σ. The direct sum H = H(1)⊕H(2) endowed with the superhermitian inner product
∀x1, y1 ∈ H(1), ∀x2, y2 ∈ H(2), 〈x1 ⊕ x2, y1 ⊕ y2〉 = 〈x1, y1〉1 + 〈x2, y2〉2,
is a Hilbert superspace of parity σ. Moreover, the direct sum J = J (1) ⊕ J (2) of any two
fundamental symmetries of H(1) and H(2) gives a fundamental symmetry of H. The component-
wise sum of two fundamental decompositions ofH(1) andH(2) gives a fundamental decomposition
of H.
Up to our knowledge, the construction of the tensor product has not been developed in
the Krein setting. We provide it for Hilbert superspaces. Let (H(1), 〈−,−〉1) and (H(2), 〈−,−〉2)
be two Hilbert superspaces of parity σ1, σ2 ∈ Z2. There is a canonical superhermitian inner
product of parity σ1 + σ2 on the algebraic tensor product H(1) ⊗H(2):
∀x1, y1 ∈ H(1), ∀x2, y2 ∈ H(2), 〈x1 ⊗ x2, y1 ⊗ y2〉 := (−1)σ1σ2+|x2||y1|〈x1, y1〉1〈x2, y2〉2. (3.4)
For any two fundamental symmetries J1 and J2 on H(1) and H(2), we get a scalar product on
H(1) ⊗H(2):
(x1 ⊗ x2, y1 ⊗ y2)J := (x1, y1)J1 (x2, y2)J2 , (3.5)
which satisfies (−,−)J = 〈−, J−〉, where J is the operator
J(x1 ⊗ x2) := (−1)σ1σ2+(σ1+|x1|)|x2|J1(x1)⊗ J2(x2). (3.6)
Proposition 3.17 In same notations as above, we have:
• all scalar products (−,−)J as in Equation (3.5) induce the same pre-Hilbert topology on
H(1) ⊗H(2);
• the inner product 〈−,−〉 extends continuously to the completed tensor product H(1)⊗ˆH(2);
• (H(1)⊗ˆH(2), 〈−,−〉) is a Hilbert superspace of parity σ = σ1 + σ2, and the operators J as
in Equation (3.6) are fundamental symmetries for it.
Proof Let J1, J1′ be two fundamental symmetries of H(1) and J2, J2′ two of H(2). Denote
by (−,−)J12 , (−,−)J1′2 , (−,−)J12′ and (−,−)J1′2′ the four corresponding scalar products on
H(1) ⊗ H(2). Accordingly, we write ‖ · ‖J12 , etc, for the corresponding norms. We shall prove
that they are all equivalent norms. Any x ∈ H(1) ⊗H(2) admits a decomposition as follows
x =
k∑
j=1
x
(1)
j ⊗ x(2)j ,
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where k ∈ N, (x(1)j ) is a family of elements in H(1) and (x(2)j ) is a family of orthonormal elements
in the Hilbert space (H(2), (−,−)J2). Then a direct computation shows that
‖x‖2J12 =
k∑
j=1
‖x(1)j ‖2J1 · ‖x
(2)
j ‖2J2 .
By Theorem 3.4, there exists c > 0 such that ‖ · ‖J1 ≤ c‖ · ‖J1′ . Therefore, we get
‖x‖J12 ≤ c‖x‖J1′2 .
Repeating the same argument, we obtain that all the four above norms are equivalent. As a
consequence, H(1) ⊗H(2) inherits of a canonical pre-Hilbert topology and admits a completion
H(1)⊗ˆH(2).
By Lemma 3.5, 〈−,−〉 is globally continuous on H(1)⊗H(2). As J is unitary w.r.t. the scalar
product (−,−)J , this is a bounded operator on H(1) ⊗H(2). Therefore, 〈−,−〉 and J extend to
the completion H(1)⊗ˆH(2) and turn it into a Hilbert superspace. 
The two Hilbert superspaces H(1)⊗ˆH(2) and H(2)⊗ˆH(1) are isomorphic via the superunitary
operator given by
∀x1 ∈ H(1), ∀x2 ∈ H(2), x1 ⊗ x2 7→ (−1)|x1|(|x2|+σ2)x2 ⊗ x1.
We describe the fundamental decomposition of H(1)⊗ˆH(2) below, using the operator A = 1l⊕ i1l
on H(j) = H(j)0 ⊕H(j)1 , with j = 1, 2. Note that A2 = P = 1l⊕−1l is the parity operator.
Proposition 3.18 The Hilbert superspace H := H(1)⊗ˆH(2) inherits of the following fundamen-
tal decomposition, where k, k1, k2 ∈ Z4 = {0, 1, 2, 3} and sums are taken modulo 4,
• if σ1 = σ2 = 0,
H[ik] =
⊕
k1−(−1)kk2=k
H(1)
[ik1 ]
⊗ˆH(2)
[ik2 ]
;
• if σ1 = 1 and σ2 = 0,
H[ik] =

⊕
k1−k2=k
Ak1H(1)[1] ⊗ˆH
(2)
[ik2 ]
, if k ∈ {0, 2},
0, if k ∈ {1, 3};
• if σ1 = σ2 = 1, denoting by span the completed linear span of a subset in H,
H[ik] = span{x⊗ Aky + (−1)kPx⊗ PAky | x ∈ H(1)[1] , y ∈ H
(2)
[1] }.
Proof For each of the three values of (σ1, σ2), the equations above define subspaces H[ik].
In the three cases, direct computations using Equation (3.4) show that 〈x, x〉 ∈ ikR×+ for all
x ∈ H[ik] \ 0. It remains to prove that H =
⊕
kH[ik]. We proceed by a case analysis on the
values of (σ1, σ2).
If σ1 = σ2 = 0, the result follows from the fundamental decompositions of H(1) and H(2).
If σ1 = 1 and σ2 = 0, we obtain the announced decomposition ofH thanks to the fundamental
decomposition of H(2) and to the decompositions
H(1) = H(1)[1] ⊕ A2H
(1)
[1] and H(1) = AH
(1)
[1] ⊕ A3H
(1)
[1] .
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The latter are consequences of the proof of Proposition 3.12 and of the equality A2 = P.
The last case, σ1 = σ2 = 1, is more involved. Let x ∈ H(1)[1] , y ∈ H
(2)
[1] . By the proof of
Proposition 3.12, for j = 1, 2 we have H(j)[1] = (1 + Jj)H
(j)
0 , i.e., x = x0 + J1x0 and y = y0 + J2y0
with x0 ∈ H(1)0 , y0 ∈ H(2)0 . Hence, the generators of the subspace H[ik] (as defined in the
proposition statement) read as
(1 + (−1)k)(x0 ⊗ y0 + ikJ1x0 ⊗ J2y0) + (1− (−1)k)(J1x0 ⊗ y0 + ikx0 ⊗ J2y0).
This means that
H[±1] = (1l⊗ 1l± J1 ⊗ J2)
(
H(1)⊗ˆH(2)
)
and H[±i] = (J1 ⊗ 1l± i1l⊗ J2)
(
H(1)⊗ˆH(2)
)
.
The equalities JjH(j)0 = H(j)1 for j = 1, 2 imply then the following identities:
H[1] ⊕H[−1] = H(1)0 ⊗ˆH(2)0 ⊕H(1)1 ⊗ˆH(2)1 = H0,
H[i] ⊕H[−i] = H(1)1 ⊗ˆH(2)0 ⊕H(1)0 ⊗ˆH(2)1 = H1.
The decomposition H = ⊕kH[ik] follows. 
The signature of a tensor product can be easily obtained from the above proposition. In
particular, if both H(1) and H(2) are of parity 1, then the four components of H have the same
dimension, equal to the one of H(1)[1] ⊗ˆH
(2)
[1] .
The dual H∗ of a Hilbert superspace H is defined as the space of all continuous linear maps
H → C. As proved below, H∗ is canonically a Hilbert superspace and there is a canonical Riesz
anti-isomorphism between H and H∗.
Proposition 3.19 The map x ∈ H 7→ [x ∈ H∗, defined by [x(y) := 〈x, y〉, is a homogeneous
antilinear bijection. Moreover, endowing H∗ with the superhermitian inner product
〈[x, [y〉H∗ := 〈x, y〉,
the space H∗ becomes a Hilbert superspace anti-isomorphic to H.
Proof Let J be a fundamental symmetry of H. By Lemma 3.5, the antilinear form [x is
continuous so that the map R : x 7→ [x is valued in H∗. Clearly, R is antilinear, even and
injective. By the Riesz theorem, for any ϕ ∈ H∗, there exists x ∈ H such that ϕ(y) = (x, y)J =
〈J†x, y〉. Therefore, φ = [(J†x) and R is bijective.
We denote by σ the parity of H. The inner product 〈−,−〉H∗ defined on H∗ is of same
degree that the one on H and non-degenerate. The following computation shows that it is also
superhermitian: for any x, y ∈ H with |x| + |y| = σ, we have (−1)|[x||[y| = (−1)(σ+|x|)(σ+|y|) =
(−1)|x||y|(−1)σ(σ+|x|+|y|) = (−1)|x||y|. Finally, any fundamental symmetry J of H induces a
fundamental symmetry of H∗ given by J˜ = R ◦ J ◦R−1. Therefore, H∗ is a Hilbert superspace
anti-isomorphic to H via the superunitary operator R. 
3.3 Useful examples
We present three classes of examples of Hilbert superspaces. They are based on finite dimen-
sional graded spaces and functional spaces of square integrable functions on real and complex
superspaces.
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Example 3.20 ([15], page 100) Any finite-dimensional complex Z2-graded space H endowed
with a homogeneous superhermitian non-degenerate inner product 〈−,−〉 is a Hilbert super-
space. 
Example 3.21 ([16]) We consider the superspace D(Rm|n) of smooth functions with compact
support on Rm|n. Its elements read as ϕ(x, ξ) =
∑
α∈(Z2)n ϕ˜α(x)ξ
α with ϕα ∈ D(Rm) (see (2.3)).
Berezin integration (2.5) induces the following superhermitian inner product on D(Rm|n)
〈ϕ,ψ〉 =
∫
dxdξ ϕ(x, ξ)ψ(x, ξ) =
∑
α∈(Z2)n
ε(α)
∫
dx ϕα(x)ψα¯(x), (3.7)
where α¯ = (1, . . . , 1) − α ∈ (Z2)n and ε(α) = ±1 is determined by the relation ξαξα¯ =
ε(α)ξ1 · · · ξn. The operator J , defined as:
J(ϕα(x)ξ
α) = ε(α)ϕα(x)ξ
α¯,
is a fundamental symmetry. The completion of D(Rm|n), w.r.t. the scalar product 〈−, J−〉 is a
Hilbert superspace of parity n mod 2, which coincides with the Lebesgue superspace L2(Rm|n) '
L2(Rm,C)⊗∧Rn introduced after (2.5).
If m = 0, the above construction provides a Hilbert superspace structure on H := ∧Cn.
The Z2-grading is the standard one, H0 =
⊕
k
∧2k Cn and H1 = ⊕k∧2k+1Cn, and J coincides
with the Hodge dual. If n is odd, H is of parity 1 and signature (2n−1, 0, 2n−1, 0). If n ≥ 2 is
even, H is of parity 0 and the four eigenspaces of J are of same dimensions. They correspond to
spaces of differential forms over a point which are even or odd, self-dual or anti self-dual. Hence,
H is of signature (2n−2, 2n−2, 2n−2, 2n−2). If n = 0, then H = C is of parity 0 and signature
(1, 0, 0, 0). 
Example 3.22 Consider coordinates (q, p, ξ, η) ∈ R2m|2n, with q, p ∈ Rm|0 and ξ, η ∈ R0|n. The
complex superspace Cm|n admits holomorphic coordinates (z, ζ) given by z = q + ip and ζ =
ξ+ iη. The canonical Ka¨hler form on Cm|n reads as ω = dpdq+ 12
(
dξ2 + dη2
)
= dzdz¯2i +
dζdζ¯
4 . It
derives from a Ka¨hler potential: ω = i2∂∂¯
(|z|2 + i2 ζ¯ζ). By definition, holomorphic functions are
smooth functions ϕ ∈ C∞(R2m|2n) such that ∂z¯ϕ = 0 = ∂ζ¯ϕ. Hence, the algebra of holomorphic
functions satisfies Hol(C0|n) =
∧
Cn and Hol(Cm|n) ' Hol(Cm)⊗∧Cn.
The Segal-Bargmann (or Bargmann-Fock) superspace is
H := {ϕ ∈ Hol(Cm|n) | |〈ϕ,ϕ〉| < +∞},
where 〈−,−〉 is the superhermitian inner product given by
〈ϕ,ψ〉 = (2i)
n
pim
∫
dzdz¯dζdζ¯ ϕ(z, ζ)ψ(z, ζ)e−(|z|
2+ i
2
ζ¯ζ),
with dζdζ = dζndζ
n · · · dζ1dζ1, i.e. ∫ dζdζ¯ (ζ¯1ζ1 · · · ζ¯nζn) = 1 (see (2.5) and below).
The Hermitian superspace (H, 〈−,−〉) is a standard Hilbert superspace, as justified below.
Expanding holomorphic functions as ϕ(z, ζ) =
∑
α∈(Z2)n ϕ˜α(z)ζ
α, with ϕα ∈ Hol(Cm), we get
that
〈ϕ,ψ〉 = 1
pim
∑
α∈(Z2)n
(−1) |α|(|α|−1)2 (2i)|α|
∫
dzdz¯ ϕα(z)ψα(z)e
−|z|2 ,
where |α| = α1 + · · ·+ αn ∈ N is the length of the multi-index α. Setting
Jϕ(z, ζ) =
∑
α∈(Z2)n
(−1) |α|(|α|−1)2 (−i)|α| ϕα(z)ζα,
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we obtain a scalar product (−,−)J on H. Moreover, the operator J satisfies Jϕ = ϕ if ϕ is even
and Jϕ = iϕ if ϕ is odd. Therefore, the expressions
√|〈ϕ,ϕ〉| and √〈ϕ, Jϕ〉 define equivalent
norms and H is complete w.r.t. the scalar product (−,−)J . We conclude that (H, 〈−,−〉) is a
Hilbert superspace, with fundamental symmetry J . Since J is equal to 1l on even functions and
i1l on odd functions, (H, 〈−,−〉) is a standard Hilbert superspace.
If m = 0, the above construction turns H = ∧Cn into a Hilbert superspace of parity 0
and signature (2n−1, 2n−1, 0, 0), whose Z2-grading is the standard one. The normalization has
been chosen such that Hol(C0|n) can be embedded isometrically into L2(R0|2n), via the map
ϕ(ζ) 7→ ϕ˜(ξ, η) = e i4 ζζϕ(ζ), with ζ = ξ + iη. However, Hol(C0|n) is not preserved by the Hodge
dual in L2(R0|2n).
In the sequel, we will have to deal with a slightly modified inner product on Hol(C0|n),
namely
〈ϕ,ψ〉 = (2i)n
∫
dζdζ ϕ(ζ)ψ(ζ)e−
i~ε
2
ζζ , (3.8)
where ~ ∈ R× and ε = ±1. Then, each summand of the inner product is modified by the
factor (~ε)n−|α| and, depending on the sign of ~ε, there are two Hilbert superspaces Hol±(C0|n).
Obviously, Hol+(C0|n) (i.e. hε > 0) is the same Hilbert superspace as above whereas Hol−(C0|n)
has signature (2n−1, 0, 0, 2n−1) if n is even and (0, 2n−1, 2n−1, 0) if n is odd. 
4 Superunitary representations
In this section, we introduce the notion of superunitary representation on Hilbert superspaces
(SUR for short). We provide independently a definition of SUR for super Harish-Chandra pairs
and for Lie supergroups and prove that they are equivalent. Our definition of SUR generalizes
the one in [10, 11].
4.1 SUR of Lie groups
A superunitary representation (SUR) of a Lie group G0 on a Hilbert superspace H (see
Definition 3.2) is defined as a group morphism pi0 : G0 → U(H) such that, for all v ∈ H, the
maps piv0 : g 7→ pi0(g)v are continuous on G0. Since superunitary operators on H are bounded
for the Hilbert topology of H, SUR’s fall into the class of strongly continuous representations,
whose theory is well-developed [27]. In particular, if H is a Hilbert space, then SUR’s (H, pi0)
are unitary representations (see e.g. [27]), while if H is a Krein space they are Krein-unitary
representations as defined in [19].
Consider (H(i), pi(i)0 ) with i = 1, 2, two SUR’s of the Lie group G0. Intertwiners, or in-
tertwining operators, between these two SUR’s are bounded operators T ∈ B(H(1),H(2)) which
intertwine the representation morphisms:
∀g ∈ G0, T ◦ pi(1)0 (g) = pi(2)0 (g) ◦ T. (4.1)
The morphism space Hom(pi
(1)
0 , pi
(2)
0 ) between two SUR’s is the space of even intertwiners.
Two SUR’s are said to be equivalent if they are related by a superunitary intertwiner T ∈
U(H(1),H(2)) (see Definition 3.7). A SUR is unitarizable if it is equivalent to a unitary repre-
sentation.
Remark 4.1 A superunitary representation (H, pi0) of a Lie group G0 is unitarizable if and
only if there exists a fundamental symmetry J of H which is preserved by the representation
operators, i.e., pi0(g) ◦J = J ◦pi0(g) for all g ∈ G0. The representation is then unitary w.r.t. the
scalar product (−,−)J . This is automatically the case if H is a standard Hilbert superspace. 
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Example 4.2 Finite dimensional irreducible representations of non-compact simple Lie groups
are never unitarizable (except the trivial representation), however there might be SUR’s. For
instance, if k, l are positive integers, this is the case of the standard representation of the pseudo-
unitary group SU(k, l) on Ck+l and of the representation of the spin groups Spin(k, l) on the
complex spinor module, see Section 7.3. 
As mentioned above, the theory of strongly continuous representations applies to SUR’s.
Results in [27, pages 252-253] particularize as follows. For any SUR (H, pi0) of G0, the space of
smooth vectors,
H∞ := {v ∈ H | piv0 ∈ C∞(G0,H)},
is dense in H and stable under the action of the operators pi0(g) for all g ∈ G0. Examples of
smooth vectors are given by
pi0(f)v :=
∫
G0
dg f(g)pi0(g)v ∈ H∞,
where v ∈ H and f ∈ C∞(G0) has compact support. If X ∈ Lie(G0) and v ∈ H∞, then
the function t 7→ pi0(etX)v ∈ H∞ is smooth in a neighborhood of zero and its derivative,
dpi0(X)v :=
d
dt
∣∣
t=0
(
pi0(e
tX)v
)
, defines a Lie algebra morphism dpi0 : Lie(G0) → End(H∞). It
extends canonically to the universal enveloping algebra U(Lie(G0)) as an algebra morphism.
Both dpi0 and its extension to U(Lie(G0)) are referred to as the infinitesimal representation
associated to (H, pi0). The relative topology induced by the inclusion H∞ ⊆ C∞(G0,H) turns
H∞ into a Fre´chet space. Once a Hilbert norm ‖−‖ is chosen on H, the seminorms of H∞ read
as ‖dpi0(X)(−)‖, for X running over a basis of U(Lie(G0)).
If H0 is a Lie subgroup of G0, then a SUR of G0 defines a SUR of H0 by restriction. Its space
of smooth vectors H∞H0 is a Fre´chet space which satisfies H∞ ⊆ H∞H0 ⊆ H and both inclusions
are strict in general. If H0 is the trivial group we have H∞H0 = H as topological spaces. The
density property of H∞ in H can be generalized as follows.
Proposition 4.3 Let (H, pi0) be a unitarizable SUR of G0 and H0 E G0 a normal subgroup.
Then, H∞ is dense in H∞H0 .
Proof We need a lemma.
Lemma 4.4 Let (H, pi0) be a unitarizable SUR of G0 and H0 E G0 a normal subgroup. For
all v ∈ H∞H0 and g ∈ G0, we have pi0(g)v ∈ H∞H0 . Moreover, pi0 restricts as a continuous map
pi0 : G0 ×H∞H0 → H∞H0 for the Fre´chet topology of H∞H0 .
Proof Since pi0 is unitarizable, the topology on H is given by a Hilbert norm which is preserved
by all the representation operators pi0(g) with g ∈ G0. This norm is denoted by ‖ − ‖.
Let v ∈ H∞H0 and g ∈ G0. By definition of dpi0, we have
dpi0(X)pi0(g)v = pi0(g)dpi0(Adg(X))v,
for all X ∈ U(Lie(H0)). Since pi0 is unitarizable and Adg(X) ∈ U(Lie(H0)) (recall that H0
is normal), we have ‖pi0(g)dpi0(Adg(X))v‖ < +∞. Hence, the element pi0(g)v ∈ H has finite
seminorms, ‖dpi0(X)pi0(g)v‖ < +∞ for all X ∈ U(Lie(H0)), and we have pi0(g)v ∈ H∞H0 .
Consider v ∈ H∞H0 , g ∈ G0 and a sequence (gj) in G0 converging to g. As pi0 is unitarizable,
for all X ∈ U(Lie(H0)), we get
‖dpi0(X)pi0(gj)v−dpi0(X)pi0(g)v‖
≤ ‖pi0(gj)dpi0(AdgjX)v − pi0(g)dpi0(AdgX)v‖
≤ ‖pi0(gj)
(
dpi0(AdgjX)v − dpi0(AdgX)v
) ‖+ ‖(pi0(gj)− pi0(g))dpi0(AdgX)v‖
≤ ‖dpi0(AdgjX)v − dpi0(AdgX)v‖+ ‖(pi0(gj)− pi0(g))dpi0(AdgX)v‖.
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Since pi0 is strongly continuous, we have limj→∞ ‖(pi0(gj) − pi0(g))dpi0(AdgX)v‖ = 0. We also
have limj→∞ ‖dpi0(AdgjX)v − dpi0(AdgX)v‖ = 0, as a consequence of limj→∞AdgjX = AdgX
and of the continuity of the linear map Lie(H0) 3 Y 7→ dpi0(Y )v ∈ H. Therefore, the map
G0 3 g 7→ pi0(g)v ∈ H∞H0 ,
is continuous. Since H∞H0 is a Fre´chet space, this implies the joint continuity of the map pi0 :
G0 ×H∞H0 → H∞H0 (see [27, page 219]). 
We are now ready to prove the proposition. Let v ∈ H∞H0 and choose a decreasing se-
quence of compact subsets (Kj)j∈N of G0 converging to {eG0}. Then, there exists a sequence of
smooth positive functions (fj) such that Supp(fj) ⊆ Kj and
∫
G0
fj = 1. Applying Proposition
4.1.1.2. in [27] to the strongly continuous representation pi0 : G0 × H∞H0 → H∞H0 , we get that
limj→∞ pi0(fj)v = v in the topology of H∞H0 . Since (pi0(fj)v) ∈ H∞, this proves that H∞ is
dense in H∞H0 . 
4.2 SUR of super Harish-Chandra pairs
For a super Harish-Chandra pair (G0, gR), representations by bounded operators are too re-
strictive [10]. Instead, one should fix a common domain of definition for operators represent-
ing the odd elements of the R-Lie superalgebra gR. A natural choice is the space of smooth
vectors H∞ for the underlying superunitary representation of the Lie group G0. Recall that
gR = (gR)0 ⊕ (gR)1 and (gR)0 = Lie(G0).
Definition 4.5 Let (G0, gR) be a super Harish-Chandra pair. A superunitary representa-
tion (SUR) of (G0, gR) is a triple (H, pi0, pi∗) such that
• H is a Hilbert superspace;
• pi0 : G0 → U(H) is a superunitary representation of the Lie group G0 on H;
• pi∗ : gR → End(H∞) is a R-Lie superalgebra morphism such that pi∗ = dpi0 on (gR)0 and
∀g ∈ G0, ∀X ∈ (gR)1, pi∗(X)† = −pi∗(X),
pi∗(Adg(X)) = pi0(g)pi∗(X)pi0(g)−1, (4.2)
where H∞ is the space of smooth vectors of the representation pi0 and Ad : G0 × gR → gR
is the defining action of the pair (G0, gR). 
Since pi∗ = dpi0 on (gR)0, the display (4.2) holds for all X ∈ gR. If G0 is connected, the second
line of the display is redundant, this is a consequence of the fact that pi∗ is a R-Lie superalgebra
morphism. If H is a standard Hilbert superspace, i.e. H[−1] = H[−i] = 0, the above definition
reduces exactly to the definition of a superunitary representation in [10]. Note that pi0 is not
(yet) asked to be unitarizable.
Remark 4.6 Given a SUR (H, pi0, pi∗) of (G0, gR), consider the operators pi∗(X) with X ∈ gR.
The condition pi∗(X)† = −pi∗(X) allows to prove easily that pi∗(X) is closable. Since pi∗(X)
is defined on the whole Fre´chet space H∞, it is continuous w.r.t. the Fre´chet topology of H∞,
by the closed graph theorem for Fre´chet spaces. As a consequence of this result, the operators
pi∗(X) are bounded if H∞ = H. 
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Consider (H(j), pi(j)0 , pi(j)∗ ) with j = 1, 2, two SUR’s of the super Harish-Chandra pair (G0, gR).
Clearly, an intertwiner T of the underlying G0-representations (see Equation (4.1)) preserves the
spaces of smooth vectors, T ((H(1))∞) ⊆ (H(2))∞. The operator T is an intertwiner of the full
SUR’s of the super Harish-Chandra pair if it also satisfies
∀X ∈ gR, ∀v ∈ (H(1))∞,
(
T ◦ pi(1)∗ (X)
)
v =
(
pi
(2)
∗ (X) ◦ T
)
v. (4.3)
Morphisms between two SUR’s are the even intertwiners. If there exists a superunitary inter-
twiner, T ∈ U(H(1),H(2)), then (H(1), pi(1)0 , pi(1)∗ ) and (H(2), pi(2)0 , pi(2)∗ ) are said to be isomorphic
or equivalent. As usual, to be isomorphic is an equivalence relation and one can speak of equiv-
alence classes of SUR’s. If gR = (gR)0, SUR’s of (G0, gR) coincide with SUR’s of the Lie
group G0, as well as their intertwiners.
Given a SUR (H, pi0, pi∗) , a closed subspace F ≤ H is said (pi0, pi∗)-invariant if pi0(g)F ⊆ F
for all g ∈ G0 and pi∗(X)
(F ∩ H∞) ⊆ F ∩ H∞ for all X ∈ gR. If F is in addition a Hilbert
sub-superspace of H, then (F , pi0, pi∗) is a SUR called a sub-representation of (H, pi0, pi∗).
Definition 4.7 Let (H, pi0, pi∗) be a SUR of a super Harish-Chandra pair (G0, gR). It is called
indecomposable if it admits no proper sub-representation and (graded-)irreducible if there
exists no proper closed (pi0, pi∗)-invariant (graded) subspace F ≤ H. 
The orthogonal of a sub-representation is clearly a sub-representation. Hence, a SUR can
always be decomposed as a direct sum of indecomposable SUR’s. A graded-irreducible SUR is
always indecomposable but the converse is not always true, see Example 4.22 below. There exist
graded-irreducible SUR’s which are not irreducible, see Example 4.23 below.
If (H(j), pi(j)0 , pi(j)∗ ) with j = 1, 2 are two SUR’s of the super Harish-Chandra pair (G0, gR),
one can form their direct sum by considering the triple(H(1) ⊕H(2), pi(1)0 ⊕ pi(2)0 , pi(1)∗ ⊕ pi(2)∗ ).
This is straightforwardly a SUR of (G0, gR) since (H(1) ⊕H(2))∞ = (H(1))∞ ⊕ (H(2))∞.
Let (H(j), pi(j)0 , pi(j)∗ ) with j = 1, 2 be two SUR’s of the super Harish-Chandra pairs (G(j)0 , g(j)R ).
We want to construct their tensor product. First, we set H := H(1)⊗ˆH(2) by using the Hilbert
tensor product (see Proposition 3.17), and pi0(g1, g2) := pi
(1)
0 (g1) ⊗ pi(2)0 (g2), for g1 ∈ G(1)0 and
g2 ∈ G(2)0 . The pair (H, pi0) is a SUR of the Lie group G0 := G(1)0 × G(2)0 . Then, the natural
definition of the representation pi∗ would be
pi∗(X1, X2)(v1 ⊗ v2) :=
(
pi
(1)
∗ (X1)v1
)⊗ v2 + v1 ⊗ (pi(2)∗ (X2)v2).
The operators pi∗(X1, X2) are well-defined on the algebraic tensor product (H(1))∞ ⊗ (H(2))∞,
which is included in H∞. But in general, they are not defined on the whole of H∞ and do not
stabilize it. However, if both conditions are satisfied, the resulting representation (H, pi0, pi∗) is
a SUR of (G
(1)
0 ×G(2)0 , g(1)R ⊕ g(2)R ).
One is often interested in the tensor product of two SUR’s of the same Harish-Chandra pair
(G0, gR), viewed as a representation of the original pair. However, restriction of a SUR to a
sub-pair is a delicate notion, discussed below. In particular, even if the tensor product exists
as a SUR of (G0 ×G0, gR ⊕ gR), its restriction to the diagonal sub-pair (G0, gR) might not be a
SUR, see Example 4.25.
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Let (H, pi0, pi∗) be a SUR of a super Harish-Chandra pair (G0, gR). Consider a sub-pair
(H0, hR), i.e., H0 is a subgroup of G0, hR is a R-Lie sub-superalgebra of gR and the action
H0× hR → hR is the restriction of the defining action G0× gR → gR of (G0, gR). Recall that the
spaces of smooth vectors on G0 and H0 satisfy then H∞ ⊆ H∞H0 . The SUR (H, pi0, pi∗) admits
a restriction to (H0, hR) if there exists a map pi
H∗ : hR → End(H∞H0) such that (H, pi0, piH∗ ) is a
SUR of (H0, hR) and
∀X ∈ hR, ∀v ∈ H∞, piH∗ (X)v = pi∗(X)v. (4.4)
If H∞H0 = H∞, then the restriction always exists and is unique. The general case is more
involved. For X ∈ (hR)0, one can set piH∗ (X) := d(pi0|H0)(X) which is a continuous operator on
H∞H0 . However, if X ∈ (hR)1, there is no natural way to define piH∗ (X) on H∞H0 in general. Thus,
restriction to a sub-pair might not exist, see Example 4.25. We provide below conditions for a
restriction to exist and be unique when pi0 is unitarizable.
Proposition 4.8 Let (H, pi0, pi∗) be a SUR of a super Harish-Chandra pair (G0, gR), with pi0
unitarizable, and (H0, hR) be a sub-pair with H0 a normal subgroup of G0. The SUR (H, pi0, pi∗)
admits a restriction to (H0, hR) if and only if the operators pi∗(X) are continuous w.r.t. the
Fre´chet topology of H∞H0 for all X ∈ (hR)1. If it exists, the restriction is unique and given by
(H, pi0, piH∗ ) with piH∗ (X) the continuous extension of pi∗(X) to H∞H0 .
Proof Assume that (H, pi0, pi∗) admits a restriction to (H0, hR), denoted by (H, pi0, piH∗ ). By
Remark 4.6, for all X ∈ (hR)1, the operators piH∗ (X) ∈ End(H∞H0) are continuous w.r.t. the
Fre´chet topology of H∞H0 . Hence, by Equation (4.4), the same holds for the operators pi∗(X).
Conversely, assume that the operators pi∗(X) ∈ End(H∞) are continuous w.r.t. the Fre´chet
topology of H∞H0 for all X ∈ (hR)1. By Lemma 4.4, for all X ∈ (hR)0, the operator pi∗(X) =
dpi0(X) can be extended as a continuous endomorphism of H∞H0 , denoted by piH∗ (X). We obtain
a map piH∗ : hR → End(H∞H0) such that (H, pi0, piH∗ ) is a restriction of the SUR (H, pi0, pi∗).
Assume that (H, pi0, pi∗) admits two restrictions to (H0, hR), denoted by (H, pi0, (piH∗ )(j)),
with j = 1, 2. For all X ∈ hR, the Equation (4.4) yields the operator equality (piH∗ )(1)(X) =
(piH∗ )(2)(X) on H∞. Since H∞ is dense in H∞H0 (see Proposition 4.3) and the two operators are
continuous, we conclude that (piH∗ )(1)(X) = (piH∗ )(2)(X) on the whole of H∞H0 . This means that
the two restrictions coincide. 
4.3 Strong SUR of super Harish-Chandra pairs
Now, we introduce a stronger notion of representation for a super Harish-Chandra pair (G0, gR).
It relies on the odd derived pair (D(G0), D(gR)), where D(gR) := [(gR)1, (gR)1] ⊕ (gR)1 and
D(G0) is the connected Lie subgroup of G0 with Lie algebra [(gR)1, (gR)1]. Therefore, the R-Lie
superalgebra D(gR) is an ideal of gR satisfying (D(gR))1 = (gR)1 and the Lie group D(G0) is a
normal subgroup of G0.
Definition 4.9 A strong superunitary representation (strong SUR) of (G0, gR) is a SUR
(H, pi0, pi∗) such that
• (H, pi0) is unitarizable;
• (H, pi0, pi∗) admits a restriction to (D(G0), D(gR)). 
By Proposition 4.8, the restriction to (D(G0), D(gR)) is unique. Moreover, the analog of
Remark 4.6 for strong SUR rephrases as follows.
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Proposition 4.10 Let (H, pi0, pi∗) be a strong SUR of (G0, gR). Then, for any X ∈ (gR)1, the
operator pi∗(X) is continuous w.r.t. the Fre´chet topology of H∞D(G0). If in addition H∞D(G0) = H,
then pi∗(X) extends uniquely as a bounded operator on H.
A SUR (H, pi0, pi∗) might fail to be a strong SUR because pi0 is not unitarizable, see Example
4.2, or because there exists X ∈ (gR)1 such that pi∗(X) ∈ End(H∞) is not continuous w.r.t.
to the Fre´chet topology of H∞D(G0), see Example 4.25. The case where H is a standard Hilbert
superspace is remarkable in this respect.
Proposition 4.11 Let H be a standard Hilbert superspace. Then, any SUR (H, pi0, pi∗) of any
super Harish-Chandra pair (G0, gR) is a strong SUR.
Proof This is a direct consequence of Proposition 2 in [10]. 
The next Lemma provides an alternative description for strong SUR’s.
Lemma 4.12 Let (G0, gR) be a super Harish-Chandra pair and (H, pi0) a unitarizable SUR of
G0. Assume there exists a map ρ : (gR)1 → End(H∞D(G0)) such that
(i) ∀X,Y ∈ (gR)1, v ∈ H∞, [ρ(X), ρ(Y )])v = dpi0([X,Y ])v ;
(ii) ∀X ∈ (gR)1, ρ(X)† = −ρ(X) ;
(iii) ∀g ∈ G0, X ∈ (gR)1, pi0(g)ρ(X)pi0(g−1) = ρ(AdgX) .
Then, there exists a unique map pi∗ such that (H, pi0, pi∗) is a strong SUR and pi∗(X)v = ρ(X)v
for all X ∈ (gR)1 and v ∈ H∞. Conversely, if (H, pi0, pi∗) is a strong SUR with (H, pi0, piD(G0)∗ )
its restriction to the odd derived pair, then ρ := (pi
D(G0)∗ )|(gR)1 satisfies (i), (ii) and (iii).
Proof We first prove the uniqueness of pi∗. If X ∈ (gR)0, by definition of a SUR, we should have
pi∗(X) := dpi0(X) ∈ End(H∞). If X ∈ (gR)1, by hypothesis, we should have pi∗(X)v := ρ(X)v
for all v ∈ H∞.
We prove now that (H, pi0, pi∗) is indeed a strong SUR if pi∗ is defined as above. Let v ∈ H∞
and X ∈ V . Consider the map
g ∈ G0 7→ pi0(g)ρ(X)v. (4.5)
By hypothesis (iii), we have pi0(g)ρ(X)v = ρ(AdgX)pi0(g)v. The map g 7→ pi0(g)v is smooth
because v is a smooth vector, the adjoint action g 7→ AdgX is smooth and the map ρ is linear.
Hence, the map in (4.5) is smooth. This means that pi∗(X)v := ρ(X)v ∈ H∞. Therefore,
pi∗ defines a map pi∗ : gR → End(H∞). The hypothesis (i) and (iii) ensure that pi∗ is a R-Lie
superalgebra morphism. Then, it is direct to check that (H, pi0, pi∗) is a SUR. By (ii) and Remark
4.6, for all X ∈ (gR)1, the operators pi∗(X) are continuous with respect to the Fre´chet topology
of H∞D(G0). By applying Proposition 4.8, we deduce that (H, pi0, pi∗) is a strong SUR of (G0, gR).
The converse statement is obvious. 
Morphisms of strong SUR’s are simply morphisms of the underlying SUR’s. The notion of
equivalence is the same for SUR’s and for strong SUR’s. Note that, if there exists a superunitary
intertwiner between a SUR (H(1), pi(1)0 , pi(1)∗ ) and a strong SUR (H(2), pi(2)0 , pi(2)∗ ), then the SUR
(H(1), pi(1)0 , pi(1)∗ ) is a strong SUR. In other words, the category of strong SUR’s is a strictly full
subcategory of the category of SUR’s. By Proposition 4.11 and Theorem 3.11, the category of
SUR’s on standard Hilbert superspaces, introduced in [10], is a strictly full subcategory of the
category of strong SUR’s.
24
A strong SUR is indecomposable, graded-irreducible or irreducible if and only if the under-
lying SUR does.
Schur’s Lemma states that the intertwiners of an irreducible representation are the scalar
multiples of identity. As is well-known, it holds for finite dimensional representations and for
unitary representations of Lie groups. It also holds for strong SUR’s of super Harish-Chandra
pairs on standard Hilbert superspaces [10]. However, up to our knowledge, no analog of Schur’s
Lemma is known for Krein-unitary representations, and a fortiori for SUR’s. We restrict our at-
tention to strong SUR’s (H, pi0, pi∗) of a super Harish-Chandra pair (G0, gR), whereH is a general
Hilbert superspace. Then, by definition, the G0-representation (H, pi0) admits a unitarization.
Hence, it can be decomposed into a direct integral of unitary irreducible G0-representations. In
the following, we assume that the involved measure is discrete, i.e.,
H =
⊕
i∈I
Hi⊗ˆFi, (4.6)
where I is a given set (of arbitrary cardinality) and we have: (Hi)i∈I is a sequence of Hilbert
spaces carrying inequivalent unitary irreducible representations of G0 and (Fi)i∈I is a sequence
of Hilbert spaces carrying the trivial representation of G0.
Proposition 4.13 (Schur’s Lemma) Let (H, pi0, pi∗) be a strong SUR which decomposes as
in (4.6) and T a homogeneous intertwiner of (H, pi0, pi∗). Assume there exists i ∈ I such that
dimFi <∞. If (H, pi0, pi∗) is irreducible then T is a scalar multiple of the identity operator. If
(H, pi0, pi∗) is graded-irreducible then T is is a scalar multiple of the identity operator 1l or of a
fixed involutive odd operator A.
Proof Assume that T ∈ B(H) is an intertwiner of the irreducible SUR (H, pi0, pi∗). By Corollary
4.3.1.3 in [27], T maps irreducible unitary G0-representations to equivalent ones. As the spaces
Hi carry inequivalent G0-representations for different i ∈ I, we have T (Hi⊗ˆFi) ⊆ Hi⊗ˆFi, for
all i ∈ I. Hence, T admits a block-diagonal decomposition T = ⊕i∈I Ti with Ti ∈ B(Hi⊗ˆFi).
Applying classical Schur’s Lemma to the unitary representations Hi⊗ˆFi of G0, we get that
Ti = 1l⊗ ti with ti ∈ B(Fi).
Consider i ∈ I such that dimFi < ∞. Then, the linear operator ti admits at least one
complex eigenvalue λ ∈ C. The eigenspace
Hλ := {v ∈ H | Tv = λv}
is then non-zero. As T is a continuous homogeneous operator, Hλ is a closed subspace of H.
Since T intertwines the (G0, gR)-action, the space Hλ is (pi0, pi∗)-stable. Therefore, (H, pi0, pi∗)
being irreducible, we conclude that Hλ = H and T = λ1l.
If (H, pi0, pi∗) is graded-irreducible, we can formulate the same arguments for an intertwiner
T of degree 0. Then, Hλ is a closed graded subspace of H, which is (pi0, pi∗)-stable. So, Hλ = H
and T = λ1l. The composition of two odd intertwiners T, T ′ is an even intertwiner, so that T
and T ′ differ by a scalar multiple. Hence, every odd intertwiner is a scalar multiple of a fixed
involutive odd operator A. 
A direct sum of strong SUR’s is automatically a strong SUR. As for the tensor product of
strong SUR’s, it might not be a strong SUR and even not a SUR. The restriction of a strong
SUR of (G0, gR) to a sub-pair (H0, hR) exists and is unique if D(G0) ⊆ H0 ⊆ G0 and it is a
strong SUR. However, restrictions to general sub-pairs might not exist.
Sufficient conditions for a tensor product to be a strong SUR are stated in the next propo-
sition.
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Proposition 4.14 Let (H(j), pi(j)0 , pi(j)∗ ) be two strong SUR’s of (G(j)0 , g(j)R ), for j = 1, 2. Set
H := H(1)⊗ˆH(2) and (G0, gR) := (G(1)0 ×G(2)0 , g(1)R ⊕ g(2)R ). If the equalities (H(j))∞D(G(j)0 ) = H
(j)
hold for j = 1, 2, then there exists a unique strong SUR (H, pi0, pi∗) of (G0, gR) on H such that
• for all (g1, g2) ∈ G0 and v1 ⊗ v2 ∈ H(1) ⊗H(2), we have
pi0(g1, g2) v1 ⊗ v2 = pi(1)0 (g1)v1 ⊗ pi(2)0 (g2)v2 ; (4.7)
• for all (X1, X2) ∈ gR and v1 ⊗ v2 ∈ (H(1))∞ ⊗ (H(2))∞, we have
pi∗(X1, X2) v1 ⊗ v2 = pi(1)∗ (X1)v1 ⊗ v2 + v1 ⊗ pi(2)∗ (X2)v2. (4.8)
The strong SUR (H, pi0, pi∗) is called the tensor product representation.
Proof Since (H(j), pi(j)0 ) are unitarizable for j = 1, 2, there exists a unique map pi0 : G0 → H
satisfying (4.7). Clearly, (H, pi0) is a unitarizable SUR of G0.
As (H(j))∞
D(G
(j)
0 )
= H(j), the operators pi(j)∗ (Xj) are bounded onH(j) for allXj ∈ Lie
(
D(G
(j)
0 )
)
,
with j = 1, 2. In view of Formula (4.8), if X ∈ Lie (D(G0)), the operator pi∗(X) is then
bounded on the dense subspace (H(1))∞ ⊗ (H(2))∞ ⊆ H. This implies that pi∗(X) ∈ B(H)
and H∞D(G0) = H. By Proposition 4.10, for any Xj ∈ (g
(j)
R )1 the operators pi
(j)
∗ (Xj) extend
as bounded operators on H(j). Therefore, so does pi∗(X) if X ∈ (gR)1 and we get a linear
map ρ : (gR)1 → B(H) which satisfies ρ(X)v = pi∗(X)v for all X ∈ (gR)1 and v ∈ H∞. As
(H(j), pi(j)0 , pi(j)∗ ) are SUR’s, for j = 1, 2, the map ρ satisfies the three hypotheses of Lemma 4.12
on (H(1))∞⊗(H(2))∞. Since the latter space is dense in H, Lemma 4.12 applies and we conclude
that there exists a unique strong SUR (H, pi0, pi∗) satisfying Equations (4.7)-(4.8). 
Sufficient conditions to have restrictions of a strong SUR to any sub-pair are stated in the
next proposition.
Proposition 4.15 If (H, pi0, pi∗) is a strong SUR of (G0, gR) such that H∞D(G0) = H, then it
admits a restriction to any sub-pair of (G0, gR).
Proof Consider (H0, hR) a sub-pair of (G0, gR). The SUR (H, pi0) of G0 automatically restricts
as a SUR of H0 and we have H∞D(G0) ⊆ H∞D(H0) ⊆ H. As H∞D(G0) = H, we deduce that
H∞D(H0) = H. By Proposition 4.10, if X ∈ (gR)1 the operator pi∗(X) extends as a bounded
operator on H, denoted by ρ(X). Hence, we get a linear map ρ : (gR)1 → B(H). One easily
checks that Lemma 4.12 applies. As a result, we get a restriction of (H, pi0, pi∗) to (H0, hR) which
is a strong SUR. 
4.4 SUR and strong SUR of Lie supergroups
In this section, we provide a definition of (strong) SUR for Lie supergroups and show that it
agrees with the one for super Harish-Chandra pairs via the equivalence between both structures.
As a Lie supergroup is a patching of (even part of) graded A-vector spaces, representations
of G should be valued in graded A-vector spaces (see section 2). Given a Hilbert superspace
(H, 〈−,−〉), the superhermitian inner product is extended by A-bilinearity to A⊗H:
〈av, bw〉 = (−1)|a|σ+|b|(σ+|v|)ab〈v, w〉, (4.9)
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for a, b ∈ AC, v, w ∈ H and σ is the parity of H. This means that the degree σ of the inner
product is carried by its left bracket, as for an inner product defined by an integral (see Examples
3.21 and 3.22). If F is a dense subspace of (H, 〈−,−〉), we will consider the group of superunitary
operators UA(A⊗F), which consists of even invertible A-linear maps B : A⊗F → A⊗F such
that
∀v, w ∈ F , 〈Bv,Bw〉 = 〈v, w〉.
Note that no continuity assumptions are made on the maps B.
Definition 4.16 A superunitary representation (SUR) of a Lie supergroup G is a triple
(H, pi0, pi) such that
• H is a Hilbert superspace;
• pi0 : BG→ U(H) is a superunitary representation of BG on H;
• pi : G→ UA(A⊗H∞) is a group morphism such that
∀v ∈ H∞, piv : g 7→ pi(g)v ∈ C∞(G,A⊗H∞),
∀g ∈ G, pi(Bg)v = pi0(Bg)v, (4.10)
where H∞ is the space of smooth vectors of the representation pi0. 
A morphism between two SUR’s (H(j), pi(j)0 , pi(j)), with j = 1, 2, of a Lie supergroup G is a
morphism of the underlying BG-representations T ∈ Hom(pi(1)0 , pi(2)0 ) such that
∀g ∈ G, ∀v ∈ A⊗ (H(1))∞, (1l⊗ T ) ◦ pi(1)(g)v = pi(2)(g) ◦ (1l⊗ T )v,
where 1l denotes the identity operator on A.
Let G be a Lie supergroup and H be a Lie sub-supergroup. A SUR (H, pi0, pi) of G admits a
restriction to H if there exists a map piH : H → UA(A⊗H∞BH) such that (H, pi0, piH) is a SUR
of H and
∀h ∈ H, ∀v ∈ A⊗H∞, piH(h)v = pi(h)v.
Here, H∞BH denotes the space of smooth vectors on BH ≤ BG.
Let G be a Lie supergroup. The odd derived supergroup D(G) ≤ G is the connected Lie
sub-supergroup of G with Lie superalgebra D(g) := [g1, g1]⊕ g1 ≤ g = Lie(G).
Definition 4.17 A strong superunitary representation (strong SUR) of a Lie supergroup
G is a SUR (H, pi0, pi) such that
• (H, pi0) is unitarizable;
• (H, pi0, pi) admits a restriction to D(G). 
A morphism between two strong SUR’s of a Lie supergroup G is a morphism of the underlying
SUR’s.
Recall that a Lie supergroup G, of dimension m|n, induces a Lie group BG, of dimension
m, and a Lie supergroup Gw.o.d., of dimension m|0, obtained from BG by A0-scalar exten-
sion. Under the equivalence between Lie supergroups and super Harish-Chandra pairs, G cor-
responds to (BG,Bg), Gw.o.d. corresponds to (BG,Bg0) and the odd derived Lie sub-supergroup
D(G) corresponds to the odd derived sub-pair (D(BG), D(Bg)). Recall that Lie(BG) = Bg0,
Lie(Gw.o.d.) = A⊗ Bg0, Lie(G) = g = A⊗ Bg and g0 = A0 ⊗ Bg0 ⊕A1 ⊗ Bg1.
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Theorem 4.18 Let G be a Lie supergroup and (BG,Bg) the corresponding super Harish-
Chandra pair.
(i) The categories of SUR’s of G and (BG,Bg) are equivalent.
(ii) The categories of strong SUR’s of G and (BG,Bg) are equivalent.
Proof We need lemmas.
Lemma 4.19 The SUR’s of BG and Gw.o.d. are in 1 : 1 correspondence via the map (H, pi0) 7→
(H, pi0, pi0), where pi0 is given by
∀v ∈ H∞, ∀g ∈ Gw.o.d., pi0(g)v := piv0(g), (4.11)
with piv0 ∈ C∞(Gw.o.d.,A⊗H∞) the smooth extension of the map piv0 ∈ C∞(BG,H∞), see (2.2).
Proof If (H, pi0, pi) is a SUR of Gw.o.d. then (H, pi0) is obviously a SUR of BG. Conversely,
assume that (H, pi0) is a SUR of BG. Let pi0 be defined by Equation (4.11). For all g, g′ ∈ BG
and v, w ∈ H∞, we have
pi0(g)(v+w) = pi0(g)v+pi0(g)w, pi0(g)(pi0(g
′)v) = pi0(gg′)v and 〈pi0(g)v, pi0(g)w〉 = 〈v, w〉.
By definition, two smooth functions in C∞(Gw.o.d.,A ⊗ H∞) that coincide on BG are equal.
Hence, the above equalities hold for any g, g′ ∈ Gw.o.d. and (H, pi0, pi0) is then a SUR of Gw.o.d..
Moreover, if (H, pi0, pi) is a SUR of Gw.o.d., then, by definition, pi(−)v must be a smooth extension
of pi0(−)v. This means that pi = pi0. Therefore, the correspondence between SUR’s of BG and
Gw.o.d. is one-to-one. 
Lemma 4.20 Let (H, pi0, pi) be a SUR of G. There exists a unique map dpi : Bg → End(H∞)
whose A-linear extension to g satisfies
∀X ∈ g0, ∀v ∈ H∞, dpi(X)v := d
dt
∣∣∣∣
0
pi(etX)v.
The map dpi is a R-Lie superalgebra morphism which satisfies Equation (4.2).
Proof Consider v ∈ H∞. Since the exponential map X 7→ eX is smooth in a neighborhood
of 0 ∈ g0, the map X 7→ dpi(X)v is smooth on g0. Routine arguments, similar as for strongly
continuous representations of Lie groups, show that dpi : g0 → End(A⊗H∞) is a Lie superalgebra
morphism which satisfies Equation (4.2). By Remark 2.1, dpi is the A-linear extension of a map
Bg → End(H∞) which shares the same properties. Namely, this map is a R-Lie superalgebra
morphism satisfying Equation (4.2). 
We are ready to prove the theorem. We first show (i).
Let (H, pi0, pi) be a SUR of G. By Lemma 4.20, pi induces a linear map dpi : Bg→ End(H∞)
such that (H, pi0, dpi) is a SUR of (BG,Bg).
Conversely, let (H, pi0, pi∗) be a SUR of (BG,Bg). Applying Lemma 4.19, one gets a SUR
(H, pi0, pi0) of Gw.o.d.. Extending pi∗ by A-linearity, each element X ∈ g(1) = A1 ⊗ Bg1 defines
a nilpotent operator pi∗(X), satisfying pi∗(X)† = −pi∗(X). As a result, exponentiation gives a
well-defined operator exp(pi∗(X)) ∈ UA(A⊗H∞). According to Proposition 2.2, for each g ∈ G
there exists a unique couple (g0, X) ∈ Gw.o.d. × g(1) such that g = g0 eX . We define the map
pi : G→ UA(H∞ ⊗A) by
pi(g) := pi0(g0) exp(pi∗(X)). (4.12)
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Consider g′ ∈ G and (g′0, X ′) ∈ Gw.o.d. × g(1) such that g′ = g′0 eX
′
. We use successively:
Equation (4.12), the extension to Gw.o.d. of the second line in Equation (4.2), Proposition A.1,
the property exp(dpi0(X)) = pi0(e
X) if X ∈ A0 ⊗ (gR)0 and Equation (A.2), to get
pi(g)pi(g′) = pi0(g0) exp
(
pi∗(X)
)
pi0(g
′
0) exp
(
pi∗(X ′)
)
,
= pi0(g0)pi0(g
′
0) exp
(
pi∗(Ad(g′0)−1X)
)
exp
(
pi∗(X ′)
)
,
= pi0(g0g
′
0) exp
(
pi∗(BCH0(Ad(g′0)−1X,X
′))
)
exp
(
pi∗(BCH1(Ad(g′0)−1X,X
′))
)
,
= pi0
(
g0g
′
0 e
BCH0(Ad(g′0)−1
X,X′))
exp
(
pi∗(BCH1(Ad(g′0)−1X,X
′))
)
,
= pi(gg′).
This means that pi is a group morphism. Then, one can trivially check that (H, pi0, pi) is a SUR
of G.
We prove now that the two constructions are inverse of each other. Start with a SUR
(H, pi0, pi∗) of a super Harish-Chandra pair and let pi be given by Equation (4.12), so that
(H, pi0, pi) is a SUR of the corresponding Lie supergroup. By definition of SUR’s of Lie super-
groups and of super Harish-Chandra pairs, on Bg0, we have dpi = dpi0 = pi∗. On Bg1, dpi is also
equal to pi∗. Indeed, by definition of pi, for all X ∈ Bg1, we have
∀v ∈ H∞, dpi(X)v = d
dt
∣∣∣∣
0
pi(etX)v =
d
dt
∣∣∣∣
0
exp(pi∗(tX))v = pi∗(X)v.
Conversely, consider a SUR (H, pi0, pi) of a Lie supergroup and let pi∗ := dpi, so that (H, pi0, pi∗)
is a SUR of the corresponding super Harish-Chandra pair. Then, the map defined by Equation
(4.12) coincides with pi on Gw.o.d.. It coincides with pi on all of G because exp(dpi(X)) = pi(eX)
for all X ∈ g(1).
It remains to check that, under the above correspondence of representations, morphisms of
SUR’s go to morphisms of SUR’s. Let (H(j), pi(j)0 , pi(j)∗ ) with j = 1, 2 be two SUR’s of a super
Harish-Chandra pair and let pi(j) be given by Equation (4.12), so that (H(j), pi(j)0 , pi(j)) are SUR’s
of the corresponding Lie supergroups. Consider an even bounded operator T ∈ B(H(1),H(2)).
Then, one can easily prove the following equivalences
∀g ∈ Gw.o.d., T ◦ pi(1)0 (Bg) = pi(2)0 (Bg) ◦ T ⇔ T ◦ pi0(1)(g) = pi0(2)(g) ◦ T,
∀X ∈ g(1) = A1 ⊗ Bg1, T ◦ pi(1)∗ (BX) = pi(2)∗ (BX) ◦ T ⇔ T ◦ exp(pi(1)∗ (X)) = exp(pi(2)∗ (X)) ◦ T.
In view of Equation (4.12), we deduce that T is a morphism between the two SUR’s (H(j), pi(j)0 , pi(j)∗ ),
with j = 1, 2, if and only if T is a morphism between the two SUR’s (H(j), pi(j)0 , pi(j)). Therefore
(i) is proved.
Strong SUR’s are SUR’s such that the underlying Lie group representation is unitarizable
and the restriction to the odd derived Lie sub-supergroup/super Harish-Chandra sub-pair is a
SUR. Hence, (ii) follows from (i). 
In the following, we freely use the equivalence of categories between Lie supergroups and
Harish-Chandra super-pairs, and between their (strong) SUR’s. They are denoted by (H, pi0, pi)
or (H, pi0, pi∗) depending on the context and we freely refer to the other map pi∗ or pi respec-
tively. Along the equivalence of categories stated in Theorem 4.18, one can transport from super
Harish-Chandra pairs to Lie supergroups the definitions of irreducible, graded-irreducible and
indecomposable (strong) SUR as well as direct sum or tensor product of (strong) SUR’s. This
is obvious and left to the reader.
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4.5 Examples
We illustrate definitions and properties above on examples. The illustrated notions are explicitly
mentioned right before each example.
In the next three examples we use the Abelian supergroup Rm|n, whose super Harish-Chandra
pair is (Rm,Rm ⊕ Rn). Its odd derived supergroup is R0|n, with super Harish-Chandra pair
(0,Rn).
The necessity of A-scalar extension for the map pi in Definition 4.16 of SUR is illustrated on
the left regular representation of Rm|n, with n = 0.
Example 4.21 The Hilbert superspace H := L2(Rm|0) is isomorphic to L2(Rm) (see Example
3.21). Each element ϕ ∈ L2(Rm) corresponds to an element ϕ˜ ∈ L2(Rm|0). If ϕ is a smooth
function, ϕ˜ is given by Equation (2.2). The superspace H carries a SUR of the Abelian Lie
group Rm, given by
∀y ∈ Rm, (pi0(y)ϕ˜) := τ˜yϕ,
where τyϕ : x 7→ ϕ(x−y). The space of smooth vectorsH∞ is then the space of smooth functions
on Rm|0 whose all derivatives are square integrable. The left regular representation of Rm|0 is
the triple (H, pi0, pi) where pi is given by
∀y ∈ Rm|0, (pi(y)ϕ˜) := τyϕ˜ =
∑
ν∈Nm
N (y)ν
ν!
˜(∂ντByϕ).
Therefore, pi(y)ϕ˜ is not in H∞ but in A⊗H∞. One easily checks that (H, pi0, pi) is a strong SUR
of Rm|0. The corresponding infinitesimal representation of Rm reads as pi∗(ei) = −∂xi , where
(ei) is the Cartesian basis of Rm and (xi) its Cartesian coordinate system. 
An indecomposable but reducible strong SUR is given by the left regular representation of
the Abelian Lie supergroup Rm|n, with m = 0.
Example 4.22 Functions in the Hilbert superspace H := L2(R0|n) ' ∧Rn⊗C read as ϕ : ξ 7→
ϕ(ξ) =
∑
α ϕαξ
α in multi-index notation, with ξ = (ξ1, . . . , ξn) ∈ R0|n. We set
∀η ∈ R0|n, (pi(η)ϕ)(ξ) := ϕ(ξ − η).
One easily checks that (H, 1l, pi) is a strong SUR of R0|n. In the Cartesian basis (ei) of Rn, the
infinitesimal representation is given by pi∗(ei) = −∂ξi . Therefore, constant functions pertain
to all (pi0, pi∗)-invariant subspace of L2(R0|n). In particular, the representation is indecompos-
able. As the 1-dimensional space of constant functions is (pi0, pi∗)-invariant and of degree 0, the
representation is not graded-irreducible if n ≥ 2. 
There are also graded-irreducible strong SUR that admit proper closed invariant subspaces
(but they are not graded). Such SUR are not irreducible.
Example 4.23 Functions in the Hilbert superspace H := L2(R0|1) ' ∧C read as ϕ : ξ 7→
ϕ(ξ) = ϕ0 + ϕ1ξ, with ξ ∈ R0|1. We set
∀η ∈ R0|1, (pi(η)ϕ)(ξ) := (1− ηξ)ϕ(ξ − η).
One easily checks that (H, 1l, pi) is a strong SUR of R0|1, whose infinitesimal representation is
given by pi∗(t) = −t(ξ+∂ξ). Therefore, the space {ϕ0(1+ξ) |ϕ0 ∈ C} is the only proper (pi0, pi∗)-
invariant subspace of L2(R0|1). As it is non-graded, the representation is graded-irreducible but
not irreducible. 
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The next three examples concern the Heisenberg Lie supergroup H0|1,0, whose super Harish-
Chandra pair is (R, (h0|1,0)R). It is also known as the 1|1-dimensional one-parameter Lie super-
group and its odd derived supergroup is itself. We start with the description of the left regular
representation, which is a strong SUR.
Example 4.24 The left regular representation of H0|1,0 on itself is the strong SUR (H, pi0, pi)
with H = L2(R1|1),
∀ϕ ∈ H, ∀y ∈ R, pi0(y)ϕ(x, ξ) := ϕ(x− y, ξ), (4.13)
∀ϕ ∈ H∞, ∀(y, η) ∈ H0|1,0, pi(y, η)ϕ(x, ξ) := ϕ(x− y −
1
2
ηξ, ξ − η). (4.14)
Here, the space of smooth vectors H∞ of pi0 is the space of smooth functions on R1|1 whose all
derivatives are in L2(R1|1). The associated infinitesimal representation is given by pi∗(t, τ) =
−t∂x − τ(∂ξ − 12ξ∂x), for all (t, τ) ∈ (h0|1,0)R. 
There exists strong SUR’s which do not admit restriction to a Lie sub-supergroup. In
particular, we show below that the tensor product of the left regular representation of H0|1,0
with itself is not a SUR for the diagonal embedding of H0|1,0 into H0|1,0 ×H0|1,0.
Example 4.25 The tensor product of the left regular representation of H0|1,0 with itself turns
out to be a strong SUR of H0|1,0 × H0|1,0. Its restriction to the diagonal embedding of H0|1,0
reads as
∀ϕ ∈ H, ∀y ∈ R, pi0(y)ϕ(x1, x2; ξ1, ξ2) := ϕ(x1 − y, x2 − y; ξ1, ξ2),
∀(t, τ) ∈ (h0|1,0)R, pi∗(t, τ) := −t(∂x1 + ∂x2)− τ(∂ξ1 + ∂ξ2)−
1
2
τ(ξ1∂x1 + ξ2∂x2).
Positing x+ = (x1 + x2)/2, x− = (x1 − x2)/2, ξ+ = (ξ1 + ξ2)/2, and ξ− = (ξ1 − ξ2)/2 we get
∀ϕ ∈ H, ∀y ∈ R, pi0(y)ϕ(x+, x−; ξ1, ξ2) := ϕ(x+ − y, x−; ξ+, ξ−),
∀(t, τ) ∈ (h0|1,0)R, pi∗(t, τ) := −t∂x+ − τ
(
∂ξ+ −
1
2
(ξ+∂x+ + ξ−∂x−
)
.
This does not define a SUR of H0|1,0. Indeed, the space of smooth vectors on H0|1,0 is the space
of functions on R2|2 whose all derivatives along ∂x+ are square-integrable, while the unbounded
operators pi∗(t, τ) are not well defined on this space in general as they involved the derivatives
∂x− . 
There are examples of representations of H0|1,0 which are SUR or not depending on the
considered Hilbert superspace structure.
Example 4.26 Let (H, pi0) be the SUR of the group R on H = L2(R1|1) given by pi0(t) =
exp(i~t)1l for all t ∈ R. Its space of smooth vectors is H∞ = H. We set D := {ϕ0 +ξϕ′1 | ϕ0, ϕ1 ∈
H1(R)}, with H1(R) the Sobolev space of square integrable functions with square integrable
derivative. We define the map pi∗ : (h0|1,0)R → End(D) by setting
pi∗(t, τ)ϕ := t(i~ϕ) + τ(− i~2 ϕ1 + ξϕ′0),
for all ϕ = ϕ0 + ξϕ
′
1 ∈ D and (t, τ) ∈ (h0|1,0)R. The domain of pi∗(t, τ) is equal to D and cannot
be extended to H, so that (H, pi0, pi∗) does not define a SUR of H0|1,0 in any way. Nevertheless,
D is a Hilbert superspace for the inner product
〈ϕ0 + ξϕ′1, ψ0 + ξψ′1〉D :=
∫
R
i(ϕ0ψ1 − ϕ1ψ0 + ϕ′0ψ′1 − ϕ′1ψ′0),
and one easily checks that (D, pi0, pi∗) is a strong SUR of H0|1,0. 
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5 Schro¨dinger representations of the Heisenberg supergroups
5.1 Construction as an induced representation in the even case
In this section, we construct an induced strong SUR of the Heisenberg supergroup H2m|k,` via
the orbit method of Kirillov, in the case k + ` is even.
First, we build the smooth induced representation of H2m|k,` which is associated with the
coadjoint orbit Oµ0 , passing through the even linear form µ0 = ~ [Z with ~ ∈ R× (see (2.12)).
By Equations (2.11) and (2.7), we have the decomposition
h2m|k,` = (W ⊕W ∗)⊕ V ⊕AZ, (5.1)
where W = Am|r and V = A0|s′ , with r, s′ ∈ N as in (2.6). As k+ ` is even, s′ = 2s is also even.
A complex structure on V , given by I ∈ End(V ) such that I2 = −1l, provides an eigenspace
decomposition V ⊗C = VI ⊕ VI with VI = (1l + iI)(V ⊗C). We define a complex polarization b
subordinate to µ0 by setting
b := W ∗ ⊗ C⊕ VI ⊕ACZ, (5.2)
i.e., b is a maximal complex Lie sub-superalgebra b ≤ (h2m|k,` ⊗ C) such that µ0([X,Y ]) = 0
for all X,Y ∈ b. The real part of the polarization is given by b ∩ h2m|k,` = W ∗ ⊕ AZ and
exponentiates as the Abelian Lie supergroup B = (W ∗)0 × R1|0. The latter admits a unitary
character χ : B → AC determined by µ0:
∀p ∈ (W ∗)0, ∀t ∈ R1|0, χ(p, t) := eiµ0(p+tZ) = ei~t.
This permits to define the space of B-equivariant functions on G := H2m|k,`,
C∞(G)B := {ϕˆ ∈ C∞(G) | ∀g ∈ G, ∀b ∈ B, ϕˆ(gb) = χ(b−1)ϕˆ(g)}.
The left regular G-action, given by (λ(g)ϕˆ)(g′) = ϕˆ(g−1g′) for all g, g′ ∈ G, does not preserve the
space C∞(G)B itself, but it extends as a A-linear G-action on A⊗C∞(G)B. This representation
can be restricted to the subspace of A-valued b-equivariant functions, that is the tensor product
of A with the space
C∞(G)B,b := {ϕˆ ∈ C∞(G)B | ∀X ∈ b0, Xˆϕˆ+ iµ0(X)ϕˆ = 0}.
Here, Xˆ denotes the left invariant vector field which acts as (Xˆϕˆ)(g) = ddt
∣∣
0
ϕˆ(g etX), for all
g ∈ G. As the functions ϕˆ are B-equivariant, it is equivalent to impose the b-equivariance
condition only for X ∈ (VI)0. The resulting G-representation on A⊗ C∞(G)B,b is independent
of the choice of polarization b and called the µ0-induced representation. It admits the
following explicit description.
Proposition 5.1 Let ~ ∈ R× and m, k, ` ∈ N with k + ` even. Set µ0 = ~ [Z ∈ (h2m|k,`)∗ and
ε, r, s′ as in (2.6), so that s = s′/2 ∈ N. The µ0-induced representation is equivalent to the
H2m|k,`-representation on A⊗
(C∞(Rm|r)⊗Hol(C0|s)) given by U : g 7→ U(g) with
(U(g)ϕ) (q0, ζ0) := e
i~
(
t+( 1
2
q−q0)p+ ε2 ( 12 ζ−ζ0)ζ
)
ϕ(q0 − q, ζ0 − ζ). (5.3)
Here, ϕ ∈ A⊗ (C∞(Rm|r)⊗Hol(C0|s)), (q0, ζ0) ∈ Rm|r ⊕ C0|s and g ∈ H2m|k,` decomposes as
g = (x, t) ∈ R2m|k+`×R0|1, x = (q, p, ξ) ∈ Rm|r × (Rm|r)∗×R0|2s, ζ = ξ+ iIξ ∈ C0|s, (5.4)
with I =
(
0 1−1 0
)
on R0|s ⊕ R0|s and C0|s is identified with (1l + iI)(R0|2s).
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Proof We proceed in two steps and use same notations as above the proposition. First we
analyze the G-action on A⊗ C∞(G)B and then on A⊗ C∞(G)B,b.
Let C := W0 ⊕ V0. The group multiplication on G×G restricts as a global diffeomorphism
C ×B → G. The latter induces an isomorphism
C∞(C)→ C∞(G)B, ϕ˜ 7→ ϕˆ, (5.5)
where ϕˆ(cb) = χ(b−1)ϕ˜(c) for all c ∈ C, b ∈ B. This permits to transfer the left regular action
on A⊗C∞(G)B,b into an action U˜ on A⊗C∞(C). Taking c0 = (q0, ξ0) ∈W0⊕ V0 and cb = g =
(q, p, ξ, t) ∈W0 ⊕ (W ∗)0 ⊕ V0 ⊕ R1|0, we have the equality λ(cb)ϕˆ(c0) = χ(c−10 cbc−1c0)ϕˆ(c−1c0).
This yields (
U˜(g)ϕ˜
)
(q0, ξ0) = e
i~
(
t+( 1
2
q−q0)p+ ε2 ξξ0
)
ϕ˜(q0 − q, ξ0 − ξ).
By definition of µ0, we have µ0(X) = 0 if X ∈ VI . Via the map (5.5), the subspace C∞(G)B,b
is isomorphic to C∞(C)VI , defined as the subspace of functions ϕ˜ ∈ C∞(C) such that Xˆϕ˜ = 0
for all X ∈ (VI)0. At the point (q, ξ) ∈ C ⊆ G, one can compute that Xˆ = X+ ε4 ω(ζ,X), where
X is identified with a constant vector field on C and ζ = ξ + iIξ. Hence, we end up with an
isomorphism
C∞(W0)⊗Hol((VI)0)→ C∞(C)VI , ϕ 7→ ϕ˜,
where ϕ˜(q, ξ) = e
iε~
4
ζζϕ(q, ζ). Now, recall that W0 = Rm|r, V = R0|2s and choose I =
(
0 1−1 0
)
as
complex structure on V . A direct computation shows that the action U˜ on ϕ˜ induces the action
U on ϕ, as given by (5.3). 
Using Proposition 5.1, we define now a SUR of the classical Heisenberg group BH2m|k,` =
H2m. Decomposing an element g ∈ H2m as g = (q, p, t) ∈ Rm ⊕ (Rm)∗ ⊕ R, the operator
U0(g) := U(g) defined in Equation (5.3) becomes
(U0(g)ϕ) (q0, ζ0) = e
i~
(
t+( 1
2
q−q0)p
)
ϕ(q0 − q, ζ0). (5.6)
This is a well-defined operator on any function ϕ in the Hilbert superspace
HS := L2(Rm|r)⊗Hol(C0|s). (5.7)
According to Examples 3.21 and 3.22 and to Proposition 3.17, HS is of same parity as r and its
inner product takes the following form
〈ϕ,ψ〉 = (2i)s
∫
dqdζdζ ϕ(q, ζ)ψ(q, ζ)e
i~ε
2
ζζ . (5.8)
Clearly, U0(g) is a superunitary operator and the map U0 : H2m → U(HS) defines a SUR of H2m.
We determine its space of smooth vectors. Recall that any smooth superfunction ϕ ∈ C∞(Rm|n)
is determined by its components (ϕα)α∈(Z2)n in the decomposition (2.3) along odd variables.
These are smooth functions over Rm.
Definition 5.2 The Schwartz space S(Rm|n) is the Fre´chet space of smooth superfunctions
ϕ ∈ C∞(Rm|n) whose components (ϕα)α∈(Z2)n are Schwartz functions on Rm. Its topology is
provided by the seminorms
‖ϕ‖ν,ν′ :=
∑
α∈(Z2)n
sup
x∈Rm
|xν∂ν′ϕα(x)|,
indexed by multi-indices ν, ν ′ ∈ Nm. 
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Proposition 5.3 The space H∞S of smooth vectors of the SUR (HS , U0) of H2m is the Schwartz
space S(Rm|r+s) ' S(Rm|r)⊗Hol(C0|s).
Proof In view of the action (5.6) of H2m, the smooth vectors are the functions ϕ ∈ HS whose
components ϕα ∈ L2(Rm) are smooth vectors for the usual Schro¨dinger representation of H2m,
i.e. Schwartz functions (see e.g. [28]). 
We go back to the full Heisenberg supergroup H2m|k,`. One easily shows that the operator
U(g), defined by Equation (5.3), preserves A ⊗ H∞S and is superunitary. Hence, we get a
group morphism U : H2m|k,` → UA(A ⊗ H∞S ). Note that the odd derived supergroup satisfies
D(H2m|k,`) ' H0|k,`, so that its body is the center group Z(H2m|k,`) = R1|0.
Theorem 5.4 Let ~ ∈ R× and m, k, ` ∈ N with k + ` even. Set ε, r, s′ as in (2.6). The
Equations (5.7), (5.6) and (5.3) define a strong SUR (HS , U0, U) of the Heisenberg supergroup
H2m|k,`, called the Schro¨dinger representation with parameter ~.
Proof We already know that (HS , U0) is a SUR of H2m, U is a group morphism U : H2m|k,` →
UA(A ⊗ H∞S ) and by definition U(g)ϕ = U0(g)ϕ if g ∈ H2m and ϕ ∈ H∞S . Moreover, by
Equation (5.3), the function g 7→ U(g)ϕ is smooth on all of H2m|k,` if ϕ ∈ H∞S . Hence, the triple
(HS , U0, U) is a SUR of H2m|k,`.
The center Z(H2m|k,`) = R1|0 acts by t 7→ ei~t1l. Therefore, the space of smooth vectors on
the center is HS itself. Using Equation (5.3), we deduce that the operator U(g) is well-defined
on all of HS if g ∈ D(H2m|k,`) ' H0|p,q. Hence, the map U restricts as a group morphism UD(H) :
D(H2m|k,`)→ UA(A⊗HS). Using again Equation (5.3), one proves easily that g 7→ UD(H)(g)ϕ
is a smooth function on D(H2m|k,`) if ϕ ∈ HS . As a result, the triple (HS , U0, U) is a strong
SUR of H2m|k,`. 
By Lemma 4.20, the Schro¨dinger representation generates an infinitesimal representation
U∗ := dU : h2m|k,` → End(A ⊗ H∞S ). In terms of the decomposition (5.1), we have H∞S ⊆
C∞(W0)⊗Hol
(
(VI)0
)
and
∀ϕ ∈ H∞S , U∗(X)ϕ =

Xϕ, if X ∈W ⊗ C⊕ VI ,
i~ω(X,−)ϕ, if X ∈W ∗ ⊗ C⊕ VI ,
i~ϕ, if X = Z,
where X acts as a constant vector field in the first line and ω(X,−) ∈ A⊗C∞(W0)⊗Hol
(
(VI)0
)
.
More precisely, we have ω(X,−) : (q0, ζ0) 7→ ω(X, (q0, 0, ζ0, 0)), with (q0, 0, ζ0, 0) ∈ (W ⊕W ∗)⊕
(VI ⊕ VI) and ω the C-linear extension of the defining symplectic form of h2m|k,`.
The following result will be useful.
Proposition 5.5 Let (H, pi0, pi∗) be a strong SUR of H2m|k,` such that pi0(0, t) = ei~t1l for all
(0, t) ∈ Z(H2m|k,`). Then, we have
• the operators pi∗(X) are bounded on H for all X ∈ B(h2m|k,`)1,
• (H, pi0, pi∗) restricts to any Lie sub-supergroup of H2m|k,` as a strong SUR,
• the associated supergroup representation pi : H2m|k,` → UA(A⊗H) satisfies
pi(x, t) = ei~t pi0(x
ev)
∑
γ∈(Z2)k+`
(xod)γ piγ ,
where x = xev + xod, with xev ∈ R2m|0 and xod ∈ R0|k+`, pi0(xev) is defined in Lemma 4.19
and for all γ ∈ (Z2)k+` we have piγ ∈ B(H) and piγ(H∞) ⊆ H∞.
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Proof The body of the odd derived supergroup D(H2m|k,`) is the center of H2m|k,`. By hypoth-
esis, the space of smooth vectors on Z(H2m|k,`) is the whole space H. Therefore, Propositions
4.10 and 4.15 apply. We deduce that pi∗(X) ∈ B(H) for all X ∈ B(h2m|k,`)1 and (H, pi0, pi∗)
restricts to any Lie sub-supergroup of H2m|k,` as a strong SUR. By Equation (4.12), the couple
(pi0, pi∗) defines a supergroup representation given by
pi(x, t) = ei~t pi0(x
ev) exp(pi∗(xod)).
Choosing a basis (ei) of B(h2m|k,`)1 ∼= Rk+`, we get a decomposition of xod ∈ R0|k+` as xod =∑k+`
i=1 (x
od)iei, with (x
od)i ∈ A1. Since ((xod)ipi∗(ei))i is a family of bounded, nilpotent and
commutative operators, the exponential series admits a finite expansion:
exp(pi∗(xod)) =
∑
γ∈(Z2)k+`
(xod)γ piγ ,
where, for all γ ∈ (Z2)k+`, piγ = ±pi∗(e1)γ1 . . . pi∗(ek+`)γk+` are bounded operators which satisfy
piγ(H∞) ⊆ H∞, just as the operators pi∗(ei). This concludes the proof. 
We write explicitly the Schro¨dinger representation for (k, `) = (1, 1) and (2, 0) or (0, 2).
Example 5.6 If (k, `) = (1, 1), then we have the decomposition H0|1,1 = W0 ⊕ (W ∗)0 ⊕ R1|0,
with W0 ' (W ∗)0 ' R0|1. The Hilbert superspace is HS := L2(R0|1) of parity 1 and its elements
ϕ can be decomposed as ϕ(q0) := ϕ0 + ϕ1q0, with q0 ∈W0. The inner product has the form
〈ϕ,ψ〉 = ϕ0ψ1 + ϕ1ψ0,
and a fundamental symmetry is provided by Jϕ(q0) = ϕ1+ϕ0q0. The Schro¨dinger representation
reads as U(q, p, t) = ei~t(1l + q U10 + pU01 + qpU11), for q ∈W0, p ∈ (W ∗)0, t ∈ R1|0, with
U10 := −∂q0 = −U †10, U01 := i~q0, U11 :=
i~
2
(1− 2q0∂q0).
The infinitesimal representation satisfies U∗(q, p, t) = q U10 + pU01 + i~t1l. 
Example 5.7 If (k, `) = (2, 0) or (0, 2), then we have the decomposition H0|k,` = V ⊕R1|0, with
V ' R0|2. The Hilbert superspace is HS := Hol(C0|1) and its elements can be decomposed as
ϕ(ζ0) := ϕ0 + ϕ1ζ0, where ζ0 = ξ0 + iIξ0 ∈ VI ' C0|1. The inner product has the form
〈ϕ,ψ〉 = ε~ϕ0ψ0 + 2iϕ1ψ1,
where ε = 1 if (k, `) = (2, 0) and ε = −1 if (k, `) = (0, 2). A fundamental symmetry is
provided by Jϕ(ζ0) = εϕ0 − iϕ1ζ0. Moreover, HS is a Hilbert superspace of parity 0, with
sgn(HS) = (1, 1, 0, 0) if ~ε > 0 and sgn(HS) = (0, 1, 1, 0) if ~ε < 0. The representation reads as
U(ζ, ζ, t) = ei~t(1l + ζ U10 + ζ U01 + ζζ U11), with
U10 := −∂ζ0 = −U †01, U01 :=
i~ε
2
ζ0, U11 :=
i~ε
4
(1− 2ζ0∂ζ0).
The infinitesimal representation satisfies U∗(ζ, ζ, t) = ζ U10 + ζ U01 + i~t1l. 
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5.2 Definition in the odd case
In this section, we consider the Heisenberg supergroup H2m|k,` with the odd dimension k + `
which is odd. The notations of Equation (5.1) for the decomposition of the Heisenberg Lie
superalgebra h2m|k,` should be adapted as follows
h2m|k,` = (W ⊕W ∗)⊕ V ⊕ V ′ ⊕AZ,
with W = Am|r, V = A0|2s and V ′ = A0|1, where the integers r, s′ = 2s+ 1 and ε are as in (2.6).
Performing the Orbit Method of Kirillov with respect to the same complex polarization b
(see (5.2)), we obtain a superunitary representation map
U(g)ϕ(q0, ζ0, τ0) = e
i~
(
t+( 1
2
q−q0)p+ ε2 ( 12 ζ−ζ0)ζ+ ε2 ττ0
)
ϕ(q0 − q, ζ0 − ζ, τ0 − τ), (5.9)
where g = (q, p, ξ, τ, t) ∈W0⊕ (W ∗)0⊕V ⊕V ′⊕R1|0 and ζ = ξ+ iIξ ∈ VI as in Proposition 5.1.
The extra variable τ can be considered either as a real or as a complex variable. Accordingly,
the Hilbert superspace of this representation is either L2(Rm|r+1)⊗Hol(C0|s), of parity r+1, or
L2(Rm|r)⊗Hol(C0|s+1), of parity r. In each case the obtained representation is a strong SUR. If
τ is real and ε = 1 (resp. ε = −1), this is the restriction of the Schro¨dinger representation of the
supergroup H2m|k+1,` (resp. H2m|k,`+1) to H2m|k,`. If τ is complex and ε = 1 (resp. ε = −1), this
is the restriction of the Schro¨dinger representation of the supergroup H2m|k,`+1 (resp. H2m|k+1,`)
to H2m|k,`. Accordingly, we introduce the following definition.
Definition 5.8 Let ~ ∈ R× and m, k, ` ∈ N with k + ` odd.
• The Schro¨dinger representation of H2m|k,` with parameter ~ and parity 0 is the re-
striction to H2m|k,` of the Schro¨dinger representation with same parameter of H2m|k,`+1 if
max(k, `+ 1) is even and of H2m|k+1,` otherwise.
• The Schro¨dinger representation of H2m|k,` with parameter ~ and parity 1 is the re-
striction to H2m|k,` of the Schro¨dinger representation with same parameter of H2m|k+1,` if
max(k, `+ 1) is odd and of H2m|k,`+1 otherwise. 
We write explicitly the Schro¨dinger representation for (k, `) = (1, 0) or (0, 1).
Example 5.9 If (k, `) = (1, 0) or (0, 1), then we have the decomposition H0|k,` = V ′ ⊕ R0|1
with V ′ = R0|1 and ε = 1 or −1 respectively. The elements of the representation superspace HS
decompose as ϕ(τ0) := ϕ0 + ϕ1τ0 and the representation map reads as U(τ, t) = e
i~t(1l + τ U1),
with
U1 := −∂τ0 +
i~
2
ετ0.
It is superunitary with respect to two inner products of opposite parity σ. If σ = 0, the inner
product has the form
〈ϕ,ψ〉 = ε~ϕ0ψ0 + 2iϕ1ψ1,
so that HS = Hol(C0|1) is of parity 0. If σ = 1, the inner product has the form
〈ϕ,ψ〉 = ϕ0ψ1 + ϕ1ψ0,
so that HS = L2(R0|1) is of parity 1. In both parity, HS admits exactly two (U0, U)-invariant
subspaces given by {(1 ±
√
−i~ε
2 τ0)ϕ0 | ϕ0 ∈ C}. They are not graded. Hence, in both parity
the Schro¨dinger representation (HS , U0, U) is graded-irreducible but not irreducible. 
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5.3 Algebraic properties
In this section, we show that the Schro¨dinger representation space HS of the Heisenberg super-
group G = H0|k,`, with k+` = 2n, carries a natural action of the complex Clifford algebra C`(2n)
and identifies with its spinor module. Then, we prove that the Schro¨dinger representations of
any Heisenberg supergroup H2m|k,` are irreducible if k+ ` is even and graded-irreducible if k+ `
is odd.
The infinitesimal Schro¨dinger representation of gR := Bh0|k,`, with parameter ~ ∈ R× and
parity σ ∈ Z2, induces algebra morphisms
U∗ : U(gR)→ EndC(HS),
U∗ ⊗ 1lC : U(gR ⊗ C)→ EndC(HS),
where U stands for the universal enveloping algebra.
Proposition 5.10 Let k+ ` ∈ 2N. The algebra morphisms U∗ and U∗ ⊗ 1lC are surjective, and
induce the following algebra isomorphisms
∀~ ∈ R×, U(gR)/〈Z2 + ~21U〉 ' EndC(HS) ' U(gR ⊗ C)/〈Z − i~1U〉 ' C`(k + `),
where Z ∈ Z(gR) is the generator of the center of gR and 1U is the unit of U(gR) and U(gR⊗C).
Proof The isomorphism U(gR)/〈Z2+~21U〉 ' U(gR⊗C)/〈Z−i~1U〉 is obtained by mapping Z to
i~1U. The two other isomorphisms are obtained via the map U∗ ⊗ 1lC as follows. Since U∗(Z) =
i~1lHS , the kernel of U∗ ⊗ 1lC contains the ideal 〈Z − i~1l〉. By the Heisenberg commutation
relation (2.13), the Clifford relations
U∗(X)U∗(Y ) + U∗(Y )U∗(X) = i~ω(X,Y )
hold for any X,Y ∈ gR ⊗ C/〈Z〉. By universal property of C`(k + `), the image of U∗ ⊗ 1lC is
isomorphic to C`(k + `). This means there exists a surjection from U(gR ⊗ C)/〈Z − i~1U〉 to
C`(k + `) and an injection from C`(k + `) to End(HS). The result follows then by dimension
counting. 
We still assume that k+` = 2n is even. As in (2.6), we consider ε ∈ {−1,+1} and (r, s) ∈ N2
such that ε = 1 and (k, `) = (r + 2s, r), or, ε = −1 and (k, `) = (r, r + 2s). In both cases, the
Schro¨dinger representation space of H0|k,` is HS = L2(R0|r) ⊗ Hol(C0|s), endowed with the
inner product (5.8) which depends on ε and the parameter ~ ∈ R×. As a consequence of
Proposition 5.10, the Hilbert superspace HS satisfies End(HS) ' C`(2n), i.e. HS is the spinor
module of C`(2n). There are four classes of isomorphisms of such Hilbert superspaces HS ,
depending on the signs of k` and ε~ :
• if k` = 0 and ~ε > 0, then sgn(HS) = (2n−1, 2n−1, 0, 0);
• if k` = 0 and ~ε < 0, then sgn(HS) = (2n−1, 0, 0, 2n−1) if n is even and sgn(HS) =
(0, 2n−1, 2n−1, 0) if n is odd;
• if k` > 0 and k odd, then HS is of parity 1;
• if k` > 0 and k even, then sgn(HS) = (2n−2, 2n−2, 2n−2, 2n−2).
Remark 5.11 The superhermitian product on HS is symmetric on (HS)0 and antisymmetric
on (HS)1. Therefore, this inner product is in general not a bilinear invariant of the spinor
representation (as classified in [29]), since it is neither symmetric nor antisymmetric. 
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Recall that the center of the Heisenberg supergroup is Z(H2m|k,`) = R1|0. Consider the
antidiagonal subgroup
K = {(t,−t) ∈ Z(H2m|k,`)× Z(H2m′|k′,`′) | t ∈ R1|0}. (5.10)
Then, we have the group isomorphism
(H2m|k,` ×H2m′|k′,`′)/K ' H2(m+m′)|k+k′,`+`′ .
Therefore, if a strong SUR of the direct product H2m|k,`×H2m′|k′,`′ has kernel K, it descends to
a strong SUR of H2(m+m′)|k+k′,`+`′ .
Proposition 5.12 The tensor product of the Schro¨dinger representations of H2m|k,` and H2m′|k′,`′ ,
with same parameter ~ ∈ R× and parities σ and σ′ repsectively, is a strong SUR. It descends
as a strong SUR of H2(m+m′)|k+k′,`+`′ , isomorphic to its Schro¨dinger representation with same
parameter ~ and parity σ + σ′.
Proof According to Proposition 4.14, the tensor product of any two Schro¨dinger representa-
tions of H2m|k,` and H2m′|k′,`′ is a strong SUR of the direct product H2m|k,` ×H2m′|k′,`′ . If both
Schro¨dinger representations have the same parameter ~, the centers of H2m|k,` and H2m′|k′,`′
act in the same way and the representation descends to the quotient group H2(m+m′)|k+k′,`+`′ .
A direct computation shows that the tensor product representation is indeed the Schro¨dinger
representation for the latter supergroup, with parameter ~ and parity σ + σ′. 
As a particular case of the above proposition, the Schro¨dinger representations of H2m|k,` are
tensor products of Schro¨dinger representations of H2m and H0|k,`. The first one is the classical
Schro¨dinger representation of H2m on L
2(Rm), see e.g. [30]. By Proposition 5.10, if k + ` is
even, the second one is the restriction to h0|k,` of the classical spinor representation of C`(k+ `).
The spinor module is denoted by SC in the following.
Theorem 5.13 Let k + ` ∈ 2N. The Schro¨dinger representation of H2m|k,` with parameter
~ ∈ R× is irreducible.
Proof Let (HS , U0, U) be the Schro¨dinger representation of H2m|k,`. Consider ϕ ∈ HS \ 0 and
F the smallest closed subspace of HS containing ϕ and stable under U0 and U∗. By definition of
HS , we have ϕ =
∑
α ϕα⊗ sα with ϕα ∈ L2(R2m) and (sα)α a basis of SC. By Proposition 5.10,
stability under U∗ means that F is stable under End(SC). Hence, for all index α and s ∈ SC,
we have ϕα ⊗ s ∈ F . The representation U0, restricted to L2(Rm) ⊗ 〈s〉, coincides with the
Schro¨dinger representation of H2m, which is irreducible. Considering α such that ϕα 6= 0, we
obtain that L2(Rm)⊗ 〈s〉 ⊆ F for all s ∈ SC. Hence, F = HS and the result follows. 
Corollary 5.14 Let k+ ` ∈ 2N+ 1. The Schro¨dinger representation of H2m|k,` with parameter
~ ∈ R× and parity σ ∈ Z2 is graded-irreducible.
Proof We assume that k 6= 0. According to Example 5.9, Schro¨dinger representations of H0|1,0
of both parity are graded-irreducible. Moreover, by Theorem 5.13, the Schro¨dinger represen-
tation of H2m|k−1,` is irreducible. Hence, its tensor product with any of the two Schro¨dinger
representations of H0|1,0 is a graded-irreducible strong SUR of H2m|k−1,`×H0|1,0. By Proposition
5.12, both descend as the Schro¨dinger representations of H2m|k,`, of parity 0 and 1, which are
then graded-irreducible.
If k = 0, Schro¨dinger representations of H2m|k,` are obtained as tensor products of Schro¨dinger
representations of H0|0,1 and H2m|k,`−1 and the conclusion is the same. 
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5.4 Analytic properties
We focus now on analytic properties of the Schro¨dinger representation (HS , U0, U) of the Heisen-
berg supergroup H2m|k,` with k + ` even.
Using the manifold decomposition H2m|k,` = E0 × R1|0, with E0 = R2m|k+`, we set U(x) :=
U(x, 0) for all x ∈ E0. According to the group law (2.10), we have
∀x,x′ ∈ E0, U(x)U(x′) = e i~2 ω(x,x′)U(x + x′). (5.11)
Hence, x 7→ U(x) defines a projective representation of the Abelian Lie supergroup E0.
We recall notation in (5.4). Set r, s′, ε as in (2.6) and s = s
′
2 ∈ N. Each element x ∈ E0 can
be decomposed as x = (q, p, ξ) with q = (q1, . . . , qm+r) ∈ Rm|r, p = (p1, . . . , pm+r) ∈ Rm|r and
ξ = (ξ1, . . . , ξ2s) ∈ R0|2s. Further, ζ = (ζ1, . . . , ζs) ∈ C0|s is defined by ζα = ξα + iξα+s for all
α = 1, . . . , s. Then, the invariant measure on E0 is chosen as
dx := (−1) s(s−1)2 dqdpdξ = (2i)sdqdpdζdζ, (5.12)
where dqdp := dqm+r · · · dq1dpm+r · · · dp1, dξ := dξ2s · · · dξ1 and dζdζ := dζsdζs · · · dζ1dζ1.
The corresponding Berezin integration, defined in (2.5), reads as∫
dx f(x) := (2i)s
∫
R2m
dqmdpm · · · dq1dp1
(
∂qm+r · · · ∂qm+1∂pm+r · · · ∂pm+1∂ζs∂ζs · · · ∂ζ1∂ζ1 f(x)
)
with f ∈ L1(E0). The next Lemma is obtained by direct computations.
Lemma 5.15 Let κ~ =
(
2pi
~
)m
(i~)r(ε~)s(−1) r(r+1)2 . The following identities hold
∀ϕ ∈ S(Rm|r),
∫
dqdp ei~qpϕ(q) =
κ~
(ε~)s
ϕ(0), (5.13)
∀ϕ ∈ Hol(C0|s), (2i)s
∫
dζdζ e
i~ε
2
ζζϕ(ζ) = (~ε)sϕ(0), (5.14)
∀f ∈ S(E0),
∫
dxdy ei~ω(x,y)f(x) = κ2~f(0). (5.15)
For ϕ,ψ ∈ HS = L2(Rm|r) ⊗ Hol(C0|s), with ϕ or ψ in H∞S = S(Rm|r) ⊗ Hol(C0|s), the
associated Wigner function on E0 is defined as
V
(
ϕ,ψ
)
(x) := 〈ϕ,U(x)ψ〉, (5.16)
where 〈−,−〉 is the inner product of HS defined in (5.8). We derive several results about Wigner
functions. The next Lemma concerns their regularity.
Lemma 5.16 Let ϕ,ψ ∈ H∞S . Then, the Wigner function V (ϕ,ψ) is in L1(E0) ∩ L2(E0).
Proof According to (2.3), any function ϕ ∈ H∞S can be decomposed along odd variables:
ϕ(q, ζ) :=
∑
α∈(Z2)r+s
ϕ˜α(q
ev)Υα,
where qev = (q1, . . . , qm) denote the even variables of q and Υ := (qm+1, . . . , qm+r, ζ1, . . . , ζs)
the odd variables of (q, ζ). That is Υα = (qm+1)
α1 · · · (qm+r)αr(ζ1)αr+1 · · · (ζs)αr+s . Each x ∈ E0
decomposes as x = xev + xod, with xev ∈ R2m|0 and xod ∈ R0|k+`. By Proposition 5.5, we have
U(x) = U˜0(x
ev)
∑
γ∈(Z2)2(r+s)
(xod)γ Uγ ,
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where Uγ is an operator preserving H∞S . If ψ ∈ H∞S , the superfunction Uγψ is then smooth and
decomposes along odd variables as Uγψ(q, ζ) =
∑
α∈(Z2)2(r+s)
˜(Uγψ)α(qev)Υα. After integration
of the odd variables Υ, the Wigner function reads then as
V
(
ϕ,ψ
)
(x) =
∑
α,γ∈(Z2)2(r+s)
ε(α) (xod)γ ˜
(
V0(ϕα, (Uγψ)α¯)
)
(xev),
where ε(α) = ±1, α¯ = (1, . . . , 1)− α ∈ (Z2)2(r+s) and
V0
(
ϕα, (Uγψ)α¯
)
(Bx) :=
∫
Rm
dBq ϕα(qev)
(
U0(Bx) (Uγψ)α¯
)
(qev)
is the classical Wigner function over R2m. Since ϕ,ψ ∈ H∞S , the components ϕα and (Uγψ)α¯
are in S(Rm|0) ' S(Rm). According to [31, chap 11], we have then V0(ϕα, (Uγψ)α¯) ∈ L1(R2m)
for all possible indices α, γ ∈ (Z2)2(r+s). Therefore, the Wigner function V (ϕ,ψ) is in L1(E0).
Let J be the fundamental symmetry of HS , obtained from the ones in Examples 3.21 and
3.22 via the tensor product rule (3.6). After integration of the odd variables xod, we get∫
dx V (ϕ,ψ)(x)JV (ϕ,ψ)(x) ≤
∑
α,γ,α′,γ′
∫
R2m
dx |V0(ϕα, (Uγψ)α¯)(x)||V0(ϕα′ , (Uγ′ψ)α¯′)(x)|.
The functions ϕα, (Uγψ)α¯, ϕα′ , (Uγ′ψ)α¯′ are in S(Rm) for all α, α′, γ, γ′ ∈ (Z2)2(r+s). Hence,
according to [31, chap 11], the Wigner functions V0(ϕα, (Uγψ)α¯) and V0(ϕα′ , (Uγ′ψ)α¯′) are in
L2(R2m). Therefore, the left hand side of the display is bounded and V (ϕ,ψ) is in L2(E0). 
The next result is of crucial importance for the proof of the Stone-Von Neumann Theorem.
Proposition 5.17 (Resolution of the identity) Let ϕ,ψ ∈ S(Rm|r). For any ϕ′, ψ′ ∈ HS ,
we have the following identities:∫
dx V
(
ϕ,ϕ′
)
(−x)V (ψ′, ψ)(x) = ∫ dx 〈U(x)ϕ,ϕ′〉〈ψ′, U(x)ψ〉 = κ~〈ϕ,ψ〉〈ψ′,Pϕ′〉, (5.17)
where Pϕ′ := (−1)|ϕ′|ϕ′ is the parity operator.
Note that the first equality in (5.17) results directly from the definition of Wigner functions
while the second one is commonly named a resolution of identity.
Proof We show below the resolution of the identity for ϕ′, ψ′ ∈ H∞S . Since the inner product
〈−,−〉 is continuous, see Lemma 3.5, it suffices to prove (5.17) for ϕ′, ψ′ ∈ H∞S . The extension
to ϕ′, ψ′ ∈ HS follows then by a density argument.
Assume ϕ,ψ, ϕ′, ψ′ ∈ H∞S . By Lemma 5.16, the Wigner functions V
(
ϕ,ϕ′
)
and V
(
ψ′, ψ
)
are
in L2(E0). The left hand side of the identity (5.17) is then well-defined. Due to the definitions
(5.3), (5.8) and (5.12), it reads as
LHS = (2i)3s(−1)r(|ϕ|+|ϕ′|)
∫
dqdpdζdζdq0dζ0dζ0dq1dζ1dζ1
e
i~
2
(
2(q0−q1)p−ε( 12 ζ−ζ0)ζ+ε( 12 ζ−ζ1)ζ+εζ0ζ0+εζ1ζ1
)
ϕ(q0 − q)ϕ′(q0, ζ0)ψ′(q1, ζ1)ψ(q1 − q, ζ1 − ζ).
We perform the change of variables (q1, p) 7→ (q1 + q0, p) and integrate over the variables (q1, p).
By Equation (5.13), we obtain
LHS =
κ~
(ε~)s
(2i)3s(−1)r(|ϕ|+|ϕ′|)(−1)r
∫
dqdζdζdq0dζ0dζ0dζ1dζ1
e
i~ε
2
(
(ζ−ζ1)(ζ−ζ0)+(ζ0−ζ1)ζ0+ζ1ζ1
)
ϕ(q0 − q)ϕ′(q0, ζ0)ψ′(q0, ζ1)ψ(q0 − q, ζ1 − ζ).
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By Equation (5.14), the change of variables (ζ0, ζ, ζ) 7→ (ζ0 +ζ1,−ζ+ζ1,−ζ+ζ0) and integration
over (ζ0, ζ0) give
LHS = κ~(2i)
2s(−1)r(|ϕ|+|ϕ′|)(−1)r
∫
dqdζdζdq0dζ1dζ1
e
i~ε
2
(
ζζ+ζ1ζ1
)
ϕ(q0 − q)ϕ′(q0, ζ1)ψ′(q0, ζ1)ψ(q0 − q, ζ).
Then, the change of variables (q, q0) 7→ (q0 − q, q1) yields
LHS = κ~(2i)
2s(−1)r(|ϕ|+|ϕ′|)
∫
dqdζdζdq1dζ1dζ1
(
e
i~ε
2
(
ζζ+ζ1ζ1
)
ϕ(q)ϕ′(q1, ζ1)ψ′(q1, ζ1)ψ(q, ζ)
)
.
By definition (5.8) of the inner product, this means
LHS = κ~(−1)r(|ϕ|+|ϕ′|)(−1)r|ϕ|(−1)|ψ|(r+|ϕ′|+|ψ′|)(−1)|ϕ′||ψ′|〈ϕ,ψ〉〈ψ′, ϕ′〉.
Since 〈ϕ′, ψ′〉 is zero unless the degrees satisfy |ϕ′|+ |ψ′| = r, we obtain the announced resolution
of identity. 
Using the parity operator P, introduced in Equation (3.3), we define the operator M, which
acts on ϕ ∈ HS by
(Mϕ)(q, ζ) := Pϕ(−q,−ζ). (5.18)
If we split q ∈ Rm|r as q = qev + qod with qev ∈ Rm|0 and qod ∈ R0|r, we have (Mϕ)(q, ζ) =
ϕ(−qev, qod, ζ) and (Pϕ)(q, ζ) = ϕ(qev,−qod,−ζ).
Lemma 5.18 Let ϕ,ψ ∈ HS with ϕ or ψ in H∞S . The Wigner function satisfies the following
property:
∀x ∈ E0, V
(
ϕ,ψ
)
(−x) = (−1)r+|ϕ|+|ψ|V (Mϕ,Mψ)(x).
Proof Let x = (q, p, ξ) ∈ E0 and ζ = ξ + iIξ ∈ C0|s. By Equations (5.16), (5.8) and (5.3), we
have
V
(
ϕ,ψ
)
(−x) = (2i)s
∫
dq0dζ0dζ0 e
i~
2
(
ζ0ζ0+(q+2q0)p+(
1
2
ζ+ζ0)ζ
)
ϕ(q0, ζ0)ψ(q0 + q, ζ0 + ζ).
The result follows from the change of variables (q0, ζ0, ζ0) 7→ (−q0,−ζ0,−ζ0). 
The twisted convolution on E0 is defined as(
f (1) ∗ f (2))(x) := ∫
E0
dy f (1)(y)f (2)(x− y)e i~2 ω(y,x), (5.19)
for any smooth functions with compact support f (1), f (2) ∈ D(E0) (see [30] for the non-graded
case).
Lemma 5.19 The twisted convolution extends uniquely to L1(E0) and turns it into a Banach
algebra.
Proof Let f (1), f (2) ∈ D(E0) and recall that E0 = R2m|k+`. Using the decomposition (2.3) of
functions along odd variables, we get
f (1)(x) =
∑
β∈(Z2)k+`
f˜
(1)
β (x
ev) (xod)β, f (2)(x) =
∑
γ∈(Z2)k+`
f˜
(2)
γ (x
ev) (xod)γ ,
f (1) ∗ f (2)(x) =
∑
α∈(Z2)k+`
˜(f (1) ∗ f (2))α(xev) (xod)α,
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where x ∈ E0 is decomposed as x = xev + xod with xev ∈ R2m|0 and xod ∈ R0|k+`. In view of
(5.19), for any α ∈ (Z2)k+`, there exist positive constants cα,β,γ such that∫
R2m
dx |(f (1) ∗ f (2))
α
(x)| ≤
∑
β,γ
cα,β,γ
∫
R4m
dxdy |f (1)β (y)||f (2)γ (x− y)|
≤
∑
β,γ
cα,β,γ
∫
R4m
dxdy |f (1)β (y)||f (2)γ (x)| =
∑
β,γ
cα,β,γ‖f (1)β ‖L1‖f (2)γ ‖L1 .
This exactly means that f (1) ∗ f (2) is in L1(E0) (see Equation (2.5) and below). 
On Wigner functions, the twisted convolution can be explicitly computed in some cases.
Lemma 5.20 Let ϕ,ψ ∈ S(Rm|r). For any ϕ′, ψ′ ∈ HS , we have
∀x ∈ E0,
(
V (ϕ′, ψ) ∗V (ϕ,ψ′)
)
(x) = κ~〈ϕ′, ψ′〉 V (ϕ,Pψ)(x).
Proof By definition, the left hand side of the above display is equal to
LHS =
∫
dy V
(
ϕ′, ψ
)
(y)V
(
ϕ,ψ′
)
(x− y) e i~2 ω(y,x).
Using the definition of Wigner functions, Equation (5.11) and ω(y,x) = −ω(x,y), we get
V
(
ϕ,ψ′
)
(x− y) e i~2 ω(y,x) = 〈ϕ,U(x)U(−y)ψ′〉 = V (U(−x)ϕ,ψ′)(−y).
The resolution of the identity (5.17) yields then LHS = κ~〈ϕ′, ψ′〉 〈U(−x)ϕ,Pψ〉 and the result
follows. 
6 Stone-von Neumann theorem
From now on, ~ is a fixed non-zero real. The aim of this section is to prove the theorem below.
Theorem 6.1 (extended Stone-von Neumann) Let H be a Hilbert superspace of parity
σ ∈ {0, 1} and (H, pi0, pi) be a strong SUR of the Heisenberg supergroup H2m|k,` such that
central elements act by pi(0, t) = ei~t1l, for all t ∈ R. Consider the Schro¨dinger representation
(HS , U0, U) of H2m|k,`, with parameter ~, and parity σ if k + ` is odd. Then, (H, pi0, pi) is
equivalent to the tensor product of (HS , U0, U) with the trivial representation on a Hilbert
superspace HR.
The next section deals with the notion of integrated representation. This and the results
obtained in Section 5.4 are the foreground for the proof of the theorem in the case k + ` even,
which is performed in Section 6.2. Eventually, in Section 6.3, we reduce the case k + ` odd to
the case k + ` even, which concludes the proof.
6.1 Preliminaries
We refer to elements in the Heisenberg supergroup H2m|k,` as couples (x, t) ∈ E0 × R1|0, with
E0 = R2m|k+` and we suppose that k + ` is even. Let (H, pi0, pi) be a strong SUR of H2m|k,`
such that, for all t ∈ R, pi(0, t) = ei~t1l, with ~ ∈ R×. We set pi(x) := pi(x, 0) for all x ∈ E0.
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According to the group law (2.10) of H2m|k,`, this defines a projective representation of the
Abelian supergroup E0 such that
pi(x)pi(x′) = e
i~
2
ω(x,x′)pi(x + x′). (6.1)
The integrated representation pi : D(E0) → End(H∞) is the map defined by the following
expression,
pi(f) :=
∫
E0
dx f(x)pi(x).
Lemma 6.2 The integrated representation extends uniquely as a Banach algebra morphism
pi : L1(E0)→ B(H).
Proof The decomposition along the odd variables of pi(x) reads as (see Proposition 5.5): pi(x) =
pi(xev)
∑
α∈(Z2)k+` (x
od)αpiα. After integration of the odd variables x
od, this yields to
pi(f) =
∑
α∈(Z2)k+`
ε(α)
(∫
R2m
dx fα(x)pi0(x)
)
piα¯,
where α¯ = (1, . . . , 1)− α ∈ (Z2)k+` and ε(α) = ±1 is defined in Example 3.21. Since (H, pi0, pi)
is a strong SUR, there exists a fundamental symmetry J such that (H, pi0) is unitary w.r.t. the
scalar product (−,−)J . Denoting by ‖ − ‖ the operator norm associated to (−,−)J , we have
‖pi0(x)‖ = 1 for all x ∈ R2m and then
‖pi(f)‖ ≤
∑
α∈(Z2)k+`
∫
R2m
dx |fα(x)|‖piα¯‖ ≤ C
∑
α∈(Z2)k+`
‖fα‖L1 ,
where C = supα ‖piα‖ is a finite number by Proposition 5.5. This shows both that pi(f) is a
well-defined bounded operator and that pi is a continuous map.
By definition, for any f1, f2 ∈ L1(E0), we have
pi(f1 ∗ f2) =
∫
dxdy f1(y)f2(x− y)e i~2 ω(y,x)pi(x).
The change of variables x 7→ x + y and Equation (6.1) lead then to pi(f1 ∗ f2) = pi(f1)pi(f2). 
According to Equation (6.1), the following equalities hold
pi(f)pi(y) = pi
(
e
i~
2
ω(·,y)f(· − y)
)
, pi(y)pi(f) = pi
(
e−
i~
2
ω(·,y)f(· − y)
)
. (6.2)
Following [30], we obtain
Lemma 6.3 The representation pi is faithful on L1(E0).
Proof Let f ∈ L1(E0) such that pi(f) = 0. We have to prove that f = 0 almost everywhere.
Denoting by 〈−,−〉H the inner product on H and using Equation (6.2), we have, for all u, v ∈ H,
y ∈ E0,
0 = 〈pi(y)pi(f)pi(−y)u, v〉H,
= 〈pi(e− i~2 ω(·,y)e i~2 ω(·−y,−y)f)u, v〉H,
=
∫
dx e−i~ω(x,y)〈f(x)pi(x)u, v〉H.
Thus by the Fourier inversion theorem, 〈f(x)pi(x)u, v〉H = 0 almost everywhere. Since this is
true for any u, v ∈ H, we conclude that f = 0 almost everywhere. 
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6.2 Proof of the theorem in the even case
In this section, we prove Theorem 6.1 under the assumption that the odd dimension k + ` of
the Heisenberg supergroup H2m|k,` is even. The strategy of our proof is adapted from the one
in the non-graded case given in [30]. Namely, we start by choosing special states ϕP, ψP, so
that their Wigner function V (ϕP, ψP) defines a projector P = pi
(
V (ϕP, ψP)
)
via the integrated
representation. Contrary to the non-graded case, the projector P may not be orthogonal.
Therefore, the image HR = Im(P) may not inherit a Hilbert superspace structure from H. We
construct one in (6.5), from the integrated representation of another Wigner function. Finally,
we define an operator Φ : HS⊗ˆHR → H in Equation (6.6) and prove in Lemmas 6.6-6.8 that Φ
is a superunitary intertwiner between the representation maps U ⊗ 1l and pi.
In the whole section, the inner products are denoted by 〈−,−〉 on HS and 〈−,−〉H on H.
Recall that H∞S = S(Rm|r) ⊗ Hol(C0|s). Let ϕP, ψP ∈ S(Rm|r) ⊆ H∞S be two functions such
that
MϕP = ϕP, MψP = ψP, |ϕP| = r mod 2, |ψP| = 0, κ~〈ϕP, ψP〉 = 1, (6.3)
where M is the operator defined in (5.18) and κ~ ∈ C is defined in Lemma 5.15. For instance,
we can choose any non-zero function ψP ∈ S(Rm|r) of degree 0 and take ϕP = bJψP with J a
fundamental symmetry of HS and b ∈ C defined by b := (κ~〈JψP, ψP〉)−1.
Lemma 6.4 The operator P := pi
(
V (ϕP, ψP)
) ∈ B(H) is a bounded projector satisfying
∀y ∈ E0, Ppi(y)P = κ~V
(
ϕP, ψP
)
(y)P.
Moreover, the superadjoint operator of P is given by P† = pi
(
V (ψP, ϕP)
)
.
Proof By Lemma 5.16 the Wigner function V (ϕP, ψP) is in L
1(E0), and by Lemma 6.2 its
integrated representation P = pi
(
V (ϕP, ψP)
)
is a bounded operator.
By Equation (6.2), we have
Ppi(y)P = Ppi
(
e−
i~
2
ω(·,y)V
(
ϕP, ψP
)
(· − y)
)
= pi
(
V (ϕP, ψP)
)
pi
(
V (ϕP, U(−y)ψP)
)
.
Using successively Lemma 6.2 and Lemma 5.20, we get
Ppi(y)P = κ~V
(
ϕP, ψP
)
(−y)pi(V (ϕP,PψP)),
and, by Lemma 5.18 and Equation (6.3), we obtain that Ppi(y)P = κ~V
(
ϕP, ψP
)
(y)P. Taking
y = 0, this implies that P2 = P is a projector.
For any ϕ,ψ ∈ S(Rm|r), we have V (ϕ,ψ)(−x) = 〈ϕ,U(−x)ψ〉 = (−1)|ϕ||ψ|V (ψ,ϕ)(x). As
pi(x)† = pi(−x), we deduce that
pi
(
V (ϕ,ψ)
)†
= (−1)|ϕ||ψ|pi(V (ψ,ϕ)). (6.4)
Taking ϕ = ϕP and ψ = ψP, the expression of P
† follows. 
Since P is an operator of degree 0, the space HR := Im(P) inherits of a Z2-grading from H.
Thanks to Lemma 6.2 and Lemma 5.16, the operator V = κ~ pi
(
V (ϕP, ϕP)
)
is bounded on H.
It allows us to introduce the following inner product on HR,
∀v, v′ ∈ HR, 〈v, v′〉R := (−1)rσ〈Vv, v′〉H, (6.5)
where σ is the parity of H. Note that, extending 〈−,−〉H by A-bilinearity as in Equation (4.9),
the inner product reads also as 〈v, v′〉R = κ~
∫
dx 〈ϕP, U(x)ϕP〉〈v, pi(x)v′〉H.
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Lemma 6.5 The superspace HR endowed with the inner product 〈·, ·〉R is a Hilbert superspace.
Proof We split the proof into two cases, according to the parity of HS , i.e. the parity of r.
If r is even, we can choose an element ψP = ϕP of degree 0, invariant under the operator
M and such that κ~〈ϕP, ϕP〉 = 1. Then, we have 〈v, v′〉R = 〈Pv, v′〉H = 〈v, v′〉H and P† = P.
Hence, HR is a Hilbert sub-superspace of H by Corollary 3.14.
If r is odd, the function ϕP is of degree 1 and the function ψP is of degree 0. As a consequence,
we have 〈ϕP, ϕP〉 = 〈ψP, ψP〉 = 0. Then, both operators V and V′ := − 1κ~ pi
(
V (ψP, ψP)
)
are
odd. Using Lemma 6.2 and Lemma 5.20, we obtain that
PP† = P†P = 0, VV′ = P†, V′V = P, V2 = (V′)2 = 0,
and Equation (6.4) yields to
V† = V, (V′)† = −V′.
In particular, we have
V(Im(P)) ⊆ Im(P†), V(Im(P†)) = 0, V′(Im(P)) = 0, V′(Im(P†)) ⊆ Im(P).
As PP† = P†P = 0, we deduce that P+P† is an orthogonal projector. By Corollary 3.14, this
means that HP := Im(P) ⊕ Im(P†) is a Hilbert sub-superspace of H. Note that, as P†P = 0,
HR = ImP is an isotropic subspace of HP for the inner product of H.
We define a degree zero operator Ψ as follows
Ψ : HR → Span(ϕP, ψP)⊗HP , v 7→ 1√
2
(
ψP ⊗ v + (−1)σ κ~ ϕP ⊗Vv
)
,
where σ ∈ Z2 is the parity of H. The operator Ψ is injective and satisfies
∀v, v′ ∈ HR, 〈Ψ(v),Ψ(v′)〉H = 〈v, v′〉R.
Therefore, to prove that (HR, 〈−,−〉R) is a Hilbert superspace, it suffices to prove that Ψ(HR)
is a Hilbert sub-superspace of Span(ϕP, ψP)⊗HP .
Consider w ∈ Ψ(HR) ∩ Ψ(HR)⊥. As w ∈ Ψ(HR), there exists v ∈ HR such that w = ψ(v).
The relation w ∈ Ψ(HR)⊥ yields then 〈Vv, v′〉H = 0 for all v′ ∈ HR = ImP. By the equality
V†P† = VP† = 0, we have that 〈Vv, v′′〉H = 0 for all v′′ ∈ ImP†. Hence, Vv is orthogonal to all
elements in the Hilbert superspace HP = Im(P)⊕Im(P†), that is Vv = 0. As a consequence, we
get that v = Pv = V′Vv = 0 and then w = ψ(v) = 0. This proves that Ψ(HR) ∩Ψ(HR)⊥ = 0.
For any u0, u1 ∈ HP we set
v =
1√
2
(
Pu0 + (−1)σV′u1
)
, w0 = u0 − 1√
2
v, w1 = Pu1 − (−1)σVw0,
so that v ∈ HR and w0, w1 ∈ HP . Direct computations show that
w = ψP ⊗ w0 + κ~ ϕP ⊗ w1 ∈ Ψ(HR)⊥,
ψP ⊗ u0 + κ~ ϕP ⊗ u1 = w + Ψ(v).
Together with Ψ(HR)∩Ψ(HR)⊥ = 0, this shows that Span(ϕP, ψP)⊗HP = Ψ(HR)⊥⊕Ψ(HR).
By Theorem 3.13, Ψ(HR) is then a Hilbert sub-superspace and the conclusion follows. 
We introduce a homogeneous linear map of degree 0 defined by
Φ :HS⊗ˆHR → H,
ϕ⊗ v 7→ (−1)|ϕ|
∫
dx 〈U(x)ϕP, ϕ〉pi(x)v.
(6.6)
In the remaining of the section, we prove that this operator is a superunitary intertwiner between
the representations pi and U ⊗ 1l.
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Lemma 6.6 The operator Φ is defined and bounded on the whole Hilbert superspace HS⊗ˆHR.
Proof Let ϕ ∈ H∞S and v ∈ HR. By Lemma 5.16, the function fϕ : x 7→ 〈U(x)ϕP, ϕ〉 =
V (ϕP, ϕ)(−x) is in L1(E0). The operator pi(fϕ) is then bounded by Lemma 6.2. Hence, Φ(ϕ⊗
v) = pi(fϕ)(v) pertains to H and Φ is a well-defined operator on the algebraic tensor product of
H∞S and HR.
Since (H, pi0, pi) is a strong SUR, there exists a fundamental symmetry J such that (H, pi0)
is unitary w.r.t. the scalar product (−,−)J . For all ϕ,ϕ′ ∈ H∞S and v, v′ ∈ HR, the operator Φ
satisfies(
Φ(ϕ⊗ v),Φ(ϕ′ ⊗ v′))
J
= (−1)|ϕ|+|ϕ′|+r(σ+|v|)+σ|ϕ|+|ϕ′||v|
∫
dxdy 〈U(x)ϕP, ϕ〉〈U(y)ϕP, ϕ′〉〈pi(x)v, Jpi(y)v′〉.
The operators U(x) and pi(x) can be decomposed along odd variables (see Proposition 5.5):
U(x) = U0(x
ev)
∑
γ(x
od)γUγ and pi(y) = pi0(y
ev)
∑
γ(y
od)γ
′
piγ′ . Setting x := Bx and y := By
and integrating over the odd variables xod and yod, we get(
Φ(ϕ⊗ v),Φ(ϕ′ ⊗ v′))
J
=
=
∑
α,γ,α′,γ′
εα,γ,α′,γ′
∫
R4m
dxdy (U0(x)(Uγ ϕP)α, ϕα¯)
(
U0(y)(Uγ′ ϕP)α′ , ϕ
′¯
α′
) 〈
pi0(x)piγ¯v, Jpi0(y)piγ¯′v
′〉,
where εα,γ,α′,γ′ = ±1. Using successively the change of variables y 7→ y + x and the resolution
of the identity in the variable x (see Proposition 5.17 in the case r = s = 0), we obtain(
Φ(ϕ⊗ v),Φ(ϕ′ ⊗ v′))
J
=
=
∑
α,γ,α′,γ′
εα,γ,α′,γ′
∫
dxdy (ϕα¯, U0(x)(Uγ ϕP)α)
(
U0(x)U0(y)(Uγ′ ϕP)α′ , ϕ
′¯
α′
) (
piγ¯v, pi0(y)piγ¯′v
′)
J
=
∑
α,γ,α′,γ′
κ~ εα,γ,α′,γ′
∫
dy
(
ϕα¯,Pϕ′¯α′
) (
U0(y)(Uγ′ ϕP)α′ , (Uγ ϕP)α
) (
piγ¯v, pi0(y)piγ¯′v
′)
J
.
Since the operators Uγ stabilize the space of smooth vectors H∞S , Lemma 5.16 ensures that∫
dy
∣∣(U0(y)(Uγ′ ϕP)α′ , (Uγ ϕP)α)∣∣ <∞. Moreover, the operators pi0(y) being (−,−)J -unitary,
we have
∣∣∣(piγ¯v, pi0(y)piγ¯′v′)J ∣∣∣ ≤ ‖piγ¯v‖J‖piγ¯′v′‖J . The operators piγ being bounded, we finally
obtain that
|(Φ(ϕ⊗ v),Φ(ϕ′ ⊗ v′))J | ≤ C‖ϕ‖S‖ϕ′‖S‖v‖J‖v′‖J ,
where C is a constant and ‖−‖S is a norm on HS , defined by a choice of fundamental symmetry.
This means that Φ is continuous and can be extended to the Hilbert tensor product HS⊗ˆHR.
Lemma 6.7 The operator Φ intertwines the representations U ⊗ 1l and pi.
Proof Let g = (x, t) ∈ H2m|k,`. For ϕ ∈ H∞S , we compute
Φ((U(g)⊗ 1l)(ϕ⊗ v)) = (−1)|ϕ|
∫
dy ei~t〈U(y)ϕP, U(x)ϕ〉pi(y)v
= (−1)|ϕ|
∫
dy ei~te
i~
2
ω(x,y)〈U(y − x)ϕP, ϕ〉pi(y)v = pi(g)Φ(ϕ⊗ v),
by performing the change of variables y 7→ y + x. Hence, Φ intertwines U ⊗ 1l and pi. 
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By Proposition 3.17, HS⊗ˆHR is a Hilbert superspace whose inner product is given by
∀ϕ,ϕ′ ∈ HS , v, v′ ∈ HR, 〈ϕ⊗ v, ϕ′ ⊗ v′〉 = (−1)r(σ+r)+|v||ϕ′|〈ϕ,ϕ′〉〈v, v′〉R, (6.7)
where r is the parity of HS and σ the parity of H.
Lemma 6.8 The operator Φ : HS⊗ˆHR → H is superunitary.
Proof The proof is in two steps: 1. Φ is an isometry, 2. Φ is surjective.
1. Consider ϕ,ϕ′ ∈ HS and v, v′ ∈ HR four homogeneous elements. The definition of Φ
leads to
〈Φ(ϕ⊗v),Φ(ϕ′⊗v′)〉 = (−1)(|ϕ|+|ϕ′|)(σ+1)+|v||ϕ′|
∫
dxdx′ 〈U(x)ϕP, ϕ〉〈U(x′)ϕP, ϕ′〉〈pi(x)v, pi(x′)v′〉.
The change of variables x′ = x + y and the resolution of the identity in the variable x yield
successively
〈Φ(ϕ⊗ v),Φ(ϕ′ ⊗ v′)〉
= (−1)(|ϕ|+|ϕ′|)(σ+1)+|v||ϕ′|+r|ϕ|
∫
dxdy 〈ϕ,U(x)ϕP〉〈U(x)U(y)ϕP, ϕ′〉〈v, pi(y)v′〉H,
= (−1)(|ϕ|+|ϕ′|)(σ+1)+|v||ϕ′|+r|ϕ|+|ϕ||ϕ′|κ~
∫
dy 〈U(y)ϕP, ϕP〉〈ϕ,Pϕ′〉〈v, pi(y)v′〉H.
By Lemma 5.18 and the equality MϕP = ϕP, we have
〈U(y)ϕP, ϕP〉 = V (ϕP, ϕP)(−y) = (−1)rV (ϕP, ϕP)(y) = (−1)r〈ϕP, U(y)ϕP〉.
Considering Equation (6.7) and the defintion of 〈−,−〉R, see below Equation (6.5), we get
〈Φ(ϕ⊗ v),Φ(ϕ′ ⊗ v′)〉 = (−1)(|ϕ|+|ϕ′|)(σ+1)+|v||ϕ′|+r|ϕ|+|ϕ||ϕ′|(−1)r〈ϕ,Pϕ′〉〈v, v′〉R,
= (−1)(|ϕ|+|ϕ′|+r)σ+|ϕ|(1+r+|ϕ′|)〈ϕ⊗ v, ϕ′ ⊗ v′〉.
If |ϕ| + |ϕ′| = r, then we obtain that 〈Φ(ϕ ⊗ v),Φ(ϕ′ ⊗ v′)〉 = 〈ϕ ⊗ v, ϕ′ ⊗ v′〉. Otherwise, we
have |ϕ|+ |ϕ′| = r + 1 and both inner products are zero. Hence, Φ is an isometry.
2. By Proposition 3.15, the continuous isometry Φ satisfies ImΦ ⊕ (ImΦ)⊥ = H and ImΦ,
(ImΦ)⊥ are Hilbert superspaces. The source space of Φ is stable under the representation U⊗1l.
Hence, by Lemma 6.7, the image ImΦ is stable under the representation pi. As pi is a superunitary
representation, (ImΦ)⊥ is also stable under pi. In particular, if f ∈ L1(E0), the operator pi(f)
restricts to (ImΦ)⊥. Taking f = V (ϕP, ψP), we conclude that P
(
(ImΦ)⊥
) ⊆ (ImΦ)⊥. Using
successively Equations (6.6), (5.16), Lemma 5.18 and Equation (6.3), we get
Φ(ψP ⊗ v) =
∫
dx 〈U(x)ϕP, ψP〉pi(x)v =
∫
dx V (ϕP, ψP)(−x)pi(x)v
= pi
(
V (ϕP, ψP)
)
v = v, (6.8)
for all v ∈ HR = ImP. Thus, ImP ⊆ ImΦ and P(ImΦ)⊥ ⊆ ImΦ ∩ (ImΦ)⊥ = 0. That is
P = pi(V (ϕP, ψP)) = 0 on (ImΦ)
⊥. Hence, either (ImΦ)⊥ = 0 or, by Lemma 6.3, V (ϕP, ψP) = 0
almost everywhere. By Proposition 5.17, we obtain that∫
dx V
(
ϕP, ψP
)
(−x)V (ϕP, ψP)(x) = κ~〈ϕP, ψP〉〈ϕP,PψP〉 = 1
κ~
6= 0. (6.9)
Therefore, V (ϕP, ψP) does not vanish almost everywhere and we have (ImΦ)
⊥ = 0. This means
that Φ is surjective. 
Lemmas 6.5-6.8 show that Φ is a superunitary operator between the Hilbert superspaces
HS ⊗ HR and H, which intertwines the unitary representations U ⊗ 1l and pi. This proves the
Theorem 6.1 under the assumption k + ` even.
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6.3 Proof of the theorem in the odd case
In this section, we prove Theorem 6.1 under the assumption that the odd dimension k+ ` of the
Heisenberg supergroup H2m|k,` is odd. All the way through, ~ denotes a non zero real number.
We need three preliminary Lemmas. The first one relies on the proof of Theorem 6.1 for k + `
even.
Lemma 6.9 Let k + ` be even and (H, pi0, pi) be a strong SUR of H2m|k,` such that central
elements act by pi(0, t) = ei~t1l, for all t ∈ R. Consider the Hilbert superspace HR (see Lemma
6.5 and paragraph above) and the superunitary intertwinner Φ : HS⊗ˆHR → H (see (6.6)). If
A ∈ B(H) satisfies [pi(x, t), A] = 0 for all (x, t) ∈ H2m|k,`, then there exists AR ∈ B(HR) such
that Φ−1 ◦A ◦ Φ = 1l⊗AR.
Proof Since P = pi(V (ϕP, ψP)) and V (ϕP, ψP) is of degree 0, the hypothesis implies that
[A,P] = 0. In particular, if w ∈ HR then Aw ∈ HR, and the operator AR := A|HR is in B(HR).
By Equation (6.8), we have
Φ−1(Aw) = ψP ⊗Aw = ψP ⊗ARw.
As Φ−1 is an intertwining operator, the following equalities hold for all (x, t) ∈ H2m|k,` and all
w ∈ HR,
Φ−1(pi(x, t)w) = U(x, t)ψP ⊗ w and Φ−1(Api(x, t)w) = U(x, t)ψP ⊗ARw.
Since Φ is an intertwining operator, Equation (6.8) and the previous equality yield
Φ−1 ◦A ◦ Φ (U(x, t)ψP ⊗ w) = Φ−1(Api(x, t)w),
= (1l⊗AR) (U(x, t)ψP ⊗ w) .
By Theorem 5.13, the Schro¨dinger representation is irreducible, i.e., span{U(x, t)ψP | (x, t) ∈
H2m|k−1,`} is dense in HS . Therefore, A being bounded, we deduce that Φ−1 ◦A◦Φ = 1l⊗AR.
Lemma 6.10 Let P be the parity operator on a Hilbert superspace HR of parity σ ∈ {0, 1} and
(HR, piR0 , piR) be a strong SUR of H0|1,0 such that central elements act by pi(0, t) = ei~t1l, for all
t ∈ R. We have two cases:
• if σ = 0, then (HR, piR0 , piR) extends into a strong SUR of H0|2,0;
• if σ = 1, then (HR, piR0 , piR) extends into a strong SUR of H0|1,1.
Proof By Theorem 4.18, (HR, piR0 , piR) corresponds to a strong SUR (HR, piR0 , piR∗ ) of the super
Harish-Chandra pair (R, (h0|1,0)R) associated to H0|1,0. Denote by (e1, e2, Z) a basis of (h0|2,0)R
and by (e1, e−1, Z) a basis of (h0|1,1)R, so that (e1, Z) is a basis of (h0|1,0)R and the non-vanishing
commutators are [e1, e1] = Z, [e2, e2] = Z and [e−1, e−1] = −Z. Then, extend piR∗ by R-
linearity to (h0|2,0)R by setting piR∗ (e2) = [
i
2P, pi
R∗ (e1)] and extend it to (h0|1,1)R by setting
piR∗ (e−1) = [
1
2P, pi
R∗ (e1)].
As piR∗ (e1) is an odd operator, it admits a block decomposition along the decomposition
HR = (HR)0⊕ (HR)1, namely piR∗ (e1) =
(
0 A
B 0
)
. The block decomposition of the parity operator
is P =
(
1 0
0 −1
)
, so that
piR∗ (e2) = i
(
0 A
−B 0
)
and piR∗ (e−1) =
(
0 A
−B 0
)
.
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A direct consequence is
[piR∗ (e1), pi
R
∗ (e2)] = 0 = [pi
R
∗ (e1), pi
R
∗ (e−1)] .
Since [piR∗ (e1), piR∗ (e1)] = piR∗ (Z) = i~1l, we have 2
(
AB 0
0 BA
)
= i~1l and then
[piR∗ (e2), pi
R
∗ (e2)] = i~1l and [piR∗ (e−1), piR∗ (e−1)] = −i~1l .
This means that the extensions of piR∗ to (h0|2,0)R and to (h0|1,1)R are Lie superalgebra morphisms.
Moreover, using the equalities piR∗ (e1)† = −piR∗ (e1) and P† = (−1)σP, we get
piR∗ (e2)
† = [piR∗ (e1)
†, (
i
2
P)†] = −(−1)σpiR∗ (e2) and piR∗ (e−1)† = [piR∗ (e1)†, (
1
2
P)†] = (−1)σpiR∗ (e2).
Hence, the extensions of piR∗ yield strong SUR’s of the super Harish-Chandra pairs (R, (h0|2,0)R)
if σ = 0 and (R, (h0|1,1)R) if σ = 1. Using again the equivalence stated in Theorem 4.18, these
become strong SUR’s of H0|2,0 and H0|1,1 respectively. 
Lemma 6.11 Let k + ` be odd, H be a Hilbert superspace of parity σ ∈ {0, 1} and (H, pi0, pi)
be a strong SUR of H2m|k,` such that central elements act by pi(0, t) = ei~t1l, for all t ∈ R. We
have two cases:
• if σ = ` mod 2, then (H, pi0, pi) extends into a strong SUR of H2m|k+1,`
• if σ = `+ 1 mod 2, then (H, pi0, pi) extends into a strong SUR of H2m|k,`+1.
Proof For this proof, we assume that k > 0 for simplicity of presentation. The remaining case
(k = 0 and ` > 0) is similar and left to the reader.
According to Proposition 5.5, the restrictions of (H, pi0, pi) to the subgroup H2m|k−1,` ≤
H2m|k,` and to its centralizer H0|1,0 ≤ H2m|k,` are strong SUR’s. The central elements also act
by pi(0, t) = ei~t1l for both sub-representations. According to the previous section, there exists
a Hilbert superspace HR (see Lemma 6.5 and paragraph above) and a superunitary operator
Φ : HS⊗ˆHR → H (see (6.6)) which intertwines the representation (H, pi0, pi), restricted to
H2m|k−1,`, and the tensor product of the Schro¨dinger representation (HS , U0, U) of H2m|k−1,`
with the trivial representation on HR.
Since [pi(x, t), pi(y, t′)] = 0 for all (x, t) ∈ H2m|k−1,` and (y, t′) ∈ H0|1,0, Lemma 6.9 applies
to the operators pi(y, t′). As a result, there exists a strong SUR (HR, piR0 , piR) of H0|1,0 such that
Φ−1 ◦ pi(y, t′) ◦Φ = 1l⊗ piR(y, t′) for all (y, t′) ∈ H0|1,0. Of course, we have pi(0, t) = ei~t1l for all
t ∈ R.
According to Lemma 6.10, the strong SUR (HR, piR0 , piR) of H0|1,0 extends as a strong SUR
of H0|2,0 (if σ(HR) = 0) or H0|1,1 (if σ(HR) = 1). Then, the map
pi : (x, t)× (y, t′) 7→ Φ ◦ (U(x, t)⊗ 1l + 1l⊗ piR(y, t′)) ◦ Φ−1,
defines a strong SUR (H, pi0, pi) on H of the direct product H2m|k−1,` × H0|2,0 (if σ(HR) = 0)
or H2m|k−1,` × H0|1,1 (if σ(HR) = 1). Since the center of both factors acts in the same way,
(H, pi0, pi) descends as a strong SUR of H2m|k+1,` (if σ(HR) = 0) or H2m|k,`+1 (if σ(HR) = 1).
By definition of Φ−1 and piR, the restriction of that strong SUR to H2m|k,` is (H, pi0, pi). As the
parity of HS is given by k − 1 mod 2 = ` mod 2, the represented supergroup is H2m|k+1,` if
σ(H) = ` mod 2 and H2m|k,`+1 if σ(H) = `+ 1 mod 2. 
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Consider a strong SUR (H, pi0, pi) of H2m|k,`, with k + ` odd and H of parity σ ∈ {0, 1},
such that central elements act by pi(0, t) = ei~t1l for all t ∈ R. By Lemma 6.11, (H, pi0, pi)
admits an extension as a strong SUR of H2m|k+1,` if σ = ` mod 2 or of H2m|k,`+1 if σ = ` + 1
mod 2. Denote by (HS , U0, U) the Schro¨dinger representation with parameter ~ ∈ R× of the
extended supergroup H2m|k+1,` or H2m|k,`+1. As the odd dimension of both supergroups is even,
Theorem 6.1 applies to the extension of (H, pi0, pi). Hence, there exists a Hilbert superspace HR
and a superunitary intertwiner Φ : HS ⊗ HR → H between the strong SUR’s (H, pi0, pi) and
(HS ⊗ HR, U0 ⊗ 1l, U ⊗ 1l) of the extended supergroup (H2m|k+1,` or H2m|k,`+1). The operator
Φ interwines automatically the restrictions of both strong SUR’s to H2m|k,`. According to
Definition 5.8, the restriction of (HS , U0, U) to H2m|k,` is the Schro¨dinger representation of
H2m|k,` with parameter ~ and parity σ. This concludes the proof of Theorem 6.1.
7 Applications
We provide now several applications of the Stone-von Neumann Theorem 6.1.
7.1 Strong superunitary dual
Recall that two strong SUR’s of the Heisenberg supergroup H2m|k,` are equivalent if and only if
there exists a superunitary intertwiner between them.
Definition 7.1 The strong superunitary dual of the Heisenberg supergroup H2m|k,` is the
set of equivalence classes of graded-irreducible strong SUR’s of H2m|k,`. 
In the following, we will prove that every graded-irreducible strong SUR (strong SUIR) of
H2m|k,` is built from the following ones:
• the trivial representations (Cj , 1l, 1l), where j ∈ {0, 1, 2, 3} and Cj is the Hilbert superspace
of dimension 1 such that a normalized vector ej ∈ Cj satisfies 〈ej , ej〉 = ij ;
• the representations (Cj , pia,b0 , pia,b), where j ∈ {0, 1, 2, 3} and a, b ∈ Rm are such that
pia,b0 (Bq,Bp, t) = e
i(aBq+bBp) and pia,b(q, p, ζ, ζ, t) = ei(aq
ev+bpev),
for all (q, p, ζ, ζ, t) ∈ H2m|k,` (see notations of (5.18));
• the Schro¨dinger representations with parameter ~ ∈ R×, and parity σ ∈ {0, 1} if k + ` is
odd, denoted by (H(σ)S , U~0 , U~).
Lemma 7.2 Let (H, pi0, pi) be a strong SUIR of H2m|k,`. There exists ~ ∈ R such that, for all
t ∈ R, the elements (0, t) in the center of H2m|k,` act by pi(0, t) = ei~t1l.
Proof By definition of a strong SUR, the representation (H, pi0) is unitarizable. Namely, there
exists a fundamental symmetry J turning (H, (−,−)J) into a Hilbert space and such that the
operators pi0(x, t) are J-unitary (i.e. unitary w.r.t. (−,−)J) for all (x, t) in the body of H2m|k,`.
The operators ipi∗(X), with X ∈ (Bh2m|k,`)0, are then J-selfadjoint operators. In particular,
denoting by Z the infinitesimal generator of the center, with eZ = (0, 1), the operator ipi∗(Z) is
a J-selfadjoint operator of degree 0.
Assume that the spectrum of ipi∗(Z) is not a singleton. Then, its spectral measure splits into
two non-trivial parts, which produce two J-orthogonal projectors P1, P2 of degree 0. Since Z is
in the center, the operators P1 and P2 commute with all the representing operators pi(x, t), with
(x, t) ∈ H2m|k,`. Hence, P1H and P2H are proper closed (pi0, pi)-invariant graded subspaces of
H. It is a contradiction with the graded-irreducibility of pi. Therefore, the spectrum of ipi∗(Z)
is a singleton, that we denote by ~ ∈ R. This means that pi(0, t) = ei~t1l for all t ∈ R. 
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Theorem 7.3 Up to equivalence, the strong SUIR’s of H2m|k,` are given by
(i) the strong SUIR’s (Cj , pia,b0 , pia,b) with j ∈ {0, 1, 2, 3} and a, b ∈ Rm;
(ii) the strong SUIR’s (H(σ)S ⊗Cj , U~0 ⊗ 1l, U~ ⊗ 1l), with j ∈ {0, 1, 2, 3} and ~ ∈ R×, as well as
σ ∈ {0, 1} if k + ` is odd.
Moreover, the above strong SUIR’s are all inequivalent if k + ` is even. If k + ` is odd, the only
isomorphic ones are those of type (ii) with same parameters σ ∈ {0, 1} and ~ ∈ R×, and whose
parameters j, j′ ∈ {0, 1, 2, 3} satisfy ij′+j−1 = (−1)`sign(~).
Proof I. We start by proving that any strong SUIR of the Heisenberg supergroup H2m|k,` is of
the type (i) or (ii). Consider a strong SUIR (H, pi0, pi) of H2m|k,`. By Lemma 7.2, there exists
~ ∈ R such that, for all t ∈ R, the elements (0, t) in the center of H2m|k,` act by pi(0, t) = ei~t1l.
Assume that ~ 6= 0. Then, the Stone-von Neumann Theorem 6.1 applies. As a result,
(H, pi0, pi) is equivalent to the tensor product (H(σ)S ⊗HR, U~0 ⊗1l, U~⊗1l), with σ ∈ {0, 1} if k+`
is odd. Since (H, pi0, pi) is graded-irreducible, (HR, 1l, 1l) is also graded-irreducible. This implies
that HR is one-dimensional, equal to Cj for some j ∈ {0, 1, 2, 3}.
Assume that ~ = 0, i.e., the center acts trivially. Then, (H, pi0, pi) descends as a strong SUIR
of the Abelian supergroup R2m|k+`. The infinitesimal representation induces a representation
pi∗ of the universal enveloping algebra U(R2m|k+`) = U(R2m|0) ⊗ U(R0|k+`), where U(R0|k+`) '∧
Rk+` is a Grassmann algebra. Consider an elementX ∈ U(R0|k+`) of maximal (tensor) degree j
such that
pi∗(X) 6= 0, pi∗(
∧
j+1Rk+`) = 0.
Then, pi∗(X)H is a closed (pi0, pi)-invariant graded subspace of H. Since (H, pi0, pi) is graded-
irreducible and pi∗(X) 6= 0, this implies that pi∗(X)H = H. Hence, pi∗(X2) = pi∗(X)2 6= 0. As
X2 is of degree 2j, this is possible only if j = 0. In other words, U(R0|k+`) acts trivially on H
and (H, pi0) is then an irreducible representation of R2m. As (H, pi0) is unitarizable, the space
H is of dimension 1, equal to Cj for some j ∈ {0, 1, 2, 3}, and pi0 = pia,b0 for some a, b ∈ Rm (see
e.g [30]).
II. Now, we prove that any two strong SUIR’s of type (i) or (ii) are inequivalent, except in
the stated case.
If two strong SUIR’s are equivalent, the action of the central elements is the same. Hence,
strong SUIR’s of type (i) and (ii) are inequivalent and two strong SUIR’s of type (ii) are equiv-
alent only if they have same parameter ~. Moreover, equivalent strong SUIR’s have isometric
Hilbert superspaces. Hence, two strong SUIR’s of type (i) are isometric only if they have same
parameter j and, if k + ` is odd, two strong SUIR’s of type (ii) are isometric only if they have
same parameter σ. Clearly, two equivalent strong SUIR’s restrict as equivalent unitarizable
representations of the body group. Hence, (Cj , pia,b0 ) and (Cj , pi
a′,b′
0 ) are equivalent only if a = a
′
and b = b′ (see e.g [30]).
Consider two equivalent strong SUIR’s of type (ii), (H(σ)S ⊗Cj , U~0 ⊗ 1l, U~ ⊗ 1l) and (H(σ)S ⊗
Cj′ , U~0 ⊗ 1l, U~ ⊗ 1l), intertwined by
Ψ : H(σ)S ⊗ Cj → H(σ)S ⊗ Cj′ .
It only remains to determine which are the possible values of j, j′ ∈ {0, 1, 2, 3} = Z4. We define
the maps Φj,j′ : HS⊗Cj → HS⊗Cj′ , given by Φj,j′(ϕ⊗ej) := ϕ⊗ej′ . These maps are invertible,
and satisfy
(Φj,j′)
†Φj,j′ = (−1)(j+σ)(j′−j)ij′−j1l.
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There exists an operator T such that Ψ = Φj,j′◦(T⊗1l), with T ∈ B(H(σ)S ). It satisfies |T | = j′−j
mod 2 and TU~(g) = U~(g)T for any g ∈ H2m|k,`.
If k + ` is even, then T is a homogeneous intertwiner of the Schro¨dinger representation.
The latter is irreducible by Theorem 5.13, so that Schur’s Lemma (Proposition 4.13) applies.
Therefore, we have T = λ1l for some λ ∈ C. The superunitarity of Ψ = λΦj,j′ implies that
j = j′. Hence, all listed SUIR’s are inequivalent if k + ` is even.
If k + ` is odd, then T is an intertwiner of degree j′ − j of the Schro¨dinger representation,
which is graded-irreducible by Corollary 5.14. By Proposition 4.13, either T = λ1l if j′−j is even
or T = λA for some fixed odd operator A if j′ − j is odd. In the first case, the superunitarity
of Ψ = λΦj,j′ implies that j = j
′. In the remaining case, the operator A can be defined from
the extension of the Schro¨dinger representation to the supergroups H2m|k+1,` or H2m|k,`+1 (see
Lemma 6.11), as the representing operator of the extra dimension of those supergroups. It
satisfies
A2 = (−1)σ+` i~
2
1l, A† = −A and AU~(g) = U~(g)A,
for all g ∈ H2m|k,`. Then, the operator λΦj,j′ ◦ (A⊗ 1l) is a superunitary intertwiner if and only
if the following operator is the identity:
(λΦj,j′ ◦A)†(λΦj,j′ ◦A) = −|λ|2A ◦ Φ†j,j′ ◦ Φj,j′ ◦A
= (−1)σ+j+1ij′−j |λ|2A ◦A
= (−1)`+j+1ij′−j+1|λ|2~
2
1l.
This means that |λ| =
√
2
|~| and i
j′+j−1 = (−1)`sign(~). Hence, the only non-trivial superunitary
intertwiner occurs for k+` odd and relates representations with same parameters ~ and σ, whose
parameters j, j′ satisfy ij′+j−1 = (−1)`sign(~). 
7.2 Fourier transformation
In this section, we construct the group Fourier transformation and exhibit the Plancherel measure
of the Heisenberg supergroup G = H2m|k,`, with k+ ` even. This extends the previous work [14]
where ` is assumed to be 0. Other works on the Fourier transformation over supermanifolds can
be found in [32, 33, 34].
The Schro¨dinger representation of G with parameter ~ is denoted here by (H~S , U~0 , U~).
Definition 7.4 The group Fourier transformation of a function f ∈ L1(G) is the following
operator family, indexed by ~ ∈ R×,
fˆ(~) :=
∫
G
dg f(g)U−~(g) ∈ B(H−~S ). 
Due to the unimodularity of G, the group Fourier transformation obviously satisfies fˆ(~) =
(fˆ(~))† for all ~ ∈ R×. Following [16], we define the supertrace of rank one operators by
Str(|ψ〉〈ϕ|) := 〈ϕ,Pψ〉.
The resolution of the identity (Proposition 5.17) permits to extend the supertrace to other
operators.
Definition 7.5 Let T ∈ B(H~) with trace class, and ϕ,ψ ∈ S(Rm|r) with 〈ϕ,ψ〉 6= 0. We define
the supertrace of T as
Str(T ) :=
1
κ~〈ϕ,ψ〉
∫
dx 〈U~(x)ϕ, TU~(x)ψ〉. 
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The above definition does not depend on the choice of ϕ,ψ. The group Fourier transformation
admits an inversion formula, as given below.
Theorem 7.6 (Inversion formula) Let µ be the measure on R given by dµ(~) := |~|2piκ−~d~.
For any f ∈ L1(G) and g ∈ G, we have
f(g) =
∫
R
dµ(~) Str
(
fˆ(~)U−~(g−1)
)
.
The above measure µ is called the Plancherel measure of G.
Proof We need a Lemma.
Lemma 7.7 For any ~ ∈ R× and g = (q, p, ζ, ζ, t) ∈ G, we have
Str(U~(g)) = κ~e
i~tδ(p)δ(q)δ(ζ, ζ),
with the following Dirac distributions δ(q) = δ(Bq)qm+1 · · · qm+r, δ(p) = δ(Bp)pm+1 · · · pm+r,
and δ(ζ, ζ) = 1(2i)s ζ1ζ1 · · · ζsζs.
Proof By definition, we have
Str(U~(g1)) = (2i)
2s
∫
dqdpdζdζdq0dζ0dζ0 ϕ(q0 − q)ψ(q0 − q − q1, ζ0 − ζ − ζ1)
ei~(t1+(
1
2
q1−q0)p1+ 12 ( 12 ζ1−ζ0)ζ1+q1p+ 12 (ζ+ζ1−ζ0)ζ+ 12 (ζ0−ζ)ζ0).
Using the identities (5.13) on the variable p and (5.14) on the variable ζ0, we obtain
Str(U~(g1)) = (2i)
sκ~
∫
dqdζdζdq0 δ(q1)ϕ(q)ψ(q,−ζ1)ei~(t1−q0p1+ 12 ζ1ζ+ 12 ( 12 ζ1−ζ)ζ1).
The result follows then from the use of Equations (5.13)-(5.14). 
By definition of the group Fourier transformation, the right hand side of the inversion formula
reads as
RHS =
∫
dµ(~) Str
(∫
dg′ f(g′)U−~(g′)U−~(g−1)
)
=
∫
dµ(~) Str
(∫
dg′ f(g′g)U−~(g′)
)
.
If we choose a function ϕ ∈ H−~ of degree r in the definition of the supertrace, we can commute
the supertrace with the integration over g′ and with the function f . Then, we use Lemma 7.7
to get
RHS =
∫
dµ(~)dg′ f(g′g)κ−~e−i~t
′
δ(p′)δ(q′)δ(ζ ′, ζ ′)
=
∫
dµ(~)dt′ f((0, t′).g)κ−~e−i~t
′
= f(g),
due to the definition of the Plancherel measure µ. 
Corollary 7.8 We have the Parseval-Plancherel formula for the superhermitian inner product
on G: ∫
dg f1(g)f2(g) =
∫
dµ(~) Str
(
fˆ1(~)†fˆ2(~)
)
,
for any f1, f2 ∈ L2(G).
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Proof Indeed, we have
fˆ1(~)†fˆ2(~) =
∫
dgdg′ f(g)f(gg′)U−~(g′).
Using Lemma 7.7, we get
Str(fˆ1(~)†fˆ2(~)) =
∫
dgdt′ f(g)f(g.(0, t′))κ−~e−i~t
′
.
The result follows from integration of the ~-variable with respect to the Plancherel measure. 
The regular representation (L2(G), L0, L) of the Heisenberg supergroup G is defined by
∀g0 ∈ BG = H2m, g′ ∈ G, f ∈ L2(G), L0(g0)
(
f(g′)
)
:= f((g0)
−1g′),
∀g, g′ ∈ G, f ∈ (L2(G))∞, L(g) (f(g′)) := f((g)−1g),
with (L2(G))∞ the space of smooth functions on G, whose all derivatives are square integrable.
Corollary 7.9 The regular representation (L2(G), L0, L) can be decomposed via the group
Fourier transformation:
∀~ ∈ R×, g ∈ BG, f ∈ L2(G), L̂0(g)f (~) = U−~0 (g) ◦ fˆ(~),
∀~ ∈ R×, g ∈ G, f ∈ (L2(G))∞, L̂(g)f (~) = U−~(g) ◦ fˆ(~).
Proof It is a direct consequence of the inversion formula, with a change of variable. 
7.3 Metaplectic representation
Let (E,ω) be a symplectic superspace of dimension 2m|k+ `. We use the Schro¨dinger represen-
tation of the Heisenberg supergroup H(E0, ω) and previous works [5] to build the metaplectic
representation as a SUR of the metaplectic supergroup. For simplicity, we assume that the
signature is of the form (k, `) = (r + 2s, r). The other cases admit a similar treatment and are
left to the reader.
We start with algebraic preliminaries, following [5]. The orthosymplectic R-Lie superalgebra
is defined as
spo(E,ω)R := {A ∈ L(BE) | ∀X,Y ∈ BE, ω(AX,Y ) + (−1)|A||X|ω(X,AY ) = 0}.
Denote by gR := (h(E,ω))R the Heisenberg R-Lie superalgebra. The canonical Lie supebracket
on the quotient algebra U(gR)/〈Z − 1l〉 induces a R-Lie superalgebra structure on the space of
quadratic elements,
L2 := span{XY + (−1)|X||Y |Y X | X,Y ∈ gR} ⊆ U(gR)/〈Z − 1l〉,
and a linear action of L2 on the space of degree 1 elements, BE ⊆ U(gR)/〈Z − 1l〉.
Proposition 7.10 ([5], Theorem 3.5) The linear action of L2 on BE defines an isomorphism
of R-Lie superalgebras between L2 and spo(E,ω)R.
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In the sequel, we do not distinguish between L2 and spo(E,ω)R. Consider the basis (ci, eα, Z)
of gR, with (ci)1≤i≤2m a basis of R2m with degree 0 and (eα)1≤α≤2(r+s) a basis of R2(r+s) with
degree 1 (see Equation (2.14)). It induces the following basis of L2 ' spo(E,ω)R:
mij := cicj + cjci, sαβ := eαeβ − eβeα, tiα = cieα + eαci,
where 1 ≤ i, j ≤ m and 1 ≤ α, β ≤ 2(r + s). The Schro¨dinger representation (HS , U0, U∗) with
parameter ~ induces a superalgebra morphism, U∗ : U(gR)/〈Z − i~1l〉 → L(H∞S ). We define the
map µ∗ : spo(E,ω)R → L(H∞S ) by setting µ∗ := 1i~(U∗)|L2 . In the above basis we have
µ∗(mij) :=
1
i~
(
U∗(ci)U∗(cj) + U∗(cj)U∗(ci)
)
= −2i
~
U∗(ci)U∗(cj)− ωij ,
µ∗(sαβ) :=
1
i~
(
U∗(eα)U∗(eβ)− U∗(eβ)U∗(eα)
)
= −2i
~
U∗(eα)U∗(eβ)− ωαβ,
µ∗(tiα) :=
1
i~
(
U∗(ci)U∗(eα) + U∗(eα)U∗(ci)
)
= −2i
~
U∗(ci)U∗(eα) = −2i~ U∗(eα)U∗(ci). (7.1)
Proposition 7.11 ([5], Proposition 4.6) The map µ∗ : spo(E,ω)R → L(H∞S ) is a R-Lie
superalgebra morphism satisfying µ∗(X)† = −µ∗(X) for all X ∈ spo(E,ω)R.
Let GL(E0) be the supergroup of invertible A-linear transformations of E0. The orthosym-
plectic supergroup SpO(E0, ω) is defined as the sub-supergroup of GL(E0) preserving the sym-
plectic form ω,
SpO(E0, ω) := {M ∈ GL(E0) | ∀X,Y ∈ E0, ω(MX,MY ) = ω(X,Y )}.
As soon as both k and ` are non-zero, SpO(E0, ω) is not connected and we denote by SpO
0(E0, ω)
its connected component at the identity. The super Harish-Chandra pair of SpO0(E0, ω) is
(Sp(2m,R)× SO0(k, `), spo(2m|k, `)R),
where the adjoint action Ad is given by
∀M ∈ Sp(2m,R)× SO0(k, `), A ∈ spo(2m|k, `)R, AdMA = MAM−1,
the product being taken in the algebra L(BE). We denote by Mp(2m,R) the metaplectic group,
Spin0(k, `) the connected component at the identity of the spin group, and
ρ : Mp(2m,R)× Spin0(k, `)→ Sp(2m,R)× SO0(k, `)
the canonical Z2 × Z2-covering.
Definition 7.12 The metaplectic supergroup Mp(E0, ω) is a Z2 × Z2-covering of the or-
thosymplectic supergroup SpO0(E0, ω). Its associated super Harish-Chandra pair is (Mp(2m,R)×
Spin0(k, `), spo(2m|k, `)R), where the adjoint action A˜d is given by
A˜dMA = Adρ(M)A,
for all M ∈ Mp(2m,R)× Spin(k, `) and A ∈ spo(2m|k, `)R. 
If k = ` = 0, then spo(E,ω)R ' sp(2m,R) and the representation µ∗ is known to integrate
as a unitary representation of Mp(2m,R) on L2(Rm), called the metaplectic representation [30].
If m = 0, then spo(E,ω)R ' o(k, `). According to Section 5.3, the representation U∗ defines an
algebra isomorphism
End(L2(R0|r)⊗Hol(C0|s)) ' C`(2n).
Since the Lie algebra o(k, `) exponentiates in the Clifford algebra C`(2n) as the spin group
Spin(k, `), the representation µ∗ integrates as a SUR of Spin(k, `) on L2(R0|r)⊗Hol(C0|s), which
is the spinor representation. Let µ0 : Mp(2m,R) × Spin0(k, `) → U(HS) be the tensor product
of the metaplectic representation of Mp(2m,R) with the spin representation of Spin0(k, `).
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Theorem 7.13 The triple (HS , µ0, µ∗) is a SUR of the metaplectic supergroup Mp(E0, ω) on
the Hilbert superspace HS . It is called the metaplectic representation.
Proof Let us check the axioms of Definition 4.5. By definition, µ0 is a SUR of the Lie group
Mp(2m,R) × Spin0(k, `) and we have µ∗ = dµ0 on the even part of spo(E,ω)R. By Propo-
sition 7.11, the map µ∗ : spo(E,ω)R → L(H∞S ) is a R-Lie superalgebra morphism satisfying
µ∗(X)† = −µ∗(X) for all X ∈ spo(E,ω)R. Since Mp(2m)× Spin0(k, `) is connected, the condi-
tion (4.2) is automatically satisfied.
To conclude the proof, it suffices to show that the space H∞µ of smooth vectors of the
representation µ0 is equal to H∞S . On one side, by definition of µ0, we have H∞S ⊆ H∞µ . On the
other side, the restriction of dµ0 to sp(2m,R) acts by operators of type ∂xi∂xj ⊗ 1l, xi∂xj ⊗ 1l,
and xixj ⊗ 1l on L2(Rm)⊗
(
L2(R0|r)⊗Hol(C0|s)). Hence, H∞µ is included in all the domains of
powers of the operator (1 + x2 − ∂2x) ⊗ 1l, that is H∞µ ⊆ S(Rm) ⊗
(
L2(R0|r)⊗Hol(C0|s)) (see
[28, page 141]). Since H∞S = S(Rm|r+s) (see Proposition 5.3), the result follows. 
The Z2×Z2-covering introduced above extend to the supergroups, ρ : Mp(E0, ω)→ SpO0(E0, ω).
If x ∈ E0 andM ∈ Mp(E0, ω), we denote by ρ(M)x the result of the natural action SpO0(E0, ω)×
E0 → E0 on the pair (ρ(M),x).
Proposition 7.14 The metaplectic and the Schro¨dinger representations satisfy:
∀M ∈ Mp(E0, ω), g ∈ H(E0, ω), U(ρ(M)g) = µ(M)U(g)µ(M)−1,
where, using the decomposition g = (x, t) ∈ E0 × R1|0, we have ρ(M)g = (ρ(M)x, t).
Proof Since the body of the metaplectic supergroup is connected, it is enough to check the
relation at the infinitesimal level on H∞µ = H∞S , that is
∀A ∈ spo(E,ω)R, ∀X ∈ BE, U∗(AX) = [µ∗(A), U∗(X)],
where AX ∈ BE is the result of the standard action of spo(E,ω)R on BE. Identifying X and A
as elements of U(gR)/〈Z−i~1l〉 of order 1 and 2, we obtain AX = 1i~ [A,X] where the commutator
is taken in the algebra U(gR)/〈Z − i~1l〉. Since U∗ is an algebra morphism, we get that
U∗(AX) =
1
i~
U∗([A,X]) = [
1
i~
U∗(A), U∗(X)].
The result follows from the definition of µ∗. 
A Graded BCH series
Let g be a finite dimensional Lie superalgebra over the algebra A and NA the ideal of nilpotent
elements in A. For any X ∈ NA ⊗ Bg, the exponential of X is given by the sum
exp(X) =
∞∑
k=0
Xk
k!
.
Since X has nilpotent coefficients, the sum is finite and exp(X) is a formal polynomial over A.
We set g(1) := A1⊗ (gR)1 and g(0) := (NA∩A0)⊗ (gR)0. These are subspaces of (NA⊗Bg)∩g0.
Moreover, g(0) ⊕ g(1) is stable under the bracket.
A Lie polynomial is a polynomial where multiplication of variables is given by Lie bracket.
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Proposition A.1 There exists Lie polynomials BCH0 : g
(1) × g(1) → g(0) and BCH1 : g(1) ×
g(1) → g(1) such that
∀X,Y ∈ g(1), exp(X) exp(Y ) = exp(BCH0(X,Y )) exp(BCH1(X,Y )). (A.1)
Proof Clearly, there exists unique polynomials BCH0 of even degree and BCH1 of odd degree
such that Equation (A.1) is fulfilled. It remains to prove that they are Lie polynomials. Taking
X,Y, Z ∈ g(1), we compute
(exp(X) exp(Y )) exp(Z) = exp(BCH0(X,Y )) exp(BCH1(X,Y )) exp(Z)
= exp(BCH0(X,Y )) exp(BCH0(BCH1(X,Y ), Z) exp(BCH1(BCH1(X,Y ), Z)))
and
exp(X) (exp(Y ) exp(Z)) = exp(X) exp(BCH0(Y,Z)) exp(BCH1(Y,Z))
= exp(Adexp(X)BCH0(Y,Z)) exp(X) exp(BCH1(Y, Z))
= exp(Adexp(X)BCH0(Y,Z)) exp(BCH0(X,BCH0(Y,Z))
× exp(BCH1(X,BCH1(Y,Z))).
Products of polynomials of even degree is again of even degree, thus the equality of the two
above terms yields
BCH1(BCH1(X,Y ), Z) = BCH1(X,BCH1(Y,Z)).
By decomposing the polynomial BCH1 in terms of its degrees, we get BCH1(X,Y ) =
∑
k F2k+1(X,Y ),
and then ∑
i
F2i+1
(∑
j
F2j+1(X,Y ), Z
)
=
∑
i
F2i+1
(
X,
∑
j
F2j+1(Y,Z)
)
.
Since F1(X,Y ) = X + Y and F2i+1(λX, µY ) = 0 for all i ∈ N and λ, µ ∈ R, the proof in [35]
that the standard BCH series is a Lie series applies. As a result, each F2i+1 is a Lie polynomial
and BCH1 is also one. Using that the standard BCH series is a Lie polynomial on g
(1), the
equality exp(BCH(X,Y )) = exp(BCH0(X,Y )) exp(BCH1(X,Y )) implies that BCH0 is also a
Lie polynomial. 
Example A.2 The first terms of BCH1 are
BCH1(tX, tY ) = t(X + Y ) +
t3
6
(2[X, [X,Y ]] + [[X,Y ], Y ]) +O(t5),
with t ∈ R. 
Remark A.3 By Ado theorem, any Lie supergroup is locally a matrix supergroups. For ma-
trix supergroups, the exponential map defined from the flow of left invariant vector field coin-
cides with the exponential series computed in the algebra of supermatrices (see [20, Paragraph
VI.3.10]). Hence, for any Lie supergroup with Lie superalgebra g, the exponential map satisfies
eXeY = eBCH0(X,Y )eBCH1(X,Y )),
for all X,Y ∈ g(1) in a suitable neighborhood of zero. 
57
Remark A.4 Let G be a Lie supergroup. According to Proposition 2.2, it is diffeomorphic to
Gw.o.d. × g(1) via (g0, X) 7→ g0 eX . By pull-back to Gw.o.d. × g(1), the group law of G reads as
(g0, X)(g
′
0, X
′) = (g0g′0e
BCH0(Ad(g′0)−1
X,X′)
,BCH1(Ad(g′0)−1X,X
′)), (A.2)
for all g0, g
′
0 ∈ Gw.o.d. and X,X ′ ∈ g(1). 
Remark A.5 Let (G0, gR) be a super Harish-Chandra pair and G
w.o.d. the Lie supergroup
obtained from G0 by A0-scalar extension. Then, the supermanifold Gw.o.d. × g(1) endowed with
the product (A.2) is a Lie supergroup. This provides a construction of the Lie supergroup
associated to a super Harish-Chandra pair. 
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