Abstract-In this paper, we propose a two-stage variable block-size multiresolution motion estimation (MRME) algorithm. In this algorithm, a method to reduce the amount of motion information is developed, and a bit allocation method minimizing the sum of the motion information and the prediction error is obtained in the wavelet transform domain.
I. INTRODUCTION
T HE efficient digital representation of image signals is sufficiently mature that several standards are now available. These include the ITU-T H.261 standard for teleconferencing and the ISO/IEC MPEG family of standards. All of these standards are based on the same general architecture, namely, the motion-compensated temporal coding coupled with the block-based discrete cosine transform (DCT) spatial coding. One of the disadvantages of these popular image sequence coders, however, is the so-called blocky effect at low bitrate applications. Another is the inefficiency of the coding algorithm for the displaced frame difference (DFD) when the spatial correlation is relatively small [1] . It is well known that the transform coding is considered to be appropriate only when the given data are highly correlated ( , where is the first-order correlation coefficient) [2] .
The wavelet transform has recently emerged as a promising technique for image processing applications due to its flexibility in representing nonstationary image signals, and its ability in adapting to human visual characteristics. The superior performance of the wavelet transform compared with the discrete cosine transform for image compression has been well justified and reported by many others [3] , [4] . The wavelet representation provides a multiresolution/multifrequency expression of a signal with localization in both time and frequency. This property is desirable in real-world image coding applications such as the high-definition video cassette recorder (HD-VCR) using two-level bit-rate control [5] .
Zhang and Zafar applied wavelet theory to real-time video compression, and proposed the variable block-size multiresolution motion estimation (MRME) [6] . This scheme exploits the cross correlation among each layer of the wavelet pyramid structure in order to reduce the computational complexity of the motion estimation process. The motion vectors for the lowpass subimage in the lowest resolution are determined within their own frequency band and resolution, and these vectors are used as the initial biases for motion vectors in all of the other frequency bands. Therefore, if the motion vectors are not sufficiently accurate, they will influence the prediction errors at all of the frequency bands, causing nontrivial damage to the recovered image. They further examined their scheme with subpixel accuracy and applicability to multiresolution video sources, and implemented a pel-recursive algorithm in a multiresolution form [7] . Recently, several techniques were introduced for MRME by Mandal et al. [8] . In one of them, adaptive thresholding MRME (AMRME), if the dissimilarity between the reference block and the best match is greater than a threshold, the block is discarded, and the motion vectors corresponding to that block are not coded. A zero block is initialized at the corresponding place in the decoder.
In the context of motion estimation, the current standards and the above MRME schemes are based on the blockmatching algorithm [9] . Although block-matching techniques are the most widely used in image coding applications, they have several serious drawbacks: unreliable motion fields, block artifacts, and poor motion-compensated prediction along moving edges [10] . In order to obtain more reliable and homogeneous motion fields, a hierarchical block-matching algorithm has been proposed by Bierling [11] . It used distinct sizes of measurement windows at different levels of hierarchy and adaptive parameters to cope with large displacements, and to provide true displacement vector field with high resolution and accuracy.
A promising approach to solve the problem of block artifacts and to provide more accurate prediction along moving edges is to segment the motion field, and several variations of these algorithms were introduced to solve these problems [12] , [13] . The multigrid block-matching motion estimation technique, proposed by Dufaux and Kunt [13] , makes use of the fact that natural scenes frequently contain motion at different scales, and is well applied to subband coding schemes. It allows both fine-to-coarse and coarse-to-fine motion field refinements, using up/down conversion operators. Besides, due to the locally adaptive mesh refinements, based on the quadtree structure, the more precise motion vectors can be estimated on moving edges, while the amount of information decreases in uniform areas.
Another problem is to determine the appropriate precision of the motion estimate. Clearly, more precise motion vectors lead to an improved prediction, but require a higher coding cost, and conversely. The optimal tradeoff can be reached by evaluating the transmission cost due to both the prediction error and the motion information, and by minimizing their sum [14] . Thereby, a global minimization of the total bit rate is achieved.
This paper first proposes a method to reduce the entropy of the motion information, and then another method to reduce the number of motion vectors using merge operation on the quadtree structure. Because reducing the bit rate of the motion vectors generally causes the bit rate of DFD to increase, the increment of DFD must be as small as possible for the effective total bit rate to decrease. This paper is organized as follows. In Section II, several techniques for the motion estimation based on the wavelet decomposition are briefly described. In Section III, a two-stage variable block-size MRME scheme is proposed, and a typical wavelet-transform-based image sequence coder which is used to evaluate the performance of several variations of MRME algorithms is introduced. Section IV presents simulation results, and a few concluding remarks are given in Section V.
II. MOTION ESTIMATION IN THE WAVELET PYRAMID
The two-dimensional (2-D) discrete wavelet transform (DWT) of an image with resolution depth can be expressed as a sequence of subband images:
(1)
For
shows a set of approximations of in resolution . Obviously, is the approximation of at the lowest resolution and is the original image . is the detailed image in the resolution . It is derived from the difference of information between the approximation of an image in the resolution and . If 2-D wavelet decomposition is computed by using the separable filtering along the abscissa and ordinate, is decomposed into and . The image represents the lowest frequency. The vertical, horizontal, and diagonal high-frequency components are denoted as , and , respectively. An example of the decomposition into seven subband images by two iterations is shown in Fig. 1 . An original image is decomposed by the wavelet transform into a set of subband images with different frequency bands and resolutions. This multiresolution representation provides a hierarchical framework to interpret the image information. At different resolutions, the details of an image generally characterize different structures of the scene. At a coarse resolution, these details correspond to the larger structure which provides the image "context." It is therefore appropriate to first analyze the image details at a coarse resolution, and then gradually increase the resolution. Due to these wavelet transform characteristics, the MRME scheme is most appropriate.
A. Block-Matching Motion Estimation
Motion estimation techniques for image sequence coding can be divided into two groups: block-matching techniques and pel-recursive techniques. In block-matching estimation, an image is partitioned into blocks, and the same displacement vector is assigned to all pixels within a block. In the motion model, it is assumed that an image is composed of rigid objects with translational motion. Although this model is clearly restrictive, it is justified by the fact that the complex motion can be represented as a sum of translational components. We denote the image intensity at pixel location at time by , and is a motion vector representing object motion from to , where and are the translations in the horizontal and vertical directions, respectively. The basic principle of motion compensation is to find the motion vector that reconstructs from with minimum error, as shown in Fig. 2 . It is possible to find the best match for from the previous frame at time , which is displaced from the original location by . In the block-matching algorithm, the image frame is divided into small blocks or measurement windows, and then for each block in the current frame at time , a block in the previous frame at time within to minimize the matching criterion is found, where is the search range which limits . For a measurement window , we can obtain the motion vector of (2) where is the value of minimizing . The frequently used matching criteria are the maximum cross correlation (MCC), the minimum mean-squared error (MMSE), and the minimum absolute difference (MAD). Finding the best match can only be guaranteed by performing a full search of a series of discrete candidate displacements within . Despite the heavy computation, it is widely used in video coding due to its simplicity and ease of hardware implementation.
Another factor that governs the performance of a motion estimation scheme is the size of the search area . A small search area can easily track the motion of slow moving objects such as in videoconferencing applications, while a large area can track objects moving at high speeds well. The more search time and associated overhead required, the larger the search area.
B. Variable Block-Size Multiresolution Motion Estimation
As illustrated in Fig. 3 , an original image frame is decomposed into multiple layers with different resolutions and different frequency bands. In this paper, we use two layers. Motion activities of blocks at different layers of the pyramid are different, but highly correlated since they actually charac- terize the same motion structure, but at different scales and for different frequency ranges. In the MRME scheme [15] , the motion field is first estimated for the lowest resolution subband layer which sits on the top of the pyramid layers. Then motion vectors in the lower layers of the pyramid are refined using the motion information obtained in the higher layers. The motivation for using the MRME approach is the inherent structure of the wavelet representation. MRME schemes significantly reduce the searching time, and provide a smooth motion vector field.
Zhang and Zafar [6] , [7] used the block size of for the th layer in the wavelet pyramid of resolution depth 2, where and are the sizes of the block required at the lowest resolution, e.g., and for a block size of of the highest layer wavelets. Several variations in the implementation of the predictive search algorithm for the MRME scheme were proposed and tested in [7] . Among those algorithms, they obtained a good result by refining the motion vectors for each subband biased by motion vectors for the low-pass subband in the lowest resolution. The variable block-size MRME scheme is shown in Fig. 4 . First, the motion vectors for are estimated by full search with a block size of and search range . These motion vectors are then scaled and used as initial estimates at higher resolution subbands. Using times the motion vectors in the layer as biases, the motion vectors are refined by full search with a reduced search range . The size of is again that of but is increased by a factor of 2 in each dimension, thus reducing the effective search range in that resolution. Let the pixel value at in at time be denoted by , where the subscript 2 and the superscript 0 denote the resolution and the subband within the resolution, respectively. The image intensity at pixel location in at time is then represented by . The motion vectors for blocks in are defined as and determined by
The motion vectors for at layer and frequency band are estimated by , where is the refinement term obtained using MAD as (4) and the size of at becomes . 
III. THE PROPOSED ALGORITHM
We describe here the proposed motion estimation algorithm. In this scheme, the information of all subbands in the lowest resolution is utilized to determine the motion vectors for the low-pass subband, which is also used as the base motion vector for other subbands, whereas only the information of the lowpass subband is used in the conventional method mentioned in Section II-B [6] . And also, the quadtree is constructed by the bottom-up method to reduce motion vectors in the uniform regions. In addition, we introduce a bit allocation method minimizing the sum of the motion information and the DFD.
A. Two-Stage Variable Block-Size MRME
The algorithm consists of two stages. In the first stage, the original image is decomposed into two layers. As shown in Fig. 3 , a total of seven subbands is obtained with three subbands at the bottom layer and four at the top layer, including the low-pass subband at the lowest resolution . Each subband at the th layer is segmented into blocks of size , where is the block size at the highest layer. The original image is represented by a quadtree structure. An example of quadtree decomposition in the first stage is illustrated in Fig. 5 . A leaf node consists of seven blocks, each from the same spatial locations of the seven subband images. In the example, these blocks are represented by shaded blocks, and each subband image is segmented into 16 subblocks which correspond to 16 terminal nodes in the quadtree structure. The motion activities at different layers of the wavelet pyramid are different, but highly correlated. The single quadtree structure makes use of cross correlation among those blocks, and gives less searching time and memory requirement compared with using one quadtree for each subband image. Quadtree code "1" is assigned to a node with child nodes and "0" to a terminal node. There is no need to assign these codes for the nodes at the lowest level, level 1 in the example.
In an MRME scheme, motion activities in higher layers should be more accurately characterized than those in lower layers. In the first stage, the DFD energy is reduced by adapting the variable block-size MRME scheme to the wavelet transform characteristics. First, we utilize a set of wavelet components from all of the four subbands at the lowest resolution to get more efficient base motion vectors for every subband. The low-pass subband gives coarse information, and other subbands such as , and give different edge information about an object. In this paper, the motion vectors for are determined by the MAD matching criterion between two sets of four blocks at the same spatial position in the lowest resolution subbands as shown in Fig. 6 . The motion vectors are used as the initial biases for refining all subbands except . Let the pixel value at location at time be , and then the lowest resolution subbands , and at time are defined as , and , respectively. Fig. 6 illustrates the proposed motion estimation method to determine the motion vectors for . Consequently, the motion vectors for at time are determined by utilizing the information of a set of wavelets at the lowest resolution, and are expressed as (5) Second, we test whether the absolute values of all elements in the block are lower than the predetermined threshold in the subband. If the test is positive, the block is filled with all zeros with no motion estimation; otherwise, the block undergoes normal motion estimation. In our simulation, the threshold is set to the quantizer's positive decision level determining its dead zone. When the "Claire" sequence with slow motion is decomposed into multiple layers with different resolutions up to depth 2, a large number of blocks in subbands except have little energy. If those blocks are motion estimated normally, they may have larger prediction error energy than the original energy. So, such a block is marked by an additional symbol, which is transmitted to the decoder instead of the motion and DFD information. This approach has an advantage in processing time over AMRME, a similar technique proposed by Mandal [8] . Our method reduces the computational cost by performing no search operation for some blocks because it determines whether or not a block should be motion estimated, while AMRME is applied after motion estimation. Further, as noted in [8] , the complexity of the AMRME is marginally higher than that of the MRME since one has to calculate the energy of the blocks in the former method. The proposed technique, however, only requires the zero test of the quantized elements in the block.
Last, a smooth motion field is computed by using cross correlation among those blocks which are components of a leaf node in the quadtree. The block-matching algorithm with the MAD matching criterion often generates a number of candidate motion vectors for some blocks in subbands other than . This block has the same prediction error energy for those candidates. This phenomenon is due to the properties that block matching is mainly carried out by edge information, and blocks in these subbands generally have less energy than that of blocks in . A smooth motion field is accomplished by selecting the motion vector with the smallest norm , where is a motion vector in . The distribution of resulting motion vectors allows higher coding efficiency.
In the second stage, we use a technique to obtain more accurate motion vectors in a highly detailed area, and to decrease the quantity of motion information in a uniform area. The algorithm is based on multigrid block-matching motion estimation schemes [13] , [14] , and aims at minimizing the total bit rate, which is the sum of the motion information and the DFD.
The bit allocation between the motion information and the DFD is accomplished by reducing the number of motion vectors in the uniform area, and it is based on a bottom-up construction of the quadtree. The entropy criterion aims at the control of the the merge operation. Let a "parent node" denote a new node which is generated after merge operation, and a "child node" denote a leaf node which is under testing for the operation. In this criterion, a parent node, which has four times the size of its child node, is tested if it produces a smaller number of bits than that of its four child nodes. If the test is positive, four child nodes are merged to their parent node. The procedure can be repeated recursively until a leaf node with the largest possible block size is reached. The detailed quadtree algorithms are reported in [16] - [19] . The total bit rate is then a tradeoff between the amount of the motion information and that of the DFD [14] . We now introduce the total bit rate as
In this paper, the bit rate is computed by the entropy criterion (6) where and denote the probabilities of motion vector symbols and DFD component symbols, respectively, and and are the motion vector symbol and the DFD component symbol, respectively. Moscheni [14] introduces a modeling of the DFD which has the characteristic distribution of a Laplacian probability density function (pdf). But, it is demonstrated that DFD components are completely nonstationary and line structured in the test for several single-speaker sequences such as "Alexis" [1] . In this paper, the probabilities of symbols for the DFD and motion information are computed by counting the frequencies of the corresponding symbols which are generated from the proposed motion estimation. Adaptive probability calculation for those symbols is carried out to produce more accurate prediction for the resulting bit rate for symbols, and hence lead to an optimal bit allocation between the motion information and DFD. A quadtree structure with all of the nodes at the lowest level is produced in the first stage. In the second stage, for the construction of the bottom-up quadtree based on the merge operation, four leaf nodes at the lowest level are merged if they are homogeneous and meet the following entropy criterion: (7) Motion vectors for the newly merged blocks in the low-pass subband at the lowest resolution can be either predicted from their predecessors or calculated via the normal estimation procedure. The former method decreases computation complexity, but is outperformed by the latter. Those vectors are appropriately scaled and used as the initial biases for the other subbands. If the entropy of the newly merged parent node is smaller than that of four child nodes, they are merged into the new parent node, and the resulting motion vectors, DFD, and relative frequencies for symbols are updated. This procedure is repeated recursively until the largest possible block size is reached. The segmentation information or the quadtree code is negligible and ignored for the entropy computation. An example of a quadtree structure constructed by the merge operation is illustrated in Fig. 7 .
The proposed algorithm consists of the first and the second stage.
The First Stage:
Step 1) Decompose the image into using wavelet transform, where and .
Step 2) Divide each subband into blocks of for the th layer.
Step 3) Construct a quadtree with seven subbands.
Step 4) Traverse to a leaf in the lowest level of quadtree.
If there are no remaining leaves, go to the second stage.
Step 5) Compute in terms of four blocks at the lowest resolution.
Step 6) Select a block in . If any of the elements in the block has a larger absolute value than the predefined threshold , go to Step 7). Otherwise, the block is marked as a zero block.
Step 7) Compute . If it is the last block of the leaf, then go to Step 4). Otherwise, go to Step 6).
The Second Stage:
Step 1) Traverse to four adjacent leaves. If there are no leaves, then go to Step 7).
Step 2) Compute where and are defined in Section III-A.
Step 3) Step 3) Compute for Steps 5)-7) in the first stage.
Step 4) Compute where and are for the parent node.
Step 5) If , go to Step 1).
Step 6) Merge four adjacent leaves and go to Step 1).
Step 7) Stop.
B. Model of Interframe Image Coding System Using Wavelet Transform
We introduce an image sequence coder of wavelet transform. The coder is used to compare the performance between the conventional MRME and the two-stage MRME scheme proposed in this paper. This coder consists of three major parts: wavelet transform, quantization, and motion estimation.
Wavelet decomposition can be applied either on the original image prior to the motion compensation or on the DFD after motion compensation. Zhang and Zafar [6] reported that DWT applied to the original image with the variable blocksize MRME scheme gives a better performance in terms of both the signal-to-noise ratio and subjective evaluations than DWT operating on the DFD. In addition, DCT mapping with DWT does not give sufficient compaction for the original image sequence; rather, it has an inverse effect on the overall performance. Fig. 8 depicts an image sequence coding system where the original image sequence is first decomposed into subbands and the two-stage variable block-size MRME scheme is then applied to all subbands. After the motion compensation, the resulting motion vectors, DFD, and quadtree structure information are coded and transmitted.
In the wavelet pyramid image coding system, exact reconstruction is possible only if the wavelet pyramid is obtained without any errors. However, the components of the wavelet pyramid have to be quantized, and this causes a reconstruction error. The uniform quantizer is widely used in practical applications because of its simplicity. When uniform quantizers are used, the quantization step-size ratio of 1 : 2 is widely used at two successive layers since it is near optimal and coincides with the resolution ratio of the wavelet pyramid. Furthermore, an enhanced coding efficiency can usually be obtained by increasing the number of zero symbols. In order to get a higher probability distribution with zero symbols, it is necessary to use a larger quantization interval around the reconstruction level 0 of the quantizer, and this interval is known as "dead zone" [20] . For a symmetric quantizer with quantization interval , we set a quantization step size at resolution and a positive decision level of the dead zone , such that if if if and IV. SIMULATION RESULTS Simulations are carried out to assess the proposed two-stage variable block-size motion estimation scheme. Two 40-frame test sequences are used for simulation. Fig. 9 shows a few typical frames of the sequences. The frame in Fig. 9(a) is from the "Claire" sequence, showing shoulder and head parts with low-motion activities. The frame in Fig. 9(b) is from the "football" sequence, a sequence with smaller objects and moderate amounts of motion and camera pans. The frame size in the "Claire" sequence is 352 288 pixels. The frame size in the "football" sequence is 352 240 pixels. We used the Antonini spline filter with 9-7 taps which produces a set of biorthogonal subclasses of images. The performance of the proposed MRME scheme is compared with those of the existing MRME schemes. The following four schemes are implemented in our study for comparison.
Scheme I:-Conventional Full-Search Block-Matching Algorithm with Variable Size Blocks: This motion estimation scheme does not exploit correlation between the motion activities at different resolutions of the wavelet pyramid. The full-search block-matching is performed within the search range in the regions of all subbands including . The search range for this scheme is generally set to be larger the higher the resolution. In this paper, it is set to where denotes a search range for , and indicates the th layer of the pyramid.
Scheme II-Variable Block-Size MRME Proposed by Zafar [7] : Zafar obtained a good result by refining the motion vectors for each subband biased by the values for the low-pass subband at the lowest resolution. The search range is set to the same for every layer as described in Section II-B.
Scheme III-The First Stage of the Proposed Variable BlockSize MRME: The search range is determined the same as in Scheme II.
Scheme IV-The First and Second Stages of the Proposed Variable Block-Size MRME: The search range is determined the same as in Scheme II. All of the same coding parameters are assumed in each scheme, which are:
block size for the low-pass subimage : 2 2 number of layers of wavelet pyramid: 2 search range of the lowest resolution layer : 8 8 step size of the quantizer: 5.0 dead zone of the quantizer: ( 2.5, 2.5). All schemes are implemented based on the quadtree structure for the comparison with the proposed scheme, although it is not required for Schemes I-III, in which the lowest level of the quadtree structure is used and the quadtree codes are not required. In Scheme IV, quadtree codes precede other codes since these are necessary for the decoder to reconstruct the same quadtree structure that the encoder has built. Various alternatives for the block size and search area can be selected, but we determined to compare the schemes properly. Block size 2 2 seems to be appropriate for quadtree construction mostly, but blocks of size 2 3, 3 2, and 3 3 also appear in due to the roundoff error. The same search range is used for every subband by Zafar [7] . The motion information and DFD, which are produced by several variations of motion estimation algorithms, are coded into bit streams by an arithmetic coder. The resulting bit streams are transmitted and decoded. The simulation results are compared in terms of the various bit rates of the motion information, DFD, and the total amount. All of the schemes have the same value of peak-to-peak signalto-noise ratio (PSNR) under the same coding parameters, especially the quantizer step size. Fig. 10(a) and (b) shows the PSNR curves of the two test image sequences with the above coding parameters. The PSNR curves obtained by all of these schemes are exactly the same, and so they are overlapped and appear as a single data sequence. Note, however, that the four schemes produce different sets of motion vectors and DFD information, and thus the amounts of bits are different. Fig. 11 (a) and (b) are the bit-rate curves of motion vectors. We can also notice from Table I that Scheme III saves up to 543.90 bits/frame compared with Scheme II for the 40 frames of the "Claire" sequence. For "football," the saving is 2999.50 bits/frame. Fig. 12(a) and (b) illustrates the bit rate of the DFD. Now, the number of bits increases by 288.56 bits/frame and by 1651.80 bits/frame, respectively. These are smaller amounts compared with the above reduction for the motion vectors. In Scheme IV, the decrement for the motion vectors become even larger than the increment for the DFD after the merge operation. The overall reduction is 2606.70 bits/frame or 0.0257 bits/pixel and 10 900.48 bits/frame or 0.129 bits/pixel. Consequently, the total bit-rate is reduced by up to 10.8 and 8.35% for the 40 frames of "Claire" and "football" sequences, respectively. This is apparent in Fig. 13(a) and (b) which shows the curves of the total bit rate. We can notice that Scheme IV gives an even larger reduction of motion vector information compared with other schemes, while the increment of DFD is relatively small. The computational complexity is represented in M-Ops (10 operations) per frame for each Table II . An operation includes one subtraction, one multiplication, and one addition as in [8] . The number of operations is counted for each block size and averaged over 40 frames.
To utilize the fact that most elements in have lower values than the threshold, we have proposed a technique of discarding these blocks and marking with a special symbol. In this case, the DFD is not coded, and therefore, the bit rate of DFD becomes much smaller. But the total bit rate increases because the added symbol "NOT CODED" is assigned to a large number of blocks which would be marked as zero otherwise. It makes two peaks, one at "NOT CODED" and the other at "ZERO" on the distribution of the motion vector symbols, and lowers the performance of the entropy coder. With respect to the computational cost, the proposed usage of the "NOT CODED" symbol is desirable since a great number of blocks is exempted from the ordinary search procedure as shown in Table III . As a result, this makes a small drop in performance, but highly speeds up the process. The effect of this technique can be compared with that of the AMRME [8] briefly described in Section I, and comparisons for the test sequences are presented in Fig. 14 .
Another point lies in the effect of smoothing motion vectors. Unlike other methods, many candidate vectors leading to the same DFD energy appear in the MRME performed on the wavelet decomposition. This is due to the small block size at the low-pass subband and a large number of elements quantized to zero at high subbands. In this case, how to select which one has a great influence on the resulting bit rate. For example, "best-and-first match" strategy, which is a widely used method, generally makes the distribution of the motion vector symbols highly unfavorable for an entropy coder. This is shown in Table IV , where the most symbols gather together on the earlier part of the range, which would otherwise be placed around the zero symbol. To overcome this problem, we selected the best-and-centermost match from many candidate motion vectors for all of the schemes we tested in this paper. Fig. 15 (a) and (b) shows simulation results of the merging operation with the entropy criterion. In this experiment, we calculated motion vectors for the parent blocks under testing for the merge operation completely again. The simulations show that Scheme IV gives much improved results.
V. CONCLUSION
In this paper, we have proposed an interframe coding scheme based on wavelet decomposition. It consists of two stages. In both stages, a proposed technique to reduce the bit rate of motion vectors and/or to speed up the process can be used. Especially in the second stage, an attempt was made to minimize the total bit rate by the proposed merge operation based on the entropy criterion.
The proposed scheme has the following characteristics: 1) it makes use of the information from all of the subbands in the lowest resolution in estimating the motion vectors; 2) truncation of some blocks having the energy below a threshold makes it possible to reduce the processing time; 3) the bit rate of motion vectors is greatly reduced without increasing that of the DFD by selecting the motion vectors with the lowest entropy among those with the same DFD energy; and 4) the proposed merge operation makes it possible to further reduce the total bit rate.
The simulation confirms that the proposed scheme outperforms the conventional scheme by up to 0.0257 bits/pixel at 44.1 dB of PSNR for the "Claire" sequence and 0.129 bits/pixel at 33.9 dB for the "football" sequence.
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