Abstract
Introduction

20
In response to environmental signals such as light, temperature or chemicals, motile organisms can change their a The cooperativity coefficients in ligand affinity are estimated here. b For simplicity, we define pm,n as the probability of the unphosphorylated signaling complex with n ligands bound and m methyl groups being in the active state , and then pm,n = 1 1 + K i . Estimate of pm,n is reported in Table 3 & 5.
c The cooperativity coefficients in kinase deactivation are estimated here. d The dissociation constant is fine tuned here. left to right, and a corresponding shift in equilibrium between active and inactive states toward the active state.
6
As a result, the lower kinase activity induced by attractant binding on the fast time scale is offset by higher CheA 7 activity in higher-methylation states, and CheY p returns to the level that prevails in the absence of a stimulus.
8
This constitutes adaptation and completes the response to a step change in attractants.
9
The mathematical description of the network dynamics is based on mass action kinetics (Table 1) for all steps.
For a typical enzyme-catalyzed reaction of the form E + S
→ E + P , the quasi-steady-state assumption (QSSA) for the intermediate leads to the rate equation
, and the conservation condition E +[ES] = E 0 for the enzyme has been applied. However, this simple conservation 10 condition does not hold for CheR or CheB p for an individual methylation or demethylation reaction given by 11 6 ⃝ or 7 ⃝ in Table 1 . Instead, the conservation condition couples all methylation or demethylation reactions. We therefore simplify this by considering the fast time scale of the binding step relative to the following production and can be set to equilibrium, and therefore we can apply the above rate law to the bimolecular reactions. Below 4 we only display the equations that govern the evolution of the amounts in the various states of the signaling 5 complexes for n=2; other equations are the same modulo changes in the sub-and superscripts. Activity regulation Activity regulation Ligand binding/release
12
The equations for CheY p and CheB p are
15
In addition, the total amounts of MCP, CheY, CheZ, CheB and CheR are conserved (denoted as T t , Y t , Z t , B t 16 and R t , respectively). For CheY, CheZ, CheB and CheR, this leads to the equations
18 
21
The four conditions can be used to eliminate four variables, and the resulting system can be integrated numerically 22 upon assignment of parameters. In the following section we define the parameter set. two-state model (the methylation level has no effect on other microscopic parameters of the active and inactive
23
11
states) fails to account for the observed linear correlation of the apparent attractant affinity (K 1/2 ) and the kinase 12 activity in the absence of ligands (V 0 ) [48] . They tested six heterogeneous models in which one of (1) and 100 times less than p m,0 , respectively, and this leads to the ratios of rate constants given in Table 3. For the   1 individual rates, we can either impose thermodynamic constraints to determine specific rates or apply the QSSA 2 to the activity regulation steps, for which only the relative ratios are necessary because the transition is in essence 3 a conformational change in the cytoplasmic domain of a receptor and it is much faster than other reactions, which 4 involve two proteins. We have tested both methods, and for our choice of the transition rates the QSSA is an 5 excellent approximation, and we use it hereafter. This leads to the following reduced system for the evolution of 6 the receptor states. Hereafter T m,n denotes the combined active and inactive states of a complex. Table 3 .
33
The two assumptions we have made here, namely, independence of ligand dissociation constants with receptor 34 activity, and positive cooperativity when multiple ligands bind to a trimer, are discussed in Section 7 .
35
Lastly, the rates in phosphorylation, phosphoryl transfer, methylation and demethylation are well documented 36 in literature, but vary due to the different experiment settings. We base ours on the most widely-used values with 37 only minor changes ( cf. In the first set of computations we remove the methylation and demethylation terms in (10) and (11) 2 to simulate 3 the in vitro experiments reported in [47, 48] , wherein the kinase activity as a function of ligand concentration 4 was studied for five fixed methylation levels. We compute the fraction of active (both unphosphorylated and 5 phosphorylated) receptors and scale it to the relative kinase activity using the linear relationship
where V a = 3.5 [48] . The results of the computation are shown in Figure 2 compare the simulated and experimental results, we fit the computed activities with the Hill function
The parametric values of (12) in data fitting are compared with the experimental estimates, given in Table 4 .
10
The curves in Figure 2A capture the observed decay of kinase activity at saturating ligand concentrations. As the maximal relative activity, as observed in experiments [48] , is reproduced in Figure 2B . The prediction is in 14 good qualitative agreement with the studies [47, 48, 34, 65] and in quantitative agreement with the experiments 15 we modeled for [47, 48] .
16
To further validate the framework and the parameter set, we simulate another in vitro study in which L-17 aspartate was used, and the apparent dissociation constant of L-aspartate for receptors fixed in the QEQE state 18 estimated as 7.5 ± 1.7µM [66] . We remove the 10-fold factor in the ligand release rate for a dimer, which is 19 specifically assumed for α-methyl-aspartate in the simulation. The resulting apparent dissociation constant for 20 QEQE is K 1/2 = 2.01µM, which is three-fold lower than the reported value, but the difference may result from 21 the different strains used in the two experiments.
22
2 Of course we do this for the analogous equations for other (m,n) as well, but we will not repeat this qualifier hereafter. 
Excitation and adaptation
1
To determine whether the model can reproduce the excitation and adaptation behavior, we simulate the system 2 (10) and (11) with the evolution equations (4) and (5). The time courses of CheY p in response to small and 3 large stimuli are shown in Figure 3 . We also remove the proteins CheR and CheB from the system and simulate 4 the responses of the cheRcheB mutant. Both can be compared to the observation with FRET imaging ( Figure   5 1 in [15] ). Clearly, the time spent to adapt to addition of α-methyl-aspartate varies with the dose of the input. The time to adapt to removal of α-methyl-aspartate seemingly does not change much with the dose. As shown in 7 Figure 3A4 , the adaptation time following addition of a large dose of α-methyl-aspartate is longer than that for 8 removal, which is in agreement with the experimental results (see the wt curve in Figure 1B of [15] ). It indicates 9 that demethylation is more rapid than methylation, which reflects the relative amounts of CheB and CheR. We 
Sensitivity Analysis
13
To isolate the primary source of high sensitivity, we dissect the signaling pathway of the excitation phase into some differences in the sensitivity formulas derived for a cheRcheB mutant system vs a wild-type system. How-1 ever, inclusion of CheB p makes it difficult to obtain analytical solutions, and thus we restrict attention to the 2 nonadapting system. The sensitivity profile for each fixed methylation state is similar, and therefore we use the 3 state QEQE as an example.
4
The sensitivity S of a biochemical pathway is defined as the change of a given state function Y caused by a 5 variation of a given environmental signal X, and can be expressed with an unscaled response function (13) has been widely used in this field [26, 64, 39] .
10
In the ligand binding step, we define sensitivity as the relative change in ligand occupancy (O) in response (14), we obtain the following results -see 5 the Appendix for the derivation.
10 L : ligand concentration,
11
O : fraction of the occupied binding sites, defined as O =
12
A : fraction of the active signaling complexes, defined as A =
where p n is the probability of the signaling complex with n ligands bound being active,
14
T p : concentration of the phosphorylated signaling complex,
15
Y p : concentration of the phosphorylated CheY p ,
, and thus one can obtain sensitivity for any combination of subsequent 2 steps of the pathway. To demonstrate the contribution of receptor clustering to signaling sensitivity, we also demonstrates that clustering of dimers into trimers of dimers significantly enhances the overall sensitivity S(Y p |L), 6 and clearly shows that the enhancement lies in the upstream pathway -namely, in ligand binding and activity 7 regulation. We replot the sensitivities of the two steps in Figure 4C and 4D, respectively. The enhancement in 8 sensitivity comes from positive cooperativity in ligand binding, which induces the higher ligand affinity of the 9 signaling complexes with more ligands bound, and in activity regulation, which induces a higher degree of activity 10 inhibition (promotion) in the signaling complexes with more attractants (repellents) bound. As a simple test,
11
when we remove the cooperativity assumed in ligand affinities, as expected, the 'trimer of dimers' sensitivity 12 reduces to the dotted 'dimer' sensitivity curve. It was estimated that in the cheRcheB mutant cells with the 13 receptors fixed in the QEQE state, the amplification factor, defined as the fractional change in kinase activity 14 over the fractional change in ligand occupancy, averages 37 ± 9 in response to the fractional changes in attractant 15 concentration of 0.1 or 0.2 [15] . In our computation, the sensitivity can be as large as 32 (see the Trimer curve 16 in Figure 4D ), which is slightly lower but still close to the measured value. We also analyze parametric sensitivity in the upstream pathway. Figure 5A shows the sensitivities of receptor 18 occupancy to two parameters -the ligand dissociation constant and the cooperativity coefficient in ligand binding,
19
and Figure 5B shows the sensitivities of receptor activity to four parameters -the ligand dissociation constant, 20 the probability of a signaling complex being in the active state, and the cooperativity coefficients in ligand binding activity and the reduction saturates at high stimulus levels.
12
Figure 5: Parametric sensitivity of receptor occupancy with respect to ligand dissociation constant (A1) and to cooperativity in ligand affinity (A2); parametric sensitivity of receptor activity with respect to ligand dissociation constant (B1), to cooperativity in ligand affinity (B2), to the probability of being in the active state (B3), and to cooperativity in activity inhibition (B4).
Robustness Analysis
13
Next we investigate the ability of the system to maintain exact adaptation in the face of parametric variations.
14 There is evidence that the in vivo signaling network buffers the chemotactic response to variations in the amounts significantly with the stimulus level.
22
In the third simulation we vary the expression levels of CheY and CheZ by the same factor. The effects CheZ is varied individually, and as one sees in Figure 7 , the robustness of adaptation is preserved. because the average methylation level of receptors is decreased, which produces a lower kinase activity.
41
However, the change in CheB can have two opposing effects on the adaptation time, as shown in Figure   42 7B2, and which dominates can depend on the stimulus level. An increase in CheB leads to a higher level 4. MCP An increase in MCP also involves two opposing effects, the first of which is an increase in the steady- second is a decrease in the ratio of CheB p to MCP , which reduces the adaptation time ( Figure 7A2 ) (the 10 steady-state level of CheB p tends to increase, but the ratio of CheB p relative to MCP decreases due to 11 the direct overexpression of MCP). In addition, the ratio of CheR to MCP also decreases, which tends to 12 increase the adaptation time, but CheB p dominates here due to its low abundance compared to CheR. represent predictions of the model that may be testable experimentally. comprises one Tar and two Tsr.
5
In the study of cheRcheB mutants, the methylation state of the Tar receptor is fixed at one of EEEE, QEEE,
6
QEQE and QEQQ, whereas the state of Tsr is fixed at QEQE [15] . To simulate the experiments, we adjust the 7 rate assignments in ligand release and kinase activity regulation as shown in Table 5 and Table 6 . Here and 8 hereafter the on rates for ligand binding are as shown in Table 3 and are not repeated. The α-methyl-aspartate 9 affinity of Tsr is roughly one thousand times lower than that of Tar [64], and we find that a value of 1500 fits the 10 experimental data well. In light of the large difference, we assume that the ligand binding sequence in a trimer The normalized steady-state concentration of CheY p predicted for various cheRcheB mutants is shown in 23 Figure 8A and can be compared to Figure 2 in [15] (reproduced as Figure 6C ). The four cheRcheB curves have 24 two apparent dissociation constants corresponding to Tar and Tsr and can be fit by a Hill function of the form [64] Table 5 in the case of m=0, m=3, m=6 and m=9, respectively. The curve cheR is fit with the parameters The values of the Hill coefficient and the half-maximal concentration are reported in Table 7 . One sees from constant, seemingly that of cheR corresponding to Tar and that of cheB corresponding to Tsr, and both can be We also simulate the sensitivity profile for cheRcheB mutants, which is defined as the ratio of the relative 2 change in the steady-state level of CheY p to the relative change in the ligand concentration. We do this by 3 applying a step increase of ambient ligand concentration of 10 0.08 µM. The result is shown in Figure 8B and can 4 be compared to the experimental results shown in Figure 3B in [15] (reproduced as Figure 6D ). Our model is able 5 to account for these observations, something that other models have not done to date. 
The equations that govern the evolution of the amounts are
7
Applying the QSSA to the fast reactions, we have
Similarly, for the mixed-type trimers, where a trimer is composed of one Tar homodimer and two Tsr homodimers, 10 we have . 
13
The amount of T a is determined by the upstream part of the pathway-ligand binding and activity regulation as 14 follows.
16
The conservation conditions for CheY, CheZ and CheB are as follows.
20
The network for the transitions between the T m (the amount of the signaling complexes with the methylation
and the equations for the evolution of the amounts are
25 where δ is the Kronecker delta. To derive k + and k − , we use mass action kinetics to describe the methylation and demethylation reactions.
4
Consider methylation as an example. A typical transition is
and if we assume that the reversible step equilibrates rapidly, the evolution equation can be written as
Therefore,
8 and similarly,
10
Finally, the conservation conditions on CheR and MCP are as follows. 
pure-type,
mixed-type.
We simulate the time course of CheY p in response to three varying-dose α-methyl-aspartate stimuli, using In the simulations for pure-type receptors, the input is a step of α-methyl-aspartate at t=200 s from 0 µM to 1 µM (left)/ 10 µM (middle) and thereafter a removal of the previous addition at t=600 s, as well as a step at t=1000 s from 0 µM to 100 µM (right) and thereafter a removal of the previous addition at t=3000 s. In the simulations for mixed-type receptors, the input is a step of α-methylaspartate at t=200 s from 0 µM to 1 µM (left)/10 µM (middle) and thereafter a removal of the previous addition at t=600 s, as well as a step at t=1000 s from 0 µM to 1000 µM (right) and thereafter a removal of the previous addition at t=3000 s.
Model Reduction II: mean-field theory
1
A multi-subunit system with interaction among subunits is generally difficult to solve exactly. The great difficulty 2 lies in the treatment of combinatorics generated by the interaction terms in the Hamiltonian when summing over 3 all states, especially when computing the partition function of the system. The mean-field theory, the main idea 4 of which is to replace all interactions to any one subunit with an average interaction, reduces any multi-subunit 5 problem into an effective one-subunit problem. We can consider the clustered, interacting chemoreceptor trimers 6 as such a system and apply the mean-field theory approach to model the methylation states of a trimer of dimers.
7
Let A m denote the activity of a signaling complex with the methylation level m, that is, the probability of a 8 signaling complex with the methylation level m being active, which is dependent on the ligand concentration L.
9
The activity A m is approximated as the proportion of the active signaling complexes with the methylation level 10 m, and the steady-state solution is 
5 and the conservation conditions for CheY, CheZ, CheB and CheR are the same as (32-34) and (40).
6
According to the mean-field theory, the continuum methylation levelm is defined as the average methylation 
13
Note that the Activity regulation, Phosphorylation and Phosphotransfer terms do not appear in (45). We then 14 compute the first moment by multiplying by m and summing over m to obtain
Since
we have
19
We define the average activity Am = ( 
4
This assumption is justified by the fact that methylation tends to activate receptors and demethylation tends 5 to deactivate receptors, and that a trimer has a wide range of methylation levels and the probability of fully 6 methylating or demethylating a trimer is low. With this assumption, we have a mean-field version of the trimer 7 of dimers-based model. The system has only 4 differential equations to describe the signaling behavior of a 8 receptor trimer, whereas the full model requires 158 equations. The 4D model, which we call II, is summarized 9 below.
mixed-type,
We use the same stimulus protocol and simulate the time course of CheY p with the full system and the reduced 22 system II, and the results are shown in Figure 10 . Clearly, the reduced system achieves perfect adaptation and In the simulations for pure-type receptors, the input is a step of α-methyl-aspartate at t=200 s from 0 µM to 1 µM (left)/10 µM (middle) and thereafter a removal of the previous addition at t=600 s, as well as a step at t=1000 s from 0 µM to 100 µM (right) and thereafter a removal of the previous addition at t=3000 s. In the simulations for mixed-type receptors, the input is a step of α-methylaspartate at t=200 s from 0 µM to 1 µM (left)/10 µM (middle) and thereafter a removal of the previous addition at t=600 s, as well as a step at t=1000 s from 0 µM to 1000 µM (right) and thereafter a removal of the previous addition at t=3000 s.
Discussion
5
The model developed here has several new aspects compared with existing models. Unlike Ising-type models, 6 the model developed here is based on a detailed kinetic network for all known steps. We do not assume that the with n, the number of ligands bound, that is, whether cooperativity in ligand binding exists in a trimer or a 3 larger cluster.
4
First we consider the effect of the methylation level. In the model, we use a heterogeneous two-state assump-5 tion. This assumption is based on the results in [48] , where the authors suggest that methylation/demethylation 6 changes the dissociation constant of inactive receptors. We assume that the variation holds for both active and It turns out that the first case cannot reproduce the experimental data (cf. Figure 2) , but the latter two can. It 10 should be noted that the assigned parameter set is for an inhibitory ligand (α-methyl-aspartate). In this case, (Table   23 3 and 5), we are able to reproduce the measures. Case III is a combination of Case I and II, and logically it 24 cannot be ruled out. The correlation of ligand affinity and receptor activity remains to be investigated by more 25 experimental and modeling studies. Receptor activity has no effect on ligand affinity and positive cooperativity exists in ligand affinity. Case II: Active receptors have a lower ligand affinity and no cooperativity exists in ligand affinity. Case III: Active receptors have a lower ligand affinity and positive cooperativity exists in ligand affinity. In the figure, we only consider the effects of receptor activity and of cooperativity in ligand affinity. Dissociation constants also vary with the methylation level of receptors and the three patterns could exist for each methylation level.
Receptor clusters in E. coli have a multiple-level structural organization. It is known that two receptor 27 monomers form a helical intertwined homodimer,and three pure-type or mixed-type dimers associate into a dimers, which suggests that the intratrimer interaction cannot account for the high cooperativity in these cases.
5
The higher-order interaction among trimers of dimers, which we call the intertrimer interaction, could play a key 6 role here. Extension of our model to a larger cluster would require estimation of a large number of parameters, 
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Appendix: sensitivity analysis 18 We perform sensitivity analysis for four steps of the signaling pathway -ligand binding, kinase activity regulation, transfer. In the analysis, we fix the state at QEQE, and thus the reaction network lies in the m=6 slice in Figure   24 1 and the corresponding m=6 parameter sets in Table 1 and 3 are used in computation. For simplicity, the 25 subindex m of the signaling complex variables is omitted in the section.
26
In the network, the ligand binding and kinase activity regulation transitions are much faster than autophos-27 phorylation and phosphoryl transfer. Therefore we apply the QSSA and dissect the network into two relatively 28 independent parts. In the first one, we consider redistribution of signaling complexes in the ligand binding states that govern the evolution of the amounts in four binding states of signaling complexes are as follows.
The steady-state solution of ligand occupancy is
We assume that when redistribution of signaling complexes in the activity states takes place, the ligand binding 3 transitions have reached equilibrium. Then simply, T i n = (1 − p n )T n , and T a n + T p n = p n T n , where p n is the 4 probability of the signaling complex with n ligands bound being active. So, the steady-state solution of activity
7
In the second part, we consider two slow transitions, redistribution of the active signaling complexes in the 8 unphosphorylated and phosphorylated states, and phosphoryl transfer to CheY. We use T i , T a and T p to denote 9 the amounts of the inactive, active-unphosphorylated and active-phosphorylated complexes, respectively, and 
16
AT
17
The steady-state solutions of T p and Y p are
Finally, we apply the definition of dimensionless sensitivity and obtain S(O|L), S(A|O), S(T p |A) and S(Y p |T p ) 26 as equations (15) (16) (17) (18) in the text, respectively.
27
For comparison, we perform a similar analysis in the case of a signaling complex containing a receptor dimer 28 instead of a trimer of receptor dimers. The occupancy and activity are
3
The sensitivities of ligand binding and activity regulation are
6
The sensitivities of the remaining steps are the same as equations (17) and (18) Using a similar technique, we perform a parametric sensitivity analysis for the upstream signaling pathway.
11
Specially we have interests in the sensitivities of receptor occupancy to ligand dissociation constant S(O|K di )
12
and to cooperativity in ligand affinity S(O|t i ), where 
16
S(O|K
d1 ) = −1 1 + 3L K d1 + 3L 2 K d1 K d2 + L 3 K d1 K d2 K d3 ,(66)1 (67) 2 S(O|K d2 ) = 3L 2 K d1 K d2 + L 3 K d1 K d2 K d3 1 + 3L K d1 + 3L 2 K d1 K d2 + L 3 K d1 K d2 K d3 − 2L 2 K d1 K d2 + L 3 K d1 K d2 K d3 L K d1 + 2L 2 K d1 K d2 + L 3 K d1 K d2 K d3 ,(68)3 (69) 4 S(O|K d3 ) = L 3 K d1 K d2 K d3 1 + 3L K d1 + 3L 2 K d1 K d2 + L 3 K d1 K d2 K d3 − L 3 K d1 K d2 K d3 L K d1 + 2L 2 K d1 K d2 + L 3 K d1 K d2 K d3 ,(70)5 (71) 6 S(O|t 1 ) = 2t 1 L 2 K 2 d1 + (3t 1 + 2t 2 1 t 2 )L 3 K 3 d1 + 4t 2 1 t 2 L 4 K 4 d1 + t 3 1 t 2 L 5 K 5 d1 (1 + 3L K d1 + 3t 1 L 2 K 2 d1 + t 2 1 t 2 L 3 K 3 d1 )( L K d1 + 2t 1 L 2 K 2 d1 + t 2 1 t 2 L 3 K 3 d1 ) ,(72)7 (73) 8 S(O|t 2 ) = t 2 1 t 2 L 3 K 3 d1 + 2t 2 1 t 2 L 4 K 4 d1 + t 3 1 t 2 L 5 K 5 d1 (1 + 3L K d1 + 3t 1 L 2 K 2 d1 + t 2 1 t 2 L 3 K 3 d1 )( L K d1 + 2t 1 L 2 K 2 d1 + t 2 1 t 2 L 3 K 3 d1 ) ,(74)9 (75) 10 S(A|p 0 ) = p 0 p 0 + p 1 3L K d1 + p 2 3L 2 K d1 K d2 + p 3 L 3 K d1 K d2 K d3 ,(76)
11
(77)
12
S(A|p
1 ) = p 1 3L K d1 p 0 + p 1 3L K d1 + p 2 3L 2 K d1 K d2 + p 3 L 3 K d1 K d2 K d3 ,(78)
13
(79)
14
S(A|p
2 ) = p 2 3L 2 K d1 K d2 p 0 + p 1 3L K d1 + p 2 3L 2 K d1 K d2 + p 3 L 3 K d1 K d2 K d3 ,(80)
15
(81)
16
S(A|p
1 
S(A|s
1 ) = − 1 s 1 3L K d1 + 1 s 1 s 2 3L 2 K d1 K d2 + 1 s 1 s 2 s 3 L 3 K d1 K d2 K d3 1 + 1 s 1 3L K d1 + 1 s 1 s 2 3L 2 K d1 K d2 + 1 s 1 s 2 s 3 L 3 K d1 K d2 K d3 ,(83)K d1 K d2 + 1 s 1 s 2 s 3 L 3 K d1 K d2 K d3 1 + 1 s 1 3L K d1 + 1 s 1 s 2 3L 2 K d1 K d2 + 1 s 1 s 2 s 3 L 3 K d1 K d2 K d3 ,(85)
3 ) = − 1 s 1 s 2 s 3 L 3 K d1 K d2 K d3 1 + 1 s 1 3L K d1 + 1 s 1 s 2 3L 2 K d1 K d2 + 1 s 1 s 2 s 3 L 3 K d1 K d2 K d3 ,(87)
6
(88)
10
(92)
12
(94)
13
S(A|t
1 ) = p 2 3t 1 L 2 K 2 d1 + p 3 2t 2 1 t 2 L 3 K 3 d1 p 0 + p 1 3L K d1 + p 2 3t 1 L 2 K 2 d1 + p 3 t 2 1 t 2 L 3 K 3 d1 − 3t 1 L 2 K 2 d1 + 2t 2 1 t 2 L 3 K 3 d1 1 + 3L K d1 + 3t 1 L 2 K 2 d1 + t 2 1 t 2 L 3 K 3 d1 ,(95)
14
(96)
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S(A|t
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