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Abstract: 
The present paper proposes a statistical model for describing sigmoidal crack growth rate curves. 
Major novelties are: a) exploitation of the Maximum Likelihood Principle for obtaining material 
estimates by pooling together experimental data belonging to the different crack propagation 
regions; b) a general formulation which allows to adopt different sigmoidal models and any kind of 
statistical distribution for the model variables; c) fatigue life predictions through numerical 
integration of analytical functions with no need of Monte Carlo simulations. 
Experimental data taken from NASGRO database are used to check the validity of the statistical 
model in estimating material parameters included in the crack growth NASGRO algorithm. 
Illustrative plots of number of cycles to failure and crack length after a given number of cycles are 
presented, showing good agreement between the proposed statistical model and NASGRO results. 
Keywords: 
Fatigue crack growth; NASGRO; probabilistic model; life prediction; crack length prediction 
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Nomenclature 
ܽ ൌ crack length 
ܽ଴, ܣ଴, ܣ௞, ܤ௞, ܥ௧௛ି, ܥ௧௛ା , ݌, ݍ, ݐ଴, ߩௌ ൌ constant coefficients of NASGRO model 
ܽ௖ ൌ critical crack length 
ܽ௖,ఊ, ܽ௘ೌೞ,ಿ,ఊ, ௙ܰೌ ೞ,ఊ, ݒ௔,ଵିఊ, ݒ෤௔,ఊכ ൌ ߛ‐th or ሺ1 െ ߛሻ‐th quantiles 
ܽ௘ೌೞ,ಿ ൌ final crack length after ܰ cycles 
ܽ௦ ൌ initial crack length 
ܥ, ݊ ൌ random coefficients of NASGRO model 
ܧሾ·ሿ ൌ expectation of a random variable 
݂, ݇ଵ, ݇ଶ ൌ functions in NASGRO model 
௄݂೎, ௄݂಺೎, ௩݂ೌ, ௩݂ೌ|ሺ௱௄೟೓,௄೎ሻ, ݂௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯, ௱݂௄೟೓, ௱݂௄೟೓భ,ಮ, ൌ probability density functions 
ܨ௔೎, ܨ௔೐ೌೞ,ಿ , ܨே೑ೌೞ , ܨ௄೎, ܨ௩ೌ|ሺ௱௄೟೓,௄೎ሻ, ܨ௩ೌ, ܨ௱௄೟೓ ൌ cumulative distribution functions 
ܭ௖ ൌ fracture toughness 
ܭூ௖ ൌ plane strain fracture toughness 
ܭ௖כ, ܭூ௖כ , ݒ௔כ, ߂ܭ௧௛כ , ߂ܭ௧௛ଵ,ஶכ , ൌ values assumed by random variables 
ܭ௖כ, ܭூ௖,௠௜௡, ߂ܭ௧௛כ  , ߂ܭ௧௛ଵ,ஶ,௠௜௡ ൌ lower limits of integration 
ܭ௖כ, ܭூ௖,௠௔௫, ߂ܭ௧௛כ , ߂ܭ௧௛ଵ,ஶ,௠௔௫ ൌ upper limits of integration 
ܭ௠௔௫ ൌ maximum stress intensity factor (SIF) 
ܭ௠௜௡ ൌ minimum SIF 
ܮ ൌ Likelihood function 
ܰ ൌ number of cycles 
௙ܰೌ ೞ ൌ number of cycles to failure 
ܲሾ·ሿ ൌ probability of an event 
ܴ ൌ stress ratio 
ܵ௬ ൌ yield strength 
ݐ ൌ thickness 
ݒ௔ ൌ lnሾ݀ܽ ݀ܰ⁄ ሿ ൌ natural logarithm of the crack growth rate 
ܻ ൌ geometry factor for SIF computation 
∆ܭ ൌ SIF range 
∆ܭ௧௛ ൌ random threshold SIF range 
Δܭ௧௛ଵ,ஶ ൌ random threshold SIF range at ܴ ՜ 1 and for long cracks (ܽ ب ܽ଴) 
∆ߪ ൌ stress range 
ߤ஼, ߤ௄಺೎, ߤ௡, ߤ௩ೌ, ߤ௱௄೟೓భ,ಮ ൌ location parameters 
ߩ ൌ correlation coefficient between ܥ and ݊ 
ߪ஼, ߪ௄಺೎, ߪ௡, ߪ௩ೌ, ߪ௱௄೟೓భ,ಮ ൌ scale parameters 
Ԅሾ·ሿ ൌ standardized Normal probability density function 
Φሾ·ሿ ൌ standardized Normal cumulative distribution function 
ࣂ ൌ ሺߠଵ, ߠଶ, … , ߠ௥ሻ ൌ set of parameters in Likelihood function 
·̃ൌ estimate 
·| ·ൌ conditional event 
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1. Introduction 
Fatigue crack growth is statistical in nature. Life prediction and reliability evaluation are critical for 
the design and maintenance planning of many structural components. Different algorithms for 
predicting life of cracked components are available in the literature. However, as well discussed 
in1, most algorithms are not able to take into account statistical variability of the many material 
parameters that are necessary to describe the crack growth phenomenon. 
In general, crack propagation curves are represented in the double logarithmic plot of crack 
growth rate, ݀ܽ ݀ܰ⁄ , versus the stress intensity factor (SIF) range, ∆ܭ. Curves show a typical 
sigmoidal shape with three distinct crack propagation regions: (I) near‐threshold region limited by 
threshold stress intensity factor range, ∆ܭ௧௛; (II) stable crack propagation region described by the 
well‐known Paris power law; (III) unstable crack propagation region controlled by fracture 
toughness, ܭ௖. 
Starting from Paris law, different models have been proposed to include the near‐threshold region 
and, in fewer cases, the unstable crack propagation region (e.g., Collipriest2, Priddle3, NASGRO4). 
These models, all deterministic in nature, describe the sigmoidal shape of the empirical crack 
growth curve. Among these models, due to its completeness, NASGRO algorithm is often 
considered as the reference algorithm5‐7. 
Several papers deal with statistical and stochastic models for crack propagation8‐10. Nevertheless, 
due to the complexity of the phenomenon, most models11‐16 are only based on the Paris law, so 
that it is difficult to make a comprehensive evaluation of scatter characteristics of sigmoidal crack 
growth curves. In more recent works1,5,7,17,18 a nonlinear fitting is applied to experimental data in 
the attempt to model the whole sigmoidal shape. Data fitting is applied separately to the different 
crack propagation regions. When computed, fatigue life predictions employ time intensive Monte 
Carlo simulations. 
In the present paper, a general formulation for the statistical distribution of the crack growth rate 
is proposed. The formulation allows for: a) exploiting the good asymptotic properties of the 
Maximum Likelihood (ML) Principle in estimating material parameters by pooling together 
experimental data points belonging to the three crack propagation regions; b) adopting different 
sigmoidal models and any kind of statistical distribution for the model variables; c) making fatigue 
life predictions through numerical integration of analytical functions. 
Numerical examples based on NASGRO algorithm illustrate the potentiality of the proposed 
statistical model. 
2. Statistical distribution of crack growth rate 
To identify a statistical model for sigmoidal crack‐growth‐rate curves, some initial hypotheses are 
required: 
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1) ߂ܭ௧௛ is a random variable (rv) with cumulative distribution function (cdf) ܨ௱௄೟೓ሾ·ሿ and 
probability distribution function (pdf)  ௱݂௄೟೓ሾ·ሿ: ߂ܭ௧௛ values vary randomly from specimen to 
specimen, even if specimens are made of the same nominal material; 
2) ܭ௖ is a rv with cdf ܨ௄೎ሾ·ሿ and pdf  ௄݂೎ሾ·ሿ: ܭ௖ values vary randomly from specimen to specimen, 
even if specimens are made of the same nominal material; 
3) ߂ܭ௧௛ and ܭ௖ are independent rv’s; 
4) the logarithm of the crack growth rate, given that ߂ܭ௧௛ ൌ ߂ܭ௧௛כ  and ܭ௖ ൌ ܭ௖כ, is a conditional 
rv, ݒ௔|ሺ߂ܭ௧௛, ܭ௖ሻ, with cdf ܨ௩ೌ|ሺ௱௄೟೓,௄೎ሻሾ·ሿ and pdf  ௩݂ೌ|ሺ௱௄೟೓,௄೎ሻሾ·ሿ. 
Considering hypotheses 1)‐2), the probability of having no crack propagation at given minimum 
SIF, ܭ௠௜௡, and maximum SIF, ܭ௠௔௫, is equal to: 
ܲሾ݊݋ ܿݎܽܿ݇ ݌ݎ݋݌ܽ݃ܽݐ݅݋݊ሿ ൌ ܲሾ߂ܭ௧௛ ൒ ሺܭ௠௔௫ െ ܭ௠௜௡ሻ, ܭ௖ ൐ ܭ௠௔௫ሿ.  (1) 
Recalling the definition of SIF range, ߂ܭ ൌ ܭ௠௔௫ െ ܭ௠௜௡, and of stress ratio, ܴ ൌ ܭ௠௜௡ ܭ௠௔௫⁄ ൌ
1 െ ߂ܭ ܭ௠௔௫⁄ , and by taking into account hypothesis 3), Equation (1) becomes: 
ܲሾ݊݋ ܿݎܽܿ݇ ݌ݎ݋݌ܽ݃ܽݐ݅݋݊ሿ ൌ ൫1 െ ܨ௱௄೟೓ሾ߂ܭሿ൯ · ቀ1 െ ܨ௄೎ ቂ ௱௄ଵିோቃቁ.  (2) 
It must be pointed out that, for some combinations of ߂ܭ and ܴ values, if ߂ܭ௧௛ and ܭ௖ are 
continuous rv’s defined on the whole positive real axis, there is a nonzero probability of having a 
specimen with ߂ܭ௧௛ larger than ߂ܭ (meaning no crack propagation) and ܭ௖ smaller than ܭ௠௔௫ 
(meaning specimen failure). This is obviously not acceptable from a physical point of view, since it 
would mean that specimen failure is admissible in a no crack propagation region. Thus, a fifth 
hypothesis must be added: 
5) the event ߂ܭ௧௛ ൑ ܭ௖ሺ1 െ ܴሻ is almost sure (i.e., ܲሾ߂ܭ௧௛ ൑ ܭ௖ሺ1 െ ܴሻሿ ൌ 1) for any ܴ value 
smaller than 1. 
It is worth noting that hypothesis 5) adds a constraint to the relationship between the 
distributions of ߂ܭ௧௛ and ܭ௖ but it is not in contrast with hypothesis 3). Indeed, in order to fulfill 
hypothesis 5), it is sufficient to assume for ߂ܭ௧௛ a continuous distribution with a fixed upper limit 
value, ߂ܭ௧௛כ , and for ܭ௖ a continuous distribution with a fixed lower limit value, ܭ௖כ, larger than 
߂ܭ௧௛כ ሺ1 െ ܴሻൗ . Once the range of validity of the two distributions has been defined, random 
values for ߂ܭ௧௛ and ܭ௖ can be independently drawn, thus fulfilling hypothesis 3). 
As shown in Figure 1, hypothesis 5) can be graphically visualized with a ߂ܭ axis representation 
pertaining to a single specimen. 
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Figure 1: Stress‐intensity‐factor‐range axis representation of hypothesis 5). 
According to hypotheses 3) and 5), and with reference to Figure 1, Equation (2) can be further 
simplified: 
ܲሾno crack propagationሿ ൌ ܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൌ 1 െ ܨ௱௄೟೓ሾ߂ܭሿ.  (3) 
It can be shown (Appendix A) that, taken hypotheses 1)‐5) and Equation (3), the probability of 
having the logarithm of the crack growth rate, ݒ௔, smaller than a specific value, ݒ௔כ, is given by: 
ܨ௩ೌሾݒ௔כሿ ൌ 1 െ ܨ௱௄೟೓ሾ߂ܭሿ ൅ ׬ ௄݂೎ ൬׬ ܨ௩ೌ|ሺ௱௄೟೓,௄೎ሻ ௱݂௄೟೓݀߂ܭ௧௛כ௱௄௱௄೟೓כ ൰ ݀ܭ௖כ
௄೎כ೩಼
భషೃ
, (4) 
where ܨ௩ೌሾݒ௔כሿ is the cdf of ݒ௔ evaluated at ݒ௔כ, ߂ܭ௧௛כ  denotes the lower limit of ߂ܭ௧௛ and ܭ௖כ 
represents the upper limit of ܭ௖. 
Deriving the right‐hand side of Equation (4) with respect to ݒ௔כ, it is possible to obtain the pdf of ݒ௔ 
as follows: 
௩݂ೌሾݒ௔כሿ ൌ ׬ ௄݂೎ ൬׬ ௩݂ೌ|ሺ௱௄೟೓,௄೎ሻ ௱݂௄೟೓݀߂ܭ௧௛כ௱௄௱௄೟೓כ ൰ ݀ܭ௖כ
௄೎כ೩಼
భషೃ
,  (5) 
where  ௩݂ೌሾݒ௔כሿ denotes the pdf of ݒ௔ evaluated at ݒ௔כ. 
2.1. Parameter estimation 
The distributions given in Equations (4) and (5) usually depend on a set of ݎ unknown parameters, 
ࣂ ൌ ሺߠଵ, ߠଶ, … , ߠ௥ሻ, which must be estimated from the experimental data set through an 
appropriate estimation method. 
Parametric estimation based on the ML Principle is a common practice, since it allows for 
censoring and truncation of experimental data and it gives raise to estimators with good 
asymptotic properties (consistency, unbiasedness, efficiency and normality19). 
In the following, the ML Principle is used to estimate the parameters involved in the statistical 
model given in Equations (4) and (5). 
For the statistical model previously defined, with sample data ݒ௔భכ , ݒ௔మכ … , ݒ௔೙כ , at SIF levels 
߂ܭଵ, ߂ܭଶ, … , ߂ܭ௡, respectively, the Likelihood function, ܮሾࣂሿ, takes the form: 
ܮሾࣂሿ ൌ ∏ ௩݂ೌൣݒ௔೔כ ; ߂ܭ௜, ࣂ൧௡௜ୀଵ . (6) 
߂ܭ௧௛ 
ࢤࡷ 
ሺ1 െ ܴሻܭ௖
no crack 
propagation 
crack 
propagation
finite life 
߂ܭ ൑ ߂ܭ௧௛ 
߂ܭ ൒ ߂ܭ௧௛
൜ ߂ܭ ൐ ߂ܭ௧௛߂ܭ ൏ ሺ1 െ ܴሻܭ௖
߂ܭ ൒ ሺ1 െ ܴሻܭ௖
failure 
infinite life 
߂ܭ ൑ ߂ܭ௧௛ 
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According to the ML Principle, the ML estimate ࣂ෩ of ࣂ is the set of parameter values that 
maximizes ܮሾࣂሿ in Equation (6). 
2.2. Number of cycles to failure 
A first application based on the proposed statistical model is the estimation of the number of 
cycles to failure, a quantity often required for reliability prediction of critical components20,21. 
Given the initial crack length, ܽ௦, the number of cycles to failure,  ௙ܰೌ ೞ , can be computed as follows: 
௙ܰೌ ೞ ൌ ׬ ݁ି௩ೌ݀ܽ
௔೎
௔ೞ ,  (7) 
where ܽ௖ denotes the crack length leading to failure (i.e., the critical crack length). 
It can be shown (Appendix B) that, taken Equation (7), the cdf of  ௙ܰೌ ೞ , ܨே೑ೌೞ , is given by: 
ܨே೑ೌೞ ൌ 1 െ ܨ௩ೌ.  (8) 
Taking into account Equation (8), if the ߛ‐th quantile of  ௙ܰೌ ೞ ,  ௙ܰೌ ೞ ,ఊ, is of interest, then it can be 
computed from the ሺ1 െ ߛሻ‐th quantile of ݒ௔, ݒ௔,ଵିఊ, as follows: 
௙ܰೌ ೞ ,ఊ ൌ ׬ ݁ି௩ೌ,భషം݀ܽ
௔೎,ം
௔ೞ ,  (9) 
where ܽ௖,ఊ is the ߛ‐th quantile of the critical crack length. Indeed, ܽ௖ is a monotone decreasing 
function of ݒ௔ (i.e., if ݒ௔,ଵ ൏ ݒ௔,ଶ, then ܽ௖,ଵ ൐ ܽ௖,ଶ) and, as a consequence, if ܨ௩ೌ ൌ 1 െ ߛ, then 
ܨ௔೎ ൌ ߛ. In particular, for given ∆ܭ and ܴ, ܽ௖,ఊ in Equation (9) can be obtained by solving the 
following equation: 
ߛ ൌ ܨ௄೎ ቂ∆௄ൣ௔೎,ം൧ଵିோ ቃ, 
where ∆ܭൣܽ௖,ఊ൧ denotes the applied SIF range evaluated at ܽ௖,ఊ. 
2.3. Crack length after a given number of cycles 
A second application based on the proposed statistical model is the estimation of the crack length 
after a given number of cycles, a relevant quantity required for planning inspection intervals of 
critical components22. 
Given the initial crack length, ܽ௦, the crack length after ܰ cycles, ܽ௘ೌೞ,ಿ, can be computed by 
solving the following integral: 
ܰ ൌ ׬ ݁ି௩ೌ݀ܽ௔೐ೌೞ,ಿ௔ೞ .  (10) 
It can be shown (Appendix C) that, taken Equation (10), the cdf of ܽ௘ೌೞ,ಿ, ܨ௔೐ೌೞ,ಿ , is given by: 
ܨ௔೐ೌೞ,ಿ ൌ ܨ௩ೌ.  (11) 
9 
 
Considering Equation (11), the ߛ‐th quantile of ܽ௘ೌೞ,ಿ, ܽ௘ೌೞ,ಿ,ఊ, can be computed by solving the 
following equation: 
ܰ ൌ ׬ ݁ି௩ೌ,ം݀ܽ௔೐ೌೞ,ಿ,ം௔ೞ ,  (12) 
where ݒ௔,ఊ is the ߛ‐th quantile of ݒ௔. 
3. Numerical example 
In the attempt to show potential applications of the proposed statistical approach, a numerical 
example is discussed hereafter based on the deterministic model adopted in the NASGRO sw v. 
4.024. Applicability of the approach goes beyond the illustrated example. 
For sake of clarity, the NASGRO model is first rapidly recalled. Secondly, estimation of the 
parameters necessary to the model is obtained by applying the ML principle to experimental data 
taken from NASGRO database. Illustrative plots are drawn for statistical prediction of the number 
of cycles to failure and of the crack length after a given number of cycles. 
3.1. NASGRO model 
NASGRO model was developed at NASA, based on formulation by Forman and Mettu23. The crack 
propagation law is: 
ௗ௔
ௗே ൌ ܥ ቀ
ଵି௙
ଵିோ ߂ܭቁ
௡ ቀଵି೩಼೟೓೩಼ ቁ
೛
ቀଵି ೩಼ሺభషೃሻ಼೎ቁ
೜,  (13) 
where ݂ is the closure function and ܥ, ݊, ݌ and ݍ are empirical constants. 
The dependence of ߂ܭ௧௛ on ܽ and ܴ is described by the following equation: 
߂ܭ௧௛ ൌ ௱௄೟೓భ,ಮටଵାೌబೌ
݇ଵሾܴሿ ൌ ௱௄೟೓భ,ಮටଵାೌబೌ
ۖە
۔
ۖۓ ቀభషೃభష೑ቁቀభశ಴೟೓
శ ೃቁ
ሺଵି஺బሻሺభషೃሻ಴೟೓
శ , ܴ ൒ 0
ቀభషೃభష೑ቁ
൫భశ಴೟೓ష ೃ൯
ሺଵି஺బሻቀ಴೟೓
శ ష಴೟೓ష ೃቁ
, ܴ ൏ 0
,  (14) 
where ܥ௧௛ା , ܥ௧௛ି and ܣ଴ are constant coefficients, ܽ଴ is the El‐Haddad parameter24 and ߂ܭ௧௛ଵ,ஶ 
denotes the threshold SIF range at ܴ ՜ 1 and ܽ ب ܽ଴. 
The dependence of ܭ௖ on specimen thickness, ݐ, can be described by the following equation: 
ܭ௖ ൌ ܭூ௖݇ଶሾݐሿ ൌ ܭூ௖ ቆ1 ൅ ܤ௞݁ିቀ஺ೖ
೟
೟బቁ
మ
ቇ,  (15) 
where ܭூ௖ is the plane strain fracture toughness, ܣ௞, ܤ௞ are constant coefficients, and ݐ଴ is defined 
as: 
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ݐ଴ ൌ 2500 ൬௄಺೎ௌ೤ ൰
ଶ
,  (16) 
where ܵ௬ denotes the material yield strength. 
3.2. Parameter estimation and applications 
To introduce statistical variability in NASGRO model, the major sources of scatter have to be 
identified. According to the literature1,5,6,13, it can be assumed that: 
 ܥ in Equation (13) belongs to a LogNormal distribution with parameters ߤ஼  and ߪ஼; 
 ݊ in Equation (13) belongs to a Normal distribution with parameters ߤ௡ and ߪ௡; 
 logሾܥሿ and ݊ are jointly Normal6,25 with correlation coefficient equal to ߩ; 
 ߂ܭ௧௛ଵ,ஶ in Equation (14) belongs to a LogNormal distribution with parameters ߤ௱௄೟೓భ,ಮ and 
ߪ௱௄೟೓భ,ಮ; 
 ܭூ௖ in Equation (15) belongs to a LogNormal distribution with parameters ߤ௄಺೎ and ߪ௄಺೎. 
The above assumptions are not the only one possible, as the proposed method is open to any 
choice of distribution types. Alternative statistical distributions can be adopted and their suitability 
evaluated by carrying out parameter estimation through the Maximum Likelihood Principle and by 
comparing the obtained Likelihood values. 
To ensure fulfillment of hypothesis 5), that is to make sure that the upper limit of the no crack 
propagation region is below the lower limit of the specimen failure region, distributions of both 
߂ܭ௧௛ଵ,ஶ and ܭூ௖ have been truncated. Truncation limits are chosen as the best trade‐off between 
the need of providing a sufficiently wide support of the distribution and, on the other side, to 
cover the widest range possible for the stress ratio ܴ. By truncating the distribution of the 
logarithm of ߂ܭ௧௛ଵ,ஶ at ߤ௱௄೟೓భ,ಮ ൅ 3ߪ௱௄೟೓భ,ಮ and at ߤ௄಺೎ െ 3ߪ௄಺೎  the distribution of the logarithm 
of ܭூ௖, fulfillment of hypothesis 5) is ensured up to ܴ values of 0.96. Symmetric truncation of each 
distribution is applied so to maintain the symmetry of the distribution. Overall, the probability 
associated to the truncation of each distribution is very low (equal to 0.3%). 
Equation (17) is the statistical pdf adopted for computing the Likelihood function, ܮሾࣂሿ, given in 
Equation (6). Equation (17) can be obtained from Equation (5) by considering as rv’s, ߂ܭ௧௛ଵ,ஶ and 
ܭூ௖. 
௩݂ೌሾࣂሿ ൌ ׬ ௄݂಺೎ ቀ׬ ݂௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯ ௱݂௄೟೓భ,ಮ݀߂ܭ௧௛ଵ,ஶכ
௱௄೟೓భ,ಮ,೘ೌೣ
௱௄೟೓భ,ಮ,೘೔೙ ቁ ݀ܭூ௖כ
௄಺೎,೘ೌೣ
௄಺೎,೘೔೙ ,  (17) 
where ࣂ ൌ ൛ߤ௱௄೟೓భ,ಮ, ߪ௱௄೟೓భ,ಮ, ߤ௄಺೎, ߪ௄಺೎, ߤ஼, ߪ஼, ߤ௡, ߪ௡, ߩ, ݌, ݍൟ, and the pdf’s, ݂௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯, 
௱݂௄೟೓భ,ಮ and  ௄݂಺೎, and the limits of integration, ߂ܭ௧௛ଵ,ஶ,௠௜௡, ߂ܭ௧௛ଵ,ஶ,௠௔௫, ܭூ௖,௠௜௡ and ܭூ௖,௠௔௫, are 
listed in Table 1. 
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Table 1: List of functions and limits of integration used in Equation (17). 
௱݂௄೟೓భ,ಮ ൌ
1
߂ܭ௧௛ଵ,ஶכ ߪ௱௄೟೓భ,ಮ
Ԅ ቈlogൣ߂ܭ௧௛ଵ,ஶ
כ ൧ െ ߤ௱௄೟೓భ,ಮߪ௱௄೟೓భ,ಮ ቉
2Φሾ3ሿ െ 1  
ቊ ߂ܭ௧௛ଵ,ஶ,௠௜௡ ൌ ݁
ఓ೩಼೟೓భ,ಮିଷఙ೩಼೟೓భ,ಮ
߂ܭ௧௛ଵ,ஶ,௠௔௫ ൌ minൣmaxൣ݁ఓ೩಼೟೓భ,ಮିଷఙ೩಼೟೓భ,ಮ , ߂ܭ ݇ଵሾ0ሿ⁄ ൧, ݁ఓ೩಼೟೓భ,ಮାଷఙ೩಼೟೓భ,ಮ ൧
 
௄݂಺೎ ൌ
1
ܭூ௖כ ߪ௄಺೎
Ԅ ቈlogሾܭூ௖
כ ሿ െ ߤ௄಺೎ߪ௄಺೎ ቉
2Φሾ3ሿ െ 1  
ቊܭூ௖,௠௜௡ ൌ minൣmaxൣ݁
ఓ಼಺೎ିଷఙ಼಺೎ , ߂ܭ ݇ଶሾ3.048ሿ⁄ ൧ , ݁ఓ಼಺೎ାଷఙ಼಺೎ ൧
ܭூ௖,௠௔௫ ൌ ݁ఓ಼಺೎ାଷఙ಼಺೎  
݂௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯ ൌ
1
ߪ௩ೌ
Ԅ ቈݒ௔
כ െ ߤ௩ೌ
ߪ௩ೌ
቉ 
ە
ۖۖ
۔
ۖۖ
ۓ
ߤ௩ೌ ൌ ߤ஼ ൅ ߤ௡ · logሾሺ1 െ ݂ሻ · ߂ܭሿ ൅ ݌ · log
ۏ
ێ
ێ
ۍ
1 െ ݇ଵሾ0ሿ
ට1 ൅ ܽ଴ܽ
߂ܭ௧௛ଵ,ஶכ
߂ܭ
ے
ۑ
ۑ
ې
െ ݍ · log ቈ1 െ 1݇ଶሾ3.048ሿ
߂ܭ
ܭூ௖כ ቉
ߪ௩ೌ ൌ ටߪ஼ଶ ൅ ߪ௡ଶሺlogሾሺ1 െ ݂ሻ · ߂ܭሿሻଶ ൅ 2ߩߪ஼ߪ௡logሾሺ1 െ ݂ሻ · ߂ܭሿ
Note: Ԅሾ·ሿ and Φሾ·ሿ denote the standardized Normal pdf and cdf, respectively. ݂௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯ has been obtained by 
considering that ݒ௔|൫߂ܭ௧௛ଵ,ஶ, ܭூ௖൯ ൌ logሾܥሿ ൅ ݊ · logሾሺ1 െ ݂ሻ · ߂ܭሿ ൅ ܿ݋݊ݏݐܽ݊ݐ, where logሾܥሿ and ݊ are jointly 
Normal with correlation coefficient ߩ. 
To ensure conservative predictions25 and for sake of simplicity, ߪ௡ is assumed equal to 0 and, 
consequently, ݊ is considered a parameter to be estimated. With this assumption, ߪ௩ೌ  becomes 
equal to ߪ஼, regardless of the value of the correlation coefficient ߩ. Nevertheless, it is worth 
noting that the assumption of σ୬ equal to 0 can be relaxed, since σ୬ and ρ can be treated as 
parameters to be estimated, obviously at the price of increased computational complexity. 
Coefficients ݂, ݇ଵሾ0ሿ, ܽ଴ and ݇ଶሾ3.048ሿ, which appear in Table 1, can be computed through 
functions and coefficient values listed in Table 2. Both functions and coefficients are taken from 
NASGRO database and refer to an AISI 4340 steel plate, 3.048 mm in thickness, tested at ܴ ൌ 0 
(ref. C4DI13AB1 in NASGRO sw v. 4.024). 
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Table 2: NASGRO functions and coefficients. 
NASGRO functions NASGRO coefficients 
ට1 ൅ ܽ଴ܽ ؆ 1  ൜
ܽ଴ ൌ 0.038 mmܽ ب ܽ଴  
ܣ଴ ൌ ሺ0.825 െ 0.34ߙ ൅ 0.05ߙଶሻ ඥcosሾߨߩௌ 2⁄ ሿഀ ൌ 0.275  ൜ ߙ ൌ 2.5ߩௌ ൌ 0.3 
݂ ൌ maxሾ0, ܣ଴ሿ ൌ 0.275  ‐
݇ଵሾ0ሿ ൌ ሺ1 െ ݂ሻିଵሺ1 െ ܣ଴ሻି஼೟೓శ ൌ 1.378  ܥ௧௛ା ൌ 0 
ቐ
ݐ଴ ൌ 2500൫ܧሾܭூ௖ሿ ܵ௬⁄ ൯ଶ ൌ 0.032ଶ݁ଶఓ಼಺೎ାఙ಼಺೎మ
݇ଶሾ3.048ሿ ൌ 1 ൅ ܤ௞݁ିቀ஺ೖ
ଷ.଴ସ଼
௧బ ቁ
మ
ൌ 1 ൅ 0.5݁ିଶଷ଴଴మ௘షమቀమഋ಼಺೎శ഑಼಺೎
మ ቁ ቐ
ܵ௬ ൌ 1586 MPa
ܣ௞ ൌ 0.75 
ܤ௞ ൌ 0.5
 
Note: ݐ଴ has been computed by substituting the expectation of ܭூ௖, ܧሾܭூ௖ሿ ൌ ݁ఓ಼಺೎ାఙ಼಺೎
మ ଶ⁄ , to ܭூ௖ in Equation (16). 
Parameter estimates are obtained by applying the ML principle to material data taken from 
NASGRO database. The vector of estimates, obtained through a maximization code implemented 
in MATLAB®, is found to be: 
ࣂ෩ ൌ ൛ߤ෤௱௄೟೓భ,ಮ, ߪ෤௱௄೟೓భ,ಮ, ߤ෤௄಺೎, ߪ෤௄಺೎, ߤ෤஼, ߪ෤஼, ߤ෤௡, ݌෤, ݍ෤ൟ ൌ 
ൌ ሼ1.037, 0.161, 4.574, 0.174, െ20.92, 0.166, 1.668, 2.549, 0.861ሽ, 
where the tilde accent mark, ·̃, denotes estimated values. 
In order to plot crack growth rate functions for different probability values, it is still necessary to 
define the estimated statistical cdf of ݒ௔, ܨ෨௩ೌሾݒ௔כ, ߂ܭሿ. Starting from Equation (4), ܨ෨௩ೌሾݒ௔כ, ߂ܭሿ can 
be obtained by considering as rv’s, ߂ܭ௧௛ଵ,ஶ and ܭூ௖, and by substituting the true functions with 
the estimated functions: 
ܨ෨௩ೌሾݒ௔כ, ߂ܭሿ ൌ 1 െ ܨ෨௱௄೟೓ሾ߂ܭሿ ൅ 
൅ ׬ ሚ݂௄಺೎ ቀ׬ ܨ෨௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯ · ሚ݂௱௄೟೓భ,ಮ݀߂ܭ௧௛ଵ,ஶכ
௱௄෪ ೟೓భ,ಮ,೘ೌೣ
௱௄෪ ೟೓భ,ಮ,೘೔೙ ቁ ݀ܭூ௖כ
௄෩಺೎,೘ೌೣ
௄෩಺೎,೘೔೙ .  (18) 
In Equation (18), the estimated pdf’s  ሚ݂௱௄೟೓భ,ಮ and  ሚ݂௄಺೎, and the estimated limits of integration, 
߂ܭ෪ ௧௛ଵ,ஶ,௠௜௡, ߂ܭ෪ ௧௛ଵ,ஶ,௠௔௫, ܭ෩ூ௖,௠௜௡ and ܭ෩ூ௖,௠௔௫, can easily be obtained by substituting ࣂ෩ to ࣂ in 
Tables 1 and 2; in addition, the estimated cdf’s, ܨ෨௱௄೟೓ሾ߂ܭሿ and ܨ෨௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯, are respectively 
equal to: 
ܨ෨௱௄೟೓ሾ߂ܭሿ ൌ
஍ቈ
ౢ౥ౝሾ೩಼ ೖభሾబሿ⁄ ሿషഋ෥೩಼೟೓భ,ಮ
഑෥೩಼೟೓భ,ಮ
቉ା஍ሾଷሿିଵ
ଶ஍ሾଷሿିଵ   
and 
ܨ෨௩ೌ|൫௱௄೟೓భ,ಮ,௄಺೎൯ ൌ Φ ൤
௩ೌכ ିఓ෥ೡೌ
ఙ෥ೡೌ
൨. 
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Figure 2 shows estimated crack growth rate functions for different probability values, ߛ. For each 
ߛ, the sigmoidal curve is obtained by solving ܨ෨௩ೌൣݒ෤௔,ఊכ , ߂ܭ൧ ൌ ߛ with respect to ݒ෤௔,ఊכ , for different 
߂ܭ values. As it can be observed, probabilistic curves conform well to experimental data. 
Furthermore, the model well represents the well‐known larger data scatter in the near‐threshold 
and unstable crack propagation regions. 
 
Figure 2: Plots of crack growth rate functions obtained with the proposed statistical distribution at 
different probability values. Experimental data points are taken from material NASGRO database4. 
Once the ߛ‐th quantile curve of ݒ௔ is estimated, the ሺ1 െ ߛሻ‐th quantile of the number of cycles to 
failure can be obtained through Equation (9). In Equation (9), integration with respect to ܽ is 
possible after having expressed the SIF range ∆ܭ as a function of the stress range, ∆ߪ: 
߂ܭ ൌ ܻሾܽሿ · ∆ߪ · √ߨ · ܽ. 
where ܻሾܽሿ is the geometry correction factor. 
Similarly, probabilistic curves of the crack length after a given number of cycles can be obtained 
through Equation (12). 
The illustrative plots of Figure 3 and 4 are drawn for the case of a center‐through crack in a tensile 
100x10 mm plate. For a center‐through crack of finite width plate, the geometry correction factor 
can be expressed as: 
ܻሾܽሿ ൌ ටsecant ቂߨ ௔௪ቃ, 
where 2ܽ is the crack length and ݓ is the plate width. 
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Figure 3: Number of cycles to failure for different initial crack lengths: comparison between 
simulated (empty circles) and proposed analytical cumulative distribution functions (black lines). 
∆ߪ ൌ 350 MPa at ܴ ൌ 0. 
The data denoted as “NASGRO simulations” in the legend, that appear in Figures 3 and 4, were 
obtained by running one hundred NASGRO computations. The required input material 
parameters, ߂ܭ௧௛ଵ,ஶ, ܭூ௖ and ܥ, were randomly drawn (Monte Carlo simulations) from the 
estimated distributions; the other parameters, ݊, ݌ and ݍ, were taken from the vector of 
estimates ࣂ෩. As in the case of Figure 2, the proposed statistical model well compares with NASGRO 
results. 
 
Figure 4: Final crack length after different number of cycles: proposed analytical curves at 
different probability values (black lines) as they compare with 100 NASGRO simulations (grey 
lines). ∆ߪ ൌ 350 MPa at ܴ ൌ 0; ܽ௦ ൌ 12.91 mm. 
It should be noted that probabilistic curves plotted in Figure 2 are obtained by computing exact 
confidence intervals for ݒ௔ at different ߂ܭ values (point‐wise confidence bands). In this respect, 
they only approximate the exact confidence bands for the curve of ݒ௔ as a function of ߂ܭ 
(simultaneous confidence bands). Indeed, it is well known in the literature26 that, even if 
commonly adopted for estimating probabilistic curves, point‐wise confidence bands do not 
generally coincide with simultaneous confidence bands and can only provide approximated 
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results. Consequently, if point‐wise confidence bands are considered for computing the number of 
cycles to failure or the crack length after a given number of cycles, the computed values only 
approximate the exact results. Nevertheless, approximation is generally negligible, as shown in 
Figures 3 and 4. 
4. Conclusions 
A statistical distribution for the sigmoidal crack growth rate function is introduced. Due to the 
general nature of the proposed distribution, any deterministic sigmoidal crack propagation model 
can be utilized. 
For obtaining material estimates, the ML Principle is adopted. No distinction among the three 
regions of crack propagation is considered: all data points were taken into account as belonging to 
the same population. 
Reliability predictions (i.e., the number of cycles to failure and the crack length after a given 
number of cycles) are obtained through numerical integration of analytical functions with no need 
of Monte Carlo simulations. 
Effectiveness of the proposed statistical model is shown through examples based on NASGRO 
algorithm. 
Further research is in progress to extend the applicability of the developed statistical distribution 
to the case of variable amplitude loading, including load‐interaction effects (e.g., Wheeler and 
Willenborg load‐interaction models). 
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APPENDIX A 
Cumulative distribution function of ࢜ࢇ 
Taken hypotheses 1)‐5) in Section 2, the probability of having, in the stable crack propagation 
region (Figure 1), ݒ௔ smaller than ݒ௔כ is given by: 
ܲ ൤ݒ௔ ൑ ݒ௔כ, ߂ܭ௧௛ ൏ ߂ܭ, ܭ௖ ൐ ߂ܭሺ1 െ ܴሻ൨ ൌ 
ൌ ׬ ௄݂೎ሾܭ௖כሿ ൬׬ ܨ௩ೌ|ሺ௱௄೟೓,௄೎ሻሾݒ௔כ; ߂ܭ௧௛כ , ܭ௖כሿ ௱݂௄೟೓ሾ߂ܭ௧௛כ ሿ݀߂ܭ௧௛כ௱௄௱௄೟೓כ ൰ ݀ܭ௖כ
௄೎כ೩಼
భషೃ
. (A.1) 
Whereas the events ߂ܭ ൑ ߂ܭ௧௛, ߂ܭ௧௛ ൏ ߂ܭ ൏ ܭ௖ሺ1 െ ܴሻ and ߂ܭ ൒ ܭ௖ሺ1 െ ܴሻ form a partition 
of the whole sample space (Figure 1), it follows that the probability of the event ݒ௔ ൑ ݒ௔כ is given 
by: 
ܲሾݒ௔ ൑ ݒ௔כሿ ൌ ܲሾݒ௔ ൑ ݒ௔כ|߂ܭ௧௛ ൒ ߂ܭሿܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൅ 
൅ܲ ቂݒ௔ ൑ ݒ௔כ, ߂ܭ௧௛ ൏ ߂ܭ, ܭ௖ ൐ ௱௄ሺଵିோሻቃ ൅ ܲ ቂݒ௔ ൑ ݒ௔כ|ܭ௖ ൑
௱௄
ଵିோቃ ܲ ቂܭ௖ ൑
௱௄
ଵିோቃ.  (A.2) 
Since ݒ௔ approaches െ∞ (i.e., the crack growth rate is equal to 0 in the no crack propagation 
region) when ߂ܭ௧௛ ൒ ߂ܭ, then ܲሾݒ௔ ൑ ݒ௔כ|߂ܭ௧௛ ൒ ߂ܭሿ ൌ 1; moreover, since ݒ௔ approaches ൅∞ 
(i.e., the crack growth rate is infinite when failure occurs) when ܭ௖ ൑ ௱௄ଵିோ, then  
ܲ ቂݒ௔ ൑ ݒ௔כ|ܭ௖ ൑ ௱௄ଵିோቃ ൌ 0. Therefore, Equation (A.2) simplifies as follows: 
ܲሾݒ௔ ൑ ݒ௔כሿ ൌ ܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൅ ܲ ቂݒ௔ ൑ ݒ௔כ, ߂ܭ௧௛ ൏ ߂ܭ, ܭ௖ ൐ ௱௄ሺଵିோሻቃ.  (A.3) 
Taking into account Equations (3) and (A.1), Equation (A.3) finally yields: 
ܨ௩ೌሾݒ௔כሿ ൌ 1 െ ܨ௱௄೟೓ሾ߂ܭሿ ൅ ׬ ௄݂೎ሾܭ௖כሿ ൬׬ ܨ௩ೌ|ሺ௱௄೟೓,௄೎ሻ ௱݂௄೟೓݀߂ܭ௧௛כ௱௄௱௄೟೓כ ൰ ݀ܭ௖כ
௄೎כ೩಼
భషೃ
. 
APPENDIX B 
Cumulative distribution function of ࡺࢌࢇ࢙  
Consider two different crack growth rate functions, whose logarithms are denoted as ݒ௔,ଵ and 
ݒ௔,ଶ. Suppose that ݒ௔,ଵ is defined in the range ൫ܽ௧௛,ଵ, ܽ௖,ଵ൯, where ܽ௧௛,ଵ denotes the threshold 
crack length of ݒ௔,ଵ (crack length value for which ݒ௔,ଵ ൌ െ∞) and ܽ௖,ଵ is the critical crack length of 
ݒ௔,ଵ (crack length value for which ݒ௔,ଵ ൌ ൅∞). Analogously, suppose that ݒ௔,ଶ is defined in the 
range ൫ܽ௧௛,ଶ, ܽ௖,ଶ൯, where ܽ௧௛,ଶ denotes the threshold crack length of ݒ௔,ଶ (crack length value for 
which ݒ௔,ଶ ൌ െ∞) and ܽ௖,ଶ is the critical crack length of ݒ௔,ଶ (crack length value for which 
ݒ௔,ଶ ൌ ൅∞).Furthermore, suppose that ݒ௔,ଵ ൏ ݒ௔,ଶ. Being the logarithm of the crack growth rate a 
monotone increasing function ranging from െ∞ to ൅∞, then ܽ௧௛,ଶ ൏ ܽ௧௛,ଵ and ܽ௖,ଶ ൏ ܽ௖,ଵ. 
Suppose that ܽ௧௛,ଶ ൏ ܽ௧௛,ଵ ൏ ܽ௦ ൏ ܽ௖,ଶ ൏ ܽ௖,ଵ, then Equation (7) becomes: 
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௙ܰೌ ೞ,భ ൌ ׬ ݁ି௩ೌ,భ݀ܽ
௔೎,భ
௔ೞ ,  (B.1) 
when ݒ௔,ଵ is considered, and 
௙ܰೌ ೞ,మ ൌ ׬ ݁ି௩ೌ,మ݀ܽ
௔೎,మ
௔ೞ ,  (B.2) 
when ݒ௔,ଶ is considered. 
The domain of integration of Equation (B.2) can be extended up to ܽ௖,ଵ, since ݁ି௩ೌ,మ ؠ 0 in the 
range ൣܽ௖,ଶ, ܽ௖,ଵ൧: 
௙ܰೌ ೞ,మ ൌ ׬ ݁ି௩ೌ,మ݀ܽ
௔೎,మ
௔ೞ ൅ ׬ 0݀ܽ
௔೎,భ
௔೎,మ ൌ ׬ ݁ି௩ೌ,మ݀ܽ
௔೎,భ
௔ೞ .  (B.3) 
Taking into account Equations (B.1) and (B.3) and considering that ݒ௔,ଵ ൏ ݒ௔,ଶ and, consequently, 
݁ି௩ೌ,భ ൐ ݁ି௩ೌ,మ, it follows that  ௙ܰೌ ೞ,భ ൐ ௙ܰೌ ೞ,మ. Therefore, according to Equation (7),  ௙ܰೌ ೞ  is a 
monotone decreasing function of ݒ௔. 
According to Theorem 2.1.3 in27, if ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖, the complementary cdf of  ௙ܰೌ ೞ  is finally given 
by: 
1 െ ܨே೑ೌೞ ቚ௔೟೓ழ௔ೞழ௔೎ ൌ ܨ௩ೌ|௔೟೓ழ௔ೞழ௔೎,  (B.4) 
where ܨே೑ೌೞ ቚ௔೟೓ழ௔ೞழ௔೎ is the conditional cdf of  ௙ܰೌ ೞ  given that ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖, and ܨ௩ೌ|௔೟೓ழ௔ೞழ௔೎ 
denotes the conditional cdf of ݒ௔ given that ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖. 
Taking Equation (7), if ܽ௦ ൒ ܽ௖, then  ௙ܰೌ ೞ ൌ 0 and, as a consequence: 
1 െ ܨே೑ೌೞ ቚ௔ೞஹ௔೎ ൌ ܲ ቂ0 ൐ ௙ܰೌ ೞ
כ ቃ ൌ 0,  (B.5) 
where ܨே೑ೌೞ ቚ௔ೞஹ௔೎ is the conditional cdf of  ௙ܰೌ ೞ  given that ܽ௦ ൒ ܽ௖. 
Finally, if ܽ௦ ൑ ܽ௧௛, then  ௙ܰೌ ೞ ՜ ൅∞ and, as a consequence: 
1 െ ܨே೑ೌೞ ቚ௔ೞஸ௔೟೓ ൌ ܲ ቂ൅∞ ൐ ௙ܰೌ ೞ
כ ቃ ൌ 1.  (B.6) 
where ܨே೑ೌೞ ቚ௔ೞஸ௔೟೓ is the conditional cdf of  ௙ܰೌ ೞ  given that ܽ௦ ൑ ܽ௧௛. 
Provided that the events ܽ௦ ൑ ܽ௧௛, ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖ and ܽ௦ ൒ ܽ௖ form a partition of the whole 
sample space, it follows, from Equations (B.4)‐(B.6) that the complementary cdf of  ௙ܰೌ ೞ  is given by: 
1 െ ܨே೑ೌೞ ൌ ܲሾܽ௧௛ ൒ ܽ௦ሿ ൅ ܨ௩ೌ|௔೟೓ழ௔ೞழ௔೎ܲሾܽ௧௛ ൏ ܽ௦ ൏ ܽ௖ሿ.  (B.7) 
Since the SIF range is a monotone increasing function of the crack length, then ܽ௧௛, ܽ௖ and ܽ௦ in 
Equation (B.7) can be substituted by ߂ܭ௧௛, ܭ௖ሺ1 െ ܴሻ and ߂ܭ (ܽ௦ can be any ܽ value below ܽ௖), 
thus giving: 
18 
 
1 െ ܨே೑ೌೞ ൌ ܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൅ ܲሾݒ௔ ൑ ݒ௔כ, ߂ܭ௧௛ ൏ ߂ܭ ൏ ܭ௖ሺ1 െ ܴሻሿ.  (B.8) 
Taken (Equation A.3): 
ܲሾݒ௔ ൑ ݒ௔כሿ ൌ ܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൅ ܲ ቂݒ௔ ൑ ݒ௔כ, ߂ܭ௧௛ ൏ ߂ܭ, ܭ௖ ൐ ௱௄ሺଵିோሻቃ,  
equation (B.8) finally yields: 
1 െ ܨே೑ೌೞ ൌ ܲሾݒ௔ ൑ ݒ௔כሿ ൌ ܨ௩ೌ, 
or, equivalently: 
ܨே೑ೌೞ ൌ 1 െ ܨ௩ೌ. 
APPENDIX C 
Cumulative distribution function of ࢇࢋࢇ࢙,ࡺ 
Consider the two functions ݒ௔,ଵ and ݒ௔,ଶ introduced in Appendix B: i.e., ݒ௔,ଵ defined in the range 
൫ܽ௧௛,ଵ, ܽ௖,ଵ൯, ݒ௔,ଶ defined in the range ൫ܽ௧௛,ଶ, ܽ௖,ଶ൯, being ݒ௔,ଵ ൏ ݒ௔,ଶ. 
Suppose that ܽ௧௛,ଶ ൏ ܽ௧௛,ଵ ൏ ܽ௦ ൏ ܽ௖,ଶ ൏ ܽ௖,ଵ. For a given ܰ, since the integrand in Equation (10) 
is a positive‐definite function, if ݒ௔,ଵ ൏ ݒ௔,ଶ (i.e., ݁ି௩ೌ,భ ൐ ݁ି௩ೌ,మ), then there must exist two 
different ܽ௘ೌೞ,ಿ values, ܽ௘ೌೞ,ಿ,ଵ and ܽ௘ೌೞ,ಿ,ଶ, such that: 
ܰ ൌ ׬ ݁ି௩ೌ,భ݀ܽ௔೐ೌೞ,ಿ,భ௔ೞ ,  (C.1) 
when ݒ௔,ଵ is considered, and 
ܰ ൌ ׬ ݁ି௩ೌ,మ݀ܽ௔೐ೌೞ,ಿ,మ௔ೞ ,  (C.2) 
when ݒ௔,ଶ is considered. It is worth noting that the given value of ܰ is upper limited to  ௙ܰೌ ೞ ; this 
follows from considering that the integral function in Equation (10) reaches the value  ௙ܰೌ ೞ  when 
ܽ௘ೌೞ,ಿ ൌ ܽ௖, and remains equal to  ௙ܰೌ ೞ  in the open range ሾܽ௖, ൅∞ሻ. 
According to Equation (10), ܰ represents the area enclosed by function ݁ି௩ೌ, in the range 
ቂܽ௦, ܽ௘ೌೞ,ಿቃ, and the ܽ‐axis: therefore, taking into account Equations (C.1) and (C.2), in order to 
maintain the area constant, if ݁ି௩ೌ,భ ൐ ݁ି௩ೌ,మ, then it must be ܽ௘ೌೞ,ಿ,ଵ ൏ ܽ௘ೌೞ,ಿ,ଶ. Therefore, ܽ௘ೌೞ,ಿ 
is a monotone increasing function of ݒ௔ and, according to Theorem 2.1.3 in27, if ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖, a 
conditional cdf of ܽ௘ೌೞ,ಿ, is finally given by: 
ܨ௔೐ೌೞ,ಿቚ௔೟೓ழ௔ೞழ௔೎ ൌ ܨ௩ೌ|௔೟೓ழ௔ೞழ௔೎,  (C.3) 
where ܨ௔೐ೌೞ,ಿቚ௔೟೓ழ௔ೞழ௔೎ is the conditional cdf of ܽ௘ೌೞ,ಿ given that ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖. 
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Taken Equation (10), if ܽ௦ ൒ ܽ௖, then ܽ௘ೌೞ,ಿ ՜ ൅∞ regardless of the value of ܰ and, as a 
consequence: 
ܨ௔೐ೌೞ,ಿቚ௔ೞஹ௔೎ ൌ ܲ ቂ൅∞ ൑ ܽ௘ೌೞ,ಿ
כ ቃ ൌ 0,  (C.4) 
where ܨ௔೐ೌೞ,ಿቚ௔ೞஹ௔೎ is the conditional cdf of ܽ௘ೌೞ,ಿ given that ܽ௦ ൒ ܽ௖. 
Finally, if ܽ௦ ൑ ܽ௧௛, then ܽ௘ೌೞ,ಿ ൌ ܽ௦ regardless of the value of ܰ and, as a consequence: 
ܨ௔೐ೌೞ,ಿቚ௔ೞஸ௔೟೓ ൌ ܲ ቂܽ௦ ൑ ܽ௘ೌೞ,ಿ
כ ቃ ൌ 1.  (C.5) 
where ܨ௔೐ೌೞ,ಿቚ௔ೞஸ௔೟೓  is the conditional cdf of ܽ௘ೌೞ,ಿ  given that ܽ௦ ൑ ܽ௧௛. 
Provided that the events ܽ௦ ൑ ܽ௧௛, ܽ௧௛ ൏ ܽ௦ ൏ ܽ௖ and ܽ௦ ൒ ܽ௖ form a partition of the whole 
sample space, it follows, from Equations (C.3)‐(C.5) that the cdf of ܽ௘ೌೞ,ಿ is given by: 
ܨ௔೐ೌೞ,ಿ ൌ ܲሾܽ௧௛ ൒ ܽ௦ሿ ൅ ܨ௩ೌ|௔೟೓ழ௔ೞழ௔೎ܲሾܽ௧௛ ൏ ܽ௦ ൏ ܽ௖ሿ.  (C.6) 
Since the SIF range is a monotone increasing function of the crack length, then ܽ௧௛, ܽ௖ and ܽ௦ in 
Equation (C.6) can be substituted by ߂ܭ௧௛, ܭ௖ሺ1 െ ܴሻ and ߂ܭ (ܽ௦ can be any ܽ value below ܽ௖), 
thus giving: 
ܨ௔೐ೌೞ,ಿ ൌ ܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൅ ܲሾݒ௔ ൑ ݒ௔
כ, ߂ܭ௧௛ ൏ ߂ܭ ൏ ܭ௖ሺ1 െ ܴሻሿ.  (C.7) 
Taken (Equation A.3): 
ܲሾݒ௔ ൑ ݒ௔כሿ ൌ ܲሾ߂ܭ௧௛ ൒ ߂ܭሿ ൅ ܲ ቂݒ௔ ൑ ݒ௔כ, ߂ܭ௧௛ ൏ ߂ܭ, ܭ௖ ൐ ௱௄ሺଵିோሻቃ, 
equation (C.7) finally yields: 
ܨ௔೐ೌೞ,ಿ ൌ ܲሾݒ௔ ൑ ݒ௔
כሿ ൌ ܨ௩ೌ. 
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