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Abstract
Training-based transmission over Rayleigh block-fading multiple-input multiple-output (MIMO) channels is inves-
tigated. As a training method a combination of a pilot-assisted scheme and a biased signaling scheme is considered. The
achievable rates of successive decoding (SD) receivers based on the linear minimum mean-squared error (LMMSE)
channel estimation are analyzed in the large-system limit, by using the replica method under the assumption of replica
symmetry. It is shown that negligible pilot information is best in terms of the achievable rates of the SD receivers in
the large-system limit. The obtained analytical formulas of the achievable rates can improve the existing lower bound
on the capacity of the MIMO channel with no channel state information (CSI), derived by Hassibi and Hochwald,
for all signal-to-noise ratios (SNRs). The comparison between the obtained bound and a high SNR approximation
of the channel capacity, derived by Zheng and Tse, implies that the high SNR approximation is unreliable unless
quite high SNR is considered. Energy efficiency in the low SNR regime is also investigated in terms of the power
per information bit required for reliable communication. The required minimum power is shown to be achieved at
a positive rate for the SD receiver with no CSI, whereas it is achieved in the zero-rate limit for the case of perfect
CSI available at the receiver. Moreover, numerical simulations imply that the presented large-system analysis can
provide a good approximation for not so large systems. The results in this paper imply that SD schemes can provide
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a significant performance gain in the low-to-moderate SNR regimes, compared to conventional receivers based on
one-shot channel estimation.
Index Terms
Multiple-input multiple-output (MIMO) systems, Rayleigh block-fading channels, noncoherent capacity, training-
based transmission, linear minimum mean-squared error (LMMSE) channel estimation, successive decoding (SD),
biased signaling, large-system analysis, replica method.
I. INTRODUCTION
A. Motivation
Multiple-input multiple-output (MIMO) transmission is a promising scheme for increasing the spectral efficiency
of wireless communication systems, and has been applied to several modern standards, such as wireless LAN (IEEE
802.11n) and Mobile WiMAX (IEEE 802.16e). However, the ultimate achievable rate of MIMO systems is not fully
understood. Thus, it is an important issue in information theory to elucidate the channel capacity of MIMO systems.
The capacity of MIMO channels with perfect channel state information (CSI) at the receiver was analyzed in
the early pioneering works [1], [2]. Telatar [2] proved that independent and identically distributed (i.i.d.) Gaussian
signaling is optimal for i.i.d. Rayleigh fading MIMO channels with perfect CSI at the receiver. See e.g. [3] for the
case of more sophisticated fading models. The assumption of perfect CSI available at the receiver is a reasonable
assumption if the coherence time is sufficiently long compared to the number of transmit antennas. However, this
assumption becomes unrealistic for mobile communications with short coherence time or a large number of transmit
antennas. Thus, it is worth considering the assumption of CSI available neither to the transmitter nor to the receiver,
while the receiver is assumed to know the statistical model of the channel perfectly. In this paper, this assumption
is simply referred to as the no CSI assumption.
Marzetta and Hochwald [4] considered i.i.d. Rayleigh block-fading MIMO channels with no CSI, and charac-
terized a class of capacity-achieving signaling schemes. In block-fading channels, the channel is fixed during one
fading block and independently changes at the beginning of the next fading block. The assumption of block-fading
simplifies analyzing the capacity, although it might be an idealized assumption.1 See [5], [6] for the capacity of
time-varying MIMO channels with no CSI. In this paper, we consider block-fading MIMO channels with no CSI.
The capacity-achieving inputs are not i.i.d. over space or time for block-fading MIMO channels with no CSI [4].
These dependencies over space and time make it difficult to calculate the capacity. In order to circumvent this
difficulty, three kinds of strategies have been considered in the literature. A first strategy is to obtain a closed form
for a lower bound on the capacity by considering unitary space-time modulation [7], although the insight provided
by the closed form is not very clear. It is possible to calculate a lower bound of the capacity numerically for all
signal-to-noise ratios (SNRs) [8], [9], while this task is not necessarily easy in terms of computational complexity.
1 The assumption of block-fading is valid for time-division multiple-access (TDMA) schemes.
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A second strategy is to consider the high or low SNR limits. This strategy can provide an analytical formula of
the capacity in return for giving up the capacity result in the moderate SNR regime. High SNR approximations of
the capacity were derived in [10], [11]. The approximations tolerate an error of o(1) in the high SNR limit. The
analytical formula by Zheng and Tse [10] provides a useful geometric insight, i.e., the capacity of MIMO channels
with no CSI has an interpretation as sphere packing in the Grassmann manifold, while the capacity for the case of
perfect CSI available at the receiver has an interpretation in terms of sphere packing in the Euclidean space.
The power per information bit Eb required for reliable communication is a key performance measure in the low
SNR regime. Verdu´ [12] proved that the SNR per information bit Eb/N0, with N0 denoting noise power, required
for MIMO channels with no CSI achieves the minimum NEb/N0 = ln 2 ≈ −1.59 dB in the low SNR limit, with
N denoting the number of receive antennas. This result provides a fundamental limit in terms of energy efficiency.
See [13], [14] for more detailed analysis.
The last strategy is to analyze the achievable rate of a training-based system, which obviously provides a lower
bound on the capacity. Since accurate channel estimates are assumed to be obtained by training, i.i.d. signaling
over space and time is commonly used for training-based systems. This signaling contains practical modulation
schemes, such as quadrature phase shift keying (QPSK) or quadrature amplitude modulation (QAM). Results based
on this strategy are less explored than those based on the other two strategies. An advantage of the training-based
strategy is that it is possible to obtain an analytical bound that can be easily evaluated for all SNRs. Hassibi
and Hochwald [15] derived an analytical lower bound on the achievable rate of a pilot-assisted system, called
the Hassibi-Hochwald (HH) bound in this paper. Another advantage is that it can provide a useful guideline for
designing practical training-based MIMO systems. In fact, it was shown in [15] that the optimal number of pilot
symbols is equal to the number of transmit antennas in terms of their lower bound. A weakness is that lower bounds
derived by the last strategy might be looser than those derived by the first strategy. In this paper, we focus on the
last strategy and improve the existing lower bound of the capacity based on training.
Hassibi and Hochwald [15] used a method for lower-bounding the achievable rate of a pilot-assisted system,
developed by Me´dard in [16]. As shown in [17], using this method requires the assumption of one-shot channel
estimation, under which the decoder regards the channel estimates provided by the channel estimator as the true
ones. In other words, the decoded data symbols are not re-utilized for refining the channel estimates. Thus, a lower
bound based on training-based systems should improve by refining the channel estimates with the decoded data
symbols.
We follow a successive decoding (SD) strategy considered in [17]–[19], in which the data symbols decoded in
the preceding stages are utilized for refining the channel estimates. In the initial channel estimation, the channel
estimator utilizes pilot signals transmitted by using a fraction of resources. As a training-based scheme suitable for
the SD strategy, we consider a combination of the conventional pilot-assisted scheme and a bias-based scheme [20].
In the bias-based scheme, a probabilistic bias of transmitted symbols is used for the initial channel estimation,
while time-division multiplexed pilot symbols are utilized in the pilot-assisted scheme. The bias-based scheme was
numerically shown to outperform pilot-assisted schemes for practical iterative receivers [21]–[23]. The goal of this
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paper is to derive an analytical bound based on the SD strategy with a combination of the pilot-assisted scheme
and the bias-based scheme.
B. Contributions & Methodology
The main contribution of this paper is to derive lower bounds on the achievable rates of SD receivers in the
large-system limit, where the number of transmit antennas, the number of receive antennas, and coherence time tend
to infinity while their ratios are kept constant. The lower bounds can be evaluated easily, whereas Padmanabhan et
al. [19] calculated bounds on the corresponding achievable rate by numerical simulations. Numerical simulations
in this paper show that the large-system results can provide a good approximation for not so large systems. The
derived lower bounds are used to optimize the overhead for training. It is shown that negligibly small overhead
for training is best in terms of the lower bounds. The optimized bound outperforms the HH bound [15] for all
SNRs. Furthermore, the comparison between our bound and the high-SNR approximation of the capacity [10], [11]
implies that the high-SNR approximation is valid only for quite high SNR.
The derivation of the proposed bounds consists of two steps: First, the optimal channel estimator is replaced
by the linear minimum mean-squared error (LMMSE) channel estimator. Since the optimal channel estimator is
nonlinear in general, the distribution of the channel estimates becomes non-Gaussian. This non-Gaussianity makes
it difficult to calculate the achievable rates of the SD receivers with the optimal channel estimator. In order to
circumvent this difficulty, we consider a lower bound based on LMMSE channel estimation.
Next, we take the large-system limit to obtain analytical results. The large-system limit has been extensively
considered in the analysis of code-division multiple-access (CDMA) and MIMO systems with perfect CSI at the
receiver, by using random matrix theory [24]–[27] and the replica method [28]–[34]. The advantage of taking the
large-system limit is that several performance measures, such as mutual information and signal-interference-plus-
noise ratio (SINR), are expected to be self-averaging, i.e., they converge in probability to deterministic values in
the large-system limit. This self-averaging property allows us to obtain analytical results. The large-system limit in
previous works for the perfect CSI case may be regarded as the limit in which the numbers of transmit and receive
antennas tend to infinity at the same rate after taking the long coherence-time limit, since the receiver can obtain
accurate channel estimates in these limits. In order to consider the no CSI case, on the other hand, the coherence
time and the numbers of transmit and receive antennas tend to infinity at the same rate in this paper. Note that
the coherence time must also tend to infinity to obtain meaningful results when the number of antennas tends to
infinity, since there is no point in using transmit antennas more than the coherence time [4].
We use the replica method to evaluate the achievable rates in the large-system limit. The replica method was
originally developed in statistical physics [35]. See [36]–[38] for the details of the replica method. Recently, it has
been recognized that the replica method is useful for analyzing nonlinear receivers [28]–[34]. A weakness of the
replica method is that it is based on several non-rigorous assumptions in the present time. See [39], [40] for a
recent remarkable progress with respect to the replica method.
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C. Notation
For a complex number z ∈ C, throughout this paper, j, ℜ[z], ℑ[z], and z∗ denote the imaginary unit, the real and
imaginary parts of z, and the complex conjugate of z, respectively. For a complex matrix A, AT, AH, Tr(A), and
detA represent the transpose, the conjugate transpose, the trace, and the determinant of A, respectively. The vector
1n denotes the n-dimensional vector whose elements are all one. The n× n identity matrix is denoted by In. The
operator ⊗ denotes the Kronecker product of two matrices. The matrix diag(a1, . . . , an) represents the diagonal
matrix with ai as the ith diagonal element. M+n denotes the set of all positive definite n× n Hermitian matrices.
log x, lnx, δ(·), and δa,b denote log2 x, loge x, the Dirac delta function, and the Kronecker delta, respectively. For
random variables X , Y , and Z , I(X ;Y |Z) denotes the conditional mutual information between X and Y given Z
with the logarithm to base 2. For a complex random vector x and a random variable Y , cov[x|Y ] represents the
covariance matrix of x given Y . CN (m,Σ) denotes a proper complex Gaussian distribution with mean m and a
covariance matrix Σ [41]. For covariance matrices Σ and Σ˜, Da(Σ‖Σ˜) represents the Kullback-Leibler divergence
with the logarithm to base a between CN (0,Σ) and CN (0, Σ˜).
As notational convenience for subsets of the natural numbers N, we use [a, b) = {i ∈ N : a ≤ i < b}
for integers a and b (> a). The other sets [a, b], (a, b), and so on are defined in the same manner. The set
J \{j} = {j′ ∈ J : j′ 6= j} denotes the set obtained by eliminating the element j from a set of indices J . When
J equals the set of all indices, J \{j} is simply written as \j.
For a set of indices J = {j1, . . . , jn} and scalars {vj : j ∈ J }, vJ denotes the column vector v =
(vj1 , . . . , vjn)
T
, while ~vJ does the row vector ~vJ = (vj1 , . . . , vjn). For example, v[a,b) = (va, . . . , vb−1)T and
vJ\{j2} = (vj1 , vj3 , . . . , vjn)
T
. Note that vJ\{j} is written as v\j when J is the set of all indices, since J \{j}
is abbreviated as \j. For column vectors {aj : j ∈ J }, similarly, AJ denotes the matrix AJ = (aj1 , . . . ,ajn).
For example, A[a,b) = (aa, . . . ,ab−1) and AJ\{j2} = (aj1 ,aj3 , . . . ,ajn). We use symbols with tildes and hats
to represent random variables for postulated (or virtual) channels and estimates of random variables, respectively.
Underlined symbols are used to represent random variables for decoupled channels.
The remainder of this paper is organized as follows: A Rayleigh block-fading MIMO channel is introduced in
Section II. The achievable rates of SD receivers based on LMMSE channel estimation are formulated in Section III.
The main results of this paper are presented in Section IV. The obtained analytical bounds are compared to existing
results in Section V. We conclude this paper in Section VI. The derivation of the main results is summarized in
appendices.
II. CHANNEL MODEL
A. MIMO Channel
A narrowband MIMO system with M transmit antennas and N receive antennas is considered. We assume
block-fading with coherence time Tc, i.e., the channel matrix H ∈ CN×M is kept constant during one fading block
consisting of Tc symbol periods, and at the beginning of the next fading block the channel matrix is independently
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sampled from a distribution. The received vector yt ∈ CN in the tth symbol period within a fading block is given
by
yt =
1√
M
Hxt + nt, t = 1, . . . , Tc, (1)
where xt = (x1,t, . . . , xM,t)T and nt ∼ CN (0, N0IN ) denote the transmitted vector in the tth symbol period
and an additive white Gaussian noise (AWGN) vector with a covariance matrix N0IN , respectively. The MIMO
channel (1) can be represented in matrix form as
Y =
1√
M
HX +N , (2)
with Y = (y1, . . . ,yTc), X = (x1, . . . ,xTc), and N = (n1, . . . ,nTc).
For the simplicity of analysis, we assume i.i.d. Rayleigh fading MIMO channels, i.e., the channel matrix H has
mutually independent entries, and each entry hn,m = (H)n,m is drawn from the circularly symmetric complex
Gaussian (CSCG) distribution CN (0, 1) with unit variance. Note that the assumption of i.i.d. Rayleigh fading might
be an idealized assumption since there can be correlations between the elements of the channel matrix in practice.
We impose a power constraint
1
MTc
M∑
m=1
Tc∑
t=1
E
[|xm,t|2] ≤ P, (3)
for P > 0. Marzetta and Hochwald [4] proved that the capacity does not decrease even if the power constraint is
strengthened to a power constraint on each transmitted symbol,
E
[|xm,t|2] ≤ P. (4)
The former power constraint (3) allows us to use power allocation over space and time, whereas the latter power
constraint (4) does not. In this paper, we only consider the latter power constraint (4), which simplifies the analysis.
B. Training-Based Transmission
We assume that neither the transmitter nor the receiver has CSI. More precisely, only the statistical properties
of the MIMO channel (1) are assumed to be known to the receiver. The previous works [10], [15] showed that
pilot-assisted channel estimation can achieve the capacity in the leading order of SNR in the high SNR regime, i.e.,
the full spatial multiplexing gain, while the obtained lower bounds are loose in the low-to-moderate SNR regime.
Channel estimation based on pilot information is also considered in this paper. The main difference between the
previous works and this paper appears in the receiver structure. We consider joint channel and data estimation based
on SD, whereas in the previous works data symbols decoded successfully were not utilized for refining channel
estimates.
One fading block is decomposed into the training phase TTtr = {1, . . . , Ttr} and the communication phase
CTtr+1 = {Ttr + 1, . . . , Tc}, which consist of the first Ttr symbol periods and of the remaining (Tc − Ttr) symbol
periods, respectively. The transmitter sends pilot symbol vectors in the training phase, and transmits data symbol
vectors in the communication phase. Therefore, the transmitted vector xt is assumed to be known to the receiver
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for t ∈ TTtr . For simplicity, we assume that the pilot symbol matrix XTTtr = (x1, . . . ,xTr) ∈ CM×Ttr has zero-
mean i.i.d. entries with i.i.d. real and imaginary parts. Furthermore, we assume that each pilot symbol satisfies
E[|xm,t|2] = P for t ∈ TTtr , since the accuracy of channel estimation should improve as the power of pilot
symbols increases. The transmission of i.i.d. data symbols can achieve the capacity of the MIMO channel (1) with
perfect CSI at the receiver. If accurate channel estimates are obtained by joint channel and data estimation, thus,
i.i.d. signaling should be a reasonable option for training-based transmissions. We assume that the data symbols
{xm,t : t ∈ CTtr+1} are i.i.d. random variables with i.i.d. real and imaginary parts for all m and t ∈ CTtr+1. Note
that zero-mean is not assumed for the data symbols. Under this assumption, the achievable rate is monotonically
increasing with the power of each data symbol. We hereinafter let E[|xm,t|2] = P .
In this paper, we consider a biased signaling scheme, in which the mean E[xm,t] = θm,t of the data symbol for
t ∈ CTtr+1 is biased while the long-term average (Tc−Ttr)−1
∑Tc
t=Ttr+1
θm,t tends to zero as Tc →∞. In order to
apply the replica method, we assume that {ℜ[θm,t],ℑ[θm,t] : for all m, t} are independently drawn from a zero-
mean hyperprior probability density function (pdf)2 p(θ) with variance σ2θ/2. The transmitter informs the receiver
in advance about the bias matrix Θ = (O, θTtr+1, . . . , θTc) ∈ CM×Tc , with θt = (θ1,t, . . . , θM,t)T. In other words,
Θ is assumed to be known to the receiver. The biased signaling can reduce the overhead for training [20] compared
to the conventional pilot-assisted schemes. We present two examples of biased signaling: biased QPSK and biased
Gaussian signaling. See [21]–[23] for implementations of biased QPSK.
Example 1 (Biased QPSK). For ℜ[xm,t],ℑ[xm,t] ∈ {±
√
P/2}, the prior pmf of xm,t for biased QPSK is given
by
p(xm,t|θm,t) = 1 + ℜ[θm,t]/ℜ[xm,t]
2
1 + ℑ[θm,t]/ℑ[xm,t]
2
. (5)
The non-negativity of probability restricts the support of the hyperprior pdf p(θ) to ℜ[θm,t] ∈ [−
√
P/2,
√
P/2]
and ℑ[θm,t] ∈ [−
√
P/2,
√
P/2]. It is straightforward to check that E[xm,t|θm,t] = θm,t and E[|xm,t|2|θm,t] = P .
Example 2 (Biased Gaussian Signaling). The prior pdf of xm,t ∈ C for biased Gaussian signaling is given by
p(xm,t|θm,t) = 1
π(P − |θm,t|2)e
−
|xm,t−θm,t|
2
P−|θm,t|
2 . (6)
Note that the support of the hyperprior pdf p(θ) is restricted to |θm,t| <
√
P , due to the positivity of variance.
The main results presented in this paper hold for a general prior of xm,t with finite moments. The performance
for the biased Gaussian signaling corresponds to a performance bound for multilevel modulation with trellis
shaping [42], [43].
2 When θm,t is discrete, p(θ) denotes a probability mass function (pmf).
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Fig. 1. Successive decoding.
III. RECEIVERS
A. Successive Decoding
We consider an SD receiver [18], [19] (See Fig. 1). The data symbol vectors {xt} are decoded in the order
t = Ttr+1, . . . , Tc. In stage t, the matrix X(Ttr,t) = (xTtr+1, . . . ,xt−1) ∈ CM×(t−Ttr−1) contains the data symbol
vectors decoded in the preceding stages. Stage t consists of M substages, in which the elements {xm,t} are decoded
in the order m = 1, . . . ,M . In substage m within stage t, the vector x[1,m),t = (x1,t, . . . , xm−1,t)T ∈ Cm−1 consists
of the data symbols decoded in the preceding substages. The channel estimator utilizes the data symbols X(Ttr,t)
decoded in the preceding stages, along with the received matrix Y \t ∈ CN×(Tc−1) and the pilot information
{XTTtr ,Θ(t,Tc]}, in which the matrices Y \t and Θ(t,Tc] ∈ CM×(Tc−t) are obtained by eliminating the tth column
vector from the received matrix Y and the first t column vectors from the bias matrix Θ, respectively. We write the
information used for channel estimation in stage t as It = {X¯\t,Y \t}, with X¯\t = (XTTtr ,X(Ttr,t),Θ(t,Tc]) ∈
CM×(Tc−1). In substage m within stage t, the detector with successive interference cancellation (SIC) uses the data
symbols x[1,m),t decoded in the preceding substages and the bias vector θ[m,M ],t = (θm,t, . . . , θM,t)T to subtract
inter-stream interference from the received vector yt, and then perform multiuser detection (MUD).
Let us define the constrained capacity of the MIMO system based on the pilot information {XTTtr ,Θ} as the
conditional mutual information per symbol period between all data symbol vectors {xt : t ∈ CTtr+1} and the
received matrix Y conditioned on the pilot symbol matrix XTTtr and the bias matrix Θ [44]
C =
1
Tc
I({xt : t ∈ CTtr+1};Y |XTTtr ,Θ). (7)
It is straightforward to confirm that the optimal SD receiver can achieve the constrained capacity (7). Applying the
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chain rule for mutual information to (7) repeatedly [44], we obtain
C =
1
Tc
Tc∑
t=Ttr+1
I(xt;Y |XTTtr ,Θ,X(Ttr,t))
=
1
Tc
Tc∑
t=Ttr+1
I(xt;yt|It,Θ(Ttr,t), θt)
=
1
Tc
Tc∑
t=Ttr+1
M∑
m=1
I(xm,t;yt|It,x[1,m),t, θ[m,M ],t), (8)
with Θ(Ttr,t) = (θTtr+1, . . . , θt−1). In the derivation of the second equality, we have used the fact that xt and
Y \t are independent of each other, due to the i.i.d. assumption of the data symbols. In the last expression, we
have omitted conditioning with respect to Θ(Ttr,t) and θ[1,m),t = (θ1,t, . . . , θm−1,t)T, which are not utilized by the
receiver in substage m within stage t since they are the parameters of the known data symbols X(Ttr,t) and x[1,m),t.
For notational simplicity, this omission is applied throughout this paper. Note that Θ(Ttr,t) and θ[1,m),t affect the
achievable rate (8). Expression (8) implies that the SD scheme results in no loss of information if the detector with
SIC can achieve the mutual information I(xm,t;yt|It,x[1,m),t, θ[m,M ],t) in substage m within stage t.
It is difficult to evaluate the mutual information I(xm,t;yt|It,x[1,m),t, θ[m,M ],t) exactly. Instead, we derive a
lower bound based on LMMSE channel estimation. We first introduce the optimal channel estimator and then define
the LMMSE channel estimator.
B. Channel Estimators
1) Optimal Channel Estimator: We focus on stage t in this section. The optimal channel estimator uses the
information It to estimate the channel matrix H , and sends the joint posterior pdf
p(H|It) =
p(Y \t|H , X¯\t)p(H)∫
p(Y \t|H , X¯\t)p(H)dH
, (9)
to the detector with SIC. In (9), the pdf p(Y \t|H , X¯\t) is decomposed into the product of pdfs p(Y \t|H , X¯\t) =∏t−1
t′=1 p(yt′ |H,xt′)
∏Tc
t′=t+1 p(yt′ |H, θt′), given by
p(yt′ |H , θt′) =
∫
p(yt′ |H ,xt′)p(xt′ |θt′)dxt′ , (10)
where p(yt′ |H,xt′) represents the MIMO channel (1). Note that the joint posterior pdf (9) is decomposed into the
product
∏N
n=1 p(
~hn|It) of the marginal posterior pdfs, with ~hn ∈ C1×M denoting the nth row vector of H , due
to the assumption of i.i.d. fading.
The optimal channel estimator is nonlinear in general, which makes it difficult to analyze detectors with SIC, while
it is possible to evaluate the performance of the optimal channel estimator. In order to circumvent this difficulty,
we reduce the optimal channel estimator to an LMMSE channel estimator by considering a virtual MIMO channel.
2) LMMSE Channel Estimator: We use Me´dard’s method [16] to replace the MIMO channels (1) for t′ =
t+ 1, . . . , Tc by virtual MIMO channels
y˜t′ =
1√
M
Hθt′ +wt′ + nt′ , (11)
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wherewt′ ∈ CN denotes a CSCG random vector with the covariance matrix (P−σ2t′)IN , with σ2t′ = M−1
∑M
m=1 |θm,t′ |2.
The virtual MIMO channel (11) is obtained by extracting the term M−1/2H(xt′ − θt′) from the first term of the
right-hand side (RHS) in the original MIMO channel (1) and then replacing it by the AWGN term wt′ with
the covariance matrix cov[M−1/2H(xt′ − θt′)|θt′ ]. This replacement implies that information about the channel
matrix included in H(xt′ − θt′) is discarded. Thus, channel estimation based on the virtual MIMO channel (11)
should be inferior to that based on the original MIMO channel (1). In other words, the mutual information
I(xm,t;yt|It,x[1,m),t, θ[m,M ],t) should be bounded from below by
I(xm,t;yt|It,x[1,m),t, θ[m,M ],t) ≥ I(xm,t;yt|I˜t,x[1,m),t, θ[m,M ],t), (12)
which denotes the constrained capacity of the MIMO channel (1) in symbol period t with side information I˜t =
{X¯\t, Y˜ \t}, x[1,m),t, and θ[m,M ],t, in which Y˜ \t = (y1, . . . ,yt−1, y˜t+1, . . . , y˜Tc) contains the received vectors
of the virtual MIMO channel (11) in the last (Tc− t) elements while the first (t− 1) elements of Y˜ \t are the same
as those of the original one Y \t. From (1) and (11), the matrix Y˜ \t is explicitly given by
Y˜ \t =
1√
M
HX¯\t + (O,W (t,Tc]) +N\t, (13)
with W (t,Tc] = (wt+1, . . . ,wTc) ∈ CN×(Tc−t). In (13), the matrix N\t ∈ CN×(Tc−1) is obtained by eliminating
the tth column vector from the noise matrix N .
Let us consider channel estimation based on the information I˜t. The optimal channel estimator for this case
constructs the joint posterior pdf p(H|I˜t) and feeds it to the detector with SIC. The joint posterior pdf of H given
I˜t is defined by (9) in which the pdf (10) for t′ = t+ 1, . . . , Tc is replaced by
p(y˜t′ |H , θt′) =
∫
p(y˜t′ |H , θt′ ,wt′)p(wt′ |θt′)dwt′ , (14)
where p(y˜t|H, θt′ ,wt′) represents the virtual MIMO channel (11). A straightforward calculation indicates that
the joint posterior pdf p(H |I˜t) is a proper complex Gaussian pdf with mean Hˆt ∈ CN×M and covariance
cov[(~h1, . . . , ~hN )
T|I˜t] = IN ⊗Ξt, given by
Hˆt =
1√
M
[
t−1∑
t′=1
yt′x
H
t′
N0
+
Tc∑
t′=t+1
y˜t′θ
H
t′
P − σ2t′ +N0
]
Ξt, (15)
Ξt =
[
IM +
1
M
(
t−1∑
t′=1
xt′x
H
t′
N0
+
Tc∑
t′=t+1
θt′θ
H
t′
P − σ2t′ +N0
)]−1
. (16)
The posterior mean Hˆt coincides with the LMMSE estimator of H based on the received matrix Y˜ \t and the
known information X¯\t. Furthermore, Ξt is equal to the error covariance matrix of the LMMSE estimator for
each row vector of H . Thus, we refer to the optimal channel estimator for the virtual MIMO channel (11) as the
LMMSE channel estimator.
Note that the linear filter given by (15) provides the LMMSE estimates of H for the original MIMO channel (1).
One should not confuse the LMMSE channel estimator for the virtual MIMO channel (11) with that for the original
MIMO channel (1). The former, which is considered in this paper, is the optimal channel estimator for the virtual
MIMO channel (11), while the latter is a suboptimal channel estimator for the original MIMO channel (1).
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C. Detectors
1) Optimal Detector: We focus on substage m within stage t and define the optimal detector with SIC, which
achieves the lower bound (12). The optimal detector with SIC feeds to the associated decoder the posterior pdf3
of xm,t based on the knowledge about the received vector yt, the data symbols x[1,m),t decoded in the preceding
substages, the bias θ[m,M ],t for the unknown data symbols x[m,M ],t = (xm,t, . . . , xM,t)T, and the joint posterior
pdf p(H|I˜t) provided by the LMMSE channel estimator, given by
p(xm,t|yt, I˜t,x[1,m),t, θ[m,M ],t) =
∫
p(yt|xt, I˜t)p(x[m,M ],t|θ[m,M ],t)dx(m,M ],t∫
p(yt|xt, I˜t)p(x[m,M ],t|θ[m,M ],t)dx[m,M ],t
(17)
with x(m,M ],t = (xm+1,t, . . . , xM,t)T ∈ CM−m. In (17), the pdf p(yt|xt, I˜t) is given by
p(yt|xt, I˜t) =
∫
p(yt|H,xt)p(H |I˜t)dH , (18)
where p(yt|H ,xt) represents the MIMO channel (1). The use of SIC appears in the pdf (18), which is a proper com-
plex Gaussian pdf with mean M−1/2Hˆtxt and covariance (N0+M−1xHt Ξtxt)IN . Expression (17) implies that the
optimal detector with SIC subtracts the known inter-stream interference M−1/2Hˆt(x[1,m),tT, 0, θ(m,M ],tT)T from
the received vector yt, with θ(m,M ],t = (θm+1,t, . . . , θM,t)T, and then mitigates residual inter-stream interference
by performing the optimal nonlinear MUD.
Let x˜m,t ∈ C denote a random variable following the marginal posterior pdf (17). Since the lower bound (12)
is equal to the mutual information I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t), the achievable rate (8) of the optimal SD
receiver is bounded from below by
C ≥ 1
Tc
Tc∑
t=Ttr+1
M∑
m=1
I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t), (19)
which is given via the equivalent channel between the data symbol xm,t and the associated decoder
p(x˜m,t|xm,t, I˜t,x[1,m),t, θ[m,M ],t)
=
∫
p(xm,t = x˜m,t|yt, I˜t,x[1,m),t, θ[m,M ],t)p(yt|xt, I˜t)p(x(m,M ],t|θ(m,M ],t)dx(m,M ],tdyt. (20)
2) LMMSE Detector: Since the optimal detector is infeasible in terms of the complexity, it is important in
practice to obtain a lower bound based on the LMMSE detector with SIC. We follow [17] to derive the LMMSE
detector that feeds to the associated detector an approximate posterior pdf of xm,t based on the knowledge about the
received vector yt, the data symbols x[1,m),t decoded in the preceding substages, the bias θ[m,M ],t for the unknown
data symbols x[m,M ],t = (xm,t, . . . , xM,t)T, and the joint posterior pdf p(H |I˜t) provided by the LMMSE channel
estimator.
We first divide the RHS of the MIMO channel (1) into two terms:
yt =
1√
M
Hˆtxt +
1√
M
(H − Hˆt)xt + nt, (21)
3The marginal posterior pdf (17) is replaced by the posterior pmf of xm,t if xm,t is a discrete random variable.
October 25, 2018 DRAFT
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , 2011 12
with Hˆt denoting the LMMSE estimate (15) of the channel matrix. Let Hˆ [1,m),t ∈ CN×(m−1) and Hˆ [m,M ],t ∈
CN×(M−m+1) denote the matrices that consist of the first (m − 1) column vectors of the LMMSE estimate (15)
and of the last (M −m+1) column vectors, respectively. The first term of the RHS in (21) is further decomposed
into two terms:
yt =
1√
M
Hˆ [1,m),tx[1,m),t +
1√
M
Hˆ [m,M ],tx[m,M ],t +
1√
M
(H − Hˆt)xt + nt, (22)
where the first term of the RHS is a known quantity. From this expression, the LMMSE detector is defined via the
postulated MIMO channel
y˜
(L)
t −
1√
M
Hˆ [1,m),tx[1,m),t =
1√
M
Hˆ [m,M ],tx˜
(L)
[m,M ],t + w˜
(L)
t + nt, (23)
where y˜(L)t ∈ CN and x˜(L)[m,M ],t = (x˜(L)m,t, . . . , x˜(L)M,t)T ∈ CM−m+1 denote the received vector and the data symbol
vector postulated by the LMMSE detector, respectively. The postulated data symbol vector x˜(L)[m,M ],t is assumed to
be a proper complex Gaussian random vector with mean θ[m,M ],t and covariance
Σm,t = PIM−m+1 − diag(|θm,t|2, . . . , |θM,t|2), (24)
which are the same as the mean and covariance of the original vector x[m,M ],t, respectively. Furthermore, w˜
(L)
t ∈ CN
is a CSCG random vector with the covariance matrix ζm,tIN , in which
ζm,t =
1
M
Tr
(
E[xtx
H
t |x[1,m),t]Ξt
)
, (25)
with
E[xtx
H
t |x[1,m),t] = diag(|x1,t|2, . . . , |xm−1,t|2, P, . . . , P ). (26)
Note that w˜(L)t has the same first and second moments as those of the third term on the RHS of (22).
The posterior distribution of x˜(L)[m,M ],t given y˜
(L)
t , I˜t, x[1,m),t, and θ[m,M ],t is a proper complex Gaussian
distribution with mean xˆ(L)[m,M ],t and covariance Ξ
(L)
m,t, given by
xˆ
(L)
[m,M ],t = (Ξ
(L)
m,t)
−1
{
1√
M
(N0 + ζm,t)
−1Hˆ
H
[m,M ],t
(
y˜
(L)
t −
1√
M
Hˆ [1,m),tx[1,m),t
)
+Σ−1m,tθ[m,M ],t
}
, (27)
Ξ
(L)
m,t =
(
Σ
−1
m,t +
1
M
(N0 + ζm,t)
−1Hˆ
H
[m,M ],tHˆ [m,M ],t
)−1
. (28)
Note that the posterior mean (27) with y˜(L)t = yt is equal to the LMMSE estimate of x[m,M ],t. The LMMSE
detector with SIC sends the marginal posterior pdf p(x˜(L)m,t|y˜(L)t = yt, I˜t,x[1,m),t, θ[m,M ],t), corresponding to (17),
given via the marginalization of the joint posterior pdf p(x˜(L)[m,M ],t|y˜(L)t , I˜t,x[1,m),t, θ[m,M ],t). Thus, we have a
lower bound of the achievable rate based on the LMMSE detector with SIC
C ≥ 1
Tc
Tc∑
t=Ttr+1
M∑
m=1
I(xm,t; x˜
(L)
m,t|I˜t,x[1,m),t, θ[m,M ],t), (29)
which is given via the equivalent channel between the data symbol xm,t and the associated LMMSE detector in
the same manner as in (19).
The goal of this paper is to optimize the length of training phase Ttr, the prior pdf of the data symbols, and the
hyperprior pdf of the bias in terms of the two lower bounds (19) and (29).
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IV. MAIN RESULTS
A. Large-System Analysis
First, the lower bound (19) based on the optimal detector is evaluated in the large-system limit. We focus
on substage m within stage t in the SD receiver. In order to calculate I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t), we
have to evaluate the distribution of the equivalent channel (20), which is a probability distribution on the space
of distributions and depends on the omitted variables Θ(Ttr,t) and θ[1,m),t implicitly through the posterior pdf
p(H|I˜t) and x[1,m),t. This evaluation is quite difficult in general for finite-sized systems. A key assumption of
circumventing this difficulty is the assumption of the large-system limit in which M , N , Tc, Ttr, t, and m tend to
infinity while their ratios α = M/N , β = M/Tc, τ0 = Ttr/Tc, τ = t/Tc, and µ = m/M are kept constant. The
self-averaging property for the equivalent channel (20) is expected to hold in the large-system limit: The distribution
of the equivalent channel (20) converges to a Dirac measure on the space of distributions in the large-system limit.
See [45] for a mathematical treatment of self-averaging. The assumption of self-averaging implies that the detection
performance for each data symbol coincides with the corresponding average performance in the large-system limit.
Under this assumption, the replica method allows us to analyze the equivalent channel (20) in the large-system
limit.
The self-averaging properties are classified into those for extensive quantities and those for non-extensive quan-
tities. The former quantities are proportional to the size of systems, while the latter quantities are not. The self-
averaging property for extensive quantities, such as sum capacity and the so-called free-energy in statistical physics,
has been rigorously justified for linear systems [25] and general systems [46], [47]. It might be possible to prove the
self-averaging property for the lower bound (19) by using the method developed in [46], [47]. However, we need
the self-averaging property for each equivalent channel (20), which is non-extensive. The self-averaging property
for non-extensive quantities is less understood except for several simple cases.
We also need the self-averaging property for each element of the error covariance matrix (16), along with that
for the equivalent channel (20). Note that the error covariance matrix (16) is a random matrix depending on X¯\t
explicitly and on Θ(Ttr,t) implicitly through the data symbol vectors decoded in the preceding stages. See [48] for
the self-averaging property of each diagonal element for random covariance matrices.
Assumption 1. Each element of the error covariance matrix (16) for the LMMSE channel estimation converges in
probability to a deterministic value in the large-system limit, i.e.,
(Ξt)m˜,m˜′ →


ξ2(τ) for m˜ = m˜′
ρ(τ) for m˜ < m˜′
ρ∗(τ) for m˜ > m˜′.
(30)
The error covariance matrix (16) does not depend on the number of receive antennas N or the current substage m.
Thus, the limits (30) do not depend on α or µ, while they may depend on β, τ0, and τ . Assumption 1 has been
rigorously proved for the unbiased case θm,t = 0 in [26].
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Assumption 2. The equivalent channel (20) is self-averaging with respect to Y˜ \t and x[1,m),t: (20) converges
in law to a conditional pdf of x˜m,t given xm,t, X¯\t, and θt, which does not depend on Y˜ \t or x[1,m),t, in the
large-system limit.
The self-averaging property for equivalent channels has been rigorously proved in the case of linear receivers by
using random matrix theory [24], [26], while its justification is still open for nonlinear receivers. The equivalent
channel (20) is also expected to be self-averaging with respect to the other random variables. However, Assumption 2
is sufficient for using the replica method. We postulate Assumptions 1 and 2 since their justification is beyond the
scope of this paper.
Following the replica methodology raises the issue of whether replica symmetry (RS) or replica symmetry breaking
(RSB) should be assumed. The formal definition of the RS assumption will be presented in Appendices B and C.
Roughly speaking, RSB should be assumed for complicated optimization problems in which the object function has
multi-valley structure [36], [37]. There are many local optima for such an object function. On the other hand, the RS
assumption is applicable to simple problems such that the object function has the unique global optimum or a few
local optima. Nishimori’s rigorous result [49] suggests that the individually optimal (IO) detection [50] considered
in this paper should have a simple structure corresponding to the RS assumption, while the jointly optimal (JO)
detection [50] should be a complicated problem corresponding to the RSB assumption. A recent rigorous study [51]
also supports the RS assumption for the IO detection. Thus, the RS assumption is postulated in this paper. Note
that the self-averaging property for the equivalent channel might not hold if the system had a complicated structure
corresponding to the RSB assumption [37], [52].
The lower bound (19) is given as a double integral of the constrained capacity for AWGN channels. We first
derive the AWGN channels in a heuristic manner. The heuristic derivation described below provides an intuitive
interpretation of the AWGN channels, although the formal derivation is based on the replica method. In the current
stage t = τTc, with τ0 ≤ τ ≤ 1, we consider fading channels with time diversity for channel estimation,
y
n,t′
=
1√
M
hn,mxm,t′ + wn,t′ , for all t′ < t, (31)
y
n,t′
=
1√
M
hn,mθm,t′ + wn,t′ , for all t′ > t, (32)
with wn,t′ ∼ CN (0, σ2tr) for t′ < t and with wn,t′ ∼ CN (0, σ2c ) for t′ > t. The fading channels are obtained by
extracting the first terms in (31) and (32) from the original and virtual MIMO channels (1) and (11), and then by
approximating the remaining terms by CSCG random vectors with covariance σ2trIN and σ2cIN , respectively. We
apply maximal-ratio combining (MRC) to (31) and (32),
ztr =
1√
P (τTc − 1)
τTc−1∑
t′=1
x∗m,t′yn,t′ , (33)
zc =
1√
σ2θ(1− τ)Tc
Tc∑
t′=τTc+1
θ∗m,t′yn,t′ . (34)
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Taking the large-system limit, due to the weak law of large numbers, we obtain
ztr
zc

 = 1√
β

 √τP√
(1− τ)σ2θ

hn,m +

wtr
wc

 , (35)
where wtr and wc are mutually independent CSCG random variables with variances σ2tr and σ2c , respectively. The
minimum mean-squared error (MMSE) estimate of hn,m for the channel (35) is given by [53]
hˆn,m =
1√
βξ2(τ)
(√
τP
σ2tr
ztr +
√
(1 − τ)σ2θ
σ2c
zc
)
. (36)
where the mean-squared error (MSE) ξ2(τ) for the MMSE estimate (36) is explicitly given by
ξ2(τ) =
(
1 +
τP
σ2trβ
+
(1 − τ)σ2θ
σ2cβ
)−1
. (37)
It is well known that the MMSE estimate hˆn,m and the estimation error ∆hn,m = hn,m − hˆn,m are uncorrelated
CSCG random variables with variances (1 − ξ2(τ)) and ξ2(τ), respectively.
We next consider fading channels with spatial diversity for data estimation in the current substage m = µM for
0 ≤ µ ≤ 1,
y
n,t
=
1√
M
{
hˆn,mxm,t +∆hn,mxm,t
}
+ wn,t, n = 1, . . . , N, (38)
where wn,t ∈ C denotes a CSCG random variable with variance σ2(τ, µ). Applying the MRC to {yn,t}, we obtain
z =
1√
N(1− ξ2(τ))
N∑
n=1
hˆ
∗
n,myn,t. (39)
Taking the large-system limit gives the AWGN channel
z =
√
1− ξ2(τ)
α
xm,t + w, (40)
with w ∼ CN (0, σ2(τ, µ)). The MMSE estimate xˆm,t of xm,t for the AWGN channel (40) is given as the mean
xˆm,t =
∫
xm,tp(xm,t|z, θm,t)dxm,t with respect to the posterior pdf
p(xm,t|z, θm,t) = p(z|xm,t)p(xm,t|θm,t)∫
p(z|xm,t)p(xm,t|θm,t)xm,t , (41)
where p(z|xm,t) represents the AWGN channel (40). The MSE for the MMSE estimate xˆm,t given θm,t is defined
as
MSE(σ2, θm,t) = E
[ |xm,t − xˆm,t|2∣∣ θm,t] . (42)
We have not so far specified the variances σ2tr, σ2c , and σ2(τ, µ). The constrained capacity of the AWGN
channel (40) corresponds to the mutual information in the lower bound (19) when the three variances are determined
as solutions to fixed-point equations.
Proposition 1 (Optimal Detector). Suppose that Assumption 1, Assumption 2, and the RS assumption hold. Then,
the constrained capacity (7) per transmit antenna is bounded from below by
C
M
≥
∫
τ∈[τ0,1]
∫
µ∈[0,1]
I(xm,t; z|θm,t)dτdµ, (43)
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in the large-system limit, in which the mutual information I(xm,t; z|θm,t) is equal to the constrained capacity of
the AWGN channel (40). In evaluating I(xm,t; z|θm,t), {σ2tr, σ2c} is given as the solution to the coupled fixed-point
equations
σ2tr = N0 + Pξ
2(τ), (44)
σ2c = N0 + (P − σ2θ) + σ2θξ2(τ), (45)
where ξ2(τ) is given by (37). Furthermore, σ2(τ, µ) is given as a solution σ2 to the fixed-point equation
σ2 = N0 + Pξ
2(τ) + (1 − µ)(1− ξ2(τ))E [MSE(σ2, θm,t)] , (46)
where MSE(σ2, θm,t) is given by (42). If the fixed-point equation (46) has multiple solutions, one should choose
the solution minimizing the following quantity
(1− µ)I(xm,t; z|θm,t) + 1
α
[
D2(N0‖σ2) + ξ
2(τ)
σ2
log2 e
]
. (47)
Derivation of Proposition 1: See Appendix A.
Note that the last terms in the coupled fixed-point equations (44) and (45) depend on σ2tr and σ2c through (37).
Equation (46) for given ξ2(τ) provides a fixed-point equation with respect to σ2. The second and last terms in the
RHS of (46) correspond to contributions from channel estimation errors and inter-stream interference, respectively.
The integrand in (43) depends on the variables τ and µ through the SNR P (1− ξ2(τ))/(ασ2(τ, µ)).
The existence of multiple solutions in (46) relates to the so-called phase transition in statistical physics. See [28],
[31] for an interpretation in the context of communications. Numerical evaluation of (46) for QPSK modulation
implies that multiple solutions do not appear when α ≤ 1. In the high SNR regime there is no point to use
transmit antennas more than receive antennas or half the coherence time. In fact, Zheng and Tse [10] proved
that the full spatial multiplexing gain of the MIMO channel with no CSI is given by M¯(1 − M¯/Tc), with M¯ =
min{M,N, ⌊Tc/2⌋}, which is achieved by using min{N, ⌊Tc/2⌋} transmit antennas out of M transmit antennas
if M > N or M > ⌊Tc/2⌋. Thus, we consider α ≤ 1 and β ≤ 1/2 in the high SNR regime.
Next, the lower bound (29) based on the LMMSE detector is evaluated in the large-system limit. The following
proposition is obtained in the same manner as in the derivation of Proposition 1.
Assumption 3. The equivalent channel for the LMMSE detector is self-averaging with respect to Y˜ \t and x[1,m),t
in the large-system limit.
Proposition 2 (LMMSE Detector). Suppose that Assumption 1, Assumption 3, and the RS assumption hold. Then,
the constrained capacity (7) per transmit antenna is bounded from below by (43) in the large-system limit. In
evaluating (43), {σ2tr, σ2c} is given as the solution to the coupled fixed-point equations (44) and (45). On the other
hand, σ2(τ, µ) is given as the unique solution σ2 to the fixed-point equation
σ2 = N0 + Pξ
2(τ) + (1− µ)(1− ξ2(τ))E
[
(P − |θm,t|2)ασ2
(1− ξ2(τ))(P − |θm,t|2) + ασ2
]
. (48)
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Derivation of Proposition 2: Proposition 2 is obtained by repeating the derivation of Proposition 1. Thus, we
only prove the uniqueness of the solution to the fixed-point equation (48). The RHS of (48) is a concave function
of σ2, which intersects with a straight line passing the origin with slope 1 at two points. Since the concave function
passes the point (0, N0+ξ2(τ)), which is above the origin, one intersection must be in σ2 < 0. Thus, the fixed-point
equation (48) has the unique solution in the region σ2 > 0.
The expectation in the RHS of (48) corresponds to the MSE for the LMMSE estimator of the data symbol xm,t
transmitted through the AWGN channel (40), while (42) in the fixed-point equation (46) is the MSE for the MMSE
estimator.
B. Optimization
The next goal is to optimize the lower bound (43) based on the optimal detector with respect to τ0, the hyperprior
pdf of θm,t, and the prior pdf of xm,t. We first notice that the lower bound (43) is monotonically nonincreasing
with respect to τ0 since the integrand is non-negative and does not depend on τ0. Thus, the lower bound (43) is
maximized as τ0 → 0. Note that the limit τ0 → 0 does not necessarily indicate no pilot symbols, since we have
taken the limit τ0 → 0 after the large-system limit. In other words, the effect of pilot symbols is negligible in
Proposition 1 if Ttr is sublinear in Tc, i.e., Ttr = o(Tc).
Next, we maximize the lower bound (43) with respect to the hyperprior pdf of θm,t. For a fixed hyperprior pdf,
the SNR P (1−ξ2(τ))/(ασ2(τ, µ)) improves as the variance σ2θ grows, since the increase of σ2θ results in reductions
of the channel estimator error ξ2(τ) and the inter-stream interference given by the last term in the RHS of (46).
However, increasing σ2θ reduces the mutual information I(xm,t; z|θm,t) for a fixed SNR, due to the reduction of
payload. Interestingly, numerical results presented in Section V show that the lower bound (43) is maximized as
σ2θ → 0 for a fixed hyperprior pdf of θm,t. This indicates that the lower bound (43) is maximized when θm,t = 0
with probability one.
The arguments described above indicate that negligible pilot information, or more precisely, the limits τ0, σ2θ → 0
are best in the large-system limit, while τ0 = β is best in terms of the HH bound [15]. Thus, we can conclude that
the SD scheme can reduce the overhead for training significantly. It is worth noting that using a capacity-achieving
error-correcting code is assumed in our analysis. We conjecture that if some practical coding is used finite τ0 or
σ2θ are required for getting accurate channel estimates in the initial stage. See [54] for the case of practical coding.
Finally, we optimize the lower bound (43) with respect to the prior pdf of xm,t. This optimization problem is
nonlinear since the prior pdf of xm,t depends on σ2 through the last term in the RHS of the fixed-point equation (46).
Instead of solving the nonlinear optimization problem exactly, we consider the biased Gaussian signaling xm,t ∼
CN (θm,t, P − |θm,t|2) as a suboptimal solution. This choice of the prior pdf should be reasonable since Gaussian
signaling is optimal if accurate channel estimates can be obtained. In this case, Proposition 1 reduces to the following
corollary.
Corollary 1. Suppose that Assumption 1, Assumption 2, and the RS assumption hold. If xm,t ∼ CN (θm,t, P −
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|θm,t|2), then the constrained capacity (7) per transmit antenna is bounded from below by cg given by
C
M
≥ cg =
∫
τ∈[τ0,1]
∫
µ∈[0,1]
E
[
log
(
1 +
(1− ξ2(τ))(P − |θm,t|2)
ασ2(τ, µ)
)]
dτdµ, (49)
in the large-system limit. In evaluating the integrand in (49), ξ2(τ) is given by (37), defined via (44) and (45).
Furthermore, σ2(τ, µ) is given as the unique solution σ2 to the fixed-point equation (48).
Proof of Corollary 1: It is straightforward to confirm that the lower bound (43) and the fixed-point equation (46)
reduce to (49) and (48) under the biased Gaussian signaling, respectively.
We believe that the biased Gaussian signaling maximizes the quantity (47), following the argument in [55]. If
ξ2(τ) = 0 and σ2 = N0 were satisfied for all τ and µ, the biased Gaussian signaling would maximize the lower
bound (43). However, ξ2(τ) is bounded from below by a positive value for τ < β. This implies the suboptimality
of the i.i.d. Gaussian signaling.
Proposition 2 and Corollary 1 imply that the large-system performance of the LMMSE detector coincides with
that of the optimal detector when the i.i.d. Gaussian signaling is used. Note that this observation is not necessarily
trivial, since we have made the Gaussian approximation of the third term on the RHS of (22) in the derivation
of the LMMSE detector. Our results imply that, for the i.i.d. Gaussian signaling, the performance loss due to the
Gaussian approximation vanishes in the large-system limit.
C. High SNR Regime
In the high SNR limit N0 → 0, the lower bound (49) is shown to achieve the full spatial multiplexing gain when
Ttr ≤M .
Proposition 3. Suppose that Assumption 1, Assumption 2, and the RS assumption hold. For α ≤ 1 and τ0 ≤ β ≤ 1/2,
the lower bound (49) with the biased Gaussian signaling xm,t ∼ CN (θm,t, P − |θm,t|2) achieves the full spatial
multiplexing gain in the high SNR limit N0 → 0, i.e.,
lim inf
N0→0
cg
log(P/N0)
= 1− β. (50)
Proof of Proposition 3: We first prove that the solution σ2tr to the coupled fixed-point equations (44) and
(45) converges to zero in the high SNR limit for τ > β. The proof is by contradiction. Suppose that σ2tr is strictly
positive in the high SNR limit. Dividing both sides of (44) by σ2tr and taking the high SNR limit, we have
1 =
βPσ2c
βσ2trσ
2
c + τPσ
2
c + (1− τ)σ2θσ2tr
. (51)
Rearranging (51), we obtain
σ2tr = −
(τ − β)Pσ2c
βσ2c + (1− τ)σ2θ
. (52)
However, the RHS of (52) is negative, due to τ > β, which is a contradiction. Thus, the solution σ2tr must converge
to zero in the high SNR limit for τ > β. This result implies that the MSE (37) also converges to zero in the high
SNR limit for τ > β.
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It is straightforward to show in a similar manner that the solution σ2 to the fixed-point equation (48) is O(N0)
in the high SNR limit for α ≤ 1 when the MSE (37) converges to zero. Thus, we have
lim inf
N0→0
cg
log(P/N0)
= 1− β, (53)
which is equal to the full spatial multiplexing gain for α ≤ 1 and β ≤ 1/2.
The proof of Proposition 3 indicates that in the first M stages the performance of the SD receiver is limited by
channel estimation errors, rather than inter-stream interference in MUD. This phenomenon is robust in the sense
that it occurs regardless of the prior of data symbols.
D. Low SNR Regime
The power per information bit Eb required for reliable communication is a key performance measure in the
low SNR regime. Verdu´ [12] proved that the capacity Copt of the MIMO channel (1) wit no CSI is given by
Copt = NP/(N0 ln 2) + o(N0) in the low SNR limit N0 →∞, or NEb/N0 ≥ limN0→∞NP/(N0Copt) = ln 2 ≈
−1.59 dB. Since using multiple transmit antennas wastes valuable power in the low SNR regime, the number of
transmit antennas used should be reduced as N0 increases. One option is to increase M−1 and N0 at the same rate.
Thus, we consider the limit, in which α, β → 0 and N0 →∞ while β/α and s = P/(βN0) are kept constant. The
following proposition provides an upper bound on the normalized SNR NEb/N0 = NP/(N0C) required for the
optimal SD receiver, with C denoting the achievable rate (8) of the optimal SD receiver.
Proposition 4. Suppose that the optimal SD receiver achieves a rate R/M . Then, the normalized SNR NEb/N0
is bounded from above by
N
Eb
N0
≤ βs
αR
+ o(N0), (54)
in the limit where α, β → 0 and N0 →∞ while β/α and s = P/(βN0) are kept constant. In (54), s is implicitly
given by
R =
[
1 +
(
s+
β
α
s2
)−1]
log
(
1 + s+
β
α
s2
)
−
(
1 +
1
s
)
log(1 + s). (55)
Proof of Proposition 4: Using the lower bound (49) for Gaussian signaling, we obtain an upper bound
NEb/N0 ≤ NP/(MN0cg) = βs/(αcg). Thus, it is sufficient to prove that the maximum of cg with respect to τ0
and σ2θ is given by the RHS of (55).
We evaluate the solutions to the fixed-point equations (44), (45), and (48). It is straightforward to find that σ2tr/N0,
σ2c/N0, and σ2/N0 tend to 1 as N0 →∞, since (37) and (42) are bounded. This observation implies
cg ≤
∫ 1
τ0
log
[
1 +
βs
α
(
1− σ
2
θ
P
)
τ + (1− τ)σ2θ/P
s−1 + τ + (1 − τ)σ2θ/P
]
dτ + o(N0), (56)
in the limit described in Proposition 4. In the derivation of (56), we have used Jensen’s inequality. The equality holds
only when |θm,t|2 takes σ2θ with probability one. It is easy to confirm that the integrand in (56) is monotonically
decreasing with respect to σ2θ . Thus, the maximum of cg is achieved at τ0 = 0 and σ2θ = 0, and given by
max
τ0,σ2θ≥0
cg =
∫ 1
0
log
[
1 +
β
α
s2τ
1 + sτ
]
dτ + o(N0). (57)
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Fig. 2. Achievable rate versus the variance of the bias σ2
θ
for the SNR P/N0 = 6 dB, α = M/N = 1, and τ0 = Ttr/Tc = 0.
Calculating the integration in (57), we find that the first term in the RHS of (57) is equal to the RHS of (55).
In the proof of Proposition 4, we have proved that the lower bound (49) is maximized at τ0 = 0 and σ2θ = 0 in
the low SNR regime. This result implies that negligible pilot information is best in terms of the lower bound (49)
in the low SNR regime.
It is interesting to note that the achievable rate (55) is approximated by R = βs2/(2α ln 2) + O(s3) as s → 0,
which implies that NEb/N0 ≤
√
2β ln 2/αR+o(N0, R) in the low rate regime, i.e., the upper bound (54) diverges
in R → 0. In other words, the minimum of the upper bound (54) is achieved at a strictly positive rate, as shown
in Section V. We remark that a similar result was reported in [56].
The reason why the minimum is achieved at a positive rate is because we have spread power over all time slots.
It is well known that on-off keying is optimal in the low SNR regime, in other words, that spreading power over
all time slots results in a waste of valuable power. If on-off keying was used, the normalized SNR required would
reduce monotonically as the achievable rate decreases, as shown in [56]. However, on-off keying requires high
peak-to-average power ratio (PAPR), which is unfavorable in practice. Thus, the minimum of the upper bound (54)
may be interpreted as a practical performance bound in terms of energy efficiency.
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Fig. 3. Achievable rate versus SNR in the moderate SNR regime for the variance of the bias σ2
θ
= 0, α = M/N = 1, and τ0 = Ttr/Tc = 0.
V. NUMERICAL RESULTS
A. Large Systems
The lower bound (49) for the biased Gaussian signaling is compared to two existing bounds in this section. One
is the HH bound [15], which corresponds to the achievable rate of receivers based on one-shot channel estimation,
in which the decoded data symbols are not re-utilized for refining the channel estimates. The other one is the
high-SNR approximation of the capacity [10], which includes a deviation of o(1) from the capacity at high SNR.
In all numerical results, we chose τ0 = 0 since the lower bound (49) is maximized at τ0 = 0. In order to investigate
the optimal choice of σ2θ , we display the lower bound (49) for the biased Gaussian signaling with respect to σ2θ
in Fig. 2. The lower bound (43) for the biased QPSK signaling is also shown in the same figure. We have used
p(θ) = [δ(θ − σθ) + δ(θ + σθ)]/2 as the distribution of θm,t, i.e., θm,t takes ±σθ with equal probability. We find
that the lower bound for the biased Gaussian signaling is larger than that for the biased QPSK signaling for all σ2θ .
Furthermore, both lower bounds are monotonically decreasing as σ2θ grows. The latter observation implies that the
lower bounds are maximized at σ2θ = 0, in other words, negligible pilot information is best in terms of the lower
bounds. Hereinafter, we consider the unbiased case σ2θ = 0.
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Fig. 4. Achievable rate versus SNR in the high SNR regime for the variance of the bias σ2
θ
= 0, α = M/N = 1, and τ0 = Ttr/Tc = 0.
Figure 3 provides a comparison between the lower bound (49) for unbiased Gaussian signaling and the HH
bound in the moderate SNR regime. The lower bound (43) for QPSK modulation is also displayed. The HH bound
is a lower bound on the capacity for finite-sized systems [15, Theorem 3]. We have used a large-system formula
of the HH bound, which is easily derived in the same manner as in [25]. There is a significant gap of 1 dB to
1.8 dB between the lower bound for unbiased Gaussian signaling and the HH bound for all SNRs. Moreover,
the HH bound is inferior even to the lower bound for QPSK modulation in the case of short coherence time
(β = 0.5). These observations imply that SD receivers can provide a substantial performance gain in the moderate
SNR regime, compared to receivers based on one-shot channel estimation, since they can reduce overhead for
training significantly.
Next, we compare the lower bound for unbiased Gaussian signaling with the high-SNR approximation of the
capacity [10, Corollary 11] in the high-SNR regime in Fig. 4. The HH bound is also displayed in the same figure.
Note that in the high-SNR approximation the large-system limit is taken after the high SNR limit. Thus, the
comparison makes sense under the assumption that the large-system limit and the high SNR limit commute for the
high-SNR approximation. We find that the high-SNR approximation is smaller than the lower bound for unbiased
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Gaussian signaling in the SNR region of below 17.5 dB for β = 0.5 or below 20 dB for β = 0.1. This implies that
the high-SNR approximation derived by Zheng and Tse [10] is valid only for quite high SNR. The lower bound
for unbiased Gaussian signaling is close to the HH bound, rather than the high-SNR approximation, in the quite
high SNR regime, which indicates the suboptimality of Gaussian signaling in the quite high SNR regime.
Finally, we consider the low SNR regime and take the limit described in Proposition 4, in which the power
per information bit Eb required for reliable communication is a key performance measure. Figure 5 displays the
upper bound (54) of NEb/N0 required for the SD receiver with unbiased Gaussian signaling as a function of the
achievable rate per transmit antenna. The normalized SNRs NEb/N0 are also plotted for the SD receiver with
QPSK modulation and for the HH bound. We find that NEb/N0 has a minimum at a positive achievable rate. This
observation is due to the suboptimality of i.i.d. Gaussian signaling. If perfect CSI was available at the receiver, the
normalized SNR NEb/N0 would be monotonically decreasing with the reduction of the achievable rate [12], since
i.i.d. Gaussian signaling is optimal in that case. For the case of no CSI, however, the normalized SNR NEb/N0
diverges as the achievable rate tends to zero, since i.i.d. signaling wastes valuable power in the low SNR regime,
as discussed in Section IV-D. Another observation is that there is a large gap of 1 dB to 1.5 dB between the
October 25, 2018 DRAFT
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , 2011 24
minimal normalized SNRs for the SD receivers and the HH bound, while all bounds are far from the ultimate limit
NEb/N0 ≈ −1.59 dB. This result implies that the SD scheme can significantly improve the HH bound in the low
SNR regime.
B. Finite-Sized Systems
We have so far considered the large-system performance. In order to confirm the usefulness of the large-system
analysis in practice, numerical simulations are presented for finite-sized systems with no CSI. Since the optimal
detector has high complexity, only the performance of the LMMSE detector is investigated. Unbiased QPSK and
unbiased Gaussian signaling are considered. Note that, for the unbiased case, the performance of the LMMSE
channel estimator depends on stage t, rather than the coherence time Tc. Figure 6 shows the normalized MSE for
the LMMSE estimate (27) of the data symbols in substage m within stage t for the SD receiver. For comparison,
we plot the large-system results based on Proposition 2 with α = M/N , β/τ = M/(t− 1), and µ = (m− 1)/M .
The normalized MSE is given by the expectation in the RHS of (48) divided by P in the large-system limit. A
correction of minus one for the stage index t is because the performance in stage t is approximated by that in
stage t + 1 in the large-system limit. See (33)–(35). A correction for the substage index is also due to the same
reason. We find that the large-system results are in good agreement with those for not so large systems.
VI. CONCLUSIONS
We have investigated the achievable rates of SD receivers for the Rayleigh block-fading MIMO channel with
no CSI. Analytical formulas for the achievable rates have been derived in the large-system limit, by using the
replica method. It has been shown that negligible pilot information is best in terms of the information-theoretical
achievable rates. From a theoretical point of view, the formulas provide the best lower bound on the capacity among
existing analytical lower bounds that can be easily evaluated for all SNRs, while it is far from the true capacity
in the low or quite high SNR regimes. From a practical point of view, the analytical lower bounds derived in
this paper can be regarded as a fundamental performance limit for practical training-based systems with QPSK or
multilevel modulation. We conclude that the SD receiver can reduce overhead for training significantly. Thus, it
provides a substantial performance gain, compared to receivers based on one-shot channel estimation, especially in
the low-to-moderate SNR regime.
One important future work is to investigate spatially correlated MIMO channels with no CSI. On the one hand,
spatial correlations cause a reduction of diversity. On the other hand, they make it possible to estimate the channel
matrix more accurately than without correlations, since one can utilize the knowledge about the correlations for
channel estimation. Thus, it should be worth investigating impacts of these two effects onto the performance for
training-based systems. It does not seem to be straightforward to extend the results presented in this paper to the
case of spatially correlated MIMO channels.
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APPENDIX A
DERIVATION OF PROPOSITION 1
A. Sketch
Let us consider substage m = µM within stage t = τTc in the SD receiver for 0 ≤ τ ≤ 1 and 0 ≤ µ ≤ 1. For
some m˜ ∈ N, we decompose the lower bound (19) into two terms,
C
M
≥ 1
TcM
Tc∑
t=Ttr+1
[
m˜∑
m=1
I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t) +
M∑
m=m˜+1
I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t)
]
,
(58)
and then take the limit in which M , N , Tc, Ttr, t, m, and m˜ tend to infinity while their ratios α = M/N ,
β = M/Tc, τ0 = Ttr/Tc, τ = t/Tc, µ = m/M , and µ0 = m˜/M are kept constant. The second term consists
of the mutual information for the decoding problem after an extensive number of users have been decoded, while
the first term contains the mutual information for the problem after a finite number of users have been decoded.
We will show below that I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t) for µ ≥ µ0 converges to the integrand in (43) in the
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large-system limit. The definition of the Riemann integral implies that the sum (TcM−1)
∑Tc
t=Ttr+1
∑M
m=m˜+1 in
the second term of (58) tends to ∫ 1
τ0
dτ
∫ 1
µ0
dµ. Taking the limit µ0 → 0, we arrive at Proposition 1, since the first
term of (58) tends to zero as µ0 → 0.
The evaluation of I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t) consists of two parts: analysis of the error covariance
matrix (16) and analysis of the equivalent channel (20). We apply the replica method to both analyses.
B. Analysis of Channel Estimator
We evaluate the error covariance matrix (16) for the LMMSE channel estimation in the large-system limit. Since
the joint posterior pdf p(H|I˜t) is decomposed into ∏Nn=1 p(~hn|I˜t), without loss of generality, we focus on the
estimation problem for the first row of H , denoted by ~h1. The first row vector ~y\t,1 ∈ C1×(Tc−1) of (13) is given
by
~y\t,1 =
1√
M
~h1X¯\t + (~0, ~w(t,Tc],1) + ~n\t,1, (59)
where ~w(t,Tc],1 ∈ C1×(Tc−t) and ~n\t,1 ∈ C1×(Tc−1) denote the first row vectors of the matrices W (t,Tc] and N\t,
respectively.
The channel (59) can be regarded as a MIMO channel with the channel matrix X¯\t known to the receiver.
The main difference between X¯\t and zero-mean channel matrices considered in previous works [24]–[26], [28],
[30], [31] is that X¯\t has the nonzero mean Xˆ\t = (O,Θ(Ttr,t),Θ(t,Tc]) ∈ CM×(Tc−1) conditioned on Θ. Let
us decompose the channel matrix X¯\t into the mean Xˆ\t and the difference X¯\t − Xˆ\t. The problem would
reduce to the zero-mean case if the two matrices were independent of each other, since the sum of two independent
matrices with i.i.d. zero-mean entries is also a matrix with i.i.d. zero-mean entries. However, the two matrices are
not independent while they are uncorrelated zero-mean matrices. Thus, we have to treat the influence of higher-order
correlations carefully.
The following proposition implies that the large-system results for each element of the error covariance matrix (16)
coincide with those for the case as if the two matrices Xˆ\t and X¯\t − Xˆ\t were mutually independent. In other
words, higher-order correlations between the two matrices do not affect the results for each element of the error
covariance matrix (16) in the large-system limit. Note that we do not claim the norm convergence ‖Ξt−ξ2(τ)IM‖ →
0.
Proposition 5. Suppose that Assumption 1 and the RS assumption hold. Then, each diagonal element of the
error covariance matrix (16) converges in probability to (37), defined by (44) and (45), in the large-system limit.
Furthermore, each off-diagonal element of the error covariance matrix (16) converges in probability to zero in the
large-system limit.
Proof: See Appendix B.
Proposition 5 was rigorously proved without Assumption 1 for the unbiased case θm,t = 0 in [26]. Since we
cannot claim the norm convergence ‖Ξt − ξ2(τ)IM‖ → 0, a careful treatment of Ξt is required in the analysis of
the equivalent channel (20).
October 25, 2018 DRAFT
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , 2011 27
We remark that the convergence of each off-diagonal element to zero results from the fact that the MMSE estimate
hˆ1 of ~h1 and its error ~h1 − hˆ1 are uncorrelated with each other. In fact, we can show a stronger result for the
off-diagonal elements without the replica method.
Lemma 1. Suppose that Assumption 1 holds. For a constant A ≥ 0, each off-diagonal element (Ξt)m˜,m˜′ (m˜ 6= m˜′)
of (16) satisfies
lim sup
M→∞
M3/4|(Ξt)m˜,m˜′ | = A in probability, (60)
where the limit denotes the large-system limit.
Proof: We use the fact that the covariance matrices Ξt and I−Ξt for ~h1− hˆ1 and hˆ1 are positive definite. Let
{λm˜ > 0 : m˜ = 1, . . . ,M} denote the eigenvalues of Ξt. The positive definiteness of I −Ξt implies 1− λm˜ > 0
for all m˜, or, 0 < λm˜ < 1 for all m˜. This observation implies that IM −Ξkt is also positive definite for any k ∈ N,
or
lim sup
M→∞
1
M
Tr(Ξkt ) < 1 (61)
in the large-system limit. Note that Assumption 1 implies that the left-hand side (LHS) of (61) tends to the expected
one M−1Tr(E[Ξkt ]).
In order to prove Lemma 1, we evaluate Tr(E[Ξ4t ]). Let ρt denote the elements of E[Ξt] in the strictly upper
triangular part. A direct calculation implies that the the leading term of Tr(E[Ξ4t ]) is given by |ρt|2M4(2|ρt|2 −
ℜ[ρ2t ])/3 as M →∞. Applying this result and ℜ[ρ2t ] ≤ |ρt|2 to (61), we have
lim sup
M→∞
M3|ρt|4 < 3, (62)
which implies that Lemma 1 holds.
Lemma 1 implies (Ξt)m˜,m˜′ = O(M−3/4) in the large-system limit. We believe that it is possible to prove
(Ξt)m˜,m˜′ = O(M
−1) by calculating Tr(E[Ξkt ]) and taking k →∞ after the large-system limit. However, Lemma 1
is sufficient for deriving Proposition 1.
C. Analysis of Detector
We focus on substage m within stage t and analyze the equivalent channel (20) in the large-system limit. It is
shown that the equivalent channel reduces to a MIMO channel with perfect CSI at the receiver in the large-system
limit. Let Ξ(c)t ∈ C(M−m+1)×(M−m+1) denote the posterior covariance matrix of (h1,m, . . . , h1,M )T ∈ CM−m+1
given I˜t, i.e., the bottom-right block of the error covariance matrix (16),
Ξt =

∗ ∗
∗ Ξ(c)t

 . (63)
The equivalent MIMO channel with perfect CSI at the receiver is defined as
z = α−1/2
√
I −Ξ(c)t x[m,M ],t +w, (64)
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with w ∼ CN (0, σ2IM−m+1). In (64), the matrix
√
I −Ξ(c)t denotes a squared root of I −Ξ(c)t , i.e., I −Ξ(c)t =√
I −Ξ(c)t
H√
I −Ξ(c)t .
The equivalent channel between xm,t and the associated decoder for the MIMO channel (64) with perfect CSI
at the receiver is given by
p(x˜m,t|xm,t,Ξ(c)t , θ[m,M ],t)
=
∫
p(xm,t = x˜m,t|z,Ξ(c)t , θ[m,M ],t)p(z|Ξ(c)t ,x[m,M ],t)p(x(m,M ],t|θ(m,M ],t)dx(m,M ],tdz, (65)
where p(xm,t|z,Ξ(c)t , θ[m,M ],t) represents the pdf of xm,t conditioned on z, Ξ(c)t , and θ[m,M ],t.
Proposition 6. Suppose that Assumption 2 and the RS assumption hold. Then, the equivalent channel (20) converges
in law to the equivalent channel (65) for the MIMO channel (64) with perfect CSI at the receiver in the large-system
limit. In evaluating (65), the variance σ2 of w is given as the solution to the fixed-point equation,
σ2 = N0 + lim
M→∞
P
M
Tr(Ξt) + V (σ
2), (66)
with
V (σ2) = lim
M→∞
1
M
E
[
(x[m,M ],t − 〈x[m,M ],t〉)H(I −Ξ(c)t )(x[m,M ],t − 〈x[m,M ],t〉)
∣∣∣Ξ(c)t , θ[m,M ],t] , (67)
where 〈x[m,M ],t〉 denotes the mean of x[m,M ],t with respect to the posterior pdf p(x[m,M ],t|z,Ξ(c)t , θ[m,M ],t). If
there are multiple solutions, one should choose the solution σ2 minimizing the following quantity
lim
M→∞
1
M
I(x[m,M ],t; z) +
1
α
[
D2(N0‖σ2) + lim
M→∞
log2 e
σ2M
Tr(Ξt)
]
, (68)
where I(x[m,M ],t; z) denotes the mutual information between x[m,M ],t and z given realizations of Ξt and θ[m,M ],t.
Proof: See Appendix C.
We have implicitly assumed that the equivalent channel (65) and the last two terms in (66) converge as M →∞.
This assumption is justified below by using Proposition 5 and Lemma 1.
Proposition 6 implies that the mutual information I(xm,t; x˜m,t|I˜t,x[1,m),t, θ[m,M ],t) tends to the constrained
capacity I(xm,t; x˜m,t|Ξ(c)t , θ[m,M ],t) of the MIMO channel (64) with perfect CSI at the receiver in the large-
system limit. In order to complete the derivation of Proposition 1, we show that I(xm,t; x˜m,t|Ξ(c)t , θ[m,M ],t) tends
to the integrand in (43). A proof of this statement is given in Appendix D. One may expect that if the convergence
of each off-diagonal element of the error covariance matrix (16) to zero is fast enough, the off-diagonal elements of
the channel matrix
√
I −Ξ(c)t for the MIMO channel (64) with perfect CSI at the receiver are negligible. Thus, the
MIMO channel (64) with perfect CSI at the receiver is decoupled into the bank of the AWGN channels (40). The
proof presented in Appendix D implies that the convergence speed shown in Lemma 1, i.e., (Ξ(c)t )m˜,m˜′ = O(M−3/4)
for m˜ 6= m˜′, is fast enough. In order to explain this argument intuitively, we apply the matched filter (MF)
r = α−1/2
√
I −Ξ(c)t
H
z for the received vector z of the MIMO channel (64) with perfect CSI at the receiver,
r =
ξt,m
α
xm,t +
M∑
m′=m+1
ξt,m′
α
xm′,t + η, (69)
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with η ∼ CN (0, σ2(I−Ξ(c)t )/α). In (69), the vector ξt,m′ denotes the (m′−m+1)th column vector of I−Ξ(c)t for
m′ = m, . . . ,M . Note that the MF output vector (69) contains sufficient information for the estimation of x[m,M ],t.
The magnitude of the inter-stream interference, given by the second term of the RHS in (69), would be proportional
to the magnitude of each interfering signal multiplied by M −m if a constructive superposition of all interfering
signals occurred. However, it does not occur due to the independence of data symbols with high probability. On
average, the magnitude of the inter-stream interference is proportional to the magnitude of each interfering signal
multiplied by
√
M −m. Since the magnitude of each interfering signal is O(M−3/4), the magnitude of inter-stream
interference is O(M−1/4). Thus, the inter-stream interference is negligible in the large-system limit.
We have so far presented the derivation of Proposition 1. Finally, we discuss the performance degradation caused
by using the LMMSE channel estimator. Let us consider the estimation problem for the first row vector ~h1 of H
based on the first row vector of the received matrix Y \t, instead of Y˜ \t. It is worth noticing the similarity between
this problem and the detection problem of xm,t in stage t. This similarity allows us to analyze the performance of
the optimal channel estimator (9) in the large-system limit.
Proposition 7. Suppose that the error covariance matrix for the optimal channel estimator (9) is self-averaging
in the large-system limit. Under the RS assumption, then, each diagonal element of the error covariance matrix
converges in probability to the same value as that for the LMMSE channel estimator, defined in Proposition 5, in
the large-system limit.
The derivation of Proposition 7 is omitted since it is straightforwardly derived by combining the methods for
deriving Propositions 5 and 6. Proposition 7 allows us to expect that the gap between the achievable rate of the
optimal SD receiver and its lower bound (43) may be quite small in the large-system limit, although we cannot
immediately conclude that the lower bound (43) is tight in the large-system limit.
APPENDIX B
DERIVATION OF PROPOSITION 5
A. Formulation
It is sufficient from Assumption 1 to show that the averaged quantities ξ¯2t = M−1
∑M
m˜=1 E[(Ξt)m˜,m˜] and
ρ¯t = (M − 1)−1
∑M
m˜=2 E[(Ξt)1,m˜] converge to ξ2(τ) and zero, respectively, in the large-system limit, in which
M , Tc, Ttr, and t tend to infinity while β = M/Tc, τ0 = Ttr/Tc, and τ = t/Tc are kept constant.
For notational convenience, hereinafter, we drop the subscript 1 in (59) from all variables. For example, ~y\t,1
and ~h1 are written as ~y\t and ~h, respectively. Let ~h
(a)
= (h
(a)
1 , . . . , h
(a)
M ) ∈ C1×M denote replicas of ~h for a ∈ N:
{~h(a) : a ∈ N} are i.i.d. random vectors drawn from p(~h). Furthermore, we write ~h as ~h(0) = (h(0)1 , . . . , h(0)M ).
The replica analysis is based on the following lemma.
Lemma 2. Let us define a function Zn(ω; f) as
Zn(ω; f) = E
[∫
eMωf
{∫
p(~y\t|~h, X¯\t)p(~h)d~h
}n−2 2∏
a=0
{
p(~y\t|~h = ~h
(a)
, X¯\t)p(~h
(a)
)d~h
(a)
}
d~y\t
]
, (70)
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with a complex function f of {~h(a) : a = 0, 1, 2}. In (70), p(~y\t|~h, X¯\t) represents the virtual MIMO channel (59).
For n ≥ 0 and ω ∈ R,
ξ¯2t = lim
n→+0
lim
ω→0
1
M
∂
∂ω
lnZn(ω; f1), (71)
ρ¯t = lim
n→+0
lim
ω→0
1
M
∂
∂ω
lnZn(ω; f2), (72)
where the functions f1 and f2 are given by f1 = M−1
∑M
m˜=1 fm˜,m˜ and f2 = (M −1)−1
∑M
m˜=2 f1,m˜, respectively,
with
fm˜,m˜′ = (h
(0)
m˜ − h(1)m˜ )(h(0)m˜′ − h(2)m˜′ )∗. (73)
Proof: We only present the proof of (71) since the proof of (72) is the same as that of (71). Let hˆt ∈ C1×M
denote the first row vector of the LMMSE estimate (15), i.e., the mean of ~h with respect to p(~h|I˜t). Then, we
have
ξ¯2t =
1
M
E
[∫
(~h− ~h(2))H(~h− ~h(1))
2∏
a=1
{
p(~h = ~h
(a)|I˜t)d~h(a)
}]
, (74)
where we have used the fact that the error covariance matrix (16) is the posterior covariance of ~h given I˜t. The
introduction of a non-negative real number n gives
ξ¯2t = lim
n→+0
E
[∫
f1
{∫
p(~y\t|~h, X¯\t)p(~h)d~h
}n−2 2∏
a=0
{
p(~y\t|~h = ~h
(a)
, X¯\t)p(~h
(a)
)d~h
(a)
}
d~y\t
]
. (75)
It is straightforward to confirm that (71) is equivalent to (75), since Zn(ω; f1) = 1 as n, ω → 0.
It is difficult to evaluate (70) for a real number n. The main trick of the replica method is that n is regarded as
a non-negative integer in evaluating (70). For n = 2, 3, . . ., we have a simple expression of (70),
Zn(ω; f) = E
[
eMωf
∫ n∏
a=0
p(~y\t|~h = ~h
(a)
, X¯\t)d~y\t
]
. (76)
In order to use Lemma 2, we have to take the operations with respect to ω before the large-system limit. However,
we need to take the operations after the large-system limit, since it is possible to get an analytical formula of
(76) only in the large-system limit, as shown in the next section. We circumvent this dilemma by assuming the
commutativity of the large-system limit and the operations.
Assumption 4. For a non-negative integer n,
lim
M→∞
lim
ω→0
1
M
∂
∂ω
lnZn(ω; f) = lim
ω→0
∂
∂ω
lim
M→∞
1
M
lnZn(ω; f), (77)
where limM→∞ denotes the large-system limit.
An analytical formula of (76) obtained in the large-system limit is not generally defined for n ≥ 0. In order to
predict the correct asymptotic formula of (70) in a neighborhood of n = 0, we will assume a symmetric statistics
with respect to replica indices, called the RS assumption. Assuming that the order of the large-system limit and
the operations with respect to n and ω in (71) and (72) is commutative, we obtain analytical expressions of (71)
and (72) in the large-system limit. It is a challenging open problem to prove whether these assumptions are valid
or whether the obtained result is correct.
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B. Average over Non-Replicated Variables
In this section, we evaluate the expectations in (76) with respect to the non-replicated variablesΘ(Ttr,t) and X¯\t =
(XTTtr ,X(Ttr,t),Θ(t,Tc]). The matrix X¯\t consists of three kinds of random vectors: {xt′} for t′ = 1, . . . , Ttr are
the pilot symbol vectors, {xt′} for t′ = Ttr + 1, . . . , t − 1 are the data symbol vectors decoded in the preceding
stages, and {θt′} for t′ = t + 1, . . . , Tc are the bias vectors for the data symbol vectors unknown in the current
stage. Since the elements of ~y\t, given by (59), are mutually independent conditioned on H = {~h
(a)
: a = 0, 1, . . .}
and X¯\t, (76) yields
Zn(ω; f) = E
{
eMωf
[
en(v
(a)
p , N0,H)
]Ttr [
en(v
(a)
d , N0,H)
]t−Ttr−1 Tc∏
t′=t+1
[
en(v
(a)
c , N0 + P − σ2t′ ,H)
]}
, (78)
with
en(v
(a), σ2,H) = E
[∫ n∏
a=0
g(y; v(a), σ2)dy
∣∣∣∣∣H
]
, (79)
where g(y; v(a), σ2) denotes the pdf of a proper complex Gaussian random variable y ∈ C with mean v(a) and
variance σ2. In (78), σ2t′ is given by σ2t′ = M−1
∑M
m˜=1 |θm˜,t′ |2. Furthermore, v(a)p ∈ C, v(a)d ∈ C, and v(a)c ∈ C
are given by
v(a)p =
1√
M
M∑
m˜=1
h
(a)
m˜ xm˜,1, (80)
v
(a)
d =
1√
M
M∑
m˜=1
h
(a)
m˜ xm˜,t−1, (81)
v(a)c =
1√
M
M∑
m˜=1
h
(a)
m˜ θm˜,Tc , (82)
respectively.
We first evaluate en(v(a)p , N0,H) in the large-system limit, following [28], [31]. Calculating the Gaussian
integration with respect to y, we obtain
en(v
(a)
p , N0,H) =
E
[
e−N
−1
0 v
H
p Avp
∣∣∣H]
(πN0)n(1 + n)
, (83)
with vp = (v(0)p , . . . , v(n)p )T and
A =
1
(1 + n)

 n −1Tn
−1n (1 + n)In − 1n1Tn

 . (84)
In M → ∞, due to the central limit theorem, vp conditioned on H converges in distribution to a CSCG random
vector with the covariance matrix PQ, given by
Q =
1
M
M∑
m˜=1
hm˜h
H
m˜, (85)
with hm˜ = (h(0)m˜ , . . . , h
(n)
m˜ )
T
. Thus,
en(v
(a)
p , N0,H) = exp
{
G
(
P
N0
Q
)}
+O(M−1), (86)
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in the large-system limit, in which the function G(Q) is given by
G(Q) = − ln det(In+1 +AQ)− n ln(πN0)− ln(1 + n). (87)
We next calculate en(v(a)c , N0 + P − σ2t′ ,H). Expanding it with respect to the difference σ2t′ − σ2θ , we have
en(v
(a)
c , N0 + P − σ2t′ ,H) = en(v(a)c , N0 + P − σ2θ ,H) +O(M−1/2), (88)
in the large-system limit, since the standard deviation of σ2t′ − σ2θ is O(1/
√
M). In the same manner as in the
derivation of (86), we have
en(v
(a)
c , N0 + P − σ2t′ ,H) = exp
{
G
(
σ2θ
N0 + P − σ2θ
Q
)}
+O(M−1/2). (89)
The quantity en(v(a)d , N0,H) is different from the other two quantities since vd = (v(0)d , . . . , v(n)d )T has the
nonzero mean vθ = (v
(0)
θ , . . . , v
(n)
θ )
T
, with
v
(a)
θ =
1√
M
M∑
m˜=1
h
(a)
m˜ θm˜,t−1. (90)
The difference vd − vθ conditioned on H and θt−1 converges in distribution to a CSCG random vector with the
covariance matrix Qd = PQ− 1M
∑M
m˜=1 |θm˜,t−1|2hm˜hHm˜ in the large-system limit. We first take the expectation
with respect to xt−1 to obtain
en(v
(a)
d , N0,H) = E
[
eG(N
−1
0 Qd)e−v
H
θ B(Qd,N
−1
0 A)vθ
∣∣∣H]+O(M−1), (91)
with
B(Q,A) = Q−1 −Q−1(A+Q−1)−1Q−1. (92)
In order to eliminate the dependence of θm−1 on Qd, we use ‖Qd− (P −σ2θ)Q‖ = O(1/
√
M) in the large-system
limit. Expanding the exponent in (91) around Qd = (P − σ2θ)Q, we obtain
en(v
(a)
d , N0,H) = exp
{
G
(
P − σ2θ
N0
Q
)}
E
[
exp
{
−N−10 vHθB
(
P − σ2θ
N0
Q,A
)
vθ
}∣∣∣∣H
]
+O(M−1/2), (93)
where we have used the identity B(Q, N−10 A) = N−10 B(N−10 Q,A). Applying the central limit theorem with
respect to vθ to (93), after some calculation, we arrive at
en(v
(a)
d , N0,H) = exp
{
G
(
P
N0
Q
)}
+O(M−1/2). (94)
It is interesting to compare (86) for the pilot symbols and (94) for the data symbols decoded in the preceding
stages. These expressions imply that random biases do not contribute to the performance of channel estimation in
the leading order.
We substitute (86), (89), and (94) into (78) to obtain
1
M
lnZn(ω; f) =
1
M
lnE
{
eM[ωf+G˜(Q)]
}
+O(1/
√
M), (95)
in the large-system limit, with
G˜(Q) =
τ
β
G
(
P
N0
Q
)
+
1− τ
β
G
(
σ2θ
N0 + P − σ2θ
Q
)
. (96)
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Differentiating (95) with respect to ω and using Assumption 4, we have
lim
M→∞
lim
ω→0
1
M
∂
∂ω
lnZn(ω; f) = lim
M→∞
E
[
fm1,m2e
MG˜(Q)
]
E
[
eMG˜(Q)
] , (97)
with fm1,m2 = f1,1 for f = f1 and fm1,m2 = f1,2 for f = f2. Expression (97) implies that the problem of
evaluating (71) and (72) reduces to that of evaluating (97) for f = fm1,m2 .
C. Average over Replicated Variables
In this section, we take the expectation in (97) with respect to the replicated variables H, following [57]. For
notational convenience, we define a set M = {m1,m2} of integers. We first evaluate the conditional pdf µ(Q) of
Q given HM = {hm˜ : m˜ ∈M}.
µ(Q) = E
[
δ
(
Q− 1
M
M∑
m˜=1
hm˜h
H
m˜
)∣∣∣∣∣HM
]
. (98)
It might be possible to obtain the analytical expression of the pdf (98) since Q is a Wishart matrix. However, we
derive an asymptotic expression in the large-system limit by using the inversion formula for the moment generating
function F (Q˜) of Q given by
F (Q˜) = E
[
eMTr(QQ˜)
∣∣∣HM] , (99)
where a positive definite (n+ 1)× (n+ 1) Hermitian matrix Q˜ is given by
Q˜ =


q˜0,0
1
2 q˜0,1 · · · 12 q˜0,n
1
2 q˜
∗
0,1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1
2 q˜n−1,n
1
2 q˜
∗
0,n · · · 12 q˜∗n−1,n q˜n,n


. (100)
The inversion formula for moment generating functions implies
µ(Q) =
(
M
2πj
)(n+1)2 ∫
e−MTr(QQ˜)F (Q˜)dQ˜, (101)
with dQ˜ =
∏n
a=0 dq˜a,a
∏
a<a′{dℜ[q˜a,a′ ]dℑ[q˜a,a′ ]}. In (101), the integrations with respect to dq˜a,a, dℜ[q˜a,a′ ], and
dℑ[q˜a,a′ ] are taken along the imaginary axes from −j∞ to j∞, respectively. Since {hm˜} are i.i.d. for all m˜, the
moment generating function (99) reduces to {F1(Q˜)}M−|M|
∏
m˜∈M exp(h
H
m˜Q˜hm˜), given by
F1(Q˜) = E
[
eh
H
1 Q˜h1
]
. (102)
Substituting this expression into (101) gives
µ(Q) =
(
M
2πj
)(n+1)2 ∏
m˜∈M
eh
H
m˜Q˜hm˜
∫
e−MI(Q,Q˜)dQ˜, (103)
with
I(Q, Q˜) = Tr(QQ˜)−
(
1− |M|
M
)
lnF1(Q˜). (104)
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In order to obtain an analytical expression of (103), we use the saddle-point method. Let us define q˜ ∈ R(n+1)2
as q˜ = (q˜T0 , . . . , q˜
T
n )
T
, given by q˜a = (q˜a,a,ℜ[q˜a,a+1],ℑ[q˜a,a+1], . . . ,ℜ[q˜a,n],ℑ[q˜a,n])T ∈ R2(n−a)+1. Expanding
(104) with respect to Q˜ around the saddle-point
Q˜s = argsup
Q˜∈M+
n+1
lim
M→∞
I(Q, Q˜), (105)
with M+n+1 denoting the space of positive definite (n+ 1)× (n+ 1) Hermitian matrices, we have
µ(Q) =
(√
M
2π
)(n+1)2 ∏
m˜∈M
eh
H
m˜Q˜shm˜e−MI(Q,Q˜s)
∫
R(n+1)
2
exp
{
1
2
q˜T∇2q˜I(Q, Q˜s)q˜
}[
1 +O(1/
√
M)
]
dq˜,
(106)
where ∇2q˜I(Q, Q˜s) denotes the Hesse matrix of I(Q, Q˜) with respect to q˜. In the derivation of (106), we have
transformed the variable Q˜ into Q˜′ =
√
M(Q˜− Q˜s)/j and then rewritten Q˜
′
as Q˜. The Hesse matrix ∇2q˜I(Q, Q˜s)
is negative definite since the cumulant generating function lnF1(Q˜) is convex. Thus, we can perform the Gaussian
integration in (106) to obtain
µ(Q) =
(√
M
2π
)(n+1)2
| det{∇2q˜I(Q, Q˜s)}|−1
∏
m˜∈M
eh
H
m˜Q˜shm˜e−MI(Q,Q˜s)
[
1 +O(1/
√
M)
]
. (107)
We next calculate the numerator in (97) by using the pdf (107). Substituting (107) into the quantity E[fm1,m2eMG˜(Q)]
and then using the saddle-point method, we have
E
[
fm1,m2e
MG˜(Q)
]
= Cn(Q,Qs)e
−MΦ(Qs)E
[
fm1,m2
∏
m˜∈M
eh
H
m˜Q˜shm˜
] [
1 +O(1/
√
M)
]
, (108)
with Φ(Q) = I(Q, Q˜s)− G˜(Q) and Cn(Q,Qs) = | det{∇2q˜I(Q, Q˜s)}|−1 det{∇2Φ(Qs)}−1. In (108), Qs denotes
the saddle-point
Qs = arginf
Q∈M+
n+1
lim
M→∞
Φ(Q). (109)
Furthermore, ∇2Φ(Qs) represents the Hesse matrix of Φ(Q) at the saddle-point Q = Qs, and is assumed to be
positive definite.
Similarly, we can obtain an analytical expression of the denominator in (97). Substituting the obtained expression
and (108) into (97), we arrive at
lim
M→∞
lim
ω→0
1
M
∂
∂ω
lnZn(ω; f) = E
[
fm1,m2
∏
m˜∈M
eh
H
m˜Q˜shm˜
E[eh
H
m˜
Q˜shm˜ ]
]
, (110)
with fm1,m2 = f1,1 for f = f1 and fm1,m2 = f1,2 for f = f2.
The calculations of the stationarity conditions for (105) and (109) implies that (Qs, Q˜s) is given as the solution
to the coupled fixed-point equations
Q =
E
[
h1h
H
1 e
hH1 Q˜h1
]
E
[
eh
H
1 Q˜h1
] , (111)
Q˜ = − τP
βN0
(
In+1 +
P
N0
AQ
)−1
A− (1 − τ)σ
2
θ
β(N0 + P − σ2θ)
(
In+1 +
σ2θ
N0 + P − σ2θ
AQ
)−1
A. (112)
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D. Replica Symmetry
The expression (110) is defined only for n ∈ N, since (n+ 1) is the dimension of Q and Q˜. In order to obtain
a formula of (110) defined for n ∈ R, we assume RS for the solution to the coupled fixed-point equations (111)
and (112).
Assumption 5. The solution (Qs, Q˜s) is invariant under all permutations of replica indices:
Qs =

 a b1Tn
b∗1n (d− c)In + c1n1Tn

 , (113)
Q˜s =

 a˜ b˜1Tn
b˜∗1n (d˜− c˜)In + c˜1n1Tn

 . (114)
We first evaluate the fixed-point equation (112). Let us define (σ(0)tr )2, σ2tr, (σ(0)c )2, and σ2c as
(σ
(0)
tr )
2 = N0 + P (a− b− b∗ + c),
σ2tr = N0 + P (d− c),
(σ(0)c )
2 = N0 + P − σ2θ + σ2θ(a− b− b∗ + c),
σ2c = N0 + P − σ2θ + σ2θ(d− c), (115)
respectively. After some calculation for (112), we obtain
a˜ = −τP
β
n
σ2tr + n(σ
(0)
tr )
2
− (1− τ)σ
2
θ
β
n
σ2c + n(σ
(0)
c )2
,
b˜ =
τP
β
1
σ2tr + n(σ
(0)
tr )
2
+
(1− τ)σ2θ
β
1
σ2c + n(σ
(0)
c )2
,
c˜ =
τP
β
(σ
(0)
tr )
2
(σ2tr + n(σ
(0)
tr )
2)σ2tr
+
(1− τ)σ2θ
β
(σ
(0)
c )2
(σ2c + n(σ
(0)
c )2)σ2c
,
d˜ = c˜− τP
βσ2tr
− (1− τ)σ
2
θ
βσ2c
. (116)
We next evaluate the fixed-point equation (111) by calculating ehHm˜Q˜hm˜ with (116).
eh
H
m˜Q˜hm˜ = exp

τPβ

σ˜2tr
∣∣∣∣∣
n∑
a=0
h
(a)
m˜
(σ
(a)
tr )
2
∣∣∣∣∣
2
−
n∑
a=0
|h(a)m˜ |2
(σ
(a)
tr )
2

+ (1− τ)σ2θ
β

σ˜2c
∣∣∣∣∣
n∑
a=0
h
(a)
m˜
(σ
(a)
c )2
∣∣∣∣∣
2
−
n∑
a=0
|h(a)m˜ |2
(σ
(a)
c )2



 ,
(117)
with σ˜2tr = (nσ−2tr + (σ
(0)
tr )
−2)−1 and σ˜2c = (nσ−2c + (σ
(0)
c )−2)−1. In (117), (σ(a)tr )2, and (σ(a)c )2 are given by
(σ
(a)
tr )
2 = σ2tr, and (σ
(a)
c )2 = σ2c for a = 1, . . . , n. In order to linearize the two quadratic forms in (117), we use
the identity
eσ˜
2|a|2 =
∫
C
1
πσ˜2
e−
|y|2
σ˜2
+a∗y+ay∗dy, (118)
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for y = y
tr
∈ C or y = y
c
∈ C. Substituting (118) with (a, σ˜2) = (√τP/β∑na=0 h(a)m˜ /(σ(a)tr )2, σ˜2tr) or (a, σ˜2) =
(
√
(1 − τ)σ2θ/β
∑n
a=0 h
(a)
m˜ /(σ
(a)
c )2, σ˜2c ) into (117), we have
eh
H
m˜Q˜hm˜ = Dn
∫ n∏
a=0
q(y|h(a)m˜ )dy, (119)
with Dn = (π2σ2trσ2c )n(1+n(σ
(0)
tr )
2/σ2tr)(1+n(σ
(0)
c )2/σ2c ). In (119), the function q(y|h(a)m˜ ) for y = (ytr, yc)T ∈ C2
is defined as
q(y|h(a)m˜ ) = q
(
y
tr
∣∣∣∣∣
√
τP
β
h
(a)
m˜ ;σ
(a)
tr
)
q

y
c
∣∣∣∣∣∣
√
(1− τ)σ2θ
β
h
(a)
m˜ ;σ
(a)
c

 , (120)
with
q(y|h;σ) = 1
πσ2
e−
|y−h|2
σ2 . (121)
Applying the expression (119) to (111), we arrive at
a− b− b∗ + c =
E
[∫ ∣∣∣h(0)1 − 〈h(1)1 〉∣∣∣2 q(y|h(0)1 ){Eh(1)1
[
q(y|h(1)1 )
]}n
dy
]
E
[∫
q(y|h(0)1 )
{
E
h
(1)
1
[
q(y|h(1)1 )
]}n
dy
] , (122)
d− c =
E
[∫ 〈∣∣∣h(1)1 − 〈h(1)1 〉∣∣∣2
〉
q(y|h(0)1 )
{
E
h
(1)
1
[
q(y|h(1)1 )
]}n
dy
]
E
[∫
q(y|h(0)1 )
{
E
h
(1)
1
[
q(y|h(1)1 )
]}n
dy
] , (123)
with
〈h(1)1 〉 =
E
h
(1)
1
[
h
(1)
1 q(y|h(1)1 )
]
E
h
(1)
1
[
q(y|h(1)1 )
] . (124)
E. Replica Continuity
Equations (115), (122), and (123) provide the coupled fixed-point equations of (a− b− b∗ + c, d− c) under the
RS assumption, and are well defined for n ∈ R. We regard n as a real number and take the limit n→ +0 to obtain
(σ
(0)
tr )
2 = N0 + PE
[∣∣∣h(0)1 − 〈h(1)1 〉∣∣∣2
]
, (125)
σ2tr = N0 + PE
[∣∣∣h(1)1 − 〈h(1)1 〉∣∣∣2
]
, (126)
(σ(0)c )
2 = N0 + P − σ2θ + σ2θE
[∣∣∣h(0)1 − 〈h(1)1 〉∣∣∣2
]
, (127)
σ2c = N0 + P − σ2θ + σ2θE
[∣∣∣h(1)1 − 〈h(1)1 〉∣∣∣2
]
, (128)
where the expectations for y are taken with respect to the measure p(y|h(0)1 )dy. Note that E[|h(1)1 − 〈h(1)1 〉|2] and
E[|h(1)1 − 〈h(1)1 〉|2] depend on (σ(0)tr )2, σ2tr, (σ(0)c )2, and σ2c . Furthermore, the quantity (110) is given by
lim
M→∞
lim
ω→0
1
M
∂
∂ω
lnZn(ω; f) =

 E[|h
(0)
1 − 〈h(1)1 〉|2] for f = f1
0 for f = f2.
(129)
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Under the assumption of the commutativity between the large-system limit and the limit n→ +0, the substitution
of (129) into (71) or (72) gives
lim
M→∞
ξ¯2t = E
[∣∣∣h(0)1 − 〈h(1)1 〉∣∣∣2
]
, (130)
lim
M→∞
ρ¯t = 0, (131)
in the large-system limit. Note that we have implicitly assumed that the RHSs of (130) and (131), obtained by the
replica method, coincide with the correct ones.
In order to complete the derivation of Proposition 5, we show that (130) reduces to (37), defined by the fixed-point
equations (44) and (45). Since h(a)1 ∼ CN (0, 1), the quantities E[|h(0)1 −〈h(1)1 〉|2] and E[|h(1)1 − 〈h(1)1 〉|2] reduce to
E
[∣∣∣h(0)1 − 〈h(1)1 〉∣∣∣2
]
= ξ4
(
1 +
(σ
(0)
tr )
2τP
σ4trβ
+
(σ
(0)
c )2(1− τ)σ2θ
σ4cβ
)
, (132)
E
[∣∣∣h(1)1 − 〈h(1)1 〉∣∣∣2
]
= ξ2, (133)
with
ξ2 =
(
1 +
τP
σ2trβ
+
(1− τ)σ2θ
σ2cβ
)−1
. (134)
Equations (126), (128), and (133) provide a closed form for (σ2tr, σ2c ). Furthermore, (125), (127), and (132) for a
given solution (σ2tr, σ2c ) form two independent linear equations with respect to (σ
(0)
tr )
2 and (σ(0)c )2, and have the
unique solution ((σ(0)tr )2, (σ
(0)
c )2) = (σ2tr, σ
2
c ). These observations indicate that the averaged MSE (130) is given as
(37), defined by the fixed-point equations (44) and (45).
APPENDIX C
DERIVATION OF PROPOSITION 6
A. Formulation
Let EY˜ \t,x[1,m),t [· · · ] denote the expectation with respect to Y˜ \t and x[1,m),t given x˜m,t, xm,t, X¯\t and θt.
It is sufficient from Assumption 2 to show that EY˜ \t,x[1,m),t [p(x˜m,t|xm,t, I˜t,x[1,m),t, θ[m,M ],t)], given by (20),
converges in law to the equivalent channel (65) in the large-system limit. Substituting the posterior pdf (17) into
(20) and then introducing a non-negative number n, we have
EY˜ \t,x[1,m),t
[
p(x˜m,t|xm,t, I˜t,x[1,m),t, θ[m,M ],t)
]
= lim
n→+0
Z(d)n , (135)
with
Z(d)n = EY˜ \t,x[1,m),t
[∫ {∫
p(yt|x˜t, I˜t)p(x˜[m,M ],t|θ[m,M ],t)dx˜[m,M ],t
}n−1
p(yt|x˜t, I˜t)
×p(x˜[m,M ],t|θ[m,M ],t)dx˜(m,M ],tp(yt|xt, I˜t)p(x(m,M ],t|θ(m,M ],t)dx(m,M ],tdyt
]
, (136)
where we have introduced x˜t = ((x[1,m),t)T, (x˜[m,M ],t)T)T, in which x˜[m,M ],t = (x˜m,t, . . . , x˜M,t)T has the same
statistical properties as x[m,M ],t. Furthermore, x˜(m,M ],t is given by x˜(m,M ],t = (x˜m+1,t, . . . , x˜M,t)T. Note that
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(136) is a quantity of O(1), while (70) is exponential in M . Thus, we have to evaluate (136) up to O(1) in the
large-system limit.
Let us regard n in (136) as a positive integer. For n = 2, 3, . . ., (136) reduces to a special expression,
Z(d)n = EY˜ \t,x[1,m),t
[∫ n∏
a=0
p(yt|x(a)t , I˜t)
n∏
a=2
{
p(x
(a)
[m,M ],t|θ[m,M ],t)dx(a)[m,M ],t
}
×p(x(0)(m,M ],t|θ(m,M ],t)dx(0)(m,M ],tp(x(1)[m,M ],t|θ[m,M ],t)dx(1)(m,M ],tdyt
]
. (137)
In (137), x(a)t = ((x[1,m),t)T, (x(a)[m,M ],t)T)T ∈ CM denotes replicas of x˜t for a = 2, . . . , n, in which {x(a)[m,M ],t =
(x
(a)
m,t, . . . , x
(a)
M,t)
T} conditioned on θ[m,M ],t are independent random vectors drawn from p(x[m,M ],t|θ[m,M ],t). For
notational convenience, we have written x[m,M ],t and x˜[m,M ],t as x
(a)
[m,M ],t = (x
(a)
m,t, . . . , x
(a)
M,t)
T for a = 0 and
a = 1, respectively. The vector x(a)(m,M ],t is defined as x
(a)
(m,M ],t = (x
(a)
m+1,t, . . . , x
(a)
M,t)
T
. Furthermore, we have
written xt and x˜t as x(a)t = ((x[1,m),t)T, (x
(a)
[m,M ],t)
T)T for a = 0 and a = 1, respectively.
B. Average over Non-Replicated Variables
The goal of this section is to evaluate the expectation in (137) with respect to the non-replicated variables Y˜ \t.
We first calculate the integration in (137) with respect to yt. The substitution of (18) into (137) gives
Z(d)n = EY˜ \t,x[1,m),t
[∫ n∏
a=0
{
p(yt|H(a),x(a)t )p(H(a)|I˜t)dH(a)
} n∏
a=2
{
p(x
(a)
[m,M ],t|θ[m,M ],t)dx(a)[m,M ],t
}
×p(x(0)(m,M ],t|θ(m,M ],t)dx(0)(m,M ],tp(x(1)[m,M ],t|θ[m,M ],t)dx(1)(m,M ],tdyt
]
, (138)
where H(a) = ((~h
(a)
1 )
T, . . . , (~h
(a)
N )
T)T ∈ CN×M denotes replicas of H for a = 0, . . . , n: {H(a)} conditioned on
I˜t are mutually independent random matrices drawn from p(H |I˜t). This expression is useful since the covariance
matrix of yt for p(yt|H(a),x(a)t ) does not depend on x(a)t , while the covariance matrix of yt for p(yt|x(a)t , I˜t)
depends on x(a)t . Using the fact that the row vectors {~h
(a)
n′ } of H(a) are mutually independent, we obtain
Z(d)n = p(x
(1)
m,t|θ(1)m,t)E
{
N∏
n′=1
E
{~h
(a)
n′
}
[∫ n∏
a=0
{
1
πN0
e
− 1
N0
|y−v
(a)
n′,m,t
|2
}
dy
]∣∣∣∣∣x(1)m,t, x(0)m,t, X¯\t, θt
}
, (139)
with
v
(a)
n′,m,t =
1√
M
[
m−1∑
m′=1
∆h
(a)
n′,m′,txm′,t +
M∑
m′=m
h
(a)
n′,m′x
(a)
m′,t
]
, (140)
where h(a)n′,m′ and ∆h
(a)
n′,m′,t denote the (n′,m′)th element of H
(a) and the LMMSE estimation error ∆h(a)n′,m′,t =
h
(a)
n′,m′ − hˆn′,m′,t, respectively, with hˆn′,m′,t denoting the (n′,m′)th element of the LMMSE estimate (15). In
(139), the expectation E
{~h
(a)
n′ }
[· · · ] is taken with respect to the measure p(~h(a)n′ |I˜t)d~h
(a)
n′ . In the derivation of (139),
we have eliminated the bias b = M−1/2
∑m−1
m′=1 hˆn′,m′,txm′,t known to the receiver by transforming (yt)n′ into
y = (yt)n′ − b. Performing the Gaussian integration with respect to y, we have
Z(d)n = p(x
(1)
m,t|θ(1)m,t)E

 N∏
n′=1
E
{~h
(a)
n′
}
[
e−N
−1
0 v
H
n′,m,t
Avn′,m,t
]
(πN0)n(1 + n)
∣∣∣∣∣∣∣x
(1)
m,t, x
(0)
m,t, X¯\t, θt

 , (141)
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with vn′,m,t = (v(0)n′,m,t, . . . , v
(n)
n′,m,t)
T
. In (141), the matrix A is given by (84).
We next calculate the expectation in (141) with respect to {~h(a)n′ }. Since {h(a)n′,m′} conditioned on I˜t are proper
complex Gaussian random vectors4, the random vector vn′,m,t conditioned on Xt = {x(a)t : for all a} and I˜t is
also a proper complex Gaussian random variable with mean
un′,m,t =
1√
M
M∑
m′=m
hˆn′,m′,txm′,t, (142)
and with the covariance matrix D = M−1diag{(x(0)t )HΞtx(0)t , . . . , (x(n)t )TΞtx(n)t }, in which xm′,t ∈ Cn+1 is
given by xm′,t = (x(0)m′,t, . . . , x
(n)
m′,t)
T
. In the same manner as in the derivation of (91), we take the expectation
with respect to vn′,m,t conditioned on Xt and I˜t to obtain
Z(d)n = p(x
(1)
m,t|θ(1)m,t)E
[
N∏
n′=1
eG(N
−1
0 D)−u
H
n′,m,t
B(D,N−10 A)un′,m,t
∣∣∣∣∣x(1)m,t, x(0)m,t, X¯\t, θt
]
, (143)
where G(Q) and B(D, N−10 A) are given by (87) and (92), respectively.
Finally, we evaluate the expectation in (143) with respect to Y˜ \t. Expression (15) implies that the LMMSE
estimates {(hˆn′,m,t, . . . , hˆn′,M,t) : for all n′} conditioned on X¯\t are mutually independent CSCG random vectors
with the covariance matrix I − Ξ(c)t . Thus, the vectors {un′,m,t} conditioned on X¯\t and Xt are also mutually
independent CSCG random vectors with covariance E[(un′,m,t)a(un′,m,t)∗a′ |X¯\t,Xt] = M−1(x(a
′)
[m,M ],t)
H(I −
Ξ
(c)
t )x
(a)
[m,M ],t for all n
′
. Taking the expectation with respect to Y˜ \t, after some calculation, we have
Z(d)n = p(x
(1)
m,t|θ(1)m,t)E
[
eNG(N
−1
0 Qd)
∣∣∣x(1)m,t, x(0)m,t,Ξt, θt] , (144)
where the (n+ 1)× (n+ 1) Hermitian matrix Qd is given by
(Qd)a,a′ = M
−1δa,a′(x
(a)
t )
H
Ξtx
(a)
t +M
−1(x
(a′)
[m,M ],t)
H(I −Ξ(c)t )x(a)[m,M ],t. (145)
C. Average over Replicated Variables
In order to evaluate the conditional expectation in (144) with respect to the replicated variables Qd, we evaluate
the pdf of Qd conditioned on x
(1)
m,t, x
(0)
m,t, Ξt, and θt. Let us define the function I˜d(Qd, Q˜d) as
I˜d(Qd, Q˜d) = Tr(QdQ˜d)− lim
M→∞
1
M
ln F˜d(Q˜d), (146)
with
F˜d(Q˜d) = E
[
eMTr(QdQ˜d)
∣∣∣Ξt, θt] , (147)
where a positive definite (n+1)×(n+1) Hermitian matrix Q˜d is defined in the same manner as in (100). In (146),
we have implicitly assumed that the limit in the RHS of (146) exists. Furthermore, we define the saddle-point Q˜(s)d
as
Q˜
(s)
d = argsup
Q˜d∈M
+
n+1
I˜d(Qd, Q˜d). (148)
4 We could not immediately conclude the Gaussianity of vn′,m,t if the optimal channel estimator (9) were used.
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We represent the pdf µ(Qd) of Qd conditioned on x
(1)
m,t, x
(0)
m,t, Ξt, and θt by using the inversion formula for the
moment generating function of Qd, given by
Fd(Q˜d) = E
[
eMTr(QdQ˜d)
∣∣∣ x(1)m,t, x(0)m,t,Ξt, θt] . (149)
Using the saddle-point method in the same manner as in the derivation of (107) gives
µ(Qd) =
(
M
2π
)(n+1)2
| det{∇2
Q˜d
Id(Qd, Q˜
(s)
d )}|−1e−MId(Qd,Q˜
(s)
d )+O(M
−1)[1 +O(M−1/2)], (150)
in the large-system limit. In (150), the function Id(Qd, Q˜d) is given by
Id(Qd, Q˜d) = Tr(QdQ˜d)−
1
M
lnFd(Q˜d). (151)
Furthermore, ∇2
Q˜d
Id(Q, Q˜d) denotes the Hesse matrix of (151) with respect to Q˜d.
The factor O(M−1) in the exponent in (150) is due to a small deviation of the saddle-point (148). The removal
or addition of one transmit antenna results in a small change of MTr(QdQ˜d), more precisely, in a change of O(1).
This observation implies that Id(Qd, Q˜d) = I˜d(Qd, Q˜d) +O(M−1) in the large-system limit. Differentiating both
sides with respect to Q˜d at the saddle-point (148), we find that the gradient ∇Q˜dId(Qd, Q˜
(s)
d ) of (151) with respect
to Q˜d at the saddle-point is O(M−1), which explains the factor O(M−1) in the exponent in (150) since a deviation
of the saddle-point results in a deviation of the exponent which is proportional to M‖∇Q˜dId(Qd, Q˜
(s)
d )‖2.
We repeat the same argument to evaluate (144). Applying (150) to (144) and using the saddle-point method, we
arrive at
Z(d)n = p(x
(1)
m,t|θ(1)m,t)C(d)n (Q(s)d , Q˜
(s)
d )e
−MΦd(Q
(s)
d )[1 +O(M−1/2)]. (152)
In (152), the function Φd(Qd) is defined as
Φd(Qd) = Id(Qd, Q˜
(s)
d )− α−1G(N−10 Qd). (153)
The saddle-point Q(s)d is given by
Q
(s)
d = arginf
Qd∈M
+
n+1
Φ˜d(Qd), (154)
with
Φ˜d(Qd) = I˜d(Qd, Q˜
(s)
d )− α−1G(N−10 Qd). (155)
Furthermore, C(d)n (Qd, Q˜d) is defined as
C(d)n (Qd, Q˜d) = | det{∇2Q˜dId(Qd, Q˜d)}|
−1 det{α−1∇2QdG(N−10 Qd)}−1, (156)
where ∇2QdG(N
−1
0 Qd) denotes the Hesse matrix of G(N
−1
0 Qd) with respect to Qd. Note that we have assumed
the positive definiteness of the Hesse matrix ∇2QdG(N
−1
0 Qd) at the saddle-point Qd = Q
(s)
d .
The calculation of the stationarity conditions for (148) and (154) implies that (Q(s)d , Q˜
(s)
d ) is given as the solution
to the coupled fixed-point equations
Qd = lim
M→∞
E
[
Qde
MTr(QdQ˜d)
∣∣∣Ξt, θt]
E
[
eMTr(QdQ˜d)
∣∣∣Ξt, θt] , (157)
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Q˜d = −
α−1
N0
(
In+1 +
A
N0
Qd
)−1
A. (158)
D. Evaluation of Fixed-Point Equations
In order to evaluate the coupled fixed-point equations (157) and (158), we assume RS. The assumption of RS is
consistent with Assumption 2, i.e., the assumption of the self-averaging property for the equivalent channel (20) [52].
Assumption 6. The solution (Q(s)d , Q˜
(s)
d ) is invariant under all permutations of replica indices:
Q
(s)
d =

 ad bd1Tn
b∗d1n (dd − cd)In + cd1n1Tn

 , (159)
Q˜
(s)
d =

 a˜d b˜d1Tn
b˜∗d1n (d˜d − c˜d)In + c˜d1n1Tn

 . (160)
We first evaluate the fixed-point equation (158). Let us define σ20 and σ2 as
σ20 = N0 + (ad − bd − b∗d + cd), (161)
σ2 = N0 + (dd − cd), (162)
respectively. After some calculation, we obtain
a˜d = − α
−1n
σ2 + nσ20
, b˜d =
α−1
σ2 + nσ20
, c˜d =
α−1σ20
(σ2 + nσ20)σ
2
, d˜d = c˜d − α
−1
σ2
. (163)
We next calculate the quantity exp{MTr(Q(s)d Q˜
(s)
d )}. Let
√
I −Ξ(c)t denote a square root of I − Ξ(c)t , i.e.,
I −Ξ(c)t =
√
I −Ξ(c)t
H√
I −Ξ(c)t . Substituting (163) into that quantity gives
eMTr(Q
(s)
d Q˜
(s)
d ) = exp

σ˜20
∥∥∥∥∥∥∥
n∑
a=0
√
I −Ξ(c)t x(a)[m,M ],t√
ασ2a
∥∥∥∥∥∥∥
2
−
n∑
a=0
‖
√
I −Ξ(c)t x(a)[m,M ],t‖2
ασ2a
+a˜d(x
(0)
t )
H
Ξtx
(0)
t + d˜d
n∑
a=1
(x
(a)
t )
H
Ξtx
(a)
t
}
, (164)
with σ˜20 = (nσ−2 + σ−20 )−1 and σ2a = σ2 for a = 1, . . . , n. In order to linearize the quadratic form in (164), we
use the identity
eσ˜
2
0‖a‖
2
=
∫
CM−m+1
1
(πσ˜20)
M−m+1
e
− ‖z‖
2
σ˜20
+aHz+zHa
dz, (165)
with a =
∑n
a=0
√
I −Ξ(c)t x(a)[m,M ],t/(
√
ασ2a) to obtain
eMTr(Q
(s)
d Q˜
(s)
d ) = D(d)n
∫ n∏
a=0
{
q˜a(z|x(a)t ,Ξt)
}
dz, (166)
with D(d)n = (πσ2)n(M−m+1)(1 + nσ20/σ2)M−m+1. In (166), the functions q˜0(z|x(0)t ,Ξt) and q˜a(z|x(a)t ,Ξt) for
a = 1, . . . , n are given by
q˜0(z|x(0)t ,Ξt) = q0(z|x(0)[m,M ],t,Ξ(c)t )ea˜d(x
(0)
t )
H
Ξtx
(0)
t , (167)
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q˜a(z|x(a)t ,Ξt) = qa(z|x(a)[m,M ],t,Ξ(c)t )ed˜d(x
(a)
t )
H
Ξtx
(a)
t , (168)
respectively, where qa(z|x(a)[m,M ],t,Ξ(c)t ) represents the pdf of a proper complex Gaussian random vector z ∈
CM−m+1 with mean
√
I − Ξ(c)t x(a)[m,M ],t/
√
α and covariance σ2aI , i.e.,
qa(z|x(a)[m,M ],t,Ξ(c)t ) =
1
(πσ2a)
M−m+1
exp

−
‖z −
√
I −Ξ(c)t x(a)[m,M ],t/
√
α‖2
σ2a

 . (169)
Finally, we evaluate the fixed-point equation (157). Substitution of (166) into (157) gives expressions of ad −
bd − b∗d + cd and dd − cd well-defined for n ∈ R. Taking n→ +0, we have
lim
n→+0
(ad − bd − b∗d + cd)= lim
M→∞
1
M
E
{∫
q0(z|x(0)[m,M ],t,Ξ(c)t )
×
(
(x
(0)
t )
H
Ξtx
(0)
t +
∥∥∥∥
√
I −Ξ(c)t (x(0)[m,M ],t − 〈x(1)[m,M ],t〉)
∥∥∥∥
2
)
dz
∣∣∣∣∣Ξt, θt
}
, (170)
lim
n→+0
(dd − cd) = lim
M→∞
1
M
E
{∫
q0(z|x(0)[m,M ],t,Ξ(c)t )
×
〈
(x
(1)
t )
H
Ξtx
(1)
t +
∥∥∥∥
√
I −Ξ(c)t (x(1)[m,M ],t − 〈x(1)[m,M ],t〉)
∥∥∥∥
2
〉
dz
∣∣∣∣∣Ξt, θt
}
, (171)
with
〈x(1)t 〉 =
∫
x
(1)
t q˜1(z|x(1)t ,Ξt)p(x(1)t |θt)dx(1)t∫
q˜1(z|x(1)t ,Ξt)p(x(1)t |θt)dx(1)t
. (172)
Substituting these expressions into (161) or (162), we have the coupled fixed-point equations
σ20 = N0 + lim
M→∞
1
M
{
PTr(Ξt) + E
[
(x
(0)
[m,M ],t − 〈x(1)[m,M ],t〉)H(I −Ξ(c)t )(x(0)[m,M ],t − 〈x(1)[m,M ],t〉)
∣∣∣Ξ(c)t , θt]} ,
(173)
σ2 = N0 + lim
M→∞
1
M
{
PTr(Ξt) + E
[
(x
(1)
[m,M ],t − 〈x(1)[m,M ],t〉)H(I −Ξ(c)t )(x(1)[m,M ],t − 〈x(1)[m,M ],t〉)
∣∣∣Ξ(c)t , θt]} ,
(174)
where the average over z is taken with respect to the measure q0(z|x(0)[m,M ],t,Ξ(c)t )dz.
The coupled fixed-point equations (173) and (174) have the solution σ20 = σ2. Nishimori’s result [36] implies
that σ20 = σ2 is the correct solution. Assuming σ20 = σ2, we have the single fixed-point equation
σ2 = N0 + lim
M→∞
P
M
Tr(Ξt) + V (σ
2), (175)
with
V (σ2) = lim
M→∞
1
M
E
[
(x
(1)
[m,M ],t − 〈x(1)[m,M ],t〉)H(I −Ξ(c)t )(x(1)[m,M ],t − 〈x(1)[m,M ],t〉)
∣∣∣Ξ(c)t , θ[m,M ],t] . (176)
In (175), the average over z is taken with respect to the measure q0(z|x(0)[m,M ],t,Ξ(c)t )dz with σ20 = σ2. Furthermore,
〈x(1)[m,M ],t〉 denotes the expectation of x(1)[m,M ],t with respect to the posterior measure q1(x(1)[m,M ],t|z,Ξ(c)t )dx(1)[m,M ],t,
given by
q1(x
(1)
[m,M ],t|z,Ξ(c)t , θ[m,M ],t) =
q1(z|x(1)[m,M ],t,Ξ(c)t )p(x(1)[m,M ],t|θ(c)m,t)∫
q1(z|x(1)[m,M ],t,Ξ(c)t )p(x(1)[m,M ],t|θ[m,M ],t)dx(1)[m,M ],t
. (177)
Note that the fixed-point equation (175) is equivalent to (66).
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E. Replica Continuity
We evaluate (152) under the RS assumption (Assumption 6). The function G(N−10 Q(s)d ), given by (87), reduces
to [17]
G(N−10 Q
(s)
d ) = −(n− 1) lnσ2 − ln(σ2 + nσ20)− n lnπ, (178)
which is well defined for n ∈ R and tends to zero as n→ +0.
Applying (161), (162), and (163) to (151), we obtain
Id(Q
(s)
d , Q˜
(s)
d ) = −
n
α
[
1− N0
σ2 + nσ20
− N0
σ2
+
N0σ
2
0
σ2(σ2 + nσ20)
]
− 1
M
lnFd(Q˜
(s)
d ). (179)
Substituting (166) into the moment generating function (149), we have an expression of (179) well defined for
n ∈ R. Taking n→ +0, under the assumption of σ20 = σ2, we have
lim
n→+0
Id(Q
(s)
d , Q˜
(s)
d )
=− 1
M
ln
∫
q1(x
(1)
m,t|z,Ξ(c)t , θ[m,M ],t)q0(z|x(0)[m,M ],t,Ξ(c)t )p(x(0)(m,M ],t|θ(m,M ],t)dx(0)(m,M ],tdz, (180)
with the marginal q1(x(1)m,t|z,Ξ(c)t , θ[m,M ],t) =
∫
q1(x
(1)
[m,M ],t|z,Ξ(c)t , θ[m,M ],t)dx(1)(m,M ],t of (177). Substituting
(178) and (180) into (153) and assuming that the obtained expression is correct as n→ +0, from (135), we arrive
at
EY˜ \t,x[1,m),t
[
p(x˜m,t|xm,t, I˜t,x[1,m),t, θ[m,M ],t)
]
= lim
n→+0
C(d)n (Q
(s)
d , Q˜
(s)
d )
×
∫
q1(x
(1)
m,t|z,Ξ(c)t , θ[m,M ],t)q0(z|x(0)[m,M ],t,Ξ(c)t )p(x(0)(m,M ],t|θ(m,M ],t)dx(0)(m,M ],tdz, (181)
where we have assumed that the large-system limit and the limit n→ +0 are commutative. Due to the normalization
of pdfs, the quantity C(d)n (Q(s)d , Q˜
(s)
d ) should tend to 1 as n→ +0. This observation implies that the RHS of (181)
is equal to the equivalent channel (65) between xm,t and the associated decoder for the MIMO channel (64) with
perfect CSI at the receiver.
F. Multiple Solutions
The fixed-point equation (175) may have multiple solutions. In that case, one has to choose the solution minimizing
the quantity (155). Due to limn→+0 Φ˜d(Q(s)d ) = 0, the quantity Φ˜d(Qd) is given by Φ˜d(Q(s)d ) = nF + O(n2)
as n → +0, with the so-called free energy F = limn→+0 ∂∂n Φ˜d(Q(s)d ). Thus, one should choose the solution
minimizing the free energy F .
In order to calculate the free energy F , in the same manner as in the derivation of (179), we evaluate (146) as
I˜d(Q
(s)
d , Q˜
(s)
d ) = −
n
α
[
1− N0
σ2 + nσ20
− N0
σ2
+
N0σ
2
0
σ2(σ2 + nσ20)
]
− lim
M→∞
1
M
lnD(d)n
− lim
M→∞
1
M
ln
∫
E
x
(0)
t
[q˜0(z|x(0)t ,Ξt)]
{
E
x
(1)
t
[q˜1(z|x(1)t ,Ξt)]
}n
dz. (182)
We differentiate (178) and (182) with respect to n at n = 0 to obtain
F = lim
M→∞
1
M
I(x[m,M ],t; z) +
1
α
[
De(N0‖σ2) + lim
M→∞
1
Mσ2
Tr(Ξt) + ln(πeN0)
]
, (183)
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with
I(x[m,M ],t; z) =
∫
q0(z|x(0)[m,M ],t,Ξ(c)t )p(x(0)[m,M ],t|θ[m,M ],t)
× ln
q1(z|x(0)[m,M ],t,Ξ(c)t )∫
q1(z|x(1)[m,M ],t,Ξ(c)t )p(x(1)[m,M ],t|θ[m,M ],t)dx(1)[m,M ],t
dx
(0)
[m,M ],tdz. (184)
Minimizing (183) is equivalent to minimizing (68).
APPENDIX D
REDUCTION OF PROPOSITION 6 TO PROPOSITION 1
Let us prove that the fixed-point equation (66) coincides with the fixed-point equation (46). We first show that the
last term in (46) is a lower bound on the last term in (66), by considering the MIMO channel (64) with additional side
information. Let a genie inform the receiver about the correct values of the data symbols x(m,M ],t. The MSE (67)
for the genie-aided receiver should provide a lower bound on the original one. In order to eliminate the inter-stream
interference from the MF output vector (69), the genie-aided receiver calculates rs = r−
∑M
m′=m+1 ξt,m′xm′,t/α,
given by
rs =
1
α
ξt,mxm,t + η. (185)
The performance of the interference-free channel (185), such as the MSE and the constrained capacity, is determined
by the SNR
snr =
P‖ξt,m‖4
ασ2ξHt,m(I −Ξ(c)t )ξt,m
. (186)
Proposition 5 and Lemma 1 imply that the numerator and denominator in (186) are given by P‖ξt,m‖4 = P (1−
ξ2(τ))4 + O(M−1/4) and ασ2ξHt,m(I − Ξ(c)t )ξt,m = ασ2(1 − ξ2(τ))3 + O(M−1/4) in the large-system limit,
respectively. Thus, the SNR (186) converges in probability to snr = (1− ξ2(τ))P/(ασ2) in the large-system limit,
which coincides with the SNR for the AWGN channel (40) with σ2(τ, µ) = σ2. This expression implies that the
last term (67) in the fixed-point equation (66) is bounded from below by (1 − µ)(1 − ξ2(τ))E[MSE(σ2, θm,t)] in
the large-system limit.
We next prove that the last term in (46) is an upper bound on the last term in (66). Let us consider a suboptimal
receiver, which estimates xm,t only from the first element rm of the MF output vector (69), given by
rm =
1− (Ξ(c)t )m,m
α
xm,t +
M∑
m′=m+1
(Ξ
(c)
t )m,m′
α
xm′,t + ηm, (187)
with ηm denoting the first element of η. In order to evaluate an upper bound on the MSE (67) for this suboptimal
receiver, we replace the inter-stream interference in (187) by the AWGN with the same variance. The MSE (67)
for the obtained channel provides an upper bound on the original one, and is determined by the SNR
snr =
P (1− (Ξ(c)t )m,m)2
P
∑M
m′=m+1 |(Ξ(c)t )m,m′ |2 + ασ2(1− (Ξ(c)t )m,m)
, (188)
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which converges in probability to snr = (1 − ξ2(τ))P/(ασ2) in the large-system limit, due to Proposition 5
and Lemma 1. This result implies that the last term (67) in the fixed-point equation (66) is bounded from above
by (1 − µ)(1 − ξ2(τ))E[MSE(σ2, θm,t)] in the large-system limit. Combining the two bounds, we find that the
fixed-point equation (66) is equal to the fixed-point equation (46).
The argument described above implies that the inter-stream interference is negligible in the large-system limit. It
is straightforward to confirm that the mutual information I(xm,t; x˜m,t|Ξ(c)t , θ[m,M ],t) converges to the constrained
capacity of the AWGN channel (40), i.e., the integrand in (43), by repeating the same argument. Similarly, it
is straightforward to find that (68) is equal to (47). Combining these results and the argument described in
Appendix A-A, we find that Proposition 1 holds.
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