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Subject motion during the time course of functional activation studies has been shown to cause spurious
signals which can mimic “true” activation. Therefore, the importance of motion correction has been
widely recognised. Correction with navigator echoes or post-processing using image registration software
are common practice in functional imaging and analysis. Many image registration algorithms, developed
for analysis requirements other than fMRI, assume rigid body motion. Although these techniques are
now routinely used by a number of groups, rigid body co-registration has not yet been shown to reduce
the eﬀects of motion to an acceptable level in fMRI analysis ie: the eﬀects on resulting correlation
analysis directly. In this paper we have used volume data to assess rigid body coregistration in terms of
motion artefacts for the diﬀerent correlation approaches used in fMRI. We have developed a new way of
visualising motion eﬀects in correlation analysis based on generating a scatter plot of correlation score
vs local image gradient. This technique has been tested on fmri data sets from a functional paradigm
suﬀerening from motion correlated artefacts, with and without rigid body motion correction. Although
we do not attempt to estimate the actual residual motion, this technique can be used to varify the results
of analysis and select regions of relatively unambiguous activation. This paper assesses directly the rigid
body assumption and proves the need for, and eﬀectiveness of co-registration, for all correlation based
analysis techniques. The speciﬁc diﬀerences between the popular correlation forms used are investigated
and explained. We show that for certain forms of correlation analysis the eﬀects of motion, while not
removed altogether, are eﬀectively statistically eliminated.
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22 Introduction
The importance of motion correction in Functional Magnetic Resonance Imaging (fMRI) has been widely
recognised in the literature [9]. There seems to be a standard approach emerging to the problem in clinical
environments making use of software available on the internet, such as the Automatic Image Registration
package (AIR) [17, 18, 10] which assumes a rigid body motion. Many groups, now routinely make use
of rigid body co-registration though it has not (to our knowledge) been proven that the eﬀects caused
by motion are reduced to an acceptable level in the subsequent fMRI analysis. Depending upon the
details of the data acquisition, a rigid body assumption may be considered a little naive depending on
the sequence employed. In some cases slices of image data may undergo diﬀerent amounts of motion and
in other cases the data may suﬀer from motion blurring. These processes could leave residual motion
artefacts in the data which bias subsequent interpretation.
Previous workers have demonstrated the potential problems of motion in fMRI analysis [9, 7] using data
sets with simulated movement. The estimation of this eﬀect shows the likely scale of this contribution to
an fMRI signal. We have found no paper which attempts to quantify directly the aﬀect on the computed
correlation measures.
The purpose of this work is to test whether rigid body co-registration will successfully remove motion
eﬀects to an in typical situations to a statistically acceptable level. In this paper we ﬁrst review the
statistical characteristics of published analysis techniques in order to design a test for the eﬀectiveness
of rigid-body co-registration which is applicable to the range of current approaches. We then go on to
demonstrate the eﬀects of motion and co-registration on the common statistical correlation forms used
for analysis.
3 Background
The Blood Oxygen Level Dependent (BOLD) technique relies on the variation in MRI signal due to
the physical process of changing proportions of de-oxyhaemaglobin in the blood. Many data sets are
generally needed to observe this process, as the signal is of the same order of magnitude as the noise
in an individual image. Though the technique does not require injection of a contrast agent it does
generally require a relatively restrictive ‘on’ ‘oﬀ’ paradigm in order to generate data sets during known
functional activity/inactivity. In comparison to other functional measurement techniques (such as PET)
this method does not provide any direct measurement of quantitative ﬂow. However, BOLD signal is
expected to be related to the regional changes in brain activity in areas at least close to the observed
signal. The technique is becoming increasingly popular as a clinical as well as a research tool to probe
the workings of the brain. However, BOLD is not the only physical mechanism which can lead to a signal
change. There are also Blood Flow Level Dependent (b-FOLD), CSF Oxygen Level Dependant (COLD),
CSF Flow Level Dependant (c-FOLD) and also motion Level Dependent (MOLD) signal mechanisms [9].
The b-FOLD signal can be considered as complementary to the BOLD signal as an alternative indicator
of functional activation. The CSF related signal is not expected to correlate with the stimulus paradigm
due to the much shorter time scales. Therefore, the main problem with ensuring valid signal from a
BOLD analysis is in controlling the eﬀects of motion, which can be considerable during the course of an
extended experiment and often correlate directly with the paradigm task.
There have been many approaches to the analysis of functional NMR images proposed in the literature.
Considered from a statistical point of view these techniques can be grouped as either non-parametric
or parametric. It is generally accepted that whilst non-parametric techniques are initially more robust,
parametric techniques will ultimately have better discriminability once the analytical models have been
reﬁned. We therefore concentrate on these approaches here.
For parametric approaches, analysis can be basically decomposed into two stages, the application of a
voxel by voxel time dependent analysis, followed by a regional analysis of clusters [8, 11]. The ﬁrst of these
is designed as a signiﬁcance test, the hypothesis being that the data seen in the image can be accounted
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of observing particular sizes of regions which fail the ﬁrst hypothesis. This latter test must take some
account of the spatial correlations within images and this is generally done by deﬁning a characteristic
smoothing function (such as a Gaussian ﬁeld) to describe the combined correlation eﬀects of all image
formation processes.
The voxel based null hypothesis test is generally implemented as a correlation measure. The details
of this vary in the literature, but all successful measures have the same fundamental statistical origins,
which is eﬀectively that some measure of correlation C is normalised by it’s expected variance var(C)
in order to produce a measure which can be treated like a ‘t test’ or ‘Z score’ [11]. The subsequent
thresholding of this measure, to detect signiﬁcant signals, invariably assumes a Gaussian distribution 1
for this test statistic and must generally take into account temporal correlations in the image formation
process [16]. The empirical estimate of variance can be on a voxel by voxel basis or pooled from selected
regions of the image. Clearly, if the image formation process does result in uniform random noise across
the image then a pooled variance is appropriate and will result in a more stable test statistic. Generally
however, this is may not be a reliable assumption for most scanners.
The speciﬁc choice of correlation measure varies depending on the authors. Some have suggested using a
set of sinusoidal correlation functions and computing the eﬀective “power” of the data [5]. There seem
to be two main justiﬁcations for this approach, the ﬁrst is that although the stimulus in the experiment
is invariably a simple “on” or “oﬀ” task (i.e. a box car function of known period), we do not know the
true shape or phase of the signal. Such a Fourier approach to analysis thus gives a method of estimating
signal content which is independent of phase or speciﬁc details of the shape of the response curve. The
second justiﬁcation is simply that such an approach delivers measures which are completely independent
of phase.
A simpler analysis than a Fourier decomposition, involves correlation with a “box car” function [2]
which can be shifted as necessary in order to locate the maximum phase response. Though this second
technique does not take variability of shape into account there may be some merit in restricting the
freedom of the response function to something resembling the initial stimulus. As we do not know the
true shape of the signal we are looking for, it would be diﬃcult to know which of these two approaches is
superior. However, in general the “box car” approach will be more speciﬁc as it requires not only a signal,
but a signal with a particular shape. One can attempt to make the method less speciﬁc by searching
across phases, but any phase shifted correlation or Fourier based analysis should take into account the
preferential positive bias in the resulting measures. One model, which has been justiﬁed empirically,
is a convolution of the stimulus function with the Poisson distribution. This can be generalized to the
Gamma variate which is also a popular choice for perfusion analysis [3]. This association may be more
than just coincidence if a major contribution to the BOLD signal is actually due to perfusion. If this is
true then this would clearly be the most eﬀective way of detecting simple responses.
Another simple variant is to construct pooled estimates of signal from “oﬀ” and “on” periods and then to
apply a simple “t” test [13]. Simple algebra can show that this is statistically equivalent to correlation
with a “box car” function. Clearly such an approach does not take correct account of either temporal
correlations or the speciﬁc shape of the response curve.
Finally, some authors have suggested correlation measures which cannot be directly interpreted as a ‘t-
test’. The measure used both in [1] and [12] in particular is a measure which occurs in the STIMULATE
software which is commonly used in research laboratories. Though this has nice intuitive properties (it
is normalised between -1 and 1) it cannot be reliably thresholded in order to identify true signal as
the measure has diﬀerent statistical scaling for each experimental design. This matter will be discussed
further below. In [4] the test statistic is deﬁned as a power-quotient which is the power of the sought
frequencies divided by a normalisation factor other than the expected variance. This particular form
of measure is only monotonically related to the standard form described above. However, before this
1This can ultimately be justiﬁed by the central limit theorem if the variance of the correlation measure is the combined
aﬀect of many small purtebations in the image data drawn from unknown but equal distributions.
4measure is used it is renormalised using a Monte-Carlo technique to re-impose the standard statistical
interpretation. A similar step would also be necessary with the measure in [1] and [12] before it could be
used in earnest. In doing so this would be reverting to the previous measures.
4 Methods
Experimental Design
Experiments were performed on 6 healthy volunteers (5 men, 1 woman; mean age 26.8 years, range 19-
34). 5 were right handed and 1 left-handed by self-report. To minimise head movements foam padding
and a velcro strap were used to secure the head. A bite bar with a groove was used to provide a reference
for subjects to rest their front teeth upon in order to minimise out of plane movements during scanning.
All volunteers gave informed written consent after the nature of the experiment had been fully explained.
All fMRI experiments were performed on a Phillips Gyroscan ACS NT 1.5T system. Each subject was
positioned supine inside the MR scanner. Imaging consisted of 18 dynamic acquisitions of 50x3 mm
contiguous transverse slices covering the whole head. The imaging protocol consisted of a T2*-weighted
gradient echo sequence with multi-shot echo planar collection (TR= 250 ms, TE= 40 ms, Flip Angle =
40 o, EPI factor 5, matrix 128x128, FOV of 200 mm2).
Image acquisition was 1 minute 14 seconds per 50-slice volume. A functional imaging sequence consisted
of 18 sequentially acquired multislice images. Volunteers A-C were scanned at rest. Subjects were
instructed to lie still during the acquisition of the image sequence. In volunteers D-F a motor activation
paradigm was performed during scanning. The task consisted of opposing each ﬁnger to the thumb in turn
(in the order 2, 3, 4, 5, 5, 4, 3, 2). Finger opposition was self-paced using the dominant hand. Subjects
brieﬂy practiced this task prior to entering the scanner to ensure that they knew what was expected of
them during the activation periods. Movements were performed with 3 scans during activation alternated
with three scans at rest. The cycle was repeated 3 times with a total data acquisition time of 22 minutes
and 12 seconds. Our MRI sequence is very similar to those which are commonly used in fMRI BOLD
experiments, though we have worked with entire brain volumes and extended the time of data aquisition
to be slightly longer than would be used on average so that we can improve our statistics and observe
the eﬀects of motion and subsequent correction more completely.
Data analysis was performed on a SUN SPARC station 20 (unix workstation) running Solaris 2.4. For
each subject slice 32 of 50 from the original, motion corrected and synthetic data sets were extracted
for statistical analysis. Analysis was performed using our own C software developed using the TINA
machine vision and image analysis environment [19]. Resliced datasets were produced using a 5x5x5
windowed renormalised sinc interpolation algorithm [15].
In this paper we have also included one data set from an fMRI visual activation study to illustrate
the use of the developed techniques as a quality control mechanism. Imaging consisted of 18 dynamic
acquisitions of 50x3 mm contiguous transverse slices covering the whole head. The imaging protocol
consisted of a T2*-weighted gradient echo sequence with multi-shot echo planar collection (TR= 250 ms,
TE= 40 ms, Flip Angle = 40 o, EPI factor 5, matrix 128x128, FOV of 200 mm2). Image acquisition
was 1 minute 14 seconds per 50-slice volume. A functional imaging sequence consisted of 81 sequentially
acquired multislice images. THIS IS WRONG EMMA?
Analysis Methods
The various approaches to fMRI data analysis vary in detail but the substance of the approach has
common origins. Though the ability to extract signal will be strongly dependent on having the correct
functional form and phase, the technique of error propagation can be used to show that any normalised
wave-function will produce a set of correlation measures with an identical distribution for the null hy-
pothesis. We thus choose to work with a square wave for simplicity. The particular choice of correlation
5measure, however, can make a diﬀerence to the behavior of the background data under the null hy-
pothesis. In particular a t-test like approach will behave diﬀerently to the normalised measure used in
STIMULATE [1]. The eﬀects of motion artefacts on both of these measures thus need to be investigated.
The three measures, chosen to cover a set of statisically distinct possible approaches, were used for this
investigation;
• A simple correlation measure with no explicit (ﬁxed) normalisation.
C1
j =
T X
t=1
Itj.Wt
where W is a normalised correlation waveform (|W|2 = 1) and Ij is a mean subtracted temporal
data set at voxel j . This correlation measure can be converted into a simple null hypothesis
statistic by dividing by a pooled estimate of the standard deviation on the measure
p
var(C) and
will behave in the same way as any measure which makes the basic assumption of constant uniform
image noise, including Fourier approaches. While we accept that such a simple measure is unlikely
to be used unmodiﬁed in serious fmri analysis we have included it here for completeness.
• A correlation measure with individual voxel based normalisation.
C2
j =
PT
t=1 Itj.Wt
1/(T − 1)
qPT
t (Itj − Wt.C1
j)2
where the numerator is the estimate of variation about the assumed model. Once again Ij is a
mean subtracted temporal data set at voxel j . This technique will behave in the same way as any
measure which estimates variance from the data, such as ‘t-tests’ and ‘z-scores’.
• and ﬁnally a normalised correlation measure as used in STIMULATE
C3
j =
PT
t=1 Itj.Wt qPT
t I2
tj
with parameters as described above. This measure is nicely normalised between −1 and 1 but
cannot be interpreted as a standard null hypothesis statistic unless the numerator approaches that
of C2
j, which will only happen when the noise dominates the observed signal distribution (i.e. C1
j
is small).
Correction of data correlation either by a Bonferroni factor or other, will modify only the interpretation
of the estimated correlation values. It will not signiﬁcantly modify the resulting correlation measures
available for interpretation. Similarly any latter stages of group statistical signiﬁcance analysis cannot
correct for errors already introduced by the voxel based correlation measure. Thus by working with
raw (non-thresholded) data we may be able to demonstrate the direct eﬀects of motion artefacts on any
correlation based analysis.
The eﬀects of motion on correlation scores can be analysed as a series of steps. Any induced motion eﬀects
grey level values locally and these changes then feed through to the numerator and denominator terms of
the correlation measures. For locally continuous image structure and small motions (of the order of pixel
size) the local image structure can be approximated by an average value and an oriented gradient. This
ﬁrst order model predicts that the eﬀects of motion on the grey level values will be proportional to the
local image gradient. The eﬀects of an unknown motion on the ﬁnal correlation measures may be quite
unpredictable, but if the motion is correlated with the stimulus then there will be systematic changes
in correlation measures which must be proportional to local image gradient. Areas of the image which
contain no structure (i.e. zero gradient) cannot be aﬀected by motion. If the motion is uncorrelated with
the stimulus then there will be an increase in correlation variance (i.e. reduction is correlation stability).
This eﬀect will again be proportional to the local image gradient. It is these eﬀects which we would like
to remove by motion correction.
6Experimental Process
Our investigation involves the following steps.
• Calculate rigid body motion for genuine null hypothesis data (no activation) for two groups of
three subjects. One group performing the motion stimulus paradigm and the others at rest. All
data were registered to a base volume for each volunteer using the Woods algorithm [17, 18]. The
main automated image registration (AIR) parameters were set as follows: intensity threshold =
275, initial sampling interval = 81, ﬁnal sampling interval = 1 pixel, sample increment decrement
ratio = 3, convergence criteria = 0.0005, maximum number of iterations for each sampling density
= 300, no spatial smoothing was used, interpolation to standard voxel size was active.
• Compute simulated data from the motion vectors.
The motion parameters were used to interpolate a set of data from the ﬁrst volume with equivalent
motion vectors to those estimated by the AIR package.
• Demonstrate the eﬀects of motion on the correlation measures used in real data.
As the eﬀects of motion are expected to be proportional to local image gradient, we plot correlation
scores against this quantity. Here we deﬁne image gradient Gj as follows;
dIx,y/dx = (I′
x+1 − I′
x−1)/2
dIx,y/dy = (I′
y+1 − I′
y−1)/2
Gj =
q
((dIj/dx)2 + (dIj/dy)2)
where x and y are image indices and I′ is the ﬁrst input image of the temporal sequence smoothed
with a unit Gaussian kernel. The smoothing process sets the scale for the range of applicability of
the linear assumption and allows the gradient information to be estimated from a single temporal
slice. Averaging of the temporal data set to produce a mean gradient would also be possible and
perhaps even preferable for very large motions, but was not found necessary for this work.
For data without motion artefact, this plot is expected to show the correlation score , distributed
normally around zero correlation with variable density along the image gradient axis. For this case
a ﬁxed threshold value will have the same aﬀect in terms of rejecting the null hypothesis for all
values of image gradient. Any variation from this distribution shows itself as increased broadening
or non-ideal structure perpendicular to the image gradient axis.
• Demonstrate that these eﬀects are also visible in the simulated data.
The simulated data, being eﬀectively noise free, does not yield sensible variance estimates in the
denominator terms of the standard correlation measures, C2 & C3. However, the individual esti-
mates of the denominators are expected to be quite constant across the dataset. As a consequence
C1 is used to analyse the simulated data as it is expected to behave in a very similar fashion to the
other two measures.
• Demonstrate that these eﬀects are removed by rigid body co-registration in the real data by re-
peating the analysis for motion corrected data.
• Finally, simulate the eﬀect of isolated failiures of coregistration by shifting an image in each coreg-
istered sequence.
75 Results and Discussion
As explained above, we expect motion artifact to be statistically proportional to the local gradient in
the image. This is the eﬀect of motion feeding directly through into the computed scores. We can
therefore investigate the degree of motion artefact by plotting correlation score against image gradient.
The scatter plots produced are ‘self calibrating’; the axis scaling of the plots is implicitly deﬁned. The
eﬀects of motion are expected to be negligible for small image gradient so the distribution of data in this
region can be used to infer a probablility level for the null hypothesis for all of our correlation measures.
In particular the outer limits of this part of the distribution correspond to a probability value of 2.0 e-5
(i.e. one part in a 200x256 image). They can be visually interpreted for all correlation measures, without
the need for correlation score or edge gradient axes, which are scaled diﬀerently by the level of MR image
noise and paradigm design (number of measurements) for each correlation method.
Pitch Roll Yaw X Y Z
A 0.20 o 0.22 o 0.30 o 0.49 pixels 0.31 pixels 0.06 pixels
B 0.22 o 0.49 o 0.16 o 0.25 pixels 0.50 pixels 0.11 pixels
C 0.22 o 0.33 o 0.18 o 0.28 pixels 0.30 pixels 0.09 pixels
D 0.90 o 0.60 o 0.38 o 0.96 pixels 0.84 pixels 0.31 pixels
E 0.85 o 0.06 o 0.41 o 0.45 pixels 0.57 pixels 0.16 pixels
F 0.39 o 0.12 o 0.37 o 0.37 pixels 0.41 pixels 0.17 pixels
Table 1 Standard deviations on estimated movement for each subject calculated using AIR
Our results for the standard deviations on the estimated motion are shown in Table 1 for the two groups
of three subjects (A,B,C and D,E,F). For the group with no stimulus these results are close to the
expected accuracy of the AIR software (i.e. R.M.S. error of less than a pixel anywhere in the image).
The motion scatter plots (Figure 1) show no unexpected structure and there is no observable correlation
between edge contrast and the correlation score for any of the three measures. These results eﬀectively
represent the ideal result we would like to achieve after motion correction.
The second experiment with three subjects (D,E,F) performing a simple motor task show signiﬁcant
movement (Table 1) which is consistent with R.M.S. errors of a few pixels and generates plots with distinct
structure, ﬁgure 2. Notice the broadening of the data in the y-dimension (correlation score) towards the
end of the x-axis where the image gradient is largest (at edges). This structure is regenerated up to the
level of random noise by applying motion vectors estimated using the AIR software to the genuine null
hypothesis data (no activation), ﬁgure 3. The distributions we see in these plots are entirely consistent
with rigid body motion plus random noise. In contrast the plots of correlation scores for co-registered
data against the same edge contrast measures, ﬁgure 4, show that this correlation has been signiﬁcantly
reduced by the process of coregistration. In this data the ﬁrst correlation score C1 shows a gradual
increasing instability (broadening) of the correlation score with edge contrast. This is reduced using
correlation score C2 which explicitly estimates the variance from the sample data and does not assume
constant uniform variance on the underlying data set.
It is also interesting to note that the measure C3 is marginally less aﬀected by motion than the conven-
tional null hypothesis statistic. This is because the denominator term (which is a good approximation
to the noise level for small signal) is increased by the variation in the image data induced by motion.
At ﬁrst sight this measure would seem to be more robust to these eﬀects. It may be just such ro-
bustness combined with simplicity of use which has maintained the popularity of this approach in the
literature [14]. However, while this may be adequate for visually identifying relative large measures, the
lack of a meaningful scaling makes this correlation score diﬃcult to interpret in an absolute sense. This
functional form is expected to be less speciﬁc in it’s response to signal.
We began this work aiming to determine whether the rigid body assumption is an adequate model for
motion correction in fMRI analysis and we are now in a position to answer this question. The main
8problem with motion artefacts is that they may mimic the eﬀects of signal by correlating directly with
the stimulus response function. This has indeed been shown to be an eﬀect in real data (ﬁgure 2). A
secondary eﬀect is the decrease in stability of the observed data values. No motion correction proceedure
can be perfectly accurate and some residual errors are to be expected. This can be observed after motion
correction by calculating the ratio of variances for the correlation measures for two ranges of image
gradient, see table 2. The ratio of the variance is calculated between the ﬁrst and second eighth of the
dynamic range of image gradients (x-axis). This lower region of the plot is within brain tissue (the
second eighth of the data corresponds to the boundary between brain tissues) and thus is within the
expected fMRI signal area. Results are less stable around the skull boundaries due to the very high
image gradients involved, but this region of the data is less important to fMRI analysis. The accuracy of
these ratio is of the order of 1%. Table 2 shows that C1 in particular is badly aﬀected by the increased
instability around edges. This is not such an issue for correlation measures which estimate the variance
from the data (in particular C2).
Subject D E F
C1 1.27 1.21 1.13
C2 1.00 0.98 1.05
C3 1.01 1.03 1.04
Table 2 Dimensionless measures of relative standard deviation for intermediate and low gradient
correlations
q
var(C1/8)/var(C0/8).
When performing rigid body alignment with an automated system there is always a chance that the
alignment algorithm will fail. This cannot be avoided as all iterative optimisation routines have potential
problems with local minima. When this happens (if it is not picked up by a validation process) it will
generate isolated temporal data points at each voxel which are eﬀectively outliers. These data points will
cause a change in the computed correlation which will reduce the overall correlation scores for measures
such as C2. This is because the linear variation in the numerator will always be smaller than the quadratic
change in the denominator. We can illustrate this by oﬀsetting the ﬁrst image in each sequence of data
by two pixels and recomputing the variances for gradients corresponding to tissue boundaries, table 3.
Subject D E F
C1 1.31 1.58 1.21
C2 0.96 0.99 0.93
C3 0.96 0.98 0.95
Table 3 Dimesionless measures of relative standard deviation of intermediate gradient correlations for
shifted data
q
var(C1/8)/var(C0/8).
In general, any motion correction technique, even a poor one, removing the majority of the motion from
the data set and leaving only residual behaviour which is uncorrelated with the stimulus response curve,
will not invalidate (statistically) the conclusions of any study using such a measure. This is an important
result, as a poor motion correction procedure will result in less conﬁdence in the observed outcome, it
would be diﬃcult to generate an erroneous positive results from an experiment due to motion artefacts.
Our results suggest that rigid body coregistration does eﬀectively remove false correlations caused by
motion correlated to the stimulus response.
6 Use of Motion Correlation PLots in fMRI Quality Control
We have been using the new motion correlation scatter plots as a method of assessing quality of data
emerging from our analysis chain. We illustrate their use here with the results from one analysis during
9the detection of a BOLD response to a visual stimulus. Figure 5(a) shows a motion correlation plot for
data generated during analysis (C2). Activations are present in this data at both high and low level
image gradient. In itself this would not be unduly worrying, but there is also a general broadening of the
underlying distribution for positive correlation values at high gradient. On closer inspection this data
set was found to have systematic shift artefacts at the level of 0.5 pixels in almost half of the re-sliced
data set due to failiure of the automatic co-registration software. The region of relatively unambiguous
activation is shown as a rectangle. The new analysis technique allowed us not only to identify genuine
activation (Figure 5(b)), but also perform quality control on our software analysis chain.
7 Conclusions
We have analysed the aﬀect of motion on fMRI analysis. Given the broad range of approaches in the
literature we have concentrated this analysis on the common statistical foundations of the parametric
methods, which are the use of correlation measures. Our results are expected to be independent of
the details of the shape of the correlation stimulus and should generalise to all fMRI studies based on
assessing levels of signiﬁcance from correlation scores.
We have constructed a method for visualising the eﬀects of motion on fMRI analysis. As the eﬀects of
motion are expected to be proportional to the local image gradient, a scatter plot of correlation function
versus image gradient separates the eﬀects of motion across the plot. This distribution is self scaling,
easily visually interpreted and can be used as a general tool to check the relative accuracy of diﬀerent
motion correction proceedures. Such a method could also be used with non-normalised correlation
measures (ie C1) in order to assess the adequacy of particular coregistration proceedures in the absence
of ground truth.
In this study we have used the new technique to visualise the eﬀects of motion in a typical fMRI study
for three correlation approaches. The results indicate that motion artefacts are manifest in motion
based experiments. These eﬀects are signiﬁcantly reduced after motion correction but still observable
in simple correlation analyses which assumed pooled variance. Finally, null hypothesis based correlation
methods which estimate the variance from the data at each voxel are unaﬀected by motion provided that
any resulting residual motion, is uncorrelated with the stimulus. On this basis, as we see no residual
correlation with the stimulus response curve following rigid body re-alignment, we consider the rigid
body assumption an acceptable basis for motion correction for these measures. In general, it will never
be possible to remove all stimulus correlated motion completely, but techniques, such as those described
here, could be used to monitor the success or failiure of attempts to do so.
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11Figures
• Figure 1. Correlation scores vs. edge contrast (G). (no Stimulus)
• Figure 2. Correlation scores vs edge contrast (G). (Stimulus)
• Figure 3. Correlation scores vs edge contrast (G). (Response from simulated data)
• Figure 4. Correlation scores vs edge contrast (G). (Stimulus response after motion correction).
• Figure 5. Quality control for fMRI data analysis using Correlation scores vs. edge contrast (G).
12Figure 1: Correlation scores vs. edge contrast (G). No stimulus condition for subjects A, B and C
(columns), and correlation scores C1,C2,C3 (rows).
Figure 2: Correlation scores vs edge contrast (G). Motion stimulus condition for subjects D, E and F
(columns), and correlation scores C1,C2,C3 (rows).
13Figure 3: Correlation scores vs edge contrast (G). Simulated stimulus for subjects D, E and F correlation
C1.
Figure 4: Correlation scores vs. edge contrast (G). Motion corrected stimulus for subjects D, E and F
(columns), and correlation scores C1,C2,C3 (rows).
14(a) Correlation score C
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posed activation
Figure 5: Quality Control of fMRI Analysis showing the activation corresponding to unambiguous cor-
relations (data within manually selected box)
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