Abstract. We study the problem of synchronization of automata with random inputs. We present a series of automata such that the expected number of steps until synchronization is exponential in the number of states. At the same time, we show that the expected number of letters to synchronize any pair of the famousČerný automata is at most cubic in the number of states.
Introduction
A complete deterministic finite automaton A , or simply automaton, is a triple Q, Σ, δ , where Q is a finite set of states, Σ is a finite input alphabet, and δ : Q × Σ → Q is a totally defined transition function. Following standard notation, by Σ * we mean the set of all finite words over the alphabet Σ, including the empty word ε. The function δ naturally extends to the free monoid Σ * ; this extension is still denoted by δ. Thus, via δ, every word w ∈ Σ * acts on the set Q. An automaton A is called synchronizing, if there is a word w ∈ Σ * which brings all states of the automaton A to a particular one, i.e. there exists a state t ∈ Q such that δ(s, w) = t for every s ∈ Q. Any such word w is said to be a reset (or synchronizing) word for the automaton A . The minimum length of reset words for A is called the reset threshold of A . Note, that the language L of synchronizing words of the automaton A is a two-sided ideal, i.e. Σ * L Σ * = L . We say that that the word w synchronizes a pair {s, t} if δ(s, w) = δ (t, w) .
Synchronizing automata serve as transparent and natural models of errorresistant systems in many applied areas such as robotics, coding theory, and bioinformatics. At the same time, synchronizing automata surprisingly arise in some parts of pure mathematics: algebra, symbolic dynamics, and combinatorics on words. See recent surveys by Sandberg [9] and Volkov [12] for a general introduction to the theory of synchronizing automata.
The interest to the field is heated also by the famousČerný conjecture. In 1964Černý exhibited a series C n of automata with n states whose reset threshold equals (n−1) 2 [3]. Soon after he conjectured, that this series represents the worst possible case, i.e. the reset threshold of every n-state synchronizing automaton is at most (n − 1)
2 . In spite of its simple formulation and intensive researchers' efforts, theČerný conjecture remains unresolved for fifty years. The best known upper bound on the reset threshold of a synchronizing n-state automaton is
by Pin [7] . The focus of this paper is on probabilistic aspects of synchronization. One general question that was actively studied in the literature is the following: what are synchronizing properties of a random automaton? Skvortsov and Zaks have shown that a random automaton with sufficiently large number of letters is synchronizing with high probability [10] . Later on, they proved that a random 4-letter automaton is synchronizing with a positive probability that is independent of the number of states [14] . The last step in this direction seems to be done by Berlinkov [2] . He has shown that a random automaton over a binary alphabet is synchronizing with high probability. Another direction within this setting is devoted to reset thresholds of random synchronizing automata. It was shown in [10] that a random automaton with large number of letters satisfies theČerný conjecture with high probability. Furthermore, computational experiments performed in [11, 6] suggest that expected reset threshold of a random synchronizing automaton is sub-linear.
In [5] probability distributions over states of an automaton A were used to define the synchronizing probability function of A . This function encompasses various synchronizing properties of A .
The setting of the present paper is different. In our considerations we investigate how random input acts on a fixed automaton. Assume that several copies of a synchronizing automaton A simultaneously read a common input from a fixed source of random letters. Initially these automata may be in different states. What is the expected number of steps E until all copies will be in the same state? We can give the following illustration of this approach. Let D be a decoder of a code. Due to data transmission errors the decoder D may be in a different state compared to a correct decoder D c . Then the number E computed for decoders D and D c represents an average number of steps before recovery of the decoder D after an error.
Our setting heavily depends on a model of a random input. In the present paper we restrict ourselves to a binary alphabet Σ = {a, b} and the Bernoulli model, i.e. every succeeding letter is drawn independently with probability p for the letter a and probability q = 1 − p for the letter b. In section 2 we present a series of n-state automata U n over Σ and a pair S such that the expected number of steps to synchronize S is exponential in n. At the same time, in section 3 we show that the expected number of steps to synchronize any pair of the famous example C n byČerný is at most cubic in n. These results reveal that despite the fact that synchronization of C n is hard in the deterministic case, it is relatively easy in the random setting.
Automata U n with the Sink State
Let Σ be a binary alphabet {a, b}. Let U n be the minimal automaton recognizing the language L n , where L n is equal to Σ * a n+1 2 b n−1 2 Σ * if n is odd, and to
