We propose a method for multi-scale hybrid simulations of molecular dynamics (MD) and computational fluid dynamics (CFD). In the method, usual lattice-mesh based simulations are applied for CFD level, but each lattice is associated with a small MD cell which generates a "local stress" according to a "local flow field" given from CFD instead of using any constitutive functions at CFD level. We carried out the hybrid simulations for some elemental flow problems of simple 
Various methods for hybrid simulations of MD and CFD has already been proposed by several researchers. Most of those methods are based on "domain decomposition" for which MD simulations are applied only around the points of interest, i.e., in the vicinity of defects, boundaries, interfaces, where details of molecular motions are important, while the remaining regions are treated only by CFD. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 Exchange of information between MD and CFD is performed in a coupling regions where each system is subjected to some constrains to take the consistency of the two systems. This kind of hybrid method is expected to be useful specially for problems including interfaces, such as adhesion, friction, anchoring of crystal liquids, stick-slip motions, etc.
In order to apply hybrid methods of MD and CFD to hydrodynamics of complex fluids, a different type of approach is probably needed. Our strategy for this is straightforward.
We try to develop a multi-scale hybrid method based on the local equilibrium assumption.
Here CFD is used as a fluid solver, while MD simulations are used only to generate local properties, such as constitutive relations of the fluid under consideration, by performing local statistical sampling in a consistent matter. The numerical algorithm is rather simple. We perform usual lattice-mesh based CFD simulations at an upper level, but each mesh-node is associated with a small lower level MD cell which passes a "local stress" to CFD according to a "local flow field" given from CFD to MD instead of using any constitutive functions at CFD level. MD simulations thus have to be performed at all node points and at every time steps of CFD.
One might think that the simulations would be be much faster if we construct tabular database of the constitutive relations by performing MD simulations in advance under many different simulation parameters and refer the table from CFD. The "tabular approach" works much effective for simple fluids for which the constitutive relations depend only on a few parameters, such as the density, temperature, and shear rate. In the case of complex fluids, however, the number of parameters to be considered can be huge depending on the local quantities to be considered. In the case of charged systems for example, the local stress depends also on the local compositions and chemical potentials of ions and the local electric field, etc. Although we used only simple Lennard-Jones liquid in the present study, we adopt the local sampling strategy rather than the tabular contraction strategy to be more general.
The main purpose of the present study is to examine the validity of our multi-scale hybrid model by performing some simple demonstrations of the method. Efficiency and drawback of both strategies will be considered in future for more specific problems. An idea similar in spirit to the present method was also put forward earlier by W. Ren and W. E.
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The hybrid simulation method is described in Sec. II, and some demonstrative results for one-and two-dimensional flows of simple Lennard-Jones liquids are shown in Sec. III.
A special attention is put on the efficiency and the reliability of our hybrid method there.
The simulation results obtained by our multi-scale hybrid method are compared with those of normal CFDs with a Newtonian constitutive relation. The validity of our method is discussed in Sec. IV, and a summary is given in Sec. V.
II. HYBRID MODEL
Incompressible flows for isotropic materials are described by the following equations,
where x α is the Cartesian coordinate system, t the time, v α the velocity, ρ the density, P αβ the stress tensor, and g α the external force per unit mass. Here and after the subscripts α, β, and γ represent the index in Cartesian coordinates, i.e. {α, β, γ} = {x, y, z}, and the summation convention is used. The stress tensor P αβ is written in the form,
where p is the pressure and δ αβ is the Kronecker delta. Here we assumed that the diagonal component of the stress tensor is isotropic. The off-diagonal stress tensor is symmetric T αβ = T βα and traceless T αα =0. 12 In order to solve the above equations, one needs a constitutive relation for the stress tensor T αβ . In our hybrid method, instead of using any explicit formulas such as the Newtonian constitutive relation, T αβ is computed directly by MD simulations.
A. CFD Scheme
We use a lattice-mesh based finite volume method with a staggered arrangement for vector and scalar quantity. 13 See Fig. 1 . The control volume for a vector quantity is a unit square surrounded by dashed lines and that for a scalar quantity is a unit square surrounded by solid lines. Eqs (1) and (2) are discretized by integrating the quantities on each control volume. As for numerical time integrations, we use the fourth order Runge-Kutta method, where a single physical time step ∆t is divided into four sub-steps. More concretely, the time evolution of a quantity φ, which is to be determined by the equation ∂φ/∂t=f (t, φ), is written as
Time evolution of the fluid velocity v is computed by the above set of equations. On the other hand, the pressure p is determined so that the fluid velocity satisfies the incompressible condition (1) at each sub-step. The procedure at each sub-step is written as
wherep is the pressure obtained at the previous sub-step,ṽ is the velocity obtained by solving equation (4) at the present sub-step, and τ is the time increment of the sub-step.
The remaining three components of the tensor T αβ are to be computed directly by MD simulations. The detail of the method is described in the next subsection. Note that the calculations of T αβ is carried out at each sub-step of equation (4). coordinate (x,y,z), while MD simulations are performed in a rotated coordinate (x ′ ,y ′ ,z ′ ) so that the diagonal components of E ′ αβ become all zero with the procedure described in Sec II B. The CFD system is discretized into cubic subsystems whose side length is ∆x. Each subsystem is associate with a MD cell, whose side length is l MD , with Lees-Edward periodic boundary condition under shear deformation. (b) A schematic time evolution of our multi-scale method. CFD simulation proceeds with a time step of ∆t, MD simulation is carried out for a lapse of time t MD only to sample local stress T ′ αβ at each node point and time step of CFD.
B. Computation of Local Stress by MD
We compute the local stresses by MD simulations according to the local strain rates, rather than the local flow velocities themselves, computed at the CFD level. A schematic diagram of the method is depicted in Fig. 2 . At the CFD level, the local strain rate tensor E αβ is defined as
where the incompressible condition, E αα =0, is to be satisfied. We can now define a rotation matrix Θ with which the strain rate tensor E αβ is transformed to
where the diagonal components all vanish. This transformation makes performing MD sim- 
where
Non-equilibrium MD simulations for simple shear flows in the rotated Cartesian coordinates are performed in many MD cells according to the local strain rate E ′ 's defined at each lattice node of the CFD. The number of particles in each MD cell is 256 if not mentioned. Once a local stress tensor P ′ αβ is obtained at the MD level, the local stress at each lattice node P αβ in the original coordinate system is obtained by combining the pressure p obtained a priori by CFD and a tensor T ′ αβ obtained by subtracting the isotropic normal stress components from P ′ αβ as
where I is the unit tensor. For one-or two dimensional flows, we can use
In the non-equilibrium MD simulations, we use the Lees-Edwards sheared periodic boundary condition to a cubic MD. The temperature is kept at a constant by using a thermostat.
14, 15 The stress P ′ αβ is averaged in steady states after transient behavior vanished.
III. NUMERICAL COMPUTATION
We have carried out the hybrid simulations for one-and two-dimensional flows of a simple liquid composed of the Lennard-Jones (LJ) particles interacting via the potential
tance for computational efficiency. We considered only the cases where the temperature T and the fluid density ρ are uniform and constant over the CFD systems and the external force is neglected, g α =0. The reduced temperature T * =T k/ε and reduced density Table I . Table I for (a) and SP II in Table   I condition is used at x=±L/2. At y=0 and L/2, periodic condition is used for the velocity, and the pressure is set as p(x, L/2)=p(x, 0) − 0.5∆p. Here we assumed Stokes flow, i.e., the second term of the left-hand-side of Equation (2) is dropped in the computation. It is seen that, at each time step, the velocity fluctuations are much smaller than the pressure fluctuations. This is clearly due to the incompressible condition to be imposed to the velocity.
The velocity also fluctuates immediately after solving Eq. (2), however the incompressible condition Eq. (1) tends to adjust it. The pressure fluctuations can be removed also by taking time averages.
B. Two-dimensional cavity flows
Lennard-Jones liquid with r * c = 2 1/6 is contained in a square box whose side length is L. At t=0, the upper wall starts to move from left to right at a velocity v w =U. Non-slip Table I . The Reynolds number is defined as ρUL/η, and the viscosity of the corresponding LJ fluid is η * =1.7. Table I 
IV. DISCUSSION
As mentioned above, the ratios ∆t/t MD and ∆x/l MD measure the efficiency of our hybrid simulations. Larger the ratios, simulations are more efficient, however, the statistical fluctuations also become large. For example, in a case of ∆t/t MD =∆x/l MD =4, computational efficiency is, roughly speaking, 4 D × 4 times more efficient than a full MD simulation of a D-dimensional cubic system. As we have already seen in one-and two-dimension cases, numerical results of our hybrid simulations show good agreements with those of CFD simulations as far as ∆t/t MD and ∆x/l MD remain small, say ∆t/t MD < 2 and ∆x/l MD < 2. In fact, the normalized standard deviation, Simulation parameters are summarized as SP VII in Table I .
of hybrid method, v, and those of CFDs, v NS , are less than 0.02 and 0.07 for the cases of Fig. 3 (a) and for Fig. 3 (b) . As the ratios increase, solutions of our hybrid model start to fluctuate around the corresponding CFD results. The deviation becomes about 0.6 in the case of Fig. 4 (a) . It is worth mentioning that the instantaneous velocity fluctuations are notable at each time step, however, they can be removed almost perfectly by taking time averages. In the following part, we will discuss the nature of the fluctuations more in detail to examine possibilities of effectively controlling them in our future simulations where correct thermal fluctuations will be included.
To handle the statistical noise explicitly, we rewrite Eq. (11) as
1d channel flow where the off-diagonal stress tensor T ′ , which is to be determined by MD sampling, is decomposed into the non-fluctuating stress T ′ * and the fluctuating random stress R ′ due to the thermal noise. The magnitude of each component of the random stress included in MD sampling R
′2
MDpq , where p and q represent the index in Cartesian coordinates and do not follow the summation convention, should depend both on the size of the MD cell l MD and the length of time t MD over which average is taken at the MD level;
whereR(l, t) represents the random stress tensor averaged in a cubic with a side length l and over a time duration t.
At the CFD level which is discretized with a mesh size ∆x and a time-step ∆t, the physically correct magnitude should be R ′2 CFDpq = R pq (∆x, ∆t) 2 . If the central limit theorem, R pq (l, t) 2 ∝ 1/l D t is assumed, the following simple formula can be used.
This finally leads to the following very useful expression for the correctly fluctuating stress tensor P ,
to be used in CFD instead of Eq. (11) . This equation indicates that if we can re-weight randomly fluctuating part R ′ while the non-fluctuating part T ′ * being untouched, hydrodynamic simulations including correct thermal fluctuations can be done for complex fluids within the present framework.
We note that the important key toward the development of fluctuating hybrid simulation is the separation of T ′ * and R ′ . We thus carried out spectral analysis for the fluctuations in the total stress tensor computed directly from MD simulations
Fourier transformation of T ′ xy is defined as
where x = (n x ∆x, n y ∆x) is the position of each lattice node (n x , n y ), is about one fourth of that in (a).
Finally, we mention other recently proposed methods based on a similar idea. In the reference 11, a hybrid method is proposed for bulk and boundary problems. Several problems for one-or two-dimensional flows of simple Lennard-Jones and dumb-bell liquids are considered.
We note that the present multi-scale hybrid method is different from the methods proposed in those references particularly on the constructions of the stress tensor. In our method, a rotation matrix which effectively transforms the tensors in the Cartesian coordinates used in CFD and MD simulations. We also replace the isotropic part of the stress tensor calculated by MD simulations with the pressure imposed by the incompressible condition in CFD. More specifically, only the pure shear stress is passed from MD to CFD for numerical efficiency and consistency. We confirmed that the power spectrum of the non-fluctuating component T ′ * in MD sampling agrees well with that computed in usual CFD without fluctuation. The power spectrum of in the off-diagonal components of the stress tensor T ′ . That is, we put T ′ xx = T ′ yy = 0 and T ′ xy =T ′ yx =2ηE ′ xy +R ′ CFDxy , where the intensity of the random noise is defined by the Fluctuationdissipation theorem as R ′2 CFDxy = 2ηkT /(∆x 3 ∆t).
