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Abstract
Approximating the invariant measure and the expectation of the functionals
for parabolic stochastic partial differential equations (SPDEs) with non-globally
Lipschitz coefficients is an active research area and is far from being well un-
derstood. In this article, we study such problem in terms of a full discretization
based on the spectral Galerkin method and the temporal implicit Euler scheme.
By deriving the a priori estimates and regularity estimates of the numerical
solution via a variational approach and Malliavin calculus, we establish the
sharp weak convergence rate of the full discretization. When the SPDE admits
a unique V -uniformly ergodic invariant measure, we prove that the invariant
measure can be approximated by the full discretization. The key ingredients lie
on the time-independent weak convergence analysis and time-independent reg-
ularity estimates of the corresponding Kolmogorov equation. Finally, numerical
experiments confirm the theoretical findings.
Keywords: Weak convergence, Invariant measure, Kolmogorov equation,
Malliavin calculus
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1. Introduction
Numerical approximations of stochastic partial differential equations (SPDEs)
with local Lipschitz continuous coefficients, as an active area of research, has
been widely concerned in the recent years. Weak approximation of such SPDE
is still far from well understood, although some progress has been made. We are5
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only aware that there are several results on weak convergent semi-discretizations,
such as some temporal splitting methods in [9] and the spatial finite element
methods in [13] for parabolic SPDEs with non-globally Lipschitz coefficients,
and a temporal splitting method in [12] for the stochastic Schro¨dinger equation
with a cubic nonlinearity. To the best of our knowledge, there has been no10
essentially sharp weak convergence rate result of full discretization for parabolic
SPDEs with non-globally Lipschitz coefficients.
One motivation of this present work is considering this direction and studying
the numerical weak approximation for the following parabolic SPDE
dX(t) = (AX(t) + F (X(t)))dt+ dW (t), t > 0,
X(0) = X0,
(1)
where A is the Laplacian operator on O := [0, L]d, d ≤ 3, L > 0 under homoge-
nous Dirichlet boundary condition, F is the Nemytskii operator of a real-valued
one-sided Lipschitz function f and {W (t)}t≥0 is a generalized Q-Wiener pro-15
cess on a filtered probability space (Ω,F ,P, {Ft}t≥0) (see Section 2 for details).
After discretizing Eq. (1) by the spatial spectral Galerkin method, we apply
the temporal backward Euler method to propose the full discretization (4). Let
N be the dimension of the spectral Galerkin projection space and δt be the
time stepsize. Let λ1 be the smallest eigenvalue of −A, and λF be the one-20
sided Lipschitz constant of F . Denote H := L2(O), and C2b (H,R) the space of
twice continuous differentiable functionals from H to R with bounded first and
second derivatives. By denoting {XNk }k∈N+ the numerical solution of (4), the
essentially sharp weak convergence rate of (4) is shown in the following theorem.
Theorem 1. Let Assumptions 1-3 hold with β ∈ (0, 1], γ ∈ (0, β), X0 ∈ H d2+
with a sufficient small positive constant , T > 0 and δt0 ∈ (0, 1∧ 1(2λF−2λ1)∨0 ).
Then for any φ ∈ C2b (H), there exists C(T,X0, Q, φ) > 0 such that for any
δt ∈ (0, δt0], Kδt = T , K ∈ N+ and N ∈ N+,∣∣∣E[φ(X(T ))− φ(XNK )]∣∣∣ ≤ C(T,X0, Q, φ)(δtγ + λ−γN ).
For SPDEs with smooth and regular coefficients, there have already been25
different approaches to studying the weak convergence rate of numerical meth-
ods (see e.g. [1, 7, 11, 18, 22, 28]). However, for the full discretization of
parobolic SPDEs with superlinearly growing nonlinearities, it is still unclear
how to analyze its sharp weak convergence rate. The key points to gain the
error estimate in Theorem 1 are applications of the regularity estimates of the30
regularized Kolmogorov equation, and the a priori estimates of the numerical
solution and its Malliavin derivative. We would like to mention that proving
this result confronts at two main difficulties, one being the full implicity of the
proposed method and another being to get the a priori estimates independent
of both N and δt for (4). These a priori estimates are not trivial due to the35
loss of the maximum principle for the analytic semigroup. To overcome these
difficulties, we make use of some Sobolev–Gagliard–Nirenberg inequalities, the
2
Itoˆ formula for Skorohod integrals and the equivalence between a random PDE
and Eq. (1). Meanwhile, the approach to the weak convergence analysis is also
available for other numerical methods at any finite time.40
Based on the weak error analysis, we further study whether the proposed
method (4) can be applied to approximating the invariant measure of the consid-
ered SPDE. In many physical applications, the approximation of the invariant
measure is of fundamental importance, especially when the invariant measure of
the original system is unknown. For the results on numerically approximating45
the invariant measures of SPDEs, we refer to [5, 21] and references therein. For
instance, the authors in [21] consider the invariant measure of a full discretiza-
tion and study the error between the invariant measure of the semi-discretization
and that of the full discretization for the stochastic nonlinear Schro¨dinger equa-
tion. The author in [5] investigates the error between the invariant measure for50
the temporal semi-implicit method and the invariant measure of parabolic SPDE
with Lipschitz and regular coefficients. Nevertheless, it is still not well known
how to numerically approximate the invariant measures of parabolic SPDEs
with non-global Lipschitz coefficients and how to estimate the error between
these invariant measures.55
To solve these problems, we present the time-independent weak convergence
analysis of the proposed full discretization (4), which is much more involved than
the time-dependent case. The main difficulties lie on deducing time-independent
a priori estimations of numerical solution and showing the time-independent reg-
ularity estimates of Kolmogorov equation with respect to the spectral Galerkin60
approximation. To this end, we introduce the strong dissipative condition and
the non-degenerate condition (see Section 4 for details). Under the strong dis-
sipative condition, the time-independent regularity estimates of Kolmogorov
equation are obtained by using decay estimates. Under the non-degenerate con-
dition, we first study the V -uniform ergodicity of the invariant measure of the65
spectral Galerkin approximation. Then the time-independent regularity esti-
mates of the corresponding Kolmogorov equation is established by means of the
Bismut–Elworthy–Li formula. Finally, the following result is proven.
Theorem 2. Let Assumptions 1-3 hold with β ∈ (0, 1], γ ∈ (0, β), X0 ∈ H d2+
with a sufficient small positive constant , and δt0 ∈ (0, 1∧ 1(2λF−2λ1)∨0 ). In addi-
tion, under Assumption 4 or 5, for any φ ∈ C2b (H), there exists C(X0, Q, φ) > 0
such that for δt ∈ (0, δt0], K ≥ 2 and N ∈ N+,
|E[φ(X(Kδt,X0))− φ(XNK (XN0 ))]| ≤ C(X0, Q, φ)(1 + (Kδt)−γ)(δtγ + λ−γN ).
Then, as a consequence of Theorem 2, the approximate error of the invariant
measure for the proposed full discretization (4) is obtained through the weak70
convergence analysis and the exponential ergodicity of Eq. (1).
Corollary 1. Under the same conditions of Theorem 2, for any φ ∈ C2b (H),
there exist constants c > 0, C(X0, Q, φ) > 0 such that for any large K, δt ∈
3
(0, δt0] and N ∈ N+,∣∣∣E[φ(XNK (XN0 ))− ∫
H
φdµ
]∣∣∣ ≤ C(X0, Q, φ)(δtγ + λ−γN + e−cKδt),
where µ is the unique invariant measure of Eq. (1). Furthermore, if µN,δt is an
ergodic invariant measure of the numerical solution {XNk }k∈N+ , we have∣∣∣E[ ∫
PN (H)
φdµN,δt −
∫
H
φdµ
]∣∣∣ ≤ C(X0, Q, φ)(δtγ + λ−γN ).
To the best of our knowledge, these are the first results on the time-independent
weak error analysis and the convergence rates of the invariant measures of nu-
merical methods for parabolic SPDEs with non-globally Lipschitz coefficients,
especially for Eq. (1).75
The remainder of this paper is organized as follows. In Section 2 we first
introduce some notations and assumptions. Then we propose the full discretiza-
tion (4) and present both the regularity estimates and a priori estimates of the
numerical solution, as well as the a priori estimates of semi-discretized stochas-
tic convolution. In Section 3, we use the splitting based regularizing procedure80
and Malliavin calculus to study the weak convergence rate of the proposed full
discretization (4). In Section 4 we show the regularity estimates of Kolmogorov
equation with respect to the spectral Galerkin approximation, and use (4) to ap-
proximate the invariant measure of Eq. (1) based on the time-independent weak
error analysis. Finally, numerical tests are presented to verify our theoretical85
results.
2. Preliminaries and full discretization
In this section, we give some basic assumptions and preliminaries, and in-
troduce the spatial spectral Galerkin method and the implicit Euler type full
discretization. Furthermore, we present both the strong convergence and some90
a priori estimates for the proposed method.
2.1. Preliminaries and assumptions
Let (H, |·|H) and (H˜, ‖·‖H˜) be separable Hilbert spaces. We denote Ckb (H,R),
k ∈ N+, the space of k times continuous differentiable functionals from H to R
with bounded derivatives up to order k, and Bb(H,R) the space of measurable
and bounded functionals. Define
‖φ‖0 := sup
x∈H
|φ(x)|, |φ|1 := sup
x∈H
|Dφ(x)|H, |φ|2 := sup
x∈H
|D2φ(x)|L(H)
with Dkφ, k = 1, 2, being the k-th derivative of φ ∈ Ckb (H,R), and L(H) being
the space of linear operators fromH into itself. Denote by L2(H, H˜) the space of
Hilbert–Schmidt operators fromH into H˜, equipped with the norm ‖·‖L2(H,H˜) =95
(
∑
k∈N+ ‖(·)fk‖2H˜)
1
2 , where {fk}k∈N+ , is an any orthonormal basis of H. Given
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a Banach space (E , ‖ · ‖E), we denote by γ(H, E) the space of γ-radonifying
operators endowed with the norm ‖ · ‖γ(H,E) = (E˜‖
∑
k∈N+(·)fkγk‖2E)
1
2 , where
(γk)k∈N+ is a Rademacher sequence on a probability space (Ω˜, F˜ , P˜).
Moreover, we define H := L2(O) endowed with the norm ‖ · ‖ and the inner100
product 〈·, ·〉, and denote L02 := L2(H, U0) with U0 := Q
1
2 (H), whereQ ∈ L(H) is
self-adjoint and positive. We also use the notation Ckb (H) := Ckb (H,R), k ∈ N+.
Meanwhile, let L := L(H), E := C(O;R), Lq := Lq(O;R), q ≥ 1 equipped with
the norm ‖ · ‖Lq , and Hk, Hk0 , k ∈ N+ be the usual Sobolev spaces equipped
with usual norms.105
Let I : L2([0, T ];U0)→ L2(Ω) be an isonormal process, i.e, I(ψ) is the cen-
tered Gaussian random variable, for any ψ ∈ L2([0, T ];U0), and E[I(ψ1)I(ψ2)] =
〈ψ1, ψ2〉L2([0,T ];U0), for any ψ1, ψ2 ∈ L2([0, T ];U0). We denote the family of
smooth real-valued cylindrical random variables by
S =
{
X = g(I(ψ1), · · · , I(ψn)) : g ∈ C∞p (Rn), ψj ∈ L2([0, T ];U0), j = 1, · · · , n
}
,
where C∞p (Rn) is the space of all real-valued C∞ functions on Rn with polynomial
growth, and the family of smooth cylindrical H-valued random variables by
S(H) =
{
G =
M∑
i=1
Xi ⊗ hi : Xi ∈ S, hi ∈ H,M ≥ 1
}
,
where ⊗ denotes the tensor product. For G =
M∑
i=1
gi(I(ψ1), · · · , I(ψn)) ⊗ hi,
define its Malliavin derivative
DsG =
M∑
i=1
n∑
j=1
∂jgi(I(ψ1), · · · , I(ψn))⊗ (hi ⊗ ψj(s)),
where s ∈ [0, T ]. Let D1,2(H) be the closure of S(H) under the norm
‖G‖D1,2(H) =
(
E[‖G‖2] + E[
∫ T
0
‖DsG‖2ds]
) 1
2
.
Then the Malliavin integration by parts formula holds (see, e.g., [18, Section
2]), namely, for any random variable G ∈ D1,2(H) and any predictable process
Θ ∈ L2([0, T ];L02), we have
E
[〈 ∫ T
0
Θ(t)dW (t), G
〉]
= E
[ ∫ T
0
〈
Θ(t),DtG
〉
L02
dt
]
. (2)
This property is the key to analyzing the weak convergence rate of numerical
method in Sections 3 and 4. Additionally, the Malliavin derivative satisfies the
chain rule, that is, for σ(G) ∈ D1,2(H),
Dyt (σ(G)) = Dσ(G) · DytG, y ∈ U0, G ∈ D1,2(H),
5
Dt(σ(G)) = Dσ(G)DtG, G ∈ D1,2(H),
where DytG := DtGy is the derivative of G in the direction of y ∈ U0, σ ∈
C1b (H,H).
Throughout this article, we use c, C to denote generic constants, independent
of N and δt, which may differ from one place to another. Unless otherwise
specified, we always assume that X0 is a deterministic function in H
d
2+, where110
 is sufficiently small positive number. In the following, we introduce some
assumptions on both the coefficients and driving noises for Eq. (1).
Assumption 1. Let O := [0, L]d, d ≤ 3, L > 0. Let A : D(A) ⊂ H → H be
the Laplacian operator on O with the homogenous Dirichlet boundary condition,
i.e., Au = ∆u, u ∈ D(A).115
This assumption implies that the operator A generates an analytic and con-
traction C0-semigroup S(t), t ≥ 0 in H and Lq, q ≥ 1 and that the existence
of the eigensystem {λk, ek}k∈N+ of H, such that {λk}k≥1 is an increasing se-
quence, −Aek = λkek, lim
k→∞
λk = ∞ and sup
k∈N+
‖ek‖E ≤ C. Let Hr be the
Banach space equipped with the norm ‖ · ‖Hr := ‖(−A) r2 · ‖ for the fractional120
power (−A) r2 , r ≥ 0. We also remark that Assumption 1 can be extended to
the case that A is a second order elliptic operator on a regular domain and a
part of A in E generates an analytic semigroup in E.
Assumption 2. Let W (t) be a Wiener process with covariance operator Q,
where Q is a bounded, linear, self-adjoint and positive definite operator on H125
and satisfies ‖(−A) β−12 ‖L02 <∞ with 0 < β ≤ 2. Assume in addition that β > d2
or A commutes with Q.
In the case of investigating the strong error estimate, the additional con-
dition that β > d2 or A commutes with Q can be weakened. The additional
assumption is used to ensure a priori estimates of exact and numerical solutions130
when studying the weak convergence rates of numerical methods. In order to
get the time-independent error estimate and to approximate the invariant mea-
sure, some dissipative condition and non-degenerate condition are presented in
Section 4.
Assumption 3. Let f be a cubic polynomial with f(ξ) = −a3ξ3+a2ξ2+a1ξ+a0,135
ai ∈ R, i = 0, 1, 2, 3, a3 > 0 and let F : L6 → H be the Nemytskii operator
defined by F (X)(ξ) = f(X(ξ)).
Notice that λF = sup
ξ∈R
f ′(ξ). The above assumption ensures that F satisfies
〈F (u)− F (v), u− v〉 ≤ λF ‖u− v‖2,
‖F (u)− F (v)‖ ≤ Cf (1 + ‖u‖2E + ‖v‖2E)‖u− v‖,
for Cf > 0. In the case that f(ξ) = −ξ3 + ξ, Eq. (1) corresponds to the
stochastic Allen–Cahn equation or stochastic Ginzburg–Landau equation.
6
2.2. Full discretization140
Now we are in a position to give both the semi-discretization and the full
discretization for Eq. (1). In the sequel, we let δt ∈ (0, δt0], δt0 ∈ R+, tk=kδt,
k ∈ N+ and N ∈ N+. The notations [t]δt := max
({0, δt, · · · , kδt, · · · } ∩ [0, t]),
btc = [t]δtδt are used frequently.
Denote the spectral Galerkin projection by PN . Using spectral Galerkin
method in space, we get the following semi-discretization
dXN (t) = AXN (t)dt+ PNF (XN (t))dt+ PNdW (t). (3)
For the weak convergence analysis in a finite interval [0, T ], we choose a proper
δt such that Kδt = T for some K ∈ N+. For the time-independent weak
convergence analysis, we fixed the stepsize δt and let K ∈ N+. By applying
implicit Euler method to discretize Eq. (3) further, we get the full discretization
XNk+1 = X
N
k + δtAX
N
k+1 + δtP
NF (XNk+1) + P
NδWk,
where XN0 = P
NX0 and P
NδWk = P
N (W ((k + 1)δt)−W (kδt)). Here, for the
sake of simplicity, we omit the dependence on the initial data and denote XNk :=
XNk (X
N
0 ), k ∈ N+. Denoting Sδt := (I − Aδt)−1, then the full discretization
can be rewritten as
XNk+1 = SδtX
N
k + δtSδtP
NF (XNk+1) + SδtP
NδWk, (4)
which is equivalent to XNk+1 = Y
N
k+1 + Z
N
k+1 with
Y Nk+1 = Y
N
k + δtAY
N
k+1 + δtP
NF (Y Nk+1 + Z
N
k+1), (5)
ZNk+1 =
k∑
j=0
Sk+1−jδt P
NδWj .
Moreover, based on Assumption 3, the solvability of the proposed method145
(4) is obtained if the time stepsize δt is small. Indeed, if δt0 < 1 ∧ 1(2λF−2λ1)∨0 ,
then the proposed method has a unique solution when δt ∈ (0, δt0].
Let Assumptions 1-3 hold with β > d2 and X0 ∈ Hβ , or with A commuting
with Q and X0 ∈ Hβ ∩ E. It can be shown (see e.g. [10, Chapter 6]) that for
any T > 0,
sup
s∈[0,T ]
E
[
‖X(s)‖pE
]
+ sup
s∈[0,T ]
E
[
‖X(s)‖pHβ
]
≤ C(X0, Q, p)
and
E
[
‖X(t)−X(s)‖p
]
≤ C(X0, Q, p)(t− s)
βp
2 ,
where p ≥ 1, 0 ≤ s < t ≤ T . Furthermore, the following strong error estimate
holds. Its proof is similar to the proofs of [26, Theorem 4.1] and [13, Theorem
3.1].150
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Lemma 1. Under Assumptions 1-3, let X0 ∈ Hβ, T = Kδt, K ∈ N+ and
N ∈ N+. Then the full discretization is strongly convergent and satisfies
sup
k≤K
∥∥∥XNk −X(tk)∥∥∥
Lp(Ω;H)
≤ C(T,X0, Q)(δt
β
2 + λ
− β2
N ).
Remark 1. Similar to Lemma 1, for T = Kδt > 0, k ≤ K, k ∈ N and N ∈ N+,
we have
sup
k≤K
∥∥∥XNk −XN (tk)∥∥∥
Lp(Ω;H)
≤ C(T,X0, Q)δt
β
2 ,
and
sup
t∈[0,T ]
∥∥∥XN (t)−X(t)∥∥∥
Lp(Ω;H)
≤ C(T,X0, Q)λ−
β
2
N .
Lemma 1 yields a upper bound on the weak convergence error estimate.
Combining with weak convergence result in Theorem 1, we immediately obtain
that the weak convergence rate isO
(
δt(1∧β−1)∨
β
2 + λ
−(1∧β−1)∨ β2 )
N
)
where 1 is
a sufficient small positive number. Thus in Sections 2-4, we mainly focus on weak
convergence rates of numerical methods in the case that β ∈ (0, 1]. We would155
like to mention that for SPDEs with non-globally Lipschitz coefficients, there
already exist a lot of results on the strong convergence and strong convergence
rate of numerical approximations, see [2, 3, 4, 6, 8, 14, 15, 16, 23, 24, 27] and
references therein.
2.3. A priori estimate of the full discretization160
In this subsection, we present the time-independent a priori estimate of the
proposed numerical method. The following lemma is about the a priori estimate
of the solution XN for the spectral Galerkin method, which is very useful in
Section 4. Its proof is similar to that of the numerical solution, see Lemmas 3
and 4.165
Lemma 2. Let Assumptions 1-3 hold, p ≥ 1. For γ ∈ (0, β], there exist
C(X0, Q, p) > 0 and C(X0, Q, p, γ) > 0 such that
sup
t≥0
E
[
‖XN (t,X0)‖pHγ
]
≤ C(X0, Q, p, γ) and sup
t≥0
E
[
‖XN (t,X0)‖pE
]
≤ C(X0, Q, p).
We also need the uniform bound of XNk , k ≤ K, for the full discretization
(4). To this end, it suffices to show a priori estimates of Y Nk and Z
N
k , k ∈ N+.
Lemma 3. Let Assumptions 1-2 hold and p ≥ 1. There exists C(Q, p) > 0
such that the discretized stochastic convolution {ZNk }k∈N+ satisfies
sup
k∈N+
‖ZNk ‖Lp(Ω;E) ≤ C(Q, p).
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Proof Under the condition that A commutes with Q, we apply the Burkholder
inequality and get
‖ZNk+1‖Lp(Ω;E) =
∥∥∥ k∑
j=0
Sk+1−jδt P
NδWj
∥∥∥
Lp(Ω;E)
≤ ‖Sk+1−b·cδt ‖Lp(Ω;L2([0,tk+1];γ(H;E)))
≤ C
√√√√√∑
l∈N+
k∑
j=0
(
1
1 + λlδt
)2(k+1−j)
qlδt
≤ C
√√√√∑
l∈N+
1
λl(2 + λlδt)
(
1− ( 1
1 + λlδt
)2(k+1)
)
ql
≤ C
√∑
l∈N+
λβ−1l ql sup
l∈N+
1
λβl (2 + λlδt)
≤ C(Q, p),
where {ql}l≥1 is the sequence of eigenvalues of Q. In another case that β > d2 , it
follows from the Sobolev embedding theorem and the Burkholder–Davis–Gundy
inequality that for a sufficient small number  > 0,
‖ZNk+1‖Lp(Ω;E) ≤
∥∥∥ k∑
j=0
Sk+1−jδt P
NδWj
∥∥∥
Lp(Ω;H
d
2
+)
≤ C
√√√√ k∑
j=0
∥∥∥(−A) d4+ 2Sk+1−jδt Q 12 ∥∥∥2L2 δt
≤ C
√√√√ k∑
j=0
∥∥∥∥(−A) d2 ++1−β2 Sk+1−jδt ∥∥∥∥2
L
‖(−A) β−12 ‖2L02δt
≤ C
√√√√ k∑
j=0
1
((k + 1− j)δt) d2++1−β
1
(1 + λ1δt)(k+1−j)(1+β−
d
2−)
δt
≤ C
√∫ ∞
0
t−
d
2+β−−1 1
(1 + λ1δt)(1+β−
d
2−)btc
dt ≤ C(Q, p).
2
Lemma 4. Under Assumptions 1-3, there exists C(Q,X0, p) > 0 such that the
solution {Y Nk }k∈N+ of Eq. (5) satisfies
sup
k∈N+
‖Y Nk ‖Lp(Ω;E) ≤ C(Q,X0, p).
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Proof By multiplying Y Nk+1 on both sides of Eq. (5), integrating over O and
the Young inequality, we have
1
2
‖Y Nk+1‖2 ≤
1
2
‖Y Nk ‖2 − δt‖∇Y Nk+1‖2 − (a3 − )δt‖Y Nk+1‖4L4 + C()δt(1 + ‖ZNk+1‖4E)
≤ 1
2
‖Y Nk ‖2 − λ1δt‖Y Nk+1‖2 + C()δt(1 + ‖ZNk+1‖4E).
The Gronwall inequality, together with the a priori estimate of ZNk in Lemma
3, leads to
E
[
‖Y Nk+1‖2
]
≤ C(Q,X0)
k∑
j=0
1
(1 + 2λ1δt)k+1−j
δt ≤ C(Q,X0).
Next, we turn to estimate the a priori estimate in E by the mild form of
Y Nk+1 = S
k+1
δt Y
N
0 +
k∑
j=0
Sk+1−jδt P
NF (Y Nj+1 + Z
N
j+1)δt.
The Sobolev embedding theorem and the smoothing effect of Sδt yield that
‖Y Nk+1‖E
≤ ‖Y N0 ‖E + C
k∑
j=0
‖(−A) d4+Sk+1−jδt PNF (Y Nj+1 + ZNj+1)‖δt
≤ ‖Y N0 ‖E + C
k∑
j=0
1
((k + 1− j)δt) d4+
1
(1 + λ1δt)(k+1−j)(1−
d
4−)
δt‖F (Y Nj+1 + ZNj+1)‖
≤ ‖Y0‖H d2 + + C
k∑
j=0
1
((k + 1− j)δt) d4+
1
(1 + λ1δt)(k+1−j)(1−
d
4−)
δt
(1 + ‖Y Nj+1‖3H1 + ‖ZNj+1‖3L6).
The above estimate can be improved in d = 1 by using Gagliard–Nirenberg
inequality ‖u‖L6 ≤ C‖∇u‖ 13 ‖u‖ 23 and the estimation of
∑k
j=0 ‖∇Yj+1‖2 (see170
the proof [13, Proposition 3.1]). For d = 2, 3, we need to give the a priori
estimate of ‖∇Y Nk+1‖.
Multiplying the term −AY Nk+1 on both sides of Eq. (5) and integrating over
O, we obtain
‖∇Y Nk+1‖2 ≤ ‖∇Y Nk ‖2 − 2δt‖AY Nk+1‖2 + 2δt〈∇F (Y Nk+1 + ZNk+1),∇Y Nk+1〉
≤ ‖∇Y Nk ‖2 − (2− )δt‖AY Nk+1‖2
+ C()δt(‖Y Nk+1‖2 + ‖ZNk+1‖2 + ‖ZNk+1‖6L6)
− 2a3δt〈Y Nk+1∇Y Nk+1, Y Nk+1∇Y Nk+1〉+ Cδt〈Y Nk+1(ZNk+1)2, AY Nk+1〉
+ Cδt〈(Y Nk+1)2ZNk+1, AY Nk+1〉+ Cδt〈(Y Nk+1 + ZNk+1)2, AY Nk+1〉
10
≤ ‖∇Y Nk ‖2 + C()δt(1 + ‖Y Nk+1‖2 + ‖ZNk+1‖6E + ‖Y Nk+1‖2‖ZNk+1‖4E)
− (2− 2)δt‖AY Nk+1‖2 + Cδt‖ZNk+1‖2E‖Y Nk+1‖4L4 .
The Gagliardo–Nirenberg–Sobolev inequality yields that
‖∇Y Nk+1‖2 ≤ ‖∇Y Nk ‖2 + C()δt(1 + ‖Y Nk+1‖2 + ‖ZNk+1‖6E + ‖Y Nk+1‖2‖ZNk+1‖4E)
− (1− 2)δt‖AY Nk+1‖2 + Cδt‖ZNk+1‖2E‖AY Nk+1‖
d
2 ‖Y Nk+1‖4−
d
2
≤ ‖∇Y Nk ‖2 + C()δt(1 + ‖Y Nk+1‖2 + ‖ZNk+1‖6E + ‖Y Nk+1‖2‖ZNk+1‖4E)
− (2− 3)δt‖AY Nk+1‖2 + C()δt‖ZNk+1‖
8
4−d
E ‖Y Nk+1‖
16−2d
4−d .
Combining the estimations of Y Nk+1 and ∇Y Nk+1 with the equivalence of the norm
in H2 and the norm in H10 ∩H2, we obtain
‖Y Nk+1‖2H1 ≤ ‖Y Nk ‖2H1 − c(2− 3)δt‖Y Nk+1‖2H2 + C()δt(1 + ‖Y Nk+1‖2 + ‖ZNk+1‖6E
+ ‖Y Nk+1‖2‖ZNk+1‖4E) + Cδt‖ZNk+1‖
8
4−d
E ‖Y Nk+1‖
16−2d
4−d
≤ ‖Y Nk ‖2H1 − c(2− 3)δt‖Y Nk+1‖2H1 + C()δt(1 + ‖Y Nk+1‖2 + ‖ZNk+1‖2
+ ‖ZNk+1‖6E + ‖Y Nk+1‖2‖ZNk+1‖4E) + Cδt‖ZNk+1‖
8
4−d
E ‖Y Nk+1‖
16−2d
4−d .
By using Gronwall’s inequality and then taking the p-th moment on both sides,
combining with the a priori estimate of ‖ZNk ‖E in Lemma 3 and ‖Y Nk ‖, we
complete the proof. 2175
By a more refined estimate, the following result holds.
Corollary 2. Under Assumptions 1-3, for p ≥ 1, there exists C(Q,X0, p) > 0
such that ∥∥∥∥ sup
k∈N+
‖Y Nk ‖E
∥∥∥∥
Lp(Ω;R)
≤ C(Q,X0, p),
Moreover, it holds that
sup
k∈N+
∥∥XNk ∥∥Lp(Ω;E) ≤ C ′(Q,X0, p),
where C ′(Q,X0, p) > 0.
Apart from the a priori estimate of XNk , the Malliavin regularity of the
numerical method is needed to control the stochastic integral error term in the
weak convergence analysis in Sections 3 and 4.180
Proposition 1. Let Assumptions 1-3 hold with β ∈ (0, 1], p ≥ 1. Then there
exist C(Q,X0, p) > 0 and C1 > 1 such that for s < tk+1, k ∈ N, z ∈ U0,
‖DzsXNk+1‖Lp(Ω,H) ≤ C(Q,X0, p)
(
1 ∨ (1 + 2C1(λ1 − λF )δt)k+1−bsc
)(
1 + t
β−1
2
k+1−bsc
1
(1 + λ1δt)(k+1−bsc)
β+1
2
)
‖(−A) β−12 z‖,
11
and
‖(−A) β−12 DzsXNk+1‖Lp(Ω,H) ≤ C(Q,X0, p)(1 ∨ (1 + 2C1(λ1 − λF )δt)k+1−bsc)
‖(−A) β−12 z‖.
Proof For s ≥ (k + 1)δt, z ∈ U0, we have DzsXNk+1 = 0. For 0 ≤ s < kδt ≤ T ,
z ∈ U0, we obtain
DzsXNk+1 = SδtDzsXNk + δtSδtPN (DF (XNk+1) · DzsXNk+1)
= DzsXNk + δtADzsXNk+1 + δtPN (DF (XNk+1) · DzsXNk+1).
For kδt ≤ s < (k + 1)δt, z ∈ U0, we have
DzsXNk+1 = PNSδtz + δtSδtPN (DF (XNk+1) · DzsXNk+1).
From the above calculations, it follows that for k ≥ [s]δt, bscδt ≤ s < (bsc+1)δt,
DzsXNk+1 = PNSk+1−bscδt z + δt
k∑
j=bsc
Sk+1−jδt P
N (DF (XNj+1) · DzsXNj+1).
Then we show the regularity estimate of the Malliavin derivative DzsXNk+1 by
using similar arguments in [13, Proposition 4.2]. Since in each step, DzsXNk+1
can be viewed as
DzsXNk+1 = DzsXNk + δtADzsXNk+1 + δtPN (DF (XNk+1) · DzsXNk+1),
it follows that
‖DzsXNk+1‖2 ≤ ‖DzsXNk ‖2 − 2δt‖∇DzsXNk+1‖2 + 2δt〈DF (XNk+1) · DzsXNk+1,DzsXNk+1〉
≤ ‖DzsXNk ‖2 + 2δt(−λ1 + λF )‖DzsXNk+1‖2,
which implies
‖DzsXNk+1‖2 ≤
1
1 + 2(λ1 − λF )δt‖D
z
sX
N
k ‖2.
Next we aim to estimate the regularity of DzsXNk+1. By defining V Nz (k+ 1, s) :=
DzsXNk+1 − PNSk+1−bscδt z, it follows that
V Nz (k + 1, s) = V
N
z (k, s)− δtAV Nz (k + 1, s) + δtPN (DF (XNk+1) · V Nz (k + 1, s))
+ δtPN (DF (XNk+1) · PNSk+1−bscδt z).
By similar arguments in the proof of [13, Proposition 4.1], we obtain
‖V Nz (k + 1, s)‖
12
≤ δt
k∑
j=bsc
(
1 + 2(λ1 − λF )δt
)−(k+1−j)
‖DF (XNj+1) · Sj+1−bscδt PNz‖
≤ Cδt
k∑
j=bsc
(
1 + 2(λ1 − λF )δt
)−(k+1−j)
(1 + ‖XNj+1‖2E)((j + 1− bsc)δt)−α
× 1
(1 + 2λ1δt)(1−α)(j+1−[s]δt)
‖(−A)−αz‖
≤ Cδt(1 ∨ (1 + 2C1(λ1 − λF )δt)k+1−bsc) k∑
j=[s]δt
(1 + ‖XNj+1‖2E)((j + 1− bsc)δt)−α
× 1
(1 + 2λ1δt)(1−α)(j+1−bsc)
‖(−A)−αz‖,
where δt ≤ 12(λF−λ1) (1− 1C1 ) if λF > λ1. The smoothy effect of Sδt leads to
‖DzsXNk+1‖ ≤ ‖V Nz (k + 1, s)‖Lp(Ω,H) + ‖PNSk+1−bscδt z‖
≤ C(Q, p)(1 + sup
j∈N+
‖Xj‖2E)
(
1 ∨ (1 + 2C1(λ1 − λF )δt)k+1−bsc
)
×
(
1 + t−αk+1−bsc
1
(1 + 2λ1δt)(k+1−bsc)(1−α)
)
‖(−A)−αz‖.
Based on the above estimate, taking expectation and taking α = 1−β2 , we finish
the proof of the first desired estimate. Similar arguments in the proof of [13,
Proposition 4.2] lead to the second desired estimate. 2
Remark 2. Under the condition of Proposition 1, if in addition λ1 ≥ λF , the
following time-independent estimates hold, i.e.,
‖DsXNk+1‖Lp(Ω,L02) ≤ C(Q,X0, p)
(
1 + t
β−1
2
k+1−bsc
1
(1 + 2λ1δt)(k+1−bsc)
β+1
2
)
‖(−A) β−12 ‖L02
and
‖(−A) β−12 DsXNk+1‖Lp(Ω,L02) ≤ C(Q,X0, p)‖(−A)
β−1
2 ‖L02 ,
for some constant C(Q,X0, p).
Based on the strong convergence, the a priori estimate and the Malliavin185
regularity of numerical solutions for (4), we are able to deal with the weak
convergence of the proposed method in the next sections.
3. Weak convergence analysis of the full discretization
In this section, we aim to present the weak error analysis for the consid-
ered numerical method approximating Eq. (1). Following the idea of [13], we190
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introduce the auxiliary regularized stochastic PDE and its corresponding Kol-
mogorov equation.
Consider the auxiliary problem
dXτ = AXτdt+ Ψτ (X
τ )dt+ dW (t), Xτ (0) = X0, (6)
where τ is regularizing parameter of this splitting approach, Ψt(ξ) :=
Φt(ξ)−ξ
t ,
t > 0 and Ψ0(ξ) = F (ξ), Φt is the phase flow of the differential equation
dx(t) = f(x(t))dt, x(0) = ξ ∈ R.
Next, we give the regularity estimate of Kolmogorov equation with respect
to Eq. (6) shown in [13],
∂Uτ (t, x)
∂t
= 〈Ax+ Ψτ (x), DUτ (t, x)〉+ 1
2
tr[Q
1
2D2Uτ (t, x)Q
1
2 ]. (7)
Lemma 5. For every α, θ, γ ∈ [0, 1), θ+γ < 1, there exist τ0 > 0, C(T,Q, τ0, α) >
0 and C(T,Q, τ0, θ, γ) > 0 such that for τ ∈ (0, τ0], x ∈ E, y, z ∈ H and
t ∈ (0, T ],
|DUτ (t, x) · y| ≤ C(T,Q, τ0, α)(1 + |x|
2
E)
tα
‖(−A)−αy‖, (8)
|D2Uτ (t, x) · (y, z)| ≤ C(T,Q, τ0, θ, γ)(1 + |x|
9
E)
tθ+γ
‖(−A)−θy‖‖(−A)−γz‖. (9)
Based on the above estimates, now we give the weak error estimate of (4).
Proof of Theorem 1 The main idea of deducing the sharp weak conver-
gence rate lies on the decomposition of E
[
φ(X(T ))−φ(XNK )
]
into E
[
φ(X(T ))−195
φ(Xτ (T ))
]
and E
[
φ(Xτ (T ))− φ(XNK )
]
. The first term is estimated by Lemma
6 and possesses the strong convergence order 1 with respect to the parameter
τ . The strong error estimate of the second term is obtained based on Theorem
3. Combining these estimations together, we complete the proof of Theorem 1.
2200
Lemma 6. Let Assumptions 1-3 hold and p ≥ 1. Then the solution Xτ of Eq.
(6) is strongly convergent to the solution X of Eq. (1) and satisfies
E
[
sup
t∈[0,T ]
‖Xτ (t)‖pE
]
≤ C(T,Q,X0, p),∥∥∥ sup
t∈[0,T ]
‖Xτ (t)−X(t)‖
∥∥∥
Lp(Ω)
≤ C(T,Q,X0, p)τ,
where C(T,Q,X0, p) is a positive number.
In the following, we are devoted to estimating the term E
[
φ(Xτ (T )) −
φ(XNK )
]
. For convenience, we introduce the continuous interpolation of the
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implicit full discretization. Similar to [8], we define for k ∈ N+, t ∈ [tk, tk+1],
X̂N (tk) = X
N
k ,
dX̂N (t) = (ASδtX
N
k + SδtP
NF (XNk+1))dt+ SδtP
NdW (t).
Theorem 3. Let Assumptions 1-3 hold with β ∈ (0, 1], γ ∈ (0, β), T > 0 and
δt0 ∈ (0, 1 ∧ 1(2λF−2λ1)∨0 ). Then for any φ ∈ C2b (H), there exists τ > 0 and
C(T,X0, Q, φ) > 0 such that for any δt ∈ (0, δt0], Kδt = T , K ∈ N+ and
N ∈ N+,205
∣∣∣E[φ(Xτ (T ))− φ(XNK )]∣∣∣ ≤ C(T,X0, Q, φ)(δtγ + λ−γN ).
Proof We decompose the error E
[
φ(Xτ (T ))− φ(XNK )
]
as
E
[
Uτ (T,X0)
]
− E
[
Uτ (0, XNK )
]
=
(
E
[
Uτ (T,X0)
]
− E
[
Uτ (T,XN0 )
])
+
(
E
[
Uτ (T,XN0 )
]
− E
[
Uτ (0, XNK )
])
.
The first term is controlled, by the regularity estimate of Uτ in Lemma 5,
as ∣∣∣E[Uτ (T,X0)]− E[Uτ (T,XN0 )]∣∣∣
≤
∫ 1
0
∣∣∣E[DUτ (T, θX0 + (1− θ)XN0 ) · (I − PN )X0]∣∣∣dθ
≤ C(1 + ‖X0‖2E + ‖XN0 ‖2E) min(T−αλ−αN ‖X0‖, λ
− β2
N ‖X0‖Hβ ).
By using the Itoˆ formula for Skorohod integrals (see e.g. [25, Chapter 3]), the
Kolmogorov equation (7) and Malliavin integration by parts, E
[
Uτ (T,XN0 )
]
−
E
[
Uτ (0, XNK )
]
is split as
E
[
Uτ (T,XN0 )
]
− E
[
Uτ (0, XNK )
]
=
K−1∑
k=0
E
[
Uτ (T − tk, XNk )
]
− E
[
Uτ (T − tk+1, XNk+1)
]
= E
[
Uτ (T,XN0 )
]
− E
[
Uτ (T − δt,XN1 )
]
−
K−1∑
k=1
E
[ ∫ tk+1
tk
∑
l∈N+
D2Uτ (T − t, X̂N (t)) · (DtX̂N (t)Q 12 el, SδtQ 12 el)
]
dt
+
K−1∑
k=1
(∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), AX̂N (t)−ASδtXNk 〉
]
dt
15
+∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)),Ψτ (X̂N (t))− SδtPNF (XNk+1)〉
]
dt
+
1
2
∫ tk+1
tk
∑
j∈N+
E
[
D2Uτ (T − t, X̂N (t)) · (Q 12 ej , Q 12 ej)− (SδtPNQ 12 ej , SδtPNQ 12 ej)
)]
dt
)
=: E
[
Uτ (T,XN0 )
]
− E
[
Uτ (T − δt,XN1 )
]
+
K−1∑
k=1
Ik1 + I
k
2 + I
k
3 + I
k
4 .
The Markov property of XNk , the regularity estimate (8) of U
τ in Lemma 5 and
the a priori estimates of XN and XNk in Lemma 2 and in Corollary 2 yield that
for 0 < α < 1,∣∣∣E[Uτ (T,XN0 )]− E[Uτ (T − δt,XN1 )]∣∣∣
=
∣∣∣E[Uτ (T − δt,Xτ (δt,XN0 ))− Uτ (T − δt,XN1 )]∣∣∣
≤ C(1 + E[‖Xτ (δt,XN0 ))‖2E ] + E[‖XN1 ‖2E ])(1 + (T − δt)−α)δtα
≤ C(Q,X0)(1 + (T − δt)−α)δtα.
For the term Ik1 , the regularity estimate of U
τ and the a priori estimate of X̂N
yield that∣∣∣K−1∑
k=1
Ik1
∣∣∣ ≤ C K−1∑
k=1
∫ tk+1
tk
(T − t) β−12 E
[
(1 + ‖X̂N (t)‖9E)‖DtX̂N (t)‖L02‖Sδt‖L‖(−A)
β−1
2 ‖L02
]
dt
≤ C(T,Q,X0)δt
K−1∑
k=1
∫ tk+1
tk
(T − t) β−12 ((tk+1 − [t]δt)
β−1
2 + 1)dt ≤ C(T,Q,X0)δtβ .
where we use Proposition 1 and the fact that for tk ≤ t ≤ s ≤ tk+1,
DsX̂N (t) = SδtDsXN (tk) + (t− tk)PNSδtDF (X̂N (tk+1))DsX̂Nk+1 +Ds
∫ t
tk
SδtdW (s)
= (t− tk)PNSδtDF (X̂N (tk+1))DsX̂Nk+1.
Next, we estimate Ik2 , I
k
3 and I
k
4 , k ≥ 1 separately. The definition of X̂ leads
to
Ik2 =
∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), A(XNk − SδtXNk )〉
]
dt
+
∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (t− tk)(−A)2SδtXNk 〉
]
dt
+
∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (t− tk)ASδtPNF (XNk+1)〉
]
dt
+
∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), A
∫ t
tk
SδtP
NdW (s)〉
]
dt
16
=: Ik21 + I
k
22 + I
k
23 + I
k
24.
From the property I − Sδt = −Aδt(I −Aδt)−1, the mild form of XNk , the a
priori estimate of X̂, and the regularity estimate of Uτ and the smoothing effect
of Sδt, it follows that for k ≥ 1, any small 1 > 0,
|Ik21| ≤
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (−A)2δtSk+1δt XN0 〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
k−1∑
j=0
E
[
〈DUτ (T − t, X̂N (t)), (−A)2δt2Sk+1−jδt PNF (XNj+1)〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (−A)2δt
k−1∑
j=0
Sk+1−jδt P
NδWj〉
]
dt
∣∣∣
≤ Cδt
∫ tk+1
tk
(T − t)−αE
[
(1 + ‖X̂N (t)‖2E)‖(−A)1−1Skδt‖‖(−A)1−α+1Sδt‖‖XN0 ‖
]
dt
+ Cδt2
∫ tk+1
tk
(T − t)−α
k−1∑
j=0
E
[
(1 + ‖X̂N (t)‖2E)‖(−A)1−1Sk−jδt ‖‖(−A)1−α+1Sδt‖‖F (XNj+1)‖
]
dt
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (−A)2δt
k−1∑
l=0
Sk+1−jδt P
NδWj〉
]
dt
∣∣∣
≤ C(T,X0, Q)δtα−1
∫ tk+1
tk
(T − t)−α(t−1+1k + 1)dt
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (−A)2δt
k−1∑
j=0
Sk+1−jδt P
NδWj〉
]
dt
∣∣∣.
By using the Malliavin calculus integration by parts and the Malliavin differen-
tiability of X̂N , we have∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (−A)2δt
k−1∑
j=0
Sk+1−jδt P
NδWj〉
]
dt
∣∣∣
= δt
∫ tk+1
tk
k−1∑
j=0
∫ tj+1
tj
∑
l∈N+
E
[∣∣∣D2Uτ (T − t, X̂N (t)) · (DQ 12 els X̂N (t), (−A)2Sk+1−jδt PNQ 12 el)∣∣∣]dsdt
≤ Cδt
∫ tk+1
tk
k−1∑
j=0
∫ tj+1
tj
∑
l∈N+
E
[∣∣∣〈(−A) 1+β2 −1D2Uτ (T − t, X̂N (t))(−A) 1−β2
(−A) β−12 DQ
1
2 el
s X̂
N (t), (−A)2− β+12 +1Sk+1−jδt PNQ
1
2 el)〉
∣∣∣]dsdt
≤ Cδt
∫ tk+1
tk
(T − t)−1+1
k−1∑
j=0
∫ tj+1
tj
E
[
(1 + ‖X̂N (t)‖9E)‖(−A)
β−1
2 DsX̂N (t)‖L02
‖(−A)1−1Sk−jδt ‖‖(−A)1−β+21Sδt‖‖(−A)
β−1
2 ‖L02
]
dsdt
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≤ C(T,X0, Q)δtβ−21
∫ tk+1
tk
(T − t)−1+1
∫ tk
0
(tk − [s]δt)−1+1dsdt.
The above analysis leads to
|Ik21| ≤ C(T,X0, Q)δtα−1
∫ tk+1
tk
(T − t)−α(t−1+1k + 1)dt
+ C(T,X0, Q)δt
β−21
∫ tk+1
tk
(T − t)−1+1
∫ tk
0
(tk − [s]δt)−1+1dsdt,
for k ≥ 1. Since the estimation for Ik22 for k ≥ 1 is similar, we omit the
procedures. For Ik23, by the regularity estimate of DU
τ , we have
|Ik23| ≤ Cδt
∫ tk+1
tk
(T − t)−1+1E
[
(1 + ‖X̂N (t)‖2E)‖(−A)1Sδt‖‖F (XNk+1)‖
]
dt
≤ C(T,Q,X0)δt1−1
∫ tk+1
tk
(T − t)−1+1dt.
Again using Malliavin calculus integration by parts yields that
|Ik24| =
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), A
∫ t
tk
PNSδtdW (s)〉
]
dt
∣∣∣
=
∣∣∣ ∫ tk+1
tk
∫ t
tk
E
[
〈D2Uτ (T − t, X̂N (t))DsX̂N (t), PNASδt〉L02
]
dsdt
∣∣∣
≤
∣∣∣ ∫ tk+1
tk
∫ t
tk
E
[
〈(−A) 1+β2 −1D2Uτ (T − t, X̂N (t))(−A) 1−β2 (−A) β−12 DsX̂N (t),
(−A)1PNSδt(−A)
1−β
2 〉L02
]
dsdt
∣∣∣
≤ C(T,Q,X0)δtβ−1
∫ tk+1
tk
(T − t)−1+1dt.
Thus we have
|Ik2 | ≤ C(T,Q,X0)δtβ−21
(∫ tk+1
tk
(T − t)−1+1(1 +
∫ tk
0
(tk − [s]δt)−1+1ds)dt
)
.
Now, we are in a position to control Ik3 . It follows from the continuity of Ψτ
in [13, Lemma 4.2] and the regularity of DUτ that
|Ik3 | ≤
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)),Ψτ (X̂N (t))− F (X̂N (t))〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (I − PN )F (X̂N (t))〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), (I − Sδt)PNF (XNk+1)〉
]
dt
∣∣∣
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+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), PN (F (X̂N (t))− F (XNk+1)〉
]
dt
∣∣∣
≤ Cτ
∫ tk+1
tk
E
[
1 + ‖X̂N (t)‖7E
]
dt+ C(λ−αN + δt
α)
∫ tk+1
tk
(T − t)−α
E
[
(1 + ‖X̂N (t)‖2E)(1 + ‖X̂N (t)‖3L6 + ‖X̂Nk+1‖3L6)
]
dt
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), PN (F (X̂N (t))− F (XNk+1)〉
]
dt
∣∣∣.
Thus it suffices to estimate the last term in the above inequality. From the
Taylor expansion of F , the regularity estimate of DUτ and the a priori estimate
of X̂N , it follows that∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), PN (F (X̂N (t))− F (XNk+1)〉
]
dt
≤
∫ tk+1
tk
(t− tk+1)E
[
〈DUτ (T − t, X̂N (t)), PN (DF (X̂N (t)) · (ASδtXNk ))〉
]
dt
+
∫ tk+1
tk
(t− tk+1)E
[
〈DUτ (T − t, X̂N (t)), PN (DF (X̂N (t)) · (SδtPNF (XNk+1))〉
]
dt
+
∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), PN (DF (X̂N (t)) · (
∫ tk+1
t
PNSδtdW (s)))〉
]
dt
+
∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), PN (
∫ 1
0
(1− θ)D2F (θX̂N (t) + (1− θ)XNk+1))
· (X̂N (t)−XNk+1, X̂N (t)−XNk+1)dθ〉)
]
dt =: Ik31 + I
k
32 + I
k
33 + I
k
34.
The mild form of XNk+1 and Malliavin calculus integration by parts yield that
|Ik31| =
∣∣∣ ∫ tk+1
tk
(t− tk+1)
(
E
[
〈DUτ (T − t, X̂N (t)), PN (DF (X̂N (t)) · (ASk+1δt XN0 ))〉
]
+ δtE
[
〈DUτ (T − t, X̂N (t)), PN (DF (X̂N (t)) · (
k−1∑
j=0
ASk+1−jδt P
NF (XNj+1))〉
]
+ E
[
〈DUτ (T − t, X̂N (t)), PN (DF (X̂N (t)) · (
k−1∑
j=0
∫ tj+1
tj
APNSk+1−jδt dW (s))〉
])
dt
∣∣∣
≤ Cδt2 sup
t∈[0,T ]
E
[
(1 + ‖X̂N (t)‖4E)‖(−A)1−1Skδt‖‖(−A)1Sδt‖‖X0‖
]
]
+ Cδt2
∫ tk+1
tk
k−1∑
j=0
E
[
(1 + ‖X̂N (t)‖4E)‖(−A)1−1Sk−jδt ‖(−A)1Sδt‖‖F (XNj+1)‖
]
dt
+
∣∣∣ ∫ tk+1
tk
(t− tk+1)
k−1∑
j=0
∫ tj+1
tj
∑
l∈N+
E
[
D2Uτ (T − t, X̂N (t)) · PN ((DF (X̂(t))
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· (PNASk+1−jδt Q
1
2 el)),DQ
1
2 el
s (X̂
N (t))
]
dsdt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
(t− tk+1)
k−1∑
j=0
∫ tj+1
tj
∑
l∈N+
E
[
〈DUτ (T − t, X̂N (t)), PN (D2F (X̂N (t)
· (PNASk+1−jδt Q
1
2 el,DQ
1
2 el
s (X̂
N (t)))〉
]
dsdt
∣∣∣.
By the a priori estimate of X̂N and the Sobolev embedding theorem E ↪→
H d2+1 , 1 > 0, we have
|Ik31| ≤ C(T,Q,X0)δt1−1(t−1+1k δt+ δt
k−1∑
j=0
t−1+1k−j )
+ Cδt
∫ tk+1
tk
k−1∑
j=0
∫ tj+1
tj
∑
l∈N+
E
[
(1 + ‖X̂(t)‖11E )‖ASk+1−jδt Q
1
2 el‖‖DQ
1
2 el
s X̂(t)‖
]
dsdt
+ Cδt
∫ tk+1
tk
k−1∑
j=0
∫ tj+1
tj
∑
l∈N+
E
[∥∥∥(−A)ηDUτ (T − t, X̂(t))∥∥∥∥∥∥(−A)−ηD2F (X̂(t)
· (PNASk+1−jδt Q
1
2 el,DQ
1
2 el
s (X̂(t))
∥∥∥]dsdt,
where η > d4 +
1
2 . And by using the smoothing effect of Sδt, the Malliavin
regularity and the a priori estimate of X̂(t), we have
|Ik31| ≤ C(T,Q,X0)δt1−1(t−1+1k δt+ δt
k−1∑
j=0
t−1+1k−j )
+ C(T,Q,X0)δt
∫ tk+1
tk
k−1∑
j=0
∫ tj+1
tj
E
[
‖(−A) 3−β2 Sk+1−jδt (−A)
β−1
2 ‖L02‖DsX̂(t)‖L02
]
dsdt
+ Cδt
∫ tk+1
tk
k−1∑
j=0
∫ tj+1
tj
(T − t)−ηE
[
(1 + ‖X̂(t)‖3E)‖(−A)
3−β
2 Sk+1−jδt (−A)
β−1
2 ‖L02‖DsX̂(t)‖L02
]
dsdt
≤ C(T,Q,X0)δt1−1t−1+1k δt+ C(T,Q,X0)δtβ−1
∫ tk+1
tk
∫ tk
0
(tk − [s]δt)−
β+1
2 +1dsdt
+ C(T,Q,X0)δt
β−1
∫ tk+1
tk
(T − t)−η
∫ tk
0
(tk − [s]δt)−1+1dt.
Similarly, we get
|Ik32| ≤ Cδt
∫ tk+1
tk
E
[
(1 + ‖X̂N (t)‖4E)(1 + ‖X̂N (t)‖3L6)
]
dt ≤ Cδt2
and
|Ik33| ≤
∣∣∣ ∫ tk+1
tk
∫ tk+1
t
∑
l∈N+
E
[
D2Uτ (T − t, X̂N (t)) ·
(
PN (DF (X̂N (t)) · (PNSδtQ 12 el),DQ
1
2
el
s X̂
N (t)
)]
dsdt
∣∣∣
20
+
∣∣∣ ∫ tk+1
tk
∫ tk+1
t
∑
l∈N+
E
[
〈DUτ (T − t, X̂N (t)), PN (D2F (X̂N (t)) · (DQ
1
2 el
s X̂
N (t), PNSδtQ
1
2 el)〉
]
dsdt
∣∣∣
≤ C(T,Q,X0)δtβ−1 .
Combining with the continuity of X̂N , we have that for t ∈ [tk, tk+1],
‖X̂N (t)− X̂Nk+1‖Lp(Ω;H) ≤ (tk+1 − t)‖(−A)1−
β
2 Sδt‖L(H)‖X(tk)‖Lp(Ω;Hβ) + ‖X(tk)−XNk ‖Lp(Ω;Hβ)
+ C‖F (XNk+1)‖Lp(Ω;H)(tk+1 − t) + ‖
∫ tk+1
t
SδtdW (s)‖Lp(Ω;H)
≤ C(T,X0, Q)(tk+1 − t)
β
2 ,
which implies that for η > d4 + 1,
|Ik34| ≤ C
∣∣∣ ∫ tk+1
tk
E
[
〈DUτ (T − t, X̂N (t)), PN (
∫ 1
0
D2F (θX̂N (t) + (1− θ)XNk+1))
· (X̂N (t)− X̂Nk+1, X̂N (t)− X̂Nk+1)(1− θ)dθ〉)
]
dt
∣∣∣
≤ C
∫ tk+1
tk
(T − t)−ηE
[
(1 + ‖X̂(t)‖3E)‖X̂N (t)− X̂Nk+1‖2
]
dt
≤ C(T,Q,X0)δtβ
∫ tk+1
tk
(T − t)−ηdt.
From the estimations of IIk31-II
k
34, it is concluded that
|Ik3 | ≤ C(T,Q,X0)δtβ−1
(
1 + t−1+1k δt+
∫ tk+1
tk
(T − t)−η
∫ tk
0
(1 + (tk − [s]δt)−1+1)dt
)
.
For Ik4 , by applying the regularity estimate of D
2Uτ , we obtain
|Ik4 | ≤
∣∣∣ ∫ tk+1
tk
∑
j∈N+
E
[
D2Uτ (T − t, X̂N (t)) ·
(
(I − PN )Q 12 ej , (I + PN )Q 12 ej
)]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
∑
j∈N+
E
[
D2Uτ (T − t, X̂N (t)) ·
(
PN (I − Sδt)Q 12 ej , PN (I + Sδt)Q 12 ej
)]
dt
∣∣∣
≤ C
∫ tk+1
tk
(T − t)−1+1E
[
(1 + ‖X̂N (t)‖9E)‖(−A)
β−1
2 ‖2L02‖(−A)
− 1+β2 +1(I − PN )(−A) 1−β2 ‖
]
dt
+ C
∫ tk+1
tk
(T − t)−1+1E
[
(1 + ‖X̂N (t)‖9E)‖(−A)
β−1
2 ‖2L02‖(−A)
− 1+β2 +1(I − Sδt)(−A)
1−β
2 ‖
]
dt
≤ C(T,Q,X0)(δtβ−1 + λ−β+1N )
∫ tk+1
tk
(T − t)−1+1dt.
Combining all the estimations of Ik1 -I
k
4 and summing up over k, taking τ =
O(δtβ) or O(λ−βN ), we finish the proof. 2
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4. Time-independent weak convergence analysis and approximation
of invariant measures
In this section, we consider whether the proposed method can be used to210
approximate the invariant measure of Eq. (1). Different from analyzing weak
error in Section 3, we need to give the time-independent regularity estimates of
the Kolmogorov equation, which are more involved.
4.1. V-uniform ergodicity for the semi-discretization
To ensure the existence of a unique ergodic invariant measure for Eq. (1)215
and to study the invariant measure numerically, the following assumptions are
introduced, that is, the dissipative condition in Assumption 4 and the non-
degenerate condition in Assumption 5.
Assumption 4. Let λF < λ1 and ‖(−A) β−12 ‖L20 <∞, β ≤ 1.
The above Assumption 4 immediately implies the following result on expo-220
nential convergence to equilibrium for Eq. (1).
Proposition 2. Under Assumptions 1-4, there exist c > 0, C > 0 such that for
any φ ∈ C1b (H), t ≥ 0 and x1, x2 ∈ H,
|E[φ(X(t, x1))− φ(X(t, x2))]| ≤ C|φ|1e−ct(1 + ‖x1‖2 + ‖x2‖2).
Remark 3. Based on the proof of Lemma 1 and Corollary 2, together with the
strict dissipative condition λF < λ1 in Assumption 4, the full discretization is
strongly convergent and satisfies
sup
k∈N+
∥∥∥XNk −X(tk)∥∥∥
Lp(Ω;H)
≤ C(X0, Q)(δt
β
2 + λ
− β2
N ).
In some situations, it may occurs that λ1 ≤ λF , which leads that Assump-
tion 4 does not hold. In this case, we introduce the following non-degenerate
condition.
Assumption 5. Let the covariance operator Q be invertible and commute with225
A, ‖Q− 12 (−A)− 12 ‖ <∞ and ‖(−A) β−12 ‖L20 <∞, β ≤ 1.
Under Assumption 5, the existence of the unique invariant measure µ for Eq.
(1), as well as the invariant measure µN for the spatial Galerkin method, can be
obtained according to Doob theorem for general λF ∈ R. Besides the ergodicity
of the invariant measure, we also need the following exponential convergence230
result in Proposition 3. Its proof lies heavily on the strong Feller property and
V -uniform ergodicity of the Markov semigroup Pt generated by the solution of
Eq. (1) and Eq. (3) (see, e.g., [19, 20]). In fact, we first follow the proof of
[20] to show the a priori estimate of a Lyapunov functional V and to obtain the
existence of the invariant measure. Then we prove that the Markov semigroup235
of the solution is strong Feller and irreducible, which implies the uniqueness and
22
ergodicity of the invariant measure. By using again a priori estimate of V , one
can obtain the V -uniform ergodicity. In particular, we choose φ ∈ Bb(H) to get
the exponential ergodicity of the invariant measure, which immediately implies
Proposition 3.240
Proposition 3. Under Assumptions 1-3 and Assumptions 5, there exist c > 0,
C > 0 such that for any φ ∈ Bb(H) and for t ≥ 0, any x1, x2 ∈ H and yN1 , yN2 ∈
PN (H), we have
|E[φ(X(t, x1)]− E[φ(X(t, x2))]| ≤ C‖φ‖0e−ct(1 + ‖x1‖2 + ‖x2‖2), (10)
|E[φ(XN (t, yN1 )]− E[φ(XN (t, yN2 ))]| ≤ C‖φ‖0e−ct(1 + ‖yN1 ‖2 + ‖yN2 ‖2). (11)
Proof For the exponential convergence to equilibrium (10) for the original
equation, we refer to [20]. We focus on the semi-discretization and define
PNt φ(x) = Eφ(XN (t, x)), φ ∈ Bb(PN (H)), t ≥ 0.
For the sake of simplicity, we omit the index N of PNt for convenience. The
Markov property and Feller property of Pt can be obtained by the similar ar-
guments in [17, Chapter 4]. The left proof will be divided into three steps.
Step 1: Pt is strong Feller. To get the strong Feller property, Pt(Bb(P
N (H)) ⊂
Cb(P
N (H)) for t > 0, it suffices to show that for any φ ∈ Cb(PN (H)) and t > 0,245
there exists C(t) > 0 such that sup
x∈PN (H)
‖DPtφ(x)‖ ≤ C(t)‖φ‖0. Indeed, the
strong Feller property follows from |Ptφ(x)−Ptφ(y)| ≤ C(t)‖φ‖0‖x− y‖, x, y ∈
PN (H) and the density of Cb(PN (H)) in Bb(PN (H)).
Now, we are in a position to deduce the regularity estimate of Pt, i.e.,
‖DPtφ‖0 ≤ C(t)‖φ‖0. Recall that ηh(t, x) = DE[XN (t, x)] · h satisfies
1
2
‖ηh(t, x)‖2 +
∫ t
0
‖∇ηh(t, x)‖2ds ≤ 1
2
‖h‖2 +
∫ t
0
λF ‖ηh(s, x)‖2ds.
This, combined with the equivalence of the norms in H1 and H ∩ H10 , implies
that ∫ t
0
‖(−A) 12 ηh(t, x)‖2ds ≤ C(t)‖h‖2.
The Bismut–Elworthy–Li formula
〈DPtφ(x), h〉 = 1
t
E[φ(XN (t, x))
∫ t
0
〈Q− 12 ηh(s, x), PNdW (s)〉],
together with the Ho¨lder inequality, leads to
‖DPtφ(x)‖20 ≤
1
t2
‖φ‖20E
[ ∫ t
0
sup
‖h‖≤1
‖PN (Q− 12 ηh(s, x))‖2ds
]
≤ C(t)‖φ‖20‖Q−
1
2 (−A)− 12 ‖2,
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for t > 0, which implies the strong Feller property of Pt.
Step 2: Pt is irreducible. A basic tool for proving the irreducibility property
is using the approximate controllability of the following system
dX˜N (t) = AX˜N (t)dt+ PNF (X˜N (t))dt+ PN (Q
1
2u(t))dt, t > 0, (12)
X˜N = x,
where x ∈ PN (H) and u ∈ L2([0, T ];PN (H)). Denoting by X˜N (t, x, u) the mild
solution of the above system, it follows that
X˜N (t) = etAx+
∫ t
0
e(t−s)APN (F (X˜N (s)))ds+
∫ t
0
e(t−s)APN (Q
1
2u(s))ds.
Thus it needs to show that for any fixed time T > 0, for any  > 0, x0, x1 ∈250
PN (H), there exists u ∈ L2([0, T ];PN (H)) such that ‖X˜N (T, x0, u) − x1‖ ≤
. Now, we denote αx0,x1(t) =
T−t
T x0 +
t
T x1 and βx0,x1(t) =
d
dtαx0,x1(t) −
Aαx0,x1(t)− PNF (αx0,x1(t)), t ∈ [0, T ].
Since x0, x1 ∈ PN (H)⊂ D(A) andQ is invertible, we choose u ∈ C([0, T ];PN (H))
such that ‖βx0,x1(t) − Q
1
2u(t)‖ ≤ C, t ∈ [0, T ]. Denote z(t) = XN (t, x0, u) −
αx0,x1(t), t ∈ [0, T ]. By using the monotonicity of F and the dissipativity of A,
we have
1
2
‖z(t)‖2 ≤
∫ t
0
−‖∇z(t)‖2ds+
∫ t
0
〈F (XN (s, x0, u))− F (αx0,x1(s)), z(s)〉ds
+
∫ t
0
〈Q 12u(s)− βx0,x1(s), z(s)〉ds
≤
∫ t
0
(
1
2
+ λF − λ1)‖z(s)‖2ds+ T
2
C22.
Then the Gronwall inequality implies that ‖z(T )‖ ≤ C√Te( 12+λF−λ1)T . Choos-
ing a proper C completes the proof of the approximate controllability. By ap-
plying the approximate controllability of the skeleton equation (12), we deduce
that for x0, x1 ∈ PN (H) and T > 0, P(‖XN (T, x0) − x1‖ < ) > 0. In-
deed, the approximate controllability leads to the existence of a control u ∈
L2([0, T ];PN (H)) such that ‖X˜N (T, x0, u)− x1‖ ≤ 2 . Then we have
P(‖XN (T, x0)− x1‖ ≥ ) ≤ P
(
‖XN (T, x0)− X˜N (T, x0, u)‖ ≥ 
2
)
.
Similar arguments in the proof of the priori estimate of XN lead to
‖XN (t, x0)− X˜N (t, x0, u)‖ ≤ ‖Y N (t, x0)− Y˜ N (t, x0, u)‖+ ‖ZN (t)− Z˜N (t, u)‖,
where X˜N = Y˜ N + Z˜N , Y˜ N and Z˜N satisfy
d
dt
Z˜N = AZ˜N +Q
1
2u(t), Z˜N (0) = 0,
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ddt
Y˜ N = AY˜ N + PNF (Y˜ N + Z˜N ), Y˜ N = x0,
By the monotonicity of F and the dissipativity of A, we have
1
2
‖Y N (t, x0)− Y˜ N (t, x0, u)‖2
≤
∫ t
0
−λ1‖Y N (s, x0)− Y˜ N (s, x0, u)‖2ds
+
∫ t
0
〈F (Y N + ZN )− F (Y˜ N + Z˜N ), Y N − Y˜ N 〉ds
≤
∫ t
0
(−λ1 + λF )‖Y N (s, x0)− Y˜ N (s, x0, u)‖2ds
+
∫ t
0
〈F (Y˜ N + ZN )− F (Y˜ N + Z˜N ), Y N − Y˜ N 〉ds
≤
∫ t
0
C‖Y N (s, x0)− Y˜ N (s, x0, u)‖2ds
+
∫ t
0
C(1 + ‖Y˜ N‖4E + ‖Z˜N‖4E + ‖ZN‖4E)‖ZN − Z˜N‖2ds.
Then the Gronwall inequality leads to
‖Y N (T, x0)− Y˜ N (T, x0, u)‖ ≤ CeCT
√
T‖ZN − Z˜N‖C([0,T ];PN (H))(1 + ‖Y˜ N‖2C([0,T ];E)
+ ‖Z˜N‖2C([0,T ];E) + ‖ZN‖2C([0,T ];E)).
The Sobolev embedding theorem H2 ↪→ E, the inverse inequality ‖x‖H2 ≤
λN‖x‖, x ∈ PN (H), and the uniform boundedness of Y˜ N , Z˜N and ZN imply
that
‖Y N (T, x0)− Y˜ N (T, x0, u)‖ ≤ C(λN )eCT
√
T‖ZN − Z˜N‖C([0,T ];PN (H))(
1 + ‖Y˜ N‖2C([0,T ];PN (H)) + ‖ZN − Z˜N‖2C([0,T ];PN (H)) + ‖Z˜N‖2C([0,T ];PN (H))
)
.
It is concluded that
P
(
‖XN (T, x0)− X˜N (T, x0, u)‖ ≥ 
2
)
≤P
(
‖Y N (T, x0)− Y˜ N (T, x0, u)‖+ ‖ZN (T )− Z˜N (T, u)‖ ≥ 
2
)
≤P
(
C(λN )e
CT
√
T‖ZN − Z˜N‖C([0,T ];PN (H))(1 + ‖Y˜ N‖2C([0,T ];PN (H))
+ ‖ZN − Z˜N‖2C([0,T ];PN (H)) + ‖Z˜N‖2C([0,T ];PN (H))) ≥

2
)
.
Since ZN is full in C([0, T ];PN (H)) and C(λN ) is polynomially dependent on
λN , we have that there exists R = R(λN , , T ) such that
P
(
‖XN (T, x0)− X˜N (T, x0, u)‖ ≥ 
2
)
25
≤ P
(
‖ZN − Z˜N‖C([0,T ];PN (H)) ≥ R(λN , , T )
)
< 1,
which completes the proof of the irreducibility property.
Step 3: Existence of the V -uniformly ergodic invariant measure. Similar255
arguments in the proof of Lemma 4 imply the uniform estimate of XN in Hβ , β ∈
(0, 1]. The existence of the invariant measure µN of Eq. (3) is ensured by the
uniform estimate of XN in Hβ and the Sobolev compact embedding theorem. To
show the exponential ergodicity of the invariant measure, by [20, Theorem 12.1],
it suffices to show that the p-th moment of XN (t, x) is ultimately bounded, i.e.,260
E[‖XN (t, x)‖p] ≤ k|x|pe−ωt + c, t ≥ 0, x ∈ PN (H), for some positive constants
k, ω, c, and p.
For convenience, we only prove the case that p = 2. Due to the fact that
XN (t) = Y N (t) +ZN (t), we estimate the H-norm of ZN and Y N , respectively.
The mild form of ZN yields that
E[‖ZN (t)‖2] ≤ E[‖ZN (t)‖2E ] ≤ C(Q).
It follows from the variational approach, Poincare, Young and Ho¨lder inequali-
ties that
E[‖Y N (t)‖2] = E[‖Y N (0)‖2]− 2
∫ t
0
‖∇Y N (s)‖2ds+ 2
∫ t
0
〈F (Y N (s) + ZN (s)), Y N (s)〉ds
≤ E[‖Y N (0)‖2]− 2λ1
∫ t
0
‖Y N (s)‖2ds+ C()
∫ t
0
(1 + ‖ZN‖4L4)ds
+
∫ t
0
(−(2a3 − )‖Y N (s)‖4L4 + C‖Y N (s)‖2)ds
≤ E[‖Y N (0)‖2]− 2λ1
∫ t
0
‖Y N (s)‖2ds+ C()
∫ t
0
(1 + ‖ZN (s)‖4E)ds.
Then the Gronwall inequality and the a priori estimate of ‖ZN (s)‖E imply that
E[‖Y N (t)‖2] ≤ e−2λ1t‖x‖2 +
∫ t
0
e−2λ1(t−s)C(Q)ds ≤ e−2λ1t‖x‖2 + C(Q,λ1).
From [20, Theorem 12.1], it follows that {PNt }t≥0, is V -uniformly ergodic with
V = 1 + ‖x‖2, i.e.,
sup
‖φ‖V ≤1
∣∣∣Ptφ(x)− ∫
PN (H)
φdµN
∣∣∣ ≤ CV (x)e−αt, x ∈ PN (H),
where C = C(α, λ1), α = α(α, λ1), and φ ∈ BVb (PN (H)), i.e, φ is Borel-
measurable and ‖φ‖V := supx∈PN (H) ‖φ(x)‖V (x) <∞. Now taking any φ ∈ Bb(PN (H)),
we have ‖φ‖V ≤ ‖φ‖0. Combining with V -uniformly ergodicity of Pt, we deduce
that ∣∣∣Ptφ(x)− ∫
PN (H)
φdµN
∣∣∣ ≤ C(‖φ‖0)V (x)e−αt, x ∈ PN (H).
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we obtain the exponential ergodicity of the unique invariant measure. By the
fact that Bb(H) ⊂ Bb(PN (H)), taking two different initial data yN1 , yN2 , com-
bining with the exponential ergodicity of µN , we complete the proof. 2265
Remark 4. Under the same conditions of Proposition 3, one can obtain the
uniformly exponentially ergodicity (V = 1) of PNt , t ≥ 0 (see e.g. [20]),
sup
|φ|0≤1
∣∣∣PNt φ(x)− ∫
PN (H)
φdµN
∣∣∣ ≤ Ce−ct,
which can be used to improve the bound of regularity estimates in Lemma 8. The
condition ‖Q− 12 (−A)− 12 ‖ <∞ in Assumption 5 is necessary for the strong Feller
property of Pt. However, from the proof of the strong Feller property of P
N
t , it
follows that the estimate (11) holds even for the case ‖Q− 12 (−A)− 12 ‖ =∞.
4.2. Time-independent regularity estimate of Kolmogorov equation270
In order to obtain the time-independent optimal weak error estimate, we
need more refined regularity estimates of the Kolmogorov equation. However,
the regularizing approach by the splitting strategy may be not used directly
to get these time-independent regularity estimates. To overcome this difficulty,
we investigate time-independent regularity estimates of the Kolmogorov equa-
tion by means of a finite dimensional approximation. Recall the Kolmogorov
equation of the Galerkin approximation
∂UM (t, x)
∂t
= 〈Ax+ PMF (x), DUM (t, x)〉+ 1
2
tr[PMQ
1
2 (PMQ
1
2 )∗D2UM (t, x)],
(13)
where M ∈ N+. The proofs of the time-independent regularity estimates under
Assumption 4 or Assumption 5 are totally different. Under the strong dissipative
condition λ1 > λF , we show the exponential decay of the regularity estimate by
variational arguments. Once it occurs that λ1 ≤ λF , the V -uniform ergodicity
is used to achieve this type estimate.275
Lemma 7. Let Assumptions 1-4 hold and φ ∈ C2b (H). For α, θ, γ ∈ [0, 1),
θ + γ < 1 and η ∈ (d4 , 1), there exist c > 0, C(Q,α, φ, η) and C(Q, θ, γ, φ, η)
such that for x, h, k ∈ PM (H), M ∈ N+ and t > 0,
|DUM (t, x) · h| ≤ C(Q,α, φ, η)(1 + sup
s∈[0,t]
E[‖XM (s, x)‖2E ])(1 + t−α)e−ct‖(−A)−αh‖,
(14)
|D2UM (t, x) · (h, k)| ≤ C(Q, θ, γ, φ, η)(1 + sup
s∈[0,t]
E[‖XM (s, x)‖7E ])(1 + t−η + t−θ−γ)
e−ct‖(−A)−θh‖‖(−A)−γk‖. (15)
Proof Similar to the proof of [13, Proposition 4.1], we have
DUM (t, x) · h = E[Dφ(XM (t, x)) · ηh(t, x)],
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DUM (t, x) · (h, k) = E[Dφ(XM (t, x)) · ζh,k(t, x)]
+ E[D2φ(XM (t, x)) · (ηh(t, x), ηk(t, x))]
for h, k, x ∈ PM (H), t ≥ 0, where ηh and ζh,k satisfy
∂ηh(t, x)
∂t
= Aηh(t, x) + PM (DF (XM (t, x))ηh(t, x)), ηh(0, x) = h,
∂ζh,k(t, x)
∂t
= Aζh,k(t, x) + PM (DF (XM (t, x))ζh,k(t, x))
+ PM (D2F (XM (t, x))ηh(t, x)ηk(t, x)), ζh,k(0, x) = 0.
For convenience, the parameter M is omitted in the notations of ηh and ζh,k.
Consider the following auxiliary equation
∂V (t, s)h
∂t
= (A+ PMDF (XM (t, x)))V (t, s)h, V (s, s)h = h.
The straightforward argument leads to ‖V (t, s)h‖2 ≤ e−2(λ1−λF )(t−s)‖h‖2.
Denote η˜h(t, x) := ηh(t, x) − etAh. It follows from the smoothing effect of
etA and the estimate of V (t, s), 0 ≤ s ≤ t, that for some c ∈ (0, λ1),
|E[Dφ(XM (t, x)) · etAh]| ≤ |φ|1Cαt−αe−ct‖(−A)−αh‖,
and
‖η˜h(t, x)‖ = ‖
∫ t
0
V (t, s)(PM (DF (XM (t, x))esAh)ds‖
≤
∫ t
0
e−(λ1−λF )(t−s)‖DF (XM (s, x))‖E‖esAh‖ds
≤ C|φ|1
∫ t
0
(1 + ‖XM (s, x)‖2E)e−(λ1−λF )(t−s)s−αe−csds‖(−A)−αh‖.
Taking c > λ1 − λF , we obtain
|E[Dφ(XM (t, x)) · η˜h(t, x)]|
≤ C|φ|1
∫ t
0
(1 + E[‖XM (s, x)‖2E ])e−(λ1−λF )(t−s)s−αe−csds‖(−A)−αh‖
≤ Ce−(λ1−λF )t
∫ t
0
(1 + E[‖XM (s, x)‖2E ])s−αe−(c−λ1+λF )sds‖(−A)−αh‖
≤ C(1 + sup
s∈[0,t]
E[‖XM (s, x)‖2E ])e−(λ1−λF )t‖(−A)−αh‖.
The above two estimates imply that
|E[Dφ(XM (t, x)) · ηh(t, x)]|
≤ C(1 + sup
s∈[0,t]
E[‖XM (s, x)‖2E ])(1 + t−α)e−ct‖(−A)−αh‖.
28
Similarly, we have
E[D2φ(XM (t, x)) · (ηh(t, x), ηk(t, x))]
≤ C|φ|2(1 + sup
s∈[0,t]
E[‖XM (s, x)‖4E ])(1 + t−(β+γ))e−ct‖(−A)−βh‖‖(−A)−γh‖.
Denote V˜ (t, s)h = V (t, s)h − e−(t−s)Ah. Similar arguments imply that for t >
s ≥ 0, 0 ≤ α < 1,
‖V (t, s)h‖ ≤ Ce−(λ1−λF )(t−s)
(
(t− s)−α +
∫ t
s
(r − s)−αe(−c+λ1−λF )(r−s) (16)
‖DF (XM (r, x))‖Edr
)
‖(−A)−αh‖.
Based on the representation of ζh,k and (16), we obtain
‖ζh,k(t, x)‖ =
∥∥∥ ∫ t
0
V (t, s)PM
(
D2F (XM (s, x))ηy(s, x)ηz(s, x)
)
ds
∥∥∥
≤ C
∫ t
0
e−c(t−s)(t− s)−η(1 + ∫ t
s
e−c1(r−s)(r − s)−η‖DF (XM (r, x))‖Edr
)
‖(−A)−ηPM ((D2F (XM (s, x))ηy(s, x)ηz(s, x)))‖ds,
for η > d4 , c, c1 > 0. Thus we have
E[Dφ(XM (t, x)) · ζh,k(t, x)]
≤ Ce−ct(1 + sup
r∈[0,t]
E[‖(XM (r, x))‖7E ])
∫ t
0
e−cs(t− s)−η
(1 + s−θ−γ)‖(−A)−θh‖‖(−A)−γk‖ds
≤ Ce−c1t(1 + t−η)(1 + sup
r∈[0,t]
E[‖(XM (r, x))‖7E ])‖(−A)−θh‖‖(−A)−γk‖,
which completes the proof. 2
Lemma 8. Let Assumptions 1-3 and Assumption 5 hold, φ ∈ C2b (H). For
α, θ, γ ∈ [0, 1), θ + γ < 1 and η ∈ (d4 , 1), there exist c > 0, C(Q,α, φ, η)
and C(Q, θ, γ, φ, η) such that for x, y, z ∈ PM (H) and t ∈ (0, T ],
|DUM (t, x) · y| ≤ C(Q,α)(1 + sup
s∈[0,t]
E[‖XM (s, x)‖4E ]) (17)
(1 + t−α)e−ct‖(−A)−αy‖,
|D2UM (t, x) · (y, z)| ≤ C(Q, θ, γ)|(1 + sup
s∈[0,t]
E[‖XM (s, x)‖14E ]) (18)
(1 + t−η + t−θ−γ)e−ct‖(−A)−θy‖‖(−A)−γz‖.
Proof By the similar arguments in Lemma 7, we obtain the regularity esti-
mate for 0 < t ≤ T . For convenience, we take T = 1 and get for 0 < t ≤ 1
‖ηh(t, x)‖ ≤ C(1 + sup
s∈[0,t]
‖XM (s, x)‖2E)(1 + t−α)‖(−A)−αh‖, (19)
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‖ζh,k(t, x)‖ ≤ C(1 + sup
s∈[0,t]
‖XM (s, x)‖7E)(1 + t−η + t−θ−γ)‖(−A)−θh‖‖(−A)−γh‖.
To get the time-independent regularity estimate, we need another a priori esti-
mate ofXM which does not depend on x. According to the factXM = YM+ZM
and the evolution of ‖YM‖2, we have
∂
∂t
‖YM (t)‖2 = −2‖∇YM (t)‖2 + 2〈F (YM (t) + ZM (t)), Y N (t)〉
≤ −c‖YM (t)‖4 + C(1 + ‖ZM (t)‖4L4),
for 0 < c < 2, C > 0. By applying [10, Lemma 1.2.6], we have
sup
x∈PM (H)
‖YM (t)‖p ≤ C(p, t)(t ∧ 1)− p2 , (20)
for p ≥ 1, where C(p, t) has finite moments of any order. Combining with the
equivalence of norms in finite dimensional space, we have
‖ηh(t, x)‖ ≤ C(M, t, |φ|1)‖h‖,
‖ζh,k(t, x)‖ ≤ C(M, t, |φ|2)‖h‖‖k‖,
for t > 0. Indeed, by the chain rule, we have
‖ηh(t, x)‖2 +
∫ t
0
‖∇ηh(s, x)‖2ds ≤ ‖h‖2 +
∫ t
0
〈DF (XM (s))ηh(s, x), ηh(s, x)〉ds.
Therefore
‖ηh(t, x)‖2 +
∫ t
0
‖∇ηh(s, x)‖2ds ≤ ‖h‖2 + C
∫ t
0
‖ηh(s, x)‖2ds.
The Gronwall inequality leads that ‖ηh(t, x)‖ ≤ C(M, t, |φ|1)‖h‖ for t > 0. The
same arguments, together with (20), the Sobolev embedding theorem and the
inverse inequality, yield that
‖ζh,k(t, x)‖ ≤ ‖
∫ t
0
V (t− s)D2F (XM (s))ηh(s, x)ηk(s, x)ds‖
≤ eCt
∫ t
0
‖XM (s)‖L6‖ηh(s, x)‖L6‖ηk(s, x)‖L6ds
≤ eCt
∫ t
0
‖XM (s)‖H1‖ηh(s, x)‖H1‖ηk(s, x)‖H1ds
≤ eCtλ 32M
∫ t
0
‖XM (s)‖‖ηh(s, x)‖‖ηk(s, x)‖ds
≤ eCtλ 32M
√
t‖h‖‖k‖.
Thus, we get
|DUM (t, x) · h| ≤ eCt‖h‖, (21)
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|D2UM (t, x) · (h, k)| ≤ C(p, t)eCtλ 32M
√
t‖h‖‖k‖,
which implies that for any φ ∈ C2b (H), UM (t) = Ptφ ∈ C2b (H), t > 0.
The Bismut–Elworthy–Li formula states that if Φ : PM (H)→ R belongs to
C2b (PM (H)) and |Φ(x)| ≤M(Φ)(1 + |x|q), q ≥ 1, then we can calculate the first
and second order derivatives of UMΦ (t, x) := E[Φ(XM (t, x))] with respect to x.
Indeed, we have
DUMΦ (t, x) · h =
1
t
E
[ ∫ t
0
〈Q− 12 ηh(s, x), dW˜ (s)〉Φ(XM (t, x))
]
,
for any x ∈ PM (H), h ∈ PM (H). The Markov property of Pt implies that
DUMΦ (t, x) · h =
2
t
E
[ ∫ t2
0
〈Q− 12 ηh(s, x), dW˜ (s)〉UNΦ (
t
2
, XM (
t
2
, x))
]
,
where W˜ is the cylindrical Wiener process. By applying again the Bismut–
Elworthy–Li formula, we get a formula of the second derivative
D2UMΦ (t, x) · (h, k) =
2
t
E
[ ∫ t2
0
〈Q− 12 ζh,k(t, x), dW˜ (s)〉UMΦ (
t
2
, XM (
t
2
, x))
]
+
2
t
E
[ ∫ t2
0
〈Q− 12 ηh(t, x), dW˜ (s)〉DUMΦ (
t
2
, XM (
t
2
, x)) · ηk( t
2
, x)
]
,
for x, h, k ∈ PM (H). By using a priori estimates of ηh and ζh,k, we obtain
|DUMΦ (t, x) · h| ≤
1
t
√
E[|Φ(XM (t, x))|2]
√
E[
∫ t
0
‖Q− 12 ηh(s, x)‖2ds]
≤ 1
t
C(t)M(Φ)(1 +
√
E[‖XM (t, x)‖2q])‖h‖,
and
|D2UMΦ (t, x) · (h, k)| ≤
2
t
√
E[|UMΦ (
t
2
, XM (
t
2
, x))|2]
√
E[
∫ t
0
‖Q− 12 ζh,k(s, x)‖2ds]
+
1
t
√
E[
∫ t
0
‖Q− 12 ηh(s, x)‖2ds]
√
E[|DUMΦ (
t
2
, XM (
t
2
, x)) · ηk( t
2
, x)|2]
≤ 1
t
C(t)M(Φ)(1 +
√
E[‖XM ( t
2
, x)‖2q])
√
E[
∫ t
0
‖Q− 12 ζh,k(s, x)‖2ds]
+
1
t2
C(t, Q)M(Φ)(1 +
√
E[‖XM ( t
2
, x)‖2q])‖h‖‖k‖
for 0 < t ≤ 1. To estimate E[∫ t
0
‖Q− 12 ζh,k(s, x)‖2ds], we consider the M -
independent estimation of ζh,k and get
‖ζh,k(t, x)‖ ≤ ‖
∫ t
0
V (t− s)D2F (XM (s))ηh(s, x)ηk(s, x)ds‖
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≤ eCt
∫ t
0
(1 + ‖XM (s)‖E)‖ηh(s, x)‖L4‖ηk(s, x)‖L4ds
≤ eCt(1 + sup
s∈[0,t]
‖XM (s)‖E)
∫ t
0
‖(−A) 12 ηh(s, x)‖‖(−A) 12 ηh(s, x)‖ds
≤ C(t)(1 + sup
s∈[0,t]
‖XM (s)‖E)‖h‖‖k‖,
which implies that∫ t
0
‖Q− 12 ζh,k(s, x)‖2ds ≤ C(t)‖ζh,k(t, x)‖2 +
∫ t
0
〈D2F (XM (s))ηh(s, x)ηk(s, x), ζh,k(s, x)〉ds
≤ eCtC(t)(1 + sup
s∈[0,t]
‖XM (s)‖2E)‖h‖2‖k‖2 + C sup
s∈[0,t]
‖ζh,k(s, x)‖
(1 + sup
s∈[0,t]
‖XM (s)‖E)
∫ t
0
‖(−A) 12 ηh(s, x)‖‖(−A) 12 ηk(s, x)‖ds
≤ eCtC(t)(1 + sup
s∈[0,t]
‖XM (s)‖2E)‖h‖2‖k‖2.
It is concluded that
|D2UMΦ (t, x) · (h, k)| ≤ (
1
t
+
1
t2
)C(t)M(Φ)(1 +
√
E[‖XM ( t
2
, x)‖2q])
(1 + sup
s∈[0,t]
√
E[‖XM (s, x)‖2E ])‖h‖‖k‖.
For any t ≥ 1, we have UM (t, x) = E[UM (t−1, XM (1, x))]. The exponential
convergence estimate (11) yields that
|UM (t− 1, x)−
∫
PM (H)
φdµM | ≤ Ce−c(t−1)(1 + ‖x‖2).
Inspired by [5], we choose Φ(x) = UM (t − 1, x) − ∫
PM (H) φdµ
M , we have that
DΦ and D2Φ are uniformly bounded by (21). From the above estimate (19)
in 0 < t ≤ 1 and the fact that UM (t, x) = E[Φ(XM (1, x))] + ∫
PM (H) φdµ
M , it
follows that
|DUM (t, x) · h| ≤ Ce−c(t−1)(1 +
√
E[‖XM (1, x)‖4])‖h‖
|D2UM (t, x) · (h, k)| ≤ Ce−c(t−1)(1 +
√
E[‖XM (1
2
, x)‖4])
(1 + sup
s∈[0,1]
√
E[‖XM (s)‖2E ])‖h‖‖k‖,
for t ≥ 1. Thus we conclude that
‖DUM (t, x)‖ ≤ Ce−ct(1 + sup
s∈[0,1]
√
E[‖XM (s, x)‖4]),
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‖D2UM (t, x)‖L(H) ≤ Ce−ct(1 + sup
s∈[0,1]
√
E[‖XM (s, x)‖4])(1 + sup
s∈[0,1]
√
E[‖XM (s, x)‖2E ]).
Combining with the Markov property of XM , we have
|DUM (t, x) · h| ≤ Ce−c(t−1)
(
1 +
√
sup
s∈[0,t]
E[‖XM (s, x)‖4]
)√
E[‖ηh(1, x)‖2]
≤ Ce−c(t−1)
(
1 + sup
s∈[0,t]
E[‖XM (s, x)‖4E ]
)
‖h‖H−α
|D2UM (t, x) · (h, k)| = |E[D2(UM (t− 1, XM (1, x))) · (h, k)]|
≤ |E[D2UM (t− 1, XM (1, x)) · (ηh(1, x), ηk(1, x))]|
+ |E[DUM (t− 1, XM (1, x)) · ζh,k(1, x)]|
≤ Ce−c(t−1)(1 + sup
s∈[0,t]
E[‖XM (s, x)‖14E ])‖h‖H−θ‖k‖H−γ .
The above estimate, together with (19) completes the proof. 2
4.3. Time-independent weak error estimate and approximation of the invariant280
measure
To get the time-independent weak convergence analysis, we introduce the
another solution XM , M  N , of spectral Galerkin method. The regularity
estimates in Lemmas 7 and 8 of UM are crucial. Before that, we first give a useful
estimate to deal with the conditional expectation appeared in the regularity285
estimate of UM in Lemmas 7 and 8. For convenience, we use the notation Ex
as the conditional expectation at x ∈ E.
Lemma 9. Under Assumptions 1-3, for any T > t ≥ 0, there exists a constant
C(Q,X0, p) such that for any p ≥ 2,
E
[
sup
s∈[0,T−t]
EX̂N (t)
[
‖XM (s, X̂N (t))‖pE
]]
≤ C(Q,X0, p).
Proof Without loss of generality, we assume that t ∈ [tk, tk+1), 0 ≤ k ≤ K − 1.
By the procedures in proving Corollary 2, we have, for 0 ≤ s ≤ T − t,
XM (s, X̂N (t)) = YM (s, Ŷ N (t)) + ZM (s, ẐN (t)).
Here YM and ZM satisfy
dYM = AYMds+ PMF (YM + ZM )ds,
dZM = AZMds+ PMdŴ (s),
where Ŵ (s), s ≥ 0 is another Wiener process independent of {W (r)}r∈[0,tk+1]
and has the same distribution as W (t + s) −W (t). Here YM (0) = Ŷ N (t) and
ZM (0) = ẐN (t), where
Ŷ N (t) = Y Nk +ASδtY
N
k (t− kδt) + SδtPNF (Y Nk+1 + ZNk+1)(t− kδt)
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ẐN (t) = ZNk +ASδtZ
N
k (t− kδt) + SδtPN (W (t)−W (tk)).
Now we show that ‖Ŷ N (t)‖H1 and ‖ẐN (t)‖E have any finite qth moment, q ≥ 2.
Indeed, we have
‖Ŷ N (t)‖H1 ≤ C‖Y Nk ‖H1 + C(1 + ‖Y Nk+1‖3H1 + ‖ZNk+1‖3E)
‖ẐN (t)‖E ≤ C‖ZNk ‖E + ‖SδtPN (W (t)−W (tk))‖E ,
which, together with the estimations in Lemmas 3 and 4, implies the bound-
edness of any qth moment of ‖Ŷ N (t)‖H1 and ‖ẐN (t)‖E . Similar arguments in
Lemmas 3 and 4 yield that for s ∈ [0, T − t]
‖ZM (s, ẐN (t))‖E ≤ ‖ẐN (t)‖E + ‖
∫ t+s
t
S(s− r)dŴ (r)‖E ,
‖YM (s, Ŷ N (t))‖E ≤ ‖Ŷ N (t)‖E + Cd(‖Ŷ N (t)‖H1 , Q, {‖ZM (r, ẐN (t))‖E}r∈[0,s]),
where Cd(‖Ŷ N (t)‖H1 , Q, {‖ZM (r, ẐN (t))‖E}r∈[0,s]) is a random variable and
polynomially depends on ‖Ŷ N (t)‖H1 and ‖ẐN (t)‖E . Similar to the proof of
Lemma 4, in d = 1, we do not need the a priori estimate of ‖YM‖H1 . Combin-290
ing with the a priori estimate of stochastic convolution of ZM , we deduce that
Cd has finite qth moment, q ≥ 2, which leads to the desired result. 2
Proof of Theorem 2 Let Kδt = T > 0. We transform the error estimate
from H into PM (H),
|E[φ(X(Kδt,X0))− φ(XNk )]| ≤ |E[φ(X(Kδt,X0))− φ(XM (Kδt,XM0 ))]|
+ |E[φ(XM (Kδt,XM0 ))− φ(XNK )]|.
From the strong convergence analysis in Lemma 1 and Remark 1, it follows that
for M ∈ N+,
|E[φ(X(Kδt,X0))− φ(XM (Kδt,XM0 ))]| ≤ C(Kδt,X0)λ−
β
2
M .
Then, after taking M → ∞, it suffices to estimate |E[φ(XM (Kδt,XM0 )) −
φ(XNK )]|. We decompose E[φ(XM (Kδt,XM0 ))− φ(XNK )] as
E
[
UM (Kδt,XM0 )
]
− E
[
UM (0, XNK )
]
=
(
E
[
UM (Kδt,XM0 )
]
− E
[
UM (Kδt,XN0 )
])
+
(
E
[
UM (Kδt,XN0 )
]
− E
[
UM (0, XNK )
])
.
The regularity estimate of UM in Lemma 7 leads to∣∣∣E[UM (Kδt,XM0 )]− E[UM (Kδt,XN0 )]∣∣∣
≤
∫ 1
0
∣∣∣E[DUM (Kδt, θXM0 + (1− θ)XN0 ) · (I − PN )XM0 ]∣∣∣dθ
≤ C(1 + ‖XM0 ‖2E + ‖XN0 ‖2E) min((1 + (Kδt)−α)e−cKδtλ−αN ‖X0‖, λ
− β2
N ‖X0‖Hβ ).
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From the Itoˆ formula for Skorohod integrals, the Kolmogorov equation (13) and
Malliavin integration by parts, it follows that
E
[
UM (Kδt,XN0 )
]
− E
[
UM (0, XNK )
]
=
K−1∑
k=0
E
[
UM (Kδt− kδt,XNk )
]
− E
[
UM (Kδt− (k + 1)δt,XNk+1)
]
= E
[
UM (Kδt,XN0 )
]
− E
[
UM (Kδt− δt,XN1 )
]
−
K−1∑
k=0
∫ tk+1
tk
∑
l∈N+
E
[
D2UM (T − t, X̂N (t)) · (DtX̂N (t)PNQ 12 el, SδtPNQ 12 el)
]
dt
+
K−1∑
k=0
(∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), AX̂N (t)−ASδtXNk 〉
]
dt
)
+
(∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PMF (X̂N (t))− SδtPNF (XNk+1)〉
]
dt
)
+
1
2
(∫ tk+1
tk
∑
l∈N+
E
[
D2UM (T − t, X̂N (t)) ·
(
(PMQ
1
2 el, P
MQ
1
2 el)− (SδtPNQ 12 el, SδtPNQ 12 el)
)]
dt
)
=: E
[
UM (Kδt,XN0 )
]
− E
[
UM (Kδt− δt,XN1 )
]
+
K−1∑
k=1
IIk1 + II
k
2 + II
k
3 + II
k
4 .
The estimation for the first term in the above equation can be easily obtained
by the similar arguments in the proof of Theorem 3 and thus we focus on the
estimations of IIk1 -II
k
4 , k ≥ 1. By the regularity estimate of UM in Lemmas 7
and 8 and the a priori estimate of X̂N , we have
|
K−1∑
k=1
IIk1 | ≤
∣∣∣K−1∑
k=0
∫ tk+1
tk
∑
l∈N+
E
[
D2UM (T − t, X̂N (t)) · (DtX̂N (t)PNQ 12 el, SδtPNQ 12 el)
]
dt
∣∣∣
≤ C
K−1∑
k=1
∫ tk+1
tk
(1 + (T − t) β−12 )e−c(T−t)E
[
(1 + sup
s∈[0,T−t]
EX̂N (t)[‖XM (s, X̂N (t))‖14E ])
‖DtX̂N (t)‖L02‖(−A)
1−β
2 Sδt‖L‖(−A)
β−1
2 ‖L02
]
dt
≤ C(Q,X0)δt
β+1
2
K−1∑
k=1
∫ tk+1
tk
(1 + (T − t) β−12 )e−c(T−t)(tk+1 − [t]δt)
β−1
2 dt
≤ C(Q,X0)δtβ ,
where we use the a priori estimate in Proposition 1 and the fact that for tk ≤
t ≤ s ≤ tk+1,
DsX̂N (t) = SδtDsXN (tk) + (t− tk)PNSδtDF (X̂N (tk+1))DsX̂Nk+1 +Ds
∫ t
tk
SδtP
NdW (s)
35
= (t− tk)PNSδtDF (X̂N (tk+1))DsX̂Nk+1.
Then we estimate IIk2 , II
k
3 and II
k
4 , k ≥ 1 separately. The definition of X̂ leads
to
IIk2 =
∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A(XNk − SδtXNk )〉
]
dt
+
∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), (t− tk)A2SδtXNk 〉
]
dt
+
∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), (t− tk)ASδtPNF (XNk+1)〉
]
dt
+
∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A
∫ t
tk
SδtdW (s)〉
]
dt
:= IIk21 + II
k
22 + II
k
23 + II
k
24.
From I − Sδt = −Aδt(I − Aδt)−1, the mild form of XNk (4), Lemma 4 and
Lemmas 7-9, it follows that for k ≥ 1 and any small 1 > 0
|IIk21| ≤ Cδt
∫ tk+1
tk
(1 + (T − t)−α)e−c(T−t)E
[
(1 + sup
s∈[0,T−t]
EX̂N (t)[‖XM (s, X̂N (t))‖4E ])
‖(−A)1−1Skδt‖‖(−A)1−α+1Sδt‖‖XN0 ‖
]
dt
+ Cδt
∫ tk+1
tk
(1 + (T − t)−α)e−c(T−t)
k−1∑
j=0
E
[
(1 + sup
s∈[0,T−t]
EX̂N (t)[‖XM (s, X̂N (t))‖4E ])
‖(−A)1−1Sk−jδt ‖‖(−A)1−α+1Sδt‖‖F (XNj+1)‖
]
dt
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A2δt
k−1∑
j=0
Sk+1−jδt P
NδWj〉
]
dt
∣∣∣
≤ C(X0, Q)δtα−1
∫ tk+1
tk
(1 + (T − t)−α)e−c(T−t)(1 + (tk)−1+1e−c1tk)dt+ IIk211,
where IIk211 :=
∣∣∣ ∫ tk+1tk E[〈DUM (T − t, X̂N (t)), A2δt∑k−1j=0 Sk+1−jδt PNδWj〉]dt∣∣∣.
Notice that the lack of regularity and bad time behavior do not happen at the
same time. We split IIk211 as
|IIk211| ≤
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A2δt
∫ max(tk−1,0)
0
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A2δt
∫ tk
max(tk−1,0)
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣.
The Cauchy–Schwarz inequality, the regularity estimate of UM , a priori estimate
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of XN and the smoothy effect of Sδt and Lemma 9 yield that∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A2δt
∫ max(tk−1,0)
0
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣
≤ Cδt
∫ tk+1
tk
√
E
[
‖
∫ max(tk−1,0)
0
A2PNS
k+1−bsc
δt dW (s)‖2
]√
E
[
‖DUM (T − t, X̂N (t)‖2
]
dt
≤ C(Q,X0)δt
∫ tk+1
tk
√
E
[
‖
∫ max(tk−1,0)
0
A2PNS
k+1−bsc
δt dW (s)‖2
]
e−c(T−t)dt
≤ C(Q,X0)δt
∫ tk+1
tk
√
E
[ ∫ max(tk−1,0)
0
‖(−A)2+ 1−β2 PNSk+1−bscδt ‖2L(H)‖(−A)
β−1
2 ‖2L02ds
]
e−c(T−t)dt
≤ C(Q,X0)δt
∫ tk+1
tk
√∫ max(tk−1,0)
0
1
(1 + λ1δt)k−bsc
(tk − [s]δt)−5+βdse−c(T−t)dt
≤ C(Q,X0)δt
∫ tk+1
tk
√∫ ∞
0
1
(1 + λ1δt)bsc
dse−c(T−t)dt ≤ C(Q,X0)δt
∫ tk+1
tk
e−c(T−t)dt.
Applying Malliavin calculus integration by parts, Malliavin differentiability of
X̂N and the regularity estimate of UM and Lemma 9, we have∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A2δt
∫ tk
max(tk−1,0)
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣
= δt
∫ tk+1
tk
∫ tk
max(tk−1,0)
∑
l∈N+
E
[∣∣∣D2UM (T − t, X̂N (t)) · (DQ 12 els X̂N (t), A2Sk+1−bscδt PNQ 12 el)∣∣∣]dsdt
≤ Cδt
∫ tk+1
tk
∫ tk
max(tk−1,0)
∑
l∈N+
E
[∣∣∣〈(−A) 1+β2 −1D2UM (T − t, X̂N (t))(−A) 1−β2
(−A) β−12 DQ
1
2 el
s X̂
N (t), (−A)2− β+12 +1Sk+1−bscδt PNQ
1
2 el)〉
∣∣∣]dsdt
≤ Cδt
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−1+1)
∫ tk
max(tk−1,0)
E
[
(1 + sup
r∈[0,T−t]
EX̂N (t)‖XM (r, X̂N (t))‖14E ])
‖(−A) β−12 DsX̂N (t)‖L02‖(−A)1−1S
k−bsc
δt ‖‖(−A)1−β+21Sδt‖‖(−A)
β−1
2 ‖L02
]
dsdt
≤ C(X0, Q)δtβ−21
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−1+1)
∫ tk
max(tk−1,0)
(tk − [s]δt)−1+1e−c(tk−[s]δt)
‖(−A) β−12 DsX̂N (t)‖L2(Ω;L02)dsdt
≤ C(X0, Q)δtβ−21
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−1+1)dt.
The above analysis leads to
|IIk21| ≤ C(X0, Q)δtα−1
∫ tk+1
tk
(1 + (T − t)−α)e−c(T−t)dt
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+ C(X0, Q)δt
β−21
∫ tk+1
tk
(1 + (T − t)−1+1)e−c(T−t)dt,
for k ≥ 1. Since the estimations for IIk22 and IIk23 for k ≥ 1 are similar, we omit
the procedures. Malliavin integration by parts yields that
|IIk24| =
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), A
∫ t
tk
SδtdW (s)〉
]
dt
∣∣∣
=
∣∣∣ ∫ tk+1
tk
∫ t
tk
E
[
〈D2UM (T − t, X̂N (t))DsX̂N (t), ASδt〉L02
]
dsdt
∣∣∣
≤
∣∣∣ ∫ tk+1
tk
∫ t
tk
E
[
〈(−A) 1+β2 −1D2UM (T − t, X̂N (t))(−A) 1−β2 (−A) β−12 DsX̂N (t),
(−A)1Sδt(−A)
1−β
2 〉L02
]
dsdt
∣∣∣
≤ C(Q,X0)δtβ−1
∫ tk+1
tk
(1 + (T − t)−1+1)e−c(T−t)dt.
It follows that
|IIk2 | ≤ C(X0, Q)δtβ−21
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−1+1)dt
+ C(X0, Q)δt
α−1
∫ tk+1
tk
(1 + (T − t)−α)e−c(T−t)(1 + (tk)−1+1e−c1tk)dt.
Now, we are in a position to estimate IIk3 . By the regularity of DU
M and a
priori estimate of X̂N , we have
|IIk3 | ≤
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PM (I − PN )F (X̂N (t))〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), (I − Sδt)PNF (XNk+1)〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PN (F (X̂N (t))− F (XNk+1)〉
]
dt
∣∣∣
≤ C(λ−αN + δtα)
∫ tk+1
tk
(1 + (T − t)−α)e−c(T−t)
E
[
(1 + sup
r∈[0,T−t]
EX̂N (t)[‖XM (r, X̂N (t))‖4E ])(1 + ‖X̂(t)‖3L6)
]
dt
+
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PN (F (X̂N (t))− F (XNk+1)〉
]
dt
∣∣∣.
Thus it sufficient to estimate the last term in the above inequality. It follows
from Taylor expansion of F , the regularity of X̂N and DUM , and the a priori
estimate of X̂N that∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PN (F (X̂N (t))− F (XNk+1)〉
]
dt
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≤
∫ tk+1
tk
(t− tk+1)E
[
〈DUM (T − t, X̂N (t)), PN (DF (X̂N (t)) · (ASδtXNk ))〉
]
dt
+
∫ tk+1
tk
(t− tk+1)E
[
〈DUM (T − t, X̂N (t)), PN (DF (X̂N (t)) · (SδtPNF (XNk+1))〉
]
dt
+
∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PN (DF (X̂N (t)) · PN (
∫ tk+1
t
SδtdW (s)))〉
]
dt
+
∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PN (
∫ 1
0
D2F (θX̂N (t) + (1− θ)XNk+1))
· (X̂N (t)−XNk+1, X̂N (t)−XNk+1)(1− θ)dθ〉)
]
dt =: IIk31 + II
k
32 + II
k
33 + II
k
34.
The estimation of IIk31 is similar to the estimation of II
k
21 and we need to use
a proper decomposition of the stochastic integral. The mild form of XNk+1,
Malliavin integration by parts and Lemma 9 yield that
|IIk31| :=
∣∣∣ ∫ tk+1
tk
(t− tk+1)E
[
〈DUM (T − t, X̂N (t)), PN (DF (X̂N (t)) · (ASk+1δt XN0 ))〉
]
dt
+
∫ tk+1
tk
(t− tk+1)δtE
[
〈DUM (T − t, X̂N (t)), PN (DF (X̂N (t)) · (
k−1∑
j=0
A
Sk+1−jδt P
NF (XNj+1))〉
]
dt+ IIk311
∣∣∣
≤ Cδt
∫ tk+1
tk
e−c(T−t)E
[
(1 + sup
r∈[0,T−t]
EX̂N (t)[‖XM (r, X̂N (t))‖4E ])(1 + ‖X̂N (t)‖2E)
‖(−A)1−1Skδt‖‖(−A)1Sδt‖‖XN0 ‖
]
dt
+ Cδt2
∫ tk+1
tk
e−c(T−t)
k−1∑
j=0
E
[
(1 + sup
r∈[0,T−t]
EX̂N (t)[‖XM (r, X̂N (t))‖4E ])(1 + ‖X̂N (t)‖5E)
‖(−A)1−1Sk−jδt ‖(−A)1Sδt‖‖XN0 ‖
]
dt+ |IIk311|
≤ C(Q,X0)
∫ tk+1
tk
e−c(T−t)dtδt1−1(t−1+1k e
−c1tk + δt
k−1∑
j=0
t−1+1k−j e
−c1(tk−tj)) + |IIk311|.
Similar arguments on estimating IIk211 leads to
|IIk311| ≤
∣∣∣ ∫ tk+1
tk
(tk+1 − t)E
[
〈DUM (T − t, X̂N (t)), A
∫ max(tk−1,0)
0
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
(tk+1 − t)E
[
〈DUM (T − t, X̂N (t)), A
∫ tk
max(tk−1,0)
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣.
The regularity estimate of DUM yields that∣∣∣ ∫ tk+1
tk
(tk+1 − t)E
[
〈DUM (T − t, X̂N (t)), A
∫ max(tk−1,0)
0
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣
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≤ Cδt
∫ tk+1
tk
√
E[‖DUM (T − t, X̂N (t))‖]
√
E[‖
∫ max(tk−1,0)
0
APNS
k+1−bsc
δt dW (s)‖2]dt
≤ C(X0, Q)δt
∫ tk+1
tk
e−c(T−t)dt.
From the smoothing effect of Sδt, the Malliavin regularity and the a priori
estimate of X̂(t), and the Sobolev embedding theorem E ↪→ H d2+1 , 1 > 0, it
follows that∣∣∣ ∫ tk+1
tk
(tk+1 − t)E
[
〈DUM (T − t, X̂N (t)), A
∫ tk
max(tk−1,0)
PNS
k+1−bsc
δt dW (s)〉
]
dt
∣∣∣
≤ C(Q,X0)δt
∫ tk+1
tk
e−c(T−t)
∫ tk
max(tk−1,0)
∑
l∈N+
‖ASk+1−bscδt Q
1
2 el‖‖DQ
1
2 el
s X̂(t)‖L2(Ω;H)dsdt
+ C(Q,X0)δt
∫ tk+1
tk
e−c(T−t)
∫ tk
max(tk−1,0)
∑
l∈N+
∥∥∥(−A)ηDUM (T − t, X̂(t))∥∥∥
L2(Ω;H)
∥∥∥(−A)−ηD2F (X̂(t)
· (PNASk+1−bscδt Q
1
2 el,DQ
1
2 el
s (X̂(t)))
∥∥∥
L2(Ω;H)
dsdt
≤ C(Q,X0)δt
∫ tk+1
tk
e−c(T−t)
∫ tk
max(tk−1,0)
‖(−A) 3−β2 Sk+1−bscδt (−A)
β−1
2 ‖L02‖DsX̂(t)‖L2(Ω;L02)dsdt
+ C(Q,X0)δt
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−η)
∫ tk
max(tk−1,0)
‖(−A) 3−β2 Sk+1−bscδt (−A)
β−1
2 ‖L02√∑
l∈N+
‖DQ
1
2 el
s X̂(t)‖2L4(Ω;H)dsdt
≤ C(Q,X0)δtβ−1
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−η)
∫ tk
0
(tk − s)−1+1e−c1(tk−s)dsdt,
for η > d4 +
1
2 . Similarly, we have
|IIk32| ≤ Cδt
∫ tk+1
tk
e−c(T−t)E
[
(1 + sup
s∈[0,T−t]
EX̂N (t)‖XM (s, X̂N (t))‖4E)(1 + ‖X̂N (t)‖5E)
]
dt
and
|IIk33| ≤
∣∣∣ ∫ tk+1
tk
∫ tk+1
t
∑
l∈N+
E
[
D2UM (T − t, X̂N (t)) ·
(
PN (DF (X̂N (t)) · (PNSδtQ 12 el),DQ
1
2
el
s X̂
N (t)
)]
dsdt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
∫ tk+1
t
∑
l∈N+
E
[
〈DUM (T − t, X̂N (t)), PN (D2F (X̂N (t)) · (DQ
1
2 el
s X̂
N (t), PNSδtQ
1
2 el)〉
]
dsdt
∣∣∣
≤ C(Q,X0)δt
∫ tk+1
tk
(1 + (T − t)−η)e−c(T−t)dt,
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where we utilize the fact that for tk ≤ t ≤ s ≤ tk+1,
DsX̂N (t) = SδtDsXN (tk) + (t− tk)PNSδtF (X̂N (tk+1))DsX̂Nk+1 +Ds
∫ t
tk
PNSδtdW (s)
= (t− tk)PNSδtF (X̂N (tk+1))DsX̂Nk+1.
Combining with the continuity of X̂N , for t ∈ [tk, tk+1],
‖X̂N (t)− X̂Nk+1‖Lp(Ω;H) ≤ (tk+1 − t)‖(−A)1−
β
2 Sδt‖L‖X(tk)‖Lp(Ω;Hβ) + C‖X(tk)−XNk ‖Lp(Ω;H)
+ C‖F (XNk+1)‖Lp(Ω;H)(tk+1 − t) + ‖
∫ tk+1
t
PNSδtdW (s)‖Lp(Ω;H)
≤ C(X0, Q)(tk+1 − t)
β
2 ,
we deduce that
|IIk34| ≤ C
∣∣∣ ∫ tk+1
tk
E
[
〈DUM (T − t, X̂N (t)), PN (
∫ 1
0
D2F (θX̂N (t) + (1− θ)XNk+1))
· (X̂N (t)− X̂Nk+1, X̂N (t)− X̂Nk+1)dθ〉)
]
dt
∣∣∣
≤ C(Q,X0)
∫ tk+1
tk
e−c(T−t)(T − t)−η‖X̂N (t)− X̂Nk+1‖2L4(Ω;H)dt
≤ C(Q,X0)δtβ
∫ tk+1
tk
e−c(T−t)(T − t)−ηdt.
Thus we conclude that
|IIk3 | ≤ C(Q,X0)
∫ tk+1
tk
e−c(T−t)dtδt1−1(t−1+1k e
−c1tk + δt
k−1∑
j=0
t−1+1k−j e
−c1(tk−tj))
+ C(Q,X0)δt
β−1
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−η)
∫ tk
0
(tk − s)−1+1e−c1(tk−s)dsdt.
For IIk4 , by applying the regularity estimate of D
2UM , we obtain
|IIk4 | ≤
∣∣∣ ∫ tk+1
tk
∑
j∈N+
E
[
D2UM (T − t, X̂N (t)) ·
(
PM (I − PN )Q 12 ej , (PM + PNSδt)Q 12 ej
)]
dt
∣∣∣
+
∣∣∣ ∫ tk+1
tk
∑
j∈N+
E
[
D2UM (T − t, X̂N (t)) ·
(
PN (I − Sδt)Q 12 ej , (PM + PNSδt)Q 12 ej
)]
dt
∣∣∣
≤ C(Q,X0)
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−1+1)‖(−A) β−12 ‖2L02‖(−A)
− 1+β2 +1(I − PN )(−A) 1−β2 ‖dt
+ C(Q,X0)
∫ tk+1
tk
e−c(T−t)(1 + (T − t)−1+1)‖(−A) β−12 ‖2L02‖(−A)
− 1+β2 +1(I − Sδt)(−A)
1−β
2 ‖dt
≤ C(Q,X0)(δtβ−1 + λ−β+21N )
∫ tk+1
tk
(1 + (T − t)−1+1)dt.
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Combining all the estimation of IIk1 -II
k
4 together and summing up over k, we
finish the proof.
2295
The above time-independent error estimate, together with the V -uniformly
ergodicity of Eq.(1) in Proposition 3, immediately yields the result of Corollary
1. We remark that one can first take δt→ 0, and get the weak error between µN
and µ. However, it is still unknown the invariant measure of the implicit method
is unique or not when N → ∞ firstly. This will be studied further. This weak300
convergence approach to approximating the invariant measure is available for
other type numerical methods since we have given the time-independent regular-
ity estimates of Kolmogorov equation in Lemmas 7 and 8. The key requirement
lies on the time-independent a priori estimates of numerical solutions in E. In
particular, if d = 1, according to the a priori estimate in [13] and the arguments305
in Lemma 4, we get the sharp weak convergence rate of the full discretization
{Xhk }k∈N+,h∈(0,1] given by the temporal implicit Euler method and the spatial
linear finite element method. For convenience, denoting Vh the finite element
space and using the notations of the finite element method in [13], we have the
following result.310
Corollary 3. Let Assumptions 1-3 hold with d = 1 and β ∈ (0, 1], γ ∈ (0, β),
X0 ∈ E, T > 0, δt0 ∈ (0, 1 ∧ 1(2λF−2λ1)∨0 ). Then for any φ ∈ C2b (H), there
exists C(X0, Q, T ) > 0 such that for any δt ∈ (0, δt0], Kδt = T , K ∈ N+ and
h ∈ (0, 1], ∣∣∣E[φ(X(T ))− φ(XhK)]∣∣∣ ≤ C(X0, T,Q)(δtγ + h2γ).
In addition, under Assumption 4 or 5, for any φ ∈ C2b (H), there exist constants
c > 0, C(X0, Q) > 0 such that for any large K, δt ∈ (0, δt0] and h ∈ (0, 1],∣∣∣E[φ(XhK(Xh0 ))− ∫
H
φdµ
]∣∣∣ ≤ C(X0, Q)(δtγ + h2γ + e−cKδt).
Furthermore, if µh,δt is an ergodic invariant measure of the numerical solution
{Xhk }k∈N+ , we have∣∣∣E[ ∫
Vh
φdµh,δt −
∫
H
φdµ
]∣∣∣ ≤ C(X0, Q)(δtγ + h2γ).
Remark 5. The weak convergence analysis can be extended to the functional
space C2p(H), i.e., for φ ∈ C2p(H), the first and second derivatives of φ grow poly-
nomially. For instance, under Assumption 5, one can first use the arguments
in the proof of Lemma 7 to get the regularity estimate of Kolmogorov equation
in a finite time T . Then similar arguments in Lemma 8 yield the exponential315
decay estimate for t ≥ T by using the x-independent uniform boundedness of
XN (see the estimate (20)) and the Bismut–Elworthy–Li formula. Combining
with the proof of Theorem 2, we can obtain the similar convergence rate of the
proposed method for C2p(H).
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Figure 1: Rate of weak convergence in temproal direction (u(0, x) = sin(pix), and M = 26)
5. Numerical experiments320
In this section, several numerical tests are presented to verify the temporal
weak convergent rates and the ergodicity of (4). Consider f(ξ) = −ξ3 + λF ξ,
λF ∈ R and W (t, ξ) =
∑∞
j=1
1
1+jκ
√
2sin(jpiξ)βj(t) with κ characterizing the
smoothness of the driving noise. In our numerical tests, we truncate the series
by the first M terms, M ∈ N+.325
We first investigate the weak convergence order in temporal direction of the
proposed method (4). In order to show the rate of weak convergence, we fix
N = 26 and take δtref = 2−11 as the reference solution. Moreover, we choose
four different kinds of functionals (a) φ(u) = cos(‖u‖2), (b) φ(u) = exp (−‖u‖2),
(c) φ(u) = sin(‖u‖) and (d) φ(u) = ‖u‖4, where u ∈ H, as the test functions330
for weak convergence. Fig 1 plots the value ln |Eφ(XN (T ))−Eφ(XNK )|, against
ln(δt) for five different step sizes δt = [2−5, 2−6, 2−7, 2−8, 2−9] at T = 1, where
XN (T ) andXNK represent the exact and numerical solutions at the terminal time
T , respectively. Here, the expectation E is approximated by taking average over
2000 realizations. It can be seen that (4) is of weak order 0.5 for cylindrical335
Wiener process, i.e. κ = 0, and of weak order 1 for Q-Wiener process with
κ = 0.5, 2, which are indicated by the reference lines. These coincide with the
theoretical analysis.
Then we consider the longtime behaviors of (4). Based on the definition of
ergodicity, if numerical solution (4) is strongly mixing, the average E[φ(XNk )],340
k > 0, started from different initial values will converge to the spatial average
for almost every path. To verify this property and to make clear how the av-
erage value changes when time t goes, Fig. 2 shows the average of the fully
discrete method started from five different initial values with the terminal time
T being 5 and κ = 0. It indicates that E[φ(XNk (X0))] started from different345
initial values converge to the same value in a short time for three different kinds
of continuous and bounded functions φ. Due to the exponential convergence to
equilibrium, the terminal time chosen here is not very large. Moreover, aiming
at verifying that the mixed ergodicity does not need the condition λF < λ1, we
also show the case λF = 12 which implies λF > λ1 in Fig. 3. It can be seen350
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Figure 2: The averages E[φ(XNk )] started from different initial values (λF = 5, δt = 2
−6,
T = 5)
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Figure 3: The averages E[φ(XNk )] started from different initial values (λF = 12, δt = 2
−10,
T = 8)
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that for different test functions, the averages will converge to the same value.
Numerical tests confirm theoretical findings. Besides, the averages started from
different initial values will also converge for Eq. 1 driven by other Q-Wiener
processes. For simplicity, we do not show those figures here.
355
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