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I. INTRODUCTION 
Given the linear Volterra integral equation 
X(t) = F(t) - j: a(t - s) X(s) ds 
it is well known that the solution has the form 
(t b O), (1) 
X(t) =F(t) - [” k(t - s)F(s) ds, (2) 
JO 
where the resolvent kernel k(t) is the solution of the linear equation 
k(t) = u(t) - j” a(t - s) k(s) ds. CR) 
” 
In Section II below we give sufficient conditions on the function u(t) 
in order that k(t) be both nonnegative and of class L1(O, CO). We give simple 
formulas for calculating st k(t) dt. These results give detailed information 
concerning the solution (2) of the linear equation (1) when the function F(t) 
is known. It is also shown that if u(t) is nonconstant, locally integrable and 
completely manic on 0 < t < cc, then u(t) satisfies our sufficient conditions. 
This shows that our criteria are satisfied by a large class of interesting and 
important kernels u(t). 
The results of Section II also give information concerning the behavior 
of certain nonlinear equations. Consider the equation 
(3) 
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where g(x) = x + O(X) as 1 x / + 0. According to the theory developed in [I] 
if F is “small”, the solution k(t) of equation (R) is L1(O, co) and the solution 
X(t) of equation (1) tends to zero as t ---f co, then the solution x(t) of (3) 
tends to zero. If a ELI(O, co), then a well-known result of Paley-Weiner 
provides necessary and sufficient conditions in order that K be of class 
Ll(O, co), c.f. [2, p. 601. Nohel [3] has pointed out that in order to widen 
the range of application of the results in [l] it would be of interest to develop 
other general criteria which guarantee K(t) ~Ll(0, co). The results in 
Section II are a partial solution to this problem. 
In Sections III, IV, and V below the results of Section II are applied to the 
study of the behavior of solutions of nonlinear equations of the form 
x(t) = It a(t - s) G(x(s), s) ds (t 2 0) (NJ 
0 
when G(x, t) is nonincreasing in x (for each fixed t) and a(t) is such that h(t) 
is both nonnegative and of class Ll(O, CD). Section III contains preliminary 
results which are needed in the sequel. Section IV contains results concerning 
the behavior of x(t) when G(x, t) is nondecreasing in t. In Section V we 
show that if G is 2IT-periodic in its second variable and satisfies some other 
mild conditions, then the solution x(t) of Eq. (N) tends to a certain periodic 
function p)(t) as t -+ co. 
The results in Section II are related to certain results of Friedman [4, 51. 
Under the addition assumption that a E C2(0, 0~)) or that a(O+) < co, Theo- 
rem 2 can be proved using Friedman’s techniques. Corollary 2 was proved 
by Friedman using different techniques, c.f. [4, Theorem 81. The results 
in Sections III and IV are related to results of Mann and Wolf [6], Mann and 
Roberts [7], Padmavalley [8], atid Friedman [4]. They generalize all of the 
main results in [7] and [8]. Friedman [4, p. 3911 has suggested a different 
method of obtaining the results in Section IV under slightly stronger smooth- 
ness assumptions on the function G. 
Theorem 10 of Section V generalizes certain results of Levinson [9, Theo- 
rem 21 and Friedman [S, Theorem 51. Under very general assumptions on 
a(t) and G Friedman shows that the solution x(t) of Eq. (N) satisfies the 
condition 
lim(x(t + 21T) - x(t)} = 0 (t --+ co). (4) 
He askes whether or not condition (4) can be replaced by the stronger 
assertion that x(t) tends to a 2D-periodic function as t --+ co. The results 
in Section V show that there does exist a 2l7-periodic function g, such that 
lim{x(t) - p)(t)} = 0 (t -+ co). 
The basic results on local existence, uniqueness and continuation of solu- 
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tions of nonlinear Volterra integral equations will be needed in the sequel. 
Local existence and uniqueness theorems are in most texts. The necessary 
results on continuation as well as very general existence and uniqueness 
theorems may be found in [IO]. 
II. THE RESOLVENT KERNEL 
The following result of Friedman [4, p. 3871 concerning the equation 
x(t) =f(t) - j” h(t - s)g(x(s), s) ds 
0 
(5) 
will be needed. This result is a generalization of Lemmas 1, la, and lb of [8]. 
Since the proof is not completely clear from Friedman’s remarks, a proof is 
given here. 
THEOREM 1. Supposef is positive and continuous on the interval 0 < t < co. 
Let h be positive, continuous and locally integrable on 0 < t < CO. Suppose 
g(x, t) is measurable in (x, t) for - CO < x < CD, 0 < t < 00, g is continuous 
in x for each fixed t, xg(x, t) > 0 for all (x, t) and the functions f, h and g are 
suficiently smooth to guarantee the uniqueness of the solution of (5). If 
f(T>Ht> G h(T - s)lh(t - 4 
whenever 0 < s < T < t, then the solution x(t) of (5) exists for all t 3 0 and 
satisJes 0 < x(t) <f(t). 
PROOF. Define g*(x, t) = g(x, t) if x 3 0 and g*(x, t) = 0 if x < 0. Let 
x*(t) be a solution of (5) when g is replaced by g*. Then for as long as x* 
exists it must be nonnegative. If this were not true, then the set 
A = {t > 0; x*(s) exists on [0, t] and x*(t) < 0} 
is a nonempty open set. Let (T, T,,) be a maximal open interval contained in A. 
Then x*(T) = 0 and for T < t < T,, 
0 > x*(t) =f(t) - j=h(t - s)g*(x*(s), s) ds 
0 
= {f(q!f(T>> (f(T) - j;f (T) h(t - s) g*(x*(s), s)/!f(t) ds) 
3 {f (t)lf(T)> (f(T) - j;h(T - s)g*(x*(s), s) ds) 
= {f (t)/f (T)) x*(T) = 0. 
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This contradiction shows that A is empty. Since x* is nonnegative, 
0 < x*(t) <f(t) for as long as x* exists. Sincef(t) is bounded on each finite 
interval, x*(t) can be continued as a solution of the integral equations for all 
t > 0. The definition of g* implies that x*(t) = x(t). This completes the 
proof of Theorem 1. 
Concerning the function a(t) it is assumed that 
(Al) a EP(O, 1); 
(A2) a is positive, continuous and nonincreasing on the interval 
O<t<co; and 
(A3) for any T > 0 the function a(t)/a(t + T) is a nonincreasing function 
of t on the interval 0 < t < co (compare [7, p. 4321). 
THEOREM 2. If a(t) satisjies (Al-3), then Eq. (R) has a unique, locally 
integrable solution k. The function k exists and is continuous on 0 < t < a~. 
If a(O+) < co, then k is also defined and continuous at t = 0. Moreover 
(i) 0 < k(t) < a(t) on 0 < t < co, 
(ii) Jr k(t) dt < 1, and 
(iii) k(t) f 0 on any intervaE of the form (0, T), T > 0. 
PROOF. Let &n be a positive sequence decreasing to zero. Define 
a,(t) = a(t + &,J and let k, be the unique solution of 
k,(t) = a,(t) - [” a(t - s) k(s) ds (t z 0). 
JO 
It follows from Theorem 1 above that 0 d k,(t) d a,(t) G a(t) for 
O<t<co. 
Since k,(t) > 0 and u(t) is nonincreasing 
/” j k%(s) [ ds = j” k&t - s) ds < Jt (k,(t - s) a(s)>/a(t) a3 
0 0 0 
Letting t---f 00 we see that 
s 
mIkm(s)Ids<l. 
0 
Fix any T > 0 and define 3&(t) = kn(t) on 0 < t < T and I&(t) = 0 
elsewhere. Then 
s 
m 1 K,(s) 1 ds < 1 (n = 1, 2, 3 ,... ). 
-al 
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Foranyh(O<h<l)wehave 
k,& + h) - K,(t) = u,(t + h) - u,(t) - j:.,t u(t + h - s) k,(s) ds 
- j” {u(s + h) - u(s)} k,(t - s) ds. 
0 
Since 0 < IzJt) < a(t) it follows that 
j’s”‘” a(t + h - s) k,(s) ds dt < jT j” a(h - s) k,(t + s) ds dt 
I& t 0 0 
Similarly it follows that 
= j” (j=k,(t + s) dt) u(h - s) ds 
0 0 
s 
h 
< 1 - u(h - s) ds = h a(s) ds. 
0 f 0 
T t ss h o 1 a(s + h) - u(s) ) K,(t - s) ds dt 
< jT ijTkn(t - s) dt/ 1 u(s + h) - a(s) I ds 
0 s 
s T < I - 1 a(~ + h) - u(s) 1 ds. o 
Therefore when cY~ < 1 
j; 1 k,(t + h) - &(t) 1 dt < j” u(s) ds + 2 j’ I a(~ + h) - a(s) I ds. 
0 0 
Since for each n, K,(t) < u(t) it follows that 
+ j; I W + 4 - k(t) I dt + 0 
as h + 0+ uniformly for all n. A similar result holds when h + O-. This 
shows that the sequence {K,) has compact closure in the space L1( - CO, co), 
c.f. [I 1, pp. 298-2991. 
There is a function K, E Lr(0, T) and a subsequence (which we again index 
by n) such that k, -+ k, in Lr(O, T). By possibly taking a further subsequence 
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we may assume that k,(t) -+ k,(t) a.e. Repeating the above argument for the 
successive intervals (0, nT), n = 2, 3,4,... and using the diagonal subse- 
quence we may define k,(t) on all of (0, co). 
Since K,(t) -+ k,(t) a.e. it follows that 0 < k,(t) < a(t) a.e. on (0, CO). 
Clearly s,” k,(t) dt < 1. Since a.e. 1 k,(s) - k,(s) j < 2a(s), it follows from 
dominated convergence that a.e. 
J 
t u(t - s) (k,(s) - k,(s)) ds + 0 
0 
as II -+ 03. Therefore k, solves equation (R) a.e. For 0 < t < co define 
K(t) = Q) - jt a(t - s) k,(s) ds. 
0 
Then k(t) is continuous on 0 < t < cc and k(t) = k,(t) a.e. Thus k solves (R) 
and satisfies (i) and (ii). Since a(O+) = k(O+) one can define k(0) = u(O+) 
if a(O+) < co. 
In order to prove uniqueness suppose k, EG(O, T), is continuous on 
0 < t < T and solves (R). Fix an integer n so large that if h = T/n, then 
Ji u(s) ds < 1. If k,(t) + k(t) on [0, h] then 
j” I k,(s) - k(s) 1 ds = j” 1 j’ u(s) {k,(t - s) - k(t - - s)} ds dt 
0 0 0 
h h 
< 
i Is 
1 k,(t - s) - k(t - s) 
0 s 
j dt/ u(s) ds 
d 1 4 
d Jo iJ 
i 
0 
1 k,(t) - k(t) 1 dt\ U(S) ds < is ! k,(t) - K(S) I ds. 
- 0 
Therefore k,(t) = k(t) on (0, h]. Since 
k(t + h) = ju(t + h) - s”a(t + h - s) k(s) ds! - It a(t - s) K(s + h) ds 
0 0 
the same argument shows that 
s 
h 1 k,(t + h) - k(t + h) 1 dt = 0, 
0 
that is k,(t) = k(t) for h < t < 2h. By induction k(t) = k,(t) on (0, T]. This 
proves the uniqueness of k. 
To prove (iii) suppose k(t) = 0 for all t on an interval 0 < t < T. Then it 
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follows from equation (R) that a(t) = 0 a.e. on (0, T). This contradicts the 
assumption a(t) > 0 so that (iii) follows. This completes the proof of Theo- 
rem 2. 
COROLLARY 1. Suppose a(t) satisfies (Al-3). 
(i) If u(t) $Ll(O, co), then s,” k(t) dt = 1. 
(ii) If jz u(t) dt = A < co, then 
I O” K(t) dt = A(1 + J-1 < 1. 0 
PROOF. Suppose u(t) $Li(O, co). The solution x(t) of the equation 
x(t) = 1 - 1; a(t - s) X(S) ds 
is x(t) = 1 - ji K(s) ds. By Theorem 2 above x(t) is nonnegative and non- 
increasing. 
Suppose that lim x(t) = x(c0) > 0 (t -+ co). Then 
s 
t 
x(t) < 1 - u(t -s)x(co)ds-+- a3 
0 
as t + co. This contradicts x(t) > 0 and proves part (i). 
Now suppose u(t) EF(O, co). If * denotes the Laplace transformation, 
then it follows from Eq. (R) that 
k*(w) = u*(w) - u*(W) k”(w), 
when Re w > 0. Since u*(O) = A, part (ii) follows immediately. This 
proves Corollary 1. 
DEFINITION. A function b(t) is completely manic on 0 < t < co if and only 
;f b E P(O, co) and 
(- I)5 b(i)(t) > 0 (j = 0, 1, 2 ,..., 0 < t < a3). 
It is known, c.f. [12, p. 1611 that a function u(t) is completely manic on 
(0, CO) if and only if there exists a nondecreasing function y such that 
4t) = 1,” exp( - St) 444, (0 < t < co), (7) 
where the integral is absolutely convergent for each t in (0, co). 
409/22/2-S 
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LEMMA 1. Zf a(t) is completely manic on 0 < t < co, then a(t) = 0 or 
a(t) > 0 for all t E (0, 00). 
PROOF. If u(to) = 0 for some t, > 0, then since a’(t) < 0 we see that 
a(t) = 0 for all t 3 to . Since line (7) implies that u(t) is the restriction to the 
positive reals of an analytic function, Lemma 1 is proved. 
LEMMA 2. Zf u(t) is completely manic on 0 < t < co and u(t) + 0 then 
u(t) satisfies (A3). 
PROOF. Assumption (A3) is equivalent to the convexity of the function 
log u(t). This in turn is equivalent to the condition that 
y(t) = u(t) u”(t) - (u’(t))2 2 0 (0 < t < co). 
Using (7) we see that 
y(t) = 1,” exp( - wt) dr(w) jr z2 exp( - xt) dy(z) 
- 1,” w exp( - 4 444 j,” z exp(-- 4 4(z), 
=I i m m z(z - w) exp(- t(z + w)) dr(z) dr(w). 0’ 0 
Using the absolute convergence of the integrals it follows that 
m ss m z(z - w) exp(- t(z + w)) dy(z) dr(w) 0 w 
m = 
ss 
’ z(z - w) exp( - t(z + w)) dr(w) dy(z) 
0 0 
m = SI 26 w(w - z) exp(- t(w + z)) dr(z) dy(w). 0 0 
Therefore 
Y(t) = j,“j; (.**I + f-j; (...I 
m = il w (z - w)~ exp( - t(z + w)) dy(z) dy(w) > 0. 0 0 
This proves Lemma 2. 
COROLLARY 2. Zf u(t) is nonconstant, locally integrable and completely 
manic on the interval 0 < t < CO, then the solution h(t) of equation (R) satisfies 
all of the conclusions of Theorem 2 and Corollary I above. 
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PROOF. This follows immediately from Lemmas 1 and 2 above. 
Now consider the sequence of function {A,} defined by line (6) of the proof 
of Theorem 2. It was shown that there exists a subsequence such that for 
any T > 0 this subsequence converges in the senseLl(0, 5”) to the solution k. 
Since the solution k of equation (R) is unique, it is easily shown that the entire 
sequence k, ---f k in the L1 sense on each interval [0, T]. If a(t) is completely 
manic, more can be said about the convergence k, -+ k. 
THEOREM 3. Let u(t) be nonconstant, locally integrable and completely 
manic on the itzterval 0 < t < 00. Suppose 6?,, , a, and k, are as defined in the 
proof of Theorem 2 above. Then 
(i) for each t > 0 the sequence {k,(t)} is nondecreasing with k,(t) + k(t), 
and 
(ii) for each pair of constants t, and t, with 0 < t, < t, the sequence 
k,(t) --+ k(t) uniformly for t E [to , tl]. 
PROOF. Fix m and n with m > n. Define 
z(t) = k,(t) - k,(t) and f(t) = a,(t) - a,(t). 
Then x satisfies 
z(t) = f (t) - 11 a(t - s) x(s) ds. 
In order to apply Theorem 1 above we must show that when 0 < T < T < t, 
y=f(T)a(t--)-f(t)a(T--)<O. 
Using (7) we see that 
f(t) = j,” exd- s(t + 4d U - exp(- 41444, 
wehre 8 = &n - 8:, > 0. Therefore 
Y = jJr U - exp(- sW(s, 4 44) 6(r), 
where 
F(s, r) = exp( - rt + rr - ST - SC?,) - exp( - r T + rr - st - SC?,). 
Split y into the two integrals 
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If we reverse the order of integration in I, , interchange the roles of Y and s, 
and then add I1 and 1, it follows that 
where 
Cc Y= ss 
T A(BC - DE) dy(s) dy(r), 
0 0 
A = exp( - rt - sT) - exp( - Y T - st), 
B = exp(rr - s&J, C = 1 - exp( - $8) 
D = exp(sr - YG?,), E = 1 - exp( - A). 
Since r, 6 and t - T > 0 and 0 < s < r it is easily shown that - A, B - D 
and C - E are positive. Thus y < 0, z(t) > 0 for all t > 0. Therefore 
whenever m > n 
0 < k,(t) - K,(t) < a(t + G”,) - a(t + 8,) (8) 
uniformly for all t > 0. 
Since the sequence {k,Jt)} is nondecreasing and is bounded above by 
u(t), it converges to a limit k,(t). Line (8) implies that {R,(t)} is a Cauchy 
sequence uniformly on each compact subset of 0 < t < co. Therefore K,(t) 
is continuous and must equal k(t) for all t > 0. This proves part (i). 
Letting m + cc in (8) it follows that 
0 < k(t) - k,(t) e a(t) - 4 + &A, 
uniformly for all t > 0. This proves part (ii) and completes the proof of 
Theorem 3. 
Note that in case u(t) is completely manic, k(t) is also completely manic. 
By Theorem 8 of [4] the solution x(t) of the equation 
x(t) = 1 - i” a(t - s) X(S) ds 
‘0 
is completely manic. Since 
x(t) = 1 - 1: K(s) ds, .qq = - pm(t) 
forj = 1, 2, 3,... and the remark follows. 
III. PRELIMINARY RESULTS 
This section contains generalizations of some of the results in [l 13. 
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LEMMA 3. Suppose a(t) satisfies (Al-3). For some fixed T > 0 let p and 8 
be nonnegative with B E L*(O, T) and 9) E Lm(O, T). Then the solution z of 
z(t) = 1: a(t - s) O(s) ds - j: a(t - S) T(S) Z(S) ds (9) 
exists on the interval 0 < t < T and is nonnegative there. 
PROOF. Let M = 1 + ess. sup. y(t), 0 < t ,< T. Then (9) is equivalent 
to the equation 
a(t) = j: Ma(t - s) {B(s)/M} ds - j: Ma(t - s) {y(s)/M} z(s) ds. 
Since Ma(t) also satisfies (Al-3) it is no loss of generality to assume that 
0 < p)(s) < 1 on [0, T]. 
Equation (9) may be written in the form 
z(t) = f (t) - j: a(t - s) z(s) ds, 
where 
f(t) = j: a(t - 4 w + (1 - F(S)) 4s)) ds. 
If k is the solution of(R), then it follows that 
or 
4t) =f (t) - j’ Nt - s)f (4 & 
0 
a(t) = j: h(t - s) 6(s) ds + j: h(t - s) (1 - p)(s)) z(s) ds. 
Since the reasoning is reversible, Eqs. (9) and (10) are equivalent. Since the 
coefficients in Eq. (10) are nonnegative, z(t) must be nonnegative for as 
long as it exists. The nonnegativity of z and (9) imply 
0 < x(t) < 
i 
t a(t - S) e(s) ds 
0 
for as long as z exists. Thus z(t) exists on [0, T] and Lemma 3 is proved. 
COROLLARY 3. If in Lemma 3 one has e(t) > 0 a.e., then z(t) > 0 for 
O<t<T, 
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PROOF. Line (10) implies that z(t) 3 li k(t - s) 0(s) ds. Using Theorem 2, 
part (iii) it follows that 
I 
t k(t - s) e(s) ds > 0 
0 
when 0 < t < T. This proves Corollary 3. 
LEMMA 4. Suppose a, 9, b’ and T sa tisfy the hypotheses of Lemma 3. Suppose 
z solves 
z(t) = j: a(t + h - s) 0(s) ds - j: a(t - s) y(s) z(s) ds, (11) 
where 0 < h < T. Then z exists and is nonnegative on [0, T]. 
PROOF. As in the proof of Lemma 3 one may assume that 0 < p(t) < 1. 
Also note that (11) is equivalent to 
44 =f(t) + jt W - s) (1 - v(s)) 4s) ds, (12) 
0 
where 
f(t) = 1: a(t + h - s) 6(s) ds - jlj: K(t - s) a(~ + h - u) e(u) du ds. 
Using (R) and some manipulation it follows that 
t h 
ss 
k(t - s) a(~ + h - u) e(u) du ds 
0 0 
h t = I Is h(t - s) a(s + h - u) ds 0(u) du 0 0 1 
h 
= 
I Is 
t+h-u k(t + h - u - s) u(s) ds - j:-, k(t - s) a(s + h - u) ds/ B(u) du 
0 0 
= j;/a(t+h-u)-k(t+h-u)- j:-hk(t-s)u(s+h-u)ds/ @)du. 
Therefore 
f(t) = j; IW + h - 4 + j:_, R(t - S) a(s + h - U) ds B(u) du 2 0. I 
Since the coefficients of Eq. (12) are nonnegative, z(t) >, 0. Thus (11) implies 
that for as long as x exists 
0 < z(t) G j” u(t + h - S) e(s) ds. 
0 
Therefore x exists on the interval [0, T] and Lemma 4 is proved. 
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LEMMA 5. Suppose a(t) satisjies (Al-3). If k is the solution of(R), then for 
each jinite T > 0 
s 
T 
k(t) dt < 1. 
0 
PROOF. The function x(t) = 1 - Ji k(s) ds is the solution of 
x(t) = 1 - j-” a(t - s) x(s) ds. 
0 
Suppose for contradiction that x(t) = 0 for all t > T > 0. We may assume 
that T is the smallest such number. If t, > to > T, then 
and 
x(tJ = 0 = 1 - 1’ a(tj - s) x(s) ds, 
0 
I ;{u(t, - s) - a(t, - s)} x(s) ds = 0. 
Since a(t) is nonincreasing and x(s) > 0 when 0 < s < T, 
a(t, - s) = a(t, - s) when 0 < s < T. Since to and tl are arbitrary, u(t) 3 A, 
a constant, for all t 3 0. Equation (R) can then be solved for 
k(t) = A exp(- At). For this k(t) no such T can exist. This proves Lemma 5. 
COROLLARY 5. Suppose the hypotheses of Lemma 4 are satisfied. If f?(t) > 0 
a.e. then the solution z(t) of (11) is positive when 0 < t < T. 
PROOF. It follows from line (12) of the proof of Lemma 4 that x(t) 3 f(t). 
In order to show that f (t) > 0 it is sufficient to show that k(t) > 0 on the 
interval 0 < t < 00. 
If k(t) = 0 for any t > 0 then Eq. (R) has the form 
0 = u(t) - j’ a(t - s) k(s) ds. 
0 
Using Lemma 5 and the assumption that u(t) is nonincreasing it follows 
that 
u(t) = jt a(t - s) k(s) ds > u(t) j” k(s) ds > u(t). 
0 0 
The contradiction shows that k(t) > 0 on any interval, This proves 
Corollary 5. 
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Now consider the nonlinear equation 
x(t) = 1" a(t - s) G(x(s), s) ds (t 2 O), 
0 
together with the following assumptions: 
(A4) G is measurable in (x, t) for - CO < x < co, 0 6 t < co, con- 
tinuous and nonincreasing in x for each fixed t, and bounded on each finite 
rectangle x1 < x < xa , 0 < t < t, . 
(A5) There is a function u(t), bounded on each finite subinterval of 
[0, co), such that G(u(t), t) = 0 for all t > 0. 
(A6) G(x, t) is locally Lipschitz continuous in x. 
THEOREM 4. If u(t) satisfies (Al-3) and G satisfies (A4-6), then Eq. (N) 
has a unique local solution. 
The proof of Theorem 4 is well known. 
THEOREM 5. Suppose u(t) sutisjes (Al-3) and both Gl and G, satisfy 
(A4-6) with Gz(x, t) < G,(x, t) f or all (x, t). Let y1 solve (N) when G = Gi , 
i = 1,2. Suppose both yl and ya exist on an interval [0, T]. 
(9 Thmy&) \<r&> on PI Tl. 
(ii) If in addition G.&x, t) < Gl(x, t) for all (x, t), then yz(t) <n(t) when 
O<t<T. 
PROOF. On the interval 0 < t < T define x(t) = yl(t) - yz(t), 
e(t) = G,Mt), t> - GW), t>, 
and 
v(t> = WY&), 4 - G(Y&), tM(t) if z(t) f 0, 
0 if z(t) = 0. 
Clearly p)(t) is nonnegative and measurable. Assumption (A6) implies 
p E Lm(O, T). Using the definitions of a, v and 0 it follows that 
s(t) = ,: u(t - s) e(s) o!s - J: a(t - s) q?(s) x(s) ds. 
Lemma 3 implies z(t) > 0. This proves (i). 
To prove part (ii) note that e(s) > 0 in this case. Therefore z(t) > 0 
by Corollary 3. This proves Theorem 5. 
VOLTEFtR4 INTEGRAL EQUATIONS 333 
LEMMA 6. Suppose (Al-6) are satisfied. If G is independent of t and 
u(t) = M > 0, then the solution x(t) of (N) exists for all t > 0 and satisfies 
0 < x(t) < M. 
PROOF. If M = 0, then x 3 0. If M > 0 let y = M - x so that 
y(t) = M - j’ a(t - s) G(M -y(s)) ds. 
0 
Theorem 1 above implies that 0 <y(t) < M for all t 3 0. This proves 
Lemma 6. 
THEOREM 6. Suppose (Al-6) are satisfied. If m, M > 0 are such that 
- m < u(t) < M on 0 < t < T and if x(t) is the solution of (N), then x(t) 
exists on [0, T] and satisfies - m < x(t) < M. In particular x(t) exists for all 
t > 0. 
PROOF. Our proof is essentially the same as Padmavally’s, c.f. [8, pp, 544- 
5451. 
Define a function H by 
H(x) = sup{G(x, t); 0 < t < T}. 
Clearly H(x) exists and is nonincreasing. Since 
I H(x) - WY) I = I SOP G(x, t) - SOP WY, t) I <SOP I G&t) - WY, 41, 
it follows that His locally Lipschitz continuous. 
Define N = sup u(t) on 0 < t < T. If X > N, then 
H(x) = syp G(x, t) < svp G(N, t) < 0. 
If x < N, then there exists a to E [0, T] such that u(t,) 3 x. Therefore 
H(x) = supt G(x, t) 3 ‘3x, to) > 0, and so H(N) = 0. This shows that the 
function u*(t) corresponding to H can be taken to be u*(t) = N > 0. If 
N > 0, then we may assume M = N. If N < 0, then we may assume M = 0. 
In this case replace H(x) by H(x + N). 
Let y(t) solve the equation 
y(t) = 1’ a(t - s) H(y(s)) ds. 
0 
By Lemma 6, y(t) exists and 0 <y(t) < M for all t > 0. By Theorem 5, 
M >, y(t) > x(t) for as long as x(t) exists and 0 < t < T. The same argument 
shows that if X = - X, then m > X(t) = - x(t) for as long as x(t) exists and 
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0 < t < T. Therefore x(t) exists and satisfies - m < x(t) < M on the inter- 
val 0 < t < T. The last line of Theorem 6 follows from (A5) and the first 
part of the theorem. This proves Theorem 6. 
THEOREM 7. Theorems 4-6 remain true if assumption (A6) is replaced by 
(A7) G(x, t) is unaformly continuous in x ocer each finite rectangle 
x1 < x < x2, 0 < t < t, . 
The proof of Theorem 7 is the same as the proof given by Padmavally in 
[8, pp. 547-5491. 
IV. MONOTONE SOLUTIONS 
The purpose of this section is to generalize Theorems IV and V of [Ill 
(compare [4, p. 391 and Section 31). 
THEOREM 8. Suppose (Al-5) and either (A6) or (A7) hold. If G(x, t) 
is nondecreasing in t for each fixed x and u(O) > 0, then the soktion x(t) of(N) 
is nonnegative and nondecreasing on 0 < t < co. If in addition (A6) holds and 
either 
(a) u(O) > 0 and G(x, t) > 0 when x < u(t), or 
(b) G(x, t) is (strictt’y) increasing in t, 
then x(t) is increasing on 0 < t < CO. 
PROOF. It is enough to consider the case where (A6) rather than (A7) 
is satisfied, c.f. [8, pp. 547-5491. Fix h > 0 and define 
v(t) = P.+(t), t) - G(x(t + h), t)>/W + h) - x(t)> 
if x(t + h) f x(t) and p)(t) = 0 otherwise. Let ai and z2 solve the equations 
z,(t) = 1,” a(t + h - s) G(x(s), s) ds - /” a(t - s) q(s) zl(s) ds, 
0 
and 
z2(t) = Jl a(t - s) (G(x(s + h), s + h) - G(x(s + h), s)) ds 
- 
I 
t 
a(t - 4 v’(s) ~(4 ds. 
0 
Since G is nondecreasing in t, the function u(t) is nondecreasing. By Theo- 
rem 6 above 0 < x(t) < u(t) for 0 < t < co, Thus G(x(t), t) > 0 for all 
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t > 0. Lemma 4 implies that xl(t) 3 0 for all t 2 0. Since G is nondecreasing 
in t, zz(t) > 0 by Lemma 3 above. Therefore 
x(t + h) - x(t) = x1(t) + zz(t) 2 0 
for all t 3 0. Since h > 0 is arbitrary the function x is nondecreasing. 
If (a) holds then by Corollary 5 xl(t) > 0 for all t > 0. if(b) holds then by 
Corollary 4 x2(t) > 0 for all t > 0. In either case x(t + h) - x(t) > 0 
for all t > 0 and all h > 0. This proves Theorem 8. 
THEOREM 9. Suppose (Al-5) and either (A6) or (A7) are satisjied. Suppose 
G(x, t) is nondecreasing in t for each Jixed x, u(0) 3 0 and 0 < U(W) .< CO. 
(i) Suppose for each 6 > 0 there exists U > 0 and q(S) > 0 such that 
G(x, t) > ~(6) if t > U and 0 < x < u(t) - 8. If a $U(O, co) then the solu- 
tion x(t) of (N) tends to the limit u( co) as t + 00. 
(ii) If G(x + u(t), t) + 0 as (x, t) -+ (0-, a) and if a ELI(O, CQ) then the 
solution x(t) of (N) tends to a limit x( co) < u( co) as t -+ 00. 
PROOF. Note that u(t) is bounded and nondecreasing so that U(W) exists. 
Theorem 6 above implies that 0 < x(t) < u(t) < U(W) for all t > 0. Theo- 
rem 8 implies that x(t) is nondecreasing. Therefore x(a) exists and 
0 < x(00) < u(c0). 
To prove part (i) suppose u( co) - X(W) -= 0 > 0. Then there exists a 
T > 0 such that G(x(t), t) > ~(0/2) > 0 for all t > T. Therefore as t + CO 
x(t) = s” a(t - s) G(x(s), s) ds 
0 
> jT a(t - s) G@(s), s) ds + j:, a(t - s) ,(0/s) ds + co. 
0 
This contradicts the boundedness of x(t). 
To prove part (ii) suppose x( co) = u( co). Given 6 > 0 there exist To and 
q~ > 0 such that if t 3 To and 0 < u(t) - x < q~ then 0 < G(x, t) < 6. 
There exists T 3 To such that 0 < u(t) - x(t) < 9” for all t >, T. Therefore 
when t > T 
x(t) = j: a(t - s) G(x(s), s) ds f jr a(t - s) G@(s), s) ds + d j: a(t - s) ds 
s 
m -+d 4 b (t + co). 
0 
Since & > 0 is arbitrary 0 = x( co) = u( co) > 0. This contradiction proves 
part (ii). This completes the proof of Theorem 9. 
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V. PERIODIC CASE 
Assume that G satisfies (A4) and the following additional assumptions. 
(A8) G(x, t) is locally Lipschitz continuous in x with Lipschitz con- 
stants independent of t E [0, co). 
(A9) There is a function u(t) and a constant M > 0 such that 
G(u(t), t) = 0 and 1 u(t) 1 < M for all t 2 0. 
(AIO) There exists a measurable function Go(x, t) defined for - co < X, 
t < co and 2l7-periodic in t such that 
‘jz I G(x, t) - Go(x, t) 1 = 0 
uniformly for x on compact subsets of (- co, CO). 
LEMMA 7. If G sutisJies (A4) and (A8-10) then 
(i) GO(x, t) is nonincreasing in x for each fixed t, 
(ii) G,, sati$es (A8) 
(iii) G(x, t) and GO(x, t) are bounded on sets of the form / x / < K, 
O<t<coforany$xedK>O,and 
(iv) there exists a bounded 2fl-periodic function u,(t) such that 
G,,(u,(t), t) = 0 for all t > 0 and j u,,(t) 1 < M. 
PROOF. Only part (iv) needs comment. Fix any t E [0,217). Since the 
sequence (u(2nn + t); n = 1,2, 3,...} is bounded, there is a subsequence and 
a number u,(t) such that 
u(2n$ + t) - q)(t) + 0 (i + 63). 
Therefore if m = 0, 1,2,. . . 
0 = hg G(u(2nJI + t), 2nJ7 + t) = G,,(u,(t), 2ml7 + t). 
This defines u,,(t) on [0,217). Now extend z+,(t) periodically. Note that there 
is no loss of generality in assuming either that 217 is the least period of GO(x, t) 
in t or that G, is independent oft. In either case u,,(t) may be defined so that 
it has the same least period. This proves Lemma 7. 
THEOREM 10. If (Al-4) and (A8-10) are satisfied, then the solution x(t) 
of (N) exists for all t > 0 and satisjes 1 x(t) 1 < M. If in addition either 
(a) G,,(x, t) is (strictly) decreasing in x for each$xed t, or 
(b) a(t) EL’(O, m), 
VOLTEFtRA INTEGRAL EQUATIONS 331 
then there exists a 2I7-periodic, continuous function q~ such that x(t) - p)(t) -+ 0 
as t -+ co. The function y has the same least period as G, and is a constant ;f Go 
is independent of t. 
PROOF. Theorem 6 and (A9) imply that x(t) exists and 1 x(t) 1 < M for 
all t > 0. Let L be the Lipschitz constant for G when 1 x / < 2M + 1, 
0 < t < co. For any N > L, x(t) satisfies the equation 
x(t) = it {Nu(t - s)} {G(x(s), s)/N) ds. 
0 
The constant N can be picked so large that 
I G(x, O/N - G(Y, G/N I < it I x -Y I 
when/x~,~y/<2M+1.AlsopickNsolargethat 
(13) 
I G(x, Q/N I < M (I x I < 2M + 1, t 3 0). (14) 
Since the functions Na(t) and G(x, t)/N also satisfy (Al-4) and (A&10) it is no 
loss of generality to assume that (13) and (14) are true when N = 1. 
Define a set of functions 
S = {z; x is continuous, 217-periodic and j z(t) 1 < 2M for all t > O}. 
(If Go is independent oft, replace S by the subset of S consisting of constant 
functions.) For any z E S define 
Tz(t) = j-” h(t - s) {z(s) + Go@(s), s)} ds (- 00 <t < co), 
-cc 
where K is the solution of the resolvent equation (R). Clearly T is a completely 
continuous mapping of S into the set of all continuous 2l7-periodic functions 
with the uniform norm. 
In order to show that T : S -+ S fix z E S and t E [0,2n). If 
M < z(t) < 2M, then line (14) implies that 0 < - G,(z(t), t) < M. There- 
fore 0 < z(t) + G,@(t), t) < 2M. Similarly if - 2M < z(t) < - M, then 
0 3 z(t) + G,@(t), t) > - 2M. If I z(t) I < M, then 
I z(t) + Go(+), t> I < I 44 I + I Go(+), 4 I < 244. 
Since t E [0,2n) is arbitrary it follows that 
/ Tz(t) I < j-” 
-co 
k(t - s) 2M ds = 1s” k(s) ds) 2M < 2M. 
0 
Since z E S is arbitrary, T : S--f S. 
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By the Schauder Fixed Point Theorem there exists a function y E S such that 
~(4 = jt 4t - 4 MS) + Go(d4 41 ds (- 03 < t < co). (15) --m 
This function p is the unique 217-periodic continuous solution of (15). For if 
0 is another such solution distinct from v, then there exists to E [0, 2n) such 
that 
I v(t,) - q4J I = sup(I p(t) - e(t) I; 0 < t < an> > 0. 
Define r(t) = p(t + to) - 8(t + to) and 
g(t) = tGo(8(t + to), t + to) -~ Go(& + to), t + to)llrW 
when r(t) f 0 and g(t) = 0 if r(t) = 0. Clearly r(t) is measurable. By (AlO) 
and line (13) it follows that 0 < g(t) < 4 for all t 3 0. Moreover r(t) satisfies 
the equation 
r(t) = j” K(t - s) (1 - g(s)} Y(S) ds (- co < t < co). 
--m 
Suppose condition (a) is satisfied. Then there exists t, > 0 such that 
W), r(t) and g(t) are all strictly positive on the interval (0, tl). Therefore we 
obtain the contradiction 
/ r(o) / < j” 
--co 
A(- s) I ~(4 I ds ,< syp I r(t) I s; k(s) ds = I r(0) I j,” 4) ds 
< I r(O) I * 
Suppose condition (b) is satisfied. Then 
I r(O) I < ‘” -co h(- s) I ~(4 I ds < I r(O) I j,” 4s) ds < I 0 I . 
Therefore in either case (a) or (b) the solution v of (15) is unique. 
In order to show that x(t) - p)(t) -+ 0 as t -+ co write a(t) in the form 
x(t) =F(t) + jt k(t - s) {x(s) + G&(s), s>> ds, (16) 
0 
where :r 
F(t) = j’ k(t - s) {G&(s), s) - Go(x(s), s)} ds -* 0 
0 
as t--f co. Define w(t) = x(t) - c&t) f or all t > 0. Let w,, = lim sup w(t) and 
wr = lim inf w(t) as t + co. Without loss of generality it may be assumed 
that w. 2 1 w1 1 (otherwise replace x by - x and v by - 9). 
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Suppose for contradiction that w0 > 0. hick d > 0 and a positive, increas- 
ing sequence {t-} such that zu(tJ + wa and zu(tJ > 26. Since 
x(t) = jt k(t - s) {x(s) + G@(s), s)} ds 
0 
is the convolution of a function in L1(O, co) with a function in Lm(O, co), x(t) 
is uniformly continuous. Therefore there exists T > 0 such that 
w(t + t,J 3 Q when / t 1 < T and n = 1, 2, 3 ,... . 
Now apply Theorem 1 of [13] to Eq. (16). By this result there exists a 
subsequence of t, (which we again index by n), a number 7 E [0,2Ii’) and a 
function X(t) such that t, + T(mod 217), 
x(t + tn) - X(t) --f 0 (n-+ a) 
uniformly for t on compact subsets of (- co, co) and 
X(t) = j” k(t - 4 {X(s) + Go(X(s>, s + T)> OS- (--<<t<co). 
--m 
Since v is 2Il-periodic and t, --f 7 (mod 2II), 
dt + tn) + dt + 4 (n+ a) 
uniformly in t. Therefore X(t) - p(t + T) 3 G if - T < t < T. 
Define W(t) = X(t) - p(t + T). Since W(t) = lim w(t + t,) as n -+ co, 
] W(t) / < w. for all t E (- co, co). Moreover W satisfies the equation 
W(t) = j’ k(t - s) (1 -go(s)} W(s) ds (- m <t < co), 
-co 
where 
go(s) = {Go(v(s + 4, s + T) - GoGW s + TNPW 
if W(s) f 0 and g(s) = 0 if W(s) = 0. Clearly go(t) is measurable and 
0 <go(s) < 1 on the interval - co <t < co. 
Suppose condition (a) is satisfied. Then go(t) > 0 on the interval 
- T ,< t < T. Therefore we obtain thecontradiction 
w. = W(0) = j” k(- s) (1 -go(s)} W(s) ds < j” R(- s) ) W(s) 1 ds 
--m --m 
d wo s m k(s) ds < w. . 0 
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If condition (b) is satisfied, the contradiction is 
200 = W(0) < j” 
--m 
A(- s) I W(s) I ds < j; k(s) w. ds < w,. 
Therefore one must have w. = 0. This shows that x(t) - p)(t) -+ 0 as t -+ co 
and completes the proof of Theorem 10. 
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