Abstract. In this paper, we present an efficient Newton-like method with fifth-order convergence for nonlinear equations. The algorithm is free from second derivative and it requires four evaluations of the given function and its first derivative at each iteration. As a consequence, its efficiency index is equal to 4 √ 5 which is better than that of Newton's method √ 2. Several examples demonstrate that the presented algorithm is more efficient and performs better than Newton's method.
Introduction
We consider iterative methods to find a simple root α of a nonlinear equation f (x) = 0, where f : D ⊆ R → R is a scalar function and it is sufficiently smooth in a neighborhood of α, and D is an open interval.
It is well known that classical Newton's method (named NM for simplicity)
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is one of basic and important iterative methods for solving nonlinear equations and it converges quadratically [1] in a neighborhood of α.
Recently, some fifth-order iterative methods have been proposed and analyzed for solving nonlinear equations. These methods improve some classical methods such as Newton's method, Cauchy's method and Halley's method [2] [3] [4] [5] [6] . It is said that the improved methods are efficient and can compete with Newton's method. For more details about them see [2] [3] [4] [5] [6] and the references therein. It should be noted that most of these fifth-order methods depend on the second derivative which strictly reduces their practical applications.
Motivated by the recent activities in this direction, we present and analyze a new fifth-order iterative method in this paper.
The paper is organized as follows. In section 2, we propose the new method and analyze its convergence. Some numerical results are given in section 3. Finally, we draw some conclusions in section 4.
The new method and its convergence analysis
Consider the iteration scheme (FLM)
where
For the method defined by (2), we have the following result. 
Proof. Let α be the simple root of
and e n = x n − α. Consider the iteration function F(x) defined by
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By some computations using Maple we can obtain
On the other hand, from the Taylor expansion of F(x n ) around α, we have 
Therefore, we obtain e n+1 = − c 5 which is better than that of Newton's method √ 2.
Numerical results
In this section, we employ the new method FLM to solve some nonlinear equations and compare it with NM, (PPM) [7] defined by
and two-step method (TSM)
All experiments were performed on a personal computer (IBM R40e) with Intel(R) Pentium(R) 4 CPU 2.00 GHz and 512 MB memory. The operating system was Windows XP (SP2) and the implementations were done in MATLAB 7.0.1 with double precision. We use the following stopping criteria for computer programs: (i)| f (x n )| < 1.E − 14, and (ii)|x n+1 − x n | < 1.E − 14.
Displayed in Table 1 are the order of convergence of different methods. The number of iterations (IT) and function evaluations (NFE) required such that the stopping criterion is satisfied are listed in Table 2 . Table 3 gives the comparison of number of operations needed for obtaining solutions. We used the following test functions and display the approximate zeros x * found up to the 14 th decimal place. From Table 1 and 3, we can see that, the algorithm FLM increase three order than classical Newton's method, but, only at the cost of small number of operations. We know, generally speaking, the increasing of order of convergence is more or less built on the cost of number of operations.
The computational results show that the present method requires less IT and NFE than NM, PPM and TSM as far as the numerical results are concerned. Therefore, the new method is of practical interest.
Conclusions
We present a new modification of Newton-type method with fifth-order convergence for solving nonlinear equations. At each iteration, it requires four evaluations of the function and its first derivative. Analysis of efficiency shows that the new algorithm is more efficient and it performs better than classical Newton's method and some other methods.
