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Abstract
A system for live high quality surface reconstruction using a single moving depth camera on a commodity hardware is
presented. High accuracy and real-time frame rate is achieved by utilizing graphics hardware computing capabilities via
OpenCLTM and by using sparse data structure for volumetric surface representation. Depth sensor pose is estimated
by combining serial texture registration algorithm with iterative closest points algorithm (ICP) aligning obtained depth
map to the estimated scene model. Aligned surface is then fused into the scene. Kalman filter is used to improve
fusion quality. Truncated signed distance function (TSDF) stored as block-based sparse buffer is used to represent
surface. Use of sparse data structure greatly increases accuracy of scanned surfaces and maximum scanning area.
Traditional GPU implementation of volumetric rendering and fusion algorithms were modified to exploit sparsity to
achieve desired performance. Incorporation of texture registration for sensor pose estimation and Kalman filter for
measurement integration improved accuracy and robustness of scanning process.
Keywords: reconstruction, tracking, SLAM, GPU, depth cameras
1. Introduction
With the advent of general purpose GPU comput-
ing, surface reconstruction algorithms that were originally
purely offline have become real-time. Release of cheap
depth sensors like Microsoft Kinect or Asus Xtion have
made reconstruction algorithms even more appealing.
GPU implementations still have several restrictions. Re-
cent implementations used a dense volumetric representa-
tion of the scanned model to perform quick surface fusion.
This representation requires huge amounts of memory. For
example, storing four bytes for 6403 voxel field would re-
quire 1Gb of GPU memory. Typically this is the maximum
contiguous memory block that can be allocated on mod-
ern GPU. Such resolution is enough for Kinect for scanning
small room environments (Newcombe et al. suggested that
their system can be used to conveniently scan rooms with
volumes ≤ 7m3 [1]), but doesn’t expose the full potential
of more precise scanners.
To address this problem reconstruction algorithms were
modified to use block-based sparse buffer for the volu-
metric model representation. This allows reconstruction
of more detailed models with less memory footprint and
higher performance.
Accurate optical scanners usually have small scanning
range. Often not enough geometry features are captured
within their working volume, thus use of only geometry
information for surface pose estimation isn’t always suffi-
cient. In order to deal with this problem large scale GPU
registration algorithm was combined with CPU texture
registration to allow convenient scanning.
Additionally the variance in the input data is not uni-
Figure 1: Scanning human hand with ArtecTM Spider scanner.
Model is obtained in real-time using 40963 voxel resolution. Size
of the voxel is 0.15mm× 0.15mm× 0.15mm.
form for the optical range scanners. Usually measurements
are normally distributed with deviation growing quadrat-
ically with the scanned distance. Poor quality measure-
ments may also appear near the edges of the scanned sur-
face. In order to achieve best results all measurements
have to be properly integrated accordingly to their rele-
vance. To handle this problem a variant of the Kalman
filter was implemented.
2. Related Work
Interest in model acquisition has a long history. Many
of the scanning researches share the same pipeline: sur-
face acquisition, registration of the obtained surfaces and
finally fusion to obtain high quality model. In the earli-
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Figure 2: Scanning mannequin with ArtecTM Eva scanner. Left
model is obtained in real-time using 30003 voxel resolution and right
is obtained with 5003 voxel resolution. Scanning box is 3m×3m×3m.
est researches all of these stages were performed separately
and offline [2]. Thus interest was mostly focused in quality
and stability improvement of each of this stages to allow
finer model acquisition with less human intervention.
First real-time scanning applications used to store point
cloud instead of fully polygonized model, this allowed to
avoid costly fusion step and perform ICP registration as
usual [3]. During the scanning process some representation
of the reconstructed model was rendered to the user, so it
can control the scanning process. Then enough data was
acquired user terminated the scanning process and offline
global registration and fusion algorithms were performed
to obtain high quality model. With such software almost
anyone can digitize real-world objects.
With the rise of computation power real-time implemen-
tation of the costly fusion step become practicable [1]. Per-
forming fusion in real-time decreases the time necessary to
obtain high quality model, simplifies and pleases scanning
process for the user, improves the registration quality.
Still scanning large areas or scanning with high reso-
lution is an open issue. Several attempts were made to
overcome memory footprint problem. Zeng et al. im-
plemented fusion algorithm using octree-based volumetric
surface representation [4]. Several other researchers imple-
mented eviction of the unused data to the external storage
and sliding of the scanning volume [5][6][7].
Eviction of the unused data to the external storage de-
vice seem to be very appealing approach for scanning large
environments. But with dense scene representation very
large amounts of data have to be streamed. For exam-
ple, considering 5123 resolution with four bytes stored per
voxel, with scanning volume of 1m × 1m × 1m and aver-
age moving speed of 0.5m/s, streaming speed should be
about 256Mb/s. With the increase of resolution required
streaming speed grows cubically, thus maximum moving
speed quickly decreases and scanning process becomes un-
comfortable. Other impediment is the performance, which
also quickly degrades with the increase of resolution. Thus
effective sparse representation is crucial for high resolution
scanning.
Figure 3: Room scanned in real-time with proposed method using
KinectTM sensor with 40963 voxel resolution. Texture mapped in
post-processing.
3. Pipeline Overview
Fusion algorithm consists of several steps that are re-
peatedly executed during scanning.
1. Acquisition. Obtain depth map from 3D scanner
2. Scene rendering. Obtain depth and normal map
of the currently reconstructed scene using previous
camera position and orientation
3. Registration. Estimate current sensor position and
orientation by registering captured depth map to the
scene depth map
4. Fusion. Update scene using captured depth map,
sensor position and orientation and possibly a weight
map
Same pipeline and same algorithms are used for all
tested scanners ranging from high range Kinect to pre-
cision scanners with depth accuracy of 50 microns.
4. Volumetric Scene Representation
Truncated signed distance function (TSDF) is used to
represent scene. Positive distance to the surface is stored
in the voxel if it is placed outside surface and negative oth-
erwise. If distance exceeds threshold δ by absolute value
special mark χ is stored instead. Any algorithm process-
ing voxel field, e.g. marching cubes, fusion or raycasting,
encountering this value realizes that there is no isosurface
passing nearby this voxel.
T (s, x) =

ρ(s, x) if x is outside surface
−ρ(s, x) if x is inside surface
χ if ρ(s, x) > δ
(1)
Using TSDF instead of regular signed distance function
with small δ allows to use only a few bits to represent
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relatively accurate models, thus decreasing memory con-
sumption which is crucial in this application. In the pro-
posed implementation eight bits are used to store distance.
Use of TSDF also simplifies fusion algorithm, because only
voxels near the surface have to be updated.
Figure 4: Block based sparse buffer storage of voxel field. Voxel field
is subdivided into N3 blocks. Each block is further subdivided into
M3 voxels. If anything except χ is going to be stored into voxel,
then memory is allocated for the block containing it and filled with
the necessary TSDF values.
TSDF is stored using block-based sparse buffer. It can
be thought of as a two-level-deep hierarchical data struc-
ture where the domain of the buffer is subdivided into
coarse N3 blocks, each of them is either empty (i.e. TSDF
value is χ inside it) and do not consume any space either is
further subdivided into M3 voxels. For simplicity assum-
ing that resolution in each dimension is the same. At the
GPU side two buffers are stored: one of them stores ac-
tual TSDF data and the other one stores a value for each
coarse block, it can be either offset in the TSDF buffer,
either -1 indicating that block is empty (fig. 5). To get ac-
tual value of the TSDF two samples are necessary: offset
in the second buffer and actual value of the function in the
buffer with TSDF data.
(0,0,0) (0,0,1) (0,0,2) (0,1,0) (0,1,1) (0,1,2)
-1 8 24 -1 0 -1 . . .
. . .
16 32 40 . . .
TSDF
offsets
empty blocks
block coordinates
Figure 5: Data structure for storing sparse voxel field on GPU. Con-
sidering N = 3 and M = 2. TSDF values are color coded.
Both buffers are preallocated on the GPU. Allocation
and deallocation of blocks is done on the CPU by simply
writing value to the specified element of the offset buffer.
To do this list of empty blocks is maintained.
4.1. Resolution and Memory Consumption
Resolution is controlled by two parameters: number of
blocks per axis - N , number of voxels per block axis -
M . They cannot be varied arbitrary. Lower values of M
decrease performance, higher values increase memory con-
sumption. Value of N is limited by total available GPU
memory. If N is chosen very large, blocks are more dense,
and more of them are required to reconstruct the same
model. Eventually if resolution is too high algorithm will
ran out of memory before scene is fully reconstructed.
Thus, number of blocks per volume and number of vox-
els per block have to be carefully chosen depending on the
characteristics of scanned objects.
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Figure 6: Memory consumption on test scene (fig. 7). Size of the
fusion box is 4m × 4m × 4m. Using two bytes per voxel and four
bytes to store offset. Thus total amount of memory in bytes is then
2∗〈number of intersected blocks〉∗M3+4∗N3. Drawing in red bars
violating the memory threshold of 1536Mb.
One way two select M and N is to trial different val-
ues on a typical objects for scanning and select ones giv-
ing maximum resolution while simultaneously not violat-
ing desired memory threshold (fig. 6).
Experiments show that on commodity hardware reso-
lution up to 50003 voxels is achievable. Presuming that
maximum resolution of Kinect scanner is approximately
2mm [8] described sparse data structure can be used to
scan relatively large scenes with axial dimensions up to
10m with maximum resolution.
5. Scene Rendering
To display intermediate results to the user and to ob-
tain depth and normal map for surface registration scene
have to be rendered. Two approaches were tried to achieve
the goal: marching cubes polygonization [9], [10] and ray-
casting. Marching cubes algorithm can perfectly exploit
sparsity. Algorithm simply polygonizes non empty blocks
in frustum, polygonized surfaces are then rendered to ob-
tain depth and normal map. The implementation used is
similar to one in NVIDIA CUDA SDK sample [11].
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Figure 7: Test scene used in paper. Acquired using ASUS Xtion Pro.
Resulting mesh is obtained using proposed method with 4m× 4m×
4m scanning box and 10243 voxel grid.
This approach consists of three stages. During first stage
occupied voxels and number of vertices produced by each
voxel are calculated. Then prefix sum is used to from ar-
ray of offsets in vertex array and array of coordinates of
the occupied voxels. After that costly polygonization step
can be performed only for occupied voxels. In order to re-
duce number of synchronizations between CPU and GPU
occupied blocks are grouped together in batches. Size of
the batch depends on the size of voxel block and allowed
memory consumption. Above operations and rendering
are performed for each batch.
Raycasting algorithm requires more elaborated ap-
proach. Performance of non modified version of the al-
gorithm on high resolution sparse voxel field is far from
satisfactory to scan in real-time. To exploit sparsity two
additional helper textures are used. Each pixel of first one
contains starting point for the raycasting and second one
contains ending point. To fill this textures all occupied
blocks are rendered with usual depth test and back face
culling for first texture and with greater depth test and
front face culling for second texture. Also depth values
are clamped to near clip plane for the first texture and to
far for the second.
These textures drastically shrink the volume need to be
traversed by the raycasting algorithm. In proposed im-
plementation raycasting algorithm is also split into two
stages: coarse intersection is found during first stage, fine
intersection and normal is found during second stage. This
allows to achieve better occupancy because of reduced reg-
ister usage in each stage.
Marching cubes algorithm better exploit sparsity and
almost doesn’t degrade with increase of rendering resolu-
tion. On the other hand raycasting is generally faster and
slowly degrades with increase of voxel field resolution and
number of nonempty blocks. Performance tests show that
for scanning application, especially with high range scan-
camera
occupied blocks
isosurface
ray-casting start
ray-casting end
Figure 8: Reducing ray-casting range. Instead of traversing whole
frustum volume only volume between front faces and back faces of
occupied blocks is traversed.
ners, raycasting performs much better (fig. 9).
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Figure 9: Comparison of the performance of the raycasting and
marching cubes rendering on test scene (fig. 7). Side of scanning
volume cube: 6m. Output size: 640x480. NVIDIA GeForce 460SE
6. Registration
To register obtained surface to the current estimation
of the scene Chen-Medioni point-to-plane ICP framework
with simple projective point matching and rejection based
on distance and normal deviation is used [12][13].
Once a collection of matched point pairs (pi, qi) with
normals ni is obtained, minimization of the following func-
tional can be used to determine optimal rotation matrix R
and translation t to bring obtained surface into alignment
with scene.
N∑
i
[(Rpi + t− qi) · ni]→ min (2)
R can be represented by series of rotations by α, β, γ
around the x, y, z axes respectively. By taking small angles
assumption it can be represented as:
R =
 1 −γ βγ 1 −α
−β α 1
 (3)
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Minimization can be done by taking partial derivatives
of functional with respect to α, β, γ, tx, ty, tz and setting
them to zero:
N∑
i
[
cic
T
i cin
T
i
nic
T
i nin
T
i
] [
r
t
]
= −
N∑
i
[
ci(pi − qi) · ni
ni(pi − qi) · ni
]
ci = pi × ni
r =
[
α β γ
]T
(4)
Six dimensional equation is obtained. This can be easily
solved on CPU using LU factorization. But to be able to
register surfaces in real-time using all surface points fast
reduction on GPU [14] have to be performed to obtain this
equation.
In the proposed implementation two textures are used
to store depth and normals, points pi, qi are reconstructed
using depth values. Matching, rejection and initial reduc-
tion step is done in a single OpenCLTM kernel, second and
further reduction stages are done in an additional kernel.
6.1. Cooperation with CPU Registration
Often not enough geometry information is captured with
accurate low range scanner. One way to overcome this
problem is to incorporate texture information (e.g. use an
RGB-D SLAM method [15]), markers or another robust
CPU registration algorithm to obtain initial transforma-
tion for the ICP.
In the proposed implementation initial transformation
for the ICP is obtained by performing registration of the
captured color frame to the previous frame. BRIEF fea-
tures [16] are extracted from images and brought to align-
ment by performing RANSAC [17]. This helps, but equa-
tion (4) is unstable whether not enough geometry infor-
mation is present, thus small noise may spoil registration.
Transformations along eigenvectors corresponding small
eigenvalues of covariance matrix of equation (4) are unsta-
ble. To improve registration these transformations can be
simply ignored.
To use simple thresholding scheme it is desirable to bring
eigenvalues of (4) to the same scale. This can be done by
shrinking the box covering points pi, qi to unit cube. The
following transformation can be used to achieve this (m is
the center of the initial box, S is a diagonal matrix with
box dimensions):
pˆi = S
−1(pi −m)
qˆi = S
−1(qi −m)
cˆi = S
−1(ci −m× ni)
(5)
Substitution of (5) into (4) gives slightly different matrix
equation.
N∑
i
[
cˆicˆ
T
i cˆin
T
i
nicˆ
T
i nin
T
i
] [
rˆ
tˆ
]
= −
N∑
i
[
cˆiS(pˆi − qˆi) · ni
niS(pˆi − qˆi) · ni
]
r = Srˆ
t = tˆ+ r ×m
(6)
Initial rotation and translation can be found from mod-
ified ones using the relation:
r = Srˆ
t = tˆ+ r ×m (7)
New problem (6) is better in terms of accuracy, because
summands are on the same scale now, and stability, be-
cause eigenvalues are also closer to each other. Now only
underlying geometry and number of point pairs influence
eigenvalues. Thus it seems reasonable to scale eigenvalues
or threshold accordingly to the number of matched points.
Finally xˆ′ =
[
rˆ tˆ
]T
is found from xˆ - solution of (6) as
follows:
C =
N∑
i
[
cˆicˆ
T
i cˆin
T
i
nicˆ
T
i nin
T
i
]
λ1 . . . λ6 - eigenvalues of C
v1 . . . v6 - eigenvectors of C
xˆ′ =
6∑
i=1
{
vi(vi · xˆ) if λi/N > θ
0 otherwise
(8)
The threshold θ is chosen empirically by examining
eigenvalues of (6) on a different types of objects. In the
proposed implementation value θ = 0.005 was used.
Figure 10: Comparison of registration methods on series of scans
without geometric features. From left to right: serial ICP, serial ICP
with texture, serial ICP with texture and eigenvalue analysis
7. Fusion
7.1. Integration of Measurements
Finally after surface obtained, preprocessed and regis-
tered it has to be merged with TSDF representing scene.
Given two estimations T - current estimation of scene
TSDF and Tk - surface measurement, T can be updated
by taking linear combination of two, but the care must be
taken about χ.
Here wk(x) ∈ (0, 1) controls speed of update. It may be
varied accordingly to the quality of the obtained data, i.e.
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Algorithm 1 Scene TSDF Estimation
for ∀x ∈ dom(Tk) : Tk(x) 6= χ do
if T (x) = χ then
T (x)← Tk(x)
else
T (x)← (1− wk(x))T (x) + wk(x)Tk(x)
end if
if |T (x)| > δ then
T (x)← χ
end if
end for
it may be lowered for corner regions, because data there is
usually more noisy.
By fixing wk(x) = N
−1 and using the properties of nor-
mal deviates distribution of the final error can be esti-
mated:
Tk(x) ∈ N (0, σ2)⇒ T (x) =
N∑
k=1
Tk(x)
N
∈ N
(
0,
σ2
N
)
(9)
Effectively this means that averaging of N measure-
ments decreases error
√
N times. Values of wk 0.01 give
perfect quality, but user have to wait some time to accu-
mulate enough measurements. One workaround is to use
a weight function in addition to TSDF to store the sum of
all weights for valid measurements [1]:
W (x) =
N∑
k=1
{
wk if Tk(x) 6= χ
0 otherwise
(10)
Algorithm 1 has to be modified as follows:
Algorithm 2 Weighted Scene TSDF Estimation
for ∀x ∈ dom(Tk) : Tk(x) 6= χ do
if T (x) = χ then
T (x)← Tk(x)
W (x)← wk(x)
else
T (x)← W (x)T (x)+wk(x)Tk(x)W (x)+wk(x)
W (x)← min(W (x) + wk(x),Wmax)
end if
if |T (x)| > δ then
T (x)← χ
end if
end for
Specifying Wmax allows scanning dynamic environ-
ments, without this bound high values of W (x) will dis-
criminate new measurements Tk(x). Although both algo-
rithms eventually do exactly the same whether Wmax is
reached, they both converge to the same value, weighted
version faster converges in the beginning. Thus even if wk
is chosen to be low, smooth surface is obtained faster. The
cost is doubled memory consumption.
Both algorithms suffer from same drawbacks. First is
that high amount of low quality data eventually worsens
the approximation. This can happen for example if sensor
is not moving much for a long period of time. Poor quality
estimations at the model edges or at distance worsen the
reconstruction quality. The other one is that it is impos-
sible to achieve both quick response to the environment
changes and good smoothing.
An attempt was made to overcome these problems
by incorporating more sophisticated filtering scheme. A
Kalman filter was chosen for its efficient recursive nature
and property of giving statistically optimal estimate of the
state variable [18].
Because a very low amount of information can be stored
per voxel the simplest filtering scheme is used. The value
of the signed distance in a voxel T (x) is treated as a state
variable and Tk(x) as a noisy measurement. Instead of
assigning weights wk(x) to measurements their variances
pk(x) are estimated and instead of storing weight sum
W (x) estimated process variance P (x) is maintained for
each voxel. For optical sensors like Kinect error devia-
tion grows quadratically, thus pk(x) grows as the power of
four. Process variance Q is used to adjust response and
smoothing.
Algorithm 3 Kalman Filter for TSDF Estimation
for ∀x ∈ dom(Tk) : Tk(x) 6= χ do
if T (x) = χ then
T (x)← Tk(x)
P (x)← pk(x)
else
P (x)← P (x) +Q . Predict
K ← P (x)/(P (x) + pk(x))
T (x)← T (x) +K(Tk(x)− T (x)) . Correct
P (x)← (1−K)P (x)
end if
if |T (x)| > δ then
T (x)← χ
end if
end for
Kalman filters is good at protecting model from large
amounts of poor data as compared to weighting methods.
Increase of measurement variances lowers the gain K, thus
poor data doesn’t break the approximation of T (x) and
P (x) (fig. 11).
Kalman filter handles quality versus response problem
slightly better than weighting schemes (fig. 12). Incor-
poration of more complex state dynamics and more state
information may improve the situation, but in that case
algorithm will consume much more memory. The reason-
able direction of the research here seems to be in grouping
filter parameters of nearby voxels.
In the described implementation Tk(x) is not available
explicitly, but it can be easily estimated for every x. The
simplest way is to project x onto the measured depth
map and find distance between corresponding point in the
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Figure 11: Comparison of measurement integration methods. Vari-
ance in the input data is continuously increasing. Parameters of the
filters are chosen to give same smoothing. Parameters of the data
distribution are chosen to resemble Kinect data at distance 1-2m.
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Figure 12: Comparison of measurement integration methods. On
the bottom graphic sum of squared residuals for the whole history
(average error) is compared with sum of squared residuals for the
last 50 measurements (tale error). Parameters of the filters for the
upper graphs are chosen to give the same tale error.
depth map and x. Finer estimation may be obtained by
performing several gradient steps in the depth map to find
local minimum of the distance between surface and x. If
no measurement is available for the specified x then χ is
simply taken as the value of Tk(x)
7.2. Updating Sparse Structure
Domain of the Tk(x) is defined as the set of voxel co-
ordinates in the volume of all of the blocks visible from
the current depth sensor position (located within the sen-
sors frustum and not occluded by the measured surface).
Although it is wasteful to allocate all these blocks. Only
blocks intersected by the surface are allocated, other visi-
ble blocks are updated only if they were allocated during
previous steps (fig. 13), thus dom(Tk) is further reduced.
Visible blocks and blocks intersected by the surface can
be found using occlusion queries. But with the resolution
growth this approach scales poorly. A use of hierarchi-
cal structure like octree may help, but particularly in this
specific problem a more simple approach may be exploited.
Because of fixed block size and resolution, coordinate of
the grid block covering specified point can be simply com-
puted. Simple OpenCLTM kernel is adopted to sample the
surface at some points and write block coordinates to the
buffer, buffer is then read back to the CPU and neces-
sary blocks are allocated. Sparsity of the sampling have
to be chosen depending on the resolution of the voxel field
to minimize amount of missed blocks. Though it doesn’t
matter that much if some blocks are missed, because scan-
ner is continuously moving and missed blocks will be likely
allocated next time.
camera
fused surface
allocated blocks
updated blocks
Figure 13: Choosing blocks for update during fusion step. Red blocks
are going to be allocated if necessary and updated. Blue blocks are
updated only if they are already allocated.
8. Conclusion
Use of sparse data structure for real-time fusion im-
proves significantly quality and maximum scanning volume
without significant performance loss. Most algorithms
have to be modified to exploit sparsity to achieve desired
performance. Performance of proposed scheme scales well
with the increase of resolution (fig. 14) or scanning area
and the memory consumption is significantly reduced.
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Figure 14: Performance of the proposed method on the test scene.
Bottom to top: scene rendering via raycasting, ICP registration,
measurement integration. NVIDIA GeForce 560 Ti.
Still memory consumption is too high to digitize large
outdoor environments or full interiors of the buildings.
This problem can be resolved with the help of eviction
schemes to exploit large volumes of HDD space or cloud
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storage. Implementation of the eviction should not be the
problem with the described approach. Volume shift would
require eviction of the TSDF data of the occupied blocks
and rebuilding of the offset array. With current state of
the hardware number of elements in the offset array should
not exceed three millions in order to fit scene into avail-
able memory. Thus even naive rebuilding scheme will give
adequate performance.
Combination of ICP with texture registration greatly
improves quality and robustness of the sensor pose esti-
mation. This is especially noticeable while scanning with
accurate low range scanner. Incorporation of Kalman filter
for measurement integration protects reconstructed model
from poor quality data, improves reconstruction quality.
The utmost problem of the proposed method is the drift,
occurring while scanning large areas due to local fashion
of the registration. The method could be significantly
improved by incorporation of global registration scheme.
Other interesting directions of research include fusion with
texture, non-rigid registration and fusion of deformable ob-
jects.
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