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Abstract—This paper proposes a network proximity service
based on the neighborhood models used in recommender systems.
Unlike previous approaches, our service infers network proximity
without trying to recover the latency between network nodes. By
asking each node to probe a number of landmark nodes which
can be servers at Google, Yahoo and Facebook, etc., a simple
proximity measure is computed and allows the direct ranking
and rating of network nodes by their proximity to a target node.
The service is thus lightweight and can be easily deployed in
e.g. P2P and CDN applications. Simulations on existing datasets
and experiments with a deployment over PlanetLab showed
that our service achieves an accurate proximity inference that
is comparable to state-of-the-art latency prediction approaches,
while being much simpler.
I. INTRODUCTION
The knowledge of network proximity is critical to achieve
Quality-of-Service (QoS) guarantees for end users. For exam-
ple, in Peer-to-Peer (P2P) applications and Content Distribu-
tion Networks (CDNs), it is desired to direct user requests to
a peer or a server that is nearby and thus with a connection
of small latencies. In this paper, network latency refers only
to round-trip time (RTT).
To exploit the proximity information in large distributed
systems, a practical challenge is the efficient acquisition be-
cause active probing of network latency for all paths in a
large network is infeasible due to the quadratic complexity.
This issue has been well studied, resulted in a rich line of
research on network proximity inference based on latency
measurements on a few paths [1], [2], [3]. In particular, a
recent progress is that the inference of network latencies can
be cast as a matrix completion problem whereby a partially
observed matrix is to be completed [4], [5], [6]. Here, the
matrix contains latencies between network nodes with some
of them known and the others unknown, shown in Figure
1(a). We then observed a similarity between network inference
and the problem of recommender systems which studies the
prediction of preferences of users to items [7], shown in
Figure 1(b). If we consider network latency as a preference
measure between nodes, then peer and server selection is just a
recommendation task. This observation enables us to leverage
the rapid advances in machine learning and investigate the
applicability of various solutions to recommender systems
for network inference. Our previous studies have shown that
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(a) A matrix completion view of latency inference.
In the matrix, the blue entries contain measured path
latencies, represented by directed edges in the graph,
and the green entries are missing.
item1 item2 item3 item4 item5
user1 5 3 4 1 ?
user2 5 3 4 1 5
user3 5 ? 4 1 5
user4 1 3 2 5 1
user5 4 ? 4 4 4
(b) An example of recommender system.
Fig. 1. Connection between network inference and recommender systems.
a class of matrix factorization techniques are suitable and
achieved good results that are known to be acceptable for
recommendation tasks [6].
Alternatively, neighborhood models are also widely used in
recommender systems which exploit the similarities between
users and between items [8]. For example, two users are con-
sidered similar if they rate a set of items similarly. Meanwhile,
two items are considered similar if they are given similar
ratings by a set of users. Thus, two kinds of recommendations
can be made to a user: liked items by similar users and items
that are similar to the liked items by that user. In this paper,
we develop a lightweight network proximity service based on
neighborhood models whereby, if two nodes have similar
proximity to a number of common nodes, the two nodes are
likely to be close to each other. Different from previous work,
our approach infers proximity without recovering network
latencies. A simple proximity measure is computed and can
be exploited for ranking and rating network paths which is
useful in e.g. P2P and CDN applications for peer and server
selection. The approach is highly scalable and involves only
the latency measurement by PING from each node to a small
number of pre-selected landmark nodes which can be servers
at Google, Yahoo and Facebook, etc. Simulations on existing
datasets and experiments with a deployment on a real network,
namely PlanetLab, showed that our approach provided accu-
rate proximity services that are comparable to state-of-the-art
latency inference approaches, while being much simpler.
The rest of the paper is organized as follows. Section II
summarizes related work on network proximity inference.
Section III introduces our network proximity services based
on neighborhood models. Section IV and V describe results
of both simulations and the deployment on PlanetLab. Section
VI gives the conclusion.
II. RELATED WORK
Most related work inferred proximity by estimating laten-
cies between network nodes. For example, GNP [1] inferred
RTTs by embedding network nodes into a metric space and
Vivaldi [2] decentralized the inference based on Euclidean
embedding by removing the landmarks in GNP. Likewise,
IDES [3] and DMFSGD [4] solved the inference problem by
matrix factorization in a centralized and decentralized manner
respectively. We refer interested readers to [9] for a survey
of network latency prediction. In general, existing approaches
employ a common framework that fits a prediction model
by using some optimization scheme and a small number of
latency measurements. For the decentralized processing in
networks, message exchanges are performed between network
nodes [2], [4].
While interesting, the most popular application for latency
prediction has always been peer and server selection in P2P
networks and CDNs. In such a recommendation task, the
absolute latency values are only exploited to rank network
nodes by their proximity to a target node. Thus, it is useful to
develop simpler approaches to do ranking directly without try-
ing to recover latency. This paper describes a novel approach
based on the idea in neighborhood models for recommender
systems which allows just that. The biggest advantage of
our approach is its simplicity which, unlike previous latency
prediction approaches, requires no optimization of any kind.
By asking each node to probe a number of landmark nodes, a
simple proximity measure is computed and allows the ranking
of network nodes without recovering latencies. Note that our
service is different from other landmark-based systems such as
GNP and IDES in that we need no control over the landmark
nodes. In addition, this paper also studies the impacts of the
dynamic measurement and of the selection of the landmarks,
showing that our proximity service is stable and insensitive
to the latency dynamics and to the random selection of the
landmarks.
III. NETWORK PROXIMITY SERVICE
A. Measuring Network Proximity
Instead of measuring latencies between network nodes, we
require each node to probe the latencies to a number of
landmark nodes and the latency measurements are put in a
feature vector which is attached to each node, illustrated in
Figure 2. Let vi = [vi1, . . . , vik]T be the feature vector of node











Fig. 2. Network proximity service.
k is the number of landmarks. The landmark nodes can be any
IP addresses on the Internet such as content servers in Google,
Yahoo and Facebook or news and university web servers which
stay alive stably and respond to the PING measurement. Note
that anycast IP addresses such as Google public DNS servers
at 8.8.8.8 and 8.8.4.4 need to be avoided.
A similarity/dissimilarity measure between the feature vec-
tors of two nodes can then be computed using e.g. the
correlation, the L2 or L1 norm and the cosine of the included
angle, etc., among which the L1 norm is chosen due to its






|vil − vjl|. (1)
pij is a proximity measure, although it does not inform us
about the actual latency between i and j. Intuitively, when pij
is small, i.e. i and j have similar latencies to the landmarks,
chances are that i and j are close to each other. This is exactly
the idea in neighborhood models for recommender systems.
Thus, the proximity measure carries information that can be
exploited to rank network nodes. For example, if pij < pil,
then we can guess that i is closer to j than to l, i.e. the latency
between i and j is smaller than that between i and l. Obvi-
ously, proximity inference based on pij is less accurate than
based on measured latencies. However, a proximity service
based on active probing would require O(n2) measurements
for a network of n nodes which does not scale well. In
contrast, our new service reduces the measurement overhead
from O(n2) to O(kn), with k likely to be independent of n.
In addition, comparing to state-of-the-art latency prediction
approaches, our proximity service is much simpler and re-
quires no computation for learning a prediction model such as
Euclidean embedding for Vivaldi [2] and matrix factorization
for DMFSGD [4]. We will show in Section IV and V that, on
ranking network nodes according to the proximity, our service
achieved comparable accuracies to Vivaldi and DMFSGD.
Note that it is possible that a node has a poor connection
to all landmarks, i.e. min(vi) is larger than a threshold. We
consider such cases as that the node has a poor connection to
the entire Internet, due probably to a poor Internet access link,
and turn the proximity measure between that node and any
other node in the network to a large constant. This prevents
nodes with poor Internet connections from being labeled as
close to each other.
B. Landmark Selection
It is easy to see that the proximity measure depends on
both the locations and the numbers of the landmark nodes.
In practice, we can check the suitability of the landmarks by
computing statistics such as variance of the latencies. There
are two considerations.
• For node i, vi is more informative about its location if
some latencies in vi are small and some are large, i.e.
i is close to some landmarks and far away from some
others. Thus, the lack of variance in vi is generally a
good indicator of the poor choice of the landmarks for
node i. If many nodes have small variance in their feature
vectors, a likely reason is that many landmarks are in the
same region and close to each other.
• For each landmark, we can also construct a feature vector
containing latencies from each node to the landmark. Let
vLi = [v1i, . . . , vni]
T be the feature vector for landmark
i. Similarly, the lack of variance in vLi is also a good
indicator that landmark i is not suitable to serve as a
landmark for the nodes in the network, which happens
when the landmark has an anycast IP address1.
Essentially, we can construct a matrix containing latencies
between nodes and landmarks, denoted by V = [v1, . . . , vn],
and it is desired that the variance in both the rows and the
columns in V are large. If we have a set of landmarks from
which we choose a few, we can design a selection algorithm
that maximizes the variances in V . Empirically, we found that
if the landmarks are well distributed all over the world, the
variances in V are generally large enough and a good network
proximity service can be achieved using a small number of
randomly selected landmarks, shown in Section IV.
We performed a test on PlanetLab on June 2nd, 2014
that from 592 live nodes we pinged an anycast Google
public DNS server at 8.8.8.8, a unicast Google Web server
at 173.194.65.104 and a unicast DNS server at 209.210.172.9
and received latencies to all three servers from 310 nodes,
shown in Figure 3. We can see that both the mean and the
variance of the latencies to 8.8.8.8 are much smaller, which
is expected as 8.8.8.8 corresponds to 28 servers at different
locations. Note that among all the latencies to 8.8.8.8, only 12
are larger than 100ms and the latencies from all 11 Chinese
nodes are larger than 180ms2. This suggests that even an
anycast IP may provide useful proximity information about
nodes in particular areas. For example, a node is unlikely to
be in China if its latency to 8.8.8.8 is smaller than 100ms.
By choosing the right landmarks, we may design a location
classifier that pinpoints a network node to a small region.
1Another possible reason is that most nodes in the network are close to
each other. This is a trivial situation which we rule out in this paper.
2The only other node with a latency to 8.8.8.8 greater than 100ms is lim-
planetlab-2.univ-reunion.fr. The mean latency is 213ms and the variance is
4ms. The node is in the University of La Re´union located in a French island
in the Indian Ocean.





















Fig. 3. Distributions of RTT to an anycast Google public DNS server at
8.8.8.8, a unicast Google Web server at 173.194.65.104 and a unicast DNS
server at 209.210.172.9.
C. Service Architecture and Applications
Our network proximity service is thus simple, scalable and
lightweight. The only overhead is k latency measurements
to the pre-selected landmarks at each node. For distributed
systems with a centralized control, a tracker node is deployed
to which each node registers its feature vector. The tracker
node calculates the proximity between nodes and recommends
nearby peers or servers for a node. In a fully decentralized
architecture with no central node to gather information, each
node keeps its own feature vector and searches for nearby
peers and servers using a gossip protocol [11].
Potential applications include peer selection for P2P ap-
plications and server selection for CDNs. To calculate the
proximity between users and servers in a CDN scenario, both
users and servers have to probe the landmarks to get feature
vectors, which is difficult to assume in the CDN case. Instead,
given the symmetry of the RTT measurements, we can probe
the users and the servers from the landmarks, assuming that
the proximity service has its own landmarks. The feature
vectors can then be built by fetching the measurements from
the landmarks. Besides, the proximity service can also be
exploited to cluster network nodes.
IV. SIMULATIONS ON EXISTING DATASETS
We performed simulations on the following datasets:
• Meridian contains static RTTs between 2500 DNS
servers obtained from the Meridian project [12].
• P2PSim contains static RTTs between 1740 DNS servers
obtained from the P2PSim project [13].
• Harvard contains dynamic RTTs between 226 PlanetLab
nodes collected in 4 hours [14].
In these datasets, as we only have RTTs between nodes in the
networks, we randomly select a number of nodes as landmarks
and the feature vector of each node consists of RTTs to those
selected nodes. For the Harvard dataset, we extracted the static
RTTs by computing the mean RTT between each pair of nodes
and used them in the first two subsections for evaluating the
ranking and rating accuracy. The dynamic RTTs in the Harvard
dataset are used to evaluate the stability of the proximity
measure only in the last subsection.
A. Ranking of Network Proximity
We first evaluate the ranking of network proximity using the
Spearman’s rank correlation coefficient which is defined as the
Pearson correlation coefficient between the ranked variables
[15]. For two sequences X and Y , the raw data Xi and Yi
are converted to the ranks xi and yi in the sequence, and the
Spearman’s rank correlation coefficient is computed as
ρ =
∑
i(xi − x¯)(yi − y¯)√∑
i(xi − x¯)2(yi − y¯)2
. (2)
ρ is between 1 and −1, and the larger it is, the more the
ranks of X and Y are positively correlated. Thus, we evaluate
the ranking accuracy by calculating the Spearman’s rank
correlation coefficient between the proximity measures by our
service and the true latencies between network nodes. In other
words, the two sequences X and Y are our proximity measures
and the true latencies, and we wish a high ρ value so that their
rankings match each other.
As the landmarks are randomly selected from all nodes in
the network, we are interested in the impacts of the number of
landmarks on the accuracy of proximity inference. We tested
k = 10, 20, 30 and 60 respectively, with 10 runs of random
landmark selection for each k, and the mean rank correlation
coefficients and the standard deviations for each dataset are
shown in Table I. It can be seen that the rank correlation
improves with the increase of the landmark number k and that
the ranking results are stable and not sensitive to the random
selection of the landmarks in the network. Overall, ranking
of network proximity is more accurate on the Harvard dataset
than on the other two, due probably to its small size of the
network, i.e. 226 nodes.
We then compare our proximity service with two popular la-
tency prediction approaches, namely Vivaldi [2] and DMFSGD
[4], [5], [6]. The former predicts RTTs based on Euclidean
embedding and the latter does so based on matrix factor-
ization. Both employ the same architecture that each node
probes and exchanges messages with k randomly selected
neighboring nodes in the network. In contrast, our service
based on neighborhood models only probes k landmarks, with
no requirement of message exchanges between nodes. To make
the comparison fair, we set k = 32 so that all methods
have the same measurement overhead. Note that k = 32
is the default setting in Vivaldi and DMFSGD. We ran the
simulations for 10 times with random landmark and neighbor
selection for our service, DMFSGD and Vivaldi respectively.
The rank correlation for DMFSGD and Vivaldi is calculated
by comparing the ranks of the predicted RTTs and of the true
RTTs using eq. 2. The mean rank correlation coefficient and
its standard deviation for each method is shown in Table II. It
can be seen that our service achieved comparable results with
DMFSGD and Vivaldi.
B. Rating of Network Proximity
We then evaluate the rating of network proximity that turns
a proximity measure into an ordinal number in the range of
{1, 5}. Ordinal rating is a loose version of ranking that labels
a measure as rank 1 if it is among the top 20 percent smallest,
as rank 2 if between top 20 and top 40 percent, and so on.
While less informative, the advantage of rating over ranking
is that rating measures are more stable over time. Thus, we
compare the ratings of the proximity measures returned by
our service with the ratings of the true latencies, evaluated by
using the same criterion, Root Mean Square Error (RMSE),






The smaller the RMSE, the better. We also compare our
service with DMFSGD and Vivaldi. DMFSGD can directly
predict ratings of RTTs, as described in [6]. For Vivaldi, we
turn the predicted RTTs into ratings.
As above, we ran the simulations for 10 times with random
landmark and neighbor selection for our service, DMFSGD
and Vivaldi respectively, and calculated the mean RMSE and
its standard deviation for each method, shown in Table III. It
can be seen that on Merdian and P2PSim, DMFSGD is the
best, while on Harvard, our service based on neighborhood
models is the best. Overall, on the rating performance, our
service achieved results at least comparable to Vivaldi.
Table IV shows the confusion matrices by our service. In
these matrices, each column represents the predicted ratings,
while each row represents the actual ratings. Thus, the di-
agonal entries represent the percentage of the correct pre-
diction, and the off-diagonal entries represent the percentage
of “confusions” or mis-ratings. For example, the entry at
(2, 2) represents the percentage of the rating-2 paths which
are correctly predicted as rating-2, and the entry at (2, 3)
represents the percentage of the rating-2 paths which are
wrongly predicted as rating-3, i.e. the confusions from rating-
2 to rating-3. It can be seen that while there are mis-ratings,
most of them have a small error of |xij − xˆij | = 1, marked
as shaded entries in the confusion matrices. This means that
the mis-ratings are under control. For example, a rating-5 path
may be wrongly predicted as 4, but seldom as 3, 2 or 1, since
the entries at (5, 3), (5, 2) and (5, 1) in all confusion matrices
are small.
C. Stability over Latency Dynamics
We further evaluate the impact of the latency dynamics on
the stability of our service using the Harvard dataset which
contains 2, 492, 546 dynamic RTTs with timestamps collected
in 4 hours from PlanetLab [14]. In the dataset, about 94.0%
of the paths between pairs of nodes are measured between 40
and 60 times.
In the experiment, we assume that each node probes the
landmarks once and the first RTT measurement from each
node to each landmark is put in the feature vector of the node.
Thus, the proximity measures between nodes are computed
using the latency information acquired in the beginning of
the simulation which are not updated over time. We then
evaluate how the ranking and rating accuracy is affected by the
dynamics of the true RTTs in the dataset. To this end, we ran
the simulations with the RTTs between nodes updated using
the timestamps in the dataset and computed the Spearman’s
rank correlation coefficient ρ and the RMSE over time (in
every three minutes) between the proximity measures and
TABLE I


























































n RMSE mean std
Neighborhood 0.943 0.014
DMFSGD 0.860 0.003

















Meridian 1 2 3 4 5
1 81% 14% 4% 1% 0%
2 13% 58% 20% 7% 2%
3 3% 21% 38% 26% 12%
4 1% 5% 27% 39% 27%
5 1% 2% 12% 27% 58%
P2PSim 1 2 3 4 5
1 54% 26% 10% 10% 0%
2 40% 37% 16% 6% 1%
3 6% 34% 49% 10% 1%
4 0% 3% 24% 54% 18%
5 0% 0% 0% 20% 79%
Harvard 1 2 3 4 5
1 77% 21% 2% 0% 0%
2 23% 57% 19% 1% 0%
3 0% 21% 64% 13% 2%
4 0% 3% 15% 70% 15%
5 0% 0% 0% 17% 83%
the true, updated RTTs (turned into rating when computing
the RMSE), shown as the curve of ρ for Neighborhood
and of RMSE for Neighborhood respectively in Figure 4. In
addition, we also calculated the ranking correlation ρ over
time between the RTTs in the beginning of the simulation
(the first measurement between each pair of nodes) and the
true, updated RTTs. This measure reflects the dynamics of the
RTT measurements in the dataset, shown as the ρ for dynamic
RTT curve in Figure 4. It can be seen that the RTTs in the
dataset are fairly stable, with the rank correlation over time
never smaller than 0.95. In such cases, our service is able to
provide accurate proximity inference, i.e. a rank correlation
around 0.9 and a RMSE around 0.7, without updating the
feature vector of each node for 4 hours. Note that if we do
update the latencies in the feature vector of each node by a
running mean, i.e. the mean of 10 most recent measurements,
we only improve the accuracy slightly by less than 5%, at the
cost of more probes to the landmarks.
V. DEPLOYMENT ON PLANETLAB
We deployed our network proximity service on PlanetLab
to test the performance when using landmarks other than those
in the network.
A. Experimental Setup
We first identified the IPs that can be used as landmarks.
The first landmark set, so called the DNS set, contains the



















ρ for dynamic RTT
ρ for Neighborhood
RMSE for Neighborhood
Fig. 4. Impact of latency dynamics on proximity inference. The curve of ρ
for dynamic RTT represents the rank correlation over time between the RTTs
in the beginning of the simulation and the updated RTTs. The curve of ρ
for Neighborhood represents the rank correlation between the non-updated
proximity measures and the true, updated RTTs, and that of RMSE for
Neighborhood represents the RMSE between the ratings of the non-updated
proximity measures and of the true, updated RTTs.
DNS servers in the P2PSim dataset in which we found 792
out of 1740 alive and reachable. The second landmark set,
so called the WEB set, contains the web servers at Google,
Yahoo and Facebook. To extract the IPs, we pinged from
each PlanetLab node to www.google.com, www.yahoo.com
and www.facebook.com. As these service providers direct user
requests to nearby servers, the PINGs returned us the IPs of
147 Google, 11 Yahoo, 69 Facebook web servers. Unlike the
DNS set the IPs in which are largely distinct from each other,
the WEB set contains similar IPs such as 74.125.237.17 and
74.125.237.18. Thus, we clustered the IPs in the WEB set by
their first 24 bits, resulted in 58 Google, 11 Yahoo and 31
Facebook IP clusters. In the experiments on the DNS set, the
k landmarks are randomly selected from all 792 DNS servers,
whereas on the WEB set, we first select randomly k IP clusters
and each node then selects randomly an IP from each selected
IP cluster.
The deployment of our service is simple and involves only
the RTT measurement by PING from PlanetLab nodes to land-
mark nodes. For the purpose of evaluation, we also collected
RTTs between PlanetLab nodes. During our experiment period
between June 8th and June 12th, 2014, we were able to reach
between 306 and 327 PlanetLab nodes. We confirm that the
RTTs on PlanetLab are fairly stable, as shown in Section IV-C.
B. Comparison with DMFSGD and Vivaldi
As above, we compared our service based on neighborhood
models with DMFSGD and Vivaldi, with k = 32 for all
methods. For our service, we tested random landmark selection
from the DNS and WEB set as well as from the PlanetLab
nodes, called Neighborhood DNS, Neighborhood WEB and
Neighborhood respectively. For each method, 10 runs of
random landmark/neighbor selection were carried out using
measurements collected at some time in our experiment period.
We calculated the means and the standard deviations of the
ranking correlation and the RMSE by comparing the results of
each method with the true RTTs, shown in Table V. Note that
the experiments were repeated using measurements at different
times and the results were found consistent due to the stability
of the RTTs on PlanetLab. It can be seen that, while worse
than DMFSGD and Vivaldi, our service still achieved decent
accuracies on ranking and rating of network proximity. It is
worth noting that the accurate RTT prediction by DMFSGD
and Vivaldi comes at the cost of 10 to 20 message exchanges
between each pair of neighboring nodes. In contrast, our
service is the most lightweight, with each node probing a
few pre-selected landmarks only once in the beginning of the
service and with no computation required.
Note that the small standard deviations in Table V show
the insensitivity of our service to random landmark selection
when deployed on real networks such as PlanetLab. Thus,
our experiments in this and previous section suggest that
empirically, random landmark selection is sufficient as long
as the landmark nodes are well distributed all over the world.
In such situations, each latency measurement from a node to
a landmark provides useful information about the location of
the node.
VI. CONCLUSION
This paper presents a lightweight network proximity service
that labels nodes with similar proximity to landmark nodes
as being close to each other. The service allows the ranking
and rating of network proximity which can be exploited
for peer and server selection in P2P and CDN applications.
Comparing to state-of-the-art latency prediction approaches
such as DMFSGD and Vivaldi, the biggest advantage of our
service is its simplicity. The only overhead in our service is
TABLE V
COMPARISON OF RANKING AND RATING ACCURACY ON PLANETLAB.
ρ mean std
Neighborhood DNS 0.894 0.027





Neighborhood DNS 0.709 0.034




a small number of PING measurements, and there is neither
computation nor message exchange between network nodes
required. Extensive simulations and real deployments show
that our service can achieve accurate and stable proximity
inference with a few randomly selected landmarks. Unlike
many other landmark-based systems such as GNP and IDES,
the landmarks in our service can be any Internet servers over
which we have no experimental control.
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