In this paper, several receivers for data demodulation in an asynchronous directsequence code-division multiple access (DS-CDMA) system operating without prior knowledge of the propagation delays are proposed and compared. Special attention is paid to the near-far problem, and the proposed schemes are numerically shown to be near-far robust. The near-far robustness is obtained by estimating the a priori unknown propagation delay using a subspace-based technique. Quantities obtained in the estimation procedure are used to design a lter, used for suppression of interference, according to the Minimum Mean Square Error criterion. Either a decision feedback technique or a simple two-state Viterbi algorithm is subsequently used for the data demodulation in the uncoded case. By extending the trellis used in the Viterbi algorithm, error correcting coding is easily implemented.
Introduction
Direct-Sequence Code-Division Multiple Access (DS-CDMA) has recently received considerable attention and is by many considered to be a promising technique for future wireless communication networks. In DS-CDMA, all users concurrently use the same bandwidth, in contrast to frequency-division and time-division multiple access. Users are distinguished by assigning each user a unique code-sequence upon which the data to be transmitted is overlayed. Therefore, the received signal will be the sum of all users' signals and noise. The standard receiver, which is a bank of matched lters, is optimal in the single-user case, which obviously is of little interest, or if all code-sequences are orthogonal. Orthogonality cannot generally be obtained in an asynchronous system, and the standard receiver is therefore sub-optimal, but works reasonably well if almost orthogonal code-sequences are chosen and the received powers from di erent users are kept equal. However, it is well-known that the standard receiver becomes almost useless when the received powers become unequal. This is known as the near-far problem 1].
The near-far problem can be alleviated somewhat by using power control schemes. However, power control is a hard problem, especially in a wireless environment where the power levels often varies drastically. Another way of handling the near-far problem, instead of power control, is to use near-far resistant receivers, which can yield substantially improvement over the standard receiver, even if perfect power control is used. The optimum receiver, assuming a known channel, is found in 2], and has been followed by several suboptimum near-far resistant schemes, e.g., 3{5]. All these schemes require exact knowledge of at least the propagation delays for all users, which is unknown a-priori and, therefore, must be estimated, and may be sensitive to propagation delay estimation errors 6], especially in a near-far scenario. Estimating these parameters in a near-far resistant manner is a di cult task, and only a few near-far resistant delay estimators are known, e.g., 7, 8] , both of which are based on subspace techniques. Some work on joint signal detection and parameter estimation has recently been done, e.g., 9], which uses an Extended Kalman Filter to obtain estimates in the single-user case. Another approach is 10] , in which the EM-algorithm and a multistage detector is combined to obtain near-far resistant parameter and bit estimates.
Since the modi ed MUSIC estimator 7] can estimate the propagation delays during data transmission, and therefore requires no training sequence, it is possible to use this technique in a joint parameter estimation and signal detection scheme. The proposed receivers use the modi ed MUSIC estimator in conjunction with Minimum Mean Square Error (MMSE) interference suppression to obtain a near-far resistant receiver. The quantities necessary for MMSE suppression are readily obtained from the MUSIC estimator and need not to be known in advance. Furthermore, contrary to most other schemes, the receiver does not require the sampling of the received signal to be synchronized with either the bit or the chip boundaries, and it can therefore immediately detect the transmitted data without previous code acquisition. This unsynchronized sampling is handled either by a decision feedback technique, or by a simple two-state Viterbi algorithm. The proposed receiver is easily extended to handle error correcting codes by increasing the number of states in the Viterbi algorithm. The use of a Viterbi algorithm to handle interference and error correcting codes has recently been reported in 11]. However, 11] considers a synchronous DS-CDMA system with perfect knowledge of the propagation delay and uses the Viterbi algorithm solely for decoding of the error correcting code, while in this paper, the Viterbi algorithm is used for handling the asynchronism in the sampling procedure as well.
Applications for the receivers proposed in this paper could be a soft handover scenario in a mobile communication system. During the soft handover procedure, the second base station has no knowledge of the propagation delays and, further, near-far resistance is desirable since power control cannot be used against two base stations at the same time.
In Section 2, the system model is presented. Section 3 presents the proposed receiver, which is a block-oriented three-step procedure consisting of delay estimation, interference suppression and data detection. A simpli ed error analysis is found in Section 4, and in Section 5 the di erent schemes are compared through simulations. Finally, some conclusions are drawn in Section 6.
System Model
In a K user asynchronous DS-CDMA system using BPSK modulation, each user employs a unique code waveform for transmitting bits of duration T such that each bit consists of N chips with duration T c = T=N, where N is an integer. The code waveforms have unit amplitude and are assumed to be rectangular and periodic with period T. The k th user's information stream, u k (m) 2 f0; 1g, is (optionally) fed into a convolutional encoder and the output v k (m) 2 f0; 1g is mapped onto the symbol set f+1; ?1g to form the symbol stream, d k (m) 2 f+1; ?1g. The symbol stream is subsequently pulse amplitude modulated by a period of the code waveform, b k (t), where b k (t) = 0 for t = 2 0; T), to form the baseband signal, s k (t) = P 1 m=?1 d k (m)b k (t?mT ). As a rule, a subscript k implies that the quantity is due to the k th user.
The k th user's transmitted signal is formed by multiplying s k (t) with the carrier p 2P k cos(! c t+ 0 k ), where P k is the received power and 0 k is the random carrier phase uniformly distributed in 0; 2 ).
The received signal may be written as
where k 2 0; T) is the unknown propagation delay and k = 0 k ? ! c k . The noise waveform, n(t), is a white Gaussian noise waveform with two-sided power spectral density N 0 =2. The receiver front-end consists of standard I-Q downconversion followed by a lter matched to the chip waveform, which, in the case of rectangularly shaped chips, simply is an integrate-and-dump lter with integration time T i = T c =Q, where the integer Q is referred to as the oversampling factor. Neglecting double frequency terms, the complexvalued received sequence, r(l), can thus be expressed as
where n(l) is a zero-mean white complex Gaussian sequence with variance 2 = Efjn(l)j 2 g = N 0 =T i = P 1 N 0 QN=E s;1 , and where E s;1 = P 1 T is the energy per data symbol for the rst user. In the case of uncoded BPSK, the symbol energy, E s;1 , of course, equals the energy per information bit, E b;1 . The parameter vectors , , and are considered to be unknown and deterministic. Furthermore, it is assumed that the symbol streams consist of equally likely, independent symbols, and that the noise is independent of the symbol streams. The correlation matrix R = Efr(m)r (m)g for r(m) is then R = ABEfz(m)z (m)gB A + 2 I QN = ASA + 2 I QN ; (13) where S = BEfz(m)z (m)gB = 1 2 diag(P 1 ; P 1 ; : : : ; P K ; P K ) 2 R 2K 2K : (14) Note that R is symmetric and is positive de nite if 2 that range(A) = range(ASA ) = range(E s ) and that the noise subspace is consequently range(E n ).
Receiver Structure
The proposed receiver operates on a block of received vectors, and works in a three-step fashion: propagation delay estimation followed by Multiple Access Interference (MAI) suppression and data demodulation. Throughout the rest of the paper, it is assumed, without loss of generality, that the rst user is the user-of-interest.
Propagation Delay Estimation
The propagation delay for the user-of-interest, 1 , is estimated in a near-far robust manner by the modi ed MUSIC algorithm proposed in 7]. Below, a brief outline of the algorithm will be given.
The foundation for the algorithm is the observation that the columns of A are contained in the signal subspace. This implies that fa 2k?1 ( ) a 2k ( )g are orthogonal to any vector in the noise subspace when = k . The noise subspace is de ned in terms of the eigenvalue decomposition of R. In reality, R is unknown, but can be estimated by the sample correlation matrixR
r(m)r (m) ; (16) and a consistent estimate of E n is found in the eigenvalue decomposition ofR as 12] R =Ê s^ sÊ s +Ê n^ nÊ n ; (17) where the columns ofÊ n are the eigenvectors corresponding to the QN ? 2K smallest eigenvalues. Note that, in this case, the columns of A will only be approximately orthogonal toÊ n . An estimate of 1 can thus be found aŝ
In 7], an e cient search method guaranteeing the global minimum to be found is obtained by exploiting the structure of the cost function.
Interference Suppression
In the proposed receiver, the MAI is suppressed by projecting the received sequence r(m), 
Note thatR is real valued whileR T , generally, is complex. Also,ñ(m) is typically not white, but, as shown later, treatingñ(m) as white has negligible in uence on the performance. Alternatively, a whitening lter may be applied.
Several di erent choices of W are possible. For example, using W = a 1 a 2 , i.e., correlating the received signal with the (shifted) code vectors a 1 and a 2 , corresponding to the user-of-interest, without paying attention to the MAI, is analogous to the matched lter receiver. However, in order to avoid the near-far problem encountered in the matched lter receiver, two di erent selection criterias for W are considered instead: a decorrelating criterion and an MMSE criterion.
Deccorelating Criterion
The A-matrix can be partitioned as a 1 a 2 A 0 , where the two vectors a 1 and a 2 belong to the user-of-interest (the rst user), and A 0 belongs to the interfering users (users 2 through K). The MAI, A 0 B 0 z 0 (m), can be eliminated by projecting the received sequence onto a plane orthogonal to all interferers, which would remove all MAI at the price of a decreased signal-to-noise ratio. The plane should, of course, be chosen such that all MAI is removed while preserving as much desired signal energy as possible. A solution is given by the Gram-Schmidt orthogonalization, e.g., by performing a \skinny" QR-decomposition 13] on A 0 a 1 a 2 and picking the last two vectors from the QR decomposition as w 1 and w 2 . Note that, since w 1 and w 2 are orthonormal and orthogonal to A 0 , the noisẽ n(m) = W n(m) after the projection is still white with correlation matrix 2 W W = 2 I. Furthermore, note that, in order to calculate W, the interference subspace rangefA 0 g must be known.
MMSE Criterion
The price paid for removing all MAI by using the decorrelating criterion is a decreased signal-to-noise ratio. 
Data Demodulation
After suppressing the MAI using any of the above described techniques, the transmitted data can be demodulated. As seen from (19), each projected sample y(m) is a ected by two consecutive transmitted symbols, d 1 (m) and d 1 (m ? 1), through z 1 (m) and z 2 (m).
The e ect is somewhat similar to intersymbol interference, and the contribution from the rst user to the received signal can be viewed as a delay element followed by a mapper, as illustrated in Fig. 1 . This must be taken into account when forming the nal bit estimates. Below, two di erent techniques are considered: a decision feedback (DF) technique and a maximum likelihood sequence estimator (MLSE) using the Viterbi algorithm.
It could be argued that, once the propagation delays are known, it would be possible to rearrange the received samples r(l) in the vectors r(m);m = 1; : : : ; M such that r(m), within a chip time, is almost synchronous to the bit boundaries. After rearranging the received samples, the interference can be suppressed as previously described and the data detected immediately, as described in 14]. In such case, no DF or MLSE techniques would be necessary, since the sampling is almost bit synchronous. However, in order to suppress MAI, this technique would require computation of the sample correlation matrix for the rearranged sequence as well, which is computationally demanding. Furthermore, it is clearly desirable if the same correlation matrix can be used for detecting several users, which is the case with the receivers proposed in this paper, instead of having to recalculate a new correlation matrix for each user. T . Note that the decision feedback technique causes a one bit decision delay. A greater number of taps in either or both of the feed forward and feedback lters might improve performance somewhat, but at the price of a larger decision delay.
The feed forward and feedback lters are calculated according to the MMSE criterion, 
Note that the estimate of 1 is invariant to a scaling of W, sinceñ(m) = W (A 0 B 0 z 0 (m) + n(m)).
MLSE
The Viterbi algorithm is known to be e ective in combating intersymbol interference 15], and can be used in the present problem as well. In Fig. 2 
In realityñ(m) is generally not white and, thus, the metric above is not the optimal one unless a whitening lter is applied. However, the above metric still performs well, as will be shown in Section 5. Knowledge of 1 is required, but 1 can be estimated as previously described.
MLSE and Error Correcting Codes
Extending the system to include error correcting coding is easily done by extending the number of states in the Viterbi algorithm. Consider a (2,1,2) convolutional code with d free = 5 ( 16] , p. 330). Assume that the user-of-interest passes the information bits u 1 (m) through the convolutional encoder (depicted in Fig. 3 ), multiplexes the outputs v 1 (m), v 2 (m), and transmits the resulting sequence over the asynchronous channel. The convolutional encoder in combination with the asynchronous channel can be viewed as an equivalent extended encoder followed by a mapping, as shown in Fig. 4 . The transmitted signal, as a function of the information sequence, is depicted in Fig. 5 . Using this, and making the same assumption as before aboutñ(m) being white, an appropriate bit metric, M ij , from node i to node j during the m th bit interval, can easily be found and is shown in Fig. 5 . Due to the (2,1,2) code, two vector samples must be received in order to decode one information bit.
Simpli ed Error Analysis

Decision Feedback
The error probability for the decision feedback detector can be derived in a straight forward manner. As seen from (19) and (24) 
The only complex-valued term above is the noise, f f;0ñ (m) + f f;1ñ (m ? 1) , and only the real part of the noise a ects the bit decisions. Using the relation 2 Refug Refv T g = Refuv T g + Refuv g, the variance of real part of the noise, which is assumed to be white and Gaussian, can be written as 
MLSE
The error probability of the MLSE can be derived by applying the technique in 15], which is based on calculating the probability of choosing an incorrect path through the trellis. An estimated path diverging from the correct path at time instant m and remerging at time instant m + l " is called an error event of length l " and is denoted ". An upper bound on the bit error probability can be derived by summing the probabilities of all possible error events multiplied by the corresponding error weight (the number of bit errors for an error event of a certain length) as follows:
where w " is the number of bit errors due to the error event ", and d 2 " denotes the squared Euclidean distance between the correct path and the erroneously estimated path. The equivalent channel spans L + 1 symbols, and the number of states in the trellis is therefore 2 L . The factor (1=2) l"?L is due to the BPSK modulation (m = 2) in Equation (73) Since the two-dimensional noise Refe ?j 1ñ (m)g a ecting the error probability and con ned to the plane W, is approximated as white and circular in the plane, the noise variance~ 2 MLSE can be found as the average of the two diagonal elements ofR MLSE .
Uncoded Case
In the uncoded case, a simple expression approximating the error probability for reasonably high SNRs can be obtained. High SNRs is a valid assumption, since interference limited systems are considered. The channel spans L + 1 = 2 symbols, and the shortest possible error events, illustrated in Fig. 6 , are of length l " = 2 and correspond to a single bit error, w " = 1. As seen from Fig. 6 , the distance is independent of which of the two possible error events that occurs, and the minimum distance can thus be found from the leftmost gure. Approximating the sum in (31) with the dominant term (the term with the smallest d 2 " ) yields
(33)
Coded Case
In the coded case, the same technique can be used, although the resulting expression is not as simple due to the larger number of states, 2 L = 8. Furthermore, knowledge of the true propagation delays is required in order to nd which of the terms in (31) that is the dominant term and, therefore, the calculation is most conveniently done by computer aid. In Fig. 7 , an error event of length l " = 4, yielding the smallest d min for the parameters used in Section 5, is illustrated. This error event gives rise to a single bit error, i.e., w " = 1. Approximating the sum with the dominant term as above yields the same expression as in (33) 
Numerical Results
The simulated system was a 5-user system with N = 15 chips per bit using Gold sequences 17]. Oversampling was not used (i.e., Q = 1) and the chip time was normalized to T c = 1.
Throughout all the simulations, the delays, received amplitudes and phases were xed. The delays were (randomly) set to = 6:2 5:9698 :1343 7:787 1:8551 T , and the phase angles were all set to zero, yielding the worst-case scenario with maximum interference a ecting the rst user. The near-far ratio, de ned as P 2 =P 1 , P k = P 2 , k = 2; : : : ; 5, was varied between 0 dB and 20 dB in order to investigate the near-far resistance.
Each Monte-Carlo run represents a particular realization of the noise and data sequences. Blocks of M = 500 information bits were used, which yields estimatesR suciently close to R for the receiver to perform well. A total of 1000 Monte Carlo runs were done for each point in the uncoded case, while for the coded system, data were transmitted until at least 100 errors for each point were recorded. Each data block transmitted started in node 0 in the trellis and was ended in the same node by transmitting the appropriate tail.
Simulations have shown that training sequences as short as 20 bits in (26) provides estimates of 1 good enough for the metrics computation in the Viterbi decoder, which are quite insensitive to errors in 1 . Therefore, in order to save computation time, 1 was assumed to be known to the receivers, while W and 1 were estimated. In a real system, the bit estimates from either a truncated MLSE or the DF detector could be used in a decision directed estimator of 1 .
In Fig. 8 the bit error probability for the rst user is plotted versus SNR = 2E b;1 =N 0 (i.e., the SNR per information bit), using the ideal decorrelator (i.e., with perfect knowledge of spanfA 0 g), the ideal MMSE lter (22), and the estimated MMSE lter (23). For the ideal decorrelator and MMSE receivers, 1 was assumed to be known, while the estimated MMSE receiver uses the MUSIC estimate^ 1 . Both MLSE and DF detectors were used. In Fig. 9 , the MLSE receivers using coding are plotted. Plotted as well in all gures is the analytical error probability, found from (30), (33) and (34), respectively. As seen in the plots, the simulated error probabilities are close to the analytical expressions, at least for high signal-to-noise ratios, and the error probability for the receiver using the MMSE estimate,Ŵ, is only slightly worse than the ideal one, both in the coded the uncoded case. Furthermore, not surprisingly, performance of the decorrelator is independent of the near-far ratio, and the MMSE receiver tends to the decorrelating solution as the near-far ratio increases. The Viterbi algorithm performs slightly better than the decision feedback technique, but the performance di erence between the Viterbi algorithm and the decision feedback technique can, depending on the speci c delays used in the simulation, be much larger than shown in Fig. 8 , in favor of the Viterbi algorithm.
The performance of the proposed receivers are dependent on the actual values of the propagation delays k , which is illustrated in Fig. 10 , where the analytical bit error probability, calculated as described in the previous paragraph for the rst user as a function of the delay, is shown for the above system at a signal-to-noise ratio of 10 dB. Only the uncoded MMSE case is shown, but the other cases are similar. As seen in this plot, the performance of the decision feedback technique is almost as good as for the Viterbi algorithm for the delay setting used in the above simulations. However, for other settings the di erence can become quite large according to the analytical error probability plotted in Fig. 10 , a di erence which has been con rmed in simulations.
In the above receiver, it has been assumed that the noise and residual MAI,ñ(m), is white, which is not perfectly true in reality. In Fig. 11 , the uncoded MLSE detector, using the MMSE solution, with and without a whitening lter, is plotted. As seen in the plot, the di erence is negligible, which validates the approximation made by assuming thatñ(m) is white. The simulated system is the same as previously described in the top gure, while in the bottom gure random delays for all users were used. For each new Monte Carlo run, a random value of were chosen. Using random delays yields a higher bit error probability since \bad" scenarios are occasionally encountered. In both plots, the near-far ratio was xed at 20 dB. The corresponding plot for a near-far ratio of 0 dB is similar but with a slightly lower error probability.
Conclusions
Several DS-CDMA receivers operating without any prior knowledge of the propagation delays are proposed, and the proposed schemes are numerically shown to be near-far resistant. Coded as well as uncoded systems are easily handled by the proposed scheme. By truncating the Viterbi decoder and reformulating the MUSIC estimator in a recursive fashion, both of which can be done quite easily, it is possible to get a receiver capable of handling time-varying delays. Future work aims at this, as well as extending the receiver to other channels, such as fading multipath channels, using both coherent and non-coherent detection. Figure 11 : Simulated error probability with ( ) and without (+) a whitening lter applied to the uncoded MLSE detector using ideal MMSE projection. The near-far ratio is 20 dB and both xed and random delays were used. As a reference, the single user error probability is plotted with a solid line.
