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HYPERCONTRACTIVITY AND ASYMPTOTIC BEHAVIOUR IN
NONAUTONOMOUS KOLMOGOROV EQUATIONS
L. ANGIULI, L. LORENZI AND A. LUNARDI
Abstract. We consider a class of nonautonomous second order parabolic
equations with unbounded coefficients defined in I × Rd, where I is a right-
halfline. We prove logarithmic Sobolev and Poincare´ inequalities with respect
to an associated evolution system of measures {µt : t ∈ I}, and we deduce hy-
percontractivity and asymptotic behaviour results for the evolution operator
G(t, s).
1. Introduction
We consider nonautonomous Cauchy problems,{
Dtu(t, x) = A(t)u(t, x), (t, x) ∈ (s,+∞)× R
d,
u(s, x) = f(x), x ∈ Rd,
(1.1)
where {A(t)}t∈I is a family of second order differential operators,
(A(t)ζ)(x) = Tr(Q(t)D2ζ(x)) + 〈b(t, x),∇ζ(x)〉, (1.2)
with smooth enough coefficients Q = [qij ]i,j=1,...,d and b = (b1, . . . , bd), defined in I
and I × Rd, respectively, where I is an open right halfline and s ∈ I. Throughout
the paper we assume that the coefficients qij are bounded and that the operators
A(t) are uniformly elliptic, i.e., there exists a positive constant η0 such that
〈Q(t)ξ, ξ〉 ≥ η0|ξ|
2, ξ ∈ Rd, t ∈ I. (1.3)
Problem (1.1) arises (after time reversal) as a Kolmogorov equation of the stochastic
differential equation
dX(t, s, x) = b(t,X(t, s, x))dt+ σ(t)dWt, X(s, s, x) = x,
where Wt is a standard d-dimensional Brownian motion, and Q(t) = σ(t)(σ(t))
∗/2.
There is no need that b be bounded to have existence in the large of a strong
solution for every x ∈ Rd and to define the transition evolution operator f 7→
E(f(X(t, s, x))) that leads to (1.1), see e.g., [2, 10].
It is well known that the usual Lp spaces with respect to the Lebesgue measure dx
are not a natural setting for elliptic and parabolic operators with unbounded coeffi-
cients, unless quite strong growth assumptions are imposed on their coefficients. For
instance, if ε > 0 no realization of the operator (Aζ)(x) = ζ′′(x)±sign(x)|x|1+εζ′(x)
in Lp(R, dx) generates a strongly continuous semigroup, as it has been shown in
[19]. Much better settings are Lp spaces with respect to the so called evolution
systems of measures {µt : t ∈ I}. An evolution system of measures {µt : t ∈ I} for
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a Markov evolution operator G(t, s) is a family of Borel probability measures in Rd
satisfying ∫
Rd
G(t, s)fµt(dx) =
∫
Rd
fµs(dx), t > s ∈ I, f ∈ Cb(R
d). (1.4)
As noticed e.g., in [3], the family {µt : t ∈ I} is the natural nonautonomous
counterpart of the invariant measure for a Markov semigroup in the autonomous
case. If an evolution system of measures exists, formula (1.4) allows easily to prove
that for p ≥ 1 we have
‖G(t, s)f‖Lp(Rd,µt) ≤ ‖f‖Lp(Rd,µs), t ≥ s, f ∈ Cb(R
d), (1.5)
and consequently G(t, s) may be extended to a contraction (still denoted by G(t, s))
from Lp(Rd, µs) into L
p(Rd, µt) for any t > s. However, in general the spaces
Lp(Rd, µs) and L
p(Rd, µt) are different if t 6= s, and the classical theory of evolution
operators in fixed Banach spaces cannot be used.
Under mild assumptions on Q and b, in [12] the existence of a Markov evolution
operatorG(t, s) associated to the family {A(t)}t∈I , as well as the existence of a tight
evolution system of measures {µt : t ∈ I}, have been proved. In this paper we study
the asymptotic behavior of G(t, s) as t → +∞, and we prove hypercontractivity
results in the spaces Lp(Rd, µt).
In addition to the basic hypotheses of [12], we assume that the quadratic form
associated to the Jacobian matrix ∇xb is uniformly negative definite, namely there
exists r0 < 0 such that
〈∇xb(t, x)ξ, ξ〉 ≤ r0|ξ|
2, t ∈ I, x, ξ ∈ Rd.
This is a strong assumption that yields strong qualitative results, such as the point-
wise gradient estimate
|(∇xG(t, s)f)(x)| ≤ e
r0(t−s)(G(t, s)|∇f |)(x), (1.6)
valid for every f ∈ C1b (R
d), t ≥ s, x ∈ Rd, and its consequence
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ cpe
r0(t−s)‖f‖Lp(Rd,µs), t ≥ s+ 1, f ∈ L
p(Rd, µs),
(1.7)
see [12]. The starting point of our analysis is the proof of the logarithmic Sobolev
inequality (in short LSI) for the measures µt, in the form∫
Rd
|f |p log |f |µt(dx) ≤
1
p
(∫
Rd
|f |pµt(dx)
)
log
(∫
Rd
|f |pµt(dx)
)
+ pC
∫
Rd
|f |p−2|∇f |2χ{f 6=0}µt(dx), (1.8)
for any t ∈ I, any p ∈ (1,+∞) and some positive constant C, independent of
f ∈ C1b (R
d), t and p. The gradient estimate (1.6) allows us to follow the method
used by Deuschel and Stroock [6] in the autonomous case for the invariant measure
µ of a Markov semigroup, but the proof is much more complicated because the
measures µt depend explicitly on time. In particular, we have to deal with the
regularity of µt with respect to t. We use in a crucial way a differentiability property,
d
dt
∫
Rd
f(x)µt(dx) = −
∫
Rd
(A(t)f)(x)µt(dx), t ∈ I, (1.9)
valid for every f ∈ C2b (R
d), constant outside a compact set.
Under Hypotheses 2.1, the operator G(t, s) is bounded from Lq(Rd, µs) into
W 1,q(Rd, µt) for I ∋ s < t, q ∈ (1,+∞) ([12]). The question whether it is bounded
(or, even better, contractive) from Lq(Rd, µs) into L
r(Rd, µt) for some r > q, is
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particularly meaningful. Indeed, Sobolev embedding theorems do not hold in gen-
eral, as the simple example of the standard Gaussian measure in R shows, hence it
is not obvious that G(t, s) improves summability.
We prove that in fact this is the case. We follow the method of [9] that deals
with time depending Ornstein-Uhlenbeck operators,
(A(t)ζ)(x) =
1
2
Tr(Q(t)(Q(t))∗D2ζ(x))+〈B(t)x+f(t),∇ζ(x)〉, t ∈ R, x ∈ Rd,
(1.10)
and that is, in its turn, an extension of the method of Gross ([11]) to a nonau-
tonomous setting, where the LSI (1.8) plays a fundamental role. However, in [9]
there are an explicit representation formula for the evolution operator and explicit
representation formulae for the measures µt, that are used in the proof of the LSI
and of the hypercontractivity. On the contrary, in our case G(t, s) and µt are not
explicit.
Another important consequence of (1.8) is the Poincare´ inequality
‖f −ms(f)‖Lp(Rd,µs) ≤ Cp‖ |∇f | ‖Lp(Rd,µs), f ∈ W
1,p(Rd, µs), s ∈ I, (1.11)
where ms(f) =
∫
Rd
fdµs, and Cp is a positive constant, independent of f and s.
First (1.11) is proved for p = 2, then, by a bootstrap argument, we extend it to
p > 2.
Using the Poincare´ inequality with p = 2 and the hypercontractivity of G(t, s),
we compare the asymptotic behavior (as t → +∞) of ‖G(t, s)f − msf‖Lp(Rd,µt)
and ‖ |∇xG(t, s)f | ‖Lp(Rd,µt). Precisely, we prove the equality Ap = Bp, for any
p ∈ (1,+∞), where
Ap =
{
ω ∈ R : ∃Mp,ω > 0 s.t. ‖G(t, s)f −ms(f)‖Lp(Rd,µt) ≤Mp,ωe
ω(t−s)‖f‖Lp(Rd,µs),
I ∋ s < t, f ∈ Lp(Rd, µs)
}
;
Bp =
{
ω ∈ R : ∃Np,ω > 0 s.t. ‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ Np,ωe
ω(t−s)‖f‖Lp(Rd,µs),
s, t ∈ I, t− s ≥ 1, f ∈ Lp(Rd, µs)
}
.
We also show that Ap is independent of p. Then, estimate (1.7) implies that r0 ∈
Bp, and therefore ‖G(t, s)−ms‖L(Lp(Rd,µs),Lp(Rd,µt)) decays exponentially to zero,
as t→ +∞.
In the case of the nonautonomous Ornstein-Uhlenbeck operators (1.10) we prove
the conjecture in [9] on the optimal decay estimate of ‖G(t, s)f −ms(f)‖L2(Rd,µt)
as t→ +∞ and we show that the same optimal decay estimate holds also replacing
L2(Rd, µt) by L
p(Rd, µt) for any p > 1. See Subsection 7.1.
The equality Ap = Bp was already proved in [14] in the case that the coefficients
qij , bi are periodic with respect to t, under more restrictive assumptions and only
for p ≥ 2.
Since most of our asymptotic behaviour results are expressed in terms of the
measures µt, the asymptotic behaviour of µt as t → +∞ is also of interest. The
explicit determination of all the weak∗ limit measures of µt as t → +∞ is out
of hope in general. Here, we consider the case where the coefficients qij and bj
(i, j = 1, . . . , d) converge as t → +∞, and we prove that µt weakly
∗ converges to
the invariant measure µ of the semigroup generated by the limiting operator.
Differently from [9] and [14] all the results of this paper are proved without using
the evolution semigroup associated to the evolution family G(t, s).
Our results heavily rely on the LSI (1.8) which is proved using the pointwise
gradient estimate (1.6). Even in the autonomous case (1.6) does not hold when
the diffusion coefficients depend on x and they do not satisfy the condition in [21].
This is the reason why we consider diffusion coefficients depending only on t.
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The paper is organized as follows. In Section 2 we introduce our hypotheses and
we collect some preliminary results. Section 3 is devoted to establish the logarith-
mic Sobolev inequality and, as a consequence, the compactness of the embedding
W 1,p(Rd, µs) →֒ L
p(Rd, µs), for any p ≥ 2 and any s ∈ I, and the compact-
ness of the operator G(t, s) from Lp(Rd, µs) into L
p(Rd, µt) for any t > s and
any p ∈ (1,+∞). Next, in Section 4 we prove the hypercontractivity of G(t, s).
In Section 5 we establish the Poincare´ inequality for every p ≥ 2, we prove the
exponential convergence of G(t, s) to ms in L(L
p(Rd, µs), L
p(Rd, µt)) and we char-
acterize it in terms of the convergence rate to zero of ∇xG(t, s). In Section 6 we
study the asymptotic behaviour of µt when the coefficients converge as t → +∞.
Finally, in Section 7 we briefly comment on our hypotheses and give examples of
nonautonomous operators to which the results of this paper may be applied.
Notations. Let Ω be an open set or the closure of an open set in RN , and let
k ∈ N ∪ {+∞}. We consider the usual spaces C(Ω) and Ck(Ω), as well as Ckb (Ω),
the subspace of Ck(Ω) consisting of bounded functions with bounded derivatives
up to the k-th order. For α ∈ (0, 1), Cα(Ω) is the usual Ho¨lder space; we use the
subscript “loc” to denote the space of all f ∈ C(Ω) which are α-Ho¨lder continuous
in any compact subset of Ω. We use the subscript “c” (resp. “0”) instead of “b”
for the subsets of the above spaces consisting of functions with compact support
(resp. vanishing at infinity).
If J ⊂ R is an interval, the parabolic Ho¨lder spaces Cα/2,α(J × Rd) (α ∈ (0, 1))
and C1,2(J × Rd) are defined in the usual way; the subscript “loc” has the same
meaning as above.
About partial derivatives, the notations Dtf :=
∂f
∂t , Dif :=
∂f
∂xi
, Dijf :=
∂2f
∂xi∂xj
are extensively used.
About matrices and vectors, we denote by det(Q), Tr(Q) and 〈x, y〉 the deter-
minant, the trace of the square matrix Q and the scalar product of the vectors
x, y ∈ Rd, respectively. The adjoint of Q is denoted by Q∗.
By χA and 1l we denote, respectively, the characteristic function of the set A ⊂ R
d
and the function which is identically equal to 1 in Rd. The ball in Rd centered at
0 with radius r > 0 is denoted by B(0, r). The Lebesgue measure in Rd is denoted
by dx.
2. Assumptions and preliminary results
Let I be an open right halfline. For t ∈ I we consider linear second order
differential operators A(t) defined on smooth functions ζ by
(A(t)ζ)(x) =
d∑
i,j=1
qij(t)Dijζ(x) +
d∑
i=1
bi(t, x)Diζ(x)
= Tr(Q(t)D2ζ(x)) + 〈b(t, x),∇ζ(x)〉, x ∈ Rd,
under the following assumptions on their coefficients.
Hypotheses 2.1. (i) qij ∈ C
α/2
loc (I) and bi ∈ C
α/2,α
loc (I ×R
d) (i, j = 1, . . . , d) for
some α ∈ (0, 1);
(ii) for every t ∈ I, the matrix Q(t) = [qij(t)]i,j=1,...,d is symmetric and there exist
0 < η0 < Λ such that
η0|ξ|
2 ≤ 〈Q(t)ξ, ξ〉 ≤ Λ|ξ|2, (t, ξ) ∈ I × Rd; (2.1)
(iii) there exists ϕ ∈ C2(Rd) with positive values such that
lim
|x|→+∞
ϕ(x) = +∞ and (A(t)ϕ)(x) ≤ a−c ϕ(x), (t, x) ∈ I×Rd (2.2)
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for some positive constants a and c;
(iv) the first order spatial derivatives of bi exist, belong to C
α/2,α
loc (I ×R
d) for any
i = 1, . . . , d, and there exists r0 < 0 such that
〈∇xb(t, x)ξ, ξ〉 ≤ r0|ξ|
2, (t, x) ∈ I × Rd, ξ ∈ Rd. (2.3)
Throughout the paper we assume that all the conditions in Hypotheses 2.1 are
satisfied, if not otherwise specified. Let us make some comments.
Remark 2.2. As easily seen, condition (2.3) is equivalent to
〈b(t, x)− b(t, y), x− y〉 ≤ r0|x− y|
2, t ∈ I, x, y ∈ Rd. (2.4)
Then:
(a) taking y = 0 we get 〈b(t, x), x〉 ≤ 〈b(t, 0), x〉 + r0|x|
2, and since r0 < 0, for
any [a, b] ⊂ I there exists a positive constant Ca,b such that
〈b(t, x), x〉 ≤ Ca,b, t ∈ [a, b], x ∈ R
d. (2.5)
This estimate will be used later, in the proof of the LSI inequality and of
the hypercontractivity.
(b) If b(·, y) is bounded in I for some y ∈ Rd, the function ϕ(x) := eδ|x−y|
2
sat-
isfies Hypothesis 2.1(iii) if δ > 0 is small enough. Similarly, if 〈b(t, x), x〉 ≤
−C|x|β for |x| large, with C > 0, β > 1 independent of t and x, then the
function ϕ(x) := eδ|x|
β
satisfies Hypothesis 2.1(iii) if δ > 0 is small enough.
See Section 7 for more details.
Under Hypotheses 2.1(i)-(iii), in [12] a Markov evolution operator G(t, s) asso-
ciated to (1.1) has been constructed. Here we recall its main properties.
For every continuous and bounded function f : Rd → R and for any s ∈ I,
the function (t, x) 7→ (G(t, s)f)(x) is the unique bounded classical solution to the
Cauchy problem{
Dtu(t, x) = A(t)u(t, x), t > s, x ∈ R
d,
u(s, x) = f(x), x ∈ Rd.
Then, G(·, s)f ∈ Cb([s,+∞)× R
d) ∩ C1,2((s,+∞)× Rd). Moreover,
(G(t, s)f)(x) =
∫
Rd
g(t, s, x, y)f(y)dy, s < t, x ∈ Rd, (2.6)
where g : {(t, s) ∈ I × I : t > s} × Rd × Rd → R is a positive function such that
‖g(t, s, x, ·)‖L1(Rd) = 1 for any t, s ∈ I, with t > s, and any x ∈ R
d ([12, Prop.
2.4]).
By [12, Thm. 5.4] there exists an evolution system of measures {µt : t ∈ I} for
G(t, s). The Lyapunov function ϕ is in L1(Rd, µt) for every t ∈ I, and there exists
a constant M > 0 such that∫
Rd
ϕ(y)µt(dy) ≤M, t ∈ I. (2.7)
This implies that the family of measures {µt : t ∈ I} is tight , that is for every ε > 0
there exists R = Rε > 0 such that µt(R
d \B(0, R)) ≤ ε for any t ∈ I.
Moreover, (2.6) implies |(G(t, s)f)(x)|p ≤ (G(t, s)|f |p)(x) for every f ∈ Cb(R
d),
t > s ∈ I, x ∈ Rd and p ≥ 1. Integrating with respect to µt and using (1.4) we
obtain
‖G(t, s)f‖Lp(Rd,µt) ≤ ‖f‖Lp(Rd,µs), t > s ∈ I, (2.8)
and since Cb(R
d) is dense in Lp(Rd, µs), G(t, s) may be extended to a contraction
(still denoted by G(t, s)) from Lp(Rd, µs) to L
p(Rd, µt), such that (1.4) holds for
every f ∈ Lp(Rd, µs).
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If also Hypothesis 2.1(iv) holds, then {µt : t ∈ I} is the unique tight evolution
system of measures. See next Remark 2.8. Moreover, in this case the following
results have been proved in [12, Thm. 4.5] and [15, (proof of) Prop. 3.3].
Proposition 2.3. (i) The pointwise gradient estimate
|(∇xG(t, s)f)(x)|
p ≤ epr0(t−s)(G(t, s)|∇f |p)(x), (2.9)
holds for every f ∈ C1b (R
d), t ≥ s, x ∈ Rd and p ∈ [1,+∞).
(ii) For each p ∈ (1,+∞) and f ∈ Lp(Rd, µs), the function G(t, s)f belongs to
W 1,p(Rd, µt) and there exists a constant cp, independent of f , such that
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ cp(t− s)
−1/2‖f‖Lp(Rd,µs), s < t ≤ s+ 1.
(2.10)
Lemma 2.4. Under Hypotheses 2.1(i)-(iii), for every s ∈ I the measure µs is
absolutely continuous with respect to the Lebesgue measure. More precisely, µs =
ρ(s, ·)dx for some strictly positive and locally Ho¨lder continuous function ρ : I ×
R
d → R.
Proof. The measures µs are absolutely continuous with respect to the Lebesgue
measure by [12, Prop. 5.2]. Local Ho¨lder continuity and positivity of ρ is a conse-
quence of [1, Sect. 3]. More precisely, by [1, Thm. 3.8] we know that the measure
ν on I × Rd, defined on products of Borel sets A ⊂ I and B ⊂ Rd by
ν(A×B) =
∫
A
µs(B)ds,
has a positive density ρ with respect to the Lebesgue measure, and ρ ∈ Cγloc(I×R
d)
for each γ ∈ (0, 1). Hence, for each Borel set A ⊂ I and for ζ ∈ C∞c (R
d) we have∫
A
ds
∫
Rd
ζµs(dx) =
∫
I×Rd
χAζdν =
∫
A
ds
∫
Rd
ζρ(s, ·)dx.
Since A is arbitrary,∫
Rd
ζ(x)µs(dx) =
∫
Rd
ζ(x)ρ(s, x)dx, for a.e. s ∈ I. (2.11)
Let us prove that (2.11) in fact holds for every s ∈ I, showing that both sides
are continuous with respect to s. The right hand side is continuous since ρ is.
By (1.4) the left hand side is equal to
∫
Rd
G(r, s)ζµr(dx) for any r > s, and the
function s 7→ G(r, s)ζ is continuous in I ∩ (−∞, r], by [12, Lemma 3.2]. Then,
s 7→
∫
Rd
ζµs(dx) is continuous in I∩(−∞, r], and since r is arbitrary, it is continuous
in I. Then, (2.11) holds for each s ∈ I.
Let B ⊂ Rd be any Borel set. Then χB is the a.e. limit (with respect to the
Lebesgue measure and, hence, with respect to each µs) of a bounded sequence of
smooth and compactly supported functions. From (2.11) we infer∫
B
µs(dx) =
∫
B
ρ(s, x)dx, s ∈ I, (2.12)
and the proof is complete. 
The following lemma will be frequently used in the next sections. Its (easy) proof
follows from a standard truncation argument and the equivalence of the Sobolev
spaces W 1,p(B(0, R), ρdx) and W 1,p(B(0, R), dx) for every R > 0, if ρ is a locally
bounded function with positive infimum on every ball.
Lemma 2.5. Let µ(dx) = ρ(x)dx be a probability measure on Rd, where ρ : Rd → R
is a locally bounded function with positive infimum on every ball. Then C∞c (R
d) is
dense in W 1,p(Rd, µ).
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In particular, under Hypotheses 2.1(i)-(iii), C∞c (R
d) is dense in W 1,p(Rd, µs)
for each s ∈ I and p ∈ [1,+∞).
As a first consequence, we obtain a decay estimate for the gradient of G(t, s)f
as t→ +∞.
Proposition 2.6. For every p ≥ 1 there is Kp > 0 such that for each s ∈ I,
t ≥ s+ 1 we have
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ Kpe
r0(t−s)‖f‖Lp(Rd,µs), f ∈ L
p(Rd, µs). (2.13)
Proof. Integrating (2.9) with respect to µt and using (1.4) we obtain
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ e
r0(t−s)‖ |∇f | ‖Lp(Rd,µs), t ≥ s ∈ I, (2.14)
for each f ∈ C1b (R
d), and hence for each f ∈ W 1,p(Rd, µs) by Lemma 2.5. If
t ≥ s+ 1 and f ∈ Lp(Rd, µs),
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) = ‖ |∇xG(t, s+ 1)G(s+ 1, s)f | ‖Lp(Rd,µt),
and the statement follows from (2.14) and (2.10). 
For every t ∈ I and f ∈ L1(Rd, µt) we denote by mt(f) the average of f with
respect to µt, i.e.,
mt(f) =
∫
Rd
f(x)µt(dx). (2.15)
In the following lemma we prove that G(t, s)f converges to ms(f) as t → +∞.
It is a first step towards better asymptotic behavior results, and will be used in the
proof of the LSI inequality. The same result has been proved in [14] in the case
of time periodic coefficients; here estimate (2.9) allows us to give a much simpler
proof.
Lemma 2.7. For every s ∈ I and p ∈ [1,+∞) we have
lim
t→+∞
‖G(t, s)f −ms(f)‖Lp(Rd,µt) = 0, f ∈ L
p(Rd, µs).
Proof. Let f ∈ C∞c (R
d). Then
(G(t, s)f)(x) −ms(f) =
∫
Rd
((G(t, s)f)(x) − (G(t, s)f)(y))µt(dy), t ≥ s, x ∈ R
d.
Set Bt := B(0, e
−r0t/2), where r0 is defined in Hypothesis 2.1(iv), and At := R
d\Bt.
For t ≥ s and x ∈ Rd we have
|(G(t, s)f)(x) −ms(f)| ≤
∫
At
|(G(t, s)f)(x) − (G(t, s)f)(y)|µt(dy)
+
∫
Bt
|(G(t, s)f)(x) − (G(t, s)f)(y)|µt(dy)
≤2‖f‖∞µt(At) + ‖ |∇xG(t, s)f | ‖∞
∫
Bt
|x− y|µt(dy)
≤2‖f‖∞µt(At) + e
r0(t−s)‖ |∇f | ‖∞
(
|x|+
∫
Bt
|y|µt(dy)
)
≤2‖f‖∞µt(At) + ‖ |∇f | ‖∞
(
er0(t−s)|x| + e−r0se
1
2 r0t
)
,
(2.16)
where we have used (2.9). It follows that
‖G(t, s)f −ms(f)‖
p
Lp(Rd,µt)
≤
∫
At
|(G(t, s)f)(x) −ms(f)|
p
µt(dx)
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+
∫
Bt
|(G(t, s)f)(x) −ms(f)|
p
µt(dx)
≤ 2p‖f‖p∞µt(At) + 2
p−1
(
2‖f‖∞µt(At) + ‖ |∇f | ‖∞e
−r0se
1
2 r0t
)p
+ 2p−1(er0(t−s)‖ |∇f | ‖∞)
p
∫
Bt
|x|pµt(dx)
≤ 2p‖f‖p∞µt(At)
(
1 + 22p−2(µt(At))
p−1
)
+ 2p−1‖ |∇f | ‖p∞e
−pr0se
1
2pr0t(2p−1 + 1).
We recall that the family of measures {µt : t ∈ I} is tight. Therefore, since the
radius of the ball Bt tends to +∞ as t→ +∞ and At = R
d \Bt, µt(At) tends to 0
as t→ +∞. This shows that ‖G(t, s)f −ms(f)‖Lp(Rd,µt) vanishes as t→ +∞.
Since C∞c (R
d) is dense in Lp(Rd, µs) the statement follows. 
Remark 2.8. In the proof of the previous lemma the only property of the set of
probability measures {µs : s ∈ I} that we use is the tightness. In particular, by
(2.16) for every tight evolution system of measures {νs : s ∈ I} and for every
f ∈ C∞c (R
d), the mean values of f with respect to µs and to νs are the pointwise
limit of G(t, s)f as t→ +∞, so that they coincide for every s. Then, µs = νs, i.e.,
{µs : s ∈ I} is the unique tight evolution system of measures for G(t, s).
3. Logarithmic Sobolev inequality
Throughout this section we set 0 log 0 = 0. First of all, we prove a crucial
preliminary lemma.
Lemma 3.1. Assume that Hypotheses 2.1(i)-(iii) hold. Then:
(i) if f ∈ C2b (R
d) is constant outside a compact set K ⊂ Rd, then the function
r 7→
∫
Rd
f(x)µr(dx) is continuously differentiable in I and
d
dr
∫
Rd
f(x)µr(dx) = −
∫
Rd
(A(r)f)(x)µr(dx), r ∈ I.
(ii) Let [a, b] ⊂ I. If f ∈ C1,2b ([a, b] × R
d) and f(r, ·) is constant outside a com-
pact set K for every r ∈ [a, b], then the function r 7→
∫
Rd
f(r, x)µr(dx) is
continuously differentiable in [a, b] and
d
dr
∫
Rd
f(r, x)µr(dx) =
∫
Rd
Drf(r, x)µr(dx)−
∫
Rd
(A(r)f(r, ·))(x)µr(dx),
for every r ∈ [a, b].
Proof. (i) To begin with, let us observe that, for any t ∈ I, the function G(t, ·)A(·)f
is continuous and bounded in (I∩(−∞, t])×Rd =: It×R
d. Indeed, for any σ, σ0 ∈ It,
|(G(t, σ)A(σ)f)(x) − (G(t, σ0)A(σ0)f)(x0)|
≤ |(G(t, σ)(A(σ)f −A(σ0)f))(x)|
+ |((G(t, σ) −G(t, σ0))A(σ0)f)(x)|
+ |(G(t, σ0)A(σ0)f)(x)− (G(t, σ0)A(σ0)f)(x0)|
≤ ‖A(σ)f −A(σ0)f‖∞
+ ‖(G(t, σ)−G(t, σ0))A(σ0)f‖∞
+ |(G(t, σ0)A(σ0)f)(x)− (G(t, σ0)A(σ0)f)(x0)|.
(3.1)
Clearly, the first and the third addenda in the right-hand side of (3.1) vanish as
σ → σ0 and x → x0, respectively. Concerning the second one, we observe that it
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tends to 0 as σ → σ0 since the function G(t, ·)g is continuous in It with values in
Cb(R
d) for any g ∈ C0(R
d) by [12, Lemma 3.2], and A(σ0)f ∈ Cc(R
d). Again by
[12, Lemma 3.2], for I ∋ r, r + h < t we have
(G(t, r + h)f)(x)− (G(t, r)f)(x) = −
∫ r+h
r
(G(t, σ)A(σ)f)(x)dσ.
Integrating over Rd with respect to µt, we get∫
Rd
(
(G(t, r + h)f)(x)− (G(t, r)f)(x)
)
µt(dx)
=−
∫
Rd
(∫ r+h
r
(G(t, σ)A(σ)f)(x)dσ
)
µt(dx)
=−
∫ r+h
r
(∫
Rd
(G(t, σ)A(σ)f)(x)µt(dx)
)
dσ. (3.2)
Using (1.4), (3.2) can be rewritten as∫
Rd
f(x)µr+h(dx) −
∫
Rd
f(x)µr(dx) = −
∫ r+h
r
∫
Rd
(
(A(σ)f)(x)µσ(dx)
)
dσ.
Since the function σ 7→
∫
Rd
(A(σ)f)(x)µσ(dx) =
∫
Rd
(G(t, σ)A(σ)f)(x)µt(dx) is
continuous in It, the claim follows dividing both sides by h and letting h→ 0.
(ii) For r, r + h ∈ [a, b] we have∫
Rd
f(r + h, x)µr+h(dx) −
∫
Rd
f(r, x)µr(dx)
=
∫
Rd
(
f(r + h, x)− f(r, x)
)
µr+h(dx) +
∫
Rd
f(r, x)µr+h(dx) −
∫
Rd
f(r, x)µr(dx).
The statement follows from (i) and from the continuity of the density ρ in I × Rd
(Lemma 2.4). 
In the proof of the LSI we will use also the next convergence lemma, a conse-
quence of Lemma 2.7.
Proposition 3.2. For every f ∈ Cb(R
d) with positive infimum,
lim
t→+∞
∫
Rd
(G(t, s)f)(x) log((G(t, s)f)(x))µt(dx) = ms(f) log(ms(f)), s ∈ I.
(3.3)
Proof. Since G(t, s) preserves boundedness and positivity, G(t, s)f is bounded and
has positive values, for every t > s. Recalling that the function y 7→ y log y is
1/2-Ho¨lder continuous on bounded sets of [0,+∞), we get∣∣∣∣∫
Rd
(G(t, s)f)(x) log((G(t, s)f)(x))µt(dx)−ms(f) log(ms(f))
∣∣∣∣
=
∣∣∣∣∫
Rd
((G(t, s)f)(x) log((G(t, s)f)(x)) −ms(f) log(ms(f)))µt(dx)
∣∣∣∣
≤ C
∫
Rd
|(G(t, s)f)(x) −ms(f)|
1/2µt(dx),
for some positive constant C. By the Ho¨lder inequality,∫
Rd
|(G(t, s)f)(x) −ms(f)|
1/2µt(dx) ≤ ‖G(t, s)f −ms(f)‖
1/2
L1(Rd,µt)
.
Then, the claim follows from Lemma 2.7. 
Now, we establish a logarithmic Sobolev inequality.
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Theorem 3.3. For every f ∈ C1b (R
d), p ∈ (1,+∞) and s ∈ I, we have∫
Rd
|f |p log(|f |)µs(dx) ≤
1
p
ms(|f |
p) log(ms(|f |
p))
+
pΛ
2|r0|
∫
Rd
|f |p−2|∇f |2χ{f 6=0}µs(dx). (3.4)
Proof. To achieve (3.4), we would like to follow the method of Deuschel and Stroock:
differentiate the function
F (t) :=
∫
Rd
(G(t, s)fp)(x) log((G(t, s)fp)(x))µt(dx), t ≥ s,
and prove that its derivative satisfies the inequality
F ′(t) ≥ −Ce−c(t−s)
∫
Rd
fp−2|∇f |2µs(dx), t ≥ s, (3.5)
for some positive constants C and c, independent of f . Then, the claim would follow
by integrating (3.5) with respect to t from s to +∞ and taking (3.3) into account.
However, we have to overcome some difficulties due to the explicit time dependence
of µt. By Lemma 3.1 we can differentiate the function
∫
Rd
gµt(dx) if g is (smooth
enough and) constant outside a compact set. But in general G(t, s)fp log(G(t, s)fp)
is not constant outside any compact set. Then we have to introduce a sequence
of cut-off functions θn in the integral that defines F , and this gives rise to several
additional terms that have to be controlled.
We split the proof in two steps. In the first step we prove (3.4) for functions
f ∈ C1b (R
d) with positive infimum, then we extend the claim to general functions
belonging to C1b (R
d).
Step 1. Without loss of generality we may assume that sup f ≤ 1. Indeed, for a
general function f ∈ C1b (R
d) with positive infimum, the claim follows applying (3.4)
to the function g = f‖f‖∞ . Having sup f ≤ 1, we get (G(t, s)f
p)(x) log((G(t, s)fp)(x))
≤ 0 for t > s and x ∈ Rd, and this will be useful to control one of the additional
terms coming from the cut-off functions.
So, let f ∈ C1b (R
d) be such that 0 < δ ≤ f(x) ≤ 1 for each x ∈ Rd, and fix s ∈ I,
p > 1. Then, (2.6) implies (G(t, s)fp)(x) ∈ [δp, 1] for every t ≥ s and x ∈ Rd.
The above mentioned cut-off functions are standard. We fix η ∈ C∞(R) satisfy-
ing χ(−∞,1] ≤ η ≤ χ(−∞,2] and we set
θn(x) = η
(
|x|
n
)
, x ∈ Rd, n ∈ N, (3.6)
Fn(t) =
∫
Rd
θn(x)(G(t, s)f
p)(x) log((G(t, s)fp)(x))µt(dx), t ≥ s.
For every t ≥ s, Fn(t) converges to F (t) as n → +∞, by dominated convergence.
Moreover, the function (t, x) 7→ θn(x)(G(t, s)f
p)(x) log((G(t, s)fp)(x)) is continu-
ous and bounded in [s,+∞)×Rd, and it satisfies the hypotheses of Lemma 3.1(ii)
for any interval [a, b] ⊂ (s,+∞). Then, Lemma 2.4 and Lemma 3.1(ii) yield that
Fn is continuous in [s,+∞) and differentiable in (s,+∞), respectively. After a long
but straightforward computation, we get
d
dt
Fn(t) =−
∫
Rd
θn
〈Q(t)∇xG(t, s)f
p,∇xG(t, s)f
p〉
G(t, s)fp
µt(dx)
−
∫
Rd
(G(t, s)fp) log(G(t, s)fp)Tr(Q(t)D2θn)µt(dx)
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−
∫
Rd
(G(t, s)fp) log(G(t, s)fp)〈b(t, ·),∇θn〉µt(dx)
− 2
∫
Rd
〈Q(t)∇θn,∇xG(t, s)f
p〉(log(G(t, s)fp) + 1)µt(dx)
=:I1(t, n) + I2(t, n) + I3(t, n) + I4(t, n), t > s. (3.7)
Then, since Ik(·, n) (k = 1, . . . , 4) are bounded in (s, t) for any t > s and Fn is
continuous in [s,+∞),
Fn(t)− Fn(s) =
4∑
k=1
∫ t
s
Ik(σ, n) dσ, t ≥ s. (3.8)
We claim that
F (t)− F (s) ≥
∫ t
s
g(σ)dσ, t ≥ s, (3.9)
where
g(σ) = −
∫
Rd
〈Q(σ)∇xG(σ, s)f
p,∇xG(σ, s)f
p〉
G(σ, s)fp
µσ(dx), σ ≥ s.
By (2.9) we have
|I1(σ, n)− g(σ)| =
∣∣∣∣∫
Rd
(θn − 1)
〈Q(σ)∇xG(σ, s)f
p,∇xG(σ, s)f
p〉
G(σ, s)fp
µσ(dx)
∣∣∣∣
≤Λ
∫
Rd
|θn − 1|
|∇xG(σ, s)f
p|2
G(σ, s)fp
µσ(dx)
≤Λe2r0(σ−s)
∫
Rd
|θn − 1|
(G(σ, s)|∇fp|)2
G(σ, s)fp
µσ(dx),
for every σ ≥ s and n ∈ N. The Ho¨lder inequality and formula (2.6) imply
G(σ, s)|∇fp| ≤
(
G(σ, s)
|∇fp|2
fp
)1/2
(G(σ, s)fp)1/2, σ ≥ s.
Thus,
|I1(σ, n) − g(σ)| ≤Λe
2r0(σ−s)
∫
Rd
|θn − 1|G(σ, s)
(
|∇fp|2
fp
)
µσ(dx)
≤Λe2r0(σ−s)
∥∥∥∥ |∇fp|2fp
∥∥∥∥
∞
∫
Rd
|θn − 1|µσ(dx),
and consequently limn→+∞ I1(σ, n) = g(σ) for every σ ≥ s. Moreover, |I1(σ, n)| ≤
Λp2‖fp−2|∇f |2‖∞. Integrating between s and t, by dominated convergence we
obtain
lim
n→+∞
∫ t
s
I1(σ, n)dσ =
∫ t
s
g(σ)dσ, t ≥ s. (3.10)
Let us consider I2(·, n). For σ ∈ I and x ∈ R
d we have
Tr(Q(σ)D2θn(x)) =η
′′
(
|x|
n
)
〈Q(σ)x, x〉
n2|x|2
+ η′
(
|x|
n
)
Tr(Q(σ))
n|x|
− η′
(
|x|
n
)
〈Q(σ)x, x〉
n|x|3
.
Recalling that the supports of η′ and η′′ are contained in [1, 2], we get
|Tr(Q(σ)D2θn(x))| ≤
C1
n2
, σ ∈ I,
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where C1 = dΛ(2‖η
′‖∞ + ‖η
′′‖∞). Then,
|I2(σ, n)| ≤ p| log(δ)|
C1
n2
, σ ≥ s, n ∈ N,
which implies
lim
n→+∞
∫ t
s
I2(σ, n)dσ = 0, t ≥ s. (3.11)
Fix now T > s and consider I3(σ, n) for s ≤ σ ≤ T . Again, since the support of η
′
is contained in [1, 2] and η′ ≤ 0, for every x ∈ Rd we have
〈b(σ, x),∇θn(x)〉 = η
′
(
|x|
n
)
〈b(σ, x), x〉
n|x|
≥ η′
(
|x|
n
)
Cs,T
n2
, (3.12)
where Cs,T is the constant in (2.5). Recalling that −(G(σ, s)f
p) log(G(σ, s)fp) ≥ 0
because fp ≤ 1, we obtain
I3(σ, n) ≥ −
∫
Rd
(G(σ, s)fp) log(G(σ, s)fp)η′
(
|x|
n
)
Cs,T
n2
µσ(dx), s ≤ σ ≤ T.
On the other hand,∣∣∣∣(G(σ, s)fp) log(G(σ, s)fp)η′( |x|n
)
Cs,T
n2
∣∣∣∣ ≤ p| log δ|Cs,T ‖η′‖∞n2 := C2n2 ,
and therefore
lim inf
n→+∞
∫ t
s
I3(σ, n)dσ ≥ 0, s ≤ t ≤ T,
and since T is arbitrary,
lim inf
n→+∞
∫ t
s
I3(σ, n)dσ ≥ 0, t ≥ s. (3.13)
I4(·, n) tends to 0 as n→ +∞, uniformly in [s,+∞), since (2.9) yields
|I4(σ, n)| ≤2Λ
‖η′‖∞
n
er0(σ−s)
∫
Rd
(G(σ, s)|∇fp|)| log(G(σ, s)fp) + 1|µσ(dx)
≤2Λ
‖η′‖∞
n
‖ |∇fp| ‖∞ (p| log(δ)|+ 1) ,
for every σ ≥ s. Hence,
lim
n→+∞
∫ t
s
I4(σ, n)dσ = 0, t ≥ s. (3.14)
Taking into account (3.10), (3.11), (3.13), (3.14) and letting n → +∞ in (3.8),
formula (3.9) follows. Now, since∫
Rd
〈Q(σ)∇xG(σ, s)f
p,∇xG(σ, s)f
p〉
G(σ, s)fp
µσ(dx) ≤ Λe
2r0(σ−s)
∫
Rd
G(σ, s)
|∇fp|2
fp
µσ(dx)
= Λp2e2r0(σ−s)
∫
Rd
fp−2|∇f |2µs(dx),
we get, for t ≥ s,
F (t)− F (s) ≥ −Λp2
∫
Rd
fp−2|∇f |2µs(dx)
∫ t
s
e2r0(σ−s)dσ
=
Λp2
2r0
(
1− e2r0(t−s)
)∫
Rd
fp−2|∇f |2µs(dx).
Letting t→ +∞ and recalling (3.3) yields
ms(f
p) log(ms(f
p))− F (s) ≥
Λp2
2r0
∫
Rd
fp−2|∇f |2µs(dx),
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that is,∫
Rd
fp log fp µs(dx) ≤ ms(f
p) log(ms(f
p)) +
Λp2
2|r0|
∫
Rd
fp−2|∇f |2µs(dx),
which coincides with (3.4) in our case.
Step 2. Let now f ∈ C1b (R
d) and define fn := (f
2 + n−1)1/2. By the first part
of the proof we have∫
Rd
fpn log(f
p
n)µs(dx) ≤ ms(f
p
n) log(ms(f
p
n))+
Λp2
2|r0|
∫
Rd
fp−2n |∇fn|
2µs(dx), (3.15)
for any n ∈ N and s ∈ I. Since 0 < fpn ≤ ‖f
2 + 1‖
p/2
∞ , the left-hand side of (3.15)
converges to
∫
Rd
|f |p log |f |p µs(dx). Similarly, by dominated convergence we obtain
lim
n→+∞
ms(f
p
n) log(ms(f
p
n)) = ms(|f |
p) log(ms(|f |
p)).
Observe that |∇fn|
2 ≤ |∇f |2 for any n ∈ N; by the monotone convergence theorem,
if p < 2, and by dominated convergence, otherwise, we get
lim
n→+∞
∫
Rd
fp−2n |∇fn|
2µs(dx) =
∫
Rd
|f |p−2|∇f |2χ{f 6=0}µs(dx),
and the statement follows letting n→ +∞ in (3.15). 
The logarithmic Sobolev inequality (3.4) yields some compactness results.
Theorem 3.4. Fix s ∈ I. Then:
(i) W 1,p(Rd, µs) is compactly embedded in L
p(Rd, µs) for any p ∈ [2,+∞);
(ii) for any t > s and p ∈ (1,+∞), the operator G(t, s) : Lp(Rd, µs)→ L
p(Rd, µt)
is compact.
Proof. (i) Let µ be a Borel measure in Rd such that for every R > 0 and p ≥ 2,
Lp(B(0, R), µ) = Lp(B(0, R), dx) with equivalence of the corresponding norms
(which is true for our measures µs). It is known that the occurrence of a logarith-
mic Sobolev inequality for µ yields compactness of the embedding W 1,2(Rd, µ) ⊂
L2(Rd, µ), see e.g., [16]. The proof for p ≥ 2 is not much different, we write it here
for the reader’s convenience.
LetB be a ball inW 1,p(Rd, µs). We prove thatB is totally bounded in L
p(Rd, µs).
For this purpose, we fix ε > 0 and claim that there exists R > 0 such that
‖f‖Lp(Rd\B(0,R),µs) ≤
ε
2
, f ∈ B. (3.16)
For any fixed f ∈ B and k ∈ N we introduce the set Ek = {x ∈ R
d : |f(x)| ≤ k}.
Then, ∫
Rd\B(0,R)
|f |pdµs =
∫
Ek∩(Rd\B(0,R))
|f |pdµs +
∫
Rd\(B(0,R)∪Ek)
|f |pdµs
≤kpµs(R
d \B(0, R)) +
1
log(k)
∫
Rd
|f |p log(|f |)dµs.
By the logarithmic Sobolev inequality (3.4) (which can be extended to any g ∈
W 1,p(Rd, µs) by Lemma 2.5, since p ≥ 2) and the Ho¨lder inequality we obtain∫
Rd
|f |p log(|f |)dµs ≤‖f‖
p
Lp(Rd,µs)
log(‖f‖Lp(Rd,µs))
+
pΛ
2|r0|
‖f‖p−2
Lp(Rd,µs)
‖ |∇f | ‖2Lp(Rd,µs)
≤K,
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for some K > 0. Therefore,∫
Rd\B(0,R)
|f |pdµs ≤ k
pµs(R
d \B(0, R)) +
K
log k
, f ∈ B.
The claim follows choosing properly k and R.
By Lemma 2.4 the density of µs with respect to the Lebesgue measure is a
continuous and positive function. Since, as we have already recalled the spaces
Lp(B(0, R), µs) and L
p(B(0, R), dx) (and, hence, the spaces W 1,p(B(0, R), µs) and
W 1,p(B(0, R), dx)) coincide, and the corresponding norms are equivalent, by the
Rellich-Kondrachov theorem there exists a finite number of functions f1, . . . , fm in
Lp(B(0, R), µs) such that
B|B(0,R) ⊂
m⋃
j=1
{
f ∈ Lp(B(0, R), µs) : ‖f − fj‖Lp(B(0,R),µs) ≤
ε
2
}
,
where B|B(0,R) denotes the set of the restrictions to B(0, R) of the functions in B.
Using (3.16) it is easy to check that B is contained in the union of the closed balls
in Lp(Rd, µs) centered at f˜j, with radius ε, where f˜j denotes the trivial extension
of fj to the whole of R
d.
(ii) The proof follows by interpolation. Indeed, by estimate (2.10), G(t, s) maps
Lp(Rd, µs) to W
1,p(Rd, µt) and W
1,p(Rd, µt) is compactly embedded in L
p(Rd, µt),
for every p ≥ 2. Hence, G(t, s) is a compact operator from Lp(Rd, µs) to L
p(Rd, µt)
for every p ≥ 2. Moreover, G(t, s) is also a linear bounded operator from L1(Rd, µs)
to L1(Rd, µt). Then, the claim follows arguing as in [5, Thm. 1.6.1] with A = G(t, s)
and with obvious modifications. 
4. Hypercontractivity of G(t, s)
The LSI inequality is the main tool in the proof of the following hypercontrac-
tivity theorem.
Theorem 4.1. Let s ∈ I, p, q ∈ (1,+∞) with p ≤ e2η0|r0|Λ
−1(t−s)(q−1)+1. Then,
G(t, s) maps Lq(Rd, µs) to L
p(Rd, µt) for every t > s and
‖G(t, s)f‖Lp(Rd,µt) ≤ ‖f‖Lq(Rd,µs), t > s, f ∈ L
q(Rd, µs). (4.1)
Proof. The proof is in two steps. In the first step we show that (4.1) holds for every
positive f ∈ C∞b (R
d), which is constant outside a compact subset of Rd. In the
second step we extend (4.1) to all f ∈ Lq(Rd, µs).
Step 1. Let f ∈ C∞b (R
d) be constant outside a compact subset of Rd and have
positive values. Fix q > 1, s ∈ I and set p(t) := e2η0|r0|Λ
−1(t−s)(q− 1)+1. Our aim
is to show that the function
β(t) := ‖G(t, s)f‖Lp(t)(Rd,µt), t ≥ s,
is decreasing. This will imply ‖G(t, s)f‖Lp(t)(Rd,µt) ≤ ‖f‖Lq(Rd,µs), and for p < p(t)
(4.1) will follow from the Ho¨lder inequality.
Let θn be the cut-off functions defined in (3.6). By [12, Thm. 2.2, Step 1],
(t, x) 7→ (G(t, s)f)(x) ∈ C1,2([s,+∞) × Rd). Then, Lemma 3.1(ii) yields that the
function
t 7→
∫
Rd
θn(G(t, s)f)
p(t)µt(dx), t ≥ s,
is differentiable in [s,+∞) for every n ∈ N, with derivative given by
p′(t)
∫
Rd
θ(G(t, s)f)p(t) log(G(t, s)f)µt(dx)
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− p(t)(p(t) − 1)
∫
Rd
θ(G(t, s)f)p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx)
− 2
∫
Rd
〈Q(t)∇x((G(t, s)f)
p(t)),∇θ〉µt(dx) −
∫
Rd
(G(t, s)f)p(t)A(t)θµt(dx). (4.2)
Let us define the functions βn by
βn(t) :=
(∫
Rd
θn(x)((G(t, s)f)(x))
p(t)µt(dx)
) 1
p(t)
, t ∈ [s,+∞).
Then,
β′n(t) = βn(t)
[
−
p′(t)
(p(t))2
log
(∫
Rd
θn(x)((G(t, s)f)(x))
p(t)µt(dx)
)
+
1
p(t)
βn(t)
−p(t) d
dt
(∫
Rd
θn(x)((G(t, s)f)(x))
p(t)µt(dx)
)]
.
Replacing (4.2) we get
β′n(t) =βn(t)
{
−
p′(t)
(p(t))2
log
(∫
Rd
θn(G(t, s)f)
p(t)µt(dx)
)
+
1
p(t)(βn(t))p(t)
[
p′(t)
∫
Rd
θn(G(t, s)f)
p(t) log(G(t, s)f)µt(dx)
− p(t)(p(t)− 1)
∫
Rd
θn(G(t, s)f)
p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx)
− 2
∫
Rd
〈Q(t)∇x((G(t, s)f)
p(t)),∇θn〉µt(dx)
−
∫
Rd
(G(t, s)f)p(t)A(t)θnµt(dx)
]}
.
Let us fix T > s and note that by (3.12) we have
(A(t)θn)(x) ≥ Tr(Q(t)D
2θn(x)) + η
′
(
|x|
n
)
Cs,T
n2
, s ≤ t ≤ T, x ∈ Rd.
Hence, for s ≤ t ≤ T ,
β′n(t) ≤ γn(t) := βn(t)
{
−
p′(t)
p2(t)
log
(∫
Rd
θn(G(t, s)f)
p(t)µt(dx)
)
+
1
p(t)(βn(t))p(t)
[
p′(t)
∫
Rd
θn(G(t, s)f)
p(t) log(G(t, s)f)µt(dx)
− p(t)(p(t)− 1)
∫
Rd
θn(G(t, s)f)
p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx)
− 2
∫
Rd
〈Q(t)∇x((G(t, s)f)
p(t)),∇θn〉µt(dx)
−
∫
Rd
((G(t, s)f)(x))p(t)
(
Tr(Q(t)D2θn(x)) + η
′
(
|x|
n
)
Cs,T
n2
)
µt(dx)
]}
.
Therefore, for s ≤ t1 < t2 ≤ T we have
βn(t2)− βn(t1) ≤
∫ t2
t1
γn(s)ds. (4.3)
Our claim will be proved letting n→ +∞ in (4.3). To this aim we note that
|βn(t)− β(t)| ≤‖(θn − 1)G(t, s)f‖Lp(t)(Rd,µt) ≤ ‖f‖∞
(∫
Rd
|θn − 1|µt(dx)
)1/p(t)
,
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which shows that βn(t) tends to β(t) for t ∈ [s, T ], as n→ +∞. Moreover, |βn(t)| ≤
‖f‖∞ for t ≥ s and n ∈ N.
Let us prove that γn converges pointwise in [s, T ] to the function γ defined by
γ(t) :=β(t)
[
−
p′(t)
p2(t)
log
(∫
Rd
(G(t, s)f)p(t)µt(dx)
)
+
1
p(t)(β(t))p(t)
(
p′(t)
∫
Rd
(G(t, s)f)p(t) log(G(t, s)f)µt(dx)
− p(t)(p(t)− 1)
∫
Rd
(G(t, s)f)p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx)
)]
,
and that there exists a positive constant C1 such that |γn(t)| ≤ C1 for each t ∈ [s, T ]
and n ∈ N. We have to discuss convergence and estimates just for
I1,n(t) :=
∫
Rd
θn(G(t, s)f)
p(t) log(G(t, s)f)µt(dx)
and
I2,n(t) :=
∫
Rd
θn(G(t, s)f)
p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx),
since the other terms are easier to deal with: it is enough to recall that ‖ |∇θn| ‖∞ ≤
Cn−1 and |Tr(Q(t)D2θn(x))| ≤ C1n
−2, |η′(|x|/n)Cs,Tn
−2| ≤ ‖η′‖∞Cs,Tn
−2, as it
has been already done in the proof of Theorem 3.3.
Concerning I1,n(t), we observe that
0 < (G(t, s)f)p(t) log(G(t, s)f) ≤ max{ξp(t) log ξ : t ∈ [s, T ], 0 < ξ ≤ ‖f‖∞} =: H,
and hence∣∣∣∣I1,n(t)− ∫
Rd
(G(t, s)f)p(t) log(G(t, s)f)µt(dx)
∣∣∣∣ ≤ H ∫
Rd
|θn − 1|µt(dx).
The right hand side vanishes as n→ +∞, and it is bounded byH for every t ∈ [s, T ].
Next, we consider I2,n(t) and we note that∣∣∣∣I2,n(t)− ∫
Rd
(G(t, s)f)p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx)
∣∣∣∣
≤Λ
∫
Rd
|θn − 1|(G(t, s)f)
p(t)−2|∇xG(t, s)f |
2µt(dx). (4.4)
Using (2.9) and, if p(t) < 2, the inequality G(t, s)f ≥ G(t, s)(inf f) = inf f > 0,
that follows from (2.6), we easily deduce that the right-hand side of (4.4) vanishes
as n→ +∞. Moreover,
|I2,n(t)| ≤ Λ
∫
Rd
(G(t, s)f)p(t)−2|∇xG(t, s)f |
2µt(dx), t ∈ [s, T ], n ∈ N.
Then, we may let n → +∞ in (4.3) and conclude that for s ≤ t1 < t2 ≤ T we
have
β(t2)− β(t1) ≤
∫ t2
t1
γ(s)ds,
and since T > s is arbitrary, the inequality holds for every s ≤ t1 < t2.
Applying the logarithmic Sobolev inequality (3.4) to the function G(t, s)f we
get, for t > s,
γ(t) ≤ β(t)1−p(t)
(
p′(t)Λ
2|r0|
∫
Rd
(G(t, s)f)p(t)−2|∇xG(t, s)f |
2µt(dx)
− (p(t)− 1)
∫
Rd
(G(t, s)f)p(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉µt(dx)
)
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≤ β(t)1−p(t)
(
p′(t)Λ
2|r0|
− (p(t)− 1)η0
)∫
Rd
(G(t, s)f)p(t)−2|∇xG(t, s)f |
2µt(dx)
= 0,
by the definition of p(t). Hence, β(t2) ≤ β(t1).
Step 2. Let f ∈ C∞c (R
d) and consider the sequence of functions
fn(x) =
√
|f(x)|2 +
1
n
, x ∈ Rd, n ∈ N.
Each fn belongs to C
∞
b (R
d), it has positive values and it is constant outside a
compact subset of Rd. By Step 1, for p ≤ e2η0|r0|Λ
−1(t−s)(q − 1) + 1 we have
‖G(t, s)fn‖Lp(Rd,µt) ≤ ‖fn‖Lq(Rd,µs), t ≥ s.
Since fn converges to |f | uniformly in R
d, fn and G(t, s)fn converge to |f | and
G(t, s)|f | in Lq(Rd, µt) and in L
p(Rd, µs), respectively, as n→ +∞. Therefore,
‖G(t, s)f‖Lp(Rd,µt) ≤ ‖G(t, s)|f |‖Lp(Rd,µt) ≤ ‖f‖Lq(Rd,µs). (4.5)
For a general f ∈ Lq(Rd, µs) estimate (4.5) follows by density, approximating f by
a sequence (fn)n ⊂ C
∞
c (R
d). 
5. Poincare´ inequality and asymptotic behavior
This section is devoted to prove the Poincare´ inequality for the measures µt and
to the study of the decay rate of G(t, s)−ms for p > 1.
The Poincare´ inequality (5.7) could be proved by contradiction, through a clas-
sical argument (see e.g., [7, Thm. 5.8.1]) that exploits the compactness of the
embedding W 1,p(Rd, µs) →֒ L
p(Rd, µs). However, this procedure does not allow
to control the dependence of the constant Cp below on s, whereas in the proof of
the next Theorem 5.3 we need C2 to be independent of s. Hence, we use different
arguments. In particular, we use the following lemma.
Lemma 5.1. Let µ(dx) = ρ(x)dx be a probability measure in Rd, where ρ is a
locally bounded function with positive infimum on every ball, and denote by m(f)
the mean value of f ∈ W 1,p(Rd, µ) with respect to µ. Assume that a Poincare´
inequality holds for p = 2, that is
‖f −m(f)‖L2(Rd,µ) ≤ C‖ |∇f | ‖L2(Rd,µ), f ∈W
1,2(Rd, µ). (5.1)
Then for every p > 2 there is Cp > 0, depending only on C and p, such that
‖f −m(f)‖Lp(Rd,µ) ≤ Cp‖ |∇f | ‖Lp(Rd,µ), f ∈W
1,p(Rd, µ). (5.2)
Proof. As a first step, we prove that there exists a positive constant Kp such that
‖g‖p
Lp(Rd,µ)
≤ Kp ‖ |∇g| ‖
p
Lp(Rd,µ)
+ 2‖g‖p
Lp/2(Rd,µ)
, g ∈W 1,p(Rd, µ). (5.3)
Since p > 2, for every g ∈ W 1,p(Rd, µ) the function |g|p/2 belongs to W 1,2(Rd, µ).
This can be proved approaching g by a sequence of functions in C∞c (R
d), which is
dense in W 1,p(Rd, µ) by Lemma 2.4.
Applying the Poincare´ inequality (5.1) to |g|p/2 yields
‖g‖p
Lp(Rd,µ)
≤
(pC)2
4
‖g‖p−2
Lp(Rd,µ)
‖ |∇g| ‖2Lp(Rd,µ) + ‖g‖
p
Lp/2(Rd,µ)
.
Using the Young inequality a1−2/pb2/p ≤ εa + Cε,pb with a = ‖g‖
p
Lp(Rd,µ)
, b =
‖ |∇g| ‖p
Lp(Rd,µ)
, and choosing ε = 2(pC)−2, we get (5.3) for some positive constant
Kp depending only on C and p.
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If p ∈ (2, 4] we are done: since p/2 ≤ 2, we have ‖g‖Lp/2(Rd,µ) ≤ ‖g‖L2(Rd,µ) and
(5.3) yields
‖g‖p
Lp(Rd,µ)
≤ Kp‖ |∇g| ‖
p
Lp(Rd,µ)
+ 2‖g‖p
L2(Rd,µ)
, g ∈ W 1,p(Rd, µ). (5.4)
Taking g = f −m(f) with any f ∈ W 1,p(Rd, µ) we get
‖f −m(f)‖p
Lp(Rd,µ)
≤ Kp‖ |∇f | ‖
p
Lp(Rd,µ)
+ 2‖f −m(f)‖p
L2(Rd,µ)
. (5.5)
Using again (5.1) and ‖ |∇f | ‖L2(Rd,µ) ≤ ‖ |∇f | ‖Lp(Rd,µ), (5.5) yields
‖f −m(f)‖Lp(Rd,µ) ≤ K˜p‖ |∇f | ‖Lp(Rd,µ), f ∈W
1,p(Rd, µ), 2 < p ≤ 4,
(5.6)
with some positive constant K˜p depending only on C and p, i.e., (5.2) holds true
for 2 < p ≤ 4.
Let now p ∈ [4, 8). For any f ∈ W 1,p(Rd, µ) we apply (5.3) to the function
g = f −m(f), and since p/2 ∈ [2, 4), we may use (5.6) with p/2 instead of p, to get
(5.2).
Iterating this procedure, we get (5.2) for any p > 2. 
Theorem 5.2. For every p ≥ 2, there exists a positive constant Cp such that
‖f −ms(f)‖Lp(Rd,µs) ≤ Cp‖ |∇f | ‖Lp(Rd,µs), (5.7)
for any f ∈ W 1,p(Rd, µs) and any s ∈ I. In particular, if p = 2, we can take
C2 = Λ
1/2|r0|
−1/2, where Λ and r0 are defined in Hypotheses 2.1.
Proof. For p = 2, estimate (5.7) follows from the LSI (3.4) by [20]. For the reader’s
convenience we give a sketch of the proof. Let f ∈ C1b (R
d) be such that ms(f) = 0.
Replacing f by fε := 1 + εf in the inequality (3.4) with p = 2 yields∫
Rd
f2ε (log f
2
ε )µs(dx) − ‖fε‖
2
L2(Rd,µs)
log(‖fε‖
2
L2(Rd,µs)
) = 2ε2‖fε‖
2
L2(Rd,µs)
+ o(ε2),
as ε → 0+. Thus, by (3.4) we get (5.7). If ms(f) 6= 0 it suffices to consider the
function f −ms(f). Since C
1
b (R
d) is dense in W 1,2(Rd, µs) (see Lemma 2.5) the
claim follows.
For p > 2, the statement follows from Lemma 5.1. 
Next theorem shows how the decay of G(t, s) −ms to 0 is related to the decay
of ∇xG(t, s) to 0. A similar result has been proved in [14, Thm. 3.6] in the case of
time periodic coefficients under stronger assumptions than ours, and only for p ≥ 2.
The approach of [14] is different from the present one, since it relies on the use of
the evolution semigroup associated to the evolution family G(t, s).
For p ≥ 1 we define the sets Ap and Bp by
Ap =
{
ω ∈ R : ∃Mp,ω > 0 s.t. ‖G(t, s)f −ms(f)‖Lp(Rd,µt) ≤Mp,ωe
ω(t−s)‖f‖Lp(Rd,µs),
I ∋ s < t, f ∈ Lp(Rd, µs)
}
;
Bp =
{
ω ∈ R : ∃Np,ω > 0 s.t. ‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ Np,ωe
ω(t−s)‖f‖Lp(Rd,µs),
s, t ∈ I, t− s ≥ 1, f ∈ Lp(Rd, µs)
}
.
Theorem 5.3. The sets Ap and Bp are independent of p ∈ (1,+∞), and they
coincide.
Proof. As a first step we prove that Ap and Bp are independent of p ∈ (1,+∞).
Then, we prove that A2 = B2, which yields the conclusion.
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Step 1. To prove that Ap is independent of p we use the hypercontractivity of
G(t, s). Fix p1 > 1 and set p2 = e
2η0|r0|Λ
−1
(p1 − 1) + 1. Clearly, p1 < p2. Let
p ∈ (p1, p2]. From (4.1) we deduce
‖G(t, s)f −ms(f)‖Lp(Rd,µt) =‖G(t, t− 1)(G(t− 1, s)f −ms(f))‖Lp(Rd,µt)
≤‖G(t− 1, s)f −ms(f)‖Lp1(Rd,µt−1),
for any f ∈ Lp(Rd, µs). If ω ∈ Ap1 we have
‖G(t− 1, s)f −ms(f)‖Lp1(Rd,µt−1) ≤Mp1,ωe
ω(t−s−1)‖f‖Lp1(Rd,µs)
≤Mp1,ωe
ω(t−s−1)‖f‖Lp(Rd,µs),
for some positive constant Mp1,ω, independent of f . Then,
‖G(t, s)f −ms(f)‖Lp(Rd,µt) ≤Mp1,ωe
ω(t−s−1)‖f‖Lp(Rd,µs),
so that Ap1 ⊂ Ap.
On the other hand, for t > s+ 1, ω ∈ Ap and f ∈ L
p(Rd, µs), using again (4.1),
we get
‖G(t, s)f −ms(f)‖Lp1(Rd,µt) ≤‖G(t, s)f −ms(f)‖Lp(Rd,µt)
=‖G(t, s+ 1)G(s+ 1, s)f −ms(f)‖Lp(Rd,µt)
=‖G(t, s+ 1)G(s+ 1, s)f −ms+1(G(s + 1, s)f)‖Lp(Rd,µt)
≤Mp,ωe
ω(t−s−1)‖G(s+ 1, s)f‖Lp(Rd,µs+1)
≤Mp,ωe
ω(t−s−1)‖f‖Lp1(Rd,µs),
for some positive constant Mp,ω. As above, we conclude that ω ∈ Ap1 so that
Ap ⊂ Ap1 .
We have thus proved that Ap = Ap1 for any p ∈ (p1, p2]. Starting from p2,
the same arguments yield Ap = Ap2 = Ap1 for any p ∈ [p2, p3], where p3 =
e2η0|r0|Λ
−1
(p2 − 1) + 1. Note that the sequence defined recursively by p1 > 1,
pk+1 = e
2η0|r0|Λ
−1
(pk − 1) + 1 has limit +∞ as k → +∞. Hence, iterating this ar-
gument we obtain Ap = Ap1 for any p ∈ [p1,+∞). Since p1 ∈ (1,+∞) is arbitrary,
Ap is independent of p ∈ (1,+∞).
In a similar way we prove that Bp is independent of p ∈ (1,+∞). Indeed, let
p1, p2 and p be as above. If ω ∈ Bp1 and t − s ≥ 2, using (2.9) and (4.1) we get,
for f ∈ C1b (R
d),
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) =‖ |∇xG(t, t− 1)G(t− 1, s)f‖Lp(Rd,µt)
≤‖G(t, t− 1)|∇xG(t− 1, s)f | ‖Lp(Rd,µt)
≤‖ |∇xG(t− 1, s)f | ‖Lp1(Rd,µt−1)
≤Np1,ωe
ω(t−s−1)‖f‖Lp1(Rd,µs)
≤Np1,ωe
ω(t−s−1)‖f‖Lp(Rd,µs),
for some positive constant Np1,ω, independent of f , s and t. Since C
1
b (R
d) is dense
in Lp(Rd, µs) the estimate holds for every f ∈ L
p(Rd, µs). Similarly, if ω ∈ Bp and
t− s ≥ 2, then
‖ |∇xG(t, s)f | ‖Lp1(Rd,µt) ≤‖ |∇xG(t, s)f | ‖Lp(Rd,µt)
=‖ |∇xG(t, s+ 1)G(s+ 1, s)f | ‖Lp(Rd,µt)
≤Np,ωe
ω(t−s−1)‖G(s+ 1, s)f‖Lp(Rd,µs+1)
≤Np,ωe
ω(t−s−1)‖f‖Lp1(Rd,µs),
for some positive constant Np,ω, independent of f ∈ L
p1(Rd, µs), s and t.
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Then, Bp = Bp1 for any p ∈ (p1, p2]. Iterating this argument as above, we
conclude that Bp is independent of p ∈ (1,+∞).
Step 2. Let us prove that A2 = B2. Fix ω ∈ A2, s, t ∈ I, with t − s ≥ 1, and
f ∈ L2(Rd, µs) with ms(f) = 0. Splitting G(t, s)f = G(t, t − 1)G(t − 1, s)f and
using (2.10) we get
‖ |∇xG(t, s)f | ‖L2(Rd,µt) =‖ |∇xG(t, t− 1)G(t− 1, s)f | ‖L2(Rd,µt)
≤c2‖G(t− 1, s)f‖L2(Rd,µt−1)
≤c2M2,ωe
ω(t−s)‖f‖L2(Rd,µs).
If ms(f) 6= 0 it suffices to apply the above estimate to f −ms(f) and recall that
‖f −ms(f)‖L2(Rd,µs) ≤ 2‖f‖L2(Rd,µs). Hence, ω ∈ B2, so that A2 ⊂ B2.
Conversely, fix ω ∈ B2, s, t ∈ I, with t−s ≥ 1 and f ∈ L
2(Rd, µs). Applying the
Poincare´ inequality (5.7) (with µs and f replaced by µt and G(t, s)f , respectively)
and observing that mt(G(t, s)f) = ms(f), we get
‖G(t, s)f −ms(f)‖L2(Rd,µt) =‖G(t, s)f −mt(G(t, s)f)‖L2(Rd,µt)
≤C2‖ |∇xG(t, s)f | ‖L2(Rd,µt)
≤C2N2,ωe
ω(t−s)‖f‖L2(Rd,µs). (5.8)
If t− s < 1 estimate (5.8) (with the constant C2N2,ω possibly replaced by a larger
one) is a direct consequence of (1.5). Then, ω ∈ A2 and the set equality A2 = B2
follows. 
An important consequence of Theorem 5.3 is an estimate for the exponential
decay rate of G(t, s)f to ms(f).
Corollary 5.4. For every p > 1 there exists Cp > 0 such that
‖G(t, s)f −ms(f)‖Lp(Rd,µt) ≤ Cpe
r0(t−s)‖f‖Lp(Rd,µs), t > s ∈ I, f ∈ L
p(Rd, µs).
Proof. It is sufficient to apply Proposition 2.6 and Theorem 5.3. 
Remark 5.5. Arguing as in the proof of Theorem 5.3 it is possible also to prove
that Ap = Cp for any p ∈ (1,+∞), where
Cp =
{
ω ∈ R : ‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ Θp,ωe
ω(t−s)‖f‖W 1,p(Rd,µs),
for any s, t ∈ I, t > s, f ∈ W 1,p(Rd, µs) and some Θp,ω > 0
}
.
Remark 5.6. For p = 1 the sets A1 and B1 may not coincide, even in the
autonomous case. For instance, in the case of the Ornstein-Uhlenbeck operator
(Aζ)(x) := ζ′′(x) − xζ′(x) we have µt(dx) = (2π)
−1/2e−x
2/2dx for every t, and
every λ < 0 is an eigenvalue of the realization of A in L1(R, µ) as shown in [17].
This implies that A1 cannot contain negative numbers, so that A1 = [0,+∞). On
the other hand, in this case r0 = −1 ∈ B1 by Proposition 2.6.
6. The case of convergent coefficients as t→ +∞
Besides Hypotheses 2.1, we assume here the following additional conditions.
Hypotheses 6.1. (i) For any r > 0 and some (and hence any) t0 ∈ I,
sup
(t,x)∈(t0,+∞)×B(0,r)
|b(t, x)| < +∞;
(ii) there exists a matrix Q ∈ L(Rd) such that
lim
t→+∞
Q(t) = Q,
in L(Rd);
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(iii) there exist functions bj ∈ C
α
loc(R
d) (j = 1, . . . , d) such that
lim
t→+∞
bj(t, x) = bj(x), x ∈ R
d, j = 1, . . . , d.
Let us consider the elliptic operator A defined on smooth functions ζ by
Aζ(x) =
d∑
i,j=1
qijDijζ(x) +
d∑
j=1
bj(x)Djζ(x), x ∈ R
d,
Due to Hypotheses 2.1(ii)-(iii), the operator A is uniformly elliptic. Moreover,
(Aϕ)(x) ≤ a− cϕ(x), x ∈ Rd. (6.1)
It is well known that, under Hypotheses 6.1, there exists a Markov semigroup T (t)
associated to the operator A in Cb(R
d) (see [18, Sect. 4]). For any f ∈ Cb(R
d)
u = T (·)f is the unique solution to the Cauchy problem{
Dtu(t, x) = Au(t, x), (t, x) ∈ (0,+∞)× R
d,
u(0, x) = f(x), x ∈ Rd,
which belongs to Cb([0,+∞)×R
d)∩C1,2((0,+∞)×Rd). Moreover, for any t > 0,
T (t) is a contraction in Cb(R
d).
Condition (6.1) and the Khas’minskii theorem yield the existence of a unique
invariant measure of the semigroup T (t), i.e., a probability measure µ such that∫
Rd
T (t)f µ(dx) =
∫
Rd
f µ(dx),
for any f ∈ Cb(R
d) (see [18, Sect. 6]).
Theorem 6.2. For any f ∈ Cb(R
d)
lim
t→+∞
∫
Rd
fµt(dx) =
∫
Rd
fµ(dx),
i.e., µt weakly
∗ converges to µ as t→ +∞.
Proof. Since the evolution system of measures {µt : t ∈ I} is tight, it admits weak
∗
limits as t→ +∞. We will prove that µ is its only weak∗ limit. For this purpose, let
(sn) and ν0 be, respectively, a sequence diverging to +∞ and a probability measure
such that
lim
n→+∞
∫
Rd
fµsn(dx) =
∫
Rd
f ν0(dx), f ∈ Cb(R
d). (6.2)
We split the proof into four steps.
Step 1. Here, we prove that, for any f ∈ C∞c (R
d), the sequence (G(·+ sn, sn)f)
converges to T (·)f as n → +∞, locally uniformly in [0,+∞) × Rd. To this aim,
we observe that the function vn = G(· + sn, sn)f belongs to Cb([0,+∞) × R
d) ∩
C1,2([0,+∞)× Rd) and solves the Cauchy problem{
Dtvn(t, x) = A(t+ sn)vn(t, x), (t, x) ∈ [0,+∞)× R
d,
vn(0, x) = f(x), x ∈ R
d.
Due to Hypotheses 6.1 and to the classical Schauder estimates, for any r, T > 0,
there exists a positive constant C (which is independent of n) such that
‖vn‖C1+α/2,2+α([0,T ]×B(0,r)) ≤ C‖f‖C2+αb (Rd)
.
Arzela`-Ascoli theorem and a diagonal argument show that there exist a function
u ∈ Cb([0,+∞)×R
d) ∩C
1+α/2,2+α
loc ([0,+∞)×R
d) and a subsequence (snk) ⊂ (sn)
such that vnk → u in C
1,2([0, T ] × B(0, r)) for any T, r > 0, and Dtu = Au in
[0,+∞) × Rd. Moreover, u(0, ·) = f in Rd since un(0, ·) = f for any n ∈ N.
Hence, u = T (·)f . Actually, all the sequence (G(· + sn, sn)f) converges locally
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uniformly in [0,+∞) → Rd to T (·)f . Indeed, the previous argument shows that
any subsequence (s′n) ⊂ (sn) admits a subsequence (s
′
nk
) such that G(·+ s′nk , s
′
nk
)
converges to T (·)f in C1,2([0, T ] × B(0, r)) for any r, T > 0, and this is enough
to infer that the sequence (G(· + sn, sn)) converges to T (·)f locally uniformly in
[0,+∞)× Rd.
Step 2. For any k ∈ N, the system of measures {µk+sn : n ∈ N} is tight. Hence,
by the Prokhorov theorem, there exist a subsequence (skn) of (sn) and a probability
measure νk such that
lim
n→+∞
∫
Rd
fµk+skn(dx) =
∫
Rd
fνk(dx), f ∈ Cb(R
d).
Using again a diagonal argument, we can extract a subsequence (tn) of (sn) such
that
lim
n→+∞
∫
Rd
fµk+tn(dx) =
∫
Rd
fνk(dx), f ∈ Cb(R
d). (6.3)
for any k ∈ N.
Since {µt : t ∈ I} is tight, the set of measures {νk : k ∈ N ∪ {0}} is tight too.
Indeed, fix ε > 0 and let R0 > 0 be such that µt(B(0, R0)) ≥ 1 − ε for any t ∈ I.
Let ψ ∈ Cb(R
d) satisfy χB(0,R0) ≤ ψ ≤ χB(0,R0+1). Then,∫
Rd
ψµk+sn(dx) ≥
∫
B(0,R0)
1lµk+sn(dx) = µk+sn(B(0, R0)) ≥ 1− ε,
for any k ∈ N ∪ {0}. Letting n→ +∞ gives
1− ε ≤
∫
Rd
ψνk(dx) ≤
∫
B(0,R0+1)
1lνk(dx)
and we thus conclude that νk(B(0, R0 + 1)) ≥ 1 − ε for any k ∈ N, showing that
the set {νk : k ∈ N} is tight.
Step 3. Here, we prove that∫
Rd
T (k)fνk(dx) =
∫
Rd
fν0(dx), (6.4)
for any f ∈ C∞c (R
d). Using (1.4) and (6.2) we get
lim
n→+∞
∫
Rd
G(k + tn, tn)fµk+tn(dx) = lim
n→+∞
∫
Rd
fµtn(dx) =
∫
Rd
fν0(dx), (6.5)
for any k ∈ N. We claim that the left-hand side of (6.5) equals
∫
Rd
T (k)fνk(dx).
Indeed, ∫
Rd
G(k + tn, tn)fµk+tn(dx) −
∫
Rd
T (k)fνk(dx)
=
∫
Rd
(G(k + tn, tn)f − T (k)f)µk+tn(dx)
+
(∫
Rd
T (k)fµk+tn(dx)−
∫
Rd
T (k)fνk(dx)
)
=:I1,n + I2,n.
By (6.3) I2,n tends to 0 as n→ +∞. To prove that also I1,n vanishes as n→ +∞,
we fix ε > 0 and R > 0 such that µt(R
d \ B(0, R)) ≤ ε for any t ∈ I. Then, we
estimate
|I1,n| ≤
∫
B(0,R)
|G(k + tn, tn)f − T (k)f |µk+tn(dx)
+
∫
Rd\B(0,R)
|G(k + tn, tn)f − T (k)f |µk+tn(dx)
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≤‖G(k + tn, tn)f − T (k)f‖L∞(B(0,R)) + 2‖f‖∞ε,
since both G(k + tn, tn)f and T (k)f are contractions in Cb(R
d). By Step 1
lim sup
n→+∞
|I1,n| ≤ ε
and, since ε > 0 is arbitrary, we conclude that I1,n tends to 0 as n→ +∞. Formula
(6.4) follows.
Step 4. Here, using formula (6.4) we conclude the proof. We remark that es-
timate (2.9), with p = 1, and Step 1 imply ‖ |∇xT (t)f | ‖∞ ≤ e
−r0t‖ |∇f | ‖∞ for
every t > 0. Arguing as in the proof of Lemma 2.7 we obtain that T (k)f converges
to
∫
Rd
fµ(dx) locally uniformly in Rd, for any f ∈ C∞c (R
d).
Now, using the same argument of Step 3, we show that
lim
k→+∞
∫
Rd
T (k)fνk(dx) =
∫
Rd
fµ(dx). (6.6)
Since {νk : k ∈ N} is a tight system of probability measures, for any ε > 0 there
exists R > 0 such that νk(R
d \B(0, R)) ≤ ε for any k ∈ N. Hence,∣∣∣∣∫
Rd
T (k)fνk(dx) −
∫
Rd
fµ(dx)
∣∣∣∣ ≤ ∫
Rd
∣∣∣∣T (k)f − ∫
Rd
fµ(dx)
∣∣∣∣ νk(dx)
≤
∫
B(0,R)
∣∣∣∣T (k)f − ∫
Rd
fµ(dx)
∣∣∣∣ νk(dx)
+
∫
Rd\B(0,R)
∣∣∣∣T (k)f − ∫
Rd
fµ(dx)
∣∣∣∣ νk(dx)
≤
∥∥∥∥T (k)f − ∫
Rd
fµ(dx)
∥∥∥∥
L∞(B(0,R))
+ 2‖f‖∞ε,
which implies that
lim sup
k→+∞
∣∣∣∣∫
Rd
T (k)fνk(dx)−
∫
Rd
fµ(dx)
∣∣∣∣ ≤ ε
and (6.6) follows.
Formulae (6.4) and (6.6) yield∫
Rd
fµ(dx) =
∫
Rd
fν0(dx), f ∈ C
∞
c (R
d).
This shows that ν0 = µ and completes the proof. 
Remark 6.3. Arguing as in the proof of Theorem 6.2, we can prove that, if ω ∈ Ap,
then there exists M > 0 such that∥∥∥∥T (t)f − ∫
Rd
fµ(dx)
∥∥∥∥
Lp(Rd,µ)
≤Meωt‖f‖Lp(Rd,µ), f ∈ L
p(Rd, µ).
Remark 6.4. In the case of T -time periodic coefficients considered in [14], the
tight evolution system of measures {µt : t ∈ I} is T -periodic, namely µt+T = µt
for any t ∈ R, and {µt : t ∈ I} coincides with the set of its weak
∗ limit measures.
Indeed, if a sequence µtn weakly
∗ converges to µ as tn → +∞, then setting sn =
tn − [tn/T ]T ∈ [0, T ) (where [ · ] denotes the integer part) a subsequence (snk) of
(sn) converges to some s0 ∈ [0, T ]. Since the function s 7→
∫
Rd
fµs(dx) is continuous
in R for every f ∈ Cb(R
d), we obtain∫
Rd
fµtnk (dx) =
∫
Rd
fµsnk (dx)→
∫
Rd
fµs0(dx),
as k → +∞, for every f ∈ Cb(R
d). Hence, µ = µs0 . Conversely, since each measure
µt is the weak
∗ limit of the sequence of measure (µt+nT ), the claim follows.
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7. Comments and examples
The key tool of our analysis is estimate (2.9), and of course the existence of a tight
evolution system of measures for G(t, s). With the noteworthy exception of time
depending Ornstein-Uhlenbeck operators (see Subsection 6.1), Hypotheses 2.1(iii)
and 2.1(iv) are quite natural conditions that guarantee the validity of estimate (2.9)
and the existence of a tight evolution system of measures, respectively.
Still assuming that Hypotheses 2.1(i)-(iii) hold, we could avoid Hypotheses 2.1(iv),
replacing it by its consequences
∃κ < 0 : |(∇xG(t, s)f)(x)| ≤ e
κ(t−s)(G(t, s)|∇f |)(x), I ∋ s < t, x ∈ Rd,
‖ |∇xG(t, s)f | ‖Lp(Rd,µt) ≤ cp(t− s)
−1/2‖f‖Lp(Rd,µs), s < t ≤ s+ 1,
plus some control on 〈b(t, x), x〉, such as 〈b(t, x), x〉 ≤ Ca,b(1+ |x|
2)ϕ(x) for a ≤ t ≤
b, x ∈ Rd, to estimate the integrals∫
Rd
G(t, s)fp log(G(t, s)fp)A(t)θn µt(dx),
∫
Rd
G(t, s)fpA(t)θn µt(dx),
that arise in the proof of Theorems 3.3 and 4.1.
7.1. Nonautonomous Ornstein-Uhlenbeck operators. Time depending Orn-
stein-Uhlenbeck operators,
(L(t)ζ)(x) =
1
2
Tr(B(t)B∗(t)D2ζ(x)) + 〈A(t)x + g(t),∇ζ(x)〉, t ∈ R, x ∈ Rd,
(7.1)
have been studied in [8, 9]. In fact, in these papers backward Cauchy problems were
considered and the evolution operator was backward, however all the statements
may be easily rewritten as statements for forward evolution equations and evolution
operators.
The assumptions are the following: B,A : R → L(Rd) and g : R → Rd are
continuous and bounded, Q(t) := B(t)(B(t))∗/2 satisfies the uniform ellipticity
condition (1.3), and the norm of the evolution operator U(t, s) in Rd associated
to the equation u′(t) = −A(t)u(t) decays exponentially as t − s → −∞. More
precisely, for any s ∈ R, U(·, s) is the unique solution to the Cauchy problem{
DtU(t, s) = −A(t)U(t, s), t ∈ R,
U(s, s) = I,
where I denotes the identity matrix, and the decay estimate is
ω0(U) = inf{ω ∈ R : ∃Mω ≥ 1 such that ‖U(t, s)‖ ≤Mωe
ω(s−t), t ≤ s} < 0. (7.2)
Then, it is possible to write down explicitly both G(t, s) and all the systems of
evolution measures for G(t, s). Among them, the unique tight system of evolution
measures consists of Gaussian measures µt given by
µt(dx) = (2π)
− d2 (detQt)
− 12 e−
1
2 〈Q
−1
t (x−gt),x−gt〉dx, t ∈ R, (7.3)
where
Qt =
∫ +∞
t
U(t, ξ)B(ξ)B∗(ξ)U∗(t, ξ)dξ, t ∈ R,
gt =
∫ +∞
t
U(t, ξ)g(ξ)dξ, t ∈ R.
So, in this case Hypothesis 2.1(iii) is not needed, since the tight evolution system
of measures is explicit. Assumption (7.2) is not equivalent to our Hypothesis 2.1(iv).
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For instance, taking d = 2, A(t) =
(
−1 0
2 −1
)
, we get easily ω0(U) = −1, but
(2.3) is not satisfied by any r0 < 0.
However, the proof of Theorem 5.3 relies on the hypercontractivity estimates,
on the Poincare´ inequality for p = 2, that holds for the above Gaussian measures
with constants independent of t, and on the gradient estimates (2.9) and (2.10).
Hypercontractivity and estimates (2.9), (2.10) were proved in [9, Thm. 3.3], [8,
Lemma 3.3]. Thus, we can apply Theorem 5.3 and conclude that Ap = Bp for any
p > 1. Again [8, Lemma 3.3] shows that Bp ⊃ (ω0(U),+∞) so that
‖G(t, s)f −ms(f)‖Lp(Rd,µt) ≤Mp,ωe
ω(t−s)‖f‖Lp(Rd,µs), t > s, (7.4)
for every ω ∈ (ω0(U), 0), f ∈ L
p(Rd, µs), p > 1 and some positive constant Mp,ω.
Estimate (7.4) improves the decay estimate obtained for p = 2 in [9, Thm. 2.17],
and it answers positively to the conjecture raised in [9].
7.2. More general nonautonomous operators. Here we exhibit some classes
of nonautonomous elliptic operators that satisfy Hypothesis 2.1(iii), since the other
ones are easy to be checked.
Let (A(t))t∈I be defined by (1.2), and assume that its coefficients qij and bi
satisfy the regularity and ellipticity assumptions of Hypotheses 2.1(i)-(ii), and the
dissipativity condition in Hypothesis 2.1(iv). Moreover, we assume that there exist
three positive constants K1, R, β > 1 such that
〈b(t, x), x〉 ≤ −K1|x|
β , t ∈ I, x ∈ Rd \B(0, R), (7.5)
Then the function
ϕ(x) = eδ|x|
β
, x ∈ Rd,
satisfies Hypothesis 2.1(iii). Indeed, for t ∈ I and |x| ≥ R we have
(A(t)ϕ)(x) =δβϕ(x)
[
(δβ|x|2β−4 + (β − 2)|x|β−4)〈Q(t)x, x〉
+Tr(Q(t))|x|β−2 + 〈b(t, x), x〉|x|β−2
]
≤δβϕ(x)[δβΛ|x|2β−2 + Λ(d+ β − 2)|x|β−2 −K1|x|
2β−2)]
=:g1(x)ϕ(x).
If δ is small enough (i.e., δ < K1/(βΛ)), then lim|x|→+∞ g1(x) = −∞. Then there
exist a, c > 0 such that A(t)ϕ ≤ a− cϕ for t ∈ I.
If (7.5) is replaced by
∃y ∈ Rd : sup
t∈I
|b(t, y)| =: K2 < +∞, (7.6)
then for sufficiently small δ > 0 the function
ϕ(x) = eδ|x−y|
2
, x ∈ Rd
satisfies Hypothesis 2.1(iii). Indeed, taking into account that by (2.4) we have
〈b(t, x), x − y〉 ≤ r0|x− y|
2 +K2|x− y| for t ∈ I and x ∈ R
d, we obtain
(A(t)ϕ)(x) =(4δ2〈Q(t)(x− y), (x− y)〉+ 2δTr(Q(t)) + 2δ〈b(t, x), x − y〉)ϕ(x)
≤(4δ2Λ|x− y|2 + 2δdΛ + 2δ(r0|x− y|
2 +K2|x− y|))ϕ(x)
=:g2(x)ϕ(x).
If δ is small enough (δ < |r0|/2Λ), then lim|x|→+∞ g2(x) = −∞. Then, there exist
two positive constants a, c such that A(t)ϕ ≤ a− cϕ for t ∈ I.
Note that condition (7.6) is satisfied for every y ∈ Rd in the case of time periodic
coefficients considered in [14].
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