Abstract. We study the shape differentiability of a cost function for the steady flow of an incompressible viscous fluid of power-law type. The fluid is confined to a bounded planar domain surrounding an obstacle. For smooth perturbations of the shape of the obstacle we express the shape gradient of the cost function which can be subsequently used to improve the initial design.
Introduction
Shape optimization for nonlinear partial differential equations is a growing field in the contemporary optimum design of structures. In this field systems of the solid and fluid mechanics as well as e.g., the coupled models of fluid-structure interaction are included for real life problems. The main difficulty associated with the mathematical analysis of nonlinear state equations is the lack of existence of global strong solutions for mathematical models in three spatial dimensions.
In numerical methods of shape optimization the common approach is the discretization of continuous shape gradient. Therefore, the proper derivation and analysis of the regularity properties of the shape gradient is crucial for numerical solution of the shape optimization problem. The shape sensitivity analysis requires, in particular, the proof of the Lipschitz continuity of solutions the the state equations with respect to the boundary variations. This property of solutions can be obtained e.g. by analysis of the state equation transported to the fixed reference domain which is explained in the case of linear elliptic boundary value problems in monograph [11] . For the nonlinear problems the Lipschitz continuity is not obvious and it requires the additional regularity of solutions to the state equation. In addition, for the applications of levelset method of shape optimization it is required that the obtained shape gradient of the cost functional is given by a function while the general theory gives only the existence of a distribution. In conlusion, it seems that the shape sensitivity analysis in the case of a nonlinear state equation is the main step towards the numerical solution of the shape optimization problems.
In gas dynamics described by the compressible Navier-Stokes there is the existence of weak global solutions. However, the shape sensitivity analysis can be performed only for specific local solutions. The state of art in shape optimization for compressible Navier-Stokes equations is presented in the monograph [8] , see also [7] . For incompressible Navier-Stokes equations, the sensitivity analysis of shape functionals is performed e.g. in [2] and [6] . In this paper we are concerned with the non-Newtonian model where the stress is a (nonlinear) function of the velocity gradient. Optimal control problem for this model was studied in [9, 13] . Numerical shape optimization was done in [1] , see also [3] . We present new results on the existence of the shape gradient.
We consider the steady flow of an incompressible fluid in a bounded domain
where B is a container and S is an obstacle. Motion of the fluid is described by the system of equations
Here v, p, C, f stand for the velocity, the pressure, the constant skew-symmetric Coriolis tensor and the body force, respectively. The traceless part S of the Cauchy stress can depend on the symmetric part Dv of the velocity gradient in the following way:
where ν, |Dv| 2 is the viscosity and the shear rate, respectively. In particular, we assume that ν has a polynomial growth (see Section 2.1 below), which includes e.g. the Carreau and the power-law models.
In the model the term of Coriolis type is present. This term appears e.g. when the change of variables is performed in order to take into account the flight scenario of the obstacle in the fluid.
The aim of this paper is to investigate differentiability of a shape functional depending on the solution to (P (Ω)) with respect to the variations of the shape of the obstacle. We consider a model problem with the drag functional
with a given constant unit vector d. Instead of J one could take other type of functional, since our method does not rely on its specific form. Our main interest is the rigorous analysis of the shape differentiability for (P (Ω)) and (2) . We follow the general framework developed in [11] using the speed method and the notion of the material derivative. Let us point out that due to (1) the state problem is nonlinear in its nature. We refer the reader to [12] for an introduction to optimization problems for nonlinear partial differential equations.
Shape Derivatives
We start by the description of the framework for the shape sensitivity analysis. For this reason, we introduce a vector field T ∈ C 2 (R 2 , R 2 ) vanishing in the vicinity of ∂B and define the mapping
For small ε > 0 the mapping x → y(x) takes diffeomorphically the region Ω onto Ω ε = B \ S ε where S ε = y(S). We consider the counterpart of problem (P (Ω)) in Ω ε , with the data f |Ωε and g |Ωε . The new problem will be denoted by (P (Ω ε )) and its solution by (v ε ,p ε ).
For the nonlinear system (P (Ω)) we introduce the shape derivatives of solutions. To this end we need the linearized system of the form:
Find the couple (u, π) such that
where F and h are given elements. The shape derivative v and the material derivativev of solutions are formally introduced by
wherev ε • y(x) :=v ε (y(x)), and are related to each other as follows:
The standard calculus for differentiating with respect to shape yields that v is the solution of (P lin (Ω)) with the data F = 0 and h = −∂v/∂n(T · n). Using (7) as the definition of J we obtain the expression for the shape gradient:
In the above formula, the part containing v depends implicitly on the direction T. This is not convenient for practical use, hence we introduce the adjoint problem for further simplification of (3): Find the couple (w, s) such that
Consequently, the expression for dJ reduces to
In order to prove the result given by (3) and (4) we need the material derivatives.
In particular, it is sufficient to show that the linear mapping
is continuous in an appropriate topology, see the structure Theorem in the book [11] for details.
Preliminaries
We impose the structural assumptions on the data, state the known results on well-posedness of (P (Ω)) and introduce the elementary notation for shape sensitivity analysis.
Structural Assumptions
We require that S has a potential Φ :
Further we assume that Φ is a C 3 function with Φ(0) = 0 and that there exist constants C 1 , C 2 , C 3 > 0 and r ≥ 2 such that
for any 0 = A, B ∈ R 2×2 sym . Here the symbol :: stands for the usual scalar product in R 2 4 . The above inequalities imply the monotone structure of S, see e.g. [5] .
Weak Formulation
For the definition of the weak solution we will use the space 
for every φ ∈ W 1,r 0,div (Ω). Note that the pressure is eliminated since test functions are divergence free.
The following result was shown in [4] . 
Theorem 1 (Kaplický et al. [4]). Let
Note that the above result applies only to the unperturbed domain, i.e. ε = 0. Assuming smallness of f 2,B and g 3,q,B , one can prove that (P (Ω)), (P (Ω ε )) has a unique weak solution satisfying 2,B , g 3,q,B ) and
respectively, where C E is independent of ε. At this point we summarize the main hypotheses.
Assumption 1. In what follows, Ω ∈ C 2 is a bounded planar domain of the form
is supported in the vicinity of ∂B, (5a)-(5b) hold with r ∈ [2, 4) and f 2,B , g 3,q,B are small enough.
Let us point out that equation (2) which defines J is not suitable for weak solutions in general, since the energy inequality does not provide enough information about the trace of p and Dv. We therefore introduce an alternative definition that requires less regularity. Let us fix an arbitrary divergence free function ξ ∈ C ∞ c (B, R 2 ) such that ξ = d in a vicinity of S. Then, integrating (2) by parts and using (P (Ω)) yields:
Note that this volume integral is finite for any v ∈ W 1,2 (Ω).
Deformation of the Shape
Let us introduce the following notation: We will denote by D T the Jacobian matrix whose components are (
One can easily check that the matrix N and the determinant g admit the expansions:
where the symbol O(ε 2 ) denotes a function whose norm in C 1 (Ω) is bounded by Cε 2 , see [11] .
The value of the shape functional for Ω ε is given by
where ξ ε := (N − ξ) • y −1 . Using the properties of the Piola transform one can check that div ξ ε = 0. Ifv ε andp ε were sufficiently smooth, it would hold that
Nevertheless, as opposed to (P (Ω)), we do not require any additional regularity of the solution to the perturbed problem (P (Ω ε )) and hence the expression in (9) need not be well defined. We introduce the auxiliary functionṽ:
which is related to the material derivativev by the identitỹ
For the justification of the results of the paper we will useṽ since, unlike the material derivative, it preserves the divergence free condition.
Main Results
The first result is the existence ofṽ and hence also of the material derivative.
Theorem 2. Let Assumption 1 be satisfied. Then the functionṽ exists and is
the unique weak solution of (P lin (Ω)) with the data
The following estimate holds:
Next we establish the existence of the shape gradient of J.
Theorem 3. Let Assumption 1 be satisfied and f
where the dynamical part J v and the geometrical part J e is given by
respectively. In particular, asṽ depends continuously on T, the mapping
Based on the previous result we can deduce that the shape gradient has the form of a distribution supported on the boundary of the obstacle. Since this representation is unique, the formal results derived in Section 1.1 are justified provided that the shape derivatives and adjoints exist and are sufficiently regular.
Corollary 1. Let Assumption 1 be satisfied. Then (i) the shape derivative v exists and is the unique weak solution to (P lin (Ω))
with
(ii) the adjoint problem (P adj (Ω)) has a unique weak solution that satisfies:
(iii) the shape gradient of J satisfies (3); (iv) the representation (4) is satisfied in the following sense:
In the remaining part we show the main steps of the proof of Theorem 3. Details can be found in [10] , where the time-dependent problem is treated.
Formulation in the Fixed Domain
In this section we transform the problem (P (Ω ε )) to the fixed domain Ω. Let us introduce the following notation:
Note In particular, v is the unique weak solution to (P (Ω)).
Existence of Material Derivative
Our next task is to identifyṽ as the limit of the sequence {u ε }, where
