The Lie structure on the Hochschild cohomology of a modular group
  algebra by Sanchez-Flores, Selene
ar
X
iv
:1
10
3.
32
18
v1
  [
ma
th.
RA
]  
16
 M
ar 
20
11
THE LIE STRUCTURE ON THE HOCHSCHILD
COHOMOLOGY OF A MODULAR GROUP ALGEBRA.
SELENE SA´NCHEZ-FLORES
Abstract. We prove that the Gerstenhaber bracket on the Hochschild co-
homology of the group algebra of a cyclic group over a field of positive char-
acteristic is not trivial. In this case, we relate the Lie algebra structure on
the odd degrees of the Hochschild cohomology with a Witt-type algebra.
Introduction.
The Hochschild cohomology of an associative unital algebra is endowed with
a Gerstenhaber algebra structure. For finite dimensional algebras, the graded
commutative structure of the Hochschild cohomology has been widely stud-
ied. In this paper, we are interested in the graded Lie algebra structure of the
Hochschild cohomology given by the Gerstenhaber bracket. We will consider the
group algebra of the cyclic group over a field of positive characteristic. In [6], we
proved that the Hochschild cohomology groups are zero in degrees ≥ 2 if the first
Hochschild cohomology group is semisimple, when the algebra is monomial over
a field of characteristic zero. However, the above statement is no longer true if
the characteristic is positive. The main objective for computing the Hochschild
cohomology groups for monomial algebras whose first Hochschild cohomology
group is semisimple as Lie algebra, was to study the Lie module structure of
the Hochschild cohomology groups of higher degrees. Since we obtained that
they are trivial in that case we consider now the positive characteristic case.
For instance, if one takes the group algebra of the cyclic group of order equal to
the characteristic of the field then the Hochschild cohomology groups are non
zero and the first Hochschild cohomology group is isomorphic to, as Lie algebra,
the Witt algebra, which is simple in case the characteristic of the field is not
2. The next step is to examine the Gerstenhaber bracket and in particular, we
would like to determine whether it is trivial or not. We would like to point out
that very few non trivial examples are known for the computation of the bracket
and therefore for the understanding of the graded Lie algebra structure on the
Hochschild cohomology. The principal complication for providing examples is
that this bracket is defined using the Hochschild complex while smaller com-
plexes are used to compute Hochschild cohomology. In this article, we prove
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2that the Gerstenhaber bracket is not trivial in the case of the group algebra
of cyclic group over a field of positive characteristic. Moreover, we give a for-
mula for the bracket that allows us to determine the Lie module structure on
the Hochschild cohomology groups. We are also able to relate the Lie algebra
structure on the odd Hochschild cohomology with a a Witt type algebra.
Let p be an odd prime, let K be a field of characteristic p. Let G =< g > be
the cyclic group of order |G|, where p divides |G|. Set A := KG to be the group
algebra of G. Denote by HH∗(A) the Hochschild cohomology of A, i.e.
HH∗(A) := Ext∗Ae(A,A)
whereAe = A⊗Aop is the enveloping algebra of A. The Lie algebra of derivations
of A, which is isomorphic to HH1(A) since there are no inner derivations, is called
the Witt algebra (see [4], Chapter V, Ex. 21). It is generated by the following
derivations. For i = 0, . . . , p − 1, let Di : A → A be the derivation given by
Di(g) = g
i+1. The commutator bracket in terms of the generators is then,
[Di , Dj ] = (j − i)Di+j.
In addition, the graded algebra structure on HH∗(A) given by the cup product
has been also described in [3] and in a more general situation in [1] and [5]. In
[1], it is shown that
HH∗(A) ∼= H∗(G,K)⊗A.
as a graded algebra, where H∗(G,K) is the group cohomology algebra with coef-
ficients in the trivial A-module K. In fact, explicit isomorphisms are given in [1]
at the cochain level in a more general case: for any abelian finite group and any
field. These isomorphisms enable us to transfer the Gerstenhaber bracket from
the Hochschild cohomology to H∗(G,K)⊗A.
The purpose of this paper is to study the Lie algebra structure on the Hochschild
cohomology of A via H∗(G,K) ⊗ A. In this setting, we are able to relate this
structure to a Witt-type graded Lie algebra as we explain next. It is well known
that Hn(G,K) ∼= K for n ≥ 0 since the characteristic of the field K divides the
order of the cyclic group G. This computation can be obtained by using the
minimal resolution of K as a trivial A-module. We define in this paper explicit
isomorphisms
sn : H
n(G,K)→ K and qn : K→ Hn(G,K)
that allow us to give an explicit basis in H∗(G,K) and to show that the Ger-
stenhaber bracket in H∗(G,K)⊗A, and hence in HH∗(A), is not trivial. Let us
introduce some notation in order to state the main results.
Set the following total order relation on the set G as follows:
1 < g < g2 < · · · < g|G|−1
For any element x in G define
Q(x) := {y ∈ G such that xy < y }.
3Given n ≥ 2 and x = [ x1 | · · · | xi | xi+1 | · · · | xn ] in G
×n, we will say that x
satisfies the condition C(n) if and only if :
• xi ∈ Q(xi+1) ∀ i odd, i ≥ 1 when n is even or
• xi ∈ Q(xi+1) ∀ i even i ≥ 1 when n is odd.
In the next result we give an explicit basis of H∗(G,K).
Theorem 1. Let p be an odd prime. Denote A = KG where the characteristic
of K is p and G is the cyclic group of order |G| generated by g. Assume that
p divides |G|. Set β0 = 1K. Let β
1 be the derivation in H1(G,K) given by
β1(gi) = i. For n > 1, let βn be the element in Hn(G,K) represented by the map
βn : G×n → K defined as follows
βn(x) =


1 if n is even and x satisfies C(n)
β1(x1) if n is odd and x satisfies C(n)
0 otherwise
where C(n) is the condition given above. Then the set {βn}n≥0 is a basis of the
k-vector space H∗(G,K).
Moreover, we explicit the Gerstenhaber bracket in terms of this basis.
Theorem 2. Let p be an odd prime. Denote A = KG where the characteristic
of K is p and G is the cyclic group of order |G|. Assume that p divides |G|. Let
ϕ : H∗(G,K)×G→ K
be the map which is linear in the first variable and additive in the second variable
such that
ϕ(βn, x) =
{
β1(x) if n is odd
0 otherwise
where βn is an element of the basis of H∗(G,K) described above and x is in G.
Then the Gerstenhaber bracket on H∗(G,K)⊗A is given by
[βn ⊗ x , βm ⊗ y] = (ϕ(βn, y) −ϕ(βm, x))βn+m−1 ⊗ xy
where x and y are in G.
This paper is organized as follows. In the first section, we transfer the Ger-
stenhaber bracket from HH∗+1(A) to HH∗+1(G,K) ⊗ A where A is the group
algebra of any finite abelian group, using the explicit isomorphism given in [1].
Then in section 2, we define the maps between the bar resolution and the min-
imal projective resolution of the trivial A-module K for G cyclic and we give
explicit isomorphisms between Hn(G,K) and K. In sections 3 and 4, we prove
that the maps introduced in section 2 are comparison maps between the bar
resolution and the minimal projective resolution. In section 5, we compute the
Gerstenhaber bracket and study the Lie structure on HH∗+1(A) where A = KG
with G the cyclic group of order |G| and p divides |G|.
Acknowledgment. I would like to thank Andrea Solotar for her suggestions
and improvements to this article.
41. Gerstenhaber bracket.
Given a field K and an associative K-algebra A, the Gerstenhaber bracket,
[ − , − ]G : HH
n(A)×HHm(A) −→ HHm+n−1(A) ,
is defined on the Hochschild cohomology groups using the Hochschild complex.
We begin this section by recalling the definition of this bracket. Let
Cn(A) := HomK(A
⊗nK , A),
for n ≥ 0 be the space of Hochschild n-cochains. In [2], Gerstenhaber defined
a right pre-Lie system {Cn(A), {◦i}
n
i=1} where elements of C
n(A) are declared to
have degree n − 1. The K-bilinear map
◦i : C
n(A)× Cm(A) −→ Cn+m−1(A)
is given by the following formula:
fn ◦i g
m(x1 ⊗ · · · ⊗ xn+m−1) := f
n(x1 ⊗ · · · ⊗ g
m(xi ⊗ · · · ⊗ xi+m−1)⊗ · · · ⊗ xn+m−1)
where m ≥ 1, fn is in Cn(A) and gm is in Cm(A). Suppose now that m = 0, so
let fn be in Cn(A) and a in A. For n ≥ 1 and i = 1, . . . , n define
fn ◦i a (x1 ⊗ · · · ⊗ xn−1) := f
n(x1 ⊗ · · · ⊗ a︸︷︷︸
i−th
⊗ · · · ⊗ xn−1).
Gerstenhaber proved that this pre-Lie system induces a graded pre-Lie algebra
structure on C∗+1(A) by defining an operation ◦ as follows:
fn ◦ gm :=
n∑
i=1
(−1)(i−1)(m−1)fn ◦i g
m.
In case n = 0, set a ◦ gm := 0 for all a in A. Finally, C∗+1(A) becomes a graded
Lie algebra by defining the bracket as the graded commutator of ◦. So,
[fn , gm]G := f
n ◦ gm − (−1)(n−1)(m−1)gm ◦ fn.
Moreover, Gerstenhaber proved that if δ is the differential in the Hochschild
complex,
δ[fm , gn]G = [f
m , δgn]G + (−1)
n−1[δfm , gn]G.
The above formula is obtained from the graded Jacobi identity and the fact that
δfn = (−1)n−1[µ , fn ]G
where µ is the multiplication of A. Then the K-bilinear map
[ − , − ]G : HH
m(A)×HHn(A) −→ HHn+m−1(A)
is well defined. Therefore, HH∗+1(A) endowed with the induced Gerstenhaber
bracket is also a graded Lie algebra.
5Gerstenhaber bracket on H∗+1(G,K)⊗A. From now on, let G be any abelian
finite group and A = KG. In [1], explicit morphisms are given for each n from
Cn(A) to Map(G×n, K)⊗A, in order to show that the graded algebra HH∗(A)
with the cup product is isomorphic to the tensor product algebra of the group
cohomology algebra H∗(G,K) and A. In this paragraph we will transfer the
Gerstenhaber bracket from HH∗+1(A) to H∗+1(G,K)⊗A. To do so, we will use
the explicit isomorphisms given in [1].
First, recall that the group cohomology H∗(G,K) can be computed from the
usual cochain complex
C := 0→ K d0−→Map(G,K) d1−→ · · ·Map(G×n, K) dn−→Map(G×n+1, K) · · ·
where d0 = 0 and for n ≥ 1
dn(f)(x1| · · · |xn+1) = f(x2| · · · |xn+1)
+
n∑
i=1
(−1)if(x1| · · · |xixi+1| · · · |xn+1)
+ (−1)n+1f(x1| · · · |xn).
Denote C ′ := C ⊗
K
A and d ′ = d ⊗
K
id. In [1], the authors defined a cochain
complex map from the Hochschild complex to C ′. In order to define it, let us
introduce some notation.
Notation. Since G provides a basis to the K-vector space A, given a ∈ A, there
exists a unique λx(a) ∈ K for all x ∈ G such that
a =
∑
x∈G
λx(a) x.
Given x ∈ G and f ∈ HomK(A
⊗n, A), we define εn(f, x) to be the map
εn(f, x) : G×n → K
such that
εn(f, x)( x1 | · · · | xn ) = λx1···xnx(f(x1 ⊗ · · · ⊗ xn)).
Map 1.1. Set φ to be the family of maps (φn) where each
φn : HomK(A
⊗n, A) → Map(G×n, K)⊗A
is given by
φn(f) =
∑
x∈G
εn(f, x) ⊗ x .
Notice that φ0 = idA.
We will give an inverse map of φ. To do so we need the following notation.
Notation. For any map α in Map(G×n, K) and any element x in G, we define
fn
(α,x)
to be the linear map
fn(α,x) : A
⊗n → A
such that
fn(α,x)(x1 ⊗ · · · ⊗ xn) = α( x1 | · · · | xn ) x1 · · · xnx
6where xi ∈ G.
Map 1.2. We denote by ψ the inverse map of φ given by the family of maps
(ψn) where each
ψn : Map(G
×n, K)⊗A → HomK(A⊗n, A)
is given by
ψn(α⊗ x) = f
n
(α,x)
Remark. Let f ∈ HomK(A
⊗n, A). A straightforward computation shows that∑
x∈G
fn(εn(f,x),x) = f.
Moreover, let α⊗ x be in Map(G×n, K)⊗A then
εn(fn(α⊗x), y) =
{
α if x = y
0 otherwise.
Therefore, the composition ψnφn is the identity map ofMap(G
×n, K)⊗A, while
φnψn is the identity map of C
n(A). This implies that ψ is a cochain complex
map and that the inverse of φ is ψ.
Now we can translate the Gerstenhaber bracket from the Hochschild cochain
complex C∗+1(A) to the complex C ′ using ψ and φ. To do so, it is enough to
translate the operation ◦
i
.
Notation. Given n ≥ 1, let α ∈ Map(G×n, K), β ∈ Map(G×m, K) and y ∈ G.
For i = 1, . . . , n, denote γi := γ(α,β, y) the map
γi : G
n+m−1 → K
such that γi(x1 | · · · | xn+m−1) =
α(x1 | · · · | xixi+1 · · · xi+m−1y | · · · | xn+m−1)β(xi | · · · | xi+m−1).
Denote
γ
(β,y)
α :=
n∑
i=1
(−1)(m−1)(i−1) γi.
Lemma 1.3. Let α ∈Map(G×n, K), β ∈Map(G×m, K) and x, y ∈ G. Then
φn+m−1(ψn(α⊗ x) ◦ ψm(β⊗ y) ) = γ
(β,y)
α ⊗ xy.
Proof. Fix n ≥ 1 and let i = 1, . . . , n. It is enough to show that
φn+m−1(ψn(α⊗ x) ◦i ψm(β⊗ y) ) = γi ⊗ xy
Let us remark that the left hand side is equal to∑
c∈G
εn+m−1(fn(α⊗x) ◦i f
m
(β⊗y), c)⊗ c.
Let x = [ x1 | · · · | xn+m−1 ] ∈ G
×n+m−1, then for each c ∈ G
εn+m−1(fn
(α⊗x) ◦i f
m
(β⊗y), c)(x) = λx1···xn+m−1c (f
n
(α⊗x) ◦i f
m
(β⊗y)(x) ).
7Since fn
(α⊗x)
◦i f
m
(β⊗y)
(x)
= fn
(α⊗x)
(x1 ⊗ · · · ⊗ f
m
(β⊗y)
(xi ⊗ · · · ⊗ xi+m−1)⊗ · · · ⊗ xn+m−1)
= β[ xi | · · · | xi+m−1 ]f
n
(α⊗x)
(x1 ⊗ · · · ⊗ xi · · · xi+m−1y⊗ · · · ⊗ xn+m−1)
= β[ xi | · · · | xi+m−1 ]α[ x1 | · · · | xi · · · xi+m−1y | · · · |xn+m−1 ] x1 · · · xi+m−1yxi+m · · · xn+m−1x
then εn+m−1(fn
(α⊗x) ◦i f
m
(β⊗y), c)(x) is equal to
β[ xi | · · · | xi+m−1 ]α[ x1 | · · · | xi · · · xi+m−1y | · · · |xn+m−1 ]
if when c = xy (since G is commutative) and zero otherwise. This proves what
we wanted. 
Proposition 1.4. Consider the bilinear map
[ − , − ] :Map(G×n, K)⊗A×Map(G×m, K)⊗A −→Map(G×n+m−1, K)⊗A
given by
[α⊗ x , β⊗ y] = (γ
(β,y)
α − (−1)
(n−1)(m−1)γ
(α,x)
β )⊗ xy
where x, y ∈ G, α ∈Map(G×n, K), β ∈Map(G×m, K) and γ
(β,y)
α and γ
(α,x)
β are
defined as above. Then the map [ − , − ] is well defined on H∗+1(G,K)⊗A and
(H∗+1(G,K)⊗A, [ − , − ] ) is a graded Lie algebra.
Moreover, HH∗+1(A) with the Gerstenhaber bracket is isomorphic as a graded
Lie algebra to (H∗+1(G,K)⊗A, [ − , − ] ).
Proof. It is a direct consequence of the following equality
[α⊗ x , β⊗ y ] = φn+m−1[ψn(α⊗ x) , ψm(β⊗ y) ]G.

2. A basis for H∗(G,K) with G a cyclic group.
The cohomology of a group G with coefficients in the trivial A-module K is
the graded K-vector space
H∗(G,K) = Ext∗A(K,K).
The standard bar resolution can be used to compute the cohomology of G and
is given by the following exact sequence:
B := · · ·→ A[G×n] dn−→ A[G×n−1]→ · · ·→ A[G] d1−→ A[ ] d0−→ K→ 0
where A[G×n] is the free A-module with basis G×n, d0[ ] = 1, d1[ x ] = x [ ] − [ ]
and for n > 1
dn[ x1 | · · · | xn ] = x1 [ x2 | · · · | xn ]
+
n−1∑
i=1
(−1)i[ x1 | · · · | xixi+1 | · · · | xn ]
+(−1)n[ x1 | · · · | xn ]
where [ x1 | · · · | xn+1 ] ∈ G
×n+1. After applying the functor HomA(−, K) to the
above resolution we obtain the complex C of section 1.
8From now on, let G =< g > be the cyclic group of order |G| with generator
g. In order to compute the cohomology of the cyclic group, one can use the
minimal projective resolution, which is given by the following exact sequence:
M := · · ·→ Avn+1 g−1−→ Avn T−→ Avn−1 g−1−→ · · · T−→ Av1 g−1−→ Av0 ǫ−→ K→ 0
where ǫ is the augmentation map, T = 1+g+g2+· · ·+g|G|−1, and the differentials
are either multiplication by g− 1 or T depending on the degree.
Let p be an odd prime. Assume from now on that the characteristic of K is p
and divides |G|. The objective of this section is to present an explicit basis for
H∗(G,K). To do so we will give two comparison maps between the bar resolution
and the minimal resolution, i.e. q : B→M and s :M→ B. Therefore, we will
define two families of morphisms of A-modules, q = (qn) and s = (sn), such
that the next diagrams commute:
(1)
A[G×n+1]
qn+1

dn+1
// A[G×n]
qn

dn
// A[G×n−1]
qn−1

······ A[G]
d1
//
q1

A[ ]
q0

d0
// K
id

// 0
Avn+1
g−1
//
sn+1

Avn
T
//
sn

Avn−1
sn−1

······ Av1
g−1
//
s1

Av0
ǫ
//
s0

K
id

// 0
A[G×n+1]
dn+1
// A[G×n]
dn
// A[G×n−1] ······ A[G]
d1
// A[ ]
d0
// K // 0
Map from the bar resolution to the minimal. We will use the following
notation to define the map q : B→M.
Notation. Let i be a positive integer. Denote [ i ]g to be the element in A given
by:
[ i ]g =
{
1 + g+ · · · + gi−1 if i ≥ 1
0 if i = 0
If x ∈ G and x = gi with i = 0, . . . , |G| − 1 then we denote
[ x ]g := [ i ]g
.
Remark. Notice that [g]g = 1 and for any x ∈ G
(g− 1)[x]g = x− 1.
Notation. Set a total order relation on the set G as follows:
1 < g < g2 < · · · < g|G|−1.
This is, if x = gi and y = gj where i, j = 0, . . . , |G|− 1, x < y if and only if i < j.
Given x ∈ G, let
Q(x) := {y ∈ G such that xy < y }.
Remark. Notice that Q(1) = ø, Q(g) = {gp−1} and Q(gp−1) = G\{1}. Moreover,
if x = gi and y = gj where i, j = 0, . . . , |G| − 1, x ∈ Q(y) if i+ j > |G|
9Definition 2.1. Given n ≥ 2 and x = [ x1 | · · · | xi | xi+1 | · · · | xn ] ∈ G
×n. We
will say that x satisfies the condition C(n) if and only if :
• xi ∈ Q(xi+1) ∀ i odd, i ≥ 1 when n is even or
• xi ∈ Q(xi+1) ∀ i even i ≥ 1 when n is odd.
Map 2.2. Define q : B → M to be the family (qn)n≥0 of morphisms of A-
modules given as follows. For n = 0, q0 : A [ ] → Av0 is the map given by
q0[ ] = v0. Define q1 : A [G ] → Av1 to be the morphism such that q1[ x ] =
[ x ]gv1. Let n = 2k be an integer with k ≥ 1. Define
qn : A [G
×n ] −→ Avn and
qn+1 : A [G
×n+1 ] → Avn+1
to be the morphisms of A-modules such that
qn (x) =
{
vn if x satisfies the condition C(n)
0 otherwise
qn+1 (x) =
{
[ x1 ]g vn+1 if x satisfies the condition C(n + 1)
0 otherwise.
Map from the minimal resolution to the bar resolution. Next, we will
define the map s :M −→ B. To do so we will introduce some notation.
Notation. Let ik = (i1, . . . , ik) such that ir ∈ {0, . . . , |G| − 1} for r = 1, . . . , k.
Define a(ik) as follows:
a(i) := g|G|−1−i for k = 1
a(i1, . . . , ik+1) := a(i1, . . . , ik)g
|G|−(ik+1+k+1) for k ≥ 1.
Map 2.3. Define s : M −→ B to be the family (sn)n≥0 of morphisms of A-
modules given as follows. For n = 0, s0 : Av0 → A [ ] is s0(v0) = [ ]. Define
s1 : Av1 → A [G ] to be the morphism such that s1(v1) = [g ]. Let n = 2k be
an integer with k ≥ 1. Define
sn : Avn −→ A [G×n ] and
sn+1 : Avn+1 → A [G×n+1 ]
to be the morphisms of A-modules such that
sn(vn) =
∑
ik
a(ik)[g |gi1 |g |gi2 | · · · |g |gik ]
sn+1(vn+1) =
∑
ik
a(ik)[g |gi1 |g |gi2 | · · · |g |gik |g ]
where the sums are over all k-tuple (i1, . . . , ik) of positive integers that vary from
0 to |G| − 1.
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Explicit isomorphims between Hn(G,K) and K. We will prove in the next
two sections that the maps q : B → M and s : M → B presented above are
chain maps. Once we prove this, we will obtain for each n explicit isomorphisms:
Hn(G,K)
sn
−→ K qn−→ Hn(G,K),
induced maps from the above chain maps. Let us begin by n = 1.
Map 2.4. If λ ∈ K, then q1(λ) is the derivation given by q1(λ)(x) = ǫ[x]g λ.
Now, if α ∈ H1(G,K), then s1(α) = α(g).
Map 2.5. If λ ∈ K then qn(λ) ∈ H
n(G,K) is represented by the map
qn(λ) : G
×n → K defined as follows:
qn(λ)(x) =


λ if n is even and x satisfies the condition C(n)
ǫ[ x1 ]gλ if n is odd and x satisfies the condition C(n)
0 otherwise.
For n ≥ 1, take α in Hn(G,K) represented by a map α : G×n → K, then
sn(α) =


|G|−1∑
i1=0
· · ·
|G|−1∑
ik=0
α[g |gi1 | · · · |g |gik ] if n = 2k
|G|−1∑
i1=0
· · ·
|G|−1∑
ik=0
α[g |gi1 |g | · · · |gik |g ] if n = 2k+ 1.
Notice that qn(1) will provide a non trivial element of H
n(G,K) and then we
will be able to prove the following result:
Theorem 2.6. Let p be an odd prime. Denote A = KG where the characteristic
of K is p and G is the cyclic group of order |G| generated by g. Assume that
p divides |G|. Set β0 = 1K. Let β
1 be the derivation in H1(G,K) given by
β1(x) = ǫ[x]g. For n > 1, let β
n be the element in Hn(G,K) represented by the
map βn : G×n → K defined as follows
βn(x) =


1 if n is even and x satisfies C(n)
β1(x1) if n is odd and x satisfies C(n)
0 otherwise
where C(n) is the condition given in Definition 2.1. Then the set {βn}n≥0 is a
basis of the k-vector space H∗(G,K).
In order to prove this result, we need to show first that q is a comparison
map, which is the purpose of the next section.
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3. Proof of theorem 2.6.
In this section, we will show that q : B→ P is a chain map and then we will
be able to prove Theorem 2.6. To do so we will first give some properties of the
set Q(x). The proof of the following lemma is straightfoward.
Lemma 3.1. For x, y ∈ G,
(i) 1 /∈ Q(x),
(ii) If x 6= 1 then x−1 ∈ Q(x),
(iii) x ∈ Q(y) if and only if y ∈ Q(x),
(iv) If x ∈ Q(y), then
T = x[y ]g − [ xy ]g + [ x ]g,
(v) If x /∈ Q(y) then
0 = x[y ]g − [ xy ]g + [ x ]g.
Proposition 3.2. Let q1 and q2 defined as above. Then
q1 d2 = T q2
Proof. Let [ x1 | x2 ] be an element of G
×2, then
q1d2[ x1 | x2 ] = x1 q1[ x2 ] − q1[ x1x2 ] + q1[ x1 ]
= (x1[ x2 ]g − [ x1x2 ]g + [ x1 ]g)v1.
There are two cases. In the first one, we suppose x1 ∈ Q(x2) then by Lemma 3.1
(iv), q1d2[ x1 | x2 ] = T v1. In the second one, we suppose that x1 /∈ Q(x2), then
by Lemma 3.1 (v), q1d2[ x1 | x2 ] = 0. We conclude that q1d2 = T q2. 
Lemma 3.3. Let x, y and z be elements of G.
(i) If x ∈ Q(y) and y ∈ Q(z) are such that xy 6= 1 and yz 6= 1 then
xy ∈ Q(z)⇔ x ∈ Q(yz)
(ii) If x ∈ Q(y) and y ∈ Q(z) are such that xy = 1 and yz 6= 1 then
x /∈ Q(yz).
(iii) If x /∈ Q(y) and y ∈ Q(z) then
xy ∈ Q(z) and x /∈ Q(yz).
(iv) If x /∈ Q(y) and y /∈ Q(z) then
xy ∈ Q(z)⇔ x ∈ Q(yz).
Proof. Straightforward verification. 
Proposition 3.4. Let q2 and q3 be defined as above. Then
q2 d3 = (g − 1)q3
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Proof. Let [ x1 | x2 | x3 ] be an element of G
×3, then
q2d3[ x1 | x2 | x3 ] = x1 q2[ x2 | x3] − q2[ x1x2 | x3] + q2[ x1 | x2x3 ] − q2[ x1 | x2 ].
Notice that if xi = 1 for any i then q2d3[ x1 | x2 | x3 ] = 0 and the statement is
true. So we will suppose that xi 6= 1 for all i. The proof is divided into four
cases. In the first one, we suppose that x1 ∈ Q(x2) and x2 ∈ Q(x3). Using (i)
and (ii) from Lemma 3.3,
q2d3[ x1 | x2 | x3 ] = x1 q2[ x2 | x3] − q2[ x1 | x2 ] = x1v2 − v2
and the statement is true. Now, in the second case we suppose that x2 ∈ Q(x3)
but x1 /∈ Q(x2). Using (iii) from Lemma 3.3,
q2d3[ x1 | x2 | x3 ] = x1 q2[ x2 | x3] − q2[ x1x2 | x3 ] = x1v2 − v2
and the statement is also true for this case. The third case is when x1 ∈ Q(x2)
but x2 is not in Q(x3). The statement follows from Lemma 3.3 (iii),
q2d3[ x1 | x2 | x3 ] = q2[ x1 | x2x3] − q2[ x1| x2 ] = 0.
The last case to consider is when x1 is not in Q(x2) and x2 is not in Q(x3). Using
(iv) from Lemma 3.3,
q2d3[ x1 | x2 | x3 ] = q2[ x1x2 | x3] − q2[ x1| x2x3 ] = 0.
We conclude that q2d3 = (g− 1)q3. 
Notation. Let n ∈ N, n > 2. Let x := [ x1 | · · · | xn ] ∈ G
×n. For i = 0, . . . , n, we
denote ri(x) the following element of A[G
×n−1 ]:
r0(x) := x1 qn−1[ x2 | · · · | xn ]
ri(x) := qn−1[ x1 | · · · | xixi+1 | · · · | xn ] for i = 1, . . . , n − 1
rn(x) := qn−1[ x1 | · · · | xn−1 ]
Lemma 3.5. Let n = 2k with k > 1. Consider the maps qn−1, qn and qn+1
defined above.
(i) Let x := [ x1 | · · · | xn ] ∈ G
×n. If xi ∈ Q(xi+1) for i = 2, . . . , n − 1 then
qn−1dn(x) = r0(x) − r1(x) + rn(x) =
{
T vn−1 if x1 ∈ Q(x2)
0 if x1 /∈ Q(x2).
(ii) Let x := [ x1 | · · · | xn+1 ] ∈ G
×n+1. If xi ∈ Q(xi+1) for i = 1, . . . , n then
qndn+1(x) = r0(x) − rn(x) = (x1 − 1)vn
Proof. (i) We will compute qn−1dn(x) using that qn−1dn(x) =
∑n
i=0(−1)
i ri(x).
Applying (i) and (ii) from lemma 3.3, notice that
ri(x) 6= 0 if and only if ri+1(x) 6= 0
for all even integer i = 2, . . . , n − 2. Therefore,
qn−1dn(x) = r0(x) − r1(x) + rn(x)
= x1 [ x2 ]gvn−1 − [ x1x2 ]gvn−1 + [ x1 ]gvn−1.
13
We apply lemma 3.1 to obtain that qn−1dn(x) equals T vn−1 if x1 ∈ Q(x2) and
is zero otherwise. (ii) The proof is similar to the proof of (i) 
Lemma 3.6. Let n = 2k with k > 1. Consider the maps qn−1, qn and qn+1
defined above.
(i) Let x := [ x1 | · · · | xn ] ∈ G
×n. Suppose that xi ∈ Q(xi + 1) for all odd
integers 1 < i < n−1 and that there exist some even integer i such that
xi /∈ Q(xi+1). Denote by j the smallest even integer such that xj is not
in Q(xj+1). Then
qn−1dn(x) = r0(x) − r1(x) + rj(x) =
{
T vn−1 if x1 ∈ Q(x2)
0 if x1 /∈ Q(x2).
(ii) Let x := [ x1 | · · · | xn+1 ] be in G
×n+1. Suppose that xi ∈ Q(xi + 1) for
all even integers 1 < i < n + 1 and that there exist some odd integer i
such that xi /∈ Q(xi+1). Denote by j the smallest odd integer such that
xj is not in Q(xj+1). Then
qndn+1(x) = r0(x) − rj(x) = (x1 − 1)vn.
Proof. We will compute qn−1dn(x) using that qn−1dn(x) =
∑n
i=0(−1)
i ri(x).
Notice that ri(x) = 0 for all i > j+1 because of the definition of qn−1. Moreover,
rj+1(x) is also zero since xj is not inQ(xj+1xj+2) by (iii) from lemma 3.3. Suppose
that j = 2. In this case r2(x) 6= 0 because x2x3 ∈ Q(x4) (use again (iii) from
lemma 3.3) and xi ∈ Q(xi+1) for odd integers i > 3. Therefore,
qn−1dn(x) = r0(x) − r1(x) + r2(x).
Suppose now that j > 2. Notice that rj(x) 6= 0 because: (a) xi ∈ Q(xi+1) for all
even integers i such that 2 ≤ i < j; (b) xjxj+1 ∈ Q(xj+2) because of (iii) from
lemma 3.3; and (c) xi ∈ Q(xi+1) for odd integers i > j + 1. Moreover, applying
(i) and (ii) from lemma 3.3, notice that ri(x) 6= 0 if and only if ri+1(x) 6= 0, for
all even integers i < j. Therefore,
qn−1dn(x) = r0(x) − r1(x) + (−1)
jrj(x)
= x1 [ x2 ]gvn−1 − [ x1x2 ]gvn−1 + [ x1 ]gvn−1.
Then we apply lemma 3.1 and we obtain that qn−1dn(x) is T vn−1 if x1 ∈ Q(x2)
and zero otherwise. (ii) The proof is similar to the proof of (i). 
Proposition 3.7. The map q : B→M defined in 2.2 is a chain map.
Proof. First of all, notice that ǫq0 = d0 and q0 d1 = (g−1)q1. Now, let n = 2k
with k ≥ 1. Consider the maps qn−1, qn and qn+1, we will prove by induction
on k that
(i) qn−1 dn = T qn
(ii) qndn+1 = (g − 1)qn+1.
For k = 1, we consider the maps q1, q2 and q3. Notice that for these maps, the
assertion is true because of Propositions 3.2 and 3.4. Let k > 1 and suppose that
(i) and (ii) are satisfied for the maps q2k−1, q2k and q2k+1. We set n = 2k + 2
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and we will prove the statement for qn−1, qn and qn+1. Let x := [ x1 | · · · | xn ]
be in G×n. We begin by showing that dn qn−1 = T qn. We consider two cases.
In the first one, suppose that xi ∈ Q(xi) for all odd integers 1 ≤ i < n − 1. By
Lemmas 3.5 and 3.6, dn qn−1x = T qnx. In the second case, suppose that for
some odd integer 1 ≤ i < n − 1, xi /∈ Q(xi). Let L be the maximum of all odd
integers between 1 and n such that xi /∈ Q(xi). If L = 1 then dn qn−1 = 0 by
Lemmas 3.5 and 3.6 and the statement (i) is true. Suppose now that L > 1,
then r0(x) = 0 = r1(x). Since all ri(x) are either zero or [x1]gvn−1 for i > 1,
dn qn−1 = c [x1]gvn−1 where c is an integer. By the inductive hypothesis, dn qn−1
must be in the image of the map given by the multiplication by T . We conclude
then that the integer c must be zero and the statement (i) is true. A similar
argument shows that the statement (ii) is true. 
Proof of Theorem 2.6. Since q is a chain map, then qn induces an isomorphism
between Hn(G,K) and K, which we gave explicitly in 2.4 and 2.5. Therefore
qn(1) is non zero and we deduce that {βn}n≥0 is a basis of H
∗(G,K). 
4. The chain map s.
We will prove that the application s : M → B defined in the section 2 is a
chain map. To do so we need some technical results about the a(i1, . . . , ik).
Lemma 4.1. Let (i1, . . . , ik) be a k-tuple of positive integers that vary from 0
to |G|− 1. Then
(i) a(0)g = a(|G| − 1)
(ii) a(0, i2 . . . , ik)g = a(|G| − 1, i2 . . . , ik)
(iii) a(i)g = a(i − 1) for i ≥ 1
(iv) a(i1, i2, . . . , ik)g = a(i1 − 1, i2 . . . , ik) for i1 ≥ 1
Proof. (i) Straightforward verification. (ii) Follows by induction on k. (iii)
Straightforward verification. (iv) We prove it by induction on k. Notice that
the statement is true for k = 1 because of (iii). Now, let k ≥ 1 and suppose
that a(i1, i2, . . . , ik)g = a(i1 − 1, i2 . . . , ik). We will show that the statement is
true for k+ 1. By definition and under the inductive hypothesis
a(i1, i2, . . . , ik+1)g = a(i1, i2, . . . , ik)g
|G|−(ik+1+k+1)g
= a(i1 − 1, i2, . . . , ik)g
|G|−(ik+1+k+1)
= a(i1 − 1, i2, . . . , ik+1)

Notation. For r = 1, . . . , k, denote er the k-tuple such that the r-th coordinate
is 1 and the other coordinates are zero.
Lemma 4.2. Let k ≥ 2 and let ik := (i1, . . . , ik) be a k-tuple of positive integers
that vary from 0 to |G|− 1. Then for 1 ≤ j < k
(i) a(ik − (ij − |G| + 1)ej − ij+1ej+1) = a(i
k − ijej − (ij+1 − |G| + 1)ej+1)
(ii) a(ik − ej − ij+1ej+1) = a(i
k − (ij+1 − |G| + 1)ej+1) for ij ≥ 1
(iii) a(ik − ijej − ej+1) = a(i
k − (ij − |G| + 1)ej) for ij+1 ≥ 1
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(iv) a(ik − ej) = a(i
k − ej+1) for ij ≥ 1 and ij+1 ≥ 1.
(v) a(ik − (ik − |G| + 1)ek) = a(i
k − ikek)g
(vi) a(ik − ek) = a(i
k)g
Proof. We illustrate the proof of (iv). The proof is given by induction on k. For
the first step, let k = 2 and e1. Then for i1, i2 ≥ 1 that
a(i1 − 1, i2) = a(i1, i2)g = a(i1)g
|G|−(i2+2)g = a(i1)g
|G|−(i2−1+2) = a(i1, i2 + 1).
Next, let k ≥ 2. Suppose that the assertion is true for k and every 1 ≤ l < k. We
will show that the statement is true for k+ 1. We introduce first some notation.
Given ik+1, an (k + 1)-tuple denote by ik,T the k-tuple obtained by forgetting
the last coordinate of ik+1. For l < k, notice that
a(ik+1 − er) = a(i
k,T − er)g
|G|−(ik+1+k+1)
= a(ik,T − er+1)g
|G|−(ik+1+k+1)
= a(ik+1 − er+1)
by definition of a(ik+1) and inductive hypothesis. Now, let us suppose that
r = k. Given ik+1 denote by ik−1,T the k-tuple obtained by forgetting the last
two coordinate of ik+1. Then
a(ik+1 − ek) = a(i
k,T − ek)g
|G|−(ik+1+k+1)
= a(ik−1,T )g|G|−(ik−1+k)g|G|−(ik+1+k+1)
= a(ik−1,T )g|G|−(ik+k)gg|G|−(ik+1+k+1)
= a(ik,T )g|G|−(ik+1−1+k+1)
= a(ik+1 − ek+1)
Then the statement is true for every 1 ≤ l < k+ 1. 
Notation. Fix n = 2k an even positive integer. Let ik := (i1, . . . , ik) be a k-tuple
of positive integers that vary from 0 to |G| − 1.
Denote
gi
k
n := [g |g
i1 |g |gi2 | · · · |g |gik ] ∈ G×n.
Denote
g
ik
n+1 := [g |g
i1 |g |gi2 | · · · |g |gik |g ] ∈ G×n+1.
For j = 0, . . . , n denote
σn0 (i
k) := g [gi1 |g |gi2 | · · · |g |gik ] ,
σn1 (i
k) := [gi1+1 |g |gi2 | · · · |g |gik ] ,
σnj (i
k) :=
{
[g |gi1 | · · · |g |gij+1 |gij+1 | · · · |g |gik ] if 1 < j < n is even
[g |gi1 | · · · |g |gij |gij+1+1 | · · · |g |gik ] if 1 < j < n is odd
σnn(i
k) := [g |gi1 |g |gi2 | · · · |gik−1 |g ] .
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For j = 0, . . . , n + 1 denote
σn+10 (i
k) := g [gi1 |g |gi2 | · · · |g |gik |g ] ,
σn+11 (i
k) := [gi1+1 |g |gi2 | · · · |g |gik |g ] ,
σn+1j (i
k) :=
{
[g |gi1 | · · · |g |gij+1 |gij+1 | · · · |g |gik |g ] if 1 < j < is even
[g |gi1 | · · · |g |gij |gij+1+1 | · · · |g |gik |g ] if 1 < j < n is odd
σn+1n (i
k) := [g |gi1 | · · · |g |gik−1 |gik+1] ,
σn+1n+1(i
k) := [g |gi1 |g |gi2 | · · · |g |gik ] .
Remark. Let n = 2k. Clearly,
dn(g
ik
n ) =
n∑
j=0
(−1)i σnj (i
k)
dn+1(g
ik
n+1) =
n+1∑
j=0
(−1)i σn+1j (i
k)
Lemma 4.3. Let n = 2k where k ≥ 1. Then
(i)
∑
ik
a(ik)
(
σn0 (i
k) − σn1 (i
k)
)
= 0
(ii)
∑
ik
a(ik)
(
σn+10 (i
k) − σn+11 (i
k)
)
= 0
where the sum is over all k-tuple ik = (i1, . . . , ik) of positive integers that vary
from 0 to |G|− 1. For k > 1, let j be an even positive integer 1 < j < n. Then
(iii)
∑
ik
a(ik)
(
σnj (i
k) − σnj+1(i
k)
)
= 0
(iv)
∑
ik
a(ik)
(
σn+1j (i
k) − σn+1j+1 (i
k)
)
= 0
where the sum is over all k-tuple ik = (i1, . . . , ik) of positive integers that vary
from 0 to |G|− 1.
Proof. (i) If n = 2 then
∑|G|−1
i=0 a(i)
(
σ20(i) − σ
2
1(i)
)
is equal to
(
a(0)g − a(|G| − 1)
)
[ 1 ] +
|G|−1∑
i=1
(
a(i)g − a(i− 1)
)
[gi ]
which is 0 because of Lemma 4.1. Now, let n > 2. Then the sum
|G|−1∑
i1=0
|G|−1∑
i2=0
· · ·
|G|−1∑
ik=0
a(ik)
(
σn0 (i
k) − σn1 (i
k)
)
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is equal to
|G|−1∑
i2=0
· · ·
|G|−1∑
ik=0
(
a(0, i2, . . . , ik)g− a(|G| − 1, i2, . . . , ik)
)
[ 1 |g |gi2 | · · · |g |gik ] +
|G|−1∑
i1=1
|G|−1∑
i2=0
· · ·
|G|−1∑
ik=0
(
a(i1, i2, . . . , ik)g− a(i1 − 1, i2, . . . , ik)
)
[gi1 |g | · · · |g |gik ]
which is 0 because of Lemma 4.1. (ii) Analogue to the proof of (i). (iii) Let us
remark that
|G|−1∑
ij=0
|G|−1∑
ij+1=0
a(ik)
(
σnj (i
k) − σnj+1(i
k)
)
is equal to
(
a(i1, . . . ,
j−th︷ ︸︸ ︷
|G| − 1, 0, . . . , ik) − a(i1, . . . , 0,
(j+1)−th︷ ︸︸ ︷
|G|− 1, . . . , ik)
)
σnj (i1, . . . ,
j−th︷︸︸︷
0 ,
(j+1)−th︷︸︸︷
0 , . . . , ik)
+
|G|−1∑
ij=1
(
a(i1, . . . ,
j−th︷ ︸︸ ︷
ij − 1, 0, . . . , ik) − a(i1, . . . , ij,
(j+1)−th︷ ︸︸ ︷
|G| − 1, . . . , ik)
)
σnj (i1, . . . ,
j−th︷︸︸︷
0 , ij+1, . . . , ik)
+
|G|−1∑
ij+1=1
(
a(i1, . . . ,
j−th︷ ︸︸ ︷
|G| − 1, ij+1, . . . , ik) − a(i1, . . . ,
j−th︷︸︸︷
0 , ij+1 − 1, . . . , ik)
)
σnj (i1, . . . , ij,
(j+1)−th︷︸︸︷
0 , . . . , ik)
+
|G|−1∑
ij=1
|G|−1∑
ij+1=1
(
a(i1, . . . ,
j−th︷ ︸︸ ︷
ij − 1, ij+1, . . . , ik) − a(i1, . . . ,
j−th︷︸︸︷
ij , ij+1 − 1, . . . , ik)
)
σnj (i
k)
Using (i)−(iv) from lemma 4.2 we obtain that the above sum is 0. (iv) Analogue
to the proof of (iii) 
Lemma 4.4. Let n = 2k where k > 1. Then∑
ik
a(ik)σnn(i
k) = T
∑
ik−1
a(ik−1)σnn(i
k)
where the sum in the leftside is over all k-tuple ik = (i1, . . . , ik) of positive
integers that vary from 0 to |G| − 1 and the sum in the rightside is over all
(k− 1)-tuple ik−1 = (i1, . . . , ik−1) of positive integers that vary from 0 to |G|− 1
Proof. Let us remark that
∑
ik
a(ik)σn(i
k) is equal to
∑
ik−1
|G|−1∑
ik=0
a(ik−1)g|G|−(ik+k) [g |gi1 |g |gi2 | · · · |g |gik−1 |g ]
Since
|G|−1∑
ik=0
gq−(ik+k) = T , we obtain what we wanted. 
Lemma 4.5. Let n = 2k where k > 1. Then∑
ik
a(ik)
(
σn+1n (i
k) − σn+1n+1(i
k)
)
= (g− 1)
∑
ik
a(ik)σn+1n+1(i
k)
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where the sum is over all k-tuple ik = (i1, . . . , ik) of positive integers that vary
from 0 to |G|− 1.
Proof. Let us remark that
∑
ik
a(ik)
(
σn+1n (i
k) − σn+1n+1(i
k)
)
is equal to
|G|−1∑
i1=0
· · ·
|G|−1∑
ik−1=0
(
a(i1, . . . , ik−1, |G| − 1) − a(i1, . . . , ik−1, 0)
)
[g |gi1 | · · · |g | 1 ] +
|G|−1∑
i1=0
· · ·
|G|−1∑
ik−1=0
|G|−1∑
ik=1
(
a(i1, . . . , ik−1, ik − 1) − a(i1, . . . , ik−1, ik)
)
[g |gi1 | · · · |g |gik ]
Using Lemma 4.2 (v) (vi), the above sum is equal to
|G|−1∑
i1=0
· · ·
|G|−1∑
ik−1=0
|G|−1∑
ik=0
(g− 1)a(i1, . . . , ik−1, ik)[g |g
i1 | · · · |g |gik ]

Remark. Notice that
(i) d0 s0 = ǫ
(ii) d1 s1 = s0 (g− 1)
Proposition 4.6. The map s :M→ B defined in 2.3 is a chain map.
Proof. Let n = 2k be an even integer where k ≥ 1. Consider the maps sn−1, sn
and sn+1 defined as above. Then (i) sn−1T = dnsn and (ii) sn(g−1) = dn+1sn+1
as a consequence of the above lemmas. We conclude that s is a chain map. 
Corollary 4.7. The induced isomorphisms
sn : H
n(G,K)→ K and qn : K→ Hn(G,K)
defined in 2.4 and 2.5 are inverse.
Proof. Notice that snqn(1) = sn(β
n) = 1. 
5. The Lie structure on H∗+1(G,K)⊗A.
In this section we will provide a formula that computes the Gerstenhaber
bracket in H∗+1(G,K)⊗A. We begin by giving an example of the computation
in degree one, this is the computation of the commutator bracket.
Example. For i = 0, . . . , |G| − 1 the derivation Di : A → A is defined by
Di(g) = g
i+1. Let β be the derivation onH1(G,K) defined as follows β(x) = ǫ[ x ]g.
Recall that q1 and s1 denote the explicit isomorphisms between H
1(G,K) and
the field given in section 2 (map 2.4), so q1(1K) = β and s1(β) = 1K. It is clear
that H1(G,K) is the vector space generated by β. Moreover, we can check that
φ1(Di) = β⊗ g
i
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where φ1 is defined in the first section (map 1.1). In fact, φ1(D) = β ⊗ D(g)
for any derivation D of A. Let x, y be in G. We will compute [β⊗ x , β⊗ y ] as
follows. From the formula of the commutator (proposition 1.4), we know that
[β⊗ x , β⊗ y ] = (γ
(β,y)
β − γ
(β,x)
β )⊗ xy
where γ
(β,y)
β and γ
(β,x)
β are elements in H
1(G,K). Therefore both of them are mul-
tiples of the derivation β since H1(G,K) is generated by β. Then (γ
(β,y)
β − γ
(β,x)
β )
is λβ where λ is in K. In fact, λ = s1(γ
β,y
β − γ
β,x
β ). Then
s1(γ
β,y
β − γ
β,x
β ) = γ
β,y
β (g) − γ
β,x
β (g)
= β(gy)β(g) − β(gx)β(g)
= β(y) − β(x)
since β is a derivation and β(g) = ǫ[g]g = 1. Therefore
[β⊗ x , β⊗ y ] = (β(y) − β(x)) β⊗ xy.
In the next paragraphs we will compute the Gerstenhaber bracket as we did
with the commutator bracket.
Notation. Let n ≥ 1. We denote βn be the element in Hn(G,K) represented by
the map qn(1) : G
×n → K, i.e. given x := [ x1 | · · · | xn ] in G×n
βn(x) =


1 if n is even and x satisfies C(n)
β(x1) if n is odd and x satisfies C(n)
0 otherwise
where β is the derivation in H1(G,K) given by β(x1) = ǫ[ x1 ]g.
Let x, y be in G. The purpose of this section is to compute [βn⊗ x , βm⊗y ].
To do so we need to compute
γ = γ
(βm,y)
βn − γ
(βn,x)
βm
Since γ = s(γ)βn+m−1, we must compute s(γ). Observe that it is enough to
calculate s(γ
(βm ,y)
βn ) in four cases:
- n,m are both odd
- n is odd and m is even
- n is even and m is odd
- n,m are both even
Recall that γ
(βm,y)
βn =
∑n
i=1(−1)
(m−1)(i−1) γi where γi(x1 | · · · | xn+m−1) equals to
α(x1 | · · · | xixi+1 · · · xi+m−1y | · · · | xn+m−1)β(xi | · · · | xi+m−1). In order to com-
pute s(γ
(βm,y)
βn ), we will compute s(γi).
Lemma 5.1. Let n and m be odd . Then
s(γ
(βm ,y)
βn ) = β(gy)
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Proof. Suppose that n = 2k+ 1 and m = 2h+ 1, so n +m − 1 = 2(k + h) + 1.
Then,
s(γ1) =
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h=0
γ1[g |g
i1 |g | · · · |gik+h |g ]
=
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h=0
βn[gi1+···+ih+h+1y |gih+1 |g | · · · |gik+h |g ]
βm[g |gi1 |g | · · · |gih |g ]
= βn[gh(|G|−1)+h+1y |g|G|−1 |g | · · · |g|G|−1 |g ]βm[g |g|G|−1 |g | · · · |g|G|−1 |g ]
= βn[gy |g|G|−1 |g | · · · |g|G|−1 |g ]β(g)
= βn[gy |g|G|−1 |g | · · · |g|G|−1 |g ]
= ǫ[gy]g = β(gy).
We carry out similar computations to get s(γj) for j = 2, . . . , n. We obtain that
s(γj) = β(gy) for j odd and s(γj) = −β(gy) for j even. Therefore it is easy to
deduce that s(γ
(βm,y)
βn ) = β(gy). 
Lemma 5.2. Let n be odd and m be even. Then
s(γ
(βm ,y)
βn ) = β(y)
Proof. Suppose that n = 2k + 1 and m = 2h, so n +m − 1 = 2(k + h). Let us
compute s(γj) where j is even.
s(γj) =
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h=0
γj[g |g
i1 | · · · |g |gij | · · · |g |gik+h ]
=
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h=0
βn[g |gi1 |g | · · · |gij+···+ij+h−1+hy |gij+h | · · · |g |gik+h ]
βm[gij |g | · · · |gij+h−1 |g ]
=
|G|−1∑
ij+h=0
βn[g |g|G|−1 |g | · · · |gh(|G|−1)+hy |gij+h | · · · |g |g|G|−1 ]
βm[g|G|−1 |g | · · · |g|G|−1 |g ]
=
|G|−1∑
ij+h=0
βn[g |g|G|−1 |g | · · · |y |gij+h | · · · |g |g|G|−1 ]
which is zero if y = 1. Suppose that y 6= 1 then
s(γj) =
|G|−1∑
ij+h=|G|−β(y)
βn[g |g|G|−1 |g | · · · |y |gij+h | · · · |g |g|G|−1 ]
= β(y)
We perform a similar computation for j odd and we obtain that s(γj) = β(y).
In this case s(γ
(βm ,y)
βn ) = β(y). 
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Lemma 5.3. Let n be even and m be odd. Then
s(γ
(βm,y)
βn ) = 0
Proof. Suppose that n = 2k and m = 2h + 1, so n +m − 1 = 2(k + h). For j
even, let us calculate s(γj) .
s(γj) =
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h=0
γ1[g |g
i1 | · · · |g |gij | · · · |g |gik+h ]
=
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h=0
βn[g |gi1 | · · · |g |gij+···ij+h+hy |g |gij+h+1 | · · · |g |gik+h ]
βm[gij |g |gij+1 | · · · |g |gij+h ]
=
|G|−1∑
ij=0
βn[g |g|G|−1 | · · · |g |gij+(|G|−1)h+hy |g |g|G|−1 | · · · |g |g|G|−1 ]
βm[gij |g |g|G|−1 | · · · |g |g|G|−1 ]
=
|G|−1∑
ij=0
βn[g |g|G|−1 | · · · |g |gijy |g |g|G|−1 | · · · |g |g|G|−1 ]β(gij)
= ǫ[g|G|−1y−1]g = β(g
|G|−1y−1)
We have that 0 = β(1) = β(gy(g|G|−1y−1)) = β(gy) + β(g|G|−1y−1) since β is a
derivation. Therefore s(γj) = −β(gy). A straightfoward computation for s(γj)
with j odd gives that s(γj) = β(gy). Then s(γ
(βm,y)
βn ) = 0. 
Lemma 5.4. Let n and m be even . Then
s(γ
(βm,y)
βn ) = 0
Proof. Suppose that n = 2k and m = 2h, so n +m − 1 = 2(k + h− 1) + 1. We
determine s(γj) for j 6= 1 odd.
s(γj) =
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h−1=0
γj[g |g
i1 | · · · |g |gij | · · · |g |gik+h−1 ]
=
|G|−1∑
i1=0
· · ·
|G|−1∑
ik+h−1=0
βn[g |gi1 | · · · |gij+···+ij+h−1+hy |g | · · · |gik+h−1 |g ]
βm[g |gij | · · · |g |gij+h−1 ]
= βn[g |g|G|−1 | · · · |gh(|G|−1)+hy |g | · · · |g|G|−1 |g ]βm[g |g|G|−1 | · · · |g |g|G|−1 ]
= βn[g |g|G|−1 | · · · |y |g | · · · |g|G|−1 |g ]
which is 1 if y = g|G|−1 = g−1 and zero otherwise. Then we compute s(γ1)
and s(γj) for j even and we obtain that in any case s(γj) = 1 if y = g
−1 and
zero otherwise. Clearly s(γ
(βm,y)
βn ) = 0 if y is not g
−1. In case y = g−1 then
s(γ
(βm,y)
βn ) =
∑n
i=1(−1)
(i−1)1 = 0. 
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Theorem 5.5. Let p be an odd prime. Denote A = KG where the characteristic
of K is p and G is the cyclic group of order |G|. Assume that p divides |G|. Let
ϕ : H∗(G,K)×G→ K
be the map which is linear in the first variable and additive in the second variable
such that
ϕ(βn, x) =
{
β(x) if n is odd
0 otherwise
where βn is an element of the basis of H∗(G,K) described above and x is in G.
Then the Gerstenhaber bracket on H∗(G,K)⊗A is given by
[βn ⊗ x , βm ⊗ y] = (ϕ(βn, y) −ϕ(βm, x))βn+m−1 ⊗ xy
where x and y are in G.
Proof. We will use Proposition 1.4 in order to compute the Gerstenhaber bracket
on H∗(G,K) ⊗ A . Notice that γ
(βm,y)
βn = s(γ
(βm ,y)
βn )β
n+m−1 because of the The-
orem 2.6. The following table summarize the computations for s(γ
(βm ,y)
βn ) given
by the above lemmas:
n \m odd even
odd β(gy) β(y)
even 0 0
We deduce from this table the above formula for the Gerstenhaber bracket. 
Let B be an associative algebra with unit andW := Der(B) the Lie algebra of
its derivations. We consider two modules over W, the adjoint and the standard.
The adjoint module is given by the adjoint map, i.e. D.D’=DD’-D’D and the
standard module is given by the evaluation map, i.e. D.x = D(x).
Corollary 5.6. Consider HHn(A) as a Lie module over HH1(A).
(i) HHn(A) is the adjoint module, if n is odd.
(ii) HHn(A) is the standard Lie module, if n is even.
Proof. Let x = gi with i = 0, . . . , |G| − 1. Notice that ϕ(βn, gi) = i if n is odd
and 0 otherwise. Then,
[β⊗ gi , βn ⊗ gj ] =
{
(j − i)βn ⊗ gi+j if n is odd
j βn ⊗ gi+j if n is even.
We identify β ⊗ gi to the derivation Di. For (i) we associate β
n ⊗ gj to the
derivation Dj and for (ii) we associate β
n ⊗ gj to the element gj. The above
computation proves the statement. 
Corollary 5.7. Consider the Lie algebra HHodd(A). Then the Lie algebra
HH1(A) ⊗ K[t] given by the backet [Di ⊗ t
r , Dj ⊗ t
s ] = [Di , Dj ] ⊗ t
r+s is
isomorphic to HHodd(A).
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Proof. The linear map from HHodd(A) to HH1(A)⊗ K[t] given by
β2r+1 ⊗ gi 7→ Di ⊗ tr
is a map of Lie algebras because
[β2r+1 ⊗ gi , β2s+1 ⊗ gj ] = (j − i)β2(r+s)+1 ⊗ gi+j

Remark. The Lie algebra HHodd(A) is a Witt-type algebra (defined in [7]) by
considering:
(i) Γ = Hodd(G,K) ⊗ A to be the additive group given by the following
multiplication:
(βn ⊗ x) ⊞ (βm ⊗ y) := βn+m−1 ⊗ xy.
(ii) The map ϕ : Γ → K given as ϕ(βn, x) = β(x).
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