This article presents an image-based application aiming at simple image classification of well-known monuments in the area of Heraklion, Crete, Greece. This classification takes place by utilizing Graph Based Visual Saliency (GBVS) and employing Scale Invariant Feature Transform (SIFT) or Speeded Up Robust Features (SURF). For this purpose, images taken at various places of interest are being compared to an existing database containing images of these places at different angles and zoom. The time required for the matching progress in such application is an important element. To this goal, the images have been previously processed according to the Graph Based Visual Saliency model in order to keep either SIFT or SURF features corresponding to the actual monuments while the background "noise" is minimized. The application is then able to classify these images, helping the user to better understand what he/she sees and in which area the image has been taken. Experiments are performed to verify that the proposed approach improves the time needed for the classification without affecting the correctness of the results.
Introduction
The matching of images in order to establish a measure of their similarity is a major problem in many computer vision tasks. Object recognition, image registration and building panoramas represent just a small sample of possible applications [1] . Moreover with the popularization of digital cameras and mobile phones, more individuals are able to take pictures that can be shared in the Internet [2] . A crucial task would be to automatically classify photographs taken by an individual at different places, in order to allow richer user interaction and support new exciting applications. This approach is characterized as classifying a number of images into different categories, where each category is composed of images that have a similar content, in terms of representing a monument.
The problem of image classification remains especially challenging when considering outdoor images, which originate from a diversity of environments. Our goal in this paper is to effectively classify images of monuments by consuming as least as possible computational time compared to the traditional approaches. As shown in Figure 1 , we employ a specific pre-processing scheme based on Graph Based Visual Saliency [3] in order to minimize the effect of features not belonging to the monument, which delay and even mislead the classification result. The experimental results show a significant improvement of the required computational time without affecting the classification results compared to the SIFT or SURF based classification using the original images without the proposed pre-processing stage.
The rest of the paper is organized as follows: Section 2 refers to SIFT algorithm use and implementation, while section 3 refers to SURF algorithm. In Section 4, we briefly introduce the meaning and the use of the Graph Based Visual Saliency. Section 5 elaborates the proposed method while in Section 6 both the experimental and the performance results are given. Finally, in section 7 we provide some thoughts on future works for this application.
Figure 1 Proposed Scheme

Scale Invariant Feature Transform (SIFT) algorithm
The Scale Invariant Feature Transofrm (SIFT) algorithm, developed by David G. Lowe [4] , [5] , [6] is an algorithm for image features generation which act as descriptors of local image patches. These features are reasonable invariant to scalling, translation, rotation and partially invariant to illumination changes and affine projection. Calculation of SIFT image features is performed through the four steps briefly described in the following:
1. Scale -space extrema detection: The first stage of computation searches over all image locations and scales. It is implemented efficiently by using a difference -of-Gaussian (DOG pyramid) function to identify potential interest points that are invariant to scale and orientation. To build the DOG pyramid the input image is convolved iteratively with a Gaussian kernel of σ = 1.6. The last convolded image is downsampled by 2, in each image direction and the convolving process is repeated. All the collection of images of the same size build together the so-called Gaussian pyramid. The local extrema (maxima or minima) of DOG function are detected by comparing each pixel with its 26 neighbours.
Keypoint Localization:
At each candidate location, a detailed model is fit to determine location and scale. Keypoints are selected based on measueres of their stability. The detected local extrema need to be exactly localised by fitting a 3D quadratic function to the scale-space local sample point. Local extrema with low contrast and such that correspond to edges are discarded due to their sensitivity to noise.
3. Orientation assignment: One or more orientations are assigned to each keypoint location based on local image gradient directions. All future operations are performed on image data that has been trasnformed relative to the assigned orientaion, scale, and location for each feature, thereby providing invariance to these transformations. There will be multiple keypoints created at the same location but with different orientations.
Keypoint descriptor:
The local image gradients are measured at the selected scale in the region around each keypoint are divided into 4x4 boxes. Then for each box an 8 bins orientaion histogram is established. These are transformed into a representation, a 128 dimensional vector (SIFT-descriptor), that allows for significant levels of local shape disortion and change in illumination. Figure 2 illustrates an eaxmple of SIFT keypoints descriptors belonging to one of the monuments of the database.
Figure 2 SIFT Keypoint Detection
The process for image matching is as following: First the distance of all feature points between two images is calculated. Then the ratio of the nearest neighboring distance (NN) to the second neighboring distance (SN) is calculated. When R=NN/SN is less than a constant, the feature points between the two images are matching. Lowe suggests R to be equal to 0.6.
Speeded-Up Robust Features (SURF) algorithm
Speeded-Up Robust Features is a fast and robust algorithm for local, similarity invariant image representation and comparison. The SURF framework is based on the PhD thesis of H.Bay [7] . Similarly to the SIFT approach, SURF selects interest points of an image from the salient features of its linear scalespace, and then builds local features based on the image gradient distribution. The main interest of this approach lies in its fast computation of approximate differential operators in the scale-space, enabling realtime applications such as the proposed one in this article. The SURF algorithm is composed of three consecutive steps:
Interest point detection:
The local maxima of the Hessian determinant operator applied to the scalespace are computed in order to select interest point candidates. These candidates are then validated if the response is above a given threshold.
Interest point description:
The purpose of this step is to build the actual descriptor that is invariant to view-point changes of the local neighborhood of the point of interest. Making use of a spatial localization grid, a 64-dimensional descriptor is built, corresponding to a local histogram of the Haar wavelet responses.
Feature matching:
The final step matches the descriptors of both images. Comparisons are performed by computing Euclidean distance between all potential matching pairs. A matching criterion based on nearest-neighbor ratio is then used to reduce mismatches. After these filters, one can be sure that the remaining matches real and correspond to the same scene seen from different viewpoints.
The dimension of the descriptor has a direct impact on the time this takes, and less dimensions are desirable for fast interest point matching. However, lower dimensional feature vectors are in general less distinctive than their high-dimensional counterparts. Figure 3 shows an example of SURF keypoints descriptors extracted from one of the monuments of the database. 
Graph Based Visual Saliency (GBVS)
Saliency should be defined as the discriminativeness of features. Saliency maps contain information about where interesting information can be found in the image. These areas correspond to features considered as rare or informative, depending on the definition of saliency. High saliency regions correspond to objects or places they are most likely to be found, while lower saliency is associated to background.
In this context, a distributed graph-based solution called Graph-Based Visual Saliency (GBVS) is proposed in [3] . The main idea is to find saliency values at each location which depend on the entire image plane. This is different than most other modern approaches which rely on local information.
So the method itself consists of two steps: first forming activation maps on certain feature channels, and then normalizing them in a way, which highlights conspicuity and admits combination with other maps. The model is simple and biologically plausible insofar as it is naturally parallelized. Given an image, we wish to ultimately highlight a handful of 'significant' locations where the image is 'informative' according to some criterion. This process is conditioned on first computing feature maps e.g. by linear filtering followed by some elementary nonlinearity. Interpreting this technique we can conclude that the algorithm allows the mass of the prominent points away from the boundaries of the object with a non-trivial way that cannot be achieved only by the smoothing. Figure 4 shows an original image, along with the corresponding GBVS map. The third picture of Figure 4 is the original image with some blanked areas derived from the GBVS map, which cover the 30% of the whole image. This percentage selection of 30% was made heuristically, as the most appropriate number in terms of reducing background scenery without affecting the dominant object of each image. This decision was taken considering the nature of the original images we had to process. In other situations that percentage could easily have been adjusted as desired by the user. 
Proposed method
The proposed method deals with the problem of time inefficiency of many image classification applications. The problem is actually caused by the presence of many SIFT/SURF keypoints that do not belong to the object we want to classify. These keypoints delay and even may mislead the classification result. Based on this fact, it is obvious that if we could have the 'significant' locations of an image (where the image is 'informative'), this would be a great advantage for the classification task. In this context, we propose the use of a pre-processing stage that employs the GBVS algorithm in order to minimize the "noise" of the monument's irrelevant information and keep only the SIFT features that will help faster and more accurate classification. The application is then able to classify the images fast and correct.
Figure 5 Experiment overview
The process (see Figure 5 ) followed towards our experimental results initially contain the creation of the database featuring 4 classes of specific monuments in Heraklion, Crete (church, fortress, fountain, loggiasee Figure 6 ) in which the query image can be classified. To this goal, we collect 5 photos of each of these classes. Then, we apply the GBVS on original images in order to have them blanked if some areas where lower saliency they are associated to background. By doing that and during the SIFT and SURF descriptors calculation, we will save time by discarding the unnecessary keypoints associated to background (see Figure  7) .
For the comparison, we actually build two SIFT and two SURF databases, one with the features/descriptors of the original images and the other with the features/descriptors of the pre-processed images using the GBVS. Also, the query image can be either used as it is or pre-processed by the GBVS, for the following calculation of the SIFT, SURF features.
Figure 6
The four monuments in Heraklion, Crete, considered in our application
Figure 7 Rejecting redundant keypoints
Having a query image to be classified in one of the aforementioned classes, we perform a simple matching with both SIFT and SURF databases in order to test the needed time. Our Classification Method is a simple one, based on aggregating the total number of matches of each class of the database which being tested. This can be achieved by comparing one query image object and one database image object at a time for every class in our database, containing either original images or pre-processed. After that, each class is marked with one total number of matches compared to the query image. The class with the higher value in this field is considered to be the target class for the query image.
Results
We must refer to some general considerations regarding our experiment. Firstly all the photographs that took place in the experimental results were taken with an iPhone 4 camera shooting at 5MP analysis. Also we must note that the time needed for the query image to be pre-processed by GBVS is already included in the results of Table 1 & Table 2 .
We calculate the computation time and the classification results, for each scene using the SIFT algorithm in Table 1 and using the SURF algorithm in Table 2 . In order to measure the performance of our experimental results, we employ the Root-Mean-Square Deviation (RMSD). This is a commonly used measure of the differences between values predicted by a model or an estimator or the values actually observed by an experiment (such as in our case):
We are measuring both matching and time performance in our application.
• Regarding the time, we set θ 1 the time elapsed on matching when query and database images are both preprocessed with saliency, while the original and the only saliency-processed database images are noted as θ 2 .
• Regarding the matches, we set as θ 1 the matches found on the original query and database images.
Matches on saliency-processed database images or matches on both saliency-processed database images and query images, are noted as θ 2 .
In Table 3 the root-mean-square deviation for time and matches are shown for both of the algorithms (SIFT and SURF) we employed in our experiment. The results show the effectiveness of the proposed preprocessing GBVS approach in image classification compared to the traditional approach. 
Conclusion and future work
This paper presents a method derived from the problem of automatic outdoor image classification. The proposed approach computes the similarity between two images to ultimately classify the query image. It is concluded that employing the Graph Based Visual Saliency as a pre-processing stage, reduces the time needed in a matching process based on SIFT and SURF keypoints. It also improved the matching performance. In this context we developed an application for simple image classification of well-known monuments in the geographic area of Heraklion, Crete, Greece.
Future work will be rooted on improving the total time required for the classification method. This can be done by not simple comparing the query image to each one of the database images, but employing more sophisticated methods for classification (eg BoF, codebooks, etc). Also, a hierarchy of the SIFT/SURF keypoints based on the GBVS will be investigated.
