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Defect-induced magnetic moments are at the center of the research effort on spintronic applica-
tions of graphene. Here we study the problem of a nonmagnetic impurity in graphene with a new
theoretical method, inhomogeneous cluster dynamical mean field theory (I-CDMFT), which takes
into account interaction-induced short-range correlations while allowing long-range inhomogeneities.
The system is described by a Hubbard model on the honeycomb lattice. The impurity is modeled by
a local potential. For a large enough potential, interactions induce local antiferromagnetic correla-
tions around the impurity and a net total spin 1
2
appears, in agreement with Lieb’s theorem. Bound
states caused by the impurity are visible in the local density of states (LDOS) and have their ener-
gies shifted by interactions in a spin-dependent way, leading to the antiferromagnetic correlations.
Our results take into account dynamical correlations; nevertheless they qualitatively agree with pre-
vious mean-field and density functional theory (DFT) studies. Moreover, they provide a relation
between impurity potential and on-site repulsion U that could in principle be used to determine
experimentally the value of U .
PACS numbers: 71.55.Ak, 73.22.Pr, 71.10.Fd, 61.72.J-
I. INTRODUCTION
The unique properties of graphene1,2 have been exten-
sively studied during the last decade. They have impor-
tant technological potential. Graphene is a good can-
didate material for spintronics because of its long-range
room temperature spin transport,3–5 its high carrier mo-
bility and gate-tunability.2,6
Defect-induced magnetic moments are at the cen-
ter of this research effort on spintronics. Because
of electron-electron interactions, local magnetism can
emerge around zigzag edges,7,8 nonmagnetic impuri-
ties and vacancies.9,10 Different geometries of defects
have been studied using mean-field and first-principle
simulations.11 They have shown that different impuri-
ties should have (anti)ferromagnetic polarization if they
are on the (opposite) same sublattice10,12,13 due to the
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction.14
In this paper we focus on the physics of isolated non-
magnetic impurities. Localized states around such impu-
rities have been predicted by analytic calculations15–17
and by density functional theory10 (DFT). The cor-
responding sharp peaks in the local density of states
(LDOS) have been observed with scanning tunneling mi-
croscopy for vacancies on a graphite surface.18 In ad-
dition, non-magnetic impurities lead to magnetic cor-
relations in their environment.9,10 The net total spin
of the atoms surrounding the impurity is 12 , consistent
with Lieb’s theorem.19 This net spin has been observed
consistently in many numerical simulations,9–11 and in
experiments.20
In addition to mean-field studies of models,9,10 DFT
was used to simulate realistic impurities by taking into
account lattice relaxation and the chemical nature of the
impurity.10,21–26 However, DFT does not include dynam-
ical correlations. To remedy this, a dynamical mean-field
theory (DMFT)27–29 calculation of the effect of a single
impurity in graphene has been performed by Haase et
al.30 They found a ferromagnetic pattern around a single
impurity that is quite different from previous mean-field
or DFT calculations. These authors argue that an ap-
proach preserving correlations is necessary to account for
Kondo physics, which cannot be simulated by mean-field
theory. Here we test this hypothesis using an inhomo-
geneous extension of cluster DMFT (I-CDMFT) for the
Hubbard model on the honeycomb lattice. In addition
to using larger clusters, we relax the assumption made in
Ref. 30 that the self-energy of the clusters surrounding
the impurity cluster is the same as that of the system
without the impurity. Instead, the self-energies are de-
termined self-consistently and a vary large supercluster
of 114 sites is used.
This paper is organized as follows. After we introduce
the model in the following section, we present in Sect. III
the T -matrix formalism used to calculate the effect of a
single impurity in an infinite lattice in the noninteracting
limit. This simple calculation will be useful to interpret
I-CDMFT results. In Sect. IV, the I-CDMFT technique
is described in detail. The results of our simulations,
presented in Sect. V and discussed in Sect. VI, support
the mean-field conclusions.
II. MODEL
To study the combined effect of a local impurity and
of interactions in graphene, we study the Hubbard model
with nearest-neighbor hopping t and on-site repulsion U .
The impurity is modeled as a local, spin-independent po-
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2tential 0. The Hamiltonian is
H =− t
∑
〈ij〉,σ
(c†i,σcj,σ + H.c.) + U
∑
i
ni↑ni↓
− µ
∑
i,σ
ni,σ − 0
∑
σ
n0,σ (1)
as considered in Ref. 30. c†i,σ is the graphene pi-band cre-
ation operator for an electron of spin σ on site i; the index
i implicitly includes the lattice index m and the sublat-
tice index α = a, b. When |0|  t, it is equivalent to
an unrelaxed vacancy-type Hamiltonian, which has been
studied in Refs. 9,10 using a mean-field approach. We
limit our simulations to half-filling, hence the chemical
potential is µ = U/2. All energy values are defined rel-
ative to the hopping amplitude t = 1. Fig. 1 shows the
graphene lattice with an impurity at site i = 0. Note
that this problem has C3v symmetry around the impu-
rity. In this paper, we assume that the impurity resides
on sublattice a.
0
a b
a1
a2
FIG. 1. (color online) The graphene lattice with an impurity
at site i = 0. The two-site basis, with sublattice a (blue) and
b (red), as well as the lattice vectors a1 and a2, are defined
at the bottom-right corner.
III. NONINTERACTING CASE
Since the interesting physics appears in the limit 0 
U , the U = 0 limit is important to interpret the results.
In this noninteracting case, a simple analytic solution to
the problem is possible. The technique presented here is
the common T -matrix formalism, which has been exten-
sively used in graphene impurity problems.16,17,31
In this section, we focus on the zero-temperature re-
tarded Green function formalism. Since there are two in-
equivalent sites on the graphene lattice, it is convenient
to write the Green function as a 2× 2 matrix:
gmn(ω) =
(
gaamn(ω) g
ab
mn(ω)
gbamn(ω) g
bb
mn(ω)
)
(2)
where a and b refer to the two different sublattices and m
and n label the different unit cells. After setting U = 0
in Hamiltonian (1), the impurity exact retarded Green
function is given by
gmn(ω) = g
0
mn(ω) + g
0
m0(ω)Vg0n(ω) (3)
with V ≡
(
0 0
0 0
)
(4)
and where g0mn(ω) is the Green function without impu-
rity. We use a lowercase g to underline the noninteracting
character of these Green functions. We can rewrite the
above equation in terms of g0mn(ω) only:
gmn(ω) = g
0
mn(ω) + g
0
m0(ω)T00(ω)g
0
0n(ω) (5)
where the T matrix is given by
T00(ω) ≡ V(1−Vg000(ω))−1. (6)
We know the Green function of pure graphene:
g0mn(ω) =
2
N
∑
k
e−ik·(rm−rn)g0(k, ω) (7)
g0(k, ω) =
(
z tφk
tφ∗k z
)−1
(8)
φk = 1 + e
ik·a1 + eik·a2 (9)
z ≡ ω + iη + µ. (10)
Here, N is the (very large) number of atoms on the
graphene sheet. The three terms in φk correspond to
the three nearest neighbors: the first is the hopping am-
plitude within the unit cell and the two exponentials refer
to the hopping amplitudes to neighboring unit cells, sep-
arated by the basis vectors a1 and a2, respectively. In
order to keep track of which site corresponds to which
Green function, it is important to keep in mind that the
choice of these two independent vectors dictates which
basis we choose as our unit cell: it defines the mapping
i→ (m,α).
The LDOS Aii(ω) is the imaginary part of total Green
function obtained from Eq. (5-8):
Aii(ω) = − 1
pi
Im gααmm(ω) = A
0
ii(ω) + δAii(ω) (11)
where A0ii(ω), which comes from the first term of Eq. (5),
is the pure graphene density of states, and δAii(ω), com-
ing from the second term of Eq. (5), is the deviation
caused by the impurity.
As we increase 0, the deviation δAii(ω) becomes more
important. New poles come from the denominator of
T00(ω) around frequencies that satisfy 1 = 0g
0,aa
00 (ω).
Since A0ii(ω) is small near ω = 0, these new poles can
create very sharp features (localized states) near that fre-
quency.
Fig. 2 shows the evolution of Aii(ω) as a function of
the impurity potential, from 0 = 0 to 10, for sites in
the vicinity of the impurity. The only difference between
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FIG. 2. (color online) (a) Evolution of the LDOS at the im-
purity site as a function of impurity potential 0. Note that
the y-axis scale is broken and has a larger scale on the upper
panel to fit in the very large peaks. (b), the same, for a site
next to the impurity. (c), the same, for a second neighbor,
on the sublattice a. (d), the same, for a third neighbor, on
sublattice b.
the curve associated to 0 = 0 and the analytic density
of states of graphene from Hobson & Nierenberg32 comes
from the Lorenzian broadening η = 0.02 used here. For
0  1, a bound state appears slightly below the Fermi
level (ω = 0) and an anti-bound state appears at fre-
quency ω ∼ 0. As 0 → ∞, the LDOS at the impurity
site vanishes in the range −3 < ω < 3, just as for a va-
cancy. The bound state survives only on the sublattice
on which there is no impurity. Particle-hole symmetry,
present at 0 = 0, is recovered at the limit 0 → ±∞.
Note that the LDOS for an attractive impurity is ob-
tained by the substitution ω → −ω.
IV. INHOMOGENEOUS CDMFT
In the first subsection below, we recall the basics
of CDMFT. Then we introduce the generalization of
CDMFT to inhomogeneous systems that we introduce
here. We finish by a short discussion of convergence is-
sues.
A. CDMFT basics
Let us first review the basics of CDMFT33,34 for a ho-
mogeneous system.35–38 The method is based on a tiling
of the infinite lattice by small, identical clusters, located
at the sites of a superlattice. In the exact diagonalization
method (ED-CDMFT), the repeated cluster is coupled
to a small set of noninteracting orbitals (the “bath”),
whose parameters are determined by a self-consistency
condition that involves both the cluster’s self-energy –
obtained here from the exact diagonalization technique
– and the infinite lattice, noninteracting Green function.
The cluster-bath system used in this work is illustrated
on Fig. 3. One easily sees that the cluster can tile the
graphene lattice (Fig. 1).
The cluster-bath system is described by the Anderson
impurity model:
HAIM = −
∑
ij,σ
tijc
†
i,σcj,σ + U
∑
i
ni↑ni↓ − µ
∑
i,σ
ni,σ
+
∑
iν,σ
(θiν,σc
†
i,σdν,σ + H.c.) +
∑
ν,σ
εν,σd
†
ν,σdν,σ
(12)
where i, j denote the interacting sites of the cluster and
ν the noninteracting bath sites. θiν,σ is the hopping am-
plitude from site i to bath site ν, and εν,σ is the energy
of bath site ν. Note from Fig. 3 that θiν,σ is zero for
i = 1, 2 since there is only nearest-neighbor hopping in
our model and bath sites are meant to represent the lat-
tice environment of the cluster.
Our choice of cluster was guided by the possibility to
surround the impurity site by 3 sites, in order to ac-
count for nearest-neighbor two-particle fluctuations, in a
system small-enough to be solved repeatedly in a short
time. Care must be taken in the parametrization of the
bath sites in order to give this cluster enough degrees
of freedom to represent the magnetic order we want to
probe.
The Green function of the cluster, extracted from the
Anderson impurity model (13) when traced over the bath
sites, takes the following general form as a function of
complex frequency z:
G′−1(z) = z − t− Γ(z)−Σ(z) (13)
where the hybridization matrix Γ(z) is
Γij,σ(z) =
∑
ν
θiν,σθ
∗
jν,σ
z − εν,σ . (14)
We use a boldface matrix notation for the cluster Green
function and related quantities: each cluster orbital (de-
fined by site and spin) is associated with a row or col-
umn of the matrix. In this work all matrices are diagonal
41 2
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FIG. 3. (color online) Cluster-bath system used in this work.
The numbered blue circles are the cluster sites per se. The
different bath-cluster hybridization terms are indicated by col-
ored links.
in spin, since no spin-flip terms are present in H, even
though the matrices associated with σ = 1 and −1 will be
different. Using the same notation, the Green function
on the infinite lattice, G(k˜, z), is specified by a frequency
z and a wavevector k˜ belonging to the Brillouin zone of
the superlattice (the reduced Brillouin zone): The ba-
sic CDMFT approximation is to replace the full lattice
self-energy by the computed, k˜-independent, cluster self-
energy Σ(z). The lattice Green function is then approx-
imated by
G−1(k˜, z) = G−10 (k˜, z)−Σ(z), (15)
where G0(k˜, z) = z − t(k˜) is the noninteracting Green
function, but expressed in a mixed matrix/reduced
wavevector form.35 In this form, t(k˜) is composed of two
different parts:
t(k˜) = tc + δt(k˜), (16)
where tc is the hopping amplitude matrix within the clus-
ter (it does not depend on k˜) and δt(k˜) contains the
hopping amplitudes between clusters.
The bath parameters are determined by a self-
consistency condition stating that the cluster Green func-
tion G′(z) can also be obtained from the lattice Green
function (15) by a Fourier transform:
G′(z) = G¯(z) where G¯(z) ≡ Nc
N
∑
k˜
G(k˜, z) (17)
(N is the total number of sites in the system and Nc
the number of sites on a cluster). That condition cannot
be satisfied exactly with the exact diagonalization tech-
nique, because the small number of bath orbitals does
not provide enough parameters for the condition to be
satisfied at all frequencies. Instead, the bath parame-
ters appearing in Γ(z) are chosen so as to minimize the
following distance function:
d =
∑
µ,ν
iωn≤iωc
|(G′−1(iωn)− G¯−1(iωn))µν |2. (18)
The sum is carried on the imaginary axis using Matsub-
ara frequencies ωn = 2pin/β up to a cutoff ωc = 2. We
use a small “fictitious” temperature β = 50 for this sum,
even though the cluster Green function is computed nu-
merically at zero temperature. The variational parame-
ters are all contained in the bath hybridization Γ(ω).
In practice, the ED-CDMFT procedure follows this
work flow:
1. Initial trial values of the bath parameters are cho-
sen.
2. The ED is performed and the cluster Green func-
tions G′(z) is computed, as well as the associated
self-energy Σ(z), from Eq. (13). The ED provides a
representation of G′(z) for any complex frequency
z.
3. The lattice Green function (15) is computed with
the same self-energy as above, and it is then
projected onto the cluster, giving G¯ defined in
Eq. (17).
4. The bath parameters are updated by minimizing
the distance function (18). In that expression G¯
is pre-computed, the self-energy Σ is considered
fixed, whereas the hybridization function (14) is
varied. Typically the Powell minimization tech-
nique is used at this step.
5. One goes back to step 2, until the bath parameters
(or Γ) converge.
Using ED-CDMFT with the cluster in Fig. 3 (thus no
impurity) we obtain an AFM transition at Uc ∼= 2.8. This
is less than the value Uc ∼= 3.9 obtained from quantum
Monte Carlo simulations.39 The accuracy in Uc improves
with cluster size, but we are limited in this respect be-
cause to the exponential growth of the Hilbert space with
cluster size. Obtaining an accurate Uc is not that impor-
tant, as long as we stay in the range U < Uc, since we
know that graphene is a semi-metal and not an antifer-
romagnet.
B. Inhomogeneous CDMFT
From previous mean-field calculations, we know that
antiferromagnetic correlations arising from the impurity
go well beyond nearest neighbors.9,10 In order to isolate
the magnetism resulting from a single impurity, and at
the same time avoid edge effects, we repeat the impurity
5periodically, i.e., we define a superlattice with a large unit
cell. That unit cell is, however, too large for the exact
diagonalization solver to manage. We therefore assemble
it from a number of smaller clusters; in other words, we
define a large supercluster composed of 19 independent 6-
site clusters, as defined on Fig. 4. We place one impurity
on the middle cluster. The supercluster, along with the
impurity, is repeated according to the superlattice vectors
shown on Fig. 4.
We then use an inhomogeneous extension of CDMFT,
similar to inhomogeneous DMFT,40 but using clusters in-
stead of single sites in order to account for short-range,
two-particle fluctuations. We refer to this extension as
I-CDMFT. Although we consider the specific case pre-
sented on Fig. 4, keep in mind that the formalism here is
very general and can be applied to any supercluster
The basic approximation of I-CDMFT is to replace
the lattice self-energy matrix by a direct sum of the self-
energy matrices of each independent cluster. Since the
M clusters within the supercluster are different, we need
to consider explicitly the Green function matrix for the
supercluster, expressed as follows:
G
−1(k˜, z) =z − t(k˜)− Σ(z) (19)
=

z − t11(k˜)−Σ1(z) −t12(k˜) −t13(k˜) . . . −t1M (k˜)
−t21(k˜) z − t22(k˜)−Σ2(z) −t23(k˜) . . . −t2M (k˜)
−t31(k˜) −t32(k˜) z − t33(k˜)−Σ3(z) . . . −t3M (k˜)
...
...
...
. . .
...
−tM1(k˜) −tM2(k˜) −tM3(k˜) . . . z − tMM (k˜)−ΣM (z)

FIG. 4. (color online) The supercluster used in this work.
The bath sites of each of the 19 6-site clusters are hidden for
clarity. The superlattice basis vectors are indicated with the
green arrows. Inter-cluster links are the brown dotted lines.
where we use blackboard bold symbols for matrices hav-
ing the dimensions of the supercluster. Eq. (19) is anal-
ogous to Eq. (15), but here t(k˜) and Σ(z) are the hop-
ping and self-energy matrices for the supercluster, built
from the cluster hopping matrices tAB(k˜) and self-energy
matrices ΣA(z) (the indices A,B = 1, . . . ,M label the
different clusters). Note that the matrix Σ(z) is bloc di-
agonal. Each self-energy ΣA(z) comes from the exact
diagonalization procedure carried out independently on
each cluster. On the other hand, t(k˜) is composed of two
different parts:
t(k˜) = tsc + δt(k˜). (20)
This is analogous to Eq. (16), but k˜ is the reciprocal
vector of the larger supercluster defined in Fig. 4. tsc
includes all intra-supercluster hopping terms and thus
does not depend on k˜. Therefore δt(k˜) includes only
inter-supercluster hopping terms.
The superlattice Green function projected on a single
supercluster is
G¯(z) =
Nc
N
∑
k˜
G(k˜, z) (21)
where Nc = 114 is the number of sites on the super-
cluster. The projection on a single cluster A is the Ath
diagonal block of G¯(z), noted G¯A(z). This is the quan-
tity that replaces the G¯ of ordinary CDMFT (Eq. 17).
Like before, an approximate self-consistency is obtained
by minimizing the distance function:
d =
∑
A
∑
µν
iωn≤iωN
|(G′−1A (iωn)− G¯−1A (iωn))µν |2. (22)
where G′A is the Green function of cluster A computed
from Eq. (13). Note that the hybridization functions
ΓA(z) – and hence the bath parameters – of the different
clusters influence each other through the self-consistency
condition because of the matrix inversions required to
compute G¯.
6C. Convergence issues
To take into account both the impurity and interaction
within the same simulation, we solve the complete super-
cluster in Fig. 4 using I-CDMFT. The variational param-
eters are the 32 hybridization terms (θνσ) and the 8 bath
energies (νσ) of Eq. (12), for each cluster. At each iter-
ation of the CDMFT procedure, a total of 40× 19 = 760
parameters is available to minimize the distance func-
tion (22).
Due to the large number of free parameters, care must
be taken to avoid local (false) minima of the distance
function. There is a small number of stable minima
and one can easily identify which ones are not physical
through symmetry considerations. It is recommended to
first impose constraints between the 760 variational pa-
rameters to obtain a first guess of the solution and to
relax these constraints afterwards. In order to converge,
it is necessary to start from a trial point not too far from
the solution. A known CDMFT solution for a particu-
lar parameter set (U , 0) in Eq. (1) constitutes a good
guess for a slightly different parameter set. Using this
approach, we can sweep the whole parameter space. At
each step, we must fully converge the CDMFT procedure
in order to obtain a solid starting solution for the next
step.
V. I-CDMFT RESULTS
We first present the results for the semimetallic phase
in the presence of interactions but without impurity. The
more general case follows.
A. Without impurity (0 = 0)
The LDOS Aii(ω) for U = 2 and no impurity (0 = 0)
is compared to the noninteracting solution (U = 0, 0 =
0) on Fig. 5. At low energies (|ω| . 1.5), the LDOS from
CDMFT is similar to the analytic LDOS without inter-
action. The van Hove singularities are shifted towards
lower frequencies and have a smaller amplitude, but most
of the low-energy physics is the same. At higher energies,
there is a broadening of the band and sharp features ap-
pear. The former is to be expected, but the latter are
an artefact of the finite-size of the cluster, a limitation
of the exact diagonalization method. Indeed, the num-
ber of bath sites attached to the cluster is small, hence
the energy spectrum is discrete, far from that of a con-
tinuous bath. The higher-energy physics is less accurate
and we will therefore focus on the low-energy physics
in the following discussion. Note that the interaction
does not increase the Fermi velocity around the Fermi
Level. An increase of the Fermi velocity is observed only
when nearest-neighbor or longer range interactions are
added.41–44 The shift of van Hove singularities is consis-
tent with other DMFT studies of graphene.45
-4 -2 0 2 4
ω
0.0
0.1
0.2
0.3
D
O
S
U = 0
U = 2
FIG. 5. (color online) Density of states for the noninteracting
case (blue, exact) and U = 2 (red, CDMFT) in the absence
of impurity. A Lorenzian broadening η = 0.05 was used.
B. With impurity (0 6= 0)
We next consider the combined effect of interactions
with a large impurity potential 0. The I-CDMFT solu-
tion shows a local magnetization around the defect. The
magnetization on site i can be probed by this operator:
Sˆi =
1
2
∑
σ=±1
σniσ (23)
and is represented on Fig. 6. There is a local antiferro-
magnetic moment around the impurity site. The result-
ing antiferromagnetic pattern has been observed in other
theoretical studies of the vacancy defect in graphene us-
ing mean-field9,46 or density functional theory.10 The
120◦ rotation symmetry is not exactly found in our so-
lution since both the cluster and the supercluster do not
have that symmetry. But the adjustable bath parame-
ters manage to restore it almost completely. Most of the
features observed in the mean-field approach are found
here.
Sublattices a and b have opposite spin polarizations,
except at the impurity site. Since 0 is finite, this site
is partially occupied. It has the same spin-polarization
as its nearest neighbors. The AFM order is enhanced
because the impurity is periodically repeated.
We can define operators Mˆ and Sˆ that measure the
lattice-averaged AFM order parameter per site 〈Mˆ〉 and
the total spin 〈Sˆ〉:
Mˆ =
1
Nc
{∑
i∈a
Sˆi −
∑
i∈b
Sˆi
}
, Sˆ =
∑
i
Sˆi. (24)
Lattice averages of operators defined in second quantiza-
tion Oˆ =
∑
ij Oijc
†
i cj are
47
〈Oˆ〉 = Tr[OG] (25)
where G is the Green function on the supercluster and
the trace involves (1) a sum over supercluster sites, (2) an
average over wavevectors in the reduced Brillouin zone
and (3) an integral over frequencies, taken along the
imaginary axis.38,48
7FIG. 6. (color online) Net spin of each site in the I-CDMFT
solution for U = 2 and 0 = 11, represented by colored circles
(blue is down, red is up). The area of each circle is propor-
tional to 〈Si〉, which ranges from 0.00315 to 0.0771.
〈Mˆ〉 and 〈Sˆ〉 are plotted on Fig. 7 as a function of the
impurity potential 0 for different U . For every U , there
is no apparent order for 0 lower than a critical value
(0,c). At 0,c, the net spin takes the value 〈Sˆ〉 = 14 and
then grows stronger with 0. For 0 higher than a thresh-
old value (0,v), the resulting magnetic state reaches the
value 〈Sˆ〉 = 12 for the total spin. This is in perfect agree-
ment with Lieb’s theorem.19 This theorem states that,
on a bipartite lattice, the total spin of the ground state
of the repulsive Hubbard model is 12 , times the difference
in the number of atoms of the two sublattices. Hence,
the plateau in 〈Sˆ〉 at 0 > 0,v is the signature of the
magnetic state obtained for a vacancy defect. The kink
in 〈Mˆ〉 at 0,v is also a signature that the impurity then
behaves as a vacancy. Both 0,c and 0,v are monotonic
functions of U : knowing 0,c and 0,v defines a unique U ,
as shown in the inset of Fig. 7.
To gain insight into the physics, we present results for
the LDOS. Fig. 8 compares the LDOS for the noninter-
acting case (panels a and d at the top) with the I-CDMFT
results (bottom panels), for the neighboring sites of the
impurity. The middle panel data (b and e) can be ob-
tained either from the T -matrix formalism with the im-
purity repeated with the superlattice vector of Fig. 4, or
from I-CDMFT if we set U = 0. We show this LDOS to
identify the effect of impurity repetition. The main effect
of this repetition is to add oscillations and enhance the
impurity amplitude. The color of each LDOS curve is a
function of the distance from the impurity. The insets
show the relation between color and position. Without
interaction, all the sites at the same distance of the im-
purity are equivalent and have the same LDOS, due to
the C3v symmetry. This symmetry should remain even
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FIG. 7. (color online) Antiferromagnetic order parameter per
site 〈Mˆ〉 of the supercluster (top panel) and total spin 〈Sˆ〉
(bottom panel), as a function of impurity potential 0. The
inset shows the relation between U and the threshold values
0,c (full line) and 0,v (dashed line).
for finite U , but as seen on the bottom panels, the LDOS
from different sites at the same distance (same color) of
the impurity are slightly different. This is because the
cluster and supercluster do not have C3v symmetry.
The bottom panels, c and f, of Fig. 8 show that adding
interactions spontaneously breaks time-reversal symme-
try, as shown on Fig. 6. The LDOS for spin down is plot-
ted upside down to allow easier comparison with the spin
up results. Because the spin-down bound state in Fig. 8f
is shifted to higher frequencies, it eventually crosses the
Fermi level (ω = 0) and becomes partly unoccupied, con-
trary to the spin-up bound state. This bound state spin
imbalance is at the origin of the enhanced magnetism on
sublattice b, i.e., the sublattice without impurity. Effec-
tively, only sites on sublattice b have this bound state and
the concomitant enhanced spin-polarization. Since there
is no bound state on sublattice a, the spin-polarization
there comes entirely from the band distortion, which dif-
fers for spins up and down. This distortion in LDOS can
be observed directly on the bottom panel of Fig. 8, but
it is easier to observe if we plot the difference between
spin up and spin down density of states. This LDOS dif-
ference, summed over the 57 different sites of the same
sublattice of our supercluster, is shown on Fig. 9 for each
sublattice. The integrated area up to the Fermi level
corresponds to the spin polarization of each sublattice.
There is a contribution from band distortion on both
sublattices. Note that the enhanced spin polarization re-
sulting from the bound state on sublattice b is reduced
by the sum over the sites on this figure. For sites very
close to the impurity, the bound state spin polarization
dominates over the band distortion for this sublattice.
The spin polarization on sublattice b is therefore stronger
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FIG. 8. (color online) LDOS for sublattice a (left panels) and for sublattice b (right panels) for sites in the vicinity of the
impurity. The impurity is on one of the sites of sublattice a. The distance from the impurity is color coded: the insets define
the colors associated with each position around the impurity (black square). The LDOS for sites closer to the impurity is
darker. Panels (a) and (d): LDOS calculated from the T -matrix formalism presented in section III with c = 11. Panels (b)
and (e): LDOS calculated with I-CDMFT, but without interactions (U = 0, c = 11). Panels (c) and (d): LDOS calculated
with I-CDMFT and interactions (U = 2, c = 11) for both up and down spin as indicated on the figure. A Lorenzian broadening
η = 0.05 is used and the sign of the LDOS is reversed for spin down in the lower panels .
than on sublattice a, as observed on Fig. 6.
An animated version of Fig. 8 along with Fig. 6 and 7
can be obtained online49. Each frame of the animation
corresponds to different values of 0, which range from
0.0 to 14.8. The 760 converged variational parameters,
obtained from the I-CDMFT solution, used to generate
this animation, can also be obtained online50.
VI. DISCUSSION
It has long been realized that impurities may help re-
veal underlying interactions in an otherwise featureless
metallic state.51 Our study confirms previous results that
even if U is not large enough to lead to an antiferromag-
netic state, non-magnetic impurities can antiferromag-
netically polarize their environment in the semi-metallic
phase and lead to a net spin 1/2. Although the symme-
try cannot be spontaneously broken for a single impurity,
the antiferromagnetic correlations discussed in this paper
can be revealed, for example, in NMR experiments be-
cause the small applied magnetic field selects a direction
for the net spin.
How impurities on one sublattice lead to antiferromag-
netic correlations can be qualitatively understood as fol-
lows. Antiferromagnetism naturally arises in graphene
due to the perfect nesting of Dirac cones. As discussed
in Ref. 9, 51, and 52 the spin susceptibility diverges be-
cause at half-filling (µ = U/2) there is perfect nesting
for the wave vector Q = (0, 0), corresponding to intra
unit cell antiferromagnetic fluctuations, hence the Lind-
hard function is logarithmically divergent for that wave
vector, namely
χ0AFM(Q) ∼ ρ(0) ln
(
W
T
)
(26)
where ρ(0) is the density of states at the Fermi level, W is
the bandwidth (here W = 6t) and T is the temperature.
In an RPA expression, this result would imply that for
a sufficiently low temperature, the susceptibility would
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FIG. 9. (color online) Difference between the density of states
for spin-up and spin-down for sublattices a (blue) and b (red).
Each curve is the sum of the LDOS over all sites of a given
sublattice within the supercluster (57 sites for each sublat-
tice). The shading represents the sum over frequencies up to
the Fermi level and highlights the contribution of each sub-
lattice to the spin-polarization.
diverge for arbitrarily small U . However, since ρ(0) = 0
in pure graphene, one in fact needs a finite critical Uc to
observe antiferromagnetism. In our model, increasing the
potential of the impurity 0 brings the bound state closer
to the Fermi level (Fig. 2). Hence, with the addition of
an impurity, the density of state around the Fermi level
becomes finite, thereby revealing the nesting instability.
For a critical value of the impurity potential 0 = 0,c, the
RPA spin susceptibility diverges and antiferromagnetism
appears. Since for a larger U , the RPA susceptibility
diverges for a smaller value of ρ(0), the threshold value
of 0 decreases with increasing U , consistent with Fig. 7.
While the environment of the impurity is antiferro-
magnetically correlated, one clearly sees from Fig. 6 that
when the local potential 0 is finite, in other words when
the impurity site not completely empty, the impurity site
itself is ferromagnetically correlated with its neighbors.
This agrees with the DMFT results of Ref. 30 that we set
out to verify, but only for the nearest-neighbors. In that
paper,30 they considered a cluster containing the impu-
rity site and only one of its nearest neighbor that they
attached to an environment whose baths were those of
the infinite system. The LDOS on the impurity (present
on sublattice a) contains the bound state responsible for
the enhanced spin polarization of sublattice b. Since the
impurity site is the only site on sublattice a where this
bound state is strong enough to dominate the spin po-
larization, it is the only site of sublattice a that has the
same spin polarization as sublattice b. The residual res-
onance on the impurity site is then responsible for the
ferromagnetic correlation of the impurity and its near-
est neighbors. For every other site, sublattices a and b
have opposite spin polarizations. This is not captured by
the approach of Ref. 30 that does not allow the bath on
clusters beyond nearest neighbors to adjust to the pres-
ence of the impurity cluster. Our choice of cluster within
the supercluster was motivated by the desire to have the
impurity connect to all its nearest neighbors directly on
the cluster and not only through the self-consistency re-
lation. The need for the supercluster itself is clear when
one notices that it is necessary to leave to the a− b spin
polarization on the impurity-containing cluster the free-
dom to be different from the a − b spin polarization on
other clusters.
It is important to impose periodic boundary conditions
on the supercluster even if this means periodically re-
peating the impurity. Some tests have been done on su-
perclusters of similar sizes or larger with open boundary
conditions. It was found that edge magnetism7 domi-
nates over impurity magnetism. In the periodic scheme,
a smaller supercluster implies a higher concentration of
impurities. A 42-site supercluster made from the 7 clus-
ters at the center of Fig. 4 was also tested and the result-
ing magnetic pattern was similar, albeit with stronger
antiferromagnetism far from impurity. A supercluster
of 114 sites may seem excessive and time consuming at
first, but the need to include more than one cluster is
highlighted by our results. The size of the Hilbert space
is exponential (4n for one cluster) but the time spent
on the exact diagonalization is linear in the number of
clusters and is easily parallelized. With the geometry
considered in Fig. 4, the computational bottleneck lies in
the matrix inversions (19) needed for each term in the
wavevector sums implied in Eqs (21) and (25). The cost
of this inversion is polynomial with complexity O(N3c )
but the calculation can also be parallelized between dif-
ferent wavevectors.
While one of the main results of this work is that mean
field arguments qualitatively capture the correct mag-
netic correlations induced by non-magnetic impurities in
graphene, a second important result is the relation be-
tween the on-site interaction U and the threshold values
0,c and 0,v. This relation could be used to design an
experiment to measure how U changes in graphene when
screening is modified by different substrates. Indeed,
both values 0,c and 0,v define a very sharp transition
region between the paramagnetic phase and the vacancy-
type AFM phase where 〈Sˆ〉 = 12 . Since this relation is
monotonic, determining either 0,c or 0,v is sufficient to
obtain an estimate of U . Since the critical value Uc is
renormalized by long-wavelength fluctuations, our values
of U are too small, but we expect that the dependence
of U on impurity potential should still be monotonic and
linear, as in the inset of Fig. 7.
In summary, we developed the I-CDMFT technique
and applied it to the problem of a nonmagnetic impurity
in graphene. This method takes into account electron-
electron interactions (dynamical correlations) exactly
within small clusters. Our results are consistent with
the T -matrix treatment and previous mean-field calcula-
tions. They have all the key signatures: (1) the net spin 12
at strong impurity potential imposed by Lieb’s theorem,
(2) bound states in the LDOS and (3) the correct an-
tiferromagnetic pattern around the impurity. Our work
could be straightforwardly extended to study the effect
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of doping and its influence on Kondo-like screening. This
study not only supports previous results on this problem
but also benchmarks our new I-CDMFT technique for
studying impurity problems while correctly taking into
account short-range dynamical correlations. In the fu-
ture, I-CDMFT could be used to study the effect of impu-
rities in systems where these dynamical correlations pro-
duce more important effects, such as high-temperature
superconductors, Mott insulators or spin-liquids.
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