The further investigation of the image restoration method introduced in [19, 20] is presented in this paper. Continuing investigations in that area, two additional applications of the method are investigated. More precisely, we consider the possibility to replace the available matrix in the method by the restoration obtained applying the Tikhonov regularization method or the Truncated Singular Value decomposition method. Additionally, statistical analysis of numerical results generated by applying the proposed improvement of image restoration methods is presented. Previously performed numerical experiments as well as new numerical results and the statistical analysis confirm that the least squares approach can be used as a useful tool for improving restored images obtained by other image restoration methods.
Introduction
The motion blur is an outcome which appears in photographs of scenes where objects are moving. It is most obvious when the exposure is long, or if objects in the scene are moving rapidly. The field of image restoration refers to the estimation of the undamaged image from the blurred one.
Image restoration has caused a tremendous growth in interest over the last two decades. There are a lot of comprehensive overview articles, journal papers, and textbooks on the subject of image restoration and identification [1-3, 8, 9, 11-14] . The image restoration methods have been applied in different areas, such as the medical imaging and diagnosis, the satellite and astronomical imaging, the military surveillance, and remote sensing.
The image deblurring approach based on the usage of the Moore-Penrose inverse and least squares solutions of specific Toeplitz matrices, that appears in the corresponding mathematical model, is followed in the present paper. This approach was firstly used in [4, 5] . A simplified implementation of the partitioning method on this class of Toeplitz matrices is described in [21] . The method based on the straightforward construction of the Moore-Penrose inverse of the blurring matrix is presented in [15] .
The main purpose of this article is further investigation of the algorithm, introduced in [19, 20] , that allows us to remove a linear motion blur from images. The algorithm is based on the least squares solution of a matrix equation which represents the mathematical model of the linear motion blur. The least squares solution includes the Moore-Penrose inverse of the matrix which causes the linear motion blur as well as an arbitrary matrix Y. Satisfactory results are obtained when the matrix Y is suitably defined. In this work we will show that it is possible to use the Tikhonov (TIK) and Truncated Singular Value Decomposition (TSVD) image restoration methods as two possible feasible approaches to generate the matrix Y.
The least squares method is a frequently used technique for solving various problems. An application of least-squares, regularization and fourth-order partial differential equations to restore degraded image is proposed in [22] . In addition, the least-squares method is used for the construction of an approximate solution of a linear ill-posed boundary-value problem [6] , as well as in computation of the weighted Moore-Penrose inverse [17] . This paper is organized as follows. The motivation and description of the necessary methods are presented in the second section. The Truncated Singular Value Decomposition (TSVD) and the Tikhonov method (TIK) are restated from [9] in the third section. Furthermore, the experimental and numerical results derived by applying the operator E on the restorations Y = TSVD and Y = TIK are described in the same section. Finally, the statistical description of results in [19, 20] and also in Section 3 is presented in Section 4.
Mathematical Models
Our improvement of image restoration methods assumes that the characteristics of the degrading system are known a priori. We start from the mathematical model (2.1) from [19] , in which the linear motion is a local phenomenon and no additional noise is included. This model relates an arbitrary ith row i = i,1 , . . . , i,m of the blurred image G ∈ R p×m with corresponding ith row f i = f i,1 , . . . , f i,m of the original image F 0 , by the matrix equation
The vectors f i,−1 and f i,−1 are defined by
where w i,1 , . . . , w i,u and v i,1 , . . . , v i,u are boundary pixels. The boundary pixels left of the horizontal line are added above the initial vector f
The u boundary pixels right of the horizontal line are added below the vector f i [9] . Further, the matrices
are determined implicitly in the block matrix
which is defined as
The elements h i are real numbers and l − 1 = 2u, where the integer l indicates the length of linear motion blur in pixels. The mathematical model (2.1) is reused mainly from [7, 9] . The matrix H is m × s real matrix satisfying
The objective is to estimate the original image F 0 ∈ R p×m row per row (contained in the vector f ) and a priori knowledge of the degradation phenomenon H. We will denote by F −1 (resp. by F 1 ) the matrix whose columns are f i,−1 (resp. f i,1 ). Then it is possible to consider the block matrix
in which the blocks satisfy
Then the equation (2.1) can be written in condensed form as follows:
We use the zero (Dirichlet), periodic and reflective boundary conditions (BCs) from [18] . Details can also be found also in [19] .
A new approach in the restoration of a blurred image, which exploits a set of least squares solutions of the matrix equation (2.2) , is proposed in the papers [19, 20] . The least squares solutions are generated using the Moore-Penrose inverse. The Moore-Penrose inverse of a matrix A ∈ C m×n is the unique matrix, denoted by A † , satisfying the following four matrix equations:
A matrix X is called an {i, j, k}-inverse of A (with i, j, k ∈ {1, 2, 3, 4}) if X satisfies the ith, jth and kth Penrose equations. The general solution of the the matrix equation (2.2) is given by
where the matrix Y ∈ R p×s is a disposable matrix which can be randomly chosen. Our original intention was to use values for Y as close as possible to the original image F in order to produce better restoration of the blurred image G. The results generated in the case Y = O produces the Moore-Penrose solution of (2.2):
This particular choice corresponds to the best approximate solution (i.e. the Moore-Penrose solution) of the matrix equation (2.2), and it is investigated in [4, 5] . Furthermore, we have observed in [19, 20] that the operator E(Y) frequently gives a better improvement of blurred image with respect to restoration contained in Y. Therefore, the method proposed in [19, 20] is an improvement of image restoration methods. The main purpose of this paper is to analyze statistically the improvement that which is obtained by using the operator E(Y) with respect to the restoration Y.
There is no practical reason to consider the operator E(Y) as independent image restoration method. The full meaning of the operator E(Y) is reflected in a symbiosis with the image restoration method Y. Therefore, it has been tested against well known image restoration methods. 
Improving Tikhonov and TSVD Methods
The Truncated Singular Value Decomposition (TSVD shortly) and the Tikhonov (shortly denoted by TIK) image restoration methods from [9] are restated in this section. Further, the experimental and numerical results derived applying restorations E(Y = TSVD) and E(Y = TIK) are considered.
Overview of Tikhonov and TSVD image restoration methods
The Singular Value Decomposition (SVD) is a matrix computation tool for analyzing the system of linear equations Ax = b. The vectors x and b are long vectors obtained by stacking the columns from the images X and B. The matrix X ∈ R m×n is the desired sharp image, the matrix B ∈ R m×n is the recorded blurred image and the blurring matrix A ∈ R N×N has both dimensions N = m * n. The following SVD of the matrix A is used (see, for example [9] ):
where U and V are orthogonal matrices which satisfy U T U = I N and V T V = I N . The matrix Σ is a diagonal matrix whose entries are the singular values
Both TSVD and TIK methods belong to the family of the spectral filtering methods, because they give us control on the spectral content of the deblurred image with the filter factors φ i [9] . In accordance with this approach, approximate solution of the linear system Ax = b is equal to The filter factors in the TSVD method (also called pseudo-inverse filter) are defined to be one for large singular value, and zero for the rest of them [9] . More precisely, the filter factors for TSVD method are given by
where k is the truncation parameter satisfying 1 ≤ k ≤ N, which determines the number of the SVD components in the regularized solution (3.2). The filter factors for the TIK method [9] are defined as
where the parameter α > 0 is the regularization parameter. Tikhonov solution is related to the minimization problem
which yields
The filter factors of the Tikhonov solution [9] satisfy
The relation (3.7) comes from the Taylor expansion
in the following relation:
Experimental results
In this section we will apply the operator E(Y), given by equation (2.3), on the image restoration process, in order to demonstrate the usefulness of the proposed method. Our basic idea is to use the output (3. The improvement in the quality of the original image F(n 1 , n 2 ) over the recorded blurred one G(n 1 , n 2 ) in the image restoration is measured by the signal-to-noise ratio (SNR) improvement:
Note that all of the above signal-to-noise measures can only be computed in case when the ideal image is available, i.e., in an experimental setup or in a design phase of the restoration algorithm.
The peak signal-to-noise ratio (PSNR) is defined as the ratio between a signal's maximum power and the power of the signal's noise. Reasonably, a greater rate on PSNR is better since it shows that the ratio of SNR is higher. In this paper we use the following definition for PSNR:
where max{F(n 1 , n 2 )} is the largest possible value of the original image and the denominator is defined as the root mean square difference between the original and the reconstructed images. The unit of both measures ISNR and PSNR is given in dB. We consider the blurred image that has been degraded by a uniform linear motion in the horizontal direction. A uniform linear motion blur is modeled by the matrix equation (2.2). The length of the blurring process is denoted by l, which implies h i = 1/l, i = −u, . . . , u.
Data corresponding to standard 8-bit grayscale test image 'Lena' are displayed on figures 3.1 and 3.2. The left (resp. right) graphic in Figure 3 .1 displays data which are generated applying the Tikhonov (resp. TSVD) image deblurring method based on the FFT (Fast Fourier Transforms) algorithm in the computation of the spectral decomposition (3.1) of the matrix A.
The data obtained by TIK image deblurring method that uses the FFT algorithm and the TSVD image deblurring that uses the FFT algorithm are denoted by TIK fft and TSVD fft , respectively. In addition, another standard image restoration example, the image "Barbara" will be used for the experiments presented in figures 3.3 and 3.4. The graphs placed in Figure 3 .1 (resp. Figure 3. 2) are similar to corresponding graphs illustrated in Figure 3 .3 (resp. Figure 3.4) . [9] . The data generated in this way are presented with the subscript SEP in Figure 3 .5. Confirmation of the numerical experience that the image restorations E(TIK) and E(TSVD), obtained by the operator E defined in (2.3), are better than the corresponding restoration produced by a direct application of the TIK and TSVD methods could be observed from figures 3.6, 3.7 and 3.8. 
Statistical Analysis of the Data Related with the Least Squares Restoration Method
In this section we perform statistical analysis of the values ISNR(Y) and ISNR(E(Y)) generated in this paper as well as in the papers [19, 20] .
Correlation and Regression
First of all, linear regression was used in order to explore a possible relationship between the independent values x = ISNR(Y) and the dependent values y = ISNR(E(Y)). The results are arranged in Table 4 .1. The second column of Table 4 .1 denotes the choices of restorations Y. The values in the third column denote the correlation coefficients of the linear regression established between x and y. The expression of the linear regression is included in the fourth column. The following image restoration methods were applied on blurred images in order to obtain the restorations (given by the matrix Y) in Table 4 These results are obtained from Section 3 of the present paper as well as from the published papers [19, 20] .
It easy to observe that all regression lines included in Table 4 .1 are increasing functions, which implies (l 2 )) ), for two arbitrary blur lengths l 1 and l 2 . Also, the values of correlation coefficients which are arranged in the second column of Table 4 .1, always confirm the positive relationship greater than 0.7 between x and y.
Additionally, we are looking for the interval L which ensures
Those intervals are placed in the last column of Table 4 .1 and they essentially mean intervals in which the operator E may be used to improve ISNR(Y) values, for given Y. Any interval presented in the last column of Table 4 .1 is defined by solving the inequality y > x, where y = a * x + b denotes the corresponding regression line presented in the fourth column. For example, in the case Y = Fourier55 it is necessary to solve the inequality y = 0.7369x + 6.835 > x, which implies x < 25.969. , where I denote the original image andĨ is the reconstructed image. CQ retruns the correlation quality between the images F andF. The CQ value is useful to quantitize the distortions on an image also in a watermarking process [16] . The size of the images is indicated by m and s. The results corresponding to CQ are presented in the third column of Table 4 .2.
Finally, the values of the average absolute difference between the pixels of the original image and those produced by different image restoration methods is calculated. The average absolute difference between the pixels of the images I andĨ is another useful mesurement that quantitize the distortions on an image. It declares another numerical measurement that quantifies the amount of distortion presented in an image [16] . The average absolute difference (AAV) is defined as the following double sum:
The results corresponding to AAV are presented in the last column of Table 4 Overall, the best results are obtained for the Fourier and Haar moment based reconstructed images. Although to a small extent, the Haar case is slightly better than the Fourier case. Obviously, increasing the number of coefficients, i.e. the number of moments, we succeed to have a recovered image that is closely related to the original image at a small time computational cost. In some cases, there would be no need to exceed a certain number of the coefficients. A small number of moments can retain important features of an image.
Goodness of fit tests
In this subsection we will examine whether the independent random datasets of values ISNR(Y) and ISNR(E(Y)), for all different choices of the matrix Y, are drawn from the same underlying continuous population. In order to check this hypothesis on a 5% significance level, we performed a KolmogorovSmirnov (K-S) test. We performed numerical experiments for all cases of the matrix Y and the corresponding values of E(Y).
Based on this test we find that Y = 0 and E(Y = 0) are the only restorations where the ISNR values come from the same distribution.
In addition, we also find that the Wiener filter and the CLS are two restoration methods when both the ISNR and the PSNR values come from the same distribution. This conclusion can be verified from the values in Table 4 .2, where the values for the images reconstructed by using these two methods are almost identical.
Conclusions
In this paper we finalize investigations from [19, 20] . Specifically, we give further study about the possibilities of the application of the least squares solution E(Y) in reconstructing blurred images. We firstly consider the possibility of improving the Tickhonov and TSVD image restoration methods. The main advantage of the proposed approach was found in the improvements of ISNR and PSNR. In this study, we present the results by comparing our method with the Tickhonov and TSVD method.
The second aim of our work is to perform a statistical analysis of the results obtained by applying the operator E, defined by equation (2.3), on previously generated restorations.
The final objective of this paper was the recovery of an image from degraded observations caused by linear motion. This approach can be applied in several scientific areas including medical imaging and diagnosis, military surveillance, satellite and astronomical imaging, and remote sensing.
