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We demonstrate that with an optimally tuned scheduling function, adiabatic quantum computing
(AQC) can solve a quantum linear system problem (QLSP) with O(κ/) runtime, where κ is the
condition number, and  is the target accuracy. This achieves the optimal time complexity with
respect to κ. The success of the time-optimal AQC implies that the quantum approximate opti-
mization algorithm (QAOA) can also achieve the O(κ) complexity with respect to κ. Our method
is applicable to general non-Hermitian matrices (possibly dense), but the efficiency can be improved
when restricted to Hermitian matrices, and further to Hermitian positive definite matrices. Numer-
ical results indicate that QAOA can yield the lowest runtime compared to the time-optimal AQC,
vanilla AQC, and the recently proposed randomization method. The runtime of QAOA is observed
numerically to be only O(κpoly(log(1/))).
Linear system solvers are used ubiquitously in scien-
tific computing. Quantum algorithms for solving large
systems of linear equations, also called the quantum lin-
ear system problem (QLSP), have received much atten-
tion recently [1–6]. The goal of QLSP is to efficiently
compute |x〉 = A−1 |b〉 /‖A−1 |b〉‖2 on a quantum com-
puter, where A ∈ CN×N , and |b〉 ∈ CN is a normal-
ized vector (for simplicity we assume N = 2n). The
groundbreaking Harrow, Hassidim, and Lloyd (HHL) al-
gorithm obtains |x〉 with cost O(poly(n)κ2/), where κ
is the condition number of A, and  is the target ac-
curacy. On the other hand, the best classical iterative
algorithm is achieved by the conjugate gradient method,
where the cost is at least O(N√κ log(1/)), with the ad-
ditional assumptions that A should be Hermitian pos-
itive definite and a matrix-vector product can be done
with O(N) cost [7]. The complexity of direct methods
based on the Gaussian elimination procedure removes the
dependence on κ, but the dependence on N is typically
super-linear even for sparse matrices [8]. Therefore the
HHL algorithm is exponentially faster than classical al-
gorithms with respect to n. The undesirable dependence
with respect to  is due to the usage of the quantum
phase estimation (QPE) algorithm. Recent progresses
based on linear combination of unitaries (LCU) [2] and
quantum signal processing (QSP) [4, 9] have further im-
proved the scaling to O(κ2poly(log(κ/))) under different
query models, without using QPE.
Adiabatic quantum computing (AQC) [10, 11] and a
closely related method called the randomization method
(RM) [5, 12] can offer alternative routes for solving QLSP.
Assume that a Hamiltonian simulation can be efficiently
performed on a quantum computer, it is shown that the
runtime of RM scales as O(κ log(κ)−1) [5]. The key idea
of the RM is to approximately follow the adiabatic path
based on the quantum Zeno effect (QZE) using a Monte
Carlo method. On the other hand,the complexity of AQC
is found to be at least O(κ2−1) [5]. Therefore the RM
is found to be at least quadratically faster than AQC
with respect to κ. We also remark that with the help of
the variable time amplitude amplification (VTAA) algo-
rithm [13], the HHL, LCU and QSP algorithms can all be
modified so that the complexity with respect to κ is re-
duced to O(κpoly(log κ)) [2]. However, VTAA makes use
of a number of QPE operations, and its implementation
can be considerably more complex than RM.
In this Letter, we argue that the optimal dependence
on κ can readily be achieved by AQC, after properly
rescheduling the time needed to traverse the adiabatic
path. We propose a family of rescheduled AQC algo-
rithms called AQC(p). We demonstrate that for any
A ∈ CN×N with ‖A‖2 = 1 (possibly non-Hermitian or
dense), when 1 < p < 2, the dependence of AQC(p)
is only O(κ), thus further removing the logarithmic fac-
tor in Ref. [5] and reaches the lower bound with respect
to κ [1]. Our scheduling function is closely related to
the time-optimal AQC for Grover’s search algorithm [14],
which approximately corresponds to AQC(p=2). This is
more generally related to the concept of quantum adia-
batic brachistochrone [15]. Interestingly, though not ex-
plicitly pointed out in the RM method, the success of
RM for solving QLSP in fact relies on the existence of a
scheduling function, which approximately corresponds to
AQC(p=1). We find that it is this scheduling function,
rather than the QZE or its Monte Carlo approximation
per se that improves the complexity with respect to κ.
Through the connection between AQC and the quantum
approximate optimization algorithm (QAOA) [16], our
result immediately suggests that the time-complexity for
solving QLSP with QAOA is O(κ) with respect to κ. Our
results can be summarized into the following relation
QAOA > AQC(p∗) > AQC(p) > RM > vanilla AQC.
Here AQC(p∗) refers to the optimally scheduled AQC(p)
algorithm. Hence QAOA reaches the optimal perfor-
mance with respect to the runtime, and AQC(p) gen-
erally outperforms RM due to the explicit use of optimal
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2scheduling. AQC(p) also has the advantage of not re-
quiring the Monte Carlo step, and the latter is the key in
RM. Not surprisingly, all these methods can outperform
the vanilla AQC without rescheduling, at least in terms
of the asymptotic complexity with respect to κ.
We first assume A ∈ CN×N is Hermitian and positive
definite and will discuss the generalization later. For sim-
plicity we assume A is scaled to satisfy ‖A‖2 = 1, so the
smallest eigenvalue of A is 1/κ. Let Qb = IN − |b〉 〈b|.
We introduce
H0 = σx ⊗Qb =
(
0 Qb
Qb 0
)
,
then H0 is a Hermitian matrix and the null space of H0
is Null(H0) = span{|˜b〉 , |b¯〉}. Here |b˜〉 = |0, b〉 , |b¯〉 =
|1, b〉. The dimension of H0 is 2N and one ancilla qubit
is needed to enlarge the matrix block. We also define
H1 = σ+ ⊗ (AQb) + σ− ⊗ (QbA) =
(
0 AQb
QbA 0
)
.
Here σ± = 12 (σx ± ıσy). Note that if |x〉 satisfies
A |x〉 = |b〉, we have QbA |x〉 = Qb |b〉 = 0. Then let
|x˜〉 = |0, x〉, and Null(H1) = span{|x˜〉 , |b¯〉}. Since Qb is
a projection operator, the gap between 0 and the rest of
the eigenvalues of H0 is 1. The gap between 0 and the
rest of the eigenvalues of H1 is bounded from below by
1/κ (see supplemental materials).
Let H(f(s)) = (1 − f(s))H0 + f(s)H1, 0 ≤ s ≤ 1.
The function f : [0, 1] → [0, 1] is called a schedul-
ing function, and is a strictly increasing mapping with
f(0) = 0, f(1) = 1. The simplest choice is f(s) = s,
which gives the “vanilla AQC”. We sometimes omit the
s-dependence as H(f) to emphasize the dependence on
f . Note that for any s, |b¯〉 is always in Null(H(f(s))),
and there exists a state |x˜(s)〉 = |0, x(s)〉, such that
Null(H(f(s))) = {|x˜(s)〉 , |b¯〉}. In particular, |x˜(0)〉 = |˜b〉
and |x˜(1)〉 = |x˜〉, and therefore |x˜(s)〉 is the desired adi-
abatic path. Let P (s) be the projection to the sub-
space Null(H(f(s))), which is a rank-2 projection opera-
tor P (s) = |x˜(s)〉 〈x˜(s)|+ |b¯〉 〈b¯|. Furthermore, the eigen-
value 0 is separated from the rest of the eigenvalues of
H(f(s)) by a gap ∆(f(s)) ≥ ∆∗(f(s)) = 1−f(s)+f(s)/κ
(see supplemental materials).
Consider the adiabatic evolution
1
T
ı∂s |ψT (s)〉 = H(f(s)) |ψT (s)〉 , |ψT (0)〉 = |˜b〉 , (1)
where 0 ≤ s ≤ 1, and the parameter T is called the
runtime of AQC. Our goal is to maximize the fidelity
FT = | 〈ψT (1)|x˜〉 |2.
The quantum adiabatic theorem [10, Theorem 3] states
that for any 0 ≤ s ≤ 1,
|1− 〈ψT (s)|P (s)|ψT (s)〉 | ≤ η2(s), (2)
where
η(s) = C
{‖H(1)(0)‖2
T∆2(0)
+
‖H(1)(s)‖2
T∆2(f(s))
+
1
T
ˆ s
0
(‖H(2)(s′)‖2
∆2(f(s′))
+
‖H(1)(s′)‖22
∆3(f(s′))
)
ds′
}
. (3)
The derivatives of H are taken with respect to
s,i.e. H(k)(s) = d
k
dsk
H(f(s)), k = 1, 2. Here and through-
out the paper we shall use a generic symbol C to denote
constants independent of s,∆, T .
Note that 〈b¯|ψT (0)〉 = 0, and H(f(s)) |b¯〉 = 0 for
all 0 ≤ s ≤ 1. So the Schrödinger dynamics im-
plies 〈b¯|ψT (s)〉 = 0, and we have P (s) |ψT (s)〉 =
|x˜(s)〉 〈x˜(s)|ψT (s)〉. Therefore the estimate (2) becomes
1− | 〈ψT (s)|x˜(s)〉 |2 ≤ η2(s).
This also implies that (see supplemental materials)
‖PT (s)− |x˜(s)〉 〈x˜(s)|‖2 ≤
√
2η(s),
where PT (s) = |ψT (s)〉 〈ψT (s)|. Take s = 1, and FT ≥
1− η2(1). Therefore η(1) can be an upper bound of the
distance of the projector, and 1−η2(1) bounds the fidelity
from below. If we simply assume ‖H(1)‖2, ‖H(2)‖2 are
constants, and use the worst case bound that ∆ ≥ κ−1,
we arrive at the conclusion that in order to have η(1) ≤ ,
the runtime of AQC is T & κ3/ .
Our goal is to reduce the runtime by choosing a proper
scheduling function. The key observation is that the ac-
curacy of AQC depends not only on the gap ∆(f(s)) but
also on the derivatives of H(f(s)), as revealed in the esti-
mate (3). Therefore it is possible to improve the accuracy
if a proper time schedule allows the Hamiltonian H(f(s))
to slow down when the gap is close to 0. We consider the
following schedule [10, 11]
f˙(s) = cp∆
p
∗(f(s)), f(0) = 0, p > 0. (4)
Here cp =
´ 1
0
∆−p∗ (u)du is a normalization constant cho-
sen so that f(1) = 1. When 1 < p ≤ 2, Eq. (4) can be
explicitly solved as
f(s) =
κ
κ− 1
[
1− (1 + s(κp−1 − 1)) 11−p ] . (5)
Note that as s → 1, ∆∗(f(s)) → κ−1, and therefore the
dynamics of f(s) slows down as f → 1 and the gap de-
creases towards κ−1. We refer to the adiabatic dynamics
(1) with the schedule (4) as the AQC(p) scheme. Our
main result is given in Theorem 1.
Theorem 1. Let A ∈ CN×N be a Hermitian positive
definite matrix with condition number κ. For any choice
of 1 < p < 2, the error of the AQC(p) scheme is
‖PT (1)− |x˜〉 〈x˜| ‖2 ≤ Cκ/T. (6)
3Therefore in order to prepare an −approximation of the
solution of QLSP it suffices to choose the runtime T =
O(κ/). Furthermore, when p = 1, 2, the bound for the
runtime becomes T = O(κ log(κ)/).
The proof of Theorem 1 rests on some delicate cancel-
lation of the time derivatives ‖H(1)‖2, ‖H(2)‖2 and the
gap ∆(f(s)) in the error bound. The computation is
given in the supplemental materials.
The complexity of the AQC(p) method with respect to
κ is only O(κ). The κ dependence cannot be expected
to be improvable to O(κ1−δ) with any δ > 0 [1]. Com-
pared to Ref. [5], AQC(p) further removed the log(κ)
dependence when 1 < p < 2, and hence reaches the op-
timal complexity with respect to κ. In fact, the natural
parameterization of the randomization method implies a
certain scheduling function f(s) as well [5], which is the
key to reach the desired O(κ log κ) scaling. Furthermore,
the scheduling function f(s) is similar to the choice of
the schedule in the AQC(p=1) scheme. The speedup
of AQC(p) versus the vanilla AQC is closely related to
the quadratic speedup of the optimal time complexity
of AQC for Grover’s search [10, 11, 14, 15], in which
the optimal time scheduling reduces the runtime from
T ∼ O(N) (i.e. no speedup compared to classical algo-
rithms) to T ∼ O(√N) (i.e. Grover speedup). In fact,
the choice of the scheduling function in Ref. [14] corre-
sponds to AQC(p=2) and that in Ref. [10] corresponds
to AQC(1<p<2).
Due to the natural connection between AQC and
QAOA [16], the success of the AQC(p) scheme immedi-
ately implies that QAOA can be used to efficiently solve
QLSP. More specifically, the QAOA scheme employs the
following ansatz
|ψθ〉 := e−ıγPH1e−ıβPH0 · · · e−ıγ1H1e−ıβ1H0 |˜b〉 . (7)
Here θ denotes the set of 2P adjustable real parameters
{βi, γi}2Pi=1. When P is sufficiently large, the dynamics of
AQC can be approximately represented in the form (7)
using an operator splitting scheme such as Trotter split-
ting. Theorem 1 then implies that the time complexity
of QAOA, defined to be T :=
∑P
i=1(|βi|+ |γi|), with re-
spect to κ is bounded by O(κ). On a quantum computer
e−ıβH0 , e−ıγH1 corresponds to a Hamiltonian simulation
process, which can be implemented via techniques such
as LCU and QSP [2, 9].
Instead of the choice of θ imposed by AQC, we may
choose the optimal θ to maximize the fidelity as
max
θ
Fθ := | 〈ψθ|x˜〉 |2.
The maximization of the fidelity requires the knowledge
of the exact solution |x˜〉 which is not practical. How-
ever, we may equivalently solve the following minimiza-
tion problem
min
θ
| 〈ψθ|H1|ψθ〉 |2. (8)
For every choice of θ, we evaluate the expectation value
〈ψθ|H1|ψθ〉. Then the next θ is adjusted on a classi-
cal computer towards minimizing the objective function.
The process is repeated till convergence. In order to show
that Eq. (8) indeed maximizes the fidelity, we notice that
by the variational principle the minimizer |ψθ〉maximizes
〈ψθ|P (1)|ψθ〉 . However, similar to the AQC
〈b¯|ψθ〉 = 〈b¯|˜b〉 = 0,
where we have used that e−ıβH0 |b¯〉 = e−ıγH1 |b¯〉 = |b¯〉 for
any β, γ. Then 〈ψθ|P (1)|ψθ〉 = 〈ψθ|x˜〉 〈x˜|ψθ〉 = Fθ. Effi-
cient classical algorithms for the optimization of param-
eters in QAOA are currently an active topic of research,
including methods using gradient optimization [17, 18],
Pontryagin’s maximum principle (PMP) [19, 20], rein-
forcement learning [21, 22], to name a few. Algorithm 1
describes the procedure using QAOA to solve QLSP,
which is very simple to implement.
Algorithm 1 QAOA for solving QLSP
1: Initial parameters θ(0) = {βi, γi}2Pi=1.
2: for k = 0, 1, . . . do
3: Perform Hamiltonian simulation to obtain ψ(k)θ .
4: Measure O(θ(k)) = | 〈ψ(k)θ |H1|ψ(k)θ 〉 |.
5: If O(θ(k)) < , exit the loop.
6: Choose θ(k+1) using a classical optimization method.
7: end for
Compared to AQC(p), QAOA has three notable ad-
vantages. The first advantage is that it does not ex-
plicitly require the knowledge of the scheduling func-
tion, or even an upper bound of the condition number
κ. The optimization should automatically (at least in
principle) achieve or even exceed the result obtained by
AQC with the best scheduling function. Second, the
implementation of AQC(p) using an operator splitting
method requires the time interval to be explicitly split
into P ∼ T = O(κ/) intervals. On the other hand, nu-
merical results indicate that the number of intervals P ,
and in fact the runtime T as well in QAOA be smaller.
Third, QAOA can have a much weaker dependence on
 as indicated by our numerical results, which scales as
O(poly(log(1/))) instead of O(−1).
Now we discuss the case when A is not Hermitian pos-
itive definite. First we still assume that A is Hermitian
(but not necessarily positive definite). In this case we
adopt the family of Hamiltonians introduced in [5], which
overcomes the difficulty brought by the indefiniteness of
A at the expense of enlarging the Hilbert space to dimen-
sion 4N (so two ancilla qubits are needed to enlarge the
matrix block). Here we define
H0 = σ+ ⊗ [(σz ⊗ IN )Q+,b] + σ− ⊗ [Q+,b(σz ⊗ IN )]
where Q+,b = I2N − |+, b〉 〈+, b|, and |±〉 =
1√
2
(|0〉 ± |1〉). The null space of H0 is Null(H0) =
4span{|0,−, b〉 , |1,+, b〉}. We also define
H1 = σ+ ⊗ [(σx ⊗A)Q+,b] + σ− ⊗ [Q+,b(σx ⊗A)]
Note that Null(H1) = span{|0,+, x〉 , |1,+, b〉}. There-
fore the solution of the QLSP can be obtained if we can
prepare the zero-energy state |0,+, x〉 of H1.
The family of Hamiltonians for AQC(p) is still given
by H(f(s)) = (1 − f(s))H0 + f(s)H1, 0 ≤ s ≤ 1. Sim-
ilar to the case of Hermitian positive definite matrices,
there is a double degeneracy of the eigenvalue 0, and
we aim at preparing one of the eigenstate via time-
optimal adiabatic evolution. More precisely, for any s,
|1,+, b〉 is always in Null(H(f(s))), and there exists a
state |x˜(s)〉 with |x˜(0)〉 = |0,−, b〉 , |x˜(1)〉 = |0,+, x〉,
such that Null(H(f(s))) = {|x˜(s)〉 , |1,+, b〉}. Such de-
generacy will not influence the adiabatic computation
starting with |0,−, b〉 for the same reason we discussed
for Hermitian positive definite case (also discussed in [5]),
and the error of AQC(p) is still bounded by η(s) given
in Eq. (3).
Furthermore, the eigenvalue 0 is separated from the
rest of the eigenvalues of H(f(s)) by a gap ∆(f(s)) ≥√
(1− f(s))2 + (f(s)/κ)2 (see [5]). For technical simplic-
ity, note that
√
(1− f)2 + (f/κ)2 ≥ (1−f+f/κ)/√2 for
all 0 ≤ f ≤ 1, we define the lower bound of the gap to be
∆∗(f) = (1−f +f/κ)/
√
2, which is exactly proportional
to that for the Hermitian positive definite case. Con-
sider the time schedule defined by Eq. (4). The explicit
schedule for 1 < p ≤ 2 is still given by Eq. (5) due to the
cancellation of the factor
√
2. Properties of AQC(p) with
this time schedule is stated in the following theorem.
Theorem 2. Let A ∈ CN×N be a Hermitian matrix
(not necessarily positive definite) with condition number
κ. For any choice of 1 < p < 2, the AQC(p) scheme
gives
‖PT (1)− |0,+, x〉 〈0,+, x| ‖2 ≤ Cκ/T. (9)
Therefore in order to prepare an −approximation of the
solution of QLSP it suffices to choose the runtime T =
O(κ/). Furthermore, when p = 1, 2, the bound of the
runtime becomes T = O(κ log(κ)/).
The proof of Theorem 2 is basically the same as that
of Theorem 1 and is given in the supplemental materials.
For a general square matrix A ∈ CN×N , we
may transform it into the Hermitian case at the ex-
pense of further doubling the dimension of the Hilbert
space. Introduce the solution of the adjoint QLSP
|y〉 = (A†)−1 |b〉 /‖(A†)−1 |b〉‖2, and consider an extended
QLSP A |x〉 = |b〉 in dimension 2N where
A = σ+ ⊗A+ σ− ⊗A† =
(
0 A
A† 0
)
, |b〉 = |+, b〉 .
Note that A is a Hermitian matrix of dimension 2N ,
with condition number κ and ‖A‖2 = 1, and |x〉 :=
0 10 20 30 40
Condition number 
1000
2000
3000
4000
R
un
tim
e 
T
AQC(1)
vanilla AQC
RM
0 10 20 30 40
Condition number 
0
200
400
600
800
1000
R
un
tim
e 
T
AQC(1)
AQC(1.25)
AQC(1.5)
AQC(1.75)
AQC(2)
QAOA
10-2 10-1 100
101
102
103
R
un
tim
e 
T
AQC(1)
AQC(1.25)
AQC(1.5)
AQC(1.75)
AQC(2)
QAOA
O(1/ )
O(log1.5(1/ ))
Figure 1: Simulation results for the Hermitian positive
definite example. Top: the runtime to reach desired
fidelity (left: 0.99, right: 0.999) as a function of the
condition number. Bottom: a log-log plot of the
runtime as a function of the accuracy with κ = 10.
methods scaling w.r.t. κ scaling w.r.t. 1/
vanilla AQC 2.2022 /
RM 1.4912 /
AQC(1) 1.4619 1.1205
AQC(1.25) 1.3289 1.0530
AQC(1.5) 1.2262 1.0010
AQC(1.75) 1.1197 0.9724
AQC(2) 1.1319 0.9821
QAOA 1.0635 0.6555
QAOA / 1.5889 (w.r.t. log(1/))
Table I: Numerical scaling of the runtime as a function
of the condition number and the accuracy, respectively,
for the Hermitian positive definite example.
1√
2
(|1, x〉 + |0, y〉) solves the extended QLSP. Therefore
we can directly apply AQC(p) for Hermitian matrix A to
prepare an -approximation of x and y simultaneously.
The total dimension of the Hilbert space when applying
AQC(p) becomes 8N for non-Hermitian matrix A (there-
fore three ancilla qubits are needed).
We now report the performance of AQC(p) and QAOA
for Hermitian positive definite and non-Hermitian matri-
ces, together with the performance of RM and vanilla
AQC. The AQC schemes are carried out using a sym-
metric Trotter splitting method with a time step size 0.2.
We use the gradient descent method to optimize QAOA
and record the running time corresponding to the lowest
error in each case. In QAOA we also use the true fidelity
to measure the error. RM is a Monte Carlo method,
and each RM calculation involves performing 50 inde-
pendent runs to obtain the expectation value. We re-
port the runtime of each single RM calculation. We per-
form calculations for a series of 64-dimensional Hermitian
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Figure 2: Simulation results for the non-Hermitian
example. Left: the runtime to reach 0.999 fidelity as a
function of the condition number. Right: a log-log plot
of the runtime as a function of the accuracy with
κ = 10.
methods scaling w.r.t. κ scaling w.r.t. 1/
vanilla AQC 2.1980 /
RM / /
AQC(1) 1.4937 0.9611
AQC(1.25) 1.3485 0.9249
AQC(1.5) 1.2135 0.8971
AQC(1.75) 1.0790 0.8849
AQC(2) 1.0541 0.8966
QAOA 0.8907 0.5626
QAOA / 0.8843 (w.r.t. log(1/))
Table II: Numerical scaling of the runtime as a function
of the condition number and the accuracy, respectively,
for the non-Hermitian example.
positive definite dense matrices A1, and 32-dimensional
non-Hermitian dense matrices A2 with varying condition
number κ (see supplemental materials for details).
Fig 1 shows how the total runtime T depends on the
condition number κ and the accuracy  for the Hermitian
positive definite case. The numerical scaling is reported
in Table I. For the κ dependence, despite that RM and
AQC(1) share the same asymptotic complexity with re-
spect to κ, we observe that the preconstant of RM is
significantly larger. In fact, up to κ = 30 the runtime of
RM is higher than that of the vanilla AQC, though the
asymptotic scaling of the vanilla AQC is indeed at least
O(κ2). When higher fidelity (0.999) is desired, the cost of
the RM as well as vanilla AQC becomes too expensive,
and we only report the timing of AQC(p) and QAOA.
We find that the runtime for QAOA and AQC(p) de-
pends approximately linearly on κ, while QAOA has the
smallest runtime overall. It is also interesting to observe
that although the asymptotic scaling of both AQC(1) and
AQC(2) is bounded by O(κ log κ) instead of O(κ), the
numerical performance of AQC(2) is much better than
AQC(1); in fact, the scaling is very close to that with
the optimal value of p. For the  dependence, the scal-
ing of AQC(p) is O(1/), which agrees with the error
bound. The numerical scaling of QAOA with respect to
 is found to be onlyO(log1.5(1/)), which is much weaker
than that of AQC(p).
Fig 2 and Table II demonstrate the simulation results
for non-Hermitian matrices. RM was only originally for-
mulated for Hermitian matrices [5], and therefore is ex-
cluded in the study here. We remark that our generaliza-
tion based on the adjoint solution should be applicable to
RM as well. We find that again QAOA obtains the opti-
mal performance. The numerical scaling of the optimal
AQC(p) is found to be O(κ/), while the time complexity
of QAOA is only around O(κ log(1/)).
In summary, standard error analysis indicates that
the runtime of AQC should be at least O(∆−2−1),
which translates to O(κ2−1) in the context of solving
QLSP. We demonstrate that with the optimal choice of
the scheduling function, the complexity of the AQC(p)
method is readily O(κ−1), which yields the optimal scal-
ing with respect to κ. The improvement is closely related
to the time-optimal AQC for Grover’s search. Numeri-
cal results indicate that AQC(p) can significantly outper-
form the recently proposed randomization method. Due
to the close connection between AQC and QAOA, the
complexity of QAOA for solving QLSP is also O(κ) with
respect to κ. We find that QAOA yields the lowest run-
time among all methods tested in this work, and numeri-
cal results suggest that the runtime complexity of QAOA
is only O(κpoly(log(1/))). This is essentially the opti-
mal scaling that can be expected with respect to both
κ and . Furthermore, the implementation of QAOA is
rather simple and does not even require the prior knowl-
edge of κ to explicitly construct the scheduling function.
The theoretical understanding of the  dependence of
QAOA will be our future work.
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THE GAP OF H(f(s)) FOR THE HERMITIAN POSITIVE DEFINITE A
The Hamiltonian H(f) can be written in the block matrix form as
H(f) =
(
0 ((1− f)I + fA)Qb
Qb((1− f)I + fA) 0
)
. (S1)
Let λ be an eigenvalue of H, then
0 = det
(
λI −((1− f)I + fA)Qb
−Qb((1− f)I + fA) λI
)
= det
(
λ2I − ((1− f)I + fA)Q2b((1− f)I + fA)
)
where the second equality holds because the bottom two blocks are commutable. Thus λ2 is an eigenvalue of ((1 −
f)I + fA)Q2b((1− f)I + fA), and ∆2(f) equals the smallest non-zero eigenvalue of ((1− f)I + fA)Q2b((1− f)I + fA).
Applying a proposition of matrices that XY and Y X have the same non-zero eigenvalues, ∆2(f) also equals the
smallest non-zero eigenvalue of Qb((1− f)I + fA)2Qb.
Now we focus on the matrix Qb((1 − f)I + fA)2Qb. Note that |b〉 is the unique eigenstate corresponding to the
eigenvalue 0, all eigenstates corresponding to non-zero eigenvalues must be orthogonal with |b〉. Therefore
∆2(f) = inf
〈b|ϕ〉=0,〈ϕ|ϕ〉=1
〈
ϕ
∣∣Qb((1− f)I + fA)2Qb∣∣ϕ〉
= inf
〈b|ϕ〉=0,〈ϕ|ϕ〉=1
〈
ϕ
∣∣((1− f)I + fA)2∣∣ϕ〉
≥ inf
〈ϕ|ϕ〉=1
〈
ϕ
∣∣((1− f)I + fA)2∣∣ϕ〉
= (1− f + f/κ)2,
and ∆(f) ≥ ∆∗(f) = 1− f + f/κ.
RELATIONS AMONG DIFFERENT MEASUREMENTS OF ACCURACY
The quantum adiabatic theorem [10, Theorem 3] states that for any 0 ≤ s ≤ 1,
|1− 〈ψT (s)|P (s)|ψT (s)〉 | ≤ η2(s).
We will show that η(s) also serves as an error bound for the density distance and 1− η2(s) bounds the fidelity from
below.
Note that |b¯〉 is the eigenstate for both H0 and H1 corresponding the 0 eigenvalue, we have H(f(s)) |b¯〉 = ((1 −
f(s))H0 + f(s)H1) |b¯〉 = 0, and thus dds 〈b¯|ψT (s)〉 = 0. Together with the initial condition 〈b¯|ψT (0)〉 = 0, the overlap
of |b¯〉 and |ψT (s)〉 remains to be 0 for the whole time period, i.e. 〈b¯|ψT (s)〉 = 0. Since P (s) = |x˜(s)〉 〈x˜(s)|+ |b¯〉 〈b¯| is
a rank-2 projector, we have P (s) |ψT (s)〉 = |x˜(s)〉 〈x˜(s)|ψT (s))〉. Therefore the error used in the adiabatic theorem
becomes
|1− 〈ψT (s)|P (s)|ψT (s)〉 | = |1− 〈ψT (s)|x˜(s)〉 〈x˜(s)|ψT (s)〉 | = 1− |〈ψT (s)|x˜(s)〉|2 .
Since |〈ψT (s)|x˜(s)〉|2 is exactly the fidelity FT , the fidelity can be bounded from below by 1− η2(1).
Furthermore, by using Tr [|x˜(s)〉 〈x˜(s)|ψT (s)〉 〈ψT (s)|] = | 〈ψT (s)|x˜(s)〉 |2, the distance between |ψT (s)〉 〈ψT (s)| and
|x˜(s)〉 〈x˜(s)| can be bounded by the error of the fidelity as
‖ |ψT (s)〉 〈ψT (s)| − |x˜(s)〉 〈x˜(s)| ‖22
≤‖ |ψT (s)〉 〈ψT (s)| − |x˜(s)〉 〈x˜(s)| ‖2F
=2− 2| 〈ψT (s)|x˜(s)〉 |2,
which implies
‖ |ψT (s)〉 〈ψT (s)| − |x˜(s)〉 〈x˜(s)| ‖2 ≤
√
2− 2| 〈ψT (s)|x˜(s)〉 |2 ≤
√
2η(s).
2PROOF OF THEOREM 1 AND THEOREM 2
The proof of Theorem 1 and Theorem 2 can be completed by carefully analyzing the κ-dependence of each term in
η(s) given in Eq. (3). Note that in both cases H(f) = (1− f)H0 + fH1, and we introduce a constant c′ with c′ = 1
for the proof of Theorem 1 and c′ = 1/
√
2 for the proof of Theorem 2 due to the different scaling parameter of ∆∗(f).
We first compute the derivatives of H(f(s)) by chain rule as
H(1)(s) =
d
ds
H(f(s)) =
dH(f(s))
df
df(s)
ds
= (H1 −H0)cp∆p∗(f(s)),
and
H(2)(s) =
d
ds
H(1)(s) =
d
ds
((H1 −H0)cp∆p∗(f(s)))
= (H1 −H0)cpp∆p−1∗ (f(s))
d∆∗(f(s))
df
df(s)
ds
= c′(−1 + 1/κ)(H1 −H0)c2pp∆2p−1∗ (f(s)).
Then the first two terms of η(s) can be rewritten as
‖H(1)(0)‖2
T∆2(0)
+
‖H(1)(s)‖2
T∆2(f(s))
≤ ‖H
(1)(0)‖2
T∆2∗(0)
+
‖H(1)(s)‖2
T∆2∗(f(s))
=
‖(H1 −H0)cp∆p∗(f(0))‖2
T∆2∗(0)
+
‖(H1 −H0)cp∆p∗(f(s))‖2
T∆2∗(f(s))
≤C
T
(
cp∆
p−2
∗ (0) + cp∆
p−2
∗ (f(s))
)
≤C
T
(
cp∆
p−2
∗ (0) + cp∆
p−2
∗ (1)
)
Here C stands for a general positive constant independent of s,∆, T . To compute the remaining two terms of η(s),
we use the following change of variable
u = f(s′), du =
d
ds′
f(s′)ds′ = cp∆p∗(f(s
′))ds′,
and the last two terms of η(s) become
1
T
ˆ s
0
‖H(2)‖2
∆2
ds′ ≤ 1
T
ˆ s
0
‖H(2)‖2
∆2∗
ds′
=
1
T
ˆ s
0
‖c′(−1 + 1/κ)(H1 −H0)c2pp∆2p−1∗ (f(s′))‖2
∆2∗(f(s′))
ds′
=
1
T
ˆ f(s)
0
‖c′(−1 + 1/κ)(H1 −H0)c2pp∆2p−1∗ (u)‖2
∆2∗(u)
du
cp∆
p
∗(u)
≤C
T
(
(1− 1/κ)cp
ˆ f(s)
0
∆p−3∗ (u)du
)
≤C
T
(
(1− 1/κ)cp
ˆ 1
0
∆p−3∗ (u)du
)
,
3and similarly
1
T
ˆ s
0
‖H(1)‖22
∆3
ds′ ≤ 1
T
ˆ s
0
‖H(1)‖22
∆3∗
ds′
=
1
T
ˆ s
0
‖(H1 −H0)cp∆p∗(f(s′))‖22
∆3∗(f(s′))
ds′
=
1
T
ˆ f(s)
0
‖(H1 −H0)cp∆p∗(u)‖22
∆3∗(u)
du
cp∆
p
∗(u)
≤C
T
(
cp
ˆ f(s)
0
∆p−3∗ (u)du
)
≤C
T
(
cp
ˆ 1
0
∆p−3∗ (u)du
)
.
Summarize all terms above, an upper bound of η(s) is
η(s) ≤ C
T
{(
cp∆
p−2
∗ (0) + cp∆
p−2
∗ (1)
)
+
(
(1− 1/κ)cp
ˆ 1
0
∆p−3∗ (u)du
)
+
(
cp
ˆ 1
0
∆p−3∗ (u)du
)}
=
C
T
{
c′p−2
(
cp + cpκ
2−p)+ ((1− 1/κ)cp ˆ 1
0
∆p−3∗ (u)du
)
+
(
cp
ˆ 1
0
∆p−3∗ (u)du
)}
.
Finally, since for 1 < p < 2
cp =
ˆ 1
0
∆−p∗ (u)du =
c′−p
p− 1
κ
κ− 1(κ
p−1 − 1),
and ˆ 1
0
∆p−3∗ (u)du =
c′p−3
2− p
κ
κ− 1(κ
2−p − 1),
we have
η(s) ≤C
T
{ κ
κ− 1(κ
p−1 − 1) + κ
κ− 1(κ− κ
2−p)
+
κ
κ− 1(κ
p−1 − 1)(κ2−p − 1) +
(
κ
κ− 1
)2
(κp−1 − 1)(κ2−p − 1)
}
.
The leading term of the bound is O(κ/T ) when 1 < p < 2.
Now we consider the limiting case when p = 1, 2. Note that the bound for η(s) can still be written as
η(s) ≤ C
T
{(
cp∆
p−2
∗ (0) + cp∆
p−2
∗ (1)
)
+
(
(1− 1/κ)cp
ˆ 1
0
∆p−3∗ (u)du
)
+
(
cp
ˆ 1
0
∆p−3∗ (u)du
)}
=
C
T
{
c′p−2
(
cp + cpκ
2−p)+ (1− 1/κ)cpc3−p + cpc3−p}.
Straightforward computation shows that
c1 =
ˆ 1
0
∆−1∗ (u)du =
1
c′
κ
κ− 1 log(κ)
and
c2 =
ˆ 1
0
∆−2∗ (u)du =
1
c′2
κ
κ− 1(κ− 1).
Hence when p = 1, 2,
η(s) ≤ C
T
{
c′p−2
(
cp + cpκ
2−p)+ (1− 1/κ)c1c2 + c1c2} ≤ Cκ log(κ)
T
.
This completes the proof of Theorem 1 and Theorem 2.
4DETAILS OF THE NUMERICAL EXAMPLES
For concreteness, for the Hermitian positive definite example, we choose A = UΛU†. Here U is an orthogonal
matrix obtained by Gram-Schmidt orthogonalization (implemented via a QR factorization) of the discretized periodic
Laplacian operator given by
L =

1 −0.5 −0.5
−0.5 1 −0.5
−0.5 1 −0.5
. . . . . . . . .
−0.5 1 −0.5
−0.5 −0.5 1

. (S2)
Λ is chosen to be a diagonal matrix with diagonals uniformly distributed in [1/κ, 1]. More precisely, Λ =
diag(λ1, λ2, · · · , λN ) with λk = 1/κ + (k − 1)h, h = (1 − 1/κ)/(N − 1). Such construction ensures A to be a
Hermitian positive definite matrix which satisfies ‖A‖2 = 1 and the condition number of A is κ. We choose
|b〉 = ∑Nk=1 uk/‖∑Nk=1 uk‖2 where {uk} is the set of the column vectors of U . Here N = 64.
For the non-Hermitian positive definite example, we choose A = UΛV †. Here U and Λ are the same as those in the
Hermitian positive definite case, except that the dimension is reduced to N = 32. V is an orthogonal matrix obtained
by Gram-Schmidt orthogonalization of the matrix
K =

2 −0.5 −0.5
−0.5 2 −0.5
−0.5 2 −0.5
. . . . . . . . .
−0.5 2 −0.5
−0.5 −0.5 2

. (S3)
Such construction ensures A to be non-Hermitian, satisfying ‖A‖2 = 1 and the condition number of A is κ. We choose
the same |b〉 as that in the Hermitian positive definite example.
