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In this work we consider the problem of exact controllability of the linear
LotkaMcKendrick model of population dynamics. We establish an observability
inequality and show that any initial condition can be steered into any quasi steady
state by a distributed control, except for a small interval of ages near zero. In
contrast with that we observe that the boundary control is more efficient in the
sense that it controls the entire population. The biological implication of our
conclusions is that a closed population is more efficiently controlled through birth
control as opposed to migration and eradication. In particular, this supports the
‘‘trap-alter-release’’ method for controlling a population of stray cats as opposed to
the ‘‘trap and kill’’ method.  2001 Academic Press
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1. INTRODUCTION
Population control is the process of forcing a population or some of its
subclasses to assume a specified-in-advance behavior. The intervention
policy needed to produce the desirable result constitutes the controller. In
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general, not all systems can be brought to a given state. In this paper we
investigate the possibility of controlling an age-structured population which
Žoutside the control strategy is a closed population that is, it has time-inde-
.pendent birth and death rates . We assume that the control-free popula-
tion is described by the classical linear LotkaMcKendrick system. It is
 known from the general theory 11 that all nontrivial solutions of the
LotkaMcKendrick system are asymptotically exponentially growing or
decaying, if the so-called net reproduction rate is greater than one or less
than one, respectively. Moreover, a time-independent steady state exists
only if the net rate is one, and in this case all nontrivial solutions tend to
the steady state. In this work we are interested in manipulating the
population through migration or birth control so that it achieves a time-in-
dependent state in finite time independent of its intrinsic growth rate.
Harvesting of natural or farmed populations, such as plants and fish,
controlling of pests and parasites, such as aphids and lice, and containing
disease distribution through vaccination and other control measures are
just a few of many useful and economically significant applications of the
mathematical optimization theory to population control. The problem of
control and optimal harvesting of populations has been widely investigated
in the literature with differing scope and rigorousness. Early work on the
topic consider the problem of deterministic harvesting, ignoring the age
Ž   .structure see 9 and the references cited therein . The first investigation
of the problem of harvesting a discrete-age-structured population is at-
 tributed to Lefkovitch 17, 18 and was treated after that by several
authors. Discussion of an optimal harvesting strategy for a continuous
age-structured model was published as early as 1980 by Rorres and Fair
 22 . Rorres and Fair assume that the control strategy is time-independent
and show that in the case when it is unbounded it should be impulsive and
bimodal. Optimal control of both discrete and continuous population
 processes is the topic of discussion in 25, Chap. 8 .
The problem of optimal harvesting of a population represented by the
 McKendrick equations is considered in 20 . Murphy and Smith optimize a
discounted yield on an infinite time horizon. They reduce the original
system to a system of ODEs. They show the existence of optimal control
Žand demonstrate that the optimal control is trimodal a result which can
.  be improved . Gurtin and Murphy 12, 13 investigate the optimal control
problem for the nonlinear equations of the population dynamics intro-
 duced by Gurtin and MacCamy 14 . They make appropriate assumptions
which allow the system of nonlinear PDEs to be reduced to a system of
nonlinear ODes. The harvesting strategy is restricted to being age-inde-
   pendent. A similar problem is considered in 21 . Brauer 5 investigates
the impact of constant harvesting or age-structured time-independent
 harvesting 6 on a nonlinear age-dependent population and considers
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various combinations of the assumptions on the birth and death rates and
their dependence on age and the total population size. An optimal harvest-
ing problem for the nonlinear GurtinMacCamy equations of population
  dynamics with separable death rate as described in 7 is considered in 1,
4 . The linear LotkaMcKendrick model with periodic vital rates and a
 periodic forcing term is considered in 2 . The optimal control has been
shown there to be of the bangbang type. Medhin also considers both a
finite and an infinite horizon optimal harvesting problem in age-structured
 populations 19 . A problem of optimal harvesting for a two-stage age-de-
 pendent population has been treated in 8 . The authors look for a solution
among the set of functions which are linear combinations of Dirac delta
functions and establish that the optimal strategy is trimodal. They con-
Ž .clude that for an n-stage population the optimal strategy will be n 1 -
modal.
The main biological implication of our work is the fact that populations
are more efficiently controlled through birth control than through eradica-
tion programs and migration. In particular, our analysis shows that the
distributed control is less efficient than the boundary control since bound-
ary control leads to control of all age classes while distributed control
omits a small age group of newborns. In fact, our conclusion finds support
in the area of population control. The National Pet Alliance executed a
 survey 24 that shows that reproduction intervention with unowned stray
cats has a greater impact on the regulation of their numbers than does the
eradication strategy. The eradication strategy, most commonly referred to
as the ‘‘trap and kill’’ method, traditionally consists of capturing and killing
the cat. However, this method does not work very well since the problem
persists and the shelters are still full of cats. A major reason for this is that
as soon as a cat has been removed a new one moves in to take over the
 food source 23 . An alternative solution, which is recently being advocated
as not only more humane but also more efficient, is the so-called ‘‘trap-al-
ter-release’’ method where the female cats are caught, neutered, and
released. This way the altered cats guard their food source but do not
produce progeny. This method has been successfully applied at Stanford
University to keep the cat population there under control.
Evidence in support of our conclusion can also be found in the area of
control of human populations, in particular, in the field of mathematical
  Ždemography. Keyfitz 16 uses the Lotka integral equation which is an
.integral version of our model to examine the effect of various control
measures, mostly birth control and emigration, on the intrinsic rate of
natural increase of a population. He compares the ‘‘effort’’ necessary to
bring the intrinsic growth rate from some positive quantity to zero.
Although his approach and the mathematical tools and techniques he
employs are somewhat different than the ones we use in this paper, he also
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reaches the conclusion that ‘‘Emigration is not the easiest means of
population control.’’
The main results of this paper are formulated in Section 2 and proved in
Sections 4 and 5. The most important ingredient of the proof of Theorem 1
is an observability inequality for the dual system which is presented in
Lemma 1 and is also interesting in itself. Lemma 1 constitutes the main
part of Section 3. In Section 6 we give our conclusions and an outline of
our further investigations.
2. SETTING OF THE PROBLEM AND MAIN RESULTS
This work is concerned with the exact controllability in finite time of the
LotkaMcKendrick equations of population dynamics; namely, we con-
sider the system
l a, t  l a, t   a l a, tŽ . Ž . Ž . Ž .t a 0
m a u a, t , a, t Q,Ž . Ž . Ž .
a†
l 0, t   a l a, t da, t 0, T ,Ž . Ž . Ž . Ž .H 0
0
2.1Ž .
l a, 0  l a , a 0, a ,Ž . Ž . Ž .0 †
Ž . Ž . Ž .where l a, t is the age-specific density of the population,  a and  a0 0
Ž . Ž .respectively denote fertility and mortality, and Q 0, a  0, T . The†
Ž . Ž .term m a u a, t represents a migration process that is supposed to be
Ž . Ž .under control: m a is the characteristic function of the interval 0, a0
Ž .where 0 a  a which implies that our intervention can be restricted0 †
to the younger age groups. We are interested in the exact controllability of
Ž .2.1 to a time-independent function l which satisfies the equations
l a   a l a m a w a , a 0, aŽ . Ž . Ž . Ž . Ž . Ž .a 0 †
2.2Ž .a†
l 0   a l a da, t 0, TŽ . Ž . Ž . Ž .H 0
0
2Ž .for some function w L 0, a . An easy calculation shows that the†
Ž .solution of 2.2 is given by
a  aŽ .0
l a  c a  m  w  d 2.3Ž . Ž . Ž . Ž . Ž .H0  Ž .0 0
Ž . 	H a0 0Ž . dwhere  a  e is the probability of survival of an individual0
Ž  .from age 0 to age a see, for example, 15 and c is determined through
a a  aŽ .† 0
1	R c  a w  d da, 2.4Ž . Ž . Ž . Ž .H H0  Ž .0 0 0
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where R is the reproductive number of the population given by
a†
R  a  a da. 2.5Ž . Ž . Ž .H 0 0
0
Ž .Thus l a will be meaningful, that is, nonnegative, if and only if w satisfies
a a  aŽ .† 0
 a w  d da 0 when R 1,Ž . Ž .H H0  Ž .0 0 0
a a  aŽ .† 0
 a w  d da 0 when R 1,Ž . Ž .H H0  Ž .0 0 0 2.6Ž .
a a  aŽ .† 0
 a w  d da 0 when R 1.Ž . Ž .H H0  Ž .0 0 0
Ž .We will call a nonnegative solution of 2.2 a quasi steady state solution.
The motivation for this choice of the final state, rather than an arbitrary
final state, is the following: we want to steer the population to an age
distribution, using possibly an age- and time-dependent control, but then
we want to be able to maintain that age distribution indefinitely by
applying constant-in-time control. In particular, if we use the control
Ž . Ž .u a, t to bring the population to the distribution l a , then the population
Ž .dynamics will satisfy 2.2 and we will be able to maintain the distribution
Ž . Ž . Ž . Ž .l a indefinitely using the control w a : In Eqs. 2.1 and 2.2 , the
 .functions  ,  are measurable functions on 0, a satisfying the follow-0 0 †
ing conditions which stem from their physical meaning
a†1  0,   L 0, a ,  a da .Ž .Ž . H0 0 loc † 0
0
 
 0,   L 0, a .Ž .0 0 † 2.7Ž .
l 
 0, l  L1 0, a .Ž .0 0 †
These assumptions will be in effect throughout this work so that exis-
Žtence and uniqueness of a solution is guaranteed, in the sense see for
 .instance 15
1
lim l a h , t h 	 l a, tŽ . Ž .
hh0
 	 a l a, t a.e. in 0, a  0, T ,Ž . Ž . † 2.8Ž .
l a, t is continuous for a t and satisfies 2.1.ii for t 0,Ž . Ž .
l a, 0  l a a.e. in 0, a .Ž . Ž .0 †
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Ž .We note that the solution of the system 2.1 in implicit form is obtained
by integration along the characteristic lines and is given by
l a	 t  aŽ . Ž .0 0
 a	 tŽ .0
 aŽ .t 0 m a	  u a	  , t	  d ,Ž . Ž .H
 a	 Ž .0 0l a, t  2.9Ž . Ž .a
 t ,
l 0, t	 a  aŽ . Ž .0
a  aŽ .0 m a	  u a	  , t	  d ,Ž . Ž .H
 a	 Ž .0 0
a t .
Ž .In addition, the solution of 2.1 satisfies the weak formulation
	D a, t   a  a, t 	  a  0, t l a, t da dtŽ . Ž . Ž . Ž . Ž . Ž .Ž .H 0 0 	
Q
a†
 mu  da dt l a  a, 0 da, 2.10Ž . Ž . Ž .H H	 0
Q 0
where the test functions  satisfy the following conditions:
 a, t  L2 Q ,Ž . Ž .
D a, t  L2 Q ,Ž . Ž .
 a, T  0 a 0, a ,Ž . Ž .†
2.11Ž .
 a  a, t  L2 Q .Ž . Ž . Ž .0
Ž  .Using a standard argument e.g. the one in 2 we can see that the
Ž .solution of 2.1 is also the unique solution in the weak sense defined
above.
Ž .In Eq. 2.1 the function u is a distributed control variable which for the
2Ž .sake of simplicity will be taken in L 0, a . The function mu could be†
Ž . Ž .viewed as a controller with support in the domain Q  0, a  0, T .0 0
Roughly speaking, the main result of this paper, Theorem 1 below,
amounts to saying that for T
 a the population l can be steered into any†
quasi steady state l in a finite time T. Namely, we have
THEOREM 1. Let 0 
 a and a  T a  
 . Then for each l 0 † † 0
2 
 2Ž . Ž . Ž .L 0, a and any function l satisfying 2.2 there is u  L Q such that†

ul a, T  l a a 
 , a . 2.14Ž . Ž . Ž .†
BARBU, IANNELLI, AND MARTCHEVA148
Moreoer, we hae
aC † 22
u a, t 	 w a da dt l a 	 l a da 2.15Ž . Ž . Ž . Ž . Ž .Ž . Ž .H H 02
Q 00
where C is a constant independent of 
 , l , and l.0
u Ž . Ž .Here l is the solution to 2.1 . The inequality 2.15 represents the cost
 of controlling the initial state l to the final state l on the interval 
 , a .0 †
In addition, taking into account the fact that 0 
 a , this also says that0
the cost of control is inversely proportional to a .0
A similar result is true for the boundary control system
l a, t  l a, t   a l a, t  0, a, t Q,Ž . Ž . Ž . Ž . Ž .t a 0
a†
l 0, t   a l a, t da t , t 0, T ,Ž . Ž . Ž . Ž . Ž .H 0
0
2.12Ž .
l a, 0  l a , a 0, a ,Ž . Ž . Ž .0 †
2Ž . Ž .where   L 0, T . We show that the boundary control  t can be
0 0Ž . Ž . Ž . Ž .chosen so that the solution of 2.12 satisfies l a, T  l a where l a is
the solution of the system
0 0l a   a l a  0, a 0, aŽ . Ž . Ž . Ž .a 0 †
2.13Ž .a†0 0l 0   a l a da k , t 0, T .Ž . Ž . Ž . Ž .H 0
0
0Ž . Ž . Ž .The solution is given by l a  c a where 1	R c k and will be0
meaningful if k 0 when R 1, k 0 when R 1, and k 0 when
R 1. We will assume throughout this paper that k is an arbitrary
constant which has the appropriate sign depending on the reproductive
Ž .number of the population. As before, we will call the solution of 2.13 a
quasi steady state solution. Results on the boundary control problem
 above are also obtained with more abstract techniques in 10 . Here we
prove
2Ž .THEOREM 2. Let T a . Then for each l  L 0, a and any quasi† 0 †
0 2Ž . Ž .steady-state solution l of 2.13 there is a function   L 0, T such that
 0l a, T  l a , a 0, a . 2.16Ž . Ž . Ž .†
 Ž .Here l is the solution to 2.12 . It is quite interesting that the exoge-
nous boundary control  is more efficient than the distributed control u
0 .supported in 0, a as far as it is able to steer to its quasi steady-state l†
the entire interval of ages.
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3. THE OBSERVABILITY INEQUALITY
It is well known that the controllability of a linear system reduces to the
Žobservability of a corresponding dual system. In our case the dual back-
. Ž .ward system associated with 2.1 has the form
p a, t  p a, t 	  a p a, t   a p 0, tŽ . Ž . Ž . Ž . Ž . Ž .t a 0 0
 0, in Q
p a , t  0, t 0, T 3.1Ž . Ž .Ž .†
p a, T  p a , a 0, a .Ž . Ž . .0 †
The main ingredient of the proof of Theorem 1 is the following observ-
ability inequality.
LEMMA 1. Assume that T a . Let 0 
 a be arbitrary but fixed† 0
and sufficiently small. Then there is a constant C 0 independent of 
 and p
such that we hae
a C 
† 2 2 2p a, 0 da p a, t da dt C p a, T da 3.2Ž . Ž . Ž . Ž .H H H2
0 Q 0

Ž . Ž . Ž .for any solution p to 3.1 . Here Q  0, 
  0, T .

Proof. It is more convenient to work with a forward rather than a
Ž .backward problem. Therefore, we make a change of variables. Set q a, t
Ž . Ž . p a 	 a, T	 t . Then 3.1 reduces to†
q a, t  q a, t   a 	 a q a, tŽ . Ž . Ž . Ž .t a 0 †
	 a 	 a q a , t  0, in Q,Ž . Ž .0 † †
q 0, t  0, t 0, T ,Ž . Ž .
3.3Ž .
q a, 0   a , a 0, a ,Ž . Ž . †
Ž . Ž .where  a  p a 	 a . We also set0 †
 a   a 	 a ,Ž . Ž .0 †
 a   a 	 a ,Ž . Ž .0 †
V t  q a , t ,Ž . Ž .†
3.4Ž .
 x , y  e	H yx Ž . d , with y 0, a and x y.Ž . Ž .†
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Ž . Ž .The change of variables above transforms the domain Q  0, 
  0, T

Ž . Ž .into Q  a, a  0, T , where a a 	 
 . Integrating along the char-1 † †
Ž .acteristic lines, we obtain an implicit formula for the solution q of 3.3 ,
q a, t   a	 t , a  a	 tŽ . Ž . Ž .
at
  a	 s  a	 s, a V t	 s ds, a, t Q.Ž . Ž . Ž . Ž .H
0
3.5Ž .
Ž . Ž . Ž .Here we set the convention that  s  0 for s 0. From 3.4 and 3.5
we have
a t†V t   t  a 	 t   s  s V t	 s ds, t 0, T ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . H0 † 0 0
0
3.6Ž .
where
 t   a 	 t , a  e	H t0 0Ž . d , t 0, a . 3.7Ž . Ž .Ž . Ž .0 † † †
Ž . Ž .Note that lim  z, a  0 and also that lim  t  0.z 0 t a 0†
Ž .Next, we use Gronwall’s inequality and 3.6 to derive an estimate on
 Ž . V t .
t
V t  C  t  a 	 t   s  a 	 s ds ,Ž . Ž . Ž . Ž .Ž . H0 0 † 0 †
0
t 0, a , 3.8Ž .Ž .†
Ž .where C is a constant independent of 
 . From 3.5 and Holder’s¨0
inequality we obtain another helpful inequality,
t2 2 2 2 a	 t , a  a	 t  C q a, t  V s ds , a, t Q,Ž . Ž . Ž . Ž . Ž .H1
0
3.9Ž .
Ž .and, using 3.8 , we have
t t2 2 2V s ds C  s  a 	 s ds, t 0, a .Ž . Ž . Ž . Ž .H H2 0 † †
0 0
Ž .Finally, inequality 3.9 and the inequality above yield
t2 2 2 2 2 a	 t , a  a	 t  C q a, t   s  a 	 s ds ,Ž . Ž . Ž . Ž . Ž .H 0 †
0
a, t Q : t a, 3.10Ž . Ž .
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with some constant C independent of 
 . Let 
 be chosen so that
Ž .
 14C where C is the constant in 3.10 . Let  be sufficiently small
Ž . Žsuch that 
2  
 and a N integer . Set a  a 	 i i† i †
.0, . . . , N .
We begin the main part of the proof by considering a triangulation in
Ž . Ž .the domain Q  a , a  0, T which consists of finite number of 1 †
triangles,
D , D , D , . . . , D , D , D , 3.11Ž .0 1 1 N	1 N	1 N
Ž .that are defined as see Fig. 1
D  a, t : a  a a , i t a	 aŽ . 4i 1 † i1
3.12Ž .
D  a, t : a  a a , a	 a  t i .Ž . 4i 1 † i
We have that
a 	 a  a 	 a   , i 1, . . . , N	 1.i i1 † 1
FIGURE 1
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Ž .We integrate 3.10 on D , keeping in mind that D Q .i i 1
 2 a	 t , a  2 a	 t dt daŽ . Ž .H
Di
t2 2 2 C q da dt  s  a 	 s ds dt da . 3.13Ž . Ž . Ž .H H H 0 †
Q D 01 i
We estimate the integral on the left-hand side and the triple integral on
the right-hand side.
 2 a	 t , a  2 a	 t dt daŽ . Ž .H
Di
a a	a† i1 2 2
  a	 t , a  a	 t dt daŽ .Ž .H H †
a i1
ai 2 2 a 	    , a   d 3.14Ž . Ž . Ž . Ž .H i †
ai1
for i 1, . . . , N	 1.
Similarly,
t 2 2 s  a 	 s ds dt daŽ . Ž .H H 0 †
D 0i
a a	a a† i1 † 2 2  a 	 s  s ds dt daŽ . Ž .H H H 0 †
a i a 	t1 †
a a 	a a† † i1 † 2 2  a 	 s  s ds dt daŽ . Ž .H H H 0 †
a i a 	t1 †
a a† †2 2 2 2 2 2   a 	 s  s ds   s, a  s ds 3.15Ž . Ž . Ž . Ž . Ž .H H0 † †
a ai1 i1
for i 1, . . . , N	 1.
Ž . Ž . Ž .Hence, from 3.13 , using 3.14 and 3.15 , we obtain
ai 2 2a 	    , a   dŽ . Ž . Ž .H i †
ai1
a†2 2 2 2 C q da dt    , a   d 3.16Ž . Ž . Ž .H H †ž /Q a1 i1
for i 1, . . . , N	 1.
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Ž .Note that the constant C here is the same constant as in 3.10 . Now we
Ž .integrate 3.10 over D , i 1, . . . , N	 1.i
 2 a	 t , a  2 a	 t dt daŽ . Ž .H
Di
t2 2 2 C q da dt  s  a 	 s ds dt da . 3.17Ž . Ž . Ž .H H H 0 †
Q D 01 i
Ž .Transforming the left-hand side as in 3.13 we obtain
ai2 2 2 2 a	 t , a  a	 t dt da
 	 a   , a   dŽ . Ž . Ž . Ž . Ž .H H i1 †
D ai i1
3.18Ž .
for i 1, . . . , N	 1. Also, the triple integral in the right-hand side of
Ž . Ž .3.17 can be transformed as in 3.15 ,
t 2 2 s  a 	 s ds dt daŽ . Ž .H H 0 †
D 0i
a i t† 2 2  s  a 	 s ds dt daŽ . Ž .H H H 0 †
a a	a 01 i
a ai† † 2 2  a 	 s  s ds dt daŽ . Ž .H H H 0 †
a a 	a a 	t1 1 i †
a†2 2 2   a 	 s  s ds dt daŽ . Ž .H 0 †
a 	i†
a†2 2 2   s, a  s dsŽ . Ž .H †
ai
a†2 2 2   s, a  s ds 3.19Ž . Ž . Ž .H †
ai1
for i 1, . . . , N	 1.
Ž . Ž . Ž .Hence, from 3.17 and using 3.18 and 3.19 we derive
ai 2 2	 a   , a   dŽ . Ž . Ž .H i1 †
ai1
a†2 2 2 2 C q da dt    , a   d 3.20Ž . Ž . Ž .H H †ž /Q a1 i1
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Ž .for i 1, . . . , N	 1, where C is the constant from 3.10 . Adding esti-
Ž . Ž .mates 3.16 and 3.20 and dividing by a 	 a   we geti i1
ai 2 2  , a   dŽ . Ž .H †
ai1
a2C †2 2 2 2 q da dt    , a   d 3.21Ž . Ž . Ž .H H †ž / Q a1 i1
for i 1, . . . , N	 1.
Set now
ai 2 2u    , a   d , i 1, . . . , N	 1,Ž . Ž .Hi †
ai1
Ž .then from 3.21
ia2C †2 2 2 2u  q da dt    , a   d  2C uŽ . Ž . ÝH Hi † jž / Q a1 1 j1
3.22Ž .
for i 1, . . . , N	 1. So by the discrete Gronwall inequality we have
ai 2 2  , a   dŽ . Ž .H †
ai1
a2C †2 2 2 2 q da dt    , a   d 3.23Ž . Ž . Ž .H H †i ž /Q a 1	 2CŽ . 1 1
for i 1, . . . , N	 1. Now, adding these inequalities for all i 1, . . . , N	
1 and recalling that a  a 	N 0, we getN †
a1 2 2  , a   dŽ . Ž .H †
0
a1 †2 2 2 2 q da dt    , a   dŽ . Ž .H H †N2 ž /Q a 1	 2CŽ . 1 1
4C a† ae †2 2 2 2 q da dt    , a   d . 3.25Ž . Ž . Ž .H H †2 ž / Q a1 1
1Ž .The last inequality in 3.25 is valid since 2C 2C
 and2
N1 1
4CN  e .N ž /1	 2CŽ .1	 2CŽ .
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Now, since we have the trivial estimate
a† 2 2  , a   dŽ . Ž .H †
a1
4C a† ae †2 2 2 2 q da dt    , a   d , 3.26Ž . Ž . Ž .H H †2 ž / Q a1 1
Ž .adding this to 3.25 we obtain
a† 2 2  , a   dŽ . Ž .H †
0
aC †2 2 2 2 q da dt    , a   d 3.27Ž . Ž . Ž .H H †2 ž / Q a 	1 †
where C here is a new constant independent of 
 and  .
Ž . a† 2Ž .We finish the proof by using estimate 3.27 to bound H q a, T da. By0
Ž .3.5 we have
a
q a, T   a	  , a  a	  V T	  d .Ž . Ž . Ž . Ž .H
0
Ž .Squaring both sides, using inequality 3.8 , we obtain
a
2 2 2q a, T  C  T	   a 	 T Ž . Ž . Ž .H 0 †
0
a 	† 2 2  s  a 	 s ds dŽ . Ž .H 0 †
0
a† 2 2 C    a 	  d .Ž . Ž .H 0 †
0
Therefore,
a a† †2 2 2q a, T da C    a 	  d .Ž . Ž . Ž .H H 0 †
0 0
Ž . Ž . Ž .Recall that  a 	 s   s, a . Hence, from 3.27 we see that0 † †
a a† †2 2 2q a, T da C    a 	  dsŽ . Ž . Ž .H H 0 †
0 0
aC †2 2 2 2 q da dt    , a   d .Ž . Ž .H H †2 ž / Q a 	1 †
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From here, using the relation 
2  
 , we derive the required in-
equality for q:
a aC† †2 2 2q a, T da q da dt C   d .Ž . Ž .H H H2
0 Q a 	
1 †
Therefore, we obtain after a change of variables
a C 
† 2 2 2p a, 0 da p da dt C p  d ,Ž . Ž .H H H 02
0 Q 0

where C is a constant independent of 
 and  . This completes the proof
of Lemma 1.
4. CONTROLLABILITY BY MIGRATION
This section is devoted to the proof of Theorem 1. Thus, let 0 
 a0
Ž . Ž .be arbitrary but fixed and let l, w be any pair satisfying 2.2 with
2Ž .w L 0, a . We first prove the theorem for T a . To this purpose we† †
consider the optimal control problem: minimize
a1 † 22u	 w da dt l a, T 	 l a daŽ . Ž . Ž .Ž .H H
	Q 
0

 2
 l a, T 	 l a da 4.1Ž . Ž . Ž .Ž .H
0
Ž . Ž .subjected to the state system 2.1 . For each 	 0, problem 4.1 has a
2Ž . Ž  .unique solution u  L Q given by see 3	
u a, t  w a  p a, t ,  a, t Q , 4.2Ž . Ž . Ž . Ž . Ž .	 	 0
Ž  2Ž .. Ž .where p  C 0, T ; L 0, a is the solution to the dual system 3.1 with	 †
the Cauchy final condition
1
p a, T 	  a  1	  a l a, T 	 l a a 0, a ,Ž . Ž . Ž . Ž . Ž .Ž . .	 	 †ž /	
4.3Ž .
Ž . Ž .where  is the characteristic function of the interval 
 , a and l a, t† 	
Ž . Ž .denotes the solution of 2.1 corresponding to the control u a, t . We note	
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Ž . Ž .that by subtracting 2.2 from 2.1 with l l we obtain	
l 	 l  l 	 l   a l 	 lŽ .Ž . Ž . Ž .	 	 0 	t a
m u 	 w , a, t Q,Ž . Ž .	
a†
l 	 l 0, t   a l 	 l a, t da, t 0, T ,Ž . Ž . Ž . Ž .Ž . Ž .H	 0 	
0
4.4Ž .
l 	 l a, 0  l a 	 l a , a 0, a .Ž . Ž . Ž . Ž .Ž .	 0 †
Ž . Ž . Ž .Then we multiply 4.4 by p , 3.1 with p p by l 	 l, and integrate	 	 	
Ž . Ž .over Q. Using 4.2 and 4.3 we see that
a1 
† 2 22p da dt l a, T 	 l a da l a, T 	 l a daŽ . Ž . Ž . Ž .Ž . Ž .H H H	 	 		Q 
 00
a†
	 p a, 0 l a 	 l a da. 4.5Ž . Ž . Ž . Ž .Ž .H 	 0
0
Ž . Ž . Ž . Ž .We recall that Q  0, a  0, T . Then by 4.3 , 4.5 , Lemma 1, and0 0
the Schwartz inequality it follows that
a1 
† 2 22p da dt l a, T 	 l a da l a, T 	 l a daŽ . Ž . Ž . Ž .Ž . Ž .H H H	 	 		Q 
 00
a†
	 p a, 0 l a 	 l a daŽ . Ž . Ž .Ž .H 	 0
0
12 12a a† † 22 p a, 0 da l a 	 l a daŽ . Ž . Ž .Ž .H H	 0ž / ž /0 0
12C 
 222  l 	 l p a, t da dt l a, T 	 l a daŽ . Ž . Ž .Ž .L Ž0 , a . H H0 	 	† ž /
 Q 0

C 2 12 22  l 	 l  p a, t da dtŽ .L Ž0 , a . H0 	†2 22
 Q

1 
 2
 l a, T 	 l a da.Ž . Ž .Ž .H 	2 0
Hence,
a1 
† 2 22p da dt l a, T 	 l a da l a, T 	 l a daŽ . Ž . Ž . Ž .Ž . Ž .H H H	 	 		Q 
 00
C 2
2  l 	 l 4.6Ž .L Ž0 , a .0 †2
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where C is a constant, independent of 
 and 	. In deriving the above
inequality we have also used the fact that Q Q .
 0
Ž .  4A first consequence of 4.6 is that the sequence mu is bounded in	
2Ž .L Q and
a† 2
lim l a, T 	 l a da 0. 4.7Ž . Ž . Ž .Ž .H 	
	0 

Ž .On the other hand, we note that by putting problem 2.1 in the form
Ž . Ž . Ž .2.9 with l l and u u , integrating the square of l a, t over Q, and	 	 	
Ž .using 4.6 we may easily get the following estimate:
2 2 2     l  C l 	 l  w . 4.8Ž .L L Ž0 , a . L Ž0 , a .ž /	 0 † †
Ž .From here and 4.7 we may conclude that there exists a subsequence such
that
l  l 
 weakly in L2 QŽ .	
mu mu
 weakly in L2 QŽ .	 4.9Ž .

 
l a, T  l a, T , where l a, T  l a , a
 
Ž . Ž . Ž . Ž .	
Ž .The last observation follows from 4.7 .
It remains to be seen that l 
 l u
. We can do that using the weak
Ž .formulation of the problem 2.1 . In fact, since l and u satisfy	 	
	D a, t   a  a, t 	  a  0, t l a, t da dtŽ . Ž . Ž . Ž . Ž . Ž .Ž .H 0 0 	
Q
a†
 mu  da dt l a  a, 0 daŽ . Ž .H H	 0
Q 0
Ž .where the test function  satisfies 2.11 , taking the limit as 	 0 we

 
 Ž .obtain that l , u is a weak solution of the system 2.1 and therefore
l 
 l u
.
This completes the proof for the case T a , but then we can extend†
the result for any time T a  
 . In fact, if u is the control such that†u Ž . Ž . Ž .l a, a  l a for a 
 , a for some 
 , then we define† †
u a, t for t 0, a , a 0, a ,Ž . Ž . Ž .† †
u a, t  4.10Ž . Ž .½ 0 for t a , T , a 0, a ,Ž . Ž .† †
where a  T a  
 . Then it is easy to see that† †
u ul a, t  l a, t for t 0, aŽ . Ž . †
4.11Ž .
ul a, t 	 l a  a, t	 a for t a , T ,Ž . Ž . Ž .† †
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Ž .where  a, t is the solution of the problem
    a   0 a, t  0, a  0, 
Ž . Ž . Ž .Ž .t a 0 †
a†
 0, t   a  a, t da t 0, 
Ž . Ž . Ž . Ž .H 0
0
4.12Ž .
u a, 0  l a, a 	 l a a 0, a .Ž . Ž . Ž . Ž .† †
Ž .Thus, by 2.9 we have
ul a, t 	 l a  a, t	 aŽ . Ž . Ž .†
 aŽ . 0u l a	 t a , a 	 l a	 t aŽ . Ž .ž /† † †  a	 t aŽ .0 †
a t	 a .†
Since by construction we have
ul a	 T a , a 	 l a	 T a  0 if a	 T a  
 ,Ž . Ž .† † † †
we also have
ul a, T 	 l a  0 for a	 T a  
 ,Ž . Ž . †
Ž .or even more so for a 
 . Therefore, with the control u defined in 4.10 ,
uŽ . Ž . Ž .we have l a, T  l a for a 
 , a if 
 a  
	 T. Thus the proof† †
of Theorem 1 is complete.
It is interesting to note that the control u
 constructed in this proof is
actually the solution to the optimal control problem

 22 umin u	 w da dt l a, T 	 l a da 4.15Ž . Ž . Ž . Ž .Ž .H H½ 5
Q 00
subject to the conditions
u ul a, 0  l , l a, T  l a in 
 , a . 4.16Ž . Ž . Ž . Ž .Ž .0 †
BARBU, IANNELLI, AND MARTCHEVA160
Ž .Indeed, let u and l a, T be the corresponding elements that minimize	 	
Ž .4.1 . Then
1 22u 	 w da dt l a, T 	 l a daŽ . Ž . Ž .Ž .H H	 		Q 
0

 2
 l a, T 	 l a daŽ . Ž .Ž .H 	
0

 22 u inf u	 w da dt l a, T 	 l a da , 4.17Ž . Ž . Ž . Ž .Ž .H H½ 5
Q 00
Ž .where the inf on the right-hand side is taken over all u satisfying 4.16 .
From the above inequality we clearly also have

 22u 	 w da dt l a, T 	 l a daŽ . Ž . Ž .Ž .H H	 	
Q 00

 22 u inf u	 w da dt l a, T 	 l a da .Ž . Ž . Ž .Ž .H H½ 5
Q 00
Letting 	 0 we get
2
 
2
 uu 	 w da dt l a, T 	 l a daŽ . Ž . Ž .Ž .H H
Q 00

 22 u inf u	 w da dt l a, T 	 l a daŽ . Ž . Ž .Ž .H H½ 5
Q 00
as claimed.
Ž . Ž .We note also that from estimate 4.6 and equality 4.2 we see that the
estimate
2 2
2 u 	 w da dt C l 	 l 4.18Ž . Ž .H L Ž0 , a .	 0 †
Q0
is valid, so that, letting 	 0, we get the estimate for the control u
,
2 2
 2 u 	 w da dt C l 	 l , 4.19Ž . Ž .H L Ž0 , a .0 †
Q0
where C is a constant, independent of 
 , l , and l.0
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5. CONTROLLABILITY BY BIRTH CONTROL
Here we are concerned with the proof of Theorem 2 that corresponds to
controllability by birth control. This proof is essentially based on Theorem
1. In fact, we take  T	 a and we apply Theorem 1 in the domain†
Ž . Ž .Q  	 , a  0, T to the system †
˜ ˜ ˜l  l   lm a u a, t QŽ . Ž .˜ ˜ ˜t a 0 
a†˜ ˜ ˜l 	 , t   a l a, t da, t 0, TŽ . Ž . Ž . Ž .H 0
	
4.20Ž .
˜ ˜l a, 0  l a a 	 , aŽ . Ž . Ž .0 †
where
 a a 0, aŽ . .0 †
˜ a Ž .0 ½ 0 a 	 , 0Ž .
 a a 0, aŽ . .0 †
 a  4.21Ž . Ž .˜0 ½ 0 a 	 , 0Ž .
l a a 0, aŽ . .0 †l˜ a Ž .0 ½ l 0 a 	 , 0Ž . Ž .0
Ž . Ž .and m a is the characteristic function of 	 , a where a  0. Clearly˜ 0 0
Ž .Theorem 1 is applicable to the system 4.20 because a translation a a
0Ž . Ž .  reduces this system to 2.1 with a different a . Let l be the†
Ž . Ž .solution to 2.13 . We extend it on 	 , a by†
0l a a 0, aŽ . .†0˜l a  4.22Ž . Ž .
0½ l 0 a 	 , 0 .Ž . Ž .
We consider two cases corresponding to R 1 and R 1. First, if
0˜Ž .R 1, then k 0 in 2.13 and it is easy to see that l satisfies the
equations
0˜ 0˜l   a l a  0Ž . Ž .˜a 0
a†0 0˜ ˜ ˜l 	   l a daŽ . Ž .H 0
	
BARBU, IANNELLI, AND MARTCHEVA162
Ž . Ž . 2Ž .on 	 , a we have w 0 . By Theorem 1 there is u L Q such that† 
˜ 0˜Ž . Ž . Ž .l a, T  l a a 	 
 , a where 
 is positive and sufficiently†
˜small. Let l be the restriction of l to Q and let
˜ ˜ t  l 0, t 	 l 	 , t , t 0, T .Ž . Ž . Ž . Ž .
0Ž . Ž . Ž . Ž .  .Clearly, l,  satisfy the system 2.12 and l a, T  l a for all a 0, a†
as desired.
Concerning the case R 1, one can easily see that the solution of
Ž .2.13 is given by
k
0l a   a . 4.23Ž . Ž . Ž .01	R
0Ž .Some computation shows that l a , extended appropriately to the interval
 .	 , a , is also the solution of†
0˜ 0˜l   l m a w a 	 , a ,Ž . Ž .˜ ˜ ˜a 0 †
4.24Ž .a†0 0˜ ˜ ˜l 	   a l a da,Ž . Ž . Ž .H 0
	
 .with m being the characteristic function of the interval 	 , a , where˜ 0
0˜Ž . Ž . Ž .a  0 and w k a   , l 	  k R 1	R . Now we apply Theo-˜0 0
Ž . Ž .rem 1 to the system 4.20 with a final state determined from 4.24 .
0Ž . Ž .Reasoning similar to that used before implies that l a, T  l a for all
 .a 0, a , as desired.†
6. CONCLUDING REMARKS
Theorem 1 and Theorem 2 establish the formal controllability in time to
Ž . Ž .a quasi steady state of the hyperbolic systems 2.1 and 2.12 but these
results are somewhat incomplete in order that the process that they
suggest have full biological meaning.
Ž . ŽŽ .In fact, the physical meaning of the solution of 2.1 , 2.12 , respec-
. Žtively requires not only that the final state of the system is nonnegative a
.condition that can be fulfilled by choice but also that the population
Ž .density l a, t is nonnegative at all times, since even the intermediate
states of the population should be all feasible. Clearly, this cannot be
expected for any choice of the control u. We call choices of the control for
Ž . Ž Ž ..which the corresponding solution of 2.1 or 2.12 satisfies
l a, t 
 0 a.e. in QŽ .
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admissible. The control u 0 is admissible since the control-free popula-
tion is modeled by a nonnegative density. In fact, any control which
satisfies
u a, t 
 0 a.e. in QŽ .
is admissible. Mathematically this fact is not hard to see but it also has a
simple intuitive explanation: if we add individuals to a given population its
density will only increase and hence remain nonnegative. The only open
case which needs further consideration is when the population is also
being controlled by eradication andor emigration, that is, mu takes on
negative values on a subset of Q of positive Lebesgue measure.
Establishing criteria which guarantee that the solution remains nonneg-
ative at all times is not a straightforward process since it requires knowl-
Ž .edge of the pointwise properties of the population density l a, t , knowl-
edge which our proofs do not provide directly. Based on our construction,
we have a better understanding of the pointwise properties of the approxi-
Ž . Ž . Ž .mates l a, t since they solve the system 2.1 and 3.1 . However, showing	
Ž .that l a, t is nonnegative for every 	 is not only not trivial but it may not	
be true and, in any case, is not necessary. A key element in understanding
Ž .the pointwise properties of the limit function l a, t is the pointwise limit
Ž .Ž Ž . Ž ..of the sequence  a l a, T 	 l a 	 as 	 0. The results of our	
numerical simulations turned out unexpected and fairly different from
what our intuition for the pointwise limit of this sequence was suggesting.
Although we believe that we can show the nonnegativity of the solutions of
Ž . ŽŽ . .the system 2.1 2.12 respectively in either case, we are hoping to
expand our understanding of the behavior of the limit system and are
planning to discuss this result more thoroughly elsewhere.
Our biological conclusions, of course, are only valid in the case when the
control is admissible. So we have implicitly assumed that to include
biological implications from our work. Strictly speaking from a mathemati-
cal point of view, however, there are other aspects that ideally have to be
rigorously established before we can claim that the biological results
formally follow from the mathematics presented in this work. In particular,
the observation that using distributed control leads to lack of controllablity
in the early age groups stems from the observability inequality in Lemma 1
whose form, in turn, may be based on the specific techniques applied in
the proof. A natural question is: Is it possible to ‘‘improve’’ the result, that
Ž .is, to prove inequality similar to 3.2 but valid for every 
 and, in
particular, for 
 0? Returning to the intuitive explanation of the prob-
lem, it is somewhat clear that if we are only allowed to manipulate the
numbers of already born individuals there will be some kind of minimal
time lag between the end of the birth process and the moment when any
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control strategy can effectively take action. Consequently, we may expect
that the answer to the question above is ‘‘no,’’ but a rigorous mathematical
justification will definitely help us feel more confident.
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