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ABSTRACT
Many problems in geophysics involve correlation and matching of signals. Linear 
cross correlation methods have limitations in matching signals in which the spacing 
between events changes nonlinearly from signal to signal. These problems require 
differentially stretching and compressing of the signal axes with respect to each other in 
order to align similar events.
A method of correlating events between two signals will be presented which allows 
for nonlinear stretch between signals. It also allows for discontinuities in the stretch as 
in the case of one signal containing a set of events that are missing on the other signal. 
This method represents the relation between events on the two signals in terms of a 
mapping function. The mapping function gives the corresponding position of every event 
on one signal for each event on the other signal. •
The instantaneous spectrum is introduced as a new technique of measuring variations 
of a signal as a function of time and frequency simultaneously. The error for correlating 
any two events is estimated using the instantaneous spectrum. This error estimation 
uses the phase information as well as the amplitude information from the instantaneous 
spectrum. The least error mapping function is determined using Dynamic Programming 
which guarantees that the minimum error mapping function chosen is the global 
minimum.
This correlation technique was used on several synthetic examples including 
correlating two signals where a portion of events is missing on one signal. This occurs 
often in correlating geological events such as with well logs and seismic data. This 
technique was also shown to be effective for trace interpolation of spatially aliased 
seismic data by correlating similar events and doing a linear interpolation between 
similar events. A correlation example was done using real data from a three component 
seismic survey over Silo Field, Wyoming. Nonlinear correlation was used to correlate 
events from a shear wave reflection survey with the compressional wave survey. From
111
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the slope of the resulting mapping function, the velocity ratio between the P and S waves 
was estimated. The results of these nonlinear correlations compare very favorably to 
the results of a visual correlation by a geophysicist.
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INTRODUCTION
Many problems in geophysics involve correlation of sets of signals that are 
nonlinearly stretched and compressed with respect to each other. Examples of this 
include
-comparison of multi-component seismic data 
-following seismic events 
-seismic trace interpolation 
-well log correlation
-correlating well logs to seismic data traces
Linear cross correlation techniques are not adequate for nonlinearly related signals 
because they assume a constant shift between signals and do not allow for stretching and 
compressing of signals.
The purpose of this thesis is to demonstrate a method of correlating nonlinearly 
related signals. One of the goals was to make the method as general as possible without 
having to assume very much about the nature of the data. The desire was to simulate as 
closely as possible the way that a human would visually recognize and correlate patterns 
and to use the same information about the general characteristics of the shape of the 
waveforms that the human observer would use as the basis of correlating similar events.
The method described works for bandlimited data such as seismic data and also for 
data such as well logs that are not as severely bandlimited. The frequency composition of 
the information in relation to the frequency composition of the noise is not crucial. It 
can also handle situations where one of the signals is missing events such as might be the 
case in correlating well logs.
This technique was demonstrated on several example geophysical applications using 
synthetic data as well as a real data example used to correlate separate data sets from a 3 
component reflection seismic survey.
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There may also be numerous applications other than this. The problem of nonlinear 
correlation is not unique to geophysics. While this investigation focuses upon 
geophysical applications, the concepts may apply to many different fields.
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METHOD
Mapping Functions
The standard method of cross correlation assumes that the two time varying signals 
being correlated are related by a constant shift. By correctly determining this shift it 
can correlate similar events. In the more general case the two signals are not related by 
a single shift, instead there may be a different shift for different events. Figure 1 
shows two signals with similar events that can be easily correlated visually. However, 
linear cross correlation techniques would be unable to correlate these signals correctly 
because these techniques assume that all events have the same amount of shift. In these 
cases it is not appropriate to assume a single shift applies for all of the events.
Figure 1. Correlation of two signals which are differentially stretched and compressed 
with respect to each other.
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To describe the relationship of the events a mapping function is used. The mapping 
function gives the relationship between every corresponding pair of events on both of the 
signals and therefore can handle the more general case. The mapping function, Y(x) for 
correlating two signals f(x) and g(y) gives the corresponding y for every x such that the 
X and y represent the same event on both signals (Figure 2). The inverse of this 
mapping function, X(y) gives the x for each y corresponding to the same event. Each 
event on f(x) can correspond to only one event, at most, on g(y). Another restriction 




Figure 2. Mapping function representation for correlating two signals. One function is 
on the X axis and the other is on the y axis. The mapping function gives all of 
the x,y pairs that correspond to the same events.
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Because of the way that the mapping function is defined there are several cases that 
cannot be handled with the mapping function being described. The mapping function 
definition allows for only one event on y for every event on x. This type of mapping 
function will not be adequate for correlations with a repeated set of events such as one 
might find in overthrust type geology. Another restriction is that the mapping function 
is monotonically increasing and therefore correlations in which a set of events are 
overturned cannot be handled with this mapping function definition. In order to handle 
cases such as these the mapping function would have to be redefined to accommodate 
them. These probiems wiii not be addressed in this thesis.
The procedure for determining the mapping function is to first estimate the error of 
correlating any point on x with any point on y. This error estimate is a measure of the 
difference in character of f(x) and g(y) at a given x and y. The result is then a surface 
over the entire region of x and y representing the correlation error. The next step is to 
determine the path through this error surface that has the minimum total error. This 
minimum total error path corresponds to the mapping function.
Measuring Similarity Between Events
The first step necessary for determining the mapping function is to determine an 
appropriate way of measuring the similarity between any two points on each of the 
functions. For the method being described it is preferable to estimate the error instead 
of the similarity. (The normal convention for standard cross correlation is to measure 
the similarity).
Measuring the error between any two points is not straightforward. The method by 
which the error should be calculated depends upon what factors are used to discriminate 
between events. This could be different for different applications where different 
features are important. One possible measure of the error between two points might be 
a simple difference.
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e(x,y)= I f(x)-g(y)
However this scheme may result in many random correlations where the error, e(x,y), 
has a low value but f(x) and g(y) do not correspond to the same event. A good error 
estimation method should reduce the number of random correlations while still giving 
the "true" correlation a low error. Ideally the error estimation should use the same 
type of information that is used to correlate an event visually. In visual correlation, the 
overall shape of the signal is used in the region of the specific event that is to be 
correlated.
instantaneous Spectrum
In order to simulate human pattern recognition it is necessary to capture similar 
information that a human would use about the general character and shape of the events. 
A Fourier transform contains the information about the shape of a curve that is desired 
for estimating the error between two points. However there are some problems with a 
Fourier transform that make it difficult to use for the purpose of characterizing events.
The Fourier transform contains equally weighted information for all x. For the 
purpose of characterizing events, values near to the point of interest should be weighted 
more than values that are very far away.
Another problem is that the phase of the Fourier transform is with respect to the 
origin. Because of this, an impulse at the origin does not have the same phase as an 
impulse at another x. For the purpose of correlating events, an impulse at any x should 
have the same phase.
To remove these problems while still retaining the useful information, a new 
mathematical technique is introduced that measures variations of the signal as a function 
of both position and frequency simultaneously (equation 1). This filter will be referred 
to as the instantaneous spectrum. The purpose of this filter is to break up the function
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into its frequency components within a small region about a specific point, x. Therefore 
it is a function of both x and frequency, k.
7C
“k
F(x,k) -  ^  J f(x -u ) e'k" du ; ksO ( 1 )
There are several important features of this filter that make it useful for the 
purpose of characterizing a waveform and correlating events:
1. The windowing of the instantaneous spectrum is frequency dependent. The 
instantaneous spectrum is a function of k and the limits of the integral depend 
upon k. This is necessary because the amount of resolution that can be obtained 
from a complex exponential depends upon the frequency. The window is set at 
exactly one period for each frequency.
2. The phase of the instantaneous spectrum is with respect to x and not x=0. This
• can be seen by observing that the phase of the impulse response is a function of 
x-xq, where xq is the position of the impulse (see Appendix A). Therefore an
impulse at x=0 has the same phase as an impulse at any other x. This is 
necessary in order to use the phase information to correlate events.
3. The instantaneous spectrum is a function of both time, x and frequency, k. 
Because of the windowing, the instantaneous spectrum also depends upon where in 
the data the window is centered.
The factor of k outside of the integral is necessary to properly weight the different 
frequency components. It is equivalent to dividing by the width of the window.
The purpose of this filter is to break up the function into frequency components just 
as in a Fourier transform but to only look in the immediate neighborhood of the point of 
interest.
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One positive effect of the instantaneous spectrum is that it can use the x information 
that is close to x as well as using the information that is far away. When k is large the 
window is small and high frequency variations near x will affect the instantaneous 
spectrum. When k is small the window is large and low frequency effects from far away 
are measured in the instantaneous spectrum. The region far from x will have less effect 
and will only affect the low frequencies.
Figures 3-4 show the impulse response for the instantaneous spectrum. The 
instantaneous spectrum of any function can be represented as a convolution in time with 
the impulse response (see Appendix A). Figure 5 shows the boxcar response for the 
instantaneous spectrum. For small wavelengths, there are two separate events 
corresponding to the edges of the boxcar. The response of the small wavelengths is 
similar to that of a step function and a negative step function. For large wavelengths, the 
two events are merged together and the response is similar to that of an impulse.
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Error Estimation
The instantaneous spectrum characterizes the curve in the neighborhood of x. This 
is used for estimating the error between a point on f(x) and a point on g(y). First the 




F(x,k) = ^  J f (x-u)  e'ku du
n
G(y,k) = ^  J g ( y - u )  e''^" du
n
k
Since F(x,k) is complex , for each x and k it can be represented as a vector in the 
complex plane, and likewise with G(y,k). An error estimate for (x,y,k) can be found 
by simply taking the difference of these two vectors (Figure 6). The error estimate as a 
function of x, y and k is:
e(x,y,k) = I F(x,k) - G(y,k) I
To get the error as a function of x and y alone the individual errors are summed over 
k to get a total error for the point (x,y). If the data is sampled, k„ cannot be greater
than 7c/ a x . This is because there must be at least 2  samples within the window of the 
instantaneous spectrum.
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Figure 6. Error estimation from the instantaneous spectrum of f(x) and g(y). The 
error is estimated by subtracting the complex vectors of the instantaneous 
spectrum.
The following example is intended to show how the instantaneous spectrum is
superior to the type of comparison used in standard cross correlation because it is better
able to use information from surrounding events. From figure 7 it is desired to 
determine which event on g(y) corresponds to the event at Xq on f(x). The two possible
candidates that will be considered are yg and y .̂ Both f(x) and g(y) consist of a pair of
spikes but with slightly different spacing. By correlating visually it is obvious that yg
is the most likely the event that corresponds to Xg because of its position with respect to
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Xg = 8 Ax
f(x) I I I > L I
À
g(y) '— '— ^ •i 1 I I I
Yo Y i
Figure 7. Example signals f(x) and g(y). It is desired to determine the event on g(y) 
that corresponds to xg.
f(x) I 1 h '------' f(x) '------'------'------f U ■I 1
i
g(y) I 1------1------h t   I
yo Vi
g(y) i i-I h I I 1---------1
Vo V i
(a ) (b )
Figure 8 Two possible correlations considered for Xg. (a) yg is correlated with xg. 
(b) y i  is correlated with Xg.
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the other spike, if Xq is lined up with Yq (Figure 8(a)) and the correlation at this
position is measured as it would be in a cross correlation, the result is 1. The only 
contribution comes from f(xo) multiplied by g(yo)- If xq is lined up with yj (Figure
8(b)) and the correlation at this position is measured the result is also 1. Using the 
standard method of correlation, both yq and Yi  are both equally likely to correspond to
Xq .
The error using the instantaneous spectrum is e(x,y,k). For this example a single 
value of k is used (ko=2jr/Xo and Xo=8Ax, See Figure 7). The instantaneous spectrum
of f(x) centered about Xq with ko=%/(4Ax) is (The constant multiplier of k/2jc is 
neglected):
F(XQ,ko) = “I - I
The instantaneous spectrum values using ko-7c/(4Ax) and centered about yg and ŷ  
respectively are:
G ( y o .k o )  -  f l  -  ^  - i ^
G ( y i . k o ) =  (1 -
Notice that the amplitude of G(yo,ko) and G(yj,ko) are identical. If only the amplitude
were used this method would not be able to distinguish between the two cases. The error 
as a result of correlating Xg to yg is:
e(Xg,yg,kg)= F(Xg,kg) - G(yg,kg)
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e(xo.yo.ko) = i 1 = .765
The error as a result of correlating Xg to is




i 1 + = 1.848
The phase diagrams for these error calculations are shown in Figure 9. Using this 
method of error estimation, the correlation of Xg to yg has a significantly lower error
than to Yi  and would be the more likely match. This agrees more closely with the results
of a visual correlation. The standard correlation method cannot distinguish between the 
two cases because it only uses amplitude information. The instantaneous spectrum is 
able to distinguish between the two cases because it uses the phase information as well as 
the amplitude information.






Figure 9 Phase diagrams for calculating the error using the instantaneous spectrum, 
(a) e(XQ,yo,ko). (b) e(xo,yi,ko)
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Comparison of Several Error Estimation Methods
An ideal error estimation method should give a very low error between events that 
are the same and a very high error between events that are not the same. The actual 
magnitude of the error is not important. It is important that the error between two 
dissimilar events is high in relation to the error between two similar events. For the 
error estimation methods described, scaiing the error will not affect the choice of the 
minimum error path.
Several different error estimation methods are compared in Figures 11-14. The 
different methods were used to calculate the error surface, e(x,y), for two signals that 
contain similar events. Ideally the error surface should have a very high error 
everywhere except for a narrow low error path which wouid correspond to the correct 
mapping function. Figure 10 shows the mapping function that was determined by 
correlating the two signals visually and can be used for comparing the results.
Figure 11 is the error surface using the instantaneous spectrum method:
e(x,y) = ^  I F( x , k )  - G ( y , k )  | 
k=o
This method uses the phase information as well as the amplitude information. 
Ideally the error surface should be high error everywhere except for the path 
corresponding to the mapping function which should have a low error. The error surface 
using the instantaneous spectrum shows a very well defined low error path through the 
error surface. There is very little ambiguity which path to choose as the mapping 
function. Also the low error path corresponding to the mapping function is very narrow. 
In the areas where this path is very narrow, the mapping function will be the most 
precisely defined.
Figure 12 is the result of using the difference of the anaiytic signals (H{f(x)} 
represents the Hilbert transform of f(x))i
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e(x.y)
This error estimation method also uses both phase and amplitude information. The
low error region that follows the correct mapping function is still the most obvious path
to choose as the mapping function. However, it is not as obvious as it is when using the
instantaneous spectrum method. The low error region is also not as precisely defined as
with the instantaneous spectrum method.
Figure 13 shows the error surface using the difference of the envelopes ( A^(x)
represents the envelope of f(x)):
e(x.y) -  I A , ( x ) - A g ( y )
This method uses only amplitude information. The path corresponding to the 
mapping function is still a low error path. However, there are also many incorrect 
paths that also have a low error and it is very difficult to distinguish the correct path. 
Figure 14 is the error surface resulting from a simple difference:
e(x,y) = I f (x)-g(y) |
This method uses only amplitude information. The results of this method are far 
from optimal and the mapping function is not well determined. It is nearly impossible to 
determine the correct mapping function by looking at this error surface.




Figure 10. Visually determined mapping function for two signals with similar events.
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g(y)
f(x)








Figure 11. Error surface using the difference of the instantaneous spectrums. The
error has been scaled so that the average error is 1.












Figure 12. Error surface using the difference of the analytic signals. The error has
been scaled so that the average error is 1.









Figure 13. Error surface using the difference of the envelopes. The error has been
scaled so that the average error is 1.






Figure 14. Error surface using simple difference method. The error has been scaled
so that the average error is 1.
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From this comparison of 4 different error estimation techniques it is clear that the 
instantaneous spectrum method is superior to the other 3 methods because the 
instantaneous spectrum method is much better at defining the mapping function. Several 
features indicate that it is the most effective method. The low error path corresponding 
to the mapping function is the most obvious low error region. All 4 of the error 
estimation methods showed low error along the correct mapping function. However, the 
other methods also had more false low error regions or low error regions not on the 
correct mapping function. The instantaneous spectrum method removed a significant 
amount of these false low error regions. Using the instantaneous spectrum method, the 
low error region along the mapping function is generally narrower, and the mapping 
function will be more precisely determined in these areas.
It should be pointed out that the instantaneous spectrum is not necessarily any 
better at handling stretched events than the other methods. The advantage of the 
instantaneous spectrum is that it uses more information about the shape of events than 
the other methods. With large amounts of stretch ( a factor of 2 is a very large stretch) 
the instantaneous spectrum will have difficulty in correlating similar events. In most 
situations the amount of stretch is not this extreme. Usually the amount of stretch falls 
in a very small range that can be scaled by a constant so that the average stretch is close 
to 1. It has also been observed that most visual correlations also are undependable with 
large variations in the amount of stretch. It has been assumed that the computer  
correlation can do no better than a visual correlation.
If it were necessary to handle very large variations in the amount of stretch 
between signals, the error would have to be calculated with a variable amount of 
frequency shift, as well as varying x and y. Adding this new variable would increase the 
calculation time significantly. This was not necessary for any of the situations 
encountered and was not incorporated into the method.
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Dynamic Programming
After the error surface is known the next step is to determine the path through the 
error surface that has the least total error. This least total error path should then 
correspond to the mapping function.
Now consider the task of finding the least total error path between the origin and an 
arbitrary point, (x,y) on the error surface. It is possible theoretically, but not 
practically, to calculate all of the possible paths from the origin to the arbitrary point 
(x,y) and then to choose the one that has the minimum total error. However, it is not 
necessary to consider all of the possible paths in order to assure that the global
minimum is found. Instead a recursive expression is used to find the total error
accumulated along a path from the origin to the point of interest.
First the error surface is represented digitally. Then only paths with a positive or 
zero slope are allowed. The minimum total accumulated error at (x,y) can be expressed 
as a function of the previous point on the path with the minimum total accumulated error 
to that point.
Ej (x,y)  = E j _ i ( X j _ i , y j _ i )  + e(x,y)
Ej = The total error of the minimum error path from the origin to the point
(x,y). Also the jth point on this path.
Ej_̂  = The previous point on the minimum error path from the origin to the
point (x,y).
e = The point error estimate at (x,y).
Therefore if Ej.i is known then Ej can easily be found (Xj.̂  and yj.̂  are not known 
presently either). The possible values for Xj.̂  and yj.  ̂ can be limited to one of three
(x,y) pairs, since only the local paths shown in Figure 15 are possible. The previous
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point on the path is simply the one that has the least accumulated error. From Figure 15 
the error at (x,y) can be expressed as:
f E( x - 1 , y )  
E(x,y) = e(x,y) + min i E ( x - 1 , y - 1 )
l E (x , y - 1 )
This operator allows possible local paths of slope 0, 1, and infinity. Therefore this 
operator will be able to handle slopes that range from 0 to infinity . This is desirable in 
the case where there may be events that are missing on one of the signals. This would 
result in a region with either 0 or infinite slope on the mapping function, depending 




Figure 15. Dynamic programming operator. The previous point on the path to (x,y) can 
only be one of the 3 possible points shown. These local path constraints 
allow slopes between 0 and infinity.
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If it is not desirable to allow slopes as extreme as 0 and infinity then a simple 
modification to the previous operator will allow a tighter range of slopes for the 
mapping function (Figure 16). The following equation corresponds to the operator 
shown in Figure 16.
r e ( x - 1 , y )  + E ( x - 2 , y - 1 )
E(x,y) = e(x,y) + min i E ( x - 1 , y - 1 )
l e ( x . y - l )  + E ( x - 1 , y - 2 )
This operator will allow slopes between 1/2 and 2 and could be useful for 
correlating functions in which there are no discontinuities in the mapping functions.
y
X
Figure 16. Dynamic programming operator. The possible previous points on the path 
to (x,y) are shown. These local path constraints allow slopes between 1/2 
and 2.
T - 3 5 8 4 29
Figure 17 shows an example error surface e(x,y) for the purpose of demonstrating 
dynamic programming, it is desired to determine the least error path from the origin 
through the error surface. The most obvious path to follow initially is the false path 
which initially has the lowest error. However this path will not result in the minimum 
total error if continued to the edge of the error surface. Instead it is desired to find the 
global minimum error path. To determine this path the accumulated error surface, 
E(x,y), is first calculated. The 3 point operator from Figure 15 was used to calculate 
the accumulated error surface shown in Figure 18. From the accumulated error surface 
in Figure 18 the minimum error path is chosen as the one that has the minimum 
accumulated error at the edge of the error surface (maximum x or maximum y). The 
minimum total error is E(5,4)=5. This point is on the minimum total error path.
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Figure 17. Example error surface, e(x,y).
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Figure 18. Accumulated error surface, E(x,y).
O ptim ality
The underlying principle behind dynamic programming is the principle of 
optimality (Beilman 1957) which states:
"An optimal policy has the property that, whatever the initial state and initial 
decisions are, the remaining decisions must constitute an optimal with regard to the 
state resulting from the first decision."
Figure 19 demonstrates the principle of optimality. If an optimal path between 
points A and B is considered, each portion , MN, of this path is itself the optimal path 
from M to N. White(1969) states: "An optimal policy has the property that all of its 
contractions are optimal."







Figure 19. The principal of optimality. Each portion MN of an optimal path AB is the 
optimal path from M to N.
Accumulated Error Surface
Figure 20 shows an example of applying dynamic programming to the error surface. 
The accumulated error surface, E(x,y) is shown for correlating a random series with 
itself. Because this is an autocorrelation, the mapping function is defined as Y(x)=x or 
y=x. This can be be seen as the large low that follows x=y. The least error mapping 
function is the path that follows this low area in the surface. Since the error at any 
point, e(x,y) can never be negative, the error along any path will always either 
increase or remain the same. Therefore there cannot be any local minimums in this 
surface. There is no danger of getting sidetracked into a local minimum.
T - 3 5 8 4 3 2
Figure 20. Accumulated error surface (E(x,y)). This example is for an autocorrelation 
of white noise.
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Mapping Function Determination
The general procedure for determining the mapping function is almost the reverse 
of the process of determining the accumulated error surface. Beginning at the outermost 
point on the mapping function, the previous point on the mapping function is chosen as 
the point with the minimum total error. This point is chosen from the 3 possible 
choices for the previous point as defined in the dynamic programming operator. The 
path is then followed backwards from the outermost point on the mapping function back 
to the beginning point, always choosing the minimum of the next 3 possible points.
Dynamic programming will always give the global minimum for the minimum error 
between two points. A practical problem that arises is determining what these endpoints 
are. It is not known beforehand what the endpoints are and there must be some method of 
deciding the endpoints. For the beginning point of the mapping function, the origin was 
always used. While it is not generally the case that the origin lies on the true mapping 
function this is usually acceptable. Because dynamic programming is able to handle 
discontinuities it usually will jump from the origin to the correct mapping function 
very quickly.
There is more freedom in determining the last point on the path. The most general 
way of determining the last point is to use the point with the minimum accumulated 
error that is on the outer edges of the accumulated error surface (maximum x or 
maximum y). This method is recommended for most situations, especially if there is no 
prior knowledge of where the final point should be.
Usually it is expected that the final point should be near to the point in which x is 
equal to y , even if there is no actual control to indicate this. This is expected since a 
mapping function with a moderate stretch should be preferred over a mapping function 
with an extreme stretch. Both dynamic programming and the error estimation 
procedure tend to prefer paths with a unit slope unless there is evidence to suggest 
otherwise. Therefore there is a higher probability of the last point having an x and a y 
that are similar in magnitude. There is no need to force solutions with slopes near one
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because this is automatic in the method. A point with an x and y that are very different 
is not as likely to have the minimum error unless there is strong evidence to support a 
path to this point.
If there is prior information about where the last point should be, that point may be 
used as the last point on the path. This method is essentially the same as using the last 
point as a control point.
Digital Mapping Function Representation
In order to program the mapping function it must be represented digitally which 
brings up some special considerations. In its digital form the mapping function was 
initially allowed to have only integer values of x and y as shown in Figure 21 . While the 
true mapping function will not lie directly on integer values, this amount of error will 
be within the accuracy in which the mapping function can be determined.
There is another problem with this representation that is more serious. The 
dynamic programming algorithm allows for slopes from 0 to infinity. More 
specifically, it allows a local slope of 0, 1 or infinity. However, the mapping function 
was defined such that each x could correspond to only a single y . This does not allow for 
slopes of 0 or infinity. In order to eliminate this problem the mapping function is first 
determined allowing slopes of 0 and infinity. Then a linear interpolation is done over the 
areas with slopes of 0 and infinity (Figure 21). This new representation no longer 
requires x and y to both be integers. The result is a slope that is near 0 or is very large 
but never 0 or infinity. Each x now corresponds to only one y.
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Figure 21. Digital mapping function representation. Dotted line represents mapping 
function representation allowing 0 and infinite slope. Solid line represents 
final representation.
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Constraining the Dynamic Programming
While it is generally not necessary to add any special constraints to the Dynamic 
Programming, there may be times when outside information is known that can also be 
used. This may be used to force a particular solution based upon other criteria, or it 
may be used to reduce the number of calculations by not considering solutions that are 
known beforehand to be unreasonable.
In general these constraints should be used very cautiously since they can force 
incorrect correlations if used improperly. It is very tempting to overconstrain the 
correlation when there is no good reason to do so. The end result is often that an 
incorrect correlation is forced as the answer. It is advisable to first examine the 
unconstrained correlation before attempting to constrain it.
Windowing
In many correlations of two signals, f(x) and g(y), there is a small area on f(x) in 
which a given event on g(y) would logically be expected. For example, when correlating 
two adjacent seismic traces, an event at 2.0 seconds would be expected to occur very 
near to 2.0 seconds on the other trace. Events at 5.0 seconds, for example, would not 
even be considered as possible candidates. However, in the general form of the Dynamic 
Programming algorithm that was discussed, all possible matches are considered equally. 
By only considering events within a window (i.e. 1.8 seconds to 2.2 seconds) a 
significant amount of calculations can be eliminated. The window needs to be large 
enough so that the mapping function will not intersect the window edges (Figure 22).
While this technique will eliminate unnecessary calculations, it should not be used 
to try to force a solution to be within the window that would otherwise be outside the 
window. Using windowing for the purpose of constraining the solution will often result 
in an incorrect correlation. This method is used only for a savings in calculations. The 
window should be set wide enough so that any mapping function points outside of the 
window would be unreasonable.







Figure 22. Method of windowing the error surface. This is used to reduce the number 
of calculations.
W eighting
Sometimes it is desirable to constrain the siope of the mapping function so that 
slopes that are very far from 1 will not be very likely (a factor of 2 is an extreme 
stretch). One technique that was investigated was to weight the dynamic programming 
operator so that the error is increased by some factor for slopes that are not equal to 
one.
r ( 1 + k )  E (x - 1 . y )  
E(x,y) = e(x,y) + min S E ( x - 1 , y - 1 )
+k)  E(x ,y -1  )
The weighting factor, k will result in a large error placed on the local paths with 
slopes not equal to one. While this method was tested it did not turn out to be very 
useful. It did not result in a smoother mapping function and often resulted in a mapping 
with a slope of one for a large region with sudden discontinuities. For the case when it is
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desirable to limit the slope of the mapping function it seems to be preferable to use the 
dynamic programming operator that limits the slopes to being between 1/2 and 2.
Adding Control Points
If there Is an event f(X|̂ ) in which the corresponding events on y, g(y| )̂ is known
from outside information, the mapping function can be forced through the control point. 
This will have the effect of forcing the mapping function to intersect the control point 
but it will not severely restrict the mapping function away from the control point. This 
can be done by adding an error barrier to the error surface. The only way through the 
error barrier without accumulating an extremely high error is for the mapping 
function to pass through the control point (Figure 23). Using this method any number 
of control points can be added to constrain the algorithm. The mapping function would be 





Figure 23. Method of adding control points to the error surface. A barrier of high
error is added with a gap of low error corresponding to the control point.
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This technique of adding control points was not actually used in any of the examples 
shown. Control points should generally not be used unless there is outside information 
that is much more accurate than picking events based upon their character.
Trace Domain Filtering
The effects of random noise can be reduced by filtering the error surface from trace
to trace. This is done by adding terms from the previous error surface, e^.i to the
present error surface, e^. By doing this the mapping function at trace n will be affected
by the previous error surfaces at n-1,n-2... In order to save computing time the filter
was designed recursively according to the following equation:
ên(x.y) -  C e„(x,y) + (1-c) en.i(x,y)
ê^(x,y) = filtered error surface
en(x,y) = current error surface
c = recursive filtering constant, 0 < c < 1
Because this is a recursive relation, will depend upon all previous error
surfaces. The main advantage of this filter is that it requires only one added error value 
while all previous error values affect the result. The result is that the previous error 
surfaces will be weighted as follows:
&n = c + c (1-c) e^.i + 0  (l-c)^ + c (1-c)^ + . . .  + o (1-c)''en.k
The recursive filtering constant, c, can range from 0 to 1. If c is 1 the present
error surface is weighted by unity and the previous error surface is weighted 0,
resulting in no filtering. As c approaches 0 there will be more filtering (Figure 24).







Figure 24. Weighting of the (n-k)th error surface for the nth correlation in relation to 
the weight of the nth error surface. The nth error surface is k=0.
This filter is used on the error surface before the mapping function has been 
determined. It does not depend upon the previous choice of the mapping function. It only 
depends upon the previous error surface. Therefore it cannot propagate errors from a 
previous mapping function that is incorrect.
While this recursive filter will average the results from several traces, it assumes 
that the time of events on a single data set do not change. This means that there can be no 
dipping events. In order to handle dipping events an operator that is similar to the 
dynamic programming operator is used. The new equation for the recursive filter 
allowing for dip is:
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êr|(x,y) =. c en,(x,y) + (1-c) min e n- i ( x , y )
. e n - l ( x - l ' y )




At = time sample interval




Figure 25. Diagram of trace domain filter allowing for dipping events.
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Special Processing Using the Mapping Function
Once the mapping function has been determined , there are many processing 
applications that can be done easily. These include axis scaling, determining stretch 
ratios, and any operations between similar events.
Axis Scaling
When the functions f(x) and g(y) have been correlated the mapping function, Y(x),
is determined. Using Y(x) the axis of f(x) can be scaled so that it corresponds to the 
axis of g(y). f(x) wiil be differentially stretched and compressed to fg(y) where fg(y)
and g(y) correspond to the same events for the same y. Since the mapping function 
relates y to x it is simple to calculate fg (y ) from f(x):
y=Y(x)
fs(y) = fs(Y(x)) = f(x)
Stretch Ratio
From the mapping function, it is simple to determine the ratio of stretch between 
events on g(y) and f(x). This is simply the derivative of the mapping function. In the 
case of correlating two different components from a 3 component seismic survey, the 
ratio of stretch is equal to the velocity ratio between the two data sets. This can be 
shown from the following:
Ax = v(x) At Ay = v(y) At
The stretch ratio of y and x is:
Ù 1 . ,  v(Y)Ai v(y)
AX v ( x ) A t  V ( X )
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Operations Between Simiiar Events
When the mapping function has been determined it is possible to do any type of 
operations between similar events. This may include such things as stacking, 
comparison of amplitudes or any operation that can only be done on similar events.
For the comparison of amplitudes on seismic data, the envelopes of the two traces 
were used. While a ratio of envelopes is more desirable, the ratio is unstable when 
there is significant noise present. When the envelope of the signal is small the noise 
dominates and causes very large errors in the ratio of envelopes. It was found that an 
envelope difference was much more stable and this was used as the method of comparing 
amplitudes.
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APPLICATIONS
Correlation With Missing Events
One of the useful features of dynamic programming is that it is capable of 
correlating two signals when one of the signals does not contain a portion of the events 
that are in the other signal. This situation would occurs in correlating well logs when 
events that are present on one log may be missing on the other log due to unconformities, 
faults or pinchouts. Figure 26 shows a simple example of how the dynamic 
programming algorithm can handle this type of case. In this example, the signal f1 has 
been correlated with the signai f2. The signal f2 is similar to f1 except that a portion of 
the events in the middle has been removed. The two signals were correlated and the time 
axis of f2 was scaled to match the time axis of f1 (second trace). The result is that the 
upper events were correctly correlated and also the lower events were correctly 
correlated. A small portion of f2 was massively stretched across the events that are 
unique to f1. This happens because the mapping function must be continuous and results 
in a massive stretch in the area of the discontinuity. The mapping function for these 2 
signals is shown in Figure 27 . In the region where f1 contains the events that are 
missing on f2, the mapping function Y(x) has a slope that approaches zero. In this 
region the mapping function X(y) has a slope that approaches infinity.
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N o n l i n e a r  C o r r e l a t i o n  
f l  s c a le d  f 2  f 2
Figure 26. Correlation of two signals in which one signal is missing a set of events. A 
set of events is missing from the middle of f2. The middle trace represents 
the scaled result of the correlation.
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fi
Figure 27. Mapping function witfi a discontinuity due to events that are missing on 
signal f2.
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Trace Interpolation
This correlation technique can be applied to trace interpolation. It is especially 
applicable in cases where the data are spatially aliased and the data need to be 
interpolated in order to reduce the effects of aliasing.
The process for trace interpolation is to correlate the events between two traces and 
then to interpolate between similar events. In order to interpolate between 2 traces, 
the traces are first correlated using the general correlation procedure. From the 
mapping function of this correlation, the position of each event on the interpolated trace 
can be determined. This is normally the average of the times of the event on the 2 
surrounding traces. The amplitudes of the event on the 2 known traces are averaged and 
the resulting value is placed at the appropriate position on the interpolated trace.
If the events are correctly correlated this will give good results even if the data 
are severely aliased. If the events are incorrectly correlated the interpolation will 
introduce a large amount of error into the data by adding spurious events, therefore it is 
important that the events are correctly correlated.
The correlation between events can be significantly improved by looking at more 
than the two adjacent traces for the correlation. This will reduce the chances of 
correlating between the wrong events in the presence of noise. When visually 
correlating events on a seismic section, the traces are not correlated one at at time. 
Instead, several traces are correlated simultaneously. The accuracy of the correlation 
can be increased by looking at more traces than only the two being correlated. The 
correlation error value between two events will depend not only on how well the two
events match but also on how well that correlation can be extrapolated to nearby traces.
Figure 28 Shows an example of correlating trace f̂  with trace fn+i, where n is the
trace number and also corresponds to the nth correlation. This example shows how the 4 
nearest traces can also be used in the correlation to get a more accurate error estimate. 
The equation for the filtered error surface is as follows (see also Figure 28):
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^n(Xk'Yk) = ®n-l(Xk+^x,Xk) + + ©n + l (Vk-Vk-^^)
êp = nth error surface using all 4 traces, 
ep = nth error surface,
(nth correlation, or the error surface for correlating fpWith fp+i)
n-1 f. n+1 n+2
Ax
Figure 28. Correlation of seismic traces using a grouping of traces around the two 
traces being correlated.
This trace interpolation method is demonstrated on a synthetic data set (Figures 
29-33). The synthetic data were generated as synthetic seismic sequences that 
consisted of a random set of reflection coefficients. The model for the synthetic 
sequences is shown in Figure 29. These synthetic sequences could be stretched or 
compressed from one side of the section to the other. Several synthetic sequences were 
generated on the data which thickened or thinned in different directions. A synthetic
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unconformity was also generated by overlaying one synthetic sequence over another. The 
resulting section was then convolved with a simple wavelet to generate the synthetic 
seismic section (Figure 30).
In order to test the trace interpolation method, every other trace was removed from 
the data (Figure 31). The trace interpolation was used to regenerate the missing traces 
and recreate the original section (Figure 32). The results of the recreated section were 
then compared with the original synthetic data in order to evaluate the accuracy (Figure 
33). The amount of error is very low over most of the section indicating that the events 
were correctly correlated. The area where the most error occurred is at the synthetic 
unconformity. This is expected because the events near the unconformity are truncated 
and cannot be correlated correctly.
This same example was run with the addition of random noise (Figures 34-37). 
The sum of the squares of the noise is 20% of that of the original data. The results of the 
correlation are very good even with noise. Figure 37 shows the difference between the 
interpolated data and the noise free data. The error on the recreated traces (odd traces) 
is not significantly more than on the original traces (even traces) showing that the 
interpolation did not add much error. The largest error is again at the unconformity 
boundary as expected.
While random noise contains ail frequencies, random noise affects the high 
frequency correlations the most. In this example, this correlation technique was able to 
use the lower frequency information to correctly correlate events without being misled 
by the high frequency noise. Likewise, if the high frequencies contain the correlatable 
signal and there is low frequency noise this technique should still be able to correlate the 
signals.
The main advantage of this method over more conventional methods such as 
interpolation by Fourier transform is that it can still be used if the data are spatially 
aliased, and it can correctly interpolate the aliased information. If the data are not 
spatially aliased this method would have no advantage over the conventional methods.
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Figure 29. Model of synthetic seismic sequences used in interpolation.
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O r i g i n a l  S y n t h e t i c  D a ta
?
Figure 30. Original synthetic data created by convolving a Ricker wavelet with the 
synthetic sequence.
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O r i g i n a l  S y n t h e t i c  D a ta  
( e v e r y  o t h e r  t r a c e  r e m o v e d )
Figure 31. Original synthetic data with every other trace removed.
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I n t e r p o l a t e d  D a ta
Figure 32. interpolated data. Each pair of traces was correlated and a linear
interpolation was done between similar events to reconstruct the data.
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D i f f e r e n c e  
( O r i g i n a l  d a t a  — I n t e r p o l a t e d  d a t a )
O
Figure 33. Difference between the original data and the interpolated data. Both data sets 
are plotted in this graph. The shaded region represents the difference 
between the two data sets.
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Figure 34. Original synthetic data with 20% random noise added.
T - 3 5 8 4 56
N o is y  D a ta  
( e v e r y  o t h e r  t r a c e  r e m o v e d )
Figure 35. Noisy synthetic data with every other trace removed.
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I n t e r p o l a t e d  D a ta
Figure 36. interpolated data. Each pair of traces was correlated and a linear
interpolation was done between similar events to reconstruct the data.
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D i f f e r e n c e  
( O r i g i n a l  d a t a  — I n t e r p o l a t e d  d a t a )
Figure 37. Difference between the original data (noise free) and the interpolated data.
Both data sets are plotted in this graph. The shaded region represents the 
difference between the two data sets.
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Correlation of 3 Component Seismic Data
The correlation method was used on a real data example to automatically correlate 
different components of a 3-component seismic data set. The 3-component seismic 
survey was recorded using P- and S-wave sources over Silo Field in southeastern 
Wyoming. Silo field is a naturally fractured reservoir producing oil from the Late 
Cretaceous Niobrara Formation. Oil production rates of wells in Silo field are related to 
the intensity of the fracturing. The purpose of the seismic survey was to determine 
whether fracture-induced azimuthal anisotropy could be detected by measurement of 
shear-wave polarization and splitting (Martin 1987).
In the original interpretation by Marshall Martin, the delays between the two 
components of shear waves were measured in order to estimate the amount of azimuthal 
anisotropy. In his interpretation the events times were picked manually and the the 
azimuthal anisotropy was calculated from the delay times.
The purpose of this example is to demonstrate a possible method to correlate events 
automatically and then to calculate parameters such as the velocity ratio for the entire 
section. If this technique could be made accurate and efficient it could be used to get a 
faster and more detailed interpretation of this type of data. For a detailed interpretation 
of the P wave and converted wave data incorporating the results of this example refer to 
(Emmer 1988).
The example shown In Figures 38-45 is the results of correlating the P wave 
section with the SV component of the P-SV converted wave section. The final stacks were 
used in the correlation. All standard processing of the data is done before correlating 
them. The Niobrara Formation (Kn) and the Dakota Formation (Ky) as well as several
other prominent reflectors have been labeled on the seismic sections.
Several additional processing steps are needed before doing the actual correlation. It 
was observed that the resolution of events was greater on the P wave data than on the SV 
data. The P wave data set was filtered to remove some of the higher frequencies in order 
to match the resolution of events of the SV converted wave data. The P wave data set was
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filtered because the high frequency information that is not present on both data sets 
cannot be used in the correlation and will act as noise. Filtering the data before the 
correlation most likely gives better results, but it does not appear to be absolutely 
necessary as shown in the interpolation with noise example (Figures 34-37).
Both of the data sets must be normalized to the same value. In this case the sum of
the squares of the amplitudes was normalized to 1 for both data sets.
If the average amount of stretching between axis is not equal to 1 or very near 1, it 
is necessary to prescale the data. While the actual stretch for a small region can vary 
greatly, the results of the correlation may be poor if the average stretch is very 
extreme (a factor of 2 is an extreme stretch). In the case of correlating compressional 
wave events to converted wave events, the time for a given converted wave event is 
approximately 1.5 times the time for the corresponding P wave event. This average 
stretch of 1.5 must be removed prior to correlation. This was done by resampling the 
converted wave data. Both data sets were recorded at a 4 ms sample rate. Before the 
correlation, the converted wave data set was then resampled to 6 ms. The resampling of 
the data removed the average stretch of 1.5 from the converted wave data.
The P wave data set (Figure 38) and the P-SV component of the converted wave
survey (Figure 39) were correlated. The SV time axis was then scaled to match the P 
wave time axis. The result of the scaled SV data is shown in Figure 40. Figure 41 is a 
continuity plot that is used for quality control to determine how consistent the 
correlation is. To generate the continuity plot, a set of impulses was generated every 20 
sample intervals or 120 ms. This was done the same for every trace. This was then 
scaled to the P wave data exactly as the SV would be scaled to the P wave data. The result 
is a simple visual way of checking that the amount of axis scaling is continuous from 
trace to trace. Since the impulse events were initially continuous, they should remain 
continuous after scaling. Where the scaled impulse events are not continuous, the 
results of the correlation should not be trusted. In the areas where the mapping function 
is not well determined, the events tend to be broken up. In the areas where the these
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events are continuous the mapping function is well determined and the results are more 
reliable. This plot can also be used to check if the computer has picked the same events 
to correspond on all parts of the data.
Figure 42 shows a portion of the converted wave section after nonlinear scaling 
which was overlaid on the P wave data. Figure 43 shows a portion of the converted wave 
data set, after prescaling but before the nonlinear scaling, overlaid on the P wave 
section. Figure 43 is shown for comparison, as well as to show the amount of axis 
stretching necessary after linear prescaling. The alignment of events on the scaled SV 
section in Figure 42 agrees with the way that the events were correlated visually.
After the two data sets are correlated there are several useful processes that can be 
applied. The slope of the mapping function gives an estimate of the ratio of the velocities 
(Figure 44). This gives only a rough estimate of the velocity ratio determined from the 
stretch ratio. It is not accurate enough to give quantitative results, but it may be useful 
as a qualitative comparison of changes in the velocity ratio.
When the events have been correlated, it is very simple to do operations between 
similar events. For example Figure 45 shows the difference in the envelope for the two 
data sets. This was done by calculating the envelope of the P wave section and the 
envelope of the scaled converted wave section. The result was determined by subtracting 
the two envelopes. While the envelopes should not be the same in the first place, this 
could be used as a way of comparing subtle amplitude changes between data sets along a 
single event. This could be used as a qualitative tool only.
In this case it might be more physically significant to instead generate the envelope 
ratio. However the envelope ratio is unstable when there is a lot of noise and a low 
signal amplitude. The results of the envelope difference are more stable and can still be 
interpreted qualitatively.
The results of this example showed very promising results for correlation of 3- 
component seismic surveys. It was very effective in duplicating picks that were done 
manually. In the interpretation it must be considered that the correlations are only the
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result of pattern recognition. They do not necessarily have any physical basis whether 
they are done visually or by a computer. If the events cannot be correlated by simple 
visual pattern recognition, then the results of this type of process are very questionable. 
While the picks of the computer generally agreed with the manual picks, many of the 
manual picks are difficult to pick and there accuracy may also be questionable.
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CONCLUSION
A general method was developed for correlating 2 signals that are differentially 
stretched and compressed versions of each other. This method is very general because it 
does not assume very much about the signals other than that they can be accurately 
correlated based upon the general character of the events and there is a one to one 
correspondence of events. It is able to correlate events using the information contained 
in the low frequencies as well as the high frequencies. It is also not necessary to know 
the frequency content of the information or the frequency content of the noise. It does 
require that the noise can be assumed to be random and will not correlate between 
signals. If the noise is coherent, this method may correlate the noise instead of the 
signal. Therefore the data should be thoroughly processed to remove coherent noise 
before this correlation technique is applied.
One of the goals of this method was to use the general shape and character of the 
events to correlate them, similar to the way that a human observer would correlate 
events visually. The instantaneous spectrum was developed for the purpose of using this 
type of information more efficiently. The results showed that this correlation method is 
very effective in simulating visual correlation for two sets of signals. In nearly all 
cases in which the events could correctly be correlated visually, the events could also be 
correlated correctly by this method. There were some cases where the computer 
correlations were more accurate than that of the human observer. This was usually 
because the human observer did not have the patience to thoroughly check each 
correlation.
This method can handle a wide variety of situations. It was shown to be able to 
correlate signals in which one set was missing a large section of events. This property 
could be very useful in correlating well logs where faults and unconformities might 
result in missing events. This could also be useful for correlating between seismic
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traces that are not adjacent. For example this method might be useful in correlating 
across poor data zones or across faults.
The cases in which this method did not perform ideally were usually due to one of 
two factors:
1. The true correlation between the signals was not the best correlation based upon 
simple pattern recognition. In these cases a human observer also was unable to 
accurately correlate events based upon their character alone.
2. The true correlation was not obvious from looking at only pairs of traces. In 
some cases the human observer was superior when it was necessary to look at many 
traces at once to accurately correlate events. This method is able to look at many events 
at once but is not efficient at looking at many traces at once. This was handled by 
filtering the correlations between traces. While this worked well in some cases, this 
area was not thoroughly investigated and should be looked into further.
Future Work
1. The biggest problem that needs to looked into further is a better way of
handling multiple trace information. This is made difficult because of the large amount 
of storage needed for the error surfaces. Ideally, the dynamic programming concept 
might be applied to a 3-dimensional volume instead of a 2-dimensional surface. The 
error would then be minimized over a surface instead of over a path. However, this does 
not appear to be straightforward. There is no obvious 3-D counterpart to the 2-D 
dynamic programming operator which is simple and preserves the optimality.
Another possibility would be to filter the mapping functions from trace to trace to 
remove high spatial frequencies. The main problem with filtering is that any incorrect 
mapping functions are not random and errors would not be removed by simple filtering. 
They would only be distributed more evenly.
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Another possible method would be to correlate events on each data set to follow 
similar events on that data set. Then correlate between data sets requiring that similar 
events on one data set map into similar events on the other data set.
2. Some of the techniques used in this pattern recognition method of 
correlation may have applications in other areas of geophysics. The instantaneous 
spectrum may have applications in any situation where an error of correlating any two 
signals is needed that is based upon the shape of events. The instantaneous spectrum may 
also be useful in situations where the frequency content of a signal is changing over the 
length of the signal.
3. Dynamic programming may have many applications in geophysics that 
have not been examined. Any process in which the current state can be described in 
terms of a small number of previous states would be a possible candidate for using 
dynamic programming.
4. The correlation of the 3-component seismic survey may be made more 
accurate by using more of the data in the correlation. A more accurate estimate of the 
velocity ratio could then be determined. This could be done by correlating 3 data sets at 
once. The P-wave data, the P-S converted wave data and the S-wave data could all be 
correlated simultaneously. From the P to S correlation, the arrival times for the 
converted waves could be predicted. This could be used to increase the accuracy of all of 
the correlations. The procedure would be similar to that of using multiple traces in the 
trace interpolation example.
RRTHUR LAKES LIBRARY 
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APPENDICES
Appendix A. instantaneous Spectrum
impulse response for instantaneous spectrum:
; X > 0
let: f(x) = 5(x-Xo)
F (x ,l) =
The impulse response can then be expressed as:
1_ i(27cA)(x-Xo)
F (x ,l) =
; lx-Xol<2
1 I ^; 1x - X q ! > j
If Xq = 0 then:
F§(x,A,) = '
1 \ { 2n/ X) x
r ® ; l x l < Y
I I ^; l x l > Y
( A - 1 )
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The instantaneous spectrum response of any function can be described in terms of 




f(x) = J f ( x - z ) 5 ( z )d z
-  oo
oo
f(x-u) = /  f ( x - z - u ) S( z ) dz
Next calculate the instantaneous spectrum of f(x):
; X > 0
F(x,X) =  ̂J f(x-u) du
n(x,x) =
f { x , X )  = Y /  f ( x - z - u ) S( z ) dz du
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let: V = z+u
dv = dz
F(x,X) = Y J f ( x - v ) 0 ( v - u ) d v du
Now reverse the order of integration:
F(x,X,) =
f oo
f ( x - v ) Y J ô(v-u)ri(u ,X )e’^^^^^^^d u dv
F(x,X) = J f (x -v)Fg(v ,X)  dv
F(x,X) = f(x)*Fs(xA) ( A - 2 )
Therefore the response of any function can be described by a convolution with the 
impulse response.
T - 3 5 8 4 78
Appendix B. inverse of instantaneous Spectrum
In order to derive the inverse of the instantaneous spectrum, first define the following 
function:
a(x) s J dx
Then show that a(x) can be described in terms of the impulse response of the 
instantaneous spectrum.
=  {o
Using the results from equation (A-2):
ot(x) — J ' = 4 ^ t ( x )  • F ; ( x . X )  dX
cc(x) — U ( t )
X J f (x-v)  Fg(v,X) dv d X
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Reversing the order of integration:
ot(x) — f ( x - v )  j" - p [ U ( X )  Fg(v,A.)]dX dv
•/
a(x) = J f ( x - v )  a g ( x )  dv
a§(x) is the impulse response of a(x) using f(x)=5(x). a(x) is just a convolution 
with the impulse response, ag(x).
a(x) = f(x) * ag (x ) (B-1  )
Therefore a(x) can be found easily if the impulse response is known.
Since a(x) can be expressed as a convolution with the impulse response it will 
be useful to determine a(x) of the impulse response . This will be useful to determine 
the inverse of the impulse response.
Fs(x ,X)
6 X
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let k = ^  dX = -^ ^ d k
0
ik x
a ^ { x )  = e f~ X2 12% dk
n
ixl
=  2 7  /e'^^dk ( B - 2 )









Now determine the value of ag(x) for the special case of x=0. From equation B-2.
“ 5 M e'^* dk
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Take the real part of this integral:
Re[ag(x)]= ^  J cos(kx)  dk
0
Next evaluate Re[a§(x)] at x=0 as a limit:
n




Re[ag(0)] =  ̂ J cos(kx) dk ( B - 3 )
0
Next recall the Fourier transform of a step function.
J U(x) e ^ * d x  = J e '^*dx = %5(k)-j-
The real part of this can be expressed as:
J cos(kx) dx = 7iô(k)
0
Since k and x are dummy variables they can be interchanged:
J cos(kx) dk = 7tô(x) ( B - 4 )
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Equation B-4 can be used in evaluating Re[ag(x)] at x=0 (from equation B-3):
= J  5(0)
Since the real part of ag(x) is 0 everywhere else
Re^ag(x)J = J  5(x)
“ s W = 2 S(x) +
Therefore f(x) can be reconstructed from the instantaneous spectrum using the 
property that F(x,X) can be represented in terms of the impulse response:
f(x) = 2 Re JF ( x . X ) dX ( B - 5 )
Likewise, the Hilbert transform of f(x) can be reconstructed from the imaginary part of 
the instantaneous spectrum:
H{f (x)}  = Im JF ( x , X ) dX ( B - 6
The presence of the 1/Xin equation (B-5) suggests that the instantaneous 
spectrum has not been weighted properly. In order to get back to the original function,
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the instantaneous spectrum must be weighted by 1/X. If the instantaneous spectrum is 
calculated with X varying linearly, the instantaneous spectrum will be improperly 
weighted. Instead X is made to vary geometrically.
X = 2r'
f(x) = - ^ ^ R e J F ( x ,n )  dn
If the instantaneous is now calculated as a function of n instead of X , it will be properly 
weighted for all values of X. Since X now increases geometrically, a smaller number of 
different X are needed. If this is calculated digitally and n is limited to integers then;
X = 2 , 2r , 2r^ ,2r® 2r
In all of the examples shown in this investigation (unless otherwise specified), r=V ^  
and 14 different X were used. This results in a range of wavelengths from 2 to ^2Q^^2 
times the sample interval.
In order to calculate the inverse of the instantaneous spectrum digitally there must 
be some modifications. Because of sampling, the wavelength cannot be arbitrarily small. 
The smallest that X can be is 2 times the sample interval. The equation used for 
calculating the inverse digitally is:
f(x) = —Re Z  F( x , n )  
_n=0
Where c is a constant that is required for proper scaling:
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In the continuous case c is equal to 1/[2 ln(r)] and is implied in the integral expression 
for the inverse.
Figure B-1 shows the results of the inverse of the instantaneous spectrum of an 
impulse. This was used to reconstruct both the original impulse and it's Hilbert 
transform. Figure B-2 shows the results from using different r as well as a different 
range of wavelength to reconstruct a boxcar. The left plot of Figure B-2 is calculated 
using r=Vi~which is what was used in the actual correlations. It does not contain the low 
frequencies and therefore shows come low frequency distortion. The right plot of Figure 
B-2 uses r=2 but contains a wider range of frequencies. It shows more ringing from the 
courser sampling but less low frequency distortion because it has a wider range of 
wavelengths. Both plots use 14 samples of X.
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Appendix C. Fast instantaneous Spectrum
The instantaneous spectrum is one of the more time consuming operations involved 
in this method because it involves 3 nested loops: one loop over k, one loop over x, and 
another loop over the window width,
N = "k  "x
N a Total number of executions of innermost loop 
n|̂  = The number of samples of k.
n  ̂a The number of samples of x.
n̂  a The average number of samples in the window (one period of k).
The number of nested loops can be decreased to two by using a faster algorithm 
which avoids repeating calculations. The number of passes through the inner loop is 
reduced to:
N a nk (n  ̂ + n^)
The procedure for the fast algorithm relates F(Xp,k) to F(x^_^,k). Then F(x,k) can
then be calculated recursively. The phase diagram is shown for both even and odd X
(Figure C-1 and C-2) . The phase diagrams are constructed so that the operators are 
centered about x̂  ̂ and also so that they are evenly distributed about the unit circle. To do
this requires a different operator for even and odd X.  The general procedure for 
calculating instantaneous spectrum recursively using the fast algorithm is shown in 
Figure C-3 .
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Equation for fast algorithm , odd number of samples {X = odd integer): 








Figure C-1 Phase diagram of the fast instantaneous spectrum for odd X.
T - 3 5 8 4 89
Equation for fast algorithm, even number of samples (A.= even integer):
F(Xn+i'k) = [F(Xn.k) + + + j(^(Xn+j + l )  ’ f(Xn-j + l ) )








- ^ n - 1
Re
Figure C-2 Phase diagram of the fast instantaneous spectrum for even X.










Step 1. Remove last point from the value of 
F(Xn,k) , in this case remove Xn_2 -
Re Step 2. Phase shift F(x^,k) so that the 





Re Step 3. Add on the point at the front of the 
wavelet, in this case add on x^+g.
Figure C-3. Schematic of the operations for calculating F(x^^^ ,k) from F(Xp,k) using 
the fast instantaneous spectrum algorithm. This example uses A. = 5 Ax.
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Appendix D. List of Mathematicai Terms Used
e(x,y) = Error estimate at the point (x,y) of correlating f(x) with g(y). (error 
surface)
E(x,y) = Total error of the least error path up to and including the point (x,y).
(accumulated error surface)
F(x,X) = Instantaneous spectrum of f(x).
Fg(x,%) = Impulse response of the instantaneous spectrum.
X = wavelength of complex exponential function, 
k = angular frequency of complex exponential.
X(y) = Mapping function that maps y axis into x axis.
Y(x) = Mapping function that maps x axis into y axis.
H{f(x)} = Hilbert transform of f(x).
r = geometric factor for X.
;X > 0  
0 ; X < 0
X
U(W = { o
ri(x,x) =
1 ; I X I < 2
0 : I X I > 2
J  F g ( x , X)
otg(x) — J  ̂ dX,
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Appendix E. Fortran Code
• • • » • • * * •  e a a o R  s u r f a c s  i n i t i a l i z a t i o n  * * , * « * * # * * , # * # * * * *  * * * * * *
T h i s  s u b r o u t i n e  w i l l  i n i t i a l i z e  t h e  e r r o r  s u r f a c e  t o  a h i g h  e r r o r  s o  
t h a t  w h e n  t h e  w i n d o w e d  a c c u m u l a t e d  e r r o r  r o u t i n e  i s  c a l l e d  p o i n t s  
o u t s i d e  t h e  w i n d o w  w i l l  h a v e  a h i g h  e r r o r  a n d  w i l l  n o t  b e  c o n s i d e r e d ,  
v a r i a b l e s  :
e r r o r ( i a , i b )  -  t w o  d i m e n s i o n a l  e r r o r  s u r f a c e
n a , n b  = t h e  n u m b e r  o f  a a x i s  v a l u e s  a n d  t h e  n u m b e r  o f  b a x i s  s a m p l e s
s u b r o u t i n e  i n i t e r r o r ( e r r o r , n a , n b / n w i n d o w )
i n t e g e r  n d i m  
r e a l  i n i t e r r
p a r a m e t e r ( n d i m = 7 5 0 f i n i t e r r = 9 e 9 )
i n t e g e r  n a / n b
r e a l  e r r o r ( n d i m , n d i m )
d o  1 0  i a = 1 , n a
i f ( i a . l t . n b - n w i n d o w ) t h e n
i b i n i = m i n ( i a + n w i n d o w + 1 , n b )  
d o  2 0  i b - i b i n i , n b
e r r o r ( i a , i b ) * i n i t e r r
2 0  c o n t i n u e  
e n d i f
i f ( i a . g t . n w i n d o w + 1 ) t h e n
i b f i n = m a x ( 1 , i a - n w i n d o w - 1 )  
d o  21 i o = 1 , i b f i n
e r r o r ( i a , i b ) s i n i t e r r
2 1  c o n t i n u e  
e n d i f
10 c o n t i n u e
r e t u r n
e n d
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SaaCQ SURPaCc  C . l n d o u o d )
T h i s  s u a r o u t i n o  c a l c u l a t e s  t h e  c o r r e l a t i o n  e r r o r  s u r f a c e  f c r  t h e  t wo  
f u n c t i o n s ,  a ( )  and b ( ) .  
v a r i a o l e s :
a ( ) , d ( )  = t h e  t w o  f u n c t i o n s  b e i n g  c o r r e l a t e d .  
q a ( , , ) , o o < , , )  = T i m e  w i n d o w e d  f o u r i e r  t r a n s f o r m  o f  a a n d  b .
I n d e x  v a r i a b l e s :  o a ( i a , i , i w )
i a  = t i m e  v a r i a b l e  f o r  a .
i  = ( 1  o r  2 )  F o r  r e a l  o a r t  i  i s  s e t  t o  1 .
F o r  i m a g i n a r y  o a r t  i  i s  s e t  t o  2 .  
i w  ~ f r e q u e n c y  i n d e x  v a r i a b l e .  
e r r o r (  ,  ) *  t h e  c o r r e l a t i o n  e r r o r  s u r f a c e  b e t w e e n  a O  a n d  b O .  
n a , n o  -  t h e  n u m b e r  o f  v a l u e s  i n  a ( )  a n d  b O .
n a i n d o w  = one  h a l f  o f  t h e  w i d t h  o f  t h e  w i n d o w  o r  t h e  d i s t a n c e  a w a y  
f r o m  t n e  d i a g o n a l ,  
b i n i  s L o w e r  w i n d o w  l i m i t  f o r  i b .  
b f i n  -  U o o e r  w i n d o w  l i m i t  f o r  i b .
s u b r o u t i n e  w e r r o r s u r f ( a , b , n a , n b , e r r o r , n w i n d o w }
i n t e g e r  n d i m , n w  
p a r a m e t e r  ( n d i m = 7 S 0 , n w = 1 4 )
r e a l  s ( n d i m ) , b ( n d i m ) , e r r o r ( n d i m , n d i m )  
i n t e g e r  r . a , n b . n w i n d o w
i n t e g e r  i a , i b , i w , b i n i , b f i n  
r e a l  d r e , d i m g
r e a l  q a ( n d i m , 2 , n u t ) , q b ( n d i m , 2 , n w J
c . . . . . . . . . . . . . t r a n s f o r m  d a t a ,  a ( x )  - >  q a ( x , w )  ,  b ( x )  - >  q b ( x , w ) . . . . ............. ...
c a l l  f i f t ( a , n a , 0 3 )  
c a l l  f i f t ( b , n b , q b )
c c a l c u l a t e  e r r o r  a t  e a c h  i a , i b  .  . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . .
do l u  i a = 1 , n a
c . . . . . . . c a l c u l a t e  w i n d o w e d  l i m i t s  f o r  i b . . . . . . . .
b i n i - i a - n w i n d o w  
i f ( b i n i . l t . 1 ) b i n i = 1  
b f i n - i a t n w i n d o w  
i f ( b f i n . g t . n b ) b f i n = n b
do 20  i b = b i n i , b f i n
e r r o r ( i a , i b ) » 0 . 0
do 3 0  i w = 1 , N W
c » . . d i f f e r e n c e  o f  r e a l  a n d  o f  i m a g i n a r y  p a r t s . . . . . . .
d r e  3 q a ( i a , 1 , i w )  -  q b ( i b , 1 , i w )  
d i m g  = q a ( i a , 2 , i w )  -  q b C i b , 2 , i w )
c . . . s u m  o f  e r r o r s  f o r  e a c h  w . . . . . . . . . . . . . . . . . . . . . . . .
e r r o r ( i a , i b )  « e r r o r ( i a , i b ) t s q r t ( d r e * d r e * d i m g * d i m g j
3 0  c o n t i n u e
20  c o n t i n u e
I w c o n t i n u e
r e t u r n
e n d
94
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* # * * « * * * ,  F A S T  I N S T A N T A N E O U S  S P E C T R U M
T h i s  s u b r o u t i n e  c a l c u l a t e s  t h e  i n s t a n t a n e o u s  s p e c t r u m  u s i n e
t n e  f a s t  a l g o r i t h m  i n  w h i c h  q ( x ( n ) / u i )  i s  c a l c u l a t e d  b y  p h a s e  s h i f t i n g
q ( x C n - 1 ) , w ) .
T h i s  s u b r o u t i n e  t a k e s  a o n e  d i m e n s i o n a l  a r r a y ,  f  o f  l e n g t h  n f ,  a n d  
c a l c u l a t e s  t h e  i n s t a n t a n e o u s  s p e c t r u m ,  w h i c h  i s  t h e n  s t o r e d  i n  t h e  t w o  
d i m e n s i o n a l  a r r a y ,  q .
v a r i a b l e s :
f i x )  = i n p u t  f u n c t i o n  o f  x
n f  s n u m b e r  o f  d a t a  s a m p l e s  i n  f ,
q ( x f i , k x )  s t r a n s f o r m e d  f u n c t i o n  o f  x a n d  o f  f r e q u e n c y ,  k x .  T h e  i  c a n  
b e  e i t n e r  1 o r  2 .  1 c o r r e s p o n d s  t o  t h e  r e a l  p a r t  a n d  2 c o r r e s p o n d s  
t o  t h e  i m a g i n a r y  p a r t  
N C I M  ~ a r r a y  d i m e n s i o n  p a r a m e t e r  f o r  t i * e  a x i s .
NW -  a r r a y  d i m e n s i o n  p a r a m e t e r  f o r  f r e q u e n c y ,  
l a m d a  = w a v e l e n g t h  
k x  = a n g u l a r  f r e q u e n c y  
i x c  s  c e n t e r  o f  w i n d o w
j x  = d i s t a n c e  a w a y  f r o m  c e n t e r  o f  w i n d o w
s u b r o u t i n e  f i f t  ( f , n f , q )
i n t e g e r  n d i m , n w  
p a r a m e t e r ( n d i m = 7 ô O , n w = 1 4 )  
r e a l  o < n d i m , 2 , n w ) , f ( n . d i m )  
r e a l  p i , k x , l a m b d a , l a m p d s C
r e a l  c o s t h e t a 1 , c o s k x , c o s t h e t a 2 , s i n t h e t a 1 , s i n k x , s i n t h e t a 2  
p i * 3 . 1 4 1 5 9 2 6 5 4
l a m b d a O = s q r t ( 2 . )  
l a m b d a = l a m b d a O
d o  1 0  i w = 1 , n w
l a m b d s - l a m b d a C  *  l a m b d a  
i l a m b d a ^ i n t ( l a m b d a * . 5 )  
k x = 2 . * p i / i l a m b d a
c . . . . . . . . . i n i t i a l  a n d  f i n a l  o f f s e t  f r o m  c e n t e r  o f  w a v e l e t
c . . . . . . . . . ( w i n d o w  l i m i t s ) . . . . . . . . . . . . . . . . . . . . . . . .
j x i n i  3  i n t ( ( . 5 - I a m b d a ) / 2 . Q ) 
j x f i n  3  i n t ( ( . 5 + l a m b o a ) / 2 . 0 )  
s c a l e  =  1 . 0 / ( j x f i n - j x i n i * 1 )
c  . . . . . . c o n s t a n t s  f o r  r e m o v i n g  o l d  p o i n t . . . . .
t h e t a l  s  k x * j x i n i  
c o s t h e t a l  = c o s ( t h e t a l )  
s i n t h e t a l  *  s i n ( t h e t a l )
c . . . . c o n s t a n t s  f o r  p h a s e  s h i f t . . . . . .
c o s k x  = c o s ( k x )  
s i n k x  s  s i n ( k x )
c  . . . . . c o n s t a n t s  f o r  n e w  p o i n t . . . . .
t h e t a 2  = k x * j x f i n  
c o s t h e t a Z  -  c o s ( t h e t a 2 )  
s i n t h e t a Z  = s i n ( t h e t a 2 )
C . . . . . . . . . . . .  c a l c u l a t e  f i r s t  p o i n t . . . . . . . . . . . . .
q ( 1 , 1 , i w ) * 0 .  
q ( 1 , 2 , i w ) = 0 .
d o  2 0  j x = u , j x f i n
t h e t a = j x * k x
q ( 1 , 1 , i w ) = q ( 1 , 1 , i w ) + c o s ( t h e t a ) * f ( j x + 1 )
q ( 1 , 2 , i w ) = q ( 1 , 2 , i w ) * s i n ( t h e t a ) * f ( j x + 1 )
2 0  c o n t i n u e
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c . . .  .................. ...................................................................................................... ...
c . . . . . . . . . .  s o e c i a 1 c a s a  f o r  l a m b d a  r e q u i r i n g  e v e n  n u m b e r  o f  s a m p l e s . . .
c . . . . t h i s  i s  n e s c e s s a r y  i n  o r d e r  t o  h a v e  t h e  w a v e l e t  c e n t e r e d  a b o u t  t
i f ( i l a m b d a / 2 . û . e q . i n t ( i l a m b d a / 2 . 0 ) ) t h e n
c  . . . c o r r e c t i o n  f o r  f i r s t  p o i n t  .
q n , 1 , i w ) - q < 1 , 1 , i w )  *  . 5 * f  ( j x f i n * 1 )
. . . . . . .  c a l c u l a t e  t h e  r e s t  o f  t h e  p o i n t s
d o  2 9  i x c = 2 , n f
q ( i x c , 1 / i w )  = q ( i x c - 1 , 1 , i w ) 
q ( i x c / 2 , i w )  -  q ( i x c - 1 , 2 , i w )
. . . . . . . . r e m o v e  b e g i n n i n g  p o i n t  a n d  c h a n g e  w e i g h t  o f
. . . . p r e v i o u s  f i n a l  p o i n t  f r o m  . 5  t o  1 .
c 
c
i f ( i x c + j x i n i . g t . 1 ) t h e n
i x i n i = i x c * j x i n i - 2
q C i x c / 1 / i w )  = q ( i x c , 1 / i w )  + . 5 * f ( i x i n i )
e n d i f
i f ( i x c + j x f i n . l a . n f ) t h e n
i x f i n = i x c + j x f i n - 1
q ( i x c / 1 , i w )  = q < i x c , 1 , i w )  - , 5 * f ( i x f i n )
e n d i f
c . . . . . . . n e g a t i v e  p h a s e  s h i f t  o f  —k x . . . . . . . . . . . . . . .
c . . .  c o s C u  * -  v )  s c o s C u ) c o s ( v )  - *  s i r ( u ) s i n < v )
c . . .  s i n ( u  * -  v )  = s i n ( u ) c o s ( v )  ♦ -  c o s ( u ) s i n C v )
c ..................... ... ..............................................
t e m p i  s  q ( i x c , i , i w )
q ( i x c , 1 / i w )  s q ( i x c / 1 , i w ) * c o s k x  *  q ( i x c / 2 , i w ) * s i n k x  
q ( i x c , 2 , i w )  -  q ( i x c , 2 , i w ) « c o s k x  -  t e m p i « s i n k x
c . . . . . . a d d  n e w  p o i n t  a n d  r e d u c e  w e i g h t  o f  n e w  b e g i n n i n g
c  p o i n t  f r o m  1 t o  . 5
i f ( i x c * j x f i n . l e . n f ) t h e n
i x f i n  = i x c + j x f i n
q ( i x c , 1 , i w )  = q ( i x c , 1 , i w )  -  . 5 « f ( i x f i n )
e n d i f
i f ( i x c + j x i n i . g t . 1 . ) t h e n
i x i n i  a  i x c + j x i n i - 1
q ( i x c / 1 , i w )  = q ( i x c / 1 , i w )  + . 5 « f ( i x i n i )
e n d i f
29 c o n t i n u e
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s p e c i a l  c a s e  f o r  l a m b d a  w i t h  o d d  n u m b e r  o f  s a m p l e s  
e l s e
........................... c a l c u l a t e  t h e  r e s t  o f  t h e  p o i n t s
d o  3 0  i x c = 2 , n f
g ( i x c / 1 , i u i )  = q ( i x c - 1  , 1  , i w )  
q ( i x c / 2 / i w )  = q < i x c - 1 , 2 , i w )
. . . . . . . r e m o v e  b e g i n n i n g  p o i n t
i f ( i x c * j x i n i . G t . i . ) t h e n  
i x = i x c + j x i n i - 1  
o ( i x c , 1 , i w )  “  q ( i x c , 1 / i w )  
q ( i x c / 2 / i w )  = q ( i x c , 2 / i w )
e n d i f
f  C i x ) « c o s t h e t a l  
f ( i x ) « s i n t h e t a l
. . . . . . . n e g a t i v e  p h a s e  s h i f t  o f  —k x . . . . . . . . . . . . . . .
. . .  c o s C u  * -  v )  s c o s ( u ) c o s ( v )  - *  s i n ( u ) s i n ( v )
. . .  s i n ( u  * -  v )  = s i n C u ) c o s ( v )  * -  c o s ( u ) s i n C v )
t e m p i  = q C i x c / l r i w )
q ( i x c / 1 , i w )  = q ( i x c , 1 , i w ) « C O s k x  *  q ( i x c , 2 , i w ) « s i n k x  
q ( i x c , 2 , i w )  = q ( i x c , 2 , i w ) « c o s k x  -  t e m p i « s i n k x
. . . . . . . . a d d  n e w  p o i n t . . . . . . . . . . .
i f ( i x c + j x f i n . l e . n f ) t h e n  
i x = i x c + j x f i n
q ( i x c , 1 , i w )  = q ( i x c , 1 , i w )  + 
q ( i x c , 2 , i w )  = q ( i x c , 2 , i w )  + 
e n d i f
f  ( i x ) « c o s t h e t a Z  




e n d i f
c o n t i n u e
d o  * l à
. . . . s c a l e
i x c = 1 , n f
b y  t h e  n u m b e r  o f  s a m p l e s  i n  t h e  w i n d o w .
c o n t i n u e
q ( i x c , 1 , i w )  
q ( i x c , 2 , i w )
q ( i x c , 1 , i w ) « s c a l e
q ( i x c , 2 , i w ) « s c a l e
c o n t i n u e
e n d
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* * * * * * * * *  A C C U M U L A T E D  ERROR S U R F A C E  ( w i n d o w e d )
T h i s  s u b r o u t i n e  w i l l  c a l c u l a t e  t h e  a c c u m u l a t e d  e r r o r  s u r f a c e  f r o m  t h e
c o r r e l a t i o n  e r r o r  s u r f a c e .  T h e  c o r r e l a t i o n  e r r o r  s u r f a c e  i s  i n p u t  i n
e r * * o r ( / )  a n d  t h e  a c c u m u l a t e d  e r r o r  s u r f a c e  i s  a l s o  s t o r e d  i n  e r r o r ( , )  
v a r i a b l e s :
e r r o r C  ,  ) = c o n t a i n s  c o r r e l a t i o n  e r r o r  s u r f a c e  a s  i n p u t  a n d  t h e  
a c c u m u l a t e d  e r r o r  s u r f a c e  a s  o u t p u t .  
n a , n b  « n u m b e r  o f  d a t a  s a m p l e s  i n  t r a c e  a a n d  i n  t r a c e  b .
n w i n d o w  = o n e  h a l f  o f  t h e  w i o t h  o f  t h e  w i n d o w  o r  t h e  n u m b e r  o f  s a m p l e s
f r o m  t h e  d i a g o n a l  t o  t h e  w i n d o w  e d g e ,
w t  ~ w e i g h t e d  e r r o r  t h a t  w i l l  b e  a d d e d  t o  a n y  l o c a l  o a t h  w h e r e  t h e
s l o p e  i s  n o t  e q u a l  t o  o n e  ( u n i t  s l o p e  o a t h s  w i l l  h a v e  a l o w e r  
e r r o r ) .  T h i s  s h o u l d  b e  0  u n l e s s  i t  i s  d e s i r e d  t o  w e i g h t  d i a g o n a l  
p a t h s .
m i n i m  « m i n i m u m  e r r o r  a l o n g  m i n i m u m  e r r o r  p a t h  t o  t h e  c u r r e n t  p o i n t  
( n o t  i n c l u d i n g  e r r o r  o f  c u r r e n t  p o i n t ) ,  
b i n i  = l o w e r  w i n d o w  l i m i t  f o r  i b .
o f  i n  3 u p p e r  w i n d o w  l i m i t  f o r  i b .
s u b r o u t i n e  w a c c u m e r r o r ( a c c a r r , e r r o r , n B , n b , n w i n d o w , w t )
i n t e g e r  n d i m , n w , n w i n d o w  
p a r s n e t e r ( n d i m = 7 5 C , n w  = 1 4 )
r e a l  e r r o r ( n d i m , n d i m ) , a c c e r r ( n d i m , n d i m ) , w t  
i n t e g e r  n a , n b
r e a l  m i n i m
i n t e g e r  i a , i b , b i n i , b f i n
. . . . . . . . . . . . . c o m p u t e  a c c u m u l a t e d  e r r o r
do  1 9 1  i a = 1 , n a
. . . . . . . c a l c u l a t e  w i n d o w e d  l i m i t s  f o r  i b . . . . . . . .
b i n i * i a - n w i n d o w
i f ( b i n i . l t . 1 ) b i n i = 1
b f i n = i a + n w i n d o w
i f ( b f i n . g t . n b ) b f i n * n b
d o  1 9 2  i b * b i n i , b f i n
. . . . . . . . . s c e c i a l  c a s e  f o r  i a = 1  a n d  i b = 1 . . . . .
i f ( i a . e o . 1 ) t h e n
i f  ( i b . n e . 1 ) t h e n
. . . . . . . . s p e c i a l  c a s e  f o r  i a = 1  a n d  i b  n o t  e q u a l  t o  1 . .
a c c e r r ( i a , i b ) = e r r o r ( i a , i b ) + a c c e r r ( i a , i b - 1 )
e n d i f
. . . . . . . . . s o e c i a l  c a s e , f o r  i b « 1 . . . . . . . . . . . . . .
e l s e  i f  ( i b . e o . 1 ) t h e n
a c c e r r ( i a , i b ) = e r r o r ( i a , i b ) + a c c e r r ( i a * 1 , i b )
c . . . . . . . .  g e n e r a l  c a s e  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
e l s e
m i n i m = m i n ( a c c e r r ( i a - 1 , i b - 1 ) , a c c e r r ( i a , i b - 1 ) * ( 1 • ♦ w t ) ,  
♦  a c c e r r ( i a - 1 , i b ) «  ( T  . + w t ) )
a c c e r r ( i a , i b ) = m i n i m + e r r o r ( i a , i b )  
e n d  i f
1 9 2  c o n t i n u e
1 9 1  c o n t i n u e
r e  t u r n  
e n d
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* * * * * * * * *  A C C U M U L A T E D  ERROR S U R F A C E  ( w i n d o w e d ) ( 1 / 2 < s l o p @ < 2 )  * * * * * * * * * * * *
T h i s  s u b r o u t i n e  w i l l  c a l c u l a t e  t h e  a c c u m u l a t e d  e r r o r  s u r f a c e  f r o m  t h e
c o r r e l a t i o n  e r r o r  s u r f a c e .  T h e  c o r r e l a t i o n  e r r o r  s u r f a c e  i s  i n p u t  i n
e r r o r ( , )  a n d  t h e  a c c u m u l a t e d  e r r o r  s u r f a c e  i s  a l s o  s t o r e d  i n  e r r o r ( / )  
v a r i a b l e s  :
e r r o r ( ,  ) = c o n t a i n s  c o r r e l a t i o n  e r r o r  s u r f a c e  a s  i n p u t  a n d  t h e  
a c c u m u l a t e d  e r r o r  s u r f a c e  a s  o u t p u t ,  
n a , n b  = n u m b e r  o f  d a t a  s a m p l e s  i n  t r a c e  a a n d  i n  t r a c e  b ,
n w i n d o w  -  o n e  h a l f  o f  t n e  w i d t n  o f  t h e  w i n d o w  o r  t h e  n u m b e r  o f  s a m p l e s
f r o m  t h e  d i a g o n a l  t o  t h e  w i n d o w  e d g e ,  
w t  -  w e i g h t e d  e r r o r  t h a t  w i l l  b e  a d d e d  t o  a n y  l o c a l  p a t h  w h e r e  t h e
s l o p e  i s  n o t  e o u a l  t o  o n ?  ( u n i t  s l o p e  p a t h s  w i l l  h a v e  a l o w e r  
e r r o r ) .  T h i s  s h o u l d  b e  C u n l e s s  i t  i s  d e s i r e d  t o  w e i g h t  d i a g o n a l  
p a t h s .
m i n i m  = m i n i m u m  e r r o r  a l o n g  m i n i m u m  e r r o r  o a t h  t o  t h e  c u r r e n t  p o i n t  
( n o t  i n c l u d i n g  e r r o r  o f  c u r r e n t  p o i n t ) ,  
b i n i  = l o w e r  w i n d o w  l i m i t  f o r  i b .
b f i n  = u p p e r  w i n o o w  l i m i t  f o r  i b .
s u b r o u t i n e  w a c c e r r ( a c c e r r , ? r r o r , n a / n b , n w i n d o w , w t )
i n t e g e r  n d i m , n w , n w i n d o w  
p a r a m e t e r ( n d i m = 7 5 C / n w = 1 4 )
r e a l  e r r o r ( n d i m , n d i m ) , a c c o r r ( n d i m , n d i m ) , w t  
i n t e g e r  n a , n b
r e a l  m i n i m
i n t e g e r  i a , i b , b i n i , b f i n
c a l l  i n i t e r r o r ( a c c e r r , n a , n b , n w i n d o w )  
a c c e r r ( 1 , 1 ) = e r r o r ( 1 , 1 )
. . . . . . . . . . . . . c o m p u t e  a c c u m u l a t e d  e r r o r
d o  1 9 1  i a - 1 , n a
. . . . . . . c a l c u l a t e  w i n d o w e d  l i m i t s  f o r  i b . . . . . . . .
b i n i s i a - n w i n d o w  
i f ( b i n i . l t . 1 ) b i n i = 1  
b f i n = i a + n w i n d o w  
i f ( b f i n . g t . n b ) b f i n = n b
do  1 9 2  i b = b i n i , b f i n
. . s p e c i a l  c a s e  f o r  i a = 1  a n d  i b = 1 . . . . .
i f ( i a . e o . 1 ) t h e n
i f ( i b . n e . 1 ) t h e n
. . . . . . . . s o e c i a l  c a s e  f o r  i a = 1  a n d  i b  n o t  e q u a l  t o  1 . . . .
a c c e r r ( i a , i b ) = e r r o r ( i a , i b ) + a c c e r r ( i a , i b - 1 )
e n d i f
. . . . . . . . .  s p e c i a l  c a s e  f o r  i b  = 1 . . ............................... ...
e l s e  i f ( i b . e q . 1 ) t h e n
a c c e r r ( i a , i b ) = e r r o r ( i a , i b ) * a c c e r r ( i a - 1 , i b )
. s p e c i a l  c a s e  f o r  i a  = 2 o r  i b = 2  ( Q < s l o p e < i n f i n i  t e ) . .
e l s e  i f ( i a . e q . 2 . o r . i b . e q . 2 ) t h e n
m i n i m = m i n ( a c c e r r ( i a - 1 , i b - 1 ) , a c c e r r ( i a , i b - 1 ) * ( 1 . + w t ) ,  
a c c e r r ( i a - 1 , i b ) * ( 1 . + w t ) )  
a c c e r r ( i a , i b ) = m i n i m * e r r o r ( i a , i b )
c . . . . . . . .  g e n e r a l  c a s e  ( 1 / 2 < s l o o e < 2 )  . . . .
e l s e
m i n i m = m i n ( a c c e r r ( i a - 1 , i b - 1 ) ,
♦  e r r o r ( i a , i b - 1 ) + a c c e r r ( i a - 1 , i b - 2 ) ,
♦ e r r o r ( i a - 1 , i b ) ♦ a c c e r r ( i a - 2 , i b - 1 ) )
a c c e r r ( i a , i b ) = m i n i m + e r r o r ( i a , i b )
e n d i f
1 9 2  c o n t i n u e
1 9 1  c o n t i n u e
r e t u r n
a n d
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M A P P I N G  F U N C T I O N
T h i s  s u b r o u t i n e  u s e s  t h e  2 d i m e n s i o n a l  a c c u m u l a t e d  e r r o r  s u r f a c e  
c o n t a i n e d  i n  e r r o r ( n a , n h )  a n d  d e t e r m i n e s  t h e  b e s t  f i t  m a o p i n g  f u n c t i o n  
t h a t  m a p s  f u n c t i o n  A i n t o  f u n c t i o n  3 .
T n e  x / y  p a i r  x = a m a o ( i )  ,  y = b m a p ( i )  w i l l  g i v e  a p o i n t  a n  t h e  m a p p i n g  
f u n c t i o n .  e v e n t  A ( x )  w i l l  t h e n  c o r r e l a t e  t o  e v e n t  8 C y )  a s  t h e  s a m e  
e v e n t .
v a r i a b l e s  ;
e r r o r ( i a , i b )  -  e r r o r  s u r f a c e  c o n t a i n i n g  t h e  a c c u m u l a t e d  c o r r e l a t i o n  e r r o r  
o f  t h e  l e a s t  e r f o r  p a t h  t o  ( i a , i b )  a s s u m i n g  t h a t  e v e n t s  A ( i a )  
c o r r e s p o n d s  t o  e v e n t  3 < i b ) .  
m a p ( i , 1 )  -  m a p p i n g  f u n c t i o n  t h a t  t r a n s l a t e s  i n t o  i n d e p e n d e n t  a x i s  o f  A .  
( r e v e r s e d )
m a p ( i , 2 )  -  m a p p i n g  f u n c t i o n  t h a t  t r a n s l a t e s  i n t o  i n d e p e n d e n t  a x i s  o f  8 .
( r e v e r s e d )
a m a p ( i ) / b m a p ( i )  -  m a p p i n g  f u n c t i o n  t h a t  l o c a t e s  e v e n t  i  o n  A a n d  3 
r e s p e c t i v e l y .
n m a p  -  w i l l  c o n t a i n  t h e  n u m b e r  o f  s a m p l e s  i n  a m a p  a n d  b m a p  a s  o u t p u t
o p t i o n  -  d e t e r m i n e s  h o w  e n d p o i n t s  o f  m a p p i n g  f u n c t i o n  i s  d e t e r m i n e d
C - >  f i n d s  l o w e s t  a c c u m u l a t e d  e r r o r  o n  e x t r e m e  e d g e s  a n d  u s e s  t h i s  
a s  t h e  e n d p o i n t  o f  m a p p i n g  f u n c t i o n  ( m o r e  g e n e r a l  c a s e )
1 - >  u s a s  u p p e r  c o r n e r  o f  e r r o r  s u r f a c e  a s  e n d p o i n t  ( n a / n b )  
e d g e r r o r  -  a n  e r r o r  d i a g n o s t i c .  T h i s  s n o u l c  c o n t a i n  t h e  h a l f  w i n d o w  w i d t h  
n w i n d o w  a s  u s e d  i n  t h e  e r r o r s u r f  a n d  a c c u m e r r c r  s u b r o u t i n e s .
T h i s  v a r i a b l e  w i l l  c o u n t  t h e  n u m b e r  o f  t i m e s  t h a t  t h e  m a p p i n g
f u n c t i o n s  r u n  i n t o  t h e  w i n d o w  e d g e s .  T h i s  c a n  b e  u s e d  t o  d e t e r m i n e
i f  t h e  w i n d o w  s i z e  i s  t o o  s m a l l ,
i a  -  I n d o x  v a r i a b l e  f o r  i n d e p e n d e n t  a x i s  f o r  f u n c t i o n  A .
l b  -  I n d e x  v a r i a b l e  f o r  i n d e p e n d e n t  a x i s  f o r  f u n c t i o n  3 .
N O I M  -  a r r a y  d i m e n s i o n  f o r  e r r o r .
n a , n b  -  a c t u a l  d a t a  d i m e n s i o n  f o r  e r r o r .
f l a g 1 - 1  i n d i c a t e s  t h a t  t h e  p o i n t  w i l l  h a v e  t o  b e  i n t e r p o l a t e d  o n  
e i t h e r  t h e  A o r  3 a x i s .  
f l a g 2 = 1  f o r  i n t e r p o l a t i o n  o n  3 a x i s .  
f l a g 2 = 2  f o r  i n t e r p o l a t i o n  o n  A a x i s .
s u b r o u t i n e  m a p p ( e r r o r , n a , n b , a m 9 o , b m a q , n m ? p , o p t i o n , e d g e r r o r )
i n t e g e r  n d i m  
p a r a m e t e r ( n d i m = 7 5 0 )
i n t e g e r  n a , n b , n m a p , o p t i o n , e d g e r r o r
r e a l  a m a c ( 2 * n d i m ) , b m a p ( 2 * n d i m ) , m i n i m , e r r o r ( n d i m , n d i m ) , m a p ( n d i m * 2 , 2 )  
i r i n i m s i  C G C .
m a p ( 1 , 1 ) « n e  
m a p ( 1 , 2 ) = n b
c . . . . . . . . . . . . . . . . . . d e t e r m i n e  s t a r t i n g  o o i n t . . . . . . . . . . . . . . . .
c . . . . ( t h i s  w i l l  b e  t h e  e v e n t u a l  e n d p o i n t  f o r  t h e  n o n r e v e r s e d  m a p p i n g  f u n c t i o n s )
c . . . . . . . u s e  u p p e r m o s t  c o r n e r  o f  e r r o r  s u r f a c e . . . . .
i f ( o p t i o n . e q . 1 ) t h e n  
m a p ( 1 , 1 ) - n a  
m a p ( 1 , 2 ) = n b
e l s e
c . . . . . . f i n d  m i n i m u m  a l o n g  e d g e s  o f  e r r o r  s u r f a c e  a s  s t a r t i n g  p o i n t . . .
do  1 0 1  i a = 1 , n a
i f ( e r r o r ( i a , n b ) . l t . m i n i m ) t h e n  
m i n i m = e r r o r ( i a , n b )  
m a p ( 1 , 1 ) « i a  
m a p ( 1 , 2 ) = n b
. A .  e n d i f
1 0 1  c o n t i n u e
d o  1 0 2  i b = 1 , n b
i f ( e r r o r ( n a , i b ) . l t . m i n i m ) t h e n  
m i n i m  = e r r o r ( n a , i b )  
m a p ( 1 , 1 ) = n a  
m a p ( 1 , 2 ) = i b  
e n d i f
1 0 2  c o n t i n u e  
e n d i f
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c . . . / . . . . . . . . . . . . . . . . , . . . . . . . , . .
• • • • • • • • d e t e r m i n e  m a p p i n g  f u n c t i o n s # # #  # # # • • • # # • #  # • • • # • •
i n d e x = 1
do 1 C4 i = 2 , n d i m # 2
c .............. • • • r e m e m b e r  p r e v i o u s  p o i n t  on  p a t h . . . . • • • • • •
i a = m a p ( i - 1 , 1 )  
i  b - m a p ( i - 1 , 2 )
c .............. i f  p a t h  h a s  b e e n  c o m p l e t e d  t h e n  e n d . . . . .
i f ( i a . e q . 1 . o r . i b . e q . 1 ) g o t o  9 9 9
c . . . . c h e c k  e r r o r ( i a - 1 , i b - 1 .
m s p ( i , 1 ) = i a - 1  
m a p ( i , 2 ) = i b - 1  
m i n i m = e r r o r ( i a - 1 , i b - 1 ) 
i n d e x = i n d e x + i  
f l a g i = 0
c  c h e c k  e r r o r (  i a - 1  , i b ) ........................... ...................
i f ( e r r o r ( i a - 1 , i b ) . I t . m i n i m )  t h e n  
i n d e x  = i n d e x - 1  
m a p ( i , 2 ) = i b  
m i n i m = e r r o r ( i a - 1 , i b )  
f  L a g i - 1  
f l a g 2 = 2  
e n d i f
c  . . . . c h e c k  e r r o r ( i a , i b - 1 .
i f ( e r r o r ( i a , i b “ 1 ) . I t . m i n i m ) t h e n  
i n d e x = i n d e x - 1  
m a p ( i , 1 ) = i a  
m a p ( i , 2 ) = i b - 1  
f l a g 1 = 1  
f l a g 2 = 1  
e n d i f
i  f ( f 1 a g 1 . » q . 0 ) t h a n
i f i f l a g c . n e . O )  t h e n
d e i t a = 1 . 0 / ( i - i n d e x + 1 )
d o  1 1 3  j = i n d e x , i - 1
m a p ( j , f l a g 2 ) = m a p ( i n d e x - 1 , f l a g 2 ) - ( j - i n d e x + 1 ) « d e l t a
1 1 3  c o n t i n u e
e n d i f  
i n d e x = i  
f l a g i = 0  
f l a g 2 = 0  
e n d i f
1 0 4  c o n t i n u e
9 9 9  c o n t i n u e
n m a p s  i - 1
n w i n d o w = e d g e r r o r
e d g e r r o r s Q
c . . . . . . . . . . .  s t o r e  r e v e r s e d  m a p p i n g  f u n c t i o n ,  m a p (  ) ,  f o r w a r d  i n t o
c . . . . . . . . . . . a m a p ( i ) , b m a p ( i ) .  ................................
d o  1 1 6  i = 1 , n m a p  
j = n m a p + 1 - i  
a m a p ( i ) = m a p ( j , 1 ) 
b m a p ( i ) = m a o ( j , 2 )
c . . . . . . . . . .  e r r o r  c h e c k i n g ,  sum t h e  n u m b e r  o f  t i m e s  t h a t  t h e
c .............. . . . . . m a p p i n g  f u n c t i o n  r u n s  i n t o  t h e  w i n d o w  e d g e s . . . .
i f ( s o s ( a m a o ( i ) - b m a p ( i ) ) . e q . n w i n d o w ) t h e n  
e d g e r r o r  = e d g e r r o r + 1  
e n d i f
11  o c o n t i n u e
r e t u r n
e n d
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« * •  C O R R E L A T I O N  OF TWO S E P A R A T E  D AT A S E T S  
T h i s  p r o g r a m  w i l l  c o r r e l a t e  t h ®  e v e n t s  f r o m  t w o  s e p a r a t e  d a t a  s e t s  u s i n g  
t h e  d y n a m i c  p r o g r a m m i n g  a l g o r i t h m .  I t  w i l l  c o r r e l a t e  t h e  t w o  d a t a  s e t s  
c o n t a i n e d  i n  f i l e  A a n d  f i l e  3 ,  F i l e s  A a n d  3 a r e  u n f o r m a t t e d  a n d  
a r e  s t o r e d  i n  t h e  f o l l o w i n g  m a n n e r ,  
n t , n x
d a t a ( i t f i x )
T h e  p r o g r a m  w i l l  o u t p u t  d a t a  s e t  5 w i t h  i t s  a x i s  s c a l e d  t o  m a t c h  A i n
t h e  f i l e ,  s c l b . d a t .  I t  i s  s t o r e d  i n  t h e  s a m e  m a n n e r  a s  f i l e s  A a n d  3 .
T h e  m a p p i n g  f u n c t i o n s  a r e  o u t p u t  t o  t h e  u n f o r m a t t e d  f i l e ,  m a p . d a t .
T h i s  d a t a  i s  s t o r e d  a s  f o l l o w s :
n t , n x  ( n u m b e r  o f  t i m e  s a m p l e s ,  n u m b e r  o f  t r a c e s s )
n a s t a r t , n a e n d  
n b s t a r t , n b e n d
n m a p  ( n u m b e r  o f  s a m p l e s  f o r  m a p p i n g  f u n c t i o n ,  x = 1 )
a m a p ( ) , b m a o ( )  ( m a p p i n g  f u n c t i o n s  f o r  x = 1 )
n m a p  ( * '  x « 2 )
a m a p ( ) , b m a p ( )  ( "  ** x  = 2 )
v a r i a b l e s :
a ( )  = C o n t a i n s  t h e  c u r r e n t  t r a c e  f r o m  d a t a  s e t  A .
b ( )  = C o n t a i n s  t h e  c u r r e n t  t r a c e  f r o * *  d a t a  s e t  3 .
n x a , n x b  = N u m b e r  o f  t r a c e s  i n  A a n d  t h e  n u m b e r  o f  t r a c e s  i n  3 .
n t a , n t b  -  n u m b e r  o f  t i m e  s a m p l e s  i n  A a n d  i n  3 .
e r r o r !  ,  ) = e r r o r  s u r f a c e  f o r  d y n a m i c  p r o g r a m m i n g  f o r  t h e  c u r r e n t  t r a c e s
a c c e r r (  ,  ) s a c c u m u l a t e d  e r r o r  s u r f a c e
a m a p ( )  = m a p p i n g  f u n c t i o n  t h a t  m a p s  i n t o  t h e  A a x i s .
b m a p O  -  m a p p i n g  f u n c t i o n  t h a t  m a c s  i n t o  t h e  S a x i s .
n m a p  *  T h e  n u m b e r  o f  v a l u e s  i n  b o t h  a m a p  a n d  b m a p .
s c a l e d b O  = T h e  o u t p u t  t r a c e  b s c a l e d  t o  m a t c h  t h e  A a x i s .
n w i n d o w  ~ T h e  w i n d o w  w i d t h  f o r  d y n a m i c  p r o g r a m m i n g .  I t  m u s t  be  g r e a t e r  t h a n
t h e  m a x i m u m  d i f f e r e n c e  i n  t i m e  s a m p l e s  b e t w e e n  a n y  e v e n t  i n  A a n d  t h e
c o r r e s p o n c i n g  e v e n t  i n  3 .  
d i a g w t  *  D i a g o n a l  w e i g h t i n g  c o e f f i c i e n t  f o r  d y n a m i c  p r o g r a m m i n g
( 0  o r  g r e a t e r )  .  A v a l u e  g r e a t e r  t h a n  z e r o  w i l l  a d d  t h a t  e r r o r  t o  
a n y  l o c a l  p a t h s  t h a t  do n o t  h a v e  u n i t  s l o p e .
p a r a m e t e r  ( n d i m = 7 5 C )
r e a l  a r r c r ( n d i m , n d i m ) , a ( n d i m ) , b ( n d i m ) , a m a p ( n d i m # 2 ) , b m a o ( n d i m « 2 )
r e a l  n e w e r r ( n d i m , n d i m ) , s c a l e d b ( n d i m ) , a c c e r r ( n d i m , n d i m )
r e a l  a f  i i ( n d i m )  , ij f  i  1 ( n d i m )
r e a l  a v g e r r ,  a v q e r r t o t , c c 1 / c c 2 , c l , c 2
i n t e g e r  n m a p , n t , n x , e d g e r r o r
c h a r a c t e r * 4 C  f i l e a , f i l e b , m a p f i l e , 3 c l b f i l e
w r i t e ( o , * ) " e n t e r  n a m e  o f  i n p u t  f i l e  A " 
r e a d ( 5 , " ( a 4 0 ) ' ) f i l e a
w r i t e  ( 6 , * ) ' e n t e r  n a m e  o f  i n p u t  f i l e  3 "  
r e a o ( 3 , ' ( 5 4 0 ' ) f i l e b
w r i t e ( 6 , * ) " e n  t e r  n a m e  o f  m a p p i n g  f u n c t i o n  o u t p u t  f i l e "  
r e a d ( 5 , " ( a 4 0 ) " ) m ? o f i l 3
w r i t e ( 0 , « ) " e n t e r  n a m e  o f  o u t o u t  * i l e  f o r  s c a l e d  8 "  
r a a d ( 5 , " ( a 4 0 ) " ) s c l b f i l e
o p e n  (  5 1 , f i I e  = f i l e a , s t a t u s = " o l d " , f o r m s " u n f o r m a t t e d " )  
r a w  i n o ( 5 1  )
o p e n ( 3 2 , f i l e s f i l e b , s t a f u s = " o l d " , f o r m « " u n f o r m a t t e d " )
r e w i n d ( 5 2 )
o p e n ( i 1 , f i l e = m p p f i l a , s t a t u S s " n e w " , f o r m = ' u n f o r m a t t e d " )  
o p o n ( c 2 , ^ i l e s s , - i , l 3 f i i e , s t 3 t u s  = " n e * "  , f o r m = " u n f o r m a t t e d "  ) 
o p e n ( c j , f i l e s ' d i 3 g n o s t " , s t 2 t u s s ' n e w " , f o r m s " f o r m a t t e d " )
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r e a d ( 5 1 ) n t a , n x a  
r e a d  C5 2 ) n t b / n x b  
i f ( n x a « n a . n x o ) t h e n
w r i t e < 6 / * ) " n x a = ' , n x a , " n x b = ' / m x b
l u r i t a  ( 6 , * ) ' n x a  m u s t  b e  e q u a l  t o  n x b '
s t o p
e n d i f
w r i t e ( 6 , * ) " e n t e r  t h e  b e g i n n i n g  a n d  e n d i n g  s a m p l e  n u m b e r s  f o r  A '  
r e a d ( 3 , * ) n a s t a r t , n a e n d
w r i t e < 6 , » )  " e n t e r  t h e  b e g i n n i n g  a n d  e n d i n g  s a m p l e  n u m b e r s  f o r  3
r e a d ( 5 / * ) n b s t a r t , n b e n d
n a s n a e n d - n a s t a r t + 1
n b = n b e n d - n b s t a r t + 1
n t = n t a
n x = n x a
w r i t e ( 6 1 ) n t , n x  
w r i t e < 6 1 ) n a s t a r t , n a e n d  
w r i t e ( 6 1 ) n b s t a r t / n b e n d  
w r i t e ( 6 2 ) n t , n x
w r i t e ( 6 , * ) " e n t e r  t h e  w i n d o w  w i d t h  f o r  d y n a m i c  p r o g r a m m i n g "  
w r i t e  ( 6 , * )  " ( n u m b e r  o f  s a m p l e s  f r o m  c e n t e r  t o  e d g e  o f  w i n d o w ) "  
r e a d ( i / * ) n w i n d o w
w r i t e  ( 6 , * )  " e n t e r  t h e  d i a g o n a l  w e i g h t i n g  c o e f f i c i e n t  ( u s u a l l y  0 ) "  
r e a d ( 3 , « ) d i a g w t
w r i t e ( 6 , * ) " e n t e r  t h e  c o n s t a n t  f o r  f i l t e r i n g  t h e  t r a c e s  r e c u r s i v e l y *  
w r i t e ( o , * ) " ( l o w e r  v a l u e s  r e s u l t  i n  m o r e  f i l t e r i n g ,  1 i s  s u g g e s t e d )  
w r i t e ( 6 , « ) " 0  - >  n e w  t r a c e  h a s  G w e i g h t i n g ,  p r e v i o u s  t r a c e s  w e i g h t e d  1 "  
w r i t e ( 6 , * ) " 1  - >  n e w  t r a c e  h a s  w e i g h t  o f  i ,  p r e v i o u s  t r a c e  w e i g h t e d  0 "  
r e a d ( 5 , * ) c c 1  
c c 2 = 1 . C - c c I
2 7  w r i t e < 6 , « ) " W h a t  t y p e  o f  r e c u r s i v e  f i l t e r i n g  d o  y o u  w a r t  i n  t h e  x "
♦  ,  d o m a i n  f o r  t h e  e r r o r  s u r f a c e ?
w r i t e ( 6 , * ) " 1  -  S i m p l e  R e c u r s i v e  ( w i l l  n o t  h a n d l e  d i p ) '
w r i t e ( 6 , * ) " 2  -  3 o o i n t  D y n a m i c  P r o g r a m m i n g  ( w i l l  h a n o l e  d i p ) "
r e a d ( 5 , * ) f  i l  t y p e
i f ( f i l t y p e . n e . 1 . a n d . f 1 1  t y p e . n e . 2 ) g o t o  2 7
w r i t e ( 0 , * ) " e n t e r  c o n s t a n t  f o r  r e c u r s i v e  s m o o t h i n g  f i l t e r  o f  e r r o r *
♦ , "  s u r f a c e ( 0 . 0 - 1 . 0 ) "
w r i t e ( 6 , * ) " ( l o w e r  v a l u e s  h a v e  m o r e  f i l t e r i n g ,  . 1  s u g g e s t e d ) *
w r i t e ( 6 , * )  0  - >  n e w  e r r o r  h a s  0 w e i g h t i n g ,  p r e v i o u s  e r r o r s  w e i g h t e d  1 *
w r i t e ( 6 , » ) * 1  - >  n e w  e r r o r  h a s  w e i g h t  o f  1 ,  p r e v i o u s  e r r o r s  w e i g h t e d  0 "
r e a d ( 5 , « ) c 1
c 2 « 1 . C - c 1
w r i t e ( 6 3 , * ) f i l e a  
w r i t e ( 6 3 , * ) f i l e b  
w r i t e ( 6 3 , * ) m ? p f l i e  
w r i t e ( 6 3 , * ) s c l b f i l e  
w r i t e ( 6 3 , * ) n a s t a r t , n a e n d  
w r i t e ( 6  3 , * ) n b s t a r t , n b e n d  
w r i t e  ( 6 3 , * ) n w i n d o w  
w r i t e ( 6  3 , * ) d i a g w t  
w r i t e ( 6 3 , * ) c c 1  
w r i t e ( 6 3 , * ) f i l  t y p e  
w r i t e ( 6 3 , * ) c 1
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c . . . . . i n i t i a l i z e  a r r o r  s u r f a c e . . .
c a l l  i n i t e r r o r ( e r r o r , n 3 , n b , n w i n d o w )  
c a l l  i n i t e r r o r ( a c c e r r , n a , n b , n w i n d o w )
a v  g a r r  t o  t  = 0
c . . . . . . . . . . . . . . l o o p  o v e r  t r a c e  n u m b e r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
d o  1 0  i x = 1 , n x
c . . . . . . . . . . .  r e a d  i n  o n e  t r a c e  f r o m  e a c h  d a t a  f i l e . . . . . . . . .
r e a d ( 5 1 ) ( 2 i l c h , i t = 1 / n a s t a r t - 1 ) , ( a ( i t ) , i t = 1 , n ? ) , ( z i l c h , i t = n a e n d + 1 , n t a )  
r a a d ( 5 2 ) ( z i l c n , i t = 1 / n b s t a r t - 1 ) , ( b ( i t ) , i t = 1 , n b ) , ( z i l c h , i t = n b e n d + 1 / n t b )
c . . . . . . . . . . . . . r e c u r s i v e  f i l t e r i n g  o f  t r a c e s . . . . . . . .
d o  1 5  j a = 1 , n a
a f i l ( j a ) = a ( j a ) * c c 1  ♦  a f i l ( j a ) * c c 2
1 5  c o n t i n u e
d o  1 6  j b = 1 , n b
b f i l ( j b ) = b ( j b ) * c c 1  ♦  b f i l ( j b ) * c c 2
1 6  c o n t i n u e
w r i t e ( 0 , ' ( I X , A 6 , 1 3 ) " ) " T R A C E  " , i x  
c w r i t e ( 6 , * ) " e r r o r  s u r f a c e '
c a l l  w e r r o r s u r f ( a f i l , b f i l , n a , n b , n e w e r r , n w i n d o w )  
c .............. . . . . . r e c u r s i v e  s m o o t h i n g  f i l t e r  f o r  e r r o r  s u r f a c e . . . .
i f ( f i l t y p e . e q . 2 ) t h e n  
c . . . . . . . . d y n a n i e  p r o g r a m m i n g  f i l t e r i n g  i n  x . . . . . . . .
c w r i t e ( 6 , * ) " d y n a m i c  p r o g r a m m i n g  r e c u r s i v e  f i l t e r i n g *
c a l l  d p f i l t e r ( e r r o r , n e w e r r , n s , n b , n w i n d o w , c l )
e 1 s e
c       s i m o l e  r e c u r s i v e  f i l t e r i n g  i n  x . •
c w r i t e ( 6 , « ) " r e c u r s i v e  f i l t e r i n g "
d o  2 0  j a = 1 , n a
b i n i « m a x ( 4 a - n w i n d c w , 1 )
b f i n = m i n ( j a + n w i n d o w , n b )
d o  3 0  j b = b i n i , b f i n
e r r o r ( j e , j b ) = c 2 « e r r o r ( j a , j b ) ^ c 1 « n e w e r r ( j a , j b )
3 0  c o n t i n u e
2 0  c o n t i n u e
e n d i f
c . . . . . . . . . . . . . . . . . . . . c a l c u l a t e  a c c u m u l a t e d  e r r o r .....................
c  w r i t e ( 6 , * ) " a c c u m u l a t e d  e r r o r  s u r f a c e "
c a l l  w a c c e r r ( a c c a r r , e r r o r , n a , n b , n w i n d o w , d i a g w t )  
a v g a r r = a c c e r r ( n a , n b )
c .   . . . . . . . c a l c u l a t e  m a p p i n g  f u n c t i o n . . . . .  . . . . . . . . . . . . . . . . . . . .
c w r i t e ( 6 , * )  m a p p i n g  f u n c t i o n *
e d o e r r o r s n w i n d c w
c a l l  m a p p ( a c c e r r , n a , n b , a m a p , b m a p , n m a p , 1 , e d g e r r o r )
3 v g e r r = a v g e r r / n m a c
a v g e r r t o t = a v g e r r t o t r a v g e r r
w r i t e ( 6 , * ) " N u m b e r  o f  m a p o i n g  f u n c t i o n  p o i n t s  s t  w i n d o w  e d g e  = " ,
♦ e d g e r r o r
w r i t e ( o 3 , * ) * t r a c e  3 " , i x ,  t r a c e  e r r o r  = " , a v g e r r ,
♦ w i n d o w  e d g e  = " , e d g e r r o r
c . . . . . . . . . . . .  o u t p u t  m a p p i n g  f u n c t i o n s  t o  d a t a  f i l e . . . . . .
w r  i t e ( 6 1 ) n m a p
w r i t e ( 6 1 ) ( a m a p ( i m a o ) , i m a p = 1 , n m a p )
w r i t e ( 6 1 ) ( b m a p ( i m a p ) , i m a p = 1 , n m a o )
c . . . . . . . . . s c a l e  b t o  m a t c h  a . . . . . . . . . . . . .  . . .  . . . .  . . . .
c a l l  s c a l e ( b , s c a l e d b , b m a p , a m a p , n m a p )
c   o u t o u t  s c a l e d  b . . . . . . . . . . . . . . . . . . . . . . . . .
w r i t e ( 6 2 ) ( 0 . 0 , i t = 1 , n a s t a r t - 1 ) , ( s c a l e d b ( i t ) , i t = i , n a ) , ( C . O , i t = n a e n d + 1 , n t a )  
1 0  c o n t i n u e
3 v g e r r t o t = 3 v g e r r t o t / n x  
w r i t e ( o 3 , # ) " g l o b a l  aveii r age  e r r o r  - " , a v g e r r t o t  
a n d




D Y N A M I C  P R O G R A M M I N G  F I L T E R  ( M U L T I P L E  T R A C E  S M O O T H I N G )  * * * * * * *  
T h i s  s u b r o u t i n e  i s  u s e d  t o  s m o o t h  t h e  m a o p i n o  f u n c t i o n s  t r s c e  t o  t r a c e  
i n  o r d e r  t o  h a n d l e  n o i s e .  I t  w i l l  a d d  i n  v a l u e s  f r o m  t h e  e r r o r  s u r f a c e
c a l c u l a t e d  a t  t h e  p r e v i o u s  o a i r  o f  t r a c e s  a s  w e l l  a s  f r o m  a l l  p r e v i o u s
e r r o r  s u r f a c e s ,  
v a r i a b l e s  :
e r r o r  = t h e  p r e v i o u s  e r r o r  s u r f a c e  ( c o n t a i n s  w e i g h t e d  v a l u e s  f r o m  a l l  
p r e v i o u s  e r r o r  s u r f a c e s ,  
e r r n e w  = t h e  c u r r e n t  e r r o r  s u r f a c e  
n a , n b  = d a t a  d i m e n s i o n s  o f  e r r o r ( )  a n d  e r r n e w O  
c -  c o n s t a n t  f o r  r e c u r s i v e  f i l t e r i n g .  ( 0  < c = <  1 . 0 )
c *  1 . 0  -  c u r r e n t  e r r o r  s u r f a c e  i s  w e i g h t e d  1 .  a n d  p r e v i o u s  e r r o r
s u r f a c e s  a r e  w e i g h t e d  0 .  T h i s  e f f e c t i v e l y  d o e s  n o  s m o o t h i n g  
t o  t h e  e r r o r  s u r f a c e .
C < c < 1 . 0  -  c u r r e n t  e r r o r  i s  w e i g h t e d  b y  c a n d  p r e v i o u s  e r r o r s
a r e  w e i g h t e d  ( 1 . - c ) .  L o w e r  c d o e s  m o r e  s m o o t h i n g .
s u b r o u t i n e  d o f i l t e r ( @ r r o r , e r r n e w / n a , n b , n w i n d o w / c )  
p a r a m e t e r  ( n d i m = 7 5 0 )
r e a l  e r r o r ( n d i m , n d i m ) , e r r n e w ( n d i m , n d i m ) , t e m p e r r ( n d i m )  
r e a l  c , m i n i m
d o  1 0  i a = 1 , n a
b i n i  s  m a x (  i a - n w i n d o w ,  1 )  
b f i n  s m i n (  i a + n w i n d o w ,  mb ) 
d o  2 0  i b = b i n i , b f i n
m i n i m  = e r r o r ( i a , i b )  
i  f ( i b . 1 1 . n b ) t h e n
m i n i m  = m i n (  m i n i m ,  e r r o r ( i a , i b + 1 )  )
e n d i f
i f ( i b . g t . 1 ) t h e n
m i n i m  = m i n (  m i n i m ,  e r r o r ( i a , i b - 1 )  )
e n d i f
t e m p e r r ( i b )  *  e r r n e w ( i a , i b ) * c  ♦  i r i n i m * (  1 . - c )
c o n t i n u e
d o  3 0  i b = b i n i , b f i n
e r r o r ( i a , i b ) = t e m o e r r ( i b )
c o n t i n u e
c o n t i n u e
r e t u r n
e n d
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M A P P I N G  F U N C T I O N  S L O P S  
T h i s  s u b r o u t i n e  w i l l  c a l c u l a t e  t h e  m a p p i n g  f u n c t i o n  d e r i v a t i v e ,  d y / d x  
f o r  t h e  f u n c t i o n s  A ( x )  a n d  3 ( y ) .  T h e  r e s u l t  i s  s t o r e d  i n  d e d b  a n d  i s  a 
f u n c t i o n  o f  t h e  x a x i s  ( i t  i s  s c a l e d  t o  m a t c h  A ( x ) ) «  T h i s  s u b r o u t i n e  
u s e s  a s i m p l e  3 p o i n t  d e r i v a t i v e .
d y / d x ( i )  = C y ( i + 1 )  -  y ( i - 1 ) ]  /  C x ( i + 1 )  -  x ( i - 1 ) ]
v a r i a b l e s :
a m a p  ~ m a p p i n g  f u n c t i o n  t h a t  m a o s  f r o m  t h e  m a p p i n g  f u n c t i o n  a x i s  i n t o  
t h e  A o r  t h e  x a x i s ,  
b m a p  -  m a p p i n g  f u n c t i o n  t h a t  m a p s  f r o m  t h e  m a p p i n g  f u n c t i o n  a x i s  i n t o  
t h e  S o r  t h e  y a x i s ,  
n m a p  •  n u m b e r  o f  s a m p l e s  i n  a m a o O  a n d  i n  b m a o O .
d a d b  ~ 3 p o i n t  d e r i v a t i v e  a s  a f u n c t i o n  o f  x ( s c a l e d  t o  m a t c h  A a x i s ) .
s u b r o u t i n e  s l o p e ( a m a p , b m a p , n m a p , d a d b )  
p a r a m e t e r  ( n d i m = 7 S 0 )
r e a l  a m a p ( 2 * n d i m ) , b m a p ( 2 * n d i m ) , d a d b ( n d i m )  




.................. 1 s t  p o i n t ,  d o  a 2 p o i n t  d e r i v a t i v e
d a d b ( 1 ) s  - b m e p ( 1 ) / 2 .  
d a d b ( 2 ) =  - b m a o ( 1 ) / 2 .
. . . . . .  . . . . 3  p o i n t  d e r i v a t i v e ........................ ...................
do  1 0  i m a p = 2 , n m a p - 1
i a = a m a p ( i m a p )
. . . . . . . . i f  a m a p ( i m a m )  i s  a n  i n t e g e r
i f ( i a . e q . a m a p ( i m a p ) ) t h e n
d a d b ( i a - 1 ) = d a d b ( i a - 1 ) + b m a p ( i m a p ) / 2 .  
d a d b ( i a + 1 ) = - b m a p ( i m a o ) / 2 .
c o n t i n u e
e n d i f
. . . . . . l a s t  v a l u e ,  d o  a 2 p o i n t  d e r i v a t i v e
i a * a m a p ( n m a p )
d a d b ( i a - 1 ) = d a d b ( i a - 1 ) + b m ? o ( n m 2 p ) / 2 .
d a d b ( i a ) = d a d b ( i a ) * 2 . + b m a p ( n m a p )
d a d b ( 1 ) = d a d b ( 1 ) * 2 .
d o  5 0  i - i a , n d i m
d a d b ( i ) - 1 . 0
c o n t i n u e
r e t u r n
e n d
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S C A L I N G  CF  T R A C E  A X I S  *
*  T h i s  s u b r o u t i n e  w i l l  t a k e  t r a c e  b a n d  s c a l e  t h e  a x i s  s o  t h a t  a x i s
*  c o r r e s p o n c s  t o  t h e  a  a x i s .  T h e  s c a l e d  t r a c e  w i l l  b e  o u t p u t  i n
*  s c a l e d o O .
*  b = i n p u t  t r a c e  t o  b e  s c a l e d
*  s c a l e d b  = o u t p u t ,  s c a l e d  t r a c e
*  b m a p  s m a p p i n g  f u n c t i o n  f o r  b a x i s .
*  a m a p  = m a p p i n g  f u n c t i o n  f o r  a  a x i s
*  n m a p  = n u m b e r  o f  s a m p l e s  i n  m a p p i n g  f u n c t i o n s
s u b r o u t i n e  s c a l e ( b , s c a l e d b , b m a p , a m a p , n m a p )  
o a r a m e t e r ( n d i m = 7 S 0 )
r e a l  b ( n d i m ) , s c a l e d b ( n d i m ) , o m a o ( 2 * n d i m ) , a m a p ( 2 * n d i m )  
i n t e g e r  n m a p
i a = a m a p ( 1 )  
i b - b m a p  ( 1 )  
s u m = b ( i b )  
n s u m = 1
d o  2 0  1 * 2 , n m a p
c . . . . . .  c o m p r e s s  b t o  m a t c h  a . . . . . . . . . . . . . . . . . . .
i f ( i a . e q . i n t ( a m a p ( i ) ) ) t h e n  
i b  = b m a p ( i )  
s u m s s u m * b ( i b )  
n s u m = n s u m + 1
20
e l s e
c o n t i n u e
r e t u r n  
e n d
e n d i f
s c a l e d b ( i a ) = s u m / n s u m
i b = b m a p ( i )
i a = a m a p ( i )
. . . . . . . . .  s t r e t c h  b t o  m a t c h  a . .
d b = b m a p ( i ) - i b
s u m = ( 1 . 0 - d b ) * b ( i b )
i f  ( i b . l t . n d i m )  s u m = s u m + b ( i b  + 1 ) * d b
n s u m = 1
. * * * * « * « , * * * * A X I S  S C A L I N G ,  M A P P I N G  F U N C T I O N  A X I S  TO A A X I S
T h i s  s u b r o u t i n e  t a k e s  x w h i c h  i s  a f u n c t i o n  o f  t h e  m a p p i n g  f u n c t i o n
c o o r d i n a t e s  a n d  s c a l e s  i t s  a x i s  t o  t h e  A a x i s .
X -  a r r a y  c o n t a i n i n g  a f u n c t i o n  o f  t h e  m a p p i n g  f u n c t i o n  a x i s  a s  i n p u t
a n d  c o n t a i n i n g  t h e  s a m e  f u n c t i o n  s a  a f u n c t i o n  o f  t h e  A a x i s  a s  
o u t p u t .
a m a p  *  m a p p i n g  f u n c t i o n  t h a t  m a p s  t o  A a x i s
n m a p  ~ n u m b e r  o f  d a t a  v a l u e s  i n  m a p o i n g  f u n c t i o n  a n d  i n  t h e  i n p u t
s u b r o u t i n e  s t u f f ( x , a m a p , n m a p )  
p a r a m e t e r ( n d i m = 7 5 0 )  
r e a l  x ( n m a p ) / a m a p ( n m a p )
i a = a m a p ( 1 ) 
s u m = x ( i a )  
n s u m = 1
d o  2 0  i = 2 , n m a p
i f ( i a . e q . i n t ( a m a p ( i ) ) ) t h e n  
s u m = s u m + x ( i )  
n s u m = n s u m + 1
e l s e
20 c o n t i n u e
e n d i f
x ( i a ) = s u m / n s u m  
i a - a m a o ( i )  
s u m = x ( i a )  
n s u m « 1
r e t u r n
end
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T wo  T r a c e  D a t a  I n t e r p o l a t i o n  
T h i s  s u b r o u t i n e  w i l l  t a k e  a d a t a  s e t  a n d  i n t e r p o l a t e  b e t w e e n  e a c h  t r a c e
i n  o r d e r  t ;  y e t  a d a t a  s e t  w i t h  n + n - 1  t r a c e s .  I t  c o r r e l a t e s  t h e  e v e n t s
t o r  e a c h  o a i r  c f  t r a c e s  u s i n y  t h e  e r r o r  s u r f a c e s  f r o m  t h e  p a i r  o f  t r a c e s .  
T h e  i n t e r p o l a t i o n  i s  l i n e a r  u s i n g  o n l y  t h e  t w o  a d j a c e n t  t r a c e s ,  
variables;
c j a t a C ) ( )  -  d a t a  s e t  c o n t a i n i n g  t h e  c u r r e n t  d a t a  a s  w e l l  a s  e m o t y  t r a c e s  
t h a t  w i l l  c o n t a i n  t h e  i n t e r p o l a t e o  d a t a .  T r a c e s  0 , 2 , 4 , . . . n x - 1  w h e r e  
r x - 1  i s  a n  e v e n  n u m a e r  m u s t  c o n t a i n  t h e  i n o u t  d a t a .  T h e  t r a c e s  i n  
o e t w e e n  o r  t r a c e s  1 , 3 , 5 . . . . n x - 2 a r e  e m p t y  w h e n  t h i s , s u b r o u t i n e  i s  
c a l l e d  a n  i  w i l l  c o n t a i n  t h e  i n t e r p o l a t e d  d a t a  w h e n  f i n i s h e d ,  
n t  -  t h e  a c t u a l  n u m b e r  o f  t i m e  s a m p l e s  i n  e a c h  t r a c e ,
n X  -  t h *  n u m n e r  c *  t r a c e s  i n  t h e  d a t a  ,  i n c l u d i n g  t h e  t r a c e s  t o  b e
i n t e r p o l i c e c .
s u b r o u t i n e  i n t r p 2 t r ( d a t a , n t / n x )
i n t e g e r  n d i m , n w , n x d i m  
p a r a m e t e r ( n d i m = 2 n O , n w = 1 4 , n x d i m = 2 3 )
r e a l  d a t a C n d i m , n x d i » )  
i n t e g e r  n t , n x
r « a l  e r r o r ( n d i m , n d i m ) , a m a p ( 2 * n d i m ) , b m a p ( 2 * n d i m )  
i n t e g e r  i x , n m a p
d o  1 0  i  x * 1 , n x - 2 , 2
c a l l  w e r r o r s u r f ( d a t a ( 1 / i x ) , d a t a ( 1 , i x + 2 ) , n t / n t , e r r o r , n t )
c a l l  w a c c u m e r r o r ( e r r o r / n t , n t , n t , 0 )
. . . . . . . . . . . d e t e r m i n e  m a p o i n g  f u n c t i o n . . . . . . . . . . .
c a l l  m a g o ( e r r c r , n c / n t / a m a p , b n a p / n f l i a p , 1 / e d g e r r o r )
 i n t e r p o l a t e  o n e  t r a c e . . . .  .
c a l l  i n c e r o ( d a t a ( 1 , i x ) , d a t a ( 1 / i x * 2 ) /  
d a t a d ,  i x  + 1 ) , n t , a m a p / b m a o / n m a p )
1 0  c o n t i  n u e  '
r e t u r n
e n d
s u b r o u t i n e  r i c e < t i t l e / a / m / n )  
i n t e g e r  n o i m  
c a r a m c t e r C n d i m - J O j )  
r e a l  a ( n d i  m / n d i  m)  
c h a r a c t e r » ? ) ]  t i t l e
w r i t e ( 9 9 , * ) *  * 
w r i t e ( 9 9 , * ) t i t l e
' ’ ’ w r i t e ( 9 v , ' ( 1 x , ‘’ 5 < f 4 . b ) )  * )  ( m i n < 9 9 9 . , a ( i , j ) ) / j s 1 / n )  
1 0  c o n t i  r u e
r e t u r n  
e n d
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P o u r  T r a c e  D a t a  I n t e r p o l a t i o n  
T h i s  s u b r o u t i n e  w i l l  t a k e  a d a t a  s e t  a n d  i n t e r p o l â t  o e t w e e n  e a c h  t r a c e  
i n  o r d e r  t c  o r e  a c a c a  s e t  w i t h  n + n - 1  t r a c e s .  I t  c o r r e l a t e s  t h e  e v e n t s  
f o r  e a c h  o a i r  o*  t r a c e s  u s i n g  t h e  e r r o r  s u r f a c e s  f r o m  t h e  p a i r  o f  t r a c e s  
d s  w e l l  -iS t h e  n e x t  t r a c e  o n  e a c h  s i d e  o r  a t o t a l  o f  4 t r a c e s  a r e  u s e d  
i n  e a c h  c o r r e l a t i o n .  T h e  i n t e r o o l a t i o n  i s  l i n e a r  u s i n g  o n l y  t h e  t w o  
a d j a c e n t  t r a c e s .
V a r i a h l e s :
1 a t a ( ,  ) -  d a t a  s e t  c o n t a i n i n g  t h e  c u r r e n t  o a t a  a s  w e l l  a s  e m p t y  t r a c e s  
» n a t  w i l l  c o n t a i n  t n e  i n t e r p o l a t e o  o a t a .  T r a c e s  C , 2 , 4 , . . . n x - 1  w h e r e  
- < - 1  i s  a n  e v e n  n j n o e r  m u s t  c o n t a i n  t h e  i n o u t  d a t a .  T h e  t r a c e s  i n  
c a c w e e r  o r  t r a c e s  I , j , 5 . . . . n x - 2  a r e  e m p t y  w h e n  t h i s  s u o r o u t i n e  i s  
c a l l e d  a n d  w i l l  c o n t a i n  t h e  i n t e r p o l a t e d  d a t a  w h e n  f i n i s h e d ,  
n t  -  t n e  a c t u a l  n u m b e r  o f  t i m e  s a m p l e s  i n  e a c h  t r a c e ,  
n x  -  t h e  n u m p e r  o f  t r a c e s  i n  t h e  d a t a  ,  i n c l u d i n g  t h e  t r a c e s  t o  b e  
i n t e r p o l a  t e c .
x 1 / x 2 / x 3 , x w  -  T h e s e  a r e  p o i n t e r s  t o  t h e  f o u r  t r a c e s
t h a t  a r e  u s c d  i n  t h e  c o r r e l a t i o n .  T h e s e  t r a c e s  a r e  s h i f t e d  i n t o  
o n e  a n o t h e r  a s  t h e  c o r r e l a t i o n  s h i f t s  a c r o s s  t h e  d a t a  s e t .  
v r r 1 Z , e r r 2 j , e r r ~ 4  -  p o i n t e r s  t o  t h e  e r r o r  s u r f a c e s  b e t w e e n  a o a i r  o f  
t r i c e s .  n r r 1 2  p o i n t s  t o  t h e  e r r o r  s u r f a c e  b e t w e e n  t r a c e l  a n d  
t r i e * : .  : o r l , c o r ? , c p r ;  s i m o l y  r e s e r v e  s t o r a g e  f o r  e r r 1 2 , e r r 2 T / e r r ] 4 .  
x n e w  -  o o i o t e r  t o  t h e  i n t e r o o l a t e d  t r a c e  t n a t  c u r r e n t l y  o e i n g  
c a l c u l a t e d .
s u b r o u t i n e  i n t r p 4 t r ( d a t a , n t , n x )
i n t e g e r  n u i m / n x o i m  
p a r a m e t e r ( n o i m = 2 ? 0 , n x q i m = 2 0 )
r e a l  c a t a ( n c i m , n x d i m )  
i n t e g e r  n t , n x
r e a l  e r r o r ( n d i m , n d i m , p ) , n e w e r r ( n d i m , n d i m ) , a m a p ( 2 * n d i m ) , p m a o ( 2 * n d i m )  
i n t e g e r  * 1 , » ? , x i , x 4 , n e w x , e r r 1 2 , e r r 2 3 , e r r T 4  
i n t e g e r  i , n m a p , e d g e r r o r
.................  i n i t i a l i z e  o o i n t e r s  t o  a p p r o p r i a t e  t r a c e s  f o r  f i r s t  i n t e r n . . .
X I =4
x 4  = 5 
n e w x = 2
» r r 1 2 = 1  
e r  r  2 3 =,? 
e r r  5 4 * 3










. . . f i r s t  i n t e r p o l a t i o n .......................................................................................................... ...
. . . . c a l c u l a t e  e r r o r  s u r f a c e s ...................................................... ...
•  * r r o r s i j r f ( d j t a ( 1 , x ? ) , a . i t a ( 1 , x 3 ) , n t , n t , e r r o r ( 1 , 1 / e r r < i 7 ) , n t )  
w e r r o r s u r f ( d a t a ( 1 , x 3 ) , o a t a ( 1 , x 4 ) , n t / n t , e r r o r ( 1 / 1 , e r r 3 4 ) , n t )
. . e r r o r  s u r f a c e  u s i n g  g r o u p i n g  o f  f o u r  t r a c e s . . . . . . . . . . . . .
e r r o r 4 t r ( ? r r u r ( 1 , 1 , e r r l 2 ) , e r r o r ( 1 , 1 , e r r 2 2 ) / e r r o r < 1 / 1 / e r r 3 4 )  
, n e w * r r , n t , n t , 1 )
. a c c u m u l a t e d  e r r o r  s u r f a c e . . . .  
w a c c u m e r r o r ( n e u e r r , n t / n t / n t / ù )
. d e t e r m i n e  m a o p i n o  f u n c t i o n . . . . . . . . . . . . . . . .
% a p n ( n e w e r r / n t , n c , a m a o , b * a p / n m a o / 1 , e d o e r r o r )
. i n t e r p o l a t e  f i r s t  t r a c e . . . .   .............. ... ............................. ...
i n t e r ? ( d d t a ( 1 , x ? ) , o a t a ( 1 , x j ) , d a t a ( 1 , n e w x ) , n t , a m a p , 0 m a o , n m a p )
c o n t i  n u e
. .  y e n e r i l  c a s e   ............................................ ...................  . ..............................
i = 4 , n * - 3 , 2
. . . . . . . . . . . . . r o t a t *  t r a c e s . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . .  n e x t  t r a c e  - >  x 4  - >  x 3  - >  x 3 - >  x1  - >  ( t r a s h ) . . . .
* 1 = 1 - 3  
*  2 =  1 - 1  
x 3 = i + 1  
* 4 = i + 3  
n e w x = i
..................r o t a t e  p o i n t e r s  t o  e r r o r  s u r f a c e  s i m i l a r  t o  t r a c e s . . .
.................. n e w  e r r o r  s u r f a c e  - >  e r r 3 4  - >  e r r 2 3  - >  e r r I Z  - > ( t r a s h )
i t e m o = e r r 12  
e r r 1 2 = e r r 2 3  
e r r 2 3 = e r r 3 4  
e r r 3 4 = i t e m o
..................c r e a t e  n e w  e r r o r  s u r f a c e  f o r  n e w e s t  p a i r  o f  t r a c e s . . . . .
c a l l  w e r r o r s u r f ( d a t a ( 1 , x 3 ) / d a t a ( 1 , x 4 ) , n t / n t / e r r o r ( 1 , 1 , e r r 3 4 ) , n t )
c a l l  e r r o r 4 t r ( e r r o r ( 1 , l , e r r 1 2 ) , e r r o r ( 1 / 1 , e r r 2 3 ) / e r r o r ( 1 / 1 , e r r 3 4 )  
, n e w e r r / n t , n t , 1 )
c a 11 w a c c u m e r r o r ( n e w e r r , n t / n t , n t , 0 )
. . . .  d e t e r m i n e  m a p o i n g  f u n c t i o n s  . . . . . . . . .
c u 1 1  r a a j o ( n e w e r r , n t / n c / d m a p , b m a o , n m a o , 1 / e d g e r r o r )
................. c a l c u l a t e  i n t e r p o l a t e d  t r a c e ....................
c a l l  i n t e r n H o t d ( l / x ? ) , a a t a ( 1 , * 3 ) / d a t a ( 1 / n e w x ) / n t /  
a m a p / b m a o / n m a p )
* 1 = x2  
* 2  = x3
* J = X 4 
n e u X = 
e r r  12  
e r  r 2 3
l i s t  i n t e r p o l a t i o n
n *  - 1  
= e  r  r  2 T 
= e r r 3 4
call
Cl 11 w a c c u m e r r o r ( n e w e r r / n t / n t / n t / 0 )
c j II T i p o ( n e w e r r , n t , n c / d m a o / b m a p , n m - i o / 1 / e d q e r r o r )
c a l l  i n t e r o ( d a t i ( 1 / x ? ) / < j a t a ( 1 / x i ) / d a t a ( 1 / n e w x ) / n f / a m a p / p m a p / n m a p )
r e t u r n
e n d
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T h i s  s u b r o u t i n e  c a l c u l a t e s  t h e  a c c u m u l a t e d  e r r o r  s u r f a c e  f o r  t w o  t r a c e s  
u s i n g  t h e  t w o  t r a c e s  3- i  w e l l  a s  t h e  n e a r e s t  t r a c e  o n  e a c h  s i d e .
v - i r i  a b l e s t
e r r l i  -  i c c u m u l a t e c  e r r o r  s u r f a c e  f o r  t h e  1 s t  a n d  2 n d  t r a c e ,
e r r ? :  -  ac  cuir.u I  a t  ■» c e r r o r  s u r f a c e  f o r  t h e  2 n d  a n a  3 r o  t r a c e .  T h e s e  a r e
" n *  t r a c e s  o e i n g  c o r r e l a t e d ,  
e r r ^ w  -  a c c u m u l a  t e a  e r r o r  s u r f a c e  f o r  t h e  3 r d  a n a  4 t h  t r a c e ,  
e r r o r  -  t h e  ou  t o u t  a c c u m u l a t e d  e r r o r  s u r f a c e  f o r  t r a c e s  2 a n d  3 .  
c 1 , c 2 , c ^  -  w e i g h t i n g  c o n s t a n t s  f o r  e r r 1 2 , e r r Z 3 , e r r 3 4  r e s p e c t i v e l y .  
n a , n o  -  n u i r b e - r  o f  a c t u a l  s a m o l e s  o n  i a  a n d  i b  a x i s  o f  a l l  o f  t n e  
i c c u m u l a t e i  e r r o r  s u r f a c e s ,  
t y p e  •  ~ ’j  i *  a l l  a c c u m u  I  u t  e h e r r o r  s u r f a c e s  a r e  u s e d  ( n o r m a l  c a s e )
=1 i t  t h e r e  i s  n o  f i r s t  t r a c e  ( i . e .  b e g i n n i n g  o f  d a t a )
- 2  i t  t h e r e  i s  o n  4 t h  t r s c e  ( i . e .  e n d  o f  d a t a )
s u b r o u t i n e  e r r o r 4 t r ( e r r 1 2 , e r r 2 3 , e r r 3 4 , e r r o r , n a , n b , i t y p e )
i n t e g e r  n a i m , n w  
c a r a m € t e r ( n u i m = 2 ^ ' J / n u  = 1 4 )
r e a l  e r r 1 2 ( N 0 I M , N 0 : M ) , * r r 2 3 ( N 0 l M , N 0 I M ) , e r r 3 4 ( N D I M , N D I M )  
r e a l  e r  r  3 r ( N h I  ■ ̂ , M i  r M) 
i n t e g e r  n a , n b , i t y p e
r e a  I  c 1 , c 2 , c 7  
i n t e g e r  i a , i b , d a b
c . . . . . . . . . . . . . . . c a l c u l a t e  w e i g h t i n g  c o n s t a n t s  f o r  a v e r a g i n g  e i t h e r  2 o r  3 . . .
c . ...............................t r i c e s  s o  t n a t  t h e  t o t a l  w e i g h t s  w i l l  b e  1 ............................................ ......................
i f ( i t y o e . e o . ~ ) t h e n  
c 1 =1 .  /  3 .  
c 2 = 1 . / 3 .  
c 3 = 1 . / 3 .  
e l s e  i f ( i t y p e . e q . 1 ) t h e n
V z i ï i h .
c 3 = 1 . / 3 .  
e l s e  i f ( i t y p e . 0 ] . 2 ) t h e n  
c 1 = 1 . / 3 .  
c 2 = 2 . / 3 .  
c 3 = u . O
e n d i f
do  1 3  i  ,0 = 1 , n a
do  i " *  i o  = 1 , n h
d a b - 1 c - i  a
e r r o r ( i a / i b ) = c ? * e r r 2 3 ( i a / i h )
c ..................i f  i n d e x  i s  w i t h i n  o a t s ,  a v e r a g e  w i t h  ...
c............................................................................. ..................t r a i l i n g  e r r o r  s u r f a c e  v a l u e  .............................
i f ( ( i a - j o o ) . g t . J . a n d . ( i a - g a o ) . l e . n a ) t h * n
e r r o r ( i a / i b ) = e r r o r ( i a / i o ) + c 1 * e r r 1 2 ( i @ - d a b , i a )
e l s e  
e n d  i f
. . . . o t h e r w i s e  w e i g h t  i m m e d i a t e  t r a c e  i n s t e a d .  
e r r o r ( i a , i b ) = e r r o r ( i a , i b ) + c 1 * e r r 2 3 ( i a , i o )
c . . . . . . i f  i n o e x  i s  w i t h i n  d a t a ,  a v e r a g e  w i t h  . . . . . . . . .
c   l e a d i n g  e r r o r  s u r f a c e  v a l u e  . . . . . . . . . . . . . . . .
i f ( ( i b + u a o ) . n t . 0 . a n d . ( i n * o a b ) , l e . n b ) t h e n
e r r o r ( i a , i b ) = e r r o r ( i a , i b ) + c 3 * e r r 3 4 ( i b , i b + d a b )
“ I s e
c . . . . o t h e r w i s e  w e i g h t  i m m e d i a t e  t r a c e  i n s t e a d .
e r r o r ( i d , i b ) = e r r o r ( i a , i b ) t c 3 * e r r 2 3 ( i a , i o )
e n d i f
?v continue
1 Ü c o n t i n u e
r e t u r n
end
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T h i s  s u b r o u t i n e  c a l c u l a t e s  in i n t e r n o l a t e o  t r i c e  b e t w e e n  t r a c e l () a n d  */
t r a c e T ( ) ,  T h e  e v e n t s  m u s t  h a v e  a l r e a d y  s e e n  c o r r e l a t e d  a n d  t h e  */
i n f o r m a t i o n  a b o u t  h o w  t h e  e v e n t s  c o r r e l a t e  a r e  s t o r e d  in a m a p  a n d  in b m a p . * / ^
v a r i a b l e s :  * /
t r a c e  1 , t r 3 c e  2 -  c o n t a i n  t h e  t w o  t r a c e s  i n  w h i c h  t o  I n t e r p o l a t e  b e t w e e n .  * /
n e w t  r a c e  -  w i l l  c o n t a i n  t h e  i n t e r p o l a t e d  t r a c e .   ̂ * /
j m a o / b m a p  -  t r a c e l C a m i p C i ) )  a n c  t r a c e 2 ( b m a p ( i ) )  c o r r e s p o n d  t o  t h e  s a m e  • /
e v e n t ,  ♦ /
nr nao -  t h e  n u m a e r  o f  a c t u a l  d a t a  v a l u e s  c o n t a i n e d  i n  a m a p C ) ^ a n d ^ b m a o < )  ^
s u b r o u t i n e  i n t e r e ( t r a c e l , t r a c e ? , n e w t  r a c e , n a , a m a p , o m a o , n m a p )
i n t o  t e r  n d i m  rsrameterlnjim = 2 0 û )
r e a l  t r a c e l ( n d i m ) , t r a c e 2 ( n d i m ) , n e w t r a c e ( n d i m )  
r e a l  a m a n ( 2 « n o i m ) , b m a p ( 2 * n d i m )  
i n t e g e r  n a , n m a o
r e a l  a m p l i t u d e , s u m  
i n t e g e r  i , j , j l a s t , n , i a , i b
s u m = 0
n%b
do 10 i = 1 , n m a p
ia = a m a o ( i )  
id = o m a o ( i )
I  = ( a m a c ( i ) » o m a o ( i ) + . T ) / 2 . 0
1 f ( j . n e . j I a St . a n d .  i . n e . 3  . a n d .  n . n e . O ) t h e n  
r e u t r a c e  ( jI a s t) = s u m / n  
sum *'" '  
n = b
e n d i  f
i m o l i t u ' j * * t r a c e 1 ( i a ) * ( i i  + 1- i m i n ( i ) )  + t r a c e 1 ( i a  + 1 ) » ( a m a | : ( i ) - i a )
i m o d = t r a c e ? ( i c ) * ( i b * 1 - h m a o ( i ) ) + t r a c e 2 ( i b * 1 ) » ( o m a o ( i ) - i b )
i m o l i  t u . j e - C a m p l i  t u d e  + a m p b ) / 2 . 0
s u m *  s u m + a m p l i t u d e
n * n  *1
i l a s t *  i
1 d c o n t i n u e
n e w t r a c e ( J l a s t )  = s u m / n
r e t u r n  
e n  d
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ÜF t h e  I N S T A N T A N E O U S  S P E C T R U M  
1^ 15  s u b r o u t i n e  c a l c u l a t e s  t he  i n v e r s e  o f  t he  i n s t a n t a n e o u s  s pe c t r um  
b y i u r . t * i n ,  o v e r  i l l  f r  * gu en c i e s . f ( x )  i s  t h e  r e a l  p a r t  o f  t h e  i n v e r s e  
in'" f n i l ( x )  i s  t he  i m a g i n a r y  u a r t  o f  t he  i n v e r s e .
v a r i a b l e s :
q ( x , i , * x )  = t r a n s f o r m e d  f u n c t i o n  o f  x a n d  o f  f r e q u e n c y ,  k x .  T h e  i  c a n  
b e  e i t h e r  1 o r  2 .  1 c o r r e s p o n d s  t o  t h e  r e a l  o a r t  a n d  2 c o r r e s p o n d s  
t o  t h e  i m a g i n a r y  p a r t
f < )  = r e a l  o a r t  O'* i n v e r s *
f h i l C )  *  i f  a g i n a r y  o a r t  of  i n v e r s e .
1 1ft.b o  a = w a v e l e n g t h
l . ambj a j  = g e o m e t r i c  i n t e r v a l  f o r  l amoda
S u b r o u t i n e  i n v t v f t ( ; , f , f h i l , n t )
P a r a m e t e r  ( n d i m = 7 j b , n . = j r )  
r e a l  g ( n < i n , T , n w ) , f ( n c i m ) , f h i K n d i m )
r e a l  l a m h u a , l a m o d a ^  
c o n s t * ? . !
I  jm o d a O -s * *  . 0 * *  .  5 
l a m u d a  = « . . u / l a m b u a O
c ............................ . . . c a l c u l a t i n g  n o r m a l i z i n g  c o n s t a n t
do  1 b i w * 1 , n w  lamodu*lambu3v*lambda 
i l a m b o a = i n t ( l a m o d a + . S )  
c o n s t  ■= c o n s t  • ► 1 . / i l a m o d j
1 'J c o n t i n u e
do 2? i t = 1 ,nrf ( i t )=T.n  
f n i l ( i t ) = ü . a
C # # # # #  ###* 0 V 0 n
d o  5 ?  i w * 1 , n w
f ( i t ) = f ( i t ) + o ( i t , 1 , i w )
f h i l ( i t ) = f h i l ( i t ) + o ( i t , 2 , i w )
3 0  c o n t i n u e
c .   ..................   n o r m a l i z e . . . . . . .
f ( i l ) * f ( i t ) / c o n s t  
f n i l ( i t ) = f h i l ( i t ) / c o n s t
?ü c o n t i n u e
r e t u r n
e n d
