We present formulas and equations for nding scattering data from the Dirichlet-to-Neumann map for a time-harmonic wave equation with rst order perturbation with compactly supported coe cients. We assume that the coe cients are matrix-valued in general. To our knowledge, these results are new even for the general scalar case.
Introduction
We consider the following equation: 
A , . . . , A d and V are su ciently regular M n (ℂ)-valued functions on D, and M n (ℂ) is the set of n × n complex matrices. We also assume that E is not a Dirichlet eigenvalue for the operator L in D.
Note that equation ( . ) can be written in the form
where
For equation ( . ) (or ( . )) we consider the maps Φ(E), Λ(E) such that 
The map Φ(E) is known as the Dirichlet-to-Neumann map for equation ( . ) in D.
In a similar way with [ ], assumption ( . ) can be dropped by considering an appropriate Robin-toRobin map instead of the Dirichlet-to-Neumann map.
Note that Λ(E) is invariant with respect to the gauge transformations
where g is a su ciently regular M n (ℂ)-valued function on D with det g(x) ̸ = , x ∈ D and g(x) = Id n on ∂D, where Id n is the identity n × n matrix. Note also that Φ(E) is invariant with respect to the gauge transformations ( . ) under the additional assumption that ∑ For n = equation ( . ) can be considered as a Schrödinger equation at xed energy E with magnetic potential A = (A , . . . , A d ) and electric potential v, see, e.g., [ , , ] . Equation ( . ) for n ≥ with Hermitian matrices A , . . . , A d and with scalar matrix v can be considered as a Schrödinger equation for a particle in an external Yang-Mills eld, see [ , , , ] .
Besides, equation ( . ) for n = is a model equation for the time-harmonic (e −iωt ) acoustic pressure ψ in a moving uid, see, e.g., [ , ] . In this setting,
The functions ψ and h are de ned as follows:
ψ(x, k) = e ikx Id n + 
In a similar way with ( . ), we consider ( . ) and its di erentiated versions as a system of coupled linear integral equations for ψ, ∂ x j ψ, or, more precisely, for µ, ∂ x j µ, j = , . . . , d, where ψ = e ikx µ. Finally, the functions ψ and h are de ned as follows:
where x ∈ ℝ d , k, l ∈ ℝ d \ , k = l = E, ∈ S d− , and S d− is the unit sphere in ℝ d .
Note that the history of the functions ψ, h and ψ , h goes back to [ , ] . The functions f (k, l), h (k, l) , and h(k, l) , where k, l ∈ ℂ d \ ℝ d , Im k = Im l, k = l = E, are considered as the scattering data S E for equation ( . ) at xed E ∈ ( , +∞). The function h(k, l), k, l ∈ ℂ d \ ℝ d , Im k = Im l, k = l = E, is considered as the scattering data S E for equation ( . ) at xed E ∈ ℂ \ ( , +∞).
In a similar way with the map Λ(E), the scattering data S E is invariant with respect to gauge transformations ( . ), where g is a su ciently regular M n (ℂ)-valued function on ℝ d decaying fast enough at in nity with det g(x) ̸ = for x ∈ ℝ d , see, e.g., [ ] for the case n = . Let D be a xed domain satisfying ( . ). Let
where C ,α c (D, M n (ℂ)) denotes the space of M n (ℂ)-valued component-wise Hölder-continuous functions with compact support in D. As it was noted above, in the case of coe cients satisfying ( . ) the maps Φ(E) and Λ(E) are the same. For coe cients A , . . . , A d , V satisfying ( . ) we consider the Dirichlet-to-Neumann map Φ(E) for equation ( . ) and the scattering data S E for equation ( . ) . In the latter case we de ne coecients A , . . . , A d , V outside of D by zero matrices.
The main results of the present work consist of Theorems . and . of Section . In Theorem . we give, in particular, formulas and equations for nding S E from Φ(E) − Φ (E), where S E and Φ(E) correspond to coe cients A , . . . , A d , V and Φ (E) corresponds to zero coe cients A ≡ , . . . , A d ≡ , V ≡ . In Theorem . we give a result on the solvability of equations of Theorem . .
In fact, the formulas and equations of Theorem . are also valid if either V (x) is a diagonal matrix for all x ∈ D or V is a product of a constant matrix by a scalar function, see Theorems . ὔ and . ὔ of Section . In this case the potential V is supposed to be known. This generalization to the case when V (x) is diagonal for all x ∈ D is useful, in particular, in the framework of Problem . for the case of mode wave equation, see, e.g., [ ] and [ , Section . ] .
Thus, due to the results of Theorems . , . , . ὔ , . ὔ we reduced Problem . to Problem . . As regards to methods of solving Problem . we refer to [ , , -, -, , , , , , ] and [ , p. ] and the references therein.
For the case when n = , A ≡ , . . . , 
In [ ] the authors give formulas and equations for the case when
In the present paper we generalize these results to the case
To our knowledge, these results are new even for the general scalar case when n = and V ≡ .
The main results of the present work are presented in Section .
Main results
Consider equation ( . ) under assumption ( . ). We de ne the sets E, E , ∈ S d− , and E + , as follows:
The properties of the sets E, E , E + are similar to the properties of the analogs of sets E, E , E + in the case when n = , A j ≡ , j = , . . . , d. For the properties of the latter sets see, e.g., [ ] and the references therein.
Restrictions in space and time prevent us from studying the properties of the sets E, E , E + in the present paper.
Theorem . . Let D satisfy ( . ) and let E be xed. Suppose that E is not a Dirichlet eigenvalue for operators L and
Then the following formulas and equations hold: and G as de ned in formula ( . ) ,
Actually, we consider ( . ), ( . ), ( . ) as integral equations for nding ψ, ψ , ψ + , respectively, from the operator Φ(E) − Φ (E). In addition, we consider ( . ), ( . ), ( . ) as explicit formulas for nding h, h , f from Φ(E) − Φ (E) and ψ, ψ , ψ + , respectively. For xed < β ≤ we denote by C ,β (∂D, M n (ℂ)) the Banach space of functions from C (∂D, M n (ℂ)) with component-wise Hölder-continuous derivatives. 
Theorem . . Let the assumptions of Theorem . be ful lled. Let
and either
We also suppose that V is zero outside D and the coe cients A , . . . ,
by formulas ( . ), ( . ), ( . ), ( . ), respectively, using the coe cients A ≡ , . . . ,
Note that, in fact, in the de nition of the set E V (or the sets
) it is su cient to consider the solvability of corresponding equations for
We consider the functions R , R , ∈ S d− , and R +, de ned as follows:
and G is de ned in formula ( . ), and
We consider ( . ) at xed y, k as an integral equation for
. It follows from ( . ) and ( . ) that r satis es the following equation:
where x, y ∈ ℝ d and g is de ned in formula ( . ). Note that under assumption ( . ) for coe cients A ≡ , . . . , A d ≡ , V the following statements are true:
then the function r has the following properties:
where x, y ∈ ℝ d . We also consider the function ψ de ned as follows:
Theorem . ὔ . Let D satisfy ( . ) and let E be xed. Suppose that E is not a Dirichlet eigenvalue for the operators L, L V and −∆ in D. Consider two sets of coe cients
A , . . . , A d , V and A , . . . , A d , V satisfying ( . ). Let A , . . . , A d , V satisfy ( . ) and either ( . ) or ( . ). Let Φ, ψ, h, ψ , h , ψ + , f , E, E , E + correspond to A , . . . , A d , V (as de ned above) and let Φ V , ψ , h , ψ , ψ , h , ψ +, , f , R , R , R +, , E V , E V , , E + V corre- spond to A , . . . , A d , V (as de ned above with coe cients A , . . . , A d , V instead of A , . . . , A d , V). Denote by (Φ − Φ V )(x, y, E), x, y ∈ ∂D,
the Schwartz kernel of the operator Φ(E) − Φ V (E). Then the following formulas and equations hold:
In a similar way with Theorem . , we consider ( . ), ( . ), ( . ) as integral equations for nding
Theorem . ὔ is proved in Section .
Theorem . ὔ . Let the assumptions of Theorem . ὔ be ful lled. Let < β < be xed.
is uniquely solvable if and only if k
̸ ∈ E. ( ) Fix ∈ S d− and k ∈ ℝ d \ ( ∪ E V , ) such that k = E. Then equation ( . ) is a Fredholm integral equation of second kind for ψ ∈ C ,β (∂D, M n (ℂ)) which
̸ ∈ E . ( ) Fix k ∈ ℝ d \ ( ∪ E + V ) such that k = E. Then equation ( . ) is a Fredholm integral equation of second kind for ψ + ∈ C ,β (∂D, M n (ℂ)) which
Remark . . Note that the proofs of equations and formulas of Theorems . and . ὔ remain valid without the assumption that coe cients A , . . . ,
The assumption that the coe cients have compact supports in D was introduced in order to simplify the choice of functional spaces for solving equations ( . ), ( . ), ( . ), ( . ), ( . ), ( . ) and related proofs of Theorems . and . ὔ .
It is important to note that equation ( . ) and formula ( . ) give much more stable way to nd functions ψ , h from A , . . . , A d , V than equation ( . ) and formula ( . ) if |Im k| is su ciently large. On the other hand, it is known that the solution to equation ( . ) will be relatively stable if the norm of the integral operator involved in this equation is less than . If at xed k the coe cients A , . . . , A d are su ciently small whereas coe cient V is not small but is su ciently close to coe cient V , then the integral operator in equation ( . ) will have much smaller norm than the integral operator in equation ( . ) (e.g., as a norm of operator on C ,β (∂D, M n (ℂ)), < β < ). In particular, the norm will be less than and we will be able to use the method of successive approximations to solve ( . ). Hence equation ( . ) and formula ( . ) will give much more stable way to nd ψ and h than equation ( . ) and formula ( . ), respectively. For more details, see [ , pp. -] and [ , Section . ] for related discussion.
Proof of Theorem .
ὔ .
Integral identity
Note that we have the identity
where u also satis es
Identity ( . ) for the case when n = , A ≡ , . . . ,
It was generalized to the case
Identity ( . ) can be deduced from the second Green formula. More precisely, formula ( . ) follows from the following chain of equalities:
where u satis es ( . ) and u| ∂D = u| ∂D .
. Symmetries of the functions ψ , ψ γ , ψ +, and R , R γ , R +,
. Then the following identities hold:
Suppose, rst, that ( . ) holds. In this case it follows from formula ( . ) that ψ (x, k) is a diagonal matrix for all x ∈ ℝ d . Hence ( . ) holds.
Suppose now that ( . ) holds, so that
Since the solution to ( . ) is unique, it follows that ψ ὔ has the block-diagonal form
Hence the following equations hold and have unique solutions:
where j = , . . . , s. We write ψ ὔ j,il for the element in position (i, l) in the matrix ψ ὔ j . Fix j and consider the last row of matrix equation ( . ) . We have the following equations:
We claim that equation ( 
But we showed that ψ Proceeding inductively, we obtain that ψ ὔ j has the following upper triangular form:
It follows that ψ ὔ j (x, k) commutes with Λ j for all x ∈ ℝ d , j = , . . . , s. Hence ψ ὔ (x, k) commutes with Λ and ψ(x, k) commutes with V for all x ∈ ℝ d . Property ( . ) is proved.
Formula ( . ) can be proved in a similar way. The proof of ( . ) for the case when n = was given in [ ]. This proof also works in the case when n ≥ if either ( . ) or ( . ) holds.
Remark . . In a similar way with Lemma . it can be proved that if V ∈ L ∞ c (ℝ d ) satis es either ( . ) or ( . ), then the following formulas hold:
, and
and the following formula holds:
Proof. Part ( ) follows from ( . ) and from the following formula of [ ]:
Part ( ) follows from formulas ( . ), ( . ) and from the identity
which is a consequence of the following well-known explicit formulas:
where H ( ) is the Hankel function of the rst kind.
. Reformulation of equations ( . ), ( . ) and formulas ( . ), ( . ) in terms of background coe cients
Subtracting equation ( . ) written for ψ from equation ( . ) written for ψ we obtain the formula
Comparing this equation with ( . ), we obtain
Similarly, we can obtain the following equations:
). From formula ( . ) with A ≡ , . . . , A d ≡ , V ≡ and from formulas ( . ), ( . ), ( . ) we obtain
Further, we have the following chain of equalities:
From this formula and formula ( . ) it follows that
In a similar way with formula ( . ), using formulas ( . ), ( . ), ( . ), ( . ) instead of ( . ), ( . ), ( . ), ( . ), we can obtain the formula
. The nal part of the proof of Theorem . 
It follows from formulas ( . ), ( . ), ( . ), ( . ) that
Taking this into account, using formula ( . ), applying identity ( . ) to ( . ) with x ̸ ∈ D and passing to the limit in the resulting formula as x tends to a point at ∂D, we obtain formula ( . ). Formulas ( . ) and ( . ) can be obtained in a similar way if we use equations ( . ) and ( . ) instead of ( . ).
We will prove formula ( . ) using the ideas of [ ]. Note that formula ( . ) can be written in the form
From formulas ( . ), ( . ), ( . ) it follows that the function R ( ⋅ , y, k) is well-de ned at xed
and satis es
Comparing ( . ) with ( . ), we obtain the following formula:
Replacing k, l, by −k, −l, − in formula ( . ) and using formulas ( . )-( . ), we obtain the equality
is an analog of formula ( . ). The remaining part of the proof of ( . ) is similar to the proof of formula ( . ).
Proof of Theorem .

ὔ . Auxiliary results
Consider the following Dirichlet problem for the function ψ:
where φ is some given function on ∂D.
Our goal in this subsection is to prove the following lemma.
Suppose that E is not a Dirichlet eigenvalue for operators L and −∆ in D. Then:
where Γ(x, y, k) is the Green function for the Dirichlet problem for the operator ∆ + E in D, E = k , and
is the unique solution to the Dirichlet problem
( ) The operator S :
is a continuous linear operator.
We need two other lemmas to prove Lemma . .
. ). ( ) ψ belongs to C (D, M n (ℂ)) and satis es ( . ) with φ = ψ | ∂D . ( ) There exists a constant C > , not depending on ψ , such that
( . )
Proof of Lemma . . We divide the proof into three steps.
Step : Reduction to a system of integral equations. We introduce the following notations:
Di erentiating ( . ), we obtain the following system of coupled linear integral equations for ψ j ∈ C(D), j = , . . . , d:
System ( . ) can be considered as a Fredholm equation of second kind in space
The rst equation of ( . ) implies that ψ ∈ C (D, M n (ℂ)). Di erentiating the rst equation with respect to x , . . . , x d , we see that ∂ x j ψ = ψ j . Hence ψ satis es ( . ).
One can see that the solutions ψ of class C (D, M n (ℂ)) to ( . ) are in bijective correspondence with solutions the ψ j ∈ C(D, M n (ℂ)), j = , . . . , d, to system ( . ).
Step : Smoothness of solution to ( . ). It follows from the properties of the fundamental solution Γ that any solution ψ ∈ C (D, M n (ℂ)) to ( . ) belongs to C , loc (D, M n (ℂ)) (the space of continuously di erentiable M n (ℂ)-valued functions on D with locally Hölder continuous derivatives) for any < < .
In a similar way with [ , Lemma . , p. ] it can be shown then that ψ ∈ C (D, M n (ℂ)) and that ψ satis es ( . ) with φ = ψ | ∂D .
Step : Existence and uniqueness. As we noted in Step of the proof of this lemma, system ( . ) can be considered as a Fredholm equation of second kind in the Banach space (C(D, M n (ℂ))) d+ . To show that this equation has the unique solution it is su cient to show that the corresponding homogeneous equation has only the trivial solution. But it follows from Steps -of the proof that any solution to the homogeneous equation gives rise to a solution to ( . ) with zero boundary condition. Since E is not a Dirichlet eigenvalue for L in D, it follows that the homogeneous equation corresponding to ( . ) can have only the trivial solution.
Hence, using
Step of the proof, we obtain that system ( . ) has the unique solution and this solution gives rise to the unique solution ψ ∈ C (D, M n (ℂ)) to ( . ). By
Step of the proof this function ψ belongs to C (D, M n (ℂ)) and satis es ( . ) with φ = ψ | ∂D .
Property ( ) follows from the Fredholm alternative for system ( . ) which asserts the existence of continuous inverse for the Fredholm operator of ( . ).
Lemma . . Suppose that E is not a Dirichlet eigenvalue for the operator −∆ in D. Then for any function
Proof. The solution is unique since E is not a Dirichlet eigenvalue for −∆. To show existence, we can reduce problem ( . ) to a corresponding Fredholm integral equation of second kind as in Lemma . . The existence of a constant C β > such that ( . ) holds follows from [ , Lemmas . , . ] .
Proof of Lemma . . One can see that the solution to ( . ) is unique since E is not a Dirichlet eigenvalue for L in D.
Now let ψ be the unique solution to ( . ) constructed in Lemma . . Then Lemma . gives us the solution to ( . ) with the desired properties.
Property ( ) is a consequence of formulas ( . ) and ( . ).
. Compactness of integral operators in equations ( . ), ( . ), ( . )
In this subsection we show that the integral operator in equation ( . ) is a compact linear operator on C ,β (∂D, M n (ℂ)) for any xed < β < . The case of operators in equations ( . ), ( . ) can be considered in a similar way. Throughout this subsection we assume that
Rewrite equation ( . ) in the following form:
where R (k) is the integral operator with Schwartz kernel R (x, y, k), x, y ∈ ∂D. We are going to show that R (k) is a linear continuous operator on C ,β (∂D, M n (ℂ)). To show this we use the representation ( . ). It follows from [ , Theorems . , . ] that the integral operator on C ,β (∂D, M n (ℂ)) with Schwartz kernel
To see that the integral operator with Schwartz kernel e ik(x−y) r (x, y, k), x, y ∈ ∂D, is continuous on C ,β (∂D, M n (ℂ)), we will use formula ( . ). It follows from ( . )-( . ) (if we take into account that V has a compact support in D) that the derivatives ∂ x i r (x, y, k) and ∂ x i ∂ x j r (x, y, k), i, j = , . . . , d, exist and are continuous for x, y belonging to some neighborhood of set ∂D. Hence the operator with Schwartz kernel e ik(x−y) r (x, y, k), x, y ∈ ∂D, is continuous on C ,β (∂D, M n (ℂ)). Hence R (k) is also a linear continuous operator on C ,β (∂D, M n (ℂ)).
If we show that Φ(E) − Φ V (E) is a compact operator on C ,β (∂D, M n (ℂ)), formula ( . ) will imply that the integral operator in formula ( . ) is compact. Let S be the operator de ned in part ( ) of Lemma . . De ne S V by the same formula using the coe cients A ≡ , . . . , A d ≡ , V in ( . ). It follows from Lemma . , part ( ), that S and S V are linear continuous operators from
Taking into account equation ( . ), we obtain the following formula:
where N, N V are the linear continuous operators acting from C (D, M n (ℂ)) to C (∂D, M n (ℂ)) de ned by the following formulas:
where Γ is the Green function for the Dirichlet problem for the operator ∆ + E in D and ν x denotes the unit exterior normal to ∂D at x ∈ ∂D. Taking into account that the inclusion C (∂D, M n (ℂ)) → C ,β (∂D, M n (ℂ)) is compact, we obtain that N and N V are compact operators from C (D, M n (ℂ)) to C ,β (∂D, M n (ℂ)). It follows from the continuity of S and S V , from the compactness of N and N V and from formula ( . ) that Φ(E) − Φ V (E) is a compact operator on C ,β (∂D, M n (ℂ)). Now formula ( . ) implies that the integral operator in equation ( . ) is compact on C ,β (∂D, M n (ℂ)).
In a similar way it can be shown that the integral operators in equations ( . ), ( . ) are compact.
. Unique solvability of equations ( . ), ( . ), ( . )
In this subsection we will nish the proof of part ( ) of Theorem . ὔ . The proof of parts ( )-( ) of Theorem . ὔ can be nished in a similar way. In fact, in this subsection we will prove the following lemma. 
Lemma . implies the statement of part ( ) of Theorem . ὔ since equation ( 
if and only if k ̸ ∈ E. Before passing to the proof of Lemma . , note that the function ψ (x, k) of ( . ) is de ned as the solution to problem ( . ) with coe cients A ≡ , . . . ,
) and satis es the equation
The proof of this fact is similar to the proof of parts ( )-( ) of Lemma . . We will prove Lemma . in two steps.
Step : Extending a solution to equation ( . ) to a solution to equation ( . ). Let φ ∈ C ,β (D, M n (ℂ)), < β < , be a solution to equation ( . ). We will show that φ gives rise to a solution ψ(
) be the unique solution to ( . ) given by Lemma . . De ne φ − by formula
Using formulas ( . ), ( . ), ( . ), we obtain the following formula:
It follows from ( . ) and ( . ) that formula ( . ) holds for x ∈ ℝ d \ D. Using formulas ( . )-( . ), we obtain formula
Note that the following formula holds:
where x ̸ ∈ ∂D. Formula ( . ) follows from the following chain of equalities:
Using formulas ( . )-( . ), we obtain the formula
It follows from formulas ( . ), ( . ), ( . ) and from the corresponding properties of single and double layer potentials that the following formulas are valid:
where ν x is the unit exterior normal to ∂D at x ∈ ∂D, and the argument x + ν x (or x − ν x ) means that we evaluate the function at x + εν x (or x − εν x ), ε > , and then pass ε → + . Besides, the following equality follows from ( . ), ( . ) and from the de nition of the function φ + :
where x ∈ D. Formulas ( . ) and ( . ) imply that the function on the right-hand side of equation ( . ) is annihilated by the operator ∆ − V + E in D and formula ( . ) together with the property φ − | ∂D = φ imply that this function has limit zero as x approaches ∂D from D. Since E is not a Dirichlet eigenvalue for the operator L V ≡ −∆ + V in D, the following formula is valid:
where x ∈ D. De ne
It follows from formulas ( . ) and ( . ) together with formula ( . ) that ψ satis es ( . ) in
From formulas ( . )-( . ) it follows that the functions r (x, y, k) and ∂ x j r (x, y, k), j = , . . . , d, are uniformly bounded for y ∈ D and x ̸ ∈ D with dist(x, ∂D) > . This fact together with the property that
, and with formula ( . ) imply that ψ(x, k) = e ikx µ(x, k)
Thus, we have shown that if equation
) and ψ| ∂D = φ. It follows from the latter property that di erent solutions to ( . ) give rise to di erent solutions to ( . ). More precisely, if ψ ὔ , ψ ὔὔ are two solutions to ( . ), then ψ ὔ | ∂D = ψ ὔὔ | ∂D = φ. It follows that ψ ὔ , ψ ὔὔ are two solutions to ( . ) and hence
Finally, it follows from ( . ) that ψ ὔ = ψ ὔὔ .
Step : Restricting a solution to equation ( . ) to a solution to equation ( . ). Let ψ(x, k)
Repeating the proof of Theorem . ὔ , we can see that φ is a solution to ( . ). We are going to show that φ ∈ C (∂D, M n (ℂ)).
It follows from formula ( .
Now if ψ ὔ and ψ ὔὔ are two solutions to ( . ) such that ψ ὔ | ∂D ̸ = ψ ὔὔ | ∂D , then it is clear that they give rise to di erent solutions to ( . ). If, otherwise, ψ ὔ | ∂D = ψ ὔὔ | ∂D , then ψ ὔ = ψ ὔὔ as was shown in the end of the preceding part of this subsection.
We have shown that the solutions φ to ( . ) of class C ,β (∂D, M n (ℂ)) are in bijective correspondence with the solutions ψ to ( . ) 
