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UNIQUENESS RESULTS FOR SEMILINEAR ELLIPTIC SYSTEMS ON Rn
RAINER MANDEL
Abstract. In this paper we establish uniqueness criteria for positive radially symmetric
finite energy solutions of semilinear elliptic systems of the form
−∆u = f(|x|, u, v) in Rn,
−∆v = f(|x|, v, u) in Rn.
As an application we consider the following nonlinear Schro¨dinger system
−∆u+ u = u2q−1 + buq−1vq in Rn,
−∆v + v = v2q−1 + bvq−1uq in Rn.
for b > 0 and exponents q which satisfy 1 < q < ∞ in case n ∈ {1, 2} and 1 < q < n
n−2
in case n ≥ 3. Generalizing the results of Wei and Yao dealing with the case q = 2 we find
new sufficient conditions and necessary conditions on b, q, n such that precisely one positive
solution exists. Our results dealing with the special case n = 1 are optimal.
1. Introduction
In the paper [11] Wei and Yao investigated whether positive finite energy solutions of the
following nonlinear Schro¨dinger system
−∆u+ u = u3 + buv2 in Rn,
−∆v + v = v3 + bvu2 in Rn(1)
are uniquely determined when n ∈ {1, 2, 3}. One may summarize their main results as follows:
If b > 1 or n = 1, 0 < b < 1 then (1) has a unique positive solution (u, v) and this solution
satisfies u = v. The aim of our paper is to generalize the methods used in [11] in order to
prove uniqueness results for positive finite energy solutions of more general semilinear elliptic
systems of the type
−∆u = f(|x|, u, v) in Rn,
−∆v = f(|x|, v, u) in Rn.(2)
In some cases it is known that all such solutions are radially symmetric. For instance, if
f(r, u, v) = f(u, v) is continuously differentiable on R2≥0 and f(0, 0) = 0, (fu + fv)(0, 0) < 0
and fv ≥ 0 in every point of R2≥0 then the symmetry results of Busca, Sirakov [2] and
Ikoma [3] imply that every positive finite energy solution of (2) is radially symmetric and
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radially decreasing. Especially in these cases it is justified to consider the ODE version of
(2) given by
−u′′ − n− 1
r
u′ = f(r, u, v) in R>0,
−v′′ − n− 1
r
v′ = f(r, v, u) in R>0,
u′(0) = v′(0) = 0, u(r), v(r)→ 0 (r →∞).
(3)
In Theorem 1 and Theorem 2 we show that under suitable assumptions on f every positive
solution (u, v) of (3) satisfies u = v so that the uniqueness of the positive solution of (3) may
be deduced from results for the corresponding scalar equation (cf. [4], [5], [8]). In Corollary 1
we apply these results to the family of nonlinearities given by
(4) f(r, z1, z2) = −z1 + z2q−11 + bzq−11 zq2 (r, z1, z2 > 0)
where b is positive and q satisfies
(5) 1 < q <∞ if n ∈ {1, 2} and 1 < q < n
n− 2 if n ≥ 3.
In the special case q = 2 we reproduce the uniqueness criteria obtained in [11]. Our results
dealing with the cases 1 < q < 2 and q > 2 seem to be new.
In our first result dealing with (3) we need the following assumptions on f :
(A1) The function f : R3≥0 → R is continuous, locally Lipschitz continuous on R3>0 and
there are p > 1 and C > 0 such that
|f(r, z1, z2)| ≤ C(|z1|+ |z2|+ |z1|p + |z2|p) for all r, z1, z2 ≥ 0.
(A2) There are positive numbers m,R, ε > 0 such that the following two inequalities hold
for all z1, z2 ∈ (0, ε), z1 6= z2 and all r > R:
f(r, z1, z2)− f(r, z2, z1)
z1 − z2 ≤ −m,
f(r, z1, z2) + f(r, z2, z1)
z1 + z2
≤ −m.
(A3) f(r, z1, z2)z2 < f(r, z2, z1)z1 for all z1 > z2 > 0 and all r > 0.
Theorem 1. Let (u, v) be a positive solution of (3) where f satisfies (A1), (A2), (A3). Then
we have u = v and there is c > 0 such that u(r) + |u′(r)| ≤ c e−√mr for all r > 0 where m is
the positive number from (A2).
For nonlinearities that satisfy the opposite inequality in (A3) we find a uniqueness result only
under additional assumptions. First we have to assume that the solution (u, v) is decreasing,
i.e., both u and v are decreasing. More importantly we have to require that f can be written
in the form f(r, u, v) = g(r, u) + h(r, u, v)v where h(r, u, v) = h(r, v, u) > 0 and g satisfies
the differential inequality rgr(r, u) + (2n− 2)g(r, u) ≤ 0. Unfortunately, this condition turns
out to be quite restrictive for space dimensions n ≥ 2 so that it would be desirable to find
out how this assumption can be avoided.
(A3′) We have f(r, z1, z2)z2 > f(r, z2, z1)z1 for all z1 > z2 > 0 and all r > 0.
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(A4) There are functions g ∈ C1(R2>0,R) and h ∈ C(R3>0,R) such that for all z1, z2, r > 0
we have
f(r, z1, z2) = g(r, z1) + h(r, z1, z2)z2
where h(r, z1, z2) = h(r, z2, z1) > 0 and rgr(r, z1) + (2n− 2)g(r, z1) ≤ 0.
Theorem 2. Let (u, v) be a positive decreasing solution of (3) where f satisfies the as-
sumptions (A1), (A2), (A3′), (A4). Then we have u = v and there is c > 0 such that
u(r) + |u′(r)| ≤ c e−√mr for all r > 0 where m is the positive number from (A2).
Remark 1. Symmetry results based on the moving plane method imply the monotonic-
ity of both component functions, see e.g. [2], [3]. Hence, if for instance the nonlinearity
f = f(u, v) ∈ C1(R2≥0) satisfies the assumptions (A1), (A2), (A3′), (A4) with differentiable
functions g, h such that gu(0) < 0 then a short calculation shows f(0, 0) = 0, (fu+fv)(0, 0) < 0
and fv ≥ 0. In case n ≥ 1 Theorem 1 in [2] implies that every positive solution of (2) is
radially symmetric and radially decreasing so that the monotonicity assumption of Theorem 2
is automatically satisfied. In case n = 1 this follows from Theorem 4.1 in [3].
In Corollary 1 we apply the above theorems to the nonlinear Schro¨dinger system
−u′′ − n− 1
r
u′ + u = u2q−1 + buq−1vq in R>0,
−v′′ − n− 1
r
v′ + v = v2q−1 + bvq−1uq in R>0,
u′(0) = v′(0) = 0, u, v > 0, u(r), v(r)→ 0 (r →∞).
(6)
Several authors proved the existence of positive solutions of (6) under suitable assumptions
on b and q, see for example [6] or [10]. As mentioned before Wei and Yao proved in [11] that
in case n ∈ {1, 2, 3}, q = 2, b > 1 or n = 1, q = 2, 0 < b < 1 there is precisely one positive
solution of (6) which is given by (1 + b)−
1
2 (w0, w0) where w0 is the unique positive function
satisfying −∆w0 + w0 = w30 in Rn. In Corollary 1 we generalize this result to all exponents
q satisfying (5). For notational convenience we set
(7) (ub, vb) := (1 + b)
− 1
2q−2 (u0, u0)
where u0 ∈ H1(Rn) is the unique positive function satisfying −∆u0 + u0 = u2q−10 in Rn.
Corollary 1. Let the parameters n, b, q satisfy (5) and
(i) 1 < q < 2, b ≥ q − 1 or q = 2, b > 1 or
(ii) n = 1, q = 2, 0 < b < 1 or n = 1, q > 2, 0 < b ≤ q − 1.
Then the function (ub, vb) given by (7) is the unique positive solution of (6).
Remark 2.
(i) In case n = 1 the uniqueness results from Corollary 1 are optimal for positive b.
Indeed, if 1 < q < 2, 0 < b < q − 1 or q > 2, b > q − 1 and if kb denotes the unique
zero of 1 + bkq − bkq−2 − k2q−2 = 0 in (0, 1) then the functions
(u0, u0), (µbu0, µbkbu0), (µbkbu0, µbu0) where µb = (1 + bk
q
b )
− 1
2q−2
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define three different positive solutions of (6). Moreover, in case q = 2, b = 1 there
is a family of solutions given by (cos(θ)u0, sin(θ)u0) where θ ∈ (0, pi2 ) and it is even
known that there are no other positive solutions in this case, cf. Theorem 1.2 in [11].
(ii) As in [11] we have to leave open whether part (ii) is true for space dimensions n ≥ 2.
(iii) The uniqueness issue for (6) is much more difficult when negative coupling parameters
b are considered. At least for q = 2 and b sufficiently close to −1 the bifurcation results
of Bartsch, Dancer and Wang [1] show that a large variety of positive solutions exists
so that uniqueness cannot hold in this case.
(iv) The uniqueness result found by Ma, Zhao (cf. Theorem 2 in [7]) can be derived from
our Theorem 1. This statement will be proved in the Appendix.
Let us finally compare our results with those of Quittner and Souplet [9]. For certain non-
linearities f independent of r with
(8) (z1 − z2)(f(z1, z2)− f(z2, z1)) ≤ 0 for all z1 ≥ z2 > 0
they prove that every positive solution (u, v) of (2) satisfies u = v. For instance, their
results apply to the particular nonlinearities f(u, v) = urvp with 0 ≤ r, p ≤ n
n−2 , n ≥ 3
or f(u, v) = −λu3 + uv2 in case 0 < λ < 1
n−2 , n ≥ 4, see Theorem 1.1 and Theorem 1.6
in [9]. Since these nonlinearities do not meet the assumption (A2) our theorems can not
be used to reproduce their results. Vice versa, our main example (4) does not satisfy the
inequality (8) so that Corollary 1 cannot be derived from the results in [9]. As a consequence,
our results may be regarded as being independent from the ones proved in [9]. There are,
however, semilinear systems of the type (2) where u = v can be derived both from the
results contained in [9] and from Theorem 1. One example for such a system is given by the
nonlinearity f(u, v) = −u− u2q−1 + βuq−1vq with β > 0 which has been considered in [7].
2. Proof of Theorem 1
For a positive solution (u, v) of (3) we set
w1 := u− v, w2 := u+ v.
We assume w1 6= 0 and our aim is to lead this assumption to a contradiction. The functions
w1, w2 satisfy the differential equations
(9) − w′′1 −
n− 1
r
w1 + c1(r)w1 = 0, −w′′2 −
n− 1
r
w2 + c2(r)w2 = 0
where the functions c1, c2 are given by
c1(r) := −f(r, u(r), v(r))− f(r, v(r), u(r))
u(r)− v(r) ,
c2(r) := −f(r, u(r), v(r)) + f(r, v(r), u(r))
u(r) + v(r)
whenever u(r) 6= v(r). We set c1(r) := c2(r) := m in case u(r) = v(r). From u(r), v(r)→ 0
as r →∞ and assumption (A2) we infer that there is r1 > 0 sufficiently large such that
(10) c1(r), c2(r) ≥ m whenever r ≥ r1.
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From (9) and (10) we conclude that the functions w1, w2 do not have any positive local
maxima or negative local minima on [r1,∞). Hence, both w1 and w2 are monotone on [r1,∞)
and we henceforth assume without loss of generality that w1 is positive and decreasing on
that interval. (If w1 is negative and increasing one may interchange the roles of u, v.)
Now we prove that u(r), u′(r), v(r), v′(r) decay exponentially to zero as r → ∞. This will
ensure that certain integrals over unbounded domains are well-defined. From (9) and w′1 ≤ 0
on [r1,∞) we get
(−w′12 +mw21)′ = 2w′1(−w′′1 +mw1) ≥
2(n− 1)
r
w′1
2 ≥ 0 on [r1,∞).
As a consequence the function −w′12 + mw21 is increasing on that interval. This implies
−w′12 + mw21 ≤ 0 and thus w′1 +
√
mw1 ≤ 0 on [r1,∞) so that the function e−
√
mrw1 is
decreasing on [r1,∞). A similar argument shows that the function e−
√
mrw2 is decreasing so
that 0 < u(r) + v(r) ≤ c e−√mr for all r ≥ r1 and some c > 0. Integrating the differential
equations
−(rn−1u′)′ = rn−1f(r, u, v), −(rn−1v′)′ = rn−1f(r, v, u)
and using (A1) we finally obtain
(11) u(r) + v(r) + |u′(r)|+ |v′(r)| ≤ c e−
√
mr (r > 0)
for some c > 0.
From u′(0) = v′(0) = 0, (11) and (3) we get
0 =
∫ ∞
0
(
rn−1(u′v − v′u)
)′
dr
=
∫ ∞
0
rn−1
((
u′′ +
n− 1
r
u′
)
v −
(
v′′ +
n− 1
r
v′
)
u
)
dr
=
∫ ∞
0
rn−1
(− f(r, u, v)v + f(r, v, u)u)dr.
These integrals are well-defined due to assumption (A1) and (11). The assumption (A3)
implies that w1 = u − v has a zero in (0,∞). Since w1 was shown to be positive and
decreasing on [r1,∞) the function w1 also has a last zero r0 which satisfies r0 ≤ r1. From
w1 > 0 on (r0,∞) and the Picard-Lindelo¨f Theorem we obtain w′1(r0) > 0. We get
0 > −rn−10 u(r0)w′1(r0)
= −rn−10
(
u′(r0)v(r0)− v′(r0)u(r0)
)
=
∫ ∞
r0
(
rn−1(u′v − v′u)
)′
dr
=
∫ ∞
r0
rn−1
((
u′′ +
n− 1
r
u′
)
v −
(
v′′ +
n− 1
r
v′
)
u
)
dr
=
∫ ∞
r0
rn−1
(− f(r, u, v)v + f(r, v, u)u)dr
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where the last integral is positive due to assumption (A3) and u > v on (r0,∞). Therefore,
we obtain a contradiction and the proof is finished. 
Remark 3. The semilinear elliptic systems considered by Quittner and Souplet [9] are of the
more general form
−∆u = f1(|x|, u, v) in Rn,
−∆v = f2(|x|, v, u) in Rn.(12)
Textual modifications of the proof given above yield that the conclusion of Theorem 1 remains
true provided both functions f1, f2 satisfy (A1) as well as f1(r, z1, z2)z2 < f2(r, z2, z1)z1 for
all z1 > z2 > 0, r > 0 and provided there are positive numbers m,R, ε > 0 such that
f1(r, z1, z2)− f2(r, z2, z1)
z1 − z2 ≤ −m,
f1(r, z1, z2) + f2(r, z2, z1)
z1 + z2
≤ −m
whenever 0 < z1, z2 < ε, z1 6= z2 and r > R.
3. Proof of Theorem 2
As in the proof of Theorem 1 we argue by contradiction. We assume that there is a positive
decreasing solution (u, v) of (3) that satisfies u 6= v. As above we obtain that the functions
u, v, u′, v′ satisfy the inequality (11) for some c > 0 and that we may without loss of generality
assume (u − v)′(r0) > 0 as well as u − v > 0 on (r0,∞) where r0 denotes the last zero of
u− v. We set G(r, z) := ∫ z
0
g(r, t) dt. From the differential equation (3) and (A4) we get
d
dr
(
r2n−2
(
− 1
2
u′2 +
1
2
v′2 −G(r, u) +G(r, v)
))
= r2n−2
(
u′
(
− u′′ − n− 1
r
u′ − g(r, u)
)
− v′
(
− v′′ − n− 1
r
v′ − g(r, v)
))
+ r2n−2(−Gr(r, u) +Gr(r, v)) + r2n−3(2n− 2)(−G(r, u) +G(r, v))
= r2n−2h(r, u, v)(vu′ − uv′)− r2n−3
∫ u(r)
v(r)
rgr(r, t) + (2n− 2)g(r, t) dt.(13)
From u(r) > v(r) for r > r0 and the differential inequality for g from assumption (A4) we
obtain that the following inequality holds for all r > r0
(14)
d
dr
(
r2n−2
(
− 1
2
u′2 +
1
2
v′2 −G(r, u) +G(r, v)
))
≥ r2n−2h(r, u, v)(vu′ − uv′).
From (A1) we get |g(r, z)| = |f(r, z, 0)| ≤ C(|z| + |z|p) for all r, z > 0. In view of (11) this
entails
lim sup
r→∞
r2n−2
∣∣G(r, u(r))−G(r, v(r))∣∣ ≤ lim sup
r→∞
r2n−2
∫ u(r)
v(r)
|g(r, t)| dt
≤ C · lim sup
r→∞
r2n−2
(1
2
u(r)2 +
1
p + 1
u(r)p+1
)
= 0.
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Hence, integrating the inequality (14) over (r0,∞) we obtain∫ ∞
r0
r2n−2h(r, u, v)(vu′ − uv′) dr
≤ r2n−20
(1
2
u′(r0)
2 − 1
2
v′(r0)
2 +G(r0, u(r0))−G(r0, v(r0))
)
=
1
2
r2n−20 (u
′(r0)− v′(r0))(u′(r0) + v′(r0))
≤ 0.
In the last inequality we used (u− v)′(r0) > 0 and u′(r0), v′(r0) ≤ 0. Notice that the integral
on the left hand side exists due to |h(r, u, v)| ≤ |f(r, u, v)|+|g(r, u)| ≤ 2C(|u|+|v|+|u|p+|v|p)
and (11). From the inequality (vu′− uv′)(r0) = u(r0)(u′− v′)(r0) > 0 and the positivity of h
we infer that there is a point r1 ∈ (r0,∞) with (vu′ − uv′)(r1) = 0. We thus obtain
0 =
∫ ∞
r1
(
rn−1(uv′ − vu′)
)′
dr
=
∫ ∞
r1
rn−1
(
u
(
v′′ +
n− 1
r
v′
)
− v
(
u′′ +
n− 1
r
u′
))
dr
=
∫ ∞
r1
rn−1
(− uf(r, v, u) + vf(r, u, v))dr.
Using (A3′) we get another point r2 ∈ (r1,∞) ⊂ (r0,∞) with u(r2) = v(r2) which contradicts
the assumption u− v > 0 on (r0,∞). Hence, we get u = v. 
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Remark 4.
(i) If we drop assumption (A3) then it is not clear to the author whether the function
vu′−uv′ = v2(u
v
)′ has a zero r1 lying in (r0,∞). Without imposing (A3) we therefore
get the following alternative: Either we have u = v or there is a point r0 > 0 such
that u(r0) = v(r0) and
u
v
is strictly monotone on (r0,∞).
(ii) In the proof we only needed the inequality (u + v)′(r0) ≤ 0. As a consequence, the
assumption that (u, v) is decreasing may be slightly relaxed.
(iii) In contrast to Theorem 1 it is not clear if this result admits a generalization that deals
with systems of the form (12).
4. Proof of Corollary 1
In order to apply Theorem 1 and Theorem 2 to the system (6) we set
f(r, z1, z2) = −z1 + z2q−11 + bzq−11 zq2 for z1, z2, r ≥ 0
where q satisfies (5). The function f clearly satisfies (A1). Morover (A2) holds for m ∈ (0, 1)
and ε > 0 sufficiently small because of the following identities for all r, z1, z2 > 0 :
f(r, z1, z2)− f(r, z2, z1) = −z1 + z2q−11 + bzq−11 zq2 + z2 − z2q−12 − bzq−12 zq1
= (z1 − z2) ·
(
− 1 + z
2q−1
1 − z2q−12
z1 − z2 − bz
q−1
1 z
q−1
2
)
,
f(r, z1, z2) + f(r, z2, z1) = −z1 + z2q−11 + bzq−11 zq2 − z2 + z2q−12 + bzq−12 zq1)
= (z1 + z2) ·
(
− 1 + z
2q−1
1 + z
2q−1
2
z1 + z2
+ bzq−11 z
q−1
2
)
.
Now let us check for which values of b, q the assumption (A3) or (A3′) holds true. If
z1 > z2 > 0, r > 0 and k :=
z2
z1
∈ (0, 1) then
f(r, z1, z2)z2 − f(r, z2, z1)z1 = z1z2(z2q−21 + bzq−21 zq2 − z2q−22 − bzq−22 zq1)
= z2q1 k(1 + bk
q − k2q−2 − bkq−2)
and we are lead to the study of the function ψ(k) := 1 + bkq − k2q−2 − bkq−2 for k ∈ (0, 1).
When 1 < q < 2, b ≥ q − 1 or q = 2, b > 1 the function ψ turns out to be negative on the
interval (0, 1) so that Theorem 1 applies. We obtain u = v and assertion (i) of the Corollary
follows from Kwong’s uniqueness result [5].
Now we apply Theorem 2 to prove assertion (ii). In case q = 2, b < 1 or q > 2, b ≤ q − 1
the function ψ is positive on (0, 1) so that (A3′) holds. If moreover b > 0 and n = 1 then f
also satisfies (A4). Since b > 0, q ≥ 2 implies that all positive solutions of (6) are decreasing
(cf. [3], Theorem 4.1) assertion (ii) of the Corollary follows from Theorem 2. 
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5. Appendix
We show that the uniqueness result found by Ma and Zhao [7] can be derived from our
Theorem 1. In [7], Theorem 2 the authors prove that the positive solution (u, v) of the
nonlinear Schro¨dinger system
−u′′ − n− 1
r
u′ + u = µ1u
2q−1 + β1u
q−1vq in R>0,
−v′′ − n− 1
r
v′ + v = µ2v
2q−1 + β2u
qvq−1 in R>0,
u′(0) = v′(0) = 0, u, v > 0, u(r), v(r)→ 0 (r →∞)
(15)
is unique whenever q satisfies (5) and
µ1, µ2 ≤ 0, β1, β2 > 0, µ1βq−11 = µ2βq−12 , β
q−2
2
1 µ1 + β
q
2
2 > 0, β
q−2
2
2 µ2 + β
q
2
1 > 0.
Now let us show how this result follows from Theorem 1. As in [7] it suffices to show
(16) u =
(
µ2 + β
q
2
1 β
− q−2
2
2
) 1
2q−2
(
µ1 + β
q
2
2 β
− q−2
2
1
)− 1
2q−2 v
for any positive solution (u, v) of (15). A calculation shows that (u˜, v˜) = (|µ1|
1
2q−2u, |µ2|
1
2q−2 v)
is a solution of
−u˜′′ − n− 1
r
u˜′ + u˜ = −u˜2q−1 + βu˜q−1v˜q in R>0,
−v˜′′ − n− 1
r
v˜′ + v˜ = −v˜2q−1 + βu˜qv˜q−1 in R>0,
u˜′(0) = v˜′(0) = 0, u˜, v˜ > 0, u˜(r), v˜(r)→ 0 (r →∞)
where the parameter β is given by
β = β1|µ1|−
q−2
2q−2 |µ2|−
q
2q−2 = β2|µ1|−
q
2q−2 |µ2|−
q−2
2q−2 > 0.
Since the nonlinearity f(r, z1, z2) = −z1−z2q−11 +βzq−11 zq2 satisfies the assumptions (A1), (A2),
(A3) we obtain from Theorem 1 that u˜ equals v˜. Due to µ1β
q−1
1 = µ2β
q−1
2 this implies (16)
and that’s all we had to show.
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