Datakeskusten hukkalämmön hyödyntäminen Pohjois-Pohjanmaalla by Romka, Rihard
  
Rihard Romka 
Datakeskusten hukkalämmön hyödyntäminen Pohjois-Pohjan-
maalla 
 
 
 Datakeskusten hukkalämmön hyödyntäminen Pohjois-Pohjan-
maalla 
 Rihard Romka 
 Opinnäytetyö 
 Kevät 2018 
 Energiatekniikan koulutusohjelma 
 Oulun ammattikorkeakoulu 
 3 
 
TIIVISTELMÄ  
Oulun ammattikorkeakoulu 
Energiatekniikka 
 
 
Tekijät: Rihard Romka 
Opinnäytetyön nimi: Datakeskusten hukkalämmön hyödyntäminen Pohjois-Poh-
janmaalla 
Työn ohjaajat: Jukka Ylikunnari 
Työn valmistumislukukausi ja -vuosi: Kevät 2018 
Sivumäärä: 48 
 
 
 
Tämän työn tavoitteena oli kartoittaa Pohjois-Pohjanmaan datakeskukset ja sel-
vittää niiden energiahuollon tilanne sekä mahdolliset hukkalämmön käyttökoh-
teet ja hyödyntämistekniikat. Tarkoituksena oli myös selvittää datakeskuksissa 
syntyvän hukkalämpöenergian määrä, käyttömahdollisuudet ja niiden kannatta-
vuudet sekä verrata ratkaisujen hiilidioksidipäästöjä. Työn on tarkoitus toimia 
alustavana tietopankkina Pohjois-Pohjanmaan datakeskuksista. 
 
Opinnäytetyön teko alkoi datakeskustekniikkaan tutustumisella sekä selvittä-
mällä Pohjois-Pohjanmaan alueella olevat datakeskukset ja niiden sijainnit. Sel-
vitys rajattiin kaupallisia palveluita tarjoaviin datakeskuksiin. Lisäksi selvitettiin 
Pohjois-Pohjanmaan maantieteelliset realiteetit koskien datakeskusteollisuutta 
sekä tutkittiin sopivia hukkalämmön hyödyntämiskohteita ja potentiaalisia yritys-
symbioosi- sekä kiertotalousmahdollisuuksia.  
 
Selvitystyön tuloksena kävi ilmi, että Pohjois-Pohjanmaalla sijaitsevat datakes-
kukset ovat pääasiassa vuokratiloissa toimivia PK-yrityksiä, jotka eivät käytä 
hukkalämpöä hyödyksi. Datakeskuhukkalämmön käyttö kaukolämpötoimin-
nassa kyseisellä alueella ei ainakaan tällä hetkellä ole kannattavaa. Erilaiset 
hukkalämmön käyttökohteet kiertotaloudellisessa toiminnassa esimerkiksi lähi-
lämmön tuotannossa osoittautuivat realistisimmiksi vaihtoehdoiksi. 
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The objective of this thesis was to map the data centers of Northern Ostrobothnia 
and to examine their energy usage and possible utilization of waste heat pro-
duced in the facilities as well as the potential technologies applied. The goal was 
to investigate the amount of waste heat produced in data centers, potential appli-
cations and the CO2-effects of the solutions. The thesis is to serve as an infor-
mation bank and guide to future plans in the NOISS-project regarding waste heat 
and data centers. 
The work on the thesis began by studying data center technology as well as listing 
the data centers in Northern Ostrobothnia and mapping their locations. The study 
was limited to data centers providing commercial services. The geographical fac-
tors relating to the data center industry were examined in addition to waste heat 
applications, potential industrial symbiosis and circular economy options.  
It was discovered that the data centers in Northern Ostrobothnia are mostly small 
companies working out of rental facilities that do not take advantage of their waste 
heat. 
The utilization of waste heat in district heating in Northern Ostrobothnia with the 
current realities is not cost-effective. The different applications of waste heat in 
circular economy applications turned out to be the most realistic options. 
 
Keywords: data center, waste heat, energy, circular economy, Northern Ostro-
bothnia 
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1 JOHDANTO 
 
Tavoitteena oli tehdä pohjatyö, jota voidaan tulevaisuudessa käyttää tietopank-
kina NOISS-hankeessa (Northern Ostrobothnia Industrial Symbiosis). Hankkeen 
takana olivat Oulun yliopisto, CEE sekä OAMK. NOISS-hankkeen tavoitteena oli 
tunnistaa teollisten symbioosien mahdollisuudet Pohjois-Pohjanmaalla, ottaa va-
jaakäyttöiset resurssit tehokkaampaan käyttöön ja tukea yrityssymbioosien syn-
tyä. Työ tilattiin CEE:lle ja tehtiin Oulun yliopiston tiloissa. Tässä työssä keskityt-
tiin datakeskusten hukkalämmön potentiaalisiin käyttökohteisiin. 
Datakeskus on tila, johon on keskitetty organisaation IT-toiminta ja laitteet. Da-
takeskus varastoi, hallinnoi ja käsittelee organisaation dataa ja on näin nykypäi-
vänä elintärkeä organisaation päivittäisten toimintojen sujuvuuden kannalta. 
Palvelinten ja niiden sisältämän datan turvallisuus ja laitteiden luotettavuus 
ovatkin organisaatioille suurimpia prioriteetteja.  
Vaikka palvelinkeskusten ratkaisut ovat yksilöllisiä, voidaan ne jakaa karkeasti 
kahteen eri ryhmään: verkko-orientoituneisiin ja yrityskeskeisiin. Verkko-orien-
toituneet datakeskukset tukevat tyypillisesti vain muutamia sovelluksia, ovat se-
lainpohjaisia ja palvelevat suurta määrää asiakkaita. Yrityskeskeiset datakes-
kukset palvelevat taas rajatun määrän asiakkaita mutta tarjoavat myös sovelluk-
sia joko valmiina tai asiakkaan tarpeisiin räätälöitynä.  
Kuten useimmat teknologiateollisuuden alat, datakeskuksetkin elävät murrok-
sen aikaa. Tämä on johtanut siihen, että datakeskusten teknologian on oltava 
dynaamista ja skaalattavaa. Informaation määrä maailmassa kasvaa jatkuvasti, 
ja varsinkin tulevan IOT (Internet of things) vallankumouksen ja sen mahdollis-
tavan 5G-verkon myötä tallennustilan ja sujuvan informaatiovirran kulun turvaa-
misen tarve kasvaa jatkuvasti. Internetliikenteen on ennustettu kasvavan maail-
massa 3,3 Zettatavuun (3,3*107 Gigatavua). Verkkoliikenteen kasvun tarpeisiin 
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on Eurooppaan arvioitu syntyvän 60 uutta suuremman luokan datakeskusta. 
(Finland’s Giant Data Center Opportunity. 2015.) 
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2 DATAKESKUKSET SUOMESSA 
 
MarketVisio Gartnerin tekemän Konesalit Suomessa 2012 -tutkimuksen mukaan 
Suomessa on noin 2800 konesaliksi laskettavaa tilaa. Yli 5 MW:n suuruisia ko-
nesaleja on noin 5 kappaletta, 1,25 - 5 MW konesaleja 30, pieniä noin 350 kW:n 
90 kappaletta ja alle 100 kW:n laitetiloja noin 2700. (Konesalit Suomessa 2012.) 
Uusia suurempia datakeskuksia kuitenkin houkutellaan jatkuvasti Suomeen. Täl-
laisia ovat mm. Googlen Haminan datakeskus (tehontarve 75 MW laajennusten 
jälkeen), venäläisen hakukoneyhtiö Yandexin palvelinkeskus Mäntsälässä (15 
MW ensimmäisessä vaiheessa) sekä Soneran Helsinkiin rakenteilla oleva 24 
MW:n datakeskus.  
 
2.1 Luokittelu 
 
Kuten edellä on mainittu, datakeskukset voidaan jakaa kahteen ryhmään käyttö-
tarkoituksen mukaan. Colocation -keskukset tarjoavat yrityksille ja yksityishenki-
löille vuokralle palvelimia, kaistatilaa omissa tiloissaan. Etenkin pienille ja keski-
suurille yrityksille on houkuttelevampaa taloudellisesta näkökulmasta vuokrata 
tallennustilaa oman konesalin rakentamisen ja ylläpidon sijaan. Toinen ryhmä on 
suurten teknologiayritysten datakeskukset, jotka palvelevat lähinnä yritysten 
omia tarpeita.  
On olemassa kuitenkin Uptime Instituten kehittämä sertifikaattijärjestelmä, jolla 
voidaan luokitella datakeskukset niiden infrastruktuurin ja saatavuuden (kuinka 
kauan laitesali on toiminnassa vuoden aikana) perusteella. Mitä suuremman saa-
tavuuden infrastruktuuri pystyy takaamaan, sitä korkeampaan luokkaan datakes-
kus luokitellaan. Alla olevassa taulukossa 1 esitellään tasoluokitukset. 
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TAULUKKO 1 Uptime Instituten tasoluokitukset. 
Taso Saatavuus/vuosi  Seisokkiaika 
1 99,671 % ≤ 28,8 tuntia 
2 99,741 % ≤ 22 tuntia 
3 99,982 % ≤ 1,6 tuntia 
4 99,995 % ≤  0,4 tuntia 
 
Saatavuus määritellään prosentteina vuodesta. 
 
Taso 1: Yksi lähetystaajuus, ei varavoimavarmennusta (ei-redundantti), yk-
sinkertainen sähkönsyöttö, vuosittainen saatavuus 99,671 %. 
Taso 2: Taso 1 + varavoimavarmennus, vuosittainen saatavuus 99,741 % 
Taso 3: Taso 1 + Taso 2 + monta sähkönsyöttöä ja useampi lähetystaajuus. 
Vuosittainen saatavuus 99,982 % 
Taso 4: Korkein luokitus. Taso 1 + Taso 2 + Taso 3 + kaikki komponentit 
viankestäviä mukaan lukien lähetystaajuudet, varastot, jäähdytys- ja ilmanvaih-
tojärjestelmät ja palvelimet. Datakeskus kestää ainakin yhden suunnittelematto-
man häiriötilanteen. Tiukin kulunvalvonta. Vuosittainen saatavuus 99,995 %. 
(Data Center Site Infrastructure Tier Standard. 2010.) 
 
2.2 Tekniikka  
 
Datakeskuksen tekniikkaan ja infrastruktuuriin kuuluvat sähkö-, jäähdytys- sekä 
IT-järjestelmät ja valaistus. Sähkö- ja IT-laitteiden kuluttamasta sähköenergiasta 
suurin osa muuttuu lämmöksi. Ilmastointijärjestelmän tehtävänä on huolehtia 
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lämpökuormien pysymisestä kohtuullisina. Jäähdytykseen kuluva energia voi olla 
jopa puolet koko kompleksin sähkönkulutuksesta, jäähdytyksen puolelta löytyy 
myös suurin energiansäästöpotentiaali.  Eniten sähköä kuluttavat kuitenkin IT-
laitteet, mutta niiden sähkönkulutusta on vaikea säädellä. 
Yksi datakeskuksen tekniikkaan viitattaessa käytettävä termi on redundanssi. 
Redundanssilla tarkoitetaan talotekniikassa varmennusastetta eli esimerkiksi vir-
talähteen duplikaatiota varmuuden vuoksi. Duplikoituja tai kahdennettuja laitteita 
voidaan kuvata kirjaimella N, jonka perään tulee numero, joka kertoo laitteiden 
määrän. Jos järjestelmään on esimerkiksi lisätty tueksi toinen virtalähde, kuva-
taan redundanssia termillä N2. Jos taas käytössä olevia virtalähteitä on kaksi ja 
niiden tueksi on asennettu varmuudeksi kolmas virtalähde, kuvataan järjestelmää 
termillä 2N+1. Redundanssi voi siis vaihdella eri järjestelmän osilla. (Energiate-
hokas konesali. 2011.) 
 
2.2.1 Sähkönjakelujärjestelmä 
Sähkönjakelu koostuu varavoimajärjestelmistä, muuntajista, akuista, generaatto-
reista sekä UPS (Uninterrupted Power Supply) -järjestelmästä. Tärkeää on, että 
palvelimet toimivat tarvittaessa yhdellä virtalähteellä laitteisiin mahdollisesti tule-
vien vikojen ja häiriöiden vuoksi. Jotta häiriöt IT-laitteiden toiminnassa voidaan 
minimoida, on datakeskuksissa yleensä kaksi syöttöä: päävirran syöttö verkosta 
sekä varavirran syöttö generaattoreilta. UPS-laitteilla voidaan tasata virtapiikkejä. 
Suuremmat datakeskukset kytketään yleensä valtakunnalliseen 110 kV:n siirto-
verkkoon, joka muunnetaan 10 - 20 kV:n jännitteeksi datakeskuksen sisällä. IT-
laitteistoon menevä jännitekiskosto on yleensä kolmivaiheinen 400 V:n voimavir-
takisko.  
Palvelinkeskuksen verkkosuunnitelman on oltava redundanttinen. Keskuksen 
redundanttisuus lisää laitekustannuksia mutta huolehtii siitä, että keskus toimii 
mahdollisissa vikatilanteissa ja vaikuttaa näin häiriötilanteen luomaan painee-
seen ja asiakastyytyväisyyteen. 
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Varavoimakapasiteetin tuottaminen generaattoreilla on häiriötilanteiden vaikutus-
ten minimoimiseksi etenkin suuremmissa datakeskuksissa järkevää. Varavoima-
kapasiteetti tarjoaa myös mahdollisuuden itsenäisyyteen ilman valtakunnan verk-
koa sekä sitä myötä toimimisen sähköverkon säätövoimana. Tämän tapainen lo-
kalisaatio mahdollistaa myös tulevaisuudessa datakeskuksen toimimisen osana 
älyverkkoa. 
Suurimmat yksittäisen datakeskuksen energiankuluttajat ovat ylivoimaisesti pal-
velimet sekä jäähdytysjärjestelmä, jotka vievät yhdessä noin 60 % datakeskuk-
sen energiantarpeesta. Loput jakautuvat valaistuksen, UPS-järjestelmän, tuule-
tuksen ja muiden ns. tuottamattomien elementtien kesken kuten näemme alla 
olevassa kuvassa 1. (Energiatehokas konesali. 2011.)  
 
KUVA 1 Datakeskuksen energiankäytön jakautuminen. (Kirjoittajan käännös al-
kuperäislähteestä. A Blueprint for Reducing Energy Costs in Your Data Center. 
2009.) 
 
2.2.2 Jäähdytysjärjestelmät 
Datakeskusten palvelintiloissa syntyy huomattava määrä lämpöä, joka on ohjat-
tava pois tiloista. Laitteiden toiminnan kannalta liian korkea lämpötila on niin fyy-
sinen vaaratekijä kuin palvelimien toimintaa uhkaava elementti. Käytännössä 
jäähdytys tarkoittaa kuuman ilman viemistä pois tiloista lämpötilan laskemiseksi. 
Jäähdytys
23 %
Palvelimet
46 %
Tuulettime
t
8 %
UPS
8 %
Valaistus
4 %
Muut
11 %
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Lämpötilan säätämistä varten on käytetty niin perinteisiä jäähdytysmenetelmiä 
kuin etenkin datakeskuksille kehitettyjä sopivia jäähdytysratkaisuja. Yleisimmät 
jäähdytysratkaisut ovat ilma/ilma-, ilma/vesi- sekä absorbtiojäähdytys.  
Perinteisesti datakeskukset ovat mitanneet lämpöä lämpötiheys/m2. Monet ovat 
kuitenkin sitä mieltä, että parempi mittari olisi lämpötiheys/palvelintorni. (A Blue-
print for Reducing Energy Costs in Your Data Center. 2009.) Lämpökuormaan on 
perinteisesti kiinnitetty enemmän huomiota kuin ilmavirtaan. Ilmavirran tarkkaile-
miseen kehitettyjä CFD-ohjelmia (Computational fluid dynamics) käytetään ilma-
virtojen mallintamiseen etenkin korotettuja lattioita käyttävissä palvelinkeskuk-
sissa. 
Jäähdytysjärjestelmien pitää käytännössä toimia kokopäiväisesti, jotta laitteet ei-
vät ylikuumene. Datakeskuksen lämpötila lasketaan usein jäähdytysjärjestelmän 
avulla noin 21 °C:seen. Google tosin suosittelee nostamaan palvelintilan lämpö-
tilaa 27 °C:seen energiatehokkuuden parantamiseksi. (Raise Your Data Center 
Temperature. 2008.) 
 
Vapaa jäähdytys 
Vapaajäähdytysratkaisuissa datakeskuksen palvelintila jäähdytetään esimerkiksi 
kylmällä ulkoilmalla. Vapaajäähdytysjärjestelmien energiankulutus on huomatta-
vasti vähäisempi kuin kompressorikäyttöisten, eli näin voidaan vähentää jäähdy-
tyskoneiden energiankulutusta. Vapaajäähdytysjärjestelmän toimivat siis joko 
suorasti puhaltamalla ulkoilmaa sisälle tai epäsuorasti nestekierron kautta. Suo-
raan ulkoilmaa kierrättämällä käytetään tulo- ja poistoilmapuhaltimia, kun taas 
epäsuorissa ratkaisuissa kiertoainetta varten tarvitaan pumppu. Pohjoisella pal-
lonpuoliskolla kiertoaineena toimii yleensä vesi-glykoli kylmien pakkasten takia.  
Kuuma ilma ohjataan ”lämpönieluun” eli esimerkiksi järveen, jokeen, mereen tai 
suoraan ulkoilmaan. Tätä kutsutaan vapaajäähdytykseksi. Menetelmää voidaan 
tarvittaessa täydentää kompressorilla. Pelkällä vapaajäähdytyksellä voidaan 
vuosittaista energiankulutusta vähentää vuodessa keskimäärin 65 % verrattuna 
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perinteiseen prosessijäähdytykseen. (Vapaajäähdytys. 2012.) Alla olevassa tau-
lukossa 2 on kuvattuna kuukausittainen vapaajäähdytyksellä saatava energian-
säästö. 
 
TAULUKKO 2 Kuukausittainen vapaajäähdytyksellä saatava energiansäästö 
verrattuna prosessijäähdytykseen 
 
 
Kylmä ja kuuma käytävä 
Palvelimet sijoitetaan palvelintilaan siten, että niiden väliin jätetään käytävät. Pal-
velinräkkien etupuolella oleville käytäville puhalletaan viileätä ilmaa, kun taas 
kuuma ilma poistetaan palvelimien takaa.  
Käytännössä siis viileä ilma ilmankäsittelykoneesta rajataan sekä eristetään pal-
velintilaan ja kuuma ilma palvelimista taas ohjataan vapaan jäähdytyksen tavoin 
lämpönieluun alla olevan kuvan 2 tavoin. Eristys on tärkeää siksi, etteivät lämmin 
ja viileä ilma pääse sekoittumaan. (Merilä 2016.) 
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KUVA 2 Räkkijäähdytysjärjestelmän toimintaperiaate (Selvarajan 2016) 
 
Kaukojäähdytys 
Kaukojäähdytyksellä tai kaukokylmällä tarkoitetaan jäähdytystä, jossa jäähdytet-
tävään kohteeseen pumpataan esimerkiksi merivettä jäähdyttämään ilmastointia. 
Periaate on sama kuin kaukolämpötekniikassa. Kaukokylmän tuotannossa voi-
daan käyttää suoraa vapaata merivesijäähdytystä, lämpöpumppuja, jäähdytys-
vesivarastoja ja absoptiotekniikoita. 
Suomessa kaukojäähdytystoimintaa on tällä hetkellä Helsingissä, Tampereella, 
Turussa, Lahdessa Ja Heinolassa. Kaukokylmää käytetään Helsingin Energian 
kaukoIT -konesalikonseptissa. Uspenskin katedraalin alla sijaitseva datakeskus 
viilennetään vapaalla merivesijäähdytyksellä. (Muukkonen 2010.)  
Yhteensä kaukokylmää myytiin Suomessa vuonna 2016 noin 200 000 MWh 
(kuva 3). Siitä 64 % tuotettiin lämpöpumpuilla, 22 % vapaajäähdytyksellä ja loput 
absorptiolla ja kompressorilla. (Kaukojäähdytystilastot. 2016) 
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KUVA 3 Kaukojäähdytyksen tuotanto Suomessa 2016. 
Myös Oulun Energia on tutkinut mahdollisuutta kaukojäähdytystoiminnan aloitta-
miseen. Tutkimuksessa päädyttiin kuitenkin siihen lopputulokseen, että Oulun 
keskustan alueella ei ole riittävästi jäähdytyskuormaa tarvittaviin investointeihin 
nähden.  Lisäksi ongelmaksi on koitunut meriveden verrattain korkea kesäläm-
pötila. (Oulun keskustan kaukojäähdytys ei vielä ajankohtaista. 2011; Veräjä-
korva A. 2014) 
 
Lumijäähdytys 
Lumen ja jään hyödyntämistä jäähdytyksessä on tiettävästi käytetty pitkään, 
mutta nykyään myös rakennuksia voidaan jäähdyttää lumella. Jäähdytysteknii-
kassa lumi varastoidaan talvella ja siitä saatava kylmä sulamisvesi käytetään 
jäähdytyksessä kesäisin. Jään ominaislämpökapasiteetti on 2,9 kJ/kgK ja veden 
4,18 kJ/kgK. Kun jään sulamislämpö vedeksi on noin 333 kJ/kg ja sulamislämpö-
tila 0 °C, tarvitaan noin 100 kWh muuttamaan yksi tonni jäätä 5 °C:ksi vedeksi. 
(Nordell & Skogsberg 2000.)  
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Lunta ja jäätä käytetään jäähdytyksessä etenkin Japanissa ja Kiinassa, mutta 
myös Ruotsissa on kokeiltu tekniikkaa. Sundsvallin sairaala Västernorrlandin lää-
nissä jäähdyttää tilansa pumppaamalla talven aikana kasatusta lumivarastosta 
sulamisvettä sairaalaan. Lunta voidaan kasata talvisin jopa 60 000 m3. Yksi pro-
jektin lähtökohdista olikin auttaa Sundsvallin kaupunkia jokatalvisen lumiongel-
man kanssa. Kuvassa 4 esitettynä jäähdytysjärjestelmän toimintaperiaate. 
(Heino 2015.) 
. 
 
KUVA 4 Sundsvallin sairaalan jäähdytyksen toimintaperiaate (Heino 2015.) 
 
Suomessa lumijäähdytyksen mahdollista käyttöä on selvitetty Helsingissä ja Tu-
russa. Lumi oli tarkoitus varastoida maanalaisiin kallioluoliin. Lumijäähdytysjär-
jestelmiä ei ole vielä kuitenkaan Suomessa käytössä.  
Japanissa lumella ja jäällä jäähdytetään kokonaisia toimistotaloja. Yhtenä esi-
merkkinä voidaan pitää Hokkaidon 11 000 m2 suuren mediakeskuksen jäähdy-
tysratkaisua. Ensimmäisessä kerroksessa olevaan noin kahden kerroksen ko-
koiseen tilaan varastoidaan 7000 tonnia lunta, johon porataan 1000 reikää 
(kuva5). Reikien läpi puhalletaan ilmaa lumikerroksen alla olevaan tilaan, jolloin 
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ulkoilma jäähtyy 4 °C:seen. Tämän jälkeen viileä ilma ohjataan sekoittimeen, 
jossa siihen sekoitetaan ulkoilmaa, jolloin loppulämpötilaksi saadaan miellyttä-
vät 18 °C. (Kobiyama 2008.) 
 
 
KUVA 5. Hokkaidon toimistorakennuksen jäähdytys (Heino 2015.) 
 
2.2.3 IT-järjestelmä 
Konesalin tarkoituksena on pääasiassa tallennustilan tarjoaminen sitä tarvitse-
ville. Keskukseen kuuluviin laitteisiin lukeutuvat palvelimet, massamuisti, reititti-
met ja kaapeloinnit. Energiatehokkuuden näkökulmasta nimenomaan IT-järjes-
telmän optimointi on parhaimpia keinoja. Esimerkiksi perinteisiin massamuistei-
hin verrattuna SSD-muistit kuluttavat 50 % vähemmän energiaa. 
Hukkalämmön talteenoton kannalta palvelimet tuottavat eniten lämpöä. Lämmin 
ilma on ohjattava pois tilasta tai ilma jäähdytettävä.  
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Verkkolaitteet kasataan palvelintorneihin, jotka sijaitsevat konesalissa korote-
tulla lattialla (kuva 6). Yhden palvelintornin tai ”räkin” teho on yleensä 7 - 15 kW. 
Paljon laskentatehoa vaativissa ratkaisuissa tehot saattavat nousta kuitenkin 
jopa 60 kW: iin. Korotettu lattia mahdollistaa esteettömän reitin kaapeleille, 
mutta on tärkeä myös jäähdytysratkaisujen rakentamisessa. Datakeskuksen 
kaapeloinnit ja niiden ominaisuudet määritetään TIA-942-standardissa. (Lehti-
nen 2014.) 
 
KUVA 6 Cernin datakeskus (Florian Hirzinger 2009.) 
 
2.2.4 Valaistus ja muut 
Loput datakeskuksen tekniikasta ovat mm. valaistus, paloilmoitinjärjestelmä ja 
kulunvalvontajärjestelmä. Nämä järjestelmät vastaavat yleensä yhteensä noin 
15 % koko datakeskuksen energiankäytöstä. 
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Valaistus voi olla kooltaan suuren datakeskuksen suurimpia yksittäisiä energi-
ankuluttajia. Energiankulutukseen voidaan kuitenkin vaikuttaa käyttämällä esi-
merkiksi LED-valaistusta sekä liikkeentunnistustekniikkaa. 
Kulunvalvonta laitetiloihin on turvallisuuden ja luotettavuuden kannalta tärkeää. 
Palvelimet sisältävät usein yrityksille tärkeää ja herkkää tietoa. Asiakkailla on 
kuitenkin oltava pääsy omien palvelimien huoltamiseen, joten riski väärien hen-
kilöiden pääsystä palvelintilaan voidaan minimoida järjestämällä palvelimet erilli-
siin lukollisiin palvelinkehikkoihin ja valvomalla sisään- ja ulostuloa esimerkiksi 
sähköisellä tunnistautumisella.  
Yllä mainitut vähäisen energiatarpeen vaativat järjestelmät lasketaan usein yh-
teen ja ilmoitetaan vain valaistusjärjestelmänä tehtäessä PUE-laskelmaa. 
(Energiatehokas konesali. 2011.) 
 
2.2.5 Konesalin energiatehokkuuden mittarit 
Energiatehokkuuden arvioimiseksi ja parantamiseksi on kehitetty erilaisia mitta-
reita. Yleisin näistä on PUE-luku. Datakeskukseen kuuluu olennaisesti valvonta-
järjestelmä joka esittää laitteiden käyttöasteen. Valvonnalla voidaan tarkastella 
eri laitteiden kulutusta ja optimoida energiankulutus. Tiloissa voi olla esimerkiksi 
palvelimia, jotka toimivat nollakuormalla. Tällaisten palvelimien energiankulutus 
voi olla jopa 70 % täyden kuorman kulutuksesta. Poistamalla nollakuormapalve-
limet voidaan säästää energiaa.  
Laitesalin energiakulutusta laskettaessa on tiedettävä laitteiden ja järjestelmien 
tehot kilowatteina ja niiden kuluttama sähköenergia kilowattitunteina. Energiate-
hokkuutta mitattaessa voidaan myös mitata esimerkiksi laskentatehon ja käyte-
tyn sähkötehon suhde tai energiankulutusta pinta-alayksikköä kohti. Mittausta-
vat riippuvat organisaation tavoitteista. 
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PUE (Power usage effectiveness) 
PUE on suhdeluku, jolla kuvataan datakeskuksen energiatehokkuutta. Suhde-
luku lasketaan jakamalla konesalin käyttämä kokonaisenergia IT-laitteiden käyt-
tämällä sähköenergialla. Teoreettinen minimi on 1, mikä tarkoittaa, että sähköä 
menee datakeskuksessa vain IT-laitteisiin eikä lainkaan esimerkiksi valaistuk-
seen yms. Olemassa olevien konesalien PUE:t vaihtelee 1,1-3,0 välillä. (PUE: A 
COMPREHENSIVE EXAMINATION OF THE METRIC. 2012.)  
 
𝑃𝑈𝐸 =
𝑃𝑡𝑜𝑡
𝑃𝑖𝑡
     Kaava 1 
 
DCIE (Data center infrastructure efficiency) 
DCIE eli suomeksi datakeskuksen infrastruktuurin tehokkuus on käänteinen 
luku PUE:stä. Suhdeluku lasketaan jakamalla IT-laitteiden kuluttama energia ja 
kokonaisenergiankulutuksella. 
 
Energiatiheys 
Sähkötehon tiheys eli energiatiheys kertoo, kuinka tiiviisti konesali on täytetty 
palvelimilla. Energiatiheys on kulutetun sähkötehon ja konesalin pinta-alan suh-
deluku.  
𝐸𝑛𝑒𝑟𝑔𝑖𝑎𝑡𝑖ℎ𝑒𝑦𝑠 =  
𝑃𝑡𝑜𝑡
𝐴
    Kaava 2 
 
NPUE (Net Power Usage Effectiveness) 
NPUE-suhdeluku on kuin PUE, mutta ottaa huomioon myös energian joka pois-
tetaan datakeskuksesta esimerkiksi hukkalämpöä hyödyntäessä. 
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𝑁𝑃𝑈𝐸 =
𝐸𝑛𝑒𝑡
𝐸𝑖𝑡
=
(𝐸𝑖𝑛−𝐸𝑜𝑢𝑡)
𝐸𝑖𝑡
   Kaava 3 
𝑁𝑃𝑈𝐸 =
𝐸𝑖𝑡
(𝐸𝑖𝑛−𝐸𝑜𝑢𝑡)
 (Salit, joissa kaukojäähdytys) Kaava 4 
 
 
 
CADE (Corporate Average Data Center Efficiency) 
CADE-arvo on monipuolisempi energiatehokkuuden mittari kuin NPUE. 
CADE:ssa otetaan huomioon tietotekniikan ja infrastruktuurin käyttöaste. Kaa-
van komponentit lasketaan erikseen. 
𝐶𝐴𝐷𝐸 = 𝐴𝑈𝑓𝑎𝑐 ∗ 𝐸𝐸𝑓𝑎𝑐 ∗ 𝐴𝑈𝑖𝑡 ∗ 𝐸𝐸𝑖𝑡  Kaava 5 
AUfac = konesalin infran käyttöaste 
EEfac = infrastruktuurin energiatehokkuus (IT-kuorman ja salin kokonaiskuorman 
suhde) 
AUit = palvelinten käyttöaste 
EEit = tieto- ja viestintätekniikan energiatehokkuus 
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3 YMPÄRISTÖTEKIJÄT 
 
Tiedon ja datan määrä verkossa kasvaa eksponentiaalisesti ja tätä myötä myös 
tallennustilan tarve. Yli miljardi ihmistä on nyt verkossa. Jatkuva IoT (Internet of 
Things) mullistus yhdistää myös lisää fyysisiä laitteita mukaan verkkoon. Oxford 
Researchin ennustuksen mukaan vuoteen 2020 mennessä yli 50 miljardia lai-
tetta on yhdistetty verkkoon. Sen sijaan että dataa säilytettäisiin tietokoneiden 
kovalevyillä, on tiedon tallennus siirtymässä kokonaan verkkoon. 
Maailmassa on tällä hetkellä yli 200 000 datakeskusta, joiden koot vaihtelevat 
pienistä huoneista teollisuusluokan halleihin. Koot ovat kuitenkin kasvamassa, 
ja suuren kokoluokan keskusten rakentaminen tulee varaamaan vuonna 2018 
noin 73 % kaikista datakeskusten rakennushankkeista.  
Vuonna 2013 noin 110 miljardia euroa investoitiin maailmanlaajuisesti datakes-
kuksiin. Vuoteen 2020 mennessä Eurooppaan odotetaan noin 60 uutta datakes-
kusta. Tulevien vuosien aikana maailman tallennuskapasiteetti tulee kasva-
maan noin 10 % vuodessa. Jatkuva kasvu on riippuvainen Euroopan digitalisaa-
tiosta. On otettava huomioon, että esimerkiksi Suomeen rakennettu datakeskus 
ei palvele vain suomalaisia asiakkaita vaan koko Euroopan markkinoita. (Fin-
land’s Giant Data Center Opportunity. 2015.) 
Cushman & Wakefieldin vuonna 2016 tekemässä selvityksessä arvioitiin useita 
datakeskuksen sijaintiin vaikuttavia tekijöitä. Selvityksessä eniten esille nous-
seet tekijät painottuivat alla olevan taulukon 4 mukaisesti. (Data Centre Risk In-
dex 2016. 2016.) 
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TAULUKKO 3 Sijaintiin vaikuttavien tekijöiden painotukset indeksissä. (Kirjoitta-
jan käännös alkuperäislähteestä. Data Center Risk Index 2016) 
Kriteeri Painotus 
Energiakustannukset 8,97 % 
Verkkonopeus (Mbit/s) 11,54 % 
Liiketoiminnan helppous 11,54 % 
Yritysverotus (Maailman pankin listaus) 6,41 % 
Poliittinen vakaus (EIU Vakaus indeksi) 12,82 % 
Uusiutuvan energian/kokonaisenergiantarjonta 8,97 % 
Luonnonmullistukset 15,38 % 
Energiavarmuus 12,18 % 
BKT 5,77 % 
Veden saatavuus 6,41 % 
 
 
Periaatteessa datakeskus ei ole sijainnista riippuvainen, ja palvelinsalin voi ra-
kentaa minne vain. Sijaintia valittaessa on kuitenkin sujuvan toiminnan kannalta 
syytä ottaa huomioon datakeskuksen ympäristön vaikuttavat tekijät. Nämä data-
keskuksen sijainnin valintaan vaikuttavat tekijät voidaan jakaa neljään eri kate-
goriaan.  
 
3.1 Maantiede 
 
Datakeskuksen sijoittamisessa maantieteellinen sijainti on olennainen asia. 
Jotta datakeskuksen palvelimet pysyisivät päällä taukoamatta, on otettava huo-
mioon mm. alueen seismologia, mahdolliset säästä riippuvat tulvat ja muut luon-
nonkatastrofit sekä muut maantieteelliseen sijaintiin liittyvät ilmastolliset tekijät. 
Esimerkiksi pohjoinen, kylmempi ilmasto mahdollistaa kustannustehokkaan 
jäähdytysratkaisun, kun palvelinsalin voidaan jäähdyttää ulkoilmalla, maaperää 
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hyväksi käyttäen tai kaukokylmällä.  
Pohjois-Pohjanmaa sijoittuu manner- ja meri-ilmastojen väliin. Länsiosat laske-
taan kuuluvan keskiboreaaliseen ilmastovyöhykkeeseen, joka erottaa itäosan 
(Kuusamo) pohjoisboreaalisesta alueesta. Lauhkeinta on Kalajokilaaksossa.  
Pohjois-Pohjanmaalla datakeskuksen on mahdollista hyödyntää jäähdytyksessä 
kylmää ulkoilmaa ainakin talvisin. Myös kaukokylmän käyttöä Pohjois-Pohjan-
maalla on kartoitettu, mutta luonnollisen kylmän lähteen puutteen vuoksi tällä 
hetkellä näyttää siltä, ettei hanke etene. Lisäksi aiemmin mainittu Perämeren 
matala syvyys ja osittain siitä johtuva korkea lämpötila ei tee kaukokylmään in-
vestoinnista kannattavaa.  
 
 
KUVA 7 Lämpötilojen vertailu Jyväskylä - Budapest (Energiatehokas konesali. 
2011.) 
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3.2  Yhteydet  
 
Luonnollisesti datakeskuksen tulee sijaita hyvien tietoliikenneyhteyksien alu-
eella. Lisäksi nykyaikana pidetään tärkeänä myös tietoliikennelainsäädäntöä. 
Datakeskuksen on tärkeä turvata palvelimissa sijaitseva tieto niin haittaohjel-
milta kuin urkinnalta. Monissa maissa lainsäädäntö mahdollistaa massamaisen 
tietoliikenteen tallentamiseen pohjautuvan tiedustelutoiminnan. Suomessa on 
vuonna 2016 avattu C -Lion 1 merikaapeli joka yhdistää Suomen suoraan Man-
ner-Euroopan tietoliikenteeseen kasvattaen kaistanleveyttä. (Story of C -Lion1. 
2016.) 
Lisäksi suunnitteilla on aikanaan neljä mannerta yhdistävä koilliskaapeli, joka 
kulkisi Japanista koillinväylän kautta Suomen halki Manner-Eurooppaan. Suo-
men onkin tarkoitus ikään kuin luoda mainetta datakeskusten ”Sveitsinä” kun 
lainsäädäntö ei ainakaan vielä salli massamaiseen tietoliikenteen tallentami-
seen pohjautuvaa tiedustelutoimintaa. Yksi osatekijä merikaapeli-investointiin 
onkin Ruotsin lainsäädäntö koskien valtion signaalitiedustelun lupaa tarkkailla 
maan halki kulkevaa tietoliikennettä. (Verkkovalvonnasta. 2015.) 
 
3.3  Energia 
 
Takkuamaton energian toimitusvarmuus sekä toimiva ja luotettava sähköverkko 
ovat datakeskuksen toiminnan kannalta peruspilareita. Energiainfrastruktuurin 
luotettavuus sekä teknologiatason on oltava huipputasolla. Datakeskuksen on 
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kannattavaa sijaita alueella, jossa on monta kaupallista voimalaitosta. Näin voi-
daan varmistaa, etteivät häiriöt ja alasajot vahingoita datakeskuksen redun-
danssia. (Geographic Factors for Data Center Site Selection. 2008) 
Pohjois-Pohjanmaalla sekä ylipäätään Suomessa on toimiva energiainfrastruk-
tuuri sekä teknologiataso. Olkiluoto 3 sekä Hanhikivi 1 ydinvoimaloiden valmis-
tuessa Suomen energiaomavaraisuus sekä toimitusvarmuus kasvavat ja näin 
ollen Suomen asema datakeskusten sijoituspaikkana ainakin teoriassa paranisi.  
 
 
3.4 Vakaus 
 
Jotta palvelimet voidaan pitää käynnissä vuoden ympäri, tarvitaan energiatoimi-
tusvarmuuden lisäksi myös taloudellisesti ja poliittisesti vakaa sijainti, osaava 
työvoima sekä asiakkaiden läheisyys. Edellä mainitut seikat lisäävät investoin-
tien houkuttavuutta. Myös edullinen verotus ja työvoimakustannukset houkutte-
levat uusia datakeskustoimijoita. Suomi on myös tunnettu maailmalla osaavana 
teknologiakeskittymänä, poliittisesti vakaana toimijana ja luotettavana kauppa-
kumppanina. (Geographic Factors for Data Center Site Selection, 2008; Data 
Centre Risk Index, 2016) 
 
3.5 Ympäristötekijät Suomessa 
 
Suomen vahvuuksia datakeskusten houkuttelemisessa ovat maailman huippu-
tasoon lukeutuva digitaalinen infrastruktuuri, rakenteilla oleva vedenalainen tie-
toliikennekaapeli Saksaan, joka yhdistää Euroopan ja Aasian koillisen kautta, 
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luotettava sähköverkko ja kilpailukykyinen sähkön hinta. Suomi on lisäksi alen-
tanut sähkön verotusta datakeskuksille, jotka ovat sähköteholtaan vähintään 5 
MW. (Konesalien sähköveroon alennus. 2014.)  
Maantieteellisesti Suomessa on viileä ilmasto sekä runsaasti vettä. Nämä seikat 
vähentävät tarvetta käyttää sähköä kuluttavia jäähdytysjärjestelmiä. Suomen ta-
saisen maan sekä matalan väestöntiheyden ansioista Suomessa on myös pal-
jon tilaa rakentaa. Google onkin kartoittanut Suomesta jo 36 datakeskukselle 
sopivaa paikkaa jotka yhteensä kattavat yli 5 miljoonaa neliömetriä. Osaava ja 
verrattain edullinen työvoima sekä vakaa ja turvallinen ympäristö asua ja har-
rastaa liiketoimintaa ovat omiaan lisäämään datakeskustoimijoiden kiinnostusta 
investointeihin Suomeen.  (Finland’s Giant Data Center Opportunity. 2015.)  
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4 HUKKALÄMMÖN HYÖDYNTÄMINEN JA TALTEENOTTO 
 
Teollisuuden energiankäytöstä menee ylijäämälämpönä ympäristöön noin 37 % 
eli kaiken kaikkiaan 54 TWh lämpöenergiaa. Tällä hetkellä tästä energiamää-
rästä olisi taloudellisesti hyödynnettävissä noin 4 TWh. Se vastaa yli 200 000 
omakotitalon vuotuista lämmönkulutusta. Jos kaikki lämpö saataisiin hyödynnet-
tyä, voisi teollisuussektori säästää yli 200 miljoonaa euroa. (Tuotannon hukka-
lämpö hyödyksi. 2014.) 
Palvelinsalien hukkalämpö on lämpöenergiaa, joka poistetaan datakeskuksista 
jäähdytysvetenä, poistoilmana tai lauhdelämpönä koneellisen jäähdytyksen mu-
kana. Monissa tapauksissa varsinkin pienemmissä palvelinsaleissa, hukka-
lämpö yksinkertaisesti poistetaan tiloista sitä hyödyntämättä. Esimerkiksi 
Googlen datakeskus Haminassa johtaa hukkalämmön jäähdytysveden mukana 
suoraan Itämereen, joka toimii lämpönieluna. (Eskonen H. 2015) 
Nykyään on kuitenkin yleistynyt lämmön käyttö esimerkiksi omien tilojen, kuten 
teknisten tilojen tai toimiston lämmittämiseen. Energiateollisuus ry:n julkaise-
man tutkimuksen mukaan jo 100 kW:n lämpötehoisille kohteille on olemassa ta-
loudelliset edellytykset kaukolämpöverkkoon liittämiseksi. Hukkalämpöä käyte-
tään myös esimerkiksi kasvihuoneiden ja kalankasvattamojen lämpötilojen sää-
telyssä. (Kohopää, 2015) 
Datakeskuksista poistuva hukkalämpö sopii erittäin hyvin kaukolämpöyhtiöiden 
tarpeisiin sen tasaisen saatavuuden vuoksi. Konesalien hukkalämpö on myös 
melko helposti ohjattavissa käyttöön verrattuna perinteiseen teollisuuteen. Syn-
tyvä hukkalämpö on kuitenkin usein varsin matala-asteista käytettäväksi sellai-
senaan ja ei näin ollen sovellu käytettäväksi useimmissa perinteisissä termody-
naamisissa prosesseissa. Hyödynnettävissä oleva lämpötila on noin 30 - 50 °C. 
Lämpötilaa voidaan kuitenkin nostaa lämpöpumpuilla, jolloin lämpöenergiaa voi-
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daan käyttää suoraan esimerkiksi kaukolämmössä. Tällöin hukkalämmön käy-
tölle on kuitenkin oltava taloudelliset edellytykset. Datakeskusten tuottamaa 
hukkalämpöä voidaan käyttää kaukolämmityksen lisäksi myös jäähdytyksessä 
sekä sähkön tuotannossa.  
 
4.1 Lämpö 
 
Suorin ja yksinkertaisin tapa hyödyntää konesaleissa syntyvää hukkalämpöä on 
lämmitys. Lämmön voi ohjata esimerkiksi suoraan datakeskuksen omien tai vä-
littömässä läheisyydessä olevien tilojen lämmitykseen. Datakeskusteollisuus so-
pii myös erinomaisesti kaukolämpötoimintaan, sillä sen toiminta keskittyy 
useimmiten sijainniltaan urbaaniin ympäristöön.  
Kaukolämpöverkkoon syötettävän veden lämpötilan on oltava talvisin 100 - 110 
°C ja kesäisin 70 - 80 °C. Konesalien hukkalämmön lämpötilaa on siis nostet-
tava, jotta se voidaan syöttää kaukolämpöverkkoon, tämä tehdään yleensä läm-
pöpumpuilla.  
 
4.1.1  Lämpöpumput 
Hukkalämmön lämpötila ratkaisee sen, kuinka paljon sitä on mahdollista siirtää 
kaukolämpöverkkoon ja millä tekniikalla. Jos lämpö on yli 55 °C, se voidaan oh-
jata lämmönsiirtimellä suoraan kaukolämpöverkon paluuveden lämmitykseen. 
Datakeskuksissa syntyvä ylijäämälämpö on kuitenkin useimmiten viileämpää. 
Tällöin lämpötilaa pitää nostaa lämpöpumpulla. 
Lämpöpumput ovat yleisesti teollisuuden käytössä oleva lämmöntalteenottotek-
niikka. Lämpöpumpuilla voidaan nostaa matala-asteisen ylijäämälämmön läm-
pötilaa, jolloin sen käyttö soveltuu teollisuuden prosesseihin tai kaukolämpötoi-
mintaan. Sen käyttö vähentää primäärienergian kulutusta. Pumppuun investointi 
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on kannattavaa, kun korvattavan lämmön ja lämpöpumpun käyttöenergian hin-
taero on eduksi investoijalle sekä takaisinmaksuaika lyhyt. Lämpöpumppuja on 
myös mahdollista kytkeä rinnakkain, jolloin niiden tehoa voi kasvattaa lähestul-
koon rajattomasti. (Ylijäämälämmön taloudellinen hyödyntäminen. 2014.) 
Talteenotolla ja lämpöpumpuilla hankittiin Suomessa suoraan vuonna 2016 noin 
2,92 TWh ja erillistuotantona 2,96 TWh kaukolämpöenergiaa. Pohjois-Pohjan-
maan osuus tästä oli 474 GWh. (Kaukolämpötilastot. 2016.)  
Sähkön säätömarkkinoiden kehittyessä lämpöpumput tulevat todennäköisesti 
kasvattamaan suosiotaan. Esimerkiksi Fingrid on aktiivisesti kehittämässä säh-
kön säätömarkkinoita siihen suuntaan, että säätömarkkinoille voitaisiin jatkossa 
tarjota sähkötehoa 5 MW:n blokeissa. Tavoitteena on kuitenkin laskea lähivuo-
sina vielä alemmas 1 MW: iin, jolloin kohtalaisen pienetkin lämpöpumppulaitok-
set voisivat osallistua halutessaan säätösähkömarkkinoille. (SUURET LÄMPÖ-
PUMPUT KAUKOLÄMPÖJÄRJESTELMÄSSÄ. 2016..) 
Taloudellisesta näkökulmasta lämpöpumppuihin investointi ottamatta huomioon 
ulkoisten liityntöjen kustannuksia on suhteellisen vakio kokoluokasta riippu-
matta. Motivan lämpöpumppuihin keskittyvässä selvityksessä mekaanisten läm-
pöpumppulaitosten ominaiskustannukseksi saatiin 0,072 - 0,102 milj. €/MWth. 
Lämpöpumppuinvestoinneissa pumpun ja kytkentäratkaisujen kustannukset 
vaihtelevat tapauskohtaisesti. Lämpöpumppulaitteistojen osuus investoinneista 
kattaa noin 40 - 90 %. Yleispäteviä sääntöjä kustannuksista ei saatu muodostet-
tua. (Ylijäämälämmön taloudellinen hyödyntäminen. 2014.) 
Lämpöpumpun lämmitysenergian hiilijalanjälki riippuu täysin pumpun käyttämän 
sähkön tuotantotavasta, mahdollisten energiantuotantolaitosten polttoaineista 
sekä voimalan tehokkuudesta. Hiilidioksidipäästöt Oulun Energian tuotantolai-
toksilta vuonna 2016 olivat yhteensä noin 270 g/kWh. (Sähkön alkuperä. 2017.) 
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4.1.2  Kaukolämpö 
Kaukolämpöä käytetään rakennusten lämmitykseen. Kaukolämmön hyödyntä-
minen on kaikkein suosituinta pohjoisella pallonpuoliskolla, Euroopassa ja erityi-
sesti Pohjoismaissa. (Merilä, 2016.) 
Kaukolämmön vastaanottajat voidaan jakaa asuinrakennuksiin, teollisuuteen 
sekä muihin tarpeisiin kuten toimistoihin ja varastoihin. Suomessa 56 % kauko-
lämmöstä käytetään asunnoissa, 9 % teollisuudessa ja loput muissa rakennuk-
sissa. Pohjois-Pohjanmaalla ylivoimaisesti suurin osa (n. 92 %) kaukolämmöstä 
tuotetaan turve- ja bioenergialla ja loput öljyllä sekä lämmöntalteenotolla ja läm-
pöpumpuilla. (Kaukolämpötilastot. 2016.) 
Energiateollisuus ry:n vuonna 2015 tehdyn tutkimuksen mukaan suurin osa 
kaukolämpöyrityksistä on kiinnostunut erityisesti pienten ylijäämälämpöjen hyö-
dyntämisestä kaukolämpöjärjestelmissä taloudellisten reunaehtojen täyttyessä. 
(Kohopää, 2015) 
Pohjois-Pohjanmaalla erityisesti Oulun seudulla on kattava kaukolämpöverkko 
(kuva 8), mikä tekee siitä houkuttelevan paikan datakeskuksille, joilla on halua 
hyödyntää hukkalämpöään kaukolämpöverkossa käytettäväksi. Oulussa kauko-
lämpö tuotetaan kuitenkin pääasiassa turpeella ja tuotettu lämpö on hinnaltaan 
Suomen halvimmasta päästä. (Sähkön alkuperä. 2017.) Lisäksi lämpö tuotetaan 
CHP-laitoksessa, jolloin hukkalämmöllä korvattu kaukolämpö olisi pois laitoksen 
kokonaistuotannosta. Tämä tarkoittaa sitä, että Oulussa sijaitsevan datakeskuk-
sen tuottaman hukkalämmön hinta olisi oltava erittäin edullinen, jotta sen saisi 
myytyä kaukolämpöverkkoon ja se olisi houkutteleva vaihtoehto Oulun energialle.  
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KUVA 8. Oulun kaukolämpöverkko (Lämpöverkkoalue. 2016.) 
 
4.2 Sähköntuotanto 
  
Datakeskuksissa syntyvällä lämmöllä on mahdollista tuottaa myös sähköä. Tällä 
hetkellä teknologia mahdollistaa lähinnä Orgaaniseen Rankine-kiertoon (ORC) 
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perustuvat ratkaisut. Monet toimijat ovat kuitenkin myös kehitelleet erilaisia tek-
nologioita, joilla matala-asteista lämpöä saadaan muutettua sähköenergiaksi. 
Nämä uudet teknologiat ovat kuitenkin vielä ns. lapsenkengissä ja niiden hyöty-
suhde on erittäin matala. 
 
4.2.1 ORC-prosessi 
ORC-sovellukset soveltuvat parhaiten kohteisiin, joissa syntyy jatkuvasti yli 100 
°C lämpöä. ORC-teknologiaa voidaan kuitenkin käyttää myös viileämmällä läm-
pöenergialla, mutta silloin hyötysuhde on huomattavasti huonompi. Tällä het-
kellä matala-asteisen ylijäämälämmön hyödyntäminen ORC-prosessissa ei ole 
kovin kannattavaa, sillä sähkön ostaminen tulee verrattain edullisemmaksi. Or-
ganic Rankine Cycle perustuu perinteiseen Rankine-kierto-voimalaitosproses-
siin, mutta kiertoaineena käytetään veden sijasta ominaisuuksiltaan sopivaa or-
gaanista ainetta, joka höyrystyy ja lauhtuu prosessin eri osissa veden tapaan. 
Kiertoaineen valinta riippuu laitoksen käyttötarkoituksesta sekä prosessiin syö-
tetystä lämpötilasta. (Tuotannon hukkalämpö hyödyksi. 2014.) 
ORC-laitosten takaisinmaksuajat koituvat ongelmaksi nykyisillä sähkönhinnoilla. 
Matalalämpötilaista hukkalämpöä hyödyntävien laitosten takaisinmaksuajat ve-
nyvät helposti yli kymmeneen vuoteen. Täten hyödynnettävän lämmön olisi ol-
tava käytännössä ilmaista. Motivan ORC-selvityksessä ORC-laitosten ominais-
kustannus vaihteli 1,4 - 2,6 Milj. €/MWe. Kannattavuus parani korkeammilla 
hukkalämmön lämpötiloilla. (Ylijäämälämmön taloudellinen hyödyntäminen. 
2014.) 
 
4.2.2 Patterien lataaminen lämmöllä 
Matala-asteisen hukkalämmön hyödyntämistä patterien lataamiseen on tutkittu 
erityisesti Yhdysvalloissa. Esimerkiksi Penn Staten yliopiston tutkijat ovat tutki-
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neet ammoniakkipohjaiseen patteriin perustuvaa latausjärjestelmää. Latausjär-
jestelmätutkimuksen tulokset ovat olleet ainakin hyötysuhteen osalta lupaavia. 
Teknologia on kuitenkin vielä kaukana kaupallisista applikaatioista. (Messer A. 
2014.) 
Myös MIT:n ja Stanfordin yliopistojen tutkijat ovat löytäneet uuden vaihtoehdon 
matala-asteisen hukkalämmön muuttamiseksi sähköenergiaksi. Tulokulma pe-
rustuu termogalvaaniseen prosessiin ja patterien lataus- ja tyhjenemissykliin 
(Charge-discharge cycle) vaikuttamiseen lämpötilojen avulla.  
Tähän sykliin vaikutetaan niin, että lataamaton (tyhjä) patteri ensin lämmitetään 
hukkalämmöllä ja sen jälkeen ladataan täyteen. Kun patteri on ladattu, se viilen-
netään. Tutkimuksessa saatiin selville, että viilenemisen jälkeen patterista saa-
tiin enemmän sähköä kuin mitä siihen käytettiin ladatessa. Tämä ylimääräinen 
energia saatiin patteriin siis hukkalämmöllä. Tutkijoiden mukaan otollisin hukka-
lämmön lämpötila prosessille oli 60 °C. (Chandler, D. 2014) 
 
4.3 Jäähdytys 
 
Hukkalämpöä on myös mahdollista käyttää jäähdytykseen absorptio- sekä ad-
sorptiojäähdytysprosessien avulla. Näissä tekniikoissa lämpöä hyödynnetään 
jäähdytysprosessien käyttöenergiana. Laitteistojen suuri fyysinen koko kuitenkin 
rajoittaa käyttökohteet suurehkoihin teollisen mittaluokan kohteisiin. Sorptiopro-
sesseja voidaan käyttää lähinnä kesäisin, kun kaukolämpöverkon käyttöaste on 
matala, eivätkä kaukolämmönvastaanottajat tarvitse ylimääräistä lämpöener-
giaa. Sorptioprosessien hyötysuhde jää kuitenkin hyvin matalaksi nykyisillä säh-
könhinnoilla ja kannattavuutta heikentää myös lämpöpumpun lisääminen järjes-
telmään. 
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4.3.1 Absorptiojäähdytysprosessi  
Absorptioprosessi perustuu energiaa vapauttavaan reaktioon (eksoterminen re-
aktio), jossa kaasu imeytyy nesteeseen. Prosessissa käytetään ainepareja, 
joista toinen on kylmä- ja toinen absorptioaine. Ainepareilla on tietty lämpötila ja 
paine, jossa ne pysyvät tasapainossa. Tähän lämpötilaan tai paineeseen vaikut-
tamalla voidaan tasapainotilaa muuttaa jolloin kaasua tai höyryä eli energiaa va-
pautuu tai sitoutuu nesteestä. Tällä prosessilla voidaan tuottaa niin kylmä- kuin 
lämpöenergiaa. (Jäähdytysjärjestelmien energialaskentaopas, 2011; Merilä, 
2016.) 
 
4.3.2 Adsorptiojäähdytysprosessi 
Adsorptioprosessissa kaasu imeytyy nesteen sijaan kiinteään aineeseen, joka on 
rakenteeltaan huokoista mahdollisimman suuren pinta-alan saavuttamiseksi. Ad-
sorptiotekniikka soveltuu erityisesti datakeskuksiin, sillä prosessia voidaan pyö-
rittää jopa 50 °C:lla vedellä. Absorptiolaitteisiin verrattuna adsorptiojäähdytyslait-
teet eivät myöskään käytä terveydelle vaarallisia aineita, jolloin huoltotoimenpi-
teet tulevat edullisemmiksi. (Jäähdytysjärjestelmien energialaskentaopas, 2011; 
Merilä, 2016.) 
 
4.4 Matala-asteisia lämpöjä hyödyntävä teollisuus 
 
Hukkalämmön laadulla ja lämpötilalla on lämmöntalteenoton kannalta suuri 
merkitys. Arvioiden mukaan noin 63 % maailman primäärienergian kulutuksesta 
menee hukkaan palamis- tai lämmönsiirtoprosesseissa. DOE:n (U.S Depart-
ment Of Energy) tutkimuksessa, joka keskittyy Yhdysvaltojen teollisen sektorin 
hukkalämpöön, käy ilmi, että 20-50 % teollisissa prosesseissa käytetystä ener-
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giasta menee hukkaan ja noin 60 % siitä on ”matalalaatuista” alle 230 °C:n läm-
pöistä hukkalämpöä. Norjassa tehdyssä samankaltaisessa tutkimuksessa 37 % 
hukkalämmöstä on yli 140 °C ja noin puolet jäljelle jäävästä 63 %:sta on 40-60 
°C. (Forman-Muritala-Pardeman-Meyer, 2015.)  
Matala-asteista hukkalämpöä käytetään useimmiten tilojen lämmitykseen, kui-
vaukseen (biomassat) tai se syötetään kaukolämpöjärjestelmään. Matala-astei-
nen lämpö on siis järkevä käyttää paikan päällä. Laajempien verkostojen raken-
taminen on usein kustannustehotonta ja lämpöenergian varastointi myös ongel-
mallista. 
 
4.4.1 Kuivaus 
Datakeskuksista saatavaa matala-asteista lämpöä voidaan käyttää biomassojen 
kuivaukseen. Esimerkiksi Kokkolan Energian Ykspihlajan laitoksella kuivataan 
aumakuivauksella haketta 50 °C:lla rikkihappotehtaan hukkalämmöllä lämmite-
tyllä ilmalla. Myös Kokemäen Lämpö Oy kuivaa varastokentällä haketta laitok-
sen savukaasuista otetulla hukkalämmöllä. Hukkalämmön lämpötila on alimmil-
laan 25 - 30 °C ja korkeimmillaan 50-60 °C. (Pääkkönen, 2016) 
Datakeskuksen tapauksessa kuivaamisratkaisut voivat olla haastavia logistisista 
syistä. Biomassat on kannattavampaa kuivata keruupaikalla, kun taas datakes-
kukset sijaitsevat yleensä kaupungeissa. 
 
4.4.2 Kasvihuoneet 
Datakeskuksen hukkalämpöä voidaan käyttää kasvihuoneiden lämpötilan sää-
telyyn. Kasvihuoneiden lämpötilaa pidetään yleensä noin 25 °C:ssa. Tähän asti 
kasvihuoneet on lämmitetty yleensä fossiilisia polttoaineita käyttäen. Datakes-
kusten hukkalämmöllä voitaisiin siis mahdollistaa ympärivuotinen kasvihuoneen 
toiminta.  
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Hyvä esimerkki datakeskushukkalämmön käytöstä kasvihuoneissa on Alanko-
maissa sijaitseva Agriport A7. Agriport A7 on 100 hehtaarin yrityskeskittymä, 
jossa lähekkäin sijaitsevat yritykset hyödyntävät toistensa sivutuotteita, jätteitä 
ja ylijäämiä. Näin vähennetään logistiikasta aiheutuvia päästöjä ja kustannuksia. 
Alueella sijaitsee Microsoftin konesali, jonka hukkalämpö ohjataan käytettäväksi 
muun muassa kasvihuoneissa tomaattien ja paprikoiden kasvattamiseen. Agri-
port A7 Kasvihuoneosa käsittää 850 hehtaaria (Greenhouse Park, 2018.) 
Suomessa Helsingin yliopistolla on vastaava projekti. Viikin kampuksella sijaitse-
van IT-salin hukkalämpö ohjataan Viikin tiedepuiston kasvihuoneiden lämmityk-
seen. (Leikas A. 2015.) 
 
4.4.3  Kalanviljely 
Kalanviljelyssä hukkalämmöllä voidaan säädellä veden lämpötilaa. Datakeskuk-
sen hukkalämmön hyödyntämisen voidaan tässä tapauksessa katsoa toimivan 
samalla periaatteella kuin kaukolämmön paluuveden lämmityksen tapauksessa.  
Kalankasvatuksessa ollaan siirtymässä vähemmän vesistöjä kuormittaviin rat-
kaisuihin. Uusien kiertovesitekniikoiden kehittyessä voidaan kalaa viljellä sisäti-
loissa kiertovesimenetelmällä. Kiertovesikasvattamoja Suomessa on vain muu-
tama kappale. Kiertovesilaitoksissa on hyvä potentiaali erilaisiin symbioosirat-
kaisuihin, sillä ne kierrättävät jopa 99 % käytetystä vedestä. (The new recircu-
lating aquaculture development environment in Laukaa gives new boost to fish 
farming, 2015.) 
Suomessa esimerkiksi Carelian Caviar Oy:n sammenkasvattamo Varkaudessa 
käyttää hyväksi läheisen paperitehtaan hukkaenergiaa veden lämpötilan sääte-
lyyn. Finnforellin lähelle rakennettava yksi Suomen suurimmista kalanviljelylai-
toksista tulee myös käyttämään valmiina olevaa infrastruktuuria ja hukkalämpöä 
hyväksi omassa laitoksessaan. Toinen hyvä esimerkki symbioosista on myös 
Sybimarin Suomessa ainutlaatuinen suljetun kierron konseptilla toimiva kalan-
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kasvattamo, jonka yhteydessä on kasvihuone. Laitos kierrättää niin jätteet, huk-
kaenergian, kuin ravinteet ja hiilidioksidin. (Itä-Suomen ympäristölupavirasto, 
2006; SULJETUN KIERRON KONSEPTI, 2015) 
 
 
 
4.5 Kaupalliset mahdollisuudet 
 
Suomessa on valtavat kasvumahdollisuudet datakeskusteollisuudelle. Tällä het-
kellä rakennusoikeuksia on myönnetty 36 paikalle, jotka käsittävät yhteensä yli 
5 miljoonaa neliömetriä palvelintilaa ja 1500 MW sähkötehoa. Boston Consul-
ting Groupin arvion mukaan 400 miljoonan euron investoinnilla voitaisiin luoda 
4,500 ympärivuotista työpaikkaa. Kansantaloudelliset vaikutukset olisivat tällöin 
arvion mukaan miljardin euron luokkaa. (Finland’s Giant Data Center Oppor-
tunity, 2015; Digital Infrastructure Economic Development. 2014.)  
Tällä hetkellä yksittäiset suomalaiset yritykset ovat kuitenkin liian pieniä kilpail-
lakseen kansainvälisiä yritysjättejä vastaan datakeskusten rakennusoikeuk-
sissa. Olisikin järkevää, että datakeskusteollisuuden ympärillä olevat toimijat yh-
distäisivät voimansa ja loisivat tehokkaan ketjun, joka käsittäisi niin rakentajat, 
energian tuottajat kuin digitaaliset toimijat. 
Datakeskusten hukkalämmön talteenotto ja tehokas käyttö riippuvat vahvasti 
siitä, nähdäänkö investointi tarpeellisena sekä taloudellisesti kannattavana. 
Hukkalämmön arvo on pitkälti kiinni siitä, missä hukkalämpö tuotetaan. Harvaan 
asutulla tyhjällä maalla lämmöllä ei ole arvoa, koska ei ole myöskään käyttäjiä. 
Järkevintä olisikin siis selvittää koko datakeskuksen lämmöntalteenotto- ja sym-
bioosimahdollisuudet jo ennen rakentamista sekä etsiä mahdolliset hyödyntäjät 
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ja kumppanit jo suunnitteluvaiheessa. Konesalien hukkalämmön sekä ylipää-
tään matala-asteisen lämmön hyödyntäminen voidaan kuitenkin laskea verrat-
tain uudeksi teollisuuden osa-alueeksi, joka selittää sen, miksi aiemmin ei ole 
näin tehty. 
 
 
 
4.6 CO2-vaikutukset 
 
Palvelinsalit ovat energian suurkuluttajia. Leijonanosa energiankulutuksesta 
menee palvelimiin sekä tilojen jäähdytykseen. Datakeskusteollisuudesta aiheu-
tuvat päästöt riippuvat pitkälti itse datakeskuksen sijainnista ja sitä myötä ener-
giantuotantomenetelmästä ja siihen käytetystä polttoaineesta. Vesi- ja ydinvoi-
man ollessa käytettävissä fossiilisten polttoaineiden sijaan hiilidioksidipäästöt 
ovat luonnollisesti pienemmät. Euroopan unionin ympäristöviraston vuonna 
2007 tekemän ennusteen mukaan datakeskusten energiankulutus kasvaa noin 
104 TWh:iin vuodessa vuoteen 2020 mennessä. Tällä hetkellä datakeskusteolli-
suuden kasvihuonepäästöt lähentelevät lentoliikenteen päästöjen määrää. 
(Vaughan, A. 2015) 
Kokonaisvaltaisessa datakeskuksen hiilidioksidipäästöjen arvioinnissa otetaan 
huomioon myös itse fyysisen rakennuksen rakennusmateriaalien valmistuk-
sesta aiheutuvat päästöt. Itse datakeskukset ovat yleensä rakenteeltaan hyvin 
yksinkertaisia. Schneider-Electricin teettämässä julkaisussa arvioidaan 1 MW ja 
530 m2 datakeskuksen rakennusmateriaaleihin olevan sidottuna yhteensä 128,3 
tonnia hiilidioksididia. (Bouley, 2010) 
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Hiilidioksidipäästöt datakeskusten hukkalämmön hyödyntämisessä kaukolämpö-
toiminnassa riippuvat polttoaineesta, jolla kaukolämpöä tuotetaan, ja kaukoläm-
pöverkon teknisistä vaatimuksista. Datakeskus voi lämpöenergiallaan korvata 
osan energialaitoksen lämmöntuotannosta ja sinällään korvata energiantuotan-
nossa käytettyjä polttoaineita. Esimerkkinä tästä voidaan pitää Mäntsälän data-
keskusta, jolla on saatu tähän mennessä korvattua huomattava osa lämmöntuo-
tannossa käytetystä maakaasusta. CO2 -päästöt saatiin putoamaan jopa 40 %. 
Jatkossa palvelinkapasiteetin kasvaessa on ennustettu maakaasun käytöstä ko-
konaan luopumista. (Mäntsälässä hukkalämpö on arvokas energianlähde. 2016.) 
Pohjois-Pohjanmaalla datakeskuksen hukkalämmöllä voitaisiin siis teoriassa kor-
vata osa energiantuotannossa käytetystä turpeesta. Oulun kaukolämpö tuote-
taan kuitenkin CHP-laitoksessa, jolloin korvattu lämpö olisi pois myös sähköntuo-
tannosta eikä tämä olisi taloudellisesti kannattavaa energiantuottajalle.  
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5  POHJOIS-POHJANMAAN DATAKESKUSTEN KARTOITUS 
 
Opinnäytetyön yhtenä keskeisenä tavoitteena oli selvittää datakeskuksien luku-
määrä Pohjois-Pohjanmaalla sekä kartoittaa niiden sijainnit. Datakeskuksen 
määrittely voi olla haastavaa, sillä mikä tahansa tila, jossa on palvelin ja kova-
levy, voidaan määritellä datakeskukseksi. Tässä työssä kuitenkin keskityttiin 
kaupallisia palveluita tarjoaviin varsinaisiin datakeskuksiin. 
Kartoituksessa kävi ilmi, että suurin osa konesaleista oli keskittynyt Oulun kau-
pungin alueelle. Tämä ei ole yllättävää, sillä datakeskukset sijoitetaan yleensä 
urbaaniin ympäristöön lähelle asiakkaita (kuva 9). Sijainnissa on myös yleisesti 
hyvä tietoliikenne- ja energiainfrastruktuuri sekä osaavaa työvoimaa saatavilla.  
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KUVA 9. Kartoitetut datakeskukset 
 
Karttaan merkityt datakeskukset numeroittain: 
1. WhiteZone, Kirkkokatu 20 
2. inData, Ratakatu 12 
3. Oulu D.C, Elektroniikkatie 8 
4. Nuventur, Paavo Havaksen tie 
5. SystemaStore/Tietokeskus, Rautatienkatu 81 
6. DNA Konesali, Torikatu 16 
7. Tieto, Yrttipellontie 1 
8. Netman, Poratie 7 
9. ATEA, Kiviharjunlenkki 1 
10. NETOX, Saaristonkatu 22 
11. PiiMega, Lehtorouskuntie 14 
12. Decens, Elektroniikkatie 3 
13. Sentatel, Pääskyläntie 8B, Kempele 
 
Datakeskusten hukkalämmön hyödyntämisen ollessa verrattain uusi ilmiö ei ole 
yllättävää, että Suomessa datakeskuksissa syntyvästä hukkalämmöstä vain 
murto-osaa hyödynnetään. Esimerkkejä tästä ovat Yandexin datakeskus Mänt-
sälässä sekä rakenteilla Helsingissä Uspenskin katedraalin alla oleva Equinixin 
datakeskus. Molemmissa tapauksissa hukkalämpö ohjataan kaukolämpöverk-
koon. Toinen edellä mainittuja yhdistävä tekijä on se, että hukkalämmön hyö-
dyntäminen on otettu huomioon jo datakeskuksen suunnitteluvaiheessa.  
Opinnäytetyön yhtenä tavoitteena oli selvittää, kuinka paljon määrällisesti huk-
kalämpöä syntyy datakeskuksista Pohjois-Pohjanmaan alueella ja miten sitä 
hyödynnetään. Pohjois-Pohjanmaan alueelle ei ole tähän mennessä saatu hou-
kuteltua suuremman luokan datakeskusta. Olemassa olevat datakeskukset ovat 
pienempiä palvelinsaleja, jotka eivät hyödynnä tuottamaansa hukkalämpöä. 
Kartoitetut datakeskukset lämmitetään Oulun Energian kaukolämmöllä. Nämä 
pienemmät palvelinsalit toimivat pääasiassa vuokratiloissa, joten niiden hukka-
lämmön hyödyntämisen mahdollisuudet riippuvat pitkälti tilojen vuokraajasta. 
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Nyrkkisääntönä voidaan pitää, että MW:n sähkötehoa kohti syntyy 1,2–1,3 
MW:n lämpökuorma. Lämpökuorma syntyy suurimmaksi osaksi IT-laitteista.  
Oulun Ruskoon on kuitenkin suunnitteilla sähköteholtaan alustavasti 2 MW:n 
datakeskus, jonka on tarkoitus vuokrata tilojaan eri toimijoille. Hankkeen takana 
on Proceed Consulting, jonka toimitusjohtajaa Petri Hyyppää haastateltiin opin-
näytetyötä varten. 
 
5.1 Ruskon konesali 
 
Varaus datakeskukselle Oulun Ruskonselkään tehtiin vuonna 2015, samoihin 
aikoihin, kun varmistui Microsoftin konesalin sijoitus Oulun sijaan Uudelle-
maalle. Rakennus on tarkoitus aloittaa lähivuosina. Yhteistyötä tehdään Oulun 
Energian kanssa mutta mitään sitovia sopimuksia ei ole. 
Tekniikaltaan datakeskus on hyvin samanlainen Yandexin Mäntsälän konesalin 
kanssa. Alustavasti on suunniteltu, että jäähdytys toteutetaan vapaajäähdytyk-
sellä nestekierron kautta. Palvelintilojen lämpötila pidetään 23 - 27 °C:ssa ja itse 
palvelimien 30-40 °C:ssa. Palvelimien toiminnan kannalta nimenomaan lämpöti-
lojen vaihtelu vähentää käyttöikää. Kiertoaineena toimisi pelkkä vesi eikä vesi - 
glykoli, kuten Mäntsälässä.  
Myös hukkalämmön käyttömahdollisuuksia on kartoitettu. Kaukolämpöverkkoon 
liittämisen tekee haastavaksi osaltaan kaukolämmön alhainen hinta Oulussa 
sekä itse verkon tekniset vaatimukset. Kaukolämpöverkon paluupuoleen liittämi-
nen on haasteellista veden korkeiden talvilämpötilojen vuoksi. Calefa Oy:n 
kanssa on kuitenkin selvitetty mahdollisia lämpöpumppuratkaisuja. 
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Myös muita potentiaalisia hukkalämmön käyttökohteita on pohdittu. Ruskossa 
on teollisuuskeskittymä, jolle lähilämmön tarjoaminen on yksi mahdollinen rat-
kaisu. Kasvihuoneen sijoittamista lähelle datakeskusta on myös selvitetty, mutta 
toimijoita ei ole vielä tähän mennessä löydetty.  
Datakeskuksen toiminta on muuhun teollisuuteen verrattuna hyvin meluva-
paata, eli lähelle voisi hyvinkin rakentaa asuinkiinteistöjä, joiden lämmityksen 
konesali voisi toteuttaa. 
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6 YHTEENVETO 
 
 
Työssä oli tavoitteena kartoittaa datakeskusten sijainnit ja yhteystiedot, jakaa 
datakeskukset koon ja tekniikan mukaan sekä verrata ratkaisujen yhteneväi-
syyksiä ja eroja. Tavoitteena oli myös selvittää datakeskuksissa syntyvän huk-
kalämmön määrä, käyttömahdollisuudet ja kannattavuus sekä verrata ratkaisu-
jen CO2-vaikutuksia. Työn on tarkoitus toimia alustavana tietopankkina Pohjois-
Pohjanmaan datakeskuksista.  
Pohjois-Pohjanmaalta kartoitettiin 13 kaupallisia palveluita tarjoavaa datakes-
kusta sekä yksi suunnitteilla oleva suurempi palvelinkeskustoimija. Jonkinlaisia 
palvelintiloja on todennäköisesti myös alueella toimivilla yrityksillä.  
Kaikille kartoitetuille datakeskuksille lähetettiin kysely, jossa kysyttiin konesalin 
sähkötehoa, jäähdytystekniikkaa sekä hukkalämmön määrää. Kyselyyn ei kui-
tenkaan saatu vastauksia. Syynä saattoi olla ajankohta, joka sijoittui joulukuun 
loppuun ja tammikuun alkuun, sekä halu suojella oman yrityksen tietoja muilta 
kilpailijoilta. Halu olla kertomatta datakeskuksen tarkempia tietoja kävi useam-
man kerran ilmi opinnäytetyötä tehtäessä. Syy tähän saattaa löytyä tiukentu-
neesta tietoturvailmapiiristä, palvelinhyökkäysten yleistymisestä tai digitaalisen 
yritysvakoilun kasvusta.  
Hukkalämmön käyttömahdollisuuksia selvittäessä kävi ilmi, että tällä hetkellä 
kannattavin ratkaisu on hyödyntää lämpöenergia omien tai välittömässä lähei-
syydessä olevien tilojen lämpötilan säätelyyn. Tällaiseen ratkaisuun sopivat hy-
vin esimerkiksi kasvihuoneet, kalanviljelylaitos, toimistot ja asuintalot. Kauko-
lämpöverkkoon liittämisen tekee haastavaksi osaltaan kaukolämmön alhainen 
hinta Oulussa, itse verkon tekniset vaatimukset. Nämä seikat voivat pidentää 
lämpöpumpun takaisinmaksuaikaa huomattavasti. Kannattavuus on kuitenkin 
tapauskohtaista. Oulussa kannattavuutta lisäisi kaukolämpöverkon kaksisuun-
taisuus. Kaksisuuntaisessa kaukolämpöverkossa asiakas voi ostaa kaukoläm-
pöä sekä myydä omaa ylijäämälämpöään. Tämä vaatii kuitenkin investointeja ja 
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muutoksia olemassa olevaan kaukolämpöverkkoon. Uudiskohteissa ratkaisu on 
helpommin toteutettavissa. 
Työssä selvitettiin myös hukkalämmön hyödyntämistä jäähdytysjärjestelmissä. 
Pohjois-Pohjanmaan kohdalla järkevämmäksi tulee kuitenkin vapaajäähdytys, 
kun ulkoilman lämpötila on verrattain matala ympäri vuoden. Lisäksi järjestel-
mien hyödyntäminen vaatisi joka tapauksessa lämpöpumppuun investointia, 
jotta hukkalämmön lämpötila saataisiin nostettua. Järjestelmien matala hyöty-
suhde ei ainakaan lisää kannattavuutta. 
Sähköntuotanto ORC-tekniikalla tai patterien lataamisessa osoittautui myös 
mahdolliseksi kohteeksi datakeskusten hukkalämmölle. ORC-laitokseen inves-
tointi ei kuitenkaan selvityksen perusteella ole kannattavaa pitkien takaisinmak-
suaikojen vuoksi. Käytettävän lämmön tulisi olla käytännössä ilmaista, jotta in-
vestointi olisi kannattavaa. Tutkimukset patterien lataamisesta hukkalämmöllä 
ovat osoittautuneet lupaaviksi mutta eivät ole tällä hetkellä vielä realisoitavissa.  
Opinnäytetyön aihe oli kiinnostava ja ajankohtainen. Datakeskusteollisuus on 
alati kasvava teollisuuden ala ja Pohjois-Pohjanmaalla on erinomaiset mahdolli-
suudet olla Suomen kärkitekijänä alalla. Olisi kuitenkin lisättävä mahdollisten toi-
mijoiden tietoisuutta niin julkisella kuin yksityisellä tasolla. Teknologian kehitty-
essä ja energian hinnan noustessa aiemmin kannattamattomat järjestelmät saat-
tavat muuttua houkuttelevimmaksi. Kaukolämpöverkon kaksisuuntaisuus voisi 
tehdä järkevämmäksi erilaiset paikalliset energiajärjestelmät jossa pientuottajat 
tarjoavat yhdyskunnan tarvitseman lämmön. Datakeskusten osalta Suomi ja Poh-
jois-Pohjanmaa tarvitsisi selkeän vision ja suunnitelman datakeskusteollisuuden 
kehittämiseksi. Tietynlaisesta pragmaattisuudesta luopuminen ja rohkeampi lä-
hestyminen voisi antaa kauan kaivatun piristysruiskeen talouteen. Energiatehok-
kuus ja kiertotalouden teolliset symbioosit olisi kuitenkin järkevä ottaa entistä tar-
kempaan huomioon jo suunnitteluvaiheessa.  
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