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TIME REVERSAL METHOD WITH STABILIZING BOUNDARY
CONDITIONS FOR PHOTOACOUSTIC TOMOGRAPHY
OLGA CHERVOVA AND LAURI OKSANEN
Abstract. We study an inverse initial source problem that models Photoacoustic
tomography measurements with array detectors, and introduce a method that can
be viewed as a modification of the so called back and forth nudging method. We
show that the method converges at an exponential rate under a natural visibility
condition, with data given only on a part of the boundary of the domain of wave
propagation. In this paper we consider the case of noiseless measurements.
1. Introduction
We consider a mathematical model for the emerging hybrid imaging method called
the Photoacoustic tomography (PAT). Hybrid imaging methods are based on a phys-
ical coupling between two types of waves, and in the case of PAT, the coupling is
the photoacoustic effect, that is, the conversion of electromagnetic energy, absorbed
by a specimen, into the energy of propagating acoustic waves. The electromagnetic
radiation is produced (typically by a laser), and the acoustic pressure is recorded,
outside the specimen.
The time scales of the electromagnetic energy absorption and the acoustic wave
propagation are different enough, so that the acoustic propagation can be modelled as
an initial value problem for the wave equation, the initial source being proportional to
the absorbed electromagnetic energy. The rationale behind PAT is that it combines
the high contrast in electromagnetic absorption, say between healthy and cancerous
tissue in some specific energy bands, with the high resolution of ultrasound. For
more information on PAT, see [32, 33, 34] and the mathematical reviews [19, 25].
In the present work we consider a model of PAT measurements using array de-
tectors. The difference from the more traditional point detector case is that the
detectors act as reflectors for the acoustic waves [6, 15]. For mathematical studies on
PAT with the reflecting walls see [4, 10, 20]. A typical array detector is a rectangle,
and this motivates us to consider measurement of acoustic pressure on (0, T ) × Γ0,
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Figure 1. Three square arrays, modelled by Γ0, in light grey. The
dark grey ball depicts the specimen to be imaged.
where T > 0 and
Γ0 = {(x1, x2, x3) ∈ ∂Ω0; xj ≤ 1}(1)
models three square arrays located in the corner of the octant
Ω0 = {(x1, x2, x3) ∈ R3; xj > 0},
see Figure 1. Recently a similar geometry, namely, two orthogonal array detectors
forming a V-shape, was studied experimentally in [7].
In order to avoid mathematical technicalities, we will consider wave propagation in
an unbounded open and connected set Ω ⊂ Rn with smooth boundary. Such Ω can
be seen as an approximation of Ω0. We assume that a strictly positive c ∈ C∞(Ω)
gives the speed of sound in Ω. A PAT measurement on an open set Γ ⊂ ∂Ω for T > 0
time units is then modelled by the trace w|(0,T )×Γ where w solves the wave equation
∂2tw − c2∆w = 0, in (0, T )× Ω,
∂νw = 0, in (0, T )× ∂Ω,
w|t=0 = w0, ∂tw|t=0 = 0, in Ω,
(2)
and supp(w0) ⊂ Ω is assumed to be compact. The objective is to:
(P) Recover w0 given w|(0,T )×Γ.
The finite speed of propagation property satisfied by the solution of (2) implies that
if supp(w0) is large in comparison with Γ and T , then w|(0,T )×Γ does not determine w0
uniquely. Indeed, the initial pressure w0 is determined by the measurement w|(0,T )×Γ
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if and only if d(x,Γ) ≤ T for all x ∈ supp(w0). Here d(·, ·) is the Euclidean distance
if c = 1 identically and Ω is convex and, in general, it is the distance function on the
Riemannian manifold with boundary (Ω, c−2dx2).
In this paper, we introduce a time reversal method that recovers w0 given the
measurement w|(0,T )×Γ, assuming the sharp condition d(supp(w0),Γ) ≤ T . Moreover,
under the further assumption that all the singularities of w0 propagate to Γ in time
T , see the condition (VC) below for the precise formulation, we show that the method
converges at an exponential rate. To our knowledge, this is the first method with
proven exponential convergence rate in the case that measurements are given on a
bounded set and the domain of wave propagation is unbounded.
1.1. Previous literature. Our time reversal method is a part of the tradition [9,
17, 24] of back and forth nudging methods originating from [2]. It is also similar to
the tradition of time reversal methods [8, 13, 14] and iterative time reversal methods
[1, 23, 26, 27, 28].
The closest work to the present one is [22] where a time reversal method similar to
ours is introduced in the context of PAT. The method in [22] uses the same stabilizing
boundary conditions that we are using, see (5) below, and although the result [22]
was obtained independently from the tradition originating from [2], it can be viewed
as a part of this tradition in the sense that it fits in the abstract setting [24].
The result [22] assumes the geometric control condition by Bardos, Lebeau and
Rauch [3], and this is a global assumption on the whole domain Ω. The main novelty
in the present work is that our geometric condition, see (VC) below, is local in
the following sense: suppose that the accessible part of the boundary Γ is strictly
convex (in the sense of the second fundamental form), then our method converges
exponentially if w0 is supported in a sufficiently small neighbourhood of Γ. In the
case that c = 1 identically, this neighbourhood is the convex hull of Γ. Moreover,
our result also applies to cases where Γ is convex but not strictly convex, an example
being (a smooth approximation of) Γ0 in Figure 1.
We prove the exponential convergence by using microlocal analysis, see Lemma
7 below, and this step can be viewed as a local analogue of [3] under the local
condition (VC). Let us also point out that the condition (VC) does not use signals
reflected from the inaccessible part of the boundary ∂Ω \ Γ and, in particular, it
does not require the domain Ω to be a closed cavity. This is motivated by practical
applications since the signal from w0 typically deteriorates badly after reflections
from ∂Ω \ Γ. For example, in recent experimental study [6] virtually nothing could
be detected after the first two reflections even in media with low acoustic absorption
(water in the case of [6]). See also [4, 5] for other experimental studies in case when
Ω is a closed cavity.
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Of the above mentioned methods, only [9] is applicable to the case that Ω is
unbounded. The main difference between [9] and the present work is that we show
that our method converges to w0, whereas in [9] convergence is shown only up to an
abstract projection that is not characterised in terms of Sobolev spaces.
Let us also point out that for the iterative time reversal methods that do not
use stabilizing boundary conditions [26, 27, 28], exponential convergence has been
shown only in the full data case, that is, when the support of w0 is enclosed by Γ. Of
these three methods, [28] is the closest to the present one. There the problem (P)
is considered in a bounded domain Ω with Neumann boundary conditions, and the
method is shown to converge exponentially when Γ = ∂Ω.
2. Statement of the results
Let us formulate our time reversal method in a slightly more general context
than (2). Let (M, g) be a smooth Riemannian manifold with boundary, and let
µ ∈ C∞(M) be strictly positive. Consider the wave equation,
∂2t v −∆g,µv = 0, in (−T, T )×M,
∂νv = 0, in (−T, T )× ∂M,
v|t=0 = v0, ∂tv|t=0 = v1, in M,
(3)
where ∆g,µ and ∂ν are the weighted Laplace-Beltrami operator and the normal de-
rivative,
∆g,µu = µ
−1 div(µ∇u), ∂νu = 〈ν,∇u〉 .
Here ν is the outward pointing unit normal vector field on ∂M , div and ∇ are the
divergence and gradient on (M, g), and 〈·, ·〉 denotes the inner product with respect
to the metric g. Occasionally, we use also the notation |ξ|2 = 〈ξ, ξ〉, ξ ∈ TxM , x ∈M .
Note that the equation (2) is a special case of (3). Indeed, as ∂tw|t=0 = 0, the
function
v(t, x) =
{
w(t, x), t ∈ (0, T ),
w(−t, x), t ∈ (−T, 0),
satisfies (3), with g = c−2dx2, µ = cn−2, v0 = w0 and v1 = 0, when w satisfies (2).
Let Γ ⊂ ∂M be open and define
ΛV0 = v|(−T,T )×Γ, V0 = (v0, v1),
where v is the solution of (3). The PAT problem (P) is a special case of the inverse
initial source problem to recover V0 given ΛV0.
We will next introduce the function spaces and operators used in our time reversal
iteration. We write for a compact set K ⊂M ,
H(K) = {(u0, u1) ∈ H1(M)× L2(M); supp(uj) ⊂ K, j = 0, 1}.
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When K 6= M , we equip H(K) with the energy norm defined by
‖U‖2∗ =
1
2
∫
M
(|∇u0|2 + |u1|2)µdx, U = (u0, u1),(4)
where dx stands for the Riemannian volume measure on (M, g). By [21] the map Λ
is continuous from H(K) to H1((−T, T )× Γ) when K ⊂M int.
Note that ‖·‖∗ fails to be norm on H(K) if K = M , since there are constant non-
zero functions U ∈ H(M) and ‖U‖∗ = 0 for them. To avoid technicalities related to
this, we will make the standing assumption that M is unbounded. This assumption
reflects also the fact that we are mainly interested in measurement geometries similar
to (1).
Let ΛV0 be a fixed measurement where V0 ∈ H(K) for a compact set K ⊂ M int.
Define the time intervals I+ = (0, T ) and I− = (−T, 0), and write
t+↑ = 0, t
+
↓ = T, t
−
↑ = −T, t−↓ = 0,
for the boundary points of the intervals I±. We choose a non-negative cut off function
χ0 ∈ C∞0 (∂M) satisfying supp(χ0) = Γ, and consider the wave equation
∂2t u−∆g,µu = 0, in I± ×M,
∂νu+ χ∂tu = χ∂tΛV0, in I
± × ∂M,
u|t=t±↑↓ = u0, ∂tu|t=t±↑↓ = u1, in M,
(5)
where χ = χ0 in the two cases t
±
↑ and χ = −χ0 in the two cases t±↓ . Note that (5) is
solved forward in time in the former two cases, and backward in time in the latter
two. We write
T+↑ = T, T
+
↓ = 0, T
−
↑ = 0, T
−
↓ = −T,
for the end point of I± opposite to t±↑↓, and define the nudging operators N
±
↑↓ by
N±↑↓(U0; ΛV0) = (u(T
±
↑↓), ∂tu(T
±
↑↓)),
where u is the solution of (5) with the initial conditions U0 = (u0, u1) at t
±
↑↓.
The iterative step of our time reversal method is given by the average of the two
nudging cycles on I+ and I− respectively, that is,
N(U0; ΛV0) =
(
N+(U0; ΛV0) +N
−(U0; ΛV0)
)
/2,
N+(U0; ΛV0) = N
+
↓ (N
+
↑ (U0; ΛV0); ΛV0),
N−(U0; ΛV0) = N−↑ (N
−
↓ (U0; ΛV0); ΛV0).
We emphasize that the stabilizing boundary condition in (5) is used only in the
computational procedure, whereas the measurement data is generated by (3) with
homogeneous Neumann boundary condition.
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Before stating our results precisely, let us consider informally the iteration N j,
j = 1, 2, . . . , based on the nudging map N(U0) = N(U0; ΛV0). The nudging map N
is a contraction (under suitable geometric conditions), since the difference w of two
solutions of (5), with different initial conditions, satisfies the stabilizing boundary
condition ∂νw + χ∂tw = 0, and this causes the energy of w to decrease. Thus N
admits a unique fixed point and the iteration N jU0 converges to the fixed point for
any U0. (Below we take U0 = 0 for convenience.) Moreover, the fixed point is V0.
Indeed, the solution u of (5) with the initial condition (u0, u1) = V0 at the time t = 0
coincides with the solution v of (3) since
∂νv + χ∂tv = χ∂tv = χ∂tΛV0.
Hence N+↑ (V0; ΛV0) = (v(T ), ∂tv(T )), and similarly N
+(V0; ΛV0) = (v(0), ∂tv(0)) =
V0. The other cycle is analogous, and thus N(V0) = V0.
Let us now formulate our main results. We define the domain of influence
M(Γ, T ) = {x ∈M ; d(x,Γ) ≤ T},
where d(·, ·) is the distance function on (M, g), and use the shorthand notation
H = H(M(Γ, T )).
Furthermore, we denote by PK , K ⊂M(Γ, T ), the orthogonal projection H → H(K)
with respect to the energy inner product, that is, the inner product associated to the
norm (4).
Due to the finite speed of propagation, it is necessary that K ⊂M(Γ, T ) in order
to fully recover V0 ∈ H(K) given the measurement ΛV0. Our first result gives a time
reversal iteration that converges to V0 under this condition.
Theorem 1. Let K ⊂ M int be compact and suppose that K ⊂ M(Γ, T ). Then for
all V0 ∈ H(K) it holds that limj→∞(PKN)j(0) = V0 where N = N(·; ΛV0).
We say that a compact set K ⊂M int satisfies the visibility condition if
(VC) For all x ∈ K and all ξ ∈ TxK satisfying |ξ| = 1 there is t ∈ (−T, T ) such
that
γ(t;x, ξ) = y ∈ Γ and γ˙(t;x, ξ) /∈ TyΓ.
Here γ = γ(·;x, ξ) is the geodesic of (M, g) satisfying γ(0) = x and γ˙(0) = ξ,
and we assume that γ does not intersect the boundary ∂M between times 0
and t.
Let us point out that a slightly more general version of (VC) is necessary for
continuity of the inverse
Λ−1 : H1((−T, T )× Γ)→ H(K).
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Indeed, if geodesics γ are extended by reflection or suitable gliding when they inter-
sect ∂M \ Γ, see [3] for the precise definition, and if there are x ∈ K and ξ ∈ TxK
such that |ξ| = 1 and that the corresponding extended γ does not intersect Γ, then
Λ−1 is not continuous [3, Th. 3.2].
Our second result says that the time reversal iteration converges to V0 at an ex-
ponential rate, assuming the visibility condition.
Theorem 2. Let a compact set K ⊂M int satisfy the visibility condition (VC). Then
there is a linear map R : H(K) → H(K) such that ‖R‖H(K)→H(K) < 1 and that for
all V0 ∈ H(K)
(PKN)
j(0) = V0 −RjV0, j = 1, 2, . . . ,
where N = N(·; ΛV0).
Remark 1. Under the assumptions of Theorem 2, an alternative reconstruction
method is obtained by the Neumann series inversion
V0 = (1−R)−1PKN(0) =
∞∑
j=0
RjPKN(0).
Here R = PKS, where S is defined in Lemma 2 below.
3. Back and forth nudging identity
We define S±↑↓ to be the solution operator at time T
±
↑↓ of the problem
∂2t u−∆g,µu = 0, in I± ×M,
∂νu+ χ∂tu = 0, in I
± × ∂M,
u|t=t±↑↓ = u0, ∂tu|t=t±↑↓ = u1, in M,
(6)
where χ = χ0 in the two cases t
±
↑ and χ = −χ0 in the two cases t±↓ . That is,
S±↑↓U0 = (u(T
±
↑↓), ∂tu(T
±
↑↓)),
where u is the solution of (6) with the initial conditions U0 = (u0, u1) at t
±
↑↓.
If u0 ∈ H1(M) and u1 ∈ L2(M) are compactly supported, then the equation (6)
has a unique solution u in the energy space C(I±;H1(M)) ∩ C1(I±;L2(M)). The
sign of χ is important here, and in fact, the opposite choices of sign do not give
well-posed problems. For the convenience of the reader, we have included a study of
(6) in the appendix below.
Lemma 1. Let V0 ∈ H(K), W0 ∈ H and define
V (t) = (v(t), ∂tv(t)), t ∈ (−T, T ),
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where v is the solution of (3) with the initial conditions V0 = (v0, v1). Then
V (T±↑↓) + S
±
↑↓(W0 − V (t±↑↓)) = N±↑↓(W0; ΛV0).
Proof. Let u be the solution of (6) with the initial conditions
(u|t=t±↑↓ , ∂tu|t=t±↑↓) = W0 − V (t
±
↑↓),
and write W0 = (w0, w1). Then the sum w = u+ v satisfies
∂2tw −∆g,µw = 0, in I± ×M,
∂νw + χ∂tw = χ∂tv, in I
± × ∂M,
w|t=t±↑↓ = w0, ∂tw|t=t±↑↓ = w1, in M.
We write W (t) = (w(t), ∂tw(t)), t ∈ (0, T ), and observe that W (T±↑↓) = N±↑↓(W0; ΛV0)
since the above equation for w coincides with the equation (5). The claim follows
from
W (T±↑↓) = S
±
↑↓(W0 − V (t±↑↓)) + V (T±↑↓).

Lemma 2. Let V0 ∈ H(K) and U0 ∈ H. Then the following nudging identity holds
N(U0; ΛV0)− V0 = S(U0 − V0),(7)
where S = (S+ + S−)/2, S+ = S+↓ S
+
↑ and S
− = S−↑ S
−
↓ .
Proof. We omit writing the parameter ΛV0 in the proof. We apply Lemma 1 twice
N+↓ (N
+
↑ (U0)) = N
+
↓ (V (T ) + S
+
↑ (U0 − V0))
= V0 + S
+
↓ ((V (T ) + S
+
↑ (U0 − V0))− V (T ))
= V0 + S
+
↓ S
+
↑ (U0 − V0).
An analogous computation for the composition N− = N−↑ N
−
↓ shows that
N−(U0)− V0 = S−(U0 − V0),
and we obtain (7) after taking the average. 
4. Energy identity and unique continuation
The following energy identity is well-known, however, we give a short proof for the
convenience of the reader.
Lemma 3. Let a solution u ∈ C∞((0, T )×M) to{
∂2t u−∆g,µu = 0, in (0, T )×M,
∂νu+ χ∂tu = 0, in (0, T )× ∂M,
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satisfy supp(u) ⊂ R×K where K ⊂M is compact. Then
‖U(t1)‖2∗ = ‖U(t0)‖2∗ −
∫ t1
t0
∫
∂M
χ|∂tu|2 µdydt, t0 < t1,(8)
where U(t) = (u(t), ∂tu(t)) and dy is the Riemannian volume measure on (∂M, g).
Proof. We first integrate by parts
∂t ‖U‖2∗ =
∫
M
∂2t u ∂tu+ 〈µ∇u,∇∂tu〉 dx
=
∫
M
(∂2t u−∆g,µu) ∂tuµdx+
∫
∂M
∂νu ∂tuµdy
= −
∫
∂M
χ|∂tu|2 µdy,
and then integrate in time
‖U(t1)‖2∗ − ‖U(t0)‖2∗ = −
∫ t1
t0
∫
∂M
χ|∂tu|2 µdydt.

Lemma 4. Let a function u in the energy space
C((−T, T );H1(M)) ∩ C1((−T, T );L2(M))(9)
satisfy the wave equation
∂2t u−∆g,µu = 0, in (−T, T )×M,(10)
and write U0 = (u|t=0, ∂tu|t=0). Let K ⊂ M int ∩ M(Γ, T ) be compact. Suppose,
furthermore, that U0 ∈ H(K), ∂νu = 0 on (−T, T ) × ∂M and that ∂tu = 0 on
(−T, T )× Γ. Then U0 = 0.
Proof. We write U0 = (u0, u1). Suppose for the moment that u ∈ C∞((−T, T )×M).
The function w = ∂tu satisfies (10) and both w and ∂νw vanish on (−T, T )×Γ. The
semi-global version [18, Th. 3.16] of the time sharp unique continuation result [29],
implies that w vanishes in the double cone of points (t, x) satisfying d(x,Γ) ≤ T −|t|.
In particular, w|t=0 = u1 = 0 in M(Γ, T ). The assumption U0 ∈ H(K) implies
that u1 = 0 also outside M(Γ, T ). Furthermore, as w vanishes in the double cone,
also ∂tw = ∆g,µu vanishes there. Thus ∆g,µu0 = 0 in M(Γ, T ). The assumption
U0 ∈ H(K) together with K ⊂ M int implies that u0 vanishes near Γ, and therefore
u0 = 0 in M(Γ, T ) by elliptic unique continuation. Finally, u0 = 0 outside M(Γ, T )
by the assumption U0 ∈ H(K).
Let us now consider the general case where u is in (9). Let ψ ∈ C∞0 (−/2, /2),
where  > 0 is small. We extend u by zero to a function on R × M and denote
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the extension still by u. The convolution in time w = ψ ∗ ∂tu satisfies (10) on
(−T + , T − )×M , and the Cauchy data (w, ∂νw) vanishes on (−T + , T − )×Γ.
Note that w ∈ C∞(R;L2(M)). Let t ∈ R satisfy |t| < T − . Then
∆g,µw(t) = ∂
2
tw(t) ∈ L2(M).(11)
As the spatial support of u is contained in the compact set K, there is a compact
manifold with smooth boundary M0 ⊂ M such that M(Γ, T ) ⊂ M0 and ∂νw(t) = 0
on ∂M0. As w(t) satisfies (11) with vanishing Neumann boundary conditions on M0,
it holds that w(t) ∈ H2(M0), see e.g. [30, Prop. 7.6]. Hence we may apply [18, Th.
3.16] on w. As above, we see that both ψ∗u1 and ∆g,µ(ψ∗u0) vanish on M(Γ, T −).
Letting φ→ δ and → 0, we get
u1 = ∆g,µu0 = 0 on M(Γ, T )
int.
Using the assumption U0 ∈ H(K) as above, we see that U0 = 0. 
Lemma 5. Let K ⊂ M int ∩M(Γ, T ) be compact. Let U0 ∈ H(K), and consider the
function
u(t, x) =
{
u+(t, x), t ≥ 0,
u−(t, x), t ≤ 0,
where u± are the solutions of (6) with the initial conditions given by U0 at t+↑ and t
−
↓
respectively. Then
‖SU0‖2∗ ≤ ‖U0‖2∗ −
1
2
∫ T
−T
∫
∂M
χ0|∂tu|2 µdydt.
Moreover, the continuous map
E : H(K)→ L2((−T, T )× ∂M), EU0 = √χ0∂tu,
is injective.
Proof. Suppose for the moment that U0 ∈ C∞0 (K)2. Then both u± are smooth, see
Theorem 3 in the appendix below. As χ0 is non-negative, the energy identity (8)
implies that ∥∥S±↑↓U0∥∥∗ ≤ ‖U0‖∗ .
TIME REVERSAL WITH STABILIZING BOUNDARY CONDITIONS FOR PAT 11
Note that for the backward propagators S±↓ we use the fact that χ = −χ0. It holds
that
‖SU0‖2∗ ≤
1
4
(∥∥S+↓ S+↑ U0∥∥∗ + ∥∥S−↑ S−↓ U0∥∥∗)2 ≤ 12 (∥∥S+↑ U0∥∥2∗ + ∥∥S−↓ U0∥∥2∗)
=
1
2
(
‖U0‖2∗ −
∫ T
0
∫
∂M
χ0|∂tu|2 µdydt+ ‖U0‖2∗ −
∫ 0
−T
∫
∂M
χ0|∂tu|2 µdydt
)
= ‖U0‖2∗ −
1
2
∫ T
−T
∫
∂M
χ0|∂tu|2 µdydt.
The general case U0 ∈ H(K) follows since C∞0 (K)2 is dense in H(K).
Suppose now that EU0 = 0. Then ∂νu = 0 on (−T, T ) × ∂M and, using the
assumption supp(χ0) = Γ, we see that ∂tu = 0 on (−T, T )×Γ. Note that by Theorem
3 (cf. Appendix) u+ is in the energy space (19) and u− is in the corresponding energy
space on [−T, 0]. As K ⊂ M int, we see that u belongs to the space (9). Lemma 4
implies that U0 = 0. 
5. The unstable case
Lemma 6. The operator PKS : H(K)→ H(K) is self-adjoint and positive.
Proof. Let us show that PKS
+ is self-adjoint and positive. The case PKS
− is similar
and we omit it. We write U↑↓(t) = (u↑↓(t), ∂tu↑↓(t)) where u↑ and u↓ are smooth
solutions of {
∂2t u−∆g,µu = 0, in (0, T )×M,
∂νu+ χ∂tu = 0, in (0, T )× ∂M,
(12)
with χ = χ0 and χ = −χ0, respectively. Then, writing 〈·, ·〉M and 〈·, ·〉∂M for the L2
inner products on M and ∂M with respect to the measures used in Lemma 3,
∂t 〈U↑, U↓〉∗ =
〈
∂2t u↑, ∂tu↓
〉
M
+ 〈∇u↑,∇∂tu↓〉M +
〈
∂tu↑, ∂2t u↓
〉
M
+ 〈∇∂tu↑,∇u↓〉M
= 〈χ0∂tu↑, ∂tu↓〉∂M − 〈∂tu↑, χ0∂tu↓〉∂M = 0.
Hence 〈U↑(0), U↓(0)〉∗ = 〈U↑(T ), U↓(T )〉∗.
Let U0 ∈ C∞0 (K)2, and let U↑(t) = (u↑, ∂tu↑(t)) where u↑ satisfies (12) with χ = χ0
and also the initial condition U↑(0) = U0. Then U↑ is smooth, see Theorem 3 in the
appendix below. Set U r↓ (t) = (u(t), ∂tu(t)) where u(t) = u↑(2T − t). Then u satisfies
(12) with χ = −χ0, and also U r↓ (T ) = (u↑(T ),−∂tu↑(T )). Let φj ∈ C∞0 (M) converge
to 2∂tu↑(T ) in L2(M), and write U
j
↓ (t) = (u
j
↓(t), ∂tu
j
↓(t)) where u
j is the solution of
(12) with χ = −χ0 satisfying U j↓ (T ) = (0, φj). Denote by U↓ the solution of (12)
with χ = −χ0 satisfying U↓(T ) = U↑(T ) = S+↑ U0.
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Let W0 ∈ C∞0 (K)2. As U r↓ and U j↓ , j ∈ N, are smooth, we have〈
W0, S
+
↓ S
+
↑ U0
〉
∗ = 〈W0, U↓(0)〉∗ = limj→∞
〈
W0, U
r
↓ (0) + U
j
↓ (0)
〉
∗
= lim
j→∞
〈
S+↑ W0, U
r
↓ (T ) + U
j
↓ (T )
〉
∗ =
〈
S+↑ W0, S
+
↑ U0
〉
∗ .
The above computation, with the roles of W0 and U0 interchanged, implies that〈
S+↓ S
+
↑ W0, U0
〉
∗ =
〈
S+↑ W0, S
+
↑ U0
〉
∗ =
〈
W0, S
+
↓ S
+
↑ U0
〉
∗ .
The same holds for all U0,W0 ∈ H(K) by density, which again shows that PKS+ is
self-adjoint and positive. 
The following proof is an adaptation of the proof of [9, Th. 1.1]. The main
difference is that the result in [9] is given in an abstract setting that does not allow
for a full characterization of the convergence.
Proof of Theorem 1. By Lemma 2,
PKN(U0)− V0 = PK(N(U0)− V0) = PKS(U0 − V0), U0 ∈ H.
We iterate this starting from U0 = 0. That is, for j = 1, 2, . . . ,
(PKN)
j(0)− V0 = PKS((PKN)j−1(0)− V0) = −(PKS)jV0.(13)
Writing R = PKS, it remains to show that the sequence R
jV0, j ∈ N, converges to
zero.
By Lemma 6, the operator R is self-adjoint and positive, and whence also the pow-
ers Rj, j ∈ N, are self-adjoint and positive. We will use the fact that a non-increasing
sequence of bounded positive operators in a Hilbert space converges pointwise to a
bounded operator, see e.g. [31, Lem. 12.3.2].
Lemma 5 implies that ‖SV0‖∗ ≤ ‖V0‖∗, V0 ∈ H(K), and that the equality holds
only if V0 = 0. Hence∥∥R(Rj/2V0)∥∥∗ = ∥∥PKS(Rj/2V0)∥∥∗ ≤ ∥∥Rj/2V0∥∥∗ , j ∈ N, V0 ∈ H(K),
which again implies that the sequence Rj, j ∈ N, is non-increasing. Indeed,
〈Rj+1V0, V0〉∗ = 〈R(Rj/2V0), Rj/2V0〉∗ ≤ ‖R(Rj/2V0)‖∗‖Rj/2V0‖∗
≤ ‖Rj/2V0‖2∗ = 〈Rj/2V0, Rj/2V0〉∗ = 〈RjV0, V0〉∗, V0 ∈ H(K).
Therefore the sequence Rj, j ∈ N, converges pointwise on H(K), say to an operator
R∞, and it remains to prove that R∞ = 0.
Observe that RR∞ = R∞, since for all V1, V2 ∈ H(K)
〈RR∞V1, V2〉∗ = lim
j→∞
〈RRjV1, V2〉∗ = lim
j→∞
〈Rj+1V1, V2〉∗ = 〈R∞V1, V2〉∗.
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To get a contradiction, we assume that there is V0 ∈ H(K) such that R∞V0 6= 0.
Then Lemma 5 implies
‖R∞V0‖2∗ = 〈RR∞V0, R∞V0〉∗ ≤ ‖PKSR∞V0‖∗ ‖R∞V0‖∗ < ‖R∞V0‖2∗ ,
which is indeed a contradiction. 
6. The stable case
In this section we prove Theorem 2 using techniques that are similar to those in
[3]. The main difference between Lemma 7 below and [3, Th. 3.3] is that we give
a local result under the local geometric assumption (VC), whereas [3] gives a global
result under a global geometric assumption.
We will use the notion of microlocal regularity at a point, see e.g. [11, Def. 18.1.30].
Recall that a distribution u on M is said to be microlocally Hs at (x, ξ) ∈ T ∗M \ 0
if u = u0 + u1 where (x, ξ) /∈ WF(u0) and u1 ∈ Hsloc(M). In this case we write
u ∈ Hs(x, ξ). Here WF denotes the wave front set, see [12, Def. 8.1.2], and Hsloc(M),
s ∈ R, is the space of distributions w such that φw is in the Sobolev space Hs(M)
for all φ ∈ C∞0 (M).
If u ∈ Hs(x, ξ) then by [12, Th. 18.1.31] there is a pseudodifferential operator of
order zero A such that Au ∈ Hsloc(M) and (x, ξ) is not characteristic for A. Moreover,
by [12, Th. 18.1.24’] there is a pseudodifferential operator of order zero B such that
(x, ξ) /∈WF(1−BA)(14)
where 1 is the identity map. Note also that after multiplication by a function φ ∈
C∞0 (M) satisfying φ = 1 near x, we may assume that Au ∈ Hs(M).
Lemma 7. Suppose that the condition (VC) holds for a compact set K ⊂M int. Let
u ∈ L2((−T, T )×M) satisfy the wave equation
∂2t u−∆g,µu = 0 in (−T, T )×M,
and suppose that ∂tu|x∈Γ, ∂νu|x∈Γ ∈ L2loc((−T, T )×Γ). Then u|{t=0}×K ∈ H1(K) and
∂tu|{t=0}×K ∈ L2(K).
Proof. By compactness of K there is a neighbourhood K˜ ⊂ M int of K and  > 0
such that (VC) holds with K replaced by K˜ and T replaced by T − . Finite speed
of propagation and the associated energy estimate imply that it is enough to show
that u ∈ H1((−, ) × K˜). By using a microlocal partition of unity, it is enough to
show that u ∈ H1(p0) at each point p0 ∈ T ∗((−, ) × K˜), see [11, Th. 18.1.31].
Furthermore, it is enough to consider characteristic points for the wave operator,
that is, points in the set {(t, x, τ, ξ) ∈ T ∗(R ×M int) \ 0; τ 2 = |ξ|2}, since WF(u) is
contained in this set.
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q
p2
p0
qT
t = 0
p1
t = T0
Figure 2. The localization and microlocalization. Here the large grey
ellipse indicates the set on which ψ = 1, and the small grey ellipse
indicates the base space projection of the set on which (14) holds.
We assume now that p0 ∈ T ∗((−, ) × K˜) is a characteristic point and let γ be
the bicharacteristic passing through p0. The visibility condition (VC) says that γ
intersects the boundary ∂T ∗(R×M) non-tangentially at a point q that lies over the
set (−T, T )×Γ. We write q = (t0, y0, 0; τ0, η0, σ0) in such local coordinates (y, s) of M
that s = 0 describes the boundary ∂M . Then (VC) means that y0 ∈ Γ and σ0 6= 0.
We may assume without loss of generality that t0 ∈ (0, T ), the case t0 ∈ (−T, 0)
being analogous.
We denote by qT = (t0, y0; τ0, η0) the projection of q on T
∗(R× ∂M), and consider
the time derivative ∂t as an operator on the boundary R×∂M . As τ0 6= 0, we see that
qT is not characteristic for ∂t. Together with the assumption ∂tu ∈ L2loc((−T, T )×Γ)
this implies that u ∈ H1(qT ), see [11, Th. 18.1.31].
Since σ0 6= 0, we have that τ 20 6= |η0|2g, and therefore qT is not characteristic for
the wave operator. By [3, Th. 2.1] there is a tangential pseudodifferential operator
A = A(t, y,Dt, Dy) of order zero and a neighbourhood U ⊂ R×M int of (t0, y0, 0) such
that qT is not characteristic for A and Au ∈ H1(U). The set of characteristic points
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is closed and this, together with the fact that A is tangential, implies that there is
p1 ∈ γ ∩ T ∗(R×M int) such that p1 is not characteristic for A. After multiplication
by a cut-off function, we may assume that Au ∈ H1(R×M).
For two distinct points p, p˜ ∈ γ, we denote the segment of γ between p and p˜
by σ(p, p˜). As discussed above, there is a pseudodifferential operator of order zero
B such that (14) holds with (x, ξ) replaced by p1. As the wave front set is closed,
there is a point p2 ∈ σ(p1, q), distinct from p1 and q, such that (14) holds with (x, ξ)
replaced by any point in the segment σ(p1, p2). We denote by T0 the time coordinate
of p2, and choose ψ ∈ C∞0 ((−T, T0) ×M int) satisfying ψ = 1 in a neighbourhood of
σ(p0, p1), see Figure 6.
We define Φ = [, ψ]u where [, ψ] is the commutator of  = ∂2t − ∆g,µ and ψ.
Then ψu satisfies the equation
u = F, in (−T, T0)×M,
u = 0, in (−T, T0)× ∂M,
u|t=T0 = ∂tu|t=T0 = 0, in M,
(15)
with F = Φ. We consider also the solutions u0 and u1 of (15) with F = (1− BA)Φ
and F = BAΦ, respectively. Clearly, ψu = u0 + u1 and we will establish u ∈ H1(p0)
by showing that that p0 /∈WF(u0) and u1 ∈ H1((−T, T0)×M).
Let us consider first u0. We have σ(p0, p2) ⊂ T ∗(R×M int) and u0 = 0 for T0 > 0.
In view of propagation singularities in the interior [11, Th. 23.2.9], it is enough to
show that
WF((1−BA)Φ) ∩ σ(p0, p2) = ∅.
Now (14) implies that WF((1−BA)Φ)∩σ(p1, p2) = ∅. Moreover, Φ = 0 near σ(p0, p1)
since ψ = 1 there, which again implies that WF((1−BA)Φ) ∩ σ(p0, p1) = ∅.
We turn to u1. We have
AΦ = [, ψ]Au+ [A, [, ψ]]u ∈ L2((−T, T0)×M),
since Au ∈ H1((−T, T0) ×M), u ∈ L2((−T, T0) ×M), and the commutators [, ψ]
and [A, [, ψ]] are of order one and zero, respectively. As B is of order zero, we have
BAΦ ∈ L2((−T, T0)×M),
and the energy estimate for (15) implies that u1 ∈ H1((−T, T0)×M). 
Theorem 2 follows from (13) and the below lemma.
Lemma 8. Suppose that the condition (VC) holds for a compact set K ⊂ M int.
Then ‖S‖H(K)→H < 1.
16 OLGA CHERVOVA AND LAURI OKSANEN
Proof. We define two spaces as follows
X = {u ∈ L2((−T, T )×M); u = 0, √χ0∂tu, ∂νu ∈ L2((−T, T )× Γ)},
Y = {u ∈ L2((−T, T )×M); u = 0, u|{t=0}×K ∈ H1(K), ∂tu|{t=0}×K ∈ L2(K)}.
They are Banach spaces with respect to norms,
‖u‖X = ‖u‖L2((−T,T )×M) + ‖√χ0∂tu‖L2((−T,T )×Γ) + ‖∂νu‖L2((−T,T )×Γ),
‖u‖Y = ‖u‖L2((−T,T )×M) + ‖u|{t=0}×K‖H1(K) + ‖∂tu|{t=0}×K‖L2(K),
and Lemma 7 implies that X ⊂ Y . The identity map is closed from X to Y since both
the norms are stronger than that of L2((−T, T )) ×M). The closed graph theorem
implies that there is C > 0 such that ‖u‖Y ≤ C‖u‖X for all u ∈ X.
Let U0 ∈ H(K) and consider the function u defined in Lemma 5. Then √χ0∂tu
is in L2((−T, T ) ∈ ∂M). The boundary condition in (6) implies that u ∈ X and,
together with U0 ∈ H(K), it implies that the estimate ‖u‖Y ≤ C‖u‖X reduces to
‖U0‖∗ ≤ C
(
‖√χ0∂tu‖L2((−T,T )×Γ) + ‖u‖L2(−T,T )×M)
)
.(16)
As supp(U0) ⊂ K, we can choose a compact set M0 ⊂M such that u is supported in
[−T, T ] ×M0. The embedding H1((−T, T ) ×M0) ⊂ L2((−T, T ) ×M0) is compact,
and whence the map U0 7→ u is compact fromH(K) to L2((−T, T )×M0). By Lemma
5, the map U0 7→ √χ0∂tu|(−T,T )×Γ is injective. Thus the estimate (16) improves to
‖U0‖∗ ≤ C ‖
√
χ0∂tu‖L2((−T,T )×Γ) ,(17)
by using the compactness-uniqueness argument. For the convenience of the reader,
we have included the proof of this argument, see Lemma 9 below. The claimed norm
estimate follows now from Lemma 5. 
Lemma 9 (Compactness-uniqueness). Let X, Y and Z be Banach spaces and let
A : X → Y and K : X → Z be continuous linear maps. Suppose that A is injective,
K is compact and that there is C > 0 such that
‖x‖X ≤ C ‖Ax‖Y + C ‖Kx‖Z , x ∈ X.
Then there is C > 0 such that ‖x‖X ≤ C ‖Ax‖Y for x ∈ X.
Proof. To get a contradiction suppose that there is a sequence xj ∈ X, j ∈ N, such
that ‖xj‖X = 1 for all j and that ‖Axj‖Y → 0 as j → ∞. By compactness of K,
there is a subsequence, still denoted by xj, j ∈ N, such that Kxj, j ∈ N, is a Cauchy
sequence. Hence
C−1 ‖xj − xk‖X ≤ ‖A(xj − xk)‖Y + ‖K(xj − xk)‖Z
≤ ‖Axj‖Y + ‖Axk‖Y + ‖Kxj −Kxk‖Z → 0, j, k →∞.
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Thus xj, j ∈ N, is a Cauchy sequence, and therefore it converges, say to x. We have
‖x‖X = limj→∞ ‖xj‖X = 1, ‖Ax‖Y = limj→∞ ‖Axj‖Y = 0,
which is a contradiction to the injectivity of A. 
Appendix. Wave equation with stabilizing boundary conditions
In this appendix we consider the problem (6). For simplicity, we consider only
the case µ = 1 and write ∆ = ∆g,µ. The modifications required in the case of a
non-constant µ are straightforward. The following theorem is well-known. For the
convenience of the reader we give here a short proof with a reduction to the results
in [16].
Theorem 3. Let χ ∈ C∞(∂M) be non-negative. Then the equation
∂2t u−∆u = 0, in (0, T )×M,
∂νu+ χ∂tu = 0, in (0, T )× ∂M,
u|t=0 = u0, ∂tu|t=0 = u1, in M,
(18)
has a unique solution u in the space
E = C([0, T ];H1(M)) ∩ C1([0, T ];L2(M))(19)
for any u0 ∈ H1(M) and u1 ∈ L2(M) with compact supp(uj) ⊂ M , j = 0, 1.
Moreover, if u0, u1 ∈ C∞0 (K) and K ⊂ M int is compact, then the solution u is
smooth.
Proof. If u0, u1 ∈ C∞0 (K) then the claim immediately follows from [16]. Choose
u0 ∈ H2(M) such that ∂νu0 = 0 on ∂M , and u1 ∈ H10 (M). Then [16] implies that
(18) has unique solution u ∈ H2((0, T )×M).
We define the energy as
E(t) =
∫
M
|u(t)|2 + |∂tu(t)|2 + |∇u(t)|2 µdx,
and, analogously to the proof of Lemma 3, we have
∂tE ≤ CE +
∥∥∂2t u−∆u∥∥2L2(M) .
Gro¨nwall’s inequality implies that
E(t) ≤ CE(0) + C ∥∥∂2t u−∆u∥∥2L2((0,T )×M) , t ∈ (0, T ).(20)
Thus,
‖u‖E ≤ C ‖u0‖H1(M) + C ‖u1‖L2(M) .
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Lemma 10 below implies that the map (u0, u1) 7→ u has a unique continuous extension
H1(M)× L2(M)→ E ,
which concludes the proof of the theorem. 
Lemma 10. Let u ∈ H1(M). Then there is a sequence uj ∈ H2(M), j ∈ N, such
that uj → u in H1(M) and ∂νuj = 0 on ∂M for all j ∈ N.
Proof. Consider a right inverse of the trace map
P : H3/2(∂M)×H1/2(∂M)→ H2(M), ∂kνP (h0, h1)|∂M = hk, k = 0, 1.
Let a sequence φj ∈ C∞(M), j ∈ N, converge to u in H1(M). Write wj = P (φj, 0)
and u˜j = φj − wj. Then u˜j ∈ H10 (M) and there is ψj ∈ C∞0 (M) such that
‖ψj − u˜j‖H1(M) ≤ 1/j. Set uj = ψj + wj. Then uj ∈ H2(M), ∂νuj = ∂νwj = 0
on ∂M and
‖uj − u‖H1(M) ≤ ‖ψj − u˜j‖H1(M) + ‖u˜j + wj − u‖H1(M) ≤ 1/j + ‖φj − u‖H1(M) → 0.

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