Abstract. This article is concerned with asymptotics of equivariant Bergman kernels and partial Bergman kernels for polarized projective Kähler manifolds invariant under a Hamiltonian holomorphic S 1 action. Asymptotics of partial Bergman kernel are obtained in the allowed region A resp. forbidden region F , generalizing results of Shiffman-Zelditch, Shiffman-Tate-Zelditch and Pokorny-Singer for toric Kähler manifolds. The main result gives scaling asymptotics of equivariant Bergman kernels and partial Bergman kernels in the transition region around the interface ∂A, generalizing recent work of Ross-Singer on partial Bergman kernels, and refining the Ross-Singer transition asymptotics to apply to equivariant Bergman kernels.
This article is concerned with the asymptotics of partial Bergman kernels for positive Hermitian holomorphic line bundles (L, h) → (M, ω) over a Kähler manifold of complex dimension m carrying a Hamiltonian holomorphic S 1 action exp t ξ H : T × M → M, ι ξH ω = dH, exp tξ H (z) := e 2πit z,
where H : M → P 0 := H(M ) ⊂ R is the Hamiltonian and ξ H is its Hamilton vector field. The T-action 1 preserves the data (L, h) and can be 'quantized' to give a unitary representation of T
on the spaces H 0 (X, L k ) of holomorphic sections of the tensor powers L k , equipped with the L 2 norm Hilb h k induced by the Hermitian metric h. The self-adjoint generator of U k (θ) is denoted bŷ
where ∇ ξH s is the covariant derivative of a section s and Hs is the product of s with H [Ko, GS] . When ξ H generates a holomorphic T action,Ĥ k preserves holomorphic sections and coincides with the Toeplitz operatorĤ
with principal symbol H (see §1.3). Here,
is the orthogonal projection (or Szegö -Bergman kernel) We define the weight spaces by
it is known that V k (j) = {0} if and only if j k ∈ P 0 = H(M ), and their dimensions have been computed in articles on "quantization commutes with reduction" [GS] . In Lemma 2.1 we show that H(M ) = [0, a] for a positive integer a which is equal to the symplectic area of a generic C * orbit. We define the associated weight space projections (termed equivariant Bergman kernels)
These equivariant Bergman kernels are the smallest components of the full Bergman kernel (or Szegö projector) Π k (z, w) = j:
to possess strong asymptotic expansions when j k → E for some value E of H. The norm contraction of Π k,j (z, z) on the diagonal is denoted by Π k,j (z) and is called the equivariant density of states.
2 As proved in Theorems 0.1 and 0.2, the normalized equivariant density of states k −m+ 1 2 Π k,j (z) resembles a Gaussian bump concentrated on the energy level H −1 (E) in the sense of being essentially equal to 1 on H −1 ( j k ) and having "Gaussian decay" e −kbE (z) away from H −1 ( j k ) along gradient lines σ → e −σ/2 · z of H, where b E is defined by (9) and is a non-negative smooth strictly convex function vanishing only when z ∈ H −1 (E). This is the analogue for S 1 actions of the result of [STZ] showing that joint eigensections z α of the torus action of a toric Kähler manifold are Gaussian-like bumps centered on the tori µ −1 (α) (the inverse image of α ∈ Z m under the moment map µ), a fact also used in [PS, RS] . The partial Bergman kernels of the title are projectors Π |kP (z, w) := j:
onto subspaces H k,P := j:
corresponding to proper sub-intervals P ⊂ P 0 = H(M ). They behave like sums of Gaussian bumps centered at the the inverse images H −1 ( j k ) of the "lattice points" j k ∈ P . An illustration of this bump in complex dimension one is given in Figure 7 .10 of [W] .
The main problem is to relate the asymptotic properties of Π |kP (z, w) to the geometry of the Hamiltonian flow of H and its complexification as a C * action. The analogous problem for toric Kähler manifolds was studied in [ShZ] , with P a sub-polytope of the Delzant moment polytope of (M, ω). As in the toric case, we prove in Theorem 0.3the norm contraction Π |kP (z) of Π |kP (z, z) has standard asymptotics in the allowed region A P and exponentially decaying asymptotics in the forbidden region F P where A P := {z ∈ M : H(z) ∈ P }, F P := M \A P .
On the boundary, or "interface" ∂A P , Ross-Singer in [RS] showed that k −m Π |kP (z) decreases from ∼ 1 to ∼ 0 in a tube of radius k − 1 2 . In the special case where the minimum set of H is a complex hypersurface, Theorem 1.2 of [RS] asserts that if √ k(H(z) − ǫ) is bounded, then
Here, |ξ H | is the norm of ξ H with respect to the Kähler metric ω. This is the picture physicists have in mind when speaking of the Landau levels being filled in H −1 (P ) . For instance, in figure 7.11 of [W] is illustrated the density profile of a droplet (with filling fraction 1) when the first m angular momentum levels are filled. It pictures the characteristic function of a disc of radius r m = √ 2mℓ B (where ℓ B is a certain "magnetic length") smoothly dropping off to zero in a thin shell around the boundary. The shape of the transition curve is the incomplete Gaussian integral. A similar discussion may be found in [J] .
One of the prinicipal motivations for this article is to establish this transition law for all Hamiltonian holomorphic S 1 actions, with no conditions on the fixed point set. We obtain the interface asymptotics from the Gaussian asymptotics of the equivariant kernels (4). The Gaussian asymptotics of the equivariant Bergman kernels in Theorems 0.1 and 0.2 are used in Theorem 0.4 and Corollary 0.5 to give incomplete Gaussian integral asymptotics for partial Bergman kernels (8), which are essentially integrals of equivariant Bergman kernels. In Theorem 0.3 we give exponentially decaying asymptotics of the partial Bergman kernels Π |kP in the forbidden region when the metric h is real analytic. The exponentially decaying asymptotics in the forbidden region is again governed by the 'action' b E (z) (9) from z to H −1 (E). Asymptotics of equivariant Szegö kernels have been studied by R. Paoletti in several settings, of which the closest to this article are contained in [P, P2] . They were not explicitly defined or studied in [RS] ; as discussed in §0.6, they constructed kernels G j,k which play the role of Π k,j . 0.1. Asymptotics of equivariant Bergman kernels. To state our results we introduce some notation. We assume that E is a regular energy level, i.e. H has no critical points on E. In §2.1 and §2.2 the complex and real Morse theory of Hamiltonians generating holomorphic S 1 actions is reviewed. The Hamiltonian and gradient flows of H commute and generate a C * action.
There is an open dense subset M max in which the C * orbits flow into the 'source', which is the minimum set of the Hamiltonian. More relevant for us is the open dense set M E max of points whose gradient orbits intersect H −1 (E). Note that H −1 (E) disconnects M into two sides, {H > E} and {H < E}, and z ∈ M E max if either the forward or backward gradient line through z intersects H −1 (E). For simplicity of notation we denote the T action by e iθ · z and its C * action by e w z = e ρ+iθ · z. We denote the infintesimal generators of the R + , resp. T, action by
where z E ∈ H −1 (E). Thus, τ E (z) is like the travel time along the gradient flow of H from z to the intersection z E ∈ H −1 (E). We refer to §2.4 for further details. As in [ShZ] (reviewed in §2.5) define
For each point z ∈ M that is not a fixed point of T, we fix a local
h . Our first result is the precise statement that k −m+1/2 Π k,j (z, z) is a kind of Gaussian beam along H −1 (E), i.e. in the tangential directions along H −1 (E) it is essentially constant while it has Gaussian decay at speed k in the normal directions (i.e. along ∇H lines).
Theorem 0.1. Let ω be a T-invariant C ∞ Kähler metric, and let H generate the holomorphic Hamiltonian T action. Let E be a regular value of H. Assume that | j k −E| ≤ C k , and that z ∈ M E max . Then the equivariant density of states has the following asymptotics.
Here, z E = e −τE (z) · z ∈ H −1 (E) and b E (z) is defined by (9).
At first sight the order k m− 1 2 may seem odd, since there are ≃ k lattice points j k in H(M ), since the dimensions of the weight spaces have orders k m−1 , and since the sum over j gives the full Bergman kernel density of states, Π k (z) ≃ k m A 0 (z). The 'paradox' is resolved by the fact that the asymptotics are pointwise, while dimensions are their integrals, and Π k,j (z, z) is O( √ k) times its average at the center H −1 ( j k ) of its bump due to its transverse Gaussian decay. Given
) of E and these restore the full Bergman kernel.
The next result concerns scaling asymptotics of the equivariant Bergman kernels in a
Theorem 0.2. Let ω be a C ∞ T-invariant Kähler metric, and let H generate the holomorphic T action. If
0.2. Asymptotics of partial Bergman kernels. In this section, we state analogues of Theorem 0.1 for partial Bergman kernels (6) and of Theorem 1.2 of [ShZ] for partial Bergman kernels of toric Kähler manifolds. Our aim is to obtain exponentially accurate asymptotics in the forbidden region. The definition of partial Bergman kernel (6) makes sense for any proper subinterval P = [E 1 , E 2 ] ⊂ P 0 = H(M ) but the asymptotics are cleaner for special subintervals and sequences of powers k. As discussed in §1.4, the pairs (k, j) indexing Π k,j run over a semi-lattice in Z + × Z + with j k ∈ P 0 . The asymptotics are cleanest for pairs {n·(j 0 , k 0 ) : n ∈ Z + } along a rational ray in the semi-lattice. For a general interval [E 1 , E 2 ], the pairs {(j, k) : kp , (k = 1, 2, 3, . . . ). These are the analogues of the lattice sub-polytopes in [ShZ] . We first state the result for such intervals. We also assume that the metric is real analytic. The proof is given in §6 and is essentially the same proof as that in [ShZ] (Theorem 1.2). In Theorem 0.6 we prove a more general result with slightly less accurate asymptotics.
Assume ω is real analytic with analytic radius ρ a . Assume that z ∈ M max is within the analyticity threshold of §(3.4). Then the density of states of the partial Bergman kernel is given by the asymptotic formulas: for k ∈ pZ
, and b E (z) is defined in (9) and E is the endpoint of P closer to H(z). Furthermore, the remainder estimates are uniform on compact subsets of M E max . The proof is based on the Euler-MacLaurin formula and that explains why we choose special intervals and sequences. The asymptotics improve on Theorem 1.1 of [RS] by giving the exponentially accurate asymptotics in the forbidden region and is the analogue of the mass density results of [ShZ] . 0.3. Interface asymptotics. Interface asymptotics concerns the sums,
where z = e β/ √ k z 0 and wheref ∈ L 1 (R), so that the integral on the right side converges.
Theorem 0.4. Let ω be a C ∞ T-invariant Kähler metric, and let H generate the holomorphic T action. Fix E ∈ H(M ), and let z = e β/ √ k · z 0 for some z 0 ∈ H −1 (E), β ∈ R, and let f ∈ C b (R). Then
The asymptotics also hold if f = 1 [E1,E2] is the characteristic function of an interval (possibly unbounded).
The above result assumes only f ∈ C b (R) without any differentiability and get weak limit convergence without bound of error term. In §8.2, we assume f ∈ C ∞ (R) and uses f (x) · 1 P (x) as the test function, where P is any closed interval on R, there we get O(k −1/2 ) error term.
Corollary 0.5. Using the same notation as Theorem 0.4, if we set
This is very closed related to the interface asymptotics (8) of Ross-Singer. In §2.4 we discuss the Kähler potential ϕ for ω in M E max , and show that
Hence, the leading factor in the asymptotics agrees with Ross-Singer's formula up to normalization difference (see the equation for I on page 25 in [RS] ).
Remark:
The asymptotics are parallel to the scaling asymptotics of [HZZ] for Wigner distributions of eigenspace projections Π ,E around the energy surface
Hamiltonian flow is the Hamiltonian T action on C d generated by H(z) = z 2 . However, the partly Airy scaling results in the real domain [HZZ] pertain to the Schroedinger representation, while Theorem 0.2 refers to the Bargmann-Fock space representation. 0.4. Summary of results. The next result sums up the preceding results and is slightly more general. By contrast with the complete asymptotic expansion in Theorem 0.3, it gives only a leading order term in the forbidden region. Howevever it does not require real analyticity of the metric and works for general intervals.
Theorem 0.6. Let ω be a C ∞ T-invariant metric. Let z ∈ M , not a fixed point of T, and
where j 0 = j(z, k, P ) is the j ∈ kP ∩Z which minimizes |H(z)− j/k|, and Φ(a) = P(X < a) is the cumulative density of the standard Gaussian X ∼ N (0, 1).
0.5. Bernstein polynomials. In essence, Theorem 0.3 concerns kernels of the form,
which are the Bernstein-Szasz analytic functions of [Ze2, F] . In contrast, Theorem 0.4 is essentially about kernels of the form (10). More precisely, Bernstein polynomials in the sense of [Ze2, F] are functions
where f is smooth. Here,
so that
is an eigensection ofĤ k . Partial Bergman kernels are Bernsteinpolynomials in the case where f is a step function 1 P .
Proposition 0.7. Let T be a holomorphic Hamiltonian circle action e iφ z on a polarized projective Kähler manifold (M, L, ω), let ξ be its infinitesimal generator and letĤ k be its linearization on
Since 1 P above is a characteristic function with a jump, the limit formula (15) cannot be true. In fact, there is a kind of mean value formula at the jump involving incomplete Gaussian integrals. In the classical setting of Bernstein polynomials on [−1, 1] (corresponding to M = CP 1 with the Fubini-Study metric), the jump formula is proved in [Ch, L, Lev] . The interface asymptotics of [RS] and of this article are generalizations of Theorem 1.5.2 of [L] in the one-variable setting.
We now consider Bernstein polynomials which sum over sub-intervals but with respect to a smooth test function f (x) on R. Let P = [E 1 , E 2 ] ⊂ H(M ) be a sub-interval and define
The results on partial Bergman kernels generalize to Bernstein polynomials as follows:
Proposition 0.8. With the notation above, let z ∈ M max and f a smooth test function on R. Then
where E i ∈ P is the point closest to H(z), j 0 = j(z, k, P ) is the j ∈ kP ∩ Z which minimizes |H(z) − j/k|,and Φ(a) = P(X < a) is the cumulative density of the standard Gaussian X ∼ N (0, 1).
Proposition 0.8 can be proved by a small modification of the proof of Theorem 0.6 in §7. In each case, after one does the localization, one may Taylor expand f (z) around the localization point with appropriate error terms
We omit further details.
0.6. Remarks on the proof, on related work and open problems. All of the properties of the equivariant Bergman kernels and partial Bergman kernels are derived from the Boutet de Monvel -Sjöstrand parametrix for the Bergman-Szegö kernels of L k [BSj] . The equivariant Bergman kernels are expressed as Fourier coefficients of the full Bergman kernel and stationary phase in the complex domain is used to get the exponentially decaying asymptotics.
In [RS] the role of the equivariant kernels is played by the terms G n,k (z, w)σ n (z) ⊗ σ(w) n in Definition 5.21, where σ is defined in Section 5.2 as the section σ ∈ H 0 (Y, O(Y )) defining a hypersurface component of Fix(T). We do not assume Fix(T) contains a hypersurface component and do not make use of σ. We also do not make any constructions of G n,k or construct special parametrices adapted to the hypersurface Y , as is done in [RS] .
The analysis in Ross-Singer [RS] was largely motivated by a more general unsolved problem of determining Bergman kernel asymptotics for subspaces of sections defined in terms of vanishing order along a divisor Y ⊂ M . The partial Bergman kernels are Schwartz kernels of the orthogonal projections
onto the subspace of s ∈ H 0 (M, L k ) which vanish to order tk on a complex hypersurface Y . The main question is to find the asymptotics of the density of states,
defined by contracting the Szegö kernel along the diagonal with the metric. The asymptotics depend on whether z lies in the allowed region A t far from the divisor Y or whether it lies in the forbidden region F t near the divisor Y but it is more difficult to define these regions in the absence of a T action. The general definition of allowed/forbidden regions (due to R. Berman [Ber0] and developed several articles of Ross-Witt-Nystrom) is that the allowed region is the set A t := D Y,t = {φ e,Y,t = φ} where a certain equilibrium potential φ e,Z,t equals the original Kähler potential. As pointed out in [PS] , in this generality, there is no information about the smoothness of ∂D Y,t nor about the transition behaviour of (19) near ∂D Y,t . In [Ber0] it is suggested to employ singular Hermitian metrics with singularities and with negative curvature concentrated along the divisor on Y . At the present time, this program has only partially been carried out in [Ber0, RS, Co] and remains largely open.
The approach we take is to define partial Bergman kernels and allowed and forbidden regions in terms of spectral theory of Toeplitz operators. When the Hamiltonian flow is holomorphic and periodic and when one component of the fixed point set M T of the T action is a divisor Y , then the allowed and forbidden regions are those defined above in terms of the Hamiltonian and the interface asymptotics are given by (8) in [RS] . The hypersurface Y is necessarily the minimum set of the classical Hamiltonian. The link between the spectral theory and the definition of partial Bergman kernels in terms of vanishing order is given in the following Proposition (closely related to Lemma 5.4 of [RS] . )
Proposition 0.9. Suppose that the minimum set of H is a complex hypersurface
is the direct sum of eigenspaces ofĤ k for eigenvalue ≥ t.
Of course, it is only in special cases that the minimum set of H is a hypersurface. To take a simple model example, the hypersurface {z 1 = 0} is a component of the fixed point set of the S 1 action on C m defined by e iθ (z 1 , . . . , z m ) = (e iθ z 1 , z 2 , . . . , z m ), but for the 'isotropic Harmonic oscillator' e iθ (z 1 , . . . , z m ) = (e iθ z 1 , e iθ z 2 , . . . , e iθ z m ) generated by H = ||Z|| 2 /2 only {0} is in the fixed point set or minimum set of H. The spectral viewpoint of this article generalizes in many respects to any Hamiltonian H : M → R on any compact Kähler manifold. The Hamiltonian need not generate an S 1 action. In this case, the gradient flow and Hamiltonian flow do not commute or define a C * action, so much of the analysis of this article does not generalize. However it can be replaced by a more difficult analysis using Toeplitz operators [ZZ] .
Partial Bergman kernels corresponding to intervals of eigenvalues are closely related to Bergman kernels for the Kähler symplectic cut of M in H −1 (P ) in the sense of [BGL] . In a related article, we explain the precise relationship. 0.7. Acknowledgements. We would like to thank R. Paoletti, J. Ross, and M. Singer for their comments on earlier versions.
Hermitian line bundles, Kaehler potentials and geometric quantization
In this section, we review some elementary facts about the Kahler geometry and geometric quantization, and also establish our notations and conventions.
) be an ample line bundle with a positive hermitian metric over a projective Kahler manifold. For any z ∈ M , and any open neighborhood U of z on which L is trivial, we may choose a local trivialization e L ∈ Γ(U, L), that is e L (z) = 0 for all z ∈ U . Then we may define the corresponding local Kahler potential ϕ :
where
and the curvature is
We choose the Kahler form ω = Ric(L), more precisely
It often simplifies the analysis to lift sections of L → M and operators on sections to the unit circle bundle X h of the Hermitian metric h, so that geometric pre-quantization of the S 1 action is pullback of scalar functions under a flow. In the next section we discuss the geometric aspects of the lift and in §3.1 we discuss the analytic aspects.
1.2. The disc bundle and the circle bundle of L * . Let (L * , h * ) be the dual bundle to L with the induced hermitian metric h * , which we will also denote as h from now on. Let e * L ∈ Γ(U, L * ) be the dual frame to e L , then we can define the disc and circle bundle in L * :
The disc bundle D h is strictly pseudoconvex in L * , and hence X h inherits the structure of a strictly pseudoconvex CR manifold. Let ρ be a smooth function defined in a neighborhood of ∂D inside D, such that ρ > 0 in D o , ρ = 0 on ∂D and dρ = 0 near ∂D. For example, one may take ρ(x) = 1 − |λ| 2 e ϕ(z) or ρ(x) = − log(|λ| 2 e ϕ(z) ), where x = (z,λe * L (z)). Associated to X h is the contact form
where we used (z, θ) to denote z, e iθ e * L (z)/ e * L (z) h ∈ X h , and we abused notation by omitting π * in π * ∂ ϕ(z). The Reeb vector field R is uniquely defined by α(R) = 1, ι R dα = 0; here it is R = ∂ θ , the fiberwise rotation. Since later we will use ∂ θ for the generator of the holomorphic circle action on M , we will always refer to the Reeb flow by R, and the group action by r θ := exp(θR).
A section s k of L k determines an equivariant functionŝ k on L * by the rulê
1.3. Lifting the Hamiltonian flow to a contact flow on X h . Let H be a Hamiltonian function on (M, ω). Let ξ H be the Hamiltonian vector field associated to H, that is,
for all vector field Y on M . The sign convention for the Hamiltonian vector field and the corresponding Poisson bracket is
The purpose of this section is to lift ξ H to a contact vector fieldξ H on X h and to lift the Hamiltonian T action to a contact T action. Recall that the horizontal lift is defined by ξ h H ∈ ker α and π * ξ h H = ξ H . We also denote the Reeb vector field generating the canonical S 1 action on X h → M by R.
In Lemma 2.7 we prove that the lifted flow is periodic of period 2π.
Proof. We write ξ H = ξ. It is well-known that ∇ ξ s = dŝ(ξ h ); we refer to [KN] for the proof. The equation follows from the fact s lifts to an equivariant function satisfying Rŝ = ikŝ.
, and for any t ∈ R,
As mentioned above, if we have a holomorphic S 1 action, then the lifted flow is periodic of period 2π (Lemma 2.7). It follows that U k (θ) is periodic of period 2π.
1.4. The S 1 × S 1 action on X h and its weights. The Reeb flow and the lifted T action together define an S 1 × S 1 action on X h . Its weights form the semi-lattice {(j, k) ∈ Z + × Z + , j ∈ kP 0 }. This lifting and the approximation of energy levels by rays in Z + × Z + is discussed in detail in [STZ] for toric varieties, and the same discussion applies almost verbatim to T actions.
The asymptotics of the equivariant Bergman kernels Π k,j involves pairs (j n , k n ) of lattice points along a "ray" in the joint lattice. The simplest rays are the "rational rays" where j/k ∈ Q ∩ P 0 . Somewhat more complicated are "irrational rays" where
In this case we consider lattice points with
Kaehler manifolds carrying C * actions
We begin by reviewing the geometry of C * actions on Kähler manifolds and give examples where at least one component of the fixed point set is a hypersurface. We also consider the possible Hamiltonians H which generate such actions.
2.1. Bialnycki-Birula decomposition. Let (M, ω) be a compact Kähler manifold equipped with a holomorphic C * action. The generator of the C * action ξ ∈ H 0 (M, T 1,0 ) is a holomorphic vector field. A holomorphic T action which preserves ω is necessarily an isometric T action for the Kähler metric. The closure of a non-trivial C * orbit contains two fixed points and is a topological S 2 called a gradient sphere. A free gradient sphere is one whose generic point has trivial stabilizer. By Frankel's theorem [F] , if the action has a fixed point, then the real S 1 action is Hamiltonian. We denote the Hamiltonian by H : M → R and its Hamilton vector field by ξ = ξ H . Let F 1 , · · · , F r be the connected components of the fixed point set M T . Each F j is a compact totally geodesic Kähler submanifold of (M, ω). Set M
The so-called Bialynicki-Birula decomposition [BB, CS] states that the strata of the disjoint decpomposition
are locally closed analytic submanifolds. In Theorem II of [CS] it is proved that
is the weight space decomposition with positive (resp. negative) weights. Moreover, there is precisely one component M + 1 of the plus-decomposition (called the source), resp. one component M − 1 of the minus decomposition (called the sink) such that the associated stratra is Zariski open. We will denote the maximal stratum M − 1 that flows to the sink by M max . To paraphrase [BBS] , the C * action gives a 'flow' from the source to the sink, and the 'flowlines' are closures of 'generic' orbits and limits of such closures.
2.2. Morse theory and gradient flow. The same decomposition can be obtained from the real Morse theory of the Hamiltonian H. Kirwan proved that H 2 is a minimally degenerate Morse function. Since we are dealing with a real-valued moment map, we may simply use H and it is also a minimally degenerate (perfect) Bott-Morse function. The gradient flow of H with respect to the Kähler metric induces a Morse stratification of X, and in [Ki2, Y] it is proved that this stratification is the same as the Biralynicki-Birula decomposition. That is, the Morse stratum
so that F j are the components of the critical point set. The sink corresponds to the minimum set of H. In [RS] it is assumed that one of the components of M T is a hypersurface, and this hypersurface is necessarily the minimum set of H.
Above we defined the open dense set M E max of points whose forward or backward gradient trajectories intersect H −1 (E). Its complement consists of the stable/unstable manifolds of critical points other than the minimum/maximum. These gradient trajectories can get hung up at the other critical points and not make it to H −1 (E). We will also identify the Lie algebra g of T with R, such that −2π∂ θ ∈ g → 1 ∈ Z. Let H be the corresponding Hamiltonian for ξ H = −2π∂ θ . H is determined only up to an additive constant. We fix the indeterminacy in H by defining H = 0 on its mimimum set, the source M + 1 . Remark: (Remark on periods) By definition, the vector field ∂ θ of the action e iθ z has period 2π, so the above convention makes the period of ξ H equal to 1.
The image H(M ).
We normalized H so that the minimum of H is zero. The question then arises what is the maximum value of H or equivalently what is the interval H(M ). It must be a "lattice polytope", i.e. an interval which integer endpoints. Thus, the maximum of H must be an integer.
is a positive integer and is constant in z for z ∈ M max .
•
Proof. For each z ∈ M max we obtain a polarized Kähler CP 1 by (O z , L| Oz , ω| Oz ) and it must be the case that ω| Oz ∈ H 2 (O z , Z). This proves the first statement. We then restrict H : O z → R. It generates the
2.4. The Hamiltonian and the T-invariant Kähler potentials. Following §0.1, for any w = e ρ+iθ ∈ C * , denote the C * action on M by z → e ρ+iθ · z. If we choose a local slice S of the C * action (necessarily a symplectic manifold), then we may define slice-orbit coordinates (ρ, θ, y) by letting y be coordinates on the slice and identifying e iθ+ρ y = z.
For instance, if we choose a slice S E of the T action on H −1 (E) then we may use S E × C * to give local coordinates on a neighborhood of S E . Also, H −1 (E) is a slice of the gradient flow or R + action on M E max and we use the coordinates (ρ,
As in §0.1, we denote the two global vector fields ∂ ρ , ∂ θ (not be confused with the Reeb flow R on the circle bundle), such that
Since the C * action is holomorphic, we have ∂ θ = J∂ ρ . On any simply connected open set we may define a local T-invariant Kähler potential ϕ for ω, so that ω = i 2π ∂∂ϕ. We mainly use the properties of ϕ restricted to a C * orbit F . Our choice of coordinates is such that on F ,
Recall that the gradient vector field ∇H is related to the Hamiltonian vector field ξ H , for any
hence ∇H = Jξ H = −2πJ∂ θ = 2π∂ ρ . Thus the limit point of downward gradient flow ∇H is the same as lim ρ→−∞ e ρ · z = z ∞ ∈ M + 1 . The following lemma relates H with the local Kahler potential.
Lemma 2.2. Fix any z ∈ M max . Then
Proof. As in [GS] (5.5) we define a T-invariant potential using a T -invariant holomorphic section s ∈ H 0 T (M, L) in the sense of Lemma 1.3, i.e. so thatĤs = 0. Then,
where we used the Chern connection 1-form with respect to the basis frame s is given by A = −∂ϕ, and our convention of ξ H = −2π∂ θ (see above). Hence
This definition is unambiguous because any two T-invariant holomorphic sections give the same Hamiltonian
2.5. The second derivative of ϕ and the action integral b E . We now consider the relation of ∂ 2 ρ ϕ and b E (z) (9). Let O(z) denote the C * orbit of z, and let O R (z) denote the gradient trajectory of z. If O R (z) ∩ H −1 (E) = ∅, then they intersect at the unique point z E (23).
Hence, b E (z) is a strictly convex function in z, with minimum at z = z E and b E (z E ) = 0.
Proof. By Lemma 2.2, we have
Hence from (9), we have
The other two identities follow from ∂ ρ τ E (z) = 1 and ∂ ρ ϕ(z E ) = 0.
From Lemma 2.2 and the fact that ∇H = 2π∂ ρ (see §2.4), we get
Remark: A closely related formula, used below, is that
2.6. The Leafwise Symplectic Potential and b E . In this section we relate b E (z) to leaf-wise symplectic potentials. To define the symplectic potentials we use slice-orbit coordiantes (θ, ρ, y) as in (22) and pull back the Kahler potential (25) to C * , by ϕ(ρ, θ; y) = ϕ(e ρ+iθ · y). Since the Kahler potential is T invariant, ϕ(ρ, θ; y) is θ independent and is convex in ρ, and will be denoted by ϕ(ρ; y) relative to a slice S E ⊂ H −1 (E). Note that ϕ(ρ; e iθ y) = ϕ(ρ; y) and so ϕ(ρ, z E ) is defined for all z E ∈ H −1 (E). The leafwise symplectic potential is defined to be the Legendre transformation of ϕ(ρ; y), u(I; y) = sup
Since ϕ(ρ; y) is a smooth convex function in ρ, we have u(I; y) = Iρ(I; y) − ϕ(ρ(I; y); y), where ρ(I; y) is s.t. I = ∂ ρ ϕ(ρ(I; y); y).
The Legendre transformation is an involution, ϕ(ρ; y) = sup I∈R (ρI − u(I; y)) = ρI(ρ; y) − u(I(ρ; y); y), where I(ρ; y) is s.t. ρ = ∂ I u(I(ρ; y); y)
Also their second derivatives are related by
where I = I(ρ; y) and ρ = ρ(I; y). We use the notation I as in the "action-variable' dual to the angle variable θ; (31) implies that I/2 lies in the range of H (see Lemma (2.6)).
The following Lemma relates b E (z) with the symplectic potential, and can be easily verified using Lemma 2.3.
Lemma 2.5. Let z E ∈ H −1 (E) and use gradient flow-coordinates z = e ρ · z E . Then
Using the symplectic potential, one can easily derive the dependence of b E (z) in terms of E for fixed z.
Lemma 2.6. Fix z ∈ M and E ∈ H(M ), such that the R * orbit of z intersects H −1 (E) at z E , and let
and we have the following properties
Hence b(z, E) is a strictly convex function in E with minimum being 0 at E = H(z).
Proof. First we claim that ρ(2E; z) = −τ (z, E). Indeed by the definition of ρ(2E; z) in (31), we have
Combined with (27), this proves (35). Next, using ρ = ∂ I u(I(ρ; y); y) from (32), we have
and using (33) we have
.
2.7.
Periodicity of the lifted flow. We can now prove the periodicity statement in §1.3. Recall that the contact vector field isξ H = ξ h H − 2πR. Lemma 2.7. The lifted flow exp tξ H is 1-periodic, or equivalently, U k (θ) is 2π-periodic.
Proof. The equivalence follows from Lemma 1.3. By our choice of generator, the common period of all ξ Horbits equals 1, hence flow by ξ h H return to the same fiber. Since on the circle bundle, the horizonal vector field ξ h H and vertical Reeb vector field R commute, and H(z) is constant along the ξ H orbit, we may first flow by ξ h H for time 1, then by −2πHR for time 1. Let θ γ be defined such that exp(ξ h H )(z, λ) = (z, e iθγ λ). Then,
where we used identities from (26). Hence flowing by −2πHR sends (z, λ) → (z, e −i2πH λ) = (z, e −iθγ λ), the two e iθγ factor cancels, henceξ H has period 1. 
with Hamiltonians H = j b j |Z j | 2 . Extreme cases are where all b m = 0 except b 1 = 1, in which case the fixed point set is a hypersurface Z 1 = 0, and the isotropic Harmonic oscillator with all b j = 1 and Hamiltonian |Z| 2 with fixed point set {0}.
(i) Standard S 1 actions on CP m They arise from subgroups S 1 ⊂ SU (m + 1) of the form
With no loss of generality it is assumed that b 0 = 0. When b j = b k when j = k, the action has m + 1 isolated fixed points, P j = [0, . . . , 0, z j , 0, . . . , 0]. The weights at P j are {b j − b i } j =i . The Hamiltonian is
This example is taken from [Ki2] . Consider the cubic hypersurface X ⊂ CP 4 ,
Then X T has three fixed point components,
of which two (F 1 , F 3 ) are isolated fixed points and F 2 is a hypersurface in X, i.e. a curve. The point P = [0, 0, 0, 0, 1] is singular. The corresponding stable sets S j = {x ∈ X :
Here, S 1 is Zariski open in X, S 2 is of codimension one, and S 3 = F 3 is a point. The Hamiltonian H : X → R is the restriction of the Hamiltonian for the T action on CP m above.
(iii) Ruled surfaces [HS] Let M g be a Riemann surface of genus g, equipped with a constant curvature metric. Let L → M be a holomorphic line bundle. L carries a natural C * action. Projectivize each line L z → PL z ≃ CP 1 to get PL. It still carries a C * action. Examples of S 1 -invariant Kähler metrics are the constant scalar curvature metrics.
The Szegö kernel and the Boutet de Monvel-Sjöstrand parametrix
This section is preparation for Theorem 0.1 and the subsequence asymptotic results. The equivariant Bergman kernels Π k,j have two positive integer indices, indicating a lattice point in Z + × Z +
4
. The asymptotics in k for a fixed energy level E implicitly involve pairs (j n , k n ) of lattice points along a "ray" in the joint lattice. The simplest rays are the "rational rays" where j/k ∈ Q ∩ [0, 1). Somewhat more complicated are "irrational rays" where jn kn → E / ∈ Q. For these one needs to have control over the approximation | j k − E|. To deal with these issues, it seems cleanest to lift the sections of H 0 (M, L k ), resp. the equivariant kernels Π k,j , as equivariant functions (resp. kernels) on the unit circle bundle X h → M associated to the Hermitian line bundle (L * , h * ), see §1.2. This circle bundle carries a canonical S 1 action. The Hamiltonian T action also lifts to X h and thus the two commuting circle actions define an S 1 × S 1 action, whose weights form the semi-lattice of {(j, k) ∈ Z + × Z + }. This lifting and the approximation of energy levels by rays in Z + × Z + is discussed in detail in [STZ] for toric varieties, and the same discussion applies almost verbatim to T actions. We therefore summarize the key points and refer to [STZ] for further details.
3.1. The Szegö kernel and the Bergman kernel. We now discuss the analytic aspects of the lift to the circle bundle X h and the disc bundle D h in §1.2 and §1.3. We define the Hardy space H 2 (X h ) ⊂ L 2 (X h ) of square-integrable CR functions on X h , i.e., functions that are annihilated by the Cauchy-Riemann operator ∂ b and are L 2 with respect to the inner product
Equivalently, H 2 (X) is the space of boundary values of holomorphic functions on D that are in L 2 (X). Here, X h is given the contact volume form
The S 1 action on X commutes with∂ b ; hence
by the ruleŝ
We henceforth restrictŝ to X and then the equivariance property takes the form s k (r θ x) = e ikθŝ k (x). The map s →ŝ is a unitary equivalence between H 0 (M, L k ) and H 2 k (X). (This follows from (38)-(37) and the fact that α = dθ along the fibers of π : X → M .)
We define the (lifted) Szegö kernelΠ(x, y) to be the (Schwarz) kernel of the orthogonal projectionΠ k :
The Fourier componentsΠ k : L 2 (X) → H 2 k (X) of the Szegö projector can be extracted fromΠ(x, y) bŷ
The Szegö (or Bergman)
4 The T action in general has Z weights, since we have chosen H such that H(M ) ≥ 0, the corresponding weight are in Z + . 5 In the setting of line bundles, we use the terms interchangeably.
In a local coordinate patch U with a holomorphic frame e L ∈ Γ(U, L), we introduce two scalar kernels K k (z, w) and B k (z, w), with respect to the holomorphic frame and unitary frame:
The Bergman density function Π k (z) is the contraction of Π k (z, w) with the hermitian metric on the diagonal,
where in the second equality we record a standard abuse of notation in which the diagonal of the Szegö kernel is identified with its contraction. From the parametrix forΠ one can derive semi-classical parameterices for the Fourier components and thus for the semi-classical Szegö kernels on H 0 (M, L k ) (see [Ze1] , or [BBSj] for a direct construction).
Equivariant Szegö kernels.
In this section, we provide some elementary facts about the equivariant Szegö kernels (4). Let e L is a local T-invariant holomorphic frame and define
In Theorem 0.1, resp. Theorem 0.3, we give exponentially decaying asymptotics of equivariant Szegö kernels, resp. partial Bergman kernels, on the far off-diagonal, i.e. on neighborhoods of the (anti-)diagonal in M × M which do not shrink as k → ∞. The question arises, to which do such results require real analyticity of the metric and in which neighborhoods do they hold? A crucial point is that although the asymptotics pertain to off-diagonal pairs (z, w), the points z, w lie on the same C * orbit. The following result shows that we have exponential off-diagonal asymptotics as long as z, w lie on the same C * orbit.
Lemma 3.1. For all α, β ∈ C, we have
Proof. This is immediate from the definition of K and B.
In Propositions 4.1 and 4.3, this will be used to obtain sharp exponential asymptotics for equivariant Bergman kernels for general C ∞ metrics.
3.3. The Boutet de Monvel-Sjöstrand parametrix. Near the diagonal in X h × X h , there exists a parametrix due to Boutet de Monvel-Sjöstrand [BSj] for the Szegö kernel of the form,
Here, χ(x, y) is a smooth cutoff supported in a neighborhood of the diagonal that is discussed below. When the Kähler metric ω is real analytic, the phaseψ is constructed from the Kähler potential φ(z) of ω 0 bỹ
where ψ(z,w) is the analytic extension of φ(z) = ψ(z,z) into the complexification M ×M of M . 6 Also,
is an analytic symbol in the sense of [Sj] . Finally, the remainder termR(x, y) is real analytic in a neighborhood of the diagonal. If ω is only C ∞ then ψ(z, w) is defined by an almost-analytic extension and the remainder R is C ∞ . If we substitute the first term of (43) into (40), one obtains the oscillatory integral,
σψ(x,r θ y) e ikθ s(x, r θ y, σ)dθdσ,
Changing variables σ → kσ and eliminating the dθdσ integral by the stationary phase method gives, at least formally, the off-diagonal expansion for the full Szegö kernel on M ,
We view the expansion as defining a semi-classical parametrix for the Szegö kernel Π k (z, w) near the diagonal. A direct construction of the parametrix is given in [BBSj] (where (47) is stated as (2.2)).
3.4. Analyticity thresholds. Theorem 0.3 gives exponentially decaying asymptotics in the forbidden region and one may suspect that such accurate asymptotics require real analyticity assumptions on ω. In fact, at least to leading order the exponentially decaying asymptotics are proved for general C ∞ metrics in §7. The reason why this is possible stems ultimately from Lemma 3.1. Namely, although the proof uses the off-diagonal of the Bergman kernel it only uses it along the C * orbits, and essentially only along R + orbits. But equivariance gives the off-diagonal asymptotics along these orbits. Real analyticity is assumed in §6 and appears naturally in the Boutet-Sjoestrand parametrix construction, so we briefly compare Bergman kernels in the C ∞ and real analytic cases. This is not the place for a detailed discussion of Bergman kernels in the real analytic setting, so we do not provide proofs of the statements (referring to [Sj, Kan] for further discussion).
When the Kähler metric is real analytic, the phase ψ(z, w) of (47) (see also (43)) is the holomorphic extension of the Kähler potential φ to a neighborhood of the anti-diagonal in M ×M , and coefficients a i (z, w) are holomorphic functions in a neighborhood of the (anti-)diagonal. In the general C ∞ case, ψ is the almost-holomorphic extension of the Kähler potential φ. The series (47) is the stationary phase expansion of the integral in (43) and the remainder after truncating at the N th term is O(|e kψ(z,w |k m−N ). However, to obtain an expansion for the actual Szegö kernel Π k (z, w) one also needs a remainder estimate on the Fourier coefficients ofR(x, y) in (43). In the real analytic case,R(x, y) is analytic in a neighborhood of the diagonal and its Fourier coefficients decay at the rate e −kδ where δ is the width of the neighborhood. The integral in (43) is formally equal to the sum
According to [Kash] (above Theorem 0), the infinite series converges. 7 It is possible to show that the series converges sufficiently close to the "characteristic conoid" ψ = 0 using the Cauchy majorant method and the fact that s is an analytic symbol (see [Kan] and [Sj] for further discussion). The difference between (48) and the Bergman kernel, which we call the remainder term, is real analytic in a neighborhood {d(x, y) < δ} of the diagonal (with respect to the distance function on X h ).
Definition:
We define the analytic radius ρ a to be the largest ρ > 0 such that all of the following conditions hold:
• The Kähler potential φ(z) admits an analytic continuation ψ(z, w) to the neighborhood r(z, w) < ρ a in M × M .
• The remainder R(z, w) in (46) is real analytic for r(z, w) < ρ a .
Further we define:
Definition: A point z is within the analytic threshold with respect to an energy level E or an interval P if
7 It also appears to be said that the series converges to the Bergman kernel, but this is not correct; Bergman kernels for hyperbolic quotients show that there may exist a non-zero real analytic remainder.
• r(z, H −1 (E)) < ρ a , resp. r(z, H −1 (P )) < ρ a ;
• b P (z) < δ, where δ is defined in Proposition 3.2.
Here, r is the distance function of the Kähler metric. We choose the cutoff χ(x, y) to be equal to 1 in r(z, w) ≤ ρ a and zero on a slightly larger neighborhood. The following Proposition is proved by using analytic stationary phase on the first term and standard Paley-Wiener estimates on R k (z, w). 
is a semi-classical analytic symbol of order m with a 0 = 1 and where R k (z, w) is holomorphic in the neighborhood and |R k (z, w)| ≤ Ce −δk .
Spectral interpretation of vanishing order: Proof of Propositon 0.9. The following is very similar to Lemma 5.4 of [RS]:
Proposition 3.3. Let Y be the minimum set of H and assume it is a complex hypersurface. Then
is the direct sum of eigenspaces for eigenvalues ofĤ k of eigenvalue ≥ t.
Proof. Since Y is T-invariant, both L k and I tk Y are T invariant and so the action fo
Thus it suffices to determine the summands which are non-zero. An element s ∈ V k (j) transforms by w j under the action of w ∈ C * . We restrict it to C * orbit which tends to a point y ∈ Y . In holomorphic coordinates (w, y) where w = 0 on Y , it is given by c y w j . Thus it vanishes to order ≥ tk if and only if j ≥ tk.
3.6. Equivariant kernels and symplectic reduction. Equivariant Bergman kernels are closely related to Bergman kernels for the reductions of the level sets H −1 ( j k ). For instance, the space of invariant sections
is isomorphic in a canonical way to the space of holomorphic sections of the reduced line bundle L T on the reduced space
One might expect partial Bergman kernels to be closely related to Bergman kernels of Kähler cuts [BGL] .
Equivariant Bergman kernels: Proofs of Theorem 0.1 and Theorem 0.2
In this section, we prove that the equivariant Bergman kernel Π k,j (z, z) forms a Gaussian bump around the hypersurface H −1 (j/k), with decay width ∼ 1/ √ k.
4.1.
Proof of Theorem 0.1. Theorem 0.1 follows from the following two propositions. The first one establishes decay property of Π k,j (z) away from the real hypersurface H −1 (j/k). Recall the definition of b E (z) (9).
Proposition 4.1. Let ω be a C ∞ Kähler metric, and let H generate a holomorphic Hamiltonian S 1 action. Fix (k, j) and z ∈ H −1 (E) where E = j/k. Then, for any α ∈ R, we have
Proof. Using Lemma 3.1 with z = w, α = β ∈ R, we have
Now, write j = kE = kH(z) = k∂ ρ ϕ/2, we have
Remark: This proof does not use the parametrix.
The next proposition studies the kernel when z ∈ H −1 (j/k).
Proposition 4.2. Let ω be a C ∞ Kähler metric, and let H generate a holomorphic Hamiltonian S 1 action. Fix E ∈ H(M ) and a sequence {j k } such that |
where we used the fact ϕ is psh and T-invariant, to get ∂ 2 ρ ϕ strictly positive, hence |ρ k | = O(1/k). Then using Proposition 4.1, we get
Next, we evaluate Π k,j (z k , z k ) using the stationary phase method.
We claim that θ = 0 is the unique critical point. Indeed, using the T invariance of ϕ and ψ, we have ψ(e iθ z, z) = ψ(e iθ/2 z, e −iθ/2 z). Define the function Ψ : C → C by
Then the phase function is ψ(e iθ z, z) − iE k θ = Ψ(iθ).
To verify the claim that θ = 0 is a critical point for Ψ(iθ), suffice to check Ψ ′ (0) = 0. From the restriction of Ψ to R, we have, for all t ∈ R,
Hence θ = 0 is a critical point of Ψ(iθ), with Hessian ∂
Applying the standard stationary phase method, we get
The above two propositions finish the proof of Theorem 0.1.
Remark: If ϕ(z) is real analytic, then Ψ(τ ) is holomorphic when Im(τ ) is small enough. If ϕ is only smooth, then Ψ(τ ) is an almost analytic extension of Ψ| R . Although the proof uses the parametrix, it only uses Ψ in the real domain and only uses the C ∞ remainder. Hence, it does not require real analyticity.
4.2. Proof of Theorem 0.2. Theorem 0.2 follows from the following Proposition 4.3. Let ω be a C ∞ Kähler metric, and let H generate a holomorphic Hamiltonian S 1 action. Then for any fixed k, j, z ∈ H −1 (j/k) and α ∈ R, we have
Proof. This follows from Proposition 4.1, and Lemma 2.3. We Taylor expand b E (e α z) around α = 0, to get
then we plug in to the exponent e −kbE (e α ·z) .
5. Partial Bergman Kernel: Localization of sums
As above, let ω be a C ∞ Kähler metric, and let H generate a holomorphic Hamiltonian S 1 action. In this section we consider the sums the partial Bergman kernels (6) and the related sums (10) and (13). We prove several localization formulae for these sums. Roughly speaking a localization formula that, for a given z, only terms in the sums with
contribute to the leading order asymptotics. We break up into the cases where z is a general element of M E max and where z is
In the first two statements we assume the weights have the form f ( √ k( j k − E)) for applications to Theorem 0.4, but the proofs are valid for more general weights as stated in (3) below.
We start by proving a localization result for rather wide windows of indices and then proceed to sums over narrower windows of indices.
Wide sums:
We fix a standard smooth cut-off function χ : R → [0, 1], such that χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2.
Lemma 5.1 (Localization in spectral sum). Fix a generic z ∈ M that is not a fixed point of T, and an arbitrary small 1/2 ≫ ǫ > 0, we have
Proof. From Proposition 4.1, we have
and in the support of 1 − χ then monotonicity of b(z, E) in E for E > H(z) (Lemma 2.6), we have
Similar result holds for j/k < H(z) in the support of 1 − χ. Hence
5.2. Narrow windows. In this section we prove a localization formula for more general weights and narrower windows of indices.
(3) The same localization formulae are valid for weights of the form f ( j k ). Proof. Proof of (1) For each j in the sum, write
By Theorem 0.1 we then get,
If H(z) = E then b E (z) = 0 and b j/k increases as |E − j/k| increases. We now claim that for any ǫ > 0 there exists δ > 0 so that if |H(z) − j/k| ≥ ǫ then b j/k (z) ≥ δ. Indeed, it is visible from (56) that b j/k (z) increases as τ j/k increases or equivalently as |H(z) − j/k| increases.
It follows first that for any ǫ > 0 there exists δ > 0 so that
By assumption, {H = H(z)} is a regular level set of H, and so there exists a neighborhood of z of the form {H(z) − ǫ < H < H(z) + ǫ} in which |∇H| 2 ≥ γ for some γ > 0.
Moreover, by (29), if |∇H| 2 ≤ C then (taking into account the sign of σ),
Hence
Combining with (57) gives
It follows that if
If we choose M so that M (
completing the proof of (1).
Proof of (2)
To prove (54) we modify the proof of case (1). Since z = e β/ √ k z 0 , it suffices to use the bounds for τ j k (z 0 ) and b j k (z 0 ). But we cannot use the logarithm log k in the numerator. Rather, we use we choose
Since we divided by k m to normalize the sum, it suffices to choose M so that M ( γ C ) 2 ≥ log R ǫ and then by (55),
Here C is a bound on |∇H| −1 and other coefficients in the formula (which are independent of k). By choosing R ǫ sufficiently large we can make Ce −Rǫ ≤ ǫ. This concludes the proof of (2).
Proof of (3) In the proofs of (1)- (2) we did not use the specific form of f . Only the localization properties of the kernels Π k,j (z) were used. Hence the same proofs apply to weights f ( j k ).
Proof of Theorem 0.3: Euler-MacLaurin approach
In this section we prove Theorem 0.3 by the technique of [ShZ] . It uses what we called "polytope characters" to sift out the weights in the given interval. In dimension one we refer to these polytope characters as interval characters. For this result, we need to assume (for the first time) that the metric is real analytic.
Given a proper rational subinterval P = [
Proposition 0.7 is essentially equivalent to the following Lemma 6.1. For a proper rational subinterval P ⊂ H(M ),
The analysis of the partial Bergman kernels in the forbidden region depends on the asymptotic properties of interal characters near the real domain, i.e. for w lying in S(ε) := {w ∈ C : |Imw| < ε}.
The main result is that polytope characters are given by oscillatory integrals over P :
Then there exists ε > 0 such that the interval characters (62) are oscillatory integrals
where the A l are analytic functions on P × S(ε) that are holomorphic in w and algebraic in x, and i) A l (x, w) ∈ R whenever w ∈ R, ii) A 0 (x, 0) = 1 and A 0 (x, w) = L(w) where
Proof. This is proved in Proposition 3.1 of [ShZ] using the Euler-MacLaurin formula for sums over lattice points. In dimension one the proof is elementary because one has the exact formula (see [KSW] ),
Here,
The details are given in §10.2.
Combining Lemma 6.1 and Proposition 6.2, we obtain the following representation, Proposition 6.3. There exists a semi-classical symbol A k (z, w, x) of order 1 so that
where the phase ψ(z, w) is the off-diagonal almost analytic extension of the Kähler potential φ of h = e −φ and where R |kP (z, z) = O(k −∞ ) in the general C ∞ case, resp. O(e −δk ) in the real analytic case.
Proof. By Proposition 6.2, there exists a Fourier integral representation of the partial Bergman kernel in the form,
(66) The stated formula follows by substituting the Boutet de Monvel-Sjostrand parametrix and remainder for the Bergman kernels of
The phase Ψ A is given by Ψ A (φ, x; z) = i φ, x + ψ(e iφ z, z).
(67) We evaluate the integral by the method of stationary phase on half-spaces (see §10.1 and [Hö, Ch. 7] ). We first find the critical points of Ψ A . By Lemma 2.2, the (interior) critical point equations
We note that ReΨ A ≤ 0 and Ψ A = 0 at the critical point. The Hessian HΨ A of Ψ A (with respect to the variables φ, x) is of the form
It follows that det HΨ A | (0,x) = 1, (70) that the inverse Hessian is given by
and that Hessian operator in the stationary phase expansion is given by
By [Hö, Theorem 7.7 .5], for z ∈ A P , we have a stationary phase expansion of the form
, where g 3 is the third order Taylor remainder of the phase Ψ A . We note that g 3 is a function of φ alone, but that every φ derivative is accompanied by an x-derivative in H. It follows that only the very first term of the summation is non-zero. We now let z ∈ F P be a point in the classically forbidden region. Then the phase has no critical points. We deform the integral over T by changing e iφ z to e iφ+τ /2 z. By the triangle inequality,
Thus for each fixed τ and z, the maximal value of ReΨ occurs where t = 0. Then
Hence the critical-point equation is equivalent to:
To obatain a critical point at which ReΨ is maximal, we need to choose τ so that q(z) := e −τ /2 z ∈ ∂P.
As in [ShZ] , we then decompose the integral (65) into two parts:
where ρ is supported in a small neighborhood of q(z) and is ≡ 1 near q(z). It follows from (72) that d φ Ψ(0, x; τ z , z) = 0 for x = q(z). Since d φ Ψ does not vanish on the support of 1 − ρ(x) and sup R×P Ψ = Ψ(0, q(z)) = −b P (z), we conclude by performing the φ integration first, that
(see [Hö] ). Hence, we need consider only I ′ k . We evaluate I ′ k by applying stationary phase on a manifold with boundary as in §10.1. Since d φ Ψ(0, q(z); τ z , z) = 0, it follows that d y Ψ(0, 0) = 0. The real part of the phase Ψ takes its maximum at e −τz/2 z, and hence hypothesis (4) of the lemma holds. Also, hypothesis (2) is satisfied since d φ Ψ(0, x; τ z , z) = 0 for x = q(z), and hence d y Ψ(0, y) = 0 for y = 0. The Hessian is non-degenerate due to the convexity of φ along C * orbits. The decay function b P (z) is given by
stated in Theorem 0.3 then follows by Lemma 10.1 and (75). The pre-factor of k cancels due to the integration in θ and integration of x, each of which produces a factor of k − 1 2 . To complete the proof, we need to add the endpoint terms, 1 2 (Π ak,k (z) + Π bk,k (z)) + R |kpP (z, z). But the asymptotics of these terms are given by Theorems 0.1 and 0.2.
Proof of Theorem 0.6
In this section we prove Theorem 0.6 using Proposition 5.2 and asymptotics of equivariant Bergman kernels in Theorem 0.1 and Theorem 0.2. Let P = [E 1 , E 2 ] ⊂ H(M ), and recall the partial Bergman density as Π |kP (z) = j/k∈P Π k,j (z). The advantage of this proof is that it does not use or require real analyticity of the metric. We refer to Theorem 0.6 for further notation.
Proof of Theorem 0.6. (Allowed Region). If z is in the allowed region, z ∈ H −1 (int(P)), we may use the localization formula for the sum to write
However, this is the same as the full Bergman kernel, up to another O(k −∞ ) error term. (Forbidden Region). If z is in the forbidden region, z / ∈ H −1 (P ), then only terms with |H(z) − j/k| small will contribute. For each k, let j 0 := j 0 (z, k, P ) ∈ kP ∩ Z be the integer j such that |H(z) − j/k| smallest. Let z j ∈ H −1 (j/k) and τ j be such that, z = e τj z j . Since we assumed H(z) < H(z j ), τ j < 0. Then using Proposition 4.1, we have
In fact, for any 1 ≫ ǫ > 0, we claim that
Indeed, consider first the case z < E 1 . Let
This finishes the proof of the localization claim (80). Next, we claim that the sum in (80) can be approximated by an infinite geometric series with O(1/k) error. Indeed, using Proposition 4.2, we have
where R(m, z 0 ) has at most polynomial growth in m, hence is integrable against the exponential decaying factor. This finishes the proof for the forbidden region case.
(Interface). Finally, we consider the boundary case, |H(z) − E i | < Ck −1/2 , i = 1 or 2. Again, assume z is closed to the left boundary, z = e
The right boundary case is identical. By the Localization Lemma 5.1
Next we Taylor expand b(z, E) around E = H(z), ∃δ, C > 0, such that for all |H(z) − E| < δ, we have
where we have used Lemma 2.6, and |R
we have
and
where we used χ(u j /k ǫ ) > 0 only u j < 2k ǫ . Abbrevating the cut-off function by χ j , we have
where R(u j ) has at most polynomial growth in u j , hence is integrable against the Gaussian decaying factor, and removing the cut-off only will introduce an exponentially small error. Finally, we replace sum with
We now make the further assumption thatf ∈ C c (R) (compactly supported continuous functions). Substituting τ = it, using the Plancherel theorem and the Taylor expansion above,
This completes the proof whenf ∈ C c (R).
We then observe that if we multiply I f (z, k) by k −m (or more precisely divide by I 1 (z, k) to get a probability measure), then k −m I f (z, k) is a bounded linear functional on f ∈ C b (R) (bounded continuous functions, equipped with the sup norm). The proof above shows that for f ∈ C 0 (R) (vanishing at infinity) with the property thatf ∈ C c (R), Proof. The proof follows verbatim to the interface case in Proposition 0.6. First, we reduce the general case to β = 0 case. Define u j = √ k(j/k − E 0 ). Then using directly Lemma 3.1, we have Hence we assume z = z 0 , β = 0 from now on. Let j 0 = j 0 (z, k) be the closest integer to kE 0 . By localization lemma 5.1
Next we Taylor expand b(z, j/k) around E = E 0 , ∃δ, C > 0, such that for all |E 0 − E| < δ, we have
where we have used Lemma 2.6, and |R 
and kR 
where we used χ(u j /k ǫ ) > 0 only u j < 2k ǫ . Abbrevating the cut-off function by χ j , we have Proof. In fact, K k,j (z, w) is U (m)-invariant and so K k,j (z, w) is a function of z · w. It is also homogeneous of degree 2j so it is a constant multiple C = C k,j,m of (z · w) k . The constant may be determined from the fact that dim V k (j) = 2 . But it is useful to compute the integral using the general method, which we will explain next.
Let E := E k,j = j k . The first equality follows from (98). We then change θ to θ + iτ so that the complex phase is Ψ z,τ (θ) = −iE(θ + iτ ) + e i(θ+iτ ) ||z|| 2 .
The critical point equation is ∂ i∂θ Ψ z,τ (θ) = −E + e i(θ+iτ ) ||z|| 2 = 0 ⇐⇒ Ee −iθ = e −τ z 2 .
Since the right side is positive real, the only possible solution is θ = 0 and for this we need to choose τ so that e τ = z 2 /E = H(z)/E. With this choice of τ , and by deforming the contour to this |w| = e τ ∈ C, the phase becomes −iE(θ + i log( z 2 /E)) + Ee iθ and we have a non-degenerate critical point at θ = 0 and an asymptotic expansion, where we used the stationary phase formula for dθ integral. The result agrees with the exact one after applying Stirling formula. The statement about the maximum of B k,j (z) can be obtained by solving
Indeed, the maximum of B k,j (z) occurs when z 2 = E. Now we scale the equivariant Bargmann-Fock kernels around H −1 (E) and prove Theorem 0.2 in this case. Let z 0 ∈ H −1 (E), i.e. ||z 0 || 2 = E and fix u ∈ R.
As k → ∞,
so the phase has the form kEΨ with
where e x = 1 + x + x 2 /2! + e 3 (x). We localize around θ = 0 using a cutoff χ ∈ C ∞ 0 (−1, 1) and change variables θ → k −1/2 θ to get
where A is a semi-classical symbol of order zero. Here, we absorbed the other terms, Applying the stationary phase expansion [Hö, Th. 7.7 .5] to the first term of (100) and iterating, we obtain the desired expansion.
10.2. Euler-MacLaurin in dimension one. The Euler-MacLaurin formula states (see [KSW] ),
In the case of exponential functions, We then sum over j ∈ k[a, b] and let y = kx, to obtain the formula in Proposition 6.2, 
