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Ondes progressives pour l’e´quation de Gross-Pitaevskii
Fabrice Be´thuel 1, Philippe Gravejat 2, Jean-Claude Saut 3
Re´sume´
Cet expose´ pre´sente les re´sultats de l’article [3] sur les ondes progressives pour l’e´quation
de Gross-Pitaevskii : la construction d’une branche d’ondes progressives non constantes
d’e´nergie finie en dimensions deux et trois par un argument variationnel de minimisation
sous contraintes, ainsi que la non-existence d’ondes progressives non constantes d’e´nergie
petites en dimension trois.
1 Introduction
1.1 L’e´quation de Gross-Pitaevskii
L’e´quation de Gross-Pitaevskii de´crit des phe´nome`nes tels que la condensation de Bose-
Einstein des gaz atomiques ultra-froids, la superfluidite´ de l’He´lium II, ou les solitons sombres
en optique non line´aire (cf les articles de V.L. Ginzburg et L.P. Pitaevskii [19], L.P. Pitaevskii
[40], et E.P. Gross [27], ainsi que, par exemple, les articles de revue de C. Coste [10], ou de
Y.S. Kivshar et B. Luther-Davies [34]). C’est une e´quation de type Schro¨dinger non line´aire, qui
s’e´crit sous la forme
i∂tΨ = ∆Ψ+Ψ(1− |Ψ|2). (GP)
La solution Ψ, de´finie sur RN × R, et a` valeurs complexes, est la fonction d’ondes associe´e au
phe´nome`ne e´tudie´.
L’e´quation (GP) est hamiltonienne. Son hamiltonien, l’e´nergie de Ginzburg-Landau, est donne´
par l’expression
E(Ψ) =
1
2
∫
RN
|∇Ψ|2 + 1
4
∫
RN
(1− |Ψ|2)2 =
∫
RN
e(Ψ). (1.1)
Nous nous limiterons ici a` l’analyse des solutions Ψ d’e´nergie finie de l’e´quation (GP). Ce n’est
pas ne´cessaire, au moins sur le plan mathe´matique (cf les articles de D. Chiron [8, 9], et de
F. Be´thuel et D. Smets [6]), mais la description des phe´nome`nes cite´s ci-dessus requiert en
ge´ne´ral cette condition. Une solution Ψ d’e´nergie finie ve´rifie, au moins formellement, la condition
|Ψ(x, t)| → 1, lorsque |x| → +∞, alors que l’analyse des e´quations de type Schro¨dinger non
line´aire porte plutoˆt sur des solutions de limite nulle a` l’infini. Cette diffe´rence, essentielle,
complique quelque peu l’e´tude de l’e´quation (GP), que ce soit pour la re´solution du proble`me
de Cauchy associe´, ou pour l’existence de solutions particulie`res.
L’e´quation (GP) conserve, au moins formellement, une seconde quantite´ inte´grale : le moment,
de´fini par
P (Ψ) =
1
2
∫
RN
〈i∇Ψ,Ψ〉, (1.2)
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qui de´crit l’e´volution du centre de masse de la solution Ψ. La notation 〈 , 〉 de´signe le produit
scalaire du plan complexe identifie´ a` l’espace vectoriel re´el R2. L’une des difficulte´s de l’analyse
de l’e´quation (GP) est de donner un sens rigoureux au moment P . Lorsque Ψ est d’e´nergie finie,
la quantite´ 〈i∇Ψ,Ψ〉 n’est pas, a priori, inte´grable en raison de la condition de limite non nulle
a` l’infini ; la formule (1.2) n’a pas de sens. Une fac¸on e´le´mentaire de lui donner un sens est de
de´finir le moment P (Ψ) par
P (Ψ) =
1
2
∫
RN
〈i∇Ψ,Ψ− 1〉. (1.3)
Lorsque la fonction Ψ, et non pas seulement son module, a pour limite 1 a` l’infini, et que la
diffe´rence Ψ − 1 est suffisamment inte´grable, le moment P (Ψ) est bien de´finie par la formule
(1.3). C’est le cas pour les solutions de l’e´quation (GP) de type ondes progressives (en dimension
supe´rieure ou e´gale a` deux).
L’e´quation de Gross-Pitaevskii pre´sente une seconde forme, la forme hydrodynamique, qui
s’obtient a` l’aide de la transformation de Madelung [37]
Ψ =
√
ρ exp iϕ.
Cette forme hydrodynamique s’e´crit{
∂tρ+ div(ρv) = 0,
ρ(∂tv + v.∇v) +∇ρ2 = ρ∇
(
∆ρ
ρ
− |∇ρ|2
2ρ2
)
,
(1.4)
ou` v = −2∇ϕ. Le syste`me (1.4) est semblable aux e´quations d’Euler pour un fluide irrotationnel
de pression p(ρ) = ρ2. Il en diffe`re par le terme non line´aire du membre droit de la seconde
e´quation, que l’on de´signe, en ge´ne´ral, sous le terme de pression quantique. Cette analogie permet
de calculer la vitesse des ondes sonores cs autour de la solution constante Ψ0 = 1 de l’e´quation
(GP). La line´arisation de (GP) pour une perturbation Ψ =
√
1 + ρ˜ exp iϕ˜ de la solution Ψ0
conduit en effet a` l’e´quation des ondes
∂2t ρ˜− 2∆ρ˜ = 0,
de sorte que la vitesse des ondes sonores vaut
cs =
√
2.
Cette vitesse joue un roˆle primordial dans l’e´tude des ondes progressives pour l’e´quation de
Gross-Pitaevskii.
1.2 Ondes progressives pour l’e´quation de Gross-Pitaevskii
Les ondes progressives sont les solutions particulie`res de l’e´quation (GP) qui s’expriment sous
la forme
Ψ(x, t) = v(x1 − ct, x2, . . . , xN ).
Elles correspondent a` la propagation d’un profil v suivant la direction x1 a` une vitesse c, suppose´e
constante. La fonction v, de´finie sur RN et a` valeurs complexes, ve´rifie l’e´quation
ic∂1v +∆v + v(1− |v|2) = 0. (OPc)
Si v est solution de cette e´quation pour la vitesse c, la fonction conjugue´e de v est solution de
cette meˆme e´quation pour la vitesse −c, de sorte qu’il est possible de se restreindre a` des vitesses
c positives.
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L’inte´reˆt pour les ondes progressives d’e´nergie finie provient de leur roˆle suppose´ dans la
dynamique associe´e a` l’e´quation de Gross-Pitaevskii. Plusieurs travaux a` la fois nume´riques
et formels se sont attache´s a` de´crire les conditions de leur existence, ainsi que certaines de
leurs proprie´te´s qualitatives. S.V. Iordanskii et A.V. Smirnov [30] ont ainsi analyse´ leur limite
transsonique en dimension trois, puis C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31] ont
dresse´ une liste exhaustive de leurs principales caracte´ristiques en dimensions deux et trois.
La premie`re question a` soulever au sujet des ondes progressives est bien suˆr celle de leur
existence. L’e´quation (OPc) posse`de des solutions tre`s simples, comme les fonctions constantes
de module un, ou la fonction nulle. Il est de plus possible de construire de nouvelles solutions
par des transformations ge´ome´triques e´le´mentaires a` partir d’une solution v donne´e. A` titre
d’exemple, l’e´quation (OPc) est invariante par multiplication par une constante de module un
ou par translation. Elle est e´galement invariante par la transformation qui, a` une fonction v
donne´e, associe la fonction v˜, de´finie par
v˜(x) = v(x) exp(−icx1).
Cependant, les solutions construites a` partir des solutions constantes a` l’aide de ces diverses
transformations demeurent constantes, ou sont d’e´nergie infinie. Se pose donc la question de
l’existence d’ondes progressives qui ne soient ni constantes, ni d’e´nergie infinie.
C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31] ont re´pondu par l’affirmative a` cette
interrogation. Ils ont e´tabli, a` l’aide d’outils nume´riques et formels, que l’e´quation (OPc) posse`de
une branche de solutions vc, non constantes, d’e´nergie finie, pour des vitesses
0 < c <
√
2. (1.5)
A` l’inverse, il n’existe pas de telles solutions pour une vitesse nulle, ou pour des vitesses
c ≥
√
2.
Autrement dit, les seules ondes progressives, non constantes, d’e´nergie finie sont subsoniques, et
ne peuvent eˆtre ni stationnaires, ni soniques, ni supersoniques.
C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31] ont trace´ la branche de solutions sub-
soniques de l’e´quation (OPc) dans le plan e´nergie E - moment scalaire p. Le terme de moment
scalaire de´signe ici la premie`re composante
p(v) = P1(v) =
1
2
∫
RN
〈i∂1v, v − 1〉, (1.6)
du moment P de´fini par l’expression (1.3). En dimension deux, leur trace´ a l’allure suivante,
6
-
0
E(vc)
p(vc)
cv
tandis qu’en dimension trois, il prend la forme suivante,
3
6-
0
E(vc)
p(vc)pr
Er cr
cv
Sur ces deux courbes, chaque point repre´sente une onde progressive vc d’e´nergie E(vc) et de
moment p(vc) donne´s. La vitesse c de l’onde progressive est la pente de la tangente a` la courbe
au point conside´re´, en raison de la relation
c =
∂E
∂p
(
p(vc)
)
,
laquelle est formellement valable le long de la courbe. Que ce soit en dimension deux ou en
dimension trois, l’e´nergie et le moment scalaire de vc deviennent infinis lorsque sa vitesse c tend
vers 0. En dimension deux, ces deux quantite´s tendent vers 0 a` la limite transsonique, c’est-a`-
dire lorsque c tend vers la vitesse du son cs =
√
2. A` l’inverse, en dimension trois, l’e´nergie et
le moment scalaire de vc deviennent infinis a` la limite transsonique : la courbe pre´sente deux
branches, se´pare´es par un point de rebroussement atteint pour une valeur de la vitesse cr, une
e´nergie Er, et un moment scalaire pr.
L’existence de branches d’ondes progressives vc parame´trise´es par la vitesse c, sugge`re d’analy-
ser l’e´volution des ondes progressives vc en fonction de leur vitesse c. C.A. Jones, S.J. Putterman
et P.H. Roberts [32, 31] ont ainsi e´tabli que, lorsque la vitesse c est petite, les ondes progres-
sives vc pre´sentent des vortex, c’est-a`-dire des points en lesquels vc s’annule, et autour desquels
l’application vc|vc| a un degre´ topologique non nul. En dimension deux, vc pre´sente deux vortex
de degre´s −1 et 1, syme´triques par rapport a` l’axe x1, et a` une distance e´quivalente a` 2c lorsque
c tend vers 0, comme l’indique le sche´ma suivant,
-
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6
?
0
x2
x1
∼ 2
c
−1
+1
De manie`re analogue, en dimension trois, vc pre´sente un anneau de vortex autour de l’axe x1,
de diame`tre e´quivalent a` 2| ln(c)|
c
lorsque c tend vers 0, qui est repre´sente´ sur la figure suivante,
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x1
x2
x3
∼ 2 | ln(c)|
c
Ces deux sche´mas repre´sentent des solutions qui ve´rifient la syme´trie naturelle associe´e a`
l’e´quation (OPc) : la syme´trie par rapport a` l’axe x1 en dimension deux, l’invariance par rotation
autour de l’axe x1 en dimension trois. Les ondes progressives vc obtenues par C.A. Jones, S.J.
Putterman et P.H. Roberts [32, 31] pre´sentent ces syme´tries, ce qui explique le positionnement
ci-dessus de leurs vortex (qui n’est pas conserve´ par translation).
Lorsque la vitesse c augmente, les ondes progressives vc ne s’annulent plus au-dessus d’une
vitesse critique cv, qui semble nume´riquement infe´rieure a` celle du point de rebroussement cr en
dimension trois.
Enfin, lorsque c approche la vitesse du son cs =
√
2, la fonction vc devient une onde de
rare´faction : elle converge uniforme´ment vers une constante de module un. Il est alors possible
de la relever, c’est-a`-dire de l’e´crire sous la forme
vc = ̺c exp iϕc, (1.7)
ou` le module ̺c et la phase ϕc sont de´finis sur R
N et a` valeurs re´elles. A` la limite transsonique, ces
deux fonctions sont gouverne´es, a` un changement d’e´chelles pre`s, par l’e´quation de Kadomtsev-
Petviashvili (KPI),
∂tΦ+ Φ∂1Φ+ ∂
3
1Φ−
N∑
j=2
∂−11
(
∂2jΦ
)
= 0. (KPI)
Cette e´quation ge´ne´ralise l’e´quation de Korteweg-de Vries (KdV),
∂tΦ+ Φ∂xΦ+ ∂
3
xΦ = 0, (KdV)
aux dimensions supe´rieures ou e´gales a` deux. Elle de´crit l’e´volution d’ondes essentiellement uni-
directionnelles, faiblement dispersives, et faiblement non line´aires (cf l’article de B.B. Kadomtsev
et V.I. Petviashvili [33]). Pour pre´ciser le lien entre les e´quations (GP) et (KPI), il est ne´cessaire
de de´finir les fonctions Nc et ∂1Θc, donne´es par les changement d’e´chelles
Nc(x) =
6
2− c2
(
1− ̺c
( x1√
2− c2 ,
√
2x⊥
2− c2
)2)
, et ∂1Θc(x) =
6
√
2
(2− c2) 32
∂1ϕc
( x1√
2− c2 ,
√
2x⊥
2− c2
)2
,
(1.8)
ou` x = (x1, x⊥), et x⊥ = (x2, . . . , xN ). A` la limite c→
√
2, les fonctions Nc et ∂1Θc convergent
vers une solution w de l’e´quation des ondes solitaires de vitesse 1 pour l’e´quation (KPI), a` savoir
∂1w − w∂1w − ∂31w +
N∑
j=2
∂−11
(
∂2jw
)
= 0. (1.9)
Pour conclure quant aux travaux de C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31], il
faut noter qu’ils ont aussi de´crit le comportement asymptotique des ondes progressives vc, ainsi
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que leur stabilite´, lorsqu’elles sont soumises au flot associe´ a` l’e´quation (GP). En ce qui concerne
leur comportement asymptotique, il est donne´ par les de´veloppements formels suivants, a` une
constante multiplicative de module un pre`s,
vc(x) ≃ 1 + iαx1
x21 + (1− c
2
2 )x
2
2
+ . . . , (1.10)
en dimension deux, et
vc(x) ≃ 1 + iαx1
(x21 + (1− c
2
2 )(x
2
2 + x
2
3))
3
2
+ . . . , (1.11)
en dimension trois. Le coefficient dipolaire e´lastique α, qui apparaˆıt dans ces deux formules,
de´pend explicitement de l’e´nergie E(vc) et du moment scalaire p(vc) a` travers les relations
2πα
√
1− c
2
2
= cE(vc) + 2
(
1− c
2
4
)
p(vc), (1.12)
en dimension deux, et
4πα =
c
2
E(vc) + 2p(vc), (1.13)
en dimension trois. Ces de´veloppements indiquent qu’une onde progressive vc tend vers une
constante de module un a` l’infini, ce qui n’est pas comple`tement e´vident, au sens ou` le caracte`re
fini de l’e´nergie implique que le module de vc tend vers 1 a` l’infini, mais n’implique a priori rien
pour la phase de vc. De plus, la diffe´rence entre l’onde progressive vc et sa limite a` l’infini a une
de´croissance alge´brique explicite, essentiellement gouverne´e par la fonction x 7→ 1|x|N−1 , comme
le soulignent les formules (1.10) et (1.11).
Quant a` la stabilite´ des ondes progressives vc, il s’agit de de´terminer si la solution Ψ de
l’e´quation (GP) associe´e a` une donne´e initiale Ψ0 proche de vc, reste proche de la fonction
(x, t) 7→ vc(x1 − ct, x⊥) en temps grand. C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31]
estiment que c’est bien le cas en dimension deux, ainsi que pour les ondes progressives sur
la branche infe´rieure en dimension trois, mais qu’au contraire, les ondes progressives sur la
branche supe´rieure en dimension trois sont instables. Cette diffe´rence est lie´e au fait que les ondes
progressives en dimension deux, ou sur la branche infe´rieure en dimension trois, minimisent
l’e´nergie E a` moment scalaire p fixe´, alors qu’il n’en est rien pour la branche supe´rieure en
dimension trois (cf la Partie 3 ci-dessous).
2 Contexte mathe´matique
L’ensemble des re´sultats de C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31] a conduit a`
un certain nombre de travaux mathe´matiques, qui les ont pour l’essentiel confirme´s. Avant de
rappeler ces travaux, et d’e´noncer les principaux re´sultats de cet expose´, il est utile de mentionner
plusieurs re´sultats re´cents sur l’e´quation (GP), qui s’appliquent aux dimensions deux et trois
que nous conside´rons dans cette partie.
2.1 L’e´quation de Gross-Pitaevskii
Rappelons que l’inte´reˆt pour les ondes progressives d’e´nergie finie provient de leur roˆle suppose´
dans la dynamique en temps long associe´e a` l’e´quation de Gross-Pitaevskii. Aussi est-il ne´cessaire
de montrer que cette dynamique existe, a` savoir que l’e´quation (GP) est bien pose´e globalement.
P. Ge´rard [17] a re´solu cette question en dimensions deux et trois : le proble`me de Cauchy associe´
a` l’e´quation (GP) admet une unique solution globale dans l’espace d’e´nergie
E(RN ) = {v ∈ H1loc(RN ), t.q. E(v) < +∞}, (2.1)
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qui conserve de plus, l’e´nergie initiale.
The´ore`me ([17]). Soit N = 2 ou N = 3, et Ψ0, une fonction de E(RN ). Il existe une unique
solution globale Ψ dans C0(R, E(RN )) de l’e´quation (GP) de donne´e initiale Ψ0. De plus, cette
solution conserve l’e´nergie de Ginzburg-Landau
E(Ψ(t)) = E(Ψ0), ∀t ∈ R.
Remarque. Le proble`me de Cauchy pour l’e´quation (GP) est bien pose´ globalement dans
l’espace d’e´nergie en dimension un (cf le livre de P.E. Zhidkov [43]). En dimension deux ou trois,
il est bien pose´ globalement dans l’espace {1}+H1(RN ) (cf l’article de F. Be´thuel et J.-C. Saut
[5]), l’espace de Zhidkov X2(R2) (cf l’article d’O. Goubet [20]), les espaces {v}+H1(RN ), ou` v
est par exemple, une onde progressive d’e´nergie finie (cf l’article de C. Gallo [16]). En dimension
quatre ou supe´rieure, l’existence globale de solutions d’e´nergie petite re´sulte des travaux de P.
Ge´rard [17], de C. Gallo [15], et de S. Gustafson, K. Nakanishi et T.-P. Tsai [28]. Pour plus de
de´tails sur l’e´tude du proble`me de Cauchy pour l’e´quation (GP), nous renvoyons a` l’article de
revue de P. Ge´rard [18].
L’existence globale des solutions de l’e´quation (GP) dans l’espace d’e´nergie permet d’envisa-
ger l’e´tude dynamique des ondes progressives v, qui appartiennent a` cet espace, en particulier,
de leur stabilite´. Cette e´tude semble ne´anmoins reque´rir un re´sultat de conservation du moment
scalaire p, lequel n’est pas bien de´fini dans l’espace d’e´nergie E(RN ). Il est par contre bien de´fini
et conserve´ dans l’espace {v} +H1(RN ) (cf l’article de C. Gallo [15]), qui offre donc un cadre
adapte´ a` l’e´tude de la stabilite´ des ondes progressives. Ce n’est cependant pas la seule difficulte´
de cette e´tude. Aussi est-il naturel d’envisager en premier lieu, l’e´tude dynamique de solutions
particulie`res plus simples : les solutions constantes de module un.
En dimension trois, P. Ge´rard [18] a ainsi montre´ la stabilite´ des solutions constantes de
l’e´quation (GP) soumises a` de petites perturbations dans l’espace d’e´nergie.
The´ore`me ([18]). Soit N = 3, et λ, un nombre complexe de module un. Pour tout nombre re´el
ε > 0, il existe un nombre re´el δ > 0, tel que, si Ψ0 est une fonction de E(R3) qui ve´rifie
dE(Ψ0, λ) < δ,
alors, la solution Ψ de l’e´quation (GP) de donne´e initiale Ψ0 ve´rifie
sup
t∈R
(
dE(Ψ(t), λ)
)
< ε.
La notation dE de´signe ici une distance sur l’espace E(R3), de´finie par l’expression
dE(u, u˜) = |µ− µ˜|+
∥∥∇v −∇v˜∥∥
L2(R3)
+
∥∥|v|2 + 2Re(v)− |v˜|2 − 2Re(v˜)∥∥
L2(R3)
,
ou` u = µ(1+v) ∈ E(R3), u˜ = µ˜(1+ v˜) ∈ E(R3), et µ et µ˜ sont des nombres complexes de module
un.
Remarque. A` notre connaissance, aucun re´sultat similaire n’est a` ce jour e´tabli en dimension
deux.
L’e´tape suivante dans la compre´hension de l’e´volution en temps long du flot de l’e´quation
(GP) associe´e a` des donne´es initiales Ψ0 proche d’une solution constante λ est l’analyse du
proble`me du scattering pour l’e´quation (GP). Il s’agit de de´terminer si les solutions Ψ associe´es
aux donne´es initiales Ψ0 e´voluent en temps long comme les solutions Φ de l’e´quation line´arise´e
autour de la constante λ,
i∂tΦ = ∆Φ− 2λ〈λ,Φ〉. (2.2)
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S. Gustafson, K. Nakanishi et T.-P. Tsai [28] ont re´solu ce proble`me en toute dimension
supe´rieure ou e´gale a` quatre. En dimensions trois, ils ont construit des solutions dispersives Ψ
de l’e´quation (GP) (cf l’article [29]) : il existe des donne´es initiales Ψ0 proches d’une solution
constante λ telles que les solutions Ψ associe´es aux donne´es initiales Ψ0 e´voluent en temps long
comme les solutions de l’e´quation (2.2).
The´ore`me ([29]). Soit N = 3, λ, un nombre complexe de module un, et ϕ ∈ H˙1(R3). Il existe
une solution globale Ψ = λ(1 + Uφ1 + iφ2) de l’e´quation (GP) telle que
φ1(t) + iφ2(t)− exp(itH)ϕ −→ 0 dans H˙1(R3), lorsque t→ +∞,
ou` U =
√
−∆
2−∆ et H =
√
−∆(2−∆).
Remarque. L’e´nonce´ pre´ce´dent reprend les notations, et en particulier, les changements de
variables, introduits par S. Gustafson, K. Nakanishi et T.-P. Tsai [29]. La fonction
Φ(t) = λ
(
URe
(
exp(itH)ϕ
)
+ iIm
(
exp(itH)ϕ
))
,
est solution de l’e´quation (2.2).
Remarque. S. Gustafson, K. Nakanishi et T.-P. Tsai [29] ont e´galement construit des solutions
dispersives Ψ de l’e´quation (GP) en dimension deux, mais leur comportement asymptotique est
plus complexe que celui fourni par l’e´quation (2.2) (cf l’article de revue de K. Nakanishi [39]).
2.2 Ondes progressives pour l’e´quation de Gross-Pitaevskii
En dimension deux ou supe´rieure, plusieurs travaux re´cents confirment les re´sultats avance´s
par C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31] sur les ondes progressives pour l’e´quation
(GP). Avant de rappeler ces re´sultats, rappelons que l’e´quation (OPc) est inte´grable en dimen-
sion un, de sorte que la plupart des proprie´te´s des ondes progressives sont explicites.
The´ore`me ([42, 38, 24, 16]). Soit N = 1, c ≥ 0, et v, une solution d’e´nergie finie de l’e´quation
(GP).
i) Si c ≥ √2, v est une constante de module un.
ii) Si 0 ≤ c < √2, v est soit identiquement e´gale a` une constante de module un, soit e´gale, a`
multiplication par une constante de module un et translation pre`s, a` la fonction
vc(x) =
√
1− c
2
2
th
(√2− c2
2
x
)
− i c√
2
.
Lorsque c est diffe´rent de 0, la fonction vc s’e´crit e´galement
vc(x) =
√√√√√1− 2− c2
2ch2
(√
2−c2
2 x
) exp i( arctan(√2− c2
c
th
(√2− c2
2
x
))
− π
2
)
.
Nous ne de´taillerons pas les proprie´te´s des ondes progressives en dimension un. Nous ren-
voyons a` l’article de revue [1].
Re´sultats d’existence
En dimension deux, F. Be´thuel et J.C. Saut [5] ont re´solu la question de l’existence d’ondes
progressives, non constantes, d’e´nergie finie lorsque leur vitesse c est petite. Ils ont e´galement
e´tabli la pre´sence de vortex a` la limite c→ 0.
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The´ore`me ([5]). Soit N = 2. Il existe une constante c0 > 0 telle que l’e´quation (OPc) a une
solution vc non constante d’e´nergie finie pour chaque valeur de c ∈]0, c0[. De plus, la fonction
vc pre´sente deux vortex de degre´ ±1, situe´s a` une distance e´quivalente a` 2c lorsque c→ 0. Enfin,
l’e´nergie et le moment scalaire de vc ve´rifient
E(vc) ∼ 2π ln(c), et p(vc) ∼ 2π
c
, lorsque c→ 0.
En dimension supe´rieure ou e´gale a` trois, F. Be´thuel, G. Orlandi et D. Smets [4] et D. Chiron
[7] ont construit des ondes progressives, non constantes, d’e´nergie finie pour des vitesses petites.
Elles pre´sentent e´galement des anneaux de vortex a` la limite c→ 0.
The´ore`me ([4, 7]). Soit N ≥ 3. Il existe une constante c0 > 0 telle que l’e´quation (OPc) a
une solution vc non constante d’e´nergie finie pour chaque valeur de c ∈]0, c0[. L’e´nergie et le
moment scalaire de vc ve´rifient
E(vc) ∼ π
N+1
2 (N − 1)(N − 2)N−2
Γ
(
N+1
2
) | ln(c)|N−1
cN−2
, et p(vc) ∼ π
N+1
2 (N − 2)N−1
Γ
(
N+1
2
) ( | ln(c)|
c
)N−1
,
lorsque c → 0. De plus, la fonction vc pre´sente un anneau de vortex, de diame`tre e´quivalent a`
2| ln(c)|
c
en dimension N = 3, lorsque c→ 0.
Re´sultats de non-existence
En dimension deux ou supe´rieure, F. Be´thuel et J.-C. Saut [5] ont montre´ la non-existence de
solutions stationnaires, non constantes, de l’e´quation (OPc) (cf e´galement les articles de C.A.
Jones, S.J. Putterman et P.H. Roberts [32, 31]).
The´ore`me ([5]). Soit N ≥ 2. Une onde progressive d’e´nergie finie et de vitesse c = 0 pour
l’e´quation de Gross-Pitaevskii est constante.
Il n’existe pas non plus d’ondes progressives non constantes, de vitesse supersonique en di-
mension deux ou supe´rieure.
The´ore`me ([22]). Soit N ≥ 2. Une onde progressive d’e´nergie finie et de vitesse c > √2 pour
l’e´quation de Gross-Pitaevskii est constante.
Ce re´sultat persiste en dimension deux pour les ondes progressives de vitesse sonique.
The´ore`me ([24]). Soit N = 2. Une onde progressive d’e´nergie finie et de vitesse c =
√
2 pour
l’e´quation de Gross-Pitaevskii est constante.
Remarque. A` notre connaissance, la question de la non-existence des ondes progressives de
vitesse sonique est par contre ouverte en dimension trois ou supe´rieure.
Enfin, dans le cadre de l’e´tude des ondes progressives d’e´nergie petite, E´. Tarquini [41] a
montre´ l’existence d’une e´nergie minimale E(N, c) > 0, qui de´pend de la dimension N et de la
vitesse c conside´re´es, au dessous de laquelle les seules solutions de (OPc) de vitesse c sont les
solutions constantes.
The´ore`me ([41]). Soit N ≥ 2 et 0 < c < √2. Il existe une constante E(N, c) > 0 telle que
toutes les solutions v d’e´nergie finie de l’e´quation (OPc) qui ve´rifient
E(v) ≤ E(N, c),
sont constantes.
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La non-existence d’ondes progressives d’e´nergie petite est un indice qui plaide en faveur du
scattering des solutions petites. En effet, les ondes progressives n’e´voluent pas comme l’e´quation
line´arise´e (2.2) en temps grand, de sorte que leur existence compromet la possibilite´ d’un scat-
tering des solutions petites. Cependant, le re´sultat d’E´. Tarquini [41] n’empeˆche pas l’existence
d’ondes progressives d’e´nergie aussi petite que possible. La valeur minimale de l’e´nergie E(N, c)
satisfait en effet la relation
E(N, c)→ 0, lorsque c→
√
2,
de sorte qu’il peut exister des ondes progressives non constantes, d’e´nergie tre`s petite lorsque
leur vitesse c est suffisamment proche de la vitesse du son
√
2 (cf les the´ore`mes 2 et 4 ci-dessous).
Proprie´te´s qualitatives
Sur le plan qualitatif, A. Farina [14] a calcule´ une borne a priori sur le module des solutions
subsoniques de (OPc). Cette borne a l’avantage d’eˆtre explicite, et de ne de´pendre que de la
vitesse de la solution conside´re´e.
The´ore`me ([14]). Soit N ≥ 1 et c ∈ R. Si v est une solution d’e´nergie finie de l’e´quation (GP),
alors,
|v| ≤
√
1 +
c2
4
. (2.3)
La borne (2.3) se de´duit des proprie´te´s elliptiques de l’e´quation (OPc). Ces proprie´te´s four-
nissent des bornes similaires pour les de´rive´es de toute solution de l’e´quation (OPc). S’en de´duit
la compacite´ locale des suites de solutions de l’e´quation (OPc), qui intervient de manie`re essen-
tielle dans la construction de ces solutions (cf le paragraphe 4.2 ci-dessous).
Un autre argument important dans la construction de solutions de l’e´quation (OPc) est l’e´tude
de leur comportement a` l’infini : la de´croissance des solutions a` l’infini fournit la compacite´ forte
des suites de solutions de l’e´quation (OPc), une fois e´tablie leur compacite´ locale (cf le paragraphe
4.2 ci-dessous).
Avant d’e´tudier l’e´ventuelle de´croissance des solutions v de l’e´quation (OPc), il est ne´cessaire
de calculer leur limite a` l’infini. Le caracte`re fini de l’e´nergie E(v) indique que le module |v| de
ces solutions tend vers 1 a` l’infini. L’existence d’une limite a` l’infini pour la phase de v n’est
pas aussi imme´diate. En dimension deux, F. Be´thuel et J.C. Saut [5] ont ne´anmoins justifie´
l’existence d’une limite a` l’infini des ondes progressives subsoniques.
The´ore`me ([5]). Soit N = 2 et 0 < c <
√
2. Si v est une onde progressive d’e´nergie finie et de
vitesse c pour l’e´quation de Gross-Pitaevskii, alors, il existe un nombre complexe λ∞ de module
un, tel que
v(x)→ λ∞, lorsque |x| → +∞.
Ce re´sultat demeure valable en toute dimension supe´rieure ou e´gale a` trois, ainsi que pour
des ondes progressives de vitesse sonique.
The´ore`me ([21, 24]). Soit N ≥ 3 et 0 < c ≤ √2. Si v est une onde progressive d’e´nergie finie
et de vitesse c pour l’e´quation de Gross-Pitaevskii, alors, il existe un nombre complexe λ∞ de
module un, tel que
v(x)→ λ∞, lorsque |x| → +∞.
Quitte a` multiplier l’onde progressive v par un nombre complexe de module un, nous pouvons
supposer que la constante λ∞ est e´gale a` 1. Le comportement asymptotique de la solution v est
alors donne´ par le the´ore`me suivant.
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The´ore`me ([23, 25, 26]). Soit N ≥ 2 et 0 < c < √2. Si v est une onde progressive d’e´nergie
finie et de vitesse c pour l’e´quation de Gross-Pitaevskii, alors, il existe une fonction v∞ de´finie
sur la sphe`re SN−1 et a` valeurs re´elles telle que
|x|N−1
(
v(x)− 1
)
− iv∞
(
x
|x|
)
→ 0, lorsque |x| → +∞. (2.4)
De plus, il existe des constantes α, β2, . . .,βN telles que la fonction v∞ est e´gale a`
v∞(σ) = α
σ1
(1− c22 +
c2σ2
1
2 )
N
2
+
N∑
j=2
βj
σj
(1− c22 +
c2σ2
1
2 )
N
2
,∀σ = (σ1, . . . , σN ) ∈ SN−1. (2.5)
Les constantes α et βj sont donne´es par les relations
α =
Γ(N2 )
2π
N
2
(
1− c
2
2
)N−3
2
(
4−N
2
cE(v) +
(
2 +
N − 3
2
c2
)
p(v)
)
, (2.6)
βj =
Γ(N2 )
π
N
2
(
1− c
2
2
)N−1
2
Pj(v), (2.7)
ou` Pj(v) de´signe la j
ie`me composante du moment P (v).
Ce the´ore`me confirme et pre´cise les formules (1.10), (1.11), (1.12) et (1.13), lesquelles ne
traitent que le cas d’ondes progressives a` syme´trie axiale autour de l’axe x1. Il est de plus
optimal. En effet, par les re´sultats de F. Be´thuel et J.C. Saut [5] en dimension deux, et de
F. Be´thuel, G. Orlandi et D. Smets [4] et D. Chiron [7] en dimension trois, il existe en toute
dimension supe´rieure ou e´gale a` deux des ondes progressives non constantes d’e´nergie finie a`
syme´trie axiale autour de l’axe x1 (cf e´galement les the´ore`mes 2, 3 et 7 ci-dessous). La constante
α associe´e a` de telles ondes est non nulle, les constantes βj e´tant nulles (cf l’article [25]). Le
comportement asymptotique d’une telle onde progressive est donc exactement donne´ par les
formules (2.4), (2.5), et (2.6).
3 Principaux re´sultats
Les re´sultats, obtenus en collaboration avec F. Be´thuel et J.-C. Saut [3], concernent l’existence
d’ondes progressives non constantes d’e´nergie finie en dimensions deux et trois. Nous construi-
sons ces ondes progressives par un argument variationnel qui consiste a` minimiser l’e´nergie de
Ginzburg-Landau E sous la contrainte d’un moment scalaire p fixe´. Pour eˆtre plus pre´cis, nous
conside´rons le proble`me (Pp) suivant
Emin(p) = inf
{
E(v), v ∈W (RN ), p(v) = p
}
, (Pp)
ou` p est un re´el positif fixe´, et W (RN ), un espace fonctionnel bien choisi. Une solution up de
ce proble`me est une onde progressive, d’e´nergie E(up) = Emin(p) finie, pour l’e´quation (GP).
Elle n’est pas constante de`s que p est diffe´rent de 0, puisque son moment scalaire est alors
non nul. La vitesse c = c(up) de cette onde progressive est le multiplicateur de Lagrange de
l’e´quation d’Euler-Lagrange associe´e au proble`me(Pp), qui est l’e´quation (OPc). Il est difficile
de controˆler avec pre´cision ce multiplicateur, de sorte qu’il n’est pas possible de construire des
ondes progressives de vitesse c fixe´e. Nous construisons par contre des ondes progressives v de
moment scalaire p(v) fixe´, ce qui revient a` parame´triser les ondes progressives par leur moment
scalaire au lieu de leur vitesse, dans l’esprit des trace´s de C.A. Jones, S.J. Putterman et P.H.
Roberts [32, 31].
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Le choix de l’espace fonctionnel W (RN ) n’est pas imme´diat, et doit re´pondre a` au moins
deux exigences. Les ondes progressives up, solutions de ce proble`me, doivent appartenir a` cet
espace. Il faut e´galement que l’e´nergie de Ginzburg-Landau et le moment scalaire soient bien
de´finies sur cet espace, et que leurs de´finitions soient compatibles avec les me´thodes de calcul
des variations qui seront mises en oeuvre afin de re´soudre le proble`me de minimisation (Pp). Ces
deux impe´ratifs conduisent au choix de l’espace W (RN ) = {1} + V (RN ), ou`
V (RN ) = {v : RN 7→ C, t.q. (∇v,Re(v)) ∈ L2(RN )2, Im(v) ∈ L4(RN ), et ∇Re(v) ∈ L 43 (RN )}.
Il re´sulte de la de´croissance des solutions d’e´nergie finie de (GP) qu’elles appartiennent toutes
a` l’espace W (RN ). De plus, l’e´nergie de Ginzburg-Landau E, de´finie par l’identite´ (1.1), et le
moment scalaire p, de´fini par
p(v) =
1
2
∫
RN
〈i∂1v, v − 1〉 = 1
2
∫
RN
(
∂1(Re(v))Im(v)− ∂1(Im(v))(Re(v)− 1)
)
, (3.1)
sont bien de´finies, et de classe C1 sur l’espace W (RN ), de sorte que le proble`me (Pp) est bien
pose´, et que les solutions de ce proble`me sont bien des ondes progressives up, d’e´nergie finie,
pour l’e´quation (GP).
La re´solution du proble`me (Pp) se fait alors en deux e´tapes : l’analyse a priori des proprie´te´s
de la courbe minimisante p 7→ Emin(p), puis la preuve de l’existence de minimiseurs up (lorsque
p ve´rifie certaines conditions en dimension trois). Les principales proprie´te´s de la courbe mini-
misante sont les suivantes.
The´ore`me 1 ([3]). Soit N = 2 ou N = 3.
i) La courbe p 7→ Emin(p) est strictement croissante, concave, lipschitzienne sur R+ (avec une
constante de Lipschitz e´gale a`
√
2) et tend vers +∞, lorsque p tend vers +∞. Elle ve´rifie en
particulier l’ine´galite´
Emin(p) ≤
√
2p, ∀p ≥ 0. (3.2)
ii) L’ine´galite´ (3.2) est stricte en dimension deux pour tout re´el p > 0. La courbe p 7→ Emin(p)
est alors strictement concave.
iii) En dimension trois, il existe un re´el p0 > 0 tel que
E(p) =
√
2p, ∀0 ≤ p ≤ p0.
Lorsque p > p0, l’ine´galite´ (3.2) devient stricte, et la courbe p 7→ Emin(p) est strictement concave.
Les proprie´te´s de la courbe p 7→ Emin(p) permettent de re´soudre le proble`me de minimisation
(Pp) pour toute valeur p > 0 en dimension deux, et d’obtenir ainsi des solutions non-constantes
d’e´nergie finie de l’e´quation (GP).
The´ore`me 2 ([3]). Soit N = 2 et p > 0. Il existe une solution up ∈ W (R2) du proble`me de
minimisation
E(up) = Emin(p) = inf
{
E(v), v ∈W (R2), p(v) = p
}
.
La fonction up est une solution non-constante d’e´nergie finie et de moment scalaire p(up) = p
de l’e´quation (GP) pour une vitesse c = c(up) ∈]0,
√
2[.
En dimension trois, les proprie´te´s de la courbe p 7→ Emin(p) e´nonce´es dans le the´ore`me 1
conduisent a` un the´ore`me d’existence quelque peu diffe´rent.
The´ore`me 3 ([3]). Soit N = 3, et p0, la constante positive du the´ore`me 1.
i) Lorsque 0 < p < p0, le proble`me de minimisation (Pp) n’a pas de solutions dans l’espace
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W (R3).
ii) Lorsque p ≥ p0, il existe une solution up ∈W (R3) du proble`me de minimisation
E(up) = Emin(p) = inf
{
E(v), v ∈W (R3), p(v) = p
}
.
La fonction up est une solution non-constante d’e´nergie finie et de moment scalaire p(up) = p
de l’e´quation (GP) pour une vitesse c = c(up) ∈]0,
√
2[.
Les the´ore`mes d’existence 2 et 3 comple`tent les re´sultats obtenus au pre´alable par F. Be´thuel
et J.-C. Saut [5] en dimension deux, F. Be´thuel, G. Orlandi et D. Smets [4] et D. Chiron [7]
en dimension trois. Le the´ore`mes 1 et 2 fournissent la courbe suivante d’ondes progressives en
dimension deux.
6
-
0
E
p
E =
√
2p
E = Emin(p)
Les the´ore`mes 1 et 3 fournissent le sche´ma suivant en dimension trois.
6
-
0
E
p
E =
√
2p
E = Emin(p)
E = Esup(p)
p0
E(up0)
Sur ces deux sche´mas, la courbe bleue royale repre´sente la courbe minimisante p 7→ Emin(p).
Dans sa partie strictement concave, chaque point de la courbe correspond a` une onde progressive
up non-constante, d’e´nergie finie et de vitesse c = c(up), pour l’e´quation (GP). Lorsque la courbe
est diffe´rentiable, la vitesse c est e´gale a` la pente de la courbe. Cependant, le fait de savoir si la
courbe est diffe´rentiable en tout point (elle l’est a priori, sauf en un ensemble au plus de´nombrable
de points) reste un proble`me ouvert, de sorte que la question de savoir s’il existe des solutions
non-constantes d’e´nergie finie de (GP) pour toute vitesse c ∈]0,√2[ est e´galement ouverte.
Les the´ore`mes d’existence 2 et 3 confirment les re´sultats de C.A. Jones, S.J. Putterman et P.H.
Roberts [32, 31]. En dimension trois, ils affirment e´galement que la branche de solutions peut
eˆtre prolonge´e au point p0 a` travers la droite E =
√
2p. Sa repre´sentation dans le plan e´nergie-
moment bifurque en un certain point 0 < pr < p0, puis est asymptotique a` la droite E =
√
2p (cf
la courbe Esup ci-dessus). L’existence de cette branche supe´rieure demeure e´galement ouverte.
L’argument de minimisation sous contrainte utilise´ ici ne peut fonctionner pour construire cette
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branche supe´rieure, puisque les ondes progressives sur cette branche ne minimisent pas l’e´nergie
E a` moment scalaire p fixe´.
Les the´ore`mes pre´ce´dents sont comple´te´s par la preuve de la non-existence d’ondes progres-
sives non constantes d’e´nergie petite en dimension trois, qui ame´liore le re´sultat d’E´. Tarquini
[41].
The´ore`me 4 ([3]). Soit N = 3. Il existe une constante universelle E > 0 telle que toute solution
v de l’e´quation (GP) qui ve´rifie
E(v) ≤ E ,
est constante.
En dimension deux, il existe au contraire des ondes progressives up non constantes d’e´nergie
petite, puisque
E(up) = Emin(up) ≤
√
2p→ 0, lorsque p→ 0,
par l’ine´galite´ (3.2). Ces ondes progressives d’e´nergie petite correspondent a` la limite transso-
nique, comme le montre l’ine´galite´ (3.4) du the´ore`me suivant, de sorte qu’il est possible d’affiner
leur description graˆce aux changements d’e´chelles (1.8), et aux re´sultats d’A. de Bouard et J.-C.
Saut [11, 12, 13], qui de´crivent les ondes solitaires pour l’e´quation (KPI).
The´ore`me 5 ([3]). Soit N = 2.
i) Il existe des constantes p1 > 0, K0 et K1 telles que
48
√
2
S2KP
p3 −K0p4 ≤
√
2p− Emin(p) ≤ K1p3,∀0 ≤ p ≤ p1, (3.3)
ou` SKP de´signe l’action
S(w) =
1
2
∫
R2
(∂1w)
2 +
1
2
∫
R2
(∂−11 (∂2w))
2 − 1
6
∫
R2
w3 +
1
2
∫
R2
w2,
d’un e´tat fondamental w de vitesse 1 pour l’e´quation (KPI).
ii) Soit up, un minimiseur du proble`me (Pp) construit dans le the´ore`me 2. Il existe des constantes
p2 > 0, K2 > 0 et K3 telles que
K2p
2 ≤
√
2− c(up) ≤ K3p2,∀0 ≤ p < p2. (3.4)
De plus, la fonction up ve´rifie l’ine´galite´ |up| ≥ 12 , de sorte qu’elle s’e´crit up = ̺p exp iϕp, avec
les estimations ∫
R2
(
|∇̺p|2 + |∂2up|2
)
+
∣∣∣∣ ∫
R2
(1− ̺2p)|∇ϕp|2
∣∣∣∣ ≤ Kp3, (3.5)
et
|up(0)| = min
x∈R2
|up(x)| ≤ 1−Kp2, (3.6)
ou` K est une constante universelle.
Le the´ore`me 4 plaide en faveur du scattering des solutions petites de l’e´quation (GP) en
dimension trois, tandis que le the´ore`me 5 s’y oppose en dimension deux, puisque les ondes
progressives n’e´voluent pas comme l’e´quation line´arise´e (2.2). Le the´ore`me 4 n’est cependant
qu’un indice du scattering en dimension trois, et ce de´licat proble`me est, a` notre connaissance,
toujours ouvert (cf l’article de revue de K. Nakanishi [39]).
En guise de conclusion, signalons deux autres proprie´te´s qualitatives des ondes progressives
up des the´ore`mes 2 et 3. Ces ondes, comme toutes les solutions d’e´nergie finie de l’e´quation
(OPc), sont re´elles analytiques : leurs parties re´elles et imaginaires se prolongent en des fonctions
analytiques a` N variables.
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The´ore`me 6 ([3]). Soit N ≥ 2 et 0 < c < √2. Une onde progressive de vitesse c est re´elle
analytique sur RN .
Cette proprie´te´ de´coule du caracte`re elliptique de l’e´quation (OPc) lorsque 0 < c <
√
2. Elle
permet de montrer la syme´trie axiale des ondes progressives minimisantes up construites dans
les the´ore`mes 2 et 3.
The´ore`me 7 ([3]). Soit N = 2 ou N = 3, et p ≥ 0. Si up est une solution du proble`me (Pp),
alors, la fonction up est, a` translation pre`s, a` syme´trie axiale autour de l’axe x1 : il existe une
fonction u˜p, de´finie sur R×R+ et a` valeurs complexes, telle que
up(x1, x⊥) = u˜p(x1, |x⊥|), ∀x = (x1, x⊥) = (x1, . . . , xN ).
4 Quelques ide´es des preuves
Afin de comple´ter cet expose´, nous de´crivons maintenant quelques ide´es des preuves des
principaux re´sultats mentionne´s ci-dessus, a` savoir des the´ore`mes 1, 2, 3 et 4. Nous renvoyons a`
l’article [3] pour les de´tails techniques, ainsi que pour les de´monstrations des the´ore`mes 5, 6 et
7.
Rappelons qu’il s’agit de re´soudre le proble`me de minimisation (Pp) pour tout nombre stric-
tement positif p fixe´. Pour p = 0, le proble`me (Pp) a pour valeur Emin(0) = 0, et l’unique
minimiseur est la fonction constante e´gale a` 1. La re´solution de ce proble`me se de´compose en
deux parties. Nous e´nonc¸ons d’abord un certain nombre de proprie´te´s a priori de la courbe mini-
misante p 7→ Emin(p), qui de´coulent de la construction de fonctions tests pour le proble`me (Pp),
et sont consigne´es dans le the´ore`me 1. Les proprie´te´s obtenues, en particulier la sous-additivite´
de la courbe p 7→ Emin(p), permet ensuite de construire des minimiseurs up du proble`me (Pp)
graˆce a` des arguments de compacite´, ce qui conduit aux the´ore`mes 2 et 3.
4.1 Proprie´te´s de la courbe minimisante
Nous commenc¸ons par les principales proprie´te´s de la courbe minimisante : la borne (3.2),
le caracte`re lipschitzien de la courbe, sa concavite´, sa monotonie, sa sous-additivite´, ses limites
lorsque p→ 0, et lorsque p→ +∞.
Re´duction du proble`me (Pp)
Ces proprie´te´s de´coulent de la construction de fonctions tests pour le proble`me (Pp). Afin de
faciliter ces constructions, il est utile de ramener le proble`me (Pp) au proble`me de minimisation
Emin(p) = inf
{
E(v), v − 1 ∈ C∞c (RN ), p(v) = p
}
, (4.1)
graˆce a` la densite´ de l’espace {1}+C∞c (RN ) dans l’espaceW (RN). Cette re´duction, en particulier
le support compact des fonctions a` construire, pre´sente certains avantages, qui simplifient par
exemple la preuve ci-dessous du caracte`re lipschitzien de la courbe p 7→ Emin(p).
Calcul d’une borne supe´rieure
La premie`re e´tape de la re´solution d’un proble`me de minimisation sous contrainte tel que le
proble`me (Pp) consiste a` relier les deux quantite´s inte´grales qui jouent un roˆle dans ce proble`me,
l’e´nergie de Ginzburg-Landau E et le moment scalaire p, afin d’obtenir une estimation de la
quantite´ Emin(p).
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Ce lien n’est pas tre`s apparent sous les formes (1.1) et (3.1), essentiellement parce que l’e´nergie
E(v) ne controˆle que la diffe´rence |v| − 1, et non pas la fonction v − 1. Une solution pour faire
apparaˆıtre ce lien est de conside´rer des fonctions v qui ne s’annulent pas sur RN , et qu’il est
donc possible de relever sous la forme
v = ̺ exp iϕ,
ou` ̺ = |v| et ϕ sont des fonctions de´finies sur RN , et a` valeurs re´elles. Dans les variables ̺ et ϕ,
les expressions de l’e´nergie et du moment scalaire s’e´crivent
E(v) =
1
2
∫
RN
|∇̺|2 + 1
2
∫
RN
̺2|∇ϕ|2 + 1
4
∫
RN
(1− |̺|2)2, et p(v) = 1
2
∫
RN
(1− ̺2)∂1ϕ. (4.2)
En particulier, si la fonction v ve´rifie
|v| ≥ δ, (4.3)
pour un re´el strictement positif δ donne´, il vient
|p(v)| ≤ 1
2δ
∫
RN
|1− ̺2||∂1ϕ|, (4.4)
de sorte que par l’ine´galite´ 2ab ≤ a2 + b2,
|p(v)| ≤ 1√
2δ
(
1
2
∫
RN
̺2|∂1ϕ|2 + 1
4
∫
RN
(1− |̺|2)2
)
. (4.5)
Par les formules (4.2), il s’ensuit que
|p(v)| ≤ 1√
2δ
E(v). (4.6)
Cette majoration ne convient pas pour e´valuer la valeur de Emin(p), qui consiste a` estimer
l’e´nergie E(v) en fonction du moment p(v), et non le contraire. Ne´anmoins, lorsque cette ine´galite´
est proche d’une e´galite´, et lorsque δ est proche de 1, il vient
E(v) ≃
√
2p(v),
ce qui conduit a` la borne supe´rieure (3.2), lorsque p(v) = p.
Pour de´montrer la borne (3.2), il s’agit donc de construire des fonctions v qui ve´rifient la
condition (4.3) pour δ proche de 1, et telles que les ine´galite´s (4.4), (4.5), et finalement (4.6),
soient presque des e´galite´s. Des changements d’e´chelles semblables au changement d’e´chelles
(1.8) fournissent cette construction. Conside´rons en effet une fonction ψ ∈ C∞(RN ), un entier
n, et deux re´els strictement positifs µ et α a` de´terminer, et posons
vn(x1, x⊥) = ̺n(x1, x⊥) exp iϕn(x1, x⊥) =
(
1− µ
n
∂1ψ
(x1
n
,
x⊥
nα
))
exp i
(√
2µψ
(x1
n
,
x⊥
nα
))
.
(4.7)
La fonction vn appartient a` l’espace {1} + C∞c (RN ), et ve´rifie la condition (4.3) pour δ proche
de 1, lorsque n tend vers +∞. De plus,
√
2∂1ϕn(x1, x⊥) ≃ 1− ̺n(x1, x⊥)2,
a` la limite n→ +∞, de sorte que l’ine´galite´ (4.5) est presque une e´galite´, tandis que pour α > 1,
les termes transverses qui apparaissent dans l’e´nergie sont ne´gligeables. Il suffit donc de choisir
µ de manie`re a` ce que
p(vn) = p,
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pour obtenir
E(vn)→
√
2p,
lorsque n tend vers +∞. Ceci conclut la preuve de la borne (3.2).
La construction pre´ce´dente fournit e´galement le caracte`re lipschitzien de la courbe p 7→
Emin(p). Conside´rons en effet deux valeurs p et q telles que q > p, et un re´el strictement positif
ε fixe´. D’apre`s l’identite´ (4.1), il existe une fonction v1 a` support compact, telle que
E(v1) ≤ Emin(p) + ε, et p(v1) = p.
D’apre`s la construction des fonctions vn ci-dessus, il existe une autre fonction v2, toujours a`
support compact, telle que
E(v2) ≤
√
2(q − p) + ε, et p(v2) = q − p.
Quitte a` translater, nous pouvons de plus supposer que les supports de v1 et de v2 sont disjoints,
de sorte que la fonction w = v1 + v2 ve´rifie
E(w) = E(v1) + E(v2) ≤ Emin(p) +
√
2(q − p) + 2ε, et p(w) = p(v1) + p(v2) = q.
Il s’ensuit que
Emin(q) ≤ E(w) ≤ Emin(p) +
√
2(q − p) + 2ε,
ce qui s’e´crit
Emin(q) ≤ Emin(p) +
√
2(q − p),
a` la limite ε→ 0. Le meˆme argument permet d’affirmer qu’en fait,
|Emin(q)−Emin(p)| ≤
√
2|q − p|,
de sorte que la courbe p 7→ Emin(p) est
√
2-lipschitzienne, donc continue.
Concavite´ par syme´trisation
Il s’agit maintenant d’e´tablir la concavite´ de la courbe p 7→ Emin(p). Comme cette courbe est
continue, il suffit de montrer que
Emin(p) + Emin(q)
2
≤ Emin
(p+ q
2
)
. (4.8)
Cette ine´galite´ se de´duit d’un argument de syme´trisation base´ sur une ide´e d’O. Lopes [36].
Conside´rons un re´el strictement positif ε, et une fonction v telle que
E(v) ≤ Emin
(p+ q
2
)
+ ε, et p(v) =
p+ q
2
.
Puisque la quantite´ 〈i∂1v, v − 1〉 est inte´grable, la relation de Chasles implique l’existence d’un
nombre re´el α tel que
1
2
∫
{xN≥α}
〈i∂1v, v − 1〉 = p
2
, et
1
2
∫
{xN<α}
〈i∂1v, v − 1〉 = q
2
.
Ces relations permettent de construire par re´flexion par rapport a` l’hyperplan d’e´quation xn = α,
deux fonctions v+ et v−, de moments respectifs p et q, et d’e´nergie totale e´gale a` E(v+)+E(v−) =
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2E(v), qui peuvent servir de fonctions tests pour le proble`me (Pp). Pour eˆtre plus pre´cis, si nous
notons
v+(x1, . . . , xN ) =v(x1, . . . , xN ) si xN ≥ α,
v+(x1, . . . , xN ) =v(x1, . . . , 2α − xN ) si xN ≤ α,
respectivement
v−(x1, . . . , xN ) =v(x1, . . . , xN ) si xN ≤ α,
v−(x1, . . . , xN ) =v(x1, . . . , 2α − xN ) si xN ≥ α,
nous obtenons
p(v+) = p, et p(v−) = q,
de sorte que
Emin(p) + Emin(q) ≤ E(v+) + E(v−). (4.9)
Comme, par construction,
E(v+) + E(v−) = 2E(v) ≤ 2Emin
(p+ q
2
)
+ 2ε,
l’ine´galite´ (4.8) se de´duit de la relation (4.9) par un passage a` la limite ε→ 0.
La courbe minimisante p 7→ Emin(p) est donc concave sur R+, et comme elle est e´galement
positive, elle est ne´cessairement croissante sur R+.
Sous-additivite´ et existence de minimiseurs
La sous-additivite´ de la courbe minimisante est une autre conse´quence de sa concavite´.
Conside´rons en effet des nombres re´els positifs p1, . . ., pℓ tels que
ℓ∑
k=1
pk = p.
Puisque Emin(0) = 0, et que la fonction p 7→ Emin(p) est concave, nous avons
Emin(pk) ≥ pk
p
Emin(p).
La sommation de cette ine´galite´ sur tous les indices k entraˆıne la sous-additivite´ de la fonction
p 7→ Emin(p), c’est-a`-dire que
ℓ∑
k=1
Emin(pk) ≥ Emin(p). (4.10)
Cette ine´galite´, lorsqu’elle est stricte, joue un roˆle primordial dans l’argument de concentration-
compacite´ qui permet de construire les minimiseurs up des the´ore`mes 2 et 3.
Au contraire, lorsque ℓ ≥ 2, et lorsque l’ine´galite´ (4.10) est une e´galite´, la courbe minimisante
est affine sur l’intervalle ]0, p[, de sorte que le proble`me de minimisation (Pp) n’est pas atteint
pour toute valeur q dans l’intervalle ]0, p[. Supposons en effet qu’il existe une fonction uq telle
que
E(uq) = Emin(q), et p(uq) = q,
et reprenons l’argument de syme´trisation pre´ce´dent. Si s est un nombre re´el tel que |s| <
min{|q|, |p − q|}, il existe un nombre αs tel que
1
2
∫
{xN≥αs}
〈i∂1uq, uq − 1〉 = q + s
2
, et
1
2
∫
{xN<αs}
〈i∂1uq, uq − 1〉 = q − s
2
.
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Les fonctions u+q et u
−
q , construites par re´flexion de la fonction uq par rapport a` l’hyperplan
d’e´quation xn = αs, ve´rifient
p(u+q ) = q + s, et p(u
−
q ) = q − s,
de sorte que
Emin(q + s) + Emin(q − s) ≤ E(u+q ) + E(u−q ) = 2E(uq) = 2Emin(q). (4.11)
Comme la courbe p 7→ Emin(p) est affine entre 0 et p, il vient
Emin(q + s) + Emin(q − s) = 2Emin(q),
de sorte que l’ine´galite´ (4.11) est une e´galite´. Les fonctions u+q et u
−
q sont donc des minimiseurs du
proble`me (Pp), c’est-a`-dire des solutions de l’e´quation (OPc) pour un multiplicateur de Lagrange
c donne´. En particulier, ce sont des fonctions re´gulie`res : leur syme´trie par rapport a` l’hyperplan
d’e´quation xn = αs implique que
∂Nuq = ∂Nu
+
q = ∂Nu
−
q = 0,
sur l’hyperplan d’e´quation xn = αs. Cette proprie´te´ reste vraie pour tout un intervalle de
valeurs de s, c’est-a`-dire pour tout un intervalle de valeurs de αs. Comme la fonction uq est
re´elle analytique sur RN , ce n’est possible que si uq est identiquement constante sur R
N , ce
qui est contradictoire avec le fait que p(uq) = q 6= 0. En conclusion, lorsque ℓ ≥ 2, et lorsque
l’ine´galite´ (4.10) est une e´galite´, le proble`me de minimisation (Pp) n’a pas de solutions quelle
que soit la valeur q dans l’intervalle ]0, p[.
Borne supe´rieure pour des moments petits en dimension deux
Par le raisonnement pre´ce´dent, le proble`me de minimisation (Pp) ne peut avoir des mini-
miseurs que lorsque l’ine´galite´ de sous-additivite´ (4.10) est stricte, ce qui revient a` la stricte
concavite´ de la courbe p 7→ Emin(p). L’e´nonce´ du the´ore`me 1 souligne que cette stricte concavite´
est lie´e au signe de la quantite´ Σ(p) =
√
2p − Emin(p) : la courbe p 7→ Emin(p) est strictement
concave lorsque la quantite´ Σ(p), qui est positive par l’ine´galite´ (3.2), ne s’annule pas. Avant
d’envisager la construction variationnelle de solutions up du proble`me (Pp), il est donc important
de savoir quelles sont les valeurs de p pour lesquelles Σ(p) s’annule.
En dimension deux, cette question se re´sout graˆce au changement d’e´chelles fourni par la
limite transsonique. En dimension deux, A. de Bouard et Jean-Claude Saut [12, 11] ont en
effet montre´ l’existence d’ondes solitaires w pour l’e´quation (KPI). Ils ont construit ces ondes
solitaires comme des minimiseurs du hamiltonien associe´ a` l’e´quation (KPI),
EKP (w) =
1
2
∫
R2
(∂1w)
2 +
1
2
∫
R2
(∂−11 (∂2w))
2 − 1
6
∫
R2
w3, (4.12)
sous la contrainte d’une norme L2 fixe´e. Ces solutions w sont appele´s e´tats fondamentaux pour
l’e´quation (KPI). Les ondes progressives up pour l’e´quation (GP) sont suppose´es converger vers
ces e´tats fondamentaux w au changement d’e´chelles (1.8) pre`s, de sorte qu’il suffit de conside´rer
le changement d’e´chelles inverse de (1.8), c’est-a`-dire
wε,t(x1, x2) =
(
1− tε
2
2
w
(
εx1,
ε2√
2
x2
))
exp
(
i
tε√
2
v
(
εx1,
ε2√
2
x2
))
, (4.13)
a` partir d’un e´tat fondamental w pour avoir une bonne approximation des ondes progressives
up a` la limite transsonique, c’est-a`-dire pour p tendant vers 0. Les parame`tres t et ε permettent
ici d’ajuster la construction de sorte que
p(wε,t) = p,
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et d’obtenir l’estimation
Emin(p) ≤
√
2p− 48
√
2
S2KP
p3 +O(p4), (4.14)
a` la limite p→ 0, dans laquelle SKP de´signe l’action d’un e´tat fondamental de l’e´quation (KPI),
c’est-a`-dire
SKP = EKP (w) + 1
2
∫
R2
w2.
L’ine´galite´ (4.14), et les proprie´te´s pre´ce´dentes de la courbe p 7→ Emin(p) implique que la quantite´
Σ(p) est toujours strictement positive en dimension deux, de sorte que la courbe p 7→ Emin(p)
sera strictement concave (cf les arguments variationnels du paragraphe 4.2).
Estimations pour des moments grands
Cette proprie´te´ n’est plus vraie en dimension trois, mais l’asymptote calcule´e par F. Be´thuel,
G. Orlandi et D. Smets [4],
Emin(p) ∼ π√p ln(p), (4.15)
lorsque p → +∞, permet de montrer l’existence d’un nombre re´el positif p0 tel que la quantite´
Σ(p) est strictement positive pour tout p > p0.
Pour conclure quant a` l’e´tude des proprie´te´s de la courbe p 7→ Emin(p), remarquons que les
re´sultats de F. Be´thuel et J.-C. Saut [5] conduisent a` l’asymptote
Emin(p) ∼ 2π ln(p), (4.16)
lorsque p → +∞, en dimension deux. Il re´sulte en particulier des asymptotes (4.15) et (4.16)
que la courbe p 7→ Emin(p) est strictement croissante en dimensions deux et trois, ce qui ache`ve
l’esquisse de la preuve du the´ore`me 1.
4.2 Construction des minimiseurs up
Nous passons maintenant a` la construction de minimiseurs up pour le proble`me (Pp). La
me´thode la plus simple pour les construire consiste a` conside´rer une suite minimisante pour le
proble`me (Pp), et a` montrer sa convergence vers un minimiseur par un argument de compacite´.
Cet argument de compacite´ pose malheureusement proble`me. En raison d’un certain manque
de re´gularite´, il ne semble pas clair que meˆme une suite de Palais-Smale pour le proble`me (Pp)
converge fortement, a` une sous-suite pre`s, vers un minimiseur up du proble`me (Pp).
Minimiseurs unp sur le tore T
n
Une solution pour pallier cette difficulte´ consiste a` compactifier le proble`me. Au lieu de
conside´rer le proble`me de minimisation dans tout l’espace RN , nous conside´rons les proble`mes
de minimisation
Enmin(p) = inf
{
E(v) =
∫
Tn
e(v), v ∈ H1(Tn), p(v) = 1
2
∫
Tn
〈i∂1v, v − 1〉 = p
}
,
de´finies pour des fonctions v, 2πn-pe´riodiques sur le tore Tn identifie´ a` l’hypercube (−πn, πn)N .
Graˆce au the´ore`me de compacite´ de Rellich, et a` la semi-continuite´ de l’e´nergie E sur l’espace
H1(Tn), l’existence de solutions unp , qui ve´rifient
icnp∂1u
n
p +∆u
n
p + u
n
p (1− |unp |2) = 0, (4.17)
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ne pose plus de difficulte´s. Le proble`me est maintenant de passer a` la limite n→ +∞. Il s’agit
donc de borner les solutions unp dans un espace fonctionnel adapte´, puis de montrer leur conver-
gence forte vers une solution up du proble`me (Pp), ce qui requiert de nouveau de la compacite´.
L’avantage de cet argument re´side dans le fait que les fonctions unp ve´rifient l’e´quation de type
elliptique (4.17), et posse`dent donc de meilleures proprie´te´s que des fonctions minimisantes quel-
conques. Ces proprie´te´s elliptiques fournissent en particulier la compacite´ qui permet de passer
a` la limite n→ +∞.
Bornes sur l’e´nergie E(unp ) et la vitesse c
n
p
Avant d’e´noncer ces proprie´te´s, il est ne´cessaire de de´terminer une borne inde´pendante de
n pour les fonctions unp . Leur e´nergie E(u
n
p ) fournit une telle borne. En effet, la re´duction aux
fonctions a` support compact du proble`me (Pp), ope´re´e dans l’expression (4.1), garantit l’existence
d’une fonction vε ∈ C∞c (RN ) telle que p(vε) = p, et
E(vε) ≤ Emin(p) + ε,
pour tout nombre ε > 0 fixe´. Lorsque n est suffisamment grand, la fonction vε peut eˆtre
conside´re´e comme une fonction de H1(Tn), de sorte que
Enmin(p) ≤ E(vε) ≤ Emin(p) + ε.
Il en re´sulte que
lim sup
n→+∞
(
E(unp )
)
= lim sup
n→+∞
(
Enmin(p)
) ≤ Emin(p), (4.18)
ce qui fournit la borne requise sur les fonctions unp .
Cette borne n’est pas suffisante pour obtenir la compacite´ requise pour les fonctions unp . Il est
e´galement ne´cessaire d’utiliser le caracte`re elliptique de l’e´quation (4.17), qui de´ge´ne`re lorsque
cnp tend vers +∞. Il faut donc borner le multiplicateur de Lagrange cnp inde´pendamment de n.
Si nous conside´rons une solution v de l’e´quation (OPc) dans l’espace entier RN , l’identite´ de
Pohozaev
N − 2
2
∫
RN
|∇v|2 + N
4
∫
RN
(1− |v|2)2 = c(N − 1)p(v), (4.19)
qui s’obtient en multipliant l’e´quation (4.17) par la fonction 〈x,∇v(x)〉, puis en inte´grant par
parties, permet de controˆler la vitesse c. Elle conduit en effet a`
|c| ≤ NE(v)
(N − 1)p(v) .
Dans le cas du tore TN , des termes de bord doivent eˆtre pris en compte, mais il n’en demeure
pas moins qu’il existe une constante K, inde´pendante de n, telle que
|cNp | ≤
NE(unp )
(N − 1)p(unp )
≤ KEmin(p)
p
, (4.20)
de sorte que la vitesse cnp est borne´e inde´pendamment de n.
Estimations elliptiques
En raison du caracte`re elliptique de l’e´quation (4.17), la borne (4.20) fournit des bornes
uniformes des fonctions unp et de leurs de´rive´es, inde´pendantes de n. Le principe du maximum
implique par exemple que
|unp | ≤
√
1 +
(cnp )
2
4
,
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puis les estimations elliptiques classiques conduisent a`
|∂αunp | ≤ K(α, cnp ), (4.21)
quel que soit l’exposant α conside´re´ (cf les articles de A. Farina [14] et de E´. Tarquini [41]).
Il suffit alors d’invoquer le the´ore`me d’Ascoli-Arzela et le proce´de´ diagonal de Cantor pour
construire une fonction up ∈ H1loc(RN ) telle que, a` une sous-suite pre`s,
unp → up in Ckloc(RN ), (4.22)
lorsque n→ +∞. La fonction up est alors solution de l’e´quation (OPc) pour une vitesse c e´gale
a` la limite, a` extraction pre`s, de la suite (cnp )n≥1.
Rien ne garantit malheureusement que la fonction up soit bien solution du proble`me (Pp), ni
meˆme qu’elle ne soit pas constante. Il s’agit donc maintenant de montrer que le passage a` la limite
n’occasionne pas de perte en e´nergie, ce qui re´clame un argument de concentration-compacite´
en raison de l’invariance par translation du proble`me (Pp).
Localisation de l’e´nergie
Afin de mener a` bien cet argument et de ne pas perdre une partie de l’e´nergie a` la limite
n→ +∞, il est ne´cessaire de localiser avec pre´cision l’e´nergie des fonctions unp . Les estimations
elliptiques (4.21) permettent de localiser l’e´nergie la` ou` le module |unp | est loin de 1 : si une boule
B(x0, 1) contient peu d’e´nergie, alors, le module |unp | reste proche de 1 sur la boule B
(
x0,
1
2
)
.
En effet, il re´sulte des estimations elliptiques (4.21) que
|η(x)− η(y)| ≤ K|x− y|,
ou` η = 1− |unp |2, de sorte que, si nous notons x, un point de la boule B
(
x0,
1
2
)
tel que
|η(x)| = sup
y∈B
(
x0,
1
2
)|η(y)|,
alors
|η(y)| ≥ |η(x)| −K|y − x| ≥ |η(x)|
2
,
de`s que |x− y| ≤ µ = |η(x)|2K . Nous obtenons donc
E
(
unp , B(x0, 1)
) ≥ 1
4
∫
B
(
x,min
{
µ, 1
2
}) η2 ≥ Kmin{|η(x)|N+2, |η(x)|2},
de sorte que∥∥1− |unp |∥∥L∞(B(x0, 12)) ≤ |η(x)| ≤ Kmax
{
E
(
unp , B(x0, 1)
) 1
N+2 , E
(
unp , B(x0, 1)
) 1
2
}
.
Le module de unp est donc proche de 1, lorsque l’e´nergie est petite : l’e´nergie se concentre dans
les zones de la forme
Vnδ =
{
x ∈ Tn, t.q.
∣∣1− |unp (x)|∣∣ ≥ δ}, (4.23)
ou` δ est un nombre strictement positif donne´.
Avant de passer a` l’argument de concentration-compacite´, soulignons que, pour δ fixe´ suffi-
samment petit, les ensembles Vnδ sont non vides pour n suffisamment grand, lorsque Σ(p) est
strictement positif. En effet, il re´sulte de l’ine´galite´ (4.6) que les solutions unp ve´rifient
min
x∈Tn
|unp (x)| ≤ max
{1
2
,
Enmin(p)√
2p
}
. (4.24)
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Lorsque Σ(p) > 0, l’ine´galite´ (4.18) montre que, quitte a` extraire,
max
{1
2
,
Enmin(p)√
2p
}
→ max
{1
2
,
Emin(p)√
2p
}
,
lorsque n → +∞. En particulier, l’ensemble Vnδ est non vide pour n suffisamment grand, de`s
que
0 < δ < min
{1
2
,
Σ(p)√
2p
}
.
Argument de concentration-compacite´
L’argument de concentration-compacite´ consiste alors par un recouvrement approprie´ de
l’ensemble Vnδ , et graˆce aux proprie´tes de de´croissance des solutions d’e´nergie finie de l’e´quation
(OPc), a` choisir un nombre fini ℓ, inde´pendant de n, de points xn1 , . . ., x
n
ℓ de Vnδ , tels que
|xni − xnj | →
n→+∞ +∞,
pour i 6= j, et a` construire des fonctions ui ∈ C∞(RN ), telles que, quitte a` extraire,
unp (·+ xni ) →
n→+∞ ui(·) dans C
k
loc(R
N ), (4.25)
sans qu’il n’y ait de perte d’e´nergie lors du passage a` la limite, c’est-a`-dire en conservant les
relations
Emin(p) =
ℓ∑
i=1
E(ui), et p =
ℓ∑
i=1
p(ui). (4.26)
Nous renvoyons a` l’article [3] pour les de´tails techniques de cette construction. Remarquons
simplement que le nombre ℓ est supe´rieur ou e´gal a` 1, lorsque Σ(p) > 0, et que les fonctions
u1, . . ., uℓ sont toutes des solutions non constantes de l’e´quation (OPc) pour une meˆme vitesse
limite c 6= 0, en raison de l’ine´galite´
|ui(0)| ≤ 1− δ < 1,
qui de´coule de la limite (4.25) et du fait que les points xn1 , . . ., x
n
ℓ appartiennent a` Vnδ .
Conclusion
Afin de conclure la preuve des the´ore`mes 2, et 3, il suffit maintenant de montrer que
l = 1.
Supposons par l’absurde que ce ne soit pas le cas, c’est-a`-dire que ℓ ≥ 2. Les e´galite´s (4.26)
entraˆınent alors que
Emin(p) =
ℓ∑
i=1
E(ui) ≥
ℓ∑
i=1
Emin(p(ui)). (4.27)
Cependant, les fonctions ui sont des solutions non constantes de l’e´quation (OPc) pour une
meˆme vitesse c 6= 0, de sorte que par l’identite´ de Pohozaev (4.19), les moments p(ui) ve´rifient
0 < p(ui) < p. (4.28)
Il vient donc par la condition de sous-additivite´ (4.10) que
ℓ∑
i=1
Emin(p(ui)) ≥ Emin(p).
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L’ine´galite´ (4.27) est donc une e´galite´. Cette dernie`re affirmation a deux conse´quences. La courbe
p 7→ Emin(p) est d’abord affine entre 0 et p, de sorte qu’il n’existe pas de minimiseurs du
proble`me (Pp) pour les valeurs q du moment comprises entre 0 et p. Au contraire, l’e´galite´ dans
l’expression (4.27) implique que les fonctions ui sont des minimiseurs du proble`me (Pp) pour
toutes les valeurs p(ui), ce qui fournit une contradiction a` la vue des ine´galite´s 0 < p(ui) < p.
En conclusion, lorsque Σ(p) > 0, la valeur de ℓ est exactement 1, de sorte que le proble`me (Pp)
posse`de un minimiseur up = u1.
En dimension deux, la condition (3.2) est vraie pour tout re´el p strictement positif, ce qui
conclut la preuve du the´ore`me 2.
En dimension trois, le the´ore`me 4 e´nonce que le proble`me (Pp) n’a pas de minimiseurs pour
p suffisamment petit, de sorte que Σ(p) est nul pour p suffisamment petit. Comme
Σ(p)→ +∞,
lorsque p→ +∞ par l’asymptote (4.15), il existe une valeur p0 strictement positive telle que le
proble`me (Pp) n’a pas de solutions, et
Emin(p) =
√
2p,
pour 0 < p < p0, et qu’au contraire, le proble`me (Pp) a un minimiseur up et
Emin(p) <
√
2p,
pour p ≥ p0.
4.3 Non-existence des ondes progressives d’e´nergie petite en dimension trois
Nous terminons enfin vers la preuve du the´ore`me 4, qui garantit la non-existence d’ondes
progressives d’e´nergie petite en dimension trois.
E´quation de convolution
Le principal argument de la preuve du the´ore`me 4 consiste a` utiliser le caracte`re surline´aire
de l’e´quation (OPc). Afin d’e´clairer cette affirmation, conside´rons une solution v d’e´nergie finie
et de vitesse c subsonique de l’e´quation (OPc) en dimension trois. Lorsque l’e´nergie E(v) est
suffisamment petite, la fonction v ne s’annule pas sur R3, de sorte qu’il est possible de la relever
sous la forme
v = ̺ exp iϕ,
ou` les fonctions ̺ et ϕ sont de´finies sur R3 et a` valeurs re´elles. Dans les nouvelles variables ̺ et
ϕ, l’e´quation (OPc) s’e´crit
c
2
∂1̺
2 + div
(
̺2∇ϕ
)
= 0, (4.29)
c̺∂1ϕ−∆̺− ̺
(
1− ̺2
)
+ ̺|∇ϕ|2 = 0. (4.30)
En particulier, la fonction η = 1− ̺2 satisfait l’e´quation
∆2η − 2∆η + c2∂21η = −2∆(|∇v|2 + η2 − cη∂1ϕ)− 2c∂1div(η∇ϕ),
ce qui conduit a` l’e´quation de convolution
η = K0 ∗ F + 2c
3∑
j=1
Kj ∗Gj , (4.31)
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ou` K0 et Kj de´signent les noyaux de transforme´es de Fourier e´gales a`
K̂0(ξ) =
|ξ|2
|ξ|4 + 2|ξ|2 − c2ξ21
, et K̂j(ξ) =
ξ1ξj
|ξ|4 + 2|ξ|2 − c2ξ21
, (4.32)
tandis que les non-line´arite´s F et G sont donne´es par
F = 2(|∇v|2 + η2)− 2cη∂1ϕ, et G = η∇ϕ. (4.33)
L’e´quation de convolution (4.31) est surline´aire. Les non-line´arite´s F et G de´pendent de manie`re
quadratique des variables η ou ∇ϕ. Elles sont de plus controˆle´es par la densite´ d’e´nergie e(v).
En effet, lorsque l’e´nergie E(v) est suffisamment petite, le minimum de la fonction v sur R3 est
supe´rieur a` 12 . Il existe donc une constante universelle K > 0 telle que
|F |+ |G| ≤ K
(
|∇v|2 + η2 + ̺2∇|ϕ|2
)
≤ Ke(v). (4.34)
Cette ine´galite´, combine´e avec la forme explicite des noyaux K0 et Kj , permet par un argument
de surline´arite´ de montrer que la fonction v est ne´cessairement constante si son e´nergie est
suffisamment petite.
Argument de surline´arite´
Commenc¸ons par pre´ciser notre argument de surline´arite´ sur une e´quation e´le´mentaire. Sup-
posons qu’une quantite´ E ve´rifie l’ine´galite´
E ≤ AE2, (4.35)
ou` A est une constante strictement positive. Si E n’est pas nulle, alors elle satisfait l’ine´galite´
E ≥ 1
A
,
c’est-a`-dire que la quantite´ E est borne´e infe´rieurement par une constante strictement positive.
Il re´sulte de l’e´quation de convolution (4.31) que l’e´nergie E(v) ve´rifie une ine´galite´ de la forme
(4.35), de sorte qu’elle est ou bien nulle, c’est-a`-dire que la fonction v est constante, ou bien
minore´e par une constante strictement positive.
Plus pre´cise´ment, l’e´quation de convolution (4.31) fournit par l’ine´galite´ de Young la relation∫
R3
η2 ≤ K
(∫
R3
|K0|2
)(∫
R3
|F |
)2
+K
3∑
j=1
(∫
R3
|Kj |2
)(∫
R3
|Gj |
)2
,
ou` K de´signe ici, ainsi que dans la suite de cette preuve, une constante universelle strictement
positive. Par l’ine´galite´ (4.34), les formules explicites (4.32) et la formule de Plancherel, il vient
alors ∫
R3
η2 ≤ KE(v)2
(∫
R3
|K̂0|2
)
, (4.36)
La multiplication des e´quations (4.29) et (4.30) par les fonctions ϕ, respectivement 1− ̺2, puis
leur inte´gration par parties ame`nent l’ine´galite´
E(v) ≤ Kc2
∫
R3
η2,
de sorte que la relation (4.36) devient
E(v) ≤ Kc2E(v)2
(∫
R3
|K̂0|2
)
.
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Cette ine´galite´ est exactement de la forme (4.35). Si E(v) n’est pas nulle, c’est-a`-dire si v n’est
pas constante, elle conduit a`
E(v) ≥ 1
Kc2
( ∫
R3
|K̂0|2
) .
Graˆce aux formules explicites (4.32), la norme L2 du noyau K0 vaut∫
R3
|K̂0|2 = π
2
c
arcsin
( c√
2
)
,
de sorte que
E(v) ≥ 1
Kπ2c arcsin
(
c√
2
) ≥ E = √2
Kπ3
> 0,
ce qui conclut la preuve du the´ore`me 4.
Remarque. Le raisonnement pre´ce´dent reste valable en dimension deux. Cependant, la norme
L2 du noyau K0 est e´gale a` ∫
R2
|K̂0|2 = π√
2(2 − c2) ,
de sorte que l’e´quation (4.36) conduit a`
E(v) ≥ E(c) = K
√
2− c2 (4.37)
La quantite´ E(c) converge maintenant vers 0 lorsque c → √2. En particulier, la relation (4.37)
n’exclut plus l’existence d’ondes progressives non constantes d’e´nergie petite en dimension deux
(cf le the´ore`me 2).
5 Conclusion
En guise de conclusion, rappelons quelques proble`mes, qui demeurent a` notre connaissance,
ouverts. En premier lieu, se pose toujours l’existence des ondes progressives non constantes
d’e´nergie finie pour tout vitesse subsonique. Une re´ponse a` cette question serait d’ame´liorer la
re´gularite´ en tout point des courbes p 7→ Emin(p) : si ces courbes e´taient de classe C1, il existerait
des solutions de l’e´quation (OPc) pour toute vitesse subsonique, au moins en dimension deux.
En dimension trois, cet argument ne suffit pas. Il est d’abord ne´cessaire de construire la branche
supe´rieure de solutions. Cette construction pourrait de´couler d’arguments variationnels diffe´rents
de la minimisation sous contraintes tels que le lemme du col. En dismension trois, se pose aussi
la question de l’existence d’ondes progressives de vitesse sonique qui ne semble pas tranche´e a`
ce jour.
Quant a` la limite transsonique, la convergence des ondes progressives vers les ondes solitaires
pour l’e´quation de Kadomtsev-Petviashvili semble se de´duire en dimension deux, des estimations
des minimiseurs up pour p petit, e´nonce´es dans le the´ore`me 4 (cf l’article en pre´paration [2]). En
revanche, en dimension trois, la limite transsonique correspond a` la limite p→ +∞ de la branche
supe´rieure de solutions. Il n’existe donc pas a` ce jour de constructions d’ondes progressives de
vitesse c proche de
√
2, de sorte que l’analyse de la limite transsonique reste improbable.
Enfin, la question de la stabilite´ orbitale des ondes progressives, sans parler de leur stabilite´
asymptotique, demeure comple`tement ouverte en dimensions deux et trois. En dimension un,
Zhiwu Lin [35] a prouve´ la stabilite´ orbitale des ondes progressives de vitesse 0 < c <
√
2. En
dimensions deux et trois, C.A. Jones, S.J. Putterman et P.H. Roberts [32, 31] conjecturent la
stabilite´ des ondes progressives minimisantes up construites dans les the´ore`mes 2 et 3. Rappelons
une dernie`re fois que l’inte´reˆt pour les ondes progressives provient en particulier de leur roˆle
suppose´ dans la dynamique en temps long de l’e´quation de Gross-Pitaevskii, de sorte que la
preuve de leur stabilite´ asymptotique constituerait une forme d’ache`vement de leur analyse.
26
Re´fe´rences
[1] F. Be´thuel, P. Gravejat, and J.-C. Saut. Existence and properties of travelling waves for
the Gross-Pitaevskii equation. Preprint.
[2] F. Be´thuel, P. Gravejat, and J.-C. Saut. On the KP-I transonic limit of two-dimensional
Gross-Pitaevskii travelling waves. Preprint.
[3] F. Be´thuel, P. Gravejat, and J.-C. Saut. Travelling waves for the Gross-Pitaevskii equation
II. Preprint.
[4] F. Be´thuel, G. Orlandi, and D. Smets. Vortex rings for the Gross-Pitaevskii equation. J.
Eur. Math. Soc., 6(1) :17–94, 2004.
[5] F. Be´thuel and J.-C. Saut. Travelling waves for the Gross-Pitaevskii equation I. Ann. Inst.
Henri Poincare´, Physique The´orique, 70(2) :147–238, 1999.
[6] F. Be´thuel and D. Smets. A remark on the Cauchy problem for the 2D Gross-Pitaevskii
equation with non zero degree at infinity. Differential Integral Equations, 20(3) :325–338,
2007.
[7] D. Chiron. Travelling waves for the Gross-Pitaevskii equation in dimension larger than two.
Nonlinear Anal., 58(1-2) :175–204, 2004.
[8] D. Chiron. Boundary problems for the Ginzburg-Landau equation. Commun. Contemp.
Math., 7(5) :597–648, 2005.
[9] D. Chiron. Vortex helices for the Gross-Pitaevskii equation. J. Math. Pures Appl.,
84(11) :1555–1647, 2005.
[10] C. Coste. Nonlinear Schro¨dinger equation and superfluid hydrodynamics. Eur. Phys. J. B,
1 :245–253, 1998.
[11] A. de Bouard and J.-C. Saut. Remarks on the stability of generalized KP solitary waves.
In Mathematical problems in the theory of water waves (Luminy, 1995), volume 200 of
Contemp. Math., pages 75–84. Amer. Math. Soc., Providence, RI, 1996.
[12] A. de Bouard and J.-C. Saut. Solitary waves of generalized Kadomtsev-Petviashvili equa-
tions. Ann. Inst. Henri Poincare´, Analyse Non Line´aire, 14(2) :211–236, 1997.
[13] A. de Bouard and J.-C. Saut. Symmetries and decay of the generalized Kadomtsev-
Petviashvili solitary waves. SIAM J. Math. Anal., 28(5) :1064–1085, 1997.
[14] A. Farina. From Ginzburg-Landau to Gross-Pitaevskii. Monatsh. Math., 139 :265–269,
2003.
[15] C. Gallo. The Cauchy problem for defocusing nonlinear Schro¨dinger equations with non-
vanishing initial data at infinity. Preprint.
[16] C. Gallo. The dark solitons of the one-dimensional nonlinear Schro¨dinger equation. Preprint.
[17] P. Ge´rard. The Cauchy problem for the Gross-Pitaevskii equation. Ann. Inst. Henri Poin-
care´, Analyse Non Line´aire, 23(5) :765–779, 2006.
[18] P. Ge´rard. The Gross-Pitaevskii equation in the energy space. Preprint.
[19] V.L. Ginzburg and L.P. Pitaevskii. On the theory of superfluidity. Sov. Phys. JETP,
34 :1240, 1958.
[20] O. Goubet. Two remarks on solutions of Gross-Pitaevskii equations on Zhidkov spaces.
Monatsh. Math., 151(1) :39–44, 2007.
[21] P. Gravejat. Limit at infinity for travelling waves in the Gross-Pitaevskii equation. C. R.
Math. Acad. Sci. Paris, 336(2) :147–152, 2003.
27
[22] P. Gravejat. A non-existence result for supersonic travelling waves in the Gross-Pitaevskii
equation. Commun. Math. Phys., 243(1) :93–103, 2003.
[23] P. Gravejat. Decay for travelling waves in the Gross-Pitaevskii equation. Ann. Inst. Henri
Poincare´, Analyse Non Line´aire, 21(5) :591–637, 2004.
[24] P. Gravejat. Limit at infinity and nonexistence results for sonic travelling waves in the
Gross-Pitaevskii equation. Differential Integral Equations, 17(11-12) :1213–1232, 2004.
[25] P. Gravejat. Asymptotics for the travelling waves in the Gross-Pitaevskii equation. Asymp-
tot. Anal., 45(3-4) :227–299, 2005.
[26] P. Gravejat. First order asymptotics for the travelling waves in the Gross-Pitaevskii equa-
tion. Adv. Differential Equations, 11(3) :259–280, 2006.
[27] E.P. Gross. Hydrodynamics of a superfluid condensate. J. Math. Phys., 4(2) :195–207,
1963.
[28] S. Gustafson, K. Nakanishi, and T.-P. Tsai. Scattering for the Gross-Pitaevskii equation.
Math. Res. Lett., 13(2) :273–285, 2006.
[29] S. Gustafson, K. Nakanishi, and T.-P. Tsai. Global dispersive solutions for the Gross-
Pitaevskii equation in two and three dimensions. Ann. Henri Poincare´, 8(7) :1303–1331,
2007.
[30] S.V. Iordanskii and A.V. Smirnov. Three-dimensional solitons in He II. JETP Lett.,
27(10) :535–538, 1978.
[31] C.A. Jones, S.J. Putterman, and P.H. Roberts. Motions in a Bose condensate V. Stability
of solitary wave solutions of nonlinear Schro¨dinger equations in two and three dimensions.
J. Phys. A, Math. Gen., 19 :2991–3011, 1986.
[32] C.A. Jones and P.H. Roberts. Motions in a Bose condensate IV. Axisymmetric solitary
waves. J. Phys. A, Math. Gen., 15 :2599–2619, 1982.
[33] B.B. Kadomtsev and V.I. Petviashvili. On the stability of solitary waves in weakly dispersing
media. Sov. Phys. Dokl., 15(6) :539–541, 1970.
[34] Y.S. Kivshar and B. Luther-Davies. Dark optical solitons : physics and applications. Phys.
Rep., 298 :81–197, 1998.
[35] Zhiwu Lin. Stability and instability of traveling solitonic bubbles. Adv. Differential Equa-
tions, 7(8) :897–918, 2002.
[36] O. Lopes. A constrained minimization problem with integrals on the entire space. Bol. Soc.
Bras. Mat., 25(1) :77–92, 1994.
[37] E. Madelung. Quantumtheorie in Hydrodynamische form. Zts. f. Phys., 40 :322–326, 1926.
[38] M. Maris. Stationary solutions to a nonlinear Schro¨dinger equation with potential in one
dimension. Proc. Roy. Soc. Edinb. A, 133(2) :409–437, 2003.
[39] K. Nakanishi. Scattering theory for the Gross-Pitaevskii equation. Preprint.
[40] L.P. Pitaevskii. Vortex lines in an imperfect Bose gas. Sov. Phys. JETP, 13(2) :451–454,
1961.
[41] E´. Tarquini. A lower bound on the energy of travelling waves of fixed speed for the Gross-
Pitaevskii equation. Monatsh. Math., 151(4) :333–339, 2007.
[42] T. Tsuzuki. Nonlinear waves in the Pitaevskii-Gross equation. J. Low Temp. Phys.,
4(4) :441–457, 1971.
[43] P.E. Zhidkov. Korteweg-De Vries and nonlinear Schro¨dinger equations : qualitative theory,
volume 1756 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2001.
28
