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OPTIMUM BOUNDS FOR THE DISTRIBUTIONS OF MARTINGALES
IN BANACH SPACES1
BY IOSIF PINELIS
Michigan Technological University
A general device is proposed, which provides for extension of exponential inequalities
for sums of independent real-valued random variables to those for martingales in the
2-smooth Banach spaces. This is used to obtain optimum bounds of the Rosenthal-
Burkholder and Chung types on moments of the martingales in the 2-smooth Banach
spaces. In turn, it leads to best-order bounds on moments of the sums of independent
random vectors in any separable Banach spaces. Although the emphasis is put on the
infinite-dimensional martingales, most of the results seem to be new even for the one-
dimensional ones. Moreover, the bounds on the Rosenthal-Burkholder type of moments
seem to be to certain extent new even for the sums of independent real-valued random
variables. Analogous inequalities for (one-dimensional) supermartingales are given.
1. Introduction. For a separable Banach space (X , ‖ · ‖), let S(X ) denote
the class of all sequences f = (fj) = (f0, f1, . . .) of Bochner-integrable random
vectors in X , with f0 ≡ 0, defined on a probability space (Ω, F, P ) and adapted
to a non-decreasing sequence (Fj) = (F0, F1, . . .) of sub-σ-fields of F ; here,
n, (Ω, F, P ) and (Fj) are considered attributes of f and may be different for
different f ∈ S(X ).
For f ∈ S(X ), put f∗ = sup{‖fj‖: j = 0, 1, . . .}, d0 = d0(f) ≡ 0, dj =
dj(f) = fj − fj−1, j = 1, 2, . . ., Sp = Sp(f) =
(∑∞
j=1 ‖dj‖p
)1/p
, p > 0, s2 =
s2(f)
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Key words and phrases. Distribution inequalities, exponential inequalities, bounds on
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1
=
(∑∞
j=1 Ej−1‖dj‖2
)1/2
, where Ej−1 stands for the conditional expectation
given Fj−1.
Let M(X ) denote the class of all sequences (fj) ∈ S(X ) that are martin-
gales and Mind(X ), the class of all sequences (fj) ∈ S(X ) having independent
increments dj ’s.
For any two nonnegative expressions E1 and E2, let us write E1  E2 (or,
equivalently, E2  E1) if E1 ≤ AE2, and E1 ≍ E2 if E1  E2  E1. Here, A
denotes a positive absolute constant.
We assume that inf ∅ =∞, sup ∅ = 0, ∑j∈∅ uj = 0, ∏j∈∅ uj = 1.
Symbol indicates the end of a proof or a remark.
In section 2, some preliminary results on the 2-smooth Banach spaces and
on the martingales in such spaces are given.
In section 3, a device is suggested, which provides for the extension of ex-
ponential inequalities for the sums of independent real-valued random variables
to those for the martingales in the 2-smooth Banach spaces. In particular, by
that means an exponential inequality for the martingales in the 2-smooth spaces
optimal in terms of ‖d∗‖∞, ‖s2‖∞ is obtained, which is a generalization of an
inequality of Bennett (1962) and Hoeffding (1963).
In section 4, using methods of Burkholder (1973) and results of section 3, we
obtain optimal (to the above defined relation ≍) upper bounds of the Rosenthal
(1970)-Burkholder (1973) type on moments of the martingales in the 2-smooth
Banach spaces, i.e., optimal in terms of ‖d∗‖p, ‖s2‖p, for p ≥ 2.
In section 5, via a modification of the martingale decomposition method
by Yurinskii (1974), we apply the inequalities of section 4 to obtain bounds of
the Rosenthal-Burkholder type on ‖ ‖fn‖ − E‖fn‖ ‖p, p ≥ 2, for an arbitrary
separable Banach space X , but only for f ∈ Mind(X ).
In section 6, we show that the inequalities derived in sections 4, 5 are optimal
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in the terms used. The key roles in the proof of the optimality are played by
the results and methods of Pinelis and Utev (1984).
In section 7, we obtain bounds on ‖ ‖fn‖ ‖p, p ≥ 2, f ∈ M(X ), which are
optimal in terms of n and ‖Sp‖p. We refer to them as to bounds of Chung type.
In section 8, inequalities for super-martingales (of course, in X = R) similar
to those in sections 3, 4 and certain refinements for real-valued martingales are
presented.
In section 9, some details are given. For instance, it is shown that, at least
for the sums of independent random vectors, the bounds in Pinelis (1980) are
equivalent to those in section 4.
Substantial part of the results was announced in Pinelis (1992).
I am grateful to Donald Burkholder and Walter Philipp for their support
and stimulating conversations and to Pawel Hitczenko, who has acquainted me
with his latest results here referred to. I would like to thank the organizers of
the work-shop ”Linear Analysis and Probability” in the Department of Mathe-
matics, Texas A&M University for the great opportunity to discuss the results
of this paper.
2. Preliminaries: 2-smooth Banach spaces and a reduction of mar-
tingales. Let us call a Banach space (X , ‖ · ‖) 2-smooth [or, more exactly,
(2, D)-smooth, for some D = D(X ) > 0] if ∀x ∈ X ∀y ∈ X
‖x+ y‖2 + ‖x− y‖2 ≤ 2‖x‖2 + 2D2‖y‖2.(2.1)
The importance of the 2-smooth spaces was elucidated in the paper of Pisier
(1975): they play the same role with respect to the vector martingales as the
spaces of type 2 do with respect to the sums of independent random vectors.
The definition assumed in this paper is slightly different from that given by
Pisier [which required only that (2.1) hold for an equivalent norm], because,
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in the subsequent account, we would like to follow the dependence of certain
constants on D, the constant of the 2-smoothness.
Substituting λx for y in (2.1), where λ ∈ R, one observes that except for
X = {0}, D ≥ 1.
It is easily seen that the condition
(‖x‖2)′′(v, v) ≤ 2D2‖v‖2 ∀x ∈ X ∀v ∈ X(2.2)
is sufficient for the (2, D)-smoothness, where (‖x‖2)′′(v, v) stands for the second
directional derivative of the function x 7→ ‖x‖2 in the direction v.
By way of illustration, we give
PROPOSITION 2.1. For any p ≥ 2 and any measure space (T,A, ν), Lp :=
Lp(T,A, ν) is (2,√p− 1 )-smooth.
PROOF. For ‖x‖ := (∫
T
|x|pdν)1/p, one has
1
2
(‖x‖2)′′(v, v) = (p− 1)‖x‖2−p
∫
T
|x|p−2v2dν
− (p− 2)‖x‖2−2p
(∫
T
|x|p−2xv dν
)2
≤ (p− 1)‖v‖2 − 0(2.3)
if x ∈ X\{0}, v ∈ X ( in view of Ho¨lder’s inequality), and 12 (‖x‖2)′′(v, v) = ‖v‖2
if x = 0. Thus, (2.2) is checked.
In particular, what is obvious and well-known, if X is a Hilbert space, then
it is (2,1)-smooth.
REMARK. If Lp = Lp(T,A, ν) is at least two-dimensional, i.e., if there exist
T1 ∈ A, T2 ∈ A such that T1 ∩ T2 = ∅, 0 < ν(T1) < ∞, 0 < ν(T2) < ∞, then
Lp is not (2, D)-smooth if 0 < D <
√
p− 1, so that Proposition 2.1 gives the
best bound. Indeed, put x ≡ ν(T2)1/p on T1, x ≡ ν(T1)1/p on T2, v ≡ x on T1,
v ≡ −x on T2, x ≡ v ≡ 0 on T \T1\T2. Then x 6= 0, and (2.3) turns into an
equality.
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Condition (2.2) is not only sufficient but also necessary for the (2, D)-smoothness
if the derivatives are understood in a generalized sense. To state this remark
rigorously, let us give a definition somewhat extending the notion of the 2-
smoothness.
For any Banach space (X , ‖ · ‖), we call a function Ψ:X → [0,∞) (2, D)-
smooth, D > 0, if it satisfies the conditions: Ψ(0) = 0,
|Ψ(x+ v)−Ψ(x)| ≤ ‖v‖,
Ψ2(x+ v)− 2Ψ2(x) + Ψ2(x− v) ≤ 2D2‖v‖2
for all x ∈ X , v ∈ X .
Evidently, a Banach space (X , ‖ · ‖) is (2, D)-smooth if and only if its norm
function is (2, D)-smooth.
The results stated in the subsequent sections for the norms of the martingales
in the 2-smooth spaces can be extended to those for the (2, D)-smooth functions
of martingales in any Banach spaces.
For any (2, D)-smooth function Ψ on a finite-dimensional Banach space
(X , ‖ · ‖) and ε > 0, define
Ψε(x) =
√∫
X
Ψ2(x − εy)γ(dy),
where γ is, say, a zero-mean Gaussian measure on X with support(γ) = X .
LEMMA 2.2. If Ψ is a (2, D)-smooth function on a finite-dimensional Banach
space
(X , ‖ · ‖), then for all ε > 0, Ψε has the Fre´chet derivatives Ψ′ε(x), Ψ′′ε (x), . . .
of any order, and the directional derivatives in any direction v ∈ X satisfy the
inequalities
|Ψ′ε(x)(v)| ≤ ‖v‖, (Ψ2ε)′′(x)(v, v) ≤ 2D2‖v‖2(2.4)
for all x ∈ X . Besides, for each x ∈ X , Ψε(x) → Ψ(x) as ε ↓ 0. [In this
generalized sense, sufficient condition (2.2) is also necessary for a Banach space
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(X , ‖ · ‖) to be (2, D)-smooth; note that (2.1) may be considered locally – for
any two-dimensional subspace containing x and y.]
PROOF. Among the statements of the lemma, only the first of the inequalities
(2.4) is comparatively non-trivial. Observe that
|(Ψ2ε)′(x)(v)| ≤ lim sup
t→0
1
t
∫
X
|Ψ(x+ tv − εy)−Ψ(x− εy)| (Ψ(x+ tv − εy) + Ψ(x− εy)) γ(dy)
≤ ‖v‖
∫
X
2Ψ(x− εy)γ(dy).
One can assume that Ψε(x) 6= 0 for all x ∈ X . Now,
|(Ψε)′(x)(v)| =
∣∣∣∣(Ψ2ε)′(x)(v)2Ψε(x)
∣∣∣∣
≤ ‖v‖
∫
X 2Ψ(x− εy)γ(dy)
2
√∫
X Ψ
2(x− εy)γ(dy)
≤ ‖v‖
by Schwartz inequality.
We also need the following folklorish lemma.
LEMMA 2.3. Let (fj)
∞
j=0 ∈ M(X ) be a martingale in a separable Banach
space (X , ‖ · ‖) relative to a filtration (Fj)∞j=0. Then for any ε > 0, there
exists a martingale (fj,ε)
∞
j=0 ∈ M(X ) relative to a filtration (Fj,ε)∞j=0 such that
∀j = 1, 2, . . . ,
fj,ε is a random variable having only a finite number of values,(2.5)
fj,ε → fj in probability as ε ↓ 0,(2.6)
Eg(fj,ε) ≤ Eg(fj),(2.7)
‖E(g(fj,ε)|Fj−1,ε)‖∞ ≤ E(g(fj)|Fj−1)‖∞,(2.8)
where g is any nonnegative convex real function on X .
PROOF. Consider the approximation fj,ε := E(fj|Fj,ε), where Fj,ε is the
σ-field generated by all the events of the form {fi ∈ Bk,ε}, i = 0, 1, . . . , j,
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k = 1, . . . , k(j, ε), where ({Bk,ε: k = 1, . . . , k(j, ε)})∞j=0 is an increasing sequence
of sets of balls in X of the radius ε such that k(0, ε) < k(1, ε) < k(2, ε) < . . .
and Pr (
⋂j
i=1
⋃k(j,ε)
k=1 {fi ∈ Bk,ε}) ≥ 1 − ε, j = 1, 2, . . . [the existence of such a
sequence of sets is guaranteed by the tightness of any probability measure on a
separable Banach space].
Then, (2.5) and (2.6) are satisfied. The Jensen’s type inequality g(fj,ε) ≤
E(g(fj)|Fj,ε) implies (2.7) and ‖E(g(fj,ε)|Fj−1,ε)‖∞ ≤ ‖E(g(fj)|Fj−1,ε)‖∞ ≤
‖E(g(fj)|Fj−1)‖∞, so that (2.8) is also true.
REMARK 2.4. Using the standard construction (fj∧n∧τ )∞j=0, where n = 1, 2, . . .,
τ = inf{j: ‖fj‖ ≥ M} with large n and M , we will need only to consider the
bounded stopped martingales. By Lemma 2.3 and Lemma 2.2, when proving
subsequent results for the martingales in the 2-smooth spaces, we may and
shall, without loss of generality, restrict the consideration only to the bounded
stopped martingales (0, f1, . . . , fn, fn, fn, . . .) with each of fj ’s having only a
finite number of values in a finite-dimensional Banach space (X , ‖ · ‖) satisfying
condition (2.2); for such martingales, we put f∞ = fn.
PROPOSITION 2.5. If f ∈ M(X ) and X is a (2, D)-smooth separable Banach
space, then
‖fn‖2 ≤ D‖s2‖2 = D‖S2‖2.
PROOF. For j = 1, 2, . . ., put
g(t) = E‖fj−1 + tdj‖2.
In view of Remark 2.4, we may assume that g′(0) = 0, g′′(t) ≤ 2D2‖dj‖22, and
so,
E‖fj‖2 −E‖fj−1‖2 = g(1)− g(0) =
∫ 1
0
g′′(t)(1 − t)dt
≤ D2‖dj‖22, j = 1, 2, . . . .
It remains to sum up these inequalities.
The upper bounds provided by Theorems 15.1 and 21.1 of Burkholder (1973)
7
can be immediately extended to the martingales in the 2-smooth separable Ba-
nach spaces. Let us state this as
THEOREM 2.6. If f ∈ M(X ), X is a 2-smooth separable Banach space, a
function g: [0,∞) → [0,∞) is non-decreasing, g(0) = 0, and g(2u) ≤ cgg(u),
u ≥ 0, for some cg, then
(2.9) Eg(f∗) ≤ c2.9[Eg(Ds2) +Eg(d∗)];
if, moreover, g is convex, then
(2.10) Eg(f∗) ≤ c2.10Eg(DS2);
here, c2.9 and c2.10 depend only on cg.
PROOF repeats that in Burkholder (1973) with the following exceptions: 1)
use ‖ · ‖ instead of | · |, and 2) use Proposition 2.5 instead of the identities (in
the notation therein): ‖h‖2 = ‖S(h)‖2 and ‖h‖2 = ‖s(h)‖2.
It is well-known [see (11.1) in Burkholder (1991)] that (Ap)p is optimum
for c2.10 at least if X is a Hilbert space. As to optimum bounds like (2.10) for
conditionally symmetric martingales, see section 4 below.
3. Exponential bounds on tail probabilities for the martingales in the
2-smooth spaces.
THEOREM 3.1. Suppose that f ∈ M(X ), X is a (2, D)-smooth separable
Banach space, and λ > 0 is such that Eeλ‖dj‖ < ∞ for j = 1, 2, . . . . Then for
all r ≥ 0,
Pr (f∗ ≥ r) ≤ 2e−λr
∣∣∣∣∣∣
∣∣∣∣∣∣
∞∏
j=1
[1 +D2Ej−1(eλ‖dj‖ − 1− λ‖dj‖)]
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
≤ 2 exp
−λr +D2
∣∣∣∣∣∣
∣∣∣∣∣∣
∞∑
j=1
Ej−1(eλ‖dj‖ − 1− λ‖dj‖)
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
 .
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We shall obtain this theorem as a particular case of the following result for
the
(2, D)-smooth functions defined in section 2.
THEOREM 3.2 . Suppose that f ∈ M(X ), X is any separable Banach space,
λ > 0 is such that Eeλ‖dj‖ < ∞ for j = 1, 2, . . . , and a function Ψ is (2, D)-
smooth. Then for all r ≥ 0,
Pr
(
sup
j
Ψ(fj) ≥ r
)
≤ 2e−λr
∣∣∣∣∣∣
∣∣∣∣∣∣
∞∏
j=1
(1 + ej)
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
,(3.1)
≤ 2 exp
−λr +
∣∣∣∣∣∣
∣∣∣∣∣∣
∞∑
j=1
ej
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
 ,(3.2)
where
ej = D
2
∗ Ej−1(e
λ‖dj‖ − 1− λ‖dj‖), D∗ = 1 ∨D.
PROOF. Put u(t) = ux,v(t) = Ψ(x + tv) for any x, v in X . By Lemma 2.2
and Remark 2.4, we may assume that u is Fre´chet-differentiable, |u′(t)| ≤ ‖v‖,
(u2)′′(t) ≤ 2D2‖v‖2. Hence, when u′′u > 0, one has (coshu)′′ = u′2 coshu +
u′′ sinhu
≤ (u′2+u′′u) coshu = 12 (u2)′′ coshu≤ D2‖v‖2 coshu, and, otherwise, (coshu)′′ ≤
u′2 coshu ≤ ‖v‖2 coshu; so, in any case,
(coshu)′′ ≤ D2∗ ‖v‖2 coshu.(3.3)
Consider now ϕ(t) := Ej−1 cosh(λΨ(fj−1 + tdj)), |t| ≤ 1. In view of (3.3) and
Remark 2.4,
ϕ′′(t) ≤ D2∗ λ2Ej−1‖dj‖2 cosh(λΨ(fj−1 + tdj))
≤ D2∗ λ2Ej−1‖dj‖2eλt‖dj‖ cosh(λΨ(fj−1)),
|t| < 1. But ϕ′(0) = 0 since (fj) is a martingale, and therefore,
Ej−1 cosh(λΨ(fj)) = ϕ(1) = ϕ(0)+
∫ 1
0
(1−t)ϕ′′(t)dt ≤ (1+ej) cosh(λΨ(fj−1)).
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Thus, putting G0 = 1, Gj = cosh(λΨ(fj))/
∏j
i=1(1 + ei), j = 1, 2, . . . ,
one has a positive supermartingale. Hence, if τ := inf{j: Ψ(fj) ≥ r}, then
EGτ ≤ EG0 = 1, and so,
Pr
(
sup
j
Ψ(fj) ≥ r
)
≤ Pr
Gτ ≥ cosh(λr)
/∣∣∣∣∣∣
∣∣∣∣∣∣
∞∏
j=1
(1 + ej)
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
 .
Now, (3.1) follows from Chebyshev’s inequality and coshu > eu/2; (3.2) is
elementary.
REMARK. For f ∈ Mind(R), i.e., for the sums of independent zero-mean real-
valued random variables, the following is used as a starting point when proving
exponential inequalities:
Pr (fn ≥ r) ≤ e−λr
n∏
j=1
[1 +E(eλdj − 1− λdj)]
≤ exp
−λr +
n∑
j=1
E(eλdj − 1− λdj)
 .
Thus, Theorem 3.1 provides a similar starting point for f ∈ M(X ), X being
2-smooth. [In this sense, it is analogous to the results of Pinelis and Sakhanenko
(1985) for the sums of independent random vectors.] A general method of ob-
taining exact exponential inequalities for the sums of independent real-valued
random variables is proposed in Pinelis and Utev (1989). So, for the martingales
in the 2-smooth spaces, these two devices taken together produce analogues of
exact “independent real-valued” exponential bounds. For instance, this remark
easily leads to the following analogues of classical results of Bernstein and Ben-
nett (1962)-Hoeffding (1963) [cf. Theorem 9 and 3, resp., in Pinelis and Utev
(1989)].
THEOREM 3.3. Suppose that f ∈ M(X ), X is a (2, D)-smooth separable
Banach space, and ∥∥∥∥∥∥
∞∑
j=1
Ej−1‖dj‖m
∥∥∥∥∥∥
∞
≤ m!Γm−2B2/(2D2)
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for some Γ > 0, B > 0 and m = 2, 3, . . . . Then for all r ≥ 0,
Pr (f∗ ≥ r) ≤ 2 exp
(
− r
2
B2 +B
√
B2 + 2Γr
)
.
PROOF. Under the conditions given,
D2
∥∥∥∥∥∥
∞∑
j=1
Ej−1(eλ‖dj‖ − 1− λ‖dj‖)
∥∥∥∥∥∥
∞
≤ 1
2
∞∑
m=2
λmΓm−2B2 =
B2λ2
2(1− λΓ) , 0 ≤ λ <
1
Γ
.
Now Theorem 3.1 yields
Pr (f∗ ≥ r) ≤ 2 exp
{
−λr + B
2λ2
2(1− λΓ)
}
.
It remains to minimize the R.H.S. in λ.
THEOREM 3.4. Suppose that f ∈ M(X ), X is a (2, D)-smooth separable
Banach space, and ‖d∗‖∞ ≤ a, ‖s2‖∞ ≤ b/D for some a > 0, b > 0. Then for
all r ≥ 0,
Pr (f∗ ≥ r) ≤ 2 exp
[
r
a
−
(
r
a
+
b2
a2
)
ln
(
1 +
ra
b2
)]
(3.4)
≤ 2
(
eb2
ra
)r/a
.(3.5)
PROOF. Since the function g(u) := u−2(eu − 1− u) for u 6= 0, g(0) := 1/2 is
increasing in u ∈ R,
Ej−1(eλ‖dj‖ − 1− λ‖dj‖) ≤ e
λa − 1− λa
a2
Ej−1‖dj‖2.
Now Theorem 3.1 yields
Pr (f∗ ≥ r) ≤ 2 exp
{
−λr + e
λa − 1− λa
a2
b2
}
,
and the minimization in λ gives (3.4). Inequality (3.5) is trivial.
In the special case X = L2, a bound similar to (3.4), but somewhat weaker,
was proved by Kallenberg and Sztencel (1991); their method seems to be con-
fined only to Hilbert spaces.
Theorem 3.4 was proved in Pinelis (1992) for X = Lp, p ≥ 2; a version for
the general 2-smooth spaces was given therein too, but with another, greater
constant in place of D.
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THEOREM 3.5. Suppose that f ∈ M(X ), X is a (2, D)-smooth separable
Banach space, and
∞∑
j=1
‖dj‖2∞ ≤ b2∗ for some b∗ > 0. Then for all r ≥ 0,
Pr (f∗ ≥ r) ≤ 2 exp
{
− r
2
2D2b2∗
}
.
PROOF is the same as that of Theorem 3 in Pinelis (1992) except that, in
view of (3.3), one can use D2 instead of B therein.
Theorem 3.5 can be improved in the special case of conditionally symmetric
martingales.
THEOREM 3.6. Suppose that X is a (2, D)-smooth separable Banach space,
f ∈ M(X ), ‖S2(f)‖∞ ≤ b for some b > 0, and the increments dj ’s are Fj−1-
conditionally symmetrically distributed, j = 1, 2, . . . . Then for all r ≥ 0,
Pr (f∗ ≥ r) ≤ 2 exp
{
− r
2
2D2b2
}
.
PROOF. Being conditionally symmetric, (fj) is a martingale also relative to
the sequence (Gj), where Gj is the σ-field generated by Fj and ‖dj+1‖; see, e.g.
Lemma 10.2 in Burkholder (1991). Now, the proof can be concluded as that
of Theorem 3 in Pinelis (1992): only the conditional expectations given Gj ’s
are taken instead of those given Fj ’s, and D
2, ‖dj‖2 are used in place of B, b2n
therein, resp.
In the case when X = R and dj ’s are simple functions, Theorem 3.6 was
given in Hitczenko (1990a).
An analogous result for sums of independent random vectors in arbitrary
separable Banach spaces is given in Pinelis (1990).
4. A spectrum of Rosenthal-Burkholder type bounds on moments of
the martingales in the 2-smooth spaces.
THEOREM 4.1. If f ∈ M(X ), X is a (2, D)-smooth separable Banach space,
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p ≥ 2, 1 ≤ c ≤ p, then
(4.1) ‖f∗‖p  c‖d∗‖p +
√
c ep/cD‖s2‖p;
in particular,
‖f∗‖p  p‖d∗‖p +√pD‖s2‖p,(4.2)
‖f∗‖p  p
ln p
(‖d∗‖p +D‖s2‖p),(4.3)
‖f∗‖p  α‖d∗‖p + ep/αD‖s2‖p, 1 ≤ α ≤ p
ln(ep)
.(4.4)
We need
LEMMA 4.2. Suppose that f ∈M(X ), the increments dj ’s are Fj−1-conditionally
symmetrically distributed, j = 1, 2, . . . , λ > 0, δ1 > 0, δ2 > 0, β − 1 − δ2 > 0.
Then
Pr (f∗ > βλ,w∗ ≤ λ) ≤ εPr (f∗ > λ),
where
w∗ =
(
d∗
δ2
)
∨
(
D s2
δ1
)
,
(4.5) ε = 2
(
e
N
δ21
δ22
)N
, N =
β − 1− δ2
δ2
.
PROOF. Put d¯j = djI{‖dj‖ ≤ δ2λ}, f¯j =
j∑
i=0
d¯i, hj = f¯(j∧τ∧ν)∨µ − f¯µ,
where µ = inf{j: ‖f¯j‖ > λ}, ν = inf{j: ‖f¯j‖ > βλ}, τ = inf{j: s¯j+1 > λ},
s¯j+1 =
√∑j+1
i=1 Ei−1‖d¯i‖2, j = 0, 1, . . . . Then Ej−1d¯j = 0, hj−hj−1 = d¯jI{µ <
j ≤ τ ∧ ν}, j = 1, 2, . . ., and so, (hj) is a martingale in X conditionally on Fµ
[the σ-field consisting of all Ω0 ∈ F such that Ω0 ∩ {µ = j} ∈ Fj for all j].
Besides,
Pr (f∗ > βλ,w∗ ≤ λ) = Pr (f¯∗ > βλ,w∗ ≤ λ) ≤ Pr (h∗ > (β − 1− δ2)λ)
= EPr (h∗ > (β − 1− δ2)λ | Fµ)I{µ <∞}
≤ εPr (µ <∞) = εPr (f∗ > λ);
here, we have applied (3.5) with r = (β − 1− δ2)λ, a = δ2λ, b = δ1λ.
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PROOF OF THEOREM 4.1. Argument in Hitczenko (1990) shows that we
need to consider only the following two cases: 1) the increments dj ’s are Fj−1-
conditionally symmetrically distributed, and 2) f ∈ Mind(X ). But via the
standard symmetrization formula X˜ = X − X ′, where X,X ′ are independent
copies, one can easily reduce case 2) to 1). Thus, one can use Lemma 4.2.
Applying now Lemma 7.1 in Burkholder (1973) with Φ(λ) = λp, γ = βp,
δ = η = 1, one has
(4.6) ‖f∗‖p ≤ 2β
(‖d∗‖p
δ2
+
D‖s2‖p
δ1
)
if βpε ≤ 1/2,
where ε is given by (4.5). Choose now, for any c ∈ [1, p],
β = 1 + e−p/c +
1
c
, δ2 =
1
10c
, δ1 =
1
10
√
c ep/c
.
Then β < 3,
N
(
=
β − 1− δ2
δ2
)
= 9 + 10ce−p/c > 9,
βp = [1 + (N + 1)δ2]
p < e2pNδ2 ,
(βpε)1/N < 21/9e2pδ2
e
10ce−p/c
c
e2p/c
<
1
2
,
so that (4.6) implies
‖f∗‖p ≤ 60(c‖d∗‖p +
√
c ep/cD‖s2‖p);
thus, (4.1) is proved.
Let cp stand for the unique solution to the equation
√
cp = e
p/cp . Then,
cp ∼ 2p/ lnp as p → ∞. Hence, putting c = p, c = cp, in (4.1), one comes to
(4.2), (4.3), resp.
The function g(c) :=
√
c ep/c decreases on [1, p], g(1) = ep, g(p) = e
√
p < ep.
Hence, for each α ∈ [1, p/ ln(ep)], there exists zα ∈ [1, p], the unique so-
lution to the equation g(zα) = e
p/α; besides, g(2α) = ep/α
√
2α e−p/(2α) ≤
ep/α
√
2αpe
−p/(2αp) < g(zα), where αp := p/ ln(ep). Thus, zα < 2α. Now we
see that (4.1) with c = zα yields (4.4).
For X = R, inequalities (4.3) and (4.2) were proved in Hitczenko (1990) and
Hitczenko (1991), resp.
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A spectrum of bounds on moments of martingales in Hilbert spaces with
bounded second conditional moments was found in Pinelis (1980). It is essen-
tially equivalent to (4.1) at least in the case of independent increments dj ’s (see
Proposition 9.2 below) but has a much more cumbersome expression.
The infimum in c of the R.H.S. of (4.1), evaluated in section 6 below, turns
out to be an upper bound on ‖f∗‖p optimal in terms of ‖d∗‖p, ‖s2‖p, the
optimum choice of c depending, obviously, on ‖d∗‖p/‖s2‖p. Besides, for each
c ∈ [1, p], the “individual” bound c‖d∗‖p +
√
c ep/c‖s2‖p is optimal for a certain
corresponding value of ‖d∗‖p/‖s2‖p; in particular, all the bounds in (4.2)-(4.4)
are optimal. The issue of optimality is treated rigorously in section 6.
THEOREM 4.3. If X is a (2, D)-smooth separable Banach space, f ∈M(X ),
and the increments dj ’s are Fj−1-conditionally symmetrically distributed, then
‖f∗‖p  √pD‖S2‖p, p ≥ 1.
PROOF. Consider f as a martingale relative to the sequence of σ-fields (Gj)
defined in the proof of Theorem 3.6. Then s2 = S2. Reasoning as in the proof
of Lemma 4.2 but using Theorem 3.6 instead of Theorem 3.4, we see that
(4.7) Pr (f∗ > βλ,D S2 ≤ δλ) ≤ εPr (f∗ > λ),
λ > 0, δ > 0, β − 1 − δ > 0, where ε = exp[−δ−2(β − 1 − δ)2/2]. It remains to
choose, say, β = 2, δ = (0.1)p−1/2 and apply Lemma 7.1 of Burkholder (1973).
REMARK. For conditionally symmetric martingales in Hilbert spaces, the exact
constant Ap in the inequality
(4.8) ‖fn‖p ≤ Ap‖S2‖p
was found [see Burkholder (1991, chapter 11), Davis (1976), Wang (1991)]. For
any real martingale with independent symmetrically distributed increments, it
follows from the result of Whittle (1960) [proved correctly only for p = 2 and
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p ≥ 3] and of Haagerup (1982) that (4.8) takes place with the exact, in this
”independent increments” case, constant Ap = ‖ξ‖p, where ξ ∼ N(0, 1), p ≥ 2.
Since ‖ξ‖p ≍ √p, the bound in Theorem 4.3 is optimal (to ≍).
REMARK. Bounds given in Theorems 3.1, 4.1, 4.3 are only possible in the 2-
smooth Banach spaces, even if we need a bound like those in Theorem 4.1 for just
one particular p. Indeed, all the mentioned here results imply ‖f∗‖p ≤ CD‖S2‖p
for at least one particular p ≥ 2, some C > 0 and all Walsch-Paley martingales
in X since, for those martingales, s2 = S2 ≥ d∗. Thus, one has (4.7) with
ε = (CDδ/(β − 1 − δ))p, and so, ‖f∗‖2 ≤ C1D‖S2‖2 for some C1 > 0. It
remains now to recall the characterization of the 2-smooth Banach spaces given
by Pisier (1975).
5. Applications: bounds on central moments of the norm of the sum
of independent random vectors in arbitrary Banach spaces.
THEOREM 5.1. If f ∈ Mind(X ), (X , ‖ · ‖) is any separable Banach space,
p ≥ 2, 1 ≤ c ≤ p, and x is any non-random vector in X , then for all n = 1, 2, . . .,
(5.1) ‖ ‖fn + x‖ −E‖fn + x‖ ‖p  c‖d∗‖p +
√
c ep/c‖S2‖2;
in particular,
‖ ‖fn + x‖ −E‖fn + x‖ ‖p  p‖d∗‖p +√p ‖S2‖2,(5.2)
‖ ‖fn + x‖ −E‖fn + x‖ ‖p  p
ln p
(‖d∗‖p + ‖S2‖2),(5.3)
‖ ‖fn + x‖ −E‖fn + x‖ ‖p  α‖d∗‖p + ep/α‖S2‖2,(5.4)
1 ≤ α ≤ p/ ln(ep).
PROOF. We use the following modification of the method of Yurinskii (1974),
being stated here as
LEMMA 5.2. For f ∈ Mind(X ), let Fj be the σ-field generated by f0, f1, . . . , fj ;
put ζj = Ej‖fn + x‖ −E‖fn + x‖, ξj+1 = ζj+1 − ζj , j = 0, 1, . . . , n. Then (ζj)
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is a martingale,
|ξj | ≤ ‖dj‖+E‖dj‖, Ej−1ξ2j ≤ ‖dj‖2,
j = 1, . . . , n, and
‖fn + x‖ −E‖fn + x‖ = ζn.
PROOF can be found in each of the papers of Pinelis (1981, 1986), Pinelis
and Sakhanenko (1985). Since it is very short, we repeat it here for the reader’s
convenience. Put ηj = Ej(‖fn+x‖−‖fn+x−dj‖). Then |ηj | ≤ ‖dj‖ . Besides,
ξj = ηj −Ej−1ηj , j = 1, . . . , n, in view of the independence of dj ’s; hence,
|ξj | ≤ |ηj |+ |Ej−1ηj | ≤ ‖dj‖+E‖dj‖,
Ej−1ξ2j = Ej−1η
2
j − (Ej−1ηj)2 ≤ Ej−1η2j ≤ E‖dj‖2, j = 1, . . . , n.
To complete now the proof of Theorem 5.1, apply Theorem 4.1 to the mar-
tingale (0, ζ1, ζ2, . . . , ζn, ζn, ζn, . . .), ζj ’s defined in Lemma 5.2. Using the lemma
and the inequalities of Minkowsky and Ho¨lder, we see that
n∑
j=1
Ej−1ξ2j ≤
n∑
j=1
E‖dj‖2 = ‖S2‖22,
‖max
j≤n
|ξj | ‖p ≤ ‖max
j
(‖dj‖+E‖dj‖)‖p
≤ ‖d∗‖p +max
j
E‖dj‖
≤ 2‖d∗‖p.
Finally, note that the constant of smoothness D(R) = 1. Now the statement of
Theorem 5.1 is evident.
Hoffmann-Jørgensen (1974) found the following extension of the Rosenthal’s
inequality for f ∈Mind(X ), p ≥ 1:
(5.5) ‖ ‖fn‖ ‖p ≤ c(p)(‖d∗‖p + ‖ ‖fn‖ ‖1)
with c(p) depending only on p [it can be seen that the best choice of parameters
in the method of Hoffmann-Jørgensen gives (5.5) with c(p) ≍ p].
For f ∈Mind(X ), Pinelis (1978) proved that
‖ ‖fn‖ ‖p  c1(p)‖ ‖fn‖ ‖1 + c2(p)‖Sp‖p + c3(p)‖S2‖2,
which is also a generalization of the Rosenthal’s (1970) inequality; the method
can actually yield c1(p) = 1, c2(p) = p, c3(p) =
√
p.
An inequality, implying (5.1), was obtained in Pinelis (1980) [see Proposi-
tion 9.2 below].
De Acosta (1981) proved a version of (5.3) but with x = 0 and with an im-
plicit factor c(p) instead of p/ ln p. Since he used inequality (21.1) of Burkholder
(1973), Proposition 9.1 below shows that in fact his method leads to c(p) = p.
Using isoperimetric technique, Talagrand (1989) proved the following version
of (5.5):
(5.6) ‖ ‖fn‖ ‖p  p
ln(2p)
(‖d∗‖p + ‖ ‖fn‖ ‖1)
for f ∈ Mind(X ), p ≥ 1, which was also proved in Kwapien´ and Szulga (1991)
by a different method. The Talagrand’s inequality may be compared with (5.1)
and, in particular, with (5.3). If ‖S2‖2 is much greater than ‖d∗‖p + ‖ ‖fn‖ ‖1,
then (5.1) may lose to (5.6) in certain cases. If however X is e.g. of cotype 2,
then (5.3) is often no worse then (5.6); moreover, say, in the typical case of the
increments with the same or almost the same distribution, (5.2) is significantly
better. On the other hand, if there are heavy distribution tails, i.e., if ‖d∗‖p is
much greater than both ‖S2‖2 and ‖ ‖fn‖ ‖1, then (5.4) with α ≍ 1 does better
than (5.6). Other advantages of bounds (5.1)-(5.4) are that they are applicable
to the sums of non-zero-mean random vectors (owing to the presence of x) and
better reflect the concentration phenomenon of the distribution of the sum of
independent random vectors.
Modifications of the method of Yurinskii (1974) for f ∈ Mind(X ), allowing
reduction of the problem of upper bounds on the L.H.S. of (5.1) for any separable
Banach space X to that of upper bounds on ‖fn‖p for f ∈ Mind(R) were
proposed in Berger (1991) [for x = 0] and in Pinelis (1992a) [with the best
constant, for any x ∈ X ]; actually, instead of the power moment function u 7→
|u|p, one can use any convex function there.
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A straightforward application of Theorem 4.1 yields the following bounds in
the case of sums of independent zero-mean random variables.
THEOREM 5.3. Suppose that f ∈ Mind(X ), X is a Hilbert space, p ≥ 2,
1 ≤ c ≤ p. Then
(5.7) ‖ ‖fn‖ ‖p  c‖Sp‖p +
√
c ep/c‖S2‖2;
in particular,
‖ ‖fn‖ ‖p  p‖Sp‖p +√p ‖S2‖2,(5.8)
‖ ‖fn‖ ‖p  p
ln p
(‖Sp‖p + ‖S2‖2),(5.9)
‖ ‖fn‖ ‖p  α‖Sp‖p + ep/α‖S2‖2, 1 ≤ α ≤ p
ln(ep)
.(5.10)
PROOF, in view of Theorem 4.1 and the equality D(X ) = 1 for any Hilbert
space X , consists in the following trivial remarks: ‖ ‖fn‖ ‖p ≤ ‖f∗‖p, ‖d∗‖p ≤
‖Sp‖p, and, for f ∈ Mind(X ), s2 = S2.
As it was said in section 4, the results of Pinelis (1980) imply (5.1), (5.7);
it was also explained in that paper how to elicit bounds like (5.8) and (5.10)
(for α = 4). Nevertheless, it is not obvious how to deduce a general inequality
like (5.7) from the spectrum of bounds in Pinelis (1980) (again, we refer to
Proposition 9.2). From this point of view, even in the classical case of sums of
independent real-valued zero-mean random variables, (5.7) is apparently new.
An inequality similar to, say, (5.9), but with 2p instead of p/ ln p, was proba-
bly first found by Rosenthal (1970) for f ∈Mind(R), who also obtained a lower
bound, which differs from the upper one by at most a factor depending only on
p.
Rose´n (1970) proved a result for f ∈ Mind(R), which implies the upper
Rosenthal’s bound for p = 2, 4, 6, . . . [this implication was unnoticed; to demon-
strate it, one can put, in the notation of Rose´n, λν(p) = (EX
2p
ν /EX
2
ν )
1/(2p−2),
ρν(p) = EX
2
ν/(λν(p)
2)]. Moreover, using some ideas of Dharmadhikari and
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Jogdeo (1969), it is possible to deduce the upper bound by Rosenthal for all
real p ≥ 2 from the Rose´n’s result.
A method like just described was used in the student diploma work of Pinelis
(1974) to prove an upper bound of the Rosenthal type for f ∈ Mind(R) [via
the Marcienkiewicz-Zygmund (1937) inequality, the lower Rosenthal bound was
also obtained therein]. While the constants in Pinelis (1974) were implicit,
the method could yield (5.9); regrettably, the results of Rosenthal (1970) and
Burkholder (1973) had long remained unknown to the author, and so, the prob-
lem of the constants was not among the ones considered then by him as most
urgent.
Inequality (5.9) for f ∈ Mind(R) and for sums of exchangeable random
variables, with the proof that p/ ln p is optimal in (5.9), was first given by
Johnson, Schechtman and Zinn (1985).
A.I. Sakhanenko, a referee of the mentioned diploma work, upon having
reviewed it, suggested another approach, giving in effect (5.8), again for f ∈
Mind(R) [see Nagaev and Pinelis (1977)].
An inequality, similar to (5.10) with α = 4, was found by Sazonov (1974).
All bounds in Theorems 4.1, 5.1, 5.3 are optimum. We shall prove the
optimality in the next section, using results and ideas from Pinelis and Utev
(1984), where, in particular, for any p ≥ 2,
sup{‖fn‖p: f ∈ Mind(R), ‖S2‖2 and ‖Sp‖p fixed}
was computed up to ≍, which, for instance, implies all inequalities (5.7)-(5.10)
for f ∈ Mind(R); also, it was noted in Pinelis and Utev (1984) that bounds
like (5.8) and (5.10) [for α ≍ 1] represent in a certain sense the two extreme
bounds in the spectrum of all optimal bounds on moments, the optimum value
of a “spectrum parameter” depending on ‖Sp‖p/‖S2‖2.
6. Optimality of the bounds on moments. Let us consider the following
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upper bounds for any a2 > 0, ap > 0, p ≥ 2:
Bp := Bp(ap, a2) := sup{‖f∗‖p: f ∈M(X ), X is (2, D)-smooth,
‖d∗‖p = ap, D‖s2‖p = a2},
BXp,ind := B
X
p,ind(ap, a2) := sup{‖ ‖fn + x‖ −E‖fn + x‖ ‖p: f ∈ Mind(X ),
x ∈ X , ‖d∗‖p = ap, ‖S2‖2 = a2, n = 1, 2, . . .},
Bp,ind,0 := Bp,ind,0(ap, a2) := sup{‖fn‖p: f ∈Mind(R),
‖d∗‖p = ap, ‖S2‖2 = a2, n = 1, 2, . . .},
and their analogues Bp,S = Bp,S(ap, a2), B
X
p,ind,S = B
X
p,ind,S(ap, a2), Bp,ind,0,S
= Bp,ind,0,S(ap, a2) obtained by replacing the equality ‖d∗‖p = ap in the above
definitions by ‖Sp‖p = ap.
We shall show that all the introduced bounds are ≍-equivalent to each of
the following:
B∗p := B
∗
p(ap, a2) := ap +
√
p a2 +
pap
ln(2 +
ap
a2
√
p)
,
Bˆp := Bˆp(ap, a2) := min{cap +
√
c ep/ca2: 1 ≤ c ≤ p},
Bˇp := Bˇp(ap, a2) := max{(pα+ 1)1−α/2a1−αp aα2 : 0 ≤ α ≤ 1}.
Theorem 6.1 below principally means that for any pair (ap, a2) of the values
of the characteristics used in the bounds (4.1), (5.1) and (5.7) there exists a value
of the “spectrum parameter” c providing an optimum bound. Roughly speaking,
it means that spectra (4.1), (5.1) and (5.7) are rich enough, so Theorem 6.1 may
be called the “spectrum completeness theorem”. It also means that it is not
essential in this context values of which of the two pairs are fixed: ‖d∗‖p and
‖s2‖p, or ‖Sp‖p and ‖s2‖p.
THEOREM 6.1. For all p > 2, a2 > 0, ap > 0 and for all separable Banach
spaces (X , ‖ · ‖),
Bp ≍ BXp,ind ≍ Bp,ind,0 ≍ Bp,S ≍ BXp,ind,S ≍ Bp,ind,0,S
≍ Bˇp ≍ Bˆp ≍ B∗p .
Proof is comparatively long and will be given later in this section.
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The “spectrum” cap +
√
c ep/ca2, 1 ≤ c ≤ p, turns out to be not only
“complete” but also “minimal” in the sense that for each c ∈ [1, p], there exist
ap > 0, a2 > 0 such that the “individual” bound cap +
√
c ep/ca2 is the best
possible. Let us now give the rigorous statement.
THEOREM 6.2. For any c ∈ [1, p], p > 2,
sup
{
Bp(ap, a2)
cap +
√
c ep/ca2
: ap > 0, a2 > 0
}
≍ 1;
here any of the other 5 bounds BXp,ind, Bp,ind,0, Bp,S , B
X
p,ind,S , Bp,ind,0,S may be
used in place of Bp. In particular, all bounds (4.2)-(4.4), (5.2)-(5.4), (5.8)-(5.10)
are optimal.
Proof will be given after that of Theorem 6.1.
The following proposition might seem analogous to Theorem 6.2, but it is
less important since, for an “individual” value of α, (pα+ 1)1−α/2a1−αp a
α
2 does
not represent an upper bound on the moments – actually, by Theorem 6.1,
Bp(ap, a2)  (pα+ 1)1−α/2a1−αp aα2 .
PROPOSITION 6.3. For any α ∈ [0, 1], p > 2,
inf
{
Bp(ap, a2)
(pα+ 1)1−α/2a1−αp aα2
: ap > 0, a2 > 0
}
≍ 1;
here, any of the other 5 bounds BXp,ind, Bp,ind,0, Bp,S , B
X
p,ind,S , Bp,ind,0,S may
be used in place of Bp.
Proof will be given after that of Theorem 6.2.
REMARK. It is easy to see that Doob’s inequality
‖f∗‖p ≤ p
p− 1 supn ‖ ‖fn‖ ‖p , p > 1, f ∈M(X ),
(see also (1.4) in Burkholder (1973)) remains true for all separable Banach spaces
X . Therefore, one could replace ‖f∗‖p in the definition of Bp by supn ‖ ‖fn‖ ‖p,
and statements
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6.1–6.3 would hold. This remark can be also deduced from the proof of these
statements.
Proof of Theorem 6.1 is based on lemmas 6.4 – 6.9 below.
LEMMA 6.4. If p > 2, m is a positive integer, m ≤ p/2, ap > 0, a2 > 0, then
Bp,ind,0(ap, a2)  ap +B2m,ind,sym,S((a2m−2p ap−2m2 )
1
p−2 , a2),
where B2m,ind,sym,S may be defined by (6.6), (6.7) below.
PROOF. Put gn(t) = t
−p/2[1 − (1 − t/n)n], g∞(t) = t−p/2(1 − e−t), t > 0,
n > 0. Then gn(t) decreases in n to g∞(t), gn(t) decreases in t ∈ (0, n] from
gn(0+) = ∞ to gn(n) = n−p/2, g∞(t) decreases in t ∈ (0,∞) from g(0+) = ∞
to g(∞) = 0. Hence, for any n ∈ (a22/a2p,∞], there exists the unique solution
tn ∈ (0, n) to the equation gn(tn) = (ap/a2)p, and tn ↓ t∞ as n ↑ ∞.
For any p > 0, ap > 0, a2 > 0, and any integer n > a
2
2/a
2
p, consider f ∈
Mind(R) such that
Pr (dj = ±un) = qn/2, Pr (dj = 0) = 1− qn for j = 1, . . . , n,
Pr (dj = 0) = 1 for j = n+ 1, n+ 2, . . . ,
where
qn :=
tn
n
, un :=
a2√
tn
.
Then, for the so constructed f ,
(6.1) ‖d∗‖p = ap, ‖S2‖2 = a2,
(6.2) ‖S2m‖2m = t(1−m)/(2m)n a2 → t1/(2m)∞ u∞,
Eeiλfn = [1 + qn(cosλun − 1)]n → EeiλZ , λ ∈ R,
as n→∞, where
(6.3) u∞ = lim
n→∞un =
a2√
t∞
,
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Z is a (symmetrized Poisson) random variable with the characteristic function
(6.4) EeiλZ = exp[(cosλu∞ − 1)t∞].
Hence, by the analogue of the Fatou lemma for the convergence in distribution
[see, e.g., Theorem 5.3 in Billingsley (1968)],
(6.5) lim inf
n→∞ ‖fn‖2m ≥ ‖Z‖2m.
Consider now, for b2m > 0, b2 > 0,
B2m,ind,sym,S(b2m, b2) := sup{‖fn‖2m: f ∈ Mind(R), ‖S2m‖2m = b2m, ‖S2‖2 = b2,
dj ’s symmetrically distributed }.
The theorem in Pinelis and Utev (1984) states that
(6.6) B2m,ind,sym,S(b2m, b2) =
 m∑
j=1
Γj,m(b
m−j
2m b
j−1
2 )
2m
m−1

1
2m
,
where
(6.7) Γj,m = (2m)!
j∑
r=1
∑ r∏
k=1
1
jk!((2mk)!)jk
;
the inner summation is over all positive integers m1 > · · · > mr and j1, . . . , jr
such that m1j1 + · · · +mrjr = m, j1 + · · · + jr = j. It follows from its proof
that
(6.8) B2m,ind,sym,S(t
1
2m∞ u∞, t
1
2∞u∞) = ‖Z‖2m,
where Z is defined by (6.4) [note the misprint in formula (7) of Pinelis and
Utev (1984): there must be Ajk2mk,n instead of A2mk,n]. Observe that for the f
constructed above in this proof,
‖S2m‖2m = (‖Sp‖2m−2p ‖S2‖p−2m2 )
1
p−2 .
Now, (6.2), (6.1) and the inequality ‖Sp‖p ≥ ‖d∗‖p imply
(6.9) t
1
2m∞ u∞ ≥ (a2m−2p ap−2mp )
1
p−2 .
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But (6.6), (6.7) show that B2m,ind,sym,S is an increasing function in either of
its arguments. Thus, using (6.5), (6.8), (6.9) and (6.3), we deduce
lim inf
n→∞ ‖fn‖2m ≥ B2m,ind,sym,S
(
(a2m−2p a
p−2m
2 )
1
p−2 , a2
)
.
The lower Rosenthal’s bound and Ho¨lder’s inequality give
‖fn‖p  ‖Sp‖p ∨ ‖fn‖2m ≥ ap ∨ ‖fn‖2m.
Now the statement of the lemma is obvious.
LEMMA 6.5. Under the conditions of Lemma 6.4,
Bp,ind,0,S(a1, a2)  ap +B2m,ind,sym,S((a2m−2p ap−2m2 )
1
p−2 , a2).
PROOF is similar to that of Lemma 6.4 but easier. In fact, Lemma 6.5 was
proved in Pinelis and Utev (1984).
LEMMA 6.6. For all p ≥ 2, ap > 0, a2 > 0, one has Bˆp(ap, a2)  Bˇp(ap, a2).
PROOF. Consider the functions
gp(α) := (pα+ 1)
1−α/2qα, q := a2/ap, 0 ≤ α ≤ 1,(6.10)
qp(α) :=
√
pα+ 1 exp
{
1
2
pα− 2p
pα+ 1
}
, 0 ≤ α ≤ 1.(6.11)
Then, by the definition of Bˇp,
(6.12) Bˇp(ap, a2) = max{apgp(α): 0 ≤ α ≤ 1}.
Besides, qp is continuous and increasing and maps [0,1] onto the segment
(6.13) Ip :=
[
e−p,
√
p+ 1 exp
{
−1
2
p
p+ 1
}]
.
An essential relation between gp and qp is
(6.14) g′p(α) = gp(α) ln
q
qp(α)
.
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If we have q ∈ Ip, take αp = q−1p (q); then αp ∈ [0, 1], q = qp(αp), and, in
view of (6.10), (6.11),
(pαp + 1)ap = apgp(αp) exp
{
−αp
2
pαp − 2p
pαp + 1
}
≍ apgp(αp),(6.15)
√
pαp + 1 e
p/(pαp+1)a2 = apgp(αp) exp
{
pαp(3− αp)
2(pαp + 1)
}
≍ apgp(αp).
This implies, with cp := pαp + 1, that
(6.16) cpap +
√
cp e
p/cpa2 ≍ apgp(αp)
(if q ∈ Ip). Obviously, cp ∈ [1, p + 1]. Hence, in view of (6.12), if q ∈ Ip and
cp ≤ p, the lemma is true; if however cp ∈ (p, p+ 1], then
pap +
√
p ep/pa2 ≤ cpap +√cp ep/cpea2 ≍ apgp(αp)
by (6.16). Thus, the lemma is true whenever q ∈ Ip.
Consider now the two cases when q /∈ Ip.
First, suppose that
(6.17) q < min Ip = e
−p.
Then q < qp(α) for all α ∈ [0, 1], and (6.14) implies g′p < 0 on [0, 1]. Hence,
Bˇp(ap, a2) = apgp(0) = ap; on the other hand, Bˆp(ap, a2) ≤ ap + epa2 = (1 +
epq)ap ≤ 2ap by (6.17). Thus, the lemma is true in the case (6.17), too.
Finally, let
(6.18) q > max Ip(>
√
p/e).
Then q > qp(α) for all α ∈ [0, 1], and (6.11) implies Bˇp(ap, a2) = apgp(1) ≥
√
p a2, whereas Bˆp(ap, a2) ≤ pap +√p a2 = (p/q +√p e)a2 ≤ 2e√p a2, in view
of (6.18).
LEMMA 6.7. For all p > 2, ap > 0, a2 > 0, one has Bp,ind,0(ap, a2) 
Bˇp(ap, a2).
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PROOF. By Lemma 6.4 and the estimate
(6.19) Γ
1/(2m)
j,m ≍ j1−j/(2m)
[see (9) in Pinelis and Utev (1984)],
(6.20) Bp,ind,0(ap, a2)  ap + B˜p(ap, a2),
where
B˜p(ap, a2) = max{j1−j/2ma1−αjp aαj2 : j = 1, . . . ,m},
αj := 1− 2(m−j)p−2 , m is the integer part of p/2. Since j  pαj +1 and j/(2m) ≤
αj/2 + 1/p, one has j
1−j/2m  (pαj + 1)1−αj/2, j = 1, . . . ,m. Therefore,
(6.21) B˜p(ap, a2)  ˜˜Bp(ap, a2) := max{apgp(αj): j = 1, . . . ,m},
where gp is defined by (6.10).
Consider first the case q ∈ Ip, where q and Ip are given by (6.10) and (6.13),
resp. We can assume that p > 3, because for p ∈ [2, 3], Bˇp(ap, a2)  ap+ a2 
Bp,ind,0(ap, a2) in view of the Rosenthal’s lower bound. Then,
0 ≤ α1 < 2
p− 2 
1
p
, 0 < αj+1 − αj = 2
p− 2 
1
p
;
besides, αm = 1. Note also that q ∈ Ip implies | ln q|  p. This, along with
(6.14), (6.11), leads to |g′p(α)|  pgp(α), and hence to gp(α + δ) ≍ gp(α) if
0 ≤ α ≤ α+ δ ≤ 1 and δ  1/p. Thus,
Bˇp(ap, a2) = max{apgp(α): 0 ≤ α ≤ 1} ≍ max{apgp(αj): j = 1, . . . ,m},
and, in virtue of (6.20), (6.21), the lemma is true if q ∈ Ip.
Let us now consider the case (6.17). Then, as at the end of the proof Lemma
6.6, we see that Bˇp(ap, q2) = apgp(0) = ap, and (6.20) implies the lemma.
Finally, suppose that (6.18) takes place. Then
˜˜
Bp(ap, a2) = apgp(1) =
Bˇp(ap, a2), and now (6.20) and (6.21) imply the lemma.
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LEMMA 6.8. For all p > 2, ap > 0, a2 > 0, one has Bp,ind,0,S(ap, a2) 
Bˇp(ap, a2).
PROOF differs from that of Lemma 6.7 only in that we have to refer to
Lemma 6.5 instead of Lemma 6.4.
LEMMA 6.9. For all p ≥ 2, ap > 0, a2 > 0, one has B∗p(ap, a2) ≍ Bˇp(ap, a2).
PROOF. Consider first the case q ∈ Ip, where q and Ip are defined in (6.10)
and (6.13), resp. Then (6.15) implies
(6.22) Bˇp(ap, a2) = apgp(αp) ≍ cpap,
where gp is given by (6.10), αp = q
−1
p (q), cp = pαp + 1. Putting z = (p +
1/2)/cp, one has z > 1/2. We can rewrite the equation αp = q
−1
p (q) as
√
z ez =√
e(p+ 1/2) ap/a2. Since e
z/2 <
√
z ez < e2z when z > 1/2, we deduce z ≍
ln(2 + ap
√
p/a2),
(6.23) cp ≍ p
ln(2 +
ap
a2
√
p)
.
This implies Bˇp  B∗p if q ∈ Ip.
In the cases (6.17) and (6.18), Bˇp(ap, a2) equals apgp(0) = ap and apgp(1) ≍
√
p a2, resp. Taking into account (6.22), (6.23), (6.12), we see that in any case,
Bˇp  B∗p .
It remains to prove that Bˇp  B∗p . By Lemma 6.6, ap +
√
pa2  Bˇp(ap, a2)
since
√
cep/c ≥ √p if 1 ≤ c ≤ p. Thus [in view of (6.22), (6.23) for q ∈ Ip], we
only need to show that in the cases (6.17) and (6.18),
(6.24)
pap
ln
(
2 +
√
p
ap
a2
)  Bˇp(ap, a2).
If (6.17) is true, then, as it was said above in this proof, Bˇp(ap, a2) = ap; on
the other hand, a2ap = q < e
−p, and so, ln
(
2 +
√
p
ap
a2
)
> ln(2 +
√
pep) > p; now,
(6.24) follows.
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If (6.18) is true, then Bˇp(ap, a2) ≍ √pa2; on the other hand, a2ap = q >
√
p/e,
pap
ln
(
2 +
√
p
ap
a2
) < e
ln 2
a2
√
p ,
and, again, (6.24) follows.
PROOF OF THEOREM 6.1. Observe that
Bp  Bp,ind,0  Bˇp  Bˆp  Bp;
the first inequality in this chain is trivial; then we successively apply Lemma 6.7,
Lemma 6.6 and (4.1). Hence,
(6.25) Bp ≍ Bp,ind,0 ≍ Bˇp ≍ Bˆp.
Note that for any separable Banach space X ,
(6.26) Bp,ind,0  BXp,ind
since R may be isometrically embedded into X and, for f ∈ Mind(R),
‖ |fn + x| −E|fn + x| ‖p → ‖fn‖p as x→∞.
It follows from Theorem 5.1 that
(6.27) BXp,ind  Bˆp.
Now (6.25)-(6.27) yield
Bp ≍ BXp,ind ≍ Bp,ind,0 ≍ Bˇp ≍ Bˆp.
Analogously,
Bp,S ≍ BXp,ind,S ≍ Bp,ind,0,S ≍ Bˇp ≍ Bˆp;
here, we need to refer to Lemma 6.8 instead of Lemma 6.7 and also to ‖d∗‖p ≤
‖Sp‖p. It remains to recall Lemma 6.9.
PROOF OF THEOREM 6.2. For any given c ∈ [1, p], choose ap > 0, a2 > 0
so that a2/ap =
√
c e−p/c. Then cap =
√
c ep/ca2. Put α = (c − 1)/p, so that
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c = pα+ 1, 0 ≤ α ≤ 1. Then
Bˇp(ap, a2) ≥ apgp(α) = apce−pα/c ≥ e−1cap
= (2e)−1(cap +
√
c ep/ca2),
where gp is defined by (6.10). It remains to apply Theorem 6.1 and also to recall
that inequalities (4.2)-(4.4), (5.2)-(5.4), (5.8)-(5.10) were obtained by choosing
particular values of c.
PROOF OF PROPOSITION 6.3. For any given α ∈ [0, 1], choose ap > 0, a2 > 0
so that
(6.28)
a2
ap
= qp(α),
where qp(α) is defined by (6.11). Then, putting c = pα+1, we see that 1 ≤ c ≤
p+ 1 and, in view of (6.10), (6.28),
apgp(α) = apc exp
{
pα
2
α− 2
pα+ 1
}
≍ apc ≍ cap +
√
c ep/ca2
since, in consequence of (6.28), (6.11),
√
c ep/ca2 = cap exp
{
pα
2(pα+ 1)
}
≍ cap.
Thus, if the defined above c ≤ p, we see that
(6.29) Bˆp  apgp(α)
If however c ∈ (p, p+ 1], then
apgp(α) ≍ cap +
√
c ep/ca2 ≥ pap +√p ep/(p+1)a2  Bˆp,
so that (6.29) holds. Now it remains to apply Theorem 6.1.
7. Chung type bounds on moments. Consider
BChp (ap, n) := sup{‖ ‖fn‖ ‖p: (0, f1, . . . , fn, fn, fn, . . .) ∈ M(X ),
n is fixed, D ‖Sp‖p = ap, X is (2, D)-smooth}.
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THEOREM 7.1. For all p > 2, ap > 0, n = 1, 2, . . ., one has
BChp (ap, n) ≍
√
p ∧ nn p−22p ap.
PROOF. Let (0, f1, . . . , fn, fn, fn, . . .) ∈ M(X ). Using Ho¨lder’s inequality two
times, we see that ‖s2‖p ≤ n(p−2)/(2p)‖Sp‖p. If p ≤ 3n(p−2)/p, then p‖d∗‖p ≤
p‖Sp‖p  p1/2n(p−2)/2p‖Sp‖p, and hence, (4.2) and p ≤ 3n yield
(7.1) BChp (ap, n) 
√
p ∧ nn p−22p ap.
If now p > 3n(p−2)/p, then p > 3, n < pp/(p−2)  p. The inequalities of
Minkowsky and Ho¨lder give ‖ ‖fn‖ ‖p ≤
∑n
j=1 ‖ ‖dj‖ ‖p ≤ n(p−1)/p‖Sp‖p; this
and p  n show that (7.1) holds. It remains to prove that
(7.2) BChp (ap, n) 
√
p ∧ n n p−22p ap.
Let dj ’s be independent, Pr (dj = ±u) = 1/2, u > 0, j = 1, . . . , n. Then the
multinomial formula yields
(7.3) ‖fn‖2m =
m∧n∑
j=1
(
n
j
)
j!Γj,m

1
2m
u ≍
m∧n∑
j=1
(
n
j
)
j2m

1
2m
u,
where Γj,m is defined by (6.7), m = 1, 2, . . . , and (6.19) is used. Let m be the
integer part of p/2. If m ≤ n, then (7.3) shows that
‖fn‖p ≥ ‖fn‖2m 
(
n
m
) 1
2m
mu ≥
( n
m
) 1
2
mu =
√
mn(p−2)/2p‖Sp‖p,
which implies (7.2) in the case m ≤ n. If, finally, m > n, then it follows from
(7.3) that
‖fn‖p ≥ ‖fn‖2m 
(
n
n
) 1
2m
nu = n(p−1)/p‖Sp‖p,
so that (7.2) holds.
Chung (1951), pp.348-349, showed that in the case f ∈ Mind(R), the in-
equality of Marcinkiewicz and Zygmund (1937), p. 87, implies an estimate like
(7.1) but with some C0(p) depending only on p, instead of
√
p ∧ n. As it was
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pointed out in Dharmadhikari, Fabian and Jogdeo (1968), an analogous result
for f ∈M(R) is implied by the generalization of the Marcienkiewicz-Zygmund
inequality obtained by Burkholder (1966), Theorem 9 [see also Burkholder
(1973), Theorems 3.2, 15.1, or (9.2) below]; using Proposition 9.1, one can
see that Theorem 15.1 in Burkholder (1973) in fact gives C0(p) = p; a constant
of the same order p is given in Theorem 3.2 of Burkholder (1973).
The direct proof due to Dharmadhihari, Fabian and Jogdeo (1968) yields
C0(p) = p2
p. For f ∈ Mind(R), Dharmadhikari and Jogdeo (1969) obtained
C0(p) = p/ ln p.
For f ∈ Mind(R), the result of Whittle (1960) implies the Marcinkiewicz-
Zygmund inequality with the best constant and, along with the mentioned above
Chung’s remark (see also Rose´n (1970)), leads to (7.1) but with
√
p instead of
√
p ∧ n; so, for n > p, it gives the optimum.
What has been said is a reason for the referring to (7.1) as to an optimum
bound on moments of the Chung type.
REMARK. Bounds of the Chung type on central moments of the norm of the
sum of independent random vectors in any separable Banach space can be easily
derived from Theorem 7.1 (cf. Theorem 5.1).
8. One-sided bounds for the distributions of real-valued (super)martingales.
Let M− stand for the set of all real-valued supermartingales f ∈ S(R). For
f ∈ M−, put f∗+ = sup
j
fj, d
∗
+ = sup
j
dj .
THEOREM 8.1. If f ∈ M− and λ > 0 is such that Eeλdj < ∞ for each j,
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then for all r ≥ 0,
Pr (f∗+ ≥ r) ≤ e−λr
∥∥∥∥∥∥
∞∏
j=1
(1 + ej)
∥∥∥∥∥∥
∞
≤ exp
−λr +
∥∥∥∥∥∥
∞∑
j=1
ej
∥∥∥∥∥∥
∞
 ,
where ej := Ej−1(eλdj − 1− λdj).
PROOF follows from the trivial remark that the sequence: G0 := 1,
Gj := e
λfj
∏j
i=1(1 + ei)
−1, j = 1, 2, . . ., is a positive supermartingale [cf. the
end of the proof of Theorem 3.2].
THEOREM 8.2. Suppose that f ∈ M−, ‖d∗+‖∞ ≤ a, ‖s2‖∞ ≤ b for some
a > 0, b > 0. Then for all r ≥ 0,
Pr (f∗+ ≥ r) ≤ exp
[
r
a
−
(
r
a
+
b2
a2
)
ln
(
1 +
ra
b2
)]
≤
(
eb2
ra
)r/a
.
PROOF is quite similar to that of Theorem 3.4.
THEOREM 8.3. If f ∈M−, p ≥ 2, 1 ≤ c ≤ p, then
‖f∗+‖p  c‖d∗+‖p +
√
c ep/c‖s2‖p.
We use
LEMMA 8.4. (cf. Lemma 4.2.) If λ > 0, δ1 > 0, δ2 > 0, β − 1 − δ2 > 0,
f ∈ M−, then
Pr (f∗+ > βλ,w
∗
+ ≤ λ) ≤ εPr (f∗+ > λ),
where
w∗+ =
(
d∗+
δ2
)
∨
(
s2
δ1
)
,
ε =
(
e
N
δ21
δ22
)N
, N =
β − 1− δ2
δ2
.
PROOF. Put d¯j = djI{dj ≤ δ2λ}, f¯j = d¯0+· · ·+d¯j , s¯2,j+1 = (
∑j+1
i=1 Ei−1d¯
2
i )
1/2,
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h¯j = f¯(j∧τ∧ν)∨µ−f¯µ, j = 0, 1, . . . , where µ = inf{j: f¯j > λ}, ν = inf{j: f¯j >
βλ}, τ = inf{j: s¯2,j+1 > δ1λ}. Then (h¯j) is a supermartingale conditionally
on Fµ, and
Pr (f∗+ > βλ,w
∗
+ ≤ λ) = Pr (f¯∗+ > βλ,w∗+ ≤ λ)
≤ Pr (h¯∗+ > (β − 1− δ2)λ)
= EPr (h∗+ > (β − 1− δ2)λ | Fµ)I{µ <∞}
= εPr (f¯∗+ > λ) ≤ εPr (f∗+ > λ);
here, we put f¯∗+ = supj f¯j , h¯∗+ = supj h¯j and took into account Theorem 8.2.
PROOF OF THEOREM 8.3 is similar to that of Theorem 4.1, but simpler. Here,
we do not need to symmetrize; instead, we can apply Lemma 7.1 of Burkholder
(1973) directly to f∗+.
The following is a refinement of Theorem 8.1.
THEOREM 8.5. Let f ∈ M(R), dj = uj − Ej−1uj , λ > 0, Eeλuj < ∞,
j = 1, 2, . . . . Then for all r ≥ 0,
Pr (f∗+ ≥ r) ≤ exp
−λr +
∥∥∥∥∥∥
∞∑
j=1
ej
∥∥∥∥∥∥
∞
 ,
where ej = Ej−1(eλuj − 1 − λuj). If, besides, Ej−1uj ≥ 0 for all j = 1, 2, . . . ,
then, moreover,
Pr (f∗+ ≥ r) ≤ e−λr
∥∥∥∥∥∥
∞∏
j=1
(1 + ej)
∥∥∥∥∥∥
∞
.
PROOF is analogous to that in Pinelis and Sakhanenko (1985) but simpler.
The elementary inequalities
(1 + a+ b)e−b ≤ ea (a ∈ R, b ∈ R),
(1 + a+ b)e−b ≤ 1 + a (a ≥ 0, b ≥ 0)
imply, resp., that
Ej−1eλdj ≤ eej ,
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and, if Ej−1uj ≥ 0,
Ej−1eλdj ≤ 1 + ej,
j = 1, 2, . . . , if one chooses a = ej, b = λEj−1uj . Hence,
exp
{
λfj −
j∑
i=1
ej
}
, j = 0, 1, 2, . . . ,
is a supermartingale and, if Ej−1uj ≥ 0 ∀j, so is
eλfj
j∏
i=1
(1 + ei)
−1, j = 0, 1, 2, . . . .
It remains to use reasoning like that at the end of the proof of Theorem 3.2.
REMARK. Martingales like those in Theorem 8.5 may arise, e.g., as a result of
truncating and subsequent centering of the increments of other martingales.
The aim of Theorem 8.5 is to provide for the best constants in exponential in-
equalities for martingales, which cannot be reached via, e.g., the straightforward
estimate |dj | ≤ |uj |+ |Ej−1uj |.
As illustration, let us give the following corollaries to Theorem 8.5, which
are refinements of Theorems 3.3, 3.4, resp., for the particular case X = R.
THEOREM 8.6. Suppose that f ∈ M(R), dj = uj − Ej−1uj , j = 1, 2, . . . ,
and ∥∥∥∥∥∥
∞∑
j=1
Ej−1|uj |m
∥∥∥∥∥∥
∞
≤ m!Γm−2B2/2
for some Γ > 0, B > 0 and m = 2, 3, . . . . Then for all r ≥ 0,
Pr (f∗+ ≥ r) ≤ exp
(
− r
2
B2 +B
√
B2 + 2Γr
)
.
PROOF is almost literally the same as that of Theorem 3.3, but rests upon
Theorem 8.5, instead of Theorem 3.1.
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THEOREM 8.7. Suppose that f ∈M(R), dj = uj−Ej−1uj, j = 1, 2, . . ., and
‖u∗‖∞ ≤ a,
∥∥∥∥∥ ∞∑j=1Ej−1u2j
∥∥∥∥∥
∞
≤ b2 for some a > 0, b > 0. Then for all r ≥ 0,
Pr (f∗+ ≥ r) ≤ exp
[
r
a
−
(
r
a
+
b2
a2
)
ln
(
1 +
ra
b2
)]
≤
(
eb2
ra
)r/a
.
PROOF differs from that of Theorem 3.4 only in that we use Theorem 8.5 in
place of Theorem 3.1.
If, instead of Theorem 8.5, we had used the “naive” estimate |dj | ≤ |uj | +
|Ej−1uj | and, say, Theorem 3.1, we would have hardly been able to obtain
inequalities better than ones like those in Theorems 8.6, 8.7 but with 2Γ, 2B,
2a, 2b in place of Γ, B, a, b, resp. The gain provided, e.g., by Theorem 8.6 is
quite significant. If, say,
exp
(
− r
2
(2B)2 + 2B
√
(2B)2 + 2(2Γ)r
)
= 10−1,
then the bound given in Theorem 8.6 varies from 10−2
√
2 < (1.5)10−3 (when Γr
is much greater than B2) to 10−4 (when B2 is much greater than Γr).
9. Appendix. Here, we find explicitly the best constants in the mentioned
in the preceding sections bounds due to Burkholder (1973) obtainable via the
methods used therein. Besides, we prove that, at least for the sums of indepen-
dent random vectors in Hilbert spaces, the bound on moments found in Pinelis
(1980) is equivalent to (4.1).
It follows from Theorems 15.1 and 21.1 of Burkholder (1973) that for f ∈
M(R), p ≥ 1,
‖f∗‖p  C1(‖d∗‖p + ‖s2‖p),(9.1)
‖f∗‖p  (C2 + p) ‖S2‖p ;(9.2)
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analysis of the proof in Burkholder (1973) shows that one can put
Ci = inf
{
β/δ
[1− iβpδ2/(β − 1− δ)2]1/p : β − 1− δ > 0, δ > 0,
iβpδ2
(β − 1− δ)2 < 1
}
, i = 1, 2.
PROPOSITION 9.1. For i = 1, 2, p ≥ 1, one has Ci ≍ p.
PROOF. Suppose that β − 1 − δ > 0, δ > 0, iβpδ2/(β − 1 − δ)2 < 1, i = 1
or 2. Then βp−2δ2 < 1, and we see that C1 > β/δ > βp/2. If β ≥ 2, then
C1 > 2
p/2  p. Assume now that β < 2. Put c = pδ, k = (β − 1 − δ)/δ.
Then β = 1 + (k + 1)c/p ≥ e(k+1)c/2p since 1 + α > eα/2 for 0 < α < 1.
Hence, 1 > βpδ2/(β − 1 − δ)2 = βp/k2 ≥ k−2e(k+1)c/2, c < 4(k + 1)−1 ln k < 4,
δ = c/p < 4/p; therefore,
(9.3) C1 > 1/δ > p/4.
On the other hand, β ≤ e(k+1)c/p since 1 + α ≤ eα, and so, for k = 3, c = 1/4,
one has β ≤ e, 2βpδ2/(β − 1− δ)2 = 2βp/k2 ≤ 2e(k+1)c/k2 < 2/3. Hence,
(9.4) C2 ≤ 3β/δ < 3e/δ = 3ep/c = 12ep.
Note that C1 ≤ C2. Now (9.3), (9.4) imply the proposition.
Finally, we give an interpretation of results of Pinelis (1980). Let F(p), p > 0
stand for the set of all the pairs (c1, c2) that may be represented in the form
c1 =
m−1∑
i=0
ci(p)b
−2i
i
i!
,(9.5)
c2 =
c˜m(p)
m!
+
m−1∑
i=0
ci(p)b
p−2i−2
i
i!
,(9.6)
where m is the integer part of p/2, bi > 0,
ci(p) = v(p− 2i)2−i(2i)!
(
p
2i
) i−1∏
k=0
u(p− 2k),(9.7)
c˜m(p) = 2
−m(2m)!
(
p
2m
)m−1∏
i=0
u(p− 2i),(9.8) (
p
k
)
=
p(p− 1) . . . (p− (k − 1))
k!
,
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and u(·), v(·) are any functions such that
u(2) + v(2) ≥ 1, u(2) > 0, v(2) > 0,(9.9)
u(s) ≥ 1, v(s) ≥ 1 for s > 2,(9.10)
u(s)
1
3−s + v(s)
1
3−s ≤ 1 for s > 3.(9.11)
For ap > 0, a2 > 0, p > 0, put
Bp,1980(ap, a2) = inf{(c1app + c2ap2)1/p: (c1, c2) ∈ F(p)}.
In Pinelis (1980), bounds on moments of martingales in Hilbert spaces with
bounded conditional second moments were found. If applied, in particular, to
any f ∈ Mind(X ), where X is any separable Hilbert space, the Corollary in
Pinelis (1980) states that
‖ ‖fn‖ ‖p ≤ Bp,1980(‖Sp‖p, ‖S2‖2), p > 0.
In turn, this implies (cf. Theorems 5.1, 6.1)
(9.12) Bp,ind,S(ap, a2) ≤ 2Bp,1980(ap, a2)
for any ap > 0, a2 > 0, p > 0 and any separable Banach space X .
PROPOSITION 9.2. For ap > 0, a2 > 0, p > 2,
Bp,1980(ap, a2) ≍ Bp(ap, a2).
In view of Theorem 6.1, any of the following functions: B∗p , B
X
p,ind, Bp,ind,0, Bp,S ,
BXp,ind,S , Bp,ind,0,S , Bˇp, Bˆp may be used here in place of Bp.
PROOF. For s ≥ 0, put
(9.13) ys = gs(αs) = max{gs(α): 0 ≤ α ≤ 1}, 0 ≤ αs ≤ 1,
and, for s ≥ 2,
(9.14) u(s) =
e3yss
sq2ys−2s−2
, v(s) = 10sys−2s ,
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where (cf. (6.10))
(9.15) gs(α) = (sα+ 1)
1−α/2qα, q = a2/ap.
Note that for s ≥ 0,
(9.16) ys ≥ gs(0) ∨ gs(1) = 1 ∨ (s+ 1)1/2q.
Besides, ys is increasing in s because so is gs(α). Hence, for s ≥ 2, one has
u(s) ≥ e3y2s/(sq2) ≥ e3 > 1, v(s) ≤ 2 · 10syss/(1 + q2), v(s) ≥ (10s−3ys−3s ) ∨ 1,
and so, for s > 3,
(9.17) u(s)
1
3−s + v(s)
1
3−s ≤
[
sq2
e3y2s
] 1
s
+
1
10ys
.
Consider first the case q ∈ Is, where Is is defined by (6.13). Then, ys =
gs(αs) > e
−1(sαs + 1) [cf. (6.15)], and, in view of (6.11),
q = qs(αs) <
√
sαs + 1 exp
{
1
2
− s
sαs + 1
}
<
√
yse
1−s/(yse);
hence, (
sq2
e3y2s
) 1
s
<
(
s
eys
) 1
s
e−1/(yse) ≤ exp
{
1
e2ys
− 1
eys
}
< 1− 1
10ys
since (s/a)1/s ≤ e1/(ae) for a > 0 and e−α < 1−α/2 for 0 < α < 1. Thus, (9.17)
yields (9.11) if q ∈ Is.
If q < min Is = e
−s, then ys = gs(0) = 1, and(
sq2
e3y2s
) 1
s
<
( s
e3
) 1
s
e−2 ≤ ee−4−2 < e−1,
so that (9.17) again yields (9.11).
Now suppose that q > max Is(> [(s + 1)/e]
1/2). Then ys = gs(1) = (s +
1)1/2q > s1/2q, and for s > 3, [(sq2)/(e3y2s)]
1
s < e−3/s < 1− 1/s,
1
10ys
=
1
10
√
s+ 1 q
<
√
e
10(s+ 1)
<
1
s
,
so that (9.17) once more yields (9.11).
39
Thus, u(s) and v(s) defined by (9.14) satisfy (9.9)-(9.11).
Let us write E1 ≪ E2 if E1/p1  E1/p2 , p > 2.
Using (9.7), (9.14), (9.16) and the Stirling’s formula, we see that for p > 2,
i = 1, . . . ,m− 1,
ci(p)
i!
≪ yppy−2p−2iq−2i ≪ ypp(1 + q)−2q−2i(9.18)
≤ yppq−2pi/(p−2);
similarly, (9.8), (9.14), (9.16) imply
(9.19)
c˜m(p)
m!
≪ yppq−2my−(p−2m)p−2m ≤ yppq−p.
Choose now bi ≡ q−p/(p−2) so that b−2ii app = bp−2i−2i ap2, i = 1, . . . ,m, in
accordance with (9.15); then (9.5), (9.6), (9.18), (9.19), (9.13), (6.12) yield
(c1a
p
p + c2a
p
2)
1/p  ypap = Bˇp. Thus, Bp,1980(ap, a2)  Bˇp(ap, a2). It remains
to recall (9.12) and Theorem 6.1.
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