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Abstract
We propose using neural networks to detect data departures from a given reference model,
with no prior bias on the nature of the new physics responsible for the discrepancy. The virtues
of neural networks as unbiased function approximants make them particularly suited for this
task. An algorithm that implements this idea is constructed, as a straightforward application
of the likelihood-ratio hypothesis test. The algorithm compares observations with an auxiliary
set of reference-distributed events, possibly obtained with a Monte Carlo event generator. It
returns a p-value, which measures the compatibility of the reference model with the data. It
also identifies the most discrepant phase-space region of the data set, to be selected for further
investigation. The most interesting potential applications are model-independent new physics
searches, although our approach could also be used to compare the theoretical predictions of
different Monte Carlo event generators, or for data validation algorithms.
In this work we study the performance of our algorithm on a few simple examples. The results
confirm the model-independence of the approach, namely that it displays good sensitivity to a
variety of putative signals. Furthermore, we show that the reach does not depend much on
whether a favorable signal region is selected based on prior expectations. We identify directions
for improvement towards applications to real experimental data sets.
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1 Introduction
Today in fundamental physics we have at our disposal powerful theoretical models. They are in
principle able to describe the outcome of all present and near-future experiments. In high-energy
physics and cosmology these model are the Standard Model (SM) and ΛCDM, respectively. In the
following we call them reference models. It is technically possible for the reference models to describe
all present and future data, but that does not mean that they will. Future experiments will be able
to explore phenomena that we have never observed before, or to measure known phenomena with
unprecedented accuracy. Furthermore, we are convinced that new physics (i.e., physical laws that
are not yet established) exists, because of the open problems of the reference models. Searching for
new physics, which concretely means searching for discrepancies between the data and the reference
model, is the absolute priority of our field.
In general the problem can be phrased in terms of many repeated measurements D = {xi} (called
events in high-energy physics) of a multi-dimensional random variable x. The statistical distribution
for x can be predicted on the basis of the physical laws that constitute the reference model. The
goal is to test the reference model distribution against the actual data. Several strategies exist to
carry out this test. However the vast majority of them are not suited to discover discrepancies
because of the nature of the problem at hand. The main challenge stems from the fact that the
true underlying data distribution, possibly including new physics effects, will be “similar” to the
reference one. We expect this because of existing constraints on new physics. Notice that “similar”
does not mean that the effect of new physics cannot be large. However if it is large it will be
localized in a low-probability region of the space of observations where only a a small fraction of
the events is present. Alternatively the effect can be spread in a large region of the x space, but
in this case it will be a small modification of the reference distribution. Essentially the problem is
that our prior knowledge suggests that the vast majority of the collected events will agree with the
reference model. At the same time this prior knowledge is insufficient to know where to look for
discrepancies.
The most widely employed approach to the problem is to search for specific new physics models.
In any such model, one can identify a priori the subset of data where large departures from the
reference model should be concentrated, or know how to exploit small, correlated deviations across
the data set. Once a specific new physics model or a set of models are specified, one constructs
hypothesis tests using standard techniques (see [1] for a concise review). The clear advantage of
this approach is that it is physically informative even if the compatibility of the data with the
reference model is confirmed. The disadvantage is that a statistical test which is designed to be
sensitive to one specific hypothesis is typically insensitive to data departures of different nature.
This substantiates the widespread concern that we might not be able to discover new physics, even
if present in the data, because it does not belong to the class of hypothetical models that we are
searching for.
Motivated by the above observation, a number of attempts have been made [2–14] to con-
struct model-independent new physics search strategies. However it is important to remark that
a model-independent hypothesis test is an ill-defined concept in statistics. Testing one hypothesis
unavoidably requires an alternative (in general composite) hypothesis to compare with. Technically
what is needed is a set of alternative hypothetical distributions, depending on free parameters,
which are also called an alternative probability “model” in statistics. In physics instead a model is
a set of physical laws that allows to predict these distributions. Therefore we call a search strategy
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model-independent (in the physics sense) when the alternative distributions do not follow from a
physical model, but are selected with other criteria. The most important criterion is flexibility,
namely the ability of the distributions to adapt themselves, for an appropriate choice of the free
parameters, to the true underlying data distribution. This will ensure sensitivity to a large variety
of new physics scenarios, including those that are not predicted by any of the models that have
been constructed until now. The idea behind the present paper is to use artificial neural networks
to parameterize the alternative distributions.
Neural networks are increasingly important tools in high energy physics. Applications include
jet physics [15–39], new physics searches [40–47], detector simulation [48–50] and the NNPDF fit to
parton distribution functions [51], where they have been successfully applied for a long time [52]. The
main reason for their success is precisely their virtues as efficient and unbiased approximants [53–60].
They are often introduced as a convenient alternative to piecewise constant functions (histograms)
for the fit to distributions [61–63]. Employing them to parametrize alternative distributions for
model-independent new physics searches is thus a highly motivated attempt. To the best of our
knowledge this possibility has not been previously discussed. Most applications of neural networks
to new physics searches aim at enhancing the sensitivity to pre-specified models of the resonant or
non-resonant type. Using machine learning techniques for model-independent new physics searches
has been proposed in [64], however Gaussian mixture models are employed rather than neural
networks and the overall strategy is quite different from ours. Ref. [47] uses neural networks, but
with the purpose of enhancing the sensitivity to resonant bumps that emerge in a pre-specified
kinematical variable. What we do is conceptually very similar to anomaly detection, where neural
networks are already employed extensively. However the purpose of anomaly detection is to identify
rare events in the data sample. Our purpose is instead to find an anomalous behavior, relative to
the reference model, of the entire data sample.
The paper is organized as follows. In section 2 we introduce the conceptual foundations of
our approach, explaining in detail the advantages of using neural networks for model-independent
new physics searches. We will see that our strategy is a straightforward application of maximum
likelihood estimation and likelihood-ratio hypothesis testing, which are easily turned into a neural
network training problem as shown in section 3. In section 4 we perform several numerical experi-
ments to illustrate the virtues of our algorithm and its limitations. A slightly different perspective
on the foundations of our method, which offers more flexibility in the implementation, is discussed
in section 5. Our conclusions are reported in section 6, together with a discussion of other possi-
ble applications. These are comparisons of different Monte Carlo generators and data validation
algorithms.
2 Conceptual Foundations
Consider repeated measurements D = {xi}, i = 1, . . . ,ND of a d-dimensional random variable x,
and let n(x|R) be its differential distribution as predicted by the reference model “R”. Here and
in what follows we denote as differential distribution the probability density function (p.d.f.) of x
normalized to the total number of expected events in the experiment, namely
n(x) = N P (x) , N =
∫
dxn(x) . (1)
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Testing the reference model for compatibility with the observed data set D unavoidably requires
comparison with an alternative hypothesis n(x|w). In general the alternative hypothesis is compos-
ite, labeled by a number of free parameters w. We are interested in problems where the distribution
according to which the data are truly distributed is “similar” (in the sense specified in the Introduc-
tion) to the reference one, hence it is convenient to parametrize n(x|w) in terms of n(x|R). Taking
also into account that n(x|w) is necessarily positive and that we will use log-likelihood ratios for
hypothesis testing, we best express it as
n(x|w) = n(x|R) ef(x;w) , (2)
in terms of a set of real functions F = {f(x;w),∀w}.
Once the set of alternative hypotheses is specified in this parametrized form, the optimal statis-
tical test for the reference model is defined by the Neyman–Pearson construction [65], based on the
maximum likelihood principle. The idea is to compare the reference with the best-fit distribution
n(x|ŵ), obtained at the point w = ŵ that maximizes the likelihood. This leads to the test statistic
t(D) = 2 log
[
e−N(ŵ)
e−N(R)
∏
x∈D
n(x|ŵ)
n(x|R)
]
= −2 Min
{w}
[
N(w)−N(R)−
∑
x∈D
f(x;w)
]
, (3)
where N(R) is the expected number of events in the reference model and N(w) is the expected in
the alternative hypothesis, namely
N(w) =
∫
dxn(x|w) =
∫
dxn(x|R) ef(x;w) . (4)
In order to associate a probability to the value of t (tobs) obtained with the observed data set, the
p.d.f. of t in the reference hypothesis needs to be computed by repeatedly evaluating t on a large
sample of toy datasets. From this distribution we obtain the observed p-value
pobs =
∫ ∞
tobs
dt P (t|R) , (5)
defined as usual as the probability that the reference model produces a dataset that is more in
tension with itself (has larger t) than the observed data.
The basic idea of the present paper is to parametrize the alternative hypothesis with neural
networks. We take f(x;w) to be fully connected neural networks, with free parameters w that
correspond to the weights and biases of the network. In order to turn this idea into a concrete
algorithm, the only missing step is to show how the minimization in eq. (3) can be transformed into
a neural network training problem. This step is taken in section 3, while here we further elaborate
on the conceptual foundations of our method and on the comparison with existing approaches. A
brief introduction to neural networks is reported in appendix A.
2.1 Model-Dependent Tests
The Neyman–Pearson formula in eq. (3) makes clear that the problem of searching for departures
from the reference model expectations (i.e., for new physics) merely reduces to the one of selecting
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an appropriate alternative hypothesis. Different choices produce different test statistics, with widely
different performances. One extreme situation is when compelling theoretical arguments allow us
to select a single (simple) alternative hypothesis “NP”, with no free parameters, for how new physics
should look like. In this case eq. (3) reduces to
tid(D) = 2 log
[
e−N(NP)
e−N(R)
∏
x∈D
n(x|NP)
n(x|R)
]
. (6)
According to the so-called Neyman–Pearson lemma [65], tid is the optimal discriminant between the
reference and the new physics hypotheses. It is the one that produces the smallest median p-value
if NP is the true distribution of the data sample.1 We denote this test statistic as “ideal” because
it is the one which is most suited to discover data departures from the reference model, but we can
use it only when the true data distribution is known a priori.
In the following we employ the ideal test statistic as a figure of merit to assess the performances
of our method. However apart from this it is clear that it cannot play a role in the design of model-
independent new physics searches, where the goal is to be as agnostic as possible on the alternative
hypothesis. Notice indeed that any unjustified assumption on the alternative hypothesis can result
in complete loss of sensitivity. For instance suppose that an ideal test is constructed by taking NP
to be a narrow resonant peak in an invariant mass distribution, on top of a smoothly falling SM
background. The distribution ratio n(x|NP)/n(x|R) appearing in eq. (6) is nearly equal to 1 (hence
its log is zero) in the whole mass range, aside from a narrow region around the resonance mass
where it is larger. Therefore only the events that fall in that region contribute to t. This is perfectly
fine if the resonance is present in the data just as we predicted it, because in this case signal events
will fall in that region producing a large t and in turn a small p-value. However if the resonance
mass is different from the one we assumed, signal events will fall outside that region and they will
not contribute to t. Therefore even if the resonance truly exists in the data the ideal test would
completely miss it.
Several ways exist to mitigate the model-dependence of the ideal test, still remaining within
the domain of “partially model-dependent” new physics searches. For instance the BumpHunter
[2] approach essentially employs a composite alternative hypothesis with 3 free parameters that
correspond to the resonance production rate, width and mass. The maximum likelihood fit to the
parameters gives a n(x|ŵ) distribution which resembles the one of the true peak, making signal
events automatically fall in the region where n(x|ŵ)/n(x|R) is large such that their contribution to
t is large. This method ensures good sensitivity to a generic resonance, but of course it is completely
blind to signals that are non-resonant, or that display a resonant peak in a different kinematical
variable than the one that has been selected for the test. More generally one can construct tests
based on signal topologies, by assuming the production of a certain type of particle (or particles)
with certain decay chains, and modeling the production and the decay in terms of phenomenological
parameters.
1The theorem says that the condition tid > tc defines the critical region with highest power 1−β ≡ P (tid > tc|NP)
at given size α ≡ P (tid > tc|R) [1]. This statement coincides with the one above because 1 − β is a monotonically
increasing function of α and the median p-value is the value of α that corresponds to β = 1/2.
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2.2 Model-Independence and Neural Networks
We call “model-independent” a new physics search where the alternative hypothesis does not follow
from physical considerations, but rather it is selected for technical convenience, with the aim of
defining a test that is sensitive to the largest possible variety of putative signals. We have seen that
being able to mimic the true underlying distribution is essential for a successful test. Therefore
flexibility, i.e. the ability to approximate many functions, is the first important requirement on
the set of functions F that define the alternative distribution through eq. (2). Piecewise constant
functions are the most standard and widely employed approximants. Hence it is not surprising
that this choice of F produces the binned histogram goodness-of-fit test2 , which is the simplest
approach to model-independent new physics searches. This test is constructed by dividing the space
of observations in bins, and taking F to assume a constant value wα in each bin α = 1, . . . Nbin.
Since each wα is an independent parameter, the minimization in eq. (3) can be trivially performed
analytically, giving
tgof(D) = 2
Nbin∑
α=1
[
Nα(R)−Oα +Oα log Oα
Nα(R)
]
, (7)
where Oα is the number of counts observed in each bin and Nα(R) denotes the expected number in
the reference model hypothesis.
The binned histogram method suffers from well-known limitations, the first one being the arbi-
trariness in the choice of the binning. A reasonable prescription is to employ the smallest bin size
compatible with the experimental resolution on the variable of interest. The second and more severe
limitation is that the reach of the goodness-of-fit method is reduced by histogram bins that are in
good agreement with the reference model. This point is conveniently illustrated by taking the limit
where the number of countings is large in each bin, such that Oα are gaussian-distributed and eq. (7)
reduces to the χ2 formula. Non-discrepant bins are those where the true model coincides with the
reference one, therefore their total contribution to t follows the distribution that is expected in the
reference model. A χ2 with a number of degrees of freedom equal to the number of non-discrepant
bins. The mean and the variance of the non-discrepant contribution are thus equal to the number of
non-discrepant bins. Instead each bin where there is a discrepancy obviously contributes on average
more than a non-discrepant bin, however if there are only a few of them their total contribution
can be much smaller than the one of the non-discrepant bins and not appreciably change the total
value of t.
Removing non-discrepant bins improves the sensitivity of the test. Hence the binned histogram
goodness-of-fit method only works if applied to a restricted set of bins, i.e. to restricted signal
regions that have been selected on the basis of prior expectations on the putative signal. Needless
to say, the test looses any sensitivity if these expectations are not met by the actual signal.
As mentioned in the introduction, the problem of non-discrepant bins is not at all an academic
one. Existing constraints on new physics models tell us that the vast majority of the data collected
in present and future high energy physics and cosmology experiments will agree with the reference
model (i.e., the SM and ΛCDM, respectively). Still we are unable to identify sharply and system-
atically the data where new physics cannot be present, so ideally the whole set of data will have
2As the name suggests, this test is typically discussed (see e.g. [66]) in the context of parameters fitting, where
the histogram is employed to fit a number “m” of parameters that characterize the expected distribution.
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to be employed in the analysis. This will produce enough non-discrepant bins to wash out essen-
tially any signal that we might expect. Nonetheless the limitations of the binned histogram method
can be partially amended, usually at the price of introducing some amount of model-dependence.
Approaches based on binned histograms include SLEUTH at D0 [3, 4], searches at H1 [5, 6], the
VISTA and SLEUTH algorithms at CDF [8,9], the CMS algorithm MUSiC [10,11], ATLAS general
searches [12–14] and [7].
Here however we want to explore a different direction by questioning the starting point of the
construction, i.e. the choice of F as piecewise constant functions. We instead define F as an artificial
neural network. It is quite easy to argue against piecewise constant functions and in favor of neural
networks and we are not the first ones to do it [61–63]. Neural networks are often introduced exactly
as a convenient alternative to binned histograms for the estimation of distributions.3
The first argument is that piecewise constant functions are discontinuous and rapidly oscillating.
The best fit to the data
f(x; ŵ) =
{
log
Oα
Nα(R)
if x ∈ binα, for α = 1, . . . , Nbin
}
, (8)
can have large gradients, which randomly assume positive and negative values in adjacent bins,
because of statistical fluctuations. Functions of this sort are not at all credible hypotheses on how
the true distribution really looks like. Nevertheless these are the ones that we compare with the
reference model when we carry out the goodness-of-fit test. Neural networks are on the contrary
smooth functions.
The second advantage of neural networks is that they are more “efficient” approximants. Consider
a peak of width σ  1 in the distribution of a one-dimensional variable. Reproducing this feature
requires a number of bins, i.e. of free parameters, of order 1/σ  1 4. A neural network can instead
reproduce (see for instance appendix A and [68] for a pedagogical introduction) an arbitrarily sharp
peak with only 3 neurons, i.e. with a limited number of parameters.
Last, but not least, there is the problem of the curse of dimensionality. The number of events
that are needed to approximate a function by means of an histogram grows exponentially with the
dimensionality of the variable x. While a complete proof is still missing, evidence suggests (see for
instance [58–60]) that neural networks can break the curse of dimensionality, requiring fewer events
to approximate multivariate distributions. This is of course an extremely desirable property because
we would like to search for new physics employing as many variables as possible, reducing in this
way the risk of loosing sensitivity because of an erroneous choice of observables. On the other hand
we have at our disposal a limited number of events to train the neural network.
3 The Algorithm
The algorithm aims at comparing a given data sample D = {xi}, i = 1, . . . ,ND, with the reference
model prediction for the distribution of x, n(x|R). Normally the prediction does not come in
analytical form, but rather in the form of a reference sample R = {xi}, with i = 1, . . . ,NR, which
is distributed according to the reference model. One data and one reference sample are thus the
3We thank G. Cowan for explaining this so clearly in his lecture [67].
4A similar estimate applies if we take F to be the Fourier series. Extending the series up to frequencies of order
1/σ  1 is needed to see the peak.
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Table 1: Summary of notation.
Distributions
n(x|R) Distribution of the variable x in the reference model R
n(x|R) Distribution of the variable x in the new physics model NP
n(x|T) True distribution of x
n(x|ŵ) Distribution of x estimated by the Neural Network (NN)
Events
N(R) Number of expected events in the reference model R
N(ŵ) Number of events in the data estimated by the NN
Test Statistic
t(D) Test statistic computed by the NN on the data sample D
tid(D) Ideal test statistic (requires prior knowledge of the signal)
P (t|R) Probability distribution of the test statistic t in the reference model R
P (t|NP) Probability distribution of the test statistic t in the new physics model NP
Normalization∫
n(x)dx = N n(x): Events distribution∫
P (x)dx = 1 P (x): Probability distribution
inputs of our algorithm, which produces as output the test statistic t(D) in eq. (3) and the best-fit
log-ratio f(x; ŵ). The former quantity will eventually be employed to construct the hypothesis
test and turned into a p-value as explained at the beginning of section 2. The latter function
measures the data disagreement with observation locally in phase space. It can thus be employed to
select the most discrepant data for further investigation and to perform a number of sanity checks.
A schematic representation of the algorithm is shown in figure 1. A summary of the notation
introduced in section 2 and in the remainder of this section can be found in table 1.
In the construction of the algorithm we make no explicit assumption on how the reference sample
is produced, however we do assume that it is quite large, for example NR = 100N(R), in order to
eliminate its statistical fluctuations. This is not an issue if the reference sample is produced by a
first-principles Monte Carlo event generator, but it might become a problem if instead the reference
sample is obtained by extrapolation from a control region. In this case the impact of statistical
fluctuations in the reference sample, which we ignore in what follows, should be duly taken into
account.
Two problems need to be solved in order to evaluate the test statistic in eq. (3) with the elements
at our disposal. The first one is that n(x|R) is not known in analytical form, hence we don’t know
how to compute the integral for N(w) in eq. (4). The second one is that in order to carry out
the minimization numerically, exploiting the powerful existing tools for neural network training, we
should first express eq. (3) as a loss function. However we can solve both problems at the same
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f(x;w)
<latexit sha1_base64="kvmgogxtGifb2gUQisILHtaH8SI=">AAAB 83icbVBNS8NAEJ3Ur1q/qh69LBahXkoigooeCl48VjC20Iay2W7apZtN3N1US8jv8OJBxat/xpv/xm2bg7Y+GHi8N8PMPD/mTGnb/rYKS8srq2v F9dLG5tb2Tnl3715FiSTUJRGPZMvHinImqKuZ5rQVS4pDn9OmP7ye+M0RlYpF4k6PY+qFuC9YwAjWRvKC6tNl2vGD9DHLjrvlil2zp0CLxMlJBX I0uuWvTi8iSUiFJhwr1XbsWHsplpoRTrNSJ1E0xmSI+7RtqMAhVV46PTpDR0bpoSCSpoRGU/X3RIpDpcahbzpDrAdq3puI/3ntRAfnXspEnGgqy GxRkHCkIzRJAPWYpETzsSGYSGZuRWSAJSba5FQyITjzLy8S96R2UbNvTyv1qzyNIhzAIVTBgTOoww00wAUCD/AMr/BmjawX6936mLUWrHxmH/7A +vwB88eRvg==</latexit><latexit sha1_base64="kvmgogxtGifb2gUQisILHtaH8SI=">AAAB 83icbVBNS8NAEJ3Ur1q/qh69LBahXkoigooeCl48VjC20Iay2W7apZtN3N1US8jv8OJBxat/xpv/xm2bg7Y+GHi8N8PMPD/mTGnb/rYKS8srq2v F9dLG5tb2Tnl3715FiSTUJRGPZMvHinImqKuZ5rQVS4pDn9OmP7ye+M0RlYpF4k6PY+qFuC9YwAjWRvKC6tNl2vGD9DHLjrvlil2zp0CLxMlJBX I0uuWvTi8iSUiFJhwr1XbsWHsplpoRTrNSJ1E0xmSI+7RtqMAhVV46PTpDR0bpoSCSpoRGU/X3RIpDpcahbzpDrAdq3puI/3ntRAfnXspEnGgqy GxRkHCkIzRJAPWYpETzsSGYSGZuRWSAJSba5FQyITjzLy8S96R2UbNvTyv1qzyNIhzAIVTBgTOoww00wAUCD/AMr/BmjawX6936mLUWrHxmH/7A +vwB88eRvg==</latexit><latexit sha1_base64="kvmgogxtGifb2gUQisILHtaH8SI=">AAAB 83icbVBNS8NAEJ3Ur1q/qh69LBahXkoigooeCl48VjC20Iay2W7apZtN3N1US8jv8OJBxat/xpv/xm2bg7Y+GHi8N8PMPD/mTGnb/rYKS8srq2v F9dLG5tb2Tnl3715FiSTUJRGPZMvHinImqKuZ5rQVS4pDn9OmP7ye+M0RlYpF4k6PY+qFuC9YwAjWRvKC6tNl2vGD9DHLjrvlil2zp0CLxMlJBX I0uuWvTi8iSUiFJhwr1XbsWHsplpoRTrNSJ1E0xmSI+7RtqMAhVV46PTpDR0bpoSCSpoRGU/X3RIpDpcahbzpDrAdq3puI/3ntRAfnXspEnGgqy GxRkHCkIzRJAPWYpETzsSGYSGZuRWSAJSba5FQyITjzLy8S96R2UbNvTyv1qzyNIhzAIVTBgTOoww00wAUCD/AMr/BmjawX6936mLUWrHxmH/7A +vwB88eRvg==</latexit>
Neural
<latexit sha1_base64="dI2HqpCGmEjSChqdGxxPT5gYMh4=">AAAC AHicbVBPS8MwHE3nvzn/Vb0IXoJD8DRaGai3gRdPMsHqYC0jzX7dwpK2JKkwyrz4Vbx4UPHqx/DmtzHdetDNB4HHe7+X5PfClDOlHefbqiwtr6y uVddrG5tb2zv27t6dSjJJwaMJT2QnJAo4i8HTTHPopBKICDnch6PLwr9/AKlYEt/qcQqBIIOYRYwSbaSefeBTiDXIIp/7UuTXkEnCJ5OeXXcazh R4kbglqaMS7Z795fcTmglzHeVEqa7rpDrIidSMcpjU/ExBSuiIDKBraEwEqCCfbjDBx0bp4yiR5sQaT9XfiZwIpcYiNJOC6KGa9wrxP6+b6eg8y FmcZhpiOnsoyjjWCS7qwH0mgWo+NoRQycxfMR0SSajpRNVMCe78yovEO21cNJybZr3VLNuookN0hE6Qi85QC12hNvIQRY/oGb2iN+vJerHerY/Z aMUqM/voD6zPHxl6l3c=</latexit><latexit sha1_base64="dI2HqpCGmEjSChqdGxxPT5gYMh4=">AAAC AHicbVBPS8MwHE3nvzn/Vb0IXoJD8DRaGai3gRdPMsHqYC0jzX7dwpK2JKkwyrz4Vbx4UPHqx/DmtzHdetDNB4HHe7+X5PfClDOlHefbqiwtr6y uVddrG5tb2zv27t6dSjJJwaMJT2QnJAo4i8HTTHPopBKICDnch6PLwr9/AKlYEt/qcQqBIIOYRYwSbaSefeBTiDXIIp/7UuTXkEnCJ5OeXXcazh R4kbglqaMS7Z795fcTmglzHeVEqa7rpDrIidSMcpjU/ExBSuiIDKBraEwEqCCfbjDBx0bp4yiR5sQaT9XfiZwIpcYiNJOC6KGa9wrxP6+b6eg8y FmcZhpiOnsoyjjWCS7qwH0mgWo+NoRQycxfMR0SSajpRNVMCe78yovEO21cNJybZr3VLNuookN0hE6Qi85QC12hNvIQRY/oGb2iN+vJerHerY/Z aMUqM/voD6zPHxl6l3c=</latexit><latexit sha1_base64="dI2HqpCGmEjSChqdGxxPT5gYMh4=">AAAC AHicbVBPS8MwHE3nvzn/Vb0IXoJD8DRaGai3gRdPMsHqYC0jzX7dwpK2JKkwyrz4Vbx4UPHqx/DmtzHdetDNB4HHe7+X5PfClDOlHefbqiwtr6y uVddrG5tb2zv27t6dSjJJwaMJT2QnJAo4i8HTTHPopBKICDnch6PLwr9/AKlYEt/qcQqBIIOYRYwSbaSefeBTiDXIIp/7UuTXkEnCJ5OeXXcazh R4kbglqaMS7Z795fcTmglzHeVEqa7rpDrIidSMcpjU/ExBSuiIDKBraEwEqCCfbjDBx0bp4yiR5sQaT9XfiZwIpcYiNJOC6KGa9wrxP6+b6eg8y FmcZhpiOnsoyjjWCS7qwH0mgWo+NoRQycxfMR0SSajpRNVMCe78yovEO21cNJybZr3VLNuookN0hE6Qi85QC12hNvIQRY/oGb2iN+vJerHerY/Z aMUqM/voD6zPHxl6l3c=</latexit>
Network
<latexit sha1_base64="l6yN+f1QsOLsaSp4kJ0f/2w0hK8=">AAAC AXicbVDLSsNAFJ3UV62vqCtxM1gEVyWRgroruHElFYwtNKFMpjft0MmDmYlSQnDjr7hxoeLWv3Dn3zhps9DWAwOHc+6ZmXv8hDOpLOvbqCwtr6y uVddrG5tb2zvm7t6djFNBwaExj0XXJxI4i8BRTHHoJgJI6HPo+OPLwu/cg5Asjm7VJAEvJMOIBYwSpaW+eeBSiBSIIp+5IsyuQT3EYpznfbNuNa wp8CKxS1JHJdp988sdxDQN9X2UEyl7tpUoLyNCMcohr7mphITQMRlCT9OIhCC9bLpCjo+1MsBBLPSJFJ6qvxMZCaWchL6eDIkayXmvEP/zeqkKz r2MRUmqIKKzh4KUYxXjog88YAKo4hNNCBVM/xXTERGE6lJkTZdgz6+8SJzTxkXDumnWW82yjSo6REfoBNnoDLXQFWojB1H0iJ7RK3oznowX4934 mI1WjDKzj/7A+PwBDxKYBA==</latexit><latexit sha1_base64="l6yN+f1QsOLsaSp4kJ0f/2w0hK8=">AAAC AXicbVDLSsNAFJ3UV62vqCtxM1gEVyWRgroruHElFYwtNKFMpjft0MmDmYlSQnDjr7hxoeLWv3Dn3zhps9DWAwOHc+6ZmXv8hDOpLOvbqCwtr6y uVddrG5tb2zvm7t6djFNBwaExj0XXJxI4i8BRTHHoJgJI6HPo+OPLwu/cg5Asjm7VJAEvJMOIBYwSpaW+eeBSiBSIIp+5IsyuQT3EYpznfbNuNa wp8CKxS1JHJdp988sdxDQN9X2UEyl7tpUoLyNCMcohr7mphITQMRlCT9OIhCC9bLpCjo+1MsBBLPSJFJ6qvxMZCaWchL6eDIkayXmvEP/zeqkKz r2MRUmqIKKzh4KUYxXjog88YAKo4hNNCBVM/xXTERGE6lJkTZdgz6+8SJzTxkXDumnWW82yjSo6REfoBNnoDLXQFWojB1H0iJ7RK3oznowX4934 mI1WjDKzj/7A+PwBDxKYBA==</latexit><latexit sha1_base64="l6yN+f1QsOLsaSp4kJ0f/2w0hK8=">AAAC AXicbVDLSsNAFJ3UV62vqCtxM1gEVyWRgroruHElFYwtNKFMpjft0MmDmYlSQnDjr7hxoeLWv3Dn3zhps9DWAwOHc+6ZmXv8hDOpLOvbqCwtr6y uVddrG5tb2zvm7t6djFNBwaExj0XXJxI4i8BRTHHoJgJI6HPo+OPLwu/cg5Asjm7VJAEvJMOIBYwSpaW+eeBSiBSIIp+5IsyuQT3EYpznfbNuNa wp8CKxS1JHJdp988sdxDQN9X2UEyl7tpUoLyNCMcohr7mphITQMRlCT9OIhCC9bLpCjo+1MsBBLPSJFJ6qvxMZCaWchL6eDIkayXmvEP/zeqkKz r2MRUmqIKKzh4KUYxXjog88YAKo4hNNCBVM/xXTERGE6lJkTZdgz6+8SJzTxkXDumnWW82yjSo6REfoBNnoDLXQFWojB1H0iJ7RK3oznowX4934 mI1WjDKzj/7A+PwBDxKYBA==</latexit>
x
<latexit sha1_base64="3fQIQL o0BGAEJj9Jm00fxBjph4A=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbB U0lFUMFDwYvHFowttKFstpN27WYTdjdiCf0FXjyoePUvefPfuG1z0NY HA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8f3Os4VQw9FotYtQO qUXCJnuFGYDtRSKNAYCsY3Uz91iMqzWN5Z8YJ+hEdSB5yRo2Vmk+9cs WtujOQZVLLSQVyNHrlr24/ZmmE0jBBte7U3MT4GVWGM4GTUjfVmFA2og PsWCpphNrPZodOyIlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJ zXhpZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDYlG0Jt8 eVl4p1Vr6pu87xSv87TKMIRHMMp1OAC6nALDfCAAcIzvMKb8+C8OO/Ox 7y14OQzh/AHzucPUn+MyQ==</latexit><latexit sha1_base64="3fQIQL o0BGAEJj9Jm00fxBjph4A=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbB U0lFUMFDwYvHFowttKFstpN27WYTdjdiCf0FXjyoePUvefPfuG1z0NY HA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8f3Os4VQw9FotYtQO qUXCJnuFGYDtRSKNAYCsY3Uz91iMqzWN5Z8YJ+hEdSB5yRo2Vmk+9cs WtujOQZVLLSQVyNHrlr24/ZmmE0jBBte7U3MT4GVWGM4GTUjfVmFA2og PsWCpphNrPZodOyIlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJ zXhpZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDYlG0Jt8 eVl4p1Vr6pu87xSv87TKMIRHMMp1OAC6nALDfCAAcIzvMKb8+C8OO/Ox 7y14OQzh/AHzucPUn+MyQ==</latexit><latexit sha1_base64="3fQIQL o0BGAEJj9Jm00fxBjph4A=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbB U0lFUMFDwYvHFowttKFstpN27WYTdjdiCf0FXjyoePUvefPfuG1z0NY HA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8f3Os4VQw9FotYtQO qUXCJnuFGYDtRSKNAYCsY3Uz91iMqzWN5Z8YJ+hEdSB5yRo2Vmk+9cs WtujOQZVLLSQVyNHrlr24/ZmmE0jBBte7U3MT4GVWGM4GTUjfVmFA2og PsWCpphNrPZodOyIlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJ zXhpZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDYlG0Jt8 eVl4p1Vr6pu87xSv87TKMIRHMMp1OAC6nALDfCAAcIzvMKb8+C8OO/Ox 7y14OQzh/AHzucPUn+MyQ==</latexit>
f(x; bw)
<latexit sha1_base64="Pfpzj/vYvRM3+vXoj4whWTvGTnI=">AAAC AXicbVBNS8NAEN3Ur1q/op7Ey2IR6qWkIqjooeDFYwVjC00om82mXbrZhN2NtYTgxb/ixYOKV/+FN/+NmzYHbX0w8Hhvhpl5XsyoVJb1bZQWFpe WV8qrlbX1jc0tc3vnTkaJwMTGEYtEx0OSMMqJrahipBMLgkKPkbY3vMr99j0Rkkb8Vo1j4oaoz2lAMVJa6pl7Qe3hwhlRnwyQSp0QqYEXpKMsO+ qZVatuTQDnSaMgVVCg1TO/HD/CSUi4wgxJ2W1YsXJTJBTFjGQVJ5EkRniI+qSrKUchkW46eSGDh1rxYRAJXVzBifp7IkWhlOPQ0535jXLWy8X/v G6igjM3pTxOFOF4uihIGFQRzPOAPhUEKzbWBGFB9a0QD5BAWOnUKjqExuzL88Q+rp/XrZuTavOySKMM9sEBqIEGOAVNcA1awAYYPIJn8ArejCfj xXg3PqatJaOY2QV/YHz+APBll1M=</latexit><latexit sha1_base64="Pfpzj/vYvRM3+vXoj4whWTvGTnI=">AAAC AXicbVBNS8NAEN3Ur1q/op7Ey2IR6qWkIqjooeDFYwVjC00om82mXbrZhN2NtYTgxb/ixYOKV/+FN/+NmzYHbX0w8Hhvhpl5XsyoVJb1bZQWFpe WV8qrlbX1jc0tc3vnTkaJwMTGEYtEx0OSMMqJrahipBMLgkKPkbY3vMr99j0Rkkb8Vo1j4oaoz2lAMVJa6pl7Qe3hwhlRnwyQSp0QqYEXpKMsO+ qZVatuTQDnSaMgVVCg1TO/HD/CSUi4wgxJ2W1YsXJTJBTFjGQVJ5EkRniI+qSrKUchkW46eSGDh1rxYRAJXVzBifp7IkWhlOPQ0535jXLWy8X/v G6igjM3pTxOFOF4uihIGFQRzPOAPhUEKzbWBGFB9a0QD5BAWOnUKjqExuzL88Q+rp/XrZuTavOySKMM9sEBqIEGOAVNcA1awAYYPIJn8ArejCfj xXg3PqatJaOY2QV/YHz+APBll1M=</latexit><latexit sha1_base64="Pfpzj/vYvRM3+vXoj4whWTvGTnI=">AAAC AXicbVBNS8NAEN3Ur1q/op7Ey2IR6qWkIqjooeDFYwVjC00om82mXbrZhN2NtYTgxb/ixYOKV/+FN/+NmzYHbX0w8Hhvhpl5XsyoVJb1bZQWFpe WV8qrlbX1jc0tc3vnTkaJwMTGEYtEx0OSMMqJrahipBMLgkKPkbY3vMr99j0Rkkb8Vo1j4oaoz2lAMVJa6pl7Qe3hwhlRnwyQSp0QqYEXpKMsO+ qZVatuTQDnSaMgVVCg1TO/HD/CSUi4wgxJ2W1YsXJTJBTFjGQVJ5EkRniI+qSrKUchkW46eSGDh1rxYRAJXVzBifp7IkWhlOPQ0535jXLWy8X/v G6igjM3pTxOFOF4uihIGFQRzPOAPhUEKzbWBGFB9a0QD5BAWOnUKjqExuzL88Q+rp/XrZuTavOySKMM9sEBqIEGOAVNcA1awAYYPIJn8ArejCfj xXg3PqatJaOY2QV/YHz+APBll1M=</latexit>
Neural
<latexit sha1_base64="dI2HqpCGmEjSChqdGxxPT5gYMh4=">AAAC AHicbVBPS8MwHE3nvzn/Vb0IXoJD8DRaGai3gRdPMsHqYC0jzX7dwpK2JKkwyrz4Vbx4UPHqx/DmtzHdetDNB4HHe7+X5PfClDOlHefbqiwtr6y uVddrG5tb2zv27t6dSjJJwaMJT2QnJAo4i8HTTHPopBKICDnch6PLwr9/AKlYEt/qcQqBIIOYRYwSbaSefeBTiDXIIp/7UuTXkEnCJ5OeXXcazh R4kbglqaMS7Z795fcTmglzHeVEqa7rpDrIidSMcpjU/ExBSuiIDKBraEwEqCCfbjDBx0bp4yiR5sQaT9XfiZwIpcYiNJOC6KGa9wrxP6+b6eg8y FmcZhpiOnsoyjjWCS7qwH0mgWo+NoRQycxfMR0SSajpRNVMCe78yovEO21cNJybZr3VLNuookN0hE6Qi85QC12hNvIQRY/oGb2iN+vJerHerY/Z aMUqM/voD6zPHxl6l3c=</latexit><latexit sha1_base64="dI2HqpCGmEjSChqdGxxPT5gYMh4=">AAAC AHicbVBPS8MwHE3nvzn/Vb0IXoJD8DRaGai3gRdPMsHqYC0jzX7dwpK2JKkwyrz4Vbx4UPHqx/DmtzHdetDNB4HHe7+X5PfClDOlHefbqiwtr6y uVddrG5tb2zv27t6dSjJJwaMJT2QnJAo4i8HTTHPopBKICDnch6PLwr9/AKlYEt/qcQqBIIOYRYwSbaSefeBTiDXIIp/7UuTXkEnCJ5OeXXcazh R4kbglqaMS7Z795fcTmglzHeVEqa7rpDrIidSMcpjU/ExBSuiIDKBraEwEqCCfbjDBx0bp4yiR5sQaT9XfiZwIpcYiNJOC6KGa9wrxP6+b6eg8y FmcZhpiOnsoyjjWCS7qwH0mgWo+NoRQycxfMR0SSajpRNVMCe78yovEO21cNJybZr3VLNuookN0hE6Qi85QC12hNvIQRY/oGb2iN+vJerHerY/Z aMUqM/voD6zPHxl6l3c=</latexit><latexit sha1_base64="dI2HqpCGmEjSChqdGxxPT5gYMh4=">AAAC AHicbVBPS8MwHE3nvzn/Vb0IXoJD8DRaGai3gRdPMsHqYC0jzX7dwpK2JKkwyrz4Vbx4UPHqx/DmtzHdetDNB4HHe7+X5PfClDOlHefbqiwtr6y uVddrG5tb2zv27t6dSjJJwaMJT2QnJAo4i8HTTHPopBKICDnch6PLwr9/AKlYEt/qcQqBIIOYRYwSbaSefeBTiDXIIp/7UuTXkEnCJ5OeXXcazh R4kbglqaMS7Z795fcTmglzHeVEqa7rpDrIidSMcpjU/ExBSuiIDKBraEwEqCCfbjDBx0bp4yiR5sQaT9XfiZwIpcYiNJOC6KGa9wrxP6+b6eg8y FmcZhpiOnsoyjjWCS7qwH0mgWo+NoRQycxfMR0SSajpRNVMCe78yovEO21cNJybZr3VLNuookN0hE6Qi85QC12hNvIQRY/oGb2iN+vJerHerY/Z aMUqM/voD6zPHxl6l3c=</latexit>
Network
<latexit sha1_base64="l6yN+f1QsOLsaSp4kJ0f/2w0hK8=">AAAC AXicbVDLSsNAFJ3UV62vqCtxM1gEVyWRgroruHElFYwtNKFMpjft0MmDmYlSQnDjr7hxoeLWv3Dn3zhps9DWAwOHc+6ZmXv8hDOpLOvbqCwtr6y uVddrG5tb2zvm7t6djFNBwaExj0XXJxI4i8BRTHHoJgJI6HPo+OPLwu/cg5Asjm7VJAEvJMOIBYwSpaW+eeBSiBSIIp+5IsyuQT3EYpznfbNuNa wp8CKxS1JHJdp988sdxDQN9X2UEyl7tpUoLyNCMcohr7mphITQMRlCT9OIhCC9bLpCjo+1MsBBLPSJFJ6qvxMZCaWchL6eDIkayXmvEP/zeqkKz r2MRUmqIKKzh4KUYxXjog88YAKo4hNNCBVM/xXTERGE6lJkTZdgz6+8SJzTxkXDumnWW82yjSo6REfoBNnoDLXQFWojB1H0iJ7RK3oznowX4934 mI1WjDKzj/7A+PwBDxKYBA==</latexit><latexit sha1_base64="l6yN+f1QsOLsaSp4kJ0f/2w0hK8=">AAAC AXicbVDLSsNAFJ3UV62vqCtxM1gEVyWRgroruHElFYwtNKFMpjft0MmDmYlSQnDjr7hxoeLWv3Dn3zhps9DWAwOHc+6ZmXv8hDOpLOvbqCwtr6y uVddrG5tb2zvm7t6djFNBwaExj0XXJxI4i8BRTHHoJgJI6HPo+OPLwu/cg5Asjm7VJAEvJMOIBYwSpaW+eeBSiBSIIp+5IsyuQT3EYpznfbNuNa wp8CKxS1JHJdp988sdxDQN9X2UEyl7tpUoLyNCMcohr7mphITQMRlCT9OIhCC9bLpCjo+1MsBBLPSJFJ6qvxMZCaWchL6eDIkayXmvEP/zeqkKz r2MRUmqIKKzh4KUYxXjog88YAKo4hNNCBVM/xXTERGE6lJkTZdgz6+8SJzTxkXDumnWW82yjSo6REfoBNnoDLXQFWojB1H0iJ7RK3oznowX4934 mI1WjDKzj/7A+PwBDxKYBA==</latexit><latexit sha1_base64="l6yN+f1QsOLsaSp4kJ0f/2w0hK8=">AAAC AXicbVDLSsNAFJ3UV62vqCtxM1gEVyWRgroruHElFYwtNKFMpjft0MmDmYlSQnDjr7hxoeLWv3Dn3zhps9DWAwOHc+6ZmXv8hDOpLOvbqCwtr6y uVddrG5tb2zvm7t6djFNBwaExj0XXJxI4i8BRTHHoJgJI6HPo+OPLwu/cg5Asjm7VJAEvJMOIBYwSpaW+eeBSiBSIIp+5IsyuQT3EYpznfbNuNa wp8CKxS1JHJdp988sdxDQN9X2UEyl7tpUoLyNCMcohr7mphITQMRlCT9OIhCC9bLpCjo+1MsBBLPSJFJ6qvxMZCaWchL6eDIkayXmvEP/zeqkKz r2MRUmqIKKzh4KUYxXjog88YAKo4hNNCBVM/xXTERGE6lJkTZdgz6+8SJzTxkXDumnWW82yjSo6REfoBNnoDLXQFWojB1H0iJ7RK3oznowX4934 mI1WjDKzj/7A+PwBDxKYBA==</latexit>
x
<latexit sha1_base64="3fQIQL o0BGAEJj9Jm00fxBjph4A=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbB U0lFUMFDwYvHFowttKFstpN27WYTdjdiCf0FXjyoePUvefPfuG1z0NY HA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8f3Os4VQw9FotYtQO qUXCJnuFGYDtRSKNAYCsY3Uz91iMqzWN5Z8YJ+hEdSB5yRo2Vmk+9cs WtujOQZVLLSQVyNHrlr24/ZmmE0jBBte7U3MT4GVWGM4GTUjfVmFA2og PsWCpphNrPZodOyIlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJ zXhpZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDYlG0Jt8 eVl4p1Vr6pu87xSv87TKMIRHMMp1OAC6nALDfCAAcIzvMKb8+C8OO/Ox 7y14OQzh/AHzucPUn+MyQ==</latexit><latexit sha1_base64="3fQIQL o0BGAEJj9Jm00fxBjph4A=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbB U0lFUMFDwYvHFowttKFstpN27WYTdjdiCf0FXjyoePUvefPfuG1z0NY HA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8f3Os4VQw9FotYtQO qUXCJnuFGYDtRSKNAYCsY3Uz91iMqzWN5Z8YJ+hEdSB5yRo2Vmk+9cs WtujOQZVLLSQVyNHrlr24/ZmmE0jBBte7U3MT4GVWGM4GTUjfVmFA2og PsWCpphNrPZodOyIlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJ zXhpZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDYlG0Jt8 eVl4p1Vr6pu87xSv87TKMIRHMMp1OAC6nALDfCAAcIzvMKb8+C8OO/Ox 7y14OQzh/AHzucPUn+MyQ==</latexit><latexit sha1_base64="3fQIQL o0BGAEJj9Jm00fxBjph4A=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbB U0lFUMFDwYvHFowttKFstpN27WYTdjdiCf0FXjyoePUvefPfuG1z0NY HA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8f3Os4VQw9FotYtQO qUXCJnuFGYDtRSKNAYCsY3Uz91iMqzWN5Z8YJ+hEdSB5yRo2Vmk+9cs WtujOQZVLLSQVyNHrlr24/ZmmE0jBBte7U3MT4GVWGM4GTUjfVmFA2og PsWCpphNrPZodOyIlV+iSMlS1pyEz9PZHRSOtxFNjOiJqhXvSm4n9eJ zXhpZ9xmaQGJZsvClNBTEymX5M+V8iMGFtCmeL2VsKGVFFmbDYlG0Jt8 eVl4p1Vr6pu87xSv87TKMIRHMMp1OAC6nALDfCAAcIzvMKb8+C8OO/Ox 7y14OQzh/AHzucPUn+MyQ==</latexit> bw
<latexit sha1_base64="GEXrqTgCiObLtyMOy6VCTZueEeU=">AAAB /HicbVDLSsNAFJ3UV62v+Ni5CRbBVUlFUMFFwY3LCsYWmlAmk0k7dDIJMzeWGoK/4saFils/xJ1/46TNQlsPDBzOuZd75vgJZwps+9uoLC2vrK5 V12sbm1vbO+bu3r2KU0moQ2Iey66PFeVMUAcYcNpNJMWRz2nHH10XfueBSsVicQeThHoRHggWMoJBS33zwB2zgA4xZG6EYeiH2TjP+2bdbthTWI ukWZI6KtHum19uEJM0ogIIx0r1mnYCXoYlMMJpXnNTRRNMRnhAe5oKHFHlZdP0uXWslcAKY6mfAGuq/t7IcKTUJPL1ZBFRzXuF+J/XSyG88DImk hSoILNDYcotiK2iCitgkhLgE00wkUxntcgQS0xAF1bTJTTnv7xInNPGZcO+Pau3rso2qugQHaET1ETnqIVuUBs5iKBH9Ixe0ZvxZLwY78bHbLRi lDv76A+Mzx/uWJW3</latexit><latexit sha1_base64="GEXrqTgCiObLtyMOy6VCTZueEeU=">AAAB /HicbVDLSsNAFJ3UV62v+Ni5CRbBVUlFUMFFwY3LCsYWmlAmk0k7dDIJMzeWGoK/4saFils/xJ1/46TNQlsPDBzOuZd75vgJZwps+9uoLC2vrK5 V12sbm1vbO+bu3r2KU0moQ2Iey66PFeVMUAcYcNpNJMWRz2nHH10XfueBSsVicQeThHoRHggWMoJBS33zwB2zgA4xZG6EYeiH2TjP+2bdbthTWI ukWZI6KtHum19uEJM0ogIIx0r1mnYCXoYlMMJpXnNTRRNMRnhAe5oKHFHlZdP0uXWslcAKY6mfAGuq/t7IcKTUJPL1ZBFRzXuF+J/XSyG88DImk hSoILNDYcotiK2iCitgkhLgE00wkUxntcgQS0xAF1bTJTTnv7xInNPGZcO+Pau3rso2qugQHaET1ETnqIVuUBs5iKBH9Ixe0ZvxZLwY78bHbLRi lDv76A+Mzx/uWJW3</latexit><latexit sha1_base64="GEXrqTgCiObLtyMOy6VCTZueEeU=">AAAB /HicbVDLSsNAFJ3UV62v+Ni5CRbBVUlFUMFFwY3LCsYWmlAmk0k7dDIJMzeWGoK/4saFils/xJ1/46TNQlsPDBzOuZd75vgJZwps+9uoLC2vrK5 V12sbm1vbO+bu3r2KU0moQ2Iey66PFeVMUAcYcNpNJMWRz2nHH10XfueBSsVicQeThHoRHggWMoJBS33zwB2zgA4xZG6EYeiH2TjP+2bdbthTWI ukWZI6KtHum19uEJM0ogIIx0r1mnYCXoYlMMJpXnNTRRNMRnhAe5oKHFHlZdP0uXWslcAKY6mfAGuq/t7IcKTUJPL1ZBFRzXuF+J/XSyG88DImk hSoILNDYcotiK2iCitgkhLgE00wkUxntcgQS0xAF1bTJTTnv7xInNPGZcO+Pau3rso2qugQHaET1ETnqIVuUBs5iKBH9Ixe0ZvxZLwY78bHbLRi lDv76A+Mzx/uWJW3</latexit>
f(x; bw) ' log n(x|T)
n(x|R)
 
<latexit sha1_base64="S28PvJeymb3fOw6+nBIVfS8Bwjw=">AAACOXic bVDLbhoxFPXQF6WPkGTZzaioEt2goarURMkCKZssIYKChEfIY+6Ahe2Z2HcKyOG7uslXdNdFNl00Vbf9gZqH1DbpkSyde869tu9JciksRtHXoPTg4aPHT8pP K8+ev3i5V90/+GizwnDo8UxmZpAwC1Jo6KFACYPcAFOJhH4yO1v7/U9grMh0F5c5xIpNtEgFZ+ilUbWT1hcndC7GMGXoaJK6+Wr1llqh4JLKbEIlpDis0NQw 7nR9ceWoUa7re1Z/yot1WaFGTKYYj6q1qBFtEN4nzR2pkR3ao+oXOs54oUAjl8zaYTPKMXbMoOAS/L2FhZzxGZvA0FPNFNjYbVZfhW+8Mg7TzPijMdyof08 4pqxdqsR3KoZTe9dbi//zhgWmR7ETOi8QNN8+lBYyxCxc5xiOhQGOcukJ40b4v4Z8ynxK6NOu+BCad1e+T3rvGseNqPO+1jrdpVEmr8hrUidN8oG0yDlpkx7 h5DO5Id/JbXAdfAt+BD+3raVgN3NI/kHw6zfzYK+J</latexit><latexit sha1_base64="S28PvJeymb3fOw6+nBIVfS8Bwjw=">AAACOXic bVDLbhoxFPXQF6WPkGTZzaioEt2goarURMkCKZssIYKChEfIY+6Ahe2Z2HcKyOG7uslXdNdFNl00Vbf9gZqH1DbpkSyde869tu9JciksRtHXoPTg4aPHT8pP K8+ev3i5V90/+GizwnDo8UxmZpAwC1Jo6KFACYPcAFOJhH4yO1v7/U9grMh0F5c5xIpNtEgFZ+ilUbWT1hcndC7GMGXoaJK6+Wr1llqh4JLKbEIlpDis0NQw 7nR9ceWoUa7re1Z/yot1WaFGTKYYj6q1qBFtEN4nzR2pkR3ao+oXOs54oUAjl8zaYTPKMXbMoOAS/L2FhZzxGZvA0FPNFNjYbVZfhW+8Mg7TzPijMdyof08 4pqxdqsR3KoZTe9dbi//zhgWmR7ETOi8QNN8+lBYyxCxc5xiOhQGOcukJ40b4v4Z8ynxK6NOu+BCad1e+T3rvGseNqPO+1jrdpVEmr8hrUidN8oG0yDlpkx7 h5DO5Id/JbXAdfAt+BD+3raVgN3NI/kHw6zfzYK+J</latexit><latexit sha1_base64="S28PvJeymb3fOw6+nBIVfS8Bwjw=">AAACOXic bVDLbhoxFPXQF6WPkGTZzaioEt2goarURMkCKZssIYKChEfIY+6Ahe2Z2HcKyOG7uslXdNdFNl00Vbf9gZqH1DbpkSyde869tu9JciksRtHXoPTg4aPHT8pP K8+ev3i5V90/+GizwnDo8UxmZpAwC1Jo6KFACYPcAFOJhH4yO1v7/U9grMh0F5c5xIpNtEgFZ+ilUbWT1hcndC7GMGXoaJK6+Wr1llqh4JLKbEIlpDis0NQw 7nR9ceWoUa7re1Z/yot1WaFGTKYYj6q1qBFtEN4nzR2pkR3ao+oXOs54oUAjl8zaYTPKMXbMoOAS/L2FhZzxGZvA0FPNFNjYbVZfhW+8Mg7TzPijMdyof08 4pqxdqsR3KoZTe9dbi//zhgWmR7ETOi8QNN8+lBYyxCxc5xiOhQGOcukJ40b4v4Z8ynxK6NOu+BCad1e+T3rvGseNqPO+1jrdpVEmr8hrUidN8oG0yDlpkx7 h5DO5Id/JbXAdfAt+BD+3raVgN3NI/kHw6zfzYK+J</latexit>
data sample D
<latexit sha1_base64="f+aaVRC/KcY8vyqh5Dk9o8yx3aA=">AAAC C3icbVDLSgMxFM3UV62vqks3wSK4KlMRVOqioAuXFRxb6JRyJ5NpQ5OZIckIJcwHuPFX3LhQcesPuPNvTB8LbT0QOJxzLrn3BClnSrvut1NYWl5 ZXSuulzY2t7Z3yrt79yrJJKEeSXgi2wEoyllMPc00p+1UUhABp61geDX2Ww9UKpbEd3qU0q6AfswiRkBbqVeuGF8KE4IGv44ViJRTv57nxhegBw S4uc5zm3Kr7gR4kdRmpIJmaPbKX36YkEzQWBMOSnVqbqq7BqRmhNO85GeKpkCG0KcdS2MQVHXN5JgcH1klxFEi7Ys1nqi/JwwIpUYisMnxjmreG 4v/eZ1MR+ddw+I00zQm04+ijGOd4HEzOGSSEs1HlgCRzO6KyQAkEG37K9kSavMnLxLvpHpRdW9PK43LWRtFdIAO0TGqoTPUQDeoiTxE0CN6Rq/o zXlyXpx352MaLTizmX30B87nDxbAm9U=</latexit><latexit sha1_base64="f+aaVRC/KcY8vyqh5Dk9o8yx3aA=">AAAC C3icbVDLSgMxFM3UV62vqks3wSK4KlMRVOqioAuXFRxb6JRyJ5NpQ5OZIckIJcwHuPFX3LhQcesPuPNvTB8LbT0QOJxzLrn3BClnSrvut1NYWl5 ZXSuulzY2t7Z3yrt79yrJJKEeSXgi2wEoyllMPc00p+1UUhABp61geDX2Ww9UKpbEd3qU0q6AfswiRkBbqVeuGF8KE4IGv44ViJRTv57nxhegBw S4uc5zm3Kr7gR4kdRmpIJmaPbKX36YkEzQWBMOSnVqbqq7BqRmhNO85GeKpkCG0KcdS2MQVHXN5JgcH1klxFEi7Ys1nqi/JwwIpUYisMnxjmreG 4v/eZ1MR+ddw+I00zQm04+ijGOd4HEzOGSSEs1HlgCRzO6KyQAkEG37K9kSavMnLxLvpHpRdW9PK43LWRtFdIAO0TGqoTPUQDeoiTxE0CN6Rq/o zXlyXpx352MaLTizmX30B87nDxbAm9U=</latexit><latexit sha1_base64="f+aaVRC/KcY8vyqh5Dk9o8yx3aA=">AAAC C3icbVDLSgMxFM3UV62vqks3wSK4KlMRVOqioAuXFRxb6JRyJ5NpQ5OZIckIJcwHuPFX3LhQcesPuPNvTB8LbT0QOJxzLrn3BClnSrvut1NYWl5 ZXSuulzY2t7Z3yrt79yrJJKEeSXgi2wEoyllMPc00p+1UUhABp61geDX2Ww9UKpbEd3qU0q6AfswiRkBbqVeuGF8KE4IGv44ViJRTv57nxhegBw S4uc5zm3Kr7gR4kdRmpIJmaPbKX36YkEzQWBMOSnVqbqq7BqRmhNO85GeKpkCG0KcdS2MQVHXN5JgcH1klxFEi7Ys1nqi/JwwIpUYisMnxjmreG 4v/eZ1MR+ddw+I00zQm04+ijGOd4HEzOGSSEs1HlgCRzO6KyQAkEG37K9kSavMnLxLvpHpRdW9PK43LWRtFdIAO0TGqoTPUQDeoiTxE0CN6Rq/o zXlyXpx352MaLTizmX30B87nDxbAm9U=</latexit>
computed on the
<latexit sha1_base64="CTk5b2fhJvef89ZC1hFJQOz1XPk=">AAAC AnicbVBLSwMxGMz6rPW16k0vwSJ4KlsRVPRQ8OKxgmsL3aVks2kbmseSZIWyLHjxr3jxoOLVX+HNf2O23YO2DiQMM99HMhMljGrjed/OwuLS8sp qZa26vrG5te3u7N5rmSpMfCyZVJ0IacKoIL6hhpFOogjiESPtaHRd+O0HojSV4s6MExJyNBC0TzEyVuq5+1mgeIYlT1JD4uASSmEvMyR53nNrXt 2bAM6TRklqoESr534FscQpJ8JghrTuNrzEhBlShmJG8mqQapIgPEID0rVUIE50mE0y5PDIKjHsS2WPMHCi/t7IENd6zCM7yZEZ6lmvEP/zuqnpn 4cZFUVAgacP9VMGjYRFITCmimDDxpYgrKj9K8RDpBA2traqLaExG3me+Cf1i7p3e1prXpVtVMABOATHoAHOQBPcgBbwAQaP4Bm8gjfnyXlx3p2P 6eiCU+7sgT9wPn8AeE6XlA==</latexit><latexit sha1_base64="CTk5b2fhJvef89ZC1hFJQOz1XPk=">AAAC AnicbVBLSwMxGMz6rPW16k0vwSJ4KlsRVPRQ8OKxgmsL3aVks2kbmseSZIWyLHjxr3jxoOLVX+HNf2O23YO2DiQMM99HMhMljGrjed/OwuLS8sp qZa26vrG5te3u7N5rmSpMfCyZVJ0IacKoIL6hhpFOogjiESPtaHRd+O0HojSV4s6MExJyNBC0TzEyVuq5+1mgeIYlT1JD4uASSmEvMyR53nNrXt 2bAM6TRklqoESr534FscQpJ8JghrTuNrzEhBlShmJG8mqQapIgPEID0rVUIE50mE0y5PDIKjHsS2WPMHCi/t7IENd6zCM7yZEZ6lmvEP/zuqnpn 4cZFUVAgacP9VMGjYRFITCmimDDxpYgrKj9K8RDpBA2traqLaExG3me+Cf1i7p3e1prXpVtVMABOATHoAHOQBPcgBbwAQaP4Bm8gjfnyXlx3p2P 6eiCU+7sgT9wPn8AeE6XlA==</latexit><latexit sha1_base64="CTk5b2fhJvef89ZC1hFJQOz1XPk=">AAAC AnicbVBLSwMxGMz6rPW16k0vwSJ4KlsRVPRQ8OKxgmsL3aVks2kbmseSZIWyLHjxr3jxoOLVX+HNf2O23YO2DiQMM99HMhMljGrjed/OwuLS8sp qZa26vrG5te3u7N5rmSpMfCyZVJ0IacKoIL6hhpFOogjiESPtaHRd+O0HojSV4s6MExJyNBC0TzEyVuq5+1mgeIYlT1JD4uASSmEvMyR53nNrXt 2bAM6TRklqoESr534FscQpJ8JghrTuNrzEhBlShmJG8mqQapIgPEID0rVUIE50mE0y5PDIKjHsS2WPMHCi/t7IENd6zCM7yZEZ6lmvEP/zuqnpn 4cZFUVAgacP9VMGjYRFITCmimDDxpYgrKj9K8RDpBA2traqLaExG3me+Cf1i7p3e1prXpVtVMABOATHoAHOQBPcgBbwAQaP4Bm8gjfnyXlx3p2P 6eiCU+7sgT9wPn8AeE6XlA==</latexit>
Dist. log ratio
<latexit sha1_base64="7oGBlvyBwH1Rcj6SyN4OgSamCUg=">AAAC BXicbVDLSsNAFJ34rPUVdSlCsAiuQiqCSl0UdOGygrGFJpTJdNIOnUeYmQglZOXGX3HjQsWt/+DOv3HSZqGtBy4czrmXe++JEkqU9rxva2FxaXl ltbJWXd/Y3Nq2d3bvlUglwj4SVMhOBBWmhGNfE01xJ5EYsojidjS6Kvz2A5aKCH6nxwkOGRxwEhMEtZF69kEWSJYFUZxdm2Vu0KBiEDRk4eZ53r NrnutN4MyTeklqoESrZ38FfYFShrlGFCrVrXuJDjMoNUEU59UgVTiBaAQHuGsohwyrMJu8kTtHRuk7sZCmuHYm6u+JDDKlxiwynQzqoZr1CvE/r 5vq+DzMCE9SjTmaLopT6mjhFJk4fSIx0nRsCESSmFsdNIQSIm2Sq5oQ6rMvzxP/xL1wvdvTWvOyTKMC9sEhOAZ1cAaa4Aa0gA8QeATP4BW8WU/W i/VufUxbF6xyZg/8gfX5A0rVmTI=</latexit><latexit sha1_base64="7oGBlvyBwH1Rcj6SyN4OgSamCUg=">AAAC BXicbVDLSsNAFJ34rPUVdSlCsAiuQiqCSl0UdOGygrGFJpTJdNIOnUeYmQglZOXGX3HjQsWt/+DOv3HSZqGtBy4czrmXe++JEkqU9rxva2FxaXl ltbJWXd/Y3Nq2d3bvlUglwj4SVMhOBBWmhGNfE01xJ5EYsojidjS6Kvz2A5aKCH6nxwkOGRxwEhMEtZF69kEWSJYFUZxdm2Vu0KBiEDRk4eZ53r NrnutN4MyTeklqoESrZ38FfYFShrlGFCrVrXuJDjMoNUEU59UgVTiBaAQHuGsohwyrMJu8kTtHRuk7sZCmuHYm6u+JDDKlxiwynQzqoZr1CvE/r 5vq+DzMCE9SjTmaLopT6mjhFJk4fSIx0nRsCESSmFsdNIQSIm2Sq5oQ6rMvzxP/xL1wvdvTWvOyTKMC9sEhOAZ1cAaa4Aa0gA8QeATP4BW8WU/W i/VufUxbF6xyZg/8gfX5A0rVmTI=</latexit><latexit sha1_base64="7oGBlvyBwH1Rcj6SyN4OgSamCUg=">AAAC BXicbVDLSsNAFJ34rPUVdSlCsAiuQiqCSl0UdOGygrGFJpTJdNIOnUeYmQglZOXGX3HjQsWt/+DOv3HSZqGtBy4czrmXe++JEkqU9rxva2FxaXl ltbJWXd/Y3Nq2d3bvlUglwj4SVMhOBBWmhGNfE01xJ5EYsojidjS6Kvz2A5aKCH6nxwkOGRxwEhMEtZF69kEWSJYFUZxdm2Vu0KBiEDRk4eZ53r NrnutN4MyTeklqoESrZ38FfYFShrlGFCrVrXuJDjMoNUEU59UgVTiBaAQHuGsohwyrMJu8kTtHRuk7sZCmuHYm6u+JDDKlxiwynQzqoZr1CvE/r 5vq+DzMCE9SjTmaLopT6mjhFJk4fSIx0nRsCESSmFsdNIQSIm2Sq5oQ6rMvzxP/xL1wvdvTWvOyTKMC9sEhOAZ1cAaa4Aa0gA8QeATP4BW8WU/W i/VufUxbF6xyZg/8gfX5A0rVmTI=</latexit>
Data sample D
<latexit sha1_ base64="99DX1wB4D7ChFAxRNF+K PQTTjFA=">AAACGHicbVBNSwMxEM 3Wr1q/qh69LBbBU9mKoFIPBXvwWM HaQreU2TTbhibZJckKJezf8OJf8 eJBxWtv/huz2x60+iDk8d4MM/OCm FGlPe/LKaysrq1vFDdLW9s7u3vl/ YMHFSUSkzaOWCS7ASjCqCBtTTUj3 VgS4AEjnWByk/mdRyIVjcS9nsakz 2EkaEgxaCsNyp7xJTd+EJomaPDr CnjMiF9P09T4HPTYOvmPgZmmVQfl ilf1crh/SW1BKmiB1qA884cRTjgR GjNQqlfzYt03IDXFjKQlP1EkBjyB EelZKoAT1Tf5Zal7YpWhG0bSPqH dXP3ZYYArNeWBrcyWVMteJv7n9RI dXvYNFXGiicDzQWHCXB25WUzukEq CNZtaAlhSu6uLxyABaxtmyYZQWz7 5L2mfVa+q3t15pXG9SKOIjtAxOk U1dIEa6Ba1UBth9IRe0Bt6d56dV+ fD+ZyXFpxFzyH6BWf2DV0eofk=</ latexit><latexit sha1_ base64="99DX1wB4D7ChFAxRNF+K PQTTjFA=">AAACGHicbVBNSwMxEM 3Wr1q/qh69LBbBU9mKoFIPBXvwWM HaQreU2TTbhibZJckKJezf8OJf8 eJBxWtv/huz2x60+iDk8d4MM/OCm FGlPe/LKaysrq1vFDdLW9s7u3vl/ YMHFSUSkzaOWCS7ASjCqCBtTTUj3 VgS4AEjnWByk/mdRyIVjcS9nsakz 2EkaEgxaCsNyp7xJTd+EJomaPDr CnjMiF9P09T4HPTYOvmPgZmmVQfl ilf1crh/SW1BKmiB1qA884cRTjgR GjNQqlfzYt03IDXFjKQlP1EkBjyB EelZKoAT1Tf5Zal7YpWhG0bSPqH dXP3ZYYArNeWBrcyWVMteJv7n9RI dXvYNFXGiicDzQWHCXB25WUzukEq CNZtaAlhSu6uLxyABaxtmyYZQWz7 5L2mfVa+q3t15pXG9SKOIjtAxOk U1dIEa6Ba1UBth9IRe0Bt6d56dV+ fD+ZyXFpxFzyH6BWf2DV0eofk=</ latexit><latexit sha1_ base64="99DX1wB4D7ChFAxRNF+K PQTTjFA=">AAACGHicbVBNSwMxEM 3Wr1q/qh69LBbBU9mKoFIPBXvwWM HaQreU2TTbhibZJckKJezf8OJf8 eJBxWtv/huz2x60+iDk8d4MM/OCm FGlPe/LKaysrq1vFDdLW9s7u3vl/ YMHFSUSkzaOWCS7ASjCqCBtTTUj3 VgS4AEjnWByk/mdRyIVjcS9nsakz 2EkaEgxaCsNyp7xJTd+EJomaPDr CnjMiF9P09T4HPTYOvmPgZmmVQfl ilf1crh/SW1BKmiB1qA884cRTjgR GjNQqlfzYt03IDXFjKQlP1EkBjyB EelZKoAT1Tf5Zal7YpWhG0bSPqH dXP3ZYYArNeWBrcyWVMteJv7n9RI dXvYNFXGiicDzQWHCXB25WUzukEq CNZtaAlhSu6uLxyABaxtmyYZQWz7 5L2mfVa+q3t15pXG9SKOIjtAxOk U1dIEa6Ba1UBth9IRe0Bt6d56dV+ fD+ZyXFpxFzyH6BWf2DV0eofk=</ latexit>
Reference sample R
<latexit sha1_ base64="Jq83u2Yb+uC83zpZI3YY Kg0q4i8=">AAACHXicbVBNSwMxEM 3Wr1q/Vj16CRbBU9mKoqKHghePtV hb6JaSTWfb0GR3SbJCCftLvPhXv HhQ8eBF/Dem2x60+iDM470ZMvOCh DOlPe/LKSwsLi2vFFdLa+sbm1vu9 s6dilNJoUljHst2QBRwFkFTM82hn UggIuDQCkZXE791D1KxOLrV4wS6g gwiFjJKtJV67onxpTB+EJoGhCAh ouBfKCISbmuWZcYXRA+tnVdKuGlY teeWvYqXA/8l1RkpoxnqPffD78c0 FRBpyolSnaqX6K4hUjPKISv5qYKE 0BEZQMfSiAhQXZOfl+EDq/RxGEv 7Io1z9eeEIUKpsQhs52RJNe9NxP+ 8TqrDs65hUZJqe/j0ozDlWMd4khX uMwlU87ElhEpmd8V0SCSh2iZasiF U50/+S5pHlfOKd3Ncrl3O0iiiPb SPDlEVnaIaukZ11EQUPaAn9IJenU fn2Xlz3qetBWc2s4t+wfn8Brs0pE 4=</latexit><latexit sha1_ base64="Jq83u2Yb+uC83zpZI3YY Kg0q4i8=">AAACHXicbVBNSwMxEM 3Wr1q/Vj16CRbBU9mKoqKHghePtV hb6JaSTWfb0GR3SbJCCftLvPhXv HhQ8eBF/Dem2x60+iDM470ZMvOCh DOlPe/LKSwsLi2vFFdLa+sbm1vu9 s6dilNJoUljHst2QBRwFkFTM82hn UggIuDQCkZXE791D1KxOLrV4wS6g gwiFjJKtJV67onxpTB+EJoGhCAh ouBfKCISbmuWZcYXRA+tnVdKuGlY teeWvYqXA/8l1RkpoxnqPffD78c0 FRBpyolSnaqX6K4hUjPKISv5qYKE 0BEZQMfSiAhQXZOfl+EDq/RxGEv 7Io1z9eeEIUKpsQhs52RJNe9NxP+ 8TqrDs65hUZJqe/j0ozDlWMd4khX uMwlU87ElhEpmd8V0SCSh2iZasiF U50/+S5pHlfOKd3Ncrl3O0iiiPb SPDlEVnaIaukZ11EQUPaAn9IJenU fn2Xlz3qetBWc2s4t+wfn8Brs0pE 4=</latexit><latexit sha1_ base64="Jq83u2Yb+uC83zpZI3YY Kg0q4i8=">AAACHXicbVBNSwMxEM 3Wr1q/Vj16CRbBU9mKoqKHghePtV hb6JaSTWfb0GR3SbJCCftLvPhXv HhQ8eBF/Dem2x60+iDM470ZMvOCh DOlPe/LKSwsLi2vFFdLa+sbm1vu9 s6dilNJoUljHst2QBRwFkFTM82hn UggIuDQCkZXE791D1KxOLrV4wS6g gwiFjJKtJV67onxpTB+EJoGhCAh ouBfKCISbmuWZcYXRA+tnVdKuGlY teeWvYqXA/8l1RkpoxnqPffD78c0 FRBpyolSnaqX6K4hUjPKISv5qYKE 0BEZQMfSiAhQXZOfl+EDq/RxGEv 7Io1z9eeEIUKpsQhs52RJNe9NxP+ 8TqrDs65hUZJqe/j0ozDlWMd4khX uMwlU87ElhEpmd8V0SCSh2iZasiF U50/+S5pHlfOKd3Ncrl3O0iiiPb SPDlEVnaIaukZ11EQUPaAn9IJenU fn2Xlz3qetBWc2s4t+wfn8Brs0pE 4=</latexit>
Test statistic t
<latexit sha1_base64="SZztXJj5ZIpKHOGpBSLtDqjU6WM=">AAAC CnicbVBNS8NAEN34WetX1KOX0CJ4KqkIKvVQ8OKxQmMLTSib7aZdutmE3YlQlty9+Fe8eFDx6i/w5r9x2+agrQ8GHu/N7M68MOVMget+Wyura+s bm6Wt8vbO7t6+fXB4r5JMEuqRhCeyG2JFORPUAwacdlNJcRxy2gnHN1O/80ClYolowySlQYyHgkWMYDBS365oX8baDyPdpgr8hgJjKGDEb+R5rj Xked+uujV3BmeZ1AtSRQVaffvLHyQki6kAwrFSvbqbQqCxNM9ympf9TNEUkzEe0p6hAsdUBXp2S+6cGGXgRIk0JcCZqb8nNI6VmsSh6YwxjNSiN xX/83oZRJeBZiLNgAoy/yjKuAOJMw3GGTBJCfCJIZhIZnZ1yAhLTMDEVzYh1BdPXibeWe2q5t6dV5vXRRoldIwq6BTV0QVqolvUQh4i6BE9o1f0 Zj1ZL9a79TFvXbGKmSP0B9bnD2menB0=</latexit><latexit sha1_base64="SZztXJj5ZIpKHOGpBSLtDqjU6WM=">AAAC CnicbVBNS8NAEN34WetX1KOX0CJ4KqkIKvVQ8OKxQmMLTSib7aZdutmE3YlQlty9+Fe8eFDx6i/w5r9x2+agrQ8GHu/N7M68MOVMget+Wyura+s bm6Wt8vbO7t6+fXB4r5JMEuqRhCeyG2JFORPUAwacdlNJcRxy2gnHN1O/80ClYolowySlQYyHgkWMYDBS365oX8baDyPdpgr8hgJjKGDEb+R5rj Xked+uujV3BmeZ1AtSRQVaffvLHyQki6kAwrFSvbqbQqCxNM9ympf9TNEUkzEe0p6hAsdUBXp2S+6cGGXgRIk0JcCZqb8nNI6VmsSh6YwxjNSiN xX/83oZRJeBZiLNgAoy/yjKuAOJMw3GGTBJCfCJIZhIZnZ1yAhLTMDEVzYh1BdPXibeWe2q5t6dV5vXRRoldIwq6BTV0QVqolvUQh4i6BE9o1f0 Zj1ZL9a79TFvXbGKmSP0B9bnD2menB0=</latexit><latexit sha1_base64="SZztXJj5ZIpKHOGpBSLtDqjU6WM=">AAAC CnicbVBNS8NAEN34WetX1KOX0CJ4KqkIKvVQ8OKxQmMLTSib7aZdutmE3YlQlty9+Fe8eFDx6i/w5r9x2+agrQ8GHu/N7M68MOVMget+Wyura+s bm6Wt8vbO7t6+fXB4r5JMEuqRhCeyG2JFORPUAwacdlNJcRxy2gnHN1O/80ClYolowySlQYyHgkWMYDBS365oX8baDyPdpgr8hgJjKGDEb+R5rj Xked+uujV3BmeZ1AtSRQVaffvLHyQki6kAwrFSvbqbQqCxNM9ympf9TNEUkzEe0p6hAsdUBXp2S+6cGGXgRIk0JcCZqb8nNI6VmsSh6YwxjNSiN xX/83oZRJeBZiLNgAoy/yjKuAOJMw3GGTBJCfCJIZhIZnZ1yAhLTMDEVzYh1BdPXibeWe2q5t6dV5vXRRoldIwq6BTV0QVqolvUQh4i6BE9o1f0 Zj1ZL9a79TFvXbGKmSP0B9bnD2menB0=</latexit>
data/reference
<latexit sha1_base64="e+Vy7tddJEAq8X+yvaaVW00g78Q=">AAAB /XicbVBNS8NAEN3Ur1q/ouLJy2IRPNVEBBU8FLx4rGBsoQ1ls5m0S3eTsLsRSgj4V7x4UPHq//Dmv3Hb5qCtDwYe780wMy9IOVPacb6tytLyyup adb22sbm1vWPv7j2oJJMUPJrwRHYCooCzGDzNNIdOKoGIgEM7GN1M/PYjSMWS+F6PU/AFGcQsYpRoI/Xtg7wnRR4STU4lRCAhplAUfbvuNJwp8C JxS1JHJVp9+6sXJjQTEGvKiVJd10m1nxOpGeVQ1HqZgpTQERlA19CYCFB+Pj2/wMdGCXGUSFOxxlP190ROhFJjEZhOQfRQzXsT8T+vm+no0s9Zn Gba/DVbFGUc6wRPssAhk0A1HxtCqGTmVkyHRBKqTWI1E4I7//Ii8c4aVw3n7rzevC7TqKJDdIROkIsuUBPdohbyEEU5ekav6M16sl6sd+tj1lqx ypl99AfW5w9duZXt</latexit><latexit sha1_base64="e+Vy7tddJEAq8X+yvaaVW00g78Q=">AAAB /XicbVBNS8NAEN3Ur1q/ouLJy2IRPNVEBBU8FLx4rGBsoQ1ls5m0S3eTsLsRSgj4V7x4UPHq//Dmv3Hb5qCtDwYe780wMy9IOVPacb6tytLyyup adb22sbm1vWPv7j2oJJMUPJrwRHYCooCzGDzNNIdOKoGIgEM7GN1M/PYjSMWS+F6PU/AFGcQsYpRoI/Xtg7wnRR4STU4lRCAhplAUfbvuNJwp8C JxS1JHJVp9+6sXJjQTEGvKiVJd10m1nxOpGeVQ1HqZgpTQERlA19CYCFB+Pj2/wMdGCXGUSFOxxlP190ROhFJjEZhOQfRQzXsT8T+vm+no0s9Zn Gba/DVbFGUc6wRPssAhk0A1HxtCqGTmVkyHRBKqTWI1E4I7//Ii8c4aVw3n7rzevC7TqKJDdIROkIsuUBPdohbyEEU5ekav6M16sl6sd+tj1lqx ypl99AfW5w9duZXt</latexit><latexit sha1_base64="e+Vy7tddJEAq8X+yvaaVW00g78Q=">AAAB /XicbVBNS8NAEN3Ur1q/ouLJy2IRPNVEBBU8FLx4rGBsoQ1ls5m0S3eTsLsRSgj4V7x4UPHq//Dmv3Hb5qCtDwYe780wMy9IOVPacb6tytLyyup adb22sbm1vWPv7j2oJJMUPJrwRHYCooCzGDzNNIdOKoGIgEM7GN1M/PYjSMWS+F6PU/AFGcQsYpRoI/Xtg7wnRR4STU4lRCAhplAUfbvuNJwp8C JxS1JHJVp9+6sXJjQTEGvKiVJd10m1nxOpGeVQ1HqZgpTQERlA19CYCFB+Pj2/wMdGCXGUSFOxxlP190ROhFJjEZhOQfRQzXsT8T+vm+no0s9Zn Gba/DVbFGUc6wRPssAhk0A1HxtCqGTmVkyHRBKqTWI1E4I7//Ii8c4aVw3n7rzevC7TqKJDdIROkIsuUBPdohbyEEU5ekav6M16sl6sd+tj1lqx ypl99AfW5w9duZXt</latexit>
INPUT
<latexit sha1_ base64="Wj1rdue1Hl24o8XFXRUM wawzKsg=">AAAB+XicbVBNS8NAEJ 3Ur1q/Uj16CRbBU0lFUG9FL3qRCo 0tNKFstpt26e4m7G6UEvNTvHhQ8 eo/8ea/cdvmoNUHA4/3ZpiZFyaMK u26X1ZpaXllda28XtnY3Nresau7d ypOJSYejlksuyFShFFBPE01I91EE sRDRjrh+HLqd+6JVDQWbT1JSMDRU NCIYqSN1LermS955odRdn3T8tp5 nvftmlt3Z3D+kkZBalCg1bc//UGM U06Exgwp1Wu4iQ4yJDXFjOQVP1Uk QXiMhqRnqECcqCCbnZ47h0YZOFEs TQntzNSfExniSk14aDo50iO16E3 F/7xeqqOzIKMiSTUReL4oSpmjY2e agzOgkmDNJoYgLKm51cEjJBHWJq2 KCaGx+PJf4h3Xz+vu7UmteVGkUYZ 9OIAjaMApNOEKWuABhgd4ghd4tR 6tZ+vNep+3lqxiZg9+wfr4BvSPk/ 8=</latexit><latexit sha1_ base64="Wj1rdue1Hl24o8XFXRUM wawzKsg=">AAAB+XicbVBNS8NAEJ 3Ur1q/Uj16CRbBU0lFUG9FL3qRCo 0tNKFstpt26e4m7G6UEvNTvHhQ8 eo/8ea/cdvmoNUHA4/3ZpiZFyaMK u26X1ZpaXllda28XtnY3Nresau7d ypOJSYejlksuyFShFFBPE01I91EE sRDRjrh+HLqd+6JVDQWbT1JSMDRU NCIYqSN1LermS955odRdn3T8tp5 nvftmlt3Z3D+kkZBalCg1bc//UGM U06Exgwp1Wu4iQ4yJDXFjOQVP1Uk QXiMhqRnqECcqCCbnZ47h0YZOFEs TQntzNSfExniSk14aDo50iO16E3 F/7xeqqOzIKMiSTUReL4oSpmjY2e agzOgkmDNJoYgLKm51cEjJBHWJq2 KCaGx+PJf4h3Xz+vu7UmteVGkUYZ 9OIAjaMApNOEKWuABhgd4ghd4tR 6tZ+vNep+3lqxiZg9+wfr4BvSPk/ 8=</latexit><latexit sha1_ base64="Wj1rdue1Hl24o8XFXRUM wawzKsg=">AAAB+XicbVBNS8NAEJ 3Ur1q/Uj16CRbBU0lFUG9FL3qRCo 0tNKFstpt26e4m7G6UEvNTvHhQ8 eo/8ea/cdvmoNUHA4/3ZpiZFyaMK u26X1ZpaXllda28XtnY3Nresau7d ypOJSYejlksuyFShFFBPE01I91EE sRDRjrh+HLqd+6JVDQWbT1JSMDRU NCIYqSN1LermS955odRdn3T8tp5 nvftmlt3Z3D+kkZBalCg1bc//UGM U06Exgwp1Wu4iQ4yJDXFjOQVP1Uk QXiMhqRnqECcqCCbnZ47h0YZOFEs TQntzNSfExniSk14aDo50iO16E3 F/7xeqqOzIKMiSTUReL4oSpmjY2e agzOgkmDNJoYgLKm51cEjJBHWJq2 KCaGx+PJf4h3Xz+vu7UmteVGkUYZ 9OIAjaMApNOEKWuABhgd4ghd4tR 6tZ+vNep+3lqxiZg9+wfr4BvSPk/ 8=</latexit>
OUTPUT
<latexit sha1_base64="6Wlpjrg6WZmcz3HIGM0b2Xmz5+w=">AAAB +nicbVBNS8NAEJ34WetXrEcvwSJ4KokI6q3oxZsVGltoQtlsN+3S3U3Y3Ygl5K948aDi1V/izX/jts1BWx8MPN6bYWZelDKqtOt+Wyura+sbm5W t6vbO7t6+fVB7UEkmMfFxwhLZjZAijAria6oZ6aaSIB4x0onGN1O/80ikoolo60lKQo6GgsYUI22kvl3LA8nzIIrzO7/d8ttFUfTtuttwZ3CWiV eSOpRo9e2vYJDgjBOhMUNK9Tw31WGOpKaYkaIaZIqkCI/RkPQMFYgTFeaz2wvnxCgDJ06kKaGdmfp7IkdcqQmPTCdHeqQWvan4n9fLdHwZ5lSkm SYCzxfFGXN04kyDcAZUEqzZxBCEJTW3OniEJMLaxFU1IXiLLy8T/6xx1XDvz+vN6zKNChzBMZyCBxfQhFtogQ8YnuAZXuHNKqwX6936mLeuWOXM IfyB9fkDsyOUag==</latexit><latexit sha1_base64="6Wlpjrg6WZmcz3HIGM0b2Xmz5+w=">AAAB +nicbVBNS8NAEJ34WetXrEcvwSJ4KokI6q3oxZsVGltoQtlsN+3S3U3Y3Ygl5K948aDi1V/izX/jts1BWx8MPN6bYWZelDKqtOt+Wyura+sbm5W t6vbO7t6+fVB7UEkmMfFxwhLZjZAijAria6oZ6aaSIB4x0onGN1O/80ikoolo60lKQo6GgsYUI22kvl3LA8nzIIrzO7/d8ttFUfTtuttwZ3CWiV eSOpRo9e2vYJDgjBOhMUNK9Tw31WGOpKaYkaIaZIqkCI/RkPQMFYgTFeaz2wvnxCgDJ06kKaGdmfp7IkdcqQmPTCdHeqQWvan4n9fLdHwZ5lSkm SYCzxfFGXN04kyDcAZUEqzZxBCEJTW3OniEJMLaxFU1IXiLLy8T/6xx1XDvz+vN6zKNChzBMZyCBxfQhFtogQ8YnuAZXuHNKqwX6936mLeuWOXM IfyB9fkDsyOUag==</latexit><latexit sha1_base64="6Wlpjrg6WZmcz3HIGM0b2Xmz5+w=">AAAB +nicbVBNS8NAEJ34WetXrEcvwSJ4KokI6q3oxZsVGltoQtlsN+3S3U3Y3Ygl5K948aDi1V/izX/jts1BWx8MPN6bYWZelDKqtOt+Wyura+sbm5W t6vbO7t6+fVB7UEkmMfFxwhLZjZAijAria6oZ6aaSIB4x0onGN1O/80ikoolo60lKQo6GgsYUI22kvl3LA8nzIIrzO7/d8ttFUfTtuttwZ3CWiV eSOpRo9e2vYJDgjBOhMUNK9Tw31WGOpKaYkaIaZIqkCI/RkPQMFYgTFeaz2wvnxCgDJ06kKaGdmfp7IkdcqQmPTCdHeqQWvan4n9fLdHwZ5lSkm SYCzxfFGXN04kyDcAZUEqzZxBCEJTW3OniEJMLaxFU1IXiLLy8T/6xx1XDvz+vN6zKNChzBMZyCBxfQhFtogQ8YnuAZXuHNKqwX6936mLeuWOXM IfyB9fkDsyOUag==</latexit>
t(D) =  2Min
{w}
L[f ]
<latexit sha1_base64="HluKZdBJPLnePVlLZo9cbIX9zts=">AAACJHicbVDLS gMxFM34tr6qLt0MFqFCLVMRVFAQdeFCoYLVQjOUTJppQzOZIbmjlDA/48ZfceNCxYUbv8X0sdDqgcDJufeQnBMkgmvwvE9nYnJqemZ2bj63sLi0vJJfXbvVcaooq9FYx KoeEM0El6wGHASrJ4qRKBDsLuie9ed390xpHssb6CXMj0hb8pBTAlZq5o+gaHBEoEOJMOdZtn28s4tLOJUta2JgsDE4CM1DluEsM1hF5opLeyldNkK/mS94ZW8A9y+pj EgBjVBt5t9wK6ZpxCRQQbRuVLwEfEMUcCpYlsOpZgmhXdJmDUsliZj2zSBl5m5ZpeWGsbJHgjtQfzoMibTuRYHd7AfS47O++N+skUJ44BsukxSYpMOHwlS4ELv9ytwWV 4yC6FlCqOL2ry7tEEUo2I5ytoTKeOS/pLZbPix713uFk9NRG3NoA22iIqqgfXSCLlAV1RBFj+gZvaI358l5cd6dj+HqhDPyrKNfcL6+AfAIpmM=</latexit><latexit sha1_base64="HluKZdBJPLnePVlLZo9cbIX9zts=">AAACJHicbVDLS gMxFM34tr6qLt0MFqFCLVMRVFAQdeFCoYLVQjOUTJppQzOZIbmjlDA/48ZfceNCxYUbv8X0sdDqgcDJufeQnBMkgmvwvE9nYnJqemZ2bj63sLi0vJJfXbvVcaooq9FYx KoeEM0El6wGHASrJ4qRKBDsLuie9ed390xpHssb6CXMj0hb8pBTAlZq5o+gaHBEoEOJMOdZtn28s4tLOJUta2JgsDE4CM1DluEsM1hF5opLeyldNkK/mS94ZW8A9y+pj EgBjVBt5t9wK6ZpxCRQQbRuVLwEfEMUcCpYlsOpZgmhXdJmDUsliZj2zSBl5m5ZpeWGsbJHgjtQfzoMibTuRYHd7AfS47O++N+skUJ44BsukxSYpMOHwlS4ELv9ytwWV 4yC6FlCqOL2ry7tEEUo2I5ytoTKeOS/pLZbPix713uFk9NRG3NoA22iIqqgfXSCLlAV1RBFj+gZvaI358l5cd6dj+HqhDPyrKNfcL6+AfAIpmM=</latexit><latexit sha1_base64="HluKZdBJPLnePVlLZo9cbIX9zts=">AAACJHicbVDLS gMxFM34tr6qLt0MFqFCLVMRVFAQdeFCoYLVQjOUTJppQzOZIbmjlDA/48ZfceNCxYUbv8X0sdDqgcDJufeQnBMkgmvwvE9nYnJqemZ2bj63sLi0vJJfXbvVcaooq9FYx KoeEM0El6wGHASrJ4qRKBDsLuie9ed390xpHssb6CXMj0hb8pBTAlZq5o+gaHBEoEOJMOdZtn28s4tLOJUta2JgsDE4CM1DluEsM1hF5opLeyldNkK/mS94ZW8A9y+pj EgBjVBt5t9wK6ZpxCRQQbRuVLwEfEMUcCpYlsOpZgmhXdJmDUsliZj2zSBl5m5ZpeWGsbJHgjtQfzoMibTuRYHd7AfS47O++N+skUJ44BsukxSYpMOHwlS4ELv9ytwWV 4yC6FlCqOL2ry7tEEUo2I5ytoTKeOS/pLZbPix713uFk9NRG3NoA22iIqqgfXSCLlAV1RBFj+gZvaI358l5cd6dj+HqhDPyrKNfcL6+AfAIpmM=</latexit>
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Figure 1: A schematic representation of the implementation of our strategy.
time. We estimate N(w) by the Monte Carlo method, namely we write 5
N(w) =
N(R)
NR
∑
x∈R
ef(x;w) . (9)
Eq. (3) thus becomes
t(D) = −2 Min
{w}
[
N(R)
NR
∑
x∈R
(ef(x;w) − 1)−
∑
x∈D
f(x;w)
]
≡ −2 Min
{w}
L[f( · ,w)] , (10)
where L has precisely the form of a loss function. It can be written as a single sum over events by
introducing a target variable y which is set to 0 for the events in R and to 1 and for those in D.
Explicitly, we have
L[f ] =
∑
(x,y)
[
(1− y)N(R)NR (e
f(x) − 1)− y f(x)
]
. (11)
The minimization of L with respect to the neural network parameters w can thus be carried out
as a standard supervised training process. The test statistic is simply minus 2 times the loss at
the end of training. The trained neural network, f(x; ŵ), is the maximum likelihood fit to the
5There is an equality in the equation that follows because we assume a large enough reference sample to reduce
the Monte Carlo integration error to a negligible level.
9
data and reference distributions log-ratio. It is the best approximant, within the neural network
parametrization, of the true underlying data distribution n(x|T)
f(x, ŵ) ' log
[
n(x|T)
n(x|R)
]
. (12)
Notice that training unavoidably requires some sort of regularization because our loss function
(11) is unbounded from below, namely it approaches negative infinity if f diverges at some value
of x belonging to the D (i.e., y = 1) class. Notice that the problematic situation occurs only when
the divergence in f is sharply localized, such that f(x) stays finite for all x ∈ R. Otherwise the
positive exponent that we have in the loss function for the R (i.e., y = 0) class overcompensates
the negative divergence. We avoid these dangerous configurations by enforcing an upper bound (set
by the so-called “weight clipping” parameter W ) on the absolute value of each weight. This forbids
the neural network to diverge and to produce sharp features on a scale ∆x . 1/W . Given that
infinitely sharp features cannot show up in the true distribution because of experimental resolution
smearing, for any concrete problem it will be possible to choose W large enough not to limit the
approximation capabilities of the neural network. We use W = 100 in the following.
To obtain a p-value that tests the agreement between data and the reference model we proceed
as discussed at the beginning of section 2. First we train the network using the actual data sample
and a large reference sample distributed according to the R model, as pictorially shown in figure 1.
This gives us the observed value of the test statistic tobs. Then we repeat the training on many
toy experiments generated according to the reference distribution, i.e. we use the same reference
sample, network architecture and training parameters as before, but we substitute the data sample
with toy reference samples. For each of these samples we compute t and thus obtain P (t|R). The
p-value is then computed in the usual way (see eq. (5)).
Before moving forward it is worth to clarify some assumptions that our method relies on. First,
we assumed knowledge of the expected number of events, N(R), which appears in the definition of
the loss function in eq. (11). This can be problematic because the total event rate is often not well
predicted by high energy physics simulations. The simplest way out is to take N(R) equal to the
number of data that has been observed in the actual experiment. This is conservative as it assumes
perfect agreement of the observed number of events with the reference model prediction. In what
follows we keep working under the assumption that N(R) is known a priori, but this assumption
can be easily eliminated as previously explained. Furthermore in real-life applications (and in most
of the examples we discuss) the signal component is small and the total number of events is not a
significant discriminant.
Much more problematic is assuming the Monte Carlo to provide a perfect description of the
reference distribution shape. This is not realistic because Monte Carlo generators are subject to
systematic uncertainties, which for large enough statistics unavoidably result in a significant tension
with the data. These uncertainties are routinely modeled as nuisance parameters and treated with
the profile likelihood ratio formalism [69, 70]. The basic idea is that we should first of all identify
the value of the nuisance parameters that best describe the data, taking of course also into account
auxiliary measurements and not only the data set of interest. Next we use these values in the
reference distribution prediction of eq. (3). A proper tune of the reference model Monte Carlo to
the data is a prerequisite for any new physics search, hence this problem is in some sense orthogonal
to the one that we are addressing. However the interplay and the possible synergies between the
two aspects should be carefully studied. Especially the possibility of incorporating in the network
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the fit to data of some of the nuisance parameters to reduce systematic uncertainties. This is left
to future work.
3.1 Summary of the algorithm
1. Train the network on the data, using the loss function in eq. (11).
• Input: One data sample D and one reference sample R.
• Output: 1) Value of the test statistic on the data sample tobs and 2) log-ratio of the
data and reference probability distribution functions f(x; ŵ) ' log[n(x|T)/n(x|R)].
2. Generate several toy data samples “D” that mimic the expected outcome of the experiment if
the reference model is true. Train the same network on these toy data samples, using all the
same parameters for training.
• Input: The same reference sample as above and the toy data samples.
• Output: Distribution of the test statistic in the reference hypothesis P (t|R). See for
example figure 3.
3. Use P (t|R) and tobs to compute the p-value: p =
∫∞
tobs
P (t|R)dt. See for example figures 4
and 6 where the p-values are reported as Z-scores. In those figures we plot a whole set of p’s
obtained on hundreds of different data samples to assess the performance of our algorithm.
4. If p is sufficiently small to signal a tension with the reference hypothesis, use the log-ratio
f(x; ŵ) to learn the nature of the discrepancy.
3.2 Performances on a Simple Case Study
We now turn to a first illustration of the performances of our algorithm. We start with a simple
example, which we study more quantitatively and systematically in the next section. We consider an
univariate problem x ∈ [0, 1]. The reference model (or background) is a steeply-falling exponential
distribution
P (x|R) ∝ e−8x, and N(R) =
∫ 1
0
dxn(x|R) = 2000 ≡ B . (13)
We consider the possible presence in the data of a small resonant signal component S = 10, dis-
tributed as
P (x|S) ∝ e− (x−x¯)
2
2σ2 , with x¯ = 0.8 and σ = 0.02 . (14)
The new physics distribution for x therefore is
n(x|NP) = S +B
1 + S/B
[
P (x|R) + S
B
P(x|S)
]
, (15)
with a signal over background ratio S/B = 5 ·10−3 and a total number of expected events N(NP) =
S+B = 2010. We generate one large (NR = 200 000) reference sample R according to the reference
p.d.f., and several data samples D that follow either the reference or the new physics distributions.
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Figure 2: The distribution learned by a neural network with a single 4-neurons hidden layer (solid
line), compared with the distribution used to generate the data (dashed line) and the binned his-
togram of the training data set. The value of the test statistic t(D) obtained by the network is
reported in the upper right corner of each plot. The higher values of t(D) in blue signal that the
network is discriminating between data sets containing new physics (top row) and data sets following
the reference hypothesis (bottom row).
The number of data events is selected at random taking into account Poisson fluctuations around the
expected numbers N(R) = 2000 and N(NP) = 2010. We train a 4-neurons (1, 4, 1) neural network6
on each data set and we obtain the corresponding t(D) and f(x; ŵ) as previously described. Since
n(x|R) is fully known, in our toy example we can also compute the best-fit distribution n(x|ŵ) using
the log-ratio learned by the neural network in eq. (2). An initial learning rate of 10−3 is chosen, and
training is stopped after 150 000 rounds. The results are displayed in fig. 2 for six representative
data samples. The ones on the first and on the second row have been obtained from the NP and
from the R distributions, respectively.
The figure illustrates a number of interesting points. First of all, we see that in all cases the
distribution learned by the neural network is very much correlated with the data sample that was
used for training. Still it doesn’t follow the data too closely, producing smooth curves that are
quite “credible” hypotheses on the true underlying distribution. This should be contrasted with the
discontinuous piece-wise constant distribution, i.e. the envelope of the histogram, that one would
effectively rely on if the same data sets where studied with the binned histogram method. We also
see that in the bulk region, i.e. at small x, the neural network is able to reproduce very accurately
the true distribution, thanks to the large statistic. This is important because mismodeling the
bulk would produce a large spurious contribution to t, that would obscure the genuine signal in
the tail. The NP-generated data samples produce an excess in the tail of the distribution, which is
6The notation for the neural network architecture is explained in more detail in appendix A. The (1, 4, 1) network
has one-dimensional input and output and a hidden layer with 4 neurons.
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more or less in agreement with the true peak at x = 0.8, depending on how many events happened
to fall in that region. The distributions obtained with the background data samples can also
depart considerably from the reference distribution (which is the true one for background samples),
however the departures occur in regions were only few events are present and hence they give a
limited contribution to t. We also remark that the size of t is in clear correspondence with how
different the reference distribution and the distribution learned by the neural network are. The six
values shown in the figure already indicate that t possesses some discriminating power between the
signal and the background. We study this systematically in the following section.
4 Numerical Experiments
In this section we test our method by performing several numerical experiments on one and two-
dimensional samples. A summary of the notation needed to interpret the figures in this section can
be found in table 1. In all the new physics scenarios discussed here we have generated hundreds
of toy data samples to assess the median significance of the algorithm and its correlation with the
ideal significance. So the single value of the test statistic, tobs, that one would observe in a real
experiment is presented as a distribution given a putative new physics model. Correspondingly the
single observed p-value (or Z-score) becomes an entire distribution.
The numerical experiments performed here have been selected with the aim of illustrating the
following aspects:
• Model-Independence: The goal of our approach is to be sensitive to a signal that is unknown
a priori. Ideally it should detect any kind of new physics that could be present in the data.
We verify this through several examples in section 4.1.
• (In-)Sensitivity to cuts: It is impossible to identify the appropriate search region without
prior assumptions on the nature of the signal. Furthermore we argued in section 3 that the
loss of sensitivity due to the presence of a large number of data points in agreement with the
reference model, is the main limitation of the binned histogram goodness-of-fit approach. In
section 4.2 we show that instead the performances of our method do not depend on whether
a favorable signal region is selected based on prior knowledge of the signal.
• Two dimensions: We apply our method to two-dimensional distributions, with the aim of
studying to what extent the reach deteriorates if the relevant variable that differentiates the
signal from the background is not known a priori. The results are presented in section 4.3.
• Dependence on hyperparameters: The neural network architecture, the initial learning rate and
the number of training rounds are the free parameters of our algorithm, collectively denoted as
hyperparameters. We study the performance dependence on these parameters in section 4.4.
Before discussing these points, a general methodological remark is in order. It is not completely
straightforward to quantify the performances of our method. Clearly in each example we can
compute the median p-value of our test, but this is a valid figure of merit only in comparison with
some independent quantification of the actual difference between the reference distribution and the
new physics that we assumed in the example. This aspect is particularly important for comparing
the sensitivity of our test to new physics signals of different nature, for instance comparing the
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Figure 3: Left panel: Test statistic distribution in the reference model, compared with the χ2 p.d.f.
with 13 degrees of freedom. The relation between the χ2 and our test statistic is discussed in
sections 4.1 and 4.4. Right Panel: Ideal test statistic distribution in the reference and in our first
new physics scenario: NP1.
sensitivity to a peak with the one to an anomalous growth of the distribution in the tail. What
we need is to assess in absolute terms how difficult it is to discover new physics in the example
under consideration. For this purpose we employ the “ideal” test, defined in eq. (6). Namely for
each toy example we evaluate tid, defined by exploiting the complete knowledge of the new physics
distribution, on a large set of reference-distributed toy data samples. This gives us the p.d.f. of tid
in the reference hypothesis. Next we use this distribution to compute the ideal p-value pid for each
one of the toy data samples generated according to the new physics distribution. The ideal p-value
can then be compared with the one obtained with our test, either individually on each sample or
globally in terms of the median over repeated toys. Notice that the ideal test is the one with smallest
median p-value, since it is obtained using a complete knowledge of the signal. Therefore we cannot
hope to obtain a similar significance with our test, where we assume no previous knowledge of the
signal whatsoever. Still we can asses the success or failure of our method by how much significance
we lose in comparison with the ideal test.
4.1 Model-Independence
In all the examples considered in the present subsection, x ∈ [0, 1] and its reference distribution
is the exponential in eq. (13). Physically we might interpret x as an invariant mass measured at
the LHC, with its steeply-falling SM distribution modeling parton luminosities. Since the reference
distribution is the same for all example signals, the preparatory stages of our test can be carried out
once and for all. These consist in generating a NR = 200 000 reference sample and in computing the
test statistic p.d.f. by training the neural network on toy Monte Carlo samples generated according
to the reference model. A (1, 4, 1) neural network is employed, the initial learning rate is 10−3
and 150 000 training rounds are performed using the RMSprop algorithm [71]. Evaluating t(D)
on 1000 reference-distributed toys produces the p.d.f. in the left panel of figure 3. Thanks to
this distribution we can compute the p-value associated with t(D) evaluated on the data samples
generated according to the new physics distribution.
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Figure 4: Left panel: Test statistic distribution in the NP1 new physics model P (t|NP1), compared
with the reference one P (t|R). The two models are defined in equations (13) and (14), respectively,
and shown in figure 5. The larger values of t in P (t|NP1) compared to P (t|R) signal that our
algorithm is sensitive to this new physics scenario. These two distributions are used to obtain
the Z-score on the y-axis in the right panel. Right panel: Correlation between the significances
(expressed in number of σ’s) of our test and of the ideal test defined in section 2, for the NP1
model. The gray shaded area corresponds to the region where the ideal significance can not be
computed with the number of toy data sets generated. We also show the median significance of our
algorithm (Median NN) and the ideal one.
Notice however that we can meaningfully estimate the p-value only if t does not exceed the
maximal value obtained with our toy Monte Carlo samples. If t is larger we can only set a lower
bound on the p-value, which we obtain from the 68% upper limit for 0 successes (binomially dis-
tributed) and N trials, i.e. p < 1 − (0.32)1/N . With the N = 1000 Monte Carlo samples at our
disposal, this corresponds to p < 1.1 10−3 or to a significance Z > 3.05σ.7 However P (t|R) is quite
well approximated by a χ2 distribution with 13 degrees of freedom, which is not surprising because
13 is the number of free parameters of the (1, 4, 1) network that we are employing. We return on
this point in section 4.4, for the moment we just exploit this fact to extend our estimate of the
significance to values of t above the maximum. Namely, for those we report the estimate of the
significance obtained with the χ2 approximation, instead of the lower bound obtained with the toys.
The first new physics model that we discuss (dubbed NP1 in what follows) is the one introduced
in eq.s (14) and (15). It mimics the presence of a resonance in the tail of the SM invariant mass
distribution. We generate 300 toy Monte Carlo samples according to the new physics distribution
in eq. (15), and we train a neural network for each, with the same algorithm used for the reference-
distributed data. The resulting distribution for t, P (t|NP1) is displayed in the right panel of
figure 4. By comparing with P (t|R) we see that our test statistic has a considerable discriminating
power between the two hypotheses. The median t in the NP1 toy samples is 36, which is slightly
above the maximum value that we obtained with the reference data. The median significance for
the NP1 signal hypothesis is thus above 3.05σ, and it can be estimated to be 3.2σ using the χ2
approximation.
7We adopt the standard definition Z = Φ−1(1− p), where Φ−1 is the quantile of the Gaussian distribution.
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Figure 5: The distributions of the three new physics models used in this work plus the reference
one.
For a better assessment of the performances of our method we compare them to those of the ideal
test presented in section 2 (see the discussion below eq. (6)). We estimate the ideal test statistic
p.d.f. by means of a very large set of 10 000 000 reference model toy data samples, and we compare
it with the values of tid on the 300 new physics data samples with which we trained the network.
The result is shown in the left panel of figure 3. The sensitivity of the ideal test is as expected
much higher than ours. The median tid on new physics samples is 23 and it corresponds to an
ideal significance Zid = 4.7σ. We can thus conclude that the difference in sensitivity amounts to
roughly 1.5σ. This is confirmed if we look at the correlation between Zid and Z on each individual
data sample, reported in the right panel of figure 4. Notice that the vertical band of points that
seemingly breaks the correlation is an artifact due to new physics samples with a tid that is larger
than the maximum tid obtained in the 10 000 000 reference toys. For these samples, a lower bound
on Zid of 5.2σ (corresponding to zero observed over 10 000 000 trials at 68% CL) is reported in the
plot.
The second example (NP2) is non-resonant new physics, showing up as a quadratic growth with
energy in the tail of the reference model distribution. In this case the signal is distributed as
P (x|S2) ∝ x2e−8x , (16)
and the total expected number of signal event is taken to be S = 90. Signal and background are
combined to define the NP2 distribution as in eq. (15). The median ideal significance for the chosen
value of S equals 4.4σ, very much comparable with the one of the NP1 signal. This ensures a
fair comparison between the two. The performances of our algorithm, shown in the left column of
figure 6, are essentially identical to those we obtained for NP1. The median significance is 3.1σ and
the correlation between Zid and Z again reveals a significance loss of around 1.5σ.
Finally, we discuss another resonant signal, emerging this time in the bulk of the reference model
distribution. The signal distribution is
P (x|S2) ∝ e−
(x−x¯)2
2σ2 , with x¯ = 0.2 , σ = 0.02 , (17)
and S = 35. The median ideal significance is 4.1σ. We see in the right column of figure 6 that
accordingly the median significance of our algorithm (2.6σ) is slightly reduced compared to NP1
and NP2. The correlation between Zid and Z is equally sharp.
The comparative study of three new physics models carried out in this section provides a clear
confirmation of the model-independent nature of our approach.
16
� �� �� �� ������
����
����
����
����
����
�
�(�)
�(�|�)
�(�|���)
� �������
������ �� ��� ����
�� ���
χ���
� �� �� �� ������
����
����
����
����
����
�
�(�)
�(�|�)
�(�|���)
� �������
���� �� ��� ����
�� ���
χ���
� � � � � � �
-��
�
�
�
�
�
�
���
�
������ �����
������ ��
������ �� ��� ����� � ��������� ���
� � � � � � �
-�
�
�
�
�
���
�
������ �����
������ ��
���� �� ��� ����� � ��������� ���
Figure 6: Top row: Test statistic distribution in the NP2 (left) and NP3 (right) new physics models,
compared with the reference one. The two models are defined in eq. (16) and eq. (17). Bottom
row: Correlation between the significances (expressed in number of σ’s) of our test and of the ideal
test defined in section 2, for the NP2 (left column) and NP3 (right column) new physics models.
The gray shaded area corresponds to the region where the ideal significance can not be computed
with the number of toy data sets generated. We also show the median significance of our algorithm
(Median NN) and the ideal one.
4.2 (In-)Sensitivity to Cuts
The point is conveniently illustrated in the NP1 example. Since the signal is sharply localized at
x = 0.8, one might expect that restricting the analysis to events in the tail of the distribution, for
instance to those with x > 0.3 or x > 0.5 will give us a better reach. This would have indeed been
the case for the goodness-of-fit test. Our method is instead insensitive to the cut, as figure 7 shows.
The median significance is 3.1σ for both x > 0.3 and x > 0.5. Also the Zid-Z correlation plot
that we do not show here is essentially identical to the one without cut displayed in figure 4. These
results have been obtained using the same procedure outlined in the previous section for the case
without cut on x. We employed the same learning rate, training algorithm, number of training
rounds and network architecture (a single hidden layer with four neurons). The only change is in
the number of expected events. However notice that we were not conceptually obliged to choose
the same hyperparameters as in the no-cut case. In particular the smaller number of events might
have suggested using a smaller network. It is encouraging that a selection cut does not improve the
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Figure 7: Left panel: Test statistic distribution in the reference hypothesis, P (t|R), for x ≥ 0, x >
0.3 and x > 0.5. Right panel: Test statistic distribution in the new physics hypothesis NP1 (narrow
peak in the tail) for x ≥ 0, x > 0.3 and x > 0.5. No substantial difference is observed in the
distributions of the test statistic. As a consequence the expected reach is independent of the cut.
significance. If our method had been sensitive only in signal-enriched regions (x > 0.5 for example,
where S/B ≈ 0.3) we would have not solved the problems that plague the binned histogram test,
discussed in section 2. Suppose, for concreteness, that we had analyzed data in the x > 0.5 search
region, finding a considerable tension with the reference model. The immediate question, related to
the look-elsewhere effect [1], would be whether adding data in the x ∈ [0, 0.5] region would wash out
the tension or not. We verified that in our examples this would not be the case, on average, even if
new physics is only present at x > 0.5. Enlarging the search region to the full x ∈ [0, 1] range would
at most increase the tension, giving us sensitivity to the possible presence of new physics (such as
for instance NP3) that does not show up in the restricted data set.
4.3 Two Dimensions
We now consider a 2-dimensional random variable x = (M, c), with M ∈ [0, 1] and c ∈ [−1, 1].
The variable M is interpreted as the invariant mass, while c is the cosine of the scattering angle in
the center of mass frame. These two variables conveniently characterize 2-body final states in LHC
events. The distributions of M are chosen among the ones that we previously introduced in the
univariate examples. Namely, in the reference model M is exponentially distributed as in eq. (13),
while the putative new physics signal is the resonant peak in eq. (14), duly combined with the
background as in eq. (15). The variable c is uniformly distributed both in the reference and in the
new physics model, hence it possesses no discriminating power. This setup makes the comparison
between 1D and 2D performances particularly meaningful and straightforward. The results obtained
in the previous section can indeed be regarded as those that we have if the 2-dimensional data set
is analyzed with the prior bias that M is the only relevant variable. The present section instead
discusses what we can get without this prior.
The test statistic distributions are reported in figure 8. The results are obtained with a (2, 3, 1)
network, trained with the same initial learning rate, training algorithm and training rounds as
before. A considerable loss in sensitivity is observed in comparison with the 1D case in figure 3.
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Figure 8: Test statistic distribution in the NP2d,0 new physics model, compared with the reference
one. We expect 2010 events in the new physics model as in the one-dimensional case.
The significance rarely reaches 3σ, and the median is 1.4σ. The correlation between Z and Zid
is less sharp, and large-Zid samples often end up having low significance. This results from the
combination of two distinct effects. The first one is that the values of t resulting from the neural
network training on new physics samples are significantly smaller, the second is that t is larger on
the reference samples. Let us discuss the two effects separately.
The new physics median t is now 29, while it was 36 in 1D. This result might seem inconsistent,
in light of the fact that the 2D network for M and c contains configurations, obtained by setting to
zero all the weights for c, that are fully equivalent to a 1D network for M . However the 1D network
obtained in this way has a (1, 3, 1) architecture, while a (1, 4, 1) network is employed in figure 3. A
(1, 3, 1) network in 1D, discussed in the next section, indeed produces a median new physics t of
31, very close to the 2D one.8 Therefore the new physics median t we find in 2D is not in sharp
contradiction with 1D results. Still it is somewhat surprising that it is not larger than the 1D one
because the weights associated to c should in principle allow to find a deeper minimum for the loss
function. This is what happens on reference model samples, whose 2D distribution is shifted to
much higher value than those in 1D for the (1, 3, 1) network (see figures 8 and 10).
The reference model t distribution is not only shifted with respect to the (1, 3, 1) network, which
follows a χ2 with 9 degrees of freedom, but also with respect to the χ213, in spite of the fact that
the (2, 3, 1) network that we employed has 13 free parameters. We further elaborate on this point
in section 4.4 and in the conclusions.
The result indicates that improvements in the implementation of our method can be made
before considering applications to multivariate data sets. There are many possible directions of
investigation in terms of training algorithm and network architecture that we believe would improve
the sensitivity in higher dimensions. We discuss them in the Conclusions. However even with this
loss in sensitivity, our method should still be explored as a viable alternative to binned histogram
model-independent searches which are dramatically affected by the curse of dimensionality.
Furthermore the concrete impact of the loss in significance that we observe should not be overem-
phasized. Even if no significant tension is typically found in the 2D data sets under consideration,
8In one dimension the smaller new physics t for the (1, 3, 1) network does not result in a degradation of the
sensitivity because the reference model t distribution is also shifted to lower values, as discussed in the next subsection.
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Figure 9: Test statistic distribution in the reference hypothesis, P (t|R), for networks with one
hidden layer and 4 neurons. Left panel: 15×103 training rounds compared to 150×103. Right panel:
1.5×106 training rounds compared to 150×103.
the signal could still be discovered by running the experiment longer and collecting more events.
With twice more luminosity, i.e. B = 4000 and S = 20, we obtain a median significance of 2.3σ.
4.4 Dependence on Hyperparameters
The aim of this section is to illustrate how the performances depend on the algorithm hyperparam-
eters such as the initial learning rate, the number of training rounds and the architecture of the
neural network.
Our method is founded on maximizing a likelihood function proportional to minus our loss
function. Therefore the parameters of the training algorithm should be selected as those that
produce the smallest loss, and in turn the largest t in eq. (10). We verified that lowering the
learning rate below our benchmark value of 10−3 does not increase t. For higher values the loss
oscillates as training proceeds and it does not converge. Similarly we verified that ten times more
training rounds than the 150 000 benchmark do not change the performances. Less training instead
would be insufficient. This is shown in figure 9 for reference-distributed data. The same is found
with new physics samples.
The situation is more interesting if we vary the network architecture. In the left panel of figure 10
we show how the test statistic distribution in the reference hypothesis changes with the number of
neurons, while keeping the number of training rounds fixed at 150 000. As we increase the free
parameters in the network, t increases. This has to be expected in light of the well-known result
by Wald and Wilks [72, 73] (see also [70] for a more modern discussion), according to which the
maximum log-likelihood ratio test statistics is distributed in the asymptotic limit as a χ2 with
a number of degrees of freedom which is equal to the number of free parameters in the maximum
likelihood fit.9 In our case the free parameters (i.e., w in eq. (10)) are 10 for the (1, 3, 1) network, 13
for the (1, 4, 1) network and 31 in the (1, 10, 1) case. The (1, 3, 1) and (1, 4, 1) distributions follow the
asymptotic formula with the corresponding number of parameters, while the (1, 10, 1) distribution
9We are of course referring to the case in which the data are distributed according to the hypothesis that is being
tested, i.e. the reference hypothesis in the present case.
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Figure 10: Left panel: Test statistic distribution in the reference hypothesis, P (t|R), for networks
with one hidden layer and 3, 4 or 10 neurons, compared to the χ2 with the same number of d.o.f.
as the network. The training parameters are the same for all architectures (15000 training rounds,
0.001 initial learning rate, RMSprop algorithm). Right panel: Test statistic distribution in the
reference hypothesis for the network architecture with 10 neurons. We compare the result with
150 thousands and 1.5 million training rounds. The figure shows how our networks reproduce the
asymptotic formulas for the test statistic expected from the theorems in [72, 73]. However larger
networks require more training rounds.
is slightly below the expectation. However this is most likely due to insufficient training. With 1.5
million training rounds the (1, 10, 1) distribution tends to align with the χ231, as shown in the right
panel of figure 10. 10 The limited computing power at our disposal and the need to perform the
training thousands of times on toy data sets did not allow us to check if an even longer training
would take the (1, 10, 1) distribution even closer to χ231.
It should be noticed that the asymptotic formulas only hold in the formal limit of infinite
statistics, and there are no sharp criteria to establish how many events are concretely needed for
them to apply. Therefore the agreement we observe is not a consistency check. It simply means
that the statistics in our 1D example is sufficient, at least for networks with up to 10 neurons, to
reproduce the asymptotic distribution. It is legitimate to expect departures from the χ2 for much
larger networks. However we could not verify this fact because the required training time increases
with the network capacity, as we have seen. Departures from the χ2 formula were instead found
in the 2D example, see for instance figure 8 and section 4.3. We discuss in the conclusions why
it would be important to develop an understanding of this difference between the 1D and the 2D
examples.
More concretely, we are interested to know how the sensitivity of the test depends on the neural
network architecture. We find that t increases with the network capacity also for new physics
generated samples. The median t in the data samples is 31 for the (1, 3, 1) network, 36 for (1, 4, 1)
and 56 for (1, 10, 1). This compensates for the growth of t in the reference model, making the
significance roughly invariant. We find a median significance of 3.2σ, 3.1σ and 3σ for the 3,4
and 10-neurons networks, respectively. Notice however that 1.5 million training rounds have to be
10More training rounds do not change the distribution for smaller networks, as previously mentioned.
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employed in the 10 neurons case, making the algorithm 10 times slower. With 150 000 rounds we
would have obtained a slightly lower significance of 2.7σ.
5 Alternative Loss Functions
In sections 2 and 3 we constructed our algorithm as a straightforward application of the maximum
likelihood method. Here we describe an alternative derivation, slightly less direct and conceptually
rewarding, which however offers more freedom in the implementation. In particular, it allows us to
employ different loss functions than the one in eq. (11). The starting point is the definition of t in
eq. (3), which we rewrite below for convenience
t(D) = 2 log
[
e−N(ŵ)
e−N(R)
∏
x∈D
n(x|ŵ)
n(x|R)
]
. (18)
This equation instructs us to construct the test statistic as the log ratio between the reference
distribution and the “best fit” distribution n(x|ŵ), obtained from the data set under consideration.
In eq. (3) we are using as best fit distribution the one that maximizes the likelihood (this is why
we could add the second equality and express t as the minimum of the likelihood ratio). However
eq. (18) still defines a viable test statistic even if we employ a different method to estimate n(x|ŵ).
Neural network estimators of n(x|ŵ), or equivalently of f(x; ŵ), can be obtained using different
loss functions, the one in eq. (11) being only one of many possibilities. The loss function that is
most widely employed in classification problems is the so-called “cross-entropy”
L[f ] =
∑
(x,y)
[
y log[1 + e−f(x)] + (1− y)N(R)NR log[1 + e
f(x)]
]
=
∑
x∈D
log
[
1 + e−f(x)
]
+
N(R)
NR
∑
x∈R
log
[
1 + ef(x)
]
. (19)
The reason why this is a viable choice can be easily understood as follows. In the asymptotic limit,
i.e. when the data and the reference sets are large, the sums in eq. (19) approach expectation values
over the variable x. The distribution of the reference sample R is n(x|R) by construction. The data
sample D is instead distributed according to the “true” data distribution n(x|T), which is precisely
the one we would like to estimate. Eq. (19) thus approaches the functional
L[f ] '
∫
dxn(x|T) log
[
1 + e−f(x)
]
+
∫
dxn(x|R) log
[
1 + ef(x)
]
, (20)
Let us now take the limit in which the neural network is very large, such that f(x,w) effectively
spans the whole set of infinitely differentiable functions of x. In this limit the minimum of L[f ] is
where the functional derivative δL[f ]/δf vanishes. Therefore the neural network trained with the
loss function in eq. (19) is approximately
f(x, ŵ) ' log
[
n(x|T)
n(x|R)
]
. (21)
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Since f(x, ŵ) provides an approximation of the true data distribution, it can be meaningfully used
to construct the test statistic. Notice that now t, unlike in the maximum likelihood approach (10),
cannot be directly obtained from the value of the loss function at the end of training. On the
contrary it must be evaluated from the definition in eq. (18), using the trained neural network
f(x, ŵ) and evaluating separately the integral of eq. (4). This is done with the Monte Carlo method
N(w) =
N(R)
NR
∑
x∈R
ef(x,ŵ) , (22)
using the same reference sample that is employed for training.
Similar considerations hold for other loss functions such as the square loss or, of course, the max-
imum likelihood loss in eq. (11). All of them approach, in the asymptotic limit, integral functionals
whose minima give eq. (21). Choosing one or the other is from this viewpoint merely a matter of
technical convenience. We explored quite extensively the possibility of using the cross-entropy loss.
This was actually our first attempt, which we eventually abandoned in favor of maximum likelihood,
that was found to have better performances in all the examples we studied. At the technical level
the advantage of maximum likelihood is that the test statistic is directly related with the minimum
of the loss function. We have seen that this is not the case for other choices of the loss function,
hence there is a much less direct connection between t and the quantity that is minimized by the
training algorithm.
Maximum likelihood is normally considered to be the optimal hypothesis test, in accordance
with our findings. However it should be kept in mind that for composite alternative hypotheses
there is no rigorous notion of optimal test [65].
In spite of the fact that maximum likelihood was eventually found to be more effective, the
possibility of employing other loss functions should be kept in mind for further evolutions of our
algorithm, or for different applications. For instance, we mentioned that another possible application
of our method could be the comparison between two samples obtained with different Monte Carlo
generators. Since in this case there is no sharp notion of which one is the “data” and which one
is the “reference” sample, one could argue in favor of a more symmetric loss function such as the
cross-entropy or square loss. This is left to future work.
6 Conclusions and Outlook
We studied the possibility of using neural networks to identify data departures from the prediction
of a given reference model, making effectively no assumption on the alternative model that is
responsible for the discrepancy. A concrete implementation of the idea was presented, in the form
of an algorithm that straightforwardly follows from the maximum likelihood hypothesis test. The
inputs of the algorithm are the data collected by an experiment and a reference sample that follows
the reference model distribution. The reference data set can be obtained from a Monte Carlo event
generator or from data in a control region. Its double role is to replace the analytical knowledge of the
reference model distribution, which is typically not available, and to turn likelihood maximization
into a supervised training process. The output of the algorithm is the ratio between the best-fit data
distribution and the reference one, and a test statistic variable t. The former can be used to select
data that display the highest level of discrepancy with the reference model. The latter measures the
disagreement between the reference model and the data and it can be used for an hypothesis test.
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We performed simple numerical experiments to assess the virtues of our construction and its
limitations. We confirmed the model-independent nature of our method, by showing that it has
good sensitivity to different hypothetical new physics signals. We also verified that our method
does not suffer from the presence of data that agree well with the reference model prediction, even
if those constitute the vast majority of the sample. For the applications that we have in mind, as
explained in the Introduction and in section 2.2, this is an essential property. Finally we found
that the sensitivity does not depend much on the capacity of the neural network. The results above
are obtained in a few simple, one-dimensional, examples. A more extensive investigation would be
useful to put them on firmer ground.
We also quantified the sensitivity degradation due to including in the network input an additional
variable that does not possess discriminating power between the reference and the new physics
models. Some amount of degradation is unavoidable, however the one we observed does not reflect
the full potential of our approach. On the other hand the sensitivity scales well with the statistics,
by doubling the number of events we recover a sensitivity that is comparable to the one dimensional
case. Even at fixed number of events we are confident that the situation can be improved by
refining our approach. This belief is motivated by the fact that the sensitivity loss in two dimensions
comes from a significant departure, towards larger values, of the reference model t distribution with
respect to the χ2 prediction. We do not have a complete understanding of this phenomenon, but we
conjecture that it is due to overfitting and to a non-optimal choice of the neural network architecture.
Overfitting could be the explanation because it produces bumps and other sharp features that
contribute significantly to t, which are due to few events that happen to be concentrated in some
region of the phase space. Since they result from few events, these contributions to t can violate
the asymptotic formula. The behavior is observed in two dimensions and not in one because two
dimensional data are much more sparse, hence easier to overfit. If rather than a fully connected
(2, 3, 1) network we had employed an architecture where the variable c has less links than the variable
M , the performances on the example discussed in section 4.3 would have clearly been better. One
might consider the limiting situation where all weights that connect c to the network are set to
zero, effectively going back to the one-dimensional (1, 3, 1) network for which good performances
were observed in section 4.4. At present it is unclear that this observation could be turned into
a systematic optimization strategy. However we notice possible connections with the problem of
identifying and eliminating the redundant parameters of a neural network, which goes under the
name of “compression” in Machine Learning literature [74].
Another direction of investigation is related with the alternative viewpoint on our approach
that we discussed in section 5. What we are doing is learning from the data a likelihood ratio. We
then use it to construct the test statistic. Whether or not the likelihood ratio is learned using the
maximum likelihood loss function is irrelevant from this viewpoint. This suggests that we should
look for synergies with recent works [43–45,75] where the problem of approximating likelihood ratios
with neural networks has been studied. These studies could also help to model the systematic
uncertainties of the reference Monte Carlo, through the formalism of nuisance parameters. We
argued in section 3 that the problem of systematics is orthogonal to the one that we are addressing,
and that it could be solved with standard tools. However studying its interplay with what we are
doing would clearly be an important step.
At the purely computational level, the limiting factor of our algorithm is the training time.
This can be considerable because we have employed a large number of reference data for training,
typically 100 times the actual data. However one could try to employ the reference sample more
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efficiently. When we write N(w) as in eq. (4) we are effectively using the most naive Monte Carlo
integration strategy, more refined techniques might give the same accuracy with much smaller
reference samples. For instance one might employ weighted events, obtained by binning the large
original reference sample. If the binning is compatible with the resolution on x, and in turn with
the weight clipping of the neural network, eq. (9) could be evaluated accurately using hundreds of
reference events rather than hundreds of thousands. Clearly the loss function in eq. (11) should be
updated accordingly.
In this paper we exclusively discussed our method as a possible approach to model-independent
new physics searches. However other applications could be envisaged. The first one is constructing
an automated tool that compares the predictions of different Monte Carlo generators, using one
of the two generators as “data”, and the other as “reference”. This might allow to identify subtle
discrepancies that might instead escape ordinary comparisons based on the inspection of selected
variables. Monte Carlo generators comparison is much easier to implement than model-independent
new physics searches because the data sample size is easier to increase. One might also consider
our approach for data validation algorithms. The goal there is to establish if raw data produced
during a certain, relatively short, period of time were collected under appropriate conditions, or if
instead a contingent problem occurred in the data acquisition system. One should thus compare
them with previously collected data, which might be used as the reference sample. This should be
relatively easy to achieve because the data are abundant and because the reference sample is perfect
by definition. Hence one would not need to worry about systematic uncertainties in the reference.
We believe that these directions deserve further study.
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A A Short Introduction to Neural Networks
As mentioned in section 2, a neural network is a set of functions. In our notation each architecture
corresponds to a family of real functions F~a = {f~a(x;w),∀w} of the d-dimensional variable x,
labeled by a vector ~a of integers that specifies the neural network. The functions depend on Npar
real parameters w, generically called “weights” in what follows.
This family of functions, i.e. the neural network, is constructed as the composition of elementary
blocks, called layers. In our notation, which follows the one of Mathematica [76], layers can be
either of the element-wise or of the linear type. An element-wise layer applies a scalar function to
all the elements of the input vector, producing an output with the same dimensionality as the input.
In our implementation all element-wise layers (i.e. all our activation functions [61, 62]) are logistic
sigmoids
σ(z) =
1
1 + e−z
. (23)
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As the name suggests, a linear layer performs a linear transformation and the dimensionality of its
output (dO) can be different from the one of the input (dI). It can be represented as
[λdO,dI(~z )]αO =
dI∑
αI=1
wαIαOzαI + wαO , (24)
where αO runs from 1 to dO. The free parameters of a linear layer are the dO times dI entries of the
wαIαO matrix, plus the dO shifts wαO , for a total of dO(dI + 1) parameters. We denote all of them as
weights in spite of the fact that the w’s are often called “biases” in the Machine Learning literature.
A neural network is the composition of layers, alternating linear and element-wise ones
f~a( · ;w) = λaL=1,aL−1 ◦ σ ◦ . . . ◦ σ ◦ λa2,a1 ◦ σ ◦ λa1,a0=d , (25)
If the network is fully connected, i.e. the dimension of the output of layer n− 1 equals that of the
input of layer n, for every layer, then the total number of free parameters that the network depends
on is
Npar(~a) =
L∑
n=1
an(an−1 + 1) . (26)
The neural network function is applied to the variable x, hence the input of the first linear layer has
dimensionality a0 = d. The neural network output that we are interested in must be a real number,
hence aL = 1. We are instead free to choose the remaining L− 1 entries of the (L + 1)-dimensional
vector ~a. Notice that L only counts the number of linear layers in the network. However we often
refer to it as the number of layers, matching in this way the more standard terminology in which
one “layer” is the composition of a linear transformation with σ. For instance, a two-layers neural
network acting on a one-dimensional input variable x is represented by the vector ~a = (1, Nneu, 1),
where Nneu is the number of neurons.
In eq. (24) each neuron corresponds to a different value of αO. So ~a = (1, Nneu, 1) depends on
3Nneu + 1 free parameters and its explicit functional form is
f(1,Nneu,1)(x;w) =
Nneu∑
α=1
(w(2))
ασ
[
(w(1))αx+ (w(1))α
]
+ w(2) . (27)
For the applications considered in this paper we have employed simple networks of this class. How-
ever we have tested also deeper networks (L > 2) for d > 1 finding comparable performances.
Once we have built the network, we need to train it. This is not different from fitting free
parameters w given experimental observations. In analogy with maximum likelihood parameter
estimation, we write down a loss function that at the minimum gives estimators of the values of w
that best describe the data. Then we need to find the minimum.
The choice of loss function is determined by the specific problem at hand. In section 3 we have
already discussed what we consider the most motivated construction for our model-independent
searches and in section 5 we showed a variation based on more standard classification problems.
Here we illustrate the point with a simpler example for the readers that are not familiar with the
subject. For concreteness we discuss what one would do for supervised learning and refer the reader
interested in semi-supervised, unsupervised and reinforcement learning to [61,62,77,78].
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Imagine that you have two sets of pictures one of cats and one of dogs. You would like the
network to output 1 if given a cat and 0 for a dog. In this case the input x can be an array of
numbers, each representing a different pixel of the picture. Then an obvious choice for the loss
function would be
L[f ] =
∑
x∈cats
[1− f~a(x|w)]2 +
∑
x∈dogs
[f~a(x|w)]2 . (28)
At the minimum of L, f~a(xcat|ŵ) = 1 and f~a(xdog|ŵ) = 0. It is very easy to prove it, by taking a
functional derivative of L with respect to f . What is actually implemented in a computer consists
in taking the derivatives of L with respect to the weights going backwards from the last layer.
Note that the form of the loss function in (28) is just illustrative. As we have also mentioned
in the main body of the text, in practical applications the cross-entropy, the Kullback-Leibler
divergence and their variations are more widely used. One quality that they have over the χ2
used in (11) is that their logarithms cancel the exponential saturation of sigmoids and hyperbolic
tangents at least for the last layer, making the derivatives larger and the minimization process faster
for certain values of the input.
Since the loss functions obtained by nesting layers are in general non-convex there are no algo-
rithms that are guaranteed to find a global minimum. The prevailing approach consists in finding
a “good enough" local minimum by using Stochastic Gradient Descent. Gradient Descent simply
consist in taking a derivative of the loss function and updating the weights by moving them a small
amount  in the direction in which the derivative decreases. This technique was proposed by Cauchy
in 1847 [79]. The parameter  is called learning rate. It can be fixed a priori or changed adaptively
during training. Since computing the derivative over the entire training sample is usually compu-
tationally unfeasible, it is typically computed on a subsample chosen at random. This is what goes
under the name of Stochastic Gradient Descent [62, 77]. The RMSprop algorithm [71] that we
employ is based on Stochastic Gradient Descent.
The process of evaluating L on a subset of the cats and dogs sample, taking its derivatives and
updating the values of the weights is known as training and the sample used for the process is
known as the training sample. This comes in as many repetitions as it takes to obtain an acceptable
degree of accuracy. The accuracy of classifiers, as the one in this simple example, can be tested on
a separate sample, (you guessed it) the testing sample. In the applications discussed in the paper,
where we are not solving a classification problem, we can perform a different test, by comparing the
neural network estimation of the data distribution with its true functional form.
It can be proven that a function built following the procedure outlined at the beginning of this
section, can approximate with arbitrary accuracy any continuous function in a compact domain of
RN . For a more precise statement of the relevant theorems we refer to [63, 80–82]. Here we would
like to present a heuristic argument that will also make clear why neural networks provide a good
parametrization for the problem described in this work.
Take two neurons with a logistic sigmoid activation function and send their output to a third
one. For simplicity consider a one-dimensional input for the first layer. The function that describes
this small neural network is
f(1,2,1)(x) = w
′
1σ(z1(x)) + w
′
2σ(z2(x)) + b
′ , zi(x) = wix+ bi (29)
where i = 1, 2 labels the two initial neurons. For w′1 = −w′2 = w′ and b′ = 0 we have
f(1,2,1)(x) = w
′ [σ(w1x+ b1)− σ(w2x+ b2)] . (30)
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Figure 11: Illustration of how three-neurons with logistic sigmoid activation functions can reproduce
a rectangular function or a smooth peak. The parameters in the legend of the plot are defined in
Eq.s (29) and (30).
This is plotted as a function of x in Figure 11. It is approximately zero for x & −b2/w2 and
x . −b1/w1 and roughly constant and equal to w′ otherwise.
As illustrated in Figure 11, by increasing w1 and w2 we can make the transition between zero
and w′ arbitrarily sharp. By adjusting b1 and b2 we can make the domain over which f(1,2,1)(x) is
non-zero as narrow as we want. So we can make this three-neurons unit generate a smooth peak, a
broad plateau or a rectangular function. By combining many of these units we can approximate any
continuous function as a juxtaposition of rectangular functions. In higher dimensions we can repeat
this argument by adding two more neurons for each new direction. We can send all their outputs
into a single final neuron and construct a multidimensional rectangular function in the same way.
As discussed in section 2 this also shows why neural networks are promising candidates for new
physics searches. Even if we do not know a priori the type of signal that we are looking for, a
network with very few parameters can reproduce an arbitrarily sharp feature, remaining smooth in
its absence. Fewer free parameters mean a smaller look-elsewhere effect and a larger sensitivity.
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