Module Eilenberg-Watts calculus by Fuchs, Jürgen et al.
ar
X
iv
:2
00
3.
12
51
4v
1 
 [m
ath
.C
T]
  2
7 M
ar 
20
20
ZMP-HH/20-6
Hamburger Beitra¨ge zur Mathematik Nr. 828
March 2020
Module Eilenberg-Watts calculus
Ju¨rgen Fuchs a,c, Gregor Schaumann b, Christoph Schweigert c
a Teoretisk fysik, Karlstads Universitet
Universitetsgatan 21, S – 651 88 Karlstad
b Institut fu¨r Mathematik, Universita¨t Wu¨rzburg
Mathematische Physik
Emil-Fischer-Straße 31, D – 97 074 Wu¨rzburg
c Fachbereich Mathematik, Universita¨t Hamburg
Bereich Algebra und Zahlentheorie
Bundesstraße 55, D – 20 146 Hamburg
Abstract
The categorical formulation of the Eilenberg-Watts calculus relates, for any pair of finite cate-
goriesM and N , the finite categories Lex(N ,M) and Rex(N ,M) of linear left or right exact
functors and the Deligne product N ⊠M by adjoint equivalences. We establish a variant of
this calculus for the case that the finite categoriesM and N are module categories over a finite
tensor category. This provides in particular canonical and explicitly computable equivalences
between categories of left or right exact module functors (or, more generally, balanced functors)
and certain twisted centers of bimodule categories.
1 Introduction
It is textbook knowledge (see e.g. [BW, Ch. 39]) that any right exact linear functor between
categories of finite-dimensional modules over finite-dimensional algebras over a field is isomor-
phic to the functor given by tensoring with a bimodule, while any left exact such functor is
isomorphic to a Hom functor involving a bimodule. These isomorphisms, which date back to
Eilenberg [Ei] and Watts [Wa], are extremely useful, which partly accounts for the prominence
of bimodules. Still, from a modern perspective they are unsatisfactory – they hide the fact that
the underlying algebras only play the role of ‘coordinates’. Indeed, a Morita invariant version
exists. It is achieved by the following purely categorical formulation: For any pair of finite
linear categories A and B there is a commuting triangle
A⊠B
Lex(A,B) Rex(A,B)
Φl Φ
r
Ψl Ψr (1.1)
of two-sided adjoint equivalences between finite linear categories that can be explicitly expressed
in categorical terms. Here Lex(A,B) and Rex(A,B) are categories of linear left and right exact
functors, respectively, and A⊠B is the Deligne product of the category A opposite to A with
B. In particular, the role of the bimodule in the classical setting is taken over by an object of
the category A⊠B. These equivalences are given by [Sh1, FSS2]
Φl ≡ ΦlA,B : A⊠B
≃
−−→ Lex(A,B) ,
a⊠ b 7−→ HomA(a,−)⊗ b ,
Ψl ≡ ΨlA,B : Lex(A,B)
≃
−−→ A⊠B ,
F 7−→
∫ a∈A
a⊠F (a) ,
(1.2)
and
Φr ≡ ΦrA,B : A⊠B
≃
−−→ Rex(A,B) ,
a⊠ b 7−→ HomA(−, a)
∗
⊗ b ,
Ψr ≡ ΨrA,B : Rex(A,B)
≃
−−→ A⊠B ,
G 7−→
∫
a∈A
a⊠G(b)
(1.3)
respectively.
We refer to these equivalences as Eilenberg-Watts functors. They can be used to set up an
‘Eilenberg-Watts calculus’ which provides, at the level of linear categories, e.g. a Morita invari-
ant formulation of Nakayama functors [FSS2, Sect. 3.5] and embeds them into a Grothendieck-
Verdier like picture by which they are related to monoidal units. The Eilenberg-Watts calculus
has also been a very useful tool in the state-sum construction of a modular functor in [FSS3].
In [FSS2, Sect. 4] the Eilenberg-Watts calculus was already applied to the situation that
the linear categories in question have the additional structure of finite module and bimodule
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categories over finite monoidal categories. It turned out that the Eilenberg-Watts functors
can be combined with the structure of a module category to obtain a transparent setting for
several further results. Specifically, a link between the Eilenberg-Watts calculus and Radford’s
theorem on the fourth power of the antipode of a Hopf algebra was established, and an extension
of the calculus to bimodule categories was discussed. This also led to the theory of relative
Serre functors. These exist if and only if the module category is exact (in the sense of [EtGNO,
Ch. 7.5]), and in that case they are related to Nakayama functors via the distinguished invertible
object of the finite tensor category. Relative Serre functors, in turn, give rise to the notion of
an inner-product structure on a module category over a finite tensor category [Sc2, Def. 5.2],
also known as a pivotal structure on an exact module category [Sh2, Def. 5.6]. In the presence
of a pivotal structure e.g. the inner Ends of the module category are not just algebras, but even
symmetric Frobenius algebras (see [Sh3, Thm. 3.15], and [Sc1, Thm. 6.6] for the result in the
semisimple case).
In the present contribution we further develop the interaction between module categories
over monoidal categories and Eilenberg-Watts functors. We work over general finite tensor
categories, and in particular do not assume that they are endowed with a pivotal structure.
As a consequence, the bidual functor and its powers constitute monoidal automorphisms of
the finite tensor category which generically are non-trivial. In the module setting, instead of
functors and the Deligne product, the players in the game are now module functors and the
relative Deligne product [EtNOM] of module categories. The latter is conveniently described
[FSS1, Sect. 2.3] in terms of balancings, whereby also balanced functors and twisted centers,
with the twisting by powers of the bidual functor (see Definitions 3.1 – 3.3), come into the game.
To study these structures, it is convenient to place them into a larger context involving
(co)monads. To a comonad on a finite category one can associate induced comonads on func-
tor categories as well as (see Proposition 6.1) ‘transferred’ comonads on other finite categories
that are obtained by transporting the comonad along two-sided adjoint equivalences, such as
the Eilenberg-Watts equivalences. Our main results are stated in Theorem 6.4: Based on
canonical and explicitly computable equivalences between the categories of comodules over dif-
ferent comonads that are obtained by such a transfer and on the resulting universal properties
(see Proposition 6.2), we obtain the module Eilenberg-Watts equivalences (6.14), as well as
the isomorphisms (6.16) and (6.17) between coends over the twisted center Zκ(M) of a mod-
ule category and coends over M itself. As a special case, this gives a module version of the
Eilenberg-Watts equivalences: two-sided adjoint equivalences between certain twisted centers
and categories of left and right exact module functors, respectively. We present these in Propo-
sition 4.1 and Corollary 4.2. We study this special situation separately, and before the general
case, because the reader might be more interested in module functors than in general balanced
functors, and also because we can approach it in a more direct manner that does not require
constructions involving comonads. Along the way we also obtain a few other results that round
the picture off. As an example, we show in Proposition 3.5 that certain twisted centers have a
natural structure of right and left exact relative Deligne products, respectively.
In the sequel we freely use the framework of finite tensor categories and their module and
bimodule categories, as described e.g. in Chapters 6 and 7 of [EtGNO], as well as properties
of ends and coends. The latter can e.g. be found in [FuS] and in Section 2.2 of [FSS2]. As
one crucial relation let us mention explicitly that, as a version of the (co-)Yoneda lemma,
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for F a linear functor between finite categories A and B there are natural isomorphisms [Ri,
Cor. 1.4.5&Ex. 1.4.6]
∫ a∈A
HomA(a,−)⊗ F (a) ∼= F ∼=
∫
a∈A
HomA(−, a)
∗ ⊗ F (a) (1.4)
of linear functors. We also assume that the reader is familiar with the Deligne product ⊠ of
finite linear categories [De, Sect. 5], which is universal for left exact as well as for right exact
functors, with the relative Deligne product (see e.g. [FSS1, Sect. 2.5]) ⊠A of right and left
modules over a finite tensor category A, and with basic aspects of monads and modules over
monads (see e.g. [BV]).
Throughout, we fix an algebraically closed field k and denote by V ∗ the dual of a k-vector
space V . All vector spaces are finite-dimensional k-vector spaces; by vect we denote the sym-
metric monoidal category of such vector spaces and linear maps. All categories are taken to
be abelian and finite k-linear, and all functors and natural transformations are taken to be k-
linear. The linear category opposite to A is denoted by A. Our conventions for dualities are as
follows: The left and right dual of an object x are denoted by ∨x and x∨, respectively; the cor-
responding evaluation and coevaluation morphisms lie in the morphism spaces Hom(x⊗ ∨x, 1)
and Hom(1, ∨x⊗x) for the left duality, and in Hom(x∨⊗x, 1) and Hom(1, x⊗x∨) for the right
duality.
2 More about the Eilenberg-Watts calculus
Before turning to the context of module categories, we make a few further observations that
are easy consequences of the treatment in [FSS2].
Let us first point out that ΨlA,B as defined in (1.2) maps a left exact functor F to a coend∫ a∈A
a⊠F (a), that is, to an object C in A⊠B endowed with dinatural structure morphisms
a⊠F (a)→C for every a∈A. Since Ψl is an equivalence of categories, it follows conversely
that every left exact functor F : A→B between finite categories must come with such canon-
ical structural morphisms (that is, morphisms ΦlA,B(a⊠F (a)) =HomA(a,−)⊗F (a)−→F for
a⊠F (a)∈A⊠B). This is indeed the case, even for any linear functor, and one recovers the
Yoneda isomorphisms (1.4). Analogously, the equivalence Ψr endows every right exact functor
between finite categories with the canonical structure of an end, given by the second Yoneda
isomorphism in (1.4).
Next we note the following parameter version of the Eilenberg-Watts functors, from which
the equivalences (1.2) are recovered by taking P to be vect:
Lemma 2.1. [FSS3, LemmaB.4] Let A, B and P be finite categories. There are adjoint
equivalences
Lex(P ⊠A,B) ≃ Lex(P,A⊠B) and
Rex(P ⊠A,B) ≃ Rex(P,A⊠B) .
(2.1)
Proof. This follows immediately by observing that
Lex(P ⊠A,B) ≃ P ⊠A⊠ B ≃ P ⊠ (A⊠B) ≃ Lex(P,A⊠B) , (2.2)
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where the first and third equivalences are the ordinary Eilenberg-Watts functors (1.2), while
the one in the middle comes from the associativity property of the Deligne product.
One virtue of the Eilenberg-Watts calculus is that it allows one to manipulate ends and
coends in ways that are not covered by the Yoneda isomorphisms (1.4). Specifically, according
to Proposition 3.4 of [FSS2] for any left exact functor F ∈Lex(A,B), one has
HomA⊠B
(
− ,
∫ a∈A
a⊠F (a)
)
∼=
∫ a∈A
HomA⊠B
(
− , a⊠F (a)
)
, (2.3)
and likewise a similar isomorphism for right exact functors. As a consequence, while left exact
functors always commute with ends and right exact functors commute with coends, in our
situation we have in addition
Lemma 2.2. Let A,B,K and X be finite linear categories.
(i) For any left exact functor F ∈Lex(A⊠A⊠K,X ) we have∫ a∈A
F (a⊠ a⊠ k) ∼= F
(∫ a∈A
a⊠ a⊠ k
)
(2.4)
for all k∈K. Analogously, for any right exact functor G∈Rex(A⊠A⊠K,X ) there is an
isomorphism
∫
a
G(a⊠ a⊠ k)∼=G(
∫
a
a⊠ a⊠ k).
(ii) Let F : A⊠A⊠B⊠B⊠K→X be a left exact or a right exact functor. Then there is a
canonical natural isomorphism∫ a∈A∫
b∈B
F (a⊠ a⊠ b⊠ b⊠−) ∼=
∫
b∈B
∫ a∈A
F (a⊠ a⊠ b⊠ b⊠−) (2.5)
of functors from K to X .
Proof. (i) By combining the Yoneda isomorphism (1.4), the Fubini theorem for coends and the
isomorphism (2.3) we obtain∫ a∈A
F (a⊠ a⊠ k) ∼=
∫ a∈A∫ y∈A⊠A⊠K
Hom(y, a⊠a⊠ k)⊗ F (y)
∼=
∫ y∈A⊠A⊠K∫ a∈A
Hom(y, a⊠a⊠ k)⊗ F (y)
∼=
∫ y∈A⊠A⊠K
Hom(y,
∫ a∈A
a⊠ a⊠ k)⊗ F (y)
∼= F (
∫ a∈A
a⊠ a⊠ k) .
(2.6)
The case of a right exact functor is treated dually.
(ii) If F is left exact, then it commutes with ends in the following sense [FSS2, Lemma2.6]: for
any H : A×A→A⊠A⊠B⊠B⊠K such that the end
∫
a∈A
H(a, a) exists, there is a canonical
isomorphism F
( ∫
a∈A
H(a, a)
)
∼=
∫
a∈A
F (H(a, a)). Hence by invoking (i) we obtain∫ a∈A∫
b∈B
F (a⊠ a⊠ b⊠ b⊠ k) ∼= F
(
(
∫ a∈A
a⊠ a)⊠
∫
b∈B
(b⊠ b)⊠ k
)
∼=
∫
b∈B
∫ a∈A
F (a⊠ a⊠ b⊠ b⊠ k)
(2.7)
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for any k ∈K. Similarly, if the functor F is right exact, it commutes with coends, and in the
present situation, by (i), with ends as well; thus the argument works analogously.
Since the triangle (1.1) relates left and right exact functors, and since the left adjoint of a
left exact functor is right exact and vice versa, the Eilenberg-Watts functors are particularly
useful in combination with adjoints of functors. For instance, as seen in Lemma 3.8 of [FSS2],
for A and B finite linear categories and F ∈Lex(A,B) we have an isomorphism
Ψl(F ) ≡
∫ a∈A
a⊠F (a) ∼=
∫ b∈B
F l.a.(b)⊠ b (2.8)
of coends, as well as a similar isomorphism of ends for right exact functors. Below we will need
the following modest generalization of this result:
Lemma 2.3. Let A and B be finite linear categories. For any two left exact functors F1 : A→B
and F2 : B→A there is an isomorphism∫ b∈B
F l.a.1 (b)⊠F2(b)
∼=
∫ a∈A
a⊠F2◦F1(a) (2.9)
of coends. In the case of right exact functors there is a similar isomorphism of ends.
3 Balanced functors and twistings
We are now interested in the situation that the finite categories involved in the Eilenberg-Watts
equivalences of Lemma 2.1 come equipped with actions of finite tensor categories. The resulting
module versions of the Eilenberg-Watts equivalences involve module functors, balanced functors
and (twisted) centers. In the present section we recall these and related pertinent notions. We
formulate the categories that will appear in the equivalences in the convenient language of
monads and comonads.
Let thus now A and B be finite tensor categories, and letM≡ (M, ⊲, ⊳) be an A-B-bimodule
category. We do not require the monoidal categories A and B to be endowed with a pivotal
structure. As a consequence, by acting with powers of the monoidal functor of taking biduals
we get generically different bimodules structures from a given one. To handle these different
bimodules, we introduce the notation
a[κ] := a∨...∨ (3.1)
for the κ-fold right dual of a∈A, and [κ]a := ∨...∨a for the κ-fold left dual. (Via the identifica-
tion a[−κ]= [κ]a these notations make sense also for negative values of κ.) Then for any pair
(κ, κ′)∈ 2Z× 2Z we denote by κMκ
′
the A-B-bimodule bimodule for which the left and right
actions on M are twisted by the κ-fold left and κ′-fold right dual, respectively, that is, A
acts as m 7→ [κ]a ⊲m and B as m 7→m⊳ b[κ
′]. Thus in particular 0M0=M; we also abbreviate
0Mκ≡Mκ and κM0≡ κM. In the same vein we endow, for any pair (κ, κ′)∈ 2Z+1× 2Z+1, the
opposite category M with the structure of a B-A-bimodule by defining the actions of a∈A
and b∈B to be
m⊳a := a[κ′] ⊲m and b ⊲m := m⊳ [κ]b , (3.2)
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respectively. We denote the so obtained bimodule categories by κMκ
′
. By omitting one of
the actions, analogous definitions apply to left and right module categories. In the common
situation that we want to pass from a left module N to a right module with underlying category
being the opposite N , we also use the special notation
N 1 =: N# and N−1 =: #N . (3.3)
In the context of (bi)module categories, it is natural to consider two types of extra structure
on a functor. The first type is given by the notion of a module functor: For M and N left
A-modules, the category of module functors fromN toM, denoted by FunA(N ,M), has as ob-
jects functors F : N →M that come with a family of natural isomorphisms F (a ⊲ n)∼= a ⊲F (n)
for a∈A and n∈N that is coherent with respect to the tensor product ofA [EtGNO, Def. 7.2.1].
In our context we are particularly interested in the finite subcategories of left and right exact
module functors, which we denote by LexA(N ,M) and RexA(N ,M), respectively.
The second type of functors with extra structure are balanced functors:
Definition 3.1. [EtNOM, Def. 3.1]
(i) For a right module N = (N , ⊳) and a left module M=(M, ⊲) over a finite tensor category
A, a balanced functor from N ⊠M to a finite category X is a linear functor F : N ⊠M→X
together with a natural family of isomorphisms
F (n ⊳ a⊠m)
∼=
−−→ F (n⊠ a ⊲m) (3.4)
for a∈A, m∈M and n∈N .
(ii) The category Funbal(N ⊠M,X ) of balanced functors has as objects the balanced functors
from N ⊠M to X and as morphisms those natural transformations between balanced functors
which are compatible with the balancings.
Again there are left and right exact versions. A natural generalization is to consider balanced
functors from an arbitrary A-bimodule category M to X . Still more generally, we set:
Definition 3.2. LetM be a bimodule over a finite tensor category A, and X a finite category.
For κ∈ 2Z, the category of κ-twisted balanced functors from M to X , denoted Funκ(M,X ),
has as objects functors F that come with coherent isomorphisms
F (a ⊲m)
∼=
−−→ F (m⊳a[κ]) (3.5)
for a∈A.
The module Eilenberg-Watts calculus to be developed below relates module functors and
balanced functors with (twisted) centers. We first recall
Definition 3.3. [FSS3, Def. 3.2,3.4] Let A be a finite tensor category and M a finite A-bi-
module, and let m∈M.
(i) A balancing on m is a natural family (σ= (σa : a⊲m→m⊳a)a∈A) of isomorphisms inM that
is coherent with respect to the tensor product of A, i.e. (taking the action of the monoidal unit
to be strict) satisfies σ1= idm and
σa⊗a′ = (σa ⊳ a
′) ◦ (a ⊲ σa′) : (a⊗a
′) ⊲m→ m⊳ (a⊗a′) (3.6)
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for all a, a′ ∈A (here the constraint morphisms of the bimodule M are suppressed).
(ii) For κ∈ 2Z, a κ-twisted balancing on m is a natural family of isomorphisms
[κ−2]a ⊲m
∼=
−−→ m⊳a (3.7)
in M, for a∈A, that is coherent with respect to the tensor product of A.
(iii) The κ-twisted center of M is the category of objects of M endowed with κ-twisted bal-
ancings. We denote this category by Zκ(M)≡ZκA(M) (in [FSS3] this category is denoted by
M
κ
⊠ ).
The convention of having a shift by −2 in Equation (3.7) is chosen in such a way that
the 0-twisted center is universal for balanced left exact functors, see Proposition 3.5 below,
and that κ-balanced left exact functors correspond to functors from the κ-twisted center, as
will be seen in Theorem 6.4. That our conventions favor left exact over right exact functors
can be traced back to the more common use of Hom-spaces as compared to dual Hom-spaces.
Also note that it is sufficient to define balancings just as a family of morphisms; owing to
the dualities of A these morphisms are automatically invertible [FSS3, Lemma3.3]. Balanced
functors and twisted centers are related via the relative Deligne product [EtNOM], which comes
in two variants.
Definition 3.4. Let M and N be a right and left A-module, respectively. The right exact
relative Deligne productM⊠r.e.A N is the finite category characterized by the following universal
property: It is equipped with a balanced right exact functor BM,N : M⊠N →M⊠
r.e.
A N , such
that for every finite category X , pre-composition with BM,N furnishes an adjoint equivalence
Rexbal(M⊠N ,X ) ≃ Rex(M⊠r.e.A N ,X ) . (3.8)
Analogously, the left exact relative Deligne product M⊠l.e.A N is universal for left exact balanced
functors.
In [EtNOM, Prop. 3.8] the right exact relative Deligne product is shown to be related to the
twisted center. 1
Proposition 3.5. The 0-twisted center Z0A(M⊠N ) has a natural structure of a left exact
relative Deligne product ofM and N . The 4-twisted center Z4A(M⊠N ) has a natural structure
of a right exact relative Deligne product of M and N . The universal balanced functors are
provided by the left adjoint, respectively right adjoint, of the forgetful functor from Z0A(M⊠N )
and from Z4A(M⊠N ) to M⊠N , respectively.
Proof. We only recall the main idea of the proof. Let F : M⊠N →X be balanced right exact.
Then it admits a right adjoint F r.a., and for all x∈X , the object F r.a.(x) in M⊠N naturally
has the structure of an object in Z4A(M⊠N ). Indeed, for all m⊠n∈M⊠N there are natural
1 The twist is omitted in [EtNOM], see [FSS1].
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isomorphisms
Hom(m⊠n, a ⊲ F r.a.(x)) ∼= Hom(m⊠ a∨ ⊲ n, F r.a.(x))
∼= Hom(F (m⊠ a∨ ⊲ n), x)
(3.5)
∼= Hom(F (m⊳a∨⊠n), x)
∼= Hom(m⊳a∨⊠n, F r.a.(x))
∼= Hom(m⊠n, F r.a.(x) ⊳ a∨∨) .
(3.9)
These isomorphisms endow F r.a.(x) with the structure of an object in Z4A(M⊠N ) and give one
part of the adjoint equivalence from Definition 3.4.
Analogously, if F is left exact and balanced, we obtain objects F l.a.(x)∈Z0A(M⊠N ). The
universal property follows in the same way as in the proof of [EtNOM, Prop. 3.8], and the
characterization of the universal balanced functors as in [FSS1, Prop. 2.18].
Remark 3.6. For any A-bimodule M there is an equivalence
FM : Z
0
A(M)
≃
−→ Z4A(M) (3.10)
of linear categories which makes use of the distinguished invertible object D∈A. Recall from
[EtNO] that the object D comes with coherent natural isomorphisms D⊗ ∨∨a∼= a∨∨⊗D for all
a∈A. It follows that by setting FM(m) :=D⊲m we get an equivalence between the two twisted
centers as finite categories.
We now show that the categories of module functors, balanced functors, and centers can
all be expressed as (co)modules over suitable (co)monads. Recall [TV2, Ch. 9] that the central
comonad of a finite tensor category A is the endofunctor Z : A→A that maps objects as
Z : b 7−→
∫
a∈A
a⊗ b⊗ a∨, (3.11)
and that the category of comodules over this comonad is equivalent to the center Z(A) of A.
We consider variants of the central comonad that are twisted by powers of the bidual. Let M
be a bimodule category over finite tensor category A. There is then a comonad analogous to
(3.11) in which the tensor products in the end (3.11) are replaced by the left and right actions
of A onM; for any κ∈ 2Z this can be generalized [FSS3] to a comonad
Z[κ] : m 7−→
∫
a∈A
a ⊲ m ⊳ a[κ−1] (3.12)
on M.
Let nowM be an A-bimodule, and K and N left A modules. Then the category Fun(K,N )
becomes an A-bimodule by setting
a1 ⊲ F ⊳ a2(k) := a1 ⊲ F (a2 ⊲ k) (3.13)
for a1, a2 ∈A. Likewise, for any finite category X , Fun(M,X ) is an A-bimodule, with
(a1 ⊲ G ⊳ a2)(m) := G(a2 ⊲ m ⊳ a1) . (3.14)
We then obtain the following categories of comodules over twisted central comonads on these
A-bimodules:
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Lemma 3.7. Let κ∈ 2Z.
(i) The category of comodules over Z[κ] on an A-bimodule M is equivalent to the κ-twisted
center Zκ(M).
(ii) For K and N left A-modules, the category of comodules over Z[κ] on the functor category
Fun(K,N ) is equivalent to the category FunA(AK,
κ−2
AN ) of module functors.
(iii) ForM an A-bimodule, the category of comodules over Z[κ] on Fun(M,X ) is the category
of twisted balanced functors Fun2−κ(M,X ).
Proof. The structure of a comodule over Z[κ] on m is equivalent to a coherent family of mor-
phisms m→ a ⊲m⊳a[κ−1]. By adjunction this is, in turn, equivalent to a coherent family
[κ−2]a ⊲m→m⊳a. This shows claim (i) (see also [FSS3, Cor. B.3]).
As for claim (ii), notice that according to the formulas (3.12) and (3.13) the structure of a Z[κ]-
comodule on a functor F ∈Fun(K,N ) gives rise to a coherent family F (k)→ a ⊲F (a[κ−1] ⊲ k).
This gives coherent isomorphisms F (a ⊲ k)∼= [κ−2]a⊲F (k), as required for a module functor from
AK to
κ−2
AN .
Concerning claim (iii), we note that by (3.12) and (3.14) a functor F ∈Fun(M,X ) with comod-
ule structure over the comonad Z[κ] comes with coherent morphisms F (m)→F (a
[κ−1] ⊲m⊳a).
Using the evaluation morphism, this provides us with a sequence of morphisms F (m⊳a∨)→
F (a[κ−1] ⊲ (m⊳a∨) ⊳ a)→F (a[κ−1] ⊲m). The composite of these morphisms is an isomorphism
and a balancing, as required. The converse follows analogously.
4 Eilenberg-Watts calculus for module functors
To proceed we invoke Corollary 4.3 of [FSS2], which states that for any A-B-bimodule category
M=(M, ⊲, ⊳) over finite tensor categories there are, coherently with respect to the monoidal
structures of A and B, natural isomorphisms∫
m∈M
m⊠ a ⊲m⊳ b ∼=
∫
m∈M
∨a ⊲m⊳ b∨ ⊠m and
∫ m∈M
m⊠ a ⊲m⊳ b ∼=
∫ m∈M
a∨⊲m⊳ ∨b⊠m
(4.1)
(be aware of the different appearance of left and right duals in the two formulas). Let now
F and G be left and right exact module functors, respectively, between finite left A-modules
N ≡AN and M≡AM, with A a finite tensor category. We use the notations N
# and #N
introduced in (3.3). By applying the result (4.1) to the A-bimodules #N ⊠M and N#⊠M,
respectively, we get isomorphisms
ΨlN ,M(F (a ⊲−)) =
∫ n∈N
n ⊠F (a ⊲n) ∼=
∫ n∈N
n⊠ a ⊲F (n)
(4.1)
∼=
∫ n∈N
a∨ ⊲ n ⊠F (n) ∼=
∫ n∈N
n# ⊳ a⊠F (n)
(4.2)
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and
ΨrN ,M(G(a ⊲−)) =
∫
n∈N
n ⊠G(a ⊲ n) ∼=
∫
n∈N
n⊠ a ⊲G(n)
(4.1)
∼=
∫
n∈N
∨a ⊲ n⊠G(n) ∼=
∫
n∈N
#n ⊳ a⊠G(n) ,
(4.3)
respectively, coherent in a∈A. Together with the exactness of the action functor, which allows
one to exchange it with (co)ends, this implies that the object Ψl(F )∈N ⊠M has a natural
structure of an object in the center Z(N#⊠M), while Ψr(G) has a natural structure of an
object in Z(#N ⊠M).
Conversely, given an object n#⊠m in the center Z(N#⊠M), there are coherent balancing
isomorphisms a∨⊲n⊠m∼=n⊠ a ⊲m, and hence we have
HomN (n, a ⊲−)⊗m ∼= HomN (a
∨⊲n,−)⊗m
= ΦlN ,M(a
∨⊲n⊠m) ∼= ΦlN ,M(n⊠ a ⊲m)
= HomN (n,−)⊗ a ⊲m
(4.4)
for any a∈A. Thus the left exact functor HomN (n,−)⊗m is endowed with the structure of
a module functor from AN to AM. Analogously one obtains, invoking the definition of Φ
r
N ,M,
that
HomN (a ⊲−, n)
∗⊗m ∼= HomN (−, n)
∗⊗ a ⊲m (4.5)
for #n⊠m∈Z(#N ⊠M), showing that the right exact functor HomN (−, n)
∗⊗m comes with
the structure of a module functor from AN to AM, too.
Taken together, we have the following module version of the Eilenberg-Watts equivalences:
Proposition 4.1. For finite left modules N andM over a finite tensor category A the equiv-
alences (1.2) induce two-sided adjoint equivalences
Z(N#⊠M) Z(#N ⊠M)
and
LexA(N ,M) RexA(N ,M)
Φl Φ
r
Ψl Ψr (4.6)
of finite categories.
In case the finite tensor category A is pivotal, the pivotal structure gives rise to a distin-
guished equivalence between the right A-modules N# and #N , and hence also between the
finite categories Z(N#⊠M) and Z(#N ⊠M). Thus we have
Corollary 4.2. For finite left modules N and M over a pivotal finite tensor category A the
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Eilenberg-Watts equivalences restrict to a commuting triangle
Z(N#⊠M) ≃ Z(#N ⊠M)
LexA(N ,M) RexA(N ,M)
Φl Φ
r
Ψl Ψr (4.7)
of two-sided adjoint equivalences of finite categories.
5 Eilenberg-Watts calculus for balanced functors
For left A-modules M and N , besides the category of module functors there is also an-
other pertinent category of functors with structures related to the A-actions: The category
Funbal(NA ⊠ AM
#, vect) of balanced functors, as described in Definition 3.1.
As it turns out, the relation between module functors and balanced functors fits well with
the Eilenberg-Watts calculus. Indeed, notice that by Lemma 2.1 it follows that for any two
finite linear categories B and C there is an equivalence
ΞB,C : Lex(B, C)
≃
−−→ Lex(B⊠ C, vect)
F 7−−→ ΞB,C(F ) :=HomC(−, F (−))
(5.1)
of categories [FSS3, Eq. (B.5)]. Let now M and N be left A-modules and endow the opposite
categoryM with the right A-module structure given byM#. Then for any left exact A-module
functor F : N →M we get
ΞN ,M(F )(a ⊲n⊠m) ≡ HomM(m,F (a ⊲ n))
∼= HomM(m, a ⊲F (n))
∼= HomM(a
∨ ⊲m, F (n))
= ΞN ,M(F )(n⊠m⊳a) ,
(5.2)
where we first use the module functor structure, then the duality of A and finally the definition
of the action on M#. It follows that the functor ΞM,N (F ) is a balanced functor. Since ΞN ,M
is an equivalence, it follows as well that, conversely, a balancing on ΞN ,M(F ) is the same as the
structure of a module functor on F . We conclude that ΞN ,M induces an equivalence
LexA(N ,M) ≃ Lex
bal(N ⊠M#, vect) . (5.3)
Together with the results of the previous section we thus arrive at the following relations
between module structures and the Eilenberg-Watts equivalences:
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Proposition 5.1. Let N andM be left A-modules. The Eilenberg-Watts equivalences provide
the following sequence of equivalences:
LexA(N ,M) Z(N
#⊠M)
Lexbal(N ⊠M#, vect) Lex(Z(N#⊠M), vect) .
≃(5.3)
(4.6)
≃
Y
Z(N#⊠M)≃ (5.4)
The equivalence in the right column of the diagram (5.4) is the Yoneda embedding YX : X
≃
−→
X ⊠ vect
(1.2)
−−→Lex(X , vect) for X =Z(N#⊠M).
It is tempting to expect that the so obtained equivalence Lexbal(N ⊠M#, vect)≃Lex
(Z(N#⊠M), vect) is part of a family
Lexbal(N ⊠M#,X ) ≃ Lex(Z(N#⊠M),X ) (5.5)
of equivalences that satisfies the universal property of the (left exact) relative Deligne product.
To prove that this is indeed the case, it is useful to express all categories in question as categories
of comodules over suitable comonads. This will be discussed in the next section.
Remark 5.2. In [Sh3, Def. 2.1] the related notion of a module profunctor between left A-
module categories N andM is introduced: A module profunctor F from N toM is a functor
F : N ⊠M→ vect together with a collection of coherent dinatural morphisms F (n⊠m)→
F (a ⊲ n⊠ a ⊲m) for all n∈N , m∈M and a∈A. In our setting, the category of module pro-
functors is equivalent to the category of module functors. Indeed, such a collection of di-
natural morphisms is the same as a morphism F →Z[2](F ), with Z[2] as in (3.12) acting on
Fun(N ⊠M#, vect). The coherence of the dinatural family is thereby the same as requiring
this morphism F →Z[2](F ) to be a comodule action. Moreover, this correspondence extends
to the morphisms between module profunctors. Thus we conclude that the category of module
profunctors from N toM is equivalent to the category ComodZ[2](Fun(N ⊠M
#, vect)), which
by Lemma 3.7 is equivalent to the category Funbal(N ⊠M#, vect). With Proposition 5.1 we
finally conclude that LexA(N ,M) is equivalent to the category of left exact module profunctors
from N toM.
6 Transporting (co)monads along Eilenberg-Watts
The situations considered in the previous sections may be thought of as particular instances of
applying the Eilenberg-Watts equivalence
Rex(N ⊠K,X ) ≃ N ⊠K ⊠ X ≃ Lex(N ⊠K,X ) (6.1)
to situations in which a finite tensor category A has two actions on two of the three finite
categories N , K and X : In Section 4, A acts from the left on N and on X =M, while K is
just vect (which, being a unit for the Deligne product, can be omitted) and does not carry an
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A-action; and in Section 5, A acts on K=M and on N , but does not act on X =vect. For
treating these different cases uniformly, the language of monads and comonads turns out to
be convenient; in particular it allows for a clear description of the relative Deligne product.
Indeed, by invoking Lemma 3.7, the twisted center, module functors, and balanced functors
can all be seen as comodules over suitable comonads that are transported via Eilenberg-Watts
functors.
We are now going to show that, when suitable finiteness conditions are satisfied, the
Eilenberg-Watts calculus yields a convenient description of the categories of modules over a
monad on a functor category. As a preparation, we note the following transfer principle:
Proposition 6.1. Let Φ: X ⇆Y : Ψ be an adjoint equivalence between categories X and Y .
(i) Given a (co)monad TX on X , the endofunctor
Φ ◦ TX ◦Ψ =: TY (6.2)
has a canonical structure of a (co)monad on Y .
We refer to the (co)monad TY as the one transferred along the adjoint equivalence.
(ii) The equivalence between X and Y can be lifted in a unique way to an adjoint equivalence
Φ̂ : (Co)modTX (X ) (Co)modTY (Y) : Ψ̂ (6.3)
between the categories of (co)modules over the transferred (co)monads such that the diagrams
X Y
ModTX (X ) ModTY (Y)
Ind
TX
Φ
Ind
TY
Φ̂
(6.4)
and
X Y
ComodTX (X ) ComodTY (Y)
coInd
TX
Φ
coInd
TY
Φ̂
(6.5)
commute. Here for a monad T on X , the induction functor IndT : X →ModT (X ) has T as under-
lying functor, and an analogous statement holds for the coinduction coIndT : X →ComodT (X ).
Proof. The statement is shown by direct computation. Note that for the unit axiom of the
induced (co)monad TY on Y it is necessary that the equivalence is an adjoint equivalence. The
uniqueness of the functor Φ̂ follows by considering the adjoints of the diagrams (6.4) and (6.5),
which are commuting diagrams involving the forgetful functor.
In the sequel we denote the (co)induction functor for a (co)monad T just by its under-
lying functor T . Given a (co)monad T : M→M, for any category X the functor category
Fun(M,X ) inherits a (co)monad T ∗ by pre-composition with T . We call a (co)monad left
exact iff its underlying endofunctor is left exact.
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Proposition 6.2. Let T : M→M be a left exact comonad on a finite category M, let X be
a finite category, and let T ∗ be the induced comonad on Lex(M,X ).
(i) The comonad on the categoryM⊠X that is obtained by transferring the comonad T ∗ on the
functor category Lex(M,X ) along the Eilenberg-Watts equivalence Ψl : Lex(M,X )→M⊠X
is
T l.a.⊠ Id : M⊠X −→M⊠X . (6.6)
Moreover, there is a canonical equivalence
Comod
T l.a.
(M) ≃ ComodT (M) (6.7)
between the category of T l.a.-comodules and the opposite of the category of T -comodules.
(ii) Using implicitly the canonical equivalence (6.7), the Eilenberg-Watts equivalences (1.2) in-
duce an equivalence Θl between the category of T ∗-comodules and the category Lex(ComodT (M),
X ) of left exact functors, giving rise to a commuting triangle
ComodT ∗(Lex(M,X )) Lex(ComodT (M),X )
ComodT (M)⊠X
Θl
≃
Ψ̂l Φ
l (6.8)
A quasi-inverse of the equivalence Θl is given by
Lex(ComodT (M),X ) ∋ G 7−→ G ◦ T ∈ ComodT ∗(Lex(M,X )) . (6.9)
(iii) Concretely, for any F ∈ComodT ∗(Lex(M,X )) we have a canonical isomorphism∫ z∈ComodT (M)
z ⊠Θl(F )(z) ∼=
∫ m∈M
m ⊠F (m) (6.10)
of objects in ComodT (M)⊠X .
Proof. (i) Consider the transfer of the comonad T ∗ on Lex(M,X ) to M⊠X along the
Eilenberg-Watts equivalence Ψl. It follows from (2.8) that this transferred comonad is T l.a.⊠ Id.
By considering, for a comodule m with coaction m→Tm inM, the morphism inM that corre-
sponds to T l.a.m→m, one then sees that there is an equivalence Comod
T l.a.
(M)≃ComodT (M).
(ii) The existence of an induced equivalence Θl as in (6.8) readily follows from Proposition 6.1
with the help of the Eilenberg-Watts equivalences. To show the statement about the quasi-
inverse, we first apply the quasi-inverse Ψl of Φl in (6.8) to G∈Lex(ComodT (M),X ) and then
use the quasi-inverse Φ̂l to Ψ̂l to arrive at
Φ̂l(Ψl(G)) =
∫ z∈ComodT (M)
HomM(U(z),−)⊗G(z)
∼=
∫ m∈M
HomM(m,−)⊗G(T (m)) ∼= G ◦ T .
(6.11)
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Here the second step uses that T l.a.=U : ComodT (M)→M is the forgetful functor together
with Lemma 2.3.
Part (iii) is a direct consequence of part (ii).
Remark 6.3. (i) Note that as compared with the ordinary Eilenberg-Watts situation in (1.2),
in the diagram (6.8) we deal with three instead of two categories – the adjoint pair of quasi-
inverse functors Φ and Ψ splits up into a triangle of equivalences. (Also, in (6.8) we use the
same notation Ψ̂ as in (6.3) even though we actually deal with the composition of the functor
Ψ̂ from (6.3) with the canonical equivalence (6.7).)
(ii) It is worth to note that the functor Θl(F ) in (6.10) can be defined point-wise through the
equalizer
Θl(F )(z) −−→ F (U(z))
ϕ1
−−−−−−⇒
ϕ2
F (T (z)) , (6.12)
where the morphisms ϕ1 and ϕ2 are defined via the T∗-comodule structure of F and by the
T -comodule structure of z, respectively.
Dually, for a right exact monad T on M we obtain an equivalence involving categories of
modules over monads:
Θr : ModT ∗(Rex(M,X )) ≃ Rex(ModT (M),X ) . (6.13)
We are now in a position to show that the Eilenberg-Watts calculus can be lifted to twisted
centers. To this end we apply Proposition 6.2 to the case that T is the central comonad Z[κ]
for a A-bimoduleM. For the category Lexκ(M,X ) of κ-balanced functors, we then get
Theorem 6.4. LetM be a finite bimodule category over a finite tensor category A, X a finite
category, and κ∈ 2Z.
(i) The Eilenberg-Watts calculus provides explicit equivalences
Lexκ(M,X ) Lex(Zκ(M),X )
Zκ(M)⊠X
Θl
Ψ̂l Φ
l (6.14)
of linear categories for all X . A quasi-inverse of the equivalence Θl is given by
Lex(Zκ(M),X ) ∋ G 7−→ G ◦ Z[κ] ∈ Lex
κ(M,X ) . (6.15)
In particular, for M=KA⊠AN with K and N finite right and left A-modules, respectively,
and κ=0, the category Z0(K ⊠N ) becomes a left exact relative Deligne product of K and N
according to Definition 3.4.
(ii) For any left exact κ-balanced functor F : M→X there is an isomorphism
∫ z∈Zκ(M)
z ⊠Θl(F )(z) ∼=
∫ m∈M
m⊠ F (m) (6.16)
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of objects in Zκ(M)⊠X .
(iii) Specifically, for the co-induction functor Z[κ] : M→Z
κ(M) that corresponds to the comonad
Z[κ], the corresponding functor Θ
l(Z[κ]) : Z
κ(M)→Zκ(M) is the identity functor, whereby
Equation (6.16) reduces to∫ z∈Zκ(M)
z ⊠ Id(z) ∼=
∫ m∈M
m⊠ Z[κ](m)
∼=
∫ m∈M
m ⊠
∫
a∈A
a ⊲ m ⊳ a[κ−1].
(6.17)
Proof. In view of Proposition 6.2, it only remains to be shown that the category Comod(Z[κ])∗
(Lex(M,X )) is equivalent to the category Lexκ(M,X ). By Lemma 3.7, the latter category is
equivalent to the category of comodules over the comonad Z[2−κ] on Lex(M,X ). Now by direct
computation one verifies that (Z[κ])
∗=Z[2−κ] as comonads. Thus the statement follows.
We refer to the functors Ψ̂l and Φl in the commuting triangle (6.14) as the (left exact)
module Eilenberg-Watts equivalences.
By applying this result to the opposite category, an isomorphism analogous to (6.17) holds
for ends instead of coends: We have an isomorphism∫
z∈Zκ(M)
z ⊠ z ∼=
∫
m∈M
m⊠ Z [κ](m) (6.18)
of objects in Zκ(M)⊠Zκ(M), where Z [κ] is the κ-twisted central monad, which hasm 7→
∫ a∈A
a⊲
m ⊳ a[κ−3] as underlying endofunctor [FSS3, Eq. (3.17)].
Remark 6.5. Recall that the category of comodules over the central comonad (3.11) of a finite
tensor category A is equivalent to the center Z(A). Thus in this case the result (6.17) gives
the isomorphism ∫ z∈Z(A)
z ⊠ z ∼=
∫ b∈A
b ⊠
∫
a∈A
a ⊲ b ⊳ a∨ (6.19)
of objects in Z(A)⊠Z(A), where the two balancings on each the two tensor factors on the
right hand side are provided by the isomorphisms (4.1). Note that the balancing on the first
factor involves both the b- and the a-variables. This reproduces the description of the coend
of the center of a fusion category, as given in [BV, Sect. 9.3] and recalled in [TV2, Sect. 9.2.3].
Indeed, in that work (note their different convention for duals in A) it is shown that∫ z∈Z(A)
z∨⊗ z ∼=
∫ b∈A
T (b)∨⊗ b (6.20)
as objects in Z(A), where T (b) appearing on the right hand side is the coend T (b) =
∫ a
a∨⊗ b⊗ a,
so that T (b)∨∼=
∫
a
a∨⊗ b∨⊗ a∨∨. If we combine (6.19) with the isomorphism (4.1) and then ap-
ply the exact functor from A⊠A to A that is given by a⊠ b 7→ a∨⊗ b, we obtain∫ z∈Z(A)
z∨⊗ z ∼=
∫ b∈A∫
a∈A
(a∨⊗ b⊗ a)∨⊗ b
∼=
∫ b∈A∫
a∈A
a∨⊗ b∨⊗ a∨∨⊗ b ,
(6.21)
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thus reproducing (6.20).
Remark 6.6. In the semisimple case, i.e. if A is a fusion category, ends and coends coincide,
and (6.19) reduces to an isomorphism⊕
α
zα ⊠ zα ∼=
⊕
i,j
bi ⊠ aj ⊲ bi ⊳ a
∨
j (6.22)
of objects in Z(A), where α ranges over a set of representatives for the isomorphism classes of
simple objects of Z(A), while i and j range over a set representing the isomorphism classes of
simples in A. The isomorphism (6.22) relates A and its Drinfeld center. It leads to Lemma 7.4
of [BaK] after applying the functor Z(A)⊠Z(A)→Z(A) that is given by x⊠ y 7→x∨⊗ y to
both sides. In case A has a spherical structure, the isomorphism (6.22) plays a central role in
approaches [BaK, TV1] to relate the Turaev-Viro TFT for a spherical fusion category A with
the Reshetikhin-Turaev TFT for Z(A), in which it is responsible for the factorization property
of the state spaces: It is the algebraic counterpart of factoring a surface that has been obtained
by gluing two surfaces along a common circular boundary, compare [FSS3, Thm. 5.2].
Remark 6.7. Statements analogous to those of Theorem 6.4 hold for right exact functors. In
particular we have explicit equivalences
Rexκ−4(M,X ) ≃ Rex(Zκ(M),X ) . (6.23)
By considering the A-bimoduleM=NA⊠AN
′, where N and N ′ are a right and a left A-mo-
dule, respectively, with Proposition 3.5 we then recover for κ=+4 the statement that the right
exact relative Deligne product is equivalent to the twisted center. Recalling from (1.1) that the
Eilenberg-Watts equivalences provide an equivalence of the categories of left and right exact
functors between finite categories, we arrive at the following module version of that picture:
Lexκ(M,X ) Lex(Zκ(M),X )
Zκ(M)⊠X
Rexκ−4(M,X ) Rex(Zκ(M),X )
Θl
Ψ̂l Φ
l
Φr
Θr
Ψ̂r
(6.24)
where the unlabeled vertical arrows are defined by the commutativity of the diagram.
Combining the module Eilenberg-Watts equivalences (6.14) with Lemma 2.1 we obtain the
following generalization of Corollary 4.2, which is a module version of Lemma 2.1:
Lemma 6.8. Let M and N be finite left modules over a finite tensor category A. For any
finite category X the equivalences from Lemma 2.1 induce equivalences
LexA(N ,M⊠X ) ≃ Lex
bal(N ⊠M#,X ) ≃ Lex(Z0(N ⊠M#),X ) . (6.25)
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Proof. The first equivalence is a straightforward generalization of Proposition 5.1. The second
is Theorem 6.4(i).
The case of bimodule functors is treated as follows. For bimodules AMB and ANB, there
are two corresponding comonads on Lex(N ,M), with obvious distributive law, whose co-
modules are the corresponding categories of bimodule functors. For the A-action this is
Z[2],A. see Lemma 3.7(ii). For the B-action, the relevant comonad Z[2],B on F : N →M is
given by Z[2],B(F )(n) =
∫
b∈B
F (n ⊳ b) ⊳ b∨. To summarize, Z :=Z[2],A ◦Z[2],B is canonically a
comonad on the category Lex(N ,M) whose category of comodules is equivalent to the cate-
gory LexA,B(N ,M) of bimodule functors.
Corollary 6.9. Let AMB and ANB be finite bimodules over finite tensor categories A and B.
The Eilenberg-Watts equivalences induce an equivalence
LexA,B(N ,M) ≃ ZA,B(N
#
⊠M) (6.26)
of categories, where the category N# is equipped with the left B-action b ⊲m=m⊳ ∨b and ZA,B
denotes the center with respect to the A and B-actions.
Proof. According to Proposition 6.2 we need to transfer the comonad Z along the Eilenberg-
Watts equivalence Lex(N ,M)≃N ⊠M. A straightforward computation yields the comonad
on N ⊠M that is given by
n⊠m 7−→
∫
a∈A
∫
b∈B
a∨∨ ⊲ n ⊳ ∨∨b ⊠ a ⊲ n ⊳ b . (6.27)
The category of comodules over this comonad is ZA,B(N
#⊠M).
Remark 6.10. Given any three A-B-bimodules AMB, ANB and AKB, the equivalence (6.26)
induces a composition operation on the centers: The composition
LexA,B(N ,M)×LexA,B(M,K) −→ LexA,B(N ,K) (6.28)
of bimodules functors yields a functor
ZA,B(N
#
⊠M)⊠ ZA,B(M
#
⊠K) −→ ZA,B(N
#
⊠K) . (6.29)
This is given by contraction with the Hom functor:
(n⊠m)⊠ (m′⊠ k) 7−→ HomM(m
′, m)⊗ (n⊠ k) . (6.30)
This is seen as follows. In [FSS2, Cor. 3.7] the corresponding functor in the absence of bimodule
structures is shown to be given by the Hom-functor. Since the composition of functors induces a
composition of bimodule functors, the induced composition (6.29) is given by the Hom-functor
as well. The balancing on the right hand side follows by combining the balancings on the left
and the dualities of A and B inside the Hom space.
Acknowledgements:
JF is supported by VR under project no. 2017-03836. CS is partially supported by the RTG
1670 “Mathematics inspired by String theory and Quantum Field Theory” and by the Deutsche
Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence
Strategy - EXC 2121 “Quantum Universe”- QT.2.
19
References
[BaK] B. Balsam and A.N. Kirillov, Turaev-Viro invariants as an extended TQFT, preprint
math.GT/1004.1533
[BV] A. Bruguie`res and A. Virelizier, Quantum double of Hopf monads and categorical centers,
Trans.Amer.Math. Soc. 365 (2012) 1225–1279
[BW] T. Brzezin´ski and R. Wisbauer, Corings and Comodules (Cambridge University Press, Cam-
bridge 2003)
[De] P. Deligne, Cate´gories tannakiennes, in: The Grothendieck Festschrift, vol. II, P. Cartier et
al., eds. (Birkha¨user, Boston 1990), p. 111–195
[Ei] S. Eilenberg, Abstract description of some basic functors, J. IndianMath. Soc. 24 (1960)
231–234
[EtGNO] P.I. Etingof, S. Gelaki, D. Nikshych, and V. Ostrik, Tensor Categories (American Mathe-
matical Society, Providence 2015)
[EtNO] P.I. Etingof, D. Nikshych, and V. Ostrik, An analogue of Radford’s S4 formula for finite
tensor categories, Int.Math. Res. Notices (2004) 2915–2933 [math.QA/0404504]
[EtNOM] P.I. Etingof, D. Nikshych, V. Ostrik, and E. Meir, Fusion categories and homotopy theory,
Quantum Topology 1 (2010) 209–273 [math.QA/0909.3140]
[FSS1] J. Fuchs, G. Schaumann, and C. Schweigert, A trace for bimodule categories, Applied
Categorical Structures 25 (2017) 227–268 [math.CT/1412.6968]
[FSS2] J. Fuchs, G. Schaumann, and C. Schweigert, Eilenberg-Watts calculus for finite categories
and a bimodule Radford S4 theorem, Trans.Amer.Math. Soc. 373 (2020) 1–40
[math.RT/1612.04561]
[FSS3] J. Fuchs, G. Schaumann, and C. Schweigert, A modular functor from state sums for finite
tensor categories and their bimodules, preprint math.QA/1911.06214
[FuS] J. Fuchs and C. Schweigert, Coends in conformal field theory, Contemp.Math. 695 (2017)
65–81 [math.QA/1604.01670]
[Ri] E. Riehl, Categorical Homotopy Theory (Cambridge University Press, Cambridge 2014)
[Sc1] G. Schaumann, Traces on module categories over fusion categories, J. Algebra 379 (2013)
382–425 [math.QA/1206.5716]
[Sc2] G. Schaumann, Pivotal tricategories and a categorification of inner-product modules, Al-
gebr.Represent. Theory 18 (2015) 1407–1479 [math.QA/1405.5667]
[Sh1] K. Shimizu, On unimodular finite tensor categories, Int.Math. Res. Notices 2017 (2017)
277–322 [math.QA/1402.3482v4]
[Sh2] K. Shimizu, Further results on the structure of (co)ends in finite tensor categories, Applied
Categorical Structures (2019) – [math.QA/1801.02493]
[Sh3] K. Shimizu, Relative Serre functor for comodule algebras, preprint math.CT/1904.00376
20
[TV1] V.G. Turaev and A. Virelizier, On two approaches to 3-dimensional TQFTs, preprint
math.GT/1006.3501
[TV2] V.G. Turaev and A. Virelizier, Monoidal Categories and Topological Field Theory
(Birkha¨user, Basel 2017)
[Wa] C.E. Watts, Intrinsic characterizations of some additive functors, Proc. Amer.Math. Soc.
11 (1960) 5–8
21
