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Abstract
The notion of asymptotic efﬁcacy due to Hannan for multivariate statistics in a location
problem is reformulated for manifolds. The matrices used in Hannan’s deﬁnition are
reformulated as Riemannian metrics on a manifold and hence are seen not to depend upon the
particular parameterization of the manifold used to make the calculations. Conditions under
which that efﬁcacy does not depend upon basepoint and direction are derived. This leads to
the extension of Pitman asymptotic relative efﬁciency to location parameters in group models.
Under stronger conditions, that of a two-point homogeneous space, we introduce a notion of
rank and sign and show that, under the null distribution, the sign is uniformly distributed on a
suitably deﬁned sphere and that the rank is independent of the sign. This work generalizes
previous deﬁnitions of Neeman and Chang, Ho¨ssjer and Croux. For group models, a
deﬁnition of a regression group model is given. Unlike the usual linear model, a location
model is not a subcase of a regression group model. Nevertheless, it is shown that the
Riemannian metrics for the regression model can be derived from those of the location model
and hence, in many cases, the asymptotic relative efﬁciencies coincide for group and location
models. As examples, rank score statistics for spherical and Procrustes regressions are derived.
The Procrustes regression model arises in problems of image registration.
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1. Introduction
Let ðX;AÞ be a measurable space and let fPrh; hAHg be a set of probability
measures on ðX;AÞ which is dominated by a s-ﬁnite measure l; where h is a k-
dimensional parameter. Let fXig be i.i.d. Prh and we write X ¼ ðX1;X2;?;XnÞ:
Given an objective function rnðx; hÞ; it is common practice to estimate h by the value
#h which minimizes rnðX; hÞ: Besides the obvious case of M-estimation, Hettman-
sperger and McKean [9] have reformulated many nonparametric rank score
procedures in this framework. Letting SnðX; hÞ ¼ @rnðX;hÞ@h ; this leads to the estimating
equation SnðX; hÞ ¼ 0:
If h0 denotes the true value, Brown [1] has shown that, under certain regularity
conditions, n
1
2ð#h  h0Þ is asymptotically multinormal with mean vector 0 and
covariance matrix B1AB1
T
where, the k  k matrices B and A are deﬁned by
B ¼ lim
n-N
@
@h

h¼h0
EhSnðX; h0Þ; ð1Þ
and A is the asymptotic covariance of n
1
2SnðX; h0Þ:
n
1
2SnðX; h0Þ-
Dh0
Nkð0;AÞ: ð2Þ
The same expression B1AB1
T
arises in Hannan [8] where for some k-vector d;
the asymptotic power of n1SnðX; h0ÞTA1SnðX; h0Þ for testing H0 : h ¼ h0 against a
sequence of alternatives H1n : hn ¼ h0 þ n
1
2d is calculated using a noncentral w2
distribution with noncentrality parameter dtBTA1Bd: Hettmansperger and McKean
[9, Section 6.1], provides a concise description of these results and the required
regularity conditions.
The quantity cðh0; dÞ deﬁned by c2ðh0; dÞ ¼ dtBTA1Bd is Pitman efficacy.
When the parameter space H is a differentiable manifold, we reformulate the
matrices A and B in a coordinate free manner as families of (possibly indeﬁnite) inner
products on the tangent spaces ThH of H for hAH: In mathematical terminology, A
and B are Riemannian metrics on H:
Often, multivariate calculations are simpler when done in a coordinate free
manner; that is, when the correct notions from differential geometry are used. A
simple example can illustrate the point: suppose H ¼ X3; the unit sphere in
Euclidean three-dimensional space R3: X3 is two-dimensional and a coordinate
system on X3 is a map f :X3-R2; such as, for example, fðxÞ is the latitude and
longitude of x: It is the bane of cartographers that any such map f introduces
distortions someplace. These distortions have no statistical meaning. Thus, if we
perform multivariate calculations using a coordinate system (for example, if we
calculate in latitude and longitude), we often introduce additional terms to our
expressions whose sole purpose is to undo the distortions introduced by the
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coordinate system f: It is entirely possible that an extremely simple answer can be
totally obscured by these extra terms.
In the case of a statistical group model with group G; we show that if the objective
function r is invariant, then the Riemannian metrics A and B are invariant under the
group. If the group G is sufﬁciently large, this places tremendous restrictions on A
and B: We will always assume that the action of G on H is transitive.
More precisely, for h0AH; the isotropy groupH is deﬁned to be the subgroup of
all hAG which ﬁx h0 under the group action of G on H: In that case H represents
itself, in the mathematical sense of group representations, on the tangent space Th0H:
This representation determines much of the asymptotic covariance of M-estimates in
group models.
In this paper we study the case when the representation of H on Th0H is
irreducible. In particular we show that, in this case, Pitman efﬁcacy cðh0; dÞ depends
only upon jjdjj2 and not upon either h0 or upon the direction of d:
We generalize a previous spherical regression model due to [2] to a regression
model for statistical location group models. Usually, the location model is not a
submodel of the regression model. However, we will show how the Riemannian
metrics A and B for the regression model can be derived from the corresponding
Riemannian metrics for the location model. When applied to the special case when
the representation of H is irreducible, this will imply that the asymptotic relative
efﬁciency of two estimators is the same in the location and regression models.
In a successor paper [5], the ideas developed formally here are further explored in
the case when the tangent representation ofH is not irreducible, but rather that the
irreducible components of this representation are inequivalent in the group
representation sense. Using the invariance of the Riemannian metrics A and B; it
is shown that A and B can be simultaneously put in block diagonal form. The vector
subspaces of Th0H that deﬁne the block diagonal form are the irreducible
components of the tangent space representation ofH and hence depend only upon
the action of the group on H and not upon the speciﬁc form of the density or upon
the objective function r being minimized. On each of these subspaces A and B are
multiples of a basic quadratic form and this basic quadratic form depends only upon
the action of the group on H: In other words, up to a few constants, the asymptotic
distribution of the M-estimator of a location or regression parameter depends only
upon the group action on the parameter space. It is only the constants which depend
upon the speciﬁc form of the density or of the objective function.
2. Coordinate free deﬁnitions of A and B
We seek redeﬁnitions of Pitman efﬁcacy and the matrices A and B which do not
require that the parameter space H be written as a Euclidean space. The notation we
use is designed to be consistent with that of Hettmansperger and McKean [9]. We
assume that H is a differentiable manifold and that for each x; the objective function
rðx; hÞ is a nonnegative differentiable function of h: One purpose of this section is to
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show that the constructions in Hettmansperger and McKean can be reformulated in
terms of standard differential geometric objects. We will delete the subscript n
because it is irrelevant in what follows (and the efﬁcacy we deﬁne will be a ﬁnite
sample efﬁcacy as opposed to an asymptotic one).
For the parameter hAH; let ThH denote the tangent space to the manifold H at h:
A tangent vector vh to H at h is essentially an abstraction of the directional
derivative; that is vh is a linear function C
NðHÞ-R satisfying the product rule
vhðf 
 gÞ ¼ f ðhÞvhðgÞ þ gðhÞvhðf Þ: Here CNðHÞ is the vector space of real-valued CN
functions on H: Given a curve g : R1-H with gð0Þ ¼ h; we get a tangent vector at h;
which we will denote by g0ð0Þ; deﬁned by g0ð0Þðf Þ ¼ d
dt
jt¼0 f ðgðtÞÞ for fACNðHÞ: Any
tangent vector in ThH can be obtained as the derivative of a suitable curve gðtÞ: Kass
and Voss [11] gives a voluminous discussion of tangent vectors from this viewpoint.
Let Tnh H be the cotangent space to H at h; that is, T
n
h H is the dual vector space of
ThH: Thus, each element of T
n
h H is a linear transformation ThH-R: Sðx; hÞATnh H is
deﬁned by
Sðx; hÞðg0ð0ÞÞ ¼ d
dt

t¼0
rðx; gðtÞÞ; ð3Þ
for any curve g in H with gð0Þ ¼ h:
Fix a true value h0 and let nh0ðhÞ ¼ EhðSðX; h0ÞÞ: Note that nh0ðhÞATnh0H; and we
deﬁne n0h0ðh0Þ by
n0h0ðh0Þ 
 g0ð0Þ ¼
d
dt

t¼0
nh0ðgðtÞÞ
for a smooth curve gðtÞ in H with gð0Þ ¼ h0: Thus n0h0ðh0Þ is a linear transformation
Th0H-T
n
h0
H and corresponds to B in Eq. (1).
Indeed if dATh0H; then n
0
h0
ðh0Þ 
 d lies in Tnh0H: This means that if d1ATh0H;
ðn0h0ðh0Þ 
 dÞðd1Þ is a real number. If gðtÞ and g1ðtÞ are curves in H with gð0Þ ¼
g1ð0Þ ¼ h0; g0ð0Þ ¼ d; g01ð0Þ ¼ d1
ðn0h0ðh0Þ 
 dÞðd1Þ ¼
d
dt

t¼0
EgðtÞðSðX; h0ÞÞðd1Þ
¼ d
dt

t¼0
d
ds

s¼0
Z
X
rðx; g1ðsÞÞf ðx; gðtÞÞlðdxÞ; ð4Þ
where f ðx; hÞ is the probability density with respect to the measure lðdxÞ:
We assume that for any h0
th0ðhÞ ¼ Eh0ðrðX; hÞÞ has a critical point at h ¼ h0: ð5Þ
This implies that its derivative nhðhÞ ¼ 0 for all h: The matrix B is symmetric; in our
terms this becomes:
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Lemma 1. Suppose that for all h0; Eh0ðrðX; hÞÞ has a critical point at h ¼ h0: Then for
d; d1ATh0H
ðn0h0ðh0Þ 
 dÞðd1Þ ¼ ðn0h0ðh0Þ 
 d1ÞðdÞ:
Proof. Let gðs; tÞAH satisfy gð0; 0Þ ¼ h0; @g@tð0; 0Þ ¼ d; and @g@sð0; 0Þ ¼ d1: Then for all t
0 ¼ ngð0;tÞðgð0; tÞÞ 
 @g
@s
ð0; tÞ ¼
Z
X
@rðx; gðs; tÞÞ
@s
ð0; tÞf ðx; gð0; tÞÞlðdxÞ:
Therefore,
0 ¼
Z
X
@2rðx; gðs; tÞÞ
@t@s
ð0; 0Þf ðx; h0ÞlðdxÞ þ ðn0h0ðh0Þ 
 dÞðd1Þ:
The lemma follows by reversing the order of differentiation. &
In view of Lemma 1, and using Eq. (4), we can think of B as a symmetric bilinear
form on Th0H given by
/g0ð0Þ; g01ð0ÞSB ¼ Eh0
d
ds
 
s¼0
rðX; g1ðsÞÞ
 
d
dt
 
t¼0
logf ðX; gðtÞÞ

: ð6Þ
Let W be a random vector with values in a vector spaceV; then the covariance of
W is a quadratic form on Vn; the dual space of V: It is deﬁned by /a; bSCovðWÞ ¼
CovðaðWÞ; bðWÞÞ for a; bAVn; where CovðaðWÞ; bðWÞÞ denotes the ordinary
covariance of the real-valued random variables aðWÞ and bðWÞ: For example,
supposeV ¼ Rk; fiAVn are written as 1 k matrices, and A is the usual covariance
matrix of W: Then /f1; f2SCovðWÞ ¼ f1 
 A 
 fT2 :
Note that if vAV and aAVn; then aðvÞ is linear in both v and a: Thus, for ﬁnite
dimensionalV;Vnn is canonically identiﬁed withV: In particular the covariance of
SðX; hÞ is a quadratic form on ThH and this quadratic form corresponds to the
matrix A in Eq. (2). Let /g0ð0Þ; g01ð0ÞSA denote the evaluation of this quadratic form
on the tangent vectors g0ð0Þ; g01ð0ÞATh0H; we have
/g0ð0Þ; g01ð0ÞSA ¼Covh0ðSðX; h0Þðg0ð0ÞÞ;SðX; h0Þðg01ð0ÞÞÞ
¼Covh0
d
dt

t¼0
rðX; gðtÞÞ; d
ds

s¼0
rðX; g1ðsÞÞ
 
; ð7Þ
where, as before, gðtÞ and g1ðtÞ are curves in H with gð0Þ ¼ g1ð0Þ ¼ h0:
Given two bilinear forms /;SA and /;SB on a vector spaceV (in this case Th0HÞ
with /;SA positive deﬁnite, there is a linear transformation C :V-V deﬁned by
/d1;CdSA ¼ /d1; dSB ð8Þ
for any d; d1AV: It is easily shown, that if V ¼ Rk; and the matrix A is deﬁned by
/d1; dSA ¼ dT1 Ad and similarly for B; then C ¼ A1B:
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Thus in a coordinate free manner we can deﬁne Pitman efﬁcacy by
c2ðh0; dÞ ¼ /Cd;CdSA; ð9Þ
where C is deﬁned by (8).
3. The Riemannian metrics A and B for group models
Suppose we have a differentiable statistical group model: that is, a Lie group G
acting on the sample space X and on the parameter space H so that ðg; xÞ-g 
 x is a
differentiable function on GX and so that for measurable A;
PrhðXAAÞ ¼ Prg
hðg 
 XAg 
AÞ: ð10Þ
Assume f ðx; hÞ is the density function of the random variable X with respect to the
s-ﬁnite measure l onX: The Lie group G is not assumed to be compact, thus we may
not have an invariant measure on X: What we may have instead is a left relatively
invariant measure l with the modulus function DðgÞ; that is lðg 
AÞ ¼ DðgÞlðAÞ:
The modulus function DðgÞ will be a continuous homorphism from G-Rþ: For
example, let X ¼ Rk and G be the general afﬁne group. Then Lebesgue measure is
left relatively invariant with DðgÞ ¼ detðgÞ:
Notice that Eq. (10) implies that
f ðg 
 x; g 
 hÞ ¼ f ðx; hÞ dlðxÞ
dlðg 
 xÞ ¼ D
1ðgÞf ðx; hÞ:
In addition given a curve gðtÞ in H with gð0Þ ¼ h; let *gðtÞ ¼ g 
 gðtÞ: Then *g0ð0ÞATg
hH
and we will write g 
 g0ð0Þ for *g0ð0Þ: In other words each gAG induces a linear
transformation ThH-Tg
hH and a dual transformation (which we denote by a-gn 

a for aATng
hHÞTng
hH-TnhH:
We will say the objective function r is G-invariant if rðg 
 x; g 
 hÞ ¼ rðx; hÞ: We
will say that r is relatively G-invariant if rðg 
 x; g 
 hÞ ¼ DrðgÞrðx; hÞ for some real-
valued function, called the modular function of r;Dr on G: Since
DrðghÞrðx; hÞ ¼ rðgh 
 x; gh 
 hÞ ¼ DrðgÞrðh 
 x; h 
 hÞ ¼ DrðgÞDrðhÞrðx; hÞ;
Dr will be a group homomorphism from G to the positive real numbers.
More details about the applications of relatively invariant measures in statistics
may be found in Eaton [6]. A general discussion of group models and equivariant
estimation can be found in Lehmann and Casella [14]. For mathematical
background material we refer the reader to Warner [19].
Theorem 1. Suppose the objective function r is relatively G-invariant with modular
function Dr and that condition (5) holds.
gn 
 Sðg 
 x; g 
 h0Þ ¼ DrðgÞSðx; h0Þ ð11Þ
/g 
 d; g 
 d1SA ¼ D2rðgÞ/d; d1SA ð12Þ
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/g 
 d; g 
 d1SB ¼ DrðgÞ/d; d1SB ð13Þ
cðg 
 h0; g 
 dÞ ¼ cðh0; dÞ ð14Þ
for d; d1ATh0H:
Proof. Let gðtÞ and g1ðtÞ satisfy gð0Þ ¼ g1ð0Þ ¼ h0; g0ð0Þ ¼ d; and g01ð0Þ ¼ d1: Then
gn 
 Sðg 
 x; g 
 h0ÞðdÞ ¼Sðg 
 x; g 
 h0Þðg 
 dÞ ¼ d
dt

t¼0
rðg 
 x; g 
 gðtÞÞ
¼DrðgÞd
dt

t¼0
rðx; gðtÞÞ ¼ DrðgÞSðx; h0ÞðdÞ:
This establishes Eq. (11).
To establish (12), let x ¼ g 
 y; then lðdxÞ ¼ DðgÞlðdyÞ: Since condition (5) holds,
we have for any h
EhSðX; hÞ ¼ nhðhÞ ¼ 0:
Using Eq. (7),
/g 
 d; g 
 d1SA ¼Covg
h0
d
dt

t¼0
rðX; g 
 gðtÞÞ; d
ds

s¼0
rðX; g 
 g1ðsÞÞ
 
¼ d
dt

t¼0
d
ds

s¼0
Z
X
rðx; g 
 gðtÞÞrðx; g 
 g1ðsÞÞf ðx; g 
 h0ÞlðdxÞ
¼ d
dt

t¼0
d
ds

s¼0
Z
X
D2rðgÞrðy; gðtÞÞrðy; g1ðsÞÞD1ðgÞf ðy; h0ÞDðgÞlðdyÞ
¼D2rðgÞ/d; d1SA:
The same proof establishes Eq. (13) from Eq. (6). The proof of (14) easily follows
from (8) and (9).
Remark 1. Lemma 1 of Chang and Rivest [5] shows that condition (5) often holds
for any invariant density and objective function.
We assume that G acts transitively on the parameter space H; i.e., for given
h0; h1AH: there is a gAG such that g 
 h0 ¼ h1: Fix h0AH and deﬁne Gh0 ¼
fgAGjg 
 h0 ¼ h0g; the so called isotropy subgroup of h0 in G: The isotropy group Gh0
is a Lie subgroup.
Write H ¼ Gh0 : Using h 
 h0 ¼ h0; if hAH and g0ð0ÞATh0H; h 
 g0ð0ÞATh0H: Thus
we get a representation of H on V ¼ Th0ðHÞ; that is: a Lie group homomorphism
H-GLðVÞ for some ﬁnite dimensional vector space V: Here GLðVÞ denotes the
group of all invertible linear maps V-V:
IfH is sufﬁciently big, Theorem 1 places tremendous constraints on the quadratic
forms /;SA and /;SB: It follows, for example, that many statistical properties, such
as the covariance of the M-estimator #h which minimizes an group invariant objective
function r; are determined to a great extent by this representation of H: We note
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that this representation is determined by the group action on the parameter space H
and is completely non-statistical. This viewpoint is more completely explored in [5].
In this paper we consider a special case, when the representation of H on V is
irreducible; that is the only H invariant vector subspaces of V are f0g and V:
Corollary 1. Suppose that G acts transitively on H and that the isotropy group H ¼
Gh0 of h0 is compact and acts irreducibly on V ¼ Th0H: Let /;S0 be a H-invariant
positive definite inner product on V:
Suppose the objective function r is relatively G-invariant with modular function Dr:
Then there are constants c and d such that for any d0; d1AV;
/g 
 d0; g 
 d1SA ¼ cD2rðgÞ/d0; d1S0;
/g 
 d0; g 
 d1SB ¼ dDrðgÞ/d0; d1S0;
c2ðg 
 h0; g 
 d0Þ ¼ d
2
c
/d0; d0S0:
Since any hAH is of the form g 
 h0 and any dAThH is of the form g 
 d0 for some gAG
and d0AV; Pitman efficacy does not depend upon either the basepoint h or the direction
of d:
Proof. Since Dr is a group homomorphism, it must takeH to a compact subgroup
of the positive real numbers. Thus DrðhÞ ¼ 1 for hAH: By Theorem 1, both /;SA
and /;SB are H-invariant quadratic forms on V: By Vinberg [17, Chapter I,
Theorems 6 and 8], there exists constants c and d such that
/d0; d1SA ¼ c/d0; d1S0;
/d0; d1SB ¼ d/d0; d1S0:
The corollary clearly follows from Theorem 1. &
Remark 2. Under the assumption that G acts transitively on H; the condition thatH
acts irreducibly onV will hold for all h0AH as long as it holds for one choice of h0:
Also since H is compact, an H-invariant positive deﬁnite inner product on V
always exists.
Given two objective functions r1 and r2 with corresponding (asymptotic) efﬁcacies
c1Nðh; dÞ and c2Nðh; dÞ; if the ratio c21Nðh; dÞ=c22Nðh; dÞ does not depend upon h or
dAThH; that ratio is called the asymptotic relative efficiency (ARE) of the two
estimators.
Corollary 2. Suppose that G acts transitively on H and that the isotropy group
H ¼ Gh0 of h0 is compact and acts irreducibly V ¼ Th0H:
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If two objective functions r1 and r2 are relatively G-invariant, then their asymptotic
relative efficiency exists (that is the ratio of their efficacies c21Nðh; dÞ=c22Nðh; dÞ does not
depend upon h or dÞ:
Proof. Let c1nðh; dÞ and c2nðh; dÞ be the corresponding sample size n Pitman
efﬁciencies. By Corollary 1, c21nðh; dÞ=c22nðh; dÞ does not depend upon h or d: From
Brown [1], the asymptotic limits of these efﬁcacies exist and the Corollary
follows. &
Example 1. Let X1;?;Xn be i.i.d. in Euclidean k-space Rk with a distribution of the
form f ðx; hÞ ¼ f0ðjjx hjjÞ: Let G be the group of Euclidean motions of Rk: Each
element of G is a pair ðC; bÞ where C is a k  k matrix in SOðkÞ ¼ fC : CCT ¼
I; detðCÞ ¼ 1g and bARk: This group acts on H ¼ Rk by ðC; bÞ 
 x ¼ Cxþ b: It is
clear that f ððC; bÞ 
 x; ðC; bÞ 
 hÞ ¼ f ðx; hÞ so we have a statistical group model.
It is also clear that G acts transitively on H ¼ Rk: If we let h0 ¼ 0ARk; its isotropy
group isH ¼ fðC; 0ÞjCASOðkÞg and the action ofH on Th0H ¼ Rk is ðC; 0Þ 
 x ¼
Cx: This representation of H is irreducible. Furthermore the tangent space
ThH ¼ Rk at any h and if we let /;S0 be the usual Euclidean dot product, it
will be H-invariant. Hence Corollaries 1 and 2 apply with this choice of /;S0:
In particular, if the objective function r is G-invariant, Pitman efﬁcacy does not
depend upon the basepoint h or the direction of d: Several cases have been studied in
the literature.
Chang and Ko [4] calculated the asymptotic covariance matrix of the M-estimator
#h which minimizes an objective function of the form
rðX; hÞ ¼
Xn
i¼1
r0ðjjXi  hjjÞ
and found it to be of the form dðf0; r0ÞIk=n:
Neeman and Chang [16], Ho¨ssjer and Croux [10] studied rank score statistics of
the form
SðX; h0Þ ¼
Xn
i¼1
j
Ri
n þ 1
 
Xi  h0
jjXi  h0jj; ð15Þ
where Ri is the rank of jjXi  h0jj and j is a score generating function.
ðX h0Þ=jjX h0jj plays the role of the sign. Note that ðX h0Þ=jjX h0jj lies in
the (k  1 dimensional) unit sphere XkCRk just as the usual univariate sign lies in
X1 ¼ f1; 1g: Generalizing the univariate sign test, they showed that when h ¼
h0; ðX h0Þ=jjX h0jj will be uniformly distributed on XkCRk and that the ranks
will be independent of the signs. We will discuss in Section 5 a somewhat more
general class of spaces for which ranks and signs can be deﬁned so that the ranks are
independent of the signs and the signs are uniformly distributed on a suitably deﬁned
sphere.
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The objective function which leads to the SðX; hÞ is
rðX; hÞ ¼
Xn
i¼1
jðRi=ðn þ 1ÞÞjjXi  hjj ð16Þ
and this objective function is clearly G-invariant.
Example 2. Let X1;y;XnAXk; the unit sphere in Rk; and suppose they are i.i.d.
with a distribution of the form f ðx; hÞ ¼ f0ðxThÞ for some hAH ¼ Xk: This is a
statistical group model with G ¼SOðkÞ acting on Xk by left matrix multiplication.
The action of G on Xk is clearly transitive.
The condition that dATh0Xk is that d
Th0 ¼ 0: Choose, for convenience, h0 ¼
½1 0T T where 0ARk1 is a vector of zeros. Then a tangent vector inV ¼ Th0Xk has
the form ½0 vT T where vARk1: The isotropy groupH ¼ SOðk  1Þ and its action
on V is C 
 ½0 vT T ¼ ½0 ðCvÞT T : This representation is irreducible and hence
Corollaries 1 and 2 will apply where we let /;S0 be the usual Euclidean dot product.
Estimators which minimize G-invariant objective functions have been studied by
Ko and Chang [12] and Neeman and Chang [16]. In Ko and Chang, the M-estimator
#h is chosen to minimize an objective function of the form
rðx; hÞ ¼
Xn
i¼0
r0ðxTi h0Þ:
Ko and Chang [12] calculated the asymptotic covariance matrix of #h and found it to
be of the form d˜ðf0; r0ÞðIk  h0hT0 Þ=n: In this case, when dTh0 ¼ 0; the Pitman
efﬁcacy c2ðh0; dÞ ¼ jjdjj2=d˜ðf0; r0Þ:
Neeman and Chang constructed rank score statistics on the sphere as follows: Let
R1;y; Rn be the ranks of jjX1  ðXT1 h0Þh0jj;y; jjXn  ðXTn h0Þh0jj: For score
generating functions j; Neeman and Chang [16] calculates the matrices B1AB1
T
for test statistics of the form
TðX; h0Þ ¼
Xn
i¼1
j
Ri
n þ 1
 
Xi  ðXTi h0Þh0
jjXi  ðXTi h0Þh0jj
: ð17Þ
Notice that in this case, the sign ðXi  ðXTi h0Þh0=jjXi  ðXTi h0Þh0jj lies in the unit
sphere Xk1ðh>0 Þ of the hyperplane h>0 perpendicular to h0; and hence TðX; h0ÞAh>0 :
Again, when h ¼ h0; the sign will be uniformly distributed on Xk1ðh>0 Þ and the signs
will be independent of the ranks.
We claim that the corresponding objective function is
rðX; hÞ ¼
Xn
i¼1
jðRi=ðn þ 1ÞÞ arccosðXTi hÞ: ð18Þ
It is clear that an objective function of the form (18) is G-invariant.
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To establish the claim, suppose gðtÞ is a curve in Xk with gð0Þ ¼ h; then
SðX; hÞðg0ð0ÞÞ ¼ d
dt

t¼0
rðX; gðtÞÞ
¼
Xn
i¼1
j
Ri
n þ 1
  XTi g0ð0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðXTi hÞ2
q ¼ Xn
i¼1
j
Ri
n þ 1
  XTi g0ð0Þ
jjXi  ðXTi hÞhjj
:
ð19Þ
Since g0ð0Þ is an arbitrary vector perpendicular to h; Eq. (19) leads to the
estimating equation TðX; h0Þ ¼ 0: We are lead to rank score procedures of the form
given in Eq. (17) and considered by Neeman and Chang [16].
Example 3. Let G ¼ X4 ¼ H ¼ X be the unit quaternions. G acts on H andX by left
quaternionic multiplication. If f and r are invariant,
rðx; hÞ ¼ rðh1 
 x; 1Þ and f ðx; hÞ ¼ f ðh1 
 x; 1Þ:
Here, and in what follows, we will use x 
 y to denote the quaternionic multiplication
of x and y and xTy to denote the matrix product of xT and y:
Thus we only need to deﬁne rðx; 1Þ and f ðx; 1Þ: G acts freely on H; that is if
g 
 h ¼ h for some h; then g ¼ 1: Thus there are no invariance conditions on rðx; 1Þ
and f ðx; 1Þ and these can be deﬁned arbitrarily. Let the densities be of the form
f ðx; 1Þ ¼ f0ðxT1Þ and consider objective functions of rðx; 1Þ ¼ jjCðx 1Þjj2 where C
is the 4 4 matrix C ¼ diagð0; c1; c2; c3Þ and, for convenience, we calculate with a
sample size n ¼ 1:
Let x ¼ ½x0 x1 x2 x3T : If dAT1H; it has the form ½0 d1 d2 d3T : Let gðtÞ be a
curve in X4 with gð0Þ ¼ 1 and g0ð0Þ ¼ d: We will calculate /;SA and /;SB using
equations (7) and (6) with h0 ¼ 1 ¼ ½1 0 0 0T : To this end, we note
log f ðx; gðtÞÞ ¼ log f ðgðtÞ1 
 x; 1Þ ¼ log f0ððgðtÞ1 
 xÞT1Þ
d
dt

t¼0
log f ðx; gðtÞÞ ¼ f
0
0ðx0Þ
f0ðx0Þ ½0 x1 x2 x3d
and
rðx; gðtÞÞ ¼ rðgðtÞ1 
 x; 1Þ ¼ ðgðtÞ1 
 x 1ÞTC2ðgðtÞ1 
 x 1Þ
d
dt

t¼0
rðx; gðtÞÞ ¼ 2ðx 1ÞTC2ðd 
 xÞ
¼ 2
0
c21x0x1 þ ðc22  c23Þx2x3
c22x0x2 þ ðc23  c21Þx3x1
c23x0x3 þ ðc21  c22Þx1x2
2
6664
3
7775
T
d:
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Conditionally on x0; ½x1 x2 x3T is uniformly distributed on a sphere of radiusﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x20
q
: Therefore Eðx21 j x0Þ ¼ ð1 x20Þ=3; Eðx21x22 j x0Þ ¼ ð1 x20Þ2=15; and the
conditional expectation of any product which includes an odd power of x1; x2; or x3
is 0. Write /d; dSA ¼ dTAd and similarly deﬁne B: Then
A ¼ k2 diagð0; c41; c42; c43Þ þ k3 diagð0; ðc22  c23Þ2; ðc23  c21Þ2; ðc21  c22Þ2Þ
B ¼ k1 diagð0; c21; c22; c23Þ
c2ð1; dÞ ¼ dTBA1Bd;
where
k1 ¼ E 2f
0
0ðx0Þx0ð1 x20Þ
3f0ðx0Þ
 
;
k2 ¼ E 4x
2
0ð1 x20Þ
3
 
;
k3 ¼ E 4ð1 x
2
0Þ2
15
" #
:
Note that Gh0 ¼ f1g and the action of Gh0 on Th0H is not irreducible; thus no
contradiction to Corollary 1 has occurred.
4. Regression group models
In this section we formulate a regression model for statistical group models. In
Examples 1 and 2, the corresponding regression models are the Procrustes regression
model due to Goodall [7] and the spherical regression model. Chang and Ko [4]
observed that the asymptotic efﬁciencies of M-estimators in these regression models
coincide with those in the corresponding location models. In this section we will
show how the quadratic forms /;SAG and /;SBG for a regression model are related
to the corresponding quadratic forms /;SA and /;SB for the location model and
thus explain this observation of Chang and Ko. We should note that, unlike the
usual linear model, the location model is not usually a submodel of the regression
model.
Suppose we have a location group model with X ¼ H; densities f ðx; hÞ with
respect to a relatively G-invariant measure, and a relatively G-invariant objective
function rðx; hÞ ¼Pi r0ðxi; hÞ: We deﬁne a corresponding regression group model
as follows: uiAH are ﬁxed points, ViAH are independent random points with the
distribution of Vi having the form f ðv; g0 
 uiÞ for unknown g0AG: The parameter
of interest is g0 and we will minimize the objective function
P
i r0ðVi; g 
 uiÞ to
estimate it.
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Example 4 (Procrustes regression). The regression model associated with Example 1
is as follows uiARk are ﬁxed points, ViARk are independent random points with the
distribution of Vi of the form f ðv;C0ui þ b0Þ ¼ f0ðjjv C0ui  b0jjÞ for some
unknown C0ASOðkÞ and b0ARk: This problem arises in several contexts.
In image analysis, suppose one has two images (usually taken at different times) of
the same object. The points ui represent the locations of various landmarks in the
ﬁrst image and the points Vi the locations of the corresponding landmarks in the
second image. The problem is image registration, that is, to ﬁnd the ðC; bÞ that best
matches the two images (according to the objective function r). Although, least-
squares matching is most commonly used, other matchings, such as L1; would be
adviseable in the presence of outliers.
Suppose instead one has a single image of, for example, a human organ. One
might have a prototypical such organ and desire to reorient the given image of the
organ to match the orientation of the prototypical organ as a preliminary step to
further automated processing. In this case ui and Vi could represent the locations of
various landmarks on the prototypical and actual organ, respectively.
It should be noted that for these two problems, one is often interested in allowing
a scale change: that is, one matches Vi to gCui þ b where g is a positive real number.
We obtain a statistical group model if the group G ¼ fðg;C; bÞg is used, but most
objective functions will be relatively invariant, and not invariant. For example if
rðx; hÞ ¼ jjx hjjp then rðgCxþ b; gCh þ bÞ ¼ gprðx; hÞ: Chang and Ko [4] give a
comprehensive theory of M-estimation for this model.
This model was introduced by Goodall [7] in the context of shape theory. In shape
theory, two collections of landmarks ui and vi represent the same shape if they can be
brought into coincidence with a suitable C0 and b0: The focus of shape theory,
however, is on the collection of possible shapes. Hence C0 and b0 represent nuisance
parameters and not parameters of interest.
Example 5 (Spherical Regression). The regression model associated with Example 2
is: uiAXk are ﬁxed points ViAXk are independent random points with the distribution
of Vi of the form f ðv;C0uiÞ ¼ f0ðvTC0uiÞ for some unknown C0ASOðkÞ:
This problem was introduced by Wahba [18] in the following context. ui represents
the orientation of various stars in a ﬁxed (Earth) coordinate system and Vi the
orientation of the same stars in an unknown (satellite) coordinate system. In this
context the rows of C0 represent the coordinates of the unknown coordinate system
relative to the ﬁxed one.
The statistical properties of the least-squares estimation of C0 was studied by
Chang [2] and for general M-estimation by Chang and Ko [4]. The motivation for
these studies is the reconstruction of the past position of tectonic plates. Such a
reconstruction is given by a CASOð3Þ and the reader is referred to Chang [3] for
more discussion of the plate tectonics background.
We will use notation consistent with the following conventions: If h :M-N is a
smooth mapping between manifolds and xAM; we will also denote by h the induced
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linear map TxM-ThðxÞN: If gðtÞ is a curve inM with gð0Þ ¼ x then g0ð0ÞATxM and
hðg0ð0ÞÞ is the tangent vector ðhgÞ0ð0ÞAThðxÞN: Furthermore, we will denote by hn the
dual map TnhðxÞN-T
n
xM:
In particular:
* If gAG; we have a map H-H which takes h-g 
 h: In Section 3 we used the
notation g 
 v to denote the image of vAThH under the induced map ThH-Tg
hH:
Similarly the dual map Tng
hH-T
n
hH was denoted by g
n 
 :
* Given hAG; let Lh :G-G be the map LhðgÞ ¼ hg: We will also use Lh to denote its
derivative map TeG-ThG; where e is the identity element of G; and L
n
h for the
dual map TnhG-T
n
e G:
* Similarly, given hAH we deﬁne Rh :G-H by RhðgÞ ¼ g 
 h: We also use Rh to
denote its derivative TeG-ThH and R
n
h for the dual map.
* Finally, for each element hAG; let Adh :G-G be the map AdhðgÞ ¼ hgh1: This
gives a linear map Adh :TeG-TeG and a dual map Ad
n
h :
We will use h1 to denote any speciﬁc element of H: Usually h1 will be chosen for
convenience (e.g. h1 is the North pole if H ¼ X3).
Theorem 2. Suppose G acts transitively on H: Let X represent a single observation, for
as location model and let SðX; hÞ be defined as in Eq. (3) for the relatively G-invariant
objective function r0ðX; hÞ: Furthermore let /;SA and /;SB denote the corresponding
quadratic forms defined by Eqs. (7) and (6).
Suppose furthermore that ðui; ViÞ; i ¼ 1;y; n represent observations for the
corresponding regression model and let SGðV; u; g0Þ be defined as in Eq. (3) for the
objective function
P
i r0ðVi; guiÞ: Let /;SAG and /;SBG denote the corresponding
quadratic forms for the regression model.
Given h1AH and g0AG; choose *giAG so that h1 ¼ *gig0 
 ui: Given *d1; *d2ATg0G; let
dji ¼ Rh1Ad *gig0L1g0 ð*djÞ; j ¼ 1; 2; i ¼ 1;y; n: djiATh1H and we have
SGðV; u; g0Þ ¼ Lng1
0
X
i
D1r0 ð *giÞAdn*gig0Rnh1Sð *gi 
 Vi; h1Þ ð20Þ
/*d1; *d2SAG ¼
X
i
D2r0 ð *giÞ/d1i; d2iSA ð21Þ
/*d1; *d2SBG ¼
X
i
D1r0 ð *giÞ/d1i; d2iSB: ð22Þ
Proof. Let *dATg0G and let *g be a curve in G with *gð0Þ ¼ e and Lg0ð*g0ð0ÞÞ ¼ *d: Now if
Vi is distributed f ð
; g0 
 uiÞ; *giVi is distributed f ð
; h1Þ and
r0ðVi; g0 *gðtÞuiÞ ¼ D1r0 ð *giÞr0ð *gi 
 Vi; ð *gig0Þ*gðtÞð *gig0Þ
1
h1Þ: ð23Þ
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Differentiating with respect to t at t ¼ 0; we have
SGðV; uÞð*d; g0Þ ¼
X
i
D1r0 ð *giÞSð *gi 
 Vi; h1ÞðRh1 Ad *gig0 *g
0ð0ÞÞ
and (20) follows. Similarly (21) follows from (7) and (23). Eq. (22) follows from (6),
(23), and
f ðVi; g0 *gðtÞuiÞ ¼ Dð *giÞf ð *gi 
 Vi; ð *gig0Þ*gðtÞð *gig0Þ1h1Þ: &
Using Theorem 2 and Corollary 1, we can explain the equality, noticed by
Chang and Ko [4], of ARE for regression and location models in Examples 1
and 2.
Corollary 3. Suppose G acts transitively on H and the isotropy group Gh1 of h1 is
compact and acts irreducibly on Th1H: Given G-invariant objective functions r1 and r2;
their asymptotic relative efficiency for the regression model does not depend upon
basepoint or upon direction and coincides with their asymptotic relative efficiency for
the location model.
Example 5 (Rank score statistics for spherical regression (Revisited)). The spherical
regression model is the regression model corresponding to Example 2. Neeman [15]
proposed a rank score statistic for AASOðkÞ:
TGðV; u;AÞ ¼
Xn
i¼1
jðRi=ðn þ 1ÞÞuiV
T
i A ATViuTiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðVTi AuiÞ2
q ;
where Ri is the rank of the quantity jjVi  ðVTi AuiÞAuijj: This rank score statistic can
be obtained by minimizing the following objective function:
rðV; u;AÞ ¼
Xn
i¼1
jðRi=ðn þ 1ÞÞ arccosðVTi AuiÞ: ð24Þ
To see this, let gGðtÞ be a curve inSOðkÞ with gGð0Þ ¼ A: LA1g0Gð0Þ will be a skew
symmetric matrix which we will denote by H: Then
d
dt

t¼0
rðV; u; gGðtÞÞ ¼
Xn
i¼1
jðRi=ðn þ 1ÞÞ V
T
i AHuiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðVTi AuiÞ2
q
¼Tr
Xn
i¼1
jðRi=ðn þ 1ÞÞ uiV
T
i Aﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðVTi AuiÞ2
q H
2
64
3
75: ð25Þ
The expression in (25) is the null matrix for all skew symmetric H exactly when
TGðV; u;AÞ is zero.
T. Chang, M.-T. Tsai / Journal of Multivariate Analysis 85 (2003) 395–415 409
The objective function in (24) can be obtained by that of (18) by replacing each Xi
with Vi and h0 with Aui: Nevertheless Theorem 2 and Corollary 3 do not apply
because (24) cannot be expressed in the form
P
i r0ðVi;AuiÞ: Nevertheless we can
illustrate (20) as follows: Isolate in Eq. (19) the term
*Sðx; hÞðdÞ ¼ x
Td
jjx ðxThÞhjj;
where dAThH: Let g0 ¼ A; h1 be arbitrary, and choose *g so that h1 ¼ *gAu: Let
dGATASOðkÞ; so that dG ¼ LAH with H skew symmetric. Then
*SGðV; u;AÞðdGÞ ¼LnA1Adn*gARnh1 *Sð *gV; h1ÞðdGÞ ¼ Adn*gARnh1 *Sð *gV; h1ÞðHÞ
¼Rnh1 *Sð *gV; h1Þð *gAHA1 *g1Þ ¼ *Sð *gV; h1Þð *gAHA1 *g1h1Þ
¼ *Sð *gV; h1Þð *gAHuÞ ¼ V
TAHu
jj *gV ðVTAuÞð *gAuÞjj
¼ V
TAHu
jjV ðVTAuÞðAuÞjj
which is the corresponding term in Eq. (25).
Theorem 1 and Corollary 1, however, are not actually limited to location type
models. To apply them, let H ¼ SOðkÞ and let G ¼ SOðkÞ SOðkÞ: We let G act
on H by
ðg; hÞ 
 A ¼ gAh1; ð26Þ
where, in the right-hand side of (26), matrix multiplication in SOðkÞ is used. Notice
that
f ðgV; hu; ðg; hÞ 
 AÞ ¼ f0ððgVÞTððg; hÞ 
 AÞðhuÞÞ ¼ f0ðVTAuÞ ¼ f ðV; u;AÞ
and, in a similar fashion, r as deﬁned in Eq. (24) is invariant.
We apply, Corollary 1 at h0 ¼ I; the identity matrix. From Theorem 1, the choice
of h0 can be made at convenience. In this case, the isotropy group Gh0 ¼SOðkÞ is
the subgroup of all elements of the form ðg; gÞ: The tangent space Th0H is the set of
all k  k skew symmetric matrices H and the action of Gh0 on Th0H is ðg; gÞ 
H ¼
gHg1: This action is well known to be irreducible and hence Corollary 2
applies.
TGðV; u;AÞ will be skew symmetric and hence, if k ¼ 3; can be put in the
form
TGðV; u;AÞ ¼
0 T3 T2
T3 0 T1
T2 T1 0
2
64
3
75: ð27Þ
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Let Rn ¼ n1
Pn
i¼1 uiu
T
i and R ¼ lim Rn: Neeman [15] showed that under the null
distribution, Eðn1=2½T1 T2 T3TÞ ¼ 0 and
Covðn1=2½T1 T2 T3TÞ ¼ I Rn
2n
Xn
i¼1
j2
i
n þ 1
 
;
and hence its asymptotic null distribution is N3ð0; IR2
R 1
0
j2ðuÞduÞ:
Example 4 (Rank score statistics for Procrustes regression, (Revisited)). We
consider the Procrustes regression model with scale change so that the ViARk are
independent the distribution of Vi of the form f ðv; g0C0ui þ b0Þ ¼ f0ðjjv g0C0ui 
b0jjÞ for some unknown C0ASOðkÞ; b0ARk; and positive real number g0: Thus the
group G ¼ fðg;C; bÞg: The objective function (16) is relatively invariant with
Drðg;C; bÞ ¼ g:; and the corresponding objective function for the Procrustes
regression model is
rðV; u; g;C; bÞ ¼
Xn
i¼1
jðRi=ðn þ 1ÞÞjjVi  ðgCui þ bjj; ð28Þ
where Ri is the rank of jjVi  ðgCui þ bÞjj:
Differentiating (28) with respect to g; b; and C; respectively, or applying
reasoning similar to the previous example directly to (15), we arrive at the estimating
equations
SG;gðV; u; g;C; bÞ ¼ 
P
i jðRi=ðn þ 1ÞÞ
½Vi  ðgCui þ bÞT
jjVi  ðgCui þ bÞjj Cui ¼ 0;
SG;bðV; u; g;C; bÞ ¼ 
P
i jðRi=ðn þ 1ÞÞ
Vi  ðgCui þ bÞ
jjVi  ðgCui þ bÞjj ¼ 0;
SG;CðV; u; g;C; bÞ ¼ 
P
i jðRi=ðn þ 1ÞÞ
½Vi  ðgCui þ bÞT
jjVi  ðgCui þ bÞjj gCHui ¼ 0
ð29Þ
for every skew symmetric matrix H:
As before the last equation of (29) is equivalent to TG;CðV; u; g;C; bÞ ¼ 0 where
TG;CðV; u; g;C; bÞ
¼
X
i
jðRi=ðn þ 1ÞÞui½Vi  ðgCui þ bÞ
TC CT ½Vi  ðgCui þ bÞuTi
jjVi  ðgCui þ bÞjj : ð30Þ
Assume that k ¼ 3 and deﬁne T1; T2; T3 as in (27). By recentering the ui; we can
assume without loss of generality that
P
ui ¼ 0: Then the null distribution of
½SG;g STG;b T1 T2 T3T is given by
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Proposition 1. Under the null distribution, Eðn1=2½SG;g STG;b T1 T2 T3TÞ ¼ 0 and
Covðn1=2½SG;g STG;b T1 T2 T3TÞ
¼ 1
3n
Xn
i¼1
j2
i
n þ 1
 
block diag ½TrðRnÞ I3 ðTrðRnÞI3  RnÞ;
where Rn ¼ n1
Pn
i¼1 uiu
T
i : Letting R ¼ lim Rn; the asymptotic null distribution of
n1=2½SG;g STG;b T1 T2 T3T is N7ð0;VÞ where
V ¼
R 1
0 j
2ðuÞdu
3
block diag½TrðRÞ I3 ðTrðRÞI3  RÞ:
Proof. Let
ei ¼ Vi  ðgCui þ bÞjjVi  ðgCui þ bÞjj:
Under the null distribution the ei are uniformly distributed on X3; independently of
the Ri; and all permutations of 1, 2,y; n are equally likely for ðR1; R2;y; RnÞ: In
particular EðeiÞ ¼ 0; EðeieTi Þ ¼ 13 I3; and Eðj2ð Rinþ1ÞÞ ¼ n1
P
i j
2ð i
nþ1Þ:
Rewriting (29) and (30),
SG;g ¼ 
X
i
jðRi=ðn þ 1ÞÞeTi Cui;
SG;b ¼ 
X
i
jðRi=ðn þ 1ÞÞei;
TG;C ¼
X
i
jðRi=ðn þ 1ÞÞ½uieTi C CT eiuTi 
and it is clear that Eðn1=2½SG;gSTG;b T1 T2 T3TÞ ¼ 0:
Now
Eðn1TG;CTTG;CÞ ¼  n1E
X
i
j2
Ri
n þ 1
 
½uieTi CuieTi C CTeiuTi uieTi C
"
 uieTi CCTeiuTi þ CTeiuTi CT eiuTi 

¼  n1E
X
i
j2
Ri
n þ 1
 
½uiuTi CT eieTi C uTi uiCT eieTi C
"
 uiuTi eTi ei þ CT eieTi CuiuTi 

¼ 1
3n
X
i
E j2
Ri
n þ 1
  
½uiuTi þ uTi uiI3
¼ 1
3n
X
i
j2
i
n þ 1
 
½Rn þ TrðRnÞI3: ð31Þ
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We have used that eTi Cui ¼ uTi CTei; eTi ei; and uTi ui are scalars and hence can be
moved around arbitrarily within each term of (31).
Using (27)
Eðn1TG;CTTG;CÞ ¼ n1E
T22 þ T23 T1T2 T1T3
T1T2 T21 þ T23 T2T3
T1T3 T2T3 T21 þ T22
2
64
3
75 ð32Þ
and hence
Covðn1=2½T1T2T3TÞ ¼ 1
3n
Xn
i¼1
j2
i
n þ 1
 
½TrðRnÞI3  Rn:
The remainder of the Proposition is similarly proven and we leave the details to the
reader. &
5. Rank score statistics for location problems in two-point homogeneous spaces
Consider Example 2, the location problem on the sphere. Given a modal direction
h0AXk and a data point XAXk; Neeman and Chang [16] deﬁned the sign of X to be
the unit vector
signðX; h0Þ ¼  X ðX
Th0Þh0
jjX ðXTh0Þh0jj
:
Notice that unless X is h0 or h0; signðX; h0Þ is a unit vector in h>0 which is tangent to
the great circle connecting X and h0: Let
tðX; h0Þ ¼ XTh0;
a monotonic (decreasing) function of the spherical distance arccos XTh0 between
h0 and X: Neeman and Chang’s ranks are based upon ranking the values of
1 t2ðX; h0Þ:
Similarly, the M-estimators considered by Ko and Chang [12] solve estimating
equations of the formX
i
cðtiÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 t2i
q
signðXi; hÞ ¼ 0;
where ti ¼ tðXi; hÞ:
These papers used the following facts: if the distribution of X depends only upon
tðX; h0Þ; then
(i) tðX; h0Þ is independent of signðX; h0Þ;
(ii) signðX; h0Þ is uniformly distributed on Xk1ðh>0 Þ;
(iii) the distribution of tðX; h0Þ does not depend upon h0; and
(iv) for each h0; the signðX; h0Þ is deﬁned except for a set of measure zero.
Recall that a great circle is simply a geodesic on the manifold Xk: Replacing the
notion of great circle by geodesic, and spherical distance by geodesic distance, the
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proofs of (i) to (iii) remain valid without change if X ¼ H is a complete Riemannian
manifold such that
(a) its group of isometries G acts transitively on H; and
(b) for h0 in G; the isotropy group Gh0 acts transitively on the unit sphere XðTh0HÞ:
We note that condition (b) seems similar to, but is actually stronger than, the
condition that Gh0 act irreducibly on Th0H:
Manifolds which satisfy (a) and (b) are the so called two-point homogeneous spaces.
They are completely enumerated, see Wolf [20]. Besides Euclidean spaces and
spheres, they are the real, complex and quaternionic projective spaces, the Cayley
projective plane, the real, complex and quaternionic hyperbolic spaces, and the
Cayley hyperbolic plane.
Condition (iv) will be true if there is a unique length minimizing geodesic from h0
to X: This will be true exactly when X is not in the cut locus of h0: That cut loci have
measure zero for two-point homogeneous spaces, is clear from Kobayashi [13] (see
especially page 147). Therefore we have:
Theorem 3. Suppose X ¼ H is a two-point homogeneous space. For x; hAH; let tðx; hÞ
denote the geodesic distance from h to x: Define the signðx; hÞ to be the unit length
tangent vector in ThH of the geodesic from h to x: If the distribution of X depends only
upon tðX; h0Þ;
(i) for each h; signðx; hÞ is uniquely defined except on a set of measure zero,
(ii) tðX; h0Þ is independent of signðX; h0Þ;
(iii) the distribution of tðX; h0Þ does not depend upon h0; and
(iv) signðX; h0Þ is uniformly distributed on XðTh0HÞ; the unit sphere in Th0H:
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