Abstract. The Iwahori-Hecke algebra of the symmetric group is the convolution algebra of GLn-invariant functions on the variety of pairs of complete flags over a finite field. Considering convolution on the space of triples of two flags and a vector we obtain the mirabolic Hecke algebra Rn, which had originally been described by Solomon. In this paper we give a new presentation for Rn, which shows that it is a quotient of a cyclotomic Hecke algebra as defined by Ariki and Koike. From this we recover the results of Siegel about the representations of Rn. We use Jucys-Murphy elements to describe the center of Rn and to give a gl ∞ -structure on the Grothendieck group of the category of its representations, giving 'mirabolic' analogues of classical results about the Iwahori-Hecke algebra. We also outline a strategy towards a proof of the conjecture that the mirabolic Hecke algebra is a cellular algebra.
1. Introduction 1.1. The Iwahori-Hecke algebra H n of the symmetric group S n is an example of a convolution algebra. The basic setting for convolution is the following: we have a finite set X and we take E = C(X × X) to be the vector space of all complex valued functions on X × X. Then given two functions f, g we define their convolution to be (1) (f * g)(x, y) = z∈X f (x, z)g(z, y).
This defines an associative product on E. If G is a group acting on X, then we have the diagonal action of G on X × X which induces a G-action on E. We can then consider the algebra E G ≃ C(G\X × X) of functions that are invariant under the group action, with the same convolution product of (1). Let G = GL n (F q ), and B the subgroup of upper triangular matrices. Then we can take X = G/B, the space of all complete flags in F n q . From the Bruhat decomposition, it follows that the G-orbits on G/B × G/B are parametrized by the symmetric group S n . As we will discuss in Section 2, for X = G/B, the resulting convolution algebra is the Iwahori-Hecke algebra of S n .
The action of G on the space G/B × G/B × F n q still has finitely many orbits. This is a special case of the result of Magyar, Weyman and Zelevinsky, which in [MWZ] have classified all cases in which the G action on triples of flags has finitely many orbits. We can then define a convolution product on the space of invariant functions C(G/B × G/B × F n q )
G . We call the resulting algebra R n the mirabolic Hecke algebra. Date: October 16, 2013. 1.2. For a field , the action of GL n ( ) on varieties of flags and pairs of flags is a classical topic of study. Recently, generalizations of these constructions have been appearing, including the extra data of a vector or a line. This is what we mean by the 'mirabolic' setting. The name comes from the mirabolic subgroup P ⊂ GL n ( ), which is the subgroup that fixes a nonzero vector in V = n . This is because in general, for a G-variety X, the P -orbits on X are obviously in a 1-1 correspondence with G-orbits on X × (V \ {0}).
One case in which such a generalization arises is the following. If G/B is the variety of complete flags in V , then it is interesting to study the action of G on G/B × G/B × V . One reason why this is important is because D-modules on G/B × G/B × V are closely related to mirabolic character D-modules. These are certain D-modules on G×V , which arise when studying the spherical trigonometric Cherednik algebra, see [FG] .
Another example is the work of Achar and Henderson ( [AH] ) extending the nilpotent cone N ⊂ End(V ) to the 'enhanced nilpotent cone' N × V . Here the group G acts on V in the obvious way and on N by conjugation. Their motivation was the work of S. Kato ([K] ), which had introduced the 'exotic nilpotent cone', of which N × V is a simplification. Kato uses the exotic nilpotent cone to establish an 'exotic' Springer correspondence and to give a geometric construction of the affine Hecke algebra of type C
(1) n .
1.3. The focus of the present paper is the 'mirabolic' Hecke algebra R n . This had originally been defined, in different terms, by Solomon in [So1] , and its irreducible representations have been described in [Si] . The structure of the same space, as an H n -bimodule, has been studied by Travkin in [T] .
Most of the results contained here follow from the observation that R n is a quotient of a cyclotomic Hecke algebra, as defined by Ariki and Koike. This is proved in Section 4 by giving a new presentation for R n . It is similar to the main result of [HR] about the q-rook algebra. We discuss these similarities in Section 5. The rest of the paper is organised as follows. In Sections 2 and 3 we recall results about the Iwahori-Hecke algebra of S n , and we introduce R n . In Section 6 we discuss analogues of the Jucys-Murphy elements. We use them to describe the center of R n and to give the structure of a gl ∞ -representation on the Grothendieck groups of the categories of R n -modules. We conclude in Section 7 by conjecturing that R n is a cellular algebra and giving a strategy towards the proof. This is carried out for the case of R 2 . Definition 2.1. H n is the C[q, q −1 ]-algebra, with generators T i , i = 1, . . . , n − 1 satisfying the following relations:
T 2 i = (q − 1)T i + q i = 1, . . . , n − 1
. . , n − 2 (2)
It is well known that H n is a free C[q, q −1 ]-module of rank n! with a basis is given by {T w |w ∈ S n }. Here T w = T i1 · · · T ir , where w = s i1 · · · s ir is a reducd expression of w. The elements T w are well defined because of the braid relations in (2).
× is a nonzero complex number, we define the specialization
which is an algebra over C. We also define the generic Hecke algebra by extending scalars to the field of fractions
When q is taken to be a power of a prime, we can realize H n (q) as a convolution algebra, as follows. Let F q be the finite field with q elements, and G = GL n (F q ) the general linear group. We take B ≤ G to be the Borel subgroup of upper trangular matrices, then G/B is canonically identified with the variety of complete flags in
Definition 2.3. Given two functions f, g ∈ E we define their convolution to be
This is an associative product, with identity element the characteristic function of the diagonal. Now, G acts on G/B by left multiplications and it acts diagonally on G/B ×G/B, hence it acts on E. It is easily checked that the convolution product descends to a well defined product on E G ≃ C(G\G/B × G/B). This is the space of functions that are invariant under the diagonal group action or equivalently the space of functions that are constant on the G-orbits. By the Bruhat decomposition, the orbits in this case are given by elements of the symmetric group. This can be seen as follows. If we have two flags
we define their relative position to be the n × n permutation matrix w = w(F, F ′ ) with entries given by:
Let T w be the characteristic function of the G-orbit of all pairs of flags in relative position w, in particular T e is the identity in E G .
Proposition 2.4. The map T w → T w gives an algebra isomorphism E G ≃ H n (q).
Proof. Since the algebras have the same dimensions, the proposition is proved by checking that the elements T si satisfy the same relations as the T i in (2). It is a straightforward computation.
Remark 2.5. The convolution construction is basically the same as defining the algebra of double cosets B\G/B, given the identification of the orbit spaces
This is completely analogous to the discussion in Section 3.1.
Combinatorics and Seminormal representations.
A partition λ of the nonnegative integer n (denoted by λ ⊢ n or by |λ| = n) is a nonincreasing sequence of nonnegative integers λ = (λ 1 , . . . , λ k ) such that λ 1 ≥ . . . ≥ λ k and λ 1 +. For a fixed partition λ, we denote the set of all standard tableaux of shape λ by T (λ).
Definition 2.7. Given a tableau T , and an integer 1 ≤ i ≤ n, such that the box containing i is found in the l-th row and m-th column of T , we define the content c T (i) = m − l.
Remark 2.8. The content identifies which diagonal of the tableau the number i is in. If we let T be the standard tableau of Example 2.6, then we have the sequence of contents
The Hecke algebra is semisimple for generic q, more precisely when q is not specialized to a root of unity. When this is the case, the irreducible representations of H n are parametrized by partitions of n. One way of constructing them, which was originally done in [Ho] , is as follows (this exposition is more similar to [Ra, Section 3] ). Let θ ⊢ n, then we have the corresponding irreducible representation
with action of the generators given by
otherwise where s i (T ) is the standard tableau obtained from T by exchanging i and i + 1, and k = c T (i) − c T (i + 1).
Mirabolic Hecke Algebra
We can now introduce the main object of study of this paper. For this section we will use the same notation as in [T] . As in Section 2, we let G = GL d (F q ), V = F d q and we consider G-diagonal orbits on G/B × G/B × V . These are indexed by pairs (w, β) with w ∈ S n , and β ⊂ {1, . . . , n} satisfying the condition that if i ∈ β, j ∈ β, then i < j or w(i) < w(j).
Remark 3.1. The orbit corresponding to (w, β) consists of the triples (F, F ′ , v) such that there exists a basis {e i |i = 1, . . . , d} of V with
) be the space of G invariant functions. Travkin in [T] has studied this space as an H n (q)-bimodule. The action is given by convolution: if we realize H n (q) as the convolution algebra of Proposition 2.4, for α ∈ H n (q) and β ∈ R n (q) we can define
It is immediate that this gives well defined G-invariant functions.
More interestingly, Solomon in [So1] had defined an associative algebra structure on R n (q), which can be stated in terms of convolution as follows. If, α, β ∈ R n (q),
Denoting the characteristic functions of orbits by T w,β as in [T] , the identity element for this product is T e,∅ which is the characteristic function of the orbit
Definition 3.2. Since all the structure constants appearing from the product (6) are polynomials in q, we can consider R n (q) to be the specialization at q → q of a C[q, q −1 ]-algebra R n . We call R n the Mirabolic Hecke Algebra. We will mostly work with the generic mirabolic Hecke algebra which is
Remark 3.3. The Mirabolic Hecke Algebra contains H n as a subalgebra, with the inclusion being given by T w → T w,∅ . Given the definition of the products in (5) and (6), this inclusion agrees with the bimodule structure defined by Travkin.
In the natural basis for R n , this can be written as (T w,β 
3.1. Comparison with Solomon's Conventions. In this section we explain how to translate the work from Solomon's paper [So1] into the notation that we use. We consider the group P of affine transformations in V , which is isomorphic to the semidirect product GL(V ) ⋉ V . We can think of P as the group of n + 1 × n + 1 matrices that fixes a nonzero vector, i.e. the mirabolic subgroup of GL n+1 . Following the convention of [So1] , we can write it as block matrices as follows:
Solomon then considers the Borel subgroup B ⊂ GL(V ) as a subgroup of P and defines the algebra of double cosets B\P/B. The multiplication is given by the following formula, if p 1 , . . . , p m are a set of representatives for the double cosets,
which is the same as saying that the coefficient c k ij equals card(B) times the number of pairs (x, y), x ∈ Bp i B, y ∈ Bp j B such that xy = p k .
Remark 3.5. Another equivalent way of defining the double coset algebra is the following: let C[P ] be the group algebra of the finite group P , and let e B :=
b∈B b ∈ C[P ] be the idempotent corresponding to the subgroup B. Then the algebra of double cosets is isomorphic to e B C[P ]e B .
Solomon has given a description of the double coset algebra in terms of generators and relations in [So1] . This then gives us a presentation of R n (and consequently of the generic algebra R n and the specialized algebras R n (q)).
Theorem 3.6. The algebra R n is isomorphic to the C[q, q
−1 ]-algebra with generators {T i |i = 0, 1, . . . , n − 1} and relations
The isomorphism is given by T 0 → T e,{1} , corresponding to the orbit {(F,
, which are the simple reflections that generate H n as a subalgebra of R n . In fact relations (9), (10) (13) are the same as (2).
Proof. All that we need to do is to show that the algebra of double cosets is isomorphic to R n (q), then the presentation follows from [So1, Thm 6.6] . To see why this is true, first of all we need to observe that we have the following isomorphisms of sets of orbits
with the composition being given by
Now, suppose we are given p i , p j , p k ∈ P and we want to compute c k ij . Write
Counting the pairs of elements (x, y) such that xy = p k is the same as counting the set
Let Ω i be the orbit G · (B, g i B, v i ) and similarly for Ω j and Ω k . To show that the structure constants given by the convolution in (6) are the same as the coefficients in (7), consider (F,
We will compute the value of the convolution product of characteristic functions 1 Ωi * 1 Ωj (F, F ′ v) and show that it equals c k ij .
For the first factor on the RHS to be nonzero (and to equal one) we need rB = g i B (hence r ∈ Bg i B), and B(v k − w) = Bv i . For the second factor in the RHS we need r
, and Br
is given by counting all the r's and w's that satisfy those conditions. If we let g = r, g
w, then we see that this is the exact same thing as counting the set Remark 3.7. The anti-involution ⋆ of Remark 3.4 leaves invariant the generators:
3.2. Irreducible representations of R n . For general values of q ∈ C × , the algebra R n (q) is a semisimple algebra of dimension n k=0 k! n k 2 , and its irreducible representations have been described by Siegel in [Si] . They are parametrized by pairs (θ, k), where 0 ≤ k ≤ n and θ is a partition of k. In [Si, Prop 3.10] there is an explicit formula for the action of R n (q) on the irreducible left module M θ,k n . With some similar computations to the ones that we will do in the proof of Proposition 4.15, it can be shown to be equivalent to what is described in the following proposition. We state the result for the generic algebra R n , instead of the specializations, but nothing changes.
Fix k such that 0 ≤ k ≤ n. Let H (k) ⊂ H n be the subalgebra generated by T s1 , . . . , T s k−1 , and let H (n−k) ⊂ H n be the subalgebra generated by T s k+1 , . . . , T sn−1 . They are isomorphic to the Iwahori-Hecke algebras of S k and S n−k respectively.
Proposition 3.8. There is an isomorphisms of left H n -modules
where V θ is the irreducible representation of H (k) corresponding to the partition θ ⊢ k and C sign is the one dimensional sign representation of
Moreover, consider the basis
n , where w ∈ S n /(S k × S n−k ) such that w is the element with minimal length in the coset, and {v T |T ∈ T (θ)} is a basis of V θ . Then
This explicit description, in particular, tells us that dim M θ,k n = n k f θ , where f θ is the number of standard tableaux of shape θ. Siegel has also described the restriction functor from R n to R n−1 .
Proposition 3.9 ( [Si] , Cor 3.23). (15) Res
where the term M θ,k n−1 is zero if k > n − 1 and the sum is over all partitions ν of k − 1 that are obtained from θ by removing one box.
By Proposition 3.9 and Frobenius reciprocity we obtain immediately:
Proposition 3.10.
where the sum is over all partitions µ of k + 1 that are obtained from θ by adding one box.
The cyclotomic Hecke algebra
Definition 4.1. Let u 1 , . . . , u r ∈ C, then the cyclotomic Hecke algebra H n (u 1 , . . . , u r ) is the C[q, q −1 ]-algebra with generators X, T 1 . . . , T n−1 and relations
This is an algebra of rank r k k! over C[q, q −1 ], and it was introduced by Ariki and Koike as a deformation of the group algebra of the complex reflection group G(r, 1, k) = (Z/rZ) ≀ S n . We now recall some known results about this algebra.
is semisimple if and only if
Definition 4.3. As before, we define the generic cyclotomic Hecke algebra to be
Notice in particular that in the generic algebra H n (u 1 , . . . , u r ) the condition [n] q ! = 0 is always satisfied. Ariki and Koike give an explicit construction of each of those representations. We will only discuss a special case of it, in the next section.
4.1. Representation theory of H n (1, 0). We will focus on the case of the cyclotomic Hecke algebra H n (1, 0). This means that we pick parameters r = 2, u 1 = 1, and u 2 = 0 in Definition 4.1. The defining relation (X − u 1 ) · · · (X − u r ) = 0 then becomes simply (X − 1)X = 0 or
In this situation, by Theorem 4.2, H n (1, 0) is semisimple because [n] q ! = 0 and
Then, according to Theorem 4.4, the representations of
Remark 4.5. All the results of this section also hold for all the specializations H(1, 0; q) that are semisimple, even if we only state them for H n (1, 0).
, with U i a tableau of shape λ i , such that U is filled with the numbers 1, . . . , n in an increasing way from left to right on rows of the same tableau and from top to bottom on columns.
Example 4.7. Consider λ = ((2, 2), (3, 1, 1)), a bipartition of 9, then an example of a standard bi-tableau of shape λ is   1 4 3 8 , 2 6 9 5 7   .
Definition 4.8. Given a standard bi-tableau, U = (U 1 , U 2 ) with n boxes, and an integer 1 ≤ i ≤ n such that i ∈ U j , we define the content
Here c U j (i) is as in Definition 2.7.
Given a bipartition λ of n, the corresponding irreducible representation M λ of H n (1, 0) is constructed as follows (see [AK] ). Let T (λ) be the set of standard bi-tableaux of shape λ, then
with the action of the generators given by
are on the same row of the same tableau; −v U if i, i + 1 are on the same column of the same tableau; ) if i, i + 1 are in the same tableau but not in the same row or column;
where s i (U ) is the bi-tableau obtained from U by exchanging i and i + 1, and
There are obvious inclusions H n−1 (1, 0) ֒→ H n (1, 0), and restriction and induction of irreducible representation has a nice combinatorial description.
Theorem 4.9 (see [Ho] or [Ar3, Theorem 13.6] ).
Res
Hn(1,0)
where the sum is over all bipartitions µ of n−1 that are obtained from λ by removing one box;
where the sum is over all bipartitions λ of n that are obtained from ν by adding one box.
These restriction and induction rules can be encoded in a Bratteli diagram, as is done in Figure 1 of [HR] . The dimensions of these are respectively 1, 1, 2, 1, 1. By (18), the generators X and T 1 act on each of those according to the following table
Given this, it is a quick computation to check the following proposition. 
Let λ be a bipartition of 2 and let I λ be the two sided ideal of H 2 (1, 0) generated by y λ . As a left
consider the inclusion H 2 (1, 0) ֒→ H n (1, 0) and the two sided ideal I λ n of H n (1, 0) generated by I λ . By Theorem 4.9, as left H n (1, 0)-modules
where the sum is over all bipartitions µ of n that are obtained by adding n−2 boxes to λ. Since H n (1, 0) is semisimple, the following proposition follows immediately. Proposition 4.11.
as left H n (1, 0)-modules, where the sum is over all bipartitions ν that cannot be obtained from λ by adding boxes. Moreover, as an algebra we have
so that the irreducible representations of H n (1, 0)/I λ n are parametrized by the set of bipartitions of n that do not contain λ.
4.3. R n as a quotient. One of the main results of this paper is that the mirabolic Hecke algebra is a quotient of a cyclotomic Hecke algebra.
Proof. In order to prove this, we need a different presentation of R n . Let e = q −1 (T 0 + 1).
Lemma 4.13. The algebra R n is generated by e, T 1 , . . . , T n−1 . These generators satisfy the following relations.
eT 1 eT 1 = T 1 eT 1 e (25)
Proof of Lemma. Since T 0 = qe − 1, clearly R n is generated by e, T 1 , . . . , T n−1 . The quadratic and braid relations (20)- (22) are the same as before.
For (23), we use (8):
The commutation relation (24) follows from (13), since T 0 commutes with
To show relations (26), we use (11).
Finally, we could do an analogous computation for (25) or simply remark that, since e ⋆ = e, applying the anti-involution to both sides of (26) we get
Lemma 4.14. The relations in Lemma 4.13 are equivalent to the relations in Theorem 3.6, hence that is a new presentation for R n .
Proof of Lemma. We need to show that relations (8) and (11)- (13) follow from relations (20)- (26), if we let T 0 = qe − 1. The last relation (13) 
Now, we check relation (11).
To show (12) we can either do a similar computation to the one we just did or we can apply the anti-involution ⋆ to both sides of (11) to obtain
Now, to conclude the proof of the theorem, we compare the relations in Lemma 4.13 with the relations in Definition 4.1, taking e = X. Clearly (20)- (22), (24) and (25) are the same in both. Since we are specialized to H n (1, 0), (23) is the same as (17). All that is left is (26), which is equivalent to eT 1 eT 1 − T 1 eT 1 + eT 1 e − T 1 e − eT 1 − e + T 1 + 1 = 0 which, from (4.10) is the same as y (∅,2) = 0 and the result follows.
We can now recover the results of Siegel on the representation theory of R n as a consequence. First of all, notice that the bipartitions of n parametrizing the irreducible representations of H n (1, 0)/I (∅,2) n are, as seen in (19), the ones that do not contain (∅, 2). If we denote by a b the partition (aa . . . a) where a appears b times, then these are exactly the ones of the form µ = (µ 1 , 1 n−k ), with µ 1 ⊢ k. As Young diagrams, this means that the second diagram is a single column. There is an obvious bijection between this set and the set {θ ⊢ k|0 ≤ k ≤ n} that we used in Section 3.2, given by
Proposition 4.15. There is an isomorphism of irreducible modules over
given, on the basis {T w ⊗ v T } where w ∈ S n /(S k × S n−k ) such that w is the element with minimal length in the coset, by
Here
is the standard tableau of shape θ whose boxes contain the numbers {w(1), . . . , w(k)} arranged so that w(l) is in the same spot as l is in T . Then U 2 is the standard tableau consisting of a single column with the numbers w(k + 1), . . . , w(n). (Remark that (U 1 , U 2 ) as defined is standard because w is the shortest element in the coset, which means that w(1) < . . . < w(k) and w(k + 1) < . . . < w(n).) Example 4.16. If w = (1234) = s 1 s 2 s 3 ∈ S 5 and T = 1 3 2 , then
Proof of Proposition 4.15. It is clear that the map (27) sends a basis of M
θ,k n to a basis of M (θ,1 n−k ) , so it is injective and surjective. We need to show that it intertwines the action of R n . Since e = q −1 (T 0 + 1), we have, by Proposition 3.8, that
Under the map (27), w −1 (1) ∈ {1, . . . , k} if and only if 1 ∈ U 1 , and w −1 (1) ∈ {k + 1, . . . , n} if and only if 1 ∈ U 2 , so the action of e is the same as the action of X in (18).
To conclude we need to check the action of the T i 's. There will be three separate cases.
Case 1: suppose that w −1 (i) and w −1 (i + 1) are both in {1, . . . , k} or both in {k + 1, . . . , n}. Then since w is the shortest element in the coset, we have that l(s i w) > l(w), and s i w = ws w −1 (i) , hence
Interpreting the action T s w −1 (i) · v T as the seminormal representation of H n as in Section 2.1, we see that after applying the isomorphism (27), this agrees with the cases in (18) where i, i + 1 are in the same tableau.
Case 2: w −1 (i) ∈ {1, . . . , k}, w −1 (i + 1) ∈ {k + 1, . . . , n}. In this case we have that l(s i w) > l(w) and s i w is again the shortest element in its coset, therefore
and by (27) this is mapped to v (siw(T ),U 2 ) = v si(U 1 ,U 2 ) which agrees with (18) when i ∈ U 1 and i + 1 ∈ U 2 . Case 3: w −1 (i + 1) ∈ {1, . . . , k}, w −1 (i) ∈ {k + 1, . . . , n}. In this case we have that l(s i w) < l(w) and s i w is again the shortest element in its coset, so
which maps to (q − 1)v U + qv si (U) and agrees with (18) when i ∈ U 2 and i + 1 ∈ U 1 .
Remark 4.17. From Proposition 4.15 and Theorem 4.9 we also immediately recover the rule for restriction of Proposition 3.9.
Comparison with the q-Rook algebra
The q-Rook algebra was first introduced by Solomon in [So2] as a double coset algebra. Considering the monoid M n (F q ) of n × n matrices over the finite field with q elements and the Borel subgroup B of upper triangular invertible matrices, we get the q-Rook algebra I n (q) as the algebra of double cosets B\M n (F q )/B. For generic values of the parameter q, it is a semisimple algebra and its irreducible representations were described combinatorially by Halverson in [Ha] . Halverson and Ram then showed in [HR] that I n (q) is a quotient of H n (1, 0; q) and that the description of the irreducible representations of [Ha] followed from the representation theory of H n (1, 0; q) analogously to what we just saw in Section 4.3. We will summarize those results in the following statement, keeping the notation of Section 4.3.
Theorem 5.1 (See Theorem 1.10 and Corollary 2.21 in [HR] ). (∅, 11) . This is the set {(λ 1 , λ 2 )|λ 2 is a single row}.
) is a semisimple algebra and its irreducible representations are parametrized by the set of bipartitions that do not contain

The representations are given explicitly by the formulas (18).
To be consistent with our previous notation, let us denote by I n the generic version of the q-Rook algebra over the field C(q).
Proposition 5.2. There is an algebra isomorphism
I n ≃ R n and similarly for the semisimple specializations (when [n] q ! = 0)
Proof. A finite dimensional semisimple algebra is just a direct sum of matrix algebras, so two semisimple algebras that have the same number of irreducible representations of the same dimensions are isomorphic.
Notice that the irreducible representation M (λ 1 ,λ
2 ) of H n (1, 0) has dimension equal to the number of standard bi-tableaux of shape (λ 1 , λ 2 ), which is
where f λ j is the number of standard tableaux of shape λ j . If we denote the transposed partition of λ by λ t , clearly f λ = f λ t because the transpose of a standard tableau is again a standard tableau (of the transposed shape). It follows immediately that
The irreducible representations of R n are parametrized by the bipartitions
For I n , we have the bipartitions {(λ 1 , λ 2 )|λ 2 is a single row}. Clearly the map
gives a bijection between the irreducible representations of R n and the ones of I n which, by (28), preserves dimensions.
Remark 5.3. In fact the same is true for all four of the quotients of H n (1, 0) by the ideal generated by the idempotent corresponding to a one dimensional irreducible representation of H 2 (1, 0). In fact
gives a bijection between those two sets of irreducible representations that preserves dimensions. Exchanging the role of λ 1 and λ 2 we get a bijection between these representations and the ones of R n and I n , which again preserves dimensions because
The existence of these isomorphisms does not mean that it is easy to write them down explicitly in terms of generators, except for two of them which come from an automorphism of H n (1, 0). Definition 5.4. Define the C(q)-linear map α on the generators of H n (1, 0) by
Remark 5.5. The map α is an involution, because α 2 = Id.
Proposition 5.6. The map α is an algebra automorphism of H n (1, 0). This isomorphism acts on the idempotents of H 2 (1, 0) in the following way:
Proof. The quadratic relations for α(X) and α(T i ) are easily checked:
Since both α(X) and α(T i ) are a linear combination of the generator and a constant, the image under α of commuting generators still commutes. For the braid relations we have that
The only relation left to check is that
which follows from a somewhat tedious computation, using the fact that XT 1 XT 1 = T 1 XT 1 X. This proves that α is an algebra automorphism. The statement about the action on the idempotents is again proved with a direct computation.
Corollary 5.7. The map α induces the isomorphisms
6. Jucys-Murphy elements, the center of R n and categorification
The Jucys-Murphy (JM) elements in C[S n ] were defined in [J] and [Mu] . They generate the maximal commutative Gelfand-Zeitlin subalgebra of C[S n ] and act diagonally on the seminormal representations. This point of view has been used by Okounkov and Vershik ([OV] ) to approach the study of the representations of S n in a Lie theoretic way, considering the weights of this commutative subalgebra. Dipper and James ( [DJ] ) gave q-analogs of the JM elements in H n , which also act diagonally on seminormal representations and generate the Gelfand-Zeitlin subalgebra.
Definition 6.1. We define the JM elements in H n (1, 0) to be, for i = 1, . . . , ñ
and we then define the JM elements in R n to be the image of these in the quotient, that is
Several properties of the elementsL i are proved in [Ar3, Lemma 13 .2] (the notation is different there, in Ariki's notation we haveL i = t i and T i = a i+1 ). In particular we have thatL
This implies that symmetric polynomials in theL i 's are in the center of H n (1, 0).
with the same conventions as in Proposition 6.2, we have
We can describe the center of R n in terms of symmetric polynomials in the JM elements.
and analogously for the semisimple specializations R n (q).
Proof. Since symmetric polynomials in theL i are in the center of H n (1, 0) and the surjection
For the other inclusion, since R n is semisimple, all we need to show is that the action
Sn distinguishes the irreducible representations of R n . Let λ = (λ 1 , λ 2 ) be a bipartition with λ 2 a single column, and consider the irreducible representation M λ of R n . For a bitableau U ∈ T (λ), we have, by Corollary 6.3, that the JM elements (L 1 , . . . , L n ) act on v U by the eigenvalues (ε 1 q cU (1) , . . . , ε n q cU (n) ). It follows that the elementary symmetric polynomial e i (L 1 , . . . , L n ) acts on all the basis elements {v U |U ∈ T (λ)} of M λ by the same eigenvalue
which is independent of U . We claim that the values a 1 , . . . , a n determine M λ uniquely, which will imply the theorem. Given a 1 , . . . , a n , by definition of the elementary symmetric functions, we can recover the unordered multiset S = {ε 1 q cU (1) , . . . , ε n q cU (n) } from the equation
n−1 a n−1 t + (−1) n a n .
We then obtain (λ 1 , λ 2 ) in the following way: λ 2 is the partition with a single column with number of boxes equal to the multiplicity of zero appearing in S. For each j ∈ Z, if we denote by d j the number of times the number q j appears in S, then λ 1 is the unique partition with d j boxes on the j-th diagonal.
Remark 6.5. This is completely analogous to the proof of [RR, Prop 3.22 ], but it should be noticed that in that proof it was necessary that none of the parameters u 1 , . . . , u r of the cyclotomic Hecke algebra be zero.
6.1. Refined restriction and induction functors. Consider the JM element
, and, since L 1 = e, we also have eL n = L n e. It follows that the image of the inclusion
commutes with L n . We denote by R n -Mod the category of finitely generated left R n -modules. Given M ∈ R n -Mod, it has a vector space decomposition into the direct sum of the generalized eigenspaces for L n and since R n−1 commutes with the L n action, each of those generalized eigenspace is a module for R n−1 .
Definition 6.6. For M ∈ R n -Mod and an eigenvalue α of L n , we denote by M (α) ∈ R n−1 -Mod the generalized eigenspace with eigenvalue α.
Since R n is semisimple, each module M decomposes as a direct sum of M λ . By Corollary 6.3, since L n acts diagonally on the basis v U , we get that M (α) is an actual eigenspace and that the possible eigenvalues for L n are in the set {q i |i ∈ Z} ∪ {0}.
Definition 6.7. For i ∈ Z, we define the refined restriction functor
we also define the functor 
Proof. From Corollary 6.3, the eigenspace M
is spanned by the v (U 1 ,U 2 ) such that n ∈ U 1 and c U (n) = i. If there are no such U 's then the restriction is the zero module. Otherwise, since the action of e, T 1 , . . . , T n−2 doesn't affect the position of the box containing n in the tableau, we have a map
where U 1 \ {n} is the tableau obtained by removing the box containing n. This is an isomorphism by the definition of the action in (18) and it proves (i).
For (ii) it is completely analogous:
, and in this case n will be in the box at the bottom of the single column of U 2 . We conclude that we have the analogous isomorphism to (30) by removing the box containing n.
Since both taking generalized eigenspaces and restriction are exact functors, we have that for all i ∈ Z ∪ {∞}, the functor i-Res n n−1 is exact. We then have a left adjoint functor i-Ind n n−1 : R n−1 -Mod → R n -Mod and a right adjoint functor
where 
Proof. To prove (i), let i ∈ Z. For any (µ, 1 l ) bipartition of n consider the irreducible M (µ,1 l ) , then we have
This equals zero unless k = l and λ 1 = µ[i − ], in which case it is a one dimensional space. Since
In the same way
which equals zero unless k = l and λ 1 = µ[i − ], in which case it is a one dimensional space. Hence, as above
The exact same argument works for ∞-Ind Proof. Since R n−1 is semisimple, every module decomposes as a direct sum of irreducibles. The two functors agree on the irreducibles, therefore are isomorphic. Since i-Ind n n−1 is both left and right adjoint to i-Res n n−1 , it is an exact functor. 6.2. Categorification. We denote by G 0 (R n ) = K 0 (R n -Mod) the Grothendieck group of the abelian category R n -Mod, and for M ∈ R n -Mod, we denote by [M ] its class in G 0 (R n ). Remark that given our description of the simple modules of R n , we have an isomorphism
where the sum is taken over λ = (λ 1 , λ 2 ) with λ 2 a single column. For simplicity, we will work over the complex numbers and we will let
with λ as above. For i ∈ Z ∪ {∞}, we have the exact functors i-Res n n−1 M and i-Ind n n−1 M which induce linear maps e i,n :
. Definition 6.11. We introduce the notation G(R) = n≥0 G 0 (R n ), then we define the following linear operators in End(G(R)):
Lemma 6.12. For all i ∈ Z, we have the commutation relations
Proof. This follows immediately from the formulas for the action of e i , f i , e ∞ , f ∞ on the simple R n -modules in Propositions 6.8 and 6.9.
ker(e ∞ ) k .
Remark 6.14. From Proposition 6.8, we have Proof. The space F k is invariant under {e i , f i } i∈Z by Lemma 6.12. The result then follows directly from the formulas for the action of e i , f i of Propositions 6.8 and 6.9. In fact, for each fixed F k those are exactly the formulas that define the action of the Chevalley generators of gl ∞ on the basis of partitions of the Fock space. This is the same as what is proved by Ariki in [Ar1, Thm 4.4].
Cellular Structure
In all the previous sections we have focused on the generic mirabolic Hecke algebra R n and its semisimple specializations. Proof. If [n] q ! = 0, H n (1, 0; q) is semisimple by Theorem 4.2, and therefore so is R n (q) by Proposition 4.15. When [n] q ! = 0, then the Hecke algebra H n (q) is not semisimple. Notice that we have a surjective map R n (q) ։ H n (q) given by e → 1. Then in this case R n (q) also cannot be semisimple since it has a non-semisimple quotient.
To study what happens in the non-semisimple case, it would be extremely helpful to establish that R n (q) is a cellular algebra in the sense of Graham and Lehrer (see [GL] ). Then the general theory of cellular algebras could be used to describe the representation theory of R n (q).
We give a reminder of the definition of a cellular algebra and a cellular basis for H(1, 0; q), following [DJM] .
Definition 7.2. Let A be an algebra A over a ring , with a -basis {C λ s,t |λ ∈ Λ, s, t ∈ M (λ)} where Λ a partially ordered set, and M (λ) a finite set for each λ ∈ Λ. We say that A is a cellular algebra (and we call the basis we just defined a cellular basis) if it satisfies the following properties:
(C1) The -linear involution * : A → A given by C λ s,t * = C λ t,s is an antiisomorphism of algebras. (C2) For each a ∈ A we have
where r a (s ′ , s) is independent of t and A(> λ) is the -submodule of A generated by {C µ p,q |µ > λ, p, q ∈ M (µ)}. By applying the antiinvolution * , we can also substitute (C2) with the equivalent condition (C2 ′ ) For each a ∈ A we have
where r a (t ′ , t) is independent of t.
In the case of the cyclotomic algebra H n (1, 0; q), we take Λ = Λ(n) = {(λ 1 , λ 2 )} the set of all bipartitions of n, with the dominance partial order given by
for all 1 ≤ k ≤ 2, j ≥ 0. If λ µ and λ = µ we write λ ⊳ µ. We then take M (λ) = T (λ) to be the set of all standard bitableaux of shape λ.
To define the cellular basis we need to define some elements. For a bipartition λ, we define the superstandard bitableau t λ to be the standard bitableau of shape λ filled with the numbers 1, . . . , n in order starting from the first row of the first tableau and going down the rows, then filling the rows of the second tableau.
Example 7.3. If λ = ((2, 2), (3, 1, 1)) then
We then have the Young subgroup S λ = S λ 1 × S λ 2 of the symmetric group S n which is the stabilizer of the rows of t λ . We define
For a standard bitableau s, define d(s) ∈ S n to be the permutation such that
Theorem 7.4 ( [DJM, Thm 3.26] ). A cellular basis for H n (1, 0; q) is given by
with * being the anti-involution that fixes the generators X, T 1 , . . . , T n−1 .
We consider the elementsC λ s,t ∈ R n (q) to be the images of the cellular basis of H n (1, 0; q) in the quotient. Let Λ ′ (n) ⊂ Λ(n) be the subset Λ ′ (n) = {(λ 1 , λ 2 ) ∈ Λ(n)|λ 2 is a single column} with the induced partial order from Λ(n). Proof. Suppose Conjecture 7.6 holds. Clearly the elements {C λ s,t |λ ∈ Λ(n)} span R n (q) because they are the image of a basis under a surjective map. By Conjecture 7.6, consider an elementC λ s,t with λ ∈ Λ(n)\Λ ′ (n), then it is a linear combination of elementsC µ p,q with λ ⊳ µ. For each of those elementsC µ p,q with µ ∈ Λ(n) \ Λ ′ (n) we can do the same thing and express them as a linear combination of elements strictly higher in the partial order and so on. Since Λ(n) is a finite set, this procedure terminates and hence every element of the set {C λ s,t |λ ∈ Λ(n)} is in the span of {C λ s,t |λ ∈ Λ ′ (n)}. This shows that the latter set spans R n (q), hence by a dimension count it is a basis.
Then, the anti-involution * : H n (1, 0; q) → H n (1, 0; q) fixing the generators descends to the anti-involution of R n (q) of Remark 3.4, so condition (C1) in Definition 7.2 is satisfied automatically. Finally, since condition (C2) holds for the cellular basis of H n (1, 0; q), it still holds in the quotient for the elements {C λ s,t |λ ∈ Λ(n)}. By Conjecture 7.6, we can then reexpress the RHS of (C2) in terms of only elements of {C λ s,t |λ ∈ Λ ′ (n)}, up to terms higher in the partial order. Therefore condition (C2) holds in R n (q) for the basis {C λ s,t |λ ∈ Λ ′ (n)} and Conjecture 7.5 follows.
We can easily check Conjecture 7.6 for R 2 (q).
Theorem 7.8. R 2 (q) is a cellular algebra.
Proof. For n = 2, we have the five bipartitions of 2 in order (2, ∅) ⊲ (11, ∅) ⊲ (1, 1) ⊲ (∅, 2) ⊲ (∅, 11).
For four of those, there is only one standard bitableau of the given shape λ, which is the superstandard one t λ . The exception is (1, 1) for which we have the two bitableaux t
(1,1) = 1 , 2 ; s (1,1) = 2 , 1 .
We have
The cellular basis of H n (1, 0; q) is then given by
A direct computation shows that in R 2 (q), where L 1 = e and L 1 L 2 = q −1 T 1 eT 1 e, we have 1
s,s +C
(1,1) s,t
+C
(1,1) t,s
(1,1) t,t −C (2,∅) t,t . So indeed, since (∅, 2) is the only partition not in Λ ′ and since (∅, 2) ⊳ (1, 1), (∅, 2) ⊳ (2, ∅) we have that Conjecture 7.6 holds for R 2 (q), hence by Conjecture 7.5 the theorem follows.
Remark 7.11. Travkin, in his paper [T] , has defined a special basis of R n (q) using its interpretation as a convolution algebra as in the beginning of Section 3. The definition uses the geometry of the G-orbits on G/B × G/B × V . Travkin calls it the Kazhdan-Lusztig basis of R n (q) and, by definition, it is invariant under a KL-involution of R n (q), and can be used to define left, right and two-sided KL cells. In [T] , it is conjectured that these cells are related to the mirabolic RSK correspondence that is defined in the paper. The problem with that construction, which makes it not applicable to the conjectures of this section, is that it only uses the H n (q)-bimodule structure of R n (q) and not its algebra structure. In fact the KL-involution defined by Travkin is not an algebra involution. Finding a cellular basis for R n (q) (and possibly relating it to the mirabolic RSK correspondence) could then also be interpreted as a way of restating and answering Travkin's conjecture.
