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A B S T R A C T
We study connections between global symmetries, topological objects, and phase
transitions in non-abelian gauge theories. The characterization of deconfinement as
a spontaneous symmetry breaking transition in SU(N) gauge theories with static
quarks, and its description in terms of ZN interfaces, serve as our motivation. We
study 2 + 1 dimensional SU(N) gauge theories with N ≤ 4, which are candidates
for the exploitation of universality with corresponding N-state Potts models. Exact
results from the 2d spin systems are used to obtain critical couplings, transition
temperatures, exponents, and the behavior of string tensions at criticality. Kramers-
Wannier duality emerges between center vortices and electric fluxes at the phase
transition for N ≤ 3, which is inherited from a finite volume self-duality of the 2d
N-state Potts models. The form of the duality as a discrete Fourier transform over
ensembles with interfaces emphasizes the link between confinement and topology
in pure SU(N) gauge theories.
We then investigate monopole inducing boundary conditions in SU(N) grand
unified theories with an adjoint Higgs field, and find that non-trivial magnetic
charge may be enforced but with several restrictions.
Finally, we introduce dynamical quarks and the curious connection between con-
finement and their fractional electric charge. Owing to a coincidence of quantum
numbers in the matter sector, the Standard Model possesses a hidden global cen-
ter symmetry that is lost when Quantum Chromodynamics (QCD) is treated as
an isolated theory. We discuss the topological implications of this symmetry, and
investigate their influence on the phase structure of a 2-color lattice model with
quarks that carry also a fractional electric charge.
v
Z U S A M M E N FA S S U N G
Wir untersuchen den Zusammenhang zwischen globalen Symmetrien,
topologischen Objekten und Phasenübergängen in nicht-abelschen Eichtheorien.
Dies ist dadurch motiviert, dass in SU(N) Eichtheorien der Deconfinementüber-
gang mit der spontanen Brechung einer globalen Symmetrie assoziiert werden
kann. Am Übergang wird die globale ZN ∈ SU(N) Symmetrie gebrochen. Dies
geht einher mit der Unterdrückung von Vortexgrenzflächen zwischen verschiede-
nen ZN Zentrumssektoren und liefert eine qualitative und quantitative Beschrei-
bung des Phasenübergangs. Wir untersuchen 2 + 1 dimensionale SU(N)
Eichtheorien mit N ≤ 4, da diese Kandidaten für die Nutzung von Universalität
mit entsprechenden N-Zustands Potts-Modellen sind. Wir nutzen exakte Resultate
aus 2d Spinsystemen um kritische Kopplungen, Übergangstemperaturen, Exponen-
ten und das asymptotische Verhalten der Stringtension im kritischen Bereich zu
berechnen.
Dabei tritt die Kramers-Wannier-Dualität zwischen Zentrumsvortices und elek-
trischen Flüssen im kritischen Bereich auf. Diese spiegelt die Selbstdualität eines N-
Zustands Potts-Modells auf einem Torus wider. Die Eigenschaften der Dualität als
Beziehung zwischen ZN Zentrumssektoren, und ihre Darstellung in den Eichtheo-
rien, unterstreichen die essentielle Verbindung zwischen dem Deconfinementüber-
gang und nicht-trivialer Topologie in SU(N) Eichtheorien.
Danach betrachten wir Monopol induzierende Randbedingungen in SU(N)
großen-vereinheitlichten Theorien mit adjungiertem Higgs-Feld und finden, dass
nicht-triviale magnetische Ladung dadurch erzwungen werden kann, allerdings
mit einigen Einschränkungen.
Zuletzt führen wir dynamische Quarks und die sonderbare Verbindung zwis-
chen Confinement und ihrer gebrochenzahligen elektrischen Ladung ein. Durch
einen scheinbar zufälligen Zusammenhang verchiedener Quantenzahlen besitzt
das Standardmodell eine versteckte, globale Zentrumssymmetrie. Diese Symme-
trie geht verloren, wenn man QCD als isolierte Theorie betrachtet. Wir diskutieren
die topologischen Implikationen dieser Symmetrie und untersuchen ihren Einfluss
auf das Phasendiagramm eines 2−Farb Gittermodells mit dynamischen Quarks.
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1
I N T R O D U C T I O N
The marriage of Quantum Chromodynamics (QCD) and the electroweak theory of
Weinberg, Glashow and Salam [1, 2, 3] is resilient. It has withstood more than thirty
years of collider experiments and accommodated multiple generations of fermions.
This Standard Model of particle physics must be extended to account for neutrino
oscillations [4, 5], dark matter, gravity, and other theoretical puzzles, but this does
not inhibit its potency as a low energy effective theory. Even the recent discovery
of a 125 GeV particle at the Large Hadron Collider (LHC) is so far consistent with
the textbook electroweak paradigm [6, 7].
Yet our theoretical understanding of the Standard Model remains incomplete.
This is especially true of QCD, the theory of conspiring quarks and gluons that
contribute the vast majority of the mass of ordinary matter. On the one hand,
asymptotic freedom indicates that QCD is weakly interacting at high energies [8, 9],
allowing one to identify the partons of deep inelastic electron-proton scattering ex-
periments with the quanta of quark and gluon fields. On the other hand, isolated
quarks and gluons have never been observed. What’s more, the masses of protons
and neutrons are much larger than the sum of the current masses of a handful of
‘up’ and ‘down’ quarks [10].
‘Where are the quarks? Why are we so heavy?’
These questions should be explained by the non-linear nature of QCD at low ener-
gies. The interactions of quarks and gluons are not mere perturbations to the kinetic
terms of the Lagrangian. They are dominant, allowing for the long-range, infra-red
(IR) physics behind quark confinement and dynamical mass generation. The pur-
suit of an understanding of IR QCD dynamics forms a noteworthy contrast with
beyond Standard Model endeavors that include extra symmetries or dimensions.
They introduce exotic new physics that become relevant under exotic conditions.
These conditions may be out of reach of collider experiments. Meanwhile, QCD is
challenging us at room temperature.
The complexity of QCD is not diminished as pressure and temperature are in-
creased to the regimes of colliding nuclei or compact stars. In spite of naive ex-
pectations from asymptotic freedom, the soup of quarks and gluons produced by
the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC)
does not allow for a simplistic interpretation as a phase of weakly interacting, de-
confined particles [11]. Indeed, this ‘quark-gluon plasma’ (QGP) remains strongly
coupled. I will refrain from presenting a sketch of the QCD phase diagram at
non-zero pressure (chemical potential) and temperature that is commonly inferred
from model studies and theoretical arguments. Such a sketch implies that we have
a more complete understanding of strong dynamics than we actually do, especially
in regimes of large chemical chemical potential where experimental probes and ab
initio calculations are lacking.
1
2 introduction
While waiting on experimental results from RHIC, LHC and the Compressed
Baryonic Experiment at FAIR [12], theorists perform their own experiments by
pushing and prodding QCD in various ways. There is much to be learned by chang-
ing the number of colors or flavors of quarks, the number of spacetime dimensions,
and taking diametric extremes such as the limits of massless or infinitely heavy
quarks. By keeping track of the similarities and differences, one has a chance of
shaking out the most important qualitative features of QCD.
The long range correlations induced by strong interactions prompt one to con-
sider the large scale structure of the fields. Insight may be gained by identifying
the dynamically relevant configurations, and determining their fate as QCD and
QCD-like theories become weakly interacting at extreme temperatures and pres-
sure. Such fluctuations tend to be topological and permit a semi-classical interpre-
tation. They are objects such as vortices, monopoles, and instantons, which are
closely linked with the existence of global symmetries and whether they are real-
ized or spontaneously broken in various thermodynamic phases [13].
Such themes tie together the work presented in this thesis.1 Lattice field theory is
employed throughout as a non-perturbative tool. Not only does it allow for quan-
titative calculations with well controlled approximations, but its formulation as a
statistical system highlights the parallels between gauge theories and spin systems.
Global center symmetry, which is obtained in the limit of static quarks, is of spe-
cial interest. It allows one to relate the finite temperature deconfinement transition
to the spontaneous magnetization of a spin system. For pure SU(3) gauge theory
in 3 + 1 d, the transition is weakly first order, so an effective description in terms
of spins breaks down at some scale. In Chapter 3 we instead study SU(N) gauge
theories in 2 + 1 d, which have second order transitions for N < 4. The goal is to
see how far the correspondence with spin systems can take us, and to gain fur-
ther insight into the universal aspects of the deconfinement transition. Here we are
confronted by the Kramers-Wannier duality of N-state Potts models, which are all
self-dual in 2d. This allows for a precision study of the gauge theories, and empha-
sizes the topological link between of the effective degrees of freedom at criticality:
color electric fluxes and the confining fluctuations which are interfaces between
between different center sectors of the theory.
In Chapter 4 we take a detour via magnetic monopoles in grand unified theories.
In particular, we search for boundary conditions that allow for a non-perturbative
lattice study of ’t Hooft-Polyakov monopoles in SU(N) gauge theories with an
adjoint Higgs field. We find that suitably twisted C-periodic boundary conditions
make this possible, but only for even N. Confinement is not a focus here, but is nev-
ertheless related. The center vortex mechanism of confinement in SU(N) gauge the-
ories has been paralleled by the monopole scenario, which attributes confinement
to a dual Meissner effect from a condensate of abelian monopoles. Interpreting the
monopole inducing boundary conditions in terms of center vortices highlights their
close relationship.
1 The work presented in Chapter 3 was obtained in collaboration with Lorenz von Smekal, and has
appeared elsewhere in Refs. [14] and [15], and also with Nils Strodthoff in Refs. [16, 17]. The results
in Chapter 4 have appeared in Ref. [18], also in collaboration with Dhagash Mehta and Arttu Rajantie.
Several of the results in Chapter 5 have been published in Ref. [19, 20] with Andre Sternbeck, and
others stem from a collaboration with Jeff Greensite and Kurt Langfeld.
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Unification has a long history as an explanation for the relative quantum num-
bers of the Standard Model matter fields. This ties into Chapter 5, in which we ex-
plore the link between the confinement of quarks and their fractional electric charge.
Quarks are the only matter fields in the Standard Model with both a confined color
charge and fractional electric charge in units of the electron charge. When QCD is
studied in isolation, the introduction of dynamical quarks explicitly breaks center
symmetry. Deconfinement may no longer be described by spontaneous symme-
try breaking with a well-defined order parameter. The fractional electric charge of
quarks leads to a hidden global symmetry that combines the centers of the color
and electroweak gauge groups and may have non-trivial implications for the phase
structure of the Standard Model. Here we are motivated by the potential resur-
rection of deconfinement as a true phase transition in the presence of dynamical
quarks. To that end, we explore conceptual implications of the hidden symmetry
in a toy 2-color model of QCD with half-integer electrically charged quarks.
In anticipation of the final resting place of a dissertation, which is in the hands
of other students, the style of writing breaks formality so long as precision is not
compromised. The intuitive content of the concepts presented here is sometimes ob-
scured by their strict mathematical definition. Hopefully our pedagogical approach
will benefit a future reader.

2
G A U G E T H E O R I E S
Before diving into the meat of this thesis, we will briefly review some formal as-
pects of gauge theories. The intention is to establish conventions, notation, and a
context for the subsequent chapters.
2.1 gauge invariance and geometry
Remarkably, both of the pillars of modern physics are based on a local symme-
try principle. For Einstein’s General Relativity the symmetry is diffeomorphism
invariance of spacetime itself. For the field theories of the Standard Model, it is
an internal gauge symmetry of the field content that lives upon a spacetime back-
ground. In each case, the theory is most beautifully formulated using a geometric
perspective.
Start with a complex scalar field φ(x) ∈ C for some spin-0 particle with mass m.
The free Lagrangian,
L = 1
2
(∂µφ
∗)(∂µφ)− 1
2
m2φ∗φ, (2.1)
is invariant under global gauge transformations,
φ(x)→ e−ieθφ(x), (2.2)
that map the vector space C of field values on to itself. The electric charge e tells
us how rapidly the phase of φ rotates with θ. Demanding invariance under local
gauge transformations,
φ(x)→ e−ieθ(x)φ(x), (2.3)
we may imagine that φ(x) maps to a unique copy of C at each spacetime point x,
and a local gauge transformation is equivalent to a change of basis for the field
space. Fiber bundles provide the appropriate framework for a geometric formula-
tion.1 In the language of fiber bundles, the vector space C is called the standard fiber,
while spacetime M is the base space. In this case, the fiber bundle is a manifold that
locally has the form of a product M×C but may have additional non-trivial global
structure. The gauge group is comprised of the set of gauge transformations of a
fiber on to itself, which is the abelian group U(1) in this case.
The derivative operator compares field values living at different spacetime points,
so a consistent way of transporting vectors from one fiber to another is required.
Such a connection replaces the ordinary derivative with a covariant one,
Dµφ = (∂µ + ieAµ)φ, Dµφ∗ = (∂µ − ieAµ)φ∗. (2.4)
The introduction of a vector potential Aµ(x) accounts for the infinitesimal change of
coordinates (phase) as we move between fibers belonging to neighboring spacetime
points.
1 See Ref. [21] for a readable introduction.
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Invariance of the Lagrangian requires that the covariant derivative Dµφ trans-
forms like the field φ itself under gauge transformations, which justifies its name.
This dictates the transformation law for the vector potential,
Aµ(x)→ e−ieθ(x)[Aµ(x)− ie∂µ]e
ieθ(x) = Aµ(x) + ∂µθ(x). (2.5)
The scalar field φ is parallel transported along a spacetime path by demanding that
its covariant derivative vanishes. Infinitesimally, one adds a correction,
ieAµ(x)φ(x), (2.6)
when φ(x) is transported from x to x + δx . Transportaton along a finite path γ to
some point y is an iterative process that compounds the infinitesimal corrections.
They exponentiate,
φ(y) = (P exp i
∫
γ
eAµdxµ)φ(x), (2.7)
where the path ordering P reminds us that the infinitesimal transportations are
performed successively.
If parallel transportation around a closed loop C is non-trivial,
P exp i
∮
C
eAµdxµ 6= 1, (2.8)
then the connection has curvature. This object is called a loop holonomy. It gives
the Aharonov-Bohm phase seen by a quanta of φ when it traverses the loop C.
The field strength tensor Fµν(x) is an infinitesimal measure of the curvature. It
measures the extent to which parallel transport depends on the path taken. Trans-
porting φ around a small square with sides of length e in the (µ, ν) -plane gives the
holonomy,
≈ 1+ iee2Fµν, (2.9)
where the field strength tensor is the 2-form defined by,
Fµν = − ie [Dµ, Dν] = ∂µAν − ∂νAµ + ie[Aµ, Aν], (2.10)
and the commutator is trivial for electrodynamics. The addition of the gauge in-
variant term − 14 FµνFµν to the Lagrangian encodes the contribution of the curvature
of the connection specified by Aµ, the photon field.
Generally, the vector space of matter fields that form the standard fibers may
be in any representation of a gauge group. The quarks of QCD belong to the fun-
damental representation of SU(3). Each Dirac spin component of a quark field ψ
transforms as a Grassman valued 3-vector under SU(3) matrix multiplication. Since
the covariant derivative acts infinitesimally on the quark field, the gluon vector po-
tential Aµ lives in the Lie algebra, su(3). It is a 3× 3 matrix spanned by 8 traceless,
hermitian generators,
Aµ(x) = AAµ (x)T
A, with
[TA, TB] = i f ABCTC, tr TATB =
1
2
δAB.
(2.11)
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The non-abelian nature of the group SU(3) is expressed in its Lie algebra su(3) via
the structure constants f ABC, which encode the commutation properties of TA. The
field strength becomes,
Gµν = GAµνT
A = ∂µAν − ∂νAµ + ig[Aµ, Aν], (2.12)
with the strong coupling constant g. The Lagrangian contains a sum over quark
flavors
LQCD =∑
f
ψ¯ f
(
iγµDµ −m f
)
ψ f − 14 G
A
µνG
Aµν, (2.13)
where the covariant derivative
Dµq = (∂µ + igAµ)q = (∂µ + igAAµ T
A)q, A = 1, . . . , 8, (2.14)
is contracted with anticommuting gamma matrices that are normalized by the met-
ric tensor gµν for Minkowski spacetime,
{γµ,γν} = 2gµν. (2.15)
In addition to a purely kinetic term, the Yang-Mills action for gluons contributes
3 and 4-point self interactions to strong dynamics. There is also a possible CP
violating θ-term that is related to tunnelling between different topological sectors
via instantons. It is tightly constrained, however, by the experimental upper bound
on the electric dipole moment of the neutron [22] and will henceforth be neglected.
The classical equations of motion are derived from stationary points of the action,
S =
∫
d4xL, with respect to functional variations of the fields. In electrodynamics,
variation with respect to the vector potential
δS = 0⇒ ∂µ
(
∂L
∂(∂µAν)
)
− ∂L
∂Aν
= 0 (2.16)
yields the inhomogeneous Maxwell equations in covariant notation, with source
currents constructed from whichever matter fields are included in the Lagrangian.
Applying Noether’s theorem to global gauge invariance implies that these same
currents are conserved. For QCD, the conserved Noether currents contain contri-
butions from the gluon fields. This wrinkle reflects the fact that, in contrast to the
photon field, the gluon field is self-coupled and has a color charge of its own.
2.2 quantization
For our purposes the path integral formulation is the most convenient quantization
scheme. The vacuum expectation value of some operator O[fields] corresponding
to an observable is given by a phase-weighted average over all possible field con-
figurations,
〈O〉 = 1
Z
∫
∏
i
D[fields]O[fields]eiS, Z =
∫
∏
i
D[fields]eiS. (2.17)
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Unfortunately, gauge invariance compounds the difficulty of handling this infinite
dimensional integral. The same principle that motivates the beautiful geometric for-
mulation of the classical theory becomes a burdensome overcounting upon quanti-
zation. Extracting the physically relevant degrees of freedom from the abundance
of field configurations and their gauge copies is an extreme technical challenge.
In continuum perturbation theory, quantization may be achieved in a more or
less rigorous fashion using the Becchi-Rouet-Stora-Tyutin (BRST) formalism [23].
This necessitates gauge-fixing and the introduction of auxiliary Faddeev-Popov
ghosts that must not appear in asymptotic states. The extension to non-perturbative
physics is problematic, however, due to Gribov copies and the difficulties of com-
pletely fixing the gauge. The rigorous connection between continuum methods in
covariant gauges, such as Dyson-Schwinger equations [24, 25, 26] and the Func-
tional Renormalization Group [27, 28], and lattice formulations with manifest gauge
invariance, is a work in progress [29, 30]. In this work, lattice field theory is the
weapon of choice.
2.3 lattice field theory
One can make sense of the path integral by discretizing spacetime.2 The spacing a
between lattice points acts as a regulator for short distance UV behavior and, since
we are always limited to a finite number of lattice points, the volume provides
an IR regulator. Moreover, a finite number of spacetime points and fields entails
a finite number of integrals. As the lattice becomes both larger and more densely
populated, computations should converge to those in a continuum formulation
and provide a practical definition of the path integral. As always, the devil is in the
details. The theory must first be distorted in several ways.
Calculations with a finite number of field configurations are hindered by inter-
ference from the complex weights eiS in Eq. (2.17). One way to make progress is
to abandon Minkowski spacetime by Wick rotating, t → it, to a Euclidean metric.
The action picks up the i from the integral over spacetime, so field configurations
are now weighted by a Boltzman factor e−S. The path-integral takes the form of a
statistical partition function,
Z =
∫
∏
fields
D[fields]e−S. (2.18)
Given a way to generate n field configurations with a probability distribution
e−S[fields] , expectation values may be then be approximated by,
〈O〉 ' 1
n
n
∑
i=1
O[fields]. (2.19)
This is feasible when the weight e−S is real. This is, unfortunately, not always the
case. The inclusion of a chemical potential µ for fermion fields generally leads to a
complex weight, which is referred to as the fermion sign problem. It prevents lattice
methods from fully exploring the QCD phase diagram at finite chemical potential.
2 Ref. [31] is our preferred reference for lattice gauge theory.
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Figure 2.1: Cartoon of the lattice. Links parallel transport the fields φ between neighboring
spacetime points with lattice spacing a. Plaquettes give the contribution from
the field strength tensor, Fµν. The inverse of the compact temporal extent deter-
mines the temperature T.
2.3.1 Gauge fields
Parallel transport of matter fields results in multiplication by a gauge group ele-
ment, which is built up from successive applications of the Lie algebra valued fields
Aµ. As such, it is natural that a lattice formulation is constructed using gauge group
elements in place of Aµ. Between neighboring spacetime points x and x + µˆ, with
µˆ in units of the lattice spacing a, one assigns directed group variables, Uµ(x), that
correspond to parallel transport as in Eq. (2.7). In the limit a→ 0, the path-ordered
exponential is well-approximated by any value for the gauge field along the path,
Uµ(x) ≈ exp[iaAµ(x)], (2.20)
where the coupling constant g has been absorbed into Aµ(x).
On the lattice, the curvature of the connection is measured via a× a square pla-
quettes. The plaquette in the (µ, ν) plane at x is defined by,
µν(x) = Uµ(x)Uν(x + µˆ)U−µ(x + µˆ+ νˆ)U−ν(x + νˆ), (2.21)
where links in the reverse orientation are inverted,
U†µ(x) = U
−1
µ (x) = U−µ(x + µˆ). (2.22)
In the limit a→ 0 plaquettes are related to the continuum field strength tensor by,
µν ∼ 1+ ia2Fµν. (2.23)
The contribution of the field strength tensor to the path integral is approximated
by a sum over plaquettes to give Wilson’s gauge action,
Sg = −∑

β
N
Re[tr µν], (2.24)
with lattice coupling β = 2N/g2 for SU(N). The trace ensures invariance under
local gauge transformations Ω(x),
Uµ(x)→ Ω−1(x)Uµ(x)Ω(x + νˆ). (2.25)
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Lattice actions that converge faster than O(a2) to the continuum case are con-
structed by adding operators that are built from larger loops, such as 1× 2 rect-
angles.
The path-integral calls for an integration over gauge field configurations. This
means an integration over the gauge group for each link. The measure dUµ(x) for
a link should be normalizable, and also invariant under gauge transformations,
which are just a change of variables. The invariant group measure, or Haar measure,
is the appropriate choice. The group manifold of SU(2), for example, is isomorphic
to the 3-sphere. The Haar measure is then simply the uniform measure on the
surface of the sphere inherited from its embedding in R4. With a measure in hand,
one may integrate over each of the finite number of link variables. Expectation
values of operators may then be calculated without fixing a gauge.
The most natural operators in lattice theories are loop products of link variables,
the analog of the continuum loop holonomies in Eq. (2.8). Gauge invariant loop
operators must be closed, both in coordinate and color space. For the latter, this
means taking the trace in some representation of the gauge group. Such Wilson loops
correspond to the parallel transportation of a test charge in the given representation
and act as probes of the gauge field fluctuations.
2.3.2 Matter fields
So much for the gauge degrees of freedom. Dynamical matter fields are more trou-
blesome.
A single fermion flavor with mass m is described by Dirac spinors ψ(x) and ψ¯(x)
living on lattice sites. We will suppress spin and color indices that are summed
over in any bilinear expression. Discretization of the fermion action starts with a
finite difference approximation for the partial derivative operator,
∂µψ(x)→ 12a (ψ(x + µˆ)− ψ(x− µˆ)). (2.26)
Promoting this to a covariant derivative by connecting neighboring sites with par-
allel transporters Uµ(x) leads to the naive fermion action,
S0F = a
4∑
x,µ
ψ¯(x)(γµ
Uµ(x)ψ(x + µˆ)−U−µ(x)ψ(x− µˆ)
2a
+ mψ(x)). (2.27)
The Euclidean version of the gamma matrices γµ satisfy
{γµ,γν} = 2δµν, (2.28)
since up and down indices are no longer distinguished. Proceeding naively, we
would then integrate over the Grassman fields at each lattice site to include their
contribution to the path integral,
Z =
∫
∏
x
∏
µ
dUµ(x)dψ(x)dψ¯(x)e−Sg−S
0
F . (2.29)
Unfortunately, this doesn’t work. The inverse of the bilinear Dirac operator in (2.27)
should give the fermion propagator connecting lattice sites. The problem is that
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the propagators for fermions pick up poles in momentum space at the edges of the
Brillioun zone. For instance, massless fermions pick up a pole at each
pµ = pi/a, pµ ∈ (−pi/a,pi/a], (2.30)
in addition to the physical pole at pµ = 0. These fermion doublers must be removed
in the continuum limit.
Wilson suggested the addition of a mass shifting term that vanishes with 1/a. In
compact notation,
S0F → SF = a4∑
x,y
ψ¯(x)(1− κD(x|y)ψ(y), (2.31)
where,
D(x|y) =∑
µ
[(1+ γµ)Uµ(x)δy,x+µˆ + (1− γµ)U−µ(x)δy,x−µˆ], (2.32)
and,
κ =
1
2(am + 4)
, (2.33)
are the hopping matrix and parameter respectively. As a→ 0 the fermion doublers
become heavy and decouple. The price to pay is that chiral symmetry is explicit
broken for any finite lattice spacing. This is a disadvantage that we can live with.
A no-go theorem from Nielsen and Ninomiya [32] rules out doubler free lattice
actions that are real, local, and have both chiral and translational invariance. One
is therefore forced to compromise. Formulations of lattice fermions with better
chiral properties, such as domain wall or overlap fermions, require considerable
expense and complexity. They are not necessary for our exploratory simulations
with dynamical quarks carrying fractional electric charge in Chapter 5.
2.3.3 Boundary conditions
In practice, simulations are limited to lattices with a finite physical extent, and the
boundary conditions have important consequences.
2.3.3.1 Temperature
In the operator formalism, the partition function of a quantum statistical system at
finite temperature T is,
Z(T) = tr exp[−Hˆ/T], (2.34)
where Hˆ is the Hamiltonian. After Wick rotating to imaginary time, t → iτ, the
trace requires translationally invariant boundary conditions (periodic for bosons,
anti-periodic for fermions) with respect to the finite temporal extent 1/T. Z(T)
may be then be reexpressed as a functional integral in Euclidean spacetime,
Z(T) =
∫
∏
fields
D[fields]e−S, S =
∫ 1/T
0
dτ
∫
d3xL[fields]. (2.35)
After discretization, this is the thermodynamic limit for taking the spatial volume
to infinity for the path-integral calculated on a lattice with a compact temporal
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Figure 2.2: Parallel transport of a test charge around a loop measures the enclosed flux,
which is described by a loop holonomy as in Eq. (2.8). Symmetries of the action
provide the possibility to enforce non-trivial flux on a translationally invariant
finite volume.
extent. Any finite lattice whose spatial dimensions are much larger than the longest
correlation length in the system is, to a good approximation, in the thermodynamic
limit. The temporal extent then fixes the temperature,
aNt = 1/T, (2.36)
where Nt is the number of lattice points in the time direction.
This makes the lattice a useful tool for the calculation of thermodynamic quanti-
ties and the exploration of the finite temperature phase structure of gauge theories.
It is also well-suited for spectroscopy of, e.g., hadron masses at zero temperature,
since as T → 0 the lowest lying energy eigenstates that overlap with an operator
dominate its expectation value. The trade-off for the ease of access to thermodynam-
ics and spectral properties with a Euclidean metric is that the real-time dynamics
are obscured behind the formidable barrier presented by analytic continuation to
Minkowski spacetime.
2.3.3.2 Finite volumes
The boundary conditions in the spacelike directions should also be translationally
invariant. Finite volume surface terms are then avoided, which might otherwise
dominate the functional integral. A spacetime torus is the most suitable geometry.
Note, however, that strict periodicity is not required. Boundary conditions are
compatible with translational invariance, i.e., the conservation of energy-momentum,
so long as they respect the symmetries of the Lagrangian.
Consider, for example, the boundary conditions on the gauge fields, which de-
termine the result of parallel transporting a test charge on some path that wraps
around the torus. It is possible for a test charge to measure an Aharonov-Bohm
phase (2.8) from enclosed flux as a result of non-trivial boundary conditions, so
long as they amount to a symmetry transformation for the dynamic fields that
appear in the theory.
For instance, in an SU(N) gauge theory, parallel transporting a fundamental test
charge in a closed loop traces out a path on the gauge group manifold of SU(N)
that starts from the identity element, according to a path-ordered integral as in (2.8).
Taking the trace of the endpoint in SU(N) gives a Wilson loop in the fundamental
representation, which corresponds to the gauge invariant Aharonov-Bohm phase
picked up by the test charge. Suppose that the loop wraps around one face or
cross section of a 1/T× Ld spacetime volume, and that the Aharonov-Bohm phase
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picked up by a fundamental test charge is equivalent to a gauge transformation by
a ZN center element,
ZN = {ei2pin/N I, n = 0, 1, . . . N − 1} ∈ SU(N). (2.37)
That is, the field (or wavefunction) ψ belonging to a quark transforms as,
ψ→ P exp i
∮
C
Aµdxµψ = ei2pin/Nψ, (2.38)
when it is dragged around the loop, in a continuum formulation where Aµ contains
the coupling constant g. We may conclude that this cross section is pierced by color
flux quantized by ZN , i.e., a ZN center vortex.
In the absence of dynamic quarks or other fields that represent the center sub-
group ZN ⊂ SU(N), such fluxes may be enforced without violating translational
invariance or mathematical consistency. First note that there is no issue with mul-
tivaluedness if the Lagrangian only contains fields, such as the adjoint gluon field,
which transform trivially under ZN ⊂ SU(N) gauge transformations. Parallel trans-
porting a particle in the adjoint representation traces out a closed path in the quo-
tient group SU(N)/ZN if the spacetime path encloses ZN quantized color flux. Par-
ticles in the adjoint representation are ‘blind’ to the flux. From this perspective, the
allowed fluxes are determined by the types of closed paths that may be traced out
in SU(N)/ZN . Paths that may be continuously deformed into one another fall into
equivalence classes labelled by the first homotopy group,
pi1(SU(N)/ZN) ' ZN , (2.39)
which gives a formal topological classification for vortices.
The possibility to construct boundary conditions that enforce non-trivial color
flux relies furthermore on the fact that the torus is not simply connected. The ZN
valued jumps in (2.38) for the line integral of Aµ wrapping around a cross section
of the finite volume do not necessitate any singularities in the fields. Instead, the
system may smoothly interpolate between physically equivalent copies that are
related by a ZN center phase when a loop winds around the torus, which can be
kept track of unambiguously via the winding number. From a physical perspective,
the fact that the torus is not simply connected means that flux may satisfy a Gauss
law while still piercing a finite volume. We may imagine that it closes on itself in
the compact directions, or else with mirror fluxes in neighboring volume cells.
The non-perturbative features of gauge theories are often tightly connected with
symmetries and the interplay of spacetime and the gauge group via topology. By
fixing a theory to a superselection sector with a given vortex or monopole content,
it is possible to get a handle on their relevance in various parameter regimes of the
theory.
Our description here of boundary conditions and topology only hints at the
flavor of the topic. We will have much more to say about topologically non-trivial
boundary conditions that induce vortices and magnetic monopoles in Chapter 3
and Chapter 4 respectively. A complete, self-contained review of the mathematics
would, however, be at odds with brevity. The interested reader is referred instead
to Refs. [21, 33, 34].

3
U N I V E R S A L A S P E C T S O F C O N F I N E M E N T I N 2 + 1
D I M E N S I O N S
If quark and gluon fields are the correct building blocks for strongly interacting
matter, then QCD must provide an explanation for why we have never observed
their quanta as free, individual particles.
‘They are confined to the interior of hadrons.’
Believing is easy. Deriving confinement from QCD is something else entirely. It is
one of the most tenacious problems in all of physics, defying a complete explana-
tion even when we purport to have the underlying model in hand.
It is even difficult to agree on what ‘confinement’ means. We could take it to
mean the absence of color charge from asymptotic gauge invariant quantum states.
That is, all of the observed isolated particles are color singlets. This condition is
not quite enough, though. It is also satisfied when a theory is in a Higgs phase, in
which the charge of a particle is screened by a condensate and dissipates without
a Gauss law. In such a case, short range gauge forces ensure that the charge is not
observed at long distances. This plasma-style screening is not what one expects
from QCD.
Evidently, color charges prefer to form bound states. Bombarding a proton with
an energetic electron does not knock out a single quark. Instead it produces more
hadrons, which suggests that the color flux of quarks obeys a kind of Gauss law
but does not readily spread like electromagnetic flux.
This motivates the idea of a color-electric flux tube between quarks and antipar-
ticles. If the thickness of the tube only weakly depends on the separation distance,
then the quark-antiquark potential should be linear at intermediate distance scales.
Lattice studies support this, as does the measured angular momentum dependence
of meson masses (see Fig. 3.1) [35].
A linear potential would not, by itself, prevent one from isolating a quark an
arbitrary distance from other color charges. However, once the flux tube contains
enough energy to excite virtual quark pairs from the vacuum it becomes energeti-
cally favorable for the tube to break. The energy of the flux tube fuels the produc-
tion of additional color charges, and one is left with a collection of tightly bound
color neutral objects.
It is customary to consider screening by dynamical quarks and the subsequent
string-breaking as a separate issue, and to focus on the squeezing of color-electric
flux as the most salient aspect of confinement. We may think of the color-electric
flux as what is ‘confined’. At intermediate distance scales it is justified to ignore
quark fluctuations and focus on the gluonic degrees of freedom that direct color
flux. Pure Yang-Mills theory, which may only describe static fundamental color
charges, is therefore an appropriate starting point for understanding confinement.
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Figure 3.1: The angular momentum dependence of meson masses provides experimental
evidence for the formation of an electric flux tube. The linearity of these ‘Regge
trajectories’ is predicted by a spinning-stick model for the flux tube. The figure
is from Ref. [35]
So what about asymptotic freedom? The confining mechanism should break
down at extreme temperature or pressure, allowing quarks and gluons to take
over from hadrons in our intuitive physical picture of mobile (quasi) particles. This
is reflected by the breakdown of hadron resonance gas models at high temperature.
As more energy is poured into the system, the temperature is restricted to a lim-
iting value by an exponential growth in the density of states [36]. This Hagedorn
temperature indicates the temperature scale of deconfinement to be around 1 6 0
MeV.
In the limit of static quarks, there is a neat theoretical picture of confinement, orig-
inally due to ’t Hooft [37]. For pure SU(N) Yang-Mills theory, the finite temperature
transition is a true phase transition associated with the spontaneous breakdown of
global center symmetry. Spacelike vortices with color-magnetic flux quantized by
the ZN center of SU(N) may be identified as the gauge field fluctuations responsi-
ble for the confinement of color-electric flux. They are suppressed with increasing
temperature, which eventually results in a spontaneous transition to a deconfined
phase.
For the physically relevant case of SU(3) gauge theory in 3 + 1 dimensions, this
transition is first order. It may be described at criticality by an effective Z3 spin
model, but not perfectly so [38]. Differences in the microscopic physics become
relevant at some scale. Reducing the field space via the number of dimensions or
colors, however, results in second order transitions that share the universal critical
properties of the corresponding spin system (see Fig. 3.2).
In this chapter we study SU(N) gauge theories in 2+ 1 d, where SU(2) and SU(3)
have second order transitions in the 2d Ising and 3-state Potts model universality
classes, respectively, and the SU(4) transition is weakly first order at best [39, 40, 41].
We start with a pedagogical review of confinement-deconfinement in pure SU(N)
gauge theories from the viewpoint of center vortices and spin interfaces, so as
to establish the equivalence of interface inducing ‘twisted’ boundary conditions
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Figure 3.2: Separation line between 1st and 2nd order phase transitions in the q-state Potts
models, from [45], and pure SU(N) gauge theories.
in the gauge and spin systems. We then exploit universality to locate the SU(2)
phase transition with extreme precision and perform a finite size scaling analysis
at criticality. This uncovers a remarkable manifestation of Kramers-Wannier duality
between center vortices and the color electric fluxes that they confine, rooted in the
self-duality of the 2d N-state Potts models.1
Our high precision methods apply equally well to SU(3) in 2 + 1 d, which we
consider briefly before turning to the conundrum of SU(4). There are two riddles
here. Scaling that is consistent with the 4-state Potts model has been observed
on intermediate lattice volumes [41], despite evidence that the SU(4) transition
is first order [39, 40, 41]. Why is the 4-state Potts model favored from the wide
class of Z4 symmetric Ashkin-Teller models? And, what exactly determines the
order of a deconfinement transition? It has been conjectured [42, 43, 40, 44] that
the change to a first order transition with increasing numbers of colors N develops
from a mismatch of degrees of freedom at criticality, namely the glueballs below
and deconfined gluon states above Tc. Note, however, that the 2d N-state Potts have
first order transitions for N > 4 (Fig. 3.2), yet cannot have a mismatch of degrees
of freedom at criticality because they are self-dual.
1 q is conventionally used to label the number of states of the standard Potts model. We will refer to
them as N-state Potts models to match the number of colors in SU(N) gauge theory.
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3.1 confinement of color flux
Although there are no dynamical sources of fundamental color charge in pure
SU(N) gauge theories, static fundamental test charges may still be introduced via
traced Wilson loop holonomies,
W = 1
N
tr P exp i
∮
C
Aµdxµ, (3.1)
where the trace is required for gauge invariance. Since they tell us how a color
charge is parallel transported, these loops are probes of the gauge field fluctuations.
Conversely, their expectation value tells us how the system responds to the color
flux introduced by the test charge.
A timelike Wilson loop in the fundamental representation is associated with the
creation, propagation, and annihilation of a quark-antiquark pair. For large times
T , its expectation value gives the potential energy V(R) of a static pair with spatial
separation R via [46],
〈W(R, T )〉 ∼ e−V(R)T . (3.2)
The creation of a confined flux tube implies that the potential should be approxi-
mately linear with a string tension σ, V(R) ∼ σR, which gives an area law fall off
for large Wilson loops,
〈W(C)〉 = 〈W(R, T )〉 ∼ e−σArea(C) as T → ∞. (3.3)
A timelike Wilson loop therefore serves an order parameter for confinement.
The worldline of a single color charge is singled out by loops that wrap around
a compact spacetime direction. The Polyakov loop is such an operator in the time
direction,
P(~x) =
1
N
tr P exp i
∫ 1/T
0
A0(~x, 0)dt, (3.4)
or on the lattice,
P(~x) =
1
N
tr [Ut(0,~x)Ut(1,~x) . . . Ut(Nt − 1,~x)], (3.5)
with the product from left to right. It serves as the world line of a static quark at ~x
in a system at finite temperature 1/T = aNt. The expectation value,
〈P(~x)〉 = exp[−Fq], (3.6)
gives the free energy per temperature Fq of the color flux of a quark. Confinement
implies an infinite free energy in the thermodynamic limit, and hence a vanish-
ing Polyakov loop expectation value. This is a convenient order parameter for our
purposes because of its direct relationship with center symmetry.
3.1.1 ZN center symmetry
The vanishing of the Polyakov loop in the confined phase is tied to a global symme-
try of pure SU(N) gauge theories. In the absence of dynamical fields that represent
the center subgroup,
ZN = {ei2pin/N I; n = 0, ..., N − 1} ⊂ SU(N), (3.7)
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a constant gauge transformation z ∈ ZN has no effect. The constant phases com-
mute and cancel in the transformation law for the gauge fields,
Aµ(x)→ z∗[Aµ(x)− ig∂µ]z = Aµ(x). (3.8)
The minimal gauge symmetry is therefore given by the quotient group SU(N)/ZN .
Using SU(N) results in a redundant description with an an explicit ZN symmetry.
On the torus, we can define a singular gauge transformation that is periodic
in SU(N)/ZN but only periodic up to a center phase in SU(N). A global center
transformation is such a singular gauge transformation that is non-periodic in the
time direction,
Ω(1/T,~x) = zΩ(0,~x), z = ei2pin/N ∈ ZN . (3.9)
This is unambiguous if we imagine entering a fresh copy of the system that differs
continuously by a ZN phase when we wind around the torus, as far as a funda-
mental SU(N) charge is concerned. The derivative in Eq. (3.8) can then be dropped.
Counting the number of windings is not a problem, since the torus is not simply
connected. Transformations with z 6= 1 correspond to non-contractible loops in
SU(N)/ZN , which are classified by elements of the first homotopy group,
pi1(SU(N)/ZN) = ZN . (3.10)
On the lattice, a global center transformation may be performed by multiplying
every link in the final timeslice by the center phase z. The Haar measure is invari-
ant under such a change of variables. So too is the action, since plaquettes pick up
an equal number of canceling z and z∗ phases. When we speak of ZN center sym-
metry, we will most often be referring to invariance under these temporal center
transformations.
The Polyakov loop counts the winding through center phases. It transforms like,
P(~x)→ zP(~x). (3.11)
When center symmetry is physically realized, configurations in which the Polyakov
loop differs by a center phase contribute equally. The expectation value 〈P(~x)〉must
then vanish, implying an infinite free energy for static quarks. Thus,
〈P(~x)〉 =
0, unbroken ZN symmetry, confined phase.non-zero, broken ZN symmetry, deconfinement phase. (3.12)
3.1.2 Polyakov loops and spins, interfaces and vortices
In a landmark paper [38], Svetitsky and Yaffe argued that the spatial components
of the gauge fields may be integrated out to give a dimensionally reduced theory
of Polyakov loops with short range interactions. Moreover, neighboring loops are
ordered at high temperatures by the correspondingly large lattice coupling, which
implies the existence of a transition to a deconfined phase.
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Figure 3.3: Center symmetry is broken in a ZN symmetric spin or gauge system when it
spontaneously orders to a ZN sector. Equivalently, interfaces between ZN sectors
are suppressed.
A spin model with the same ZN symmetry then gives an effective description of
the gauge theory. Polyakov loops correspond to spins in the sense that their corre-
lators map to one another at Tc. For SU(2) and SU(3) gauge theories, the relevant
spin models are nearest neighbor 2 and 3-state Potts models with Hamiltonian,
H = −J ∑
<sx,sy>
δ(sx, sy), sx = ei2pin/N ∈ ZN , J = T/K, (3.13)
where the spins are identified with the center phases of SU(N). For SU(N), N ≥ 4,
the coupling J may depend on the relative angle of spins and one must distinguish
from a wider class of ZN symmetric spin systems. From the gauge theory side, this
means that there is more than one type of interface between ordered ZN center
sectors.
The ZN symmetric phase of the spin system is one of disorder. Clusters with a
given spin are separated by interfaces that percolate throughout the volume such
that the magnetization vanishes. In the gauge theory, the analogous topological
defects separate regions in which the Polyakov loop differs by a center phase z ∈
ZN . This defines a color-magnetic object known as a spacelike center vortex, which
is line-like in 2+ 1 d or surface-like in 3+ 1 d. The flux of a vortex is quantized by
the center element z ∈ ZN . It corresponds to the phase picked up by a fundamental
color charge when it is parallel transported around the vortex.
Just as spontaneous magnetization in a ZN-spin system coincides with the sup-
pression of spin interfaces, the ordering of the Polyakov loop coincides with the
suppression of spacelike center vortices. These equivalent descriptions of the sym-
metry breaking transition set the scene for the formal order-disorder dualities that
we will establish later.
The excess free energies of color electric fluxes and spacelike center vortices are
complementary order parameters. To make this relationship more precise, we need
a way of measuring these free energies. This is possible with topologically non-
trivial boundary conditions that exploit global ZN symmetry.
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Figure 3.4: Twisted boundary conditions (left) insert an interface, or vortex, between ZN
center sectors, which pierces a cross section of the volume. Shown on the lattice
(right). Test charges measure the enclosed center flux when transported around
the vortex.
3.2 twisted ensembles
3.2.1 Interfaces between ZN sectors
A spin interface in the N-state Potts model is introduced by choosing boundary
conditions that are periodic up to a cyclic shift of the spins,
s(~x + Liˆ) = ei2pin/Ns(~x), (3.14)
where L is the number of spins in the iˆ direction. The system must rotate between
ZN sectors when we wind around the iˆ direction, which guarantees the existence
of an interface that runs in the orthogonal directions. These boundary conditions
insert an anti-ferromagnetic seam. The fluctuating system adapts, and the excess
free energy compared to the periodic ensemble measures the cost of the interface.
We need the analogous method of forcing an SU(N) gauge system into a mixture
of ZN sectors. This is provided by ’t Hooft’s twisted boundary conditions [47].
Suppose that we have a compact 1/T × Ld torus. Configurations that are related
by local gauge invariance are physically identical, so we only have to impose peri-
odicity up to a gauge transformation Ων(x) in each direction. Gauge fields that are
separated by the lengths Lµ in the compact directions are then related by,
Aµ(x + Lν) = Ω−1ν (x)[Aµ(x)−
i
g
∂µ]Ων(x), (3.15)
or on the lattice,
Uµ(x + Lν) = Ω−1ν (x)Uµ(x)Ων(x + νˆ). (3.16)
Successive translations in a (µ, ν)-plane must not depend on the order in which they
are applied. Since the gauge fields are blind to global ZN gauge transformations,
the gauge transformations resulting from successive translations may differ by a
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constant zµν center phase. It cancels in the transformation law (3.15). This leads to
the cocycle condition,
Ωµ(x + Lν)Ων(x) = zµνΩν(x + Lµ)Ων(x), Lµ
zµν = exp (2piinµν/N), with nµν = −nνµ ∈ {0, 1, . . . , N − 1}.
(3.17)
Boundary conditions with the same zµν twist are physically equivalent.
To implement twist on the lattice, one usually chooses transformations Ων(x)
such that there is one non-periodic link in every (µ, ν)-plane. Consider twist in a
(t, i)-plane. The choice,
Ωt = I, Ωi(t) =
 I, t = 0z, t > 0 (3.18)
provides non-trivial boundary conditions for a single timelike link in every (t, i)-
slice
Ut(0,~x + Liˆ) = zUt(0,~x). (3.19)
The Polyakov loop inherits the boundary condition
P(~x + Liˆ) = zP(~x). (3.20)
This means that we must cross a spacelike center vortex when we traverse the
volume in the iˆ direction. The stack of plaquettes in the (t, i)-plane that contain the
non-trivial links in Eq. (3.19) are modified byit → zit compared to the untwisted
system. They are closed by lattice periodicity and mark the insertion of center flux
(Fig. 3.4).
In the language of holonomies, parallel transport of a color charge around a (t, i)
cross section of the lattice measures the enclosed flux quantized by,
pi1(SU(N)/ZN) ' ZN . (3.21)
These boundary conditions correspond to a gauge transformation that is singular
about this loop, in the same way that global center transformations are singular in
the compact time direction.
Twists in temporal planes are the relevant ones for confinement, since they en-
force interfaces between Polyakov loop center sectors. The partition functions for
an ensemble with a given temporal twist are labeled by Zk(~k), where ki = n0i, i =
1, . . . , d− 1.
Twists in spatial planes introduce magnetic center flux ~m defined by nij = eijkmk
in 3+ 1 d or simply nij = eijm in 2+ 1 d. Magnetic twist is related to the worldlines
of static center monopoles, which condense on both sides of the deconfinement
transition [48, 49].2 These are timelike objects with no analog in an effective spin
description of the gauge theory. We will not take advantage of these twists in what
follows and will suppress the index ~m. We will come back to magnetic twist in
Chapter 4, where it is used to enforce magnetic charge in grand unified SU(N)
theories with an adjoint Higgs field.
2 Combinations of magnetic with electric twists can be used, however, to force fractional topological
charge and to measure the topological susceptibility without cooling [49].
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When center flux is enforced with non-trivial center flux ~k, it is not restricted
to thin vortices. This would correspond to a sharp seam between ZN sectors with
a huge cost in action. The transition can instead be gradual. The interface can
dynamically thicken and fluctuate so as to lower its free energy. Lattice studies
suggest that the size of center vortices stabilizes at about 1 fm [13].3
The excess free energy of an ensemble with twist is given by the ratio over the
strictly periodic ensemble,
Zk(~k)
Zk(~0)
≡ e−Fk(~k;T,L). (3.22)
If this approaches unity, center vortex interfaces have negligible free energy and
may freely disorder the system. That is, ZN center symmetry is manifest. In this
case, entropy promotes pair creation of vortices and center flux is only conserved
modulo N. The free energy Fk(iˆ; T, L) should be thought of as the cost an additional
vortex.
3.2.2 Electric fluxes
Ensembles with fixed color electric flux may be constructed from those with fixed
(spacelike) center flux {Zk~(k)}, and therefore give the free energy Fe of static color
charges in an elegant, gauge invariant manner. ’t Hooft’s original construction [47]
relied on projection operators in the Hamiltonian formulation. Here we will follow
the more intuitive picture in terms of Polyakov loops that was put forward in Ref.
[50] and refined in Ref. [15].
The free energy of color-electric fluxes is usually measured via Wilson loops or
Polyakov loop correlators on strictly periodic ensembles. Gauss’ law then forbids
a net source of color-electric flux, which causes several headaches. Correlators for
Polyakov loops separated by the system length L must be trivial in every direction.
The correlators for charge pairs must then be constructed within the confines of the
finite periodic volume, and one is stuck with ultraviolet self-energy contributions
along the measured loops that require renormalization. Moreover, the gauge vari-
ant singlet and adjoint contributions to the naive expectation value 〈P(~x) P(~y)†〉
are difficult to disentangle [51].
The enlarged set of ensembles {Zk(~k)} provide a remedy. Non-trivial correlators
between Polyakov loops in neighboring volume cells are possible because they may
belong to different ZN sectors, i.e., these loops are sensitive to the phase ei2piki/N
from crossing a twist-induced spacelike center vortex. This means that non-zero
expectation values are possible for correlators between charges in neighboring cells,
which can be used to define the free energy of the color flux that runs between
them.
Some care must be taken when constructing a gauge invariant Polyakov loop
correlator for a static quark at ~x and its antiparticle at ~x + Liˆ, because the world
lines may belong to different center sectors if there is non-zero twist. The corre-
lator should be constructed from a closed loop to properly take into account the
transition functions Ωµ(x) when we wind around the torus. For a single untraced
3 This thickening is essential to generate an intermediate string tension for different N-ality (e.g. center
blind) representations [13].
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Polyakov loop this amounts to undoing the effect of the transition function Ωt(0,~x)
in the time direction,
P(~x) = Ωt(0,~x)Ut(~x, 1)U(~x, 2) . . . Ut(~x, 1/T − 1) ∈ SU(N), (3.23)
where Gothic notation is used to distinguish this from the usual lattice definition.
It is then gauge invariant under possibly non-periodic gauge transformations that
may change the transition functions but not the physical twist sector.
When forming a correlator with separation Liˆ, the trace in color space must be
taken after forming a product of untraced Polyakov loops (3.23), so that the spatial
transition functions may be taken into account. Carefully applying the cocycle con-
dition (3.17) and the boundary conditions for the gauge fields (3.16), one finds that
the phases e2pii ki/N are picked up in the product P(~x)P†(~x+ iˆL). Parallel transport
picks up the center flux, as expected. Taking the trace and forming an average over
the twisted ensembles {Zk(~k)} gives,
1
N
〈
tr
(
P(~x)P†(~x + iˆL)
)〉
no-flux
= ∑
~k∈ZdN
e2pii ki/N Zk(~k)/ ∑
~k∈ZdN
Zk(~k). (3.24)
When performing successive translations to create a diagonal separation L~e ∈ LZdN ,
one picks up the twists along the way and obtains a discrete Fourier transform over
the twist vector~k ,
1
N
〈
tr
(
P(~x)P†(~x +~eL)
)〉
no-flux
= ∑
~k∈ZdN
e2pii ~e·~k/N Zk(~k)/ ∑
~k∈ZdN
Zk(~k). (3.25)
The correlator in Eq. (3.25) creates the color electric flux corresponding to a color
charge in the direction of a mirror charge displaced by~eL. If ei > 1, then the electric
flux wraps several times around the lattice to give multiple units of flux in the same
direction. Ratios of the electric flux partition functions Ze(~e) ∝ ∑~k e
2pii ~e·~k/N Zk(~k)
subsequently define the excess free energy of electric fluxes via
Ze(~e)
Ze(~0)
≡ e−Fe(~e;T,L). (3.26)
The subscript ‘no-flux’ is a reminder that the expectation value is normalized with
respect to the sum ∑~k∈ZdN Zk(
~k) with ~e =~0.
Note that there is no explicit computation of loop operators, so the self-energy of
static color charges does not contribute to the free energy. The dynamic spreading
of center flux in the twisted ensembles Zk(~k) prevents any singular behavior.
The spreading of center flux in Euclidean space also provides a intuitive picture
for the deconfinement transition. At low temperatures the compact temporal direc-
tion is large and does not prevent spacelike center vortices from spreading their
flux over a large area. As temperature is increased, however, they are gradually
squeezed by the finite extent 1/T . The system, must more abruptly rotate between
center sectors. At some critical temperature Tc, the increased cost of interfaces over-
whelms the entropic contribution to their free energy and spacelike center vortices
are completely suppressed. One is stuck with systems in a given center sector and
only the strictly periodic ensemble Zk(~0) contributes to the electric flux partition
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functions. This breaks center symmetry and signals deconfinement through vanish-
ing electric flux free energies Fe(~e). As the deconfinement temperature is crossed
from below, center and electric flux free energies reflect this via the dual relation-
ship,
Zk(~k)
Zk(~0)
→ 0, Fk(~k; T, L)→ ∞,
Ze(~e)
Ze(~0)
→ 1, Fe(~e; T, L)→ 0. (3.27)
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3.3 universality
If the ZN breaking deconfinement transition of an SU(N) gauge theory is first order,
a dimensionally reduced spin system can only provide an effective description.
The correlation length ξ is finite, so the effect of microscopic physics shows up
at some scale. If both systems have a second order transition, however, then the
correlation length ξ diverges at criticality. Svetitsky and Yaffe conjectured that the
phase transitions should then have the same universal properties [38].
This is explained by the renormalization group (RG).4 As the correlation length
diverges, the system becomes self-similar at all scales. The microscopic features
of the system are encoded in irrelevant operators that vanish at criticality, leaving
behind the few relevant operators that are responsible for macroscopic physics.
These are the operators that are shared by theories in the same universality class.
As scale invariance emerges at criticality, models in the same universality class
may be thought of as different realizations of the same theory, with a dictionary
relating their operators.
In the vicinity of criticality, thermodynamic quantities exhibit scaling laws. For a
finite temperature transition, the correlation diverges like,
ξ = ξ0±|t|−ν + · · · , t =
T
Tc
− 1→ 0± . (3.28)
Other thermodynamic quantities follow suit and diverge with their own critical ex-
ponents. For instance, the specific heat C and susceptibility χ scale with exponents,
C ∼ |t|−α, χ ∼ |t|−γ, (3.29)
while the order parameter, which is the magnetization |M| in a spin system, scales
above Tc like,
|M| ∼ (−t)β, t = T
Tc
− 1→ 0+. (3.30)
The renormalization group predicts that these exponents should be the same for all
models in the same universality class, and, moreover, not all independent. Several
scaling, and for d < 4, ‘hyperscaling’ relations reduce the number of critical ex-
ponents needed to specify a universality class. The amplitudes, on the other hand,
depend on microscopic physics. Nevertheless, they are not all independent. RG
predicts the universality of several amplitude ratios [52].
Universality is an extremely powerful tool, as it allows one to use the simplest
model in a universality class to make quantitative statements about all of its uni-
versal partners.
Unfortunately, the finite temperature transition of SU(3) in 3+ 1 d falls just short
of universality. It is first order, but only weakly so. Reducing the number of colors
or dimensions leads theories with second order transitions. SU(2) in 3 + 1 d is in
the universality class of the 3d Ising model, while SU(2) and SU(3) in 2+ 1 d are in
the universality classes of the corresponding 2d N-state Potts models.
Each of these spin systems possess an exact dual. The 3d Ising model is dual
to Z2 gauge theory in 2 + 1 d, while the 2d N-state Potts models are all self-dual.
4 See [52] for a thorough review.
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These dualities are tied to the global symmetries and topology of the theories and
emerge at criticality for all models in the same universality class.
In what follows we focus on gauge theories in 2+ 1 d, which allows us to explore
universality for N = 2, 3 and the borderline case N = 4.
3.3.1 Universality of interface free energies
Figure 3.5: Center vortices between ZN center sectors in SU(N) gauge theories (left) corre-
spond to spin interfaces (right).
The analogy of spins and Polyakov loops becomes exact for systems in the same
universality class in the sense that their correlators map to those of same scale
invariant theory at criticality. There is then an equivalence between ZN interfaces.
Spin ensembles with cyclically shifted boundary conditions,
s(~x + Liˆ) = ei2pin/Ns(~x), (3.31)
map to gauge ensembles with temporal twist,
P(~x + Liˆ) = ei2pin/N P(~x), (3.32)
and we can relate the respective free energies FI of spin interfaces and center vor-
tices Fk,
FI(~k) = − ln Z
(~k)
Z(0)
, and, (3.33)
Fk(~k) = − ln Zk(
~k)
Zk(0)
, (3.34)
where the partition functions with cyclically shifted spins are denoted by Z(~k). At
criticality, these free energies converge to the same universal value, which depends
on the aspect ratio of the lattice but not on the specific model.5
Real systems are necessarily finite, so the divergence of the correlation length
ξ is tempered. In the vicinity of a phase transition the relevant scale is set by the
ratio of the box size and the correlation length, assuming that the correlation length
is already much larger than the lattice spacing. Generalized couplings with fixed
points such as the interface free energies become functions of L/ξ ∼ L1/νt [52].
This means that the behavior of vortices in the gauge theory is universal with spin
interfaces not only at Tc, but also in a window around criticality. Once the physical
5 A argument for the universality of such partition function ratios is given in Ref. [53].
28 universal aspects of confinement in 2 + 1 dimensions
units for the correlation length in each model have been matched, interface free
energies share the same universal function of the scaling variable x = L1/νt,
FI(~k, L, T) = f I(~k, L1/νt) , t = T/Tc − 1, (3.35)
up to some finite volume correction to scaling of order L−ω. Results for spin in-
terfaces can then be exploited in the gauge theory via the universal functions
f I(~k, L1/νt). In what follows we will use f I as shorthand for the universal function
for an interface with~k = (1, 0).
3.4 exploiting universality
We begin with SU(2) in 2 + 1 d, where universality is especially powerful. In this
case, exact partition function solutions are available for the 2d Ising model for all
combinations of periodic and antiperiodic boundary conditions on finite rectan-
gular lattices [54]. So the universal functions f I(~k, L1/νt) may be computed with
arbitrary accuracy.
First we use the exact universal value at criticality, f I(0), for ~k = (1, 0), to lo-
cate the SU(2) deconfinement transition on the lattice with high precision. We will
then perform a finite size scaling analysis of vortex and electric flux free energies.
The self-duality of the 2d Ising model surfaces in their behavior about Tc, which
uncovers a link between the ZN-Fourier transform for color electric fluxes and the
embodiment of self-duality for N-state Potts models on the torus.
3.4.1 Locating the SU(2) deconfinement transition
In Ref. [53], Hasenbusch exploited the fixed point of the interface free energy to
locate the phase transition in the 3d Ising model via the pairwise intersections of
partition function ratios on finite volumes. He found that these estimates provide
much more rapid convergence than those obtained from another phenomenological
coupling, the Binder cumulant [55, 56].
For SU(2) in 2 + 1 d, pairwise intersections are not required, because the uni-
versal critical value for the interface free energy is exactly known. For a straight
interface in the square 2d Ising model [57],
lim
N→∞
− ln(Z(1,0)/Z(0,0)) = f I(0) = ln(1+ 23/4). (3.36)
Since the SU(2) lattice spacing a ≡ a(β) sets the relationship between temperature
and lattice coupling β via 1/T = Nta, where Nt is the number of sites in the time
direction, the critical temperature Tc corresponds to an Nt dependent coupling
βc(Nt). Provided that the length L = Nsa in the spacelike directions is large enough,
the intersection of the vortex free energy Fk with the universal value provides an
accurate determination of βc(Nt).
The temperature is linear in the lattice coupling to leading order at Tc, so we
assume a finite size scaling (FSS) ansatz of the form
Fk = − ln(Zk(1, 0)/Zk(0, 0))
= (1+ 23/4) + b(β− βc)N1/νs + cN−ωs + . . .
(3.37)
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where the correction to scaling exponent ω should be approximately independent
of Nt, and ν = 1 is exactly known from the 2d Ising model. The requirement
that the corrections to the universal value in (3.37) vanish defines a pseudo-critical
coupling,
βc(Nt, Ns) = βc(Nt)− cb N
−(ω+1/ν)
s + . . . (3.38)
that can be calculated for several finite lattices and extrapolated to infinite volumes.
3.4.2 Numerical recipe
Twist is implemented in the usual way [58]. The center phases for the non-periodic
links in (3.19) may be incorporated into the action by observing that they multiply
a stack of plaquettes perpendicular to the twisted plane. For SU(2) we can therefore
use periodic boundary conditions but flip the coupling β → −β for these plaque-
ttes. This inserts a thin Z2 vortex into the action in an analogous way to inserting
an interface in the Ising model via a seam of anti-ferromagnetic couplings.
In practice, the overlap of Zk(1, 0) and Zk(0, 0) is poor and a direct measurement
of their ratio leads to a noisy signal. The problem is overcome by interpolating in
the number of flipped plaquettes [59]. The cost of flipping ’one more’ plaquette is
calculated for N intermediate ratios of partition functions, where N is the total
number of plaquettes to be flipped. For general SU(N) one calculates the ratios
Z(n)k
Z(n−1)k
= 〈exp( β
N
Re(1− z(n))tr (n))〉n−1, z(n) ∈ ZN , (3.39)
where the nth flipped plaquette (n) acquires the phase z(n) and
Z(0)k = Zk(~0), Z
(n)
k = Zk(~k). (3.40)
Center flux is thus inserted one plaquette at a time. Translational invariance is
restored at the final step by multiplying together the N ratios from independent
Monte Carlo simulations to obtain Zk(~k)/Zk(~0).
For each combination of Nt and Ns we performed simulations for ∼ 10 values
of β around the intersection of the vortex free energy Fk with the exact Ising value
(3.36). The standard recipe of one heatbath update to four overrelaxation steps
was employed, together with additional variance reduction tricks described in [59].
Statistical errors were estimated via the bootstrap method. Since 2 + 1 d SU(2)
lattice gauge theory is less computationally expensive than for 3 + 1 d, we were
able to perform a large number of measurements. 1 − 30 million configurations
were used for each β, depending on the lattice size.
For each Nt × N2s lattice we then performed linear fits to Fk(β) according to the
FSS ansatz (3.37) to obtain estimates βc = βc(Nt, Ns) of the critical lattice coupling.
See Fig. 3.6 for some representative fits. The finite Ns scaling of the slopes provides
a simple crosscheck of the exponent ν. Fitting the slopes of Fk(β) to the expected
N1/νs dependence gives ν = 0.99(3) for our Nt = 4 lattices, fully consistent with
ν = 1 for the 2d Ising universality class.
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Note that a small reduced χ2 per degree of freedom for these linear fits does
not exclude a systematic error from the curvature near βc. Fitting windows must
be carefully chosen. For each Nt, we measured Fk in a quadratic fitting window
for one or more of our smallest lattices. We then translated the data to larger Ns
using the finite size scaling variable x ∝ Nt. This made it possible to estimate
the systematic error for a given fitting window without performing unnecessary
simulations, and thereby ensure that they are negligible.
3.4.3 Determinations of βc(Nt)
Our infinite volume estimates for βc(Nt), obtained from the extrapolations of pseudo-
critical couplings βc(Nt, Ns), are summarized in Table 3.1 for each Nt between 2 and
9.
See Fig. 3.7 for typical Ns → ∞ extrapolations of βc(Nt, Ns). The data was fitted
according to the FSS ansatz (3.38) with all three parameters free. This method typ-
ically surpasses the precision of literature values for the critical couplings by two
orders of magnitude, where they exist.
Estimates of the correction to scaling exponent ω are obtained as a byproduct.
Ignoring any Nt dependence we obtain a naive error weighted average of ω =
1.48(4), roughly in agreement with the value of 1.64 obtained by Engels et al. [60]
from the scaling of Polyakov loops.
For the sake of comparison, we obtained estimates of βc(Nt = 4) from the peak
in the Polyakov loop susceptibility,
χ ∝ 〈|∑
~x
P(~x)|2〉 − 〈|∑
~x
P(~x)|〉2, (3.41)
which is commonly used to locate phase transitions. The results are plotted in Fig.
3.8. They set a benchmark to highlight the rapid convergence of our estimates using
vortex free energies.
To see how much was gained from using the exact universal value (3.36) we
have also extracted critical couplings using the pairwise intersection of vortex free
energies on Nt = 4 lattices using Ns ratios of 2 : 1. The results are summarized
in Table 3.2. Exploiting the universal value Fk(βc) = ln(1 + 23/4) provides a boost
equivalent to increasing the statistics by one order of magnitude.
3.4.3.1 Universality of the correction to scaling exponent
The exact solutions for Z(1,0) and Z(0,0) partition functions on N × N Ising lattices
from Ref. [54] allow one to numerically determine the correction to scaling expo-
nent ω for direct comparison with SU(2) in 2+ 1 d. Mathematica was used to find
K = T/J at the intersection of Z(1,0)/Z(0,0) with the universal value (3.36) and
define pseudo-critical couplings with a FSS ansatz of the form,
Kc(N) = Kc,∞ − cN−(ω+1). (3.42)
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Figure 3.6: Linear fits to the vortex free energy for Nt = 5, selected for clarity.
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Figure 3.7: βc(Nt, Ns) critical coupling estimates versus Ns relative to their infinite volume
limits for Nt = 4, 5 and 6, and the corresponding fits to (3.38).
Nt βc,∞(Nt) Ns ω fit χ2/dof. Lit. values
2 3.45171(3) 8− 64 1.37(9) 0.59 3.4475(36)†, 3.469(6)§
3 4.98492(35) 16− 48 1.16(50) 0.21 4.943(13)†, 5.013(15)§
4 6.53658(16) 12− 96 1.51(8) 1.53 6.483(26)†, 6.588(25)§, 6.52(3)‡
5 8.07463(38) 16− 96 1.74(15) 1.35 8.143(57)†
6 9.6002(12) 16− 96 1.48(7) 0.37 9.55(4)‡
7 11.1164(15) 20− 96 1.38(43) 1.75
8 12.6301(32) 24− 96 1.66(52) 0.89
9 14.1453(10) 24− 96 1.48(83) 0.98
Table 3.1: Summary of results from the N2s × Nt lattices specified in columns 1 and 2 with
the the infinite volume extrapolations from fits to Eq. (3.38) in column 3 with
the resulting exponents ω and χ2/dof. in columns 5 and 6. Literature values are
quoted for comparison from Refs. † [39], ‡ [61] and § [62].
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Figure 3.8: βc(Nt, Ns) critical coupling estimates obtained from the peak in the Polyakov
loop susceptibility (red) and from the intersection of vortex free energies with
their universal value Fk = f I(0) (blue). The horizontal line indicates our best
estimate of the infinite volume result.
N
′
s − Ns intersection coupling Ns βc(4, Ns) from (3.37)
12− 24 6.5539(19) 24 6.53240(14)
16− 32 6.5451(12) 32 6.53459(23)
24− 48 6.53816(37) 48 6.53569(16)
32− 64 6.53706(45) 64 6.53611(19)
48− 96 6.53756(94) 96 6.53648(37)
Extrap. 6.5358(45) 6.53658(16)∗
Table 3.2: Comparison of critical couplings obtained for Nt = 4 via pairwise intersection
(left) and via intersection with the universal reference line (right). *This is the
extrapolation using all 8 available Ns ∈ (12, 96) spatial lattices in Table 3.1, re-
striction to the 5 values shown here results in an unnaturally small error.
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In this case, Kc,∞ was fixed at the known value of 2/ ln(1+
√
2). The correction to
scaling exponent tends towards 2 from above, ω = 2+ δ with δ→ 0+ as we increase
the lower bound Nmin used in the fit (δ starts at around 2 · 10−4 for the full range of
N shown in Fig. 3.9, and it falls below 10−5 at Nmin around 400). Since the exponent
of the leading irrelevant operator that breaks rotational invariance is predicted to
be exactly 2 [63], our result is consistent with the conjecture of Ref. [64] that the
only irrelevant operators that appear in the 2d nearest neighbor Ising model are
those due to the lattice breaking of rotational symmetry. This may be tested on
a triangular 2d lattice where the leading irrelevant operator to break rotational
invariance leads to ω = 4 instead, while the leading rotationally invariant operator
would give an isotropic correction to scaling with ω = 2 in either case [64].
On the other hand, our correction exponent for SU(2) is clearly at odds with
ω = 2. In this case, it is possible that there exists an irrelevant operator that is not
present in the 2d Ising model or the corresponding conformal theory. It is more
likely, however, that our exponent is really an effective exponent. When there are
several nearby competing exponents it is extremely difficult to extract the smallest
one from simulations.6
3.4.4 From coupling to temperature
In 2 + 1 dimensions the coupling g23 has the dimension of mass and sets the scale.
The bare lattice coupling is then given by [61],
β =
2Nc
ag23B
, g23B = g
2
3 + c1ag
4
3 + c2a
2g63 + . . . (3.43)
Substituting the expansion into β and using T = 1/(Nta) gives the lattice coupling
in terms of temperature, which at criticality reads,
βc(Nt)
2Nc
' Tc
g23
Nt − c1 − c2 g
2
3
Tc
1
Nt
+ . . . (3.44)
The theory is super-renormalizable with a rapid approach to the continuum limit,
which is reflected here in the leading order linearity of the critical coupling in Nt.
Our high precision estimates for βc(Nt) allow us to determine the subleading
corrections to linearity.
It is not clear to the naked eye, but the results in Fig. 3.10 are not well fitted by a
straight line. Indeed, fitting all data points with an acceptable reduced χ2 requires
three subleading coefficients that are not all well constrained. Restricting to Nt ≥ 3
yields a more sensible fit
βc(Nt) = 1.4927(26)Nt + 0.868(34)− 1.58(14) 1Nt + 1.48(19)
1
N2t
+ · · · , (3.45)
6 It was noted in [60] that the observed correction to scaling exponent of 2 +1-dimensional SU(2),
ω = 1.64 in their case or ω = 1.48(4) in ours, agreed well with some predictions for the universality
class of the 2d Ising model that included 1.6 [65]. At the time it was discussed whether such non-
integral correction exponents could arise in other ferromagnetic models in this class, and whether
the corresponding correction amplitudes happened to vanish identically in the Ising model, see [66].
This appears to be ruled out by a conformal field theory analysis: there is no irrelevant operator with
ω < 2 in any unitary model of the 2d Ising class [67, 64].
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3.4 exploiting universality 35
with a reduced χ2/dof. ∼ 0.64.
Of particular interest is the leading coefficient, which determines the critical tem-
perature Tc in units of the dimensionful continuum coupling g23. A further restric-
tion to Nt ≥ 5 allows one to dispense with the O(1/N2t ) correction, obtaining,
βc(Nt) = 1.4950(17)Nt + 0.797(19)− 0.985(53) 1Nt + · · · , Nt ≥ 5, (3.46)
where the errors are somewhat underestimated owing to a low reduced χ2/dof. ∼
0.19. The important point is the consistency of the leading term within the quoted
errors.
Using the fit (3.45) and Eq. (3.44) with Nc = 2 gives,
Tc/g23 = 0.3732(6), (3.47)
without including any additional uncertainty owing to the choice of fit. This is
compatible with the estimate Tc/g23 ' 0.385(10) quoted in Ref. [62]. Note that 1/Nt
corrections lead systematically to a lower value.
To convert Tc into units of the zero-temperature string tension σ, one can use the
four N = 2 values for
√
σ/g23 listed in [68]. Taking their mean value and standard
error to construct pairs of upper and lower bounds gives,
√
σ/g23 = 0.3347(5), (3.48)
including some systematic uncertainty. With uncorrelated error propagation, this
together with our estimate of Tc/g23 (3.49) yields,
Tc/
√
σ = 1.1150(24) , (3.49)
in agreement with the corresponding result of [39],
Tc/
√
σ = 1.1224(90). (3.50)
Since T = 1/Nta, a change in Nt at a fixed lattice spacing is equivalent to a
change of temperature. In particular, a simulation at criticality on an N′t lattice,
with fixed ac(N′t) = a(Nt), then corresponds to a simulation at T = (N′t /Nt)Tc on
the Nt lattice, i.e., with β ≡ β(a), we have
βc(N′t) = β(1/(N′t Tc)) = β(1/(NtT)) . (3.51)
Our precise determination of βc(Nt) therefore yields an equation for the tempera-
ture dependence of the lattice coupling near criticality at a fixed Nt,
β(T, Nt)
4
− βc(Nt)
4
=
Nt
g23
(
T − Tc
)− c2 g23Nt
( 1
T
− 1
Tc
)
+ . . . . (3.52)
Or in terms of the reduced temperature t = T/Tc − 1,
β(t, Nt)
4
− βc(Nt)
4
= Nt
Tc
g23
t + c2
g23
Tc
1
Nt
t
1+ t
+O(1/N2t ) . (3.53)
The physical length of the spatial volume follows from,
L = aNs =
Ns
NtT
=
Ns
NtTc
1
1+ t(β)
. (3.54)
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These equations allow us to perform a finite size scaling (FSS) analysis of vortex
and electric flux free energies on Nt × N2s lattices in suitable windows of lattice
couplings β around βc. Our precise numerical analysis may thereby be used to
gain conceptual insight into the deconfinement transition.
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3.5 finite size scaling and self-duality
As explained in Sec. 3.3.1, the center vortex free energy is determined about critical-
ity by the universal scaling function f I(L1/νt) for interfaces in the 2d Ising universal-
ity class. Different lattice realizations simply require a rescaling of the correlation
length in order to match their FSS variables, x = L1/νt ∝ L/ξ.
We may determine f I in terms of the FSS variable on a square N × N 2d Ising
model,
xI = N1/νt, with t = K/Kc − 1, ν = 1. (3.55)
Then, in SU(2), Tc may be used as a length scale to form a dimensionless FSS
variable that differs by a non-universal coefficient λ from xI in the 2d Ising model,
xSU(2) = TcL
1/νt, with t = T/Tc − 1, L = aNs, (3.56)
xI = −λxSU(2). (3.57)
The minus sign is required because the disordered, Z2 center symmetric phase is
at low temperature for SU(2) whilst it is at high temperature for the Ising model.
We will suppress the subscript where it is not likely to cause confusion.
A full determination of the vortex free energies Fk(~k) at criticality follows after
fitting for λ,
Fk(xSU(2)) = f I(−λxSU(2)), (3.58)
where we can obtain the scaling function f I to arbitrary accuracy using the exact
solutions for interface free energies on finite 2d Ising lattices from Ref. [54].
In Fig. 3.11 we plot Nt = 4 results for Zk(1, 0)/Zk(0, 0) = e−Fk for one unit of
center flux as a function of the FSS variable xSU(2), fitted by λ to the universal
scaling function f I computed in the 2d Ising model. Included also is the partition
function ratio Ze(1, 0)/Ze(0, 0) = e−Fe for one unit of electric flux.
The colored data represents various 4× N2s lattices with up to Ns = 96 spatial
points. This impressive collapse of the data onto the universal curve is typical of
each of our fixed Nt data sets. Even more striking is the way in which the vortex
and electric flux ensembles collapse onto each other as perfect mirror images under
x → −x. SU(2) in 2+ 1 dimensions exhibits a self-duality at criticality.
This remarkable fact stems from self-duality in the 2d Ising model. It is well
known that the 2d Ising model and, indeed, all 2d N-state Potts models are self-
dual for infinite volumes via Kramers-Wannier duality [69]. Dualities are less well
studied in finite volumes, however, where the boundary conditions become a nui-
sance.
The behavior of SU(2) fluxes at criticality indicates that Kramers-Wannier duality
for the 2d Ising model on a torus takes the form of ’t Hooft’s discrete Fourier
transform over twists. Indeed, the 2d Ising model is self-dual on a rectangular
lattice with Nsites sites under a 2d Z2- Fourier transform
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Figure 3.11: The ratio Zk(1, 0)/Zk(0, 0) of the partition function with twist ~k = (1, 0) over
the periodic ensemble in the 2+ 1 dimensional SU(2) gauge theory compared
to Ze(1, 0)/Ze(0, 0) for one unit of electric flux~e = (1, 0) relative to the no-flux
ensemble (left), and to its mirror image (right). The data here is obtained for
Nt = 4 and spatial volumes with up to Ns = 96 [17]. The dashed lines represent
the universal scaling function from the 2d Ising model, exp{− f I(−λx)} for Zk
and its mirror exp{− f I(λx)} for Ze from self-duality.
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with dual coupling
K˜ = −1
2
ln tanh K, K = J/T. (3.60)
This is easy to verify using the analytic solutions in Ref. [54] for partition functions
with mixtures of periodic and antiperiodic boundary conditions. A proof of the
result is also given in Ref. [70].
The couplings K˜ and K have a linear relationship at criticality,
K˜− K˜c = −(K− Kc) +O(K2), Kc = K˜c = 12 ln(1+
√
2), (3.61)
which ensures that the dual partition functions are mirror images of the originals
when plotted as functions of the reduced temperature t or FSS variable x.
The duality relation generalizes to the N-state Potts model. For partition func-
tions Z(m,n) with cyclically shifted spins, s(~x + Liˆ) = ei2pin/Ns(~x), in orthogonal
directions on a torus, the duality transformation (3.59) becomes [17],
Z(−s,r)(K˜) =
(
eK˜ − 1
eK − 1
)Nsites
1
N ∑m, n
e2pii (rm+sn)/N Z(m,n)(K) ,
m, n, r, s = 0, 1, . . . N − 1, (3.62)
with the dual coupling K˜ obtained from(
eK˜ − 1)(eK − 1) = N . (3.63)
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Figure 3.12: Kramers-Wannier duality maps the correlators of 2d Ising spins (order vari-
ables) to correlators on a dual lattice. These ‘disorder’ variables correspond to
the insertion of an interface.
At criticality,
K = K˜ = Kc = ln(1+
√
N) . (3.64)
Note the conventional shift K → K/2 here compared to the 2d Ising model. For
the 3-state Potts model, this finite volume Kramers-Wannier duality agrees with
a result in Ref. [71] obtained under the guise of the vector Potts model, which is
equivalent to the N-state Potts for N ≤ 3.
The finite volume Kramers-Wannier duality Eq. (3.62) permits a proof using the
random cluster methods developed in [57]. These maps the formulation of the
model in terms of spins, to a formulation in terms of the interfaces (bonds) between
spins. A detailed sketch of the proof is presented in [15].
The form of Kramers-Wannier duality on finite volumes clearly highlights its
origin in the non-trivial topology inherited from global ZN symmetry. In terms of
the original theory, the spins of the dual theory are disorder variables that mark the
beginning and endpoints of ZN interfaces. The dual lattice is again 2 dimensional,
with the disorder variables living ‘between’ the sites of the original spins, which are
order variables (see Fig. 3.12). There is a one-to-one map between the correlators
of the order and disorder variables, which is what allows for the exact duality at
all temperatures. Kramers-Wannier duality gives more than just an equivalence
of partition functions, there is an equivalence between the configurations of the
degrees of freedom in the high and low temperature phases.
For SU(N) in 2+ 1 d, ‘disorder’ variables are the would-be endpoints of line-like
center vortices. They are the source terms for center flux. Note, however, that just as
interfaces appear as closed loops for a given spin configuration, center vortices are
closed loops on a gauge field configuration. They obey a Bianchi identity. This is
also true of the color electric flux lines created by Wilson loop holonomies. Sources
of fundamental color flux don’t appear as dynamical variables in the pure Yang-
Mills theory, only as test charges.
Since Wilson loops and center vortices are both line-like objects in 2+ 1 d„ their
topological link via ’t Hooft’s ZN-Fourier transform is able to morph into an ex-
act duality at criticality. This can be framed in terms of the dimensionally reduced
system at a second order phase transition. At criticality, only the dynamics of the
ZN center sectors (spins) and the center vortices (interfaces) between them sur-
vive. Viewed along the short 1/T direction, the squeezed color-electric flux between
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Figure 3.13: A 2d worldsheet with conformal defects separating different CFT phases. From
Ref. [72].
Polyakov loops, and the percolating center flux that disorders it, acquire the same
dimensionality as temperature increases. They may then inherit the mapping from
the Kramers-Wannier duality of the spin model such that the physics of confined
electric fluxes just below Tc has the same content as that of confined center fluxes
just above Tc.
This drives home the correctness of the center vortex confinement mechanism.
In 3 + 1 d, center vortices become surface like, and their dimensionality no longer
matches that of color-electric flux at criticality. Nevertheless, a topological linking
remains between the operators that create these fluxes: non-singular gauge trans-
formations for center vortices (’t Hooft loops), and Wilson loops for color-electric
fluxes.
3.5.0.1 Duality and conformal theories
Self-duality on a 2d torus is a general feature of the N-state Potts models, valid at all
temperatures. At the second order phase transitions of Potts models with N ≤ 4, it
extends to the 2d conformal field theories (CFT) that describe the universality class.
This establishes a link with the keenly studied dualities in conformal and super-
symmetric theories. The discovery of dualities between various string theories led
to a revolution in the 1990s that spread to gauge theories via Maldacena’s conjec-
tured AdS/CFT correspondence [73].
2d conformal field theories have a special theoretical significance. For starters,
the infinitesimal conformal transformations form an infinite-dimensional algebra
in two dimensions. This large symmetry makes 2d CFTs much more tractable than
conformal theories in higher dimensions, which have finite dimensional algebras.
It allows them to be solved by symmetry considerations alone [74]. In particular,
2d CFTs are classified by the central charge c of their Virasoro algebras, which is
specified by a coefficient c = 1/2 for the 2d Ising universality class and c = 4/5 for
the 2d 3-state Potts universality class.
The peculiarities of 2d CFTs are a blessing not only for condensed matter physi-
cists, but also for string theorists. They emerge naturally from perturbation theory
on the 2d worldsheet of strings and bestow string theory with much of its rich math-
ematical structure [75]. Dualities in 2d CFTs then become important as dualities of
the string worldsheet.
In the context of 2d CFTs, the defects responsible for Kramers-Wannier duality
are a subclass of what have been coined conformal defects [72]. They are obtained by
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cutting a 2d surface along a 1d defect line and re-gluing it with boundary conditions
for the CFTs on each side. If the boundary conditions conserve the stress-energy
tensor, then they are totally transmissive for momentum and the defect is termed
topological. This corresponds to translationally invariant boundary conditions (the
torus). In the case of the 2d Ising model, periodic and antiperiodic boundary con-
ditions yield a trivial defect (↑↑) and a spin interface (↑↓) respectively. These enact
the symmetry group of the conformal theory at criticality, i.e., they flip between Z2
sectors of the CFT. At criticality, translationally invariant boundary conditions on
the torus become boundary states of the conformal field theory.
Kramers-Wannier duality is a consequence of the fact that these defects are grou-
plike. They can be undone by the insertion of another defect [72].
There is a third type of conformal defect in the CFT that has a less straight
forward interpretation in the spin model. It can be thought of as enacting Kramers-
Wannier duality itself. That is, exchanging the order and disorder fields between
the low and high temperature phases. It is associated with free boundary condi-
tions. This conformal defect underlies the duality relation between free and fixed
boundary conditions in the 2d Ising model [76, 77].
Note that the framework of conformal defects also allows one to study dualities
between different critical theories. For instance, the tetra-critical Ising model and
3-state Potts model both have central charge c = 4/5. One can construct a Kramers-
Wannier duality via conformal defects between their in-equivalent CFT phases [72].
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3.6 exploiting self-duality
Self-duality implies that center vortices and electric flux free energies in SU(2)
are determined around criticality by the same universal scaling functions for spin
interfaces in the 2d Ising model. For single units of flux,
Fk(x) ' Fe(−x) ' f I(−λx). (3.65)
We will first exploit this to infer the asymptotic dual (vortex) and electric string
tensions at Tc. Then we will see that the self-dual point provides an even more
efficient method of locating the phase transition than does the universality of Fk
alone.
3.6.1 String tensions
Tensions are naturally extracted by dividing the free energy by the minimal length
of the surface. For the square N×N 2d Ising model in the low temperature ordered
phase, the interface tension is defined by
σI = lim
N→∞
FI(N, T)/N, T < Tc. (3.66)
In higher dimensions one divides by Nd−1.
Onsager [78] obtained the tension for a straight interface in the thermodynamic
limit N → ∞,
σI = 2K + ln tanh K , 0 ≤ T ≤ Tc with K = J/T. (3.67)
which determines the scaling of the interface tension with reduced temperature as
one approaches criticality [52],
σI = σ0(−t)µ + · · · , with µ = (d− 1)ν , t→ 0−. (3.68)
µ is set by a hyperscaling relation as the product of the dimension of the interface
d − 1 and the correlation length exponent ν. This ensures that the amplitude σ0
determines also the asymptotic behavior of the universal scaling function f I(x)
with the FSS variable x = N1/νt,
f I(x) = σ0 (−x)µ + · · · , x → −∞ . (3.69)
For the 2d Ising model with ν = 1 the relationship is simple.
σI = −σ0t, f I(x) = −σ0 x + · · · , x = Nt→ −∞, (3.70)
σ0 = 2 ln(1+
√
2), (3.71)
with σ0 obtained by expanding Onsager’s formula in t at criticality Kc = ln(1 +√
2)/2.
Knowledge of the exact amplitude σ0 is helpful, since the the direct extraction of
the asymptotic slope σ0 from finite volume data is inevitably hampered by devia-
tions from the universal function f I(x) in the limit x = Nt → −∞. This is demon-
strated for the 2d Ising model in Fig. 3.14, which shows the asymptotic approach
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to linearity in x for the interface free energy at Tc calculated from the finite volume
solutions in Ref. [54]. The deviations between even these rather large N = 100 and
N = 1000 lattices are significant for x < −5.
The situation is much worse for SU(2) in 2+ 1 d, where we are limited to Monte
Carlo data on much smaller volumes. Fig. 3.15 shows how difficult it is to extract
the analogous center vortex dual tension directly from lattice data. Asymptotically
large x requires ever larger lattice sizes L = Nsa in order to keep t small enough that
we remain in the universal scaling window. The computational cost of calculating
vortex free energies grows like Nd+d(d−1)s . Beating the scaling violations by brute
force would be a joyless task in the 2+ 1 d theory and is even less feasible in higher
dimensions.
Fortunately, brute force is not required. We can match our SU(2) data to f I ob-
tained from the Ising model at small values of x. Here it remains in the universal
scaling window for moderate, low cost values of Ns. This allows for a cheap rescal-
ing of the correlation length ξ and the asymptotic x → ∞ critical behavior of center
vortices and electric fluxes is obtained as a byproduct.
The electric string tension σ and dual string tension σ˜ are then given by,
Fe = σL/T = f I(λx), and, (3.72)
Fk = σ˜L = f I(−λx), as L→ ∞. (3.73)
The electric string tension is obtained by dividing the 2d worldsheet of the electric
flux string between static color charges, while a center vortex is a line like object.
This explains the factor of 1/T difference from the compact temporal extent.
From the asymptotic behavior of the scaling function (3.70), the leading behavior
for the string tensions below and above Tc is then,
σ = λ∞T2c 2 ln(1+
√
2) |t|+ · · · , t→ 0− , and
σ˜ = λ∞Tc2 ln(1+
√
2) t + · · · , t→ 0+ . (3.74)
We have inserted the amplitude σ0 = 2 ln(1+
√
2) and also used T ' Tc to remove
a factor of T in the equation for the string tension σ. Note that λ∞ applies to the
continuum theory. SU(2) lattice models with different numbers of time slices are
really different theories in the same universality class. Their correlation lengths
require different rescaling factors λ(Nt) to match the 2d Ising model, which must
be extrapolated with Nt → ∞ to yield the continuum result.
3.6.1.1 Matching the correlation lengths
To convert lattice data into the physical units in the finite size scaling variable
x = TcLt, we solve for the reduced temperature t(β) in terms of the lattice coupling
β,
β(t, Nt)
4
− βc(Nt)
4
= Nt
Tc
g23
t + c2
g23
Tc
1
Nt
t
1+ t
+O(1/N2t ), (3.75)
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Figure 3.14: The universal scaling function f I(x) calculated for a (1, 0) interface correspond-
ing to one anti-periodic direction from the ratio of exact finite volume partition
functions Z(1,0)/Z(0,0) = e−FI for the N × N square Ising model in [54].
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Figure 3.15: Vortex free energies Fk(1, 0) in SU(2) above Tc for Nt = 4. Here x = −4 equates
to xI ' −6 in the 2d Ising model where scaling violations are also significant
for N × N lattices as large as N = 100 (c.f. Fig. 3.14)
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where the coefficients were numerically determined in Section 3.4.4 by fitting the
Nt dependence of the critical lattice couplings βc(Nt). With the formula for the
system length (3.54),
L =
Ns
NtTc
1
1+ t(β)
, (3.76)
we have for each Nt × N2s lattice,
x =
Ns
Nt
t(β)
1+ t(β)
. (3.77)
Vortex partition function ratios Zk(1, 0)/Zk(1, 0) = e−Fk are plotted against x for
various Nt in Fig. (3.17). The Nt dependence of the correlation length is reflected in
the smearing of the slope at x = 0.
While matching the correlation lengths via fits for λ(Nt), we can also deal with
the scaling violations from the finite size Ns. Criticality in a finite volume is a
fuzzy concept, so there is some leeway. If we define criticality from the pseudo-
critical couplings βc(Ns, Nt), obtained from the intersection of vortex free energies
with their universal value, then this amounts to a horizontal correction of the FSS
variable x. Self-duality implies, however, that we should respect the symmetry in
Fk and Fe around βc. This favors a correction to account for the ∝ N−ωs offsets of
the flux free energies on finite volumes from the universal value f I(0) at βc. The
choice between these approaches amounts to a small systematic uncertainty in our
extraction of each λ(Nt).
We determine λ(Nt) by fitting the SU(2) vortex data to the analytic N = 1000
solution for interfaces in the 2d Ising model, which differs from f I with only neg-
ligible FSS corrections O(N−ω) near x = 0. It is best to fit the partition function
ratios,
Zk(1, 0)/Zk(0, 0) ∼ exp(− f I(−λx)), (3.78)
instead of the interface free energy, since then the tails converge to the fixed values
1 and 0 at x = ±∞. This allows us to benefit from asymmetric fitting windows
between x ∼ −1 below and x ∼ 0.1 above criticality while maintaining an excellent
fit between the Ising model and SU(2) data. The systematic uncertainty from the fit
window was checked by varying the cutoffs.
Results for λ(Nt) are presented in Fig. 3.16. The removal of finite Ns corrections
via horizontal or vertical shifts of the partition function curves yield consistent
values. The 1/Nt corrections to the continuum result for Nt ∈ (4, 10) are well-
described by a polynomial fit,
λ(Nt) = λ∞ + b/Nt + c/N2t . (3.79)
The extrapolated values obtained by horizontal or vertical shifts of the curves to
correct for finite Ns offsets at x = 0 are, respectively,
λ∞ = 1.354(25), and 1.380(35), (3.80)
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Figure 3.16: Rescaling factor λ(Nt) obtained by fitting center vortex partition function ra-
tios Zk(1, 0)/Zk(0, 0) as a function of the FSS variable x = TcLt to the universal
function exp(− f I) known exactly from the 2d Ising model. Data for removing
finite Ns corrections at x = 0 via both horizontal (red) and vertical (magenta)
offsets are included. A polynomial fit in 1/Nt yields the continuum value for
λ, here for the red data points.
Figure 3.17: Center vortex partition function ensembles against the renormalized FSS vari-
able x for various Nt, before and after renormalization by a factor λ(Nt).
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with reduced χ2/dof.’s of 1.5 and 2.5. They are consistent within the rather gener-
ous fitting errors. Our λ(Nt) points actually agree within ±0.01 for Nt ≥ 7.7
After rescaling the FSS variable x by λ(Nt), our data for vortex ensembles on
various Nt × N2s lattices collapses beautifully onto the universal Ising curve in a
large window around x = 0. Compare the data in Fig. 3.17 before and after renor-
malization of the FSS variable x = λTcLt. The electric flux partition function ratios
obtained from vortex ensembles by a discrete Fourier transform scale equally well
(not shown).
With our determination of the non-universal constant λ∞, the scaling of the con-
tinuum string tension σ and dual string tension σ˜ at criticality is now completely
specified in units of Tc. Repeating Eq. (3.74) for convenience,
σ(t) = λ∞T2c 2 ln(1+
√
2) |t|+ · · · , t→ 0− , and
σ˜(t) = λ∞Tc2 ln(1+
√
2) t + · · · , t→ 0+ , λ∞ = 1.354(35). (3.81)
One may convert the length scale Tc to units of the continuum coupling g3 or, if
preferred, the zero temperature string tension using our earlier determinations,
Tc/g23 = 0.3732(6), Tc/
√
σ(T = 0) = 1.1150(24) . (3.82)
3.6.1.2 Diagonal string formation
Our determination of the string tensions Eq. (3.74) is also valid for pairs of orthog-
onal fluxes under the assumption that they minimize the total length by forming a
diagonal string. A string tension implies that the free energy for a pair of perpen-
dicular fluxes on a symmetric volume should be
√
2 that of a single flux.
This can also be coaxed out of the 2d Ising model. The free energy per N for a di-
agonal interface (anti-periodic boundary conditions in both directions) is provided
by Baxter in Ref. [79],
F(1,1)I
N
= σ
(1,1)
I = 2 ln sinh(2K), N → ∞. (3.83)
Multiplying by K = T/J gives the tension per coupling J, which we plot in Fig.
3.18 together with the the result for a straight interface σ(1,0)I .
On a rectangular lattice, discretization breaks rotational invariance such that
straight and diagonal fluxes are not on an equal footing. For the Ising model at
zero temperature, the system is in a state of maximum order. In that case a diago-
nal spin interface is forced to take a step-like path through the lattice and is twice
the length of a straight interface. Isotropy only emerges when thermal fluctuations
become large and the correlation length dwarfs the finite lattice spacing. At criti-
cality, the underlying lattice geometry becomes irrelevant and a
√
2 factor between
straight and diagonal interfaces emerges,
σ
(1,1)
I = 2
√
2 ln(1+
√
2)|t| =
√
2 σ(1,0)I , K = Kc . (3.84)
7 The data is better described by a power law fit with extrapolated values λ∞ = 1.337(5) and 1.338(5)
for the horizontal and vertical Ns offset corrections, with reduced χ2/dof. of 1 and 1.9 respectively.
Without a justification for the fitting function we prefer to quote the less constrained results that
better accommodate any remaining systematic uncertainties.
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Figure 3.18: The exact interface tensions per coupling, KσI over temperature K = T/J,
for straight (1, 0) and diagonal (1, 1) interfaces. They differ by factor
√
2 at
criticality. This implies string formation at criticality for all models in the 2d
Ising universality class.
It is here that the interface tension amplitude σ0 = 2 ln(1+
√
2) is relevant to all
models in the 2d Ising universality class, irrespective of the microscopic physics.
String formation in 2 + 1 d SU(2) gauge theory for electric fluxes in the scaling
window below Tc, and for spacelike center vortices above Tc, then follows from
universality and this square root signature for diagonal interfaces at criticality in
the 2d Ising model.
In the continuum limit of the gauge theory, we also expect isotropy and hence
square root scaling for center and electric fluxes away from criticality. This is verified
in Appendix A.
3.6.1.3 A note for 3+ 1 d
We have used self-duality to fix the relationship between the electric string and
dual center vortex tension in 2 + 1 d. More generally, this is fixed by the univer-
sal amplitude ratio that relates the relevant scales on each side of criticality. For
Ising models, this is the interface tension σI in the ordered phase and the expo-
nential correlation length, i.e., inverse mass gap ξ+gap, in the disordered phase. The
hyperscaling relation µ = (d− 1)ν gives the universal amplitude ratio [52]
σI(ξ
+
gap)
d−1 = R+σ gap , where (3.85)
R+σ gap =
{
1 , for q = 2, 3, 4 , in d = 2 ,
0.40(1) , for q = 2 , in d = 3 .
For the 2, 3 and 4-state Potts models with second order phase transitions, self-
duality gives unity for the amplitude ratio. The value for the 3d Ising model is
determined numerically. It can be applied to SU(2) gauge theory in 3+ 1 d, where
the mass gap in the disordered phase comes from the electric string tension σ/T =
3.6 exploiting self-duality 49
ξ−1− . After correcting for the non-universal constant in σ ∝ |t|µ from the scaling of
the correlation length, the dual string tension is then determined at criticality by,
σ˜ = R+σ gap (σ/T)
d−1. (3.86)
3.6.2 Critical couplings from self-duality and universality
The intersection of interface free energies with their universal value at criticality,
when known, is an exceptionally precise method of locating a second order phase
transition. Our estimates for βc(Nt) for SU(2) in 2+ 1 d from center vortex ensem-
bles are testaments to this. At the time of their publication in [14] we believed that
this was the best available method.
The self-duality relation at criticality suggests an alternative pseudo-critical cou-
pling βc(Nt, Ns). We can employ the intersection of vortex and electric flux free
energies to locate the transition,8
Fk(βc(Nt, Ns)) ' Fe(βc(Nt, Ns)). (3.87)
The symmetry of this definition ensures extremely rapid convergence as Ns →
∞. The leading finite volume corrections to scaling are universal and thus cancel
around βc in the intersection of Fk and Fe . Writing once more our FSS ansatz for
vortex free energies,
Fk = ln(1+ 23/4) + b(β− βc)N1/νs + cN−ωs + . . . , (3.88)
self-duality dictates the same ansatz for electric fluxes,
Fe = ln(1+ 23/4) + b(β− βc)N1/νs + cN−ωs + . . . , (3.89)
with identical coefficients b and c. The leading FSS corrections shift the free energies
equally,
Fk(βc) = Fe(βc) = ln(1+ 23/4) + cN−ωs + . . . , (3.90)
so they are absent in the estimates βc(Nt, Ns).
A comparison of critical coupling estimates obtained via self-duality and those
obtained from the universal value for the vortex free energy is shown for Nt = 4 in
Fig. 3.19 and summarized in Table 3.3. The results from self-duality on lattices as
small as Ns = 16 are already within the error bars of our previous best infinite vol-
ume extrapolation. The intersection Fk = Fe requires the simulation of an additional
set of vortex ensembles (~k = (1, 1) for symmetric SU(2) lattices) so that we can per-
form the discrete Fourier transform used to obtain Fe. But this cost is insignificant
compared to the computational savings from eliminating FSS corrections.
The offset of the intersection Fk = Fe from their universal value at criticality gives
the leading correction to scaling term, cN−ωs . Fitting the Ns dependence then gives
the correction to scaling exponent ω for a given Nt data set. See Table 3.4 for a
8 One could, of course, use any pair Fk(~k) and Fe(~e) with ~k = ~e. A single unit of flux is the simplest
choice.
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Figure 3.19: Critical couplings for 2 + 1 d SU(2) (Nt = 4) from self-duality compared to
those of Table 3.1, with Ns up to 96 and the infinite-volume extrapolated result
βc = 6.53658(16) shown as the narrow gray band here.
Ns βc(Fk = Fe) βc(Fk = f I(0))
12 6.53474(42) 6.51333(33)
16 6.53627(36) 6.52508(13)
24 6.53645(17) 6.5324(14)
32 6.53672(24) 6.5346(23)
w. av. NS = 24, 32 exp. (full set Ns ≤ 96)
6.53654(14) 6.53658(16)
Table 3.3: Comparison of Nt = 4 pseudo-critical critical couplings βc(Nt, Ns) for SU(2) in
2+ 1 d obtained using self-duality (with weighted mean) versus the intersection
of Fk with its known universal value (with infinite volume extrapolation from the
full set of Ns lattices). The intersections Fk = Fe were obtained using a simultane-
ous linear fit.
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Nt ω from Fk = Fe offset red. χ2 ω from βc(Nt, Ns) extrap. red. χ2
2 1.61(9) 0.78 1.34(12) 0.83
3 1.53(25) 0.36 1.16(50) 0.21
4 1.54(7) 1.52 1.47(6) 0.98
Table 3.4: SU(2) correction to scaling exponents obtained from the offset of Fk = Fe from
the universal value f I(0) (left) and from the extrapolations of pseudo-critical
couplings in Section 3.4.3, together with the reduced χ2 of the fits that they were
extracted from.
comparison with the values for ω obtained as a fit parameter in our extrapolations
of pseudo-critical couplings βc(Nt, Ns) in Section 3.4.3 from universality alone. Ex-
ploitation of self-duality to single out the scaling correction yields a more consistent
estimate for ω between various values of Nt, and is therefore the preferred method.
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3.7 su(3) in 2 + 1 d
The deconfinement transition of pure SU(3) gauge theory in 2 + 1 d is also known
to be second order. Its critical exponents are consistent with the self-dual 2d 3-state
Potts model [61, 80], as predicted by the Svetitsky-Yaffe conjecture [81].
Unlike for the 2d Ising model universality class, the universal functions f I (~k , x)
for interface free energies are not available from analytic solutions. The universal
values at criticality have, however, been computed for all sets of spin interfaces
induced on a torus with cyclically shifted boundary conditions~k, and for all of the
2, 3 and 4-state Potts models with continuous phase transitions [57]. For the 3-state
Potts model on a symmetric lattice, there are two relevant universal values,
Z (1,0)
Z (0,0)
|Tc =
Z (2,0)
Z (0,0)
|Tc = 0.30499982 . . . , (3.91)
and
Z (1,1)
Z (0,0)
|Tc =
Z (2,2)
Z (0,0)
|Tc =
Z (2,1)
Z (0,0)
|Tc = 0.19500018, (3.92)
which determine the interface free energies via
Z (~k)
Z (0,0)
|Tc = e− f I (~k ,0) . (3.93)
The elementary center vortex in SU(3) is not its own anti-vortex as it is in SU(2),
but symmetry under reflection of the lattice and the quantization of center flux
modulo 3 ensures that partition function ratios with one or two units of flux in a
given direction are equivalent.
We have carried out lattice simulations of twisted ensembles as before, employ-
ing the usual Cabibbo-Marinari method to update SU(2) subgroups of SU(3) via
heatbath and overrelaxation steps [82]. Once more, self-duality (3.62) of the Potts
model manifests itself in the free energies of center vortex ensembles and their elec-
tric flux counterparts. Matching pairs of free energies with ~k = ~e are again mirror
images around criticality, i.e., identical under x ↔ −x as functions of the finite
size scaling variable,
x = ±LTc | t |ν ∝ L/ξ± , (3.94)
where ν = 5/6 for the 3-state Potts universality class.
The intersection of the ~k = (1, 0) center vortex partition function ratio with
the universal 3−state Potts value (3.91) at criticality, together with the ~e = (1, 0)
electric flux partition function ratio, is evident in Fig. 3.20. Even on this small 2 ×
242 lattice, the intersection Fk (1, 0) = Fe (1, 0) is almost exactly at the universal
value.
From universality and self-duality, we have again a FSS ansatz for vortex and
electric flux free energies,
Fk (1, 0) = Fe (1, 0) = − f I (0) + b(β − β c )N 1/νs + c N−ωs + . . . , (3.95)
where f I (x) is shorthand for the universal scaling function for interface free ener-
gies with one unit of flux~e = ~k = (1, 0).
3.7 su(3) in 2+ 1 d 53
–
Figure 3.20: (left) Numerical evidence of self-duality for 2 + 1 d SU(3), for single units of
flux~k = ~e = (1, 0) on 2× 242 lattices. (right) Pseudo-critical couplings obtained
via self-duality Fe = Fk and universality Fk = f I(0) for one unit of flux, for
Nt = 4.
3.7.1 Critical couplings and correction to scaling exponent
Fig. 3.20 compares the Nt = 4 pseudo-critical couplings on finite volumes obtained
from self-duality, Fk(1, 0) = Fe(1, 0), to those obtained by intersecting Fk with its
universal value at Tc. The O(N−(ω+1/ν)s ) finite volume corrections that afflict the
pseudo-critical couplings obtained from universality alone is again notably absent
from the critical couplings obtained using self-duality, which exhibit much more
rapid convergence.
Results from the intersection of flux free energies Fk(1, 0) = Fe(1, 0) are summa-
rized in Table 3.5 for several values of Nt. For lattices with aspect ratios Ns : Nt of
at least 6 : 1, the residual finite size corrections to βc(Ns, Nt) extracted from self-
duality are within the statistical errors. This provides a heuristic criterion for the
weighted means in Table 3.5. Note, however, that a residual systematic underesti-
mation remains from not extrapolating the data.
We also present estimates for the correction to scaling exponent ω. It is evaluated
by fitting the Ns dependent offset of Fk(1, 0) = Fe(1, 0) with the universal 3−state
Potts value at criticality with the expected N−ωs behavior from our FSS ansatz.
Nt βc(Fk = Fe) βc(Fk = f I(0)) Lit. ω
2 8.15309(11) 8.15297(57) 8.1489(31)† 0.73(25)
4 14.7262(9) 14.7194(45) 14.717(17)† 0.98(14)
6 21.357(25) - 21.34(4)‡ -
8 27.84(12) - -
Table 3.5: SU(3) critical couplings from self-duality (weighted means), and intersection
with the universal value (extrapolated) from [16], previous literature values from
†[39], ‡[61].
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Figure 3.21: Slope of Fk at criticality versus Ns for Nt = 2, 4, with linear fits.
3.7.1.1 Crosscheck of the correlation length exponent
So far we have assumed that that the correlation length critical exponent ν = 5/6 ∼
0.83¯. for the 2d 3-state Potts model holds for SU(3) in 2 + 1 d. This may be cross-
checked by calculating the slope of vortex free energies Fk in terms of the reduced
temperature t ∝ (β − βc) at criticality, and fitting it to expected N1/νs scaling be-
havior. For our Nt = 2 lattices we obtain ν = 0.812(17), while Nt = 4 volumes
give ν = 0.80(6) (Fig. 3.21). A weighted average of these fits yields the exponent,
ν = 0.818(24), fully consistent with universality.
3.7.1.2 Critical couplings versus temperature
The linear dependence of the critical lattice coupling on Nt at leading order follows
as for SU(2) from the definition of the bare lattice coupling, β = 2Nc/ag23, in terms
of the dimensional continuum coupling, cf. (3.43). The slope
βc(Nt)
2Nc
=
Tc
g23
Nt + . . . (3.96)
obtained from a fit to βc(Nt = 4, 6, 8) in Table 3.5 without 1/Nt corrections is
Tc
g23
= 0.5475(3), or
Tc√
σ
= 0.9938(9), (3.97)
where the weighted mean
√
σ/(g23) = 0.5509(4) of the four values for Nc = 3 in
[68] is used for the the conversion into units of the zero temperature string tension.
This is consistent with the estimate Tc/
√
σ = 0.9994(40) obtained in [39].
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The deconfinement transition for SU(4) in 2 + 1 d is especially interesting. Z4
center symmetry is not enough to specify the simplest effective spin model. There
may be different tensions for the interfaces that separate ‘orthogonal’ center sectors
with center flux e ipi/2 ∈ Z4, and those that separate ‘anti-parallel’ sectors, with
flux −1 ∈ Z4. If one performs a strong coupling expansion of the effective action in
terms of Z4 invariant operators as in Ref. [83], the two fundamental representations
4, 4¯, as well as the double-fundamental representation 6 = 6
∗
that is obtained from
the antisymmetric product, (4 ⊗ 4) asym , must be taken into account. The relative
weight of the couplings between loops in the 4/4¯ representations and loops in the
6 representation is required to pin down the corresponding spin system. It could
be any one from a wide class of symmetric Ashkin-Teller models.
It is conventional to formulate states of the symmetric9 Ashkin-Teller model in
terms of a pair of Ising models spins (s i , σi ) = (±1, ±1) coupled via the Hamil-
tonian [79],
H = − ∑
< i , j>
( J s i s j + Jσiσj + J ′ s i s jσiσj ) . (3.98)
There is a critical line of second order transitions between the limiting cases of the
4-state Potts model, with J = J ′ , and the vector Potts model, with J ′ = 0. In the
4-state Potts model, it doesn’t cost additional energy to flip an orthogonal pair of
neighboring spin states,
(1, 1) , (−1, 1) , (3.99)
to an antiparallel pair, e.g.,
(1, 1) , (−1, −1) . (3.100)
In the vector model, on the other hand, antiparallel pairs cost twice as much energy,
and the system corresponds to decoupled Ising systems. Along the line of second
order transitions the critical exponents vary continuously with the relative weight
J : J ′ between those for the 4−state Potts model, ν = 2/3, β = 1/12,10 and those
for the 4-state vector Potts model, ν = 1, β = 1/8.
Not only does the Svetitsky-Yaffe conjecture not predict a universality class for
SU(4) in 2 + 1 d, but its finite temperature transition and that of the 4-state Potts
model lie right on the separation line between first and second order transitions
(see Fig. 3.2). Increases in the size of the ZN center or number of dimensions result
in systems with first order transitions.
Numerical determination of the order of the SU(4) transition has proven to be
surprisingly challenging. Simulations are hampered by logarithmic finite size cor-
rections, present also for the 2d 4-state Potts model, and the existence of a bulk
crossover centered at lattice coupling β ∼ 13.5 [41]. This necessitates large spatial
volumes as well as Nt values large enough to ensure that the bulk transition does
not influence the order of the deconfinement transition.
9 Symmetric means that the couplings for the pair Ising spin systems are identical. They may differ in
a generic Ashkin-Teller model.
10 β is the critical exponent for the magnetization, 〈si〉 ∼ 〈σi〉 ∼ −tβ. On the critical line away from the
limiting cases J = {J′, 0} this ‘magnetic’ order parameter is distinguished from an additional ‘electric’
one 〈siσi〉 [79].
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Figure 3.22: Nt = 4 pseudo-critical couplings obtained from the pairwise intersection of
vortex free energies (red), and intersection with the universal value for inter-
face free energies in the 4-state Potts universality class (blue).
Clear first order transitions were reported in Ref. [41] for Nt = 1, 2, for which
the couplings are still near to the bulk crossover. Finite size scaling consistent with
second order Potts model was found on their available Nt = 3, 4 volumes, however.
More recent evidence [39, 40] suggests that the transition is in fact weakly first order.
We will check for evidence of this in center vortex ensembles.
3.8.1 Scaling of vortex free energies at criticality
To obtain an estimate of the critical lattice coupling βc that assumes a second order
transition, but is independent from 4-state Potts model scaling, we have extracted
it from pairwise intersections of center vortex free energies Fk(1, 0) on lattices with
Ns ratios of 2 : 1. We obtain the estimate βc = 26.283(9) for Nt = 4. It may be
compared with the result obtained from intersecting vortex free energies with the
exact universal value for interfaces in the 4-state Potts model given in [57]. This
yields the consistent value βc = 26.294(2). Both extrapolations are plotted in Fig.
3.22. They are likewise consistent with βc = 26.228(75) from [39], but deviate with
significance from βc = 26.251(16) in [40], in which first order scaling was assumed.
Under the assumption of second order scaling, the critical exponent ν may be
extracted from the slopes of Fk(β) at βc, exactly as for SU(2) and SU(3). Fitting to
an assumed N1/νs dependence in a one-sigma interval around βc yields ν = 0.59(5)
for our Nt = 4 volumes. This favors the lower bound ν = 2/3 for the 4-state Potts
model along the critical line of symmetric Ashkin-Teller models, which is consistent
with the slight underestimations of ν for SU(2) and SU(3). Indeed, center vortex free
energies on finite 4× N2s lattices with up to Ns = 80 scale well around criticality
under the assumption of 4-state Potts scaling, ν = 2/3 (Fig. 3.23).
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Figure 3.23: (left) Scaling of vortex free energies under the assumption of Potts model ex-
ponents.
(right) Slopes of vortex free energies at βc compared to Potts model scaling
ν = 2/3.
3.8.2 Distinguishing first from second order scaling
Finite size scaling laws for a second order transition follow from the idea that, as
the correlation length ξ diverges at criticality, it is eventually limited by the finite
size L of the system and the ratio ξ/L determines the behavior of thermodynamic
quantities. If ξ is large but finite at criticality, as for a weakly first order transi-
tion, then this ratio becomes effectively infinite for small and intermediate volumes.
From this point of view, it is not surprising that we observe second order scaling
in intermediate volumes for SU(4) in 2+ 1 d, if the transition is weakly first order.
The evidence in Refs. [39, 40] that best supports a first order transition stems
from the behavior of the Polyakov loop near criticality. If the SU(4) phase transition
is first order, then the system may tunnel between the disordered, confined phase
and the four deconfined, ordered center secters that all coexist at Tc. This is revealed
by peaks in the probability distribution for the Polyakov loop P for each sector. A
probability density plot of
| 1
V ∑
~x
P(~x)| (3.101)
exhibits tell-tale peaks near zero for the disordered phase and at 1/4 for the Z4
centor sectors, since the trace for the Polyakov loop is normalized by the number
of colors Nc = 4. This was observed for various volumes in [39, 40].
There is a slight subtlety. A double peak structure may also be observed on finite
volumes near a second order transition, since the volume average of the Polyakov
may pass through zero when the system tunnels between deconfined center sectors.
We demonstrate this for SU(3) in 2+ 1 d on a 4× 402 lattice in Fig. 3.24 (left). In this
case, examination of the Monte Carlo history in Fig. 3.24 (right) indicates that the
deconfined sectors do not coexist with a confined phase in which the the volume
averaged Polyakov loop is disordered.
SU(4) Monte Carlo histories were presented in Ref. [40] for Nt = 3, which re-
vealed evidence for phase coexistence near Tc and strengthened the case for a first
order transition.
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To see if this is maintained closer to the continuum limit, we have measured
the Polyakov loop on large Nt = 5 volumes near Tc. Probability densities of its
volume averaged magnitude for Ns = 100, 160 are shown in Fig. 3.26 and Fig. 3.25.
The double peaked structures, together with an examination of the Monte Carlo
histories as in Fig. 3.27, are indicative of phase coexistence and hence a first order
transition.
This is not quite enough, though. The smoking gun for a first order transition is
a non-zero latent heat Lh. On the lattice this is the difference of the action densities
of the confined and deconfined phases,
Lh = (Sd − So)/Np, Np = (d + 1)Nds Nt, (3.102)
where Np is the number of plaquettes. To be sure of a first order transition in the
continuum limit, a non-zero latent heat must be measured and proven to persist in
the limit Nt → ∞.
The latent heat shows up as a double peak in a histogram plot of the average
action at criticality, as a result of phase coexistence. When the latent heat is small,
however, it is difficult or impossible to resolve the closely spaced peaks. This is the
case for SU(4) in 2+ 1 d, which is evident in our simulations (see Fig. 3.27) and was
also noted in Refs. [39, 40].
A scaling analysis of the specific heat,
C =
1
Np
(〈S2〉 − 〈S〉2), (3.103)
provides an alternative route. On the lattice, the specific heat is the variance of the
action S normalized by the number of plaquettes. Exactly at a first order phase
transition, fluctuations in the action are maximized, since the disordered and or-
dered phases have equal probability, and the maximum of the specific heat gives
the latent heat via,
Cmax =
Np
4
L2h. (3.104)
A scaling analysis of the specific heat was performed for Nt ∈ {3, 4, 5} in Ref. [40].
The authors concluded that the finite L = aNs corrections to the specific heat were
consistent with first order (i.e., extensive) scaling,
Cmax
Np
=
1
4
L2h + c1L
−d + . . . , (3.105)
on their available volumes, with non-zero latent heats Lh(Nt) that extrapolate to a
non-zero value in the continuum limit Nt → ∞.
A comparison with second order scaling was not presented, however, and the
regular contribution to the specific heat was not taken into account. Due to the
unphysical bulk crossover of the lattice model at β ∼ 13.5, the volume independent
part dominates the singular Ns dependence of the specific heat, as noted in Ref.
[41]. On our 5× 1002 lattice, for example, the regular contribution is 95% of Cmax
(see Fig. 3.28 ). The large regular part of the specific heat, calculated on symmetric
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Figure 3.24: (left) A double peak structure in a density distribution of the absolute value
for the Polyakov loop near the second order transition of 2+ 1 d SU(3), here at
βcol = 14.4 on a 4× 402 lattice.
(right) Monte Carlo history of the real and imaginary parts of the Polyakov
loop, with tunneling between center sectors.
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Figure 3.25: Density plots of the volume averaged absolute value of the Polyakov loop on
5× 1602 lattices, with β = 31.97, 32., 32.05 from left to right. A clear double
peak structure emerges at the transition.
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Figure 3.26: Density plots of the volume averaged absolute value of the Polyakov loop on
5× 1002 lattices, with β = 31.95, 32., 32.05 from left to right.
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Figure 3.27: (left) Density distribution of the SU(4) plaquette near the transition at β =
32.05 on a 5× 1602 lattice. Only the hint of closely separated peaks is visible,
via a slight deformity.
(right) Monte Carlo history of the real and imaginary parts of the correspond-
ing Polyakov loop, which indicates tunneling from a deconfined center sector
to the confined disordered phase.
lattices, must be subtracted from Cmax before a consistent scaling analysis may be
performed.
After calculating and subtracting the regular part of C(β) from the tabulated data
for Cmax in Ref. [40], first order scaling may not be distinguished with statistical
significance from second order scaling of the form [52],
Cmax
Np
= c0Lα/ν−d + c2L−d + . . . , (3.106)
where α is the exponent that governs the divergence of the specific heat at a second
order transition,
C ∼ |t|−α, (3.107)
and we use α = ν = 2/3 for the 4-state Potts model. That is, the data is consistent
with zero latent heat. We illustrate this for Nt = 5 in Fig. 3.30, where we have
included estimates for Cmax from our own simulations in the fits. The goodness of
fits via the reduced χ2/dof. are, in this case, 0.85 for the assumption of first order
scaling, and 1.17 for second order Potts model scaling.
Our results are therefore in agreement with Refs. [39, 40], that deconfinement is
consistent with a first order transition for Nt ≤ 5. The continuum limit Nt → ∞
must be taken with care, however. The lingering effects of the bulk crossover make
it difficult to draw definitive conclusions from finite volume lattice data. Larger Nt
may be required in order to determine whether the deconfinement transition of
SU(4) in 2+ 1 d remains first order or weakens to second order on the approach to
continuum physics.
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Figure 3.28: The specific heat C on symmetric volumes, which reveals the lingering tail of
the bulk transition at β ∼ 13.5.
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Figure 3.29: Specific heat C across the deconfinement transition on 5× 1002 lattices (green).
The large regular contribution to the specific heat, here measured on 8
3
and 16
3
lattices, must be subtracted in order to obtain the singular Ns dependence.
Figure 3.30: The maximum of the specific heat versus Ns for Nt = 5, after subtraction
of the large contribution from the smooth background. Both first order Eq.
(3.105) and second order Eq. (3.106) scaling is consistent with the data. The fits
combine data from Ref. [40] (maroon), and our own simulations (blue).
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3.8.3 Directions
The deconfinement transition of SU(4) Yang-Mills theory in 2+ 1 d deserves further
study. Even if it remains weakly first order in the continuum limit, the question
remains: how is an effective critical model singled out from an infinite class of
symmetric Ashkin-Teller models? Why is one of the limiting cases, the 4-state Potts
model, favored by our data on intermediate volumes?
SU(4) is unique in that it’s the smallest SU(N) gauge group in which the in-
terfaces between center sectors must be distinguished. A better understanding of
how this is dynamically realized would provide insight into the effective degrees
of freedom near criticality.
For this purpose, a detailed analytic study of the effective Polyakov loop model
in the framework of Ref. [83] could be enlightening.
In addition, Monte Carlo simulations with non-trivial boundary conditions could
be of further use. Several possibilities present themselves.
Dual string tension ratios
A computation of the dual string tension ratio σ˜k(2, 0)/σ˜k(1, 0) for two units ~k =
(2, 0) versus one unit ~k = (1, 0) of center flux using ’t Hoofts’s twisted ensembles
is one way forward. This ratio tells us the relative cost of separating center sectors
that differ by a phase −1 ∈ Z4 compared to a phase eipi/2 ∈ Z4. That is, the analog
of ‘anti-parallel’ and ‘orthogonal’ spins in a Z4-symmetric statistical system.
The corresponding ratios of color-electric string tensions are studied under the
guise of k-strings [13]. Asymptotic tensions only depend on the N-ality kr of the
representation, which labels the phase picked up by a source in that representation
under a ZN center transformation.11 This is due to screening by the adjoint gluons,
which transform any color-electric string into the lightest, stable string with the
same N-ality.
Various theoretical predictions are available with different physical implications.
If bound states do not form, then one expects for a generic string tension σ with
N-ality kr,
σ(kr) = min(kr, N − kr) · σ(kr = 1). (3.108)
That is, the tension is proportional to the number of elementary fluxes. We take
the smaller of kr and (N − kr) since these are just fluxes with opposite directions
in color space, i.e., anti-strings. For the SU(4) dual string tension such a prediction
gives simply,
σ˜k(2, 0)
σ˜k(1, 0)
= 2, (3.109)
This is analogous to the vector Potts model.
Additional theoretical predictions include the sine law ratio
sin(pikr/N)
sin(pi/N)
' 1.414... for kr = 2, N = 4, (3.110)
11 There is room for confusion with our notation ~k for temporal twists. The N-ality of our interfaces
may just be set by the number of units of center flux.
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which is inspired from supersymmetric models, and Casimir scaling
kr(N − kr)
N − 1 ' 1.333 for kr = 2, N = 4. (3.111)
SU(N) 2 + 1 d electric string tensions have been studied extensively in Refs. [84,
68, 85, 86, 87]. The scaling of electric kr-string ratios is close to Casimir scaling,
which occurs naturally if the flux tube has a cross-section that is nearly independent
of the flux carried [84]. For SU(4) the zero temperature ratio is about 1.35 [84],
which implies that two fundamental electric flux tubes are quite tightly bound.12
The approximate Potts scaling that we observe implies that elementary cen-
ter fluxes are also tightly bound, with a similarly low dual string tension ratio
σ˜k(2, 0)/σ˜k(1, 0). A systematic study that reveals difference at Tc from the corre-
sponding electric string tension ratio would indicate a violation of the self-duality
of the 4−state Potts universality class.
Restriction of ensembles via C-periodic boundary conditions
Even on a symmetric spatial volume, the calculation of electric flux Ze(~e) partition
functions for 2+ 1 d SU(4) requires simulations for five distinct temporal twists~k.13
And a system in the deconfined phase may tunnel between any of the four center
sectors on a periodic volume. It would be helpful to reduce the degeneracy, both
for computational ease, and to disentangle the interactions of the various sectors,
i.e, the 4/4¯ and 6 loop representations.
If charge conjugation is included via the C-periodic boundary conditions [89]
discussed in Chapter 4, then the number of allowed flux sectors is reduced. They
eliminate twist for SU(N), N odd, and reduce them to Z32 for N even. They were
used in Ref. [90], for instance, to restrict the SU(3) Polyakov loop to the 1 ∈ Z3
center sector in the deconfined phase.
The analogous use of C-periodic boundary conditions in SU(4) restricts the sim-
ulations to a Z2 subgroup of the center, which may enhance the signal for a first
order transition by reducing the number of degenerate deconfined sectors.
One can furthermore study C-periodic center flux partition function ratios and
their corresponding Z2 Fourier transforms. A thorough discussion of C-periodic
twists is presented in the next chapter. For now we mention that the C-periodic
twists single out the center fluxes quantized by −1 ∈ Z4. A comparison with the
Z2 center fluxes of SU(2) in 2 + 1 d, corresponding to the 2d Ising model, would
give an indication of how tightly bound the SU(4) interfaces are.
We will now close this lengthy chapter and change the pace by turning to another
type of topological object, the magnetic monopole. See the final summary of the
thesis for a reminder of what we have learned here.
12 Interestingly, a linear, as opposed to logarithmic, broadening of the flux tube with the source sepa-
ration has been observed in finite temperature lattice simulations, which is consistent with analytic
predictions [88, 87].
13 Every combination of one and two units of flux through the two spatial planes must be accounted
for (symmetry provides the rest).
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The experimental search for magnetic monopole has been fruitless [91]. Still, they
retain theoretical interest as a general prediction of grand unified theories (GUTs)
and as a tool for studying the non-perturbative properties of quantum field the-
ories via dualities [92]. The absence of magnetic sources in Maxwell’s equations
is conspicuous. Their existence would at once restore electric-magnetic symmetry
and justify the quantization of electric charge [93]. This is relevant to the puzzling
link between the fractional electric charge of quarks and their confinement that is
explored in the next chapter.
Most of the existing studies of monopoles in non-supersymmetric theories have
been restricted to the level of classical solutions. Little is known about quantum
mechanical effects. Even the leading order corrections are usually only calculable
in simple one-dimensional models [94].
Lattice field theory offers us a fully non-perturbative tool for studying monopoles.
There are two available approaches. One can either define suitable creation and
annihilation operators and measure their correlators [95, 96, 97], or else impose
boundary conditions that restrict the path integral to a non-trivial topological sector
[98]. The former approach gives, in principle, access to a wide range of observables
including, e.g., the vacuum expectation value of the monopole field. However, be-
cause monopoles are surrounded by a spherical infinite-range magnetic Coulomb
field, it is difficult to find a suitable operator and separate the true ground state
from excited states.
Instead, while non-trivial boundary conditions provide access to a more limited
set of observables, they ensure that the monopole is always in its ground state. Early
attempts to simulate monopoles were based on fixed boundary conditions [99],
which introduce large finite-size effects. Translationally invariant boundary condi-
tions are preferred. They were introduced for the SU(2) Georgi-Glashow model
in [100] and were used to calculate the mass of ’t Hooft-Polyakov monopoles in
[101, 102].
The relevant boundary conditions are a version of twisted boundary conditions
for the gauge-Higgs system that include charge conjugation. In [18] we generalized
the result for SU(N) with an adjoint Higgs field for N > 2. The boundary condi-
tions treat all monopole species in the same way, so one cannot fix the magnetic
charge absolutely. One chooses between odd and even charges for each species.
This is only possible for even N, so it rules out the prototypical SU(5) GUT. Nev-
ertheless, the generalization is relevant as many analytical results are valid only in
the large-N limit. Moreover, a richer theoretical structure with new questions arises
when one goes beyond the special case of SU(2). For instance, there can be several
different monopole species and also unbroken non-abelian gauge groups.
The presentation here differs from Ref. [18]. After reviewing the continuum and
lattices definitions of the magnetic field in SU(N) -Higgs theories, we introduce
twisted C-periodic twisted boundary conditions. Before presenting a formal proof
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for the magnetic charges, however, we explore the connection between abelian
monopoles and center vortices. This allows for a more intuitive understanding of
the allowed magnetic charges in terms of center fluxes.
4.1 magnetic charges in the continuum
The most general renormalizable Lagrangian for SU(N) gauge field theory Aµ with
an adjoint Higgs field Φ is
L = −trGµνGµν + tr[Dµ,Φ][Dµ,Φ]
−m2trΦ2 − κtrΦ3 − λ1(trΦ2)2 − λ2trΦ4, (4.1)
with the covariant derivative and field strength tensor defined by
Dµ = ∂µ + igAµ, Gµν = − ig [Dµ, Dν], (4.2)
respectively. Both Φ and Aµ are Hermitian and traceless N× N matrices. They can
be expanded in terms of the (N2 − 1) group generators TA,1
Φ(x) = φA(x)TA, Aµ(x) = AAµ (x)T
A, (4.3)
with real coefficients φA and AAµ .
For SU(2), the Pauli matrices are a convenient choice for the generators,
TA =
σA
2
. (4.4)
Their properties imply that trΦ = trΦ3 = 0 and (trΦ2)2 = 2trΦ4. So the Lagrangian
(4.1) can be simplified via κ = λ2 = 0 without any loss of generality.
In the broken phase, where m2 < 0, the Higgs field acquires a vacuum expecta-
tion value
〈trΦ2〉 = 1
2
〈φAφA〉 = v
2
2
≡ m
2
λ
. (4.5)
that spontaneously breaks the SU(2) symmetry to U(1). The normalized field
Φˆ(x) =
Φ(x)√
2trΦ(x)2
, (4.6)
represents the direction of symmetry breaking in color space. The residual U(1)
gauge freedom consists of rotations about this direction, which is well defined
whenever Φ 6= 0. Following ’t Hooft [103], the field strength for the residual U(1)
symmetry is defined by,
Fµν = 2trΦˆGµν − 4ig trΦˆ[Dµ, Φˆ][Dν, Φˆ]
= ∂µ(φˆ
A AAν )− ∂ν(φˆA AAµ ) +
eABC
g
φˆA(∂µφˆ
B)∂µφˆ
C. (4.7)
(4.8)
1 We use lower case Latin letters for a = 1, . . . , N and upper case Latin letters for A = 1, . . . , (N2 − 1).
Greek letters represent Lorentz indices.
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Figure 4.1: Diagonalization of the Higgs field Φ uncovers monopoles as gauge fixing sin-
gularities. The unphysical Dirac string is gauge dependent, but the location of
degenerate eigenvalues for Φ is not.
This definition is more transparent in the unitary gauge, where the Higgs field
has been diagonalized using a gauge transform R(x),
Φ˜(x) ≡ R†(x)Φ(x)R(x) =
√
2trΦ2
σ3
2
. (4.9)
In terms of the transformed gauge field
A˜µ = R† AµR− ig R
†∂µR, (4.10)
the field strength tensor has the familiar form,
Fµν = ∂µ A˜3ν − ∂ν A˜3µ. (4.11)
This defines a two-component vector of field strength tensors for the diagonal ele-
ments of the gauge field,
Faµν = ∂µ A˜
aa
ν − ∂ν A˜aaµ . (4.12)
But tracelessness of Aµ implies F2µν = −F1µν. The conventional field strength Fµν is
the sum Fµν = F1µν − F2µν.
The conserved magnetic current corresponding to the residual U(1) group is
defined as
jaµ = ∂
ν?Faµν, (4.13)
where ?Faµν is the dual tensor,
?Faµν =
1
2
eµνρσFa ρσ. (4.14)
Like the field strength, the magnetic currents satisfy j2µν = −j1µν, so there is only
one monopole species. The current is obtained by substituting Eq. (4.7),
j1µ =
1
4g
eµνρσeABC(∂
νφˆA)(∂ρφˆB)(∂σφˆC) = −j2µ., (4.15)
which is only non-zero when Φ vanishes. Monopoles arise from singularities in the
gauge fixing procedure. The magnetic charge within a volume V whose boundary
encloses a zero is
Q =
∫
V
d3xj0 = ±2pig (1,−1). (4.16)
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The generalization to SU(N) is more or less straightforward [104]. The matrices
{TA} in Eq. (4.3) are now the generators of SU(N) in the fundamental representa-
tion with the usual normalization
trTATB =
1
2
δAB. (4.17)
As in Eq. (4.9), consider a gauge transformation R(x) that diagonalizes Φ(x) and
places the eigenvalues in descending order,
Φ˜(x) = R†(x)Φ(x)R(x) = diag(λ1, ...,λN), (4.18)
where λ1 ≥ λ2 ≥ ... ≥ λN .
Classically, it is common to choose a potential that is minimized when the Higgs
points in the direction of a single diagonal generator, so that there is only one
residual U(1) group. For instance, the minimal symmetry breaking pattern,
SU(3)→ SU(2)×U(1)/Z2, (4.19)
that follows from Φ˜ ∼ diag(1, 1,−2) yields a unique electromagnetic U(1) in the
low energy theory.
In lattice Monte Carlo simulations the eigenvalues are generally distinct. Then
Φ˜(x) is only invariant under gauge transformations generated by the N − 1 diag-
onal generators of SU(N) . We are left with a residual U(1)N−1 gauge invariance
corresponding to the Cartan subgroup of SU(N) . Following ’t Hooft [104] the
residual U(1) field strengths are defined by Eq. (4.12), with a ∈ {1, . . . , N}. The
corresponding magnetic currents jaµ are given by Eq. (4.13). The tracelessness con-
dition
N
∑
a=1
Faµν =
N
∑
a=1
jaµν = 0, (4.20)
means that there are only N − 1 independent U(1) fields and magnetic charges,
one for each diagonal generator.
In three dimensions any two eigenvalues coincide, λb = λb+1, in a discrete set
of points, which behave like magnetic charges with respect to the components Fbµν
and Fb+1µν of the field strength tensor (4.12) [104]. That is, like magnetic monopoles
with charge Q = ±qˆb, where the elementary magnetic charges are
qˆab =
2pi
g
(
δa,b − δa,(b+1)
)
, (4.21)
or in vector notation
qˆb =
2pi
g
 b−1︷ ︸︸ ︷0, ..., 0, 1,−1, N−b−1︷ ︸︸ ︷0, ..., 0
 . (4.22)
The elementary charges are embeddings of the SU(2) monopole. In the core of the
monopole, the SU(2) subgroup involving the bth and (b + 1)th components of the
fundamental representation is restored.
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4.2 magnetic charge on the lattice
On the lattice, the Higgs field is defined on sites x and parallel transported by
SU(N) link variables Uµ(x). For the Lagrangian we use the Wilson gauge action
with additional terms for the Higgs field
L = β
N ∑ν>µ
Re [tr µν]
+2∑
µ
[
trΦ(x)2 − trΦ(x)Uµ(x)Φ(x + µˆ)U†µ(x)
]
(4.23)
+m2trΦ2 + κtrΦ3 + λ1(trΦ2)2 + λ2trΦ4. (4.24)
Again, we diagonalize Φ by a gauge transformation R(x),
Φ˜(x) = R†(x)Φ(x)R(x). (4.25)
which transforms the link variables to
U˜µ(x) = R†(x)Uµ(x)R(x + µˆ). (4.26)
The diagonalized field Φ˜ is still invariant under diagonal gauge transformations,
D(x) = diag (ei∆1(x), . . . , ei∆N(x)),
N
∑
a=1
∆a = 0 mod 2pi, (4.27)
which form the residual U(1)N−1 symmetry group and contain the elements of the
center ZN of SU(N). To identify the corresponding U(1) field strength tensors, we
must decompose U˜µ [105],
U˜µ(x) = Cµ(x)uµ(x), (4.28)
where uµ(x) represents the residual U(1) gauge fields and transforms as
uµ(x)→ D†(x)uµ(x)D(x + µˆ), (4.29)
and Cµ(x) represents fields charged under the U(1) groups. This decomposition is
not unique [105]. A simple choice is to define abelian link variables as the diagonal
elements of U˜µ in direct analogy with Eq. (4.12),
uµ(x) = diag U˜µ(x). (4.30)
It is more convenient to work with link angles and define an N-component vector
αaµ(x) = arg u
aa
µ . (4.31)
As angles, these are only defined modulo 2pi, and we choose them to be in the
range −pi < αaµ ≤ pi. As in the continuum we have a tracelessness condition
∑
a
αaµ(x) = 0 mod 2pi. (4.32)
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So αaµ(x) has only N − 1 independent components, one for each residual U(1)
gauge group.
The lattice analogs of the abelian field strength are the plaquette angles,
αaµν(x) = α
a
µ(x) + α
a
ν(x + µˆ)− αaµ(x + νˆ)− αaν(x), (4.33)
which are related in the continuum limit by
Faµν =
1
g
αaµν. (4.34)
Since the links αaµ are defined modulo 2pi, so too are the plaquettes. We again
choose −pi < αaµν ≤ pi.
Using Eq. (4.33), the corresponding lattice magnetic currents are
jaµ =
1
g
∆ fν ?αaµν, (4.35)
where ∆ fν is the forward derivative in direction ν on the lattice and
?αaµν =
1
2
eµνρσα
a
ρσ. (4.36)
These are integer multiples of 2pi, because each contribution of αaµ(x) is canceled
by a −αaµ(x) modulo 2pi.
In particular, the abelian magnetic charge inside a single lattice cell is given by
qa(x) = ja0 =
1
2g∑ijk
eijk
(
αaij(x + kˆ)− αaij(x)
)
. (4.37)
Each component of this vector is an integer multiple of (2pi/g), and they all add up
to zero. The elementary charges, corresponding to individual monopoles, are the
same as in the continuum (4.22). Other values of the charge vector q correspond to
composite states made of elementary monopoles.
The diagonalization procedure in Eq. (4.18) is ill defined when the Higgs field has
degenerate eigenvalues, but such lattice configurations are a set of zero measure.
Physically, the core of the monopole never lies exactly at a lattice site. So these
configurations do not contribute to physical observables and do not have to be
considered separately.
4.3 monopole mass
The abelian magnetic charge Q of any lattice field configuration is defined by
adding up the contributions (4.37) from each lattice cell,
Q =∑
x
q(x). (4.38)
As it is discrete, the partition function decomposes to a product of partition func-
tions ZQ for each magnetic charge sector.
Z =∏
Q
ZQ. (4.39)
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The free energy per temperature of a given charge sector is defined as for center
vortices
FQ = − ln ZQZ0 , (4.40)
where Z0 is the partition function of the charge zero sector. The mass Mj of a single
monopole qˆj is given by the ground state energy of the corresponding charge sector.
A lattice calculation requires boundary conditions that enforce non-trivial abelian
magnetic charge. Moreover, they should preserve translational invariance. Bound-
ary effects would otherwise swamp the contribution from a point-like monopole.
Gauss’ law rules out periodic boundary conditions. They fix the charge to zero.
However, translational invariance only requires periodicity up to the symmetries
of the Lagrangian (4.23). And since the magnetic current is conserved, only spatial
boundary conditions need to be considered.
For SU(2), it was found in [100] that the boundary conditions
Φ(x + L ˆ) = −σjΦ(x)σj = (σ2σj)†Φ∗(x)(σ2σj), (4.41)
Uµ(x + L ˆ) = σjUµ(x)σj = (σ2σj)†U∗µ(x)(σ2σj),
force an odd value for the magnetic charge, whilst
Φ(x + L ˆ) = −σ2Φ(x)σ2 = Φ∗(x)
Uµ(x + L ˆ) = σ2Uµ(x)σ2 = U∗µ(x), (4.42)
are compatible with any even value.
These are an example of C-periodic boundary conditions, as introduced by Kro-
nfeld and Wiese [89]. Note that twisted C-periodic and twisted periodic boundary
conditions are equivalent for the gauge links. The Higgs field is anti-periodic when
we convert from one form to the other. Physically, this means that charge conjuga-
tion is carried only by the Higgs field in SU(2).
Assuming that monopoles do not form bound states, the weight of the multi-
monopole configurations in the path integral is exponentially suppressed. So the
partition function Zodd for twisted C-periodic boundary conditions is dominated
by configurations with a single monopole, while the partition function Zeven is
dominated by configurations with no monopoles. The non-perturbative mass
M = − lim
T→0
T ln Zodd/Zeven (4.43)
of the ’t Hooft-Polyakov monopole was calculated in [101, 102], with good agree-
ment with classical expectations.
4.4 twisted c-periodic boundary conditions
Translational invariance requires periodicity up to the symmetries of the theory.
In the case of the gauge-Higgs Lagrangian (4.23), the available symmetries are
complex conjugation of the fields and gauge invariance. When κ = 0, reflection of
the Higgs field Φ → −Φ is also a symmetry, but this is not general so we do not
consider it. The appropriate extension of (4.41) for SU(N) is then
72 ’t hooft monopoles in lattice guts
Φ(x + L ˆ) = Ω†j (x)Φ
∗(x)Ωj(x),
Uµ(x + L ˆ) = Ω†j (x)U
∗
µ(x)Ωj(x + µˆ), (4.44)
with SU(N) gauge transformations Ωj(x). We have started with the natural choice
of complex conjugation in each spatial direction. We will call these C-periodic
boundary conditions [89].2
As for ’t Hooft’s twisted boundary conditions, successive applications in different
directions should not depend on their order. This implies the equalities [89]
Ω†j (x + Lkˆ)Ω
T
k (x)Φ(x)Ω
∗
k (x)Ωj(x + Lkˆ)
= Φ(x + L ˆ+ Lkˆ)
= Ω†k(x + L ˆ)Ω
T
j (x)Φ(x)Ω
∗
j (x)Ωk(x + L ˆ),
(4.45)
and
Ω†j (x + Lkˆ)Ω
T
k (x)Uµ(x)Ω
∗
k (x + µˆ)Ωj(x + Lkˆ + µˆ)
= Uµ(x + L ˆ+ Lkˆ)
= Ω†k(x + L ˆ)Ω
T
j (x)Uµ(x)Ω
∗
j (x + µˆ)Ωk(x + L ˆ+ µˆ).
(4.46)
Since both fields are blind to center elements, Eq. (4.45) implies the cocycle condi-
tion
Ω∗i (x)Ωj(x + Lıˆ) = zij Ω
∗
j (x)Ωi(x + L ˆ),
zij = einij , (4.47)
where the Nth roots of unity zij = z∗ji formed by the antisymmetric ’twist tensor’
nij = −nji have the usual parametrization in terms of three ZN-valued numbers mi,
nij =
2pi
N
eijkmk, mi ∈ ZN . (4.48)
Furthermore, Eq. (4.46) implies that the zij have to be independent of position.
All choices of Ωi(x), Ωj(x) with the same twist zij are gauge equivalent [47, 89],
and we therefore assume that we can choose the matrices Ωj to be independent of
position analogous to the standard ‘twist eaters’ in the case of ’t Hooft’s twisted
boundary conditions without charge conjugation [106].
Non-trivial twists are only possible for even N, which is revealed by applying
the cocycle condition (4.47) to the product ΩiΩ∗jΩk [89]. On the one hand,
ΩiΩ∗jΩk = zjkΩiΩ
∗
kΩj
= zjkzkiΩkΩ∗i Ωj
= zjkzkizijΩkΩ∗jΩi, (4.49)
but applying the condition in the opposite order yields
ΩiΩ∗jΩk = zjiΩjΩ
∗
i Ωk
= zjizikΩjΩ∗kΩi
= zjizikzkjΩkΩ∗jΩi. (4.50)
2 In fact, in the terminology of Ref. [89], these correspond to C-periodic boundary conditions with
C = −1, and C = 1 would correspond to boundary conditions without complex conjugation.
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Therefore the twist tensors satisfy the constraint
z2jiz
2
jkz
2
ki = 1. (4.51)
This implies a constraint for the sum of ZN-valued magnetic twists mi,
(m1 + m2 + m3) ∈ {0, N/2} ∈ {0, 1, . . . , N − 1}. (4.52)
Hence, for non-trivial C-periodic twist, N/2 must be in ZN , i.e., N must be even
[89].
Moreover, not all combinations of allowed C-periodic twists are physically dis-
tinguishable. Transition functions that differ by a constant center element ζ are
equivalent, i.e., Ωi is equivalent to ζiΩi. This redefines the twists by
z′ij = zijζ
2
i ζ
∗
j
2. (4.53)
For even, N the freedom allows one to fix m2 ∈ {0, 1} and m3 ∈ {0, 1}, with
the constraint (4.52) satisfied by m1 ∈ {0, N/2}, i.e., 23 distinct possibilities (in 3
dimensions). A summary of the proof from [89] is given in Appendix B.2.
4.5 intuitive picture
Prior to the technical proof of the allowed magnetic charges in Section 4.6, we will
develop some intuition. First we will relate C-periodic boundary conditions to the
continuum magnetic charge. Then we will see how this relates to the center flux
familiar from ’t Hooft’s center vortex ensembles in pure SU(N) gauge theory. As a
by-product we will be able to interpret the restrictions of C-periodic twist in terms
of allowed vortex fluctuations.
4.5.1 The continuum and zeroes of the Higgs field for SU(2)
It’s instructive to see how the boundary conditions (4.41) for SU(2) fix the magnetic
charge in the continuum theory. Since abelian monopoles are located at zeroes of
the Higgs field, an odd number of monopoles implies an odd number of zeroes of
Φ. The vector components of the Higgs field Φ = φAσA/2 inherit from
Φ(x + L ˆ) = −σjΦ(x)σj (4.54)
the boundary conditions
φ1(x + Lxˆ) = −φ1(x),
φ2(x + Lyˆ) = −φ2(x),
φ3(x + Lzˆ) = −φ3(x), (4.55)
with all other components periodic. This respects the well-known ’hedgehog’ con-
figuration for the classical ’t Hooft-Polyakov monopole.
Note, for example, that φ1 must have an odd number of zeroes on every line
through the box in the x direction. By continuity, these combine to form surfaces
pinned to the boundary of the othogonal plane. Similarly, there must be an odd
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number of surfaces through the y and z directions where φ2 and φ3 are respectively
zero. Because of their relative orthogonality, these surfaces intersect in an odd num-
ber of points where all three components are zero. To help picture this, consider
the surfaces where φ1 and φ2 are zero. These intersect to form an odd number of
lines in the z direction on which φ1 and φ2 are both zero. Since φ3 is antiperiodic in
the z direction, there must be an odd number of points on these lines (and in total)
where φA vanishes.
All of the (partial or mixed) C-periodic boundary conditions that force an odd
magnetic charge have this property. Conversely, those with trivial magnetic charge
modulo 4pi to permit only an even number points where the Higgs field is zero.
4.5.2 Center vortices and monopoles
Understanding the relationship between abelian monopoles and center vortices is
not only helpful for the interpretation of C-periodic boundary conditions, it is
also interesting from the perspective of confinement in pure SU(N) gauge the-
ory. For many years, the dual Meissner picture of confinement from a monopole
condensate was an antagonist to the center vortex scenario. It turns out that these
descriptions are complementary, at least in certain gauges. Evidence has accumu-
lated that monopole world lines are embedded on the surface of center vortices
[107, 108, 109, 110, 111, 112, 113]. Percolation of one implies percolation of the other.
From this perspective, we can regard center vortices as abelian vortices, sourced
by the monopoles. For SU(2) gauge theory, the monopoles are like beads on a
necklace. For general SU(N) , several center vortices may meet at point, forming
monopole-vortex nets. Similar objects have been found in various supersymmetric
gauge theories containing Higgs fields [114].
Start again with SU(2), where there is no distinction between twisted C-periodic
and twisted periodic boundary conditions for the gauge fields [89]. The gauge
content of our configurations can then be interpreted in terms of the center vortex
ensembles in Chapter 3, with charge conjugation carried entirely by the Higgs field.
We need a way of locating center vortices, which are generally thick objects.
This proceeds via gauge fixing and center projection. A common choice in pure
SU(N) gauge theory is Maximal Center Gauge followed by a projection of the link
variables onto the nearest center element [115]. The resultant excitations are thin
ZN vortices dubbed P-vortices. They are expected to reveal the location of center
vortices in the unprojected configurations.
Since there is a Higgs field at our disposal it is more sensible to use a modified
version of Laplacian Center Gauge to define the location of vortices [116, 117, 109,
118]. After diagonalizing the Higgs field Φ we’re left with a residual U(1)N−1 gauge
symmetry. The idea of Laplacian Center Gauge is to use the lowest-lying eigenvec-
tor of the adjoint Laplacian operator as a faux Higgs field for gauge fixing. We can
reduce the gauge symmetry to ZN by fixing N − 1 phases of this auxiliary field.
Thin vortices then arise a la Nielsen-Olesen.
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The construction follows de Forcrand and Pepe [109]. It starts from the adjoint
lattice Laplacian,
− ∆ABxy (U)
=∑
µ
(2δx,yδAB −UABµ (x)δy,x+µˆ −UBAµ (x− µˆ)δy,x−µˆ), (4.56)
where A, B are the color indices and UABµ are the link variables in the adjoint repre-
sentation,
UABµ (x) = 2Tr(T
AUµ(x)TBU†µ(x)). (4.57)
Since the Laplacian ∆ is a real symmetric matrix, its eigenvalues are real. If we
take λ1 to be the smallest eigenvalue, the corresponding eigenvector allows us to
associate a real 3-dimensional vector φA(1)(x) with each lattice site. The eigenvalues
of ∆ are invariant under gauge transformations R(x), and φA(1) transforms like an
adjoint scalar field [109], with Φ(1)(x) = φA(1)(x)T
A,
Φ(1)(x)→ Φ˜(1)(x) = R†(x)Φ(1)(x)R(x). (4.58)
After diagonalizing the physical Higgs field, the transformed field Φ˜(1)(x) will
not in general be invariant under remnant U(1)N−1 transformations. The gauge
freedom may then be reduced to ZN by eliminating the phases of all (N − 1) sub-
diagonal elements. Gauge ambiguities arise when any of the sub-diagonal elements
of Φ˜(1)(x) are zero. This involves two conditions, so gauge ambiguities form lines
in three dimensions. Since they carry quantized center flux, these defects are iden-
tified as ZN vortices [109].
For SU(2), note that we have a Z2 vortex whenever φA(1)(x) is parallel or antipar-
allel to the physical Higgs field in color space. The relative sign of φA(1)(x) and the
Higgs defines its local orientation. In the neighborhood of a monopole, the Higgs
field has a hedgehog shape in color space. So there is necessarily some direction
along which φA(1)(x) and the Higgs field are collinear. What’s more, their relative
orientation changes sign at the location of the abelian charge. It follows that ev-
ery monopole lies on a thin Z2 vortex, which appears as two oppositely directed
strings. Monopoles and anti-monopoles form an alternating bead-like structure on
the vortices. See [109] for the generalization to SU(N) .
How does this relate to C-periodic boundary conditions (4.44)? Twist in a plane
forces an odd number of Z2 vortices through that plane. For each of these to con-
tribute an odd number of monopoles/anti-monopoles, the orientation of Z2 flux
must change an odd number of times. Therefore φAφA(1) = 2TrΦΦ(1) must be an-
tiperiodic. The boundary conditions
Φ(x + L ˆ) = ±Ω†j (x)Φ(x)Ωj(x),
Uµ(x + L ˆ) = Ω†j (x)Uµ(x)Ωj(x + µˆ), (4.59)
give
2TrΦ(x + N ˆ)Φ(1)(x + N ˆ)
= ±2TrΩ†jΦ(x)ΩjΩ†jΦ(1)(x)Ωj
= ±2TrΦ(x)Φ(1)(x).
(4.60)
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Figure 4.2: For SU(2), abelian monopoles form a bead-like structure on center vortices. To
have odd net charge we need an odd number of vortices that contain an odd
number of monopoles. i.e. both twist and charge conjugation.
So if the Higgs field is antiperiodic/C-periodic, 2TrΦΦ(1) is also antiperiodic, and
there will be an odd number of monopoles on every vortex in that direction (Fig.
4.2).
The net magnetic charge is then obtained from counting arguments. Closed vor-
tices and vortices through periodic directions do not contribute, since they contain
an equal number of monopoles and anti-monopoles. And without twist we can
only have an even number of monopoles, since there will be an even number of
vortices. For the net charge to be odd, there must be an odd number of directions
that are both conjugated and twisted in the orthogonal plane. We then have an odd
number of vortices that contain an odd number of monopoles. This interpretation
is in perfect agreement with the results of Sec. 4.6.2 and the Appendix.
Consider the decomposition (4.30) of the gauge fields in unitary gauge. Since it
commutes with complex conjugation, C-periodic boundary conditions (4.44) imply
antiperiodicity of the abelian projected fields (4.31) and their fluxes.3. This means
that the abelian (center) flux of the vortices must be equal and opposite at the
boundary in each C-periodic direction.
This fixes the allowed twists when combined with Gauss’ law for center flux.
For general SU(N), several ZN vortices are permitted to meet at a point provided
that center flux is conserved modulo N. We may have more complicated monopole-
vortex nets than the necklaces of SU(2). These source any abelian flux leaving the
volume in units of N. With a single C-periodic direction, the abelian flux must be
split evenly between opposite faces, which implies that the flux from twist in the
plane is restricted to m‖ ∈ {0, N/2}.
With an even number of colors N ≥ 4 and multiple C-periodic directions, the flux
has more freedom when leaving the volume. To see this, decompose the equal and
opposite fluxes exiting a C-periodic direction into elementary units quantized by
the minimal center phase ei2pi/N ∈ ZN . They can be arranged in matching pairs and
dragged to the corners of the volume while still preserving the equal and opposite
condition for abelian projected fluxes. This is depicted in Fig. 4.3. If the orthogonal
direction is also C-periodic, they can be traded across the boundary.
3 Subtleties from the twist are addressed in the formal proof.
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This illustrates why there are only 23 inequivalent combinations of twists for
d = 3 C-periodic spatial dimensions, N even. The trading of two units of center flux
between C-periodic directions means that it can only be fixed to be even or odd in
each direction. The total abelian flux 2(m1 + m2 + m3) leaving the volume through
the C-periodic directions must be sourced in units of N by Gauss’s law. But it may
be split between the various faces of the box. This is the physical interpretation of
the constraint on the twists 4
(m1 + m2 + m3) ∈
{
0, N/2
}
. (4.61)
The constituent charges for abelian flux will generally be scattered around the
box, connected by vortices that conserve center flux at each monopole. The N-vector
for abelian magnetic charge is then obtained in units of 2pi/g by adding up the flux
measured by parallel transport around each face of the box,
exp ipi
2(m1 + m2 + m3)
N
= exp
igQ
2
. (4.62)
This relationship is more precisely formulated in Section 4.6.2. Since the flux sums
to a center phase, the monopoles species are treated equally. The formation of
monopole-vortex nets is reflected in the various solutions for Q.
If 2(m1 + m2 + m3) = N, then
Q =
2pi
g
(1, 1, . . . , 1− N) + 2pi
g
2(n1, n2, . . . ,−
N−1
∑
i=1
ni). (4.63)
That is, the net always contains an odd number of each monopole species. If 2(m1 +
m2 + m3) = 0 we’re left with the second term and hence an even number of each
monopole species.
The problem with N odd colors is apparent within this vortex picture. We need
an even number of elementary units of flux leaving the volume in order to satisfy
antiperiodicity, so we’re stuck with even multiples of N and hence an even num-
ber of each monopole species. Moreover, the trading of pairs of elementary fluxes
between directions means that the boundary conditions are always equivalent to
those with zero units of center flux modulo N in each direction, i.e., no twist at all.
4 Vortices may also be traded between C-periodic and periodic direction which leads to an analogous
constraint.
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Figure 4.3: Pairs of elementary vortices may be traded between pairs of C-periodic direc-
tion by dragging their flux to the corners of the volume, as is illustrated here
for SU(4). Together with Gauss’s law for center flux modulo N, this fixes the
inequivalent twist sectors.
4.6 algebraic formulation
Let us now consider in detail the effect of the boundary conditions (4.44) on the
residual U(1) fields. Because the eigenvalues of the Higgs field Φ don’t change
under the twists in (4.44), i.e. Φ(x) and Φ(x+ L ˆ) have the same set of eigenvalues,
which are all real, we can choose the diagonalized field Φ˜ defined in Eq. (4.25) to
be periodic,
Φ˜(x + L ˆ) = Φ˜(x). (4.64)
Then, on one hand we have
Φ(x + L ˆ) = Ω†jΦ
∗(x)Ωj
= Ω†j
(
R(x)Φ˜(x)R†(x)
)∗
Ωj
= Ω†j R
∗(x)Φ˜(x + L ˆ)RT(x)Ωj, (4.65)
while on the other,
Φ(x + L ˆ) = R(x + L ˆ)Φ˜(x + L ˆ)R†(x + L ˆ). (4.66)
To ensure the compatibility of the two, we impose spatial boundary conditions for
R(x) as follows,
R(x + L ˆ) = Ω†j R
∗(x). (4.67)
When we apply multiple translations by L, however, we observe ZN jumps in the
definition of gauge transforms R(x) in SU(N). For example, successive translations
by L, first along the kˆ direction, and then along jˆ, is defined by,
Rjk(x + L ˆ+ Lkˆ) ≡ Ω†jΩTk R(x), (4.68)
while the reverse order gives,
Rkj(x + L ˆ+ Lkˆ) ≡ Ω†kΩTj R(x), (4.69)
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It follows immediately from (4.47) that
Rjk(x + L ˆ+ Lkˆ) = zkjRkj(x + L ˆ+ Lkˆ). (4.70)
From their effect in (4.25), or generally in SU(N) /ZN , these two would be equiva-
lent. In SU(N) they are not, however. There, transformations where the R′s applied
at a corner site to links in different directions attached to that corner differ, by cen-
ter elements as in (4.70), can be used to change the twist sector. If we allowed such
multi-valued, and hence singular gauge transformations, we could then arrange
matters such that the transformed link variables U˜ would all be C-periodic,
U˜µ(x + L ˆ) = R†(x + L ˆ)Uµ(x + L ˆ)R(x + µˆ+ L ˆ)
= RT(x)U∗µ(x)R∗(x + µˆ)
= U˜∗µ(x). (4.71)
The twist would then be completely removed by the singular gauge transforma-
tion, however. Conversely, when comparing a fundamental Wilson loop that winds
around a plane with non-trivial twist to the corresponding loop formed by the U˜’s,
one would observe that the original loop obtained its center flux entirely from the
ZN jump of the multi-valued gauge transformation, while the U˜ loop, with purely
C-periodic b.c.’s (4.71), would be trivial.
In order to preserve the ZN center flux in SU(N) , we must apply single-valued
and hence proper SU(N) gauge transformations, without such a jump. Those will
of course not change the Wilson loop at all, when transforming the U’s to the
gauge-fixed links U˜. Then however, we have to decide how we define the gauge
transformation at those corner sites where ZN ambiguities as in (4.70) arise. Conse-
quently, the boundary conditions (4.71) for the gauge-fixed U˜’s attached to such a
corner will have to be amended. This is best exemplified in two dimensions (with
two integer coordinates x and y both ranging from 0 to (L − 1): At the site with
coordinates (L, L) we define the gauge transformation R as, say
R(L, L) ≡ Ω†yΩTx R(0, 0) = Ω†yR∗(L, 0). (4.72)
If we consider the x link attached to this corner site, we obtain the boundary con-
dition
U˜x(L− 1, L) = R†(L− 1, L)Ux(L− 1, L)R(L, L)
= RT(L− 1, 0)U∗x (L− 1, 0)R∗(L, 0)
= U˜∗x (L− 1, 0), (4.73)
as in (4.71) and as for every other link that is not connected to this corner. For the
corresponding y link at this corner on the other hand,
U˜y(L, L− 1) = R†(L, L− 1)Uy(L, L− 1)R(L, L)
= RT(0, L− 1)U∗y (0, L− 1)ΩxΩ†yΩTx R∗(0, 0)
= z21 RT(0, L− 1)U∗y (0, L− 1)R∗(0, L)
= z21 U˜∗y (0, L− 1), (4.74)
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Figure 4.4: The integration curve used to calculate the flux through half of the box (left)
may be decomposed into line segments γ1 and γ2 (right).
because Ω†yΩTx = z21Ω†xΩTy and R∗(0, L) = ΩTy R(0, 0). This shows that all but one
of the gauge-fixed links in the plane are C-periodic (4.71) and that the center flux
comes about by the boundary condition of the one link remaining. Compare this
to the lattice implementation of twist in Chapter .
In the following we will only consider proper transformations R, single-valued
in SU(N) , so that the center flux is preserved in the gauge-fixed links, U˜. In higher
dimensions we therefore introduce the convention that for gauge transformations
R involving multiple translations by L these translations are always applied in
lexicographic order. In three dimensions, this leads to the following definitions for
the far edges of our L3 box with one corner in the origin at (0, 0, 0),
R(L, L, z) ≡ Ω†yΩTx R(0, 0, z),
R(L, y, L) ≡ Ω†zΩTx R(0, y, 0),
R(x, L, L) ≡ Ω†zΩTy R(x, 0, 0), (4.75)
where x, y and z run from 0 to L− 1; and for the corner diagonally opposite to the
origin, we use
R(L, L, L) ≡ Ω†zΩTyΩ†xR∗(0, 0, 0). (4.76)
In particular, we then have
R(L, L, L) = z12z23z31Ω†xΩ
T
yΩ
†
z R
∗(0, 0, 0), (4.77)
and the factor
z12z23z31 = exp
{2pii
N
(m1 + m2 + m3)
}
(4.78)
represents the total center flux as measured by a maximal-size Wilson loop W(C)
along the corners of the three-dimensional cube that cuts its surface into two equal
halfs as in Fig. 4.4. To see this, let the loop C in Fig. 4.4 be composed of two
line segments −γ1 and γ2, and consider gauge transforming the two Wilson lines
W(γ1) and W(γ2). To make them equal, so that W(C) = W(γ2)W†(γ1) = 1, we
would need to apply a gauge transform
R(1)(L, L, L) = Ω†zΩ
T
yΩ
†
xR
∗(0, 0, 0) (4.79)
at the end of line W(γ1), but
R(2)(L, L, L) = Ω†xΩ
T
yΩ
†
z R
∗(0, 0, 0) (4.80)
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Figure 4.5: Illustration of links with special boundary conditions in three dimensions.
When center flux is moved to the upper right plaquettes of all two dimensional
planes, it piles up near the corner at (L, L, L) as highlighted by the circle.
at the end of W(γ2). This would be a multi-valued gauge transform with a jump at
the far corner at (L, L, L). If we apply the same R(L, L, L) ≡ R(1)(L, L, L) at the end
of both lines, W(γ1) and W(γ2), the loop W(C) remains unchanged, and we have,
W(C) = W(γ2)W†(γ1) = z12z23z31 . (4.81)
In terms of the gauge-fixed links U˜, we still have C-periodic boundary conditions
(4.71) for most of the links, with the following exceptions:
U˜y(L, L− 1, z) = z21 U˜∗y (0, L− 1, z),
U˜z(L, y, L− 1) = z31 U˜∗z (0, y, L− 1),
U˜z(x, L, L− 1) = z32 U˜∗z (x, 0, L− 1), (4.82)
where the third variable runs from 0 to L− 1 again; and, from the corner at (L, L, L),
U˜y(L, L− 1, L) = z12 U˜y(0, L− 1, 0), (4.83)
U˜z(L, L, L− 1) = z32z13 U˜z(0, 0, L− 1).
The set of special links whose boundary conditions are modified by center elements
is sketched in Fig. 4.5.
Along the loop of Fig. 4.4 this means that almost every link in the first half of
the loop has a partner in the opposite direction in the second half that is related
by two successive C-periodic translations (4.71), and hence periodic. There are only
two exceptions from the set of twisted links that the loop picks up. These are
U˜y(L, L− 1, 0) = z21U˜∗y (0, L− 1, 0) (4.84)
= z21U˜y(0, L− 1, L),
and the last link of the first half of the loop which ends at the corner at (L, L, L), as
given in (4.83),
U˜z(L, L, L− 1) = z32z13U˜z(0, 0, L− 1). (4.85)
The combined center elements are again responsible for the same total center flux
through the loop, now in terms of the gauge-fixed links, U˜.
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4.6.1 Magnetic flux
Since the decomposition of the gauge fixed links (4.30) commutes with charge con-
jugation, C-periodic boundary conditions imply anti-periodicity of the αaµ(x) in
(4.31). The abelian projected fields inherit anti-periodic boundary conditions
αaµ(x + L ˆ) = −αaµ(x), (4.86)
except for the special cases, in three dimensions corresponding to the links in
Eqs. (4.82), where
αay(L, L− 1, z) = −αay(0, L− 1, z)− 2piN m3, (4.87)
αaz(L, y, L− 1) = −αaz(0, y, L− 1) + 2piN m2,
αaz(x, L, L− 1) = −αaz(x, 0, L− 1)− 2piN m1,
and in Eqs. (4.83), where
αay(L, L− 1, L) = αay(0, L− 1, 0) + 2piN m3, (4.88)
αaz(L, L, L− 1) = αaz(0, 0, L− 1)− 2piN (m1 + m2).
The fluxes in three dimensions,
αaij(~x) = α
a
i (~x) + α
a
j (~x + ıˆ)− αai (~x + ˆ)− αaj (~x) (4.89)
are essentially anti-periodic, because the twist angles (2pi/N)mi cancel when we
compare fluxes on opposite sides of the lattice. There is a single exception,
α23(L, L− 1, L− 1) = (4.90)
−α23(0, L− 1, L− 1)− 2piN 2(m1 + m2 + m3).
Because of the constraint on the possible twists in Eq. (4.52), and because flux
is only defined modulo 2pi, the additional contribution has no effect, and this is
equivalent to anti-periodic boundary conditions also. We therefore have fully anti-
periodic abelian field strengths. This means that when we cross the boundary we
enter a charge conjugated copy of the same lattice from the opposite side.
To determine the magnetic charge we repeat the trick of [100]. The curve shown
in Fig. 4.4 divides the boundary into two halves. We denote the magnetic flux
through them by Φ+ and Φ− choosing the positive direction to be pointing out-
wards. The two halves are related by the boundary conditions, and in particular,
antiperiodicity (4.89) of the field strength implies that they are equal Φ− = Φ+.
The magnetic charge inside the lattice is given by the total flux, which is the sum
of the two contributions,
Q = Φ+ +Φ− = 2Φ+. (4.91)
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Applying Stokes’s theorem, we can write
Φa+ = −
1
g
(
L−1
∑
x=0
αax(x, 0, 0) +
L−1
∑
y=0
αay(L, y, 0)
+
L−1
∑
z=0
αaz(L, L, z)−
L−1
∑
x=0
αa1(x, L, L)
−
L−1
∑
y=0
αay(0, y, L)−
L−1
∑
z=0
αa3(0, 0, z)
)
. (4.92)
When we apply the boundary conditions, all terms cancel except those involving
the cases,
Φa+ = −
1
g
(
αay(L, L− 1, 0) + αaz(L, L, L− 1)
−αay(0, L− 1, L)− αaz(0, 0, L− 1)
)
=
1
g
2pi
N
(m1 + m2 + m3) . (4.93)
Where we have used the first equation in (4.87) with z = 0 and αay(0, L − 1, 0) =
−αay(0, L− 1, L), and the second equation in (4.88). As the link angles αaµ are defined
modulo 2pi, the fluxes Φ± are only defined modulo (2pi/g). Therefore we find
Qa =
4pi
gN
(m1 + m2 + m3) mod
4pi
g
. (4.94)
4.6.2 Allowed magnetic charges
Substituting the constraint on the twists for even N in Eq. (4.52) into Eq. (4.94) gives
the charge quantisation condition
Qa =
2pi
g
Z2, (4.95)
up to integer multiples of (4pi/g). Because all components of the charge vector Qa
are the same, modulo (4pi/g), the constraint,
∑
a
Qa = NQa = 0 mod
4pi
g
(4.96)
is automatically satisfied.
This means that we can use twised C-periodic boundary conditions in SU(N) ,
when N is even, to restrict the ensemble to either of two distinct classes of monopole
configurations. If the allowed twists satisfy m1 + m2 + m3 = 0 (modulo N), then
their total charges are integer multiples of (4pi/g),
Qa = 0 mod
4pi
g
for all a. (4.97)
If the twists are such that m1 + m2 + m3 = N/2, then every component of the total
charge vector is a half-odd integer multiple of (4pi/g),
Qa =
2pi
g
mod
4pi
g
for all a. (4.98)
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These two sectors differ by at least one unit of abelian magnetic charge (2pi/g)
(modulo (4pi/g)) in each of the N− 1 U(1)’s. This may be due to a single monopole
in a diagonally embedded U(1) or due to several monopoles in different U(1)’s de-
pending on the symmetry breaking pattern. If the symmetry breaking is maximal,
these could be N− 1 individual monopoles, one in every U(1) factor of the maximal
abelian subgroup of SU(N). Since N must be even, the total number of monopoles
in the twisted sector will be odd in either case. The ratio of partition functions
of the two sectors in the infinite volume limit determines the free energy of such
monopole configurations or, at zero temperature, their total mass as discussed in
Section 4.3.
To force an odd number of monopoles, a convenient position independent choice
for the gauge transformations Ωi is
Ω1 = diag(iσ3, ..., iσ3)
Ω2 = diag(I, ..., I)
Ω3 = diag(iσ1, ..., iσ1).
(4.99)
These are simply the SU(2) matrices from Eq. (4.41) repeated in block diagonal
form. They satisfy
Ω∗i Ωj = −Ω∗jΩi, i 6= j, (4.100)
corresponding to a pi twist angle in each plane, i.e. m1 = m2 = m3 = N/2. We
could equally well use a a single twisted plane by replacing Ω1 or Ω3 by the unit
matrix 1. An even number of monopoles, corresponding to Eq. (4.97) is obtained
from
Ω1 = Ω2 = Ω3 = 1. (4.101)
Imposing complex conjugation in all three directions has the advantage of pre-
serving the invariance of the theory under 90-degree rotations. However, for a non-
zero magnetic charge, it is enough to have complex conjugation in one direction,
so that the flux can escape through at least one face. As is suggested by our vor-
tex picture in Section 4.5, this does not lead to fewer restrictions on the magnetic
charges. We leave the proof to the appendix.
4.7 the punchline
C-boundary conditions (4.44) allow one to impose a non-zero magnetic charge in
SU(N) gauge theories with an adjoint Higgs field, but with several restrictions. It
only works for SU(N) with even N, the charges can only be constrained to be odd
or even, and every residual U(1) group has the same magnetic charge.
It is rather natural that we cannot specify the exact charge but only whether it is
odd or even with boundary conditions that preserve translational invariance [119].
If a monopole is transported through one face of the torus, its antiparticle emerges
from the other side. The net magnetic charge changes by two units.
The other restriction, that all charges must have the same value, arises because
our boundary conditions are linear operations on the fields. The transformation
matrices Ωj are therefore independent of the direction of symmetry breaking Φ,
which defines the different residual U(1) groups. The boundary conditions can-
not treat any U(1) group differently from the others. It may be possible to avoid
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this restriction by considering non-linear transformations. In principle, one could
specify the boundary conditions in the unitary gauge in which the different U(1)
groups can be treated separately. It might then be impossible, however, to respect
translational invariance.
The absence of a non-trivial charge sector for odd N is also natural in this light.
Since we cannot single out an abelian subgroup, the abelian flux is quantized by
ZN center flux. A monopole requires an odd number of elementary ZN fluxes for
N odd, which cannot be closed on the torus.
In summary, the boundary conditions (4.44) allow one to define the partition
functions Zodd and Zeven in Eq. (4.43) using the gauge transformation (4.99) and
(4.101), respectively. Using Eq. (4.43), one may calculate the energy difference be-
tween these two sectors.
If there is only one residual U(1) group, then only the monopole species that
corresponds to it is massive. Eq. (4.43) gives that monopole’s mass, just as in SU(2).
If there are several residual U(1) groups, there is a magnetic charge corresponding
to each U(1) group, and Zodd represents a multi-monopole state. Depending on
which configuration has the lowest energy, the monopoles may either be separate
free particles, in which case Eq. (4.43) gives the sum of their masses, or else it may
give the energy of a bound state of magnetic charges. We leave the exploration of
this dynamical issue to a future project.

5
F R A C T I O N A L E L E C T R I C C H A R G E A N D Q U A R K
C O N F I N E M E N T
The relevance of center symmetry to the finite temperature deconfinement transi-
tion of QCD is obscured by the inclusion of dynamical color charges. Quarks fields
faithfully represent the center subgroup Z3 ∈ SU(3). Their fluctuations explicitly
break center symmetry, which throws a wet blanket on the classification of decon-
finement as a spontaneous symmetry breaking transition. With dynamical quarks
in the picture, neither the Polyakov loop nor the center vortex free energy are true
order parameters. Center vortices are dynamically suppressed by quarks such that
the center sector 1 ∈ Z3 is favored. So the Polyakov loop and center vortex free
energy always have non-zero expectation values.
Consequently, the second order transitions of SU(2) gauge theory in 3+ 1 d, and
of SU(2) and SU(3) in 2 + 1 d, become smooth crossovers when quarks with an
arbitrarily large mass are added. For the physically relevant model, SU(3) in 3 + 1
d, the first order temperature transition of the pure gauge theory may persist for
very heavy quarks, but contemporary lattice studies have concluded that it also
weakens to a crossover at zero chemical potential for the physical quark masses
[120, 121, 122].
It is usual to treat QCD in isolation and expect that the electroweak sector con-
tributes only small perturbative corrections. It is suspicious, however, that quarks
are both confined and carry a fractional electric charge with respect to the electron.
They are the only known matter fields with either of these properties. Is it their
fundamental color charge that is confined, or their fractional electric charge?
The fact that isolated fractional electric charges have never been found [123]
is puzzling if deconfinement is indeed a crossover. Neglecting confinement, the
abundance of free quarks predicted in the standard cosmological model differs
from the experimental bound by a factor of O(1015) [124]. Such a large suppression
is a considerable burden for an analytic crossover. It would be more natural if
confinement were protected by a symmetry at low temperatures, as in the pure
gauge theory.
Owing to the quarks’ fractional electric charges, there is in fact a hidden Z6-like
symmetry that combines the centers of the color and electroweak gauge groups.
The phase acquired by quark fields under a color center transformation may be
compensated by an appropriate electromagnetic phase. The existence of this global
symmetry offers the possibility of a spontaneous symmetry breaking transition,
driven by disorder that combines color center vortices with additional topological
structure from the electroweak sector.
In this chapter, we consider implications for the phase structure of the Standard
Model. To start things off, we will detail how a finite quarks mass breaks center
symmetry in lattice models, which will guide our intuition when we turn later to
lattice simulations. We then discuss the hidden symmetry that is present when the
quarks’ fractional electric charges are included, the historical connection with grand
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unified theories, and the new topological possibilities. Prototypical unified theories
provide instructive, motivating examples of how a topological link between the
Standard Model gauge groups may emerge in practice. Their details are not, how-
ever, essential to our investigation of whether the inclusion of fractional electric
charge allows for the resurrection of a center symmetry breaking deconfinement
transition in the presence of dynamical quarks. For this, the vital assumption is
that the Standard Model gauge groups which are inherited from higher energy
physics are compact, irrespective of their origin. For a preliminary study, we imple-
ment 2-color lattice models with fractional electric charge with respect to a compact
U(1) gauge group as conceptual playgrounds.
5.1 center symmetry breaking by quarks
The explicit breaking of the center symmetry by quark fields in an SU(N) gauge
theory is best understood in analogy with the ordering of spins by an external
magnetic field. Consider the lattice action for Wilson quarks in the fundamental
representation of SU(N), Eq. (2.31). Integrating over the quark fields gives their
contribution to the weight of a given gauge configuration in the partition function,
∫
∏
x
dψ(x)dψ¯(x) exp(−a4∑
x,y
ψ¯(x)(1− κD(x|y))ψ(y)) = det(1− κD), (5.1)
where the hopping matrix D(x|y) contains the parallel transporters connecting
neighboring sites. This fermion determinant may be re-expressed as an effective
action in terms of a power series. The formal result is [31],
det(1− κD) = exp(tr [ln(1− κD)]) = exp(−
∞
∑
j=1
1
j
κ jtr[Dj]), (5.2)
which converges when the hopping parameter is small,
κ =
1
2(am + 4)
<
1
8
, (5.3)
i.e., for large bare quark masses m.
Each term in the exponential in Eq. (5.2) is the product of parallel transporters
Uµ along a closed quark loop. Large loops are exponentially suppressed in powers
of the hopping parameter κ, which plays the role of the inverse quark mass in
lattice units. The loops which close within the lattice volume merely renormalize
the lattice gauge coupling β. They are plaquettes and higher dimensional analogs
that are likewise invariant under global center transformations that multiply every
link in a timeslice by a ZN phase (cf. Eq. (3.8)).
Loops that wind around the lattice are another story. In the thermodynamic limit,
L → ∞, the relevant loops are those wrapping around the compact temporal 1/T
direction. The shortest possible winding gives a Polyakov loop corresponding to
a static quark worldline. Since loops in opposite temporal directions are treated
equally, the hopping expansion in Eq. (5.2) contributes terms of the form,
∝ −κNt(P(~x) + P(~x)†) = −2κNt Re P(~x), (5.4)
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to the effective action, which are minimized for P = 1. That is, they order the
Polyakov loop towards the center element 1 ∈ ZN in the same manner as turn-
ing on a constant external magnetic field H orders spins in the Potts model with
Hamiltonian,
H = −J ∑
<sx ,sy>
δ(sx, sy)− H∑
x
δ(sx, 1), sx =∈ ZN . (5.5)
Regions of spacetime in which P(~x) 6= 1 are dynamically suppressed. Physically,
quarks pick up an Aharonov-Bohm phase from the total enclosed color flux when
they propagate in a loop. In a quantum mechanical picture, a non-trivial phase from
parallel transportation about a loop leads to a multivalued wavefunction. Fluctu-
ating quark fields suppress this in the functional integral by penalizing disorder
in the gauge configurations, and, in particular, vortex interfaces between sectors
with P(~x) 6= 1. The center flux piercing large quark loops must then be correlated
such that it tends to cancel in total. An asymptotic string tension for the color flux
between static quarks may no longer be generated by ZN center vortices that perco-
late at all scales. This is one perspective of how screening by dynamic quarks leads
to string breaking.
The vortex picture of confinement should not require a complete overhaul when
quark fluctuations are added, however. It would be unnatural if the mechanism of
color confinement in the presence of arbitrarily heavy quarks were fundamentally
different from that in the pure gauge theory. Chiral symmetry presents a similar
situation in the limit of massless quarks. The spontaneous breakdown of chiral
symmetry is able to explain why the pions are so much lighter than the vector rho
mesons by characterizing them as Goldstone modes. Chiral symmetry is explicitly
broken by the small but finite mass of the up and down quarks, and pions are not
massless, but this does not invalidate the correctness of the spontaneous symmetry
breaking argument as an approximation.
Likewise, one may still attribute the formation of a linear potential for dynami-
cal quark-antiquark pairs at intermediate scales to magnetic disorder in the gauge
fields that stems from a vortex structure. That is, configurations with disorder in
the spacelike gauge degrees of freedom which link with timelike Wilson loops. The
way in which this structure differs from the pure gauge theory remains unclear,
however [13]. A compelling scenario has been suggested in Ref. [125], which re-
frames vortices in terms of overlapping domains of the center sectors that they
separate. For QCD with explicitly broken center symmetry, each of these domains
must carry a trivial total center flux. One is stuck with the trivial homotopy group,
pi1(SU(3)) = 1, (5.6)
so the center flux must be correlated asymptotically. This weak constraint on the
fluctuations within a domain does not prevent spacelike disorder at intermediate
scales, however. The domain picture has been applied to centerless groups such as
G(2), which also exhibit the formation of a linear potential at intermediate scales
[125, 126, 127].
Still, it remains difficult to make rigorous quantitative statements about large
scale field fluctuations when they are not topologically stable objects. The neat
classification of color center vortex and electric flux ensembles into superselection
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Figure 5.1: Dynamical quarks explicit break center symmetry. Quark loops that wrap
around the compact temporal direction (left) order the Polyakov loop towards
the trivial center sector (right).
sectors, with a quantitative implementation via twisted boundary conditions, is no
longer possible when quark fluctuations are included. And, at the same time, there
is no obvious way to pinpoint the difference between confined and deconfined
phases and understand the origin of the colorless hadronic spectrum.
Within the framework of local quantum field theory, one may hope to apply the
Kugo-Ojima confinement criterion to identify colorless asymptotic states as BRST
singlets [128]. This hinges on a mass gap and unbroken global gauge charges to
distinguish the confinement of color flux with a Gauss law from screening via the
Higgs mechanism. Here the existence of a global, spacetime independent symme-
try is crucial. In Landau gauge, this may be identified as a subgroup of local gauge
invariance that preserves the gauge-fixing condition, ∂µAµ = 0. Such a remnant
symmetry from gauge fixing is not subject to Elitzur’s theorem, which forbids the
spontaneous breakdown of a local gauge symmetry [129]. The breaking of a rem-
nant gauge symmetry is a possible criterion to distinguish between confined and
Higgs phases. It is not clear that this is sensible, however. The breaking of rem-
nant symmetry in Landau gauge, as well as the analogous symmetries in Coulomb
gauge and the abelian monopole confinement, have been found to predict transi-
tions in lattice theories where no physical transitions exist [130, 131], i.e., where
the supposed phases are not distinguished by a non-analyticity in the spectrum or
other thermodynamic quantity.
5.2 a hidden global symmetry
A striking coincidence emerges when electric charge is included. Since quarks carry
fractional electric charges Q = 23 e or − 13 e in units of the proton’s charge, the com-
bined color and electromagnetic phases,
(ei2pi/3, ei2piQ/e), (e−i2pi/3, e−i2piQ/e) ∈ SU(3)×U(1)em, (5.7)
precisely cancel when they are applied to a quark field or wavefunction. That is,
the color phase e±i2pi/3 ∈ Z3 that quarks pick up from a non-trivial global center
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Figure 5.2: Quarks are blind to a combination of the electromagnetic vortex with minimal
quantized flux with respect to the electron, and a matching color center vortex.
transformation, or from encircling a center vortex, may be undone by an additional
U(1)em phase (Fig. 5.2).
1
What’s more, these transformations act trivially on all other Standard Model
particles, each of which carry integer electric charges and are blind to the the Z3
center of SU(3). The phase e±i2piQ/e is the Aharonov-Bohm phase picked up by a
particle with electric charge Q when it encircles a topologically stable U(1)em defect
quantized minimally with respect to e. An example of such a defect is the time-
like worldsheet traced out by the U(1)em Dirac string of a magnetic monopole. A
singular string supplying the flux of the monopole is unobservable for a particle
with electric charge e if the magnetic flux is quantized in units of 2pi/e. Parallel
transport around the string yields a trivial 2pi phase change. This is Dirac’s quan-
tization condition [93]. The phase picked up by a quark encircling the Dirac string
is non-trivial, however, since the quarks’ electric charge is only a fraction of e.
Since this Aharonov-Bohm phase is equal to a factor e±i2pi/3 ∈ Z3 from an SU(3)
center transformation, it may exactly cancel the contribution from a matching color
center vortex. The wavefunctions of all particles remain single valued when they
are parallel transported around such a combined U(1)em and SU(3) defect. That is,
this combination is a topologically stable object, which stems from the fact that no
known particles represent the Z3 subgroup of SU(3) × U(1)em comprised of the
elements in (5.7) and the identity.
We may formulate this center symmetry in terms of the electroweak gauge group
by first writing down the relationship between electric charge Q, hypercharge Y
and the third component of weak isospin t3,
Q/e = t3 +Y/2. (5.8)
Since ei2pit3 = −1 ∈ SU(2), and hypercharge is normalized in units of 1/3, the
symmetry is generated by the element
(ei2pi/3,−1, eipiY) ∈ SU(3)× SU(2)×U(1)Y. (5.9)
1 This has long been known, see e.g. Ref. [132]. A reminder of the cancellation by Creutz [133] sparked
the renewed interest here.
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Including the identity, this gives a discrete group of six elements, isomorphic to
Z6. It is straightforward to verify that the transformations generated by (5.9) act
identically on the Standard Model matter representations,2(
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uR, cR, tR : (3, 1, 43 )
dR, sR, bR : (3, 1,− 23 )
φ =
(
φ+
φ0
)
: (1, 2, 1),
where φ is the Higgs doublet and the fundamental SU(3) and SU(2) representa-
tions are labeled by their dimension. In this form the fractional charge of quarks is
expressed as fractional hypercharge relative to the leptons and the Higgs.
5.2.1 Historical notes
The discrete Z6 symmetry is often overlooked when the Standard Model gauge
group is written down, but it has played an important historical role. For one thing,
the matter representations in Eq. (5.10) are almost completely fixed by demanding
the cancellation of anomalies that otherwise spoil the consistent formulation of a
quantum field theory [134, 135]. There are three sources of anomalies that must
be taken care of. First of all, the perturbative triangular chiral anomaly must be
avoided, which destroys gauge invariance and renormalizability. Then there is Wit-
ten’s SU(2) chiral gauge anomaly [136], which is a global anomaly that forces the
path integral to vanish for an SU(2) gauge theory with an odd number of chiral
fermion doublets. Finally there is the chiral gauge-gravity anomaly, which, like the
triangle anomaly, is perturbative. It breaks general covariance. Canceling all three
of these anomalies fixes the relative U(1)Y charges uniquely for N = 3 colors [135].3
Anomaly cancellation tightly constrains the charge assignments in the Standard
Model. Grand unification is often invoked as a possible origin story. Placing the
various matter fields in the same representation of a larger gauge group fixes their
assignments after symmetry breaking. In fact, the Standard Model representations
(5.10) would not easily fit in grand unified theories based on the prototypical gauge
groups SU(5) ⊂ SO(10) without the Z6 symmetry. A product of the color and elec-
troweak gauge groups may only be accommodated after dividing out the Z6 redun-
dancy,
SU(3)× SU(2)×U(1)Y/Z6 ' S(U(3)×U(2)) ⊂ SU(5). (5.11)
2 We’ve left out right-handed neutrinos, which are present if a Dirac mass is at least partly responsible
for neutrino oscillations.
3 It is more accurate to say that anomaly cancellation almost fixes the relative charge assignments. There
is a so-called bizarre solution with zero-hypercharge for the leptons [134, 135].
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The product SU(3)×SU(2)×U(1)Y is a cover of the ‘true’ minimal gauge symmetry
in the same sense that SU(N) is a cover of the minimal gauge symmetry SU(N)/ZN
in pure Yang-Mills theory.
In SU(5) GUT [137], the Standard Model gauge symmetry is reproduced when an
adjoint scalar field Φ acquires an expectation value at some energy scale above the
electroweak transition, which leads to an effective reduction of the gauge theory,
SU(5)
MGUT−→ SU(3)× SU(2)×U(1)Y/Z6
O(200) GeV−→ SU(3)×U(1)em/Z3.
(5.12)
A potential for the GUT Higgs Φ is chosen such that it is minimized in the unitary
gauge by,
〈Φ〉 ∝ Y = diag (−2/3,−2/3,−2/3, 1, 1), (5.13)
which generates a compact hypercharge U(1)Y and commutes with su(3) and su(2)
generators that are arranged in blocks along the diagonal. Tracelessness of Y then
quantizes the hypercharge of, for instance, matter in the fundamental 5 representa-
tion of SU(5) that decomposes into SU(3)× SU(2)×U(1)Y representations like,
5
MGUT−→ (3, 1,−2
3
)⊕ (1, 2, 1). (5.14)
Placing the down quark SU(3) triplet and an SU(2) doublet (e+, ν¯e) in this repre-
sentation fixes their quantum numbers. See Ref. [138] for a detailed treatment of
the algebra of several GUTs, how they accomodate the Standard Model, and how
they relate to one another. Note that it is usual to describe the electroweak and
GUT transition via the Higgs mechanism as spontaneous symmetry breaking tran-
sitions, in spite of Elitzur’s theorem which states that local gauge symmetry cannot
break spontaneously. This is rather misleading, and the subtleties require a careful
treatment when one goes from a semi-classical to fully quantum description of a
theory with the Higgs mechanism. Ref. [139] provides an up to date discussion.
5.2.1.1 Topological inspiration from GUTs
This is where we make contact with the GUT monopoles considered in Chapter 4.
Toplogical defects are a generic consequence of breaking a unified gauge group via
the Higgs mechanism, provided that it that has a simply connected cover [132]. The
latter point ensures that the effective low energy gauge theories inherits non-trivial
topology.
If the unifying gauge group is SU(N), then magnetic charge is quantized with re-
spect to the residual U(1)N−1 gauge invariance that is generated by the diagonal Lie
algebra elements that commute with the Higgs field in unitary gauge (cf. Section
4.1).
For SU(5) GUT, the U(1) subgroups are embedded in the hypercharge U(1)Y and
the enlarged residual SU(3) color and electroweak SU(2) gauge symmetries that
follow from the submaximal symmetry breaking pattern in (5.12).
Consider the residual U(1) subgroup generated by exponentiating the Lie algebra
element,
diag(0, 0,−1, 1, 0) ∈ su(5), (5.15)
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for instance. This is a sum of color, weak, and hypercharge generators,
qˆcol + t3 +Y/2, where, (5.16)
qˆcol = diag(1/3, 1/3,−2/3, 0, 0), (5.17)
t3 = diag(0, 0, 0, 1,−1), and (5.18)
Y
2
= diag(−2/3,−2/3,−2/3, 1, 1). (5.19)
So the corresponding ’t Hooft-Polyakov monopoles carry both color and electroweak
magnetic charges. The latter are electromagnetic in nature, since (t3 + Y/2) gener-
ates the compact U(1)em gauge group after the electroweak transition.
These magnetic defects are associated with the hidden Z6 symmetry. In unitary
gauge, the flux of the monopole is formally supplied by a Dirac string that traces
out a 2d worldsheet. This is a singularity from diagonalizing the GUT Higgs field.
When a quark or other Standard Model particle is dragged around the Dirac string,
the phase that it picks up winds around this residual U(1) subgroup back to the
identity element
ei2pi(qˆcol+t3+Y/2) = 1 ∈ SU(3)× SU(2)×U(1)Y/Z6 ⊂ SU(5). (5.20)
In the cover, SU(3)× SU(2)×U(1)Y, on the other hand, parallel transport takes us
to the center element (5.7) that generates the global Z6 symmetry.
In any case, the homotopy group that classifies the topologically stable (timelike
or spacelike) defects is,
pi1(SU(3)× SU(2)×U(1)Y/Z6) ' Z, (5.21)
or after electroweak breaking,
pi1(SU(3)×U(1)em/Z3) ' Z. (5.22)
Note that the singular gauge transformation that corresponds to a defect may con-
tain an arbitrary number of windings around the compact U(1), so the homotopy
groups here are isomorphic to the integers, Z. The SU(3) charge is quantized by Z3
but the electroweak charge is unbounded.
Monopoles are timelike. The vortices that are responsible for confinement in
pure SU(N) gauge theories are spacelike objects. The spacelike equivalent of a GUT
monopole worldsheet is, then, a spacelike color center vortex that is laced with
an additional U(1) vortex. And this combinaton is topologically stable, even in the
presence of dynamical quark fields.
There is an obvious problem with identifying the confining disorder in QCD
with spacelike vortices from a garden variety unified theory, however. In such mod-
els, the unification scale is extremely high, typically O(1016) GeV if one assumes a
desert scenario with an absence of new physics between the electroweak and GUT
transitions. This presents a decoupling conundrum. Topological defects are inter-
faces between different perturbative sectors, which means a rotation of the GUT
Higgs field that defines the residual Standard Model gauge symmetry at low ener-
gies. This is an expensive proposition. Magnetic monopoles then have a mass on
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the order of the GUT scale. The related spacelike vortices are similarly costly and
therefore not expected to condense at the O(200) MeV confinement scale of QCD.
Keep in mind, however, that naive GUTs such as the Georgi-Glashow SU(5)
model are not the whole story. They have been ruled out by the null result for
proton decay [140] and have several theoretical shortcomings, including the failure
to explain the origin of identical fermion generations, the absence of gravity, as well
as large separation of scales between the electroweak and GUT scale.
Nevertheless, they are a source for inspiration. They provide concrete examples
of how a topological link may emerge between the color and electroweak gauge
groups, which is a generic possibility due to Z6 symmetry in the Standard Model
matter representations. It is natural to assume that this is a feature of whatever the
true unifying theory is.
As an aside, we should make a distinction that is pedantic, but is conceptually
relevant. After the Z6 kernel has been divided out of SU(3)× SU(2)×U(1)Y, there
is no longer an explicit global center symmetry, just as SO(3)'SU(2)/Z2 has no
center. The vortex content is identical, however. For SO(3) and SU(2) gauge theory,
vortices are classified by the homotopy group,
pi1(SU(2)/Z2) ' Z2, (5.23)
and the vortex free energy remains a good order parameter for a disorder-order
transition [141]. For the product of color and elecroweak gauge groups, the vital
ingredient is not the hidden Z6 symmetry, but rather the non-triviality of,
pi1(SU(3)×SU(2)×U(1)Y/Z6)' Z. (5.24)
Explicit center symmetry is not required by the vortex confinement mechanism.
Without it, though, one cannot fix center vortex superselection sectors using twisted
boundary conditions. For, e.g., SO(3) gauge theory, the periodic ensemble is a sum
over topological sectors. And while pure SO(3) and SU(2) gauge theories are ex-
pected to have the same non-perturbative continuum limit, it is has been an ongo-
ing struggle to establish this from their various lattice formulations [142, 143, 144].
5.2.1.2 Perturbative sectors versus topology
In a perturbative Lagrangian, the quarks’ electric charges appear as couplings to
the photon field via the covariant derivative, where they are quantized in units of
e/3. Rescaling the photon field Aµ → Aµ/3 changes the coupling of the quadratic
FµνFµν term in the Lagrangian. But one could start over with electric charge (equiv-
alently hypercharge) normalized by quarks. ‘Fractional’ charge is, in this sense, a
historical artifact from the fact that electrons were discovered before quarks.
Things are different when the U(1) gauge group is compact. In that case, the par-
ticle with minimal electric charge is the one that represents the whole gauge group
and determines its ‘volume’. Consider the U(1)Y generated by the direction of the
GUT scalar field (5.13) in SU(5) GUT, for instance. Parallel transport that amounts
to a complete 2pi phase rotation for the lepton doublet only takes the quarks part of
the way around U(1)Y. In terms of the compact electromagnetic U(1)em generated
by Q/e = t3 + Y/2, a complete revolution for the electron is only one third of a
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Figure 5.3: (left) Perturbatively, one may choose the normalization for the electric charge.
(right) A compact U(1) gives meaning to ‘fractional’ electric charge. A trivial 2pi
phase rotation of the wavefunction or quantum field for an electron only takes
that for quarks a fraction of the way around the U(1).
revolution for the quarks (Fig. 5.3), corresponding to the electromagnetic phase in
(5.9).
This will serve as our definition of fractional electric charge. It means that a quark
picks up a phase when it encircles a U(1) vortex with the minimal flux that gives a
trivial 2pi rotation for an electron. U(1) vortices are interfaces between different per-
turbative sectors, just as color center vortices interface between ZN center sectors in
SU(N) gauge theories. From the quantum mechanical viewpoint, the hidden sym-
metry of the Standard Model means that the quark wavefunction remains single
valued if the SU(3) and U(1) topological disorder sits on top of one another. This is
not possible in QCD alone.
5.2.2 The proposal
Like Gell-Mann, we borrow the words of T.H. White:
‘Everything not forbidden is compulsory.’
A topological link between the color and electroweak gauge groups via a compact
U(1) is a possible, well-motivated consequence of beyond Standard Model physics.
Assuming that it is present, we may explore a connection with the familiar order-
disorder transition in pure SU(N) gauge theory.
We have, once more, the possibility of a spontaneous symmetry breaking tran-
sition, associated with the hidden Z6 symmetry that relates the quarks’ color and
electroweak quantum numbers and the corresponding combined defects. A mod-
ified version of the center vortex confinement mechanism may be able to explain
why fractionally charged quarks are confined, but electrons are not.4
If the U(1) interfaces associated with the electroweak gauge group are sufficiently
thin, then they will not generate a confining string tension for integer charged par-
ticles. The seams will behave as invisible Dirac strings and not disrupt perturbative
electroweak physics. Note that this argument also applies to the effect of combined
SU(3)×U(1) vortices on quarks. Assuming that there is some dynamic spreading
of color center flux, however, Wilson loops for quarks may pick up a non-trivial
phase from a partial intersection with the combined defects. This is analogous to
the need for thick center vortices to generate the correct N-ality dependence for the
intermediate string tension of, e.g., adjoint sources in pure SU(N) theories [13]. In a
scenario with dynamic spreading of color flux, SU(3) center vortices and thin U(1)
4 The first steps in this direction were made for coupled U(1)×U(1) groups in Ref. [145, 146].
5.2 a hidden global symmetry 97
Figure 5.4: View of a nematic crystal through a polarizing microscope [147]. One may imag-
ine that the seams here are analogous to interfaces between perturbative U(1)
sectors, correlated with thickened color center vortices. Colorless particles, with
integer electric charge, are blind to U(1) interfaces if these are sufficiently thin.
interfaces are correlated, but not perfectly, and the disorder could generate a linear
potential for quarks.
This suggests the enticing possibility to smoothly connect deconfinement with
dynamical quarks to the spontaneous symmetry breaking transition of the pure
gauge theory, by extending the center vortex picture to these combined defects.
This hinges on new physics. Topological disorder in the U(1) sector must be in-
herited from a unifying theory and included in the phenomenology. Ultimately,
contact needs to be made with measured hadron masses and a suitable string ten-
sion.
In what follows we take a bottom up approach, and explore the conceptual impli-
cations in toy lattice models. We put aside the question of the UV completion of the
Standard Model, and take a first look at what happens when topological disorder
is coupled between color and U(1) sectors in the presence of dynamical quarks. The
nematic liquid crystal in Fig. 5.4 provides a compelling cartoon to keep in mind.
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5.3 explorations in a 2-color world
Lattice simulations of the full Standard Model are both beyond reach, and super-
fluous for this preliminary study. Our starting point is, instead, a simplified 2-color
model of QCD plus electromagnetism in 3 + 1 d. By including ‘up’ and ‘down’
quarks with fractional charge ± 12 e relative to a compact U(1)em gauge action, we
can construct a toy model with a global Z2 symmetry that is the analog of the
hidden symmetry in the Standard Model. Weak interactions are neglected, but we
retain a discrete symmetry that relates compact color and electromagnetic gauge
groups. The restriction to two colors is sufficient for a conceptual study. SU(2)
gauge theory shares many the non-perturbative features of SU(3) that are most rel-
evant to us, including a spontaneous symmetry breaking deconfinement transition
for static quarks (cf. Chapter 3).
5.3.1 Model setup
We choose a simple lattice action
S = − ∑
plaq.
(
βcol
2
Re tr col + βem cos 2αµν
)
+ S f ,W , (5.25)
where S f ,W is the usual Wilson fermion action (2.31) with the distinction that par-
allel transporters for quarks are now products of an SU(2) color matrix and a U(1)
phase, of the form
Uµ(x)eiαµ(x), Uµ(x) ∈ SU(2), αµ(x) ∈ (−pi,pi]. (5.26)
The SU(2) plaquettes col are formed from links Uµ in the usual way. In this model
‘fractional electric charge’ means that the U(1) angles αµ that appear in the parallel
transporters for quarks are half of those in the U(1) gauge action. That is, the gauge
action is formed from U(1) plaquette angles,
2αµν(x) = 2[α(x) + αν(x + µˆ)− αµ(x + νˆ)− αν(x)], βem = 1/e2. (5.27)
These U(1) angles correspond to the parallel transport of ‘integer’ charged particles,
such as a charged meson or the the analog of an electron in this model. This means,
for instance, that an eiαµ = −1 electromagnetic link for quarks appears as an ei2αµ =
+1 link in the gauge action. The volume of the U(1), i.e. the range of αµ(x), is
chosen such that we integrate over all possible electromagnetic transporters for the
quarks. This amounts to a double counting of the U(1) from the perspective of
integer charged particles.
It is evident from Eq. (5.26) that a combination of the center element −1 ∈ SU(2)
and the U(1) phase eiαµ = −1 acts identically on the quarks. So the model has an
explicit Z2 center symmetry that combines the color and U(1) gauge groups.
Comments on the action
1. As the U(1) coupling βem is increased, the gauge action orders the links to-
wards ei2αµ ' +1, up to gauge transformations. Compact QED in 3+ 1 d has
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a transition from a strongly coupled, disordered phase, to a weakly coupling,
ordered phase at βem ' 1.01. Above this transition, the theory is in a decon-
fined, Coulomb phase for integer charged particles. The dynamic inclusion
of integer charges singles out the ei2αµ ' +1 sector, which can be understood
from those terms of the hopping expansion that have the effect of an exter-
nal magnetic field (cf. Sec. 5.3.4). As far as integer charges are concerned, the
only fluctuations that remain are small electromagnetic perturbations. For
fractionally charged quarks, however, this does not constrain a additional
eiαµ = ±1 ∈ Z2 ⊂ U(1)em degree of freedom that couples to the SU(2) sector
via the fermion determinant. This is a simple way of introducing additional
topological structure. Quarks ‘see’ SU(2) and Z2 ⊂U(1)em vortices unless they
sit on top of one another, and act to correlate them.
2. The model has an explicit center symmetry, since the action is invariant un-
der a simultaneous global center transformation with the center element
(−1,−1) ∈ SU(2)×U(1), but the Polyakov loops for each gauge group pick
up the individual phases,
Pcol(~x)→ −Pcol(~x), Pcol(~x) = 12
Nt−1
∑
t=0
tr Ut(t,~x) (5.28)
Pem(~x)→ −Pem(~x), Pem(~x) =
Nt−1
∑
t=0
αt(t,~x). (5.29)
So they can be used as order parameters for the spontaneous breaking of the
global combined Z2 symmetry. This is a consequence of choosing an SU(2)
gauge action that is in the fundamental representation.5
3. Since quarks couple the SU(2) and U(1) gauge groups, only the combined
center symmetry may break spontaneously at a phase transition. If the SU(2)
Polyakov loop Pcol orders, for instance, then the quarks generate a symmetry
breaking term for the U(1) loop Pem via the fermion determinant, and vice
versa.
5.3.1.1 Algorithmic notes
We carried out simulations using the Hybrid Monte Carlo (HMC) algorithm using
a pair of degenerate (i.e. equal charge + 12 e) quark flavors [148, 31]. Since charge
conjugation in SU(2) is equivalent to a gauge transformation, iσ2 ∈ SU(2), we can
interpret the degenerate flavors as an ‘up’ and ‘anti-down’ quark. With a a change
of color basis, this is physically equivalent to simulations with ± 12 e ‘up’ and ‘down’
quarks.
5 It would be more natural, in some sense, to construct color plaquettes from the parallel transporters
for quarks, since there are no known dynamical fundamental color charges that are electrically neu-
tral. The theory would then be centerblind, however, since no operator would represent the change
of variables
(Uµ, e
iαµ
)→ (−Uµ,−eiαµ ). (5.30)
Such an action would correspond, in fact, to a U(2) ' SU(2)×U(1)/Z2 gauge theory with dynamical
fermions. This is what emerges in unitary gauge if one considers a lattice version of a simple GUT (cf.
Appendix C.). Given the difficulties of probing confinement in the centerblind lattice formulations of
SU(2)/Z2 'SO(3), we will avoid the subtleties in the choice of action for now.
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Ergodicity becomes a tricky business, owing to the additional topology that has
been introduced via the U(1). HMC trajectories only propose small changes to the
link variables and have difficulty changing the sign of the U(1) links,
eiαµ → −eiαµ ∈ U(1) (5.31)
For large βem, the U(1) gauge action strongly suppresses fluctuations away from
links that are gauge equivalent to ±1 ∈ U(1), i.e. ei2αµ = 1. Additional local updates
are necessary to ensure ergodicity.
The first of these is a simultaneous flip of SU(2) and U(1) links,
Uµ(x)→ −Uµ(x); eiαµ(x) → −eiαµ(x). (5.32)
Only the SU(2) Wilson gauge action is affected by this combined update. The U(1)
gauge action is blind to such phases by default, and the quark determinant is
also blind because this transformation belongs to the Z2 symmetry of the SU(2)×
U(1) model. It introduces a thin combined color-electromagnetic vortex that pierces
the plaquettes belonging to the affected link, which allows for tunneling between
topological sectors. The color-flux is subsequently free to spread. Between HMC
trajectories we propose such an update on a random link and accept/reject using a
Metropolis check [149] for the SU(2) gauge action, repeating many times.
This is efficient when βcol is small, but the acceptance rate is exponentially sup-
pressed by the Boltzmann weight e−S as the cost of flipping SU(2) plaquettes in-
creases with βcol . Thin color vortices become expensive. It is necessary to also in-
clude local updates that flip only U(1) links,
eiαµ(x) → −eiαµ(x). (5.33)
Here the fermion action requires a costly recalculation for each Metropolis check,
but the acceptance rate is much improved when βcol is large. In what follows, we
have tuned the the number of sweeps of each type of local update to obtain an
acceptable compromise for different parameter regions, and carried out simulations
from both ordered starts (i.e., all links are unity), and disordered starts (i.e., all links
are random) for confirmation of ergodicity.
5.3.2 Dynamical restoration of symmetry
So what are the consequences of coupling quarks with fractional charge to a U(1)
gauge group in this model? The usual ordering of color links by dynamical quarks
is negated, which is best understood via the hopping expansion. To leading order
in the hopping parameter with Nt = 4 time slices, our Wilson quarks contribute
the O(κ4) effective action,
S f ,eff = −16κ4
(
∑
plaq.
cos αµν · tr col + 8∑
~x
RePem · Pcol
)
+ . . . , (5.34)
These minimal quark loops generate plaquette-plaquette and Polyakov loop-Polyakov
loop couplings between the gauge groups. The trivial Pcol = 1 sector is no longer
favored, provided that there is disorder in the U(1) Polyakov loop Pem. From the
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perspective of the SU(2) gauge degrees of freedom, center symmetry is dynamically
restored by U(1) disorder.
The effect is analogous to subjecting a spin system to a fluctuating magnetic field
rather than a homogeneous one. In that case, spins are not forced to align in any
particular direction. Novel phase structures may emerge even with static, spatial
fluctuations, with the existence and type of order-disorder transitions depending
on the magnitude of the applied field [150].
In our model the fluctuations are dynamic. The spin equivalent is obtained by
replacing the magnetic field by U(1) variables at each site to construct, for instance,
the XY-Ising model [151]. This is reminiscent of the Peccei-Quinn mechanism [152],
in which the CP violating θ-term in QCD is coupled to an axion field. In each
example the symmetry breaking term is suppressed by coupling it to a source of
disorder.
If one considers more complicated lattice structures, such as hexagonal cells,
more exotic inspirations for frustrated topological disorder are available. In a quan-
tum spin liquid, for instance, the magnetic moments are strongly correlated but
do not order or freeze out, even at zero temperature. The spin correlations may
be short ranged, but the quantum coherence is long ranged. There is exciting new
evidence that this state of matter is realized in nature [153, 154].
Turning our attention to the results in our 2-color SU(2)×U(1) model with dy-
namical quarks, we see in Fig. 5.5 that the SU(2) Polyakov loop is indistinguishable
from the pure gauge result at values of the hopping parameter that cause a signif-
icant amount of ordering in standard 2-color QCD. This is true in both the disor-
dered, strongly coupled U(1) phase βem . 1.01, and in Coulomb phase βem & 1.01
for integer charges. Note that the inclusion of electrically charged Wilson fermions
shifts the location of the compact QED transition to lower values of βem [155, 156].
Here we are not concerned with its precise location, but merely that it is present in
our toy model, as is indicated in Fig. 5.6.
In the disordered phase of compact QED, the links eiαµ(x) are distributed over
the unit circle. The disorder generates a confining potential for all electric charges,
which can be attributed to a condensate of magnetic monopoles with flux quan-
tized with respect to the unit of electric charge e in the gauge action [13].6 In this
phase the U(1) parallel transporters corresponding to an ‘electron’ in this theory
are disordered. Above βem ' 1.01 the gauge action orders the U(1) links such these
magnetic defects are suppressed and integer electric charges enter a deconfined
Coulomb phase. But since the U(1) gauge action is unable to distinguish eiαµ = ±1
links, it is unable to remove Z2 ⊂ U(1) topological disorder as seen by fractionally
charged quarks. In this lattice model, such Z2 defects separate different perturba-
tive U(1) sectors, which, via the coupling to quarks, are correlated with the SU(2)
gauge degrees of freedom.
The finite temperature transition of pure SU(2) in 3 + 1 d is a center symmetry
breaking transition in the 3d Ising/Z2 gauge universality class. This is embodied
up to finite size corrections in the quenched result for the SU(2) Polyakov loop in
Fig. 5.5. It has clearly turned into a crossover in unquenched 2-color QCD at this
value for the hopping parameter, κ = 0.15, with quark loops acting as a symmetry
breaking external field. In the SU(2)×U(1) model with fractional electric charge,
6 Since U(1) is abelian, the magnetic flux is not quantized by discrete center elements into vortices.
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the curve falls back to the pure gauge result. A global Z2 ∈ SU(2)×U(1) center
symmetry is manifest, which is free to break spontaneously at an order-disorder
transition, with the SU(2) Polyakov loop serving as an order parameter.
5.3.3 Physical scales
It is important to check what has happened to the mass scale before proceeding
further.
We have performed zero temperature measurements of meson masses in the U(1)
Coulomb phase, βem > 1.01. ρ and pi masses were extracted from all-to-all 2-point
correlation functions with pointlike sources that were diluted in the spin and time
indices. The use of diluted sources provides a tremendous boost to the precision
of propagators calculated via stochastic estimation. To avoid a lengthy technical
detour, the reader is directed to Ref. [157] for an outline of this method. Note that
the masses quoted below are for electrically neutral mesons, constructed from the
propagators for a quark and anti-quark.
The comparison between our toy model and standard 2-color QCD in Fig. 5.7a
reveals that the mass scale has changed dramatically. With the inclusion of frac-
tional charge with respect to a compact U(1), much larger values of the hopping
parameter κ are required to achieve an equivalent mass ratio mρ/mpi for a given
SU(2) coupling βcol . For example, a mass ratio of mρ/mpi ' 1.28, which is obtained
with κ = 0.178 at βcol = 1.7 in standard 2-color QCD, requires κ ' 0.223 in the
SU(2)×U(1) model at βem = 2. The chiral limit, obtained by a linear extrapolation
of (ampi)2 to zero as a function of 1/κ, is correspondingly pushed from κc ' 0.185
to κc ' 0.241. This is rather close to the critical hopping parameter κc = 1/4 in a
quenched theory, i.e., without dynamic ‘sea’ quarks [31].
We can understand the increase in masses in the SU(2)×U(1) model compared
to standard 2-color QCD via an increase in disorder in the gauge configurations.
The more disorder along paths between sources and sinks in the 2-point correlator,
the larger the effective mass of the propagating particle. In particular, disorder in
the quarks’ U(1) links adds to their confining potential. In addition to the usual
color flux string, they possess a string from Z2 ∈U(1) disorder. This is separate
from a Coulombic contribution from the perturbative fluctuations allowed by the
finiteness of βem. We should think of it as a topological contribution to the confining
potential.
Note that the strength of the purely color string is also enhanced compared to 2-
color QCD at the same parameters, because the dynamical ordering of SU(2) links
by the sea quarks is suppressed. One can disentangle the color and Z2 contribu-
tions by calculating meson masses using only the SU(2) links from dynamically
generated SU(2)×U(1) configurations. These masses correspond to ‘quarks’ that
have been stripped of their U(1) charge. At parameters such as as κ = 0.178 and
βcol = 1.7 in Fig. 5.7b, these masses are extremely close to those calculated on
quenched SU(2) configurations. The jump in meson masses when the U(1) parallel
transporters are once again included indicates the contribution from the topological
Z2 ⊂ U(1) disorder that is not suppressed by the gauge action.
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Figure 5.5: Volume averaged SU(2) Polyakov loop on 4× 163 lattices, in the pure gauge the-
ory (green), 2-color QCD with κ = 0.15 Wilson quarks (red), and the SU(2)×U(1)
toy model with fractionally charged quarks. The electromagnetic coupling βem
here is varied from total U(1) disorder, βem = 0, to deep in the Coulomb phases,
βem = 2.
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Figure 5.6: (left) Volume averaged U(1) Polyakov loop corresponding to integer charged
particles, on the 4× 163 ensembles as in Fig. 5.5 for βcol = 2.3, in the presence of
fractionally charged Wilson quarks with κ = 0.15. Here we see the ordering of
the U(1) links ei2αµ(x) for integer charges as ones crosses into the Coulomb phase
βem ≥ 1. (right) Depiction of the qualitative difference across the transition for
the U(1) angles that appear in the parallel transporters for quarks. The U(1)
gauge coupling βem is unable to remove a Z2 phase.
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(a) Meson masses in lattice units on a 16× 83 lattice in the Coulomb
phase, βem = 2, with βcol = 1.7. The chosen values of βcol and
κ allow for a crosscheck with Ref. [158]. ‘SU(2)’ results are from
standard 2-color QCD. Masses in the ‘SU(2)×U(1)’ model exhibit a
radical shift of scale. Much larger values of κ are required in order
to obtain an equivalent ratio of ρ and pi masses at a given βcol .
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(b) Meson masses in lattice units on a 16× 83 lattice at βem = 2, with βcol = 1.7,
as in Fig. 5.7a above, here for fixed κ = 0.178. ‘SU(2)’ results are from stan-
dard 2-color QCD with dynamical quarks, and ‘quenched’ with static quarks.
The additional jump to the ‘SU(2)×U(1)’ results indicate the topological con-
tribution of a Z2 ⊂ U(1) string to the confining potential.
5.3.3.1 Correlation of SU(2) and U(1) sectors
One might wonder if dynamical quarks have effectively been removed from the
functional integral via their U(1) coupling, as far as the SU(2) sector is concerned.
This would be true if the Z2 ⊂ U(1) phases were in fact random. Then for each SU(2)
gauge configuration, every quark loop would cancel against another that differs
only by a phase factor −1 ∈U(1) when the integration over U(1) configurations is
performed.
Remember, however, that quarks loops induce a coupling that favors a correlation
between SU(2) and U(1) links. This back-reaction is evident in the hopping expan-
sion effective action Eq. (5.34), which is minimized when the product of SU(2) and
U(1) degrees of freedom is unity.
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Figure 5.7: Volume averaged SU(2)×U(1) Polyakov loop corresponding to a static quark,
Pquark(~x) = Pem(~x) · Pcol(~x), on an 4× 83 lattice with βem = 2 and κ = 0.15,
compared with Pcol(~x). Quark loops do not significantly correlate the SU(2)
and U(1) links at this value of the hopping parameter.
The extent of the correlation is measured by the combined SU(2)×U(1) Polyakov
loop that corresponds to a static quark worldline,
Pquark(~x) = Pem(~x) · Pcol(~x). (5.35)
Its volume averaged absolute value increases as κ is increased, i.e., as the bare quark
mass is reduced. See Fig. 5.8.
For moderate values of κ, the effect is weak. The volume averaged absolute value
of the combined SU(2)×U(1) Polyakov loop rises only slowly as βcol orders the
SU(2) links, which is clear in Fig. 5.7. For these ensembles, quarks loops have dif-
ficulty correlating the disorder belonging to the two gauge sectors such that com-
bined Aharonov-Bohm phases are reduced and Pquark is ordered, i.e., forcing Z2 ⊂
U(1) vortices to pair with SU(2) center vortices. Quark masses much closer to the
chiral limit are necessary to reveal such a correlation (cf. Fig. 5.8).
This is a consequence of the fact that the Z2 ⊂U(1) degree of freedom in this
model was introduced without a coupling, and hence a scale, of its own. A large
gauge coupling βem prevents Z2 ⊂U(1) interfaces from spreading much larger than
the lattice spacing, but does not otherwise suppress or relate them to the color
sector. Quark fluctuations are burdened with this sole responsibility. They must
be given a smaller and smaller bare mass to dynamically correlate U(1) and SU(2)
disorder and thereby balance their contribution to the confining potential.
Unfortunately, ergodicity is difficult to maintain as κ increases towards the chiral
limit. The condition number of the fermion determinant grows dramatically, so its
approximation requires many more matrix inversions. Eventually, the frequent cal-
culation of the fermion action S f in the Metropolis check of the topology-changing
local updates in Sec. 5.3.1.1 becomes prohibitively expensive. Moreover, Wilson
quarks suffer from unphysical flavor-parity breaking Aoki phases in the vicinity of
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Figure 5.8: Volume averaged SU(2)×U(1) Polyakov loop corresponding to a static quark,
Pquark(~x) = Pem(~x) · Pcol(~x), on an 4× 83 lattice with βcol = βem = 2. SU(2) and
U(1) links order with respect to one another as the quark mass is decreased.
Agreement between ‘hot’ and ‘cold’ starts confirms ergodicity.
the (gauge coupling dependent) chiral limit κc [159].7 These difficulties make an
attempt to fine tune the lattice couplings and search for scaling of masses along
‘lines of constant physics’ an expensive and unpleasant proposition. It is sensible
to instead turn back to the hopping expansion to see what more may be learnt.
5.3.4 Back to the hopping expansion
We have explored the (βcol , κ) phase diagram using the O(κ4) effective quark action
Eq. (5.34) on asymmetric (i.e. finite temperature) lattices. This allows us to check
our intuition about the coupling of SU(2) and U(1) links without worrying about
the chiral limit. For this purpose the O(κ4) action is taken at face value, beyond its
range of applicability as an effective theory at small κ.
The action consists of the pure gauge and O(κ4) hopping terms,
Se f f = −∑
plaq.
(
βcol
2 tr col + βem cos 2αµν
)
−16κ4
(
∑
plaq.
cos αµν · tr col + 8∑
~x
Re Pem · Pcol
)
.
(5.36)
7 In fact, for an ‘ordered’ start for values of κ near 0.25, the simulation starts in an Aoki phase of
standard 2-color QCD in terms of the SU(2) links, which then sit on a background of ‘cold’ links
eiαµ(x) = 1 ∈ U(1). Passing over to a flavor-parity unbroken phase requires the HMC algorithm to
overcome a dramatic rise in the condition number of the fermion determinant and associated low
acceptance rates for HMC trajectories of reasonable length. It becomes troublesome to make contact
with a ‘hot’ start on the other side, even when the step size and length of HMC trajectories are
dynamically adjusted.
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Let us simplify matters by taking the limit βem → ∞, which amounts to the
restriction of U(1) links to eiαµ(~x) = ±1 ∈ Z2. We plot the results for the SU(2) and
Z2 ⊂U(1) Polyakov loops in Fig. 5.9 and Fig. 5.10 respectively. These results are
typical of finite βem simulations in the Coulomb phase for integer electric charges,
βem > 1.01.
As κ is gradually increased from zero, the behavior of the SU(2) Polyakov loop
indicates that the disorder-order transition shifts to slightly smaller values of βcol
without an evident qualitative change. As κ increases further, the transition then
sharpens dramatically and clearly becomes first order in nature with a large dis-
continuity in both the SU(2) and U(1) order parameters.
Keep in mind that when either Pcol or Pem become non-zero, the term in Eq.
(5.36) that corresponds to the Polyakov loop for a static quark becomes an explicit
symmetry breaking term for the other gauge sector. It is the global symmetry of
the combined center,
Z2 = {(1, 1), (−1,−1)} ⊂ SU(2)× Z2, (5.37)
that breaks spontaneously at this transition with βcol . This fact is not obvious from
inspection of the U(1) order parameter Pem in Fig. 5.10 for small values of the
hopping parameter κ, but is apparent as κ becomes larger.
For our curves in βcol with κ = 0.375 in Figs. 5.9 and 5.10, there is a signal
for a continuous transition in the respective SU(2) and Z2 ⊂U(1) Polyakov loops,
centered at βcol ∼ 1.97, which is followed by a jump at ∼ 2.05 at for the ‘ordered’
start data presented here.8
The abrupt βcol transitions can be understood by inspecting the action (5.36).
In the combined limit κ, βem → ∞, the plaquette-plaquette coupling forces the
SU(2) plaquettes to take values ±1 according to the value of Z2 ⊂ U(1) links. For
very large κ the transition line must therefore terminate with the first order bulk
transition of Z2 gauge theory at βcol = ln(1+
√
2)/2 ∼ 0.44 [160].
Note that when βcol > 2.3, center symmetry is broken for all κ in the finite tempo-
ral direction, as indicated by the finite values for the SU(2) and Z2 ⊂ U(1) Polyakov
loops serving as order parameters. Yet they exhibit an additional jump with κ near
κ ∼ 0.35. Measurements of the spacelike versions of Polyakov loops, spacelike
Wilson lines, help to characterize this transition.9 We observe abrupt jumps as κ
increases, as shown in Fig. 5.11, where the Z2 ⊂ U(1) spacelike Wilson line is
plotted together with the timelike Polyakov loop for βcol = 2.4. Here we also plot
the average SU(2) and Z2 ⊂ U(1) plaquettes, which both indicate a discontinuous
transition.
The bulk first order transition of Z2 gauge theory in 3 + 1 d may also be under-
stood to be at the the root of these transitions with κ. To make this clear, it helps
8 ’Hot’ starts exhibit a slightly later transition at ∼ 2.1, which is indicative of hysteresis and is further
evidence that this jump is a first order transition.
9 We also measured SU(2) Creutz ratios with smeared links, in order to to observe a transition in the
string tension of spacelike Wilson loops, but this does not add to the discussion.
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Figure 5.9: Volume averaged SU(2) Polyakov loop on 4× 163 lattices, using an O(κ4) hop-
ping effective fermion action, at βem → ∞. The location of the transition is
shifted with increasing κ. For κ = 0.375 we see the indication of a continuous
transition, followed by a first order transition with an abrupt discontinuity.
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Figure 5.10: Z2 ⊂ U(1) Polyakov loop, on the same 4× 163 ensembles as in Fig. 5.9.
5.3 explorations in a 2-color world 109
0
0.2
0.4
0.6
0.8
1
0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.44
<
|W
em
|>
κ
W sem
Pem
0
0.2
0.4
0.6
0.8
1
0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.44
av
.p
la
qu
et
te
κ
col
Z2
Figure 5.11: (left) Volume averaged spacelike Wilson line Wsem and the usual timelike
Polyakov loop Pem versus κ, and (right) average plaquettes constructed from
SU(2) and Z2 ⊂ U(1) links, here for βcol = 2.4 on a 4× 242 lattice. Temporal
center symmetry has already been broken for all κ at this value of βcol , but
there remains a strong first order transition bulk transition with κ that breaks
spatial center symmetry and totally removes Z2 ⊂ U(1) disorder.
to alter the notation of the action in our βem → ∞, SU(2)×Z2 effective model to the
suggestive form,
Se f f = − ∑
plaq.
(
βcol
2
tr col +
βv
2
Z2tr col
)
− H∑
~x
PZ2 · Pcol , (5.38)
where we have absorbed the coefficients from Eq. (5.36) into couplings (βcol , βv, H)
and relabeled the plaquette Z2 and Polyakov loop PZ2 for the Z2 ⊂ U(1) links.
The symbol βv has been chosen for the plaquette-plaquette term because this is
precisely the Villain action for pure SO(3) gauge theory [161]. The effective action
(5.38) is, in fact, a mixed fundamental-adjoint SU(2) action. Furthermore, since Z2
is constructed from Z2 ⊂ U(1) link variables, it is an exact 2-form. A Bianchi identity
then ensures that the flux piercing Z2 = −1 plaquettes is conserved. That is, Z2 ⊂
U(1) interfaces may not terminate, which means that dynamic Z2 monopoles are
forbidden.
Note also that the couplings βcol ↔ βv are interchanged under a change of vari-
ables that multiplies every SU(2) link by its Z2 ⊂ U(1) counterpart,
Uµ(x) ∈ SU(2)→ Zµ(x)Uµ(x), where Zµ(x) ∈ Z2. (5.39)
This removes the Z2 dependence of the Polyakov loop term in (5.38),
PZ2 · Pcol → Pcol . (5.40)
In the absence of this term, which comes from the compact temporal direction, the
action (5.38), is symmetric in (βcol , βv).
It turns out that the (βcol , βv) phase diagram of the symmetric action (5.38) with
H = 0 and monopole suppression has been mapped out at finite temperature,
Nt = 4, by Datta and Gavai in Ref. [161]. We present their result in Fig. 5.12. They
too observed that that the deconfinement transition becomes first order for large
adjoint coupling, βv = 16κ4. Moreover, the symmetry in βcol ↔ βv means that a
line of first order transitions in βv must end with the 3 + 1 d bulk transition of
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Figure 5.12: Phase structure for a mixed fundamental-adjoint SU(2) action with monopole
suppression obtained in Ref. [161], corresponding to Eq. 5.38 with H = 0.
Z2 gauge theory in the limit βcol → ∞, just as for the βcol transition in the limit
βv → ∞. In the intermediate region of the (βcol , βv) plane, the SU(2) plaquette,
tr col , sets the effective coupling for the Z2 degrees of freedom together with βv
and determines the position of the first order transition. This was found to run
uninterrupted and separate the (βcol , βv) plane in two. The deconfining transition
with the SU(2) gauge coupling βcol was found to remain second order with 2d
Ising exponents as βv increased from zero, until joining the first order line of bulk
transitions [161]. It was furthermore verified that the second order deconfinement
transition shifts with βcol when the number of time slices increases to Nt = 6, unlike
the first order bulk transition.
Our O(κ4) hopping expansion effective model in the limit βem → ∞ differs from
the mixed action model in Ref. [161] by the additional term for the quark Polyakov
loop. When (temporal) center symmetry is spontaneously broken by the ordering
of the SU(2) Polyakov loop at the βcol transition, this term has the effect of an
external magnetic field for the Polyakov loop constructed from Z2 ⊂ U(1) links
and forces it to acquire a non-zero expectation value. However, spacelike center
symmetry, corresponding to the equivalent of global center transformations for
spacelike Wilson lines, remains free to break at a first order bulk transition when
κ is increased. The result is a fully ordered ‘Higgs’ state without a string tension
for timelike or spacelike Wilson loops. This ordering of Z2 ⊂ U(1) links is clearly
indicated for βcol = 2.4 in Fig. 5.11.
Assimilating our results with those of Ref. [161], we arrive at the phase struc-
ture sketched in Fig. 5.13. The βcol transitions from Fig. 5.9 are indicated on the
plot, as well as additional first order points for which we have observed clear dis-
continuities in spacelike Wilson lines, as in Fig. 5.11. The diagram contains three
regions. The first is an unbroken center symmetric phase at small (βcol , κ) with
both spacelike and timelike disorder. It is separated from the ordered phase for
Polyakov loops by a line of continuous βcol transitions for small κ that break tem-
poral center symmetry and join with the second order transition of pure SU(2)
5.3 explorations in a 2-color world 111
0
0.1
0.2
0.3
0.4
0.5
0.6
0 2 4 6 8 10
Figure 5.13: Phase diagram of our O(κ4) effective action for N f = 2 fractionally charged
Wilson quarks, for Nt = 4. The center symmetry breaking βcol transition meets
a first order bulk transition that separates the the phases in the low κ region
from a totally ordered ‘Higgs’ phase. The gray band highlights where (tempo-
ral) center symmetry is broken. ‘Confined’ and ‘deconfined’ refer to the analo-
gous color disordered and ordered phases of the pure gauge theory.
gauge theory at κ = 0. Finally, a first order bulk line separates these two phases
from a totally ordered phase that meets the line of continuous transitions in the
vicinity of κ = 0.375.
5.3.5 Tuning the Z2 disorder
As one follows the line of βcol disorder-order transitions with increasing hopping
parameter κ, quarks become lighter and the O(κ4) loops more effectively suppress
Z2 ⊂ U(1) disorder that is not correlated with SU(2) color disorder. The breaking
of center symmetry at the transition is then more evenly reflected in the order pa-
rameters for the corresponding Polyakov loops. This necessitates parameters very
close to the bulk transition, however, as is indicated by the κ = 0.375 curve in Fig.
5.9.
We can suppress the disorder directly by adding a Z2 ⊂ U(1)em plaquette term
to the action,
− βZ2 ∑
plaq.
cos αµν ' −βZ2 ∑
plaq.
Z2 . (5.41)
The coupling βZ2 may be thought of as the scale for Z2 ⊂ U(1) disorder handed
down from whatever unifying theory explains the origin of the gauge groups. The
burden of suppressing Z2 disorder is then lifted from the O(κ4) quark loops.
In Fig. 5.14 we plot the SU(2) and Z2 ⊂ U(1) Polyakov loops in the vicinity of
the βcol transition for κ = 0.15. With the addition of the βZ2 plaquette coupling, we
observe a rapid transition to an ordered Z2 ⊂ U(1) phase at a critical βZ2 , which
is somewhat less than βZ2 ∼ 0.44 for Z2 gauge theory as the ordering effect of
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Figure 5.14: (left) Volume averaged SU(2) Polyakov loop across the βcol transition on 4×
123 lattices with κ = 0.15 and a suppressing coupling βZ2 for the the Z2 ⊂
U(1) disorder. The usual O(κ4) SU(2) behavior with explicitly broken center
symmetry is recovered at the Z2 bulk transition. A spontaneous symmetry
breaking transition with βcol , with a balanced contribution of SU(2) and Z2
disorder in the parallel transporters for quarks, would require fine tuning in
the vicinity of the abrupt bulk transition. This transition is most apparent in
the U(1) Polyakov loop Pem (right).
O(κ4) quark loops is also present. That is, the Z2 disorder is suddenly removed
and we obtain a standard O(κ4) unquenched result for the SU(2) Polyakov loop
with broken center symmetry, and a crossover in βcol . Because Z2 gauge theory has
such a strong first order bulk transition, fine tuning within a small window would
be required to retain a spontaneous center symmetry breaking transition with βcol
and yet balance the topological SU(2) and Z2 ⊂ U(1) contributions to the confining
potential.
5.4 fundamental higgs with fractional electric charge
In collaboration with J. Greensite and K. Langfeld, we have also studied fundamen-
tal SU(2)-Higgs models with fractional electric charge with respect to a compact
U(1) gauge group.
SU(2) gauge theory with a scalar matter field in the fundamental representation,
φ = (φ1, φ2) ∈ C2, is a typical example of a theory with explicitly broken center
symmetry. The lattice action takes the form,
S = − ∑
plaq.
βcol
2
tr col − κ2∑µ,x
(φ
†
(x)Uµ(x)φ(x + µˆ) + c.c.) (5.42)
−∑
x
(
1
2
φ
†
(x)φ(x) + λ([φ
†
(x)φ(x)]
2
), (5.43)
where we have reused the symbol κ to denote the coupling of matter to the gauge
fields.
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Figure 5.15: (left) The confinement-like and Higgs-like phases are analytically connected in
a SU(2) gauge theory with a Higgs field in the fundamental representation.
(right) Coupling fractional electric charge with respect to a compact U(1) re-
stores center symmetry and allows for a spontaneous symmetry breaking tran-
sition, which, however, is strongly first order [162].
It is convenient to freeze the length of the Higgs via the unimodular limit λ →
∞, φ
†
φ → 1, dispensing with the Higgs potential. The complex doublet can then
be expressed as an SU(2) matrix,
Φ =
(
φ1 −φ∗2
φ2 φ
∗
1
)
, (5.44)
such that the gauge-Higgs coupling simplifies to,
− κ
2∑µ,x
1
2
tr (Φ
†
(x)Uµ(x)Φ(x + µˆ)). (5.45)
The ensuing theory is referred to as the Fradkin-Shenker model. At zero tempera-
ture its (βcol , κ) phase diagram contains a confinement-like region for small κ. Here
the potential between fundamental charges rises linearly at intermediate distances,
but flattens asymptotically due to dynamical color charge screening just as in stan-
dard QCD with fundamental quarks.
For large κ, on the other hand, the potential is Yukawa-like. There is no electric
flux tube formation. Instead, color charges are screened by short range gauge in-
teractions. In both regions the asymptotic states are colorless, but the mechanisms
that explain this are superficially different.
The important point is that these regions are not separated by the spontaneous
breaking of a global gauge symmetry. The Fradkin-Shenker theorem ensures the
existence of a path in parameter space between the confinement-like and Higgs-
like regions in which all local observables are analytic [163, 164]. So there is no
thermodynamic phase boundary, and the the ‘flux-tube’ and ‘Yukawa-screening’
pictures must transform smoothly into one another.
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We set out to circumvent the Fradkin-Shenker theorem by coupling the scalar
Higgs with fractional electric charge to a compact U(1), thereby resurrecting center
symmetry as in our Wilson quark model. We considered the SU(2)×U(1) model,
S =− ∑
plaq.
(
βcol
2
tr col + βem cos 2αµν
)
− κ∑
µ,x
(φ
†
(x)Uµ(x)e
iαµ(x)
φ(x + µˆ) + c.c.)
, (5.46)
where the fractional charge is encoded in the same way as our toy quark model
in Sec. 5.3.1. The U(1) gauge action is constructed from links with twice the angle
used in the parallel transporters for the Higgs field, e
iαµ(x) ∈ U(1).
The explicit global symmetry from the combined center subgroup,
Z2 = {(1, 1), (−1,−1)} ⊂ SU(2)×U(1), (5.47)
once again allows for a well defined separation of phases via spontaneous symme-
try breaking.
In the combined limit βem → ∞, κ → ∞, the gauge-Higgs coupling forces the
SU(2) and U(1) links to take values from the values in (5.47), just as in the O(κ4)
hopping expansion model in Section 5.3.4. This is most obvious in unitary gauge, in
which the unimodular Higgs field is rotated to the identity matrix, Φ = diag (1,1).
Subsequently, the model also reduces to Z2 gauge theory in this limit, with a
first order bulk transition at βcol ∼ 0.44. As in the O(κ4) hopping expansion
model, preliminary investigations indicated that this first order line extends be-
tween the (βcol , κ) axes and forms a true phase boundary between the confined
and Higgs phases [162], characterized by the spontaneous breakdown of the com-
bined SU(2)×U(1) center symmetry. A sketch of the phase diagram obtained by
unpublished simulations by Greensite and Langfeld is shown in Fig. 5.15.
The scale is once again dominated, however, by the Z2 ⊂ U(1) degrees of free-
dom that are only suppressed by fluctuations of the scalar matter field. As for the
hopping expansion model, a plaquette term (5.41) with coupling βZ2 was added to
the action to directly suppress Z2 ⊂ U(1). To see whether a continuum limit might
then be possible, a second order phase transition was searched for in (βcol , βZ2 , κ)
parameter space, including negative couplings βZ2 . The divergence of the correla-
tion length at a second order point is needed to take the lattice spacing to zero while
holding mass ratios fixed. No second order points were found, however [162].
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Let us summarize our motivation, and what we have learned from toy lattice mod-
els.
When a simple product of the color and electroweak gauge groups is formed,
there is a global Z6 center symmetry generated by the element,
(ei2pi/3,−1, eipiY) ∈ SU(3)× SU(2)×U(1)Y, (5.48)
which is a consequence of the quarks’ fractional electric charges with respect to the
electron. The symmetry relates color and electromagnetic phases,
(ei2pi/3, ei2piQ/e) ∈ SU(3)×U(1)em. (5.49)
As a result, a true phase transition corresponding to the breakdown of this global
symmetry is possible in the presence of dynamical quarks, driven by topological
disorder that combines SU(3) center vortices with an additional U(1) vortex.
The results
We set out to observe such a symmetry breaking transition in a lattice model with
2-color quarks that carry also fractional electric charge with respect to a compact
U(1) gauge group. And, indeed, that is what we found. The explicit symmetry
breaking effect of dynamical quarks in ordinary 2-color QCD was undone by their
coupling to an additional source of Z2 ⊂U(1) topological disorder. We saw a clear
disorder-order transition using the SU(2) Polyakov loop as an order parameter.
There was, however, a large shift in the meson masses calculated with these frac-
tionally charged quarks, owing to a large topological contribution from Z2 ⊂U(1)
disorder, which added to the confining potential from the color sector.
A separation of scales was inevitable, because the extra Z2 ⊂U(1) structure was
introduced without reference to its origin in some unifying UV completion. Al-
though dynamical quark loops coupled this U(1) degree of freedom back to the
SU(2) color sector, their bare mass had to be tuned via the hopping parameter to
make the effect significant.
Turning to an O(κ4) effective hopping expansion model, the fine tuning required
to balance gauge disorder between the Z2 ⊂U(1) and SU(2) degrees of freedom, and
hence their relative contribution to mass scales, became more clear. Here we found
that the disorder-order transition strengthened with κ and merged with a very stout
first order bulk transition stemming from that of 3+ 1 d Z2 gauge theory.
The theme was similar for the SU(2)×U(1) fundamental gauge-Higgs model men-
tioned in Sec. 5.4. The Fradkin-Shenker theorem may be circumvented by the exis-
tence of a global center symmetry, but at the expense of strong first order decon-
fining transitions. One can expect the same behavior in analogous SU(3) × U(1)
formulations, since Z3 gauge theory in 3+ 1 d also has a bulk first order transition
[165].
Note that these lattice models are not expected to possess continuum limits. This
may be disconcerting, but familiarity with SU(N) gauge theories is partly to blame
for such a feeling. SU(N) gauge theories are unreasonably well-behaved. Their con-
tinuum limits are protected by asymptotic freedom, even though we may not expect
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a non-abelian gauge theory such as QCD to describe Nature at all energy scales.
The electroweak sector is less fortunate in this regard. It is likely that UV trivial-
ity prevents the construction of a continuum limit from a QED lattice construction
[166, 167], and the implementation of chiral theories on the lattice is an ongoing
problem. This does not mean that we should discard half of the Standard Model,
however. Since we expect new physics to provide a UV cutoff, we may always
regard lattice models as effective theories valid below this scale.
The message for Standard Model physics and beyond
The Z6 center symmetry in the Standard Model matter representations opens the
door for a spontaneous symmetry breaking transition. But, if this is relevant to phe-
nomenology at the O(200) MeV QCD confinement scale, we are met with a tuning
problem. In our proposal, unbroken global gauge symmetry relies on additional
topological disorder corresponding to interfaces between perturbative U(1)em sec-
tors, which adds to the confining potential for quarks and must be balanced against
the SU(3) degrees of freedom.
Where could such structure come from? This is not addressed in our lattice mod-
els, which do not define the gauge fields or the UV physics between lattice sites.
If the gauge forces are unified by some GUT based on the Higgs mechanism,
similar to SU(5) GUT, then topological disorder may be identified as defects of the
GUT. Between the sites of a low energy lattice theory, one imagines that the GUT
Higgs field that defines a residual Standard Model gauge symmetry has rotated
(Fig. 5.16). But, as we mentioned, such a fluctuation costs an enormous amount of
energy if the unification scale is as high as O(1016) GeV. Disorder should be sup-
pressed, such that the fields in the low energy theory belong to the same topological
GUT sector.10
Such a decoupling argument suggests that the Z6 symmetry of the Standard
Model should be broken at much higher energies than the deconfinement and
electroweak transitions. In terms of our toy models, it suggests that the suppressing
coupling for the topological U(1) disorder should be taken beyond an ordering
transition, where we can expect the usual corrections to color dynamics from a
perturbative U(1) sector.
If this viewpoint is correct, then Nature does not make use of the symmetry
between the quarks’ SU(3) color charge and their electric charges at the modest
energy scales of hadron physics. It is a remnant of higher energy physics.
We need not wholeheartedly embrace this pessimistic attitude, however. For one
thing, subtleties are sometimes missed by decoupling arguments. An example is
low energy fermion-monopole scattering, for which the outcome is strongly depen-
dent on the structure of the monopole core but largely independent of its size [132].
Moreover, new physics can impact length scales much lower than the GUT scale via
vacuum polarization effects. For instance, the ‘true’ core of a magnetic defect is sur-
10 This is also clear if we start from a lattice version of a unified SU(N) theory and identity the low
energy degrees of freedom when we send the GUT scale to infinity. The top down perspective is
outlined in Appendix C.
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Figure 5.16: (left) New physics lies between lattice sites where the
usual color and electroweak gauge fields are not defined.
(right) Neutron scattering from a Herbertsmithite crystal. Disordered
magnetic materials show uniform color. The data suggests ‘order within
disorder’, which may herald the first realization of a spin liquid [173]. There
are many inspirations for topological disorder in Nature.
rounded by an electroweak cloud whose extension is set by the electoweak scale.11
And vacuum polarization sets the electric charge radius of the dyonic excitations
of a monopole to the Compton wavelength of the electron [132].
These considerations are separate from general criticisms of GUTs, and the in-
credible hubris of assuming that we have already determined physics across a
O(103) GeV to O(1016) GeV desert.
Note that the typical lattice spacing in modern QCD calculations is about 0.1 fm'
2 GeV, which is not so widely separated from a hypothetical scale of new physics
in the TeV region. In that case, non-trivial topology that relates the color and elec-
troweak gauge groups may still to made to play role in the non-perturbative physics
of confinement and mass generation. Without experimental guidance, however, we
have little idea of which theoretical road leads beyond the Standard Model.
So far, the take home message from the LHC is that we should reconsider our
devotion to naturalness as a guiding principle. Nature may not be flustered about
fine-tuning the quantum corrections to the electroweak Higgs mass, for example,
if the absence of a signal for supersymmetry is any indication [171]. Meanwhile,
string theory is stricken by a landscape of vacua and a loss of predictivity [172].
And we should not forget QCD’s strong CP problem, and the puzzles of the tiny
cosmological constant and neutrino masses. Large separations of scale and hier-
achies are a recurrent theme in modern physics.
Perhaps there is a lesson to be learned from condensed matter physics, where
the emphasis is on novelty, rather than theoretical simplicity and tractability. Fine-
tuning is often essential in the experimental setup of the most interesting con-
densed matter systems. Careful preparation rewards experimentalists with states of
matter that have remarkable, unintuitive properties (cf. Fig. 5.16, right). We should
be mindful of dismissing coincidences, such as the confinement of color and frac-
tional electric charge, without an exhaustive understanding of their possible impli-
cations, even when these involve fine-tuning or hierachies.
11 We have neglected the weak interactions in this work. For more on the hidden Z6 symmetry in the
context of electroweak physics, see Refs. [168, 169, 170].
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C O N C L U D I N G R E M A R K S
As this thesis draws to an end, we are confronted with the elusive nature of strong
interactions. In spite of the great experimental successes of the Standard Model, a
complete theoretical understanding follows only in baby steps. In particular, the
non-linear, complex nature of the QCD sector hinders its analytical study. We have
searched for an intuitive grasp of the underlying mechanisms, and their connec-
tions with symmetries that emerge under various deformations of the theory.
We have been motivated in particular by the global center symmetry of SU(N)
gauge theories in the limit of infinitely heavy, i.e., static quarks. It allows deconfine-
ment at finite temperature to be classified as a spontaneous symmetry transition
in close analogy with magnetization in an N-state spin system. As we reviewed in
Chapter 3, global center symmetry allows one to prepare superselection sectors for
the color electric flux of static charges via a combination of boundary conditions
with center vortex interfaces. This places topology at the heart of color confine-
ment in the pure gauge theory, which results at low temperature from the disorder
generated by vortices and is lost when these interfaces are suppressed at high tem-
perature.
We performed a further deformation, a reduction of spacetime dimensions to
2 + 1 d, to fully exploit the correspondence with spin systems and glean insight
into the universal aspects of the confinement mechanism. This provided us full
access to the powerful tools of universality. The second order transitions of SU(2)
and SU(3) in 2+ 1 d fall into the universality classes of the 2d Ising and 3-state Potts
models, respectively, in which a wealth of exact analytical results are available. By
making use of the universality of interfaces in the gauge and spin systems, we were
able to locate the deconfinement transition on the lattice with extreme precision.
Our subsequent scaling studies unveiled a self-dual relationship between center
vortices and color electric fluxes at criticality, stemming from Kramers-Wannier
self-duality of the 2d N-state Potts models, and led us to precisely determine the
continuum vortex and electric SU(2) string tensions at criticality.
The manifestation of self-duality on finite volumes via ’t Hooft’s Fourier trans-
form over center sectors emphasizes the relevance of global center symmetry to de-
confinement, at least for static charges. A self-dual relation between center vortices
and electric fluxes in 2+ 1 d is only possible because the center vortex confinement
mechanism pinpoints the pertinent degrees of freedom. As our analysis of SU(4)
revealed, still more may be learnt from these 2 + 1 d models. The effective spin
system and order of the deconfining transition is, in this case, not trivially deter-
mined. A better understanding of the interplay of the larger set of Z4 center sectors,
via a combination of analytic and numerical methods, would shed further light on
confining gluonic dynamics.
This is a lesson for 3+ 1 d, where the dynamics are similar but universality is not
applicable for N ≥ 3 colors. Our results highlight the benefits of studying simpler
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QCD-like theories that allow one to catch a glimpse of the essential character of
strong interactions.
At the same time, we are reminded that the symmetries treasured by theorists
are, all too often, only approximate. The explicit breaking of center symmetry by
dynamical quarks prevents a tidy classification of QCD states into superselection
sectors, and we must reconcile ourselves with the possibility that the confined and
deconfined phases are analytically connected, with a mass gap that varies smoothly
across the transition. How can we arrive at the true meaning of ‘confinement’, when
we are unable pinpoint a difference between the physical asymptotic states on ei-
ther side of the transition?
In the proceeding chapter, we looked beyond QCD for possibilities. The fact that
quarks are both confined and have fractional electric charge hints at a deeper under-
lying connection. We have, after all, never isolated a quark or any other fractionally
charged particle.
We saw that this is related to a global center symmetry of the Standard Model
matter representations. A possible topological link emerges in the form of defects
that carry flux with respect to both the quarks’ color and electroweak quantum
numbers. This prompted a proposal that the percolation of these objects might
explain why quarks with fractional electric charge are confined, but not colorless
integer charged particles. The suppression of combined topological disorder at a
spontaneous symmetry breaking transition could then provide a thermodynamic
distinction between ‘confined’ and ‘deconfined’ phases.
This spurred our interest in grand unified theories, not as realistic physical the-
ories, but as an important historical framework for exploring the origin and topol-
ogy of the Standard Model gauge groups. The search for a better understanding
of these connections was an underlying motivation for the side project in Chapter
4, in which we studied monopole inducing boundary conditions for grand unified
theories on the lattice.
In our lattice studies of 2-color models in Chapter 5, we set aside the unknown
origin of the gauge groups and simply studied the consequences of a hidden global
symmetry in the presence of quarks that carry fractional electric charge with respect
to a compact U(1). We found, however, that if topology related to fractional electric
charge plays a role in confinement, its scale from beyond Standard Model physics
must be addressed. Confinement remains a hard problem.
A
T W I S T AWAY F R O M C R I T I C A L I T Y
a.0.1 Magnetic twist and spatial string screening
Twist in purely spatial planes inserts timelike center flux perpendicular to the
twisted planes. In 3 + 1 d, this is the center flux of a propagating pair of static
center monopoles in adjacent volumes. In 2+ 1 d spatial twist introduces one extra
pointlike magnetic defect whose worldline is closed by the temporal extent of the
lattice. An increase in temperature shortens this worldline but does not prevent the
magnetic flux from lowering its free energy by spreading in the plane of the twist.
These magnetic defects may condense at all temperatures and do not play a role in
the deconfinement transition.
They do, however, have importance for the spatial Wilson loop. Just as space-
like center vortices disorder temporal Wilson loops, the world lines of magnetic
defects disorder spatial Wilson loops. In [47], ’t Hooft discussed the behavior of
electric and magnetic fluxes in the confined phase for 3+ 1 dimensions. Using Eu-
clidean rotation symmetry and the assumption that electric and magnetic flux free
energies should factorize at low temperature, he showed that the free energy of an
additional magnetic flux should vanish like exp(−σL2), where σ is the zero temper-
ature electric string tension and L2 is the area perpendicular to the magnetic flux.
Since the area law for the spatial Wilson loop persists in the deconfined phase, one
expects a similar behavior but with σ replaced by the spatial string tension σs(T).
We can check this numerically. Letting Zm(L, T) denote the partition function
with magnetic twist for SU(2) in 2 + 1 d, the free energy of one extra magnetic
defect is defined in the same way as for spacelike center vortices,
Zm(L, T)/Z0(L, T) = e−Fm(L,T), (A.1)
where Z0(L, T) is the untwisted partition function. We then expect the screening
Fm(L, T) ∝ e−σs(T)L
2
, (A.2)
where σs is the spatial string tension. In order to test this prediction we’ve calcu-
lated the magnetic flux free energy at β = 9 for various spatial sizes L = aNs and
varied the temperature by varying the number of time slices Nt between 2 and 8.
The parameters were chosen for easy comparison with the values for the spatial
string tension in [174]. Fm is screened rapidly with the lattice size L, which restricts
us to rather small spatial extents Ns. Nevertheless, we obtain excellent agreement
with the expectation (A.2) using the string tension and a constant of proportionality
as fit parameters, even far from the thermodynamic limit Ns  Nt. See Fig. A.1 for
an example.
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Figure A.1: Screening of magnetic center flux for Nt = 4 in the deconfined phase β = 9 >
βc. The spreading of center flux is impeded by the spatial extent of the lattice.
In Fig. A.2 we plot our extracted values for the spatial string tension versus tem-
perature. This should be compared with Fig 2. of [174], where the spatial string ten-
sion was extracted from Wilson line correlators. Our results agree within a 5− 10
percent systematic difference. Note that the spatial string tension grows linearly
with temperature in the deconfined phase, as is expected from dimensional reduc-
tion [175, 176]. As temperature increases a spacelike Wilson loop has less transverse
volume for fluctuations, so it is more rigid. Our fit for the slope is,
σs(T) ≈ 0.42(3)g23T, T > Tc, (A.3)
which agrees well with the coefficient of 0.40 obtained in [174].
Our results can be compared to the predictions of a gas of thin vortices. If the
magnetic defects are uncorrelated then the probability of n magnetic vortices pierc-
ing an area A is given by
P(n; A) ∝
(µA)n
n!
(A.4)
where µ is the probability of a vortex piercing a unit area. The difference between
twisted and untwisted partition functions is that they enforce an odd or even num-
ber of defects respectively. The partition functions for our L× L lattices should then
be given by
Zm(L, T) = ∑
n odd
(µ(T)L2)n
n!
= sinh(µL2) (A.5)
Z0(L, T) = ∑
n even
(µ(T)L2)n
n!
= cosh(µL2). (A.6)
The magnetic flux free energy is then predicted to behave like
Fm(L, T) = − ln tanh(µL2) (A.7)
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Figure A.2: Spatial string tension versus temperature, calculated from the screening of mag-
netic flux free energies Fm ∼ e−σs(T)L2 .
In a gas of thin vortices, the expectation value of a spatial Wilson loop with minimal
area A is given by
〈W〉 = e−2µA. (A.8)
The probability µ is therefore related to the spatial string tension via σs = 2µ.
However, we find that Eq. (A.7) gives a very poor fit to the data, especially for small
L = aNs. This is in contrast to the results of Ref. [174], where the difference of the
action ∆S between twisted and untwisted systems was calculated, rather than the
free energy. In that case the thin vortex model provided a rather good description of
the data. We also tried a modified version of a vortex gas in which the vortices have
some fixed thickness but are otherwise uncorrelated. Their probability is then given
by a binomial distribution. This did not offer much improvement. This suggests
that the entropic contribution to the free energy from the nontrivial spreading,
overlapping, and other interactions of magnetic center flux may not be neglected.
a.0.2 Center vortex string formation at high temperature
The confinement of spacelike center vortices via string formation just above Tc
was inferred from universality with the 2d Ising model in Chapter 3. Away from
criticality, the smoking gun signature for string formation on a symmetric volume,
Fk(1, 1) =
√
2Fk(1, 0), can be checked numerically for pairs of orthogonal center
fluxes. These quantities are plotted in Fig. A.3 for selected Nt = 4 volumes in the
high temperature phase. The free energy for center flux in both directions Fk(1, 1)
is an excellent match to the prediction
√
2Fk(1, 0).
The dual string tension σ˜(T) could be extracted by calculating Fk(1, 0) for suc-
cessively larger volumes and performing a linear fit. However, de Forcrand, Lucini
and Vettorazzo have provided a more elegant method [177]. Recall that the twisted
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Figure A.3: Center vortex free energies for one and two units of flux.
partition function Zk(L, T) is calculated by successively flipping the coupling of a
line of plaquettes and performing a simulation at each step of the ratio,
Z(n)k
Z(n−1)k
= 〈exp( β
N
Re(1− z(n))tr (n))〉n−1 z(n) ∈ ZN , (A.9)
where the nth flipped plaquette (n) acquires the phase z(n) and
Z(0)k = Zk(~0), Z
(0)
k = Zk(~k). (A.10)
The intermediate partition functions Z(n)k contain a vortex with fixed end points
separated by a× n. These intermediate ratios measure the cost of lengthening the
vortex by one lattice spacing a. In the regime of string formation,
Z(n)k
Z(n−1)k
= e−σ˜(T)a+F.S. effects. (A.11)
So, only one simulation is required to measure the dual string tension at a given
temperature.
Finite size effects are reduced by making the partial vortex as large as possible,
i.e., half of the spatial extent length n ≈ Ns/2. If the center flux almost winds
through the lattice, n ≈ Ns, the system may reduce its free energy by trading
the long partial vortex for a vortex closed by the lattice plus a smaller one of
length (Ns − n). The translational invariance of the closed vortex contributes en-
tropy, which leads to the free energy reduction.
For small n, on the other hand, one expects a large initial cost associated with the
creation of a short vortex with fixed end points. This should reduce with increasing
length n into a broad plateau where (A.11) is a good approximation. The cost of
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Figure A.4: Cost of flipping one additional plaquette on a 4× 962 lattice for β = 50.
lengthening the vortex is then expected to decrease more rapidly for n ≈ Ns, where
the production of a closed vortex becomes viable. This prediction is borne out for
SU(2) in 2+ 1 d in Fig. A.4.
In the region of the plateau, the leading finite size corrections originate from
Gaussian fluctuations of the vortex. These may be estimated by considering the
vortex as the worldline of a Euclidean particle propagator [178]. The effective string
tension is, then,
aσ˜e f f (T) = − ln Z(n+1)k /Znk = aσ˜(T) + ln ((n + 1)/n). (A.12)
The second term is the 1 + 1 d string worldsheet analog of the Lüscher term. We
extracted aσ˜(T) after the removal of this correction for Nt = 4 and Ns = 96. The
results are plotted against β in Fig. A.5.
The high temperature perturbative result for the dual string tension was deter-
mined in Ref. [179],
σ˜ =
α
g3
T1.5, (A.13)
where the factor α is an Nt dependent coefficient. Since aNt = 1/T, we have aσ˜ =
σ˜/(NtT). So our plot of aσ˜ versus T should go like T0.5 for large T. Our results
match this perturbative prediction quite well.
a.0.3 Electric string formation at zero temperature
We have also studied string formation for electric flux free energies at zero temper-
ature for SU(2) in 2+ 1 d.
As Lt = aNt → ∞, the free energy Fe(~e) becomes the zero temperature energy or
mass E(~e) of a system with electric flux ~e,
lim
Lt→∞
Ze(~e)
Ze(~0)
≡ e−LtE(~e;Li). (A.14)
126 twist away from criticality
0.01
0.1
1
10
aσ˜
β
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prediction.
We can convert our lattice data into physical units using the determination of the
zero temperature string tension in Ref. [174],
a
√
σ =
1
β
(1.337+
0.945
β
+
1.10
β2
). (A.15)
Results for two units of orthogonal flux ~e = (1, 1), and one unit of flux ~e = (1, 0),
obtained on symmetric lattices for β = 10, 12, 14, are plotted in Fig. A.6. The results
agree well with the smoking gun
√
2 signature for the formation of a diagonal
string.
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Figure A.6: Electric flux energies in units of the zero temperature string tension.

B
M O R E O N C - P E R I O D I C B O U N D A RY C O N D I T I O N S
b.1 classification of c-periodic twists
For N > 2 not all combinations of C-periodic twists that are allowed by Eq. (B.3) are
physically distinguishable. The complete classification of inequivalent C-periodic
twists
Ω∗i (x)Ωj(x + Lıˆ) = zij Ω
∗
j (x)Ωi(x + L ˆ),
zij = ei
2pi
N eijkmk , mi ∈ ZN (B.1)
was given in Ref. [89]. Here we summarize the main argument for completeness.
First, one observes that transition functions which differ themselves only by a con-
stant center element ζ are equivalent, i.e. Ωi is equivalent to ζiΩi. This allows one
to redefine the twists as
z′ij = zijζ
2
i ζ
∗
j
2. (B.2)
The constraint
(m1 + m2 + m3) ∈ {0, N/2} ∈ {0, 1, . . . , N − 1}. (B.3)
is unaffected. One has
z′ijz
′
jkz
′
ki = zijzjkzki = ±1, (B.4)
but we can use this freedom to restrict the inequivalent choices for two of the three
twists zij. To be specific, let ζ1 = 1, so that
z′12 = z12ζ
∗
2
2, and z′13 = z13ζ
∗
3
2 . (B.5)
If N is odd, every Nth root of unity has a square root in the set of Nth roots of unity
and we can therefore choose ζ2 and ζ3 such that z′12 = z
′
13 = 1, or m2 = m3 = 0,
without loss of generality. Then, from (B.3), which reads m1 +m2 +m3 = 0 for odd
N, we also have m1 = 0 and there is thus no non-trivial C-periodic twist in this
case.
If N is even, either zij or zij exp(2pii/N) have a square root in the set of Nth roots
of unity. The same freedom from (B.5) allows one to restrict m2 and m3 to m2 ∈
{0, 1} and m3 ∈ {0, 1} (which is no restriction for N = 2). These four possibilities
can always be completed with (B.3), by choosing m1 such that the sum is either 0
or N/2. This means that for even N there are altogether 8 = 23 distinct possibilities
(in 3 dimensions) of having C-periodic twist,1 4 with m1 + m2 + m3 = 0 and 4 with
m1 + m2 + m3 = N/2.
1 In the pure SU(2) gauge theory these are equivalent to the 23 choices for ’t Hooft’s original twisted
b.c.’s. For N = 4, 6, . . . , however, there are still only 8 C-periodic twists while the number of standard
twists increases as N3 in 3 dimensions.
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b.2 mixed c-periodic boundary conditions
b.2.1 x direction C-periodic, y, z directions periodic
Suppose that we employ boundary conditions with a single C-periodic direction,
chosen to be the x direction. These boundary conditions may be written as
Φ(x + Lxˆ) = Ω†xΦ
∗(x)Ωx, Uµ(x + Lxˆ) = Ω†xU∗µ(x)Ωx,
Φ(x + Lyˆ) = Ω†yΦ(x)Ωy, Uµ(x + Lyˆ) = Ω
†
yUµ(x)Ωy,
Φ(x + Lzˆ) = Ω†zΦ(x)Ωz, Uµ(x + Lzˆ) = Ω
†
zUµ(x)Ωz.
Again assuming constant transition funcitons, consistency of the boundary condi-
tions now requires
ΩxΩy = z12Ω∗yΩx,
ΩxΩz = z13Ω∗zΩx,
ΩyΩz = z23ΩzΩy, (B.6)
where zij = einij , nij = (2pi/N) eijkmk with mk ∈ ZN , are center elements as before.
Note that charge conjugation only ever happens on one side of the equation.
The gauge transformations to diagonalise the Higgs field have the following
genuine boundary conditions,
R(x + Lxˆ) = Ω†xR
∗(x), (B.7)
R(x + Lyˆ) = Ω†yR(x),
R(x + Lzˆ) = Ω†z R(x),
and we define the following doubly translated R’s at the far edges and corner by
lexicographic order,
R(L, L, r) ≡ Ω†yΩ†xR∗(0, 0, r), (B.8)
R(L, r, L) ≡ Ω†zΩ†xR∗(0, r, 0),
R(r, L, L) ≡ Ω†zΩ†yR(r, 0, 0),
for r = 0, . . . L− 1, and
R(L, L, L) ≡ Ω†zΩ†yΩ†xR∗(0, 0, 0). (B.9)
It is straightforward to derive the corresponding boundary conditions for the Abelian
projected fields (4.31),
αai (x + Lxˆ) = −αai (x),
αai (x + Lyˆ) = α
a
i (x),
αai (x + Lzˆ) = α
a
i (x), (B.10)
with the following exceptions,
αay(L, L− 1, r) = −αay(0, L− 1, r)− 2piN m3,
αaz(L, r, L− 1) = −αaz(0, r, L− 1) + 2piN m2,
αaz(r, L, L− 1) = αaz(r, 0, L− 1)− 2piN m1, (B.11)
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r = 0, . . . L− 1, and
αay(L, L− 1, L) = −αay(0, L− 1, 0)− 2piN m3
= −αay(0, L− 1, L)− 2piN m3
= αay(L, L− 1, 0), (B.12)
as well as
αaz(L, L, L− 1) = −αaz(0, 0, L− 1)− 2piN (m1 −m2)
= −αaz(0, L, L− 1)− 2piN (2m1 −m2)
= αaz(L, 0, L− 1)− 2piN m1. (B.13)
As expected, it follows that the Abelian field strengths αaij(x) (4.33) are periodic in
the y and z directions, but anti-periodic in the x direction, again with one exception.
And that exception is
α23(L, L− 1, L− 1) = −α23(0, L− 1, L− 1)− 2piN 2m1. (B.14)
It is this single plaquette where our single-valued gauge transformation R(x) has
moved the net magnetic flux to. It leads to opposite fluxes each of strength (2pi/gN)m1
through the faces at x = 0 and L as illustrated in Figure B.1. For the total flux along
the positive x direction, for example, we obtain
Φ(1)+ = − 1g
L−1
∑
r=0
(
αy(L, r, 0) + αz(L, L, r)
−αy(L, r, L)− αz(L, 0, r)
)
=
1
g
2pi
N
m1. (B.15)
Analogously, we obtain for the total flux in the negative x direction at x = 0,
Φ(1)− = − 1g
(
αz(0, 0, L− 1)− αz(0, L, L− 1)
)
=
1
g
2pi
N
m1 = Φ
(1)
+ . (B.16)
The analogous Abelian projected fluxes in the y and z directions are not quantised,
because they each involve anti-periodic line segments, but they are both conserved.
We have
Φ(2)+ = − 1g
(
2
L−1
∑
r=0
αz(0, 0, r)− 2piN m2
)
,
= −Φ(2)− (B.17)
and
Φ(3)+ =
1
g
(
2
L−1
∑
r=0
αy(0, r, 0) +
2pi
N
m3
)
,
= −Φ(3)− (B.18)
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Figure B.1: Quantised Abelian fluxes of equal strength in opposite directions, Φ(1)+ = Φ
(1)
− ,
with C-periodic x direction.
Therefore, the Abelian projected fluxes in the y and z directions are not quantised
but they are conserved, i.e.
Φ(2)+ +Φ
(2)
− = Φ
(3)
+ +Φ
(3)
− = 0. (B.19)
There is one extra source of strength 2m1/N in units of magnetic charge (2pi/g)
whose entire flux goes along the x direction through the α23 plaquettes in the op-
posite y = z = L− 1 corners at x = 0 and L,
Q = Φ(1)+ +Φ
(1)
− =
2pi
g
2m1
N
, (B.20)
again modulo (4pi/g) and the same for all a = 1, . . . N − 1.
It would be interesting if the twist angle in the plane perpendicular to the C-
periodic direction were permitted to be a phase other than 0 or pi. Unfortunately
this is not the case. The proof involves permutations of the twist matrices as before.
With C-periodic b.c.’s in the x direction, comparison of
ΩxΩyΩz = z23ΩxΩzΩy
= z23z13Ω∗zΩxΩy
= z23z13z12Ω∗zΩ∗yΩx
(B.21)
with
ΩxΩyΩz = z12Ω∗yΩxΩz
= z12z13Ω∗yΩ∗zΩx
= z12z13z32Ω∗zΩ∗yΩx
(B.22)
yields
z23 = z32 = z∗23. (B.23)
Therefore
m1 =
0 for odd N0 or N/2 for even N. (B.24)
It follows that the allowed charges are exactly those found for fully C-periodic
boundary conditions.
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Figure B.2: Integration curve for C-periodic y and z directions.
b.2.2 y, z directions C-periodic, x direction periodic
We can also consider boundary conditions with two C-periodic directions, chosen
to be the y and z directions. Then the consistency conditions are modified to
Ω∗xΩy = z12ΩyΩx,
Ω∗xΩz = z13ΩzΩx,
Ω∗yΩz = z23Ω∗zΩy (B.25)
with zij = eiθij ∈ ZN , θij = (2pi/N) eijkmk. The Abelian projected fields inherit
boundary conditions with anti-periodicity in both C-periodic directions,
αi(x + Lxˆ) = αi(x),
αi(x + Lyˆ) = −αi(x),
αi(x + Lzˆ) = −αi(x), (B.26)
except for the special cases, which in this case are,
αay(L, L− 1, r) = αay(0, L− 1, r)− 2piN m3, (B.27)
αaz(L, r, L− 1) = αaz(0, r, L− 1) + 2piN m2,
αaz(r, L, L− 1) = −αaz(r, 0, L− 1)− 2piN m1,
for r = 0, . . . L− 1, and
αay(L, L− 1, L) = −αay(0, L− 1, 0) + 2piN m3
= αay(0, L− 1, L) + 2piN m3
= −αay(L, L− 1, 0), (B.28)
as well as
αaz(L, L, L− 1) = −αaz(0, 0, L− 1)− 2piN (m1 + m2)
= αaz(0, L, L− 1)− 2piN m2
= −αaz(L, 0, L− 1)− 2piN m1. (B.29)
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To find the total flux we integrate αai (x) around the curve shown on the right of
Figure B.2, and double the result,
Q = −2
g
L−1
∑
r=0
(
αz(0, L, r)− αy(0, r, L) + αx(r, 0, L)
−αz(L, L, r) + αy(L, r, L)− αx(r, L, 0)
)
.
The x links here are translated in two anti-periodic directions relative to one another
and hence cancel. The y and z links are related to one another by a single periodic
translation along the x direction and therefore also cancel except for contributions
from the special links above, which yield
Q = −2
g
(
αy(L, L− 1, L)− αy(0, L− 1, L) (B.30)
−αz(L, L, L− 1) + αz(0, L, L− 1)
)
=
2pi
g
2
N
(
m2 + m3
)
, (B.31)
modulo (4pi/g) and the same for all a = 1, . . . N − 1, as before. And as before, we
find that the center fluxes in the C-periodic directions are restricted. Comparison
of
Ω∗xΩyΩ∗z = z32Ω∗xΩzΩ∗y
= z32z13ΩzΩxΩ∗y
= z32z13z21ΩzΩ∗yΩ∗x
(B.32)
with
Ω∗xΩyΩ∗z = z12ΩyΩxΩ∗z
= z12z31ΩyΩ∗zΩ∗x
= z12z31z32ΩzΩ∗yΩ∗x
(B.33)
now yields
z221z
2
13 = 1. (B.34)
So,
m2 + m3 =
0 for odd N0 or N/2 for even N. (B.35)
Once more, we are left with the same possibilities for the Abelian magnetic charges.
We conclude that the allowed charges are identical whether we have one, two, or
all three directions charge conjugated.
It is instructive to compare this to the case of standard twisted boundary con-
ditions, without any C-periodic direction, where the analogously defined Abelian
projected fluxes are all quantised and conserved, i.e. where
Φ(i)+ = −Φ(i)− = 1g
2pi
N
mi , for all i = 1, 2, 3. (B.36)
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The introduction of one C-periodic direction thus led to non-quantised contribu-
tions of Abelian projected flux in the orthogonal directions in addition to the cen-
ter flux (B.36) of the corresponding sectors with standard twists a la ’t Hooft, cf.
Eqs. (B.17) and (B.18). These non-quantised contributions are due to the Abelian
projection and may not have any physical significance at all. So unlike standard
center flux, the flux in the orthogonal directions is no-longer quantised, but like
standard center flux it is still conserved.
In contrast, the flux along the C-periodic direction is still quantised in units
of center elements, see Eqs. (B.15) and (B.16), but it is no-longer conserved. The
introduction of the C-periodic direction has led to a reversal of the center flux
when passing through the volume along this direction, by introducing a source of
a strength of twice that magnetic flux into the volume.
But this only works for center fluxes with −m = m, which can be non-trivial only
when −1 is among the roots of unity and N is even. Then however, these particular
fluxes are Z2 valued and do not have a direction. In the pure gauge theory we
cannot even distinguish positive from negative flux in this case, which is why we
can reverse it without harm in the first place. So for the pure gauge theory we
have gained nothing new here. Moreover, ’t Hooft’s magnetic fluxes as employed
here play no role in the deconfinement transition of the pure gauge theory, the free
energy of the corresponding center vortices always vanishes in the thermodynamic
limit [48].
But together with our adjoint Higgs fields, which have anti-periodic abelian com-
ponents in such a C-periodic direction, we can distinguish the relative orientations
of center vortex and Higgs field as described in Sec. 4.5.2 below. And together with
the adjoint Higgs field, the different magnetic sectors have now become relevant
– not for confinement in the pure gauge theory, but for the masses of ’t Hooft-
Polyakov monopoles and the Higgs mechanism.

C
L O W- E N E R G Y R E P R E S E N TAT I O N S F R O M A L AT T I C E G U T
The simplest motivation for a compact U(1) is a grand unified theory with Higgs
mechanism. Take a toy model with a minimal symmetry breaking breaking,
SU(3)→ SU(2)×U(1)/Z2, (C.1)
for example where the potential for an adjoint SU(3) Higgs field is minimized by
an 8-like expectation value
〈Φ〉 ∝ diag(1, 1,−2). (C.2)
In a lattice formulation (cf. Chapter 4), we can decompose the SU(3) gauge links in
unitary gauge to isolate the residual SU(2)×U(1)/Z2 gauge degrees of freedom.
Taking the symmetry breaking scale to infinity freezes the Higgs field to the ground
state and decouples the off-diagonal massive vector bosons. One ends up with an
SU(2)×U(1)/Z2 model that is parametrized by SU(3) matrices.
A general SU(2)×U(1)/Z2 ⊂ SU(3) element is obtained by exponentiating the
generators that commute with Φ, which in unitary gauge are
(
1
2σi
0
)
,
 1 1
−2
 . (C.3)
The parallel transporters inherited from links in the fundamental representation of
SU(3) are (
Uµe
iαµ
e
−i2αµ
)
∈ SU(3), Uµ ∈ SU(2), αµ = [−pi,pi) (C.4)
The range of angles αµ was chosen to match our toy models. This is how a 2-color
quark field Ψq and an ‘electron’ ψe with twice the U(1) charge transform if they are
placed in a fundamental triplet representation of SU(3),(
Ψq
ψe
)
, Ψq =
(
Ψ
1
q
Ψ
2
q
)
. (C.5)
Note that nothing represents SU(2) independently. Only parallel transporters cor-
responding to the matter content inherited from SU(3) representations can be con-
structed from (C.4). For example, a traced plaquette constructed from (C.4) is of
the form
cos αµν · Re tr col + cos αµν, col ∈ SU(2), (C.6)
where αµν are the U(1) plaquette angles constructed from αµ. The first term corre-
sponds to a loop for the fractionally charged quarks, the second is a loop for the
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integer charged electron. These are, in fact, possible terms in a U(2) gauge theory
that is formulated redundantly using SU(2) and U(1) degrees of freedom. We have
the isomorphism,
SU(2)×U(1)/Z2 ' U(2) ⊂ SU(3). (C.7)
A transformation (Uµ, e
iαµ
) → (−Uµ,−eiαµ ) is not so much a symmetry as it is a
change of variables. Nothing represents it, so it may be removed using the invari-
ance of the Haar measure [180].
There is great similarity with the Villain lattice action for SO(3) ' SU(2)/Z2
gauge theory [161], which is formulated redundantly in terms of SU(2) and Z2
variables. Pure SU(2) gauge theory is modified by coupling a Z2 variable to each
fundamental SU(2) plaquette,
Z2 · Re tr col , Z2 = ±1 (C.8)
such that a center transformation can also becomes a simple change of variables.
Both models have the some vortex content, however, which is classified by the
homotopy group pi1(SU(2)/Z2).
As we run to the continuum limit, the coupling constants of the terms (C.6) may
separate as they renormalize. Pure U(2) gauge theory has been simulated on the
lattice with these two terms in Ref. [181], with the conclusion being that it has the
same physical content as the simple product SU(2)×U(1) in the continuum limit.
This is to be expected from the decoupling of the ‘electromagnetic’ term as we run
to the continuum limit, see Ref. [180] for details.
The same essential arguments hold for SU(5) GUT. We can only end up with
center blind terms in representations of,
SU(3)× SU(2)×U(1)Y/Z6 ⊂ SU(5), (C.9)
after we freeze out the Higgs field to unitary gauge.
Note that in this ‘top down’ approach, we have assumed that we are in a given
perturbative GUT sector by fixing the Higgs to its expectation value. Topological
disorder from the unified theory is not inherited, in this case.
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