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ON THE CAUCHY PROBLEM FOR INTEGRO-DIFFERENTIAL
EQUATIONS IN THE SCALE OF SPACES OF GENERALIZED
SMOOTHNESS
R. MIKULEVICˇIUS AND C. PHONSOM
Abstract. Parabolic integro-differential model Cauchy problem is considered
in the scale of Lp -spaces of functions whose regularity is defined by a scalable
Levy measure. Existence and uniqueness of a solution is proved by deriving
apriori estimates. Some rough probability density function estimates of the
associated Levy process are used as well.
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1. Introduction
Let σ ∈ (0, 2) and Aσ be the class of all nonnegative measures pi onRd0 = Rd\ {0}
such that
∫ |y|2 ∧ 1dpi <∞ and
σ = inf
{
α < 2 :
∫
|y|≤1
|y|α dpi <∞
}
.
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In addition, we assume that for pi ∈ Aσ,∫
|y|>1
|y| dpi < ∞ if σ ∈ (1, 2) ,∫
R<|y|≤R′
ydpi = 0 if σ = 1 for all 0 < R < R′ <∞.
In this paper we consider the parabolic Cauchy problem with λ ≥ 0
∂tu(t, x) = Lu(t, x)− λu (t, x) + f(t, x) in E = [0, T ]×Rd,(1.1)
u(0, x) = g (x) ,
and integro-differential operator
Lϕ (x) = Lπϕ (x) =
∫
[ϕ(x+ y)− ϕ (x)− χσ (y) y · ∇ϕ (x)]pi (dy) , ϕ ∈ C∞0
(
Rd
)
,
where pi ∈ Aσ, χσ (y) = 0 if σ ∈ [0, 1), χσ (y) = 1{|y|≤1} (y) if σ = 1 and χσ (y) = 1
if σ ∈ (1, 2). The symbol of L is
ψ (ξ) = ψπ (ξ) =
∫ [
ei2πξ·y − 1− i2piχσ (y) ξ · y
]
pi (dy) , ξ ∈ Rd.
Note that pi (dy) = dy/ |y|d+σ ∈ Aσ and, in this case, L = Lπ = c (σ, d) (−∆)σ/2,
where (−∆)σ/2 is a fractional Laplacian. The equation (1.1) is backward Kol-
mogorov equation for the Levy process associated to ψπ. Let µ ∈ Aσ and
(1.2) c1 |ψµ (ξ)| ≤ |ψπ (ξ) | ≤ c2 |ψµ (ξ)| , ξ ∈ Rd,
for some 0 < c1 ≤ c2. Given µ ∈ Aσ, p ∈ [1,∞), s ∈ R, we denote Hsp (E) =
Hµ;sp (E) the closure in Lp (E) of C
∞
0 (E) with respect to the norm
|f |Hµ;sp (E) =
∣∣F−1 (1− Reψµ)s Ff ∣∣
Lp(Rd)
,
where F is the Fourier transform in space variable. In this paper, under certain
”scalability” and nondegeneracy assumptions (see assumptions D(κ, l) , B(κ, l) be-
low), we prove the existence and uniqueness of solutions to (1.1) in Hµ;sp
(
Rd
)
). An
apriori estimate is derived for u. For example, if p ≥ 2 the following estimate holds:
(1.3) |u|Hµ;s+1p (E) ≤ C
[
|f |Hµ;sp (E) + |g|Hµ;s+1−1/pp (Rd)
]
.
This paper is a continuation of [12], where (1.1) with g = 0 in the case s = 0 was
considered. Here, we solve (1.1) in the scale of spaces Hµ;sp under slightly different
conditions than the ones in [12]. The symbol ψπ (ξ) is not smooth in ξ and the
standard Fourier multiplier results do not apply in this case. In order to prove
(1.3), we apply Calderon-Zygmund theorem by associating to Lπ a family of balls
and verifying Ho¨rmander condition (see (4.18) below) for it. A different splitting
of the integral in (4.18) is used (cf. [10]). As an example, we consider pi ∈ Aσ
defined in radial and angular coordinates r = |y| , w = y/r, as
(1.4) pi (Γ) =
∫ ∞
0
∫
|w|=1
χΓ (rw) a (r, w) j (r) r
d−1S (dw) dr,Γ ∈ B (Rd0) ,
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where S (dw) is a finite measure on the unit sphere on Rd. In [15], (1.1) was
considered, with pi in the form (1.4) with a = 1, j (r) = r−d−σ, and such that∫ ∞
0
∫
|w|=1
χΓ (rw) r
−1−σρ0 (w)S (dw) dr
≤ pi (Γ) =
∫ ∞
0
∫
|w|=1
χΓ (rw) r
−1−σa (r, w)S (dw) dr
≤
∫ ∞
0
∫
|w|=1
χΓ (rw) r
−1−σS (dw) dr,Γ ∈ B (Rd0) ,
and (1.2) holds with ψµ (ξ) = |ξ|σ , ξ ∈ Rd. In this case, Hµ;1p (E) = Hσp (E) is
the standard fractional Sobolev space. The solution estimate (1.3) for (1.1) was
derived in [15], using L∞-BMO type estimate. In [8], an elliptic problem in the
whole space with Lπ was studied for pi in the form (1.4) with S (dw) = dw being
a Lebesgue measure on the unit sphere in Rd, with 0 < c1 ≤ a ≤ c2, and a set
of technical assumptions on j (r). A sharp function estimate based on the solution
Ho¨lder norm estimate (following the idea in [2]) was used in [8].
The paper is organized as follows. In Section 2, the main theorem is stated, an
example of the form (1.4) considered. In Section 3, we introduce various equivalent
norms of the spaces in which (1.1) is solved. Note that for s > 0 Hµ;sp are spaces of
generalized smoothness (see [6], [7] and the references therein). The main theorem
is proved in Section 4.
2. Notation, function spaces and main results
2.1. Notation. The following notation will be used in the paper.
Let N = {1, 2, . . .},N0 = {0, 1, . . .} ,Rd0 = Rd\{0}. If x, y ∈ Rd, we write
x · y =
d∑
i=1
xiyi, |x| =
√
x · x.
We denote by C∞0 (R
d) the set of all infinitely differentiable functions on Rd with
compact support.
We denote the partial derivatives in x of a function u(t, x) on Rd+1 by ∂iu =
∂u/∂xi, ∂
2
iju = ∂
2u/∂xi∂xj , etc.; Du = ∇u = (∂1u, . . . , ∂du) denotes the gradient
of u with respect to x; for a multiindex γ ∈ Nd0 we denote
Dγxu(t, x) =
∂|γ|u(t, x)
∂x
γ1
1 . . . ∂x
γd
d
.
For α ∈ (0, 2] and a function u(t, x) on Rd+1, we write
∂αu(t, x) = −F−1[|ξ|αFu(t, ξ)](x),
where
Fh(t, ξ) = hˆ (ξ) =
∫
Rd
e−i2πξ·xh(t, x)dx,F−1h(t, ξ) =
∫
Rd
ei2πξ·xh(t, ξ)dξ.
For µ ∈ Aσ, we denote Zµt , t ≥ 0, the Levy process associated to Lµ, i.e., Zµ is
cadlag with independent increments and its characteristic function
Eei2πξ·Z
µ
t = exp {ψµ (ξ) t} , ξ ∈ Rd, t ≥ 0.
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The letters C = C(·, . . . , ·) and c = c(·, . . . , ·) denote constants depending only
on quantities appearing in parentheses. In a given context the same letter will
(generally) be used to denote different constants depending on the same set of
arguments.
2.2. Function spaces. Let S(Rd) be the Schwartz space of smooth real-valued
rapidly decreasing functions. The space of tempered distributions we denote by
S ′(Rd). For p > 1, let Lp
(
Rd
)
be the space of all measurable functions f such that
|f |Lp = |f |Lp(Rd) =
(∫
|f (x)|p dx
)1/p
<∞.
We fix µ ∈ Aσ. Obviously, Reψµ = ψµsym , where
µsym (dy) =
1
2
[µ (dy) + µ (−dy)] .
Let
Jv = Jµv = (I − Lµsym)v = v − Lµsymv, v ∈ S
(
Rd
)
.
For s ∈ R set
Jsv = (I − Lµsym)s v = F−1[(1 − ψµsym)svˆ], v ∈ S (Rd) .
For p ∈ [1,∞), s ∈ R, we define, following [4], the Bessel potential space
Hsp
(
Rd
)
= Hµ;sp
(
Rd
)
as the closure of S (Rd) in the norm
|v|Hsp = |J
sv|Lp(Rd) =
∣∣F−1[(1 − ψµsym)svˆ]∣∣
Lp(Rd)
= |(I − Lµsym)s v|Lp(Rd) , v ∈ S
(
Rd
)
.
According to Theorem 2.3.1 in [4], Htp
(
Rd
) ⊆ Hsp (Rd) is continuously embedded
if p ∈ (1,∞) , s < t, H0p
(
Rd
)
= Lp
(
Rd
)
. For s ≥ 0, p ∈ [1,∞), the norm |v|Hsp is
equivalent to (see Theorem 2.2.7 in [4])
||v||Hsp = |v|Lp +
∣∣F−1 [(−ψµsym)sFv]∣∣
Lp
.
Further, for a characterization of our function spaces we will use the following
construction (see [1], [14]). We fix a continuous function κ : (0,∞) → (0,∞)
such that limR→0 κ (R) = 0, limR→∞ κ (R) = ∞. Assume there is a nondecreasing
continuous function l (ε) , ε > 0, such that limε→0 l (ε) = 0 and
κ (εr) ≤ l (ε)κ(r), r > 0, ε > 0.
We say κ is a scaling function and call l (ε) , ε > 0, a scaling factor of κ. Fix an
integer N so that l
(
N−1
)
< 1.
Remark 1. For an integer N > 1 there exists a function φ = φN ∈ C∞0 (Rd)
(see Lemma 6.1.7 in [1]), such that suppφ = {ξ : 1N 6 |ξ| 6 N}, φ(ξ) > 0 if
N−1 < |ξ| < N and
∞∑
j=−∞
φ(N−jξ) = 1 if ξ 6= 0.
Let
(2.1) φ˜ (ξ) = φ (Nξ) + φ (ξ) + φ
(
N−1ξ
)
, ξ ∈ Rd.
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Note that supp φ˜ ⊆ {N−2 ≤ |ξ| ≤ N2} and φ˜φ = φ. Let ϕk = ϕNk = F−1φ (N−k·) , k ≥
1, and ϕ0 = ϕ
N
0 ∈ S
(
Rd
)
is defined as
ϕ0 = F−1
[
1−
∞∑
k=1
φ
(
N−k·)] .
Let φ0 (ξ) = Fϕ0 (ξ) , φ˜0 (ξ) = Fϕ0 (ξ) + Fϕ1 (ξ) , ξ ∈ Rd,ϕ˜ = F−1φ˜, ϕ = F−1φ,
and
ϕ˜k =
1∑
l=−1
ϕk+l, k ≥ 1, ϕ˜0 = ϕ0 + ϕ1
that is
F ϕ˜k = φ
(
N−k+1ξ
)
+ φ
(
N−kξ
)
+ φ
(
N−k−1ξ
)
= φ˜
(
N−kξ
)
, ξ ∈ Rd, k ≥ 1.
Note that ϕk = ϕ˜k ∗ ϕk, k ≥ 0. Obviously, f =
∑∞
k=0 f ∗ ϕk in S ′
(
Rd
)
for
f ∈ S (Rd) .
Let s ∈ R and p, q > 1. For µ ∈ Aσ, we introduce the Besov space Bspq =
Bµ,N ;spq (R
d) as the closure of S (Rd) in the norm
|v|Bspq(Rd) = |v|Bµ,N ;spq (Rd) =
 ∞∑
j=0
|Jsϕj ∗ v|qLp(Rd)
1/q ,
where J = Jµ = I − Lµsym .
Similarly we introduce the corresponding spaces of generalized functions on
E = [0, T ]×Rd . The spaces Bµ,N ;spq (E) (resp. Hµ;sp (E)) consist of all measurable
Bµ,N ;spq (R
d) (resp. Hµ;sp (R
d)) -valued functions f on [0, T ] with finite corresponding
norms:
|f |Bspq(E) = |f |Bµ,N ;spq (E) =
(∫ T
0
|f(t, ·)|q
Bµ,N ;spq (Rd)
dt
)1/q
,
|f |Hsp(E) = |f |Hµ;sp (E) =
(∫ b
a
|f(t, ·)|p
Hµ,sp (Rd)
dt
)1/p
.(2.2)
2.3. Main results. We introduce an auxiliary Levy measure µ0 on Rd0 such that
the following assumption holds.
Assumption A0 (σ). Let µ
0 ∈ A,χ{|y|≤1}µ0 (dy) = µ0 (dy), and∫
|y|2 µ0 (dy) +
∫
|ξ|4 [1 + λ (ξ)]d+3 exp {−ψ0 (ξ)} dξ ≤ n0,
where
ψ0 (ξ) =
∫
|y|≤1
[1− cos (2piξ · y)]µ0 (dy) ,
λ (ξ) =
∫
|y|≤1
χσ (y) |y| [(|ξ| |y|) ∧ 1]µ0 (dy) , ξ ∈ Rd.
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In addition, we assume that for any ξ ∈ Sd−1 =
{
ξ ∈ Rd : |ξ| = 1} ,∫
|y|≤1
|ξ · y|2 µ0 (dy) ≥ c1 > 0.
For pi ∈ A = ∪σ∈(0,2)Aσ and R > 0, we denote
piR (Γ) =
∫
χΓ (y/R)pi (dy) ,Γ ∈ B
(
Rd0
)
.
Definition 1. We say that a continuous function κ : (0,∞)→ (0,∞) is a scaling
function if limR→0 κ (R) = 0, limR→∞ κ (R) = ∞ and there is a nondecreasing
continuous function l (ε) , ε > 0, such that limε→0 l (ε) = 0 and
κ (εr) ≤ l (ε)κ(r), r > 0, ε > 0.
We call l (ε) , ε > 0, a scaling factor of κ.
For a scaling function κ with a scaling factor l and pi ∈ Aσ we introduce the
following assumptions.
D(κ, l). For every R > 0,
p˜iR (dy) = κ (R)piR (dy) ≥ 1{|y|≤1}µ0 (dy) ,
with µ0 = µ0;π satisfying Assumption A0 (σ). If σ = 1 we, in addition assume that∫
R<|y|≤R′ yµ
0 (dy) = 0 for any 0 < R < R′ ≤ 1. Here p˜iR (dy) = κ (R)piR (dy) .
B(κ, l). There exist α1 and α2 and a constant N0 > 0 such that∫
|z|≤1
|z|α1 p˜iR(dz) +
∫
|z|>1
|z|α2 p˜iR(dz) ≤ N0 ∀R > 0,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2] and
α2 ∈ [0, 1) if σ = 1.
The main result for (1.1) is the following statement.
Theorem 1. Let pi, µ ∈ Aσ, p ∈ (1,∞) , s ∈ R. Assume there is a scaling function
κ with scaling factor l such that D(κ, l) and B(κ, l) hold for both, pi and µ. Let
γ (t) = inf{t > 0 : l (r) ≥ t}, t > 0.
Assume ∫ ∞
1
dt
tγ (t)
1∧α2
<∞.
and there are β1, β2 > 0 such that∫ 1
0
γ (t)
−β1 dt+
∫ 1
0
l (t)
β2 dt
t
<∞ if p > 2.
Then for each f ∈ Hµ;sp (E), g ∈ Bµ,N ;s+1−1/ppp
(
Rd
)
there is a unique u ∈
Hµ;s+1p (E) solving (1.1). Moreover, there is C = C (d, p, κ, l, n0, N0, c1) such that
|Lµu|Hµ;sp (E) ≤ C
[
|f |Hµ;sp (E) + |g|Bµ,N ;s+1−1/ppp (Rd)
]
,
|u|Hµ;sp (E) ≤ ρλ |f |Hµ;sp (E) + ρ
1/p
λ |g|Hµ;sp (Rd) ,
where ρλ =
1
λ ∧ T.
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Remark 2. 1. Assumptions D(κ, l) , B(κ, l) holds for both, pi, µ, means that κ, l,
and the parameters α1, α2, n0, c1, N0 are the same (µ
0 could be different).
2. For every ε > 0, Bµ,N ;s+εpp
(
Rd
)
is continuously embedded into Hµ;sp
(
Rd
)
, p >
1 (see Remark 4 below); for p ≥ 2, Hµ;sp
(
Rd
)
is continuously embedded into
Bµ,N ;spp
(
Rd
)
.
2.4. Example. Let Λ (dt) be a measure on (0,∞) such that ∫∞0 (1 ∧ t) Λ (dt) <∞,
and let
φ (r) =
∫ ∞
0
(
1− e−rt)Λ (dt) , r ≥ 0,
be a Bernstein function (see [9], [8]). Let
j (r) =
∫ ∞
0
(4pit)
− d2 exp
(
−r
2
4t
)
Λ (dt) , r > 0.
We consider pi ∈ A = ∪σ∈(0,2)Aσ defined in radial and angular coordinates r =
|y| , w = y/r, as
(2.3) pi (Γ) =
∫ ∞
0
∫
|w|=1
χΓ (rw) a (r, w) j (r) r
d−1S (dw) dr,Γ ∈ B (Rd0) ,
where S (dw) is a finite measure on the unite sphere on Rd. If S (dw) = dw is the
Lebesgue measure on the unit sphere, then
pi (Γ) = piJ,a (Γ) =
∫
Rd
χΓ (y) a (|y| , y/ |y|)J (y) dy,Γ ∈ B
(
Rd0
)
,
where J (y) = j (|y|) , y ∈ Rd. Let µ = piJ,1, i.e.,
(2.4) µ (Γ) =
∫
Rd
χΓ (y)J (y) dy,Γ ∈ B
(
Rd0
)
.
We assume
H. (i) There is N > 0 so that
N−1φ
(
r−2
)
r−d ≤ j (r) ≤ Nφ (r−2) r−d, r > 0.
(ii) There are 0 < δ1 ≤ δ2 < 1 and N > 0 so that for 0 < r ≤ R
N−1
(
R
r
)δ1
≤ φ (R)
φ (r)
≤ N
(
R
r
)δ2
.
G. There is ρ0 (w) ≥ 0, |w| = 1, such that ρ0 (w) ≤ a (r, w) ≤ 1, r > 0, |w| = 1,
and for all |ξ| = 1, ∫
|w|=1
|ξ · w|2 ρ0 (w)S (dw) ≥ c > 0
for some c > 0.
For example, in [9] and [8] among others the following specific Bernstein functions
satisfying H are listed:
(0) φ (r) =
∑n
i=1 r
αi , αi ∈ (0, 1) , i = 1, . . . , n;
(1) φ (r) = (r + rα)
β
, α, β ∈ (0, 1) ;
(2) φ (r) = rα (ln (1 + r))
β
, α ∈ (0, 1) , β ∈ (0, 1− α) ;
(3) φ (r) = [ln (cosh
√
r)]
α
, α ∈ (0, 1) .
All the assumptions of Theorem 1 hold under H, G.
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Indeed, H implies that there are 0 < c ≤ C so that
cr−d−2δ1 ≤ j (r) ≤ Cr−d−2δ2 , r ≤ 1,
cr−d−2δ2 ≤ j (r) ≤ Cr−d−2δ1 , r > 1.
Hence 2δ1 ≤ σ ≤ 2δ2. In this case κ (R) = j (R)−1R−d, R > 0, is a scaling function,
and κ (εR) ≤ l (ε)κ (R) , ε, R > 0, with
l (ε) =
{
C1ε
2δ1 if ε ≤ 1,
C1ε
2δ2 if ε > 1
for some C1 > 0. Hence
γ (t) = l−1 (t) =
{
C
−1/2δ1
1 t
1/2δ1 if t ≤ C1,
C
−1/2δ2
1 t
1/2δ2 if t > C1.
We see easily that α1 is any number > 2δ2 and α2 is any number < 2δ1. The
measure µ0 for pi is
µ0 (dy) = µ0,π (dy) = c1
∫
χdy (rw) χ{r≤1}r
−1−2δ1ρ0 (w)S (dw) dr;
and µ0 for µ is
µ0 (dy) = µ0,µ (dy) = c′1
∫
χdy (rw)χ{r≤1}r
−1−2δ1dwdr
with some c1, c
′
1. Integrability conditions easily follow.
3. Function spaces, equivalent norms
3.1. Function spaces. Let C˜∞
(
Rd
)
be the space of all functions f on Rd such
that for any multiindex γ ∈ Nd0 and for all 1 ≤ p <∞
sup
x∈Rd
|Dγf (x)|+ |Dγf |Lp(Rd) <∞.
Let C˜∞p
(
Rd
)
be the space of all functions f on Rd such that for any multiindex
γ ∈ Nd0
sup
x∈Rd
|Dγf (x)|+ |Dγf |Lp(Rd) <∞.
For a separable Hilbert space G and r ≥ 1, we denote lr (G) the space of all
sequences a = (aj) , aj ∈ G, with finite norm
|a|lr(G) =
 ∞∑
j=0
|aj|rG
1/r .
We denote lr = lr (R). Let Lp
(
Rd;G
)
be the space of all G-valued measurable
functions f such that
|f |Lp(Rd;G) =
(∫
|f (x)|p
G
dx
)1/p
<∞.
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Let µ ∈ Aσ, Hsp
(
Rd; l2
)
= Hµ;sp
(
Rd; l2
)
be the space of all sequences v = (vk)k≥0
with vk ∈ Hµ;sp
(
Rd
)
and finite norm
|v|Hsp(Rd;l2) =
∣∣∣∣∣∣
(
∞∑
k=0
|Jsvk|2
)1/2∣∣∣∣∣∣
Lp(Rd)
=
∣∣∣∣∣∣
(
∞∑
k=0
∣∣F−1[(1 − ψµsym)svˆk]∣∣2
)1/2∣∣∣∣∣∣
Lp(Rd)
=
∣∣∣∣∣∣
(
∞∑
k=0
|(I − Lµsym)s vk|2
)1/2∣∣∣∣∣∣
Lp(Rd)
.
For a scaling function κ with a scaling factor l (ε) , ε > 0, and integer N > 1 such
that l
(
N−1
)
< 1 and s ∈ R, we introduce Besov spaces B˜spq = B˜κ,N ;spq = B˜κ,N ;spq (Rd)
of generalized functions v ∈ S ′(Rd) with finite norm
|v|B˜spq(Rd) = |v|B˜κ,N ;spq (Rd) =
 ∞∑
j=0
κ
(
N−j
)−sq |ϕj ∗ v|qLp
1/q ,
where ϕj = ϕ
N
j , j ≥ 0, is the system of functions defined in Remark 1. Let H˜sp =
H˜κ,N ;sp (R
d) be the space of v ∈ S ′(Rd) with finite norm
(3.1) |v|H˜sp(Rd) = |v|H˜κ,N ;sp (Rd) =
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s ϕj ∗ v∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
.
Let H˜sp
(
Rd; l2
)
= H˜κ,N ;sp (R
d; l2) be the space of all sequences v = (vk)k≥0 with
vk ∈ H˜sp
(
Rd
)
and finite norm
|v|H˜sp(Rd;l2) =
∣∣∣∣∣∣∣
 ∞∑
k,j=0
∣∣∣κ (N−j)−s ϕj ∗ vk∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
.
3.2. Norm equivalence and embedding. In this section we consider some equiv-
alent norms in Hsp = H
µ;s
p and B
s
pq = B
µ,N ;s
pq .
Let µ ∈ Aσ, and Zµt , t ≥ 0, be the Levy process associated to Lµ, i.e., Zµ is
cadlag with independent increments and its characteristic function
Eei2πξ·Z
µ
t = exp {ψµ (ξ) t} , ξ ∈ Rd, t ≥ 0.
By Corollary 5 in [12], for any g ∈ C˜∞ (Rd)
g (x) =
∫ ∞
0
e−tE (I − Lµ) g (x+ Zµt ) dt = (I − Lπ)
∫ ∞
0
e−tEg (x+ Zµt ) dt, x ∈ Rd,
i.e. I − Lµ : C˜∞ (Rd)→ C˜∞ (Rd) is bijective and
(3.2) (I − Lµ)−1 g (x) =
∫ ∞
0
e−tEg (x+ Zµt ) dt, x ∈ Rd.
Remark 3. Let p ∈ (1,∞), and C˜∞p
(
Rd
)
be the space of all functions f on Rd
such that for any multiindex γ ∈ Nd0
sup
x∈Rd
|Dγf (x)|+ |Dγf |Lp(Rd) <∞.
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Then for µ ∈ Aσ the mapping I − Lµ : C˜∞p
(
Rd
)→ C˜∞p (Rd) is bijective and
(3.3) (I − Lµ)−1g (x) =
∫ ∞
0
e−tEg (x+ Zµt ) dt, x ∈ Rd.
Indeed, if g ∈ C˜∞p
(
Rd
)
, then by Ito formula,
u (x) =
∫ ∞
0
e−tEg (x+ Zµt ) dt, x ∈ Rd,
is a classical solution to the equation (I − Lµ)u = g and u ∈ C˜∞p
(
Rd
)
.
We will prove the following statement about Bµ,N ;spq .
Proposition 1. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function
κ and scaling factor l. Let s ∈ R, p, q ∈ (1,∞) , N > 1, l (N−1) < 1. Then
B˜κ,N ;spq
(
Rd
)
= Bµ,N ;spq
(
Rd
)
and the norms are equivalent.
We will use some equivalent norms on Hµ;sp as well.
Proposition 2. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let s ∈ R, p ∈ (1,∞) , N > 1, l (N−1) < 1. Then H˜κ,N ;sp (Rd; l2) =
Hµ;sp
(
Rd; l2
)
and the norms are equivalent.
First we will present some technical auxiliary results that are used in the proof of
Propositions 1, 2 that follows afterwards. The spaces H˜κ,N ;sp , B˜
κ,N ;s
pq belong to the
class of spaces of generalized smoothness studied e.g. in [6] and [7] (see references
therein as well). This allows to characterize Hµ;sp and B
µ;s
pq using differences. This
and embedding into the space of continuous functions is discussed at the end of this
section.
3.2.1. Auxiliary results. We start with
Lemma 1. Let N > 1, and Φj (x) , x ∈ Rd, j ≥ 0, be a sequence of measurable
functions. Assume
(i) There is β > 0 so that∫
|x|β |Φj (x)| dx ≤ A, j ≥ 0.
(ii) There is a nonnegative increasing function w (r) , r ∈ [0, 1], so that∑∞k=0 w (N−k) <
∞ and ∫
|Φj (x+ y)− Φj (x)| dx ≤ w (|y|) , |y| ≤ 1, j ≥ 0.
Then for Kj (x) = N
jdΦj
(
N jx
)
, x ∈ Rd, j ≥ 0, we have
(3.4)
∞∑
j=0
∫
|x|>4|y|
|Kj (x+ y)−Kj (x)| dx ≤ B, y ∈ Rd,
for some constant B.
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Proof. For any y ∈ Rd,
∞∑
k=0
∫
|x|>4|y|
|Kk (x+ y)−Kk (x)| dx
=
∞∑
k=0
∫
|x|>Nk4|y|
∣∣Φk (x+Nky)− Φk (x)∣∣ dx
≤
∞∑
k=0
sup
j≥0
∫
|x|>Nk4|y|
∣∣Φj (x+Nky)− Φj (x)∣∣ dx = ∞∑
k=0
F
(
Nky
)
,
where
F (z) = sup
j≥0
∫
|x|>4|z|
|Φj (x+ z)− Φj (x)| dx, z ∈ Rd.
Let
G (y) =
∞∑
k=−∞
F
(
Nky
)
, y ∈ Rd.
Since G (Ny) = G (y) , y ∈ Rd, it is enough to prove that
(3.5) G (y) ≤ B, 1/N ≤ |y| ≤ 1,
for some B > 0. We split the sum
G (y) =
∞∑
k=−∞
F
(
Nky
)
=
∞∑
k=0
...+
−1∑
k=−∞
...
= G1 (y) +G2 (y) , 1/N ≤ |y| ≤ 1.
With 1/N ≤ |y| ≤ 1, k ≥ 0, by Chebyshev inequality,∫
|x|>Nk4|y|
∣∣Φj (x+Nky)− Φj (x)∣∣ dx
≤
∫
|x|>Nk4|y|
∣∣Φj (x+Nky)∣∣ dx+ ∫
|x|>Nk4|y|
|Φj (x)| dx
≤ C
∫
|x|>Nk3|y|
|Φj (x)| dx ≤ C
∫
|x|>Nk−13
|Φj (x)| dx
≤ CN−kβ
∫
|x|β |Φj (x)| dx ≤ CAN−kβ ,
and
G1 (y) ≤ CA
∞∑
k=0
N−kβ , 1/N ≤ |y| ≤ 1.
For 1/N ≤ |y| ≤ 1, k < 0,∫
|x|>Nk4|y|
∣∣Φj (x+Nky)− Φj (x)∣∣ dx
≤
∫ ∣∣Φj (x+Nky)− Φj (x)∣∣ dx ≤ w (Nk) ,
and
G2 (y) ≤
−1∑
k=−∞
w
(
Nk
)
, 1/N ≤ |y| ≤ 1.
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The claim is proved. 
Corollary 1. Let the assumptions of Lemma 1 hold and supj,ξ
∣∣∣Φˆj (ξ)∣∣∣ < ∞, and
let G be a separable Hilbert space. Then
(i) For any 1 < p, r <∞ there is a constant Cp,r so that∣∣∣∣∣∣∣
∑
j
|Kj ∗ fj |r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
≤ Cp,r
∣∣∣∣∣∣∣
∑
j
|fj |r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
.
for all f = (fj) ∈ Lp
(
Rd, lr
)
.
(ii) For any 1 < p <∞ there is a constant C > 0 such that∣∣∣∣∣∣∣
∑
j
|Kj ∗ fj |2G
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ Cp
∣∣∣∣∣∣∣
∑
j
|fj |2G
1/2
∣∣∣∣∣∣∣
Lp(Rd)
for all f = (fj) ∈ Lp
(
Rd; l2 (G)
)
.
Proof. (i) Since (3.4) holds according to Lemma 1, the statement follows by Theo-
rem V.3.11 in [3].
(ii) Since G is isomorphic to l2, the statement follows by Theorem V.3.9 in
[3]. 
As the first application we have
Corollary 2. Let ζ, ζ0 ∈ S
(
Rd
)
, ζ˜ = F−1ζ, j ≥ 1, ζ˜0 = F−1ζ0. Let N >
1, ζ˜j (x) = N
jdζ˜
(
N jx
)
, x ∈ Rd, j ≥ 1. Then for each 1 < p, r < ∞ there is a
constant Cp,r so that for all f = (fj) ∈ Lp
(
Rd, lr
)
(3.6)
∣∣∣∣∣∣∣
∑
j
∣∣∣fj ∗ ζ˜j∣∣∣r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
≤ Cp,r
∣∣∣∣∣∣∣
∑
j
|fj |r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
.
If r = 2, then (3.6) holds for a separable Hilbert space G-valued sequences f =
(fj) ∈ Lp
(
Rd, lr (G)
)
(simply absolute value in (3.6) is replaced by G-norm).
Proof. We apply previous Corollary 1 with Φ0 = ζ˜0,Φj (x) = Φ (x) = ζ˜ (x) , j ≥
1,Kj (x) = N
jdΦj
(
N jx
)
, x ∈ Rd, j ≥ 0. Obviously,
sup
ξ
[|ζ (ξ) |+ |ζ0 (ξ)|] < ∞,∫
|x| [|Φ (x)|+ |Φ0 (x)|] dx < ∞,
and ∫
|Φ (x+ y)− Φ (x)| dx ≤
∫ ∫ 1
0
|∇Φ (x+ sy)| ds |y| dx
≤ |y|
∫
|∇Φ (x)| dx, y ∈ Rd.
Similarly, ∫
|Φ0 (x+ y)− Φ0 (x)| dx ≤ |y|
∫
|∇Φ0 (x)| dx, y ∈ Rd.
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The statement follows by Corollary 1. 
We will need the following auxiliary statement.
Lemma 2. Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ and
scaling factor l. Let R > 0 and ZRt = Z
π˜R
t be the Levy process associated to L
π˜R ,
and let ζ, ζ0 ∈ C∞0
(
Rd
)
be such that supp(ζ) ⊆ {ξ : 0 < R1 ≤ |ξ| ≤ R2} and
max
|γ|≤n
|Dγζ (ξ)| ≤ N1, R1 ≤ |ξ| ≤ R2,
with n = d0 + 2 =
[
d
2
]
+ 3. Let ζ˜ = F−1ζ, ζ˜0 = F−1ζ0, and
HR (t, x) = Eζ˜
(
x+ ZRt
)
, t ≥ 0, x ∈ Rd,
HR0 (t, x) = Eζ˜0
(
x+ ZRt
)
, t ≥ 0, x ∈ Rd.
Then
(i) There are constants Ck = Ck (R1, R2, N1, n0, c1, N0, d) , k = 1, 2, C0 = C0 (N0)
(n0, c1 are constants in assumption D(κ, l) and N0 is a constant in B(κ, l)) so that∫
(1 + |x|α2)
∣∣HR (t, x)∣∣ dx ≤ C1e−C2t, t ≥ 0,∫
|x|α2 ∣∣HR0 (t, x)∣∣ dx ≤ C0 (1 + t) , t ≥ 0,∫ ∣∣HR0 (t, x)∣∣ dx ≤ C0, t ≥ 0.
(ii) There are constants Ck = Ck (R1, R2, N1, n0, c1, N0, d) , k = 1, 2, so that for
y ∈ Rd, ∫ ∣∣HR (t, x+ y)−HR (t, x)∣∣ dx ≤ C1 |y| e−C2t,∫ ∣∣HR0 (t, x+ y)−HR0 (t, x)∣∣ dx ≤ |y| ∫ ∣∣∣∇ζ˜0 (x)∣∣∣ dx.
Proof. (i) Note that
FHR(t, ξ) = exp
{
ψπ˜R (ξ) t
}
ζ (ξ) , ξ ∈ Rd.
By D(κ, l) , we have p˜iR = µ
0 + νR, and Z
R
t = Z
µ0
t + Z
vR
t , t > 0, (in distribution),
where Zµ
0
(resp. ZνR) are independent Levy processes associated to µ0 (resp. νR).
Hence
HR(t, ·) = F (t, ·) ∗ Pt,
where
F (t, x) = F−1 [exp {ψµ0t} ζ] (x) = Eζ˜
(
x+ Zµ
0
t
)
, t ≥ 0, x ∈ Rd,
and Pt (dy) is the distribution of Z
vR
t . By Plancherel (recall assumption A0 holds
for µ0), there are constants Ck = Ck (R1, R2, N0, n0, d) , k = 1, 2, so that for any
multiindices γ, |γ| ≤ n = d0 + 2 =
[
d
2
]
+ 3,∫
|xγF (t, x)|2 dx ≤ C
∫ ∣∣∣Dγ [ζ (ξ) exp{ψµ0 (ξ) t}]∣∣∣2 dξ
≤ C1e−C2t, t ≥ 0.
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By Cauchy-Schwarz inequality,∫ (
1 + |x|2
)
|F (t, x)| dx
=
∫ (
1 + |x|2
)
(1 + |x|)−d0 |F (t, x)| (1 + |x|)d0 dx
≤
(∫
(1 + |x|)−2d0 dx
)1/2 (∫
(1 + |x|)4 |F (t, x)|2 (1 + |x|)2d0 dx
)1/2
≤ C
(∫
F (t, x)
2
(
1 + |x|2
)d0+2
dx
)1/2
≤ C1 exp {−C2t} , t ≥ 0.
By Lemma 17, there is C = C (N0) so that
E [|ZνRt |α2 ] =
∫
|y|α2 Pt (dy) ≤ C (1 + t) , t ≥ 0.
Hence there are constants Ck = Ck (R1, R2, N1, n0, c1, N0, d) , k = 1, 2, so that∫
|x|α2 ∣∣HR (t, x)∣∣ dx = ∫ |x|α2 ∣∣∣∣∫ F (t, x− y)Pt (dy)∣∣∣∣ dx
≤
∫ ∫
|x|α2 |F (t, x− y)|Pt (dy) dx ≤
∫ ∫
|x− y|α2 |F (t, x− y)|Pt (dy) dx
+
∫ ∫
|y|α2 |F (t, x− y)|Pt (dy) dx ≤ C1e−C2t, t ≥ 0.
Now, by Lemma 17,∫
|x|α2
∣∣∣Eζ˜0 (x+ ZRt )∣∣∣ dx
≤ E
∫ ∣∣x+ ZRt ∣∣α2 ∣∣∣ζ˜0 (x+ ZRt )∣∣∣ dx+E [∣∣ZRt ∣∣α2] ∫ ∣∣∣ζ˜0 (x)∣∣∣ dx
≤ C (1 + t) .
(ii) Similarly as in part (i), for y ∈ Rd,∫ ∣∣HR (t, x+ y)−HR (t, x)∣∣ dx
=
∫ ∣∣∣∣∫ ∫ 1
0
∇F (t, x+ sy − z) · ydsPt (dz)
∣∣∣∣ dx
≤ |y|
∫
|DF (t, x)| dx ≤ C1 |y| e−C2t, t > 0,
and directly ∫ ∣∣HR0 (t, x+ y)−HR0 (t, x)∣∣ dx ≤ |y| ∫ ∣∣∣∇ζ˜0 (x)∣∣∣ dx.

Lemma 3. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l, N > 1. Let Zjt = Z
µ˜N−j
t be the Levy process associated to L
µ˜N−j , j ≥
1, and Zt = Z
µ
t . Let ζ, ζ0 ∈ C∞0
(
Rd
)
be such that 0 /∈supp(ζ) . Let
Φj (x) =
∫ ∞
0
e−κ(N
−j)tEζ˜
(
x+ Zjt
)
dt, j ≥ 1, x ∈ Rd,
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Φ0 (x) =
∫ ∞
0
e−tEζ˜0 (x+ Zt) dt, x ∈ Rd,
where ζ˜ = F−1ζ, ζ˜0 = F−1ζ0. Let Kj (x) = N jdΦj
(
N jx
)
, j ≥ 0, x ∈ Rd.
Then for 1 < p, r < ∞ there is a constant Cp,r such that for all f = (fj) ∈
Lp
(
Rd, lr
)∣∣∣∣∣∣∣
 ∞∑
j=0
|Kj ∗ fj|r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
≤ Cp,r
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣fj ∗ ζ˜j∣∣∣r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
(3.7)
≤ Cp,r
∣∣∣∣∣∣∣
 ∞∑
j=0
|fj |r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
,
where ζ˜j = F−1
[
ζ
(
N−j ·)] , j ≥ 1.
If r = 2, then (3.7) holds for a separable Hilbert space G-valued sequences f =
(fj) ∈ Lp
(
Rd, lr (G)
)
(simply absolute value in (3.7) is replaced by G-norm).
In particular, there is a constant C so that
(3.8) |Kj ∗ f |Lp(Rd;G) ≤ C |f |Lp(Rd;G) , j ≥ 0, f ∈ Lp
(
Rd;G
)
.
Proof. Let η, η0 ∈ C∞0
(
Rd
)
be such that
ηζ = ζ, η0ζ0 = ζ0.
Let η˜ = F−1η, η˜0 = F−1η0, and
Φ˜j (x) =
∫ ∞
0
e−κ(N
−j)tEη˜
(
x+ Zjt
)
dt, j ≥ 1, x ∈ Rd,
Φ˜0 (x) =
∫ ∞
0
e−tEη˜0 (x+ Zt) dt, x ∈ Rd,
Let K˜j (x) = N
jdΦ˜j
(
N jx
)
, j ≥ 0, x ∈ Rd. Obviously,
Kj ∗ f = K˜j ∗ f ∗ ζ˜j , j ≥ 0.
We will check the assumptions of Lemma 1 for Φ˜j , j ≥ 0.
(i) We will prove that
(3.9)
∫
|x|α2
∣∣∣Φ˜j (x)∣∣∣ dx ≤ A, j ≥ 0,
where α2 is exponent in B(κ, l). By Lemma 2, there is a constant C = C (N0) so
that ∫
|x|α2
∣∣∣Φ˜0 (x)∣∣∣ dx ≤ ∫ ∫ ∞
0
e−t |x|α2 |Eη˜0 (x+ Zt)| dtdx
≤ C
∫ ∞
0
e−t (1 + t) dt,
and ∫
|x|α2
∣∣∣Φ˜j (x)∣∣∣ dx ≤ ∫ ∞
0
∫
|x|α2
∣∣∣Eη˜ (x+ Zjt )∣∣∣ dxdt
≤ C
∫ ∞
0
C1e
−C2tdt, j ≥ 1.
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(ii) We prove
(3.10)
∫ ∣∣∣Φ˜j (x+ y)− Φ˜j (x)∣∣∣ dx ≤ A |y| , |y| ≤ 1, j ≥ 0.
By Lemma 2, for any y ∈ Rd,∫ ∣∣∣Φ˜0 (x+ y)− Φ˜0 (x)∣∣∣ ≤ C |y| ∫ ∞
0
e−tdt,
and ∫ ∣∣∣Φ˜j (x+ y)− Φ˜j (x)∣∣∣ dx
≤
∫ ∞
0
∫ ∣∣∣Eη˜ (x+ y + Zjt )−Eη˜ (x+ Zjt )∣∣∣ dxdt ≤ C1 |y|∫ ∞
0
e−C2tdt, j ≥ 1.
(iii) We prove that
(3.11)
∣∣∣FΦ˜j (ξ)∣∣∣ ≤ A, j ≥ 1, ξ ∈ Rd.
Indeed, by Lemma 7 in [12] there is c > 0 so that
exp
{
ψπ˜N−j (ξ) t
}
≤ e−ct, t > 0, 1
we have ∣∣∣FΦ˜j (ξ)∣∣∣ ≤ ∫ ∞
0
e−ctη (ξ) dt ≤ A, ξ ∈ Rd, j ≥ 1,
and, obviously, ∣∣∣FΦ˜0 (ξ)∣∣∣ ≤ ∫ ∞
0
e−t |exp {ψµ (ξ) t} η0 (ξ)| dt ≤ A.
Therefore (3.7) follows from Corollary 1.
(iv) The estimate (3.8) is an obvious consequence of (3.7) (take f = (fk) with
fk = 0 if k 6= j.
The statement is proved. 
Lemma 4. Let B(κ, l) hold for µ ∈ Aσ with scaling function κ and scaling factor
l. Let N > 1, ζ, ζ0 ∈ C∞0
(
Rd
)
, ζ˜ = F−1ζ, ζ˜0 = F−1ζ0, and
Φj (x) = κ
(
N−j
)
ζ˜ (x)− Lµ˜N−j ζ˜ (x) , x ∈ Rd, j ≥ 1,
Φ0 (x) = ζ˜0 (x)− Lπ
0
ζ˜0 (x) , x ∈ Rd.
Let Kj (x) = N
jdΦj
(
N jx
)
, j ≥ 0, x ∈ Rd.
Then for 1 < p, r < ∞ there is a constant Cp,r such that for all f = (fj) ∈
Lp
(
Rd, lr
)∣∣∣∣∣∣∣
 ∞∑
j=0
|Kj ∗ fj|r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
≤ Cp,r
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣fj ∗ ζ˜j∣∣∣r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
(3.12)
≤ Cp,r
∣∣∣∣∣∣∣
 ∞∑
j=0
|fj |r
1/r
∣∣∣∣∣∣∣
Lp(Rd)
,(3.13)
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where ζ˜j = F−1
[
ζ
(
N−j ·)] , j ≥ 1. If r = 2, then ((3.12), (3.13) hold for a separable
Hilbert space G-valued sequences f = (fj) ∈ Lp
(
Rd, lr (G)
)
(simply absolute value
is replaced by G-norm).
In particular, there is a constant C so that
(3.14) |Kj ∗ f |Lp(Rd;G) ≤ C |f |Lp(Rd;G) , j ≥ 0, f ∈ Lp
(
Rd;G
)
.
Proof. Let η, η0 ∈ C∞0
(
Rd
)
and
ηζ = ζ, η0ζ0 = ζ0,
η˜ = F−1η, η˜0 = F−1η0, and
Φ˜j (x) = κ
(
N−j
)
η˜ (x)− Lµ˜N−j η˜ (x) , x ∈ Rd, j ≥ 1,
Φ˜0 (x) = η˜0 (x)− Lπ
0
η˜0 (x) , x ∈ Rd.
Let K˜j (x) = N
jdΦ˜j
(
N jx
)
, j ≥ 0, x ∈ Rd. Again,
Kj ∗ f = K˜j ∗ f ∗ ζ˜j , j ≥ 0.
We will check the assumptions of Corollary 1 for Φ˜j, j ≥ 0.
(i) First we prove that ∫
|x|α2
∣∣∣Φ˜j (x)∣∣∣ dx ≤ A, j ≥ 0.
Obviously,∫
κ
(
N−j
) |x|α2 |η˜ (x)| dx ≤ l (1)κ (1)∫ |x|α2 |η˜ (x)| dx <∞,∫
|x|α2 |η˜0 (x)| dx < ∞.
We split
Lµ˜N−j η˜ (x) =
∫
|z|≤1
[η˜ (x+ z)− η˜ (x)− χσ (z) z · ∇η˜ (x)]µ˜N−j (dz)
+
∫
|z|>1
[η˜ (x+ z)− η˜ (x)− χσ (z) z · ∇η˜ (x)]µ˜N−j (dz)
= Aj (x) +Bj (x) , x ∈ Rd, j ≥ 1.
For σ ∈ [1, 2),
Aj (x) =
∫
|z|≤1
∫ 1
0
(1− s)η˜xixj (x+ sz) zizjµ˜N−j (dz) ds,
and ∫
|x|α2 |Aj (x)| dx
≤ C
∫ 1
0
∫ ∫
|z|≤1
|x+ sz|α2
∣∣D2η˜ (x+ sz)∣∣ |z|2 µ˜N−j (dz)dxds
+C
∫ 1
0
∫ ∫
|z|≤1
∣∣D2η˜ (x+ sz)∣∣ |z|2+α2 µ˜N−j (dz) dxds
≤ C
∫
(|x|α2 + 1) ∣∣D2η˜ (x)∣∣ dx, j ≥ 1,
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For σ ∈ (0, 1) ,
Aj (x) =
∫
|z|≤1
∫ 1
0
∇η˜ (x+ sz) · zµ˜N−j (dz) , x ∈ Rd,
and ∫
|x|α2 |Aj (x)| dx
≤
∫ ∫
|z|≤1
∫ 1
0
|x+ sz|α2 |∇η˜ (x+ sz)| ds |z| µ˜N−j (dz) dx
+
∫ 1
0
∫ ∫
|z|≤1
|z|α2 |∇η˜ (x+ sz)| |z| µ˜N−j (dz)dxds
≤ C
∫
(|x|α2 + 1) |∇η˜ (x)| dx
∫
|z|≤1
|z| µ˜N−j (dz) ,
≤ C
∫
(|x|α2 + 1) |∇η˜ (x)| dx, j ≥ 1.
Now,∫
|x|α2 |Bj (x)| dx
≤
∫ ∫
|z|>1
|x+ z|α2 |η˜ (x+ z)| µ˜N−j (dz) dx
+
∫ ∫
|z|>1
|z|α2 |η˜ (x+ z)| µ˜N−j (dz)dx+
∫ ∫
|z|>1
|x|α2 |η˜ (x)| µ˜N−j (dz) dx
+
∫
|x|α2 |∇η˜ (x)| dx
∫
|z|>1
χσ (z) µ˜N−j (dz)
≤ C, j ≥ 1.
Similarly, by splitting we show that∫
|x|α2 |Lπη˜0 (x)| dx <∞.
(ii) Now we prove that∫ ∣∣∣Φ˜j (x+ y)− Φ˜j (x)∣∣∣ dx ≤ A |y| , |y| ≤ 1, j ≥ 0.
First obviously,
κ
(
N−j
) ∫ |η˜ (x+ y)− η˜ (x) |dx ≤ κ (N−j) ∫ ∫ 1
0
|∇η˜ (x+ sy) | |y| dsdx
≤ κ (1) l (1) |y|
∫
|∇η˜ (x)| dx
and, similarly, ∫
|η˜0 (x+ y)− η˜0 (x) |dx ≤ |y|
∫
|∇η˜0 (x)| dx.
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Now, for |y| ≤ 1,∫ ∣∣Lµ˜N−j η˜ (x+ y)− Lµ˜N−j η˜ (x)∣∣ dx
≤
∫ ∫ 1
0
∣∣Lµ˜N−j∇η˜ (x+ sy)∣∣ |y| dsdx ≤ |y|∫ ∫ 1
0
∣∣Lµ˜N−j∇η˜ (x)∣∣ dsdx
≤ C |y| , j ≥ 1,
and, similarly, ∫ ∣∣∣Lπ0 η˜0 (x+ y)− Lπ0 η˜0 (x)∣∣∣ dx
≤ C |y| , y ∈ Rd.
(iii) We prove that
(3.15)
∣∣∣FΦ˜j (ξ)∣∣∣ ≤ A, j ≥ 1, ξ ∈ Rd.
Indeed, by Lemma 7 in [12], there is a constant C independent of j so that∣∣F [Lµ˜N−j η˜] (ξ)∣∣ = ∣∣∣ψµ˜N−j (ξ) η (ξ)∣∣∣ ≤ C, j ≥ 1, ξ ∈ Rd.
Similarly,
|F [Lπη˜0] (ξ)| = |ψπ (ξ) η0 (ξ)| ≤ C, ξ ∈ Rd.
(iv) We have (3.12) by Corollary 1, and (3.13) follows by Corollary 2. The
estimate (3.14) follows, obviously, from (3.13). 
Now we prove Proposition 1.
3.2.2. Proof of Proposition 1 (equivalent norms of Besov spaces). Let p ∈ (1,∞) , f ∈
S ′ (Rd) and f ∗ ϕj ∈ Lp (Rd) , j ≥ 0. It is enough to prove that for each s ∈ R
there are constants C, c (independent of f and j) so that
(3.16)
∣∣Jsf ∗ ϕj∣∣Lp(Rd) ≤ Cκ (N−j)−s ∣∣f ∗ ϕj∣∣Lp(Rd) ,
and
(3.17) κ
(
N−j
)−s ∣∣f ∗ ϕj∣∣Lp(Rd) ≤ c ∣∣Jsf ∗ ϕj∣∣Lp(Rd) .
First, denoting pi = µsym,
Jf ∗ ϕj = F−1
[
(1− ψπ)φ (N−j ·) fˆ] , j ≥ 1,
Jf ∗ ϕ0 = F−1
[
(1− ψπ)φ0fˆ
]
,
and for ξ ∈ Rd,
(1− ψπ (ξ))φ (N−jξ) = (1− ψπN−j (N−jξ))φ (N−jξ)
= κ
(
N−j
)−1 [
(κ
(
N−j
)− ψπ˜N−j (N−jξ))φ (N−jξ)] .
Hence (3.16) with s = 1 follows by Lemma 4. Applying repeatedly (3.16) with
s = 1, we see that (3.16) holds for any integer s ≥ 0.
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On the other hand, for j ≥ 1 (recall ϕ = F−1φ),
J−1ϕj =
∫ ∞
0
e−tEϕj (·+ Zπt ) dt = F−1
∫ ∞
0
e−teψ
pi(ξ)tφ
(
N−jξ
)
dt
= κ
(
N−j
)F−1 ∫ ∞
0
e−κ(N
−j)teψ
p˜i
N−j (N−jξ)tφ
(
N−jξ
)
dt
= κ
(
N−j
)
N jd
∫ ∞
0
e−κ(N
−j)tEϕ
(
N j ·+Zjt
)
dt,
where Zjt = Z
π˜N−j
t is the Levy process associated to L
π˜N−j . For j = 0,
J−1ϕ0 = F−1
∫ ∞
0
e−teψ
pi(ξ)tφ0 (ξ) dt =
∫ ∞
0
e−tEϕ0 (·+ Zt) dt,
where Zt = Z
π
t , t > 0. Hence (3.16) with s = −1 follows by Lemma 3. Applying
repeatedly (3.16) with s = −1, we see that (3.16) holds for any negative integer s.
Applying interpolation inequality we get (3.16) for all s ∈ R. Let k ∈ Z = {0,±1, . . .}
and s = (1− θ)k + θ (k + 1) ∈ (k, k + 1) with θ ∈ (0, 1).
According to Theorem 2.4.6 in [4], Hsp
(
Rd
)
=
[
Hkp , H
k+1
p
]
θ
, Hsp is the complex
interpolation space between Hkp and H
k+1
p . By Theorem 1.9.3 in [14], there is a
constant C, independent of f, j, so that
∣∣Jsf ∗ ϕj∣∣Lp(Rd) = ∣∣f ∗ ϕj∣∣Hsp(Rd) ≤ Cκ (N−j)−(1−θ)k−θ(k+1) ∣∣f ∗ ϕj∣∣Lp(Rd)
= Cκ
(
N−j
)−s ∣∣f ∗ ϕj∣∣Lp(Rd) .
Now, we prove (3.17). Let f ∗ ϕj ∈ Lp
(
Rd
)
, j ≥ 0, s ∈ R. By (3.16), Jsf ∗ ϕj ∈
Lp
(
Rd
)
, s ∈ R, and
∣∣f ∗ ϕj∣∣Lp(Rd) = ∣∣J−sJsf ∗ ϕj∣∣Lp(Rd) ≤ Cκ (N−j)s ∣∣Jsf ∗ ϕj∣∣Lp(Rd)
and (3.17) follows. Thus for s ∈ R, p, q ∈ (1,∞) , we have B˜κ,N ;spq
(
Rd
)
= Bµ,N ;spq
(
Rd
)
and the norms are equivalent. In addition, for any t, s ∈ R, the mapping J t :
Bµ,N ;spq
(
Rd
)→ Bµ,N ;s−tpq (Rd) is an isomorphism.
3.2.3. Proof of Proposition 2 (equivalent norms in Hsp). We start with
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Lemma 5. Let p, q ∈ (1,∞). Then for each integer m, s there is a constant C so
that for all f = (fj) ∈ Lp
(
Rd, lr
)
,∣∣∣∣∣∣∣
 ∞∑
j=0
|κ (N−j)m Jsfj ∗ ϕj |q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
(3.18)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)m−s fj ∗ ϕj∣∣∣q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
,
∣∣∣∣∣∣∣
 ∞∑
j=0
|κ (N−j)m fj ∗ ϕj |q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
(3.19)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)m+s Jsfj ∗ ϕj∣∣∣q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
.
If q = 2, then (3.18), (3.19) hold for a separable Hilbert space G-valued sequences
f = (fj) ∈ Lp
(
Rd, lr (G)
)
(simply absolute values in (3.18), (3.19) are replaced by
G-norms).
Proof. Denote pi = µsym. Let Kj (x) = N
jdΦj
(
N jx
)
, j ≥ 0, with
Φj (x) = κ
(
N−j
)
ϕ (x)− Lπ˜N−jϕ (x) , x ∈ Rd, j ≥ 1,
Φ0 (x) = ϕ0 (x)− Lπϕ0 (x) , x ∈ Rd.
For f ∈ C˜∞ (Rd),
Jf ∗ ϕj = F−1
[
(1− ψπ)φ (N−j ·) fˆ]
= F−1
[
(κ
(
N−j
)− ψπ˜N−j (N−j ·))κ (N−j)−1 φ (N−j ·) fˆ]
= κ
(
N−j
)−1
Kj ∗ f, j ≥ 1,
Jf ∗ ϕ0 = K0 ∗ f.
By Lemma 4, for f = (fj) with fj ∈ C˜∞
(
Rd
)
,∣∣∣∣∣∣∣
 ∞∑
j=0
|κ (N−j)m Jfj ∗ ϕj |q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
=
∣∣∣∣∣∣∣
 ∞∑
j=0
|κ (N−j)m−1Kj ∗ fj |q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)m−1 fj ∗ ϕj∣∣∣q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
.
Applying this inequality repeatedly we find that (3.18) holds for any s ∈ N,m ∈ Z.
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Let Zjt be the Levy process associated to L
π˜N−j , j ≥ 1, and Zt be the Levy
process associated to Lπ. Let Kj (x) = N
jdΦj
(
N jx
)
, j ≥ 0, x ∈ Rd, with
Φj (x) =
∫ ∞
0
e−κ(N
−j)tEϕ
(
x+ Zjt
)
dt, j ≥ 1, x ∈ Rd,
and
Φ0 (x) =
∫ ∞
0
e−tEϕ0 (x+ Zt) dt, x ∈ Rd.
Then for f ∈ C˜∞ (Rd),
J−1f ∗ ϕj = F−1
{∫ ∞
0
e−t exp {ψπt}φ (N−j ·) fˆdt}
= F−1
[
κ
(
N−j
) ∫ ∞
0
e−κ(N
−j)t exp
{
ψπ˜N−j
(
N−j ·) t}φ (N−j ·) fˆdt]
= κ
(
N−j
)
Kj ∗ f, j ≥ 1,
J−1f ∗ ϕ0 = K0 ∗ f.
By Lemma 3, for f = (fj) with fj ∈ C˜∞
(
Rd
)
,∣∣∣∣∣∣∣
 ∞∑
j=0
|κ (N−j)m J−1fj ∗ ϕj |q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)m+1 fj ∗ ϕj∣∣∣q
1/q
∣∣∣∣∣∣∣
Lp(Rd)
.
Applying this inequality repeatedly we find that (3.18) holds for any negative integer
s and m ∈ Z. 
First we prove that H˜κ,N ;sp
(
Rd
)
= Hµ;sp
(
Rd
)
and the norms are equivalent in
the scalar case, i.e. the sequence (fk)k≥0 has one nonzero component f1 = f . If
s ∈ Z (s is an integer), then by well known characterization of Lp and Lemma 5,
|f |Hsp(Rd)(3.20)
= |Jsf |Lp(Rd) ≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣Jsf ∗ ϕj∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s f ∗ ϕj∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
, f ∈ C˜∞ (Rd) .(3.21)
On the other hand, by Lemma 5 and characterization of Lp again,∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s f ∗ ϕj∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
(3.22)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣Jsf ∗ ϕj∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C |Jsf |Lp(Rd) .(3.23)
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for all f ∈ C˜∞ (Rd) .
We use interpolation to prove equivalence for all s ∈ R. Assume s ∈ (m,m+ 1)
and s = (1− θ)m+ θ (m+ 1) with m ∈ Z. Let
a0j = κ
(
N−j
)−m
, j ≥ 0, a1j = κ
(
N−j
)−(m+1)
, j ≥ 0, aθj = κ
(
N−j
)−s
, j ≥ 0.
Set
lkp =
x = (xj) : |x|ak,p =
∑
j
akj |xj |p
1/p <∞
 , k = 0, 1, θ.
By Theorem 2.4.6 in [4] (ψπ is continuous negative definite function),
(3.24) H lp =
[
Hmp , H
m+1
p
]
θ
,
the complex interpolation space between Hmp and H
m+1
p . By Theorem 5.5.3 in [1],
lθ2 =
[
l02, l
1
2
]
θ
, complex interpolation space between l0p and l
1
p. Hence by Theorem
1.18.4 in [14],
(3.25)
[
Lp
(
Rd; l02
)
, Lp
(
Rd; l12
)]
θ
= Lp
(
Rd; lθ2
)
,
the complex interpolation space between Lp
(
Rd; l02
)
and Lp
(
Rd; l12
)
.
Consider the mapping
S : Hmp
(
Rd
)
 f 7→ (f ∗ ϕj)j≥0 ∈ Lp (Rd; l02) .
According to Lemma 5 (see (3.22), (3.23)), S : Hmp
(
Rd
)→ Lp (Rd; l02) is continu-
ous and S maps continuously Hm+1p into Lp
(
Rd; l12
)
(note Hm+1p ⊆ Hmp ). Consider
the continuous mapping
R : Lp
(
Rd; l02
)
 f = (fj)j≥0 7→
∞∑
j=0
fj ∗ ϕ˜j ∈ Hmp
(
Rd
)
.
Indeed, if f = (fj)j≥0 ∈ Lp
(
Rd; l02
)
, then g =
∑∞
j=0 fj ∗ ϕ˜j ∈ Hmp
(
Rd
)
, and
g ∗ ϕj =
2∑
k=−2
fj+k ∗ ϕ˜j+k ∗ ϕj , j ≥ 2,
g ∗ ϕ1 =
2∑
k=−1
f1+k ∗ ϕ˜1+k ∗ ϕ1, g ∗ ϕ0 =
2∑
k=0
fk ∗ ϕ˜k ∗ ϕ0.
Let
f˜j =
2∑
k=−2
fj+k ∗ ϕ˜j+k, j ≥ 2,
f˜1 =
2∑
k=−1
f1+k ∗ ϕ˜1+k, f˜0 =
2∑
k=0
fk ∗ ϕ˜k
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Hence by Corollary 2,∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−m g ∗ ϕ˜j∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
=
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−m f˜j ∗ ϕ˜j∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−m f˜j∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−m fj ∗ ϕ˜j∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−m fj∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
,
i.e. the mapping R : Lp
(
Rd; l02
)→ Hmp (Rd) is continuous. Similarly we prove that
R : Lp
(
Rd; l12
) → Hm+1p (Rd) is continuous. Obviously, RS = I (identity map on
Hmp
(
Rd
)
). Now by (3.24), (3.25) and Theorem 1.2.4 in [14], S : Hsp
(
Rd
) →
Lp
(
Rd; lθ2
)
is isomorphic mapping onto a subspace of Lp
(
Rd; lθ2
)
, i.e., there are
constants 0 < c1 < c2 so that
c1 |Sv|Lp(Rd;lθ2) ≤ |v|Hsp(Rd) ≤ c2 |Sv|Lp(Rd;lθ2) .
Hence (3.20)-(3.23) hold for any s ∈ R.
Now we prove that H˜κ,N ;sp
(
Rd; l2
)
= Hµ;sp
(
Rd; l2
)
and the norms are equivalent
by reducing it to a scalar case. Let f = (fk)k≥0 with fk ∈ C˜∞
(
Rd
)
and only finite
number of fk be nonzero. Let ζk, k ≥ 0, be a sequence of independent standard
normal r.v. and
ξ (x) =
∞∑
k=0
ζkfk (x) , x ∈ Rd.
According to (3.20)-(3.23), there are constants 0 < c1 < c2 so that P-a.s.
c1 |ξ|pH˜κ,N ;sp (Rd) ≤ |ξ|
p
Hµ;sp (Rd)
≤ c2 |ξ|pH˜κ,N ;sp (Rd) ,
and
c1E |ξ|pH˜κ,N ;sp (Rd) ≤ E |ξ|
p
Hµ;sp (Rd)
≤ c2E |ξ|pH˜κ,N ;sp (Rd) .
All the equivalences follow easily from Lemma 18.
3.2.4. Description of function spaces using differences. We will show that the spaces
introduced above belong to the class of spaces of generalized smoothness studied in
[6], [7], [5] (see references therein as well).
Lemma 6. Let κ be a scaling function with a scaling factor l. Let N > 1 be an
integer such that l
(
N−1
)
< 1. Let s > 0, αk = κ
(
N−k
)−s
, k ≥ 0.
a) There is a constant c¯ > 1 and 0 < θ1 ≤ θ0 so that
c¯−1(rθ1 ∧ rθ0) ≤ κ (r) ≤ c¯(rθ0 ∨ rθ1), r ≥ 0,
l (r) ≥ c¯−1(rθ1 ∧ rθ0), r ≥ 0,[
γ (r)θ1 ∧ γ (r)θ0
]
≤ c¯r, r ≥ 0,
where γ (r) = inf {t : l (t) ≥ r} , r > 0.
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b) There are constants c, C > 0 and a positive integer k0 so that
αk+1 ≤ Cαk for all k,
αk ≥ cαm for all k ≥ m,
and
αk ≥ 2αm for all k ≥ m+ k0.
Moreover, for any q > 0,
∞∑
k=0
α−qk <∞.
c) Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ. For each σ′ ≥ α1 there is a constant
c so that
rσ
′
κ (r)
≤ c A
σ′
κ (A)
for any r ≤ A ≤ 1;
in addition, A
σ′
κ(A) → 0 as A→ 0 for any σ′ > σ.
Proof. a) Let j ≥ 0,
κ
(
N−j−1
) ≤ l (N−1)κ (N−j) ≤ . . . ≤ l (N−1)j+1 κ (1) = cj+10 κ (1) , j ≥ 0,
and
κ
(
N−j−1
) ≥ l (N)−1 κ (N−j) ≥ . . . ≥ l (N)−j−1 κ (1) = Cj+10 κ (1) , j ≥ 0.
If r ∈ [N−j−1, N−j] , then N−1 ≤ rN j ≤ 1, and
κ (r) ≤ l (rN j)κ (N−j) ≤ l (1)κ (1) cj0 = κ (1) l (1) c−10 N−(j+1) logN c−10
≤ κ (1) l (1) l (N−1)−1 rlogN c−10 ,
and
κ (r) ≥ l
((
N jr
)−1)−1
κ
(
N−j
) ≥ l (N)−1 Cj0κ (1)
= κ (1) l (N)
−1
N−j logN C
−1
0 ≥ κ (1) l (N)−1 rlogN C−10 ,
with
c0 = l
(
N−1
)
, 1 < c−10 = l
(
N−1
)−1 ≤ l (N) = C−10 .
That is
κ (1) l (N)−1 rθ0 ≤ κ (r) ≤ κ (1) l (1) l (N−1)−1 rθ1 , r ∈ [0, 1] ,
where
θ0 = logN l (N) = logN C
−1
0 ≥ θ1 = logN l
(
N−1
)−1
= logN c
−1
0 .
Using similar arguments, for r ∈ [N j , N j+1] (equivalently 1 ≤ rN−j ≤ N), we find
that
κ (r) ≤ l (rN−j)κ (N j) ≤ l (N)C−j0 κ (1) = κ (1) l (N)N j logN C−10
≤ κ (1) l (N) rlogN C−10 ,
and
κ (r) ≥ l (N j/r)−1 κ (N j) ≥ l (1)−1 l (N−1)−j κ (1)
≥ κ (1) l (1)−1 l (N−1) rlogN c−10 .
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Thus for r > 1,
κ (1) l (1)
−1
l
(
N−1
)
rlogN c
−1
0 ≤ κ (r) ≤ κ (1) l (N) rlogN C−10 .
Summarizing,
κ (1) l (1)−1 l
(
N−1
)
rθ1 ≤ κ (r) ≤ κ (1) l (N) rθ0 if r > 1,
κ (1) l (N)
−1
rθ0 ≤ κ (r) ≤ κ (1) l (1) l (N−1)−1 rθ1 if r ∈ [0, 1] ,
and a) follows.
b) Let s = 1. For k ≥ m,
κ
(
N−k
)
= κ
(
N−(k−m)N−m
)
≤ l
(
N−(k−m)
)
κ
(
N−m
) ≤ l (1)κ (N−m) ;
Let l
(
N−k0
) ≤ 1/2. Then for k ≥ k0 +m,
κ
(
N−k
)
= κ
(
N−(k−k0−m)N−k0N−m
)
≤ l
(
N−(k−k0−m)N−k0
)
κ
(
N−m
)
≤ l (N−k0)κ (N−m) ≤ 1
2
κ
(
N−m
)
.
For any k ≥ 0,
κ
(
N−k
)
= κ
(
N−(k+1)N
)
≤ l (N)κ
(
N−(k+1)
)
.
Finally, since κ (r) ≤ c¯rθ1 , r ∈ [0, 1] , we have for any q > 0,
∞∑
k=0
α−qk =
∞∑
k=0
κ
(
N−k
)q ≤ c¯ ∞∑
k=0
N−kθ1q <∞.
Similarly we derive the estimates with any s > 0.
c) Let A ≤ 1. For any σ′ > σ there is a constant c > 0 such that for any r ≤ A
with µ0 from assumption D(κ, l) ,∫
|y|≤r
|y|σ′ dpi = r
σ′
κ (r)
κ (r)
∫
|y|≤r
|y/r|σ′ dpi = r
σ′
κ (r)
∫
|y|≤1
|y|σ′ dp˜ir(3.26)
≥ r
σ′
κ (r)
∫
|y|≤1
|y|σ′ dµ0 = c r
σ′
κ (r)
,
because
∞ >
∫
|y|≤1
|y|σ′ µ0 (dy) 6= 0 if σ′ > σ.
If σ′ ≥ α1, then, by (3.26) and assumption B(κ, l) , there is a constant C so that
for any r ≤ A,
C
Aσ
′
κ (A)
≥ A
σ′
κ (A)
∫
|y|≤1
|y|σ′ dp˜iA =
∫
|y|≤A
|y|σ′ dpi ≥
∫
|y|≤r
|y|σ′ dpi
≥ c r
σ′
κ (r)
.
The statement is proved. 
Remark 4. Let N > 1, l
(
N−1
)
< 1. Then by Lemma 6,
∞∑
k=0
κ
(
N−k
)ε
<∞, ε > 0.
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Hence for any ε > 0 we have the following continuous embeddings:
H˜κ,N ;s+εp
(
Rd
) ⊆ B˜κ,N ;spp (Rd) ⊆ H˜κ,N ;s−εp (Rd) , p > 1.
Let κ be a scaling function with a scaling factor l. Let N > 1 be an integer
such that l
(
N−1
)
< 1. For p, q ∈ (1,∞) , s > 0, let Lsp,2
(
Rd
)
, (resp. Bsp,q
(
Rd
)
)
be the set of all functions f ∈ Lp
(
Rd
)
that can be represented by a series of entire
functions fk of exponential type Nk = N
k+1, k ≥ 0, converging in Lp
(3.27) f =
∞∑
k=0
fk in Lp
such that
(3.28)
∣∣∣∣∣∣
(
∞∑
k=0
∣∣∣κ (N−k)−s fk∣∣∣2
)1/2∣∣∣∣∣∣
Lp(Rd)
<∞
(or resp.
(3.29) |f |
Bsp,q
=
(
∞∑
k=0
∣∣∣κ (N−k)−s fk∣∣∣q
Lp(Rd)
)1/q
<∞).
Recall that by Paley-Wiener-Schwartz theorem a function g ∈ Lp
(
Rd
)
is entire
analytic of type t iff supp(Ff) ⊆ {|ξ| : |ξ| ≤ t} (see [14], 2.5.4, p.197). The norm
|f |
Lsp,2
(resp. |f |
Bsp,q
) is defined as a sum of |f |Lp(Rd) and infimum of (3.28) (resp.
(3.29) over all series (3.27). The function spaces Lsp,2
(
Rd
)
, Bsp,q
(
Rd
)
belong to the
class of spaces of generalized smoothness (see lemma 6) (see e.g. [7]). The following
statement holds.
Proposition 3. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let s > 0, p, q ∈ (1,∞) , N > 1, l (N−1) < 1. Then Hµ;sp (Rd) =
Lsp,2
(
Rd
)
, Bµ,N ;sp,q
(
Rd
)
= Bsp,q
(
Rd
)
, and the norms are equivalent.
Proof. Let f ∈ H˜κ,N ;sp
(
Rd
)
. Since f =
∑∞
j=0 fj (with fj = f ∗ ϕj , see description
of the sequence ϕj in Remark 1) converges in Lp, and supp(Ffj) ⊆
{|ξ| ≤ N j+1},
it follows that
|f |
Lsp,2(R
d) ≤ |f |H˜κ,N ;sp (Rd) .
Let f ∈ Lsp,q
(
Rd
)
, andKj =
[−N j+1, N j+1]d \ [−N j , N j]d , j ≥ 1,K0 = [−N,N ]d .
Let hj = F−1Kj, j ≥ 0. By Theorem 1 in [6],
f =
∞∑
k=0
f ∗ hk in Lp,
and the norm |f |
Lsp,2(R
d) is equivalent to the norm
|f |˜
Lsp,2(R
d) = |f |Lp(Rd) +
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s f ∗ hj∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
.
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Now,
f ∗ ϕj =
j∑
k=(j−2−p0)∨0
f ∗ hk ∗ ϕj = f˜j ∗ ϕj , j ≥ 0,
with
f˜j =
j∑
k=(j−2−p0)∨0
f ∗ hk, j ≥ 0.
where p0 is the smallest positive integer so that
√
d/Np0 ≤ 1. Since for (j − 2 −
p0) ∨ 0 ≤ k ≤ j we have 1 ≤ N jN−k ≤ Np0+2 and
κ
(
N−k
)
= κ
(
N jN−kN−j
) ≤ l (N jN−k)κ (N−j)
≤ l (Np0+2)κ (N−j) ,
it follows by Corollary 2,
|f |H˜κ,N ;sp (Rd) ≤ Cp,q
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s f˜j∣∣∣2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C |f |˜
Lsp,2(R
d)
Similarly we prove that Bsp,q
(
Rd
)
= Bsp,q
(
Rd
)
and the norms are equivalent. 
We apply the results in [7] to describe the norms by averaged local oscillations.
Given f : Rd → R and y ∈ Rd, let
∆yf (x) = ∆
1
yf (x) = f (x+ y)− f (x) , x ∈ Rd.
Then
∆my f (x) =
m∑
j=0
(−1)j
(
m
j
)
f (x+ jy) , x, y ∈ Rd.
Let
Qmt f (x) =
∫
|y|≤1
∣∣∆mtyf (x)∣∣ dy, x ∈ Rd, t > 0.
A simple consequence of Theorem 4.2 in [7] is the following statement.
Proposition 4. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ
and scaling factor l. Let s > 0, p, q ∈ (1,∞). Let m0 be the least integer m such
that m > sα1 (α1 is exponent in assumption B(κ, l)). Then
(i) For any m ≥ m0 the norm of Hµ;sp
(
Rd
)
is equivalent to the norm
||f ||Hµ;sp (Rd) = |f |Lp(Rd) +
∣∣∣∣∣∣
(∫ 1
0
|Qmt f (x)|2
dt
tκ (t)
2s
)1/2∣∣∣∣∣∣
Lp(Rd)
.
(ii) For any m ≥ m0 the norm of Bµ,N ;sp,q
(
Rd
)
is equivalent to the norm
||f ||Bµ,N ;sp,q (Rd) = |f |Lp(Rd) +
(∫ 1
0
|Qmt f |qLp(Rd)
dt
tκ (t)
qs
)1/q
.
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Proof. In order to apply Theorem 4.2 in [7], we will show that for any integer
m ≥ m0 = inf {k ≥ 0 : k/s > α1} the sequence
(3.30) γk =
N−km
κ(N−k)s
=
((
N−k
)m/s
κ(N−k)
)s
is strongly decreasing,
that is γk ≤ cγj for all k ≥ j and some c > 0, and there is k0 so that γk ≤ 2−1γj
for all k ≥ j + k0. Indeed, by Lemma 6, there is C > 0 so that with any σ′ >
α1, r ≤ A ≤ 1,
rσ
′
κ (r)
= rσ
′−α1
rα1
κ (r)
≤ Crσ′−α1 A
α1
κ (A)
(3.31)
= C
( r
A
)σ′−α1 Aσ′
κ (A)
≤
(
1
2
)1/s
Aσ
′
κ (A)
if r/A is sufficiently small. The claim follows by Theorem 4.2 in [7]. 
We would like to mention some other application of the results in [7].
Remark 5. Let j0 ≥ 1, and
s0 = inf
{
s > 0 : l (r) = o
(
rj0/s
)}
.
Let f ∈ Hµ;sp
(
Rd
)
, s > s0 > 0, p ∈ (1,∞). It can be shown by checking the
assumptions of Theorem 3.5 in [7] that Djf ∈ Lp
(
Rd
)
, j ≤ j0.
3.2.5. Embedding into the space of continuous functions. We start with
Lemma 7. Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ and
scaling factor l. Let δ ∈ (0, 1], q ≥ 1, γ (t) = inf {r : l (r) ≥ t} , t > 0. Assume
(3.32)
∫ 1
0
tδ−1γ (t)
−d+d/q
dt+
∫ ∞
1
tδ−1γ (t)
−1−d+d/q
dt <∞.
Let p|z| (t, ·) be the pdf of the Levy process Z π˜|z|t , t > 0, associated to the Levy
measure p˜i|z| (dy) = κ (|z|)pi (|z| dy) , z ∈ Rd and
bπ;δ (y, z)
= |z|−d
∫ ∞
0
tδ
∣∣∣∣p|z|(t, y|z| + zˆ
)
− p|z|
(
t,
y
|z|
)∣∣∣∣ dtt , y ∈ Rd, z 6= 0,
where zˆ = z/ |z| .
Then there is C so that(∫ ∣∣bπ;δ (y, z)∣∣q dy)1/q ≤ C |z|−d+d/q , z ∈ Rd\ {0} .
Proof. We split
bπ;δ = |z|−d
∫ 1
0
...dt+ |z|−d
∫ ∞
1
...dt = b1 + b2.
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By Minkowski inequality,(∫
|b1 (y, z)|q dy
)1/q
≤ C |z|−d+d/q
∫ 1
0
tδ
(∫ ∣∣∣p|z| (t, y)∣∣∣q dy)1/q dt
t
, z 6= 0.
By Lemma 5 b) in [12] and Minkowski inequality,∣∣∣p|z| (t, ·)∣∣∣
Lq(Rd)
≤ Cγ (t)−d+d/q .
Hence for any z 6= 0,(∫
|b1 (y, z)|q dy
)1/q
≤ C |z|−d+d/q
∫ 1
0
tδ−1γ (t)
−d+d/q
dt = C |z|−d+d/q .
Since for y ∈ Rd, z 6= 0,
|b2 (z, y) | ≤ |z|−d
∫ ∞
1
tδ
∫ 1
0
∣∣∣∣∇p|z|(t, y|z| + szˆ
)∣∣∣∣ dsdtt ,
it follows by Minkowski inequality,
|b2 (·, z)|Lq(Rd) ≤ C |z|
−d+d/q
∫ ∞
1
tδ
(∫ ∣∣∣∇p|z| (t, y)∣∣∣q dy)1/q dt
t
.
By Lemma 5 b) in [12] and Minkowski inequality,∣∣∣∇p|z| (t, ·)∣∣∣
Lq(Rd)
≤ Cγ (t)−(1+d−d/q) , t > 0.
Hence for z 6= 0,(∫
|b2 (y, z)|q dy
)1/q
≤ C |z|−d+d/q
∫ ∞
1
tδ−1γ (t)
−1−d+d/q
dt ≤ C |z|−d+d/q .

According to Lemma 7, for pi ∈ Aσ satisfying D(κ, l) and B(κ, l), under assump-
tion (3.32), the following function is well defined
k¯π;δ (y, z)(3.33)
= κ (|z|)δ |z|−d
∫ ∞
0
tδ
[
p|z|
(
t,
y
|z| + zˆ
)
− p|z|
(
t,
y
|z|
)]
dt
t
, y ∈ Rd, z 6= 0,
where p|z| is the pdf of the Levy process Z
π˜|z|
t , t > 0, associated to the Levy measure
p˜i|z| (dy) = κ (|z|)pi (|z| dy) , z 6= 0.
Now we derive a representation of an increment of f ∈ S (Rd).
Lemma 8. Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ and
scaling factor l. Let
ψπ;δ =
{
ψπ if δ = 1,
− (−Reψπ)δ if δ ∈ (0, 1) ,
and
Lπ;δv = F−1
[
ψπ;δFv
]
, v ∈ S (Rd)
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(in particular, Lπ;1 = Lπ). Assume for some q ≥ 1,
(3.34)
∫ 1
0
tδ−1γ (t)−d+d/q dt+
∫ ∞
1
tδ−1γ (t)−1−d+d/q dt <∞.
Then there is a constant c > 0 so that for any f ∈ S (Rd)
(3.35) f (x+ z)− f (x) = c
∫
Lπ;δf (x− y) kπ;δ (y, z)dy, x ∈ Rd, z 6= 0,
where kπ;1 = k¯π;1, kπ;δ = k¯πsym;δ, δ ∈ (0, 1) , are functions defined by (3.33), and
pisym (dy) =
1
2 [pi (dy) + pi (−dy)] .
Proof. Let ε > 0, f ∈ S (Rd) and F˜ε = [ε− ψπ]fˆ if δ = 1, and
F˜ε = [ε− Reψπ]δ fˆ if δ ∈ (0, 1) .
For δ ∈ (0, 1) ,
F [f (·+ z)− f ] (ξ)
=
(
ei2πξ·z − 1) (ε− Reψπ (ξ))−δ (ε− Reψπ (ξ))δ fˆ (ξ)
= c
∫ ∞
0
tδ
(
ei2πξ·z − 1) exp {(Reψπ (ξ)− ε)t} F˜ε (ξ) dt
t
, ξ ∈ Rd, z 6= 0,
and by Corollary 5 in [12] for δ = 1,
F [f (·+ z)− f ] (ξ)
=
∫ ∞
0
(
ei2πξ·z − 1) exp {(ψπ (ξ)− ε)t} F˜ε (ξ) dt, ξ ∈ Rd, z 6= 0.
Changing the variable of integration and denoting zˆ = z/ |z|, we find for ξ ∈ Rd, z 6=
0,
F [f (·+ z)− f ] (ξ)(3.36)
= κ (|z|)δ c
∫ ∞
0
e−εttδ
(
ei2π|z|ξ·zˆ − 1
)
exp
{
Reψπ˜|z| (|z| ξ) t
}
F˜ε (ξ)
dt
t
if δ ∈ (0, 1), and similar formula with obvious changes holds for δ = 1. Hence
f (x+ z)− f (x)(3.37)
= c
∫
Hε(x − y)kπ;δε (y, z)dy, x ∈ Rd, z 6= 0,
where for y ∈ Rd, z 6= 0,
kπ;δε (y, z)
= κ (|z|)δ |z|−d
∫ ∞
0
e−εttδ
[
p|z|
(
t,
y
|z| + zˆ
)
− p|z|
(
t,
y
|z|
)]
dt
t
,
and Hε = F−1F˜ε. Since Reψπ = ψπsym , it follows for δ ∈ (0, 1) ,
(ε− Reψπ)δ = c
∫ ∞
0
t−δ [exp {ψπsym (ξ) t− εt} − 1] dt
t
, ξ ∈ Rd.
Hence for f ∈ S (Rd) and δ ∈ (0, 1) ,
(3.38) Hε (x) = c
∫ ∞
0
t−δE
[
e−εtf
(
x+ Z
πsym
t
)− f (x)] dt
t
, x ∈ Rd.
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For f ∈ S (Rd) and δ = 1, obviously,
(3.39) Hε (x) = εf (x)− Lπf (x) , x ∈ Rd.
The statement follows by passing to the limit in (3.37), (3.38) and (3.39) as
ε→ 0 and using Lemma 7 (Ho¨lder inequality in (3.37) if q > 1 as well). 
The following obvious consequence holds (take δ = 1, q = 1 in Lemma 8).
Corollary 3. Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ and
scaling factor l. Assume ∫ ∞
1
γ (t)
−1
dt <∞.
Then there is c > 0 so that for f ∈ S (Rd)
f (x+ z)− f (x) = c
∫
Lπf (x− y) kπ;1 (y, z)dy, x ∈ Rd, z 6= 0,
and there is C > 0 so that
(3.40) |f (x+ z)− f (x)| ≤ C |Lπf |∞ κ (|z|) , x ∈ Rd, z 6= 0, f ∈ S
(
Rd
)
Now, we prove an embedding statement.
Proposition 5. Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ
and scaling factor l. Let δ ∈ (0, 1], p ∈ (1,∞). Assume∫ 1
0
tδ−1γ (t)−d/p dt+
∫ ∞
1
tδ−1γ (t)−1−d/p dt <∞.
Then there is C1 so that
(3.41) sup
x
|f (x+ z)− f (x)| ≤ C1κ (|z|) |z|−d/p
∣∣Lπ;δf ∣∣
Lp(Rd)
, f ∈ S (Rd) .
Moreover, there is C1 so that for any f ∈ S
(
Rd
)
,
sup
x
|f (x)| ≤ |f |Lp(Rd) + C1
∣∣Lπ;δf ∣∣
Lp(Rd)
∫
|z|≤1
κ (|z|) |z|−d/p dz.
Proof. According to Lemma 8, the representation (3.35) holds. Applying Ho¨lder
inequality and Lemma 7 with 1/p+ 1/q = 1,
|f (x+ z)− f (x)| ≤ C ∣∣Lπ;δf ∣∣
Lp(Rd)
(∫ ∣∣kπ;δ (y, z)∣∣q dy)1/q
≤ C1κ (|z|) |z|−d/p
∣∣Lπ;δf ∣∣
Lp(Rd)
, x ∈ Rd, z 6= 0.
Let x ∈ Rd. Then for any z ∈ Rd,
|f (x)| ≤ |f (x+ z)− f (x)|+ |f (x+ z)| .
Integrating both sides over the unit ball B1 =
{
z ∈ Rd : |z| ≤ 1} ,
|f (x)| ≤ 1|B1|
∫
B1
|f (x+ z)− f (x)| dz + 1|B1|
∫
B1
|f (x+ z)| dz,
and the last inequality follows by Ho¨lder inequality and (3.41). 
4. Proof of Theorem 1
First we prove some auxiliary results.
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4.1. Auxiliary results. We start with
4.1.1. Scaling function properties.
Lemma 9. Let κ be a scaling function with a scaling factor l. Let
a (r) = inf {t : κ (t) ≥ r} , r > 0, a−1 (s) = inf {t : a (t) ≥ s} , s > 0,
γ (t) = inf {r : l (r) ≥ t} , t > 0.
Then
a−1 (r) = sup
s≤r
κ (s) ≤ l (1)κ (r) , r > 0,
a−1 (rε) ≤ l (ε) a−1 (r) , ε, r > 0.
and
a (εr) ≥ a (r) γ (ε) , r, ε > 0.
In particular, γ (ε) ≤ a (ε) a (1)−1, and
(4.1)
a (r)
a (r′)
≤ γ
(
r′
r
)−1
, r′, r > 0.
Proof. Let B (t) = maxs≤t κ (t) , t ≥ 0. Since B is continuous, and
a (r) = inf {t : κ (t) ≥ r} = inf {t : B (t) ≥ r} , r > 0,
we have B (t) = a−1 (t) , t ≥ 0. Hence for any r > 0
a−1 (r) = sup
ε≤1
κ (εr) ≤ sup
ε≤1
l (ε)κ (r) = l (1)κ (r) .
For any r, ε > 0,
a−1 (εr) = B (εr) = max
ε′≤ε
κ (ε′r) ≤ max
ε′≤ε
l (ε′) κ (r) = l (ε)κ (r) ≤ l (ε) a−1 (r) .
Since for any ε, r > 0,
max
ε′≤γ(ε)
κ (ε′a (r)) ≤ sup
ε′≤γ(ε)
l (ε′)κ (a (r)) = l (γ (ε)) r = εr,
we have a (εr) ≥ a (r) γ (ε) , ε, r > 0. 
4.1.2. Probability density estimates. We will need some probability density esti-
mates. Given µ ∈ Aσ, t > 0, we denote pµ (t, x) , x ∈ Rd, the probability density
function of Zµt provided such a density exists.
Lemma 10. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let R > 0 and ZRt be the Levy process associated to µ˜R.
a) For each t > 0, we have ZRt = ηt + η
′
t (in distribution), ηt and η˜t are inde-
pendent with
(4.2) Eei2πξ·ηt = exp{ψµ0 (ξγ (t))}, ξ ∈ Rd,
and µ0
γ(t)−1
≤ tµ˜R, where µ0 = µ0;µ, γ (t) = l−1 (t) = inf (s : l (s) ≥ t) .
b)For every t > 0, the process ZRt (equivalently R
−1Zµκ(R)t) has a bounded con-
tinuous probability density function
pR (t, x) = γ (t)
−d
∫
p0
(
x− y
γ (t)
)
Pt,R (dy) , x ∈ Rd,
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where Pt,R (dy) is the distribution measure of η
′
t on R
d and p0 = F−1
[
exp
{
ψµ
0
}]
.
For each t > 0, pR (t, x) has 4 bounded continuous derivatives such that for any
multiindex |k| ≤ 4,∫ ∣∣∂kpR (t, x)∣∣ dx ≤ γ(t)−|k| ∫ ∣∣∂kp0 (x)∣∣ dx,
sup
x∈Rd
∣∣∂kpR (t, x)∣∣ ≤ γ (t)−d−|k| sup
x
∣∣∂kp0 (x)∣∣ .
c) Moreover there is C = C (N) (N is a constant in B(κ, l)) so that for |k| ≤ 4,∫
|x|α2
∣∣DkpR (t, x)∣∣ dx ≤ Cγ (t)−|k| [1 + t+ γ (t)α2 ], t > 0,(4.3) ∫
|y|α2 Pt,R (dy) ≤ C (1 + t) , t > 0.(4.4)
Proof. a) and b) parts are proved in Lemma 5 of [12]. We prove only (4.3).
Fix s > 0. Let ρR = µ˜R − s−1µ0γ(s)−1 and Yt be the Levy process corresponding
to ρR, i.e.
Eei2πYt·ξ = exp {ψ (ξ) t} , t ≥ 0, ξ ∈ Rd,
with
ψ (ξ) =
∫ [
ei2πξ·y − 1− i2piχσ (y) y · ξ
]
dρR, ξ ∈ Rd.
Then ∫
|y|≤1
|y|α1 dρR +
∫
|y|>1
|y|α2 dρR
≤
∫
|y|≤1
|y|α1 dµ˜R +
∫
|y|>1
|y|α2 dµ˜R ≤ N,R > 0,
where α1, α2 are exponents in assumption B(κ, l) . By Lemma 17 in Appendix there
is C = C(N0) such that
E [|Yt|α2 ] ≤ C(1 + t), t ≥ 0;
in particular, for t = s,
E
(|η′s|α2) = E (|Ys|α2) ≤ C(1 + s).
Since s is arbitrary, there is C = C (N0) such that
(4.5)
∫
|y|α2 Ps,R (dy) = E
(|η′s|α2) ≤ C(1 + s), s ≥ 0.
Let |k| ≤ 4. Then according to (4.5) and Lemma 3 in [12],∫
|x|α2
∣∣DkpR (t, x)∣∣ dx ≤ γ (t)−d−|k| ∫ ∫ |x|α2 ∣∣∣∣(Dkp0)(x− yγ (t)
)∣∣∣∣ dxPt,R (dy)
≤ γ (t)−|k|
∫ ∫
|y + γ (t) z|α2
∣∣Dkp0 (z)∣∣ dzPt,R (dy)
≤ Cγ (t)−|k| [1 + t+ γ (t)α2 ].

We write pi ∈ Asign = Aσ − Aσ if pi = ν − η with ν, η ∈ Aσ, and Lπ = Lν + Lη.
Given pi ∈ Aσsign, we denote |pi| its variation measure. Obviously, |pi| ∈ Aσ.
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Corollary 4. Let assumptions of Lemma 10 hold for µ ∈ Aσ. Let pi ∈ Aσsign and∫
|y|≤1
|y|α1 d|˜pi|R +
∫
|y|>1
|y|α2 d|˜pi|R ≤M,R > 0
(α1, α2 are exponents in B(κ, l)). Then there is C = C (N) (N is a constant in
B(κ, l)) so that for |k| ≤ 2,∫
(1 + |x|α2)
∣∣DkLπ˜RpR (1, x)∣∣ dx ≤ CM,∫
(1 + |x|α2)
∣∣Lπ˜RLµ˜R∗pR (1, x)∣∣ dx ≤ CM.
Proof. Let σ ∈ (0, 1). Then by Lemma 10, for |k| ≤ 3,∫
(1 + |x|α2) ∣∣DkLπ˜RpR (1, x)∣∣ dx(4.6)
≤
∫ ∫
|y|≤1
∫ 1
0
[1 + |x+ sy|α2 + |y|α2 ] |y| ∣∣Dk+1pR (1, x+ sy)∣∣ dsd|˜pi|Rdx
+
∫ ∫
|y|>1
[1 + |x+ y|α2 + |y|α2 ]
∣∣DkpR (1, x+ y)∣∣ d|˜pi|Rdx
+M
∫
(1 + |x|α2)
∣∣DkpR (1, x)∣∣ dx
≤ CM.(4.7)
The same way, similarly to (4.6) and using Lemma 10 (see Corollary 2 in [12] as
well), ∫
(1 + |x|α2) ∣∣Lπ˜RLµ˜RpR (1, x)∣∣ dx
≤
∫ ∫
|y|≤1
(1 + |x+ sy|α2 + |y|α2) |y|
∣∣Lµ˜R∇pR (1, x+ sy)∣∣ ds|˜pi|R (dy) dx
+
∫ ∫
|y|>1
(1 + |x+ sy|α2 + |y|α2) ∣∣Lµ˜RpR (1, x+ y)∣∣ |˜pi|R (dy) dx
+M
∫
(1 + |x|α2)
∣∣Lµ˜RpR (1, x)∣∣ dx
≤ CM.
Similarly we handle the cases α ∈ (1, 2) and α = 1. 
Lemma 11. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let pi, pi′ ∈ Aσsign. Then
pµ (t, x) = a (t)−d pµ˜a(t)
(
1, xa (t)−1
)
, x ∈ Rd, t > 0,
Lπpµ (t, x) =
1
t
a (t)
−d
(Lπ˜a(t)pµ˜a(t))
(
1, xa (t)
−1
)
, x ∈ Rd, t > 0,
Lπ
′
Lπpµ (t, x) =
1
t2
a (t)
−d
(L
π˜′
a(t)Lπ˜a(t)pµ˜a(t))
(
1, xa (t)
−1
)
, x ∈ Rd, t > 0,
where a (t) = inf {r ≥ 0 : κ (r) ≥ t} , t > 0.
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Proof. Indeed, by Lemma 5 in [12], for each t > 0, the density pµ˜a(t) (r, x) , r >
0, x ∈ Rd, is 4 times continuously differentiable in x and integrable. Using Fourier
transform, we see that
exp {ψµ (ξ) t} = exp
{
ψµ˜a(t) (a (t) ξ)
}
, t > 0, ξ ∈ Rd,
and
ψπ (ξ) exp {ψµ (ξ) t}
=
1
t
ψπ˜a(t) (a (t) ξ) exp
{
ψµ˜a(t) (a (t) ξ)
}
, t > 0, ξ ∈ Rd.
Similarly, the third equality can be derived. The claim follows. 
Lemma 12. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let pi ∈ Aσsign. Assume∫
|y|≤1
|y|α1 d|˜pi|R +
∫
|y|>1
|y|α2 d|˜pi|R ≤M,R > 0
(α1, α2 are exponents in B(κ, l)). Then there exists C = C (κ, l) > 0 such that for
|k| ≤ 2, ∫
|z|>c
∣∣LπDkpµ (t, z)∣∣ dz ≤ CMt−1a (t)α2−|k| c−α2 ,∫ ∣∣LπDkpµ (t, z)∣∣ dz ≤ CMt−1a (t)−|k| ,
with a (t) = inf {r ≥ 0 : κ (r) ≥ t} , t > 0. Recall α1, α2 ∈ (0, 1] if σ ∈ (0, 1) ;α1, α2 ∈
(1, 2] if σ ∈ (1, 2) and α2 ∈ ([0, 1) , α1 ∈ (1, 2] if σ = 1.
Proof. Indeed, by Lemma 11, Chebyshev inequality, and Corollary 4, for |k| ≤ 2,∫
|z|>c
∣∣LπDkpµ (t, ·) (z)∣∣ dz
=
1
t
a (t)
−d−k
∫
|x|>c
∣∣∣∣Lπ˜a(t)Dkpµ˜a(t) (1, xa (t)
)∣∣∣∣ dx
=
1
t
∫
|x|>ca(t)−1
∣∣Lπ˜a(t)Dkpµ˜a(t) (1, x)∣∣ dx
≤ a (t)
α2−k c−α2
t
∫
|x|α2 ∣∣Lπ˜a(t)Dkpµ˜a(t) (1, x)∣∣ dx ≤ CM a (t)α2−k c−α2
t
.
and ∫ ∣∣DkLπpµ (t, ·) (z)∣∣ dz
=
1
t
a (t)
−d−k
∫ ∣∣∣∣Lπ˜a(t)Dkpµ˜a(t) (1, xa (t)
)∣∣∣∣ dx
=
1
t
a (t)
−k
∫ ∣∣Lπ˜a(t)Dkpµ˜a(t) (1, x)∣∣ dx ≤ CM 1
t
a (t)
−k
, t > 0.

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Lemma 13. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let pi ∈ Aσsign. Assume∫
|y|≤1
|y|α1 d|˜pi|R +
∫
|y|>1
|y|α2 d|˜pi|R ≤M,R > 0
(α1, α2 are exponents in B(κ, l)). Then
a) There exists C = C (κ, l) > 0 such that∫
Rd
|Lπpµ (t, x− y)− Lπpµ (t, x)| dx ≤ CM |y|
ta (t)
, t > 0, y¯, y ∈ Rd,
where a (t) = inf {r : κ (r) ≥ t} , t > 0.
b) There is a constant C = C (κ, l, N) such that
∫ ∞
2a
∫
|Lπpµ (t− s, x)− Lπpµ (t, x)| dxdt(4.8)
≤ CM, |s| ≤ a <∞.
Proof. By Lemma 11 and Corollary 4,∫
Rd
|Lπpµ (t, x− y)− Lπpµ (t, x)| dx
=
1
t
∫ ∣∣∣∣Lπ˜a(t)pµ˜a(t) (1, x− ya (t)
)
− Lπ˜a(t)pµ˜a(t) (1, x)
∣∣∣∣ dx
≤ 1
t
∫ 1
0
∫ ∣∣∣∣∇Lπ˜a(t)pµ˜a(t) (1, x− s ya (t)
)∣∣∣∣ |y|a (t)dxds
≤ C |y|
ta (t)
∫ ∣∣Lπ˜a(t)∇pµ˜a(t) (1, x)∣∣ dx ≤ CM |y|
ta (t)
.
Similarly, we derive the estimate (4.8). By Lemma 11 and Corollary 4,∫ ∞
2a
∫
|Lπpµ (t− s, x)− Lπpµ (t, x)| dxdt
≤ |s|
∫ ∞
2a
∫ ∫ 1
0
|Lπ∂tpµ (t− θs, x)| dθdxdt
= |s|
∫ ∞
2a
∫ ∫ 1
0
∣∣∣LπLµ∗pµ (t− θs, x)∣∣∣ dθdxdt
= |s|
∫ ∞
2a
∫ ∫ 1
0
(t− θs)−2
∣∣∣(Lπ˜a(t−θs)Lµ˜∗a(t−θs)pµ˜a(t−θs)) (1, x)∣∣∣ dθdxdt
≤ CM |s|
∫ 1
0
1
(2a− θs)dθ ≤ CM.

4.1.3. Operator continuity. Now we prove continuity estimate.
Lemma 14. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let pi ∈ Aσsign. Assume∫
|y|≤1
|y|α1 d|˜pi|R +
∫
|y|>1
|y|α2 d|˜pi|R ≤M,R > 0
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and ∫ ∞
1
1
γ (r)
1∧α2
dr
r
<∞,
where α1, α2 are exponents in B(κ, l). Then for each p ∈ (1,∞) there is a constant
C = C (d, p, κ, l, N0) such that
|Lπv|Lp ≤ CM |Lµv|Lp , v ∈ C˜∞
(
Rd
)
Proof. Let ε > 0, v ∈ C˜∞ (Rd) , g = − (Lµ − ε) v. According to Corollary 5 in [12],
v (x) =
∫ ∞
0
e−εtEg (x+ Zµt ) dt, x ∈ Rd,
and
Lπv (x) = Hg (x) :=
∫ ∞
0
e−εtLπEg (x+ Zµt ) dt.x ∈ Rd.
Consider
Hεg (x) =
∫ ∞
ε
e−εtLπEg (x+ Zµt ) dt
=
∫
mε (x− y) g (y) dy, x ∈ Rd,
with
mε (x) =
∫ ∞
ε
e−εtLπpµ
∗
(t, x) dt, x ∈ Rd.
We prove that for each p ∈ (1,∞) there is C so that
(4.9) |Hεg|Lp ≤ C |g|Lp , ε > 0, g ∈ Lp
(
Rd
)
.
Obviously,
F (Hεg) (ξ) = mˆε (ξ) gˆ (ξ) , ξ ∈ Rd,
where
mˆε (ξ) =
∫ ∞
ε
ψπ (ξ) exp {ψµ (ξ) t− εt} dt, ξ ∈ Rd.
By Lemma 7 in [12], |mˆε (ξ)| ≤ AM, ξ ∈ Rd, ε ≥ 0, for some A > 0. According to
Theorem 3 of Chapter 1 in [13], it is enough to verify that
(4.10)
∫
|x|≥3|s|
|mε (x− s)−mε (x)| dx ≤ CM, ∀s 6= 0,
i.e.
B =
∫
|x|≥3|s|
∣∣∣∣∫ ∞
ǫ
e−εt
[
Lπpµ
∗
(t, x− s)− Lπpµ∗ (t, x)
]
dt
∣∣∣∣ dx ≤ C.
Obviously,
B ≤
∫
|x|≥3|s|
∣∣∣∣∣
∫ a−1(s)
0
...
∣∣∣∣∣ dx+
∫
|x|≥3|s|
∣∣∣∣∣
∫ ∞
a−1(s)
...
∣∣∣∣∣ dx
=A1 +A2.
By Lemma 12 and (4.1),
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A1 ≤ 2
∫
|x|≥2|s|
∫ a−1(|s|)
0
∣∣∣Lπpµ∗ (t, x)∣∣∣ dtdx
≤ CM
∫ a−1(|s|)
0
t−1 |s|−α2 a (t)α2 dt ≤ CM
∫ a−1(|s|)
0
t−1
a (t)α2
a (a−1 (|s|))α2 dt
≤ CM
∫ a−1(|s|)
0
t−1γ
(
a−1 (|s|)
t
)−α2
dt ≤ CM
∫ ∞
1
γ (r)−α2
dr
r
≤ CM.
We estimate A2 using Lemma 12 and (4.1):
A2 =
∫
|x|≥3|s|
∣∣∣∣∣
∫ ∞
a−1(s)
[
Lπpµ
∗
(t, x− s)− Lπpµ∗ (t, x)
]∣∣∣∣∣ dx
≤
∫ ∞
a−1(s)
|s|
∫ 1
0
∫ ∣∣∣Lπ∇pµ∗ (t, x− τs)∣∣∣ dτdx
≤ CM
∫ ∞
a−1(s)
a (t)
−1 |s|
t
dt ≤ CM
∫ ∞
a−1(s)
a
(
a−1 (|s|)+)
ta (t)
dt
≤ CM
∫ ∞
a−1(s)
γ
(
t
a−1 (|s|)
)−1
dt
t
≤ CM
∫ ∞
1
γ (r)−1
dr
r
<∞.
Thus (4.10) holds. 
4.2. Existence and uniqueness for smooth input functions. For E = [0, T ]×
Rd, p ≥ 1, we denote by C˜∞(E) the space of all measurable functions f on E such
that for any multiindex γ ∈ Nd0 and all p ≥ 1,
sup
(t,x)∈E
|Dγf (t, x)|+ sup
t∈[0,T ]
|Dγf(t, ·)|Lp(Rd) <∞.
Similar space of functions on Rd is denoted C˜∞
(
Rd
)
.
Next we suppose that f ∈ C˜∞(E), g ∈ C˜∞ (Rd) and derive some estimates for
the solution.
Lemma 15. Let f ∈ C˜∞(E), g ∈ C˜∞ (Rd) then there is unique u ∈ C˜∞ (E)
solving (1.1). Moreover,
(4.11) u(t, x) = e−λtEg (x+ Zπt ) +
∫ t
0
e−λ(t−s)Ef
(
s, x+ Zπt−s
)
ds, (t, x) ∈ E,
and for p ∈ [1,∞] and any mutiindex γ ∈ Nd0,
|Dγu|Lp(E) ≤ ρλ |Dγf |Lp(E) + ρ
1/p
λ |Dγg|Lp(Rd) ,(4.12)
|Dγu (t)|Lp(Rd) ≤ |Dγg|Lp(Rd) +
∫ t
0
|Dγf (s)|Lp(Rd) ds, t ≥ 0.(4.13)
where ρλ = (1/λ) ∧ T .
Proof. Let
h (t, x) = e−λtEg (x+ Zπt ) , (t, x) ∈ E.
By Ito formula, h solves (1.1) with f = 0. Obviously, for any multiindex γ,
Dγh (t, x) = e−λtEDγg (x+ Zπt ) , (t, x) ∈ E,
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and
sup
t
|Dγh (t)|Lp(Rd) ≤ |Dγg|Lp(Rd) ,
|Dγh|Lp(E) ≤ ρ
1/p
λ |Dγg|Lp(Rd) .
The claim follows by Lemma 8 in [12]. 
Remark 6. Using different notation, we rewrite (4.11) as
(4.14) u (t, x) = Iλg (t, x) +Rλf (t, x) , (t, x) ∈ E,
where
Iλg (t, x) = e
−λtEg (x+ Zπt ) , (t, x) ∈ E,(4.15)
Rλf (t, x) =
∫ t
0
e−λ(t−s)Ef
(
s, x+ Zπt−s
)
ds, (t, x) ∈ E.
4.3. Estimate of Rλf . We prove that, under assumptions of Theorem 1, there is
C = C (n0, c1, N0, d, p) so that
(4.16) |LµRλf |Hµ;sp (E) ≤ C |f |Hµ;sp (E) .
Since J tµ : H
µ;s
p
(
Rd
)→ Hµ;s−tp (Rd) is an isomorphism for any s, t ∈ R, it is nought
to derive the estimate for s = 0.We prove that that there is C = C (n0, c1, N0, d, p)
so that
(4.17) |LµsymRλf |Lp(E) ≤ C |f |Lp(E) .
First (4.17) holds for p = 2. Indeed,
F (LµRλf) = ψµ
∫ t
0
exp {ψπ (ξ) (t− s)− λ(t− s)} fˆ (s, ·) ds,
and the estimate follows by Fubini theorem, Plancherel identity and Corollary 4
in [12]. According to Calderon-Zygmund theorem (see Theorem 5 in [12]), (4.17)
reduces to the verification of Ho¨rmander condition which follows from the following
statement.
Lemma 16. Let D(κ, l) and B(κ, l) hold for µ ∈ Aσ with scaling function κ and
scaling factor l. Let pi ∈ Aσsign. Assume∫
|y|≤1
|y|α1 d|˜pi|R +
∫
|y|>1
|y|α2 d|˜pi|R ≤M,R > 0,
and ∫ ∞
1
dr
rγ (r)
1∧α2
<∞,
where α1, α2 are exponents in B(κ, l). Let
Kǫλ (t, x) = e
−λtLπpµ
∗
(t, x)χ[ǫ,∞] (t) , t > 0, x ∈ Rd,
where µ∗ (dy) = µ (−dy). There exist C0 > 1 and C so that
(4.18) I =
∫
χQC0δ(0)
c (t, x) |Kǫλ (t− s˜, x− y˜)−Kǫλ (t, x)| dxdt ≤ CM
for all |s˜| ≤ κ (δ) , |y˜| ≤ δ, δ > 0, where QC0δ (0) = (−κ (C0δ) , κ (C0δ))×{x : |x| ≤ C0δ} .
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Proof. Let C0 > 3 and 3l (1) l
(
C−10
)
< 1. We split
I =
∫ 2|s˜|
−∞
∫
...+
∫ ∞
2|s˜|
∫
... = I1 + I2
Since κ (C0δ) > 3κ (δ) , δ > 0, it follows by Lemma 12, denoting k0 = C0 − 1,
|I1| ≤ C
∫ 3|s˜|
0
∫
|x|>k0a(|s˜|)
∣∣∣Lπpµ∗ (t, x)∣∣∣ dxdt
≤ CM
∫ 3|s˜|
0
t−1
a (t)α2
a (|s˜|)α2 dt ≤ CM
∫ 3|s˜|
0
t−1γ
( |s˜|
t
)−α2
dt
= CM
∫ ∞
1/3
γ (r)−α2
dr
r
.
Now,
I2 ≤
∫ ∞
2|s˜|
∫
χQcC0δ(0)
∣∣∣Lπpµ∗ (t− s˜, x− y˜)− Lπpµ∗ (t− s˜, x)∣∣∣ dxdt
+
∫ ∞
2|s˜|
∫
χQcC0δ(0)
∣∣∣Lπpµ∗ (t− s˜, x)− Lπpµ∗ (t, x)∣∣∣ dxdt
= I2,1 + I2,2.
We split the estimate of I2,1 into two cases.
Case 1. Assume |y˜| ≤ a (2 |s˜|) . Then, by Lemma 13,
I2,1 ≤ CM |y˜|
∫ ∞
2|s˜|
(t− s˜)−1 a (|t− s˜|)−1 dt
= CM |y˜| a (2 |s˜|)−1
∫ ∞
2|s˜|
(t− s˜)−1 a (2 |s˜|)
a (|t− s˜|)dt
≤ CM
∫ ∞
1/2
γ (r)
−1 dr
r
.
Case 2. Assume |y˜| > a (2 |s˜|), i.e. δ ≥ |y˜| > a (2 |s˜|) and a−1 (δ) ≥ a−1 (|y˜|) >
2 |s˜| . We split
I2,1 =
∫ 2|s˜|+a−1(|y˜|)
2|s˜|
∫
...+
∫ ∞
2|s˜|+a−1(|y˜|)
∫
... = I2,1,1 + I2,1,2.
If 2 |s˜| ≤ t ≤ 2 |s˜| + a−1 (|y˜|), then 0 ≤ t ≤ 3a−1 (δ) ≤ 3l (1)κ (δ) ≤ κ (C0δ).
Hence |x| > C0δ ≥ a (2 |s˜|) + |y˜| and
|x− y˜| ≥ (C0 − 1) δ = k0δ ≥ k0
2
[a (2 |s˜|) + |y˜|]
≥ a (2 |s˜|) + |y˜| if (t, x) /∈ QC0δ (0) .
Also,
(4.19) 2 ≥ 2 |s˜|+ a
−1 (|y˜|)
2 |s˜|+ a−1 (|y˜|)− s˜ ≥
2
3
,
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and, by (4.1),
a
(
2 |s˜|+ a−1(|y˜|))
a (2 |s˜|) + |y˜|(4.20)
≤ a
(
2a−1(|y˜|))
a (2 |s˜|) + |y˜| ≤ γ
(
2−1
)−1 a (a−1(|y˜|))
a (2 |s˜|) + |y˜| ≤ γ
(
2−1
)−1
.
By Lemma 12, (4.19), (4.20) and (4.1),
I2,1,1 ≤ C
∫ 2|s˜|+a−1(|y˜|)
2|s˜|
∫
|x|>a(2|s˜|)+|y˜|
∣∣∣Lπpµ∗ (t− s˜, x)∣∣∣ dtdx
≤ CMa
(
2 |s˜|+ a−1 (|y˜|))α2
[a (2 |s˜|) + |y˜|]α2
∫ 2|s˜|+a−1(|y˜|)
2|s˜|
(t− s˜)−1 a (|t− s˜|)
α2
a (2 |s˜|+ a−1 (|y˜|))α2 dt
≤ CM
∫ 2|s˜|+a−1(|y˜|)
2|s˜|
(t− s˜)−1 γ
(
2 |s˜|+ a−1 (|y˜|)
t− s˜
)−α2
dt
≤ CM
∫ ∞
2/3
γ (r)
−α2 dr
r
.
Then, by Lemma 13 and (4.19)
I2,1,2
≤
∫ ∞
2|s˜|+a−1(|y˜|)
[∫
Rd
∣∣∣Lπpµ∗ (t− s˜, x− y˜)− Lπpµ∗ (t− s˜, x)∣∣∣ dx] dt
= CM
|y˜|
a (2 |s˜|+ a−1 (|y˜|))
∫ ∞
2|s˜|+a−1(|y˜|)
(t− s˜)−1 a
(
2 |s˜|+ a−1 (|y˜|))
a (t− s˜) dr
≤ CM
∫ ∞
2|s˜|+a−1(|y˜|)
(t− s˜)−1 γ
(
t− s˜
2 |s˜|+ a−1 (|y˜|)
)−1
dt ≤ CM
∫ ∞
1/2
γ (r)
−1 dr
r
,
because
|y˜|
a (2 |s˜|+ a−1 (|y˜|)) ≤
a
(
a−1 (|y˜|)+)
a (2 |s˜|+ a−1 (|y˜|)) ≤ 1.
Hence, I2,1 ≤ C.
Finally, by Lemma 13,
I2,2 =
∫ ∞
2|s˜|
∫
χQcC0δ(0)
∣∣∣Lπpµ∗ (t− s˜, x) − Lπpµ∗ (t, x)∣∣∣ dxdt
≤ CM.
The proof is complete 
4.4. Estimate of Iλg. We prove that there is C = C (n0, c1, N0, d, p) so that
(4.21) |LµIλg|Hµ;sp (E) ≤ C |g|Bµ,N ;s+1−1/ppp (Rd) .
Since J tµ : H
µ;s
p
(
Rd
) → Hµ;s−tp (Rd) and J tµ : Bµ,N ;spp (Rd) → Bµ,N ;s−tpp (Rd) is an
isomorphism for any s, t ∈ R, it is enough to derive the estimate for s = 0. We
prove that that there is C = C (n0, c1, N0, d, p) so that
(4.22) |LµIλg|Lp(E) ≤ C |g|Bµ,N ;1−1/ppp (E) .
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We will use an equivalent norm. LetN > 1 be an integer, l
(
N−1
)
< 1. There exists
a function φ ∈ C∞0 (Rd) (see Remark 1) such that suppφ = {ξ : 1N 6 |ξ| 6 N},
φ(ξ) > 0 if N−1 < |ξ| < N and
∞∑
j=−∞
φ(N−jξ) = 1 if ξ 6= 0.
Let
φ˜ (ξ) = φ (Nξ) + φ (ξ) + φ
(
N−1ξ
)
, ξ ∈ Rd.
Note that supp φ˜ ⊆ {N−2 ≤ |ξ| ≤ N2} and φ˜φ = φ. Let ϕk = F−1φ (N−k·) , k ≥ 1,
and ϕ0 ∈ S
(
Rd
)
is defined as
ϕ0 = F−1
[
1−
∞∑
k=1
φ
(
N−k·)] .
Let φ0 (ξ) = Fϕ0 (ξ) , φ˜0 (ξ) = Fϕ0 (ξ) + Fϕ1 (ξ) , ξ ∈ Rd,ϕ˜ = F−1φ˜, ϕ = F−1φ.
Let
ϕ˜k =
1∑
l=−1
ϕk+l, k ≥ 1, ϕ˜0 = ϕ0 + ϕ1.
Note that ϕk = ϕ˜k ∗ ϕk, k ≥ 0. Obviously, g =
∑∞
k=0 g ∗ ϕk in S ′
(
Rd
)
for g ∈
S (Rd) . For j ≥ 1,
F [LµIλg (t, ·) ∗ ϕj]
= κ
(
N−j
)−1
ψµ˜N−j
(
N−jξ
)
exp
{
κ
(
N−j
)−1
ψπ˜N−j
(
N−jξ
)
t− λt
}
×φ˜ (N−jξ) gˆj (ξ) ,
and
F [LµIλg (t, ·) ∗ ϕ0] = ψµ (ξ) exp {ψπ (ξ) t− λt} φ˜0 (ξ) gˆ0 (ξ) ,
where gj = g ∗ ϕj , j ≥ 0.
Let Zj = Z π˜N−j , j ≥ 1. Let φ¯ ∈ C∞0
(
Rd
)
, 0 /∈supp(φ¯) and φ¯φ˜ = φ˜, η¯ = F−1φ¯.
Denoting η = F−1φ˜0, we have
LµIλg (t, ·) ∗ ϕj = κ
(
N−j
)−1
H¯λ,jt ∗ gj , j ≥ 1,(4.23)
LµIλg (t, ·) ∗ ϕ0 = H¯λ,0t ∗ g0, t > 0,
where for j ≥ 1,
H¯λ,jt (x) = N
jdHλ,j
κ(N−j)−1t
(
N jx
)
, (t, x) ∈ E,
Hλ,jt = e
−λκ(N−j)t(Lµ˜N−j η¯) ∗Eϕ˜
(
·+ Zjt
)
, t > 0,
and
H¯λ,0t (x) = e
−λtLµEη (·+ Zπt ) , (t, x) ∈ E.
By Corollary 2 in [12],
sup
j
∫ ∣∣Lµ˜N−j η¯∣∣ dx <∞.
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Hence by Lemma 2,∫ ∣∣∣Hλ,jt ∣∣∣ dx ≤ ∫ ∣∣Lµ˜N−j η¯∣∣ dx∫ ∣∣∣Eϕ˜(·+ Zjt )∣∣∣ dx
≤ Ce−ct, t > 0, j ≥ 1,
and
(4.24)
∫ ∣∣∣H¯λ,jt ∣∣∣ dx ≤ C exp{−cκ (N−j)−1 t} , t > 0, j ≥ 1.
and by Lemma 12,
(4.25)
∫ ∣∣∣H¯λ,0t ∣∣∣ dx ≤ C (1t ∧ 1
)
, t > 0.
It follows by Proposition 2 and (4.23) that
|LµIλg (t)|pLp(Rd) ≤ C
∣∣∣∣∣∣∣
 ∞∑
j=1
∣∣∣κ (N−j)−1 H¯λ,jt ∗ gj∣∣∣2
1/2
∣∣∣∣∣∣∣
p
Lp(Rd)
+C
∫ ∣∣∣H¯λ,0t ∗ g0∣∣∣p dx.
Hence
|LµIλg (t)|pLp(Rd) ≤ C
∞∑
j=0
∣∣∣κ (N−j)−1 H¯λ,jt ∗ gj∣∣∣p
Lp(Rd)
if p ∈ (1, 2],
and, by Minkowski inequality,
|LµIλg (t)|pLp(Rd) ≤ C
 ∞∑
j=1
(∫ ∣∣∣κ (N−j)−1 H¯λ,jt ∗ gj∣∣∣p dx)2/p
p/2
+C
∫ ∣∣∣H¯λ,0t ∗ g0∣∣∣p dx
if p > 2. Now, by (4.24),∫ ∣∣∣κ (N−j)−1 H¯λ,jt ∗ gj∣∣∣p dx(4.26)
≤
(∫ ∣∣∣H¯λ,jt ∣∣∣ dx)p ∫ ∣∣∣κ (N−j)−1 gj∣∣∣p dx
≤ Cκ (N−j)−p exp{−cκ (N−j)−1 t} |gj |pLp if j ≥ 1,
and, by (4.25),
(4.27)
∫ ∣∣∣H¯λ,0t ∗ g0∣∣∣p dx ≤ C (1t ∧ 1
)p ∫
|g0|p dx.
Therefore for p ∈ (1, 2],∫ ∞
0
|LµIλg (t)|pLp(Rd) dt ≤ C
∞∑
j=0
∣∣∣κ (N−j)−(1−1/p) |gj |Lp(Rd)∣∣∣p ,
and (4.22) follows by Proposition 1.
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Let p > 2. In this case,∫ ∞
0
|LµIλg (t)|pLp(Rd) dt ≤ C[G + |g0|
p
Lp(Rd)
],
where
G =
∫ ∞
0
 ∞∑
j=1
exp
{
−cκ (N−j)−1 t} k2j
p/2 dt
with c > 0 and
kj = κ
(
N−j
)−1 |gj|Lp(Rd) , j ≥ 1.
Now, let B =
{
j : κ
(
N−j
)−1
t ≤ 1
}
. Then
∞∑
j=1
e−cκ(N
−j)−1tk2j =
∑
j∈B
...+
∑
j /∈B
... = D (t) + E (t) , t > 0.
Let a (t) = inf {t : κ (r) ≥ t} , t > 0, 0 < βp2 ≤ β1. By Ho¨lder inequality,
D (t) ≤ C
∞∑
j=1
χ{j:κ(N−j)−1t≤1}γ
(
κ
(
N−j
)−1
t
)β
γ
(
κ
(
N−j
)−1
t
)−β
k2j
≤ C
 ∞∑
j=1
χ{j:a(t)≤N−j}γ
(
l
(
a (t)
N−j
))β pp−21−
2
p
×
 ∞∑
j=1
χ{j:j:κ(N−j)−1t≤1}γ
(
κ
(
N−j
)−1
t
)−β p2
kpj

2
p
= CD
p−2
p
1 D
2
p
2 .
Denoting β′ = βp/ (p− 2) , we have for t > 0,
D1 (t) =
∑
j
χ{j: a(t)
N−j
≤1}
(
a (t)
N−j
)β′
≤ C
∫ ∞
0
χ{ a(t)
N−x
≤1}
(
a (t)
N−x
)β′
dx ≤ C
∫ 1
0
yβ
′ dy
y
<∞.
Hence ∫ ∞
0
Dp/2dt ≤ C
∑
j
∫ ∞
0
χ{j:j:κ(N−j)−1t≤1}γ
(
κ
(
N−j
)−1
t
)−β p2
kpj dt
= C
∑
j
∫ 1
0
γ (t)
−β p2 dtκ
(
N−j
)
kpj .
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Now, we estimate the second term E (t) , t > 0. By Ho¨lder inequality, for t > 0,
E (t) =
∑
κ(N−j)−1t>1
e−cκ(N
−j)
−1
tκ
(
N−j
)−2 |gj|2Lp
≤
 ∑
κ(N−j)−1t≥1
e−cκ(N
−j)
−1
t

p−2
p
 ∑
κ(N−j)−1t≥1
e−cκ(N
−j)
−1
tkpj

2
p
.
Since
l
(
N ja (t)
) ≥ κ (N−j)−1 t ≥ l( 1
N ja (t)
)−1
, t > 0,
it follows by changing the variable of integration, y = 1a(t)Nx ,∑
κ(N−j)−1t≥1
e−cκ(N
−j)−1t
≤
∞∑
j=1
χ{Nja(t)≥γ(1)} exp
{
−cl
(
1
N ja (t)
)−1}
≤ 1 +
∫ ∞
0
χ{Nxa(t)≥γ(1)} exp
{
−cl
(
1
Nxa (t)
)−1}
dx
≤ 1 + C
∫ γ(1)−1
0
l (y)
β2 dy
y
.
Hence ∫ ∞
0
E (t)p/2 dt ≤ C
∫ ∞
0
∑
κ(N−j)−1t≥1
e−cκ(N
−j)
−1
tkpj dt
≤ C
∑
j
κ
(
N−j
)
kpj .
The estimate (4.22) is proved.
4.5. Proof of Theorem 1. We finish the proof of Theorem 1 in a standard way.
Since J tµ : H
µ;s
p
(
Rd
) → Hµ;s−tp (Rd) and J tµ : Bµ,N ;spp (Rd) → Bµ,N ;s−tpp (Rd) is an
isomorphism for any s, t ∈ R, it is enough to derive the statement for s = 0. Let f ∈
Lp (E) , g ∈ Bµ,N ;1−1/ppp
(
Rd
)
. There are sequences fn ∈ C˜∞ (E) , gn ∈ C˜∞
(
Rd
)
such that
fn → f in Lp (E) , gn → g in Bµ,N ;1−1/ppp
(
Rd
)
.
For each n, there is unique un ∈ C˜∞ (E) solving (1.1). Hence
∂t (un − um) = (Lπ − λ) (un − um) + fn − fm,
un (0, x)− un (0, x) = gn (x)− gm (x) , x ∈ Rd.
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By (4.16), (4.21) and Lemma 15,
|Lµ (un − um)|Lp(E)(4.28)
≤ C
(
|fn − fm|Lp(E) + |gn − gm|Bµ,N ;1−1/ppp (Rd)
)
→ 0,
|un − um|Lp(E)
≤ ρλ |fn − fm|Lp(E) + ρ
1/p
λ |gn − gm|Lp(Rd) → 0,
as n,m→∞. Hence there is u ∈ Hµ;1p (E) so that un → u in Hµ;1p (E). Moreover,
by Lemma 15,
(4.29) sup
t≤T
|un (t)− u (t)|Lp(Rd) → 0,
and, according to Lemma 14,
(4.30) |Lπf |Lp(E) ≤ C |Lµf |Lp(E) , f ∈ C˜∞ (E) .
Hence (see (4.28)-(4.30)) we can pass to the limit in the equation
(4.31) un (t) = gn +
∫ t
0
[Lπun (s)− λun (s) + fn (s)]ds, 0 ≤ t ≤ T.
Obviously, (4.31) holds for u, g and f . We proved the existence part of Theorem 1.
Uniqueness. Assume u1, u2 ∈ Hµ;1p (E) solve (1.1). Then u = u1−u2 ∈ Hµ;1p (E)
solves (1.1) with f = 0, g = 0. Now, let ϕ ∈ C˜∞ (E), and ϕ˜ (t, x) = ϕ (T − t, x) , (t, x) ∈
E. By Lemma 15, there is unique v˜ ∈ C˜∞ (E) solving (1.1) with f = ϕ˜, g = 0 and
pi∗ instead of pi. Let v (t, x) = v˜ (T − t, x) , (t, x) ∈ E. Then ∂tv+Lπ∗v−λv+ϕ = 0
in E and v (T ) = v (T, ·) = 0. Integrating by parts,∫
E
ϕu =
∫
E
u
(
−∂tv − Lπ
∗
v + λv
)
=
∫
E
v (∂tu− Lπu+ λu) = 0.
Hence
∫
E
uϕ dtdx = 0 ∀ϕ ∈ C˜∞ (E). Hence u = 0 a.e. Theorem 1 is proved.
5. Appendix
We will need the following Levy process moment estimate.
Lemma 17. Let pi ∈ Aσ. Assume
(5.1)
∫
|z|≤1
|z|α1 pi(dz) +
∫
|z|>1
|z|α2 pi(dz) ≤M,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2] and
α2 ∈ [0, 1) if σ = 1. Let ζt be the Levy process associated to ψπ, that is
Eei2πξ·ζt = exp{ψ (ξ) t}, t ≥ 0
There is a constant C = C (M) such that
E [|ζt|α2 ] ≤ C (1 + t) , t ≥ 0.
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Proof. Recall
(5.2) ζt =
∫ t
0
∫
χσ(y)yq(ds, dy) +
∫ t
0
∫
(1− χσ(y))yp(ds, dy), t ≥ 0,
p(ds, dy) is Poisson point measure with
Ep (ds, dy) = pi (dy) ds, q (ds, dy) = p (ds, dy)− pi (dy) ds.
Now, ζt = ζ¯t + ζ˜t with
ζ¯t =
∫ t
0
∫
|y|≤1
χσ(y)yq(ds, dy) +
∫ t
0
∫
|y|≤1
(1− χσ(y))yp(ds, dy),
ζ˜t =
∫ t
0
∫
|y|>1
χσ(y)yq(ds, dy) +
∫ t
0
∫
|y|>1
(1− χσ(y))yp(ds, dy), t ≥ 0.
Case 1: σ ∈ (0, 1). In this case (5.1) holds with α1, α2 ∈ (0, 1]. Then for any
t > 0,
E
∣∣ζ¯t∣∣ ≤ t ∫
|y|≤1
|y|α1 pi (dy) ≤ Ct,
and ∣∣∣ζ˜t∣∣∣α2 =∑
s≤t
[∣∣∣ζ˜s∣∣∣α2 − ∣∣∣ζ˜s−∣∣∣α2] ≤ ∫ t
0
∫
|y|>1
|y|α2 p (ds, dy)
implies that E
∣∣∣ζ˜t∣∣∣α2 ≤ Ct.
Case 2: σ ∈ (1, 2). In this case, α1, α2 ∈ (1, 2]. Then
E[
∣∣ζ¯t∣∣2] = ∫
|y|≤1
|y|2 pi (dy) t ≤ Ct,
and, by BDG inequality,
E[
∣∣∣ζ˜t∣∣∣α2 ] ≤ CE

∑
s≤t
(
∆ζ˜s
)2α2/2

≤ CE
∑
s≤t
(
∆ζ˜s
)α2 = Ct ∫
|y|>1
|y|α2 dpi.
Case 3: σ = 1. In this case, α1 ∈ (1, 2] and α2 ∈ (0, 1). Similarly as above, we
find that
E[
∣∣ζ¯t∣∣2] = t ∫
|y|≤1
|y|2 pi (dy) ≤ Ct,
E[
∣∣∣ζ˜t∣∣∣α2 ] ≤ Ct.
The statement is proved.

We need the following Gaussian moments estimates as well.
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Lemma 18. Let akj ∈ R,k, j ≥ 0, and
||a|| =
 ∞∑
k,j=0
a2kj
1/2 <∞.
and let ζk, k ≥ 0, be a sequence of independent standard normal r.v. For p ≥ 1 set
ξ =
 ∞∑
j=0
(
∞∑
k=0
ζkakj
)2p/2 .
Then there are constants 0 < c1 < c2 so that
c1 ||a||p ≤ Eξ ≤ c2 ||a||p .
Proof. Case1. Let p ≥ 2. Since ζk are independent standard normal, by Minkowski
inequality,
Eξ ≤
 ∞∑
j=0
[
E
(∣∣∣∣∣
∞∑
k=0
ζkakj
∣∣∣∣∣
p)]2/pp/2 ≤ C
 ∞∑
j=0
∞∑
k=0
a2kj
p/2 .
On the other hand, by Ho¨lder inequality,
Eξ ≥
E ∞∑
j=0
(
∞∑
k=0
ζkakj
)2p/2 ≥ c
 ∞∑
j,k=0
a2kj
p/2 .
Case 2. Let p ∈ [1, 2). Then, by Ho¨lder inequality,
E

 ∞∑
j=0
(
∞∑
k=0
ζkakj
)2p/2

≤
E ∞∑
j=0
(
∞∑
k=0
ζkakj
)2p/2 =
 ∞∑
j,k=0
a2kj
p/2 .
On the other hand, by Ho¨lder and Minkowski inequality (recall ζk are independent
standard normal),
Eξ ≥
E
 ∞∑
j=0
∣∣∣∣∣
∞∑
k=0
ζkakj
∣∣∣∣∣
2
1/2

p
≥
 ∞∑
j,k=0
(E |ζkakj |)2
p/2 ≥ c
 ∞∑
j,k=0
a2kj
p/2 .

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