This paper presents new computational and modelling tools for studying the dynamics of an epidemic in its initial stages that use both available incidence time series and data describing the population's infection network structure. The work is motivated by data collected at the beginning of the H1N1 pandemic outbreak in Israel in the summer of 2009. We formulated a new discrete-time stochastic epidemic SIR (susceptible-infected-recovered) model that explicitly takes into account the disease's specific generation-time distribution and the intrinsic demographic stochasticity inherent to the infection process. Moreover, in contrast with many other modelling approaches, the model allows direct analytical derivation of estimates for the effective reproductive number (R e ) and of their credible intervals, by maximum likelihood and Bayesian methods. The basic model can be extended to include age -class structure, and a maximum likelihood methodology allows us to estimate the model's next-generation matrix by combining two types of data: (i) the incidence series of each age group, and (ii) infection network data that provide partial information of 'whoinfected-who'. Unlike other approaches for estimating the next-generation matrix, the method developed here does not require making a priori assumptions about the structure of the next-generation matrix. We show, using a simulation study, that even a relatively small amount of information about the infection network greatly improves the accuracy of estimation of the next-generation matrix. The method is applied in practice to estimate the next-generation matrix from the Israeli H1N1 pandemic data. The tools developed here should be of practical importance for future investigations of epidemics during their initial stages. However, they require the availability of data which represent a random sample of the real epidemic process. We discuss the conditions under which reporting rates may or may not influence our estimated quantities and the effects of bias.
INTRODUCTION
In the early stages of an epidemic, there is urgency in assessing the potential magnitude, severity and rate of spread over geographical regions and in different subpopulations so that rapid and appropriate policy schemes can be formulated [1 -3] . Such complex assessments have to be made under great uncertainty due to the lack of data available and the fact that they are often of poor quality [4] . Mathematical models are an effective tool for investigating the dynamics of the spread of epidemics, including possible control strategies, but in order to apply a model to a particular situation there is a need to be confident that the values used for the various parameters in the model correspond to reality. While some parameters can be determined based on previous knowledge, other parameters must be estimated by fitting the model to the available data. Thus, fitting epidemiological models to real data becomes a central problem for the field of infectious disease epidemiology.
In this work, we describe new epidemic models and methods for fitting these models to the different types of data that can be collected at the initial stages of an epidemic. These tools were developed for the purpose of analysing data collected during the first weeks of the spread of the 2009 A/H1N1 influenza pandemic in Israel. The methods and their application to the Israeli H1N1 data are the main focus of this paper. It is our hope that these methods will be useful for analysing future epidemics in their initial stages.
During the first two months of the 2009 A/H1N1 influenza outbreak in Israel (from 26 April 2009 until 7 July 2009) the national health authorities in Israel attempted to identify and test all cases of people suspected with symptomatic influenza. Their efforts were aided by the high media impact of the disease and the attentiveness of the general public. There is reason to believe that nearly all influenza-like illness cases in Israel over this period were tested in the national surveillance campaign (see [5] for further analysis of this dataset). During the time span in which our data were collected, the number of laboratory-confirmed cases in Israel (713) was the third highest in Europe, exceeded only by the UK and Spain, which have much larger populations [6] . The national surveillance also provided infection network data, i.e. partial information regarding 'who-infected-who'. Our work aimed at extracting as much information as possible from the available data.
The analyses are based on a new discrete-time stochastic epidemic model. The equations used are closely related to the well-known SIR epidemic model [7 -10] . However, our 'age-of-infection' model explicitly takes into account the disease's specific generation-time distribution. This contrasts with the unrealistic default (exponential) distribution of the standard SIR model. The model we present also allows for intrinsic demographic stochasticity that is inherent in the infection process, and in a simplified manner that makes it possible to rapidly generate large numbers of simulations. However, the most important advantage of the model is that it allows an analytical derivation of parameter estimates by maximum likelihood and by Bayesian methods. The model thus provides a powerful framework for analysis of epidemics in general.
In §2, we describe the basic version of the discrete age-of-infection model which posits a homogeneous population. We formulate a maximum likelihood approach for fitting the model to incidence data that yields analytical estimates for the effective reproductive number R e . The approach also permits estimation of Bayesian credible intervals for R e , and bootstrap confidence intervals (CIs) are also computed using simulations. The modelling methods are then used to fit the Israeli dataset to obtain estimates for R e during the H1N1 pandemic in its initial stage.
In §3, we consider a more elaborate version of the model in which the population is divided into different age groups. Using a simulation study, we demonstrate that in this case, fitting the model using incidence data for each age group fails to provide accurate parameter estimates for realistic sample sizes. In view of this, a new maximum likelihood approach is developed that estimates the parameters of the age group model using a combination of two types of data: the incidence data and infection network data. The power of combining the two datasets is demonstrated using a simulation study, showing that the who-infected-who data significantly increases the accuracy of estimates of the model parameters. The method is then applied to the Israeli dataset, yielding estimates of the 'next-generation matrix' for the spread of the H1N1 pandemic among three age groups.
Data
The data studied here consist of laboratory-confirmed cases of individuals infected with 2009 H1N1 influenza. The first person in Israel diagnosed as suffering from novel H1N1 infection arrived in Israel from Mexico, and was hospitalized in the Laniado hospital on 26 April 2009. A database of cases was assembled at the Central Virology Laboratory, Tel-Hashomer, Israel, for the period 26 April to 7 July 2009. In this 10 week period, altogether ca 2400 samples of patients with symptoms of influenza-like illness (IL) were tested, of which 713 (30%) were found positive for the novel strain. The Israeli Ministry of Health and Center for Disease Control has argued that this number should closely match all Israelis with symptomatic novel H1N1 influenza in this time period. As a result of the WHO guidelines, the systematic collection of samples from all suspected patients ended after 2 July 2009. Therefore, when estimating model parameters we use 2 July as the end date, in order to avoid biases due to differences in sampling effort. While constructing the database various characteristics for each patient were also recorded, including sex, age, geographical locality, examination date and whether the patient had arrived on a flight to Israel during the week prior to the examination. In addition, individuals tested were asked by their doctor whether they could identify the person from whom they believed they were infected.
In this paper we used the following data extracted from the above database:
-Incidence data. The time series of all 2009 H1N1 influenza cases in Israel during the initial phase of the outbreak is displayed in figure 1 . Infected individuals, who had arrived from abroad during the week prior to their examination, were classified as imported cases and the remainder were classified as local cases. As can be seen from figure 1, at the beginning of the period, only sporadic imported cases were recorded. Only from 20 May and onwards, did the epidemic start to spread in the Israeli population. In our analysis, we therefore used the incidence data of the period from 20 May to 2 July 2009, with a total of 629 cases. For the purpose of our age group model, we divided all cases into three different age groups 0 -18, 19-29 and 30 and above, describing children, young adults and adults. Of the 629 cases between 20 May and 2 July 2009, there were 616 cases with records available for the age group analysis. Figure 2 shows the time series of all cases divided into the three age groups. Given that the number of cases for age 30þ is far fewer than cases between the ages 19 and 29, it was decided to divide the adults into two groups. -Infection networks. The information provided by some infected patients made it possible to construct infection networks which map the connections between an infected person (infector) and the individuals he or she infected (infectees). Links were established either
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Out of a total of 123 infection links, there were 97 links between 20 May and 2 July for which we had the age of both the infector and the infectee.
-Generation-time distribution. Based on the infection networks, it was possible to estimate the generationtime interval distribution for the 2009 H1N1 influenza. This is the distribution of the durations between the time an individual becomes infected and the times of infection of the people he or she infects. Since the infection time is not known, we used the durations between reported disease initiations as estimates for the generation-time intervals. Out of the 123 connections in the infection networks, 54 connections had specified disease initiation dates at both ends of the link, with the differences between the two dates ranging from 0 to 15 days. The mean generation time was found to be m ¼ 2.92 and its standard deviation s ¼ 1.79 based on a generation-time distribution of up to 7 days. We limited our data to intervals of up to 7 days since longer intervals are considered controversial [11] . For more details see [5] . Here Poisson(x) is a random variable having a Poisson distribution of mean x, which accounts for demographic stochasticity (see the derivation below). The reproductive number R 0 defines the average number of people infected by a typical individual over his/her infectivity period in a totally susceptible population.
In this model formulation, infected individuals are assumed to remain infected for a maximum of up to d days, where, unless otherwise stated, d ¼ 7 [11] . It is thus related to age-of-infection epidemic models [7, 12] , but in a discrete rather than continuous form. The numbers P t (1 t d ) represent the generation-time distribution; in a totally susceptible population, P t is the fraction of infections generated by an infective person which occur on day t of infection (thus P d t¼1 P t ¼ 1). It should be noted that since this model allows a general generation-time distribution, in particular admitting a latent period of l days described by taking P t ¼ 0 for 1 t l , d, it subsumes models such as the SEIR model. Estimates of the generationtime distribution P t for the 2009 novel H1N1 epidemic were derived from the infection networks data as described in §1.1. As imported infectors arriving from abroad formed a substantial proportion of the infected subpopulation in the early phase of the epidemic, it proved essential to incorporate them realistically into the model equations, and we noted (see §4) that our main results were sensitive to their presence. The procedure we use for generating realizations of the stochastic model is as follows. At each time step we draw the number of new infectives i(t) according to the Poisson distribution given in equation (2.1a) . This requires knowledge of the numbers of immigrant infectives i 0 (t) which are available from our surveillance data. Then the susceptible numbers S(t) are updated according to equation (2.1b) .
The model is derived as follows. Let m denote the average number of contacts per individual per day and let N denote the total population size. Define p t (1 t d ) as the infectivity profile for the d days of infection, that is p t is the probability that a contact between a susceptible and an infective, whose age of infection is t days, results in infection of the susceptible. Suppose we are now on day t, and consider an infective person who was infected t days ago. This individual meets each other individual with probability (m/N), so that he/she infects each susceptible with probability (m/N )p t . Therefore, the number of susceptibles infected by this infective is binomially distributed with parameters n ¼ S(t 2 1) and p ¼ (m/N )p t . Since m ( N, we have p ( 1, np ¼ mp t S(t 2 1)/N, so that the Poisson approximation to the binomial distribution is valid and we may assume that the number of people infected by an infective on day t is Poisson distributed with mean mp t S(t 2 1)/N. Therefore, the number of people infected on day t by all infectives with age-ofinfection t is Poisson distributed with mean
, and summing over 1 t d we obtain
ð2:2Þ
Note that, since an infective placed in a totally susceptible population would infect mp t people on the tth day of infectivity, the total number of infections that an infective would produce, that is the basic reproduction number, is given by
2) as equations (2.1a,b). The numbers P t represent the generation-time distribution: P t is the fraction of the infections generated by a person which occur on the tth day of infection.
Since we are dealing with the initial phase of the epidemic, the depletion of susceptibles is negligible (S 0 is of the order of millions and only a few hundred cases are depleted) and the model may be simplified by setting S(t) ¼ S 0 , obtaining
where R e is the effective reproductive number, given by
At the beginning of an epidemic, results from the 'linearized' model (2.3) are virtually identical with those obtained from the 'full' model (2.1), and only at much later stages of the epidemic, when a significant fraction of the susceptibles becomes depleted, does it become important to use the full model. Therefore, our analysis in this paper employs equation (2.3).
Estimating the effective reproductive number
It is clear from the form of the model (2.3) that R 0 and S 0 are not separately identifiable. For a pandemic involving a new pathogen it is sometimes assumed that S 0 ¼ N (no immunity in the population), so that R 0 ¼ R e . However, in the case of the 2009 H1N1 influenza, there was indication of partial immunity among older people [13] . In this paper, we make no claim about R 0 and estimate only R e .
In the following, we derive a maximum likelihood estimate for R e . The likelihood function, that is the probability of obtaining the data i(t) (1 t T ), where T is the number of days of data available from model (2.3), is given by
Defining the log-likelihood LL(R e ) ¼ log(L(R e )) and differentiating with respect to R e we obtain
iðtÞ so that the maximum likelihood estimator for R e is given bŷ
ð2:4Þ
We note that, except for the inclusion of the imported infectives, this estimator is the same as the one derived by White & Paganno [14] . We note however that White & Pagano's derivation of the maximum likelihood function was achieved using a quite different approach based on branching process considerations that describe an infection process. We believe that the derivation of the estimator (2.4) from an explicit SIR dynamical model simplifies the argument. In [15] a similar estimator was used to estimate the reproductive number of 2009 H1N1 in the USA, and the imported infectives were included in a way that is equivalent to that in estimator (2.4) above. In view of the fact that this estimator is a maximum likelihood estimator for a model which incorporates the generation-time
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We propose two methods to obtain an interval estimate for R e , in addition to the point-estimateR e :
-Bootstrap CI. Generate 1000 simulated epidemics using the model (2.3) with R e ¼R e (as estimated from the data using formula (2.4)) and the observed imported infectors i 0 (t), obtaining 1000 incidence series i(t). For each of these simulated epidemics re-estimate R e using formula (2.4) and remove the 25 lowest and 25 highest estimates to obtain a 95% bootstrap CI for R e .
-Bayesian credible intervals. The likelihood approach allows the derivation of Bayesian 95% CI (see appendix for details) given by ½R À e ; R þ e , where The Bayesian 95% CI is nearly identical. Figure 3 displays the observed H1N1 incidence series, the incidence series obtained by averaging 1000 simulations of the stochastic model (2.3) with our estimate of R e , and bands containing 95 per cent of the values of these simulations. The observed curve deviates only slightly outside the 95 per cent bands of the fitted model, which might suggest that there is some process that the model does not fully capture. This issue will be further discussed in the §3, in relation to the age group model. We tested how the prediction of R e and its Bayesian 95% CI change with respect to changing the time span used in the calculation. This allows us to examine the question: how far into the epidemic do we have to be before a reasonably accurate estimate of R e can be obtained? Figure 4 displays how R e and its Bayesian 95 per cent credible intervals change with respect to changing the time span used in the calculation. The graph shows estimations for R e based on the observation periods initiating on 20 May and ending on each day between 30 May and 2 July. The credible intervals narrow significantly as the observation period increases. After about a month of data, the estimate of R e is sufficiently accurate so that the uncertainty as measured by the 95% CI is reduced to +10 per cent of the estimated value.
Various estimates of the reproductive number have been made for the initial phase of the epidemic in different regions of the world [15, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . These estimates range from 0.5 to 3.4 [17, 27] . However, most lie in the 1.2 -1.6 range, and very few are lower than this range. Thus our estimate of R e ¼ 1.06 for Israel is indeed relatively low. The estimates we obtained are also lower than estimates based on data from previous pandemics [28] .
There are several factors that can explain differences in R e ¼ R 0 S 0 /N estimated at different locations worldwide. Local variation in either the basic reproductive number R 0 or the percentage of the susceptible population S 0 can lead to differences in R e values. Since climactic conditions are believed to play a role in the low transmissibility of flu during the summer, variations in climate in different locations may lead to different R 0 . An alternative explanation is that the Israeli population has more immunity (i.e. lower S 0 ) to the pandemic virus, possibly due to greater cross immunity to seasonal H1N1, compared with Mexico for instance. Many studies assume that all, or most, of the population are susceptible to pandemic influenza. Today there is accumulating evidence that the population immunity for pandemic strains cannot be neglected and can vary considerably between different locations [13, 29] . Another possible explanation is that the Israeli authorities' containment measures were more efficient than in other regions and hampered faster epidemic spread, resulting in a low R e . Finally, we have noted that, when estimating R e in the initial phase of an epidemic, taking the imported infectives into account in an appropriate way (as in formula (2.4)) is important, and that not doing so will lead to an upwardly biased estimate of R e (see §4). It is possible that some of the estimates in the literature that were obtained at the beginning of the epidemic are too high because imported infectives were not taken into account separately.
It should be stressed that the low estimated value of R e relates to the specific period of time in which the data were collected during the summer season. Since it is generally believed that the transmission rate of influenza varies with the season of the year [30] , it was expected that the reproductive number would increase during the autumn and winter.
DISCRETE TIME STOCHASTIC AGE-OF-INFECTION MODEL WITH AGE GROUPS AND ESTIMATION OF THE NEXT-GENERATION MATRIX

The stochastic age-of-infection model with age groups
The model described in the previous section neglects the effects of heterogeneity in the population. Here we expand this model by dividing the population into n age groups which can have different characteristics. In an age group model, the 'next-generation matrix' b encodes the contact structure among different age groups, as well their differential susceptibility and infectivity. The matrix element b jk represents the expected number of secondary infections in age group j due to a single primary infection in age group k [7, 29] . If the matrix b is estimated at the beginning of the epidemic, it may be used to predict the further unfolding of the epidemic as well as to help plan an optimal vaccination and mitigation strategy [31] . Using the matrix b, we generalize the model (2.3) to n age groups. We denote the number of locally infected new infectives in the jth age group on day t by i j (t), and the number of imported infectives in age group j arriving on day t by i 0 j ðtÞ. We also denote the number of locally infected new infectives in the jth age group who were infected by individuals from age group k on day t by i jk (t), so that Hence by equation (3.1)
ð3:3Þ
where, as before, p t (1 t d) is the generation-time distribution.
Note that in the case n ¼ 1 equation (3.3) reduces to (2.3), with b 11 ¼ R e , so that the multi-group model generalizes the homogeneous-population model considered in §2.
Our aim is to use the available data in order to estimate the next-generation matrix b. In general, estimating the matrix b based on incidence time series for each of the groups is difficult, due to the large number of parameters (n 2 ). Efforts in the literature to address this problem attempt to reduce the number of parameters that need to be estimated. One such method restricts the structure of the matrix b in certain ways, for example by assuming proportionate mixing, or assuming that certain groups of matrix elements are equal [32] [33] [34] . Another approach is to use independent data drawn from surveys on social contacts between people in various age groups [35] .
Here, we develop a new approach that exploits the fact that we have, in addition to the incidence data, a dataset consisting of infected individuals for whom we know the identity of the individual who infected them, and in particular the age groups to which the infector and the infectee belong are known. These data contain information on the next-generation matrix b. To extract this information, a likelihood function is formulated, which expresses the probability of obtaining the two types of data (incidence data and infection network data) as a function of the matrix b. The likelihood function is then maximized with respect to the matrix parameter b, resulting in the maximum likelihood estimate for b. We now describe the construction of the likelihood function.
Derivation of the likelihood function
Our two types of data available are thus:
(D I ) Incidence data. The numbers i j (t), i 0 j ðtÞ of new local and imported cases in group j for 1 j n,
, where (t l , j l , k l ) indicates that on day t l a member of group j l was infected by member of group k l .
Assuming now that the infection process is described by the model (3.3) , we compute the probability L(b) ¼ P(D I , D II jb), which can be decomposed as PðD I ; D II jbÞ ¼ PðD I jbÞ Á PðD II jD I ; bÞ:
ð3:4Þ
Each of the terms in the decomposition (3.4) may be computed separately. The quantity P (D I j b) , that is the probability of obtaining the incidence data i j (t) from model (3.3) given knowledge of b, is a direct Modelling the initial phase of epidemics G. Katriel et al. 861 generalization of the computation made above for the one-group model, giving
ð3:5Þ
Next we compute P(D II jb, D I ), which is the probability of obtaining the data (t l , j l , k l ) (1 l L) given the knowledge of b and of the incidence data i j (t). Assume that we randomly sample a member of group j who was locally infected on day t. We will compute the probability P((t,j,k)jb, D I ) that the infector of the sampled individual is in group k. The likelihood of obtaining the dataset (t l , j l , k l ) (1 l L) is then given by
Pððt l ; j l ; k l ÞjD I ; bÞ: ð3:6Þ
It should be noted that the above makes no assumption about the manner in which the infected cases whose infector is known are drawn from the population. In particular, the probability of an infected person being asked about or being aware of the identity of their infector is not assumed to be independent of the age of the infected person. The probability computed is that of an individual's infector being in a certain age group k conditional on the assumption that the infected individual is in a certain age group j.
Given knowledge of i jk (t) (the number of people from group j who were infected by a member of group k), the probability that the infector of a random member of group j is a member of group k is simply P((t,j,k)jD I , i jk (t)) ¼ i jk (t)/i j (t). However, we do not know the value of i jk (t) (in other words, it is a latent variable), but we can compute the probability distribution of i jk (t) given b and D I , as done below. Thus, given the values of b and of the incidence data D I , the probability P((t,j,k)jD I , b) will be computed as Pððt; j; kÞjD I ; bÞ ¼ X n r¼1 Pððt; j; kÞjD I ; i jk ðtÞ ¼ rÞ Â Pði jk ðtÞ ¼ rjD I ; bÞ
Pði jk ðtÞ ¼ rjD I ; bÞ Á r:
ð3:7Þ
We need, then, to compute P(i jk (t) ¼ rjD I , b). To do so, it is convenient to set X ¼ i jk (t), Y ¼ P k 0 =k i jk 0 ðtÞ; and note that, by equation (3.1), the value
is known, given D I . Also, by equation (3.2), we have that
ð3:9Þ
We now note the following general fact: if X and Y are independent random variables with X Poisson(a) and Y Poisson(b), then the distribution of X given that it is known that X þ Y ¼ m, is binomial, given by Applying this to our X and Y, using equations (3.8) and (3.9) we obtain
where
Therefore, from equation (3.7)
Pððt;j;kÞjD I ;bÞ
and together with equation (3.6) we obtain
ð3:10Þ
Combining equations (3.4), (3.5) and (3.10) we finally have our likelihood function.
ð3:11Þ
We used the numerical routine fminunc in Matlab (Mathworks) to maximize this function with respect to the parameters b jk .
Testing performance on simulated data
A simulation study was conducted to test the performance of this maximum likelihood procedure for estimating b, and in particular to examine whether the information contained in a dataset of the size that we have is sufficient for obtaining accurate estimates of the parameters. Simulated data D I and D II were generated using a matrix b that we chose in advance. These data were used to estimate the matrix by maximizing the likelihood (3.11), obtaining an estimated matrixb , which was then compared with the true b generating the data. The simulated data D I and D II are generated as follows:
-Starting with some initial values i j (t) for days 1 t d, we simulate, for each day d þ 1 t T, the number i jk (t) of people in age group j who were infected on that day by people in age group k, and the total number of infected individuals in age group j. This requires randomly drawing i jk (t) according to
(we took i 0 j ðtÞ, the number of imported cases, to be zero in our simulations). -For each 1 l L, we randomly uniformly choose a day d þ 1 t l T and a group 1 j l n, and then choose 1 k l n (the age group of the infector of an individual in group j l who was infected on day t l ) at random with the probabilities Pðk l ¼ kÞ ¼ i j l k ðtÞ=i j l ðtÞ:
In the simulation tests, we took n ¼ 3 age groups, and arbitrary matrices b were chosen. The quality of estimation was determined for different amounts of simulated data, by varying the number of days T used (and hence the number of cases in the incidence series) and the size L of the available infection network. For each value of L and T, 100 sets of simulated data D I and D II were generated. For each of these the estimated matrixb was computed using the maximum likelihood method described above, and the relative error
where the norm of a matrix M is given by
was computed. The average relative error over the 100 simulated datasets is reported. Figure 5 shows the results from one typical example. As expected, the quality of the estimate increases both with the number of days of incidence data and with the size of the infection network available. Especially significant is the comparison of the quality of the estimate for L ¼ 0 (i.e. no infection network data and b is estimated based only on the time series of infectives), to the case where a small amount (L ¼ 50) of infection network data are available. We see a dramatic improvement in the accuracy of the estimation, even with a small amount of infection network data. For example, 30 days into the epidemic, estimating b on the basis of incidence data alone would given an average relative error of RE ¼ 0.8, which means that the estimate is worthless, but with only L ¼ 50 cases in the infection network data a relative error of RE ¼ 0.29 is obtained, indicating a dramatic improvement.
Bootstrap CIs for the next-generation matrix
To quantify the precision of our estimateb of the nextgeneration matrix, bootstrap CIs were constructed using a procedure similar to the one used in the simulation tests discussed in §3. Modelling the initial phase of epidemics G. Katriel et al. 863 were simulated, usingb as the next-generation matrix, with T ¼ 44, L ¼ 97 matching the observed data, and with numbers of imported cased i 0 j ðtÞ taken from the observed data. For each of these 1000 datasets, the next-generation matrix was re-estimated, yielding 1000 matricesb . For each component of this matrix, the highest and the lowest 25 values were removed. The interval containing the remaining values gives, for each component, the 95% bootstrap CI.
Estimation of the next-generation matrix for the Israeli H1N1 pandemic data
For our data on confirmed cases from the initial period of the H1N1 pandemic in Israel in the summer of 2009, we used incidence data from three age groups (0-18, 19-29, 30þ), with T ¼ 44 days (20 May-2 July), and infection network data with L ¼ 97 infectees. We also made use of i 0 j ðtÞ, the number of imported cases in each age group, from our data. The resulting maximumlikelihood estimateb , together with the 95% bootstrap CIs calculated as described in §3.4, were found to bê This means, for example, that a child (0 -18) infects, on average, 0.99 children, 0.16 young adults (19 -29) and 0.25 adults (30þ). The information contained in this matrix is displayed in figure 6a . The height of each column in the figure represents the average number of individuals that one person in the corresponding age group infects, and each column is divided into three parts representing the number of infections in each age group. The spectral radius ofb isR e % 1:14, slightly higher than what was found using the homogeneous model.
To test goodness of fit, figure 7 displays the incidence time series in each of the three age groups, together with 95 per cent bands for the incidences, generated by 1000 simulations according to model (3.3), using the estimated matrixb . While the incidences for the children and adult groups always lie within the 95 per cent band obtained from simulation, for the young adult group we find some deviations from this band on certain days. In other words, the fitted three age group model does not completely capture the epidemic dynamics. This can be due to some heterogeneity which is not taken into account by the model. More particularly, we hypothesize that infections among army soldiers, who are part of the young adult group, may play a role here, as the contact patterns of soldiers are likely to differ from those of other young adults.
It is of interest to compare the estimated next-generation matrixb with the matrix that would be obtained based on data about contacts among individuals of different age groups. According to the 'social contact hypothesis' [35, 36] , variations in epidemic dynamics in different age groups can be explained by the different contact rates among different groups. Since data on social contacts in Israel are not available, we employ data from the European POLYMOD study [37] . The matrices corresponding to eight European countries were averaged, and age groups were aggregated to obtain a 3 Â 3 matrix corresponding as closely as possible to the age groups considered here. The resulting matrix was multiplied by a constant so as to obtain a matrix with a dominant eigenvalue of 1.14, identical to that of the estimated matrixb . The result is [37] . The ages are grouped slightly differently than in (a) since the social contact matrices in this study were given in 5-year age bands (filled dark grey region, 0-18; filled grey region, 19 -29; white region, 30þ). presented in figure 6b. We observe considerable differences between the matrixb estimated from our data and the European contact matrix. The most significant difference is that according to our estimated matrixb , the number of members of the 30þ age group that are infected by members of each of the age groups is much lower than would be expected from the European contact matrix. In other words, the relatively low incidence rate in the adult age group cannot be accounted for solely in terms of social contacts, at least under the assumption that the European contact matrix reflects social contacts in Israel. This supports the hypothesis of reduced susceptibility of people in the 30þ age groups, compared with younger age groups as was suggested by other studies [38, 39] .
DISCUSSION
The modelling tools and analyses that have been described here could be valuable in real time to help obtain a picture of the unfolding of an epidemic during its onset phase. They rely on: (i) credible daily incidence data, including classification of cases into 'imported' versus 'local' infections, (ii) representative sampling of infection networks. We now discuss several general points, which we found to be of importance and could be significant for future work in analysing epidemics.
In the case study reported here we were fortunate to possess an excellent database, due to the fact that at the beginning of novel H1N1 epidemic strong efforts were taken by the Israeli health authorities to test every suspected case of influenza. It should be noted, however, that the application of the methods presented here does not require that the available incidence data be complete, so that they can be employed in contexts where detection is far from complete. For example, since the estimator (2.4) for the effective reproductive number is invariant to multiplication of all the values i(t) and i 0 (t) by a fixed number, it can be employed under the assumption that i(t) and i 0 (t) represent an unknown (but fixed) fraction of the real cases. Changes in the detection efforts during the period in question, resulting in a change in the fraction of cases detected, will lead to biases in the estimates. Similarly, estimates of the next-generation matrix b for the age group model, as performed here, will still be valid assuming that the available incidence data are only a representative sample of the real cases, on the assumption that the detection rate is identical among the different age groups. Differences in the detection rate among different age groups (for example, if members of some age groups are less likely to seek medical care) will lead to biases in the estimated next-generation matrix.
Our results highlight the importance of taking into account infected persons arriving into a region or country, only as infectors, rather than being included as part of the local infected population. Failure to do so will result in an overestimate of R e . For example, had all infections been regarded as local, the estimate for R e via equation (2.4) We developed a new method for combining both the age-specific incidence data and infection networks data in order to estimate the next-generation matrix. Applying this method to our data, a next-generation matrix was estimated, and using simulations, bootstrap CIs for the elements of this matrix were obtained. Our simulation study made evident that as the size of the sampled infections network increases, the estimated matrix b converges to the true one used for generating the simulations (i.e. the estimator is consistent). Thus the method proposed here for estimating the nextgeneration matrix, without making any ad hoc assumptions about its structure, could be of value in modelling future epidemics. Since obtaining an accurate estimate using this method depends on having infection network data, this provides a strong motivation for collecting data on who was infected by whom at the beginning of an epidemic. It should be noted, however, that the method presented here for employing the infection network in estimating the next-generation matrix, as well as the bootstrap CIs computed by simulations, depend on the assumption that the sampling of the real infection network is random. To the extent that this is not the case, for example if disproportionate fractions of infections among particular pairs of age groups are made in contexts in which they are more likely to be identified than others (for example infection in a school class as opposed to infection on a public bus), the available infection network, and hence the estimated next-generation matrix, will be biased. Our bootstrap CIs account for uncertainty stemming from random sampling, but not for uncertainty stemming from systematic biases in sampling.
In comparing the observed incidence curves in three age groups with simulations of the three age group model, certain deviations of the data from the model were noted in the young adult age group, which were hypothesized to be related to outbreaks among soldiers. This demonstrates an important role of modelling in the study of an epidemic: deviations between a fitted model and the observed data can alert us to significant factors which were neglected by the model, and which may need to be taken into consideration in mitigation efforts.
An inherent limitation of the data at the beginning of an epidemic is the fact that although it is possible to estimate R e ¼ R 0 S 0 /N, these data are insufficient to estimate R 0 and S 0 separately. In other words it is impossible to know what the real reproduction number R 0 is and what the fraction of susceptible S 0 in the population is. Without knowledge of these quantities one cannot predict the unfolding of the epidemic at later stages and in particular its final size [40] . In
Modelling the initial phase of epidemics G. Katriel et al. 865 order to make such predictions it is necessary to find an independent method to estimate either R 0 or S 0. For example, serological tests of random sample of the population could potentially be used to estimate S 0 . This suggests the need for increasing standard surveillance efforts by ensuring inclusion of basic serological testing of the population, performed at the beginning of the epidemic. Using estimates of S 0 (which could vary in different age groups), together with the modelling approach presented here, one could project forward in time to estimate the course of the epidemic and study possible interventions through simulation. we obtain
Moreover, in the Bayesian approach, it is easy to find the 95% CI, that is an interval of R e 's on which 95 per cent of the probability is concentrated. Choosing this interval to be [R 
