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RESUMO
As questo˜es relativas a` qualidade do ar teˆm se tornado cada vez mais importantes, uma vez que
va´rios problemas de sau´de decorrem da poluic¸a˜o atmosfe´rica. Ale´m disso, a poluic¸a˜o do ar con-
tribui para a degradac¸a˜o do meio ambiente e, consequentemente, para o agravamento do efeito
estufa. Dessa forma, diversos estudos adotando te´cnicas estatı´sticas teˆm sido realizados, com o
intuito de contribuir na tomada de deciso˜es dos agentes pu´blicos e privados no que diz respeito
ao combate a` poluic¸a˜o, a` prevenc¸a˜o de altas concentrac¸o˜es e a` formulac¸a˜o de legislac¸o˜es para
esse fim. Uma das metodologias estatı´sticas adotadas e´ a ana´lise de componentes principais
(ACP) cla´ssica, sendo a mesma utilizada para o redimensionamento de rede, em ana´lises de
cluster, em ana´lise de regressa˜o, entre outros. No entanto, observa-se que, entre os estudos
que teˆm adotado a ACP cla´ssica, uma caracterı´stica comum e´ negligenciar a heteroscedasti-
cidade condicional e/ou a presenc¸a de outliers aditivos, que pode levar a` resultados espu´rios
(enganosos), uma vez que a matriz de autocovariaˆncia estimada pode ser viesada (estimada in-
corretamente). Nota-se que as se´ries temporais relacionadas a` poluic¸a˜o atmosfe´rica tendem a`
apresentar heteroscedasticidade condicional e outliers aditivos. Assim, o primeiro artigo desta
tese propoˆs aplicar um filtro multivariado VARFIMA-GARCH aos dados originais e utilizar a
ACP cla´ssica sobre os resı´duos do modelo VARFIMA-GARCH. Com esse modelo, buscou-se
filtrar, ale´m da volatilidade, a correlac¸a˜o temporal e o comportamento de memo´ria longa. A
aplicac¸a˜o da ACP sobre os resı´duos do modelo VARFIMA-GARCH mostrou-se mais coerente
com as caracterı´sticas ambientais da Regia˜o da Grande Vito´ria (RGV), Espı´rito Santo, Brasil,
do que a aplicac¸a˜o usando os dados originais. No segundo artigo, que e´ a principal contribuic¸a˜o
desta tese, a te´cnica de componentes principais com volatilidade (PVC), proposta por Hu e Tsay
(2014), foi estendida para uma abordagem robusta (RPVC), a fim de capturar a volatilidade
presente nos processos temporais multivariados, mas, levando-se em considerac¸a˜o os efeitos
de outliers aditivos sobre a covariaˆncia condicional, uma vez que esses outliers podem mas-
carar (“esconder”) a heteroscedasticidade condicional ou, ate´ mesmo, produzir efeitos vola´teis
espu´rios, quando os dados na˜o apresentarem volatilidade. O me´todo RPVC proposto melhorou
as predic¸o˜es dos picos de concentrac¸a˜o de MP10, na estac¸a˜o de Laranjeiras, RGV.
Palavras-chave: Ana´lise de Componentes Principais. Heteroscedasticidade Condicional. Outli-
ers. Robustez. Poluic¸a˜o do Ar.
ABSTRACT
Issues relating to air quality have become increasingly important, since many health problems
come from air pollution. In addition, air pollution contributes to the degradation of the environ-
ment, contributing to the greenhouse effect. Thus, several studies adopting technical statistics
have been conducted in order to contribute in the making of public and private actors with re-
gard to combating pollution, prevention of high concentrations and formulation of laws for this
purpose. The classical principal component analysis (PCA) is a statistical methodologies adop-
ted. The PCA is used for dimensional reduction, cluster analysis, regression analysis, among
others. However, among the studies that have adopted the classical PCA, a common feature is
to neglect the conditional heteroscedasticity and/or the presence of additive outliers, which may
lead to spurious results (misleading), since the estimated autocovariance matrix may be biased
(estimated incorrectly). It is possible to note that the time series related to air pollution tend
to present conditional heteroscedasticity and additive outliers. Then, the first paper of this the-
sis proposed to apply a multivariate filter VARFIMA-GARCH to the original data and use the
classical PCA on residuals of the VARFIMA-GARCH model. Besides the volatility, this model
was used to filter the temporal correlation and the long memory behavior. The application of
the PCA on the residuals of the VARFIMA-GARCH model was more consistent with the en-
vironmental characteristics of the Greater Victoria Region (GVR), Espı´rito Santo, Brazil, than
the application using the original data The second paper, that is the core of this thesis, the tech-
nique of principal volatility components (PVC), proposed by Hu e Tsay (2014), was extended
for a robust approach (RPVC), in order to capture the volatility present in the multivariate time
processes, but considering the effects of additive outliers on conditional covariance, since these
outliers may mask (“hide”) the conditional heteroscedasticity or even produce spurious volati-
lity. The proposed RPVC improved the predictions of PM10 exceedance days in the Laranjeiras
station, in the GVR.
Keywords: Principal Component Analysis. Conditional Heteroscedasticity. Outliers. Robust-
ness. Air Pollution.
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1 INTRODUC¸A˜O
A intensificac¸a˜o do processo de industrializac¸a˜o ocorrida no se´culo XIX, aliado ao cres-
cimento populacional, especialmente, o crescimento da populac¸a˜o urbana em detrimento da
rural, vem aumentando as preocupac¸o˜es dos governos, sejam locais ou centrais, relacionadas
a` protec¸a˜o do meio ambiente. Em relac¸a˜o a` poluic¸a˜o do ar, de acordo com Vingarzan (2004)
e Oltmans et al. (2006), em diversas partes do mundo essa vem crescendo em func¸a˜o, princi-
palmente, da industrializac¸a˜o, da urbanizac¸a˜o e da queima de combustı´veis fo´sseis. Conforme
Gramsch et al. (2006), dado que a poluic¸a˜o atmosfe´rica e´ mais concentrada em a´reas urbanas
e industriais, os esforc¸os de monitoramento da qualidade do ar sa˜o maiores nessas a´reas ou
regio˜es.
As questo˜es relativas a` qualidade do ar teˆm se tornado cada vez mais importantes, uma vez
que va´rios problemas de sau´de esta˜o relacionados a` poluic¸a˜o atmosfe´rica, entre eles: asmas, re-
nites, ardor nos olhos, cansac¸o, tosse seca, doenc¸as cardiovasculares e pulmonares, insuficieˆncia
cardı´aca, e, etc. Autores como Brunekreef e Holgate (2002), Maynard (2004), World Health
Organization (2005), Curtis et al. (2006), entre outros, demonstraram a relac¸a˜o entre os poluen-
tes legislados (partı´culas inala´veis com diaˆmetro menor que 10 microˆmetros (MP10), mono´xido
de carbono (CO), dio´xido de enxofre (SO2), o´xidos de nitrogeˆnio (NOX) e ozoˆnio (O3)) e os
problemas de sau´de. No ano de 2012, por exemplo, a morte de 4,3 milho˜es pessoas foi atribuı´da
a` poluic¸a˜o atmosfe´rica (WORLD HEALTH ORGANIZATION, 2014). Ale´m disso, a poluic¸a˜o
do ar contribui para a degradac¸a˜o do meio ambiente, contribuindo para o agravamento do efeito
estufa.
Nesse contexto, vale dizer que a economia capixaba (na qual esta´ inserida a a´rea de estudo
desta pesquisa) vem crescendo fortemente no decorrer dos u´ltimos anos, especialmente, a partir
de 2003, inclusive com taxas de crescimento do Produto Interno Bruto (PIB) superiores a` me´dia
nacional. Com isso, diversas indu´strias e empresas se instalaram ou ampliaram suas instalac¸o˜es
no estado, principalmente, na Regia˜o da Grande Vito´ria1 (RGV, regia˜o de estudo desta pes-
quisa), o que tende, consequentemente, a elevar o nı´vel de poluic¸a˜o atmosfe´rica, mesmo exis-
tindo diversas regulamentac¸o˜es impostas pelos o´rga˜os de controle ambiental a` essas indu´strias
e empresas. Ale´m disso, o crescimento da frota de veı´culos, o maior consumo de energia, e,
etc., tambe´m contribuem para a maior emissa˜o de poluentes na regia˜o.
Destaca-se aqui que, no ano de 2010, a populac¸a˜o do Espı´rito Santo era de 3.514.952 (INS-
TITUTO BRASILEIRO DE GEOGRAFIA E ESTATI´STICA, 2014). Desse total, 1.687.704
estava residindo na regia˜o metropolitana do estado, que e´ composta pelos municı´pios da Grande
Vito´ria, mais Funda˜o e Guarapari. Tomando-se somente a Grande Vito´ria, a populac¸a˜o chegou a
1.565.393, o que representa cerca de 45% da populac¸a˜o capixaba. Logo, uma vez que Gramsch
1A Regia˜o da Grande Vito´ria e´ formada por cinco municı´pios, a saber: Cariacica, Serra, Viana, Vila Velha e
Vito´ria.
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(2006) descreveu que a maior concentrac¸a˜o de poluentes esta´ nas a´reas urbanas e industriais,
aproximadamente 45% da poluc¸a˜o capixaba foi fortemente afetada pelas emisso˜es de poluic¸a˜o
na atmosfera.
De acordo com o Inventa´rio de Emisso˜es Atmosfe´ricas da Regia˜o da Grande Vito´ria2 (ECO-
SOFT CONSULTORIA E SOFTWARES AMBIENTAIS, 2011), essa regia˜o possui diferentes
fontes de poluentes tais como as originarias de: vias de tra´fego, indu´strias de diversos seguimen-
tos, portos, aeroportos, emisso˜es residenciais e comerciais, entre outras. Para monitorar a qua-
lidade do ar da Grande Vito´ria existem oito estac¸o˜es de monitoramento (para ver a distribuic¸a˜o
destas estac¸o˜es na RGV observar item 4.4), que sa˜o de propriedade do Instituto Estadual do
Meio Ambiente e Recursos Hı´dricos (IEMA). Baseando-se nos padro˜es de qualidade do ar
estabelecidos pela Resoluc¸a˜o no 03, de junho de 1990, do Conselho Nacional do Meio Ambi-
ente (CONAMA, 1990), a Secretaria de Estado de Meio Ambiente e de Recursos Hı´dricos do
Espı´rito Santo (SEAMA) faz o acompanhamento online da qualidade do ar da RGV.
O Governo do Estado do Espı´rito Santo, por meio do Decreto no 3463-R, de 16 de dezembro
de 2013 (GOVERNO DO ESTADO DO ESPI´RITO SANTO, 2013), estabeleceu os padro˜es
estaduais de qualidade do ar. Ale´m dos padro˜es ja´ descritos e estabelecidos na Resoluc¸a˜o CO-
NAMA n◦ 03/90 (excessa˜o feita a` fumac¸a), foram incluı´dos o material particulado com diaˆmetro
aerodinaˆmico equivalente de corte igual a 2,5 µg/m3 e as partı´culas sedimentadas (poeira se-
dimentada). Ale´m disso, o decreto inseriu o conceito de Metas Intermedia´rias (MI), que sa˜o
estabelecidas como valores tempora´rios a serem cumpridos em etapas, visando a` melhoria gra-
dativa da qualidade do ar, e Padro˜es Finais (PF), que representam os alvos de longo prazo. No
mais, foram criadas treˆs MI que levam ao gradual atendimento dos padro˜es finais, estabeleci-
dos com base nas diretrizes da Organizac¸a˜o Mundial de Sau´de (OMS) para os poluentes de
interesse investigados por essa organizac¸a˜o. Estrate´gia semelhante a` adotada pelo estado de
Sa˜o Paulo, em abril de 2013 (para mais detalhes ver Instituto Estadual de Meio Ambiente e
Recursos Hı´dricos do Estado do Espı´rito Santo (2014)). Os padro˜es nacionais e estaduais de
qualidade do ar e as diretrizes da OMS podem ser verificados na Tabela 1, Subsec¸a˜o 3.1.
Nos estudos recentes relacionados com a poluic¸a˜o do ar, especial atenc¸a˜o tem sido dada aos
modelos matema´ticos chamados modelos receptores, que adotam medidas de concentrac¸o˜es dos
poluentes nos receptores, com o intuito de identificar suas fontes e, consequentemente, estimar
qual a contribuic¸a˜o de cada fonte identificada em termos de massa total, tais como PM10, SO2,
entre outros (SEINFELD; PANDIS, 2006). Na literatura, os modelos receptores mais estudados
sa˜o: balanc¸o quı´mico de massa (BQM), ana´lise multivariada, ana´lise de componentes principais
(ACP), ana´lise fatorial (AF), regressa˜o linear mu´ltipla, ana´lise de cluster, fatorac¸a˜o da matriz
positiva (FPM), entre outros (WATSON et al., 2002).
Em relac¸a˜o a` ACP cla´ssica, a ideia central e´ decompor um vetor aleato´rio k-dimensional em
k componentes na˜o correlacionados contemporaneamente, de acordo com a quantidade de vari-
abilidade explicada por esses componentes. Ale´m de ser adotada para a reduc¸a˜o de dimensa˜o de
2O inventa´rio realizado refere-se ano de 2009.
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um conjunto de dados, a ACP tem sido amplamente utilizada nas seguintes te´cnicas: ana´lise fa-
torial, ana´lise de cluster, ana´lise de correlac¸a˜o canoˆnica, ana´lise discriminante, regressa˜o linear
e na˜o-linear, entre outras. No entanto, entre os estudos que adotaram (ou adotam) a aborda-
gem ACP, no domı´nio do tempo, uma caracterı´stica comum e´ negligenciar a dependeˆncia dos
dados3. Pore´m, em sua forma cla´ssica, tal te´cnica pressupo˜e que os dados sejam indepen-
dentes (ANDERSON, 2003; JOHNSON; WICHERN, 2007). Zamprogno (2013) demonstrou,
empiricamente, que as ana´lises estatı´sticas podem ser espu´rias quando a te´cnica de ACP for
aplicada a` se´ries temporais multivariadas com forte correlac¸a˜o temporal. Assim, o autor propoˆs
a utilizac¸a˜o do modelo vetorial autorregressivo fraciona´rio integrado de me´dias mo´veis (VAR-
FIMA), para filtrar as se´ries temporais originais e, enta˜o, aplicar a te´cnica de ACP sobre resı´duos
(ruı´dos brancos) do modelo VARFIMA. O filtro permitiu corrigir e amenizar os problemas. No
entanto, em relac¸a˜o a` correlac¸a˜o cruzada entre os componentes, por exemplo, mesmo apo´s a
aplicac¸a˜o do filtro, permaneceram correlac¸o˜es significativas. Segundo Zamprogno (2013), isso
pode ser decorreˆncia da estrutura de heterogeneidade dos dados.
Vale destacar que, conforme Ding, Granger e Engle (1993), uma se´rie temporal pode ser
serialmente na˜o correlacionada, pore´m ser dependente no tempo. Isso porque, de acordo com
os autores, se uma se´rie e´ um processo independente e identicamente distribuı´do (i.i.d.), qual-
quer transformac¸a˜o da mesma tambe´m deveria ser i.i.d. (por exemplo, as formas absoluta e
quadra´tica do processo). Para exemplificar essa caracterı´stica, Baillie, Bollerslev e Mikkelsen
(1996) relataram que os retornos dos ativos em determinados mercados especulativos sa˜o pouco
correlacionados, mas na˜o independentes ao longo do tempo, dado que a maioria dos retornos
tende a apresentar forte volatilidade temporal.
Conforme Hu e Tsay (2014), ale´m da correlac¸a˜o temporal, outro ponto importante tem sido
negligenciado nas ana´lises de componentes principais, a saber: a heterocedasticidade condi-
cional ou volatilidade4. Isto e´, a te´cnica de ACP na˜o leva em conta a dependeˆncia dinaˆmica
entre os processos estoca´sticos com volatilidade. Conforme Matteson e Tsay (2011), os com-
ponentes principais sa˜o contemporaneamente na˜o correlacionados. Entretanto, as correlac¸o˜es
transversais defasadas podem ser diferentes de zero, as correlac¸o˜es condicionais podem ser dife-
rentes de zero e as correlac¸o˜es cruzadas de transformac¸o˜es na˜o lineares, tais como os processos
quadra´ticos, podem ser diferentes de zero.
Nesse contexto, nota-se que as se´ries relacionadas a` poluic¸a˜o atmosfe´rica tendem a apresen-
tar, ale´m de correlac¸a˜o temporal, forte volatilidade ao longo do tempo, em func¸a˜o, por exem-
plo, das variac¸o˜es atmosfe´ricas, que fazem com que os nı´veis de poluic¸a˜o oscilem fortemente
durante o dia. Assim, a aplicac¸a˜o da ACP cla´ssica ou, ate´ mesmo, da te´cnica de ACP apo´s a
3Cabe mencionar que, Milionis e Davies (1994) ja´ destacavam que, a` e´poca, os estudos que utilizam se´ries
temporais, no contexto da poluic¸a˜o do ar, ainda davam pouca atenc¸a˜o para algumas propriedades importantes que
envolvem tais se´ries, como: estacionariedade, regressa˜o espu´ria, quebras estruturais, causalidade, cointegrac¸a˜o,
dentre outros. Algumas dessas falhas foram corrigidas, pore´m, algumas persistem.
4A volatilidade pode ser entendida como o desvio padra˜o condicional da se´rie (MATTESON; TSAY, 2011).
De forma geral, a volatilidade pode ser vista como uma grande variabilidade das se´ries temporais em torno da sua
me´dia, sendo tal volatilidade condicional no tempo.
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adoc¸a˜o do filtro VARFIMA, na˜o seria suficiente para remover a heterocedasticidade condicional
das se´ries, o que pode gerar resultados espu´rios (ou enganosos). Dessa forma, o primeiro artigo
desta tese, denominado “Principal component analysis in multivariate time series with conditi-
onal heteroscedasticity and long memory: an application to air pollution in the Greater Vito´ria
Region, Espı´rito Santo, Brazil”, propoˆs aplicar um filtro multivariado VARFIMA-GARCH nos
dados originais e utilizar a ACP cla´ssica sobre os resı´duos do modelo VARFIMA-GARCH.
Com esse modelo, buscou-se filtrar, ale´m da volatilidade, a correlac¸a˜o temporal e o comporta-
mento de memo´ria longa.
Ressalta-se que, os dados de poluic¸a˜o do ar podem conter observac¸o˜es influenciadas por even-
tos externos (nı´veis de concentrac¸a˜o acima do padra˜o me´dio), conhecidas na literatura estatı´stica
como outliers5. Como exemplo, dado o posicionamento geogra´fico das grandes indu´strias da
RGV em relac¸a˜o a`s conglomerados urbanos, dependendo da direc¸a˜o do vento, uma pluma de
poluic¸a˜o pode se deslocar e produzir altos nı´veis de poluic¸a˜o em certa localidade da regia˜o. Es-
sas observac¸o˜es sa˜o importantes para explicar as caracterı´sticas ambientais das se´ries temporais
e na˜o podem ser removidas nas ana´lises estatı´sticas. Contudo, tais observac¸o˜es atı´picas podem
provocar se´rios problemas para algumas func¸o˜es estatı´sticas, como a me´dia, o desvio-padra˜o e a
variaˆncia condicional. No mais, uma vez que a estimativa dos modelos de se´ries temporais esta´
conectado com essas func¸o˜es, o modelo estimado final pode ser fortemente afetado por grandes
valores da se´rie.
Assim, no segundo artigo, denominado “Robust principal volatility component analysis: an
application to air pollution in the Greater Vito´ria Region, Espı´rito Santo, Brazil”, e que e´ a
principal contribuic¸a˜o desta tese, a te´cnica de componentes principais com volatilidade (PVC),
proposta por Hu e Tsay (2014), foi estendida para uma abordagem robusta (RPVC), a fim de
capturar a volatilidade presente nos processos temporais multivariados, mas, levando-se em
considerac¸a˜o os efeitos de outliers aditivos sobre a covariaˆncia condicional, uma vez que esses
outliers podem mascarar (“esconder”) a heterocedasticidade condicional ou, ate´ mesmo, produ-
zir efeitos vola´teis espu´rios, quando os dados na˜o apresentarem volatilidade (FRANKE, 2014;
DIJK; FRANSES; LUCAS, 1999; CARNERO; PEN˜A; RUIZ, 2007).
Por fim, destaca-se que, quatro trabalhos adicionais foram desenvolvidos e serviram de su-
porte para os dois principais artigos desta tese (descritos no para´grafo anterior). Esses trabalhos
esta˜o apresentados no Capı´tulo 8, “Apeˆndice: estudos adicionais”. O primeiro, denominado
“Previsa˜o da concentrac¸a˜o de ozoˆnio na Regia˜o da Grande Vito´ria, Espı´rito Santo, Brasil, uti-
lizando o modelo ARMAX-GARCH”, foi publicado na Revista Brasileira de Meteorologia. O
objetivo foi estimar e prever a concentrac¸a˜o hora´ria de ozoˆnio na RGV, Espı´rito Santo, Brasil,
utilizando o modelo ARMAX-GARCH, para o perı´odo 01/01/2011 a 31/12/2011. Foram utili-
zados dados da rede de monitoramento do IEMA, sendo escolhidas treˆs estac¸o˜es: Laranjeiras,
Enseada do Sua´ e Cariacica. Adotou-se alguns paraˆmetros medidos nas estac¸o˜es como varia´veis
explicativas da concentrac¸a˜o de ozoˆnio, a saber: temperatura, umidade relativa, velocidade do
5Em estatı´stica, um outlier e´ uma observac¸a˜o que esta´ distante das outras observac¸o˜es em um se´rie de dados.
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vento e concentrac¸a˜o de dio´xido de nitrogeˆnio. Essas varia´veis foram significativas e melhora-
ram a estimativa do modelo ajustado. As previso˜es hora´rias para o dia 31/12/2011 revelaram-se
muito pro´ximas dos valores observados, sendo que as estimativas, em geral, seguiram a tra-
jeto´ria dia´ria da concentrac¸a˜o de ozoˆnio. No mais, em comparac¸a˜o aos modelos ARMA e AR-
MAX, o modelo ARMAX-GARCH revelou-se mais eficaz na predic¸a˜o de episo´dios de poluic¸a˜o
de ozoˆnio (concentrac¸a˜o hora´ria superior a 80 µg/m3), reduziu o nu´mero de falsos alarmes esti-
mados e apresentou menor taxa de ocorreˆncia de episo´dios na˜o detectados.
O segundo artigo adicional, denominado “Impactos das varia´veis meteorolo´gicas na quali-
dade do ar da Regia˜o da Grande Vito´ria, Espı´rito Santo, Brasil”, foi aceito para publicac¸a˜o na
Revista Brasileira de Meteorologia. Esse trabalho objetivou verificar os impactos das varia´veis
meteorolo´gicas temperatura, umidade relativa, velocidade do vento e precipitac¸a˜o sobre a quali-
dade do ar, na RGV, Espı´rito Santo, Brasil, considerando o poluente MP10, por meio do modelo
Logit. O perı´odo de estudo foi de janeiro de 2005 a dezembro de 2010, onde a qualidade do
ar foi classificada como “na˜o boa” e “boa”. Tambe´m foram estimados os efeitos dos dias da
semana e das estac¸o˜es do ano sobre a probabilidade de ocorreˆncia de qualidade do ar “na˜o boa”.
Os resultados demonstraram que os fatores meteorolo´gicos precipitac¸a˜o pluviome´trica e velo-
cidade do vento contribuı´ram significantemente para a reduc¸a˜o da probabilidade de ocorreˆncia
de qualidade do ar “na˜o boa”. Ale´m disso, os resultados simulados mostraram que, durante os
finais de semana, as chances de ocorrer qualidade do ar “na˜o boa” foram fortemente reduzidas
e, nas estac¸o˜es do outono e do inverno, a probabilidade de se verificar qualidade do ar “na˜o
boa” caiu de maneira relevante.
Um terceiro artigo complementar, denominado “Inter-relac¸o˜es entre as concentrac¸o˜es de
ozoˆnio e de dio´xido de nitrogeˆnio na RGV, Espı´rito Santo, Brasil”, foi aceito para publicac¸a˜o
na revista Engenharia Sanita´ria e Ambiental. O artigo verificou as inter-relac¸o˜es entre as
concentrac¸o˜es de O3 e de NO2, na RGV, Espı´rito Santo, Brasil. Adotou-se a metodologia VAR
e o teste de causalidade de Granger. Os resultados revelaram que as concentrac¸o˜es de O3 e de
NO2 da regia˜o (estac¸a˜o) de Laranjeiras foram as menos afetadas por concentrac¸o˜es de outras
estac¸o˜es. Dada a` localizac¸a˜o, as concentrac¸o˜es de O3 e NO2 da Enseada´ do Sua´ tiveram signi-
ficativa influeˆncia de outras regio˜es, especialmente de Jardim Camburi, Ibes e Vito´ria-Centro.
A concentrac¸a˜o de ozoˆnio na regia˜o do Ibes foi fortemente influenciada pelas concentrac¸o˜es de
O3 e de NO2 da Enseada do Sua´. Ale´m disso, as concentrac¸o˜es de Cariacica sofreram impac-
tos relevantes das concentrac¸o˜es da Enseada do Sua´, provavelmente devido a` direc¸a˜o do vento
Norte/Nordeste, predominante na RGV.
O quarto artigo adicional, denominado “Robust factor modeling for high-dimensional time
series: an application to air pollution data”, foi enviando para avaliac¸a˜o no journal Compu-
tational Statistics and Data Analysis. Esse artigo considerou a modelagem fatorial para se´ries
tempotais de alta dimensa˜o, na presenc¸a de outliers aditivos, propondo uma variante robusta
dos me´todos de estimac¸a˜o de Lam e Yao (2012). O estimador do nu´mero de fatores foi obtido
pela ana´lise de autovalores de uma matriz na˜o-negativa definida robusta, isto e´, uma matriz de
covariaˆncia robusta. Algumas propriedades assinto´ticas dos valores pro´prios robustos foram de-
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rivadas. Em particular, demonstrou-se que os autovalores da matriz covariaˆncia robusta estima-
tiva tem a mesma taxa de convergeˆncia do que os autovalores da matriz de covariaˆncia cla´ssica
estimada. Simulac¸o˜es, para amostras finitas, foram realizadas para analisar a performance do
estimador robusto do nu´mero de fatores, sob os cena´rios de se´ries temporais multivariadas con-
taminadas e na˜o contaminadas. Como exemplo de aplicac¸a˜o, a ana´lise factorial robusta foi
utilizada para identificar o comportamento do poluente MP10, na RGV, Brasil, com o objetivo
de reduzir a dimensionalidade dos dados e produzir boas previso˜es para os nı´veis de poluic¸a˜o
do MP10.
Este trabalho esta´ estruturado da seguinte forma: ale´m desta introduc¸a˜o, o Capı´tulo 2 apre-
senta os objetivos da pesquisa. O Capı´tulo 3 destina-se a` revisa˜o de literatura. No Capı´tulo 4
sa˜o apresentados os materiais e me´todos. O Capı´tulo 5 refere-se aos principais resultados e dis-
cusso˜es, descritos em forma de dois artigos. As concluso˜es gerais esta˜o descritas no Capı´tulo
6. O Capı´tulo 7 destina-se as refereˆncias. Por fim, no Capı´tulo 8, quatro estudos adicionais
sa˜o apresentados, sendo que os mesmos serviram de suporte para os resultados principais da
pesquisa.
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2 OBJETIVOS
2.1 OBJETIVO GERAL
Este trabalho teve como objetivo geral estudar a te´cnica de componentes principais em se´ries
temporais multivariadas com heteroscedasticidade condicional e outliers, com aplicac¸a˜o para a
poluic¸a˜o do ar, na Regia˜o da Grande Vito´ria, Espı´rito Santo.
2.2 OBJETIVOS ESPECI´FICOS
De forma especı´fica, pretendeu-se:
a) Estudar empiricamente as propriedades da te´cnica de ACP em se´ries temporais multiva-
riadas com heterocedasticidade condicional e memo´ria longa;
b) Estudar empiricamente as propriedades da te´cnica de PVC em se´ries temporais multiva-
ridas na presenc¸a de outliers;
c) Aplicar o filtro VARFIMA-GARCH aos dados amostrais antes de aplicar a te´cnica de
ACP cla´ssica;
d) Aplicar a te´cnica de PVC considerando a estimac¸a˜o robusta na presenc¸a de outliers aditi-
vos.
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3 REVISA˜O DE LITERATURA
3.1 POLUIC¸A˜O ATMOSFE´RICA
A Resoluc¸a˜o no 03, de junho de 1990, do Conselho Nacional do Meio Ambiente (CONAMA,
1990), caracteriza como poluente atmosfe´rico qualquer forma de mate´ria ou energia com in-
tensidade e em quantidade, concentrac¸a˜o, tempo ou caracterı´sticas em desacordo com nı´veis
estabelecidos, e que tornem ou possam tornar o ar: i) impro´prio, nocivo ou ofensivo a` sau´de; ii)
inconveniente ao bem-estar pu´blico; iii) danoso aos materiais, a` fauna e a flora; e, iv) prejudicial
a` seguranc¸a, ao uso e ao gozo da propriedade e a`s atividades normais da comunidade.
No que tange a`s emisso˜es de poluentes, essas podem ser classificadas em antropogeˆnicas e
naturais. Quanto a`s antropogeˆnicas, as mesmas sa˜o decorrentes das ac¸o˜es do homem (indu´stria,
transporte, gerac¸a˜o de energia e outras). Ja´ as naturais originam-se de processos naturais, a
saber: emisso˜es vulcaˆnicas, processos microbiolo´gicos, etc. Ale´m disso, os poluentes podem
ser classificados, segundo a sua origem, em prima´rios e secunda´rios. Os prima´rios sa˜o emitidos
diretamente pelas fontes de emissa˜o, como por exemplo: SO2, CO, NOX e hidrocarbonetos
(HC). Ja´ os secunda´rios formam-se na atmosfera por meio da reac¸a˜o quı´mica entre poluentes
prima´rios ou desses com constituintes naturais da atmosfera. Pode-se citar como exemplo: O3
e perido´xido de hidrogeˆnio (H2O2).
Conforme Dallarosa (2005), os poluentes atmosfe´ricos podem ser dividos de forma gene´rica
em treˆs grupos de substaˆncias: so´lidos, lı´quidos e gasosos. Entretanto, em func¸a˜o da grande
interac¸a˜o que ocorre entre essas fases, pode-se restringı´-los a` dois grupos: particulados e gases.
De acordo com Godish (1991), particulados e gases sa˜o a principal forma de ocorreˆncia de
poluentes na atmo´sfera.
A seguir encontra-se uma breve descric¸a˜o dos principais poluentes atmosfe´ricos.
• Dio´xido de enxofre (SO2): ga´s to´xico e incolor, pode ser emitido por fontes naturais ou
por fontes antropogeˆnicas e pode reagir com outros compostos na atmosfera, formando
material particulado de diaˆmetro reduzido;
• Dio´xido de nitrogeˆnio (NO2): ga´s poluente altamente oxidante, sendo que sua presenc¸a
na atmosfera e´ fator proponderante na formac¸a˜o do ozoˆnio troposfe´rico;
• Hidrocarbonetos (HC): compostos formados de carbono e hidrogeˆnio e que podem se
apresentar na forma de gases, partı´culas finas ou gotas;
• Material particulado (MP): mistura complexa de so´lidos com diaˆmetro reduzido. Seus
componentes apresentam caracterı´sticas fı´sicas e quı´micas variadas. Geralmente o ma-
terial particulado e´ classificado de acordo com o diaˆmetro das partı´culas, em func¸a˜o da
relac¸a˜o existente entre diaˆmetro e possibilidade de penetrac¸a˜o no trato respirato´rio;
• Mono´xido de carbono (CO): ga´s inodoro e incolor, formado no processo de queima de
combustı´veis;
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• Ozoˆnio (O3): poluente secunda´rio, formado a partir de outros poluentes atmosfe´ricos, e
altamente oxidante na troposfera (camada inferior da atmosfera).
Vale frisar que, em relac¸a˜o aos padro˜es de qualidade do ar existe uma diferenc¸a entre os va-
lores estabelecidos pela Resoluc¸a˜o CONAMA no 03 e as diretrizes da Organizac¸a˜o Mundial da
Sau´de (OMS), uma vez que as diretrizes da OMS (revisadas em 2005) levam em conta os diver-
sos estudos cientı´ficos realizados a partir de 1990. Ale´m disso, como descrito anteriormente,
o Governo do Estado do Espı´rito Santo, por meio do Decreto no 3463-R, estabeleceu novos
padro˜es de qualidade do ar para o Espı´rito Santo que tambe´m apresentam diferenc¸as quando a`
Resoluc¸a˜o CONAMA no 03. Na Tabela 1 sa˜o apresentados os padro˜es nacionais e estaduais de
qualidade do ar e as diretrizes da OMS. Pode-se verificar a grande discrepaˆncia que ha´ entre os
padro˜es nacionais e as diretrizes da OMS.
3.2 ESTADO DA ARTE SOBRE O USO DA TE´CNICA DE ACP NA POLUIC¸A˜O AT-
MOSFE´RICA
O aumento dos nı´veis de poluic¸a˜o atmosfe´rica ocorrido nos u´ltimos anos tem feito com que,
cada vez mais, os pesquisadores voltem suas atenc¸o˜es para essa problema´tica, que afeta a
populac¸a˜o com um todo. Para isso, novos modelos para ana´lise da poluic¸a˜o do ar teˆm sur-
gido, sendo que esses podem se enquadram em treˆs categorias: modelos receptores; modelos de
dispersa˜o; e, modelos fotoquı´micos. Em relac¸a˜o aos modelos receptores, esses se caracterizam
por adotarem medidas de concentrac¸o˜es dos poluentes nos receptores, com o intuito de identifi-
car suas fontes e, consequentemente, estimar qual a contribuic¸a˜o de cada fonte identificada em
termos de massa total.
23
Tabela 1: Padro˜es nacionais e estaduais de qualidade do ar e diretrizes da OMS
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(24h) 
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10 
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20 
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- - - 
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b
 
- - - 
Note: 1) O tempo de média considerado para o cálculo da concentração do poluente está indicado entre parênteses; e, 2) 
a Não pode ser excedido mais que uma vez por ano; b Média aritmética anual; c Média geométrica anual. 
Fonte: Iema (2014). 
Conforme Watson et al. (2002), os modelos receptores utilizam concentrac¸o˜es ambientais e
a abundaˆncia de componentes quı´micos nas fontes de emissa˜o para quantificar a contribuic¸a˜o
de cada fonte. Ainda, de acordo com Watson et al. (2002), pode-se citar entre os modelos
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receptores: balanc¸o quı´mico de massa (BQM); ACP; ana´lise fatorial (AF); regressa˜o linear
mu´ltipla; redes neurais; ana´lise de cluster; entre outros. Uma vez que o objetivo desta pesquisa
foi analisar a te´cnica de componentes principais na presenc¸a de heteroscedasticidade condi-
cional, esta sec¸a˜o visa descrever alguns estudos que aplicaram a te´cnica de ACP na poluic¸a˜o
atmosfe´rica6.
Henry e Hidy (1979) realizaram uma ana´lise multivariada para dados de sulfato particulado,
meteorolo´gicos e de qualidade do ar, para as cidades de Los Angeles e Nova York, Estados
Unidos. Os autores aplicaram ACP ao conjunto de dados (excluindo o sulfato) produzindo
combinac¸o˜es lineares independentes dos dados originais. Verificou-se que somente treˆs compo-
nentes foram necessa´rios para explicar 50% da variabilidade de todas as varia´veis. A varia´vel
sulfato foi enta˜o regredida contra os componentes independentes. Em Los Angeles, a ACP in-
dicou que os fatores SO2 e de dispersa˜o sa˜o insignificantes para explicar a variabilidade do sul-
fato. Em contrapartida, os fatores associados a` atividade fotoquı´mica e a umidade atmosfe´rica
explicaram mais da metade da variabilidade do sulfato. Em Nova York, um componente fo-
toquı´mico similar foi encontrado. No entanto, os fatores de dispersa˜o e o dio´xido de enxofre
tambe´m contribuı´ram para explicar a variabilidade do sulfato.
Smeyers-Verbeke et al. (1984), por meio da ACP, buscaram demonstrar a variabilidade de
um conjunto de poluentes atmosfe´ricos orgaˆnicos, em quatro cidades holandesas, Terschelling,
Vlaardingen, Delft e Heilevoetsluis, no perı´odo de 1979 a 1981. Tambe´m verificaram a relac¸a˜o
desses poluentes com alguns paraˆmetros meteorolo´gicos, como: velocidade do vento, direc¸a˜o
do vento, temperatura, estac¸a˜o do ano, e, etc. Os autores realizaram cerca de 400 medic¸o˜es para
26 compostos orgaˆnicos gasosos. Em relac¸a˜o aos resultados, esses revelaram que, indepen-
dente da cidade pesquisada, os 26 compostos orgaˆnicos gasosos puderam ser trabalhados por
meio de treˆs componentes principais, que explicaram, aproximadamente, 62% da variabilidade
total dos compostos orgaˆnicos. No mais, relacionando os treˆs componentes principais com os
paraˆmetros meteorolo´gicos, notou-se que os paraˆmetros mais importantes foram a direc¸a˜o do
vento, a velocidade do vento e a estac¸a˜o do ano (inverno versus vera˜o).
A pesquisa de Pio et al. (1991) objetivou detectar as possı´veis fontes de aerosso´is suspensos
na atmosfera, na regia˜o costeira de Aveiro, Portugal. Os dados foram coletados em perı´odos
amostrais de 24 horas, comec¸ando a`s oito horas da manha˜, atendendo a um intervalo de treˆs
dias, para eliminar possı´veis efeitos de fim de semana. No total foram obtidas 43 amostras de
diversos aerosso´is. A ana´lise de componentes principais e a ana´lise de cluster permitiram a
identificac¸a˜o de seis grupos de fontes principais dos aerosso´is atmosfe´ricos: i) cinco regionais
(emissa˜o do solo, transporte, combusta˜o de o´leo diesel, poluentes secunda´rios e a´gua do mar);
e, ii) uma, possivelmente local, que na˜o foi identificada com precisa˜o.
O trabalho de Statheropoulos, Vassiliadis e Pappa (1998) objetivou analisar as concentrac¸o˜es
de CO, NO, NO2, O3, fumac¸a e SO2, por meio da ACP, na cidade de Atenas, Gre´cia. Os dados
6Cabe mencionar que a te´cnica de componentes principais com volatilidade (PVC) foi desenvolvida recente-
mente por Hu e Tsay (2014). Dessa forma, salvo engano, na˜o foram encontrados trabalhos com aplicac¸a˜o dessa
te´cnica, principalmente no que se refere aos estudos sobre poluic¸a˜o atmosfe´rica.
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utilizados referem-se ao perı´odo de 1988 a 1992. A abordagem ACP tambe´m foi aplicada para
as seguintes varia´veis meteorolo´gicas: umidade relativa, temperatura, radiac¸a˜o solar, velocidade
do vento e direc¸a˜o do vento. As ana´lises foram separadas para os perı´odos de vera˜o e inverno.
Os resultados revelaram que os principais componentes extraı´dos a partir da poluic¸a˜o do ar
estavam relacionados a` combusta˜o da gasolina, a` combusta˜o do o´leo diesel e a`s interac¸o˜es com
o ozoˆnio. Em relac¸a˜o a`s varia´veis meteorolo´gicas, os componentes mais importantes foram
relacionados a`s condic¸o˜es de seca (perı´odo de vera˜o) e aos ventos sudoeste de altas velocidades.
Por fim, os autores utilizaram a ana´lise de correlac¸a˜o canoˆnica para determinar a relac¸a˜o entre
os dois diferentes conjuntos de dados. A principal relac¸a˜o ocorreu entre a poluic¸a˜o total e as
altas umidades relativas, em combinac¸a˜o com as baixas velocidades do vento.
Yu e Chang (2000) adotaram a te´cnica de ACP para avaliar a poluic¸a˜o do ar oriunda do
ozoˆnio, no sul de Taiwan, China. O perı´odo de ana´lise foi de 01 de julho de 1993 a 30 de junho
de 1998, sendo que foram analisadas 17 estac¸o˜es de monitoramento. O me´todo de rotac¸a˜o va-
rimax foi aplicado a` ana´lise, para verificar a´reas com caracterı´sticas homogeˆneas em termos de
poluic¸a˜o de ozoˆnio. Os resultados revelaram que o sul de Taiwan pode ser separado em quatro
sub-regio˜es homogeˆneas (quatro componentes principais), no que tange a` poluic¸a˜o via ozoˆnio.
Essas quatro sub-regio˜es responderam por 70,8% da variaˆncia da concentrac¸a˜o de ozoˆnio. Um
ponto interessante e´ que a brisa marı´tima ocidental foi um fator dominante na produc¸a˜o de altas
concentrac¸o˜es de ozoˆnio em muitas das estac¸o˜es. As ana´lises tambe´m revelaram uma similari-
dade dos padro˜es meteorolo´gicos das estac¸o˜es nas mesmas sub-regio˜es.
Guo, Wang e Louie (2004) utilizaram o me´todo de componentes principais/componentes
principais absolutos (CP/CPS), para estudar a poluic¸a˜o atmosfe´rica proveniente dos hidrocar-
bonetos na˜o-metano (HCNM), no perı´odo de janeiro a dezembro de 2001, em dois locais de
Hong Kong, China: Tsuen Wan (TW) e Centro/Ocidental (CW). A ACP identificou quatro mai-
ores fontes de poluic¸a˜o em TW, a saber: emisso˜es dos veı´culos; uso de solvente; ga´s liquefeito
de petro´leo (GLP) ou ga´s natural; e, fontes industriais, comerciais e dome´sticas. Para a regia˜o
Centro/Ocidental foram identificadas cinco fontes principais: uso de solventes; emisso˜es de
veı´culos; ga´s liquefeito de petro´leo (GLP) ou ga´s natural; fontes comerciais, dome´sticas e in-
dustriais; e, emisso˜es biogeˆnicas. No mais, nos dois locais pesquisados, o maior contribuinte
para concentrac¸a˜o de HCNM foi a emissa˜o de poluentes veiculares. Na sequeˆncia vieram o
uso de solventes, o ga´s natural e as fontes comerciais, dome´sticas e industriais, respectiva-
mente.
Lu et al. (2004) propuseram um novo modelo de rede neural que combinou a ana´lise de
componentes principais com a func¸a˜o de base radial (FBR), para prever as concentrac¸o˜es de
material particulado em suspensa˜o, NOX e NO2, na a´rea urbana de Mong Kok, Hong Kong,
China. Os dados das concentrac¸o˜es hora´rias foram relativos ao ano de 2000. A te´cnica de com-
ponentes principais foi adotada para verificar a caracterı´sticas correlacionadas dos poluentes e
das varia´veis meteorolo´gicas, a fim de reduzir o nu´mero de varia´veis de entrada do modelo de
redes neurais. Os resultados demonstraram que a abordagem proposta foi mais via´vel, confia´vel
e eficaz, quando comparada a`s abordagens de redes neurais tradicionais.
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Song et al. (2006) determinaram quais foram as principais fontes de emissa˜o de material par-
ticulado fino (MP2,5), em Pequim (a´rea metropolitana), China, por meio das te´cnicas de ana´lise
de componentes principais/componentes principais absolutos (ACP/APCS) e UNMIX. Os da-
dos foram retirados de uma ana´lise quı´mica de amostras de 24 horas, coletadas em intervalos
de seis dias, nos meses de janeiro, abril, julho e outubro, de 2000. Ambos os modelos iden-
tificaram cinco fontes que contribuı´ram para formac¸a˜o do MP2,5: sulfato secunda´rio e nitrato
secunda´rio; uma fonte mista de combusta˜o do carva˜o e da queima de biomassa; emisso˜es in-
dustriais; escapamento de veı´culos a motor; e, poeira de estrada. Em me´dia, a ACP/APCS e a
UNMIX explicaram 73% e 85% da variaˆncia da concentrac¸a˜o de massa, respectivamente. Es-
ses valores foram similares a`s estimativas realizadas por meio da fatorac¸a˜o da matriz positiva
(FMP) e do BQM. No mais, verificou-se que os aerosso´is secunda´rios e a queima de carva˜o e
biomassa foram os principais determinantes da formac¸a˜o do MP2,5.
Harkat, Mourot e Ragot (2006) sugeriram um sensor de detecc¸a˜o de falhas e isolamento,
para avaliar a rede de monitoramento da qualidade do ar, na cidade de Lorraine, Franc¸a. A
finalidade foi detectar anomalias de funcionamento dos sensores existentes, principalmente,
para a concentrac¸a˜o de ozoˆnio e para os o´xidos de nitrogeˆnio. A abordagem ACP foi adotada
com a finalidade de reduzir a dimensa˜o da rede e lidar com o elevado grau de correlac¸a˜o entre
as varia´veis consideradas. O modelo proposto pelos autores permitiu isolar os sensores com
defeito e estimar as amplitudes das falhas.
Steven e Martin (2006) adotaram modelos de controle para as tendeˆncias de longo prazo e os
efeitos do tempo, em conjunto com a ACP e a ana´lise de componentes principais supervisionada
(ACPS), para estimar a associac¸a˜o entre va´rios poluentes atmosfe´ricos e mortalidade para nove
cidades norte-americanas. A periodicidade dos dados foi dia´ria, correspondendo ao perı´odo de
1987 a 2000. Os autores consideraram cinco poluentes: MP10, O3, SO2, CO e NO2. Tambe´m
utilizaram algumas varia´veis meteorolo´gicas, a saber: temperatura ambiente e temperatura do
ponto de orvalho. De acordo com os autores, a te´cnica de ACPS mostrou-se mais eficaz que a
ACP na identificac¸a˜o correta dos poluentes associados a` mortalidade de cada regia˜o, uma vez
que a ACPS permite separar os poluentes em subconjuntos, ou seja, leva em conta somente os
poluentes que sa˜o importantes na explicac¸a˜o da mortalidade de uma dada regia˜o.
Pires et al. (2009) objetivaram mostrar como a ana´lise de componentes principais pode ser u´til
nas medic¸o˜es redundantes em redes de monitoramento de qualidade do ar. O nu´mero mı´nimo
de estac¸o˜es de monitoramento de qualidade do ar, na regia˜o Metropolitana de Oporto, Portugal,
foi avaliado por ACP, e enta˜o comparado com a legislac¸a˜o vigente. Nove estac¸o˜es de monito-
ramento de NO2, O3 e MP10 foram selecionadas, sendo que o perı´odo de estudo foi de janeiro
de 2003 a dezembro de 2005. Para verificar a persisteˆncia dos resultados da ACP os autores
fizeram uma ana´lise trimestral para os anos de 2003 e 2004. Baseando-se no crite´rio de que
o nu´mero de componentes deve representar pelo menos 90% da variaˆncia dos dados originais,
os autores concluı´ram que somente cinco estac¸o˜es para NO2, treˆs para O3 e sete para MP10
foram necessa´rias para caracterizar a regia˜o em termos de concentrac¸a˜o de poluentes. Assim,
os analisadores de poluentes atmosfe´ricos correspondentes a`s medic¸o˜es redundantes poderiam
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ser instalados em regio˜es na˜o monitoradas, permitindo a ampliac¸a˜o da rede de monitoramento
da qualidade do ar.
Chavent et al. (2009) aplicaram a te´cnica de ACP, juntamente com a te´cnica FMP, para ca-
racterizar e identificar quais elementos quı´micos influenciaram na emissa˜o de MP2,5. Para isso,
65 amostras de MP2,5 foram coletadas na a´rea urbana de Anglet, Franc¸a, no meˆs de dezembro
de 2005. A aplicac¸a˜o, tanto da ACP quanto da FMP, possibilitou a identificac¸a˜o de cinco prin-
cipais fontes de MP2,5, a saber: poeira do solo, veı´culos, indu´stria, combusta˜o e mar. Tambe´m
foi possı´vel verificar que durante o inverno, a fonte combusta˜o predominou sobre a poeira do
solo, em termos de determinac¸a˜o das partı´culas finas.
O estudo de Liu (2009) buscou realizar simulac¸o˜es para a concentrac¸a˜o me´dia de MP10, na
cidade de Ta-Liao, China. O autor adotou o modelo de regressa˜o com erros de se´ries tempo-
rais (RTSE), incluindo uma varia´vel explicativa resultante da ana´lise de componentes principais
para completar a simulac¸a˜o de MP10 (denominada de ”CP trigger”). Para melhorar a previsi-
bilidade de altas concentrac¸o˜es de MP10, foram construı´dos quatro tipos de modelos RTSE:
RTSE sem ACP; ACP4S (levando em conta as cidades vizinhas a Ta-Liao); RTSE PCTL (com
varia´veis meteorolo´gicas e co-poluentes em Ta-Liao); e, RTSE PCTL4S (uma combinac¸a˜o dos
dois u´ltimos modelos). As varia´veis ozoˆnio, temperatura do ponto de orvalho, o´xido de ni-
trogeˆnio, direc¸a˜o do vento e ACP foram significantes nos modelos RTSE na maior parte do
tempo. Os resultados demonstraram que as predic¸o˜es sa˜o melhores quando da presenc¸a da
ACP, sendo que para os modelos mais completos, PC4S ou PCTL4S, a acura´cia das predic¸o˜es
foi ainda maior. Estudos semelhentes foram realizados por Liu e Johnson (2002), Liu e John-
son (2003), Liu (2007) and Liu et al. (2013), no contexto de regressa˜o mu´ltipla e dos modelos
Box-Jenkins de se´ries temporais.
Yoo et al. (2011) avaliaram e caracterizaram as emisso˜es de black carbon, material particu-
lado (MP10 e MP2,5) e outros poluentes gasosos, em uma a´rea industrial, da cidade de Incheon,
China, por meio das te´cnicas de ACP, ana´lise de cluster e ana´lise de correlac¸a˜o. A ana´lise
de componentes principais produziu quatro componentes que revelaram informac¸o˜es a respeito
das concentrac¸o˜es de poluentes e suas fontes de emissa˜o. Por exemplo, o primeiro componente
principal (ACP1) apresentou forte concentrac¸a˜o de MP10, MP2.5, CO e benzeno, ale´m de ter
demonstrado forte associac¸a˜o com fontes de emisso˜es veiculares e industriais. O ACP2 teve
alta concentrac¸a˜o de NO2 e black carbon, tendo maior relac¸a˜o com as emisso˜es de veı´culos
tais como: oˆnibus, vans, ta´xis, carros, motocicletas e caminho˜es. O ACP3 mostrou elevada
concentrac¸a˜o de tolueno e xileno e o ACP4 de SO2. Por fim, os resultados sugeriram que a
gesta˜o apropriada das emisso˜es veiculares, juntamente com o controle da poluic¸a˜o industrial,
torna-se fundamental para o controle das partı´culas de MP2.5 e dos gases poluentes, incluindo
benzeno, tolueno, etil-benzeno e xilenos.
Dominick et al. (2012) investigaram as possı´veis fontes de poluentes atmosfe´ricos e seus
padro˜es espaciais em oito estac¸o˜es de monitoramento da qualidade do ar, na Mala´sia, para um
banco de dados de dois anos (2008 e 2009). Os poluentes e as varia´veis meteorolo´gicas utiliza-
das foram: ozoˆnio, mono´xido de carbono, o´xido de nitrogeˆnio, dio´xido de nitrogeˆnio, dio´xido
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de enxofre, MP10, temperatura ambiente, umidade relativa e velocidade do vento. Tambe´m se
trabalhou com o I´ndice de Poluic¸a˜o do Ar (IPA) da Mala´sia. Utilizou-se a ana´lise de cluster
aglomerativo hiera´rquico (ACAH) para avaliar os padro˜es espaciais (construc¸a˜o dos clusters),
a ACP para determinar as principais fontes de poluic¸a˜o do ar e a ana´lise de regressa˜o mu´ltipla
verificar o percentual de contribuic¸a˜o de cada poluente. A abordagem ACAH agrupou as oito
estac¸o˜es em treˆs clusters. A ACP revelou que as maiores fontes de poluic¸a˜o do ar foram:
veı´culos a motor, avio˜es, indu´strias e a´reas de alta densidade populacional. A ana´lise de re-
gressa˜o mostrou que o MP10 foi o poluente que mais contribui para a variabilidade do IPA, em
todas as estac¸o˜es. Ale´m disso, verificou-se que o mono´xido de carbono foi o poluente que mais
influenciou na alta concentrac¸a˜o de MP10. Os fatores meteorolo´gicos tambe´m influenciaram na
concentrac¸a˜o de MP10.
Rajab, MatJafri e Lim (2013) combinaram o modelo de regressa˜o linear mu´ltiplo e o me´todo
de ACP para obter uma equac¸a˜o de regressa˜o da concentrac¸a˜o de ozoˆnio contra algumas varia´veis
preditoras, a saber: temperatura da superfı´cie do ar (TSA), mono´xido de carbono, metano
(CH4), vapor de a´gua (H2O-vapor), temperatura da superfı´cie da pele (TSP), temperatura am-
biente (T), umidade relativa (UR) e pressa˜o de superfı´cie me´dia (PSM). O estudo foi realizado
para algumas regio˜es da Mala´sia e considerou o perı´odo de janeiro de 2003 a dezembro de
2008. Nesse caso, o me´todo de ACP, por meio da rotac¸a˜o varimax, foi utilizado para construir
subconjuntos das varia´veis preditoras, com o intuito de melhorar a acura´cia das estimativas do
modelo de regressa˜o. Os resultados indicaram que as concentrac¸o˜es de ozoˆnio foram correlaci-
onadas negativamente com CH4, H2O-vapor, RH e PSM, e positivamente relacionadas com CO,
TSA, TSP e TA. Ale´m disso, os valores estimados para a concentrac¸a˜o de ozoˆnio foram muito
pro´ximos dos valores observados para o ano de 2009 (ano escolhido para verificar o ajuste dos
modelos).
Ressalta-se aqui que, conforme descrito anteriormente, o me´todo de ACP pressupo˜e, em
sua forma cla´ssica, que haja independeˆncia dos dados (ANDERSON, 2003; JOHNSON; WI-
CHERN, 2007). No entanto, as varia´veis relacionadas a` poluic¸a˜o atmosfe´rica apresentaram,
em geral, correlac¸a˜o temporal. Nesse contexto, observa-se que as pesquisas apresentadas na˜o
levaram em conta esse aspecto na aplicac¸a˜o da ACP, o que pode ter comprometido os resul-
tados encontrados. Zamprogno (2013), por exemplo, demonstrou, empiricamente, ana´lises es-
tatı´sticas espu´rias quando a te´cnica de ACP foi aplicada a` se´ries temporais multivariadas com
forte correlac¸a˜o temporal. O autor propoˆs a utilizac¸a˜o do modelo VARFIMA, para filtrar as
se´ries temporais referentes a` poluic¸a˜o atmosfe´rica, na RGV, e aplicou a te´cnica de ACP aos
resı´duos (ruı´dos brancos) desse modelo. Souza et al. (2014) utilizaram o modelo aditivo gene-
ralizado, em combinac¸a˜o com a te´cnica de ACP sobre os dados filtrados pelo modelo VAR, para
analisar a associac¸a˜o entre as concentrac¸o˜es de algunas poluentes atmosfe´ricos e as internac¸o˜es
de crianc¸as com problemas respirato´rios, na RGV. Melo et al. (2015) combinaram o modelo
de regressa˜o logı´stica com a ACP, a fim de estimar o risco relativo entre as concentrac¸o˜es de
material particulado e o incoˆmodo percebido pela populac¸a˜o da RGV. Os autores tambe´m fil-
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traram a correlac¸a˜o tamporal, por meio no modelo VAR, antes de aplicar a te´cnica de PCA7.
Por fim, mesmo que Zamprogno (2013), Souza et al. (2014) e Melo et al. (2015) tenham fil-
trado a correlac¸a˜o temporal dos dados, para posterior aplicac¸a˜o da ACP, conforme discutido na
introduc¸a˜o, tal te´cnica tambe´m tem negligenciado a heterocedasticidade condicional dos dados
(HU; TSAY, 2014), sendo esse o foco principal desta pesquisa.
7Vale frisar que Tsay (2005) e Matteson e Tsay (2011) ja´ faziam menc¸a˜o a` aplicac¸a˜o do filtro VARMA (ou
apenas o filtro VAR) para remover a correlac¸a˜o serial e a correlac¸a˜o cruzada dos dados antes da aplicac¸a˜o da ACP.
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4 MATERIAIS E ME´TODOS
4.1 REGIA˜O DE ESTUDO E REDE DE MONITORAMENTO
A a´rea de estudo compreendeu a RGV, Espı´rito Santo, Brasil, localizada na costa sul do oce-
ano Atlaˆntico [latitude 20◦19 S (Sul), longitude 40◦20 W (Oeste)]. Por estar situada na regia˜o
litoraˆnea, a RGV apresenta clima tropical quente (Aw), possuindo inverno ameno e seco, e
vera˜o chuvoso e quente. As temperaturas me´dias variam entre 24◦ C (Celsius) e 30◦ C, e os
ventos predominantes sa˜o de Norte/Nordeste na primavera-vera˜o, sofrendo alterac¸o˜es durante
outono e inverno devido ao posicionamento do sistema de alta pressa˜o (Alta Pressa˜o Subtropi-
cal do Atlaˆntico Sul-ASAS) mais pro´ximo do continente, possibilitando alterac¸o˜es na direc¸a˜o
predominante do vento, a qual passa a variar entre as direc¸o˜es Sul/Oeste.
O relevo da Grande Vito´ria e´ caracterizado por cadeias montanhosas nas porc¸o˜es Noroeste
(Mestre A´lvaro) e Oeste (Regia˜o Serrana). Planı´cies (aeroporto e manguezais) e planaltos (Pla-
nalto Serrano) na porc¸a˜o Norte. Planı´cies (Barra do Jucu) na porc¸a˜o Sul. Todas porc¸o˜es sa˜o in-
tercaladas por macic¸os rochosos de pequeno e me´dio porte. As condic¸o˜es de relevo no geral sa˜o
favora´veis em grande parte da regia˜o a` circulac¸a˜o de ventos para dispersa˜o de poluentes.
No ano de 2010, a populac¸a˜o do Espı´rito Santo era de 3.514.952 (INSTITUTO BRASILEIRO
DE GEOGRAFIA E ESTATI´STICA, 2014). Deste total 1.687.704 estava residindo na regia˜o
metropolitana do estado, que e´ composta pelos municı´pios da Grande Vito´ria, mais Funda˜o e
Guarapari. Tomando-se somente a RGV, a populac¸a˜o chegou a 1.565.393, o que representa
cerca de 45% da populac¸a˜o capixaba.
A qualidade do ar na RGV e´ afetada principalmente por veı´culos automotores, por empreen-
dimentos industriais e pelas atividades da construc¸a˜o civil. Ale´m disso, a RGV conta com um
complexo sistema portua´rio. Conforme o Inventa´rio de Emisso˜es Atmosfe´ricas da Regia˜o da
Grande Vito´ria (ECOSOFT CONSULTORIA E SOFTWARES AMBIENTAIS, 2011), as prin-
cipais fontes emissoras de partı´culas na RGV sa˜o, respectivamente: a) veı´culos automotores,
que representam mais de 60% das emisso˜es de partı´culas, estando ligados a` ressuspensa˜o de
partı´culas em vias; b) setor industrial minero-sideru´rgico; e, c) setor logı´stico que inclui portos
e aeroportos. O inventa´rio na˜o contempla as atividades da construc¸a˜o civil.
Em relac¸a˜o ao poluente SO2, as principais fontes poluidoras sa˜o: indu´stria minero-sideru´rgica
e setor de logı´stica (portos e aeroportos). Ja´ para o poluente CO, destacam-se as fontes: indu´stria
minerosideru´rgica e veı´culos automotores. Quanto aos hidrocarbonetos na˜o-metano (HCNM),
tambe´m denominados compostos orgaˆnicos vola´teis na˜o-metano (COVNM), as principais fon-
tes sa˜o: veı´culos, seguidos por atividades residenciais e comerciais, seguidas por estocagem
e comercializac¸a˜o de combustı´veis, indu´strias quı´mica e minero-sideru´rgicas. No que se re-
fere ao O3, esse e´ um poluente secunda´rio, proveniente das reac¸o˜es fotoquı´micas dos o´xidos
de nitrogeˆnio na atmosfera, bem como dos HCNM e CO. Assim, a fontes emissoras de NOX ,
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HC e CO sa˜o responsa´veis indiretas pela presenc¸a de O3 no ambiente (SEINFELD; PANDIS,
2006).
O monitoramente da qualidade do ar na RGV e´ feito pela Rede Automa´tica de Monitoramento
da Qualidade do Ar da Grande Vito´ria - RAMQAr, que entrou em funcionamento no ano de
2000, sendo de propriedade e responsabilidade do IEMA. Para o perı´odo de estudo, a rede era
formada por oito estac¸o˜es de monitoramento distribuı´das nos municı´pios da RGV. A Figura 1
apresenta a distribuic¸a˜o espacial das estac¸o˜es de monitoramento na regia˜o da Grande Vito´ria,
que sa˜o descriminadas a seguir:
• Estac¸a˜o 1: Laranjeiras; Hospital Do´rio Silva;
• Estac¸a˜o 2: Carapina; ArcelorMittal-Av. Brigadeiro Eduardo Gomes, s/n;
• Estac¸a˜o 3: Jardim Camburi; Unidade de Sau´de de Jardim Camburi;
• Estac¸a˜o 4: Enseada do Sua´; Corpo de Bombeiros;
• Estac¸a˜o 5: Vito´ria-Centro; Pre´dio do Ministe´rio da Fazenda;
• Estac¸a˜o 6: Vila Velha-Ibes; 4◦ Batalha˜o da Polı´cia Militar;
• Estac¸a˜o 7: Vila Velha-Centro; Av. Champagnat n◦ 911;
• Estac¸a˜o 8: Cariacica; CDA (CEASA).
Figura 1: Estac¸o˜es de monitoramento da qualidade do ar na Grande Vito´ria.
Vale lembrar que a RAMQAr monitora os seguintes poluentes: PTS; MP10; SO2; CO; NOX ;
HC; e, O3. Existe, tambe´m, o monitoramento de alguns paraˆmetros meteorolo´gicos, a saber:
direc¸a˜o do vento (DV); velocidade do vento (VV); umidade relativa (UR); precipitac¸a˜o plu-
viome´trica (PP); pressa˜o atmosfe´rica (P); temperatura (T); e, radiac¸a˜o solar (R). Um resumo
dos poluentes e paraˆmetros meteorolo´gicos que sa˜o medidos em cada estac¸a˜o pode ser visto na
Tabela 2.
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Tabela 2: Poluentes e paraˆmetros meteorolo´gicos monitorados nas estac¸o˜es da RAMQAR
Estac¸a˜o PTS MP10 SO2 CO NOX HC O3 Meteorologia
Laranjeiras X X X X X X
Carapina X X DV,VV,UR,PP,P,T,R
Jardim Camburi X X X X
Enseada do Sua´ X X X X X X X DV,VV
Vito´ria-Centro X X X X X X
Vila Velha-Ibes X X X X X X X DV,VV
Vila Velha-Centro X X
Cariacica X X X X X X DV,VV,T
4.2 DADOS
Uma vez que as caracterı´sticas estatı´sticas estudadas neste trabalho podem ocorrer em di-
versos poluentes atmosfe´ricos medidos temporalmente, a teoria estatı´stica proposta poderia ser
aplicada a qualquer poluente que apresente as mesmas. Neste caso especı´fico, para fins de
aplicac¸a˜o, adotou-se: i) no primeiro artigo: as concentrac¸o˜es de MP10 das oitos estac¸o˜es de
monitoramento da RGV; e, ii) segundo artigo: as concentrac¸o˜es de MP10 das estac¸o˜es de La-
ranjeiras, Carapina e Camburi; as varia´veis meteorolo´gicas, temperatura, humidade relativa,
preciptac¸a˜o, velocidade do vento e direc¸a˜o do vento; e, outros poluentes: O3 e NO2. Para o
primeiro artigo as concentrac¸o˜es referem-se ao perı´odo de janeiro de 2005 a dezembro de 2009
e, para o segundo, ao perı´odo de janeiro de 2005 a dezembro de 2012, sendo a periodicidade
dia´ria e medida em µg/m3.
4.3 SOFTWARE ESTATI´STICO
A metodologia proposta e toda ana´lise efetuada foi realizada por meio do software R (R
Development Core Team, 2014). O R possui um grande nu´mero de procedimentos estatı´sticos
convencionais, entre eles esta˜o os modelos lineares, modelos de regressa˜o na˜o linear, ana´lise
de se´ries temporais, testes estatı´sticos parame´tricos e na˜o parame´tricos, ana´lise multivariada,
etc. O software tem uma grande quantidade de func¸o˜es para o desenvolvimento de ambiente
gra´fico e criac¸a˜o de diversos tipos de apresentac¸a˜o de dados. Alguns co´digos necessa´rios para
o desenvolvimento do trabalho na˜o estavam (e na˜o esta˜o) disponı´veis no software R. Assim,
quando necessa´rio, novos co´digos foram criados e podem ser adquiridos junto ao autor.
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5 RESULTADOS E DISCUSSO˜ES
Nesta sec¸a˜o encontram-se os dois principais artigos resultantes desta tese.
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Abstract
This paper consider the classical principal component analysis (PCA) in multivariate time
series with conditional heteroscedasticity and long memory, since ignore these features may
lead to erroneous conclusions, if the PCA is adopted in techniques such as dimensionality
reduction, factor analysis, cluster analysis, source identification, detection of outliers, linear
and non-linear regression, among others. To avoid these problems, this paper proposes
applying the PCA on the residuals of the VARFIMA-GARCH model. The proposed method
is analyzed by means of Monte Carlo simulations and it is applied to the pollutant PM10, for
dimensional reduction and cluster analysis, in the Greater Vitória Region, Espírito Santo,
Brazil.
Keywords: principal component analysis; temporal correlation; conditional heteroscedasti-
city; long memory; air pollution.
1 Introduction
Researches related to air quality have become increasingly important, because of the many
health problems resulting from air pollution, such as asthma, rhinitis, eyes burning, fatigue,
dry cough, heart and lung diseases, heart failure, etc. Authors as Brunekreef e Holgate (2002),
Maynard (2004), WHO-World Health Organization (2005), Curtis et al. (2006), among others
have shown the relationship between some pollutants (particulate matter with diameter smaller
than 10 micrometers (PM10), carbon monoxide (CO), sulfur dioxide (SO2), nitrogen oxides
(NOX) and ozone (O3)) and health problems. In 2012, for example, the deaths of 4.3 million
people were attributed to air pollution (WHO-World Health Organization, 2014). In addition,
air pollution contributes to the degradation of the environment, leading to the greenhouse effect.
In the recent studies related to air pollution much attention has been paid to the mathematical
models named receptor models, which attempt to measure and analyses concentrations at their
sources from a given site without reconstructing the dispersion patterns of the pollutants, such
as PM10, SO2, among others. These models have mathematical and statistical tools which are
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mainly used to provide the identification of the pollutant emission sources from chemical char-
acteristics of the particles on the receiver and the pollutant emission sources (SEINFELD; PAN-
DIS, 2006). In the literature, the majority of receptor models studied are: chemical balance of
mass (CBM), multivariate analysis, principal component analysis (PCA), factor analysis (AF),
multiple linear regression, cluster analysis and factoring positive matrix (FPM) (WATSON et
al., 2002).
Regarding classical PCA, the central idea is to reduce the dimensionality of a data set con-
sisting of a large number of interrelated variables, while retaining as much of the variation in
the data set as possible. This is achieved by transforming to a new set of variables, the principal
components (PCs), which are uncorrelated, and which are ordered so that the first few retain
most of the variation present in the original variables (JOLLIFFE, 2002). The PCA is based on
algebraic theory of vectors by means of the eigenvalues and eigenvectors of the covariance or
correlation matrix of the data. Apart from the purpose of dimensionality reduction, the PCA
has been widely used in the following techniques: factor analysis, cluster analysis, canonical
correlation analysis, discriminant analysis, linear and non-linear regression, among others.
In the context of the atmospheric pollution, for example, the PCA was adopted for: i) Pires et
al. (2009) adopted PCA in the network redimensioning. This also was the goal of Zamprogno
(2013); ii) Pio et al. (1991) used the PCA as cluster analysis to identify the main sources of
atmospheric aerosol; iii) Liu (2009) adopted the PCA to detect outliers in the predicting of
particulate matter concentrations (PM10); iv) the sources identification is also part of the ap-
plications of PCA, for example: Guo, Wang e Louie (2004), Song et al. (2006) e Chavent et
al. (2009); v) in linear and non-linear regression models, the principal components are used as
predictors or as the response variable: Henry e Hidy (1979), Dominick et al. (2012) e Rajab,
MatJafri e Lim (2013); and, vi) Souza et al. (2014) used the generalized additive model together
with PCA to analyze the association between air pollutants and hospital admissions of children
with respiratory problems.
It should be noted that, among the studies that adopted the PCA approach in the time do-
main, a common feature is to neglect the dependence of the data. However, in its classic form,
this technique assumes that the data are independent (Anderson (2003) and Johnson e Wichern
(2007)). According to Jolliffe (2002), the use of the PCA in multivariate time series requires
some caution in its application, especially, if more than very weak dependence is present in
the series. Zamprogno (2013), for instance, showed, empirically, spurious statistical analysis
when applying PCA specifically in multivariate time series with more than a weak dependence
property. In addition, the simulations demonstrated which, due to temporal correlation (serial
and cross-correlation), the percentage of explanation migrated to the first principal component,
causing a misleading reduction of the data set. Since the PCs are a linear combination of the
original variables, the temporal correlation (serial and cross-correlation) of these series will
translate to the PCs.
In order to solve this problem, Zamprogno (2013), in a study for the Greater Vitória Region
(GVR), Espírito Santo, Brazil, used the vector fractionally integrated autoregressive moving
35
average (VARFIMA) to filter the time series and applied the PCA technique to the residuals
(white noise) of the VARFIMA model. This idea is similar to that proposed by Matteson e
Tsay (2011) and Hu e Tsay (2014). The filter allowed the correction and alleviation of the
problems generated by temporal correlation. However, regarding the cross-correlation between
the components, for example, even after applying the filter remained significant correlations.
According to Zamprogno (2013), this may be due to the heterogeneity of the data structure.
In addition to temporal correlation, another important point has been overlooked in the
PCA analysis, namely the conditional heteroscedasticity (HU; TSAY, 2014). In the analysis of
multivariate time series with conditional heteroscedasticity, the results of PCA may be mislead-
ing, since the estimated autocovariance matrix and the eigenvalues and eigenvectors generated
from the spectral decomposition tend to be biased (estimated incorrectly). To Matteson e Tsay
(2011), in multivariate time series, the principal components are contemporaneously uncorre-
lated. However, lagged cross-correlations may be nonzero, conditional correlations may be
nonzero, and cross-correlations of nonlinear transformations, such as the square process, may
be non-zero. Therefore, the VARFIMA filter would not be enough to correct the problems of
volatility on the classical PCA.
Furthermore, it is important to emphasize that, recently, several authors have studied the
long dependency phenomenon (long memory) of time series, especially for univariate time
series, as in Hosking (1981), Granger (1980), Granger (1981), Granger e Joyeux (1980) and
Sowell (1992a), Sowell (1992b). In the time domain, the long dependency is characterized
by a slow and significant decay of the autocorrelations, even for observations separated by
long periods of time. This phenomenon has also received attention in multivariate time series
((SOWELL, 1989; CHUNG, 2001; CHUNG, 2002; SELA; HURVICH, 2008), among others)
and may influence the results of principal component analysis, since it may affect the estimated
autocovariance matrix.
The main goal of this paper was to investigate the use of the PCA technique in multivariate
time series with conditional heteroscedasticity and long memory behavior, since ignoring these
features may lead to erroneous conclusions, when the PCA is adopted in techniques such as
dimensionality reduction, factor analysis, cluster analysis, identification of source, detection of
outliers, linear and non-linear regression, among others. To solve these problems, this paper
proposes to apply a multivariate VARFIMA-GARCH (generalized autoregressive conditional
heteroscedasticity) filter to the data and then to use the PCA on the residuals of VARFIMA-
GARCH model. Monte Carlo simulations were conducted to corroborate the results. Finally,
given the features of temporal correlation, conditional heteroscedasticity and long memory of
the air pollution series and the increasing adoption of principal component analysis to these
time series, it is proposed that this new method be applied to air pollution series of the Greater
Vitória Region (GVR), Espírito Santo, Brazil.
The rest of this paper is organized as follows. Section 2 presents the PCA technique in
time series with conditional heteroscedasticity and long memory. Simulations of PCA in the
presence of temporal correlation, conditional heteroscedasticity and long memory are shown
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in Section 3. In Section 4, an application to air pollution data from GVR is presented. Some
conclusions are described in Section 5.
2 PCA in multivariate time series with conditional heteros-
cedasticity and long memory
This section discusses the multivariate times series with conditional heteroscedasticity and
long memory with the aim of using this process in PCA frameworks.
2.1 PCA in multivariate time series with conditional heteroscedasticity
2.1.1 Multivariate time series with conditional heteroscedasticity
Let Xt = {X1,t, . . . , Xk,t}′ , t ∈ Z, be a k-dimensional linear vector process given by the
form
Xt = µ+
∞∑
j=0
Ψjt−j, (1)
where µ = [µ1, . . . , µk]′ is the mean vector; Ψ0 is the identity matrix of k × k dimension;
Ψj, j = 1, ...,∞, are k × k coefficient matrices satisfying
∑∞
j=0 ||Ψj||2 < ∞, wherein ||F ||
denotes a norm for the matrix F such that ||F ||2 = tr(F ′F ). The matrix of coefficients Ψj are
often referred as impulse responses. t = [1,t, . . . , k,t]′ is a vector white noise process which
satisfies
t = Σ
1/2
t at, (2)
where Σt = Cov(t|Ft−1) is the conditional covariance matrix of t; Ft−1 is the sample infor-
mation available at t − 1; at is independent and identically distributed such that E(at) = 0,
Cov(at) = I (k × k identity matrix); and, Σ1/2t denotes a positive square matrix of Σt. If
E(t
′
t|Ft−1) = Σ > 0, the process given in Equation (1) becomes a multivariate process with
time-invariant covariance.
The processXt has autocovariance matrix given by
ΓX(h) =
∞∑
j=−∞
ΨjΣΨ
′
j+h,
where the (i,j)-th element of matrix ΓX(h) is γij(h) = E[(Xi,t − µi)(Xj,t+h − µj)], i, j =
1, . . . , k; and, h is equal to the number of lags. ΓX(h) is absolutely summable if individually
each of its elements form an absolutely summable sequence (HAMILTON, 1994).
The parametric vector autoregressive moving average process with generalized autoregres-
sive conditional heteroscedasticity (VARMA-GARCH) is a particular case of the process de-
fined by Equation (1) (for assumptions on VARMA-GARCH models, consult Ling e McAleer
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(2003)). For example, ifXt follows a VAR(1)-GARCH(1, 1) process, its autocovariance matrix
at lag zero is given by (more details are given in Remark 3, Section 2.1.2)
vec[ΓX(0)] = [Ik2 − (Φ1 ⊗Φ1)]−1[Ik2 − (A1 ⊗A1)− (B1 ⊗B1)]−1vec[HH ′], (3)
where vec(F ) denotes the column-stacking vector of the matrix F ;H ,Ai andBi are matrices
k × K, being H a lower triangular matrix; I is the k2-dimensional identity matrix; and, ⊗ is
the Kronecker product (for details, see Engle e Kroner (1995), Laurent, Bauwens e Rombouts
(2006) and Lütkepohl (2005)). Here, ΓX(0) is based on BEKK method, where Σt is obtained
as follows:
Σt = HH
′ +A1t−1′t−1A
′
1 +B1Σt−1B
′
1. (4)
Note that, from Equations (3) and (4), ΓX(0) is also a function of the matrices A1 and B1
which have the coefficients of the time-varying conditional covariance matrix Σt. Therefore, the
eigenvalues and eigenvectors of this covariance matrix are directed connected to the volatility
of the process. Thus, in practical problems, the feature of time-varying conditional variance
can not be ignored in the interpretation and analysis of the PCA or in any other multivariate
technique. Ignoring the volatility in these tools may lead to erroneous conclusions and model
misspecification such as wrong regressors, measurement errors, dimension reduction, among
other problems in multivariate time series data. The use of the PCA technique in multivariate
time series with time-varying conditional variance is discussed in the next section.
2.1.2 PCA considering conditional heteroscedasticity
The following remarks discuss some PCA properties when applied to multivariate time se-
ries.
Remark 1. LetXt = {X1,t, . . . , Xk,t}′ be the process defined in Equation (1), with t given by
Equation (2), and consider the pairs of eigenvalues and eigenvectors (λ1, e1), (λ2, e2), . . . , (λk, ek)
of the autocovariance matrix ΓX(0), where λ1 ≥ λ2 ≥ . . . ≥ λk ≥ 0. Then, the i-th principal
component is given by
Yi,t = e
′
iXt = ei,1X1,t + ei,2X2,t + · · ·+ ei,kXk,t, i = 1, 2, . . . , k, t ∈ Z, (5)
where, for ∀ h = 0,
a) V ar(Yi,t) = e′iΓX(0)ei = λi, i = 1, 2, . . . , k,
b) Cov(Yi,t, Yj,t) = e′iΓX(0)ej = 0, i 6= j,
and ∀ h 6= 0,
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c) Cov(Yi,t, Yi,t+h) = e′iΓX(h)ei, i = 1, 2, . . . , k,
d) Cov(Yi,t, Yj,t+h) = e′iΓX(h)ej, i 6= j.
The results in (a) and (b) are the standard results of the PCA analysis, that is, the PCs are
contemporaneously uncorrelated (no multicollinearity) (see, Anderson (2003) and Johnson e
Wichern (2007)). However, items (c) and (d) show that the PCA preserves the autocorrelation
structures present in the multivariate time series, that is, lagged conditional correlations and
cross-correlations may be nonzero (see, also, Matteson e Tsay (2011)). These features are
studied empirically in Section 3.
Remark 2. If some λi are equal, the choices of the corresponding coefficient vectors, ei, and
hence, Yit, are not unique (JOHNSON; WICHERN, 2007).
Remark 3. Consider that Xt is a stationary process VAR(1)-GARCH(1, 1), given by Xt =
Φ1Xt−1 + t, with t = Σ
1/2
t at and Σt equal to Equation (4). Furthermore, suppose Yt =
e′Xt (vector of components), where Λ e e are the matrices of eigenvalues (diagonal matrix)
and eigenvectors of ΓX(0), respectively. The autocovariance matrix of Xt can be represented
recursively by (REINSEL, 2003; RAO et al., 2008)
ΓX(h) =
{
ΓX(0) = Φ1Γ
′
X(1) + Σ ⇒ ΓX(0) = Φ1ΓX(0)Φ′1 + Σ, h = 0,
ΓX(h) = ΓX(h− 1)Φ′1 ⇒ ΓX(h) = ΓX(0)Φ′h1 , h > 0.
(6)
Regarding ΓX(0), based on the Equation (4), and after some algebraic procedures, it is
possible to get the following equation:
vec[ΓX(0)] = [Ik2 − (Φ1 ⊗Φ1)]−1vec[Σ]. (7)
Since Σt is based on a BEKK process, the term vec[Σ] of Equation (7) is given by
vec[Σ] = [Ik2 − (A1 ⊗A1)− (B1 ⊗B1)]−1vec[HH ′]. (8)
Thus,
vec[ΓX(0)] = [Ik2 − (Φ1 ⊗Φ1)]−1[Ik2 − (A1 ⊗A1)− (B1 ⊗B1)]−1vec[HH ′], (9)
i.e., the unconditional autocovariance matrix of Xt, ΓX(0), is a function of the matrix of coef-
ficients Φ1,A1 andB1.
As,
ΓY (0) = e
′ΓX(0)e = e′eΛe′e = Λ, (10)
since the eigenvectors are normalized, i.e., e′iei = 1, i = 1, ..., k, the temporal correlation
and the conditional heteroscedasticity directly effect the autocovariance matrix of the principal
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components, ΓY (0), changing, especially, the variances of the PCs, given by λ1 ≥ λ2 ≥ . . . ≥
λk ≥ 0. Besides, as ΓX(0)Φ′h1 , the matrix ΓY (h) also depends of Φ1,A1 andB1.
Remark 4. Given the Equation (1), suppose that the eigenvalues (λ∗1, λ∗2, . . . , λ∗k) are from a
white noise process, without conditional heteroscedasticity, such that Γ(0) = Σ. Define
(λ1, λ2, . . . , λk) as the eigenvalues arising from a multivariate time series with conditional he-
teroscedasticity,Xt, with autocovariance matrix ΓX(0). Then,
∑k
j=0 λi ≥
∑k
j=0 λ
∗
i , given that
V ar(Xt) ≥ V ar(t) (see Result 8.2, Johnson e Wichern (2007, p. 432). Thus, the principal
components ofXt have higher variability than the components generated by process t.
In order to illustrate Remark 4, without loss of generality, consider a VAR(1)-GARCH(1, 0),
with two variables (k = 2), and compare it with a white noise process with no conditional
heteroscedasticity.
Let t = {′1,t, ′2,t} be a bi-dimensional white noise process, with time-invariant covariance
matrix equal to
Σ =
[
σ11 σ12
σ21 σ22
]
.
The characteristic polynomial Σ is given by
λ2 − (σ11 + σ22)λ+ σ11σ22 − σ12σ21. (11)
Thereby, according to Result 8.2, Johnson e Wichern (2007, p. 432), the total variance of
the white noise process without volatility is given by SΣ = σ11 + σ22.
Now, consider the VAR(1)-GARCH(1,0) model, given by Xt = Φ1Xt−1 + t, with t =
Σ
1/2
t at, that is stationary and bi-dimensional, where vec[ΓX(0)] = [Ik2 − (Φ1 ⊗Φ1)]−1[Ik2 −
(A1 ⊗A1)]−1vec[HH ′]. The matrices of the coefficients Φ1 andA1 are given by:
Φ1 =
[
φ11 0
0 φ22
]
, A1 =
[
a12 0
0 a22
]
.
Note that, in vec[ΓX(0)], if the coefficients of the matrices Φ1 and A1 are all equal to
zero, then there is a situation with no temporal correlation and no conditional heteroscedasti-
city. Thus, vec[ΓX(0)] = vec[HH ′]. As HH ′, in this particular case, is featured as white
noise process with time-invariant covariance, it is considered, for purpose of comparison, that
HH ′ = Σ. Thus, vec[ΓX(0)] = [Ik2 − (Φ1 ⊗Φ1)]−1[Ik2 − (A1 ⊗A1)]−1vec[Σ], and
ΓX(0) =
[
σ11
(1−φ211)(1−a211)
σ12
(1−φ11φ22)(1−a11a22)
σ21
(1−φ22φ11)(1−a22a11)
σ22
(1−φ222)(1−a222)
]
. (12)
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The characteristic polynomial ΓX(0) is given by
λ2−
(
σ11
(1−φ211)(1−a211)
+
σ22
(1−φ222)(1−a222)
)
λ+
(
σ11
(1−φ211)(1−a211)
σ22
(1−φ222)(1−a222)
)
−
(
σ12
(1−φ11φ22)(1−a11a22)
)(
σ21
(1−φ22φ11)(1−a22a11)
)
.
(13)
The total variance of the process Xt is equal to SΓX(0) =
σ11
(1−φ211)(1−a211) +
σ22
(1−φ222)(1−a222) .
Thus, it is possible verify that SΓX(0) > SΣ . Additionally, observe that the coefficients that
characterize the temporal correlation and the conditional heteroscedasticity directly influence
the calculation of the eigenvalues of ΓX(0) and, consequently, the variance of each principal
component (see Equation (10)).
2.2 PCA in multivariate time series with long memory
In this section some aspects of multivariate time series with long memory, along with their
effects on the PCA, are presented. Here, the conditional volatility is not considered. The
VARFIMA process is written based on (CHUNG, 2002) and the VARFIMA covariances were
described according to Sela e Hurvich (2008).
2.2.1 VARFIMA processes
According to (CHUNG, 2002), the linear processXt = {X1,t, . . . , Xk,t}′, withE(t′t|Ft−1) =
Σ > 0 (see Equation (1)), presents long memory behavior if the impulses responses (Ψj) con-
verge at slow hyperbolic rates as j −→ ∞. More precisely, there are k memory parameters
d1, d2, . . . , dk, whose values lie in (0, 0.5) such that the impulse responses can be approximated
by
Ψj vD
[
1
Γ(d)
jd−1
]
Π, as j −→∞ , (14)
where Γ(·) is a gamma function and Π is a nonsingular k × k matrix of constants that are in-
dependent of j and may be functions of a smaller set of unknown parameters. The notation
D[jd−1/Γ(d)] represents k×k diagonal matrix with jd1−1/Γ(d1), . . . , jdk−1/Γ(dk) on the diag-
onal. In fact, for any univariate function f of a single variable, the notation D[f(d)] represents
k × k diagonal matrix with f(d1), . . . , f(dk) on the diagonal. Also, the notation ∼ is defined
as follows: given two sequences of matrices Uj and Vj of the same dimensions, Uj ∼ Vj , as
j −→∞, if uik,j/vik,j −→∞, as j −→∞, for i and k, where uik,j and vik,j are the (i, k)th ele-
ments of Uj and of Vj , respectively. Let ψ′i,j and pii be the ith rows of Ψj and Π, respectively;
then, Equation (14) implies that ψ′i,j ∼ jd1−1Γ(di)−1pi′i, as j −→ ∞, for all i = 1, . . . , k. Note
that the conditions on the memory parameters di ∈ (0, 0.5), for i = 1, . . . , k, ensure that the
impulse responses are square-summable and the infinite sum in Equation (1) exists.
As in the case of univariate ARFIMA process, the type of dependence of the VARFIMA
process follows the general definition of the memory of a univariate stationary time series pro-
cess yt, t ∈ Z, with finite variance (see, for example, Taqqu (2003)). The following are common
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definitions of short, long and intermediate dependency:
a) The process yt has absolutely summable autocovariance. That is, the ACF decays at
geometrical rate in the sense that there is an upper bound | ρy(h) |≤ bah, such that,
0 < b < ∞, 0 < a < 1 are constants. This implies that the process belongs to the
short-range dependence class and the spectral density satisfies 0 < fy(0) < ∞. In the
case of ARFIMA process, when di = 0 the resulting process is short-memory. If this is
valid for all i, then the VARFIMA model becomes an VARMA model (short-memory);
b) The process does not have absolutely summable autocovariance. That is, the ACF decays
at hyperbolic rate, given by ρy(h) ' h−α (for some 0 < α < 1). In this situation, the
process is defined to have long-memory property and fy(0) = ∞. In the ARFIMA case,
the long-memory is defined when 0 < d < 0.5, whereas for the VARFIMA model there
is at least one i such that 0 < di < 0.5;
c) The intermediate memory of an ARFIMA model is defined when the memory parameter
is in [−0.5, 0).
The typical stochastic process that represent the long memory behavior of Xt is the k-
dimensional stationary and invertible VARFIMA process, defined by
Φ(B)D[(1−B)d](Xt − µ) = Θ(B)t, (15)
where B is the backshift operator; Φ(B) = I −∑pi=1 ΦiBi and Θ(B) = I + ∑qi=1 ΘiBi
are polynomial matrices with order p and q, respectively; t is a vector white noise process,
with E(t′t|Ft−1) = Σ > 0; and, the operator D[(1 − B)d] is a k × k diagonal matrix with
(1−B)d1 . . . , (1−B)dk on the diagonal. (HOSKING, 1981) showed that if−0.5 < di < 0.5, for
all i = 1, . . . , k, then the process Xt is both stationary and invertible. The process Xt shall be
called of VARFIMA(d1, . . . , dk) process to stress the central role of the fractional differencing
parameters d1, d2, . . . , dk.
Also, the univariate version with k = 1 is referred to as the ARFIMA(p, d1, q) process,
which has been extensively studied by Hosking (1981), Granger (1980), Granger (1981), Granger
e Joyeux (1980) and Sowell (1992a), Sowell (1992b). In Equation (15), when Φ(B), Θ(B)
and Σ are both diagonal, the individual series, Xt, are uncorrelated univariate ARFIMA
series. A stationary and invertible VARFIMA(d1, . . . , dk) process Xt has an infinite-order
moving average representation as in Equation (1). It is straightforward to derive Ψj for the
VARFIMA(d1, . . . , dk) process, and Chung (2001) has demonstrated the approximation Equa-
tion (14) with Π = Φ(1)−1Θ(1).
Given the hyperbolic convergence rates of the impulse responses (Equation (14)), the cu-
mulative impulse responses also progress at hyperbolic rates as indicated in the Lemma 1, of
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Chung (2002), i.e.,
j∑
k=0
Ψk = D
[
1
Γ(d+ 1)
jd
]
Π, as j −→∞ . (16)
Note that it is because the cumulative impulse response
∑j
k=0 Ψk diverges hyperbolically
that the process Xt has long memory. These hyperbolically divergent cumulative impulse re-
sponses are very different from the geometrically convergent cumulative impulse responses that
characterize the stationary and invertible vector ARMA model.
Furthermore, according to Chung (2002), the autocovariances ΓX(h) ≡ Cov(Xt,Xt+h) of
the long memory process Xt must also converge at hyperbolic rates. Hence, not only do the
autocovariances γi,i(h) of each xi,t die out slowly at a hyperbolic rate, the covariances γi,k(h)
between the current xi,t and the future xk,t+h, for i 6= k, also taper off at hyperbolic rates.
Hosking (1996) presents the result for the univariate case. More details about multivariate long
memory process can be consulted in (CHUNG, 2002).
2.2.2 PCA considering VARFIMA covariances
Sela e Hurvich (2008) computed the autocovariances of VARFIMA provesses by means of
methods presented by Bertelli e Caporin (2002). This authors computed the autocovariance se-
quence, γX(j), of an univariate ARFIMA(p, d, q) model, writing the covariances as the infinite
convolution of the autocovariances, ξ(h), of a ARMA(p, q) process, and the autocovariances,
ϕ(j), of an ARFIMA(0, d, 0). Thus, the ARFIMA(p, d, q) autocovariances can be written as:
γX(j) =
∞∑
h=−∞
ξ(h)ϕ(j − h). (17)
As the autocovariances of an ARMA model decay exponentially fast, (BERTELLI; CAPORIN,
2002) recommended setting ξ(h) to zero for |h| > M for large M .
Based on the idea of Bertelli e Caporin (2002) the autocovariances of a multivariate long
memory process can be derived. Firstly, the vector ARMA process is defined so that Φ(B)Zt =
Θ(B)t, with Cov(t) = Σ. The polynomials Φ(B) and Θ(B) have all of their roots outside
the unit circle. Let ξ(h) = E(Zt+hZ ′t) be the autocovariance sequence of Zt. The VARFIMA
model, Φ(B)D[(1 − B)d]Xt = Θ(B)t, can be written as D[(1 − B)d]Xt = Zt (moving
average expansion). Then, the process Xt may be described with Xt =
∑∞
j=0CjZt−j , where
Cj is a diagonal matrix with (k, k) elements equal to
ζ(j, dk) =
Γ(j + dk)
Γ(j + 1)Γ(dk)
, (18)
and Γ(·) is the gamma function. By means of the moving average expansion it is possible to
find an expression for the autocovariances ofXt:
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ΓX(h) = Cov(Xt,Xt−h),
ΓX(h) = Cov
( ∞∑
i=0
CiZt−i
∞∑
j=0
CjZt−j−h
)
,
ΓX(h) =
∞∑
i=0
∞∑
j=0
CiCov(Zt−i,Zt−j−h)C ′j,
ΓX(h) =
∞∑
i=0
∞∑
j=0
Ciξ(h+ j − i)C ′j. (19)
Now the focus is on the (k, l) entry of Ciξ(h + j − i)C ′j . Let ξk,l(h) be the (k, l) entry of
ξ(h), that is, ξk,l(h) = E(Zk,t+hZl,t). Since Ci and Cj are both diagonal matrices, the (k, l)
entry of Ciξ(h + j − i)C ′j is ζ(i, dk)ζ(j, dl)ξk,l(h + j − i). Adopting this, the (k, l) entry of
ΓX(h) is given by
γk,l(h) =
∞∑
i=0
∞∑
j=0
ζ(i, dk)ζ(j, dl)ξk,l(h+ j − i),
γk,l(h) =
∞∑
m=0
∞∑
j=m
ζ(j −m, dk)ζ(j, dl)ξk,l(h+m),
γk,l(h) =
∞∑
m=0
ξk,l(h+m)
( ∞∑
j=m
ζ(j, dl)ζ(j −m, dk)
)
, (20)
where the second equality follows from the substitution m = j − i and the interchange of the
order summation. The inner sum is the cross-covariance of an ARFIMA(0, dk, 0) process and
an ARFIMA(0, dl, 0) process that are driven by a common white noise. Writing this cross-
covariance in terms of the integral of the cross-spectrum, the following can be found
∞∑
j=m
ζ(j, dl)ζ(j −m, dk) = 1
2pi
∫ 2pi
0
(1− e−iλ)−dk(1− e−iλ)−dl eiλm dλ,
∞∑
j=m
ζ(j, dl)ζ(j −m, dk) = Γ(1− dk − dl)(−1)
m
Γ(1− dk −m)Γ(1− dl +m) ,
∞∑
j=m
ζ(j, dl)ζ(j −m, dk) = Γ(1− dk − dl)Γ(dk +m)
Γ(dk)Γ(1− dk)Γ(1− dl +m) , (21)
where the two equations follow from Sowell (1989). Observe that this agrees with the usual ex-
pression for the autocovariance of a ARFIMA(0, dk, 0) process when dk = dl (see, for instance,
Theorem 13.2.1, Brockwell e Davis (1993)). For notational convenience, Equation (21) can be
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written as
ϕl,k(h) =
Γ(1− dk − dl)Γ(dk + h)
Γ(dk)Γ(1− dk)Γ(1− dl + h) . (22)
Note that ϕk,l(h) = ϕl,k(−h), as must be true for any cross-covariances.
Based on Bertelli e Caporin (2002), it is considered the finite approximation to the outer
sum in Equation (20), by setting ξ(m) = 0 for all |m| > M . As the autocovariance sequence
of a vector ARMA decays exponentially fast, it can choose a relatively small M to approximate
the process to a given degree of accuracy. The choice of M depends on the parameters of the
ARMA process; if ξ(h) is the autocovariance sequence of an MA(q) process, then M = q
can chosen to compute the autocovariances exactly. Otherwise, an M which accounts for how
quickly the autocovariances of the vector ARMA process decay must be chosen.
Remark 5. Let Xt be a long memory process VARFIMA(p, d, q), Φ(B)D[(1 − B)d]Xt =
Θ(B)t, that follows the properties described in Subsection 2.2.1. Furthermore, assume that
h = 0 in Equation (20), that is, ΓX(0) =
∑∞
i=0
∑∞
j=0Ciξ(j−i)C ′j . As the classic PCA analysis
is based in the spectral decomposition of the autocovariance matrix at lag zero, that depends
of C (diagonal matrix formed by elements of Equation (18)), the long memory phenomenon
influences the autocovariance matrix and hence the PCA analysis.
Proof. Without loss of generality, based on Equation (15), consider a simple case where Xt is
generated by a VARFIMA(0, dk, 0) model,
Xt = µ+D
−1[(1−B)dk ]t, (23)
whereXt, µ,D[(1−B)dk ] and t satisfy the same conditions of Equation (15).
Equation (23) can be described as
Xt = µ+
∞∑
j=0
Cjt−j, (24)
that can be called moving average expansion of a VARFIMA(0, dk, 0), because t is a white
noise process. Therefore, ΓX(h) =
∑∞
i=0
∑∞
j=0CiΣC
′
j . The (k, l) entry of ΓX(h) for
a VARFIMA (0, dk, 0) process can be represented by γkl(h) = σklϕkl(h). Then, denoting
ΓX(h) = E(Xt+hX
′
t), h = −T + 1,−T + 2, . . . , 0, 1, 2, . . . , T − 2, T − 1, the autocovariance
function ofXt of Equation (23) at lag h is
ΓX(h) ≡

σ11ϕ11(h) · · · σ1lϕ1l(h)
σ21ϕ21(h) · · · σ2lϕ2l(h)
... . . .
...
σk1ϕk1(h) · · · σkkϕkk(h)
 , (25)
where σk,l represents the (k, l)-th element of Σ; and, in mean diagonal k = l. For more
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details, see Tsay (2010). In a particular case, Hosking (1981) presented the effects of the long
dependence on the autocovariances of the univariate ARIMA(0, d, 0) process.
Now, consider ΓX(0) with two variables, k = 2. Then,
ΓX(0) ≡
[
σ11ϕ11(0) σ12ϕ12(0)
σ21ϕ21(0) σ22ϕ22(0)
]
. (26)
Therefore, the characteristic polynomial ΓX(0) is given by
λ2 − [σ11ϕ11(0) + σ22ϕ22(0)]λ+ σ11ϕ11(0)× σ22ϕ22(0)− σ12ϕ12(0)× σ21ϕ21(0). (27)
Note that, based on Result 8.2, Johnson e Wichern (2007, p. 432), the total variance of the
VARFIMA(0, dk, 0) is given by SΓX(0) = σ11ϕ11(0) + σ22ϕ22(0). It is possible verify that if
in Equation (24), j > 0, then SΓX(0) > SΣ , which demonstrates the increased of variability
of the principal components in the presence of long memory. Furthermore, the long memory
parameters directly effect the autocovariance matrix and hence the calculation of the eigenvalues
of ΓX(0) and, consequently, the variance of each principal component.
3 Simulations
This section aimed at demonstrating, through simulations, some PCA results in multivariate
time series with conditional heteroscedasticity (volatility) and long memory, using Monte Carlo
simulations. All simulations were generated three-dimensional time series (i.e., k = 3).
3.1 Simulations considering temporal correlation
The purpose of this subsection is simulate the results of the PCA for series that present serial
correlation and cross-correlation. In all simulations, the covariance matrix for the white noise
process t ((Γ(0)), considering the absence of volatility, and denoted by Model 1, is given by
Table 1.
Table 1: Covariance matrix for white noise process without volatility (Model 1)
127,41 30,59 47,44
30,59 58,79 33,89
47,44 33,89 64,18
Three vector autoregressive models of order one (VAR(1)) were simulated (Model 2, Model
3 and Model 4), whose matrices of coefficients are presented in Table 2. Model 2 presents weak
serial correlation. Model 3 is a process with strong serial correlation (diagonal) and low cross-
correlation (off-diagonal). Finally, Model 4 considers a strong structure of serial correlation and
cross-correlation, for example, φ23 = 0, 8. To see assumptions about VAR models to consult
Lütkepohl (2005), for example. According to coefficients in Table 2, random samples of a size
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equal to 1000 were generated. The random samples were replicated 1000 times for each model
(2, 3 and 4).
Table 2: Matrices of Φ1 for VAR(1) processes
Φ1 (Model 2) Φ1 (Model 3) Φ1 (Model 4)
0,3 0,0 0,1 0,7 0,0 0,0 0,7 0,0 0,3
0,0 0,2 0,0 0,0 0,3 0,0 0,0 0,3 0,0
0,0 0,0 0,1 0,2 0,0 0,5 0,2 0,8 0,6
Table 3 shows the autocovariance matrices (ΓX(0)) for each VAR(1) model. Note that,
for Model 2, where there is weak temporal correlation, the autocovariances increased, but they
were similar to those of the Model 1 (white noise). However, for Model 4, where the temporal
correlations are strong in the diagonal and off-diagonal, the autocovariances rose significantly,
as expected.
Table 3: Autocovariances (ΓX(0)) for VAR(1) processes
ΓX(0) (Model 2) ΓX(0) (Model 3) ΓX(0) (Model 4)
137,81 29,52 44,84 254,19 41,92 130,29 661,71 240,06 626,98
29,52 60,13 30,89 41,92 66,56 44,42 240,06 149,71 277,51
44,84 30,89 63,23 130,29 44,42 136,84 626,98 277,51 783,58
The results in Table 4 are related to the eigenvalues for Models 1, 2, 3 and 4. The table also
presents the percentages of variability of each eigenvalue in the total variability of each model,
given by: λi∑k
i=1 λi
, where λi is a eigenvalue of ΓX(0). It is observed that the eigenvalues and the
percentages of variability of Model 2 were very close to Model 1 (white noise). This is due to
the fact that the coefficients of the Model 1 are relatively small (weak temporal correlation).
In the case of Model 4, which has the strongest correlation structure, it was found that the
eigenvalues had a large increase, especially with respect to the first eigenvalue, λ1. Furthermore,
it is possible note that the percentage of variation explained by the first principal component was
significantly increased when a more complex temporal correlation structure was considered.
Thus, the temporal correlation tends to drive much of the variability of a data set for the first
principal component, which causes a spurious (misleading) reduction of the dimension of the
space generated by multivariate temporal processes. These results were similar to those of
Zamprogno (2013).
Table 4: Eigenvalues of ΓX(0) for VAR(1) processes and percentege of variability
Models λ1 λ2 λ3 % λ1 % λ2 % λ3
1 169,72 54,82 25,83 67,78 21,90 10,32
2 173,12 58,70 29,34 66,28 22,48 11,24
3 350,82 67,64 39,12 76,67 14,78 8,55
4 1455,62 94,20 45,18 91,26 5,91 2,83
Finally, Figures 1(a) and 1(b) show the autocorrelation and cross-correlation structures of
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the principal components generated by Models 1 (white noise) and 4 (strong temporal corre-
lation), respectively. As expected, in the case of the Model 1, the principal components were
not autocorrelated and the cross-correlation was null. However, for Model 4, it is noted that the
temporal correlation structure of multivariate stochastic process was transferred to the principal
components.
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Figure 1: Autocorrelation and cross-correlation of the principal components generated by white
noise process and by Model 4.
3.2 Simulations considering temporal correlation and conditional hete-
roscedasticity
As previously described, the classical PCA does not capture the conditional heteroscedas-
ticity (volatility) of the time series, because this technique assumes that the variance of the
innovations (random shocks) is constant over time. In addition, the conditional heteroscedasti-
city, besides effecting the conditional variance, impacts in the unconditional variance, ΓX(0).
Therefore, in this subsection, the Monte Carlo simulations are performed considering processes
with temporal correlation and conditional heteroscedasticity, namely here VAR-GARCH.
To simulate the VAR-GARCH processes, the presence of temporal correlation and condi-
tional heteroscedasticity (i.e., t = Σ
1/2
t at) in the model presented in Equation (1) was consid-
ered . The temporal correlation was modeled by a VAR(1) process with the coefficients of Φ1
equal to Model 2, Table 2. To model the conditional heteroscedasticity, a GARCH (1,1), with
Σt described by a BEKK, was adopted as Equation (4). Moreover, the matrix of the white noise
process at, (Γa(0)), was equal to Table 1.
The coefficients of A1 and B1 of the GARCH-BEKK part (see Equation (4)) are presented
in Table 5. From these coefficients were simulated three models, denoted by: Model 5, Model
6 and Model 7. Random samples of a size equal to 1000 were generated, and replicated 1000
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times for each model. Model 6 presents the weaker volatility structure, whereas Model 7 has a
high volatility in or outside the main diagonal.
Table 5: MatricesA1 andB1 for the part GARCH(1,1)
Model 5 Model 6 Model 7
A1 B1 A1 B1 A1 B1
0,3 0,0 0,0 0,2 0,0 0,0 0,5 0,0 0,4 0,3 0,0 0,0 0,6 0,0 0,0 0,2 0,0 0,1
0,0 0,1 0,0 0,0 0,1 0,0 0,0 0,3 0,0 0,0 0,2 0,0 0,0 0,7 0,8 0,8 0,2 0,0
0,0 0,0 0,2 0,0 0,0 0,2 0,0 0,0 0,4 0,0 0,0 0,5 0,2 0,0 0,4 0,0 0,0 0,3
In Table 6, the autocovariance matrices (ΓX(0)) of each VAR(1)-GARCH(1, 1) model are
shown. Observe that, with the increasing of the volatility, the autocovariances rose when com-
paring to Models 1 (white noise without volatility) and 2 (process with temporal correlation),
according to the described in Subsection 2.1.1.
Table 6: Autocovariances (ΓX(0)) of VAR(1)-GARCH(1, 1) processes
ΓX(0) (Model 5) ΓX(0) (Model 6) ΓX(0) (Model 7)
282,41 45,11 143,44 542,52 65,74 271,40 250,96 303,61 109,45
45,11 74,43 48,67 65,74 76,49 59,38 303,61 1996,66 270,94
143,44 48,67 150,22 271,40 59,38 250,91 109,45 270,94 117,49
The eigenvalues for Models 5, 6 and 7 and the percentage of variability of each eigenvalue in
the total variability of each model are demonstrated in Table 7. It can observed that even when
the model already presents temporal correlation, the inclusion of volatility increased the values
of the eigenvalues. Besides, the percentage of variability of the model was strongly directed for
the first principal component (especially for Model 7, with strong volatility) .
Table 7: Autocovariances ΓX(0) for VAR(1)-GARCH(1, 1) processes and percentage of vari-
ability
Models λ1 λ2 λ3 % λ1 % λ2 % λ3
5 387,47 76,19 43,41 76,41 15,03 8,56
6 716,61 97,50 55,81 81,38 11,21 6,42
7 2089,30 225,48 50,33 88,34 9,53 2,13
Since, for models with serial correlation and conditional heteroscedasticity, a large part
of the variability of simulated dataset was directed for the first principal component, similar
to Zamprogno (2013), the VAR(1) filter was applied to the Model 7, in order to eliminate
this problem. Figure 2(a) presents the autocorrelation and cross-correlation functions of the
residuals of Model 7. As can be seen, the VAR(1) filter eliminated the serial correlation and
the cross-correlation, this is, the residuals of Model 7 presented temporal correlation structure
similar to a multivariate white noise process.
However, it is possible to note by Figure 2(b) that the squared residuals of Model 7 had
several significant correlations, i.e., outside the confidence interval. In addition, the ARCH-LM
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test revealed conditional heteroscedasticity in all residuals of Model 7. This shows that the
VAR filter eliminated the temporal correlation, but the volatility was not filtered. Therefore,
as the PCA does not take into account the conditional heteroscedasticity, the interpretation of
the results may be misleading, even after using the VAR filter (VAR(1)). Is is important to
say that the PCA was applied in the residuals of Model 7 (results available upon request), but
the percentage of explanation of the first principal component remained unchanged, at 88%.
Thus, in Subsection 2.1.2 will only be showed the PCA results in the presence of conditional
heteroscedasticity.
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(a) Residuals of Model 7.
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(b) Squared residuals of Model 7.
Figure 2: Autocorrelation and cross-correlation of residuals and squared residuals of Model 7.
3.3 Simulations considering conditional heteroscedasticity
In this subsection the goal is to verify the impacts of conditional heteroscedasticity on the
classical PCA, when the multivariate process is said to be a white noise. Thus, the coefficients
of the matrix of the VAR(1) process, Φ1, were considered null and the conditional heterosce-
dasticity of the innovations t were modeled via GARCH(1, 1) process, by BEKK method. The
coefficients of A1 and B1 were equal to those in Table 5. Model 8 has the weaker volatility
structure. Model 10 presents a higher volatility within or outside the main diagonal. Random
samples of size a equal to 1000 were generated, and replicated 1000 times for each model.
Table 8: MatricesA1 andB1 for the part GARCH(1, 1)
Model 8 Model 9 Model 10
A1 B1 A1 B1 A1 B1
0,3 0,0 0,0 0,2 0,0 0,0 0,5 0,0 0,4 0,3 0,0 0,0 0,6 0,0 0,0 0,2 0,0 0,1
0,0 0,1 0,0 0,0 0,1 0,0 0,0 0,3 0,0 0,0 0,2 0,0 0,0 0,7 0,8 0,8 0,2 0,0
0,0 0,0 0,2 0,0 0,0 0,2 0,0 0,0 0,4 0,0 0,0 0,5 0,2 0,0 0,4 0,0 0,0 0,3
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Table 9 demonstrates the covariance matrices (ΓX(0)) for each GARCH(1, 1) model. It is
worth noting that, in this case, there was an increase in the values of the autocovariances when
compared to the case of white noise and no volatility (Model 1).
Table 9: Autocovarinces (ΓX(0)) for GARCH(1, 1) processes
ΓX(0) (Model 8) ΓX(0) (Model 9) ΓX(0) (Model 10)
153,57 33,37 51,19 321,29 49,34 102,23 208,09 251,21 100,11
33,37 61,75 34,60 49,34 68,78 42,11 251,21 1756,61 250,98
51,19 34,60 67,34 102,23 42,11 104,10 100,11 250,98 117,49
In Table 10, it can be observed the eigenvalues for Models 8, 9 and 10, as well as the per-
centage of variability of each eigenvalue in the total variability of each model. It is found that
even when the process followed the multivariate white noise, the presence of conditional hete-
roscedasticity increased the value of the eigenvalues and again directed much of the variability
of the data set for first principal component.
Table 10: Eigenvalues of ΓX(0) for GARCH(1, 1) models and pencentage of variability
Models λ1 λ2 λ3 % λ1 % λ2 % λ3
8 192,95 61,28 28,43 68,26 21,68 10,06
9 394,24 70,81 29,12 79,78 14,33 5,89
10 1836,74 196,84 46,36 88,31 9,46 2,23
3.4 Simulations considering long memory
Finally, the aim of this subsection is to briefly verify the results of the PCA in time series
with long memory phenomenon. For simulations, the following were considered: a) a white
noise model (without volatility) equal to Table 1, but with long memory (Model 11, in Table
11); and, b) VARFIMA(1, d, 0) models, without conditional heteroscedasticity (Models 12, 13
and 14). The VAR(1) part adopted the coefficients of Φ1 equal to the models presented in Table
2, respectively. The fractionally integrated parameters were equal to d = (0.4, 0.3, 0.2) for all
Models (11, 12, 13 and 14). Random samples of a size equal to 1000 were generated, and
replicated 1000 times for each model.
The results revealed an increase of the values of the autocovariances (results available upon
request) when compared with all models of Tables 1 and 2. Again, there was an increase
of the eigenvalues and the variability was directed for first principal component (Table 11).
Furthermore, the long memory seems to strengthen the effects of temporal correlation with
respect to direct the percentage of variability for the first principal component.
Based on simulations, the temporal correlation, the conditional heteroscedasticity and the
long memory may cause two main problems for the use of principal component analysis: a) the
percentage of variability of the multivariate stochastic process may be transferred for the first
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Table 11: Eigenvalues of ΓX(0) for long memory models and pencentage of variability
Models λ1 λ2 λ3 % λ1 % λ2 % λ3
11 244.66 71.66 30.85 70.47 20.64 8.89
12 317.42 95.64 36.97 70.53 21.25 8.22
13 1189.42 133.28 50.00 86.65 9.71 3.64
14 1811.04 75.32 27.22 94.64 3.94 1.42
principal component; and, b) the principal components may present serial correlation and cross-
correlation. To solve these problems, this paper proposes to apply a multivariate VARFIMA-
GARCH filter to the data and then to use the PCA on the residuals of VARFIMA-GARCH
model.
It is important to mention that, for models with temporal correlation, conditional heterosce-
dasticity and long memory simulated in this paper, as expected, the VARFIMA-GARCH filter
was effective, removing these features from the models. The application of PCA on the resid-
uals of VARFIMA-GARCH models generated results consistent with the assumptions of the
classical PCA theory. In the next section the results of an application for the pollutant PM10 are
demonstrated, in the GVR, Espírito Santo, Brazil.
4 Application
4.1 Study area
The study area included the GVR, Espírito Santo, Brazil, located on the south coast of the
Atlantic Ocean [latitude 20◦19 S (South), longitude 40◦20 W (West)]. Because it is situated in
the coastal region, the GVR has hot tropical climate (Aw), with mild and dry winters, and rainy
and hot summers. Average temperatures range between 24◦C and 30◦C. The prevailing winds
are from North/Northeast in the spring-summer, undergoing changes during autumn and winter
due to the positioning of the high pressure system (South Atlantic Subtropical High Pressure)
closer to the continent, allowing changes in the direction of the prevailing wind, which starts to
vary between the South and West directions.
The PM10 concentrations, with daily frequency (daily average of 24 hours in µg/m3), were
collected from Air Quality Automatic Monitoring Network (AQAMN), belonging to the State
Institute of Environment and Water Resources (IEMA) and refer to eight monitoring stations,
namely: Laranjeiras, Carapina, Jardim Camburi (Camburi), Enseada do Suá (Sua), Vitória-
Centro (VixCentro), Vila Velha-Ibes (Ibes), Vila Velha-Centro (VVCentro) and Cariacica. The
period of analysis was from January 2005 to December 2009.
It is important to remember that the AQAMN, in addition to PM10, measures the following
pollutants: total suspended particles (TPS); SO2; CO; NOX ; hydrocarbons (HC); and, O3. The
AQAMN also monitors some meteorological parameters, such as: wind direction (DV); wind
speed (VV); relative humidity (RH); precipitation (PP); atmospheric pressure (P); temperature
52
(T); and, solar radiation (R).
4.2 Application to air pollution
This section presents an application of the methodology discussed in Section 2 for the pol-
lutant PM10. In Figure 3, the time series of the pollutant PM10 are shown. It is possible note
that for all stations there is a great variability in the data throughout the study period. As the
series presented atypical observations (named here as outliers), based on Ma e Genton (2000),
the sample robust autocorrelation functions can be seen in Figure 4. It appears that there are
significant autocorrelations, even to distant lags. The slow decay of autocorrelation functions
indicate a long-memory behavior of the series (REISEN et al., 2014). In addition, the sample
robust ACFs show possible seasonal pattern in the period equal to seven.
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Figure 3: PM10 concentrations, in (µg/m3), from 2005.01.01 to 2009.12.31.
Furthermore, the robust ACFs of the squared series and the ARCH-LM test (test to verify
the presence of volatility) revealed that there is conditional heteroscedasticity (volatility) of
PM10 concentrations, a feature expected for time series of air pollution (results available upon
request).
The main focus of this research is the multivariate time series with conditional heteroscedas-
ticity and long memory. However, given the characteristics of seasonality of the pollutant PM10,
in the application, before use the PCA, the seasonal VARFIMA-GARCH filter was adopted on
the original data. Reisen et al. (2014) explored seasonal and long-memory time series properties
by using the fractional ARIMA model when the data have one and two seasonal periods and
short-memory components. As the PM10 concentrations present atypical observations (here,
considered as outliers) and the outliers affect the autocorrelation structure of the series, the
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Figure 4: Robust ACF of PM10 concentrations.
robust periodogram was used to calculate the non-seasonal and seasonal memory parameters,
such as Molinares, Reisen e Cribari-Neto (2009) and Reisen et al. (2015)).
The estimates of robust d and D were obtained considering different values of bandwidths,
M = nα, where 0 < α < 1 and n is the size of the series. In the semiparametric approach, the
choice of estimates depends on the size of the bandwidth. For example, largeM gives more bias
to the fractional estimators, when there are short-run components in the model. It can be noted
that increasing M leads to fractional estimators with less power. In this work, α was chosen
to be equal to 0.86. In Table 12, there are the estimated values for d and D and its respective
standard deviations. Note that, the stationarity condition was guaranteed for all stations (series),
since 0 < |dˆ+ Dˆ| < 0.5 and |Dˆ| < 0.5.
Table 12: Estimates of fractional robust parameters d and D for different stations (series)
Stations dˆ sd(dˆ) Dˆ sd(Dˆ)
Laranjeiras 0.3113 0.0403 * *
Carapina 0.3108 0.0297 0.1572 0.0398
Camburi 0.2685 0.0315 0.0924 0.0381
Sua 0.2949 0.0347 0.1572 0.0558
VixCentro 0.2486 0.0316 0.0747 0.0425
Ibes 0.2166 0.0346 * *
VVCentro 0.3096 0.0343 0.1198 0.0479
Cariacica 0.2478 0.0288 0.1679 0.0387
Note: * In this case, H0: D = 0 was not rejected.
In Table 13 are presented the PCA results considering two situations: a) autocovariance
matrix and, consequently, eigenvalues and eigenvectors, were obtained from the original PM10
concentrations; and, b) autocovariance matrix and, consequently, the eigenvalues and eigenvec-
tors, were performed after applying the VARFIMA(7, d, 0)(0, D, 0)-GARCH(1, 1) filter. In the
latter case, given the presence of aberrant observations (outliers), the robust covariance matrix
of Cotta e Reisen (2015) to estimate the eigenvalues and eigenvectors was used. Regarding
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the original data, it can be seen that the first four principal components explained 84.97% of
the variability of the data set, while, for the filtered data, as expected, this percentage dropped
to 79.97%. It is important to say that the percentage of explanation of each component was
reduced by about five percentage points when the filtered data were used.
Table 13: PCA results for PM10 concentrations
PCA on original data PCA on filtered data
Stations 1 2 3 4 1 2 3 4
Laranjeiras -0.3003 0.7194 -0.1757 0.1461 -0.2990 0.7531 0.1684 0.0062
Carapina -0.3555 -0.4005 0.2628 0.1750 -0.3583 -0.4229 0.0737 -0.1974
Camburi -0.3473 0.1700 0.0503 0.7020 -0.321 0.2340 -0.0100 -0.7495
Sua -0.3632 0.2164 0.0406 -0.6119 -0.3644 0.0672 0.0591 -0.5533
VixCentro -0.3864 -0.2265 -0.1026 -0.1629 -0.3858 -0.2335 -0.1228 0.0536
Ibes -0.3869 0.1787 0.2359 -0.2271 -0.3898 0.1012 0.2474 0.2789
VVCentro -0.3055 -0.2943 -0.8391 0.0142 -0.3222 0.0222 -0.8674 0.0639
Cariacica -0.3822 -0.2767 0.3543 0.0508 -0.3677 -0.3598 -0.3661 -0.0917
Eigenvalue 4.8972 0.7744 0.6282 0.4974 4.4537 0.7266 0.5985 0.5109
Proportion (%) 61.22 9.68 7.85 6.22 56.32 9.18 7.56 6.91
Cumulative (%) 61.22 70.90 78.75 84.97 56.32 65.50 73.06 79.97
Besides the use for dimensionality reduction, the PCA technique can be used for clustering
the variables of a data matrix. Cadima e Jolliffe (1995) discussed in their paper the cluster-
ing of variables by means of the eigenvectors of PCA. In this case, the grouping refers to the
choice of variables that have similar values for its eigenvectors (in module) and which are highly
correlated with the principal components.
Considering some environmental characteristics of the monitoring stations, the value 0.38,
in module, was chosen as the cutoff point. Thus, for the original data the grouping was given by:
i) the first principal component presented a similarity in the variability of the concentrations of
VixCentro, Ibes and Cariacica; ii) the group of the second component was formed by Laranjeiras
and Carapina; iii) the third component consisted of only VVCentro; and, iv) Camburi and Sua
formed the group for the fourth component.
It is worth mentioning here that the features and properties of the PM10 concentrations of the
Cariacica station are different from the properties of VixCentro and Ibes. Thus, the grouping of
such stations may be due to the application of the PCA to the original data, which has temporal
correlation, conditional heteroscedasticity and long memory, which violates some assumptions
of this methodology. Santos e Reis Jr (2011) showed the chemical composition of the parti-
cles sedimented to each monitoring station of the GVR, highlighting the mass fraction of each
chemical element. For the VixCentro station the composition was given by: silicon (29%),
iron (16%), aluminum (12%) and others (43%). In the case of Ibes station the composition
was: silicon (27%), iron (27%), aluminum (9%) and others (37%). The Cariacica station had
the following composition: silicon (36%), aluminum (16%), organic carbon (15%) and others
(33%).
Furthermore, the Cariacica station usually has levels of PM10 concentration higher than the
other stations of the GVR. It might be a result of the constant vehicular emissions on the site,
resulting from exhausts or soil resuspension, especially of heavy vehicles that travel daily in the
Supply Center of the Espírito Santo (CEASA-ES), where the station is located. Another factor
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that contributes to this is its proximity to roads with high traffic of vehicles, namely, Contour
Highway (BR-101) and BR-262. In addition, the Cariacica station is far away from VixCentro
and Ibes stations.
In the case of PCA results for the filtered data, the groupings were: i) the first component
grouped the VixCentro and Ibes stations; ii) Laranjeiras and Carapina were grouped in the sec-
ond component; iii) in the third component consisted of only VVCentro; and, iv) the fourth
component was the group formed by Camburi and Sua. Importantly, given the particular char-
acteristics of Cariacica, this station was not grouped with other stations when the filtered data
were adopted and four principal components was analyzed, which seems to be more coherent
than when applying PCA to the original data.
To complement the cluster analysis in Figure 5 are shown the averages of the PM10 concen-
trations per day, according to the groupings presented in Table 13. It is noted that the grouping
performed by the filtered data appear to be more realistic than those made with original data.
It is important to say that, according to Jolliffe (2002), the number of principal components
required to represent a data set may be greater or smaller than the number indicated by the esti-
mated PCA model. In the atmospheric sciences, for example, where the number of components
can be very large, it may be of interest to stay restricted only to the first few dominant and
physically interpretable patterns of variation, even though the number of components is smaller
than those associated with the PCA rules. "The main message is that different objectives for
a PCA lead to different requirements concerning how many PCs to retain" (JOLLIFFE, 2002,
p. 132).
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Figure 5: Daily average of PM10 concentrations by grouping of stations.
Finally, Figure 6 demonstrates the robust autocorrelations and cross correlations of the prin-
cipal components generated by the original and filtered data, respectively. It is possible to note
that the principal components generated from original data presented autocorrelation and cross-
correlation. This problem was completely eliminated when the PCA was used on the filtered
data. Also, by means of the robust autocorrelations and cross-correlations of the squared PCAs,
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it was observed that the principal components obtained from the original data also showed con-
ditional heteroscedasticity, which was not seen for the components generated from the filtered
data.
Therefore, in light of the problems presented in this research, to adopt the PCA technique in
data with temporal correlation, conditional heteroscedasticity and long memory may negatively
impact the analysis of dimensionality reduction and the following methods: factor analysis,
cluster analysis, identification of sources, detection of outliers, linear and nonlinear regression,
among others.
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Figure 6: Robust autocorrelations and cross-correlations of the components of PM10 series.
5 Conclusions
The main goal of this paper was to investigate the use of the PCA technique in multivariate
time series with conditional heteroscedasticity and long memory, since ignoring these features
may lead to erroneous conclusions, if the PCA is adopted in techniques such as dimensionality
reduction, factor analysis, cluster analysis, identification of source, detection of outliers, linear
and non-linear regression, among others. To avoid these problems, this paper proposed the
application of the PCA on the residuals of the VARFIMA-GARCH model.
The results showed that the temporal correlation, the conditional heteroscedasticity and the
long memory may affect the autocovariance matrix at lag zero, with reflections on the eigenval-
ues and the eigenvectors. In the case of the eigenvalues, a large percentage of the explanation
of the variability of the data set was directed to the first principal component. Furthermore, the
principal components generated from the conventional method presented serial correlation and
cross-correlation. The adoption of the VARFIMA-GARCH filter, with subsequent application
of the robust PCA on its residuals, allowed the correction of the problems described. This was
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corroborated by an application to the pollutant PM10, in the Greater Vitória Region, Espírito
Santo, Brazil, but can be applied in other real situations in various areas of study.
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Abstract
This paper consideres the principal volatility component (PVC) analysis, proposed by Hu e
Tsay (2014), in the presence of additive outliers. A cumulative generalized robust kurtosis
matrix to summarize the volatility dependence of multivariate time series is defined. Spec-
tral analysis of this generalized robust kurtosis matrix is adopted to define robust principal
volatility components (RPVCs). In addition, a robust generalized Ling-Li test statistic for
dimensional reduction is proposed. The methodology is analyzed by means of Monte Carlo
simulations. As an example of application, the RPVC analysis was utilized to improve the
predictions of PM10 exceedance days in the Laranjeiras station, Greater Vitória Region
(GVR), Espírito Santo, Brazil.
Keywords: principal volatility component analysis; conditional heteroscedasticity; outliers;
robustness; air pollution.
1 Introduction
Issues relating to air quality have become increasingly important because many health prob-
lems such as asthma, rhinitis, eyes burning, fatigue, dry cough, heart and lung diseases, heart
failure, and etc, come from air pollution. Authors as Brunekreef e Holgate (2002), Maynard
(2004), WHO (2005), Curtis et al. (2006), among others, showed the relationship between the
legislated pollutants (particulate matter with diameter smaller than 10 micrometers (PM10), car-
bon monoxide (CO), sulfur dioxide (SO2)) and health problems. In 2012, for example, the
deaths of 4.3 million people were attributed to air pollution WHO (2014). In addition, air pol-
lution contributes to the degradation of the environment, contributing to the greenhouse effect.
In recent studies related to air pollution, much attention has been paid to the mathemati-
cal models named receptor models, which attempt to measure and analyse the concentrations
at their sources from a given site without reconstructing the dispersion patterns of the pollu-
tants, such as PM10 and SO2, among others. These models have mathematical and statistical
tools which are mainly used to provide the identification of the pollutant emission sources from
chemical characteristics of the particles on the receiver and the pollutant emission sources Se-
infeld e Pandis (2006). The majority of receptor models studied are: chemical balance of mass
62
(CBM), multivariate analysis, principal component analysis (PCA), factor analysis (FA), multi-
ple linear regression, cluster analysis and factoring positive matrix (FPM) Watson et al. (2002).
Regarding classical PCA, this method is adopted in techniques such as dimensionality re-
duction, factor analysis, cluster analysis, identification of source, detection of outliers, linear
and non-linear regression, among others (for details, see Jolliffe (2002)). However, it should
be noted that, according to Hu e Tsay (2014), among the studies that used the classical PCA,
in addition to temporal correlation, another important point has been overlooked, namely the
conditional heteroscedasticity or volatility. For a good explanation of volatility in time series,
consult Engle (1982), Engle e Kroner (1995), Laurent, Bauwens e Rombouts (2006), among
others. That is, the PCA technique does not take into account the dynamic dependency between
the stochastic processes with volatility. To Matteson e Tsay (2011), the principal components
are contemporaneously uncorrelated. However, lagged cross-correlations may be nonzero, con-
ditional correlations may be nonzero, and cross-correlations of nonlinear transformations, such
as the square process, may be non-zero.
Then, Hu e Tsay (2014), to deal with the curse of dimensionality (for a k dimensional time
series, there are k(k + 1)/2 conditional variance and covariance processes) and the difficulty
in maintaining the positive definiteness of the estimated volatility matrices, generalized the
idea of PCA to principal volatility component (PVC) analysis1. It is based on the cumulative
generalized kurtosis matrix and it is used to capture the conditional heteroscedasticity of the
data set. As mentioned by Hu e Tsay (2014), the PVC is adopted to identify common volatility
factors. In addition, the authors developed a test statistic, called the generalized Ling-Li test
statistic, to verify if a detected linear combinations does not have conditional heteroscedasticity.
This test is used for dimensional reduction in multivariate modeling.
As described above, the method of PVC is based on the cumulative generalized kurtosis
matrix, which is derived of the generalized classical covariance matrix. However, according to
Franke (2014), the development of a robust PVC analysis is very important, since the additive
outliers (AOs)2 may mask the conditional heteroscedasticity which is common to all the com-
ponent time series and that is a main target of PVC. Additionally, as mentioned by Dijk, Franses
e Lucas (1999), the presence of additive outliers can produce two situations: i) spurious ARCH
effects, when the data do not have volatility; and, ii) hide true conditional heteroscedasticity,
when the data have true volatility. According to Carnero, Peña e Ruiz (2007), additive outliers
in uncorrelated stationary time series bias the sample autocorrelations of squares in the same di-
rection, regardless of whether the generating process is homoscedastic or heteroscedastic. Also,
the outliers also bias the estimators of the parameters of the conditional variance as well as their
1Recently, Li et al. (2015) proposed to model the conditional variance and covariance by latent common factors
that, according to authors, can be viewed as a generalized version of the principal volatility components of Hu e
Tsay (2014).
2With respect to outliers in nonlinear GARCH models, some authors distinguish between additive and innova-
tional (or innovations) outliers. The former type is classified in two categories: a) additive levels outliers (LO),
which affects just the level of the series and has no effect on the conditional variance; and, b) additive volatility
outliers (VO), that affects both, the level and the variance of the series. For details, consult Hotta e Tsay (1998),
Dijk, Franses e Lucas (1999), Carnero, Peña e Ruiz (2001) and Grané e Veiga (2014).
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standard deviations.
Moreover, for a fully robust version of PVC, a robust method for generalized Ling-Li test
statistic should be taken into account. As previously described, additive outliers in uncorre-
lated GARCH series may generate spurious conditional heteroscedasticity or hide the legitimate
conditional heteroscedasticity. Consequently, both the size and power of tests for conditional
heteroscedasticity may be distroyed in the presence of outliers. For example, Dijk, Franses e
Lucas (1999) analyzed the properties of the Lagrange Multiplier (LM) test for ARCH models
in the presence of additive outliers and showed that both the size and the power are adversely
affected if AOs are neglected: the test rejects the null hypothesis of homoscedasticity too often
when it is in fact true, while the test has difficulty detecting genuine ARCH effects.
The environmental time series are often of a high dimension due to a large number of in-
dexes monitored across many different locations. These data may also present interesting phe-
nomena from being considered from applied and theoretical statistical points of view. Due to
the high variability of environmental time series, especially, of air pollution concentrations, it is
usually found to have a time-varying conditional variance (see, (CHELANI; DEVOTTA, 2006;
REISEN et al., 2014), among others).
In addition, environmental data may have high level observations which can be defined as
outliers from the statistical point of view. These observations are important to explain the envi-
ronmental features of the series and can not be removed in the statistical analyzes. However, as
is well known (see, for example, Chang, Tiao e Chen (1988), Tsay (1988), Chen e Liu (1993)
and the references therein), the outliers can destroy the statistical properties of sample func-
tions. Since the estimation of time series models is connected with these sample functions, the
final estimated model can be strongly affected by large values of the series. One way to deal
with model estimation with outliers is to use the robust ACF function based on the robust scale
functionQn(·) proposed by Rousseeuw e Croux (1993). The extension of this statistics for mul-
tivariate ARMA (VARMA) model is the recent paper by Cotta e Reisen (2015)). These authors
proposed to adopt robust covariance matrix in the classical PCA, considering independent data
set.
The goal of this paper is to extend the idea of PVC Hu e Tsay (2014) to robust principal
volatility component (RPVC) analysis, considering the presence of possible atypical observa-
tions (outliers). Furthermore, a robust generalized Ling-Li test statistic was proposed. For
this, the robust method given in Cotta e Reisen (2015), which make uses of Qn(·) proposed
by Rousseeuw e Croux (1993) and considered in Ma e Genton (2000), was used. The article
is mainly based on empirical results. The theoretical results are being developed and will be
presented in the future. The usefulness of the proposed methodology was applied to the data
observed at the Air Quality Automatic Monitoring Network (AQAMN), Greater Vitória Region
(GVR), Brazil.
The rest of this paper is organized as follows. Section 2 presents the principal volatility
component analysis and the generalized Ling-Li test statistic of Hu e Tsay (2014). Section 3
shows the proposed robust principal volatility component analysis and the robust generalized
64
Ling-Li test statistic. Simulations are used in Section 4 to demonstrate the performance of the
RPVC and robust generalized Ling-Li test statistic proposed. In Section 5, an application to air
pollution data from GVR is presented. Some conclusions are considered in Section 6.
2 Principal volatility components analysis
This section summarize some results given in Hu e Tsay (2014), for the PVC in multivari-
ate time series, which will be the basis for the robust principal volatility component (RPVC)
analysis proposes here (Section 3).
2.1 Conditional heteroscedasticity and generalized kurtosis matrix
Let yt = {y1t, . . . , ykt}′ be a k-dimensional weakly stationary time series with fourth mo-
ment finite. Let Ft−1 = σ[yt−1,yt−2, ...] denoting the information available at time t−1. As the
focus is on volatility, it is assumed that E(yt|Ft−1) = 0. The volatility matrix Σt of yt is as-
sumed as Σt ≡ Cov(yt|Ft−1) = E(yty′t|Ft−1). According to Hu e Tsay (2014), this volatility
matrix can be written as
vec(Σt) = c0 +
∞∑
i=1
Civec(yt−iy
′
t−i), (1)
where vec(D) denotes the column-stacking vector of the matrix D; c0 is a k2-dimensional
positive constant vector and Ci are k2 × k2 constant matrices for i > 0. The vector c0 and
the matrices Ci must satisfy certain conditions to ensure that Σt be positive definite for all t.
From Equation (1), the process yt has conditional heteroscedasticity if and only if Ci 6= 0 for
some i > 0. For multivariate autoregressive conditional heteroscedasticity (ARCH) models,
the summation in Equation (1) is truncated at a finite lag. The vector time series yt has ARCH
effects or conditional heteroscedasticity if Ci 6= 0 for some i > 0.
From Equation (1), the existence of ARCH effects in yt implies that yty′t is correlated with
yt−iy′t−i for some i > 0. This motivates the use of the lag-` generalized kurtosis matrix γ` of
yt as
γ` =
k∑
i=1
k∑
j=i
cov2(yty
′
t, xij,t−`) =
k∑
i=1
k∑
j=i
γ`,ijγ
′
`,ij, ` > 0, (2)
where xij,t−` is a function of yi,t−`yj,t−`, para 1 ≤ i, j ≤ k,
γ`,ij = cov(yty
′
t, xij,t−`) = E[(yty
′
t −Σ)(xij,t−` − E(xij))], (3)
and Σ = E(yty′t) is the unconditional covariance matrix of yt.
The matrix γ`,ij of Equation (3) is the generalized covariance matrix. It is a k × k sym-
metric matrix, but might be negative definite. However, its square matrix, which is equivalent
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to γ`,ijγ ′`,ij , is semipositive definite. This justifies the use of square in Equation (2). From the
definition, the lag-` generalized kurtosis matrix γ` is symmetric and semipositive definite, be-
cause it is the sum of k(k + 1)/2 symmetric and semipositive definite matrices. An important
property of γ` is that γ` = 0 if and only if yty′t is not correlated with yt−iy
′
t−i for all i and j.
For a given positive integerm, Hu e Tsay (2014) defined the cumulative generalized kurtosis
matrix as
Γm =
m∑
`=1
γ`. (4)
This cumulative matrix is symmetric and semipositive definite, and it is used to measure the
ARCH(m) effects in yt. For the general multivariate GARCH-type models, it is considered
Γ∞ =
∞∑
`=1
γ`. (5)
which is assumed to exist. The Γ∞ is the cumulative generalized kurtosis matrix of yt. Γ∞ is
symmetric and semipositive definite.
2.1.1 Properties of generalized kurtosis matrix
LetM be a k×k nontrivial linear transformation matrix so that zt = M ′yt is a transformed
series (HU; TSAY, 2014). Let xt−1 be a scalar function of Ft−1, for example, xt−1 = yi,t−hyj,t−h
for some h > 0. It is easy to see that the following lemma holds.
Lemma 1. ((HU; TSAY, 2014)) For a constant k × k matrix M , let zt = M ′yt. Then,
cov(ztz
′
t, xt−1) = cov(M
′yty′tM , xt−1) = M
′cov(yty′t, xt−1)M .
Letm = (m1v, . . . ,mkv)′ be the vth column ofM . If zt = M ′yt is a linear combination of
yt that has no ARCH effects, then E(z2vt|Ft−1) = c2v, which is a constant. This implies that z2vt
in not correlated with yi,t−`yj,t−` for ` > 0 and 1 ≤ i ≤ j ≤ k. Using Lemma 1, it can seen that
γ`,ij is singular for all ` and 1 ≤ i ≤ j ≤ k and, hence, γ` is singular for all `. Consequently,
Γ∞ in also singular.
On the other hand, assume that Γ∞ is singular andmv is in its null space. That is, Γ∞mv =
0. Since γ∞ is semipositive definite, it follows that m′vγ`mv = 0 for all `. This in turn shows
that m′vγ
2
`,ijmv = 0 for all ` and 1 ≤ i ≤ j ≤ k. Again, adopting Lemma 1, it is possible to
see that z2vt is not correlated with yi,t−`yj,t−` for all ` and 1 ≤ i ≤ j ≤ k, where zvt = m′yt.
This implies that E(z2vt|Ft−1) is not time varying. In other words, zvt does not have conditional
heteroscedasticity. The above discussion shows that an eigenvector of Γ∞ associated with a
zero eigenvalue gives rise to a linear combination of yt that has no ARCH effect. The Theorem
1 summarize this result.
Theorem 1. (HU; TSAY, 2014) Consider a weakly stationary process yt with finite fourth
moment and satisfying Equation (1). Let Γ∞ be the cumulative generalized kurtosis matrix
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defined in Equation (5), where xij,t−` = yi,t−`yj,t−` in Equation (3). Then, there exist k −
m linearly independent linear combinations of yt that have no ARCH effects if and only if
rank(Γ∞) = m.
2.2 Principal volatility components
Based on Hu e Tsay (2014), consider the spectral decomposition of the cumulative gener-
alized kurtosis matrix Γ∞, say Γ∞M = MΛ, where Λ = diag(λ21 ≥ λ22 ≥ · · · ≥ λ2k) is the
diagonal matrix of ordered eigenvalues and M = [m1, . . . ,mk] is the matrix of eigenvectors.
Here, the notation λ2v is used to denote eigenvalues because Γ∞ is semipositive definite. It is
assumed that the columnsmv are normalized with ‖mv‖ = 1.
The v-th PVC of yt is defined as zvt = m′vyt. From the definition and spectral decomposi-
tion of Γ∞, the follows equation can be derived
∞∑
`=1
k∑
i=i
k∑
j=1
m′vγ
2
`,ijmv = λ
2
v, v = 1, . . . , k. (6)
Let γ`,ijmv = ω`,ij,v . Then, it can define
∑∞
`=1
∑k
i=i
∑k
j=1ω
′
`,ij,vω`,ij,v = λ
2
v. Using
Lemma 1, follows that
m′vω`,ij,v = m
′
vγ`,ijmv = cov(z
2
vt, xij,t−`). (7)
This result indicates that m′vγ`,ijmv can be regarded as a measure of the dependence of
volatility of the portfolio zvt on the lagged cross-product term xij,t−`. In practice, this quantity
can be negative so that squared matrices are used in Equation (7) to construct a nonnegative
dependence measure.
From Equation (6), λ2v summarizes the dependence measure in Equation (7) over all combi-
nations of i and j and over all lags. As such, it can be considered as an approximate measure
of volatility dependence of the portfolio zvt. A larger λv is indicative of a stronger volatility
dependence. Therefore, zvt is called of vth PVC3.
Since Γ∞ is semipositive definite, its eigenvectors are orthogonal provided that the associ-
ated eigenvalues are distinct. Consequently, any two PVCs, zvt = m′vyt and zut = m
′
uyt, are
uncorrelated if λ2v 6= λ2u. On the other hand, for PVC zvt associated with a nonzero λ2v, z2vt may
still be correlated with lagged values of z2ut. However, as described by Hu e Tsay (2014), such
correlations, if exist, are of smaller magnitudes compared with those of the observed y2it series.
According to Hu e Tsay (2014), like the traditional PCA, an important application of the
proposed PVC analysis is to reduce the dimension in volatility modeling. To this end, the num-
ber of zero eigenvalues of Γ∞ is of special interest. Following Theorem 1, there are common
volatility components if the cumulative generalized kurtosis matrix, Γ∞, is not of full rank.
3According Hu e Tsay (2014), the summation in Equation (6) distinguishes the PVC from the traditional princi-
pal components (PCA) of yt, which depends on the covariance matrix alone. PVC analysis is designed to consider
simultaneously volatility dependence at all past lags.
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2.3 Sample principal volatility components
Based on Hu e Tsay (2014), in this section, the estimation of the generalized kurtosis matri-
ces is considered and the sample PVCs is obtained. The authors established some consistency
properties of the sample estimate of Γ∞. Furthermore, to verify that a given volatile component
does not have ARCH effects, a test statistic is presented, with its asymptotic distribution.
To simplify the moment restrictions of yt for making statistical inference of Γ∞ or Γm, Hu
e Tsay (2014) followed the idea of Matteson e Tsay (2011), by adopting the Huber’s function of
the cross-product variable yi,t−`yj,t−`, for some 0 < c <∞. As seen in Matteson e Tsay (2011),
several other functions with similar properties, such as those associated withM -estimators, also
may be considered.
2.3.1 Estimation
Following Hu e Tsay (2014), consider the data {y1, . . . ,yn} of a stationary process yt. Let
ĉov(yty
′
t, xij,t−`) =
1
n
n∑
t=`+1
(yty
′
t − Y¯ )(xij,t−` − x¯ij) (8)
where Y¯ and x¯ij are the sample mean of yty′t and xij,t, respectively.
Γm function can be estimated by
Γ̂m =
m∑
`=1
k∑
i=1
k∑
j=i
(
1− `
n
)
ĉov2(yty
′
t, xij,t−`). (9)
Suppose which yt is stationary with finite sixth moment and Assumption A.1 of Hu e Tsay
(2014, pg. 162) holds. Then, for a fixed positive integer m <∞,
Γ̂m = Γm +Op
(
1√
n
)
. (10)
Γ̂∞ is estimated as follows
Γ̂n =
n−1∑
`=1
k∑
i=1
k∑
j=i
ω∗
(
`
mn
)
ĉov2(yty
′
t, xij,t−`). (11)
where ω∗(`/mn) is a prespecified smoothing function and mn is a positive real number depend-
ing on n.
Considering the regularity conditions used in spectral density estimation Hannan (1970),
and mn/n −→ 0, mn −→∞ as n −→∞, then
Γ̂n = Γ∞ +Op(an), (12)
where an is a function of mn and n. Some guidelines for choosing mn are as follows: the
convergence rate of Γ̂n of Equation (12) depends on the minimal mean squared error E(‖Γ̂n −
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Γ∞‖)2. For a specific smoothing function ω∗(·), mn can be selected carefully to achieve the
minimal mean squared error. For example, if ω∗ is the Bartlett’s smoothing function, the best
choice of mn is mn = n1/3 such that an = n−1/3, and if ω∗ is the Daniell’s smoothing function,
one can choose mn = n1/5 such that an = n−2/5. For more details see Hannan (1970).
2.3.2 Testing
The PVC analysis proposed by Hu e Tsay (2014) can be used for dimension reduction. Here,
dimension reduction means finding linear combinations of yt that have no ARCH effects. Let
M̂1 be a k × s matrix consisting of eigenvectors associated with the s smallest eigenvalues of
the Γ̂m (or Γ̂∞) matrix. In other words, M̂1 gives rise to the (k− s+ 1)-th to the k-th PVCs of
yt. The aim is to verify if the transformed series eˆt = M̂ ′1yt indeed has no ARCH effects.
Many data-generating processes (DGPs) of yt can lead to linear combinations of yt that
have no ARCH effects. Consider, for instance, the case of common volatility components and
assume that
yt = Hft + t, (13)
where H is a k × k real-valued matrix of rank r; ft = (f1t, . . . , frt)′ consists of r indepen-
dent conditional heteroscedastic processes; {t} is a sequence of independent and identically
distributed random vectors with mean zero and constant positive-definite covariance matrix Σ;
and, t is independent of ft.
Based on Equation (1), each volatility component var(fit|Ft−1) is a nontrivial function of
elements of {yt−jy′t−j|j > 0}. For this particular DGP, if r < k, then the volatility of yt is
driven by the r-dimensional common volatility components in ft. Let M1 be a k × (k − r)
real-valued matrix such that M ′1H = 0. Let eˆt = M̂
′
1yt. Is is easy to see that eˆt = M̂
′
1t and,
hence, it has no ARCH effects.
As described by Hu e Tsay (2014), there are several tests available in the literature to check
for multivariate ARCH effects. The authors generalized the results of Ling e Li (1997), Duch-
esne e Lalancette (2003), Duchesne e Roy (2004), and Hong (1996) to derive two test statistics
that are applicable to the classical PVC analysis: i) Ling-Li test statistic (Td,s); and, ii) general-
ized Ling-Li test statistic (Gpn,s). According Hu e Tsay (2014), the Td,s statistic is designed to
detect the serial volatility dependence in the first d lags. However, in empirical applications, a
test statistic that can account for volatility dependence in all past lags is more interesting . Thus,
it is more convenient to use the Gpn,s test to check the ARCH dependence of the sample PVCs.
2.6.2.1. Generalized test statistic
Following Ling e Li (1997), Hu e Tsay (2014) defined
ˆt =
eˆ′tV̂
−1eˆt − s√∑n
t=1(eˆ
′
tV̂
−1eˆt − s)2/n
, (14)
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xˆt−j =
hˆy,t−j − h¯y√∑n
t=1(hˆy,t − h¯y)2/n
. (15)
and, the correlation between ˆt and xˆt−j , given by
ρˆj,s =
1
n
n∑
t=j+1
ˆtxˆt−j =
1/n
∑n
t=j+1(eˆ
′
tV̂
−1eˆt − s)(hˆy,t−j − h¯y)√∑n
t=1(eˆ
′
tV̂
−1eˆt − s)2/n
√∑n
t=1(hˆy,t − h¯y)2/n
, (16)
where
hˆy,t =
 yˆ
′
tΣ̂
−1yˆt/k, if yˆ′tΣ̂
−1yˆt/k ≤ c2,
2c
√
yˆ′tΣ̂−1yˆt/k − c2, if yˆ′tΣ̂−1yˆt/k > c2,
(17)
and h¯y = (1/n)
∑n
t=1 h¯y,t; and, V̂ and Σ̂ are the sample covariance matrix of eˆt and yt,
respectively. Furthermore, let
t =
e′tV
−1et − s
σ
and xt−j =
hy,t−j − h¯y
σx
,
where σ2 = E(e
′
tV
−1et− s)2 and σ2x = E(hy,t−j− h¯y)2. Hence, et and hy,t are the theoretical
counterparts of eˆt and hˆy,t, respectively.
Then, Hu e Tsay (2014), adopting the idea of Hong (1996), proposed a generalized Ling-Li
test statistic, defined by
Gpn,s =
n
∑n−1
j=1 ω
2(j/pn)ρˆj,s −Mn(ω)
[2∆Vn(ω)]1/2
, (18)
where Mn(ω) =
∑n−1
j=1 (1− j/n)ω2(j/pn); Vn(ω) =
∑n−2
j=1 (1− j/n)[1− (j + 1)/n]ω4(j/pn);
∆ = 1 + 2
∑∞
h=1 cov
2(xt, xt−h); pn is a function of n such that pn −→ ∞ and, pn/n −→ 0 as
n −→∞; and, ω(·) is a symmetric kernel function.
As mentioned by Hu e Tsay (2014), if yt is a k-dimensional process of independent and
identically distributed random variables, then s = k. In this case, Gpn,s reduces to the Hong’s
statistic in which ∆ = 1, because cov2(xt, xt−h) = 0, for all h > 0. In this sense, ∆ is used to
adjust for ARCH effects in the yt series. This quantity can be estimated by a smoothing method
such as
∆̂ = 1 + 2
n−1∑
h=1
k(h/sn)ĉov
2(xˆt, xˆt−h) (19)
where k(·) is a kernel function satisfying some regularity conditions such that ∆∗ = 1+2∑∞h=1
k(h/sn)ĉov
2(xt, xt−h) is a consistent estimate of ∆; and, Sn is a function of n such that Sn −→
∞ and Sn/n −→ 0 as n −→∞. Here, the Daniell function, g(z) = sin(piz)/(piz), was used.
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Theorem 2. (HU; TSAY, 2014) Suppose that yt is a k-dimensional weakly stationary process
with ARCH effects governed by Equation (1) and has finite sixth moment. LetM1 be a constant
full-rank k × s transformation matrix such that et = M ′1yt has no ARCH effects. Assume that
M̂1 is a consistent estimate ofM1 and eˆt = M̂ ′1yt. Under the Assumptions A.1 and A.2 of Hu
e Tsay (2014, pg. 162), if pn −→ ∞, pn/n −→ 0, na4n√pn −→ 0, and Pna2n −→ 0 as n −→ ∞,
then Gpn,s
d→ N(0, 1), where Gpn,s is the test statistic present in Equation (18) and an in given
in Equation (10).
2.6.2.2. Generalized test for ARCH effects
According Hu e Tsay (2014), for a given data set, let Γ̂m be the sample estimate of the
cumulative generalized kurtosis matrix. Further, let M̂ = [m̂1, . . . , m̂k] be the matrix of
standardized eigenvectors such that Γ̂mm̂v = λ2vm̂v, where λ
2
1 ≥ λ22 ≥ · · · ≥ λ2k are the
eigenvalues. Since zero eigenvalues of Γ̂m give rise to components without ARCH effects,
the following test procedure is used to detect linear combinations of yt that have no ARCH
effects. Let s be the number of linear combinations of yt that have no ARCH effects. Let
M̂1 = [m̂k, . . . , m̂k−s+1] be the k × s matrix consisting of the last s columns of M̂ , which
consists of the standardized eigenvectors of Γ̂m corresponding to the s smallest eigenvalues.
Let eˆt = M̂ ′1yt be the s-dimensional transformed process consisting of the last s PVC series
of yt. The generalized Ling-Li test statistic of Theorem 2 is applied to test the null hypothesis
that eˆt has no ARCH effects. In practice, the test is performed for s = 1, . . . , k. If the null
hypothesis H0 : s = s∗ is not rejected, but the null hypothesis H0 : s = s∗ + 1 is rejected, then
there is s∗ linear combinations of yt that have no ARCH effects. In other words, the hypothesis
that the smallest s eigenvalues of Γ̂m are zero is tested sequentially.
3 Robust principal volatility component (RPVC) analysis
As mentioned in the introduction, the additive outliers may mask the conditional heteroscedas-
ticity that is a main target of the classical PVC or generate spurious ARCH effects. The additive
volatility outliers (AVOs) are defined follows. Let y∗t , t = 1, . . . , t ∈ Z be a vector pro-
cess contaminated by additive outliers, with contaminated volatility matrix (Σ∗t ) following a
ARCH(1) specification. This can be also generalized for a more complex representation. Then,
y∗t = yt + ω ◦ δt, (20)
Σ∗t = c0 +C1y
∗
t−1y
∗′
t−1C
′
1, (21)
where "◦" is the Hadamard product (JOHNSON, 1989); ω = {ω1, ..., ωk}′ is a magnitude vector
of additive outliers; δt = {δ1t, ..., δkt}′ is a random vector indicating the occurrence of an outlier
at time t, in variable k, such as P (δk,t = −1) = P (δk,t = 1) = p/2 and P (δk,t = 0) = 1 − p,
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where E[δk,t] = 0 and E[δ2k,t] = V ar(δk,t) = p. The model described above assumes that {y∗t }
and {δt} are independent processes. Also, it is assumed that E(δtδ′t) = Σδ = diag(p, ..., p)
and E(δtδ
′
t+`) 6= 0 for ` 6= 0. Finally, Σ∗t denote the conditional covariance matrix for the
contaminated process y∗t .
Remark 1. δkt is the product of Bernoulli(p) random variable with Rademacher random
variable; the latter equals 1 or -1, both with probability 1/2.
Remark 2. In a particular case, at time t, when the outlier occurs, y∗t = yt+ω. Then, after some
mathematical operations, the contaminated conditional covariance matrix by additive volatility
outliers is represented as
Σ∗t = c0 +C1yt−1y
′
t−1C
′
1 +C1(yt−1ω
′ + ωy′t−1 + ωω
′)C ′1, (22)
or
Σ∗t = Σt +C1(yt−1ω
′ + ωy′t−1 + ωω
′)C ′1, (23)
Note that the conditional covariance matrix of the contaminated process y∗t is different from
the uncontaminated process yt. This difference is given by termC1(yt−1ω′+ωy′t−1+ωω
′)C ′1.
Thus, the presence of outliers directly affects the conditional covariance matrix Σt.
Remark 3. If the vector of additive outliers ω = [ω1, ..., ωk]′ = 0, for all i = 1, . . . , k, then
Σ∗t = Σt, i.e., the case studied by Hu e Tsay (2014).
Based on Rousseeuw e Croux (1993), Ma e Genton (2000) and Cotta e Reisen (2015), this
paper proposes a robust principal volatility component (RPVC) analysis and a robust general-
ized Ling-Li test statistic (GQn,pn,s). Regarding the RPVC, the lag-` generalized robust kurtosis
matrix γQn,` suggested here is
γQn,` =
k∑
i=1
k∑
j=i
cov2Qn(y
∗
ty
∗′
t , x
∗
ij,t−`) =
k∑
i=1
k∑
j=i
γQn,`,ijγ
′
Qn,`,ij, ` > 0, (24)
where covQn = γQn,`,ij is the generalized robust covariance matrix, which is the multivariate
extension of the one proposed by Ma e Genton (2000), and x∗ij,t−` is a function of y
∗
i,t−`y
∗
j,t−`,
for 1 ≤ i, j ≤ k. γQn,`,ij is a symmetric matrix, but might be negative definite. However
γQn,`,ijγ
′
Qn,`,ij
(square matrix) is semipositive definite. From this, the lag-` generalized robust
kurtosis matrix γQn,` is symmetric and semipositive definite.
Specifically, for a positive integer m, the cumulative generalized robust kurtosis matrix can
be defined by Equation (25). This matrix is symmetric and semipositive definite, and is used to
measure the ARCH(m) effects in the contaminated process y∗t .
ΓQn,m =
m∑
`=1
γQn,`. (25)
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The ΓQn,m can be estimated by
Γ̂Qn,m =
m∑
`=1
k∑
i=1
k∑
j=i
(
1− `
n
)
ĉov2Qn(y
∗
ty
∗′
t , x
∗
ij,t−`). (26)
For simplicity, the estimate Γ̂Qn,m is used in the simulations and application. The stability
of the results is checked by means of several choices of m. For a given estimate Γ̂Qn,m, the
eigenvalue-eigenvector analysis is performed to obtain the sample RPVCs. Specifically, the v-
th sample robust volatility component is ẑvt = m̂′vyt, where mv is the normalized eigenvector
of the v-th eigenvalue of Γ̂Qn,m.
Finally, a robust hypothesis testing to check the ARCH dependence of the sample RPVCs
at all lags is presented. The robust generalized Ling-Li test statistic is defined as
GQn,pn,s =
n
∑n−1
j=1 ω
2(j/pn)ρˆQn,j,s −Mn(ω)
[2∆QnVn(ω)]
1/2
, (27)
where ρˆQn,j,s is the robust correlation between ˆ∗t and xˆ
∗
t−j , based on the robust autocorrelation
estimator proposed by Ma e Genton (2000); and, ∆Qn = 1 + 2
∑∞
h=1 cov
2
Qn
(x∗t , x
∗
t−h), that
can be estimated by a smoothing method, as in Equation 19, but here considering the robust
covariance (covQn).
The RPVC method and the robust generalized Ling-Li test statistic proposed in this paper
were concentrated on empirical investigations presented in Section 4. Therefore, the asymp-
totic properties of generalized robust kurtosis matrix and the proofs relating, specifically, to the
robust generalized Ling-Li statistic test, remain open problems and these are within the current
research topics.
4 Simulations
Several simulations were conducted to study the finite-sample performance of the proposed
RPVC analysis and the robust test statisticGQn,pn,s of Equation (27), in the presence of additive
outliers. Firstly, the accuracy of the RPVC in the estimation of the no-ARCH component was
investigated. Secondly, the effects of the choice of tuning parameters pn and sn on the behavior
of GQn,pn,s were evaluated. The performance of the RPVC and GQn,pn,s were compared with
the classical PVC and the Gpn,s proposed by Hu e Tsay (2014), in the presence of additive
outliers.
The DGP employed to generate the multivariate series without outliers was the model de-
scribed in Equation (13), with yt being a five-dimensional series (i.e., k = 5) and ft =
(f1t, . . . , frt)
′ such that fit = σiteit, where
σ21,t = 1 + 0.9f
2
1,t−1, σ
2
2,t = 2 + 0.8f
2
2,t−1,
σ23,t = 3 + 0.7f
2
3,t−1, σ
2
4,t = 1 + 0.95f
2
4,t−1,
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and {eit} are sequences of independent and identically distributed (i.i.d.) standard normal ran-
dom variables and {eit} and {ejt} are independent for i 6= j. The loading matrix is H =
[h1,h2,h3,h4] with h1 = (1, 1, 1, 1, 1)′, h2 = (1, 0, 0, 0, 0)′, h3 = (0, 1, 0,−1, 0)′, and
h4 = (0, 0,−1, 0, 1)′, and the noise term t is a sequence of i.i.d. standard multivariate normal
random vectors.
The contaminated process y∗t was simulated according to Equation (20). The probability
of an outlier occurring at the time t was p = 0.01 and, without loss of generality, it is also
assumed that ω = [10σ1, 10σ2, 10σ3, 0, 0]′, where σi =
√
yi,t, i = 1, 2, 3. Thus, y∗1,t, y
∗
2,t and
y∗3,t, t = 1, . . . , n, are the tree processes in y
∗
t = {y∗1,t, y∗2,t, y∗3,t, y∗4,t, y∗5,t}′ contaminated with
additive outliers. More details and other methods to include outliers in time series with ARCH
effects can be seen in Carnero, Peña e Ruiz (2001), Carnero, Peña e Ruiz (2012), among others.
4.1 Performance of the RPVC
In order to analysis the performance of the RPVC and to compare with the classical PVC,
the vectorM1 = (0,−1, 1,−1, 1)′ was considered, that gives rise to the no-ARCH component,
i.e., M ′1H = 0. Furthermore, let m̂1 be the normalized eigenvector corresponding to the
smallest eigenvalue of the Γ̂Qn,m matrix. For the tradicional PVC the Γ̂m matrix was adopted;
see Equation (4). Under the proposed RPVC analysis, m̂1 is a consistent estimator of M1.
Based on Hu e Tsay (2014), two statistics were used to measure the performance of the RPVC
R1 =
|m̂′1H(H ′H)−1H ′m̂1|
|m̂′1m̂1|
, R2 = cor
2(m̂′1y
∗
t ,M1y
∗
t ), (28)
which are expected to be close to zero (R1 ≈ 0) and one (R2 ≈ 1), respectively. For the
classical PVC, the uncontaminated process yt was considered for the R2 statistic.
In simulations, different choices of m (m ∈ {5, 10, 20}) for the cumulative generalized
robust kurtosis matrix Γ̂Qn,m of Equation (26) was considered and sample size ranging from
250 to 1000. For a given sample size, 1000 data sets of yt (without outliers) and y∗t (with
outliers) were generated, and the proposed RPVC and the classical PVC were applied. For
comparison, the performance of the traditional PVC (HU; TSAY, 2014) is reported in Table 1
and the performance of the RPVC is presented in Table 2.
The results in Table 1 show that the classical PVC works well when the data set have no
outliers, especially for large sample sizes. In this case, the R1 and R2 statistics are close to
zero and one, respectively. However, in the presence of additive outliers, the accuracy of the
classical PVC is destroyed. In particular, the R1 criterion increases and the R2 criterion falls.
This was expected, since the presence of outliers masks or generates the volatility of data and
leads to spurious results of the classical estimated generalized kurtosis matrix. As can be seen
in Table 2, when the proposed robust principal volatility component is adopted, the estimates
were satisfactory for both cases: without and with outliers. This fact indicates that the robust
methodology (RPVC) can be used when one is uncertain of the presence of outliers in the series.
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In general, the choice of m does not influence the results.
Table 1: Summary statistics of the performance of the classical PVC, without and with outliers
Without outliers
m = 5 10 20
Sample size R1 R2 R1 R2 R1 R2
250 0.023 0.834 0.020 0.840 0.025 0.835
500 0.019 0.911 0.024 0.909 0.034 0.912
1000 0.007 0.958 0.005 0.958 0.006 0.960
With outliers
m = 5 10 20
Sample size R1 R2 R1 R2 R1 R2
250 0.350 0.260 0.330 0.243 0.368 0.207
500 0.307 0.301 0.327 0.267 0.319 0.242
1000 0.273 0.373 0.279 0.331 0.266 0.317
Note: based on Hu e Tsay (2014), the classical cumulative generalized kurtosis matrix, Γ̂m, was used. In the
estimates was adopted the Huber’s function, with c = 2.5.
Table 2: Summary statistics of the performance of the RPVC, without and with outliers
Without outliers
m = 5 10 20
Sample size R1 R2 R1 R2 R1 R2
250 0.013 0.877 0.014 0.872 0.014 0.874
500 0.006 0.929 0.007 0.922 0.005 0.936
1000 0.004 0.952 0.003 0.958 0.003 0.962
With outliers
m = 5 10 20
Sample size R1 R2 R1 R2 R1 R2
250 0.019 0.929 0.018 0.934 0.018 0.933
500 0.010 0.958 0.010 0.956 0.010 0.958
1000 0.006 0.972 0.007 0.978 0.006 0.978
Note: the cumulative generalized robust kurtosis matrix, Γ̂Qn,m, was used according to Equation (26). Huber’s
function was not used.
4.2 Performance of the robust generalized test statistic (GQn,pn,s)
The simulations were made considering, in Equations (18) and (27), pn ∈ {5, 10, 20}4,
sn ∈ {5, 10, 20} and sample size ranging from 250 to 2000. Again, for a given sample size, the
DGP to generate 1000 data sets of yt (without outliers) and y∗t (with outliers) were used, and
the classical PVC and the proposed RPVC were applied. In order to compare the performance
of the Gpn,s, proposed by Hu e Tsay (2014), and GQn,pn,s, proposed in this article, the analysis
4As described in (LING; LI, 1997), if pn is too large, the power of the statistic is usually lower. In contrast, if
pn is too small, the test may miss some high order dependencies.
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was divided in two forms: i) Tables 3 and 4 present the size and the power of the classical
Gpn,s, for data without and with outliers, respectively, using the classical PVC; and, ii) Table
5 shows the size and the power of the robust generalized Ling-Li test statistic (GQn,pn,s), for
time series with outliers, in this case, using the RPVC. In addition, the ∆̂, for Gpn,s, and ∆̂Qn ,
for GQn,pn,s, that are used to adjust for the ARCH effects in the data, is reported. The results
of robust generalized Ling-Li test statistic, for time series without outliers, are available upon
request.
Based on results the of Table 1, the Γ̂10, with c = 2.5 in the Huber’s function, was adopted
to verify the performance of the Gpn,s. According to Table 2, the performance of GQn,pn,s was
made taking the Γ̂Qn,10. Since in the simulations there are five-dimensional series (k = 5) and
four common volatility factors (r = 4), the size and the power of the statistical tests are obtained
from the hypotheses s = 1 and s = 2, respectively.
In Table 3, it can be seen that the classical Gpn,s does not fare well for small sample sizes,
even for data without outliers. However, the test statistic works well when the sample size is
large (n = 2000). Furthermore, the choice of pn has relatively significant effects on size and
power. The choice of sn has little impact on size and power. The adjusted term ∆̂ is far away
from one, indicating strong ARCH effects in the data.
Table 3: Size and power of the generalized Ling-Li test statistic, Gpn,s, considering the classical
PVC, in series without outliers
Size
Type I: 0.05 Type II: 0.10
Sample size sn ∆̂ pn = 5 10 20 5 10 20
250 5 1.494 0.040 0.052 0.062 0.063 0.078 0.096
500 1.610 0.041 0.055 0.067 0.058 0.068 0.086
2000 1.861 0.058 0.057 0.065 0.085 0.077 0.089
250 10 1.576 0.036 0.051 0.059 0.063 0.077 0.093
500 1.712 0.040 0.054 0.065 0.055 0.068 0.083
2000 2.019 0.050 0.054 0.061 0.080 0.073 0.085
250 20 1.639 0.034 0.049 0.058 0.062 0.076 0.090
500 1.765 0.039 0.054 0.065 0.055 0.067 0.082
2000 2.077 0.047 0.050 0.060 0.077 0.073 0.085
Power
250 5 0.292 0.243 0.209 0.336 0.293 0.262
500 0.612 0.548 0.501 0.659 0.595 0.553
2000 0.992 0.983 0.966 0.995 0.990 0.977
250 10 0.287 0.238 0.205 0.330 0.289 0.259
500 0.606 0.542 0.491 0.652 0.587 0.544
2000 0.992 0.982 0.965 0.995 0.990 0.975
250 20 0.284 0.236 0.200 0.325 0.283 0.252
500 0.604 0.538 0.490 0.647 0.587 0.542
2000 0.992 0.982 0.965 0.995 0.988 0.975
Note: based on Hu e Tsay (2014), the classical cumulative generalized kurtosis matrix, Γ̂10, was used. In the
estimates of the Γ̂10 the Huber’s function was adopted. For generalized Ling-Li test statistic the Huber’s function
was also used, as in Hu e Tsay (2014). In both cases, c = 2.5.
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The results of Table 4 demonstrate that in the presence of outliers, the size of the generalized
Ling-Li test statistic is overestimated at the 5% and 10% levels. That is, there is a over-rejection
of the null hypothesis, independently of the sample size. Thus, the outliers are able to generate
spurious conditional heteroscedasticity, increasing the rejection of the null hypothesis of ho-
moscedasticity. Regarding the power, it is possible to observe that the generalized Ling-Li test
does not work well in all situations. That is, the outliers hide genuine conditional heteroscedas-
ticity. Thus, the test rejects the null hypothesis of homoscedasticity too often when it is in fact
true, while the test has difficulty detecting genuine ARCH effects. Furthermore, the adjusted
term ∆̂ is reduced to close from one, indicating that the ARCH effects, in data with outliers, are
dissipated, i.e., the outliers mask the conditional heteroscedasticity (volatility) of the series.
Table 4: Size and power of the generalized Ling-Li test statistic, Gpn,s, considering the classical
PVC, in series with outliers
Size
Type I: 0.05 Type II: 0.10
Sample size sn ∆̂ pn = 5 10 20 5 10 20
250 5 1.039 0.122 0.099 0.098 0.152 0.131 0.121
500 1.050 0.211 0.184 0.156 0.251 0.219 0.200
2000 1.097 0.668 0.592 0.508 0.700 0.640 0.555
250 10 1.060 0.120 0.099 0.098 0.150 0.131 0.120
500 1.066 0.211 0.184 0.156 0.250 0.219 0.199
2000 1.118 0.667 0.592 0.503 0.698 0.638 0.555
250 20 1.096 0.119 0.098 0.094 0.147 0.129 0.118
500 1.087 0.210 0.182 0.156 0.247 0.215 0.199
2000 1.129 0.667 0.590 0.502 0.698 0.638 0.555
Power
250 5 0.160 0.141 0.114 0.184 0.154 0.128
500 0.231 0.193 0.157 0.264 0.224 0.187
2000 0.647 0.576 0.494 0.697 0.628 0.548
250 10 0.159 0.140 0.113 0.181 0.154 0.128
500 0.231 0.192 0.156 0.264 0.223 0.187
2000 0.647 0.573 0.494 0.695 0.626 0.544
250 20 0.157 0.135 0.111 0.180 0.154 0.125
500 0.230 0.191 0.157 0.263 0.223 0.184
2000 0.644 0.573 0.492 0.694 0.629 0.541
Note: based on Hu e Tsay (2014), the classical cumulative generalized kurtosis matrix, Γ̂10, was used. In the
estimates of the Γ̂10 the Huber’s function was adopted. For generalized Ling-Li test statistic the Huber’s function
was also used, as in Hu e Tsay (2014). In both cases, c = 2.5.
Finally, the size and power of the robust generalized Ling-Li test, GQn,pn,s, are presented in
Table 5. As can be seen, there is some over-rejection of the null hypothesis when the size of the
test is considered, especially, for small sample sizes. However, for large sample size the robust
test works well. In addition, it is notable that the GQn,pn,s presented good power for n = 2000.
In general, comparing Tables 3 and 5, it can observed that the power of the classical Gpn,s,
in series without outliers, is larger than the power of the robust GQn,pn,s, in data with outliers.
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This can be considered as a kind of "insurance premium" one has to pay in order to be protected
against the detrimental effects of outliers since, in the presence of outliers, the power of the
classical Gpn,s drops significantly (see, Table 4)5. Besides, the adjusted robust term ∆̂Qn is far
away from one, indicating strong ARCH effects in the data, when the GQn,pn,s is used.
Table 5: Size and power of the robust generalized Ling-Li test statistic, GQn,pn,s, considering
the RPVC, in series with outliers
Size
Type I: 0.05 Type II: 0.10
Sample size sn ∆̂ pn = 5 10 20 5 10 20
250 5 1.309 0.084 0.083 0.081 0.132 0.127 0.125
500 1.413 0.083 0.082 0.082 0.125 0.122 0.116
2000 1.628 0.067 0.065 0.062 0.117 0.111 0.105
250 10 1.440 0.071 0.070 0.069 0.115 0.112 0.110
500 1.552 0.083 0.080 0.076 0.123 0.120 0.114
2000 1.823 0.066 0.063 0.057 0.112 0.106 0.102
250 20 1.550 0.066 0.063 0.056 0.101 0.099 0.098
500 1.657 0.079 0.078 0.073 0.121 0.114 0.106
2000 1.896 0.062 0.060 0.055 0.109 0.106 0.103
Power
250 5 0.287 0.293 0.283 0.342 0.335 0.338
500 0.393 0.389 0.400 0.478 0.460 0.479
2000 0.880 0.848 0.829 0.910 0.892 0.860
250 10 0.272 0.277 0.271 0.381 0.356 0.387
500 0.385 0.384 0.388 0.441 0.449 0.449
2000 0.878 0.846 0.818 0.910 0.898 0.858
250 20 0.255 0.257 0.259 0.366 0.334 0.366
500 0.375 0.368 0.369 0.434 0.443 0.430
2000 0.889 0.846 0.813 0.913 0.893 0.857
Note: based on Section 3, the cumulative generalized robust kurtosis matrix, Γ̂Qn,10, was used according to
Equation (26). For robust generalized Ling-Li test statistic the GQn,pn,s presented in Equation (27) was adopted.
Huber’s function was not used in both cases.
5 Application
5.1 Study area
The study area included the GVR, Espírito Santo, Brazil, located on the south coast of the
Atlantic Ocean [latitude 20◦19 S (South), longitude 40◦20 W (West)]. Because it is situated in
the coastal region, the GVR has hot tropical climate (Aw), with a mild and dry winter and rainy
and hot summer. Average temperatures range between 24◦C and 30◦C. The prevailing winds
are from North/Northeast in the spring-summer, undergoing changes during autumn and winter
5Note that the classical Gpn,s presents the size closer of the nominal levels, 5% and 10%, than the robust
GQn,pn,s. Again, an "insurance premium" against the effects of outliers. As mentioned by Franses, Dijk e Lucas
(1998), the protection against aberrant observations sometimes comes at a cost.
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due to the positioning of the high pressure system (South Atlantic Subtropical High Pressure)
closer to the continent, allowing changes in the prevailing wind direction, which starts to vary
between the South and West directions.
In the GVR there are eight monitoring stations belonging to the State Institute of Environ-
ment and Water Resources (IEMA), namely: Laranjeiras, Carapina, Jardim Camburi (Camburi),
Enseada do Suá (Sua), Vitória-Centro (VixCentro), Vila Velha-Ibes (Ibes), Vila Velha-Centro
(VVCentro) and Cariacica. The stations are part of the Automatic Air Quality Monitoring Net-
work (AQAMN). The AQAMN measures the following pollutants: PM10, total suspended par-
ticles (TPS); SO2; CO; NOX ; hydrocarbons (HC); and, O3. In addition, the AQAMN monitors
some meteorological parameters, such as: wind direction (WD); wind speed (WS); relative hu-
midity (RH); precipitation (PP); atmospheric pressure (P); temperature (T); and, solar radiation
(R).
5.2 Application to air pollution
5.2.1 General aspects
The application of this paper was based on Liu e Johnson (2002), Liu e Johnson (2003),
Liu (2007), Liu (2009) and Liu et al. (2013). These authors adopted the traditional PCA in the
context of multiple regression and Box-Jenkins time series models. According to Liu (2009),
although traditional methodologies such as multiple regression and ARIMA have been used to
simulation and forecast air pollutants (for example, O3 and PM10), the problem of under pre-
dictions of exceedances (high levels of pollution) was still unsolved. Then, the authors applied
an alternative method that use the principal component analysis to create an extra explanatory
variable in order to trigger the peak of air pollutant concentrations. In general, the variable
PC trigger was designed to summarize atmospheric circumstances when the concentration of a
pollutant is larger than a certain level. In all cases, the results were better when the authors used
the PC trigger than without.
It should be noted that a common feature of these studies was to neglect the dependence of
the data in building the PC trigger variable. In addition, the PC trigger does not consider the
possible presence of outliers in the data set, that may affect the classical PCA (the results may
be spurious). Then, as the environmental time series adopted here present volatility and outliers
(which can be defined as outliers from the statistical point of view), this paper proposes to apply
the robust principal volatility component analysis to create the variable RPVC trigger, instead
of the traditional PCA.
The period of analysis was from January 2005 to December 2012 (daily data). Regarding
air pollution data, the PM10 concentrations of Laranjeiras station was chosen to estimate the
linear regression model, because this station showed the highest PM10 exceedances of the level
of 50 µg/m3 (the guidelines of the World Health Organization (WHO) for short exposure is
equal to 50 µg/m3) among the eight monitoring stations of GVR. Here, the Cariacica station
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was not considered, since it presented a largest number of invalid and missing data. As both the
classical PVC (HU; TSAY, 2014) and the RPVC work best when the sample size is greater than
500 (n ≥ 500), 40 µg/m3 was selected to be the threshold in this study.
In addition to PM10 concentrations, to create the trigger variable and to estimate the re-
gression model, the following variables were used: i) to represent meteorological conditions
the temperature, relative humidity, precipitation, wind direction and wind speed were adopted.
According to Seinfeld e Pandis (2006), in general, the temperature affects fuel usage and ambi-
ent chemical reactions; and, precipitation and relative humidity largely remove pollutants from
the atmosphere. In relation to wind speed, if the region has more stationary sources and less
dust on the ground, for example, the increase in wind speed disperses the pollutant emitted
at source, reducing the PM10 concentrations. Unlike, due to the resuspension effects of the
wind and the potential of winds to transport particulates between regions, in the places with a
large amount of soil dust resuspension the correlation between wind speed and PM10 tends to
be positive. Furthermore, if the wind direction is relatively constant, the same area is exposed
continuously to high pollution levels. On the other hand, if the wind direction is changed con-
stantly, the pollutants are dispersed over a larger area and the concentrations of any exposed
area are smaller (LIU; LIPTAK, 1997); ii) Particulate matter can also form in the atmosphere
from gases such as SO2, nitrogen oxides (NOX), NO2 and volatile organic compounds (VOCs),
which are emitted mainly due to combustion , turning into particles as a result of chemical re-
actions in the air. Thus, based on Liu (2009), the pollutants O3 and NO2 were used6; and, iii)
given the correlation and the proximity between Laranjeiras, Carapina and Camburi stations, the
PM10 concentrations of Carapina and Camburi were also adopted to create the trigger variables,
named PVC and RPVC. Briefly, the variables were:
• Daily average PM10 of Laranjeiras station (µg/m3): LARPM10;
• Daily average PM10 of Carapina station (µg/m3): CARPM10;
• Daily average PM10 of Camburi station (µg/m3): CAMPM10;
• Daily average temperature (◦C): T;
• Daily average relative humidity (%): RH;
• Daily average precipitation (mm): PP;
• Daily average scalar wind direction (◦): WD;
• Daily average scalar wind speed (m/s): WS;
• Daily average ozone (µg/m3): O3;
• Daily average nitrogen dioxide (µg/m3): NO2;
6The pollutant SO2 was not considered due to several missing data in its series.
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• Principal volatility component of larger volatility, according to Hu e Tsay (2014): PVC.
The most volatile component was adopted.
• Robust principal volatility component of larger volatility: RPVC. The most robust volatile
component was adopted.
5.2.2 Results and discussions
Figure 1 displays the plots of the environmental variables from January 2005 to December
2012. As can be observed, the series present high levels which can be identified, from statistical
point of view, as being outliers (additive). In Table 6, the descriptive statistics of the variables
are summarized. From this table, it can be noted that the maximum values are much larger than
the third quartile quantities, except for temperature (T). This may be an indication that the data
present aberrant observations.
In addition, there is considerable evidence that the conditional variance is not constant over
time, so that conditional heteroscedastic models seem to be appropriate choice for capturing
the time-varying volatility in the level of the series. The robust ACFs of the squared series and
the ARCH-LM test (test to verify the presence of volatility) revealed that there is conditional
heteroscedasticity (volatility) in the variables, a feature expected for air pollution and meteoro-
logical time series (results available upon request). Thus, this empirical evidence justifies the
use of the RPVC analysis to create the variable RPVC trigger, instead of the classical PCA.
Table 6: The descriptive statistics of the variables
LARPM10 CARPM10 CAMPM10 T RH
Min. 4.27 2.71 3.54 17.00 59.40
1st Qu. 24.46 17.91 20.88 22.41 72.87
Median 31.54 21.56 25.63 24.34 77.42
Mean 32.79 22.96 26.48 24.35 77.68
3rd Qu. 39.42 26.71 31.21 26.37 82.12
Max. 106.88 88.25 78.08 30.89 97.65
PP WD WS O3 NO2
Min. 0.00 20.90 0.86 8.33 3.40
1st Qu. 0.00 93.32 1.60 26.48 17.36
Median 0.00 152.03 1.99 30.79 22.09
Mean 0.17 144.95 2.05 32.44 22.32
3rd Qu. 0.11 200.78 2.43 37.34 26.56
Max. 6.74 262.85 5.49 74.18 49.43
To compare the performance of the RPVC trigger proposed in this paper, three models
are estimated (Model 1, Model 2 and Model 3). In all models, due to a very good fit to the
log-normal distribution (LIU, 2007; LIU; JOHNSON, 2003), logarithmic-transformed PM10
concentrations was used as the dependent variable in the multiple regression. The PVC and
RPVC triggers and the multiple regressions estimated are presented below. The significant
explanatory variables of the regression models were listed in Table 7 that also presents the ad-
justed coefficient of determination (R2 adjusted) and the Root Mean Squared Error (RMSE).
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Figure 1: Temporal behaviour of the variables.
Given the volatility of the PM10 concentrations, besides modeling the conditional average, the
GARCH (GARCH(1, 1)) technique was adopted to model the volatility (conditional variance)
of the residuals. The Box-Pierce and Ljung-Box statistics demonstrated that the sample resid-
uals are not time correlated and which the squares of the residuals presented no conditional
heteroscedasticity.
Model 1: multiple regression model for multivariate time series without RPC, PVC and
RPVC trigger. In order to demonstrate the usefulness of the RPC, PVC and RPVC trigger, a
multiple regression model without RPC, PVC and RPVC trigger was firstly constructed and
tested.
LOG(PM10)t = 1.881 + 0.548LOG(LARPM10)t−1 + 0.078Tt
−0.070Tt−1 − 0.007RHt − 0.077PPt + 0.054WSt
−0.043WSt−1 + 0.012NO2,t − 0.007NO2,t−1
(29)
Model 2: multiple regression model for multivariate time series with PVC trigger, adopting
the PVC analysis proposed by Hu e Tsay (2014), applied to the residuals of the VARFI(3,d)
model. In this case, the GARCH filter was not used because the PVC analysis proposed by Hu
e Tsay (2014) capture the conditional heteroscedasticity of the data set. The tests showed that
there are volatile components. The most volatile component was used in the multiple regression
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model. A multiple regression model with PVC trigger.
PV Ct = −0.017RESCARPM10,t + 0.030RESCAMPM10,t
+0.315RESTt − 0.053RESRHt + 0.942RESPPt
+0.027RESWSt + 0.088RESNO2,t
(30)
LOG(PMLAR10)t = 1.544 + 0.513LOG(LARPM10)t−1 + 0.086Tt − 0.062Tt−1
−0.006RHt − 0.088PPt + 0.066WSt − 0.039WSt−1
+0.07NO2,t − 0.005NO2,t−1 + 0.002PV Ct
(31)
Model 3: multiple regression model for multivariate time series with RPVC trigger, adopt-
ing the robust PVC analysis proposed in Section 3, applied to the residuals of the VARFI(3,d)
model. The tests showed that there are volatile components. The most volatile component was
used in the multiple regression model.
RPV Ct = 0.013RESCARPM10,t − 0.051RESCAMPM10,t
+0.116RESTt − 0.009RESRHt + 0.974RESPPt
+0.184RESWSt + 0.022RESNO2,t
(32)
LOG(PMLAR10)t = 1.935 + 0.565LOG(LARPM10)t−1 + 0.076Tt − 0.072Tt−1
−0.008RHt − 0.081PPt + 0.046WSt − 0.0405WSt−1
+0.010NO2,t − 0.006NO2,t−1 + 0.098RPV Ct
(33)
Based on Ryan (1995) and Liu e Johnson (2003), some statistics (Table 8) were calculated to
compare the capacity of predictions of PM10 exceedance days of Models 1, 2 and 3. The statis-
tics measured were: the false alarm rate (FAR), which measures the tendency to overestimate
the prediction of PM10 exceedance days; the probability of detection (POD), which measures
the probability of the model correctly estimates the PM10 exceedance days, i.e., predict PM10
exceedance days when they actually occurred; and, the loss rate (MISS), which refers to rate at
which PM10 exceedance days occurred, but were not predicted.
The results in Table 8 demonstrate that Model 3 (that use RPVC trigger) presented better
performance in detected the PM10 exceedance days. Model 3 estimated the PVC trigger ac-
cording to Hu e Tsay (2014). As the time series present peaks of concentrations (here, called
outliers), these outliers masked (or hid) the volatility of the data set. Model 3 adopted the RPVC
(proposed in this paper) to estimate the RPVC trigger. As the RPVC consider (or preserve) the
conditional heteroscedasticity in the presence of outliers, the results were expected to be better
than Models 1 and 2.
For the purpose of exemplification of the performance measures (FAR, POD and MISS),
it is possible to note that Model 3 presented a FAR equal to 0.18, which means that Model 3
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Table 7: Parameter statistics significance in the four models
Model 1 Model 2 Model 3
Variables Coef. S.e. Coef. S.e. Coef. S.e.
C (CONSTANT) 1.881 0.148 1.544 0.134 1.935 0.140
LOG(PM10LAR)t−1 0.548 0.017 0.513 0.016 0.564 0.015
Tt 0.078 0.006 0.086 0.005 0.079 0.006
Tt−1 -0.070 0.006 -0.062 0.006 -0.072 0.006
RHt -0.007 0.001 -0.006 0.001 -0.008 0.001
RHt−1 - - - - - -
PPt -0.077 0.017 -0.088 0.020 -0.081 0.020
PPt−1 - - - - - -
WDt - - - - - -
WDt−1 - - - - - -
WSt 0.054 0.016 0.066 0.014 0.046 0.014
WSt−1 -0.043 0.016 -0.039 0.013 -0.040 0.013
O3,t - - - - - -
O3,t−1 - - - - - -
NO2,t−1 0.012 0.001 0.070 0.001 0.010 0.001
NO2,t−1 -0.007 0.001 -0.005 0.001 -0.006 0.001
PVCt * * 0.002 0.007 * *
RPVCt * * * * 0.098 0.025
R2 adjusted 0.497 0.643 0.517
RMSE 0.264 0.237 0.273
Note: 1) Coef.: coefficients; 2) S.e.: standard error; 3) trace represents the variables that were not statistically
significant; and, 4) * represents the variables that were not used in the model.
Table 8: Performance of statistical models to predict PM10 concentrations
Model 1 2 3
FAR 0.29 0.21 0.18
POD 0.40 0.55 0.62
MISS 0.20 0.17 0.14
Correlation coefficient 0.70 0.72 0.75
Note: correlation coefficient was calculated for observed and predicted PM10 values.
estimated false alarms in 18% of the time, while for Model 1 the rate was equal to 29%. In
the case of the POD, it is observed that the probability of correctly detecting PM10 exceedances
was larger for Model 3 than for Model 1. In this case, 62% of the time the Model 3 success-
fully estimated the high PM10 concentrations. Moreover, the rate (MISS) for the occurrence of
episodes which were not detected was smaller for Model 3 than for Model 1.
Finally, the series was divided into two parts: learning and forecasting sets. The observa-
tions from January 1st, 2005 to July 31st, 2012 were considered as learning set and the remain-
ing observations were considered for the forecasting study. Figure 2 presents the visual analysis
of the one-step-ahead forecast values of the Model 3, that is, from August 1st, 2012 to De-
cember 31st, 2012. It can be observed that Model 3 presented a reasonably good performance,
including high levels of PM10 concentrations.
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Figure 2: Observed and forecasted PM10 concentrations (µg/m3) from August 1st, 2012 to
December 31st, 2012, one-step-ahead, for Model 3.
6 Conclusions
In this paper a robust principal volatility component (RPVC) and a robust generalized Ling-
Li test statistic (GQn,pn,s) for high-dimensional time series with conditional heteroscedasticity
and additive outliers were proposed. Some results are discussed and these were empirically
investigated by Monte Carlo experiments under different scenarios, which showed evidence
that the presence of additive outliers affects the performance of the classical principal volatil-
ity component and the generalized Ling-Li test statistic proposed by Hu e Tsay (2014). The
proposed robust principal volatility component and the robust generalized Ling-Li test statistic
performed quite well and this indicates that these robust methods can be very useful in practical
applications where there is any evidence of volatility and aberrant observations, such as, high
levels of environmental time series. The proposed RPVC was used to improve the predictions of
PM10 exceedance days in the Laranjeiras station, in the Greater Vitória Region, Espírito Santo,
Brazil, which can be very useful for the management of the air quality network. The results in
this paper will hopefully stimulate further research on this theme.
Finally, future works are suggested in the following research lines: i) the robust PVC method
and the robust generalized Ling-Li test statistic proposed in this paper were concentrated on em-
pirical investigations. Therefore, the asymptotic properties of generalized robust kurtosis matrix
and the proofs relating, specifically, to the robust generalized Ling-Li statistic test, remain open
problems and these are within the current research topics; and, ii) extending the PVC technique
to cases where the temporal series have long memory behavior in volatility.
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6 CONCLUSO˜ES GERAIS
Uma vez que va´rios problemas de sau´de esta˜o relacionados a` poluic¸a˜o atmosfe´rica, as questo˜es
referentes a` qualidade do ar teˆm se tornado cada vez mais importantes. Assim, diversos estudos
adotando te´cnicas estatı´sticas teˆm sido realizados, com o intuito de contribuir na tomada de de-
ciso˜es dos agentes pu´blicos e privados no que diz respeito ao combate a` poluic¸a˜o, a` prevenc¸a˜o
de altas concentrac¸o˜es e a` formulac¸a˜o de legislac¸o˜es para esse fim. Entre essa te´cnicas, esta´
a ana´lise de componentes principais cla´ssica, sendo a mesma adotada no redimensionamento
de rede, em ana´lises de cluster, em ana´lise de regressa˜o, entre outros. Entretando, nota-se que,
diversos estudos que adotaram a te´cnica de ACP tem negligenciado a dependeˆncia dos dados
e a presenc¸a de observac¸o˜es atı´picas (outliers). A aplicac¸a˜o da te´cnica de ACP em se´ries tem-
porais multivariadas com heterocedasticidade conditional ou outliers, por exemplo, pode levar
as resultados espu´rios (enganosos), uma vez que a matriz de autocovariaˆncia estimada pode ser
viesada (estimada incorretamente).
Assim, este trabalho objetivou estudar a te´cnica de componentes principais em se´ries tem-
porais multivariadas com heteroscedasticidade condicional e outliers. Duas linhas de pesquisa
foram propostas: i) aplicar um filtro multivariado VARFIMA-GARCH aos dados originais e
utilizar a ACP robusta sobre os resı´duos do modelo VARFIMA-GARCH. Com esse modelo,
buscou-se filtrar, ale´m da volatilidade, a correlac¸a˜o temporal e o comportamento de memo´ria
longa; e, ii) estender a te´cnica de componentes principais com volatilidade (PVC) proposta por
Hu e Tsay (2014) para uma abordagem robusta, a fim de captar a volatilidade presente nos pro-
cessos temporais multivariados, mas, levando-se em considerac¸a˜o os efeitos de outliers sobre
a variaˆncia condicional. As duas linhas de pesquisa deram origem a` dois artigos principais,
estando suas concluso˜es descritas a seguir.
No primeiro artigo, o objetivo principal foi verificar o uso da te´cnica de ACP em se´ries
temporais multivariadas com heteroscedasticidade condicional e memo´ria longa. Os resultados
demostraram que a correlac¸a˜o temporal, a volatilidade e a memo´ria longa podem afetar a matriz
de autocovariaˆncia, com reflexos sobre seus autovalores e autovetores. No caso dos autovalores,
uma grande porcentagem da explicac¸a˜o da variabilidade do conjunto de dados foi direcionada
para o primeiro componente principal. Ale´m disso, os componentes principais gerados a par-
tir do me´todo convencional de PCA apresentaram correlac¸a˜o serial e correlac¸a˜o cruzada. A
adoc¸a˜o do filtro VARFIMA-GARCH sazonal, com posterior aplicac¸a˜o da ACP robusta em seus
resı´duos, permitiu a correc¸a˜o de tais problemas. Isso foi corroborado por meio de uma aplicac¸a˜o
ao poluente MP10, na RGV, Espı´rito Santo, Brasil, mas pode ser aplicado em situac¸o˜es reais em
va´rias a´reas de estudo.
Em relac¸a˜o ao segundo artigo, foram propostos: i) me´todo de PVC robusto; e, ii) teste es-
tatı´stico de Ling-Li generalizado robusto para reduc¸a˜o de dimensa˜o em se´ries temporais mul-
tivaridas com volatilidade estoca´stica e outliers aditivos. Os resultados empı´ricos mostraram
evideˆncias de que a presenc¸a de outliers aditivos afeta o desempenho do me´todo de PVC
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cla´ssico e do teste estatı´stico de Ling-Li generalizado proposto por Hu e Tsay (2014). Os
me´todos propostos no artigo, PVC robusto e teste estatı´stico de Ling-Li generalizado robusto,
tiveram bom desempenho na presenc¸a ou na˜o de outliers, o que indica que esses me´todos robus-
tos podem ser muito u´til em aplicac¸o˜es pra´ticas, onde na˜o ha´ qualquer evideˆncia de observac¸o˜es
aberrantes, tais como, os altos nı´veis de concentrac¸o˜es da poluic¸a˜o ar. A ana´lise de PVC robusta
foi usada para melhorar as predic¸o˜es das concentrac¸o˜es de MP10 quando as mesmas ultrapas-
saram determinado nı´vel de poluic¸a˜o, na estac¸a˜o de Laranjeiras, RGV, Espı´rito Santo, Brasil, o
que pode ser muito u´til para a gesta˜o da rede de qualidade do ar da regia˜o.
Para trabalhos futuros sugere-se: i) no caso do primeiro artigo, a aplicac¸a˜o da te´cnica de PCA
sobre os dados filtrados considerou um perı´odo de tempo contı´nuo. Uma avaliac¸a˜o interessante
seria fragmentar o perı´odo de tempo, em trimestres ou por estac¸o˜es do ano, por exemplo, para
verificar se os resultados sa˜o semelhantes; ii) o me´todo de PVC robusto e o teste estatı´stico
de Ling-Li generalizado robusto propostos neste trabalho foram concentrados em investigac¸o˜es
empı´ricas. Portanto, as propriedades assinto´ticas da matriz de curtose robusta generalizada e
as provas relativas, especialmente, ao teste estatı´stico de Ling-Li generalizado robusto, perma-
necem como problemas abertos e esses esta˜o dentro dos correntes temas de pesquisa; e, iii)
estender a te´cnica de PVC para os casos em que as se´ries temporais apresentam comportamento
de memo´ria longa em volatilidade.
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Resumo:  
O objetivo deste trabalho foi estimar e prever a concentração horária de ozônio na Região da 
Grande Vitória, Espírito Santo, Brasil, utilizando um modelo ARMAX-GARCH, para o 
período 01/01/2011 a 31/12/2011. Foram utilizados dados da rede de monitoramento do 
Instituto Estadual de Meio Ambiente e Recursos Hídricos (IEMA), sendo escolhidas três 
estações: Laranjeiras, Enseada do Suá e Cariacica. Adotou-se alguns parâmetros medidos nas 
estações como variáveis explicativas da concentração de ozônio, a saber: temperatura, 
umidade relativa, velocidade do vento e concentração de dióxido de nitrogênio. Estas foram 
significativas e melhoraram a estimativa do modelo ajustado. As previsões horárias para o dia 
31/12/2011 revelaram-se muito próximas dos valores observados, sendo que as estimativas, 
em geral, seguiram a trajetória diária da concentração de ozônio. No mais, em comparação 
                                                 
1 Artigo publicado na Revista Brasileira de Meteorologia. 
96
  
aos modelos ARMA e ARMAX, o modelo ARMAX-GARCH revelou-se mais eficaz na 
predição de episódios de poluição de ozônio (concentração horária superior a 80 µg/m3), 
reduziu o número de falsos alarmes estimados e apresentou menor taxa de ocorrência de 
episódios não detectados. 
Palavras-chaves: ozônio; poluição do ar; séries temporais, ARMAX; GARCH. 
 
Abstract:  
The objective of this study was to estimate and forecast the hourly ozone concentration in the 
Region of Grande Vitória, Espírito Santo, Brazil, using the ARMAX-GARCH model, for the 
period from 2011/01/01 to 2011/12/31. Data set from the State Environmental Institute 
(IEMA) was used. The models has run for three local stations: Laranjeiras, Enseadá do Suá 
and Cariacica. Some parameters measured at the stations were taken as explanatory variables 
of ozone concentration. These variables significantly improved the model estimated. The 
hourly forecasts for 2011/12/31 (chosen to verify the model accuracy) were very close to the 
observed values and the estimated ones  generally followed the path of daily ozone 
concentration. When compared with the ARMA and ARMAX models, ARMAX-GARCH 
model proved to be more effective in the prediction of ozone pollution episodes (hourly 
concentration higher than 80 µg /m3), reduction on the number of false alarms and lowering 
the rate of undetected episodes. 
Key-words: ozone; air pollution; time series, ARMAX; GARCH. 
 
1. INTRODUÇÃO 
 
A intensificação do processo de industrialização ocorrida no século XIX, aliado ao 
crescimento populacional, especialmente, o crescimento da população urbana em detrimento 
da rural, vem aumentando as preocupações relacionadas à proteção do meio ambiente. Logo, 
cada vez mais tem se dado atenção para os efeitos adversos que a poluição atmosférica pode 
causar na saúde humana, tais como: irritação dos olhos, problemas pulmonares, alergias, etc. 
Para Liu et al. (2013), os dois poluentes atmosféricos que mais preocupam em relação à saúde 
humana são o ozônio (O3)
2 e o material particulado. 
                                                 
2 Vale ressaltar que os males causados pelo ozônio ocorrem na faixa de ar perto da superfície terrestre. Conforme 
Seinfeld e Pandis (2006), o ozônio apresenta um duplo paradoxo na atmosfera, pois, o mesmo tem um papel 
benéfico na estratosfera e maléfico na troposfera. 
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Quanto ao ozônio, esse é um poluente secundário formado na troposfera, por meio de 
reações fotoquímicas sobre os óxidos de nitrogênio e os compostos orgânicos voláteis, sendo 
a radiação solar um dos forçantes que contribui para sua formação. Conforme Seinfeld e 
Pandis (2006), a formação do ozônio depende de diversos fatores químicos e físicos, que 
variam no espaço e no tempo de forma não linear. Destaca-se que os hidrocarbonetos são 
emitidos por fontes naturais e antropogênicas, sendo que estas últimas incluem fontes móveis 
(automóveis) e estacionárias (usos industriais). Assim, a concentração de O3 tende a ser maior 
nos grandes centros urbanos, onde se concentram as grandes indústrias e o maior volume de 
automóveis. Além disso, como a formação de ozônio requer radiação ultravioleta, bem como 
a presença de precursores como óxidos de nitrogênio e compostos orgânicos voláteis, a 
concentração de O3 alcança o máximo durante os meses de verão (Ryan et al., 1999).   
Ressalta-se que, de acordo com Moreira et al. (2008), as condições meteorológicas 
desempenham um papel importantíssimo na dispersão ou acumulação de poluentes. Liu e 
Johnson (2002) descreveram que a poluição do ar, particularmente a concentração de ozônio, 
é altamente correlacionada no tempo, estando associada, geralmente, a fatores como 
temperatura, umidade relativa, velocidade e direção do vento, dentre outros. 
Cabe mencionar que, para o ozônio, por ser um poluente secundário, tornam-se mais 
difíceis as modelagens e as previsões a respeito de sua formação (Carvalho, 2006). No 
entanto, a natureza da concentração de ozônio em ambientes, principalmente urbanos, tem 
sido objetivo de diversos estudos estatísticos, especialmente no que tange a predição e a 
previsão das concentrações3. Segundo Liu et al. (2013), alguns métodos utilizados são: análise 
de regressão e classificação em árvore  (CART), modelos de redes neurais, modelos de séries 
temporais ARIMA (Box-Jenkins) e modelos de regressão. 
Ryan (1995), por exemplo, realizou previsões para as altas concentrações diárias de 
ozônio (episódios), na região de Baltimore, Estados Unidos, utilizando diversas abordagens, 
dentre elas: o método CART e a análise de regressão. Jorquera et al. (1998) realizaram 
previsões para o nível máximo de concentração de ozônio diário, na cidade de Santigo, Chile, 
utilizando modelos de séries temporais (ARMAX), de redes neurais e o modelo fuzzy. Já Liu 
e Johnson (2002) fizeram previsões para picos diários de concentração de ozônio, em 
Milwaukee, Estados Unidos, no período de 1987 a 1993, por meio do modelo regressão com 
erros de séries temporais (RTSE), com a inclusão, dentre as variáveis exógenas, do que os 
                                                 
3 Em estatística, predições são realizadas dentro da amostra considerada e, previsões, fora da amostra 
considerada. 
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autores denominaram de principal componente (PC) com gatilho. Liu e Johnson (2003) 
estudaram os picos diários de concentração de ozônio, para Milwaukee, Estados Unidos, no 
período de 1999 a 2002, utilizando o PC com gatilho na abordagem de Box-Jenkins com 
RTSE. 
Nota-se que, independente do método econométrico de análise, alguns destes estudos, 
ao fazerem previsões ou predições da concentração de ozônio, têm ignorado a questão da 
heterocedasticidade (volatilidade)4 temporal (Kumar e Ridder, 2010). Assim, esses autores 
estimaram um modelo de heterocedasticidade condicional autorregressivo generalizado 
(GARCH) associado com o método FFT-ARIMA (transformada rápida de Fourier–
autorregressivo integrado de média móvel), para prever os episódios de concentração de 
ozônio em duas cidades europeias, Bruxelas e Londres. Os resultados revelaram que modelar 
a concentração de ozônio por meio do modelo GARCH, além de melhorar os intervalos de 
confiança das previsões de curto prazo, também proporcionou maior acurácia na 
probabilidade de previsão de episódios críticos de O3. Reisen et al. (2014) modelaram a média 
diária de concentração de material particulado inalável (PM10), na cidade de Cariacica, 
Espírito Santo, Brasil, utilizando um processo integrado fracionado sazonal, com volatilidade. 
Neste contexto, este trabalho objetivou estimar e prever a concentração de ozônio 
horária na Região da Grande Vitória (RGV), Espírito Santo, Brasil, utilizando o modelo 
ARMAX-GARCH, para o período 01/01/2011 a 31/12/2011. Mesmo não tendo ultrapassado 
os padrões primário e secundário (160 µg/m3) estabelecidos pela Resolução CONAMA 03, de 
1990 (CONAMA, 1990), no período de estudo, em diversos momentos a concentração 
ultrapassou o valor de 80 µg/m3 e, até mesmo, o de 100 µg/m3, sendo que as maiores 
concentrações ocorreram no verão. Estes padrões estabelecem uma qualidade do ar regular 
(entre 80 e 160 µg/m3), em termos de efeitos prejudiciais sobre a saúde, principalmente para 
população mais sensível, como idosos e crianças (Companhia Ambiental do Estado de São 
Paulo – CETESB, 2013). Lembrando que esta qualidade do ar regular é baseada no Índice de 
Qualidade do AR (IQA), da CETESB. Logo, esta pesquisa torna-se importante no que diz 
respeito, especialmente, à formulação de medidas preventivas por parte dos órgãos 
competentes, uma vez que a concentração de ozônio, na Grande Vitória, embora não tenha 
atingido níveis alarmantes, tem-se elevado nos últimos anos. 
                                                 
4 Conforme Matteson e Tsay (2011), a volatilidade pode ser entendida como o desvio padrão condicional da 
série. Séries com alta variabilidade ao longo do tempo tendem a apresentar esta característica. A concentração 
horária de ozônio é um exemplo de série volátil. 
99
  
O presente artigo está estruturado da seguinte forma. Além desta introdução, a seção 2 
traz uma descrição da região de estudo, as variáveis utilizadas e os modelos estatísticos 
adotados. Na seção 3 apresentam-se as estimativas do modelo ARMAX-GARCH, os testes de 
diagnóstico e as previsões para a concentração de ozônio. Por fim, as conclusões são 
apresentadas na seção 4.  
 
2. MATERIAL E MÉTODOS 
 
2.1. Região de estudo e apresentação das variáveis 
 
Os dados deste estudo foram do tipo séries temporais, abrangendo variáveis 
relacionadas à poluição atmosférica (concentração de ozônio e dióxido de nitrogênio) e às 
condições meteorológicas (temperatura, umidade relativa e velocidade do vento), para a 
Região da Grande Vitória, Espírito Santo, Brasil. A RGV é composta por cinco municípios, 
localizando-se na costa sul do oceano Atlântico (latitude 20°19S, longitude 40°20W). O clima 
é tropical quente, com temperaturas médias variando entre 24° C e 30° C. 
O período de análise foi de janeiro a dezembro de 2011, sendo os dados tomados de 
forma horária (8.760 observações) e coletados através do banco de dados do IEMA. Uma vez 
que alguns dados horários não estavam disponíveis, algumas observações foram inseridas 
utilizando o “pacote mtsdi” (multivariate time series data imputation) (Junger e Leon, 2012), 
presente no software R 3.0.2. Na Tabela 1 são apresentadas as variáveis utilizadas, unidades, 
siglas e fontes. 
Vale ressaltar que, atualmente, a Região da Grande Vitória possui oito estações de 
monitoramento de qualidade do ar, a saber: Laranjeiras; Carapina; Jardim Camburi; Enseada 
do Suá; Vitória – Centro; Vila Velha – Ibes; Vila Velha – Centro; e, Cariacica (ver Figura 1). 
A concentração de ozônio é medida nas estações de Laranjeiras, Enseada do Suá, Vila Velha 
– Ibes e Cariacica. Dado o grande percentual de dados faltantes e a alta porcentagem de dados 
invalidados (seja pelo sistema, equipamento, usuário, etc.), na estação Vila Velha – IBES, 
trabalhou-se, somente, com os dados de concentração de ozônio das estações de Laranjeiras, 
Enseada do Suá e Cariacica (foi estimado um modelo para cada estação). Consequentemente, 
para a concentração de dióxido de nitrogênio, também se adotou os dados destas três estações. 
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Tabela 1: Variáveis, unidades, siglas e fontes 
Variáveis Unidades Siglas Fontes 
Concentração de ozônio em Laranjeiras – Frequência horária com 
amostra de uma hora a três metros. 
µg/m3 O3LAR IEMA 
Concentração de ozônio em Enseada do Suá – Frequência horária 
com amostra de uma hora a três metros. 
µg/m3 O3SUA IEMA 
Concentração de ozônio em Cariacica – Frequência horária com 
amostra de uma hora a três metros. 
µg/m3 O3CAR IEMA 
Concentração de dióxido de nitrogênio em Laranjeiras – 
Frequência horária com amostra de uma hora a três metros. 
µg/m3 NO2LAR IEMA 
Concentração de dióxido de nitrogênio em Enseada do Suá – 
Frequência horária com amostra de uma hora a três metros. 
µg/m3 NO2SUA IEMA 
Concentração de dióxido de nitrogênio em Cariacica – Frequência 
horária com amostra de uma hora a três metros. 
µg/m3 NO2CAR IEMA 
Temperatura média – Frequência horária com amostra de uma hora 
a três metros. 
°C T IEMA 
Umidade relativa – Frequência horária com amostra de uma hora a 
três metros. 
% UR IEMA 
Velocidade escalar média do vento – Frequência horária com 
amostra de 1 hora a 10 metros. 
m/s VV IEMA 
 
 
 
Figura 1: Estações de monitoramento da qualidade do ar na Grande Vitória. 
Fonte: Google Earth (2014). 
 
As variáveis temperatura, umidade relativa e velocidade do vento foram utilizadas 
conforme descrição da Tabela 2. Cabe mencionar aqui que foram testadas outras variáveis 
exógenas, como radiação solar e direção do vento. Porém, estas não se revelaram 
significativas ou comprometeram o ajuste do modelo. 
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Tabela 2: Descrição das variáveis temperatura, umidade relativa e velocidade do vento 
Variáveis Descrição 
Temperatura 
Média entre as estações de Carapina e Cariacica, únicas que possuem 
medições para tal variável. 
Umidade Relativa 
Existem medições para as estações de Carapina e Cariacica. Entretanto, como 
existem muitos dados faltantes para a estação de Cariacica, optou-se por 
trabalhar apenas com a umidade da estação de Carapina. 
Velocidade do Vento 
Mensurada nas estações de Carapina, Enseada do Suá, Vila Velha – Ibes e 
Cariacica. Dado que a estação de Carapina não atende a alguns padrões 
importantes para captação correta da velocidade do vento, adotou-se uma 
média entre as estações da Enseada do Suá, de Vila Velha – Ibes e de 
Cariacica. 
 
2.2. Modelo ARMAX-GARCH5 
 
Um modelo ARMA(p,q) é uma combinação de um processo autorregressivo (AR) e 
um processo de médias móveis (MA) e pode ser expresso por: 
,22112211 qtqtttptpttt εθεθεθεYφYφYφcY   
                                    
(1) 
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q
qt
p
p
εLθLθLθYLφLφLφ  
                                               
(2) 
em que 
t
Y  é processo estocástico a ser modelado; pφφφ ,,, 21  , coeficientes do processo 
autorregressivo; qθθθ ,,, 21  , coeficientes do processo de médias móveis; L , operador de 
defasagem; e,  2,0~  RBt . Caso as raízes de 01 221  pp LφLφLφ   estejam fora do 
círculo unitário, o processo estocástico é dito estacionário.
 
Cabe ressaltar que as ordens de p e q podem ser determinadas, respectivamente, pela 
função de autocorrelação parcial (FACP) e pela função de autocorrelação (FAC). 
Adicionalmente, critérios mais objetivos podem ser utilizados para identificar as ordens 
corretas de p e q, a saber: Critério de Informação de Akaike (AIC); Critério de Informação de 
Schwarz (SC); Critério de Informação de Hannan-Quinn (HQ); e, Erro de Predição Final 
(FPE) (Brockwell e Davis, 2002). 
Já o modelo ARMAX é uma extensão do modelo ARMA, utilizando outras séries 
temporais como variáveis de entrada. Tal modelo pode ser descrito como: 
 ,,
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                                                                    (3) 
                                                 
5 Este item está baseado em Hamilton (1994). 
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em que λ  é o vetor de coeficientes da matriz de componentes regressivos )(X ; e, 
),0(~ 2σRBεt . Na prática, os coeficientes ),,( kji λθφ  podem ser estimados pelo método de 
máxima verossimilhança (MV). 
Neste contexto, a estimação do modelo ARMAX (Equação 3) requer que o termo de 
erro t  seja homocedástico (ausência de volatilidade estocástica). No entanto, nas situações 
onde a distribuição condicional difere da distribuição incondicional, a suposição de variância 
do erro constante pode não ser verificada. Dessa forma, os modelos autorregressivos de 
heterocedasticidade condicional (ARCH) surgiram no início da década de 1980 (ver Engle, 
1982), com o intuito de modelar, temporalmente, a variância condicional. Estes modelos 
foram generalizados por Bollerslev (1986), dando origem aos modelos autorregressivos de 
heterocedasticidade condicional generalizados (GARCH). 
Para representar o modelo GARCH, toma-se 
t
ε  com um processo estocástico real em 
tempo discreto. Neste estudo, 
t
ε  são as inovações do processo ARMAX (Equação 3). Engle 
(1982) definiu um processo ARCH onde todos os 
t
ε  são da forma,  
,
ttt
z  
                                                                                                                       (4) 
em que 
t
z  é um processo distribuído independente e identicamente com média zero e 
variância unitária. Embora 
t  seja serialmente não correlacionado por definição, sua variância 
condicional 2
t  pode ser autocorrelacionada e, portanto, mudar ao longo do tempo. 
A equação da variância do GARCH(r,l) pode ser representada por (Bollerslev, 1986; 
Brockwell e Davis, 2002): 
 ,1,0Dzt                                                                                                                     (5) 
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em que  1,0D  é a função de densidade de probabilidade das inovações ou resíduos com 
média zero, variância unitária; e, ;0,0  lr ;0,0
0

i
 ;,,2,1 ri  ,0j  
.,,2,1 lj 
 
Nota-se que, caso 0l , o processo reduz-se para um ARCH(r). No mais, para 
0 lr , a variância condicional é constante, como em um modelo ARMA, e as inovações 
t  
são reduzidas a ruídos brancos. 
Bollerslev (1986) demonstrou que o processo GARCH(1,1) é estacionário com 
  0tE  ,    110 1var  t  e   0,cov st   para st   se, e somente se, 111    
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(para mais detalhes, consultar Bollerslev (1986)). A estimação do modelo GARCH pode ser 
feita pelo método de máxima verossimilhança (MV). 
 
3. RESULTADOS E DISCUSSÕES 
 
3.1. Estimativas por ARMAX-GARCH 
 
O primeiro passo na análise de séries temporais é verificar se as mesmas são 
estacionárias6. Se elas não forem estacionárias em nível deve-se realizar algum procedimento 
para estacionarizá-las (em geral, aplica-se a primeira diferença nas mesmas, dado que a 
maioria das séries é I(1), ou seja, integradas de primeira ordem). Os resultados dos testes 
Augmented Dickey-Fuller – ADF (Dickey e Fuller, 1981), Phillips-Perron – PP (Phillips e 
Perron, 1988) e Kwiatkowski-Phillips-Schmidt-Shin – KPSS (Kwiatkowski et al., 1992)7 
revelaram que todas as séries foram estacionárias em nível. 
Para determinação do modelo ARMAX ideal, para cada estação de monitoramento, 
utilizou-se a FAC, a FACP e os critérios de informação de AIC, de SC e HQ. Foram 
estimados diversos modelos, sendo que o modelo com o melhor ajuste de cada estação 
encontra-se na Tabela 3. Importante mencionar que também foram estimados modelos 
ARMA, porém, pelos critérios de seleção, os mesmos foram desconsiderados. 
No mais, todos os modelos estimados, constantes na Tabela 3, demonstraram resíduos 
(FAC) com características semelhantes à de um processo ruído branco, ou seja, não 
autocorrelacionados. Entretanto, quando se observou a FAC dos resíduos ao quadrado, 
verificou-se, para as três estações, um grande número de valores fora do intervalo de 
confiança. Logo, os resíduos ao quadrado não obedeceram à suposição de ruído branco, 
exibindo correlação na variância, ou seja, há heterocedasticidade condicional no processo. 
Para confirmar tal problema, realizou-se o teste de heterocedasticidade ARCH-LM8 no 
modelo de cada estação (Tabela 3), e verificou-se que a variância condicional dos erros é 
autocorrelacionada. Vale lembrar que o teste foi realizado para diversos números de 
                                                 
6 Uma série temporal (processo estocástico) é considerada estacionária quando apresentar média, variância e 
covariância constantes ao longo do tempo. 
7 Também foram analisados os gráficos e as funções de autocorrelação das séries. 
8 O teste ARCH-LM é utilizado para verificar se os resíduos (erros estimados) apresentam ou não volatilidade. A 
hipótese nula do teste é de ausência de volatilidade. Caso a hipótese nula não seja rejeitada, ocorre ausência de 
volatilidade e o modelo está adequado. 
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defasagens (a Tabela 3 apresenta o resultado para uma defasagem, ou seja, para defasagem de 
uma hora), sendo que, para todos, rejeitou-se a hipótese de ausência de volatilidade. 
 
Tabela 3: Estimativas das equações das médias condicionais 
 Laranjeiras Enseada do Suá Cariacica 
 Coef. Ep. Coef. Ep. Coef. Ep. 
Constante 31,45461* 3,678915 54,17850* 5,273380 14,14836* 4,277938 
T 0,518867* 0,086809 0,240567** 0,122042 0,714503* 0,087138 
UR -0,041923* 0,017540 -0,166264* 0,030050 -0,047402* 0,018303 
VV 1,104344* 0,152707 1,225437* 0,222257 1,396750* 0,145102 
NO2 -0,675974* 0,007614 -1,000944* 0,014113 -0,459971* 0,008701 
AR(1) 0,899618* 0,006371 0,824099* 0,012169 0,838127* 0,010965 
AR(4) - - 0,029425* 0,009614 -0,031447* 0,008524 
AR(12) - - - - 0,034332* 0,007915 
AR(14) - - - - -0,027510* 0,007968 
AR(21) 0,047190* 0,010212 - - 0,054735* 0,010831 
AR(22) 0,029695** 0,014589 - - 0,081962* 0,012935 
AR(23) 0,060843* 0,013730 0,113795* 0,012975 - - 
AR(24) - - 0,092272* 0,016514 0,124145* 0,013372 
AR(25) - - -0,045601* 0,015871 -0,094428* 0,012322 
AR(26) -0,061539* 0,007720 -0,062426* 0,012344 - - 
MA(1) 0,173674* 0,016713 0,179530* 0,017111 0,161128* 0,015967 
Teste de heterocedasticidade condicional 
ARCH-LM 529,010 231,581 578,191 
P-valor 0,00000 0,00000 0,00000 
Nota: * Significativo a 1%; ** Significativo a 5%; Coef.: coeficiente; e, Ep.: erro-padrão. 
 
Dessa forma, adotou-se a técnica GARCH para modelar a volatilidade (variância 
condicional) da concentração de ozônio. Os modelos foram estimados considerando a 
suposição de que os erros do ARMAX seguem distribuição normal9. Foram testados vários 
modelos para o número de defasagens do GARCH, sendo que o melhor modelo para cada 
estação encontra-se na Tabela 4. Pelo teste ARCH-LM observou-se que não se rejeitou a 
hipótese nula de ausência de volatilidade, em todas as estações, eliminando-se o problema da 
heterocedasticidade condicional.  Novamente, o teste foi realizado para diversos números de 
defasagens (a Tabela 4 apresenta o resultado para uma defasagem), sendo que, para todos, não 
se rejeitou a hipótese de ausência de volatilidade. 
Para corroborar a utilização do modelo ARMAX-GARCH, realizou-se estimativas 
para os modelos ARMA, ARMAX e ARMAX-GARCH e verificou-se qual o melhor método 
para realizar previsões.  Para isto, adotou-se o período de 0:30 horas de 01/01/2011 até as 
23:30 horas de 30/12/2011 para fazer as estimações e reservou-se as 24 horas do dia 
                                                 
9 No que tange ao teste de normalidade dos resíduos, o teste de Jarque-Bera rejeitou a hipótese nula de que os 
resíduos são normais, para todas as estações de monitoramento. Entretanto, assumiu-se, pela teoria assintótica 
sobre a média das distribuições de probabilidade, a suposição de que os resíduos são normais, dando seguimento 
à análise do modelo. Esta suposição é importante para realização dos testes de hipóteses do modelo estimado. 
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31.12.2011 para se fazer as previsões. A Tabela 5 demonstra os valores estimados para o Erro 
Absoluto Médio (MAE), para a Raiz Quadrada do Erro Quadrático Médio (RMSE) e para o 
Erro Percentual Absoluto Médio (MAPE), parar os modelos das estações de Laranjeiras, 
Enseada do Suá e Cariacica. Conforme observado, em todos os casos, o método ARMAX-
GARCH apresentou os menores valores das estatísticas MAE, RSME e MAPE, sendo o mais 
adequado para realizar as previsões. 
 
Tabela 4: Estimativas dos modelos de volatilidade condicional 
 Laranjeiras Enseada do Suá Cariacica 
 Coef. Ep. Coef. Ep. Coef. Ep. 
Constante 2,713916* 0,304517 2,217166* 0,366801 1,111629* 0,161478 
ARCH(1) 0,289816* 0,025081 0,297134* 0,024871 0,223160* 0,017258 
GARCH(1) 0,522876* 0,032864 0,315804* 0,065489 0,736404* 0,016601 
GARCH(2) - - 0,336062* 0,053538 - - 
Teste de heterocedasticidade condicional 
ARCH-LM 0,04678 0,81524 0,19865 
P-valor 0,82880 0,36360 0,65580 
Nota: * Significativo a 1%; Coef.: coeficiente; e, Ep.: erro-padrão. 
 
Tabela 5: Critérios de seleção de modelo para previsão 
Estação Modelo MAE (µg/m3) RSME (µg/m3) MAPE (%) 
Laranjeiras 
ARMA 3,556287 5,053671 9,675806 
ARMAX 3,035573 3,903782 8,249631 
ARMAX-GARCH 2,999764 3,899851 8,119810 
Enseada do Suá 
ARMA 4,847291 5,763318 13,39339 
ARMAX 3,408568 3,894462 9,290900 
ARMAX-GARCH 3,269677 3,794599 8,861550 
Cariacica 
ARMA 4,335348 5,779029 12,09641 
ARMAX 3,188361 3,853879 9,525701 
ARMAX-GARCH 3,055559 3,763219 8,921103 
 
Ainda, para fins de comparação entre o pior modelo (ARMA) e o melhor modelo 
(ARMAX-GARCH) para realização de previsões, nas Figuras 2 e 3 encontram-se os valores 
observados e previstos para o dia 31/12/2011, para as estações de Laranjeiras, Enseada do Suá 
e Cariacica. Verifica-se a melhor adequação do modelo ARMAX-GARCH. O comportamento 
dos valores previstos é semelhante ao dos valores observados, inclusive no que diz respeito 
aos períodos de máxima concentração, que ocorrem durante as maiores temperaturas. Vale 
ressaltar que existem alguns pontos de subestimação e/ou superestimação, mas, as predições 
seguiram a trajetória observada da concentração de ozônio durante o dia 31/12/2011. 
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Figura 2: Valores observados e previstos para a concentração horária de ozônio (em µg/m3), 
para o dia 31/12/2011, utilizando o modelo ARMA 
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Figura 3: Valores observados e previstos para a concentração horária de ozônio (em µg/m3), 
para o dia 31/12/2011, utilizando o modelo ARMAX-GARCH 
 
Por fim, após estabelecer o melhor método para previsão, cabe dizer que os sinais 
estimados para as variáveis temperatura, umidade, velocidade do vento e dióxido de 
nitrogênio, estão de acordo com o esperado. Em relação à temperatura, o sinal positivo deve-
se a correlação direta entre a radiação solar e a temperatura, uma vez que uma elevação da 
radiação solar implica em aumento da temperatura e, consequentemente, das reações 
fotoquímicas que contribuem para formação do ozônio. 
No que se refere à correlação negativa entre a concentração de ozônio e a umidade 
relativa, conforme Seinfeld e Pandis (2006), os diversos mecanismos cinéticos podem ocorrer 
segundo a presença ou não de compostos orgânicos voláteis (COV) na atmosfera. Um destes 
mecanismos seria redução da formação de ozônio, quando da ocorrência de alta umidade 
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relativa. Conforme Carvalho et al. (2004), a relação negativa entre a concentração de ozônio e 
a umidade pode ser decorrência da radiação solar, uma vez que menores índice de umidade 
relativa podem estar relacionados a horários do dia com maior radiação solar e, assim, com 
maior formação de ozônio. Carvalho et al.  (2004) salienta que “outro mecanismo cinético 
associado à presença dos COVs pode possibilitar a amplificação da produção do ozônio, 
devido à reação do radical peroxila com o óxido de nitrogênio para formar dióxido de 
nitrogênio, que numa segunda etapa, pode formar o poluente ozônio”.  
O sinal estimado da variável velocidade do vento foi positivo, demonstrando que 
aumentos na velocidade do vento elevam a concentração de ozônio. Esta relação pode ser 
influenciada por outros fatores meteorológicos, visto que o aumento da velocidade do vento 
na região pode surgir devido à atuação de sistemas sinóticos ou devido à circulação local que 
poderá ser gerada.   
Independente da origem do aumento da velocidade do vento, existe um efeito direto 
entre o aumento da velocidade do vento e o aumento das concentrações de ozônio, devido à 
intensificação do transporte de gases precursores de outras regiões para as estações de 
Laranjeiras, Enseada do Suá e Cariacica, assim como o favorecimento do transporte do 
próprio ozônio já formado em outras regiões para as estações analisadas. Porém, em dias com 
atuação de sistemas sinóticos (por exemplo, frentes frias) existirá um aumento da velocidade 
do vento, mas a formação de ozônio ficará comprometida pela diminuição da incidência de 
radiação solar, consequentemente de temperatura do ar, aumento da umidade relativa do ar e 
nebulosidade e, a probabilidade de ocorrência de precipitação que contribuirá para a diluição 
dos poluentes precursores na atmosfera.  
Em contrapartida, o aumento da velocidade do vento pode estar relacionado com a 
formação e intensificação de sistemas de circulação local, como a brisa marítima. Nestas 
situações, tem-se um aumento não somente da velocidade do vento, mas também da 
incidência de radiação solar, aumento da temperatura do ar, como consequência deste 
aumento, existirá uma intensificação do gradiente de pressão que é formado entre o mar e o 
continente, devido ao aquecimento diferenciado (mar-terra), surgindo com isso a circulação 
de brisa marítima. A existência da circulação de brisa marítima na RGV favorece o aumento 
da velocidade do vento local, logo o transporte de poluentes precursores é intensificado, assim 
como as condições meteorológicas são favoráveis para a ocorrência de reações fotoquímicas 
para a formação do ozônio.  
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Sob qualquer condição meteorológica que influencie a RGV, as horas do dia em que 
ocorrem as maiores concentrações de ozônio são próximas dos horários de máxima incidência 
de radiação solar e temperatura. 
Já o dióxido de nitrogênio apresentou relação negativa com a concentração de ozônio. 
Por ser um poluente secundário, o ozônio é formado por reações fotoquímicas sobre os óxidos 
de nitrogênio e os compostos orgânicos voláteis. Assim, para formação do ozônio deve 
ocorrer o consumo de dióxido de nitrogênio, o que determina a relação negativa entre estes 
poluentes.   
 
3.2. Desempenho estatístico do modelo ARMAX-GARCH 
 
Além dos testes já realizados, baseando-se na metodologia de Ryan (1995) e Liu e 
Johnson (2003), calculou-se algumas estatísticas (Tabela 6), para comparar a capacidade de 
predição de episódios de concentração de ozônio do modelo ARMAX-GARCH, com os 
modelos ARMA e ARMAX. As estatísticas10 mensuradas foram: a taxa de alarme falso 
(FAR), que mede a tendência de a predição superestimar os episódios de concentração de 
ozônio; a probabilidade de detecção (POD), que mensura a probabilidade de o modelo estimar 
corretamente os episódios horários da concentração de ozônio, ou seja, de predizer os 
episódios quando eles realmente ocorreram; e, a taxa de perda (MISS), que se refere à taxa na 
qual episódios de ozônio ocorreram, porém, não foram previstos. 
 
Tabela 6: Desempenho estatístico dos modelos ARMA, ARMAX e ARMAX-GARCH, 
quando a predição da concentração de ozônio excede 80 µg/m3 por hora 
Estação Modelo FAR POD MISS 
Laranjeiras 
ARMA 0,16 0,38 0,62 
ARMAX 0,10 0,64 0,36 
ARMAX-GARCH 0,07 0,68 0,32 
Enseada do Suá 
ARMA 0,28 0,39 0,61 
ARMAX 0,21 0,49 0,51 
ARMAX-GARCH 0,18 0,53 0,47 
Cariacica 
ARMA 0,28 0,54 0,46 
ARMAX 0,25 0,63 0,38 
ARMAX-GARCH 0,21 0,65 0,35 
Nota: FAR = Taxa de falso alarme; POD = Probabilidade de detecção; e, MISS = Taxa de perda. 
 
Conforme descrito na introdução, pela avaliação dos dados das estações de 
Laranjeiras, Enseada do Suá e Cariacica, em diversas horas do ano de 2011, a concentração de 
                                                 
10 A descrição das estatísticas encontra-se no apêndice. 
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ozônio esteve acima de 80 µg/m3 e, até mesmo, superior a 100 µg/m3, o que pode ser 
considerada como uma qualidade do ar regular (entre 80 e 160 µg/m3), em termos de efeitos 
prejudiciais sobre a saúde, segundo a CETESB (2013). Logo, as concentrações acima de 80 
µg/m3 foram escolhidas como episódios neste estudo. Vale ressaltar, que níveis iguais ou 
inferiores a 80 µg/m3 não estão isentos de causar riscos à saúde. 
Para fins de exemplificação das medidas de desempenho, verifica-se que, para a 
estação de Laranjeiras, o modelo ARMAX-GARCH apresentou uma FAR de 0,07, o que 
significa que ele prevê 7% de falsos alarmes, enquanto que para o modelo ARMAX a taxa foi 
de 10% e para o ARMA de 16%. No caso da POD, nota-se que a probabilidade de detectar 
episódios corretamente é maior para o modelo ARMAX-GARCH do que para os outros 
modelos. O modelo ARMAX-GARCH obteve probabilidade de 68% no que diz respeito a 
estimar corretamente concentrações acima de 80 µg/m3 por hora. Além disso, a taxa (MISS) 
referente à ocorrência de episódios que não foram detectados foi menor para o ARMAX-
GARCH. 
Para as demais estações, o comportamento da FAR, da POD e da MISS foi semelhante 
ao encontrado para a estação de Laranjeiras, corroborando, novamente, que o desempenho 
estatístico do modelo ARMAX-GARCH foi superior aos modelos ARMA e ARMAX, no que 
diz respeito à predição de episódios de poluição de ozônio. Por fim, vale dizer que, em geral, 
os melhores desempenhos das estatísticas FAR, POD e MISS foram para as estações de 
Laranjeiras, Cariacica e Enseada do Suá, respectivamente. Isto pode ser decorrência de a 
estação da Enseada do Suá ter apresentado um número muito maior de picos de concentração 
observados, quando comparado com as outras duas estações. 
 
4. CONCLUSÕES 
 
Este trabalho teve como objetivo estimar e prever a concentração horária de ozônio na 
Região da Grande Vitória, Espírito Santo, utilizando um modelo ARMAX-GARCH. Devido 
às limitações dos dados, as estimativas foram realizadas para as estações de Laranjeiras, 
Enseada do Suá e Cariacica. O modelo ARMAX apresentou volatilidade da variância dos 
resíduos, como já era esperado. Assim, estimou-se um ARMAX-GARCH para captar o efeito 
desta volatilidade. Ressalta-se que todas as séries utilizadas foram estacionárias em nível. 
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Neste contexto, destaca-se que, mesmo sendo um poluente de difícil modelagem 
estatística, em função da sua formação secundária, o modelo ARMAX-GARCH apresentou 
boas estimativas para as três estações de monitoramento. Os principais resultados foram:  
i) As variáveis exógenas, temperatura, umidade, velocidade do vento e dióxido de 
nitrogênio, foram significativas e melhoram o ajuste do modelo final estimado; 
ii)As estatísticas MAE, RMSE e MAPE revelaram que o modelo ARMAX-GARCH é 
mais adequado para realização de previsões do que os modelos ARMA e ARMAX; 
iii)As previsões horárias do modelo ARMAX-GARCH, para o dia 31/12/2011, 
revelaram-se muito próximas dos valores observados, sendo que as estimativas, em 
geral, seguiram a trajetória diária da concentração de ozônio; 
iv) Em comparação com os modelos ARMA e ARMAX, o modelo ARMAX-GARCH 
revelou-se mais eficaz na predição de episódios de poluição de ozônio (concentração 
horária superior a 80 µg/m3), reduziu o número de falsos alarmes e apresentou menor 
taxa de ocorrência de episódios não detectados. 
Ressalta-se que, estudos desta natureza são de grande importância, uma vez as 
preocupações quanto aos efeitos adversos que a poluição atmosférica pode causar na saúde 
humana tem aumento a cada dia. Sendo assim, estabelecer, por exemplo, como as condições 
meteorológicas afetam a concentração de ozônio e tentar prever os picos (episódios) de 
concentração deste poluente é fundamental, dado que pode auxiliar na tomada de decisões dos 
agentes públicos no que diz respeito ao combate à poluição, à prevenção de altas 
concentrações e a formulação de legislações para este fim. 
Vale mencionar que este é um estudo preliminar. Para trabalhos futuros outras técnicas 
estatísticas podem ser utilizadas e comparadas com as adotadas nesta pesquisa, como os 
modelos de redes neurais, os modelos não lineares, e até mesmo os modelos vetoriais 
autorregressivos (VAR). Também podem ser utilizados outros métodos para modelar a 
variância condicional e tentar realizar estimativas separadas para as distintas estações do ano. 
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6. APÊNDICE A 
 
a) Probabilidade de detecção (POD): mensura a ocorrência de horários de alta concentração 
de ozônio, iguais ou superiores a 80 µg/m3, que foram preditas corretamente de acordo 
com os valores observados: 
 
BA
A
POD

 ;                                                                                                                      (A1) 
 
b) Taxa de alarme falso (FAR): mede a tendência da predição de ozônio superestimar o 
valor observado da concentração de ozônio: 
 
AC
C
FAR

 ;                                                                                                                      (A2) 
 
c) Taxa de perda (MISS): mensura a taxa a qual os episódios de ozônio observados não são 
preditos: 
 
BA
B
PODMISS

1 ;                                                                                                    (A3) 
 
em que 
 Estimado – Sim Estimado – Não 
Observado – Sim  A B 
Observado – Não  C D 
Nota: as descrições, observado e estimado, referem-se aos valores característicos dos episódios. 
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Impactos das variáveis meteorológicas na qualidade do ar da Região da Grande Vitória, 
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Resumo: este trabalho objetivou verificar os impactos das variáveis meteorológicas 
temperatura, umidade relativa, velocidade do vento e precipitação sobre a qualidade do ar, na 
Região da Grande Vitória, Espírito Santo, Brasil, considerando o poluente material 
particulado inalável (MP10), por meio do modelo Logit. O período de estudo foi de janeiro de 
2005 a dezembro de 2010, onde a qualidade do ar foi classificada como “não boa” e “boa”. 
Também foram estimados os efeitos dos dias da semana e das estações do ano sobre a 
probabilidade de ocorrência de qualidade do ar “não boa”. Os resultados demonstraram que os 
fatores meteorológicos precipitação pluviométrica e velocidade do vento contribuíram 
significantemente para a redução da probabilidade de ocorrência de qualidade do ar “não 
boa”. Além disso, os resultados simulados mostraram que, durante os finais de semana, as 
chances de ocorrer qualidade do ar “não boa” foram fortemente reduzidas e, nas estações do 
                                                 
1 Artigo aceito para publicação na Revista Brasileira de Meteorologia. 
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outono e do inverno, a probabilidade de se verificar qualidade do ar “não boa” caiu de 
maneira relevante. 
 
Palavras-chave: variáveis meteorológicas; poluição do ar; MP10; modelo Logit. 
 
Abstract: the objective of this study was to determine the impacts of meteorological 
variables, such as temperature, relative humidity, wind speed and precipitation, on the air 
quality in the Region of Grande Vitória, Espírito Santo, Brazil, considering the pollutant PM10 
and using the Logit model. The period of study was from January 2005 to December 2010 
and, in this study, the air quality was classified as “not good” and “good”. The day of the 
week and season effects over the air quality “not good” were also estimated.  The results 
showed that the precipitation and the wind speed contributed significantly to the reduction of 
the probability of air quality “not good”. In addition, during the weekends the probability of 
air quality “not good” was greatly reduced and in the autumn and winter seasons the 
probability of air quality “not good” falls significantly. 
 
Key-words: meteorological variables; air pollution; PM10; Logit model. 
 
1. Introdução 
As questões relativas à qualidade do ar têm se tornado cada vez mais importantes, uma 
vez que vários problemas de saúde decorrem da poluição atmosférica, dentre eles: asmas, 
renites, ardor nos olhos, cansaço, tosse seca, doenças cardiovasculares e pulmonares, 
insuficiência cardíaca, etc. Autores como Brunekreef e Holgate (2002), Maynard (2004), 
World Health Organization (WHO, 2005), Curtis et al. (2006), entre outros, demonstraram a 
relação entre os poluentes clássicos (partículas inaláveis com diâmetro menor que 10 microns 
(MP10), monóxido de carbono (CO), dióxido de enxofre (SO2), óxidos de nitrogênio (NOx) e 
ozônio (O3)) e os problemas de saúde. No ano de 2012, por exemplo, a morte de 4,3 milhões 
de pessoas foi atribuída à poluição atmosférica (WHO, 2014). Além disso, a poluição do ar 
contribui para a degradação do meio ambiente, ajudando na propagação do efeito estufa. 
Ressalta-se que, a intensificação do processo de industrialização ocorrida no século 
XIX, aliado ao crescimento populacional, especialmente, o crescimento da população urbana 
em detrimento da rural, vem aumentando as preocupações dos governos, sejam locais ou 
centrais, relacionadas à proteção do meio ambiente. Em relação à poluição do ar, de acordo 
com Vingarzan (2004) e Oltmans et al. (2006), em diversas partes do mundo esta vem 
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crescendo em função, principalmente, da industrialização, da urbanização e da queima de 
combustíveis fósseis. Conforme Gramsch et al. (2006), dado que a poluição atmosférica é 
mais concentrada em áreas urbanas e industriais, os esforços de monitoramento da qualidade 
do ar são maiores nestas áreas ou regiões. 
Nesse contexto, vale ressaltar que, a economia do estado do Espírito Santo, onde se 
encontra a Região da Grande Vitória (RGV) 2, foco deste estudo, vem crescendo fortemente 
no decorrer dos últimos anos, especialmente, a partir de 2003, inclusive com taxas de 
crescimento do Produto Interno Bruto (PIB) superiores à média nacional. Com isso, diversas 
indústrias e empresas se instalaram ou ampliaram suas instalações no estado, principalmente, 
na RGV, o que tende, consequentemente, a elevar o nível de poluição atmosférica, mesmo 
existindo diversas regulamentações impostas pelos órgãos de controle ambiental a essas 
indústrias e empresas. Além disso, o crescimento da frota de veículos, o maior consumo de 
energia e etc., também contribuíram para a maior emissão de poluentes na região. 
Destaca-se aqui que, no ano de 2010, a população do Espírito Santo era de 3.514.952 
(INSTITUTO BRASILERO DE GEOGRAFIA E ESTATÍSTICA – IBGE, 2014). Desse total, 
1.687.704 estava residindo na Região Metropolitana da Grande Vitória (RMGV), que é 
composta pelos municípios da RGV, mais Fundão e Guarapari. Tomando-se somente a RGV, 
a população chegou a 1.565.393, o que representou cerca de 44,54% da população capixaba. 
Logo, uma vez que Gramsch (2006) descreve que a maior concentração de poluentes está nas 
áreas urbanas e industriais, aproximadamente 45% da polução capixaba foi fortemente afetada 
pelas emissões de poluentes atmosféricos. 
Importante destacar que, dentre os principais poluentes atmosféricos estão: CO, 
chumbo (Pb), material particulado (MP), SO2, NOx e O3 (US EPA, 2014). Para Liu et al. 
(2013), os dois contaminantes atmosféricos que mais preocupam em relação à saúde humana 
são o ozônio e o material particulado, além de causarem vários danos ao meio ambiente. 
Segundo o último relatório de qualidade do ar da Secretaria Estadual do Ambiente do Espírito 
Santo (SEAMA), referente ao ano de 2013, a RGV vem apresentando problemas ambientais e 
sociais devido às concentrações de MP10 observadas nas estações locais de monitoramento. 
Devido aos problemas recorrentes da região com partículas, este trabalho teve como foco 
principal avaliar se as concentrações de material particulado inalável sofrem influência das 
condições meteorológicas observadas na região.  
                                                 
2 A RGV é formada por cinco municípios: Cariacica, Serra, Viana, Vila Velha e Vitória. 
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De acordo com Moreira, Tirabassi e Moraes (2008), as condições meteorológicas 
desempenham um papel importantíssimo na dispersão ou acumulação de poluentes. Liu e 
Johnson (2002) descreveram que a poluição do ar está associada, geralmente, à fatores como 
temperatura, umidade relativa, velocidade e direção do vento, entre outros. Como exemplo, 
tem-se que a baixa umidade relativa e a reduzida velocidade do vento tendem a elevar os 
níveis de poluentes. Já a ocorrência de precipitação pluviométrica e o aumento da velocidade 
do vento contribuem para a dispersão e diluição dos poluentes e, consequentemente, para a 
redução da concentração dos mesmos. Nesse contexto, destaca-se que, como na estação do 
verão ocorrem maiores volumes de chuvas do que no inverno, por exemplo, a tendência é que 
para poluentes como o MP10, a concentração seja menor no período do verão.  
Dessa forma, este trabalho objetivou avaliar os impactos das variáveis meteorológicas 
temperatura, umidade relativa, velocidade do vento e precipitação na qualidade do ar da 
RGV3, considerando o poluente MP10, por meio do modelo Logit simples. Além disso, foram 
estimados os efeitos de cada dia da semana e de cada estação do ano na probabilidade de 
acontecer incrementos de concentração de MP10.  
Uma das vantagens do modelo Logit é realizar estimativas de probabilidades de 
ocorrências em variáveis dependentes do tipo binário (dummy). Vale dizer que, apesar do 
modelo Logit ser amplamente utilizado para verificar os efeitos dos poluentes atmosféricos 
sobre os problemas de saúde, ver, por exemplo, Gent (2003) e Gehring et al. (2013), esse 
modelo, ainda, é pouco adotado nas análises que envolvem os impactos das variáveis 
meteorológicas na qualidade do ar.  
No mais, nota-se, na literatura, um grande número de publicações que avaliam os 
impactos das variáveis meteorológicas sobre as concentrações de alguns poluentes, usando os 
modelos de regressão usuais (que consideram a variável dependente como contínua), por 
exemplo: 1) Liu e Johnson (2002), que realizaram previsões para picos diários de 
concentração de ozônio, em Milwaukee, Estados Unidos, adotando o modelo de regressão 
com erros de séries temporais (RTSE); 2) Liu et al. (2013), que investigaram a sensibilidade 
das concentrações de ozônio troposférico à variação da temperatura, em Taiwan, na China; 3) 
Lyra et al. (2011), que ajustaram e estimaram a concentração de MP10, em função das 
condições meteorológicas, utilizando modelos de regressão linear múltipla, na cidade do Rio 
de Janeiro, Brasil;  entre outros.  
                                                 
3 Isto foi realizado por meio da classificação da qualidade do ar, no que tange ao poluente MP10, em 
“não boa” e “boa”, conforme detalhado no item “2.1. Região de estudo e apresentação das variáveis”.  
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Entretanto, não foram encontrados muitos estudos que utilizaram o modelo Logit 
considerando a variável dependente como dicotômica (dummy) ou binária4, conforme 
discutido no presente artigo. Com objetivo semelhante pode-se citar Kuchenho e Thamerus 
(1996), que utilizaram a técnica de regressão logística para estudar os eventos extremos de 
poluição do ozônio e do dióxido de enxofre, em Munique, na Alemanha, encontrando efeitos 
significativos das variáveis meteorológicas, tais como temperatura, velocidade do vento e 
umidade, sobre estes eventos extremos. Também, destaca-se Leite et al. (2011), que 
utilizaram a regressão logística simples para verificar a qualidade do ar atmosférico 
(considerando o poluente MP10) na cidade de Uberlândia, Minas Gerais. Os autores 
verificaram que a umidade relativa e a precipitação influenciam significantemente a 
concentração de MP10. 
Importante dizer que, em seus resultados, Leite et al. (2011) focaram no cálculo da 
probabilidade de ocorrência de níveis de MP10 inferiores ou iguais a 50 µg/m
3, o que os 
autores denominaram de qualidade do ar “boa”. No entanto, a pesquisa desenvolvida no 
presente artigo verificou o efeito marginal de cada variável preditora sobre a probabilidade de 
ocorrência de qualidade do ar “não boa”, relativa ao MP10, o que a difere da proposta de Leite 
et al. (2011).  
Este artigo está estruturado da seguinte forma. Além desta introdução, a seção 2 traz 
uma descrição da região de estudo, as variáveis utilizadas e o modelo estatístico adotado. Na 
seção 3 apresentam-se as estimativas do modelo Logit. Por fim, as conclusões são 
apresentadas na seção 4. 
 
2. Materiais e métodos 
 
2.1. Região de estudo e apresentação das variáveis 
A área de estudo compreendeu a Região da Grande Vitória, Espírito Santo, Brasil. Por 
estar situada na região litorânea, a RGV apresenta clima tropical quente (Aw), possuindo 
inverno ameno e seco, e verão chuvoso e quente.  As temperaturas médias variam entre 24° C 
(Celsius) e 30° C e os ventos predominantes são de Norte/Nordeste na primavera/verão, 
sofrendo alterações durante outono e inverno devido ao posicionamento do sistema de alta 
pressão (Alta Pressão Subtropical do Atlântico Sul – ASAS) mais próximo do continente, 
possibilitando alterações na direção predominante do vento, a qual passa a variar entre as 
                                                 
4 Variáveis dicotômicas (dummies) ou binárias são variáveis discretas que assumem valor igual a um 
se o evento ocorre e, zero, caso contrário (evento não ocorre). 
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direções Sul/Oeste (para mais detalhes, ver Instituto Estadual de Meio Ambiente e Recursos 
Hídricos (IEMA, 2014)).  A RGV possui oito estações de monitoramento de qualidade do ar, 
que fazem parte da Rede Automática de Monitoramento da Qualidade do Ar (RAMQAr),  a 
saber: Laranjeiras; Carapina; Jardim Camburi; Enseada do Suá; Vitória – Centro; Vila Velha 
– Ibes; Vila Velha – Centro; e, Cariacica (figura 1).  
 
 
Figura 1 – Estações de monitoramento da qualidade do ar na Grande Vitória. 
Fonte: Google Earth (2014). 
 
Os dados utilizados nessa pesquisa foram medidos pelas estações da RAMQAr, 
compreendendo o período de janeiro de 2005 a dezembro de 2010. A RAMQAr fornece dados 
horários de concentração de MP10. De posse das concentrações horárias foi realizada a média 
de 24h para cada estação. Após o cálculo das médias de 24h, identificou-se a maior média de 
24h entre as oito estações, essa maior concentração média foi selecionada para representar a 
concentração média de um determinado dia para toda região.  
Para atingir o objetivo proposto, este trabalho tomou como base o relatório de 
qualidade do ar do Estado de São Paulo (CETESB, 2014).  Nesse caso, foi considerada a 
classificação do índice de qualidade do ar (IQA) para o MP10, índice este que está associado a 
efeitos à saúde e, portanto, independe do padrão de qualidade em vigor. A classificação da 
qualidade do ar em relação ao índice de MP10 é feita da seguinte forma: boa (0 – 50 µg/m3), 
moderada (>50 – 100 µg/m3), ruim (>100 – 150 µg/m3), muito ruim (>150 – 250 µg/m3) e 
péssima (> 250 µg/m3). Na presente  pesquisa, quando a maior média de 24h entre as oito 
estações foi igual ou inferior a 50 µg/m3, a classificação foi considerada como “boa” em 
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termos de efeitos à saúde. Caso contrário, a classificação foi definida como “não boa” 
(moderada, ruim, muito ruim e péssima). 
Como a regressão logística simples considera a variável dependente como dicotômica 
(dummy), a concentração de MP10 (maior média de 24h entre as oito estações) foi 
transformada em uma variável dummy, apresentando a seguinte classificação: um (1), para 
classificação “não boa” (qualidade do ar “não boa” em termos de efeitos à saúde) e, zero (0), 
para “boa”. 
Para verificar os efeitos sobre a qualidade do ar em relação à concentração de MP10, na 
RGV, foram consideradas, primeiramente, as variáveis meteorológicas temperatura (TEMP), 
umidade relativa (UMID), velocidade do vento (VELVENT) e precipitação pluviométrica 
(PREC). Em complemento, verificou-se os efeitos de cada dia da semana e de cada estação do 
ano na probabilidade de qualidade do ar “não boa”. Para representar os dias da semana foram 
criadas sete variáveis binárias (dummies) e para as estações do ano quatro variáveis binárias. 
 
2.2. Modelo Logit  
Para verificar a influência das variáveis preditoras na probabilidade de ocorrência de 
qualidade do ar “não boa”, foi utilizado o modelo Logit simples (GUJARATI; PORTER, 
2008), que admite valores discretos, zero e um (variável binária), para a variável dependente. 
Um dos principais objetivos dos modelos de resposta binária é calcular a probabilidade de um 
dado evento, com determinado conjunto de atributos, de fato acontecer. 
No modelo Logit utliza-se uma função de distribuição acumulada logística, dada por: 
 


iXt e
XL


1
1
,                                                                                                        (1) 
em que L  representa a função de distribuição logística; 
t
X , vetor de variáveis independentes; 
 , vetor de parâmetros; e, e , base do logaritmo natural. 
A ocorrência ou não de uma classificação “não boa” da qualidade do ar depende de 
vários fatores. Como os parâmetros dessa ocorrência não são observáveis para cada ponto do 
tempo t , pode-se definir uma variável latente ou não observada, *
tY , como 
ttt XY  
* ,                                                                                                               (2) 
em que *
tY
 é variável dependente;  , parâmetros; tX , conjunto de variáveis explicativas; t , 
erro aleatório; e, nt ,...,1 . 
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A ocorrência de uma determinada classificação pode ser descrita pela variável binária, 
tY , tal que 1tY , se a classificação é “não boa” e, 0tY , se é “boa”. Esses valores 
observados de 
tY  estão relacionados com 
*
tY , como segue: 
1
t
Y , se 0* tY ; e, 0tY , se 0
* tY , 
Prob  1
t
Y  = Prob  0* tY  = Prob   tt X ,                                                        (3) 
Prob  0
t
Y  = Prob  0* tY  = Prob   tt X .                                                       (4) 
O modelo é estimado pelo Método de Máxima Verossimilhança. A probabilidade de 
ocorrência da classificação “não boa” (a) e a probabilidade de ocorrência da classificação 
“boa” (b) podem ser calculadas pelas seguintes expressões: 
(a) 
tXt e
P


1
1
              e              (b) 


t
t
X
X
t
e
e
P




1
1 ,                                              (5) 
sendo 
tP  igual a probabilidade de ocorrência da classificação “não boa”; tP1 , probabilidade 
de ocorrência da classificação “boa”; 
t
X , variáveis explicativas do modelo; e  , coeficientes 
das variáveis explicativas. 
Para determinar o efeito marginal de cada variável preditora, sobre a probabilidade de 
ocorrência da classificação “não boa”, é necessário usar os valores médios das variáveis 
explicativas. O efeito marginal da variável 
t
X  sobre a variável dependente é descrito pela 
expressão: 




t
t
t X
X
X
t
t
e
e
eX
P


 


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11
1
,                                                                                       (6) 
considerando-se 
tXt e
P


1
1
 e 


t
t
X
X
t
e
e
P




1
1 . 
Como já mencionado, 
t
X  representa o conjunto de variáveis explicativas. Assim, em 
função dos objetivos dessa pesquisa, pode-se dividir 
t
X  em três grupos: 
1) 
t
X  igual as variáveis meteorológicas: aqui, 
t
X  foi representado pelas variáveis 
contínuas temperatura, umidade relativa, velocidade do vento e precipitação pluviométrica. 
Estimou-e uma equação para captar o efeito dessas variáveis sobre a probabilidade de 
ocorrência de qualidade do ar “não boa”; 
2) tX  igual aos dias da semana (domingo, segunda, terça, quarta, quinta, sexta e 
sábado): nesse caso, foram criadas sete variáveis binárias (dummies), sendo uma para cada dia 
da semana. Para exemplificar, considere que tX  refere-se ao dia de domingo. Assim, 1tX , 
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se domingo e, 0
t
X , caso contrário. Lembrando que foi estimada uma regressão logística 
para cada dia da semana, perfazendo um total de sete regressões; 
3) 
t
X  igual às estações do ano (primavera, verão, outono e inverno): aqui, adotou-se 
quatro variáveis binárias (dummies), sendo uma para cada estação do ano. Exemplificando, 
suponha que 
t
X  é a estação do inverno. Logo, 1
t
X , se inverno e, 0
t
X , caso contrário. 
Ressalta-se que foi estimada uma regressão logística para cada estação do ano, totalizando 
quatro regressões. 
 
3. Resultados e discussões 
 
3.1. Aspectos gerais das variáveis 
Na tabela 1 são apresentadas as estatísticas descritivas das variáveis: concentrações de 
MP10, temperatura (TEMP), umidade relativa (UMID), velocidade do vento (VELVENT) e 
precipitação pluviométrica (PREC). Em geral, observando-se os desvios-padrão e as 
diferenças entre os máximos e mínimos, nota-se que as variáveis apresentaram grande 
dispersão em termos estatísticos, exceção feita à temperatura, que climatologicamente não 
varia muito na RGV (IEMA, 2014). Especificamente em relação às concentrações de MP10 
(maior média de 24h entre as oito estações), observa-se que, em média, as concentrações não 
ultrapassaram o valor de 50 µg/m3. No entanto, nota-se um desvio-se padrão relativamente 
alto, o que demonstra que, um intervalo de confiança de um desvio padrão em relação à média 
teria um limite superior maior que 50 µg/m3, gerando uma classificação do ar “não boa”. 
Além disso, os resultados revelam que o valor máximo foi mais do que o dobro do valor 
médio, demonstrando a grande variabilidade das concentrações máximas de MP10 na RGV. 
 
Tabela 1 – Estatísticas descritivas das variáveis contínuas 
Estatística 
Variáveis 
PM10 TEMP UMID VELVENT PREC 
Média 46,62 24,36 77,79 2,05 0,17 
Mediana 44,83 24,35 77,33 1,99 0,00 
Desvio-padrão 14,05 2,54 6,61 0,56 0,51 
Mínimo 12,17 17,00 59,49 0,86 0,00 
Máximo 117,33 30,80 97,65 5,49 6,74 
Observações 2191 2191 2191 2191 2191 
Fonte: elaborado a partir dos dados da pesquisa. 
 
A figura 2 demonstra a evolução das concentrações de MP10 (maior média de 24h 
entre as oito estações) no período de análise deste estudo, que foi de janeiro de 2005 a 
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dezembro de 2010, perfazendo um total de 2.191 observações (dias). Desse total, cerca de 
34% dos dias apresentou concentrações superiores a 50 µg/m3, o que dá origem à uma 
classificação “não boa” da qualidade do ar. Além disso, constata-se, novamente, a grande 
variabilidade das concentrações de MP10 na RGV. Vale mencionar que, levando em 
consideração as estações de forma individual, o maior número de concentrações superiores a 
50 µg/m3 ocorreu, em ordem decrescente, nas estações de Cariacica, Laranjeiras, Vila Velha – 
Centro, Vila Velha – Ibes, Enseada do Suá, Jardim Camburi, Carapina e Vitória – Centro. 
Logo, como a concentração diária de MP10 utilizada para as estimativas desse estudo foi a 
maior média de 24h entre as oito estações, a estação de Cariacica foi a que mais contribuiu na 
formação da mesma. Esse resultado corrobora com a análise de tendência da concentração do 
MP10 apresentada no último relatório de qualidade do ar local. Os dados monitorados 
mostraram que de 2003 a 2013 a estação de Cariacica foi aquela que obteve as maiores 
concentrações de MP10 de toda a rede, apresentando uma tendência de aumento nos últimos 
anos (desde 2011). Todas as estações apresentaram tendência de diminuição da média de 
concentração anual de MP10, exceto nas estações Jardim Camburi e Cariacica (IEMA, 2014).  
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Figura 2 – Concentrações máximas diárias de PM10 (µg/m3) na RGV, de 01/01/2005 a 31/12/2010. 
Fonte: elaborado a partir dos dados da pesquisa. 
 
3.2. Estimativas da regressão logística 
Os resultados da tabela 2 representam a equação logística ajustada, considerando como 
variáveis exógenas a umidade relativa, a velocidade do vento e a precipitação. Também são 
apresentados os respectivos efeitos marginais de cada variável sobre a probabilidade de 
ocorrência de qualidade do ar “não boa”. Verifica-se que a regressão como um todo foi 
estatisticamente significativa (Prob/LR estat.). Uma vez que a variável temperatura não foi 
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estatisticamente significativa, a mesma não se encontra na tabela 2. Vale dizer que, 
historicamente, a temperatura média da RGV não apresenta grandes variações ao longo do 
ano, o que pode justificar a não significância de tal variável. Já a umidade relativa, a 
velocidade do vento e a precipitação foram individualmente significantes na determinação de 
qualidade do ar “não boa” e os seus sinais coerentes com o esperado. 
Destaca-se que, os coeficientes das variáveis explicativas, estimados pelo modelo 
Logit, não refletem seu efeito marginal sobre a probabilidade de ocorrência de um dado 
evento. Assim, para a determinação do efeito marginal foram usados os valores médios das 
variáveis preditoras, de acordo com a equação 6. Nota-se que, o maior efeito marginal ocorreu 
para variável precipitação pluviométrica, seguido, respectivamente, por velocidade do vento e 
umidade relativa. Ressalta-se, ainda, que o efeito marginal da umidade foi muito pequeno. 
 
Tabela 2 – Equação logística considerando as variáveis umidade relativa, velocidade do vento e 
precipitação e seus efeitos marginais 
Variáveis Coeficientes Erro-padrão Valor de Z Valor-p Efeito marginal 
C 6,2674*** 0,9145 6,8533 0,0000 - 
UMID -0,0658*** 0,0103 -6,3960 0,0000 -0,0141 
VELVENT -0,8526*** 0,1052 -8,1016 0,0000 -0,1833 
PREC -1,1015*** 0,2500 -4,4054 0,0000 -0,2368 
Obs. com variável dependente = 0 
 
1454  
Total obs. = 2.191 
 
Obs. com variável dependente = 1 
 
737  
Prob. (LR estat.) 
 
0,0000    
Fonte: elaborado a partir dos dados da pesquisa. 
Nota: 1) *** Significativo a 1%; e, 2) As estimativas foram realizadas utilizando o método de 
covariância robusta GLM (Modelo Linear Generalizado). 
 
Para a variável precipitação, por exemplo, o efeito marginal, igual a -0,2368, significa 
que, o aumento de um milímetro (1 mm) na precipitação média diária na região ocasionou 
uma redução na probabilidade de qualidade do ar “não boa” de 23,68 pontos percentuais. 
Importante mencionar os elevados efeitos marginais negativos das variáveis velocidade do 
vento e precipitação. Isso indica que maiores velocidades do vento e altos volumes de chuvas 
contribuíram fortemente para redução da probabilidade de ocorrência de qualidade do ar 
classificada como “não boa”, na RGV, uma vez que contribuem para a maior dispersão e 
diluição de poluentes.  
Destaca-se que, conforme o Inventário de Fontes de Emissões Atmosféricas da Região 
da Grande Vitória, a principal fonte emissora de partículas na RGV são veículos automotores, 
especialmente as emissões ligadas à ressuspensão de partículas já depositadas nas vias 
(ECOSOFT, 2011). Dessa forma, a grande importância da variável precipitação na redução 
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das concentrações de MP10 pode estar relacionada ao processo de deposição úmida e a 
redução da ressuspensão de poeira do solo.   
Vale ressaltar que, em relação ao coeficiente negativo da velocidade do vento, de 
acordo com Kukkonen et al. (2005), mesmo que o esperado seja que ventos fortes dissipem a 
poluição do ar gerada localmente, também pode haver aumento dos níveis de MP10, sob certas 
condições meteorológicas, em função da ressuspensão de poeira do solo e de estradas. 
Segundo Vardoulakis e Kassomenos (2008), esse efeito ocorre com maior frequência em dias 
quentes e secos. 
Referente ao coeficiente da variável umidade, embora pequeno, ele foi 
estatisticamente significativo, indicando que tal variável contribuiu para a redução das 
concentrações de MP10 na RGV. Como mencionado por Vardoulakis e Kassomenos (2008) e 
Lyra et al. (2011), em dias em que a umidade é alta, a tendência é de diminuição da 
ressuspensão do solo para o poluente MP10, especialmente quando as velocidades dos ventos 
são baixas. Lembrando que a ressuspensão de poeira do solo é a principal fonte de emissão de 
partículas da RGV, segundo o inventário oficial do órgão ambiental. 
A fim de enriquecer o trabalho, também foram estimadas regressões logísticas para 
cada dia da semana e para cada estação do ano (primavera, verão, outono e inverno). A partir 
dessas equações foram calculados os respectivos efeitos marginais. Na tabela 3 são 
demonstradas as estimativas das equações logísticas quando considerados os dias da semana 
(foi estimada uma equação para cada dia), assim como o efeito marginal relativo à cada dia. 
Como o dia de segunda-feira não foi significativo estatisticamente, o mesmo não foi 
apresentado. Observa-se que, nos dias relativos à terça, quarta, quinta e sexta-feira, a 
probabilidade de ocorrência de qualidade do ar “não boa” foi muito maior do que nos fins de 
semana (domingo e sábado). No domingo, por exemplo, a chance de qualidade do ar “não 
boa” reduziu-se em 15,44 pontos percentuais. Já na sexta-feira, a probabilidade de ocorrência 
de uma qualidade do ar “não boa” aumentou em 9,61 pontos percentuais.  
Conforme o Inventário de Fontes de Emissões Atmosféricas da Região da Grande 
Vitória (ECOSOFT, 2011), em segundo lugar na lista dos grupos mais importantes para a 
emissão de partículas na RGV está o setor industrial minero-siderúrgico. Em terceiro lugar 
encontra-se o setor logístico, que inclui portos e aeroportos5. Logo, pode-se dizer que a menor 
probabilidade de ocorrência de qualidade do ar “não boa” nos fins de semana já era esperada, 
                                                 
5 O inventário não contempla as atividades da construção civil. 
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uma vez que aos sábados e domingos ocorre redução da produção industrial, dos serviços de 
logística e diminuição da circulação de veículos. 
 
Tabela 3 – Equações logísticas e efeitos marginais para cada dia da semana 
Variáveis Coeficientes Erro-padrão Valor de Z Valor-p Efeito marginal 
Domingo 
C -0,5342*** 0,0478 -11,173 0,0000 
-0,1544 
DOM -1,3030*** 0,1710 -7,6196 0,0000 
Terça 
C -0,9786*** 0,0518 -18,897 0,0000 
0,0588 
TER 0,2663** 0,1310 2,0330 0,0421 
Quarta 
C -0,9786*** 0,0518 -18,897 0,0000 
0,0588 
QUAR 0,2663** 0,1310 2,0330 0,0421 
Quinta 
C -0,9894*** 0,0519 -19,058 0,0000 
0,0752 
QUIN 0,3343** 0,1300 2,5722 0,0101 
Sexta 
C -1,0029*** 0,0521 -19,258 0,0000 
0,0961 
SEX 0,4181*** 0,1289 3,2436 0,0012 
Sábado 
C -0,9022*** 0,0509 -17,715 0,0000 
-0,0488 
SAB -0,2702* 0,1424 -1,8971 0,0578 
Fonte: elaborado a partir dos dados da pesquisa. 
Nota: 1) *** Significativo a 1%, ** Significativo a 5%, * Significativo a 10%; e, 2) As estimativas 
foram realizadas utilizando o método de covariância robusta GLM. 
 
Por fim, a tabela 4 traz os resultados das estimativas das equações logísticas quando 
consideradas as estações do ano (foi estimada uma equação para cada estação), assim como o 
efeito marginal relativo à cada estação. Todas as estações do ano foram estatisticamente 
significativas. Como era esperado, os coeficientes da primavera e do verão foram negativos e 
os do outono e do inverno positivos, indicando que nos períodos de temperaturas mais baixas, 
com menores volumes de chuva, a chance de ocorrência de qualidade do ar “não boa” 
aumentou. No inverno, por exemplo, o efeito marginal igual a 0,1588 demonstra que nesta 
estação a probabilidade de uma qualidade do ar “não boa” elevou-se em 15,88 pontos 
percentuais, ao passo que no verão houve uma redução de 7,68 pontos percentuais nessa 
probabilidade. 
 
4. Conclusões 
Esse trabalho teve como objetivo verificar os impactos das variáveis meteorológicas 
temperatura, umidade relativa, velocidade do vento e precipitação sobre a qualidade do ar, na 
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RGV, considerando o poluente MP10, por meio do modelo Logit. Para isto, a qualidade do ar, 
no que se refere ao MP10, foi classificada como “não boa” e “boa”. Também foram estimados 
os efeitos dos dias da semana e das estações do ano sobre a probabilidade de ocorrência de 
qualidade do ar “não boa”. 
Os resultados revelaram que fatores meteorológicos como a precipitação 
pluviométrica e a velocidade do vento contribuíram significantemente para a redução da 
probabilidade de ocorrência de qualidade do ar “não boa”. Observou-se, também, que, nos 
finais de semana, quando a produção industrial diminui, reduz-se os serviços logísticos e o 
fluxo de carros é menor, a chance de ocorrer qualidade do ar “não boa” foi fortemente 
reduzida, quando comparado aos dias de semana. Além disso, notou-se que nas estações do 
outono e do inverno a probabilidade de se verificar qualidade do ar “não boa” caiu de maneira 
relevante, sendo que na primavera e no verão notou-se uma elevação desta probabilidade. 
Por fim, vale destacar que, as preocupações referentes à poluição do ar vêm aumento 
ao longo do tempo, dado que, cada vez mais, a poluição tem afetado a saúde humana, a fauna 
e a flora. Dessa forma, este estudo visa contribuir na tomada de decisões dos agentes públicos 
no que diz respeito ao combate à poluição, à prevenção de altas concentrações e à formulação 
de legislações para esse fim. 
 
Tabela 4 – Equações logísticas e efeitos marginais para cada estação do ano 
Variáveis Coeficientes Erro-padrão Valor de Z Valor-p Efeito marginal 
Primavera 
C -0,8413*** 0,0536 -15,693 0,0000 
-0,0733 
PRIM -0,4283*** 0,1172 -3,6554 0,0003 
Verão 
C -0,8370*** 0,0535 -15,650 0,0000 
-0,0768 
VER -0,4536*** 0,1181 -3,8405 0,0001 
Outono 
C -0,8238*** 0,0538 -15,326 0,0000 
0,1310 
OUT 0,5351*** 0,1010 5,2958 0,0000 
Inverno 
C -0,6238*** 0,0438 -14,258 0,0000 
0,1588 
INV 0,6351*** 0,0501 12,6750 0,0001 
Fonte: elaborado a partir dos dados da pesquisa. 
Nota: 1) *** Significativo a 1%; e, 2) As estimativas foram realizadas utilizando o método de 
covariância robusta GLM. 
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Resumo  
Este trabalho objetivou verificar as inter-relações entre as concentrações de ozônio (O3) e de 
dióxido de nitrogênio (NO2), na Região da Grande Vitória (RGV), Espírito Santo, Brasil. 
Adotou-se a metodologia vetorial auto-regressiva (VAR) e o teste de causalidade de Granger. 
O modelo VAR captura as interdependências lineares entre várias séries temporais, sendo que, 
cada variável possui uma equação estimada que representa sua evolução em termos de suas 
próprias defasagens e das defasagens das outras variáveis. Já o teste de causalidade de Granger 
baseia-se em um sistema de equações bivariado, para verificar se uma variável é capaz de prever 
a outra. Os resultados revelaram que as concentrações de O3 e de NO2 da região (estação) de 
Laranjeiras foram as menos afetadas por concentrações de outras estações. Dada à localização, 
as concentrações de O3 e NO2 da Enseadá do Suá tiveram significativa influência de outras 
                                                 
1 Artigo aceito para publicação na revista Engenharia Sanitária e Ambiental. 
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regiões, especialmente de Jardim Camburi, Ibes e Vitória – Centro. A concentração de ozônio 
na região do Ibes foi fortemente influenciada pelas concentrações de O3 e de NO2 da Enseada 
do Suá. Além disso, as concentrações de Cariacica sofreram impactos relevantes das 
concentrações da Enseada do Suá, provavelmente devido à direção do vento Norte/Nordeste, 
predominante na RGV. 
 
Palavras-chaves: ozônio; dióxido de nitrogênio; poluição do ar; séries temporais; vetores auto-
regressivos. 
 
Abstract 
The objective of this paper was to determine the interrelationships between the ozone (O3) and 
nitrogen dioxide (NO2) concentrations, in the Grande Vitória Region (RGV), Espírito Santo, 
Brazil, using the methodology VAR and the Granger causality test. The VAR model captures 
the linear interdependencies between multiple time series. In this context, each variable has an 
estimated equation that represents its evolution in terms of its own lags and the lags of other 
variables. Granger causality test is based on a system of equations bivariate to check whether a 
variable is able to forecast the other. The results showed that the O3 and NO2 concentrations at 
Laranjeiras station were less affected by concentrations of other stations. The concentrations of 
Enseada do Suá were significantly affected by other regions, especially Jardim Camburi, IBES 
and Vitória – Centro. The Ibes ozone concentrations were strongly influenced by the O3 and 
NO2 concentrations from Enseada do Suá. Furthermore, the O3 and NO2 concentrations of 
Cariacica had significant impacts of concentrations of the Enseada do Suá, probably due to the 
prevailing North/Northeast wind direction in the RGV. 
 
Key-words: ozone; nitrogen dioxide; air pollution; time series; autoregressive vectors. 
 
INTRODUÇÃO 
O processo de industrialização, aliado ao grande crescimento populacional ocorrido nas últimas 
décadas, vem aumentando as preocupações relacionadas à proteção do meio ambiente. Nesse 
contexto, cada vez mais tem se dado atenção para os efeitos adversos que a poluição atmosférica 
pode causar à fauna, à flora e, também, à saúde humana (tais como: irritação dos olhos, 
problemas pulmonares, alergias, etc.). Liu et al. (2013) consideram que os dois poluentes do ar 
que mais preocupam em relação à saúde humana são o ozônio (O3) e o material particulado. 
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Vale ressaltar que os males causados pelo ozônio ocorrem na faixa de ar perto da superfície 
terrestre, onde o gás é muito tóxico. Conforme Seinfeld e Pandis (2006), o ozônio apresenta um 
duplo paradoxo na atmosfera, pois, esse poluente tem um papel benéfico na estratosfera e 
maléfico na troposfera. 
O ozônio troposférico é um oxidante fotoquímico formado a partir de reações químicas 
na atmosfera originadas pela presença de dióxido de nitrogênio (NO2) e radiação proveniente 
do sol. Além do dióxido de nitrogênio, os hidrocarbonetos (HC), também conhecidos como 
compostos orgânicos voláteis (COV), são importantes precursores do ozônio na baixa 
troposfera (Instituto Estadual de Meio Ambiente e Recursos Hídricos – IEMA, 2014). De 
acordo com Holgate et al. (1999), o processo de conversão do óxido nítrico (NO) em dióxido 
de nitrogênio é um fator fundamental na formação fotoquímica do ozônio, em regiões urbanas 
poluídas. De modo simplificado, as reações de formação do ozônio troposférico se iniciam pela 
fotodissociação do dióxido de nitrogênio em monóxido de nitrogênio e oxigênio atômico. 
Então, o oxigênio atômico reage com o oxigênio molecular presente no ar e forma o ozônio. 
Posteriormente, o ozônio reage com o óxido de nitrogênio para formar o dióxido de nitrogênio 
e oxigênio molecular, fechando o ciclo fotoquímico. Assim, o ozônio é formado por uma reação 
fotoquímica na atmosfera e requer a presença de precursores e também de radiação solar. 
De acordo com o inventário de fontes de emissão oficial do IEMA (Ecosoft Consultoria 
e Softwares Ambientais, 2011), ano base 2009, a principal fonte de NOX, na Região da Grande 
Vitória (RGV), foco deste estudo, são as indústrias minero-siderúrgicas (47,6%), com 
concentração das emissões na Ponta de Tubarão. Em segundo lugar aparecem as emissões 
veiculares (33,4%) e, em terceiro, atividade logística (17,2%).   
Segundo Seinfeld e Pandis (2006), a formação do ozônio depende de diversos fatores 
químicos e físicos, que variam no espaço e no tempo de forma não linear. É importante ressaltar 
que, somente as reações entre NO, NO2 e O3 não explicam totalmente os altos níveis de ozônio 
formados na baixa atmosfera, pois não há produção líquida de O3. Reações adicionais 
envolvendo os COV na atmosfera consomem NO e o transformam em NO2, gerando mais O3. 
Dessa forma, a presença de COV na atmosfera aumenta significativamente os níveis de O3. Os 
COV, por sua vez, são emitidos na atmosfera em ambientes urbanos e industriais por diversas 
fontes como combustão incompleta de combustíveis fósseis, plásticos e outros compostos de 
carbono e evaporação de reservatórios, entre outras. A relação entre COV e óxidos de 
nitrogênio, variando entre 4 e 10, favorece a formação de ozônio. Assim, a concentração de 
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ozônio na troposfera depende da presença de outros poluentes e das condições meteorológicas 
(Seinfeld e Pandis, 2006).  
Portanto, devido as suas características, os fatores meteorológicos têm importante papel 
na formação do ozônio. Ryan, Piety e Luebehusen (1999) destacaram que a radiação 
ultravioleta tem papel fundamental na formação de O3. Moreira, Tirabassi e Moraes (2008) 
descreveram que as condições meteorológicas desempenham papel relevante na dispersão ou 
acumulação de poluentes. Já Liu e Johnson (2002) salientaram que a poluição do ar, 
particularmente a concentração de ozônio, é altamente correlacionada no tempo, estando 
associada, geralmente, a fatores como temperatura, umidade relativa, velocidade e direção do 
vento, entre outros. 
De acordo com Carvalho (2006), a formação secundária do ozônio faz com que, para 
esse poluente, as modelagens estatísticas sejam mais complexas do que para outros poluentes. 
No entanto, a natureza da concentração de ozônio tem sido abordada por vários estudos 
estatísticos, tais como: Ryan (1995); Jorquera et al. (1998); Liu e Johnson (2002); Liu e Johnson 
(2003); entre outros. Porém, nota-se que não é comum à adoção da abordagem vetorial auto-
regressiva (VAR) e de testes de causalidade, para a modelagem da concentração de poluentes, 
especialmente de ozônio, sendo que essas metodologias, por serem multivariadas, podem 
verificar de melhor forma as inter-relações entre as variáveis que dão origem à determinado 
poluente. 
No que tange à adoção da modelo VAR, pode-se citar o estudo de Hsu (1992), que 
verificou a interdependência entre os poluentes O3, NO e NO2, na cidade de Taipei, Taiwan. 
Cai (2008), que analisou a associação entre a concentração mensal de monóxido de carbono e 
as variáveis, precipitação, temperatura, radiação solar e tráfego de veículos, na costa sul da 
Califórnia, Estados Unidos. E, Wang e Niu (2009), que aplicaram a técnica VAR para avaliar 
a associação entre a concentração mensal de material particulado fino (PM2,5) e as variáveis 
tráfego de veículos, velocidade do vento, temperatura, temperatura do solo e pontos de orvalho, 
na região de Los Angeles/Long Bech, Estados Unidos. Quanto à utilização de testes de 
causalidade, tem-se o trabalho de Sfetsos e Vlachogiannis (2013), que buscaram, por meio do 
teste de causalidade de Granger, verificar as relações de causa entre a concentração de ozônio 
e variáveis como temperatura e óxido de nitrogênio, na região de Atenas, Grécia. 
Segundo Hsu (1992), o smog fotoquímico tornou-se um fenômeno comum em quase 
todas as grandes cidades, em diversas regiões do mundo. Reações químicas entre os poluentes 
primários, tais como hidrocarbonetos e óxidos de nitrogênio, produzem oxidantes como o 
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ozônio e o nitrato de peroxiacetila (PAN), que são responsáveis pela irritação dos olhos e 
pulmão em seres humanos e por danos aos animais e vegetações (Haagen-Smit, 1952). 
Conforme Liu et al. (1980), dependendo da estação do ano e da latitude, o tempo de vida do 
ozônio pode variar desde alguns dias até um mês. 
Nesse contexto, vale dizer que a Região da Grande Vitória vem crescendo muito no 
decorrer dos últimos anos. Diversas indústrias e empresas se instalaram ou ampliaram suas 
instalações na região, o que tende, consequentemente, a elevar o nível de poluição atmosférica, 
mesmo existindo diversas regulamentações impostas pelos órgãos de controle ambiental à essas 
indústrias e empresas. Além disso, o crescimento da frota de veículos, o maior consumo de 
energia, e, etc., também contribuem para a maior emissão de poluentes na RGV. Assim, este 
trabalho objetivou analisar as inter-relações entre as concentrações de ozônio e de dióxido de 
nitrogênio, por meio da abordagem vetorial auto-regressiva, em complemento com o teste de 
causalidade de Granger, na RGV, Espírito Santo, Brasil, no período de janeiro a dezembro de 
2010. 
Ressalta-se que, mesmo não tendo ultrapassado os padrões primário e secundário (160 
µg/m3) estabelecidos pela Resolução CONAMA (CONAMA, 1990), no período de estudo, em 
diversos momentos as concentrações de ozônio e de dióxido de nitrogênio ultrapassaram o valor 
de 80 µg/m3 e, até mesmo, o de 100 µg/m3. Conforme a Companhia Ambiental do Estado de 
São Paulo (CETESB, 2013), esses níveis de concentração já podem gerar efeitos prejudiciais à 
saúde humana, principalmente para população mais sensível, como idosos e crianças. Logo, 
esta pesquisa torna-se importante no que diz respeito, especialmente, ao levantamento de dados 
que podem subsidiar a formulação de medidas preventivas por parte dos órgãos competentes, 
uma vez que a concentração de ozônio, na RGV, embora não tenha atingido níveis alarmantes, 
tem-se elevado nos últimos anos. 
 
MATERIAIS E MÉTODOS 
A área de estudo compreendeu a RGV, Espírito Santo, Brasil. Por estar situada na região 
litorânea, a RGV apresenta clima tropical quente (Aw), possuindo inverno ameno e seco, e 
verão chuvoso e quente.  As temperaturas médias variam entre 24° C (Celsius) e 30° C, e os 
ventos predominantes de Norte/Nordeste na primavera – verão, sofrendo alterações durante 
outono e inverno devido ao posicionamento do sistema de alta pressão (Alta Pressão 
Subtropical do Atlântico Sul – ASAS) mais próximo do continente, possibilitando alterações 
na direção predominante do vento, a qual passa a variar entre as direções Sul/Oeste.   
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A RGV possui oito estações de monitoramento de qualidade do ar, a saber: Laranjeiras; 
Carapina; Jardim Camburi; Enseada do Suá; Vitória – Centro; Vila Velha – Ibes; Vila Velha – 
Centro; e, Cariacica (Figura 1). Essas estações fazem parte da Rede Automática de 
Monitoramento da Qualidade do Ar (RAMQAr), e pertencem ao Instituto Estadual de Meio 
Ambiente e Recursos Hídricos (IEMA). Vale lembrar que a RAMQAR monitora os seguintes 
poluentes: partículas totais em suspensão (PTS); PM10; SO2; CO; NOx; hidrocarbonetos (HC); 
e, O3. Existe, também, o monitoramento de alguns parâmetros meteorológicos, a saber: direção 
do vento (DV); velocidade do vento (VV); umidade relativa (UR); precipitação pluviométrica 
(PP); pressão atmosférica (P); temperatura (T); e, radiação solar (I). Um resumo dos poluentes 
e parâmetros meteorológicos que são medidos em cada estação pode ser visto na Tabela 1. 
 
 
Figura 1 – Estações de monitoramento da qualidade do ar na RGV.    
Fonte: Pedruzzi (2016). 
  
Especificamente, em relação à este artigo, as análises estatísticas foram realizadas para 
o período de janeiro a dezembro de 2010, sendo os dados tomados de forma horária. As 
variáveis foram relativas às concentrações de ozônio (µg/m3) e de dióxido de nitrogênio (µg/m3) 
e, algumas variáveis meteorológicas (temperatura, umidade relativa e velocidade do vento), 
para dar maior robustez à identificação das inter-relações entre as concentrações de ozônio e de 
dióxido de nitrogênio. 
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Tabela 1 – Poluentes e parâmetros meteorológicos monitorados nas estações da RAMQAr 
Estações 
Poluentes 
Meteorologia 
PTS PM10 SO2 CO NOx HC O3 
Laranjeiras              - 
Carapina          DV, VV, UR, PP, P, T, I 
Jardim Camburi            - 
Enseado do Suá               DV, VV 
Vitória Centro              - 
Ibes               DV, VV 
Vila Velha          - 
Cariacica               DV, VV, T 
Fonte: elaborado com base nas informações do IEMA (2014). 
 
Como pode ser verificado na Tabela 1, a concentração de ozônio é medida nas estações 
de Laranjeiras (LAR), Enseada do Suá (SUA), Vila Velha – Ibes (IBES) e Cariacica (CAR). Já 
a concentração de dióxido de nitrogênio é monitorada nas estações de Laranjeiras (LAR); 
Jardim Camburi (CAMB); Enseada do Suá (SUA); Vitória – Centro (VIX); Vila Velha – Ibes 
(IBES); e, Cariacica (CAR). No caso da temperatura e da umidade relativa, adotou-se como 
referência a estação de Carapina, que possui dados mais confiáveis desses parâmetros. Quanto 
à velocidade do vento, calculou-se uma média entre as estações de Carapina, Enseada do Suá, 
Vila Velha – Ibes e Cariacica. 
Para atingir ao objetivo proposto, adotou-se a metodologia VAR (ver, Lütkepoh (2007) 
e Bueno (2011)), inicialmente proposta por Sims (1980), em complemento com o teste de 
causalidade de Granger (para detalhes, consultar Gujarati (2008)). O modelo VAR captura as 
interdependências lineares entre várias séries temporais, sendo que, cada variável possui uma 
equação estimada que representa sua evolução em termos de suas próprias defasagens e das 
defasagens das outras variáveis. O teste de causalidade de Granger objetiva verificar a relação 
de causalidade temporal existente entre duas variáveis. A adoção dessas metodologias justifica-
se pelo fato de que existe correlação temporal cruzada entre as variáveis em estudo. Nesse caso, 
os modelos univariados (por exemplo, o modelo auto-regressivo (AR)) não são capazes de 
capturar essas correlações cruzadas, gerando resultados viesados (ou enganosos). Tal problema 
é corrido utilizando-se de metodologias multivariadas como o modelo VAR e o teste de 
causalidade de Granger. Pode-se expressar um modelo VAR de ordem p  em função de um 
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vetor com n  variáveis endógenas, 
t
X , sendo que essas se conectam por meio de uma matriz A
, da seguinte forma (Equação 1): 
 
,
1
0 t
p
i
itit BXBBAX  

                                                                                                      
(1) 
 
em que: A
 
é uma matriz nn
 
que define as restrições contemporâneas entre as variáveis que 
constituem o vetor 1n , tX ; 0B , vetor de constantes 1n ; iB , matrizes nn , com 
pi ,...,2,1,0= , sendo p  o número de defasagens (informação disponível no passado); B , matriz 
diagonal nn  de desvios-padrão; e, t , vetor 1n  de perturbações aleatórias não 
correlacionadas entre si contemporânea ou temporalmente, isto é,  nt Idii ;0..~ .  
A Equação 1 expressa as relações entre as variáveis endógenas e é denominada de forma 
estrutural. No entanto, devido à endogeneidade das variáveis do VAR, o modelo é normalmente 
estimado em sua forma reduzida, dada pela Equação 2: 
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em que: piBA
ii
,...,2,1,0=;=Φ 1 ; e, tt AeB  . 
A metodologia VAR pode ser estimada por meio do método de Mínimos Quadrados 
Ordinários (MQO), levando-se em conta, principalmente, a interação entre as variáveis do 
sistema considerado. Dentre as suas principais vantagens na análise econométrica estão a 
obtenção das funções de impulso-resposta (FRI) e a decomposição da variância (DV). Em 
relação às funções de impulso-reposta, o interesse está na variação das variáveis em torno de 
suas médias. O que se quer, por exemplo, é verificar com um choque de um desvio-padrão na 
variável “
1
X ” afeta a variação da variável “
2
X ”, nos períodos subsequentes ao choque. Esses 
períodos são mensurados na mesma escala de medida dos dados que estão sendo analisados. 
Para exemplificar, este estudo considerou dados horários. Assim, o choque inicial ocorre no 
tempo zero ( 0=t ). O tempo 1=t  representa uma hora após o choque e, assim, sucessivamente.  
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RESULTADOS E DISCUSSÕES 
O primeiro passo na análise de séries temporais é verificar se as variáveis são estacionárias. 
Uma série temporal (processo estocástico) é considerada estacionária quando apresentar média, 
variância e covariância constantes ao longo do tempo. Em geral, os testes estatísticos verificam 
se essa pressuposição é válida. Se as séries não forem estacionárias em nível (sem 
transformações) deve-se realizar algum procedimento para estacionarizá-las (em geral, aplica-
se a primeira diferença nas mesmas, dado que a maioria das séries é I(1), ou seja, integradas de 
primeira ordem). Os resultados dos testes Augmented Dickey-Fuller – ADF (Dickey e Fuller, 
1981), Phillips-Perron – PP (Phillips e Perron, 1988) e, Kwiatkowski-Phillips-Schmidt-Shin – 
KPSS (Kwiatkowski et. al., 1992) demonstraram que todas as séries utilizadas nesta pesquisa 
foram estacionárias em nível. Nos testes ADF e PP a hipótese nula equivale à existência de uma 
raiz unitária na série de dados. Já no teste KPSS, a hipótese nula refere-se à estacionariedade 
da série. Destaca-se que o teste KPSS é um teste assintótico, e que o mesmo deve ser utilizado 
em complemento aos demais testes de raiz unitária (Bueno, 2011). Também foram analisados 
os gráficos e os correlogramas (funções de autocorrelação) das séries. 
Os critérios do Erro de Previsão Final (FPE), de Akaike (AIC), de Schwarz (SC) e de 
Hannan-Quinn (HQ) revelaram um modelo VAR ideal com 26 defasagens. Esse apresentou 
todas as raízes do polinômio dentro do círculo unitário, satisfazendo a condição de estabilidade 
do VAR. Os resultados foram satisfatórios para não autocorrelação e também para ausência de 
heteroscedasticidade. No que tange ao teste de normalidade dos resíduos, o teste de Jarque-Bera 
rejeitou a hipótese nula de que os resíduos são normais. Isso já era esperado, devido à assimetria 
das variáveis. Entretanto, assumiu-se, pela teoria assintótica sobre a média das distribuições de 
probabilidade, a hipótese de que os resíduos são normais, dando seguimento a análise do 
modelo. 
Finalizada a etapa de identificação do modelo, foram analisadas as funções de impulso-
resposta, em conjunto com os testes de causalidade de Granger, quando necessário. Ressalta-se 
que, antes de estimar as funções de impulso-resposta, é fundamental identificar o ordenamento 
de Cholesky do modelo VAR, um dos métodos mais populares para tal finalidade. Isto porque 
as funções de impulso-resposta são sensíveis à ordenação das variáveis.  
Esta pesquisa adotou, como método de ordenação das variáveis, o teste de causalidade 
de Granger (Block Exogeneity Wald Tests), complementado pelo que se pode denominar de 
método de informação a priori [teorias de engenharia ambiental e meteorologia (Seinfeld e 
Pandis (2006), Holgate et al. (1999), artigos (Hsu (1992), Caio (1998), etc.), dentre outros]. A 
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ordenação adotada foi: TEMP, VELVENT, UMID, NO2LAR, NO2CAMB, O3SUA, O3LAR, 
NO2CAR, NO2SUA, O3CAR, NO2VIX, NO2IBES e O3IBES. Devido à importância da 
ordenação de Cholesky para a correta estimação das funções de impulso-resposta, testou-se 
outros ordenamentos (o que pode ser considerado um teste de robustez), que não alteraram 
significantemente tais funções.  
Na Figura 2 são apresentadas as funções de impulso-resposta, considerando os efeitos 
de choques nas variáveis O3LAR, O3SUA, O3IBES, O3CAR, NO2LAR, NO2OCAMB, 
NO2SUA, NO2VIX, NO2IBES e NO2CAR, sobre as variáveis O3LAR e NO2LAR. As linhas 
contínuas equivalem às funções impulso-resposta e as linhas tracejadas equivalem à intervalos 
de confiança correspondentes a dois erros-padrão. Inicialmente, para exemplificar a análise de 
uma função de impulso-resposta, toma-se o caso do efeito da concentração de dióxido de 
nitrogênio em Laranjeiras (NO2LAR) sobre a concentração de ozônio em Laranjeiras 
(O3LAR), Figura 2e. 
Em geral, os choques nas concentrações das outras regiões não afetaram ou afetaram 
muito pouco as concentrações de O3LAR e de NO2LAR, seja de forma positiva ou negativa, o 
que pode ser função da localização da estação de Laranjeiras, que fica ao Norte das demais 
regiões, quando se tem como ponto de partida a direção Norte/Nordeste (ver Figura 1). No mais, 
algumas relações apresentaram-se contrárias ao esperado, possivelmente devido ao grande 
número de variáveis no modelo estimado, ou por algum fator não captado pelo modelo ajustado. 
Por exemplo, os impactos positivos de NO2CAMB (Figura 2p), NO2SUA (Figura 2q), 
NO2VIX (Figura 2r) e NO2CAR (Figura 2t) em NO2LAR. Neste último caso, os resultados 
demonstraram que NO2CAR não causou Granger NO2LAR. Para as demais situações, é 
importante frisar que, apesar do vento Norte/Nordeste ser predominante na região da Grande 
Vitória, com a chegada de Frentes Frias, por exemplo, ocorrem alterações na direção do vento 
para Sul, Sul/Sudeste e Sul/Sudoeste, o que, dependendo da intensidade, poderia explicar os 
pequenos efeitos positivos de NO2CAMB, NO2SUA e NO2VIX em NO2LAR. 
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Figura 2 – Funções de impulso-resposta para as concentrações de ozônio e de dióxido de 
nitrogênio de Laranjeiras.    
Nota: as linhas contínuas equivalem às funções impulso-resposta e as linhas tracejadas equivalem à intervalos de 
confiança correspondentes a dois erros-padrão. 
 
Os resultados da Figura 3 são relativos às funções de impulso-resposta, quando 
considerados os impactos de choques nas variáveis O3LAR, O3SUA, O3IBES, O3CAR, 
NO2LAR, NO2OCAMB, NO2SUA, NO2VIX, NO2IBES e NO2CAR, sobre as variáveis 
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O3SUA e NO2SUA.  No que se refere aos efeitos de O3SUA em NO2SUA (Figura 3l), nota-
se reduções de NO2SUA até a sexta hora, quando para os períodos seguintes a tendência é de 
estabilidade. Conforme observado, a variável NO2SUA não apresentou efeitos sobre O3SUA 
na primeira hora após o choque (Figura 3g). A partir da primeira hora ocorreram pequenas 
elevações na concentração de NO2SUA. O teste de causalidade de Granger demonstrou uma 
causalidade bidirecional entre O3SUA e NO2SUA. Isto revela que pode haver produção e 
destruição local do ozônio na estação da Enseada do Suá, devido, principalmente, às reações 
fotoquímicas. Importante destacar que a formação do ozônio na troposfera se dá pela reação de 
fotólise do dióxido de nitrogênio. Entretanto, também ocorrem reações em que o óxido nítrico 
reage com o ozônio dando origem ao dióxido de nitrogênio (Orlando, 2008). 
 
 
Figura 3 – Funções de impulso-resposta para as concentrações de ozônio e de dióxido de 
nitrogênio da Enseada do Suá.    
Nota: as linhas contínuas equivalem às funções impulso-resposta e as linhas tracejadas equivalem à intervalos de 
confiança correspondentes a dois erros-padrão. 
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Uma vez que, a região da Enseada do Suá está localizada em um local que pode ser 
considerado como central às outras regiões (ver Figura 1), as concentrações de ozônio e de 
dióxido de nitrogênio de outras estações afetaram consideravelmente as concentrações da 
Enseada do Suá. Destaca-se que tal região apresenta grande fluxo de veículos, principalmente 
as 6 horas e as 18 horas. Pode-se observar, por exemplo, que NO2CAMB teve efeitos positivos 
sobre NO2SUA nas primeiras quatro horas após o choque inicial (Figura 3p). Isso mostra que 
existe um deslocamento regional de NO2 entre estas estações que pode ser resultado da direção 
predominante do vento na Grande Vitória (Norte/Nordeste na maioria dos meses). 
Ainda, algumas variáveis não causaram efeitos sobre O3SUA e NO2SUA e certas 
relações podem ser consideradas como contrárias ao esperado, como a existente entre O3SUA 
e O3LAR (Figura 3a). Neste particular, o teste de causalidade de Granger revelou uma 
causalidade entre as duas variáveis, que pode ser advinda de uma falha do modelo estimado, ou 
de recorrentes mudanças na direção padrão do vento na região da Grande Vitória. Não é 
objetivo deste trabalho analisar esses efeitos, o que pode ser aprofundado em estudos futuros. 
Outro resultado não esperado foi o choque positivo de NO2CAR em NO2SUA (Figura 3t). 
Porém, o teste de causalidade demonstrou que NO2CAR não causou Granger NO2SUA. 
Em relação à Figura 4, essa demonstra as funções de impulso-resposta, analisando-se os 
efeitos de choques nas variáveis O3LAR, O3SUA, O3IBES, O3CAR, NO2LAR, 
NO2OCAMB, NO2SUA, NO2VIX, NO2IBES e NO2CAR, sobre as variáveis O3IBES e 
NO2IBES. Devido à proximidade da estação da Enseada do Suá e à direção do vento em certas 
horas do dia, nota-se que O3SUA teve grande impacto sobre O3IBES (Figura 4b), com pico na 
terceira hora, revelando a ocorrência de transporte de ozônio entre as regiões. Verifica-se, 
também, que choques em NO2IBES reduziram a concentração de O3IBES (Figura 4i), 
principalmente até a quinta hora, demonstrando uma destruição local do ozônio quando da 
formação de NO2IBES. 
Ainda, em relação ao transporte de poluentes entre as regiões, observa um impacto 
negativo relevante de O3SUA sobre NO2IBES (Figura 4l), especialmente na segunda e terceira 
hora após o choque inicial em O3SUA. Isto indica que a fotólise de NO2IBES pode ter 
contribuído para formação de O3SUA. No mais, NO2CAMB (Figura 4p), NO2SUA (Figura 
4q) e NO2VIX (Figura 4r) contribuíram para formação da concentração de NO2IBES. Como a 
concentração de ozônio e de dióxido de nitrogênio de outras estações afetou a concentração de 
O3 e NO2 da estação do Ibes, a formação de ozônio na região da estação Ibes não 
necessariamente reduz a concentração de NO2 no local. 
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Figura 4 – Funções de impulso-resposta para as concentrações de ozônio e de dióxido de 
nitrogênio do Ibes. 
Nota: as linhas contínuas equivalem às funções impulso-resposta e as linhas tracejadas equivalem à intervalos de 
confiança correspondentes a dois erros-padrão. 
 
Algumas relações tiveram efeitos insignificantes e, mais uma vez, alguns resultados não 
eram esperados. Por exemplo: i) o impacto positivo de O3CAR em O3IBES (Figura 4d). O teste 
de causalidade de Granger revelou que O3CAR não causou O3IBES; ii) o efeito negativo (na 
maior parte do período de 24 horas) de NO2LAR em O3IBES (Figura 4e). O teste de 
causalidade foi realizado e constatou-se que NO2LAR não causou Granger O3IBES; e, iii) 
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efeitos positivos de NO2LAR em NO2IBES (Figura 4o). Verificou-se não causalidade de 
Granger de NO2LAR para NO2IBES. 
Por fim, na Figura 5 são apresentados os resultados referentes às funções de impulso-
resposta, levando-se em conta os impactos dos choques em O3LAR, O3SUA, O3IBES, 
O3CAR, NO2LAR, NO2OCAMB, NO2SUA, NO2VIX, NO2IBES e NO2CAR, sobre O3CAR 
e NO2CAR. Vale ressaltar que a região de Cariacica se localiza relativamente distante, ficando 
a Sudoeste das demais regiões, quando se tem como ponto de partida a direção Norte/Nordeste 
(ver Figura 1), sendo esta a direção predominante do vento na maioria dos meses na Região da 
Grande Vitória. Um primeiro ponto a destacar é que tanto O3SUA (Figura 5b) quanto NO2SUA 
(Figura 5g) afetaram positivamente as concentrações de ozônio (O3CAR) em Cariacica, o que 
parece bastante plausível, dada a direção do predominante do vento na RGV. 
Destaca-se que o aumento da concentração de ozônio na estação da Enseada do Suá 
causou redução na concentração de dióxido de nitrogênio em Cariacica (Figura 5l). Isso 
significa que, com as reações fotoquímicas produzindo mais ozônio na Enseada do Suá, uma 
menor concentração de dióxido de nitrogênio da Enseada do Suá foi transportada pelo vento 
para a região de Cariacica. Além disso, pode-se observar que o aumento de NO2SUA provocou 
uma elevação da concentração de NO2 em Cariacica (Figura 5q). Logo, as concentrações de 
ozônio e de dióxido de nitrogênio da Enseada do Suá parecem ter papel fundamental na 
formação de O3 e NO2, em Cariacica. 
No mais, em função da direção do vento, constata-se, também, que NO2CAMB (Figura 
5p) e NO2VIX (Figura 5r) tiveram efeitos positivos sobre o NO2CAR. Além disso, é possível 
notar que o crescimento da concentração de NO2CAR causou efeitos negativos em O3CAR até 
a quinta hora após o choque inicial em NO2CAR (Figura 5j). Por fim, algumas inter-relações 
mostraram-se insignificantes e poucos resultados foram incoerentes, como por exemplo, 
O3LAR afetando NO2CAR (Figura 5k), o que não foi rejeitado pelo teste de causalidade 
Granger. 
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Figura 5 – Funções de impulso-resposta para as concentrações de ozônio e de dióxido de 
nitrogênio de Cariacica. 
Nota: as linhas contínuas equivalem às funções impulso-resposta e as linhas tracejadas equivalem à intervalos de 
confiança correspondentes a dois erros-padrão.   
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CONCLUSÕES 
Mesmo sendo um poluente de difícil modelagem estatística, em função da sua formação 
secundária, o modelo VAR estimado apresentou todas as raízes do polinômio dentro do círculo 
unitário, satisfazendo a condição de estabilidade do VAR, revelou resíduos não 
autocorrelacionados e ausência de heteroscedasticidade. Os resíduos não seguiram distribuição 
normal. Além disso, apesar de apresentar algumas inconsistências em termos de relações entre 
as variáveis, o modelo estimado conseguiu captar de forma satisfatória as inter-relações entre 
as concentrações de ozônio e dióxido de nitrogênio das diversas estações de monitoramento 
consideradas no trabalho. 
As concentrações de ozônio e dióxido de nitrogênio da estação (região) de Laranjeiras 
foram as que receberam menos influência das concentrações de outras regiões e as que menos 
influenciaram as concentrações de outras regiões. Isto pode ser decorrência da localização da 
estação de Laranjeiras, que fica à montante e ao Norte das demais regiões, quando se tem como 
ponto de partida a direção Norte/Nordeste (ver Figura 1), e da direção predominante do vento 
na Região da Grande Vitória, que Norte/Nordeste boa parte do ano. No entanto, vale ressaltar 
que parece existir pequenos efeitos de NO2CAMB, NO2SUA e NO2VIX em NO2LAR. Nesse 
caso, isso pode reflexo das variações na direção do vento que ocorrem na Região da Grande 
Vitória ao longo do ano, especialmente devido ao posicionamento do sistema de alta pressão 
(ASAS) mais próximo ao continente nos meses de outono inverno, alterando-se de Nordeste 
para Sul, Sul/Oeste e Sul/Sudoeste. Entretanto, análises mais profundas são necessárias, como 
por exemplo, a comparação de modelos VAR para diferentes períodos do ano, como, por 
exemplo, aqueles em que a ASAS se encontra sobre o oceano Atlântico favorecendo os ventos 
de Norte/Nordeste e quando esse sistema se desloca para o continente alterando as direções 
predominantes para Oeste/Sul. 
Pela localização mais centralizada da estação da Enseada do Suá em relação às outras 
estações de monitoramento, as concentrações de ozônio e dióxido de nitrogênio da mesma 
tiveram significativa influência de outras regiões (estações), especialmente, das estações de 
Jardim Camburi, Ibes e Vitória – Centro. Pela predominância do vento ser Norte/Nordeste, há 
forte transporte de NO2 de Jardim Camburi para a região da Enseada do Suá. Ressalta-se que a 
região da Enseada do Suá apresenta grande fluxo de veículos durante alguns horários do dia. 
Para algumas inter-relações que a priori são incoerentes com o esperado, caberiam análises 
mais pontuais, o que não é objetivo deste estudo. 
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 No que se refere à região da estação Ibes, os resultados revelaram que a concentração 
de ozônio nessa região foi fortemente influenciada pelas concentrações de ozônio e de dióxido 
de nitrogênio da estação Enseada do Suá. Observou-se, também, que a concentração de NO2 na 
estação do Ibes foi significantemente afetada pela concentração de NO2 das estações de Jardim 
Camburi e Enseada do Suá. Como são regiões próximas, a tendência é ocorrer um grande 
transporte de poluentes entre as mesmas, o que na prática foi cofirmado. 
Outro ponto importante revelado pelos resultados foi a forte influência das 
concentrações de ozônio e de dióxido de nitrogênio da estação Enseada do Suá sobre as 
concentrações destes poluentes na região de Cariacica, o que comprova que a predominância 
do vento Norte/Nordeste na Região Grande Vitória contribui significantemente para o 
transporte dos mesmos. Até mesmo o NO2 de Camburi contribuiu para a concentração de NO2 
em Cariacica. Mais uma vez, alguns resultados não esperados requerem maior atenção para 
trabalhos futuros. 
Por fim, considera-se que esta pesquisa atingiu ao objetivo proposto, ao demonstrar que 
existe uma inter-relação entre as concentrações de ozônio e de dióxido de nitrogênio nas 
estações de qualidade do ar da Região da Grande Vitória. Vale mencionar, ainda, que este é um 
estudo preliminar. Para trabalhos futuros outras técnicas estatísticas podem ser utilizadas para 
aprimorar os resultados encontrados nesse trabalho, como os modelos multivariados com 
volatilidade estocástica, os modelos multivariados robustos e considerar a modelagem de 
memória longa (longa dependência) das séries estudadas. 
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Abstract
This paper considers the factor modeling for high-dimensional time series in the presence of
additive outliers by proposing a robust variant of the estimation methods given in Lam & Yao
(2012). The estimator of the number of factors is obtained by an eigenanalysis of a robust non-
negative definite covariance matrix. Some asymptotic properties of the robust eigenvalues are
derived, in particular, it is shown that the eigenvalues of the robust estimator covariance matrix
have the same rate of convergence as the eigenvalues of the standard covariance matrix esti-
mator. Simulations are conducted to analyse the finite sample size performances of the robust
estimator of the number of factors under the scenarios of contaminated and non-contaminated
multivariate time series. As an example of application, the robust factor analysis is performed
to identify pollution behavior for the pollutant PM10 of the Region of Greater Vitória, Brazil,
aiming to reduce the dimensionality of the data and to produce good forecasts for the PM10
pollution levels.
Keywords:
Factor analysis; Time series; Robustness; Eigenvalues; Reduced rank; Air pollution.
In the last 50 years, issues related to air pollution problems have increased considerably,
especially in developing countries, where the air quality has been degraded as a result of in-
dustrialization, population growth, high rates of urbanization, and inadequate or non-existent
policies to control air pollution, among other reasons. The problems caused by air pollution
produce local, regional and global impacts. Among different environmental problems, air pol-
lution is reported to cause the greatest damage to health and loss of quality of life. The most
common human health problems caused by air pollution are asthma, rhinitis, burning eyes , fa-
tigue, dry cough, heart and lung diseases and heart failure. The works by Brunekreef & Holgate
(2002), Maynard (2004), WHO (2005), Curtis et al. (2006) showed the relationship between
the legislated pollutants (inhalable particles with smaller diameter than 10 micrometers (PM10),
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carbon monoxide (CO), sulfur dioxide (SO2), nitrogen oxides (NOx) and ozone (O3)) and health
problems. In 2012, for example, the death of 4.3 million people have been attributed to air pollu-
tion (WHO, 2014). In addition, air pollution contributes to the degradation of the environment,
the greenhouse effect, among many others problems.
In the recent studies related to air pollution much attention has been paid to the mathemati-
cal receptor models, which attempt to measure and analyse concentrations at their sources from
a given site without reconstructing the dispersion patterns of the pollutants, such as particular
matter (PM), SO2, among others. These methodologies have mathematical and statistical tools
which are mainly used to provide the identification of the pollutant emission sources from chem-
ical characteristics of the particles on the receiver and the pollutant emission sources (Seinfeld &
Pandis, 2006). In the literature, the majority of receptor models studied are as following: chem-
ical balance of mass (CBM), multivariate analysis, principal component analysis techniques
(PCA), factor analysis model (FA), multiple linear regression, cluster analysis, factoring posi-
tive matrix (FPM), among others (Watson et al., 2002). Regarding the classical factor analysis,
this technique has been widely used in the area of air pollution, especially for the identifica-
tion of emission sources, the management of monitoring networks, regression analysis, cluster
analysis and prediction, among others.
Many time series arising in practice are best considered as components of multivariate time
series models, which accommodate the serial dependence of each component and, also, the
interdependence between different components. However, it should be noted that, among the
studies that adopted the classical PCA and techniques of factor analysis, especially in the area
of air pollution, the time-dependence of the data is a common feature neglected, since the stan-
dard assumption of these multivariate statistical tools is the independence of the data (see, for
example, Anderson (2003) and Johnson & Wichern (2007)). To deal with this problem, Peña &
Box (1987), Stock & Watson (2002), Lam et al. (2011) and Lam & Yao (2012) studied the fac-
tor modeling for multivariate time series from a dimension-reduction point of view. Differently
from the PCA and factor analysis for independent observations, these papers look for factors
which drive the serial dependence of the original time series. Further discussions and additional
references in this direction can be found in Lam & Yao (2012).
Apart from the purpose of dimension reduction, factor analysis has been widely used with
the aim of forecasting in the sense that this technique can drastically reduce the order of the
estimated model. According to Stock & Watson (2002), dimension reduction can be a central
concern in forecasting investigation when the number of candidate predictor series (say, k) is
very large. This issue can make impractical the forecast investigation, for example, in the use
of vector autoregressive moving average (VARMA) models with a large number of parameters.
This high-dimensional problem is simplified by modeling the common dynamics in terms of
a relatively small number of unobserved latent factors. Forecasting can then be carried out in
a two-step process: first, a time series of the factors is estimated from the predictors; second,
the relationship between the variable to be forecast and the factors is estimated by a linear
regression, for example.
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Environmental time series are often of a high dimension due to the large number of mea-
surements recorded across many different locations. These data may also present interesting
phenomena to be considered from applied and theoretical statistical points of view, for exam-
ple, pollution data may have observations which can be defined as outliers.
As well known (see, for example, Chang et al. (1988), Tsay (1988), Chen & Liu (1993) and
the references therein), outliers can destroy the statistical properties of sample functions such as
the standard mean and covariance. Since the estimation of time series models is connected with
these sample functions, the final estimated model can be strongly affected by large peaks of
concentrations. One way to deal with model estimation in case the series has additive outliers is
to use the robust ACF function based on the robust scale function Qn(.) proposed by Rousseeuw
& Croux (1993a) and studied recently by Lévy-Leduc et al. (2011a), Lévy-Leduc et al. (2011b)
and Lévy-Leduc et al. (2011c).
This paper considers most of the above issues using factor analysis for dimension reduction
and forecasting PM10 concentrations. In this context, it is proposed here a robust version of
the dimension reduction estimator given in Lam & Yao (2012). In this direction, this paper
makes the use of the robust scale estimator Qn(.), proposed by Rousseeuw & Croux (1993a),
to identify the number of the factors of multivariate time series under additive outliers. Some
theoretical results are discussed and the method performance is investigated through Monte
Carlo simulations. The proposed methodology is applied to PM10 series measured at the Air
Quality Automatic Monitoring Network (AQAMN), Region of Greater Vitória (RGV), Brazil.
This paper is divided as follows. In Section 1, the model and the estimation methods are
presented. Section 2 gives asymptotic properties of the robust eigenvalues to support theoreti-
cally the robust approach proposed here. Section 3 presents some Monte Carlo experiments. In
Section 4 the data obtained from AQAMN stations is modeled and forecasts are computed and
compared with a vector AR (VAR) model. Some concluding remarks are provided in Section 5.
1. Factor model in time series
1.1. The factor model
Let Zt be a k-dimensional zero-mean vector of an observed time series. Let also Xt be an
unobserved r-dimensional vector of common factors (r ≤ k). It is assumed that Zt is generated
by
Zt = PXt + εt, (1)
where P is an unknown k × r matrix of parameters of rank r, denoted by the factor-loading
matrix, and εt is a k-dimensional white-noise sequence with full-rank covariance matrix Σε.
When r is small relative to k, the model presented in Equation (1) is most useful, since it will
result in a multivariate time series with a reduced dimension and, consequently, can lead to a
much simpler multivariate time series for forecasting.
In the sequel, it is made the following assumption
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(A1) Xt is a multivariate stationary process. Moreover, Xt and εt are assumed to be independent
processes and P′P = Ir, where Ir denotes the r × r identity matrix.
Note that the assumption above is here to ensure identifiability in Equation (1); see Lam & Yao
(2012) and Peña & Box (1987) for further details.
It follows from Equation (1) and under Assumption A1 that the covariance matrices of Zt
are given by
ΓZ(0) = PΓX(0)P′ + Σε, (2)
ΓZ(h) = PΓX(h)P′, h ≥ 1, (3)
where ΓX(h) = E[Xt−hX′t ] is the covariance matrix of Xt.
The key to the inference for the model in Equation (1) is to determine the number of factors
r and to estimate the k × r factor loading matrix P. Once an estimator is obtained, say, P̂, a
natural estimator for the factor process is
X̂t = P̂′Zt. (4)
For further details on the estimation of P, see Lam & Yao (2012).
Following the same lines as in Lam & Yao (2012), it is defined the following estimator for
the number of factors r as follows:
r̂ = argmin
1≤i≤R
λ̂i+1/̂λi, (5)
where r < R < k is a constant, λ̂1 ≥ . . . ≥ λ̂k are the eigenvalues of M̂ defined by
M̂ =
h0∑
h=1
Γ̂Z(h)Γ̂Z(h)′, (6)
where Γ̂Z(h) denotes the sample covariance matrix of Zt at lag h. Lam & Yao (2012) derive the
asymptotical properties of the above results.
In this context, the aim of this paper is to propose robust estimators of M and r against
additive outliers which are based on a robust covariance matrix estimator for Zt and these are
discussed in the following sections.
1.1.1. Robust estimator of M (MˆQ)
Let (Yi)i≥1 be a stationary Gaussian process. Given the observations Y1:n = (Y1, . . . ,Yn), the
estimator of scale proposed by Rousseeuw & Croux (1993b) is defined by
Qn(Y1:n) = c(Φ)
{∣∣∣Yp − Yq∣∣∣ ; 1 ≤ p, q ≤ n}(bn2/4c) , (7)
where c(Φ) = 1/(
√
2Φ−1(5/8) = 2.21914.
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Now, consider the following assumption on Xt.
(A2) Xt = (X1,t, X2,t, . . . , Xr,t)′ is a multivariate stationary zero-mean Gaussian process satisfy-
ing ∑
h≥1
|γXi j(h)| < ∞, for all i, j ∈ {1, . . . , r},
where γXi j(h) = Cov(Xi,t, X j,t+h).
By using Equations (1) and (3), then (Zt) is also a multivariate stationary zero-mean Gaus-
sian process satisfying ∑
h≥1
|γi j(h)| < ∞, for all i, j ∈ {1, . . . , k}, (8)
where γi j(h) = Cov(Zi,t,Z j,t+h).
From the estimator Qn defined in (7) and from the observations (Z1, . . . , Zn), it is proposed
a robust estimator of γi j(h) = Cov(Zi,t,Z j,t+h) for all i, j in {1, . . . , k} defined as follows
γ̂Qi, j(h) =
1
4
[
Q2n−h(Zi,1:n−h + Z j,h+1:n) − Q2n−h(Zi,1:n−h − Z j,h+1:n)
]
, (9)
where Zi,1:n−h = (Zi,1, . . . ,Zi,n−h) and Z j,h+1:n = (Z j,h+1, . . . ,Z j,n), which is the multivariate exten-
sion of the one proposed by Ma & Genton (2000).
From this estimator, the following robust estimator of the covariance matrix of Zt is given
by
ΓˆQ(h) =

γˆQ1,1(h) γˆ
Q
1,2(h) . . . γˆ
Q
1,k(h)
...
...
. . .
...
γˆQk,1(h) γˆ
Q
k,2(h) . . . γˆ
Q
k,k(h)
 , (10)
Based on Equation (6) and on the robust estimator of the covariance matrix, the robust
version of the estimator M̂ is suggested here as follows
M̂Q =
h0∑
h=1
Γ̂Q(h)Γ̂Q(h)′. (11)
where Γ̂Q(h) denotes the robust covariance matrix estimator of Zt at lag h.
Therefore, the robust estimator r̂Q of r is similarly obtained from Equation (5) by replacing
λ̂i+1 and λ̂i by λ̂
Q
i+1 and λ̂
Q
i , respectively, where (̂λ
Q
j )1≤ j≤k are the eigenvalues of M̂Q.
2. Theoretical results
This section provides some analytical results to support theoretically the robust approach
discussed in the previous section.
155
Theorem 1. Let h be a fixed positive integer and
(̂
ΓQ(h)
)
1≤i, j≤k =
(̂
γQi, j(h)
)
1≤i, j≤k, where γ̂
Q
i, j(h) is
defined in Equation (9). Assume that (A2) holds, then
√
n sup
1≤ j≤k
∣∣∣∣̂λQj − λ j∣∣∣∣ = Op(1), as n→ ∞,
where (̂λQj )1≤ j≤k and (λ j)1≤ j≤k denote the eigenvalues of
(∑h0
h=1 Γ̂Q(h)̂ΓQ(h)
′) and (∑h0h=1 Γ(h)Γ(h)′),
respectively, where (Γ(h))1≤i, j≤k = (γi, j(h))1≤i, j≤k and h0 is a fixed integer larger than 1.
The proof of this theorem directly follows from Lemmas 1, 2 and 3 given below and proved
in Section 7.
Remark 1. By Theorem 1 and Lam & Yao (2012, Proposition 1), it can see that the eigenval-
ues of the robust estimator covariance matrix of Zt have the same rate of convergence as the
eigenvalues of the standard estimator of the covariance matrix of Zt.
Lemma 1. Let Ân be a sequence of k × k symmetric matrices and A a k × k symmetric matrix
such that un(Ân − A) = Op(1), where un is a sequence of positive numbers tending to infinity as
n tends to infinity, then
un sup
1≤ j≤p
|λ j(Â) − λ j(A)| = Op(1), as n→ ∞,
where (λ j(Â))1≤ j≤k and (λ j(A))1≤ j≤k are the eigenvalues of Ân and A, respectively.
Lemma 2. Let Ân(h) be a sequence of k × k symmetric matrices and A(h) a k × k symmetric
matrix such that un(Ân(h) − A(h)) = Op(1), for each fixed h ∈ {1, . . . , hmax}, where un is a
sequence of positive numbers tending to infinity as n tends to infinity, then
un
hmax∑
h=1
Ân(h)Ân(h)′ −
hmax∑
h=1
A(h)A(h)′
 = Op(1),
as n tends to infinity.
Lemma 3. Let h be a non negative integer and i and j two integers in {1, . . . , k}. Assume that
(A2) holds, then the robust autocovariance estimator γ̂Qi, j(h) defined in (9) satisfies the following
central limit theorem
√
n(̂γQi, j(h) − γi j(h))
d−→ N(0, σ˜2i, j(h)), as n→ ∞,
where
σ˜2i, j(h) = E[ψ(Zi,1,Z j,1+h)2] + 2
∑
`≥1
E[ψ(Zi,1,Z j,1+h)ψ(Zi,`+1,Z j,`+1+h)],
where ψ is defined in Equation (13).
156
3. Monte Carlo studies
This section reports the results of several Monte Carlo experiments to analyze the effect
of high-dimensional time series with additive outliers on the factor modeling. In this context,
the empirical study considered the VAR(1) model presented for simulating Xt, with r = 3.
The VAR(1) model was generated with independent white noise vector from N(0, I) and Φ
coefficients, which are displayed in Table 1. The sample size is n = 50, 100, 200, 400, 800 and
1600, and k = 0.2n, 0.5n, 0.8n. The factor model (Equation 1) was generated as follows: first,
all k × r elements of matrix P were generated as independent observations from the uniform
distribution on the interval [−1, 1] (see, also, Lam & Yao (2012)). The process t in Equation
(1) consists of independent N(0, 1) components and they are also independent across t.
Table 1: Φ matrices for VAR(1) process
Φ1 (Model 1) Φ1 (Model 2)
0.60 0.00 0.00 0.60 0.35 0.10
0.00 -0.50 0.00 0.05 -0.50 0.65
0.00 0.00 0.30 0.80 0.00 0.30
Note that, in Table 1, each model has its particularities. Model 1 corresponds to a process
with no temporal correlation outside the diagonal; that is, each Xi,t, i = 1, 2, 3, has serial depen-
dence only, while in Model 2 , Xi,t has not only serial dependence, but also the interdependence
between different series Xi,t and X j,t.
The main interest in this empirical study is to verify the performance of the statistics r̂ and
r̂Q in the context of VAR(1) models with and without outliers. For this, the relative frequencies
of r̂ = r, denoted here as frel.(̂r = r), were computed, where rˆ is the estimator of r. It was
similarly computed for the r̂Q estimator. The statistical quantities were computed based on
1000 replications.
Now, let {Zt}, t = 1, ..., t ∈ Z, be a vector process contaminated by additive outliers defined
as follows:
Zt = Xt + ω ◦ δt, (12)
where "◦" is the Hadamard product (Johnson, 1989). ω = [ω1, ..., ωk]′ is a magnitude vector of
additive outliers. δt = [δ1t, ..., δkt]′ is a random vector indicating the occurrence of an outlier at
time t, in variable k, such as P(δk,t = −1) = P(δk,t = 1) = p/2 and P(δk,t = 0) = 1 − p, where
E[δk,t] = 0 and E[δ2k,t] = Var(δk,t) = p. The model described above assumes that {Zt} and {δt}
are independent processes. Also, it is assumed that the elements of δt are not correlated and
temporally uncorrelated, i.e., E(δtδ
′
t) = Σδ = diag(p, ..., p) and E(δtδ
′
t+h) = 0 for h , 0.
Remark 2. δkt is the product of Bernoulli(p) random variable with Rademacher random vari-
able, the latter equals 1 or -1, both with probability 1/2.
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Here, in the empirical investigation, the probability of an outlier occurring at time t is p =
0.05 and, without loss of generality, it is also assumed thatω = [ω, 0, 0]′; that is, Z1,t, t = 1, ..., n,
is the only process in Zt = (Z1,t,Z2,t,Z3,t)
′
contaminated with outliers and ω = 15.
Table 2 reports the relative frequency estimates frel.(̂r = 3) for Model 1. Observe that the
ratio-based estimator of r improves when n is very large. Similar performance of the ratio is
observed when the dimension k increases.
Table 3 displays the empirical investigation when the VAR(1) is Model 2; that is, now the
process is generated with a non-diagonal Φ matrix. As expected the empirical convergence of
the estimated relative frequencies to 1 is much slower compared to the results related to Model
1. The estimation for r is very accurate for n ≥ 800. Therefore, the ratio-based estimator
has difficulty addressing the number of factors correctly when there is inter-correlation among
variables. This phenomenon is more evident in more complex models (the simulation is not
presented here but is available upon request). These results indicate that the presence of a more
complex structure of correlation leads to an incorrect estimation of the dimensional reduction.
Table 2: Relative frequency estimates for frel. (̂r = 3) - Model 1
n 50 100 200 400 800 1600
k = 0.2n 0.170 0.585 0.870 0.995 1 1
k = 0.5n 0.395 0.710 0.975 1 1 1
k = 0.8n 0.435 0.740 0.960 1 1 1
k = 1.2n 0.470 0.785 0.960 1 1 1
Table 3: Relative frequency estimates for frel. (̂r = 3) - Model 2
n 50 100 200 400 800 1600
k = 0.2n 0.080 0.095 0.145 0.360 0.815 1
k = 0.5n 0.180 0.155 0.205 0.450 0.875 1
k = 0.8n 0.155 0.165 0.250 0.455 0.830 1
k = 1.2n 0.180 0.160 0.285 0.465 0.915 1
Now, the investigation is directed to the case where the process Zt contains additive outliers.
Table 4 shows the relative frequency estimates for the dimensional reduction (̂r and r̂Q) when
r = 3 for Model 1 considering the presence of outliers. The standard case (Γ̂Z and p = 0) is in
accordance with the results given by Table 2. Fourth column gives the simulation results using
Γ̂Q when p = 0. As can be seen, the r̂ estimates using Γ̂Q present similar results as Γ̂Z when
p = 0, which is in accordance with the asymptotic results discussed previously (see Remark
1), that is, the eigenvalues of the robust covariance matrix estimator of Zt have the same rate of
convergence as the eigenvalues of the standard estimator of the covariance matrix of Zt.
This fact indicates that the robust methodology may be used when the presence of outliers
in the series is uncertain. The impact of additive outliers in the number of estimated factors
can be verified from the second column where the presence of atypical observations in the data
leads to a reduction of the estimated frequencies when r̂ = 3 for all values of k. This does not
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occur when the robust estimator is used, and the results are quite close to the ones from the
first column. The percentage of outliers in only one vector seems to be, in general, not strong
enough to destroy the robustness of the proposed method. Other simulation cases presented
similar conclusions and are available upon request.
Table 4: Relative frequency estimates for dimensional reduction, n = 100 - Model 1
p = 0 p = 0.05 and ω = 15 p = 0 p = 0.05 and ω = 15
r̂ = 1 r̂ = 2 r̂ = 3 r̂ = 1 r̂ = 2 r̂ = 3 r̂Q = 1 r̂Q = 2 r̂Q = 3 r̂Q = 1 r̂Q = 2 r̂Q = 3
k = 0.2n 0.110 0.330 0.585 0.250 0.230 0.290 0.140 0.410 0.450 0.180 0.380 0.440
k = 0.5n 0.100 0.280 0.710 0.240 0.240 0.260 0.130 0.320 0.550 0.160 0.310 0.530
k = 0.8n 0.040 0.200 0.785 0.130 0.120 0.210 0.040 0.270 0.690 0.060 0.290 0.650
4. Application to the pollutant PM10
This section presents an application of the methodology discussed previously for PM10 con-
centrations measured at the AQAMN (Air Quality Automatic Monitoring Network) of the Re-
gion of Greater Vitória (RGV), Espírito Santo, Brazil. RGV is comprised of seven cities with
a population of approximately 1.9 million inhabitants in an area of 2,319 km2. The AQAMN
consists of eight monitoring stations distributed in the cities of RGV; Laranjeiras, Carapina,
Camburi, Suá, VixCentro, Vila Velha (VVCentro), Ibes and Cariacica. The application was
divided in two parts: 1) reduction of matrix dimensions, and 2) forecasting. PM10 is a daily
average value expressed in µg/m3, monitored in all stations (k = 8) and measured from January
2005 to December 2009 (n = 1826).
Figure 1 shows the plots of the PM10 concentrations. Based on this figure, the series in-
dicated that they have high levels of concentrations which can be identified, from a statistical
point of view, as outliers (additive), since they produce similar impact on the sample ACF to
that caused by additive outliers, that is, they lead to a reduction of the sample autocovariance
values. This empirical evidence justifies the use of both robust and non-robust methods to verify
whether or not these high levels make any impact on the model estimation.
Figure 2 displays the robust ACFs of the series. The plots of the classical sample ACF are
not presented here to save space, however, robust and classical sample autocorrelation functions
presented similar behavior. This is an indication that the high levels of the pollutant were not
large enough to destroy the sample structure correlation of the data set. The robust ACFs show
possible seasonal pattern of period s = 7.
From the above discussion, it is expected that the FA estimated model and forecasting issues
will show similar performance for both methodologies, that is, for the standard and robust ones.
The estimates of the number of factors r were computed by performing eigenanalysis on M̂
and on M̂Q of Equations (6) and (11), respectively, with h0 = 14. The eigenvalues obtained
(in decreasing order) and their ratios obtained using Γ̂Z are shown in Figure 3 (first two panels,
respectively). The corresponding robust version, i.e., using Γ̂Q, is shown in Figure 4. The plots
show similar results which is, as previously stated, an expected result. The plots indicate that
r̂ = r̂Q = 1. The reduction was not affected when varying the value of h0.
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Figure 1: PM10 concentrations of the AQAMN stations.
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Figure 2: Robust ACF of PM10 concentrations.
The last panels in Figures 3 and 4 display the time series plots of the estimated X̂t defined
in Equation 4, for Γ̂Z and Γ̂Q, respectively. The robust ACF of X̂t (factor) showed a stochastic
seasonal behavior of period s = 7 remained from the original data set (result available upon
request). Thus, the forecast Xˆ(h)T+h was obtained by means of a standard univariate SARMA
model.
For forecasting purpose, the factor series (X̂t) was divided in two parts: learning and predic-
tion sets. The 1626 observations from January 1st, 2005 to June 14th, 2009 are considered to
be the learning set and the remaining 200 observations are considered for the forecasting study.
Based on statistical analysis, the SARMA(1, 0)× (1, 0)7 model was chosen for the factor series.
The robust ACFs of the residuals is presented in Figure 5, where it can be observed that the
filter captured the seasonality of the factor series quite well. The Box-Pierce and Ljung-Box
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Figure 3: Plots of estimated eigenvalues, ratios of estimated eigenvalues of Mˆ and estimated first factor.
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Figure 4: Plots of estimated eigenvalues, ratios of estimated eigenvalues of M̂Q and estimated first factor.
statistics (robust tests) indicated that the sample residuals are not time-correlated (the results
are available upon request).
The forecasts of the observed series (Zt) was computed by Ẑ(h)T+h = P̂X̂
(h)
T+h (FA-SARMA
model). Based on the one-step ahead forecast, the performance of the FA-SARMA model was
compared with the standard VAR(1) model. The latter model was applied on the original series.
The forecast comparison was made for Suá station.
To measure the accuracy of the forecasts, the criteria Mean Square Prediction Error (MSPE),
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Figure 5: Robust ACFs for residuals of the SARMA model, for the resulting factor series
Mean Percent Prediction Error (MPPE) and Mean Absolute Percent Prediction Error (MAPPE)
were used. The values are displayed in Table 5. From this table, it can be seen that the FA-
SARMA model yield more accurate forecasts than the than the VAR(1) model.
Table 5: MSPE, MPPE and MAPPE of the fitted models, for Suá station
MSPE MPPE MAPPE
FA-SARMA 8.22 6.52 23.16
VAR(1) 12.34 9.27 40.28
Figure 6 presents a visual analysis of the one-step-ahead forecast values of PM10 measured
at Suá station using the FA-SARMA model, from June 15th 2009 to December 31st 2009. It
indicates a reasonably good performance of the model proposed here.
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Figure 6: One-step-ahead forecasts of PM10 concentrations at Suá station using the FA-SARMA model, from
June 15th 2009 to December 31st 2009,
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5. Conclusions
In this paper a robust method for high-dimensional time series with additive outliers is
proposed. Some theoretical results are discussed and these were empirically investigated by
Monte Carlo experiments under different scenarios. They showed the effect of the additive
outliers on the reduction of the factor dimension. The proposed robust estimator performed
quite well and it can be very useful in practical applications where there is any evidence of
atypical observations, such as, high levels of concentrations in the pollution area. In addition,
the proposed methodology was used to identify pollution behavior of the pollutant PM10 in the
Region of Greater Vitória (RGV), Espírito Santo, Brazil, and to forecast the observations, which
can be very useful for the management of the air quality network. The results in this paper will
hopefully stimulate further research on this theme.
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7. Proofs
Proof of Lemma 1. By Weyl’s Theorem, see Horn & Johnson (1985, p. 184), for all j ∈
{1, . . . , k}, it follows that
λ j(Â) − λ j(A) ≤ λk(Â − A) ≤ sup
1≤`≤k
|λ`(Â − A)|.
By exchanging the role of Â and A, for all j ∈ {1, . . . , k}, it follows that
λ j(A) − λ j(Â) ≤ sup
1≤`≤k
|λ`(Â − A)|.
Hence,
sup
1≤ j≤k
|λ j(Â) − λ j(A)| ≤ sup
1≤`≤k
|λ`(Â − A)| = ‖Â − A‖2,
where ‖X‖2 denotes the largest absolute value of the eigenvalues of a matrix X. Since un(Ân −
A) = Op(1), the result follows.
Proof of Lemma 2. The proof of this lemma directly follows from the application of the contin-
uous mapping theorem; see van der Vaart (1998, Theorem 2.3).
Proof of Lemma 3. Observe that the autocovariance of the process (Zi,t + Z j,t+h)t≥1 at lag ` is
equal to
γ(+)i, j (`) = Cov(Zi,t + Z j,t+h,Zi,t+` + Z j,t+h+`) = γi,i(`) + γi, j(h + `) + γ j,i(` − h) + γ j, j(`),
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and that the autocovariance of the process (Zi,t − Z j,t+h)t≥1 at lag ` is equal to
γ(−)i, j (`) = Cov(Zi,t − Z j,t+h,Zi,t+` − Z j,t+h+`) = γi,i(`) − γi, j(h + `) − γ j,i(` − h) + γ j, j(`).
By A2 and Equation (8),
∑
`≥1 |γ(+)i, j (`)| < ∞ and
∑
`≥1 |γ(−)i, j (`)| < ∞. The proof of this lemma
thus follows the same lines as the ones of Lévy-Leduc et al. (2011c, Theorem 2) by replacing
Xi and Xi+h by Zi,t and Z j,t+h, respectively and the summations on i by summations on t which
leads to
√
n − h
(̂
γQi, j(h) − γi j(h)
)
=
1√
n − h
n−h∑
t=1
ψ(Zi,t,Z j,t+h) + oP(1),
where
ψ(x, y) =
1
2
(
γi,i(0) + γ j, j(0) + γi, j(h) + γ j,i(−h)
)
IF
 x + y√
γi,i(0) + γ j, j(0) + γi, j(h) + γ j,i(−h)
,Q,Φ

− 1
2
(
γi,i(0) + γ j, j(0) − γi, j(h) − γ j,i(−h)
)
IF
 x − y√
γi,i(0) + γ j, j(0) − γi, j(h) − γ j,i(−h)
,Q,Φ
 , (13)
where IF is defined in Equation (20) of Lévy-Leduc et al. (2011c). By applying Arcones (1994,
Theorem 4), the result is obtained.
References
Anderson, T. W. (2003). An introduction to multivariate statistical analysis. (3rd ed.). New
Jersey: John Wiley & Sons.
Arcones, M. A. (1994). Limit theorems for nonlinear functionals of a stationary gaussian se-
quence of vectors. Ann. Probab., 22, 2242–2274. doi:10.1214/aop/1176988503.
Brunekreef, B., & Holgate, S. T. (2002). Air pollution and health. The Lancet, 360, 1233–1242.
Chang, I., Tiao, G. C., & Chen, C. (1988). Estimation of time series parameters in the presence
of outliers. Technometrics, 30, 193–204.
Chen, C., & Liu, L.-M. (1993). Joint estimation of model parameters and outlier effects in time
series. Journal of the American Statistical Association, 88, 284–297.
Curtis, L., Rea, W., Smith-Willis, P., Fenyves, E., & Pan, Y. (2006). Adverse health effects of
outdoor air pollutants. Environment International, 32, 815–830.
Horn, R. A., & Johnson, C. R. (1985). Matrix Analysis. Cambridge University Press. URL:
http://dx.doi.org/10.1017/CBO9780511810817 cambridge Books Online.
Johnson, C. (1989). Matrix theory and applications. American Mathematical Soc.
164
Johnson, R., & Wichern, D. (2007). Applied multivariate statistical analysis. (6th ed.). New
Jersey: Prentice Hall.
Lam, C., & Yao, Q. (2012). Factor modeling for high-dimensional time series: Inference for
the number of factors. Ann. Statist., 40, 694–726. doi:10.1214/12-AOS970.
Lam, C., Yao, Q., & Bathia, N. (2011). Estimation of latent factors for high-dimensional
time series. LSE Research Online Documents on Economics London School of Economics
and Political Science, LSE Library. URL: http://EconPapers.repec.org/RePEc:ehl:
lserod:31549.
Lévy-Leduc, C., Boistard, H., Moulines, E., Taqqu, M. S., & Reisen, V. A. (2011a). Asymptotic
properties of U-processes under long-range dependence. The Annals of Statistics, 39, 1399–
1426.
Lévy-Leduc, C., Boistard, H., Moulines, E., Taqqu, M. S., & Reisen, V. A. (2011b). Large sam-
ple behaviour of some well-known robust estimators under long-range dependence. Statistics,
45, 59–71.
Lévy-Leduc, C., Boistard, H., Moulines, E., Taqqu, M. S., & Reisen, V. A. (2011c). Robust
estimation of the scale and the autocovariance function of Gaussian short and long-range
dependent processes. Journal of Time Series Analysis, 32, 135–156.
Ma, Y., & Genton, M. G. (2000). Highly robust estimation of the autocovariance function.
Journal of Time Series Analysis, 21, 663–684.
Maynard, R. (2004). Key airborne pollutants: the impact on health. Science of The Total
Environment, 334-335, 9–13.
Peña, D., & Box, G. E. P. (1987). Identifying a simplifying structure in time series. Journal of
the American Statistical Association, 82, pp. 836–843.
Rousseeuw, P. J., & Croux, C. (1993a). Alternatives to the median absolute deviation. Journal
of the American Statistical association, 88, 1273–1283.
Rousseeuw, P. J., & Croux, C. (1993b). Alternatives to the median absolute deviation. Journal
of the American Statistical Association, 88, 1273–1283.
Seinfeld, J. H., & Pandis, S. N. (2006). Atmospheric chemistry and physics: from air pollution
to climate change. New York: J. Wiley.
Stock, J. H., & Watson, M. W. (2002). Forecasting using principal components from a large
number of predictors. Journal of the American Statistical Association, 97, 1167–1179.
Tsay, R. S. (1988). Outliers, level shifts, and variance changes in time series. Journal of
forecasting, 7, 1–20.
165
van der Vaart, A. W. (1998). Asymptotic statistics. Cambridge Series in Statistical and Proba-
bilistic Mathematics. Cambridge University Press.
Watson, J. G., Zhu, T., Chow, J. C., Engelbrecht, J., Fujita, E. M., & Wilson, W. E. (2002).
Receptor modeling application framework for particle source apportionment. Chemosphere,
49, 1093–1136.
WHO (2005). WHO air quality guidelines global update 2005. Report on a working group
meeting, Bonn/Germany. WHO - World Health Organization. URL: http://www.euro.
who.int/__data/assets/pdf_file/0008/147851/E87950.pdf.
WHO (2014). Air pollution estimates. WHO - World Health Organization. URL:
http://www.who.int/phe/health_topics/outdoorair/databases/FINAL_HAP_
AAP_BoD_24March2014.pdf?ua=1.
166
