Abstract. We consider some interacting particle processes with long-range dynamics: the zero-range and exclusion processes with long jumps. We prove that the hydrodynamic limit of these processes corresponds to a (non-linear in general) fractional heat equation. The scaling in this case is superdiffusive. In addition, we discuss a central limit theorem for a tagged particle on the zero-range process and existence and uniqueness of solutions of the Cauchy problem for the fractional heat equation.
Introduction
Interacting particle systems have been the subject of intense study for the last 40 years. This is due to the fact that, in one hand, they present many of the collective features found in real physical systems, and in the other hand they are, up to some extent, mathematically tractable. The rigorous study of interacting particle systems has lead in many cases to a more detailed understanding of the microscopic mechanism behind those collective phenomena. We refer to [9] for further references and to [3] for a recent result which we think is a good example of the success this plan.
Since their introduction by Spitzer, the zero-range process and the exclusion process have been among the most studied interacting particle systems, and they have served as a test field for new mathematical and physical ideas.
During the last years, and specially due to applications in finance, fractional Laplacians L = −(−∆) s , s ∈ (0, 1) and their probabilistic counterparts, the Lévy processes, have received grown attention. Some of the key properties of Lévy processes are the presence of jumps, the lack (at least in the cases associated to L) of bounded variance and a super-diffusive behavior.
From the point of view of statistical mechanics, it is desirable to have a derivation of the partial differential equations ruling the evolution of these super-diffusive systems, which usually involve the fractional Laplacian, from microscopic models. We are not aware of any work on this direction, so we have decided to provide in this article such a derivation. Our aim is to obtain the hydrodynamic limit of interacting particle systems on which particle may perform long jumps, in the context of the exclusion and zero-range processes. For these models, the corresponding hydrodynamic equation is given by a fractional (non linear in general) heat equation of the form ∂ t u = Lu, where L is the generator of a symmetric, α-stable Lévy process and in particular it includes the fractional Laplacians −(−∆) s as particular cases. We believe that this equation will emerge as well as the hydrodynamic limit of other particle systems which are superdiffusive in nature, like heat conduction models with conservative noise in dimension d = 1, Ornstein-Uhlenbeck particles in laminar flow, etc. This article is organized as follows. In Section 2 we give detailed definitions of the models considered here. In Section 3 we prove our main result for the exclusion process with long jumps. At the current state of art, this result is more or less elementary. We included a complete proof for two reasons. In general terms, the theory of hydrodynamic limits of particle systems is a hard subject for the non-expert reader, since it involves a mixture of purely probabilistic ideas and ideas coming directly from analysis and PDE theory. Therefore, we believe that it is a good way to introduce the subject in a more elementary way, simplifying later the exposition for the zero-range process. And secondly, the results of this section were used without proof in [6] to obtain an invariance principle for a tagged particle in the exclusion process with long jumps. In Section 4 we prove the main theorem for the zero-range process, leaving various technical results for the following sections. In Section 5 we prove the key technical input, known in the literature as the replacement lemma. In Section 6 we prove the so-called moving particle lemma, which we believe is the main feature that differentiates super-diffusive systems from the most studied diffusive systems, and the new proof of this lemma is the main technical novelty of this work. Although a portion of the exposition is by now classical, the tools needed have been gathered from many different places, and we have decided to include detailed proofs of most of the propositions taken from elsewhere in order to keep the exposition as clear as possible. We invite the most specialized reader to skip the more standard parts of the exposition.
In Section 7 we prove the energy estimate, which is crucial in order to obtain a uniqueness criterion for the hydrodynamic equation. In this section we introduce a variational formula for the Fisher information for the fractional heat equation which seems to be new in the literature. This formula involves a natural generalization of the space of test functions to antisymmetric functions of two space coordinates. In the derivation of hydrodynamic limits of particle systems, a key analytical input is an existence result for the corresponding hydrodynamic equation. After consulting some experts in the field, it seems that the required uniqueness results are not available in the literature, so in Section 8 we obtain some uniqueness results tailored to our needs. Those results may be of independent interest, and they are independent of the rest of paper. The proof in the linear case is due to Luis Silvestre.
In Section 9 we prove an invariance principle for a tagged particle in the onedimensional zero-range process, following recent results in [6] , [7] . The limiting process is a time-inhomogeneous process of independent increments, related to the solution of the hydrodynamic equation. In Appendix A we explain how to deal with the borderline case α = 2, which leads to the usual heat equation, but with a superdiffusive time scaling. The hydrodynamic limit of the zero-range process in its full generality is proved only under a restrictive attractiveness condition for the system. However, we point out that it is only at the level of the uniqueness criterion for the hydrodynamic equation that this result is needed. Certainly most of the proofs can be obtained in a simpler way using coupling arguments, available only for attractive systems. In this article, attractiveness is only used to obtain a bound for the energy of the solutions in terms of their Fisher information. We conjecture that, like in the diffusive case, uniqueness under the weaker bound on Fisher information holds. In Appendix B we explain how to consider unbounded initial profiles in the formulation of the hydrodynamic limit for attractive systems. In Appendix C we explain how to handle general bounded initial profiles. Both results are based on coupling tecniques which are more or less standard in the literature. A combination of both appendices can be used to handle initial conditions of the form u 0 (x)+v 0 (x), where u 0 is bounded and v 0 is in L 1 (R d ).
The models s1
Consider the integer lattice Z d , d ≥ 1 and let p : Z d → [0, ∞) be such that z∈Z d p(z) = p * < +∞. We call p(·) the transition rate. The exclusion process associated to p(·) is the Markov process η t defined in Ω ex = {0, 1} Here η denotes a generic element of Ω ex , f : Ω ex → R is a local function, that is, it depends on the value of η(z) for only a finite number of points z ∈ Z d , and For details about the construction and properties of the process η t , we refer to [12] . The dynamics of this process is easy to describe. Initially, particles are distributed in Z d in such a way that there is at most one particle per site. Each particle, independent of the other particles, waits an exponential time of rate p * , at the end of which it picks a site y ∈ Z d with probability p(y − x)/p * , where x is the current position of the particle. If the site y is empty, the particle jumps from x to y. Otherwise the particle stays at x. In any case, a new exponential time starts afresh. Notice that for initial configurations with a finite number of particles, the process η t is just a system of independent random walks with transition rate p(·), conditioned to have at most one particle per site. When the number of particles is infinite, the construction of the process has been carried out by Liggett [11] .
Denote by N 0 the set of non-negative integers and let g : N 0 → [0, ∞) be a function such that g(0) = 0. We assume that g(n) > 0 for n > 0. The zero-range process with interaction rate g(·) and transition rate p(·) is the Markov process ξ t defined in Ω 
Here ξ is a generic element of Ω 0 zr , f : Ω 0 zr → R is a "suitable" function and
The exact meaning of "suitable" depends on the choice of p(·), but for local functions f , a Lipschitz condition of the form
for any ξ, x, y will be sufficient. The dynamics of this process is the following: at a site x ∈ Z d and independently for each site, the particles wait an exponential time of rate p * g(ξ(x)), where ξ(x) denotes the number of particles at site x. At the end of this exponential time, one of the particles at x jumps to a site y, randomly chosen with probability p(y − x)/p * . Then, a new exponential time starts afresh. Notice that the particles interact between them only when they are at the same site, explaining the denomination "zero-range process". The case g(n) = n corresponds to a system of independent random walks in Z d with transition rate p(·). Differently from the exclusion process, the zero-range process can present explosions if the initial configuration of particles has too many particles at infinity. In this article, we assume that the interaction rate satisfies the Lipschitz condition stated above: there is a finite constant κ > 0 such that |g(n + 1) − g(n)| ≤ κ for any n ≥ 0. We refer to this condition as (LG). Under (LG), the process ξ t is welldefined for any bounded initial condition and also a.s. with respect to any initial measure µ in Ω 0 zr such that sup x E µ [ξ(x)] < +∞. Fore a more detailed discussion about this point, the construction of the process and related topics, we refer to [1] . 
It is well known [12] that the measures {µ ρ ; ρ ∈ [0, 1]} are invariant under the evolution of η t . When p(·) is symmetric, the measures {µ ρ } ρ are also reversible. And if the transition rate p(·) is irreducible, then the measures {µ ρ } ρ are also ergodic. Notice that η(x)dµ ρ = ρ, that is, the density of particles per site is equal to ρ for the measure µ ρ . The fact that there exists a family {µ ρ } ρ of invariant measures parametrized by the density o particles reflects the fact that the dynamics is conservative: particles are neither created nor destroyed by the dynamics.
For the zero-range process there also exists a family of invariant measures of product form [1] . Take φ ≥ 0 and defineν φ as the measure in Ω 0 zr of marginals given byν
Notice that Z(φ) is an increasing function of φ. Therefore, there is a maximal value φ c (perhaps equal to +∞) such that Z(φ) is finite for φ < φ c and Z(φ) is infinite for φ > φ c . If there is a positive constant ǫ 0 such that g(n) ≥ ǫ 0 for any n > 0, φ c > 0 and Z(φ c ) = +∞. The family of measures {ν φ ; φ < φ c } is invariant under the dynamics of ξ t . When the transition probability p(·) is symmetric, the measuresν φ are reversible. And when p(·) is irreducible, the measuresν φ are ergodic.
The zero-range process also conserves the number of particles, so it would be more natural to parametrize the invariant measures by the density of particles per site. Define ρ(φ) = ξ(x)ν ρ . It is not difficult to see that ρ(φ) is a differentiable, strictly increasing function from [0, φ c ) to [0, ∞). Let us write ρ c = lim ϕ→ϕc ρ(ϕ). The inverse function φ(ρ) is well defined for any ρ ∈ [0, ρ c ). We define ν ρ =ν φ(ρ) . Notice that φ(ρ) = g(ξ(x))ν ρ .
The occupation variables ξ(x) and the interaction rates g(ξ(x)), x ∈ Z d have exponential moments of sufficiently small order. In fact, for θ ∈ R,
and we conclude that M ρ (θ) is finite for θ < log(φ c /φ). From (LG), we obtain the bound g(n) ≤ κn, and therefore e θg(ξ(x)) dν φ is finite if θ ≤ κ −1 log(φ c /φ). We say that the interaction rate g(·) satisfies (FEM) if M ρ (θ) is finite for every θ, ρ ≥ 0. A simple application of the ratio test shows that a non-decreasing interaction rate g(·) satisfies (FEM) if and only if φ c = +∞, and equivalently if and only if lim n→∞ g(n) = +∞ (this last limit always exists, since g(·) is non-decreasing). We say that g(·) satisfies (B) if g(·) is non-decreasing and if it does not satisfy (FEM). Therefore, g(·) satisfies (B) if and only if g(·) is non-decreasing and bounded.
We already mentioned that the process ξ t is well defined a.s. with respect to an initial measure µ such that sup x E µ [ξ(x)] < +∞. Here we quote a more precise statement, due to Andjel [1] : p1 Proposition 2.1. For any transition rate p(·), there exists a function σ :
The zero-range process ξ t is a strong Markov process when defined on the set
Notice that Ω zr has full measure for any of the invariant measures ν ρ , ρ ≥ 0. From now on, we will always define the process ξ t in Ω zr .
of x, and by |x| the supremum norm sup{|x 1 |, . . . , |x d |}. For a given Polish space E, we denote by
) equipped with the J-Skorohod topology.
Homogeneous transition rates.
When the transition rate p(·) has mean zero and finite range, that is, when z zp(z) = 0 and p(z) = 0 for z big enough, it is well known that the hydrodynamic limit of the processes η t , ξ t is diffusive and given by the heat equation in the case of the exclusion process η t and by a nonlinear heat equation for the process ξ t (see [9] and the references therein). In the case 1/||x|| d+α , where ||x|| = (x
is the Euclidean norm of x and α > 0 is an arbitrary constant. Notice that p * < +∞ due to the condition α > 0. Now we describe a broader class of transition rates for which 1/||x|| d+α will be a particular case. A function h : R d \ {0} → R is said to be homogeneous of degree β ∈ R if for any x ∈ R d \ {0} and any λ > 0, h(λx) = λ β h(x). We say that a transition rate p(·) is homogeneous, regular of degree β if there is a function h : R d \ {0} → R homogeneous of degree β, continuous and strictly positive such that p(x) = h(x) for any x ∈ Z d \ {0}. We assume the following hypothesis on p(·):
(P): The transition rate p(·) is symmetric and homogeneous of degree −(d + α), with α ∈ (0, 2). The restriction α > 0 comes from the fact that z p(z) < +∞, and in particular the function h(·) has to be integrable outside a ball around the origin. The restriction α < 2 comes from the fact that for α > 2, z z 2 p(z) < +∞ and in that case the hydrodynamic limits of η t and ξ t are still diffusive. The boundary case α = 2 is special, since the hydrodynamic limit is expected to be the usual heat equation, but the scaling contains a logarithmic correction (see Appendix A).
Notice that in d = 1, the unique transition rates p(·) satisfying (P) are p(z) = c/||z|| 1+α , c > 0. In fact, the class of transition rates p(·) satisfying (P) is homeomorphic to the class of measures m in the sphere S d−1 = {x ∈ R d ; ||x|| = 1} with a continuous, strictly positive density with respect to Lebesgue measure and satisfying m(A) = m(−A) for any Borel set A ∈ S d−1 . We call the processes η t and ξ t associated to a transition rate p(·) satisfying (P) the exclusion process and zero-range process with long jumps.
2.3. The hydrodynamic limit for η t . Let p(·) be a transition rate satisfying (P) and let h(·), −(d + α) be the corresponding homogeneous function and degree. These parameters will be fixed throughout the rest of this article. We start defining the pseudo-differential operator
, the set of twice-continuously differentiable functions of bounded support. Since the function F is bounded, the integral is absolutely convergent outside a ball around the origin (at this point we need α > 0). And using a secondorder Taylor expansion of F around x we see that the integral is also absolutely convergent around 0 (here we need α < 2). In fact, LF :
d+α , the operator L corresponds to a constant multiple of the fractional Laplacian −(−∆) α/2 . Let u 0 : R d → R be a measurable function. We say that a sequence of probability measures {µ n } n in Ω ex is associated to the initial profile u 0 if for any function F in the set C c (R d ) of continuous functions of bounded support and every ǫ > 0,
We adopt the same definition for a sequence of measures {ν n } n in Ω zr , exchanging η by ξ in the previous relation. Notice that in order to have a sequence of measures {µ n } n associated to an initial profile u 0 , it is necessary to have 0
} is finite and for any smooth function
At this point we are ready to define what we mean by the hydrodynamic limit of the process η t .
be an initial profile, and let {µ n } be associated to u 0 . Define η n t as the speeded-up process η tn α starting from the initial measure µ n and let µ n (t) be the distribution in Ω ex of η n t . Then, the sequence {µ n (t)} n is associated to the function u(t, ·), where u(t, x) is the unique weak solution of the Cauchy problem (2.1). Equation (2.1) is known as the hydrodynamic limit of the process η n t . It is important to notice the superdiffusive scaling n α in this theorem. For a given measurable initial profile u 0 :
, it is not difficult to construct a sequence of measures {µ n } n associated to it. In fact, it is enough to consider the product measures µ n defined by
Let M + (R d ) be the space of non-negative, Radon measures in R d . Let the empirical density be the random measure in
where δ x is the Dirac-δ distribution at x. It is not difficult to see that the sequence {µ n } n is associated to u 0 if and only if the sequence {π n (dx)} n of random measures satisfies a weak law of large numbers with respect to the weak topology in M + (R d ), with limit measure u 0 (x)dx.
. For a justification of the validity of this construction, see Section 4 of [1] .
Let ν, ν ′ be two probability measures in Ω zr . We say that ν is stochastically dominated by ν ′ and we write ν ν ′ , if there exists a measureν in
Taking the expectation of F (ξ 1 ) − F (ξ 2 ) with respect toν, it is easy to see that if ν ν ′ , then
for any non-decreasing function F . In fact, the validity of this last relation for any non-decreasing, bounded function F is sometimes used as the definition of stochastic domination.
The following property of the process ξ t follows easily from its atractiveness.
p2
Proposition 2.4. Let ν 1 , ν 2 be two probability measures defined in Ω zr with ν 1 ν 2 . Denote by ν i (t) the distribution at time t of the zero-range process ξ t starting from the initial measure
For any ρ 1 ≤ ρ 2 , we have ν ρ 1 ν ρ 2 (see Section 1 of [9] ). Here we give a quick probabilistic proof of this fact. It is enough to prove that q ρ 1 q ρ 2 , where q ρ is the probability measure in N 0 given by the one-site marginal of ν ρ . Notice that q ρ is the unique invariant measure of the ladder process in N 0 defined as follows. A particle at site n ≥ 0 goes down with exponential rate g(n) and goes up with exponential rate φ(ρ). Now take two particles X 1 , X 2 evolving in N 0 as follows. At time t = 0 they both start at n = 0. When they are not together they evolve independently, following a ladder process of rate φ(ρ i ), i = 1, 2. When they are together, say at site n, they wait an exponential time of rate g(n) at the end of which they go one step down together. They also wait an exponential time of rate φ(ρ 2 ), at the end of which particle X 2 goes one step up, and particle X 1 goes up together with particle X 2 with probability φ(ρ 1 )/φ(ρ 2 ) and it stays at n with probability 1 − φ(ρ 1 )/φ(ρ 2 ). It is clear that the law of X i corresponds to a ladder process of rate φ(ρ i ), i = 1, 2 and X 1 (t) ≤ X 2 (t) for any t ≥ 0. The process (X 1 (t), X 2 (t)) constructed in this way is recurrent. In fact, X 2 (t) is recurrent, so the return time to 0 is a.s. finite and has finite mean. But each time X 2 (t) returns to 0, X 1 (t) also returns to 0. Therefore, the return time of (X 1 (t), X 2 (t)) to (0, 0) is a.s. finite and has finite mean. We conclude that (X 1 (t), X 2 (t)) is recurrent, and therefore it has a unique invariant measure. For a process with only one invariant measure, the Cèsaro means of the distributions at time t of the process converge to the invariant measure. In our case, the Cèsaro means of the distributions of (X 1 (t), X 2 (t)) converge to a probability measureq with marginals q ρ i and satisfyingq(x 1 ≤ x 2 ) = 1.
s1.5 2.5. Hydrodynamic limit for ξ t . Before stating our result about the hydrodynamic limit of the zero-range process ξ t , we need some definitions. Let µ, ν be two probability measures defined in some measurable space Ω. The relative entropy of µ with respect to ν is defined by
if µ is absolutely continuous with respect to ν, and H(µ|ν) = +∞ otherwise.
Remember the definition of φ(ρ) in Section 2.1. For a function u : R d → R we define the energy form E(u, u) as
For any two functions u, v such that E(u, u) < +∞, E(v, v) < +∞, we define
Notice that for functions
Fix T > 0 and let u 0 : R d → R be a bounded function satisfying |u 0 (x)−ρ|dx < +∞. We say that a measurable function u :
ii) u t satisfies the energy estimate
iii) for any smooth function G :
2 dx < +∞ for some constant u > 0 and let {ν n } n be a sequence of probability measures in Ω zr associated to u 0 . Let ξ n t be the zero-range process ξ tn α starting from ν n and let ν n (t) be the distribution in Ω zr of ξ n t . Assume that the interaction rate g(·) is non-decreasing and that there exist positive and finite constants ρ, K such that
If the interaction rate g(·) satisfies (FEM), also assume that there is a constant ρ ′ > ρ such that (C) The measures ν n are stochastically dominated by ν ρ ′ .
Then {ν n (t)} n is associated to the function u(·, t), where u(x, t) is the unique energy solution of (2.4).
We say that equation (2.4) is the hydrodynamic limit of the zero-range process ξ t . Remember that the function φ(ρ) appearing in the hydrodynamic equation is equal to the expectation of the interaction rate g(·) with respect to the invariant measure ν ρ . For an integrable initial profile u 0 , bounded in the complement of some ball around the origin, it is not difficult to see that the product measures ν n defined in Ω zr by substituting the Bernoulli marginals in (2.2) by the measures q u n 0 (z) are associated to u 0 (·). These measures also satisfy hypothesis (H) if |u 0 (x) − ρ|dx < +∞. When (H) is satisfied, we necessarily have u = ρ. Hypothesis (C) is quite restrictive: it is satisfied by the measures ν n defined above if and only if sup x u 0 (x) ≤ ρ ′ . In Appendix B we explain how to get rid of hypothesis (C). Perhaps the most restrictive assumption is g(·) being non-decreasing, since this is an assumption on the dynamics and not on the initial profile. We will see that the only point where we need g(·) to be non-decreasing is to obtain enough conditions on the limiting profile u(x, t) in order to guarantee uniqueness of the hydrodynamic equation (2.4) . In Appendix B we state a result which does not require g(·) to be non-decreasing, conditioned on a stronger uniqueness result for (2.4) which we conjecture to be true.
From now on, given a probability measure ν in Ω zr (Ω ex resp.) we denote by P ν the distribution of the process ξ n · (η n · resp.) starting from the initial distribution ν and we denote by E ν the expectation with respect to P ν . For the invariant measures ν ρ , we will write P ρ = P νρ and E ρ = E νρ .
Entropy estimates. In this Section we discuss the relevance of hypothesis (H).
The main point is that the entropy H(ν n (t)|ν ρ ) is decreasing in time, and therefore it can be used as a Lyapunov function for the evolution of ξ t . The results in this section are standard; they were introduced in [5] and we include them here for the sake of completeness. We will follow the exposition of [9] .
First, we recall a variational formula for the relative entropy H(µ|ν):
where the supremum is over all functions f which are integrable with repect to µ. A very useful way to estimate the integral of a function f with respect to µ in terms of the relative entropy H(µ|ν) is obtained taking γf , γ > 0 as a test function in the formula above:
This inequality is known as the entropy inequality. Of course, this inequality is not useful unless we have a good way to estimate relative entropies.
Notice that in our case the measure ν ρ is reversible and therefore L * zr = L zr , although this point is not crucial. Define H n (t) = H(ν n (t)|ν ρ ). We see that
The operator L zr , being the generator of a particle system, is of the form
] for some set of indices i ∈ I, some non-negative rates c i and some transformations ξ → ξ i of the space Ω zr . Using the elementary inequality
Integrating the previous inequality between 0 and t, we obtain that
where the last inequality is due to hypothesis (H). In other words, entropy is decreasing in time, and moreover it also controls the growth of the so-called Dirichlet form D(f n t ). Definef
We can think about H(ν n (t)|ν ρ )/n d as a measure of the macroscopic entropy of the system. What is remarkable is that the bound (2.9) on the Dirichlet form is enough to control the space-time fluctuations of the density of particles, as we will see in the following sections. This observation was introduced in [5] and it is at the heart of the proof of hydrodynamic limits for particle systems.
The exclusion process with long jumps s2
In this section we prove Theorem 2.3. Let us define the empirical process π n t by π
which turns out to be a Markov process in
3 is an immediate consequence of the following result: t3 Theorem 3.1. Under the hypothesis of Theorem 2.3, the process {π n t ; t ∈ [0, T ]} converges in distribution to the deterministic trajectory u(x, t)dx, where u(x, t) is the solution of (2.1).
A standard continuation argument shows that this theorem also holds for the process π
We restrict ourselves to a bounded interval to simplify some of the arguments. The proof of this theorem follows the usual approach to convergence in distribution of stochastic processes. First we prove tightness of the distributions of {π n · } n . Then we prove uniqueness of the possible limiting points. Since a relatively compact sequence on a metrizable space with only one accumulation point is necessarily convergent, Theorem 3.1 follows from these two affirmations. 3.1. Tightness. We recall that a possible choice for a metric that generates the weak topology in
where {G i } i is a numerable collection of suitable non-negative functions in C ∞ c (R d ), the set of infinitely differentiable functions with compact support. Denote π n t (G) = Gdπ n t . It is not difficult to see that the sequence {π n · } n is tight if and only if the sequence {π
Notice that the projections π n t (G) are real-valued, and therefore easier to handle than the full process π n · . By Dynkin's formula,
where the operator L n is defined by
and M n t (G) is a martingale. The martingale M n t (G) has mean zero and quadratic variation
We will make repeated use of the identity
This last sum is nothing but a Riemann sum for the energy E(G, G). A Taylor expansion of G shows that the integral defining E(G, G) is absolutely convergent, as well as the Riemann sum above. In particular, we have M
In the same way,
which is a Riemann sum for LG(x/n). Since G ∈ C ∞ c (R d ) and due to the symmetry of h, it is not difficult to show that
The simplest way to prove tightness of the sequence {π n · (G)} n is to use Aldous' criterion, which now we explain. Proposition 3.2 (Aldous' criterion). Let (E, d) be a separable, complete metric space. Let {P n } be a sequence of probability measures in D([0, ∞), E). The sequence {P n } n is tight if:
i) for any ǫ > 0 there exists a compact set K ⊆ E such that
ii) for any ǫ > 0 and any T > 0,
where T T is the set of stopping times bounded by T .
In our case, condition i) is automatically satisfied due to the fact that {µ n } n is associated to the bounded profile u 0 . Condition ii) follows from equation (3.1). In fact, since the number of particles per site is bounded by 1,
It is easy to see that
′′ || ∞ and the support of G (here G ′′ denotes the Hessian of G). Plugging this bound into the inequality (3.5), condition ii) follows for the integral part. By the optional stopping theorem and Tchebyshev's inequality we have
which goes to 0 as n → ∞, uniformly in τ and γ ≤ δ. In the last line above, the constant C(G) depends only on ∇G ∞ and the support of G. Here and in the sequel we denote by C a generic constant which may change from line to line, but depends only on the parameters indicated (for example, in the lines above C(G) depends only on G). Therefore, the three terms on the right-hand side of (3.1) are tight, from where tightness for {π n · (G)} n (and in consequence for {π n · } n ) follows.
3.2. Uniqueness of limit points. Once we have proved tightness for {π n · }, we know that this sequence has accumulation points with respect to the topology of convergence in distribution. Let π · be one of these points. Denote by n ′ a subsequence for which π n ′ · converges to π · The idea is to to take the limit through the subsequence n ′ in (3.1). By definition, π
and in particular it converges to 0 also in distribution. However, L n G is not a function in C c (R d ), due to the non-local character of the operator L n , so some justification is needed before taking the limit through n ′ of π n s (L n G). Observe that the number of particles per site is bounded by 1. Using (3.3), we can substitute L n G by LG in (3.1) by introducing an error term that vanishes as n → ∞. Notice that
LG(z/n) = 0, uniformly in n. In particular, we can approximate LG by functions of compact support to obtain that
be a differentiable trajectory. Repeating the arguments above, it is not difficult to prove that π · satisfies
Since the number of particles per site is bounded by 1, it is not hard to see that the limiting measure π t is, for any t > 0, absolutely continuous with respect to Lebesgue measure. Moreover, its density is bounded between 0 and 1. Let us write π t (dx) = u(x, t)dx. In terms of the random (at this point) density u(x, t), equation (3.6) states that
for any smooth trajectory G t , which is exactly the weak formulation of the hydrodynamic equation (2.1). In other words, we have proved that π · (dx) = u(x, ·)dx is concentrated on weak solutions of (2.1). But this equation has only one weak solution starting from u 0 (see Section 8.1). This uniqueness result finishes the proof of Theorem 3.1.
The zero-range process with long jumps s3
As we did for the exclusion process, we will consider the empirical measure
and we will prove that t4 Theorem 4.1. Under the hypothesis of Theorem 2.5, the sequence {π n · } n is relatively compact with respect to the topology of convergence in distribution in the Skorohod space
. All the limit points are concentrated on finite entropy solutions of the hydrodynamic equation (2.4). When (2.4) has a unique solution u(x, t), π n · converges in probability to the deterministic path u(x, ·)dx.
We will explain what we mean by a finite entropy solution in Section 7, where we state a more precise version of this Theorem. The proof of this Theorem follows the same strategy followed in order to prove Theorem 3.1, but it is technically more involved. For a proof in the case of a finite range, mean zero transition rate p(·), we refer to Chapter 5 of [9] . For the reader's convenience, we follow closely the proof in [9] , modifying to our setting. 4.1. Some elementary estimates. Before we enter into the proof of Theorem 3.1, in this section we collect some elementary estimates that will be used repeatedly. The results are well known, and we collect them here for the reader's convenience.
LG
Proof. Observe that, since h(·) is strictly positive, there exists a constant ǫ 0 such that
for any x = 0. Therefore, it is enough to consider the case h(x) = x −(d+α) . For this last case, the result of the lemma follows easily from the compactness of the support of G and a Taylor expansion of second order.
The second estimate concerns the behavior of the moment generating function. 
Proof. Let us denote by q ρ,θ the distribution in N 0 with density e θn /M ρ (θ) with respect to q ρ . Let us denote by E θ the expectation with respect to q ρ,θ . It is enough to observe that for
For a given function G : R d → R, let us define
There exists a constant C > 0 such that for any t ≥ 0 we have
Proof. Without loss of generality, we can assume that G is non-negative. Remember that
By the entropy inequality,
Take θ 0 > 0 such that M ρ (θ 0 ) is finite. Then take γ = θ 0 / G ∞ . Since the measure ν ρ is of product form, using Lemma 4.3 we can bound
Taking
} we obtain the desired bound.
4.2.
Tightness. Remember that in order to prove tightness for {π n · } n , it is enough to prove tightness for {π
The projection of the empirical measure can be written as
where M n t (G) is a martingale of quadratic variation
Let us define
Notice that
2 dy evaluated at x/n. We can rewrite the quadratic variation of M n t (G) as
In this expression, as for the exclusion process with long jumps, there is an extra 1/n d term that will make the quadratic variation of M n t (G) converge to 0. Now the difference is that we need to bound the expectation of g(ξ n t (x)), which is not longer a bounded random variable. We can write M n t (G) in terms off n t :
Remember the bound g(n) ≤ κn. Notice that the entropy off n t is also bounded by Kn d . Therefore, the proof of Lemma 4.4 also applies here, so we obtain the bound
Notice that both norms Q n G ∞ + Q n G 1,n are uniformly bounded in n. We conclude that M n t (G) converges to 0 in L 2 (P ν n ) as n goes to ∞, like in the case of the exclusion process. Therefore, {M n · (G)} is tight. With the same notation of Section 3.1 and using the entropy estimate, for any non-negative, bounded function F we have
By Jensen's inequality, this last line is bounded by
where we have used the fact that g(n) ≤ κn in the last line. Since the measure ν ρ is invariant under the evolution of ξ n t , the expectation is bounded by
For γ small enough (how small depends only on F ∞ ), by Lemma 4.3 the expression above in bounded by
where the last inequality is true for γ small enough and C(ρ) si simply M ρ (θ 0 )/θ 0 . We conclude that
for δ small enough, if F is such that the Riemann sum above converges as n → ∞. For G ∈ C ∞ c (R d ) and using Lemma 4.2, tightness follows for the integral term in (4.1) by Aldous' criterion. This finishes the proof of tightness for the sequence {π n · (G)} n .
s3.2 4.3. Identification of limit points. Let G : R d ×[0, ∞) → R be a function of class C 2,1 and bounded support. Write G t (·) = G(·, t). Following the same computations leading to tightness made on the previous section, we see that
2 ] → 0 as n → ∞. We already know that the sequence {π n · } n is tight, so now we want to characterize its limit points as energy solutions of the hydrodynamic equation (2.4). The main difference between (3.1) and (4.2) is the presence of the function g(ξ n s (x)). This makes the second integral in (4.2) not to be a function of the empirical measure π n · . Our objective, then, is to write the integral Here and below, by abuse of notation we write ǫn in place of its integer part [ǫn] = sup{n ∈ Z; n ≤ ǫn}. Notice that with this convention, (2ǫn + 1)
d is just the cardinality of the set {|y| ≤ ǫn}. We postpone the proof of this Theorem to the next section. The Replacement Lemma is, with no doubt, the heart of the proof of Theorem 4.1. Let π · be a limit point of {π n · } n , and denote by n ′ a subsequence for which π
where c n is a normalizing constant that goes to 1 as n → ∞. In particular, this expression is a function of the empirical measure. Define, for any measure π ∈ M + (R d ), the function I ǫ π by
Since the function L n G s (x) is uniformly continuous and bounded by C(G)F 0 (x), thanks to the Replacement Lemma we can write
where R n,ǫ t (G) is an error term that vanishes in L 1 (P ν n ) when n → ∞ and then ǫ → 0. We denote by R n,ǫ t (G) any term with this property. Using (3.3) and (3.4), we can write
LG(x, s)dxds + R ǫ,n t (G).
Notice that we can not say that
, since the indicator function 1(| · −x| ≤ ǫ) is not a continuous function. However, by Portmanteau's lemma, this is true whenever π s (∂{y; |y − x| ≤ ǫ}) = 0, where we denote by ∂A the boundary of A ⊆ R d . Since π is a Radon measure, this is the case in a set of full measure in R d . In particular,
LG(x, s)| is bounded by κI ǫ π n s (x)|LG(x, s)|, by the dominated convergence theorem we conclude that
LG(x, s)dxds.
Therefore, taking the limit in (4.2) through the subsequence n ′ , we obtain that
where R ǫ t (G) is a rest that vanishes in expectation when ǫ → 0. At this point, we only need to find the limit as ǫ → 0 of
It is clear that I ǫ is just an approximation of the identity, so it is reasonable to expect that I ǫ π s → π s as ǫ → 0 in some sense. We need some regularity for π s in order to pass to the limit inside the function φ. This is the case if, for example, π s is absolutely continuous with respect to Lebesgue measure. The following lemma says that this is indeed the case. We will asume this lemma and we will prove it later. Since π s (dx) = u(x, s)dx and u(x, s) is locally integrable, we see that I ǫ π s (x) converges to u(x, s) a.s. with respect to Lebesgue measure, and also in L 1 loc (R d ). The bound g(n) ≤ Kn implies that φ(ρ) ≤ Kρ. This linear bound plus the fact that φ(ρ) is locally Lipschitz (since it is smooth) allow to conclude that φ(I ǫ π s (x))dx converges weakly to φ(u(x, s))dx as ǫ → 0. By Fubini-Tonelli's theorem, we conclude that
Therefore, u(x, t) satisfies conditions i) and iii) of the definition of energy solutions of (2.4). In order to finish the proof of Theorem 4.1 it is only left to prove that u(x, t) satisfies the energy estimate T 0 E(φ(u t ), φ(u t ))dt < +∞. This is the content of the following theorem:
Theorem 4.7 (Energy estimate). Under the hypothesis of Theorem 2.5, the limit points of {π n · } n are concentrated in measures of the form u(x, ·)dx, where u t (·) = u(·, t) satisfies
Accepting the validity of Theorems 4.5, 4.7 and Lemma 4.6, we conclude that the limit point π · is concentrated on enegy solutions of the hydrodynamic equation (2.4). We will dedicate the next sections to the proof of Theorems 4.5, 4.7. We end this section proving Lemma 4.6.
Proof of Lemma 4.6. The reader may recognize in the following lines an application of Varadhan's lemma. Let us define h(θ) = log M ρ (θ). For any sequence of random variables a 1 , . . . , a k we have the estimate log E[exp{max
. We will apply the estimate above to the sequence
. By the entropy inequality,
Taking the limit along the subsequence n ′ , the left-hand side of this inequality converges to E[max i T
, and the right-hand side converges to K. Now k is arbitrary, so we have proved that
where the supremum is over G ∈ C c,T =:
The supremum inside the integral can be computed. Denote by H the Legendre transform of h: H(a) = sup θ aθ − h(θ) . By Lemma 4.3, h(·) is strictly convex and smooth. Therefore, H(·) is also strictly convex, and grows at least linearly. Let us define
Suppose that π t (dx) is absolutely continuous with respect to Lebesgue measure. Let u(x, t) be its density. Then,
By Lemma 4.3, h(·) is strictly convex and smooth. Therefore, in the definition of H(a) the minimizer θ(a) such that H(a) = aθ(a) − h(θ(a)) is unique and smooth as a function of a. In fact θ = θ(a) satisfies a = h ′ (θ). After some computations, we can see that the function H(a) is equal to the entropy function defined in (2.3). We conclude that the supremum in the definition of J (π) is attained at the continuous function θ(u(x, t)), and therefore J (π) = H(u(x, t))dx. Now assume that π t is not absolutely continuous with respect to Lebesgue measure. We will prove that J (π) = +∞. Let F be a bounded, closed set such that T 0 π t (F )dt = a > 0 and , t) , F ) ≤ ǫ} be the ball of radius ǫ and center F . Let
Sending ǫ → 0, we conclude that J (π) ≥ aβ. Since β is arbitrary, we deduce that J (π) = +∞. By (4.6), we know that E[J (π)] ≤ K. In particular, J (π) is finite a.s., from where π · is concentrated in trajectories of the form u(x, ·)dx. Since h(·) is strictly convex and smooth, H(·) is also strictly convex, and grows at least linearly. We conclude that u(x, t) is locally integrable.
The Replacement Lemma s4
In this section we prove Theorem 4.5. Following [5] , the proof is divided into two pieces: the so-called one-block and two-blocks estimates. The one-block estimate does not pose a real challenge for the model we are considering. After proving the one-block estimate, the two-blocks estimate follows from the moving particle lemma, which roughly states that the cost of moving a particle from one site x to another site y can be estimated by the Dirichlet form of the process restricted to a box containing both points. In the diffusive case, the moving particle lemma is an elementary application of Cauchy-Schwartz inequality, but in our superdiffusive setting, a more sophisticated proof is needed. For the sake of completeness, we give a proof of both one-block and two-blocks estimates.
To simplify the notation, for x ∈ Z d and l > 0 we define
In terms of V l x , the Replacement Lemma can be written as
The expectation in (5.1) can be written as
It will be convenient to introduce an intermediate scale l into (5.1). The limit in (5.1) is a simple consequence of the following two lemmas (see [9] , Sect. 5.3): 
where the supremum is over y, z ∈ Z d such that |y|, |z| ≤ ǫn, |z − y| ≥ 2l + 1.
Observe that "pasting" boxes of size n in a convenient way, we can assume without loss of generality that M = 1. Therefore, from now on we assume M = 1.
5.1.
The one-block estimate. In this section we prove Lemma 5.1. The proof is standard and we basically repeat the proof in Section 5.4 of [9] . We include a complete proof in order to simplify the exposition of the proof of Lemma 5.2, for which new arguments are needed.
Remember that the densityf n t satisfies the estimates f n t logf
According to Section 5 of [9] , this is all we need to know aboutf n t . In fact, the coupling estimatef From now on we simply writef n t = f , keeping in mind the properties off n t stated above. Let τ x denote the translation by x: τ x ξ(z) = ξ(x + z). Performing the change of variablesξ = τ x ξ and by translation invariance of the measure ν ρ , we can pass the sum in x from V l x to f . In this way we see that the integral in (5.3) is equal to 2n
where we write τ x f (ξ) = f (τ x ξ). The prefactor ((2n + 1)/n) d is bounded and it can be ignored. Notice that the weighted sum in (5.4) is also a density. We denote this density byf . Define Λ l = {−l, . . . , l} d and let F l be the σ-algebra generated by {ξ(x); x ∈ Λ l }. For simplicity, we also denote by Λ l the cardinality of {−l, . . . , l} d , which is equal to (2l+1)
, that is,f l is the conditional expectation off with respect to the configuration ξ restricted to the box Λ l . With this notation, and due to the product structure of ν ρ , the integral in (5.4) is equal to
where now the integral is over the set Ω l = N Λ l 0 . At this point we have reduced the original problem into a finite-dimensional, static problem. In fact, due to the indicator function, the integrand is different from zero only on the finite set {ξ ∈ Ω l ; ξ l (0) < a}. The following step is to estimate the Dirichlet form off l . For any x, y ∈ Z d , let us define
Notice that D x,y (f ) = D y,x (f ), due to the symmetry of p(·). The form D x,y (f ) is convex as a function of f . Sincef is an average over translations of f , we have
For a given density f , let us define
The form D l (·) corresponds to the Dirichlet form associated to the generator L l zr of the process restricted to the box Λ l . We have
By the convexity of D x,y (·), D l (·) is also convex and
α , where c(l) is a constant that only depends on l, K and t. Therefore, the integral in (5.5) can be estimated by sup
Due to the indicator function in the definition of V l,a 0 , we can restrict the supremum to densities supported on {ξ l (0) < a}. This set of densities is compact, and both the function D l (f ) and the integral in (5.6) are continuous. Therefore, the limiit as n → ∞ of (5.6) is bounded above by sup
If D l (f ) = 0, then the density f is constant on each ergodic component of the state space Ω l with respect to the dynamics generated by L l zr . Since the number of particles is the only conserved quantity with respect to this dynamics, these ergodic components are exactly the sets {ξ ∈ Ω l ; ξ l (0) = k}, k ≥ 0. Denote by ν k,l (·) the measure ν ρ (·|ξ l (0) = k/Λ l ). Then, the limit as l → ∞ of the supremum in (5.7) is equal to
This last line is exactly the same limit appearing in pg. 89 of [9] , and it is equal to 0 due to the equivalence of ensembles. This ends the proof of Lemma 5.1.
5.2.
The 2-blocks estimate. The proof of Lemma 5.2 is similar to the proof of the one-block estimate explained in the previous section. When g(·) satisfies (FEM) (see section 5.5 of [9] ), using the entropy inequality we can prove that
, we need to use hypothesis (C) to introduce this cut-off. The integrand in (5.8) is increasing andf n t ν ρ ν ρ ′ . Therefore, we can estimate the integral replacingf n t (ξ)dν ρ by dν ρ ′ . By Tchebyshev's inequality, the integral can be estimated by 4 ξ(x) 2 dν ρ ′ /a, which proves that (5.8) also holds when g(·) satisfies (B). Define B l y,z (ξ) = 1{ξ l (z) < a}1{ξ l (y) < a}. As we did in the proof of the one-block estimate, passing the sum to the density f , the integral in (5.2) is equal to 2n
Notice that the function |ξ l (z) − ξ l (y)| depends on the configuration of particles inside the two disjoint blocks τ y Λ l and τ z Λ l . The name "two-blocks estimate" comes from this observation. Let us denote by Λ * l the union of these two blocks, and let us write ξ 1 (x) = ξ(x + y), ξ 2 (x) = ξ(x + z). We represent Λ * l as Λ l × Λ l , dropping y and z from the notation. The integral in (5.9) is equal to
is the σ-algebra generated by {ξ(x); x ∈ Λ * l } and
The integral in (5.10) depends on y, z only throughf * l . The estimation of this integral is now a finite-dimensional problem. This integral is similar to the one in (5.5), so we will estimate a suitable version of the Dirichlet form off * l . Let us define
Following the computations made when we estimated D l (f l ) in the previous section, we see that
The term D y,z (f * l ) is the one that connects the behavior off * l between the two blocks, so it is the most relevant in the definition above. Notice that the dynamics associated to D * l (·) corresponds to a system on which particles perform a zerorange process with long jumps restricted to each one of the two boxes, and on which particles can jump from site y to site z (site z to site y resp.) with rate g(ξ(y)) (g(ξ(z)) resp.) The rate at which particles jump between y and z does not depend on the distance between y and z. Now we are ready to state what we mean by the moving particle lemma: 
where the supremum is over y, z ∈ Λ ǫn such that |z − y| > 2l + 1.
If we understand by p(z − y)
as the cost of moving a particle from y to z, what this lemma is saying is that the cost of moving a particle at a macroscopically small distance vanishes when the distance goes to 0. We will prove this lemma in the next section. Assuming this lemma, it is not difficult to finish the proof of Lemma 5.2. By (5.11) and (5.12), D * l (f * l ) goes to 0 as n → ∞ and then ǫ → 0. Therefore, by the same compactness argument used in the proof of the one-block estimate, we can bound the limit of the integral in (5.10) by
where ν * k,l is the measure ν ρ in Λ l × Λ l , conditioned to have exactly k particles. This limit is equal to 0 due to the equivalence of ensembles, which ends the proof of Lemma 5.2.
The moving particle lemma s5
In this section we prove Lemma 5.3. To avoid heavy notation, we start assuming d = 1. Later we explain how to generalize the proof to arbitrary dimensions. Assume, without loss of generality, that y < z. Let {y = y 0 , y 1 , . . . , y m = z} be a path from y to z. Notice that
In other words, moving a particle from y to z is the same that moving a particle from y to y 1 , then from y 1 to y 2 , etc. Using the formula above, write
Using the inequality (
and performing a change of variables, we conclude that
for any density f . Now the idea is to choose the path between y and z in an adequate way. The simplest choice is y i = y + i. In that case,
The last but one inequality follows from the fact that each of the terms of the form D x+y i−1 ,x+y i (f ) appears at most |z − y| times in the sum. Notice that in the diffusive case, α = 2 and this estimate is enough to prove the lemma. The point is that in the previous estimate we have only used jumps of lenght one to move the particle from y to z. Therefore, we need to use jumps of various lenghts to get the right estimate. Fix a positive integer k. Assume for a moment that z − y is divisible by k. Defining y i = y + ik, (6.1) gives us the estimate
We make use of the following observation: if a k , b k , β, γ are non-negative numbers such that a 1 + · · · + a m ≤ γ and β ≤ b k a k for any k, then
In our case we take
where C(α) is a constant that only depends on α. Here we used the fact that ǫn k=1 k 1−α is of the same order than
Notice that this estimate is still not justified, since we assumed that k is a divisor of z − y for any k between 1 and ǫn. When k is not a divisor of z − y, the path from y to z must contain a jump of size different from k. The idea is that we can restrict the range of summation of k to an interval of the form [aǫn, bǫn], since in that case the sum will still be of order (ǫn) 2−α . Define m = |z − y|. We can assume, without loss of generality, that m is divisible by 6. In fact, for l > 6, what we can do is to take z ′ at distance at most 5 from z such that z ′ − y is divisible by 6, and to consider D y,z ′ (f ) instead of D y,z (f ). We write m = 6m 0 . For k = 2m 0 + j, j = 1, . . . , m 0 , we have m = 2k + 2(m 0 − j). Therefore, we can move a particle from y to z by making two jumps of length k and two jumps of lenght m 0 − j. Notice that k runs from 2m 0 + 1 to 3m 0 .
In this way we have gained control over the rest of the division of m by k. The good property of this decomposition is that for k = k ′ we have j = j ′ and therefore we are not repeating jump lenghts for different k's. Therefore, for any density f we have
where y 0 = y, y 1 = y + k, y 2 = y + 2k, y 3 = z − (m 0 − j) and y 4 = z. Repeating the calculations we did to estimate D l (f l ) in the proof of the 1-block estimate, we obtain that
Since the jumps have different lenghts for different choices of k, we can perform a sum from j = 1 to j = m 0 to obtain the bound
where we have used the estimate m 0 ≤ ǫn in the last inequality. This ends the proof of Lemma 5. 
. We can move a particle from y to z by making two jumps in direction k and then two jumps in direction k ′ . Now we observe that when i, j run from 1 to m 0 , the vectors k, k ′ are all different. Repeating the computations done in the d = 1 case,
Here C(d, α) is a constant which only depends on α, the dimension d and ǫ 0 . Although we are assuming d = 2, we include the dependence in dimension of this estimate for clarity. Performing a sum over i, j ∈ {1, . . . , m 0 }, we conclude that
When (z − y) · e 1 = 0, we simply exchange the role of the first and second coordinates and we obtain the same estimate. For y = (y 1 , y 2 ), z = (z 1 , z 2 ) in general position, we define y
, and these two last terms can be estimated as above.
The energy estimate s6
In this section we prove Theorem 4.7. We start introducing some notation. For a function F :
The proof of Theorem 4.7 consists basically on combining the Replacement Lemma 4.5 and the following lemma: l2 Lemma 7.1. Under the hypothesis of Theorem 2.5, for any finite sequence of functions
x,y (t) = 0 if x, y are big enough, we have
The same change of variables shows that
Notice the similarity between these two formulas. Using the formula a 2 − b 2 = (a + b)(a − b) and the weighted Cauchy-Schwartz inequality 2|ab| ≤ βa 2 + b 2 /β, we see that
The idea is to choose β xy in such a way that the second term above cancels with
. This happens choosing β xy = |F xy (t)|/2. With this choice for β xy , we have
This last term is exactly equal to Γ n (ξ, F (t)), f 2 , which proves that the supremum in (7.3) is less or equal than 0.
Notice that the term E g n (ξ, F ) can be written as
For a given function F , let us define the symmetric part F s and antisymmetric part F a of F by
. Therefore, the estimate (7.1) is better for antisymmetric functions F i . For an antisymmetric function F , we have
Let us denote by C 
With this notation,
Using the second-order Taylor expansion of G i t around (x/n, x/n), we see that lim
These definitions reduce to the previous definitions of L n , L when we take
In the same way, we define
Then,
Let the sequence {G i t , i = 1, . . . , k} be fixed. Assume that the trajectories G i t are of class C 1 . As in Section 4.3, let π · be a limit point of the empirical process, and let n ′ be a subsequence such that π n ′ · converges to π · . Remember that we already proved that π · (dx) = u(x, ·)dx for some locally integrable density u(x, t). Using the Replacement Lemma in the same way we did it in Section 4.3, we can prove that
Combining this last line with the energy estimate (7.1), we conclude that
By the monotone convergence theorem, we conclude that
where the supremum is over the set of continuous paths G :
. We conclude that the limit density u(x, t) satisfies
almost surely with respect to the law of π · . Let us define φ t (x) = φ(u(x, t)). Let · φ,T be the norm defined by
The second definition will be more convenient by symmetry reasons. We denote by L 2 φ,T,ant the Hilbert space obained as the closure of such trajectories under · φ,T . With this notation, we can rewrite (7.4) as
We recognize in this formula the variational formula for the norm with respect to L 
2 dxdt < +∞, and
The arguments above allow to justify the formal computations of calculus of variations, from which we obtain that
, and therefore
Aside from the factor φ t (y) + φ t (x) in the denominator, this estimate is exactly the estimate in Theorem 4.7. At this point we need an extra argument. When g(·) satisfies (B), the interaction rate φ is bounded above by φ c and therefore
When g(·) satisfies (FEM), φ c = +∞ and another argument is needed. We appeal to Hypothesis (C). We point out that when g(·) satisfies (FEM), this is the only place where we need to consider an increasing rate function g(·). In Appendix B we explain how to get rid of Hypothesis (C), but still assuming that g(·) is increasing. Under Hypothesis (C), for any function
and in particular u(x, t) ≤ ρ ′ for any x ∈ R d , t ∈ [0, ∞). In this case we have
This ends the proof of Theorem 4.7 under both conditions (FEM) or (B). For the sake of completeness, now we state a weaker form of Theorem 2.5, which follows after checking which hypothesis we have used on each step of the proof of Theorem 2.5.
t6
Theorem 7.2. Let g(·) be an interaction rate satisfying sup n |g(n + 1) − g(n)| < +∞ and (FEM). Let p(·) be a transition rate satisfying (P). Let u 0 : R d → [0, ∞) be a measurable, locally integrable initial profile and let {ν n } n be a sequence of probability measures in Ω zr associated to u 0 . Let ξ n t be the zero-range process ξ tn α starting from ν n . Assume that there are positive, finite constants ρ, K such that
Let π n · be the empirical measure associated to ξ n t . Then, the sequence {π n · } n is tight, and any limit point π · of {π n · } n is concentrated on paths of the form u(x, t)dx, where u(x, t) is a weak solution of (2.4) satisfying (2.5), (2.7) and in place of (2.6),
for any T > 0.
We call these solutions finite entropy solutions, by analogy with the solutions of heat equation with finite entropy. This Theorem implies the hydrodynamic limit as stated in Theorem 2.5, conditioned on a uniqueness result for weak solutions of (2.4) under (7.5). 8 . Uniqueness results for the hydrodynamic equation s7 s7.1 8.1. The linear case. In this section we prove the uniqueness results we need in order to establish the hydrodynamic limits of the exclusion process and zero-range process with long jumps. We start with the linear case. We learned this proof from Luis Silvestre. Let u(x, t) be a weak solution of (2.1). By linearity, we can assume u 0 (·) ≡ 0. We will extend u(x, t) to negative values of t by taking u(x, t) = 0 if t < 0. For τ > 0, we define θ τ u(x, t) = u(x, t + τ ). The function θ τ u is also a weak solution of (2.1). Since linear, convex combinations of solutions are also solutions with the same initial condition, for any integrable function h : [0, a] → [0, ∞), ′ (x, t) is also twice continuously differentiable in time. Let us suppose that u(x, t) is not identically equal to 0. Then, considering h, h ′ as properly defined approximations of the unity, we can assume tha u h,h ′ (x, t) is also not identically equal to 0. We say that a solution of (2.1) is classical if the solution is twice differentiable in space and differentiable in time. In that case, (2.1) is satisfied for each pair (x, t), and not only on a weak sense. We have proved that the existence of a weak solution of (2.1), not identically null and with initial condition u 0 ≡ 0, imply the existence of a classical solution with the same properties. But for classical, bounded solutions, uniqueness is an immediate consequence of the maximum principle, as we will see.
Let u(x, t) be the classical solution constructed above. Fix T > 0 and define U T = sup{u(x, t); x ∈ R d , t ∈ [0, T ]}. If the supremum U T is attained at some point (x 0 , t 0 ), we necessarily have Lu(x 0 , t 0 ) ≤ 0, with strict inequality if u(·, t 0 ) is not identically constant. In that case, since (∂ t − L)u = 0, we conclude that ∂ t u(x 0 , t 0 ) < 0 and u(x 0 , ·) is decreasing in a neighborhood of t 0 . This contradicts the fact that (x 0 , t 0 ) is the global maximum of u, unless that t 0 = 0. This is basically what the maximum principle says. Of course, if u(·, t 0 ) is constant or if U T is not attained at any point, we need an extra argument. Let ǫ ∈ (0, 1/2T ) be fixed, and take (x 0 , t 0 ) such that u(x 0 , t 0 ) ≥ U T − ǫ. Consider the test function g(x) = e −x 2 /2 (actually, any smooth function with a strict maximum at x = 0 and a fast decay at infinity would be as good as g(x)). Consider λ > 0 such that f (x) =: g(λx) satisfies sup x |Lf (x)| < ǫ and define v(x, t) = 2ǫf (x − x 0 ) − 2ǫ 2 t. Then, (∂ t − L)v(x, t) = −2ǫ 2 + 2ǫLf (x − x 0 ) < 0 for any x ∈ R d , t ∈ [0, T ]. Therefore, (∂ t − L)(u + v) = (∂ t − L)u < 0 for any x ∈ R d , t ∈ [0, T ]. Moreover, (u + v)(x 0 , t 0 ) > U T − ǫ + 2ǫ − 2ǫ 2 t 0 = U T + ǫ − 2ǫ 2 t 0 ≥ U T , and (u + v)(x, t) < U T − ǫ 2 t for x far enough from x 0 . Now we can conclude that u + v has a global maximum. Since (∂ t − L)(u + v) < 0, the argument exposed above tells us that the global maximum of u + v is attained at t = 0. But u(x, 0) + v(x, 0) = 2ǫf (x − x 0 ) ≤ 2ǫ, so u(x, t) ≤ 2ǫ − v(x, t) for any x ∈ R d , t ∈ [0, T ]. Since v(x, t) ≤ 2ǫ − 2ǫ 2 t, we conclude that u(x, t) ≤ 2ǫ(1 + ǫT ) for any x ∈ R d , t ∈ [0, T ]. Since ǫ is arbitrary, we conclude that u(x, t) ≤ 0 for any x, t. Repeating the argument for −u(x, t), we conclude that u(x, t) ≡ 0.
8.2. The nonlinear case. In the nonlinear case, uniqueness of solutions can be obtained by an argument due to Oleinik. In order to use Oleinik's argument, we first need to prove that solutions have a bounded second moment with respect to the reference density ρ. We start with some elementary lemmas. Here and below, c will denote a constant which may change from line to line, and that depends only on fixed parameters, like ǫ 0 , α, d, etc. For simplicity we will assume the ellipticity condition ǫ 1 ≤ φ ′ (u) for any u ≥ 0, although the arguments can be carried out for any function φ arising from the interaction rates g(·) considered in this article. Proof. This is an easy application of the mean value theorem. In one hand, (b(y) − b(x)) 2 ≤ ∇b . The first estimate is good when |y − x| is small. The second one is good when |y − x| is big. that first class particles do not feel the presence of second-class particles, while the evolution of second-class particles is modified by the presence of first-class particles at the same site. We will consider 4 types of particles: blue, green, red and white particles. The dynamics is as follows. We will start with a configuration with no green particles, and such that red and white particles do not share a site. Blue particles are first-class particles, green particles are second-class particles and red and white particles are third-class particles. Each time a red particle jumps over a site with at least one white particle, the red particle and one white particle are annihilated and a green particle is created. The same happens if a white particle jumps over a red particle.
Let us define this process in a more precise way. We denote by ξ 
The first line governes the evolution of blue particles and it is independent of the other particles. The second line governes the evolution of green particles, and it is independent of the evolution of red and white particles, except for the creation of
