Abstract-A new interpretation of transform coding is developed that downplays quantization and emphasizes entropy coding, allowing a comparison of entropy coding methods with different memory requirements. With conventional transform coding, based on computing Karhunen-Loève transform coefficients and then quantizing them, vector entropy coding can be replaced by scalar entropy coding without an increase in rate. Thus the transform coding advantage is a reduction in memory requirements for entropy coding. This paper develops a transform coding technique where the source samples are first scalar-quantized and then transformed with an integer-to-integer approximation to a nonorthogonal linear transform. Among the possible advantages is to reduce the memory requirement further than conventional transform coding by using a single common scalar entropy codebook for all components. The analysis shows that for high-rate coding of a Gaussian source, this reduction in memory requirements comes without any degradation of rate-distortion performance.
I. INTRODUCTION
T RANSFORM coding is the most successful and pervasive technique for lossy compression of audio, images, and video. The conventional framework of transform coding was introduced by Huang and Schultheiss [1] 1 : one is given a discrete-time, continuous-valued, vector source with correlated components; instead of quantizing the components separately, one uses a linear transform to compute transform coefficients and scalar-quantizes the transform coefficients. In either case, entropy codes may be used to improve the coding efficiency. Transform coding is contrasted to direct quantization in the top and bottom paths of Fig. 1 .
Transform coding is an inherently suboptimal source coding technique because it uses the Cartesian product of scalar quantizers, called simply a scalar quantizer. Compared to an appropriately designed vector quantizer, a scalar quantizer has a space-filling loss [3] , [4] that cannot be neutralized by linear pre-and post-processing. This is caused by the high second moment of a cube, as compared to a sphere of the same volume. On the other hand, transform coding has much lower complexity than less constrained forms of vector quantization. Thus transform coding is often called a low-complexity alternative Manuscript received March 16, 1999; revised September 24, 1999. The material in this paper was presented in part at the 32nd Asilomar Conference on Signals, Systems, and Computers, Pacific Grove, CA, November [1] [2] [3] [4] 1998 .
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The discussion above places great emphasis on quantization. This paper shows that this emphasis is undue. At high rates, the performance obtained by Huang and Schultheiss can be matched by a system that quantizes the original source components and then uses a transform to reduce scalar entropy (see the middle path of Fig. 1 ). This suggests that the value of transform coding comes not from changing the coordinate system for quantization, but almost exclusively from decorrelation.
The most important feature of the proposed system is that the transform is now discrete, not continuous as before. It is shown that the transform can be designed so that the memory requirement of the entropy coding block is reduced without sacrificing rate-distortion performance. Also, since the source is immediately discretized, it is not important that it is continuous-valued. Thus the techniques described here can be applied to discrete-valued sources.
The paper is organized as follows: Section II gives an example of the proposed scheme to provide motivation for the general framework, which is described in Section III. Section IV summarizes the results.
II. AN ILLUSTRATIVE EXAMPLE
Let be a Gaussian random vector with mean zero and covariance matrix where We will compare three methods for representing with approximately the same mean-squared error (MSE) distortion. These methods all include uniform scalar quantization; they differ in their use of transforms, as shown in Fig. 1 . Each of the three is then combined with different forms of entropy coding, yielding 0018-9448/00$10.00 © 2000 IEEE several overall techniques with different rates and memory requirements.
The first method is to just quantize the components of . Let denote a symmetric uniform scalar quantizer with cell width and cells. Such a quantizer with an odd number of cells has the form for for for We will use the same notation for a product quantizer that acts independently on the components of a vector. In order to create a concrete example, let us choose cells and quantization step size (in each dimension). The "direct" representation is given by . The per-component distortion in this representation is and the scaled probability density function (p.d.f.) of is shown in Fig. 2(a) . It is clear from Fig. 2 (a) that and are not independent. The rate for coding will be considered later, after we form the other two descriptions.
The conventional approach to transform coding this source prescribes the computation of followed by the scalar quantization of . The representation has virtually the same distortion as the earlier representation:
. 2 The scaled p.d.f. of is shown in Fig. 2(b) ; were it not for rounding, it would be clear that and are independent. Though both have the same distortion, the representation is better than because its components are independent, and hence they can be efficiently entropy-coded separately. A similar effect can be achieved with a transform applied to . Define an integer-to-integer transform 3 by (1) where denotes rounding to the nearest multiple of . For the time being, accept this transform without explanation, and apply it to to get a new random vector . The behavior of is shown in Fig. 3 . In this plot, the position is labeled with . The lines show the inverse image of the axes, i.e., the pairs that map to or . These are nonorthogonal and approximately straight, suggesting correctly that is an approximation to a nonorthogonal linear transform. Since it is invertible, has no effect on the distortion. The p.d.f. of is shown in Fig. 2(c) .
We have constructed three discrete representations of the source-, , and -with the same distortion. We now consider various methods for entropy coding these repre- 2 The distortions are nearly equal because 1 was chosen to make the overload distortion small. Both distortions are close to the high-resolution approximation of D 1 =12 0:03704.
3 "Integer-to-integer" seems the best way to specify that the transforms are on a scaled lattice, despite the scaling by 1. This term is used throughout.
sentations. The lowest rates are obtained with entropy codes that apply to entire vectors, both components together. These rates are given in the first row of Table I . 4 The rates for and are identical because is invertible and is thus merely a relabeling of cells; unlike the continuous-domain transform the integer-to-integer transform does not change the quantization cells. The difference in rates between and is small and vanishes as the rate is increased ( is decreased with increased commensurately).
The rates in the first row of Table I show no advantage to the use of a transform. This emphasizes the point made in Section I that the coordinates chosen for quantization are not necessarily important. Remember, however, that the spirit of transform coding is to avoid this sort of joint vector processing. When separate entropy codes are used for each scalar component, the advantage of transform coding emerges. This is shown in the second row of Table I , where each entry is the average of the entropies of the two components. For representation , this separate processing of components does not increase the rate because the components are independent. The integer-to-integer transform comes close to matching the performance of the KLT. As shown in Section III-C1, at high rates, the integer-to-integer transform method performs just as well as the KLT.
In such a small example, it may not seem important to use two scalar entropy codes instead of one vector entropy code. Assuming each entropy code is stored as a table, the difference is in the amount of memory needed to store the entropy codes. If each component quantizer has cells and the source is -dimensional, a vector entropy code has entries while scalar entropy coding requires tables with entries. We may reduce the memory requirements further by using a single scalar entropy code-with entries, designed for the average of the p.d.f.'s of the components-though this will generally increase the rate (see the third row of Table I ). Remarkably, the rate increase for is extremely small, and asymptotically there is no increase in rate, so the integer-to-integer transform allows a -fold memory reduction in the entropy coder. This main result is shown in Section III-C2.
Analytical computations with the quantizer are difficult or impossible. The remainder of the paper uses the more convenient model of an unbounded uniform quantizer for When this quantizer is used and is small, the distortion is approximately and the entropy of a quantized coefficient can be estimated from the differential entropy of [5] (in bits)
Subject to these approximations, the best performance obtainable for transform coding the given source is where the rate is in bits per component. Table II gives the gap from optimal performance, in bits per component, for the three representations and three entropy-coding methods. Only the representation formed with the integer-to-integer transform allows optimal performance with the simplest entropy coding. Similar but distinct examples appear in [6] .
III. A NEW FRAMEWORK FOR TRANSFORM CODING
This section develops a new framework for transform coding that is based on using integer-to-integer transforms, as in the middle path of Fig. 1 . The example from the previous section provides a preview of the results. Specifically, we will show that at high rates the representation output from an appropriately designed integer-to-integer transform is optimal for vector entropy coding, scalar entropy coding with separate codebooks for each component, and scalar entropy coding with a single codebook for all the components. In other words, the starred entries in Table II will be justified.
Let be a jointly Gaussian random vector taking a value in . Assume has mean zero and denote the covariance matrix by . Since is a covariance matrix, it is symmetric, positive semidefinite, and has an orthogonal eigendecomposition , where is orthogonal and with . We analyze three methods for representing :
• Direct quantization: .
• Karhunen-Loève transform coding (KLTC): .
• Integer-to-integer transform coding:
. Given a discrete random vector (which is one of and ) we consider three ways to assign an associated average rate per component:
• Vector entropy coding: . • Scalar entropy coding: .
• Entropy coding based on the average of the component densities:
, where is the mean of the p.d.f.'s of the 's. This is the minimum rate when using one common scalar codebook for all the scalar components (see Theorem 2, Section III-C2).
The bulk of the paper addresses the design of to minimize the second and third rate measures. When these are minimized, the performance of integer-to-integer transform coding matches that of KLTC. But first, we show that direct quantization with vector entropy coding, KLTC with vector entropy coding, and KLTC with scalar entropy coding give asymptotically equal, optimal performance.
A. Preliminary Equivalences
It is well known that in conventional transform coding of a Gaussian source, as in the bottom path of Fig. 1 with scalar entropy coding, the use of a Karhunen-Loève transform is optimal. 5 For the given source, is a KLT, and has independent components. It follows immediately from a basic property of entropy that (2) This shows that scalar entropy coding of KLT coefficients performs as well as vector entropy coding of these coefficients. Since the latter is more computationally difficult, it should not be used. This equivalence depends only on the KLT producing independent coefficients, as is the case for a Gaussian source. 5 This is shown under the assumption of Lloyd-Max quantization and fairly general bit allocation in [1] ; a derivation that relies on high-resolution quantization theory and optimal bit allocation is given in [7] ; a simple proof that relies on neither optimal quantization nor high-resolution approximations appears in [8] .
Now we consider the asymptotic equality of and . This is a clear consequence of the following lemmas.
Lemma 1 [5] : Let be a random vector and let be a compatibly-dimensioned square matrix. Then Since and are related by an orthogonal transform, the first lemma implies that and have the same differential entropy. Then two applications of the second lemma gives (3) So far, we have shown that there are three ways to get optimal performance, but we have not described optimal performance. This is easy to compute using Lemma 2. The differential entropy of a Gaussian random variable with variance is bits Therefore,
Recalling that is Gaussian with variance
Since the product of diagonal elements of a positive semidefinite matrix is lower bounded by the product of eigenvalues [9, Theorem 7.8.1], . Either rate can be written in terms of the distortion per component by substituting , e.g.,
B. A Class of Invertible Integer-to-Integer Transforms
We now turn to the main topic of this paper: the performance of integer-to-integer transform coding. The scalar quantized representation lies in the lattice , so we consider transforms to generate the representation . The set of such transforms is not only uncountable, but requires an infinite number of parameters to describe; therefore, we restrict our attention to a certain quasilinear set. These are easy to both describe and compute.
Let have determinant . The transforms that we allow are approximations of that are one-to-one and onto . The integer-to-integer transform may be constructed from in a variety of ways [10] - [12] . All that is important for the ensuing analysis is that is invertible and that the error between and vanishes for small . One simple way to define is through a factorization of matrices, now known as a lifting construction [12] . If , any with determinant can be factored into three lower-and upper-triangular matrices with unit diagonals as follows: 6 (6) Now (7) has the desired properties. When is in the lattice , a single stage is inverted by a change of sign Thus it is easily verified that is invertible on with the inverse It is also easy to bound . For , the computation (7) involves three rounding operations. Using 's to denote the roundoff errors gives Expanding and using
, one can compute
This shows that approximates in a precise sense. 6 If b = 0, a similar factorization exists with two upper-triangular factors and one lower-triangular factor. The factorization is generally not unique.
For matrices, the process is similar. is factored (nonuniquely) into a product of matrices with unit diagonals and nonzero off-diagonal elements only in one row or column:
. The integer-to-integer version of the transform is then given by
The inverse of can be implemented by reversing the calculations as before.
C. Transform Coding with Integer-to-Integer Transforms
We have defined a set from which to select a transform for use as in Fig. 1 . Now we consider the selection of to optimize the performance of the system. Recall that is invertible; thus it does not introduce any distortion and its design can be based solely on the minimization of rate for given . Also, since approximates the linear transform from which it is derived, the design process may be simplified by consideration of in place of .
1) Rate Minimization: Since and are related by an invertible transform, they have the same entropy. Thus irrespective of the choice of (using (2)- (4)) In the more interesting cases, those involving scalar entropy coding, the rate depends on the transform.
Let us first consider the estimation and minimization of . The discrete variable is approximately equal to a uniform scalar quantized version of . Then since is Gaussian with variance , where , the entropy of is given approximately by Averaging the contributions from the components of gives Thus the design problem is identical to that in conventional transform coding-to find to minimize the product of the diagonal of -but now over all transforms with determinant , instead of only over orthogonal transforms. Two questions naturally arise: Does the additional freedom in choosing change the result of the minimization? And, why is there additional freedom?
The first question is answered negatively by the following theorem.
Theorem 1:
Let be symmetric and positive semidefinite. Then (8) where is the set of eigenvalues of . Theorem 1 shows that one possible optimal choice for is a KLT. This yields which is equal to optimal rates and computed earlier. Matching the optimal performance without having to compute a transform on the original, high-resolution data may be useful in its own right. However, the more interesting fact is that optimal performance is achieved with many unused degrees of freedom.
Suppose the eigenvalues of are distinct and positive. Then the orthogonal transforms solving the minimization (8) are unique up to multiplications of rows by and permutations of rows. In particular, this means that not only is the product of the diagonal of fixed, but also that the diagonal elements are exactly the eigenvalues of . When minimizing over transforms with determinant , including nonorthogonal transforms, the resulting is diagonal with any combination of nonnegative entries with product . This property is demonstrated and exploited in Section III-C2.
The additional freedom in the design of the integer-to-integer transform over that in orthogonal transform coding is useful when a single entropy codebook is used for all of the scalar components of . To ascertain the source of this design freedom, we should ask why orthogonal transforms are used in conventional transform coding. The algebraic approach of [1] , while precise, does not reveal much; instead, the question is best answered with reference to the geometry of quantization. If is not orthogonal, encoding according to induces a noncubic partitioning of , i.e., the set is not a hypercube. Such a cell has a higher second moment about its center-hence, higher distortion-than a hypercubic cell with the same volume. Orthogonality is not important in integer-to-integer transform coding because the partitioning is fixed, independent of the transform.
2) Codebook Size Minimization: We have seen that there are several ways to achieve the rate-distortion performance described by (5) . The motivation for using either form of transform coding is to reduce the memory requirements in the entropy coder. As mentioned in Section II, the number of codewords in the entropy coder can be reduced from to , where is the number of quantization cells per dimension. 7 The memory requirement can be reduced further from to if a single scalar entropy code is used for each of the components.
Suppose a common entropy code is applied to the discrete random variables . The expected code length then depends not only on the entropies of the random variables, but also on the disparity in their densities. Denote the density of by and let be the density corresponding to the code assignment. Then the expected code length for is where is the relative entropy between and . Averaging over gives the average expected code length per component as Now, what choice of minimizes ? The following theorem establishes that, as asserted earlier, the single scalar entropy code should be designed to match the mean of the p.d.f.'s . Applying the optimal code from Theorem 2, the rate with a single scalar entropy code is (9) Since is nonnegative and is zero if and only if with equality if and only if Integer-to-integer transform coding allows us to achieve this equality.
How is minimized? First, we need to choose optimally with respect to . Furthermore, the components of should have identical densities. This is equivalent to requiring Such a exists and can be constructed as follows. Let . Then . Now for notational convenience, let us assign a name to the desired component variance:
. 
IV. CONCLUSIONS
Compression of a Gaussian source with all quantization limited to scalars does not allow performance approaching the ratedistortion bound because of the inherent limitation of scalar quantization. Nevertheless, most current source coding systems use scalar quantization in conjunction with a transform.
Conventional transform coding, with an orthogonal linear transform preceding quantization, can be cast as a technique for simplifying entropy coding while maintaining the best rate-distortion performance possible without multidimensional quantization. For a source of dimension and quantization with cells per dimension, a single codebook with elements can be replaced by codebooks with elements without a loss in performance. Using high-rate approximations, this paper has shown that a system that swaps the transform and quantization-placing quantization before an integer-to-integer transform-can simplify the entropy coding further without a loss in performance; only a single -element codebook is needed. The results are summarized in Table III . The memory reduction shown in Table III is possible because of greater freedom in the design of an integer-to-integer transform than of an orthogonal linear transform. This greater freedom can be put to advantage in similar ways if mixtures of scalar and vector entropy coding are used. This paper has considered only the compression of Gaussian sources and some of the statements depend intimately on this choice. In particular, uncorrelated jointly Gaussian variables are independent although this is not true of all random variables. The design of transforms for integer-to-integer transform coding is nothing more than the manipulation of discrete probability densities. This was simplified greatly by continuous approximations, but it should be possible to design an appropriate transform for any source.
