Extracting multiple minor components from the input signal is quite useful for many practical applications. In this paper, a globally convergent MCA algorithm that can extract multiple minor components sequentially is proposed. Convergence of this MCA algorithm is analyzed via the deterministic discrete time (DDT) method. Sufficient conditions are obtained to guarantee the convergence of this MCA algorithm. Simulations are carried out to further illustrate the theoretical results achieved.
I. Introduction
The minor component is the direction in which the data has the smallest covariance. The statistical method for extracting minor components from the input data is called minor component analysis (MCA) . As an important tool for signal processing and data analysis, MCA has been applied to total least squares (TLS) [1] [2] , moving target indication [3] , clutter cancellation [4] , computer vision [5] , curve and surface fitting [6] , digital beamforming [7] , frequency estimation [8] [9] , and bearing estimation [10] , etc. Extracting multiple minor components from the input data is quite useful to many practical applications. Some neural learning algorithms have been proposed to obtain multiple minor components sequentially. In [11] , Luo et al. proposed an interesting MCA learning algorithm. By extending this algorithm, Luo et al. [12] gave a sequential MCA algorithm that can obtain multiple minor components. However, Chen et al. [13] pointed out that the sequential algorithm proposed by Luo [12] does not extract more than one minor component and presented a novel sequential MCA algorithm. Unfortunately, Chen's MCA algorithm may diverge to infinity since Chen's MCA algorithm is obtained by extending the MCA algorithm proposed by Luo [11] and the latter suffers from the divergence problem, as discussed in [14] . In [15] , Feng proposed an effective MCA algorithm, called OJAm algorithm, that can extract the subspace that is spanned by minor components. However, OJAm algorithm can not obtain individual minor components. In this paper, we will extend OJAm algorithm to obtain a globally convergent MCA algorithm that can extract multiple minor components sequentially. Convergence is crucial for MCA learning algorithm toward practical applications. However, most of neural MCA learning algorithms are described by stochastic discrete time (SDT) system and it is difficult to study the convergence of the SDT system directly. To indirectly analyze the convergence of MCA learning algorithms, a traditional method is to transform an MCA algorithm into a corresponding deterministic continuous time (DCT) system, the convergence of the MCA algorithm then can be interpreted by studying the convergence of the DCT system. The DCT method is based on a fundamental theorem of stochastic approximation theory [16] . To use this fundamental theorem of stochastic approximation, some crucial conditions must be satisfied. One important condition is that the learning rate of MCA algorithms must approach zero. However, this restrictive condition cannot be satisfied in many practical applications due to the round-off limitation and tracking requirements. Thus, from application points of view, the DCT method is not reasonable for studying the convergence of MCA algorithms. Recently, deterministic discrete time (DDT) method has been used to study Oja's stochastic PCA learning algorithm [17, 18] . This DDT method transforms Oja's stochastic PCA learning algorithm into a deterministic discrete time system. It does not require the learning rate to approach zero. DDT systems preserve the discrete time nature of original SDT systems and can shed some light on the convergence characteristics of SDT systems. In this paper, we will analyze the convergence of the proposed sequential MCA algorithm via 208 Dezhong Peng and Zhang Yi DDT method. This paper is organized as follows. We discuss some existing sequential MCA algorithms in Section 2. In Section 3, a new sequential MCA algorithm is proposed by extending OJAm MCA algorithm. The convergence analysis is given in Section 4 and Section 5. Simulations are given in Section 6. Finally, the conclusion follows in Section 7.
II. Some Discussions on Existing Sequential

MCA Algorithms
Consider a single linear neuron with the following input output relation:
where y(k) is the neuron output, the input sequence
} is a zero mean stationary stochastic process and w(k) ∈ R n (k = 0, 1, 2, . . .) is the weight vector of the neuron. The target of MCA is to extract the minor component from the input data by updating the weight vector w(k) adaptively.
T (k)] be the autocorrelation matrix of input signal x(k). Since the autocorrelation matrix R is a symmetric nonnegative definite matrix, R has the ordered eigenvalues λ 1 > λ 2 > . . . > λ n ≥ 0 and the corresponding unit eigenvectors
be the eigenvalue decomposition of R. In [11] , Luo et al. proposed an interesting MCA algorithm:
where η > 0 is the learning rate, and proved the convergence result of (2):
if w T (0)v n = 0. By extending the algorithm (2), Chen et al. [13] proposed a sequential MCA algorithm to extract multiple minor components. This algorithm is as follows [13] : (1) Extract the first minor component v n by
where
and η > 0 is the learning rate.
(2) For a constant γ > λ 1 , set 
(4) Repeat the above procedure to extract further minor components. Denote the number of the extracted minor components by p(n ≥ p ≥ 1). This algorithm is summarized for j = 1, 2, . . . , p as follows.
and
The idea of Chen's algorithm is to by (5), make v n become the largest principal component of R 2 (k) and v n−1 become the smallest minor component of R 2 (k). Thus, w 2 (k) will converge to v n−1 , as k → ∞, in (6) . By repeating the above procedure, the third and further minor components can be extracted sequentially. Unfortunately, Chen's algorithm does not extract multiple minor components under some condition. Next, we will show the reason. Suppose that w 1 (0) = 1. From (3), it holds that in (4)
From (1), (5) and (9) , it follows that
Suppose that the eigenvalues of R have the following relation:
and γ satisfies the following condition:
i.e.
From (10) and (12), clearly, v n is still the smallest minor component of the matrix R 2 (k), as k → ∞. Therefore, (6) can not extract the second minor component v n−1 under the condition (11) . Next, we will use a simulation result to illustrate the problem of Chen's algorithm. Let the autocorrelation matrix R be
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Let us extract the first and second minor component of the matrix R by (4) and (6) Clearly, both w 1 (k) and w 2 (k) will converge to the direction of the same minor component and the second minor component is not extracted.
III. The Proposed Algorithm
In 
where η > 0 is the learning rate. By extending the algorithm (13), we can obtain a novel sequential MCA algorithm. This algorithm is presented as: (1) Extract the first minor component v n by (13) , as follows
(2) For a constant γ > λ 1 , set
(3) Extract the second minor component v n−1 by
(4) Repeat the above procedure to extract further minor components. Denote the number of the extracted minor components by p(n ≥ p ≥ 1). The sequential MCA algorithm is summarized for j = 1, 2, . . . , p as follows.
for p ≥ j > 1.
IV. Convergence Analysis of OJAm MCA Algorithm
Since the sequential MCA algorithm (14) - (18) is obtained by extending OJAm MCA algorithm, the convergence analysis of the original OJAm MCA algorithm is important. In [15] , one crucial condition to guarantee the convergence of OJAm MCA algorithm is that the learning rate η is small enough. However, in many practical applications due to the round-off limitation and tracking requirements, the learning rate is usually a constant. Let us consider a one-dimensional example with constant input values x(k) = 1, the learning rate η = 1 and the initial weight vector w(0) = 0.5. From (13), we can get the following system:
Clearly, w(k) does not converge in (19) . This example shows that OJAm MCA algorithm may diverge if the learning rate η is a constant. A problem to address is therefore to find out the conditions under which OJAm MCA algorithm can converge.
For convenience of analysis, next, some preliminaries are given. By taking conditional expectation operator E{w(k + 1)/w(0), x(i), i < k} to (13) and identifying the conditional expected value as the next iterate, a DDT system can be obtained as:
Since the autocorrelation matrix R is a symmetric nonnegative definite matrix, there exists an orthonormal basis of R n composed of the unit eigenvectors {v i |i = 1, 2, . . . , n} of R. Then, for each k ≥ 0, the weight vector w(k) can be represented as :
where z i (k)(i = 1, 2, . . . , n) are some constants, and then
Clearly, it holds from (20) that
210
Dezhong Peng and Zhang Yi
Since R is a symmetric matrix, according to the relevant properties of the Rayleigh Quotient, we have that
for all w = 0. Next, we will prove some interesting lemmas and theorems to obtain the conditions to guarantee the convergence of (20) . Lemma 1: It holds that
This means that f (s) is monotone increasing on the interval
Clearly,
for all s ∈ [1, +∞). This completes the proof. 
for all k ≥ 0. Next, two cases will be considered to complete the proof. 
Thus, it holds that if w(k) ≥ 1, then
Case 2: w(k) < 1. Denote
From (21) and (22), it holds that
(29) From (28), we have that
By w(k) < 1, from (23), (26), (29) and (30), it follows that
Thus, it holds that if w(k) < 1, then
From (27) 
(i = 1, 2, . . . , n). Using Lemma 2, clearly, there exists a constant δ > 0, such that
for all k ≥ 0. In many practical applications, due to the noisy signals, the smallest eigenvalue λ n of the covariance matrix R of the input data is usually larger than zero. Without loss of generality, we assume that λ n > 0. Next, two cases will be considered to complete the proof.
from (23), (24), (32) and (33), it follows that
w(k + 1) 2 = n i=1 z 2 i (k + 1) = n i=1 z 2 i (k) · 1 − ηλ i + w T (k)Rw(k) w T (k)w(k) · η w T (k)w(k) 2 ≤ n i=1 z 2 i (k) · 1 − ηλ n + λ 1 · η w T (k)w(k) 2 ≤ n i=1 z 2 i (k) · 1 − ηλ n + ηλ 1 δ 2 2 ≤ 1 − ηλ n + ηλ 1 δ 2 2 · w(k) 2 < 1 − ηλ n + ηλ 1 δ 2 2 · λ 1 λ n .
Thus, it holds that if w(k)
for all k ≥ 0.
It follows from (23), (24), (32) and (35) that
From (34) and (36), clearly, there exists a constant
The proof is completed. Proof: Since ηλ 1 < 0.5, clearly,
for all k ≥ 0. From (23), (24), (37) and (38), it follows that Proof: Using Theorem 1, clearly, w(k) will converge to the direction of the minor component v n , as k → ∞. Suppose at time k 0 , w(k) has converged to the direction of v n , i.e.,
From (20), it holds that
for all k ≥ k 0 . Since ηλ 1 < 0.5, clearly,
Then, it holds that from (40) and (41) that
for all k ≥ k 0 . And then,
From (43), clearly, |z n (k)| = 1 is the stable equilibrium of (42). Next, three cases will be considered to complete the proof.
Since ηλ 1 < 0.5, clearly, ηλ n < ηλ 1 < 0.5. Using Lemma 1, it holds from (42) that
Clearly, |z n (k)| will converge to the equilibrium 1, as k → ∞. Case 3: |z n (k 0 )| < 1 and there exists a positive integer
Since |z n (N )| ≥ 1, in the same way as Case 1, it can be proven that |z n (k)| must converge to the equilibrium 1, as k → ∞. From the above three cases, we have that
It follows from (40) and (41) 
Thus, z n (k) will converge if |z n (k)| converges. This completes the proof. Using Theorem 1 and Theorem 2, we can obtain the following convergence result of (20) .
In the above theorem, it requires that the initial weight vector w T (0)v n = 0. In practical application, any small disturbance can result in w T (0)v n = 0, i.e., the condition is easy to meet. From this perspective, we can deduce that if ηλ 1 < 0.5, then almost all trajectories will converge to a unit eigenvector associated with the smallest eigenvalue of the autocorrelation matrix R.
V. Convergence Analysis of The Proposed Algorithm
To establish the convergence results for the proposed sequential MCA algorithm, we will proceed the similar analysis to that of the original OJAm MCA algorithm. By taking conditional expectation operator E{w(k + 1)/w(0), x(i), i < k} to (17) and identifying the conditional expected value as the next iterate, a DDT system can be obtained for all j = 1, 2, . . . , p as:
(45) Although (44) has the same structure as the original OJAm MCA algorithm (20) , there exists a variant matrix R + C j (k) Algorithm for Sequential Minor Component Analysis 213 in (44). Using Theorem 3, clearly, the estimation of the largest eigenvalue of the matrix R + C j (k) is crucial to guarantee the convergence of (44). Next, we will prove an interesting theorem to give a practical method to estimate an upper bound of the largest eigenvalue of the matrix R + C j (k).
Theorem 4:
If 1, 2, . . . , p) , then it holds that lim k→∞ w j (k) = ±v n−j+1 , (j = 1, 2, . . . , p) , where γ > λ 1 is a constant and p(n ≥ p ≥ 1) is the number of the extracted minor components. Proof: Clearly, R + C j (k) is a symmetric nonnegative definite matrix for all k ≥ 0. Then, denote the ith eigenvalue of the matrix R + C j (k) by λ (j) i that are ordered by 
(j = 1, 2, . . . , p−1). Using Interlacing Eigenvalue Theorem [19] , it holds from (46) that
(j = 1, 2, . . . , p − 1), and
From (47) and (48), it holds that
and λ
Then,
(52) By Theorem 3, (52) guarantees that for all j = 1, 2, . . . , p, w j (k) will converge to the unit eigenvector associated the smallest eigenvalue of the matrix R + C j (k) in (44). Clearly, we have that when j = 1,
From (1), (45) and (53), then,
Clearly, as k → ∞, the matrix R + C 2 (k) has the ordered eigenvalues:
Thus, v n becomes the eigenvector associated with the largest eigenvalue and v n−1 becomes the eigenvector associated with the smallest eigenvalue of the matrix R + C 2 (k), as k → ∞. Using Theorem 3, it holds from (52) that
In the same way, we can prove that w j (k) will converge to the corresponding minor component v n−j+1 , for all j(p ≥ j ≥ 1). The proof is completed.
VI. Simulation results
The simulations presented in this section will illustrate the effectiveness of the proposed sequential MCA algorithm. We randomly generate a 4 × 4 correlation matrix as: In the first simulation, we will extract the first minor component of the autocorrelation matrix R. Let the learning rate η = 0.25 < 0.5/λ 1 . Fig1 shows the convergence of the Besides the above simulation results, further simulations with high dimensions persist to show that the proposed sequential MCA algorithm has a satisfactory convergent result. 
VII. Conclusions
By extending OJAm MCA algorithm, we propose a globally convergent MCA algorithm that can extract multiple minor components from the input data sequentially. The convergence of the proposed learning algorithm is studied via DDT method. Some sufficient conditions for convergence of the learning algorithm with constant learning rate are obtained.
