Abstract. In this paper, we study the asymptotic behavior of the circularly symmetric solution to the initial boundary value problem of the compressible non-isentropic Navier-Stokes equations in a two-dimensional exterior domain with impermeable boundary condition when the viscosities and the heat conduction coefficient tend to zero. By multi-scale analysis, we obtain that away from the boundary the compressible nonisentropic viscous flow can be approximated by the corresponding inviscid flow, and near the boundary there are boundary layers for the angular velocity, density and temperature in the leading order expansions of solutions, while the radial velocity and pressure do not have boundary layers in the leading order. The boundary layers of velocity and temperature are described by a nonlinear parabolic coupled system. We prove the stability of boundary layers and rigorously justify the asymptotic behavior of solutions in the L ∞ −norm for the small viscosities and heat-conduction limit in the Lagrangian coordinates, as long as the strength of the boundary layers is suitably small. Finally, we show that the similar asymptotic behavior of the small viscosities and heat conduction limit holds in the Eulerian coordinates for the compressible non-isentropic viscous flow.
Introduction
We consider the asymptotic behavior of the solution to the following equations for a compressible viscous flow in two space variables:
(1.1)      ∂ t ρ + ∇ · (ρ u ) = 0, ρ {∂ t u + (u · ∇)u } + ∇p(ρ , θ ) = {µ∆u + (λ + µ)∇(∇ · u )}, c V ρ {∂ t θ + (u · ∇)θ } + p(ρ , θ )∇ · u = {κ∆θ + λ(∇ · u ) 2 + 2µD · D}, where ρ , θ and u = (u 1 , u 2 ) T are the density, the absolute temperature and the velocity, respectively; p(ρ , θ ) is the pressure satisfying p ρ , p θ > 0; c V and κ are positive constants; λ and µ are the constant viscosity coefficients, µ > 0, λ + µ > 0; D = D(u ) is the deformation tensor defined by
For simplicity of presentation, in this work we shall only consider the ideal gas model with p(ρ, θ) = Rρθ for a positive constant R.
Let Ω ⊂ R 2 and suppose that the flow is occupied in Ω. We endow the system (1.1) in the region {t > 0, x ∈ Ω} together with the initial data:
and the boundary conditions:
(1.3) u (t, x) · n = 0, u (t, x) · τ = v 0 (t, x), θ (t, x) = θ 0 , t > 0, x ∈ ∂Ω where n and τ are the unit norm vector and tangent vector of ∂Ω, respectively, and θ 0 > 0 is a constant temperature.
Let → 0 in the problem (1.1)-(1.3) formally, the limit of (ρ , u , θ ) (if it exists) would satisfy the equations of compressible inviscid flow with the impermeable boundary condition u · n| ∂Ω = 0, and there isn't any constraint on the tangential velocity field and the temperature on the boundary ∂Ω for the compressible inviscid flow, thus they are quite different from the boundary condition (1.3) for the viscous flow. This kind of inconsistent boundary conditions between the viscous flow and inviscid flow gives rise to a very thin layer near the boundary for the small viscosities and heat-conduction limit, and this layer is known as the boundary layer, in which the behavior of flow changes dramatically. To study the behavior of boundary layers is a very interesting and classical problem in the fluid mechanics.
The boundary layer problem for incompressible flow with non-slip boundary condition was studied by Prandtl first in 1904. Prandtl [16] studied the small viscosity limit for the incompressible Navier-Stokes equations with the non-slip boundary condition, and formally derived that the boundary layer is described by a degenerate parabolic-elliptic coupled system which are now called the Prandtl equations. There have been many interesting results on the well-posedness or ill-posedness of the Prandtl equations, one can see [15, 27, 1, 14, 3, 4, 7, 8, 9] for instance, and there are also some works devoted to the validity of boundary layer theory, see [13, 17, 23] for instance. Recently, Lopes et al. [2] have studied the small viscosity limit for the solutions to an incompressible circularly symmetric viscous flow, in which the boundary layer is decribed by the heat equation.
There are a few results for the small viscosity limit in the compressible flow, as it is even more complicated than in the incompressible case. Xin and Yanagisawa [26] studied the boundary layer theory for the linearized compressible fluids when the viscosity goes to zero, and Xin and Wang [25] obtained a rigorous theory on the interaction of the linearized boundary layers and highly oscillatory waves for the linearized compressible Navier-Stokes equations. Rousset [20] studied the physical systems like gasdynamics and magnetohydrodynamics in one-dimension with homogeneous Dirichlet condition for the velocity at the boundary, and proved the stability of boundary layers in a small time interval as long as the amplitude of the boundary layers remains small. Recently, Wang and Williams [24] obtained the stability of boundary layers for the isentropic compressible Navier-Stokes equations with Navier friction boundary conditions in two space variables, where in particular the boundary layer of the density doesn't appear as well as for the normal velocity.
As in applications, when the heat conduction coefficient goes to zero in the compressible non-isentropic flow, usually there will appear the thermal layer near the boundary. Thus, in the small viscosity and heat conduction limit for the non-isentropic viscous flow, there will exist the boundary layers of velocity and temperature simultaneously. It is an interesting and challenging problem to study the interaction of the velocity boundary layer and the thermal layer. The main proposal of this work is to describe the asymptotic behavior of the solution to the problem (1.1) − (1.3) for circularly symmetric flow in an exterior domain when goes to zero, especially the behavior of boundary layers. Let Ω = {x ∈ R 2 ||x| > a} be the exterior domain of a ball in R 2 and we assume that the solution has the following circularly symmetric form: (1.4) ρ (t, x) =ρ (t, r), u (t, x) =ũ (t, r), θ (t, x) =θ (t, r), r = |x| > a.
As we shall see that, when → 0 in (1.1), near the boundary there will exist not only the boundary layers of velocity, but also the thermal-layer in which the temperature changes rapidly. Similar to that observed in [14] , boundary layers don't appear in the leading order of the normal velocity, moreover from the momentum equations it follows that the leading order of the pressure is invariant in the boundary layer, thus the thermal-layer will imply that in the layer the density also changes rapidly via the state relation p(ρ, θ).
This paper is organized as follows. First, in §2.1, we rewrite the problem in the Lagrangian coordinates, then in §2.2, we formally derive an asymptotic expansion of the solution with respect to and deduce problems of boundary layer profiles by multi-scale analysis. We shall see that the leading boundary layer profiles satisfy a nonlinear parabolic coupled system for the angular velocity, density and temperature. In §3, we give the well-posedness of the problems for boundary layer profiles and the outer expansion profiles of solutions. In §4, we study the stability of boundary layers and rigorously justify the asymptotic expansions for the small viscosities and heat-conduction limit. Finally, we restate our results in the original Eulerian coordinates in §5.
2. The problem and asymptotic expansions of solutions 2.1. The problem in the Lagrangian coordinates. For the problem (1.1) − (1.3), as we are interested in the circularly symmetric solutions of the form:
(2.1) ρ (t, x) =ρ (t, r), u (t, x) =ũ (t, r), θ (t, x) =θ (t, r) with r = |x|, it is natural to assume that the initial data have the form Then the system (1.1) can be rewritten as the following one in the domain {(t, r) : t > 0, r > a}, where u = (u , v ) T , u and v denote the radial and angular components of the velocity, respectively. Also we have the initial and boundary conditions (2.6) ρ (0, r) = ρ 0 (r), u (0, r) = u 0 (r), v (0, r) = v 0 (r), θ (0, r) = θ 0 (r), r > a,
where, and in what follows, we denote (ρ ,ũ ,θ ) by (ρ , u , θ ) for simplicity. Also the compatibility condition (2.4) is rewritten as
Moreover, we assume that (2.9) ρ 0 (r) →ρ, θ 0 (r) →θ, as r → +∞ for positive constantsρ andθ.
First as in [18] , it is convenient to transform the system (2.5) to that in Lagrangian coordinates. By rewritting the conservation law of mass, (2.5) 1 as
the Eulerian coordinates (t, r) are connected to the Lagrangian coordinates (t, x) by the relation
(s, x)ds, whereũ (t, x) = u (t, r (t, x)), and r 0 (x) η −1 (x) with η −1 (x) being the inverse function of
It is easy to know that η as a function of r ∈ [a, ∞) is invertible provided that ρ 0 (r) > 0. Using (2.5) 1 , (2.10) and the boundary condition u (t, a) = 0, we obtain
So, it follows (2.13)
which implies (2.14) r (t, x) ) .
Thus we know that the coordinate transformation (2.10) is reversible provided that ρ > 0. Moreover, by this change of coordinates, the domain {t > 0, r > a} is changed as {t > 0, x > 0}, and {r = a} (r → ∞ resp.) is changed as {x = 0} (x → ∞ resp.).
From (2.14), we have ∂ x r 0 (x) =
, which implies that
dy.
Denote by (ρ ,ũ ,ṽ ,θ )
, and τ 1 ρ the specific volume. For simplicity, we shall drop the tildes of notations in the following calculations. From (2.5)-(2.7), it is easy to know that
satisfy the following problem in the domain {(t, x) : t, x > 0}, (2.16)
The notations appearing in (2.16) are listed as follows:
where by virtue of (2.10) and (2.15), r = r (t, x) is given by
And, for i = 1, 2, 3, Q i (U )(·, ·) are quadratic forms defined as follows:
and
From (2.8) and (2.9), we have the following assumption of the initial data U 0 (x):
2.2. Asymptotic expansions. We are going to study the asymptotic behavior of the solutions to the problem (2.16) as → 0, i.e. the small viscosity and heat conduction limit. First, we know that the four characteristics of A(U ) are (2.20)
where
We will see that c is strictly positive in a time interval independent of .
As in [20] , we know that in the non-characteristic case, respectively characteristic case, the size of the boundary layer is , respectively √ , so for the solution to the system (2.16), we take the following ansatz when tends to zero,
where for each j ≥ 0, U j (t, x; ξ, z) converges a limit rapidly when either ξ = Let's first explain the idea how to determine the profiles U j (t, x, x √ , x ) for each j, the detail calculations will be given in the next subsection. We plug (2.22) into the problem (2.16), when tends to zero and the spatial variable x ≥ x 0 for a fixed x 0 > 0, we get ξ, z → +∞ and (2.16) becomes a problem depending only on (t, x) whose solution is denoted by U I,0 (t, x). Then when x = O( √ ) and → 0, we get z → +∞ and by using the expansion
with 0! = 1, (2.16) becomes a problem depending only on (t, ξ) whose solution is denoted by U B,0 (t, ξ). Finally when x = o( √ ) and → 0, by using the expansions
we obtain that (2.16) becomes a problem depending only on (t, z) whose solution is denoted by U nc,0 (t, z). In this way, we get the leading order profile U 0 (t, x, ξ, z) given in (2.22) being the form of
with U B,0 (t, ξ), U nc,0 (t, z) being fast decay in ξ and z respectively.
Then from (2.16) and the problems of (U I,0 , U B,0 , U nc,0 ), we derive the problem of
Studying the problem of V (t, x) in the same way as above, one can derive the problems of (2.23)
Continuing the above process, for j ≥ 2, we can obtain
and the problems of U I,j , U B,j and U nc,j with U B,j (t, ξ) and U nc,j (t, z) being rapidly decreasing when ξ → +∞ and z → +∞, respectively, provided all functions involved are smoothing enough. So, we have the following form for the expansion (2.22):
From the boundary condition given in (2.16), we deduce that (U I,j , U B,j , U nc,j ) satisfy
With respect to (2.25), we also have the following expansion for the coordinate transformation function r (t, x) given in (2.10),
2.2.1. Derivation of problems of profiles {(U I,j (t, x), U B,j (t, ξ), U nc,j (t, z))} j≥0 . Now we derive the problems for the profiles {(U I,j (t, x), U B,j (t, ξ), U nc,j (t, z))} j≥0 . Before this, we introduce notations for all k ≥ 0,
which will be used later frequently.
As in [20] , by using (2.24) we can expand a nonlinear term f (U j ) as
Plugging (2.25) into (2.16), and using (2.31) we obtain an expansion of the equations given in (2.16):
By a direct calculation, we get that each term in (2.32) is given by:
for j = −2, and
for a smooth function f satisfying f (0, 0, 0, 0, 0) = 0, with the notation U I,0 = U I,0 (t, 0) being the trace on the boundary {x = 0} (the same as the traces on {ξ = 0} or {z = 0}).
The terms of the expansion in (2.32) for j = 0 arē
whereG 0 =g(U I,0 ) for a smooth functiong satisfyingg(0) = 0, and G 0 is similar to G −1 given in (2.35) but has the form
for a smooth functionĝ vanishing at the origin.
Similarly, for the terms in (2.32) with j ≥ 1, we get
. Now, we derive the problems for the profiles U I,k , U B,k and U nc,k , k ≥ 0 by discussing the equationsF j =F j =F j = 0 for each j ≥ −2.
(1) Problems of the leading order profiles.
Discussion of the equationF −2 = 0. 
By noting that U nc,0 (t, z) decays rapidly when z → +∞ and
as the boundary layers are weak, from the first and the third components of (2.42), we get
by using lim z→+∞ (u nc,0 , v nc,0 ) = 0. Then, (2.42) can be simplified as
which implies θ nc,0 (t, z) ≡ 0 from the fourth component of (2.43). Thus, from the second component of (2.43), we have ∂ z τ nc,0 = 0 which implies τ nc,0 (t, z) ≡ 0 as lim z→+∞ τ nc,0 = 0. Hence, we finally obtain that
and combining the boundary conditions (2.26), it follows
Discussion of the equationF −1 = 0.
From the equationF −1 = 0, we get
Under the hypothesis that the boundary layers are weak, we have 
From (2.47) and (2.48), we know that the leading term of boundary layers of the radial velocity and the pressure doesn't appear.
Discussion of the equationF 0 = 0.
First, from (2.47) and the boundary conditions (2.45) it follows (2.50) u I,0 (t, 0) = 0.
Then fromF 0 = 0, it follows that U I,0 (t, x) satisfies the following problem (2.51)
Since the initial data U 0 (x) of the original problem (2.16) for U is supposed to be independent of , we endow the problem of U I,0 with the initial data U 0 (x), i.e., (2.52)
and the zero-th compatibility condition holds from (2.18). Thus, we know that the leading term U I,0 of outer flow satisfies the compressible Euler equations (2.51) 1 in Lagrangian coordinates with the radial velocity vanishing on the boundary.
From the expansion of r (t, x) given in (2.27)-(2.29), and noting that u B,0 (t, ξ) = u B,0 0 (t, ξ) = 0 from (2.47) and (2.50), we obtain r B,0 0 (t, ξ) = a. Then, by using (2.47) and (2.51) the equationsF 0 = 0 can be simplified as 4 , and get by using (2.48) that
and then from lim ξ→∞ u B,1 = 0,
From (2.75), we have the boundary condition of (v B,0 , θ B,0 ) as follows:
Here, we endow the problem of (v B,0 , θ B,0 ) with zero initial data, i.e.,
so that the zero-th compatibility condition is satisfied by virtue of (2.18) and (2.52),
Thus, we get that the boundary layer profiles (v B,0 , θ B,0 ) satisfy the boundary value problem (2.56)-(2.58), the profiles τ B,0 (t, ξ) and u B,1 (t, ξ) can be obtained immediately from (2.48) and (2.55) respectively. Moreover, from (2.53) 2 , one obtains the relationship between τ B,1 (t, ξ) and θ B,1 (t, ξ) given by:
which will be used for determining the profiles U B,1 (t, ξ) of U later.
(2) Problems of the O(
As we already have U nc,0 (t, z) ≡ 0, the equationF −1 = 0 given in (2.35) can be rewritten as
By using the argument similar to that one given in (2.42)-(2.44) for discussingF −2 = 0, from (2.61) one can obtain U nc,1 (t, z) ≡ 0 and then by combining (2.26), it yields
Next, we study the equationF 1 = 0 of U I,1 (t, x). As we already have determined u B,1 (t, ξ) from (2.55), then combining (2.62) we have the boundary condition of u I,1 ,
Thus, fromF 1 = 0 we know that U I,1 (t, x) satisfies the following linear problem (2.64)
Obviously, in (2.64), the initial and boundary data satisfy the zero-th compatibility condition by using (2.58) and (2.63).
Next, we use the equationF 1 = 0 to determine the profile U B,1 (t, ξ). Since we already know u B,1 (t, x) in (2.55), then fromF 1 = 0 we have
0 , and (2.67)
Combining (2.59) with (2.65), we get that (τ B,1 , v B,1 , θ B,1 )(t, ξ) and u B,2 (t, ξ) satisfy the following linear problem in {t > 0, ξ > 0}:
where h 1 , h 3 and h 4 are given in (2.67).
From the first equation given in (2.69), and from the second equation of (2.51), we have
then it is easy to know that
(τ
From the second equation given in (2.69), we have
Substituting this relation into the fourth equation of (2.69), and using (2.70), we get the following parabolic equation of θ B,1 , (2.72)
where τ B,1 (t, ξ) is given in (2.70), and
Combining the equation (2.72) with the third, fifth and sixth equations of (2.69), we immediately obtain that the profiles v B,1 (t, ξ) and θ B,1 (t, ξ) satisfy an initial-boundary value problem for a linear parabolic system, which is the linearized form of the problem (2.56)-(2.58) of the leading profiles (v B,0 , θ B,0 ).
Moreover, from the second equation given in (2.65), one obtains the relationship between τ B,2 (t, ξ) and θ B,2 (t, ξ):
with h 2 is given in (2.67), which will be used to determine the profiles U B,2 (t, ξ) of U (t, x).
(3) Continue the above process to study the equationsF k ,F k ,F k+2 = 0, k ≥ 0, we finally get that
which show that the problem (2.16) we are studying doesn't have the non-characteristic boundary layers, and then, from (2.26) we get
For all k ≥ 2, U I,k (t, x) are solutions to linearized Euler equations similar to (2.64) with the boundary condition u I,k | x=0 = −u B,k (t, 0), and U B,k (t, ξ) satisfy the linearized parabolic problems similar to that of U B,1 .
Conclusion. As mentioned above, we conclude that
Conclusion 2.1. The solution U = (τ , u , v , θ ) T to the problem (2.16) formally admit the following asymptotic expansions:
for rapidly decaying {U B,j (t, ξ)} j≥0 in ξ → +∞, where
(1) U I,0 (t, x) satisfies the following initial boundary value problem for the compressible Euler equations:
and U I,1 (t, x) satisfies the following problem for the linearized compressible Euler equations:
For all j ≥ 2, U I,j (t, x) are solutions to linear problems similar to (2.78) with the boundary condition u I,j | x=0 = −u B,j (t, 0).
(2) the leading boundary layer profile
and the following boundary value problem of nonlinear parabolic equations in {t > 0, ξ > 0}:
,
. The leading order profile of special volume τ B,0 (t, ξ) is given by
For the next order profile
) satisfies the following linearized problem of (2.80):
where h 3 andh 4 are given in (2.67) and (2.72), respectively; τ B,1 (t, ξ) is given in (2.70).
Remark 2.2. If we consider the non-slip boundary condition for the velocity filed in (2.16), v 0 (t) ≡ 0, we claim that v B,0 ≡ 0, which means that the boundary layer doesn't appear in the leading order of the velocity filed. Indeed, from the boundary condition u I,0 | x=0 = 0 and the third component of the equations in (2.77), we have ∂ t v I,0 | x=0 = 0, which implies that
Then, we know that v B,0 satisfies the boundary condition
and we can obtain that v B,0 ≡ 0 by using the uniqueness of solutions to the problem (2.80), which will be proved in §3.
3.1.
Well-posedness of the problem of U I,0 . From Conclusion 2.1, we know that the leading term
of outer solution satisfies the following nonlinear initial-boundary value problem in the domain {(t, x) : t, x > 0}:
One can see that the equations in (3.1) are the compressible Euler equations in the Lagrangian coordinates.
To study the problem (3.1), let's first consider the following nonlinear problem of
where the matrixÃ(U ) has the following form
is quadratic form as follows:
It is not difficult to show that the boundary condition given in (3.2) is sufficient to solve this problem.
One can verify that (3.2) is a symmetrizable hyperbolic system. Indeed, by letting
then S is symmetric, positive definite and
Thus, provided that
s > 3 2 withτ ,θ being two positive constants given in (2.19) , and the compatibility conditions of (3.2) hold up to order s − 1, there exists a T 0 > 0 and a unique solution U (t, r) to (3.2) such that
and τ (t, r) > 0, θ(t, r) > 0. One can refer to [11] or [22] for instance for the proof of this result. Now, we introduce the Lagrangian coordinates (t, x) in the problem (3.2) by the relation
(s, x)ds whereũ(t, x) = u(t, r(t, x)) and r 0 (x) = η −1 (x) is the inverse function of
By using the argument similar to that given at the beginning of Section 2, we know that the transformation from (t, r) to (t, x) is reversible and U (t, r(t, x)) is a solution to (3.1). Moreover, by combining (2.28) with (3.4) it follows
So, we have the following result:
withτ ,θ being positive constants given in (2.19) and s > 3 2 being an integer. and the compatibility conditions of (3.1) hold up to order s − 1. Then, there exists a T 0 > 0 and a unique solution
Moreover, we have τ I,0 (t, x) > 0 and θ I,0 (t, x) > 0.
3.2.
Study of the profile U B,0 . As we get in Conclusion 2.1, the key point of determining the profile U B,0 (t, ξ) is to study the problem (2.80). As usual, since (v B,0 , θ B,0 ) doesn't vanish at the boundary in general, we first construct an auxiliary function to homogenize the boundary conditions. More precisely, let ϕ = (ϕ 1 (t, ξ), ϕ 2 (t, ξ))
T be smooth and satisfy
from (2.80), we know that (v, θ) satisfy the following problem in {t > 0, ξ > 0}:
, ψ = θ I,0 + ϕ 2 , f 1 = −∂ t ϕ 1 and f 2 = −∂ t ϕ 2 − φϕ 2 . Now, let us study the well-posedness of the problem (3.9).
By using the results of U I,0 given in Proposition 3.1, we know that there exists a positive constant M 1 such that
and f ∈ H s−2 ((0, T 0 ) × R + ). Moreover, we choose ϕ properly to satisfy that
for a positive constant 0 < M 0 < M 1 /2, and for all k ∈ N,
The main result of this section is as follows:
Proposition 3.2. For the problem (3.9), there exist a 0 < T 1 ≤ T 0 and a unique solution (v, θ)(t, ξ) to (3.9) such that
and for all k ∈ N, the following estimate
Proof.
(1) The problem (3.9) is a classical initial-boundary value problem for quasilinear parabolic equations, so one can easily obtain the existence of the solution (v, θ) for 0 ≤ t ≤ T 1 with T 1 ≤ T 0 by using the classical theory, see [10] for instance. We mainly need to prove the estimate (3.13).
First, by the classical theory, we have
Then from (3.11), one gets
We are going to obtain the weighted L 2 −estimates of (v, θ). Multiplying (3.9) 2 by ξ 2k θ, k ∈ N and integrating over R + with respect to ξ, we get
where, and in what follows we use · to denote the L 2 −norm in ξ.
Next, we study each term given in (3.17). According to (3.16), we have
where δ will be chosen later.
Substituting (3.18) and (3.19) into (3.17) we obtain that there exists a positive constant
Similarly, from the equation of v we can get that there exists a positive constant C 2 such that (3.21)
Combining (3.20) with (3.21) and choosing δ =
in (3.20), we finally obtain by using the Gronwall inequality that there exists a positive constant
(3) Now, we want to get the weighted estimates of (∂ ξ v, ∂ ξ θ). Multiplying (3.9) 2 by − ξ 2k ∂ 2 ξ θ and integrating over R + with respect to ξ, it follows by integration by parts that 1 2
We need to estimate each term in (3.23) . First, we have
On the other hand, from the equation of θ given in (3.9) 2 , it yields
Thus, we have
For the term
we have
Thus, we get
Similar to the discussion for I 2 , we get
Obviously, we have
Plugging (3.24) − (3.27) into (3.23) we finally obtain that there exist
On the other hand, from the equation of v given in (3.9), we get
Combining (3.28) with (3.29), and using the weighted L 2 −estimate (3.22), it yields by the Gronwall inequality that there exists a positive constant
Together the estimate (3.22) with (3.30), we conclude the estimate (3.13).
(4) When f ∈ H m ((0, T 1 ) × R + ) and
.., m − 1, ξ ∈ R + , by applying the operator ∂ t to the problem (3.9), it yields (3.31)
By applying the same argument as in the above two steps for the problem (3.31), we can obtain that there exists a positive constant
Next, by applying the operator ∂ j t , j ≤ m to (3.9) and using the arguments similar to the above, we can get
and the corresponding estimates of the solution (v, θ) in these spaces.
(5) Recall from (3.9) that (3.33)
Using the results of the fourth step, we know that
Then by applying the operator ∂ ξ to the problem (3.33) and combining (3.34), it yields
Continuing this process, and finally we can get (3.14) to finish the proof.
Hence, we can obtain the similar results for the original problem (2.80) of (v B,0 , θ B,0 ) immediately by using Proposition 3.2 and (3.8). Indeed, combining with Proposition 3.1 we conclude that Proposition 3.3. Under the assumption of Proposition 3.1, and we choose the initial data U 0 of the problem (3.1) such that the compatibility conditions of (2.80) hold up to order s − 3. Then for the problem (2.80), there exist a 0 < T 1 ≤ T 0 and a unique solution (v B,0 , θ B,0 )(t, ξ) to (2.80) such that for all k ∈ N,
B,0 (t, ξ) from (2.47), and u B,1 is explicitly given by U B,0 in (2.55), from Proposition 3.3 we get for all k ∈ N,
3.3. Study of the profiles {(U I,j , U B,j )} j≥1 . As shown in Conclusion 2.1(1), the next profile U I,1 (t, x) of outer solution satisfies the following linear problem in {(t, x) : t, x > 0},
First, we observe that (3.39) is a symmetrizable hyperbolic system. Indeed, by letting
Thus, by applying the classical theory of symmetrizable hyperbolic systems (cf. [11, 22] ) for the problem (3.39), and using the boundary data u I,1 (t, 0) ∈ H s−2 (0, T 1 ) from Remark 3.4, there exists a unique solution U I,1 (t, x) to (3.39) such that
Here some regularity is lost in reducing to the case of zero boundary data.
Moreover, by using the equations given in (3.39) and an argument similar to that given in the proof of Proposition 3.1 for U I,0 , we get that
Here we also need to choose the initial data U 0 of the problem (3.1) such that the compatibility conditions of (3.39) hold up to order s − 4.
For the profiles U B,1 , we already have u B,1 in (2.55) with the regularity given in Remark 3.4. From Conclusion 2.1(2), we know that (v B,1 , θ B,1 )(t, ξ) satisfy the following linear problem in {(t, ξ) : t, ξ > 0} (3.42)
where h 3 andh 4 are given in (2.67) and (2.72) respectively, and τ B,1 (t, ξ) is given by (3.43)
As the problem (3.42) is a classical linear parabolic type for (v B,1 , θ B,1 ). So, by using the argument similar to that given in Subsection 3.2, we can obtain the following weighted estimates for (τ B,1 , v B,1 , θ B,1 ):
which immediately implies the boundedness of u B,2 (t, ξ) from (2.71),
for all n.
Continuing this process for 1
, we finally obtain that under the assumption of Proposition 3.1,
. Here the initial data U 0 of the problem (3.1) is chosen such that the compatibility conditions of the corresponding problems hold.
Remark 3.5. For the problem of U I,j (t, x), we deal with the term r I,j (t, x) as follows to get the estimates of U I,j ,
Stability of approximate solutions
In Sections 2 and 3, we have constructed the asymptotic expansion of the solution U to the problem (2.16), in the form (2.76), and obtained the existence of each profile in the expansion. In this section, we are going to rigorously justify the formal expansion (2.76) being true, which shows that the small viscosity and heat-conduction limit for the problem (2.16) satisfies the initial-boundary value problem of the compressible Euler equations (2.77) away from the boundary, and in the O( √ )−neighborhood of the boundary, the boundary layers (τ B,0 , u B,0 , v B,0 , θ B,0 ) are described by the problem of (2.79) − (2.81).
First, recalling the results of U B,0 given in Proposition 3.3 and Remark 3.4, we know that for a fixed small δ > 0, there exists a 0 < T * ≤ T 1 such that
as we have U B,0 | t=0 = 0 and
From §2 and §3, we know that for a fixed integer M ≥ 1, if U 0 − (τ , 0, 0,θ) T ∈ H s (R + ) with s > 3M + 2, andτ ,θ given in (2.19) , and the compatibility conditions hold for the problems of the profiles {U I,j (t, x), U B,j (t, ξ)} 0≤j≤M , then U a (t, x) defined by
is an approximate solution to the problem (2.16) for 0 ≤ t ≤ T * , in the sense that
where in the coefficient matrix of L ,
the source term R satisfies
and there exist two positive constantsτ ,θ such that
Moreover, for small T * , we have
for a positive constant r.
The main result of this paper is the following one:
Theorem 4.1. Under the assumption of Proposition 3.1 with s > 11, let U a be an approximate solution to the problem (2.16) given in (4.2) and satisfy (4.3) with (4.5) holding for M = 3. Then there exists δ > 0 and C > 0 independent of such that when (4.1) holds, there exists a unique solution U to (2.16)
Moreover, we have
Remark 4.2. From Theorem 4.1, we see that the asymptotic expansion of U developed in §2 is rigorously justified for small δ. This also shows that boundary layer is stable in the small viscosity and heat conduction limit in a time interval as long as the boundary layer U B,0 is properly weak. The phenomenon that weak boundary layers is stable appeared already in [5, 6, 19, 21] .
We shall adapt Rousset's idea [20] to prove this theorem.
Estimates of errors. For the approximate solution U
a given in (4.2), denote by
and let
Now, we will derive the problem of the error U (t, x) and then study the estimates of U (t, x) by the energy method, from which we will easily get the proof of Theorem 4.1 in the next subsection.
From (2.16) and the problem (4.3) of U a , we know that U satisfies the following problem:
where U II = (u, v, θ) T and N = R + R q , with
The local existence of the solution to (4.10) is followed by the classical theory, see [19, 21] for instance. Define
and p ≤ M will be chosen later, the notation · denotes the standard L 2 −norm in the x−variable.
To prove that T = T * , it suffices to check by an energy estimate that we cannot have E(T ) = p . Otherwise, it will contradict the definition of T .
The main idea of the proof is to deduce that we have the following energy estimate
for the solution of (4.10).
Once (4.12) is proved, Theorem 4.1 follows by a classical argument.
As sup 0≤t≤T E(t) ≤ p , by the Sobolev embedding, we have for p ≥ 1 and t ∈ [0, T ],
Using this a priori bound, let us estimate the term R q given in (4.10). First, we rewrite R q as
Thus, for p ≥ 1 and ∀s ∈ [0, t] with fixed t < T * , we have
As we know that u B,0 ≡ 0, it follows that
for a constant C > 0 independent of . Thus, using the spacial structure of A and the estimate (4.19), we have
where (R q ) 1 stands for the first component of R q . In the above estimates and the following calculation, we denote by , O(1) and C generic numbers, possibly large which do not depend on and T .
Note that for j = 0, 1,
Therefore, from (4.5) and (4.14) − (4.20), we get the following estimate: 
with C being a positive constant independent of and T . Now, to study the estimate of the solution to the problem (4.10), we observe the following fact first:
Proposition 4.4. There exists a positive definite symmetric matrix S(U a ) such that
(1) the matrix SA(U a ) is symmetric, (2) the matrix SB(U a ) is symmetric and there exists a positive constant c 0 such that
It is easy to check that the matrix
is the desired one which satisfies the above Proposition.
Similar to [20] , for the estimate of the solution U to the problem (4.10), first we have 
Proof. From the special form of the matrix A, we can estimate the third component of U (t, x) (i.e. v(t, x)) first, and for convenience we denote the remaining components of U (t, x) by w(t, x) (τ, u, θ) T (t, x). Correspondingly, we denote the associated components of the approximate solution U a by w a .
(1) From the problem (4.10), we know that v(t, x) satisfies the following initial-boundary value problem in {t, x > 0}:
where N 3 is the third component of N given in (4.10). We multiply (4.25) by v and integrate the resulting equation with respect to x over (0, +∞), to obtain that
It is easy to have
where c = (r) 2 /τ and C i > 0 (i = 2, 3) is independent of . And
for a constant C 4 > 0 independent of and M 1 (to be chosen later), by using
with j = 0, 1.
Plugging (4.27) and (5.36) into (4.26), we obtain by using the Gronwall inequality that
(2) To estimate w, from the problem (4.10) we have the following initial-boundary value problem for w(t, x) in {t, x > 0}, (4.31)
where w II = (u, θ) T , R s , N s are the terms R l , N given in (4.10) but without the third component, and
As in [20] , in the Lemma 4.7 below, we will show that there exist positive constants C 2 , δ 0 , δ 1 and M 0 such that for every δ ≤ δ 0 given in (4.1) and M 1 ≥ M 0 with M 1 δ ≤ δ 1 , the solution to (4.31) satisfies the following estimate for t ∈ [0, T ],
Combining (4.30) with (4.32), one can obtain (4.24) when M 1 δ is properly small. Next, we try to verify the estimate (4.32). First, we observe that Proposition 4.4 still holds for the matrixes A 1 (U a ), B 1 (U a ) with respect to the symmetrizer (4.33)
Moreover, by virtue of (4.6) and (4.7) there exists a positive constant c 1 such that the eigenvalues of A 1 (U a ) satisfy
From now to the end of the proof of Lemma 4.7, we still use the notation U B,0 to stands for (τ B,0 , 0, θ B,0 ) T with zero being u B,0 . Denote every function f (U a ) by f a , and the left, right eigenvectors of
with c a being given in (4.35). Thanks to the following lemma, we have the important property
where S a 1 is the symmetrizer given in (4.33). Lemma 4.6. ( [12] ) The matrix S is positive definite, and SA(u 0 ) is symmetric for some state u 0 , if and only if there exists a matric L composed of the left eigenvectors of
where λ i , i = 1, ..., m are eigenvalues of A(u 0 ).
To estimate w, as in [20] , we define the weighted norm
We diagonalize the equation (4.31) by setting w = R a V in (4.31), and get
By using the equations (4.37), we have the following result which can be used to finish the proof of Lemma 4.5, Lemma 4.7. Under the assumption of Theorem 4.1, there exist positive constants C 2 , δ 0 , δ 1 and M 0 such that for every δ ≤ δ 0 given in (4.1) and M 1 ≥ M 0 with M 1 δ ≤ δ 1 , the solution to the prolem (4.10) satisfies the estimate for all t ∈ [0, T ],
Proof. We set P = diag(ϕ 1 , ϕ 2 , ϕ 3 ) where ϕ 2 = 1 and ϕ i (i = 1, 3) are solutions of
with ϕ i (0) = 1, where M 1 > 0 will be chosen later. Obviously, we have
and (4.41)
Using (4.1), we know that ϕ i , i = 1, 3 are bounded for M 1 δ small. For example, when M 1 δ ≤ ln 2, it follows for every > 0,
Multiplying (4.37) by P V from the left and integrating the resulting equation with respect to x in (0, +∞) we obtain that 1 2
Each term in (4.43) can be treated as follows. First, in view of the choice of the weight P , we know for M 1 δ ≤ ln 2,
and from (4.36), it follows that
. Then according to (4.33), for M 1 δ ≤ δ 1 with small δ 1 , there exists α > 0 such that
Thanks to the diagonal matrices P, D a and (4.41), we have
Noting that
and the boundary condition of w, it implies
Consequently, we obtain
, and then
where C is independent of M 1 for M 1 δ ≤ ln 2. Hence, we get that by choosing M 1 large enough, there exists a large constant, still denote by M 1 , such that
Next, we consider the term
which is the sum of
hence, we need to study
provided that ξ∂ ξ U B,0 is uniformly bounded, then we only need to estimate the term
Denote by Π c a projection on the kernel of A c 1 . One crucial fact of Π c is the following identities
which is obtained by taking the derivative of A c 1 Π c = 0 in the direction h. Thus, thanks to the identity (4.48), we have
Then, we study the terms (L
. Again, we write the terms in the following form
where C is a positive constant independent of M 1 given in (4.47), and the second term on the right hand side of the above inequality can be absorbed by (4.47) for M 1 large.
On the other hand, according to (4.48), we can write ∂ ξ U B,0 = χR c 2 for a scalar function χ, which implies that 
where C is independent of M 1 .
It remains to estimate the term (P
by using the special structure of B a 1 and the boundary condition of w. From (4.36) and (4.44), we have
with c 0 a positive constant. Hence, from (4.53) and (4.54) we get
Next, it is easy to have
and To close an energy estimate from (4.24), we need to control the term
2 . This is the aim of the following lemma.
Lemma 4.8. Under the same assumption as given in Theorem 4.1, for any α > 0, there exists a constant C(α) such that
Proof. First, taking derivative with respect to the spatial variable x of the first equation of (4.10) and using the structure of A, it yields that (4.59)
Then by using the second equation of the system (4.10) to express ∂ 2 x u, we obtain
Plugging (4.60) into (4.59), we obtain (4.61)
Next, we take the scalar product of (4.61) with 2 ∂ x τ , and get
It remains to estimate the term
We treat the last term of (4.63) as follow (we recall that U II (t, 0) = 0):
Thus, from (4.63) we get that by using U (0, x) = 0,
and then for α > 0,
Finally, we get (4.58) by combining (4.62) and (4.64). Now, we need to estimate the term ∂ t U appeared on the right hand side of (4.58).
Lemma 4.9. Under the same assumptions as given in Theorem 4.1, there exists a positive constant C 3 such that
Proof. This estimate is a classical one for parabolic equations. Multiplying S a ∂ t U on both sides of the equation (4.10), we get that
According to the special structure of S a B s and ∂ t U II (t, 0) = 0, we have by an integration by parts that: Proof of Theorem 4.1. First, by adding (4.58) to 2(α + δ) · (4.65), and choosing α, δ properly small such that 4(α + δ)C 3 ≤ 1, with C 3 being given in (4.65) , we get
Next, by calculating (4.24) + 4C 1 M 1 δ · (4.68), we deduce
Thus, when we choose δ small satisfying 1 − 4C 1 M 1 C 4 δ > 0 and 1 − 2C 6 M 1 δ > 0, then from (4.69), we obtain (4.70)
To conclude 
Thus, by substituting (4.22) and (4.71) into (4.70) we deduce
Hence for 3 ≤ p ≤ M and > 0 small, we have
where C is independent of and T . Finally, by using the Gronwall inequality, we obtain
and this completes the proof of Theorem 4.1.
Some results under the Eulerian coordinates
Now, let us go back to the problem (2.5) in the Eulerian coordinates {(t, r) :
where the initial data (ρ 0 , u 0 , v 0 , θ 0 )(r) satisfies
with positive constants ρ, θ, and the compatibility conditions:
It is known that the four characteristics of the system (5.1) are
In the noncharacteristic case, respectively characteristic case, the size of the boundary layer is , respectively √ , so for the solution to the system (5.1), when tends to zero,
(1) (ρ I,0 , u I,0 , v I,0 , θ I,0 )(t, r) satisfy the boundary value problem for the following Euler equations in the radial symmetric form in {(t, r) : t > 0, r > a}:
The leading boundary layer profiles (ρ
, andf denoting the trace of a related function f on the boundary, and the following boundary value problem of nonlinear parabolic equations for (v B,0 , θ B,0 ) in {t, η > 0}:
where Q = (c V + R)ρ I,0 θ I,0 and
is given by
(2) (ρ I,1 , u I,1 , v I,1 , θ I,1 )(t, r) satisfy the linearized problem of (5.9) in {(t, r) : t > 0, r > a}:
The boundary layer profiles (τ B,1 , u B,2 , v B,1 , θ B,1 )(t, η) satisfy the following linear boundary value problem:
with v B,0 For all j > 1, (ρ I,j , u I,j , v I,j , θ I,j )(t, r) are solutions to linearized problems similar to (5.13) with the boundary condition u I,j | x=0 = −u B,j (t, 0) and zero initial data, and (ρ B,j , u B,j , v B,j , θ B,j )(t, η) satisfy linear problems similar to (5.14).
Remark 5.2. The problem (5.14) can be reformulated as a linearized problem of (5.10), (5.11) and (5.12). Indeed, from the first equation of (5.14), we can express ρ B,1 in a formula of θ B,1 . Then using the second and fourth equations of (5.14), one can obtain a relation of u B,2 0 in terms of (v B,1 , θ B,1 ) by virtue of the first equation of (5.14), from which we determine u B,2 (t, η) immediately since lim η→∞ u B,2 (t, η) = 0. Substituting the representations of ρ B,1 and u B,2 0
into the third and fourth equations given in (5.14), we get a linear parabolic system for (v B,1 , θ B,1 ), being a linearized system of (5.11).
Let η 1 + η 2 . By the arguments similar to that given in Section 3 we have the following result: In Section 4, we have already justified the asymptotic expansion (2.76) of the solution to the problem (2.16). As we know, (2.16) can be obtained from the problem (5.1) by using the coordinate transformation (2.10), thus we want to establish the asymptotic expansion of the solution to the problem (5.1) with the help of results which we have obtained.
Denote by U e (t, r) = (ρ , u , v , θ ) T (t, r), U I,j e (t, r) = (ρ I,j , u I,j , v I,j , θ I,j ) T (t, r), j ≥ 0, U B,j e (t, η) = (ρ B,j , u B,j , v B,j , θ B,j ) T (t, η), j ≥ 0.
Let U l (t, x), respectively U a l (t, x), be the solution, respectively the approximate solution given in (4.2), to the problem (2.16) in the Lagrangian coordinates (t, x). As we know in Section 2, (5.17)
U e (t, r (t, x)) = ( 1 τ l , u l , v l , θ l ) T (t, x), t, x > 0, We know that q e (t, η) is a solution of the following problem in {(t, η) : 0 < t < T, η > 0}: Similarly, we can get the estimate (5.31) for other terms in U e .
2. Now, we need to check (5.32) and also take the density for example. For any M 1 > a, from the Lagrangian transform (5.20), we know that there exists a positive constant M 2 independent of such that
Therefore, when a ≤ r ≤ a + M √ for any M > 0 and small : 0 < < 1, there exists a unique 0 ≤ x ≤ M √ with M being a positive constant independent of , such that r = r (t, x).
Then, similarly as in (1) ≤ ρ (t, r (t, x)) − ρ One can prove (5.32) for other components of U e by similar arguments.
From Theorem 5.5, we have that away from the boundary, the circularly symmetric 2D Navier-Stokes flow U e (t, r) is approximated by the corresponding Euler flow U I,0 e (t, r); and near the boundary, U e (t, r) is approximated by the boundary layers e (t, r−a √ ). In particular, the boundary layers of density, temperature and angle velocity exist, but the radial velocity and pressure have no boundary layers in the leading order.
