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In the study of strongly interacting systems, correlations on the two-particle level are receiving
more and more attention. In this work, we study a particular two-particle correlation function: the
fermion-boson vertex. It describes the response of the Green’s function when an external field is ap-
plied and is an important ingredient of diagrammatic extensions of Dynamical Mean-Field Theory.
We provide several perspectives on this object, using Ward identities, sum rules, perturbative anal-
ysis and asymptotic relations. We then use these tools to study the vertex across the doping-driven
metal-insulator transition and find a divergent imaginary part.
PACS numbers:
I. INTRODUCTION
Strongly correlated fermion systems are an area of
wide physical interest that started in the 1930s and
1940s1–5. The 1960s saw the introduction of the Hub-
bard model6–9, which has become the model for studying
correlation effects such as the interaction-driven metal-
insulator transition10,11. Correlations are also believed
to play a crucial role in high temperature superconduc-
tors12–14. The advent of two-dimensional materials15–20
further enhanced interest in this topic, since correla-
tions are particularly strong in low-dimensional systems.
Recently, it has become possible to use optical lattices
to create highly tunable systems of correlated fermionic
atoms and molecules21,22, opening up an entirely new
vista on correlation effects.
From the theory point of view, the development of Dy-
namical Mean-Field Theory (DMFT)23,24 formed a ma-
jor breakthrough. This theory captures all local corre-
lation effects by means of an effective single-site model
(the impurity model) subject to a self-consistently deter-
mined, dynamical field. The theory describes the tran-
sition from a metallic to an insulating state when the
strength of the electron-electron interaction is increased.
Today, the method forms the basis for realistic electronic
structure calculations in correlated materials25–27.
The single-particle Green’s function G is the central
object in DMFT. The density of states can be deter-
mined directly from G, the insulating state is seen as an
opening of the gap in the density of states at the Fermi
level. The single-particle Green’s function also contains
information on quantities like the quasiparticle lifetime
and the photoemission spectrum. However, there’s more
to strongly correlated systems than just G. After one-
particle quantities, two-particle quantities are the obvi-
ous next step. These describe aspects like the spin-spin
and charge-charge correlation in the material and the re-
sponse to external fields. DMFT provides a recipe to cal-
culate these two-particle quantities24,28 and that recipe
starts with the two-particle properties of the single-site
impurity model.
There is an additional reason why the two-particle
properties of the impurity are of interest. In finite-
dimensional systems, DMFT is an approximation since
it only captures local correlations. Extending DMFT
to add non-local correlations is currently an area of ac-
tive interest29,30. Many of these approaches use the two-
particle properties of the impurity model as a starting
point. This has motivated a systematic investigation
of issues like their frequency structure, asymptotics and
symmetries31–36.
So far, these investigations have mainly been focussed
on the fermion-fermion vertex γ. The fermion-boson ver-
tex λ, which is effectively obtained by tracing out one
degree of freedom in the fermion-fermion vertex, has re-
ceived less attention even though it is simpler. Study-
ing this simplified object is relevant, since it describes
the system’s response to external fields37. The vertex
also describes the coupling between the fermions and (ef-
fective) bosons such as plasmons, magnons, orbitons or
Cooper pairs. In this way, the vertex appears in Hedin’s
equations38,39 and in functional renormalization group
descriptions40–42.
Furthermore, the fermion-boson vertex appears in sev-
eral diagrammatic extensions of DMFT, such as dual
boson43 and TRILEX44. In fact, the simplicity of the
fermion-boson vertex was one of the motivations for
the TRILEX44,45 method: approximating the fermion-
boson vertex of the lattice model by the vertex of a
self-consistent impurity model. In the dual boson ap-
proach, the fermion-boson vertex determines the leading
order diagrammatic contributions. It has been shown46
that the fermion-boson vertex is sufficient to capture the
leading non-local correlation effects in the charge-density
wave transition. The fermion-boson vertex is also suf-
fices to obtain the correct high-frequency asymptote of
the momentum-resolved susceptibility in dual boson47,48.
Within DMFT, the fermion-boson vertex can be used to
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2efficiently evaluate the spatial susceptibility49. The ad-
vantage of the fermion-boson vertex is even clearer with
an eye on multi-orbital systems, since the reduced object
carries only two fermionic orbital labels and one bosonic
channel index. This makes application of the fermion-
boson vertex more computationally feasible, especially if
the relevant channels (e.g., density, magnetic or a specific
orbital combination) are known a priori.
In this work, we systematically study the fermion-
boson vertex in DMFT. We study its physical content,
analytical properties, perturbative expansion at small in-
teraction strength, Ward identity, asymptotics and its be-
haviour near the metal-insulator transition. Compared to
previously published results for the charge channel46,50,
we add the magnetic channel and discuss similarities and
differences between the two. We also extend results ob-
tained for the fermion-fermion vertex to the fermion-
boson vertex.
II. PHYSICAL CONTENT OF THE
FERMION-BOSON CORRELATION FUNCTION
Two-particle functions play an important role in our
theoretical understanding of interacting systems. They
have two physical interpretations. On the one hand, they
can be interpreted as describing the correlation in a sys-
tem. On the other hand, the susceptibility describes the
(linear) response of the system to external stimuli. These
two meanings are linked together by the Kubo formula51,
mathematically both correlation and response are ob-
tained as second derivatives of the free energy.
An illustrative example of a two-particle function is
the magnetic susceptibility,
d 〈Sz1 〉
dh2
= 〈Sz1Sz2 〉 − 〈Sz1 〉 〈Sz2 〉 ,
which involves two space-time coordinates, which corre-
sponds to one frequency and momentum in a translation-
ally invariant system. As a response function, this tells
us how the magnetization at coordinate 1 changes when
we apply a magnetic field at coordinate 2. The equal-
ity of correlation and response function follows from the
fact that the magnetic field h is conjugate to Sz in the
Hamiltonian, i.e., H = H0 − hSz.
Since we are considering systems of fermions, the
(bosonic) operator Sz is an operator consisting of pairs
of fermionic operators. The generalized concept of a
two-particle susceptibility thus consists of a four-fermion
correlation function, with four space-time coordinates or
three frequencies and momenta,
〈c1c∗2c3c∗4〉 .
As a response function, this corresponds to the change in
〈c1c∗2〉 due to a field that removes a fermion at coordinate
3 and puts it back at coordinate 4. From a concrete
physical point of view, this response function is hard to
visualize.
The subject of this work considers an intermediate op-
tion, where only one of the bosonic operators has been
replaced by the underlying fermions37 (the minus sign
here is a question of convention),
−〈c1c∗2Sz3 〉+ 〈c1c∗2〉 〈Sz3 〉 =
dG12
dh3
, (1)
G12 =− 〈c1c∗2〉 . (2)
Just like the magnetic susceptibility, this quantity de-
scribes the response to a magnetic field. The difference
is that the observable under investigation is not simply
a number, it is an object which has internal coordinates.
Transforming to frequency space, the Green’s function
describes the spectral function of the system and the re-
sponse function tells us how the spectral function changes
when an external magnetic stimulus is applied37. This
stimulus can be a static, homogeneous field, but it can
also be a periodic field or a magnetic adatom on top of a
two-dimensional surface. The fermion-boson vertex plays
a fundamental role in Fermi liquid theory37.
To be more concrete, let us start by considering a sys-
tem of non-interacting paramagnetic fermions with spin
↑ and ↓. If we apply a homogeneous, time-independent
magnetic field h, what effectively happens is that all the
energy levels of the ↑ and ↓ spins move in opposite direc-
tions and the paramagnetism is broken. After integrating
over the energy of the fermions, the usual magnetic sus-
ceptibility dm/dh is found, which gives the total change
in magnetization.
The situation at finite frequency is slightly different. A
homogeneous finite frequency field does not change the
net magnetization at any time since both the number of
↑ and ↓ fermions are conserved quantities. Even though
it does not change the number of particles, the field does
have an effect on the spectrum. A fermionic state a with
energy Ea < 0 would normally show up in the photoe-
mission spectrum exactly at energy Ea. In the presence
of a finite frequency field, however, it is possible for the
fermion to absorb (or emit) a quantum of energy ω from
the field hω, so that it now shows up at energy Ea±ω in
the photoemission spectrum. We are restricting our anal-
ysis to linear response, which means that only a single
quantum of energy is emitted or absorbed. The overall
magnitude of these shifted features in the photoemission
spectrum is proportional to h.
To be more precise, we can use the fermion-boson ver-
tex of the non-interacting system to see what happens.
Starting from the paramagnetic solution, the linear re-
sponse is (this type of calculation will be done in more
detail in the remainder of the manuscript, here it serves
to illustrate the general procedure):
dG↑,E,E+ω
dhω
=− 〈c↑,Ec∗↑,E+ωSzω〉+ 〈c↑,Ec∗↑,E+ω〉 〈Szω〉
=−G0↑,EG0↑,E+ω,
where the second line follows from Wick’s theorem after
using Sz = c∗↑c↑ − c∗↓c↓. A subtlety is that the Green’s
3dG
dh
= G GL
h
dG0
dh
= G
0 G0
h
FIG. 1: The fermion-boson vertex37 L describes the linear
response to an external field h in diagrammatic notation. In
a non-interacting system, it is equal to unity.
function on the left-hand side now needs two frequency
arguments, the energy of a single fermion is not conserved
since it can exchange energy with the external field. In
terms of times instead of energies, if an external field is
applied at t0, time translation symmetry is broken and
the Green’s function depends not just on t2 − t1 but on
both times separately. On the right-hand side, everything
is written in terms of the system without external field,
where a single frequency argument is sufficient, since the
system without external field has time translation sym-
metry. For the density of states AE = − 1pi ImGE , we
thus find
dA↑,E,E+ω
dhω
= ReG0↑,E+ω ·A0↑,E + ReG0↑,E ·A0↑,E+ω.
(3)
The change in the photoemission spectrum has two con-
tributions, the first from particles that were originally at
E and have absorbed energy ω, the other from particles
that were at E + ω and emit energy ω.
This was the situation for a non-interacting system,
where physical intuition already explains what will hap-
pen. In an interacting system, the situation is more sub-
tle. First of all, the interaction changes the properties
of the fermion quasiparticles which leads to energy shifts
and finite lifetimes. Secondly, the response to the exter-
nal field will also change. The particle that absorbs a
quantum of energy from the field will be interacting with
all other fermions. The fermion-boson vertex quantifies
these interaction effects.
Having seen the non-interacting result, a product of
two Green’s functions, it makes sense to write
dGE,E+ω
dhω
= GELE,ωGE+ω (4)
which serves as the definition of L, c.f., Eq. 1. The non-
interacting system then corresponds simply to L = −1
(the minus sign is a question of convention). The in-
teracting and non-interacting response to the external
field can be illustrated diagrammatically as in Fig. 1 (see
Chapter 2 of Ref. 37 for a pedagogical introduction).
III. MODEL AND METHOD
We now move towards a concrete model and method
where the fermion-boson vertex can be determined nu-
merically. Dynamical Mean-Field Theory (DMFT) pro-
vides a description of local correlations in interacting
fermion systems. This is done by mapping the inter-
acting lattice model to an effective single-site impurity
model. We determine the fermion-boson vertex of this
impurity model. The parameters of the effective impu-
rity model are determined in a self-consistent fashion, in
such a way that the impurity model mimics the original
lattice model.
To be more concrete, we consider the Hubbard model
on the triangular lattice. This model is given by the
Hamiltonian
H = −
∑
ij,σ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓, (5)
where c†iσ is the creation operator for a fermion on site
i with spin σ =↑, ↓. niσ = c†iσciσ counts the number of
electrons with spin σ on site i, due to the Pauli principle
niσ is either 0 or 1. For the hopping tij , we only consider
hopping between nearest-neighbors in the triangular lat-
tice and in the following we use the nearest-neighbor ma-
trix element t = 1 as the unit of energy. Any on-site
energy tii is incorporated in the chemical potential. The
interaction U between fermions of opposite spin happens
when they simultaneously occupy the same site. In elec-
tronic systems, typically U > 0 since the Coulomb inter-
action between electrons is repulsive. In other fermionic
systems, U < 0 is a possibility and our analysis holds
for both situations. We study this Hubbard model as a
function of temperature 1/β and chemical potential µ.
The DMFT impurity model is given in the action for-
mulation as
Simp = − 1
β
∑
νσ
c∗νσ(iν + µ−∆ν)cνσ + Un↑n↓, (6)
where ν denotes a fermionic Matsubara frequency. Here,
the hybridization ∆ is chosen in a self-consistent fashion,
using the condition that the local Green’s function of the
impurity model and the associated lattice model should
be equal:
gσν =
(
GDMFTlocal
)σ
ν
(7)
where gσν = −〈cνσc∗νσ〉 is the Fourier transform of the
imaginary time Green’s function of the impurity model
and 〈·〉 denotes the expectation value of an observable
within the impurity model, Eq. (6). The DMFT Green’s
function of the lattice model is given by
(
GDMFTlocal
)σ
ν
=∑
k(g
σ
ν + ∆ν − tk)−1, where
∑
k is the average over mo-
mentum k and tk is the Fourier transform of tij . Note
that tk is the only place where the lattice structure en-
ters the DMFT formalism. A more detailed explanation
of DMFT can be found in the review24.
As is usual for mean-field theories, information about
the actual lattice structure enters the calculation only in
a rather coarse way. For example, for Weiss’ mean-field
theory for magnetism, only the coordination number en-
ters into the calculations. In the case of DMFT, it is
4ν
ν + ω
ω −
ν
ν + ω
ω +
ν
ν + ω
〈n〉
− 〈cνc∗ν+ωnω〉
gνLνωgν+ω
DisconnectedConnected
FIG. 2: Diagrammatic structure of the fermion-boson vertex
L, c.f. Ref. 46. Straight lines with arrows denote the single-
particle Green’s function g, the wavy line denotes the coupling
to the external bosonic field. Note that the vertex here is
rotated 90 degrees with respect to Fig. 1, the boson is on the
right-hand side instead of at the top.
the local density of states (DOS) of the non-interacting
model that carries the information about the lattice into
the computations. In that sense, our results here should
mostly be considered to describe the rather generic phe-
nomena described by the DMFT approximation rather
than specific features of the triangular lattice. In par-
ticular, DMFT does not provide an accurate description
of specifically low dimensional phenomena like magnetic
ordering.
The triangular lattice was chosen since it does not have
special additional symmetries, like the particle-hole sym-
metry of bipartite lattices. There is no vanishing of the
density of states, as in the honeycomb lattice, and the
Van Hove singularity is well separated from half-filling
where the Mott-Hubbard transition occurs.
Coming back to the impurity problem, we use
a continuous-time quantum Monte Carlo (CTQMC)
solver52–54 based on the hybridization expansion. This
solver55 uses improved estimators50 for the fermion-
boson vertex: the Monte Carlo routine measures higher-
order correlation correlation functions that are related to
the fermion-boson vertex via the equation of motion.
IV. FERMION-BOSON VERTEX OF THE
IMPURITY MODEL
With that, we come to the main subject of this work,
the fermion-boson vertex of the impurity model. Several
definitions are possible, especially regarding the normal-
ization. The physical content is independent of these
definitions. For our purposes here, the most convenient
definition is
Lσ
′σ
νω =
− 〈cνσc∗ν+ω,σnσ′,ω〉− βgν 〈nσ′〉 δω
gνgν+ω
. (8)
Here, Lσ
′σ is the coupling between a σ electron and an σ′
boson, where nσ′,ω =
∑
ν′ c
†
σ′,ν′cσ′,ν′+ω. The fermionic
and bosonic Matsubara frequencies ν and ω should be
understood as the Fourier transform of the imaginary
γ
σ, ν
σ, ν + ω
σ′, ν′
σ′, ν′+ω
FIG. 3: The connected contribution to the fermion-boson
vertex L, where γ is the fermion-fermion vertex. The two
fermionic propagators on the right-hand side together com-
prise the boson line of Fig. 2, as indicated by the brace.
time correlation functions. In the following we assume
paramagnetism so that it is sufficient to consider L↑↑ and
L↑↓. The definition of L is illustrated in Fig. 2.
The original dual boson works43,46 use a slightly differ-
ent definition. There, the fermion-boson vertex is given
by
λρ,σνω =
− 〈cνσc∗ν+ω,σρω〉− βgσν 〈ρ〉 δω
gσν g
σ
ν+ωχ
ρ
ω
, (9)
where ρ is a Hermitian bosonic variable, we restrict our
attention to ρ = n = n↑ + n↓ or ρ = Sz = n↑ − n↓, and
χρω =− 〈ρωρ−ω〉+ 〈ρ〉 〈ρ〉 δω, (10)
is the corresponding susceptibility of the impurity model.
This definition differs in two ways from Eq. (8). First,
there is a normalization by χ−1. Secondly, λ is defined in
the charge and Sz channel whereas L is defined per spin
component. The two are related as
L↑↑νω =
1
2
(
χnωλ
n,↑
νω + χ
z
ωλ
z,↑
νω
)
,
L↓↑νω =
1
2
(
χnωλ
n,↑
νω − χzωλz,↑νω
)
Essentially, the spin-based notation is the appropriate
basis for the non-interacting system where both spin sec-
tors are decoupled. On the other hand, the charge and
magnetic channel are the best basis for the Hubbard
interaction, as can be seen in the RPA expression for
the susceptibility and in the observation that the metal-
insulator transition corresponds to a gap opening in the
charge sector and not in the spin sector.
The fermion-boson vertex is related to the fermion-
fermion vertex γ,
γσσ
′
νν′ω =
g
(4)σσ′
νν′ω + βgνσgν+ωσδνν′δσσ′ − βgνσgν′σ′δω
gνσgν+ωσgν′σ′gν′+ωσ′
g
(4)σσ′
νν′ω = +
〈
cνσc
∗
ν+ωσcν′σ′c
∗
ν′+ωσ′
〉
. (11)
The fermion-boson vertex can be obtained from the
fermion-fermion vertex by “tying together” two fermion
lines of γ37,43. This corresponds to summing over ν′ in
Eq. (11). In a previous work46, we used only the charge
channel, here we also give the explicit variant for the spin
5channel,
λρ,σνω = (χ
ρ
ω)
−1
(
1
β
∑
σ′ν′
(±1)ρ,σ,σ′ γσσ′νν′ωgσ
′
ν′ g
σ′
ν′+ω − 1
)
.
(12)
Here, (±1)ρ,σ,σ′ is equal to 1 for ρ = n, for ρ = Sz it is
equal to +1 if σ = σ′ and −1 otherwise. The spin struc-
ture is clearer when written in the notation of Eq. (8),104
L↑↑νω =−1 +
1
β
∑
ν′
γ↑↑νν′ωgν′gν′+ω
L↓↑νω = +
1
β
∑
ν′
γ↑↓νν′ωgν′gν′+ω. (13)
These formulas show that even in a non-interacting sys-
tem, i.e., U = 0 and γ = 0, the fermion-boson vertex
has a finite value of −1. This finite value comes from the
equal-spin channel. In terms of response functions, this
corresponds exactly to the response of a non-interacting
system, as discussed in Sec. II.
The relation between the fermion-fermion and fermion-
boson vertex follows from the fact that the boson in ques-
tion actually consists of two fermions. Diagrammatically,
the wavy line in Fig. 2 is replacement by two fermionic
lines. The difference is that one of the fermionic fre-
quencies, ν′ is summed over, these two fermions are tied
together into a bosonic operator.105 There are two dis-
connected diagrams in Fig. 2. The disconnected diagram
on the right is removed by the term proportional to δω
in Eq. (9). In the diagram on the left, spin and energy
conservation require σ′ = σ and ν′ = ν. In that case, it
is equal to gνgν+ω, which cancels with the denominator
of Eq. (9) and gives the trivial non-interacting contri-
bution −1 to the vertex. The non-trivial contribution is
obtained by inserting the exact two-particle vertex γ into
the diagram, as shown in Fig. 3.
V. PERTURBATIVE ANALYSIS
The relation between L and γ, Eq. (13), allows us to
transfer the diagrammatic analysis32,57 of γ in terms of
U into an expansion for λ and L. In this weak-coupling
expansion, we do use the exact single-particle Green’s
function g and susceptibility χ. The idea here is that
g and χ are much easier to determine than γ, λ and L,
since the former depend only on a single frequency. Doing
the expansion in terms of the interacting g means that
we do not have to take into account self-energy insertion
diagrams. Using L, which has explicit spin labels, is ben-
eficial since the bare interaction U only couples electrons
with opposite spin. This interaction happens instanta-
neously.
The Feynman rules used for drawing these diagrams
are given in Appendix A. Simply put, we use blue and
red lines for fermionic propagators g with spin up and
down respectively. The 4-fermion Hubbard interaction
U has one ingoing and one outgoing line of both spin
flavors. The results of the diagrammatic expansion that
follows are summarized in Table I, where the various dia-
grams are denoted by letters and will be discussed in the
following.
1. L↑↓
Starting with the unequal spin vertex, we obtain one
diagram that features a single Hubbard interaction,
L↓↑νω|(a) =−
U
β
∑
ν′
gν′gν′+ω (14)
=− UBω, (15)
where B is a shorthand notation for the bubble of two
Green’s function, see Appendix B. This result is notably
independent of ν. This expression can also be obtained
by inserting the lowest-order approximation for the ver-
tex, γ↓↑νν′ω ≈ −U , into Eq. (13).
The two Green’s functions in this expression appear
as a bubble, in other words as χ0. We can account for
higher orders in U by replacing χ0 by the appropriate
susceptibility χ, taking into account the proper spin la-
bels. A practical advantage is that χω can be measured
directly in the impurity solver, whereas the bubble Bω
has to be obtained as a sum over fermionic frequency ν′
with a finite frequency cutoff.
L↓↑νω|(a) =− Uχ↓↓ω
=− U(χcω + χzω)/4. (16)
Here χ↓↓ = −〈n↓n↓〉+ 〈n↓〉 〈n↓〉 is the dressed propaga-
tor of a particle-hole pair of ↓ electrons, diagrammatically
turns into . Here, we should remember that
the blue lines at the end, gν↑, gν+ω↑, are divided out
(amputated) in the expression for L, so that there is no
dressing of that particle-hole pair. In the alternative con-
vention, using λ, the right-hand side is also amputated
and this diagram would correspond simply to ±U , as one
is used to from the vertex γ.
In terms of the Mandelstam variables56 used in high
energy physics, this is an s-channel diagram where the
intermediate particle-hole pair transfers the frequency ω,
so that the resulting expression depends only on ω and
not on ν. In addition to depending on ω only, the term
is also purely real since the susceptibilities χρ (or the
particle-hole bubble B) are real functions of (Matsubara)
frequency in our situation, where the susceptibility is the
temporal autocorrelation of the observable ρ = n, Sz and
satisfies χ(τ) = χ(−τ).
Eq. (16) has contributions at order U and U3, which
can be seen from the RPA expression for the susceptibil-
ities, χc/z = χ(0)/
(
1∓ Uχ(0)).
6L↓↑νω|(a) L↓↑νω|(b) L↓↑νω|(b’) L↑↑νω|(c) L↑↑νω|(d)
−UBω +U
2
β
∑
ν′
gν′gν′+ωBν′−ν +
U2
β
∑
ν′
gν′gν′+ωB
pp
ν+ν′+ω −
U2
β
∑
ν′
gν′gν′+ωBω +
U2
β
∑
ν′
gν′gν′+ωBν′−ν
s-channel t-channel u-channel s-channel t-channel
TABLE I: Diagrams contributing to the fermion-boson vertex L up to order U2. Blue lines are ↑ fermions, red lines are ↓
fermions. The two outgoing lines on the right-hand side of the diagram together form the bosonic variable in the vertex, as
indicated by the brace. We use labels (a)-(d) to refer to these diagrams in the text. Note that only in the expression for
diagram (c) the sum over ν′ of the two Green’s functions could be replaced by the bubble Bω, this was not done here to keep
the expressions similar. The channels are classified according to the Mandelstam variables56 s, t and u. The external frequency
and spin labels are the same as in Fig. 3.
The others channels contribute at order U2,
L↓↑νω|(b) =
U2
β2
∑
ν′ν2
gν′gν′+ωgν2gν2+ν′−ν (17)
L↓↑νω|(b’) =
U2
β2
∑
ν′ν2
gν′gν′+ωgν2gν+ν′+ω−ν2 (18)
These diagrams could also be formulated in terms of
susceptibilities to incorporate higher-order corrections.
However these would be susceptibilities in other chan-
nels, as can be seen in the diagrams in Table I. Di-
agram (b) contains a propagating particle-hole pair
of opposite spin, diagram (b’) a particle-particle pair.
These would be captured by the spin-flip susceptibility〈(
c†↑c↓
)
τ2
(
c†↓c↑
)
τ1
〉
and the particle-particle suscepti-
bility
〈(
c†↑c
†
↓
)
τ2
(
c↑c↓
)
τ1
〉
instead of the density-type
susceptibilities
〈(
c†↑c↑
)
τ2
(
c†↓c↓
)
τ1
〉
considered previ-
ously.
Based on the frequency argument in the respective
bubbles, these diagrams are t-channel and u-channel re-
spectively. These diagrams are not necessarily real, so
that they provide the leading order for ImL↑↓ since dia-
gram (a) is purely real.
2. L↑↑
Doing the same for the equal spin channel, we find two
types of diagrams, in the s and the t channel,
L↑↑νω|(c) = −U2
1
β2
∑
ν′,ν2
gν′gν′+ωgν2gν2+ω
L↑↑νω|(d) = +U2
1
β2
∑
ν′,ν2
gν′gν′+ωgν2gν2+ν′−ν
L↑↑νω ≈ −1 + L↑↑νω|(c) + L↑↑νω|(d). (19)
Both can be reformulated in terms of the equal-spin sus-
ceptibility to include higher-order terms.
L↑↑νω|(c) = −U2Bωχ↓↓ω
L↑↑νω|(d) = +U2
1
β
∑
ν′
gν′gν′+ωχ
↓↓
ν′−ν
The s-channel diagram is similar to the s-channel di-
agram for L↑↓ in several ways. First of all, it does not
depend on ν in any way, since the only two lines that
carry the frequency ν are amputated. Secondly, this con-
tribution is real since both the susceptibility χ and the
bubble B are real.
The t-channel diagram, on the other hand, contains
χν−ν′ which depends explicitly on ν. This means that
L↑↑νω depends on ν at the second order in U . In addition,
this contribution is not purely real in general. Based on
this, we expect ImL and Imλ to scale as U2 for small
U . We will come back to real and imaginary parts of the
vertex later.
Fig. 4 shows numerical results at U = 0.4, µ = −1 and
β = 5, i.e., in the small U regime. These results confirm
the perturbative expectations: The largest contribution
(after the trivial contribution -1 to L↑↑) comes from dia-
gram (a), is in the L↓↑ channel, purely real, independent
of ν and decaying as a function of ω. The perturbative
expression do not just describe the qualitative features,
they actually give a very good quantitative match at this
small value of U , as can be seen by comparing the sym-
bols and the solid lines in Fig. 5. These two figures also
show that the imaginary part and ReL↑↑ do depend on
ν, mostly in the range ν ∈ [−ω, 0].
3. Particle-hole symmetry
In this work, we study systems without particle-hole
symmetry. However, our analytical results are derived for
the general situation and are also applicable to particle-
hole symmetric situations. Verifying that our diagram-
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FIG. 4: The fermion-boson vertex Lνω at U = 0.4, µ = −1
and β = 5, calculated within DMFT. Every pixel corresponds
to a specific pair of Matsubara frequencies.
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FIG. 5: The fermion-boson vertex at U = 0.4, µ = −1 and
β = 5, cross-sections at several values of ω of the data in
Fig. 4. The first two panels are both at ω = 0, the second one
has a significantly smaller y axis for clarity. Solid lines are the
perturbative, diagrammatic predictions. The vertical dashed
gray line is the center point of the time-reversal symmetry
relation, Eq. (23).
8matic expressions satisfy particle-hole symmetry is a use-
ful consistency check. Particle-hole symmetry as it oc-
curs for DMFT on bipartite lattices at half-filling means
that32,58 under the transformation U → −U , all single-
particle properties stay the same, at the two-particle level
Sz and charge fluctuations are interchanged (and Sx, Sy
are interchanged with the particle-particle fluctuations).
Looking at Eq. (8), this means that the following must
hold:
L↑↑ U→−U⇐⇒ L↑↑ (20)
L↑↓ U→−U⇐⇒ −L↑↓ (21)
The first relation is obviously satisfied by Eq. (19), since
L↑↑ depends only on U2, g and χ↓↓ and these are all
invariant under particle-hole symmetry. For the second
relation, we see that the first-order diagram for L↑↓ is
indeed antisymmetric in U . It is a bit harder to see
what happens with diagrams (b) and (b’) at particle-
hole symmetry. In fact, these two diagrams cancel in
that case. Particle-hole symmetry implies −gν = g−ν ,
i.e. the Green’s function is purely imaginary, so that
L↓↑νω|(b’) =
U2
β2
∑
ν′ν2
gν′gν′+ωgν2gν+ν′+ω−ν2
=(−1)2U
2
β2
∑
ν′ν2
g−ν′g−ν′−ωgν2gν+ν′+ω−ν2
=
U2
β2
∑
aν2
ga+ωgagν2gν−a−ν2
=
U2
β2
∑
aν2
gaga+ωgν2(−ga+ν′−ν)
=− L↓↑νω|(b), (22)
where in the second line the summation variable was
changed to a = −ν′ − ω. This completes the proof that
the expansion of L satisfies particle-hole symmetry when
the underlying g and χ do.
4. Time-reversal symmetry
Another useful property of the fermion-boson vertex is
the mirror symmetry in the fermionic frequency axis46,
which comes from the time-reversal symmetry of the un-
derlying action.
(λρ,σν,ω)
∗ = λρ,σ−ν−ω,ω. (23)
In Ref. 46, the fermion-boson vertex was only shown in
a particle-hole symmetric system, where the vertex is
purely real. The calculations performed here do not fea-
ture particle-hole symmetry so that both aspects, com-
plex conjugation and frequency mirroring, of the symme-
try are visible.
The time-reversal symmetry relation is properly satis-
fied by the diagrammatic expansion of L shown in Ta-
ble I. The time-reversal symmetry relation interchanges
diagrams (b) and (b’), the other diagrams are time-
reversal symmetric by themselves.
In the figures, as for example in Fig. 5, the central point
for the particle-hole symmetry, ν = −ω/2, is indicated
by a vertical gray line for ω 6= 0. The (anti-)symmetry of
the vertex with respect to this frequency is clearly visible.
VI. WARD IDENTITY
In the previous section, we used a perturbative expan-
sion to predict the L based on simpler objects. Such
a perturbative approach is only suited to weakly inter-
acting systems, whereas DMFT and its expansions are
specifically aimed at correlated systems. In this section,
we use the Ward identity59–61 to derive relations between
L and simpler objects. Since the Ward identity is an ex-
act relation in quantum field theory that holds regardless
of the interaction strength, this approach is useful even
for strongly correlated systems. The Ward identity is a
manifestation of the continuity equation for the density
operator, ∂τρ + [ρ,HAIM] = 0. A recent discussion of
the role of the Ward identity in DMFT can be found in
Ref. 48.
For the fermion-boson vertex at a finite frequency ω,
the Ward identity may be written as (see Appendix C)
L↑↑νω = −1 +
Σν+ω − Σν
ıω
+
1
β
∑
ν′
∆ν′+ω −∆ν′
ıω
γ↑↑νν′ωgν′gν′+ω, (24)
L↑↓νω = +
1
β
∑
ν′
∆ν′+ω −∆ν′
ıω
γ↑↓νν′ωgν′gν′+ω,
where we remind the reader that ∆ν is the hybridization
function that enters the impurity action, Eq. (6). We
note that the right-hand side of the Ward identity also
contains a two-particle correlation function, γ. In that
sense, no simplification has been achieved so far. How-
ever, this identity immediately suggests as useful approx-
imation for L↑↑,
L↑↑ ≈ −1 + Σν+ω − Σν
ıω
. (25)
Fig. 6 shows the fermion-boson vertex at a sizeable
value of U , U = 10, for µ = −1 which corresponds to
〈n〉 ≈ 0.43. The dashed lines show this approximation
(for ω 6= 0), the symbols show the numerical results.
We observe that this simple approximation works well
at large ω, where it captures both the magnitude and
the frequency structure rather accurately. On the other
hand, for smaller ω there are significant deviations com-
ing from the vertex corrections in Eq. (24). In particular,
ignoring the vertex corrections gives L↑↓ = 0, or in other
words, Ln = Lz. A more sophisticated and useful ap-
proximation is discussed in Appendix D.
It is also immediately clear that Eq. (25) works well
in the limit U → 0 since γ↑↓ ∝ U and γ↑↑ ∝ U2. Note
9also that although there are linear in U contributions to
the self-energy (the Hartree diagram, the Fock diagram
vanishes since it couples fermions with the same spin),
these are independent of frequency so the second term in
Eq. (24) also contributes at order U2, as expected from
the diagrammatic expressions given earlier. In fact, as
shown in Appendix E, diagram (a) is recovered from the
Ward identity in the weakly interacting limit where ∆
and g take their non-interacting values.
With respect to the discussion in Sec. II, it is impor-
tant to note that the Ward identity presented here is
based on a continuity equation, not on a conservation
relation. The total charge and magnetization of the im-
purity are not conserved quantities, since fermions can
move from and onto the impurity from the bath, which
acts as a “source” and “sink”. These movements are re-
sponsible for the appearance of the term containing ∆
and γ. In fact, in the atomic limit which is discussed
below, Eq. (25) is exact. This means that the approx-
imation correctly describes both limits of the Hubbard
model.
VII. SUM RULE
As was discussed above, the fermion-boson vertex is
obtained from the fermion-fermion vertex by “tying to-
gether two fermion lines into a boson”. This can be done
once more, resulting in a sum rule relating λ to the sus-
ceptibility χ47. In terms of L,
1
β
∑
ν
gνgν+ωL
↑↑
νω = 〈n↑,ωn↑,ω〉 − 〈n↑〉 〈n↑〉 δω
=− χ↑↑ω (Sum L↑↑)
1
β
∑
ν
gνgν+ωL
↑↓
νω = 〈n↑,ωn↓,ω〉 − 〈n↑〉 〈n↓〉 δω
=− χ↑↓ω (Sum L↑↓) (26)
These relations follow straightforwardly from Eq. (8).
The susceptibility on the right-hand side of these equa-
tions is purely real, the left-hand side is also real due to
time-reversal symmetry, Eq. (23).
This sum rule is indeed satisfied numerically in our
computations. However, the convergence with respect to
the summation variable ν is relatively slow, as illustrated
below.
The Ward identity can also be written as a sum rule,
as shown in App. C,
1
β
∑
ν
∆ν+ω −∆ν
ıω
gνgν+ωL
↑↑
νω =− χ↑↑ω (Ward L↑↑)
1
β
∑
ν
∆ν+ω −∆ν
ıω
gνgν+ωL
↑↓
νω =− χ↑↓ω (Ward L↑↓)
(27)
Comparing this sum rule to Eq. 26, we see that inserting
the non-trivial factor (∆ν+ω − ∆ν)/ıω does not change
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FIG. 6: The fermion-boson vertex at U = 10, µ = −1 and
β = 5, cross-sections at two values of ω. Colors are the same
as in Fig. 5. Dashed lines are the lowest order contribution
to the Ward identity, Eq. (25) at ω 6= 0.
the outcome of the sum. This is similar to the result of
Appendix E. The new sum rule is useful, however, since
the convergence of Eq. (27) is much better than that of
Eq. (26), since the additional factor typically decays as
a function of ν.
We illustrate the sum rules in Table II and Fig. 7,
corresponding to the vertex of Fig. 6. For clarity, the
results have been divided by minus the susceptibility, so
that the sum should equal +1. Only the real part of
the sum rules is shown, the imaginary part is fulfilled
as a consequence of time-reversal symmetry. The Ward
identity sum rule is only applicable at ω 6= 0.
10
m (26) L↑↑ (26) L↑↓ (27) L↑↑ (27) L↑↓
0 0.794 0.673 N/A N/A
1 0.750 0.580 0.999 0.999
15 -4.36 -5.05 0.899 0.906
TABLE II: Partial fulfillment of the sum rules (26) and (27)
when the summation over fermionic frequency ν is restricted
to νn ∈ [−20, 20] (32 Matsubara frequencies). This is the
same frequency range as shown in Fig. 6, these numbers also
correspond to the same parameters, U = 10, µ = −1 and
β = 5. Complete fulfillment of the sum rule corresponds to
+1.0 in this table. The first column indicates the bosonic
Matsubara frequency ωm. See also Fig. 7, which shows the
contribution to the sum rule per fermionic frequency.
Several observations can be made from these results.
First of all, the convergence of the Ward sum rule is much
better, with most of the sum rule restricted to the range
(−ω, 0). For the normal sum rule, this range actually
contributes to the sum rule with the wrong sign, so that
the remaining frequencies need to compensate to even-
tually fulfill the sum rule. At ωm=15, this compensation
is so incomplete that the partial sum over the frequency
range shown here is negative. The range ν ∈ (−ω, 0) de-
scribes exactly the fermions with ν < 0 and ν + ω > 0,
i.e. fermions that are excited from below to above the
real axis by the external field.
Secondly, we see that the contributions to the sum rule
are more spread out over ν for larger ω. This results in
a decreasing fractional fulfillment of the sum rules for
large ω, a larger ν range is needed to fully capture the
sum rules.
Finally, the fulfillment of the sum rules for L↑↑ is bet-
ter than those for L↑↓. This is consistent with the results
of Fig. 6, where ReL↑↓ (dark orange) actually increases
as a function of ν, whereas ReL↑↑ is dominated by the
constant trivial contribution −1. To rephrase, the dif-
ference in the charge and magnetic response occurs at
relatively large fermionic Matsubara frequency (for fixed
bosonic frequency, i.e., frequency of the applied field).
On the other hand, the difference between charge and
magnetic response vanishes for large bosonic Matsubara
frequency48.
These three observations hold not only for the spe-
cific parameters shown here, we have verified them over
a large part of phase space.
The sum rules essentially tell how much of the to-
tal response is contained in a fermionic frequency win-
dow. With an eye on diagrammatic extensions of DMFT,
where the fermion-boson vertex is usually only calculated
for a finite number of fermionic frequencies, the sum rule
can provide a guide to what frequency cutoff should be
used. However, in this respect it is important to re-
member that the dual boson method43,46 combines the
fermion-boson vertex with a so-called dual Green’s func-
tion that decays as (iν)−2 instead of the (iν)−1 decay of
g, so convergence of dual boson calculations is likely to
be better than the sum rule suggests.
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FIG. 7: Fractional contribution to the sum rules (26) and
(27) as a function of ν, i.e. for Sum L↑↑ this graph shows
− 1
β
1
χω
gνgν+ωL
↑↑
νω. The parameters are U = 10, µ = −1 and
β = 5, for three values of ω, see also Fig. 6 where the fermion-
boson vertex at the same parameters is shown. Table II con-
tains these quantities summed over fermionic frequency.
VIII. ATOMIC LIMIT
Additional insight into the physics of the Hub-
bard model can be gained by studying the atomic
limit34,44,45,62–67. This limit can be understood either
as the t→ 0 limit of a Hubbard lattice model, or simply
as a single-site Hubbard model. Since the Hilbert space
of a single atom is small, the exact eigenstates can be
found and used to calculate all observables.
In the DMFT spirit, the atomic limit corresponds to
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setting ∆ = 0. Looking at the Ward identity, (24), the
terms containing γ vanish and for ω > 0,
L↑↓atomic =0
L↑↑atomic =− 1 +
Σν+ω − Σν
ıω
(28)
=− 1 + U
2
4ν(ν + ω)
.
Here, the second equation holds at half-filling and uses
the well known expression for the self-energy in the half-
filled Hubbard atom Σν = U
2/4iν. This expression
clearly satisfies the time-reversal symmetry and particle-
hole symmetry requirements. This results has previously
been derived44,45 based on the Lehmann representation
instead of the Ward identity. Alternatively, one can also
verify that summing over the second fermionic frequency
ν′ in the expression for the generalized susceptibility of
the atomic limit67 gives the same result. The Ward iden-
tity approach is more elegant and efficient.
The qualitative difference between the atomic limit and
the impurity embedded in a bath is that the fermion num-
ber nσ is a conserved quantity in the atomic limit, the
fermion cannot go anywhere. In that sense, Eqs. (28)
are identical to the q = 0 Ward identity for lattice mod-
els, which also corresponds to conserved quantities. That
L↑↓ is zero can be understood when interpreting L as a
response function. A finite frequency field which only
works on the ↑ fermions will change their spectrum but
not the total particle number, so the ↓ electrons will not
feel anything.
It is also useful to have a look at the sum rule obtained
from the Ward identity, Eq. (27). The left-hand side of
this equation is zero for ω 6= 0. The right-hand side
contains the susceptibility of the Hubbard atom. This
susceptibility is also zero at finite frequency, since the
total charge of either spin in the atom is conserved, the
fermions cannot move. The atomic limit illustrates once
more why using L instead of λ can be useful, the defini-
tion of λ includes a division by χ which is zero, so that
λ is divergent in the atomic limit.
IX. REAL ENERGIES
So far, we have studied the fermion-boson vertex using
Matsubara frequencies. An analysis using real frequen-
cies is also possible and can be useful for a physical in-
terpretation. A Lehmann representation for three-point
correlation functions exists35,68, expressing the correla-
tion function in the complex plane in terms of the exact
eigenstates of the model. For practical purposes, one can
consider analytical continuation of the vertex from the
Matsubara axis to real frequencies. This continuation
is a bit more involved than that of the single-particle
Green’s function, since the fermion-boson vertex has two
frequency arguments. We use the notation ν → E + iη
and ω → Ω + iζ.
For the special case ωm=0 = 0, no analytical continu-
ation in ω is needed, since this frequency is both a real
energy and a Matsubara frequency. In that case, we can
simply use the regular toolbox for analytical continuation
of single-particle Green’s functions to do the continuation
ν → E + iη.
Note that here, we have taken the limit ωm=0 → 0 first,
before doing the analytical continuation. In particular,
this means that |E| > Ω = 0. This is (potentially) differ-
ent from the limit limΩ→0 limE→0, i.e., with |E| < |Ω|.
This is similar to the static and dynamic limits of Fermi
liquid theory, when energy and momentum go to zero, as
discussed, for example, in69.
A further question concerns the normalization or sum
rules. The imaginary part of the single-particle Green’s
function g(E + iη) corresponds to the spectral function
which is normalized to unity, and combining the spec-
tral function with the Fermi function gives the particle
density,
− 1
pi
∫
dE Im g(E) = 1
− 1
pi
∫
dE Im g(E)f(E) = 〈n〉 .
Here f(E) is the Fermi distribution function. Accord-
ingly, we can immediately derive sum rules for ggL by
interpreting it as a response function, Eq. (4). First,
suppressing the infinitisimal imaginary shift +iη for no-
tational convenience, and restricting ourselves to Ω = 0,
we find∫
dE Im gEgELE,Ω=0 =
∫
dE
d
dh
Im g(E)
=
d
dh
(−pi)
=0, (29)
which tells us that external fields do not change the total
spectral weight. Secondly,∫
dE f(E) Im g↑Eg
↑
EL
z
E,Ω=0 =
∫
dE f(E)
d
dh
Im g↑(E)
=− pi d
dh
〈n↑〉
=
pi
2
χΩ=0, (30)
which is simply the real energy equivalent106 of the sum
rule Eq. (26). Note that the factor of two comes from
the fact that the magnetic susceptibility describes the
change in magnetization, and in a paramagnetic system
d(〈n↑〉 − 〈n↓〉)/dh = 2d 〈n↑〉 /dh. A similar sum rule can
be derived for the density channel. The second sum rule
can also be formulated in terms of λ instead of L, in
which case the right-hand side will simply be pi/2. Note
that in this case, since both sum rules are independent of
Ω, they actually also hold for Matsubara frequencies ω,
i.e. when only continuation in the fermionic frequency is
performed.
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FIG. 8: Vertex at U = 4 and µ = 2 (〈n〉 ≈ 0.9) for ω =
0 after analytical continuation to real energies, using Pade´
with Nw = 15 and η = 0.3. The lines indicate ggλ which
should integrate to zero according to Eq. (29), the filled curve
shows ggλn · f(E) which should integrate to pi/2 according to
Eq. (30). In this case, the numerical deviation from these sum
rules is less than 3%.
Together, since f(E) > 0, these two relations essen-
tially imply that ggλ contains contributions with oppo-
site sign as a function of E, so that the total integral is
zero whereas the weighted integral is finite. These oppo-
site sign contributions happen at E > 0, i.e. above the
Fermi level, so that they do not fully enter Eq. (30).
The fact that ggL is not positive definite hinders some
forms of analytical continuation, although Eq. (30) could
still be used as a normalizing factor. Here, to give only
an impression of the real energy structure, we use Pade´
approximants70 to perform the analytical continuation in
the fermionic Matsubara frequency. In Fig. 8 we show an
example of such an analytical continuation.
In general, analytical continuation of data obtained
from Monte Carlo simulations is a hard problem (see,
e.g., Refs.71,72 for recent overviews). For this reason,
here we have restricted ourselves to a moderate interac-
tion strength where we were able to obtain the Matsubara
axis data with sufficient accuracy to perform analytical
continuation. Figure 8 corresponds to a ’best case’ for
the continuation, we found significant continuation ar-
tifacts at many other parameters. A more systematic
investigation of the real energy structure as a function
of physical parameters would require both higher qual-
ity data and more sophisticated continuation procedures,
possibly drawing inspiration from recent works on ana-
lytical continuation73–75.
Figure 8 nicely illustrates how the simultaneous fulfill-
ment of Eqs. (29) and (30) occurs: Negative contributions
at E > 0 (above the Fermi level) ensure that the total
spectral weight remains constant, the external field sim-
ply moves spectral weight from above to below the Fermi
level. These states were initially (almost) empty and are
now (mostly) filled, so that the total density does change.
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FIG. 9: Density versus chemical potential at U = 16 and
β = 5.
X. METAL-INSULATOR TRANSITION
One of the main motivations for DMFT comes from
its ability to describe the Mott-Hubbard transtion. Ini-
tially, this transition was mainly studied on the single-
particle level24,76–78, in terms of the vanishing quasi-
particle weight Z and the density of states. Later, it
turned out that there are also very characteristic fea-
tures of the Mott-Hubbard transition on the two-particle
level32,33,79. In this section, we discuss what happens
to the fermion-boson vertex near the Mott transition
and relate this to what happens on the single-particle
level using the Ward identity. We focus on the doping-
driven transition, i.e., we keep temperature and interac-
tion strength constant and change the chemical potential,
the transition will be visible around half-filling (for suffi-
ciently large U). Strictly speaking, the system is insulat-
ing only exactly at half-filling. The transition is studied
by approaching this insulating state from above and from
below (in terms of the density), which shows divergences
and differences between taking the limit from above and
from below, two signs of a phase transition.
The essential role of the fermion-boson vertex close to
the metal-insulator transition is clear from Eq. (1). The
insulator has a charge gap, which means that the charge
response dn/dµ is suppressed107, the n(µ) curve of Fig. 9
goes almost completely flat. At the same time, the spin
response is not suppressed. In the expression for the
response, only L depends on the channel, so it is clear
that there must be large difference in the two channels
of L. In particular, Ln must suppress the finite value of
gg to a very small value of dn/dµ108.
We start by looking at U = 16, which is sufficiently
large to be deep inside the insulating phase at half-filling.
In Fig. 9, we show how the density evolves as a func-
tion of µ. Half-filling occurs between µ = 5 and µ = 9.
In this region, the compressibility dn/dµ (the slope of
the curve) is very small, as expected close to an insu-
lating phase. The numerical stability of the DMFT self-
consistency cycle, which is subject to Monte Carlo errors,
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deteriorates when getting very close to half-filling. Our
CT-HYB solver55 requires ∆τ < 0 for all τ and −∆τ=β/2
becomes very small close to the insulating phase, so that
Monte Carlo noise can break this condition. The results
shown here are sufficiently close, |δn| < 10−3 for µ = 5
and µ = 9, to half-filling to make meaningful statements
about the transition.
Close to half-filling, the susceptibility χ at ω = 0 is
very different in the two channels, (dn/dµ)imp = χnω=0 ≈
0 whereas (dm/dh)imp = χzω=0 stays finite. As explained
in Sec. II, the fermion-boson vertex describes how the
individual fermionic levels contribute to these suscepti-
bilities. The combination −2/β ·gνgν+ωλνω is normalized
to unity, together the fermionic levels give the entire re-
sponse.
Figure 10 shows this quantity just below half-filling.
In the charge channel, we see that the fermions at small
ν give large negative contributions that are eventually
compensated by positive contributions at large ν. This
important role of negative contributions to dn/dµ is rem-
iniscent of the eigenvalue analysis of Ref. 65. The charge
response had to be rescaled to be comparable to the
magnetic response. The latter has not changed much
in shape compared to lower interaction strengths, the
0
5
10
15
20
25
30
35
-20 -15 -10 -5 0 5 10 15 20
ω
ν
-1000
-500
0
500
1000
Imλz
µ = 5
0
5
10
15
20
25
30
35
-20 -15 -10 -5 0 5 10 15 20
ω
ν
-1000
-500
0
500
1000
Imλz
µ = 10
FIG. 11: Fermion-boson vertex, at U = 16, for µ = 5 (below
half-filling) and µ = 10 (above half-filling). Only ω > 0 is
shown.
largest contribution to dm/dh comes from small ν, de-
caying monotonously for large ν.
For ω 6= 0, we find negative small ν contributions of
significant magnitude in both channels. For large ω, the
vertex is independent of the channel. This is consistent
with the fact that at large ω, both susceptibilities share
the same asymptote48. The insulating state is character-
ized by the difference in charge and spin response at low
(zero) frequency, however charge and spin excitations are
indistinguishable at high frequencies.
Figure 11 shows the imaginary part of λ for ω > 0, both
below and above half-filling. The imaginary part is large
in magnitude and changes sign at half-filling, suggesting
a divergence at half-filling. Since we do not have access to
arbitrary small doping, we cannot definitively say if there
is a true divergence there, or if the divergence is even-
tually cut-off by some small energy/temperature scale.
The largest values occur at ν = 0 and ν + ω = 0, i.e.,
transitions that involve fermions at zero energy (Fermi
level). These two frequencies are connected by time-
reversal symmetry, so summing over ν removes the imag-
inary part. This means that this divergent feature is in-
visible in the susceptibility. Only the magnetic channel
is shown in Fig. 11, the density channel is very similar at
finite ω, as was already visible in Fig. 10.
The divergence when approaching half-filling is also
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FIG. 13: Imaginary part of the fermion-boson vertex λ at
ω = 0, at U = 16, for µ = 5 (below half-filling) and µ = 10
(above half-filling). The results in the charge channel are
scaled with a factor 0.1 to increase visibility.
visible in Fig. 12, where the vertex at the lowest fermionic
Matsubara frequency is shown as a function of the chem-
ical potential. There is a change of sign and a large in-
crease in magnitude at half-filling.
A similar change of sign in the imaginary part occurs
at zero frequency, ω = 0, as is visible in Fig. 13. Unlike
at finite frequency, ω > 0, here there is still an order of
magnitude difference between the charge and spin chan-
nel. The change of sign happens in both channels.
The zero frequency fermion-boson vertex of Fig. 13 can
be understood as the response of the Green’s function to
a change in chemical potential or external magnetic field,
as discussed in Appendix F. In this case, we actually have
access to the Green’s function as a function of chemical
potential µ, so we can compare the charge channel of the
vertex with the actual response to changes in µ. The
observation that λnν,ω=0 changes sign at half-filling, for
any value of ν, corresponds to the change of slope of Σν as
a function of µ. The second observation from Fig 13, that
this change of sign dramatically increases in magnitude
for small ν, suggests non-smooth behaviour of Σ as a
function of µ.
So, to understand the charge vertex, we can also look
at the change in self-energy as a function of chemical
potential. For the Mott insulating system, the shape
of the self-energy is rather well-known. As a function
of µ, |Im Σν0 | reaches a maximum at half-filling (Mott
insulator), corresponding to ImL = 0 exactly at half-
filling. However, the value of |Im Σν0 | corresponding to
this maximum is divergent when the insulating phase is
approached, Im Σν0 ∼ Z−1 where Z is the quasiparticle
weight, so that L is also divergent upon approaching the
insulator. In practice, the inverse quasiparticle weight
and Im Σ stay finite in simulations at finite tempera-
ture, so that L and λ should also approach some finite
maximum. However, since these vertices correspond to a
derivative, dZ−1/dµ, this maximum can turn out to be
extremely large.
Vertex divergences have received considerable atten-
tion recently33,63,80–85. These investigations differ from
our study in several ways. First of all, we find diver-
gent behaviour as a function of chemical potential/doping
at constant U , whereas most previous studies were per-
formed at half-filling as a scan over U . In fact, this di-
vergent behaviour shows up in the imaginary part of the
vertex, which is exactly zero in the particle-hole sym-
metric situations that are usually studied. Second, the
divergence found here occurs in a thermodynamic re-
sponse function of the system, not just in two-particle
irreducible quantities85. The divergence is directly re-
lated to the (change in) quasiparticle weight Z, which is
experimentally observable.
The fermion-boson vertex studied here is the one of the
auxiliary impurity model. Related divergent features in
the momentum-resolved fermion-boson vertex of the lat-
tice model around the metal-insulator transition have re-
cently been found69, in the real part at half-filling, where
once again the quasiparticle weight Z plays a crucial role.
XI. CONCLUSION AND DISCUSSION
The fermion-boson vertex of impurity models appears
in three ways in the theory of correlated fermions: as a
two-particle correlation function, as the response of the
Green’s function to external fields and as an object in
diagrammatic extensions of DMFT. In this work we have
investigated the properties of this vertex.
We started with the perturbative structure of this ver-
tex at small U , following previous works32,57, which pro-
vides an intuitive understanding of the main frequency
structures of the vertex. We then discussed the Ward
identity for the fermion-boson vertex and used this iden-
tity to introduce an efficient description of the high-
frequency behaviour of the vertex. Such an efficient de-
scription is particularly valuable with an eye on multi-
band diagrammatic extensions of DMFT. It might also
help to understand the simplified momentum structure of
the fermion-boson vertex found in cluster simulations86.
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We also discussed two frequency sum rules and the real
energy structure of the fermion-boson vertex.
We have used this knowledge of the fermion-boson ver-
tex to study the doping driven metal-insulator transition.
Close to the insulating phase, the charge and magnetic
channel develop dramatic differences. Characteristic for
the insulator is the vanishing compressibility while the
magnetic susceptibility stays finite. This difference origi-
nates in the fermion-boson vertex. In particular, we find
that fermions with small ν (Close to the Fermi surface)
give a large negative contribution to dn/dµ. Compensa-
tion by the slowly decaying vertex at large ν ensures that
dn/dµ ends up positive, as required from thermodynamic
principles. The response to external fields with high fre-
quency is completely different. At large Matsubara fre-
quencies, the charge and spin response is identical48 and
this is also visible in the fermion-boson vertex.
Our analysis in this work is aimed only at impurities
from Dynamical Mean-Field Theory. There are exten-
sions of DMFT that introduce retarded interactions. The
impact of that type of interaction is discussed in Ap-
pendix G.
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Appendix A: Feynman rules
In this appendix, we give the Feynman rules that are
used to derive the diagrammatic expressions in Sec. V.
• Draw all topologically distinct connected skeleton
diagrams involving propagators for up and down
fermions (red/blue) and the Hubbard interaction
U . Every interaction has one incoming and outgo-
ing line of both colors.
• Amputate the incoming/outgoing fermion lines on
the left-hand side.
• Associate a factor g with every remaining fermion
line.
• Associate a factor U with every Hubbard interac-
tion U .
FIG. 14: Counting the number of fermion loops for diagrams
(c) and (d) from Table I. The diagram on the left has three
fermion loops, the diagram on the right has two fermion loops.
• Start with prefactor +1, every fermion loop con-
tributes a factor −1, every interaction contributes
a factor −1.
• Assign frequency variables to every fermion line,
sum over internal frequencies, every internal sum-
mation carries a factor 1/β. The external frequency
ν′ is also summed over, this summation also carries
a factor 1/β.
It can be useful, as discussed for diagram (a) in the
main text, to replace a bubble of two Green’s functions
g by a susceptibility χ.
The concept of counting loops deserves a bit more ex-
planation. The diagrams for L have four external lines,
the two fermions that form the boson and the two nor-
mal fermions. These external points have to be handled
consistently to determine the overall sign of the diagram.
This can be understood by comparing diagrams (c) and
(d), which differ in sign exactly because of how the exter-
nal lines are attached. To conveniently and consistently
count the number of loops, we found it useful to replace
the four-fermion interaction vertex by a “mediating bo-
son” that couples to propagators of opposite spin on both
ends, to connect the two fermionic lines that form the bo-
son and to also connect the other two fermions. In Fig. 14
we illustrate this for diagrams (c) and (d), which differ in
sign because they then have 3 and 2 loops, respectively.
Appendix B: Bubble
We introduce a shorthand notation for a convolution
of two Green’s function (bubbles),
Bω =
1
β
∑
ν
gνgν+ω,
Bppω =
1
β
∑
ν
gνg−ν+ω. (B1)
We provide their well-known frequency inversion rela-
tions for future use Bpp−ω = (B
pp
ω )
∗
, which follows from
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g−ν = (gν)
∗
, and B−ω = (Bω)
∗
= Bω:
Bω =
1
β
∑
ν
gνgν+ω
=
1
β
∑
ν
g∗−νg
∗
−ν−ω
=
1
β
∑
a=−ν−ω
g∗a+ωg
∗
a
=B∗ω. (B2)
Note that the definition of B does not include a summa-
tion over spins. In the non-interacting system, the bubble
is proportional to the susceptibility, 2Bω = χ
ρ
ω(U = 0)
for both ρ = n and ρ = Sz.
Appendix C: Ward identity
Our goal is to prove, for ω 6= 0,
L↑↑νω = −1 +
Σν+ω − Σν
ıω
+
1
β
∑
ν′
∆ν′+ω −∆ν′
ıω
γ↑↑νν′ωgν′gν′+ω,
L↑↓νω = +
1
β
∑
ν′
∆ν′+ω −∆ν′
ıω
γ↑↓νν′ωgν′gν′+ω,
In this case, it is more convenient to do the derivation
in terms of λ than in terms of L, i.e. to use the charge and
spin channel explicitly. We start from Eq. E3 in Ref. 48.
In the present case, it reads
gν+ω − gν = 1
β
∑
ν′
χρνν′ω(∆ν′+ω −∆ν′ − ıω) (C1)
where the three-frequency object χρνν′ω = g
(4),ρ
νν′ω +
2βgνgν′δωδρ,c is the generalized susceptibility given in
the charge/spin channel, the last term only contributes in
the charge channel and the factor 2 comes from the sum
over spin. The generalized susceptibility is related to the
fermion-boson vertex as gνgν+ωχωλνω = − 1β
∑
ν′ χνν′ω,
for ω 6= 0. The last term in the right-hand side of
Eq. (C1) is independent of ν′ so that the frequency sum
can be performed,
gν+ω − gν =ıωgνgν+ωχρωλρνω +
1
β
∑
ν′
χρνν′ω(∆ν′+ω −∆ν′)
g−1ν − g−1ν+ω =ıωχρωλρνω + g−1ν g−1ν+ω
1
β
∑
ν′
χρνν′ω(∆ν′+ω −∆ν′)
χρωλ
ρ
νω =
g−1ν − g−1ν+ω
ıω
− g−1ν g−1ν+ω
1
β
∑
ν′
χρνν′ω
∆ν′+ω −∆ν′
ıω
χρωλ
ρ
νω =
−ıω + Σν+ω − Σν + ∆ν+ω −∆ν
ıω
− g−1ν g−1ν+ω
1
β
∑
ν′
χρνν′ω
∆ν′+ω −∆ν′
ıω
=− 1 + Σν+ω − Σν
ıω
+
1
β
∑
ν′
∆ν′+ω −∆ν′
ıω
γρνν′ωgν′gν′+ω, (C2)
The Ward identities in terms of L are then recovered
by simply taking the average and difference of these equa-
tions for the charge and Sz channel.
To obtain the Ward sum-rule, an additional sum over
ν is performed. It is most convenient to start again at
Eq. (C1), where it is clear that the left-hand side vanishes
after summing over ν.
0 =
1
β2
∑
νν′
χρνν′ω(∆ν′+ω −∆ν′ − ıω) (C3)
=− ıωχρω −
1
β
∑
σν′
(∆ν′+ω −∆ν′) gν′gν′+ωχρωλν′ω,
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which for a paramagnetic system can be rewritten as
− 2
β
∑
ν
∆ν+ω −∆ν
ıω
gνgν+ωλ
ρ
νω = 1. (C4)
Note that here we used again the relation between gen-
eralized susceptibility and fermion-boson vertex, but this
time for the sum over the first fermionic frequency.
Appendix D: The vertex at large frequencies
Diagrammatic analysis can be used to determine the
asymptotic structure of vertices31,57. The main point is
that if one of the external lines carries a large frequency,
this same frequency is also present in the internal lines
of the diagram. Since the Green’s function decays as a
function of frequency, this means that those diagrams
also decay in magnitude. In higher order diagrams, this
large frequency is usually carried by several propagators
and these diagrams therefore decays more quickly. Only
specific higher-order diagrams remain relevant and these
can be resummed in terms of susceptibilities.
Here, we follow a similar approach, but with an addi-
tional trick. Instead of performing a diagrammatic anal-
ysis of L directly, we use the Ward identity Eq. (24) and
plug in the asymptotic analysis of γ57. The advantage of
this approach is that for large ω the self-energy term al-
ready contains a decent part of the frequency structure in
ν, as is visible in the bottom panel of Fig. 6, and that the
remaining contribution from the fermion-fermion vertex
appears in a combination with single-particle quantities
that enhance the convergence of the frequency sums. The
resulting expressions allow for an efficient description of
the fermion-boson vertex at larger frequencies, so that
the exact calculations only have to be done for a small
frequency window31,34,35
Our goal is to find expressions for the vertex that
only involve single-frequency objects. We start with the
asymptotic expressions for the fermion-fermion vertex57:
γ↑↑νν′ω =0− U2χ↓↓ω + U2χ↓↓ν′−ν
γ↑↓νν′ω =− U + U2χ↓↓ν′−ν + U2Bppν+ν′+ω.
Here, the treatment of the particle-particle susceptibility
differs from the particle-hole susceptibilities. The latter
can be measured efficiently inside the impurity solver,
so that we simply use the full susceptibility. For the
particle-particle susceptibility we do not have the exact
impurity result and we instead use the bubble Bpp =
−χpp.
Then, we insert these expressions into the Ward iden-
tity, Eq. (24). In this way, we obtain expressions for L
that only involve gν , σν , ∆ν and χω.
L↑↑νω =− 1 +
Σν+ω − Σν
ıω
+ U2
1
β
∑
ν′
gν′gν′+ω
(
χ↓↓ν′−ν − χ↓↓ω
) ∆ν+ω −∆ν
ıω
(D1)
L↑↓νω =
U
β
∑
ν′
gν′gν′+ω
(
−1 + Uχ↓↓ν′−ν + UBppν+ν′+ω
) ∆ν+ω −∆ν
ıω
(D2)
These formulas are illustrated in Fig. 15. This figure
shows that this approximation works well both qualita-
tively and quantitatively at these parameters. The sim-
pler approximation of Eq. 25 (gray lines) completely ig-
nores the fermion-fermion vertex and therefore does not
distinguish between the charge and spin channel. In gen-
eral, we find that Eq. D2 works well at large ω, even for
strong interaction strengths. Close to the metal-insulator
transition, deviations are a bit larger but still very rea-
sonable.
Appendix E: Non-interacting system and Ward
identity
In DMFT for a non-interacting system, Σ = 0, so
g−1ν = iν−∆ν . We can use this to simplify the expression
that occurs in the Ward identity for the non-interacting
system:
∆ν′+ω −∆ν′
ıω
gν′gν′+ω = gν′gν′+ω +
1
ıω
(gν′ − gν′+ω)∑
ν′
∆ν′+ω −∆ν′
ıω
gν′gν′+ω =
∑
ν′
gν′gν′+ω,
where the second term on the right-hand side summed to
zero as a telescoping series.
For small U , to leading order g is still given by the non-
interacting Green’s function and γ↑↓ ∝ U is independent
of frequency and can be taken out of frequency sums and
γ↑↑ is of order U2 and can be neglected. Inserting the
previous result into the Ward identity Eq. (24), we indeed
recover the result of diagram (a).
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FIG. 15: The fermion-boson vertex at U = 10 and U = 16,
with µ = −1 and µ = 5 respectively, β = 5 given in the
charge and spin channel, the dashed lines correspond to the
asymptotic expressions of Eq. (D2). The gray lines are the
approximation that ignores the fermion-fermion vertex com-
pletely, Eq. (25). See also Fig. 6.
Appendix F: Fermion-boson vertex at zero frequency
We have derived the Ward identity for the fermion-
boson vertex Lνω for ω 6= 0. It is also possible to derive
an insightful relation for the vertex at ω = 0. The zero
frequency fermion-boson vertex can be understood as the
response of the Green’s function to a change in chemical
potential or external magnetic field109. Going from λ, or
L to the response, we have to remember the additional
factor gg in Eq. (4), meaning that our observations do not
translate directly. In fact, we can rewrite the equations
in a more natural way, by using the relation between self-
energy Σ and Green’s function g,
g−1ν =ıν −∆ν + µ− Σν
dgν
dµ
=− g2ν
dg−1ν
dµ
=g2ν
(
−1 + dΣν
dµ
)
Lnν,ω=0 =− 1 +
dΣν
dµ
. (F1)
Here, we used that the fermion-boson vertex corresponds
to changing µ while keeping ∆ constant. This relation
can be seen as the zero-frequency equivalent of the Ward
identity69, Eq. (24). In the derivation of Ref. 69, this re-
lation is shown to hold even when only approximations of
Σ and L are known, as long as those approximations sat-
isfy the Ward identity. Our derivation here only applies
to models with an exact solution, but that is sufficient
for our purposes here.
According to Fig. 13, the change in sign of the fermion-
boson vertex occurs at all frequencies ν, including the
large frequency limit. This limit can be understood in
terms of the asymptotics of Σ, see e.g, Ref. 88,
Σν
ν→∞
=
U 〈n〉
2
+ U2
〈n〉
2
(
1− 〈n〉
2
)
1
iν
+ . . . . (F2)
By taking the derivative with respect to µ, we find that
the imaginary part of the fermion-boson vertex decays as
1
iν and is proportional to the compressibility, to U
2 and
to the deviation from half-filling,
ImLnν,ω=0 = Im
dΣν
dµ
ν→∞
= −U
2
2ν
(1− 〈n〉) d 〈n〉
dµ
. (F3)
The U2 factor is consistent with our observation that
lowest-order diagam (a) is real. Since both U2 and dn/dµ
are positive, the sign change at half-filling is clear in this
expression, and occurs regardless of interaction strength.
Going from L to λ, we simply need to divide by the
susceptibility at ω = 0, i.e., by −d 〈n〉 /dµ,
Imλnν,ω=0
ν→∞
=
U2
2ν
(1− 〈n〉) . (F4)
Appendix G: Retarded interaction
Several extensions of DMFT, such as EDMFT89–94,
EDMFT+GW 95–97, dual boson43 and TRILEX44,45,86,98,
use impurity models with retarded (dynamical) interac-
tions. This means that the impurity action, Eq. (6), con-
tains terms like Uωnωnω or UωS
z
ωS
z
ω. Similar retarded
interactions occur in effective Hubbard models obtained
by constrained RPA99. To what extent do the results
obtained in this manuscript generalize to models with
dynamical interactions?
The diagrammatic analysis of Sec. V can proceed in
a rather similar way, taking into account that the inter-
action U needs to be replaced by Uσσ
′
(ωi), with ωi the
appropriate transferred frequency. In general, the Hub-
bard interaction now also couples two fermion lines with
the same spin (albeit at different times). This means, for
example, that there will be a counterpart to diagram (a)
for L↑↑.
The Ward identity is based on the continuity equa-
tion and contains the commutation relation [ρ,HAIM].
As long as the retarded interaction commutes with the
bosonic variable ρ under investigation, the Ward identity
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will stay the same. However, when they do not commute,
additional terms in the Ward identity will appear48. For
example, additional terms will appear for the fermion-
boson vertex Lz in an impurity model with a retarded
interaction in the Sx channel. This also means that the
Ward sum rule, Eq. (27), will contain additional terms.
On the other hand, the sum rule Eq. (26) still holds since
it follows from the definition of the correlation functions.
1 S. Schubin and S. Wonsowsky, Proceedings of the Royal
Society of London. Series A 145, 159 (1934).
2 E. Wigner, Phys. Rev. 46, 1002 (1934), URL http://
link.aps.org/doi/10.1103/PhysRev.46.1002.
3 J. H. de Boer and E. J. W. Verwey, Proceedings of the
Physical Society 49, 59 (1937), URL http://stacks.
iop.org/0959-5309/49/i=4S/a=307.
4 E. Wigner, Trans. Faraday Soc. 34, 678 (1938), URL
http://dx.doi.org/10.1039/TF9383400678.
5 N. F. Mott, Proceedings of the Physical Society. Sec-
tion A 62, 416 (1949), URL http://stacks.iop.org/
0370-1298/62/i=7/a=303.
6 J. Hubbard, Proc. R. Soc. A. 276, 238 (1963), URL
http://rspa.royalsocietypublishing.org/content/
276/1365/238.abstract.
7 M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963),
URL http://link.aps.org/doi/10.1103/PhysRevLett.
10.159.
8 J. Kanamori, Prog. Theor. Phys. 30, 275 (1963).
9 J. Hubbard, Proc. R. Soc. A. 281, 401 (1964), URL
http://rspa.royalsocietypublishing.org/content/
281/1386/401.abstract.
10 M. Imada, A. Fujimori, and Y. Tokura, Rev. Mod. Phys.
70, 1039 (1998), URL https://link.aps.org/doi/10.
1103/RevModPhys.70.1039.
11 D. Khomskii, Transition metal compounds (Cambridge
University Press, 2014).
12 E. Dagotto, Rev. Mod. Phys. 66, 763 (1994), URL http:
//link.aps.org/doi/10.1103/RevModPhys.66.763.
13 P. Anderson, The Theory of Superconductivity in the
High-TC Cuprate Superconductors, Princeton Series
in Physics (Princeton University Press, 1997), ISBN
9780691043654, URL http://books.google.fr/books?
id=dDViQgAACAAJ.
14 D. J. Scalapino, Rev. Mod. Phys. 84, 1383 (2012),
URL https://link.aps.org/doi/10.1103/RevModPhys.
84.1383.
15 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
Y. Zhang, S. V. Dubonos, I. V. Grigorieva, and
A. A. Firsov, Science 306, 666 (2004), ISSN 0036-
8075, URL http://science.sciencemag.org/content/
306/5696/666.
16 K. S. Novoselov, D. Jiang, F. Schedin, T. J.
Booth, V. V. Khotkevich, S. V. Morozov, and
A. K. Geim, Proceedings of the National Academy
of Sciences 102, 10451 (2005), ISSN 0027-8424,
http://www.pnas.org/content/102/30/10451.full.pdf,
URL http://www.pnas.org/content/102/30/10451.
17 Novoselov K. S., Geim A. K., Morozov S. V., Jiang D.,
Katsnelson M. I., Grigorieva I. V., Dubonos S. V., and
Firsov A. A., Nature 438, 197 (2005).
18 Zhang Yuanbo, Tan Yan-Wen, Stormer Horst L.,
and Kim Philip, Nature 438, 201 (2005), URL
https://www.nature.com/articles/nature04235#
supplementary-information.
19 M. I. Katsnelson, Graphene: carbon in two dimensions
(Cambridge university press, 2012).
20 P. Avouris, T. F. Heinz, and T. Low, eds., 2D Materials
(Cambridge University Press, 2017).
21 M. Lewenstein, A. Sanpera, and V. Ahufinger, Ultracold
Atoms in Optical Lattices: Simulating quantum many-
body systems (Oxford, 2012).
22 Bloch Immanuel, Dalibard Jean, and Nascimbe`ne Sylvain,
Nature Physics 8, 267 (2012).
23 W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62,
324 (1989), URL http://link.aps.org/doi/10.1103/
PhysRevLett.62.324.
24 A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg,
Rev. Mod. Phys. 68, 13 (1996), URL http://link.aps.
org/doi/10.1103/RevModPhys.68.13.
25 V. I. Anisimov, A. I. Poteryaev, M. A. Korotin, A. O.
Anokhin, and G. Kotliar, Journal of Physics: Condensed
Matter 9, 7359 (1997), URL http://stacks.iop.org/
0953-8984/9/i=35/a=010.
26 A. I. Lichtenstein and M. I. Katsnelson, Phys. Rev. B 57,
6884 (1998), URL https://link.aps.org/doi/10.1103/
PhysRevB.57.6884.
27 G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko,
O. Parcollet, and C. A. Marianetti, Rev. Mod. Phys. 78,
865 (2006), URL http://link.aps.org/doi/10.1103/
RevModPhys.78.865.
28 A. Khurana, Phys. Rev. Lett. 64, 1990 (1990), URL http:
//link.aps.org/doi/10.1103/PhysRevLett.64.1990.
29 T. Maier, M. Jarrell, T. Pruschke, and M. H. Hettler, Rev.
Mod. Phys. 77, 1027 (2005), URL http://link.aps.org/
doi/10.1103/RevModPhys.77.1027.
30 G. Rohringer, H. Hafermann, A. Toschi, A. A. Katanin,
A. E. Antipov, M. I. Katsnelson, A. I. Lichtenstein,
A. N. Rubtsov, and K. Held, Rev. Mod. Phys. 90,
025003 (2018), URL https://link.aps.org/doi/10.
1103/RevModPhys.90.025003.
31 J. Kunesˇ, Phys. Rev. B 83, 085102 (2011), URL https:
//link.aps.org/doi/10.1103/PhysRevB.83.085102.
32 G. Rohringer, A. Valli, and A. Toschi, Phys. Rev. B
86, 125114 (2012), URL http://link.aps.org/doi/10.
1103/PhysRevB.86.125114.
33 T. Scha¨fer, G. Rohringer, O. Gunnarsson, S. Ciuchi,
G. Sangiovanni, and A. Toschi, Phys. Rev. Lett.
110, 246405 (2013), URL http://link.aps.org/doi/10.
1103/PhysRevLett.110.246405.
34 N. Wentzell, G. Li, A. Tagliavini, C. Taranto,
G. Rohringer, K. Held, A. Toschi, and S. Andergassen,
ArXiv e-prints (2016), 1610.06520.
35 A. Tagliavini, S. Hummel, N. Wentzell, S. Ander-
gassen, A. Toschi, and G. Rohringer, Phys. Rev. B
97, 235140 (2018), URL https://link.aps.org/doi/10.
1103/PhysRevB.97.235140.
36 T. Reckling and C. Honerkamp, Phys. Rev. B 98,
085114 (2018), URL https://link.aps.org/doi/10.
1103/PhysRevB.98.085114.
20
37 A. B. Migdal, Theory of finite Fermi systems and appli-
cations to atomic nuclei (Interscience, 1967).
38 L. Hedin, Phys. Rev. 139, A796 (1965), URL https://
link.aps.org/doi/10.1103/PhysRev.139.A796.
39 F. Aryasetiawan and O. Gunnarsson, Reports on Progress
in Physics 61, 237 (1998), URL http://stacks.iop.org/
0034-4885/61/i=3/a=002.
40 L. Bartosch, H. Freire, J. J. R. Cardenas, and P. Kopi-
etz, Journal of Physics: Condensed Matter 21, 305602
(2009), URL http://stacks.iop.org/0953-8984/21/i=
30/a=305602.
41 S. Friederich, H. C. Krahl, and C. Wetterich, Phys. Rev.
B 81, 235108 (2010), URL https://link.aps.org/doi/
10.1103/PhysRevB.81.235108.
42 W. Metzner, M. Salmhofer, C. Honerkamp, V. Meden,
and K. Scho¨nhammer, Rev. Mod. Phys. 84, 299 (2012),
URL https://link.aps.org/doi/10.1103/RevModPhys.
84.299.
43 A. N. Rubtsov, M. I. Katsnelson, and A. I. Licht-
enstein, Annals of Physics 327, 1320 (2012), URL
http://www.sciencedirect.com/science/article/
pii/S0003491612000164.
44 T. Ayral and O. Parcollet, Phys. Rev. B 92,
115109 (2015), URL https://link.aps.org/doi/10.
1103/PhysRevB.92.115109.
45 T. Ayral and O. Parcollet, Phys. Rev. B 93,
235124 (2016), URL https://link.aps.org/doi/10.
1103/PhysRevB.93.235124.
46 E. G. C. P. van Loon, A. I. Lichtenstein, M. I. Kat-
snelson, O. Parcollet, and H. Hafermann, Phys. Rev. B
90, 235135 (2014), URL https://link.aps.org/doi/10.
1103/PhysRevB.90.235135.
47 E. A. Stepanov, E. G. C. P. van Loon, A. A. Katanin, A. I.
Lichtenstein, M. I. Katsnelson, and A. N. Rubtsov, Phys.
Rev. B 93, 045107 (2016), URL https://link.aps.org/
doi/10.1103/PhysRevB.93.045107.
48 F. Krien, E. G. C. P. van Loon, H. Hafermann, J. Otsuki,
M. I. Katsnelson, and A. I. Lichtenstein, Phys. Rev. B
96, 075155 (2017), URL https://link.aps.org/doi/10.
1103/PhysRevB.96.075155.
49 T. Pruschke, Q. Qin, T. Obermeier, and J. Keller, Journal
of Physics: Condensed Matter 8, 3161 (1996), URL http:
//stacks.iop.org/0953-8984/8/i=18/a=009.
50 H. Hafermann, Phys. Rev. B 89, 235128 (2014),
URL http://link.aps.org/doi/10.1103/PhysRevB.89.
235128.
51 R. Kubo, Journal of the Physical Society of Japan 12,
570 (1957), http://dx.doi.org/10.1143/JPSJ.12.570, URL
http://dx.doi.org/10.1143/JPSJ.12.570.
52 A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein, Phys.
Rev. B 72, 035122 (2005), URL http://link.aps.org/
doi/10.1103/PhysRevB.72.035122.
53 P. Werner, A. Comanac, L. de’ Medici, M. Troyer,
and A. J. Millis, Phys. Rev. Lett. 97, 076405 (2006),
URL http://link.aps.org/doi/10.1103/PhysRevLett.
97.076405.
54 E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov,
M. Troyer, and P. Werner, Rev. Mod. Phys. 83, 349
(2011).
55 H. Hafermann, P. Werner, and E. Gull, Computer
Physics Communications 184, 1280 (2013), ISSN 0010-
4655, URL http://www.sciencedirect.com/science/
article/pii/S0010465512004092.
56 S. Mandelstam, Phys. Rev. 112, 1344 (1958), URL
https://link.aps.org/doi/10.1103/PhysRev.112.
1344.
57 S. Hummel (2014), master thesis TU Wien.
58 G.-S. Tian, Physics Letters A 228, 383 (1997),
ISSN 0375-9601, URL http://www.sciencedirect.com/
science/article/pii/S0375960197001631.
59 J. C. Ward, Phys. Rev. 77, 293 (1950), URL https://
link.aps.org/doi/10.1103/PhysRev.77.293.
60 Y. Takahashi, Il Nuovo Cimento (1955-1965) 6, 371
(1957), ISSN 1827-6121, URL https://doi.org/10.
1007/BF02832514.
61 J. A. Hertz and D. M. Edwards, Journal of Physics F:
Metal Physics 3, 2174 (1973), URL http://stacks.iop.
org/0305-4608/3/i=12/a=018.
62 H. Hafermann, C. Jung, S. Brener, M. I. Katsnelson, A. N.
Rubtsov, and A. I. Lichtenstein, EPL (Europhysics Let-
ters) 85, 27007 (2009), URL http://stacks.iop.org/
0295-5075/85/i=2/a=27007.
63 E. Kozik, M. Ferrero, and A. Georges, Phys. Rev. Lett.
114, 156402 (2015), URL https://link.aps.org/doi/
10.1103/PhysRevLett.114.156402.
64 W. Wu, M. Ferrero, A. Georges, and E. Kozik, Phys. Rev.
B 96, 041105 (2017), URL https://link.aps.org/doi/
10.1103/PhysRevB.96.041105.
65 O. Gunnarsson, G. Rohringer, T. Scha¨fer, G. San-
giovanni, and A. Toschi, Phys. Rev. Lett. 119,
056402 (2017), URL https://link.aps.org/doi/10.
1103/PhysRevLett.119.056402.
66 W. Tarantino, P. Romaniello, J. A. Berger, and L. Rein-
ing, Phys. Rev. B 96, 045124 (2017), URL https://link.
aps.org/doi/10.1103/PhysRevB.96.045124.
67 P. Thunstro¨m, O. Gunnarsson, S. Ciuchi, and
G. Rohringer, ArXiv e-prints (2018), 1805.00989.
68 A. Oguri, Journal of the Physical Society of Japan 70,
2666 (2001), https://doi.org/10.1143/JPSJ.70.2666, URL
https://doi.org/10.1143/JPSJ.70.2666.
69 F. Krien, E. G. C. P. van Loon, M. I. Katsnelson, A. I.
Lichtenstein, and M. Capone, ArXiv e-prints (2018),
1811.00362.
70 H. J. Vidberg and J. W. Serene, J. Low Temp. Phys. 29,
179 (1977).
71 A. Mishchenko, in Correlated Electrons: From Models to
Materials, edited by E. Pavarini, E. Koch, F. Anders, and
M. Jarrell (Forschungszentrum Jlich GmbH Zentralbiblio-
thek, Verlag, Jlich, 2012), vol. 2 of Modeling and Simula-
tion.
72 J. Scho¨tt, I. L. M. Locht, E. Lundin, O. Gr˚ana¨s,
O. Eriksson, and I. Di Marco, Phys. Rev. B 93,
075104 (2016), URL https://link.aps.org/doi/10.
1103/PhysRevB.93.075104.
73 J. Otsuki, M. Ohzeki, H. Shinaoka, and K. Yoshimi, Phys.
Rev. E 95, 061302 (2017), URL https://link.aps.org/
doi/10.1103/PhysRevE.95.061302.
74 G. J. Kraberger, R. Triebl, M. Zingl, and M. Aichhorn,
Phys. Rev. B 96, 155128 (2017), URL https://link.
aps.org/doi/10.1103/PhysRevB.96.155128.
75 H. Yoon, J.-H. Sim, and M. J. Han, ArXiv e-prints (2018),
1806.03841.
76 M. Jarrell, Phys. Rev. Lett. 69, 168 (1992), URL https:
//link.aps.org/doi/10.1103/PhysRevLett.69.168.
77 M. J. Rozenberg, X. Y. Zhang, and G. Kotliar, Phys. Rev.
Lett. 69, 1236 (1992), URL https://link.aps.org/doi/
10.1103/PhysRevLett.69.1236.
78 M. J. Rozenberg, G. Kotliar, and X. Y. Zhang, Phys.
21
Rev. B 49, 10181 (1994), URL https://link.aps.org/
doi/10.1103/PhysRevB.49.10181.
79 E. G. C. P. van Loon, H. Hafermann, A. I. Lichtenstein,
A. N. Rubtsov, and M. I. Katsnelson, Phys. Rev. Lett.
113, 246407 (2014), URL https://link.aps.org/doi/
10.1103/PhysRevLett.113.246407.
80 V. Janiˇs and V. Pokorny´, Phys. Rev. B 90,
045143 (2014), URL https://link.aps.org/doi/10.
1103/PhysRevB.90.045143.
81 T. Ribic, G. Rohringer, and K. Held, Phys. Rev. B
93, 195105 (2016), URL https://link.aps.org/doi/10.
1103/PhysRevB.93.195105.
82 O. Gunnarsson, T. Scha¨fer, J. P. F. LeBlanc, J. Merino,
G. Sangiovanni, G. Rohringer, and A. Toschi, Phys. Rev.
B 93, 245102 (2016), URL https://link.aps.org/doi/
10.1103/PhysRevB.93.245102.
83 T. Scha¨fer, S. Ciuchi, M. Wallerberger, P. Thunstro¨m,
O. Gunnarsson, G. Sangiovanni, G. Rohringer, and
A. Toschi, Phys. Rev. B 94, 235108 (2016), URL http:
//link.aps.org/doi/10.1103/PhysRevB.94.235108.
84 J. Vucˇicˇevic´, N. Wentzell, M. Ferrero, and O. Parcollet,
Phys. Rev. B 97, 125141 (2018), URL https://link.
aps.org/doi/10.1103/PhysRevB.97.125141.
85 P. Chalupa, P. Gunacker, T. Scha¨fer, K. Held, and
A. Toschi, Phys. Rev. B 97, 245136 (2018), URL https:
//link.aps.org/doi/10.1103/PhysRevB.97.245136.
86 T. Ayral, J. Vucˇicˇevic´, and O. Parcollet, Phys. Rev. Lett.
119, 166401 (2017), URL https://link.aps.org/doi/
10.1103/PhysRevLett.119.166401.
87 B. Bauer, L. D. Carr, H. G. Evertz, A. Feiguin, J. Freire,
S. Fuchs, L. Gamper, J. Gukelberger, E. Gull, S. Guertler,
et al., Journal of Statistical Mechanics: Theory and Ex-
periment 2011, P05001 (2011).
88 G. Rohringer and A. Toschi, Phys. Rev. B 94,
125144 (2016), URL http://link.aps.org/doi/10.
1103/PhysRevB.94.125144.
89 A. M. Sengupta and A. Georges, Phys. Rev. B
52, 10295 (1995), URL https://link.aps.org/doi/10.
1103/PhysRevB.52.10295.
90 Q. Si and J. L. Smith, Phys. Rev. Lett. 77, 3391 (1996),
URL http://link.aps.org/doi/10.1103/PhysRevLett.
77.3391.
91 H. Kajueter, Ph.D. thesis, Rutgers University (1996).
92 J. L. Smith and Q. Si, Phys. Rev. B 61, 5184 (2000), URL
http://link.aps.org/doi/10.1103/PhysRevB.61.5184.
93 R. Chitra and G. Kotliar, Phys. Rev. Lett. 84,
3678 (2000), URL http://link.aps.org/doi/10.1103/
PhysRevLett.84.3678.
94 R. Chitra and G. Kotliar, Phys. Rev. B 63, 115110 (2001),
URL http://link.aps.org/doi/10.1103/PhysRevB.63.
115110.
95 P. Sun and G. Kotliar, Phys. Rev. B 66, 085120 (2002),
URL http://link.aps.org/doi/10.1103/PhysRevB.66.
085120.
96 P. Sun and G. Kotliar, Phys. Rev. Lett. 91, 037209 (2003),
URL http://link.aps.org/doi/10.1103/PhysRevLett.
91.037209.
97 S. Biermann, F. Aryasetiawan, and A. Georges, Phys.
Rev. Lett. 90, 086402 (2003), URL https://link.aps.
org/doi/10.1103/PhysRevLett.90.086402.
98 J. Vucˇicˇevic´, T. Ayral, and O. Parcollet, Phys. Rev. B
96, 104504 (2017), URL https://link.aps.org/doi/10.
1103/PhysRevB.96.104504.
99 F. Aryasetiawan, M. Imada, A. Georges, G. Kotliar,
S. Biermann, and A. I. Lichtenstein, Phys. Rev. B
70, 195104 (2004), URL https://link.aps.org/doi/10.
1103/PhysRevB.70.195104.
100 N. Furukawa and M. Imada, Journal of the Physical Soci-
ety of Japan 60, 3604 (1991), URL http://dx.doi.org/
10.1143/JPSJ.60.3604.
101 G. Kotliar, S. Murthy, and M. J. Rozenberg, Phys. Rev.
Lett. 89, 046401 (2002), URL http://link.aps.org/
doi/10.1103/PhysRevLett.89.046401.
102 E. G. C. P. van Loon, H. Hafermann, A. I. Lichtenstein,
and M. I. Katsnelson, Phys. Rev. B 92, 085106 (2015),
URL http://link.aps.org/doi/10.1103/PhysRevB.92.
085106.
103 E. G. C. P. van Loon, F. Krien, H. Hafermann, E. A.
Stepanov, A. I. Lichtenstein, and M. I. Katsnelson, Phys.
Rev. B 93, 155162 (2016), URL https://link.aps.org/
doi/10.1103/PhysRevB.93.155162.
104 Note that in our notation, in Lσ
′σ
νω the fermion with spin
σ has frequency ν and the fermion with spin σ′ has the
frequency ν′ which is summed over. Compared to the def-
inition for γ the spin labels are interchanged, as is visible
in L↓↑.
105 In τ -space, these lines have the same value of τ .
106 The fermion-boson vertex of the impurity model corre-
sponds to the response to an external field while keeping
the impurity model constant, as also discussed in foot-
note 108.
107 Note that the situation is different at a second-order
Mott transition where the compressibility is actually di-
vergent100,101 instead of vanishing.
108 There is a subtle point in this argument: The response
functions of the DMFT solution for the lattice and of
the auxiliary impurity model are not the same102,103. Es-
sentially, the dn/dµ of the impurity model denotes the
derivative with fixed hybridization ∆ whereas the dn/dµ
in DMFT also includes the effect of the hybridization
changing as a function of µ. The latter corresponds to the
derivative of Fig. 9. This distinction leads to quantitative
differences, however the overall physics of a strongly sup-
pressed compressibility is the same. The vertices shown in
this manuscript all correspond to the impurity model.
109 Again, we remind the reader of the fact that the impurity
vertex describes the response at constant ∆, as discussed
in footnote 108.
