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Abstract
The synthetic control method is a an econometric tool to evaluate causal effects when
only one unit is treated. While initially aimed at evaluating the effect of large-scale macroe-
conomic changes with very few available control units, it has increasingly been used in place
of more well-known microeconometric tools in a broad range of applications, but its prop-
erties in this context are unknown. This paper introduces an alternative to the synthetic
control method, which is developed both in the usual asymptotic framework and in the
high-dimensional scenario. We propose an estimator of average treatment effect that is dou-
bly robust, consistent and asymptotically normal. It is also immunized against first-step
selection mistakes. We illustrate these properties using Monte Carlo simulations and appli-
cations to both standard and potentially high-dimensional settings, and offer a comparison
with the synthetic control method.
Keywords: treatment effect, synthetic control, covariate balancing, high-dimension.
1 Introduction
The synthetic control method (Abadie and Gardeazabal, 2003; Abadie et al., 2010, 2015) is
one of the most recent additions to the empiricist’s toolbox, gaining popularity not only in
economics, but also in political science, medicine, etc. It provides a sound methodology in many
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settings where only long aggregate panel data is available to the researcher. The method has been
specifically developed in a context where a single sizeable unit such as a country, a state or a city
undergoes a large-scale policy change (referred to as the treatment or intervention hereafter),
while only a moderate number of control units (the donor pool) is available to construct a
counterfactual through a synthetic unit. This unit is defined as a convex combination of units
from the donor pool that best resembles the treated unit before the intervention. Then the
treatment effect is estimated from the difference in outcomes between the treated unit and its
synthetic unit after the intervention takes place. In contexts such as those described above, the
synthetic unit possesses several appealing properties (for more details on such properties, see
the recent survey of Abadie, 2019). First, it does not lead to extrapolation outside the support
of the data: because weights are non-negative, the counterfactual never takes a value outside
of the convex hull defined by the donor pool. Second, one can assess simply its fit, making it
easy to judge the quality of the counterfactual. Third, the synthetic unit is sparse: the number
of control units receiving a non-zero weight is at most equal to the dimension of the matching
variable plus one.
The method has still some limitations, in particular when applied to micro data, for which it
was not initially intended. In such cases, the number of untreated units n0 is typically greater
than the dimension p of variables X used to construct the synthetic units. Then, as soon as the
treated unit falls into the convex hull defined by the donor pool, the synthetic control solution is
not uniquely defined (see in particular Abadie and L’Hour, 2019). Second, and still related to the
fact that the method was not developed for micro data, there is, to the best of our knowledge, no
asymptotic theory available for synthetic control yet. This means in particular, that inference
cannot be conducted in a standard way. A third issue is related to variable selection. The
standard synthetic control method, as advocated in Abadie et al. (2010), not only minimizes
the norm ‖.‖V – defined for a vector a of dimension p and diagonal positive-definite matrix V ,
as ‖a‖V =
√
aTV a – between the characteristics of the treated and those of its synthetic unit
under constraints, but also employs a bi-level optimization program over the weighting matrix
V so as to obtain the best possible pre-treatment fit. Diagonal elements of V are interpreted
as a measure of the predicting power of each characteristics for the outcome (see, e.g., Abadie
et al., 2010; Abadie, 2019). This approach has been criticized for being unstable and yielding
unreproducible results, see in particular Klo¨ßner et al. (2018).
We consider an alternative to the synthetic control that addresses these issues. Specifically,
we consider a parametric form for the synthetic control weights, Wi = h(X
T
i β0), where we
estimate the unknown parameter β0. This approach warrants the uniqueness of the solution
in low-dimensional cases where p < n0. With micro data, it may thus be seen as a particular
solution of the synthetic control method. We show that the average treatment on the treated
(ATT) parameter can be estimated with a two-step GMM estimator, where β0 is computed in
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a first step so that the reweighted control group matches some features of the treated units.
A key result is the double robustness of the estimator, as defined by Bang and Robins (2005).
Specifically, we show that misspecifications in the synthetic control weights do not prevent valid
inference if the outcome regression function is linear for the control group.
We then turn to the high-dimensional case where p is large, possibly greater than n0. This case
actually corresponds to the initial set-up of the synthetic control method, and is therefore crucial
to take into consideration. We depart from the synthetic control method by introducing an `1
penalization term in the minimization program used to estimate β0. We thus perform variable
selection in a similar way as the Lasso, but differently from the synthetic control method, which
relies on the aforementioned optimization over V (leading to overweighting the variables that
are good predictors of the outcome and underweighting the others).
We also study the asymptotic properties of our estimator. Building on double robustness, we
construct an estimator that is immunized against first-step selection mistakes in the sense defined
for example by Chernozhukov et al. (2015b) or Chernozhukov et al. (2018). This construction
requires an extra step, which models the outcome regression function and provides a bias cor-
rection, a theme that has also been developed in Ben-Michael et al. (2018), Abadie and L’Hour
(2019) and Arkhangelsky et al. (2019). We show that both in the low- and high-dimensional
case, the estimator is consistent and asymptotically normal. Consequently, we develop infer-
ence based on asymptotic approximation, which can be used in place of permutation tests when
randomization of the treatment is not warranted.
Apart from its close connection with the synthetic control method, the present paper is related
to the literature on treatment effect evaluation through propensity score weighting and covariate
balancing. Several efforts have been made to include balance between covariates as an explicit
objective for estimation with or without relation to the propensity score (e.g. Hainmueller, 2012;
Graham et al., 2012). Our paper is in particular related to that of Imai and Ratkovic (2014),
who integrate propensity score estimation and covariate balancing in the same framework. We
extend their paper by considering the case of high-dimensional covariates. Note that the covariate
balancing idea is related to the calibration estimation in survey sampling, see in particular Deville
and Sa¨rndal (1992).
It also partakes in the econometric literature addressing variable selection, and more generally the
use of machine learning tools, when estimating a treatment effect, especially but not exclusively
in a high-dimensional framework. The lack of uniformity for inference after a selection step has
been raised in a series of papers by Leeb and Po¨tscher (2005, 2008a,b), echoing earlier papers
by Leamer (1983) who put into question the credibility of many empirical policy evaluation
results. One recent solution proposed to circumvent this post-selection conundrum is the use of
double-selection procedures (Belloni and Chernozhukov, 2013; Farrell, 2015; Chernozhukov et al.,
2015a; Chernozhukov et al., 2018). For example, Belloni et al. (2014) highlight the dangers of
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selecting controls exclusively in their relation to the outcome and propose a three-step procedure
that helps selecting more controls and guards against omitted variable biases much more than
a simple “post-single-selection” estimator, as it is usually done by selecting covariates based on
either their relation with the outcome or with the treatment variable, but rarely both. Farrell
(2015) extends the main approach of Belloni et al. (2014) by allowing for heterogeneous treatment
effects, proposing an estimator that is robust to either model selection mistakes in propensity
scores or in outcome regression. However, Farrell (2015) proves the root-n consistency of his
estimator only when both models hold true (see Assumption 3 and Theorem 3 therein). Our
paper is also related to the work of Athey et al. (2018), who consider treatment effect estimation
under the assumption of a linear conditional expectation for the outcome equation. As we do,
they also estimate balancing weights, to correct for the bias arising in this high-dimensional
setting, but because of their linearity assumption, they do not require to estimate a propensity
score. Their method is then somewhat simpler than ours, but it does not enjoy the double-
robustness property of ours.
Finally, a recent work by Bradic et al. (2019) parallel to ours1 suggests a Lasso-type procedure
assuming logistic propensity score and linear specification for both treated and untreated items.
Their method is similar but still slightly different from ours. Also, the main focus in Bradic et al.
(2019) is to prove asymptotic normality under possibly weaker conditions on the sparsity levels
of the parameters. Namely, they allow for sparsity up to o(
√
n/ log(p)) or, in some cases up to
o(n/ log(p)) where n is the sample size, when the eigenvalues of the population Gram matrix
do not depend on n. Similar results can be developed for our method at the expense of much
additional technical effort. We have opted not to pursue in this direction since it only helps
to include relatively non-sparse models that are not of interest for the applications we have in
mind.
The paper is organized as follows. Section 2 introduces the set-up and the identification strategy
behind our estimator. Section 3 presents the estimator both in the low- and high-dimensional
case and studies its asymptotic properties. Section 4 examines the finite sample properties of
our estimator through a Monte Carlo experiment. Section 5 revisits LaLonde (1986)’s dataset
to compare our procedure with other high-dimensional econometric tools and the effect of the
large-scale tobacco control program of Abadie et al. (2010) for a comparison with synthetic
control. Section 6 concludes. All proofs are in the Appendix.
1Our results have been presented as early as 2016 at the North American and European Summer Meet-
ings of the Econometric Society (see https://www.econometricsociety.org/sites/default/files/regions/
program_ESEM2016.pdf), and again in 2017 during the IAAE Meeting in Sapporo, see Ble´haut et al. (2017).
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2 Covariate Balancing Weights and Double Robustness
We are interested in the effect of a binary treatment, coded by D = 1 for the treated and D = 0
for the non-treated. We let Y (0) and Y (1) denote the potential outcome under no treatment and
under the treatment, respectively. The observed outcome is then Y = DY (1)+(1−D)Y (0). We
also observe a random vector X ∈ Rp of pre-treatment characteristics. The quantity of interest
is the average treatment effect on the treated (ATT), defined as:
θ0 = E[Y (1)− Y (0)|D = 1].
Here and in what follows, we assume that the random variables are such that all the considered
expectations are finite. Since no individual is observed in both treatment states, identification of
the counterfactual E[Y (0)|D = 1] is achieved through the following two ubiquitous conditions.
Assumption 2.1 (Nested Support) P[D = 1|X] < 1 almost surely and 0 < P[D = 1] < 1.
Assumption 2.2 (Mean Independence) E[Y (0)|X,D = 1] = E[Y (0)|X,D = 0].
Assumption 2.1, a version of the usual common support condition, requires that there exist con-
trol units for any possible value of the covariates in the population. Since the ATT is the param-
eter of interest, we are never reconstructing a counterfactual for control units so P[D = 1|X] > 0
is not required. Assumption 2.2 states that conditional on a set of observed confounding factors,
the expected potential outcome under no treatment is the same for treated and control individ-
uals. This assumption is a weaker form of the classical conditional independence assumption
(Y (0), Y (1)) ⊥ D|X.
In policy evaluation settings, the counterfactual is usually identified and estimated as a weighted
average of non-treated unit outcomes:
θ0 = E[Y (1)|D = 1]− E[WY (0)|D = 0], (2.1)
where W is a random variable called the weight. Popular choices for the weight are the following:
1. Linear regression: W = E[DXT ]E[(1−D)XXT ]−1X, also referred to as the Oaxaca-Blinder
weight (Kline, 2011);
2. Propensity score: W = P [D = 1|X]/(1− P [D = 1|X]);
3. Matching: W = P (D = 1)fX|D=1(X)/[P (D = 0)fX|D=0(X)]; 2
2Assuming here that the conditional densities fX|D=1 and fX|D=0 exist. Of course, P (D =
1)fX|D=1(X)/[P (D = 0)fX|D=0(X)] = P [D = 1|X]/(1 − P [D = 1|X]), but the methods of estimation of
W differ in the two cases.
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4. Synthetic controls: see Abadie et al. (2010).
In this paper, we propose another choice of weight W , which can be seen as a parametric
alternative to the synthetic control. An advantage is that it is well-defined whether or not the
number of untreated observations n0 is greater than the dimension p of X, whereas the synthetic
control estimator is not uniquely defined when n0 > p. Formally, we look for weights W that:
(i) satisfy a balancing condition as in the synthetic control method;
(ii) are positive;
(iii) depend only on the covariates;
(iv) can be used whether n0 > p or n0 ≤ p (high-dimensional regime).
Satisfying a balancing condition means that
E[DX] = E[W (1−D)X]. (2.2)
Up to a proportionality constant, this is equivalent to E[X|D = 1] = E[WX|D = 0]. In words, W
balances the first moment of the observed covariates between the treated and the control group.
The definition of the observable covariates X is left to the econometrician and can include
transformation of the original covariates so as to match more features of their distribution. The
idea behind such weights relies on the principle of “covariate balancing” as in, e.g., Imai and
Ratkovic (2014). The following lemma shows that under Assumption 2.1 weights satisfying the
balancing condition always exist.
Lemma 2.1 If Assumption 2.1 holds, the propensity score weight W = P[D = 1|X]/(1−P[D =
1|X]) satisfies the balancing condition (2.2).
The proof of this lemma is straightforward by plugging the expression of W in Equation (2.2)
and using the law of iterated expectations. Note that W is not a unique solution of (2.2). The
linear regression weight W = E[DXT ]E[(1−D)XXT ]−1X also satisfies the balancing condition
but it can be negative and its use is problematic in high-dimensional regime.
Lemma 2.1 would suggest solving a binary choice model to obtain estimators of P[D = 1|X]
and of the weight W as a first step, and then plugging W in (2.1) to estimate θ0. However,
an inconsistent estimator of the propensity score leads to an inconsistent estimator of θ0 and
does not guarantee that the corresponding weight will achieve covariate balancing. Finally,
estimation of the propensity score can be problematic when there are very few treated units.
For these reasons, we consider another approach where estimation is based directly on balancing
equations:
E [(D − (1−D)W )X] = 0. (2.3)
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An important advantage of this approach over the usual one based on the propensity score
estimation through maximum likelihood is its double robustness (for a definition, see, e.g., Bang
and Robins, 2005). Indeed, let W1 denote the weights identified by (2.3) under a misspecified
model on the propensity score. It turns out that if the balancing equations (2.3) hold for W1 the
estimated treatment effect will still be consistent provided that E[Y (0)|X] is linear in X. The
formal result is given in Theorem 2.1 below.
Theorem 2.1 (Double Robustness) Let Assumptions 2.1-2.2 hold and let w : Rp → (0,+∞)
be a measurable function such that E [w(X)|Y |] <∞, E [w(X)‖X‖2] <∞, where ‖ · ‖2 denotes
the Euclidean norm. Assume the balancing condition
E [(D − (1−D)w(X))X] = 0. (2.4)
Then, for any µ ∈ Rp the ATT θ0 can be expressed as
θ0 =
1
P(D = 1)
E
[
(D − (1−D)w(X)) (Y −XTµ)] (2.5)
in each of the following two cases:
1. E[Y (0)|X] = XTµ0 for some µ0 ∈ Rp;
2. P [D = 1|X] = w(X)/(1 + w(X)).
In (2.5), the effect of X is taken out from Y in a linear fashion, while the effect of X on D is taken
out by re-weighting the control group to obtain the same mean for X. Theorem 2.1 shows that
an estimator based on (2.5) enjoys the double robustness property. Theorem 2.1 is similar to the
result of Kline (2011) for the Oaxaca-Blinder estimator, which is obtained under the assumption
that the propensity score follows specifically a log-logistic model in the propensity-score-well-
specified case. Theorem 2.1 is more general. It can be applied under parametric modeling of W
as well as in nonparametric settings.
In this paper, we consider a parametric model for w(X). Namely, we assume that P [D = 1|X] =
G(XTβ0) for some unknown β0 ∈ Rp and some known strictly increasing cumulative distribution
function G. Then w(X) = h(XTβ0) with h = G/(1 − G) and β0 is identified by the balancing
condition
E
[(
D − (1−D)h(XTβ0)
)
X
]
= 0. (2.6)
Clearly, h is a positive strictly increasing function, which implies that its primitive H is strictly
convex. A classical example is to take G as the c.d.f. of the logistic distribution, in which case
h(u) = H(u) = exp(u) for u ∈ R. The strict convexity of H implies that β0 is the unique
solution of a strictly convex program:
β0 = arg min
β∈Rp
E
[
(1−D)H(XTβ)−DXTβ] . (2.7)
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This program is well-defined, whether or not P [D = 1|X] = G(XTβ0). Note also that definitions
(2.6) and (2.7) are equivalent provided that E
[
h(XTβ)‖X‖2
]
< ∞ for β in a vicinity of β0.
Indeed, it follows from the dominated convergence theorem that, under this assumption and due
to the fact that any convex function is locally Lipschitz, differentiation under the expectation
sign is legitimate in (2.7).
We are now ready to state the main identification theorem justifying the use of ATT estimation
methods developed below. It is a straightforward corollary of Theorem 2.1.
Theorem 2.2 (Parametric Double Robustness) Let Assumptions 2.1-2.2 hold. Assume
that β0 ∈ Rp and a positive strictly increasing function h are such that E
[
h(XTβ0)‖X‖2
]
<∞,
E
[
h(XTβ0)|Y |
]
<∞ and condition (2.6) holds. Then, for any µ ∈ Rp, the ATT θ0 satisfies
θ0 =
1
P(D = 1)
E
[(
D − (1−D)h(XTβ0)
)
(Y −XTµ)] , (2.8)
in each of two the following cases.
1. There exists µ0 ∈ Rp such that E[Y (0)|X] = XTµ0.
2. P [D = 1|X] = G(XTβ0) with G = h/(1 + h).
At this stage, the parameter µ in Equation (2.8) does not play any role and can, for example,
be zero. However, we will see below that in the high-dimensional regime, choosing µ carefully is
crucial to obtain an “immunized” estimator of θ0 that enjoys the desirable asymptotic properties.
3 A Parametric Alternative to Synthetic Control
We now assume to have a sample (Di, Xi, Yi)i=1...n of i.i.d. random variables with the same
distribution as (D,X, Y ).
3.1 Estimation with low-dimensional covariates
Consider first an asymptotic regime where the dimension p of the covariates is fixed, while the
sample size n tends to infinity. We call it the low-dimensional regime. Define an estimator of β0
via the empirical counterpart of (2.7):
βˆld ∈ arg min
β∈Rp
1
n
n∑
i=1
[(1−Di)H(XTi β)−DiXTi β]. (3.1)
Next, we plug βˆld in the empirical counterpart of (2.8) to obtain the following estimator of θ0:
θ˜ld :=
1
1
n
∑n
i=1Di
(
1
n
n∑
i=1
[Di − (1−Di)h(XTi βˆld)]Yi
)
.
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Note that if X includes the intercept, θ˜ld satisfies the desirable property of location invariance,
namely it does not change if we replace all Yi by Yi + c, for any c ∈ R.
Set Z := (D,X, Y ), Zi := (Di, Xi, Yi) and introduce the function
g(Z, θ, (β, µ)) := [D − (1−D)h(XTβ)][Y −XTµ]−Dθ.
Then the estimator θ˜ld satisfies
1
n
n∑
i=1
g(Zi, θ˜ld, (βˆld, 0)) = 0. (3.2)
This estimator is a two-step GMM. It is consistent and asymptotically normal under mild reg-
ularity conditions, with asymptotic variance E [g2(Z, θ0, (β0, µ0))] /E(D)2, where
µ0 = E[h′(XTβ0)XXT |D = 0]−1E[h′(XTβ0)XY |D = 0]. (3.3)
This can be shown by standard techniques (see, e.g., Section 6 in Newey and McFadden, 1994).
Notice that since h′(XTβ0) > 0 the vector µ0 is the coefficient of the weighted population
regression of Y on X for the control group. This observation is useful for the derivation of the
“immunized” estimator in the high-dimensional case, to which we now turn.
3.2 Estimation with high-dimensional covariates
We now consider that p may grow with n, with possibly p  n. This can be of interest in
several situations. First, in macroeconomic problems, n is actually small, and p may easily
be of comparable size. For example, in the Tobacco control program application by Abadie
et al. (2010) the control group size is limited due to the fact that the observational unit is
the state but many pre-treatment outcomes are included among the covariates. Section 5.2
revisits this example. Second, researcher may want to consider a flexible form for the weights by
including transformations of the covariates. For instance, one may want to interact categorical
variables with other covariates or consider, e.g., different powers of continuous variables if one
wants to allow for flexible non-linear effects. See Section 5.1 for an application considering such
transformations. Third, one may want not only to balance the first moments of the distribution
of the covariates but also the second moments, the covariances, the third moments and so on
to make the distribution more similar between the treated and the control group. In this case,
high-dimensional settings seem to be of interest as well.
In high-dimensional regime, the GMM estimator in (3.1) is, in general, not consistent. We
therefore propose an alternative Lasso-type method by adding in (3.1) an `1 penalization term:
βˆ ∈ arg min
β∈Rp
(
1
n
n∑
i=1
[(1−Di)H(XTi β)−DiXTi β] + λ
p∑
j=1
ψj|βj|
)
. (3.4)
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Here, λ > 0 is an overall penalty parameter set to dominate the noise in the gradient of the
objective function and {ψj}j=1,...,p are covariate specific penalty loadings set as to grant good
asymptotic properties. The penalty loadings can be adjusted using the algorithm presented in
Appendix A.
This type of penalization offers several advantages. First, the program (3.4) has almost surely a
unique solution when the entries of X have a continuous distribution, cf. Lemma 5 in Tibshirani
(2013), which cannot be granted for its non-penalized version (3.1). Second, it yields a sparse
solution in the sense that some entries of the vector of estimated coefficients are set exactly to
zero if the penalty is large enough, which is not the case for estimators based on `2 penalization.
The `0-penalized estimator shares the same sparsity property but is very costly to compute,
whereas (3.4) can be easily solved by computationally efficient methods, see, e.g., Hastie et al.
(2009).
The use of covariate specific penalty loadings goes back to Bickel et al. (2009); the particular
choice of penalty loadings that we consider below is inspired by Belloni et al. (2012). A drawback
of penalizing by the `1-norm is that it induces a bias in estimation of the coefficients. But this is
not an issue here since we are ultimately interested in estimating θ0 rather than β0. The solution
βˆ of (3.4) only plays the role of a pilot estimator.
The estimator βˆ is consistent as n tends to infinity under assumptions analogous to those used
in Bunea et al. (2007); Bickel et al. (2009) for the Lasso with quadratic loss, see Theorem 3.2
below. As in the low-dimensional case (cf. Section 3.1), one is then tempted to consider the
plug-in estimator for the ATT based on Equation (2.8) with µ = 0:
θ˜ =
1∑n
i=1Di
n∑
i=1
[Di − (1−Di)h(XTi βˆ)]Yi. (3.5)
We refer to this estimator as the naive plug-in estimator. However, as mentioned above, the Lasso
estimator βˆ of the nuisance parameter β0 is not asymptotically unbiased. In high-dimensional
regime where p grows with n, naive plug-in estimators suffer from a regularization bias and may
not be asymptotically normal with zero mean, as illustrated for example in Belloni et al. (2014);
Chernozhukov et al. (2015b, 2018). Therefore, following the general approach of Chernozhukov
et al. (2015b, 2018), we develop an immunized estimator that, at the first order, is insensitive
to βˆ. We show that this estimator is asymptotically normal with mean zero and an asymptotic
variance that does not depend on the properties of the pilot estimator βˆ. The idea is to choose
parameter µ in (2.8) such that the expected gradient of the estimating function g(Z, θ, (β, µ))
with respect to β is zero when taken at (θ0, β0). This holds for µ = µ0, where µ0 satisfies
E
[
(1−D)h′(XTβ0)(Y −XTµ0)X
]
= 0. (3.6)
Notice that if the corresponding matrix is invertible we get the low-dimensional solution (3.3).
Clearly, µ0 depends on unknown quantities and we need to estimate it. To this end, observe
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that Equation (3.6) corresponds to the first-order condition of a weighted least-squares problem,3
namely
µ0 = arg min
µ∈Rp
E
[
(1−D)h′(XTβ0)(Y −XTµ)2
]
. (3.7)
Since X is high-dimensional we cannot estimate µ0 via the empirical counterpart of (3.7). In-
stead, we consider a Lasso-type estimator
µˆ ∈ arg min
µ∈Rp
(
1
n
n∑
i=1
[(1−Di)h′(XTi βˆ)
(
Yi −XTi µ
)2
] + λ′
p∑
j=1
ψ′j|µj|
)
. (3.8)
Here, similarly to (3.4), λ′ > 0 is an overall penalty parameter set to dominate the noise in
the gradient of the objective function and
{
ψ′j
}
j=1,...,p
are covariate-specific penalty loadings.
Importantly, by estimating µ0 we do not introduce, at least asymptotically, an additional source
of variability since by construction, the gradient of the moment condition (2.8) (if we consider
it as function of β rather than of β0) with respect to (β, µ) vanishes at point (β0, µ0).
Finally, the immunized ATT estimator is defined as
θˆ :=
1∑n
i=1 Di
n∑
i=1
(
Di − (1−Di)h(XTi βˆ)
)
(Yi −XTi µˆ).
Intuitively, the immunized procedure corrects the naive plug-in estimator in the case where the
balancing program has “missed” a covariate that is very important to predict the outcome:
θˆ = θ˜ −
[
1
n1
n∑
i:Di=1
Xi − 1
n1
n∑
i:Di=0
h(XTi βˆ)Xi
]T
µˆ,
where n1 is the number of treated observations. This has a flavor of Frish-Waugh-Lowell
partialling-out procedure for model selection as observed by Belloni et al. (2014) and further
developed in Chernozhukov et al. (2015b).
To summarize, the estimation procedure in high-dimensional regime consists of the three fol-
lowing steps. Each step is computationally simple as it needs at most to minimize a convex
function:
1. (Balancing step.) For a given level of penalty λ and positive covariate-specific penalty
loadings {ψj}pj=1, compute βˆ defined by
βˆ ∈ arg min
β∈Rp
(
1
n
n∑
i=1
[(1−Di)H(XTi β)−DiXTi β] + λ
p∑
j=1
ψj|βj|
)
. (3.9)
3The assumptions under which we prove the results below guarantee that µ0 defined here is unique. Extension
to the case of multiple solutions can be worked out as well. It is technically more involved but in our opinion
does not add much to the understanding of the problem.
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2. (Immunization step.) For a given level of penalty λ′ and covariate-specific penalty loadings{
ψ′j
}p
j=1
, and using βˆ obtained in the previous step, compute µˆ defined by:
µˆ ∈ arg min
µ∈Rp
(
1
n
n∑
i=1
[(1−Di)h′(XTi βˆ)
(
Yi −XTi µ
)2
] + λ′
p∑
j=1
ψ′j|µj|
)
. (3.10)
3. (ATT estimation.) Estimate the ATT using the immunized estimator:
θˆ =
1∑n
i=1 Di
n∑
i=1
[
Di − (1−Di)h(XTi βˆ)
]
(Yi −XTi µˆ). (3.11)
3.3 Asymptotic Properties
The current framework poses several challenges to achieving asymptotically valid inference.
First, X can be high-dimensional since we allow for p  n provided that sparsity conditions
are met (see Assumption 3.1 below). Second, the ATT estimation is affected by the estimation
of the nuisance parameters (β0, µ0) and we wish to neutralize their influence. Finally, the `1-
penalized estimators we use for β0 and µ0 are not conventional. The estimator of β0 relies on
a non-standard loss function and, to our knowledge, the properties of βˆ that we need are not
available in the literature, cf., e.g., van de Geer (2016) and the references therein. The estimator
of µ0 is close to the usual Lasso except for the weights that depend on βˆ. In general, discrepancy
in the weights can induce an extra bias. Thus, it is not granted that such an estimator achieves
properties close to the Lasso. We show below that it holds true under our assumptions. Our
proof techniques may be of interest for other problems of similar type.
Let η = (β, µ) denote the vector of two nuisance parameters and recall that Z = (D,X, Y ). In
what follows, we write for brevity g(Z, θ, η) instead of g(Z, θ, (β, µ)). In particular, for the value
η0 := (β0, µ0) we have
Eg(Z, θ0, η0) = 0. (3.12)
Hereafter, the notation a . b means that a ≤ cb for some constant c > 0 independent of the
sample size n. We denote by Φ and Φ−1 the cumulative distribution function and the quantile
function of a standard normal random variable, respectively. We use the symbol En(·) to denote
the empirical average, that is En(a) = n−1
∑n
i=1 ai for a = (a1, . . . , an). Finally, for a vector
δ = (δ1, . . . , δp) ∈ Rp and a subset S ⊆ {1, . . . , p} we consider the restricted vector δS = (δjI(j ∈
S))pj=1, where I(·) denotes the indicator function, and we set ‖δ‖0 := Card {1 ≤ j ≤ p : δj 6= 0},
‖δ‖1 :=
∑p
j=1 |δj|, ‖δ‖2 :=
√∑p
j=1 δ
2
j and ‖δ‖∞ := maxj=1,...,p|δj|.
We now state the assumptions used to prove the asymptotic results.
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Assumption 3.1 (Sparsity restrictions) The nuisance parameter is sparse in the following
sense:
‖β0‖0 ≤ sβ, ‖µ0‖0 ≤ sµ
for some integers sβ, sµ ∈ [1, p].
Assumption 3.2 (Conditions on function h) Function h is increasing, twice continuously
differentiable on R and
(i) the second derivative h′′ is Lipschitz on any compact subset of R,
(ii) either infu∈R h′(u) ≥ c2 or ‖β0‖1 ≤ c3 where c2 > 0 and c3 > 0 are constants independent
of n.
We also need some conditions on the distribution of data. The random vectors Zi = (Di, Xi, Yi)
are assumed to be i.i.d. copies of Z = (D,X, Y ) with D ∈ {0, 1}, X ∈ Rp and Y ∈ R.
Throughout the paper, we assume that Z depends on n, so that in fact we deal with a triangular
array of random vectors. This dependence on n is needed for rigorously stating asymptotical
results since we consider the setting where the dimension p = p(n) is a function of n. Thus,
in what follows Z is indexed by n but for brevity we typically suppress this dependence in the
notation. On the other hand, all constants denoted by c (with various indices) and K appearing
below are independent of n.
Assumption 3.3 (Conditions on the distribution of data) The random vectors Zi are i.i.d.
copies of Z = (D,X, Y ) with D ∈ {0, 1}, X ∈ Rp and Y ∈ R satisfying (2.6), (3.6), (3.12) and
the following conditions:
(i) There exist constants K > 0 and c1 > 0 such that
max{‖X‖∞ , |XTβ0|, |Y −XTµ0|} ≤ K(a.s.), and 0 < P(D = 1) < 1.
(ii) Non-degeneracy conditions. There exists c1 > 0 such that for all j = 1, . . . , p,
min
{
E
(
(Y −XTµ0 − θ0)2|D = 1
)
, E
(
h2(XTβ0)(Y −XTµ0)2|D = 0
)
,
E
(
(XT ej)
2|D = 1) , E (h2(XTβ0)(XT ej)2|D = 0) ,
E
(
(h′(XTβ0))2(Y −XTµ0)2(XT ej)2|D = 0
)} ≥ c1,
where ej denotes the jth canonical basis vector in Rp.
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Assumption 3.4 (Condition on the population Gram matrix of the control group) The
population Gram matrix of the control group
Σ := E((1−D)XXT )
is such that
min
v∈Rp\{0}
vTΣv
‖v‖22
≥ κΣ, (3.13)
where the minimal eigenvalue κΣ is a positive number.
Note that, in view of Assumption 3.3, κΣ is uniformly bounded: κΣ ≤ eT1 Σe1 ≤ K2.
Assumption 3.5 (Dimension restrictions) The integers p, s = max(sβ, sµ) ∈ [1, p/2] and
the value κΣ > 0 are functions of n satisfying the following growth conditions:
(i)
s2 log(p)
κ2Σ
√
n
→ 0 as n→∞,
(ii) s/κΣ = o(p) as n→∞,
(iii) log(p) = o(n1/3) as n→∞.
Finally, we define the penalty loadings for estimation of nuisance parameters. The gradients of
the estimating function with respect to the nuisance parameters are
∇µg(Z, θ, η) = −
[
D − (1−D)h(XTβ)]X,
∇βg(Z, θ, η) = −(1−D)h′(XTβ)
[
Y −XTµ]X.
For each i = 1, . . . , n, we define the random vector Ui ∈ R2p with entries corresponding to these
gradients:
Ui,j :=
{
− [Di − (1−Di)h(XTi β0)]Xi,j if 1 ≤ j ≤ p,
−(1−Di)h′(XTi β0)
[
Yi −XTi µ0
]
Xi,j if p+ 1 ≤ j ≤ 2p,
where Xi,j is the jth entry of Xi.
Assumption 3.6 (Penalty Loadings) Let c > 1 and γ ∈ (0, 2p) be such that log(1/γ) .
log(p) and γ = o(1) as n→∞. The penalty loadings for estimation of β0 satisfy
λ := cΦ−1(1− γ/2p)/√n,
ψj,max ≥ ψj ≥
√√√√n−1 n∑
i=1
U2i,j for j = 1, . . . , p.
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The penalty loadings for estimation of µ0 satisfy
λ′ := 2cΦ−1(1− γ/2p)/√n,
ψ′j,max ≥ ψ′j ≥
√√√√n−1 n∑
i=1
U2i,j+p for j = 1, . . . , p.
Here, the upper bounds on the loadings are
ψj,max =
√√√√ 1
n
n∑
i=1
max
|u|≤K
[(1−Di)h(u)−Di]2X2i,j,
ψ′j,max =
√√√√ 1
n
n∑
i=1
(1−Di) max|u|≤K
(|h′(u)|2 [Yi − u]2 )X2i,j
representing feasible majorants for
√
n−1
∑n
i=1 U
2
i,j under our assumptions.
The values
√
n−1
∑n
i=1 U
2
i,j depend on the unknown parameters. Thus, we cannot choose ψj, ψ
′
j
equal to these values but we can take them equal to the upper bounds ψj = ψj,max and
ψ′j = ψ
′
j,max. A more flexible iterative approach of choosing feasible loadings is discussed in
Appendix A.
The following theorem constitutes the main asymptotic result of the paper.
Theorem 3.1 (Asymptotic Normality of the Immunized Estimator) Let Assumptions 3.1
- 3.6 hold. Then the immunized estimator θˆ defined in Equation (3.11) satisfies
σˆ−1
√
n(θˆ − θ0) D→ N (0, 1) as n→∞,
where σˆ2 := 1
n
∑n
i=1 g
2(Zi, θˆ, ηˆ)
(
1
n
∑n
i=1Di
)−2
is a consistent estimator of the asymptotic vari-
ance, and
D→ denotes convergence in distribution.
The proof is given in Appendix B.2. An important point underlying the root-n convergence
and asymptotic normality of θˆ is the fact that the expected gradient of g with respect to η is
zero at η0. In granting this property, we follow the general methodology of estimation in the
presence of high-dimensional nuisance parameters developed in Belloni et al. (2012, 2014, 2017);
Chernozhukov et al. (2015b) among other papers by the same authors. The second important
ingredient of the proof is to ensure that the estimator ηˆ converges fast enough to the nuisance
parameter η0. Its rate of convergence is given in the following theorem.
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Theorem 3.2 (Nuisance Parameter Estimation) Under Assumptions 3.1-3.6, we have, with
probability tending to 1 as n→∞,
‖βˆ − β0‖1 . sβ
κΣ
√
log(p)
n
, , (3.14)
‖µˆ− µ0‖1 . s
κΣ
√
log(p)
n
.. (3.15)
The proof is given in Appendix B.3. Note that the rate in (3.15) depends not only on the
sparsity index sµ of µ0 but on the maximum s = max(sβ, sµ). This is natural since one should
account for the accuracy of the preliminary estimator βˆ used to obtain µˆ. Inspection of the
proof shows that Theorem 3.2 remains valid under weaker assumptions, namely, we can replace
Assumption 3.5 on s, p, κΣ by the condition (C.2). We also note that Assumption 3.5(i) in
Theorem 3.1 can be modified to (s/
√
n) log(p)→ 0 if κΣ is a constant independent of n as it is
assumed, for example, in Bradic et al. (2019). Such a modification would require a substantially
more involved proof but only improves upon considering relatively non-sparse cases. This does
not seem of much added value for using the methods in practice when the sparsity index is
typically small. Moreover, in the high-dimensional scenario we find it more important to specify
the dependency of the growth conditions on κΣ.
4 Monte Carlo Simulations
The aim of this experiment is two-fold: illustrate the better properties of the immunized esti-
mator over the naive plug-in, and compare it with other estimators. In particular, we compare
it with a similar estimator proposed by Farrell (2015). We consider the following DGP. The p
covariates are distributed as X ∼ N (0,Σ), where the (i, j) element of the variance-covariance
matrix satisfies Σi,j = .5
|i−j|. The treatment equation follows a logit model, Pr(D = 1|X) =
Λ
(
XTγ0
)
with Λ(u) = 1/(1 + exp(−u)). The potential outcomes satisfy
Y (d) = exp(XTµ0) + d(ζ0X
Tγ0) + ε, ε|D,X ∼ N (0, 1).
We assume the following form for the jth entry of γ0 and µ0:
γ0j =
{
ργ(−1)j/j2 if j ≤ 10
0 otherwise
, µ0j =

ρµ(−1)j/j2 if j ≤ 10
ρµ(−1)j+1/(p− j + 1)2 if j ≥ p− 9
0 otherwise.
We are thus in an strictly sparse setting for both equations where only ten covariates play a role
in the treatment assignment and twenty in the outcome. Figure 1 depicts the precise pattern
of the corresponding coefficients for p = 30. ργ and ρµ are constants that fix the signal-to-noise
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ratio. More precisely, ργ is set so that R
2 = 0.3 in the latent model for D, and ρµ is set so
that R2 = 0.8 in the model for Y (0). Finally, we let ζ0 = [V
(
exp(XTµ0)
)
/5V (Y (0))]1/2. This
impies that the variance of the individual treatment effect ζ0X
′γ0 is one fifth of the variance
of Y (0). In this set-up, the ATT satisfies E[Y (1) − Y (0)|D = 1] = ζ0E[ZΛ(Z)]/E[Λ(Z)], with
Z ∼ N (0, γT0 Σγ0). We compute it using Monte Carlo simulations.
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Notes: In this example, ργ = ρµ = 1. The central region of the graph represents the coefficients γ0 and µ0
associated with variables that do not play a role in either the equation equation or the outcome equation.
The left region shows the coefficients associated with variables that are important for both equations. In
the right region, only entries in µ0 is different from 0, meaning that the variables determine the outcome
equation but not the selection equation.
Figure 1: Sparsity patterns of γ0 (crosses) and µ0 (circles).
We consider several estimators of the ATT. The first is the naive plug-in estimator defined in
(3.5). Next, we consider our proposed estimator defined in (3.11), with H(x) = h(x) = exp(x).
We also consider the estimator proposed by Farrell (2015). This estimator is also defined by
(3.11), but βˆ and µˆ therein are obtained by a Logit Lasso and an unweighted Lasso regression,
respectively. For these three estimators, the penalty loadings for the first-step estimators are
set as in Appendix A. The last estimator, called the oracle hereafter, is our low-dimensional
estimator defined by (3.2), where in the first step we only include the ten covariates affecting
the treatment. For all estimators, we construct 95% confidence estimator on the ATT using
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the normal approximation and asymptotic variance estimators. We estimate the asymptotic
variance of the naive plug-in estimator making as if we were in a low-dimensional setting. This
means that this estimator would have an asymptotic coverage of 0.95 if p remained fixed.
In our DGP, the variables Xj with j ≥ p− 9 matter in the outcome equation but are irrelevant
in the treatment assignment rule. Given that the propensity score is correctly specified, the four
estimators are consistent. The oracle estimator should be the most accurage, as it incorporates
the information on which covariates matter in the propensity score. Because the balancing
program misses some covariates that are relevant for the outcome variable (namely, the Xj with
j ≥ p− 9), the naive plug-in estimator is expected to be asymptotically biased. The immunized
procedure should correct for this bias.
Table 1 display the results. We consider several values of n and p that approximate a rela-
tively high-dimensional setting. For every couple (n, p), we report the root mean squared error
(RMSE), the bias and the coverage rate of the confidence intervals associated to each estimator.
Our estimator performs well in all settings, with a correct coverage rate and often the lowest
RMSE over all estimators. The oracle has always a coverage rate close to 0.95 and a bias very
close to 0, as one could expect, but it does not always exhibit the lowest RMSE. This is because,
intuitively, the immunized estimator and that of Farrell (2015) trade off variance with some bias
in their first steps, sometimes resulting in slightly lower RMSE on the final estimator. Note that
the bias of the final estimator, though asymptotically negligible, results in a slight undercoverage
of the confidence intervals. Yet, even with n = 500 and p = 1, 000, the coverage rate is still of
0.84, much higher than that of the naive plug-in estimator (0.485). This estimator exhibits a
large bias and a low coverage rate even for p = 50 and n = 2, 000. This shows the importance
of correcting for the bias of the first-step estimator, even when p/n is quite small. Finally, the
estimator of Farrell (2015) exhibit similar performances as those of the immunized estimator,
though it displays a slightly larger RMSE and smaller coverage rate with this particular DGP.
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Table 1: Monte-Carlo simulations
n = 500 n = 1, 000 n = 2, 000
RMSE Bias CR RMSE Bias CR RMSE Bias CR
p = 50
Naive plug-in 0.312 0.264 0.62 0.228 0.195 0.601 0.169 0.144 0.608
Immunized 0.186 0.102 0.872 0.121 0.059 0.907 0.084 0.03 0.907
Farrell 0.197 0.117 0.857 0.132 0.075 0.885 0.093 0.046 0.887
Oracle 0.202 -0.017 0.929 0.143 -0.025 0.938 0.105 -0.03 0.935
p = 200
Naive plug-in 0.318 0.274 0.587 0.238 0.208 0.557 0.179 0.156 0.544
Immunized 0.185 0.108 0.883 0.125 0.066 0.897 0.085 0.037 0.911
Farrell 0.195 0.121 0.87 0.135 0.081 0.873 0.095 0.052 0.882
Oracle 0.194 -0.023 0.936 0.141 -0.029 0.946 0.108 -0.034 0.934
p = 500
Naive plug-in 0.339 0.297 0.532 0.247 0.216 0.522 0.185 0.165 0.494
Immunized 0.202 0.128 0.841 0.128 0.07 0.881 0.087 0.044 0.912
Farrell 0.212 0.141 0.81 0.14 0.086 0.854 0.098 0.059 0.866
Oracle 0.205 -0.019 0.927 0.146 -0.033 0.931 0.105 -0.032 0.938
p = 1, 000
Naive plug-in 0.345 0.309 0.485 0.258 0.23 0.478 0.194 0.175 0.449
Immunized 0.199 0.133 0.835 0.135 0.082 0.862 0.09 0.051 0.885
Farrell 0.211 0.146 0.807 0.146 0.097 0.823 0.101 0.066 0.853
Oracle 0.194 -0.017 0.947 0.14 -0.022 0.943 0.103 -0.026 0.939
Notes: RMSE and CR stand respectively for root mean squared error and coverage rate. The
nominal coverage rate is 0.95. The results are based on 10,000 simulations for each (n, p). The
naive plug-in and immunized estimators are defined in (3.5) and (3.11), respectively. “Farrell”
is the estimator considered by Farrell (2015).“Oracle” is defined by (3.2), where in the first step
we only include the ten covariates affecting the treatment.
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5 Empirical Applications
5.1 Job Training Program
We revisit LaLonde (1986), who examines the ability of econometric methods to recover the
causal effect of employment programs.4 This dataset was first built to assess the impact
of the National Supported Work (NSW) program. The NSW is a transitional, subsidized
work experience program targeted towards people with longstanding employment problems:
ex-offenders, former drug addicts, women who were long-term recipients of welfare benefits and
school dropouts. The quantity of interest is the average effect of the program for the participants
on 1978 yearly earnings. The treated group gathers people who were randomly assigned to this
program from the population at risk (with a sample size of n1 = 185). Two control groups are
available. The first one comes from the Panel Study of Income Dynamics (PSID) (sample size
n0 = 2, 490). The second one comes from the experiment (sample size n0 = 260) and is there-
fore directly comparable to the treated group. It provides us with a benchmark for the ATT.
Hereafter, we use the group of participants and the PSID sample to compute our estimator and
compare it with other competitors and the experimental benchmark.
To allow for a flexible specification, we follow Farrell (2015) by taking the raw covariates of
the dataset (age, education, black, hispanic, married, dummy variable of no degree, income
in 1974, income in 1975, dummy variables of no earnings in 1974 and in 1975), two-by-two-
interactions between the continuous and dummy variables, two-by-two interactions between the
dummy variables and powers up to degree 5 of the continuous variables. Continuous variables
are linearly rescaled to [0, 1]. We end up with 172 variables to select from. The experimental
benchmark for the ATT estimate is $1,794, with a standard error of 671. We compare several
estimators: the naive plug-in estimator, the immunized plug-in estimator, the doubly-robust
estimator of Farrell (2015), the double-post-selection linear estimator of Belloni et al. (2014),
and the plain OLS estimator including all the covariates. For the four penalized estimators, the
penalty loadings on the first-step estimators are set as in Appendix A.
Table 2 displays the results. Our immunized estimator and that of Farrell (2015) give credible
values for the ATT with respect to the experimental benchmark, with also similar standard
errors.5 Notably, they are the only ones, out of five estimators, that display a significant,
4For more discussion on the NSW program and the controversy regarding econometric estimates of causal
effects based on nonexperimental data, see LaLonde (1986) and the subsequent contributions by Dehejia and
Wahba (1999, 2002); Smith and Todd (2005).
5Farrell (2015)’s estimate shown in Table 2 differs from that displayed in Farrell’s paper because contrary to
him, we have not automatically included education, the dummy of no degree and the 1974 income in the set
of theory pre-selected covariates. When doing so, the results are slightly better but not qualitatively different
for this estimator. We chose not to do so as it would bias the comparison with other estimators, which do not
include a set of pre-selected variables.
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positive impact, as the experimental benchmark. The immunized estimator estimator offers a
substantial improvement on bias and standard error over the naive plug-in estimator, in line
with the evidence from the Monte Carlo experiment. Finally, the OLS estimator in Column
(7) presents a benchmark of a very simple model that does not use any selection at all. Not
surprisingly, this estimator has a substantially larger standard error than the others.
Table 2: ATT estimates on the NSW program.
Estimator
Experimental Naive Immunized
benchmark plug-in estimator
(1) (2) (3)
Point estimate 1,794.34 401.89 1,608.99
Standard error (671.00) (746.07) (705.38)
95% confidence interval [519; 3,046] [-1,060; 1,864] [226; 2991]
# variables in propensity score none 9 9
# variables in outcome equation none none 12
Farrell BCH OLS
(2015) (2014) estimator
(4) (5) (6)
Point estimate 1420.43 226.82 83.17
Standard error (670.32) (867.51) (1,184.48)
95% confidence interval [107; 2734] [-1473; 1927] [-2,238; 2,405]
# variables in propensity score 3 16 none
# variables in outcome equation 13 10 172
Notes: For details on the estimators, see the text. Standard errors and confidence intervals
are based on the asymptotic distribution.
5.2 California Tobacco Control Program
Proposition 99 is one of the first and most ambitious large-scale tobacco control program, im-
plemented in 1989 in California. It includes a vast array of measures, including an increase in
cigarette taxation of 25 cents per pack, and a significant effort in prevention and education.
In particular, the tax revenues generated by Proposition 99 were used to fund anti-smoking
campaigns. Abadie et al. (2010) analyzes the impact of the law on tobacco consumption in
California. Since this program was only enforced in California, it is a nice example where the
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synthetic control method applies whereas more standard public policy evaluation tools cannot
be used. It is possible to reproduce a synthetic California by reweighting other states so as to
imitate California’s behavior.
For this purpose, Abadie et al. (2010) consider the following covariates: retail price of cigarettes,
state log income per capita, percentage of the population between 15 and 24, per capita beer
consumption (all 1980-1988 averages). Cigarette consumptions for the years between 1970 and
1975, 1980 and 1988 are also included. Using the same variables, we conduct the same analysis
with our estimator. Figure 2 displays the estimated effect of Proposition 99 using the immunized
estimator.
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Figure 2: The effect of Proposition 99 on per capita tobacco consumption.
We find almost no effect of the policy over the pre-treatment period, giving credibility to the
counterfactual employed. A steady decline takes place after 1988, and in the long-run, tobacco
consumption is estimated to have decreased by about 30 packs per capita per year in Cali-
fornia as a consequence of the policy. The variance is larger towards the end of the period
because covariates are measured in the pre-treatment period and they become less relevant as
predictors. Note also that by construction, including 1970 to 1975, 1980 and 1988 cigarette
consumptions among the covariates yields an almost perfect fit at theses dates because of the
immunization procedure. The fit is not perfect, however, because of the shrinkage induced by
the `1-penalization.
Figure 3 displays a comparison between the immunized estimator and the synthetic control
method. The dashed green line is the synthetic control counterfactual. It does not match exactly
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the plot of Abadie et al. (2010), in which the weights given to each predictors are optimized to
fit best the outcome over the whole pre-treatment period. Instead, the green curve in Figure 3
optimizes the predictor weights using only the years 1970 through 1975, 1980 and 1988. This
strategy brings a fairer comparison with our estimator that does not use California’s per capita
tobacco consumption outside those dates to optimize the fit. In such a case, the years from 1976
to 1987, excluding 1980, can be used as sort of placebo tests.
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Figure 3: Cigarette consumption in California, actual and counterfactual
Both our estimator and the synthetic control are credible counterfactuals, as they are able to
closely match California pre-treatment tobacco consumption. They offer a sizable improvement
over a sample average over the U.S. that did not implement any tobacco control program. Fur-
thermore, even if our estimator gives a result relatively similar to the synthetic control, it displays
a smoother pattern especially towards the end of the 1980s. The estimated treatment effect ap-
pears to be larger with the immunized estimate than with the synthetic control. However, it is
hard to conclude that this difference is significant, because absent any asymptotic theory on the
synthetic control estimator, it is unclear how one could make a test on the difference between
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the two. In fact, the availability of standard asymptotic approximation for confidence intervals
is to the advantage of our method.
6 Conclusion
In this paper, we propose an estimator that makes a link between the synthetic control method,
typically used with aggregated data and n0 smaller than or of the same order as p, and treatment
effect methods used for micro data for which n0  p. Our method accommodates both settings.
In the low-dimensional regime, it pins down one of the solutions of the synthetic control problem,
which admits an infinity of solutions. In the high-dimensional regime, the estimator is a regu-
larized and immunized version of the low-dimensional one and then differs from the synthetic
control estimator. The simulations and applications suggest that it works well in practice.
In our study, we have focused on specific procedures based on `1-penalization and proved that
they achieve good asymptotic behavior in possibly high-dimensional regime under sparsity re-
strictions. Other types of estimators could be explored using these ideas. For example, in the
high-dimensional regime, our strategy can be used with the whole spectrum of sparsity-related
penalization techniques, such as group Lasso, fused Lasso, adaptive Lasso, Slope, among others.
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A Algorithm for Feasible Penalty Loadings
Consider the ideal penalty loadings for estimation of β0 defined as
λ := cΦ−1(1− γ/2p)/√n
ψ¯j :=
√√√√ 1
n
n∑
i=1
[(1−Di)h(XTi β0)−Di]2X2i,j for j = 1, ..., p,
and the ideal penalty loadings for estimation of µ0 :
λ′ := 2cΦ−1(1− γ/2p)/√n
ψ¯′j :=
√√√√ 1
n
n∑
i=1
(1−Di)h′(XTi β0)2 [Yi −XTi µ0]2X2i,j for j = 1, ..., p.
Here c > 1 is an absolute constant, γ > 0 is a tuning parameter while β0 and µ0 are the true
coefficients. We follow Belloni et al. (2014) and set γ = .05 and c = 1.1.
We first estimate the ideal penalty loadings
{
ψ¯j
}p
j=1
of the balancing step using the following
algorithm. Set a small constant  > 0 and a maximal number of iterations k0.
1. Start by using a preliminary estimate β(0) of β0. For example, take β
(0) with the entry
corresponding to the intercept equal to log(
∑n
i=1Di/
∑n
i=1(1 −Di)) and all other entries
equal to zero. Then, for all j = 1, ..., p, set
ψ˜
(0)
j =
√√√√ 1
n
n∑
i=1
[(1−Di)h(XTi β(0))−Di]2X2i,j.
At step k, set ψ˜
(k)
j =
√
1
n
∑n
i=1 [(1−Di)h(XTi β(k))−Di]2X2i,j, j = 1, ..., p.
2. Estimate the model by the penalized balancing Equation (3.4) using the penalty level λ
and penalty loadings found previously, to obtain βˆ(k).
3. Stop if max
j=1,...,p
|ψ˜(k)j − ψ˜(k−1)j | ≤  or if k > k0. Set k = k + 1 and go to step 1 otherwise.
Asymptotic validity of this approach is established analogously to (Belloni et al., 2012, Lemma
11). Estimation of the penalty loadings ψ¯′j on the immunization step follows a similar procedure
where we replace β0 in the formula for ψ¯
′
j by its estimator obtained on the balancing step.
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B Proofs
B.1 Proof of Theorem 2.1
First, note that we have E [(1−D)w(X)X] = E [DX]. As a result, for any µ ∈ Rp,
E
[
(D − (1−D)w(X)) (Y −XTµ)] = E [(D − (1−D)w(X))Y ] .
Since (1 −D)Y = (1 −D)Y (0) and DY = DY (1), the value θ0 satisfies the moment condition
(2.8) if and only if
E [w(X)Y (1−D)] = E [DY (0)] .
By the Mean Independence assumption, E(D|X)E(Y (0)|X) = E(DY (0)|X). Thus,
E [w(X)Y (1−D)] = E [E(w(X)Y (0)(1−D)|X)] = E [w(X)(1− E(D|X))E(Y (0)|X)] . (B.1)
We consider the two cases of the theorem separately.
1. In the linear case E(Y (0)|X) = XTµ0 we have
E [w(X)Y (1−D)] = E [w(X)(1−D)XTµ0]
= E
[
DXTµ0
]
= E [DE(Y (0)|X)]
= E [DY (0)] .
The first equality here is due to (B.1). The second equality follows from the fact that
E[(1−D)w(X)X] = E[DX]. The last equality uses the Mean Independence assumption.
2. Propensity score satisfies P (D = 1|X) = w(X)/(1 + w(X)). In this case, using (B.1) we
have
E [w(X)Y (1−D)] = E [w(X)(1− P (D = 1|X))E(Y (0)|X)]
= E [P (D = 1|X)E(Y (0)|X)]
= E [E(D|X)E(Y (0)|X)]
= E [DY (0)] ,
where the last equality follows from the Mean Independence assumption.

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B.2 Proof of Theorem 3.1
Denote the observed data by Zi = (Yi, Di, Xi), and by pi0 the probability of being treated:
pi0 := P(D = 1). The estimating moment function for θ0 is g(Z, θ, η) := [D−(1−D)h(XTβ)][Y −
XTµ]−Dθ. Recall that we define (θ0, η0) as the values satisfying:
Eg(Z, θ0, η0) = 0.
All these quantities depend on the sample size n but for the sake of brevity we suppress this
dependency in the notation except for the cases when we need it explicitly.
By the Taylor expansion and the linearity of the estimating function g in θ, there exists t ∈ (0, 1)
such that
En[g(Z, θˆ, ηˆ)] = En [g(Z, θ0, ηˆ)] + pˆi(θ0 − θˆ)
= pˆi(θ0 − θˆ) + En [g(Z, θ0, η0)] + (ηˆ − η0)TEn [∇ηg(Z, θ0, η0)]
+
1
2
(ηˆ − η0)TEn
[∇2ηg(Z, θ0, η˜)] (ηˆ − η0),
where η˜ := tη0+(1−t)ηˆ and pˆi = 1n
∑n
i=1 Di. The immunized estimator satisfies En[g(Z, θˆ, ηˆ)] = 0.
Thus, we obtain
pˆi
√
n(θˆ − θ0) =
√
nEn [g(Z, θ0, η0)]︸ ︷︷ ︸
:=I1
+
√
n(ηˆ − η0)TEn [∇ηg(Z, θ0, η0)]︸ ︷︷ ︸
:=I2
+ 2−1
√
n(ηˆ − η0)TEn
[∇2ηg(Z, θ0, η˜)] (ηˆ − η0)︸ ︷︷ ︸
:=I3
.
Now, to prove Theorem 3.1 we proceed as follows. First, we show that I1 converges in distribution
to a zero mean normal random variable with variance Eg2(Z, θ0, η0) (Step 1 below), while I2 and
I3 tend to zero in probability (Steps 2 and 3). This and the fact that pˆi → pi0 (a.s.) imply that√
n(θˆ−θ0) is asymptotically normal with some positive variance, which in turn implies that θˆ →
θ0 in probability. Finally, using this property we prove that En
[
g2(Zi, θˆ, ηˆ)
]
→ Eg2(Z, θ0, η0) in
probability (Step 4). Combining Steps 1 to 4 and using Slutsky lemma leads to the result of the
theorem. Thus, to complete the proof of the theorem it remains to establish Steps 1 to 4.
Step 1
In this part, we write gi,n := g(Zi, θ0, η0) (making the dependence on n explicit in the notation).
Recall that Egi,n = 0. We apply the Lindeberg-Feller central limit theorem for triangular arrays
by checking a Lyapunov condition. Since (gi,n)1≤i≤n are i.i.d., it suffices to prove that
lim sup
n→∞
E(g2+δ1,n )
(Eg21,n)1+δ/2
<∞ (B.2)
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for some δ > 0. Assumption 3.3(i) implies that E(g2+δ1,n ) is bounded uniformly in n. Moreover,
E(g21,n) = pi0E
(
(Y (1)−XTµ0 − θ0)2|D = 1
)
+ (1− pi0)E
(
h(XTβ0)
2(Y (0)−XTµ0)2|D = 0
)
.
Due to Assumption 3.3(ii) we have E(g21,n) ≥ c1, where c1 > 0 does not depend on n. Thus,
(B.2) holds. It follows that (E(g21,n))−1/2I1 converges in distribution to a standard normal random
variable.
Step 2
Set ψj+p = ψ
′
j, j = 1, . . . , p, and denote by Ψ a diagonal matrix of dimension 2p with diagonal
elements ψj, j = 1, . . . , 2p. Let also Ψ¯ be a diagonal matrix of dimension 2p with diagonal
elements ψ¯j =
√
n−1
∑n
i=1 U
2
i,j, j = 1, . . . , 2p. By Assumption 3.6 we have ψj ≥ ψ¯j. Hence,
|I2| ≤ ‖Ψ(ηˆ − η0)‖1‖Ψ−1
√
nEn [∇ηg(Z, θ0, η0)]‖∞ ≤ ‖Ψ(ηˆ − η0)‖1‖Ψ¯−1
√
nEn [∇ηg(Z, θ0, η0)]‖∞.
Here, the term ‖Ψ¯−1√nEn [∇ηg(Z, θ0, η0)]‖∞ is a maximum of self-normalized sums of variables
Ui,j and it can be bounded by using standard inequalities for self-normalized sums, cf. Lemma
C.1 below. From the orthogonality conditions and Assumption 3.3 we have E(Ui,j) = 0, E(U2i,j) ≥
c1 and E(|Ui,j|3) < ∞ for any i and any j. By Lemma C.1 and the fact that Φ−1(1 − a) ≤√−2 log(a) for all a ∈ (0, 1) we obtain that, with probability tending to 1 as n→∞,
‖Ψ¯−1√nEn [∇ηg(Z, θ0, η0)]‖∞ ≤ Φ−1(1− γ/2p) ≤
√
2 log(2p/γ) .
√
log(p).
Next, inequalities (B.18) and (B.23) imply that ‖Ψ(ηˆ − η0)‖1 . (s/κΣ)
√
log(p)/n with proba-
bility tending to 1 as n→∞. Using these facts and the growth condition (i) in Assumption 3.5
we conclude that I2 converges to 0 in probability as n→∞.
Step 3
Let H := En
[∇2ηg(Z, θ0, η˜)] ∈ R2p×2p and let hk,j be the elements of matrix H. We have
|I3| ≤
√
n
2
‖ηˆ − η0‖21 max
1≤k,j≤2p
|hk,j|. (B.3)
We now control the random variable max1≤k,j≤2p |hk,j|. To do this, we first note that
∂2
∂β∂βT
g(Z, θ, η) = −(1−D)h′′(XTβ) [Y −XTµ]XXT ,
∂2
∂µ∂βT
g(Z, θ, η) =
∂2
∂β∂µT
g(Z, θ, η) = (1−D)h′(XTβ)XXT ,
∂2
∂µ∂µT
g(Z, θ, η) = 0.
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It follows that
max
1≤k,j≤2p
|hk,j| ≤ max
(
max
1≤k,j≤p
|h˜k,j|, max
1≤k,j≤p
|h¯k,j|
)
, (B.4)
where
h˜k,j =
1
n
n∑
i=1
(1−Di)h′′(XTi β˜)(Yi −Xiµ˜)Xi,kXi,j,
and
h¯k,j =
1
n
n∑
i=1
(1−Di)h′(XTi β˜)Xi,kXi,j.
We now evaluate separately the terms max1≤k,j≤p |h˜k,j| and max1≤k,j≤p |h¯k,j|.
Note that h˜k,j can be decomposed as
h˜k,j = h˜k,j,1 + h˜k,j,2 + h˜k,j,3 + h˜k,j,4,
where
h˜k,j,1 = n
−1
n∑
i=1
(1−Di)h′′(XTi β0)(Yi −XTi µ0)Xi,kXi,j,
h˜k,j,2 = n
−1
n∑
i=1
(1−Di)h′′(XTi β0)XTi (µ0 − µ˜)Xi,kXi,j,
h˜k,j,3 = n
−1
n∑
i=1
(1−Di)(h′′(XTi β˜)− h′′(XTi β0))(Yi −XTi µ0)Xi,kXi,j,
h˜k,j,4 = n
−1
n∑
i=1
(1−Di)(h′′(XTi β˜)− h′′(XTi β0))XTi (µ0 − µ˜)Xi,kXi,j.
It follows from Assumption 3.3 that, for all k, j,
|h˜k,j,2| ≤ C‖µ0 − µˆ‖1. (B.5)
Here and in what follows we denote by C positive constants depending only on K that can be
different on different appearences. Next, from Assumptions 3.3 and 3.2 (i) we obtain that, for
all k, j,
|h˜k,j,3| ≤ C‖β0 − βˆ‖1, |h˜k,j,4| ≤ C‖β0 − βˆ‖1‖µ0 − µˆ‖1. (B.6)
From (B.5), (B.6), Theorem 3.2 and the growth condition (i) in Assumption 3.5 we find that,
with probability tending to 1 as n→∞,
max
1≤k,j≤p
(|h˜k,j,2|+ |h˜k,j,3|+ |h˜k,j,4|) . (s/κΣ)
√
log(p)/n . 1. (B.7)
Next, again from Assumption 3.3, we deduce that |E(h˜k,j,1)| ≤ C, while by Hoeffding’s inequality
P
(|h˜k,j,1 − E(h˜k,j,1)| ≥ x) ≤ 2 exp(−Cnx2), ∀x > 0.
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This and the union bound imply that there exists C > 0 large enough such that, with probability
tending to 1 as n→∞,
max
1≤k,j≤p
|h˜k,j,1| ≤ C(1 +
√
log(p)/n) . 1. (B.8)
Finally, combining (B.7) and (B.8) we obtain that, with probability tending to 1 as n→∞,
max
1≤k,j≤p
|h˜k,j| . 1.
Quite similarly, we get that with probability tending to 1 as n→∞,
max
1≤k,j≤p
|h¯k,j| . 1.
Thus, with probability tending to 1 as n → ∞ we have max1≤k,j≤2p |hk,j| . 1. On the other
hand, ‖ηˆ−η0‖1 . (s/κΣ)
√
log(p)/n with probability tending to 1 as n→∞ due to Theorem 3.2.
Using these facts together with (B.3) and the growth condition (i) in Assumption 3.5 we conclude
that I3 tends to 0 in probability as n→∞.
Step 4
We now prove that if θˆ → θ0 in probability then 1n
∑n
i=1 g
2(Zi, θˆ, ηˆ) → Eg2(Z, θ0, η0) in proba-
bility as n→∞. We have
g(Z, θ, η) = [D − (1−D)h(XTβ)][Y −XTµ]−Dθ.
Theorem 3.2 and the growth condition (i) in Assumption 3.5 imply that ‖β0 − βˆ‖1 is bounded
by 1 on an event An of probability tending to 1 as n → ∞. Using Assumption 3.3 we deduce
that, on the event An, the values XTi β0 and XTi βˆ for all i belong to a subset of R of diameter
at most 2K. On the other hand, Assumption 3.2 (i) implies that function h is bounded and
Lipschitz on any compact subset of R. Therefore, using again Assumption 3.3 we find that on
the event An we have |h(XTi β0)− h(XTi βˆ)| ≤ C‖β0 − βˆ‖1 for all i. It follows from this remark
and from Assumption 3.3 that, on the event An,
|g(Zi, θˆ, ηˆ)− g(Zi, θ0, η0)| ≤ |θˆ − θ0|+ |h(XTi β0)− h(XTi βˆ)||Y −XTµ0|+ |h(XTi βˆ)||XTi (µ0 − µˆ)|
≤ |θˆ − θ0|+ C
(
‖β0 − βˆ‖1 + ‖µ0 − µˆ‖1 + ‖µ0 − µˆ‖1‖β0 − βˆ‖1
)
:= ζn
for all i. Also note that, due to Assumption 3.3, the random variables g(Zi, θ0, η0) are a.s.
uniformly bounded. Thus, using the equality b2 − a2 = (b − a)2 + 2a(b − a), ∀a, b ∈ R, we get
that, on the event An,
|g2(Zi, θˆ, ηˆ)− g2(Zi, θ0, η0)| ≤ C(ζ2n + ζn).
for all i. Using this fact together with Theorem 3.2, the growth condition (i) in Assumption 3.5
and the convergence θˆ → θ0 in probability we find that 1n
∑n
i=1 g
2(Zi, θˆ, ηˆ)− 1n
∑n
i=1 g
2(Zi, θ0, η0)→
0 in probability as n → ∞. We conclude by applying the law of large numbers to the sum
1
n
∑n
i=1 g
2(Zi, θ0, η0). 
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B.3 Proof of Theorem 3.2
B.3.1 Proof of (3.14)
Recall that βˆ is defined as:
βˆ ∈ arg min
β∈Rp
(
1
n
n∑
i=1
[(1−Di)H(XTi β)−DiXTi β] + λ
p∑
j=1
ψj|βj|
)
(B.9)
with penalty loadings satisfying Assumption 3.6. Let Ψd ∈ Rp×p be the diagonal matrix with
diagonal entries ψ1, . . . , ψp. Let also Ψ¯d ∈ Rp×p be a diagonal matrix with diagonal entries
ψ¯j =
√
n−1
∑n
i=1 U
2
i,j, j = 1, . . . , p. We denote by S0 ⊆ {1, . . . , p} the set of indices of non-zero
components of β0. By assumption, Card(S0) = ‖β0‖0 ≤ sβ.
Step 1: Concentration Inequality
We first bound the sup-norm of the gradient of the objective function using Lemma C.1. Recall
that for 1 ≤ j ≤ p we have Ui,j =
[
(1−Di)h(XTi β0)−Di
]
Xi,j. Set Sj := 1√n
∑n
i=1 Ui,j/ψ¯j and
consider the event
B :=
{
1
n
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
Ui,j
ψ¯j
∣∣∣∣∣ ≤ λc
}
.
By construction, the random variables Ui,j are i.i.d., E(Ui,j) = 0, E(U2i,j) ≥ c1 and E(|Ui,j|3) ≤ C
by Assumptions 3.3 and 3.2. Using these remarks, 3.6 and Lemma C.1 we obtain
P
(BC) = P( c√
n
max
1≤j≤p
|Sj| > cΦ−1(1− γ/2p)/
√
n
)
= P
(
max
1≤j≤p
|Sj| > Φ−1(1− γ/2p)
)
= o(1) as n→∞.
Step 2: Restricted Eigenvalue condition for the empirical Gram matrix
The empirical Gram matrix is
Σˆ :=
1
n
n∑
i=1
(1−Di)XiXTi =
1
n
n∑
i=1
(1−Di)2XiXTi .
We also recall the Restricted Eigenvalue (RE) condition (Bickel et al., 2009). For a non-empty
subset S ⊆ {1, . . . , p} and α > 0, define the set:
C[S, α] := {v ∈ Rp : ‖vSC‖1 ≤ α‖vS‖1, v 6= 0} (B.10)
where SC stands for the complement of S. Then, for given s ∈ {1, . . . , p} and α > 0, the matrix
Σˆ satisfies the RE(s, α) condition if there exists κ(Σˆ) > 0 such that
min
S⊆{1,...,p}:
Card(S)≤s
min
v∈C[S,α]
vT Σˆv
‖vS‖22
≥ κ(Σˆ). (B.11)
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We now use Lemma C.2, stated and proved in Section C below. Note that Assumption 3.5 implies
(C.2) therein and set Vi = (1 − Di)Xi. Then, for any s ∈ [1, p/2] and α > 0, Σˆ satisfies the
RE(s, α) condition, with κ(Σˆ) = c∗κΣ where c∗ ∈ (0, 1) is an absolute constant, with probability
tending to 1 as n→∞.
Step 3: Basic inequality
At this step, we prove that with probability tending to 1 as n → ∞, βˆ satisfies the following
inequality (further called the basic inequality):
τ(βˆ − β0)T Σˆ(βˆ − β0) ≤ 2λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
+
2λ
c
‖Ψd(βˆ − β0)‖1, (B.12)
where τ > 0 is a constant that does not depend on n.
By optimality of βˆ we have
1
n
n∑
i=1
[γβˆ(Xi, Di)− γβ0(Xi, Di)] ≤ λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
,
where γβ(X,D) := (1 − D)H(XTβ) − DXTβ. Subtracting the inner product of the gradient
∇βγβ0(Xi, Di) and βˆ − β0 on both sides we find
1
n
n∑
i=1
[γβˆ(Xi, Di)− γβ0(Xi, Di)−
(
(1−Di)h(XTi β0)−Di
)
(βˆ − β0)TXi]
≤ λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
− 1
n
n∑
i=1
(
(1−Di)h(XTi β0)−Di
)
(βˆ − β0)TXi. (B.13)
Using Taylor expansion we get that there exists 0 ≤ t ≤ 1 such that
1
n
n∑
i=1
γβˆ(Xi, Di)− γβ0(Xi, Di)−
(
(1−Di)h(XTi β0)−Di
)
(βˆ − β0)TXi
=
1
2
(βˆ − β0)T
[
1
n
n∑
i=1
(1−Di)XiXTi h′(XTi β˜)
]
(βˆ − β0),
where β˜ = tβˆ+(1−t)β0. Plugging this into (B.13) and using the facts that |
∑
i aibi| ≤ ‖a‖1‖b‖∞
and ψj ≥ ψ¯j we get that, on the event B, which occurs with probability tending to 1 as n→∞:
1
2
(βˆ − β0)T
[
1
n
n∑
i=1
(1−Di)XiXTi h′(XTi β˜)
]
(βˆ − β0) (B.14)
≤ λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
− 1
n
n∑
i=1
(
(1−Di)h(XTi β0)−Di
)
(βˆ − β0)TXi
≤ λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
+ max
1≤j≤p
∣∣∣∣∣ 1n
n∑
i=1
Xi,j
ψ¯j
(
(1−Di)h(XTi β0)−Di
)∣∣∣∣∣ ‖Ψd(βˆ − β0)‖1
≤ λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
+
λ
c
‖Ψd(βˆ − β0)‖1.
36
By Assumption 3.2 we have h′ > 0, which implies that the left-hand side of (B.14) is non-
negative. Hence we have, under the event B,
0 ≤ λ
(
‖Ψdβ0‖1 − ‖Ψdβˆ‖1
)
+ (λ/c)‖Ψd(βˆ − β0)‖1.
which implies that
‖Ψdβˆ‖1 ≤ c0‖Ψdβ0‖1 (B.15)
where c0 = (c + 1)/(c − 1). By Assumption 3.6, we have maxj ψj ≤ maxj ψj,max ≤ ψ¯ where
ψ¯ > 0 is a constant that does not depend on n. On the other hand, Assumption 3.3(ii) and the
fact that the random variables U2i,j are uniformly bounded implies that minj ψj ≥
√
c1/2 :=
¯
ψ
with probability tending to 1 as n → ∞ (this follows immediately from Hoeffding’s inequality,
the union bound and the fact that log(p)/n→ 0 due to Assumption 3.5(i)). These remarks and
(B.15) imply that, with probability tending to 1 as n→∞,
‖βˆ‖1 ≤ c0 ψ¯
¯
ψ
‖β0‖1. (B.16)
We now use Assumption 3.2(ii). If ‖β0‖1 ≤ c3, then ‖βˆ‖1 ≤ c0(ψ¯/
¯
ψ)c3 with probability tending
to 1 as n → ∞, so that min
i=1,...,n
h′(XTi β˜) ≥ h′(−K max(1, c0 ψ¯
¯
ψ
)c3) > 0 where we have used
Assumptions 3.3(i) and 3.2. Otherwise, given Assumption 3.2(ii), h′ ≥ c2 on the whole real line
so obviously min
i=1,...,n
h′(XTi β˜) ≥ c2. It follows that there exists τ > 0 that does not depend on n
such that, with probability tending to 1 as n→∞,
τvT Σˆv ≤ vT
[
1
n
n∑
i=1
(1−Di)XiXTi h′(XTi β˜)
]
v, ∀ v ∈ Rp. (B.17)
Using (B.17) with v = βˆ − β0 and combining it with inequality (B.14) yields (B.12).
Step 4: Control of the `1-error for βˆ
We prove that with probability tending to 1 as n→∞,
‖Ψd(βˆ − β0)‖1 ≤
( c
c− 1
)4ψ¯2λsβ
c∗τκΣ
, ‖βˆ − β0‖1 ≤
( c
c− 1
)4ψ¯2λsβ
¯
ψc∗τκΣ
. (B.18)
It suffices to prove the first inequality in (B.18). The second inequality follows as an immediate
consequence.
We will use the basic inequality (B.12). First, we bound ‖Ψdβ0‖1 − ‖Ψdβˆ‖1. By the triangular
inequality,
‖Ψdβ0,S0‖1 − ‖ΨdβˆS0‖1 ≤ ‖Ψd(β0,S0 − βˆS0)‖1.
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Furthermore,
‖Ψdβ0,SC0 ‖1 − ‖ΨdβˆSC0 ‖1 = 2‖Ψdβ0,SC0 ‖1 − ‖Ψdβ0,SC0 ‖1 − ‖ΨdβˆSC0 ‖1
≤ 2‖Ψdβ0,SC0 ‖1 − ‖Ψd(β0,SC0 − βˆSC0 )‖1
≤ −‖Ψd(β0,SC0 − βˆSC0 )‖1.
The last inequality follows from the fact that ‖β0,SC0 ‖1 = 0. Hence,
‖Ψdβ0‖1 − ‖Ψdβˆ‖1 + 1
c
‖Ψd(βˆ − β0)‖1
≤
(
1 +
1
c
)
‖Ψd(βˆS0 − β0,S0)‖1−
(
1− 1
c
)
‖Ψd(βˆSC0 − β0,SC0 )‖1. (B.19)
Plugging this result in (B.12) we get, with probability tending to 1 as n→∞,
(βˆ − β0)T Σˆ(βˆ − β0)
≤2λ
τ
[(
1 +
1
c
)
‖Ψd(βˆS0 − β0,S0)‖1−
(
1− 1
c
)
‖Ψd(βˆSC0 − β0,SC0 )‖1
]
, (B.20)
and thus
(βˆ − β0)T Σˆ(βˆ − β0) + 2λ
τ
(
1− 1
c
)
‖Ψd(βˆ − β0)‖1 ≤ 4λ
τ
‖Ψd(βˆS0 − β0,S0)‖1 (B.21)
≤ 4λψ¯
√
sβ
τ
‖βˆS0 − β0,S0‖2,
where we have used the fact that Card(S0) ≤ sβ due to Assumption 3.1. Recall that c > 1.
From inequality (B.20) and the fact that (βˆ − β0)T Σˆ(βˆ − β0) ≥ 0 we obtain a cone condition
Ψd(βˆ − β0) ∈ C[S0, c0] for Ψd(βˆ − β0), which in turn implies (with probability tending to 1 as
n → ∞) a cone condition βˆ − β0 ∈ C[S0, c0ψ¯/
¯
ψ] for βˆ − β0. Therefore, using (B.11) (where we
recall that κ(Σˆ) = c∗κΣ), we obtain that, with probability tending to 1 as n→∞,
(βˆ − β0)T Σˆ(βˆ − β0) + 2λ
τ
(
1− 1
c
)
‖Ψd(βˆ − β0)‖1 ≤
4λψ¯
√
sβ
τ
√
(βˆ − β0)T Σˆ(βˆ − β0)
c∗κΣ
.
Using here the inequality ab ≤ (a2 + b2)/2,∀a, b > 0, we find that, with probability tending to 1
as n→∞,
1
2
(βˆ − β0)T Σˆ(βˆ − β0) + 2λ
τ
(
1− 1
c
)
‖Ψd(βˆ − β0)‖1 ≤ 8λ
2ψ¯2sβ
τ 2c∗κΣ
. (B.22)
which implies the first inequality in (B.18). Since λ .
√
log(p)/n the proof of (3.14) is complete.
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B.3.2 Proof of (3.15)
Recall that µˆ is defined as:
µˆ ∈ arg min
µ∈Rp
(
1
n
n∑
i=1
(1−Di)h′(XTi βˆ)
(
Yi −XTi µ
)2
+ λ′
p∑
j=1
ψ′j|µj|
)
.
Let Ψ′ ∈ Rp×p denote the diagonal matrix with diagonal entries ψ′1, . . . , ψ′p. We will prove that,
with probability tending to 1 as n→∞,
‖Ψ′(µˆ− µ0)‖1. s
κΣ
√
log(p)
n
. (B.23)
Using an argument analogous to that after (B.15) we easily get that (B.23) implies (3.15).
Step 1: Concentration inequality
Define Vij := (1−Di)h′(XTi β0)
[
Yi −XTi µ0
]
Xi,j, S ′j := 1√n
∑n
i=1 Vij/ψ
′
j and consider the event
B′ :=
{
2
n
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
Vij
ψ′j
∣∣∣∣∣ ≤ λ′c
}
.
The random variables Vij, i = 1, . . . , n, are i.i.d. and E(Vij) = 0, E(V 2ij) ≥ c1 and E(|Vij|3) < C
for all i, j by Assumptions 3.2 and 3.3. Using Assumptions 3.1, 3.6, and Lemma C.1 we obtain
P(B′C) = P
(
c√
n
max
1≤j≤p
|S ′j| > cΦ−1(1− γ/2p)/
√
n
)
= P
(
max
1≤j≤p
|S ′j| > Φ−1(1− γ/2p)
)
= o(1) as n→∞.
Step 2: Control of the `1-error for µˆ
Introduce the notation γβ,µ(Zi) = (1 −Di)h′(XTi β)
(
Yi −XTi µ
)2
. It follows from the definition
of µˆ that
1
n
n∑
i=1
[γβˆ,µˆ(Zi)− γβˆ,µ0(Zi)] ≤ λ′ (‖Ψ′µ0‖1 − ‖Ψ′µˆ‖1) .
Here
1
n
n∑
i=1
[γβˆ,µˆ(Zi)− γβˆ,µ0(Zi)] = (µˆ− µ0)
T
(
1
n
n∑
i=1
(1−Di)h′(XTi βˆ)XiXTi
)
(µˆ− µ0)
+
2
n
n∑
i=1
(1−Di)h′(XTi βˆ)(Yi −XTi µ0)XTi (µ0 − µˆ).
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Therefore,
(µˆ− µ0)T
(
1
n
n∑
i=1
(1−Di)h′(XTi βˆ)XiXTi
)
(µˆ− µ0)
≤λ′ (‖Ψ′µ0‖1 − ‖Ψ′µˆ‖1) + 2
n
n∑
i=1
(1−Di)h′(XTi β0)(Yi −XTi µ0)XTi (µˆ− µ0) +Rn, (B.24)
where
Rn =
2
n
n∑
i=1
(1−Di)
[
h′(XTi βˆ)− h′(XTi β0)
]
(Yi −XTi µ0)XTi (µˆ− µ0)
=
2
n
n∑
i=1
(1−Di)(Yi −XTi µ0)h′′(XTi β˜)XTi (βˆ − β0)XTi (µˆ− µ0)
with β˜ = tβˆ + (1− t)β0 for some t ∈ [0, 1]. Introducing the matrix
A =
2
n
n∑
i=1
(1−Di)(Yi −XTi µ0)h′′(XTi β˜)XiXTi ,
we can write
Rn = (βˆ − β0)TA(µˆ− µ0).
From (B.24) we deduce that on the event B′ that occurs with probability tending to 1 as n→∞,
(µˆ− µ0)T
(
1
n
n∑
i=1
(1−Di)h′(XTi βˆ)XiXTi
)
(µˆ− µ0)
≤λ′ (‖Ψ′µ0‖1 − ‖Ψ′µˆ‖1) + λ
′
c
‖Ψ′(µˆ− µ0)‖1 + (βˆ − β0)TA(µˆ− µ0).
We now use (B.17) (noticing that βˆ = β˜ for t = 1) to obtain that, with probability tending to 1
as n→∞,
τ (µˆ− µ0)T Σˆ (µˆ− µ0) ≤ λ′ (‖Ψ′µ0‖1 − ‖Ψ′µˆ‖1) + λ
′
c
‖Ψ′(µˆ− µ0)‖1
+ (βˆ − β0)TA(µˆ− µ0). (B.25)
Next, observe that, with probability tending to 1 as n→∞,
(βˆ − β0)TA(µˆ− µ0)− (τ/2)(µˆ− µ0)T Σˆ(µˆ− µ0) ≤ C(βˆ − β0)T Σˆ(βˆ − β0) (B.26)
where C > 0 is a constant that does not depend on n. To see this, set ui = (βˆ − β0)TXi
vi = (µˆ− µ0)TXi and ai = (Yi −XTi µ0)h′′(XTi β˜). We have
(βˆ − β0)TA(µˆ− µ0)− (τ/2)(µˆ− µ0)T Σˆ(µˆ− µ0) = τ
2n
n∑
i=1
(1−Di)
(4ai
τ
uivi − v2i
)
≤ 1
τn
n∑
i=1
(1−Di)a2iu2i .
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This implies (B.26) since (3.14) and Assumptions 3.3(i) and 3.2 garantee that, with probability
tending to 1 as n→∞, we have maxi |ai| ≤ C for a constant C > 0 that does not depend on n.
We also note that, due to (B.22), with probability tending to 1 as n→∞,
(βˆ − β0)T Σˆ(βˆ − β0) . λ
2sβ
κΣ
. sβ log(p)
nκΣ
. (B.27)
Combining (B.25), (B.26) and (B.27) we finally get that, with probability tending to 1 as n→∞,
τ
2
(µˆ− µ0)T Σˆ (µˆ− µ0) ≤ λ′
(
‖Ψ′µ0‖1 − ‖Ψ′µˆ‖1 + 1
c
‖Ψ′(µˆ− µ0)‖1
)
+
c¯sβ log(p)
nκΣ
, (B.28)
where c¯ > 0 is a constant that does not depend on n. Let S1 ⊆ {1, . . . , p} denote the set
of indices of non-zero components of µ0. By assumption, Card(S1) = ‖µ0‖0 ≤ sµ. The same
argument as in (B.19) (where we replace β0, βˆ,Ψd, S0 by µ0, µˆ,Ψ
′, S1, respectively) yields
‖Ψ′µ0‖1 − ‖Ψ′µˆ‖1 + 1
c
‖Ψ′(µˆ− µ0)‖1
≤
(
1 +
1
c
)
‖Ψ′(µˆS1 − µ0,S1)‖1−
(
1− 1
c
)
‖Ψ′(µˆSC1 − µ0,SC1 )‖1.
This and (B.28) imply that, with probability tending to 1 as n→∞,
τ
2
(µˆ− µ0)T Σˆ (µˆ− µ0) + λ′
(
1− 1
c
)
‖Ψ′(µˆ− µ0)‖1≤ 4λ′‖Ψ′(µˆS1 − µ0,S1)‖1+
c¯sβ log(p)
nκΣ
, (B.29)
where we have used the fact that c > 1. We now consider two cases:
1. λ′‖Ψ′(µˆS1 − µ0,S1)‖1≤
c¯sβ log(p)
nκΣ
. In this case, inequality (B.29) implies
‖Ψ′(µˆ− µ0)‖1. sβ log(p)
λ′nκΣ
and (B.23) follows immediately since
√
log(p)/n . λ′. Consequently, (3.15) holds in this
case.
2. λ′‖Ψ′(µˆS1 − µ0,S1)‖1>
c¯sβ log(p)
nκΣ
. Then with probability tending to 1 as n→∞ we have
τ
2
(µˆ− µ0)T Σˆ (µˆ− µ0) + λ′
(
1− 1
c
)
‖Ψ′(µˆ− µ0)‖1≤ 5λ′‖Ψ′(µˆS1 − µ0,S1)‖1.
This inequality is analogous to (B.21). In particular, it implies the cone condition, which
now takes the form ‖Ψ′(µˆSC0 −µ0,SC0 )‖1≤ α‖Ψ′(µˆS0−µ0,S0)‖1 with α = 5c/(c−1). Therefore,
we can use an argument based on the Restricted Eigenvalue condition, which is completely
analogous to that after inequality (B.21) (we omit the details here). It leads to the following
analog of (B.22):
(µˆ− µ0)T Σˆ (µˆ− µ0) + Cλ′‖Ψ′(µˆ− µ0)‖1. (λ
′)2sµ
κΣ
, (B.30)
where C > 0 is a constant that does not depend on n. Since λ′ .
√
log(p)/n we get (B.23).
Thus, the proof of (3.15) is complete.

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C Auxiliary Lemmas
Lemma C.1 (Deviation of maximum of self-normalized sums) Consider
Sj :=
n∑
i=1
Ui,j
( n∑
i=1
U2i,j
)−1/2
,
where Ui,j are independent random variables across i with mean zero and for all i, j we have
E[|Ui,j|3] ≤ C1, E[U2i,j] ≥ C2 for some positive constants C1, C2 independent of n. Let p = p(n)
satisfy the condition log(p) = o(n1/3) and let γ = γ(n) ∈ (0, 2p) be such that log(1/γ) . log(p).
Then,
P
(
max
1≤j≤p
|Sj| > Φ−1(1− γ/2p)
)
= γ (1 + o(1))
as n→∞.
Proof. We use a corollary of a result from de la Pen˜a et al. (2009) given by Belloni et al. (2012,
p.2409), which in our case can be stated as follows. Let Sj and Ui,j satisfy the assumptions of
the present lemma. If there exist positive numbers ` > 0, γ > 0 such that
0 < Φ−1(1− γ/2p) ≤ C
1/2
2
C
1/3
1
n1/6
`
− 1, (C.1)
then,
P
(
max
1≤j≤p
|Sj| > Φ−1(1− γ/2p)
)
≤ γ
(
1 +
A
`3
)
,
where A > 0 is an absolute constant.
Now, since Φ−1(1− γ/2p) ≤ √2 log(2p/γ) and we assume that log(1/γ) . log(p) and log(p) =
o(n1/3) condition (C.1) is satisfied with ` = `(n) = (n1/3/ log(p))1/4 for n large enough. Then
`(n)→∞ as n→∞ and the lemma follows. 
Lemma C.2 Let s ∈ [1, p/2] be an integer and α > 0. Let V ∈ Rp be a random vector such
that ‖V ‖∞ ≤M <∞ (a.s.), and set Σ = E(V V T ). Let Σ satisfy (3.13) and
s/κΣ = o(p) as n→∞, and s . nκ
2
Σ
log(p) log3(n)
. (C.2)
Consider i.i.d. random vectors V1, . . . , Vn with the same distribution as V . Then, for all n
large enough with probability at least 1 − exp(−C log(p) log3(n)) where C > 0 is a constant
depending only on M the empirical matrix Σˆ =
1
n
n∑
i=1
ViV
T
i satisfies the RE(s,α) condition with
κ(Σˆ) = c∗κΣ where c∗ ∈ (0, 1) is an absolute constant.
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Proof. We set the parameters of Theorem 22 in Rudelson and Zhou (2013) as follows s0 = s,
k0 = α, and due to (3.13) we have, in the notation of that theorem, K
2(s0, 3k0,Σ
1/2) ≤ 1/κΣ
and ρ ≥ κΣ. Also note that ‖Σ1/2ej‖22 = E[(V T ej)2] ≤ M2, where ej denotes the jth canonical
basis vector in Rp (this, in particular, implies that κΣ ≤ M2). Thus, the value d defined in
Theorem 22 in Rudelson and Zhou (2013) satisfies d . s/κΣ and condition d ≤ p holds true
for n large enough due to (C.2). Next, note that condition n ≥ x log3(x) is satisfied for all
x ≤ n/ log3(n) and n ≥ 3, so that the penultimate display formula in Theorem 22 of Rudelson
and Zhou (2013) can be written as d log(p)/ρ . n/ log3(n). Given the above bounds for d and ρ,
we have a sufficient condition for this inequality in the form s/κ2Σ . n/ log3(n), which is granted
by (C.2). Thus, all the conditions of Theorem 22 in Rudelson and Zhou (2013) are satisfied and
we find that, for all n large enough, with probability at least 1− exp(−C log(p) log3(n)) where
C > 0 is a constant depending only on M we have
min
S⊆{1,...,p}:
Card(S)=s
min
v∈C[S,α]
vT Σˆv
‖vS‖22
≥ (1− 5δ)κΣ, (C.3)
where δ ∈ (0, 1/5) (remark that there is a typo in Theorem 22 in Rudelson and Zhou (2013) that
is corrected in (C.3): the last formula of that theorem should be (1 − 5δ)‖Σ1/2u‖2 ≤ ‖Xu‖2√n ≤
(1 + 3δ)‖Σ1/2u‖2 where 0 < δ < 1/5 [Rudelson (2020)]). It remains to note that though at first
glance (C.3) differs from (B.11) (in (C.3) we have Card(S) = s rather than Card(S) ≤ s), these
two conditions are equivalent. Indeed, as shown in (Bellec et al., 2018, page 3607),
∪
S⊆{1,...,p}:Card(S)≤s
{
v ∈ Rp : ‖vSC‖1 ≤ α‖vS‖1
}
=
{
v ∈ Rp : ‖v‖1 ≤ (1 + α)
s∑
j=1
v∗j
}
where v∗1 ≥ · · · ≥ v∗p denotes a non-increasing rearrangement of |v1|, . . . , |vp|. On the other hand,
∪
S⊆{1,...,p}:Card(S)=s
{v ∈ Rp : ‖vSC‖1 ≤ α‖vS‖1} ⊇
{
v ∈ Rp : ‖vSC∗ (v)‖1 ≤ α‖vS∗(v)‖1
}
=
{
v ∈ Rp : ‖v‖1 ≤ (1 + α)
s∑
j=1
v∗j
}
where S∗(v) is the set of s largest in absolute value components of v. 
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