The spectral analysis of matrix-valued difference equations of second order having polynomial-type Jost solutions, was first used by Aygar and Bairamov. They investigated this problem on semi-axis. The main aim of this paper is to extend similar results to the whole axis. We find polynomial-type Jost solutions of a second order matrix selfadjoint difference equation to the whole axis. Then, we obtain the analytical properties and asymptotic behaviors of these Jost solutions. Furthermore, we investigate continuous spectrum and eigenvalues of the operator L generated by a matrix-valued difference expression of second order. Finally, we get that the operator L has a finite number of real eigenvalues.
Introduction
The problems of spectral theory of differential equations have been intensively investigated by several authors [4, 8, [13] [14] [15] [16] 18] . In [13] , the author showed that the Sturm-Liouville equation , where λ is a spectral parameter and q is a real-valued function. The modeling of certain problems in engineering, physics, economics, control theory and other areas has led to a rapid development of the theory of difference equations. The spectral analysis of discrete equations has also been applied to the solutions of classes of nonlinear discrete equations and Toda lattices [9, 17] . Furthermore, there are a lot of studies about the spectral analysis of selfadjoint and nonselfadjoint difference equations [1-3, 5-7, 11, 19] . All of the above mentioned papers deal with difference equations with scalar coefficients except [5, 19] . But spectral analysis of selfadjoint matrix-valued difference equations with polynomial-type Jost solutions on the whole axis has not been used yet. Let C υ is a υ-dimensional (υ < ∞) Euclidian space and denote by 2 (R, C υ ) the Hilbert space of all matrix sequences Y = {Y n } (Y n ∈ C υ , n ∈ Z) such that
where ||.|| Cυ and (., .) Cυ express the matrix norm and inner product in C υ , respectively. We introduce the difference operator L generated in 2 (R, C υ ) by the matrix difference equation
where {A n } and {B n } are linear operators (matrices) acting in C υ , n ∈ Z and λ is a spectral parameter.
Throughout the paper, we will assume that A n = A n , B n = B n (n ∈ Z) and det A n = 0, where denotes the adjoint operator. Further, we can obtain the following Jacobi matrix by using the operator L
where 0 is the zero matrix in C υ and i, j ∈ Z. It is clear that L is a selfadjoint operator which a is discrete analogue of the matrix-valued Sturm-Liouville operator generated in L 2 (−∞, ∞). So, L is called matrixvalued discrete operator. The paper is organized as follows: In Section 2, we get the polynomial-type Jost solutions of (1.2), and investigate analytical properties and asymptotic behaviors of them. In Section 3, using the properties of the Jost solutions, we obtain eigenvalues and continuous spectrum of L. Moreover, we prove that the operator L has a finite number of real eigenvalues, under the condition
where I denotes the identity matrix in C υ .
Jost Functions
Suppose that the sequences of matrices {A n } and {B n } , n ∈ Z satisfy (1.3). Let E(z) := {E n (z)} and F (z) := {F n (z)}, n ∈ Z denote the matrix solutions of the equation
and lim
respectively. The solutions E(z) and F (z) are bounded, and are called the Jost solutions of (2.1).
Theorem 2.1. Assume (1.3). Then, for z ∈ D 0 and n ∈ Z, (2.1) has the solutions E n (z) and F n (z) having representations
and
respectively, where T n , R n , K nm and M nm are expressed in terms of {A n } and {B n } by
4)
5)
7)
for m ∈ Z + ,
Proof. If we put E(z) and F (z) into (2.1), then we have
respectively. Using these equations, we get T n , R n as convergent products and K nm , M nm as convergent series, under the condition (1.3).
Theorem 2.2. Under the assumption (1.3), the following inequalities hold
12) 
Proof. The proof of (2.14) was given in [5] . If we use (2.8) and (2.13), we can write
Using (2.3), (2.16), and (2.17), we get (2.15) for z ∈ D. Proof. Let us introduce the difference operators L 0 and L 1 generated in 2 (R, C υ ) by the difference expres-
respectively. We can also define the following Jacobi matrices
corresponding to the operators L 0 and L 1 , respectively, where 2] , (see [5] ). It follows from (1.3) that the operator L 1 is compact in 2 (R, C υ ) (see [12] ). Then, using the Weyl theorem (see [10] ) on compact perturbation, we obtain 2] . This completes the proof. Now, we denote the solution of the equation
satisfying the condition lim
] denotes the wronskian of the solutions E(z) and G(z) which is defined by
The set of all eigenvalues of L we denote by
Since σ d (L) and σ c (L) are disjoined sets, we can get Proof. Since the operator L is selfadjoint, its eigenvalues are real. To complete the proof, we have to show that the function f has finitely many zeros. Using (3.1), we get that the limit points of the set of all eigenvalues of L could not be different from ±2, ±∞. Since λ = z + z −1 , the limit points of the set of all eigenvalues of L could be ±∞ only in the case of z = 0. But it contradicts the fact that the operator L is bounded, so we cannot consider 0 as a zero of the function f . On the other hand, for z = ±1, the limit points of the set of all eigenvalues could be ±2. But from operator theory and Theorem 3.1, the eigenvalues of selfadjoint operators are not the elements of its continuous spectrum. Because of this reason, we also cannot consider z = ±1 as zeros of the function f , i.e., the set of all eigenvalues of the operator L has not any limit points. Finally, the set of zeros of the function f in D is finite, by the Bolzano-Weierstrass theorem.
