The thin obstacle problem for some variable coefficient degenerate
  elliptic operators by Banerjee, Agnid et al.
ar
X
iv
:2
00
8.
13
59
6v
1 
 [m
ath
.A
P]
  3
1 A
ug
 20
20
THE THIN OBSTACLE PROBLEM FOR SOME VARIABLE
COEFFICIENT DEGENERATE ELLIPTIC OPERATORS
AGNID BANERJEE, FEDERICO BUSEGHIN, AND NICOLA GAROFALO
Abstract. In this paper, we establish the optimal interior regularity and the C1,γ smooth-
ness of the regular part of the free boundary in the thin obstacle problem for a class of
degenerate elliptic equations with variable coefficients.
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1. Introduction and statement of the results
In this paper, we prove the optimal interior regularity and the C1,γ local regularity of the
regular part of the free boundary in the thin obstacle problem:
(1.1)
{
div(|y|aA(x)∇XU) = 0, in B+1 ,
min{U(x, 0) − ψ(x),−∂ayU(x, 0)} = 0 on B1,
where for x ∈ Rn, y > 0, we have indicated X = (x, y) ∈ Rn+1+ , and defined
∂ayU(x, 0)
def
= lim
y→0+
ya∂yU(x, y).
The function ψ is called the thin obstacle since it is defined in the thin set Rn × {0}. While
we refer the reader to Section 2 for a detailed account of notations and hypothesis, here we
confine ourselves to mention that throughout the present work we assume that the coefficient
matrix-valued function A is uniformly elliptic with Lipschitz continuous coefficients satisfying
(2.1). Our first main result is the following.
First author is supported in part by SERB Matrix grant MTR/2018/000267 and by Department of Atomic
Energy, Government of India, under project no. 12-R & D-TFR-5.01-0520 .
Third author is supported in part by a Progetto SID (Investimento Strategico di Dipartimento) “Non-
local operators in geometry and in free boundary problems, and their connection with the applied sciences”,
University of Padova, 2017.
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2 THE THIN OBSTACLE PROBLEM
Theorem 1.1. Assume 0 ≤ a < 1. Let U be a solution to (1.1), with ψ ∈ C2. Then,
∇xU ∈ C
1−a
2 (B+1/2) and y
aUy ∈ C
1+a
2 (B+1/2).
We emphasise that the regularity claimed in Theorem 1.1 is optimal, even when A = I, see
[9] and also [20]. We also mention that the case a = 0 of Theorem 1.1 was first established
in [17] under the weaker hypothesis ψ ∈ C1,1loc . To state our next result, we need to introduce
the notion of regular free boundary points. An equivalent definition of such points based on
Almgren type frequency function is given in Section 6, see Definition 6.1. We say that a free
boundary point (x0, 0) ∈ Γ(U) def= ∂B1(x : U(x, 0) = ψ) is regular if there exist constants
0 < α ≤ β <∞ such that
α ≤ lim sup
r→0
‖U − ψ‖L∞(Br(x0))
r
3−a
2
≤ β.
We denote by Γ 3−a
2
(U) the set of all regular free boundary points, and call it the regular set.
The following is our second main result.
Theorem 1.2. Suppose that 0 ≤ a < 1 and let U be as in Theorem 1.1 above. Then, Γ 3−a
2
(U)
is a relatively open subset of Γ(U). After a possible rotation of coordinate axes in the thin
space Rn, Γ 3−a
2
(U) is locally given as a graph
xn = g(x1, . . . , xn−1),
with g ∈ C1+γ.
We mention that the case a = 0 of Theorem 1.2 was first established in [19]. It is well-
known that, with s = 1−a2 , at a local level the thin obstacle problem (1.1) is equivalent to the
following nonlocal obstacle problem
(1.2) min{(− div(B(x)∇)su, u− ψ} = 0,
where the matrix-valued function B(x) is connected to A(x) by formula (2.1) below. Since in
Theorem 1.1 and Theorem 1.2 we assume a ∈ [0, 1), we have s ∈ (0, 1/2]. Thus, these results
imply the optimal regularity as well as the C1,γ smoothness at regular free boundary points
for the nonlocal obstacle problem (1.2), when 0 < s ≤ 1/2. We believe that, with the same
assumptions on A, our results continue to hold in the full range a ∈ (−1, 1), or equivalently
s ∈ (0, 1). However, because of a technical obstruction, in the present work we are only able to
address the range a ∈ [0, 1). We recall that for the constant coefficient case A = I the optimal
regularity of the solutions, as well as the C1 smoothness of the regular set, were established
in the pioneering work [9] in the full range −1 < a < 1.
The paper is organized as follows. In Section 2, we introduce some basic notations and
gather some preliminary results that will be subsequently needed in our work. In Section 3, we
establish a priori W 2,2 type estimates as well as sub-optimal C1,α type regularity results for
solutions of (1.1). In Section 4, we prove an Almgren type monotonicity formula for (1.1). In
Section 5, by combining such a monotonicity formula with the a priori estimates established in
Section 3, we prove the optimal regularity of the solutions via a blowup analysis. In Section 6,
we prove a Weiss type monotonicity formula which, together with the epiperimetric inequality
established in [19], implies the C1,γ regularity of the regular part of the free boundary for some
γ > 0. Finally in the Appendix, we provide a proof of a quantitative gradient estimate for the
constant coefficient thin obstacle problem studied in [9] which is crucially used in establishing
our a priori estimates in Section 3. In closing, we mention that the theory of thin obstacle
problems is by now quite well developed and has several important ramifications. We refer
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the interested reader to [1, 2, 3, 4, 5, 6, 9, 11, 12, 14, 15, 17, 18, 19, 20, 21, 24, 25] and the
references therein.
2. Preliminaries
In this section we introduce the notations and gather some preliminary results which will
be needed in our work. We consider the thick space Rn+1 with generic variable X = (x, y),
where x ∈ Rn, y ∈ R, and let |X| = (|x|2 + y2)1/2. The thin space Rn × {0} will be routinely
identified with Rn. We denote by Br = {X ∈ Rn+1 | |X| < r} the ball of radius r centred at
the origin in the thick space, and we indicate with B+r = {X ∈ Rn+1 | |X| < r, y > 0} its
upper part. The symbol B−r will indicate the corresponding lower part of Br. We denote by
Sr = ∂Br = {X ∈ Rn+1 | |X| = r} the sphere of radius r in the thick space, and we indicate
with S+r = Sr ∩ {y > 0} its upper part. We use the notation Br = {(x, 0) ∈ Br | |x| < r} for
the unit ball in the thin space Rn. We assume that X → A(x) = [aij(x)] is a given symmetric,
uniformly elliptic matrix-valued function of the form
(2.1) aij(x) =
n∑
i,j=1
bij(x)ei ⊗ ej + en+1 ⊗ en+1,
where bij ’s are Lipschitz continuous and independent of y. This assumption will remain in
force through the rest of the paper and will not be repeated further.
Given a number a ∈ (−1, 1), and a function ψ in B1, known as the thin obstacle, we consider
the problem of finding a function U in B+1 ∪B1 such that:
(2.2)
{
divX(|y|aA(x)∇XU) = 0, in B+1 ,
min{U(x, 0) − ψ(x),−∂ayU(x, 0)} = 0 on B1,
where we have defined
∂ayU(x, 0)
def
= lim
y→0+
ya∂yU(x, y).
For notational convenience, we will hereafter write div for divX . For later purposes, we now
consider in the ball B1 the degenerate pde in (2.2), but with a non-zero right-hand side of the
form
(2.3) div(|y|aA(X)∇V ) = |y|af,
where f ∈ L∞(B1). By a solution to (2.3) we mean a weak solution. For the next result see
[28, Theorem 1.2].
Theorem 2.1. Let V be an even in y solution to (2.3). Then, V ∈ C1,αloc (B1) for any α ∈ (0, 1)
and the following estimate holds
||V ||C1,α(B1/2) ≤ C
(||V ||L2(B1,|y|adX) + ||f ||L∞(B1)) ,
where C > 0 depends also on α.
In the next theorem we assume that the function f be independent of y. We emphasise
that in our situation we cannot use [29, Theorem 1.6] because that result requires f to have
certain decay near y = 0.
Theorem 2.2. Let V be an odd in y solution to (2.3) where f is independent of y. Then,
∇xV (·, y) ∈ Cβ(B+1/2) for all 0 < β < 1 − a and yaVy ∈ Cα(B+1/2) for all 0 < α < 1, and
moreover the following quantitative estimate holds
(2.4) ||∇xV ||Cβ(B+
1/2
)
+ ||yaVy||Cα(B+
1/2
)
≤ C(n, a, α, β) (||V ||L2(B1,|y|adX) + ||f ||L∞(B1)) .
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Proof. Since f and the matrix A are independent of y, we have that g = yaVy is an even
solution to
div(|y|−aA(x)∇g) = 0.
Therefore, it follows from Theorem 2.1 that, up to the thin set {y = 0}, we have yaVy ∈ C1,α
for all 0 < α < 1. We now let W be the unique even in y solution to the Dirichlet problem
div(|y|a∇W ) = |y|af,
with W = 0 on S3/4 = {|X| = 3/4}. Then, the functiton V˜ = V −W solves
div(|y|a∇V˜ ) = 0
in B+3/4, and for any α ∈ (0, 1) we have ya(V˜ )y = yaVy ∈ C1,α up to the thin set {y = 0}.
From the proof of [8, Theorem 4.1 (2)] (more precisely, by applying [8, Lemma 4.6] in the
limit as k →∞ with β = α− a where α ∈ (0, 1)) it follows that given β < 1− a, there exists
C depending also on β, functions h : B1/2 → Rn, b : B1/2 → R which are in Cβ, such that the
following decay estimate holds at any arbitrary point (x0, 0) ∈ B1/2 × {y = 0},
(2.5)
∫
B
+
r ((x0,0))
(
V˜ (X)− < h(x0), x > −b(x0)y1−a
)2
yadX ≤ Crn+1+a+2(1+β).
Then, if we now fix such a point (x0, 0), then we have that w
def
= V˜ (X)− < h(x0), x >
−b(x0)y1−a solves in {y > 0}
(2.6) div(|y|aA(x)∇w) = 0.
Let now X1 = (x1, y1) and X2 = (x2, y2) be two points in B
+
1/2. Without loss of generality we
assume that y1 ≤ y2. There are two cases:
Case 1: |X1 −X2| ≤ 14y1;
Case 2: |X1 −X2| ≥ 14y1.
If Case 1) occurs, then from (2.5) (with r = y1/2) it follows that the following L
2 bound is
satisfied by w1(X) = V˜ (X)− < h(x1), x > −b(x1)y1−a,
(2.7)
∫
B y1
2
(X1)
w21|y|a ≤ Cyn+1+a+2(1+β)1 .
We then note that the rescaled function
(2.8) W0(X) = w1(x1 + y1x, y1y)
solves in B1/2((0, 1)) a uniformly elliptic PDE with Lipschitz principal part and bounded drift.
From the classical theory we thus have that the following Ho¨lder estimate holds:
(2.9) |∇xW0(X) −∇xW0((0, 1)| ≤ C
(∫
B1/2((0,1))
W 20 dX
)1/2
|X − (0, 1)|β .
Keeping in mind that
∇xW0(X) = y1∇xw1(x1 + y1x, y1y) = y1∇xV˜ (X) − y1h(x1)(1, ..., 1, 0),
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we obtain from (2.9)
|∇xV˜ (X1)−∇xV˜ (X2)| = |∇xw1(X1)−∇xw1(X2)|(2.10)
≤

 C
yn+11
∫
B y1
2
(X1)
w21


1/2
|X1 −X2|β
y1+β1
≤

 C
yn+a+11
∫
B y1
2
(X1)
w21|y|a


1/2
|X1 −X2|β
y1+β1
≤ C|X1 −X2|β.
Note that in the second inequality in (2.10) we have used that y ∼ y1 in B y1
2
(X1). Also, in
the last inequality we have used the decay estimate (2.7).
Suppose now that Case 2) occurs. We note that, for i = 1, 2, the function wi(X) =
V˜ (X)− < h(xi), x > −b(xi)y1−a solves the pde (2.6) in B yi
2
(Xi). After rescaling as in (2.8),
and using (2.7) (which also holds for w2 with y1 replaced by y2), from the classical gradient
estimates we obtain that the following gradient bound is satisfied
(2.11) |∇xV˜ − h(xi)| = |∇xwi(Xi)| ≤ Cyβi .
The triangle inequality now gives
|y2| = |X2 − x2| ≤ |X2 −X1|+ |X1 − x1|+ |x1 − x2|(2.12)
= |X2 −X1|+ |y1|+ |x1 − x2| ≤ 6|X2 −X1|.
Using (2.11) and (2.12) we thus find
|∇xV˜ (X1)−∇xV˜ (X2)| ≤ |∇xV˜ (X1)−h(x1)|+|h(x1)−h(x2)|+|∇xV˜ (X2)−h(x2)| ≤ C|X1−X2|β ,
which shows that ∇xV˜ ∈ Cβ(B+1/2) for all β < 1 − a. Since by Theorem 2.1 we know that
∇xW is in Cβ, we conclude that ∇xV ∈ Cβ(B+1/2). Moreover, the estimate in (2.4) is seen to
hold as well.

We also need the following Ho¨lder estimate for odd solutions which follows from [29, The-
orem 1.6, part 1)].
Theorem 2.3. Let V be an odd solution to (2.3) in B+1 , with f = 0. Then, for any α < 1−a
we have V ∈ Cα(B+1/2) and the following estimate holds
||V ||Cα(B1/2) ≤ C||V ||L2(B1,|y|adX).
3. W 2,2 type estimates and Ho¨lder regularity of ∇xU, yaUy.
As it is by now well-known, following the pioneering work [9] in the constant coefficient case,
two crucial ingredients in the study of the thin obstacle problem (2.2) are: a) the monotonicity
of Almgren and Weiss type functionals; and b) the subsequent blow-up analysis. Both a) and
b) critically rely on a priori Ho¨lder estimates for yaUy,∇xU similar to those for the case A = I.
In this section we establish the W 2,2 and C1,α estimates which will be essential to our study
of (2.2). The following is our first result. We will use the notation Ui = Uxi , i = 1, ..., n, to
indicate the tangential partial derivatives.
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Theorem 3.1. Let U be a solution to (2.2), with ψ ∈ C2. Then, the following estimate holds
(3.1)
n∑
i=1
∫
B
+
1/2
|∇Ui|2yadX +
∫
B
+
1/2
((yaUy)y)
2y−adX ≤ C
∫
B
+
1
(U2 + |∇U |2 + 1)yadX,
where C = C(||ψ||C2 , ||A||C0,1 , n) > 0.
Proof. To establish (3.1) we first note that the problem (2.2) is equivalent to the minimisation
problem
(3.2) min
V ∈Kψ,U
∫
B+
〈A(X)∇V,∇V 〉yadX,
where
(3.3) Kψ,U =
{
V ∈W 1,2(B+, yadX) | V (x, 0) ≥ ψ(x), V = U on S+1
}
.
By subtracting off the obstacle ψ from the solution, we observe that (2.2) can be reduced to
the following non-homogeneous thin obstacle problem with zero obstacle
(3.4)
{
div(yaA(x)∇U) = yaf, in B+1 ,
min{U(x, 0),−∂ayU(x, 0)} = 0 on B1,
where f ∈ L∞(B+1 ) and is independent of y.
To study (3.4) we now introduce a one-parameter family of functions βε : R → (−∞, 0],
such that βε(s) ≡ 0 for s ≥ 0, β′ε ≥ 0, and βε(s) = ε + sε , for s ≤ −2ε2. In a standard way,
(3.4) can now be approximated by solutions to the following penalised problems
(3.5)


div(|y|aA(x)∇U ε) = yaf ε, in B+1 ,
U ε = U on S+1 ,
∂ayU
ε = βε(U
ε),
where f ε is a smooth mollification of f (see for instance [27, Chap. 9] for the case a = 0,
or also [4, Sec. 2]). We note that for the penalised problems (3.5) it follows by a standard
difference quotient type argument that ya|∇U εxk |2 ∈ L2loc(B+1 ) for k = 1, 2, .., n. Henceforth,
we let U εk = U
ε
xk
. Therefore, given k ∈ {1, ..., n}, using ηk = ηxk as a test function in (3.5)
and integrating by parts, we find
(3.6)
∫
< A∇U εk ,∇η > ya +
∫
(bij)kU
ε
i ηjy
a +
∫
f εηky
a = −
∫
{y=0}
β
′
ε(U
ε)U εkη.
If we choose
(3.7) η = U εkτ
2,
where τ is a cut-off function, keeping in mind that β
′
ε ≥ 0 we see that the term in the right-
hand side of (3.6) is non-positive. Consequently, using uniform ellipticity and bounds on the
derivatives of A, Young’s inequality, and by summing over k = 1, ..., n, we obtain the following
estimate
n∑
k=1
∫
|∇U εk |2τ2ya ≤ C
∫
(|∇U ε|2 + (f ε)2)(τ2 + |∇τ |2)ya.(3.8)
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We note that, although for the function η in (3.7) the derivative ηk is not a legitimate test
function, nevertheless the argument leading to the estimate (3.8) can be justified by taking
incremental quotients of the type
ηk,h =
η(X + hek)− η(X)
h
,
and then letting h→ 0. Finally, from the equation (3.5) we have that
(3.9) (yaUy)
2
y ≤ 2y2a
n∑
i=1
U2xixi ≤ 2y2a
n∑
k=1
|∇xUk|2.
Thus, from the estimates (3.8) and (3.9) a uniform bound on
∫
((yaU εy )y)
2τ2y−adX follows.
By letting ε→ 0 we thus obtain the desired estimate for ∫ (yaUy)2yy−adX.

Remark 3.2. We note that the estimate (3.1) can be localised. Also, taking U ετ2 as a test
function in the weak formulation of (3.5), and using sβε(s) ≥ 0, we obtain
(3.10)
∫
|∇U ε|2τ2ya ≤ C
∫
((U ε)2 + (f ε)2)(τ2 + |∇τ |2)ya.
Passing to the limit as ε→ 0 we deduce that one can get rid of the term involving ∫ |∇U |2yadX
from the right-hand side of the inequality in (3.1). The estimate (3.1) also implies that ∂ayUy
exists as a L2 function on the thin set {y = 0}, and moreover we have a.e. on {y = 0},
(3.11) U∂ayUy = 0.
We now show that for U as in (2.2), yaUy is Ho¨lder continuous at {y = 0} when a ∈ [0, 1).
Again by subtracting off the obstacle, we assume that U instead solves (3.4). Without loss of
generality we assume that A(0, 0) = I. Let δ > 0 be sufficiently small to be chosen later and
let 0 < R < δ. Now let V be a minimiser to
(3.12)
∫
B
+
R
|∇W |2ya
over all W such that W ≥ 0 at {y = 0} and W = U on S+R. Then since U minimizes the
energy corresponding to the Euler Lagrange equation as in (3.4), we obtain
(3.13)
∫
B
+
R
(〈A(x)∇U,∇(V − U)〉+ f(V − U))ya ≥ 0.
The previous inequality can be rewritten as∫
B
+
R
〈(A(x) − I)∇U,∇(V − U)〉ya(3.14)
+
∫
B
+
R
(〈∇U,∇(V − U)〉+ f(V − U))ya ≥ 0.
8 THE THIN OBSTACLE PROBLEM
Proceeding further, from (3.14) we obtain,∫
B
+
R
〈(A(x) − I)∇U,∇(V − U)〉ya(3.15)
+
∫
B
+
R
(〈∇V,∇(V − U)〉+ f(V − U))ya
≥
∫
B
+
R
|∇(V − U)|2ya.
Now since V minimizes (3.12), we have that the following inequality holds,
(3.16)
∫
B
+
R
〈∇V,∇(V − U)〉ya ≤ 0.
Using (3.16) in (3.15) and also by using
||A− I||L∞(B+R) ≤ CR,
we obtain,
(3.17)
∫
B
+
R
|∇(V − U)|2ya ≤ CR
∫
B
+
R
〈∇V,∇(V − U)〉ya +
∫
B
+
R
f(V − U)ya.
Now by using Young’s inequality (with δ), the right hand side in (3.17) can be upperbounded
in the following way for some universal C > 0,
CR
∫
B
+
R
〈∇V,∇(V − U)〉ya +
∫
B
+
R
f(V − U)ya
(3.18)
≤ CR
2
δ
∫
B
+
R
f2ya +
Cδ
R2
∫
B
+
R
(V − U)2ya + CR
2
δ
∫
B
+
R
|∇V |2ya +Cδ
∫
B
+
R
|∇(V − U)2ya
≤ CR
2
δ
∫
B
+
R
f2ya +
Cδ
R2
∫
B
+
R
(V − U)2ya + CR
2
δ
∫
B
+
R
|∇U |2ya + Cδ
∫
B
+
R
|∇(V − U)2ya.
where in the last inequality in (3.18), we used that
∫ |∇V |2ya ≤ ∫ |∇U |2ya since V minimizes
the Dirichlet energy in the class of functions which contains U . Now by applying Poincare
inequality to V −U ( since V = U on {|X| = R}), we obtain that the following term in (3.18)
above, i.e. Cδ
R2
∫
(V − U)2ya can be estimated from above in the following way,
(3.19)
Cδ
R2
∫
B
+
R
(V − U)2ya ≤ C ′δ
∫
B
+
R
|∇(V − U)|2ya,
where C ′ is a universal constant depending also on C. Using (3.19) in (3.18), by finally
choosing δ small enough( so that the integral (C ′δ+Cδ)
∫ |∇(V −U)|2ya can be absorbed in
the left hand side), we can thus assert that the following inequality holds for a new C > 0,
(3.20)
∫
B
+
R
|∇(V − U)|2ya ≤ CR2
∫
B
+
R
(|∇U |2 + f2)ya.
Now for any 0 < ρ < R, we have∫
B
+
ρ
|∇U |2ya ≤ C
∫
B
+
ρ
(|∇(V − U)|2 + |∇V |2)ya.(3.21)
We now make use of our assumption that a ≥ 0.
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We note that from the fact that a ≥ 0, it follows from the proof of Lemma 3.3 in [22] that
the following estimate holds,
(3.22)
∫
B
+
ρ
|∇V |2ya ≤
( ρ
R
)n+1−a ∫
B
+
R
|∇V |2ya ≤
( ρ
R
)n+1−a ∫
B
+
R
|∇U |2ya.
Now using (3.20) and (3.22) in (3.21) we obtain,∫
B
+
ρ
|∇U |2ya ≤ C
( ρ
R
)n+1−a ∫
B
+
R
|∇U |2ya + CR2
∫
B
+
R
(|∇U |2 + f2)ya(3.23)
≤ C
( ρ
R
)n+1−a ∫
B
+
R
|∇U |2ya + CR2
∫
B
+
R
|∇U |2ya + CRn+1−a+3+2a.
Note that in the last inequality above, we used that f ∈ L∞. Now given σ ∈ (0, 1), we choose
δ small enough such that ( note that R ≤ δ)
Cδ2 ≤ ε,
where ε = εa,γ,β is as in Lemma 4.2 in [22] corresponding to
β = n+ 1− a, γ = n− 1− a+ 2σ.
Therefore from (3.23) and the choice of δ as above, we obtain by applying Lemma 4.2 in [22]
that the following inequality holds,
(3.24)
∫
B
+
ρ
|∇U |2ya ≤ C
( ρ
R
)n−1−a+2σ
(
∫
B
+
R
|∇U |2 + 1)ya.
Letting R→ δ, we obtain for all ρ sufficiently small
(3.25)
∫
B
+
ρ
|∇U |2ya ≤ Cn,δ,aρn−1−a+2σ
∫
B
+
1
(|∇U |2 + 1) ya.
Using the decay in (3.25), we now show the Ho¨lder regularity of yaUy at {y = 0}.
Now assume that R is small enough such that the estimate (3.25) holds with ρ replaced by
R. Again let V be a minimizer to (3.12) corresponding to this new choice of R. Note that
because of the W 2,2 type estimates as in Theorem 3.1, ∂ayU exists as a L
2 function at y = 0.
Proceeding further, we have for any 0 < ρ < R, by triangle inequality that the following
holds, ∫
B
+
ρ
(yaUy− < yaUy >ρ)2y−a(3.26)
≤ C(
∫
B
+
ρ
(yaVy− < yaVy >ρ)2y−a +
∫
B
+
ρ
|∇U −∇V |2ya).
Over here < f >ρ denote the integral average of f in B
+
ρ with respect to y
−adX. Now for V ,
we have that the following estimate holds for some α > 0 which crucially uses the fact that
a ≥ 0, ∫
B
+
ρ
(yaVy− < yaVy >ρ)2y−a ≤ C
( ρ
R
)n+1−a+2α ∫
B
+
R
|∇V |2ya.(3.27)
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This estimate is established in Theorem 7.2 in Section 7. Using (3.27) in (3.26), we obtain
the following inequality,∫
B
+
ρ
(yaUy− < yaUy >ρ)2y−a ≤ C
( ρ
R
)n+1−a+2α ∫
B
+
R
|∇V |2ya(3.28)
+ C
∫
B
+
ρ
|∇U −∇V |2ya
≤ C
( ρ
R
)n+1−a+2α ∫
B
+
R
|∇U |2ya
+ CR2
∫
B
+
R
(|∇U |2 + f2)ya.
Over here we note that in the second inequality in (3.28), we used (3.20) and also that∫
B
+
R
|∇V |2ya ≤
∫
B
+
R
|∇U |2ya.(3.29)
(since V minimizes the Dirichlet energy in the class of functions which contains U)
Finally by using the estimate (3.25) in (3.28), ( with ρ replaced by R) we can deduce that
the following estimate holds for any 0 < σ < 1,
∫
B
+
ρ
(yaUy− < yaUy >ρ)2y−a ≤ Cσ
(( ρ
R
)n+1−a+2α
Rn−1−a+2σ +R2+n−1−a+2σ
)
.(3.30)
Now let
R = ργ .
Then with such a choice of R, (3.30) becomes∫
B
+
ρ
(yaUy− < yaUy >ρ)2y−a ≤ C(ρn+1−a+2α−γ(2α−2σ+2) + ργ(n+1−a+2σ)).(3.31)
At this point, letting σ = 1− εα, we note that the following inequality holds,∫
B
+
ρ
(yaUy− < yaUy >ρ)2y−a ≤ Cρn+1−a+2β.(3.32)
where
β =
εα
2
,
provided
(3.33)
2α− εα
2α+ 2εα
> γ >
1 + εαn+1−a
1 + 2(1−εα)n+1−a
.
Thus from the constraints on γ as in (3.33), it is easily seen that such a choice of γ is
always possible provided ε is chosen sufficiently small and thus (3.32) is seen to hold with
appropriate choices of ǫ and γ. We then note that by translation, the estimate (3.32) holds
for balls centered at any point on {y = 0}.
Now we show that the boundary decay estimate in (3.32) coupled with the fact that w =
yaUy solves the following conjugate PDE for y > 0,
div(y−aA(x)∇w) = 0
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will allow us to conclude by a standard real analysis argument that yaUy is Ho¨lder continuous
upto {y = 0}. In particular, this would mean that ∂ayU is β -Ho¨lder continuous. We argue as
follows.
We denote yaUy by w. First we note that from (3.32) it follows by applying Theorem A.1
in [22] that at every (x, 0) ∈ B1, there exists h(x) ∈ Cβ(B1) such that
(3.34)
∫
B
+
r ((x,0))
y−a(w − h(x))2 ≤ Crn+1−a+2β
Now given two points X1 = (x1, y1) and X2 = (x2, y2) in B
+
1 . Without loss of generality
assume that y1 ≤ y2. Now there are two cases, namely
Case 1: |X1 −X2| ≤ 14y1 or
Case 2: |X1 −X2| ≥ 14y1.
If Case 1 occurs, then we note that w˜1 = w − h(x1) solves in B y1
2
(X1),
(3.35) div(|y|−aA(x)∇w˜1) = 0
and also from (3.34) it follows that
(3.36)
∫
B y1
2
(X1)
w˜21y
−a ≤ yn+1−a+2β1 .
We now note that the rescaled function
(3.37) W1(x, y) = w˜1(x1 + y1x, y1y)
solves in B1/2((0, 1)) solves a uniformly elliptic PDE with Lipschitz principal part and bounded
drift and thus we have that following Ho¨lder estimate holds for W0 from the classical theory,
|W1(X) −W1(0, 1)| ≤ C|X − (0, 1)|β(
∫
B1/2((0,1))
W 21 )
1/2.
By rewriting in terms of w˜1, we thus obtain that the following rescaled estimate hold,
|w(X1)− w(X2)| = |w˜1(X1)− w˜1(X2)| ≤

 C
yn+11
∫
B y1
2
(X1)
|w˜1|2


1/2
|X1 −X2|β
yβ1
≤

 C
yn+1−a1
∫
B y1
2
(X1)
|w˜1|2|y|−a


1/2
|X1 −X2|β
yβ1
≤ C|X1 −X2|β.
In the second inequality above, we have used the fact that in the ball B y1
4
(X1), y ∼ y1. Also
in the last inequality above, we used the estimate (3.36).
Now suppose Case 2) occurs. Then with w˜i = w − h(xi) for i = 1, 2, we note that since
Wi = w˜i(xi + yix, yiy) solves a uniformly elliptic PDE in B1/2((0, 1)), therefore by applying
De Giorgi-Nash-Moser’s estimates to Wi and then by rewriting in terms of w˜i we obtain,
(3.38) |w˜i(Xi)| ≤

 C
yn+1−a1
∫
B yi
2
|w˜|2|y|−a


1/2
≤ Cyβi .
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Here we used the fact that the decay estimate (3.36) holds for w˜2 when y1 is replaced by y2.
We then note that in this case ( i.e. Case 2)) , by an application of triangle inequality it
follows that
|X2 − x2| ≤ |X2 −X1|+ |X1 − x1|+ |x1 − x2| ≤ 6|X2 −X1|.
Thus we have using (3.38) that in Case 2), the following inequality holds,
|w(X1)− w(X2)| ≤ |w(X1)− h(x1)|+ |h(x1)− h(x2)|+ |w(X2)− h(x2)| ≤ C|X1 −X2|β .
Therefore this shows that w = yaUy ∈ Cβ(B+1/2).
In particular, we have that yaUy ∈ L∞(B+1/2). Now by using the equation satisfied by U , it
follows by Moser iteration that U is continuous upto {y = 0}.
At this point, we define the extended free boundary Γ∗(U)
def
= {(x, 0) : U(x, 0) = ∂ayU(x, 0) =
0}. We now show that at every point x0 ∈ Γ∗(U), we have that the solution separates at a
rate 1 + σ for every σ < 1−a2 . This is acccomplished by a compactness argument which we
now describe.
Lemma 3.3. For every ε > 0, there exists δ > 0 such that if U solves (3.4) in B+1 , 0 ∈ Γ∗(U),
||U ||L∞(B+1 ,yadX) ≤ 1 and ||A− I||C0,1 , ||f ||L∞ ≤ δ,
then there exists V which solves (3.4) corresponding to A = I and f = 0, 0 ∈ Γ∗(V ) such that
(3.39) ||U − V ||L∞(B+1
2
) ≤ ε.
Moreover, V satisfies
||V ||W 1,2(B+
3/4
,yadX) ≤ 1.
Proof. The proof is a standard argument by contradiction which uses the uniform Ho´lder
continuity estimates for U and ∂ayU which we proved above when U is a solution to (3.4).

From Lemma 3.3 we obtain the following corollary.
Corollary 3.4. For every σ < 1−a2 , there exists δ > 0 such that if the hypothesis of Lemma
3.3 holds, then exists universal λ ∈ (0, 1/2) depending on σ such that
(3.40) ||U ||L∞(B+λ ) ≤ λ
1+σ.
Proof. Given ε > 0, from Lemma 3.3, we have that there exists δ > 0 such that if the
hypothesis is verified, then
(3.41) |U − V | ≤ ε
in B+1/2 and 0 ∈ Γ∗(V ). Now using the optimal 3−a2 decay estimate in [9] we obtain that
(3.42) ||V ||L∞(B+r ) ≤ Cr
3−a
2
for every 0 < r < 1/4 where C is some universal constant. Now given σ < s, we choose
λ < 1/4 such that
Cλ
3−a
2 ≤ λ
1+σ
2
.
Subsequently by letting ε = λ
1+σ
2 , we deduce that (3.40) follows from (4.16) and (4.8) by an
application of triangle inequality by choosing δ corresponding to this choice of ε.
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
From Corollary 3.4, we obtain the following almost optimal decay result at any arbitrary
point on the extended free boundary.
Lemma 3.5. Let U be a solution to the signorini problem (3.4) where A is Lipschitz. Assume
that 0 ∈ Γ∗(U). Then given any 0 < σ < 1−a2 , we have that for some constant C = C(σ, n, s),
we have that
(3.43) ||U ||L∞(B+r ) ≤ Cr
1+σ
Proof. Without loss of generality, we may assume that A(0) = I. Then by letting Ur(X) =
U(rX), Ar(X) = A(rX), fr(X) = r
2f(rX) and so on, we may assume that
(3.44) ||A||C0,1 , ||f ||L∞ ≤ δ
where δ is as in Corollary 3.3. Then from Corollary 3.3, we have that
||U ||L∞(B+λ ) ≤ λ
1+σ.
Now we claim that for very k = 1, 2, .., the following estimate holds,
(3.45) ||U ||L∞(B+
λk
) ≤ λk(1+σ).
The conclusion of the lemma then follows by a standard real analysis argument because for
any r < 1/4, we have that for some k, λk+1 < r ≤ λk. We proceed by induction. First note
that from Corollary 3.3, the estimate holds for k = 1. Now assume the estimate holds upto
some k. Then by letting
(3.46) U˜ =
U(λkX)
λk(1+σ)
,
we note that U˜ solves a signorini problem of the type (3.4) with A˜ = A(λkx) and f˜ =
λk(1−σ)f(λkx). Since σ < 1, we observe that thanks to (3.44) and (3.45) which holds for such
k, the hypothesis of Corollary 3.3 is satisfied and consequently we have that the estimate
(3.40) holds for U˜ which in turn implies after scaling back to U that the following inequality
holds,
(3.47) ||U ||L∞(B+
λk+1
) ≤ λ(k+1)(1+σ).
Therefore, the estimate holds for k + 1 and thus by induction, the validity of (3.45) for all k
follows.

We now state and prove the main regularity result of this section which corresponds to the
suboptimal apriori Cα regularity for ∇xU and yaUy.
Theorem 3.6. Let a ∈ [0, 1) and let U be a solution of (2.2) where ψ is C2 and A is Lipschitz.
Then for some α > 0, we have that ∇xU, yaUy are in Cα(B+1/2).
Proof. We choose some σ < 1−a2 . By subtracting off the obstacle, we may assume that U
solves (3.4). We note that the Ho¨lder regularity of yaUy upto {y = 0} has already been
established above and thus we turn our attention to the Ho¨lder continuity of ∇xU .
Given X ∈ B+1/2, let d(X) = d(X,Γ∗(U)). We note that in Bd(X) ∩ {y = 0}, either ∂ayU or
U identically vanishes. Therefore by even or odd reflection, we have that U solves in Bd(X),
div(|y|aA(x)∇U) = |y|af
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and moreover
(3.48) ||U ||L∞(Bd(X)) ≤ Cd1+σ.
This later estimate follows from Lemma 3.5.
Now since the estimate (3.43) holds near all points of Γ∗(U) by translation in x, by using
the scaled gradient estimate as in Theorem 2.1 or Theorem 2.2 which are for even and odd
solutions respectively, we obtain that
(3.49) |∇xU(X)| ≤ Cd(X)σ .
We now take pointsX1,X2 and let di = d(X
i,Γ∗(U)) for i = 1, 2. Without loss of generality
assume that d1 ≥ d2. We also set δ = |(X1−X2|. . There exist two possibilities: (a) δ ≥ 12d1;
or, (b) δ < 12d1. If (a) occurs, it follows from (3.49) that
|∇xU(X1)−∇xU(X2)| ≤ |∇xU(X1)|+ |∇xU(X2)|
≤ Cdσ1 + Cdσ2 ≤ Cδσ,
If instead (b) occurs, then we have that X2 ∈ Bd1/2(X1). It then follows from the rescaled Cα
estimate of ∇xU as in Theorem 2.1 and Theorem 2.2 respectively that for some 0 < α < σ,
the following holds,
|∇xU(X1)−∇xU(X2)| ≤ C
d1+α1
(||U ||L∞(Bd/2(X)) + d21||f ||L∞))δα(3.50)
≤ Cδα.
Note that in (3.50) we also used the decay estimate in (3.48) and the fact that α is additionally
chosen such that α < σ. Thus in both cases, we obtain for some α > 0,
|∇xU(X1)−∇xU(X2)| ≤ C|X1 −X2|α.
The conclusion of the lemma thus follows.

4. Monotonicity formulas
In this section, we establish a variant of Almgren’s monotonicity which is the crucial tool in
the blowup analysis required to establish the optimal regularity of solutions. We continue to
indicate a generic point in the thick space by X = (x, y) ∈ Rn+1, and we set r = r(X) = |X|.
For notational convenience, we will sometimes denote the operator div(|y|aA(x)∇) by La. We
now state our first lemma which can be verified by a standard computation.
Lemma 4.1. For r 6= 0 one has
Lar = div(|y|aA(x)∇r) = n+ a
r
|y|a +O(|y|a).(4.1)
In particular, Lar ∈ L1(B1).
In the following we will need the function
(4.2) µ(X) = µ˜(X)|y|a def= 〈A(x)X,X〉|X|2 |y|
a = 〈A(x)∇r,∇r〉|y|a.
The properties of the function µ˜(X) = 〈A(x)∇r,∇r〉 are summarised in [17, Lemma 4.2] and
will be used in the sequel without further specific reference. Let U be the solution to the thin
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obstacle problem (3.4) in B+1 . After an even reflection in y across {y = 0}, we have that U
solves in the distributional sense
(4.3)
{
div(|y|aA(x)∇U) = |y|af + 2∂ayUH n({y = 0})
U ∂ayU ≡ 0.
For any r ∈ (0, 1) we now define the height function of U in Sr as
(4.4) H(r) =
∫
Sr
U2µdσ,
where µ is as in (4.2). We also set
B(r) =
∫
Br
U2|y|adX.
The Dirichlet integral of U in Br is defined as
(4.5) D(r) =
∫
Br
〈A(x)∇U,∇U〉|y|adX.
Finally, we denote by
(4.6) I(r) =
∫
Sr
U〈A∇U, ν〉|y|adσ
the total energy of U in Br. We next recall a well-known trace inequality. For its proof we
refer the interested reader to e.g. [16, Lemma 14.4].
Lemma 4.2. There exists a universal constant C = C(n, a, λ,Λ) > 0, such that for r > 0
and U ∈W 1,2(B, |y|adX). Then, one has
(4.7) H(r) ≤ C
[
1
r
B(r) + rD(r)
]
,
and
(4.8)
1
r
B(r) ≤ C [H(r) + rD(r)] .
The following lemma concerns the first variation of the height function H.
Lemma 4.3. The function H(r) is absolutely continuous and for a.e. r ∈ (0, 1) one has
(4.9) H ′(r) = 2I(r) +
∫
Sr
U2La|X|.
Proof. We follow a by now standard approximation argument that crucially uses the continuity
up to the thin set {y = 0} of the functions U,∇xU, yaUy, see Theorem 3.6. By first integrating
in the region Br∩{|y| > ε}, and then letting ε→ 0, by an application of the divergence theorem
using the Signorini condition U ∂ayU = 0, we can express the height function as the following
solid integral
(4.10) H(r) =
∫
Br
div
(
|y|aU2A X|X|
)
.
From (4.10) we obtain,
(4.11) H(r) =
∫
Br
U2 div
(
|y|aA X|X|
)
+ 2|y|aU〈A∇U, X|X| 〉.
The desired conclusion (4.9) now follows from (4.11) by an application of the coarea formula.

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Using (4.3) and Theorem 3.6 again, it is easy to recognise that I(r) and D(r) are related
as follows.
Lemma 4.4. For every r ∈ (0, 1) we have
I(r) = D(r) +
∫
Br
Uf |y|a.(4.12)
Following the analysis of the case a = 0 in [17], in order to control the second integral in
the right-hand side of (4.9) we now introduce some quantities which play a critical auxiliary
role.
Definition 4.5. Let U be a solution of (3.4). Consider the function G : (0, 1] → (0,∞)
defined for any r ∈ (0, 1] by
G(r) =


∫
Sr
U2La|X|∫
Sr
U2µ(X)
if H(r) 6= 0,
n+a
r if H(r) = 0.
Lemma 4.6. There exists a universal constant β ≥ 0 such that for any r ∈ (0, 1):
n+ a
r
− β ≤ G(r) ≤ n+ a
r
+ β.
Proof. When r ∈ (0, 1] is such that H(r) = 0 the desired conclusion follows trivially from the
definition of G(r). Since µ˜(X) = O(1), and also
Lr
µ
=
(n+ a
r
+O(1)
)
,
we infer that there exists a universal constant β ≥ 0 such that
n+ a
r
− β ≤ Lar
µ
≤ n+ a
r
+ β.
This implies (n+ a
r
− β) ∫
Sr
U2µ ≤
∫
Sr
U2Lar ≤
(n+ a
r
+ β
) ∫
Sr
U2µ,
which concludes the proof.

Next, with U being the solution of (3.4), and G as in Definition 4.5, following [17] we
introduce the functions ψ : (0, 1]→ (0,∞) and σ : (0, 1]→ (0,∞) respectively defined by the
Cauchy problems:
(4.13)
{
d
dr logψ(r) =
ψ′(r)
ψ(r) = G(r) if r ∈ (0, 1),
ψ(1) = 1,
and
(4.14)
{
σ′(r)
σ(r) − ψ
′(r)
ψ(r) +
n−1+a
r = 0 if r ∈ (0, 1),
σ(1) = 1.
Lemma 4.7. There exists a universal constant β ≥ 0 such that if r ∈ (0, 1) one has
n+ a
r
− β ≤ d
dr
log(ψ(r)) ≤ n+ a
r
+ β,
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and therefore
e−β(1−r)rn+a ≤ ψ(r) ≤ eβ(1−r)rn+a.
This implies, in particular, that ψ(0+) = 0. For the function σ(r) we have σ(r) = ψ(r)
rn−1+a
,
and so
e−β(1−r)r ≤ σ(r) ≤ eβ(1−r)r
for 0 < r < 1. In particular, σ(0+) = 0.
Proof. The first inequality is a consequence of Lemma 4.6. For the first half of the second
inequality, we note that integrating the first one over (r, 1), we have
logψ(1) − logψ(r) ≤ (n+ a)( log(1)− log(r)+ β(1− r) =⇒ ψ(r) ≥ e−β(1−r)rn+a.
Same steps to obtain the second-half of the second inequality. For the third one, we observe
that
log(σ(1)) − log(σ(r)) = log(ψ(1)) − log(ψ(r))− (n− 1 + a)( log(1) − log(r)),
which implies log(σ(r)) = log(ψ(r)r−(n−1+a)) and thus σ(r) = ψ(r)r−(n−1+a).

Lemma 4.8. There exists a universal constant r0 such that the function r 7→ σ(r) is increasing
on (0, r0).
Proof. By Lemma 4.7 we know that
σ′(r)
σ(r)
=
ψ′(r)
ψ(r)
− n− 1 + a
r
= G(r)− n− 1 + a
r
≥ n+ a
r
− β − n− 1 + a
r
=
1
r
− β.
If we take r0 < β
−1, we obtain σ
′(r)
σ(r) ≥ 0.

We now note that, if we consider the numbers: α− = lim infr→0+
σ(r)
r and α
+ = lim supr→0+
σ(r)
r ,
then we obviously have
0 < e−β ≤ α− ≤ α+ ≤ eβ .
The following lemma will be needed in the proof of optimal regularity of solutions to (3.4).
Lemma 4.9. One has for r ∈ (0, 1)∣∣∣∣σ(r)r − α±
∣∣∣∣ ≤ βeβr.
In particular, we have α+ = α− and thus, in particular, it exists
α
def
= lim
r→0+
σ(r)
r
> 0.
Proof. We start with the preliminary observation∣∣∣∣ ddr log σ(r)r
∣∣∣∣ =
∣∣∣∣ ddr ( log(σ(r))− log r)
∣∣∣∣ =
∣∣∣∣σ′(r)σ(r) − 1r
∣∣∣∣
=
∣∣∣∣ψ′(r)ψ(r) − n− 1 + ar − 1r
∣∣∣∣ =
∣∣∣∣ψ′(r)ψ(r) − n+ ar
∣∣∣∣ ≤ β,
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where in the latter inequality we have used Lemma 4.7. If we define h(r) = log σ(r)r , then by
Lemma 4.7 and the fact r ∈ (0, 1), we have∣∣∣∣ ddr σ(r)r
∣∣∣∣ = |h′(r)|eh(r) =
∣∣∣∣ ddr log σ(r)r
∣∣∣∣ σ(r)r ≤ βσ(r)r ≤ βeβ(1−r) ≤ βeβ.
If we set g(r) = σ(r)r , and fix 0 < ε < r < 1, we have
|g(r)− g(ε)| = |
∫ r
ε
g′(τ)dτ | ≤
∫ r
ε
βeβdτ = βeβ(r − ε) ≤ βeβr,
which implies g(ε) − βeβr ≤ g(r) ≤ g(ε) + βeβr. Taking lim infε→0+ and lim supε→0+ in the
above inequalities, we obtain
α± − βeβr ≤ g(r) ≤ α± + βeβr =⇒ |σ(r)
r
− α±| ≤ βeβr,
for r ∈ (0, 1). We conclude observing that
0 ≤ α+ − α− ≤ (α+ − g(r))− (α− − g(r)) ≤ |α+ − g(r)| + |α− − g(r)| ≤ 2βeβr → 0
as r → 0+.

In the subsequent steps we will need the following two lemmas.
Lemma 4.10. Let U be the solution of (3.4) with U(0) = 0. Then,∫
Sr
U2µ ≤ Cr
∫
Br
〈A∇U,∇U〉|y|a + Crn+4+a,(4.15)
where C > 0 is a universal constant depending on ||f ||∞.
Proof. Note that from f ∈ L∞(B1) we deduce that U is a supersolution to
(4.16) div(|y|aA(x)∇U) ≤ C|y|a.
Keeping (4.2) in mind, we set
L(r) =
∫
Sr
Uµ.
We have
L′(r) =
n+ a
r
L(r) +O(1)L(r) +
∫
Sr
Uν µ˜.
This can be further rewritten as
L′(r) =
(
n+ a
r
+O(1)
)
L(r) +
∫
Sr
|y|a < A∇U, ν > +
∫
Sr
|y|a < ∇U, µ˜ν −Aν >(4.17)
=
(
n+ a
r
+O(1)
)
L(r) +
∫
Br
div(|y|aA∇U) +
∫
Sr
|y|a < ∇U, µ˜ν −Aν >
≤
(
n+ a
r
+O(1)
)
L(r) + Crn+1+a +
∫
Sr
|y|a < ∇U, µ˜ν −Aν >,
where in the last inequality we have used (4.16). Now is easily checked that the vector
k = µ˜ν − Aν is tangential to the sphere Sr and thus by applying divergence theorem on the
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sphere, we deduce from (4.17) that the following holds,
L′(r) ≤ n+ a
r
L(r) +O(1)L(r) + Crn+1+a +
∫
Sr
U divSr(k)|y|a +
∫
Sr
U < ∇|y|a, k >(4.18)
≤ n+ a
r
L(r) +O(1)L(r) + Crn+1+a.
Over here we used the fact that divSr k = O(1) since A is Lipschitz and A(0) = I and also
that
< ∇ya, k >= aya−1(µ˜− 1)y
r
≤ Cy
since (µ˜ − 1) = O(r). From (4.18) we obtain that with
L0(r) =
L(r)
rn+a
we have that for some universal C > 0
r → e−CrL0(r)− Cr2
is non-increasing from which it follows that
(4.19)
1
rn+a
∫
Sr
Uµ ≤ CU(0) +Cr2, r ∈ (0, 1).
Using the super mean value inequality in (4.19), one can argue as in the proof of [9, Lemma
2.13] to deduce the validity of (4.15).

Corollary 4.11. Let U be the solution of (3.4) such that U(0) = 0. Then,∫
Br
U2|y|a ≤ Cr2
∫
Br
〈A∇U,∇U〉|y|a + Crn+a+5.(4.20)
Proof. Keeping in mind that µ(X) ≤ λ−1|y|a, integrating (4.15) between (0, r) we obtain
λ
∫
Br
U2|y|a ≤
∫ r
0
∫
Sρ
U2µdρ ≤ C
∫ r
0
ρ
∫
Bρ
〈A∇U,∇U〉|y|adρ+ C
∫ r
0
ρn+a+4dρ.
By integrating by parts, we then observe that∫
Br
U2µ ≤ C ′r2
∫
Br
〈A∇U,∇U〉|y|a − C ′
∫ r
0
ρ2
∫
Sρ
〈A∇U,∇U〉|y|adρ+ C ′′r5+a+n =
= C ′r2
∫
Br
〈A∇U,∇U〉|y|a − C ′
∫
Br
|X|2〈A∇U,∇U〉|y|adρ+ C ′′r5+a+n ≤
≤ C ′r2
∫
Br
〈A∇U,∇U〉|y|a + C ′′r5+a+n ≤ Cr2
∫
Br
〈A∇U,∇U〉|y|a + Cr5+a+n.
The conclusion thus follows.

Given δ ∈ (0, 1) and a universal constant r0 > 0 (which will also depend on δ), we now
introduce the sets:
Λr0 = {r ∈ (0, r0) | H(r) > ψ(r)r3+δ},(4.21)
Γr0 = {r ∈ (0, r0) | H(r) > e−βr3+δ+n+a},
where β ≥ 0 is the constant in Lemma 4.7.
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Lemma 4.12. One has the inclusion Λr0 ⊂ Γr0 . In particular, H(r) 6= 0 for every r ∈ Λr0.
Proof. By Lemma 4.7, let r ∈ Λr0 , we have
H(r) > ψ(r)r3+δ ≥ e−β(1−r)r3+δ+n+a ≥ e−βr3+δ+n+a,
which implies r ∈ Γr0 . The second part of the statement is an obvious consequence of the
first one.

Lemma 4.13. Assume that U(0) = 0. There exists a universal r0 > 0, depending also on
δ ∈ (0, 1), such that:
H(r) ≤ 2CrD(r) r ∈ Γr0(4.22)
where C is the same as in (4.15).
Proof. By (4.15) we get H(r) ≤ CrD(r) + Cr4+a+n. Then, if r ∈ Γr0 , we get:
r4+a+n = r3+δ+a+nr1−δ ≤ eβH(r)r1−δ =⇒ H(r) ≤ CrD(r) + C ′r1−δH(r).
By taking r < r0 <
(
1
2C′
) 1
1−δ , we note that C ′r1−δ ≤ 1/2 which in turn implies that
H(r) ≤ CrD(r) + H(r)
2
=⇒ H(r)
2
≤ CrD(r) =⇒ H(r) ≤ 2CrD(r).

Corollary 4.14. Suppose that U(0) = 0. There exists a universal constant r0 > 0, depending
also on δ ∈ (0, 1), such that:
rn+3+a ≤ 2Ceβr1−δD(r) r ∈ Γr0 .(4.23)
Proof. By Lemma 4.13 , we have for r ∈ Γr0 such that:
r3+n+a = r−δr3+n+a+δ ≤ eβr−δH(r) ≤ 2Ce−βr1−δD(r).

Lemma 4.15. Let U(0) = 0. There exists a universal r0 > 0, depending on δ ∈ (0, 1) and
||f ||∞, such that if r ∈ Γr0 then:
I(r) ≥ D(r)
2
(4.24)
Proof. By (4.12) we need to prove ∣∣∣∣
∫
Br
Uf |y|a
∣∣∣∣ ≤ D(r)2 .
Note that,
D(r) = I(r)−
∫
Br
Uf |y|a ≤ I(r) + |
∫
Br
Uf |y|a| ≤ I(r) + D(r)
2
.
By Cauchy-Schwartz, since f ∈ L∞:
|
∫
Br
Uf |y|a| ≤ C
∫
Br
U |y|a/2|y|a/2 ≤ C( ∫
Br
|y|a)1/2( ∫
Br
|U |2|y|a) ≤ Cr a2 r n+12 ( ∫
Br
U2|y|a)1/2.
Now, by Corollary 4.11 we have:∫
Br
U2|y|a ≤ Cr2
∫
Br
〈A∇U,∇U〉|y|a + Cr5+a+n.
THE THIN OBSTACLE PROBLEM 21
Thus,
|
∫
Br
Uf |y|a| ≤ Cr a2 r n+12 (r2 ∫
Br
〈A∇U,∇U〉|y|a + r5+a+n)1/2 ≤ Cr n+1+a2 (r[D(r)]1/2 + r 5+a+n2 ) =
= Cr
n+1+a
2
(
r[D(r)]1/2 + r
5+a+n
2
)
= C
(
r
n+3+a
2 [D(r)]1/2 + rn+a+3
)
.
=⇒ |
∫
Br
Uf |y|a| ≤ C(r n+3+a2 [D(r)]1/2 + rn+a+3).(4.25)
Notice, now, that ∀c1, c2 > 0 and ∀ε > 0, we have:(√
εc1 −
√
c2
ε
)2
= εc1 +
c2
ε
− 2√c1c2 ≥ 0,(4.26)
=⇒ εc1 + c2
ε
≥ 2√c1c2 ≥ √c1c2,
=⇒ √c1c2 + c2 ≤ εc1 + (1
ε
+ 1)c2.
This means that ∀ε > 0 we have:
|
∫
Br
Uf |y|a| ≤ CεD(r) + C(1
ε
+ 1)rn+a+3.
By (4.23) we have that if r ∈ Γr0 , by letting ε = 14C :
|
∫
Br
Uf |y|a| ≤ CεD(r) + C(1
ε
+ 1)rn+a+3 ≤ CεD(r) + C(1
ε
+ 1)2C1e
βr1−δD(r) =
=
D(r)
4
+ 2eβCC1(4C + 1)r
1−δD(r).
We now let r0 =
(
1
4
1
2eβC1C(4C+1)
) 1
1−δ . Thus,
r < r0 =⇒ 2eβC1C(4C + 1)r1−δ ≤ 1
4
.
Therefore for every r ∈ Γr0 , it follows that∣∣∣∣
∫
Br
Uf |y|a
∣∣∣∣ ≤ D(r)2 .

Before proceeding further, we need to compute the derivative of the total energy of U intro-
duced in (4.6). We need the following lemma which can be verified by a standard computation
keeping in mind the definition of the function µ˜ in (4.2).
Lemma 4.16. Consider the vector field Z
def
= A(x)Xµ˜(X) . We have
∂iZj = δij +O(r), divZ = (n+ 1) +O(r).
Our next result concerns the first variation of D(r).
Theorem 4.17.
D′(r) = 2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a +
(
n− 1 + a
r
+O(1)
)
D(r)− 2
r
∫
Br
〈Z,∇U〉f |y|a.(4.27)
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Proof. First, by the coarea formula we see that
(4.28) D′(r) =
∫
Sr
< A∇U,∇U > |y|a.
Since < Z, ν >= r on Sr, by an application of the divergence theorem we deduce
(4.29) D′(r) =
∫
Br
div(|y|a < A∇U,∇U > Z).
We now use the following Rellich type identity
div(|y|a < A∇U,∇U > Z) = 2div(|y|a < Z,∇U > A∇U)(4.30)
= div(Z)|y|a < A∇U,∇U > +|y|aZl∂lajk∂jU∂kU
+ Zn+1a|y|a−2y < A∇U,∇U > −2 < Z,∇U > div(|y|aA∇U)− 2∂iZkaij∂jU∂kU.
Using the equation (4.3) satisfied by U the identity in (4.30) and Lemma 4.16, we obtain from
(4.29) that the following holds,
D′(r) = 2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a +
(
n− 1 + a
r
+O(1)
)
D(r)− 2
r
∫
Br
〈Z,∇U〉f |y|a(4.31)
− 2
r
∫
Br∩{y=0}
〈Z,∇U〉∂ayU.
We note that the formal computation leading to (4.31) can again be justified by a limiting
type argument as before using the continuity of U,∇xU, yaUy upto {y = 0} as well as the
W 2,2 type estimates for U . Finally by noting that at {y = 0},
(4.32) < Z,∇U > ∂ayU =< x,∇xU > ∂ayU ≡ 0,
thanks to the complementarity condition in (4.3), we thus conclude by using (4.32) in (4.31)
that (4.27) holds. 
Theorem 4.18. Let U be the solution of (3.4). Then, for a.e. r ∈ (0, 1) we have
I ′(r) = 2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a +
(
n− 1 + a
r
+O(1)
)
I(r) +
∫
Sr
Uf |y|a(4.33)
−
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a.
Proof. By Lemma 4.4 we have that I(r) = D(r) +
∫
Br
Uf |y|a and thus by (4.27):
I ′(r) = D′(r) +
∫
Sr
Uf |y|a = 2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a + (n− 1 + a
r
+O(1))D(r)−
− 2
r
∫
Br
〈Z,∇U〉f |y|a +
∫
Sr
Uf |y|a.
Observing now that by (4.12), D(r) = I(r)− ∫
Br
|y|aUf , we obtained the desired conclusion.

Following [17], we next introduce certain quantities that play a key role in the analysis of
the monotonicity properties of the frequency. We consider
M(r) =
H(r)
ψ(r)
, J(r) =
I(r)
ψ(r)
,
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and define the generalised frequency as
Φ(r) =
σ(r)J(r)
M(r)
,
where σ is defined by (4.14).
Theorem 4.19. Assume that U(0) = 0. Given δ ∈ (0, 1), there exist universal constants
r0,K
′ > 0 such that the function r 7→ eK ′r
1−δ
2 Φ(r) is non-decreasing on Γr0. Precisely, for
every r ∈ Γr0 we have
d
dr
log Φ(r) =
Φ′(r)
Φ(r)
≥ − K
′
r
1+δ
2
.
Proof. We begin by computing the derivatives of M(r) and J(r). One has
M ′(r) = −ψ
′(r)H(r)
[ψ(r)]2
+
H ′(r)
ψ(r)
= −ψ
′(r)H(r)
[ψ(r)]2
+
1
ψ(r)
(2I(r) +
∫
Sr
U2La|X|) =
=
1
ψ(r)
[∫
Sr
U2La|X| − ψ
′(r)J(r)
ψ(r)
]
+
2I(r)
ψ(r)
,
where we have used Lemma 4.3. Keeping in mind that if r ∈ Γr0 we have H(r) 6= 0, by
(4.13) and Definition 4.5 we have at every r ∈ Γr0 : ψ
′(r)
ψ(r) = G(r) =
∫
Sr
U2La|X|
H(r) , or equivalently,
ψ′(r)
ψ(r)H(r)−
∫
Sr
U2La|X| = 0. This implies at every r ∈ Γr0 ,
M ′(r) =
2I(r)
ψ(r)
= 2J(r),
M ′(r)
M(r)
= 2
J(r)
M(r)
.
Moreover, by (4.33) and the fact that I(r) = J(r)ψ(r), we have:
J ′(r) =
1
ψ(r)
I ′(r)− ψ
′(r)
[ψ(r)]2
I(r) =
1
ψ(r)
[
2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a +
(
n− 1 + a
r
+O(1)
)
I(r)
+
∫
Sr
Uf |y|a −
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a
]
− ψ
′(r)
[ψ(r)]2
I(r)
=
(
n− 1 + a
r
+O(1)
)
I(r)
ψ(r)
− ψ
′(r)
ψ(r)
J(r) +
1
ψ(r)
[
2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a
+
∫
Sr
Uf |y|a −
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a
]
=
(
n− 1 + a
r
− ψ
′(r)
ψ(r)
+O(1)
)
J(r) +
1
ψ(r)
[
2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a
+
∫
Sr
Uf |y|a − (n− 1 + a
r
+O(1))
∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a
]
.
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We next compute Φ
′(r)
Φ(r) . By the definition (4.6), we have:
Φ′(r)
Φ(r)
=
σ′(r)
σ(r)
+
J ′(r)
J(r)
− M
′(r)
M(r)
=
σ′(r)
σ(r)
+
J ′(r)
J(r)
− 2 J(r)
M(r)
=
σ′(r)
σ(r)
− ψ
′(r)
ψ(r)
+
n− 1 + a
r
+O(1) +
1
ψ(r)J(r)
[
2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a
+
∫
Sr
Uf |y|a −
(
n− 1 + a
r
+O(1)
)∫
Br
|y|aUf − 2
r
∫
Br
〈Z,∇U〉f |y|a
]
− 2 J(r)
M(r)
= O(1) +
1
ψ(r)J(r)
{2
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a +
∫
Sr
Uf |y|a
−
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a} − 2 J(r)
M(r)
.
Notice that we have: 2ψ(r)J(r)
∫
Sr
(〈A(x)∇U,ν〉)2
µ˜ |y|a − 2 J(r)M(r) ≥ 0 ⇐⇒ 1I(r)
∫
Sr
(〈A(x)∇U,ν〉)2
µ˜ |y|a −
I(r)
H(r) ≥ 0 ⇐⇒ (I(r))2 ≤ (
∫
Sr
(〈A(x)∇U,ν〉)2
µ˜ |y|a)H(r) which in turn is true by Cauchy-Schwartz
inequality. Indeed:
(
∫
Sr
U〈A(x)∇U, ν〉|y|a)2 =
(∫
Sr
U〈A(x)∇U, ν〉|y|a/2|y|a/2
√
µ˜√
µ˜
)2
≤
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a
∫
Sr
U2µ˜|y|a
= H(r)
∫
Sr
(〈A(x)∇U, ν〉)2
µ˜
|y|a,
where we have used µ˜|y|a = µ. Thus, it follows
Φ′(r)
Φ(r)
≥ 1
I(r)
(
−2
r
∫
Br
〈Z,∇U〉f |y|a − (n− 1 + a
r
+O(1))
∫
Br
Uf |y|a +
∫
Sr
Uf |y|a
)
+O(1).
Now, we want to prove:
1
I(r)
(
−2
r
∫
Br
〈Z,∇U〉f |y|a − (n− 1 + a
r
+O(1))
∫
Br
Uf |y|a +
∫
Sr
Uf |y|a
)
≥ −Kr− 1+δ2 .
By (4.23) and (4.25) and since for every r ∈ Γr0 we have r1−δ = r
1−δ
2 r
1−δ
2 ≤ Cr 1−δ2 , therefore:
|
∫
Br
Uf |y|a| ≤ C(r n+3+a2 [D(r)]1/2 + r3+n+a) ≤ C ′r 1−δ2 D(r) + Cr 1−δ2 D(r) ≤ Cr 1−δ2 D(r).
Then using (4.24) we obtain | ∫
Br
Uf |y|a| ≤ Cr 1−δ2 I(r). Therefore,
| 1
rI(r)
∫
Br
Uf |y|a| ≤ Cr− 1+δ2 =⇒ − 1
I(r)
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a ≥ −C ′r− 1+δ2 .
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Recalling that f ∈ L∞, we have:
|2
r
∫
Br
〈Z,∇U〉f |y|a| = |2
r
∫
Br
〈A(x)X
µ˜
,∇U〉f |y|a| ≤ |C
r
∫
Br
|X|〈A(x)∇r,∇U〉|y|a|
≤ C
r
|
∫
Br
X(〈A(x)∇r,∇r〉)1/2(〈A(x)∇U,∇U〉)1/2|y|a|
≤ C
r
∫
Br
|X|(〈A(x)∇U,∇U〉)1/2 |y|a|
≤ C
r
(
∫
Br
〈A(x)∇U,∇U〉|y|a)1/2(
∫
Br
|X|2|y|a)1/2
≤ C
r
(
∫ r
0
ρ2+a+ndρ)1/2[D(r)]1/2 ≤ C ′r 3+a+n2 −1[D(r)]1/2.
Now by (4.23) we have r
3+a+n
2 ≤ r 1−δ2 [D(r)]1/2. Thus by using (4.24), we deduce:
|2
r
∫
Br
〈Z,∇U〉f |y|a| ≤ C ′r− 1+δ2 [D(r)] ≤ C ′′r− 1+δ2 [I(r)]
=⇒ 2
rI(r)
∫
Br
〈Z,∇U〉f |y|a ≤ C ′′r− 1+δ2
=⇒ − 2
rI(r)
∫
Br
〈Z,∇U〉f |y|a ≥ −C ′′r− 1+δ2 .
Moreover:
|
∫
Sr
Uf |y|a| ≤ C|
∫
Sr
U |y|a| = C|
∫
Sr
U
√
µ˜√
µ˜
|y|a/2|y|a/2| ≤ C(
∫
Sr
U2|y|aµ˜)1/2(
∫
Sr
|y|a
µ˜
)1/2
= C(
∫
Sr
U2µ)1/2(
∫
Sr
|y|a
µ˜
)1/2 ≤ C(
∫
Sr
U2µ)1/2r
n+a
2 = C[H(r)]1/2r
n+a
2
≤ C[D(r)]1/2r n+a+12 = C[D(r)]1/2r n+a+32 r−1 ≤ [D(r)]1/2r− 1+δ2 [D(r)]1/2 ≤ Cr− 1+δ2 I(r),
=⇒ 1
I(r)
∫
Sr
Uf |y|a ≥ −Cr− 1+δ2 .
Note that in the above inequality, we also used (4.22) and (4.24).
Thus we have proved that for r ∈ Γr0 ,
T (r) :=
1
I(r)
(
−2
r
∫
Br
|y|a〈Z,∇U〉f − (n− 1 + a
r
+O(1))
∫
Br
|y|aUf +
∫
Sr
|y|aUf
)
≥ −Kr− 1+δ2 ,
which implies that Φ
′(r)
Φ(r) ≥ −K ′r−
1+δ
2 since |Φ′(r)Φ(r) − T (r)| ≤ C for all r small enough. This
concludes the proof.

With Theorem 4.19 in hands, by an analogous argument as in the proof of Theorem 5.12
in [17], we obtain the following monotonicity result.
Theorem 4.20. With r0,K
′ as in Theorem 4.19 corresponding to some choice of δ ∈ (0, 1),
we have that
r → N(r) def= σ(r)
2
eK
′r
1−δ
2 d
dr
log max(M(r), r3+δ)
is non-decreasing in (0, r0). In particular N(0+) exists.
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We also need to work with the following quantity
(4.34) N˜(r)
def
=
r
σ(r)
N(r).
Now it follows from Lemma 4.9 and Theorem 4.20 that the following holds.
Corollary 4.21. Let N˜(r) be defined as in (4.34). Then N˜(0+) exists.
5. Optimal regularity
We now choose δ in Theorem 4.20 such that 3 + δ > 3 − a. Our next result concerns the
optimal decay of U near a free boundary point.
Theorem 5.1. Let U be a solution to (3.4) and let X0 = (x0, 0) ∈ Γ(U). Then we have that
(5.1) |U(X)| ≤ C|X −X0|
3−a
2
for some universal constant C.
Proof. Without loss of generality we may assume that X0 = (0, 0) and it suffices to show that
(5.2) ||U ||L∞(B+r ) ≤ Cr
3−a
2 .
By rotation of coordinates, we may assume that A(0) = I. Let dr =M(r)
1/2 and consider the
following Almgren type rescalings Ur(X) =
U(rX)
dr
. Note that Ur solves the Signorini problem
in (3.4) corresponding to Ar(X) = A(rX) and fr = r
2 f(rX)
dr
and 0 ∈ Γ(Ur). We note that
the Lipschitz norm of Ar is bounded from above by the Lipschitz norm of A. Now given the
validity of Lemma 4.9 as well as the monotonicity result in Theorem 4.20, by an analogous
blowup argument ( which uses Theorem 3.1 and Theorem 3.6 ) as in the proof of Lemma 6.3
in [17] for a = 0 ( see also the proof of Lemma 6.2 in [9] for a ∈ (−1, 1) and A = I) we obtain
that N˜(0+) ≥ 1 + s with N˜ as in (4.34). We note that this crucially utilizes the fact that
upto a subsequence, Ur → U0 which is a homogeneous solution to the signorini problem in
(3.4) with A = I and f = 0 and that the homogeneity of U0 ≥ 1 + s, thanks to Theorem 5.7
in [9]. Then by arguing as in the proof of Lemma 6.4 in [17] we obtain that
(5.3) H(r) ≤ Crn+3.
for r ∈ (0, r0) with r0 as in Theorem 4.20 above. From (5.3) it follows that
(5.4)
∫
Br
|y|aU2 ≤ Crn+4.
Now we note that U+ and U− are subsolutions to
(5.5) Lav ≥ −|y|aC
where C = ||f ||L∞ . This is seen by arguing as in Lemma 2.5 in [17]. Then we note that from
(5.5), it follows that w = U+ + C2(1+a)y
2 solves
(5.6) Law ≥ 0.
Moreover using (5.4) it is seen that
(5.7)
∫
Br
|y|aw2 ≤ Crn+4.
Thus from the subsolution estimates as in [13], we have that
supBr/2w ≤ Cr
3−a
2
THE THIN OBSTACLE PROBLEM 27
from which we obtain that
supBr/2U
+ ≤ Cr 3−a2 .
And analogous argument holds for U− and we thus conclude that (5.2) holds.

We also note that the following gap of frequency follows from Theorem 5.7 in [9] which
concerns the degree of homogeneous global solutions to the constant coefficient Signorini
problem (i.e. A = I) with zero obstacle.
Lemma 5.2. Let 0 ∈ Γ(U) and assume that A(0) = I. Then either N˜(0+) = 3−a2 or
N˜(0+) ≥ 3+δ2 .
We now proceed with the proof of optimal regularity as stated in Theorem 1.1.
Proof of Theorem 1.1. The proof is similar to that of Theorem 3.6 in view of the improved
decay estimate in (5.1). We nevertheless provide the complete details. By subtracting off the
obstacle, we may assume that U solves (3.4) with f independent of y. Given X ∈ B+1/2, let
d(X) = d(X,Γ(U)). We note that in Bd(X) ∩ {y = 0}, either ∂ayU or U identically vanishes.
Therefore by even or odd reflection, we have that U solves in Bd(X)
div(|y|aA(X)∇U) = |y|af
and moreover from (5.1) we have,
(5.8) ||U ||L∞(Bd(X)) ≤ Cd
3−a
2 .
Then from the estimate (3.48) it follows by using scaled versions of the estimates in Theorem
2.1 or 2.2 that the following gradient bounds holds,
(5.9) |∇xU(X)| ≤ Cd(X)
1−a
2 .
We now take points X1,X2 and let di = d(X
i,Γ(U)) for i = 1, 2. Without loss of generality
assume that d1 ≥ d2. We also set δ = |(X1−X2|. . There exist two possibilities: (a) δ ≥ 12d1;
or, (b) δ < 12d1. If (a) occurs, it follows from (5.9) that
|∇xU(X1)−∇xU(X2)| ≤ |∇xU(X1)|+ |∇xU(X2)|
≤ Cd
1−a
2
1 + Cd
1−a
2
2 ≤ Cδ
1−a
2 .
If (b) occurs, then we have that X2 ∈ Bd1/2(X1). it follows from the rescaled estimates in
Theorem 2.1 or 2.2 ( corresponding to α = β = 1−a2 ) that the following holds,
|∇xU(X1)−∇xU(X2)| ≤ C
d
3−a
2
1
(||U ||L∞(Bd1/2(X1)) + d
2
1||f ||L∞))δ
1−a
2
≤ Cδ 1−a2 ,
where we also used the decay estimate in (5.8) above. Thus in both cases, we obtain,
|∇xU(X1)−∇xU(X2)| ≤ C|X1 −X2|
1−a
2 .
We now establish the optimal Ho¨lder regularity for yaUy. Again given X ∈ B+1/2, we note that
depending on whether U ≡ 0 or ∂ayU ≡ 0 on Bd(X)(X) ∩ {y = 0}, we have that yaUy is either
an odd or an even solution to
div(|y|−aA∇w) = 0
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in Bd(X)(X) after an even or odd reflection of U across {y = 0}. We then claim that the
following decay estimate holds for yaUy near a free boundary point,
(5.10) |yaUy(X)| ≤ Cd(X)
1+a
2 .
The estimate (5.10) is a consequence of the following Moser type estimate as in [13],
|yaUy(X)| ≤ C
d
n+1−a
2
(∫
Bd(X)/4(X)
|y|−a(|y|aUy)2
)1/2
,
combined with the following energy estimate,∫
Bd(X)/4(X)
|y|−a(|y|aUy)2 ≤ C
d2
∫
Bd(X)/2(X)
|y|aU2
and the decay estimate for U as in (5.8).
Using the decay in (5.10), we can repeat the arguments as for ∇xU using Theorem 2.1
and Theorem 2.3 for V = yaUy ( with a replaced with −a) to obtain that yaUy ∈ C
1+a
2 upto
{y = 0}. The conclusion thus follows.

Remark 5.3. We note that it is not true that the solution is C1,s in the y variable. See for
instance Remark 4.5 in [9] for further discussion on this aspect.
6. Smoothness of the regular set of the free boundary
We now define the notion of regular points to (2.2). Let (x0, 0) ∈ Γ(U). Let Ux0(x, y) =
U(x0+A
1/2(x0)x, y), Ax0(x, y) = A
−1/2(x0)A(x0+A
1/2(x0)x)A
−1/2(x0). Under this normal-
ization, we have that Ux0 solves (2.2) corresponding to the new matrix Ax0 and moreover we
have that 0 ∈ Γ(Ux0) and Ax0(0) = I. Again by subtracting off the obstacle, we have that Ux0
solves a problem of the type (3.4). We thus have N, N˜ have limits at 0 defined with respect to
the new operator Ax0 and for notational convenience, we denote such quantities by Nx0 , N˜x0
etc.
Definition 6.1. Let U be a solution of (3.4). We say that 0 ∈ Γ(U) is a regular free boundary
point if N˜(0+) = 3−a2 . Likewise, we say that X0 = (x0, 0) is regular if N˜x0(0+) =
3−a
2 . We
denote by Γ 3−a
2
(U) the set of all regular free boundary points and we call it the regular set of
U .
For the analysis of the regular set we will need the following result which generalises [19,
Theorem 4.3].
Theorem 6.2 (Weiss type monotonicity formula). Given a solution U to (3.4), such that
0 ∈ Γ 3−a
2
(U), define
(6.1) W (U, r) =W (r) =
σ(r)
r3−a
{J(r)− 3− a
2r
M(r)}.
There exist universal constants C, r0 > 0, depending on ||f ||L∞(B1), such that for any 0 < r <
r0 one has:
d
dr
(W (U, r) + Cr
1+a
2 ) ≥ 2
rn+2
∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
√
µ˜U
)2
|y|a
=
2
rn+2
∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
√
µ˜U
)2
|y|a.
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In particular, there exists C > 0 such that the function r 7→ W (U, r) + Cr 1+a2 is monotone
increasing and therefore the limit W (U, 0+) := limr→0+ W (U, r) exists.
Proof. Differentiating (6.1) we find
d
dr
W (r) =
σ(r)
r3−a
(
J ′(r) +
3− a
2r2
M(r)− 3− a
2r
M ′(r)
)
+
(
σ′(r)
r3−a
− (3− a)σ(r)
r4−a
)(
J(r)− 3− a
2r
M(r)
)
=
σ(r)
r3−a
[(
σ′(r)
σ(r)
− 3− a
r
)(
J(r)− 3− a
2r
M(r)
)
+
(
J ′(r) +
3− a
2r2
M(r)− 3− a
2r
M ′(r)
)]
.
After some easy computations, by recalling the expression we found for J ′(r) the proof of
Theorem 4.19, we get
d
dr
W (r) =
σ(r)
r3−a
[
(
ψ′(r)
ψ(r)
− n− 1 + a
r
− 3− a
r
)(J(r)− 3− a
2r
M(r)) + (J ′(r) +
3− a
2r2
M(r)− 3− a
2r
M ′(r))
]
=
σ(r)
r3−a
[(
ψ′(r)
ψ(r)
− n− 1 + a
r
− 3− a
r
)(
J(r)− 3− a
2r
M(r)
)
+
(
n− 1 + a
r
− ψ
′(r)
ψ(r)
+O(1)
)
J(r)
+
1
ψ(r)
(
2
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a +
∫
Sr
Uf |y|a − (n− 1 + a
r
+O(1))
∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a
)
− 3− a
2r
M ′(r) +
3− a
2r2
M(r)
]
.
Now from the proof of Theorem 4.19 we have that M ′(r) = 2J(r) and hence using this we
obtain,
d
dr
W (r) =
σ(r)
r3−a
[(
ψ′(r)
ψ(r)
− n− 1 + a
r
− 3− a
r
+
n− 1 + a
r
− ψ
′(r)
ψ(r)
+O(1)− 3− a
r
)
J(r)
+
2
ψ(r)
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a +
(
3− a
2r2
− 3− a
2r
(
ψ′(r)
ψ(r)
− n− 1 + a
r
− 3− a
r
)
)
M(r)
− 1
ψ(r)
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
rψ(r)
∫
Br
〈Z,∇U〉f |y|a + 1
ψ(r)
∫
Sr
Uf |y|a
]
.
Proceeding further, we get,
d
dr
W (r) =
σ(r)
r3−a
[
2
(
−3− a
r
+O(1)
)
J(r) +
2
ψ(r)
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a
+
3− a
2r2
(
1− (rψ
′(r)
ψ(r)
− (n− 1 + a)− 3 + a)
)
M(r)
− 1
ψ(r)
((
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a + 2
r
∫
Br
〈Z,∇U〉f |y|a −
∫
Sr
Uf |y|a
)]
=
σ(r)
r3−a
[
2
(
−3− a
r
+O(1)
)
J(r) +
2
ψ(r)
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a + 3− a
2r2
(−rψ
′(r)
ψ(r)
+ 3 + n)M(r)
− 1
ψ(r)
(
n− 1 + a
r
+O(1))
∫
Br
Uf |y|a + 2
r
∫
Br
〈Z,∇U〉f |y|a −
∫
Sr
Uf |y|a
)]
.
30 THE THIN OBSTACLE PROBLEM
Now from (4.13) and Lemma 4.6, we observe that ψ
′(r)
ψ(r) =
n+a
r +O(1) =⇒ rψ
′(r)
ψ(r) = n+ a+
O(r). Subsequently by recalling the definitions of J(r) and M(r) we obtain,
d
dr
W (r) =
σ(r)
r3−a
[
2
(
−3− a
r
+O(1)
)
J(r) +
2
ψ(r)
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a + 3− a
2r2
(−n− a+ 3 + n+O(r))M(r)
− 1
ψ(r)
((
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a + 2
r
∫
Br
〈Z,∇U〉f |y|a −
∫
Sr
Uf |y|a
)]
=
2σ(r)
r3−aψ(r)
[(−3 + a
r
+O(1)
)
I(r) +
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a +
(
3− a
2r
)2
(1 +O(r))H(r)
]
+
σ(r)
r3−aψ(r)
[
−
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a +
∫
Sr
Uf |y|a
]
.
We also have,∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
U
√
µ˜
)2
|y|a =
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a +
(
3− a
2r
)2 ∫
Sr
U2µ˜|y|a
− 3− a
r
∫
Sr
U〈A∇U, ν〉|y|a
=
−3 + a
r
I(r) +
∫
Sr
(〈A∇U, ν〉)2
µ˜
|y|a +
(
3− a
2r
)2
H(r).
Thus
d
dr
W (r) =
2σ(r)
r3−aψ(r)
[ ∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
√
µ˜U
)2
|y|a +O(1)I(r) + O(1)
r
H(r)
]
+
σ(r)
r3−aψ(r)
[
−
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a +
∫
Sr
Uf |y|a
]
.
Now since σ(r)ψ(r) =
1
rn−1+a
, therefore we have that σ(r)
r3−aψ(r)
= 1
r2+n
. Using this we obtain,
d
dr
W (r) =
2
r2+n
[ ∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
√
µ˜U
)2
|y|a +O(1)I(r) + O(1)
r
H(r)
]
+
1
r2+n
[
−
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a +
∫
Sr
Uf |y|a
]
.
Now by applying the Cauchy-Schwartz inequality and also by using Theorem 5.1 we have,
|I(r)| ≤
∫
Sr
|U ||〈A∇U, ν〉||y|a ≤ ( ∫
Sr
U2|y|a)1/2( ∫
Sr
(〈A∇U, ν〉)2|y|a)1/2 ≤
≤ Cr(n+a)/2r 3−a2 ( ∫
Sr
(〈A∇U, ν〉)2|y|a)1/2.
Now again since 0 ∈ Γ(U) which in particular implies that yaUy(0) = ∇xU(0) = 0, therefore
using Theorem 1.1 we infer that the following estimate holds,
|y|a〈A∇U, ν〉 ≤ C|y|a|∇U | ≤ C(|y|a|∇xU |+ |y|a|∂yU |) ≤ Cr
1+a
2 .
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Thus O(1)I(r) = O(rn+2). Also by (5.3) we have O(1)H(r)r = O(r
n+2) and hence we obtain,
d
dr
W (r) =
2
r2+n
∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
√
µ˜U
)2
|y|a +O(1)
+
1
r2+n
[
−
(
n− 1 + a
r
+O(1)
)∫
Br
Uf |y|a − 2
r
∫
Br
〈Z,∇U〉f |y|a +
∫
Sr
Uf |y|a
]
.
Again by Theorem 1.1, we have,∣∣∣∣− 2r
∫
Br
〈Z,∇U〉f |y|a
∣∣∣∣ ≤ 2r
∫
Br
|Z|∇U ||f ||y|a ≤ C
r
rr
1+a
2 rn+1 = Crn+1+
1
2
+ a
2
and by Theorem 5.1 we also have,∣∣∣∣−
(
n− 1 + a
r
+O(1)
)∫
Br
|y|aUf +
∫
Sr
|y|aUf
∣∣∣∣ ≤ Crn+1+ a+12 .
Now since a−12 < 0, thus we have that O(1) ≥ −C ′ ≥ −C ′r
a−1
2 and so we finally obtain,
d
dr
W (r) ≥ 2
r2+n
∫
Sr
(〈A∇U, ν〉√
µ˜
− 3− a
2r
√
µ˜U
)2|y|a − Cr a−12
which concludes the proof. 
Proof of Theorem 1.2. Now given the Weiss type monotonicity as in Theorem 6.2, together
with the epiperimetric inequality established in [20] ( see Theorem 4.2 in [20] ), we can argue
as in [19] and [20] to conclude that locally Γ 3−a
2
is a C1+γ graph for some γ > 0.

7. Appendix
In this section, we provide a proof of the quantitative gradient estimate as in (3.27) for
solutions to the homogeneous thin obstacle problem which was crucially used in the proof of
Theorem 3.6. For that, we need the following version of the Poincare lemma.
Lemma 7.1. Let v ∈W 1,2(B+ρ \B+ρ/2, yadX). Assume that Hn{v(x, 0) = 0 : x ∈ Bρ \Bρ/2} ≥
γρn for some γ > 0. Then, there exists a universal constant C > 0, depending also on γ, such
that ∫
B
+
ρ \B
+
ρ/2
v2ya ≤ Cρ2
∫
B
+
ρ \B
+
ρ/2
|∇v|2ya.
Proof. By rescaling, it suffices to assume that ρ = 1. We prove the lemma via compactness.
First assume that the lemma does not hold for a given γ. Then there exists a sequence {vk} ∈
W 1,2(B+1 \B+1/2, yadX) such that Hn{vk(x, 0) = 0 : x ∈ B1 \B1/2} ≥ γ,
∫
B
+
1 \B
+
1/2
v2ky
a = 1 and∫
B
+
1 \B
+
1/2
|∇vk|2ya → 0. Using the extension results as in [10] and compactness results in such
weighted Sobolev spaces, it follows that upto a subsequence vk → v0 in L2(B+1 \ B+1/2, yadX)
such that ∫
B
+
1 \B
+
1/2
v20y
a = 1,
∫
B
+
1 \B
+
1/2
|∇vk|2ya = 0.
Thus v0 ≡ c such that c 6= 0. Now using compactness of the trace operator as proved in [26],
it follows that upto a further subsequence we have that
(7.1)
∫
B1\B1/2
|vk − v0|2 → 0.
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However such is impossible since∫
|vk − v0|2 ≥ c2Hn{vk(x, 0) = 0} ≥ γc2.
This leads to a contradiction and establishes the claim.

Theorem 7.2. Let V be a solution to the signorini problem (2.2) with ψ ≡ 0 and A = I.
Assume that a ≥ 0. Then the following estimate holds for any 0 < ρ < R,
(7.2)
∫
B
+
ρ
(yaVy− < yaVy >ρ)2y−a ≤ C
(
ρ
R
)n+1−a+2α ∫
B
+
R
|∇V |2ya
for some α > 0.
Remark 7.3. By translation, we note that the estimate as in (7.2) holds for balls centered at
any point on {y = 0}. We also note that although from [9], we know that yaVy ∈ C1−s upto
{y = 0}, however from [9], a quantitative estimate of the type (7.2) doesn’t seem to follow
from the results in [9]. However as we know, the estimate (7.2) was crucially used in our
Campanato argument in Section 3 to establish that yaUy is Ho¨lder continuous upto {y = 0}.
Proof. We adapt an argument due to Kinderlehrer in [23] where a similar estimate is proven
for the case when a = 0. By letting VR(X) = V (RX), we may assume that R = 1. The
general case when R 6= 1 then follows by change of variable. As before, the solution V can be
approximated by solutions to the following penalized problems
(7.3)
{
div(|y|a∇V ε) = 0, in B+1 ,
∂ayV
ε = βε(V
ε).
We first claim that for V the following estimate holds for any ρ < 1/2,
(7.4)


∫
B
+
ρ
|∇Vxi |
2
|X|n−1+a y
a ≤ Cρn+1+a
∫
B
+
2ρ\B
+
ρ
(Vxi)
2ya, i = 1, .., n∫
B
+
ρ
|∇(yaVy)|2
|X|n−1−a
y−a ≤ C
ρn+1−a
∫
B
+
2ρ\B
+
ρ
(Vy)
2ya.
We start with proving the first estimate in (7.4). Let G1 =
1
|X|n−1+a
and also let
ˆˆ
G1 =
min
(
Gˆ1,
1
cn−1+a
)
where c > 0( finally we let c→ 0). Now given i ∈ {1, ..., n}, by choosing the
test function ηxi in the weak formulation of (7.3) where
η = (V ε)xiGˆ1τ
2
where τ is a cut-off such that
(7.5)
{
τ ≡ 1 in Bρ
τ ≡ 0 outside B2ρ
we get by integrating by parts,∫ (
|∇(V ε)xi |2Gˆ1τ2 + 2τ < ∇τ,∇(V ε)xi > (V ε)xiGˆ1 + V εxi < ∇V εxi ,∇Gˆ1 > τ2
)
ya(7.6)
= −
∫
β′ε(Vε)(Vε)
2
xiGˆ1τ
2 ≤ 0.
THE THIN OBSTACLE PROBLEM 33
Writing the third integral on the left hand side in (7.6) as∫
1
2
< ∇(V εxi)2,∇Gˆ1 > τ2ya
and by integrating by parts on the set B+1 \ B+c where the integrand is supported, we obtain
that such an integral equals
∫
1
2
< ∇(V εxi)2,∇Gˆ1 > τ2ya(7.7)
=
n− 1 + a
2cn+a
∫
S
+
c
(V εxi)
2ya −
∫
(V εxi)
2 < ∇Gˆ1,∇τ > τya
≥ −
∫
(V εxi)
2|∇Gˆ1||∇τ |τya.
Note that in (7.7), we used that div(|y|−a∇Gˆ1) = 0 on B+1 \B+c and also that ∂ay Gˆ1 = 0. Thus
by using the estimate (7.7) in (7.6) and also by estimating the integral
2
∫
τ < ∇τ,∇(V ε)xi > (V ε)xiGˆ1ya
from above by Young’s inequality, we obtain that the following holds,∫
|∇(V ε)xi |2Gˆ1τ2ya(7.8)
≤
∫ (
(V εxi)
2|∇Gˆ1||∇τ |τ + (V εxi)2|∇τ |2Gˆ1
)
ya.
Now using the fact that |∇τ | ≤ Cρ and also that ∇τ is supported in B2ρ \ Bρ, by first letting
ε→ 0 and then by letting c→ 0, we deduce that the first estimate in (7.4) follows.
Now we prove the second estimate in (7.4). For that, we will crucially use that w = ya(V ε)y
solves the following conjugate equation
(7.9)
{
div(y−a∇w) = 0
w(·, 0) = βε(V ε).
Let G2 =
1
|X|n−1+a
and also let c > 0( finally we let c → 0 as before). Now by choosing
η = wGˆ2τ
2 as a test function in the weak formulation of (7.9) where Gˆ2 = min
(
G2,
1
cn−1−a
)
and τ is as before, we obtain∫
y>δ
(
|∇w|2Gˆ2τ2 + 2w < ∇w,∇τ > τGˆ2 + w < ∇w,∇Gˆ2 > τ2
)
y−a(7.10)
−
∫
y=δ
wywGˆ2τ
2y−a
=
∫
y=δ
∆xV
εwGˆ2τ
2.
Note that in the last equality in (7.10), we used the equation satisfied by V ε. Now by letting
δ → 0, using the continuity of ∆xV ε, w and τ2 upto {y = 0}, Lebesgue dominated convergence
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theorem and then by integrating by parts the corresponding boundary integral in the limit as
δ → 0 (i.e. the integral ∫{y=0}∆xV εβε(V ε)Gˆ2τ2) we deduce that the following holds,∫ (
|∇w|2Gˆ2τ2 + 2w < ∇w,∇τ > τGˆ2 + w < ∇w,∇Gˆ2 > τ2
)
y−a(7.11)
= −
∫
y=0
|∇xV ε|2β′ετ2+ < ∇xV ε,∇x(Gˆ2τ2) > ∂ay (V ε).
Now we observe that the first integral on the right hand side of (7.11) is non-negative and
for the second integral on the right hand side of (7.11), using the uniform W 2,2 estimates for
V ε, we can pass to the limit ε → 0 and by using the fact that ∇xV ∂ayV ≡ 0 on {y = 0}, we
obtain in the limit that such an integral goes to 0. We can thus deduce that the following
estimate holds,
∫ (
|∇w|2Gˆ2τ2 + 2w < ∇w,∇τ > τGˆ2 + w < ∇w,∇Gˆ2 > τ2
)
y−a(7.12)
≤ 0,
where in (7.12) we have now let w = yaVy. Now the third integral on the left hand side of
(7.12) above can be handled the same way as in (7.7) using the fact that div(y−a∇Gˆ2) = 0
on the set B+1 \ B+c and thus by arguing as in (7.7) and (7.8) we obtain,∫
|∇w|2Gˆ2τ2y−a(7.13)
≤
∫ (
w2|∇Gˆ2||∇τ |τ + w2|∇τ |2Gˆ2
)
y−a,
from which the second estimate in (7.4) follows by letting c→ 0.
We now let for i = 1, .., n
Ii(ρ) =
∫
B
+
ρ
|∇Vxi |2
|X|n−1+a y
a.
We also define
Iy(ρ) =
∫
B
+
ρ
|∇(yaVy)|2
|X|n−1−a y
−a.
Now given any ρ ∈ (0, 1/4), we have that either of the following holds,
Case a): Hn({x ∈ B2ρ \Bρ : ∇xV (x, 0) = 0}) ≥ 12Hn(B2ρ \Bρ) or
Case b): Hn({x ∈ B2ρ \Bρ : ∂ayV (x, 0) = 0}) ≥ 12Hn(B2ρ \Bρ).
If Case b) occurs, then by Poincare inequality as in Lemma 7.1 applied to yaVy in B
+
2ρ \B+ρ ,
we note that the integral on the right hand side of the second estimate in (7.4) can be upper
bounded by
C(Iy(2ρ)− Iy(ρ)).
Here we used the fact that on the set B2ρ \Bρ, we have that 1|X|n−1−a ∼ 1ρn−1+a . On the other
hand if Case a) occurs, then similarly by applying the Poincare inequality to ∇xU , we obtain
that the integral on the right hand side of the first estimate in (7.4) can be upper bounded
by
C(Ii(2ρ)− Ii(ρ))
for all i = 1, ..., n.
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Thus for a given ρ, either
Iy(ρ) ≤ C(Iy(2ρ)− Iy(ρ))
which is equivalent to
Iy(ρ) ≤ C
C + 1
Iy(2ρ)
or
Ii(ρ) ≤ C
C + 1
Ii(2ρ) for i = 1, .., n
holds. Thus we can iterate the inequalities for ρk =
1
2k
and thus obtain that for any ρ ∈
(0, 1/4), either
(7.14) Iy(ρ) ≤ CργIy(1/4)
or
(7.15) Ii(ρ) ≤ CργIi(1/4), for i = 1, .., n.
holds where γ = 12 log2(
C
C+1 ). In the later case, using the equation satisfied by V which implies
y−a|∇(yaVy)|2 ≤ C
n∑
i=1
ya|∇Vxi |2
and also by using
1
|X|n−1−a ≤
1
|X|n−1+a , |X| < 1
since a ≥ 0, we obtain from the definition of Iy and Ii’s that the following holds
(7.16) Iy(ρ) ≤ C
∑
Ii(ρ) ≤ Cργ
∑
Ii(1/4) ≤ Cργ
∫
B
+
1
|∇V |2ya
where in the last inequality above, we used the energy estimate in (7.4) corresponding to
ρ = 1/4. Note that similarly, even in the former case ( i.e. when (7.14) holds), the last
estimate in (7.16) follows by applying the energy estimates in (7.4) with ρ = 1/4. (7.16) in
particular implies that
(7.17)
1
ρn−1−a
∫
B
+
ρ
|∇(yaVy)|2y−a ≤ Cργ
∫
B
+
1
|∇V |2ya.
The desired estimate (7.2) with α = γ2 and R = 1 now follows from (7.17) by use of Poincare
inequality. 
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