A matrix A is said to be matrix majorized by a matrix B, written A ≺ B, if there exists an n × n row stochastic matrix X such that A = BX. This is a generalization of multivariate majorization.
Introduction
A nonnegative real matrix D is called a doubly stochastic matrix provided that each of its row sums and column sums are equal to one. A nonnegative real matrix X is called row stochastic provided that each of its row sums are equal to one. Let n be the set of all n × n doubly stochastic matrices, n be the set of all n × n row stochastic matrices, and P n be the set of all n × n permutation matrices. Then we know that P n ⊆ n ⊆ n . The sets n and n are closed under matrix multiplication, permutation equivalence, and convex combinations. That is, if X and Y are doubly stochastic (resp. row stochastic), then so are XY, P XQ, and αX + (1 − α)Y for P , Q ∈ P n and 0 α 1.
The notion of majorization plays important role in mathematics, statistics and economics. We begin with the definition of vector majorization.
Let D = {(x 1 , x 2 , . . . , x n ) ∈ R n :
. . , n and if k = n then equality holds. When x ≺ y, x is said to be majorized by y, or y is said to majorize x. The following is an interesting fact.
Our interest is in the matrix version of majorization. Let A and B be m × n real matrices. If there exists an n × n doubly stochastic matrix D such that A = BD, then A is said to be multivariate majorized by B, and denoted by A ≺ mul B. The following definition of matrix majorization was introduced by Dahl in [6] , and this notion generalized the definition of multivariate majorization. The matrix A is said to be matrix majorized by B if there exists an n × n row stochastic matrix X such that A = BX, and denoted by A ≺ B. Also, several characterizations of matrix majorization was given in [6] . The definitions of multivariate and matrix majorization are motivated by the theorem of Hardy-Littlewood and Polya saying that for x and y in R n , x ≺ y if and only if there exists an n × n doubly stochastic matrix D such that x = yD.
Let A be a linear space of matrices, T be a linear operator on A, and R be a relation on A. The linear operator T is said to strongly preserve R if
R(T (X), T (Y )) if and only if R(X, Y ).
In [1, 4, 5, 8] , one can find properties of multivariate majorization. In [2] , a characterization of linear operators T which preserves the set of nonnegative matrices and strongly preserves multivariate majorization was presented. The paper required that T (I ) = I. In [3] , authors gave a characterization of multivariate majorization preservers with no additional conditions. In this paper, we will characterize linear operators that strongly preserve matrix majorization.
Main result
In this section, we will investigate linear operators on n × n nonnegative real matrices M n (R + ) that strongly preserves matrix majorization. We will use the following lemmas to prove the main theorem.
Lemma 2.1. Let T : M n (R) → M n (R) be a linear operator that strongly preserves matrix majorization. Then T is invertible.

Proof. Suppose T (A) = 0. Since T is linear and T (A) ≺ 0 , T (A) ≺ T (0)
. This implies A ≺ 0 because T strongly preserves matrix majorization. By the definition of matrix majorization, there exists an n × n row stochastic matrix X such that A = 0 · X. Hence A = 0. Therefore, T is nonsingular.
As we know, if P and P −1 are doubly stochastic, then P is a permutation matrix. The next lemma is a row stochastic matrix version of this fact.
Lemma 2.2. Let X be a nonsingular row stochastic matrix. If X −1 is nonnegative, then X is a permutation matrix.
Proof. Let X = [x ij ]. Then, for any permutation matrices P and Q, P XQ = Y is row stochastic. Suppose that X has two nonzero entries in some row. Without loss of generality we may assume that the first row of X has at least two nonzero entries. Since X −1 is nonnegative, the first column of X −1 has a nonzero entry, say in row i, and then the ith row of X −1 X must have at least two nonzero entries. This is a contradiction since X −1 X = I. Thus every row of X has exactly one nonzero entry. Since X is invertible, it is a row stochastic and must have a nonzero entry in each column. So the only entries other than zero must be 1's. This implies that X is a permutation matrix. Now, we find an interesting property of matrix majorization preservers.
Lemma 2.3. Let T preserve matrix majorization on M n (R) and assume that T (I ) = I. Then T preserves the set of permutation matrices. If T strongly preserves matrix majorization, then T strongly preserves the set of permutation matrices.
Proof. For the permutation matrix P , P ≺ I ≺ P . So, there exist row stochastic matrices R and S such that T (P ) = I · R = R and I = T (P ) · S. This implies I = R · S. Thus, T (P ) = Q where Q is a permutation matrix by Lemma 2.2.
If T strongly preserves matrix majorization then T is invertible by Lemma 2.1, and thus, T (P n ) = P n . The proof is complete.
In the next theorem we shall use the following result of Li, Tam and Tsing. Theorem 2.1 [7, Theorem 2.2] . Let T be a linear map on the span of the set of permutation matrices. Then T (P n ) = P n if and only if for some P , Q ∈ P n either T (X) = P XQ for all X ∈ Span(P n ) or T (X) = P X t Q for all X ∈ Span(P n ) where X t denotes the transpose of X.
Theorem 2.2. Let T be a linear map on M n (R) with T (I ) = I. If T strongly preserves matrix majorization then for
Proof. Since T strongly preserves matrix majorization and T (I ) = I, T strongly preserves the permutation matrices. Thus, by Theorem 2.4, either L(X) = P XQ for all X ∈ Span(P n ) or L(X) = P X t Q for all X ∈ Span(P n ). Since L(I ) = I, P Q = I, so that Q = P t .
Let E ij denote the matrix with a 1 in the (i, j ) entry and zeros in every other entry. This is called a cell.
Theorem 2.3. If L : M n (R) → M n (R) strongly preserves matrix majorization with L(I ) = I, and L preserves the set of nonnegative matrices, then there exists a permutation matrix P such that L(A) = P t AP for every A ∈ M n (R).
Proof. Suppose L(E ij ) has more than one nonzero entry. Then these nonzero entries cannot be in the same row or column because by Lemma 2.3, L preserves the permutation matrices and L preserves the set of nonnegative matrices. Further, if L(E ij ) has more than one nonzero entry, and they are not in the same row or column, then there are at most (n − 2)! permutations that can be nonzero at the same locations, however there are (n − 1)! permutations that can be nonzero at position (i, j ). Since L is nonsingular by Lemma 2.1, L is one-to-one on the set of permutations. This contradiction establishes that the image of E ij has only one nonzero entry for all (i, j ). Since L(I ) = I, it follows that L(E ii ) = E jj for some j, since L is nonsingular and strongly preserves matrix majorization. Let P be the permutation matrix such that P L(E ii )P t = E ii for each i. Such a permutation matrix exists since L is nonsingular. Let L 1 (A) = P L(A)P t for all A. By an argument similar to the above, using a permutation matrix that has a 1 in the (i, j ) entry, we have that L 1 (E ij ) = E rs for some (r, s). If r / = i, j and s / = i, j then there is a permutation matrix U, which has a 1 in the (i, i) entry and a 1 in the (r, s) entry, but then L 1 −1 (U ) must be a permutation matrix which has 1's in the (i, i) and (i, j ) entries, an impossibility. Thus, suppose r = i and i / = j. Then, if s / = j, there is a permutation matrix V , which has 1's in the (i, s) and (j, j ) entries. But then, L 1 −1 (V ) is a permutation matrix with 1's in the (i, j ) and (j, j ) entries, also an impossibility. Thus
Now, let K be the matrix with 1's in each entry of the first column, and zeros elsewhere. Then, K matrix majorizes (J n /n), but K t does not, thus, the map A → A t does not preserve matrix majorization. That is L 1 is the identity transformation, and it follows that L(A) = P t AP for all A.
We now consider operators that do not necessarily preserve the positive matrices. For this we will denote the set of all row stochastic matrices by RS n . We now cite another theorem by Li, Tam and Tsing modified to row stochastic matrices versus column stochastic matrices. 
for all A ∈ Span(RS n ) where A i denotes the ith row of A.
Corollary 2.1. Let T be a linear map on the span of the set of row stochastic matrices. Then T (RS n ) = RS n and T (P n ) = P n if and only if there exist P , Q ∈ P n such that T (A) = P AQ for all A ∈ Span(RS).
Proof. Suppose T (RS n ) = RS n and T (P n ) = P n . By Theorem 2.7 we have that for some P , Q 1 , Q 2 , . . . , Q n ∈ P n ,
for all A ∈ Span(RS n ) where A i denotes the ith row of A. If there are two distinct permutation matrices in the set {Q 1 , Q 2 , . . . , Q n }, say without loss of generality that Q 1 / = Q 2 , and also without loss of generality that e 1 Q 1 = e 1 while e 2 Q 2 = e 1 where e i denotes the ith row of the identity matrix. Then, T (I ) is not a permutation matrix, a contradiction, so the necessity holds. The sufficiency is clear. 
Since L(I ) = {T (B)} −1 T (BI ) = I, L is a strong preserver of matrix majorization with L(I ) = I. By Lemma 2.3 L(P n ) = P n . Now, X ∈ RS n if and only if X ≺ I. Thus, if X ∈ RS n we must have L(X) ≺ I. That is L(RS n ) = RS n . Thus, by Corollary 2.1 there exist P , Q ∈ P n such that L(A) = P AQ for all A ∈ Span(RS). Let M = T (B)P B −1 . Then T (A) = MAQ for all A ∈ Span(RS n ). Therefore, the theorem holds.
